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Zusammenfassung
Diese Arbeit behandelt das Quantensystem eines einzelnen Teilchens, das mit einem idealen
Gas identischer Fermionen mittels Punktwechselwirkung interagiert. In der Physikliteratur wird
dieses System ha¨ufig als Fermi-Polaron bezeichnet. Wir untersuchen das Fermi-Polaron in zwei
Dimensionen.
Anders als im eindimensionalen Fall ko¨nnen Punktwechselwirkungen in zwei und drei Di-
mensionen nicht ohne Weiteres als eine Sto¨rung der quadratischen Form des Laplace-Operators
konstruiert werden. Man erha¨lt die entsprechenden Operatoren entweder als selbst-adjungierte
Erweiterungen eines Laplace-Operators eingeschra¨nkt auf Funktionen, die verschwinden, wenn
die Koordinaten zweier Teilchen u¨bereinstimmen, oder durch Approximation in einem geeig-
neten Grenzprozess. Ein Viel-Teilchen-Operator mit Zwei-Teilchen-Punktwechselwirkung wurde
zuerst von Dell’Antonio, Figari und Teta auf die zweite Weise konstruiert [8].
Wir betrachten das Fermi-Polaron zuna¨chst eingeschra¨nkt auf eine Box mit periodischen
Randbedingungen und identifizieren eine große Klasse von Regularisierungen, die den Hamilton-
Operator des Fermi-Polarons im starken Resolventen-Sinne approximieren. Der Hamilton-Opera-
tor ist nicht durch einen geschlossenen Ausdruck gegeben, der sich in u¨blichen Variationsprin-
zipien als nu¨tzlich erweisen ko¨nnte. Wir beweisen ein neues Variationsprinzip, das alle Bin-
dungszusta¨nde, d.h. alle Eigenzusta¨nde mit Energien unterhalb des Spektrums der kinetischen
Energie, charakterisiert und das sich als sehr hilfreich in folgenden Anwendungen erweist.
Es wird angenommen, dass eine gute Approximation des Grundzustands des Fermi-Polarons
im Falle schwacher Kopplung zwischen der Verunreinigung und dem Fermi-Gas durch den so-
genannten Polaron-Ansatz und im Falle starker Kopplung durch den sogannten Moleku¨l-Ansatz
gegeben ist. In der Physikliteratur wird der Erwartungswert des (ultraviolett-)regularisierten
Hamilton-Operators u¨ber diese beiden Klassen von Testzusta¨nden minimiert. Aus den impli-
ziten Ausdru¨cken fu¨r die minimale Energie kann der Ultraviolett-Cutoff entfernt werden. Es
bleibt jedoch unklar, ob der sich ergebende Ausdruck eine obere Schranke an die Grundzustand-
senergie des Fermi-Polarons darstellt. Wir zeigen, dass man die Minimierung der Energie u¨ber
die Polaron- und Moleku¨l-Testzusta¨nde in natu¨rlicher Weise im Sinne unseres Variationsprin-
zips umformulieren kann. Dabei vereinfachen sich die Klassen von Testzusta¨nden erheblich. Da
unser Variationsprinzip nicht auf regularisierten Gro¨ßen basiert, beweisen wir dabei auch, dass
die Ausdru¨cke fu¨r die Polaron- und Moleku¨lenergie in der Physikliteratur obere Schranken an
die Grundzustandsenergie des Fermi-Polarons sind. Als weitere Anwendung des Variationsprin-
zip zeigen wir, dass zu erster Ordnung in Teilchen-Loch-Entwicklung der Moleku¨l-Ansatz den
Grundzustand des Fermi-Polarons besser approximiert als der Polaron-Ansatz, vorausgesetzt die
Kopplung zwischen der Verunreinigung und dem Fermi-Gas ist stark genug.
Das abschließende Kapitel ist der Herleitung einer unteren Schranke an die Grundzustands-
energie des Fermi-Polarons in R2 gewidmet. Wir zeigen, dass diese von unten durch eine Gro¨ße
beschra¨nkt werden kann, die nicht von der Anzahl der Fermionen im Gas abha¨ngt. Fu¨r dieses
Resultat nehmen wir an, dass das Verha¨ltnis zwischen der Masse der Verunreinigung und der
Masse eines Fermions gro¨ßer ist als 1.225. Außerdem schlagen wir eine Methode vor, mit der ei-
ne solche untere Schranke mo¨glicherweise auch fu¨r kleinere Massenverha¨ltnisse bewiesen werden
ko¨nnte. Diese Methode scha¨tzt die quadratische Form des regularisierten Hamilton-Operators
in der Ortsraumdarstellung ab. In diesem Zusammenhang beweisen wir eine Ungleichung, die
ein singula¨res Potential eines zwei-dimensionalen Fermi-Gases, das nur vom ku¨rzesten Abstand
5zwischen zwei Fermionen abha¨ngt, gleichma¨ßig in der Anzahl der Fermionen durch die kinetische
Energie dieses Gases beschra¨nkt. Diese Ungleichung gilt auch fu¨r ein Potential mit Singularita¨t
r−2. Da fu¨r ein solches Potential in zwei Dimensionen die Hardy-Ungleichung nicht gilt, muss
dabei die volle Antisymmetrie der Wellenfunktion beru¨cksichtigt werden.
Summary
This thesis is concerned with the quantum mechanical system of a single particle interacting
with an ideal gas of identical fermions by point interaction. In the physics literature this system
is often referred to as Fermi polaron. We investigate the two-dimensional Fermi polaron.
Unlike the one-dimensional case, point interactions in two or three dimensions cannot be
implemented as perturbation of the quadratic form of the Laplacian. Either they are obtained as
self-adjoint extensions of the Laplacian restricted to functions that vanish when the coordinates
of two particles coincide, or they are constructed by a suitable limiting process. Choosing the
second approach, a many-body operator with two-particle point interaction has firstly been
rigorously defined by Dell’Antonio, Figari and Teta [8].
We consider the Fermi polaron confined to a box with periodic boundary conditions and we
identify a broad class of regularization schemes that approximate the Hamiltonian of the Fermi
polaron as limit operator in the strong resolvent sense. The Hamiltonian is not given by a closed
form, which could be conveniently used in standard variational principles. We establish a novel
variational principle that characterizes all bound states, i.e. all energy eigenstates below the
bottom of the spectrum of the kinetic energy. This variational principle turns out to be very
useful for the following purposes.
The ground state of the Fermi polaron is expected to be well approximated by the polaron
and the molecule ansatz in the regime of weak and strong coupling between the impurity and
the Fermi gas, respectively. In the physics literature, these two classes of trial states are used for
variational computations with the (ultraviolet) regularized Hamiltonian. Although the implicit
expressions for the minimal energy of both classes allow for the removal of the ultraviolet cutoff,
it remains unclear whether the results are upper bounds to the ground state energy of the
Fermi polaron. We show that the minimization of energy over polaron and molecule trial states
can be reformulated in a natural way with the help of our variational principle. By doing so,
the classes of trial states simplify considerably, and since there is no reference to regularized
quantities, we can prove that the expressions for the polaron and the molecule energy in the
physics literature are indeed upper bounds to the ground state energy of the Fermi polaron. As
a further application of the variational principle, we prove analytically that to first order in a
particle-hole expansion the molecule ansatz yields a better approximation to the ground state
energy than the polaron ansatz if the coupling between the impurity and the Fermi gas is strong
enough. So far, this had only been done numerically.
The concluding chapter is devoted to the derivation of a lower bound to the ground state
energy of the Fermi polaron in R2. We show that the ground state energy can be bounded
from below by a quantity that does not depend on the number of fermions in the Fermi gas.
This result is correct under the assumption that the ratio of the mass of the impurity and the
mass of a fermion exceeds 1.225. We also present a method which might yield a similar result
for lower mass ratios. This method gives an estimate for the quadratic form of the regularized
Hamiltonian in position space representation. In this connection, we present an inequality that
bounds a singular potential of a two-dimensional Fermi gas depending only on the minimal
distance between two fermions by the kinetic energy of the Fermi gas uniformly in the number
of fermions. This inequality also applies to a potential with singularity r−2, for which the
Hardy inequality does not hold in two dimensions. Therefore, the full antisymmetry of the wave
function has to be taken into account.
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Chapter 1
Introduction
The so-called “impurity problem” or “polaron problem” is a typical approach in the theoretical
investigation of phenomena in quantum physics. It consists in the detailed analysis of a system
of a single or a few particles immersed in a complex environment. The presence of an impurity
leads to fluctuations in the environment, which in turn change properties of the impurity.
Quantum systems of this type have been studied intensively in mathematical physics. One
example is the Fro¨hlich model which describes an electron in a polar crystal. The presence of
the electron causes local deformations of the lattice ions and consequently the creation and anni-
hilation of phonons. Another impurity system which attracted much attention in mathematical
physics is an atom coupled to the electromagnetic field. In both cases the complex environment
has a bosonic structure.
Since the situation of the impurity problem can be realized experimentally in ultracold atomic
gases of two components with strongly imbalanced occupation (see e.g. [42], [36], [14], [13], [37]),
a polaron problem with a fermionic environment has attracted much interest of theoretical
physicists in recent years. It describes a single atom immersed in an ultracold quantum gas of
identical fermionic atoms. (See reviews [19], [15].)
This system is of large interest, because it is expected to exhibit the so-called polaron-to-
molecule transition (see e.g. [3]). One expects a “polaronic” behaviour in the regime of weak
coupling between the impurity and the Fermi gas. The impurity atom is dressed with density
fluctuations of the Fermi gas, but the statistics of the impurity, i.e. its bosonic or fermionic
nature, is preserved. In the regime of strong coupling, the impurity tightly binds an atom of the
Fermi gas and forms a dimer or a molecule. This changes the statistics of the impurity. If the
impurity is a fermion, the tightly bound dimer becomes a boson. The detailed understanding of
this impurity problem is expected to provide insight into various pairing phenomena in ultracold
two-component Fermi gases concerning e.g. the so-called BCS-BEC crossover. In this thesis
we make a contribution to the investigation of this impurity problem, which is in the physics
literature often referred to as Fermi polaron. We focus on its two-dimensional case.
The Hamiltonian of the Fermi polaron is formally given by
− 1
M
∆y −
N∑
i=1
∆xi − g
N∑
i=1
δ(xi − y). (1.1)
The coordinate y ∈ R2 denotes the position of the impurity and the coordinates x1, ..., xN ∈ R2
denote the positions of the N fermions in the Fermi gas. The parameter M represents the ratio
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of the impurity mass and the mass of a fermion. The form of the interaction in the formal
expression of the Hamiltonian can be justified by two simplifying facts in the relevant regime
of physical parameters (see [19], [10]). Firstly, the mean distance between two particles is much
larger than the range of the inter-particle potential. Therefore, only interactions between two
particles are contained in the Hamiltonian (1.1). Secondly, the short range character of the
interaction together with ultralow temperatures lead to a predominance of s-wave scattering
over scattering processes in other angular momentum channels. For this reason, only s-wave
scattering processes need to be taken into account (see e.g. [16], Chapter XVII, §130). Since
s-wave scattering processes between identical fermions are suppressed by the Pauli principle,
the formal Hamiltonian does not contain any interaction between the fermions. Thus, there is
only interaction between the impurity and the Fermi gas. Taking only s-wave scattering into
account, the corresponding interparticle potential is replaced by point interaction (also called
contact interaction or zero-range interaction), as formally indicated by the δ in (1.1). The
coupling constant g in the formal expression (1.1) does not have a well-defined meaning. The
parameter that characterizes the interaction strength is the scattering length or the two-particle
binding energy. The value of this parameter has to be chosen in the rigorous construction of a
Hamiltonian which corresponds to the formal expression (1.1).
Mathematical background and literature
In one space dimension, the Hamiltonian of a single particle interacting with a fixed point
scatterer can be implemented as a perturbation of the quadratic form of the Laplacian. In two or
three space dimensions, this is not possible. A fixed point interaction at the origin in d dimensions
with d ∈ {2, 3} can be constructed by restricting the Laplacian to C∞0 (Rd \ {0}), the space of
smooth functions with compact support vanishing at the origin, and then considering self-adjoint
extensions. Alternatively, one can regularize the point interaction, e.g. by an ultraviolet cutoff
n in momentum space. The regularized Hamiltonian then reads
−∆− gn |ηn〉 〈ηn| , (1.2)
where ηn(x) = (2pi)
−d/2 ´
k2≤n dk e
ikx. The coupling constant gn has to be chosen by a suitable
renormalization condition, which fixes the scattering length or the binding energy EB < 0 of
the interaction. Such a renormalization condition reads
g−1n =
ˆ
k2≤n
dk
1
k2 − EB . (1.3)
As the cutoff n is taken to infinity, we obtain a Hamiltonian with point interaction at the
origin as limit operator. The choice of a particular self-adjoint extension in the former method
corresponds to the choice of the binding energy EB in the renormalization condition in the latter
approach. We review the construction of the Hamiltonian of a single particle interaction with
a fixed point scatterer by renormalization in Section 2.1. A comprehensive reference for fixed
point interactions is [1].
A many-body operator for particles interacting through two-particle point interactions in two
and three dimensions was first constructed by Dell’Antonio, Figari and Teta [8]. Its quadratic
form was obtained as Γ-limit of regularized quadratic forms. The three-body case had been
considered by Minlos and Faddeev before from the viewpoint of self-adjoint extensions (see
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[26], [25]). Dimock and Rajeev obtained the Hamiltonian for N bosons interacting with point
interactions in two dimensions as limit operator in the strong resolvent sense [9]. A key step in
their proof is to write the regularized operator in the form
H0 − gnA∗nAn, (1.4)
where H0 is the non-relativistic kinetic energy and An is some bounded operator. Choosing
An ∈ L (L2(Rd),C) with Anψ := 〈ηn, ψ〉 it is obvious that (1.2) can be written in the form (1.4)
in a natural way. In the situation of the Fermi polaron, the interaction term can be regularized
by
−gn
∑
k,l,q
ηˆn(k)ηˆn(l)ηˆn(q − k)ηˆn(q − l) a∗k b∗q−k bq−l al (1.5)
(cf. (3.2)), where ak and bk annihilate a fermion and the impurity, respectively, and in accordance
with the previous definition we have ηˆn = χ(k
2 ≤ n). Following Dimock and Rajeev [9], we
introduce an additional type of particle, which they named angels. We denote the corresponding
creation and annihilation operators by m∗p and mp, respectively, and set
An :=
∑
k,q
ηˆn(k)ηˆn(q − k)m∗qbq−kak.
Then, the regularized Hamiltonian of the Fermi polaron with interaction (1.5) is of the form
(1.4). Writing the regularized Hamiltonian in the form (1.4) allows us to consider the operator
φn(z) = g
−1
n −An(H0 − z)−1A∗n, (1.6)
which turns out to be a very useful construction for the analysis of the limiting process, since in
contrast to the regularized Hamiltonian itself, φn(z) is strongly convergent on a dense subspace
to an explicitly given limit operator. The operator φn(z) is formally related to the Birman-
Schwinger operator from the theory of Schro¨dinger operators. We follow the method of [9] when
we construct the Hamiltonian of the Fermi polaron in the two-dimensional box with periodic
boundary conditions in Section 3.2, but we also show in Section 3.6 that in the particular case of
the Fermi polaron the “angel” construction is not necessary if we restrict the system to subspaces
of fixed total momentum.
A further key step in the construction of a many-body operator with point interaction is
to clarify whether its quadratic form is bounded from below. There is a remarkable difference
between the two- and the three-dimensional case in this regard.
Concerning the case of the Fermi polaron in three-dimensional space, i.e. one particle in-
teracting with N fermions by point interaction in R3, there have been several articles in recent
years (see [21], [22], [6], [7]). In [6] it is shown that a Hamiltonian that is bounded from below
can be constructed if the mass ratio M exceeds a value M∗(N) depending on the number N of
fermions. The critical value M∗(N) given in this article grows linearly for large N . Moreover,
if M < M∗(2) ≈ 0.0735 the quadratic form of this Hamiltonian is unbounded from below and
there is a regime of instability in which the so-called Thomas effect occurs. The special case
N = 2, i.e. two identical fermions interacting with another particle by point interaction, has
been investigated in great detail (see [23], [24], [20]). The result in [6] has been improved very
recently by Seiringer and Moser [28]. They establish a N -independent critical value M∗ ≈ 0.36
above which the Hamiltonian is bounded from below. Moreover, in the case of stability they
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prove that the Hamiltonian can be bounded from below by a quantity which does not depend
on the number N of fermions.
The two-dimensional case has received much less attention in the mathematical physics
literature. Boundedness from below of the Hamiltonian in two dimensions follows already from
the results in [8] or [9]. However, the lower bound to the ground state energy that can be
derived from the results in these articles is very unsatisfactory, since it grows exponentially in
the number of fermions N . It was expected that, like in the three-dimensional case, the ground
state energy of the Fermi polaron in R2 can be bounded from below uniformly in N . In this
thesis, we prove that the this holds true under the assumption that M > 1.225.
Contributions of this thesis
Many articles in the physics literature investigate the question of a polaron-to-molecule transition
of the two-dimensional Fermi polaron from a variational viewpoint (see e.g. [41], [30], [31]) in
the following way. The system is confined to a two-dimensional box with periodic boundary
conditions and the Fermi energy µ is a fixed parameter of the system. Then, the expectation
value of Hn − µN , where Hn is an ultraviolet regularized version of (1.1) and N denotes the
number of fermions, is minimized separately over the class of polaron states (4.1), which was
proposed by Chevy [4], and the class of molecule states (4.3), which was proposed independently
by Chevy and Mora [27] and by Punk, Dumitrescu and Zwerger [33]. The expressions for the
minimal energy have a limit as the ultraviolet cutoff n is taken to infinity. Then, the resulting
expressions are compared to find the energetically favourable class of trial states depending on
the coupling strength. Most of the analysis is done numerically. No mathematical argument is
given why the minimal energy in the limit of the removal of the ultraviolet cutoff is an upper
bound to the ground state energy of the Fermi polaron. One of the results in this thesis is
to clarify this issue. We also investigate polaron and molecule trial states from a variational
viewpoint, but we develop a different approach.
We consider the situation of the Fermi polaron in a two-dimensional box. We construct the
Hamiltonian H as limit operator in the strong resolvent sense by a suitable renormalization
process following the ideas in [9] including the introduction of “angels”. We also show that
the “angel” construction can be circumvented by restricting the operator to subspaces with
fixed total momentum. Moreover, we identify a broad class of renormalization schemes which
approximate the same Hamiltonian. The renormalization condition fixes the two-body binding
energy to a prescribed value EB < 0.
We establish a criterion that characterizes all eigenvalues E below the bottom of the spectrum
of the kinetic energy. They satisfy
µl(H) = E ⇔ µl(φ(E)) = 0,
where µl denotes the lth lowest eigenvalue and φ(E) is the strong limit of (1.6) on a dense
subspace. In contrast to H, the operator φ(E) is given by a closed form, which is useful
for explicit variational computations. In the situation of the Fermi polaron, the operator An
contained in (1.4) and (1.6) is a mapping between nonequal Hilbert spaces. Therefore, the
original classes of polaron and molecule states from the physics literature cannot be used for
variational computations with φ(E). We show that the original classes of trial states can be
mapped into classes of trial states for φ(E). We reproduce the expressions for the energy of
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the polaron and the molecule ansatz, which are given in the physics articles. This justifies the
mapping of trial states and automatically proves that they indeed yield upper bounds to the
ground state energy of the Fermi polaron, since we derive the expressions without any reference
to regularized quantities. Due to the mapping the trial states simplify considerably, since the
set of variational parameters is significantly reduced. Thus, the novel variational principle is
interesting not only from an analytical point of view, but might also be a useful tool for numerical
computations.
As a further application we give an analytic proof of the following fact, which has been
found numerically in [30] and [31]. If the coupling between the impurity and the Fermi gas is
strong enough, the molecule ansatz yields a better approximation to the ground state of the
Fermi polaron than the polaron ansatz, which is in agreement with the physical picture of a
polaron-to-molecule transition from weak to strong coupling. For this result to hold, we assume
that for a fixed Fermi energy (and therefore a fixed density) the box size is large enough.
Finally, we prove a lower bound for the Fermi polaron in R2 that is uniform in the number
of fermions N . This improves previous lower bounds in the literature significantly which grow
exponentially in N . On a technical level the proof is inspired by [28], but compared to the
three-dimensional case the two-dimensional case requires a special treatment of contributions
of small momenta. Furthermore, compared to previous articles in the literature we write our
proofs in the language of second quantization, which provides an elegant way to avoid lengthy
expressions of quadratic forms. For our result to hold we assume that M > 1.225. However, we
conjecture that the Fermi polaron is bounded from below uniformly in N for all values of the
mass ratio M . An alternative method which might yield such a lower bound for small values of
M is described in the last section of this thesis. This alternative approach is based on estimates
of the quadratic form of the regularized Hamiltonian in position space representation rather
than estimates of φ(E). The quadratic form of the regularized Hamiltonian is split up into two
partial systems. The first system is the impurity moving around a fixed configuration of fermions
as point scatterers. It cannot be bounded from below uniformly in the ultraviolet cutoff and
in the configuration of the fermions. The impurity mediates a singular, effective potential V
between the fermions depending only on the distance of the two fermions which are closest to
each other. This potential enters the second system consisting of the fermions moving around
the fixed impurity as a point scatterer and feeling the effective potential. It is still an open
problem whether this system can be bounded from below uniformly in the number of fermions.
What we can show is that the singular effective potential can be bounded by the kinetic energy
of the Fermi gas uniformly in the number of fermions, i.e.
V (min
i 6=j
|xi − xj |) ≤ C ·
N∑
i=1
(−∆xi).
A similar bound for a nearest neighbour interaction was given by Lieb and Yau [18]. Their
method cannot be applied to this case since it neglects the antisymmetry of the wave function
with respect to some particles, which they consider as fixed. In the two-dimensional case with
the effective potential V , which has a singularity of the form 1/(r2 · log(1/r)) as r → 0, the full
antisymmetry of the wave function has to be taken into account in order to compensate for the
lack of a Hardy inequality in two dimensions.
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Structure and organization of the thesis
This thesis is organized as follows. In Chapter 2 the underlying structure of a limiting process
which approximates Hamilton operators with point interaction in presented. We summarize the
situation of a fixed point scatterer approximated by a sequence of rank-one perturbations of the
Laplacian in Section 2.1. This treatment is generalized to sequences of operators of the form
(1.4) in Section 2.2. Theorem 2.5 in this section is a prerequisite for the construction of the
Hamiltonian of the Fermi polaron in a two-dimensional box (Section 3.2) and in R2 (Section 5.1).
Chapter 3 is devoted to the Hamiltonian of the Fermi polaron in a two-dimensional box.
After motivating the renormalization condition, which fixes the ground state energy of the two-
body problem to a prescribed value (Section 3.1), we identify a large class of regularization
schemes which approximate the Hamiltonian of the Fermi polaron (Section 3.2). In Section 3.3
we comment on a particular regularization scheme, which has a convenient form in position space
representation and which will be reconsidered in Chapter 5. In Section 3.4 we characterize the
Hamiltonian, which we obtained as limit operator in Section 3.2. The main result in Chapter 3 is
the variational principle for the operator φ(E) which we prove in Section 3.5. It is applied several
times in the investigation of polaron and molecule states in Chapter 4. For the construction
of the Hamiltonian in Section 3.2 we introduce “angel” particles as in [9]. In Section 3.6 we
show that this is not necessary in the case of the Fermi polaron if one exploits total momentum
conservation. Since we restrict the consideration of polaron and molecule states in Chapter 4 to
those of total momentum zero, the construction given in Section 3.6 is also used in the subsequent
section.
In Chapter 4 we are concerned with polaron and molecule trial states to first order in particle-
hole expansion. In Section 4.1 we map the classes of trial states given in the physics literature to
classes of trial states which can be used for the variational principle established in Section 3.5.
We also show that the expressions for the polaron and the molecule energy stated in the physics
literature are upper bounds to the ground state energy of the Fermi polaron. In Section 4.2 we
prove analytically that if the coupling between the impurity and the Fermi gas is strong, i.e.
|EB| is large, then the molecule ansatz yields a better approximation to the ground state of the
Fermi polaron than the polaron ansatz. For this result to hold we assume that the box size is
large but the Fermi energy is kept fixed. This result is an application of the variational principle
established in Section 3.5.
Chapter 5 is devoted to the derivation of lower bounds for the Hamiltonian of the Fermi
polaron in R2. In Section 5.1 we give a brief overview of the construction of the Hamiltonian.
Section 5.2 contains the main result of Chapter 5. We prove that the Fermi polaron in R2 can
be bounded from below uniformly in the number of fermions provided that M > 1.225. Since
we conjecture that it can be bounded from below uniformly in N for all M > 0, we propose an
alternative approach for the derivation of a lower bound in Section 5.3. The basic step of this
approach is a decomposition of the Hamiltonian into two partial systems (Section 5.3.1). The
first partial system consists of the impurity moving in a fixed configuration of fermions as point
scatterers. This system can be bounded from below by a function which only depends on the
minimal distance in the fermion configuration (Section 5.3.2). This function plays the role of
an effective potential in the second partial system consisting of the fermions moving around the
fixed impurity and feeling the effective potential. It is an open problem whether this system
admits a lower bound that is uniform in the number of fermions. However, we can prove that
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such a bound can be established if we neglect the fixed impurity in the second partial system
(Section 5.3.3).

Chapter 2
Review: Rank-one perturbations,
Schur complements and
renormalization
In this thesis, we consider the construction of point interactions from the viewpoint of renormal-
ization. This means we consider sequences (Hn)n∈N of regularized operators which approximate
Hamiltonians with point interaction in a suitable limiting process. In Chapter 1, examples for
ultraviolet regularization were given for the case of a fixed point scatterer (1.2) and a many-
body operator with point interaction (1.5). The notion “ultraviolet regularized” indicates that
high energy contributions are suppressed by the cutoff function ηˆn. We choose the two-body
binding energy EB < 0 to be the physical parameter characterizing the interaction strength of
the point interaction. To ensure that the limit operator has the right property we require that
the two-body binding energy is given by the prescribed value EB for all regularized operators in
the sequence. This can be done by a renormalization condition of the form (1.3). In the limit
n → ∞ the operator norm of the interaction diverges while the coupling constant converges to
zero. Therefore, the limiting process requires a careful analysis.
In this section, we present the general structure behind this analysis and the construction
of point interactions in two and three dimensions. In particular, we emphasize the role of φn(z)
(see (1.6)), which is strongly convergent on a dense subspace as n→∞. Its limit φ(z) contains
all spectral information about σ(H)∩ρ(H0), where H denotes the limit Hamiltonian of (Hn)n∈N
and ρ(H0) is the resolvent set of the kinetic energy. In particular, φ(z) contains all spectral
information about bound states. These properties make φ(z) a very useful quantity for the
analysis of the limiting process and the characterization of the limit Hamiltonian H.
In Section 2.1 we review the simple case of a fixed point scatterer, which can be approximated
by a sequence of rank-one perturbations of the Laplacian. A detailed treatment of fixed point
scatterers from various perspectives is provided by [1] and the viewpoint of so-called singular
rank-one perturbations is discussed in [2].
In Section 2.2 we generalize the analysis of the limiting process of rank-one perturbations to
sequences of operators of the form (1.4), because this will be applicable to the many-body case.
Subsequently, for the construction of the Hamiltonian of the Fermi polaron in a two-dimensional
box (see Chapter 3) and in R2 (see Section 5.1) we will refer to Theorem 2.5 in this section.
This section is very much inspired by [9].
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2.1 Rank-one perturbations and point interaction
In this subsection, we summarize how a fixed point interaction at the origin in dimensions two
and three, i.e. a Hamiltonian formally given by
−∆− gδ(x),
can be constructed as limit operator of rank-one perturbations of the Laplacian.
We start from a more general point of view. Firstly, we summarize properties of rank-one
perturbations, before analyzing a limiting process for sequences of rank-one perturbations and
characterizing the limit operator. Then, we relate this approach to the viewpoint of self-adjoint
extensions. Finally, we discuss the application of the general consideration to a fixed point
scatterer in dimensions two and three.
Rank-one perturbations
Let H0 be a positive operator on a Hilbert space H and let η ∈ H , where η is non-zero but
otherwise arbitrary. Let
h := H0 − g |η〉 〈η|
be a rank-one perturbation of H0, where g > 0 is a coupling constant. By the Rayleigh-Ritz
variational principle, h has at most one negative eigenvalue.
Lemma 2.1. A number E ∈ ρ(H0) is an eigenvalue of h if and only if
g−1 = 〈η, (H0 − E)−1η〉. (2.1)
In this case, the corresponding (non-normalized) eigenvector is given by (H0 − E)−1η.
Proof. Suppose that ϕ 6= 0 satisfies (h− E)ϕ = 0, or equivalently
ϕ = g〈η, ϕ〉(H0 − E)−1η.
Then, 〈η, ϕ〉 6= 0 because ϕ 6= 0. Taking the inner product of both sides with η it follows that
〈η, ϕ〉 = g〈η, (H0 − E)−1η〉〈η, ϕ〉, which implies (2.1). Conversely, if (2.1) holds, then
(h− E)(H0 − E)−1η = η − gη〈η, (H0 − E)−1η〉 = 0.
The resolvent of h
Set K := g|η〉〈η|. Writing R0(z) := (H0 − z)−1 for z ∈ ρ(H0) we have
h− z = H0 − z −K = (1−KR0(z))(H0 − z).
and the resolvent is given by the series
(h− z)−1 =
∑
n≥0
R0(z)(KR0(z))
n = R0(z) +
∑
n≥1
R0(z)(KR0(z))
n
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provided that this series converges. Note that
R0(z)(KR0(z))
n = (gλ(z))n−1R0(z)KR0(z)
where
λ(z) := 〈η,R0(z)η〉 → 0, (Re z → −∞).
Thus, the series converges for large negative Re z and for these z we obtain
(h− z)−1 = R0(z) + 1
g−1 − λ(z)R0(z)|η〉〈η|R0(z). (2.2)
The left hand side of (2.2) is analytic in ρ(h), the right hand side of the same equation is analytic
in ρ(H0) \ {z ∈ C | g−1 − λ(z) = 0}. Thus, with Lemma 2.1 it follows that (2.2) holds for all
z ∈ ρ(h) ∩ ρ(H0).
The limit of rank-one perturbations
Now let EB < 0 and (ηn)n∈N be a sequence in H with ηn 6= 0 for all n ∈ N such that the limit
η(z) := lim
n→∞R0(z)ηn (2.3)
exists for z = EB and η(EB) 6= 0. Then, the limit (2.3) exists for all z ∈ ρ(H0) and η(z) is
analytic in z. Indeed, with a resolvent identity we can follow
η(z) = η(EB) + (z − EB)R0(z)η(EB).
We define gn > 0 by the equation
1
gn
= 〈ηn, R0(EB)ηn〉. (2.4)
Note that the right hand side of (2.4) is strictly positive and gn > 0 is consequently well-defined.
Then, the self-adjoint operator
Hn = H0 − gn|ηn〉〈ηn| (2.5)
has the only eigenvalue EB below 0 as it follows from Lemma 2.1 and the strict monotonicity
of 〈ηn, R0(E)ηn〉 as a function of E on the negative real axis. Equation (2.4) can be considered
as renormalization condition. From (2.2) we see that the resolvent of Hn is given by
(Hn − z)−1 = R0(z) + 1
g−1n − λn(z)
R0(z)|ηn〉〈ηn|R0(z) (2.6)
where
λn(z) := 〈ηn, R0(z)ηn〉.
From the definition (2.4) of gn, that is g
−1
n = λn(EB), it follows that
1
gn
− λn(z) = λn(EB)− λn(z)
= (EB − z)〈ηn(EB), ηn(z)〉
→ (EB − z)〈η(EB), η(z)〉. (2.7)
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Hence, in the limit n→∞,
(Hn − z)−1 → S(z) := R0(z) + 1
(EB − z)〈η(EB), η(z)〉 |η(z)〉〈η(z¯)| (2.8)
provided that 〈η(EB), η(z)〉 6= 0, which is certainly true for z near EB. It is also true for all z
with non-vanishing imaginary part as the following lemma states.
Lemma 2.2. For all z ∈ C with =(z) 6= 0 it holds 〈η(EB), η(z)〉 6= 0. In particular, η(z) 6= 0 if
=(z) 6= 0.
Proof. Using a resolvent formula we obtain
〈η(EB), η(z)〉 = ‖η(EB)‖2 + (z − EB)〈η(EB), R0(z)η(EB)〉.
We verify that (z − EB)〈η(EB), R0(z)η(EB)〉 has non-vanishing imaginary part by considering
= ((z − EB)〈η(EB), R0(z)η(EB)〉) = =(z) · 〈η(EB), H0 − EB
(H0 −<(z))2 + =(z)2 η(EB)〉.
This expression is either strictly positive (if =(z) > 0) or strictly negative (if =(z) < 0). Thus,
〈η(EB), η(z)〉 has non-vanishing imaginary part and is therefore non-zero.
Theorem 2.3. Suppose that η(EB) = limn→∞R0(EB)ηn exists and that η(EB) 6= 0. Let Hn be
defined by (2.4) and (2.5). Then, there is a self-adjoint operator H, such that Hn → H in the
norm resolvent sense as n → ∞, i.e. (z − Hn)−1 → (z − H)−1 for all z ∈ C with =(z) 6= 0.
Moreover,
(a) σ(H) ∩ R− = {EB}, EB being a simple eigenvalue. A corresponding, non-normalized
eigenvector is η(EB).
(b) If D0 := {ϕ ∈ D(H0) | limn→∞〈ηn, ϕ〉 = 0} ⊂ D(H0), then
H0 D0 ⊂ H
and (H0 − z)D0 = [η(z¯)]⊥ for all z ∈ ρ(H0).
Proof. We have already shown that limn→∞(Hn− z)−1 exists for z near EB and that it is equal
to S(z) (cf. (2.8)). Choose t < EB, near EB. Then,
S(t)∗ = S(t), S(t) ≥ 0,
and zero is not an eigenvalue of S(t). Hence, Ran S(t) is dense in H , because Ran (S(t))⊥ =
Ker (S(t)∗) = Ker (S(t)) = {0}. By the Trotter-Kato theorem (see Theorem VIII.22 in [35]),
S(z) = (H − z)−1 for some self-adjoint operator H and Hn → H in the strong resolvent sense
as n→∞. The statements (a) and (b) are consequences of the following facts.
(a) S has a pole at EB and the residuum is the rank-one projection onto η(EB).
(b) For ϕ ∈ D0 we have
S(z)(H0 − z)ϕ = ϕ+ 1
(EB − z)〈η(EB), η(z)〉 |η(z)〉〈η(z¯), (H0 − z)ϕ〉 = ϕ, (2.9)
since 〈η(z¯), (H0 − z)ϕ〉 = limn→∞〈ηn, ϕ〉 = 0. Thus, ϕ ∈ D(H) and Hϕ = H0ϕ.
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Viewpoint of self-adjoint extension
Now we assume that
D0 = {ϕ ∈ D(H0) | lim
n→∞〈ηn, ϕ〉 = 0} (2.10)
is a dense subspace of H . By deriving a suitable expression for the domain of H according to
Von Neumann’s extension theory of symmetric operators (see [38], 13.2), we reveal that H is a
self-adjoint extension of H0 |`D0. From (2.8) and Theorem 2.3 we know that
D(H) = Ran (S(i)) =
{
ρϕ := ϕ+
limn→∞〈ηn, ϕ〉
(EB − i)〈η(EB), η(i)〉η(i) : ϕ ∈ D(H0)
}
. (2.11)
and (H − i)ρϕ = (H0 − i)ϕ. For ϕ ∈ D(H0) the sequence (〈ηn, ϕ〉)n∈N is convergent because of
(2.3). An arbitrary ϕ ∈ D(H0) can therefore be decomposed by
ϕ = ψ +
limn→∞〈ηn, ϕ〉
‖η(i)‖2 R0(−i)η(i),
where ψ is defined by this expression. It is easy to check that limn→∞〈ηn, ψ〉 = 0 and therefore
ψ ∈ D0. Notice that R0(−i)η(i) /∈ D0, since η(i) 6= 0 as Lemma 2.2 states. Hence, every
ϕ ∈ D(H0) has a unique representation ϕ = ψ + αR0(−i)η(i) with ψ ∈ D0 and α ∈ C.
Furthermore, every ϕ of this form is an element of D(H0). Using a resolvent formula, we obtain
R0(−i)η(i) = lim
n→∞R0(−i)R0(i)ηn = limn→∞
1
2i
(R0(i)−R0(−i))ηn = 1
2i
(η(i)− η(−i)).
Combining these results with (2.11) we conclude that
D(H) = {ψ + α (ν(E)η(i) + η(−i)) : ψ ∈ D0, α ∈ C} , (2.12)
where
ν(E) =
2i ‖η(i)‖2
(i− EB)〈η(EB), η(i)〉 − 1.
Using that
〈η(i), η(EB)〉 = ‖η(i)‖2 + (EB − i)〈η(i), R0(EB)η(i)〉
where 〈η(i), R0(EB)η(i)〉 is real, ν(EB) can be rewritten as
ν(EB) =
2i ‖η(i)‖2
i ‖η(i)‖2 + g(EB)
− 1 = i ‖η(i)‖
2 − g(EB)
i ‖η(i)‖2 + g(EB)
.
Obviously, |ν(EB)| = 1. The real function g(EB) is given by
g(EB) = −(1 + E2B)〈η(i), R0(EB)η(i)〉 − EB ‖η(i)‖2 = 〈η(i),
1 + EBH0
EB −H0 η(i)〉.
g is a strictly monotonically decreasing function, which can be seen by computing its derivative
g′(EB) = −〈η(i), 1 +H
2
0
(EB −H0)2 η(i)〉 < 0.
Therefore, ν is a diffeomorphism from (−∞, 0) to an open subset of the unit circle S1 ⊂ C. This
fact together with (2.12) and Theorem 2.3 implies that H is a self-adjoint extension of H0 D0
(see [38], Theorem 13.9). By considering η(−i) − η(i) = 2iR0(−i)η(i) ∈ D(H0) it can be seen
that ν(EB) = −1 corresponds to the case H = H0. If we assume that η(i) /∈ D(H0), then we
have H = H0 iff and only if ν(EB) = −1.
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Example: Point scatterers in dimensions two and three
We apply the general consideration of rank-one perturbations from this section to the case
H = L2(Rd) with d ∈ {2, 3} and H0 = −∆. We define as “regularization of the delta potential”
the operator (2.5) with
ηn(x) =
1
(2pi)d/2
ˆ
|k|≤n
eikx ddk.
Then, condition (2.3) is fulfilled. For ϕ ∈ D(H0) = H2(Rd) it is easy to verify that ϕˆ ∈ L1(Rd).
Thus,
〈ηn, ϕ〉 =
ˆ
k2≤n
dk ϕˆ(k)→
ˆ
dk ϕˆ(k) = (2pi)d/2ϕ(0)
as n→∞ and it follows that D0 (cf. (2.10)) is given by
D0 = {ϕ ∈ H2(Rd) : ϕ(0) = 0}.
Clearly, D0 ⊆ H is dense. We investigate which self-adjoint extensions of −∆|`D0 we can
construct as limit operators of (2.5) with (2.4). This can be done by analyzing the function
ν(EB).
In two dimensions, ‖η(i)‖2 = pi2/2, and in three dimensions ‖η(i)‖2 = √2pi2. In order to
investigate the possible values for ν(EB), we determine the expression
〈η(i), R0(EB)η(i)〉 =
ˆ
Rd
1
(1 + |k|4)(k2 − EB) d
dk
In two dimensions this yields
〈η(i), R0(EB)η(i)〉 = pi(pi|EB| − 2 log |EB|)
2E2B + 2
and g(EB) = pi log(|EB|). We observe that g(EB) → ∞ as EB → −∞ and g(EB) → −∞ as
EB → 0. Hence, we have ν((−∞, 0)) = S2 \ {−1} ⊂ C. This means that we can construct all
possible self-adjoint extensions of −∆|`D0 (apart from the free Laplacian) as limit operators of
(2.5) with (2.4).
In the three-dimensional case we obtain
〈η(i), R0(EB)η(i)〉 = pi
2(
√
2 +
√
2|EB| − 2
√|EB|)
1 + E2B
and g(EB) = pi
2(2
√|EB| −√2). Again, we have g(EB)→∞ as EB → −∞. But the behaviour
of ν(EB) near 0 is different from the two-dimensional case, since g(EB) → −
√
2pi2 as EB → 0.
This yields
ν((−∞, 0)) = {eiθ : θ ∈ (−pi/2, pi)}.
Thus, we cannot construct all self-adjoint extensions of −∆|`D0 as limit operators of (2.5) with
(2.4). There are extensions without negative eigenvalues (see [1]).
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d = 1
E → 0
E → −∞
d = 2
E → 0
E → −∞
d = 3
E → −∞
E → 0
Figure 2.1: The red line depicts all possible values of the function ν(EB) for EB ∈ (−∞, 0).
2.2 Renormalization and Schur complement
We generalize the discussion of Section 2.1 to operators of the form
H = H0 − gA∗A, (2.13)
where H0 is a positive operator on a Hilbert space H , g > 0 is a positive coupling constant and
A ∈ L (H , H˜ ), where H˜ can be a different Hilbert space. In the previous section, we treated
the special case A ∈ L (H ,C) with Aψ = 〈η, ψ〉 and A∗ψ ∈ L (C,H ) with A∗c = c · η for
c ∈ C.
For z ∈ ρ(H0) we define the operator φ(z) ∈ L (H˜ ) by
φ(z) := g−1 −AR0(z)A∗, (2.14)
where
R0(z) := (H0 − z)−1.
The operator φ(z) is formally related to the Birman-Schwinger operator from the theory of
Schro¨dinger operators and it also satisfies a similar eigenvalue principle (2.15) as the following
proposition shows.
Proposition 2.4. Let z ∈ ρ(H0).
(i) Then,
z ∈ ρ(H) ⇔ 0 ∈ ρ(φ(z)). (2.15)
and the following identities relating R(z) := (H − z)−1 to φ(z)−1 hold in this case.
R(z) = R0(z) +R0(z)A
∗φ(z)−1AR0(z) (2.16)
φ(z)−1 = g + g2AR(z)A∗, (2.17)
(ii) z is an eigenvalue of H if and only if 0 is an eigenvalue of φ(z). Moreover,
A : Ker (H − z)→ Ker (φ(z))
R0(z)A
∗ : Ker (φ(z))→ Ker (H − z)
are isomorphisms.
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Proof. We prove (i). Define the block operator
H˜(z) =
(
H0 − z A∗
A g−1
)
: D(H0)⊕ H˜ →H ⊕ H˜
and consider the following identities, which can be easily verified.
H˜(z) =
(
1 gA∗
0 1
)
·
(
H − z 0
0 g−1
)
·
(
1 0
gA 1
)
(2.18)
H˜(z) =
(
1 0
AR0(z) 1
)
·
(
H0 − z 0
0 φ(z)
)
·
(
1 R0(z)A
∗
0 1
)
(2.19)
We see that H − z is the first Schur complement of H˜(z) while φ(z) is the second Schur com-
plement (cf. [40]). It is easy to see that the triangular block operators with identities on the
diagonal have a bounded inverse. From (2.18) and (2.19) we can read off
0 ∈ ρ(H˜(z))⇔ z ∈ ρ(H)
and
0 ∈ ρ(H˜(z))⇔ 0 ∈ ρ(φ(z)),
respectively. We combine both statements and obtain
z ∈ ρ(H)⇔ 0 ∈ ρ(φ(z)).
In this case, both sides of expressions (2.18) and (2.19) can be inverted, which gives
H˜(z)−1 =
(
R(z) −gR(z)A∗
−gAR(z) g + g2AR(z)A∗
)
H˜(z)−1 =
(
R0(z) +R0(z)A
∗φ(z)−1AR0(z) −gA∗φ(z)−1
−φ(z)−1AR0(z) φ(z)−1
)
.
Comparison of the two equations yield (2.16) and (2.17) and the proof of (i) is complete.
From (2.18), (2.19) and the invertibility of the triangular block operators we obtain the
equivalences
Ker (H − z) 6= {0} ⇔ Ker (H˜(z)) 6= {0} ⇔ Ker (φ(z)) 6= {0}.
and (
ψ
w
)
∈ Ker (H˜(z)) ⊆ D(H0)⊕ H˜
⇔ ψ ∈ Ker (H − z) ∧ w + gAψ = 0
⇔ w ∈ Ker (φ(z)) ∧ ψ +R0(z)A∗w = 0
This proves (ii).
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Sequences of operators
Now we investigate sequences of operators of the form (2.13). The following theorem provides
a sufficient condition for a sequence of Hamiltonians (Hn)n∈N of the form Hn = H0 − gnA∗nAn,
converging to a semi-bounded Hamiltonian H in the strong resolvent sense as n → ∞. We
will refer to this theorem when we construct the Hamiltonian of the Fermi polaron in a two-
dimensional box (Section 3.2) and in R2 (Section 5.1).
Following (2.14), we define φn(z) ∈ L (H˜ ) by
φn(z) := g
−1
n −AnR0(z)A∗n
for z ∈ ρ(H0).
Theorem 2.5. Let (An)n∈N be a sequence in L (H , H˜ ) and let (gn)n∈N be a sequence of positive
numbers. Assume that the following assertions hold for some E < 0.
(a) The limit RE := limn→∞AnR0(E) exists in L (H , H˜ ).
(b) There is a dense subset D ⊆ H˜ and an essentially self-adjoint operator φ(E) : D → H˜
such that φn(E)w → φ(E)w as n→∞ for all w ∈ D.
(c) There is a positive number c > 0 such that φn(E) ≥ c for all n ∈ N.
Then, there is a self-adjoint operator H : D(H)→H with H > E such that
Hn := H0 − gnA∗nAn → H
in the strong resolvent sense as n→∞. Moreover,
(H − E)−1 = R(E) := R0(E) +R∗Eφ(E)−1RE . (2.20)
Remarks.
(i) Property (a) implies that AnR0(z) converges to an operator Rz as n→∞ for all z ∈ ρ(H0).
In fact, by a resolvent identity
AnR0(z) = AnR0(E) + (z − E)AnR0(E)R0(z)→ RE + (z − E)RER0(z) =: Rz (2.21)
as n→∞.
(ii) Assume that (a) and (b) hold. Then, φn(z)w is convergent as n → ∞ for all w ∈ D and
for all z ∈ ρ(H0). In fact, by a resolvent identity,
φn(z)w = φn(E)w + (E − z)AnR0(E)2A∗nw − (E − z)2AnR0(E)R0(z)R0(E)A∗nw
→ φ(E)w + (E − z)RER∗Ew − (E − z)2RER0(z)R∗Ew =: φ(z)w (2.22)
as n→∞ for all w ∈ D. Since the limit operators satisfy
φ(z)− φ(E) = (E − z)RER∗E − (E − z)2RER0(z)R∗E ∈ L (H˜ ), (2.23)
it follows that all of them are closable operators on D and their closures have the same
domain. Moreover, φ(µ) is essentially self-adjoint for all µ < 0. Combining (2.21) and
(2.23) yields have
φ(z)− φ(E) = (E − z)RzR∗E . (2.24)
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(iii) By Property (c) and the monotonicity of the resolvent R0(τ) in the definition of φn(τ),
φn(τ) ≥ c for all τ ≤ E and for all n ∈ N. Together with the previous two remarks, this
implies that the resolvent formula (2.20) holds for τ ≤ E, i.e.
(H − τ)−1 = R0(τ) +R∗τφ(τ)−1Rτ (2.25)
for τ ≤ E.
(iv) Comparing the conditions of Theorem 2.5 to the treatment of rank-one perturbations in
Section 2.1, we see that condition (a) corresponds to (2.3), condition (b) was verified in
(2.7) and condition (c) was easy to check for E < EB near EB.
Before we give a proof of Theorem 2.5 we state and prove a preparatory lemma.
Lemma 2.6. Let Tn and T be essentially self-adjoint operators on a dense subset D ⊆ H .
Assume that there is a constant c > 0 such that Tn ≥ c for all n ∈ N and Tnψ → Tψ as n→∞
for all ψ ∈ D. Then, T ≥ c and
T
−1
n ψ → T−1ψ as n→∞
for all ψ ∈H .
Proof. Tn ≥ c for all n ∈ N implies T ≥ c, since 〈ψ, Tψ〉 = limn→∞〈ψ, Tnψ〉 ≥ c as n → ∞.
Consequently, Tn ≥ c and T ≥ c. Due to their self-adjointness, Tn and T are invertible.
Moreover,
(Ran T )⊥ = Ker T ∗ = Ker T = {0}.
Since RanT is dense and T
−1
n is uniformly bounded, it suffices to show T
−1
n ψ → T−1ψ as n→∞
for all ψ ∈ Ran T . Let ψ = Tϕ for ϕ ∈ D. Then,∥∥∥T−1n ψ − T−1ψ∥∥∥ = ∥∥∥T−1n Tϕ− ϕ∥∥∥ = ∥∥∥T−1n (Tϕ− Tnϕ)∥∥∥ ≤ const. ‖Tϕ− Tnϕ‖ ,
which tends to zero as n→∞.
Proof of Theorem 2.5. Note that φn(E) is bounded. From (b), (c) and Lemma 2.6 it follows
that
φn(E)
−1ψ → φ(E)−1ψ (n→∞)
for all ψ ∈ H˜ . Moreover, φ(E)−1 ∈ L (H˜ ). Expression (2.16) for the operator Hn reads
(Hn − E)−1 = R0(E) +R0(E)A∗nφn(E)−1AnR0(E). (2.26)
The strong convergence of φn(E)
−1 together with (a) allows to conclude that (Hn − E)−1 con-
verges strongly to the operator
R(E) := R0(E) +R
∗
Eφ(E)
−1RE
in the limit n→∞. R(E) is strictly positive, which implies that RanR(E) ⊆H is dense, since
(RanR(E))⊥ = KerR(E)∗ = KerR(E) = {0}. (2.27)
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We show that Ran R(z) ⊆ H is dense for z near E. It follows from (a), (c) and (2.26) that
there is a C > 0 such that
∥∥(Hn − E)−1∥∥ ≤ C for all n ∈ N. Let z ∈ C satisfy |z − E| < C−1.
Then, it holds
(Hn − z)−1 =
∞∑
k=0
(z − E)k(Hn − E)−k−1
and (Hn − z)−1 converges strongly to
R(z) :=
∞∑
k=0
(z − E)kR(E)k+1
as n → ∞. With reference to a resolvent identity, it is straightforward to verify that R(E) =
R(z)(1 + (E − z)R(E)). Hence, RanR(E) ⊆ RanR(z). Together with (2.27), this implies that
RanR(z) ⊆H is dense. Thus, it follows from the Trotter-Kato Theorem (see e.g. [35], Theorem
VIII.22) that Hn converges to a self-adjoint operator H in the strong resolvent sense as n→∞
and it holds (H − E)−1 = R(E). Moreover, R(E) ≥ 0 implies H ≥ E.
Assumption (c) of Theorem 2.5 might be difficult to verify in some cases. The proposition
below provides an alternative criterion for the convergence statement of Theorem 2.5, which is
based on Hn instead of φn(E).
Proposition 2.7. Let (An)n∈N be a sequence in L (H , H˜ ) and let (gn)n∈N be a bounded se-
quence in R+. Then, (c) of Theorem 2.5 is equivalent to
(c’) There is a ε > 0 and E0 < 0 such that εgn < 1 and
Hεn := (1− εgn)H0 − gnA∗nAn ≥ E0
for all n ∈ N.
Proof. We show that (c’) implies (c). Without loss of generality we can assume that εgn <
1
2 for
all n ∈ N, since (gn)n∈N is a bounded sequence. We set E := 2E0. Choose an arbitrary w ∈ H˜ .
Then,
0 ≤ 〈w,AnR0(E)(Hεn − E0)R0(E)A∗nw〉
= (1− εgn)〈w,AnR0(E)
(
H0 − E01−εgn
)
R0(E)A
∗
nw〉 − gn〈w,AnR0(E)A∗nAnR0(E)A∗nw〉
≤ (1− εgn)〈w,AnR0(E) (H0 − E)R0(E)A∗nw〉 − gn〈w,AnR0(E)A∗nAnR0(E)A∗nw〉
= (1− εgn)〈w,AnR0(E)A∗nw〉 − gn〈w,AnR0(E)A∗nAnR0(E)A∗nw〉
= −εgn〈w,AnR0(E)A∗nw〉+ gn〈w,AnR0(E)A∗nφn(E)w〉
= εgn〈w, φn(E)w〉 − ε ‖w‖2 − gn ‖φn(E)w‖2 + 〈w, φn(E)w〉
= (1 + εgn)〈w,
(
φn(E)− ε1+εgn
)
w〉 − gn ‖φn(E)w‖2
≤ (1 + εgn)〈w,
(
φn(E)− 23ε
)
w〉.
Hence, φn(E) ≥ 23ε.
We show that (c) implies (c’). Assume that φn(E) ≥ c for a c > 0, E < 0 and for all n ∈ N.
Without loss of generality we can assume that cgn < 1 for all n ∈ N, since (gn)n∈N is a bounded
sequence. Consider an arbitrary ψ ∈ D(H0). Then,
0 ≤ 〈ψ,A∗n(φn(E)− c)Anψ〉 = 〈ψ,A∗n(g−1n − c−AnR0(E)A∗n)Anψ〉
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= g−1n 〈ψ, ((1− cgn)(H0 − E)− gnA∗nAn)R0(E)A∗nAnψ〉
= g−1n 〈ψ, (Hcn − (1− cgn)E)R0(E)A∗nAnψ〉
= −g−2n 〈ψ, (Hcn − (1− cgn)E)R0(E)(Hcn − (1− cgn)E)ψ〉
+ g−2n (1− cgn)〈ψ, (Hcn − (1− cgn)E)ψ〉
≤ (1− cgn)〈ψ, (Hcn − (1− cgn)E)ψ〉.
It follows that Hcn ≥ (1− cgn)E ≥ E.
Proposition 2.8. It holds H0 |`D0 ⊆ H, where
D0 := {ϕ ∈ D(H0) : lim
n→∞Anϕ = 0} ⊆ D(H0).
Moreover, (H0 − z)D0 = KerRz for z ∈ ρ(H0).
Proof. Choose E < 0 such that (2.20) holds and let ϕ ∈ D0. Then,
(H − E)−1(H0 − E)ϕ = ϕ+R∗Eφ(E)−1RE(H0 − E)ϕ = ϕ,
since Rz(H0 − z)ϕ = limn→∞AnR0(z)(H0 − z)ϕ = limn→∞Anϕ = 0 for all z ∈ ρ(H0). Hence,
ϕ ∈ D(H) and H0ϕ = Hϕ. Moreover, (H0 − z)D0 ⊆ KerRz for z ∈ ρ(H0). Let ψ ∈ KerRz for
z ∈ ρ(H0), i.e. 0 = Rzψ = limn→∞Anψ. Thus, R0(z)ψ ∈ D0 and ψ ∈ (H0 − z)D0.
Chapter 3
Regularization schemes for the Fermi
polaron in to a two-dimensional box
The Fermi polaron is a model for an ultracold quantum gas of N identical fermions interacting
with a single impurity. The notion “ultracold” indicates that the system is in a regime of
low temperature and large mean interparticle distance such that s-wave scattering processes
give the main contribution to the interaction. As a consequence, the identical fermions are
considered as ideal, i.e. as non-interacting, since s-wave scattering processes between fermions
are suppressed by the Pauli principle. Moreover, the original interaction potential is replaced
by point interaction of the same scattering length. Instead of fixing the scattering length, we
fix the two-body binding energy EB < 0, a quantity related to the scattering length. Formally,
the Hamiltonian of the Fermi polaron reads
− 1
M
∆y −
N∑
i=1
∆xi − g
N∑
i=1
δ(xi − y). (3.1)
In this chapter, we construct the Hamiltonian of the Fermi polaron confined to a two-dimensional
box Ω = [0, L)2, formally given by (3.1), as limit operator in the strong resolvent sense of a
sequence of regularized operators. The coupling constant is fixed by a renormalization condition,
which ensures that if only one fermion is present (N = 1) the bottom of the spectrum is equal
to the prescribed value EB < 0, the two-body binding energy. We give a full characterization
of the negative spectrum for N = 1 (Section 3.1), before justifying a class of regularization
schemes which approximate the Hamilton operator of the Fermi polaron in Section 3.2. For the
proof of strong resolvent convergence of the sequence of regularized operators, we follow [9] and
introduce an additional type of particle which represent a dimer consisting of the impurity and
a fermion. In Section 3.3, we discuss a regularization which has a convenient form in position
space representation and which will be reconsidered in Chapter 5. In Section 3.4, we give an
almost explicit characterization of the limit Hamiltonian and its domain, and in Section 3.6
we discuss that strong resolvent convergence of the sequence of regularized Hamiltonians can
also be proved without the introduction of dimer particles by making use of the fact that the
Hamiltonian conserves total momentum.
Consider a system of N identical fermions and a single impurity in a two-dimensional box
Ω = [0, L)2 with periodic boundary conditions. In the physics literature (see e.g. [30]), the
Hamiltonian of the Fermi polaron is often characterized by the family of ultraviolet regularized
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operators Hn given by
Hn =
∑
k
k2(a∗kak +
1
M b
∗
kbk)− gn
∑
k,l,q
ηˆn(k)ηˆn(l)ηˆn(q − k)ηˆn(q − l) a∗q−kb∗kblaq−l. (3.2)
Throughout Chapter 3 and Chapter 4, all sums run over the momentum space lattice κZ2 with
κ :=
2pi
L
unless stated otherwise. The cutoff function ηˆn is defined by ηˆn(k) = 1 if k
2 ≤ n und ηˆn(k) = 0
otherwise. The Hilbert space of the system is given by
H := L2(Ω)b ⊗
∧N
L2(Ω)a, (3.3)
where the subscripts of L2(Ω) indicate the corresponding creation and annihilation operators.
The operators ak and a
∗
k act on the antisymmetric sector
∧N L2(Ω)a of the Hilbert space H by
annihilating and creating a fermion with wave function
ϕk(x) :=
eikx
L
for k ∈ κZ2,
respectively. The annihilation operator ak :
∧N L2(Ω)a → ∧N−1 L2(Ω)a is defined on an anti-
symmetric product state
ψ1 ∧ ... ∧ ψN = 1√
N !
∑
σ∈SN
(−1)|σ|ψσ(1) ⊗ ...⊗ ψσ(N)
by
ak ψ1 ∧ ... ∧ ψN =
N∑
j=1
(−1)j−1 〈ϕk, ψj〉 ψ1 ∧ ... ∧ ψ̂j ∧ ... ∧ ψN .
Its adjoint, the creation operator a∗k :
∧N−1 L2(Ω)a → ∧N L2(Ω)a, is given by
a∗k ψ1 ∧ ... ∧ ψN−1 = ϕk ∧ ψ1 ∧ ... ∧ ψN .
The operators ak and a
∗
k satisfy the canonical anti-commutation relations
aka
∗
l + a
∗
l ak = δk,l,
akal + alak = 0,
a∗ka
∗
l + a
∗
l a
∗
k = 0.
The creation and annihilation operators of the impurity, b∗k and bk, can be defined in the
same way. Since only one impurity is present, bk ∈ L (L2(Ω)b,C) is given by bkψ = 〈ϕk, ψ〉 for
ψ ∈ L2(Ω) and b∗k ∈ L (C, L2(Ω)b) is given by b∗kc = c · ϕk for c ∈ C.
The parameter M in (3.2) can be seen as the mass of the impurity, and the coupling constant
gn is determined by the relation
g−1n =
∑
k
ηˆn(k)
(1 + 1M )k
2 − EB
. (3.4)
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Then, gn tends to 0 as n→∞. Observe that as we remove the cutoff (n→∞) the cutoff function
ηˆn approaches a constant 1, which is the Fourier transform of the Dirac delta distribution. This
gives some intuition why the sequence of operators (Hn)n∈N in fact implements an operator
with point interaction. The operator norm of the interaction diverges as n → ∞, whereas the
coupling constant tends to zero at the same time. Therefore, the limiting process requires a
careful analysis.
We allow more flexibility in the regularization, and we replace ηˆn by functions αn and βn
approaching a constant 1 in the limit n → ∞ and satisfying some additional properties which
will be discussed below. In general, we consider operators of the form
H0 − gW,
where
H0 :=
∑
k
k2(a∗kak +
1
M b
∗
kbk), (3.5)
g > 0 is a coupling constant, and W is characterized by the following lemma.
Lemma 3.1. Let α and β be real functions on κZ2 satisfying
Cα,β := sup
q∈κZ2
∑
k
|α(k)β(q − k)|2 <∞. (3.6)
Then, the following assertions hold.
(i) The operator
W := W (α, β) :=
∑
k,l,q
α(k)α(l)β(q − k)β(q − l) a∗k b∗q−k bq−l al
is bounded and self-adjoint with ‖W‖ ≤ N · Cα,β.
(ii) The operator W admits a decomposition W = V ∗V , where V :H → H˜ with
H˜ := L2(Ω)m ⊗
∧N−1
L2(Ω)a
is a bounded operator given by
V := V (α, β) :=
∑
k,q
α(k)β(q − k)m∗q bq−k ak.
It holds ‖V ‖ ≤ √N · C1/2α,β .
Remarks.
1. In (ii), an additional type of particle is introduced, which is created and annihilated by
operators m∗k and mk, respectively. These operators are defined like b
∗
k and bk. One can
think of this m-particle as a tightly bound dimer consisting of the impurity and a fermion
of the Fermi gas. Then, W = V ∗V suggests that one can think of the interaction process as
formation of a fermion-impurity dimer and its decay. Dimock and Rajeev, who proposed
the introduction of such m-particles for a very similar system, call them angels (cf. [9]).
The statistics of m-particles does not play any role, since only one of them will appear at
a time.
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2. Observe that (ii) implies that H0 − gW is of the form (2.13), which was discussed in the
previous section.
Proof. Since (i) is a direct consequence of (ii), it suffices to show (ii). Considering the expression
for V , one can easily verify the decomposition W = V ∗V . The norm of V can be estimated by
the Cauchy-Schwartz inequality. Choose ψ ∈H and w ∈ H˜ . Then,
|〈w, V ψ〉| ≤
∑
k,q
|α(k)β(q − k)| · ‖mqw‖ · ‖bq−kakψ‖
≤
∑
q
(∑
k
|α(k)β(q − k)|2
)1/2
·
(∑
k
‖bq−kakψ‖2
)1/2
· ‖mqw‖
≤ C1/2α,β ·
∑
q
(∑
k
‖bq−kakψ‖2
)1/2
‖mqw‖
≤ C1/2α,β ·
∑
k,q
‖bq−kakψ‖2
1/2 ·(∑
q
‖mqw‖2
)1/2
≤ C1/2α,β ·
√
N · ‖ψ‖ · ‖w‖ .
3.1 Two-particle problem and renormalization condition
In this subsection, we derive a condition for the coupling constant g in order to set the ground
state energy of the operator H0 − gW for the case N = 1 to a prescribed value EB < 0.
Consequently, we call EB the two-body binding energy.
In the case N = 1, only the impurity and one fermion are present, and it holds inf σ(H0) = 0.
The negative spectrum of H0 − gW is fully characterized by the following proposition.
Proposition 3.2. For g > 0, consider H0 − gW given by (3.5) and Lemma 3.1 on the Hilbert
space L2(Ω)b ⊗ L2(Ω)a, i.e. for N = 1. The spectrum of H0 − gW satisfies
σ(H0 − gW ) ∩ ρ(H0) =
{
λq ∈ ρ(H0) : 1
g
−
∑
k
|α(k)|2|β(q − k)|2
1
M (q − k)2 + k2 − λq
= 0 for a q ∈ κZ2
}
.
Every λq ∈ σ(H0 − gW ) ∩ ρ(H0) is an eigenvalue of H0 − gW . The corresponding eigenvector
is given by
ψq = R0(λq)V
∗m∗q |vac〉 =
∑
k
α(k)β(q − k)
1
M (q − k)2 + k2 − λq
a∗kb
∗
q−k |vac〉 ,
where |vac〉 denotes the vacuum state.
Remarks.
1. For each q ∈ κZ2, there can be at most one λq < 0 in σ(H0− gW )∩ ρ(H0). Depending on
the choice of g, α and β, the set σ(H0 − gW )∩R− can be empty or it can contain finitely
many or countably many elements.
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2. Observe that ψq, the corresponding eigenvector to the eigenvalue λq, is a state of total
momentum q.
Proof. Lemma 3.1 (ii) guarantees that H0 − gW is of the form (2.13) and Proposition 2.4 is
applicable. Let λ ∈ ρ(H0). Since N = 1, the operator φ(λ) ∈ L (L2(Ω)m) has a simple form. It
is given by
φ(λ) := g−1 − V R0(λ)V ∗ =
∑
q
m∗q
(
g−1 −
∑
k
α(k)2β(q − k)2
1
M (q − k)2 + k2 − λ
)
mq.
The set {m∗q |vac〉 : q ∈ κZ2} is a countable basis of eigenvectors of φ(λ). In fact,
φ(λ)m∗q |vac〉 =
(
g−1 −
∑
k
α(k)2β(q − k)2
1
M (q − k)2 + k2 − λ
)
m∗q |vac〉 .
Since R0(λ) is compact and V is bounded, V R0(λ)V
∗ is compact and σess(φ(λ)) ⊆ {g−1}.
Therefore, Ker (φ(λ)) = {0} if and only if 0 ∈ ρ(φ(λ)). With Proposition 2.4, it follows that
λ ∈ σ(H0−gW )⇔ Ker(φ(λ)) 6= {0}. Moreover, if m∗q |vac〉 ∈ Ker(φ(λ)), then λ is an eigenvalue
of H0 − gW and the corresponding eigenvector is given by ψ = R0(λ)V ∗m∗q |vac〉.
So far, we considered operators with arbitrary functions α and β and coupling constants
g > 0. From now on, we will choose g depending on α, β such that the ground state of the
operator H0 − gW for N = 1 and restricted to states of total momentum zero is a prescribed
value EB < 0, which we call the two-body binding energy. According to Proposition 3.2, this is
ensured if and only if
g−1 =
∑
k
α(k)2β(−k)2
(1 + 1M )k
2 − EB
. (3.7)
3.2 Regularization and strong resolvent convergence
This subsection is devoted to the construction of the Hamiltonian H of the Fermi polaron con-
fined to a two-dimensional box with periodic boundary conditions. This operator is a realization
of the formal expression (3.1). We obtain H as limit operator in the strong resolvent sense.
Theorem 3.3. Choose sequences (αn)n∈N and (βn)n∈N of real functions on κZ2 such that
Cαn,βn <∞ for all n ∈ N (cf. (3.6)). Moreover, assume that
(A) αn(k), βn(k)→ 1 as n→∞ for all k ∈ κZ2,
(B) supn,k |αn(k)| , supn,k |βn(k)| <∞,
(C) αn(k) = αn(−k), βn(k) = βn(−k),
(D) γn(q)→ 0 for all q ∈ κZ2 and supn,q |γn(q)| <∞, where
γn(q) =
∑
k
αn(k)
|βn(k)− βn(q − k)|
k2 + q2 + 1
(3.8)
or
γn(q) =
∑
k
βn(k)
|αn(k)− αn(q − k)|
k2 + q2 + 1
. (3.9)
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Furthermore, fix gn > 0 by the renormalization condition
g−1n =
∑
k
αn(k)
2βn(k)
2
(1 + 1M )k
2 − EB
, (3.10)
where EB < 0 can be chosen arbitrarily as parameter of the system. Then, (Hn)n∈N with
Hn := H0 − gnW (αn, βn)
(cf. Lemma 3.1) converges to a self-adjoint operator H in the strong resolvent sense as n→∞.
The limit operator H is bounded from below and does not depend on the choice of (αn)n∈N and
(βn)n∈N.
Remarks.
1. According to (3.7) and property (C), the renormalization condition (3.10) ensures that the
ground state energy of Hn restricted to states with N = 1 and zero total momentum is
equal to EB for all n ∈ N.
2. The conditions of Theorem 3.3 are satisfied if we choose αn = βn = ηˆn as in (3.2), where ηˆn
denotes the characteristic function of the set Brn(0) with rn :=
√
n. In this case, (A)-(C)
are clearly satisfied, and
γn(q) =
∑
k∈Brn (0)\Brn (q)
1
k2 + q2 + 1
.
It remains to verify (D). This can be done as follows.
Assuming |q| ≤ rn/4, we estimate γn(q) from above by extending the sum from (Brn(0) \
Brn(q)) ∩ κZ2 to (Brn(0) \ Brn−|q|(0)) ∩ κZ2. We split up the sum and estimate it by a
suitable integral making use of the monotonicity of the summands as a function of k2
4
∑
k∈Z2+
rn−|q|≤|k|<rn
1
k2 + q2 + 1
+ 4
∑
k∈Z+
rn−|q|≤|k|<rn
1
k2 + q2 + 1
≤ κ−2
ˆ
rn−|q|−
√
2κ≤|k|≤rn
d2k
1
k2 + q2 + 1
+ 4κ−1
rnˆ
rn−|q|−κ
dk
1
k2 + q2 + 1
.
The last term clearly converges to zero as n→∞ and it is uniformly bounded in n and q
for |q| ≤ rn/4. The first integral is equal to a constant times
log
(
1 +
2rn(|q|+ 2κ)− (|q|+ 2κ)2
(rn − |q| − 2κ)2 + q2 + 1
)
, (3.11)
which tends to zero as n → ∞ for a fixed |q| ≤ rn/4. Hence, γn(q) → 0 as n → ∞ for
all q ∈ κZ2. Moreover, recalling the assumption |q| ≤ rn/4 one can verify that (3.11) is
bounded from above by
log
(
1 +
2rn(
rn
4 + 2κ)
(34rn − 2κ)2 + 1
)
,
which is uniformly bounded in n and q.
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Assuming |q| > rn/4, we can estimate γn(q) from above by setting q2 > n/16 in the
denominator and extending the sum to the lattice Brn(0) ∩ κZ2. Then, we split up the
summation in the following way and estimate it by an integral
4
∑
k∈Z2+
k2<n
1
k2 + 116n+ 1
+ 4
∑
k∈Z+
k2<n
1
k2 + 116n+ 1
+
1
1
16n+ 1
≤ κ−2
ˆ
k2<n
d2k
1
k2 + 116n+ 1
+ 4κ−1
∞ˆ
0
dk
1
k2 + 116n+ 1
+
1
1
16n+ 1
,
which turns out to be uniformly bounded in n . Thus, we showed that supn,q |γn(q)| <∞.
3. It is possible to choose αn(k) ≡ 1 and βn ∈ `2(κZ2;R) (or βn(k) ≡ 1 and αn ∈ `2(κZ2;R))
for all n ∈ N in order to meet the conditions of Theorem 3.3. This situation is discussed
in Section 3.3.
In the rest of Section 3.2, we give a proof of Theorem 3.3. Fix (αn)n∈N and (βn)n∈N according
to Theorem 3.3. In particular, we assume (A)-(D) to hold. As we know from Lemma 3.1, we
can decompose Wn := W (αn, βn) = V
∗
n Vn, where
Vn :=
∑
k,q
αn(k)βn(q − k)m∗q bq−k ak. (3.12)
Therefore, the existence statement of Theorem 3.3 follows from Theorem 2.5 if we can verify
Conditions (a), (b) and (c). Condition (a) of Theorem 2.5 is satisfied as the following lemma
shows.
Lemma 3.4. Let z ∈ ρ(H0). The sequence (Vn(H0 − z)−1)n∈N of operators in L (H , H˜ )
converges in norm to a compact operator Rz ∈ L (H , H˜ ). Consequently, (H0 − z)−1V ∗n → R∗z
as n→∞, and V ψ := limn→∞ Vnψ exists for all ψ ∈ D(H0), and Rz = V (H0 − z)−1.
Remark. For the proof of Lemma 3.4, Assumptions (C) and (D) of Theorem 3.3 are not necessary.
Proof. We prove the assertion for z = E < 0. Then, it follows for all z ∈ ρ(H0) because of
(2.21). Consider the sesquilinear form rE : H˜ ×H → C given by
rE(w,ψ) =
∑
k,q
〈mqw, bq−kak(H0 − E)−1ψ〉. (3.13)
Making use of pull-through formulas, which read
f(Hf )a
∗
k = a
∗
kf(Hf + k
2), (3.14)
f(Hf )b
∗
k = b
∗
kf(Hf +
1
M k
2) (3.15)
for continuous, real-valued functions f on R, we see that the sesquilinear form rE is bounded
since
|rE(w,ψ)| ≤
∑
k,q
‖mqw‖ ·
∥∥∥∥∥ 1H0 + 1M (q − k)2 + k2 − E bq−kakψ
∥∥∥∥∥
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≤
∑
k,q
‖mqw‖ · ‖bq−kakψ‖
k2 − E
≤
∑
q
‖mqw‖ ·
(∑
k
‖bq−kakψ‖2
)1/2
·
(∑
k
1
(k2 − E)2
)1/2
≤
(∑
q
‖mqw‖2
)1/2
·
∑
k,q
‖bq−kakψ‖2
1/2 ·(∑
k
1
(k2 − E)2
)1/2
≤ const. ·
√
N · ‖w‖ · ‖ψ‖ .
Hence, there is a bounded operator RE ∈ L (H , H˜ ) such that
rE(w,ψ) = 〈w,REψ〉.
We show that Vn(H0 − E)−1 → RE as n→∞. For w ∈ H˜ and ψ ∈H it holds
|〈w, (Vn(H0 − E)−1 −RE)ψ〉| (3.16)
≤
∑
k,q
|αn(k)βn(q − k)− 1| · ‖mqw‖ · ‖bq−kakψ‖1
M (q − k)2 + k2 − E
≤
∑
q
‖mqw‖ ·
(∑
k
‖bq−kakψ‖2
)1/2
·
(∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
)1/2
≤
(∑
q
‖mqw‖2
)1/2
·
∑
k,q
‖bq−kakψ‖2
1/2 ·(sup
q
∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
)1/2
≤
√
N · ‖w‖ · ‖ψ‖ ·
(
sup
q
∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
)1/2
. (3.17)
Let ε > 0. Since (B) implies |αn(k)βn(q − k) − 1| < const. , it is easy to see with dominated
convergence that ∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
→ 0
as |q| → ∞ uniformly in n. Thus, there is a Cε > 0 such that∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
< ε
for all q ∈ κZ2 with q2 > Cε and for all n ∈ N. Since there are only finitely many q ∈ κZ2 with
q2 ≤ Cε, one can argue with dominated convergence that there is a N0 ∈ N such that∑
k
|αn(k)βn(q − k)− 1|2
( 1M (q − k)2 + k2 − E)2
< ε
for all n > N0 and q ∈ κZ2 with q2 ≤ Cε. With (3.17), this implies
|〈w, (Vn(H0 − E)−1 −RE)ψ〉| <
√
ε ·
√
N · ‖w‖ · ‖ψ‖
for all n > N0, and it follows that Vn(H0 − E)−1 → RE as n → ∞. The compactness of RE is
a consequence of the compactness of (H0 − E)−1.
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Now, we verify that Conditions (b) and (c) of Theorem 2.5 are satisfied in the situation of
Theorem 3.3. Let D ⊂ H˜ be the dense subspace of all finite linear combinations of functions of
the form ϕq ⊗ ϕp1 ∧ ... ∧ ϕpN−1 . Recall that ϕp ∈ L2(Ω) denotes a plane wave with momentum
p ∈ κZ2 defined by ϕp(x) := L−1 · exp(ipx).
Lemma 3.5. Consider φn(z) := g
−1
n − Vn(H0 − z)−1V ∗n ∈ L (H˜ ) for z ∈ ρ(H0).
(i) There is an operator φ(z) : D → H˜ such that φn(z)w → φ(z)w as n→∞ for all w ∈ D.
The operator φ(z) is essentially self-adjoint if z ∈ R∩ ρ(H0). In the following, we use the
notation φ(z) for its closure.
(ii) For every c > 0, there is a τc < 0 such that φn(τc) ≥ c for n large.
Proof. It suffices to prove (i) for z = τ < 0. Then, the statement follows with (2.22) and
Lemma 3.4 for all z ∈ ρ(H0). Making use of pull-through formulas (3.14) and (3.15), one can
verify that the operator φn(z) reads in normal-ordered form
φn(z) =
∑
q
m∗q
(∑
k
(
αn(k)
2 · βn(k)2
(1 + 1M )k
2 − EB
− αn(k)
2 · βn(q − k)2
H0 +
1
M (q − k)2 + k2 − z
))
mq
+
∑
k,l,q
m∗q+k a
∗
l
αn(k) · αn(l) · βn(q)2
H0 +
1
M q
2 + k2 + l2 − z ak mq+l (3.18)
=: φ0n(z) + φ
I
n(z).
Throughout the proof, we assume that Property (D) of Theorem 3.3 holds with (3.8). If it holds
with (3.9), the proof is similar, because we can interchange the roles of αn and βn in φ
0
n(z)
by shifting the summation over the second fraction in the definition of φ0n(z) (cf. (3.18)) by
k → q − k.
We start with the proof of (i). Let v := ϕq ⊗ ϕp1 ∧ ... ∧ ϕpN−1 ∈ D and write P 2 :=
p21 + ...+ p
2
N−1. Then, φ
0
n(τ)v = µτ,n(q, P
2)v with
µτ,n(q, P
2) =
∑
k
(
αn(k)
2 · βn(k)2
(1 + 1M )k
2 − EB
− αn(k)
2 · βn(q − k)2
1
M (q − k)2 + k2 + P 2 − τ
)
.
The eigenvalue µτ,n(q, P
2) is convergent as n→∞ and its limit reads
µτ (q, P
2) =
∑
k
(
1
(1 + 1M )k
2 − EB
− 11
M (q − k)2 + k2 + P 2 − τ
)
. (3.19)
This can be seen by writing
µτ,n(q, P
2) =
∑
k
αn(k)
2βn(k)
2
(
1
(1 + 1M )k
2 − EB
− 11
M (q − k)2 + k2 + P 2 − τ
)
+
∑
k
αn(k)
2 · βn(k)
2 − βn(q − k)2
1
M (q − k)2 + k2 + P 2 − τ
.
The first sum is convergent to µτ (q, P
2) by (A), (B) and dominated convergence, since the term
in brackets decays as |k|−3 for |k| → ∞. The second sum converges to zero as n → ∞, which
can be derived from (D) by estimating 1M (q − k)2 + k2 ≥ 12k2 + 1M+2q2 and
1
M (q − k)2 + k2 + P 2 − τ ≥ min{ 1M+2 , P 2 − τ} · (k2 + q2 + 1) (3.20)
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in the denominator. Thus, φ0n(τ)w converges for all w ∈ D, and we call the limit φ0(τ)w. The
operator φ0(τ) is essentially self-adjoint on D if z ∈ R ∩ ρ(H0), since all vectors of the form
ϕq ⊗ ϕp1 ∧ ... ∧ ϕpN−1 form a basis of eigenvectors corresponding to real eigenvalues.
Now, we consider
φIn(τ)v =
∑
l
N−1∑
j=1
(−1)j−1 αn(pj)αn(l)βn(q − l)
2
1
M (q − l)2 + l2 + P 2 − τ
ϕq+pj−l ⊗ ϕl ∧ ϕp1 ∧ ... ∧ ϕ̂pj ∧ ... ∧ ϕpN−1 .
This is an expansion in an orthonormal basis. With dominated convergence, we can easily verify
that φIn(z)v converges to
∑
l
N−1∑
j=1
(−1)j−1
1
M (q − l)2 + l2 + P 2 − τ
ϕq+pj−l ⊗ ϕl ∧ ϕp1 ∧ ... ∧ ϕ̂pj ∧ ... ∧ ϕpN−1 (3.21)
as n→∞.
We show that the operators φIn(τ) for τ ∈ R ∩ ρ(H0) are uniformly bounded in n. Choose
w ∈ H˜ and estimate
〈w, φIn(τ)w〉 ≤
∑
k,l,q
αn(k) · αn(l) · βn(q)2 ‖almq+kw‖ ·
∥∥∥∥∥ 1H0 + 1M q2 + k2 + l2 − τ akmq+lw
∥∥∥∥∥
(3.22)
≤
∑
k,l,q
‖almq+kw‖ · ‖akmq+lw‖
k2 + l2 − τ
≤
∑
k,l
(∑
q
‖almq+kw‖2
)1
2 1
k2 + l2 − τ
(∑
q
‖akmq+lw‖2
)1
2
=
∑
k,l
‖alw‖ · ‖akw‖
k2 + l2 − τ
≤
∑
k,l
‖alw‖2 (l
2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
12 ∑
k,l
‖akw‖2 (k
2 − τ) 12
(l2 − τ) 12 (k2 + l2 − τ)
12
≤ (N − 1) · ‖w‖2 · sup
l∈κZ2
∑
k
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
.
We estimate the remaining sum by a suitable integral making use of the fact that the summand
is a monotonically decreasing function of k2
∑
k
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
= 4
∑
k∈κZ2+
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
+ 4
∑
k∈κZ+
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
+
1
|τ | 12 (l2 − τ) 12
≤ κ−2
ˆ
d2k
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
+ 4κ−1
∞ˆ
0
dk
(l2 − τ) 12
(k2 − τ) 12 (k2 + l2 − τ)
+
1
|τ |
≤ piκ−2
∞ˆ
0
dt
(l2 − τ) 12
(t− τ) 12 (t+ l2 − τ)
+ 4κ−1
∞ˆ
0
dk
1
k2 − τ +
1
|τ |
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= 2piκ−2 sup
α>0
∞ˆ
α
du
√
1 + α2
u2 + 1
+
2piκ−1
|τ | 12
+
1
|τ | = pi
2κ−2 +
2piκ−1
|τ | 12
+
1
|τ | .
To obtain the expression in the last line, we made the substitution u =
√
t− τ and α := −τ/l2.
This proves that ∥∥φIn(τ)∥∥ ≤ (N − 1) ·
(
pi2κ−2 +
2piκ−1
|τ | 12
+
1
|τ |
)
. (3.23)
Thus, we can conclude that φIn(τ) is strongly convergent to an operator φ
I(τ) ∈ L (H˜ ), which is
bounded by the expression on the right hand side of (3.23). Since φ0(τ) is essentially self-adjoint
on D and φI(τ) is bounded, we obtain that φ(τ) : D → H˜ with φ(τ) = φ0(τ) + φI(τ), which
is the strong limit of φn(τ) on D as n → ∞, is essentially self-adjoint and the proof of (i) is
complete.
We prove (ii). Let τ ≤ −1. We show that there is a c > 0 independent of τ such that
µτ,n(q, P
2) ≥ µτ,n(0, 0)− c (3.24)
for all q ∈ κZ2, P 2 ≥ 0 and n ∈ N. Since µτ,n(q, P 2) ≥ µτ,n(q, 0), it suffices to verify that
µτ,n(q, 0) − µτ,n(0, 0) is bounded from below uniformly in n and q. By the convergence of
µτ,n(q, 0) in the limit n→∞, we can assume |q| > 4
√
2κ without loss of generality. We write
µτ,n(q, 0)− µτ,n(0, 0) =
∑
k
αn(k)
2βn(k)
2
(
1
(1 + 1M )k
2 − τ −
1
1
M (q − k)2 + k2 − τ
)
+
∑
k
αn(k) · βn(k)
2 − βn(q − k)2
1
M (q − k)2 + k2 − τ
. (3.25)
We consider the first sum in (3.25). A comparison of the two denominators reveals that all
summands with |k| ≤ |q|/2 are non-negative. Thus, the first sum in (3.25) is bounded from
below by
1
M
∑
|k|>|q|/2
αn(k)
2βn(k)
2 q
2 − 2k · q
((1 + 1M )k
2 − τ)( 1M (q − k)2 + k2 − τ)
≥ − 2
M
∑
|k|>|q|/2
αn(k)
2βn(k)
2 k · q
((1 + 1M )k
2 − τ)( 1M (q − k)2 + k2 − τ)
≥ −const.
∑
|k|>|q|/2
|q|
(k2 + 1)3/2
.
In the last step we used (B) as well as τ ≤ −1, and dropped some positive terms in the
denominator. The summands are a monotonically decreasing function of k2. We split up the
remaining sum, and estimate it by a suitable integral (recalling the assumption |q| > 4√2κ)∑
k∈κZ2+
|k|>|q|/2
|q|
(k2 + 1)3/2
+ 4
∑
k∈κZ2+
|k|>|q|/2
|q|
(k2 + 1)3/2
≤ κ−2
ˆ
|k|>|q|/4
d2k
|q|
(k2 + 1)3/2
+ 4κ−1
∞ˆ
|q|/4
dk
|q|
(k2 + 1)3/2
,
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which is bounded uniformly in |q|. Hence, the first sum in (3.25) is bounded from below uniformly
in q and n and τ ≤ −1. The same holds for the second sum in (3.25) by (D) after using the
estimates (3.20) and τ ≤ −1 in the denominator. Thus, (3.24) is shown.
As already mentioned, vectors of the form ϕq ⊗ ϕp1 ∧ ... ∧ ϕpN−1 with q, p1, ..., pN−1 ∈ κZd
form a total set of eigenvectors of φ0(τ). Hence,
φ0n(τ) ≥ inf
q∈κZ2,P 2>0
µτ,n(q, P
2) ≥ µτ,n(0, 0)− c
The statement of (ii) now follows from the uniform bound of φIn(E) (3.23), the convergence
µτ,n(0, 0)→ µτ (0, 0) as n→∞, and µτ (0, 0)→∞ as τ → −∞.
The existence statement of Theorem 3.3 is a consequence of Theorem 2.5, Lemma 3.4 and
Lemma 3.5. It remains to show that H is independent of the choice of (αn)n∈N and (βn)n∈N.
Consider a second pair of sequences (α′n)n∈N and (β′n)n∈N satisfying all assumptions of Theo-
rem 3.3. Then, the sequences of corresponding regularized Hamiltonians (Hn)n∈N and (H ′n)n∈N
converge to operators H and H ′ in the strong resolvent sense, respectively. Define the joint
sequences (α˜n)n∈N, (β˜n)n∈N by
α˜n =
{
αn/2 n even
α′(n+1)/2 n odd
, β˜n =
{
βn/2 n even
β′(n+1)/2 n odd
.
These sequences also satisfy the assumptions of Theorem 3.3. Hence, the sequence of correspond-
ing operators (H˜n)n∈N is convergent in the strong resolvent sense. Since all its subsequences are
convergent to the same limit operator, we conclude that H = H ′ and the proof of Theorem 3.3
is complete.
From the proof of Theorem 2.5 and (2.25), we derive the following corollary. It will be used
as a starting point for the characterization of H in Section 3.4.
Corollary 3.6. For τ < 0 and |τ | large enough, the resolvent of H at τ is given by
R(τ) := (H − τ)−1 = R0(τ) +Rτφ(τ)−1R∗τ , (3.26)
where R0(τ) := (H0− τ)−1 and φ(τ)−1 are bounded and positive. Rτ was defined by Lemma 3.4
and φ(τ) was discussed in Lemma 3.5.
3.3 Regularization by a Dirac sequence
In the physics literature, the regularization given by (3.2) is very common. In this section,
we discuss a different regularization scheme which has a convenient form in position space
representation and which will be reconsidered in Section 5.3. We choose βn(k) ≡ 1 in the
situation of Theorem 3.3. Moreover, let A : R2 → R≥0 be an integrable non-negative function
with compact support contained in Ω = [0, L)2 satisfying
´
dxA(x) = 1 and A(x) = A(−x). We
define An(x) := n
2 ·A(nx) and
αn(k) :=
ˆ
R2
dx e−ikxAn(x)
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for all k ∈ R2. Then, αn ∈ `2(κZ2;R) and properties (B), (C) and (D) of Theorem 3.3 are
clearly satisfied. Observe that
αn(k) =
ˆ
R2
dx n2e−ikxA(nx) =
ˆ
R2
dx e−i
k
n
xA(x) = α1(
k
n),
from which we can conclude that (A) of Theorem 3.3 holds.
The action of a general W (α, β) on a function in position space representation is given by
(W (α, β)ψ)(y;x1, ..., xN )
= 1
L4
∑
k,l,q
α(k)α(l)β(q−k)β(q−l)
×
ˆ
Ω
dx′ dy′
N∑
j=1
(−1)j−1eik(xj−y)−il(x′−y′)+iq(y−y′)ψ(y′;x′, x1, ..., x̂j , ..., xN )
= 1
L4
∑
k,l,q
α(q−k)α(q−l)β(k)β(l)
×
ˆ
Ω
dx′ dy′
N∑
j=1
(−1)j−1e−ik(xj−y)+il(x′−y′)+iq(xj−x′)ψ(y′;x′, x1, ..., x̂j , ..., xN ).
With our particular choice of αn and βn, we obtain
〈ψ,Wnψ〉 = L2
N∑
j=1
ˆ
Ω
dy dx1...d̂xj ...dxN
∣∣∣∣∣∣
ˆ
Ω
dxj L
−2∑
k
αn(k)e
ik(xj−y)ψ(y;x1, ..., xN )
∣∣∣∣∣∣
2
= L2
N∑
j=1
ˆ
Ω
dy dx1...d̂xj ...dxN
∣∣∣∣∣∣
ˆ
Ω
dxj An(xj − y)ψ(y;x1, ..., xN )
∣∣∣∣∣∣
2
, (3.27)
since An(x) = L
−2∑
k αn(k)e
ikx. The factor L2 in this expression does not make the interaction
blow up in the limit L → ∞. It should be seen as part of the coupling constant. In fact, its
inverse given by
g−1n =
∑
k
αn(k)
2
(1 + 1M )k
2 − EB
has the form of an infinite Riemann sum as L→∞ if a factor L−2 is included.
The role of αn and βn can also be interchanged which yields
〈ψ,Wnψ〉 = L2
N∑
j=1
ˆ
Ω
dx1...dxN
∣∣∣∣∣∣
ˆ
Ω
dy An(xj − y)ψ(y;x1, ..., xN )
∣∣∣∣∣∣
2
.
3.4 Domain and spectrum of the Hamiltonian
In this section, we characterize the limit Hamiltonian H which we have constructed as limit
operator of a limiting process in the strong resolvent sense in Theorem 3.3. Starting point of
this analysis is Corollary 3.6.
Proposition 3.7. The spectrum of H is purely discrete.
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Proof. For τ < 0 with |τ | large enough it follows from (3.26), the compactness of Rτ (cf.
Lemma 3.4) and the boundedness of φ(τ)−1 (cf. Lemma 3.5) that the resolvent R(τ) = (H−τ)−1
is a compact operator. This proves Proposition 3.7 (see for example [12], Theorem 6.29).
Lemma 3.8. Let w ∈ H˜ with w 6= 0. Then, R∗zw /∈ D(H1/20 ) for all z ∈ ρ(H0). In particular,
KerR∗z ∩ H˜ = {0}.
Proof. Assume that for w ∈ H˜ with ‖w‖ = 1 it holds R∗−1w ∈ D(H1/20 ). Choose an arbitrary
regularization according to Theorem 3.3. Because of monotone convergence, we can introduce
a cutoff and write∥∥∥(1 +H0)1/2R∗−1w∥∥∥2 = lim
ε↘0
∥∥∥(1 + εH0)−1/2(1 +H0)1/2R∗−1w∥∥∥2
= lim
ε↘0
〈w,R−1(1 +H0)1/2(1 + εH0)−1(1 +H0)1/2R∗−1w〉
= lim
ε↘0
lim
n,n′→∞
〈w, Vn(1 +H0)−1(1 + εH0)−1V ∗n′w〉. (3.28)
According to our assumption, this is a finite quantity. In normal-ordered form we have
Vn(1 +H0)
−1(1 + εH0)−1V ∗n′
=
∑
q
m∗q
(∑
k
αn(k)αn′(k)βn(q − k)βn′(q − k)
(1 +H0 +
1
M (q − k)2 + k2)(1 + ε(H0 + 1M (q − k)2 + k2))
)
mq
−
∑
k,l,q
m∗q+ka
∗
l
αn(k)αn′(l)βn(q)βn′(q)
(1 +H0 +
1
M q
2 + k2 + l2)(1 + ε(H0 +
1
M q
2 + k2 + l2))
akmq+l (3.29)
Because of property (B) of the regularization, the expectation value of the second operator in
(3.29) with respect to the vector w is bounded from below by a constant times
−
∑
k,l,q
‖almq+kw‖ ·
∥∥∥∥∥ 11 +H0 + 1M q2 + k2 + l2 akmq+lw
∥∥∥∥∥
By the same estimates as we did for (3.22), this expression is bounded from below by a constant
times (N − 1) · ‖w‖2 (cf. (3.23)). Since the first term in (3.29) is convergent as n, n′ → ∞, we
obtain
lim
n,n′→∞
Vn(1 +H0)
−1(1 + εH0)−1V ∗n′
=
∑
q
m∗q
(∑
k
1
(1 +H0 +
1
M (q − k)2 + k2)(1 + ε(H0 + 1M (q − k)2 + k2))
)
mq +O(1)
(3.30)
uniformly in ε. Choose q ∈ κZ2 such that mqw 6= 0. Then,∥∥∥(1 + εH0)−1/2(1 +H0)1/2R∗−1w∥∥∥2
≥
∑
k
〈mqw, 1
(1 +H0 +
1
M (q − k)2 + k2)(1 + ε(H0 + 1M (q − k)2 + k2))
mqw〉+O(1),
which diverges due to monotone convergence as ε↘ 0. Because of (3.28), this is a contradiction
to R∗−1w ∈ D(H1/20 ).
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Hence, we showed that R∗−1w /∈ D(H1/20 ). To verify that R∗zw /∈ D(H1/20 ) for every z ∈ ρ(H0)
note that
R∗zw = limn→∞(H0 − z)
−1V ∗nw = limn→∞
(
(H0 + 1)
−1 + (z + 1)(H0 − z)−1(H0 + 1)−1V ∗nw
)
= R∗−1w + (z + 1)(H0 − z)−1R∗−1w
by a resolvent identity and the proof of the lemma is complete.
Proposition 3.9 gives a fairly explicit characterization of the Hamiltonian H. Let D(φ)
denote the domain of φ(z), which does not depend on z ∈ ρ(H0) (see (2.23)).
Proposition 3.9. A vector ϕ ∈H is an element of the domain D(H) if and only if there is a
wϕ ∈ D(φ) ⊆ H˜ such that for some (and hence all) z ∈ ρ(H0)
ϕ−R∗zwϕ ∈ D(H0)
and
V (ϕ−R∗zwϕ) = φ(z)wϕ. (3.31)
Moreover,
(H − z)ϕ = (H0 − z)(ϕ−R∗zwϕ) (3.32)
for all z ∈ ρ(H0) and ϕ ∈ D(H).
Remarks.
1. Lemma 3.8 implies that for ϕ ∈ H there is at most one wϕ ∈ H˜ such that ϕ − R∗zw ∈
D(H0) for z ∈ ρ(H0).
2. By Proposition 3.9, the Hamiltonian H is the analogue of the many-particle operator with
point interaction obtained by Dell’Antonio, Figari and Teta (cf. [8], (5.3)) in the case of
one particle interacting with N fermions in a two-dimensional box with periodic boundary
conditions. Their result is about N interacting particles in entire space R2.
The analogue of (3.31) is often referred to as Skornyakov-Ter-Martirosian condition in the
literature.
Proof. Fix some τ < 0 such that (3.26) holds.
Assume that ϕ ∈ D(H). Then, there is a vϕ ∈H such that R(τ)vϕ = ϕ, which reads
ϕ−R∗τ φ(τ)−1Rτvϕ = R0(τ)vϕ. (3.33)
Hence, ϕ−R∗τwϕ ∈ D(H0) if we set wϕ := φ(τ)−1Rτvϕ. This implies ϕ−R∗zwϕ ∈ D(H0) for all
z ∈ ρ(H0), since
ϕ−R∗zwϕ = ϕ−R∗τwϕ + (τ − z)R0(z)R∗τwϕ ∈ D(H0)
by a resolvent identity (cf. (2.21)). Moreover, with Rτ = V R0(τ) (cf. Lemma 3.4) and (3.33)
we see that
φ(τ)wϕ = Rτvϕ = V R0(τ)vϕ = V (ϕ−R∗τwϕ),
and with (2.24) and (2.21) we can conclude
φ(z)wϕ = φ(τ)wϕ + (τ − z)RzR∗τwϕ = V (ϕ−R∗τwϕ) + (τ − z)RzR∗τwϕ
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= V (ϕ−R∗τwϕ + (τ − z)R0(z)R∗τwϕ) = V (ϕ−R∗zwϕ). (3.34)
Hence, we proved that every element of D(H) satisfies the characterization given by Proposi-
tion 3.9.
Now assume that for some ϕ ∈H , there is a non-zero wϕ ∈ D(φ) such that
ϕ−R∗zwϕ ∈ D(H0)
and
φ(z)wϕ = V (ϕ−R∗zwϕ).
for some z ∈ ρ(H0). Then, by the same calculation as in (3.34) (interchange τ and z), it holds
φ(τ)wϕ = V (ϕ−R∗τwϕ). Define vϕ := (H0 − τ)(ϕ−R∗τwϕ). It follows
R0(τ)vϕ = ϕ−R∗τwϕ = ϕ−R∗τφ(τ)−1φ(τ)wϕ = ϕ−R∗τφ(τ)−1V (ϕ−R∗τwϕ)
= ϕ−R∗τφ(τ)−1V R0(τ)vϕ = ϕ−R∗τφ(τ)−1Rτvϕ,
which, by (3.26), implies that ϕ = R(τ)vϕ ∈ D(H). This in turn yields (H − τ)ϕ = vϕ =
(H0 − τ)(ϕ−R∗τwϕ) and we can conclude with (2.21) that
(H − z)ϕ = (H − τ)ϕ+ (τ − z)ϕ = (H0 − τ)(ϕ−R∗τwϕ) + (τ − z)ϕ
= (H0 − τ)(ϕ−R∗zwϕ + (z − τ)R0(τ)R∗zw) + (τ − z)ϕ
= (H0 − τ)(ϕ−R∗zwϕ) + (τ − z)(ϕ−R∗zw)
= (H0 − z)(ϕ−R∗zwϕ)
to complete to proof.
It follows from (2.15) that the part of the spectrum of Hn that is contained in ρ(H0) can be
characterized by φn(E). The following corollary states that such a principle also holds for the
limit operator H.
Corollary 3.10. A real number E ∈ R∩ ρ(H0) is an eigenvalue of H if and only if Kerφ(E) 6=
{0}. Moreover, R∗E is an isomorphism from Ker φ(E) to Ker (H − E).
Proof. Fix some E ∈ R ∩ ρ(H0) and assume that (H − E)ϕ = 0 for some non-zero ϕ ∈ D(H).
Then, by (3.32)
(H0 − E)(ϕ−R∗Ewϕ) = 0, (3.35)
which implies that ϕ−R∗Ewϕ = 0, i.e. ϕ = R∗Ewϕ, since H0 − E is invertible. Hence, by (3.31)
φ(E)wϕ = V (ϕ−R∗Ewϕ) = 0.
Apparently, wϕ 6= 0, because ϕ is assumed to be non-zero. The kernel of φ(E) is consequently
non-trivial.
Now assume that there is a non-zero w ∈ D(φ) with φ(E)w = 0. Define ϕ := R∗Ew.
Lemma 3.8 guarantees that ϕ 6= 0. By Proposition 3.9, it holds ϕ ∈ D(H) with wϕ = w and
(3.32) yields
(H − E)ϕ = (H0 − E)(R∗Ew −R∗Ewϕ) = 0.
From these considerations it follows that R∗E restricts to a map from Kerφ(E) to Ker(H−E)
and ϕ = R∗Ewϕ 7→ wϕ is a right inverse. It is also a left inverse, since R∗E is injective on Kerφ(E)
according to Lemma 3.8.
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3.5 Variational principle for bound state energies
One can receive information about the spectrum of the operator H (or any self-adjoint operator
which is bounded from below) by the Rayleigh-Ritz variational principle, which states that
µl(H) := sup
ϕ1,...,ϕl−1
inf
ψ∈D(H),‖ψ‖=1
ψ⊥ϕ1,...,ϕl−1
〈ψ,Hψ〉
is either the bottom of the essential spectrum with at most l − 1 eigenvalues below or it is the
lth eigenvalue (counting multiplicities) below the bottom of the essential spectrum. We have
already seen that the spectrum of H is purely discrete (cf. Proposition 3.7). Therefore, µl(H) is
the lth lowest eigenvalue counting multiplicities. Although a fairly explicit characterization of
the Hamiltonian H was given in Proposition 3.9, it is not very useful for the derivation of energy
estimates by explicit variational calculations. As we have seen in Corollary 3.10, the entire
information about the spectrum of H below minσ(H0) is contained in φ(E), and φ(E) is given
explicitly as a result of the proof of Lemma 3.5. In this section, we derive a variational principle
for the eigenvalues of H below minσ(H0) based on φ(E). We start from a Birman-Schwinger
principle, which we formulate and prove in the following general form.
Theorem 3.11. Let Σ ∈ R. Let T be a self-adjoint operator bounded from below with purely
discrete spectrum below Σ, and let K(E) for E ∈ (−∞,Σ) be a family of self-adjoint operators
bounded from below with purely discrete spectrum below some positive number. Assume that the
following assertions hold.
(i) Ker (T − E) is isomorphic to Ker (K(E)) for all E < Σ.
(ii) For every l ∈ N, the function E 7→ µl(K(E)) on (−∞,Σ) is continuous, non-increasing,
and has at most one root.
(iii) There is a β < Σ such that µ1(K(β)) > 0.
Then, for l ∈ N and E < Σ
µl(T ) = E ⇔ µl(K(E)) = 0.
Proof. Fix an arbitrary E < Σ such that at least one of the sets
M := {k ∈ N : µk(T ) = E},
N := {k ∈ N : µk(K(E)) = 0}
is non-empty. By (i), |M | = |N |. Hence, there are integer numbers a, b ≥ 0 and r ≥ 1 such that
M := {a+ 1, a+ 2, ..., a+ r}
N := {b+ 1, b+ 2, ..., b+ r}.
We show that a = b, which completes the proof of the theorem.
Assume a < b. Then, µ1(K(E)), µ2(K(E)), ..., µa+1(K(E)) < 0. We can argue with (ii) and
(iii) that there are
β < E1 ≤ E2 ≤ ... ≤ Ea+1 < E
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Figure 3.1: According to Theorem 3.12, the eigenvalues E1, E2, E3 etc. of H below minσ(H0)
are characterized by the eigenvalues of φ(E).
with µi(K(Ei)) = 0 for i ∈ {1, ..., a + 1}. Because of (i), we can construct a + 1 linearly
independent eigenvectors of H corresponding to eigenvalues that are strictly less that E. This
is in contradiction to a+ 1 = min(M).
Assume b < a. Then, E1 ≤ E2 ≤ ... ≤ Eb+1 < E where Ei := µi(T ) for i ∈ {1, ..., b + 1}.
With (i) and (ii) we can argue that there is an injective map j : {1, ..., b+ 1} → N with
µj(i)(K(Ei)) = 0
for i ∈ {1, ..., b+ 1}. It follows from (ii) that µj(i)(K(E)) < 0 for all i ∈ {1, ..., b+ 1}. This is in
contradiction to b+ 1 = min(N).
Now we show that Theorem 3.11 can be applied to the situation T = H, K(E) = φ(E) and
Σ = minσ(H0). The self-adjoint operator H is bounded from below (cf. Theorem 3.3) and has
purely discrete spectrum (cf. Proposition 3.7). Property (iii) of Theorem 3.11 for K(E) = φ(E)
is satisfied according to Lemma 3.5. Then, it follows with (2.23) that φ(E) is bounded from
below for every E ∈ (−∞,minσ(H0)). Corollary 3.10 states that Property (i) of Theorem 3.11
is satisfied. Since the spectrum of φ(E) is purely discrete (see Proposition 3.13) and Property
(ii) of Theorem 3.11 is also satisfied (see Lemma 3.14), we can apply Theorem 3.11 to obtain
the following theorem.
Theorem 3.12. For l ∈ N and E < minσ(H0), the equivalence
µl(H) = E ⇔ µl(φ(E)) = 0 (3.36)
is satisfied.
Proposition 3.13. Let E ∈ R ∩ ρ(H0). Then, the spectrum of φ(E) is purely discrete.
Proof. Choose some arbitrary c > 0. According to Lemma 3.5 (ii), it holds φ(τ) ≥ c for some
τ < 0. In particular, σ(φ(τ)) ∩ (−∞, c) = ∅. Recall (2.24), which reads
φ(E) = φ(τ)− (E − τ)RER∗τ .
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Thus, the difference of φ(E) and φ(τ) is a compact operator (cf. Lemma 3.4) and the essential
spectra of both operators coincide (see Theorem XIII.14 in [34]). Therefore, the part of the
spectrum of φ(E), which is contained in (−∞, c) is purely discrete. Since c > 0 was arbitrary,
all of the spectrum of φ(E) is purely discrete.
Lemma 3.14. For w ∈ D(φ) \ {0} the function E 7→ 〈w, φ(E)w〉 is strictly monotonically
decreasing on the interval (−∞,minσ(H0)).
Proof. This statement can be derived from (2.23) and Lemma 3.8. In fact,
〈w, φ(E′)w〉 − 〈w, φ(E)w〉 = −(E′ − E) ‖R∗Ew‖2 − (E′ − E)2
∥∥∥R0(E′)1/2R∗Ew∥∥∥2 < 0
for E < E′ < 0, since R∗Ew 6= for w ∈ D(φ) \ {0}.
Proposition 3.15. The function E 7→ µl(φ(E)) on (−∞,minσ(H0)) for l ∈ N is continuous
and strictly monotonically decreasing.
Proof. φ(z) with z ∈ C \ ρ(H0) is an analytic family of type (A) as (2.23) shows. See XII.2
in [34] for definition and further details. Hence, it follows from the discreteness of the spectrum
of φ(E) (Proposition 3.13) and analytic perturbation theory (cf. Theorem XII.13 in [34]) that
the function E 7→ µl(φ(E)) is continuous.
It remains to prove that µl(φ(E0)) > µl(φ(E1)) for E0 < E1 < minσ(H0). Choose an
orthonormal system {w1, ..., wl−1} of eigenvectors corresponding to the l − 1 lowest eigenvalues
of φ(E1) and denote its linear span by Vl such that 〈u, φ(E1)u〉 ≥ µl(φ(E1)) for every normalized
u ∈ D(φ) with u ⊥ Vl. Since dimVl = l − 1, it holds
µl(φ(E0)) = sup
dimW=l−1
inf
u∈D(φ),‖u‖=1
u⊥W
〈u, φ(E0)u〉 ≥ inf
u∈D(φ),‖u‖=1
u⊥Vl
〈u, φ(E0)u〉.
Thus, there is a normalized w ∈ D(φ) with w ⊥ Vl such that 〈w, φ(E0)w〉 ≤ µl(φ(E0)). By
Lemma 3.14, 〈w, φ(E1)w〉 < 〈w, φ(E0)w〉 and we conclude
µl(φ(E1)) ≤ 〈w, φ(E1)w〉 < 〈w, φ(E0)w〉 ≤ µl(φ(E0)).
From Theorem 3.12, Proposition 3.15, and Lemma 3.5 we can draw the following conclusion.
Corollary 3.16. Let E < minσ(H0) and l ∈ N. Then,
µl(H) ≤ E ⇔ µl(φ(E)) ≤ 0.
In particular, assume that for a non-zero w ∈ D(φ) the inequality
〈w, φ(E)w〉 ≤ 0
is satisfied. Then E ≥ minσ(H).
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Theorem 3.12 also holds in the regularized case, i.e. for E < minσ(H0) and l ∈ N the
equivalence
µl(Hn) = E ⇔ µl(φn(E)) = 0
is satisfied. All assumptions of Theorem 3.11 in the situation T = Hn, K(E) = φn(E) and
Σ = minσ(H0) follow from results of previous sections with the exception of Property (ii).
The proof of Proposition 3.15 cannot be applied to the regularized case without changes, since
the preparatory Lemma 3.14 bases on Lemma 3.8, which is wrong in the regularized case. In
fact, R0(z)V
∗
nw ∈ D(H0) for all w ∈ H˜ . Hence, we only know that the expectation value
E 7→ 〈w, φn(E)w〉 is non-increasing and no longer strictly monotonically decreasing (cf. (2.22)).
However, Property (ii) of Theorem 3.11 is satisfied as the following lemma shows.
Lemma 3.17. The function E 7→ µl(φn(E)) for l ∈ N is non-increasing on (−∞,minσ(H0))
and strictly monotonically decreasing on {E ∈ (−∞,minσ(H0)) : µl(φn(E)) ≤ 0}.
Proof. The Rayleigh-Ritz variational principle together with the fact that E 7→ 〈w, φn(E)w〉 is
non-increasing implies that E 7→ µl(φn(E)) is non-increasing.
Let µl(φn(E)) ≤ 0 and E < E′ < inf σ(H0). We show that µl(φn(E)) > µl(φn(E′)).
Choose an orthonormal system {w1, ..., wl−1} of eigenvectors corresponding to the l − 1 lowest
eigenvalues of φn(E
′) and denote its linear span by Vl such that 〈u, φn(E′)u〉 ≥ µl(φn(E′)) for
every normalized u ∈ D(φ) with u ⊥ Vl. Since dimVl = l − 1, it holds
µl(φn(E)) = sup
dimW=l−1
inf
u⊥W,
‖u‖=1
〈u, φn(E)u〉 ≥ inf
u⊥Vl,
‖u‖=1
〈u, φn(E)u〉.
Thus, there is a normalized w ∈ H˜ with w ⊥ Vl such that 〈w, φn(E)w〉 ≤ µl(φn(E)). Then,
R0(E)V
∗
nw 6= 0, because assuming the opposite we would obtain µl(φn(E)) ≥ 〈w, φn(E)w〉 =
g−1n > 0, which is a contradiction to our assumption. Hence,
d
dλ
〈w, φn(λ)w〉
∣∣∣∣
λ=E
= −‖R0(E)V ∗nw‖2 < 0,
and consequently µl(φn(E)) ≥ 〈w, φn(E)w〉 > 〈w, φn(E′)w〉. We conclude
µl(φn(E
′)) ≤ 〈w, φn(E′)w〉 < µl(φn(E)).
3.6 Total momentum decomposition
Following [9] in the previous sections, we introduced an additional particle in order to obtain an
explicit expression for the regularized Hamiltonian Hn in the form (2.13). The introduction of
an additional particle can be circumvented if we make use of the fact that the total momentum
of the system is conserved. This property guarantees that the Hamiltonian is decomposed by
the direct sum decomposition of H into subspaces of fixed total momentum. The fibers of
the regularized Hamiltonian are naturally given by an expression of the form (2.13), as it is
explained in this section.
We define the operator UN :H → `N with `N := `2(κZ2;
∧N L2(Ω)) by requiring
〈ϕp1 ∧ ... ∧ ϕpN , (UNψ)(P )〉 = 〈ϕp1 ∧ ... ∧ ϕpN , bP−∑Ni=1 piψ〉
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for all ψ ∈H and P, p1, ..., pN ∈ κZ2. Recall that ϕp denotes a plane wave with momentum p,
i.e. ϕp(x) = L
−1eipx. The operator UN is unitary, and its adjoint U∗N : `N →H satisfies
〈ϕp1 ∧ ... ∧ ϕpN , bPU∗Nα〉 = 〈ϕp1 ∧ ... ∧ ϕpN , α(P +
N∑
i=1
pi)〉
for all α ∈ `N and P, p1, ..., pN ∈ κZ2. The operator UN implements a Lee-Low-Pines trans-
formation [17], since its crucial property is that it diagonalizes the total momentum operator
Ptot :=
∑
k k(a
∗
kak + b
∗
kbk). In fact,
(UNPtotψ)(P ) = P (UNψ)(P ),
since
〈ϕp1 ∧ ... ∧ ϕpN , (UNPtotψ)(P )〉
= 〈ϕp1 ∧ ... ∧ ϕpN , bP−ΣpiPtotψ〉 = 〈ϕp1 ∧ ... ∧ ϕpN ,
(∑
k
k a∗kak + P −
N∑
i=1
pi
)
bP−Σpiψ〉
= P 〈ϕp1 ∧ ... ∧ ϕpN , bP−Σpiψ〉 = P 〈ϕp1 ∧ ... ∧ ϕpN , (UNψ)(P )〉.
In order to see how the operator UN transforms the regularized Hamiltonian
Hn =
∑
k
k2(a∗kak +
1
M b
∗
kbk)− gn
∑
k,l,q
αn(k)αn(l)βn(q − k)βn(q − l) a∗kb∗q−kbq−lal
(cf. Theorem 3.3), we compute how a∗kb
∗
q−kbq−lal is transformed by UN . Using the defining
property of UN , we obtain for ψ ∈H
〈ϕp1 ∧ ... ∧ ϕpN , (UNa∗kb∗q−kbq−lalψ)(P )〉 = 〈ϕp1 ∧ ... ∧ ϕpN , bP−Σpia∗kb∗q−kbq−lalψ〉
= δq,P−Σpi+k · 〈ϕp1 ∧ ... ∧ ϕpN , a∗kalbq−lψ〉
= δq,P−Σpi+k ·
N∑
j=1
(−1)j−1δk,pj 〈ϕl ∧ ϕp1 ∧ ... ∧ ϕ̂pj ∧ ... ∧ ϕpN , bq−lψ〉
= δq,P−Σpi+k ·
N∑
j=1
(−1)j−1δk,pj 〈ϕl ∧ ϕp1 ∧ ... ∧ ϕ̂pj ∧ ... ∧ ϕpN , (UNψ)(P )〉
= δq,P−Σpi+k · 〈ϕp1 ∧ ... ∧ ϕpN , (a∗kalUNψ)(P )〉, (3.37)
where we used the convention that we lift an operator A :
∧N L2(Ω)→ ∧N L2(Ω) to the space
`N by setting (Aα)(P ) = Aα(P ) for α ∈ `N . Multiplying both sides of (3.37) by k2δk,l and
summing over k, l and q reveals that
Hf :=
∑
k2 a∗kak
satisfies UNHf = HfUN . Similarly, multiplying both sides of (3.37) by kδk,l and summing over
k, l and q reveals that
Pf :=
∑
k a∗kak
satisfies UNPf = PfUN . Thus, the kinetic energy term H0 :=
∑
k k
2(a∗kak +
1
M b
∗
kbk) =
1
M (Ptot−
Pf )
2 +Hf in Hn transforms as
UNH0 = (
1
M (P − Pf )2 +Hf )UN .
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Since (3.37) shows how the four-point term in the interaction of Hn transforms under UN , one
can read off that for every ψ ∈H and P ∈ κZ2
(UNHnψ)(P ) = Hn(P )(UNψ)(P ),
where
Hn(P ) :=
1
M
(P − Pf )2 +Hf − gn
∑
k,l
αn(k)αn(l) βn(P − Pf ) a∗kal βn(P − Pf )
=
1
M
(P − Pf )2 +Hf − gn βn(P − Pf ) a∗(αˇn)a(αˇn) βn(P − Pf ) (3.38)
is an operator on
∧N L2(Ω) and αˇn := ∑k αn(k)ϕk.
If we choose the functions αn and βn according to Theorem 3.3, it follows that Hn(P )
converges to a self-adjoint operator H(P ) as n→∞ for every P ∈ κZ2, and it holds
(UNHψ)(P ) = H(P )(UNψ)(P ), (3.39)
where H denotes the limit operator we obtained in Theorem 3.3.
This statement could also be obtained without any reference to Theorem 3.3, a theorem
proved with the construction of m-particles. The operator Hn(P ) is obviously of the form (2.13)
for every P ∈ κZ2. One can take expression (3.38) and verify that properties (a), (b) and (c) of
Theorem 2.5 are satisfied with An = a(αˇn) βn(P − Pf ) and A∗n = βn(P − Pf ) a∗(αˇn). This way
one can construct H(P ) without any reference to m-particles.
We derive an eigenvalue principle for H(P ) similar to Theorem 3.12. We define a Lee-Low-
Pines transformation on H˜ . Let VN : H˜ → `N−1 be the operator defined by
〈ϕp1 ∧ ... ∧ ϕpN−1 , (VNw)(P )〉 = 〈ϕp1 ∧ ... ∧ ϕpN−1 ,mP−∑N−1i=1 piw〉
for all w ∈ H˜ and P, p1, ..., pN−1 ∈ κZ2. The operator VN is unitary. We investigate how the
operator φ(z) (cf. Lemma 3.5) transforms under the operator VN . As discussed in the proof of
Lemma 3.5, φ(z) = φ0(z) + φI(z), where φ0(z) is of the form
φ0(z) =
∑
q
m∗qFz(Hf , q)mq
with
Fz(λ, q) :=
∑
k
(
1
(1 + 1M )k
2 − EB
− 11
M (q − k)2 + k2 + λ− z
)
(3.40)
for λ ∈ R and q ∈ R2, and
φI(z) =
∑
k,l,q
m∗q+ka
∗
l
1
Hf +
1
M q
2 + k2 + l2 − z akmq+l.
By the defining property of VN ,
(VNφ
0(z)w)(P ) = Fz(Hf , P − Pf )(VNw)(P ),
since
〈ϕp1 ∧ ... ∧ ϕpN−1 , (VNφ0(z)w)(P )〉 =
∑
q
〈ϕp1 ∧ ... ∧ ϕpN−1 ,mP−Σpim∗qFz(Hf , q)mqw〉
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= F
(
N−1∑
i=1
p2i , P −
N−1∑
i=1
pi
)
〈ϕp1 ∧ ... ∧ ϕpN−1 ,mP−Σpiw〉
= 〈ϕp1 ∧ ... ∧ ϕpN−1 , F (Hf , P − Pf )(VNφ0(z)w)(P )〉.
By a similar calculation,
(VNφ
I(z)w)(P ) = φI,P (z)(VNw)(P )
with
φI,P (z) =
∑
k,l
a∗l
1
1
M (P − Pf − k − l)2 +Hf + k2 + l2 − z
ak. (3.41)
Thus,
(VNφ(z)w)(P ) = φ
P (z)(VNw)(P ) (3.42)
with
φP (z) = Fz(Hf , P − Pf ) + φI,P (z), (3.43)
Note that the operator φP (z) acts on the fermionic (N − 1)-particle space ∧N−1 L2(Ω).
To conclude this section, we prove the following Birman-Schwinger principle.
Theorem 3.18. Let P ∈ κZ2, E < minσ(H0) and l ∈ N. Then,
µl(H(P )) = E ⇔ µl(φP (E)) = 0. (3.44)
It also holds
µl(H(P )) ≤ E ⇔ µl(φP (E)) ≤ 0.
Proof. Fix P ∈ κZ2. We prove the theorem by showing that the assumptions of Theorem 3.11
are satisfied for T = H(P ), K(E) = φP (E) and Σ = minσ(H0). The boundedness from below
and the purely discrete spectrum of H carry over to H(P ) because of (3.39). Similarly, the
boundedness from below and the purely discrete spectrum of φ(E) carry over to φP (E) because
of (3.42).
To verify Property (i) of Theorem 3.11 fix E < minσ(H0) and recall that R
∗
E is an isomor-
phism from Kerφ(E) to Ker(H−E). The isomorphism R∗E commutes with the total momentum
P in the sense that
(UNR
∗
Ew)(P ) = R˜
∗
E(P )(VNw)(P ).
with
R˜∗E(P ) =
∑
k
a∗k
1
1
M (P − Pf )2 +Hf + k2 − E
.
This relation follows from (3.13), the defining properties of UN and VN , and the pull-through
formulas, since
〈ϕp1 ∧ ... ∧ ϕpN , (UNR∗Ew)(P )〉 =
∑
k,q
〈bq−kak(H0 − E)−1b∗P−Σpiϕp1 ∧ ... ∧ ϕpN ,mqw〉
=
∑
k
1
1
M (P − Σpi)2 + Σp2i − E
〈akϕp1 ∧ ... ∧ ϕpN ,mP−Σpi+kw〉
=
∑
k
1
1
M (P − Σpi)2 + Σp2i − E
〈akϕp1 ∧ ... ∧ ϕpN , (VNw)(P )〉
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= 〈ϕp1 ∧ ... ∧ ϕpN , R˜∗E(P )(VNw)(P )〉.
Hence, R˜∗E(P ) is an isomorphism from Ker φ
P (E) to Ker (H(P ) − E), and Property (i) of
Theorem 3.11 is satisfied. Property (ii) can be verified by proving the continuity and the strict
monotonicity of E 7→ µl(φP (E)) in the same way as in Proposition 3.15. The strict monotonicity
of the expectation values E 7→ 〈w, φP (E)w〉 is a direct consequence of Lemma 3.14 and (3.42).
Property (iii) is a direct consequence of Lemma 3.5 and (3.42).
Chapter 4
On the polaron-to-molecule
transition of the Fermi polaron
The Fermi polaron has been of great interest in recent physics literature, since it can serve a
model to understand pairing phenomena in strongly imbalanced ultracold Fermi gases. A two-
component Fermi gas is called imbalanced if the two components are not occupied equally. If
the imbalance is very strong, one can find a box Ω which is large in the sense that although it
contains only one particle of the minority component, the number of fermions of the majority
component contained in this box is very large. However, one can still assume that the box size
is small compared to the size of the whole two-component Fermi gas. Thus, in the box Ω we
are in the situation of the Fermi polaron, namely one impurity immersed in a Fermi gas of N
fermions.
Since fermions of the majority component can enter or leave the volume Ω, their number N
should not be considered as prescribed. Other than the mass M of the impurity, the system
parameters are the Fermi energy µ, which plays the role of a chemical potential, as well as
the two-body binding energy EB, which represents the strength of the coupling between the
impurity and the fermions. Because we fix the Fermi energy µ instead of the fermion number
N in Ω, the relevant observable is
H − µN.
Since the Hamiltonian is fermion number preserving, this modification only leads to a constant
shift of the energy in each N -fermion sector. However, it has to be kept in mind when comparing
states of different fermion numbers.
There is numerical [30] and experimental [14] evidence that the system undergoes a so-called
polaron-molecule transition if the coupling between the impurity and the Fermi gas is increased
from weak to strong coupling. As the coupling is weak, the impurity moves essentially freely
through the Fermi gas. Its presence leads to density fluctuations of the Fermi gas along its
trajectory. This behaviour is referred to as polaron state. If the coupling is increased, at some
point the impurity and one fermion of the Fermi gas form a tightly bound dimer. In order to
balance the density of the background Fermi gas, an additional fermion enters the box Ω. Such
a state is referred to as molecule state. The crucial difference between the two types of states is
the number of fermions in Ω.
Parish and Levinsen found some numerical evidence that also trimers consisting of the im-
purity and two fermions might be formed in some regime of the system parameters [31].
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The numerical analysis in the articles cited above relies on variational calculations and min-
imization of the energy over certain classes of trial states. Two trial states that are investigated
intensively are the polaron ansatz and the molecule ansatz at first order in particle-hole expan-
sion. The polaron and the molecule ansatz are expected to approximate the ground state of the
Fermi polaron very well in the case of weak and strong coupling between the impurity and the
Fermi sea, respectively [5].
The trial state which is often referred to as polaron ansatz was firstly proposed by Chevy [4].
It is represented by
|P〉 = α0b∗0 |FSµ〉+
∑
K2>µ
q2≤µ
αK,qb
∗
q−Ka
∗
Kaq |FSµ〉 (4.1)
with coefficients α0, αK,q ∈ C. The state |FSµ〉 denotes the Fermi sea with Fermi energy µ,
which is given by
|FSµ〉 =
∏
k2≤µ
a∗k |vac〉 , (4.2)
where |vac〉 is the vacuum state. We denote the number of fermions in |FSµ〉 by Nµ. The
polaron trial state |P〉 is a state of total momentum zero with Nµ fermions. As it can be read off
from (4.1), it consists of the ground state of the kinetic energy on the Nµ-fermion space and the
impurity at total momentum zero, i.e. b∗0 |FSµ〉, and the first term in the so-called particle-hole
expansion. The action of the operator aq with q
2 ≤ µ can be interpreted as the creation of a
“hole” in the Fermi sea and a∗K with K
2 > µ creates a “particle” with momentum outside the
Fermi sphere.
The molecule ansatz was proposed independently by Chevy and Mora [27] and by Punk,
Dumitrescu and Zwerger [33]. It reads as follows,
|M〉 =
∑
K2>µ
βKb
∗
−Ka
∗
K |FSµ〉+
∑
K2,L2>µ
q2≤µ
βK,L,qb
∗
q−K−La
∗
Ka
∗
Laq |FSµ〉 (4.3)
with coefficients βK , βK,L,q ∈ C. Compared to the polaron ansatz, it is also a state of total
momentum zero, but with Nµ + 1 fermions.
In the cited articles of the physics literature, the authors minimize the expectation value
with respect to the regularized Hamiltonian Hn (see (3.2)) over the class of polaron states (4.1)
and the class of molecule states (4.3). In the resulting expressions for the minimal energy, i.e.
the minimal expectation value, the ultraviolet cutoff n can be removed, which means one can
take the limit n→∞. The authors implicitly claim without proof that the resulting expressions
for the minimal energy of the polaron and molecule ansatz are upper bounds to the ground state
energy of the Fermi polaron. In Section 4.1, we prove that this is correct in the sense that their
results for the polaron and the molecule energies are upper bounds to the ground state energy
of the renormalized operator H. For the proof, we apply the variational principle established
in Section 3.5 which is based on φ(E) and in which no regularized quantity is involved. Recall
that the operator φ(E) acts on the Hilbert space H˜ := L2(Ω)m ⊗
∧N−1 L2(Ω)a instead of
H := L2(Ω)b ⊗
∧N L2(Ω)a. Therefore, the set of polaron trial states and the set of molecule
trial states have to be mapped to a representation in H˜ . It turns out that this can be done
in a natural way and that the classes of trial states in H˜ corresponding to (4.1) and (4.3) are
of a much simpler form. In Section 4.2, we give an analytic proof for the fact that in the case
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of strong coupling (EB → −∞) the molecule ansatz is energetically more favourable than the
polaron ansatz if the box size is large enough. This is also an application of the variational
principle established in Section 3.5.
4.1 Derivation of energy equations for polaron and molecule
In this section, we apply the variational principle which was established in Section 3.5 (Theo-
rem 3.18). We prove that the polaron energy EP given by (4) in [30] and the molecule energy
EM given by (6) and (7) in [30], which were obtained by the procedure described above, indeed
yield upper bounds to the ground state energy of H(0).
Fix µ > 0 and set
Nµ := |{k ∈ κZ2 : k2 ≤ µ}|.
Then, µ plays the role of the Fermi energy, since the kinetic energy of Nµ fermions is minimized
by the state |FSµ〉 given by (4.2), in which all momentum eigenstates ϕk inside the Fermi sphere,
i.e. with k2 ≤ µ, are occupied and all momentum eigenstates ϕK outside the Fermi sphere, i.e.
with K2 > µ, are unoccupied. In accordance with the physics literature, we call this state Fermi
sea. We denote its kinetic energy
∑
k2≤µ k
2 by Eµ, i.e.
Hf |FSµ〉 = Eµ |FSµ〉 .
Observe that Pf |FSµ〉 = 0.
As already mentioned, we characterize the system by the parameter µ instead of the number
of fermions. Thus, the relevant observable is
H − µN,
where H is the renormalized Hamiltonian (cf. Theorem 3.3) and N is the number of fermions.
With this modification we can compare the energies of the trial states (4.1) and (4.3), which
have a different number of fermions. In the following, we show that the polaron energy EP is an
upper bound to the ground state energy of H on the Nµ-fermion space. Then, we show that the
molecule energy EM is an upper bound to the ground state energy of H on the (Nµ+1)-particle
space. Since H − µN is the relevant observable, the polaron ansatz should be considered as a
better approximation to the ground state of the Fermi polaron than the molecule ansatz, if
EP < EM − µ, (4.4)
and the molecule ansatz should be considered as a better approximation to the ground state of
the Fermi polaron than the polaron ansatz, if
EP > EM − µ. (4.5)
We show in Section 4.2 that according to this criterion the molecule ansatz is a better approxi-
mation to the ground state of the Fermi polaron than the polaron ansatz in the strong coupling
case EB → −∞.
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Chevy’s polaron equation
We restrict our consideration to states of total momentum zero and we use the variational
principle for the operator φP=0(τ) in Theorem 3.18 in order to derive spectral information for
H(0). The operators φP=0(τ) and H(0) do not act on the same space. If H(0) is considered on
HNµ , where
HN :=
∧N
L2(Ω),
then φP=0(τ) acts on HNµ−1. After applying the transformation UN introduced in Section 3.6
to (4.1) and restricting to zero total momentum, the original polaron ansatz reads
|P〉 = α0 |FSµ〉+
∑
K2>µ
q2≤µ
αK,qa
∗
Kaq |FSµ〉 ∈HNµ .
As it will be justified by the following proposition, the polaron ansatz for φP=0(E) in HNµ−1
reads
|P˜〉 =
∑
q2≤µ
α˜qaq |FSµ〉 . (4.6)
Note that in contrast to the original ansatz there are only finitely many coefficients α˜q ∈ C.
According to Theorem 3.18, an upper bound E to the ground state energy of H(0) on HNµ
can be obtained as solution of
min
‖P˜‖=1
〈P˜, φP=0(E)P˜〉 = 0. (4.7)
In order to compute expectation values of φP=0(E) with respect to states that are excitations of
the Fermi sea |FSµ〉, it is convenient to invert the normal ordering of contributions to φP=0,I(E)
in (3.41) with k2 ≤ µ or l2 ≤ µ. By the pull-through formula, this leads to
φP=0(z) = Gz(Hf , Pf ) +
∑
K2,L2>µ
a∗L
1
1
M (Pf +K + L)
2 +Hf +K2 + L2 − z
aK
+
∑
K2>µ,l2≤µ
(
1
1
M (Pf +K)
2 +Hf +K2 − z
a∗l aK + h.c.
)
−
∑
k2,l2≤µ
ak
1
1
MP
2
f +Hf − z
a∗l
(4.8)
with
Gz(λ, q) :=
∑
k
(
1
(1 + 1M )k
2 − EB
− χ(k
2 > µ)
1
M (q − k)2 + k2 + λ− z
)
(4.9)
for λ ∈ R and q ∈ R2. A comparison with (3.40) reveals that
Gz(λ, q) = Fz(λ, q) +
∑
k2≤µ
1
1
M (q − k)2 + k2 + λ− z
. (4.10)
As Proposition 4.1 states, (4.7) can be rewritten as a variational problem on the Nµ-
dimensional subspace hµ := span{ϕq : q2 ≤ µ} ⊆ L2(Ω). To this end, let the operator
P (E) ∈ L (hµ) for E < Eµ be given by
P (E)ϕq = GE(Eµ − q2, q)ϕq − (Eµ − E)−1〈ξ, ϕq〉ξ.
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The first term of P (E) is diagonal in the basis of the ϕq and the eigenvalue corresponding to ϕq
is given by GE(Eµ − q2, q). The second term of P (E) is a multiple of a rank-one projection on
ξ :=
∑
q2≤µ
ϕq.
Proposition 4.1 (Polaron Equation). For E < Eµ and l ∈ N,
µl(P (E)) = 0 ⇒ µl(H(0)) ≤ E.
In particular, the polaron equation (cf. (4) in [30])
Eµ − E =
∑
q2≤µ
GE(Eµ − q2, q)−1 (4.11)
has at least one solution E < Eµ. The lowest solutions satisfies µ1(P (E)) = 0, and it is an
upper bound to the ground state energy of H(0) on HNµ. The optimal (non-normalized) trial
state for φP=0(E) of the form (4.6) has coefficients
α˜q = GE(Eµ − q2, q)−1. (4.12)
Proof. Let E < Eµ. We define the isometric linear map I : hµ →HN−1 by
Iβ :=
∑
q2≤µ
βqaq |FSµ〉
where β =
∑
q2≤µ βqϕq ∈ hµ with βq ∈ C. With (4.8) it is easy to see that
〈β, P (E)β〉 = 〈Iβ, φP=0(E)Iβ〉,
and with the Rayleigh-Ritz variational principle it follows that
µl(P (E)) = inf
N⊆hµ
dim(N)=l
sup
β∈N
‖β‖=1
〈β, P (E)β〉 = inf
N⊆hµ
dim(N)=l
sup
β∈N
‖β‖=1
〈Iβ, φP=0(E)Iβ〉
= inf
N⊆hµ
dim(N)=l
sup
γ∈IN
‖γ‖=1
〈γ, φP=0(E)γ〉 ≥ inf
U⊆D(φP=0(E))⊆HNµ−1
dim(U)=l
sup
γ∈U
‖γ‖=1
〈γ, φP=0(E)γ〉
= µl(φ
P=0(E)).
Together with Theorem 3.18 we obtain the implication
µl(P (E)) = 0 ⇒ µl(φP=0(E)) ≤ 0 ⇒ µl(H(0)) ≤ E.
The operator P (E) is of the form T (E) − (Eµ − E)−1 |ξ〉 〈ξ|, where T (E) acts in the basis of
the ϕq as multiplication by GE(Eµ − q2, q). Since P (E) is a rank-one perturbation of T (E), it
follows with Lemma 2.1 that if (4.11) is satisfied for some E, then µl(P (E)) = 0 for some l ∈ N.
Let q0 ∈ κZ2 with q20 ≤ µ satisfy GE(Eµ − q20, q0) = minq∈κZ2,q2≤µGE(Eµ − q2, q) =
minσ(T (E)). Then,
〈ϕq0 , P (E)ϕq0〉 = min(σ(T (E))− (Eµ − E)−1
is strictly less than min(σ(T (E)), since E < Eµ. Thus, there is an eigenvalue of P (E) below
min(σ(T (E)), which is simple and unique, since P (E) is a rank-one perturbation of T (E). Thus,
µ1(P (E)) = 0 implies (4.11) according to Lemma 2.1.
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We show that there is a E < Eµ such that µ1(P (E)) = 0. It follows from (2.23) that
E 7→ P (E) is a continuous matrix valued function on (−∞, Eµ). Hence, the eigenvalues µl(P (E))
are continuous functions of E. It follows from Lemma 3.5 that µl(P (E)) → ∞ as E → −∞.
Moreover, µl(P (E))→ −∞ as E ↗ Eµ, since the expectation value of P (E) with respect to ϕ0
tends to −∞ as E ↗ Eµ. Hence, there is a E < Eµ with µ1(P (E)) = 0, which has to be the
lowest solution of (4.11). The corresponding eigenvector is given by β := T (E)−1 |ξ〉. Thus, Iβ
is the optimal trial state for φP=0(E) of the form (4.6), which proves (4.12).
Remark. If E < Eµ is the second lowest solution of (4.11), then µl(P (E)) = 0 for some l ≥ 2
according to Lemma 2.1. Typically, l 6= 2. This can be seen as follows. Set G(E, q) :=
GE(Eµ−q2, q). Clearly, G(E, q) = G(E,−q). Thus, the smallest eigenvalue of the multiplication
operator G(E, q) on hµ is non-degenerate if and only if the minimum of the function q 7→ G(E, q)
on κZ2∩Bµ(0) is attained at q = 0. This is typically not the case, since it is attained for q close
to the surface of the Fermi sphere as it will be shown below. If the smallest eigenvalue of the
multiplication operator G(E, q) is degenerate, it holds
µ2(P (E)) = min
q∈κZ2,q2≤µ
G(E, q),
since P (E) is a rank-one perturbation of G(E, q). A better lower bound to µ2(H(0)) than the
second smallest solution of (4.11) is then given by the smallest E < Eµ satisfying
min
q∈κZ2,q2≤µ
G(E, q) = 0.
To get an idea why the minimum of q 7→ G(E, q) on κZ2 ∩ Bµ(0) is typically not attained at
q = 0 choose M = 1 and some q 6= 0 and consider
G(E, 0)−G(E, q) =
∑
k2>µ
2k · q
(2k2 − 2k · q + Eµ − E)(2k2 + Eµ − E)
=
∑
k2>µ
k · q
2k2 + Eµ − E
(
1
2k2 − 2k · q + Eµ − E −
1
2k2 + 2k · q + Eµ − E
)
=
∑
k2>µ
4(k · q)2
(2k2 + Eµ − E)(2k2 − 2k · q + Eµ − E)(2k2 + 2k · q + Eµ − E) ,
which is strictly positive.
The molecule ansatz
The molecule ansatz in the physics literature is given by (4.3). We show that a solution to the
energy equations for the molecule ansatz (see (6) and (7) in [30]) yields an upper bound to the
ground state energy of H(0) on HNµ+1. The general argument is the same as in the case of the
polaron ansatz and we will again employ Theorem 3.18.
The crucial difference between the polaron and the molecule ansatz is the number of fermions.
We found a representation of the polaron ansatz in the Hilbert space HNµ−1 (4.6), which serves
as a trial state for φP=0(E). In analogy to the original trial states (4.1) and (4.3), we expect the
molecule ansatz for the operator φP=0(E) to have one fermion more than the polaron ansatz
(4.6) and to be represented by a state in HNµ .
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In fact, it turns out that an appropriate ansatz for the molecule trial state for the operator
φP=0(E) is given by
|M˜〉 = |FSµ〉+
∑
q2≤µ
∑
K2>µ
γKqa
∗
Kaq |FSµ〉 , (4.13)
for γKq ∈ C. Note that we do not expect |M˜〉 to be normalized, since the coefficient of the first
term is fixed to 1. Computing the expectation value of |M˜〉 with respect to φP=0(E) using (4.8)
yields
〈M˜, φP=0(E)M˜〉
= GE(Eµ, 0) +
∑
K2>µ,
q2≤µ
(γKq+γKq)
1
(1 + 1M )K
2 + Eµ − E
+
∑
K2>µ,
q2≤µ
|γKq|2GE(K2−q2+Eµ, q−K)
+
∑
K2,L2>µ,
q2≤µ
γLqγKq
1
M (q −K − L)2 +K2 + L2 − q2 + Eµ − E
−
∑
K2>µ,
p2,q2≤µ
γKqγKp
(1 + 1M )K
2 + Eµ − E
(4.14)
We look for critical points of (4.14) as function of the parameters γKq and obtain the condition
0 =
1
(1 + 1M )K
2 + Eµ − E
+ γKq ·GE(K2−q2+Eµ, q−K)
+
∑
L2>µ
γLq · 11
M (q −K − L)2 +K2 + L2 − q2 + Eµ − E
−
∑
p2≤µ
γKp · 1
(1 + 1M )K
2 + Eµ − E
(4.15)
for all K, q ∈ κZ2 with q2 ≤ µ and K2 > µ. We multiply this equation by γKq, sum both sides
of it over K and q and combine it with the equation 〈M˜, φP=0(E)M˜〉 = 0 to get
GE(Eµ, 0) +
∑
K2>µ,
q2≤µ
γKq
1
(1 + 1M )K
2 + Eµ − E
= 0. (4.16)
According to Theorem 3.18, a solution (E, {γKq}) of (4.15) and (4.16) with E < Eτ is an upper
bound E for the ground state energy of H(0). Observe that the equations (4.15) and (4.16)
coincide with the equations for the molecule ground state energy (c.f. (6) and (7) in [30]), if we
replace E by E + µ. This modification was discussed in (4.4) and (4.5).
4.2 The case of strong coupling
We fix µ > 0 and M > 0 as parameters of the system. Recall that κ := 2pi/L. For κ small,
we show that (4.5) holds if |EB| is large enough, i.e. the molecule ansatz is energetically more
favourable than the polaron ansatz in the strong coupling regime. The limit κ→ 0 with µ fixed
corresponds to L → ∞ and N → ∞ with a fixed density. This limit is often referred to as
thermodynamic limit in the literature.
Throughout this section, let |P˜ 〉 be the optimal polaron state. According to Proposition 4.1,
it is given by
|P˜〉 :=
∑
q2≤µ
α˜q aq |FSµ〉 with α˜q := GEP (Eµ − q2, q)−1, (4.17)
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where E = EP is the lowest solution of the polaron equation
Eµ − E =
∑
q2≤µ
GE(Eµ − q2, q)−1. (4.18)
Before stating the main result, we determine the asymptotics of EP as EB → −∞.
Proposition 4.2 (Strong coupling solution of the polaron equation). For every ε > 0, there is
a κε > 0 such that for κ < κε and |EB| large enough the polaron equation (4.18) has a unique
solution E = EP on the interval (−∞, Eµ + EB + M+12M · µ). This solution satisfies
|Eµ + EB − CM · µ− EP | < ε (4.19)
with
CM :=
M
M + 1
·
(
1
exp(( MM+1)
2)− 1 −
2
M
− 1
M2
)
.
Remark. CM is a strictly monotonically increasing function of M . It holds CM < 1/(e − 1) <
0.582.
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Figure 4.1: Plot of CM as a function of M
Proof. We write the polaron equation (4.18) as
Eµ − E = κ2 ·
∑
q2≤µ
(κ2 ·GE−Eµ(−q2, q))−1. (4.20)
Fix constants C1, C2 > 0. We claim that for κ small enough, q
2 ≤ µ and E ∈ [Eµ + EB −
C1, Eµ + EB + C2] it holds
κ2 ·GE−Eµ(−q2, q) =
piM
M + 1
M+1
M µ− MM+1q2 + Eµ + EB − E
−EB +O(κ/|EB|+ |EB|
−2) (4.21)
and consequently
(κ2 ·GE−Eµ(−q2, q))−1 = −EB ·
M + 1
piM
(
1
M+1
M µ− MM+1q2 + Eµ + EB − E
+O(κ+ |EB|−1)
)
(4.22)
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as EB → −∞. This claim is verified at the end of the proof.
We analyze (4.20) for
E ∈
[
Eµ + EB − 2(M + 1)µ
M
,Eµ + EB +
(M + 1)µ
2M
]
.
Set E = Eµ + EB +
(M+1)µ
2M . Then, for κ small enough the right hand side of (4.20) is strictly
larger than
κ2
∑
q2≤µ
(−2EB
piµ
+O(κ · |EB|+ 1)
)
= −2EB +O(κ · |EB|+ 1),
where in addition to (4.22) it was used that
κ2 ·
∑
k2≤µ
1 = piµ+O(κ). (4.23)
Hence, for E = Eµ + EB +
(M+1)µ
2M and κ small enough the right hand side of (4.20) is strictly
larger than its left hand side if |EB| is large enough.
Now set E = Eµ +EB − 2(M+1)µM . Then, for κ small enough the right hand side of (4.20) is
strictly smaller than
κ2
∑
q2≤µ
(−EB
2piµ
+O(|EB| · κ+ 1)
)
=
−EB
2
+O(|EB| · κ+ 1).
using M+1M µ − MM+1q2 > 0, (4.22) and (4.23). Thus, for E = Eµ + EB − 2(M+1)µM and κ small
enough the right hand side of (4.20) is strictly smaller than its left hand side if |EB| is large
enough.
Both sides of (4.20) depend continuously on E. The left hand side is a strictly monotonically
decreasing function of E on (−∞, Eµ +EB + (M+1)µ2M ), whereas the right hand side is a strictly
monotonically increasing function of E on this interval. Thus, we can conclude that if κ is small
enough, (4.20) has a unique solution EP < Eµ +EB +
(M+1)µ
2M for every EB < 0 with |EB| large,
and this solution is contained in
EP ∈
(
Eµ + EB − 2(M + 1)µ
M
,Eµ + EB +
(M + 1)µ
2M
)
. (4.24)
Moreover, dividing both sides of (4.20) by −EB and using (4.22) and (4.24) it follows that the
solution EP satisfies
1 =
M + 1
piM
· κ2
∑
k2≤µ
1
M+1
M µ− MM+1q2 + Eµ + EB − EP
+O(κ+ |EB|−1).
Thus, for every δ > 0 there is a κδ > 0 such that for κ < κδ it holds
1 =
M + 1
piM
ˆ
k2≤µ
dk
1
M+1
M µ− MM+1q2 + Eµ + EB − EP
+ δκ,EB
with |δκ,EB | < δ provided that |EB| is large enough. From this equation, it is straightforward
to derive
EP = Eµ + EB +
1
M + 1
· µ ·
(
2 +
1
M
− M
exp((1− δκ,EB )( MM+1)2)− 1
)
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and (4.19).
To complete the proof of Proposition 4.2, it remains to prove (4.21). It follows from (4.10)
that
κ2 ·GE−Eµ(−q2, q)
= κ2FEB (−q2 + Eµ + EB − E, q) + κ2 ·
∑
k2≤µ
1
1
M (q − k)2 + k2 − q2 + Eµ − E
(4.25)
The assumption on E, which can be written as −C2 ≤ Eµ + EB − E ≤ C1, implies with
Lemma 4.5 that the first term in (4.25) is equal to
pi
1 + 1M
log
(
1 +
− MM+1q2 + Eµ + EB − E
−EB
)
+O(κ2/|EB|)
=
piM
M + 1
− MM+1q2 + Eµ + EB − E
−EB +O(κ
2/|EB|+ |EB|−2)
as EB → −∞, because log(1 +x) = x+O(x2) for x→ 0. For the second term in (4.25) consider∣∣∣∣∣∣κ2 ·
∑
k2≤µ
(
1
−EB −
1
1
M (q − k)2 + k2 − q2 + Eµ − E
)∣∣∣∣∣∣ ≤ κ2 ·
∑
k2≤µ
(1 + 4M )µ+ max{C1, C2}
−EB(−EB − C2 − µ)
for −EB − C2 > µ and q2 ≤ µ. Then, (4.23) allows to conclude that the second term in (4.25)
is equal to
κ2
∑
k2≤µ
1
−EB +O(|EB|
−2) =
piµ
−EB +O(κ/|EB|+ |EB|
−2).
for EB → −∞. This proves (4.21).
The following theorem is the main result of this section, and the remainder of this section is
devoted to its proof.
Theorem 4.3. Let EP be the energy of the polaron ansatz given by Proposition 4.2, and assume
that M > 0 is chosen such that
(1 + 1M )
2
pi2
ˆ
dKdL
1
log(1 + 12K
2) log(1 + 12L
2)
(
2
MK · L
((1 + 1M )(K
2 + L2) + 1)2 − 4
M2
(K · L)2
)2
< 1
(4.26)
is satisfied. Then, for κ small enough the following assertion holds. For every EB < 0 with |EB|
large, there is a molecule state |M˜〉 ∈ D(φP=0) of the form (4.13) such that
〈M˜, φP=0(EP + µ)M˜〉 < 0.
Remarks.
1. The energy of the molecule ansatz EM satisfies min|M˜〉〈M˜, φP=0(EM )M˜〉 = 0. In the
situation of Theorem 4.3 there is a molecule state |M˜〉 such that 〈M˜, φP=0(EP +µ)M˜〉 < 0.
With Lemma 3.14 it follows that EM < EP +µ and according to (4.5) the molecule ansatz
is a better approximation to the ground state of the Fermi polaron than the polaron ansatz
in the strong coupling regime.
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2. It is straightforward to see that (4.26) is certainly satisfied for M large enough. The
denominator in the brackets is bounded from below by (K2 + L2 + 1)2. Due to the
Cauchy-Schwartz inequality the left hand side of (4.26) is bounded from above by
4(1 + 1M )
2
pi2M2
ˆ
dK dL
1
log(1 + 12K
2) log(1 + 12L
2)
· K
2L2
(K2 + L2 + 1)4
≤ 4(1 +
1
M )
2
pi2M2
ˆ
dK dL
|K|4
(log(1 + 12K
2))2
· 1
(K2 + L2 + 1)4
=
8(1 + 1M )
2
3piM2
ˆ
dK
|K|4
(log(1 + 12K
2))2
· 1
(K2 + 1)3
, (4.27)
where the remaining integral yields a finite constant.
3. The factor 1/2 in the arguments of the logarithms in (4.26) is not optimal. For small M
it can be increased to (M + 2)/(M + 1).
Proof of Theorem 4.3. We transform the optimal polaron state (4.17) into a molecule state. Set
hµ := span{ϕq : q2 ≤ µ} ⊆ L2(Ω)
and choose σ ∈ hµ with σq := N−1µ · α˜q = N−1µ ·GEP (Eµ − q2, q). For ψ ∈ h⊥µ define
|Mψ〉 := (a∗(σ) + a∗(ψ))|P˜〉 = |FSµ〉+
∑
q2≤µ
K2>µ
α˜qψKa
∗
Kaq |FSµ〉 .
In order to prove Theorem 4.3, we show that for κ small ψ ∈ h⊥µ can be chosen in such a way
that 〈Mψ, φP=0(EP + µ)Mψ〉 < 0 if |EB| is large.
We set τ := EP − Eµ.
〈Mψ, φP=0(EP + µ)Mψ〉
= Gτ (−µ, 0) +
∑
K2>µ
q2≤µ
α˜q(ψK+ψK)
1
(1 + 1M )K
2 − µ− τ +
∑
K2>µ
q2≤µ
|α˜q|2|ψK |2Gτ (K2 − q2 − µ, q −K)
+
∑
K2,L2>µ
q2≤µ
|α˜q|2ψKψL
1
M (K + L− q)2 +K2 + L2 − q2 − µ− τ
−
∑
K2>µ
p2,q2≤µ
α˜pα˜q|ψK |2
(1 + 1M )K
2 − µ− τ . (4.28)
We define
a(K) :=
pi
1 + 1M
log
(
1 +
1
2
· K
2
−EB
)
, (4.29)
ζ := κ−2
∑
q2≤µ
|α˜q|2, (4.30)
and ρ ∈ h⊥µ by ρK := κ ·
√
ζa(K)ψK . Dropping the last term in (4.28), which is negative, and
using the polaron equation (4.18) it follows that the expectation value κ2·〈Mψ, φP=0(EP+µ)Mψ〉
is bounded from above by the functional
M[ρ] :=
∑
K2>µ
A(K)
ζa(K)
|ρK |2 +
∑
K2,L2>µ
ρKB(K,L)ρL− τ√
ζ|EB|
∑
K2>µ
fK(ρK+ρK)+κ
2 ·Gτ (−µ, 0),
(4.31)
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where
A(K) :=
∑
q2≤µ
|α˜q|2Gτ (K2 − q2 − µ, q −K), (4.32)
B(K,L) :=
1
ζ
√
a(K)a(L)
∑
q2≤µ
|α˜q|2 11
M (K + L− q)2 +K2 + L2 − q2 − µ− τ
, (4.33)
(4.34)
and f ∈ h⊥µ with
fK :=
κ ·√|EB|√
a(K)((1 + 1M )K
2 − µ− τ) . (4.35)
To prove Theorem 4.3, it suffices to construct a ρ ∈ h⊥µ satisfying M[ρ] < 0 provided that κ is
small and |EB| is large enough.
The Euler-Lagrange equation of the functional M reads
A
ζa
ρ+Bρ =
τ√
ζ|EB|
f, (4.36)
which is short hand notation for
A(K)
ζa(K)
ρK +
∑
L2>µ
B(K,L)ρL =
τ√
ζ|EB|
fK .
According to Proposition 4.4, this equation has a unique solution ρ ∈ h⊥µ if κ is small and |EB|
is large enough. Inserting this solution into the functional M, one obtains
M[ρ] = κ2 ·Gτ (−µ, 0)− τ√
ζ|EB|
〈f, ρ〉 = κ2 ·Gτ (−µ, 0)− τ
2
ζ|EB| · (1 + o(1))
as EB → −∞, where we used the asymptotic expression for 〈f, ρ〉 provided by Proposition 4.4.
It remains to find an asymptotic expression for Gτ (−µ, 0). Write Gτ (−µ, 0) = Gτ+µ(0, 0) and
use (4.19) and (4.21) to see that
κ2 ·Gτ (−µ, 0) = piµ|EB| ·
(
1 +MCM
M + 1
+ r
)
,
where the remainder term r can be made arbitrarily small for |EB| large by choosing κ small.
Thus, by Lemma 4.10, up to an error that can be made arbitrarily small for |EB| large by
choosing κ small |EB| · M[ρ] is given by
piµ ·
[
1 +MCM
M + 1
− 1
(M + 1)2
·
(
M
M + 1
+ 1 +MCM
)
· (M + 1 +MCM )
]
,
which is strictly negative. This completes the proof of Theorem 4.3.
In the remainder of this subsection, we prove statements, which are required for the proof
of Theorem 4.3 given above.
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Solution of the Euler-Lagrange equation
Proposition 4.4. Assume that (4.26) is satisfied. The following assertion holds for κ small.
If |EB| is large enough, the Euler-Lagrange equation (4.36) has a unique solution ρ ∈ h⊥µ . This
solution satisfies
〈f, ρ〉 = τ√
ζ|EB|
· (1 + o(1)) (4.37)
as EB → −∞. The function f was defined in (4.35), and ζ was defined in (4.30).
Proof. Write (4.36) as (
A
ζa
+B − |f〉 〈f |
)
ρ =
τ√
ζ|EB|
f − 〈f, ρ〉f, (4.38)
which reads (1 + T )ρ = τ√
ζ|EB |
f − 〈f, ρ〉f if we set
T =
A
ζa
− 1 +B − |f〉 〈f | .
In order to analyze the invertibility of 1 + T , it is useful that T can be written as B˜ − |f˜〉〈f˜ |
up to an error term which is bounded as EB → −∞ and has a small negative part. See (4.55)
for the definition of the operator B˜ and (4.59) for the definition of the function f˜ . In fact, from
Lemma 4.6, Lemma 4.7 and Lemma 4.8 it follows that
T = B˜ − |f˜〉〈f˜ |+R+ −R−,
where R+ and R− are positive operators, and for every ε > 0 there is a κε and a C > 0 such
that for every fixed κ < κε it holds
0 ≤ R− ≤ ε,
and
0 ≤ R+ ≤ C
for |EB| large enough. Then, for κ small enough it follows from Lemma 4.9 and (4.26) that
there are constants 0 < c1 < 1 and c2 > 0 such that
−c1 ≤ T ≤ c2.
for |EB| large enough. Thus, 1 + T has a bounded inverse, which satisfies
(1 + c2)
−1 ≤ (1 + T )−1 ≤ (1− c1)−1. (4.39)
Hence, there is a unique solution of (4.38), which reads
ρ =
τ√
ζ|EB|
(1 + T )−1f − 〈f, ρ〉(1 + T )−1f
with
〈f, ρ〉 = τ√
ζ|EB|
· 〈f, (1 + T )
−1f〉
1 + 〈f, (1 + T )−1f〉
provided that
1 + 〈f, (1 + T )−1f〉 6= 0.
From Lemma 4.8 and (4.39) it follows that 〈f, (1 + T )−1f〉 → ∞ as EB → −∞. Thus, (4.38)
has indeed a unique solution, which satisfies 〈f, ρ〉 = τ√
ζ|EB |
· (1 + o(1)).
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Asymptotic estimates in the strong coupling limit
The following results provide an asymptotic analysis of the various quantities that appear in the
functional M (4.31) and in the Euler-Lagrange equation (4.36) for EB → −∞ as long as κ is
small. We start with the function Fτ defined by (3.40). Recall that it is related to Gτ as (4.10)
shows.
Lemma 4.5. For EB → −∞, we have
κ2 · FEB (λ, q) =
pi
1 + 1M
log
(
1
M+1q
2 + λ− EB
−EB
)
+O(κ2/|EB|). (4.40)
The remainder term can be bounded uniformly for q ∈ R2 and λ ≥ U , where U is a fixed constant
U ∈ R.
Proof. We use shorthand notation m := 1 + 1/M and α := κ/
√|EB|. Setting l := 1M+1 q√−EB
and C := ( 1M+1q
2 + λ− EB)/|EB| in (3.40) we write
κ2 · FEB (λ, q) = α2
∑
k∈αZ2
(
1
mk2 + 1
− 1
m(k − l)2 + C
)
. (4.41)
We decompose l = lα + εα(l), where lα ∈ αZ2 and εα(l) ∈ Qα with Qα := [−α/2, α/2)2, and by
adding a zero we rewrite κ2 · FEB (λ, q) as
α2
∑
k∈αZ2
(
1
mk2 + 1
− 1
m(lα − k)2 + 1
)
+ α2
∑
k∈αZ2
(
1
m(lα − k)2 + 1 −
1
m(k − l)2 + C
)
= α2
∑
k∈αZ2
(
1
mk2 + 1
− 1
m(k − εα(l))2 + C
)
.
This equation holds, since the first sum is equal to zero, because it changes sign under the shift
of variable k → lα− k. In the second sum, we shifted k → k+ lα. Thus, we can assume without
loss of generality that l ∈ Qα in (4.41).
Observe that∑
k∈αZ2
(
1
mk2 + C
− 1
m(k − l)2 + C
)
=
∑
k∈αZ2
m(l2 − 2k · l)
(mk2 + C)(m(k − l)2 + C)
=
∑
k∈αZ2
ml2
(mk2 + C)(m(k − l)2 + C) −
∑
k∈αZ2
mk · l
mk2 + C
(
1
m(k − l)2 + C −
1
m(k + l)2 + C
)
=
∑
k∈αZ2
ml2
(mk2 + C)(m(k − l)2 + C) −
∑
k∈αZ2
4m2(k · l)2
(mk2 + C)(m(k − l)2 + C)(m(k + l)2 + C) .
(4.42)
Since l ∈ Qα, we have l2 ≤ α2/2 and it holds (k ± l)2 ≥ (1 − δ)k2 − (δ−1 − 1)l2 ≥ (1 − δ)k2 −
1
2(δ
−1 − 1)α2 for a fixed 0 < δ < 1. By choosing |EB| large enough, we can assume that
m
2 (δ
−1 − 1)α2 < 1/4 and C ≥ 1/2, since λ ≥ U for a fixed U ∈ R.
With these considerations, it follows that m(k± l)2 ≥ m(1− δ)k2 + 1/4 and each of the two
terms in (4.42) turns out to be in absolute value less or equal than a constant times
α2
∑
k∈αZ2
1
(m(1− δ)k2 + 1/4)2 .
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This expression is bounded uniformly for |EB| large as it can be seen by estimating the sum by
a suitable integral (cf. (4.67)). This fact allows us to conclude
κ2 · FEB (λ, q) = α2
∑
k∈αZ2
(
1
mk2 + 1
− 1
mk2 + C
)
+O(α2).
For k ∈ R2 we make the same decomposition as for l, i.e. k = kα + εα(k) with kα ∈ αZ2 and
εα(k) ∈ Qα. Then,
κ2 · FEB (λ, q) = α2
∑
k∈αZ2
(
1
mk2 + 1
− 1
mk2 + C
)
+O(α2)
=
ˆ
d2k
(
1
mk2α + 1
− 1
mk2α + C
)
+O(α2). (4.43)
The leading term in the asymptotic expansion (4.40), which we call h(λ, q), has the integral
representation
h(λ, q) =
ˆ
d2k
(
1
mk2 + 1
− 1
mk2 + C
)
. (4.44)
Comparing (4.44) and (4.43), it is apparent that it remains to show
ˆ
d2k
(
1
mk2α + c
− 1
mk2 + c
)
= O(α2) (4.45)
as EB → −∞ uniformly for c ≥ 1/2, since with c = 1 and with c = C ≥ 1/2 we finally obtain
κ2FEB (λ, q)− h(λ, q) = O(α)2. By a similar argument as in (4.42), we can write∣∣∣∣∣∣∣
ˆ
Qα
dε
(
1
mk2 +A
− 1
m(k − ε)2 +A
)∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
ˆ
Qα
dε
mε2
(mk2 +A)(m(k − ε)2 +A) −
ˆ
Qα
dε
4m2(k · ε)2
(mk2 +A)(m(k + ε)2 +A)(m(k − ε)2 +A)
∣∣∣∣∣∣∣
≤ const. α2
ˆ
Qα
dε
1
(m(1− δ)k2 + 1/4)2 = const. α
4 1
(m(1− δ)k2 + 1/4)2 .
With this estimate, we can conclude for the left hand side of (4.45) that
∣∣∣∣ˆ d2k( 1mk2α +A − 1mk2 +A
)∣∣∣∣ =
∣∣∣∣∣∣
∑
k∈αZ2
ˆ
Qα
dε
(
1
mk2 +A
− 1
m(k + ε)2 +A
)∣∣∣∣∣∣
≤ const. α4
∑
k∈αZ2
1
(m(1− δ)k2 + 1/4)2 = O(α
2).
The last step follows from an integral estimate (cf. (4.67)), and (4.45) is proved.
Lemma 4.6 characterizes the asymptotic behaviour of the quotient A/(ζa) (cf. (4.32), (4.30),
(4.29)) in the limit EB → −∞. This quotient appears in the functional M (4.31) and in the
Euler-Lagrange equation (4.36).
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Lemma 4.6. There is a constant C > 0 such that for κ small it holds
A(K)
ζa(K)
≤ C (4.46)
for all K ∈ R2 with K2 > µ provided that |EB| is large enough. Moreover, for ε > 0 there is
κε > 0 such that for every κ ≤ κε it holds
A(K)
ζa(K)
≥ 1− ε (4.47)
for all K ∈ R2 with K2 > µ provided that |EB| is large.
Proof. Writing
GEP−Eµ(K
2 − q2 − µ, q −K) = GEB (K2 − q2 − µ+ Eµ + EB − EP , q −K),
it follows from Lemma 4.5 that
κ2 ·GEP−Eµ(K2 − q2 − µ, q −K)
=
pi
1 + 1M
log
(
1 +
1
2K
2 − 2M+1K · q + C(K, q)
−EB
)
+ κ2
∑
k2≤µ
1
1
M (q −K − k)2 + k2 +K2 − q2 − µ+ Eµ − EP
+ r(K, q),
where
C(K, q) :=
M + 3
2(M + 1)
K2 − M
M + 1
q2 − µ+ Eµ + EB − EP
and |r(K, q)| ≤ c · κ2/|EB| for some c > 0. Proposition 4.2 guarantees that up to a small error,
which can be made arbitrarily small by choosing κ small, C(K, q) is bounded from below by(
M + 3
2(M + 1)
− M
M + 1
− 1 + CM
)
µ,
if |EB| is large enough. We assume that κ is small enough such that
C(K, q) > −0.919µ
for |EB| large. Write
A(K) = κ−2
∑
q2≤µ
|α˜q|2 · κ2 ·GEP−Eµ(K2 − q2 − µ, q −K)
= ζa(K) + S1(K) + S2(K) + S3(K) + S4(K), (4.48)
where
S1(K) =
piκ−2
1 + 1M
∑
q2≤µ
|α˜q|2
(
log
(
1 +
1
2K
2 + C(K, q)
−EB
)
− log
(
1 +
1
2K
2
−EB
))
,
S2(K) =
piκ−2
1 + 1M
∑
q2≤µ
|α˜q|2
(
log
(
1+
1
2K
2 − 2M+1K ·q + C(K, q)
−EB
)
− log
(
1+
1
2K
2 + C(K, q)
−EB
))
,
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S3(K) = κ
−2 ∑
q2≤µ
|α˜q|2r(K, q),
S4(K) =
∑
k2,q2≤µ
|α˜q|2 11
M (q −K − k)2 + k2 +K2 − q2 − µ+ Eµ − EP
.
We estimate these functions for |EB| large. Using log(1 + x) ≤ x for x > 0 and C(K, q) ≤
M+3
2(M+1)K
2 ≤ 32K2 (cf. Proposition 4.2 and CM < 1), we obtain
S1(K) =
piκ−2
1 + 1M
∑
q2≤µ
|α˜q|2 log
(
1 +
C(K, q)
1
2K
2 − EB
)
≤ piκ
−2
1 + 1M
∑
q2≤µ
|α˜q|2 log
(
1 +
3
2K
2
1
2K
2 − EB
)
≤ 3
2
· piζ
1 + 1M
· K
2
1
2K
2 − EB
= const. · ζ · K
2
1
2K
2 − EB
.
Using log(1 + x) ≥ x/(1 + x) for x > −1, we derive a lower bound for S1(K), which reads
S1(K) ≥ piζ
1 + 1M
log
(
1− 0.919µ1
2K
2 − EB
)
≥ pi
1 + 1M
· ζ · −0.919µ1
2K
2 − 0.919µ− EB
=
pi
1 + 1M
· ζ ·
(
−0.919µ
1
2K
2 − EB
+O(|EB|−2)
)
.
For the estimate of S2(K) we use the facts α˜−q = α˜q and C(K,−q) = C(K, q) and obtain
S2(K) =
piκ−2
1 + 1M
∑
q2≤µ
|α˜q|2 log
(
1−
2
M+1K · q
1
2K
2 + C(K, q)− EB
)
=
1
2
· piκ
−2
1 + 1M
∑
q2≤µ
|α˜q|2
×
(
log
(
1−
2
M+1K · q
1
2K
2 + C(K, q)− EB
)
+ log
(
1 +
2
M+1K · q
1
2K
2 + C(K, q)− EB
))
=
1
2
· piκ
−2
1 + 1M
∑
q2≤µ
|α˜q|2 log
(
1−
4
(M+1)2
(K · q)2
(12K
2 + C(K, q)− EB)2
)
,
and with | log(1− x)| ≤ x/(1− x) for 0 < x < 1 it follows that
|S2(K)| ≤ 2piMκ
−2
(M + 1)3
∑
q2≤µ
|α˜q|2 (K · q)
2
(12K
2 + C(K, q)− EB)2 − 4(M+1)2 (K · q)2
≤ 2piMµ
(M + 1)3
· ζ · K
2
(12K
2 − 0.919µ− EB)2 − 4(M+1)2µK2
≤ const. · ζ · K
2
(K2 − EB)2 .
Clearly, |S3(K)| ≤ c · ζ · κ2/|EB|. With (4.23) we derive an upper bound for S4(K) recalling
Eµ + EB − EP ≥ 0 (cf. Proposition 4.2). It is given by
S4(K) ≤ ζ · κ2
∑
k2≤µ
1
−µ− EB =
ζ
−µ− EB (piµ+O(κ)) ≤ const.
ζ
|EB| .
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Estimating in the denominator k2 − q2 − µ ≤ 0 and Eµ −EP ≤ −EB + µ (cf. Proposition 4.2),
we also obtain a lower bound for S4(K). It reads
S4(K) ≥
∑
k2,q2≤µ
|α˜q|2 11
M (q −K − k)2 +K2 + µ− EB
≥ ζ · κ2
∑
k2≤µ
1
1
M (|K|+ 2
√
µ)2 +K2 − EB
= ζ ·
(
piµ
1
M (|K|+ 2
√
µ)2 +K2 − EB
+O(κ/|EB|)
)
= ζ ·
(
piµ
(1 + 1M )K
2 − EB
+O(κ/|EB|+ |EB|−3/2)
)
.
We combine the lower bounds for S1(K) and S4(K) and conclude
S1(K) + S4(K) ≥ piµζ
1 + 1M
·
(
−0.419(1 + 1M )K2 − (0.081 + 1M )EB
(12K
2 − EB)((1 + 1M )K2 − EB)
+O(κ/|EB|+ |EB|−3/2)
)
≥ piµζ
1 + 1M
·
(
−0.419(1 + 1M )K2
(12K
2 − EB)((1 + 1M )K2 − EB)
+O(κ/|EB|+ |EB|−3/2)
)
.
With log(1 + x) ≥ x/(1 + x) for x ≥ 0 and with τ < EB it follows that
a(K) =
pi
1 + 1M
log
(
1 +
1
2
· K
2
−EB
)
≥ 1
2
· pi
1 + 1M
· K
2
1
2K
2 − EB
. (4.49)
This yields for K ∈ R2 with K2 > µ
S1(K) + S4(K)
ζa(K)
≥ −2µ ·
1
2K
2 − EB
K2
·
(
0.419(1 + 1M )K
2
(12K
2 − EB)((1 + 1M )K2 − EB)
+O(κ/|EB|+ |EB|−3/2)
)
= − 0.838(1 +
1
M )µ
(1 + 1M )K
2 − EB
+O(κ+ |EB|−1/2) = O(κ+ |EB|−1/2). (4.50)
Moreover, (4.49) combined with the upper bounds we obtained for the functions Si with i =
1, 2, 3, 4 implies
S1(K)
ζa(K)
≤ const. , (4.51)
|S2(K)|
ζa(K)
≤ const. · 1
K2 − EB ≤ const. · |EB|
−1, (4.52)
|S3(K)|
ζa(K)
≤ const. κ
2
|EB| ·
K2 − EB
K2
≤ const. κ2, (4.53)
S4(K)
ζa(K)
≤ const. · 1|EB| ·
K2 − EB
K2
≤ const. (4.54)
The statements of Lemma 4.6 follow from (4.48) together with (4.50), (4.51), (4.52), (4.53) and
(4.54).
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Lemma 4.7 states that up to a small error in the strong coupling regime the operator B
defined by (4.33) can be replaced by B˜ given by (4.55).
Lemma 4.7. For κ small enough, the following assertion holds. The operator B on h⊥µ with
kernel B(K,L) obeys the asymptotics
B = B˜ +O(|EB|−1/2),
where the remainder term decays in the Hilbert-Schmidt norm as EB → −∞. The operator B˜
on h⊥µ is given by its kernel
B˜(K,L) =
κ2√
a(K)a(L)
· 1
(1 + 1M )(K
2 + L2) + 2MK · L− EB
. (4.55)
Proof. The Hilbert-Schmidt norm of B − B˜ obeys∥∥∥B − B˜∥∥∥2
S 2
≤ 2U + 2V,
where
U =
∑
K2,L2>µ
1
a(K)a(L)
1
ζ
∑
q2≤µ
|α˜q|2
(
1
1
M (K + L− q)2 +K2 + L2 − q2 − µ+ Eµ − EP
− 11
M (K + L− q)2 +K2 + L2 − 1M q2 − EB
))2
,
and
V =
∑
K2,L2>µ
1
a(K)a(L)
1
ζ
∑
q2≤µ
|α˜q|2
(
1
1
M (K + L− q)2 +K2 + L2 − 1M q2 − EB
− 1
(1 + 1M )(K
2 + L2) + 2MK · L− EB
))2
.
The difference of fractions in the expression for U is equal to
(1− 1M )q2 + µ− Eµ − EB + EP
( 1M (K + L− q)2 +K2 + L2 − q2 − µ+ Eµ − EP )( 1M (K + L− q)2 +K2 + L2 − 1M q2 − EB)
.
For |EB| large, the numerator is bounded in absolute value by a constant (cf. Proposition 4.2),
and by dropping positive terms in the denominator we obtain
U ≤ const.
∑
K2,L2>µ
1
a(K)a(L)
1
ζ
∑
q2≤µ
|α˜q|2 1
(K2 + L2 − (2 + 1M )µ− EB)2
2
= const. κ4 ·
∑
K2,L2>µ
1
a(K)a(L)
· 1
(K2 + L2 − (2 + 1M )µ− EB)4
≤ const. κ4 ·
∑
K2,L2>µ
1
a(K)a(L)
· 1
(K2 + L2 − EB)4 .
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By the Cauchy-Schwartz inequality, we obtain setting α := κ/
√|EB| for |EB| large
U ≤ const. α
4
E2B
·
∑
K,L∈αZ2
K2,L2>µ/|EB |
1
log(1 + 12K
2) log(1 + 12L
2)
· 1
(K2 + L2 + 1)4
≤ const. α
4
E2B
·
∑
K,L∈αZ2
K2,L2>µ/|EB |
1
log(1 + 12K
2)2
· 1
(K2 + L2 + 1)4
≤ const.
E2B
α2 ∑
K∈αZ2
K2>µ/|EB |
1
log(1 + 12K
2)2
· 1
K2 + 1
 ·
α2 ∑
L∈αZ2
1
(L2 + 1)3
 . (4.56)
Now, we consider V , which can be rewritten as
∑
K2,L2>µ
ζ−2
a(K)a(L)
∑
q2≤µ
|α˜q|2
2
M q · (K + L)
( 1M (K+L−q)2+K2+L2 − 1M q2−EB)(K2+L2+ 1M (K+L)2−EB)
2.
Using α˜q = α˜−q, we can write the sum over q as∑
q2≤µ
|α˜q|2
4
M2
(q · (K + L))2
(1 + 1M )(K
2 + L2) + 2MK · L− EB
× 1
((1 + 1M )(K
2+L2) + 2MK ·L− EB)2 − 4M2 (q · (K+L))2
≤ 4µ
M2
∑
q2≤µ
|α˜q|2 (K + L)
2
K2 + L2 − EB ·
1
(K2 + L2 − EB)2 − 4µM2 (K + L)2
≤ const. κ
2ζ
(K2 + L2 − EB)2 .
For the last step it was used that |EB| is considered as large. Setting again α := κ/
√|EB| and
using the Cauchy-Schwartz inequality, we obtain
V ≤ const. κ4
∑
K2,L2>µ
1
a(K)a(L)
1
(K2 + L2 − EB)4 ≤ κ
4
∑
K2,L2>µ
1
a(K)2
1
(K2 + L2 − EB)4
≤ const. α
4
E2B
∑
K,L∈αZ2
K2,L2>µ/|EB |
1
log(1 + 12K
2)2
1
(K2 + L2 + 1)4
≤ const. 1
E2B
α2 ∑
K∈αZ2
K2>µ/|EB |
1
log(1 + 12K
2)2
1
K2 + 1
 ·
α2 ∑
L∈αZ2
1
(L2 + 1)3
 . (4.57)
It remains to estimate the terms in brackets in (4.56) and (4.57). The summands, which we
denote by s, only depend on the absolute value of K or L. For this reason, we decompose the
sum over K as ∑
K∈αZ2
K2>µ/|EB |
s(K2) = 4
∑
K∈αZ2+
K2>µ/|EB |
s(K2) + 4
∑
K∈αZ+
K2>µ/|EB |
s(K2). (4.58)
73
Then, estimate the two sums independently for |EB| large assuming κ µ and using log(1+x) ≥
x/(1 + x) for x ≥ 0. The first sum satisfies
α2
∑
K∈αZ2+
K2>µ/|EB |
1
log(1 + 12K
2)2
1
1
2K
2 + 1
≤ 1
4
ˆ
K2>µ/(2|EB |)
d2K
1
log(1 + 12K
2)2
1
1
2K
2 + 1
=
pi
2
∞ˆ
µ/(4|EB |)
dt
1
log(1 + t)2
1
t+ 1
=
pi
2
· 1
log(1 + µ4|EB |)
≤ const. · |EB|,
and for the second sum we obtain
α2
∑
K∈αZ+
K2>µ/|EB |
1
log(1 + 12K
2)2
1
1
2K
2 + 1
≤ α
∞ˆ
√
µ/(2|EB |)
dt
1
log(1 + 12 t
2)2
1
1
2 t
2 + 1
≤ 4α
∞ˆ
√
µ/(2|EB |)
dt
1
2 t
2 + 1
t4
= α
(
2
√
2|EB|
µ
+
4
3
(
2|EB|
µ
)3/2)
≤ const. · κ · |EB|.
Hence, the first brackets in (4.56) and (4.57) are bounded by a constant times |EB|. The second
brackets in (4.56) and (4.57) are bounded uniformly in α according to (4.67). Finally, we have
shown that for κ small it holds ‖B − B˜‖2S 2 ≤ const. |EB|−1 for |EB| large.
Lemma 4.8 shows that the function f approaches f˜ , given by (4.59), in the strong coupling
limit EB → −∞.
Lemma 4.8. For κ small enough, the following assertions hold. The function f defined by
(4.35) is in h⊥µ , i.e. ‖f‖2 =
∑
K2>µ |fK |2 <∞, and ‖f‖ → ∞ as EB → −∞. Moreover,
‖f − f˜‖2 = O(|EB|−1/2),
as EB → −∞, where
f˜K =
κ ·√|EB|√
a(K)((1 + 1M )K
2 − EB)
. (4.59)
Proof. For κ small and fixed, we estimate setting α := κ/
√|EB| and using (Eµ+EB−E−µ)2 ≤
const. for |EB| large (cf. Proposition 4.2)
‖f − f˜‖2 = κ2|EB|
∑
K2>µ
1
a(K)
(
1
((1 + 1M )K
2 − µ+ Eµ − EP
− 1
(1 + 1M )K
2 − EB
)2
≤ κ2|EB|
∑
K2>µ
1
a(K)
· (Eµ + EB − EP − µ)
2
((1 + 1M )K
2 − µ− EB)4
≤ const. α
2
E2B
· 1
log(1 + µ2|EB |)
∑
K∈αZ2
1
(K2 − µ|EB | + 1)3
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≤ const. α
2
|EB|
∑
K∈αZ2
1
(K2 − µ|EB | + 1)3
≤ const. α
2
|EB|
∑
K∈αZ2
1
(K2 + 1)3
.
In the last inequality, it was used that log(1 + x) ≥ x/(1 + x). With (4.67) it follows that
‖f − f˜‖2 = O(|EB|−1). (4.60)
Writing
‖f˜‖2 = (1 +
1
M )
2
pi2
· α2
∑
K∈αZ2
K2>µ/|EB |
1
log(1 + 12K
2)((1 + 1M )K
2 + 1)2
, (4.61)
it is easy to see that ‖f˜‖ is a finite quantity for fixed κ and EB. In fact, one can bound it from
above by setting K2 = µ/
√−EB in the argument of the logarithm and then taking the sum
over all of αZ2, which is finite by (4.67). Thus, ‖f˜‖ <∞ and with (4.60) also ‖f‖ <∞.
It remains to show that ‖f˜‖ → ∞ as EB → −∞. We bound (4.61) from below by restricting
the sum to µ/|EB| < K2 < 1, then using log(1 + x) ≤ x for x ≥ 0 and K2 ≤ 1 in the second
factor in the denominator. This yields
‖f˜‖2 ≥ const. α2
∑
K∈αZ2
µ/|EB |<K2<1
1
K2
≥ const.
ˆ
2µ/|EB |<K2<1/2
d2K
1
K2
= const.
1/2ˆ
2µ/|EB |
dt
1
t
= const. log(|EB|/(4µ))
for κ µ and |EB| large. This completes the proof of the lemma.
Lemma 4.9. The operator D := B˜ − |f˜〉〈f˜ | is a Hilbert-Schmidt operator, and its norm is
uniformly bounded for |EB| large. Its negative part D− is in Hilbert-Schmidt norm strictly less
then one if (4.26) is satisfied.
Proof. Set m := 1 + 1/M . The kernel of the operator D is given by
D(K,L) =
κ2√
a(K)a(L)
(
1
m(K2 + L2) + 2MK · L− EB
+
EB
(mK2 − EB)(mL2 − EB)
)
=
κ2√
a(K)a(L)
m2K2L2 + 2MEBK · L
(m(K2 + L2) + 2MK · L− EB)(mK2 − EB)(mL2 − EB)
.
We decompose D(K,L) = D1(K,L)−D2(K,L), where
Di(K,L) = ξi(K) · Ξ(K,L) · ξi(L)
and
ξ1(K) =
κmK2√
a(K)(mK2 − EB)
,
ξ2(K) =
κ
√
2
M |EB|K√
a(K)(mK2 − EB)
,
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Ξ(K,L) =
1
m(K2 + L2) + 2MK · L− EB
.
We determine the positive and negative part of the operator Ξ with kernel Ξ(K,L) by a
similar method as in [28]. Consider the reflection operator U on hµ given by (Uψ)K = ψ−K .
It is easy to see that UΞ = ΞU . Moreover, UΞ is a positive operator. This can be seen in the
following way. Consider its kernel
(UΞ)(K,L) = Ξ(−K,L) = 1
m(K2 + L2)− 2MK · L− EB
=
∞ˆ
0
dt e−tK
2
e−t(K−L)
2/M−tEBe−tL
2
.
For smooth functions ψ ∈ L2([0, L)2) with periodic boundary conditions and Fourier coefficients
ψˆ(K), it holds ∑
K,L
ψˆ(K)e−t(K−L)
2/M ψˆ(L) =
ˆ
[0,L)2
|ψ(x)|2
∑
K
eiKxe−tK
2/M .
By the Poisson summation formula (see [39], Corollary VII.2.6) and the fact that the Fourier
transform of a Gaussian is a positive function, it follows that the remaining sum over K is
positive for every x ∈ [0, L)2 and t ∈ (0,∞). Hence, UΞ is a positive operator. Consequently,
UΞ = |Ξ|, since UΞ is a positive operator and it holds (UΞ)2 = ΞUUΞ = Ξ2.
Thus, the positive and negative parts of Ξ are given by Ξ± = ±(Ξ ± UΞ)/2 and the cor-
responding kernels by Ξ±(K,L) = ±(Ξ(K,L) ± Ξ(−K,L))/2. This allows to give an explicit
expression for the kernel of D−, the negative part of D, which reads
D3(K,L) := D
−(K,L) = ξ1(K) · Ξ−(K,L) · ξ1(L) + ξ2(K) · Ξ+(K,L) · ξ2(L)
=
κ2√
a(K)a(L)
·
2
MK · L
(m(K2 + L2)− EB)2 − 4M2 (K · L)2
.
We show that for fixed κ small enough the Hilbert-Schmidt norm of D is bounded uniformly for
|EB| large. We find that
Di(K,L) = κ
2 · E−1B · d1(K/
√
|EB|, L/
√
|EB|)
for i=1,2,3, where
d1(K,L) =
m3/pi√
log(1 + 12K
2) log(1 + 12L
2)
K2L2
(m(K2 + L2) + 2MK · L+ 1)(mK2 + 1)(mL2 + 1)
,
d2(K,L) =
2m/(piM)√
log(1 + 12K
2) log(1 + 12L
2)
K · L
(m(K2 + L2) + 2MK · L+ 1)(mK2 + 1)(mL2 + 1)
,
d3(K,L) =
2m/(piM)√
log(1 + 12K
2) log(1 + 12L
2)
K · L
(K2+L2+ 1M (K+L)
2+1)(K2+L2+ 1M (K−L)2+1)
.
Let i ∈ {1, 2, 3} and set α := κ/√|EB|. Then, the Hilbert-Schmidt of Di satisfies the estimate
‖Di‖2S2 =
∑
K2,L2>µ
Di(K,L)
2 ≤ α4
∑
K,L∈αZ2
di(K,L)
2. (4.62)
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In order to prove Lemma 4.9, it remains to show that
α4
∑
K,L∈αZ2
di(K,L)
2 ≤
ˆ
dK dL di(K,L)
2 + o(1) (4.63)
as α→ 0. The integrals over (di(K,L))2 are finite quantities as it can be verified by an estimate
similar to (4.27). Observe that the functions di(K,L) are continuous (also at K = 0 and L = 0).
Thus, for every fixed C > 0 it follows that
α4
∑
K,L∈αZ2
K2,L2>C
(di(K,L))
2 →
ˆ
K2,L2>C
dK dL (di(K,L))
2
as α→ 0. In order to prove (4.63), it suffices to show that
α4
∑
K,L∈αZ2
K2>C
(di(K,L))
2 → 0 (4.64)
as C →∞ uniformly for α small. In fact, assume that (4.64) holds. Let ε > 0 and choose C > 0
such that
α4
∑
K,L∈αZ2
K2>C
(di(K,L))
2 < ε
for α small. Then,
α4
∑
K,L∈αZ2
di(K,L)
2 ≤ α4
∑
K,L∈αZ2
K2,L2>C
(di(K,L))
2 + 2ε =
ˆ
K2,L2>C
dK dL (di(K,L))
2 + 2ε+ o(1)
≤
ˆ
dK dL (di(K,L))
2 + 2ε+ o(1)
as α→ 0, which is (4.63).
By dropping various positive terms in the denominator and by the Cauchy-Schwartz inequal-
ity, we obtain
(di(K,L))
2 < const.
1
log(1 +K2)
· 1
log(1 + L2)
· K
2
K2 + 1
· L
2
L2 + 1
· 1
(K2 + L2 + 1)2
(4.65)
for i = 1, 2, 3. With (4.65) and the Cauchy-Schwartz inequality it follows that the term in (4.64)
is bounded by a constant timesα4 ∑
K,L∈αZ2
K2>C
1
(log(1 + 12K
2))2
|K|4
(K2 + 1)2
1
(K2 + L2 + 1)2

1/2
×
α4 ∑
K,L∈αZ2
1
(log(1 + 12L
2))2
|L|4
(L2 + 1)2
1
(K2 + L2 + 1)2
1/2 . (4.66)
It holds
α2
∑
L∈αZ2
1
(K2 + L2 + 1)2
≤ const. 1
K2 + 1
. (4.67)
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This can be proved by splitting up the sum on the left hand side of (4.67) into the terms
4α2
∑
L∈αZ2+
1
(K2 + L2 + 1)2
+ 4α2
∑
L∈αZ+
1
(K2 + L2 + 1)2
+
α2
(K2 + 1)2
,
and estimating
α2
∑
L∈αZ2+
1
(K2 + L2 + 1)2
≤ 1
4
ˆ
dL
1
(K2 + L2 + 1)2
=
pi
4
1
K2 + 1
,
as well as
α2
∑
L∈αZ+
1
(K2 + L2 + 1)2
≤ α
∞ˆ
0
dt
1
(K2 + t2 + 1)2
≤ α
K2 + 1
∞ˆ
0
dt
1
t2 + 1
=
piα/2
K2 + 1
.
With (4.67) it follows that (4.66) is bounded by a constant timesα2 ∑
K∈αZ2
K2>C
1
(log(1 + 12K
2))2
|K|4
(K2 + 1)3

1/2α2 ∑
L∈αZ2
1
(log(1 + 12L
2))2
|L|4
(L2 + 1)3
1/2
≤
α2 ∑
K∈αZ2
K2>C
1
(log(1 + 12K
2))2
1
K2 + 1

1/2α2 ∑
L∈αZ2
1
(log(1 + 12L
2))2
|L|4
(L2 + 1)3
1/2 . (4.68)
By doing the same steps as it was done for the first bracket in (4.57), it is straightforward to see
that the first factor in (4.68) tends to 0 as C →∞ uniformly in α. Since log(1 + x) ≥ x/(1 + x)
for x > −1 it follows that the summand in the second factor of (4.68) is bounded from above by
s(L2) := min
{
4,
1
(log(1 + 12L
2))2
}
· 1
L2 + 1
This function is monotonically decreasing in L2. Thus, we can estimate
α2
∑
L∈αZ
s(L2) = 4α2
∑
L∈αZ2+
s(L2) + 4α2
∑
L∈αZ+
s(L2) + α2s(0)
≤
ˆ
dL s(L2) + 4α
∞ˆ
0
dt s(t2) + α2s(0),
where the integrals are finite. This proves (4.64) and the proof of Lemma 4.9 is complete.
Finally, we derive an asymptotic expression for ζ defined by (4.30) in the strong coupling
limit.
Lemma 4.10. For ε > 0 there is a κε > 0 such that for κ < κε it holds
ζ =
E2B(M + 1)
3
piµM2
(
1
M
M+1 + 1 +MCM
− 1
M + 1 +MCM
+ εκ,EB
)
with |εκ,EB | < ε, if |EB| is large enough.
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Proof. From (4.22), it follows for q2 ≤ µ that
α˜q = GE−Eµ(−q2, q)−1
= −EBκ2 · M + 1
piM
(
1
M+1
M µ− MM+1q2 + Eµ + EB − EP
+O(κ+ |EB|−1)
)
.
Let ε > 0. With Proposition 4.1, we can argue that there is a κε such that for κ < κε and
|EB| large it holds
ζ =
E2B(M + 1)
2
pi2M2
 ˆ
q2≤µ
dq
1
(
(
M+1
M + CM
)
µ− MM+1q2)2
+ εκ,EB

=
E2B(M + 1)
3
piµM3
(
1
M+1
M + CM − MM+1
− 1
M+1
M + CM
+ εκ,EB
)
=
E2B(M + 1)
3
piµM2
(
1
M
M+1 + 1 +MCM
− 1
M + 1 +MCM
+ εκ,EB
)
with |εκ,EB | < ε.
Chapter 5
Lower bound for the
two-dimensional Fermi polaron
In Chapter 4, it was shown that in the strong coupling regime EB → −∞ the molecule ansatz
provides a better approximation to the ground state energy of the Fermi polaron than the polaron
ansatz. This result holds if for a fixed Fermi energy µ the box size is large enough. Since only
trial states to first order in particle-hole expansion (cf. (4.1) and (4.3)) were considered, the
question arises whether the statement is true for arbitrary particle-hole excitations. In other
words, on the subspace of which number of fermions is the minimum of H − µN attained if the
box size is large? Is there a phase transition from a ground state with Nµ fermions (polaron
state) to a ground state with Nµ + 1 fermions (molecule state) as the interaction is increased
from weak coupling to strong coupling?
To answer such questions, good lower bounds on the ground state energy of the Fermi polaron
are required. A rough lower bound for the Fermi polaron with Nµ fermions can derived from
results of previous chapters. Indeed, for E < 0 it follows from (3.43), Lemma 4.5 and (3.23)
that
κ2 · φ(E) ≥ pi
1 + 1M
log
(
Eµ − E
−EB
)
− pi2 · (Nµ − 1) +O(κ)
as κ→ 0. Choosing
E = Eµ + EB · epi(1+ 1M )·(Nµ−1) · (1 +O(κ)),
one can achieve φ(E) ≥ 0, and according to Corollary 3.16 this implies H ≥ E. This is an
insufficient lower bound to answer the question raised above, since it tends to −∞ as Nµ →∞,
which means that it diverges in the thermodynamic limit L→∞ with µ fixed. This divergence is
not expected to reproduce the correct physical behaviour of the system. The impurity interacts
only with the fermions in its vicinity. Therefore, the energy should depend on the Fermi energy
µ, which is related to the density of fermions, but not on the size of the system, i.e. the total
number Nµ of fermions.
The main result in this section (Theorem 5.3) states that the ground state energy of the
system of one impurity interacting with a gas of identical fermions by point interaction in two-
dimensional space R2 admits a lower bound which does not depend on the total number of
fermions. In comparison to previous chapters, we do not confine the Fermi polaron to a box,
but we consider it in entire space R2.
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In Section 5.1, the Hamiltonian of the Fermi polaron in R2 is constructed as limit operator
of a limiting process in the strong resolvent sense. The arguments are very similar to the case in
which the system is confined to a box (cf. Chapter 3). Moreover, it is shown that a lower bound
for the Hamiltonian can be derived from the positivity of the corresponding operator φ(µ). In
the case of the Fermi polaron in a box, this was part of Corollary 3.16.
In Section 5.2, a lower bound of the Hamiltonian which in uniform in the number of fermions
is established. For this result to hold, we assume that the mass parameter M of the impurity is
larger than 1.225.
In Section 5.3, we present a strategy for an alternative proof, which might also apply to
smaller values of M . In contrast to the previous approach, which bases on an analysis of the
operator φ(µ), the alternative approach gives lower bounds to the regularized Hamiltonian in
position space representation. It is still an open problem whether a lower bound obtained with
this method can be uniform in the number of fermions and in the renormalization parameter.
5.1 Construction of the Hamiltonian
As starting point for the construction of the Hamiltonian, we choose a regularization as it was
presented in Section 3.3 (cf. (3.27)). We fix a real function η ∈ L2(R2) with compact support
satisfying η(x) = η(−x) and ´ dx η(x) = 1. Set ηn(x) := n2η(nx). Then, ´ dx ηn(x) = 1 for all
n ∈ N and the Fourier transform ηˆn ∈ L2(R2) is real and satisfies ηˆn(k) = ηˆ(k/n), |ηˆn(k)| ≤ 1
and ηn(k)→ 1 as n→∞ for all k ∈ R2.
The quadratic form of the regularized Hamiltonian on the Hilbert space H := L2(R2) ⊗∧N L2(R2) is given by
ˆ
dxdy
(
1
M
|∇yψ(y,x)|2 +
N∑
i=1
|∇xiψ(y,x)|2
)
− gn
N∑
i=1
ˆ
dx1 ... d̂xi ... dxNdy
∣∣∣∣ˆ dxi ηn(xi − y)ψ(y,x)∣∣∣∣2 , (5.1)
where x is shorthand notation for (x1, ..., xN ) and the coupling constant is fixed by the renor-
malization condition
g−1n =
ˆ
dk
ηˆn(k)
2
(1 + 1M )k
2 − EB
,
where EB < 0 is a fixed parameter of the system, which plays the role of the impurity-fermion
binding energy (cf. (3.10)). We write the quadratic form in centre-of-mass and relative coordi-
nates,
R =
My +
∑N
i=1 xi
M +N
and ri = xi − y,
and in terms of the Fourier transform of ψ with respect to the centre-of-mass coordinate R,
which will be denoted by ψˆ(P, r), where r = (r1, ..., rN ). Then, the quadratic form reads
ˆ
drdP
 P 2
M +N
|ψˆ(P, r)|2 + 1
M
∣∣∣∣∣
N∑
i=1
∇riψˆ(P, r)
∣∣∣∣∣
2
+
N∑
i=1
|∇riψˆ(P, r)|2

− gn
N∑
i=1
ˆ
dr1 ... d̂ri ... drNdP
∣∣∣∣ˆ dri e−iPri/(M+N)ηn(ri)ψˆ(P, r)∣∣∣∣2 .
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The self-adjoint operator associated to this quadratic form reads
Hn :=
P 2
M +N
+HPn , (5.2)
where
HPn = H0 − gna∗(eiP ·/(M+N)ηn)a(eiP ·/(M+N)ηn) (5.3)
and
H0 :=
1
M
P 2f +Hf
with
Pf :=
ˆ
dk k a∗kak
Hf :=
ˆ
dk k2 a∗kak.
The operators Hf and Pf commute, and 0 ≤ P 2f ≤ (N − 1)Hf .
For a Schro¨dinger operator with two-body potential the transformation into centre-of-mass
and relative coordinates leads to a decomposition of the Schro¨dinger operator into a sum of the
kinetic energy of the centre-of-mass motion and an operator acting only on relative coordinates.
The form of the regularized Hamiltonian Hn in (5.2) differs from the Schro¨dinger case, since the
operator HPn , which contains the kinetic energy of the relative coordinates and the interaction,
depends on the centre-of-mass momentum. This arises from the fact that the interaction in
(5.1) is implemented by a projection and not by a potential. Proposition 5.1 states that in the
limit n → ∞ this P -dependence disappears, and we are left with a limit operator of the form
H := P 2/(M +N) +Hrel as in the Schro¨dinger case.
Proposition 5.1. There is a self-adjoint operator Hrel on
∧N L2(R2), which is bounded from
below, such that HPn → Hrel in the strong resolvent sense as n → ∞ for every P ∈ R2. The
limit operator Hrel does not depend on the choice of the function η.
Proof. We verify that Conditions (a), (b) and (c) of Theorem 2.5 are fulfilled. In the notation
of Theorem 2.5, we set H :=
∧N L2(R2), and H˜ := ∧N−1 L2(R2), and An := a(eiP ·/(M+N)ηn),
and H0 :=
1
MP
2
f +Hf .
We verify (a). Let E < 0. To show that AnR0(E) converges in L (H , H˜ ) as n → ∞,
consider the following estimate for β, β′ ∈ L2(R2) and ψ ∈ H . By the pull-through formulas
(5.13) and the Cauchy-Schwartz inequality, it holds∥∥∥∥∥(a(β1)−a(β2)) 11
MP
2
f +Hf − E
ψ
∥∥∥∥∥ ≤
∥∥∥∥∥
ˆ
dk
βˆ1(k)− βˆ2(k)
1
M (Pf + k)
2 +Hf + k2 − E
akψ
∥∥∥∥∥ (5.4)
≤
ˆ
dk
|βˆ1(k)− βˆ2(k)|
k2 − E ‖akψ‖
≤
(ˆ
dk
|βˆ1(k)− βˆ2(k)|2
(k2 − E)2
)1/2(ˆ
dk ‖akψ‖2
)1/2
≤
√
N · ‖ψ‖ ·
(ˆ
dk
|βˆ1(k)− βˆ2(k)|2
(k2 − E)2
)1/2
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≤
√
2N · ‖ψ‖ ·
(ˆ
dk
|1− βˆ1(k)|2 + |1− βˆ2(k)|2
(k2 − E)2
)1/2
.
(5.5)
Choosing βi = e
iP ·/(M+N)ηni for i ∈ {1, 2}, we obtain βˆi(k) = ηˆ( kni −
P/ni
M+N ), which converges
to 1 as ni → ∞. Thus, by dominated convergence the bound in (5.5) can be made arbitrarily
small by choosing n1, n2 large. Hence, AnR0(E) is convergent in operator norm as n → ∞
for a fixed P ∈ R2. By choosing βi = eiPi·/(M+N)ηn for i ∈ {1, 2}, we obtain with the same
arguments that the limit operator of (AnR0(E))n∈N does not depend on P . Finally, by choosing
β1 = e
iP ·/(M+N)ηn and β2 = eiP ·/(M+N)η′n, where η′n corresponds to an alternative choice of the
function η, we obtain with the same arguments that the limit operator does not depend on the
choice of η. In accordance with the notation in Theorem 2.5, we call the limit operator RE .
We verify property (b) of Theorem 2.5. In normal-ordered form, the operator φn(E) =
g−1n −An(H0 − E)−1A∗n ∈ L (H˜ ) reads
φn(E) = g
−1
n −AnR0(E)A∗n
=
ˆ
dk
(
ηˆn(k)
2
(1 + 1M )k
2 − EB
− ηˆn(k −
P
M+N )
2
1
M (Pf + k)
2 +Hf + k2 − E
)
+
ˆ
dk dl a∗k
ηˆn(k − PM+N )ηˆn(l − PM+N )
1
M (Pf + k + l)
2 +Hf + k2 + l2 − E
al
=: φ0n(E) + φ
I
n(E).
Let D ⊆ H˜ be the dense subspace D := D(Hf ) ∩ H˜ . We show that φ0n(E)w → φ0(E)w as
n→∞ for all w ∈ D, where
φ0(E) =
ˆ
dk
(
1
(1 + 1M )k
2 − EB
− 11
M (Pf + k)
2 +Hf + k2 − E
)
=
pi
1 + 1M
log
(
1
M+1P
2
f +Hf − E
−EB
)
,
by writing
φ0n(E)− φ0(E) =
ˆ
dk (ηˆn(k)
2 − 1)
(
1
(1 + 1M )k
2 − EB
− 11
M (Pf + k)
2 +Hf + k2 − E
)
+
ˆ
dk
ηˆn(k)
2 − ηˆn(k − PM+N )2
1
M (Pf + k)
2 +Hf + k2 − E
. (5.6)
The first term of this decomposition can be rewritten asˆ
dk (ηˆn(k)
2 − 1) ·
1
M
P 2f+Hf−E+EB
((1+ 1
M
)k2−EB)( 1M (Pf+k)2+Hf+k2−E)
−
ˆ
dk (ηˆn(k)
2 − 1) ·
4
M2
(Pf ·k)2
((1+ 1
M
)k2−EB)( 1M (Pf+k)2+Hf+k2−E)( 1M (Pf−k)2+Hf+k2−E)
,
and applied to a w ∈ D the norm of this expression is bounded from above by
ˆ
dk
∣∣ηˆn(k)2 − 1∣∣ · ( 1M + 4M2 )‖P 2fw‖+ ‖Hfw‖+ (|E|+ |EB|) ‖w‖
(k2 − EB)(k2 − E) ,
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which tends to zero as n→∞ by dominated convergence, since ‖P 2fw‖ ≤ (N − 1) ‖Hfw‖. The
second term of decomposition (5.6) tends to zero in the operator norm. This can be seen as
follows. The function ηˆ is Lipschitz continuous since
|ηˆ(k)− ηˆ(k + ε)| ≤ 1
2pi
ˆ
dx |1− e−iεx| · |η(x)| ≤ |ε|
2pi
ˆ
dx |x| · |η(x)| ≤ const. |ε|,
and the last integral is finite due to our assumptions on η. Using this fact as well as the Ho¨lder
and the Hausdorff-Young inequality, we estimate the second term in (5.6). It is bounded from
above in operator norm by∣∣∣∣∣
ˆ
dk
ηˆ( kn)
2 − ηˆ( kn − Pn(M+N))2
k2 − E
∣∣∣∣∣ ≤ const. |P |n(M +N)
ˆ
dk
∣∣∣ηˆ( kn) + ηˆ( kn − Pn(M+N))∣∣∣
k2 − E
≤ const. |P | · n
−1
M +N
·
(ˆ
dk |ηˆ( kn) + ηˆ( kn − Pn(M+N))|p
)1/p
·
(ˆ
dk
1
(k2 − E)q
)1/q
≤ const. |P | · n
2
p
−1
M +N
‖ηˆ‖p ≤ const.
|P | · n 2p−1
M +N
‖η‖q ,
where 1 < q < 2 and 2 < p <∞ with p−1 + q−1 = 1. Note that η ∈ Lq(R2), because η ∈ L2(R2)
has compact support. This bound tends to zero as n→∞.
Thus, φ0n(E)w → φ0(E)w as n → ∞ for all w ∈ D. Since log(1 + Hf ) is essentially self-
adjoint on D and φ0(E)− piMM+1 log(1 +Hf ) is a bounded operator, we can conclude that φ0(E)
is essentially self-adjoint on D. To complete the proof of (b) we show that φIn(E) is strongly
convergent as n→∞ to a bounded operator φI(E) given by
φI(E) =
ˆ
dk dl a∗k
1
1
M (Pf + k + l)
2 +Hf + k2 + l2 − E
al.
To see that this is true, we verify that φIn(E) is uniformly bounded in n. In fact,
〈w, φIn(E)w〉 ≤
ˆ
dk dl
‖akw‖ ‖alw‖
k2 + l2 − E
≤
(ˆ
dk dl
(l2 − E)1/2 ‖alw‖2
(k2 − E)1/2(k2 + l2 − E)
)1/2(ˆ
dk dl
(k2 − E)1/2 ‖akw‖2
(l2 − E)1/2(k2 + l2 − E)
)1/2
≤ (N − 1) · ‖w‖2 · sup
l∈R2
ˆ
dk
(l2 − E)1/2
(k2 − E)1/2(k2 + l2 − E) ,
which is finite, since setting α :=
√−E/|l| and substituting u = (k2 − E)1/2 in the remaining
integral yields
ˆ
dk
(l2 − E)1/2
(k2 − E)1/2(k2 + l2 − E) = pi
∞ˆ
0
dt
(l2 − E)1/2
(t− E)1/2(t+ l2 − E) = 2pi
∞ˆ
√−E
du
(l2 − E)1/2
u2 + l2
= 2pi
∞ˆ
α
du
(1 + α2)1/2
u2 + 1
≤ 2pi
∞ˆ
α
du
1 + α
u2 + 1
= 2pi
∞ˆ
α
du
1
u2 + 1
+ 2pi
∞ˆ
1
du
1
u2 + 1/α2
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≤ 2pi
∞ˆ
0
du
1
u2 + 1
+ 2pi
∞ˆ
1
du
1
u2
= pi2 + 2pi.
Moreover, φIn(E)w converges for every w in the dense subspace D ⊆ H˜ as n → ∞. This can
be seen by choosing u ∈ H˜ and w ∈ D, deriving with ‖alw‖ ≤ (l2 − E)−1 ‖al(Hf − E)w‖ the
estimate
|〈u, (φI(E)− φIn(E))w〉| ≤
ˆ
dk dl |1− ηn(k + PM+N )ηn(l + PM+N )|
‖aku‖ ‖alw‖
k2 + l2 − E
≤
ˆ
dk dl |1− ηn(k + PM+N )ηn(l + PM+N )|
‖aku‖
k2 − E
‖al(Hf − E)w‖
l2 − E ,
and using dominated convergence. The dominated convergence argument is based on |ηn| ≤ 1
and
ˆ
dk dl
‖aku‖
k2 − E
‖al(Hf − E)w‖
l2 − E ≤ (N − 1) · ‖u‖ · ‖(Hf − E)w‖
ˆ
dk
1
(k2 − E)2 <∞,
which follows from the Cauchy-Schwartz inequality. We showed that φIn(E)→ φI(E) in L (H˜ )
strongly as n→∞. This completes the proof of (b).
As last step of the proof, we show that (c) of Theorem 2.5 is also satisfied. Assume that
E ≤ −1. By the positivity of Hf , φ0n(E) ≥ fn,E(Pf ) with
fn,E(Pf ) :=
ˆ
dk
(
ηˆn(k)
2
(1 + 1M )k
2 − EB
− ηˆn(k −
P
M+N )
2
1
M (Pf + k)
2 + k2 − E
)
.
Consider for an arbitrary q ∈ R2 the difference
fn,E(q)− fn,E(0) =
ˆ
dk ηˆn(k − PM+N )2
(
1
(1 + 1M )k
2 − E −
1
1
M (q + k)
2 + k2 − E
)
The integrand is non-negative if |k| ≤ |q|/2. Therefore we can bound the difference fn,E(q) −
fn,E(0) from below by
ˆ
|k|>|q|/2
dk ηˆn(k − PM+N )2
(
1
M q
2 + 2M k · q
((1 + 1M )k
2 − E)( 1M (q + k)2 + k2 − E)
)
≥
ˆ
|k|>|q|/2
dk ηˆn(k − PM+N )2
(
2
M k · q
((1 + 1M )k
2 − E)( 1M (q + k)2 + k2 − E)
)
Dropping various positive terms in the denominator and using the estimate |ηˆn| ≤ 1 as well as
E ≤ −1 and the Cauchy-Schwartz inequality, we can derive from this estimate that
fn,E(q)− fn,E(0) ≥ − 2
M
|q| ·
ˆ
|k|>|q|/2
dk
1
(k2 + 1)3/2
= −4pi
M
|q|
(14q
2 + 1)1/2
≥ −8pi
M
.
Since we already showed that∥∥φIn(E)∥∥ ≤ (pi2 + 2pi) · (N − 1)
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for all n ∈ N, there is a constant C > 0 such that
φn(E) ≥ fn,E(Pf ) + φIn(E) ≥ fn,E(0)− C
for all n ∈ N and E ≤ −1. Following the arguments for (5.6) with Hf = 0, we see that
fn,E(0)→ piMM+1 log( EEB ) as n→∞, and we can conclude that for every c > 0 there is a E ≤ −1
such that φn(E) ≥ c for n large. This proves that (c) of Theorem 2.5 is satisfied.
Hence, according to Theorem 2.5 there is a self-adjoint operator Hrel onH such that H
P
n →
Hrel in the strong resolvent sense as n→∞, and for E ≤ −1 with |E| large the resolvent of Hrel
is given by (Hrel−E)−1 = R0(E)+R∗Eφ(E)−1RE . Since we have shown that the limit operators
RE and φ(E) do not depend on P and on η, we can conclude that Hrel does not depend on P
and on η either.
Proposition 5.2. The self-adjoint operators Hrel on
∧N L2(R2) and
φ(E) :=
pi
1 + 1M
log
(
1
M+1P
2
f +Hf − E
−EB
)
+
ˆ
dk dl a∗k
1
1
M (Pf + k + l)
2 +Hf + k2 + l2 − E
al
(5.7)
on
∧N−1 L2(R2), constructed in the proof of Proposition 5.1, satisfy the implication
φ(E) ≥ c ⇒ Hrel ≥ E (5.8)
for E < 0 and c > 0.
Proof. The operators Rz and φ(z), which were constructed in the proof of Proposition 5.1 for
z < 0, can be defined for all z ∈ ρ(H0) with the identities (2.21) and (2.23). From (2.21), it
follows that z 7→ Rz is an analytic function on ρ(H0). From (2.23), we derive the following three
facts. Firstly, the domain of φ(z) is independent of z ∈ ρ(H0). Secondly, for ψ in the common
domain the function z 7→ φ(z)ψ is analytic on ρ(H0). Finally, if φ(E) ≥ c > 0, it follows that
φ(τ) ≥ c for all τ < E and it is straightforward to see from (2.23) that there is ε > 0 such that
φ(τ) ≥ c/2 for all τ ∈ (−∞, E + ε). Thus, φ(z) is an analytic family of type (A) and with [34],
Theorem XII.7, we argue that τ 7→ φ(τ)−1 is an analytic function on (−∞, E + ε). Therefore,
R0(τ) +R
∗
τφ(τ)
−1Rτ (5.9)
is also analytic on (−∞, E + ε). Since in the proof of Proposition 5.1 we argued that for τ < 0
with |τ | large the operator (5.9) coincides with (Hrel − τ)−1, it consequently coincides with the
resolvent of Hrel for τ = E, i.e. (Hrel − E)−1 = R0(E) + R∗Eφ(E)−1RE . Since φ(E) ≥ c/2,
(Hrel − E)−1 is a positive operator, which implies Hrel ≥ E.
5.2 A N-independent lower bound for the Fermi polaron in R2
In this section, we prove that Hrel is bounded from below uniformly in the number of fermions
N . On the technical level, the proof is inspired by a recent article [28], in which a N -independent
lower bound was derived in the three-dimensional case. In three dimensions, the system is stable
only if the mass parameter M is larger than a critical value M∗. In two dimensions, there is no
such parameter regime of instability as it follows from Proposition 5.1. Hence, the ground state
energy could be bounded from below uniformly in N for every value M > 0. However, for our
result to hold we assume that M is larger than a certain critical value.
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Theorem 5.3. Let EB < 0. Set
α(M) :=
M − 12
M + 1
− 1
2
1ˆ
0
du
1
β(u)(M + 1− u) , (5.10)
where
β(u) := min
{
1,
(M + 1− u)(M + 2)
M2 + 3M + 1− u
}
, (5.11)
and assume that α(M) > 0, which is satisfied if M > 1.225. For every λ > 0, the unique solution
µ < 0 of the equation
α(M) log
(
µ
EB
)
−
√
λ
−µ −
√
λ
λ− µ −
(
M
M + 1
− α(M)
)
log
(
EB
(
1
µ
− 1
λ
))
= 0 (5.12)
satisfies Hrel ≥ µ.
Remarks.
(i) Writing the left hand side of (5.12) as
M
M + 1
log
(
µ
EB
)
−
√
λ
−µ −
√
λ
λ− µ − α˜(M) log
(
1− µ
λ
)
with
α˜(M) :=
1
2(M + 1)
+
1
2
1ˆ
0
du
1
β(u)(M + 1− u) .
it is obvious that for EB ≤ µ < 0 there are no positive contributions on the left hand side
of (5.12). Thus, all solutions of (5.12) satisfy µ < EB.
(ii) For fixed EB < 0 and λ > 0 the left hand side of (5.12) is a strictly monotonically
decreasing function of µ on the interval (−∞, EB], which tends to +∞ as µ → −∞ and
which attains a negative value for µ = EB. Thus, there is a unique solution µ < EB of
(5.12) for fixed λ and EB.
(iii) The choice of the parameter λ > 0 is an opportunity for optimization of the lower bound
µ.
Choosing λ = −EB in Theorem 5.3 we obtain the following statement.
Corollary 5.4. Let EB < 0 and assume that α(M) > 0. Then,
Hrel ≥ γM · EB,
where γM > 1 depends on M only and is defined as the unique positive solution of
α(M) log (γM )− 1√
γM
− 1√
1 + γM
−
(
M
M + 1
− α(M)
)
log
(
1 +
1
γM
)
= 0.
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The rest of this section is devoted to the proof of Theorem 5.3. It consists of the derivation
of a lower bound for φ(µ) given by (5.7). With Proposition 5.2, this establishes a lower bound
for Hrel. For r > 0, we set χr := χB√r(0). We fix λ > 0 and we rewrite the operator φ(µ) making
use of the canonical anti-commutation relations and the pull-through formulas
apf(Pf ) = f(Pf + p)ap and apf(Hf ) = f(Hf + p
2)ap, (5.13)
which hold for continuous, real-valued functions f on R. We obtain
φ(µ) =
pi
1 + 1M
log
(
1
M+1P
2
f +Hf − µ
−EB
)
+
ˆ
p2≤λ
dp
1
1
M (Pf + p)
2 +Hf + p2 − µ
− a(χλ) 11
MP
2
f +Hf − µ
a∗(χn)− a(χn − χλ) 11
MP
2
f +Hf − µ
a∗(χλ)
+
ˆ
λ<p2,q2≤n
dp dq a∗p
1
1
M (Pf + p+ q)
2 +Hf + p2 + q2 − µ
aq + o(1) (5.14)
as n → ∞, and it follows from the proof of Proposition 5.1 that the remainder term converges
strongly to zero. The first two terms of (5.14) are positive for µ < EB. We derive lower bounds
for the last three terms of (5.14) in Lemma 5.5 and Lemma 5.6 which are uniform in n and N .
Lemma 5.5. For n > λ ≥ 0 and µ < 0,∥∥∥∥∥ 11
MP
2
f +Hf − µ
a∗(χn − χλ)
∥∥∥∥∥ ≤
√
pi
λ− µ.
Proof. The lemma follows from∥∥∥∥∥ 11
MP
2
f +Hf − µ
a∗(χn − χλ)
∥∥∥∥∥ ≤
∥∥∥∥ 1Hf − µa∗(χn − χλ)
∥∥∥∥
=
∥∥∥∥a(χn − χλ) 1(Hf − µ)2a∗(χn − χλ)
∥∥∥∥1/2 ,
since
a(χn−χλ) 1
(Hf−µ)2a
∗(χn−χλ) =
ˆ
λ<p2,q2≤n
dp dq ap
1
(Hf − µ)2a
∗
q
=
ˆ
λ<p2≤n
dp
1
(Hf+p2−µ)2 −
ˆ
λ<p2,q2≤n
dp dq a∗q
1
(Hf+p2+q2−µ)2ap
≤
ˆ
p2>λ
dp
1
(p2 − µ)2 =
pi
λ− µ,
which holds because of the positivity of
ˆ
p2,q2≤n
dp dq a∗q
1
(Hf + p2 + q2 − µ)2ap =
∞ˆ
0
ds dt
ˆ
p2,q2≤n
dp dq a∗qe
−(s+t)q2e−(s+t)(Hf−µ)e−(s+t)p
2
ap.
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Lemma 5.6. The operator
P :=
ˆ
λ<p2,q2≤n
dp dq a∗p
1
1
M (Pf + p+ q)
2 +Hf + p2 + q2 − µ
aq
admits the estimate
P ≥ −pi
2
 1
M + 1
+
1ˆ
0
du
1
β(u)(M+1−u)
 log(1 + Hf − µ
λ
)
.
Before we prove Lemma 5.6 we provide another lemma, which is required for its proof.
Lemma 5.7. Let Ω ⊆ Rd be a measurable set and let G : Ω2 → L (F(L2(Rd))). Thus for
every (p, q) ∈ Ω2, G(p, q) is a bounded operator on the (antisymmetric) Fock space over L2(R2).
Assume that G(p, q)∗ = G(p, q) = G(q, p) for all p, q ∈ Ω. Moreover, let h : Ω → R+ be a
positive function. Then,
ˆ
Ω×Ω
dp dq a∗p G(p, q) aq ≤
ˆ
Ω
dp h(p) a∗p
ˆ
Ω
dq
|G(p, q)|
h(q)
 ap.
Proof. Choose ψ ∈ F(L2(Rd)). Then, using G(p, q) = sgn(G(p, q)) · |G(p, q)| we obtain
ˆ
Ω×Ω
dp dq 〈apψ,G(p, q) aqψ〉 ≤
ˆ
Ω×Ω
dp dq
∥∥∥|G(p, q)|1/2apψ∥∥∥ · ∥∥∥|G(p, q)|1/2 aqψ∥∥∥
≤
 ˆ
Ω×Ω
dp dq
h(p)
h(q)
∥∥∥|G(p, q)|1/2 apψ∥∥∥2
1/2 ˆ
Ω×Ω
dp dq
h(q)
h(p)
∥∥∥|G(p, q)|1/2 aqψ∥∥∥2
1/2
=
ˆ
Ω×Ω
dp dq h(p)〈ψ, a∗p
|G(p, q)|
h(q)
apψ〉.
Proof of Lemma 5.6. Setting p̂ := p+ 1M+2Pf and q̂ := q +
1
M+2Pf we can rewrite the denomi-
nator in the expression defining P as
(1 + 1M )(p̂
2 + q̂2) + 2M p̂ · q̂ + 1M+2P 2f +Hf − µ.
For ψ ∈ ∧N−1 L2(R2), we define ψ˜ ∈ L2(R2;∧N−2 L2(R2)) by ψ˜(p) := apψ. Moreover, we define
the unitary operator T ∈ L (L2(R2;∧N−2 L2(R2))) by
(Tϕ)(p; k1, ..., kN−2) := ϕ(p+ 1M+2
N−2∑
i=1
ki; k1, ..., kN−2),
where we use the notation (Tϕ)(p; k1, ..., kN−2) for the representation of the function (Tϕ)(p) ∈∧N−2 L2(R2) in Fourier space. We obtain
〈ψ, Pψ〉 =
ˆ
λ<p2,q2≤n
dp dq 〈ψ˜(p), 1
(1 + 1M )(p̂
2 + q̂2) + 2M p̂ · q̂ + 1M+2P 2f +Hf − µ
ψ˜(q)〉
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= 〈(χn − χλ)ψ˜, TσT ∗(χn − χλ)ψ˜〉,
where σ is the operator on L2(R2;
∧N−2 L2(R2)) with operator-valued integral kernel
σ(p, q) =
1
(1 + 1M )(p
2 + q2) + 2M p · q + 1M+2P 2f +Hf − µ
.
Following [28], we compute the negative part of σ explicitly. Its kernel is given by σ−(p, q) =
1
2(σ(−p, q) − σ(p, q)). The argument for its derivation was already included in the proof of
Lemma 4.7. We write σ−(p, q) as
σ−(p, q) =
1
2
1
(1 + 1M )(p
2 + q2)− 2uM p · q + 1M+2P 2f +Hf − µ
∣∣∣∣∣
u=1
u=−1
=
1
2
1ˆ
−1
du
d
du
1
(1 + 1M )(p
2 + q2)− 2uM p · q + 1M+2P 2f +Hf − µ
= Mp · q
1ˆ
−1
du
1
[(M + 1)(p2 + q2)− 2up · q +B]2 ,
where B := MM+2P
2
f +MHf −Mµ. Then,
P ≥ −M
ˆ
λ<p2,q2≤n
dp dq a∗p
 1ˆ
−1
du
p̂ · q̂
[(M + 1)(p̂2 + q̂2)− 2up̂ · q̂ +B]2
 aq,
and with Lemma 5.7 we estimate choosing h(p) = p2
P ≥ −M
ˆ
λ<p2≤n
dp p2a∗p
 ˆ
λ<q2≤n
dq
1ˆ
−1
du
|p̂ · q̂|
q2[(M + 1)(p̂2 + q̂2)− 2up̂ · q̂ +B]2
 ap. (5.15)
Let f(p, Pf , Hf ) denote the expression in braces in (5.15). Our goal is now to find a function g
with f(p, P,E) ≤ g(E + p2). It then follows that
P ≥ −M
ˆ
λ<p2≤n
dp p2 a∗p g(Hf + p
2) ap
≥ −M
ˆ
λ<p2≤n
dp p2 a∗pap g(Hf ) = −MHfg(Hf ). (5.16)
To find such a function g we first note that 2up̂ · q̂ ≤ 0 on half of the u-interval [−1, 1] and hence
the quotient in the definition of f goes up and becomes independent of u if we drop this term.
Second, we use p̂2 + q̂2 ≥ 2|p̂ · q̂| and B ≥ 0 in the denominators. Explicitly,
1ˆ
−1
du
|p̂ · q̂|
q2[(M + 1)(p̂2+q̂2)− 2up̂ · q̂ +B]2
≤ |p̂ · q̂|
q2[(M + 1)(p̂2 + q̂2) +B]2
+
1ˆ
0
du
|p̂ · q̂|
q2[(M + 1)(p̂2 + q̂2)− 2u|p̂ · q̂|+B]2
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≤ 1
2q2(M + 1)[(M + 1)(p̂2+q̂2) +B]
+
1ˆ
0
du
1
2q2(M + 1− u)[(M + 1− u)(p̂2+q̂2) +B] .
(5.17)
One can easily verify that
(M + 1)p̂2 + MM+2P
2
f ≥
M(M + 1)(M + 2)
M2 + 3M + 1
p2 ≥Mp2 (5.18)
and
(M + 1− u)p̂2 + MM+2P 2f ≥
M(M + 1− u)(M + 2)
M2 + 3M + 1− u p
2 ≥Mβ(u)p2. (5.19)
From (5.17), (5.18) and (5.19) and a rearrangement inequality we obtain the estimate
f(p, Pf , Hf ) ≤
ˆ
q2>λ
dq
(
1
2q2(M + 1)[(M + 1)q2 +M(Hf + p2 − µ)]
+
1ˆ
0
du
1
2q2(M + 1− u)[(M + 1− u)q2 +Mβ(u)(Hf + p2)−Mµ]
)
=
pi
2M
[
1
(M + 1)(Hf + p2 − µ) log
(
1 +
M(Hf + p
2 − µ)
(M + 1)λ
)
+
1ˆ
0
du
1
(M+1−u)(β(u)(Hf+p2)−µ) log
(
1 +
M(β(u)(Hf+p
2)−µ)
(M+1−u)λ
)]
,
which is of the form g(Hf + p
2) as desired. In view of (5.16), we arrive at
P ≥ −MHfg(Hf ) =− pi
2
Hf
(M + 1)(Hf − µ) log
(
1 +
M(Hf − µ)
(M + 1)λ
)
− pi
2
1ˆ
0
du
Hf
(M+1−u)(β(u)Hf−µ) log
(
1 +
M(β(u)Hf − µ)
(M+1−u)λ
)
≥− pi
2
 1
M + 1
+
1ˆ
0
du
1
β(u)(M + 1− u)
 log(1 + Hf − µ
λ
)
,
where Hf ≤ Hf − µ and β(u)Hf − µ ≥ β(u)Hf has been used in the factors multiplying the
logarithms, and M/(M + 1) ≤ 1, M/(M + 1− u) ≤ 1 and β(u) ≤ 1 was used in the arguments
of the logarithms. This completes the proof of Lemma 5.6.
We combine (5.14), Lemma 5.5, Lemma 5.6 and ‖a(χλ)‖ = ‖a∗(χλ)‖ =
√
piλ. For n→∞ it
holds
φ(µ) ≥ pi
1 + 1M
log
(
1
M+1P
2
f +Hf − µ
−EB
)
− pi
√
λ
−µ − pi
√
λ
λ− µ
− pi
2
 1
M + 1
+
1ˆ
0
du
1
β(u)(M + 1− u)
 log(1 + Hf − µ
λ
)
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≥ piα(M) log
(
µ
EB
)
− pi
√
λ
−µ − pi
√
λ
λ− µ
− pi
2
 1
M + 1
+
1ˆ
0
du
1
β(u)(M + 1− u)
 log(−EB ( 1
λ
+
1
−µ
))
.
This completes the proof of Theorem 5.3.
5.3 Alternative approach for a N-independent lower bound
In the last section, a N -independent lower bound for the Fermi polaron in R2 was derived. This
bound does not apply to all values of the impurity mass M , since it was required that M > 1.225.
The question whether the ground state energy of the Fermi polaron can be bounded from below
uniformly in N for every M > 0 is still open. In this section, we propose an alternative approach
to the derivation of a lower energy bound that might be suitable to prove a N -independent
lower bound for every value of M . In contrast to the treatment in previous sections, the system
will be considered in configuration space representation and we give bounds on the regularized
Hamiltonian instead of φ(µ).
Throughout this section, we set
ηn :=
1
|Bn|χBn
for n ∈ R, where Bn is shorthand notation for B1/n(0). Thus, |Bn| = pi/n2. Again, we consider
the quadratic form given by (5.1). The corresponding self-adjoint operator reads
Hn := − 1
M
∆y −
N∑
i=1
∆xi − gna∗(ηn(· − y))a(ηn(· − y)).
The fermionic creation and annihilation operators that appear in this expression act on the anti-
symmetric N -particle sector of the Hilbert space H = L2(R2)y⊗ (
∧N L2(R2))x. In Section 5.1,
it was shown that Hn converges to a self-adjoint operator H in strong resolvent sense as n→∞.
The basic idea of the approach for the derivation of a lower bound of H presented in this
section is the decomposition ofHn into a sum of two operators
1
MH
(1)
n +H
(2)
n (cf. Proposition 5.8).
Roughly, H
(1)
n describes the impurity moving between fermions which are fixed at positions
x = (x1, ..., xN ) ∈ R2N . This operator cannot be bounded from below uniformly in n and in the
configuration x of the fermion positions. However, there is a positive function V independent
of N and n, which satisfies H
(1)
n ≥ −V (mini 6=j |xi − xj |) for n large enough and which can
be interpreted as an attractive potential between the fermions mediated by the impurity. It
turns out that V has a singularity of the form 1/(r2 · log(1/r)) as r → 0. The operator H(2)n
describes the fermions moving around a fixed impurity. Then, any C ∈ R that satisfies H(2)n −
1
M V (mini 6=j |xi − xj |) ≥ C for n large is a lower bound for H. It is an open question whether
such a C exists that is independent of N . It is shown in Section 5.3.3 that this holds true
without the fixed impurity in H
(2)
n , i.e.
1
M V (mini 6=j |xi − xj |) can be bounded uniformly in N
by the kinetic energy of the Fermi gas for every value of M .
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5.3.1 Decomposition of the Hamiltonian
The starting point of the decomposition described above is the observation that the coupling
constant gn given by
g−1n = 〈ηn, (−(1 + 1M )∆− EB)−1ηn〉
can be written as gn = (1 +
1
M )g˜n, where
g˜−1n = 〈ηn, (−∆− eB)−1ηn〉 =
1
2pi
 
B2n
dy dy′K0(
√−eB|y − y′|). (5.20)
It is the coupling constant that arises in the case of a fixed, non-moving impurity with reduced
binding energy eB := EB/(1 +
1
M ).
Proposition 5.8. Let δ ≥ 1. Set
H(1)n := −∆y −
g˜n
|Bn|
N∑
i=1
χΩi(y)
with Ωi := B1/n(xi) \
⋃
j 6=i
Bδ/n(xj) and
H(2)n := −
(
1− g˜n 8δ
2
pi3
) N∑
i=1
∆xi − g˜na∗(ηn(· − y))a(ηn(· − y)).
Then,
Hn ≥ 1MH(1)n +H(2)n . (5.21)
This proposition is proved at the end of Section 5.3.1. The main step of the proof consists of
estimating contributions to Hn that arise when more than one particle is closer to the impurity
than δ/n. These terms can be bounded by kinetic energy of the fermions of order g˜n. Roughly
speaking, the operator H
(1)
n describes the impurity moving between fixed point scatterers, which
are the fermions fixed at positions x = (x1, ..., xN ). Its ground state energy can be bounded
from below uniformly in n and in the number of fermions N . However, it cannot be bounded
from below uniformly in the positions x of the fermions at the same time.
Theorem 5.9. Let δ > 3 in the definition of H
(1)
n . Then, there is a monotonically decreasing
function V : R+ → R+ independent of N and n such that
H(1)n ≥ −V (min
i 6=j
|xi − xj |)
for n large enough. Moreover, there is a constant c > 0, independent of M and EB, such that
V (R) = (c+ o(1)) · 1
R2 · log(R−1) (5.22)
as R→ 0.
The proof of Theorem 5.9 is given in Section 5.3.2. In order to derive a lower bound for Hn,
it remains to bound 1M V (mini 6=j |xi−xj |) by the operator H
(2)
n . The variable y in the interaction
part of H
(2)
n plays the role a parameter, which can be chosen to be zero because of translational
invariance of the kinetic energy and the potential V . From Proposition 5.8, Theorem 5.9 and
the fact that Hn ≥ C for n large implies H ≥ C (see [35], Theorem VIII.24), we obtain the
following assertion.
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Theorem 5.10. Assume that the operator
hn := −
(
1− g˜n 8δ
2
pi3
) N∑
i=1
∆xi − g˜na∗(ηn)a(ηn)
on
∧N L2(R2) satisfies
hn − 1
M
V (min
i 6=j
|xi − xj |) ≥ C (5.23)
for n large, where V is the potential arising in Theorem 5.9. Then, H ≥ C.
The operator hn is a second quantized one-body operator. It represents the Fermi gas
interacting with a fixed point scatterer at the origin. It can be written as
dΓ
(
−
(
1− g˜n 8δ
2
pi3
)
∆− g˜n |ηn〉 〈ηn|
)
Although the kinetic energy is lowered by a term of order g˜n, this operator is still convergent in
the strong resolvent sense as n→∞. In fact, writing the corresponding one-body operator as(
1− g˜n 8δ
2
pi3
)(
−∆− g˜n
1− g˜n 8δ2pi3
|ηn〉 〈ηn|
)
it is apparent that the prefactor converges to one and the resolvent of the operator in brackets
given by
(−∆− z)−1 + 1
g−1n − 〈ηn, (−∆− z)−1ηn〉 − 8δ2/pi3
(−∆− z)−1|ηn〉〈ηn|(−∆− z)−1.
is convergent, since the only difference in comparison to (2.6) is the constant term 8δ2/pi3 in the
denominator.
The question whether (5.23) holds for a constant C uniformly in N and for n large is still
open. If we set g˜n = 0 in hn, this can be achieved. In fact, we show that the potential
1
M V (mini 6=j |xi − xj |) can be bounded by the kinetic energy of the Fermi gas uniformly in N
for every value of the impurity mass M . There have been results about domination of a nearest
neighbour potential by the kinetic energy in a many-fermion system. Lieb and Yau proved that
in three dimensions a potential of the form
∑
i maxj 6=i |xi−xj |−2 can be bounded by the kinetic
energy −∑Ni=1 ∆xi , and the constant is uniform in N (see [18], Theorem 5). In the proof of their
result, Lieb and Yau consider some fermions as fixed and some as movable. The antisymmetry
of the wave-function with respect to the fermions which are considered as fixed is neglected.
In our case, this is not a reasonable approach, since in two dimensions there can be no Hardy
inequality, which allows to bound a potential with a singularity (5.22) by the kinetic energy
without any assumptions on the wave function like antisymmetry (see [29] 6.10/6.11). Taking
the antisymmetry of the wave function into account, it was proved by Hoffmann-Ostenhof et al.
that in any dimension 1N
∑
i,j:i 6=j |xi − xj |−2 is bounded by the kinetic energy −
∑N
i=1 ∆xi [11].
Theorem 5.11 implies that maxi 6=j |xi − xj |−2 can be bounded uniformly in N by the kinetic
energy in two dimensions.
Theorem 5.11. Let V : (0,∞)→ R+ be a monotonically decreasing function. Assume that for
some dV > 0
sup
0<r≤dV
r2V (r) ≤ 2
1 + 12pi−2
.
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Then, T ≥ −V (dV ), where T is the self-adjoint operator on
∧N L2(R2) given by
T := −
N∑
i=1
∆xi − V (min
i 6=j
|xi − xj |)
In particular, T ≥ −2(1 + 12pi−2)−1 d−2V .
Remark. Assume that
sup
r∈R+
r2V (r) ≤ 2
1 + 12pi−2
.
Then, T ≥ 0 by Theorem 5.11.
The proof of Theorem 5.11 is given in Section 5.3.3.
Proof of Proposition 5.8. Set χr := χBr(0) and χr = 1 − χr. For an arbitrary ψ in the form
domain of Hn, we estimate using the Cauchy-Schwartz inequality
〈ψ, a∗(ηn(· − y))a(ηn(· − y))ψ〉
=
N∑
i=1
ˆ
dx1 ... d̂xi ... dxN dy
∣∣∣∣ˆ dxi ηn(xi − y)ψ(y,x)∣∣∣∣2
≤ 1|Bn|
N∑
i=1
ˆ
dxdy χ1/n(xi − y)|ψ(y,x)|2
=
1
|Bn|
N∑
i=1
ˆ
dxdy χ1/n(xi − y)|ψ(y,x)|2
N∏
j=1
(
χδ/n(xj − y) + χδ/n(xj − y)
)
=
1
|Bn|
∑
A⊆{1,...,N}
∑
i∈A
ˆ
dxdy χ1/n(xi − y)|ψ(y,x)|2
∏
j∈A
χδ/n(xj − y)
∏
j′ /∈A
χδ/n(xj′ − y). (5.24)
For the last step, it is needed that δ ≥ 1 in order to restrict the sum over i to the set A. Splitting
up into terms with only one fermion closer to the impurity than δ/n and terms with two or more
fermions closer to the impurity than δ/n, we see that (5.24) is less or equal than
1
|Bn|
ˆ
dx dy
N∑
i=1
χ1/n(xi − y)
∏
j 6=i
χδ/n(xj − y)|ψ(y,x)|2
+
1
|Bn|
∑
A⊆{1,...,N}
|A|≥2
|A|
ˆ
dxdy |ψ(y,x)|2
∏
j∈A
χδ/n(xj − y)
∏
j′ /∈A
χδ/n(xj′ − y). (5.25)
If two or more fermions are closer to the impurity than δ/n, the kinetic energy is large. This
is expressed by the Poincare´ inequality, which guarantees that for a convex set Ω ⊆ R2 and
ϕ ∈ ∧N H1(R2) the estimate
N∑
i=1
ˆ
ΩN
dx1 ... dxN |∇xiϕ|2 ≥ (N − 1)
pi2
diam(Ω)2
ˆ
ΩN
dx1 ... dxN |ϕ|2
is satisfied (cf. [32]). We use this fact to bound the second term in (5.25) by
1
|Bn| ·
4δ2
pi2n2
∑
A⊆{1,...,N}
|A|≥2
|A|
|A| − 1
∑
i∈A
ˆ
dxdy |∇xiψ(y,x)|2
∏
j∈A
χδ/n(xj − y)
∏
j′ /∈A
χδ/n(xj′ − y)
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≤ 8δ
2
pi3
∑
A⊆{1,...,N}
|A|≥2
N∑
i=1
ˆ
dxdy |∇xiψ(y,x)|2
∏
j∈A
χδ/n(xj − y)
∏
j′ /∈A
χδ/n(xj′ − y)
≤ 8δ
2
pi3
N∑
i=1
ˆ
dxdy |∇xiψ(y,x)|2
∑
A⊆{1,...,N}
∏
j∈A
χδ/n(xj − y)
∏
j′ /∈A
χδ/n(xj′ − y)
=
8δ2
pi3
N∑
i=1
ˆ
dxdy |∇xiψ(y,x)|2. (5.26)
With (5.25) and (5.26) we conclude
a∗(ηn(· − y))a(ηn(· − y)) ≤ 1|Bn|
N∑
i=1
χ1/n(xi − y)
∏
j 6=i
χδ/n(xj − y)−
8δ2
pi3
N∑
i=1
∆xi
and the proof of the proposition is complete.
5.3.2 Effective potential mediated by the impurity
Proof of Theorem 5.9. We fix x1, ..., xN ∈ R2 and δ > 3. We investigate the Schro¨dinger opera-
tor
H(1)n = −∆y −
g˜n
|Bn|
N∑
i=1
χΩi(y)
on L2(R2) with parameters x1, ..., xN . In order to prove Theorem 5.9, we show that there
is a monotonically decreasing function V : R+ → R+ independent of N satisfying H(1)n ≥
−V (mini 6=j |xi − xj |) for n large.
Without loss of generality, we assume that Ωi 6= ∅ for all i = 1, ..., N . Setting
R := min
i 6=j
|xi − xj |,
it follows that R > (δ − 1)/n. Since Ωi ∩ Ωj = ∅ for i 6= j, (
∑
i χΩi)
2 =
∑
i χΩi and H
(1)
n is of
the form (2.13). Thus, with Proposition 2.4 and the monotonicity of R0(−λ) := (−∆y + λ)−1
as a function of λ > 0 it follows that
Sn(λ) := g˜
−1
n −
1
|Bn|
∑
i,j
χΩiR0(−λ)χΩj > 0 for λ > 0 ⇒ H(1)n ≥ −λ. (5.27)
In the following, we investigate when Sn(λ) > 0 is satisfied.
Firstly, note that
S(λ) ≥ g˜−1n −
1
|Bn| maxi ‖χΩiR0(−λ)χΩi‖ −
1
|Bn| maxi
∑
j 6=i
∥∥χΩiR0(−λ)χΩj∥∥ , (5.28)
which holds because for ψ ∈ L2(R2)
〈ψ,
∑
i,j
χΩiR0(−λ)χΩjψ〉 ≤
∑
i,j
‖χΩiψ‖ ·
∥∥χΩiR0(−λ)χΩj∥∥ · ∥∥χΩjψ∥∥
≤
∑
i,j
∥∥χΩiR0(−λ)χΩj∥∥ · ‖χΩiψ‖2
1/2∑
i,j
∥∥χΩiR0(−λ)χΩj∥∥ · ∥∥χΩjψ∥∥2
1/2
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≤ ‖ψ‖2 ·max
i
∑
j
∥∥χΩiR0(−λ)χΩj∥∥
≤ ‖ψ‖2
max
i
‖χΩiR0(−λ)χΩi‖+ max
i
∑
j 6=i
∥∥χΩiR0(−λ)χΩj∥∥
 .
We estimate the different terms in (5.28). It holds
g˜−1n ≥
1
2pi
 
Bn
dy K0(
√−eB|y|)− 2
3pi
+ o(n−1) (n→∞), (5.29)
which follows from (5.20) and∣∣∣∣∣∣∣
 
B2n
dy dy′
(
K0(
√−eB|y−y′|)−K0(
√−eB|y|)
)∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
 
B2n
dy dy′
1ˆ
0
dt
d
dt
K0(
√−eB|y − ty′|)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
√−eB
 
B2n
dy dy′
1ˆ
0
dt
y′ ·(y−ty′)
|y − ty′| K1(
√−eB|y − ty′|)
∣∣∣∣∣∣∣
≤ √−eB
1ˆ
0
dt
 
Bn
dy′ |y′|
 
Bn
dy K1(
√−eB|y−ty′|) ≤
√−eB
 
Bn
dy′|y′|
 
Bn
dy K1(
√−eB|y|)
≤ 4
3
n
√−eB
1/nˆ
0
dr rK1(
√−eBr) = 4
3
+O(n−2 log n).
The last two inequalities follow from a rearrangement inequality and from K1(x) =
1
x+O(x log x)
as x→ 0. Hence, (5.29) is shown.
The operator χΩiR0(λ)χΩj has the integral kernel
1
2piχΩi(y)K0(
√
λ|y − y′|)χΩj (y′). We esti-
mate for i = j
‖χΩiR0(−λ)χΩi‖ ≤
1
2pi
sup
y
χΩi(y)
ˆ
dy′ K0(
√
λ|y − y′|)χΩi(y′)
≤ 1
2pi
ˆ
dy′ K0(
√
λ|y′|)χB√|Ωi|/pi(0)(y
′) ≤ 1
2pi
ˆ
Bn
dy K0(
√
λ|y|). (5.30)
In the second step, we used the symmetric decreasing rearrangement inequality. Now, we derive
an estimate for the last term in (5.28). For i 6= j,∥∥χΩiR0(−λ)χΩj∥∥
≤ 1
2pi
(
sup
y
ˆ
dy′ χΩi(y)K0(
√
λ|y − y′|)χΩj (y′)
)1/2(
sup
y′
ˆ
dy χΩi(y)K0(
√
λ|y − y′|)χΩj (y′)
)1/2
≤
√
|Ωi| · |Ωj | sup
y∈Ωi, y′∈Ωj
K0(
√
λ|y − y′|) ≤ |Bn| sup
y∈Ωi, y′∈Ωj
K0(
√
λ|y − y′|).
Recall that R := mini 6=j |xi − xj | ≥ (δ − 1)/n. Thus, for y ∈ Ωi, y′ ∈ Ωj for i 6= j it holds
|y − y′| ≥ ∣∣|y − xi| − |y′ − xi|∣∣ = |y′ − xi| − |y − xi| ≥ ∣∣|y′ − xj | − |xi − xj |∣∣− |y − xi|
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= |xi − xj | − |y′ − xj | − |y − xi| ≥ |xi − xj | − 2/n,
which allows us to estimate that for every i ∈ {1, ..., N}, the sum |Bn|−1 ·
∑
j 6=i
∥∥χΩiR0(−λ)χΩj∥∥
is less or equal than
∑
j 6=i
sup
y∈Ωi,
y′∈Ωj
K0(
√
λ|y − y′|) ≤
∞∑
k=1
∑
j: kR≤|xi−xj |<(k+1)R
K0(
√
λ(|xi − x′j | − 2n))
≤
∞∑
k=1
|{j : kR ≤ |xi − xj | < (k + 1)R}| ·K0(
√
λ(kR− 2n)).
Denote by Ak the annulus around xi with inner radius kR and outer radius (k + 1)R. Its area
is (2k + 1)piR2. Since BR/2(xj) ∩ BR/2(xj′) = ∅ for j 6= j′ and |BR/2(xj) ∩ Ak| ≥ piR2/16 for
xj ∈ Ak, the estimate
|{j : kR ≤ |xi − xj | < (k + 1)R}| ≤ (2k + 1)piR
2
piR2/16
≤ 48k
is satisfied. Hence, recalling R > (δ − 1)/n we see that
1
|Bn|
∑
j 6=i
∥∥χΩiR0(−λ)χΩj∥∥ ≤ 48 ∞∑
k=1
k ·K0(
√
λkR(1− 2Rn)) ≤ 48
∞∑
k=1
k ·K0(
√
λkR δ−3δ−1)
=
1
λR2
(
48
√
λR
∞∑
k=1
√
λkR ·K0(
√
λkR δ−3δ−1)
)
. (5.31)
The expression in brackets has the form of a Riemann sum of the function f(x) := x ·K0( δ−3δ−1 ·x),
which is a bounded function on (0,∞) and its maximum is attained at some point x0 > 0. Setting
f˜(x) :=
{
f(x0) for x ∈ (0, x0]
f(x) for x > x0
,
we obtain f˜ ≥ f and since f˜ is monotonically decreasing on (0,∞) it follows that (5.31) is
bounded from above by Cδ/(λR
2), where
Cδ := 48
∞ˆ
0
dx f˜(x).
This integral is finite due to the exponential decay of the Bessel function K0 for x → ∞.
Combining this result with (5.28), (5.29) and (5.30), we obtain
S(λ) ≥ 1
2pi
 
Bn
dy (K0(
√−eB|y|)−K0(
√
λ|y|))− Cδ
λR2
− 2
3pi
+ o(n−1) (n→∞). (5.32)
Since K0(x) = − log(x) + β + o(x) with a constant β as x→ 0,
 
Bn
dy (K0(
√−eB|y|)−K0(
√
λ|y|)) ≥ 1
2
log
(
λ
−eB
)
+ o
(
(
√
λ+ 1)/n
)
((
√
λ+ 1)/n→ 0).
(5.33)
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Fix ε > 0. With (5.32) and (5.33) we can conclude that there is a ε˜ > 0 such that
0 = log
(
λ
−eB
)
− 4piCδ
λR2
− 8
3
− ε (5.34)
implies S(λ) ≥ 0 provided that (√λ + 1)/n < ε˜. It can be read off from (5.34) that for every
R > 0 this equation admits a unique solution λ(R) > −eB and R 7→ λ(R) is a monotonically
decreasing function. It remains to verify that for n large and fixed the condition (
√
λ+1)/n < ε˜
is satisfied for all R > (δ − 1)/n in order to conclude H(1)n ≥ −λ(mini 6=j |xi − xj |) for n large.
Since λ(R) < λ((δ − 1)/n) for R > (δ − 1)/n we consider (5.34) for R = (δ − 1)/n setting
α := λ((δ − 1)/n)/n2. It reads
0 = log
(
αn2
−eB
)
− 4piCδ
α(δ − 1)2 −
8
3
− ε
This equation implies that α → 0 as n → ∞. Thus, (√λ + 1)/n < ε˜ for R > (δ − 1)/n if n is
large enough, and therefore H
(1)
n ≥ −λ(mini 6=j |xi − xj |) for n large enough.
To complete the proof, we investigate the solution λ(R) of (5.34) in the limit R → 0. We
set λ˜ := λ(R) ·R2 · log(R−1) in (5.34), and we find that it is equivalent to
λ˜ = 4piCδ
(
2 +
log(λ˜/− eB)
log(R−1)
− log(log(R
−1))
log(R−1)
−
8
3 + ε
log(R−1)
)−1
.
From this equation, it is easy to see that λ˜ → 2piCδ as R → 0, which proves (5.22) with
V (R) := λ(R).
5.3.3 Fermi gas with singular nearest neighbour potential
In this subsection, the proof of Theorem 5.11 is given. Throughout this subsection, it is assumed
that V is a monotonically decreasing function on (0,∞).
Choose a fermionic N -particle wave function ψ ∈ H1(R2N ) and consider
〈ψ, Tψ〉
=
ˆ
dx
(
N∑
k=1
|∇xkψ(x)|2 − V (min
i 6=j
|xi − xj |)|ψ(x)|2
)
=
∑
i 6=j
ˆ
dx
(
N∑
k=1
|∇xkψ(x)|2 − V (|xi − xj |)|ψ(x)|2
)
χ(|xi − xj | = min
l 6=m
|xl − xm|)
≥
∑
i 6=j
ˆ
dx
(|∇xiψ(x)|2 + |∇xjψ(x)|2 − V (|xi−xj |)|ψ(x)|2)χ(|xi−xj | = min
l 6=m
|xl−xm|).
(5.35)
We write x := (x1, ..., xN ) with xi ∈ R2 and χ for the characteristic function. Due to the anti-
symmetry of the wave function ψ, all summands in (5.35) give the same contribution. Therefore,
it suffices to consider the case i = 1 and j = 2. We fix x3, ..., xN ∈ R2 arbitrarily and considerˆ
D1,2
dx1 dx2
(|∇x1ψ(x)|2 + |∇x2ψ(x)|2 − V (|x1 − x2|)|ψ(x)|2) , (5.36)
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where
D1,2 := {(x1, x2) ∈ R2 × R2 : |x1 − x2| = min
l 6=m
|xl − xm|}.
The diffeomorphism J : R2×R2 → R2×R2 defined by J(x1, x2) = (R, r) := (12(x1 +x2), x1−x2)
transforms into centre-of-mass and relative coordinates. It holds ∇x1 = 12∇R +∇r, and ∇x2 =
1
2∇R −∇r, as well as J−1(R, r) = (R+ r2 , R− r2). Moreover,
DJ−1(R, r) =
(
1 12
1 −12
)
, |DJ−1(R, r)| = 1.
Thus, with ψ˜(R, r) := ψ(R+ r2 , R− r2 , x3, ..., xN ) expression (5.36) is equal to
ˆ
J(D1,2)
dR dr
(
1
2 |∇Rψ˜(R, r)|2 + 2|∇rψ˜(R, r)|2 − V (|r|)|ψ˜(R, r)|2
)
≥
ˆ
J(D1,2)
dR dr
(
2|∇rψ˜(R, r)|2 − V (|r|)|ψ˜(R, r)|2
)
=
ˆ
R2
dR
ˆ
J(D1,2)|R
dr
(
2|∇rψ˜(R, r)|2 − V (|r|)|ψ˜(R, r)|2
)
. (5.37)
The set J(D1,2)|R is given by
J(D1,2)|R : = {r ∈ R2 : (R, r) ∈ J(D1,2)}
= {r ∈ R2 : |r| ≤ min{|R± r2 − x3|, ..., |R± r2 − xN |, a}},
where a := min(k,l)⊂{3,...,N} |xk − xl|. The following lemma summarizes some properties of this
set.
Lemma 5.12. The set J(D1,2)|R has the following properties.
(a) J(D1,2)|R is a convex subset of R2.
(b) r ∈ J(D1,2)|R ⇒ −r ∈ J(D1,2)|R.
(c) The radius of the incircle of J(D1,2)|R given by εin(J(D1,2)|R) := sup{ε ≥ 0 : Bε(0) ⊂
J(D1,2)|R} and the diameter of J(D1,2)|R satisfy the inequality
diam(J(D1,2)|R) ≤ 2
√
3 · εin(J(D1,2)|R).
Proof. It holds
J(D1,2)|R = Ba(0) ∩
N⋂
l=3
C lR, (5.38)
where
C lR := {r ∈ R2 : |r| ≤ |R± r2 − xl|}
= B 4
3
|R−xl|(
2
3(R− xl)) ∩B 43 |R−xl|(−
2
3(R− xl)).
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The sets C lR and Ba(0) are convex and so is J(D1,2)|R. The validity of (b) is obvious. For the
proof of (c) note that (5.38) implies
εin(J(D1,2)|R) = min{εin(Ba(0)), εin(C3R), ..., εin(CNR )},
diam(J(D1,2)|R) ≤ min{diam(Ba(0)), diam(C3R), ...,diam(CNR )}.
One can easily verify that εin(C
l
R) =
2
3 |R − xl| and diam(C lR) = 4√3 |R − xl| = 2
√
3 · εin(C lR).
Clearly, εin(Ba(0)) = a and diam(Ba(0)) = 2a = 2 · εin(Ba(0)). Thus,
diam(J(D1,2)|R) ≤ min{diam(Ba(0)), diam(C3R), ...,diam(CNR )}
= min{2 · εin(Ba(0)), 2
√
3 · εin(C3R), ..., 2
√
3 · εin(CNR )}
≤ 2
√
3 ·min{εin(Ba(0)), εin(C3R), ..., εin(CNR )}
= 2
√
3 · εin(J(D1,2)|R).
Now, we estimate the potential V on subsets Ω ⊆ R2 which have the properties described
by Lemma 5.12. Observe that due to the antisymmetry of the fermionic wave function it holds
ψ˜(R,−r) = ψ(R− r2 , R+ r2 , x3, ..., xN ) = −ψ(R+ r2 , R− r2 , x3, ..., xN )
= −ψ˜(R, r).
Proposition 5.13. Let Ω ⊂ R2 be a convex set satisfying x ∈ Ω ⇒ −x ∈ Ω and diam(Ω) ≤
2
√
3 · εin(Ω). Then,
ˆ
Ω
dx V (|x|)|f(x)|2 ≤ (1 + 12pi−2) ·
(
sup
r<εin(Ω)
r2V (r)
)
·
ˆ
Ω
dx |∇xf(x)|2 (5.39)
for all f ∈ H1(Ω) satisfying f(x) = −f(−x) for all x ∈ Ω.
Proof. We decompose
ˆ
Ω
dx V (|x|)|f(x)|2 =
ˆ
Bεin(Ω)(0)
dx V (|x|)|f(x)|2 +
ˆ
Ω\Bεin(Ω)(0)
dx V (|x|)|f(x)|2
≤
ˆ
Bεin(Ω)(0)
dx V (|x|)|f(x)|2 + V (εin(Ω)) ·
ˆ
Ω
dx |f(x)|2. (5.40)
Writing f in polar coordinates r and ϕ,
ˆ
Bεin(Ω)(0)
dx |∇xf(x)|2 ≥
εin(Ω)ˆ
0
dr r−1
2piˆ
0
dϕ
∣∣∣∣∂f∂ϕ(r, ϕ)
∣∣∣∣2 .
For every 0 < r < εin(Ω), the function f(r, ϕ) is 2pi-periodic. Moreover, due to the antisymmetry
f(x) = −f(−x) it is orthogonal to the constant function, i.e. ´ 2pi0 dϕ f(r, ϕ) = 0. Thus,
2piˆ
0
dϕ
∣∣∣∣∂f∂ϕ(r, ϕ)
∣∣∣∣2 ≥
2piˆ
0
dϕ |f(r, ϕ)|2 ,
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since the second lowest eigenvalue of the Laplace-Beltrami operator on S1 is equal to one. Hence,
ˆ
Bεin(Ω)(0)
dx |∇xf(x)|2 ≥
εin(Ω)ˆ
0
dr
2piˆ
0
dϕ r−1 |f(r, ϕ)|2 ≥
(
sup
r<εin(Ω)
r2V (r)
)−1 εin(Ω)ˆ
0
dr
2piˆ
0
dϕ rV (r) |f(r, ϕ)|2
=
(
sup
r<εin(Ω)
r2V (r)
)−1 ˆ
Bεin(Ω)(0)
dx V (x)|f(x)|2,
which implies
ˆ
Bεin(Ω)(0)
dx V (|x|)|f(x)|2 ≤
(
sup
r<εin(Ω)
r2V (r)
)ˆ
Ω
dx |∇xf(x)|2 . (5.41)
Due the symmetry of the domain Ω and the antisymmetry of the function f , it holds
ˆ
Ω
dx f(x) = 0.
Thus, the Poincare´ inequality for convex sets [32] admits the estimate
ˆ
Ω
dx |f(x)|2 ≤ diam(Ω)
2
pi2
ˆ
Ω
dx |∇xf(x)|2. (5.42)
We combine estimates (5.40), (5.41) and (5.42) with the assumption diam(Ω) ≤ 2√3 · εin(Ω) to
obtain
ˆ
Ω
dx V (|x|)|f(x)|2 ≤
(
sup
r<εin(Ω)
r2V (r) + V (εin(Ω)) · diam(Ω)
2
pi2
)
·
ˆ
Ω
dx |∇xf(x)|2
≤
(
sup
r<εin(Ω)
r2V (r) +
12
pi2
· V (εin(Ω)) · εin(Ω)2
)
·
ˆ
Ω
dx |∇xf(x)|2
≤ (1 + 12pi−2) ·
(
sup
r<εin(Ω)
r2V (r)
)
·
ˆ
Ω
dx |∇xf(x)|2.
Corollary 5.14. Let Ω ⊂ R2 be a convex set satisfying x ∈ Ω ⇒ −x ∈ Ω and diam(Ω) ≤
2
√
3 · εin(Ω). Furthermore, choose dV > 0 such that
sup
0<r≤dV
r2V (r) ≤ 2
1 + 12pi−2
.
Then, ˆ
Ω
dx V (|x|)|f(x)|2 ≤ 2
ˆ
Ω
dx |∇xf(x)|2 + V (dV )
ˆ
Ω
dx |f(x)|2
for all f ∈ H1(Ω), which satisfy f(x) = −f(−x) for all x ∈ Ω.
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Proof. It holds
ˆ
Ω
dx V (|x|)|f(x)|2 ≤
ˆ
Ω∩BdV (0)
dx V (|x|)|f(x)|2 + V (dV ) ·
ˆ
Ω
dx |f(x)|2.
The set Ω ∩ BdV(0) satisfies the conditions of Proposition 5.13. Hence,
ˆ
Ω∩BdV (0)
dx V (|x|)|f(x)|2 ≤ (1 + 12pi−2) ·
(
sup
r≤dV
r2V (r)
)
·
ˆ
Ω∩BdV (0)
dx |∇xf(x)|2
≤ 2
ˆ
Ω
dx |∇xf(x)|2,
and the proof of Corollary 5.14 is complete.
In the situation of Theorem 5.11, we can apply Lemma 5.12 and Corollary 5.14 to (5.37)
and obtain ˆ
D1,2
dx1 dx2
(|∇x1ψ(x)|2 + |∇x2ψ(x)|2 − V (|x1 − x2|)|ψ(x)|2)
≥
ˆ
R2
dR
ˆ
J(D1,2)|R
dr
(
2|∇rψ˜(R, r)|2 − V (|r|)|ψ˜(R, r)|2
)
≥ −V (dV ) ·
ˆ
R2
dR
ˆ
J(D1,2)|R
dr |ψ˜(R, r)|2 = −V (dV ) ·
ˆ
D1,2
dx1 dx2 |ψ(x)|2
= −V (dV ) ·
ˆ
dx1 dx2 |ψ(x)|2 χ(|x1 − x2| = min
l 6=m
|xl − xm|).
The same estimate can be done for all summands in (5.35), and we obtain
〈ψ, Tψ〉 ≥ −V (dV ) · ‖ψ‖2 ,
which proves Theorem 5.11 (ii), since the fermionic N -particle wave function ψ ∈ H1(R2N ) was
arbitrary.
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