Recent work referred to two approaches for doing a Bayesian analysis for simple linear calibration and pointed out that there could be a difference between the results of applying the procedure of GUM Supplement 1 and one of those approaches. It will be shown that the difference between the two Bayesian approaches reflects the use of two different priors. It will be shown that the results obtained by GUM Supplement 1 are those of a Bayesian analysis with commonly used priors and a measurement equation that satisfies the principles of the Guide to the Expression of Uncertainty in Measurement (GUM).
GUM Supplement 1 published recently [1] extends the range of applicability of GUM [2] by treating the numerical evaluation of measurement uncertainty with a Monte Carlo method as an implementation of the propagation of distributions.
Suppose the object of measurement is to infer, on the basis of the n indications x 1 , . . . , x n (where n 4), the value of the measurand Y . Suppose the indications are regarded as drawn independently from a normal distribution with unknown expectation (the value of X) and unknown variance σ 2 . This corresponds to Type A evaluation of uncertainty. Suppose as in [3] that the measurement equation is
where B 0 and B 1 are unknown parameters whose information is encoded by given probability density functions (PDFs), corresponding to Type B evaluation of uncertainty. It is assumed that the prior distributions for the quantities X, B 0 and B 1 are mutually independent. The rationale presented in [4] is followed closely here. The Bayesian analysis starts with a prior PDF g Z (ξ, η) expressing the knowledge about Z without reference to the data x 1 , . . . , x n . Application of Bayes' theorem,
then yields a posterior PDF for Z after taking into account the data. In the above expression the likelihood is
For the prior distribution, T are considered that satisfy equation (1) . The likelihood (3) and the prior (4) determine the posterior PDF for Z in expression (2) . The posterior PDF for Y is then obtained by marginalization:
By carrying out the integration in expression (5) with respect to the nuisance parameter σ 2 , the posterior PDF for Y reduces to the formula [6] 
where h X (ξ 1 ) is a scaled and shifted t-distribution with argument ξ 1 assigned to X [7] . (That is, (ξ 1 − x 0 )/(s 0 /n 1/2 ) follows a t-distribution with mean x 0 , scale parameter s 2 0 /n and n − 1 degrees of freedom, where x 0 and s 0 /n 1/2 denote, respectively, the average and the standard deviation of the data.) Since formula (6) is the starting point of the Monte Carlo procedure in GUM Supplement 1 [1] , and since the joint PDF
is in accordance with the treatment of Supplement 1, the results obtained by Supplement 1 are those of a Bayesian analysis with commonly used priors. This has already been advanced in [4] .
Recent work [3] refers to two approaches for doing Bayesian analysis for simple linear calibration. The above analysis seems to correspond to what is therein called 'Bayesian analysis applied to Type A input quantities only'. The work correctly states that the results of such analysis are identical to those obtained by GUM Supplement 1. However, the work also refers to another approach, namely, 'Bayesian analysis treating all unknown quantities as statistical parameters' and reports a difference between the results of such an approach and those obtained by GUM Supplement 1, in contrast to the above conclusion. According to this approach, the posterior PDF for Y is (compare with equation (13) 
with l(ξ 2 , ξ 3 , ξ 4 , η; data) 4 , and the given priors for B 0 and B 1 , respectively g B 0 (ξ 2 ) and g B 1 (ξ 3 ). It will be shown in the sequel that the difference between equation (7) and formula (6) reflects the use of two different priors. From equation (1), X and Y are related by the following simple equation:
where it is now assumed that the prior distributions for the quantities Y , B 0 and B 1 are mutually independent.
Equations (2) and (3) remain valid. But the prior is now written as T are considered that satisfy equation (9). The likelihood (3) and the prior (10) determine the posterior PDF for Z in expression (2) . The posterior PDF for Y is then obtained using equation (5), that is
with the likelihood l(ξ, η; data) given by equation (3). By carrying out the integration in expression (11) with respect to X, the posterior PDF for Y then reduces to equation (7) . Therefore, the two Bayesian approaches referred to in [3] are related to the use of two different priors. In one approach, the priors for the quantities X, B 0 and B 1 are assumed to be mutually independent, and the measurand Y is determined from equation (1) . In the other approach, the prior for the measurand Y and the priors for the quantities B 0 and B 1 are assumed to be mutually independent, and the quantity X is related to the other quantities through equation (9).
According to GUM [2, clause 4.1.1], in most cases a measurand Y is not measured directly, but is determined from N other quantities X 1 , . . . , X N through a functional relationship Y = f (X 1 , . . . , X N ) such as that in equation (1) .
In conclusion, the results obtained by GUM Supplement 1 are those of a Bayesian analysis with commonly used priors and a measurement equation that satisfies the principles of the GUM.
Only independently distributed input quantities were considered in this paper. This reflects the common knowledge prior to obtaining the data in a linear calibration. However, it is straightforward to show that the above conclusion remains valid when prior information is available that some input quantities are not independently distributed. The information about those quantities is then encoded by an appropriate joint PDF. GUM Supplement 1 provides some guidance on how to proceed in such cases (see [6] for further information).
