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Abstract
We give explicit examples of invariant rings that are not Cohen–Macaulay for all classical groups
SLn(K), GLn(K), Sp2n(K), SOn(K) and On(K), where K is an algebraically closed field of positive
characteristic. We prove that every non-trivial unipotent group over K has representations such that the
invariant ring is not Cohen–Macaulay.
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0. Introduction
One of the main topics in invariant theory is the study of structural properties of invariant
rings. In particular, it is a much studied question whether for a linear algebraic group G over
a field K and a G-module V (i.e., a finite-dimensional vector space over K with a morphism
G → GL(V ) of algebraic groups) the invariant ring K[V ]G is Cohen–Macaulay or not. Any ac-
count of the research done so far on this question should start with the theorem of Hochster and
Roberts [6], which says that if G is linearly reductive, then K[V ]G is always Cohen–Macaulay.
Much later, Kemper [9] obtained some sort of a converse, which states that for every group G
which is reductive but not linearly reductive, there exists a G-module V such that K[V ]G is not
Cohen–Macaulay. Notice that (at least an important step in) the proof of [9] is non-constructive.
Apart from this, a fair amount of research about the Cohen–Macaulay property of K[V ]G for
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592 M. Kohls / Journal of Algebra 306 (2006) 591–609finite groups G has been done, see [3–5,7,9–11,13,16]. These papers contain many explicit ex-
amples of non-Cohen–Macaulay invariant rings of finite groups. However, to date no explicit
example is known of an infinite algebraic group G and a faithful G-module V such that K[V ]G
is not Cohen–Macaulay. The aim of this paper is to fill this gap.
Specifically, for every reductive algebraic group G with SLn(K) ⊆ G ⊆ GLn(K), n 2, we
construct a G-module V such that K[V ]G is not Cohen–Macaulay (see Theorem 9). For n 3,
one can even replace SLn(K) by SOn(K) here. For even n, we also construct such modules for
the group Spn(K). The construction method essentially consists of making all the steps in the
proof of [9] constructive. In an important step, we make use of a result that is hidden in the proof
of a theorem of Nagata [14], and we also refine this result. The dimension of V depends on n
and on the characteristic p of K . For example, for n = p = 2 we have dim(V ) = 11. By refin-
ing our methods (and moving away from the methods of [9]), we obtain “smaller” G-modules
with non-Cohen–Macaulay invariant rings for SL2(K) with char(K) = 2 and char(K) = 3 (see
Theorems 12, 15). These modules are of dimensions 10 and 13, respectively. They are self-
dual and semisimple. Finally, we use Roberts’ isomorphism (see [15]) for constructing examples
of invariant rings of the additive group Ga which are not Cohen–Macaulay. This leads to the
result that for every non-trivial unipotent group G over a field of positive characteristic there
exists a G-module V such that K[V ]G is not Cohen–Macaulay (see Theorem 18). Note that
non-trivial unipotent groups are not reductive, so this result is outside the realm of Kemper’s
theorem [9].
The paper is organised as follows. In the first section we recall the method used in the paper [9]
for the convenience of the reader, omitting proofs. In Section 2 we consider the classical groups,
in particular SLn(K) and GLn(K) with char(K) > 0 and make these methods explicit for those
groups. This leads to examples for non-Cohen–Macaulay invariant rings of all classical groups
and some further groups. In Section 3 a closer look is taken at G = SL2(K) for char(K) = 2
or 3. Finally we use Roberts’ isomorphism to turn our examples for SL2(K) into examples for
the additive group Ga . As an easy consequence we obtain that every non-trivial unipotent group
in positive characteristic has invariant rings that are not Cohen–Macaulay.
Throughout the paper, K is an algebraically closed field of characteristic p and G is a linear
algebraic group over K . By a G-module we mean a finite-dimensional vector space V over K
together with a morphism G → GL(V ) of algebraic groups. If G is a closed subgroup of GL(V )
with the inclusion G ↪→ GL(V ) as a morphism, then we say that V is the natural representation
of G.
If V is a finite-dimensional vector space over K , we write K[V ] = S(V ∗) for the symmetric
algebra of the dual space of V . If {x1, . . . , xn} is a basis of the dual space V ∗, then K[V ] =
K[x1, . . . , xn] is a polynomial ring with the xi as indeterminates. We have the grading S(V ∗) =⊕∞
k=0 Sk(V ∗) =
⊕∞
k=0 K[x1, . . . , xn]k , where Sk(V ∗) is the kth symmetric power of V ∗, the
space of homogeneous polynomials of degree k in the xi and the zero polynomial.
If V is a G-module, then G acts on K[V ], and we write
K[V ]G = {f ∈ K[V ] | f ◦ σ = f for all σ ∈ G}
for the invariant ring. Recall that a sequence f1, . . . , fk of homogeneous elements in a finitely
generated graded K-algebra R is called a partial homogeneous system of parameters (phsop) if
f1, . . . , fk generate an ideal of height k in R. If R is Cohen–Macaulay, then every phsop is a
regular sequence (see [1] or [11, Lemma 1.5(c)]).
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This section is a summary of the paper [9], and all omitted proofs can be found there. Let
V be a G-module. A cocycle is a morphism g :G → V such that gστ = σ(gτ ) + gσ for all
σ, τ ∈ G. The additive group of all cocycles is written as Z1(G,V ). We call a cocycle trivial
or a coboundary if there exists a v ∈ V such that gσ = (σ − 1)(v) for all σ ∈ G. The subgroup
of all coboundaries is written as B1(G,V ), and the corresponding factor group as H 1(G,V ) :=
Z1(G,V )/B1(G,V ). By [9, Proposition 1], G is linearly reductive if and only if H 1(G,V ) = 0
for every G-module V . (In fact, the proof of the existence of a module with non-trivial cocycle
for a non-linearly reductive group contains the only non-constructive step in [9]). If g is a cocycle
in V , one can define the extended module V˜ := V ⊕ K with the G-action given by σ(v,λ) :=
(σv + λgσ ,λ), and it is easy to see that V˜ depends (up to isomorphism) only on the coset of g in
H 1(G,V ).
Proposition 1. Let V be a G-module with basis {v1, . . . , vn}, and let V˜ be the extended G-module
corresponding to a cocycle g ∈ Z1(G,V ), with basis {v1, . . . , vn, vn+1} such that σvn+1 = gσ +
vn+1 for all σ ∈ G. If {v∗1 , . . . , v∗n, v∗n+1} is the corresponding dual basis of V˜ ∗ (i.e., v∗i (vj ) = δij ,
the Kronecker-delta), then π := v∗n+1 is invariant under G, and the morphism π ⊗ g :G →
V˜ ∗ ⊗ V given by
π ⊗ g :σ 
→ π ⊗ gσ
defines a cocycle that is trivial in Z1(G, V˜ ∗ ⊗ V ). (See [9, Proposition 2].)
With the help of the following lemma, it is easy to construct phsops in an invariant ring if the
group is reductive.
Lemma 2. Let G be a reductive group and V be a G-module. If a1, . . . , ak ∈ K[V ]G form a
phsop in K[V ], then also in K[V ]G. (See [9, Lemma 4].)
Now we can state the theorem which is crucial for the rest of the paper.
Theorem 3. Let G be a reductive group and V a G-module such that there exists a non-zero
g ∈ H 1(G,K[V ]). Assume the existence of elements a1, a2, a3 ∈ K[V ]G that form a phsop
in K[V ] annihilating g, i.e., aig = 0 ∈ H 1(G,K[V ]) for i = 1,2,3. Then a1, a2, a3 is a phsop
in K[V ]G, but not a regular sequence in K[V ]G. In particular, K[V ]G is not Cohen–Macaulay.
(See [9, Proposition 6 and its proof ].)
The easiest way to construct a non-Cohen–Macaulay invariant ring is given by the following
corollary. Unfortunately, it leads to a quite large dimension of the underlying module.
Corollary 4. Let U be a G-module, g ∈ Z1(G,U) a non-trivial cocycle and U˜ the corresponding
extended module. Then with
V ∗ := U ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗,
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V := U∗ ⊕ U˜ ⊕ U˜ ⊕ U˜
the invariant ring K[V ]G is not Cohen–Macaulay.
This follows easily from the previous theorem, because
K[V ] = S(V ∗) = S(U ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗),
and so we have a non-trivial cocycle in U ⊆ K[V ] which is annihilated by the three copies of the
invariants π in U˜∗ (see Proposition 1), and they form a phsop in the polynomial ring K[V ].
2. Examples for SLn(K), SOn(K), Sp2n(K), On(K), and GLn(K)
Now we come to the main results of this paper, the construction of explicit examples, in par-
ticular for the connected (and reductive) groups SLn(K) and GLn(K). Because of the previous
corollary, it is enough to find modules with a non-trivial cocycle, and this is what the next lemma
is about. We will make use of the following construction:
Remark 5. Let W,V be G-modules with W ⊆ V . Then
HomK(V,W)0 :=
{
f ∈ HomK(V,W): f |W = 0
}
is a submodule of HomK(V,W), and we have
HomK(V,W)0 ∼= W ⊗ (V/W)∗.
Proposition 6. Let W be a submodule of a G-module V and ι ∈ HomK(V,W) with ι|W = idW .
Then σ 
→ gσ := (σ − 1)ι is a cocycle in Z1(G,HomK(V,W)0), which is a coboundary if and
only if there exists a G-invariant complement for W .
Proof. At first, we check that g is well defined. For σ ∈ G and w ∈ W , we have
gσ (w) =
(
(σ − 1)ι)(w) = σ (ι(σ−1(w)))− w = σ (σ−1(w))− w = w − w = 0, (1)
hence gσ ∈ HomK(V,W)0 for all σ ∈ G. The cocycle property gστ = σgτ + gσ for σ, τ ∈ G
follows immediately from the definition of g, so we really have g ∈ Z1(G,HomK(V,W)0).
Assume that g is a coboundary, i.e., there exists a f ∈ HomK(V,W)0 with gσ = (σ − 1)ι =
(σ −1)f . Then for h := ι−f we have σ ·h = h, i.e., h ∈ HomG(V,W), and kerh is a submodule
of V . For w ∈ W we have h(w) = ι(w) − f (w) = w − 0 = w, hence h|W = idW . This yields
h(V ) = W and h(h(v)) = h(v) for all v ∈ V . In other words, h is a projection onto W , so we
have V = W ⊕ ker(h).
Conversely, assume that V = W ⊕U with a submodule U . Choose a f ∈ HomK(V,W)0 with
f |U = ι|U . We show that gσ = (σ − 1)f for all σ ∈ G: For w ∈ W,u ∈ U we have
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(
(σ − 1)ι)(u) = σ (ι(σ−1u))− ι(u)
f |U=ι|U= σ (f (σ−1u))− f (u) = ((σ − 1)f )(u) f |W=0= ((σ − 1)f )(w + u),
hence equality on V = W ⊕ U . Therefore, g is a coboundary. 
The contents of the following lemma has a considerable overlap with a result of Nagata [14].
See Theorem 8 for details.
Lemma 7. Let K be an algebraically closed field with charK = p > 0, n  2, and let G be a
closed subgroup of GLn(K) with
(a) if p = 2:
( 1 a
0 1
In−2
)
∈ G for at least three different values of a ∈ K (a = 0 always qualifies),
(b) if p  3:
( 1 1
0 1
In−2
)
∈ G
(where Ik is the k × k identity matrix). Furthermore, let V be the pth symmetric power of the
natural representation of G. In other words,
V := K[X1, . . . ,Xn]p,
and for (aij ) ∈ G, f ∈ V the action of G on V is given by
(
(aij ) · f
)
(X1, . . . ,Xn) := f
(
n∑
i=1
ai1Xi, . . . ,
n∑
i=1
ainXi
)
.
Let
W := 〈Xp1 , . . . ,Xpn 〉⊆ V
be the subspace spanned by the monomials of the form Xpi (which is a G-submodule because of
the Frobenius homomorphism), and
U := HomK(V,W)0 =
{
f ∈ HomK(V,W): f |W = 0
}
.
Let furthermore ι ∈ HomK(V,W) be given by
ι|W = idW
and
ι(t) = 0 for all monomials t not lying in W.
Then
g :G → U, σ 
→ gσ := (σ − 1)ι
is a non-trivial cocycle in Z1(G,U). (Because of Proposition 6, this is equivalent to the statement
that W has no complement in V .)
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normal form are called transvections. We see that A ∈ Kn×n is a transvection if and only if
rank(A − In) = 1 and (A − In)2 = 0. This shows that A is a transvection if and only if it can be
written as A = In + uvT , where u,v ∈ Kn are non-zero column-vectors with vT u = 0.
In particular, the matrices of case (a) are also transvections in case a = 0. Both conditions
on G are of course only relevant up to conjugation in GLn(K). Therefore, condition (b) can be
restated as “G contains a transvection.” A similar remark applies to condition (a).
Proof of Lemma 7. Proposition 6 shows that g ∈ Z1(G,U). We have to show that g is not in
B1(G,U), that means there exists no u ∈ U with gσ = (σ − 1)u for all σ ∈ G (note that ι is not
in U ). To do this, we introduce an ordered basis B for V consisting of monomials, but the order
is only interesting for the first n + 1 and n + 2 monomials in the cases (a) and (b), respectively:
Case (a):
B = {X21, . . . ,X2n,X1X2, . . .}.
Case (b):
B = {Xp1 , . . . ,Xpn ,Xp−11 X2,Xp−21 X22, . . .}.
As a basis C for W we take the first n elements of B. Let N := |B| = (n+p−1
p
)
. We will use
the following notation: For A ∈ Kn×N we write AC,B for that element of HomK(V,W) which
has A as representation matrix with respect to the bases B of V and C of W . In the same way,
for x ∈ KN we write xB for that element of V that has x as coordinate vector with respect to the
basis B of V .
Let fp : GLn(K) → GLn(K) be the coefficient-wise Frobenius homomorphism, i.e.,
fp((aij )) = (apij ). If Aσ ∈ KN×N is the representation matrix with respect to the basis B of
the action of σ ∈ G on V , then it has the form
Aσ =
(
fp(σ ) ∗
0(N−n)×n ∗
)
∈ GLN(K),
where we write 0k×l for 0 ∈ Kk×l (and later also 0k for 0 ∈ Kk). The stars ∗ denote entries that
are not specified further and fill the rest of the matrix.
Furthermore, with the introduced notation we have
U = {(0n×n B)C,B: B ∈ Kn×(N−n)},
and for a f = (0n×n B)C,B ∈ U , the G-action is given by
σ · f = σ ◦ f ◦ σ−1 = (fp(σ ) · (0n×n B) · Aσ−1)C,B.
The representation matrix of ι with respect to C,B is given by
J := (In 0n×(N−n)) ∈ Kn×N, so ι = JC,B.
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u = ZC,B ∈ U with Z = (0n×n Zˆ) ∈ Kn×N, Zˆ = (zij ) ∈ Kn×(N−n)
with gσ = (σ − 1)ι = (σ − 1)u for all σ ∈ G, in other words
fp(σ )JAσ−1 − J = fp(σ )ZAσ−1 − Z for all σ ∈ G. (2)
We will show that this last equation leads to a contradiction in both cases.
(a) With
σ :=
⎛
⎝1 a0 1
In−2
⎞
⎠= σ−1, a ∈ K such that σ ∈ G,
we compute the (n + 1)th column of Aσ−1 :
σ−1 · X1X2 = X1(aX1 + X2)
= aX21 + X1X2
= (a,0n−1,1,0N−n−1)TB.
Now in both sides of (2) we compare the entry in the first row and the (n + 1)th column:
Left-hand side:
(
1, a2,0n−2
)
( In 0n×(N−n) )
⎛
⎜⎜⎝
a
0n−1
1
0N−n−1
⎞
⎟⎟⎠= a.
Right-hand side:
(
1, a2,0n−2
)
(0n×n Zˆ )
⎛
⎜⎜⎝
a
0n−1
1
0N−n−1
⎞
⎟⎟⎠− z11 = z11 + a2z21 − z11 = a2z21.
Setting c := z21 and comparing both sides, we see that
ca2 + a = 0
has to be satisfied for at least three values of a ∈ K . This is impossible.
(b) We consider
σ =
⎛
⎝1 10 1
In−2
⎞
⎠ , σ−1 =
⎛
⎝1 −10 1
In−2
⎞
⎠ ∈ G
and compute the (n + 1)th and (n + 2)th column of Aσ−1 :
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σ−1 · Xp−11 X2 = Xp−11 (−X1 + X2)
= −Xp1 + Xp−11 X2
= (−1,0n−1,1,0N−n−1)TB;
(n + 2)th column:
σ−1 · Xp−21 X22 = Xp−21
(
X21 − 2X1X2 + X22
)
= Xp1 − 2Xp−11 X2 + Xp−21 X22
= (1,0n−1,−2,1,0N−n−2)TB.
Again, we compare both sides of (2):
(i) First line, (n + 1)th column:
Left-hand side:
(1 1 0n−2 ) ( In 0n×(N−n) )
⎛
⎜⎜⎝
−1
0n−1
1
0N−n−1
⎞
⎟⎟⎠= −1.
Right-hand side:
(1 1 0n−2 ) (0n×n Zˆ )
⎛
⎜⎜⎝
−1
0n−1
1
0N−n−1
⎞
⎟⎟⎠− z11 = z11 + z21 − z11 = z21.
As both sides should be equal, we have
z21 = −1. (3)
(ii) Second line, (n + 2)th column:
Left-hand side:
(0 1 0n−2 ) ( In 0n×(N−n) )
⎛
⎜⎜⎜⎜⎝
1
0n−1
−2
1
⎞
⎟⎟⎟⎟⎠= 0.0N−n−2
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(0 1 0n−2 ) (0n×n Zˆ )
⎛
⎜⎜⎜⎜⎝
1
0n−1
−2
1
0N−n−2
⎞
⎟⎟⎟⎟⎠− z22 = −2z21 + z22 − z22 = −2z21.
Since p  3, we have 2 = 0, and comparing both sides shows
z21 = 0,
contradicting (3). 
Remark. The condition of (b) is not enough in case n = p = 2. The proof of (a) can be gener-
alised to the case p > 2, but then one has to assume that G contains p + 1 different elements
of the given form. Condition (b) only implies the existence of p different elements in G and is
therefore weaker. In particular, condition (b) can be satisfied by subgroups G of GLn(K) that are
isomorphic to (Fp,+) for p > 2.
Theorem 8. Let p := char(K) > 0 and G be a connected and closed subgroup of GLn(K). Then
the following are equivalent:
(a) G is linearly reductive.
(b) The submodule W := 〈Xp1 , . . . ,Xpn 〉 has a G-invariant complement in V := K[X1, . . . ,Xn]p .
(c) The cocycle defined in Lemma 7 is trivial.
Proof. The equivalence of (b) and (c) follows from Proposition 6. The implication “(a) ⇒
(b)” is obvious, and the implication “(b) ⇒ (a)” follows from the proof of Theorem 1 in Na-
gata [14]. 
Nagata’s proof leads the assumption of (b) and the existence of a non-trivial unipotent sub-
group in case G was connected but not linearly reductive to a contradiction. Thus, there are cases
where Lemma 7 applies, but Nagata’s result does not.
Now we can state the first result:
Theorem 9. Let K be an algebraically closed field of positive characteristic and G be a reductive
subgroup of GLn(K) that satisfies (at least) one of the following three conditions:
(a) in case char(K) = 2: G is conjugated to a subgroup of GLn(K) that contains at least two
elements of the following form: The left upper 2 × 2 submatrix is ( 1 ai0 1 ) (with a1, a2 two
different elements of K∗), the remaining n − 2 diagonal entries are equal 1 and all other
entries of the matrix are equal 0;
(b) in case char(K) 3: G contains a transvection;
(c) G contains SOn(K) as a subgroup and additionally we have n 3.
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p
)−n)+3 (as K-vector space) such that
the invariant ring K[M]G is not Cohen–Macaulay. (Such an M is given explicitly in the proof.)
In particular for n = 2, the dimension of M is given by 8p − 5, so the dimension is 11 for
p = 2 and 19 for p = 3.
Proof. The conditions (a) and (b) on the group G are up to conjugation in GLn(K) the same as in
Lemma 7, and so this lemma provides us a G-module U with a non-trivial cocycle in these cases.
In case n 3, the connected component H of SOn(K) is not a torus, hence not linearly reductive.
Therefore the module W in Theorem 8 has no H -invariant complement. But if SOn(K) ⊆ G, it
also has no G-invariant complement, and so the cocycle defined in Lemma 7 with values in U is
again not trivial.
Then by Corollary 4, with
M := U∗ ⊕ U˜ ⊕ U˜ ⊕ U˜ or
M∗ := U ⊕ U˜∗ ⊕ U˜∗ ⊕ U˜∗ (4)
the invariant ring K[M]G is not Cohen–Macaulay. The dimension formula follows from
dim M = 4 ·dim U +3 and dim U = n(N −n) with N as in the proof of the previous lemma. 
Recall that Sp2n(K) denotes the symplectic group, that is the set of all A ∈ GL2n(K) satisfying
AT
(
0 J
−J 0
)
A =
(
0 J
−J 0
)
, where J =
⎛
⎝ 1...
1
⎞
⎠ ∈ Kn×n.
It is easily verified that Sp2(K) = SL2(K), and that for m < n, Sp2m(K) can be embedded into
Sp2n(K) as the set of block-diagonal matrices consisting of three blocks of length n − m,2m
and n − m, where the first and last block are identity matrices and the middle block consists of
elements from Sp2m(K). In particular, we always have SL2(K) ⊆ Sp2n(K) with this embedding.
Corollary 10. The statement of the theorem is in particular true for the (reductive) groups
SLn(K), GLn(K) and ( for even n) Spn(K), but also for all reductive groups between SLn(K)
(or Spn(K)) and GLn(K). In case n 3, it is also true for the groups SOn(K) and On(K) (and
all reductive groups between).
Another example for the application of the theorem is the direct product SLk(K)×SLn−k(K)
(n > 2), realised as the set of block-diagonal matrices of GLn(K) with two blocks of length k
and n − k, consisting of elements from SLk(K) and SLn−k(K), respectively.
As every finite group is reductive, the theorem also applies to all finite groups that satisfy
(a) or (b), respectively. Among these are groups isomorphic to (Fq,+),SLn(Fq),GLn(Fq) and
(for even n) Spn(Fq), where in each case q  3 is a power of the characteristic p, and many
other.
Proof. We only have to check that all mentioned groups satisfy the conditions of the theo-
rem. This is clear for the orthogonal groups. The finite groups are realised as closed subgroups
of SLn(K) or GLn(K), respectively. For example, SLn(Fq) is isomorphic to the set of all
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1, . . . , n. The group (Fq,+) is realised as the closed subset G := {
( 1 a
0 1
)
: aq − a = 0, a ∈ K}
of SL2(K). We see that G satisfies the conditions of the theorem in case q  3 is a power of the
characteristic p (for example, q = 4 in case p = 2). To finish the proof, it is enough to check
that all other groups considered in the corollary contain a subgroup of block-diagonal matrices
where one block consists of the elements of G, and the other blocks are identity matrices. For
the symplectic group, this follows from the embedding SL2(K) ↪→ Spn(K) we have mentioned
above, and it should be obvious for the other groups. 
With this corollary, all classical groups are covered. Note that the group SO2(K) is linearly
reductive in odd characteristic. In characteristic 2, it is the semidirect product of a torus and the
group Z2, and it is not difficult to find a non-trivial cocycle here. Also recall that the orthogonal
groups of even characteristic are defined differently from the ones of odd characteristic.
Another approach to receive examples for the orthogonal groups is the following: One can
show that the defining forms of degree 2 for the orthogonal groups have no complement in the
forms of degree 2, if (p  3 and p | n) or (p = 2 and 4 | n), which leads to new examples for the
orthogonal groups in these cases.
We needed Nagata’s result (the equivalence of (a) and (b) in Theorem 8) only for the orthog-
onal groups; for all other groups, Lemma 7 was enough. Since one can show that orthogonal
groups in odd characteristic do not contain transvections at all, and orthogonal groups in even
characteristic do not contain two transvections that fix the same subspace, Lemma 7 does not
apply to these groups.
3. Examples for SL2(K) in characteristic p = 2 and p = 3
The modules M of the previous theorem have quite large dimensions, and are not necessarily
“nice.” In this section we will give examples with lower dimensions by leaving the straightfor-
ward application of Theorem 3 given by Corollary 4. First of all, for the summand U with the
non-trivial cocycle in the definition of M∗ in (4), we have by Lemma 7 and Remark 5, that
U = HomK(V,W)0 ∼= W ⊗ (V/W)∗.
(V and W are defined in Lemma 7.) But a tensor-product of two modules is (up to isomorphism)
a direct summand of the second symmetric power of the direct sum of the two modules—in fact
we have
W ⊗ (V/W)∗ ⊆ S2(W ⊕ (V/W)∗)∼= S2(W) ⊕ (W ⊗ (V/W)∗)⊕ S2((V/W)∗).
Thus, if we replace U ∼= W ⊗ (V/W)∗ in the definition of M∗ in (4) by W ⊕ (V/W)∗, then we
still have a non-trivial cocycle (but this time it takes values in the second symmetric power) that
is annihilated by a phsop of invariants, and hence the invariant ring is again not Cohen–Macaulay
by Theorem 3. This replacement leads to a simpler structure of M , and apart from some special
cases also to a reduction of the dimension. The dimension is reduced by dimW · dim(V/W) −
dimW − dim(V/W), which is p − 3 for n = 2, so the new module M has dimension
8p − 5 − (p − 3) = 7p − 2
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the dimension is to bring the set of annihilating invariants into a higher power, too. This is done
by finding (small) modules that contain several copies of the module U˜∗ with the annihilating
invariant as submodules of their symmetric powers. We will perform this in the next subsections
for the cases of characteristic p = 2 and p = 3.
Notation. From now on, the action of a σ = ( a b
c d
) ∈ GL2(K), on variables X,Y will always be
given by
σ · X = aX + cY, σ · Y = bX + dY,
distributively extended to polynomials in X,Y .
When we write V = 〈v1, v2, . . . , vn〉, we mean that the elements in the brackets form a vector
space basis of the module V , and a representation of the module is computed with respect to this
basis.
Some calculus. Let U = 〈u1, u2, . . . , um〉 and V = 〈v1, v2, . . . , vn〉 be G-modules with repre-
sentations σ 
→ Aσ = (aσij )i,j=1,...,m and σ 
→ Bσ . Then the dual U∗ = 〈u∗1, u∗2, . . . , u∗m〉 (with
corresponding dual basis, i.e., u∗i (uj ) = δij ) has the representation σ 
→ A−Tσ = ATσ−1 .
The representation of the tensor-product U ⊗V = 〈u1 ⊗v1, . . . , u1 ⊗vn,u2 ⊗v1, . . . , um⊗vn〉
can be computed with the Kronecker product, σ 
→ Aσ ⊗Bσ := (aσijBσ )i,j=1,...,m (block matrix).
If X = (xij ) is the coordinate matrix of an element t =∑i,j xij vi ⊗ wj , then σ · t has the
coordinate matrix AσXBTσ .
3.1. Characteristic 2
At first, we take a closer look at the example provided by Theorem 9 in the case n = p = 2.
Setting X := X1, Y := X2, then with the notation of Lemma 7 we have
V = 〈X2, Y 2,XY 〉,
W = 〈X2, Y 2〉.
Again we write B and C for the indicated bases of V and W , respectively, and we use the notation
introduced in the proof of Lemma 7. Let σ = ( a b
c d
) ∈ SL2(K).
The representations of V and W are given by
σ 
→
⎛
⎝a
2 b2 ab
c2 d2 cd
0 0 1
⎞
⎠ and σ 
→ (a2 b2
c2 d2
)
.
A short calculation yields that a representation of the module U = HomK(V,W)0, which can
be described by 2 × 3 matrices with entries only in the last column, is given by σ 
→ ( a2 b2
c2 d2
)
.
Therefore we have U ∼= 〈X2, Y 2〉, and we will identify 〈X2, Y 2〉 with U . To get the representation
of U˜ , we have to compute the G-action on ι = ( 1 0 00 1 0 )C,B , and with the above identification we
get σ ι = abX2 + cdY 2 + ι. This shows that the representation of U˜ is given by σ 
→
(
a2 b2 ab
c2 d2 cd
)
,0 0 1
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by gσ = (σ − 1)XY . We introduce a special notation for the dual basis of the basis of U˜ , namely
μ := (X2)∗, ν := (Y 2)∗, π := (XY)∗, so U˜∗ = 〈μ,ν,π〉,
where π is the annihilating invariant by Proposition 1. The representation of U˜∗ with respect to
this basis is given by
σ 
→
⎛
⎝a
2 b2 ab
c2 d2 cd
0 0 1
⎞
⎠
−T
=
⎛
⎝ d
2 c2 0
b2 a2 0
bd ac 1
⎞
⎠ . (5)
Summarised, the example given by Theorem 9 in case n = p = 2 can be stated more explicit as
Example 11. With K algebraically closed of characteristic 2 and
V ∗ = 〈X2, Y 2〉⊕ 3⊕
i=1
〈μ,ν,π〉
or equivalently
V = 〈X2, Y 2〉⊕ 3⊕
i=1
〈
X2, Y 2,XY
〉
the invariant ring K[V ]SL2(K) is not Cohen–Macaulay. We have dimV = 11.
Our next step in order to reduce the dimension of V is to find a (smaller) module that contains
three copies of 〈μ,ν,π〉 as a submodule of its second symmetric power in such a way that the
three corresponding copies of π still form a phsop in the polynomial ring. For that, we consider
the tensor-product 〈X,Y 〉 ⊗ 〈X,Y 〉 of the natural representation with itself. Now we compute
this representation with respect to the basis {Y ⊗ Y,X ⊗ X,X ⊗ Y − Y ⊗ X,Y ⊗ X} as
σ 
→
⎛
⎜⎜⎝
d2 c2 0 cd
b2 a2 0 ab
bd ac 1 bc
0 0 0 1
⎞
⎟⎟⎠ .
But the left upper 3 × 3 block matrix is precisely the representation of 〈μ,ν,π〉, see (5), and so
we have (up to isomorphism)
〈μ,ν,π〉 ⊆ 〈X,Y 〉 ⊗ 〈X,Y 〉 ⊆ S2(〈X1, Y1〉 ⊕ 〈X2, Y2〉)
with π corresponding to X1Y2 −X2Y1. Though three summands of 〈X,Y 〉 would already contain
three copies of π in its second symmetric power, they do not form a phsop in the polynomial
ring. But if we take four summands, then they do (if chosen right), and this leads to the following
result. (Note that one can easily verify if a set forms a phsop in a polynomial ring, because here
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of Gröbner bases).
Theorem 12. Let K be an algebraically closed field of characteristic 2. Let 〈Xi,Yi〉 denote mod-
ules with the natural representation of SL2(K), and let 〈X2, Y 2〉 be the submodule of the second
symmetric power of the natural representation that is indicated by the choice of the variables.
Then with
V ∗ = 〈X2, Y 2〉⊕ 4⊕
i=1
〈Xi,Yi〉 (∼= V )
the invariant ring K[V ]SL2(K) is not Cohen–Macaulay. V is self-dual (because every sum-
mand is), and completely reducible as a direct sum of irreducible modules. We have dimV = 10.
A phsop of annihilating invariants in degree 2, that forms a non-regular sequence by Theorem 3,
is given by f12, f23, f34 with fij = XiYj +XjYi . These invariants annihilate a non-trivial cocy-
cle that takes values in 〈X2, Y 2〉.
We briefly indicate how this result can be generalised to the group GL2(K) by “tensoring with
the inverse of the determinant”: If 〈E〉 is the representation of GL2(K) given by multiplying with
the inverse of the determinant, i.e., σ · E := (detσ)−1E, then with V ∗ := (〈X2, Y 2〉 ⊗ 〈E〉) ⊕⊕2
i=1(〈Xi,Yi〉 ⊕ (〈Xi,Yi〉 ⊗ 〈E〉)), K[V ]GL2(K) is not Cohen–Macaulay.
3.2. Characteristic 3
Again we start by computing the module with non-trivial cocycle given by Lemma 7 explic-
itly in case n = 2,p = 3. We use the same notation as there, additionally setting X := X1 and
Y := X2. Then we have
V := S3(〈X,Y 〉)= 〈X3, Y 3,X2Y,XY 2〉 with basis B
and
W := 〈X3, Y 3〉 with basis C.
With σ = ( a b
c d
) ∈ SL2(K), the representation of V with respect to the basis B is given by
σ 
→ Aσ =
⎛
⎜⎜⎝
a3 b3 a2b ab2
c3 d3 c2d cd2
0 0 a −b
0 0 −c d
⎞
⎟⎟⎠ .
The left upper block matrix gives the representation of W and the right lower block gives the
one of V/W . After transposing and evaluating at σ−1, we receive the representation of (V/W)∗
as σ 
→ ( d c
b a
)
, which is precisely the representation of 〈Y,X〉. Thus we have (V/W)∗ ∼= 〈X,Y 〉,
and for the module U from Lemma 7 with non-trivial cocycle, we have
U := HomK(V,W)0 ∼= W ⊗ (V/W)∗ =
〈
X3, Y 3
〉⊗ 〈X,Y 〉.
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later replace U by 〈X3, Y 3〉 ⊕ 〈X,Y 〉, and thus our non-trivial cocycle lies in degree 2. Now we
compute the representations of U and U˜ . The elements of U = {f ∈ HomK(V,W): f |W = 0}
can be described by their representation matrices with respect to the bases B and C of the form( 0 0 x1 x2
0 0 x3 x4
)
. The corresponding G-action on them is then given by
σ ·
(
0 0 x1 x2
0 0 x3 x4
)
=
(
a3 b3
c3 d3
)(
0 0 x1 x2
0 0 x3 x4
)
Aσ−1 .
Here, only the right lower block of Aσ−1 is interesting, so in fact the G-action can be described
by
σ ·
(
x1 x2
x3 x4
)
=
(
a3 b3
c3 d3
)(
x1 x2
x3 x4
)(
d c
b a
)T
.
But this corresponds to a representation of 〈X3, Y 3〉 ⊗ 〈Y,X〉, where the coordinates (x1, x2,
x3, x4)T belong to x1X3 ⊗ Y + x2X3 ⊗X + x3Y 3 ⊗ Y + x4Y 3 ⊗X. With respect to this coordi-
nates, the representation of U is given by
σ 
→
(
a3 b3
c3 d3
)
⊗
(
d c
b a
)
=
⎛
⎜⎜⎝
a3d a3c b3d b3c
a3b a4 b4 ab3
c3d c4 d4 cd3
bc3 ac3 bd3 ad3
⎞
⎟⎟⎠ . (6)
This is also the representation of the submodule 〈X3Y,X4, Y 4,XY 3〉 of S4(〈X,Y 〉), as one can
see from the isomorphism given by X3 ⊗ Y 
→ X3Y , X3 ⊗X 
→ X4, Y 3 ⊗ Y 
→ Y 4, Y 3 ⊗X 
→
XY 3. Now we need the representation of the cocycle, which we get by Lemma 7 from
σ ·
(
1 0 0 0
0 1 0 0
)
=
(
1 0 −ab(ad + bc) a2b2
0 1 c2d2 −cd(ad + bc)
)
.
The right 2 × 2 block contains the coordinates of gσ , so
gσ =
(−ab(ad + bc), a2b2, c2d2,−cd(ad + bc))T .
Together with the representation (6) of U , we get for the representation of U˜ :
σ 
→
⎛
⎜⎜⎜⎜⎝
a3d a3c b3d b3c −ab(ad + bc)
a3b a4 b4 ab3 a2b2
c3d c4 d4 cd3 c2d2
bc3 ac3 bd3 ad3 −cd(ad + bc)
0 0 0 0 1
⎞
⎟⎟⎟⎟⎠ . (7)
For an interpretation of this cocycle in 〈X3Y,X4, Y 4,XY 3〉, we compute in S4(〈X,Y 〉)
σ · X2Y 2 = −ab(ad + bc)X3Y + a2b2X4 + c2d2Y 4 − cd(ad + bc)XY 3 + X2Y 2,
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→ (σ − 1)X2Y 2.
As a summary, we can state
Lemma 13. The submodule U := 〈X4,X3Y,XY 3, Y 4〉 of U˜ = 〈X4,X3Y,X2Y 2,XY 3, Y 4〉 =
S4(〈X,Y 〉) has a non-trivial cocycle, given by gσ := (σ − 1)X2Y 2. We have
U ∼= 〈X3, Y 3〉⊗ 〈X,Y 〉 ⊆ S2(〈X3, Y 3〉⊕ 〈X,Y 〉).
U is self-dual, as this is true for its factors 〈X3, Y 3〉 and 〈X,Y 〉. A representation of U˜ is given
by (7).
Now Corollary 4 yields
Corollary 14. If K is algebraically closed of characteristic 3, then with
V ∗ := 〈X4,X3Y,XY 3, Y 4〉⊕ 3⊕
i=1
U˜∗ (cocycle in degree 1),
i.e., V := 〈X4,X3Y,XY 3, Y 4〉⊕ 3⊕
i=1
S4
(〈X,Y 〉)
or
V ∗ := 〈X3, Y 3〉⊕ 〈X,Y 〉 ⊕ 3⊕
i=1
U˜∗ (cocycle in degree 2),
i.e., V := 〈X3, Y 3〉⊕ 〈X,Y 〉 ⊕ 3⊕
i=1
S4
(〈X,Y 〉),
K[V ]SL2(K) is not Cohen–Macaulay. The dimension of V is 19 in both cases.
We want to reduce this dimension by identifying U˜∗ as a submodule in a second symmetric
power. First we compute the representation of U˜∗ by inverting (i.e., evaluating at σ−1) and
transposing (7), and find
σ 
→
⎛
⎜⎜⎜⎜⎝
ad3 −bd3 −ac3 bc3 0
−cd3 d4 c4 −c3d 0
−ab3 b4 a4 −a3b 0
b3c −b3d −a3c a3d 0
bd(ad + bc) b2d2 a2c2 ac(ad + bc) 1
⎞
⎟⎟⎟⎟⎠ . (8)
This representation is given with respect to a basis which has as last element the annihilating
invariant π of Proposition 1.
Now we consider the module M := 〈X2, Y 2,XY 〉, which is self-dual. Since it has no one-
dimensional submodule, it is also irreducible. Now we compute the representation of
S2(M) = 〈(XY)Y 2,−(Y 2)2,−(X2)2, (XY)X2,X2Y 2 − (XY)2, (XY)2〉
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X2Y 2!). A somewhat long, but simple calculation yields that the representation of S2(M) is
given by
σ 
→
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ad3 −bd3 −ac3 bc3 0 −cd(ad + bc)
−cd3 d4 c4 −c3d 0 −c2d2
−ab3 b4 a4 −a3b 0 −a2b2
b3c −b3d −a3c a3d 0 −ab(ad + bc)
bd(ad + bc) b2d2 a2c2 ac(ad + bc) 1 −abcd
0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (9)
Comparing with (8), we identify U˜∗ as a submodule of S2(〈X2, Y 2,XY 〉), where the annihilating
invariant π corresponds to X2Y 2 − (XY)2 . So with Theorem 3 we obtain
Theorem 15. Let K be an algebraically closed field of characteristic 3. Let 〈X,Y 〉 denote the
module with the natural representation of SL2(K), 〈X2, Y 2,XY 〉 be its second symmetric power,
and 〈X3, Y 3〉 the submodule of the third symmetric power of the natural representation that is
indicated by the choice of the variables.
Then with
V ∗ := 〈X,Y 〉 ⊕ 〈X3, Y 3〉⊕ 3⊕
i=1
〈
X2, Y 2,XY
〉
(∼= V )
the invariant ring K[V ]SL2(K) is not Cohen–Macaulay. We have dimV = 13. As all summands
are self-dual, V is, too. As a direct sum of irreducible modules, V is completely reducible. A ph-
sop that forms a non-regular sequence is given by the three copies of X2Y 2 − (XY)2. These
invariants annihilate a non-trivial cocycle that takes values in the second symmetric power
of 〈X,Y 〉 ⊕ 〈X3, Y 3〉.
Again, this example can be generalised to the group GL2(K) by tensoring with the inverse of
the determinant: If 〈E〉 is the representation of GL2(K) given by σ ·E := (detσ)−1E, then with
V ∗ := (〈X,Y 〉⊗ 〈E2〉)⊕〈X3, Y 3〉⊕⊕3i=1(〈X2, Y 2,XY 〉⊗ 〈E〉) the invariant ring K[V ]GL2(K)
is not Cohen–Macaulay.
4. Examples for additive and unipotent groups
With the help of Roberts’ isomorphism [15], the examples of non-Cohen–Macaulay invariant
rings for SL2(K) can be turned to examples for the additive groups Ga = (K,+). In fact, if V is
a SL2(K)-module, then it is also a Ga-module by the action
t · v :=
(
1 t
0 1
)
· v for all t ∈Ga.
Now Roberts’ isomorphism says that for any SL2(K)-module U ,
K
[〈X,Y 〉 ⊕ U]SL2(K) ∼= K[U ]Ga ,
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Ga from the examples of the groups SL2(K).
In characteristics 2 and 3, we only have to omit one summand 〈X,Y 〉 in the definition of V in
Theorems 12 and 15, respectively. So we have
Theorem 16. If K is algebraically closed of characteristic p = 2 or p = 3, then with
V ∗ := 〈X2, Y 2〉⊕ 3⊕
i=1
〈Xi,Yi〉 (∼= V )
or
V ∗ := 〈X3, Y 3〉⊕ 3⊕
i=1
〈
X2, Y 2,XY
〉
(∼= V ),
respectively, the invariant ring K[V ]Ga is not Cohen–Macaulay. The dimension of V is 8 for
p = 2 and 11 for p = 3.
In arbitrary characteristic, the module M of Theorem 9 with K[M]SL2(K) not Cohen–
Macaulay does not necessarily contain 〈X,Y 〉 as a direct summand. But as a phsop in a polyno-
mial ring stays one after being embedded in a bigger polynomial ring, we only have to add 〈X,Y 〉
as a direct summand to M—then the invariant ring K[〈X,Y 〉 ⊕ M]SL2(K) is still not Cohen–
Macaulay and Roberts isomorphism tells us that this invariant ring is isomorphic to K[M]Ga . So
we obtain
Theorem 17. If V is a SL2(K)-module provided by Theorem 9 such that the invariant ring
K[V ]SL2(K) is not Cohen–Macaulay, then the invariants of the additive group K[V ]Ga are also
not Cohen–Macaulay. In other words, for every additive group of an algebraically closed field
of positive characteristic p, there exists a Ga-module of dimension 7p − 2 with non-Cohen–
Macaulay invariant ring. (Such modules were given explicitly in the proof of Theorem 9.)
For the dimension formula, see the discussion at the beginning of Section 3.
4.1. Unipotent groups
If G is a non-trivial unipotent group, then G contains a closed normal subgroup N such that
the factor group G/N is isomorphic to the additive group Ga (see [2, the last paragraph before
Section 3] for a proof—only some well-known results that can be found in [8] are needed). Now
via the canonical homomorphism G → G/N , every Ga-module is also a G-module with the
same invariant ring, and because of the previous theorem, we can choose the module so that the
invariant ring is not Cohen–Macaulay. This leads to
Theorem 18. For every non-trivial unipotent group G over an algebraically closed field of posi-
tive characteristic p, there exists a G-module V of dimension 7p− 2 such that the invariant ring
K[V ]G is not Cohen–Macaulay.
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