We consider an infinite server resequencing queue, where arrivals are generated by jumps of a semi-Markov process and service times depend on the jumps of this process. The stationary distribution of the sojourn time, conditioned on the state of the semi-Markov process, is obtained both for the case of hyperexponential service times and for the case of a Markovian arrival process. For the general model, an accurate approximation is derived based on a discretisation of interarrival and service times.
Introduction
Simultaneous processing of units that have to leave the system in the order of arrival is a feature of various systems with practical relevance. In communication networks (such as the Internet) messages are transferred as independent packets that must be received in the order of transmission, and in single lane traffic systems (such as single lane highways and unidirectional railway tracks), where overtaking is not possible, vehicles move simultaneously and at different speeds, but have to maintain the order of arrival; the constraint of order preservation also naturally arises in a parallel programming environment.
Under the assumption that the number of units that can be processed simultaneously is unlimited, such a system can be modeled as an infinite server resequencing queue, i.e. an infinite server queue where a customer can leave the system only if all earlier customers have left the system. Assuming independent and identically distributed (i.i.d.) interarrival and service times, the infinite server resequencing queue has been extensively studied; see [7] for the M/M/∞ resequencing queue, [4] , [6] , [8] for the M/G/∞ queue, and [2] for the G/M/∞ resequencing queue.
In modern applications, however, the assumption of independent interarrival and service times is not justified. In communication networks, dependence between consecutive interarrival times arises due to bursty arrivals, and dependence between consecutive service times occurs when the network is heavily used by other sources. In a traffic jam, vehicles pile up causing dependence between speeds of consecutive vehicles, which may be further increased by weather
The sojourn time distribution in an infinite server resequencing queue 591 conditions. Moreover, traffic lights before a stretch of road may lead to bursty arrivals. On railway sections, scheduling of train movements leads to dependence between interarrival times, and interarrival and service times.
This last consideration motivated the study [5] of the sojourn time in an infinite server resequencing queue with dependence between interarrival times and service times. This dependence is modeled by a special case of a Markovian arrival process (MAP), with service times dependent on the state of the MAP. The present note generalises this model to arrivals generated by jumps of a semi-Markov process, and service times dependent on the jumps of this process. Section 2 presents this model and preliminary results on the stationary distribution of the sojourn time, conditioned on the state of the arrival process. The sojourn time distribution is obtained explicitly for the case of hyperexponentially distributed service times in Section 3, and for the case of arrivals generated by an ordinary MAP in Section 4. Section 5 presents an approximation for the sojourn time distribution in models with general interarrival and service times by a discretisation of time.
The model and preliminary results
Consider a service facility with an infinite number of servers. Customers arriving at this facility are labeled 1, 2, . . . in order of their arrival. Let A n denote the interarrival time between customer n and customer n + 1, and let B n denote the service time of customer n.
Assume that the arrival of customer n is generated by the nth jump of a semi-Markov process (X(τ ), τ > 0) with finite state space S X = {1, 2, . . . , J }, transition probabilities p ij from state i ∈ S X to state j ∈ S X , and sojourn time distribution A i (t) in state i ∈ S X . Let (X n , n = 1, 2, . . . ) be the embedded Markov chain immediately after jump epochs, i.e. X n is the state of (X(τ ), τ > 0) immediately after the nth jump. Then we have
A jump from state i to state j generates a customer with service time distribution B ij (t), drawn independent of A i (t). The nth customer is generated by the jump of (X(τ ), τ > 0) from state X n−1 to X n , so that
Note that the interarrival time A n between customers n and n + 1 depends on the state X n after the nth jump, whereas the service time B n of customer n depends on the states X n−1 and X n . As a consequence, the service time B n of customer n and the interarrival time A n to the next customer n + 1 are dependent only through the state of (X(τ ), τ > 0). This dependence is natural in railroad systems for example, where the departure time of the next train will depend on the speed of the train that has just departed, see [5] .
Upon the arrival of a customer, its service is started immediately, since the number of servers is unlimited. After completion of its service, however, customer n has to wait until customer n − 1 has left the system. Thus, the time that customer n leaves the system is the later of the time that his service is completed and the time that customer n − 1 leaves the system. The sojourn time S n of customer n can thus be expressed recursively as
This recursion was obtained in [1] , where it is also shown that S n converges in distribution to a proper random variable when n tends to infinity if the sequences A n and B n are stationary and E(A n ) > 0. In our model, however, we see from (2.1) and (2.2) that the sequences A n and B n are generally not stationary: A n and B n depend on X n , and thus A n and B n are stationary sequences if and only if (X(τ ), τ > 0) is stationary.
In the next lemma, we show that, independent of the convergence of the sequence S n , the subsequences S n 1 (j ) , S n 2 (j ) , . . . consisting of all S n with X n = j converge for all j ∈ S X to a proper random variable if there is at least one state i ∈ S X for which the interarrival time is not always zero. 
Proof. We will first show that the subsequences can be expressed in a form similar to (2.3), with stationary interarrival and service times. Defining S 0 = 0, A 0 = 0, and n 0 (j ) = 0, we have, by repeated use of the recursion (2.3),
Under the assumption that (X n , n = 1, 2, . . . ) is irreducible, the recurrence time of state j is almost surely finite. Hence,B n k (j ) is the maximum of an almost surely finite number of random variables, which implies thatB n k (j ) itself is a proper random variable. Moreover, by the semi-Markov property of X(τ ), the sequenceB n 1 (j ) ,B n 2 (j ) , . . . is a stationary sequence. Similarly,Ã n k (j ) is a proper random variable, since it is the sum of an almost surely finite number of random variables, and the sequenceÃ n 1 (j ) ,Ã n 2 (j ) , . . . is a stationary sequence.
Moreover, E(A n k (j ) ) > 0, since by the irreducibility of (X n , n = 1, 2, . . . ) the state i is an element of the sequence n k−1 (j ), n k−1 (j ) + 1, . . . , n k (j ) − 1 with positive probability. Thus, S n k (j ) can be expressed as the sojourn time in an infinite server resequencing queue with stationary service times and stationary interarrival times with positive expectation. By Lemma 3 of [1] , S n k (j ) converges in distribution to a proper random variable as k → ∞.
Remark 2.1. Note that Lemma 2.1 allows the sequence (A n , B n ) to be periodic, which prohibits a direct use of the results of [1] via, for example, coupling. The main part of the proof above is a construction of a sequence of random variables that satisfies the assumptions of [1] .
In the sequel, assume that the conditions of Lemma 2.1 are satisfied. Then
, is well defined. The following lemma shows that these distributions can be obtained by solving a system of integral equations. The formulation of this lemma uses the time-reversed transition probability from state j ∈ S X to state i ∈ S X of the Markov chain (X n , n = 1, 2, . . . ) given bỹ
with π j the unique solution (up to normalisation) of
The limiting distributions S j (t), j ∈ S X , are the unique solution of the following system of integral equations:
Proof. By the recursion (2.3), we have
Conditioning on all states X n k (j )−1 from which a jump to j is possible gives
is the probability that state j is preceded by state i, i.e. the time-reversed transition probability from state j to state i of the Markov chain (X n , n = 1, 2, . . . ). Thus,
, independent of the other random variables. Similarly, according to (2.1), the distribution of
, also independent of the other random variables. Hence, conditioning on
Taking the limit for k → ∞, noting that interchanging the limit and the sum or the integral is allowed by Lebesgue's dominated convergence theorem, and observing that
we get
The boundary condition is an immediate consequence of the fact that S j (t) is a probability distribution. It remains to prove the uniqueness of the solution. Let S j (t) and S j (t) be solutions of the system (2.4) and (2.5), and let D j (t) = S j (t) − S j (t). Then D j (t) solves (2.4), and lim t→∞ D j (t) = 0. Suppose that max j ∈S X |D j (t )| = ε > 0 for some t > 0. Since lim t→∞ D j (t) = 0 for all j ∈ S X , there is an M > 0 such that max j ∈S X |D j (t)| < ε for t > M . Let M be the minimal M for which this holds, i.e. max j ∈S X |D j (M)| ≥ ε and max j ∈S X |D j (t)| < ε for all t > M. As D j (t) solves (2.4), we have, for all j ∈ S X ,
(2.6)
Combining this observation with the assumptions of Lemma 2.1, we conclude that there is an ∈ arg max j ∈S X |D j (M)|, such that there is an i ∈ S X for which A i (0) < 1 and p i > 0. For this we have, using (2.6) and the definition of M,
This contradicts the assumption that max j ∈S X |D j (t )| > 0. Hence, D j (t) = 0 for all j ∈ S X and all t, and the solution of the system (2.4) and (2.5) is unique.
The integral equation (2.4) can be written as
and thus is of Volterra type (with the special property that the fixed integration bound is infinite).
Various results and methods for solving this type of integral equation are known (cf. [9] ), but generally require finite integration bounds or additional assumptions on the form of the kernel that are not satisfied in our case. In applied probability, a common method of solving integral equations is based on Laplace-Stieltjes transforms. For the case that J = 1, interarrival times are exponential, and service times are hyperexponential, this method was used in [1] to solve (2.4) for the Laplace-Stieltjes transform of the sojourn time.
In the remainder of the current paper, we will provide some alternative methods for solving the system (2.4) and (2.5). These methods yield direct expressions for the sojourn time distribution under various assumptions on the distributions A i (t) and B ij (t). Remark 2.2. An immediate generalisation of the model in this section is provided by assuming that not only the service time distributions, but also the interarrival time distributions, depend on the state of (X(τ ), τ > 0) before, as well as after the jump, i.e. A ij (t) := P(A n ≤ t | X n = i, X n+1 = j). With the exception of Section 4 below, the results in this paper are readily generalised to this more complicated form of dependence.
Service times with hyperexponential distribution
In this section, we consider the case that the service time distributions B ij (t) are hyperexponential, i.e. B ij (t) is a mixture of exponential distributions. This class of distributions is of interest for communication systems (see, for example, [2] for a study of the GI/M/∞ queue in an application to virtual circuits). For transportation systems, hyperexponential service times are generally unrealistic.
We assume that the intensities of the exponential distributions in the mixture are rational. Then time can be scaled such that B ij (t) can be written as
To obtain a solution of the system (2.4) and (2.5), observe that distributions of the form (3.1) have two interesting, and useful, properties. First, the distribution of the maximum of two independent random variables with such distributions, say
with b (k) = 0 and b (k) = 0 for k > K. Thus, the maximum is distributed similarly to (3.1), but with b ij (k) ∈ R. The same observation holds for subtracting a nonnegative random variable, say with distribution A(x), from a random variable with distribution (3.1): the resulting distribution is given by
with α(k) = ∞ x=0 e −kx dA(x), the Laplace-Stieltjes transform of A(x). As the recursive evaluation (2.3) of the sojourn time requires these two operations only, we may expect the sojourn time to have a distribution similar to (3.1). The following theorem shows that this intuition is correct. To state the theorem, we need some additional notation. Define the J × J matricesÃ(k) andB(k) as 
with e the J -dimensional row vector of 1s, and I the J × J identity matrix.
Theorem 3.1. Assume that the service time distributions B ij (t) are given by (3.1), and assume that
∞ t=0 t dA i (t) > 0 for all i = 1, .
. . , J . Then the series ∞ k=0 c(k) is absolutely convergent and the sojourn time distribution S(t) = (S 1 (t), . . . , S J (t)) is given by
Proof. Let · be the matrix norm induced by the l ∞ -norm on row vectors:
|a ij |. 
Then Ã (k)B(0) < 1, since the conditions on A i (t) imply that α i (k) <

c( )Ã( )B(k − ).
Since |b ij (k)| < 1 and J i=1p ji = 1, it follows that B (k) ≤ 1, and, hence, by the triangle inequality and the Schwartz inequality,
By the assumptions on A i (t), α i (s) is strictly decreasing in s for all
which implies that ∞ k=k c(k) is finite. We are now ready to prove that the proposed form for S j (t) satisfies the system (2.4) and (2.5). The boundary condition is almost immediate: as 
Substituting (3.1) and (3.3) into (2.4) yields
Using the absolute convergence and the definition of α i (s), and thus S(t) can be written in closed form as
When the state space of the arrival process consists of one state only, (3.5) gives the sojourn time distribution in the GI/M/∞ resequencing queue:
where S(t) = S 1 (t) and α(s) = α 1 (s).
Remark 3.1. In Section 4 of [2] , the sojourn time in the GI/M/∞ queue is obtained as
It can readily be shown that this expression is equivalent to (3.6). Theorem 3.1 thus generalises the results of [2] to hyperexponential service times and dependence between interarrival and service times modeled by a semi-Markov process.
The sojourn time in the M/M/∞ resequencing queue with arrival rate λ follows from (3.6) by substitution of
and hence
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This result can also be explained by probabilistic arguments. If interarrival and service times are i.i.d. sequences, and independent of each other, the service time is independent of the remaining sojourn time of the preceding customer. By (2.3), the sojourn time is then given by the product of the service time distribution 1 − e −t and the distribution of the remaining sojourn time R of the preceding customer. The remaining sojourn time R is equal to the maximum of the remaining service times of all customers that are still in service. By the memoryless property of the exponential distribution, these remaining service times are exponential with mean equal to 1. Observing that the distribution of the number K of customers that have not completed their service equals the distribution of the number of customers in an ordinary M/M/∞ queue, i.e. K is Poisson distributed with parameter λ, by conditioning on K, we get
Arrivals generated by an ordinary Markov process
We will now consider the case that A i (t) is an exponential distribution with mean 1/α i :
The process (X(τ ), τ > 0) is then a Markov process, and our model reduces to a MAP/G/∞ resequencing queue with service times dependent on the jumps of the MAP. To derive a solution of (2.4) and (2.5) for this model, we consider the distribution
the limiting distribution of the remaining service time immediately before a jump, conditioned on the event that the state of (X(τ ), τ > 0) is j . By (2.4), we then have
Combining (4.2) and (4.3) shows that the limiting distributions R j (t), j = 1, 2, . . . , J , of the remaining service time immediately before a jump, conditioned on the event that the state of (X(τ ), τ > 0) is j , is the solution of
Again, the boundary condition is a consequence of R j (t) being a distribution function.
The following theorem shows that the system (2.
4) of integral equations can be translated into a set of linear differential equations of the form (d/dt)Y (t) = −Y (t)Q(t), t ∈ (0, ∞).
The fundamental set of solutions of such a system is formally given by the columns of the matrix ∞ t e Q(u) du , called the product integral of Q(u) over [t, ∞). For a piecewise constant matrix Q(t) such that there exist t 0 , . . . , t n with 0 = t 0 < t 1 < · · · < t n < t n+1 = ∞ and matrices Q i such that Q(t) = Q i for t ∈ [t i , t i+1 ), i = 1, 2, . . . , n, say, the product integral is
Since the matrices Q j and Q j +1 generally do not commute, the order of the terms in the product (4.6) cannot be changed. For general Q(t), the product integral is defined by analogy with (4.6) as the limiting result for n → ∞ and t k − t k−1 → 0. For a more detailed treatment of product integration, the reader is referred to [3] . For the formulation of the theorem, we define the J × J matricesÃ andB(t) as
Theorem 4.1. Assume that A i (t) is given by (4.1). Then R(t) = (R 1 (t), . . . , R J (t)) is given by
R(t) = e ∞ t e (B(u)−I )Ã du , t >0,(4.
7) and the sojourn time distribution S(t) = (S 1 (t), . . . , S J (t)) is given by
S(t) = R(t)B(t), t > 0. (4.8)
Proof. Differentiation of (4.4) with respect to t yields
By partial integration,
Rewriting this system in matrix notation using the definitions ofÃ andB(t), we arrive at the following system:
Noting that (4.7) is the unique solution of this system with boundary condition lim t→∞ R(t) = e proves the first statement of the theorem. The equality (4.8) is an immediate consequence of (4.3).
Remark 4.1. Theorem 4.1 generalises the results of [5] to general Markovian arrival processes and to service times that may depend on the jumps of X(τ ).
For the computation of the product integral, several numerical methods are available. In some special cases, however, the product integral can be obtained explicitly.
If the state space of the arrival process consists of one state only, the matricesÃ and B(t) reduce to scalars, and the product integral R(t) is given explicitly by
where R(t) = R 1 (t) and B(t) = B 11 (t). By (4.8), we then have (1 − B(u) ) du, the mean of the service time, we get
Another case for which R(t) can be obtained explicitly is the case of discrete service time distributions. The matrixB(t) is then piecewise constant, since its coefficients depend on t through the service time distributions B ij (t) only. Denoting the intervals on whichB(t) is constant by [t k , t k+1 ), k = 1, 2, . . . , the product integral of (B(u) − I )Ã is then given in analogy with (4.6) by
Discretisation
Observing that the right-hand side of the integral equation (2.4) contains values S i (u) for u ≥ t only, we might expect that a discretisation of the distributions A i (t) allows a recursive computation of S j (t). To get a starting point for this recursion, observe that when all service times are bounded by some value T , the sojourn time will never exceed T . The following theorem makes these considerations precise. diag(a 1 (x) , . . . , a J (x)) andB(t) the J × J matrix with entriesp ji B ij (t).
Proof. First note that (5.1) is well defined: as a j (x) is a probability, a j (x) ≤ 1 for all j = 1, . . . , J . Furthermore, by the conditions of Lemma 2.1, there exists an i ∈ S X with a i (0) < 1. Therefore Ã (0)B(t) < 1, and I −Ã(0)B(t) is invertible.
We will now prove that (5.1) solves the system (2.4) and (2.5). Obviously, the boundary condition (2.5) of this system is satisfied. Under the assumption of discrete interarrival times, the integral equation 
S i (t + x)a i (x).
For t ≥ T , it is easily verified that S(t) = e solves this equation. Using S j (t) = 1 for t ≥ T , we get, for t < T , 
x=1 (S(t + x) − e)Ã(x) B (t).
As this equation coincides with (5.1), S j (t) solves the system (2.4) and (2.5), and application of Lemma 2.2 completes the proof.
Computing the inverse of I −Ã(0)B(t) will be the most time consuming in practical application of (5.1). Note, however, that computing this inverse is often not necessary: if customers do not arrive in batches, interarrival times are always greater than zero, implying thatÃ(0) = 0. The recursion (5.1) then reduces to S(t) = e + T −t−1
x=1 (S(t + x) − e)Ã(x) B (t). (5.2)
A further simplification is obtained if arrivals are generated by a discrete-time Markov process. Then a i (1) = 1 and a i (x) = 0 for x = 1, and (5.2) simply reads
S(t) = S(t + 1)B(t).
Consequently, the sojourn time distribution is given explicitly by
(T − u), 0 ≤ t < T.
