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\Abstract
The RF spectrum is a limited resource which cannot easily be globally monitored. RF 
emissions are regulated by diverse bodies in different regions of the world. 
Regulations are not globally homogeneous and in some cases not strictly observed.
Satellite operations using the crowded VHF and UHF bands at Surrey Space Centre 
have highlighted the usefulness of LEO RF signal analysis. SSC satellites have been 
used to make global measurements of RF signal levels in VHF uplink channels. This 
has provided information on specific occurrences of RFI and general channel usage 
statistics. This sort of information can be useful for regulation against and mitigation 
against sources of RFI. It can also be used by regulatory bodies when considering 
frequency allocations, both for spacecraft operations and other applications.
It would be desirable to have a payload in LEO capable of making similar 
measurements to those already taken but over a wide frequency range. A LEO system 
which can perform this task is not currently available in the civilian arena. This study 
proposes a novel system for RF monitoring which could be implemented as a payload 
on board a small LEO satellite.
For the purposes of this study we are interested in the VHF and UHF bands. Signals 
from ground based sources will only be detectable by a satellite in LEO for a few 
minutes per orbit. In addition, we are assuming that the majority of signals we are 
likely to detect will be either continuous or ‘bursty’ in nature. Therefore, we must be 
able to carry out spectral analysis over a wide frequency range in a few seconds to 
detect the majority of signals. This requirement is beyond the capability of 
conventional spectrum analysers.
This study proposes the use of a system based upon a type of spectrum analyser which 
can be called a chirp spectrum analyser. It can be thought of as enhancing a standard 
spectrum analyser by the addition of chirp filter processing. All analogue 
implementations are limited to detection of pulsed signals by available analogue chirp 
filters. An all digital implementation offers an alternative to the discrete Fourier 
transform but with little advantage over efficient implementations such as a fast 
Fourier transform. This study proposes a hybrid analogue/digital implementation 
which can be used as a more general purpose instrument than either an analogue or a 
digital system.
The implementation of chirp filter processing has also been investigated. It was found 
that an analogue chirp filter, often called a dispersive delay line, produces a different 
output to a chirp filter which is a matched filter to a chirp signal.
The novel achievements presented in this thesis can be summarised as:
• a proposal for a novel system to be used as a LEO payload for general 
purpose RF monitoring.
• the analysis and design of an efficient sweeping signal capture system. 
This includes a comparison with a more conventional channelised or 
stepped frequency system.
• the incorporation into the proposed system of chirp spectral analysis using 
an analogue sweeping section and digital chirp filter processing. This
technique can be applied to a general purpose instrument and is not limited 
to the application presented here.
the use of a software chirp filter implemented as an expression for a 
dispersive delay line.
retrieval of individual signals, for the purposes of further analysis, from 
data that relates to a continuous sweep across a frequency range.
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Chapter 1
1 Introduction
“In God we trust. All others we monitor. ”
Anon, various WWW sites.
This thesis details a study undertaken by the author into methods of radio frequency 
(RF) signal analysis which might be employed on board a small satellite in low Earth 
orbit (LEO). f
Since 1981, and the launch of UoSAT-1, Surrey Space Centre (SSC) at the university 
of Surrey has pioneered the development of small satellites for communication, 
remote sensing and space science applications. When adopting the ‘smaller, faster, 
cheaper’ ethos to small satellite manufacture, see section 3.2, the goal has always been 
to improve upon what can be achieved with the inherently limited facilities of small 
spacecraft.
The research detailed herein proposes a unique payload which could be implemented 
on a small satellite for analysis of the RF environment, and investigates the signal 
processing techniques it would employ.
1.1 Objectives
The broad objectives of this research where to:
1. Design a payload for general purpose RF monitoring. The system should be 
applicable to a low cost, small satellite mission.
2. Validate the system design by simulation. Demonstrate the processes of signal 
capture, spectral analysis and retrieval of individual signals for further analysis.
3. Verify system performance by processing of real signals. The performance of the 
spectral analysis process is of particular interest.
The system should be applicable to a small satellite payload. As such, limited 
resources had to be assumed. An all cognizant system which could detect every signal 
and perform multiple forms of analysis was not feasible. It was obvious that the 
system had to accept some compromise on capabilities and would probably take some 
hybrid form.
1.2 System
Various test equipment manufacturers market products for the RF monitoring and 
signal intelligence industries. Companies such as Rohde & Schwarz and Hewlett 
Packard produce spectrum analysers and RF receivers optimised for such applications. 
However, as stated above some hybrid form of instrument is required
Primarily, the system must capture the desired frequency range for the purposes of 
spectral analysis. However, having captured a short duration of every frequency the 
system should be able to extract an individual signal from the recorded data for further 
analysis.
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The proposed system captures a linear sweep across a frequency range and employs 
digital chirp filter processing to resolve spectral components.
The Second World War saw the development of radar as a useful tool for aeronautical 
and maritime defence. Since that time many further developments have increased its 
usefulness and its application in other areas. One such development was the use of 
chirp signals to enable high bandwidth signals to be transmitted without instantaneous 
power exceeding the capabilities of available transmitter components. Chirp or 
linearly frequency modulated (FM) signals spread the power of a transmitted pulse in 
time and frequency such that it can be combined at the receiver by pulse compression 
implemented by matched filtering.
Some of the earliest references which consolidate the theory behind chirp radar 
techniques were published by the US Bell Laboratories in the early1960s [l]. A by­
product of this theory was the chirp Fourier transform, see section 4.1.1.4. The chirp 
Fourier transform is a variation of the general Fourier transform which uses chirp 
filter processing to resolve signals in the frequency domain.
The most common exploitation of this theory has been the development of a type of 
analogue spectrum analyser called the compressive receiver. Compressive receivers 
employ analogue chirp filter processing to perform rapid spectral analysis for military 
applications. They cover fixed frequency ranges with 100% probability of intercept 
(POI) of pulsed signals.
About ten years after the chirp Fourier transform entered open literature an all digital 
formulation was developed [2], see section 4.1.1.5. This seems to have found few 
areas of application as an implementation of the Fourier transform, possibly being 
overshadowed by Cooley and Tukey’s FFT method published a few years earlier [3]. 
Rahman [4] investigated the phase indifferent digital chirp spectrum analyser which is 
equivalent to an all digital implementation of the compressive receiver.
For the purposes of this research 100% capture of the frequency range is not required. 
Instead a fast sweeping system is proposed. A system based on an analogue 
architecture like the compressive receiver is not feasible due to the limited 
characteristics of available analogue chirp filters. The proposed system uses a novel 
combination of analogue sweeping section to cover the fi*equency range and digital 
chirp filter processing to perform spectral analysis. This type of system can be 
described as an enhancement to a standard laboratory sweeping spectrum analyser, see 
section 5.1.2. However, it does not suffer from the performance limitations that 
prevent such an instrument being used for this application. Performance is improved 
at the expense of the digital processing required to apply the chirp filter. Although the 
requirements of the application recommend this hybrid technique it is not limited to 
such circumstances, but could find use as a general purpose instrument.
Although the proposed system is reminiscent of a standard sweeping spectrum 
analyser no test equipment manufacturer markets a product based on this concept. A 
thorough literature survey has identified no prior reference to this type of instrument. 
This concept may have been considered privately. However, it may have been judged 
that an instrument of sufficiently flexible measurement parameters could not be 
practically produced. Analogue chirp filters are only available with limited 
characteristics and digital chirp filter processing with worthwhile performance 
requires significant computation. Recent developments in digital technology may
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mean that digital implementation of the chirp filter processing required has not long 
been feasible. In addition, a standard sweeping spectrum analyser is flexible enough 
to meet most needs.
Rhode and Schwarz market a spectrum analyser based upon a hybrid analogue/digital 
architecture. The FSP spectrum analyser [5] employs an analogue sweeping section 
and applies band pass resolution filters digitally for lower resolutions. Such an 
instrument suggests that the proposed system is feasible.
An alternative to a sweeping architecture is one based upon a tuned receiver. 
Commercially available scanning receivers or ‘scanners’ step through a frequency 
range rather than sweeping through it, tuning to consecutive fixed frequencies and 
stopping for a »short duration at each one. It is shown later on, for the specified 
application, that such a system would capture the frequency range less efficiently than 
a sweeping system, see section 5.3. However, this type of system, referred to as a 
‘channelised system’, is used for comparison purposes in the analysis and practical 
work chapters of this thesis.
1.3 Contents
This thesis focuses on the design of a LEO small satellite payload capable of serving 
the application. A possible system design is proposed and the signal processing 
involved is investigated.
Chapter 2 includes a discussion of the application. The motivating factors behind this 
research are discussed. Prior missions of a similar nature are summarised and more 
detailed objectives are identified for system performance.
Chapter 3 contains some background material on small satellites and the LEO RF 
environment. It does not attempt to provide an all-encompassing, detailed reference 
on satellite engineering but rather to provide typical and useful information relevant to 
a system such as that proposed.
Chapter 4 examines relevant signal processing techniques found in common use and 
available from published literature.
Chapter 5 proposes a suitable system design and describes its operation. An analysis 
of the system operation is presented along with a comparison with a more 
conventional system architecture.
Chapter 6 details the practical work carried out for this study. Processing of both 
simulated and recorded signals is reported.
Chapter 7 includes some comments on implementation of critical elements of the 
system. The novel architecture presents challenging requirements for some parts of 
the system which are discussed in more depth.
Chapter 8 summarises the achievements of this study and suggests areas for further 
work.
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Chapter 2
2 Discussion of application
This chapter includes a discussion of the application. The motivating factors behind 
this research are discussed. Prior missions of a similar nature are summarised and 
more detailed objectives are identified for system performance.
.f
2.1 Spectrum Management
The RF spectrum is a limited resource which cannot easily be globally monitored. RF 
emissions are regulated by diverse bodies in different regions of the world. 
Regulations are not globally homogeneous and in some cases not strictly observed.
The RF spectrum is managed at national rather than international or global level. 
However, the International Telecommunications Union (ITU) provides a forum for 
international cooperation on all matters relating to telecommunications.
The ITU was founded in 1932 but came under the auspices of the United Nations 
(UN) in 1947. Any nation which is a member of the UN may be a member of the 
ITU. However, membership is not restricted to nation states which are UN members. 
The activities of the ITU can be divided into three categories:
i) RF spectrum management.
ii) providing a forum for consultation on telecommunications standards.
iii) providing technical assistance to developing countries.
The ITU works on a cooperative rather than authoritative basis. It produces 
recommendations rather than regulations. Decisions are reached, wherever possible, 
by consensus and policies are flexible to encourage universal acceptance.
Most nations have their own regulatory body which controls use of the RF spectrum 
within their jurisdiction. In the UK the relevant body is the Radiocommunications 
Agency (RA), an executive agency of the Department of Trade and Industry (DTI).
Regulations applicable to use of the RF spectrum in the UK are summarised in the RA 
frequency allocation table, accessible via the RA website [6]. The current frequency 
allocation table covers the range 9kHz to 105GHz. It agrees, as much as possible, 
with a similar table produced by the ITU.
The UK also participates in the European Conference of Postal and 
Telecommunications Standards (CEPT) which provides a forum for cooperation on 
regulation and operation of postal and telecommunications activities within Europe. 
The telecommunications standardisation activities of CEPT are handled by the 
European Telecommunications Standards Institute (ETSI) which aims to bring 
harmonisation of standards within the European region.
Most national regulatory bodies carry out monitoring of the RF spectrum to assist 
efficient usage and ensure that regulations are complied with in their geographical 
boundaries. In the UK the RA carries out spectral monitoring from facilities at fixed
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locations and using mobile equipment. Monitoring services are managed from the RA 
monitoring station at Baldock in Hertfordshire [7].
fri general, spectrum monitoring campaigns are terrestrial. Whether using fixed 
facilities or mobile testing facilities the measurements obtained are only truly 
representative of the RF environment at ground level. There are no regular 
measurement campaigns carried out at higher altitudes.
Satellite operations at Surrey Space Centre, using the crowded VHF and UHF bands, 
have highlighted the usefulness o f LEO RF signal analysis. Experience has shown 
that these bands are no less crowded in the LEO environment than for terrestrial 
applications. Communication with spacecraft is often affected by, and in worst cases 
prevented by, occurrences o f radio frequency interference (RFI). This has prompted 
SSC to carry out in orbit measurement campaigns o f VHF uplink frequencies. These 
campaigns have provided information about specific interferers and global usage of 
uplink channels. Global monitoring can be of use for both operational purposes and 
also when negotiating frequency allocations. In addition extreme cases o f RFI can be 
regulated against or mitigated against.
The desirability of a more general LEO monitoring system is supported by the current 
rapid increase in the number o f LEO systems and their use o f the RF spectrum. In 
orbit measurements o f the LEO RF environment can provide information that is useful 
when frequency allocations for such applications are under consideration. In 
particular, in-orbit data may influence the regulation o f band sharing between LEO 
services and ground based applications.
Measurements taken in LEO only truly represent the RF spectrum in orbit, not on the 
ground. However, such data is not of relevance only to LEO systems. An in-orbit 
system can provide information about any signal that can be detected in LEO. It can 
gather data about specific ground based signal sources and unique global usage 
statistics. Therefore, it can also be useful to regulatory bodies when considering 
frequency allocations both for spacecraft operations and other applications.
2.2 LEO RF Monitoring Systems
With increasing numbers o f LEO satellites providing communication and remote 
sensing services [8,9,10,11] there is an increased load being put on the radio spectrum 
used to communicate with these systems [12,13]. The LEO telecommunication 
constellations, see Table 2.1 for examples, generally use frequencies above IGHz to 
provide telephony and real time data services. These systems are often referred to as 
big-LEOs.
Table 2.1 Big-LEO system examples
Constellation No. of Frequencies Status
spacecraft
Globalstar 48 L,S band Operational
Iridium 66 Lband Not operational
This study is motivated, in part, by the little-LEO systems which are more commonly 
used for applications such as remote sensing or non-real-time, store-and-forward
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messaging [1 4 ,1 5 ] . Table 2.2 gives some examples of little-LEO systems for 
communications services.
Table 2.2 Little-LEO system examples
Constellation No. of spacecraft Status
VITAsat 2 Operational
Starsys 24 Proposal
withdrawn
E-Sat 6 Proposed
FAISAT 26 Proposed
LEO-One 48 Proposed
ORBCOMM 36 Operational
These systems use more crowded VHF and UHF frequencies below IGHz for 
communication between satellites and ground stations. Table 2.3 lists the VHF and 
UHF frequencies available for satellite operations below IGHz as designated by the 
ITU.
Table 2.3 Satellite operating frequencies below IGHz
Frequency Allocation
Uplink 148-149.9M H Z
149.9-150.05M H Z
312-315M H Z
399.9-400.05M H Z
4 06-406 .1M H z
454-455M H Z
Primary - bandwidth limitations
Primary - from Jan 97
Secondary
Primary - from Jan 97
Not to constrain the radio 
navigation service
Primary - limited to low power 
satellite emergency position- 
indicating radio beacons
Primary (WRC-97)
Region-2
US, Canada, Mexico and Panama
Region-1&3
Indonesia, Cape Verde, Nepal, 
Nigeria and Papua New Guinea
No fixed service protection
No interference to fixed service
Not to constrain fixed and mobile 
services
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455-456MHZ Primary (WRC-95)
Region-2 only
No fixed service protection
No interference to fixed service
Not to constrain fixed and mobile 
services
459-460MHZ Primary
Region-2 only
No fixed service protection
No interference to fixed service
Not to constrain fixed and mobile 
services
Downlink 137-137.025MHz Primary
137.025-137.175MHZ Secondary
137.175-137.825MHZ Primary
137.825-138MHZ Secondary
387-390MHZ Secondary
400.15-40 IMHz Primary (RAS protection)
A number of little-LEO system operators, prompted by severe interference, have 
carried out measurements of activity in individual uplink channels.
The little-LEO microsatellites constructed and operated by SSC at the University of 
Surrey already experience severe manmade radio frequency interference (RFI) which 
does, on occasion, prevent communication between earth station and spacecraft. SSC 
operations commonly use those frequencies allocated by the ITU at its WARC’92 
conference [9,16], 148-150MHz for LEO uplink and 400.15-401MHz for LEO 
downlink. However, the ITU recommendations are not mandatory. RF regulations 
are not globally homogeneous and vary from country to country. In some countries 
the ITU recommendations are either not observed or not strictly enforced.
Previous studies at Surrey Space Centre [17,18] have shown that not only can the 
interference suffered by LEO satellite communications be very severe but it can also 
be highly variable. The Healthsat-II microsatellite, built at Surrey, has been used to 
measure the RF signal level in individual VHF uplink channels [17,18]. Measurement 
campaigns carried out over four years have taken global records of received signal 
strength indicator (RSSI) data within the 15kHz pass band of uplink receivers, see Fig. 
2.1. Measurements taken so far indicate that interference is overwhelmingly man 
made and varies with both time and geographical location.
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Low Level
Key
High Level
-130 dBm ---------------------------- 80 dBm
Fig. 2.1 Global signal level measurement in uplink channel [19]
The French S80/T microsatellite was commissioned to make measurements of the 
little-LEO uplink band in preparation for the Starsys constellation. However, the 
Starsys project collapsed and only limited details were published [13,20,21].
The Orbcomm organisation used the first satellites in its constellation as prototypes to 
investigate the LEO signal environment. The results were presented to both the ITU 
and CEPT during reviews of the VHF uplink frequencies but never found their way 
into open literature.
The Indian Space Research Organisation (ISRO) remote sensing satellite IRS-IA has 
also been used to make limited measurements of the VHF uplink environment [22]. 
They report signal levels of -90dBm and above in the satellite receiver’s 30kHz pass 
band. Their data indicates that interference varies greatly over the satellites orbit.
In a press release archived on their website the Final Analysis organisation indicate 
that their FAISAT-2V satellite has been used to carry out in orbit “spectral mapping” 
of bands “below IGHz” [23]. Although the initial satellites in their constellation have 
been launched nothing further has been published since this announcement dated 
October 1997.
VHF operations of the COSPAS-SARSAT search and rescue system have also been 
affected by RF interference. Carter and Chung [24] attribute this to both high levels of 
background interference and also particular transmissions. They examine sample 
signals detected in orbit at the 121.5MHz and 243MHz distress frequencies corrupted 
by various types of interférer.
The US Los Alomos laboratories produced two LEO missions for analysing the VHF 
band [25,26,27,28,29]. Blackbeard was launched as a payload on the ALEXIS satellite. 
It was superceded by the FORTE small satellite. These missions are used for 
capturing short duration, broadband transients such as emissions from lightening. 
They cover a wide frequency range but capture only short durations and are resolved 
to a coarse frequency resolution, typically 0.39MHz [30,31,32]. FORTE can sample at 
up to 300Msps but at this rate processes durations of the order of microseconds. This 
means the resolution in the frequency range is limited to the order stated above. Fig 
2.2 shows an illustration of FORTE in orbit and a typical waterfall plot of captured 
data showing a transient event. A waterfall plot displays the results of spectral 
analysis repeated many times over some period. Thus, it illustrates the variation of 
signal strength with both time and frequency. In Fig. 2.2 a sample rate of 300Msps
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had been used to capture an 80MHz range. The figure is made up of the results of 
many successive spectral analyses over a period of 140p,s. The curved vertical trace 
indicates a broadband transient RF emission such as that produced by lightening. The 
speed of propagation of RF waves through the ionosphere varies with frequency 
which gives the response a curved shape in the time/frequency plane.
100
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Fig. 2.2 FORTE spacecraft and example data showing transient event [28,29]
The Blackbeard /FORTE systems also give a general indication of spectrum usage 
within the time and resolution constraints already discussed. Fig 2.3 Shows data 
captured over central Europe in the absence of any particular broadband transient. 
Man made signals appear as horizontal lines for this type of plot. The emissions due 
to various applications such as broadcast and fixed services can clearly be seen. For 
example, the band of high signal level response between 80 and lOOMHz is due to 
multiple FM broadcast radio stations.
100
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0 Time(|is) 200
Fig. 2.3 Blackbeard/FORTE data showing man made signals [28]
More recent SSC spacecraft, such as TMSAT and FASat-B, include the Data Transfer 
Experiment (DTE). The DTE [33,34] combines a digital signal processing (DSP)
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capability with RF receiving equipment and covers a 12MHz frequency range which 
includes all the VHF uplink channels. This allows software processing of individual 
signals within the frequency range 140-152MHz. In particular, the DTE can be used 
for software demodulation of signals and provides a facility for investigating the 
performance of different modulation schemes. However, the limited memory of the 
system means that its signal analysis capabilities are restricted. It would be desirable 
to have the DTE programmed to perform a DFT on sampled data. However, 
apparently this is not feasible due to the memory limitation.
By progressively measuring signal level in 15kHz channels the DTE can scan across 
its frequency range. The captured data can be displayed as a ‘waterfall’ plot of the 
type used to dispay Blackbeard/FORTE data but for very different frequency and time 
scales [35].
If the signal processing capability of the DTE payload was improved and augmented 
by an extended frequency range, such as that of FORTE, a much more useful and 
flexible instrument would ensue.
A US consortium involving academia and industry has proposed a LEO satellite for 
general purpose spectrum monitoring [36,37,38]. The project, backed by NASA, is 
called the Orbiting Radio Communications Asset (ORCA). ORCA will be built by 
neoStar Astronautics with assistance from educational establishments. It will be 
equipped with conventional, off-the-shelf receivers supplied by Rockwell-Collins that 
have been modified for the mission. The receivers, based on the Rockwell Collins 
95V-1 series, will cover the range 2 to 2500MHz [39]. Its mission is to carry out in- 
orbit measurements of spectral usage from the LEO perspective. Part of its mission 
will be to locate underused portions of spectrum.
A number of countries around the world have established signal intelligence (SIGINT) 
satellite programmes [40,41,42]. Both the USA and the former USSR have long 
employed satellites for military purposes. Both electronic intelligence (ELINT) and 
communications intelligence (COMINT) missions are flown to collect information on 
radar and communications signals respectively. Due to the sensitive nature of this 
work little is published. Little information about the technology employed can be 
gained from these sources.
A system which incorporates the desired signal processing ability and which covers a 
wide frequency range is not currently available in the civilian arena. An illustration of 
the usefulness of the system might be as follows. As the satellite passes over a 
particular urban area it could be programmed to record the detected RF spectrum and 
identify significant signals for further analysis. Alternatively, the system might 
measure global spectral usage for a particular range of frequencies.
One area of investigation, outside the military environment, which employs wideband 
spectral analysis and detailed signal analysis of individual signals is that of radio 
astronomy and the search for extraterrestrial intelligence (SETI) [43]. Various 
facilities around the world capture wide sections of the electromagnetic spectrum, 
including portions of the VHF range, for processing to determine the origin and nature 
of extraterrestrial signals. The facilities used, like the mammoth radio telescope at 
Arecibo in Puerto Rico [44], could not feasibly be adapted to a small satellite mission.
The captured data tends to be recorded and not necessarily processed immediately. 
The processing methods tend to focus on optimising hardware rather than the
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algorithms employed. Often the processing requirements of such experiments are met 
by simply employing vast hardware resources [45,46]. The SETI@home project takes 
this approach to extreme [47]. The software required to process the captured data is 
distributed as a PC screen saver to any volunteer who wishes to participate. The 
volunteer’s computer then receives data via the internet and processes it when the 
computer would normally be idle in screen saver mode.
Obviously the approach to RF monitoring taken for SETI investigations is not suitable 
for a general purpose small satellite system.
An ideal SIGINT satellite might simply record the spectrum of interest and then 
periodically retransmit this via the downlink for assessment on the ground. However, 
this approach is not viable using small satellites. Even though a system is proposed 
which scans across the frequency range of interest, rather than recording the whole 
range all of the time, a massive amount of raw data would still have to be recorded 
and communicated to the ground.
Alternatively a SIGINT satellite might act as a real time repeater, which is how 
GRAB, the first US military SIGINT satellite, worked [48,49]. However, this would 
not prove convenient for global usage.
Fig. 2.4 GRAB, the first US SIGINT satellite [49]
The nature of LEO satellites means that any data of interest must be recorded and 
stored until the spacecraft is over the ground station. If a wide RF range is being 
sampled then this suggests a large amount of data. With the limited size and facilities 
of microsatellites it becomes unrealistic to store such amounts of raw data and transfer 
them via the available downlink given time and bandwidth constraints. It is therefore 
desirable to carry out spectral analysis in orbit.
2.3 Desirable in-orbit system
For an in orbit system on board a small satellite a greater effort must be applied to 
system design than for a ground based system.
Various test equipment manufacturers market products for the RF monitoring and 
signal intelligence industries. Companies such as Rohde & Schwarz and Hewlett 
Packard produce spectrum analysers and RF receivers optimised for such applications.
Some companies sell complete monitoring station solutions to national regulatory 
bodies [50,51]. For autonomous or remote operation they may be computer controlled. 
However, a system as might be used by a national regulatory body, for example, will
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allow the option of some level of human interaction or even operation. In addition, 
some a priori knowledge of potential problems will often mean that a measurement 
campaign will be directed at some limited frequency range. Hence, the equipment 
used is based upon conventional RF receivers and spectrum analysers.
In addition, if a ground based monitoring system must examine a wide frequency 
range, hardware facilities need not be a limiting factor. A multitude of systems may 
be used in parallel. An in orbit system, on the other hand, must necessarily place 
some reasonable limits on equipment. A system on a low cost, small satellite will 
require serious consideration to be given to specifications, capabilities and system 
design. It must also be remembered that there will be less interaction with an in orbit 
system, and its operation may be considerablyfrifrerent.
As discussed previously, with the current increased interest in LEO satellites for 
communication, remote sensing and scientific applications, there is a need to monitor 
and analyse the ever more crowded spectrum available. A LEO satellite offers a 
unique platform to do this. It may be inherently limited by its orbit in that it cannot 
monitor any region continuously. However, it does offer the potential for global 
coverage. This makes its measurement capabilities of interest to many applications.
2.3.1 Frequency range
Previous work at Surrey [17,18] has already investigated the global interference 
environment at VHF uplink frequencies using received signal strength indicator 
(RSSI) data. RSSI measurements simply record the received power level within a 
particular channel. From the level and dispersion of RF measurements it is evident 
that a large number of signals make use of these frequencies. However, these signal 
level measurements were recorded for single channels of 15kHz bandwidth.
Two of the latest SSC spacecraft include a payload with a wider frequency range. 
The data transfer experiment (DTE) payload covers the range 140-152MHz and 
incorporates a digital signal processing capability.
A global signal analysis system with an even wider frequency range would prove 
attractive to regulatory bodies and system operators. It could provide data useful for 
regulation of and mitigation against interfering signals. This would be relevant in 
many bands and for many applications. In some respects the wider the frequency 
range of such an instrument the greater the usefulness.
Measurement of spectral usage for all frequencies below IGHz would be particularly 
useful. Bandwidth allocations for these frequencies are always hotly contested, and 
reuse of frequencies in this range is of current interest. The VHF and UHF bands are 
often considered a favourable medium for satellite operations. RF signals at 
frequencies below VHF tend to be confined by the Earth’s atmosphere while RF 
signals at frequencies above UHF may be strongly attenuated due to molecular 
absorption by oxygen and water. However, higher frequencies are used where high 
bandwidth signals are required such as in telecommunications systems.
For the purpose of this study an initial frequency range of lOOMHz has been chosen. 
This could provide a useful SIGINT capability in the VHF band over the range 100- 
200MHz which would cover many applications. The commonly used uplink 
frequencies at approximately 150MHz would be in the centre of this range.
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Concentrating on a lOOMHz range also sets a sensible limit for the purpose of this 
research. For an instrument such as that proposed the wider the frequency range that 
can be covered in a set repetition period the greater the information that is captured 
and the more useful the system. However, the amount of processing that is required is 
also increased. Therefore, the frequency range will initially be limited to the lOOMHz 
range specified. It is expected that the techniques developed by this study could be 
applied to a greater frequency range at some later date. Some consideration is given 
to a IGHz range later on in Chapters 5 and 6.
2.3.2 Frequency resolution
The wide frequency range of the system suggests a wide variety of applications will be 
covered. The frequency allocations [6] for this range (100-200MHz) made by the 
Radiocommunications Agency (RA), the UK administrative body, divides 
applications into the following categories, as illustrated in Fig. 2.5:
• Broadcast
Aeronautical navigation 
Aeronautical mobile 
Space operations 
Space research 
Meteorological satellite 
Land Mobile
Amateur
Mobile
Navigational satellite 
Radio astronomy 
Maritime mobile 
Fixed
Meteorological aids
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Mar mob 
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Nav-sat 
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Amateur 
Land mob 
Mob sat 
Met-sat 
Space res 
Space op 
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180 200
Fig. 2.5 UK spectral allocations within range of interest
The UK allocations, which comply with ITU recommendations, are likely to reflect 
allocations globally which are governed by many different agencies. Fig. 2.6 shows
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the amount of bandwidth allocated to each type of application, on a primary or 
secondary basis, within the range of interest. The RA use the ITU definitions of 
primary and secondary usage of RF resources; simply, secondary users must not 
interfere with the operations of primary users but must accept interference from them. 
It is evident that the total bandwidth depicted in Fig. 2.6 exceeds lOOMHz. This is 
because individual frequencies may be allocated to more than one application.
It is evident that the majority of signals encountered would be communications signals 
with bandwidths as low as 3/4kHz and separated by channel spacings of 12.5 or 
25kHz. It is expected that most will convey either analogue or digital telephony. 
However, broader signals such as those produced by broadcast, radar or even spread 
spectrum applications use the VHF band in various areas around the world.
Spectral analysis is required to identify the approximate centre frequencies of signals 
of interest. Assuming 3/4kHz is the minimum bandwidth of signals of interest then a 
resolution of IkHz would approximately identify their centre frequencies.
Modulated carrier signals appear noise-like to a detector if the modulation scheme is 
unknown. Therefore, an accurate output resolution of IkHz may require some degree 
of post detection averaging in either the time or frequency domain.
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Fig. 2.6 UK Primary and secondary bandwidth allocation to 
applications within range of interest
In addition, if most transmissions are continuous (e.g. broadcast) or ‘bursty’ (e.g. 
telephony) then a minimum duration of a few seconds is assumed. Hence, if the 
majority of signals are to be detected the spectral analysis must be repeated every few 
seconds.
This figure of a few seconds is rather arbitrary. A low Earth orbiting system is 
inherently limited in that it cannot offer 100% probability of intercept. That is, the 
motion of the spacecraft relative to the surface of the Earth means that it cannot 
capture every signal. Any data collected is subject to this limitation. Even a fixed
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location, ground based system monitoring spectrum locally could not capture a 
reasonably wide frequency range continuously because of the large amount of data 
that would soon accumulate. The alternative is to use some form of ‘scanning’ system 
which will only cover each frequency periodically. The shorter this period the shorter 
the minimum duration signal that is guaranteed to be detected.
The figure of a few seconds is based more on assumptions than available data. 
However, it indicates an initial specification which might be varied if it becomes 
apparent from this study that it would be desirable.
The consequence of these specifications is that we wish to perform a rapid spectral 
analysis over lOOMHz with an output resolution of at least IkHz. It will be shown in 
Chapter 4 that this can not be performed by a typical laboratory spectrum analyser 
which is limited to a wider resolution for such a scan rate.
2.3.3 System operation
In order to identify individual signals over a wide range we are interested, primarily, 
in spectral analysis. We can envisage a system which is essentially an ‘in-orbit 
spectrum analyser’ with the capability for further signal analysis. The additional 
analysis could be modulation classification of individual signals and geolocation of 
ground based transmitters.
Geolocation of transmitters can exploit Doppler shift inherent in LEO signals. The 
COSPAS-SARSAT and ARGOS systems use Doppler shift measurements to aid 
tracking of ground based mobile transmitters for various applications [52,53,54,55]. 
These measurements can be derived from spectral analysis data.
A system is envisaged which can be used in two ways. One would be as a public 
facility constantly performing spectral analysis while orbiting the Earth and 
transmitting its measurements to ground for multiple users to make use of 
simultaneously. Alternatively, the payload could be programmed to record data for 
one or more passes over some particular region.
Due to the fast changing LEO RF signal environment the spectral analysis process 
should be repeated every few seconds to capture the majority of signals, as already 
stated. If every scan is recorded a giant ‘waterfall’ plot could be produced similar to 
that created from the DTE payload or the Blackbeard/FORTE missions. However, 
such analysis could only be performed for a limited duration as data will accumulate 
at a high rate due to the wide frequency range of the system.
Some method needs to be employed to reduce the amount of data that needs to be 
recorded and transmitted to the ground. For general spectral usage measurement an 
average for each frequency could be calculated from several scans. Effectively, 
averaging in the time domain. Alternatively, a threshold signal level might be set and 
only signals exceeding this level are deemed significant. Any signal below this level 
is considered to be contributing to background noise and not worth recording. This 
reduces the dynamic range by a small degree but may greatly reduce the data 
accumulated, particularly for areas of relatively low RF activity such as over oceans.
Generally, from a LEO satellite VHF and UHF ground based signals will only be 
detectable while line of sight exists between the signal source and the satellite, or just 
over the horizon for VHF. For a given source location this situation will typically
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exist for up to 15 minutes per orbit. Over the period of a pass peaks in the spectral 
analysis data relating to individual signals will vary in amplitude due to variation in 
effects such as free space loss, antenna polarisation and propagation conditions. A 
single value, either an average or a maximum, could be recorded for the duration that 
an individual signal is detected over a pass period. This would reduce duplication of 
data from many different scans relating to the same signal.
The variation of peak centre frequency due to Doppler shift may provide more of a 
challenge. From one spectral analysis to the next a signal peak may shift either up or 
down in frequency by a variable amount. It may also disappear and reappear at 
random if the transmission is intermittent. However, due to regulations the frequency 
range of interest can usually be considered as being channelised, often into sections of 
12.5 or 25 kHz bandwidth. This should make it possible to identify spectral analysis 
peaks of varying centre frequency relating to the same signal.
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Chapter 3
3 Satellites
3.1 Orbits
Generally, orbits can be classified into four types. Low Earth orbits (LEO), medium 
Earth orbits (MEG), highly elliptical orbits (HEG) and geostationary orbits (GEG) 
have different properties and serve different applications.
/  j  /  f  HEO (Tundra)
/  •  /  HEO (Molniya)
Fig 3.1 Various orbit types drawn to scale [56]
3.1.1 Low Earth orbits (LEO)
LEGs have relatively close proximity to the surface of the Earth which means shorter 
link delay and lower path loss for communications purposes. However, the satellite 
footprint is more restricted than for other orbit types which adds complexity to global 
ground coverage. LEGs are generally circular with altitudes up to 2000km. Below 
600km atmospheric drag becomes significant and propulsion is required. The Van 
Allen radiation belts mean that radiation is generally high and over 1000km becomes 
inadvisable. Hence, orbits between approximately 600km and 1000km altitude are 
preferred. This means orbit period will be of the order of 90 minutes and a pass over 
any location will last up to 15 minutes. Footprint diameter will be of the order of a 
few thousand km and depends upon altitude. Coverage of polar regions is rarely 
required so 90^ inclination orbits are not common. An inclination of approximately 8° 
off a polar orbit will produce a sunsynchronous orbit where the angle between the
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orbital plane and the sun remains constant. If coverage of only the equatorial regions 
is required then 0® inclination orbits in the equatorial plane are used. LEOs are 
commonly used for non-real-time communications, remote sensing and scientific 
missions.
3.1.2 Medium Earth orbits
MEOs, also known as intermediate circular orbits (ICO), are usually circular like 
LEOs but have much higher altitudes, typically 10,000km. This means they have 
higher propagation delays and higher path loss. However, they also exhibit a larger 
footprint and longer orbital period, and are hence commonly used for communications 
applications. f
3.1.3 Highly elliptical orbits
HEGs are often used when coverage of high latitudes is required. An inclination 
angle of 63.4° and a highly elliptical orbit mean that high latitude coverage is 
available for a large proportion of the satellite’s orbit. An additional benefit of the 
high inclination angle is that less time is spent in the Van Allen radiation belts which 
ring the Earth in the equatorial plane.
3.1.4 Geostationary orbits
GEG is a circular orbit in the equatorial plane at an altitude of 35,786km and remains 
at a fixed point relative to the surface of the Earth. Delay time and path loss are 
relatively high with GEGs. However, they offer a large, stationary footprint which is 
useful for telecommunications and broadcast services.
3.2 Satellite classification
Satellites may be classified by mass. The table below gives a commonly used 
convention [57]. These designations are used at SSC and more widely within the 
aerospace industry.
Table 3.1 Satellite classification by mass
Name Wet mass*
Large >1000kg
Medium 500-1000kg
Small satellites:
Mini 100-500kg
Micro lO-lOOkg
Nano 1-lOkg
Pico 0.1-lkg
Femto <100g
*Wet mass means the mass of the satellite at launch including all consumables such as fuel.
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This investigation is based upon a payload for a small satellite of the mini or micro 
classes. These small satellites lend themselves more readily to the ‘smaller, faster, 
cheaper’ ethos of spacecraft manufacture. Payloads may be considered for many 
applications where the cost constraints of traditional satellite manufacture would 
prove prohibitive.
More traditional large satellite missions may take several years from inception to 
launch, and may cost hundreds of millions of pounds. The pressure for the mission to 
be successful drives quality and assurance issues. These lead to long processes, high 
component costs, increased bureaucracy etc. These factors, in turn, push up costs and 
the greater the costs of the mission the greater the pressure for the mission to succeed. 
Hence, a self perpetuating cycle of mission assurance and cost pushes the solution 
towards maximum lead times and expense.
The ‘smaller, faster, cheaper’ ethos is one of compromise. An element of risk is 
accepted and spacecraft are built as small and cheaply as possible. Launch costs, lead 
times and project management costs are all minimized. Thus, a solution resulting in 
total mission costs of a few million pounds is possible with timescales of under a year 
from concept to launch.
3.3 LEO Signal Environment
LEO satellite communications are complicated by varying channel characteristics 
[63,64,65]. Received signals undergo attenuation, fluctuation, time delay spread and 
Doppler shift. The environment is also subject to high levels of interference.
Few attempts have been made to model this complicated signal environment. Davis et 
al [66] report that they have modeled the LEO link as a finite impulse response (FIR) 
tapped-delay-line filter with time varying taps for use in a channel estimator to 
improve equalization and detection at the receiver. However, their estimator has only 
been tested by simulation. Chu et al [67] have modeled the error sequence of the LEO 
link from in orbit data using a 4-state probabilistic Markov model to improve bit error 
rates (BER) using hybrid-ARQ techniques.
3.3.1 Signal attenuation
Signal attenuation may prevent a signal from being detected but since we are only 
interested in those signals which can be detected it is not relevant.
3.3.2 Signal level fluctuation
Signal level fluctuation may be caused by various mechanisms.
3.3.2.1 Free Space Loss
Low earth orbit means that there is an inherent variation of path length to consider 
between a fixed ground station (G) and a satellite (S/C), see fig.3.2.
The path length or slant range (R) varies with elevation angle (El):
R = -^(r + h Y ~ r ^  cos  ^(El) -  r sm(El) (1)
This causes the path loss (L) to vary up to 12dB for an 800km orbit:
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Fig.3.2 Relationship between elevation angle (El) and slant range (R)
3.3.2.2 Antenna gain
The variation in elevation angle also means that there is a variation in how the satellite 
antenna faces the groundstation, unless it is able to move relative to the body of the 
satellite. Hence, the gain presented by the satellite antenna varies, assuming that it 
does not have a perfectly isotropic radiation pattern.
SSC satellites, for example, have often used fixed, vertically polarised, quarter wave 
monopole antennas. This means that there appears to be a reduction in antenna gain 
as the view of the satellite antenna presented to the ground station changes from 0 
degree elevation to 90 degree elevation. With careful design this tends to act against 
the variation due to free space loss and the two effects tend to cancel each other.
3.3.2.3 Atmospheric Losses
Atmospheric losses occur due to various mechanisms:
• Atmospheric absorption loss becomes significant with frequencies above 
lOGHz and varies with elevation angle.
• Rainfall and hydrometeor losses vary with weather conditions and 
geographical region but are only significant with frequencies above 2GHz.
• Ionospheric scintillation is caused by variations in ionospheric electron 
density. Its affect becomes increased in equatorial regions and at times of 
high solar activity. It is significant with frequencies below lOGHz.
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• Tropospheric scintillation is caused by variations in atmospheric refractive 
index and is significant at frequencies above lOGHz. It varies with 
elevation angle.
3.3.2A  Signal path variation
A  received signal may be attenuated by blocking or shadowing and made up of just 
reflected and refracted waves. This is most likely at low elevation angles. In land 
mobile applications the amplitude of such a received signal has a Rayleigh 
distribution.
Multi-path effects may also vary with relative groundstation/satellite motion, 
particularly in urban environments. The received signal may be made up of varying 
components. These include direct wave and reflected, both coherent (specular) and 
out of phase (diffuse) waves, which combine to produce fast fading. This is most 
likely at low elevation angles where the groundstation is situated in an urban area. In 
land mobile applications the amplitude of such a received signal has a Ricean 
distribution with uniformly distributed phase.
Other effects may cause variations to occur over hours or days to exert slow fading on 
signals. For over-the-horizon groundstations variations in atmospheric refractive 
index can cause variations in signal level.
In the LEO environment the land mobile models do not apply. Fading cannot be 
predicted and as yet a suitable statistical model does not exist for the distribution of 
the signal amplitude. Instead, empirical methods have been used to evaluate expected 
signal variations for particular applications. Recent rapid increases in personal mobile 
communications services have stimulated interest in the use of mobile satellite 
services to complement terrestrial cellular systems. Various studies [6 8 ,6 9 ,7 0 ]  have 
used helicopters to imitate LEO satellites for measurement campaigns directed at the 
bands of interest to these services.
3.3.3 Time delay spread
The LEO communications channel has nonlinear characteristics which causes time 
delay spread of signals with sufficiently wide bandwidth. This can cause intersymbol 
interference in digital signals of high symbol rate.
3.3.4 Doppler shift
Even when the ground station is mobile its movement does not contribute 
significantly to the relative velocity between itself and the satellite. However, 
Doppler shift, due mostly to the satellite motion, is significant and varies with 
frequency. At the little-LEO uplink frequencies at approximately 150MHz it may 
vary the received frequency by up to +/-3.3kHz at a rate up to 30Hz/s. At the little- 
LEO downlink frequencies at approximately 400MHz it may vary the received 
frequency by up to +/-8.8kHz at a rate up to 90Hz/s.
3.3.5 Overall variation in received signal
The combined affect of all these characteristics means that any received signal varies 
in both amplitude and frequency. This presents a problem to the detection and
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demodulation o f a particular signal. However, techniques can be employed to 
mitigate against these affects and target the desired transmission [64,65].
The analysis of a section of spectrum to identify a number of signals presents a more 
complicated problem. Each signal will be varying in amplitude and in frequency with 
time, and signals from different locations will not vary consistently.
3.3.6 Interference
The level of background radiation on the uplink varies over time. The Earth’s noise 
temperature varies depending on geographical location and cloud cover. It is greatest 
over urban areas where the largest contributing mechanism is vehicle ignition systems. 
Emissions from high voltage power lines and natural sources such as lightening also 
contribute to background RF noise.
The background radiation on the downlink is more constant because the noise 
temperature of space is more constant.
However, the greatest source of interference, the raison d’être for this study, is 
unwanted manmade transmissions.
Previous studies [60,61] have shown that the level of interference at the currently used 
VHF uplink frequencies (approx. 150MHz) varies greatly with geographical region 
and time. Measurements have shown that the interference observed in a single 
channel may vary over 60dB. This is due mainly to man made sources of interference. 
This situation is likely to be repeated over much of the frequency range of interest. 
The VHF band in general is overcrowded with many similar and competing users.
Interferers, like approved users, tend to be either bursty or continuous in nature. In 
orbit measurements made by Paffet [62] show that this is true of emissions detected in 
LEO as well as terrestrially.
3.4 Surrey Satellites
SSC markets a range of small satellites through its commercial operation Surrey 
Satellite Technology Limited (SSTL). Since 1981 nineteen mini, micro and nano 
satellites have been designed, built, launched and operated for a variety of customers. 
The core product has been the SSC microsatellite, fulfilling seventeen missions.
Table 3.2. SSC Small Satellites
Satellite Class Launched Status
UoSAT-1 Micro 1981 De-orbited
UoSAT-2 Micro 1984 Operational
UoSAT-3 Micro 1990 Operational
UoSAT-4 Micro 1990 Non-operational
UoSAT-5 Micro 1991 Operational
KITSat-1 Micro 1992 Operational
S80/T Micro 1992 Operational
PoSAT-1 Micro 1993 Operational
HealthSat-2 Micro 1993 Operational
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Cerise Micro 1995 Operational
FASat-Alpha Micro 1995 Non-operational
FaSat-Bravo Micro 1998 Operational
Thai Puht Micro 1998 Operational
Clementine Micro 1999 Operational
UoSAT-12 Mini 1999 Operational
TiungSat-1 Micro 2000 Operational
PicoSat Micro 2000 Awaiting launch
SNAP-1 Nano 2000 Operational
Tsinghua-1 Micro 2000 Operational
Although each mission is designed to meet customer requirements, the modular 
microsatellite bus has evolved into a standard but flexible product. The following 
specifications are typical for an SSC microsatellite.
Tvpical Microsatellite Statistics
Approximate mass 
Available solar power 
OBC type 
Memory
Onboard data handling
Typical payloads
50kg
35W
80386 25MHz clock 
128Mbyte ramdisk 
Controller area network (CAN) 
at 1Mbps or 
Ethernet at 10Mbps 
: CCD cameras 
strore-and-forward comms.
scientific experiments
These specifications are similar to those of the products other small satellite 
manufacturers. They provide a useful benchmark for the facilities that may be 
expected with a small satellite mission.
Fig. 3.3 depicts a typical SSC microsatellite and gives a view of the earth facing Z 
facet on which there are antennas and CCD cameras. The gravity gradient boom, 
which is used for attitude control, can be seen protruding from the opposite facet.
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Fig. 3.3 Typical SSC microsatellite
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4 Signal Processing Techniques
In this chapter various signal processing techniques are reviewed and discussed in 
terms of their relevance to the sort of payload proposed by this study.
Most importantly the signal space must be captured and spectral analysis performed. 
A review of spectral analysis algorithms is given below. Once spectral analysis has 
identified significant signals it would be desirable to perform modulation 
classification and Doppler shift geolocation bn individual signals. Algorithms for 
these two tasks are described in later sections of this chapter.
4.1 Spectral analysis techniques
The purpose of this section is to review spectral analysis algorithms and discuss their 
suitability for use on a LEO satellite signal acquisition and analysis system. The 
technique chosen must be able to cover the frequency range of lOOMHz in a few 
seconds with an output resolution of at least IkHz, as discussed in section 2.2. This 
suggests a minimum frequency coverage rate or ‘scan rate’ of lO^Hz/s.
All of the methods considered here may be described as implementations of some 
variation on the generic Fourier transform. Fourier transform analysis allows us to 
convert between the frequency domain and the time domain when considering signals. 
Implementation of the Fourier transform can be achieved in a variety of ways but all 
stem from the same mathematical principal.
The form of Fourier integral adopted in this work reads:
+00
U{co)= ^u{t)exp[- jcot)dt (3)
And its inverse:
j +C0
w(0 = —  \ u {(d) Qxp{jcot)d(o (4)
However, any real implementation must be based upon an expression of the Fourier 
transform which is finite in time. The short time Fourier transform (STFT) can be 
expressed by multiplying the input with a windowing function w(t) as suggested by 
Haykin [71]. If the centre of this window function is r  then the STFT can be written:
STFT = U{t,(o) = Jw(Ow(/ -  T)Qxp{-j(ot)dt (5)
However, if r is  at t=0 and w(t) is of finite length T then the STFT can be written:
+ T n
STFT = U {co) = ^u{t)w{t) Qxp{-jcot)dt
-T/ 2
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A difficulty exists with the STFT as with any time-frequency transformation. 
Limiting either the time duration or the frequency range under consideration limits the 
resolution achievable in the other domain. For the transform pair u(t) and U(co) 
Haykin [71] states that the following expression must hold:
At.Aa>>— (6)
This has been called the Uncertainty Principle which Papoulis [72] expresses by 
stating that At and Aco cannot both be very small. In other words, if a transformation 
between the time and frequency domains is to be made a section of the time-ffequency 
plane must be considered which is of reasonable size. If it is too small it will not 
contain enough information to enable the necessary processing.
Methods of accomplishing frequency domain analysis can be distinguished as being 
those which employ 100% capture of some frequency range of interest or those which 
employ limited capture of the range of interest [73,74,75]. Obviously, those which 
capture the frequency range 100% of the time have the potential to identify every 
signal i.e. 100% probability of intercept in military terminology. However, for many 
applications suitable spectral analysis can be performed without 100% capture of the 
frequency range. This has the obvious advantage of reducing the degree of processing 
required.
Methods which use limited capture of the frequency range of interest usually do so by 
performing some form of filtering on the range. By progressively varying such 
filtering an algorithm may ‘scan’ a frequency range. If this is repeated often enough 
then the resultant information may sufficiently process the frequency range and 
identify all significant features in the frequency domain.
Each of the methods considered here may be represented mathematically by some 
expression that is similar to the STFT (5). Hence, in implementation they may be 
considered the same. For example, it could be argued that a DFT is a digital 
implementation of a filterbank. However, each method is conceptually different and 
derived from a separate point of view. Therefore, each method is described 
separately.
4.1.1 100% Acquisition Techniques
These techniques may be implemented to continuously capture and process a 
particular frequency range.
4.1.1.1 Filterbank technique
Conceptually this is the most simple approach. The required spectrum is simply 
divided into contiguous sections and the amount of signal energy in each is measured.
This is usually accomplished by a series of band pass filters each of which is followed 
by a simple envelope detector, see fig. 4.1. The responses of the filters, not being 
ideal and rectangular, overlap at their 3dB points, see fig. 4.2. The frequency 
resolution of this method is limited by the individual filter bandwidths.
Filterbank spectrum analysers are complicated to implement and most commonly used 
in applications such as analysis of signals in the range from DC up to audio
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frequencies [76]. However, this technique is useful in applications where a full 
Fourier transform must be performed on a section of spectrum such that the full 
frequency range is considered continuously.
Filter
hk+i
Filter
Filter
hk-i
Envelope
detector
Envelope
detector
Envelope
detector
Fig. 4.1 Filterbank spectrum analyser
If the kth filter of the filter bank has centre frequency cok and the impulse response of 
the filter is expressed as:
K 0 = ^o(0 exp(y%0 (7)
where /zoft) is the envelope of the impulse response, then the output of the filter due to 
the input u(t) can be found by convolving the input by the impulse response so:
u{t)®h{t) = jw(r -  r')Ao (r') exp(y (8)
Now ideally the filter bandwidth will be infinitely narrow and thus have the same 
effect at all points on the frequency range. Therefore, the output of the full filter bank, 
prior to envelope detection, could be expressed as.
(9)
Which we can see is like the STFT (equation (5)) but the window function is provided 
by the filter impulse response. Alternatively, the output of the filter bank prior to 
envelope detection can be thought of as a summation of all the filters. This leads to an 
expression which is discrete in the frequency domain.
= Y j exp(ya)*V)dt'
k -00
The real time, analogue filterbank technique is widely recognised as having limited 
practical applications. For this type of system an unrealistic number 
(100MHz/lkHz=10^) of individual filters would be required for the proposed 
application.
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Fig. 4.2 Frequency response of filter bank
Filter banks can be implemented digitally using modem DSP techniques. With 
digital implementation tree stmctured filter banks are often used [7 8 ,7 9 ,8 0 ] . These 
utilise filter banks of very few channels, possibly just a high pass filter {H,) and a low 
pass filter (///). The output of each filter is decimated and followed by a similar pair 
of filters. The eventual outputs of all branches are shifted to baseband by the 
decimation operations. By careful design, the same filter coefficients may be used for 
each filter pair. Alternatively, the filters need not be of the same bandwidth.
u(t)
Hh
Fig. 4.3 Tree stmctured filter bank
Tree stmctured filter banks tend to be useful in certain situations. These include 
applications where a variable resolution is required such as implementations of 
wavelet processing. For the application considered by this study a large number of 
branches would be needed and an unreasonable amount of processing would be 
required.
4.1.1.2 DFT and FFT
aliasing
Fig. 4.4 DFT spectmm analyser
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Digital techniques such as the discrete Fourier transform (DFT) generally allow 
analysis of some range of frequencies from DC up to a limit determined by the 
sampling rate of the analogue to digital converter (ADC) used to capture the signal.
The DFT allows a series of discrete time samples to be related to a series of discrete 
frequency components:
N - \
Qx^{-j27mk / N) (10)
n=0
And its inverse:
x{n) = ^  X  2C(k) Qxp(j2mk t N) (11)
A '  A := 0
Where, x(n) is a series of time samples
X(k) is a series of frequency components
Purely real variants of the DFT such as the discrete cosine transform (DCT) and the 
discrete Hartley transform (DHT) might make for simpler implementation but 
sacrifice phase information.
It might seem from equation (10) that each frequency component X(k) requires N 
complex multiplications and additions. There are N spectral components so a total of 
complex multiplications and additions are required. This can lead to a heavy 
computational load, especially with a high number of coefficients. Complex 
multiplication is particularly time consuming in a digital processor.
Therefore, the computationally efficient fast Fourier transform (FFT) is usually used 
in digital processors. The number of complex multiplications is reduced from to 
(N/2)log2N by converting the DFT into a summation of several shorter sequences.
Ever since Cooley and Tukey’s innovation [81] the DFT has been implemented by a 
fast Fourier transform (FFT) making a considerable saving in computation. Other 
methods of implementing the DFT are generally not as efficient. Various different 
digital architectures have been employed to implement the FFT [82,83]. These range 
from large numbers of discrete computational devices to systems incorporating fast 
processors optimised to carry out the FFT. Chikada et al increased speed by 
introducing parallelism to the architecture [82].
The analogue swept superheterodyne technique is still overwhelmingly the most 
popular approach for laboratory equipment. Only a few test equipment manufacturers 
produce stand alone, digital spectrum analysers. Examples include Agilent 
Technologies who market the HP35670A FFT Dynamic Signal Analyser and Rion Co. 
Ltd. who produce the SA-77 FFT Signal Analyser. Such instruments sample at 
baseband, typically DC to « IM H z , and perform an FFT on the input. They are 
aimed at applications such as analysis of mechanical vibrations or audio signals.
FFT spectrum analysers are more commonly implemented on PCs with additional I/O 
equipment. An A/D card is commonly used to capture an analogue input. The 
frequency range is defined by the sampling rate implemented by the A7D card.
For the purposes of spectral analysis often only the amplitude of the DFT output is 
considered. This simplifies the result to series of purely real numbers.
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Spectral analysis of finite length data is affected by the length of data used and any 
shaping function or weighting function applied. The following points should be 
considered for accurate analysis:
• The output due to any single frequency component of the finite length data 
sequence will be some ‘pulse’ or function which may contribute to several discrete 
output components.
• The resolution that can be achieved is inversely proportional to the length of data 
used. The data can be augmented with a series of zero values to increase the 
number of output points and improve the frequency discirmination if the data 
sample is of fixed length. However, the resolution is unchanged.
• Taking a finite sample of the signal is equivalent to multiplying the signal by a 
rectangular window function. Hence, in the frequency domain any signal 
component is effectively convolved with a sine function. This introduces 
sidelobes on either side of the spectral mainlobe relating to each signal 
component. This is often referred to as spectral leakage. A weighting function 
can be used to reduce sidelobes and spectral leakage. The limits of the 
observation window represent discontinuities in the signal sample. A weighting 
function will tend to reduce these discontinuities by tapering the data sample.
• An output pulse, which is sinc-like for rectangular weighting, occurs for spectral 
components that would ideally be represented by impulse functions. The pulse 
may be seen as contributing unwanted noise to the output. For purposes of 
comparison between different weighting functions an equivalent noise bandwidth 
(ENBW) can be calculated. It is the bandwidth of a rectangular filter which passes 
the same noise and has the same peak power gain. Narrow ENBW relating to low 
sidelobe levels is desirable.
• The tapering of a weighting function reduces the amount of signal in a sample. 
This not only degrades the resolution but also decreases the amplitude of any 
output pulse. Processing gain relates the output signal to noise ratio for a 
weighted sample to the output signal to noise ratio for an unweighted sample.
• The output of a DFT is a series of discrete frequency components. However, the 
input is not limited to these frequencies. If the input contains a signal with a 
frequency which falls between to output components then its energy will be 
divided between these two output components. Therefore, the amplitude of the 
output due to this signal will be less than for a signal of equal amplitude which 
matches an output component frequency. Hence, there will be a variation in 
output amplitude as frequency varies across the permitted range. This is 
sometimes referred to as the picket fence effect. Scalloping loss is the maximum 
loss mid way between two output frequency components.
4.1.1.3 Acousto-optic devices
Acousto-optic devices employ the surface acoustic wave (SAW) properties of 
piezoelectric materials. However, unlike SAW dispersive delay lines (DDLs) they 
exploit physical dispersion rather then temporal dispersion to separate different 
frequency signals. The most common type of acousto-optic device is the Bragg cell. 
Unlike DDLs, the acoustic waves are not used to transfer signal energy from input to
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output but to deflect the output of an optical source, usually a laser. The degree of 
deflection varies with the frequency of the acoustic energy. A series of optical 
detectors are used to detect the optical energy level for different degrees of deflection. 
The lens used to focus the deflected light onto the detector array is often referred to as 
the Fourier lens.
The output of each photodetector is continuous, as with a filter bank, but contains only 
amplitude information, phase information is lost in the optical-electrical conversion. 
Hence, the output of the photodetector array is a spectrogram and is equivalent to a 
squared FT of the input signal.
Each photodetector selects part of the input,spectrum like a filter in a filter bank.
Hence, the kXh detector acts like a filter that has centre frequency cok and an impulse 
response which can be expressed as:
hkit)=hç^{t)Qxp{jcoj^t) (12)
where K(t) is the envelope of the impulse response. ho(t) is scaled to reflect the 
efficiency in the electrical-optical-electrical conversion. If the surface areas of the 
detectors are contiguous, do not overlap and are rectangular then ho(t) will 
approximate a sine function. In other words, the detectors act like filters with 
rectangular frequency responses.
The output of a Ath detector can be represented by convolving the input u(t) with the 
impulse response hk(t) and taking the squared magnitude so:
Vk(t) = \u(t)®hk(t)[ J u{t -  f)hQ{f)Qxp{jcoj^f)dV (13)
So the output of the full detector array over time is:
v{œ,t) = \u { t- f)h Q {f)  Qxp{jcof)df (14)
The most common type is the integrated acousto-optic spectrum analyser. A laser 
diode is used as the optical source and may be integrated into a single device with the 
piezoelectric substrate, the necessary lenses and the detector array.
Most integrated acousto-optical devices work with signals of above approximately 
IGHz and with a resolution measured in MHz. They have long been employed in 
ELINT applications for interception of radar signals [84,85,86].
Laser
Diode
Collimating
lens
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Fig. 4.5 Integrated Acousto optic spectral analysis system showing 
acoustic signal (solid arrows) deflecting optical signal (dotted arrows)
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Acousto-optic devices for COMINT applications where a resolution of nearer 20kHz 
is required have also been investigated. Barocsi et al [87] detail a system employing a 
He-Ne laser that gives a resolution of 35kHz over the range 50-100MHz. However, 
neither this type of laser or the associated optical equipment would prove feasible for 
small satellite applications.
Collins and Grant [88] report that integrated acousto-optic devices can be 
manufactured with resolutions of 20kHz by using unusual materials for the acoustic 
propagation medium. However, they go on to say that sidelobe suppression can not be 
achieved as effectively as with SAW devices and that dynamic ranges are more 
limited.
4.1.1.4 Chirp Fourier transform system
Chirp techniques used for pulse compression in radar systems can be used to 
implement a Fourier Transform. The chirp Fourier transform has been known since at 
least the early sixties [89]. Some sources reference a couple of US patents [90,91] as 
the earliest documentation of this method. Its origins may be unclear but it was 
devised as a by product of the innovation of linear frequency modulated (FM) or chirp 
radar [92].
Iff=pr/n  such that frequency (/) is dependent upon the localised time variable r , i.e. 
it is swept, and p=7iK where K  is the sweep rate in Hz/s, then the general Fourier 
transform (3) can be written,
+00
U{(o) = U{2pT) = \u{t)Qxp{-2jiLin)dt (15)
and the following substitution can be made,
- 2 r t  = {T - t f  -  F -  (16)
Hence,
U{2pt) = |m(0exp{y>[(r-  t f  - F -  z^^dt
+00
= exp(-y//r^) \u { t)Q x p { - jp F )Q x p { jp {r - t f )d t  (17)
—00
This can be interpreted, and hence implemented, in different ways. Equation (17) can 
be rewritten so,
U(cû) = c{t)(u{t)c{t) 0  h{t))
which can be interpreted as describing the spectrum of an input signal {u(t)) multiplied 
by a chirp signal {c(t)), convolved with the impulse response of a chirp filter Qi(t)) and 
multiplied by a second chirp signal {c(t)). We must bear in mind that signal 
multiplication in the time domain can be implemented by mixing, and that 
convolution in the time domain is equivalent to multiplication in the frequency 
domain, or passing through a filter. This is the multiply-convolve-multiply (M-C-M) 
interpretation which can be represented diagrammatically as in Fig. 4.6.
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Chirp
/ ^ filter
generator generator
Fig. 4.6 M-C-M Chirp Fourier Transform Configuration 
Alternatively, equation (19) can be rewritten so,
U{co) = h{t) <S> c{t)(u{t) 0  h{t^
which describes the convolution of an input signal with the impulse response of a 
chirp filter, multiplication with a chirp signal and convolution with a second chirp 
filter. This is the convolve-multiply-convolve (C-M-C) interpretation, as in Fig. 4.7.
The two interpretations are both valid because multiplication in the frequency domain 
and convolution in the time domain are analogous. A fuller comparison of the M-C- 
M and C-M-C interpretations is given in Appendix A.
Chirp
. . . .  , Chirp
filter W filter
generator
Fig. 4.7 C-M-C Fourier Transform Configuration
The multiplication stages and the convolution stages employ time frequency slopes of 
opposite gradient to bring about a linear conversion from the frequency to the time 
domain. The second multiplying stage in the M-C-M arrangement and the first 
convolution stage in the C-M-C arrangement can be omitted for spectral analysis if 
phase is deemed not to be important. Neither affect the magnitude of the output. This 
results in the same arrangement of oscillator, mixer and chirp filter which bears a 
similarity to the tuned receiver approach, see section 4.1.2.2. However, the chirp 
system allows much higher scan rates. For a similar output resolution it employs a 
filter of much higher bandwidth than the tuned receiver technique. This permits 
higher scan rates but sacrifices simplicity. Additional processing, performed by the 
chirp filter, is required to resolve the output into its various frequency components. In 
contrast to the tuned receiver approach the higher the filter bandwidth the better the 
frequency resolution.
The chirp filter performs the same function as a pulse compression filter in a linear 
frequency modulated radar receiver. The oscillator turns each frequency component 
of the input into a chirp signal. These are then compressed into time domain pulses by 
the chirp filter.
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There are two possible implementations for the chirp spectrum analyser. A long- 
multiplier (M(l)-C(s)) system employs a long multiplication process and a short 
convolution process while a long-convolver (M(s)-C(l)) system employs a short 
multiplication process and a long convolution process. Fig. 4.8 shows the relative 
filter input (Fif) and chirp filter response (Filter) of the two systems. With the long- 
convolver approach the whole duration of the chirped input is processed by the filter. 
Therefore, by repetitive operation 100% acquisition of the input range can be 
achieved. The long-multiplier does not process the whole duration of every local 
oscillator sweep. Therefore, two systems must be used in parallel and interleaved in 
time for 100% acquisition of the input frequency range. However, for similar 
analogue chirp filters of fixed properties the long-multiplier approach can process a 
wider frequency range than the long-convolver approach.
The time-bandwidth product {TB) of the compressed chirp tells how many individual 
points it may be resolved into. Hence, the resolution is defined by:
resolution = (18)
B 1
TB ~ T
where T  and B are the duration and bandwidth of the chirp actually compressed.
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Fig. 4.8 Long-multiplier (top) and long-convolver (bottom) systems
Chirp Fourier transform processors are commonly referred to as compressive receivers 
in literature. They are often used in applications such as ELINT (electronic 
intelligence of radar etc.) or COMINT (intelligence of communications signals) to
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monitor very short duration signals such as radar or frequency hopping, spread 
spectrum signals [93,94].
In ELINT applications both long-multiplier and long-convolver systems are widely 
used. For 100% probability of intercept (POI) of the short signal durations of ELINT 
applications 100% acquisition of the input spectrum is required. To implement a 
100% input duty ratio two 50% input duty ratio systems are often used in parallel. 
The inputs and the outputs are simply interleaved or multiplexed in time.
For COMINT applications it is sometimes assumed that 100% acquisition is not 
required. A long-multiplier system can be used to scan across a fixed frequency 
range. Luther and Tanis [95] report an example of such a system which can be called 
a microscan receiver.
Chirp filters were first implemented using dispersive delay lines made from coaxial 
cable crimped at intervals to provide frequency selective discontinuities. For the past 
twenty five years surface acoustic wave (SAW) chirp filters been used [96,97,98]. 
Appendix B contains a survey of published configurations and manufacturers of chirp 
transform processors or compressive receivers. The term compressive receiver is used 
because of the similarity to a linearly frequency modulated radar receiver.
SAW filters employ the properties of piezoelectric materials which allow acoustic 
waves to travel along their surface. Lithium niobate (LiNbOs) is the most commonly 
used substrate material. The transit time across the substrate material introduces a 
delay between the filter input and output. The filter can be made so that this delay 
varies linearly with frequency. This feature can be used to implement a chirp filter.
Chirp transform processors can employ SAW filters to perform very quick Fourier 
transformation. However, the short acoustic wave transit time across the substrate, 
which allows this speed, limits the frequency resolution to typically 20kHz. Also, the 
chirp filters define the pulse compression and hence the system performance, thus 
restricting the flexibility of the system.
The chirp Fourier transform can be implemented by other technologies. 
Superconducting stripline can also be manufactured with a linear, frequency 
dependent time delay. Superconducting materials which operate at temperatures as 
low as 4K [99] or high temperature superconducting (HTS) materials such as yttrium 
barium copper oxide (YBazCusOy.x) which operate at temperatures in the range 50- 
90K have been used [100,101]. These superconducting materials work at frequencies 
in the low microwave range with minimum resolutions of several MHz. This does not 
fit our application.
Other technologies such as bulk acoustic wave (BAW) and magnetostatic wave 
(MSW) technologies can be used to implement Fourier transformation [102]. BAW 
devices convey acoustic waves through the material rather than along its surface. 
They are restricted to frequencies in the low microwave range. MSW devices employ 
both bulk and surface waves, and a biasing magnetic field is required. Magnetostatic 
waves are much more dispersive than acoustic waves making design of devices much 
more complicated. MSW devices suffer from higher levels of spurious signals than 
SAW devices which restricts their dynamic range. Neither of these technologies gives 
a performance comparable to SAW filter devices.
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Latterly, ITT Avionics have been investigating the use of acoustic charge transport 
(ACT) devices in compressive receivers and other applications [95]. They hope these 
new devices will, through a larger time-bandwidth product, permit performance in 
excess of that achieved with SAW devices.
ACT devices are high speed, monolithic, GaAs, charge transfer devices. Charge 
packets are transported through a buried semiconductor channel structure by the 
electric field associated with a surface acoustic wave. The velocity of this 
piezoelectrically induced travelling wave is determined by the UHF frequency of the 
electrical signal applied to the device. Thus, ACT devices provide the function of 
analogue RF signal delay.
Being GaAs means ACT devices offer obvious advantages of integration with other 
signal processing tasks. Initial work at the University of Illinois has lead on to the 
development of some sophisticated integrated devices by various commercial 
organisations [103,104,105,106].
Although of interest such devices do not conform to the COTS prerequisite of this 
mini/microsatellite application.
4.1.1.5 Digital Chirp Fourier Transform
A similar system to that illustrated by Fig. 4.9 can be used to perform spectral analysis 
using a digital variation of the chirp Fourier transform.
Anti­
aliasing
filter Transform
Fig. 4.9 Digital chirp transform system
A substitution can be performed on the DFT equation (10) that is similar to the one 
performed on the continuous Fourier transform to produce a sampled version of the 
chirp transform. This produces a digital chirp Fourier transform which lends itself to 
implementation in digital hardware using a digital chirp filter.
Using the substitution first devised by Bluestein [107],
-2 k n  = { , k - n f - e ~ r f  (19)
The DFT can be rewritten,
N - \
C{k)  = %]%(») exp{^[(A: - n f - k ^ - n ^ ] }
x=0
= exp(-
N-l
^  JC(«) exp(- ^  «") exp (k -  n f ] (20)
n=0
Like the analogue version this can be equated to an input being multiplied with a chirp 
signal, processed or convolved with a chirp filter, and multiplied by another chirp 
signal. By changing the limits of the summation (20) be interpreted as a sliding, or 
scanning, transform.
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5C(Â:) = e x p ( - ^ ^ ^ )  ^  4 '0 e x p ( - ^ « ^ ) e x p { ^ ( / : - « ) ^ }  (21)
The sliding transform ‘scans’ like the analogue tuned filter or tuned receiver approach 
except that the whole range must be digitally captured first. A different set of inputs 
is used to calculate each output. The same number of input samples are used to 
calculate each output. As the output frequency is incremented the set of samples 
moves along the input sequence. Equation (21) can be interpreted as a M-C-M type of 
chirp Fourier transform.
Bluestein [107] also postulated using both transversal and recursive digital filters to 
implement the chirp filter operation of eq. (21);
Brodersen et al [108] showed how the sliding transform equation (21) could be 
simplified for phase indifferent, power spectral analysis:
k (Æ )[=
k + N - \  j j ^
3 ;  ^(”) e x p ( - ^ « ') e x p { - ^ ( * - « ) } (22)
The second ‘oscillator’ term is omitted because it only provides a phase variation and 
the output coefficients are squared to convert the output to a power scale.
Brodersen et al [108] implemented eq. (22) using a 500 stage CCD transversal filter. 
The resulting system featured both high scan rate due to use of a chirp transform and 
high dynamic range. High dynamic range was achieved because the use of CCDs 
allowed processing of discrete analogue values.
Digital chirp transformation, implemented by CCDs or some other technology, can 
operate on baseband signals or those modulated onto a carrier frequency [108,109,110, 
111]. Although the frequency range is limited by the clock frequency good resolution 
can be achieved.
Rahman [112] implemented a “chirp matched filter spectrum analyser” on a DSP 
device to process signals in the audio range. His algorithm equates to a phase 
indifferent version of (20) where the chirp filter has been multiplied by a weighting 
function w(n).
|C(Æ)| =
N - \
XI ^ («) exp(-^«^)w(Â: -  n) exp -  n f )
n=0  ■* ’  '
(23)
At about the same time as Bluestein formulated the digital filtering approach to the 
chirp Fourier transform Rabiner et al [113,114] formulated the discrete chirp transform 
(20) in the Z-domain and hence called it the chirp-Z-transform,
A^-l
Z(k) = (24)
n=0
Where,
A = Ao expiJlTrOo) W=Wo exp(j2/r ÿ )^
Quartieri [115] developed a sliding version of (24) called the sliding chirp-Z-transform 
(SCZT) which is a Z-domain version of (21). Often the terms chirp-Z-transform and
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sliding chirp-Z-transform are used to refer to the discrete chirp transform (20) and its 
sliding variant (21).
4.1.2 Limited acquisition or scanning techniques
These techniques process a certain frequency range by considering only a limited or 
filtered portion at any particular time.
The tuned filter technique and swept superheterodyne technique may be represented 
by similar mathematical expressions. However, as analogue implementations they are 
conceptually different.
4.1.2.1 Tuned filter
The tuned filter approach employs a band pass filter whose centre frequency is varied 
across the range of spectrum required. The resolution of such a spectrum analysis is 
determined by the filter bandwidth.
The time domain impulse response of a time invarient filter can be convolved with the 
input to find the output:
The same method can be used here. However, a real-time, varying filter response is 
required. If the centre frequency of the tuned filter is scanned across the frequency 
range of the system at a rate K  Hz/s then the filter impulse response can be expressed 
as,
h ( t ;  t )  = ho ( 0  exp(j2;rKTt) (25)
where r  is the localised time over which the centre frequency is swept.
Filter
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Fig. 4.10 Tuned filter frequency response
The output of the filter can be found by convolution of the input with the impulse 
response equation (25):
+00
v(t) = u (t)® h(t\r)=  ^u(t -  t')ho(t')Qxp(j2nKn')dV  (26)
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This expression is similar to the STFT (equation (5)) but the output only relates to a 
single frequency which varies with localised time.
The tuned filter approach provides limited performance and complicated 
implementation compared to other techniques, hence it is employed in limited 
applications [76].
4.1.2.2 Tuned receiver or swept superheterodyne technique
The tuned receiver technique takes the desired spectrum and mixes it with a swept 
local oscillator. This results in a sliding spectrum which is applied to a band pass 
filter whose bandwidth is of the order of the required resolution. The output of the 
band pass filter is level-detected to measure the distribution of power over the 
spectrum.
The tuned receiver approach is the most popular and versatile. It is employed by most 
commercially produced spectrum analysers, such as those produced by Hewlett 
Packard, Tektronix etc. Laboratory spectrum analysers may contain up to four local 
oscillator stages.
If the local oscillator in the simplified scheme of Fig. 4.11 is expressed as: 
r(t) = exp(yV(0) = exp(y^K: F) (27)
then its frequency is swept at a rate K  Hz/s.
Amplitude
u(t)
Amplitude
Frequency
Frequency
Local
Oscillator
A
Frequency
Time
Fig. 4.11 Tuned Receiver Spectrum Analysis 
Now the input to the band pass filter will be: 
u'(t) = u(t)exp{j7rKF) (28)
which is convolved with the impulse response of the filter (which has centre 
frequency (%),
h ( t )  =  h^( t )Qxp( jcOc t )  
the output can be represented by:
(29)
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v{t) = u\t)® h{t)  (30)
= \u{t -  r)Qx^{j7i:K{t -  rf)ho{T)Qx^{jcOcr)dT:
= Qx^{j7iKt^) \u{t -  T)QX^{-jl7iKtT)Qx^{jnKT^)ho{r)Qx^{jo)cr)dr
(31)
The Qx^ijnKf') term is not involved in the convolution and can be ignored. In ‘normal 
mode’ of operation the QX^Qjik'f') term in equation (31) tends to 1. Hence, the 
expression can be written,
v(/) = \u{t -  T)ho(j)Qx^\- j{2nKt -  cOc)r\dT (32)
which resembles the STFT but with a frequency scale which varies over time t. The 
filter envelope ho(t) provides the windowing function of the STFT.
We can consider a DC input signal as a particular point on the frequency scale which 
produces the same output as other frequencies but with a particular time shift. Hence, 
for a DC input of unity amplitude (32) can be written,
v(/) = ^^h{t)Qx^{-j2nKtT)dT = H{Kt) (33)
which can be interpreted as the Fourier transform of the filter time domain response 
but with a swept frequency scale i.e. the output traces out the filter frequency 
response.
This relies on the ‘normal mode’ of operation being valid. Hodgart [77] suggests how 
this state can be defined. For the normal mode to be valid we can say that the phase of 
exp(/Æ^f) should be small. Hence, we can say nKf<7i/4 approximately. For a given 
scan rate {K) this limits r, requiring the filter to have a minimum bandwidth (5) such 
that t=±1/2B. Hence, in normal mode
Which leads to the approximate relationship
(34)
Since the output describes the frequency response of the filter then the resolution {R^ 
is equivalent to the filter bandwidth {B) in normal mode of operation.
(35)
Alternatively, the swept superheterodyne spectrum analyser can theoretically be 
operated in a ‘fast mode’, which is easier to consider in the frequency domain. Again, 
considering a dc input of unity amplitude and using a frequency domain representation 
of(27).
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J= (36)
Then,
V (a>) = U\co)H (co) = exp|^- (37)
In fast mode the exp(-Jo^/47iK) term tends to 1. Hence,
= (38)
For the fast mode to be valid we can say that û}/47tK<7ï/4 approximately. For a given 
scan rate {K) this sets a maximum filter bandwidth {B) such that oy=(jù^±7iB where 
is the filter centre frequency. Hence,
{ttb)
2
n  
<  —
AkK  4 
Which leads to the relationship,
B^<K  (39)
If the frequency domain output (38) is a scaled frequency response of the filter then 
the time domain output is a scaled time domain response of the filter
= (40)
Since the resolution (i?s) is approximately equal to the scan rate multiplied by the 
width of the filter time response it now varies inversely with filter bandwidth
K
(41)
However, in practice the normal spectrum analyser is never used in this mode of 
operation. For a given sweep rate a minimum resolution is achievable with a swept 
superheterodyne spectrum analyser whichever mode it is operated in. In normal mode 
the resolution is proportional to the filter bandwidth. As the bandwidth is decreased 
the spectrum analyser effectively switches to fast mode and the resolution becomes 
inversely proportional, see Fig. 4.12.
If the swept superheterodyne spectrum analyser could be permanently operated in fast 
mode there would be no limit to resolution for a given sweep rate. This is effectively 
achieved by a chirp spectrum analyser, see section 5.1.2.
The swept superheterodyne technique is the most flexible and widely used. It can be 
used to cover very wide frequency ranges with high dynamic range. However, the 
swept superheterodyne technique is limited by the speed at which the local oscillator 
can be swept. This is restricted by the response time of the band pass filter which also 
defines the frequency resolution. The narrower the filter the better the resolution but 
the slower the maximum sweep rate.
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Fast
mode Normal
mode
B
Fig. 4.12 Relationship between resolution {R^ and 
filter bandwidth {B) for fixed sweep rate
Taking the resolution of IkHz the maximum sweep rate that may be employed is 
lO^Hz/s. This would allow a frequency range of lOMHz in an acceptable duration of 
10s but to cover lOOMHz would take 100s which is far too long. It should also be 
remembered that this does not take into consideration any post detection averaging.
4.2 Classification Algorithms
Once spectral analysis has been performed and significant signals have been identified 
it would be desirable to determine their modulation type. A brief review is given here 
of the many published algorithms which address this problem. No further work has 
been undertaken in development of such algorithms. The volume of literature 
published suggests that work in this field is quite mature. The reason for including 
this material is to show what can be achieved and give some idea of the 
implementation of a classification algorithm.
Over the past fifteen years or so a series of papers, by various authors, have been 
published on the subject of modulation recognition. Table 4.1 sorts this work by 
author in a roughly chronological order. These papers describe various algorithms for 
modulation recognition and results of simulations performed. It appears that little, if 
anything, has been published which describes implementation of systems employing 
these techniques. This is not surprising considering the obvious commercial and 
military applications for such techniques.
Most algorithms are applicable to single, narrow band communications signals. This 
suits the application under consideration. A wide variety of modulation schemes are 
considered though not by all algorithms.
4.2.1 Classification method
Methods of accomplishing modulation recognition seem to fall into two basic types: 
decision theoretic (or decision tree) and pattern recognition. Decision theoretic 
methods extract various features from received signals and make decisions one at a 
time about the signal in a hierarchical manner until a modulation type is reached. 
With pattern recognition methods the type of modulation is decided upon using all the 
features simultaneously, matching the received signal to the closest known modulation 
type based on these features.
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The decision theoretic and probabilistic approaches appear to be equally popular. 
However, more recent works employing artificial neural networks (ANNs) seem to 
favour the probabilistic approach. The probabilistic approach is more appropriate for 
intelligent and more complicated classification algorithms.
4.2.2 Signal features
Not only do methods of classifying signals vary but so also do the signal features used 
for classification. The way the signal features are measured also varies. For example, 
some algorithms may calculate a standard deviation of a feature while other methods 
may consider it’s probability density function (pdf).
The earlier papers on this subject consider onlÿ a limited number of modulation types, 
simulated in unrealistic circumstances. Callaghan et al [118] proposed a modulation 
classifier employing signal envelope and zero crossing characteristics. However, this 
algorithm becomes inaccurate if the receiver is not perfectly tuned to the centre 
frequency of the signal. Chan et al [119] proposed an algorithm utilising only 
envelope characteristics for use with analogue modulation types alone. Hipp [120] 
proposed a method using measurements of signal amplitude, phase and frequency. 
Mammone et al [121] proposed an algorithm using only phase information whereas 
Hagiwaru and Nakagawa [122] proposed an algorithm utilising only envelope 
measurements. These two methods yielded high accuracy but only for very limited 
modulation types.
More recent papers cover wider ranges o f modulation types and/or achieve better 
accuracy. Hsue and Soliman [123,124] use zero crossing information to classify 
constant amplitude signals with good performance. Soliman and Yang [135] propose 
an algorithm employing phase and frequency probability density functions (pdfs) to 
classify a limited number of modulation types to high accuracy. Dominguez et al 
[125] propose a more general method using envelope, phase and jfrequency pdfs but 
with less impressive results. Lu et al [126] present an algorithm using spectral 
correlation o f analogue and digital modulation types but again with less impressive 
results. Signal analysis techniques employing spectral correlation were largely 
pioneered by Gardner[l27,128,129]. Azzouz and Nandi [130,132,133] have developed a 
method using signal power, phase, frequency, amplitude and spectrum to classify a 
wide range o f modulation types with high degree o f accuracy.
Kremer and Shiels [136] present a method producing results amongst the best for a 
wide range of modulation types. They employ a combination of signal features 
including those used by Azzouz, Nandi, Hsue and Soliman [130,132,133,123,124,135] to 
produce an ‘optimised algorithm’. They also use artificial neural networks (ANN) and 
state that the next stage of their work is to investigate the use of commercial ANN 
hardware boards.
Where more than one reference number is given performance relates to most recent 
paper reporting best performance. Quoted performances are not necessarily 
comparative because test conditions vary. For example, the algorithms work on 
samples and both sample rate and number of samples may vary. Also performances 
depend on the type and number of different modulation schemes encountered.
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Table 4.1
Author(s) Ref.
No.
Year P or 
DT*
Classification Features Modulation
types
Performance
Liedtke 116 84 DT amplitude, instantaneous 
frequency, difference 
phase, amplitude variance, 
instantaneous frequency 
variance
ASK2,FSK2,
PSK2/4/8
correct at 
CNR>20dB
Jondral 117 85 P amplitude, phase, phase 
difference, instantaneous 
frequency
ASK2,
FSK2/4,
PSK2, AM, 
SSB-SC, noise
>95%
Callaghan 
et al
118 85 P envelope amplitude, zero 
crossing times
CW, AM, FM, 
SSB, OOK, 
FSK, noise
correct at 
CNR>20dB
Chan et al 119 85 DT variance o f envelope, mean 
of envelope
FM, AM, 
DSB, SSB
87% at CNR 
7dB
Hipp 120 86 P standard deviation of  
amplitude, skewness of 
amplitude, spread o f signal 
phase, standard deviation 
of spectrum, standard 
deviation of squared 
spectrum
Noise, carrier, 
AM, DSB, 
ICW, FM, 
BPSK, FSK, 
SSB
95% at CNR 10- 
40dB
Mammone 
et al
121 87 DT phase derivative CW, BPSK, 
QPSK
>90% at CNR 
35dB
Hagiwaru,
Nakagawa
122 87 DT envelope amplitude PSK, MSK correct at 
CNR>5dB
Hsue,
Soliman
123,1
24
89, 90 DT Zero crossing CW, BPSK, 
QPSK, 8PSK, 
BFSK, 4FSK, 
8FSK
>95% at CNR 
15dB
Dominguez 
et al
125 91 P envelope, phase, frequency 
pdfs
AM, SSB , 
DSB, FM, 
ASK2, ASK4, 
PSK2, PSK4, 
FSK2, FSK4, 
CW, noise
>90% at CNR 
15dB
Lu et al 126 96 P spectral correlation 
fimction
AM, USB, 
LSB, FM, 
CW, BPSK, 
QPSK, 
SQPSK
>90% at CNR 5- 
25dB
Azzouz,
Nandi
130,1
31,13
2,133,
134
95,96,
97,98
DT,P power spectral density, 
standard deviation of 
absolute phase, standard 
deviation o f direct phase, 
spectral symmetry, standard 
deviation o f absolute 
amplitude, standard 
deviation o f absolute 
frequency.
AM, DSB, 
VSB, LSB, 
USB, FM, 
AM/FM, 
ASK2, ASK4, 
PSK2, PSK4, 
FSK2, FSK4
>98% at CNR 
lOdB
Soliman,
Yang
135 97 P phase pdf, frequency pdf CW, BPSK, 
QPSK, 8PSK
>95% at CNR - 
5dB
Kremer,
Shiels
136 97 P various (21 in total) AM, ASK, 
BPSK, CW,
>90% at CNR 
5dB
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FM, FSKl, 
FSK2, QPSK
Dubuc et al 137 99 DT amplitude, instantaneous 
frequency, instantaneous 
phase, absolute phase, 
direct phase
CW, AM, 
DSB-SC, FM, 
FSK, BPSK, 
QPSK
‘good’ at 
CNR>5dB
*P or DT indicates probabilistic or decision tree algorithm.
4.2.3. Implementation
A number of references give an indication of the signal duration processed. Several 
use a signal duration of the order of lOOfns where the classes of modulation 
considered include low baud rate digital signals. This seems reasonable since a low 
symbol rate of 200 baud would mean that there were twenty symbols in the 100ms 
duration. However, this means capturing and processing 100ms of a signal. Some use 
much shorter signal durations, for example one algorithm published by Azzouz and 
Nandi [134] uses a duration of 1.76ms. The analysis is repeated a number of times to 
attempt to resolve ambiguity. This is more likely to be the approach used by the 
proposed system. It would be desirable to use the same captured signal for spectral 
analysis and classification. Spectral analysis requires a shorter sample than 100ms for 
the proposed application. Hence, the system will initially capture a duration of each 
signal of this order. Spectral analysis will be performed from which significant 
signals can be identified. Once significant signals have been identified classification 
can be performed using the sample of each signal already captured. This analysis will 
accept the limitation of the short signal duration but may repeat the analysis several 
times while a signal can be identified over a satellite pass period.
In general, better performance can be obtained by processing either higher signal to 
noise ratio signals or by processing longer duration signal samples. If signal samples 
for classification are to be extracted from a record of a scan of the whole frequency 
range then the duration may be limited. This may mean that reliable performance of 
the classification algorithm may only be guaranteed for higher signal to noise ratio 
signals, or those for which the analysis can be repeated a number of times. The 
classification function of the system could only be applied to a limited number of 
significant signals anyway. It would not be practical to process every signal detected 
in the frequency range covered.
An algorithm using the data initially captured for spectral analysis may then have to 
accept limitations on the classes of signal it can resolve and the signal to noise ratio of 
signals which can be processed. This should be acceptable in most cases. If this 
proves insufficient then a longer record of a particular signal could be captured and 
processed using a more comprehensive algorithm.
4.3 Doppler Shift Geolocation
As with modulation classification, location of the ground based source of significant 
signals would be desirable. If there was no relative movement between the source and 
the receiver this would not be possible. However, the motion of the satellite means 
that any RF signal received in LEO, from a ground based source, is modified by 
Doppler shift. Doppler shift causes the frequency of the detected signal to be shifted 
either higher or lower than the transmitted signal depending upon whether the distance
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between the source and receiver is decreasing or increasing respectively. The Doppler 
shift inherent in LEO signals can be exploited for geolocation of ground-based 
transmitters. As with modulation classification only a brief description of this 
technique is given.
A number of LEO system operators use Doppler shift geolocation to aid location and 
tracking of ground based transmitters for various applications
• COSPAS-SARSAT [138,139,140,141] - emergency distress beacons 
operating on 121.5/243/406MHz are carried in many situations including 
maritime and aeronautical. In an emergency the beacon is operated and its 
signal communicated to one of several ground based processing stations by 
LEO satellites which simply act as repeaters. The Doppler shift inherent in 
the uplink message is used to aid geolocation of the emergency beacons.
• ARGOS [142,143,144] - numerous small, lightweight data acquisition 
transmitters (401.65MHz) deployed in fixed and mobile environmental 
monitoring applications are served by the ARGOS system. Payloads 
aboard the US National Oceanic and Atmospheric Administration (NOAA) 
Polar Orbiting Environmental Satellites (POES) are used to relay messages 
from these transmitters to ARGOS groundstations for processing and 
dissemination of data. Doppler shift geolocation is used for tracking of 
animals, balloons, marine buoys and in many other applications. Location 
accuracy as good as 150m is possible with favourable signal conditions.
• Orbcomm [145,146] - a LEO constellation used for commercial asset 
tracking and monitoring of remote facilities. Uplink frequencies between 
148 and 150.05 MHz are used to relay short messages from fixed and 
mobile ground based transmitters to ground stations at various locations. 
Messages are then distributed to subscribers. Doppler shift on uplink is 
used to locate transmitters to an accuracy of “typically 1000m”.
Other potential LEO constellation operators such as Final Analysis and ESAT propose 
using Doppler shift geolocation to compete with Orbcomm in commercial tracking 
and monitoring markets.
4.3.1 Doppler shift measurement
Geolocation of an unknown signal can be approximated by calibration of its Doppler 
shift. This technique used successfully for known target transmissions can be adapted 
for location of signals from unknown sources. If the signal centre frequency is 
measured a sufficient number of times over a pass then the minimum distance and 
time at which it occurred can be found. Plotting the signal centre frequency or carrier 
frequency received by the satellite over the period of a pass results in a Doppler shift 
curve. This curve varies with maximum elevation angle or how closely the satellite 
passes over the transmitter.
The centre of the curve indicates when the satellite was closest to the transmitter (time 
of closest approach - TCA) and the bandwidth of the curve indicates how close the 
satellite passed. This leads to two possible transmitter locations, one either side of the 
satellite ground track. To resolve this ambiguity either further passes or additional 
information is required.
46
Chapter 4 Signal Processing Techniques
TCA
Time
Fig. 4.13 Doppler shift curve [147]
Obviously, the more data used to measure the Doppler curve the better. The more 
times a signal centre frequency is measured from spectral analysis data over the period 
of a pass the more accurately the curve can be measured. According to the COSPAS- 
SARSAT system operators if the curve is measured with sufficient accuracy the 
position ambiguity can be resolved from a single pass. The Doppler curve will exhibit 
a slight distortion due to the Earth’s rotation under the satellite. This can be measured 
to determine if the transmitter was to the left or right of the satellite during a pass. 
However, this technique is only accurate when suitable conditions exist.
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Fig. 4.14 Position ambiguity [147]
Implementation of such a system requires accurate knowledge of the satellite position 
at all times since ground based transmitter location is calculated relative to satellite 
position. Systems such as ARGOS and COSPAS-SARSAT calculate Doppler shift 
geolocation on the ground and not necessarily in real time. A satellite based system 
would require accurate, frequent position information. With recent developments 
such as GPS for LEO satellites this should not be prohibitive.
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Chapter 5
5 System analysis and design
From the requirements discussed in Chapter 2 and the review of signal processing 
techniques in Chapter 4 we can begin to develop an idea of what the system will be 
like. The initial targets for the system can be summarised as:
• wide frequency range, initially lOOMHz centred around 150MHz
• resolution better than IkHz
• repetition period 10s
• coverage or scan rate lO^Hz/s
• dynamic range at least 60dB
• modulation classification
• Doppler shift geolocation of transmitters
Firstly, we wish to cover a wide frequency range to a resolution better than IkHz in a 
repetition period of 10s. Fundamentally, the wider the frequency range the more 
useful the instrument. We initially limit ourselves to a range of lOOMHz centred on 
the current uplink frequencies at approximately 150MHz. If the repetition period is to 
be adhered to then the wider the frequency range the faster the scan rate, and the more 
difficult the challenge. However, a range of IGHz will be considered later when a 
system design is formalised.
From previous measurement campaigns we know that individual signals we are likely 
to detect will vary over a dynamic range of up to 60dB, see section 3.3. Once we have 
identified different signals in the frequency range we wish to analyse them further if 
they are significant. We then wish to further process the signals we have already 
captured to classify their modulation type and perform geolocation.
Having decided upon the requirements of the system we can begin to define how it 
will function. First of all the signal space must be captured. As discussed previously 
a single modem A/D device could capture the whole range simultaneously. However, 
it could not do so with sufficient accuracy to satisfy the dynamic range requirement. It 
is also desirable to employ techniques which could be applied to a wider frequency 
range in the future. Using an A/D device with a sampling rate related to the range 
limits the range and is not flexible.
Therefore, we require some form of limited or filtered signal capture which will 
progressively cover the range. A system is required which will in some way scan the 
frequency range in the repetition period. In the first instance the signal must capture a 
duration of each frequency sufficient to perform spectral analysis. It would also be 
desirable to use the same captured piece of each signal for additional analysis to 
classify and locate signal sources.
An all analogue swept superheterodyne system, as employed by the majority of 
laboratory spectmm analysers, would provide a flexible solution. However, as already
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discussed previously, such a system cannot be made to perform at the desired sweep 
rate and resolution. Also, any additional analysis of individual signals means that they 
must be recorded by some other method after being identified by the spectral analysis 
process.
What is required is a system with an RF front end to scan across the frequency range 
and some form of digital processing to capture the range and process it. Two 
methodologies are available for such a system; a stepping channelised system or a 
sweeping system.
5.1 Processing options
We are talking about an instrument which in some sense ‘scans’ the frequency range. 
A swept superheterodyne spectrum analyser cannot sweep at the implied rate of 
lO^Hz/s with a resolution filter of the order that is required. The system must employ 
some passband that is significantly wider than the resolution required and use digital 
processing to resolve the output to the desired resolution. There are two ways in 
which we may implement a scanning instrument. A system may scan a range in a 
continuous manner or in discrete steps. Hence, we envisage either a channelised 
system or a wide passband sweeping system. This research focuses on optimising a 
continuously sweeping system. However, it is important that the discrete stepping, or 
channelised, system is considered for comparison.
5.1.1 Channelised System
A channelised system considers the frequency range as a contiguous series of discrete 
sections or channels. Operating like an RF receiver the system would tune to each 
channel in turn and record a sample of the required duration before moving on to the 
next. A scanning receiver operates in a similar way except that it only stops long 
enough at each channel to detect signal activity. If it detects a signal it may stop 
scanning to act as a conventional receiver.
Obviously a number of fixed frequency receivers could be used in parallel. However, 
bearing in mind the limited facilities available on a small satellite payload, and for 
purposes of comparison with a sweeping system, a single RF front end is assumed 
here.
Freq
RF signal 
space
Sampled
signal
space
CW signal
Time
Fig. 5.1 Channelised down conversion
The signal space must be down converted by the RF front end and recorded by some 
form of digital equipment. For minimum sampling rate the system will down convert
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to baseband in quadrature channels. Both of these will be recorded. The data can 
then be combined to give a complex baseband representation of signals. Each section 
or channel of the signal space will be recorded as a baseband channel with a frequency 
range incorporating both positive and negative frequencies. Fig. 5.1 represents this 
conversion process diagrammatically. However, it does not illustrate the time taken 
for the RF front end to retune between channels. This time may or may not be of 
significant duration depending upon how long each channel is sampled.
Fig. 5.1 also shows that the sections of the signal space must overlap. To avoid 
aliasing filtering must be applied. If the area within the dotted lines represents that 
signal space which is actually captured for each channel then the shaded area 
represents the filter passband. The areas outside the passband represent the filter roll 
off. The data captured in these areas is attenuated and hence less accurate. Therefore, 
the sections into which the signal space is divided overlap rather like filters in a 
filterbank spectrum analyser. This overlapping does mean that signals may be 
captured more than once but all frequencies should be captured in one passband area.
Once captured each section of the signal space must be processed to perform spectral 
analysis on it. An FFT provides a computationally efficient method of doing this 
which could be implemented using various technologies. A system which combines 
an RF front end and FFT processing has been called an FFT receiver. Den et al [148] 
have investigated the use of such a system to intercept frequency hopping signals.
The results of the FFT processing for each channel will be combined to give a spectral 
analysis for the whole range. Data relating to roll off areas will not be included.
The scan rate is limited by the number of channels and the time that must be spent 
tuning to each and sampling it. The processing load is determined by the number of 
channels and the length of FFT which must be performed on each one.
5.1.2 Sweeping System
A sweeping system considers the frequency range as a whole and captures a single 
continuous sweep of limited bandwidth instead of a series of discrete sections as with 
the channelised approach. It could be argued that a channelised system with a great 
number of very narrow channels would tend towards a sweeping system. However, 
the processing involved is quite different.
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Fig. 5.2 Sweeping down conversion
Instead of having the data divided into convenient sections it is recorded as one long 
sweep. In a similar way to the channelised system filtering will have to be applied to
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prevent aliasing. However, each frequency is captured only once. As with the 
channelised system I and Q channels can be down converted to baseband and sampled 
to provide a complex representation.
For any spectral component present in the frequency range a swept or ‘chirped’ signal 
will be captured in the recorded data. Matched filtering is required to perform pulse 
compression on each of the swept spectral components and separate them in time. For 
swept or chirped signals a chirp filter is required as in a linear frequency modulated 
(FM) or chirp radar system. The chirp filter must have a delay characteristic of 
exactly opposite gradient to the frequency sweep of signal components.
Frequency
Time
Frequency
Delay
Fig. 5.3 Chirp signal and chirp filter delay characteristic
If the channelised system has an architecture similar to an RP receiver then a 
sweeping system is more reminiscent of a sweeping spectrum analyser. We can 
imagine the sweeping system as a form of enhanced spectrum analyser which we 
might call a chirp spectrum analyser. We can describe a system similar to the swept 
superheterodyne spectrum analyser of section 4.1.2.2. A similar system can also be 
derived from a phase-indifferent simplification of the chirp Fourier transform as in 
section 4.1.14.
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Fig. 5.4 Chirp spectrum analyser
As with the swept superheterodyne spectrum analyser we can consider a DC input of 
unity amplitude as a single point on the frequency range. Hence, the chirp filter 
output y(t) may be expressed in the frequency domain as,
Y(co) = C{co)H{(û)Hc{cù) (42)
Then, using the following frequency domain expressions for a swept oscillator and its 
matched filter.
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where K  is the sweep rate in Hz/s of the system. Thus, we get,
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= jH (a> )
CO
J AtcK )
(45)
(46)
Hence, the output in the time domain is a scaled impulse response of the band pass 
filter rather than the frequency response as with a standard system.
y{t) = ^ h ( t ) (47)
Hence, the resolution is improved as a wider bandwidth filter is used. Effectively, the 
chirp spectrum analyser is operated in the swept superheterodyne spectrum analyser 
fast mode. However, there is no theoretical limit to resolution when sweep rate is 
fixed.
Swept
superheterodyne
performance
Chirp
spectrum
analyser
B
Fig. 5.5 Relationship between resolution {R^ and filter 
bandwidth {B) at fixed sweep rate
The performance of the system is dependent upon the chirp filter acting as a matched 
filter to chirp signals. Hence, the scan rate of the sweeping LO must be very accurate. 
If we wish to estimate the maximum permissible phase error we can start by assuming 
that the phase of a chirp signal is defined by,
(j) = 7i:Kf (48)
Now, an error in scan rate will produce an error in this phase,
lS(j)-KlsKt^ (49)
The maximum phase error for a complex baseband chirp signal will occur after half 
the duration of the chirp signal {Tc)
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B
Tc = -  (50)
If we wish the phase error to be limited to ti/2 then,
Hence,
p ')
-  "TT ~ (52)
Which means that actual scan rates should be within 2% of their ideal value.
As with the channelised system a certain duration of each signal must be captured. 
Combined with the sweep rate this defines the chirp filter that must be applied. 
Unlike the channelised system all data captured is useful. Signal captured in the filter 
roll off area can contribute to the pulse compression operation.
5.2 Chirp filter theory [149,150,151]
To implement a sweeping system as described in the previous section a matched filter 
called a chirp filter must be applied. In this section more detail is given about chirp 
signals and chirp filters. Since digital processing is to be used to implement the chirp 
filter it is not constrained in the way that an analogue realisation would be by currently 
available devices. In particular, the differences between an exact matched filter and a 
dispersive delay line (DDL) realisation of a chirp filter are highlighted.
Early radar systems employed transmitted pulses that were linearly frequency 
modulated in time [149]. This meant that wide bandwidth pulses could be transmitted 
without instantaneous high power. Technological limitations at the time restricted the 
power that could be transmitted in a wide bandwidth pulse.
Linear frequency modulated (FM) or ‘chirp’ pulses allowed higher total transmitted 
power. This increased the useful maximum range of radar systems. However, to 
achieve a useful range resolution a matched filter technique had to be used at the 
receiver. The matched filter compresses the energy of the received signal into a 
shorter pulse, improving range resolution and signal to noise ratio.
5.2.1. Linear FM or chirp signal
Throughout we assume a chirp signal of the form below over a limited time period 
which is equivalent to a rectangular envelope. We start with a real signal,
c(t) = cos(coot + -T/2<t<T/2 (53)
where coq is the centre frequency or carrier frequency of the signal and fj^jiF/T {F and 
T being the frequency span in hertz and duration in seconds of the signal respectively).
The spectrum of c(t) can be found by calculating its Fourier transform.
C(ft))= ^co4^ cûQt + jcot)dt
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^ T/2 I  r/2
= -  \QX^\j[{coo -co)t + -  \Q xA-j[{œo + œ)t + iAt'^]\it
- r / 2  ^  -Tf l
(54)
Now we can consider just the first integral of the above equation if it relates to 
positive frequencies and is mirrored by the other integral relating to negative 
frequencies. From hereon such notation is used and we consider only half of the 
complex spectrum. This is valid if we assume we are dealing with linear systems 
where coo»27rF so that the two halves of the spectrum do not overlap. For baseband 
systems where coq=0 we would be using a complex representation anyway.
Factorising (54) and rearranging the integral wb get,
C{co) = exp 
Substituting for.
- J
Çco — cop) 
4//
T/2
■ I exp j m t
(co — COq) g/r (55)
X =
12// ( c o  -  C O q) 
2// ,
dx = dt
we get.
C(co) = j - — exp 
" '2//
, \ ( c o - ( o o y \ X2f
4//
. Jexp
/  2 _dx (56)
JLIT + ( cO — 6Uo)
7 ^
^2
—(co — co^
■yj27TJU
which means that the response in the frequency domain is ‘chirp-like’ and has an 
approximately rectangular envelope with Fresnel ripples.
C(co) can be written.
7T
C(a>) = J - c x p ,[C(X2) + JS(X2) -  C (% ,)-y^(Z ,)]
(57)
where.
C (X )= [cos-
Tuy
S{X) = Jsim -— dy
0
which are the Fresnel integrals. The amplitude response of the frequency domain 
chirp signal is given by.
1/2
(58)
Fig. 5.6 illustrates (58) for a particular chirp signal where F=200Hz, T=0.2s and 
Æb=2;r.200. The MATLAB code used to create Fig. 5.6 is given in Appendix C.
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Fig. 5.6 Time domain and spectral envelope of a chirp signal 
with rectangular envelope
The frequency domain chirp signal phase response is made up of two terms. The 
dominant term is the parabolic phase term or square-law phase term,
(co — û)o)^
^iW ) = 4//
The residual phase component is less significant and is often ignored,
= - ta n -1
_C (Z 2)-C (^0_
(59)
(60)
For large time-bandwidth products (FxT) the residual phase component approximates 
a constant phase angle of jdA,
S{X 2)-S{X ,)
C (^ 2 )-C (^ ,)
1
5.2.2. Chirp pulse compression filter
A matched filter can be based upon the complex conjugate of the spectrum of the 
expected signal. A practically realisable filter will usually include some scaling factor 
and a fixed time delay. However, an optimal matched filter can be described by the 
relationship
^(6)) = r((U )
where S(co) is the spectrum of the desired signal. Chirp filters are usually 
implemented as analogue dispersive delay lines (DDLs). These only approximate a
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chirp signal matched filter. However, implementing a chirp filter digitally means it 
can be made to exactly match the desired signal.
5.2.2.1 DDL chirp filter
If we consider the chirp signal spectrum we wish a matched filter which meets the 
following criteria,
( 6 1 )
A DDL is an all pass network. Hence, if  we ignore the residual phase term and 
assume unity gain then the filter frequency response can be approximated by.
H{co) = exp J-
{co — COoY
\co— 6)o| ^
4//
F  D D L
( 6 2 )
which, in reality, may only be valid over some bandwidth F ddl- This implies a phase 
response of.
(!){cd) =
{co — COof
4//
( 6 3 )
which leads to a linear delay response, the important characteristic of a DDL,
d^{co) [co -  6?o)
dco I n
However, this suggests a zero delay for co-coç). Hence, in reality
l/Ll
( 6 4 )
and.
((U — ®o)^
(J)' {cüî) = — Td CO
which better describes a real filter.
t ’d Frequency 
range o f DDL
Realizable delay
Linear delay
CO
Fig. 5.7 Realizable DDL delay characteristic 
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The extra linear phase term is usually ignored for analysis since it only gives rise to a 
uniform, distortionless signal delay, T,t.
The time domain impulse response of such a DDL can be calculated by taking the 
inverse Fourier transform of its frequency response. The inverse Fourier transform of
(62) can be evaluated by ignoring the limits on the frequency range and using the 
known transform pair below [152],
exp{-7rfif ) < ^ - ^ e x p
r  " I  A
where is a constant. Hence, the time domain response of a DDL realisation of a 
chirp filter can be written as.
^(0 = y —  Q x p \j[c o o t -  (65)
where (65) is infinite in the time domain.
5.2.2.2 Chirp signal matched filter 
An exactly matching filter can be expressed as
h{t) = A .c(-t) (66)
where ^  is a scaling factor. If an exponential form of the input signal is assumed then
ii(0 =  v4.exp[ j(cool -T/2< t^/2  (67)
where (67) has a rectangular envelope. If we remember that
H(co) = A. C* (co) (68)
then we can inspect (58), the magnitude of C(co), to find a suitable scaling factor^. If, 
as suggested by Cook [151], we assume that the Fresnel integrals can be approximated 
by |^2 then.
Therefore, for unity gain in the filter passband we require,
|/7(cuo)| = 1
and hence.
and h(t) = ^.exp[j[cool-jU t^)] -T/2 < 1^/2 (69)
which is similar to the DDL time domain response but with a rectangular envelope.
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5.2.3. O utput o f pulse com pression filte r
If a chirp signal with rectangular weighting is applied to a chirp filter the output 
appears to have an envelope with a sine or sin(x)/x shape. Detailed analysis shows 
that the output of a DDL should be exactly sinc-like but a true chirp signal matched 
filter will produce a slightly varied output [151,149,150]. An exactly matched chirp 
filter is only possible when digital processing is considered. Hence, this analysis is 
rarely considered in relevant literature such as that dealing with chirp radar systems. 
Furthermore, the differences between the outputs of a matched filter and a DDL only 
become significant with sufficiently high dynamic range. In Chapter 6 the variation in 
output of the two types of filter are investigated in the context of the system proposed 
by this study.
The output of the filter can be found by multiplication in the frequency domain or 
convolution in the time domain. In the ensuing analysis it has been found more 
convenient to employ convolution.
5.2.3.1 Output of DDL chirp filter
Assuming a complex representation of both the input chirp signal and the DDL the 
output can be calculated by a convolution process. The limits on the integration 
reflect the definition of the chirp signal alone since the DDL has an infinite definition 
in the time domain,
y ( t )  = jc(T) .h( t -  T)dr
r/2
jexp[y((UoT + jur^)].exp j { c D o ( t - r ) - p i t - r)^}
- 7 / 2
(70)
by rearranging (20)
y(t) =
7 / 2
QX^j[cOot -  ^Qxp[j2ptz)d'i
- 7 / 2
QXp[j[(Oot -  pt'^)\
sin(//?r)
p t
= ^[f T exp
7T
j \  COot — p t  +
sm[ptT)
ptT
(71)
Hence, the output is a chirp function of opposite slope to the input with a sine shape 
envelope scaled by the square root of the time-bandwidth product.
= 4 f t .
sin(///r)
ptT (72)
The output of a DDL can be illustrated by applying (62) in the frequency domain. Fig. 
5.8 illustrates this output using the chirp signal of Fig. 5.6. The MATLAB code used 
to produce Fig. 5.8 is given in Appendix C.
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Fig. 5.8 Simulated output of DDL 
5.2.3.2 Output of chirp signal matched filter
The output of the matched filter can be calculated using convolution process as for the 
DDL.
y(t)=  j c { T ) . h ( t - T ) d T
Here both the chirp signal and the matched filter response are defined over a duration 
T. Hence, the limits on the integration are modified to reflect the situation below
cr9
X
— h(t-'^ ) 
---------------- ►
-7X2 7X2
Fig. 5.9 Convolution of chirp signal and chirp filter envelopes 
Hence, the convolution process can be expressed as
y(t) = J — jexp[y(ft;oT + p r^)].exp j{a)o(t - r ) - p { t -
V rr ,_j!2
exp[7'(ft>o^  jexp(72// r^) /^r
dr
(73)
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(74)
Hence, the envelope is a modified sine similar to that produced by the DDL for the 
same input. Fig. 5.10 illustrates the output of the chirp matched filter for the same 
input signal as that used to produce Fig. 5.6. The MATLAB code used to produce 
Fig. 5.10 is given in Appendix C. In this instance a time domain convolution is used.
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Fig. 5.10 Output of chirp signal matched filter
5.2.4. Weighting
The difference between the two outputs may seem minor and unimportant. However, 
it becomes relevant when we are dealing with high dynamic range systems. 
Weighting functions which reduce the sidelobes of a sine shaped output are well 
known. However, if the unweighted output is not perfectly sine shaped the weighting 
will not work optimally. This effect is more obvious if we examine the outputs using 
a dB scale. Fig. 5.11 Shows the outputs of Fig. 5.8 and Fig. 5.10 plotted on a dB 
scale.
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Fig. 5.11 Outputs of DDL (top) and matched filter (bottom) with dB scale
Fig. 5.12 shows the two outputs on a dB scale when a weighting function has been 
used to improve the dynamic range. A 4-term Blackman-Harris weighting function 
was used which should reduce sidelobes to 90dB below the level of the main lobe
[155]. As expected the main lobe is slightly reduced and widened by the weighting 
function. For the DDL the sidelobes are indeed reduced to 90dB below the level of 
the main lobe. However, with the matched filter the suppression of sidelobes is not as 
expected. The greatest attenuation of sidelobes occurs close in to the main lobe but 
the tails of the convolution process are not suppressed to the desired degree.
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Fig. 5.12 Output of DDL (top) and matched filter (bottom) 
with same weighting function
In this case the effect of the deviation of the output from a sine shape has become 
significant. It has occurred because the filter does not have a rectangular frequency 
domain response.
Kowatsch and Stocker [153] discussed ways of alleviating this problem in low time- 
bandwidth pulse compression systems by modifying the transmitted pulse. In 1972
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Carey et al [154] filed a patent in the US on the idea of eompensating for Fresnel 
ripples in digital radar pulse compression systems. They took the DPT of a matched 
filter and compensated for the Fresnel ripples in the frequency domain effectively 
creating a DDL.
Analogue radar systems have always used DDL pulse compression filters which 
require only standard weighting techniques. More recently high speed digital circuits 
have allowed high time-bandwidth pulse compression to be carried out digitally. 
However, when specifying a digital representation of the pulse compression filter 
greater care must be taken if high dynamic range is desired.
5.3 System analysis
A system is desired which can cover a wide frequency range and periodically capture 
a duration of every frequency for spectral analysis. For the specifications derived 
from the application it has been shown that this can be achieved by a combination of 
analogue RF front end and digital processing. Furthermore, two spectral analysis 
methods have been identified which could be implemented in such a way.
The digital processing parts of these two methods can be divided into capturing and 
storing the data, and processing it. In this section a comparison is given of the 
performance these methods require in terms of data acquisition and processing.
5.3.1 Channelised acquisition and processing
A channelised system tunes to each channel in turn, down converts it to baseband and 
samples the channel for a particular duration. This process is then repeated for each 
channel. Thus, the frequency range is considered as a series of sections. However, 
these sections overlap due to filtering that must be applied to prevent aliasing.
If the system tunes to the centre of each section or channel and down converts in 
quadrature channels then a complex representation can be used. Therefore, the useful 
part of each section, captured in the anti-aliasing filter pass band, can have bandwidth 
B as in Fig. 5.13. Initially we will assume that the anti-aliasing filter has a flat 
response in its pass band but rolls off sufficiently so that aliasing will not cause 
interference. The filter cut-off frequency is assumed to be equal to BH.
0
Frequency
Fig. 5.13 Anti-aliasing filter frequency response
The sampling rate is assumed to be equivalent to twice the filter bandwidth to 
maintain the Nyquist criterion.
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Spectral analysis is performed on each channel by some form of DFT. As with any 
form of Fourier transform the resolution that may be achieved is inversely 
proportional to the time duration of signal that is used.
A f  cc —
To
Now for each section of the frequency range a sample of duration To is taken. For 
good pulse shape this will require some weighting to be applied in the time domain.
-To/2 0
Time
Fig. 5.14 Weighted sample of frequency section
Now assuming that the useful length of the sample is Tq/2 the resolution A/ at 
baseband is,
A /
1
T o / 2
2
To
( 7 5 )
This is only approximate. According to Harris [155] most weighting functions 
degrade resolution by a factor of between 1.5 and 2.5 so this approximation is 
reasonable. Hence, for a given resolution. A/, the approximate sample duration is,
2
( 7 6 )To =
A /
This means the number of points that must be processed is,
2 AB
M, = To-fs = —  -2B = — ( 7 7 )
To perform spectral analysis on this data we can apply an FFT. For convenience it is 
assumed a radix-2 FFT is performed. Hence, the number of complex data points must 
be a power of two. If it is not then the next radix-2 number higher than No must be 
used. This number, N, can be used to give an approximation of the number of 
mathematical operations required.
operations = {N ! 2) log  ^N ( 7 8 )
where an operation is a complex multiplication. N\ogiN  complex additions are also 
required. However, a complex multiplication requires four real multiplications and 
two real additions whereas a complex addition requires only two real additions.
Now this FFT would have to be repeated for each section of the frequency range with 
a total duration of approximately 10s if the processing is to be completed within the 
scan time. Which leads us to ponder how many sections the frequency range should 
be divided into.
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As the section bandwidth is increased so the number of sections decreases in inverse 
proportion. However, the duration of each section must remain unchanged. This 
means that the number of samples per section now increases. The total number of 
samples need not increase. However, the computation for each section is equivalent 
to (A//2)log2# operations and so increases at a rate greater than the increase in section 
bandwidth. This argument is of course complicated by the fact that radix-2 values of 
N  are selected but the principal still holds that for lower computation a greater number 
of narrower sections should be processed. For a first order approximation we can 
divide the total scan time by the section duration To to find the number of samples. 
This makes the assumption that a negligible time is taken to retune between sections. 
This may be inaccurate but leads to an ‘ideal’ minimum calculation load.
Using sections of minimum bandwidth means that the sampling rate is minimised as 
well which is desirable in itself. Hence, we may summarise the advantages of using 
minimal bandwidth sections or channels as:
• computation is minimised.
• sampling rate is reduced which may make hardware implementation easier.
• lower sampling rate over the scan period means that less data accumulates 
and hence less memory is required.
For example, if a resolution of lOOHz is required then To is 20ms which in turn means 
that up to 500 spectral sections can be captured in 10s. For a lOOMHz range this 
would mean a sampling rate of 400ksps. Table 5.1 shows the processing load 
calculated for scan rates employing the lowest possible sampling rate to cover 
frequency ranges of lOOMHz and IGHz in 10s.
Table 5.1 Calculation load for different frequeney ranges and resolutions
M Hz) 7o(ms) /,(ksps*) No N Mop/s**
A=10^Hz/s 100 20 400 8000 8192 2.7
1000 2 40 80 128 0.42
Æ=10*Hz/s 100 20 4000 80000 131072 43
1000 2 400 800 1024 3.3
*kilosamples per second
**niillions o f complex operations per second
5.3.2 Sweeping acquisition and processing
Using the same arrangement of equipment a sweeping system can be implemented. 
However, here the input to the anti-aliasing filter is continuous. Also, the output, 
when sampled, must be divided into sections and processed by a chirp filter rather 
than a single FFT. The chirp filter performs spectral analysis by pulse compression of 
ehirp signals at its input.
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Fig. 5.15 Output of anti-aliasing filter
The duration of signal processed defines the resolution just as when performing some 
form of Fourier transform. The resolution that can be achieved is equivalent to the 
inverse of the duration of chirped signal that is compressed.
(79)
Now due to anti-aliasing filter roll off the chirp bandwidth that must be compressed is 
twice the useful bandwidth, B. Hence, the chirp duration (To) that must be 
compressed is twice the useful duration T^ .
To = 2.Tc
Freq.
A/ (80)
Freq.
Time
2B Weighting
Chirp filter 
.characteristic
Fig. 5.16 Chirp filter characteristic and weighting applied in frequency domain
Hence, the scan rate and resolution define the chirp filter characteristic. If a baseband 
chirp signal is processed then it is assumed that the sampling rate (fs) is equivalent to 
twice the chirp bandwidth, B. Therefore, compressed chirp duration (To) can be 
expressed in terms of the sampling rate (fs).
T. = 2.T, = 2 .^  = 2.{f- = Ç
k 2k k (81)
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Hence,
f  (82)
where k is the scan rate. Hence the number of points in a chirp signal or the chirp 
filter is.
No = To-f,
2 2& 4&
(83)
The chirp filter can either be applied in the time domain or the frequency domain. As 
a time domain process the chirp filter could be applied as a convolution process. This 
is a computationally intensive solution. However, it may suit a hardware 
implementation of a chirp filter where parallelism could be used to increase 
processing speed. For comparison with a channelised system a frequency domain 
process is considered. This solution lends itself more towards a software 
implementation.
A filter can be applied in the frequency domain using a fast convolution process. An 
input is converted to the frequency domain, multiplied with the filter response and 
converted back to the time domain. If a simple DFT is used for the conversion then 
the computation required is similar to that required by a convolution process. 
However, if some form of FFT is used than a significant saving in computation can be 
made.
For a system with a very long input the data must be divided into sections to be 
processed. Either an overlap-add or overlap-save algorithm can be used. Neither 
algorithm presents any advantage over the other. An overlap-add algorithm is 
considered here. It processes the sections of the data stream as separate fast 
convolutions and then, because the output of a convolution is longer than either of the 
inputs, it overlaps the sections and adds them together. To get the individual 
convolution outputs to be longer the input sections are supplemented with a number of 
zero values. Fig. 5.17 illustrates an overlap-add algorithm.
T ^  A  4. ^  T im e----------- ►Input data stream
I I I I I I____________
I_________I zeroes ; pFT |__________________ | ►
X  Tf f t  I______________
I filter I zeroes | ppq- | I +
 ► I____
Fig. 5.17 Overlap-add algorithm
+
I___
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With an overlap-save algorithm the input sections are overlapped. Only the filter 
response is supplemented with zeroes and the overlap of the output sections is 
discarded. Fig 5.18 illustrates the overlap-save algorithm.
T J  TimeInput data stream
J I I______ I______ I_______
J FFT
X IFFT L
filter I zeroes | pp'p j_________________j
Fig. 5.18 Overlap-save algorithm
As stated before an overlap-add algorithm is considered here although an overlap-save 
algorithm would do just as well. For convenience it is assumed radix-2 FFTs are 
used. IfWo is not a radix-2 number then the next highest one must be used. This can 
be the length used to section the input data stream {N). Since the action of the chirp 
filter represents a convolution process an output of greater length than the input is 
required. This can be achieved by taking an input section, supplementing with zeroes 
and processing in the frequency domain using FFTs. According to Ifeachor and Jervis
[156] in an overlap-add algorithm the data length N  should approach the zero 
supplemented length N ’ for efficiency. They also state that it is desirable to keep the 
zero supplemented length short. The filter length and the minimum number of zeroes 
that must be added to data section N  are predetermined as TVq. Hence, as a 
compromise the zero supplemented length N ’ is twice the data section length N. 
Therefore, the following process is performed,
1. Take an input section of length N.
2. Supplement with N  zeroes.
3. Perform a FFT on the supplemented input.
4. Multiply with the frequency domain chirp filter response.
5. Perform an IFFT to get a time domain chirp filter output.
6. Combine the output sections using the overlap-add method.
If W  is the FFT length then a calculation of the number of complex operations 
required for each input section can be made:
FFT (W72)log2#'
Multiply with filter N ’
IFFT (W72)log2W'
Total W’(log2W'+l)
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Hence, the computational load for a complete sweep of the frequency range can be 
calculated in millions of complex operations per second (Mops). Since the scan rate 
and resolution define the chirp filter, the chirp signal bandwidth is defined. This fixes 
the sampling rate which sets the minimum FFT length for the input sections. Table 5.2 
gives the calculation load at scan rates covering lOOMHz and IGHz.
Table 5.2 Calculation load for different scan rates and resolutions
M Hz) 7o(ms) /Xksps*) Wo W' Mop/s**
W=10^Hz/s 100 20 200 4000 8192 5.6
1000 2 20 40 128 0.32
W=10^Hz/s 100 20 2000 40000 131072 72
1000 2 200 400 1024 4.4
*kilosamples per second
**millions of complex operations per second
5.3.3 Comparison
Fig. 5.19 shows that there is little difference between the methods in terms of 
computational load. This should not be surprising considering that the same task is 
performed by both methods and both employ FFTs to accomplish it. Fig. 5.19 also 
indicates that there is a relationship between resolution and computation, and also 
between scan rate and computation. If either resolution or scan rate are improved then 
a similar increase in computation is required. Hence, a similar computation load is 
required to resolve a lOOMHz (lO^Hz/s scan rate) range to a lOOHz resolution as to 
resolve a IGHz (lO^Hz/s scan rate) range to a IkHz resolution in the same time span.
_ Scan rate =10^Hz/s100 Scan rate =10 Hz/s
Mops
10
0.1
100 1000 100 
Resolution (Hz)
1000
■ Channelised 
□  Sweeping
Fig. 5.19 Computation load for both methods for various scan rates and resolutions
Tables 5.1 and 5.2 show that the sweeping method employs a lower sampling rate 
than the channelised system. The exact ratio between the two depends upon the 
assumptions made about the systems. A lower sampling rate is desirable in itself
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because a higher sampling rate may be more difficult to implement. It also means that 
less data will accumulate which reduces memory requirements. Alternatively, as will 
be demonstrated by the laboratory work reported later, a sweeping system may employ 
a higher sweep rate than a channelised system if they utilise the same sampling rate.
The differenee in sampling rate may be explained if it is remembered that a sweeping 
system captures every frequency only once, whereas a channelised system may capture 
a signal more than once. Thus, a sweeping system covers the frequency range more 
efficiently than a channelised system. This is further illustrated by Fig. 5.20 in which 
the shaded areas show the useful information in the captured signal space.
Channelised section Sweeping section
Frequency
0 - -
Time
Fig. 5.20 Captured signal space sections for two systems
With a channelised approach a data section is filtered in the frequency domain and 
weighted in the time domain. Hence, only a centre portion of the section is useful. 
With the sweeping system a data section is part of a sweep of the entire range. It is 
filtered in the frequency domain as is the channelised approach. However, any 
weighting required can also be applied in the frequency domain. Hence, the sweeping 
system data section contains more useful signal.
This analysis of the two systems has shown a two to one ratio in the sampling rates 
that may be used by two ‘optimised’ or ideal systems. The assumptions made 
concerning the channelised system failed to take into account the time lost between 
channels when the RF section of the system must be retuned. This suggests the 
advantage of the sweeping system over the channelised system is likely to be greater 
than the two to one ratio calculated.
With the limited facilities of a small satellite payload such a difference could be 
significant. If a fixed range is processed then the lower sampling rate of the sweeping 
system would lead to a lower memory requirement. Alternatively, if the sampling rate 
of the system is fixed then it may be possible to cover a wider frequency range with a 
sweeping system in the same time period.
5.4 System design
From the analysis performed in the previous section it can be seen that channelised 
and sweeping systems can be built with similar parameters that perform the same 
analysis. However, a sweeping system will offer perfomiance advantages. Both types 
of system can be implemented with similar hardware, essentially RF down conversion 
and capture combined with digital processing. A proposal for a system architecture is 
given here which could suit both system types. It has been developed as a sweeping
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system but could serve as a channelised system with minor modification. It is 
proposed that the system sweep across a lOOMHz range at a rate of lO^Hz/s and 
produce a spectral analysis to a resolution of the order of lOOHz.
The proposed system contains a combination of both analogue and digital signal 
processing. These functions can be conveniently divided into analogue and digital 
sections of the system, see Fig. 5.21.
analogue
Chirp filterSweeping 
RF front 
end
spectral
analysis
Modulation
classification
Memory
► Data
>  Control
Fig. 5.21 Block diagram of proposed system
5.4.1 Antenna
Obviously, system performance is heavily reliant upon the antenna. A light weight, 
compact design is required which gives good performance over the frequency range of 
interest. Antennas for use over wide frequency ranges are commercially available for 
scanning receivers. However, custom antenna design may be required for optimum 
system performance. Mission requirements such as physical size may force some 
compromise on antenna performance. The antenna design depends upon many factors 
and is not considered further by this study.
5.4.2 RF front end
The analogue section provides an RF front end which must down convert and filter a 
limited bandwidth of the frequency range. The down converted bandwidth will relate 
to a section of the frequency range which varies with time.
The RF front end could take a channelised approach down converting the frequency 
range in discrete channels and using a stepped local oscillator (LO). Alternatively, it 
could take a sweeping approach to down convert one long continuous sweep of the 
frequency range using a swept local oscillator.
With either technique a complex baseband representation of signals would be useful. 
To sample a fixed bandwidth at baseband minimum sampling rate can be 
implemented if quadrature channels are used. However, this means that two channels 
must be sampled, see Appendix D. Down converting ‘in phase’ (1) and ‘quadrature’ 
(Q) channels directly from the RF range requires two LO signals exactly in quadrature 
(i.e. 90° out of phase) which can be varied in frequency to cover the entire range. 
Alternatively, fixed frequency 1 and Q LO signals can be used to down convert from 
some intermediate frequency (IF). Practical work reported in the next chapter 
supports this as a viable approach. A separate LO signal is used to down convert from
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the RF range to IF. This RF LO still provides a challenge. It must be able to cover a 
wide frequency range accurately while maintaining low phase noise.
RF Baseband
A/D
A/DLNA
Sweeping LO
m
X .
X
Fixed LO
Fig. 5.22 Analogue down conversion section
The following comments about various components of the analogue section are made 
assuming a sweeping system. However, they are also largely relevant to a channelised 
system.
5.4.2.1. Signal level
The input to an in orbit receiver is commonly assumed to be subject to noise due to 
the Earth’s noise temperature. At 29OK this suggests a noise level of -174dBm/Hz. 
This sets a theoretical limit to the receiver sensitivity.
However, measurements taken on SSC satellite receivers have shown that at VHF 
uplink frequencies signal levels typically vary over a over a 60dB range from -60dBm 
to a noise floor equivalent to a noise level of -158dBm/Hz. It is this figure, set by 
background radiation, which will be taken as the lower limit of the system.
5.4.2.2 Low noise amplifier (LNA)
The first component of the system is a low noise amplifier. The LNA must have low 
noise temperature and be of sufficiently high gain such that noise sources in 
succeeding sections do not unduly limit performance. In addition the LNA may 
provide some filtering of signals outside the range of interest.
The LNA must perform with good linearity over a wide frequency range. This is 
particularly challenging given the expected dynamic range for individual signals and 
the high bandwidth covered. Some variation in response of the LNA can be tolerated 
though. For spectral analysis the phase response is unimportant and modest variations 
in magnitude response can be corrected for. Analysis of individual signals is most 
likely to be applied to narrowband signals. The response of the LNA should not vary 
enough over the bandwidth of a single signal to cause problems.
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Some signal amplification may also be required to raise the signal level to a point 
where it is convenient for A/D conversion. However, this could be applied at the IF 
or baseband stage.
5.4.2.3 Mixers
Mixers must operate over a high dynamic range. The first mixer in particular has a 
very wide frequency range at the input. Its dynamic range must be sufficient to 
prevent intermodulation between different input signals. However, previous uplink 
measurements indicate that individual signals will have a maximum level of the order 
of-60dBm. The relatively high path length inherent in LEO signal environment helps 
to limit signal levels and hence reduce the likelihood of intermodulation products.
Important mixer parameters are:
• Conversion loss is a measure of the efficiency of the mixer. It relates the 
power in the input signal to the power in the mixer products. If only a 
single sideband or mixer product is considered at the output then this value 
will be 3dB higher.
• Conversion compression generally occurs if  the input signal level comes 
within lOdB of the LO signal level. The IdB compression point measures 
the upper limit of the useful dynamic range where conversion loss 
increases by IdB.
• Dynamic range is the useful range of input signal levels. Its upper limit is 
set by the IdB compression point. Its lower limit is defined by the mixer 
noise figure which is usually within 0.5 dB of the conversion loss. Hence, 
for high dynamic range a mixer with high LO signal level and low 
conversion loss is required.
• LO/IF isolation is a measure of the leakage of LO signal to the IF port.
• Two tone third order intermodulation (TOI) distortion occurs as a result of 
nonlinearity of the mixer. If there are two signals at the input of 
sufficiently high level then intermodulation may occur. A harmonic of one 
signal at double its frequency may mix with the second frequency to give a 
product within the input range. This leads to an unwanted component in 
the output. As this distortion increases so the conversion loss increases. 
The third order intercept point is a theoretical point where the extrapolated 
desired output equals the TOI output on an input level versus output level 
plot.
5.4.2.4 Sweeping LO
This is possibly the most critical part of the system. The performance of the pulse 
compression operation depends upon the sweeping LO. The sweeping LO must 
sweep across a wide frequency range at an accurately controlled rate, see section 5.1.2. 
Additionally, phase noise should be kept to a minimum.
Also synchronisation of the frequency sweep with data capture is important because it 
affects the frequency assignment of the spectral analysis output. The frequency sweep 
must be controlled to an accuracy such that the output frequency scale has less error 
than the minimum resolution (lOOHz). At any moment during the lOOMHz sweep the 
instantaneous frequency of the sweeping LO must be accurate to <100Hz.
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For convenience the LO sweep could be divided into several shorter sweeps. This 
would aid implementation. However, at a change over point between two sweep 
sections there would be a phase discontinuity. This would not affect spectral analysis 
but could cause problems for signal classification algorithms.
For a channelised system a stepped LO would replace the sweeping one. It would 
have to operate with low phase noise at a number of frequencies.
5.4.2.5 IF Filter
The IF bandpass filter selects the signal space for acquisition. For a sweeping system 
it also effectively ‘weights’ the pulse compression process. The output pulse due to 
any spectral component has the shape of the bandpass filter time domain response. 
For either type of system the width of the IF filter is limited by the sampling rate used. 
The sampling rate will be discussed later.
Sweeping spectrum analysers trace out the band pass filter frequency response for any 
spectral component. They usually use Gaussian bandpass filters for the good pulse 
shape they produce in response to a sinusoidal input, and for their near linear phase 
response. The near linear phase response means that signals are subject to a constant 
time delay and hence no distortion is seen in the filter output. Appendix E contains 
more information on Gaussian filters and approximate realisations.
The bandpass filter need not be Gaussian in nature. In fact a filter with a more 
constant passband and a sharper cutoff would capture more signal. However, the filter 
magnitude response defines the envelope of any signal captured. If the filter gave a 
more rectangular envelope to captured signals the resultant output pulse would have 
higher sidelobes. This could be corrected by adding some form of weighting function. 
With the linearly swept nature of the signals involved the weighting function can be 
applied in either the time or frequency domain. In the time domain the weighting 
function would have to be applied to each signal separately which would be 
impractical. The weighting function could be more easily applied in the frequency 
domain as a filter magnitude response. This could be simplified by adding the 
weighting function to the frequency domain expression for the chirp filter.
The weighting function must combine two effects. The first is to compensate for the 
sharp filter cutoff. The second is to apply shaping to the data which will give good 
output pulse shape. The overall affect will be to apply significant gain to the positive 
and negative frequency extremes of the signal. If the system introduces any noise 
sources after the band pass filter they will be subject to this gain which may 
significantly reduce dynamic range. Hence, an approximately Gaussian filter, which 
requires no other weighting to be applied for the pulse compression operation, is 
favourable.
If a 30kHz Gaussian filter is assumed, to match the practical work described later, 
then calculation of the expected resolution can be made. In section 5.1.2 it was shown 
that a chirp spectrum analyser traces out the bandpass filter impulse response. The 
time domain envelope of a Gaussian filter can be expressed in the following form, see 
Appendix E,
ho(t) = exp kBI
ÏÏ77
(84)
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where B is the -3dB bandwidth of the filter. Hence, for a 30kHz filter hQ(t) equates to 
-3dB at /=±7.35xl0'^s. If h^ft) is traced out in the spectral analysis output the 
bandwidth of the resultant pulse can be found by multiplication of the time width by 
the scan rate. Hence, the pulse produced should have a resolution of 147Hz.
5.4.2.6 Quadrature channels
If the 1 and Q channels are to be combined to give a complex representation of signals 
then the 1 and Q channels LO signals must be of the same magnitude and 90° out of 
phase. If this situation is not maintained then a reflection about the DC point of each 
signal will be observed in the frequency domain.
5.4.2.Y Anti-aliasing filters
From the analysis of section 5.3 it has been shown that a sweeping system can 
perform the desired processing with a baseband sampling rate of 200ksps. The anti­
aliasing filters must ensure that the baseband signals are attenuated sufficiently to 
prevent aliasing when sampling occurs. Since a 200ksps sampling rate is used the 
anti-aliasing filters are designed to have a cut off frequency of 50kHz and a stop band 
frequency of lOOkHz. Individual signals may have a dynamic range of 60dB but at 
the sampling rate specified a number of signals may be captured simultaneously. 
With a complex passband of lOOkHz a maximum number of ten carrier signals may 
be assumed. Hence, as an approximation the maximum power level may be ten times 
greater than for a single signal. Hence, a total passband dynamic range of 70dB must 
be catered for.
5.4.3 Digital section
The analogue to digital conversion process can be described as transforming the 
continuous analogue input to discrete quantised levels at sample intervals which are 
then converted to a digital representation.
Since a down converted area of the signal space is being recorded without any a priori 
knowledge of the environment no assumptions can be made about the signals being 
captured. Hence, no non-uniform quantisation schemes can be used. For example, if 
it were possible to assume that only one signal were present at a time in the sampled 
data then logarithmic quantisation could be used to reduce the number of quantisation 
bits. However, this is not the case.
A minimum number of quantisation bits is suggested by the 70dB dynamic range, 
leachor and Jervis [156] suggest using the signal to quantisation noise ratio (SQNR). 
The quantisation noise comes from the maximum quantisation error which is half the 
quantisation step size. The SQNR can be related to the minimum number of bits (b) 
by,
SQNR = 6.026+ 1.76 dB (85)
If the quantisation noise is equivalent to the noise floor then SQNR equals the
dynamic range and hence 6>12 bits. Alternatively, one might say that if the dynamic
range is 70dB then the ratio (Ax) between the maximum signal level and the minimum 
signal level can be found by,
201og(Ax) = 70dB (86)
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Hence, Ax is a ratio of 3162. If the minimum signal level is noise and equals half the 
least significant bit then the ratio between the maximum signal level and the least 
significant bit is 1582. This range requires 11 bits to represent it. An additional bit is 
required for sign.
In reality 16 bit resolution would probably be implemented due to the availability of 
COTS devices. 16 bit resolution would add additional dynamic range. However, the 
additional bits need not be processed.
Data is captured from both channels at a rate of 200ksps and converted into a complex 
representation. Once data has been captured it is passed to both the memory and to 
the spectral analysis process.
5.4.3.1 Spectral analysis
It is proposed that the sweeping system apply a chirp filter to implement a spectral 
analysis. The filter could be applied in the time domain as a simple FIR filter but it is 
proposed that it be implemented with greater computational efficiency in the 
frequency domain using an overlap-add algorithm.
Due to the sweep rate (K) of lO^Hz/s and the 200ksps sampling rate (fs) chirp signals 
will be defined over 4000 points. The input data stream is divided into sections of 
4096 points (N). These are supplemented with an additional 4096 points, all zero. An 
FFT is performed and the result is multiplied with a frequency domain chirp filter 
function of 8192 points. The result is returned to the time domain by an inverse FFT 
where the results from all sections are combined.
With reference to section 5.2, the chirp filter function should be defined in the 
frequency domain as a DDL rather than in the time domain as a matched filter. This 
small differentiation leads to a simpler chirp filter function. The digital chirp filter 
function will have a complex baseband form thus
H(nlsco) = exp
.{nlscoY 
^ 4//
(87)
f
Acu = —^  « = -A^,....,-1,0,1,...., A^-1
where p^TiK  and K  is the sweep rate in Hz/s. However, this expression would have to 
be modified to compensate for the phase responses of the bandpass and anti-aliasing 
filters.
The implementation of spectral analysis for a channelised system would be simpler. 
The data would be recorded in sections, one per channel, of a length related to the 
required resolution. An FFT would then be performed on the data. The spectral data 
would then have to be scaled to compensate for bandpass and anti-aliasing filter 
magnitude responses. The spectral data for each channel would be combined, 
discarding the regions of overlap between channels.
5.4.3.2 Modulation classification
A  separate hardware resource is required to accommodate the classification algorithm. 
The classification algorithm can work on a signal identified by spectral analysis of the
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previous sweep while the next one is being captured and processed. Thus, the system 
has the ability to perform classification on the same data used to identify the signal.
Potentially a great many signals could be identified as peaks in the spectral analysis 
output. However, only a limited number can be analysed during the sweep duration. 
How significant signals are identified will depend upon the user and is not defined 
here. For example, a threshold could be set and any spectral peak exceeding it would 
trigger the classification process. Alternatively, some a priori knowledge of the 
frequency range might suggest some region of particular interest. Whatever method is 
used to identify signals some preprocessing of the captured data sweep is required 
before the classification algorithm can be applied.
First the captured signal must be extracted from the long data sweep held in memory 
so synchronisation between captured data and spectral analysis output is required. 
The classification algorithm will work on a length of data (N) with the captured signal 
centred in the middle. This should be selected to the best accuracy, to the nearest 
sample if possible. This section of the recorded sweep will be processed to remove 
the linear FM modulation (chirp) of the captured signal. If the signal is not centred in 
the data section the ‘dechirped’ signal will contain a frequency offset.
Before the signal is dechirped the phase responses of the band pass and anti-aliasing 
filters must be compensated for.
The dechirping process consists of multiplying the data section by a complex chirp 
signal of opposite slope to that of the captured signal. If the captured signal had a 
centre frequency coc then it could be represented in a complex form as,
signal = a{t)QXp[jcùct) (88)
where a(t) is the complex modulation applied to the centre frequency. The signal is 
recorded in the captured data with the complex modulation applied to a baseband 
chirp,
captured _ signal = a{t) QXp{j7tK (89)
where K  is the sweep rate in Hz/s and T is the length of the section in seconds. Now if 
the frequency range covered in time T  is equivalent to the sampling frequency then the 
captured signal can be described in a discrete form thus.
captured _ signal = a{n) exp
N j 2 2
(90)
Hence, multiplication by a chirp signal of opposite slope leaves the complex 
modulation of the original signal at baseband.
dechirped _ signal = a{n) exp exp - j n K —  =a{n) (91)
However, this signal has been converted from one which sweeps across a frequency 
range to one at baseband. Therefore, it can be decimated to a lower sample rate. This
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means the data section consists of less samples and simplifies the processing required 
by the classification algorithm.
a(n)
X
w(n)
4 M
Fig. 5.23 Decimation
Decimation involves applying a digital low pass filter to the data to avoid aliasing and 
then selecting every Mth sample where M  is the degree to which the rate is decimated. 
Hence, data sampled at a rate fs can be reduced to a rate/^/M.
y{m) = w{mM) (92)
= '^ h { l)a { n - l)  (93)
Due to the limited duration of each signal captured the classification algorithm will be 
limited in accuracy. There may even be some types of signal which it cannot 
distinguish. For example, a low baud rate digital signal may appear as a CW signal if 
no bit transitions are included in the captured data. However, repetition of the 
analysis for data from several sweeps may resolve such ambiguities.
5.4.3.3 Memory
As data is captured and passed to the spectral analysis processor it should be 
simultaneously stored in memory. A single sweep will entail 10s worth of two 
channels each sampled at 200ksps. This equates to 4x10^ samples of 16 bit data, or 
8Mbyte.
The memory need only store two sweeps in the short term. Only the current sweep 
being processed for spectral analysis and the previous sweep which may contain 
signals to be processed by the classification algorithm need be in memory at any time.
The memory would be overwritten on alternate sweeps. Hence, it need only 
accommodate 16Mbyte of captured data.
On small satellites large amounts of data are commonly stored in a solid state memory 
or ‘RAMdisk’. However, such memory devices are susceptible to the effects of 
radiation, both transient events such as single event upsets (SEUs) and long term 
degradation of devices. Hence, some form of ED AC is applied to the data as it is read 
to or from memory. This will inevitably increase the data held in memory.
Security of data associated with the proposed system is not critical. Errors would be 
inconvenient rather than disastrous and would not initiate mission failure. Therefore, 
some simple form of error detection could be employed such as parity bits.
It was shown at the beginning of section 5.4.3 that the A/D converter can capture the 
baseband channels with sufficient dynamic range using 12 bits. This could be stored 
in two bytes with 4 bits available for ED AC. Alternatively, if the output of the A/D 
process were 16 bits then each sample might be spread over 3 bytes.
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Initially, the spectral analysis output will be generated in 50Hz bins. There will be 
2x10^ in the lOOMHz frequency range. If each one represents an integer in a 60dB 
range to resolution of IdB then each output data point can be stored as 6 bits. 
Assuming each data point is one byte then 2Mbyte are required per spectral analysis 
result. However, if the output is converted to IkHz bins then only lOOkByte are 
required per spectral analysis result.
If the spectral analysis process is repeated every ten seconds then over the period of a 
15min pass there would be 90 outputs. In IkHz bins this equates to 9Mbytes. In 
50Hz bins this equates to ISOMbytes. This is probably excessive from the point of 
view of both storage and transmission to the ground station. Some method of 
combining the output of successive spectral analyses should be considered.
A memory of the order of SOMbytes could be divided between:
• lôMbytes for transient sweep data that is overwritten on alternate sweeps.
• lOMbytes for spectral analysis output. For a 15min pass it could record 
either all analysis outputs to a IkHz resolution or 5 spectra to 50Hz 
resolution which could each relate to a number of analyses.
• 4Mbytes for the results of signal classification or other analysis.
Alternatively, if the output of the spectral analysis process were immediately 
transmitted on the down link then a smaller memory would be required.
5.4.3.4 Control
The control segment of the digital section of the system must perform tasks that would 
be carried out by a human operator in a manually operated RF monitoring situation. 
The control segment must synchronise the operation of the other digital segments. It 
should also be implemented in such a way as to allow some flexibility in the mode of 
operation.
Most importantly the sweep of the RF front end must be synchronised with the data 
capture process. This must be done to great accuracy to ensure that the output of the 
spectral analysis process can be matched to the frequency range covered. If the best 
resolution of the system is lOOHz then the sweep must be controlled to this accuracy 
at all times.
Accurate control of the sweeping RF section and the data capture process is also 
important for the retrieval of individual signal samples from the sweep held in 
memory. The signal must be accurately centred in the retrieved data section if it is to 
be dechirped without a frequency offset.
The control segment should also ensure that recorded data be associated with an 
accurate position for the satellite. This means that either a time stamp or position 
information, from say an on hoard GPS system, must be appended to the data.
The control segment should also take care of communication with other satellite 
systems. This could include communication with the satellite OBC, GPS system, 
telemetry system and uplink/downlink systems. If the satellite is equipped with its 
own controller area network (CAN) then it should have access for communication 
with other systems and distribution of data.
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5.5 Summary
Two approaches have been identified for the proposed system. The first is a 
channelised approach based upon a conventional scanning receiver enhanced with 
digital processing to create what has been called an FFT receiver. The alternative, 
more novel approach, is a sweeping system. The sweeping system uses chirp filter 
processing to give improved spectral resolution at the sweep rate required. This 
combination of an analogue sweeping system and digital chirp filter processing has 
not been published prior to this work.
The technique is not limited to the application considered here but can be applied to a 
general purpose instrument. For example, it could be used to achieve better resolution 
from a sweeping spectrum analyser at a particular sweep rate. Alternatively, a higher 
sweep rate and greater range can be utilised for a given resolution.
A chirp filter can be defined in the time domain as a matched filter or in the frequency 
domain as a DDL. Analysis of chirp filter processing reveals that the DDL approach 
produces a better output which may be significant in high dynamic range systems. A 
digital chirp filter implemented from a frequency domain expression of a DDL such as 
equation (62) has not been used before.
A comparison of the processing involved with the two systems shows that although 
the computational load is similar for equivalent systems the sweeping approach 
captured a frequency range more efficiently. Thus, a sweeping system design has 
been proposed based upon the analysis performed.
80
Chapter 6 Practical work
Chapter 6
6 Simulation and Practical Testing
In this chapter a report is given of the practical elements of the work carried out for 
this study. The results of both processing of simulated signals and processing of real 
recorded signals are reported here. The performance of both spectral analysis and 
signal retrieval algorithms are reported for both sweeping and channelised systems. 
This chapter has two objectives. The first is to demonstrate the operation of a general 
purpose instrument which is not necessarily applied to any particular application. The 
second is to prove the performance with realistic parameters such as resolution and 
scan rate.
The work reported in this chapter in divided into four areas, detailed in the first four 
sections of this chapter:
Section 6.1 details how the signal environment was simulated in SIMULINK for both 
a sweeping system and a channelised system.
Section 6.2 reports how signals were recorded in the laboratory to imitate the data 
acquisition operation of both types of system.
Section 6.3 gives the results of spectral analysis processing for both types of system. 
The results for simulated and recorded data are compared, and alternate algorithm 
options are investigated.
Section 6.4 shows how individual signals can be retrieved from both simulated and 
recorded data for hoth types of system.
The final section of this chapter contains a brief summary of the practical work carried 
out.
6.1 Simulated signal capture
Initially, the viability of the proposed system was tested with a simulated signal 
environment. The operation of the RF front end was simulated to provide the 
captured baseband I and Q channel data. The RF front end was simulated using the 
SIMULINK environment of the MATLAB computational software.
The exact operation of the RF front end was not simulated. Instead it was thought of 
as a ‘black box’ and only the output was considered important. Hence, the simulation 
is designed to create the expected output. This assumes an ideal down conversion 
process. The accuracy of this assumption can be judged by comparison of the output 
obtained with that obtained for real signals.
6.1.1 Frequency range
Proof of viability of the proposed system as a general purpose instrument is 
independent of the proposed application. Simulation of the down conversion process 
requires simulation of both RF and baseband frequencies simultaneously for a length 
of time which would require massive computation and data handling. Hence, to keep 
the processing reasonable a swept frequency range of 2-3MHz and an IF frequency at
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IMHz were modeled, 
maintained.
The sweep rate and resolution of the application were
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Fig. 6.1 Simulated signal capture
The sampling rate for the I and Q channels was assumed to be 200ksps as suggested 
by the analysis of the previous chapter. Fig. 6.1 is a screen plot of the simulation as 
implemented using the SIMULINK environment. It models a sweeping system but 
only minor modifications are required to implement a channelised system.
To simulate a channelised system the sweeping LO signal is simply replaced by a 
stepped one. However, if the same baseband sampling rate is used then the 
channelised system can only cover half the range (2-2.5MHz) in the same 100ms 
period.
6.1.2 Signal level
A SIMULINK sample frequency of lOMHz was selected. The signal environment 
simulates additive white Gaussian noise (AWGN) over this range, plus any particular 
signals that are introduced. Fig. 6.2 shows how the noise is combined with the signal 
sources for signals introduced to the simulation.
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Fig. 6.2 Noise and signal level
The AWGN block adds noise to the input. The values of the noise components have 
zero mean and standard deviation equivalent to an rms voltage across 500 which can 
be calculated from the noise density.
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N.BW  = —  (94)
Where, N  noise density in W/Hz
BW  simulation bandwidth 
V rms voltage
R impedance
It is assumed that the RF front end will include some gain. Later on the processing of 
real signals recorded using a spectrum analyser as an RF front end will be reported. 
Such an instrument will typically produce IF signals over the range -10 to -60 dBm. 
The simulation assumes these IF signal levels for the proposed system. This IF signal 
power is confined to the passband of the resolution filter selected. For a 30kHz filter 
a noise level of -104dBm/Hz is simulated relating to -60dBm. This is combined with 
input signals that have a maximum signal level of -lOdBm. As stated in Chapter 5 the 
RF noise level is expected to be of the order of -158dBm/Hz. Therefore, the RF front 
end will include approximately 50dB of gain. The RF front end is assumed to be ideal 
for the purposes of simulation. Hence, the simulation models the expected IF signal 
level for easy comparison with recorded signals.
6.1.3 LO Signals
The swept LO signal is assumed to be ideal. It is implemented with correct sweep rate 
and without phase noise. The LO signal is equivalent to the expression,
LO = co^cùst + TiKt^) (95)
Where 6% is the start frequency and K  is the sweep rate in Hz/s. Fig. 6.3 shows the
SIMULINK implementation.
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Fig. 6.3 Swept LO
The IF LO signals are also assumed to be ideal and free of phase noise. They can be 
expressed as,
I  = co^CDiFt) (96) Q = s\n{coiFt) (97)
They are implemented using sinusoidal elements as in Fig. 6.4.
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For a channelised system the stepped LO signals are also implemented using 
sinusoidal elements but with a frequency which increases in discrete steps (A6)). This 
LO is also assumed to be ideal and to retune instantaneously.
LO = co^{cùs + n/^cû)t) «=0,1,2,....A^-1 (98)
Where N is the number of channels. The stepped LO can be implemented in 
SIMULINK as in Fig. 6.5.
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Fig. 6.5 Stepped LO signal
6.1.4 Resolution filter
The resolution filter is based upon the type of filter typically used in spectrum 
analysers. An approximately Gaussian filter is used because it has a near linear phase 
response which gives a constant time delay and hence avoids distortion in the output. 
Many approximations to Gaussian filters filters are available [157-165], see Appendix 
E. A four pole, synchronously tuned, approximately Gaussian filter is implemented in 
the simulation because this is the type commonly used in laboratory spectrum 
analysers. A 30kHz 3dB bandwidth filter is used for the same reason and because it 
coincides with the sampling rate of 200ksps.
A four pole, low pass synchronously tuned filter can be expressed in the s-domain as.
H l p { s )  = s + a (99)
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For (3=1 a normalised filter can be expressed as,
s + \ (100)
The advantage of such as filter is that it can be implemented as four identical cascaded 
filters. As an analogue implementation this is easy to tune.
In general, to convert an expression for a low pass filter into an expression for a band 
pass filter the following substitution can be made.
Bs
where coq is the centre frequency and B is the bandwidth. Hence,
1
Bs J
4-1
A '
(101)
However, B is not the 3dB bandwidth (^sde)- A scaling factor can be calculated by 
considering a low pass filter normalised to cutoff frequency co^ .
20.1og/ = -3üf^
where
H
\ C O r J
f - Y -Hi
Hence,
(Ù
—  = 0.434
( O r
Thus, the frequency scale must be multiplied by 0.434 to normalise it to the 3dB 
bandwidth. Hence, to find the required value for 5,
B2dB
0.434 (102)
Thus, an s-domain expression can be calculated for the resolution filter. Fig. 6.6 
shows the SIMULINK implementation of this filter.
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Fig. 6.6 Four pole synchronously tuned filter
6.1.5 Mixers
The mixer parameters are based upon typical values for devices used later on in the 
practical work reported in this chapter. Mixers of the MiniCircuits SBL series were 
used and provided the values used here [166]. For simplicity TOI was ignored. It is 
not expected to contribute greatly to the output of the RF section with the signal levels 
used. Conversion loss of 2dB and LO/IF isolation of 45dB were modeled here.
5.5e-3
LO/IF isolation
0 3
LG
-2dB
[0.794328)
Product conv loss
Œ )
RF
Fig. 6.7 Mixer model
6.1.6 Anti-aliasing filters
6^  ^order Butterworth low pass filters are used for the anti-aliasing filters. Butterworth 
filters give an approximately constant gain in the passband which is desirable. 
Together with the Gaussian resolution filter they ensure that the required stop band 
attenuation is achieved. Fig. 6.8 shows the resolution filter response plotted at 
baseband with the anti-aliasing filter response and the combined equivalent baseband 
response of the two filters.
The gain block and the Gaussian noise source following the low pass filters are added 
because a practical implementation of such filters requires an active filter approach 
which introduces such effects. Later, when real signals were generated the anti­
aliasing filters constructed were found to give a DC gain of 12.4dB and introduce - 
SOdBm of noise. If this noise is assumed to be uniformly distributed up to the 
sampling frequency at 200kHz it will give rise to a noise level of approximately - 
103dBm/Hz which is greater than the IF noise source. However, if a lower noise level 
can be assumed, say -60dBm or lower, then the IF noise source will dominate.
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Fig. 6.8 Combined (black) effect of resolution (green) and 
anti-aliasing (blue) filters
6.1.7 Analogue to digital conversion
The analogue to digital conversion process is simulated by three blocks, see Fig. 6.9. 
First the simulation rate of lOMsps is decimated to 200ksps, then continuous values 
are converted to their nearest discrete equivalents by the actual quantiser box, and a 
saturation box fixes an upper limit. Quantisation levels are equivalent to 12-bit A/D 
converter used to reflect the A/D card employed later on.
OutlDownsample Quantlzer2 Saturations
Fig. 6.9 A/D conversion
For the purposes of simulation and experimentation 12 bit resolution is adequate. The 
signal sources simulated and recorded are limited to a 50dB dynamic range anyway.
6.2 Laboratory signal capture
The use of a simulated signal environment tests the validity of the signal processing 
techniques proposed. However, to assess their viability in a practical system they 
must be tested with a real recorded signal environment. This section reports how such 
data was captured using a laboratory spectrum analyser as the RF front end.
Fig. 6.10 illustrates the arrangement of equipment that was used to down convert the 
IF output of a spectrum analyser and capture it onto a PC. The spectrum analyser 
could be used to either sweep a frequency range or tune to a specific channel like a
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receiver. Thus, it could imitate the RF section of both a sweeping and a channelised 
system.
Spectrum Analyser
A/D card
21.4Mhz A/D
-10 to -60 dBm
Signal
generator ) 21.4Mhz
m
X
PC
■ RF IF ■
Trig
Fig. 6.10 Laboratory equipment
A signal generator was used as the IF LO signal source. The anti-aliasing filters had 
to be constructed and were housed in an aluminium box with the mixers. Connectors 
were fitted for the IF input, IF LO signals, trigger input and A/D card connector. The 
A/D card was installed in the PC.
6.2.1 Spectrum analyser
The spectrum analyser implements the LO and bandpass filter of the RF section. 
Throughout a Hewlett Packard HP8594E model was used because it had the desired 
outputs and control options [167]. The IF port provides a signal at 21.4MHz over a 
dynamic range -10 to -60dBm which represents what is seen on the screen of the 
spectrum analyser. Hence, the amount of gain between the input and the IF signal 
varies depending upon the scale selected on the spectrum analyser screen.
6.2.2 Input
Although an antenna is depicted in Fig. 6.10 the equipment was mostly used with 
some signal source connected to the RF input port. Initially, it was found convenient 
to use the 300MHz calibration output from the spectrum analyser itself for a CW 
input. This provided a signal at 300MHz of -20dBm level. Eventually, a separate 
signal generator was used for greater flexibility. This could provide a CW input 
which more nearly matched the application with frequency 150MHz and signal level 
of-60dBm. It also provided a signal source for modulated input signals. Appendix F 
contains plots of the spectrums of both the 300MHz signal source and the signal 
generator CW output. It can be seen that the signal sources are of sufficiently narrow 
resolution, low phase noise and low noise floor so as not to limit the spectral analysis 
results. The choice of signal source should make no difference to the operation of the
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spectrum analyser as an RF front end. Gain and tuning applied by the spectrum 
analyser will vary to produce similar IF outputs for the two signal sources.
To keep storage and processing of data reasonable a frequency range of IMHz was 
captured in sweeping mode. In channelised mode only half the range was captured in 
the same 100ms duration.
In sweeping mode the centre frequency, span and sweep time were set on the spectrum 
analyser front panel as in normal operation. For channelised capture five separate 
‘channels’ were captured. Zero span was selected for each of five different centre 
frequencies. For each one a 20ms duration was captured. The spectrum analyser was 
manually reset between each, equivalent to retuning a scanning receiver.
6.2.3 Resolution filter
OdBm
150MHz
+lGOkHz
Spectrum
analyser
150MHz 
Zero span
-M Osc
Fig. 6.11
Throughout a 30kHz resolution was selected on the spectrum analyser front panel. 
The next highest bandwidth filter would be lOOkHz which would have meant 
excessively complicated, higher order anti-aliasing filters were required because of the 
200ksps sampling rate. Using the next lowest filter of lOkHz bandwidth would 
simply have meant capturing less signal in the same amount of data.
Gain (dB)
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Measured
-5 -
Theoretical
- 1 0 -
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- 2 0 -
-25
-40
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Frequency (MHz)
Fig. 6.12 Measured and theoretical resolution filter response
The actual response of the resolution filter was measured using a signal generator and 
an oscilloscope, see Fig. 6.11. With the spectrum analyser set to an arbitrary centre
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frequency of 150MHz and zero span selected, the signal generator provided an RF 
input over the range 150MHz ±100kHz. The oscilloscope measured the peak-to-peak 
voltage at the EF port. It is assumed that the output contained some constant gain and 
was adjusted accordingly. Fig. 6.12 is a plot of the measured 30kHz resolution filter 
response and a calculated response for a fourth order synchronously tuned filter of 
30kHz 3dB bandwidth and 21.4MHz centre frequency. Fig. 6.12 shows a good 
agreement between the measured response and the theoretical response.
6.2.4 Mixers
Minicircuits SBL-IZ mixers were used. According to the manufacturers data LO 
isolation is 40dB and conversion loss is 3.3dB at 21.4MHz [166].
6.2.5 LO signals
The I and Q LO signals were created by a laboratory signal generator (Marconi 2022 
type). Appendix F contains a plot of the spectrum of the signal generator output 
signal at +6dBm. The output from the signal generator was divided using a 3dB 
power splitter. The T ill phase shift was created using a A/4 length of coaxial cable. 
The required length can be calculated from,
v= /A  • (103)
where v is propagation velocity,/is frequency and A is wavelength.
In free space v would simply be 3x1 OWs. However, in the PVC dielectric of 
standard coaxial cable it is approximately two thirds of this. The propagation velocity 
can be found from the distributed inductance (L) and distributed capacitance (C),
For RG-58 typical values are Z=0.253pH/m and C=101pF/m. Hence, the propagation 
velocity can be calculated as 1.98xl0W s. Thus, A can be found from (103) as 9.25m 
and a A/4 length of RG-58 was cut to length of approximately 2.31m. BNC 
connectors were crimped to either end. The phase response was measured using a 
gain/phase analyser (Hewlett Packard HP8194A) and at 21.4MHz was measured as 
90.45°, see Appendix G.
6.2.6 Anti-aliasing filters
The level of attenuation required by the anti-aliasing filters is defined by the sampling 
rate and the spectrum analyser resolution filter. It was found that 6 pole Butterworth 
low pass filters would provide the desired level of attenuation. Butterworth filters 
have a fiat magnitude response in the passband which simplifies any compensation 
that must be applied and ensures that maximum signal is captured in the passband.
Lancaster [168] provides a generic circuit design which has been modified for an 
approximate cut off frequency of 50kHz, see Fig. 6.13. Actual component values 
mean that the theoretical cut off frequency was 48.485kHz. The voltage follower was 
added to the input to ensure a good match to 50Q.
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Fig. 6.13 Anti-aliasing filter circuit
1% tolerance components and low noise op-amps (AD713N) were used for good 
performance. Decoupling capacitors added as per the op-amp manufacturers data 
sheet [169]. Figs 6.14 and 6.15 show the gain and phase responses of the two filters 
plotted along with their theoretical responses. The gain and phase were measure using 
a gain/phase analyser (HP8194A).
Gain (dB)
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10 -
  Filter A
5 -
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Fig. 6.14 Theoretical and measured anti-aliasing filter magnitude responses
91
Chapter 6 Practical work
Phase (rad)
Theoretical
Filter A
Filter B
-2 -
-3 -
0 10 20 30 40 50 60 70 80 90 100
Frequency (kHz)
Fig. 6.15 Theoretical and measured anti-aliasing filter phase responses
The actual filter response differs from its mathematical representation in that 
maximum gain exceeds OdB. The active filter implementation introduces 
amplification of the input signal in the passband. The theoretical maximum gain can 
be determined by inspecting the circuit diagram. At DC all the capacitors will act as if 
open circuit. Hence, the filter becomes three cascaded amplifiers. The total effect is 
equivalent to the product of the three amplifiers. Thus the DC gain can be calculated 
by,
gainl = (39.2+2.67)739.2
gain2 = (39.2+22.6)739.2
gain3 = (39.2+57.6)739.2
Total gain = 20 x log(gainl x gain2 x gain3) = 12.38dB
The two filter responses match theoretical responses well. It is also important that 
they match each other to minimise differences between I and Q channels.
The output of the two filters were measured without an input connected. Noise of 
approximately 2mV peak-to-peak was detected equating to -50dBm for a 500 load.
6.2.7 7VD card
A National Instruments PCI-MIO-16E-4 7VD card was used [170]. It could be 
configured to monitor up to 16 multiplexed inputs. In this instance it is being used to 
record the two quadrature baseband channels. The maximum sampling rate is 
500ksps divided by the number of inputs. Hence, sampling two channels at 200ksps 
approaches the maximum performance of the device. With two multiplexed input
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channels it must be remembered that there is a delay equivalent to approximately half 
a sampling period between the data of the two channels.
To synchronise the sweep of the spectrum analyser and the sampling process a trigger 
input to the A/D is taken from the “sweep” output of the spectrum analsyer.
To maintain ground isolation between the A/D card and the down conversion system 
the two baseband channels were differentially connected to the A/D card input, see 
Fig. 6.18. For the same reason the trigger input was connected via an opto-isolator 
[171]. Appendix H details the opto-isolator circuit.
: A/D card
Inputl 
Ground 1
Inputl
Mux
A/DAmp
Mux
Fig. 6.16 Differential input connection
The A/D card was programmed in C. Example source files provided by the A/D card 
manufacturer were modified for the desired configuration. Appendix I contains a 
listing of the source file used to capture data in sweeping mode. Appendix I contains 
a listing of the source file used to capture data in channelised mode. Both were used 
to record 100ms worth of data from two channels each sampled at 200ksps. Hence,
40,000 samples are recorded using 80,000 bytes per data file.
6.2.8 Data preprocessing
The data recorded by the A/D card must undergo some preprocessing before it can be 
processed for spectral analysis or retrieval of individual signals.
The raw data files recorded by the A/D card store the output from the A/D as ‘16-bit 
little endian binary form’. Hence, for each pair of bytes representing a sample the 
least significant byte (Isb) is stored first and the most significant byte (msb) is stored 
second. The Isb and msb must be combined to give a single two’s complement binary 
number for each sample. This value is then converted to a decimal integer.
The samples for the two channels are recorded and stored alternately. The two 
interleaved series of samples are separated and, when examined, can be seen to 
include different DC offsets. Appendix J contains the MATLAB file offset.m used to 
measure these offsets. The offsets are subtracted from the data for the two channels 
which are then multiplied by the quantisation voltage to get the actual voltage levels 
recorded by the A/D card. This preprocessing is carried out by a MATLAB file 
preproc.m which is listed in Appendix J. Preprocessing also compensates for the 
delay between the two channels. At each sample interval the Q channel data is 
recorded approximately half a sample interval before the I channel data. The delay.m 
function converts the Q channel to the frequency domain where a phase function is
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applied, after which the data is returned to the time domain. The phase function 
applies a phase shift which varies linearly with frequency. This has the effect of 
applying a constant time delay.
6.3 Spectral analysis processing
Data has been both simulated and recorded to represent the data that would be 
captured by the proposed system. Two modes of operation have been simulated, 
namely sweeping operation and channelised operation. The primary task of the 
system is to perform spectral analysis. The results of spectral analysis processing are 
reported here.
Data generated by simulation was held in a MATLAB data file with a .mat extension. 
Reeorded data had to be converted to the same format. Processing was carried out in 
MATLAB. It offered a flexible environment with graphical output capabilities. 
Obviously, this approach would not be used in a practical, real time system. However, 
the signal processing involved would be the same.
6.3.1 Simulated sweeping signal environment
The down conversion and sampling process for a sweeping system was simulated as 
described in section 6.1. To process the recorded data with a chirp filter the following 
steps must be taken:
1. get data from memory
2. combine I and Q channels to give complex representation of data
3. define chirp filter
4. calculate compensation for resolution filter phase response
5. calculate compensation for anti-aliasing filter phase response
6. apply chirp filter using overlap-add algorithm
7. scale output
The MATLAB file crx47.m performs the above processing and is listed in Appendix 
K.
The chirp filter is defined in the frequency domain over a finite range with a 
rectangular envelope and hence imitates a DDL rather than a matched filter. The 
complex expression used in the MATLAB code is of the form,
77(6)) = exp j  (104)
Where pi=7jK and K  is the sweep rate in Hz/s, and fs is the sample rate. The chirp 
filter has a bandwidth equivalent to the sampling rate (200kHz). Since the sweep rate 
is lO^Hz/s it also has a time domain duration of 20ms.
Before chirp filter processing is performed the affect of the resolution and anti­
aliasing filters on the captured data must be considered. The magnitude responses of 
these filters combine to give the data an approximately Gaussian envelope. This is 
useful because it applies weighting to the data which results in good pulse shape and 
suppressed sidelobes at the output. The phase responses of these filters have the affect 
of modifying the frequency sweep of captured signals which will affect pulse 
compression. The resolution filter response is generated by the function syn_fil2.m
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and is listed in Appendix K. The anti-aliasing filter response is generated by the 
function b6_fil2.m which is also listed in Appendix K. The affect of a filter can be 
imagined as convolution of the filter with the input in the time domain or 
multiplication of the filter with the input in the frequency domain. Hence, to 
compensate for a filter the output can be divided by the filter response in the 
frequency domain. In the spectral analysis code (crx47.m) this is affected by division 
of the frequency domain expression for the chirp filter with the resolution and anti­
aliasing filter phase responses. The modified chirp filter response is later applied in 
the frequency domain using an overlap-add algorithm.
The output of the overlap-add algorithm must be converted to a power unit and scaled 
to account for various parameters introduced into the simulation. Since the input 
values were voltages measured across 50Q the output values (jc) are converted to dBW 
by the formula.
Output = 10. log
71 |2\ %
50
The parameters that must be corrected for can be summarised as.
Table 6.1 Seale correction parameters
Parameter Correction
dBW to dBm conversion +30dB
Power split between I/Q channels +3dB
Mixer conversion loss +2dB
Mixer product loss +3dB
Anti-aliasing filter gain -12.4dB
Loss due to real to complex +3dB
eonversion
Convolution proeess gain -24dB
The convolution process gain is found by inspection of the results for a CW input 
signal. It represents the difference in pulse peak before and after the chirp filter is 
applied. It also matches the difference in resolution between the 30kHz filter and the 
output pulse.
The simulated data generated for a 100ms sweep time consisted of two channels of
20,000 data points. For any signal component present at the input a response is 
detected in the data with a Gaussian envelope due to the resolution filter. Fig. 6.17 
shows the I channel with a -lOdBm CW input signal. An associated Q channel was 
also generated but is not shown.
95
Chapter 6 Practical work
+0.1
Volts
0
- 0.1
Data points 
Fig. 6.17 I channel data
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Fig. 6.17 also includes a noise floor which is made up of noise from the IF source and 
the anti-aliasing filters. The scale can be better appreciated if the same data is plotted 
on a dB scale which represents the IF signal. The voltage data must be converted to 
dBW and then sealed by all the aforementioned compensation parameters except the 
convolution process gain. This results in a plot of the data on a dB scale which 
represents the signal IF level, see Fig 6.18. A pulse can be seen due to the CW signal 
which has a peak at -lOdBm.
The envelope of this plot is equivalent to what would be seen on a spectrum analyser 
screen except for the slightly higher noise floor due to the anti-aliasing filters. The 
envelope of the pulse is equivalent to the frequency domain response of a 30kHz 
resolution filter.
dBm
Data points 
Fig. 6.18 I channel data
20,000
After processing with the chirp filter a very different pulse is produced. A great 
improvement is found in both resolution and dynamic range. The effect is the same as 
using a much narrower resolution filter in a sweeping spectrum analyser. The noise 
floor has a mean value which equates to a noise density of -95dBm/Hz which is a sum 
of the contributions from noise at IF and noise from the anti-aliasing filters. The 
signal is enhanced by approximately 20dB due to the chirp filter processing.
0
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-100 
2.0 2.5 Frequency (MHz) 3.0
Fig. 6.19 Chirp spectrum analyser output
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Examining the output pulse on a much expanded scale shows that it is symmetrical 
and appears to have a modified Gaussian shape. This is due to the effect of the anti­
aliasing filter magnitude response. The -3dB width is approximately 120Hz. A great 
improvement on 30kHz. The measured resolution is only approximate and equivalent 
to between two and three frequency bins. Hence, at this accuracy the pulse appears 
angular and loses its curved nature which makes accurate analysis difficult.
Harris [172] suggests that the -6dB pulse width is more important in spectral analysis 
since it dictates how close two pulses of similar amplitude can be and maintain a 3dB 
dip between them. From examination of the output the -6dB pulse width is 160Hz.
In Fig. 6.20 the output pulse appears to have small sidelobes. These limit the dynamic 
range to 53 dB. The simulation with a CW input signal was repeated with noise 
sources removed. This confirmed the presence of the sidelobes, see Appendix L. 
These sidelobes would only be seen with signals of large amplitude. If these sidelobes 
were tolerated then the dynamic range would be limited by the noise floor. The noise 
floor is limited by the noise level in the sampled data and quantisation noise. These 
sidelobes are introduced because filtering applies a non-Gaussian envelope to the data. 
The anti-aliasing filter slightly modifies the envelope and causes the sidelobes. When 
compensation for the anti-aliasing filter magnitude response was applied the dynamic 
range was worsened because gain was applied to noise and raised the noise floor 
above the level of the sidelobes.
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Fig. 6.20 Expanded output pulse
The original application suggested a final resolution of IkHz. The output data is 
divided into 5GHz bins. Hence, a summation of every twenty bins will create an 
output in IkHz bins. However, the original resolution was 120Hz which is 
approximately equivalent to two and a half bins. Hence, the output data should be 
divided by 2.5 to convert to 5GHz resolution before being summed. The resultant CW 
output pulse can be seen below.
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Fig. 6.21 Output pulse in IkHz bins
The full IMHz range can be represented by 1,000 points. Obviously, a lot of 
information is lost and the noise floor is raised but this may be acceptable depending 
upon the application. It would also aid storage and transmission of the spectral 
analysis results.
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Fig. 6.22 Full output in IkHz bins
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6.3.1.1 Non-Gaussian bandpass filter
As stated in Chapter 5 the bandpass IF filter need not be Gaussian. A Butterworth 
filter with a bandwidth of lOOkHz will capture more signal. The simulation was 
repeated with the approximately Gaussian filter replaced by a 4-pole Butterworth 
filter. The data was recorded in the same manner.
The same process can be used to apply the chirp filter for pulse compression. 
Obviously, the compensation for the bandpass filter phase response must be modified 
to reflect the Butterworth filter. This appears to produce the same result as the 
Gaussian filter system. However, if the output pulse for a CW input is examined in 
detail it can be seen to have a number of sidelobes. These arise as a result of the more 
rectangular shape of the filter.
98
Chapter 6 Practical work
0.1
Volts
- 0.1
Data Points 20000
Fig. 6.23 Simulated I channel
dBm -20 
-40 
-60 
-80 
- 100.
2.295 2.3 2.305Frequency (MHz)
Fig. 6.24 CW output pulse
This can be resolved by applying a better weighting to the data than is naturally 
applied by the bandpass filter. It can be implemented in the frequency domain due to 
the swept nature of the recorded data. A weighting function can be added to the chirp 
filter expression which is defined in the frequency domain. The weighting function 
consisted of compensation for the Butterworth filter shape and a Blackman-Harris 
weighting expression as used later by the channelised system. It is not practical to 
apply weighting to individual signals which are embedded within the data stream. 
The result can be seem in Fig. 6.25.
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Fig. 6.25 CW output pulse with weighting
The resolution is slightly improved and the noise floor is slightly lower than the 
Gaussian case at -99dBm/Hz. However, the highest sidelobe limits the dynamic range 
to 49dB, worse than the Gaussian case. The -3dB and -6dB resolutions of the pulse 
are approximately lOOHz and 130Hz respectively which shows little improvement 
over the Gaussian filter case.
6.3.1.2 Modulated signals
So far only CW input signals have been considered. The spectral analysis algorithm 
can resolve more complicated signals into their constituent spectral elements. 
Appendix M contains examples of the results obtained when modulated signals where 
simulated.
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6.3.1.3 Matched filter approach
In Chapter 4 the implementation of the chirp filter was discussed. The chirp filter can 
be implemented in two ways. The first approach, which emulates a DDL, has been 
used so far. Here the second approach using a matched filter definition is explored. 
Initially, a simple expression is implemented for the chirp filter based upon a chirp 
signal.
h(t) = exp[j7rKt^) (105)
This is applied in the frequency domain as for the DDL approach. It is simply 
converted using an FFT and used in the overlap-add routine as before. However, this 
simple time domain expression will lead to a frequency domain filter with a non- 
rectangular envelope. The output of the convolution process produces tails which are 
not fully suppressed by normal weighting. Fig. 6.26 shows the result for a simulated 
signal environment which is noise free and contains a CW signal only.
The resultant pulse has -3dB and -6dB resolutions of 140Hz and 180Hz respectively. 
There are small sidelobes close to the main pulse at the same level as for the DDL 
case. However, there are also much wider symmetrical ‘sidelobes’ at 66dB below the 
main lobe.
dBm
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Fig. 6.26 Matched filter output
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6.3.2 Simulated channelised signal environment
The down conversion and sampling process for a channelised system was simulated as 
described in section 6.1. The recorded data must be processed in sections, each 
relating to a separate channel. To process the recorded data for each channel the 
following steps must be taken:
1. get data from memory
2. combine I and Q channels to give complex representation of data
3. define weighting function
4. multiply data by weighting function
5. perform FFT
6. compensate for resolution and anti-aliasing filter magnitude responses
7. combine data from each channel
8. scale output
The MATLAB file fftrx4.m performs the above processing and is listed in Appendix 
N.
Harris [172] provides an excellent reference for weighting functions. Blackman-Harris 
weighting is development of Blackman functions which optimises sidelobe
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suppression by sacrificing main lobe width. Some flexibility or margin for error has 
been allowed for in the resolution so this type of function suits the system. According 
to Harris a four term Blackman-Harris weighting function will provide up to 90dB of 
sidelobe suppression as described. This is sufficient for the proposed application and 
allows some area of improvement if a dynamic range of greater than 60dB is not 
prevented by other factors such as noise sources. The weighting function w(n) is 
defined as,
w(M) = 0.35875 -  0.48829 co^
Where «=0,1,2... A-1.
2m
~N^\
+ 0.14128CO
Am
N - l
0.01168CO
6m
(106)
The recorded data consists of 4000 data points per channel (N). Each set of 4000 data 
points must be processed separately. The data for each channel is multiplied by the 
weighting function and some form of DFT is performed. If a simple DFT is used as in 
fftrxl.m then the output frequency data will be in 50Hz bins. However, a 
computational saving can be made by padding the data with zeroes to get a radix-2 
number of data points. In this case an FFT can be used, as in file fftrx4.m listed in 
Appendix N. However, this means that the output frequency data is in 48.828Hz bins.
The resolution and anti-aliasing filters apply phase and magnitude distortion to the 
data for each channel. For the purposes of spectral analysis the affects of phase 
distortion are unimportant. However, the affect of the filter magnitude responses must 
be compensated for. The functions that produce the filter phase responses used for 
phase compensation with the sweeping system also produce the filter magnitude 
responses. The output data sections are divided by the filter magnitude responses to 
compensate for the variation in gain across the filter responses.
The affect of filter attenuation and then compensation at the output is minor for the 
middle passband area of the output sections. However, for the outer parts of the 
output data sections which relate to filter roll off areas the affect is more significant. 
Less input data is recorded which relates to these areas. Hence, noise becomes more 
significant. Compensating for the filter magnitude response means multiplying this 
data, and hence any noise or errors, by large gain. Hence, only data from the passband 
areas is considered ‘reliable’. For each output data section half the data is discarded 
and only half is retained relating to the middle of each channel. These new narrower 
data sections are contiguous and no frequency domain overlapping is required.
The output data must be converted to a power scale. This is accomplished using the 
equation below
Output = 10. log
GcN)
50
dBW (107)
The magnitude of the frequency domain output data x is divided by the number o f  
points in the DFT and a factor called coherent gain (Q ) which is dependent upon (he
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weighting function. For unity rectangular weighting the coherent gain would be one. 
For the 4-term Blackman-Harris weighting function used the coherent gain is 0.36. 
The result is then treated like an rms voltage across 50Q to convert to decibel Watts.
This power output must then be scaled to compensate for various factors. The factors 
that must be corrected for are the same as for the sweeping system but without 
convolution gain, and can be summarised as.
Table 6.2 Scale correction parameters
Parameter Correction
dBW to dBm conversion +30dB
Power split between I/Q channels +3dB
Mixer conversion loss +2dB
Mixer product loss +3dB
Anti-aliasing filter gain -12.4dB
Loss due to real to complex +3dB
conversion
Fig 6.27 shows an example of the data covering five channels which has captured a 
single CW input signal. The signal has been captured in two channels due to channel 
overlap. The data relates to 4000 data points for each of five consecutive channels in 
one scan of a channelised system. An associated Q channel was also generated but is 
not shown.
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Fig. 6.27 I channel data
The -lOdBm CW input signal only appears in the central passband area of one channel 
and therefore only produces one output pulse. The combined frequency domain 
output for the five channels can be seen in Fig. 6.28. The CW signal at 2.3MHz can 
be clearly seen. As with the sweeping system noise from the anti-aliasing filters 
makes the largest contribution to overall noise. However, it is not subject to 
attenuation from the filters. Compensation for this attenuation means that the noise 
floor has a varying value over each output section from -83dBm/Hz to -101 dBm/Hz. 
However, this is not a problem if the maximum noise floor allows for sufficient 
dynamic range.
Expansion of the output scale shows that the output pulse has a -3dB width of 
approximately lOOHz and a -6dB width of approximately 120Hz. The output pulse is 
slightly narrower than that produced by the sweeping system, see Fig. 6.29.
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Fig. 6.28 Channelised system output spectrum
If noise detected at the EF stage were dominant then a more constant noise floor would 
be expected. This would also suggest an improved dynamic range. The weighting 
function used allows for a greater dynamic range than required. If the simulation is 
repeated with all noise sources set to zero an optimum output pulse for a -lOdBm CW 
input can be produced, see Fig. 6.30. In this case maximum sidelobe level appears to 
be 13OdB below the main lobe. However, it is highly unlikely that such a dynamic 
range could be realised in practice.
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Fig. 6.29 Expanded output pulse
As with the sweeping system the output can be converted from frequency bins at 50Hz 
to frequency bins at IkHz, see Fig. 6.31. The output is similar to Fig. 6.28 but uses 
less data. It also has a lower dynamic range.
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Fig. 6.30 Optimum output pulse
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Fig. 6.31 Combined output in IkHz bins 
6.3.3 Recorded sweeping signal environment
The data was captured using the equipment described in section 6.2. The same 
method of processing was used as for simulated signal data. The only deviation from 
the processing method for the simulated data was to add a sweep rate correction. 
Analysis of the recorded data found that the spectrum analyser was not sweeping at 
the rate specified. A span of IMHz and a sweep time of 100ms were selected on the 
spectrum analyser front panel. However, it was found to be sweeping at a slightly 
higher rate. Each data file recorded was analysed and the actual sweep rate measured. 
Where a sweep rate of lO^Hz/s was specified a sweep rate of approximately 
1.07xl0^Hz/s was actually measured. Initially, the output pulse due to a CW input 
was found to be poor. The resolution was of the order of ten times that which was 
expected. However, after a correction was applied to the chirp filter to allow for the 
sweep rate anomaly much better performance was achieved.
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Table 6.3 Scale correction parameters
Parameter Correction
dBW to dBm conversion +30dB
Power split between I/Q channels +3dB
Mixer conversion loss +3.3dB
Mixer product loss +3dB
Anti-aliasing filter gain -12.4dB
Loss due to real to complex +3dB
conversion
Convolution process gain -24dB
A similar set of system parameters had to be accounted for to get an output at the 
correct level as for the simulated data. However, mixer conversion loss was slightly 
increased due to the higher IF frequency. The function used to generate the 
compensation for the resolution filter had to be modified to model a filter with centre 
frequency of 21.4MHz rather than IMHz. The function modeling the anti-aliasing 
filters was also modified to account for the slight variation in cutoff frequency from 
50kHz to 48.485kHz due to component values used in the actual filters constructed. 
These two new functions are listed in Appendix O.
Fig. 6.32 shows the data recorded for one of the baseband channels when a CW input 
signal was applied The signal was produced by a signal generator at 150MHz and 
with a level of -60dBm.
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Fig. 6.32 Q channel data
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Fig. 6.33 Q channel data in dBm
The spectrum analyser was adjusted for maximum amplitude display on its screen. 
The IF signal source represents the signal as displayed and hence gain is applied to the
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IF signal output which has an impedance of 50Q. When the recorded voltage data is 
converted to dBm and adjusted for system parameters then the IF signal can be plotted 
on a dB scale, see Fig. 6.33
After processing with the chirp filter a much improved output can be seen. The -3dB 
resolution is approximately 120Hz and the -6dB resolution is approximately 190Hz. 
The noise floor is within 0.5dB of that for simulated signal sources, equating to 
approximately -96dBm/Hz. This suggests that significant noise sources are as 
modeled by the simulated signal source in section 6.3.1.
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Fig. 6.34 Output data
The sweep rate anomaly means that the output frequency scale must be adjusted. If 
the starting frequency is assumed to be correct the output data can be plotted as in Fig. 
6.34. Plots of the spectra of the signal sources used (as in Appendix F) suggest that 
the frequency scale error is due to poor synchronisation between spectrum analyser 
sweep and data acquisition.
0
dBm
-20
-40
-60
-80
-100
150.02565 150.02665Frequency (MHz)
Fig. 6.35 Expanded CW output pulse
If the CW output pulse is examined on an expanded scale it is seen to be 
approximately Gaussian in nature, see Fig 6.35. The experiment was repeated using 
the 300MHz CW signal source at -20dBm. This produced an IF signal with a better 
signal to noise ratio. After processing with the chirp filter the output pulse was more
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similar in shape to that produced by the simulated signal source, see Appendix P. 
Small sidelobes restricted the dynamic range to 45dB. However, the output data can 
be converted to a IkHz scale as for the simulated case. In this situation the sidelobes 
are removed. Fig. 6.36 displays the data of Fig. 6.34 in IkHz bins.
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Fig. 6.36 Output data in IkHz bins
6.3.3.1 Modulated input signals
So far only CW input signals have been considered. The spectral analysis algorithm 
can resolve more complicated signals into their constituent spectral elements. 
Appendix Q contains examples of the results obtained when modulated signals where 
input to the system.
6.3.3.2 Higher sweep rate
So far investigation of the sweeping system has assumed a sweep rate of lO^Hz/s. 
However, the technique can be applied with other system parameters, limited only by 
the technology used to implement the digital processing.
If the same equipment is used and the sweep rate is increased to lO^Hz/s, which was 
highlighted as a desirable option in Chapter 2, the following facts are apparent:
• Maintaining the sample rate means that the same signal bandwidth is being 
processed. A ten fold increase in sweep rate means signals of a tenth the 
duration are captured. Hence, after pulse compression a resolution of the 
order of IkHz not lOOHz might be expected.
• In 100ms a range of lOMHz not IMHz will be captured by the same 
SOkBytes.
• The system could potentially cover IGHz in 10s.
Fig. 6.37 illustrates the data captured for a CW input signal.
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Fig. 6.37 Q channel input data
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107
Chapter 6 Practical work
For a CW input as before a Gaussian shaped signal is captured. Using the same 
30kHz bandpass filter a shorter signal record is recorded. In this case the 300MHz 
signal source was used. An anomalous data point can be seen in the recorded data 
prior to processing. The output contains several unexpected peaks near the noise floor 
as well as the pulse due to the CW input.
dBm
295 300 Frequency (MHz) 305
Fig. 6.38 Output data
The same process was used as before. Only the chirp filter was modified for the 
higher sweep rate. The results gave a -3dB resolution of approximately 1.4kHz and a 
-6dB resolution of approximately 1.8kHz. As for the slower sweep rate the CW 
output pulse is a distorted version of the Gaussian pulse expected and the highest 
sidelobe is of the order of 40dB below the main pulse.
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Fig. 6.39 CW output pulse 
6.3.3.3 Computational load
A  useful feature of the MATLAB computational software is the function which keeps 
a count of floating point operations used when performing calculations. The counter 
was used to count the floating point operations used by the overlap-add routine in 
applying the chirp filter.
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To process IMHz of frequency range required approximately 6.4x10^ floating point 
operations. This relates to 0.1ms of the system sweep suggesting a processing rate of 
64Mflops (million floating point operations per second) for real time operation. In 
section 5.3 it was estimated that 5.6million complex operations per second would be 
required. If one complex multiplication requires six real operations then a rate of 
34Mflops is suggested.
At the higher sweep rate (lO^MHz/s) a lower computation rate was calculated by 
analysis. It suggests 26Mflops would be required. Processing real data using 
MATLAB takes 21Mflops.
6.3.4 Recorded channelised signal environment
The data was captured using the equipment described in section 6.2. For each channel 
the spectrum analyser was manually reset and a short duration of data was captured. 
Zero span and the following centre frequencies were selected on the spectrum analyser 
front panel: 149.8, 149.9, 150.0, 150.1, 150.2 MHz.
The same method of processing was used as for simulated signal data. For each centre 
frequency 20ms or 4000 samples were recorded and added to the data file. The 
recorded data was processed in sections, each relating to a separate channel, as for the 
simulated data case.
The same system parameters and filter models were used as in the sweeping case for 
recorded data described in section 6.3.3 except for the convolution process gain.
Fig 6.40 shows an example of the data covering five channels which has captured a 
single CW input signal. The signal has been captured in the centre of one channel. It 
was produced by a signal generator at 150MHz and with a level of -60dBm.
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Fig. 6.40 Q channel data
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The -60dBm CW input signal is amplified before the IF stage where it has a level of - 
15dBm. The combined frequency domain output for the five channels can be seen in 
Fig. 6.41. For each channel the lOOkHz spectral output used consists of 2048 bins at 
intervals of 48.828Hz. This results from the use of a radix-2 FFT to process each 
channel. The CW signal at 150MHz can be clearly seen. As with the sweeping 
system noise from the anti-aliasing filters is significant. However, it is not as 
dominant as in the simulated case. Compensation for attenuation from the filters 
produces a noise floor that has a varying value over each output section. However, it 
does not vary as greatly as in the simulated case. This suggests that either a higher 
contribution to the overall noise is introduced at the system input before filtering or 
that noise is not uniformly distributed as assumed in the simulated case.
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Fig. 6.41 Channelised system output spectrum
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Expansion of the output scale shows that the output pulse has a -3dB width of 
approximately lOOHz and a -6dB width of approximately 150Hz. As with a simulated 
input, the output pulse is slightly narrower than that produced by the sweeping system, 
see Fig. 6.42.
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Fig. 6.42 Output pulse
6.3.4.1 Computational load
The MATLAB floating point operations counter was used to measure the processing 
load of the channelised spectral analysis program. For each channel it included the 
computation required to perform the FFT and the filter compensation.
1.7 million floating point operations were used to process 100ms of data. This 
suggests a real time processing rate of ITMflops. However, this relates to a scan rate 
of 0.5x1 O^Hz/s. The analysis of Chapter 5 suggested that for a scan rate of lO^Hz/s a 
rate of 2.7 million complex operations per second are required. If each complex 
multiplication requires six real operations this equates to 16Mflops.
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6.4 Individual signal retrieval
The digital processing capability of the system is not just used for spectral analysis. 
Chapter 4 showed that many modulation classification algorithms are available for 
determining the modulation type of a signal. The proposed system captures a short 
duration of each frequency within the range it covers. If spectral analysis identifies a 
signal then a short duration of that signal is captured in memory. That section of the 
signal can be retrieved from the memory and processed by the classification 
algorithm.
For a channelised system the signal retrieval operation is quite straight forward. The 
data relating to a particular channel is retrieved from memory and a frequency shift is 
applied to move the complex modulation part of the signal to DC. Attenuation 
compensation must be applied due to the affects of filtering on the channel. Then low 
pass filtering and decimation can be applied to remove unwanted signals, reduce noise 
and decrease the number of data points.
For a sweeping system the signal retrieval operation is a little more involved. First the 
position of the signal in the captured data must be found. This should be determined 
by the spectral analysis output. A short duration of the captured data should be 
examined that contains the signal exactly centred within it. This requires accurate 
calibration between the spectral analysis output and the data held in memory. Next 
compensation should be applied for the affects of the bandpass and anti-aliasing filter 
phase responses. The signal must be ‘dechirped’ so that the complex modulation 
signal it contains is shifted to DC. When this is done low pass filtering and 
decimation can be applied to remove unwanted signals, reduce noise and decrease the 
number of data points.
6.4.1 Sweeping system simulated data signal retrieval
The data described in section 6.3.1 contained a record of a CW signal of -lOdBm level 
at IF. A short section of the data can be extracted which contains the CW signal 
exactly centred within it. Fig. 6.43 shows the Q channel or imaginary part of this 
section of data.
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Fig. 6.43 Imaginary part of data section
The CW signal is captured as a linear frequency modulated chirp signal which sweeps 
through DC. It has an approximately Gaussian envelope due to the filtering applied 
by the system. The instantaneous frequency of the data section can be plotted as in 
Fig. 6.44
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Fig. 6.44 Instantaneous frequency of data section
The difference in phase between data points can be found and divided by the sample 
interval to find the instantaneous frequency at all points in the data section. The 
frequency sweep of the captured signal can clearly be seen in Fig. 6.44 which also 
shows the theoretical frequency sweep in red. Where the data section comprises just 
noise the instantaneous frequency becomes random and meaningless.
Now this data can be dechirped as described in Chapter 5. This leaves the complex 
modulation part of the signal. Fig. 6.45 shows the result of dechirping the data on its 
real and imaginary components. Due to the rather precise timing of the simulated 
signal source a 7t/2 phase relationship exists between the frequency sweep of the 
captured data and the theoretical sweep subtracted from it. Hence, all the signal 
information of the dechirped signal is plotted from the imaginary part of the signal.
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Fig. 6.45 Real (top) and imaginary (bottom) dechirped data
The dechirped data plotted in Fig. 6.45 is a simple Gaussian envelope created from the 
constant DC ‘modulation’ of the CW signal and the system filter responses. The 
discrete Fourier transform of the dechirped data can be plotted. Fig. 6.46 shows the 
spectrum of the data in Fig. 6.45. Like the time domain dechirped data the spectrum 
is as expected and suggests that the signal in this form could be readily used for 
classification analysis.
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Fig. 6.46 Spectrum of dechirped data
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Expanding the scale of Fig. 6.46 reveals that the spectral pulse relating to the CW 
signal is as produced previously. This suggests that no distortion is applied to the 
signal by the dechirping process.
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Fig. 6.47 Dechirped spectral pulse for CW signal
The dechirped data still relates to a 200kHz bandwidth. Assuming a narrowband 
signal has been identified then it can be filtered and decimated to remove noise and 
unwanted signals, and reduce the amount of data used to represent the signal. When 
this is performed as suggested in section 5.4 then replotting the data as in Fig. 6.48 
reveals the same information with less noise.
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Fig. 6.48 Real (top) and imaginary (bottom) decimated dechirped data
The sample rate has been reduced by a factor of five. To filter the signal a Gaussian 
function with a -3dB bandwidth of lOkHz was applied in the frequency domain. The 
effect on the signal spectrum can be seen in Fig. 6.49. The section of signal now 
consists of 800 data points.
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Fig. 6.49 Decimated signal spectrum
The dechirped signal can also be interpreted in terms of magnitude and phase. The 
data displayed in Fig. 6.48 is plotted as magnitude and phase in Fig. 6.50. This 
highlights the Gaussian envelope applied by the system filters and illustrates the 
relative 7t/2  phase of the signal.
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Fig. 6.50 Dechirped signal magnitude (top) and phase (bottom)
6.4.2 Channelised system simulated data signal retrieval
The simulated data used in section 6.3.2 consisted of 20,000 data points, 4000 for 
each of five channels. A CW signal with an IF level of -lOdBm was captured in the 
third channel. If this third channel data is selected the CW signal can be shifted to 
baseband by multiplication with an oscillator signal. After filtering and decimation as 
for the sweeping system the magnitude and phase can be plotted as in Fig. 6.51.
The signal, although of relatively high level, was captured near the edge of the 
channel and is subject to filter attenuation. This can be compensated for but the signal 
is captured with relatively low signal to noise ratio. Hence, the magnitude shows that 
the signal contains more noise than if captured in the centre of a channel, or by a 
sweeping system. The signal is of longer duration than that captured by the sweeping 
system because filtering does not limit duration. The signal phase is constant at DC. 
As with the sweeping system there is a nil  phase shift due to timing involved in the 
simulation. If a small frequency shift were introduced the phase would have a 
sawtooth shape if plotted on a ±n scale
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Fig. 6.51 Dechannelised signal magnitude (top) and phase (bottom)
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6.4.3 Sweeping system recorded data signal retrieval
The same process as described in section 6.4.1 can be applied to recorded data. The 
data used previously in section 6.3.3 contained a record of a CW signal which had an 
RF signal level of -60dBm and an IF signal level a few dB below -lOdBm. A similar 
short section of the data can be extracted from the whole sweep record. It can be 
dechirped as the for the simulated data. However, the dechirping process had to be 
modified to account for the sweep rate anomaly of the recorded data. This results in 
the complex modulation signal which is plotted in Fig. 6.52.
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Fig. 6.52 Real (top) and imaginary (bottom) dechirped data
The dechirped data contains information in both the real and imaginary part of the 
signal. This can be filtered and decimated to reduce noise and decrease the number of 
data points, see Fig. 6.53
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Fig. 6.53 Real (top) and imaginary (bottom) decimated dechirped data
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It is not obvious from Fig. 6.53 that the signal has a Gaussian envelope and is CW in 
nature. However, if the data is plotted as magnitude and phase the it is easier to see. 
The phase is less constant than for the simulated case because the spectrum analyser 
LO does not sweep as linearly as the ideal simulated sweeping LO.
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Fig. 6.54 Dechirped signal magnitude (top) and phase (bottom)
Plotting the spectrum of the data reveals a good pulse shape. The spectrum is similar 
to the simulated case. This confirms the CW nature of the signal and suggests it is not 
unduly modified by the signal capture and retrieval method. Hence, it might 
reasonably be expected that a classification algorithm could use this data without 
incurring severe performance degradation due to the method of signal capture.
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Fig. 6.55 Decimated signal spectrum 
6.4.4 Channelised system recorded data signal retrieval
The recorded data used in section 6.3.4 included a CW signal captured in the third of 
five channels. As for the simulated data this can be converted to DC, decimated and 
plotted as magnitude and phase.
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Fig. 6.55 Dechannelised signal magnitude (top) and phase (bottom)
Unlike the simulated case the signal was captured near the centre of a channel. 
Hence, it is recorded with a higher signal to noise ratio and after filter compensation 
there is noticeably less noise. The resultant DC signal phase is much more constant 
than the sweeping system case. This suggests that the RF front end, in this case a 
spectrum analyser, can tune to a single frequency more accurately than it can sweep.
6.5 Summary
The performance that can be achieved by either a sweeping or a channelised system 
has been investigated using both simulated and recorded signal environments. The 
simulated signal environment indicates the best performance that can be achieved 
under ideal conditions. The recorded signal environment indicates the performance 
that is likely to be achieved in practice.
Processing of simulated signals validates the system design. It also shows that a -3dB 
resolution of 120Hz and a -6dB resolution of 160Hz can be expected under optimal 
conditions. At this resolution small sidelobes limit the dynamic range to no more than 
53dB. An alternate band pass filter type and a matched filter approach to the chirp 
filter produced slightly worse performance. An ideal channelised approach produced 
fractionally better resolution and lower dynamic range due to a variable noise floor.
Processing of recorded signals gave an indication of achievable performance. A -3dB 
resolution of 120Hz and a -6dB resolution of 190Hz were achieved. At this resolution 
sidelobes limited the dynamic range to 45dB. A channelised approach delivered a 
fractionally better resolution. The dynamic range was significantly better because the 
noise floor was not as variable as in the simulated case.
A higher sweep rate was also investigated. Using the same equipment a tenfold 
increase in sweep rate could be managed. This would relate to a IGHz range in the 
same repetition period. However, resolution was degraded by a factor of ten and 
sidelobes limited dynamic range to 40dB.
In general, the resolutions achieved by the two types of system were similar and of the 
order required. The output pulse of the sweeping system had higher sidelobes. 
However, the channelised system produced a noise floor which varied greatly.
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With the equipment used scaling of the output frequency range proved more difficult 
with the sweeping system when recorded data was used. Results also indicate that a 
Gaussian bandpass filter leads to better performance in a sweeping system than a more 
rectangular filter.
Given the signal capture efficiency advantage of the sweeping system the results are 
good enough to support its choice over a channelised system. The resolution achieved 
with recorded signals was nearly as good as the simulated case. With a system 
designed and implemented specifically as a sweeping system some improvement 
might be seen in dynamic range compared to results achieved with the equipment used 
during this study.
For the purposes of signal classification, signals captured by a channelised system did 
not have a filter response envelope and suffered less phase distortion. However, 
signals captured by a sweeping system had a more constant noise level.
An adequate duration of signal was captured for at least limited signal classification. 
A classification algorithm could be optimised for the type of signal samples available. 
The results suggest that the sweeping system did not unduly distort recorded signals.
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Chapter 7
7 Implementation
A novel system has been designed to meet the broad objectives outlined in Chapter 1. 
The proposed system consists of a sweeping RF front end and a digital processing 
section. The digital processing section performs spectral analysis and classification 
of individual signals. Fig. 7.1 repeats Fig. 5.21 for reference.
\1/ analogue
Sweeping 
RF front 
end
digital
Chirp filter
spectral
analysis
1
Modulation
classification
► Data 
- —  >  Control
Fig. 7.1 Block diagram of proposed system
It has been shown that if a sweep duration of a few seconds is required then the 
specifications summarized in Table 7.1 are possible.
Table 7.1 Specifications of proposed system
Frequency range lOOMHz
Sweep duration 10s
Sweep rate lO'Hz/s
IF frequency 21.4MHz
IF filter 4 pole, synchronously tuned, 
approximately Gaussian
IF filter bandwidth 30kHz
Down conversion to 
baseband
I/Q channels
Sample rate 200ksps
-3dB resolution 120Hz
-6dB resolution 190Hz
Dynamic range 45dB
As an alternative to Table 7.1 the same equipment could be configured for a range of 
IGHz and a sweep rate of lO^Hz/s. It has been shown that the -3dB and -6dB 
resolutions would be 1.4kHz and 1.8kHz respectively.
Down conversion from IF is carried out by quadrature 1/Q channels which are each 
sampled at 200ksps, see Fig. 5.22. A large amount of data soon accumulates. The
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total memory requirement depends upon how the system is used. In section 5.4 it was 
shown how a practical payload could use a 30Mbyte memory.
The memory will hold several ms worth of every frequency within the range covered. 
In section 6.4 it was demonstrated how individual signals could be extracted from 
captured data. Classification algorithms, such as those listed in Chapter 4, can be 
used to identify the modulation type of such signals. The classification process would 
have to be implemented on a separate hardware resource to the spectral analysis 
process. Potentially, a great number of signals could be identified. Only a limited 
number could be classified within the sweep duration.
There are two aspects of an implementation of the proposed system that require 
further comment. The first is the sweeping LO. As mentioned before its operation 
must be controlled to great accuracy, or at least measured to great accuracy, so that the 
results of chirp filter processing are optimised and correctly calibrated. The second 
aspect of the system that requires consideration is the implementation of chirp filter 
processing. Both the filter definition and the hardware employed to implement the 
process require consideration.
7.1 Sweeping LO
The sweeping LO must accurately sweep a wide frequency range. We can summarise 
its requirements as:
1. Wide continuous frequency range, 1 OOMHz
2. Low phase noise, such that an equivalent CW LO would have a spectrum narrower 
than the output resolution i.e. <100Hz.
3. Dynamic range >60dB, so that noise from the LO will not contribute significantly 
to the output noise floor.
4. Highly linear sweep, <2% error in the sweep rate according to the analysis of 
Chapter 5.
5. Accurate calibration between LO sweep and output frequency range. At any point 
the maximum error should be less than the output resolution i.e. <100Hz.
The practical work reported in Chapter 6 confirms that the type of LO used in a 
conventional sweeping spectrum analyser can provide the sweeping signal required. 
This type of system may actually include three or four signal sources combined to 
cover a wide frequency range with high accuracy. It is common for voltage controlled 
oscillators (VCO) to be used. The actual spectrum analyser employed in Chapter 6 
contained digitally controlled frequency synthesizers. However, the sweep rate was 
not accurately calibrated. Both the chirp filter and the output frequency scale required 
adjustment to compensate. The chirp filter expression was easily modified to correct 
for the sweep rate error. However, the output frequency scale proved more difficult to 
calibrate without any reference points. With a satellite payload it is desirable to have 
a system which can be accurately calibrated before launch and will maintain this 
accuracy throughout the mission life time. Hence, other techniques might be 
considered to implement the sweeping LO.
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For in orbit checking of the frequency scale calibration a highly accurate, possibly 
crystal controlled, signal source could be included in the payload. It could be fed to 
the system input and switched on and off as required.
Sweeping LO signals are also used in compressive receivers. They cover wide 
frequency ranges (tens or hundreds of MHz) in very short times (measured in ps). 
Such signals are traditionally generated by impulsing chirp filters i.e. by using the 
reverse process to pulse compression. However, this technique is limited by the 
analogue chirp filters currently available. More recently other techniques have been 
used for improved performance. It is possible that these could be adapted for the 
much slower sweep rate required by the proposed system.
Both Luther and Tanis [173], and Levy et al [179] report the use of voltage controlled 
oscillators (VCOs) as the LO source for compressive receivers. They report different 
techniques to accurately control the tuning voltage and produce an ultra-linear 
sweeping signal. Levy et al claim a LO sweep linearity of <0.2% accuracy. This 
would be adequate for the proposed system. However, it would have to be maintained 
over a slower, longer duration sweep. Both techniques describe sweep ranges of the 
order of IGHz.
For lower ranges a more accurately controlled sweep rate can be achieved by direct 
digital synthesis (DDS). DDS involves formulating a digital representation of a signal 
and then converting it to an analogue signal using a digital to analogue converter 
(DAC). The DAC is usually followed by some form of low pass filtering to reduce 
the discrete, stepped nature of the resultant analogue signal. Luther and Tanis [173] 
describe a compressive receiver LO implemented using DDS with a sweep bandwidth 
of 250MHz. Other reported DDS sweeping LO designs cover smaller ranges 
[175,176,177]. The drawback of DDS is the generation of spurious harmonics due to 
the digital signals involved. Accuracy is improved by using a higher number of DAC 
bits and a higher sample rate. For a high signal to noise ratio signal source the 
bandwidth may have to be limited to less than the total sweep. In this case the 
complete sweep signal could be made up from a number of DDS sweep signals shifted 
by different fixed frequency signals to cover the total sweep range. However, this 
technique should use a minimum number of sections. Phase discontinuities will occur 
between sections. Whereas this will not necessarily affect the output of spectral 
analysis processing it could affect signal classification if a captured signal contained a 
phase discontinuity not related to any modulation.
DDS signal sources have also been used to implement fast hopping frequency 
synthesizers. A fast hopping CW signal source may be required to combine with 
some sweeping technique to implement a high bandwidth sweeping LO signal. 
Alternatively, for a channelised system it represents exactly the sort of LO that is 
required to tune the system to numerous consecutive channels. Benn and Jones [179] 
showed how a DDS signal source can be used to provide a variable reference signal 
for a phase lock loop (PLL) signal source. More recently Kumagai et al [178] 
expanded this idea to a synthesizer with four PLLs. They suggest that commercially 
available wide range CW frequency synthesizers take of the order of 10ms to ‘lock’ or 
tune to a particular frequency. They also report that their multiple phase lock loop 
(PLL) design employing direct digital synthesis (DDS) takes only 0.6ms to lock. If 
employed by the channelised system this still represents a significant amount of time
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per channel and would degrade the analysis of Chapter 5 which is based upon an 
‘ideal’ instantaneously tuning system.
7.2 Chirp filter process
The results of chirp filter processing have been investigated in the previous chapter. 
Having established it as a viable technique some consideration must be given to 
implementation. The options in terms of technology can be summarised as:
ASIC
DSP
FPGA
The high cost and long development time involved in an ASIC solution exclude it as 
an option for the proposed application. A small satellite payload using COTS 
technology will not generally justify the cost of such a solution. It would also limit 
the flexibility of the payload. Either a DSP or an FPGA based process would offer a 
reconfigurable solution.
7.2.1 FPGA
An FIR filter implementation of the chirp filter may be a computationally extravagant 
way of performing spectral analysis but it is still worthy of consideration. The filter 
expression would be based upon the matched filter expression derived in Chapter 5. 
The practical work of Chapter 6  demonstrated that the problem of unsuppressed 
sidelobes with a matched filter would only be significant for the highest signal to 
noise ratio signals. In addition, with a hardware type of process parallelism can often 
be exploited for a high speed solution.
The application of a digital filter to a data stream can be represented by
N - \
y{n) = ^ h { k ) x { n - k )  (108)
k = 0
where x(n) is the input data, h(k) is the filter defined over N  points and y(n) is the 
output data. If at first we assume that the input data is real and that fixed point 
arithmetic is used then the input data can be represented by b\ bits. In chapter 5 it was 
shown that if the data included a number of signals with a dynamic range of up to 
60dB then b\ needs to be 12 bits for a combined 70dB SQNR. The chirp filter is a 
matched filter and should therefore be expressed with the same accuracy. Hence, for 
60dB SQNR 10 bits (6 2 ) are required for the filter coefficients. The result of 
multiplication of data points and filter coefficients will cover a range of b\+b2 bits. 
The filter is defined over 4000 (N) points which is a lot. Thus, the output data will 
cover a number range which will require 34 bits to represent it to full precision.
b\+ b2 + log2# =  34
Filter complexity can be reduced by using serial architecture/processing for the 
multiplication and addition operations. If a clock speed of 34 times the sample speed 
is specified i.e. 34x200,000=6.8 MHz, then a parallel to serial converter (PSC) can be 
added to the input, see Fig 7.1.
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It is already clear that an FIR filter implementation will be of considerable 
complexity. So far complex arithmetic has not been considered. For complex 
arithmetic each addition operation becomes two addition operations and each 
multiplication becomes four multiplications and two additions. In addition output 
conversion to a power integer and scaling are required to implement the algorithm 
tested in Chapter 6.
input 
x(n)
'N - l
reg reg regPSC
output
reg Serial shift 
register
Fig. 7.1 FIR filter implementation
FPGAs are currently the favoured technology for implementing digital signal 
processing when a hardware approach is required. They are the latest user 
configurable device based upon logic gates. For example, Day et al [180] recently 
reported a chirp radar pulse compression processor implemented on an FPGA. It was 
based around an FIR chirp filter. However, it used a more modest 32 tap and 16-bit 
design.
Manufacturers now advertise several million gates per device [181,182]. It takes up to 
ten gates to implement a flip-flop, the basic building block of sequential logic circuits 
[183]. Hence, a 34 bit register will require of the order of 350 gates. A 4000 
coefficient filter will therefore require a massive number of gates, greater even than 
that available on the latest FPGA devices.
It should also be remembered that for complex arithmetic each addition function 
requires two addition operations, and each multiplication function requires four 
multiplication operations and two addition operations.
An alternative approach is to apply the FIR sequentially. One area of an FPGA could 
be consigned to memory to hold filter coefficients. Another area could be a large shift 
register holding input data. A hardware routine could be designed to sequentially 
multiply input data with the filter coefficients. However, this starts to mimic the 
operation of a DSP processor. It would be more sensible to actually use a DSP which 
is already optimised for complex arithmetic and floating point numbers.
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7.2.2 DSP
The practical work carried out in Chapter 6 employed software processing of signals. 
The algorithm implemented in MATLAB could readily be converted to some high 
level language such as C and compiled to run on a DSP device. For example, both 
environments use floating point arithmetic so migration from one to the other should 
pose no problems.
Floating point representation of numbers splits bits between mantissa bits (M) and 
exponent bits {E). A  complex number (X) is made up as follows,
X = M - 2 ^  (109)
Floating point arithmetic requires a more complex implementation than fixed point in 
hardware. However, a far greater number range can be handled.
The analysis performed in Chapter 5 showed that the computation required was well 
within the capabilities of the currently available DSP devices which are advertised 
with speeds of up to IGFLOPS (10^ floating point operations per second).
A software implementation also lends itself to the preferred DDL definition of a chirp 
filter. It is also easy to add additional functions, such as scaling of the output, to the 
basic filter algorithm.
Hence, for its correspondence with the algorithm development environment a DSP 
implementation is the preferred solution.
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Chapter 8
8 Summary
8.1 Achievements
This thesis describes work undertaken in response to the challenge of measuring the 
ever more crowded RF spectrum from the LEO perspective. This work has resulted in 
the following achievements.
8.1.1 Design of RF monitoring payload
Over the years a number of LEO satellite operators have carried out in-orbit 
measurement campaigns on specific, narrow sections of the RF spectrum. This has 
been drive by necessity. Recent developments in small satellite technology provide an 
opportunity for relatively inexpensive missions. Such an opportunity could enable a 
unique general purpose RF measurement tool not previously available in the civilian 
arena. The payload design presented in this thesis describes one approach to 
implementing such an instrument.
8.1.2 Analysis and comparison of signal capture techniques
Two techniques were identified which could capture the frequency range as desired 
and perform spectral analysis. These techniques were analysed and compared in terms 
of their efficiency at capturing the frequency range and the computation required for 
spectral analysis. It was shown that a sweeping system and a channelised system 
require approximately the same computation for spectral analysis but that in doing so 
the sweeping system captures the frequency range more efficiently.
8.1.3 Design of a sweeping system
A system was designed based upon the sweeping approach. An analysis of chirp filter 
processing showed that with a digital implementation a filter defined as a dispersive 
delay line was better than a matched filter approach.
8.1.4 Validation of system design by processing of simulated signals
The system design was validated by processing of signals produced by an idealised 
simulated system. The optimum performance that could be achieved by the system 
was determined.
8.1.5 Verification of system performance
The likely achievable performance of the system was determined by processing of 
recorded signals. This showed that achievable performance was close to optimum 
performance.
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8.1.6 Publications
The work related in this thesis has led to publication o f some o f the concepts 
presented here and results of some of the supporting practical work [184,185,186].
8.2 Future work
It is envisaged that future work be directed towards developing the system as a small 
satellite payload. However, so far a novel instrument has been designed which may 
find application in other areas of spectral analysis and RF monitoring. Specific steps 
that could be taken to develop either a payload or a PC based instrument are:
1. Implement real time processing with cuirent laboratory equipment. So far the 
processing of real signals consisted of recording individual frequency sweeps to 
file and processing ‘off line’. The A/D card can be programmed to record 
continuous sweeps from the spectrum analyser. The chirp filter processing 
algorithm implemented in MATLAB could be implemented in C and compiled 
into an executable file. However, the demands of processing rate and data 
handling would have to be confronted. As an initial step the chirp filter program 
need not necessarily process in real time but could continuously process sweeps 
even though if the processing time were longer than the time it takes to capture a 
sweep.
2. The frequency range of experimentation could be expanded to 1 OOMHz or some 
other useful range. However, data may have to be handled differently rather than 
just recorded as a single file per sweep.
3. The mixer/anti-aliasing filter circuit could be implemented onto a PC card as a 
step towards developing a PC based instrument. In this case only two external 
connections would be required, to the spectrum analyser IF and trigger ports. PC 
control of the spectrum analyser settings could also be investigated. As a further 
development a compact RF front end could be investigated for integration to the 
PC card. For a general purpose instrument which could operate at other sweep 
rates and resolutions an investigation of the range of practically realisable chirp 
filters could be made.
4. To facilitate development of a payload based system a PCB level implementation 
of the system would be required. This would probably mean implementing both 
the RF front end and the digital processing section on the same PCB. For mission 
relevance the characteristics of a typical small satellite subsystem would have to 
be incorporated. For example, a next step might be to design a board level 
implementation to the generic blueprint of a SSC microsatellite modular 
subsystem.
5. A signal classification algorithm could be implemented on a PC to determine its 
computational load, speed and accuracy. It would have to be optimised for the 
duration and bandwidth of signal captured by the system. The classification 
algorithm could be tested with data that is simulated, recorded using laboratory 
equipment, and even recorded using a conventional receiver on an existing 
satellite if such a facility is available. In-orbit data would not model a sweeping 
system but would provide signals with realistic noise and interference levels.
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8.3 Novelty
The novelty of the work presented in this thesis can be summarised as:
• a proposal for a novel system to be used as a LEO payload for general 
purpose RF monitoring
• the analysis and design of an efficient sweeping signal capture system
• the incorporation into the proposed system of chirp spectral analysis using 
an analogue sweeping section and digital chirp filter processing. This 
technique can be applied to a general purpose instrument and is not limited 
to the application presented here.
• the use of a software chirp filter implemented as an expression for a DDL
• retrieval of individual signals, for the purposes of further analysis, from 
data that relates to a continuous sweep across a frequency range
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Appendix A
Comparison of M-C-M and C-M-C interpretations of chirp FT*
Here it is shown that the M-C-M and C-M-C interpretations of the chirp FT (as 
described by equation (17)) are equivalent processes. Each interpretation is proven to 
be equivalent to the general Fourier transform. The M-C-M interpretation is 
considered first.
The M-C-M interpretation describes the signal processing illustrated by Fig. A.I.
Frequency
Time
Fig. A.l M-C-M Time -Frequency Diagram
Now first we need to define a chirp generator which can be of the form,
c(/) = exp(-y//r^)
Where /j=nK such that the sweep rate is K  Hz/s. The filter response must have the 
opposite slope to the chirp generator c(t). One way of guaranteeing this is by defining 
the filter frequency response H(co) as proportional to the complex conjugate of the 
Fourier transform of c(t). So if the Fourier transform of c(t) is.
n
C(û)) = J — exp +  J
CO
4mJ
then its complex conjugate is.
C*(co) = ^ 1 ^  exp
Û)
- J
4a .
*Method suggested by Dr.S.Hodgart, University of Surrey
Appendices
Now if a scaling factor is added the frequency response of the filter can be,
H { cû) =  J — C *  [ c o )  = exp
CO1\
J
Which means that the impulse response of the filter is
h(t) = . 1 ^  exp(+ jfit  ^  c ( 0
and the M-C-M interpretation in the time domain can be represented by Fig.A.2.
“ ( 0  x ''" ^  ^ (0  rtiim filter ^ ( 0v(0 Chirp filter w(h
/
h ( t )  =  ■ , l ~ ^ c * ( t ) \
Chirp Chirp
generator generator
c(0 c ( t )
Fig. A.2 M-C-M chirp Fourier transform processor
If u(t) is the input to the M-C-M chirp Fourier transform then it computes an output, 
x(/) = (u{t)c{t) 0  h(t)).c{t) 
which when written out in full becomes.
r(r) =
fOO
\u{t) exp(- 2  j/Àtr)dt
.exp(-y>r )
The second chirp generator has been defined relative to the time variable r. By 
inspection the output is the same as.
Which can be interpreted as a scaled version of the Fourier transform of the input 
where frequency varies with time (t). The scaling is introduced by the particular 
definition of the chirp filter used.
An identical output can be achieved with the C-M-C interpretation if we use the same 
definition for the chirp filters. However, the signal processing performed is slightly 
different as illustrated by Fig.A.6 .
Again the chirp generator is defined by,
c(t) = exp(-JjUt^)
and its Fourier transform is.
C(û)) = j-— exp +  J
CO
2\
4a ,
and the same definition can used for the chirp filters, such that
II
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H { co) = l-^ C *  (cû) = exp
co2\
Frequency
Time
Fig. A . 6  C-M-C time-frequency diagram
Since the multiply and convolve operations are transposed relative to the M-C-M 
arrangement the C-M-C arrangement can be represented by Fig. A.7.
v(0 Chirp filter w(t) x{t) Chirp filter yif)
\
H{cû) = ^ C * { œ )  
\ J ^1
Chirp
generator
Fig. A.7 C-M-C chirp Fourier transform processor
Now if Y(co) is the Fourier transform of the output of the system y(t), then in the 
frequency domain,
y(a>) = {V{o))H{a)0C{co)).H((o) 
which can he rewritten,
" T  r
+ j
(co'-co)
4ju
dco
CO
Substituting for co=2jJt 
1
]v(a>) exp
.o).co'\ 
J ——  \dcol/d
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Now remembering that the Fourier transform of the output is,
+00
Y{cù') = jy (0  exp(- jco't)dt
Therefore,
^ F ( 2 p , ) . J ^ F ( 2 p „
which is an identical result to the M-C-M system. The output is a scaled version of 
the Fourier transform of the input where frequency varies with time (t).
y\t) = —
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Appendix B
Published Compressive Receiver Configurations
Bandwidth Resolution Ref Year Type TB Application Manufacturer
1.5MHz lOkHz 1,2 88 LC 45 ultrasound
2.4GHz 43MHz 3 85 LM 87 ELINT/DMS Lincoln Lab, MIT
3GHz llOMHz 4,5 93 LM 32 ELINT/DMS Lincoln Lab, MIT
2GHz 83MHz 5 96 LM 100 ELINT/DMS Lincoln Lab, MIT
250MHz 4MHz 6 80 LM 250 ELINT
4MHz 40kHz 6 80 LM 400 radar
4MHz 40Hz 6 80 LM 400 radar
4MHz 40kHz 7 80 LC 100 COMINT
25MHz 50kHz 7,11,
19
80 LM 500 ELINT Racal-MESL 
(Model 1748)
30MHz lOOkHz 8 78 LC 450 ELINT
30MHz lOOkHz 8 78 LM 450 ELINT
12.5MHz lOOkHz 9 78 LC 125 ELINT
50MHz 35kHz 10 84 LM 1600 ELINT
16MHz 32kHz 12 81 LM 400 COMINT
lOMHz 16kHz 13 91 LC 1000 COMINT Thomson CSF
IGHz 4MHz 14 83 LM 67 ELINT MOD
500MHz 5MHz 15 86 LC 100 ELINT Texas Instruments
IMHz lOOkHZ 16 77 LC 10 sonar/radar
4MHz 40kHz 16 77 LC 100 sonar/radar
4MHz 2kHz 16 77 LC 100 sonar/radar
480MHz 25kHz 17 90 LM 3600 COMINT ITT
2GHz IMHz 18 77 LC 2000 ELINT AIL
6MHz 50kHz 19 80 LC 150 COMINT Racal-MESL 
(Model 1745)
16MHz 12.5kHz 19 80 LM 1280 COMINT Hughes Aircraft
CO.
2MHz 40Hz 20,21 75 LC 50 radar
Applications:
ELINT electronic intelligence or analysis o f radar signals for military purposes
COMINT communications intelligence or analysis o f communications signals for military
purposes
DMS dynamic molecular spectroscopy for remote sensing
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Manufacturers of Compressive Receivers/Chirp Spectrum Analysers
The following are the names of companies or organisations who have manufactured
compressive receivers and published details;
1. Racal-MESL (Microwave and Electronic Systems Ltd.), http://www.racal- 
mesl.com/
2. Hughes Aircraft Co. for Magnavox Government and Industrial Electronics Co. 
now both part of Hughes Electronics, http ://www.hughes.com/home.html
3. ITT Avionics, http://www.ittind.com/defns/avi/AVI-F01.HTM
4. Eaton Corp. (AIL Division) now ALL Systems Inc., http://www.ail.com/
5. Thomson-Sintra now Thomson-CSF (ASM Division), http://www.thomson- 
csf.com/
6 . Phonon Corp., http://www.phonon.com/spectrum.htm
7. Lincoln Laboratory (MIT) for US Naval Research Laboratory, http://ncst- 
www.nrl.navy.mil/HomePage/HTSSE.html
8 . Texas Intsruments for US Army LABCOM
9. Signal Technology Ltd. for UK Ministry of Defense
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Appendix C
MATLAB chirp signal and filter simulations
Listed here are some simple MATLAB files which demonstrate a chirp signal. Its 
spectrum, pulse compression hy a DDL and pulse compression by a matched filer.
The first simply plots a chirp signal and its spectrum:
% Plot chirp signal an spectrum
%
% file: chirpsig.m
%
% *******set constants and vectors***********
%
N=1024;
n=-(N/2):(N/2)-1;
F=200;
T=0.2;
t=T*n/N;
wc=2*pi*200;
u=pi*F/T;
%
%
% ********create chirp signal************
%
c=exp(j*((wc*t)+(u*(t.^2))));
%
subplot(2,1,1),plot(t,real(c)),axis([-0.1 0.1 -1 1]),xlabel(Time (s)');
%
C=fft(c);
%
freq=(1:N)/N;
freq=freq*N/T;
%
subplot(2,1,2),plot(freq,abs(C)/N/2/pi),axis([0 500 0 0.04]),xlabel('Frequency (Hz)');
%
This next MATLAB listing demonstrates pulse compression by a DDL 
implementation of a chirp filter:
% Simulate output of DDL
%
% file: ddl_op.m 
%
% *******set constants and vectors*******
%
N=1024;
n=-(N/2):(N/2)-1;
F=200;
T=0.2;
t=T*n/N;
wc=2*pi*200;
u=pi*F/T;
w=(0:(2*N)-1)*2*pi/(2*T);
%
% *******create chirp signal'
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%
c(1;2*N)=0;
c((N/2)+1:3*N/2)=expG*((wc*t)+(u*{t.'^2)))):
%
% ******* weight signal *************
%
% using 4-term  Blackm an-H arris weighting
%
L=N-1;
l=0:L;
%
weight=0.35875-(0.48829*cos(2*pi*l/L))+(0.14128*cos(4*pi*l/L))-(0.01168*cos(6*pi*l/L));
%
% V
c((N/2)+1:3*N/2)=c((N/2)+1:3*N/2).*weight;
%
%
% ****** convert to frequency  dom ain *****
%
C=fft(c);
%
%
% ******create d d L************
%
hw=expG*((w-wc).'^2)/4/u):
%
%
% *******process input in frequency  domain*****
%
yw=C.*hw;
y=ifft(yw):
%
y=abs(y);
%
% *******p|ot output*************
%
tt=(0:(2*N)-1)*2*T/(2*N):
%
plot(tt,y),xlabel(Tim e (s)');
%
y=20*log10(y); 
plot(tt,y),xlabel(Tim e (s)');
This next MATLAB listing demonstrates pulse compression using a matched filter 
representation of a chirp filter:
% Sim ulate output of chirp m atched  filter 
%
% file: chirp op.m 
%
% *******set constan ts  and  vectors***********
%
N=1000;
n=-(N/2):(N/2)-1;
F=200;
T=0.2;
t=T*n/N;
wc=2*pi*200;
u=pi*F/T;
%
X
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I * * * * * * * * * * * *
%
% ********create chirp signal'
%
c=expQ*((wc*t)+(u*(t.'^2))));
%
%
% *******create chirp matched filter******
%
h=((u/pi)^0.5)*expG*((wc*t)-(u*(t/2))));
%
% ************* apply weighting in freq domain ****
%
% using 4-term Blackman-Harris weighting 
%
L=N-1 ; 
l=0:L;
%
weight=0.35875-(0.48829*cos(2*pi*l/L))+(0.14128*cos(4*pi*l/L))-(0.01168*cos(6*pi*l/L)):
%
%
h=h.*weight;
%
%
% ******process signal in time domain******
%
y=conv(c,h);
y=abs(y)*T/N;
%
y=20*log10(y);
%
% *******p|ot output of filter**********
%
tt=(0:(2*N)-2)*2*T/(2*N):
%
plot(tt,y),xlabel(Time (s)');
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Appendix D
Quadrature channel down conversion for complex signals
A complex baseband representation is being used to process signals. Down 
conversion of an IF signal to baseband via inphase (7) and quadrature ( 0  channels 
facilitates a complex such methods. The following demonstrates the validity of this 
approach.
IF
X.
X.
The quadrature LO signals can be represented as,
1 = 2 cos{(Dlo t) = exp(y o)Lot) + exp(- j  cow t)
Q = 2sm{w Lot) = y[exp(yTUio/) -  exp(-y culoO]
The IF signal, which we can assume has some arbitrary phase (j), can be described as, 
IF^ = 2cos[coiFt A-(f) = exp(y((U/F  ^+ + exp(- j[(OiFt + ÿ))
Therefore, the mixer products are,
IF ^ x I  = exp[j{cDiot + coiFt + ÿ)) + QX^ [^ j[cùiot -  coiFt -  ^ ))
+ 6 xp^y(— coio t + CO IF t + (ff) + exp^y (— coio t — coif t — ^))
= 2co^cowi + 0)/Ft + </>) + 2co^cOiot -  coiFt -  (f)
and,
IF ^xQ  = - j  exp(y((U/o t + coiFt + ( f ) ) - j  exp(y((U/  ^t -  co if t - ( f ) ]
+ j  6 xp(y(- coio t + CO IF t + (fj)-\- j  exp(y(- coio t  -  co/f t -  (ffj
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— 2s\w{^C0LO^  + Cùipt + (f) A-2s\Yi{cû 1^ 0^  ~  COiF^  ~  (f) 
Thus, when filtered and combined, the baseband signal is,
B = Icoé^cûLot -  cOiFt- (f) + j2sm[<x>Lot ~ coiFt -  (f) 
= 2QX^ [j[cÛLot -  Û)IFt- (f)]
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Appendix E
Gaussian filter approximation
Here functions are developed to express a Gaussian filter in both the frequency 
domain and time domain with respect to the -3dB bandwidth.
The Gaussian function as used in statistics for a probability distribution can be 
written,
/ ( ^ )  —
1
exp
2 ( /
- \ 2\
where cf is the variance and a  is the standard deviation of %, and the total probability 
equals unity.
"\f{x)dx  = 1
For zero mean x = 0.
f ( x )  = exp
2(7 ,^
Now, for a zero mean filter i.e. low pass, we can assume a frequency domain 
expression which has the same shape but unity amplitude.
CÙ
H(co) = exp
»
where co’ is some width factor. For -3dB width or cutoff frequency (<%),
H{co) = exp
hence.
f 2 \
— —
V y
1
V2
COr
C0 =
0.5887
Therefore, we can specify the filter expression in terms of the cutoff frequency
H(co) = exp
V J
Alternatively, for a bandpass filter where co^  is the centre frequency and B is.the -3dB 
bandwidth in Hz,
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H{cû) = exp
r r 2\
0.5887(6) - 6 )0)
I b
\ 1 M 2 V y
f 0.3466(6) - \2 ^6)o7
V y
= exp
This is not a complete frequency domain expression for a Gaussian filter but just an 
expression for the frequency domain envelope. A full expression would have to 
contain some phase term. For an ideal Gaussian filter this would be linear with 
frequency and introduce a constant time delay.
For the time domain envelope we can take the Fourier transform of the low pass 
expression. Given the transform pair,
exp
1
<=> exp TUt
P
where is a constant. Then the time domain envelope of a Gaussian filter can be 
expressed as.
/z(r) =
1.177
exp
nBt
1.177
Hence, if scaling is ignored the envelope of a Gaussian filter time domain response 
can be expressed in terms of the filter -3dB bandwidth as.
envelope = exp
nBt
I m j
There are several ways to approximate a Gaussian filter. Listed here are various four 
pole approximations to a low pass Gaussian filter.
1. Butterw orth
Not really approximating a Gaussian filter but included here for comparison. If 
normalised to cutoff frequency the poles lie on a unit circle in the left hand of the s- 
plane with equal angles between them. The s-domain expression can be
where
1
Pi=exp(j77r/8)
Pi *=exp(-j 771/8)
P 2=exp(j57i/8 )
P 2*=exp(-J57i:/8 )
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2. Taylor series
If we consider fourth order Taylor series,
r\2 r\A
r 4 = i + 2 x + - x ^ + - y + - y
Then by substituting -s for x  an s-domain expression can be formed,
1
His) =
which is equivalent to.
—s ^ - —s  ^+ 2s^-2s^  +.1 3 3
H{s) =
-  Pl)(*S -  Pl)(*^  -  Pz)('  ^-  P 2) 
where Pi=-0.958+j 0.232
Pr=-0.958-j0.232 
P2=-0.835+j0.750 
P2*=-0.835-j0.750
The frequency scale must be multiplied by 0.588 to normalise the response to the - 
3dB bandwidth.
3. Laguerre series
Produces an s-domain function of the order
1
(s -  P^{s -  Pi )(s -  P^(s -  P 2)
where Pi=-0.5687+j0.3174
P/=-0.5687-j0.3174
P2=-0.5475+j0.9756
P 2W . 5 4 7 5 -jO. 9 7 5 6
The frequency scale must be multiplied by 0.588 to normalise the response to the - 
3dB bandwidth.
4. Bessel
Approximates the linear phase response of a Gaussian filter. A four pole s-domain 
expression has the form
~ /-1-10^ + 45^ + 105^+105
The frequency scale must be multiplied by 2.083 to normalise the response to the - 
3dB bandwidth.
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5. Linear phase with equiripple
A four pole version with phase ripple of 0.05 degrees can be expressed by,
 ^  ^ ( s -P ) { s -P * ) { s -P ^ [ s -P ^ )
where Pi=-0.9648+j0.4748
Pr=-0.9648-j0.4748 
P2=-0.7448+j 1.4008 
P2*=-0.7448-j 1.4008
6. Transitional
A transitional filter has a Gaussian response in the passband area and a Chebychev roll 
off outside that. A four pole version that is Gaussian up to -6dB can be represented by 
the s-domain expression
H(s)= ^
where Pi=-0.7940+j0.5029
PiW .7940-j0.5029 
P2=-0.6304+j 1.5407 
P2W .6304-j 1.5407
7. Synchronously tuned
Formed by cascaded filters. A four pole version can be expressed in s-domain as,
—
A normalised version can be formed with a=l.
H{s) =
The frequency scale must be multiplied by 0.435 to normalise the response to the - 
3dB bandwidth.
Plotted below is an ideal Gaussian frequency domain response with an approximation 
using each of these methods described above. The synchronously tuned response does 
not give the closest approximation to an ideal Gaussian filter. However, it is used 
because it can be implemented as a number of cascaded filters and is thus easier to 
tune.
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Appendix F
CW signal sources
Spectrum of 300MHz calibration signal measured by spectrum analyser using 30Hz 
resolution filter.
-20dBm
-60dBm
-lOOdBm
299.995MHz 300MHz 300.005MHz
Spectrum of 150MHz CW signal generator output signal measured by spectrum 
analyser using 30Hz resolution filter.
-60dBm
4 -
-llOdBm
-160dBm
149.995MHz 150MHz 150.005MHz
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Spectrum of +6dBm 21.4MHz IF LO signal produced by signal generator. The 
spectrum was recorded by a spectrum analyser using a 30Hz resolution filter.
+10dBm
■30dBm
•70dBm
21.395MHz 21.4MHz 21.405MHz
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90° phase shift
Phase response of XIA length of coaxial cable over the range 21.4MHz±100kHz 
recorded using a gain/phase analyser.
■90.0'
•90.5'
•91.0'
21.3MHz 21.5MHz21.4MHz
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Appendix H
Opto-isolated trigger input circuit
The trigger input circuit to the A/D card was based upon a HP 6N137 opto-isolator 
device. The 6N137 device was chosen for its high speed. The typical 50ns 
propagation delay is negligible compared to the sampling interval and therefore will 
not affect synchronisation of spectrum analyser sweep and sampling. The circuit was 
as suggested by the manufacturers data sheet.
+5v
4 7 0 0 6N137 ■® +5v
0/p
1N4148
ENABLE
Fig. Trigger input circuit
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A/D card source code
Listed here are some C source code files used to program the National Instruments 
A/D card. They are based upon examples available from the manufacturer with 
channels and sample rates etc. specified to suit the application.
Listed below is A/D card source code to capture 100ms of data from sweeping RF 
front end. The A/D card captures 20,000 samples from each of two channels and 
stores them to a file of name DAQdata.DAT. Each channel is sampled at 200ksps so 
the overall sampling rate is 400ksps.
* Data acquisition program:
* DAQpwl .0
* Description:
* Read a waveform from two analog input channels upon an external
* digital trigger using internal timing
List of NI-DAQ Functions used in this example:
Select Signal, NIDAQErrorHandler, DAQ_Config, SCAN_To_Disk, 
TimeoutConfig
* Pin Connection Information:
* Connect analog signals to AI channels 1 &2. Also, connect a
* digital pulse (rising edge) to the PFIO/TRIGO pin, and the
* ground reference to 'digital ground'.
*********************************************************************I 
/*
* Includes:
*/
#include "nidaqex.h"
/*
* Main:
*/
void main(void)
{
I*
* Local Variable Declarations:*1
i16 iStatus = 0; 
i16 iRetVal = 0; 
i16 iDevice = 1; 
i32 ITimeout = 270;
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i16iC han[2] = {1,2}:
116 iStartTrig = 1;
i16 iExtConv = 0;
il 6 iGain[2] = {50, 50};
u32 ulCount = 40000;
char* strF ilenam e = "DAQdata.DAT";
/* f64 dG ainA djust = 1.0; */
/* f64 dO ffset = 0.0; */
f64 d S am p R ate  = 400000; 
f64 d S can R ate  = 0;
/* i16 iUnits = 0; */
/* i16 iSam pTB = 0; */
/* u16 uSam pInt = 0; */
/* static  il 6 piBuffer[40000] = {0}; */
/* sta tic  f64 pdVoltBuffer[40000] = {0.0}; */
/* il 6 iDAQstopped = 0; */
/* u32 ulR etrieved = 0; */
i16 iN um C hans = 2; 
i16 iIgnoreW arning = 0;
/* ilBiYieldON = 1; */
/* Setup for external start trigger into PFIO with iStartTrig = 1.
*/
iStatus = Select_Signal(iDevice, ND_IN_START_TRIGGER, ND_PFI_0, 
ND_LOW_TO_HIGH);
iRetVal = NIDAQErrorHandler(iStatus, "Select_Signal", 
ilgnoreWarning);
iStatus = DAQ_Config(iDevice, iStartTrig, iExtConv);
iRetVal = NIDAQErrorHandler(iStatus, "DAQ_Config", 
ilgnoreWarning);
/* This sets a timeout limit (No. of Sec * 18ticks/Sec) so that if 
there is something wrong, the program won't hang on the 
SCAN_to_Disk call. */
iStatus = Timeout_Config(iDevice, ITimeout);
iRetVal = NIDAQErrorHandler(iStatus, "Timeout_Config", 
ilgnoreWarning);
/* Acquire data */
iStatus = SCAN_to_Disk(iDevice, iNumChans, iChan, iGain, strFilename, ulCount, 
dSampRate, dScanRate, 0);
IRetVal = NIDAQErrorHandler(iStatus, "DAQ to Disk", 
ilgnoreWarning);
if (iStatus == 0) {
printf(" Acquired data successfully stored to file: %s\n", strFilename);
}
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r  Disable timeouts. */
iStatus = Timeout_Config(iDevice, -1 );
/* Set triggering mode back to initial state. */ 
iStatus = DAQ_Config(iDevice, 0, 0);
/* Set PFI line back to initial state. */
iStatus = Select_Signal(iDevice, ND_IN_START_TRIGGER, 
ND_AUTOMATIC, ND_DONT_CARE);
}
/* End of program */
Listed below is A/D card source code to capture 20 ms of data from a channelised RF 
front end. The data is added to a file named DAQdata.DAT. If the file does not exist 
then it is created. Two channels are sampled at a rate of 200ksps per channel so the 
overall sampling rate is 400ksps.
*********************************************************************
Data acquisition program:
DAQpw2.c
Description:
Read a waveform from two analog input channels upon an external 
digital trigger using internal timing
List of NI-DAQ Functions used in this example:
Select Signal, NIDAQErrorHandler, DAQ_Config, SCAN_To_Disk, 
Timeout_Config
* Pin Connection Information:
* Connect analog signals to AI channels 1&2. Also, connect a
* digital pulse (rising edge) to the PFIO/TRIGO pin, and the
* ground reference to 'digital ground'.
********************************************************************* j  
/*
* Includes:
7
#include "nidaqex.h"
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* Main;
7
void main(void)
{
I*
*  Local V ariable D eclarations:
7
i16 iS tatus = 0; 
i16 iRetVal = 0;
116 iDevice = 1; 
i32 ITimeout = 270; 
i16iC han[2] = {1,2}; 
i16 iStartTrig = 1; 
i16 iExtConv = 0; 
i16iG ain[2] = {50, 50};
. u32 ulCount = 8000;
char* strF ilenam e = "DAQdata.DAT";
/* f64 dG ainA djust = 1.0; */
/* f64 dO ffset = 0.0; */ 
f64 d S am p R ate  = 400000; 
f64 d S can R ate  = 0;
/* i16 iUnits = 0; */
/* i16 iSam pTB = 0; */
/* u16 uSam pInt = 0; */
/* static  i16 piBuffer[8000] = {0}; */
/* static  f64 pdVoltBuffer[8000] = {0.0}; */ 
/* i16 iDAQstopped = 0; */
/* u32 uI Retrieved = 0; */ 
i16 iN um C hans = 2; 
i16 ilgnoreW arning = 0;
/* i16iYieldON = 1; 7
/* Setup for external start trigger into PFIO with iStartTrig = 1.
7
iStatus = Select_Signal(iDevice, ND_IN_START_TRIGGER, ND_PFI_0, 
ND_LOW_TO_HIGH);
iRetVal = NIDAQErrorHandler(iStatus, "Select Signal", 
ilgnoreWarning);
iStatus = DAQ_Config(iDevice, iStartTrig, iExtConv);
iRetVal = NIDAQErrorHandler(iStatus, "DAQ Config", 
ilgnoreWarning);
/* This sets a timeout limit (No. of Sec * 18ticks/Sec) so that if 
there is something wrong, the program won't hang on the 
SCANtoD isk call. */
iStatus = Timeout_Config(iDevice, ITimeout);
iRetVal = NIDAQErrorHandler(iStatus, "Timeout_Config", 
ilgnoreWarning);
/* Acquire data */
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iStatus = SCAN_to_Disk(iDevice, iNumChans, iChan, iGain, strFilename, ulCount, 
dSampRate, dScanRate, 1);
IRetVal = NIDAQErrorHandler(iStatus, "DAQ to Disk", 
ilgnoreWarning);
if (iStatus == 0) {
printf(" Acquired data successfully stored to file: %s\n", strFilename);
}
/* Disable timeouts. 7
iStatus = Timeout_Config(iDevice, -1 );
/* Set triggering mode back to initial state. 7 
iStatus = DAQ_Config(iDevice, 0, 0);
/* Set PFI line back to initial state. 7
iStatus = Select_Signal(iDevice, ND_IN_START_TRIGGER,
ND_AUTOMATIC, ND_DONT_CARE);
}
/* End of program 7
x x v u
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MATLAB files for preprocessing data
Listed here are MATLAB files that perform preprocessing of data recorded by the 
A/D card.
The first calculates the DC offset for each channel.
%
% convert data 
% and calculate DC offsets 
% file: offset.m 
%
o/o ***** open file and extract data 
%
fid=fopen('DAQdat47.DAT','r') 
s=fscanf(fid,'%c'); 
fclose(fid);
%
%
% ******* change binary format *"
%
ss=double(s);
%
y=0;
for x=1 :length(ss)/2 
lsb(x)=ss((y*2)+1); 
msb(x)=ss((y*2)+2); 
y=y+i; 
end 
%
msb=msb*(2^8);
%
%
total=msb+lsb;
%
for x=1 :length(total) 
iftotal(x)>((2^15)-1) 
total(x)=total(x)-(2^16); 
end 
end 
%
% ****** separate l/Q channels **'
%
y=0;
for x=1 :length(total)/2 
Qtotal(x)=total((y*2)+1 ); 
ltotal(x)=total((y*2)+2):
y=y+i; 
end
%
subplot(2,1,1 ),plot(ltotal): 
subplot(2,1,2),plot(Qtotal):
%
% ****** calculate mean values **’
%
lmean=mean(ltotal)
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Qmean=mean(Qtotal)
The following MATLAB listing converts the recorded data from “16-bit little endian 
two’s compliment” format to actual voltage levels. It removes the DC offsets 
recorded for each channel and multiplies by the quantisation voltage. Since the A/D 
card multiplexes the two input channels a delay of approximately half a sample 
interval exists between them. This delay added to one of the channels
%
%
%
% convert raw binary data 
% into voltage signals 
%
% file: preproc.m 
%
%^ ********** QQpig^ gp^ g ****************
%
%
k=1e7
Fres=100
%
Fs=2*k/Fres
N=4*k/(Fres'^2)
Nc=2^(ceil(log2(N)))
%
%
% ****** open file and extract data *************
%
%
fid=fopen('DAQdat46.DAT','r')
raw_data=fscanf(fid,'%c'):
fclose(fid):
%
% ****** change binary format *****
%
raw_data=double(raw_data);
%
y=0;
for x=1 :length(raw_data)/2 
lsb(x)=raw_data((y*2)+1 ); 
msb(x)=raw_data((y*2)+2);
y=y+1;
end
%
msb=msb*(2^8);
%
%
total=msb+lsb;
%
for x=1 :length(raw_data)/2 
iftotal(x)>((2^15)-1) 
total(x)=total(x)-(2^16); 
end 
end 
%
%
% **** separate l/Q channels *****
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%
y=0;
for x=1 ;length(total)/2 
Qtotal(x)=total((y*2)+1 ); 
ltotal(x)=total((y*2)+2):
y=y+1;
end
%
% ******* compensate for DC offsets
%
QtotaI=Qtotal-159.6567;
%
ltotal=ltotal+0.9520;
%
%
o/o ******* convert to voltage signal 
%
Qchannel=48.83e-6*Qtotal;
lchannel=48.83e-6*ltotal;
%
o/o ******* add delay to Qchannel ********** 
o/o
[Qchannel]=delay(Qcfiannel,Nc);
o/o
% ***** save to file *********** 
o/o
save data46 Ichannel Qchannel; 
o/o
Listed below is the delay function which applies a half sample interval delay to one 
channel. The function applies a linear phase delay in the frequency domain which is 
equivalent to a constant delay.
function[Qchan_op]=delay(Qchan_ip,Nc);
o/o
o/o Inter-sample delay compensation 
o/o using linear phase delay applied 
o/o in frequency domain using over-lap 
o/o add technique 
o/o
o/o file: delay.m
o/o
o/o
% ******** delay shift ************ 
o/o
n=-Nc:Nc-1;
phase_shift=(pi/2)*n/Nc;
phase_shift=fftshift(phase_shift);
o/o
H=exp(j*phase_shift);
o/o
o/o ******* make input multiple of phase response ***** 
o/o
sections=ceil(length(Qchan_ip)/Nc);
input=1 :sections*Nc;
input(:)=0;
input(1:length(QchanJp))=Qchan_ip;
o/o
apply phase shift *************
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%
y=0:Iength(input)+Nc-1 ; 
y(:)=0;
%
%
for ix=1;Nc:length(input) 
x_seg=input(ix;ix+Nc-1 );
X=fft(x_seg,(2*Nc));
Y=X.*H;
y_seg=ifft(Y);
y(ix;ix+(2*Nc)-1 )=y(ix:ix+(2*Nc)-1 )+y_seg(1 :(2*Nc)); 
end
%
********** output ********************
%
Qchan_op=1 ;length(QchanJp):
Qchan_op=y(1 :length(QchanJp));
%
XXXI
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MATLAB file for chirp filter processing
MATLAB file crx47.m for spectral analysis processing of simulated sweeping system 
data. Chirp filter processing is applied using an overlap-add algorithm.
% Chirp processing of spectrum analyser output •
%
% Freq domain pulse compression
%
% using overlap-add
%
% taking into account resolution bandwidth filter 
% frequency response 
% and anti-aliasing filter frequency response 
%
% with weighting 
%
% chirp filter in frequency domain 
% ie as DDL
%
%
% file crx47.m 
%
%
%0^  ^ ********** QOpg^ 0p||g ****************
%
%
k=1e7 %sweep rate
Fres=100 %resolution
Rres=2.72 %resolution factor due to weighting
%
Fs=2*k/Fres %sampling rate
N=4*k/(Fres^2) %section length
Nc=2^(ceil(log2(N))) % radix-2 section length
Tc=Nc/Fs %section time
Resolution=Fs*Rres/Nc %resolution with weighting 
%
%
%
% *********** load data file ****************
%
%
load sweepSO.mat;
%
%
realinput=ans(2,:);
imaginput=ans(3,:):
%
% ******** plot l/Q channel ***************
%
subplot(3,1,1),plot(realinput),ylabel('Real Input (v)'),xlabel('Data Points'),axis([1 20000 -0.1 
0.1]):
%
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%
o/o ******** plot l/Q channel in dBm ********** 
o/o
Rplot=abs(realinput);
Rplot=10*log10((Rplot.'^2)/50): 
o/o
Rplot=Rplot+30; % convert from dBW to dBm
o/o
Rplot=Rplot-12.4; % compensate for filter gain
Rplot=Rplot+2; % compensate for mixer loss
Rplot=Rplot+9; % losses due to resolution bandwidth filter,
o/o anti-aliasing filter and complex representation
o/o
% f
subplot(3,1,2),plot(Rplot),ylabel('Real Input (dBm)'),xlabel('Data Points'),axis([1 20000 -80 0]); 
o/o
o/o . .
o/o *** Combine channels to create complex input ********* 
o/o
complexinput=realinput+G*imaginput);
o/o
sections=ceil(length(realinput)/Nc);
input=1;sections*Nc;
input(:)=0;
input(1:length(complexinput))=complexinput;
o/o
o/o
% ************* define chirp futer************** 
o/o
n=-Nc:Nc-1;
n=n/(2*Nc);
w=2*pi*Fs*n;
o/o
a=pi*k;
o/o
H=expG*(w.‘^ 2)/4/a);
o/o
o/o
H=fftshift(H);
o/o
% ************ compensate for Gaussian resolution filter *****
%
d=1:Nc;
o/o
[filt_phase,filt_mag]=syn_fil2(Nc,Fs);
%
o/o
filt_phase=fftshift(filt_phase);
filt_mag=fftshift(filt_mag);
%
H=H.*exp(-j*filt_phase); %phase compensation 
o/o
o/oH=H./filt_mag; % magnitude compensation
o/o
o/o
% ************ compensate for anti-aliasing filter response *****
o/o
o/o
[filt_phasea,filt_maga]=b6_fil2(Nc);
o/o
filt_phasea(Nc+1:2*Nc)=-filt_phasea(Nc-d+1); . .
x x x m
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filt_maga(Nc+1:2*Nc)=filt_maga(Nc-d+1 );
%
H=H.*exp(-j*filt_phasea): %phase compensation 
%
%H=H./filt_maga: % magnitude compensation
%
%
% ************* apply weighting in freq domain *********
%
% using 4-term Blackman-Harris weighting 
%
L=(2*Nc)-1;
l=0:L;
%
weight=0.35875-(0.48829*cos(2*pi*l/L))+(0.14128*cos(4*pi*l/L))-(0.01168*cos(6*pi*l/L)):
%
weight=fftshift(weight);
%
%H=H.*weight;
%
%
%
% *************** perform overlap-add *************
%
y=0:length(input)+Nc-1 ;
freq=(y*k/Fs)+2e6;
y(;)=0;
%
flops(O): % reset floating point counter
%
for ix=1 ;Nc:length(input) 
x_seg=input(ix:ix+Nc-1 );
X=fft(x_seg,(2*Nc));
Y=X.*H;
y_seg=ifft(Y);
y(ix:ix+(2*Nc)-1 )=y(ix:ix+(2*Nc)-1 )+y_seg(1 :(2*Nc)); 
end
%
%
floating_point_ops=flops % approximate count of floating point operations
%
%
y=abs(y):
%
output=(y/2)/50; % convert voltage to watts
output=10*log10(output): % convert watts to dBw
output=output+30; % convert from dBW to dBm
%
output=output-12.4; % compensate for filter gain
output=output+2; % compensate for mixer loss
output=output+9; % losses due to resolution bandwidth filter,
% anti-aliasing filter and complex representation
%
output=output-24; % convolution/pulse compression gain
%
%
************p Iou tpu t **************************
%
subplot(3,1,3),plot(freq,output),axis([2e6 3e6 -100 0]),xlabel('Frequency (Hz)'),ylabel('Output 
(dBm)'):
%
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%
% **********calculate output at lower resolution**********
%
freq_bins=ceil(length{y)/20); 
outputi k=1 :freq_bins*20; 
output1k(:)=0; 
outputi k(1 :length(y))=y;
outputi k=restiape(output1 k,20,length(output1 k)/20); 
outputi k=(output1 k.^2)/50;
outputi k=output1 k/2.5; %reduce signal level for 50Hz division
outputi k=sum(output1 k); 
outputi k=10*log10(output1 k):
%
outputi k=output1 k+30-12.4+2+9; % adjust scale
outputi k=output1 k-24; % adjust scale
%
freql k=1 :length(output1 k); 
freql k=(freq1 k*50*20)+2e6;
%
subplot(3,1,3),plot(freq1k,outputi k),axis([2e6 3e6 -100 0]),xlabel('Frequency 
(Hz)'),ylabel('Averaged'):
%
MATLAB function to generate magnitude and phase response of the approximately 
Gaussian resolution filter:
function [ptiaseresp,magresp]=syn_fil2(Nc,Fs)
%
% synchronously tuned filter 
% 30kHz bandwidth
%
% file: syn_fil2.m
%
%
o/o ****** set frequency scale ****** 
o/o
w=-Nc:1:Nc-1; 
w=w/(Nc-1 ): 
o/o
o/o centre frequency 1MHz 
o/o
w=(w*2*pi*(Fs/2))+(2*pi*1 e6);
o/o
o/o
o/o ****** transfer function ***** 
o/o
o/o synchronously tuned filter 
o/o 3dB bandwidth = 0.434*30kHz 
o/o H=(s/(((s^2)/B)+s+((wo^2)/B)))M
o/o
for iw=1 :(2*Nc)
H(iw)=(G*w(iw))/((-2.302e-6*(w(iw)''2))+G*w(iw))+9.090e7))M:
end
o/o
o/o
magresp=abs(H):
o/o
o/o *******calculate phase response*********
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%
realH=reaI(H);
imagH=imag(H):
phaseresp=atan2(imagH,realH);
%
shift=0;
%
for iw=2:(2*Nc) 
if phaseresp(iw)>(phaseresp(iw-1 )+(2*pi*shift)) 
shift=shift+1; 
end
phaseresp(iw)=phaseresp(iw)-(2*pi*shift);
end
%
MATLAB function to generate magnitude and phase response of the Butterworth 
resolution filter:
function [phaseresp,magresp]=syn_fil3(Nc,Fs)
%
% Butterworth filter 
% 100kHz bandwidth
%
% file: syn_fil3.m
%
%
% ****** set frequency scale ******
%
w=-Nc:1:Nc-1; 
w=w/(Nc-1 );
%
% centre frequency 1 MHz
%
w=(w*2*pi*(Fs/2))+(2*pi*1 e6);
%
%
% ****** numerator/denominator coefficients *****
%
[b,a]=butter(4,[(2*pi*9.5e5) (2*pi*1.05e6)],'s’);
%
% ****** transfer function *****
%
%
for iw=1:2*Nc 
s=j*w(iw);
Hnum=(b(1 )*(s^8))+(b(2)*(s^7))+(b(3)*(s^))+(b(4)*(s^5))+(b(5)*(sM))+(b(6)*(s^3))+ 
(b(7)*s^2)+(b(8)*s)+b(9);
Hden=(a(1 )*(s^8))+(a(2)*(s^7))+(a(3)*(s^6))+(a(4)*(s^5))+(a(5)*(sM))+(a(6)*(s^3))+ 
(a(7)*s^2)+(a(8)*s)+a(9);
H(iw)=Hnum/Hden;
end
o/o
o/o
magresp=abs(H);
o/o
o/o
realH=real(H);
imagH=imag(H);
o/o
phaseresp=atan2(imagH,realH); . _
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%
shift=0;
%
for iw=2;(2*Nc) 
if phaseresp(iw)>(phaseresp(iw-1 )+(2*pi*shift)) 
shift=shift+1 : 
end
phaseresp(iw)=phaseresp(iw)-(2*pi*shift);
end
%
MATLAB function to generate the magnitude. and phase response of the anti-aliasing 
filters:
function [phaseresp,magresp]=b6_fil2(Nc)
%
% file: b6_fil2.m 
%
%
o/o ****** set frequency scale ****** 
o/o
w=0:Nc-1; 
w=2*w/(Nc-1 ): 
o/o
o/o ****** butterworth ******* 
o/o
o/o wc=50kHz
o/o
o/o
[b,a]=butter(6,1 ,'s'): %denominator coefficients
o/o
o/o
for iw=1:Nc
HR=-(a(1)*(w(iw)'^6))+(a(3)*(w(iw)M))-(a(5)*(w(iw)'^2))+a(7);
Hl=(a(2)*(w(iw)^5))-(a(4)*(w(iw)^3))+(a(6)*w(iw));
Hb(iw)=b(7)/(HR+G*HI));
Pb(iw)=atan2(imag(Hb(iw)),real(Hb(iw)));
end
o/o
magresp=abs(Hb):
o/o
o/o
o/o *******calculate phase response******** 
o/o
phaseresp=Pb;
o/o
shift=0;
o/o
for iw=2:Nc
if phaseresp(iw)>(phaseresp(iw-1 )+(2*pi*shift)) 
shift=shift+1 ; 
end
phaseresp(iw)=phaseresp(iw)-(2*pi*shift):
end
o/o
o/o
x x x v n
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Results for simulated noise free signal
Results of sweeping system spectral analysis when all noise sources set to zero. A 
CW signal of -lOdBm level is the only input.
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Expanding the frequency scale shows the output pulse in more detail. Small sidelobes 
can clearly be seen either side of the main pulse.
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Appendix M
Results for modulated signals
Presented below are the results of chirp filter processing of modulated signals created 
by a simulated RF front end.
The output below shows the results of processing an AM modulated signal. The 
signal, which consists of a 2.3MHz carrier modulated with a 3kHz tone of equal 
amplitude (100% modulation), had an IF level of -lOdBm.
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The output below shows the results of processing a wideband FM modulated signal. 
The signal, which consists of a 2.3MHz carrier modulated with a 3kHz tone at a 
modulation factor of 2.4, had an IF level of-lOdBm.
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Appendix N
MATLAB file for channelised processing
The MATLAB file listed below takes channelised data, performs and FFT on each 
channel and combines the results. Weighting is applied to the data for each channel 
and filter compensation is applied to the results of each FFT.
% Channelised FFT spectrum analyser output
%
% using radix-2 FFT hence frequency bins 48.828Hz
%
% taking into account resolution bandwidth filter 
% frequency response 
% and anti-aliasing filter frequency response
%
%
% with weighting
%
% file fftrx4.m 
%
%
%
********* Q Q pg^gp j^g  ****************
%
Fres=100
%
Fs=2e5
%
T=2/Fres
%
N=T*Fs
Nfft=4096
%
%
% *********** iQad data file ****************
%
%
load sweep52.mat;
%
%
realinput=ans(2,:):
imaginput=ans(3,:);
%
% ********* plot l/Q channel *************
%
subplot(2,1,1),plot(realinput),ylabel('Real Input (v)'),xlabel('Data Points'),axis([1 20000 -0.02 
0 .02]):
%
o/o ******** plot l/Q channel in dBm ********
%
Rplot=abs(realinput);
Rplot=10*log10((Rplot.^2)/50); 
o/o
Rplot=Rplot+30; % convert from dBW to dBm
Rplot=Rplot-12.4; % compensate for filter gain
Rplot=Rplot+2; % compensate for mixer loss
Rplot=Rplot+9; % losses due to resolution bandwidth filter, two channels.
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% anti-aliasing filter and complex representation
%
%
%subplot(2,1,1),plot(Rplot),ylabel('Real Input (dBm)'),xlabel('Data Points'),axis([1 20000 -80 
0]):
%
%
% ************combine I and Q channels***********
%
input=realinput+(-j*imaginput):
%
%
% ************ calculate resolution filter response *****
% : 
d=1:Nfft/2;
%
[filt_phase,filt_mag]=syn_fil2(Nfft/2,Fs):
%
%
% ************ calculate anti-aliasing filter response *****
%
%
[filt_phasea,filt_maga]=b6_fil2(Nfft/2);
%
filt_phasea((Nfft/2)+1 :Nfft)=-filt_phasea((Nfft/2)-d+1 ); 
filt_maga((Nfft/2)+1 :Nfft)=filt_maga((Nfft/2)-d+1 ); 
filt_maga=fftshift(filt_maga);
%
%
% ************* define weighting function ******
%
% using 4-term Blackman-Harris weighting 
%
%
L=N-1;
l=0:L;
%
weight=0.35875-(0.48829*cos(2*pi*l/L))+(0.14128*cos(4*pi*l/L))-(0.01168*cos(6*pi*l/L)):
%
% *************** perform FFT on sections *************
%
%
y=1 :Nfft*5/2;
freq=((y-1 )*48.828)+2e6;
y(:)=0;
%
flops(O): % reset flops counter
%
iy=1;
%
for ix=1:N:N*5 
x_seg=input(lx:ix+N-1 ); 
x_seg=x_seg.*weight; 
y_seg=fft(x_seg,Nfft): 
y_seg=fftshift(y_seg): 
y_seg=y_seg./filt_mag: 
y_seg=y_seg./filt_maga; 
y(iy:iy+(Nfft/2)-1 )=y_seg((Nfft/4)+1 :Nfft*3/4); 
iy=iy+(Nfft/2); 
end 
%
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%
floating_point_ops=flops % approximate count of floating point operations
%
%
% ******scale output and compensate for filters********
%
%
y=abs(y)/(0.36*Nfft); % signal level correction for FFT and weighting
%
y=(y.^2)/50; % convert voltage to watts
output=10*log10(y); % convert watts to dBw
%
output =output +30; % convert from dBW to dBm
%
%
output =output-12.4+2+9; % scale correction parameters
%
%
subplot(2,1,2),plot(freq,output),axis([2000000 2500000 -80 0]),xlabel('Frequency 
(Hz)'),ylabel('Output (dBm)');
%
%
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Appendix O
MATLAB filter models for compensation
Listed below are functions which generate resolution filter and anti-aliasing filter 
responses for the recorded data case. The resolution filter has a centre frequency of 
21.4MHz and a -3dB bandwidth of 30kHz. The anti-aliasing filters have a theoretical 
cutoff frequency of 48.485kHz.
function [phaseresp,magresp]=syn_filt(Nc,Fs)
%
% synchronously tuned filter 
% 30kHz bandwidth
%
% file: syn filt.m
%
%
% ****** set frequency scale ******
%
w=-Nc:1:Nc-1; 
w=w/(Nc-1 ):
%
w=(w*2*pi*(Fs/2))+(2*pi*21.4e6);
%
%
o/o ****** transfer function ***** 
o/o
o/o synchronously tuned filter 
o/o 3dB bandwidth = 0.434*30kHz 
o/o H=(s/(((s^2)/B)+s+((wo'^2)/B)))M 
o/o
for iw=1 :(2*Nc)
H(iw)=((j*w(iw))/((-2.302e-6*(w(iw)'^2))+G*w(iw))+4.163e10))M;
end
o/o
o/o
o/o
magresp=abs(H):
o/o
realH=real(H):
imagH=imag(H):
o/o
phaseresp=atan2(imagH,realH);
o/o
shift=0;
o/o
for iw=2:(2*Nc) 
if phaseresp(iw)>(phaseresp(iw-1 )+(2*pi*shift)) 
shift=shift+1; 
end
phaseresp(iw)=phaseresp(iw)-(2*pi*shift):
end
o/o
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function [phaseresp,magresp]=b6_filt(Nc)
%
% file: b6_filt.m 
%
%
% ********set cut off frequency ******
%
wc=2*pi*0.5e5;
%
% ****** set frequency scale ******
%
w=0:Nc-1;
w=2*w/(Nc-1):
%
%
%
% ****** butterworth *******
%
% wc=48.485kHz 
% 0.9697=48.485kHz/50kHz
%
[b,a]=butter(6,0.9697,'s'); %denominator coefficients 
%
%
for iw=1 :Nc
HR=-(a(1)*(w(iw)'^6))+(a(3)*(w(iw)M))-(a(5)*(w(iw)'^2))+a(7);
Hl=(a(2)*(w(iw)'^5))-(a(4)*(w(iw)'^3))+(a(6)*w(iw));
Hb(iw)=b(7)/(HR+G*HI));
Pb(iw)=atan2(imag(Hb(iw)),real(Hb(iw)));
end
%
magresp=abs(Hb);
phaseresp=Pb;
%
shift=0;
%
for iw=2:Nc
if phaseresp(iw)>(phaseresp(iw-1 )+(2*pi*shift)) 
shift=shift+1 ; 
end
phaseresp(iw)=phaseresp(iw)-(2*pi*shift);
end
%
%
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High SNR result
Chirp filter processing output for high signal to noise ratio recorded signal. The pulse 
tends towards the shape of that produced by simulated signals. A CW input signal at 
approximately 300MHz was used.
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Appendix Q
Results for modulated signals
Presented below are the results of chirp filter processing of modulated signals 
recorded at IF level using a sweeping RF front end.
The output below shows the results of processing an AM modulated signal. The 
signal, which consists of a 150MHz carrier modulated with a 3kHz tone at 10% 
modulation depth, had an RF level of -60dBm. An IF level near -lOdBm was 
recorded.
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The output below shows the results of processing a narrowband FM modulated signal. 
The signal, which consists of a 150MHz carrier modulated with a 3kHz tone at a 
modulation factor of 0.1, had an RF level of -60dBm. An IF level near -lOdBm was 
recorded.
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The output below shows the results of processing a wideband FM modulated signal. 
The signal, which consists of a 150MHz carrier modulated with a 3kHz tone at a 
modulation factor of 2.4, had an RF level of -60dBm. An IF level near -lOdBm was 
recorded.
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