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Abstract
We study the multiplicative convolution for c-monotone independence. This convolution
unifies the monotone, Boolean and orthogonal multiplicative convolutions. We characterize
convolution semigroups for the c-monotone multiplicative convolution on the unit circle. We
also prove that an infinitely divisible distribution can always be embedded in a convolution
semigroup. We furthermore discuss the (non)-uniqueness of such embeddings including the
monotone case. Finally connections to the multiplicative Boolean convolution are discussed.
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1 Introduction
In non-commutative probability theory, many kinds of independence are known. Among them,
tensor, free, Boolean and monotone independences [16, 21, 22] are important since they satisfy natural
properties [18]. Free, Boolean and monotone independences can be unified in terms of conditionally
free (c-free, for simplicity) independence [7, 9]; free cumulants [22] and Boolean cumulants [21] can
also be unified by c-free cumulants [7]. Only in the monotone case, however, monotone cumulants
[13] cannot be unified by c-free cumulants. To overcome this difficulty, conditionally monotone (c-
monotone, for simplicity) independence has been introduced in [12], and as a result, orthogonal
independence [14] turned out to be included in c-free independence and c-monotone independence.
In this paper we study the multiplicative convolution associated to c-monotone independence.
While c-monotone cumulants cannot be unified by c-free cumulants, the complex analytic charac-
terization of the additive c-monotone convolution follows from the additive c-free convolution. This
situation is the same for multiplicative convolutions: we show a complex analytic characterization of
the multiplicative c-monotone convolution by using a result of the c-free case. Then we characterize
infinitely divisible distributions. These results can be seen as a generalization of results of papers
[3, 10].
∗Supported by Grant-in-Aid for JSPS Research Fellows.
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Multiplicative convolutions sometimes cause problems which do not appear in additive convo-
lutions. For instance, while the monotone and orthogonal convolutions preserve the probability
measures on [0,∞), the Boolean convolution does not [3, 4, 10, 15]. Another instance is the fact that
a probability measure on the unit circle is not always infinitely divisible with respect to the Boolean
convolution [10]. This makes it difficult to define a multiplicative analogue of t-transformation, an
additive version of which was first introduced in [8] to deform the additive free convolution. The
latter problem will be understood more in this paper.
Let us explain the main contents of each section. Section 2 is devoted to relations among kinds
of multiplicative convolutions in a unified way in terms of c-free convolutions. In Section 3 we
characterize multiplicative c-monotone convolutions by using generating functions for the c-free con-
volution. In Section 4 we prove that there exists a one-to-one correspondence between a c-monotone
convolution semigroup and a pair of analytic vector fields. In Section 5 we prove an embedding of
an infinitely divisible distribution into a convolution semigroup. The proof uses results on monotone
convolutions of [3]. We discuss uniqueness and non-uniqueness of such embeddings. We then discuss
a multiplicative version of t-transformation coming from multiplicative Boolean convolutions.
Notation and necessary concepts are provided below. An algebraic probability space is a pair
(A, ϕ) of a unital algebra A and a linear functional ϕ. X ∈ A is called a random variable. We
always assume that a linear functional preserves the unit. If we consider probability distributions
of random variables, then positivity is needed in (A, ϕ), so that we assume that A is a ∗- (or C∗-)
algebra and ϕ is a state. If two linear functionals ϕ, ψ are provided in the same algebra, we also call
a triple (A, ϕ, ψ) an algebraic probability space.
We define two independences which are in particular important in this article. C-monotone
independence was introduced in [12].
Definition 1.1. Let (A, ϕ, ψ) be an algebraic probability space; let I be a linearly ordered set. We
consider sublagebras {Ai}i∈I , each of which does not contain the unit of A. Ai are said to be c-
monotone independent if the following properties are satisfied for all elements Xk ∈ Aik and indices
i1, · · · , in, n ≥ 1:
(1) ϕ(X1 · · ·Xn) = ϕ(X1)ϕ(X2 · · ·Xn) whenever i1 > i2;
(2) ϕ(X1 · · ·Xn) = ϕ(X1 · · ·Xn−1)ϕ(Xn) whenever in > in−1;
(3) ϕ(X1 · · ·Xn) = (ϕ(Xj)−ψ(Xj))ϕ(X1 · · ·Xj−1)ϕ(Xj+1 · · ·Xn)+ψ(Xj)ϕ(X1 · · ·Xj−1Xj+1 · · ·Xn)
whenever j satisfies ij−1 < ij > ij+1 and 2 ≤ j ≤ n− 1;
(4) Ai are monotone independent with respect to ψ.
Monotone independence was defined in [16] (see also [17]). We however note that the above
properties (1)-(3) become monotone independence with respect to ψ in the special case ϕ = ψ.
C-monotone independence was defined for subalgebras; however independence for random vari-
ables {Xi} can also be defined if we consider the subalgebra Ai generated by Xi without the unit of
A.
C-free independence was introduced in [6] and further studied in [7]. For later use, we also define
a c-free product of algebraic probability spaces.
Definition 1.2. (1) Let I be an index set and let (Ai, ϕi, ψi) be algebraic probability spaces. The
c-free product (A, ϕ, ψ) = ∗i∈I(Ai, ϕi, ψi) is defined as follows. A := ∗i∈IAi is the free product with
identification of units and ψ := ∗i∈Iψi be the free product of linear functionals. ϕ is defined by the
following rule: if Xk ∈ Aik with i1 6= · · · 6= in and ψik(Xk) = 0 for all 1 ≤ k ≤ n, then
ϕ(X1 · · ·Xn) =
n∏
k=1
ϕik(Xk). (1.1)
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If |I| = 2, we denote the c-free product as (ϕ1, ψ1) ∗ (ϕ2, ψ2) = (ϕ1ψ1∗ψ2ϕ2, ψ1 ∗ ψ2), omitting the
algebras for simplicity.
(2) Let (A, ϕ, ψ) be an algebraic probability space. Subalgebras {Ai}i∈I are said to be c-free inde-
pendent if they are free independent with respect to ψ and satisfy the following property:
ϕ(X1 · · ·Xn) =
n∏
k=1
ϕ(Xk) (1.2)
whenever Xk ∈ Aik with i1 6= · · · 6= in and ψ(Xk) = 0 for all 1 ≤ k ≤ n.
Let (A, ϕ, ψ) be an algebraic probability space and C[x] be the algebra generated by an inde-
terminate x. A distribution is a linear functional or sometimes a pair of linear functionals on the
algebra C[x]. A distribution of X ∈ A is a single distribution µX or νX , or sometimes a pair of dis-
tributions (µX , νX) on C[x] defined by µX(x
n) = ϕ(Xn) and νX(x
n) = ψ(Xn). Without mentioning
explicitly, we hereafter assume that the symbols µ and ν denote distributions corresponding to ϕ
and ψ, respectively. If X is unitary and selfadjoint in a C∗-algebra with a state, we can respectively
identify (µX , νX) with a pair of probability measures on T and on R.
A multiplicative c-free convolution of probability measures has been introduced and investigated
in [20]. If X and Y are c-free independent, the distribution (µXY , νXY ) only depends on the distri-
butions (µX , νX) and (µY , νY ) on C[x], not on a specific choice of an algebraic probability space or
random variables. Therefore, we call (µXY , νXY ) a multiplicative c-free convolution of (µX , νX) and
(µY , νY ). We use the notation (µXY , νXY ) = (µXνX⊠νY µY , νX ⊠ νY ) = (µX , νX) ⊠c (µY , νY ) for the
multiplicative c-free convolution as a binary operation. Forgetting the random variables X and Y ,
we can formulate the multiplicative c-free convolution (µ1, ν1)⊠c (µ2, ν2) of two pairs of distributions
(µi, νi).
Let (µ, ν) be a pair of distributions on C[x]. We consider generating functions in the sense of
formal power series. However, if distributions are bounded in such a way as |µ(xn)| ≤ An for a
constant A > 0, then all the generating functions make sense as analytic functions. Let Gµ denote
the Cauchy transform: Gµ(z) =
∑∞
n=0
µ(xn)
zn+1
. We also define ηµ(z) := 1−
z
Gµ(
1
z
)
which plays important
roles in descriptions of multiplicative convolutions in the free, Boolean, monotone cases. The R-
transform and c-free R-transform are then defined from the functional relations
1
Gν(z)
= z − Rν(Gν(z)), (1.3)
1
Gµ(z)
= z −R(µ,ν)(Gν(z)). (1.4)
If we introduce R˜(µ,ν)(z) := zR(µ,ν)(z) and R˜µ(z) := zRµ(z), the relations (1.3) and (1.4) are written
as follows:
R˜ν
( z
1− ην(z)
)
=
ην(z)
1− ην(z)
, (1.5)
R˜(µ,ν)
( z
1− ην(z)
)
=
ηµ(z)
1− ην(z)
. (1.6)
These relations are more convenient than (1.3) and (1.4) in this paper.
We define a c-free T -transform T(µ,ν)(z) :=
R˜(µ,ν)(R˜
−1
ν (z))
R˜−1ν (z)
and a T -transform Tν(z) :=
z
R˜−1ν (z)
. In
the paper [20], Wang and Popa proved that the multiplicative c-free convolution is characterized by
T(µ1,ν1)⊠c(µ2,ν2)(z) = T(µ1,ν1)(z)T(µ2 ,ν2)(z), (1.7)
Tν1⊠ν2(z) = Tν1(z)Tν2(z). (1.8)
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2 Observations on conditionally free independence and other
notions of independence
We unify several multiplicative convolutions in the literature in terms of c-free convolutions. We
denote the free, Boolean, monotone and orthogonal products by ∗, ⋄, ⊲ and ∠, respectively; for
instance, the reader is referred to [14, 18] for their definitions. We consider algebraic probability
spaces (A1, ϕ1, ψ1) and (A2, ϕ2, ψ2). If Ai admits an algebra homomorphism δ
i : Ai → C, then Ai
has a decomposition
Ai = C1⊕A
0
i (2.1)
with A0i := Ker δ
i (i = 1, 2). In this case we have the following relations.
(ϕ, ϕ) ∗ (ψ, ψ) = (ϕ ∗ ψ, ϕ ∗ ψ) on A1 ∗ A2, (2.2)
(ϕ, δ1) ∗ (ψ, δ2) = (ϕ ⋄ ψ, δ1 ∗ δ2) on A01 ∗ A
0
2, (2.3)
(ϕ, δ1) ∗ (ψ, ψ) = (ϕ⊲ ψ, ψ) on A01 ∗ A2, (2.4)
(ϕ, δ1) ∗ (δ2, ψ) = (ϕ∠ψ, ψ) on A01 ∗ A2. (2.5)
The relations (2.2), (2.3) were found in [6, 7], the relation (2.4) in [9] and the relation (2.5) in [12].
In the special case where A1 = C[x1] and A2 = C[x2], we can define a linear functional δ
j
c
(j = 1, 2, c ∈ C) by
δjc(x
n
j ) := c
n.
We note that δj = δj0 holds. Then we obtain the following results.
Proposition 2.1. We denote by (ϕ1ψ1∗ψ2 ϕ2, ψ1 ∗ ψ2) the c-free product (ϕ1, ψ1) ∗ (ϕ2, ψ2). Let
A1 = C[x1] and A2 = C[x2]. Let (ϕj , ψj) be a pair of linear functionals on Aj.
(1) x1 − c1 and x2 − c2 are Boolean independent in (A1 ∗ A2, ϕ1δ1c1∗δ
2
c2
ϕ2).
(2) x1 − c and x2 are monotone independent in (A1 ∗ A2, ϕ1δ1c∗ϕ2ϕ2).
(3) x1 − c1 and x2 − c2 are orthogonal independent in (A1 ∗ A2, ϕ1δ1c1∗ϕ2 δ
2
c2
, δ1c1 ⊲ ϕ2).
(4) x1 − c and x2 are c-monotone independent in (A1 ∗ A2, ϕ1δ1c∗ψ2ϕ2, ψ1 ⊲ ψ2).
Proof. If we use the property δjc((xj − c)
n) = 0 (n ≥ 1), (1), (2) and (3) are equivalent to (2.3), (2.4)
and (2.5), respectively. (4) follows from Theorem 3.6 of [12].
In the commutative algebra C[x], a linear functional is equivalent to a distribution of x. Then
we can formulate multiplicative convolutions of distributions on C[x], as explained in the c-free case.
We re-write the equalities (2.3)-(2.5) in terms of the multiplicative c-free convolution of distributions
by using Proposition 2.1:
(µ, δ1)⊠c (ν, δ1) = (µ ×∪ ν, δ1), (2.6)
(µ, δ1)⊠c (ν, ν) = (µ⋗ ν, ν), (2.7)
(µ, δ1)⊠c (δ1, ν) = (µ∠ν, ν), (2.8)
where ×∪, ⋗ and ∠ respectively denote the Boolean [10], monotone [3] and orthogonal convolutions
[15] of distributions. We note that a symbol for a product of states sometimes differs from that for
a convolution of distributions.
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In papers [3, 4], Bercovici has defined other multiplicative convolutions by supposing X − ϕ(X)
and Y − ϕ(Y ) are independent. We denote these convolutions of distributions by ⋗0 and ×∪0 in the
monotone and Boolean cases, respectively. These are associative and characterized by the relations
ηµ⋗0 ν(z) = ηµ
( 1
m1(µ)
ην(m1(µ)z)
)
,
ηµ×∪0 ν(z)
z
=
ηµ(m1(ν)z)
m1(ν)z
ην(m1(µ)z)
m1(µ)z
, (2.9)
where mn(µ) is the nth moment µ(x
n). From Proposition 2.1, these convolutions are also written in
the c-free setting:
(µ, δm1(µ))⊠c (ν, δm1(ν)) = (µ ×∪0ν, δm1(µ)m1(ν)), (2.10)
(µ, δm1(µ))⊠c (ν, ν) = (µ⋗0ν, Tm1(µ)ν), (2.11)
where Tcµ is characterized by ηTcµ(z) = cηµ(z). In addition, if we use a multiplicative c-monotone
convolution which will be introduced in Definition 3.1,
(µ, δm1(µ))⋗c(ν, δm1(ν)) = ((Sm1(ν)µ) ×∪ ν, δm1(µ)m1(ν)), (2.12)
where Scµ is defined by ηScµ(z) =
ηµ(cz)
c
. Therefore, the associative law of ×∪0 is naturally understood
in terms of ⊠c; we can say that ⋗0 is the multiplicative version of the Fermi convolution [19]. By
contrast, the associative law of ⋗0 cannot be understood in terms of ⊠c or ⋗c. We do not treat this
problem in this paper.
3 Multiplicative conditionally monotone convolutions
A multiplicative convolution for c-monotone independence is defined as follows.
Definition 3.1. Consider an algebraic probability space (A, ϕ, ψ). Let X, Y be elements of A such
that X − 1 and Y are c-monotone independent (or equivalently, X − 1 and Y − 1 are c-monotone
independent). Then a multiplicative c-monotone (or ⋗c- for short) convolution is defined by the
distribution of XY .
The reason why we consider not X but X − 1 can be partially understood from Proposition
2.1 and the relations (2.6)-(2.8). However, it is expected that the reason is more clarified in future
researches.
By definition, the left distribution µXY only depends on µX , µY , νY . The right distribution
νXY is the multiplicative monotone convolution. Therefore, we denote them as (µXY , νXY ) =
(µX ⋗νY µY , νX ⋗ νY ) = (µX , νX)⋗c(µY , νY ). As is the case for other convolutions, we can only
consider distributions on C[x], forgetting the random variables X and Y .
An immediate consequence of Proposition 2.1 is a connection to the c-free convolution.
Proposition 3.2. For distributions µ1, µ2, ν2, we have µ1 ⋗ν2 µ2 = µ1δ1⊠ν2 µ2.
Proposition 3.2 enables us to characterize the c-monotone convolution in terms of analytic func-
tions used in the c-free case. The result, however, is not trivial.
Theorem 3.3. For distributions µ1, ν2, µ2, ν2 on C[x], we have
ηµ1 ⋗ν2 µ2(z) =
ηµ2(z)
ην2(z)
ηµ1(ην2(z)), (3.1)
ην1 ⋗ ν2(z) = ην1(ην2(z)). (3.2)
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If ην2 = 0, for instance if ν2 corresponds to the normalized Haar measure ω on T, (3.1) is understood
to be ηµ1 ⋗ν2 µ2(z) =
d
dz
ηµ1(0)ηµ2(z) = µ1(x)ηµ2(z).
If distributions are arising from probability measures on the unit circle, the above relations are
valid as analytic maps for |z| < 1.
Proof. First we assume that the mean ν2(x) is non-zero since we use the inverse function of R˜ν2
whose coefficient of z is equal to ν2(x). (3.2) was proved in [3]. We note that T(µ,δ1)(z) =
1+z
z
ηµ
(
z
1+z
)
.
Then we have
T(µ1 ⋗ν2 µ2,ν2)(z) = T(µ1,δ1)⊠c(µ2,ν2)(z)
= T(µ1,δ1)(z)T(µ2,ν2)(z)
=
1 + z
z
ηµ1
( z
1 + z
)R˜(µ2,ν2)(R˜−1ν2 (z))
R˜−1ν2 (z)
.
(3.3)
Therefore, we have
R˜(µ1 ⋗ν2 µ2,ν2)(R˜
−1
ν2
(z)) =
1 + z
z
ηµ1
( z
1 + z
)
R˜(µ2,ν2)(R˜
−1
ν2
(z)). (3.4)
We define w by the relation R˜−1ν2 (z) =
w
1−ην2 (w)
. This is equivalent to z = R˜ν2
(
w
1−ην2 (w)
)
=
ην2 (w)
1−ην2 (w)
.
Then we have
z
1 + z
= ην2(w). (3.5)
Combining the equalities (1.6), (3.4), (3.5), we obtain the conclusion.
Second, we consider the case ν2(x) = 0. We note that the moments of µ1 ⋗ν2 µ2 can be expressed
in terms of sums and products of moments of µ1, µ2, ν2. Therefore we can approximate ν2 by a
sequence ν
(n)
2 , n = 1, 2, 3, · · · , so that ν
(n)
2 (x) 6= 0 and ν
(n)
2 converges to ν2 in the sense of moments.
We let n tend to infinity and then the conclusion follows. This proof includes the case ην2 = 0.
This characterization includes ⋗, ×∪ and the multiplicative orthogonal convolution ∠: these
convolutions have been characterized in [3, 9, 15] as
ηµ ×∪ν(z) =
ηµ(z)ην(z)
z
, (3.6)
ηµ∠ν(z) =
zηµ(ην(z))
ην(z)
, (3.7)
ηµ⋗ ν = ηµ ◦ ην . (3.8)
In terms of c-monotone convolutions, the monotone, Boolean and orthogonal convolutions appear
as follows.
(µ, ν)⋗c(µ, ν) = (µ⋗ν, µ⋗ν), (3.9)
(µ, δ1)⋗c(ν, δ1) = (µ ×∪ ν, δ1), (3.10)
(µ, λ)⋗c(δ1, ν) = (µ∠ν, λ⋗ν). (3.11)
4 Convolution semigroups for multiplicative convolutions
From this section, we consider distributions coming from probability measures. We respectively
denote by T and D the unit circle {z ∈ C : |z| = 1} and the unit disc {z ∈ C : |z| < 1}. Moreover,
let P(T) and P(R+) be the sets of probability measures on T and R+, respectively. It is known that
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the multiplicative monotone convolution and orthogonal convolution preserve P(R+) [3, 15]. The
multiplicative Boolean convolution, however, does not preserve P(R+), and hence, the multiplicative
c-monotone convolution does not, either (see [4] and also [11]). We do not investigate into this
problem in this paper and we focus on probability measures on P(T) from now on.
The following characterization is known (see [2]).
Proposition 4.1. Let η : D→ C an analytic function. The following conditions are equivalent.
(1) There exists a probability measure µ ∈ P(T) such that η = ηµ.
(2) η(0) = 0 and |η(z)| < 1 for all z ∈ D.
(3) |η(z)| ≤ |z| for all z ∈ D.
We know that (µ1, ν1)⋗c(µ2, ν2) ∈ P(T) × P(T) if (µ1, ν1), (µ2, ν2) ∈ P(T) × P(T), since the
product of unitary elements is again a unitary. We can also prove this property from Proposition 4.1
easily.
The following points are useful to understand this paper. The convolution for right components is
just a monotone convolution whose properties have been studied in details in the literature (see [3, 9]
and also [5]). We often use such results to prove properties of left components. However, sometimes
a proof for left components essentially includes a proof for right components if we set the probability
measures of the left and right components equal. We have met such a situation in Theorem 3.3: the
proof of Eq. (3.1) actually generalizes Eq. (3.2).
We prove a correspondence between a ⋗c-convolution semigroup and a pair of vector fields. We
consider a ⋗c-convolution semigroup {(µt, νt)}t≥0 with (µ0, ν0) = (δ1, δ1). If we define Ft(z) :=
log ηµt(e
z) and Ht(z) := log ηνt(e
z) in a suitable domain, we have the relations Ft+s(z) = Ft(Fs(z))
and Ht+s(z) = Ht(Fs(z)) − Fs(z) + Hs(z). Interestingly these relations coincide with the additive
c-monotone convolution case. However, we need to restrict the domain to define the logarithm and
Muraki’s method in [16] cannot be applied. We give a proof based on Berkson and Porta’s result on
composition semigroups [5].
Theorem 4.2. Let U be an open set in C. Let {Ft(z)}t≥0 and {Ht(z)}t≥0 be families of analytic
maps Ft : U → U , Ht : U → U satisfying F0(z) = z, H0(z) = z, Ft+s(z) = Ft(Fs(z)) and
Ht+s(z) = Ht(Fs(z)) − Fs(z) + Hs(z). We assume that (t, z) 7→ Ft(z) and (t, z) 7→ Ht(z) are both
continuous on [0,∞)× U . Then there exist analytic vector fields A1 and A2 in U such that
d
dt
Ht(z) = A1(Ft(z)), (4.1)
d
dt
Ft(z) = A2(Ft(z)), (4.2)
for z ∈ U and t ∈ [0,∞).
Proof. The fact for Ft and A2 is known in [5]. We prove the claim for Ht and A1. For any compact
convex set K ⊂ U , there exists α > 0 such that the convex hull of ∪{Ft(K) : t ∈ [0, α]} is a compact
set in U . We denote the convex hull by K˜. In this proof, we always use C to mean that there exists
some constant (dependent on K). Berkson and Porta have proved that
|Ft(z)− z| ≤ Ct
2
3 , z ∈ K, t ∈ [0, 1]. (4.3)
We apply the same method to Ht. A key equality is the following:
H2t(z)− 2Ht(z) + z =
∫ Ft(z)
z
d
dw
(Ht(w)− w)dw
=
∫ Ft(z)
z
dw
1
2pii
∫
Γ
Ht(ζ)− ζ
(ζ − w)2
dζ,
(4.4)
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where Γ is a closed curve around K˜. The path for the integration with respect to w is the line
segment from z to Ft(z). By simple estimation we obtain
|H2t(z)− 2Ht(z) + z| ≤ C|Ft(z)− z| ≤ Ct
2
3 (4.5)
for t ∈ [0, 1] and z ∈ K. Then we have
|Ht(z)− z| ≤
1
2
|H2t(z)− z|+ Ct
2
3 for t ∈ [0, 1], z ∈ K. (4.6)
By iteration, we have
|H2−nt(z)− z| ≤ 2
−n|Ht(z)− z|+ Ct
2
32−
2
3
n
n∑
k=1
2−
k
3
≤ 2−n|Ht(z)− z|+ Ct
2
32−
2
3
n
(4.7)
for t ∈ [0, 1] and z ∈ K, n ≥ 0. Since {2−nt : n ≥ 0, t ∈ [1
2
, 1]} = [0, 1], the estimate
|Ht(z)− z| ≤ Ct
2
3 , z ∈ K, t ∈ [0, 1] (4.8)
follows. More precisely, let s = 2−nt for n ≥ 0 and 1
2
≤ t ≤ 1. Then (4.7) can be written as
|Hs(z) − z| ≤
s
t
|Ht(z) − z| + Cs
2
3 . Since |Ht(z)−z
t
| is bounded for t ∈ [1
2
, 1] and z ∈ K, we have
|Hs(z) − z| ≤ Cs + Cs
2
3 . This inequality holds for all s ∈ [0, 1]. Finally, we note that s ≤ s
2
3 for
s ∈ [0, 1].
The remaining discussion is the same as the original paper. We do not repeat the argument.
To prove the main theorem in this section, we need the following fact. We note that the proof
does not depend on the semigroup property.
Proposition 4.3. Let {φt}t∈I be a family of analytic maps on D parametrized by t ∈ I, where I
is an interval. We assume that the map t 7→ φt(z) is continuous for each z ∈ D. Then the map
φ : [0,∞)× D→ D defined by φ(t, z) = φt(z) is continuous.
Proof. Let BR := {z ∈ D : |z| < R} for R < 1. By Cauchy’s integral formula, we have
φt(z) =
1
2pii
∫
∂BR
φt(w)
w − z
dw
for z ∈ BR and t ∈ I. Let (tn, zn) be a sequence converging to (t, z). By Lebesgue’s bounded
convergence theorem, φtn(zn)→ φt(z) as n→∞ since |φt(w)| < 1.
Now consider a weakly continuous ⋗c-convolution semigroup {(µt, νt)}t≥0 with (µ0, ν0) = (δ1, δ1).
From the weak continuity, ηµt and ηνt are continuous as functions of t for each z. Moreover, ηµt(z) and
ηνt(z) are continuous in C([0,∞)×D) from Proposition 4.3. We take a compact disc D ⊂ D, 0 /∈ D.
Without loss of generality we assume that D ⊂ C+. There exists α such that ∪{ηµt(D), ηνt(D); t ∈
[0, α]} ⊂ C+ and then we may define log ηµt(z) and log ηνt(z) for z ∈ D, t ∈ [0, α]. We define
Ft(z) := log ηνt(e
z) and Ht(z) := log ηµt(e
z) and their domain E := log(D). The images Ht(E) and
Ft(E) may not be included in E, but we can use the technique of Theorem 4.2 for small t and obtain
the differentiability of Ht.
We quote the following theorem; the reader is referred to [1].
8
Theorem 4.4. Let f : D → {z ∈ C : Re z ≥ 0} be an analytic function. Then f can be represented
as
f(z) = ib+
∫ pi
−pi
eiθ + z
eiθ − z
ρ(dθ),
where b ∈ R and ρ is a positive finite Borel measure. Then b = Im f(0) and ρ([α, β]) = limrր1
1
2pi
∫ β
α
Re f(reiθ)dθ
for all continuity points α, β of ρ.
Theorem 4.5. Let {(µt, νt)}t≥0 be a weakly continuous ⋗c-convolution semigroup with (µ0, ν0) =
(δ1, δ1). Then there exist analytic functions B1, B2 : D→ C satisfying ReB1,ReB2 ≤ 0 such that
d
dt
ηµt(z) = ηµt(z)B1(ηνt(z)), (4.9)
d
dt
ηνt(z) = ηνt(z)B2(ηνt(z)). (4.10)
Conversely, if two analytic functions B1, B2 : D → C are given satisfying ReB1,ReB2 ≤ 0,
there corresponds a weakly continuous ⋗c-convolution semigroup {(µt, νt)}t≥0 with (µ0, ν0) = (δ1, δ1)
defined by (4.9) and (4.10).
The vector fields are written in the Herglotz-Riesz formula
Bj(z) = iγj +
∫
T
z + ζ
z − ζ
τj(dζ), j = 1, 2, (4.11)
where γj is a real number and τj is a positive finite measure. This formula is the analogue of the
Le´vy-Khintchine formula in probability theory.
Proof. For the second component, the claim is identical to the monotone case in [3] and we only
explain the first component. The first component is similar. The existence of the vector fields is the
consequence of Theorem 4.2, as explained in the above. By Proposition 4.1, ηµt satisfies
|ηµt+s(z)| =
∣∣∣ηµt(ηνs(z))
ηνs(z)
∣∣∣|ηµs(z)| (4.12)
≤ |ηµs(z)|,
which implies that |ηµt(z)| is a non-increasing function of t. By the way, (4.9) implies that
d
dt
|ηµt(z)|
2 = 2|ηµt(z)|
2ReB1(ηνt(z)). (4.13)
Indeed, d
dt
|ηµt(z)|
2 = ( d
dt
ηµt(z))ηµt(z) + ηµt(z)
d
dt
ηµt(z) = |ηµt(z)|
2B1(ηνt(z)) + |ηµt(z)|
2B1(ηνt(z)).
Therefore, B1 needs to satisfy ReB1 ≤ 0.
In the converse statement, the existence of ηνt is a consequence of the result in [3]. Therefore, we
only needs to prove the existence of ηµt . If a given vector field B1 satisfies ReB1 ≤ 0, we can define
κt by
κt(z) = z exp
(∫ t
0
B1(ηνs(z))ds
)
. (4.14)
We can prove the functional equation κt+s(z) =
κt(ηνs (z))
ηνs (z)
κs(z) as follows. Let ft(z) := κt+s(z) and
gt(z) :=
κt(ηνs (z))
ηνs (z)
κs(z) for a fixed s ≥ 0. The differential equations for ft(z) and gt(z) are
d
dt
ft(z) = ft(z)B1(ηνt+s(z))
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and
d
dt
gt(z) = κt(ηνs(z))B1(ηνt(ηνs(z)))
κs(z)
ηνs(z)
= gt(z)B1(ηνt+s(z)).
These two equations imply that 1
ft(z)
d
dt
ft(z) =
1
gt(z)
d
dt
gt(z), and therefore ft(z) = gt(z).
ReB1 ≤ 0 implies that |κt(z)| is non-increasing, and hence, |κt(z)| ≤ |κ0(z)| ≤ |z|. By Proposition
4.1, there exists µt ∈ P(T) such that κt = ηµt . In conclusion, (µt, νt) forms a c-monotone convolution
semigroup.
5 Infinitely divisible distributions
5.1 Embedding of an infinitely divisible distribution to a convolution
semigroup
Infinitely divisible distributions form an important class of probability measures in probability theory.
It is well known that an infinitely divisible distribution can be embedded into a continuous convolution
semigroup. We establish the analogy for the multiplicative c-monotone convolution. We start from
the definition of infinite divisibility.
Definition 5.1. (µ, ν) ∈ P(T) × P(T) is said to be ⋗c-infinitely divisible if and only if for any
natural number n ≥ 2, there exists (µn, νn) ∈ P(T)× P(T) such that (µ, ν) = (µn, νn)
⋗c n.
From now on ω denotes the normalized Haar measure on T.
Lemma 5.2. Let (µ, ν) be ⋗c-infinitely divisible.
(1) If
∫
T
ζdµ(ζ) = 0, then µ = ω.
(2) If
∫
T
ζdν(ζ) = 0, then ν = ω.
Proof. The fact (2) is known in [3]. First we prove the following fact.
(∗) Let λ, ρ ∈ P(T). We define ak(λ) by ηλ(z) =
∑∞
k=1 ak(λ)z
k for λ ∈ P(T). Let (λn, ρn) :=
(λ, ρ)⋗c n. If
∫
T
ζdλ(ζ) = 0, we have a1(λ
n) = · · · = an(λ
n) = 0.
We prove this by induction. If n = 1, the statement is trivial. We assume that this property
holds for n = p. Then
ηλp+1(z) = ηλ⋗ρp λp(z)
=
ηλ(ηρp(z))
ηρp(z)
ηλp(z)
=
(∑
k≥2
ak(λ)ηρp(z)
k−1
)∑
k≥1
ak(λ
p)zk.
Since a1(λ
p) = · · · = ap(λ
p) = 0 by assumption, the power of z in ηλp+1(z) starts from p + 2. This
implies that a1(λ
p+1) = · · · = ap+1(λ
p+1) = 0.
Let µn, νn ∈ P(T) (n ≥ 2) be probability measures such that (µ, ν) := (µn, νn)
⋗c n. We observe
first that 0 = a1(µ) = a1(µn)
n, which implies a1(µn) = 0 for any n ≥ 2. Then we can apply the
above fact to conclude (1).
Theorem 5.3. Let µ, ν ∈ P(T) be probability measures. The following statements are equivalent.
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(1) (µ, ν) is ⋗c-infinitely divisible with µ 6= ω, ν 6= ω.
(2) There exists a weakly continuous ⋗c-convolution semigroup {(µt, νt)}t≥0 with (µ0, ν0) = (δ1, δ1)
and (µ1, ν1) = (µ, ν).
Proof. The proof is the same as the monotone case (see Theorem 4.4 in [3]) if we use Lemma 5.2,
and we omit the proof.
Remark 5.4. The convolution semigroup {(µt, νt)} in the statement (2) is not unique as we will
show in Subsection 5.2.
The following properties are useful to understand the ⋗- and ⋗c-convolutions.
Proposition 5.5. Let ν be a delta measure at a point in T and {νt}t≥0 be a ⋗-convolution semigroup
as in Theorem 5.3 (2). Then, the associated function B2(z) satisfying (4.10) is a constant with value
in iR.
Proof. Let ν be the delta measure δeiα for an α ∈ R. By expanding ηνt(z) =
∑∞
n=1 bn(t)z
n and
B2(z) =
∑∞
n=1 snz
n−1 in (4.10), we have d
dt
b1(t) = s1b1(t). The initial condition is b1(0) = 1, so that
b1(t) = e
s1t. Since b1(1) = e
iα, s1 = iα + 2piin for an integer n. In particular, s1 ∈ iR. By the way,
the Le´vy-Khintchine formula (4.11) for B2 implies that Re s1 = −τ2(T). Therefore, τ2 = 0, and the
function B2 is a constant in iR.
Remark 5.6. In connection to Remark 5.4, B2(z) = iα+2piin (n ∈ Z) generates the same probability
measure δeiα at time t = 1. The translation by 2piin however does not preserve the probability
measure at time 1 in generic cases. In the next subsection we will investigate this problem more.
Proposition 5.7. Let {(µt, νt)}t≥0 be a weakly continuous ⋗c-convolution semigroup with (µ0, ν0) =
(δ1, δ1).
(1) If B2 ≡ 2pii
p
q
for integers p 6= 0 and q > 0 which cannot be divided by a common prime
number, then ηµ1(z) = z exp(r1+
∑
n∈N∩(qN)c rn+1
e2piinp/q−1
2piinp/q
zn) where N = {1, 2, 3, · · · }. In particular,
if B2 ≡ 2piik for a non-zero integer k, ηµ1 becomes e
r1z, and the explicit density function of µ1 is the
Poisson kernel shown in Example 5.17.
(2) If B2 ≡ 0, then ηµ1(z) = ze
B1(z).
Proof. If B2 ≡ 2pii
p
q
, ηµ1 is expressed as
ηµ1(z) = z exp
(∫ 1
0
B1(ηνs(z))ds
)
= z exp
(∫ 1
0
B1(e
2pii sp
q z)ds
)
by (4.9). We expand the function B1 as B1(z) =
∑∞
n=1 rnz
n−1 and the integral becomes
∫ 1
0
B1(e
2pii sp
q z)ds =
∞∑
n=0
znrn+1
∫ 1
0
e2pii
spn
q ds.
The integral in the RHS vanishes if and only if n can be divided by q. If n cannot be divided by q,
the integral
∫ 1
0
e2pii
spn
q ds becomes e
2piinp/q−1
2piinp/q
.
If B2 ≡ 0, then we can prove the claim by the same method.
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5.2 On convolution semigroups which have the same distribution at time
one
We denote by ID(×∪ ,T) the set of all ×∪ -infinitely divisible distributions and define ID(×∪ ,T)0 :=
ID(×∪ ,T)\{ω}. Franz proved in [10] that a probability measure µ ∈ P(T) belongs to ID(×∪ ,T)0 if
and only if ηµ(z)
z
(defined by η′µ(0) at the origin) does not have a zero point in D. This condition is
equivalent to the condition that there exists an analytic map B : D→ {z ∈ C : Re z ≤ 0} such that
ηµ(z) = ze
B(z). The above two conditions are also equivalent to the condition that µ can be embedded
into a convolution semigroup {µt}t≥0. The relation between B(z) and µt is ηµt(z) = ze
tB(z). We can
understand this relation as a special case of (4.10) where νt are all equal to δ1. Now there is a problem
which does not arises in the additive convolution: the function B is not unique. The non-uniqueness
is however only due to the transformations
B 7→ B + 2piin for n ∈ Z. (5.1)
We consider the problem of uniqueness in the monotone and c-monotone cases. We follow the
notation in Theorem 4.5. Let {(µt, νt)}t≥0 and {(µ˜t, ν˜t)}t≥0 be weakly continuous ⋗c-convolution
semigroups satisfying (µ0, ν0) = (µ˜0, ν˜0) = (δ1, δ1) and (µ1, ν1) = (µ˜1, ν˜1). The vector fields for
{(µ˜t, ν˜t)}t≥0 is denoted by (B˜1, B˜2). We assume that all µ1, ν1, µ˜1, ν˜1 are different from the normalized
Haar measure. In addition we expand the four vector fields as
B1(z) =
∞∑
n=1
rnz
n−1, B2(z) =
∞∑
n=1
snz
n−1,
B˜1(z) =
∞∑
n=1
r˜nz
n−1, B˜2(z) =
∞∑
n=1
s˜nz
n−1.
(5.2)
Also we expand ηµt , ηνt , ηµ˜t and ην˜t as
ηµt(z) =
∞∑
n=1
an(t)z
n, ηνt(z) =
∞∑
n=1
bn(t)z
n,
ηµ˜t(z) =
∞∑
n=1
a˜n(t)z
n, ην˜t(z) =
∞∑
n=1
b˜n(t)z
n.
(5.3)
The transformations (5.1) do not preserve the time-one probability measure µ1 in generic cases.
For the reader’s convenience, we state the results in the two cases of monotone and c-monotone
convolutions separately.
Theorem 5.8. (Monotone case) (1) If ν1 = ν˜1 is not a delta measure, then there exists an integer
n such that
B˜2 =
(
1 +
2piin
s1
)
B2. (5.4)
(2) If ν1 = ν˜1 is a delta measure, then there exists an integer n such that
B˜2 = B2 + 2piin. (5.5)
Theorem 5.9. (C-monotone case) (1) If ν1 = ν˜1 is not a delta measure, then B2 and B˜2 satisfy the
relation (5.4). Moreover, there exists an integer m such that
B˜1 = 2piim−
2piinr1
s1
+
(
1 +
2piin
s1
)
B1. (5.6)
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(2) If ν1 = ν˜1 is a delta measure, then B2 and B˜2 satisfy the relation (5.5) for an n. B1 and B˜1
necessarily satisfy r˜1 ∈ r1 + 2piiZ. In addition, there are several cases.
(a) If s1 ∈ iR ∩ (2piiQ)
c, then there exists an integer m such that (5.6) holds.
(b) We assume that s1 = 2pii
p
q
for integers p 6= 0 and q > 0 which cannot be divided by a common
prime number. We moreover assume that s˜1 6= 0 if s1 ∈ 2piiZ. Then r˜j+1 = rj+1 for j ∈ N ∩ (qN)
c,
where N = {1, 2, · · · }. There are no restrictions on rj and r˜j for j ∈ qN+ 1.
If one of s1 and s˜1 is 0, there are three cases.
(c) If s1 = 2piip for a non-zero integer p and s˜1 = 0, then r˜j = 0 for j ≥ 2. There are no
restrictions on rj for j ≥ 2.
(d) If s1 = 0 and s˜1 = 2piiq for a non-zero integer q, then rj = 0 for j ≥ 2. There are no
restrictions on r˜j for j ≥ 2.
(e) If s1 = s˜1 = 0, then rj = r˜j for j ≥ 2.
It is difficult to formulate the above theorems in terms of transformations. Let us focus on the
monotone case. In the case (1), the transformations
B2 7→
(
1 +
2piin
s1
)
B2 (5.7)
preserve the time one probability measure. However,
(
1 + 2piin
s1
)
B2 may not map the unit disc D
into the left half plane {z ∈ C : Re z ≤ 0}. We take the function B2(z) = z − a for Re a ≥ 1 as an
example.
If a = 1, then B2(z) is equal to z−1 whose image is tangent to the imaginary axis in the complex
plane. If this image is rotated by however small angle, it has a nonempty intersection with the
imaginary axis. Therefore, the image of (1− 2piin)B2 never be contained in the left half plane. This
implies that there is no other function B2 which generates the same measure at time one.
Next let a be a sufficiently large real number. Then we can easily prove that the function(
1 − 2piin
a
)
B2 maps D into the left half plane for some non-zero integer n. This means that the
function B2 is not unique for the time one measure µ1.
To prove the two theorems, we need to express sn and rn in terms of bn(1) and an(1). This is
done through the following lemmata.
Lemma 5.10. Let fn(t) := an(t)e
−r1t and gn(t) := bn(t)e
−s1t for n ≥ 1. There exist polynomials
P(l1,··· ,ln;k1,··· ,kn)(x) and Q(k1,··· ,kn)(x) for n ≥ 1 and ki, li ≥ 0 such that
fn(t) =
rn
r1
e(n−1)s1t − 1
n− 1
+
∑
1≤l1+···+ln−2+k1+···+kn−2≤n−1,
li≥0, ki≥0
n−1∏
j=2
(rj
s1
)lj n−1∏
j=2
(sj
s1
)kj
P(l1,··· ,ln;k1,··· ,kn)(e
s1t),
(5.8)
gn(t) =
sn
s1
e(n−1)s1t − 1
n− 1
+
∑
1≤k1+···+kn−2≤n−1,
ki≥0
n−1∏
j=2
(sj
s1
)kj
Q(k1,··· ,kn−2)(e
s1t) (5.9)
for n ≥ 2. The summations are understood to be 0 for n = 2. If n = 1, f1(t) = g1(t) = 1.
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Proof. From the coefficients of zn in the differential equations (4.9) and (4.10), it holds that
d
dt
an(t) = r1an(t) + rna1(t)b1(t)
n−1 +
n−1∑
m=2
rm
∑
k1+···+km=n,
ki≥1
bk1(t) · · · bkm−1(t)akm(t), (5.10)
d
dt
bn(t) = s1bn(t) + snb1(t)
n +
n−1∑
m=2
sm
∑
k1+···+km=n,
ki≥1
bk1(t) · · · bkm(t) (5.11)
for n ≥ 2. If n = 2, the summations are understood to be 0. d
dt
a1(t) = r1a1(t) and
d
dt
b1(t) = s1b1(t)
for n = 1. We note that initial conditions are a1(0) = b1(0) = 1, an(0) = bn(0) = 0 for n ≥ 2. In
terms of fn(t) and gn(t), we have
d
dt
fn(t) = rnb1(t)
n−1 +
n−1∑
m=2
rm
∑
k1+···+km=n,
ki≥1
bk1(t) · · · bkm−1(t)fkm(t), (5.12)
d
dt
gn(t) = snb1(t)
n−1 +
n−1∑
m=2
sm
∑
k1+···+km=n,
ki≥1
bk1(t) · · · bkm−1(t)gkm(t). (5.13)
Then the claim can be proved by induction.
Lemma 5.11. Let an := an(1) and bn := bn(1). Then a1 = e
r1 and b1 = e
s1. We assume that
s1 /∈ 2piiQ. Then for n ≥ 2, there exist polynomials P
(1)
n (x1, · · · , xn−1, y1, · · · , yn−1), Q
(1)
n (x, y),
P
(2)
n (x1, · · · , xn−1), Q
(2)
n (x) such that
rn
s1
=
n− 1
a1(b
n−1
1 − 1)
an +
P
(1)
n (a1, · · · , an−1, b1, · · · , bn−1)
Q
(1)
n (a1, b1)
, (5.14)
sn
s1
=
n− 1
b1(b
n−1
1 − 1)
bn +
P
(2)
n (b1, · · · , bn−1)
Q
(2)
n (b1)
. (5.15)
Q
(1)
n and Q
(2)
n satisfy that Q
(1)
n (x, y) 6= 0 for x 6= 0, y /∈ T and Q
(2)
n (x) 6= 0 for x /∈ T∪ {0}. Therefore
Q
(1)
n (a1, b1) 6= 0 and Q
(2)
n (b1) 6= 0 under the assumption s1 /∈ 2piiQ.
Proof. This claim can be proved by a simple argument of induction and by Lemma 5.10.
Proof of the theorems. Since a1 = a˜1 and b1 = b˜1, immediately r˜1 ∈ r1 + 2piiZ and s˜1 ∈ s1 + 2piiZ
follow. Therefore if s1 ∈ iR, s˜1 also belong to iR. The proof of Proposition 5.5 claims that sk = s˜k = 0
for k ≥ 2. Thus we have proved Theorem 5.8 (2). We next assume that s1 /∈ 2piiQ. µ1 = µ˜1 and
ν1 = ν˜1 are equivalent to an = a˜n(:= a˜n(1)) and bn = b˜n(:= b˜n(1)). By Lemma 5.11, these conditions
are also equivalent to sk
s1
= s˜k
s˜1
and rk
s1
= r˜k
s˜1
for k ≥ 2. Therefore, there exist integers m,n such that
s˜k =
(
1 + 2piin
s1
)
sk for k ≥ 1, r˜1 = r1 + 2piim and r˜k =
(
1 + 2piim
s1
)
rk for k ≥ 2. Thus we have proved
Theorem 5.8 (1) and Theorem 5.9 (1), (2-a). Theorem 5.9 (2-b)-(2-e) can be proved by applying
Proposition 5.7.
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5.3 Connections to the Boolean convolution
We would like to construct ⋗c-convolution semigroups similarly to the additive case. First we
define a multiplicative version of the t-transformation introduced in [8]. However, multiplicative
Boolean infinite divisibility does not hold for all probability measures. Fortunately, we have the
following Theorem 5.12, so that the multiplicative t-transformation of a ⋗-convolution semigroup
can be defined. We denote by ID(⋗,T) the set of infinitely divisible distributions on T for the
multiplicative monotone convolution.
Theorem 5.12. Let (µ, ν) ∈ P(T) × P(T) be ⋗c-infinitely divisible. Then both µ and ν belong to
ID(×∪ ,T). In particular, we have ID(⋗,T) ⊂ ID(×∪ ,T).
Proof. We may assume that µ, ν 6= ω; otherwise, the claim is trivial. Let {(µt, νt)}t≥0 be a weakly
continuous ⋗c-convolution semigroup with (µ0, ν0) = (δ1, δ1) and (µ1, ν1) = (µ, ν). By Theorem 4.5,
there exists a weakly continuous ⋗c-convolution semigroup {(µt, νt)}t≥0 with (µ0, ν0) = (δ1, δ1) and
(µ1, ν1) = (µ, ν). Then Theorem 5.3 enables us to take two vector fields B1 and B2 defined in D such
that
ηµt(z) = z exp
(∫ t
0
B1(ηνs(z))ds
)
,
ηνt(z) = z exp
( ∫ t
0
B2(ηνs(z))ds
)
.
These expressions imply that ηµ(z)
z
and ην(z)
z
do not have zero points.
Remark 5.13. It may be a nontrivial question whether the same relation holds in the c-free case.
When µ ∈ ID(×∪ ,T), ηµ(z)
z
is written as euµ(z). The representation is unique if we impose the
condition Im uµ(0) ∈ [0, 2pi), for instance (see [10]). We always choose this branch and then we define
µ
×∪t by η
µ×∪t
(z) = zetuµ(z). If we try to define Boolean convolution semigroups, this ambiguity of the
branches necessarily occurs. As a result, ⋗c-convolution semigroups cannot be simply constructed
from ×∪ -convolution semigroups, as we see below. We remark that the relation µ
×∪s ×∪ µ
×∪t = µ
×∪s+t
holds for all s, t ≥ 0, but
(
µ
×∪s
)×∪t
is not equal to µ
×∪st for general s, t ≥ 0.
Definition 5.14. (1) We define a map Vt : ID(×∪ ,T)→ ID(×∪ ,T) by Vt(µ) := µ
×∪t for t ≥ 0.
(2) We define a map Θu,v : ID(×∪ ,T)×ID(×∪ ,T)→ ID(×∪ ,T) by Θu,v(µ, ν) := µ
×∪u ×∪ ν
×∪v for u, v ≥ 0.
Definition 5.15. (1) Let {νt}t≥0 be a weakly continuous ⋗-convolution semigroup generated from
a vector field Bν2 . We define {(µ
r
t , νt)}t≥0 for r ≥ 0 by the pair of vector fields (rB
ν
2 , B
ν
2 ).
(2) Let {(κt, λt)}t≥0 and {(νt, λt)}t≥0 be weakly continuous ⋗c-convolution semigroups generated
respectively from (Bκ,λ1 , B
λ
2 ) and (B
ν,λ
1 , B
λ
2 ). We define {(µ
u,v
t , λt)}t≥0 by the pair of vector fields
(uBκ,λ1 +vB
ν,λ
1 , B
λ
2 ). These definitions are parallel to the additive c-monotone convolution semigroups
[12].
The definitions of µrt and µ
u,v
t are identical to Vr(µt) and Θ
u,v(κt, νt), respectively, for r ∈ N. For
general r > 0, however, they are not. We have the following properties for small r > 0.
Proposition 5.16. In the above notation, we have the following.
(1) If t satisfies 0 ≤ t ImBν2 (0) < 2pi, we have Vr(νt) = µ
r
t .
(2) If u, v satisfy 0 ≤ u ImBκ,λ1 (0) < 2pi and 0 ≤ v ImB
ν,λ
1 (0) < 2pi, we have µ
u,v
t = Θ
u,v(κt, νt).
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Proof. We only prove (1) since (2) can be proved in the same way. By Theorem 5.12 we can
write ηνt(z) = ze
ut(z) for an analytic function ut satisfying u ∈ C
ω([0,∞)× D) and u0(z) = 0. The
differential equation for ηνt becomes
d
dt
ut(z) = B
ν
2 (ze
ut(z)). Then we obtain Im ut(0) = t ImB
ν
2 (0). By
definition, ηµrt (z) = ze
rut(z) and ηVr(νt)(z) = ze
rut(z), the latter of which holds when 0 ≤ t ImBν2 (0) <
2pi.
In view of these results, the multiplicative version of t-transformation, which means the time
evolution with respect to the Boolean convolution, does not work so well in comparison with the
additive convolution. This problem needs to be investigated further, including the case of free and
c-free convolutions.
We show examples where explicit forms of probability measures can be calculated.
Example 5.17. The relation 1+ηµ(z)
1−ηµ(z)
=
∫ pi
−pi
eiθ+z
eiθ−z
µ(−dθ) is useful in the following calculations. More-
over, Theorem 4.4 is also convenient.
(1) If B2(z) = −a + ib = ib− a
∫ pi
−pi
eiθ+z
eiθ−z
ω(dθ) (a > 0, b ∈ R), we have ηνt(z) = ze
(−a+bi)t and
νt(dθ) =
1
2pi
1− e−2at
1 + e−2at − 2e−at cos(θ − bt)
dθ.
This is identical to the density of the Poisson kernel. µrt in Definition 5.15 (1) is obtained only by
the transformations a 7→ ra and b 7→ rb since B2 is a constant.
(2) If B2(z) = a(z− 1) = −a
∫ pi
−pi
eiθ+z
eiθ−z
(1− cos θ)ω(dθ) (a > 0), then we have ηνt(z) =
z
(1−eat)z+eat
and
νt = (1− e
−at)ω + e−atδ1.
We can easily check that
ηνt (z)
z
does not have a zero point. µrt is obtained by the equation
d
dt
log ηµrt (z) =
ra(ηνt(z)− 1) and we have
ηµrt (z) = z(z + (1− z)e
at)−r.
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