Recommender systems aim at suggesting items to users that fit their preferences. Collaborative filtering is one of the most popular approaches of recommender systems; it exploits users' ratings to express preferences. Traditional approaches of collaborative filtering suffer from the cold-start problem: when a new item enters the system, it cannot be recommended while a sufficiently high number of users have rated it. The quantity of required ratings is not known a priori and may be high as it depends on who rates the items. In this chapter, we propose to automatically select the adequate set of users in the network of users to address the cold-start problem. We call them the "delegates", and they correspond to those who should rate a new item first so as to reliably deduce the ratings of other users on this item. We propose to address this issue as an opinion poll problem. We consider two kinds of delegates: mentors and leaders. We experiment some measures, classically exploited in social networks, to select the adequate set of delegates. The experiments conducted show that only 6 delegates are sufficient to accurately estimate ratings of the whole set of other users, which dramatically reduces the number of users classically required.
INTRODUCTION
With the democratization of the Internet, users often need to be assisted in their search of information or search of items. Recommender systems have been proposed in the beginning of the 90's (Goldberg et al, 1992) , with the aim to fulfill this need. Indeed, the volume of items that users can access is now so huge that they cannot get the information they want within a small amount of time; users are thus unsatisfied. This consequence can be dramatic for e-commerce services for example, that aim at increasing their sales and at developing customers' loyalty. As a consequence, recommender systems are increasing in popularity and are no more of secondary importance; they are becoming mandatory in many e-services.
Recommender systems are not simple information delivery systems; they recommend and display personalized information or pertinent items to users. They are a way to cope with the classical "one size fits all'' characteristic of many information delivery systems, such as classical search engines (Allan et al., 2003) . Recommender systems take into consideration the users' specific characteristics, represented under the form of users' profile (Adomavicius & Tuzhilin, 2005 ). An item is the minimal unit that a recommender system can manage. For example, an item can be a book, a movie, a web page, etc. Recommender systems are now exploited in many application domains, such as e-commerce (Paolino et al., 2009 ), elearning (Zhuhadar et al., 2009) , restaurants (Hosseini-Pozveh et al., 2009 ), news (Tintarev & Masthoff, 2006 , etc.
Recommender systems generally fall into three categories: content-based systems which compute recommendations from the semantic content of items (Pazzani & Billsus, 2007) ; knowledge-based systems where recommendations rely on the knowledge about the domain, the users and pre-established heuristics (Burke et al, 1996) ; and at last collaborative filtering systems (Adomavicius & Tuzhilin, 2005) which compute recommendations by examining users' preferences on items.
The users' preferences managed by a collaborative filtering (CF) system are often expressed under the form of ratings and stored in users' profiles. The structure of such a system can be represented under the form of a graph, with nodes being the users and links being the similarity of preferences among them. This graph can be viewed as a social network (Brun & Boyer, 2010) , where the links are not social relations but preference relations. To compute recommendations for an active user a, a classical CF system exploits the known preferences of the users linked to a in the social network, as well as the values of the links. In CF, a implicitly requests the preferences from his like-minded users about some items: he asks them for some recommendations. The ratings of the items a has not rated yet are then inferred from these recommendations. The items with the highest ratings are then recommended to a. A collaborative filtering recommender system is thus a social process: not only the active user is involved in the recommendation process; other users are also. In CF, a's like-minded users are called his neighbors. Two main approaches are used to select a's neighbors: the memory-based approach and the model-based approach. In the memory-based approach, the set of neighbors is specific to each user; in the model-based approach, the set of neighbors can be specific to each class of users. The search of the best set of neighbors has attracted much attention in the literature (Breese et al, 1998 , Herlocker et al, 2004 , Kim & Yang, 2007 , Castagnos & Boyer, 2007 . Classically the number of neighbors required to get high quality recommendations is about several dozens (Shardanand & Maes, 1995 , Brun et al, 2009 ).
In the literature, the set of neighbors is only selected according to their similarity with the active user. These neighbors are then used as recommenders. However, we argue that these neighbors may be bad recommenders despite their similarity with the active user, since we do not consider their predictive capacity. As an example, they may be unable to recommend items that have not been rated by the active user a, if they have not rated them either. Thus, we claim that the use of the similarity as the only criterion for selecting neighbors is not sufficient.
In this book chapter, we propose a new approach of collaborative filtering: the delegate-based collaborative filtering. This approach has the following characteristics:
-A subset of users, called the delegates, is defined by the system. A delegate is a reliable user who provides high quality recommendations to other users. -Users do not ask anymore for some recommendations to their neighbors, but to the delegates. -The set of delegates is small. -In the traditional approach, each user has a relatively large number of neighbors and chooses who are his neighbors. In the delegate-based approach, the set of neighbors is defined by the system; it is the set of delegates. As the set of delegates is small, users ask recommendations to a smaller number of users, compared to the traditional approach. -A delegate does not recommend his preferences to all the other users, only to a subset of users: his community. A delegate is a reliable and representative user of the users in his community. As a delegate recommends his opinions to many other users, he can be viewed as a mentor or a leader within his community. -The recommendation process is still collaborative: the system recommends items to an active user by exploiting the preferences of other users: the delegates.
The delegate-based approach has thus two main advantages. First, as users get some recommendations from only the delegates, the knowledge of the preferences of only the small set of delegates is required. Second, the set of delegates are reliable users; they are chosen for their capacity to accurately recommend some items, based on another criterion than similarity. The quality of the resulting recommendations will be high, while managing the ratings of few users.
Classical collaborative filtering systems face the new item cold-start problem (Schein et al, 2002) . When a new item enters the system, a CF system cannot recommend this new item while the number of users who have rated this new item is small. In this paper, we focus on the cold-start problem in CF. We propose to exploit the delegate-based CF with the aim to alleviate this problem. The delegate-based CF asks first the delegates to rate a new item. The set of delegates can be viewed as the editorial committee in a newspaper: they give their opinion on each new article (here item) to be potentially published. Once these ratings are known, as the delegates are reliable and representative users, each user can get some recommendations from them. The cold-start problem is thus alleviated.
The challenge of the delegate-based approach is to find the adequate set of delegates. To efficiently alleviate the cold-start problem, this set has to be as small as possible, while being representative of as many users as possible. From a general point of view, the question is: what is the minimal set of users from which the preferences of the whole population can be deduced?
We point out here that this problem is similar to opinion poll problems: which subset of people from a population has to be polled, in order to reliably deduce the preferences of the whole population? The problem we face is thus: how to choose the people to poll and how many of these people should be polled. As in standard opinion polls, all the users of the systems cannot be polled, as it would be too time consuming. Moreover, in CF, once the opinion of each user is known, the recommender system becomes useless. Many of the polling methods propose to partition the population into groups of users. However, in the end, these methods select randomly the users to be polled. In our approach, the people to be polled should be representative users: the delegates. To accurately choose the delegates, we propose to focus on mentors and leaders and the way they are defined and exploited in the literature.
This paper is organized as follows. In the first section, collaborative filtering and the way neighbors are classically chosen are introduced. The next two sections present related works linked to the approach we propose. The first one introduces opinion polls and sampling methods, whereas the second one is interested in mentors and leaders. The following section presents our delegate-based collaborative filtering. Next, the evaluation protocol is presented and some experiments are conducted to evaluate the performance of the delegate-based approach. Last, we conclude and present some perspectives.
COLLABORATIVE FILTERING Collaborative Filtering in General
Given a set of items € I = {i 1 ,,i m } and a set of users € U = {u 1 ,,u n }, the input data of a CF system is the set of ratings that users u ∈ U have assigned to some items i ∈ I. Most of the time these ratings are chosen in a non binary rating scale (for example, from 1 to 5 (Grcar et al, 2005) ). This set is stored under the form of a rating matrix R=U x I. Let a be the active user. To make recommendations to a, the CF system first estimates, for each item i that a has not rated, the rating r * (a,i) that a would assign to the item i if he rated it. Second, given this set of estimated ratings, the system recommends the items with the highest rating values. In the literature, "making recommendations'' is equivalent to estimating the user's ratings for unrated items.
To estimate r * (a,i) , the system adopts a collaborative or social approach. The underlying principle behind CF is to use a's like-minded users, who rated i, to estimate r * (a,i) . CF first computes the similarity between each pair of users. The resulting social network represents the users linked by their similarities of preference. Second, it exploits the ratings of the users linked to a in the network and that have rated i. These two steps are now further detailed.
Computation of the similarity between users
The similarity between two users is a similarity of ratings; it measures how the two users rate (appreciate) similarly items. This similarity is classically instantiated by the Pearson correlation, presented in Equation
This correlation is computed on I a ∩ u , the set of items commonly rated by users a and u. r (u,i) is the rating that user u has assigned to item i, is the average rating of user u. (Candillier et al, 2007 ) presents other equations to compute user similarities. Once these similarities are computed, the ratings of a on the item i can be estimated.
Estimation of ratings
One classical way to estimate a rating r * (a,i) is presented in Equation (2).
where U a,i is the set of users linked to a in the network and who rated the item i: a's neighbors. sim (a,u) represents the similarity between users a and u. Equation (1) can be used to represent the similarity between two users. The estimated rating is the weighted average of the absolute difference between the ratings the other users assigned to the item i and their average rating, added to the average rating of user a. The more a user is similar to a, the higher his weight in the estimation of r * (a,i) is. (Candillier et al, 2007) also presents an overview of other equations and approaches to estimate this rating.
The Neighbor Selection
In Equation (2), only a's neighbors are actually used to estimate r * (a,i) . The choice of the neighbors (and their number) highly influences three main features in a CF system: the computation time, the accuracy of the estimated ratings and the coverage. There are basically two approaches to implement neighbor selection: respectively the memory-based approach and the model-based approach. These approaches both exploit the similarity between users to select the neighbors.
The memory-based approach, also called direct neighbor selection, keeps among the users linked to a in the network (with a non-null similarity value) and that have rated i, those users that comply with a given criterion. This criterion can be a threshold value (Amati et al, 2007 : all users with a similarity or link value with the active user a above a predefined threshold are selected as neighbors of a. The resulting community is user-centered. Thus, the neighbors are specific to each user and are usually different from one user to the other. This neighbor selection criterion can also be an integer value K. The K nearest neighbors (KNN) of a, that have rated i, are kept; K being fixed a priori .
One main drawback of the memory-based approach is scalability. For example, on the MovieLens database, (Castagnos & Boyer, 2006) showed that the memory-based approach is very time-consuming when the number of users exceeds tens of thousands. In addition, the choice of K or of the threshold value is tricky. At last, KNN is not robust to data sparsity: it is unable to form reliable neighborhoods in case of high sparsity level (Grcar et al, 2005) . The model-based approach, computes a model of the data. The two most popular model-based approaches respectively rely on Bayesian networks and clustering. Systems based on bayesian networks, similarly to the memory-based approach, face a scalability problem when learning for the structure of the directed acyclic graph associated (Castagnos, 2008) . The clustering-based approach computes groups or clusters of users (Castagnos & Boyer, 2006) , by exploiting the similarity between users. These clusters are computed offline. This approach identifies groups of users with similar preferences (Breese et al, 1998) , i.e. who have high link values in the network. As a result, the neighbors of a user a are the users who belong to the same cluster than a.
There are typically three kinds of clustering methods: partitioning (Mobasher et al, 2006) , hierarchical (Castagnos & Boyer, 2006) , and fuzzy clustering (Teran & Meier, 2010) . Most of the time, CF relies on a partitioning algorithm since it allows considering that each user belongs to exactly one cluster (O'Connor & Herlocker, 1999) , (Ungar & Foster, 1998) . For example, the well-known K-means algorithm (Mobasher et al, 2006) , computes K clusters so that the average pairwise similarity between users within clusters is maximized.
The Cold-start Problem
Recommender systems based on CF face the new item cold-start problem, also called the latency problem (Schein et al, 2002) . When a new item enters the system, while the number of ratings on this item is low, it cannot be recommended to users. More specifically, while none of a's neighbors has rated this item, none of them can recommend it to a. The minimal number of ratings required by the system to recommend a new item cannot be defined beforehand. Indeed, according to who rates this item, it can be recommended or not to other users. For example, if the users who rate this item are neighbors of no or few users, the item cannot be recommended to other users. Let us notice that users generally do not devote much time to express regularly their preferences about new items (Sollenborn & Funk, 2002) .
To alleviate the cold-start problem, four main solutions have been proposed in the literature: contentbased filtering, ontology-based filtering, advertising and modification of the similarity. We present here an overview of these three solutions. Content-based filtering is one of the three main techniques of recommender systems (see the Introduction section) (Lang, 1995) , (Billsus & Pazzani, 2000) . This technique relies on the analysis of the content of the items to generate recommendations. An item is recommended to the active user if its content similarity with the other items that a has liked, is high. For example, a user who has liked some items about "genetics" will be recommended some items related to this area. Content-based filtering does not suffer from the cold-start problem. Indeed, a new item can be recommended to any user since the analysis of its content can be performed. However, content-based filtering has one main weakness: it suffers from overspecialization of its recommendations, also called novelty problem. The recommended items are similar or identical to those appreciated by the user before. Thus, the other items with a different content are neglected and are never integrated in recommendation lists suggested to this user. The analysis of the content of items can help to bridge the gap from existing items to new items, by inferring similarities among them. In the context of solving the cold-start problem, content-based and collaborative filtering are often combined resulting in hybrid recommender systems (Good et al, 1999) , (Melville et al, 2002) . In these hybrid systems, the content-based algorithm aims at facing the cold-start problem, while the collaborative filtering algorithm guarantee the introduction of novel recommendations. Ontology-based filtering has also been suggested as a solution to the cold-start problem of CF (Pan et al, 2010) . Ontologies are used to automatically build knowledge bases and extract semantic profiles of items (Ruiz & Aldana, 2009) . Semantic similarities between items can thus be computed. Two examples of ontology-based recommender systems are Quickstep-Foxtrot (recommending research papers) (Middleton et al, 2004) and Entree (recommending restaurants) (Burke, 2002) . The main problem regarding such a solution is the requirement of the availability of an ontology. However, no limit to this computation appears in the case of new items. Thus this approach can also be used by a CF system to cope with the cold-start problem (Schickel & Faltings, 2007) . Getting some ratings for new items. The last solution is mainly adopted by e-commerce websites: advertising the new items. For example, a floating banner may be displayed at the homepage of the website, presenting this new item. As a result, some users will rate these items. However, users may perceive this solution as a recommendation, despite the fact that this banner is not personalized. This may result in a reduction of acceptance and adoption rates of the system. In other words, some users who do not like the new item may feel unsatisfied and leave the website (Jones, 2010) . Modifying the computation of the similarity. With the objective of reducing the cold-start problem, (Ahn, 2008) proposed a new similarity measure, so that it can be computed on a small number of ratings. This measure has been devoted to the new user problem, but can be easily transposed to the new item problem.
To alleviate the cold-start problem, the approach we propose is close to the last method: it asks some users to rate new items. The opinion of the whole population is then deduced from these ratings. Thus, the question we raise is: what could be this set of users? At the opposite of the last approach, these users are not those that visit the website. We propose to take inspiration of opinion polls to perform this task. In the following section, we define opinion polls and present some well-known sampling techniques.
OPINION POLLS AND SAMPLING
Opinion polls are usually conducted with the aim to get the opinion of a whole population in the case either all the people cannot be polled or it would take too much time or be expensive to poll everybody. A sampling of the population is made and this sample is polled. The objective is to get the opinions of that sample that are as close as possible from the opinions that would have been obtained if it had been possible to interview all of the people.
Sampling is used in many application domains, such as agriculture (Pedigo & Buntin, 1994) , politics (Baddie, 2010) , image analysis (Wang et al, 2005) , etc. Sampling is also the fundamental basis for all polling research. The classical sampling methods are: simple random sampling, systematic sampling, stratified sampling, cluster sampling, proportional to size sampling, etc. (Groves et al, 2009 , Fuller, 2009 ). We present here the three most popular ones: simple random sampling, stratified sampling and cluster sampling.
The simple random sampling is the most basic method. The population is not subdivided nor partitioned, the sample is randomly selected; thus each person of the population has an equal probability of selection. The advantage of this technique is that it does not require any additional information about the population except the complete list of members. Although simple, this method is vulnerable to sampling errors. Indeed, the randomness of the selection may result in a sample that does not reflect the whole population.
Stratified sampling segments the population into mutually exclusive sub-groups, also called strata. The grouping criterion can be whatever attribute the system has about the people in the population: age, sex, profession, etc. Then, a subset of users is randomly selected within each of the strata. As a result, the sample is made of people from all the strata of the population. One of the advantages of the stratified sampling is that it improves the accuracy of the estimations compared to the simple random sampling. In addition, it allows drawing inferences about specific strata and the selection criterion can be different from one stratum to the other. However, stratified sampling requires the selection of relevant stratification variables, which may be difficult.
Cluster sampling also groups people into groups, called clusters. At the opposite of stratified sampling, sampling is not performed on the whole set of clusters. Only a subset of clusters is chosen, but each person within the chosen clusters is polled. In other words, the sample is made up of all the people from a subset of clusters. Cluster sampling assumes that the distribution of the population within one cluster is similar to the one of the whole population. However, this may be not true. Usually the clusters used are "natural'' clusters from the population. For example, a cluster may be made up of people located in a geographical area so that all people of a chosen cluster can be studied with minimal costs (when pollsters have to meet people). Cluster sampling also improves the accuracy of estimations compared to the simple random sampling. In case of a large variation in size of the clusters, one can perform selection with probability proportional to size: the selection probability of one cluster is proportional to its size.
The two last polling and sampling techniques presented in this section form groups of people and, in the end, select randomly the people to be polled. In our case, the delegates exploited by our method should be reliable and representative users. Selecting them randomly could not lead to high quality estimations. To select these delegates, we propose to take advantage of notions used in social networks. More specifically, we focus on mentors and leaders. In the following section we present how mentors and leaders are defined and the way they are used in the literature.
MENTORS AND LEADERS

Mentors
A mentor can be a trusted friend, a counselor or a teacher. A mentor is often defined with the following characteristics: wise, trusted, experienced, expert. A mentor is also a person who likes to transfer his knowledge. The student of a mentor is called mentee, or protégé. Mentoring, which can be interpreted as a social relationship, is used in several domains. The most popular one is education. The concept of mentoring has entered the business domain as well.
Mentors in collaborative filtering
In collaborative filtering, the terms mentor and neighbor are usually used interchangeably. A mentor often simply refers to a user with similar interests, i.e. a like-minded user, which is equivalent to the definition of neighbors (see section The Neighbor Selection). Within this context, the mentors are in fact some neighbors (Bohnert et al, 2008 , Aggarwal et al, 1999 , Greening, 1997 , Shardanand & Maes, 1995 selected with the Pearson correlation (see Equation (1)), as neighbors are. However, based on the straight definition above and according to (Paulson & Tzanavari, 2003) , a mentor in collaborative filtering should be a user with high expertise or knowledge.
Some works exploit mentors as defined above. For example, in (Brun & Boyer, 2010) , the choice of mentors is based on the connectivity of the users. The higher a neighbor of a is connected to other neighbors of a, the most representative this user is. Such a user is thus a mentor. In this work, the similarities of preferences are not considered. In (Chandrashekhar & Bhasker, 2007) , mentors are selected based on their predictability in place of the classical similarity. The predictability results from the examination of the relationship between the mentor and a at each of the rating levels. In reciprocal recommender systems (Pizzato et al, 2010) , the system recommends people to people. Reciprocal recommenders are mainly applied in the education domain where some mentors (users) are recommended to students. Mentors are selected based on their level of knowledge and on their willingness to be a mentor (Vassileva et al, 2003) .
Leaders
Leaders are "the individuals who are likely to influence other persons in their immediate environment" (Elihu & Lazarsfeld, 1955) . In the literature, leaders are usually associated with opinion leaders (Goyal et al, 2008 , Keller & Berry, 2003 .
Application domains
Leadership and influence propagation have been much studied in the area of marketing, social sciences and recently social networks analysis (Goyal et al, 2008) . They tend to understand how communities start, what are their properties, how they evolve, what are the roles of their members and how influencers and opinion leaders can be detected through these communities. In the area of marketing (viral marketing), influence propagation is often linked to the word-of-mouth phenomenon and its effects on the success of new products (Domingos & Richardson, 2001 ). The most important challenge in marketing is how to find a small segment of the population (influencers or leaders) that can influence the other segments by their positive or negative opinions regarding products and services (Watts & Dodds, 2007) .
With the development of the Internet, leaders and influencers do not only use traditional word-of-mouth. They can also propagate their opinions based on interactive exchanges through blogs, forums, wikis, and various social network platforms. Indeed, nowadays, social networks have become the most important medium for propagating information, innovation and opinions. As an example, there were approximatively 500 millions active Facebook accounts in November 2010. This is almost a third of the 1.73 billions Internet users.
Identifying leaders
In the frame of social networks, some studies (Barabasi et al, 2002 , Newman, 2003 emphasize the role of highly connected nodes called also hubs, in information dissemination. (Malcolm, 2000 , Agarwal et al, 2008 , Keller & Berry, 2003 confirm that highly connected nodes have an important influence on their neighbors.
Leaders can also be defined as active users. For example, this criterion has been used to identify active and non active influential bloggers (Agarwal et al, 2008) .
Leaders in recommender systems
To our knowledge, in the context of recommender systems and CF, the detection of leaders and influencers has been examined in few studies. (Cheon & Lee, 2005 ) present a recommendation system that uses a fuzzy inference system exploiting a marketing method called RFM (Recency, Frequency, Monetary) to detect leaders. (Rashid et al, 2005) define several metrics to measure the influence of users in rating based recommender systems. They propose a metric that measures the influence of users by removing some users' ratings while computing predictions and observing the effect of this removal on the recommendation results. If the difference is high, the user is detected as influential.
Mentors vs Leaders
From the previous sections, we can say that mentor and leader are two highly similar terms, used in different contexts. However, one can see a slight difference between these two terms. A mentor is a user who knows something that a mentee does not know, and who passes his knowledge to the mentee. In the definition of leaders the notion of influence is important: a leader influences his neighbors. Thus a mentor is somebody who knows more than the mentee and "teaches" him what he knows, whereas a leader is somebody who influences others. The knowledge or the decision of a user will thus be different according to the fact that he exploits the opinion of a mentor or of a leader. If he exploits the opinion of a mentor, his deduced opinion will be the one of the mentor, whereas if he exploits the opinion of a leader, it will be different from the one of the leader (although influenced by his opinion).
THE DELEGATE-BASED COLLABORATIVE FILTERING
To alleviate the cold-start problem that traditional Collaborative Filtering faces, we propose a new approach: the delegate-based Collaborative Filtering.
To implement this new approach, we propose to take inspiration from opinion polls. When a new item ni enters the system, an opinion poll about this item is conducted. The polled users "recommend'' their ratings (opinions) on ni to other users. The ratings r * (u,ni) of each user u in the whole population on ni is then deduced from the opinions of the polled users. The system then recommends ni to a user u if the estimated rating r * (u,ni) is high.
Of course, the set of polled users has to be chosen carefully so that the exploitation of their ratings results in high quality recommendations. We propose to poll reliable users from who the system can deduce the opinion of the whole population; these polled people are called delegates. In this paper, delegates will be instantiated by the mentors and the leaders within the population of users. The smaller this set, the more the cold-start problem is avoided. As a consequence, when a new item ni enters the system, the delegate-based CF requires a few number of ratings on ni (only those from delegates). In addition, as the set of delegates in a population of users is pre-computed, the number of ratings required is known beforehand. At the opposite, the classical CF did not control the number of ratings required to deduce the opinion of the whole population.
As in classical opinion polls, a sampling method has to be chosen.
The Sampling Method
The simple random sampling though simple, often leads to a lower performance compared to the stratified and cluster samplings. The latter two sampling methods exploit pieces of information about the people in the population to orient the choice of the persons to poll. Concretely, these pieces of information are used to form groups of people. Cluster sampling selects a sample of clusters and all the people within these selected clusters are polled. This clustering is usually used to minimize the polling cost. However, in case the selected clusters do not have the same distribution than the one of the whole population, it may also lead to a bad performance.
Stratified sampling does not have this distribution problem and is more appropriate in the CF context, where clusters of users are usually disjointed. Moreover, it generally leads to high-quality deductions. Thus we decide to exploit the stratified sampling that selects a sample of people within each group.
The only information the delegate-based CF has about the users is their ratings on some items. At the opposite of groupings used in polling techniques, groups cannot be formed based on a single attribute: the rating on one item. Thus we propose to group users according to their similarity in terms of ratings, resulting in groups of like-minded users. The resulting strata (or groups) will be noted € S = {s 1 ,s l }.
So as to group users according to this similarity criterion, we propose to use a clustering algorithm, such as the classical k-means (McQueen, 1967) or PAM (Kaufman & Rousseeuw, 1987) algorithms. Each group is made up of users who have similar preferences among themselves. These algorithms are partitioning algorithms, thus each user belongs to exactly one group. Let us recall that the k-means algorithm is classically used in the model-based CF to group users (Ungar & Foster, 1998 , Kim & Yang, 2007 (see Section about neighbor selection).
As in stratified sampling, user sampling is performed within each stratum; we have to focus on the way we propose to select the users within each stratum, i.e. the delegates.
Defining the delegates
In classical stratified sampling, the choice of people to poll in each group or stratum is performed randomly. Despite this randomness, the system aims at selecting the people who represent the best the group they belong to. In collaborative filtering, the system has the social network that represents users and their preference relations. This network has already been used to group users. We propose to exploit it once again in order to guide the selection of delegates within groups.
In our approach, the delegates will be instantiated by mentors or by leaders. Let be the set of delegates. is the set of delegates of the stratum j. Each delegate d jk is the delegate of all the users in his stratum. We note d(u) the function that gives the set of delegates of the user u in parameter.
To decide which users may be selected as delegates, we propose to exploit measures from social networks. First, we propose to exploit the two measures classically used to detect leaders: connectivity and activity, as presented in section about leaders. Second, we propose to exploit the distance centrality measure (Wasserman & Faust, 1994) , used in social networks, that measures the position of a node within a graph. This measure considers the distance of a node to all other nodes in the group; the nodes with short paths to most or all nodes have high closeness. In our network, the users with the lowest distance with other users of the group are thus considered as central users, thus delegates. Centrality has not been much used in collaborative filtering. For example (Cantador et al, 2009 ) exploits nodes centrality with the aim of recommending tags.
Inferring ratings
Once the delegates are defined, the opinion of the whole group can be deduced. This deduction depends on if a delegate is considered as a mentor or as a leader. If the selected delegates are viewed as mentors, the deduction is instantiated by a strict equality. The estimated rating of a user is computed as the average rating of all his mentors, as presented in Equation (3).
If the selected users are viewed as leaders, we propose to instantiate the deduction by a function depending on the relationship between the leader and the user. This relationship is the similarity between the two users. The estimated rating is computed as in classical CF, by adapting Equation (2), where we substitute delegates for neighbors.
EVALUATION PROTOCOL Corpus
To evaluate the delegate-based CF approach, we used the state-of-the-art MovieLens database (http://www.movielens.org). This movie database is made up of user preferences on movies. These preferences are expressed under the form of ratings: integer values between 1 and 5, where 1 means that the user did not like the movie and 5 means that he really liked it.
The database contains 1682 users, 943 items and 100k preferences. We divided the set of items into 2 subsets: the training items and the test items. The set of training items is made up of 80% of the items and the test items represent the 20% remaining ones. The test items represent the new items. The training corpus Tr contains the triplets <user,item,rating> that represent the ratings of the users on the training items and the test corpus Te contains the triplets <user,item,rating> that represent the ratings of the users on the test items. In the experiments, we aim at retrieving the ratings of the users on the new items (i.e. test items) from the training corpus.
Evaluation
The training of the groups and the choice of the delegates is made only on the training corpus. Once the delegates are selected, their ratings are extracted from the test corpus (in order to simulate the fact that they rate the new items) and are used to deduce the ratings of other users on the same items.
The quality of the deduced ratings is evaluated in terms of MAE (Mean Absolute Error). MAE computes the mean error on the ratings estimated by the system, as presented in Equation (5). The lower the MAE, the lower the error. Thus we aim at minimizing the MAE value.
The clustering algorithms To evaluate the delegate-based approach, we tested two clustering algorithms. The first algorithm is the well-known k-means algorithm (McQueen, 1967) . This algorithm builds groups of users so that the Euclidean distance between the gravity center (centroid) and the users of the class is minimized. This algorithm is usually used in CF to build classes of users. The second algorithm is the PAM (Partitioning Around Medoids) algorithm (Kaufman & Rousseeuw, 1987) . At the opposite of k-means that uses gravity centers, PAM exploits medoids, i.e. the centers of the classes are real users. Figure 1 presents an example of class of users, where full circles are users, the cross is the centroid of the class and the empty circle is the medoid of the class. We can see that the medoid is far from the centroid, which may highly influence the results of the experiments conducted. In these two algorithms, the number of classes has to be defined a priori. However, we do not know the optimal number of classes. Thus, in our experiments the number of classes varies from 1 to 15. In addition, as PAM and k-means are dependent on the initialization values (that are chosen randomly), the MAE values presented in the experiments are average values from 20 executions.
EXPERIMENTS
Intra-class average distance
In this section, we present the evolution of the average intra-class distances (between the centroid or the medoid and other users), according to the number of classes and the partitioning algorithm; these average distances are presented in Figure 2 . We can first notice that the average distance between the center and other users of the class in the kmeans algorithm is lower than the one obtained with PAM. This difference was expected as k-means exploits the iso-barycenter as the center of the class. However, this lower average distance does not mean that k-means leads to better estimations.
As expected too, the average distance decreases asymptotically with the number of classes. The asymptote is reached with 8 classes, for both partitioning algorithms. Once more, this asymptote does not mean that the optimal number of classes is 8.
In the following sections, we present the MAE values according to several criteria: the choice of the delegates, the number of classes, the partitioning algorithm and the way delegates are viewed (mentors or leaders). As the number of delegates has to be as small as possible, we decide to select only one delegate per class.
The most connected users
In this section, the selection of the delegates is performed according to users' connectivity. In each class, the user with the highest connectivity is considered as a delegate. Figure 3 presents the resulting MAE values. In Figure 3 dashed lines represent the experiments that exploit mentors; solid lines represent the leaders. The squares on the lines refer to the use of the k-means algorithm as partitioning algorithm, and circles show the use of PAM. When selecting the most connected users as delegates, their exploitation as mentors leads to a better performance compared to their exploitation as leaders, whatever is the partitioning algorithm. In addition, the PAM algorithm leads on average to a lower MAE, compared to the k-means algorithm. The lowest MAE of the PAM algorithm is 1.02 and is reached when exploiting mentors, with a number of 6 classes. We consequently have reached the optimum before the asymptote in Figure 2 .
The most active users
In this section, the selection of delegates is performed according to the activity of the users: the most active user in each class is viewed as a delegate. Figure 4 presents the MAE values. The first conclusion that can be drawn from this figure is that when delegates are selected based on their activity, the lowest MAE value is reached with 4 classes; this number is smaller than the one deduced from the previous selection criterion. However, the corresponding MAE is larger: 1.08, which corresponds to an increase of about 6%.
In addition, the lowest MAE is not reached by the same configuration than in the previous section. Here the best MAE is reached with the k-means algorithm and delegates viewed as leaders. The PAM algorithm with mentors, which corresponds to the best configuration from the previous experiment, leads to a similar MAE (1.09) but with 8 classes. Thus the number of delegates required is twice larger than with the optimal configuration.
Users with the lowest distance centrality
In this section, users at the center of the classes are selected as delegates. Figure 5 presents the evolution of the MAE according to the number of classes. We would like to mention that in this figure, the range of the y-axis is different from the 2 previous figures, to have a more precise view of the evolution of the MAE. First of all, we can notice that the MAE values are on average lower when selecting delegates based on their centrality. Thus, this criterion seems to be more appropriate than the 2 previous ones. In addition, the k-means partitioning algorithm leads to a higher MAE compared to PAM. This can be easily explained by the way the classes are formed. Indeed, the selected delegates are users at the center of each class, which corresponds exactly to the criterion used to form classes with PAM.
Here again, the selection of mentors with PAM leads to the best MAE value. The optimal value is reached with 10 classes (0.870); but the MAE reached with 6 classes is not statistically different from this one (0.874). As a consequence, the optimal value is reached when 6 classes are formed.
The three previous experiments show that partitioning the set of users into 6 classes with the PAM algorithm, then extracting one delegate within each class, based on his centrality, and exploiting him as a mentor leads to the best performance. The corresponding MAE is about 0.87, which corresponds to an improvement of almost 20% compared to the activity-based criterion.
How to choose the 6 best delegates?
In the previous section, we have shown that the optimal number of delegates is 6; these delegates being viewed as mentors. However, in these previous experiments, the number of delegates per class was fixed to 1. We propose to study the evolution of the MAE when these 6 delegates are selected from a varying number of classes, which remains lower than the number of delegates (cf. Section "Opinion polls and sampling"). For example, the 6 delegates may be selected as the 6 most central users when 1 class is formed, or selected as the 2 most central users when 3 classes are formed, etc. Table 1 shows that, when the delegates are viewed as mentors, the best way to select the delegates is by forming 6 classes of users, and select in each class, the user who is the most at the center of the class. At the opposite, when the delegates are viewed as leaders, the best choice is building only 1 class and selects the 6 users at the center of the class. Moreover, at the opposite of the conclusions drawn from the previous experiments; the best MAE value is reached when delegates are viewed as leaders. Intuitively this result is coherent: mentors aim at passing the knowledge (only one mentor is sufficient to impose the optimal rating for the new item), while leaders only tend to influence users (several leaders are required to pull users toward the optimal rating).
In addition, we checked the statistical significance of the decrease of the MAE when selecting delegates based on their centrality, relatively to the previous delegate selection methods. In order to do that, we chose the best configuration for each selection method, i.e. PAM-mentors for the connectivity-based method, k-means-leaders for the activity-based method, and PAM-mentors for the centrality-based method. On one hand, the difference of performance between connectivity-based and activity-based methods is marginally significant on average, according to Student's T-test (p=0.0651). On the other hand, the decrease in MAE of the centrality-based is significant at 0.99 level on average compared to, respectively, the connectivity-based method (p=1.01e-06) and the activity-based method (p=9.98e-06). We can conclude that the centrality-based method is the most suitable selection criterion, since it got the lowest MAE values for each number of classes.
We also compared the performance of the centrality-based method with a baseline MAE value, that is computed based on the estimation of new items' ratings for each user u as an average of u's ratings. This baseline is independent on the number of classes and the resulting MAE is 0.94. This result is surprisingly equivalent to the MAE of our centrality-based method when all users are considered in the same class (number of class = 1). However, our method resulted in a lower MAE when the number of classes is increased, and this is significant at 0.99 level (p = 3.27e-05).
CONCLUSION
This paper focused on the alleviation of the cold-start problem that classical collaborative systems face. In the standard approach, the number of ratings required to estimate reliably the ratings of some users on new items is not known a priori; it highly depends on which users rate the new items. This number may be high, specifically if the users who rate the new items are neighbors of few or no user. We proposed a new approach of collaborative filtering: the delegate-based approach. This approach is based on the exploitation of delegate users. A delegate user is a reliable, experienced and trustworthy user. The knowledge of the rating of a delegate on one item allows the system deducing the rating of a large number of other users on this item. To alleviate the cold-start problem, the system first asks the delegates to rate the new item, which just entered the system. Then, the rating of all the users in the population on this item is deduced. The set of delegates has to be as small as possible and representative of as many users as possible to alleviate the cold-start problem.
We have proposed take inspiration of opinion polls and have proposed several methods to select the delegates, based on measures from social networks. In addition, we have proposed to consider these delegates either as mentors or as leaders; the deduced rating of a given user depends on if his delegate is viewed as a mentor or as a leader.
The experiments have shown that, when the set of neighbors is partitioned into classes with the PAM algorithm, and one delegate is selected in each class, the choice of mentors leads to the best performance on the MovieLens database. Similarly, when leaders are used, 6 classes with one leader per class leads to a better performance. As the difference of performance between these two configurations is not statistically significant, we can consider them as equivalent. They both significantly improve the accuracy of new items' predictions in comparison with other models tested in this paper.
As a conclusion, in this paper, we have shown that, when a new item enters a collaborative filtering recommender system, the knowledge of the rating of a very small number of delegates on this item is sufficient to deduce the rating of the whole set of other users, with a high quality. This work constitutes a preliminary survey that acts as a proof-of-concept. In MovieLens, only 6 delegates were required. These 6 delegates may either be viewed as mentors and selected as the 6 most central users when 1 class is formed, or be viewed as leaders and selected as the most central user of each class when 6 classes are formed. These optimal values for the numbers of classes and delegates are obviously strongly dependent from the corpus. Nevertheless, we expect to have similar results as regards the other properties, whatever the corpus is.
Thus, as a first perspective, we plan to extend our experiments to other databases such as Netflix or Jester. This should confirm the efficiency of our delegate selection method, combined with the PAM clustering algorithm. If so, this theory and our model will be easily transposable in a real industrial context. In the other case, we will have to identify patterns that characterize corpuses and explain the differences of performances. Then, we will be able to propose the model adapted to a specific situation. We would also like to study the way to automatically deduce if a given delegate should be viewed as a mentor or as a leader, in order to improve the performance.
Among other perspectives, we aim at introducing a fourth selection method for delegates, in addition to connectivity, activity and distance centrality. We propose to exploit the criterion defined in (Chang, 2010) in the frame of social networks. In this work, the influence of a user is a combination of his centrality, expertise and activeness.
Finally, we plan to study the performance of the system, when delegates do not rate the new items. What is the resulting performance if a delegate with a lower quality, rates the new items?
