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Abstract
In this note, the Drazin inverses of products and differences of orthogonal projections on a Hilbert space
are established.
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1. Introduction
Let B(H) be the set of all linear bounded operators on a Hilbert space H. An operator
A ∈ B(H) is said to be positive if (Ax,x)  0 for all x ∈ H. An operator P ∈ B(H) is said
to be an orthogonal projection if P 2 = P = P ∗. Clearly, an orthogonal projection is a positive
operator [2]. Throughout this paper, the range, the null space and the adjoint of A ∈ B(H) are
denoted by R(A), N (A) and A∗, respectively. If A ∈ B(H), then the Drazin inverse [1,4,5,7,
13–16] of A, denoted by AD , is the unique operator X ∈ B(H) satisfying the relations
Ak+1X = Ak, XAX = X, AX = XA,
where k = Ind(A), the index of A, is the smallest nonnegative integer for which N (Ak) =
N (Ak+1) and R(Ak) = R(Ak+1). If no such k exists, we say that A is not Drazin invertible.
If Ind(A) = 1, the operator X is called the group inverse of A. If Ind(A) = 0, then it can be
easily seen that A is invertible and AD = A−1.
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ical settings. For example, applications to Markov Chains, singular differential and difference
equation, iterative method or multibody system dynamics can be found in Refs. [8,10–12], re-
spectively.
This paper is concerned with the Drazin inverses of products and differences of orthogonal
projections on a Hilbert space. This problem was first considered by Drazin in 1958 in his cel-
ebrated paper [4]. Herein, it was proved that (P + Q)D = PD + QD provided PQ = QP = 0,
and (AB)D = BDAD provided AB = BA. The general question of how to express (P +Q)D as
a function of P,Q,PD,QD, without side conditions, is very difficult and remains open [7].
The aim of this paper is to present some formulae for the Drazin inverses of products and
differences of orthogonal projections on a Hilbert space. We shall assume familiarity with the
theory of Drazin inverse as given in [7,13–16]. We start by discussing some lemmas which are
well known. For the sake of convenience, we state them without proof.
Lemma 1.1. (See [5].) Let T ∈ B(H) be Drazin invertible with Ind(T ) = k. Then R(T k) is
closed and R(T k) =R(T D).
Lemma 1.2. Let A and B be two elements of B(H). If there exists an invertible operator
G ∈ B(H) such that A = BG or A = GB , then R(A) is closed if and only if R(B) is closed.
Lemma 1.3. (See [3].) Let A ∈ B(H) be a positive operator and k > 0 be an arbitrary positive
integer. Then the following statements hold:
(1) R(A) ⊆R(A 1k ) and R(A) =R(A 1k ), where K denotes the closure of K ;
(2) R(A) is closed if and only if R(A) =R(A 1k );
(3) R(A) =H if and only if A is invertible.
Lemma 1.4. (See [3,6,9].) Let P and Q are orthogonal projections in B(H). Denote H1 =
R(P )∩R(Q),H2 =R(P )∩N (Q),H3 =N (P )∩R(Q),H4 =N (P )∩N (Q),H5 =R(P )
(H1 ⊕H2) and H6 =H (⊕5i=1Hi ). Then P and Q have the following operator matrices:
P = I ⊕ I ⊕ 0 ⊕ 0 ⊕
(
I 0
0 0
)
,
Q = I ⊕ 0 ⊕ I ⊕ 0 ⊕
⎛
⎝ Q0 Q
1
2
0 (I − Q0)
1
2 D
D∗Q
1
2
0 (I − Q0)
1
2 D∗(I − Q0)D
⎞
⎠ (1)
with respect to the space decomposition H = ⊕6i=1Hi . Where Q0 is a positive contraction
on H5 with that neither 0 nor 1 belong to the point spectrum of Q0, D is a unitary operator
from H6 onto H5, and I and 0 are the identity operator and the zero operator in the subspace
under consideration.
2. Main results
In this section, we first study the Drazin invertibility of the products of two orthogonal pro-
jections, and get the following results.
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ments are equivalent:
(1) PQ is Drazin invertible;
(2) QP is Drazin invertible;
(3) (I − P)(I − Q) is Drazin invertible;
(4) (I − Q)(I − P) is Drazin invertible.
Proof. By Lemma 1.4, we have
PQ = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q0 Q
1
2
0 (I − Q0)
1
2 D
0 0
)
. (2)
Let Q0 = UP1 be the polar decomposition Q0 and P1 =
∫ ‖Q0‖
0 λdEλ be the spectral represen-
tation of P1. Defining P+1 by
P+1 =
‖Q0‖∫
0
λ+ dEλ, where λ+ =
{
λ−1 if λ 	= 0,
0 if λ = 0.
Then P+1 is not necessarily bounded but it is a densely defined and closed operator on H5. Put
Q+0 = P+1 U∗,
S = I ⊕ I ⊕ I ⊕ I ⊕
(
I 0
−D∗Q
1
2
0 (I − Q0)
1
2 Q+0 I
)
.
Then Q+0 Q0 = IH5 and
S(PQ)∗S−1 = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q0 0
0 0
)
.
If PQ is Drazin invertible, then S(PQ)∗S−1 is Drazin invertible. By Lemma 1.1, there exists
a positive integer k such that R(Qk0) is closed. Since Q0 is a positive operator and 0 is not the
point spectrum of Q0, it follows that R(Q0) is closed and R(Q0) =H5 by Lemma 1.3. Hence
Q0 is invertible on H5.
Conversely, if Q0 is invertible on H5, then(
S(PQ)∗S−1
)D = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕(Q−10 0
0 0
)
.
Note that S((PQ)D)∗S−1 = (S(PQ)∗S−1)D. So
(PQ)D = (S−1(S(PQ)∗S−1)DS)∗ = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q−10 Q
− 32
0 (I − Q0)
1
2 D
0 0
)
.
This shows that PQ is Drazin invertible if and only if Q0 is invertible.
Similarly, we can show that
QP = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q0 0
D∗Q
1
2 (I − Q ) 12 0
)
,0 0
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( 0 0
−D∗Q
1
2
0 (I − Q0)
1
2 D∗Q0D
)
,
(I − Q)(I − P) = 0 ⊕ 0 ⊕ 0 ⊕ I ⊕
(
0 −Q
1
2
0 (I − Q0)
1
2 D
0 D∗Q0D
)
,
and each of the three operators mentioned above is Drazin invertible if and only if Q0 ∈ B(H5)
is invertible, therefore the results are clear. 
Theorem 2.2. Let P and Q be two orthogonal projections and PQ be Drazin invertible. Then
the following statements hold:
(1) (PQ)D = QP if and only if PQ = QP ;
(2) (PQ)D = (PQP)D − P((I − Q)(I − P))D ;
(3) (PQ)DPQ = (PQP)DPQ.
Proof. (1) By the proof of Theorem 2.1, we have
(PQ)D = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q−10 Q
− 32
0 (I − Q0)
1
2 D
0 0
)
. (3)
Note that
QP = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q0 0
D∗Q
1
2
0 (I − Q0)
1
2 0
)
.
By Lemma 1.4, it is clear that PQ = QP if (PQ)D = QP .
On the contrary, if PQ = QP, P and Q have the following matrix representation forms:
P = I ⊕ 0 and Q = Q1 ⊕ Q2 (4)
with respect to the space decomposition H=R(P ) ⊕N (P ), where Q1 and Q2 are orthogonal
projections on R(P ) and N (P ), respectively. Hence (PQ)D = QP = Q1 ⊕ 0.
(2) Put
S = I ⊕ I ⊕ I ⊕ I ⊕
(
I Q
− 12
0 (I − Q0)
1
2 D
0 I
)
.
Then
PQP = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q0 0
0 0
)
,
S(I − Q)(I − P)S−1 = 0 ⊕ 0 ⊕ 0 ⊕ I ⊕
(0 0
0 D∗Q0D
)
.
So (
(I − Q)(I − P))D = S−1[S(I − Q)(I − P)S−1]DS
= 0 ⊕ 0 ⊕ 0 ⊕ I ⊕
(
0 −Q−
3
2
0 (I − Q0)
1
2 D
0 D∗Q−10 D
)
,
(PQP)D = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Q−10 0
)
. (5)
0 0
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(PQ)D = (PQP)D − P ((I − Q)(I − P))D
and
(PQ)DPQ = (PQP)DPQ. 
Let P and Q be two orthogonal projections, S(m,P ) denotes an m-factor product of P,Q
with P being the first factor and P,Q occurring alternately and S(n,Q) denotes an n-factor
product of P,Q, with Q be the first factor and P,Q occurring alternately. Then an immedi-
ate consequence of Lemma 1.4, Theorems 2.1 and 2.2 is the following.
Corollary 2.3. Let P and Q be two orthogonal projections and PQ be Drazin invertible. Then
the following statements are equivalent:
(1) SD
(m,P )
= SD
(n,Q)
for some m,n 2 (except for the trivial case where simultaneously m = n
and P = Q);
(2) PQ = QP ;
(3) SD(m,P ) = SD(n,Q) for every m,n 2.
Theorem 2.4. Let P and Q be two orthogonal projections. Then the following statements are
equivalent:
(1) P − Q is Drazin invertible;
(2) P + Q is Drazin invertible;
(3) P − QP is Drazin invertible;
(4) Q − QP is Drazin invertible.
Proof. (1) By Lemma 1.4, we have
P − Q = 0 ⊕ I ⊕ −I ⊕ 0 ⊕
⎛
⎝ I − Q0 −Q
1
2
0 (I − Q0)
1
2 D
−D∗Q
1
2
0 (I − Q0)
1
2 −D∗(I − Q0)D
⎞
⎠ , (6)
(P − Q)2 = 0 ⊕ I ⊕ I ⊕ 0 ⊕
(
I − Q0 0
0 D∗(I − Q0)D
)
. (7)
If P − Q is Drazin invertible, then (P − Q)2 is Drazin invertible and ((P − Q)D)2 =
((P − Q)2)D . According to Lemmas 1.1 and 1.3 we have R(I − Q0) is closed. Since Q0 is
a positive contraction onH5 and 1 is not the point spectrum of Q0, we have I −Q0 is invertible.
Conversely, if I − Q0 is invertible, then⎛
⎝ I − Q0 −Q
1
2
0 (I − Q0)
1
2 D
−D∗Q
1
2
0 (I − Q0)
1
2 −D∗(I − Q0)D
⎞
⎠
is invertible on H5 ⊕H6 and the inverse is⎛
⎝ I −Q
1
2
0 (I − Q0)−
1
2 D
−D∗Q
1
2 (I − Q )− 12 −I
⎞
⎠ .0 0
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(P − Q)D = 0 ⊕ I ⊕ −I ⊕ 0 ⊕
⎛
⎝ I −Q
1
2
0 (I − Q0)−
1
2 D
−D∗Q
1
2
0 (I − Q0)−
1
2 −I
⎞
⎠ . (8)
(2) Note that P + Q 0 and
P + Q = 2I ⊕ I ⊕ I ⊕ 0 ⊕
⎛
⎝ I + Q0 Q
1
2
0 (I − Q0)
1
2 D
D∗Q
1
2
0 (I − Q0)
1
2 D∗(I − Q0)D
⎞
⎠ . (9)
If P + Q is Drazin invertible, then R(P + Q) is closed by Lemmas 1.1 and 1.3. Define opera-
tors S and T by
S = I ⊕ I ⊕ I ⊕ I ⊕
(
I 0
−D∗Q
1
2
0 (I − Q0)
1
2 (I + Q0)−1 I
)
and
T = I ⊕ I ⊕ I ⊕ I ⊕
(
I −(I + Q0)−1Q
1
2
0 (I − Q0)
1
2 D
0 I
)
.
It is clear that S,T are invertible and
S(P + Q)T = 2I ⊕ I ⊕ I ⊕ 0 ⊕
(
I + Q0 0
0 D∗(I − Q0)(I + Q0)−1D
)
.
By Lemma 1.2, if R(P + Q) is closed, then R(I − Q0) is closed. Since Q0 is a positive con-
traction on H5 and 1 is not the point spectrum of Q0, we have I − Q0 is an invertible operator
on H5.
Conversely, if I − Q0 is invertible, then⎛
⎝ I + Q0 Q
1
2
0 (I − Q0)
1
2 D
D∗Q
1
2
0 (I − Q0)
1
2 D∗(I − Q0)D
⎞
⎠
is invertible on H5 ⊕H6 and the inverse is⎛
⎝ I −Q
1
2
0 (I − Q0)−
1
2 D
−D∗Q
1
2
0 (I − Q0)−
1
2 D∗(I + Q0)(I − Q0)−1D
⎞
⎠ .
So
(P + Q)D = I
2
⊕ I ⊕ I ⊕ 0 ⊕
⎛
⎝ I −Q
1
2
0 (I − Q0)−
1
2 D
−D∗Q
1
2
0 (I − Q0)−
1
2 D∗(I + Q0)(I − Q0)−1D
⎞
⎠ .
(10)
Using the same method, we can show that the Drazin invertibility of P − QP and Q − QP
are all equivalent to invertibility of I − Q0 on H5. So the details are omitted. 
Theorem 2.5. Let P and Q be two orthogonal projections and P −Q be Drazin invertible. Then
the following statements hold:
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(2) (P + Q)D = P + Q if and only if PQ = QP = 0;
(3) (P − Q)D = (P − Q)2((P − QP)D − (Q − QP)D);
(4) P((P + Q)D − (P − Q)D)(P − Q)2 = 0.
Proof. (1) If (P − Q)D = P − Q, then it is clear PQ = QP by (6) and (8). On the other hand,
by (4), (P − Q)D = (I − Q1) ⊕ (−Q2) = P − Q if PQ = QP.
(2) If (P + Q)D = P + Q, then PQ = QP = 0 by (9) and (10). On the other hand, if PQ =
QP = 0, then Q1 = 0 in (4). It is clear that (P + Q)D = P + Q = I ⊕ Q2 by (4).
(3) Similar to Theorem 2.2, we have
(P − QP)D = 0 ⊕ I ⊕ 0 ⊕ 0 ⊕
(
(I − Q0)−1
−D∗Q
1
2
0 (I − Q0)−
3
2 0
)
,
(Q − QP)D = 0 ⊕ 0 ⊕ I ⊕ 0 ⊕
(
0 Q
1
2
0 (I − Q0)−
3
2 D
0 D∗(I − Q0)−1D
)
.
Hence, by (7), (8) and (10),
(P − Q)D = (P − Q)2((P − QP)D − (Q − QP)D),
P
(
(P + Q)D − (P − Q)D)(P − Q)2 = 0. 
Remark. (1) Let P and Q as two orthogonal projections have the form (1). In particular, if
PQ = T , where T ∈ {0,P ,Q,QP }, then H5 ⊕H6 = {0}. Hence, by (1), (8), (10) and Theo-
rem 2.5 we obtain immediately the following results:
(P − Q)D = P − Q for PQ = T , where T ∈ {0,P ,Q,QP };
(P + Q)D = P + Q − 3
2
PQ for PQ = QP ;
(P + Q)D = −1
2
P + Q for PQ = P ;
(P + Q)D = P − 1
2
Q for PQ = Q.
(2) If P and Q satisfy Theorems 2.1 and 2.4, then PQ − QP is also Drazin invertible and,
by (1), (5) and (8), we have
(PQ − QP)D = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕
⎛
⎝ 0 −Q−
1
2
0 (I − Q0)−
1
2 D
D∗Q−
1
2
0 (I − Q0)−
1
2 0
⎞
⎠
= (P − Q)D(PQP)D − (PQP)D(P − Q)D.
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