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Abstract
We consider two-dimensional dependent dynamical site percolation
where sites perform majority dynamics. We introduce the critical
percolation function at time t as the infimum density with which one
needs to begin in order to obtain an infinite open component at time t.
We prove that, for any fixed time t, there is no percolation at criticality
and that the critical percolation function is continuous. We also prove
that, for any positive time, the percolation threshold is strictly smaller
than the critical probability for independent site percolation.
1 Introduction
Since its introduction in Broadbent and Hammersley [5], percolation the-
ory has become one of the most prominent areas of probability: It was con-
sidered a model for the spread of a fluid through a random medium but
nowadays its applications permeate many different fields. Not only that, but
many interesting theoretical discoveries where made regarding these models.
In this paper we work on a modification of dynamical site percolation in Z2,
where open and closed vertices perform majority dynamics.
In two-dimensional majority dynamics, each site x ∈ Z2 initially receives
an opinion that can be either 0 or 1. After an exponential random time, the
vertex pools its neighbors’ opinions together with its own and chooses the
most common one. Denote by ηt the configuration at time t ≥ 0.
We choose the initial opinions in an i.i.d. manner with marginal distribu-
tion Bernoulli(p), where p ∈ [0, 1] is fixed, and denote by Pp the distribution
of the process in this case.
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Contrary to the usual dynamical percolation model, where sites perform
independent spin-flip dynamics, in our case the evolution is not stationary
nor independent. In particular, at any fixed time t > 0, the configuration
presents non-trivial dependencies. Our goal is to understand the percolative
properties of the system run up to time t. We say that a configuration ηt
percolates if it contains an infinite connected component of constant opinion
1 and introduce the critical probability for time t as
pc(t) = inf{p ∈ [0, 1] : Pp[ηt percolates] > 0}. (1.1)
Our main result states that ηt does not percolate at criticality.
Theorem 1.1. For any t ≥ 0,
Ppc(t)[ηt percolates] = 0. (1.2)
The choice of Z2 as our underlying graph plays an important role. In this
case, cycles of constant opinion are stable structures for the dynamics. Not
only that, but infinite paths of constant opinion can only be destroyed from
one side and this happens with finite speed. This implies that if percolation
occurs for some t and p, then it happens for all s ≥ t. In particular, we have
pc(t) ≤ pc(s), for all t ≥ s. (1.3)
Heuristically, the model presents some clustering phenomena that should
help the construction of big connected components. This is an evidence that
the critical probabilities should strictly decrease in time. However, this is not
completely clear, since the clustering works in both directions: Components
of opinion 0 can also increase in size and prevent the creation of infinite
clusters of 1s. We provide a partial result.
Theorem 1.2. For any t > 0,
1
2
≤ pc(t) < pc(0) = psitec , (1.4)
where psitec denotes the critical probability for two-dimensional independent
site percolation.
This says that majority dynamics affects the percolative phase in a non-
trivial manner. Our last result says that this perturbation is continuous in
time.
Theorem 1.3. The function t 7→ pc(t) is continuous.
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Proof overview. To conclude Theorem 1.1, we analyze the supercritical
regime. We prove that the set
P = {(p, t) ∈ [0, 1]× R+ : Pp[ηt percolates] > 0} (1.5)
is open in [0, 1]× R+.
The understanding of critical phenomena in percolation theory is closely
related to the study of rectangle crossings, and here this relation is also used.
For n ∈ N and λ > 0, define the crossing event H(λn, n) as the existence of an
open crossing of the rectangle [1, ⌊λn⌋]× [1, n] connecting the left boundary
{1} × [1, n] to the right boundary {⌊λn⌋} × [1, n].
We first consider the crossing events for parameters (p, t) in P. In this
case, we prove that
Pp[ηt ∈ H(λn, n)]→ 1, as n→∞, (1.6)
for any λ > 0. This result is proved with the help of a Russo-Seymour-Welsh
theory borrowed from Tassion [19].
The second step of the proof connects the crossing events with the exis-
tence of percolation. We will verify that if Pp[ηt ∈ H(3n, n)] is large enough
for some big value of n depending on p and t, then (p, t) ∈ P. We use multi-
scale renormalisation to prove that, provided Pp[ηt ∈ H(3n, n)] is sufficiently
big, it converges exponentially fast to one. This will allow the construction
of an infinite open path with positive probability.
Our approach towards Theorem 1.1 is very general and should apply to
many different two-dimensional models. We believe it is possible to prove
the same result for any model that satisfies
• rotation, reflection and translation invariance;
• the FKG inequality;
• large-degree polynomial decay of spatial correlations (see (2.9) for cor-
relation decay in the case of majority dynamics);
• continuity of the crossing probabilities as a function of p.
The proof of Theorem 1.3 also uses that the set P is open, since we may
write
pc(t) = inf{p ∈ [0, 1] : (p, t) ∈ P}. (1.7)
Together with the fact that t 7→ pc(t) is non-increasing, it is easy to conclude
that this function is left-continuous. To conclude the continuity from the
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right, we construct a coupling between two majority dynamics with differ-
ent initial densities that allows us to compare the percolative phases in two
different times.
As for Theorem 1.2, our approach is based on the enhancement theorem,
see Aizenman and Grimmett [1] and Balister, Bollobs and Riordan [3]. The
enhancement used here is based on Camia, Newman and Sidoravicius [7].
The idea is to prove that it is possible to create an infinite component with
subpaths that are initially open, whose endpoints do not ring up to time t
and are at distance two from each other. In particular, there is a vertex that
connects two consecutive endpoints and, when the enhancement is performed
in this vertex, the connected component increases in size.
Related works. The continuous time model, sometimes called the asyn-
chronous model, is usually considered together with its discrete counterpart,
where all sites are uptated at the same time. Many works consider both mod-
els. In Moran [15] and Ginosar and Holzman [11], the authors study the dy-
namics on bounded degree graphs. They prove that, provided the graph does
not grow very fast, it presents the period-two property, that says each vertex
eventually has an orbit of period at most two. In Tamuz and Tessler [18],
this result is strengthened, proving that, in the asynchronous model, almost
surely each vertex eventually fixates and, besides, that it changes opinion
only a bounded number of times. This last result is actually combinatorial:
If no two clocks ring at the same time, then, for any initial condition, each
site eventually fixates.
It is not the case that, for all bounded degree graphs, any initial configu-
ration presents the period-two property under discrete time majority dynam-
ics. One such example where this does not happen is the d-regular infinite
tree. It is not hard to construct an initial configuration where this does
not hold. Even so, Benjamini, Chan, O’Donnell, Tamuz and Tan [4] proves
that, for unimodular transitive graphs, if the initial distribution of opinions
is invariant with respect to the automorphism group of the graph, then the
period-two property occurs almost surely.
Back to the asynchronous model, the speed with which fixation occurs
may depend on the initial density and it is still not fully understood. It
is believed that, with i.i.d. initial condition with density p, the probability
of not fixating until time t decays exponentially fast. A partial result in
this direction is given in [7], where the authors obtain stretched exponen-
tial bounds for this probability when the underlying graph is the hexagonal
lattice, provided the initial density is not close to 1
2
.
Perhaps the most natural modification of the model is changing the way
draws are settled by choosing a new independent opinion uniformly at ran-
dom. This is known as zero-temperature Glauber dynamics (ZTGD) for the
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Ising model and here the behavior is dramatically different. To exemplify,
let (ξt)t≥0 denote the ZTGD in Zd and define
p˜c(d) = inf{p ≥ 0 : Pp[ lim
t→∞
ξt(0) = 1] = 1}, (1.8)
the threshold for fixation at opinion 1. The expected behavior of p˜c(d) is
stated in the following conjecture.
Conjecture 1.4. For any d ≥ 2, p˜c(d) = 12 .
As a consequence of Arratia [2], one easily obtains p˜c(1) = 1. However,
very little is known when d ≥ 2. Fontes, Schonmann and Sidoravicius [9]
proved that p˜c(d) ∈ (0, 1), for all d ≥ 2, while Morris [16] established that
p˜c(d)→ 12 as d increases.
When consideing fixation in this model, ergodic arguments yield that
fixation implies unanimity of opinions, since the only stable structures are
the whole space, halfspaces and strips. Here, the case p = 1
2
in Z2 presents
a distinctive behavior, as proved by Nanda, Newman and Stein [17]: Almost
surely, no vertex fixates, contrary to majority dynamics. Camia, De Santis
and Newman [6] studied finer properties of the model and proved that the
flip rate at any given vertex converges to zero in probability. We remark that
these results are not known for Zd, with d ≥ 3.
When the model evolves on top of d-regular trees, one can introduce the
critical threshold p˜treec (d) in the same way as in (1.8). Here, Howard [14]
established that p˜c(3) >
1
2
, while Caputo and Martinelli [8] proved that
p˜c(d)→ 12 as d grows.
Conjectures and open problems. The evolution in majority dynamics
is very localized and has many stable structures that should appear very fast.
However, the decay of the probability of the origin being fixated at time t is
still not known. It is conjectured that this decay is exponential: For every
p ∈ [0, 1], there exists c1 = c1(p) > 0 such that
Pp
[
ηs(0) 6= lim
u
ηu(0), for some s ≥ t
]
≤ c1e−c−11 t. (1.9)
As already mentioned, a partial result towards this can be found in [7]. We
remark that their proof also works for Z2, provided p is not close to 1
2
.
As a consequence of [18], majority dynamics on Z2 fixates. This allows
us to define the limiting configuration η∞ as the pointwise limit of ηt. This
is a random element of {0, 1}Z2 and one can also ask about its percolative
properties. If we define
p∞c = inf{p ∈ [0, 1] : Pp[η∞ percolates] > 0}, (1.10)
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we have
1
2
≤ p∞c ≤ lim
t
pc(t), (1.11)
as we shall see. However, it is not known whether equality holds in any of
the two estimates. We conjecture this is the case for the latter.
Conjecture 1.5. We have p∞c = limt pc(t).
A central piece missing for a proof of this conjecture is some form of spa-
cial correlation decay for the limiting configuration. The techniques from [7]
can be adapted to prove stretched exponential decay if p > limt pc(t), but
this is also not known for all values of p ∈ [0, 1].
Also not known is if the limiting configuration has percolation at criti-
cality. Notice, however, that this is not the case if p∞c =
1
2
, since percolation
never happens at p = 1
2
. This is stated as Theorem 1.2 for finite values of t,
but the same proof applies to the limiting configuration.
Finally, regarding the critical percolation function t 7→ pc(t), we conjec-
ture that it is strictly decreasing. A possible proof strategy would be to
understand pivotal sites of crossing events. To do so, one needs to consider
sites whose initial opinions determine the existence of a crossing at a given
time t. A difficulting factor is that we do not have a good control on the
collection of sites whose opinions at time t are influenced by a given pivotal
site. We know that this set usually grows linearly with time, but it might
be the case that, when a site is pivotal, this set is abnormally big and that
many things change at time t just by a single change at time zero.
One other lattice where this process might be of interest is the hexag-
onal lattice, where each face has an opinion that is updated according to
the majority rule after an exponential random time (equivalently, majority
dynamics evolving on the sites of the triangular lattice). We believe that the
proof of Theorem 1.1 should still hold in this context. Here, the critical prob-
ability for percolation at time zero is 1
2
and we conjecture that the critical
percolation function is constant equal to 1
2
. By symmetry considerations, one
easily concludes that this function is bounded from below by 1
2
. However, it
is not true that infinite clusters are preserved by the dynamics and this im-
plies that there might be times where the function increases and percolation
ceases to exist. At the same time, this apparent lack of monotonicity brings
other interesting questions that are easily solved for the square lattice. One
might ask, for example, about the existence of exceptional times for percola-
tion at 1
2
. As we observe in Section 3, these times do not exist for the square
lattice, but the proof relies on the persistence of percolation, a fact that is
not necessarily true in the hexagonal lattice.
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Structure of the paper. In Section 2, we collect some facts about
majority dynamics. These are general facts and should apply to a general
family of graphs. Section 3 presents statements regarding percolation in
finite time that follows mainly from the choice of Z2 as our underlying graph.
Section 4 contains the proof of Thereom 1.1, while Theorems 1.2 and 1.3 are
proved in Section 5.
Acknowledgments. This work was supported by the Israel Science
Foundation through grant 575/16 and by the German Israeli Foundation
through grant I-1363-304.6/2016.
2 The model
Two-dimensional majority dynamics is defined precisely as the Markov
process with state space {0, 1}Z2 and generator1
Lf(η) =
∑
x∈Z2
(1{∑y∼x η(y)≥3,η(x)=0} + 1{
∑
y∼x η(y)≤1,η(x)=1})(f(η
x)− f(η)) (2.1)
where f is any local function and, for x ∈ Z2,
ηx(z) =
{
1− η(x), if z = x,
η(z), otherwise.
(2.2)
For p ∈ [0, 1], let Pp denote the distribution of the process when (η0(x))x∈Z2
has i.i.d. entries with distribution Bernoulli(p). Denote also by Pp,t the dis-
tribution of ηt.
The measures Pp,t are ergodic separately with respect to horizontal and
vertical translations. Besides, these measures are invariant under reflections
and orthogonal rotations of Z2.
This process also has a graphical construction that will be useful to us.
Let P = (Px)x∈Z2 be a collection of independent Poisson processes and
(Ux)x∈Z2 be a collection of i.i.d. U[0, 1] random variables. Given p ∈ [0, 1],
set
η0(x) = 1{Ux≤p}, (2.3)
and evolve the process using the clocks P: Whenever Px rings at time t,
update ηt(x) according to the most common opinion among the neighbors of
x. Ties are solved by observing the opinion of x.
1For x, y ∈ Z2, we write x ∼ y if ||x− y||2 = 1.
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2.1 Correlation decay of Pp,t
For any fixed time t > 0, the opinions on any two close sites are not
independent. However, this dependence decays fast as the distance between
the two sites increases. In this subsection we prove these claims.
Fix t ≥ 0 and x ∈ Z2. Let Ct(x) denote the set of vertices whose opinion
is queried in order to determine ηt(x). Let Bn = [−n, n]2 and denote by
x+Bn the translation of Bn by x ∈ Z2.
Observe that, for any u ≥ 0, ifm = ⌈3e2t+u⌉, union bounds and Stirling’s
formula imply
Pp,t[Ct(x) ∩ {x+ ∂Bm} 6= ∅] ≤ Pp,t

 there exists a simple path of size mstarting at x such that all clocks
ring before time t in order


≤ 4 · 3mPp,t[Poisson(t) ≥ m]
≤ 4 · 3me−t
∑
k≥m
tk
k!
≤ 4 · 3me−tet t
m+1
(m+ 1)!
≤ 4t√
2π
exp {m(1 + log 3 + log t− logm)}
≤ c2e−u,
(2.4)
for some positive constant c2 = c2(t).
Fix x, y ∈ Z2 with d = d(x, y) > 6e2t+1. From the expression above, we
get
Pp,t[Ct(x) ∩ Ct(y) 6= ∅] ≤ 2Pp,t[Ct(x) ∩ {x+ ∂Bd/2} 6= ∅] ≤ 2c2e−d/2. (2.5)
By possibly increasing the value of c2, the estimate above holds true for all
x, y ∈ Z2.
If Ct(x)∩Ct(y) = ∅, then ηt(x) and ηt(y) are determined by disjoint parts
of the initial condition. In particular, directly from (2.5) we obtain
Cov(ηt(x), ηt(y)) ≤ c3e−
d(x,y)
2 , (2.6)
for some c3 = c3(t).
We now collect some consequences of the estimates above that will be
used in the rest of the paper. First, if A is an event that depends on the con-
figuration ηt(x) only on sites inside [−n, n]2 and B is an event that depends
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on the configuration on sites outside [−2n, 2n]2, then
Pp,t[A ∩ B] ≤ Pp,t[A]Pp,t[B] +
∑
||x||=n,||y||=2n
Pp,t[Ct(x) ∩ Ct(y) 6= ∅]
≤ Pp,t[A]Pp,t[B] + c4n2e−n/2,
(2.7)
for some c4 = c4(t) > 0.
We can also obtain the following bound: If B1 and B2 are two boxes with
d(B1, B2) ≥ 3e2t, (2.8)
then, for any events A and B with respective supports in the boxes B1 and
B2, we have
Pp,t[A ∩ B] ≤ Pp,t[A]Pp,t[B] +
∑
x∈∂B1,y∈∂B2
Pp,t[Ct(x) ∩ Ct(y) 6= ∅]
≤ Pp,t[A]Pp,t[B] + c5|∂B1||∂B2|e−
d(B1,B2)
2 .
(2.9)
Remark 2.1. All the constants above may depend on t and can be taken
to be non-decreasing in the variable t. This is a direct consequence of the
relation Ct(x) ⊂ Cs(x), if t ≤ s.
2.2 Positive association
A distribution µ on {0, 1}S is said positively associated if, for any bounded
non-decreasing functions f, g : {0, 1}S → [0, 1],
Eµ[fg] ≥ Eµ[f ]Eµ[g], (2.10)
and we call the estimate above the FKG inequality.
Remark 2.2. Notice that, if (2.10) holds for any two non-decreasing func-
tions, the same is true for any pair of non-increasing functions. To verify
this, it is enough to apply (2.10) to 1 − f and 1− g, where f and g are any
two non-increasing functions.
In this section, we prove this property for the measures Pp,t. As an aux-
iliary result, we use the following.
Theorem 2.3 ([13]). Let (Xt)t≥0 be a Markov process with space state {0, 1}S,
where S is a finite set. Assume that the Markov process satisfies
1. |{x : Xt−(x) 6= Xt(x)}| ≤ 1, for all t ≥ 0;
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2. For any non-decreasing function f : {0, 1}S → [0, 1], X0 7→ EX0 [f(Xt)]
is non-decreasing for every t ≥ 0.
If the initial distribution of X0 is positively associated, then the same holds
for every fixed finite time.
With the last theorem, we can conclude that the same type of inequality
holds for majority dynamics.
Proposition 2.4. If A and B are increasing events, then
Pp,t[A ∩ B] ≥ Pp,t[A]Pp,t[B]. (2.11)
Proof. Consider first the case when A and B have finite support. Recall that,
for n ∈ N, Bn = [−n, n]2 and fix m such that supp(A) ∪ supp(B) ⊂ Bm.
Recall that, for x ∈ Z2, Ct(x) denotes the set of points in Z2 whose
opinions are queried when determining ηt(x) and let Cn denote the event
that, for some x ∈ Bm, Ct(x) ∩ Bcn+m 6= ∅. In Ccn, for every x ∈ Bm, ηt(x)
is determined by the initial configuration restricted to Bn+m. We consider
m ≤ n and denote by (ηnt )t≥0 a majority dynamics evolving on the finite
graph B2n. If one uses the same Poisson clocks for both (η
n
t )t≥0 and (ηt)t≥0,
we get
[ηt ∈ A ∩ B] = [ηnt ∈ A ∩B] in Ccn, (2.12)
and the same is true if we replace A∩B by A or B in the expression above.
This implies
Pp,t[A ∩B] ≥ P[ηt ∈ A ∩B,Ccn]
= Pp[η
n
t ∈ A ∩B,Ccn]
≥ Pp[ηnt ∈ A ∩B]− Pp[Cn]
≥ Pp[ηnt ∈ A]Pp[ηnt ∈ B]− Pp[Cn]
≥ Pp,t[A]Pp,t[B]− 3Pp[Cn].
(2.13)
Now, according to Equation (2.4), we have
Pp[Cn] ≤ c2(2n+ 1)2e−n. (2.14)
By taking the limit n→∞, we conclude this first part.
The general case follows the usual proof of the FKG inequality (see The-
orem 2.4 from [12]).
Remark 2.5. We observe that the FKG inequality also holds for the limiting
configuration η∞. For a proof, one uses bounded convergence theorem for the
case when the increasing events have finite support and the usual martingale
convergence approach to conclude the general case.
10
3 Majority dynamics percolation
We now start to study percolative properties of majority dynamics. In
this section, we present some initial results. These are simple facts that
follow mainly from the choice of Z2 as our underlying graph.
We state the results from [10], that consider general two-dimensional site
percolation models.
Theorem 3.1 ([10]). Assume P is a probability measure on {0, 1}Z2 that
satisfies
1. P is invariant under horizontal and vertical translations and axis re-
flections;
2. P is ergodic (separately) under horizontal and vertical translations;
3. P is positively associated;
4. Percolation occurs with positive probability under P.
If all the hypotheses above are satisfied, there exists almost surely exactly one
infinite open component. Besides, any finite set of sites is surrounded by an
occupied circuit with probability one.
This result has some consequences when it comes to majority dynamics.
First of all, for p = 1
2
, symmetry and Theorem 3.1 imply that percolation is
not possible at any fixed time t ≥ 0. This gives us that
pc(t) ≥ 1
2
, for all t ≥ 0. (3.1)
One may also ask whether exceptional times exist in this case, i.e., ask if
(ηt)t≥0 percolates at some random time τ . This corresponds to asking if the
probability
P1/2[ηt percolates, for some t ≥ 0] (3.2)
is positive or not.
If the probability above is positive, there is a positive probability that
this happens before some large time T . Since we know that percolation is
preserved by the dynamics, there is a positive probability that percolation
occurs at time T . By ergodicity, this probability is one, contradicting the
fact that percolation cannot exist at any fixed time.
Theorem 3.1 also allows us to prove some percolative properties of the
asymptotic configuration η∞. Suppose that percolation happens for some
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time t ≥ 0. We already know that percolation occurs for all times s ≥
t. However, our argument does not imply that percolation holds for the
limiting configuration. To conclude this, observe that, if we have percolation
at time t, there exists an infinite open path of vertices x0, x1, x2, . . . . At the
same time, Theorem 3.1 implies that x0 is surrounded by an open circuit
y0, y1, . . . , yk = y0. We have xi = yj, for some i and j. The collection of open
vertices {y0, y1, . . . , yk−1} ∪ {xi+1, xi+2, . . . } forms an stable open structure
and concludes the proof.
3.1 Box crossing functions
We now define the main type of event that we will consider in the rest of
the text. We will focus in understanding basic properties of the box crossing
probabilities.
Given R ⊆ Z2 and two disjoint subsets A and B of R, define the event[
A
R←→ B
]
(3.3)
as the existence of an open path contained in R connecting A to B. Let also
[A←→∞] (3.4)
denote the event that there exists an infinite open path starting at some site
in A.
For m,n ∈ N, define the event H(n,m) as
H(n,m) =
[
{1} × [1, m] Rn,m←→ {n} × [1, m]
]
, (3.5)
where Rn,m = [1, n] × [1, m], the existence of an open crossing of Rn,m con-
necting its left boundary to its right boundary.
We first prove an easy lemma regarding these probabilities.
Lemma 3.2. If supn Pp,t[H(3n, n)] = 1, then limn Pp,t[H(3n, n)] = 1.
Proof. We investigate the collection of events H(3n, n)c. Define the sequence
L0 = n0, and Lk+1 = 3Lk, (3.6)
where n0 will be taken large enough, and consider the probabilities
pk = Pp,t[H(3Lk, Lk)
c]. (3.7)
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Suppose we are in the event H(3Lk+1, Lk+1)
c, and consider the collection
of rectangles
[2xLk + 1, (2x+ 3)Lk]× [1, Lk], x ∈ {0, 1, 2, 3},
[2xLk + 1, (2x+ 1)Lk]× [−2Lk + 1, Lk], x ∈ {1, 2, 3}. (3.8)
Observe that, if all the seven rectangles listed above are crossed in the
hard direction, then we can concatenate these paths and find a hard crossing
of [1, 3Lk+1] × [1, Lk+1]. This implies that, in H(3Lk+1, Lk+1)c, at least one
of the rectangles in (3.8) is not crossed in the hard direction.
Similarly, we can construct another set of seven rectangles along the upper
boundary of [1, 3Lk+1]× [1, Lk+1] with the same property.
The minimum distance between rectangles from the upper and lower chain
is Lk. Union bound and Equation (2.9) imply
pk+1 ≤ 49(p2k + 64c5L2ke−Lk/2), (3.9)
whenever Lk ≥ 3e2t.
Choose n0 ≥ 3e2t large so that p0 ≤ (4 · 49)−1 (see (3.7)) and
492 · 512c5n3e−n/2 ≤ 1
2
, for all n ≥ n0. (3.10)
Suppose that pk ≤ (4 · 49)−12−k and observe that
4 · 49 · 2k+1pk+1 ≤ 4 · 492 · 2k+1(p2k + 64c5L2ke−Lk/2)
≤ 4 · 492 · 2k+1
(
1
16 · 492
1
22k
+ 64c5L
2
ke
−Lk/2
)
≤ 1
2
+ 492 · 512c5L3ke−Lk/2 ≤ 1.
(3.11)
This implies pk ≤ (4 · 49)−12−k, for all k ≥ 0 and that Pp,t[H(3n, n)c]
converges to zero along the subsequence Lk.
Now, given n ∈ N large, consider k with
Lk ≤ n < Lk+1. (3.12)
With a concatenation using the rectangles described in (3.8), we get
Pp,t[H(3n, n)
c] ≤ 7Pp,t[H(3Lk, Lk)c] (3.13)
and conclude the proof.
The main result regarding crossing probabilities is Russo-Seymour-Welsh
theory.
Theorem 3.3. If infn Pp,t[H(n, n)] > 0, then, for all λ > 0, we also have
infn Pp,t[H(λn, n)] > 0.
The proof follows the same steps from [19] and we omit it here.
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4 Criticality regime of Pp,t
This section is devoted to the proof of Theorem 1.1. The proof is based
on the understanding of the supercritical phase. We first consider the values
of p and t where percolation occurs and study crossing functions in this case.
Then we conclude the proof of Theorem 1.1.
The first theorem states that crossings are very likely if percolation occurs.
Theorem 4.1. If Pp,t[η percolates] > 0, then, for every λ > 0,
sup
n
Pp,t[H(λn, n)] = 1. (4.1)
Also, limn Pp,t[H(λn, n)] = 1.
The proof of this theorem is split into several lemmas. The first lemma
considers crossings of squares.
Lemma 4.2. Assume that Pp,t[η percolates] > 0. Then
inf
n
Pp,t[H(n, n)] > 0. (4.2)
Proof. Notice initially that
Pp,t [(0, 0)←→∞] > 0. (4.3)
Indeed, assume this was not the case and that the probability above equals
zero. By translation invariance, the same would apply for all points (x, y) ∈
Z
2. Union bound would give
Pp,t[η percolates] ≤
∑
(x,y)∈Z2
Pp,t [(x, y)←→∞] = 0, (4.4)
contradicting our hypothesis that this probability is positive.
For n ∈ N, we consider the event
Arightn =
[
(0, 0)
Bn←→ {n} × [−n, n]
]
, (4.5)
where Bn = [−n, n]× [−n, n]. By rotation invariance, we have
Pp,t [(0, 0)←→∞] ≤ 4Pp,t[Arightn ]. (4.6)
Now, FKG inequality and symmetry imply that
Pp,t[H(2n+ 1, 2n+ 1)] ≥ Pp,t[Arightn ]2 ≥
1
16
Pp,t [(0, 0)←→∞]2 , (4.7)
concluding the lemma.
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For m ≤ n, we consider events of the form
Circ(m,n) =


there exists an open circuit
surrounding [−m,m]2
and contained in [−n, n]2

 , (4.8)
Proposition 4.3. Assume infn Pp,t[H(n, n)] > 0. There exist positive con-
stants c6 and c7 such that, for any m ≤ n9 ,
Pp,t[Circ(m,n)
c] ≤
( n
m
)−c6
+ c7e
−c7m. (4.9)
Proof. Let J = {j ≥ 0 : m ≤ 3jm ≤ 3j+1m ≤ n} and observe that |J | ≥
⌊ 1
log 3
log
(
n
m
)⌋ ≥ 2.
By Theorem 3.3, we have
inf
n
Pp,t[H(3n, n)] = c > 0, (4.10)
and this implies, as a simple consequence of FKG inequality,
Pp,t[Circ(3
jm, 3j+1m)] ≥ c4. (4.11)
Observe now that
Circ(m,n)c ⊆
⋂
j∈J
Circ(3jm, 3j+1m)c. (4.12)
Consider the events A = Circ(m, 3m) and B = ∩j∈J,j≥2Circ(3jm, 3j+1m).
While A depends on the configuration only inside [−3m, 3m]2, B is deter-
mined by the configuration outside [−9m, 9m]2. We can then apply (2.7) to
conclude that
Pp,t[Circ(m,n)
c] ≤ Pp,t
[⋂
j∈J
Circ(3jm, 3j+1m)c
]
≤ Pp,t[Circ(m, 3m)]Pp,t[B] + c4m2e−m/2
≤ (1− c4)Pp,t[B] + c4m2e−m/2.
(4.13)
We now proceed inductively to bound the probability of B in the same
way. Finally, we obtain
Pp,t[Circ(m,n)
c] ≤ (1− c4)⌊ |J|2 ⌋ +
( ∞∑
j=0
(1− c4)j
)
c4m
2e−m/2
≤
( n
m
)−c6
+ c7e
−c7m,
(4.14)
by a suitable choice of constants. This concludes the proof.
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Corollary 4.4. Assume infn Pp,t[H(n, n)] > 0. There exist positive constants
c8 and γ such that, for all n ≥ 0
Pp,t[Circ(
√
n, n)c] ≤ c8n−γ. (4.15)
Now we prove that, if percolation occurs, the probability that a square
is crossed actually converges to one as the size of the square grows. This
implies Theorem 4.1 for values λ ≤ 1.
Lemma 4.5. If Pp,t[η percolates] > 0, then
lim
n
Pp,t[H(n, n)] = 1. (4.16)
Proof. Let Bn = [−n, n]2 and denote by A(n) the event that the annulus
Bn \B⌊√n⌋ has an open crossing connecting the inner boundary to the outer
boundary.
The event [η percolates] is translation invariant and, by hypothesis, it has
positive probability. This implies that Pp,t[η percolates] = 1, and we obtain
limn Pp,t[A(n)
c] = 0, since the probability that there exists some vertex inside
B⌊√n⌋ that belongs to the infinite cluster converges to one as n grows, and
this last event is contained in A(n).
Define Aright(n) as the event where the open crossing contained in the
annulus Bn \B⌊√n⌋ connects the inner boundary to the right outer boundary
{n} × [−n, n]. By FKG and rotation invariance, we get
Pp,t[A(n)
c] ≥ Pp,t[Aright(n)c]4, (4.17)
so that
lim
n
Pp,t[A
right(n)] = 1, (4.18)
since limn Pp,t[A(n)
c] = 0.
Now, in order to obtain a crossing connecting the left boundary to the
right boundary of [−n, n]2, it is enough that Aright(n), Aleft(n) (defined anal-
ogously, but connecting to the left outer boundary) and Circ(
√
n, n) hold.
By FKG inequality, we obtain
Pp,t[H(2n+ 1, 2n+ 1)] ≥ Pp,t[Aright(n)]2Pp,t[Circ(
√
n, n)]. (4.19)
Finally, Corollary 4.4 and (4.18) imply that the right-hand side of the equa-
tion above converges to one as n grows, concluding the proof.
We are now ready to conclude the proof of Theorem 4.1.
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Figure 1: The events A
k,k/2
n and A¯kn.
Proof of Theorem 4.1. Fix k ∈ N even and, for n ≥ k, partition the interval
[1, n] into k subintervals Ik,in = (i
n
k
, (i + 1)n
k
], for i = 0, . . . , k − 1. Here we
ignore divisibility issues and assume that all the intervals Ik,in have the same
size.
Define the events
Ak,in =
[
{1} × [1, n] Rn,n←→ {n} × Ik,in
]
, (4.20)
where Rn,n = [1, n]
2, see Figure 1. We claim that limn Pp,t[A
k,k/2
n ] = 1.
To prove this, first notice that, by FKG inequality,
k−1∏
i=0
(1− Pp,t[Ak,in ]) =
k−1∏
i=0
Pp,t[(A
k,i
n )
c] ≤ Pp,t[H(n, n)c]→ 0. (4.21)
Hence,
lim
n
(
max
i
Pp,t[A
k,i
n ]
)
= 1. (4.22)
For k = 2, we have Pp,t[A
2,0
n ] = Pp,t[A
2,1
n ] and the limit above is reduced to
limn Pp,t[A
2,1
n ] = 1.
Set
A¯kn =
[
{1} × [1, 2n] Rn,2n←→ {n} × Ik,k/2n
]
, (4.23)
where Rn,2n = [1, n]× [1, 2n] (see Figure 1). Let us now verify that, for each
k ≥ 2, limn Pp,t[A¯kn] = 1.
Let Ak,in (x, y) denote the event A
k,i
n translated by the vector (x, y), i.e.,
Ak,in =
[
{x+ 1} × (y + [1, n]) (x,y)+Rn,n←→ {x+ n} × (y + Ik,in )
]
, (4.24)
then ⋃
i≤ k
2
−1
Ak,in
(
0,
(
k
2
− i
)
n
k
)
⊆ A¯kn. (4.25)
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2n
Figure 2: On the left, the inclusion Ak,0n
(
0, n
2
) ⊆ A¯kn, and, on the right, the
intersection A¯kn ∩ A2,1n .
See Figure 2 for an example of the inclusion above in the case i = 0.
The inclusion (4.25) implies
lim
n
Pp,t[A¯
k
n] ≥ lim
n
Pp,t

 ⋃
i≤ k
2
−1
Ak,in
(
0,
(
k
2
− i
)
n
k
)
≥ lim
n
max
i≤k/2−1
Pp,t[A
k,i
n ] = 1.
(4.26)
Now, simply observe that, using a concatenation argument (see Figure 2),
we can conclude that A
k,k/2
n ⊇ A¯kn ∩ A2,1n . This implies the claim, since the
probabilities of both events in the intersection converge to one.
To conclude the theorem it is enough to consider λ = 2. Fix ǫ > 0, and
choose k ∈ 2N large such that
k−c6 ≤ ǫ
2
, (4.27)
where c6 is given by Proposition 4.3. Choose n0 ≥ 9k such that, for all
n ≥ n0,
Pp,t[A
k,k/2
n ] ≥ 1− ǫ and c7e−c7
n
k ≤ ǫ
2
, (4.28)
where c7 is given by Proposition 4.3.
For this choice of k and n0, Proposition 4.3 implies, for n ≥ n0,
Pp,t
[
Circ
(n
k
, n
)c]
≤ ǫ. (4.29)
Finally, by considering suitable translations and reflections of the events
Circ
(
n
k
, n
)
and A
k,k/2
n , that we represent with a drawing, we can apply FKG
18
inequality to obtain
Pp,t[H(2n, n)] ≥ Pp,t


2n
n
n


≥ Pp,t[Ak,k/2n ]2Pp,t
[
Circ
(n
k
, n
)]
≥ (1− ǫ)3,
(4.30)
for any n ≥ n0. Since the choice of ǫ is arbitrary, the result follows.
Our next lemma gives a sufficient condition for percolation. The proof of
this criterion follows the same steps of Lemma 3.2.
Lemma 4.6. Given T , there exist ǫ > 0 and n0 ∈ N such that if
Pp,t[H(4n, n)] ≥ 1− ǫ, (4.31)
for some t ∈ [0, T ], p ∈ [0, 1] and n ≥ n0, then
Pp,t[η percolates] > 0. (4.32)
Proof. Define ǫ = (4 · 142)−1, and let n0 ≥ 3e2T be such that
100c5n
2e−n ≤ n
−1
8 · 144 , (4.33)
for all n ≥ n0, where c5 = c5(T ) is the constant in (2.9).
Assume that Pp,t[H(4n, n)] ≥ 1− ǫ, for some n ≥ n0, define the sequence
L0 = n, and Lk+1 = 4Lk, (4.34)
and consider the probabilities
pk = Pp,t[H(4Lk, Lk)
c]. (4.35)
Suppose we are in the event H(4Lk+1, Lk+1)
c, and consider the collection
of rectangles
[2xLk + 1, (2x+ 4)Lk]× [1, Lk], x ∈ {0, 1, 2, 3, 4, 5, 6, 7},
[2xLk + 1, (2x+ 1)Lk]× [−3Lk + 1, Lk], x ∈ {1, 2, 3, 4, 5, 6}.
(4.36)
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If all the fourteen rectangles above are crossed in the long direction,
then we can concatenate these paths and find a long crossing of [1, 4Lk+1]×
[1, Lk+1].
We conclude that, inH(4Lk, Lk)
c, at least one of the rectangles in (4.36) is
not crossed in the long direction. Similarly, another set of fourteen rectangles
can be constructed along the upper boundary of [1, 4Lk+1] × [1, Lk+1] with
the same property.
The minimum distance between rectangles from the upper and lower chain
is 2Lk. Union bound and Equation (2.9) imply
pk+1 ≤ 142(p2k + 100c5L2ke−Lk). (4.37)
By assumption, p0 ≤ (4 · 142)−1. Suppose, by induction, that pk ≤
(4 · 142)−12−k and estimate
4 · 142 · 2k+1pk+1 ≤ 4 · 144 · 2k+1(p2k + 100c5L2ke−Lk)
≤ 4 · 144 · 2k+1
(
1
16 · 144
1
22k
+ 100c5L
2
ke
−Lk
)
≤ 4 · 144 · 2k+1
(
1
16 · 144
1
22k
+
L−1k
8 · 144
)
≤ 1
2
+ 2k+1
L−1k
2
≤ 1.
(4.38)
This implies pk ≤ (4 · 142)−12−k, for all k ≥ 0.
Let us now verify that Pp,t percolates. Consider, for each k, the rectangles
in (4.36). Since ∑
k
14pk <∞, (4.39)
by Borel-Cantelli Lemma, there exists k0 such that, for all k ≥ k0, every
rectangle is crossed in the hard direction by an open path. Concatenating
these paths allows us to construct an infinite open path and concludes the
proof of the lemma.
Our next proposition says that set P introduced in (1.5) is an open subset
of [0, 1]× [0,∞).
Proposition 4.7. If Pp,t[η percolates] > 0, then there exists δ > 0 such that
Pp−δ,t−δ[η percolates] > 0. (4.40)
Proof. Let ǫ > 0 and n0 ∈ N be the values given by Lemma 4.6 if we set
T = t.
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Use Theorem 4.1 to find n ≥ n0 such that
Pp,t[H(4n, n)
c] ≤ ǫ
3
. (4.41)
Now, if δ > 0 is small enough, we have
Pp,t−δ[H(4n, n)c] ≤ Pp,t[H(4n, n)c] + Pp
[
ηt−δ(x) 6= ηt(x),
for some x ∈ [1, 4n]× [1, n]
]
≤ ǫ
3
+
ǫ
3
=
2ǫ
3
.
(4.42)
Finally, observe that p 7→ Pp,t−δ[H(4n, n)c] is a continuous function. This
implies that, for δ˜ > 0 small, we have
Pp−δ˜,t−δ[H(4n, n)
c] ≤ ǫ. (4.43)
An application of Lemma 4.6 implies the result.
We are now ready to conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. Assume that, for some t ≥ 0, we have
Ppc(t),t[η percolates] > 0. (4.44)
Proposition 4.7 implies that
Ppc(t)−δ,t−δ[η percolates] > 0. (4.45)
Moreover, since percolation is preserved by the dynamics, the same is true
for the measure Ppc(t)−δ,t, a contradiction with the definition of pc(t).
5 Critical percolation as a function of t
We now focus on how pc(t) varies with t. We first prove Theorem 1.3,
that says pc(t) is a continuous function of t. Then, we present the proof of
Theorem 1.2.
Proof of Theorem 1.3. Since t 7→ pc(t) is non-increasing, the lateral limits
pc(t+) = lim
s→t+
pc(s) and pc(t−) = lim
s→t−
pc(s) (5.1)
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exist and are finite for all t ≥ 0. To conclude the proof, it suffices to verify
that they coincide with pc(t).
We first check that pc(t−) = pc(t). Assume, by contradiction, that
pc(t−) > pc(t) and choose p ∈ (pc(t), pc(t−)). We apply Proposition 4.7
and conclude that, since
Pp,t[η percolates] > 0, (5.2)
we have
Pp,t−δ[η percolates] > 0, (5.3)
contradicting the fact that p < pc(t−) ≤ pc(t− δ).
We now verify that pc(t+) = pc(t). We construct a coupling (ξ, ξ¯) with
respective marginal distributions Pp+δ,t+δ and Pp+δ+δ′,t, with δ
′ = (1 − p −
δ)(1− e−δ) > 0, such that ξ ≤ ξ¯.
Let P = (Px)x∈Z2 be a collection of independent Poisson clocks with rate
one and ξ0 be an initial configuration with density p + δ. The configuration
ξ is obtained by running the graphical construction presented in Section 2
with ξ0 and P up to time t + δ. As for ξ¯, we begin with ξ0, and between
times zero and δ, when a clock Px rings, we set the entry of x equal to 1.
From time δ up to t+ δ, we simply perform majority dynamics. It is easy to
verify that the coupling satisfies all the required properties.
Fix p = pc(t+) and use the coupling above. For δ > 0, we have p + δ >
pc(t+ δ), and hence
Pp+δ+δ′,t[η percolates] = Pcoupling[ξ¯ percolates]
≥ Pcoupling[ξ percolates]
= Pp+δ,t+δ[η percolates] > 0.
(5.4)
This implies
pc(t) ≤ pc(t+) + δ + δ′, for all δ > 0. (5.5)
Taking the limit δ → 0 yields the result.
The remaining of the section is devoted to the proof of Theorem 1.2.
Proof of Theorem 1.2. We use Aizemann-Grimmett Theorem (Theorem 1
of [1] and Theorem 2 of [3]) to obtain a strict inequality. For every t > 0, we
will define an essential enhancement.
First, we partition the sites of Z2 in two sets
A =
{
(x, y) ∈ Z2 : x+ y is even} and B = Z2 \ A. (5.6)
We will define an enhancement only for the sites in A (see Remark 5.1
as to why the enhancement theorem applies in this case). According to
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the graphical construction in Section 2, each site of Z2 has a Poisson clock
associated to it. The distribution of the first time a clock rings in a given
site x ∈ Z2 is a random variable Tx ∼ Exponential(1). For every site x ∈ B,
we write Tx as the sum of four i.i.d. random variables (this is possible since
the exponential distribution is infinitely divisible) and associate each one of
these variables to a neighboring site of x. Each site y ∈ A will have four
random variables associated to it, one from each of its neighboring sites in
B. These random variables together with Ty will determine whether the
enhancement at y is activated or not: If Ty < t and all the four random
variables associated to y are larger than t the enhancement is activated at y.
When the enhancement is performed at y, we change the configuration at y
to a 1 if in the original configuration at least three of its neighbors are a 1.
Aizemann-Grimmett Theorem implies that
penhc < p
site
c . (5.7)
Hence, it is enough to verify that
pc(t) ≤ penhc . (5.8)
Fix p ∈ (penhc , psitec ) and let {x0, x1, . . . } be an infinite open path for the
enhanced configuration. Let us prove that, for some j ≥ 0, {xj , xj+1, . . . } is
an open collection of sites for ηt.
We may partition the infinite open path in chains {xi, xi+1, . . . , xi+k},
k ≥ 0, in which no site was enhanced and such that both xi−1 and xi+k+1
have their enhancements performed. We choose j as the first positive index
whose enhancement is performed. Each of the chains {xi, xi+1, . . . , xi+k}
cannot be destroyed before time t, since the first and last sites of the chain
have a first clock ring only after time t and each site in the middle cannot
change opinion. As for the enhanced sites, they have a clock ring before time
t, all the neighboring sites have the first clock ring after time t and they can
change into a one. This implies that every enhanced site is open at time t.
In particular, pc(t) ≤ p and hence (5.8), concluding the proof.
Remark 5.1. The enhancement used here does not fit the exact hypotheses
from Theorem 2 of [3]. The only difference is that, while in [3] the enhance-
ment is performed on all sites, here we only use sites in A (see (5.6)). It is
necessary to verify that the proof given in [3] still holds in this case. The
central argument relies on the fact that one can locally modify the configu-
ration to pass from p-pivotal to enhancement-pivotal sites. In our case, this
argument works for sites in A. When considering a p-pivotal site in B, using
the same argument with minor modifications, one can verify that it is pos-
sible to locally modify the configuration so that one of the neighbors of the
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p-pivotal site turns into an enhancement-pivotal site. With this in hands,
the proof of the enhancement theorem follows the same steps of [3].
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