Input data for many machine learning applications are often categorical and contain multiple fields. A common feature representation for such categorical data is one-hot encoding, which expresses data instances as high-dimensional sparse binary vectors. Given this encoding machine learning models, such as logistic regression or boosted trees, are trained. However, the following problems occur when dealing with large-scale data sets: (i) The binary feature space is sparse yet extremely large, which can require a large amount of computational resources. (ii) Models based on such a feature representation will typically need to be re-trained in order to keep up-to-date with any changes in the data distribution. (iii) The one-hot feature representation provides little generalisation ability. In this paper, we propose counting features, a novel statisticsbased feature engineering paradigm, to address the above problems. Mathematically, we show a deterministic relationship between the optimal regression parameters of counting features and one-hot binary features. Then, in the context of click-through rate estimation in online advertising, we demonstrate that counting features indeed bring better generalisation ability. Our experiments on real-world large-scale datasets demonstrate that, despite their compressed nature, the proposed counting feature engineering outperforms the one-hot binary encoded features in various cases such as cold start training and cross-campaigns training.
INTRODUCTION
In many learning applications, e.g., web search, recommender systems and online advertising, the features of input data are categorical [13] . That is, multiple fields form the feature set and for each field there is a set of possible categories. For example, for the field City, there could be more than 10 4 different categories, e.g., London or Paris, in a dataset. An example of such a categorical data set is provided in Table 1 .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. DLP-KDD'19, August 5, 2019, Anchorage, AK, USA © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6783-7/19/08. . . $15.00 https://doi.org /10.1145/3326937.3341260 A standard feature engineering paradigm for representing such categorical data in a mathematical model is one-hot encoding, in which each category in each field is treated as a distinct dimension of the feature space. Each field is represented as a sparse binary vector whose dimension is equal to the number of unique categories in the field. Each element of this vector represents a specific category of the field, and is set to 1 only for those data instances of which this field is specified as the corresponding category. For the City field example, if the category London is assigned with index of 3, then for any data instance with field City:London, the one-hot encoded binary feature for its City field is (0, 0, 1, 0, . . . , 0) (1×10 4 ) . Given such a sparse binary vector for each field, the final feature vector is obtained through the concatenation of each such "field-wise" binary feature vector.
However, such one-hot feature encoding method causes the following inevitable problems when encountering the "3Vs challenges" of the big data [6] . Volume: The dimensionality of the binary feature vector is extremely large, which imports the curse of dimensionality and requires much computational resource. Velocity: Most machine learning models based on such a feature representation need to be re-trained with the latest data in order to keep up-to-date with any changes in the data distribution. Variety: The one-hot feature representation provides little generalisation ability.
In this paper we address these problems through the construction of a simple non-sparse feature transformation of categorical data. We refer to the corresponding feature representation as counting feature representation. Instead of indexing each unique category of a field as a new binary feature, counting features are continuous statistical values on the field level. Specifically, we use some statistics, such as frequency or average of the target value, to represent the category of the field. These numerical values, while preserving critical statistics of the data, make the categories meaningful and allow for comparison between them. It also dramatically reduces the dimensionality of the feature representation.
We establish in theory the deterministic relationship between coefficients of the proposed counting features and that of the sparse binary one-hot features for (generalised) linear regression problems. This relationship shows that counting features can be calculated by a linear/non-linear transformation on the binary features, which compresses information and reduces dimensionality. Furthermore, we prove that the optimal coefficients of counting features are also associated to that of binary features through a non-linear deterministic mapping.
We investigate the performances of linear regressions trained on binary and counting features in a clean environment based on synthetic data, where counting features demonstrate significant effectiveness in handling cold start and data drift problems. Later in the context of practical online advertising for click-through rate (CTR) estimation [22] , the logistic regression and the boosted trees models [9] based on counting features are investigated. Our experiments on two real-world large-scale online advertising datasets confirm that despite its compressed representation, the performance of counting features is highly comparable to that of binary features. In the context of cross-campaign cold-start CTR prediction, we demonstrate that the counting features indeed bring better generalisation ability to the learning models due to the lower dimension and higher stability of the representation, which partly solves the cold-start training task with data drift problems across campaign and over time in online advertising.
RELATED WORK
CTR Estimation is a crucial machine learning task in online performance-driven advertising. With the binary click response as target and the context information as features, CTR estimation is formalised as a standard regression problem. The authors in [20] make use of logistic regression for CTR estimation. In [22] a boosted tree method is considered, and superior performance was obtained in comparison to the linear models. The practical engineering aspects of CTR estimation on complex huge real-world datasets, as well as the performances of traditional machine learning models, are discussed in [12] . Recently, the authors of [9] combine decision trees and logistic regression together, using decision trees to construct a non-linear transformation of the original feature space, and then applying logistic regression to this transformed feature space. The empirical results in [9] indicate that such an approach can provide a significant improvement in model performance. In our study, we will refer the GBRT model in [9] , but rather than binary features they use, we will apply GBRT model on counting features.
Feature Engineering is common in machine learning [21] . A good feature engineering solution would produce a more flexible and meaningful feature space. In [9] , the high-dimensional binary feature space is transformed into a low-dimensional space using decision trees. In our paper, different from the majority research work in CTR prediction model design and optimisation, we focus on a more fundamental problem, i.e., how to prepare a better feature space from the categorical data for effective model training. There are some implementations of building historical features mentioned CTR estimation tasks [9, 11] . Compare to them, our work is a comprehensive investigation on counting features from both theoretic and practical aspects with various scenarios.
Transfer Learning is different from a classic machine learning setting, where the difference between training and testing datasets is ignored. In real world, the training and prediction stages normally suffer from the problem of data drift [18] . In [16] , the authors make a detailed discussion on transfer learning focusing on categorising transfer learning for classification problems. When the source and target tasks are the same and the source and target domains are different, domain adaptation is considered [5, 15] . In [2] the domain adaptation problem in sentiment classification is discussed. No labelled data for the new domain is needed, cross-domain prediction is solved based on the assumption that the source and target domains only share a part of the features, so the difference between the two domains can be solved by minimising the distances between the two domains. The work in [7] gives an example of the method parameter transfer, which aims to discover the shared parameters or priors between the source and target domains. This approach is based on the assumption that the marginal distribution of feature spaces for target-domain and source-domain are similar, and also conditional probabilities ought to be similar.
The approach of this paper is based on the assumption that tasks of old and new campaigns are the similar, which are binary regressors; however, the domains of the two will be distinct due to different data distribution and feature sets.
COUNTING FEATURES 3.1 Introduction to Counting Features
In order to handle the "3Vs challenges" of big data [6] , a feature scheme should meet the requirements of volume, velocity and variety. Volume: The feature space should be of low dimension and the number of features should have no strong relationship with the amount of data instances. As such, there will be few new features introduced into the model when observing more and more data instances. Velocity: The feature representation should be robust to changes to the data distribution, and hence model performance should also be robust to any such changes. Variety: The feature space should provide generalisation capabilities, allowing models to make informed predictions in previously unseen parts of the feature space, or parts of the feature space that contain small amount of data. An important example is real-time systems, for which the model should generalise to new forms of data instance, such as previously unseen categories.
In order to meet the above three requirements, we propose the concept of counting features, which departs from the traditional one-hot sparsely encoded binary features. Counting features are essentially field-wise statistical features, i.e., certain statistics of the data for some or all of the fields. For example, one such feature may be the frequency of the data which has the same category for the Gender field, the average target value of the data instances which have the same category for the City field.
Given a data instance, the one-hot binary encoding of that instance can be written in the form,
for which x ⊤ b,m is the one-hot encoding of the m th field, m = 1, ...., M. Given N data points, x 1 b , ..., x N b , we write the one-hot encoding of these instances in matrix notation, with Similarly, we denote the target value of the N data points by, y 1 , ..., y N , and use Y to denote the N -dimensional vector of these target values. Given F counting functions, f 1 (·), ..., f F (·), for each f k : {0, 1} p → R q , where p represent the dimensions of the one-hot binary encoding of a field and q the dimension of the corresponding counting encoding of that field, the counting feature encoding of a one-hot binary feature vector, x b , is given by,
with
for m = 1, ..., M. Given M fields and F field-wise counting functions, there are only M × F counting features in total, which has no relationship with the amount of training data or the number of unique categories in each field. Such a feature scheme therefore naturally meets the volume requirement.
Several examples of counting function are the frequency counting function,
which measures the frequency with which a category is observed in a field, the average target value function,
which measures the average value of the target function across data instances which contain the given category in the given field, and, similarly, the averaged squared target value function,
Other counting functions includes quantiles and mode etc. Note that the summation over the data set in Eqs. (5, 6 & 7) can be calculated once and for all and stored in memory. The evaluation of these counting functions can then be done in O(1) time. Furthermore, in situations where the data is arriving through a real-time data stream, such as online programmatic advertising, it is possible to update these quantities in O(1) time. Counting features are therefore amenable to real-time situations. An example of a counting feature vector associated with the data given in Table 1 , which contains four fields of categorical data, Gender, Weekday, City and Browser.
Applying the counting functions, f freq (v m ) and f avg (v m ), to each field v m of the data, then the 4 th data instance in Table 1 (denoted *) is expressed as a counting feature vector of the form,
Note that the dimensionality of one-hot sparse binary features will change when, say, there is a new city recorded in the dataset, but the dimensionality of the counting features will remain constant. As a special case, when the target value y is binary, i.e., y ∈ {0, 1}, the frequency counting function f freq (v m ) and averaged target value function f avg (v m ) will be sufficient statistics [19] of the model for target values, thus other statistics such as the standard deviation, quantiles are determined given the frequency and averaged target value in binary cases.
Moreover, with much lower dimension, the proposed counting features have the advantages of the unified and constant feature space compared to the one-hot encoded binary features, thus problem of feature space discrepancy between two data instances with one-hot features does not exist in counting features. In addition, according to [10] , each pair of lower-dimensional random vectors tend to have a higher cosine/pearson correlation, hence reduce the feature variety. Another nice property of the resulting lowerdimensional feature spaces is the fact that the resulting models are much easier to handle when it comes to 'debugging' unexpected outputs, which matters in practice.
A severe problem with models based on a one-hot sparse feature encoding is that they frequently need to be retrained, i.e., updating the model coefficients, to keep up-to-date with changes in the data distribution. For instance, in the case of CTR estimation a unique identifier of an advertising campaign is often converted into a one-hot encoding and then used as a feature in the model. Campaigns usually run for only a relatively short period of time, and new campaigns typically start on a daily basis. Models built on a one-hot feature encoding will be unaware of the existence any new campaigns until data instances of these new campaigns are seen in the training data, and this requires models to be retrained multiple times a day. By contrast, given that the counting feature functions are incrementally updated in real-time, then the counting features will remain up-to-date with changes in the data distribution (without updating the model coefficients). Furthermore, as counting features generalise across the categories of a field, then a model based on counting features can make meaningful predicitions on data instances which contain categories that were not present in the training data. Given that the counting features of the new categories are not anomalous in comparison to the distribution of counting features over which the model was trained, then one would expect the model performance to be good on these new instances. In this manner counting features address the velocity and variety requirements of big data feature engineering.
In summary, counting features are a novel field-wise statistical feature engineering paradigm which satisfy the aforementioned "3Vs" of big data feature engineering. We will discuss on its mathematical properties and empirical performance in the rest of the paper.
Relation to Binary Features
In this section we present a mathematical relationship between the optimal linear regression coefficients (weights) of a sparse binary one-hot feature encoding and a counting feature encoding. We consider linear regression so that an analytic solution for the coefficients can be obtained and the relationship can be clearly observed. The assumption in this section is that there is a single counting feature for each field in the data. The extension of the result to multiple counting fields is trivial. Theorem 1. Suppose we are given a set of one-hot binary features, X b ∈ R N ×D . Additionally, suppose we are given a set of counting features, X c ∈ R N ×M , constructed from the one-hot binary features, with M the number of distinct fields in the data set. Suppose that the one-hot binary features and the counting features are related through the mapping,
Suppose that w b ∈ R D and w c ∈ R M are the optimal weights of the linear regressions problems, respectively,
Provided that
T are both invertible, then the optimal linear regression parameters of the one-hot binary features and the counting features satisfy the relation,
Proof. The optimal weights of the regression problem (9) satisfy the standard relation,
Likewise, the optimal weights of the regression problem (10) are given by
From (12), we have that (14) can be written in the equivalent form,
We note that the form of one-hot binary features infers that it is always possible to write the relationship between counting features and binary ones in the form (8) . In particular, defining T ∈ R N ×M such that T n,m = f (x n b,m ), for m = 1, ..., M and n = 1, ..., N , it follows that (8) holds. Hence the result in Theorem 1 will always hold.
Learning Models with Counting Features
Consider the example of click-through rate prediction [8, 12] , it is necessary to predict whether a user clicks an ad or not. In this case the target variable, y ∈ {0, 1}, denotes whether the user clicked on the ad: y = 1 if clicked, and the features, x, contain information such as the users' previous browsing history, the content of the website etc. Based on counting features representation of the data it is possible to learn a logistic regression model (LR) [12] that directly models the probability that the user will click on the ad,
and P LR (y = 0|x c ) = 1 − P LR (y = 1|x c ). Equally, with counting features it is possible to build other models, such as tree-based models. Compared with binary features, the continuous space of counting features naturally accommodates the space-splitting-based techniques of tree-based models.
We use gradient boosting regression trees (GBRT) [4] to obtain a non-linear CTR prediction model. Starting with an initial regression tree, the GBRT algorithm incrementally builds a collection of regression trees. After G iterations there will be G trees in the collection, and the GBRT regressor will take the form,
where д k (x c ) denotes the prediction of the k th tree on x c . At each stage of the algorithm a new tree is learnt by minimising the square of the residuals between the target variables and the predictions given by the current GBRT regressor. More details of the GBRT method can be found in [4, 9] . As will be discussed in Section 6.2, the performance of GBRT with counting features is highly comparable to that of LR and GBRT with binary features measured by area under the curve (AUC), which further verifies the effectiveness and rationality of counting features.
SYNTHETIC DATA EMPIRICAL STUDY
In this section, we perform an empirical study on comparing the machine learning models based on binary and counting features using synthetic data. With the synthetic data, we could create a clean test environment to get rid of various noise in different realworld scenarios to better study the properties of counting features. Specifically, we study the properties of the learning models on counting features in cold start and data drift tasks, respectively.
Cold Start Study
In this experiment, we study the cold start problem [14] , where the data instance number is not sufficiently higher than the number of binary features (i.e. the total categories). The number of fields is set to be 3, as for the number of categories in each field, it is to be tuned and denoted as z. There is a fixed size of training and test dataset in this experiment, each contains 10,000 instances. For each data instance, the categories of the 3 fields are uniformly sampled from z categories 1 regression models on test data with binary features (X test b , Y test ) and counting features (X test c , Y test ). Figure 1 shows the models' prediction performance on test data against z. It can be observed that the estimation performance improvement of the counting feature trained model is much more significant than that of the binary feature trained one as the number of categories per field increases. The reason is that as the category number in each field increases, the binary feature number increases as well, which means more training instances are needed to learn a well-trained model. However, in the setting, the number of training instances is fixed to 10,000. Therefore the performance of binary feature trained model works unsatisfactory and just slightly better than the random guessing baseline as the number of category in each field increases. By contrast, the number of counting features does not increase; its values (i.e., frequency and averaged target value) are denser and more diverse when the categories number increases, which helps counting feature trained model to achieve better performance.
Data Drift Study
Different from the cold start setting, in this experiment the training instances are sufficient. The number of training instances is set to as 10 times as that of the binary features. In addition, the weight vectors of training and test data are sampled from two Gaussian distributions with different means (0.1 and 0.5) and variances (1 and 2), which means the average target value of each category is different. Moreover, the frequency distributions of the categories in each field are also different on two datasets. For the training data, we generate the categories by a uniform distribution, while for the test data we generate the categories by a linear distribution, i.e., the probability of generating each category is proportional to its index number. Again, we change the number of categories in each field and check the performances of two models. As can be observed, in this data drift test, counting feature trained model consistently outperforms the binary feature trained one, which verifies that the low-dimensional counting features help build the model with higher generalisation ability. As the number of categories in each field increases, although both models perform better as there are richer feature representations and sufficient training instances, the improvement of counting feature trained model gets more significant than that of the other, which verifies the robust effectiveness of counting features on transferring knowledge from drifted data distribution.
From the discussions of Sections 3 and 4 the comparison between binary and counting features can be summarised in table 2.
PRACTICE ON AD CTR ESTIMATION
In this section, we discuss a practical application where the proposed counting feature representation would demonstrate its effectiveness of compact representation, efficient updating and high generalisation across different domains. Then detailed experiments are provided in Section 6.
Zero-Shot Cross-Campaign CTR Estimation
As discussed in [3] , many traditional machine learning algorithms and models can be only used under the assumption that the training and test datasets are generated from the same distribution and with the same feature space, which is, however, rare in practice. When the distribution changes, the model needs to be re-trained with new data to keep up-to-date. In the context of online advertising with different ad campaigns, it is expensive and time-consuming to perform random ad display to collect the user click data and then train an initial ad click-through rate (CTR) model. In this case, transfer learning is needed which can borrow the knowledge learned from previous ad campaigns and apply to new campaigns to increase the efficiency for CTR prediction and decrease the cost of training new models. According to [17] , however, the user behaviour across different campaigns are quite different. For example, a football sneaker campaign is probably preferred by young male users while lipstick campaign is only interesting to female users; a London tourism ticket campaign is only popular among UK users while such users will not get interested in a campaign of Shanghai hotel. It is nontrivial to perform knowledge transfer from a well-studied campaign to a new one.
At first, using the definitions in [16] , for the source domain, we specify the data of a well-studied campaign as X s = {x s 1 , x s 2 , ..., x s n }, with each instance sampled from a p.d.f. p s (x), and the corresponding user click feedback as Y s = {y s 1 , y s 2 , ..., y s n }. Assuming the data has already been processed by a certain feature engineering and X s is encoded with feature representation. The learning model on the source data is denoted as p θ (y s |x s ), which is parameterised by θ . Similarly, for the target domain, the data of a new campaign is denoted as X t = {x t 1 , x t 2 , ..., x t n }, with each instance sampled from a p.d.f. p t (x), and its feedback as Y t = {y t 1 , y t 2 , ..., y t n }. The prediction model is denoted as p ϑ (y t |x t ), with another parameter ϑ.
From the above discussion, both the distributions of the data X s and X t and the true prediction models p θ (y s |x s ) and p ϑ (y t |x t ) are quite different from its counterparts. If we could find a good feature representation of the data f (x) such that the underlying prediction model is close to each other p θ (y s | f (x s )) ≈ p θ (y t | f (x t )) with the same parameter θ , the zero-shot CTR estimation transfer learning would be successful across campaigns.
Cross-Campaign Model Distance
In this section, we try to find a quantitative relationship between the models trained on any two different campaigns, which can be used to measure the difficulty of knowledge transfer.
Specifically, we borrow the concept of transfer distance, namely A-distance proposed in [1] , to measure the difference between the condition probability p θ (y s |x s ) and p θ (y t |x t ). With either binary features or counting features, we train a model on campaign s and perform CTR estimation on another campaign t. The A-distance is calculated by
which is in the range of [0, 2]. The lower the A-distance is, the more similar the models on the two domain are. We performed 10 times of trials for each campaign pair and average the A-distance for each source campaign to get the result as depicted in Figure 3 . It can be observed that in 8 out of 10 cases the A-distance of counting feature trained models between the source domain to the rest of the target domains are lower than those trained by binary features. Thus we regard it is more feasible to accept p θ (y s |x s ) ≈ p θ (y t |x t ) as a reasonable assumption in our cross-campaign setting with counting features.
Therefore, we can directly apply the model learned from the old campaign to the new campaign and we still expect to get decent CTR prediction performance. Moreover, as discussed in Section 5.1, since the value of counting features can be updated in real-time with O(1) time, by updating the counting values after observing each data instances, p t (x t ) could efficiently approach its true distribution with increasing number of new incoming data instances, thus the CTR estimation performance could get improved.
EXPERIMENTAL RESULTS
In this section, the empirical results will be presented in two stages. First, in the standard single campaign CTR estimation task, we will demonstrate that the CTR performance of counting features is comparable to or even better than that of one-hot binary features. Second, we will show that the counting features perform significantly better than the binary features in cross-campaign CTR estimation task.
Experiment Setup
Datasets. Our experiments will be based on two large-scale realworld datasets. The first is a public dataset from iPinYou [23] , which contains 19.5M ad impressions and 14.8K clicks from 9 campaigns. The second dataset is a proprietary dataset provided by Adform, a global digital media advertising technology company based in Copenhagen, Denmark. It consists of two weeks of online display ad logs collected during March 2015, including 10.2M ad impressions and 159.9K clicks from 486 advertisers' 2665 campaigns.
For iPinYou dataset, we follow the same processing method as in [23] to select 16 fields to train our model. For Adform dataset, we choose 14 fields data to train our model, which are categorised into user information, ad information and context information. The user information includes user country ID, which shows the region of the user, log date and log time, which show the time dynamics of user's online behaviour, and visited domains and visited logpoints which show the user's browsing history. The ad information includes creative size, position ID, showing the ad's basic information, client ID, showing the advertisers that the ad belongs to, representing the vertical of the ad, and placement ID, showing which specific campaign the ad is from, as well as inventory source ID which involves ad exchange information. The context information includes OS ID and browser ID, showing the device, operation system and browser information of the user.
Experiment Protocol. The whole process of feature generation is shown in Figure 4 . For Adform dataset as example, the whole dataset is divided into training, test and counting datasets, where the test data is split from the last 7 days while the training and counting datasets are split randomly from the previous 7 days. For counting dataset, we use it for (i) building the feature index for binary features and (ii) calculating the counting feature values like frequency and average CTR values of each data instance. The reason we do this is to make sure that the counting feature values are independently generated from training or test datasets, so that overfitting can be to-some-extent avoided and the process for generating binary and counting features are the same to make the comparison fair. Another noteworthy point is that the model training has no dependency with the training data instances as the counting feature values are calculated based on the entire counting dataset.
For the experiment of cross domain learning, we divide the datasets into different campaigns using client ID and placement ID, we use the other 12 data fields to perform CTR estimation in the experiment.
In the first stage of experiment, for each campaign, we will compare the performances of binary and counting features using logistic regression and GBRT, respectively, which is measured by AUC.
In the second stage of experiment, we will apply counting features in cold-start cross-campaign CTR estimation problems. Specifically, from the perspective of an online advertising agent serving for different clients' campaigns, based on the information from old campaigns, it hopes to get accurate CTR prediction results for new campaigns without training new models but directly making use the off-the-shelf models trained from the data of old campaigns. The counting features are leveraged to help the agent to achieve this goal and show they are superior to the traditional binary features.
To simulate the cross-campaign CTR estimation scenario, in the experiment, the whole 14-day Adform data will be split into sub-datasets based on the client ID so that in each subset all impressions are from a unique client. As shown in Figure 5 , we will transform the categorical data in old campaign into binary features and counting features, and train logistic regression models respectively. When the data instances of the test new campaign arrive in time sequence, the feature values will be updated automatically in real time 2 , and CTR prediction is performed based on the model trained from old campaigns (without any re-training) and feature values updated from the test new campaign data.
Single Campaign CTR Estimation
We use the two datasets to compare the CTR prediction performances of binary and counting features supporting logistic regression and GBRT model. The AUC and RMSE of all 9 campaigns in iPinYou dataset is shown in Table 3 and the largest 10 campaigns in Adform dataset is shown in Table 4 , respectively.
From Tables 3 and 4 , we have the following observations. When employing linear LR, counting features have no higher performance than binary features, which is reasonable because the counting features' dimension is much smaller than the binary features and its 2 The feature values are updated for each real-time collected mini-batch with the size of 3000. Thus the ordering of the input data can be almost ignorable. continuous value cannot take many advantages in a linear combination. However, with the non-linear tree model GBRT, counting features provide highly comparable performance or even better performance against binary features on both datasets. The reasons are probably two-fold. First, the counting feature value is continuous, which naturally fits the splitting process in tree model learning. On the contrary, each binary feature only provides one splitting point, i.e., 0 or 1. Second, the counting features are of low dimensions, i.e., 32 dimensions for iPinYou dataset and 24 dimensions for Adform dataset, while the binary features are of very high dimensions, i.e., 0.96M for iPinYou dataset and 4.84M for Adform dataset. As such, GBRT can easily make use of all counting features in the learning and prediction process, while it is impossible to build a GBRT with In sum, the result demonstrates the effectiveness of counting features for discriminating the target values despite its heavy information compression from binary features. The statistical counting values make it feasible to compare different categories of each field via these statistic counting values, which is, however, infeasible on binary features. Effective Counting Features Study. Below we show the counting feature coefficients with high absolute values.
ad size avg + + + position avg ++ browser avg + exchange avg + + + screen size avg ++ hour freq + os avg + + + user agent avg + exchange freq − Here "+" means the positive impact on CTR prediction and "−" means the negative one. It can be observed that 7 of 9 of the listed effective counting features are average CTR f avg as in Eq. (6), while 2 of 9 are frequency f freq as in Eq. (5) , which is intuitive. For example, os avg is highly helpful for CTR estimation because the users' behaviour on different OSes are naturally discrepant; the positive impact of hour freq means the volume-peak hours also bring high CTR.
Cold-Start Cross-Campaign CTR Estimation
The second stage of experiment is concerned with the investigation of generalisation ability of counting/binary features in the scenario of cold-start cross-campaign CTR estimation. The experiment is conducted based on Adform dataset as it contains sufficient campaigns in the same period to perform the cross-campaign learning experiment. The dataset is split by client ID so that in each small dataset there are only the impressions from one unique client. Particularly, we focus on reporting the clients with more than 500,000 logged ad impressions in order to make the experimental results convincing. As such, 90 cross-campaign CTR estimation tasks are studied in this stage of experiment. Figure 6 demonstrates the result that the counting features indeed improve the performance for cold-start cross-campaign CTR estimation. If we assume that the distribution of the new campaign is identical to the old ones, the performance of the CTR should be the same among all sub-dataset of the new campaign. We define AUC before as the CTR prediction performance on the test new campaign before any feature value update with the new incoming data.
In such case the model can only predict the CTR totally based on the information (i.e., model parameters and feature values) from the old campaign. We also define AUC after as the AUC performance of binary or counting feature after sufficient information of the new campaign has been observed and its performance converges. In Figure 6 we compare the ratio AUC after /AUC before for binary features and counting features, it shows that for binary feature there is no improvement for about half cases and the overall value is around 0 but for counting features the improvement is high: 80% cases have positive improvement and 33% cases have improvement higher than 25%. Note that in both binary and counting feature settings, the model performs no learning on the new campaign data. The value of each counting feature changes based on feeding each data instance and as shown in Section 3.1. Such changes are completed in O(1) time, which is highly feasible. Figure 7 provides the further details of the result, where each grid corresponds to the AUC performance improvement of a crosscampaign CTR estimation task. The model is trained on one campaign's (Y-axis) data and tested on another campaign (X-axis). The red grids indicate that the counting features perform better than binary features, and the value shows its improved performance in terms of AUC in percentage compared to binary feature. Conversely, blue grids indicate the counting feature performs worse than binary feature, and thus the improvement value is negative.
The ratio (AUC before(count) − AUC before(bi) )/AUC before(bi) is calculated in Figure 7 (a) to show how counting feature improves the performance compared to binary feature before updating the feature values. It can be obversed that with no observation of any data of the test campaign, the counting features and binary features are comparable.
In Figure 7 (b) we show the same calculation for that but after updating the feature values until convergence when observing sufficient incoming data instance, without updating the model. The ratio (AUC after(count) − AUC after(bi) )/AUC after(bi) is shown in the matrix showing that excluding the diagonal in which the train and test datasets are the same, in 61 out of 90 experiments counting features perform better than binary features, much better than that in Figure 7(a) . This result demonstrates that the realtime updating of counting feature value without the re-training the model indeed brings an efficient way of cold-start cross-campaign CTR estimation.
Finally, Figure 7 (c) calculates the relative improvement of AUC based on counting features over that based on binary features: AUC after(count) AUC before(count) − AUC after(bi) AUC before(bi) AUC after(bi) AUC before(bi) .
As a result, in 68 out of 90 cross-campaign CTR estimation tasks, counting features provide better AUC improvement ratio than binary features. This is benefited from counting features' advantages of identical low-dimension feature space across different campaigns, which effectively avoids feature discrepancy and provides good generalisation. In sum, based on the experiment results we claim that counting features actually bring a better generalisation ability to the learning models and lead to higher AUC performance in the cold-start cross-campaign CTR estimation, which is a problem of practical importance for online advertising.
CONCLUSIONS
In this paper, we introduced the concept of counting features, which is a novel statistics-based and highly scalable feature engineering paradigm for big data. We performed both theoretic and empirical analysis about counting features. Theoretically, we derived mathematical relationship between the learned model weights based on counting features and binary features, and then showed that such highly compressed feature representation could lead to high generalisation ability of the learning models. In the empirical study, we conducted comprehensive experiments of ad CTR estimation tasks based on two real-world large-scale online advertising datasets, both with single-campaign and cross-campaign settings. We observed that in the single-campaign setting, counting features provided highly comparable or even better prediction than binary features. In the cold-start setting, we found the models trained with counting features provided much higher generalisation ability in cold-start campaign CTR estimation tasks with data, which is a strong evidence of the effectiveness of counting features. To the best of our knowledge, our work is the first systematical research on counting features, both theoretically and empirically.
In the future work, we will perform deeper investigations on more general learning scenarios with different counting features, such as the non-binary regression and the multi-label classification problems. Also, it will be interesting to test the model performance with the ensemble of counting features and binary features. In addition, as it transfers the high dimensional binary features into low-dimensional continuous features, it is interesting to explore the potential usage of counting features on deep learning models.
