In this paper, we consider how a new model for the motion of a contact line, proposed by Shikhmurzaev, [11] , affects predictions for the gravity-driven flow of a thin film down an inclined plane. We find that for sufficiently thin films the model reduces to Navier slip with the contact angle equal to its static value, whilst for thicker films the model has a character of its own, with a slip region that becomes larger the thicker the film, and a contact angle that increases as the thickness of the film increases.
Introduction
In this paper, we consider the gravity-driven flow down a slightly inclined plane of a thin film of almost completely wetting fluid. Our main aim is to use a new theory for the motion of a contact line proposed by Shikhmurzaev, [11, 12, 13] . The basic idea of this new theory is that when fluid from a free surface is advected through a contact line onto a solid surface, its surface tension changes to that appropriate to the fluid/solid interface over a timescale τ . This means that the surface tensions at a moving contact line are not the same as those at a static contact line, which leads to a variation in the contact angle. After considering the thermodynamics of the interfaces, [1, 2] , this is found to lead to an apparent slip between the bulk fluid and the solid surface. In addition, Navier slip on a shorter lengthscale suppresses the singular stress that occurs at the contact line when the flow is modelled using the classical no slip boundary condition. A detailed discussion of this and other issues can be found in [4] , where we showed that the formulation and analysis of the model presented in, for example, [11] and [13] , is flawed. We added a new contact line condition to the model to make it mathematically consistent, and compared the theoretical predictions with some experimental data in the light of this change. We found that we could obtain reasonable agreement between theory and experiment, but that further investigation was needed, in particular of flows other than steady, surface tension-dominated Stokes flow. It is our aim in this paper to begin this task by considering thin-film flow. We find that, in the steady thin-film limit, Shikhmurzaev's theory, with the modification given in [4] , is mathematically self-consistent, and reduces to Navier slip with the contact angle equal to its static value for sufficiently thin films. As the film thickness increases, we find that the size of the slip region increases and the contact angle increases from its static value.
We begin in section 2 by formulating the problem and making the usual lubrication approximation. After discussing the sizes of the various dimensioness parameters in section 3, we note that there is a large parameter,β, which is the ratio of the far field film thickness to the much smaller, surface layer thickness. In section 4 we identify leading order inner and outer asymptotic scalings forβ ≫ 1. We then further consider the structure of the inner region as another parameter,τ , the dimensionless surface tension relaxation timescale, varies from small to large. Finally, we consider how the maximum film thickness varies with the far field film thickness for a typical fluid.
2 Formulation and thin-film limit
The governing equations
Referring to (x, y)−axes chosen to be parallel and perpendicular to a planar solid surface, which makes an angle δ with the horizontal, as shown in figure 1 , the equations that govern the two dimensional, incompressible bulk motion of a film of fluid flowing down the surface under the action of gravity are ρ (u t + uu x + vu y ) = −p x + µ (u xx + u yy ) + ρg sin δ, (2.1) ρ (v t + uv x + vv y ) = −p y + µ (v xx + v yy ) − ρg cos δ, (2.2)
where u = (u, v) is the velocity vector, p the pressure, ρ and µ the constant fluid density and viscosity, g the acceleration due to gravity and subscripts denote partial derivatives. On the free surface, y = h(x, t), and on the solid boundary, y = 0, the usual boundary conditions are replaced by those appropriate to Shikhmurzaev's theory. If we write the outward unit normal to the free surface as n = 1 1 + h 2 x (−h x , 1) (2.4) and the stress tensor as P = −p I + µ ∇u + (∇u) T , (2.5) where I is the unit tensor, then at y = h(x, t) we have (I − nn) · P · n + ∂σ i ∂s = 0, (2.6) where σ i is the surface tension and s is arc length. This is the usual tangential force balance, which states that surface tension gradients drive shear stresses. The standard normal force balance at y = h(x, t) is
where we have normalized atmospheric pressure to zero in this incompressible flow. The equation that relates apparent slip to the surface tension gradient is
where u i s is the surface layer velocity, β is the constant slip coefficient and α is another phenomenological constant. The quantity αβ is dimensionless and of O(1). Following Shikhmurzaev, [11] (and see [4] ), we will assume throughout this paper that αβ = 1/12 1 in all numerical results that we present (although see figure 12 ). Conservation of mass in the surface layer is given by
where ρ i es is the constant equilibrium surface density and τ is the timescale over which surface tension relaxes to its equilibrium value. We assume a linear relationship between surface layer density, ρ i s , and surface tension,
where γ is the compressibility of the surface layer and ρ i 0s is a constant. The kinematic condition is ∂h ∂t
Analogous equations hold at the solid surface, y = 0. These are
12)
14)
Note that surface quantities with superscript i (for interface) are on the free surface, whilst those without a superscript are on the solid surface. At the contact line, x = x c (t), y = 0, there are three conditions that must be satisfied. Firstly, the force balance is
where θ c is the dynamic and θ s the static contact angle. We assume that the solid surface is sufficiently smooth that there is no contact angle hysteresis, and hence θ s is well-defined. Secondly, continuity of surface layer flux is
where V = dx c /dt is the contact line velocity. The third and final condition states that the surface layer flux through the contact line is driven by the difference in chemical potential on either side of the contact line, and hence the deviation of the surface layer densities from their equilibrium values, and is given by
where U 0 and U i 0 are constants with dimensions of velocity. We will assume from now on that U i 0 = U 0 , which makes the following analysis simpler. In [4] we found some evidence that U i 0 may be somewhat smaller than U 0 , but we would not expect this to have a large qualitative effect on the results presented here. Note that this is the condition that was introduced in [4] , and is absent in the original formulation, given in [11] .
We take the flow to be fed by a film of uniform thickness h ∞ far from the contact line, so that as x → −∞ the flow becomes unidirectional, with
where
Note that the bulk fluid velocity at the solid surface in the far field is 2µu ∞ /h ∞ β. This slip velocity, which we shall see later is small compared to u ∞ , arises because of the form of the generalized Navier condition, (2.12). Finally, note that we have not prescribed initial conditions. In this paper, we will derive the system of equations and boundary conditions that govern the unsteady flow, but proceed to study only steady solutions. Further details of the reasoning that leads to these modified boundary conditions, and a more detailed explanation of the various parameters, can be found in [11] and [4] .
2.2
The dimensionless problem and lubrication approximation (θ s = ǫ ≪ 1)
We are now in a position to nondimensionalize the governing equations. In order to be able to use lubrication theory, we will assume that θ s ≡ ǫ ≪ 1, and that θ c = O(ǫ). This means that the fluid almost completely wets the solid surface, and that the slope of the solid surface is small enough that the contact angle remains small (δ ≪ 1). We assume that these conditions on the contact angle mean that the slope of the free surface is everywhere of O(ǫ), and hence that the lengthscale for variations in the x-direction is of O(ǫ −1 ) longer than that for variations in the y-direction. In addition, the force balance, (2.16), then shows that the surface tensions, and hence surface layer densities, on each interface must be close to their equilibrium values. These considerations lead us to define dimensionless variables.
whereσ e = σ e /σ i e . Note that from this point we will use the constitutive laws (2.10) and (2.15) to eliminate the surface densities, ρ i s and ρ s , from the problem. The horizontal velocity can be found explicitly at leading order as ǫ → 0, with
where Ca = µu ∞ /ǫ 3 σ i e = O(1). The first term is the usual result of applying lubrication theory to thin-film flows, and shows that a parabolic flow profile is driven by gravity and surface tension. The quantities A and S are the shear stress on the free surface and the slip velocity at the solid surface, which would usually both be taken to be zero in the absence of temperature or surfactant concentration gradients, but here may be nonzero because of surface tension relaxation. The vertical velocity, v, can now be determined from conservation of mass, (2.3) .
In order to determine how A and S vary, we need to consider the boundary conditions. On the free surface,ȳ =h (x,t), (2.6), (2.8) and (2.9) become, at leading order as ǫ → 0, Equations (2.27) and (2.31) are of particular interest, since they show that, unlike the other boundary conditions, conservation of surface mass, (2.9) and (2.14), is drastically simplified in the limit ǫ → 0.
In particular, changes in surface tension,σ andσ i , are driven by stretching of the surface layers in the x-direction by surface layer velocity gradients there. We saw in [4] that this also occurs in small capillary number Stokes flow in a wedge with an O(1) angle.
Finally, at the moving contact line,x =x c (t) = ǫx c /h ∞ ,ȳ = 0, 
The unsteady equations and boundary conditions
We can now proceed to eliminate the surface variables from these equations and write the problem in terms of h, A and S alone, dropping the overbars from this point for clarity. After straightforward, but lengthy, manipulation, we find that
to be solved subject to
39)
This is clearly a rather formidable set of equations to analyse or solve using numerical and asymptotic methods. We will content ourselves for the moment with a study of the possible steady solutions of the system given by (2.35) to (2.42). Equations (2.36) and (2.37) are the thin film versions of the steady nonlinear diffusion equations studied in [4] .
The steady problem
In order to study the steady problem, we define a new independent variable, X = x − x c (t), in terms of which the contact line is fixed at X = 0. We now seek a solution 
We can write the remaining equations and boundary conditions in steady form in the same way and, after using (2.43) to eliminate H XXX , arrive at τ 2Caβ
45) to be solved subject to
Equation (2.47) b is a regularity condition, which states that the fluid velocity is equal to the contact line velocity at the contact line, X = 0. The form of the remaining equations suggests that we should define a new dependent variable, B, using
In terms of B, (2.43) to (2.50) become 1 3Ca
53) to be solved subject to
This is the seventh order boundary value problem that describes the steady problem. It comes about from the coupling of the third order steady thin-film equation to two second order nonlinear diffusion equations. Note that, as required, there are seven boundary conditions for this system. In the absence of the boundary condition (2.58), which is not present in the original formulation given in [11] , this system is not well-posed, as discussed in [4] .
The sizes of the dimensionless parameters
In order to make any progress with our study of the steady problem, we need to have some idea of the sizes of the various dimensionless parameters. We begin with the capillary number, which is
taking ρ = 1000 kg m −3 , g = 10 m s −1 and σ i e = 5 × 10 −2 kg s −1 . We therefore require that
For example, for a film of thickness h ∞ = 1mm, we need sin δ = O 10ǫ 3 , so that the film must flow down a plane with slope significantly smaller than the static contact angle for lubrication theory to be valid.
Next, we note that, since β = O(µ/h sl ), where h sl ≈ 10 −10 m is the approximate width of the surface layers,β
We will see in the next section that we needτ = O(β −1 ) forβ ≫ 1 in order to construct an asymptotic solution with dH/dX = O(1), so we definẽ
Following the analysis given in [4] of the experimental data described in [5] , we assume that the relaxation time is proportional to fluid viscosity, with τ ≈ 10 −3 µ s. Using λ = γρ es /σ i e ≈ 0.1 (see [4] ), we find that
using the restriction (3.59) on sin δ. It is therefore also reasonable to consider the asymptotic limitsτ ≪ 1 andτ ≫ 1, as we do below, checking carefully how these limits interact with the other limit,β ≫ 1.
Using the estimate U 0 ≈ 10 −2 /µ (see [4] ) and the other estimates used above,
By definingC =τ 1/2C , we find thatC = O(1) as ǫ → 0. We will write the boundary value problem (2.51) to (2.58) in terms ofC andτ in what follows, and begin by assuming that they are both of O (1) asβ → ∞.
Asymptotic solution forβ ≫ 1
We begin by considering the limitβ → ∞ with all other parameters of O(1). We find that the solution can be constructed in an outer and an inner asymptotic region, the solutions in which must be matched together.
Outer region, X = O(1)
From (2.52) we can see that B ∼ −2/3H and from (2.53) that A = o(1), recalling thatτ =βτ = O(1). By looking for the richest balance in the equations, we find that appropriate scalings for the outer region are
in terms of which (2.51) to (2.53) become
to be solved subject toH
and matching to the solution in the inner region asX → 0. At leading order,H satisfiesHXXX
andĀ andB are given in terms ofH as
Equation (4.66) is well-known in the theory of thin-film flows (see [14] ), and we will discuss its solution below.
Inner region,
Appropriate scalings for the inner region are to be solved subject toĤ (0) = 0, (4.72)
and matching with the solution in the outer region asX → −∞. It is clear that almost all of the terms in this system of equations and boundary conditions are retained at leading order whenβ ≫ 1, and we will not explicitly write out the obvious leading order problem. Note that the loss of the second term in (4.69) is the most important feature of the leading order problem. We should also note that, in terms of the physical variables, x = O(h sl ) in this inner region. As discussed by Shikhmurzaev in [13] , it would be appropriate to include intermolecular forces in this region through the addition of a disjoining pressure (see, for example, [3] ). We will not do this here for two reasons. Firstly, we shall see that forτ sufficiently large, the inner lengthscale becomes much longer than h sl . Secondly, it is of interest to determine what the theory predicts without the addition of a disjoining pressure. Moreover, although this means that we are solving in an asymptotic region where the continuum approximation is close to breaking down, we should bear in mind that β = O(µ/h sl ) is just an order of magnitude estimate.
The solution of the outer problem
If we define
we find that Y (η) satisfies
where a prime denotes differentiation with respect to η. Equation (4.76) is to be solved subject to
This equation, and several related equations, was studied in detail in [14] . There is a one-parameter family of solutions that satisfies (4.77), with
Numerical solutions, obtained here using the MATLAB routine ode45, show that Y is oscillatory and has a rapidly growing amplitude, as shown in figure 2 
Asymptotic solution of the inner problem whenτ ≪ 1
Whenτ ≪ 1, which we can think of as the limit of very thin films, we will see that the inner region splits up into two asymptotic regions. After writing (4.69) to (4.71) terms of these variables, the leading order problem is and matching with the outer solution asX → −∞. OnceH is determined, we havẽ
However, (4.73) to (4.75) do not give a consistent set of boundary conditions at leading order, and we need a boundary layer whereX = O(τ 1/2 ) in order to complete the solution. We will consider this in section 4.4.3, but note here that we will find that the matching condition is
In other words, the contact angle is equal to its static value at leading order. The local expansion ofH forX ≪ 1 subject to (4.81) and (4.83) is (see [6] )
We therefore have a one-parameter family of solutions, parameterised by the constant, d, which we must determine by matching with the outer solution. WhenX ≫ 1 andH ≫ 1, in general,H = O(X 2 ). However, there is a unique value of d for which the far field solution is almost linear, and takes the form
It is this solution, and only this solution, that can match with the outer solution. As pointed out in [14] , the easiest way to find this solution numerically is to note that it has HHXHXX → 2Ca asX → −∞. This equation can be solved analytically, [8] , and the solution that hasH = o(X 2 ) asX → −∞ is given implicitly by, [7] ,H
which hasH
For this solution to be consistent with the inner solution, we need
This, in turn, fixes the appropriate outer solution. The minimum value ofH is where s = s * is the position of the largest maximum of the Airy function Ai(s), and this minimum occurs atX = 0 if we take s 0 = s * . This means that we need the outer solution with a minimum value of
cβ .
This finally allows us to connect the inner solution to the correct outer solution, and shows, using the approximation to the maximum value of H that we developed in section 4.3, that H max ≈ 0.878 log β c/0.5547Ca
.
(4.90)
This is equivalent to the matching procedure used in [14] , whose analysis we have been able to simplify, as we have the exact solution, (4.88), available to us. Note that, strictly speaking, this is not the right way to match the solutions, since we match the outer limit of the inner solution to the outer limit of the intermediate solution, and the inner limit of the outer solution to the inner limit of the intermediate solution; precisely the opposite of what we should be doing. However, this procedure can be justified by a more careful analysis (see appendix B) and certainly gives good agreement with numerical solutions, as we shall see later.
In this limit,τ ≪ 1, the system is equivalent to simple Navier slip with the contact angle equal to its static value, which has been studied in detail by various authors, [6, 9, 14] .
Inner region II: Boundary layer,X
In the boundary layer, appropriate scaled variables arê
,B =b. and matching with inner region I asx → −∞. Since this region is much smaller than inner region I, its physical relevance is questionable. However, it is needed to complete the asymptotic solution and, more importantly, at leading order, the only information that affects the solution in inner region I is the matching condition thatHX (0) = −1. In this region, the surface tension adjusts to satisfy the boundary conditions at the contact line. The solution of the linear problem given by (4.92) to (4.98) is We will discuss the asymptotic solution forτ ≪ 1 in section 4.6.2, where we compare it with numerical solutions.
Asymptotic solution of the inner problem whenτ ≫ 1
A rescaling of the variables in (4.69) to (4.75) that gives a leading order balance whenτ ≫ 1 is not immediately apparent. In order to proceed, it is convenient to reformulate the problem in terms of the dimensionless surface tensions,
In terms of these new variables, we obtain 1 3CaĤ to be solved subject to matching with the outer solution, which giveŝ H ∼ −X 6Ca log −cX
and the boundary conditionsĤ
Note that the value of the constant c determined in this region fixes the appropriate outer solution through (4.90), as described in section 4.4.2. The asymptotic solution of (4.105) to (4.111) can be described in terms of three asymptotic regions. We will find in inner region II that we needĤX = O(τ 1/4 ), which partly motivates the scalings that follow. We therefore must haveτ ≪ ǫ −4 in order that the slope of the free surface is sufficiently small. We will also find that the largest asymptotic region, inner region I, hasX = O(τ 5/4 ). We therefore also needτ ≪β 4/5 in order that the inner and outer regions remain distinct. The analysis of section 3 suggests that both of these conditions will be satisfied in practice. ,Ĥ =τ 3/2ĥ , whilst both Σ 1 and Σ 2 are of O(1) in each of the inner regions. In this region, the slip induced by the gradients of surface tension affects the deformation of the free surface at leading order. In terms of these scaled variables, 1 3Caĥ
The matching condition (4.108) forĥ iŝ
This implies thatτ −1/4 log cτ
where L 0 , ψ 0 , ψ 1 and ψ 2 are constants to be determined. The reason for expanding log c in this manner should become clear as we proceed. Using (4.90), this gives us the outer solution with
The matching conditions then becomê
It is fairly straightforward to determine L 0 and ψ 0 by considering a two term expansion ofĥ and the leading order behaviour of Σ 1 and Σ 2 , and we will give some details here. In order to determine ψ 1 we need to track thex log(−x) terms through each region, and we will simply give the expression for ψ 1 that we find. In order to determine ψ 2 , we need to solve in full for three terms in the expansions for each of the variables. The expression for ψ 2 that we obtain includes many integrals and double integrals, which are hard to calculate numerically. We therefore neglect the term log ψ 2 in (4.115), and obtain an expression correct up to O(logτ ).
The leading order solution in inner region I haŝ
where K 1 is a modified Bessel function and c 0 a constant to be determined. In this region,ĥ and Σ 1 do not vary at leading order from the matching condition supplied by the outer solution. In inner region II, we will find thatĥ does not vary from the matching condition supplied by the outer solution and Σ 2 = c 0 at leading order. It is Σ 1 that varies in inner region II. In this, and the subsequent region, the surface tensions adjust to satisfy the conditions at the contact line. In terms of these variables, at leading order, (4.106) gives 1 2Ca
which has bounded solution
where d 0 is a constant to be determined, whilst
At leading order, (4.109) and (4.111) become
with solution In order to complete the asymptotic solution, we need a third and final asymptotic region, a boundary layer where H = O(1) and X = O(τ −1/4 ). This does not affect the leading order solution, and we will not give the details here. We also note that we can determine ψ 1 by considering higher order terms in the expansions, which give
This in turn means, from (4.115), that the outer solution has
We will discuss the asymptotic solution forτ ≫ 1 in section 4.6.3, where we compare it with numerical solutions.
Numerical solution of the inner problem whenτ = O(1) and the full problem whenβ = O(1)
We find that shooting is not an effective way of solving (4.69) to (4.71) subject to (4.72) to (4.75) numerically, since the solution diverges rapidly whether we begin our integration from large negativeX or from small negativeX. We therefore truncate our domain of solution to −X ∞ ≤X ≤ 0, and use the MATLAB boundary value problem solver bvp4c. This uses a relaxation method based on polynomial interpolation on an adaptively defined grid, and is fourth order accurate. Just as we did for the inner problem withτ ≪ 1, we use the most convenient form of the far field boundary condition onĤ,
We can use the same numerical method to solve the full boundary value problem (2.51) to (2.53) subject to (2.55) to (2.58). Although the method only converges forβ less than about 100, far from a physically-realistic value of around 10 5 , this does allow us to check our asymptotic solutions forβ ≫ 1 against numerical solutions. We refer to these solutions as full numerical solutions, and the numerical solutions of the inner problem forβ ≫ 1 as inner numerical solutions. Figure 6 shows how the contact angle varies withτ for αβ = 1/12, Ca = 1,σ e = 1 and, for the full numerical solution,β = 100. Also shown are the asymptotic solutions forτ large and small. The contact angle increases significantly from its static, equilibrium value (dH/dX(0) = −1) asτ increases. The asymptotic solutions can be seen to be in good agreement with the numerical solutions, and the inner numerical solution is in good agreement with the full numerical solution. Figure 7 shows how the maximum film thickness, H max , varies withτ for the same parameter values. Also shown is the asymptotic solution forτ large. Note that the asymptotic solution forτ ≪ 1 gives H max → 1.67 asτ → 0. We can see that there is a slow variation of H max withτ and good agreement between asymptotic and numerical solutions. Figure 8 shows the variation of maximum film thickness and contact angle with the far field film thickness for fixed values of the other parameters. We used the values given in section 3 and fixed ǫ = 0.1, sin δ = 0.01 andσ e = 1. The maximum film thickness can be seen to rise sharply as the far field film thickness falls below about 0.1mm, when surface tension becomes much stronger than gravity. In contrast, as the far field film thickness becomes larger, the maximum film thickness increases more slowly, whilst the actual contact angle starts to vary significantly. Figure 9 shows a typical full numerical solution withβ = 100. The behaviour of H is very similar to that shown in figure 2 , until H reaches zero in the inner region. Both A and B are of O(β) and vary on a lengthscale of O(β −1 ), as predicted.
Numerical and asymptotic solutions forβ
4.6.2 Numerical and asymptotic solutions forβ ≫ 1 andτ ≪ 1 Figure 10 shows a typical solution withτ = 0.01 ≪ 1 andβ = 100 ≫ 1. The inner solution, X = O(β −1 ), clearly shows a two region structure, with the asymptotic solution in inner region II in good agreement with the full numerical solution.
4.6.3 Numerical and asymptotic solutions forβ ≫ 1 andτ ≫ 1 Figure 11 shows a typical inner numerical solution withτ = 100 ≫ 1. This shows that Σ 1 and Σ 2 develop over different lengthscales, corresponding to inner regions I and II, as expected. The asymptotic solutions are in good agreement with the numerical solution in the inner regions where they are valid. Closer to the origin, there is an error of O(τ −1/2 ).
The effect of varying αβ andσ e
For completeness, we also considered the effect of different values of αβ andσ e . Figure 12 shows that the solution is rather insensitive to the value of αβ. In contrast, figure 13 shows that varyingσ e has a strong effect on the solution. The more negative the value ofσ e , the shallower the minimum in the variation of h max with h ∞ , because the contact angle remains close to its equilibrium value for a wider range of values of h ∞ . In general, h max increases asσ e increases.
Comparison with Navier slip
As we noted earlier, whenτ ≪ 1, the leading order solution is equivalent to that with a Navier slip condition on the solid surface with the contact angle fixed at its static value. Indeed, all we have to do to obtain results using Navier slip is to take the value of c as a function of Ca given by the inner solution for τ ≪ 1 and use it to determine H max in the outer solution. The parameterβ −1 is then the dimensionless slip length. Some results using the same parameters as given in section 4.6 are shown in figure 14 . We can see that when the slip length is chosen to be 10 −10 m, the new theory and Navier slip give the same result for sufficiently thin films, as we should expect, but that for thick enough films, the maximum film thickness increases more rapidly for the new theory. With a longer slip length of 10 −7 m, Navier slip gives a significantly smaller maximum film thickness. This is important, as a thicker maximum film thickness, often referred to as the capillary ridge height, is correlated with lateral instabilities (see, for example, [10] ). The suggestion is, therefore, although this remains to be investigated, that the new theory is more likely to predict instability, since it is, in essence, in the thin film limit, a Navier slip theory with the actual contact angle an increasing function of velocity.
Conclusions
In this paper we have used a new theory of contact line motion proposed by Shikhmurzaev, [11] , to study the gravity-driven thin-film flow of an almost completely wetting fluid on a slightly inclined plane. We have shown that the theory for steady, two-dimensional flow is mathematically consistent, and that for sufficiently thin films the theory is equivalent to Navier slip with a constant contact angle. The equivalent slip length is of the order of the thickness of the surface layer that is affected by the presence of an interface, about 10 −10 m. However, we noted that in this case the effect of intermolecular forces should be included through the addition of a disjoining pressure, [3] . For thick enough films, the contact angle increases significantly from its static value, and leads to maximum film thicknesses greater than those given by the equivalent Navier slip theory. The mathematical nature of the unsteady thin-film flow equations, (2.35) to (2.42), and the stability of the two dimensional flow to lateral perturbations remains to be investigated. subject to y → 1 as x → −∞ is oscillatory, and that y becomes extremely small after attaining a rather modest maximum. A typical solution is shown in figure 2 . In order to investigate this, consider the initial conditions
with A a positive constant. We consider the solution for ǫ ≪ 1, so that y is initially at a large local maximum, and fix A by assuming that this is preceded by a small local minimum at some x < 0 to be determined.
A.1 Region I:
Guided by the form of the initial conditions, (A.128), we define scaled variables with Y and X of O(1) for ǫ ≪ 1. In terms of these variables, we have
so that, at leading order,
This cubic polymonial has a local maxium at X = 0, as prescribed by the initial conditions, and a local minimum at X = −2A. Since we know that the large (in terms of y) local maximum is preceded by a small local minimum, we need Y (−2A) = φ ≪ 1 for some as yet unknown function φ(ǫ). We therefore require
Since A is a constant, we will not expand this expression for φ ≪ 1, but just treat A as an O(1) constant. Now note that Y 0 has a zero at X = X 0 , where
and hence that The expansion therefore becomes nonuniform when log (
A.2 Region II:
In this asymptotic region we use the scaled variables
in terms of which (A.129) becomes
to be solved subject to the matching condition
The appropriate asymptotic solution is
We can see that this becomes nonuniform when s = At leading order, we have (4.76), which we can solve analytically. The appropriate solution has minimum valueŶ A.4 Region IV: X > X 0
We can now match the solution in region III, which grows quadratically, to the leading order solution of (A.129), subject to
This is which has maximum value
In terms of the original variables, we have now shown that when the solution reaches a small local minimum, y = y min , it is followed by a large local maximum, y = y max , with
Since we know that y = ǫ −1 at the local maximum at x = 0, the value of y at the preceding local minimum is of O(ǫ 1/3 ), which shows that
This completes the asymptotic solution. However, its usefulness is limited since, in practice, we are only interested in very modest values of ǫ −1 . In particular, since A = (3/2) 5/3 1 − φ 0 ǫ 1/3 1/3 , we need ǫ −1 ≫ 208 for a binomial expansion of this expression to be a good approximation. In other words, the solution can get rather large without being preceded by a small value at the previous local minimum. The asymptotic solution is only valid for the solution between two successive small local minima, in which case y becomes extremely large and, at the second minimum, extremely small. In addition, figure 15 shows how y min varies with ǫ when we assume that φ ≪ 1, and take A = (3/2) 5/3 , as given by (A.141). There is clearly no hope of comparing this asymptotic solution with numerical solutions, even making this extra assumption about A, since y becomes far too small. It is for these reasons that we prefer to fit a curve to the numerical solution, as discussed in section 4.3. In section 4.4.2, we showed how the inner and outer solutions of the boundary value problem forτ ≪ 1 andβ ≫ 1 can be matched using an intermediate region in an apparently incorrect manner. In this appendix, we briefly justify this procedure using the equivalent model problem In order for the solution to be able to reach zero in this region, we require that δ = δ 0 ǫ 2/3 e If we now defineŶ = δ 0ŷ andX = δ 0x , we find that As we saw in section 4.4.2, this determines δ 0 uniquely, and hence determines the maximum value of y, namely ǫ −1 , through (B.149). Let's now compare this approach with that which we took in section 4.4.2. We know that the solution of (B.145) with δ = 0 attains a local minimum with 0 < y ≪ 1. If we now scale into an inner region with y = δȳ and x = δx, we obtain at leading order for δ ≪ 1 If we make this match with the outer limit of the inner solution, we require that y ∼ −x 3 log −δ 0x /δ If we then make this match with the inner limit of the outer solution, we require that
Although this is clearly not the right way to apply the matching principle, we can now compare this result with that from the correct asymptotic solution.
In region III, if δ 0 were zero, we have seen in appendix A that the minimum value ofŶ would bê
In terms of the original variables, this is
The definition (B.149) then shows that this is equivalent to (B.157).
