The performance of two-center holographic recording is theoretically studied and described in detail. We present a systematic method for global optimization of two-center holographic recording. Whereas the method presented is general, we perform optimization for lithium niobate crystals doped with iron and manganese (LiNbO 3 :Fe:Mn). Both dynamic range (M/#) and sensitivity (S) are considered for global optimization, and the optimum design parameters for LiNbO 3 :Fe:Mn crystals are predicted. To achieve optimization we use both an analytic approach and a complete numerical approach. The absorption of light in the crystal is also considered. We show that the optimum design parameters for maximizing M/# are different from those for maximizing S. Therefore a trade-off exists between dynamic range and sensitivity. We also describe the complete dependence of S in two-center recording on the design parameters. We show in particular, for the first time to our knowledge, that S depends on the ratio of recording and sensitizing intensities and not on the absolute intensities.
INTRODUCTION
Holographic data storage is a promising technique for obtaining large-scale memory. [1] [2] [3] [4] For this purpose the interference pattern of a signal (data) and a reference beam is recorded in a photorefractive crystal. Illuminating the crystal with the reference beam can retrieve the data. Among the photorefractive crystals, lithium niobate (LiNbO 3 ) has been most extensively investigated. 1, [4] [5] [6] Conventional holographic recording experiments were performed in singly doped LiNbO 3 crystals, in particular in LiNbO 3 :Fe (Refs. 1, 2, 4, and 6) and in LiNbO 3 :Cu. 7, 8 In these cases, readout resulted in the erasure of the stored information (destructive readout). Several methods, such as thermal fixing, 9 ,10 electrical fixing, 11, 12 readout with wave-vector spectra, 13, 14 two-step recording, [15] [16] [17] [18] and two-center recording, 19, 20 have been proposed for persistent holographic recording.
The two-center holographic recording method 19 proposed recently has attracted attention because of its ability to record persistent holograms. This method is based on use of two different dopants to provide shallower and deeper traps in photorefractive crystals. 19 The interference pattern of two lower-frequency (longer-wavelength) beams (reference and signal beams) is recorded in the presence of a higher-frequency (shorter-wavelength) beam (sensitizing beam). During the recording phase the sensitizing beam brings electrons from the deeper traps into the shallower traps via the conduction band, providing enough electron concentration in the shallower traps for holographic recording. The hologram will be recorded in both the shallower and the deeper traps. Readout is performed by the reference beam only. The readout by the reference beam partially erases the hologram by exciting electrons from the shallower traps. Eventually, all electrons in the shallower traps will be transferred to the deeper traps. The remaining hologram in the deeper traps will persist against further readout. The general recording and readout dynamics in twocenter recording are shown in Fig. 1 .
Three important performance measures in holographic storage are the dynamic range (M/#; which is related to the available room for multiplexing different holograms), sensitivity or recording speed (S, which indicates how fast we can record a hologram with a fixed intensity and a fixed material thickness), and persistence (which indicates how many times we can read the stored information before data refreshing is required). The parameters that affect these measures in two-center recording are dopant concentrations, annealing (or oxidation-reduction), and recording and sensitizing intensities and wavelengths.
Several aspects of two-center recording were recently investigated. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] Although most of the reported results were obtained for LiNbO 3 :Fe:Mn crystals, other crystals such as LiNbO 3 :Cu:Ce, 26 LiNbO 3 :Tb:Fe, 28 and LiNbO 3 :Ce:Mn (Ref. 29) were also investigated. However, there have been few efforts to optimize the method. Liu et al. presented the optimization for M/# in twocenter recording with UV and red light and in LiNbO 3 :Fe:Mn. 23, 27 They considered the variation of only one parameter at a time. They used approximate formulas for the readout phase, and UV absorption was ignored in their analysis. The bulk photovoltaic effect of the Mn traps at the sensitizing wavelength was ignored. Also, the same recombination coefficient was used for electron recombination from the conduction band to either Mn or Fe traps.
Adibi et al. optimized LiNbO 3 :Fe:Mn, using UV and red beams for sensitizing and recording, respectively. 20 They used a reliable set of material parameters and considered the absorption of the sensitizing beam in their simulations. Using the numeric method supported by experimental results, they investigated the variation of M/# with only one parameter at a time while all other parameters were fixed. In none of the previous efforts 20, 23, 27 considered here was the optimization of the sensitivity or its dependence on design parameters taken into account. Absorption of the recording beams was neglected in all the reports.
In this paper we describe the global optimization of both M/# and S for two-center recording. Accurate analytic formulas as well as complete numerical simulations are used. We also consider the absorption inside the crystal for both recording and sensitizing beams. A main feature of this study is that simultaneous variation of all design parameters is considered in the optimization process. Also, the variations of S with all design parameters are presented and explained for the first time to our knowledge. The theoretical limit of the performance for two-center recording in LiNbO 3 :Fe:Mn is also presented.
In Section 2 we discuss the two-center model that we used for analysis of two-center recording. Performance measures are evaluated in Section 3. The procedure for optimization and also the effect of the different design parameters on M/# and S are discussed in Section 4. Optimum results are presented in Section 5. Conclusions are presented in Section 6.
TWO-CENTER MODEL
In general, two-center holographic recording can be described by Kukhtarev equations as modified for doubly doped crystals. 20, 33 The system of nonlinear partial differential equations consists of two rate equations, for shallower and deeper traps; the current continuity equation; the current equation; and the Poisson equation for the space-charge field. These equations are
with all variables and parameters as defined in Table 1 . By assuming a sinusoidal variation of the recording intensity, i.e., that I L ϭ I L0 ͓1 ϩ m cos(Kx)͔, and considering the first two terms in the spatial Fourier series of all variables, i.e., N D ϭ N D0 Ϫ ϩ N D1 Ϫ exp(ϪiKx), we can find two sets of zeroth-and first-order equations as follows 20 : 
)
Note that in deriving these equations we replaced the derivative with respect to space variable ‫)‪x‬ץ/ץ(‬ with ϪiK.
Further assumptions can simplify these equations. The variation of the electron concentration in the conduction band (n) is assumed to be instantaneous compared with the variation of the other variables (adiabatic approximation). We also assume that the electron concentration in the conduction band is negligible compared with the electron concentrations in the shallower and the deeper traps. The dc electric field (E 0 ) was also neglected in Eqs. (6)- (13) . 20 We should solve those eight equations simultaneously to find the space-charge field in the crystal. We then use the space-charge field to calculate hologram strength, M/#, and S. The hologram strength is defined by A ϭ n 3 rE 1 d/͓2 r cos(⌰)͔; all the parameters are defined in Table 1 . The relation between diffraction efficiency () and hologram strength is given by Kogelnik's formula 34 [i.e., ϭ sin 2 (A)].
DERIVATION OF THE PERFORMANCE MEASURES
In general, two-center holographic recording consists of three phases: sensitizing, recording, and readout. For a complete two-center recording process the crystal is first sensitized with the sensitizing beam. In the recording phase the hologram is recorded by the use of signal and reference beams (two coherent longer-wavelength beams), with the sensitizing beam (a shorter-wavelength beam) illuminating the crystal. During the readout phase the reference beam reads the hologram, and no other beam is present.
There are three measures that are used widely to describe the holographic recording process. The dynamic range, or M/#, is a measure of the total refractive-index modulation that can be achieved for multiplexed holograms. If M holograms are multiplexed appropriately, 35 the diffraction efficiency of each hologram is ϭ ͓(M/#)/M͔ 2 . For recording weak holograms, an approximate measure for M/# is the square root of the saturation diffraction efficiency. 20 Sensitivity S is a measure of the speed of recording and is defined as
where I L and d represent the total recording intensity and the crystal thickness, respectively. The persistence, or R/#, is a measure of the number of times that a hologram can be read with acceptable diffraction efficiency. 36 During the readout in two-center recording, the hologram strength drops rapidly and then saturates at a nearly fixed value (Fig. 1) . We refer to this value as the final hologram strength (A F ). The ratio of A F to the saturation value of the hologram strength during recording (A 0 ) is denoted ␤ in this paper. In the absence of an external electric field, ␤ р 0 р -1. The definition of common performance measures for normal (single-center) holographic recording should be slightly modified to describe the two-center holographic recording. For example, M/# and S calculated by use of recording dynamics should be multiplied by ␤ for the twocenter recording to account for partial erasure during readout.
A. Analytic Solution for the Recording Phase
In the recording phase we should solve differential equations (6)- (13) while the sensitizing and the recording intensities are not zero. M/# is proportional to the saturation space-charge field, and S is proportional to the slope of the space-charge field at the beginning of recording. Therefore, if we find a complete solution for the variation of the space-charge field with time, we can easily calculate M/# and S. We can find this solution by approximating the recording curve by a monoexponential function of time. Therefore the space-charge field is expressed by
where E SC (saturation space-charge field during recording) and r (recording time constant) are derived in Appendix A [relations (A1) and (A10), respectively]. Knowing E SC , we can find M/#:
where all the parameters are defined in Table 1 . The value of ␤ can be found from the analysis of readout phase (Subsection 3.B below). A typical recording curve for hologram strength obtained from the analytic formula for the space-charge field and the accurate curve that resulted from the numerical simulation for LiNbO 3 :Fe:Mn with a 365-nm sensitizing wavelength and a 633-nm recording wavelength are shown in Fig. 2 . When the Fe concentration is much larger than the Mn concentration and the sensitizing intensity is 1 order of magnitude less than the recording intensities, the expressions for E SC and r can be simplified to relations (A13) and (A15), respectively (which we show here for clarity):
The recording curve obtained from this approximation is also shown in Fig. 2 . The expression for the saturation field (E CS ) is the same as the approximate expression for the saturation field in a normal holographic recording 6, 37 in singly doped LiNbO 3 , except that a correction factor (CF) is multiplied to include the effect of two-center recording. The recording time constant ( r ) given in relation (A15) is the sum of the time constants for normal recording with an additional term that is due to two-center effects. Inasmuch as the additional term is always positive, we conclude that the time constant for two-center recording is always larger than that for normal recording under similar conditions. A straightforward method for finding sensitivity S is to calculate the initial recording slope, using the approximate formula for the hologram strength as a function of time. But, as can be seen from Fig. 3 , this is not a good approximation for the sensitivity in two-center recording. The reason is that the actual two-center recording dynamics is not optimally represented by a monoexponential function of time. Therefore we should use the initial differential equations and find the derivative of the spacecharge field at the beginning of the recording (t ϭ 0).
Finding the derivative with respect to time of both sides of Eq. (13), then using Eqs. (11) and (12) and also noting that N Fe1 Ϫ , N Mn1 Ϫ , n 1 , and E sc are zero at t ϭ 0, we find that
where N D0 Ϫ and N S0 Ϫ are average electron concentrations in deeper and shallower traps, respectively (and are derived in Appendix A), and the other parameters are defined in Table 1 . Again, ␤ will be found in Subsection 3.B below. Note that N S0 Ϫ and N D0 Ϫ are at steady state when the sensitizing beam and the recording beams are present. The intensities of these beams must be equal to the average sensitizing and recording intensities, respectively, during the recording phase. In hologram multiplexing, each hologram (except the first hologram) is recorded after the material is illuminated long enough by sensitizing and recording beams (during the recording of previous holograms) to reach the steady-state values of N S0 Ϫ and N D0 Ϫ . In the definition of sensitivity in twocenter recording, ␤ is used to account for the partial erasure of the hologram at the beginning of readout. The sensitivity calculated from Eq. (17) Ϫ are almost independent of the bulk photovoltaic coefficients of the shallower and the deeper traps, it can be seen that having dopants with higher photovoltaic constants results in higher sensitivity. This observation is exactly in accordance with the experimental results reported in Ref. 24 . Considering the expressions for M/# and S [Eqs. (16) and (17)], we have all the analytic results for the recording phase.
B. Analysis of the Readout Phase
During readout, only the reference beam is present. The reference beam excites the electrons from the shallower traps to the conduction band. All electrons will eventually be retrapped in the deeper traps because the sensitizing beam is not present during readout and the reading beam cannot excite electrons from the deeper traps to the conduction band. Therefore the final persistent holo- gram will be stored in the deeper traps. Finding an analytic solution for this phase is difficult because the average electron concentrations in the two traps (N D0 Ϫ and N S0 Ϫ ) vary considerably with time. Numerical analysis for this phase shows that the intensity of the reference beam during readout has no effect on the final value of the space-charge field or on the hologram strength (Fig.  4) . Note that modifying the dynamics of the readout intensity modifies the dynamics of the readout but that the final hologram strength (and, therefore, ␤) remains the same. Because the performance measures depend on ␤ and not on the readout dynamics, we can choose an appropriate variation of the readout intensity with time to simplify the calculation of ␤ (and other performance measures). The details of our method are summarized in Appendix B. The result is a second-order differential equation for the space-charge field:
where
and P(W), Q(W), and R(W) are given in Appendix B for LiNbO 3 :Fe:Mn crystals. The final value of the spacecharge field is found by solution of Eq. (18) 
, which corresponds to the case for which all the shallower traps are empty. Although this equation must be solved numerically, it is much easier and faster to solve this equation rather than a set of five nonlinear differential equations that provides almost the same result for the final space-charge field. It is also easier to find the final value of E 1 (E 1,Final ) because this value is calculated at finite W (W ϭ N D Ϫ N A ) instead of at t ϭ ϱ; this reduces the computation time because the numerical solution at infinity is not needed. After finding the final value of the space-charge field we can calculate ␤ ϭ E 1,Final /E SC , which will be used in finding the overall M/# and S [Eqs. (16) and (17)].
C. Effect of the Absorption of Sensitizing and Recording Beams
In most applications, the crystal used for two-center recording exhibits high absorption at the sensitizing wavelength. The absorption is stronger when the energy of the sensitizing photons is close to the energy bandgap of the crystal or when the total electron concentration in the traps is large. In such cases we should consider the absorption of the sensitizing beam as it goes through the crystal. Furthermore, when the electron concentration in the shallower traps becomes high during recording we should also consider the absorption of the recording beam inside the crystal. To include these absorptions in the calculation of M/# we first divide the crystal into several thin slices of thickness ⌬z (typically 50-100 slices for a 1-mm-thick crystal). Assuming constant sensitizing and recording intensities within each slice, we solve for (M/#) i in each slice ⌬z. Then we calculate the total M/#, using the following sum:
Equation (20) simply states that the total M/# of the crystal is the sum of the values M/# of the thin portions of the crystal with different sensitizing and recording beams. We also apply the idea of analyzing the thin slices to find the sensitivity when the absorption of both sensitizing and recording intensities is taken into account. Therefore the total sensitivity is found from
OPTIMIZATION PROCEDURE
In this section we consider the role of each design parameter in the variation of M/# and S. In the simulations we use congruently melting LiNbO 3 :Fe:Mn with different doping concentrations as the recording material. The sensitizing beam is a 365-nm UV beam with an intensityabsorption coefficient of the order of 9 mm
Ϫ1
. 20 Two coherent recording beams with equal intensities are used at 633-nm (red) wavelength. We chose these wavelengths because a reliable set of all material parameters exists for LiNbO 3 :Fe:Mn at 365 and 633 nm. 20 The hologram is recorded in a 1-mm-thick sample by use of symmetric transmission geometry. The angle between two recording beams is 43.5°. We assume ordinary polarization for recording and reading beams. The resultant grating vector is parallel to the c axis of the crystal.
Because finding the numerical solution for the readout phase is a time-consuming process, we consider the practical range for the design parameters and make a table of values of ␤ for each set of parameters. Using the expressions found in Section 3 for the recording phase [i.e., Eqs. (16) and (17) and relation (A1) below] and also the complete table of ␤, we consider the behavior of the holographic measures as the design parameters vary. The variation of M/# with single design parameters (while other parameters are fixed at nonoptimal values) was reported previously. 20, 23 Here we show the variation of M/# with individual design parameters about its global optimum. We also explain these variations based on some simple approximate formulas. To the best of our knowledge, the variation of S with the design parameters about its global optimum is presented here for the first time.
To study the variation of M/# (or of S) with a single design parameter we fix all other design parameters at their global optimum values, which results in a global maximum for M/# (or for S). The details of the global optimization are presented in Section 5 below.
A. Role of Fe Concentration
In normal recording in a singly doped LiNbO 3 crystal, both M/# and S grow with increasing trap concentration. In two-center recording also, both M/# and S increase with increasing shallower trap concentration (Fe concentration). Figure 5 shows the variation of M/# and S with Fe concentration for a 1-mm-thick LiNbO 3 :Fe:Mn crystal. Figure 5 shows that to achieve the maximum M/# and S we must use the highest possible Fe concentration. We know that the maximum value for Fe concentration in normal recording in LiNbO 3 :Fe is ϳ0.05 wt. %. ). In normal recording this concentration has the potential to show a tunneling effect, but in a doubly doped crystal we accept such a concentration for two reasons. First, the final hologram will be stored in the Mn traps, and all Fe traps will eventually be empty. Therefore, electron tunneling between Fe traps is not important. The second reason is that the tunneling between Fe traps during recording and readout tends to increase the hologram strength. The total space-charge field is due to two strong and almost 180°out-of-phase charge patterns in Fe and Mn traps. 20 Erasing one of the charge patterns by tunneling will result in increasing the total electric field. Such an increase in the space-charge field will increase the barrier against tunneling to prevent a further increase in the field. Therefore the Fe concentration is not limited by tunneling in two-center recording. Knowing that electron tunneling between Mn traps is harder than that between Fe traps, 39 we assume that N Mn ϭ 3.7 ϫ10 25 m Ϫ3 (which corresponds approximately to 0.1 wt. % MnO) as the maximum practical Mn concentration.
B. Role of Sensitizing and Recording Intensities
Careful consideration of the expressions for M/# and S in the recording phase shows that both of them are functions of intensity ratio (I R /I UV ) and not functions of absolute intensities [Eqs. (16) and (17)]. Also, noting that ␤ is independent of the intensities yields that M/# and S for two-center recording depend only on the intensity ratio (I R /I UV ) and not on the absolute intensities. The dependence of M/# on the intensity ratio was theoretically proposed and experimentally shown in Ref. 20 , but we are aware of no previous report of the dependence of S on the intensity ratio. To our best knowledge, this is the first time that the dependence of S on the intensity ratio has been reported. Figure 6 shows this dependency more clearly. To explain this variation of S we can use the energy-band diagram in Fig. 7 . S depends mainly on the bulk photovoltaic current density in the conduction band, which is proportional to the average electron concentration in the Fe traps (N Fe0 Ϫ ). This concentration depends on the excitation and recombination rates shown in Fig. 7 . Excitation of the electrons from Fe traps tends to reduce N Fe0 Ϫ , whereas excitation from the Mn traps tends to populate Fe traps (via the conduction band) and to increase N Fe0 Ϫ . When we increase both intensities by the same factor (such that I R /I UV is fixed), all excitation rates (proportional to light intensities) are increased in the same way. However, the relative strengths of these excitations remain intact. Thus the average electron concentrations in both Fe and Mn traps depend on the intensity ratio only and not on the absolute intensities. This intuitive point can be theoretically verified by Eqs. (A6) and (A7) derived in Appendix A.
The dependence of both M/# and S on the intensity ratio reduces one independent parameter (the design parameter is I R /I UV instead of both I R and I UV ). With N Fe already selected, three remaining parameters for optimization are Mn concentration (N Mn ), oxidizationreduction state (N A ), and intensity ratio (I R /I UV ). Figure 8 shows the variation of M/# and S as the Mn concentration varies while the Fe concentration and the intensity ratio are fixed. For the calculation of M/# we assume that 85% of the Mn traps are initially filled with electrons because M/# reaches its global maximum when N A ϭ 0.85 N Mn . However, the maximum of S occurs when ϳ90% of the Mn traps are initially filled with electrons. As Fig. 8 shows, M/# reaches the global maximum when the Mn concentration is much lower than the Fe concentration and then decreases as the Mn concentration increases further. S, however, increases as the Mn concentration increases in the practical range of concentrations used for the simulations. The results shown in Fig. 8 can be understood by use of Eqs. (16) and (17) .
C. Role of Mn Concentration
With N Mn Ϸ 0, no hologram can be recorded because all Fe traps are initially empty. Therefore, by increasing N Mn we quickly increase the hologram strength (and M/#). For small N Mn , a space-charge limitation occurs and the approximate formulas are not useful. At larger values of N Mn we can use relation (A13) for E SC to substitute into Eq. (16) for M/#. Therefore,
where CF varies slowly with N Mn . Increasing N Mn results in increasing both N Fe0 Ϫ and n 0 . However, the increase in n 0 is stronger than that in N Fe0
Ϫ for values of N Mn above the optimal value. Therefore M/# decreases as N Mn is increased. The actual positions of the peak depend strongly on the intensity ratio.
For sensitivity, because the photovoltaic constant of the Mn traps at the recording wavelength ( D,L ) is negligible, we can assume that S ϰ N S0 Ϫ ϭ N Fe0 Ϫ . By increasing the Mn concentration (with 90% of the traps filled), we increase the excitation rate of electrons from the Mn traps to the conduction band (proportional to N Mn ). Increasing the concentration of the Mn traps will increase the recombination rate of electrons from the conduction band (proportional to N Mn ; note that 10% of the Mn traps are empty). The combination of these two competing effects results in variation of S with N Mn as
where is a constant that represents the recombination rate for the Fe traps. The plot of relation (23) with N Mn is the same as in Fig. 8(b) . It is obvious from Fig. 8 that the maximum values for M/# and S cannot be achieved simultaneously. Therefore there is a trade-off between M/# and S.
D. Role of Oxidization-Reduction State
The variations of M/# and S with the initial electron concentration in the Mn traps (i.e., N A ) are shown in Fig. 9 ; other parameters are fixed. The initial electron concen- 
E. Role of Intensity Ratio (I R ÕI UV )
For any crystal there is an optimum value for the intensity ratio (I R /I UV ) that results in the best performance. Typical variations of M/# and S versus intensity ratio are shown in Fig. 10 . Figure 10 shows that maximum S can be achieved with high sensitizing intensity, whereas the maximum M/# is obtained when the sensitizing and the recording intensities are of the same order. Note that N Mn and N A /N Mn in Fig. 10 are chosen to result in global optima. Therefore the global maxima of M/# and S occur at different values of the intensity ratio. The variation of M/# with intensity ratio, when other parameters are fixed at nonoptimal values, has already been reported and explained. 20, 23 We can simply understand this variation by using relation (22) . Both N Fe0 Ϫ and n 0 depend on I R and I UV . Too strong a value of I UV results in an acceptable N Fe0 Ϫ (I UV excites electrons from both Fe and Mn) and a strong n 0 (n 0 ϰ I UV ). Too weak a value of I UV (compared to that of I R ) cannot populate the Fe traps because strong I R tends to depopulate them. Therefore M/# is maximum at an intermediate I R /I UV . The actual optimum intensity ratio depends on N Fe , N Mn , and N A . The variation of S with intensity ratio [ Fig. 10(b) ] reported here completely agrees with the experimental results of the variation of sensitivity with sensitizing and recording intensities reported in Ref. 40 for LiNbO 3 :Cu:Ce crystals. It can easily be understood from Eq. (17) (i.e., S ϰ N Fe0 Ϫ ). The role of I UV is to excite electrons from the Mn traps (and from the Fe traps). Its overall role is to populate the Fe traps to some degree. However, the role of I R is only to depopulate the Fe traps. Therefore N Fe0
Ϫ becomes larger at smaller I R /I UV , and larger N Fe0 Ϫ results in larger S. So the maximum S is obtained at small I R /I UV (or large I UV /I R ). 
GLOBAL OPTIMA
In Section 4 we observed the effect of the variation of the individual design parameters on M/# and S. The optimum obtained for each individual parameter (i.e., N A ) depends on the other design parameters. In general, the treatment of Section 4 cannot yield the set of parameters for the global maximum M/# (or maximum S). A global optimization scheme is required in which all design parameters are allowed to vary simultaneously.
In this optimization procedure we use the accurate analytic formulas that we derived for the recording phase [Eqs. (16) and (17) In these simulations we used a 1-mm-thick LiNbO 3 :Fe:Mn crystal. Sensitization and recording wavelengths were 365 and 633 nm, respectively. Ordinary polarization was used for recording and reading beams. We also calculated the optima for the more recently proposed set of wavelengths (404 nm for sensitization and 514 nm for recording). 24 For these wavelengths the set of material parameters can be estimated from the literature. 20, 41, 42 The estimated parameters that we used are summarized in Table 2 . Table 3 summarizes the optimum design parameters needed for maximizing M/# and S. It is obvious that S and M/# reach their maxima at different values of the design parameters, so there is always a trade-off in finding the best set of parameters.
For a sensitizing beam at 365 nm the crystal has a significant absorption coefficient, of the order of 9 mm
Ϫ1
. Therefore, for a thick crystal, the intensity of the sensitizing beam drops dramatically as the beam passes through the crystal, and the intensity ratio deviates far from the optimum. If the absorption is decreased, a larger portion of the crystal will experience the intensity ratio close to the optimum value, and both M/# and S will increase. Therefore, using a longer sensitizing wavelength (which has lower absorption) can result in higher and M/#. In addition, Fe traps are more sensitive 514-than to 633-nm wavelength; i.e., the bulk photovoltaic coefficient of the Fe traps is larger at 514 nm. 24 Therefore, recording at 514 nm results in higher M/# and S. The main disadvantage of using the 514-nm wavelength is that the reading beam can slightly excite electrons from Mn traps. Therefore a hologram recorded with recording beams at 514 nm will have a smaller value of R/#. 24 To our best knowledge, the maximum experimental values for M/# and S in a 1-mm-thick LiNbO 3 :Fe:Mn crystal, with 365-nm sensitizing and 633-nm recording with ordinary polarization in transmission geometry, are 0.25/mm and 0.003 cm/J, respectively. 20 From Table 3 it can be seen that for 633-and 365-nm beams the maximum values of M/# ϭ 0.76/mm and S ϭ 0.17 cm/J can be achieved by use of the optimum design parameters. By changing the recording and sensitizing beams to the new set at 514 and 404 nm we obtained further improvement. Note that by use of extraordinary polarization for recording beams both M/# and S can be further improved by a factor of 3 because of the larger electro-optic coefficient of LiNbO 3 for extraordinary polarization. Table 3 also represents the theoretical limit for M/# and S in LiNbO 3 :Fe:Mn in accordance with material specification. These limits are M/# ϭ 2.13/mm and S ϭ 0.43 cm/J, both obtained with sensitization at 404 nm and recording at 514 nm. With extraordinary polarization, M/# ϭ 6.4/mm and S ϭ 1.3 cm/J can be obtained. One might obtain further improvements by application of a strong electric field 30 or by finding more-appropriate dopants.
As explained above, the strong trade-off between M/# and S must be considered in designing doubly doped crystals. For example, the maximum S is obtained when I R /I UV ϭ 0.01, N Mn ϭ 3.7 ϫ 10 25 , and N A /N Mn ϭ 0.9. For this set of parameters, M/# is low. The large I UV compared to I R does not allow strong holograms to build up. The optimum M/# is obtained when S is low. For practical applications in which low M/# or S is undesirable, the design parameters should be selected appropriately to result in the desired set of M/# and S.
CONCLUSIONS
We have presented a global optimization scheme for twocenter holographic recording in doubly doped crystals. Our method is based on a combination of analytic formulas derived here with numerical simulations. We considered both dynamic range and sensitivity in our method.
We found the global optimum set of design parameters by varying all parameters simultaneously. We implemented the method for LiNbO 3 :Fe:Mn crystals and found the optimum set of parameters for maximizing dynamic range M/# and sensitivity S at different reading and sensitizing wavelengths.
Our results show that the best M/# and S that can be obtained in two-center recording in LiNbO 3 :Fe:Mn crystals are 2.13/mm and 0.43 cm/J, respectively, when ordinary polarization is used. With extraordinary polarization for recording and reading beams, M/# ϭ 6.4/mm and S ϭ 1.3 cm/J can be achieved. These results are obtained when sensitizing and recording wavelengths are 404 nm and 514 nm, respectively. The maximum of M/# can be achieved when N Fe is as large as possible, when N Mn is more than 1 order of magnitude smaller than N Fe , when ϳ85% of Mn traps are initially filled, and when the recording and sensitizing intensities are of the same order. The optimum value of S, however, is obtained when both N Fe and N Mn are as large as possible, when ϳ90% of the Mn traps are initially occupied by electrons, and when the sensitizing intensity is ϳ100 times larger than the recording intensity. Note that the optimum set of parameters for maximizing M/# and S is different. The maximum values of M/# and S cannot be achieved simultaneously, and a trade-off exists.
We have also presented here, for the first time to our knowledge, the complete dependence of S on the various design parameters. We showed that S is a function of the ratio between recording and sensitizing intensities (I R /I UV ) and not of the absolute intensities.
APPENDIX A
Considering the steady-state solutions of Eqs. (6)- (13) by setting all the time derivatives to zero and solving for E 1 , we find that where the B and C coefficients are
the variables N S0 Ϫ , N D0 Ϫ , and n 0 are given by 
and coefficients ⌫ S and ⌫ D are
All other variables and parameters are defined in Table 1 .
To find the recording time constant, we should find the differential equation for the space-charge field. Because the space-charge field is proportional to N S1 Ϫ ϩ N D1 Ϫ , by using Eqs. (9)- (12) and by appropriate substitutions we find a second-order linear differential equation with timevarying coefficients for the space-charge field. To find an approximate formula for recording a time constant we assume that the space-charge field can be represented by a monoexponential function of time. Assuming that the zeroth-order terms reach their steady-state values much faster than the first-order terms (we justify this assumption by using numerical simulations) results in a firstorder differential equation with constant coefficient for N S1
Ϫ ϩ N D1 Ϫ . In this case the recording time constant can be written as
where C S and C D are given by Eqs. (A4) and (A5) and G S and G D are defined as
For the LiNbO 3 crystal doped with Fe and Mn and for recording with red and sensitizing with UV, relations (A1) and (A10) can be simplified further. When the sensitizing intensity is much lower than the recording intensity (I UV Ӷ I R ) and the Mn concentration is much less than the Fe concentration, the following approximate formula can be obtained for the space-charge field:
where we can find all the parameters and variables from Table 1 by replacing the subscripts S with Fe, D with Mn, L with R, and H with UV. Similarly, N Fe0 Ϫ can be found from Eq. (A6). Also, the factor CF is introduced as
where H is defined as
For the same condition (i.e., I UV Ӷ I R and N Mn Ӷ N Fe ), the recording time constant is given approximately by
APPENDIX B
Finding the analytic solution for the readout phase is difficult. The main problem is that we cannot further assume that the average electron concentrations in the shallower and the deeper traps are constant. In this case we should solve all the zeroth-and first-order equations simultaneously, and a closed-form solution cannot be found easily. Because the most important part of the solution in this phase is the final value for the space-charge field, we concentrate on finding this value. During the readout process, the reading beam excites electrons from the shallower traps to the conduction band. These electrons will eventually be trapped and remain in the deeper traps. It is expected that varying the intensity of the reference beam will change only the dynamics of the process and will not affect the final electron concentrations in the deeper traps. Simulating the readout phase by reference beams with different intensities agrees well with this observation and shows that the final electron concentration in deeper traps (and, therefore, the final hologram strength) is independent of the intensity of the readout beam (Fig. 4) . Using this fact, we can assume an appropriate variation of the reading beam intensity with time to simplify the equations. This intensity variation is given by
where I 0 is a constant intensity and we can find all other variables and parameters from 
where N 0 is the concentration of Fe 2ϩ traps at the beginning of the readout, i.e., N 0 ϭ N Fe0 Ϫ (t ϭ 0), and q Fe,R s Fe,R is the absorption cross section of red photons to excite electrons from Fe traps to the conduction band. Then we find N Mn0 Ϫ and n 0 by using Eqs. (A7) and (A8) and substitute all the zeroth-order terms into the firstorder equations. In the next step we change the variable from time (t) to W ϭ N Mn Ϫ N A ϩ N Fe0 Ϫ (t). The derivative with respect to time (i.e., d/dt) will be replaced by 
where the coefficients are given by and we can find all the parameters from Table 1 by replacing the subscripts S with Fe, D with Mn, and L with R. To find the final space-charge field (after sufficient readout) we should solve differential equation (B3) and find the solution at W ϭ N Mn Ϫ N A . The initial conditions at t ϭ 0, W(t ϭ 0) ϭ W 0 ϭ N Mn Ϫ N A ϩ N 0 , are 
where E sc and N Fe1 Ϫ (t ϭ 0) are the saturation spacecharge field and the first-order electron concentration in Fe traps, respectively, at the beginning of the readout. Both E sc and N Fe1 Ϫ (t ϭ 0) are calculated from the analytic solution of the recording phase.
