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Machine learning in 
forensic applications
By Alicia Carriquiry, Heike Hofmann, Xiao Hui Tai 
and Susan VanderPlas
On 3 November 1984 in Milwaukee, a passer-by discovered the body of a woman who had been raped, stabbed and beaten to death. Eight bite marks were found on the victim’s body, 
which a forensic odontologist said must have been made 
by someone with a missing front tooth. While canvassing 
the neighbourhood, police realised that a local man, Robert 
Lee Stinson, matched this description. They charged him 
with murder. 
During his trial, an expert witness testified that the 
bite marks “had to have been made by teeth identical to 
Stinson’s”, and a second expert testified that the evidence 
was “overwhelming”. Stinson was convicted to life in prison 
on the strength of the bite-mark evidence. There he remained 
for 23 years until DNA analysis of samples recovered from the 
victim’s clothing excluded him as the perpetrator of the crime, 
and his conviction was vacated.
By now, readers of this issue of Significance will be wearily 
and sadly familiar with wrongful convictions linked to bite-
mark evidence, having already read the stories of Steven 
Mark Chaney (page 12) and Keith Harward (page 21). As these 
miscarriages of justice show, the problems that plague bite-
mark analysis are particularly severe. However, they are by no 
means unique to this specific type of evidence.
Bite marks are a form of “pattern evidence”, a category that 
includes handwriting, firearms and tool marks, fingerprints, 
shoe prints, and anything else that comes in the form of an 
image. The 2009 National Academy of Sciences (NAS) report, 
Strengthening Forensic Sciences in the United States: A Path 
Forward, was strongly critical of most forensic disciplines, but 
in particular it found pattern-evidence disciplines to be rife 
with subjectivity and lacking in scientific validity.1
Regardless of the type of evidence available to investigators, 
a question of interest typically involves the issue of source: 
did the suspect produce the bite marks on the victim? Could 
the suspect’s shoe have left the bloody print at the crime 
scene? Notice that even if the answer to these questions is 
yes, this would not imply that the suspect is the perpetrator 
of the crime, since there may be other (innocent) reasons that 
explain the suspect’s contact with the crime scene (see page 
36). But determining whether the suspect could have been 
the source of the evidence is an important first step in most 
forensic analysis.
And yet this step poses a particular challenge when the 
evidence consists of a pattern. Figure 1 illustrates the problem: 
Figure 1a shows a latent print found at a crime scene and 
Figure 1b shows a reference print obtained from a suspect’s 
shoe. We wish to determine whether the suspect’s shoe could 
have been the source of the latent print and attach an estimate 
of uncertainty to our determination.
FIGURE 1 (a) Latent shoe 
print and (b) reference 
outsole image of 
suspect’s shoe.
The 2009 NAS report found 
pattern-evidence disciplines 
to be rife with subjectivity and 
lacking in scientific validity
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what constitutes similar enough. It is also difficult to estimate 
the rate of errors, not only for individual examiners but also 
for the discipline as a whole. Experience is no substitute for 
experimentation, where ground truth is known, and the fact 
that an examiner may have never been challenged in court 
does not mean that he or she has never made a mistake. 
Finally, when assessments are subjective, it is possible that 
two examiners looking at the same evidence will reach 
different conclusions, or even that the same examiner will 
make a different assessment when evaluating the same 
evidence at a different time (see page 22).
The 2009 NAS report called for an immediate and sustained 
research effort to shore up pattern evidence by (among other 
recommendations) developing the scientific and statistical 
framework that underpins any scientific discipline. In the 
decade since, machine learning methods have been developed 
to try to address the issue of subjectivity in the assessment of 
pattern evidence.
Pattern recognition and machine learning
Pattern recognition is a scientific discipline “concerned with 
the automatic discovery of regularities in data through the use 
of computer algorithms and with the use of these regularities 
to take actions such as classifying the data into different 
categories”.2 In statistics, algorithms for pattern recognition are 
sometimes referred to as learning algorithms and can be used 
for inference or prediction.
Algorithms for pattern recognition can be grouped into two 
major classes, the class of supervised learning methods and the 
class of unsupervised learning methods. Supervised learning 
algorithms assume that we have available a large set of units 
Comparing images such as those shown in Figure 1 is 
difficult for several reasons. First, we do not have a generative 
model that would enable us to reduce the dimensionality of 
the images and establish a formal testing approach. Second, a 
typical image has tens of thousands of pixels, and furthermore, 
a pixel-by-pixel comparison is not robust to changes in scale, 
rotation and translation. Finally, it is not obvious whether the 
information contained in the image can be summarised into 
a few measurements that could then be used to carry out 
the comparison.
Consequently, the state of the art for evaluating and 
interpreting most types of pattern evidence is a subjective 
approach, where forensic examiners rely mostly on their 
training and experience. In a typical evaluation, the examiner 
compares the two samples side by side, and decides whether 
there are enough common features to conclude that the two 
samples could have a common source. 
Some forensic examiners have years and even decades 
of experience, but the fact that the evaluation of pattern 
evidence continues to be subjective is problematic. For most 
of the pattern disciplines, there is no universal agreement of 
FIGURE 2 (a) Marks on a fired bullet caused by the rifling of a gun barrel, and (b) marks imprinted by the breech face and firing pin on the primer of a spent 
cartridge case.
For most of the pattern 
disciplines, there is no 
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with known labels, called a training set. In statistical parlance, 
we use the term response instead of label, and predictors or 
independent variables instead of features. From this training set, 
the algorithm “learns” how the features relate to the labels – or, 
in other words, produces an estimate of the function f(X) that 
describes the association between features X and label Y. The 
idea is that once the algorithm has been trained, meaning that 
an estimate f̂  has been obtained, the algorithm can be used to 
predict the labels for previously unseen objects. 
Unsupervised learning algorithms, in contrast, do not 
depend on the availability of training data with known 
labels. Here, the assumption is that we observe a set of 
measurements or features X on a large sample of units, 
but not the corresponding response or label. Instead, the 
algorithm itself determines the combination of features that 
best represent a class and that maximise the probability of 
assigning the correct label to a new unit. 
The case of firearm identification
Firearm identification is one area of forensics in which learning 
algorithms have been used to address questions of source. 
Current standard practice is for a firearms examiner to 
compare two bullet samples – one recovered from a crime 
scene, the other a test shot fired by a suspect’s gun – side 
by side under a comparison microscope. The examiner 
then subjectively determines whether the samples are 
distinguishable or indistinguishable, or if the comparison 
is inconclusive.
This determination is made based on comparisons of the 
marks left on a bullet (or its cartridge case) after it has been 
fired. Marks are created in a number of ways. One cause 
is the rifling of a gun barrel, the spiral grooves that impart 
rotation to the bullet as it exits the barrel; these create a 
pattern of groove engraved areas and land engraved areas 
(lands being the areas between each groove). Figure 2a 
shows these markings. Another cause is small imperfections 
on the surface of a barrel, which create striations on a bullet 
as it leaves the gun. Marks are also imprinted to the base of 
the cartridge case by the breech face of the gun at the time 
it is fired. Figure 2b shows a cartridge case with breech face 
marks. While the class or rifling characteristics of a gun can 
be readily determined from the pattern of land engraved 
areas and grooves on a bullet, or from the shape of the 
firing pin impression on the base of a cartridge case, it is the 
microscopic sub-class and individual striations that are used in 
firearms identification.
As currently practised, firearms examination is part science 
and part art. Because firearms examiners do not attach an 
estimate of uncertainty to any of their categorical conclusions 
– distinguishable, indistinguishable, or inconclusive – concepts 
such as false-positive or false-negative rates are not part of 
their evaluations. 
However, in the past 20 years or so there has been a push 
to use imaging technology to obtain actual measurements 
of the surface topology of land engraved areas on bullets 
and of cartridge case bases to enable objective analysis of 
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FIGURE 3 Scanned surface of a bullet’s land 
engraved area. Striations in the area shaded red 
are most informative.
31April 2019    significancemagazine.com 
One other attribute that is immediately noticeable from 
Figure 4 is that the dominant structure in the cross-sectional 
representation of the land engraved area is the curvature of the 
surface of the bullet. Therefore, the first step towards extracting 
a signature from a bullet is to subtract the curvature from 
the image via a loess fit. (Loess stands for “locally estimated 
scatterplot smoothing” and is an approach to fit a smooth curve 
to a set of points by fitting simple models to local subsets of 
the data.) The residuals from the loess function represent the 
actual striations and are used to construct a signature. Figure 
5 shows the fitted curve in blue in the top panel, and the loess 
residuals in the bottom panel. Note that the range of the 
residuals is approximately 6μm. For some combinations of 
ammunition and gun, the striations are less pronounced.
Once the signatures from two bullets have been extracted, 
they can be compared using quantitative measurements, 
such as a cross-correlation between two signatures, or the 
differences in the height of peaks or depth of valleys. Figure 6 
shows the overlain signatures for two bullets that were fired 
from the same gun. The signatures are not exactly the same, but 
the similarities suggest that they may have a common source.
Hare et al. defined various features of these bullet signatures, 
and to decide whether any of them would serve to accurately 
determine whether two bullets could have been fired from the 
same gun, the following experiment was carried out. 
First, using 3D images of a set of bullets that were fired 
by Hamby et al. using 10 consecutively rifled 9 mm Ruger 
barrels,5 they constructed all possible pairs of images of land 
engraved areas. Some pairs corresponded to the same land 
on bullets fired from the same barrel (known matches); others 
the similarity between two samples. Early proponents of this 
approach were De Kinder and Bonfanti,3 who used a laser 
profilometer to measure the distance and depth of striations 
and compute a correlation between two samples. Since then, 
several new methods that rely on two- and three-dimensional 
imaging of bullets and cartridge cases have been proposed to 
quantify the similarity between two items. In 2017, Hare et al. 
proposed using supervised learning algorithms to construct a 
similarity score that can be used to compare bullets,4 and here 
we describe this proposal.
Peaks and curves
Measurements on land engraved areas of bullets consist of 
heights on an (x, y) grid in micrometre-level increments. The 
exact resolution at which images are obtained depends on the 
microscope. In Hare et al., scans are taken at a resolution of 
1.5625 μm × 1.5625 μm. The total area that is captured from 
each land engraved area is approximately 2.2 mm × 0.6 mm, 
and the data are the (x, y, z) coordinates of each point on 
the grid. 
Figure 3 (page 31) shows the 3D scan of a land engraved 
area of a bullet fired from a Smith & Wesson firearm. The 
most informative striations are located in the area shaded 
red. Measurements of these marks will eventually serve as 
the basis for determining the “signature” of this bullet, and 
we can compare this signature to those of other bullets to 
assess similarity.
The algorithm proposed in Hare et al. focuses on the 
average height of striations observed on a set of consecutive 
cross-sections of the land engraved area at a value of y where 
striations appear to be stable. Figure 4 shows the same 
scanned area as in Figure 3, but this time viewed as a cross-
section where y is fixed. The bottom panel is a single-pixel 
representation of the cross-section shown in the top panel. 
In both panels it is evident where the land engraved area 
begins and ends, but in some cases finding the grooves in an 
automated way is challenging.
FIGURE 4 (top panel) Sideways view of the scan from Figure 3, and (bottom panel) average of the height 
measurements across the red shaded area of Figure 3.
FIGURE 5 (top panel) Loess fit to remove curvature shown in blue, and (bottom panel) 
residuals from the loess fit.
Once the signatures from two 
bullets have been extracted, 
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corresponded either to different pairs of land engraved areas on 
bullets fired from the same barrels or to pairs of land engraved 
areas on bullets fired from different barrels (known non-
matches). Then, for each pair of images, Hare et al. computed 
the value of each of seven features; the distribution of values 
of each of the features among pairs of known matching land 
engraved areas and among pairs of known non-matching 
land engraved areas is shown in Figure 7. For example, the 
first graph shows the empirical distributions of the number of 
consecutively matching striae among pairs of known matching 
lands (light blue) and known non-matching lands (dark blue).
Ideally, we would like to find one or more features that can 
discriminate between known matching and known non-
matching pairs, but from Figure 7 it appears that none of the 
seven features do that. In all seven graphs there is significant 
overlap between the two distributions. The solution proposed 
by Hare et al. is to combine the features into a single score 
using a random forest (see box, page 34).6 
For the case of the Hamby bullets, the random forest produced 
a perfect classification of all pairs into the two classes with zero 
false positives and false negatives. The separation between the 
values of the scores among known matching and known non-
matching pairs was complete, as is shown in Figure 8.
One limitation of learning algorithms is that they tend 
to over-fit the training data; consequently, an algorithm’s 
performance when classifying a new set of units can be 
dramatically worse and result in large misclassification errors. 
To guard against over-fitting, we set aside a portion of the 
training data to use as a test data set, but even then, the 
misclassification error tends to be underestimated.
To explore the classification performance of the random 
forest fitted to the Hamby bullets, we applied the model to 
thousands of pairs of bullets obtained from crime laboratories 
across the United States. Results have been promising: the 
random forest resulted in no false positives or negatives when 
the gun barrel had conventional (rather than polygonal) rifling 
FIGURE 6 Overlaid signatures of two bullets fired from the same gun.
FIGURE 7 Empirical distributions of the values of features among known matching pairs of land 
engraved areas (light blue) and known non-matching land engraved areas (dark blue). From left to right 
and top to bottom, shown features are: number of consecutively matching striae (CMS), number of 
consecutive non-matching striae (CNMS), number of matching peaks and valleys (#matches), number 
of non-matching peaks and valleys (#non-matches), average difference in the depth of peaks and 
valleys (D), total area between the two signatures (S), and cross-correlation (ccf). 
FIGURE 8 Random forest scores for the Hamby et al.5 known matching pairs of land engraved areas 
(light blue) and known non-matching pairs (dark blue). 
33April 2019    significancemagazine.com 
and striations were reasonably well marked, and when bullets 
were not coated with a polymer that flakes on contact with 
the barrel. Still, these methods must be extensively tested 
and validated before they are used in real cases, as there are 
several issues to address. 
First, we need to define the meaning of “non-matched”: 
same brand and model of guns and ammunition, or same 
caliber and different brands? These choices determine 
the distribution of scores among non-matched pairs and 
are therefore critically important. To address this, it will be 
necessary to assemble an extensive and diverse collection of 
3D images of bullets for which the source is known.
Second, fully automating the process is difficult because the 
detection of the grooves is challenging. For now, detection of 
grooves by humans is the gold standard, which not only slows 
down the process but also increases the chances of errors. 
Finally, adoption of this new technology in working crime 
labs will require significant changes in protocols and in the way 
firearm examiners interpret and present their evidence. Thus, 
we are not likely to see these methodologies used in practice 
for several more years.
Back to the source
Quantifying the similarity between two items does not address 
the question of source. If a questioned bullet and a test shot 
from the suspect’s gun are similar, all we can say is that 
the suspect’s gun cannot be excluded as the source of the 
questioned bullet. To conclude that the suspect’s gun and no 
other fired the questioned round, we would need to also show 
that the degree of similarity we observed is probative: it would 
not occur unless the same gun fired both rounds. 
Until recently, forensic examiners – in reports or testimony 
– have stated that a high degree of similarity implies common 
source. But the blunders that called into question the validity 
of most forensic science disciplines also led the public and 
the scientific community to revisit assumptions such as the 
uniqueness and repeatability of bullet striations. As a result, 
juries and law professionals today are more likely to expect 
some discussion about the probative value of a “match” from 
forensic experts.
In the absence of a statistical model that may permit 
estimating the likelihood of a pattern under different 
assumptions of provenance, it may be possible to compute an 
empirical estimate of the frequency with which a given degree 
of similarity between two items can be expected when the 
items have a common source and when they do not. Figure 9 
illustrates this idea using firearms as an example. Here, the 
empirical distributions of similarity scores represent values of 
the random forest score that might have been obtained from 
pairs of bullets fired by the same gun (pink) or by different 
guns (blue), using a very large number of guns of the same 
brand and model.
Let us imagine that a crime has been committed and a bullet 
recovered from the scene. A suspect’s gun is test fired and 
the bullet in evidence is compared to the test shot using the 
algorithm that produced the background scores. Suppose that 
the resulting score is 0.8. From Figure 9, we see that a score 
of 0.8 is likely if the two bullets were fired from the same gun 
and unlikely otherwise. The estimated probability of observing 
a score of 0.8 under each of the two empirical distributions 
is a score-based likelihood ratio that quantifies the odds of 
observing the score under the two competing propositions of 
same and different source of the bullet in evidence. 
In order to assess the probative value of a match between 
two pieces of evidence, we need extensive background 
information about the population from which those two pieces 
of evidence might have originated. Thus, the construction 
of those reference databases must become a priority for 
the scientific community in general and for the forensics 
community in particular (see page 25).
Quantifying the similarity 
between two items does 
not address the question 
of source
What is a random forest?
A random forest is a machine learning 
model that can be used for prediction or 
classification and that consists of an 
ensemble of independently grown 
decision trees.  For classification, a 
decision tree sequentially splits the 
feature or predictor space to arrive at 
the partition that minimises 
classification error.  
In a forest, hundreds of trees are 
fitted to bootstrap samples of the 
training data, where, at each candidate 
split, the tree considers a random 
subset of the features.  The output from 
a random forest is the probability of 
class membership for each item, 
obtained by aggregating the results 
from each tree, as illustrated below. 
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FIGURE 9 Empirical distributions of random forest 
scores for pairs of bullets known to have been 
fired from the same gun (pink) and known to have 
been fired from different guns (blue).
Final thoughts
Machine learning has the potential to transform how forensic 
scientists evaluate pattern evidence – and other types of 
evidence – and researchers in the Center for Statistics and 
Applications in Forensic Evidence (CSAFE) are pioneering 
the use of learning methods in forensic applications with 
impressive results. 
For example, in addition to the bullet-matching work 
discussed here, Kong et al. use a convolutional neural network 
to automatically determine the mark and model of the shoe 
that left a print at a crime scene and multi-channel deep 
features for matching a questioned image to reference images 
from a database.7 Also, Park and Carriquiry8 show that, at 
least for the data that are available, a random forest exhibits 
significantly fewer misclassification errors for glass fragments 
than the methods currently proposed as the standard by the 
American Society for Testing and Materials.9, 10
No algorithm will completely replace humans for the 
analysis and interpretation of evidence, but with the appropriate 
background databases, and after extensive testing and validation, 
algorithms can help eliminate some of the subjectivity that 
permeates most forensic disciplines and can serve to estimate 
the degree of uncertainty in forensic conclusions. n
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