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The two-fluid Interacting Vector Boson Model (IVBM) with the U(6) as a dynamical group pos-
sesses a rich algebraic structure of physical interesting subgroups that define its distinct exactly
solvable dynamical limits. The classical images corresponding to different dynamical symmetries
are obtained by means of the coherent state method. The phase structure of the IVBM is investi-
gated and the following basic phase shapes, connected to a specific geometric configurations of the
ground state, are determined: spherical, Up(3) ⊗ Un(3), γ−unstable, O(6), and axially deformed
shape, SU(3)⊗UT (2). The ground state quantum phase transitions between different phase shapes,
corresponding to the different dynamical symmetries and mixed symmetry case, are investigated.
PACS number(s): 21.60.Ev, 21.60.Fw, 21.10.Re
I. INTRODUCTION
The phase structure of quantum many-body systems
has been a subject of great experimental and theoretical
interest in the last years. The introduction of the con-
cept of critical point symmetry [1] has recalled the at-
tention of the community to the topic of quantum phase
transitions in nuclei. Different models have been used
to describe the quantum phase transitions in different
many-body systems, such as atomic nuclei [2], molecules
[3],[4], atomic clusters [5], and finite polymers. Among
these models, those based upon algebraic Hamiltonians
play an important role.
There are many approaches which allow the associa-
tion of a certain geometry to any abstract algebra, but
for algebraic models, this can be achieved with the theory
of the coherent states [6],[7],[8],[9]. The expectation value
of the Hamiltonian in the ground coherent state is refer-
eed to as its classical limit. The classical limit of quan-
tum systems is one of the oldest problems in quantum
mechanics. This problem appears whenever one formu-
lates a theory in terms of quantum variables and wishes
to interpret it in terms of classical (geometrical) vari-
ables. The method of coherent (or intrinsic) states pro-
vides a prescription for translating algebraic operators
into canonical phase-space coordinates, thereby allowing
algebraic models of nuclear structure and dynamics to be
interpreted from the perspective of their corresponding
classical limits. Of particular relevance for the present
study is the construction of the potential energy or po-
tential functions [2],[3].
A nice feature of the algebraic models is the occurrence
of phases connected to a specific geometric configurations
of the ground state, which arise from the occurrence of
different dynamical symmetries. The study of the ground
state energy as a function of an appropriately chosen pa-
rameter, called control parameter, shows a transition be-
tween the different phases. These phase transitions are
referred to as ground-state or quantum phase transitions
and have been widely investigated in the last years (e.g., a
review article [10]). Since these transitions are between
different shapes, they are sometimes termed as ”shape
transitions”.
An important aspect of the study of phase transitions
is the construction of the phase diagram (structure). In
this respect it is interesting to see what is the phase
structure of the two-fluid Interacting Vector Boson Model
(IVBM) [11]. Thus, it is the purpose of the present paper
to investigate what are the different phase shapes which
might occur within the framework of the IVBM. The first
step in the construction of the phase diagram is the iden-
tification of all possible dynamical symmetries of the sys-
tem. In IVBM there are several dynamical symmetries
which will be considered in next sections. It should be
shown that there exist three distinct shapes correspond-
ing to the three dynamical symmetries of IVBM: (1)
spherical shape, Up(3)⊗Un(3), (2) γ−unstable shape,
O(6), and (3) axially deformed shape, SU(3)⊗UT (2).
II. THE ALGEBRAIC STRUCTURE
GENERATED BY THE TWO VECTOR BOSONS
The algebraic structure of IVBM [11],[12] is realized in
terms of creation and annihilation operators of two kinds
of vector bosons u†m(α), um(α) (m = 0,±1), which differ
in an additional quantum number α = ±1/2 (or α = p
and n)−the projection of the T−spin (an analogue to
the F−spin of IBM-2). We consider these two bosons
just as building blocks or ”quarks” of elementary exci-
tations (phonons) rather than real fermion pairs, which
generate a given type of symmetry. In this regard, the s
and d bosons of the IBM-1 can be considered as bound
states of elementary excitations generated by two vector
bosons. Thus, we assume that it is the type of symmetry
generated by the bosons which is of importance for the
description of the collective motions in nuclei rather than
the tensorial or fermionic nature of these bosons.
The number preserving bilinear products of the cre-
ation and annihilation operators of the two vector bosons
generate the boson representations of the unitary group
2U(6) [11],[12]:
ALM (α, β) =
∑
k,m
CLM1k1mu
†
k(α)um(β), (1)
where CLM1k1m, which are the usual Clebsch-Gordan coef-
ficients for L = 0, 1, 2 and M = −L,−L + 1, ...L, de-
fine the transformation properties of (1) under rotations.
We will also use the notations u†m(α = 1/2) = p
†
m and
u†m(α = −1/2) = n†m.
In the most general case the two-body model Hamil-
tonian should be expressed in terms of the generators of
the group U(6). In some special cases the Hamiltonian
can be written in terms of the generators of different sub-
groups of U(6). The U(6) group contains the following
chains of subgroups [11],[12]:
ւ
Up(3)⊗ Un(3)
↓
SOp(3)⊗ SOn(3)
U(6)
↓
O±(6)
ւ ↓
SU±(3)⊗ SO(2)
ց
U(3)⊗ UT (2)
↓
SU±(3)⊗ SOT (2)
ց ↓
SO(3)
ւ
(2)
As can be seen, the IVBM has a rich enough alge-
braic structure of subgroups. Each of these dynamical
symmetries will correspond to a certain possibly differ-
ent shape phase. Now we are going to briefly enumerate
these algebras, their generators and some of their Casimir
operators relevant to the present work.
A. The Up(3)⊗ Un(3) chain
(a) Up(3)⊗ Un(3) algebra. It consists of two sets of
commuting operators:
Np =
√
3(p† × p)(0), (3)
LpM =
√
2(p† × p)(1)M , (4)
QpM =
√
2(p† × p)(2)M . (5)
and
Nn =
√
3(n† × n)(0), (6)
LnM =
√
2(n† × n)(1)M , (7)
QnM =
√
2(n† × n)(2)M . (8)
The SUτ (3) (τ = p, n) algebra is obtained by excluding
the number operatorNτ , whereas the angular momentum
algebra SOτ (3) is generated by the generators L
τ
M only.
For the decomposition of fully symmetric irreducible
representation (IR) [N ]6 of U(6) into the IR’s of Up(3)⊗
Un(3), we have [13]:
[N ]6 =
N∑
m=0
[N −m]3 ⊗ [m]3, (9)
or in Elliott notations
[N ]6 =
N∑
m=0
(λp = N −m,µp = 0)⊗ (λn = m,µn = 0).
(10)
For the decomposition SUτ (3) ⊃ SOτ (3), the standard
reduction rules take place [13]
K = min(λ, µ),min(λ, µ)− 2, ..., 0 (1)
L = max(λ, µ),max(λ, µ)− 2, ..., 0 (1);K = 0
L = K,K + 1, ...,K +max(λ, µ);K 6= 0. (11)
The linear Casimir operators are simply
C1[Up(3)] = Np (12)
and
C1[Un(3)] = Nn. (13)
The quadratic Casimir operator of the one-fluid Uτ (3)
algebra can be expressed in the following multipole form
C2[Uτ (3)] = Nτ (Nτ + 3), (14)
and that of SUτ (3) as
C2[SUτ (3)] =
4
3
Qτ ·Qτ + 1
2
Lτ · Lτ . (15)
(b) Op(3) ⊗ On(3) algebra. This algebra is deter-
mined by the operators (4) and (7).
B. The SU(3) ⊗ UT (2) chain
The SU(3) ⊗ UT (2) algebra also consists of two com-
muting sets of operators:
3(a) UT (2) algebra. It is defined by the operator of a
number of particles
N = Np +Nn (16)
and the ”T-spin” operators T 1m, (m = 0,±1) introduced
through
T 11 =
√
3
2A
0(p, n), T 1−1 = −
√
3
2A
0(n, p) (17)
T 10 = −
√
3
2
[
A0(p, p)−A0(n, n)] . (18)
The above operators T 1m(m = 0,±1) commute with N .
Thus (17) and (18) define the subalgebra suT (2) ⊂ uT (2).
These operators play an important role in the consider-
ation of the nuclear system as composed by two inter-
acting (proton and neutron) subsystems. At fixed N the
”T-spin” T takes the values T = N/2, N/2−1, . . . , 0 or 1,
respectively. The IR’s of the subgroup SOT (2) ⊂ SUT (2)
generated by T 10 are determined standardly as follows:
−T,−T + 1, . . . , T . The second-order Casimir operator
of UT (2) is
C2[UT (2)] =
4
3T
2 + 13N
2
with eigenvalue 43T (T + 1) +
1
3N
2.
(b) U(3) algebra. It consists of the operators which
are a sum of the p− and n−boson subsystem operators:
the total number of bosons N (16), the angular momen-
tum operator LM = L
p
M + L
n
M and the components of
the ”truncated” (or Elliott’s) quadrupole operator
QM = Q
p
M +Q
n
M . (19)
The operators LM and QM commute with N and define
the subalgebra su(3) ⊂ u(3).
The second-order Casimir operator of U(3) is
C2[U(3)] =
1
6Q
2 + 12L
2 + 13N
2 = 12N
2 + 2T 2 +N, (20)
where
Q2 = 6
∑
M,α,β
(−1)MA2M (α, α)A2M (β, β) .
The SU(3) Casimir is simply
K3 =
1
6Q
2 + 12L
2 (21)
and its eigenvalue is (λ2 + µ2 + λµ+3λ+3µ). It should
be pointed that the groups UT (2) and U(3) are mutu-
ally complementary in the sense that the eigenvalues of
C2[U(2)] are completely determined by the eigenvalues
of C2[U(3)]. This is due to the relation
C2[U(3)] =
3
2C2[UT (2)] +N. (22)
This means that the representations of U(3) and UT (2)
can be labeled by the same quantum numbers (for in-
stance, the number of quasiparticles N and the ”T-spin”
T ).
With the help of standard group-theoretical methods
[13] one obtains the quantum numbers [E1, E2, E3]3 ×
[ε1, ε2]2 labelling the IR of the direct product U(3) ⊗
UT (2) belonging to a given IR of U(6). In the case of a
fully symmetric IR [N ]6 of U(6) the decomposition is
[N ]6 =
<N
2
>∑
i=0
[N − i, i, 0]3 × [N − i, i]2, (23)
where < N2 >=
N
2 if N is even and
N−1
2 if N is odd. In
fact this means that [N ]6 decomposes into SU(3) multi-
plets with (λ, µ) = (N − 2i, i), i = 1, 2, . . . , < N2 >. Each
of these multiplets is characterized by a ’T-spin’ T = λ2 .
The decomposition of any IR (λ, µ) of SU(3) into the
SO(3) representations L is given by (11).
C. The O±(6) chain
(a) O(6) algebra. The O+(6) algebra is spanned by
the following operators:
A1M (p, p) ≡ LpM , (24)
A1M (n, n) ≡ LnM , (25)
G
(+)
ij = p
†
inj + n
†
ipj . (26)
An alternative O−(6) algebra can be defined with the
generators
G
(−)
ij = i(p
†
inj − n†ipj) (27)
instead ofG
(+)
ij . Both the O+(6) andO−(6) algebras have
the same eigenspectrum but differ through phases in the
wave functions. They are related by a transformation
that is a special case of a wider class of transformations
known as inner automorphisms. It is known that repre-
sentation theory does provide all of the embeddings, but
it does not provide all of the dynamical symmetries [14].
Indeed, the inner automorphisms can provide new dy-
namical symmetry limits, sometimes referred as to ”hid-
den” [14] or ”parameter” symmetries [15].
The second order Casimir operator of O(6) is given by
C2[O(6)] = 3(G
± ×G±)(0) + L2p + L2n. (28)
and its eigenvalue ω(ω+4) is determined by the quantum
number ω characterizing the O(6) IRs.
(b) SU±(3)⊗ SO(2) algebra. The SU±(3)⊗ SO(2)
algebra consists of two commuting sets of operators:
◦ SU(3) algebra. There are two distinct SU±(3)
algebras which are generated by
B
(±)
ij = G
(±)
ij −
1
3
δijM, (29)
where
M =
∑
i
G
(±)
ii . (30)
4Its second-order Casimir operator is
G3 =
∑
ij
B
(±)
ij B
(±)
ji . (31)
◦ SO(2) algebra. The generator of this algebra is
given by (30).
For O(6) ⊂ U(6), the symmetric representation [N ]6 of
U(6) decomposes into fully symmetric (ω, 0, 0)6 ≡ (ω)6
IR’s of O(6) according to the rule [13],[16]
[N ]6 =
⊕
ω=N,N−2,...,0(1)
(ω, 0, 0)6 =
<N
2
>⊕
i=0
(N − 2i)6, (32)
where < N2 >=
N
2 if N is even and
N−1
2 if N is
odd. Furthermore, the following relation between the
quadratic Casimir operators G3 of SU(3), M
2 of SO(2)
and C2[O(6)] of O(6) holds [16]:
C2[O(6)] = 2G3 − 1
3
M2, (33)
which means that the reduction from O(6) to the rota-
tional group SO(3) is carried out through the comple-
mentary groups SO(2) and SU(3). As a consequence,
the IR labels [f1, f2, 0]3 of SU(3) are determined by (ω)6
of O(6) and by the integer label (ν)2 of the associated IR
of SO(2) i.e.
(ω)6 =
⊕
[f1, f2, 0]3 ⊗ (ν)2. (34)
Using the relation (33) of the Casimir operators, for their
respective eigenvalues one obtains:
ω(ω + 4) =
4
3
(f21 + f
2
2 − f1f2 + 3f1)−
ν2
3
. (35)
Thus (34) can be rewritten as [16]
(ω)6 =
ω⊕
i=0
[ω, i, 0]3 ⊗ (ω − 2i)2 =
⊕
ν=ω,ω−2,...,0(1)
[ω,
ω − ν
2
, 0]3 ⊗ (ν)2,
or in terms of the Elliott’s notation (λ, µ)
(ω)6 =
⊕
ν=ω,ω−2,...,0(1)
(
ω + ν
2
,
ω − ν
2
)⊗ (ν)2. (36)
Finally, the convenience of this reduction can be fur-
ther enhanced through the use of the standard rules (11)
for the reduction of the SU(3) ⊃ SO(3) chain.
III. THE BOSON CONDENSATE
Usually, the condensate coherent state is defined in
terms of the ’condensate boson’ creation operator, which
is a general linear combination [10],[17]
B ≡ α1b1 + α2b2 + . . .+ αM bM , (37)
where in general the coefficients αi are complex. Then
the (unnormalized) condensate coherent state is [10],[17]
| N ;α1, . . . , αM 〉 ∝ (B†)N | 0 〉
=
[∑
k
αkb
†
k
]N
| 0 〉, (38)
where | 0 〉 is the boson vacuum. The condensate co-
herent states (38) are often called ”projective” CS. The
expectation value of a one-body or two-body operator
with respect to the condensate (38) can be deduced us-
ing arguments based upon formal differentiation [17].
Using the fact that the components of the two vector
bosons (pk and nk, respectively) form a six-dimensional
vector, the (unnormalized) CS for IVBM become
| N ; ξ, ζ 〉 ∝
[∑
k
(ξkp
†
k + ζkn
†
k)
]N
| 0 〉, (39)
where ξk and ζk are the components of three-dimensional
complex vectors. For static problems these variables can
be chosen real. The expression (39) defines the so called
projective realization of the CS for the fully symmet-
ric representation [N ]6 of SU(6). We want to point out
that in contrast to the definition of the CS for IBM-2
[18],[19],[20], where the numbers of protons, Npi, and neu-
trons, Nν , are separately conserved, here only the total
number of the two vector bosons N = Np+Nn is a good
quantum number. The parameters ξk and ζk will deter-
mine the deformation of the nucleus in the equilibrium
state.
IV. GEOMETRY
The geometry can be chosen such that
−→
ξ and
−→
ζ
to span the xz plane with the x-axis along
−→
ξ and
−→
ζ
is rotated by an angle θ about the out-of-plane y-axis,−→
ξ · −→ζ = r1r2 cos θ. In this way, the condensate can be
parametrized in terms of two real coordinates r1 and r2
(the lengths of the two vectors), and their relative angle
θ (r1, r2 ≥ 0 and 0 ≤ θ ≤ pi) in the following way
| N ; r1, r2, θ 〉 = 1√
N !
(B†)N | 0 〉 (40)
with
B† =
1√
r21 + r
2
2
[
r1p
†
x + r2(n
†
x cos θ + n
†
z sin θ)
]
. (41)
The geometric properties of the ground states of nuclei
within the framework of the IVBM can then be studied
by considering the energy functional
E(N ; r1, r2, θ) =
〈N ; r1, r2, θ|H |N ; r1, r2, θ〉
〈N ; r1, r2, θ|N ; r1, r2, θ〉 . (42)
5By minimizing E(N ; r1, r2, θ) (42) with respect to r1, r2,
and θ , ∂E/∂r1 = ∂E/∂r2 = ∂E/∂θ = 0, one can find the
equilibrium ”shape” corresponding to any boson Hamil-
tonian, H . This shape is in many cases rigid. However,
there are many situations in which the system is rather
floppy and undergoes a phase transition between two dif-
ferent shapes.
V. SHAPE STRUCTURE OF THE DYNAMICAL
SYMMETRIES
A. The Up(3)⊗ Un(3) limit
We consider the Hamiltonian that is linear combina-
tion of first order Casimirs of Uτ (3):
HI = εpNp + εnNn. (43)
The Hamiltonian (43) can be rewritten in the form
HI = εpN + εNn, (44)
where ε = εn−εp. The first term in (44) can be dropped
since it does not contribute to the energy surface. Thus,
the Hamiltonian determining the properties of the system
in the Up(3)⊗ Un(3) limit is just
HI = εNn. (45)
The expectation value of (45) with respect to (40) gives
the energy surface
〈N ; r1, r2|HI |N ; r1, r2〉
〈N ; r1, r2|N ; r1, r2〉 = ε
Nr22
r21 + r
2
2
. (46)
We see that the energy surface depends on the two pa-
rameters r1 and r2 and is θ−independent. In order to
simplify the analysis we introduce a new dynamical vari-
able ρ = r2/r1 as a measure of ”deformation”, which to-
gether with the parameter θ determine the corresponding
”shape”. Thus, the expression (46) becomes
E(N ; ρ) = ε
Nρ2
1 + ρ2
, (47)
which has a minimum at ρ0 = 0. It corresponds to a
spherical shape (vibrational limit). The scaled energy
ε(ρ) = E(N ; ρ)/εN in the Up(3)⊗Un(3) limit is given in
Figure 1. The inclusion of higher-order terms in Np and
Nn will give rise to an anharmonicity.
B. The O(6) limit
The Hamiltonian describing the O(6) (or γ−unstable)
properties can be written down through the O(6) pairing
operator P † = 12 (p
† · p† − n† · n†) in the following form
HII =
4k′
N − 1P
†P. (48)
-2 -1 0 1 2
0.0
0.2
0.4
0.6
0.8
1.0
FIG. 1: (Color online) The scaled energy surface ε(ρ) in the
Up(3)⊗ Un(3) limit.
In (48) the P †P operator is used instead of the quadratic
Casimir operator C2[O(6)] of O(6) because of their linear
dependence, i.e. C2[O(6)] = −P †P +N(N + 4).
Taking the expectation value of (48) one obtains the
energy surface
E(N ; ρ) = k′N
[
1− ρ2
1 + ρ2
]2
, (49)
which does not depend on θ (θ−unstable) and has a min-
imum at ρ0 6= 0 (|ρ0| = 1). It corresponds to a de-
formed ”γ−unstable” (in IBM terms) rotor. As it was
mentioned, there are two O±(6) algebras that are isomor-
phic and have the same eigenspectrum but differ through
phases in the wave functions resulting into different en-
ergy surfaces. The energy surface (49) corresponds to the
O−(6) limit. The other, O+(6), limit is not physically im-
portant since its energy surface is just a constant. The
scaled energy surface ε(ρ) in the O−(6) limit is given in
Figure 2.
C. The SU±(3) limit
In this case we study the Hamiltonian
HIII = − k
(N − 1)G3, (50)
where G3 is given by (31). Note that the operators B
(ω)
ij
(ω = ±1) entering in G3 generate the two distinct al-
gebras SU+(3) and SU−(3), respectively. The energy
surface corresponding to the Hamiltonian (50) is
E(N ; ρ, θ) = −kN
[
2ρ2(cos2 θ + 3)
3(1 + ρ2)2
+
2
3
]
, (51)
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FIG. 2: (Color online) The scaled energy surface ε(ρ) in the
O(6) limit.
for SU+(3), and
E(N ; ρ, θ) = −kN
[
2ρ2 sin2 θ
(1 + ρ2)2
+
2
3
]
, (52)
for SU−(3) algebra, respectively. We plot the scaled en-
ergy surfaces corresponding to the two limits under con-
sideration in Figures 3 and 4, respectively. From the fig-
ures one can see that for both cases the global minimum
occurs at ρ0 6= 0 (|ρ0| = 1) and θ0 = 00 or θ0 = 900. The
fact that the deformation parameter |ρ| = 1 means that
we have equal deformations of the p− and n−boson sub-
systems which ratio is given by ρ2 =
r2
2
r2
1
= Nn
Np
. Similarly,
the equilibrium configurations for the combined proton-
neutron SU(3) and SU∗(3) phase shapes in IBM-2 are
obtained for βpi = βν [18],[19],[20].
FIG. 3: (Color online) The scaled energy surface ε(ρ, θ) in the
SU+(3) limit.
FIG. 4: (Color online) The scaled energy surface ε(ρ, θ) in the
SU−(3) limit.
D. The SU(3)⊗ UT (2) limit
This limit can be studied through the Hamiltonian
HIV = − k
(N − 1)K3, (53)
where the second order Casimir operator K3 of SU(3) is
given by (21). The expectation value of (53) with respect
to (42) gives the following energy surface
E(N ; ρ, θ) = −kN
[
(1 + 2ρ2 cos2 θ + ρ4)
(1 + ρ2)2
− 2
3
]
. (54)
For positive values of the parameter k > 0 one obtains
an oscillator in the relative angle θ, which has the equi-
librium at θ0 = 0. To show this one needs to consider a
more general semi-classical analysis of the classical limit
of H in which the complex coherent state parameters are
used.
For negative values of the parameter k < 0, the energy
surface in the SU(3) ⊗ UT (2) limit is given in Figure
5. The deformed phase shape is determined through the
equilibrium values |ρ0| = 1 and θ0 = 900, respectively.
VI. RELATION WITH THE BOHR TRIAXIAL
VARIABLE
In order to clarify to what geometry correspond the en-
ergy surfaces (potentials) obtained in the preceding sec-
tions, we consider the relation of θ with the standard
triaxial ”shape” parameter γ in the collective model. A
relation between standard Bohr collective model shape
variables used to describe the deformation of the collec-
tive motion and the shape parameters in the intrinsic
state of IVBM can be obtained by calculating the ex-
pectation value of the quadrupole moments of the corre-
sponding dynamical symmetry limit with respect to the
7FIG. 5: (Color online) The scaled energy surface ε(ρ, θ) in the
SU(3) ⊗ U(2) limit.
IVBM coherent state. In the intrinsic state of IVBM, the
effective γeff deformation can be defined in the usual way
as [21]:
tan γeff =
√
2
〈Q2〉
〈Q0〉 , (55)
where by 〈Qµ〉 is denoted the expectation value of the
µth component of the quadrupole operator defined for
the dynamical symmetry limit under consideration.
For the SU(3)⊗ UT (2) limit one obtains:
tan γeff =
√
3(ρ2 cos2 θ + 1)[
ρ2
2 (−3 cos 2θ + 1)− 1
] . (56)
The expression (56) gives a relation between the ”pro-
jective” IVBM CS deformation parameters {ρ, θ} and
the standard collective model parameter γeff , determin-
ing the triaxiality of the nuclear system. As we saw in
the previous sections, for the equilibrium values of the
IVBM shape parameters |ρ0| = 1 and θ0 = 900 in the
SU(3)⊗UT (2) limit one obtains γeff = 600. This corre-
sponds to an oblate axial configuration of the compound
pn−system.
Analogously, one can show that the SU+(3) and
SU−(3) phase shapes correspond to an oblate and prolate
axial deformation, respectively, of the two-fluid nuclear
system.
Finally, we note that the constraint |ρ0| = 1 is valid
only for the limiting cases of dynamical symmetry lim-
its. Thus for intermediate situations, one can get values
for γeff different from 0
0 or 600, corresponding to pro-
late or oblate deformed axial configuration of the nuclear
system.
VII. THE GENERALIZED IVBM
HAMILTONIAN AND ITS PHASE DIAGRAM
All physically interesting Hamiltonians can be com-
bined into a single Hamiltonian that keeps all main in-
gredients of the considered limits. It is convenient again
to scale the parameters of the two-body terms by (N−1)
and to consider the following Hamiltonian:
H = (1 − η)Nn + η
N − 1
[
gK3 + (1 − g)P †P
]
, (57)
The three terms in (57) correspond to the three dynami-
cal symmetries: Up(3)⊗Un(3), O(6) and SU(3)⊗UT (2).
We have two control parameters: η and g and hence the
resulting phase diagram is two dimensional one. The
phase shape diagram corresponding to the IVBM Hamil-
tonian (57) can be depicted as a triangle as shown in
Figure 6 with each corner denoting a dynamical symme-
try. For η = 0 one obtains the Up(3) ⊗ Un(3) or the
vibrational limit; for η = 1 one encounters the two lim-
iting cases of deformed shapes discussed above: g = 0
(O(6) − γ-unstable rotor) and g = 1 (SU(3)−axial ro-
tor).
g
'
''
g=1
 g=0 
O(6) 
SU(3) x UT(2) 
Up(3) x Un(3) 
deformed
phase
spherical
phase
FIG. 6: (Color online) Phase diagram of IVBM. The corners
of the triangle correspond to dynamical symmetries.
In some cases, the quantum phase transitions can take
place between different ground state configurations or
”shapes” of the system, occurring at zero temperature as
a function of the corresponding control parameter. The
order of the phase transitions may be determined with
the standard approach (see, for instance, Ref. [2]). Here
the phase transitions will be studied by analyzing the be-
havior of the order parameter as a function of the control
parameter (Landau’s approach).
It can be shown that along the leg Up(3) ⊗ Un(3) −
O(6) a second order phase transition is observed at the
critical value of the parameter η′c = 0.2. For η < η
′
c an
equilibrium spherical shape (ρ0 = 0) is obtained, while
for η > η′c the equilibrium shape is deformed (|ρ0| =
1). The behavior of ρ0 as a function of η is shown in
Figure 7, displaying the typical behavior of a second-
order transition [22]. This confirms the generic statement
that for models based on U(n1+n2), the phase transition
8between the two phases U(n1) ⊗ U(n2) and O(n1 + n2)
is of second order [23].
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FIG. 7: (Color online) Classical order parameter ρ0 as a func-
tion of the control parameter η for g = 0.
A second order phase transition between spherical and
deformed axial phase shapes (the Up(3)⊗Un(3)−SU(3)⊗
UT (2) leg) is observed at η
′′
c = 0.33. In Figure 8 the
behavior of the order parameter ρ0 as a function of η is
shown for the Up(3)⊗Un(3)−SU(3)⊗UT (2) transition.
From Figure 8 one can see again the typical behavior of
a second-order transition [22].
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FIG. 8: (Color online) Classical order parameter ρ0 as a func-
tion of the control parameter η for g = 1.
Taking the expectation value of the more general
Hamiltonian (57) one obtains its classical limit (Landau
potential) in the following form:
ε(ρ, θ) =
ε0 +A(θ)ρ
2 + Cρ4
(1 + ρ2)2
, (58)
where A(θ) = 1 + η
[
2g(1 + cos2 θ)− 3], C = 1, and
ε0 = η. The potential (58) has a generic Landau-like
form, except that the cubic term is missing. Note also
that, in contrast to the traditional Landau theory, the de-
nominator in (58) ensures a finite potential when ρ→∞.
The minimization in the variable θ can be performed sep-
arately since the dependence of the potential (58) is only
through the cos2 θ. This potential has a minimum either
at θ0 = 0
0 or θ0 = 90
0 and setting to these values we can
study only the ρ dependence. The global minimum of
the potential (58) can be found by its minimization with
respect to ρ. If such a minimum occurs at (ρ = 0) one
has the higher (spherical) symmetry and for (ρ 6= 0), the
lower (deformed) symmetry. The minimization gives two
solutions
ρ0 = 0, (59)
and (setting θ0 = 90
0)
ρ0 = ±
√
1− 5η + 2gη
−1− 3η + 2gη . (60)
When g = 0 or g = 1, we recover the familiar results for
the critical point values ηc = 0.2 or ηc = 0.33 at which a
phase transition is observed from spherical to γ−unstable
deformed or from spherical to axially deformed phase
shape. The critical value ηc at which the phase tran-
sition appears moves from 0.2 to 0.33 with the increase
of g from 0 to 1.
For η = 1, we obtain a constant value of ρ0 = 1 as a
function of g (the O(6) − SU(3) ⊗ UT (2) leg of Fig. 6),
which indicates that no phase transition occurs. For a
fixed value of η < 1 the equilibrium value of ρ0 decreases
smoothly. In Figure 9, the behavior of the order param-
eter ρ0 as a function of the control parameter g is shown
for η = 0.5.
For η = 0.33 a second order phase transition occurs
from deformed to spherical phase shape at the critical
point g = 1, which moves to the lower values of g with
the further decrease of η (> 0.2). This phase transition
as a function of g disappears at η = 0.2. In Figure 10,
the behavior of the order parameter ρ0 as a function of
the control parameter g is shown for η = 0.3.
We note that due to the missing of the cubic term
in (58) the first order phase transitions do not appear.
Hence the spherical-deformed second order phase transi-
tion occurs along the continuous line η′ − η′′, but not at
isolated points. Indeed, from Eq.(60) one easily obtains
the critical line equation
η =
1
5− 2g , (61)
which reduces to the two limiting critical points η′ = 0.2
(g=0) and η′′ = 0.33 (g=1), respectively.
VIII. SUMMARY
In the present paper, the geometrical analysis of the
different dynamical symmetries of the two-fluid IVBM
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FIG. 9: (Color online) Classical order parameter ρ0 as a func-
tion of the control parameter g for η = 0.5.
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FIG. 10: (Color online) Classical order parameter ρ0 as a
function of the control parameter g for η = 0.3.
with the U(6) as a dynamical group is carried out by
means of coherent state method. The latter allows the
calculation of the classical limit of the Hamiltonians cor-
responding to different dynamical symmetries in terms
of appropriately chosen classical (geometrical) variables
representing the boson degrees of freedom. The differ-
ent dynamical symmetries correspond to qualitatively
distinct ground state equilibrium configurations, which
constitute the phases of the system. Thus, the dynami-
cal symmetries are the ones that determine the structure
of the corresponding phase diagram.
We have studied the phase structure of IVBM and
three phase shapes corresponding to its three dynami-
cal limits have been obtained: spherical, Up(3) ⊗ Un(3),
γ−unstable, O(6), and axially deformed shape, SU(3)⊗
UT (2). Further, the ground state quantum phase tran-
sitions between different phase shapes, corresponding to
the different dynamical symmetries and mixed symme-
try case, are investigated theoretically using one or (for
the more general IVBM Hamiltonian (57)) two control
parameters in the Hamiltonian. The latter drive the sys-
tem in different phases. It is shown that a second order
phase transition occurs from spherical to deformed phase
shape.
In conclusion, we concern the question of the possible
physical interpretation of the introduced classical vari-
ables. In general, there is a variety of ways in which the
geometrical variables can be defined. Under some con-
straints different realizations of the CS can be related to
each other. In practice, it turns out that the most conve-
nient are the ”projective” coherent states, which for the
IVBM were defined by (39). The two set of dipole vari-
ables {ξk} and {ζk} entering in (39) can be related with
the quadrupole-octupole deformations realized in many
regions of nuclear chart. The presence of octupole defor-
mation causes a shift of the nuclear center of mass which
must be balanced by addition of a dipole deformation,
which in lowest order is proportional to the product of
quadrupole and octupole deformations.
In our opinion the physical meaning should be asso-
ciated with the physical quantities which can be con-
structed from the ”projective variables” rather than these
variables themselves. This can be easily seen if the ”alge-
braic” CS [2] are used. The introduction of the algebraic
CS (and the respective ”algebraic geometrical variables”)
is based on the precise mathematical procedure related
with the theory of the coset spaces, which allows one to
attach a geometrical space to a certain algebra g. Geo-
metrical variables are then associated with the elements
of the considered coset space. In this regard, the IVBM
turns out to be a particular case of a more general class of
algebraic models, called two-level pairing models [23]. An
associated geometry for the two-level pairing models is
defined through the coset space U(n1+n2)/U(n1)⊗U(n2)
(where n1 = 2L1+1 and n2 = 2L2+1), which obviously
generalizes the coset space of the usual two-level boson
models for which n1 = 1 (i.e. one of the bosons is a scalar
boson, s). In our case we have n1 = n2 = 3 which leads
to a much richer phase space in 9−dimensions, including
in addition to the quadrupole also monopole and dipole
collective degrees of freedom.
Finally, one might relate the ”projective variables”
with the cluster degrees of freedom in nuclei, connected
with the relative motion of the clusters. The cluster de-
grees of freedom as well as the octupole ones play an
important role in the description of the negative parity
states in nuclei.
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