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Abstract: This paper discusses the overlap of the Hori-Vafa formulation of mirror
symmetry with some other constructions. We focus on compact Calabi-Yau hypersurfaces
MG = {G = 0} in weighted complex projective spaces. The Hori-Vafa formalism relates a
family
{
MG ∈WCP
m−1
Q1,...,Qm
[s]
∣∣∣ ∑mi=1Qi = s} of such hypersurfaces to a single Landau-
Ginzburg mirror theory. A technique suggested by Hori and Vafa allows the Picard-Fuchs
equations satisfied by the corresponding mirror periods to be determined. Some examples
in which the variety MG is crepantly resolved are considered. The resulting Picard-Fuchs
equations agree with those found elsewhere working in the Batyrev-Borisov framework.
When G is an invertible nondegenerate quasihomogeneous polynomial, the Chiodo-Ruan
geometrical interpretation of Berglund-Hu¨bsch-Krawitz duality can be used to associate
a particular complex structure for MG with a particular Ka¨hler structure for the mirror
M˜G. We make this association for such G when the ambient space of MG is CP
2, CP3,
and CP4. Finally, we probe some of the resulting mirror Ka¨hler structures by determining
corresponding Picard-Fuchs equations.
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1 Introduction
A Ka¨hler manifold with nonnegative first Chern class can be described as the resolved
target space of a nonlinear sigma model phase of a (2,2) supersymmetric gauged linear
sigma model in 1 + 1 dimensions [1, 2]. Hori and Vafa [3] showed that the aforementioned
gauged linear sigma model is mirror to a Landau-Ginzburg theory. This paper discusses the
overlap of the Hori-Vafa formulation of mirror symmetry with some other constructions.
We focus on comapct Calabi-Yau hypersurfaces MG = {G = 0} in weighted complex
projective spaces. The Hori-Vafa formalism relates a family{
MG ∈WCP
m−1
Q1,...,Qm
[s]
∣∣∣∣∣
m∑
i=1
Qi = s
}
(1.1)
of such hypersurfaces to a single Landau-Ginzburg mirror theory. We will use a technique
suggested by Hori and Vafa to obtain the Picard-Fuchs equations satisfied by the mirror
periods. Some examples in which the varietyMG is crepantly resolved to yield a Calabi-Yau
manifold MG will be considered. The resulting Picard-Fuchs equations will be compared
with the results found in [4, 5] working in the Batyrev-Borisov [6, 7] framework.
The Greene-Plesser [8, 9] construction and its Berglund-Hu¨bsch [10] generalization
provides a mirror partner for each member of a special subfamily of (1.1). For the Berglund-
Hu¨bsch case, this subfamily is defined by the additional requirement that G be an invertible
nondegenerate polynomial potential. Using the ideas of Berglund and Hu¨bsch, Krawitz [11]
formulated a mirror pair construction which associates a Landau-Ginzburg orbifold W/G,
where W is an invertible nondegenerate quasihomogeneous polynomial potential and G
– 1 –
is an admissible group, with a dual Landau-Ginzburg orbifold WT /GT . This association
is referred to as Berglund-Hu¨bsch-Krawitz duality. Chiodo and Ruan [12] established a
Landau-Ginzburg/Calabi-Yau correspondence which allowed them to obtain a geometrical
interpretation of Berglund-Hu¨bsch-Krawitz duality whenMW = {W = 0} is a Calabi-Yau
variety and 〈JW〉 ⊂ G ⊂ SLW . Specifically, they established that, for suchMW and G, the
Calabi-Yau orbifolds MW/ (G/〈JW 〉) and MWT /
(
GT /〈JWT 〉
)
form a mirror pair. Note
that when G = 〈JW〉, this mirror pair becomes
(
MW ,M˜W
)
, where
M˜W =
{
WT = 0
}
SLWT /〈JWT 〉
.
We will discussMW and M˜W in the Hori-Vafa context and specifically consider the cases
MW ∈ CP
2[3], MW ∈ CP
3[4], and MW ∈ CP
4[5].
This paper is organized as follows: In Sections 2 and 3, we discuss the Hori-Vafa
formalism pertaining to a compact hypersurface in a toric variety and to a closely related
noncompact toric variety, respectively. At the end of this discussion, we write down a
relation between the corresponding Landau-Ginzburg mirror periods. In Section 4, we use
a technique suggested by Hori and Vafa to determine the Picard-Fuchs equations satisfied
by these mirror periods when a Calabi-Yau condition is satisfied. We then specialize the
discussion to consider some examples in which varieties of the form given in (1.1) are
crepantly resolved. In Section 5, we discuss the Chiodo-Ruan geometrical interpretation of
Berglund-Hu¨bsch-Krawitz duality in the Hori-Vafa context. We conclude with a discussion
of our results in Section 6.
2 Compact hypersurface in a toric variety
Let X be a toric variety of complex dimension m− k defined by the charge matrix (QiA),
where i = 1, . . . ,m and A = 1, . . . , k. Consider a compact hypersurface
MG = {G = 0} ⊂ X , (2.1)
whereG = G (φ1, . . . , φm) is a quasihomogeneous polynomial of multidegree (sA). A Ka¨hler
manifold MG may be obtained as a crepant resolution ofMG if a crepant resolution exists.
Such a manifold would have nonnegative first Chern class when
m∑
i=1
QiA ≥ sA , A = 1, . . . , k . (2.2)
We will assume that a crepant resolution exists and that (2.2) is satisfied.
We can describe MG as the target space of a nonlinear sigma model phase of a (2, 2)
supersymmetric U(1)k gauged linear sigma model with classical Lagrangian
LMG =
∫
d4θ
 m∑
i=1
Φie
2
∑k
A=1QiAVAΦi + Pe
−2
∑k
A=1 sAVAP +
k∑
A,B=1
1
2e2AB
ΣAΣB

−
1
2
(∫
d2θ˜
k∑
A=1
tAΣA + c.c.
)
+
(∫
d2θ P ·G (Φ1, . . . ,Φm) + c.c.
)
. (2.3)
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Here, ΣA is the twisted chiral field strength of the U(1) vector superfield VA, Φi and
P are chiral superfields of respective charges QiA and −sA under the A-th U(1), G =
G (Φ1, . . . ,Φm) is a quasihomogeneous polynomial of charge sA under the A-th U(1), eAB
is the gauge coupling, and tA = rA− iϑA is a complexified Fayet-Iliopoulos parameter. The
nonlinear sigma model phase is realized in the low energy limit with
rA ≫ 0 , σA = 0 , p = 0 ,
and target space
MG = {G = 0} ⊂
{
(φ1, · · · , φm)
∣∣∑m
i=1QiA|φi|
2 = rA , A = 1, . . . , k
}
U(1)k
, (2.4)
where σA, φi and p are the lowest components of the θ-expansions of ΣA, Φi, and P ,
respectively. If the Calabi-Yau condition
m∑
i=1
QiA = sA , A = 1, . . . , k (2.5)
is satisfied, then each Fayet-Iliopoulos parameter rA does not renormalize. Following [3],
we obtain the Landau-Ginzburg mirror period
Π
M˜G
=
∫ ( m∏
i=1
dYi
)
dYP e
−YP
[
k∏
A=1
δ
(
m∑
i=1
QiAYi − sAYP − tA
)]
× exp
(
−
m∑
i=1
e−Yi − e−YP
)
, (2.6)
where Yi and YP are the dual variables of Φi and ΦP , respectively.
3 Related noncompact toric variety
The compact variety MG = {G = 0} ⊂ X discussed in the previous section is closely
related to the noncompact toric variety N = Tot
(
⊕kA=1O(−sA)→ X
)
defined by the
charge matrix (QiA| − sA). We can describe N as the target space of a nonlinear sigma
model phase of a (2, 2) supersymmetric U(1)k gauged linear sigma model with classical
Lagrangian given by (2.3) without the superpotential term, i.e.
LN =
∫
d4θ
 m∑
i=1
Φie
2
∑k
A=1QiAVAΦi + Pe
−2
∑k
A=1 sAVAP +
k∑
A,B=1
1
2e2AB
ΣAΣB

−
1
2
(∫
d2θ˜
k∑
A=1
tAΣA + c.c.
)
. (3.1)
The nonlinear sigma model phase is realized in the low energy limit with
rA ≫ 0 , σA = 0 ,
– 3 –
and target space
N =
{
(φ1, · · · , φm, p)
∣∣∑m
i=1QiA|φi|
2 − sA|p|
2 = rA , A = 1, . . . , k
}
U(1)k
. (3.2)
Following [3], we obtain the Landau-Ginzburg mirror period
Π
N˜
=
∫ ( m∏
i=1
dYi
)
dYP
[
k∏
A=1
δ
(
m∑
i=1
QiAYi − sAYP − tA
)]
exp
(
−
m∑
i=1
e−Yi − e−YP
)
.
(3.3)
The periods (2.6) and (3.3) are related by
Π
M˜G
= −
(
k∑
A=1
sA
∂
∂tA
)
Π
N˜
. (3.4)
4 Calabi-Yau Picard-Fuchs equations
In this section, we will use a technique suggested in [3] to determine the Picard-Fuchs
equations satisfied by Π
M˜G
when the Calabi-Yau condition (2.5) holds. This technique
involves first determining the Picard-Fuchs equations satisfied by Π
N˜
when the Calabi-
Yau condition holds and then using the relation (3.4).
We begin by considering
Π
N˜
(µ, t) =
∫ ( m∏
i=1
dYi
)
dYP
[
k∏
A=1
δ
(
m∑
i=1
QiAYi − sAYP − tA
)]
× exp
(
−
m∑
i=1
µie
−Yi − µP e
−YP
)
, (4.1)
where
µ = (µ1, . . . , µm, µP ) , t = (t1, . . . , tk) . (4.2)
When the Calabi-Yau condition (2.5) holds, Π
N˜
(µ, t) satisfies∏
QiA>0
(
∂
∂µi
)QiA
Π
N˜
(µ, t) = e−tA
(
∂
∂µP
)sA ∏
QiA<0
(
∂
∂µi
)−QiA
Π
N˜
(µ, t) , (4.3)
for A = 1, . . . , k. Under the shifts
Yi → Yi + lnµi , i = 1, . . . ,m ; YP → YP + lnµP , (4.4)
we can eliminate the µ dependence in (4.1), except for a shift in each delta function
constraint. That is,
Π
N˜
(µ, t) = Π
N˜
(T)
=
∫ ( m∏
i=1
dYi
)
dYP
[
k∏
A=1
δ
(
m∑
i=1
QiAYi − sAYP − TA
)]
× exp
(
−
m∑
i=1
e−Yi − e−YP
)
, (4.5)
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where
T = (T1, ..., Tk) ; TA = tA −
m∑
j=1
QjA lnµj + sA lnµP , A = 1, . . . , k . (4.6)
Using (4.5) in (4.3) gives∏
QiA>0
(
∂
∂µi
)QiA
Π
N˜
(T) = e−tA
(
∂
∂µP
)sA ∏
QiA<0
(
∂
∂µi
)−QiA
Π
N˜
(T) , (4.7)
for A = 1, . . . , k. From the chain rule, we have
∂
∂µi
Π
N˜
(T) =
(
k∑
A=1
QiA
µi
ΘA
)
Π
N˜
(T) , i = 1, . . . ,m ;
∂
∂µP
Π
N˜
(T) = −
(
k∑
A=1
sA
µP
ΘA
)
Π
N˜
(T) ,
(4.8)
where
ΘA ≡ −
∂
∂TA
, A = 1, . . . , k . (4.9)
Furthermore, from (4.6), we obtain
1
µQ1A1 · · ·µ
QmA
m
=
eTAe−tA
µsAP
, A = 1, . . . , k . (4.10)
Equations (4.8) and (4.10) can be used to eliminate µ1, . . . , µm, µP and tA from (4.7).
Doing this for A = 1, . . . , k and then making the replacements
TA → tA , ΘA → θA ≡ −
∂
∂tA
; A = 1, . . . , k (4.11)
yields the Picard-Fuchs equations satisfied by Π
N˜
. Applying (3.4) then allows the Picard-
Fuchs equations satisfied by Π
M˜G
to be determined. This procedure can also be applied
to the corresponding crepantly resolved manifolds M˜G and N˜ . We will now illustrate this
with some examples.
Example 4.1 Let MG ∈WCP
4
1,1,2,2,2[8]. This singular variety is described by the charge
matrix (Q1, Q2, Q3, Q4, Q5 | − s) = (1, 1, 2, 2, 2 | − 8). The singularities can be crepantly
resolved to yield MG, which is described by the charge matrix
(QiA| − sA) =
(
Q11 Q21 Q31 Q41 Q51 Q61 −s1
Q12 Q22 Q32 Q42 Q52 Q62 −s2
)
=
(
0 0 1 1 1 1 −4
1 1 0 0 0 −2 0
)
.
Note that
Π
M˜G
= −4
∂
∂t1
ΠN˜
=
∫ ( 6∏
i=1
dYi
)
dYP e
−YP δ (Y3 + Y4 + Y5 + Y6 − 4YP − t1)
× δ (Y1 + Y2 − 2Y6 − t2) exp
(
−
6∑
i=1
e−Yi − e−YP
)
,
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where
ΠN˜ =
∫ ( 6∏
i=1
dYi
)
dYP δ (Y3 + Y4 + Y5 + Y6 − 4YP − t1)
× δ (Y1 + Y2 − 2Y6 − t2) exp
(
−
6∑
i=1
e−Yi − e−YP
)
.
Equation (4.7) then yields
∂
∂µ3
∂
∂µ4
∂
∂µ5
∂
∂µ6
Π
N˜
(T) = e−t1
∂4
∂µ4P
Π
N˜
(T) ,
∂
∂µ1
∂
∂µ2
Π
N˜
(T) = e−t2
∂2
∂µ26
Π
N˜
(T) ,
for A = 1 and A = 2, respectively. Using (4.8), we obtain
1
µ3µ4µ5µ6
Θ31(Θ1 − 2Θ2)ΠN˜ (T) =
e−t1
µ4P
(4Θ1 + 3)(4Θ1 + 2)(4Θ1 + 1)(4Θ1)ΠN˜ (T) ,
1
µ1µ2
Θ22ΠN˜ (T) =
e−t2
µ26
(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)ΠN˜ (T) .
Applying (4.10) and rearranging gives
0 =
[
1
4
Θ21(Θ1 − 2Θ2)− e
−T1(4Θ1 + 3)(4Θ1 + 2)(4Θ1 + 1)
]
4Θ1ΠN˜ (T) ,
0 =
[
Θ22 − e
−T2(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)
]
Π
N˜
(T) .
Making the replacements (4.11) yields
0 =
[
1
4
θ21 (θ1 − 2θ2)− e
−t1(4θ1 + 3)(4θ1 + 2)(4θ1 + 1)
]
4θ1ΠN˜ ,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
ΠN˜ ,
which are the Picard-Fuchs equations satisfied by ΠN˜ . Finally, using the relation
Π
M˜G
= 4θ1ΠN˜ ,
we obtain the Picard-Fuchs equations satisfied by Π
M˜G
, i.e.
0 =
[
θ21 (θ1 − 2θ2)− 4e
−t1(4θ1 + 3)(4θ1 + 2)(4θ1 + 1)
]
Π
M˜G
,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
Π
M˜G
.
(4.12)
Note that our result (4.12) agrees with the result in [4] obtained via a different method.
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Example 4.2 LetMG ∈WCP
4
6,2,2,1,1[12]. This singular variety is described by the charge
matrix (Q1, Q2, Q3, Q4, Q5 | − s) = (6, 2, 2, 1, 1 | − 12). The singularities can be crepantly
resolved to yield MG, which is described by the charge matrix
(QiA| − sA) =
(
Q11 Q21 Q31 Q41 Q51 Q61 −s1
Q12 Q22 Q32 Q42 Q52 Q62 −s2
)
=
(
3 1 1 0 0 1 −6
0 0 0 1 1 −2 0
)
.
Note that
Π
M˜G
= −6
∂
∂t1
ΠN˜
=
∫ ( 6∏
i=1
dYi
)
dYP e
−YP δ (3Y1 + Y2 + Y3 + Y6 − 6YP − t1)
× δ (Y4 + Y5 − 2Y6 − t2) exp
(
−
6∑
i=1
e−Yi − e−YP
)
,
where
Π
N˜
=
∫ ( 6∏
i=1
dYi
)
dYP δ (3Y1 + Y2 + Y3 + Y6 − 6YP − t1)
× δ (Y4 + Y5 − 2Y6 − t2) exp
(
−
6∑
i=1
e−Yi − e−YP
)
.
Equation (4.7) then yields
∂3
∂µ31
∂
∂µ2
∂
∂µ3
∂
∂µ6
ΠN˜ (T) = e
−t1 ∂
6
∂µ6P
ΠN˜ (T) ,
∂
∂µ4
∂
∂µ5
Π
N˜
(T) = e−t2
∂2
∂µ26
Π
N˜
(T) ,
for A = 1 and A = 2, respectively. Using (4.8), we obtain
1
µ31µ2µ3µ6
(3Θ1 − 2)(3Θ1 − 1)(3Θ1)Θ
2
1(Θ1 − 2Θ2)ΠN˜ (T)
= 8
e−t1
µ6P
(6Θ1 + 5)(3Θ1 + 2)(6Θ1 + 3)(3Θ1 + 1)(6Θ1 + 1)(3Θ1)ΠN˜ (T) ,
1
µ4µ5
Θ22ΠN˜ (T) =
e−t2
µ26
(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)ΠN˜ (T) .
Applying (4.10) and rearranging gives
0 = (3Θ1 − 2)(3Θ1 − 1)
[
Θ21(Θ1 − 2Θ2)
−8e−T1(6Θ1 + 5)(6Θ1 + 3)(6Θ1 + 1)
]
3Θ1ΠN˜ (T) ,
0 =
[
Θ22 − e
−T2(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)
]
Π
N˜
(T) ,
– 7 –
where we have used the identity
e−T1(Θ1 + 1)ΠN˜ (T) = Θ1e
−T1 ΠN˜ (T) .
Making the replacements (4.11) yields
0 = (3θ1 − 2)(3θ1 − 1)
[
θ21(θ1 − 2θ2)− 8e
−t1(6θ1 + 5)(6θ1 + 3)(6θ1 + 1)
]
3θ1ΠN˜ ,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
ΠN˜ ,
which are the Picard-Fuchs equations satisfied by Π
N˜
. Finally, using the relation
Π
M˜G
= 6θ1ΠN˜
and removing the factor (3θ1 − 2)(3θ1 − 1), we obtain the Picard-Fuchs equations satisfied
by Π
M˜G
, i.e.
0 =
[
θ21(θ1 − 2θ2)− 8e
−t1(6θ1 + 5)(6θ1 + 3)(6θ1 + 1)
]
Π
M˜G
,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
Π
M˜G
.
(4.13)
Note that our result (4.13) agrees with the result in [4] obtained via a different method.
Example 4.3 Let MG ∈WCP
3
1,1,4,6[12]. This singular variety is described by the charge
matrix (Q1, Q2, Q3, Q4 | − s) = (1, 1, 4, 6 | − 12). The singularities can be crepantly resolved
to yield MG, which is described by the charge matrix
(QiA| − sA) =
(
Q11 Q21 Q31 Q41 Q51 −s1
Q12 Q22 Q32 Q42 Q52 −s2
)
=
(
0 0 2 3 1 −6
1 1 0 0 −2 0
)
.
Note that
Π
M˜G
= −6
∂
∂t1
Π
N˜
=
∫ ( 5∏
i=1
dYi
)
dYP e
−YP δ (2Y3 + 3Y4 + Y5 − 6YP − t1)
× δ (Y1 + Y2 − 2Y5 − t2) exp
(
−
5∑
i=1
e−Yi − e−YP
)
,
where
Π
N˜
=
∫ ( 5∏
i=1
dYi
)
dYP δ (2Y3 + 3Y4 + Y5 − 6YP − t1)
× δ (Y1 + Y2 − 2Y5 − t2) exp
(
−
5∑
i=1
e−Yi − e−YP
)
.
– 8 –
Equation (4.7) then yields
∂2
∂µ23
∂3
∂µ34
∂
∂µ5
ΠN˜ (T) = e
−t1 ∂
6
∂µ6P
ΠN˜ (T) ,
∂
∂µ1
∂
∂µ2
Π
N˜
(T) = e−t2
∂2
∂µ25
Π
N˜
(T) ,
for A = 1 and A = 2, respectively. Using (4.8), we obtain
1
µ23µ
3
4µ5
(2Θ1 − 1)(2Θ1)(3Θ1 − 2)(3Θ1 − 1)(3Θ1)(Θ1 − 2Θ2)ΠN˜ (T)
= 8
e−t1
µ6P
(6Θ1 + 5)(3Θ1 + 2)(6Θ1 + 3)(3Θ1 + 1)(6Θ1 + 1)(3Θ1)ΠN˜ (T) ,
1
µ1µ2
Θ22ΠN˜ (T) =
e−t2
µ25
(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)ΠN˜ (T) .
Applying (4.10) and rearranging gives
0 = (2Θ1 − 1)(3Θ1 − 2)(3Θ1 − 1) [Θ1(Θ1 − 2Θ2)
−12e−T1(6Θ1 + 5)(6Θ1 + 1)
]
6Θ1ΠN˜ (T) ,
0 =
[
Θ22 − e
−T2(2Θ2 −Θ1 + 1)(2Θ2 −Θ1)
]
ΠN˜ (T) ,
where we have used the identity
e−T1(Θ1 + 1)ΠN˜ (T) = Θ1e
−T1 ΠN˜ (T) .
Making the replacements (4.11) yields
0 = (2θ1 − 1)(3θ1 − 2)(3θ1 − 1)
[
θ1(θ1 − 2θ2)− 12e
−t1(6θ1 + 5)(6θ1 + 1)
]
6θ1ΠN˜ ,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
Π
N˜
,
which are the Picard-Fuchs equations satisfied by Π
N˜
. Finally, using the relation
Π
M˜G
= 6θ1ΠN˜
and removing the factor (2θ1 − 1)(3θ1 − 2)(3θ1 − 1), we obtain the Picard-Fuchs equations
satisfied by Π
M˜G
, i.e.
0 =
[
θ1(θ1 − 2θ2)− 12e
−t1(6θ1 + 5)(6θ1 + 1)
]
Π
M˜G
,
0 =
[
θ22 − e
−t2(2θ2 − θ1 + 1)(2θ2 − θ1)
]
Π
M˜G
.
(4.14)
Note that our result (4.14) agrees with the result in [5] obtained via a different method.
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Let us consider the unresolved Calabi-Yau varietiesMG given at the start of Examples
4.1, 4.2, and 4.3. The corresponding Picard-Fuchs equations satisfied by Π
M˜G
are
0 =
[
(2θ − 1)2θ4 + 4 e−t(8θ + 7)(8θ + 6)(8θ + 5)(8θ + 3)(8θ + 2)(8θ + 1)
]
Π
W˜CP
4
1,1,2,2,2[8]
,
(4.15)
0 =
[
(2θ − 1)2θ4 + 16 e−t(12θ + 11)(12θ + 9)(12θ + 7)(12θ + 5)(12θ + 3)(12θ + 1)
]
Π
W˜CP
4
6,2,2,1,1[12]
, (4.16)
0 =
[
(2θ − 1)θ3 + 72 e−t(12θ + 11)(12θ + 7)(12θ + 5)(12θ + 1)
]
Π
W˜CP
3
1,1,4,6[12]
. (4.17)
5 Geometrical interpretation of the mirror
When the Calabi-Yau condition (2.5) is satisfied, we expect to find a geometrical interpreta-
tion of the Landau-Ginzburg mirror theory. In this section, we will discuss the realization
of this expectation when MG is a Calabi-Yau hypersurface in a weighted complex pro-
jective space and G is an invertible nondegenerate quasihomogeneous polynomial. These
restrictions allow us to discuss the Chiodo-Ruan geometrical interpretation of Berglund-
Hu¨bsch-Krawitz duality in the Hori-Vafa context.
5.1 Berglund-Hu¨bsch-Krawitz duality
Using the ideas of Berglund and Hu¨bsch [10], Krawitz [11] formulated a mirror pair con-
struction which associates a Landau-Ginzburg orbifold W/G, where W is an invertible
nondegenerate quasihomogeneous polynomial potential and G is an admissible group, with
a dual Landau-Ginzburg orbifold WT /GT . This association is referred to as Berglund-
Hu¨bsch-Krawitz duality. Specifically, Krawitz established that
HFJRW (W,G) ∼= Q
(
WT ,GT
)
, (5.1)
where HFJRW (W,G) is the Fan-Jarvis-Ruan-Witten state space [13–15] of W/G and
Q
(
WT ,GT
)
is the orbifold Milnor ring [11, 16, 17] of WT /GT .
Let W =
∑m
i=1 ci
∏m
j=1 φ
aij
j be an invertible nondegenerate quasihomogeneous polyno-
mial Landau-Ginzburg potential. The name invertible means that the matrix AW = (aij)
of exponents is invertible. Since AW is invertible, the nonzero complex coefficients ci may
be absorbed by rescaling the φj. Thus, without loss of generality, we can write
W =
m∑
i=1
m∏
j=1
φ
aij
j . (5.2)
A potentialW(φ1, . . . , φm) is nondegenerate when its only critical point is at (φ1, . . . , φm) =
(0, . . . , 0). We say that W(φ1, . . . , φm) is a quasihomogeneous polynomial of degree s when
there exist positive integer weights nφ1 , . . . , nφm and a positive integer s such that
W (λnφ1φ1, . . . , λ
nφmφm) = λ
sW (φ1, . . . , φm) ∀λ ∈ C ,
gcd (nφ1 , . . . , nφm , s) = 1 .
(5.3)
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The group Aut(W) of diagonal automorphisms of W, i.e.
Aut(W) : (φ1, . . . , φm)→ (ωφ1φ1, . . . , ωφmφm)
∣∣∣∣∣∣
m∏
j=1
ω
aij
φj
= 1 , i = 1, . . . ,m , (5.4)
contains two natural subgroups. First, we have
SLW ≡ SL (m,C) ∩Aut(W) :
(φ1, . . . , φm)→ (ωφ1φ1, . . . , ωφmφm)
∣∣∣∣∣
∏m
j=1 ω
aij
φj
= 1 , i = 1, . . . ,m ;∏m
j=1 ωφj = 1 .
(5.5)
Second, we have the cyclic group 〈JW〉 of order s generated by
JW : (φ1, . . . , φm)→
(
e2pii nφ1/sφ1, . . . , e
2pii nφm/sφm
)
. (5.6)
Krawitz [11] proved that any subgroup of Aut(W) containing JW is admissible. That is,
an admissible group G satisfies
〈JW〉 ⊂ G ⊂ Aut(W) . (5.7)
The dual potential potential WT is given by
WT =
m∑
i=1
m∏
j=1
y
aji
j . (5.8)
It follows from [18] that WT is an invertible nondegenerate quasihomogeneous polynomial
of some degree s′. We will denote the weights of the y1, . . . , ym by ny1 , . . . , nym , respectively.
The groups Aut(WT ), SLWT , and 〈JWT 〉 are defined in analogous way to which Aut(W),
SLW , and 〈JW〉 are defined, respectively.
A complete set of generators (̺1, . . . , ̺m) and (̺1, . . . , ̺m) for the groups Aut(W)
and Aut(WT ) can be read off from the columns and rows of A−1
W
, respectively. Let ρi =(
ρ
(1)
i , . . . , ρ
(m)
i
)
be the i-th column and ρi =
(
ρ
(1)
i , . . . , ρ
(m)
i
)
be the i-th row of A−1
W
. Then
̺i : (φ1, . . . , φm)→
(
e2pii ρ
(1)
i φ1, . . . , e
2pii ρ
(m)
i φm
)
,
̺i : (y1, . . . , ym)→
(
e2pii ρ
(1)
i y1, . . . , e
2pii ρ
(m)
i ym
)
.
The dual group GT is given by
GT =

m∏
i=1
̺βii
∣∣∣∣∣∣∣
[
β1 . . . βm
]
A−1
W
α1...
αm
 ∈ Z ∀ m∏
i=1
̺αii ∈ G
 . (5.9)
Chiodo and Ruan [12] established a Landau-Ginzburg/Calabi-Yau correspondence
which allowed them to obtain a geometrical interpretation of Berglund-Hu¨bsch-Krawitz
– 11 –
duality when the zero locus of W defines a Calabi-Yau hypersurface in a weighted complex
projective space, i.e.
MW = {W = 0} ∈WCP
m−1
nφ1 ,...,nφm
[s] , (5.10)
where
m∑
i=1
nφi = s , (5.11)
and the group G satisfies
〈JW 〉 ⊂ G ⊂ SLW . (5.12)
Under these assumptions, the following properties hold:
1. The zero locus of WT defines a Calabi-Yau hypersurface in a weighted complex
projective space, i.e.
MWT =
{
WT = 0
}
∈WCPm−1ny1 ,...,nym [s
′] , (5.13)
where
m∑
i=1
nyi = s
′ . (5.14)
2. The group GT satisfies
〈JWT 〉 ⊂ G
T ⊂ SLWT . (5.15)
3. The Calabi-Yau orbifolds MW/ (G/〈JW 〉) and MWT /
(
GT /〈JWT 〉
)
form a mirror
pair, i.e.
hp,qCR
(
MW
G/〈JW 〉
)
= hm−2−p,qCR
(
MWT
GT /〈JWT 〉
)
, (5.16)
where hp,qCR is the Chen-Ruan orbifold cohomology [19].
5.2 Hori-Vafa point of view
We will now discuss the Chiodo-Ruan geometrical interpretation of Berglund-Hu¨bsch-
Krawitz duality in the Hori-Vafa context. Setting k = 1 in (2.6) yields
Π
M˜G
=
∫ ( m∏
i=1
dYi
)
dYP e
−YP δ
(
m∑
i=1
QiYi − sYP − t
)
exp
(
−
m∑
i=1
e−Yi − e−YP
)
=
∫ ( m∏
i=1
dYi
)[
et/s
m∏
i=1
(
e−Yi
)Qi/s]
exp
[
−
m∑
i=1
e−Yi − et/s
m∏
i=1
(
e−Yi
)Qi/s]
. (5.17)
Suppose there exists an invertible matrix (Mji) of nonnegative integers such that
s =
m∑
i=1
MjiQi , j = 1, . . . ,m . (5.18)
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Now, consider the change of variables
e−Yi =
m∏
j=1
y
Mji
j . (5.19)
This change of variables one-to-one up to the action of the group Γ defined by
Γ : (y1, . . . , ym)→ (ωy1y1, . . . , ωymym)
∣∣∣∣∣
∏m
j=1 ω
Mji
yj = 1 , i = 1, . . . ,m ;∏m
j=1 ωyj = 1 .
(5.20)
In terms of the new variables, we obtain
Π
M˜G
= (−1)m det (Mji) e
t/s
∫ ( m∏
i=1
dyi
)
exp
− m∑
i=1
m∏
j=1
y
Mji
j − e
t/s
m∏
j=1
yj
. (5.21)
This is the period for the Landau-Ginzburg orbifold W˜/Γ , where
W˜ =
m∑
i=1
m∏
j=1
y
Mji
j + e
t/s
m∏
j=1
yj . (5.22)
As proven in [24], W˜ is quasihomogeneous of some degree s′ for all values of t if and only
if the Calabi-Yau condition
∑m
i=1Qi = s is satisfied.
Now, set G = W, where W is given by (5.2). Taking the limit t → −∞ and setting
Mji = aji in (5.22) yields the expression for W
T given by (5.8). We thus obtain the
Landau-Ginzburg orbifold WT /SLWT . Imposing the Calabi-Yau condition (5.11) with
(nφ1 , . . . , nφm) = (Q1, . . . , Qm), we obtain the mirror pair (MW ,M˜W), where
MW = {W = 0} ∈WCP
m−1
nφ1 ,...,nφm
[s] ,
m∑
i=1
nφi = s , (5.23)
M˜W =
{
WT = 0
}
∈WCPm−1ny1 ,...,nym [s
′]
SLWT /〈JWT 〉
,
m∑
i=1
nyi = s
′ . (5.24)
5.3 Application to CP2[3], CP3[4], and CP4[5]
Tables 5.1, 5.2, and 5.3 list mirror pairs
(
MW ,M˜W
)
given by (5.23) and (5.24) when
MW ∈ CP
2[3], MW ∈ CP
3[4], and MW ∈ CP
4[5], respectively. These tables are com-
plete in the sense that all inequivalent invertible nondegenerate quasihomogeneous poten-
tials W appropriate to each table are considered. When the orbifold group SLWT /〈JWT 〉
is nontrivial, we use the shorthand Zk : [r1, . . . , rm] to denote a Zk symmetry with action
(y1, . . . , ym)→ (α
r1y1, . . . , α
rmym), where α
k = 1.
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MW = {W = 0} M˜W =
{
WT = 0
}
SL
WT
/〈J
WT
〉
1
{
φ3
1
+ φ3
2
+ φ3
3
= 0
}
∈ CP2[3]
{
y3
1
+ y3
2
+ y3
3
= 0
}
∈ CP2[3]
Z3 : [2, 1, 0]
2
{
φ2
1
φ2 + φ
3
2
+ φ3
3
= 0
}
∈ CP2[3]
{
y
2
1
+ y1y
3
2
+ y
3
3
= 0
}
∈ WCP
2
3,1,2[6]
3
{
φ2
1
φ2 + φ
2
2
φ3 + φ
3
3
= 0
}
∈ CP2[3]
{
y
2
1
+ y1y
2
2
+ y2y
3
3
= 0
}
∈ WCP
2
2,1,1[4]
4
{
φ3
1
+ φ2
2
φ3 + φ2φ
2
3
= 0
}
∈ CP2[3]
{
y
3
1
+ y
2
2
y3 + y2y
2
3
= 0
}
∈ CP
2
[3]
5
{
φ2
1
φ2 + φ
2
2
φ3 + φ1φ
2
3
= 0
}
∈ CP2[3]
{
y
2
1
y3 + y1y
2
2
+ y2y
2
3
= 0
}
∈ CP
2
[3]
Table 5.1. Mirror pairs
(
MW ,M˜W
)
when MW ∈ CP
2[3].
MW = {W = 0} M˜W =
{
WT = 0
}
SL
WT
/〈J
WT
〉
1
{
φ4
1
+ φ4
2
+ φ4
3
+ φ4
4
= 0
}
∈ CP3[4]
{
y4
1
+ y4
2
+ y4
3
+ y4
4
= 0
}
∈ CP3[4]
(Z4)2 : [3, 1, 0, 0] , [3, 0, 1, 0]
2
{
φ3
1
φ2 + φ
4
2
+ φ4
3
+ φ4
4
= 0
}
∈ CP3[4]
{
y3
1
+ y1y
4
2
+ y4
3
+ y4
4
= 0
}
∈ WCP3
4,2,3,3[12]
Z4 : [0, 0, 3, 1]
3
{
φ3
1
φ2 + φ
3
2
φ3 + φ
4
3
+ φ4
4
= 0
}
∈ CP3[4]
{
y
3
1
+ y1y
3
2
+ y2y
4
3
+ y
4
4
= 0
}
∈ WCP
3
12,8,7,9[36]
4
{
φ3
1
φ2 + φ
3
2
φ3 + φ
3
3
φ4 + φ
4
4
= 0
}
∈ CP3[4]
{
y
3
1
+ y1y
3
2
+ y2y
3
3
+ y3y
4
4
= 0
}
∈ WCP
3
9,6,7,5[27]
5
{
φ3
1
φ2 + φ
4
2
+ φ3
3
φ4 + φ
4
4
= 0
}
∈ CP3[4]
{
y3
1
+ y1y
4
2
+ y3
3
+ y3y
4
4
= 0
}
∈ WCP3
2,1,2,1[6]
Z2 : [0, 1, 0, 1]
6
{
φ4
1
+ φ4
2
+ φ3
3
φ4 + φ3φ
3
4
= 0
}
∈ CP3[4]
{
y4
1
+ y4
2
+ y3
3
y4 + y3y
3
4
= 0
}
∈ CP3[4]
Z8 : [0, 2, 5, 1]
7
{
φ3
1
φ2 + φ
4
2
+ φ3
3
φ4 + φ3φ
3
4
= 0
}
∈ CP3[4]
{
y3
1
+ y1y
4
2
+ y3
3
y4 + y3y
3
4
= 0
}
∈ WCP3
4,2,3,3[12]
Z8 : [0, 2, 5, 1]
8
{
φ3
1
φ2 + φ1φ
3
2
+ φ3
3
φ4 + φ3φ
3
4
= 0
}
∈ CP3[4]
{
y3
1
y2 + y1y
3
2
+ y3
3
y4 + y3y
3
4
= 0
}
∈ CP3[4]
Z2 : [1, 1, 1, 1]
9
{
φ4
1
+ φ3
2
φ3 + φ
3
3
φ4 + φ2φ
3
4
= 0
}
∈ CP3[4]
{
y4
1
+ y3
2
y4 + y2y
3
3
+ y3y
3
4
= 0
}
∈ CP3[4]
Z7 : [0, 2, 4, 1]
10
{
φ3
1
φ2 + φ
3
2
φ3 + φ
3
3
φ4 + φ1φ
3
4
= 0
}
∈ CP3[4]
{
y3
1
y4 + y1y
3
2
+ y2y
3
3
+ y3y
3
4
= 0
}
∈ CP3[4]
Z5 : [3, 4, 2, 1]
Table 5.2. Mirror pairs
(
MW ,M˜W
)
when MW ∈ CP
3[4].
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MW = {W = 0} M˜W =
{
WT = 0
}
SL
WT
/〈J
WT
〉
1
{
φ5
1
+ φ5
2
+ φ5
3
+ φ5
4
+ φ5
5
= 0
}
∈ CP4[5]
{
y5
1
+ y5
2
+ y5
3
+ y5
4
+ y5
5
= 0
}
∈ CP4[5]
(Z5)3 : [4, 1, 0, 0, 0] , [4, 0, 1, 0, 0] , [4, 0, 0, 1, 0]
2
{
φ4
1
φ2 + φ
5
2
+ φ5
3
+ φ5
4
+ φ5
5
= 0
}
∈ CP4[5]
{
y4
1
+ y1y
5
2
+ y5
3
+ y5
4
+ y5
5
= 0
}
∈ WCP4
5,3,4,4,4[20]
(Z5)2 : [0, 0, 4, 1, 0] , [0, 0, 4, 0, 1]
3
{
φ4
1
φ2 + φ
4
2
φ3 + φ
5
3
+ φ5
4
+ φ5
5
= 0
}
∈ CP4[5]
{
y4
1
+ y1y
4
2
+ y2y
5
3
+ y5
4
+ y5
5
= 0
}
∈ WCP4
20,15,13,16,16 [80]
Z5 : [0, 0, 0, 4, 1]
4
{
φ4
1
φ2 + φ
4
2
φ3 + φ
4
3
φ4 + φ
5
4
+ φ5
5
= 0
}
∈ CP4[5]
{
y
4
1
+ y1y
4
2
+ y2y
4
3
+ y3y
5
4
+ y
5
5
= 0
}
∈ WCP
4
80,60,65,51,64 [320]
5
{
φ4
1
φ2 + φ
4
2
φ3 + φ
4
3
φ4 + φ
4
4
φ5 + φ
5
5
= 0
}
∈ CP4[5]
{
y
4
1
+ y1y
4
2
+ y2y
4
3
+ y3y
4
4
+ y4y
5
5
= 0
}
∈ WCP
4
64,48,52,51,41 [256]
6
{
φ4
1
φ2 + φ
5
2
+ φ4
3
φ4 + φ
5
4
+ φ5
5
= 0
}
∈ CP4[5]
{
y
4
1
+ y1y
5
2
+ y
4
3
+ y3y
5
4
+ y
5
5
= 0
}
∈ WCP
4
5,3,5,3,4[20]
7
{
φ4
1
φ2 + φ
4
2
φ3 + φ
5
3
+ φ4
4
φ5 + φ
5
5
= 0
}
∈ CP4[5]
{
y
4
1
+ y1y
4
2
+ y2y
5
3
+ y
4
4
+ y4y
5
5
= 0
}
∈ WCP
4
20,15,13,20,12 [80]
8
{
φ5
1
+ φ5
2
+ φ5
3
+ φ4
4
φ5 + φ4φ
4
5
= 0
}
∈ CP4[5]
{
y5
1
+ y5
2
+ y5
3
+ y4
4
y5 + y4y
4
5
= 0
}
∈ CP4[5]
(Z5)2 × Z3 : [1, 4, 0, 0, 0] , [0, 4, 1, 0, 0] , [0, 0, 0, 2, 1]
9
{
φ5
1
+ φ4
2
φ3 + φ
5
3
+ φ4
4
φ5 + φ4φ
4
5
= 0
}
∈ CP4[5]
{
y
5
1
+ y
4
2
+ y2y
5
3
+ y
4
4
y5 + y4y
4
5
= 0
}
∈ WCP
4
4,5,3,4,4[20]
10
{
φ4
1
φ2 + φ
4
2
φ3 + φ
5
3
+ φ4
4
φ5 + φ4φ
4
5
= 0
}
∈ CP4[5]
{
y4
1
+ y1y
4
2
+ y2y
5
3
+ y4
4
y5 + y4y
4
5
= 0
}
∈ WCP4
20,15,13,16,16 [80]
Z15 : [0, 0, 3, 11, 1]
11
{
φ5
1
+ φ4
2
φ3 + φ2φ
4
3
+ φ4
4
φ5 + φ4φ
4
5
= 0
}
∈ CP4[5]
{
y5
1
+ y4
2
y3 + y2y
4
3
+ y4
4
y5 + y4y
4
5
= 0
}
∈ CP4[5]
Z3 : [0, 2, 1, 2, 1]
12
{
φ5
1
+ φ5
2
+ φ4
3
φ4 + φ
4
4
φ5 + φ3φ
4
5
= 0
}
∈ CP4[5]
{
y5
1
+ y5
2
+ y4
3
y5 + y3y
4
4
+ y4y
4
5
= 0
}
∈ CP4[5]
Z5 × Z13 : [1, 4, 0, 0, 0] , [0, 0, 3, 9, 1]
13
{
φ4
1
φ2 + φ
5
2
+ φ4
3
φ4 + φ
4
4
φ5 + φ3φ
4
5
= 0
}
∈ CP4[5]
{
y4
1
+ y1y
5
2
+ y4
3
y5 + y3y
4
4
+ y4y
4
5
= 0
}
∈ WCP4
5,3,4,4,4[20]
Z65 : [0, 52, 16, 61, 1]
14
{
φ4
1
φ2 + φ1φ
4
2
+ φ4
3
φ4 + φ
4
4
φ5 + φ3φ
4
5
= 0
}
∈ CP4[5]
{
y4
1
y2 + y1y
4
2
+ y4
3
y5 + y3y
4
4
+ y4y
4
5
= 0
}
∈ CP4[5]
Z3 × Z13 : [1, 2, 0, 0, 0] , [0, 0, 3, 9, 1]
15
{
φ5
1
+ φ4
2
φ3 + φ
4
3
φ4 + φ
4
4
φ5 + φ2φ
4
5
= 0
}
∈ CP4[5]
{
y5
1
+ y4
2
y5 + y2y
4
3
+ y3y
4
4
+ y4y
4
5
= 0
}
∈ CP4[5]
Z51 : [0, 38, 16, 47, 1]
16
{
φ4
1
φ2 + φ
4
2
φ3 + φ
4
3
φ4 + φ
4
4
φ5 + φ1φ
4
5
= 0
}
∈ CP4[5]
{
y4
1
y5 + y1y
4
2
+ y2y
4
3
+ y3y
4
4
+ y4y
4
5
= 0
}
∈ CP4[5]
Z41 : [10, 18, 16, 37, 1]
Table 5.3. Mirror pairs
(
MW ,M˜W
)
when MW ∈ CP
4[5].
Note that rows 1, 8, 14, 15, and 16 of Table 5.3 agree with the corresponding results
presented in [9]. The following example illustrates the calculations involved in obtaining
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Tables 5.1, 5.2, and 5.3.
Example 5.1 Consider row 13 of Table 5.3. The potential W is
W =
5∑
i=1
5∏
j=1
φ
aij
j = φ
4
1φ2 + φ
5
2 + φ
4
3φ4 + φ
4
4φ5 + φ3φ
4
5 .
From this expression, we obtain the matrix
(aij) =

4 1 0 0 0
0 5 0 0 0
0 0 4 1 0
0 0 0 4 1
0 0 1 0 4

and the dual potential
WT =
5∑
i=1
5∏
j=1
y
aji
j = y
4
1 + y1y
5
2 + y
4
3y5 + y3y
4
4 + y4y
4
5 .
Thus,
MW = {W = 0} ∈ CP
4[5] ,
MWT =
{
WT = 0
}
∈WCP45,3,4,4,4[20] .
Now, let us determine the orbifold group SLWT /〈JWT 〉. The action of SLWT is
SLWT : (y1, . . . , y5)→ (ωy1y1, . . . , ωy5y5)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 =
∏5
j=1 ω
aj1
yj = ω
4
y1 ,
1 =
∏5
j=1 ω
aj2
yj = ωy1ω
5
y2 ,
1 =
∏5
j=1 ω
aj3
yj = ω
4
y3ωy5 ,
1 =
∏5
j=1 ω
aj4
yj = ωy3ω
4
y4 ,
1 =
∏5
j=1 ω
aj5
yj = ωy4ω
4
y5 ,
1 =
∏5
j=1 ωyj .
Combining the second, fourth, and fifth constraints yields
(ωy1 , ωy2 , ωy3 , ωy4 , ωy5) =
(
ω−5y2 , ωy2 , ω
16
y5 , ω
−4
y5 , ωy5
)
.
Imposing the sixth constraint on this result gives
ω−4y2 ω
13
y5 = 1 .
It follows that
(ωy1 , ωy2 , ωy3 , ωy4 , ωy5) =
(
ω−5y2 , ω
5
y2ω
−13
y5 , ω
16
y5 , ω
−4
y5 , ωy5
)
.
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From the first and second constraints we obtain
ω20y2 = 1 ,
which together with our result ω−4y2 ω
13
y5 = 1 implies
ω65y5 = 1 .
We also obtain ω65y5 = 1 by combining our result ωy3 = ω
16
y5 with the third constraint. Thus,
all six constraints have been satisfied and we obtain
SLWT = Z20 × Z65 : [15, 5, 0, 0, 0] , [0, 52, 16, 61, 1] .
Modding out by 〈JWT 〉 = Z20 gives
SLWT /〈JWT 〉 = Z65 : [0, 52, 16, 61, 1] .
We conclude that
M˜W =
{
WT = 0
}
∈WCP45,3,4,4,4[20]
Z65 : [0, 52, 16, 61, 1]
.
In Tables 5.1, 5.2, and 5.3, the left columns correspond to different complex structures
forMW whereas the right columns correspond to different Ka¨hler structures for M˜W . We
can probe the different Ka¨hler structures for M˜W by computing the associated Picard-
Fuchs equations. Doing this for rows 2 and 3 of Table 5.1, we obtain
0 =
[
θ2 − 12e−t(6θ + 5)(6θ + 1)
]
Π
W˜CP
2
3,1,2[6]
, (5.25)
0 =
[
θ2 − 4e−t(4θ + 3)(4θ + 1)
]
Π
W˜CP
2
2,1,1[4]
, (5.26)
respectively. For rows 3 and 4 of Table 5.2, we obtain
0 =
{
137, 781
[∏7
i=1(8θ − i)
] [∏6
j=1(7θ − j)
]
(3θ − 2)(3θ − 1)θ3
+ 962, 990, 300, 932 e−t(36θ + 35)(36θ + 34)(36θ + 31)(36θ + 29)(36θ + 26)
(36θ + 25)(36θ + 23)(36θ + 22)(36θ + 19)(36θ + 17)(36θ + 14)(36θ + 13)
(36θ + 11)(36θ + 10)(36θ + 7)(36θ + 5)(36θ + 2)(36θ + 1)
}
Π
W˜CP
3
12,8,7,9[36]
, (5.27)
0 =
{
280
[∏6
i=1(7θ − i)
]
(6θ − 5)(6θ − 1)
[∏4
j=1(5θ − j)
]
(3θ − 2)(3θ − 1)(2θ − 1)θ3
+ 2187 e−t(27θ + 26)(27θ + 25)(27θ + 23)(27θ + 22)(27θ + 20)(27θ + 19)
(27θ + 17)(27θ + 16)(27θ + 14)(27θ + 13)(27θ + 11)(27θ + 10)(27θ + 8)
(27θ + 7)(27θ + 5)(27θ + 4)(27θ + 2)(27θ + 1)
}
Π
W˜CP
3
9,6,7,5[27]
, (5.28)
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respectively. Finally, for rows 6 and 9 of Table 5.3, we obtain
0 =
{
9
[∏4
i=1(5θ − i)
]
(3θ − 2)2(3θ − 1)2θ4
+ 12, 800 e−t(20θ + 19)(20θ + 18)(20θ + 17)(20θ + 14)(36θ + 13)(20θ + 11)
(20θ + 9)(20θ + 7)(20θ + 6)(20θ + 3)(20θ + 2)(20θ + 1)
}
Π
W˜CP
4
5,3,5,3,4[20]
, (5.29)
0 =
{
3(4θ − 3)2(4θ − 1)2(3θ − 2)(3θ − 1)(2θ − 1)2θ4
+ 1000 e−t(20θ + 19)(20θ + 18)(20θ + 17)(20θ + 14)(20θ + 13)(20θ + 11)
(20θ + 9)(20θ + 7)(20θ + 6)(20θ + 3)(20θ + 2)(20θ + 1)
}
Π
W˜CP
4
4,5,3,4,4[20]
, (5.30)
respectively. Note that the Picard-Fuchs operators appearing in each of the above pairs of
Picard-Fuchs equations are different from each other. This indicates that they correspond
to different Ka¨hler structures for M˜W .
6 Discussion
In Section 4, we found that the technique suggested by Hori and Vafa [3] for determining
the Picard-Fuchs equations satisfied by Π
M˜G
when the Calabi-Yau condition (2.5) holds
yields results which agree with those obtained in [4, 5] working in the Batyrev-Borisov
[6, 7] framework. An advantage of the Hori-Vafa formalism is that it provides an explicit
expression for Π
M˜G
. The case in which the Calabi-Yau condition is replaced by (2.2) can
be treated by making a minor modification to (4.3) and (4.7).
In Tables 5.1, 5.2, and 5.3, the left columns correspond to different complex structures
for MW whereas the right columns correspond to different Ka¨hler structures for M˜W . By
choosing the change of variables (5.19) appropriately, the Hori-Vafa formalism allows any of
the Ka¨hler structures for M˜W to be obtained in the limit t→ −∞. However, the Hori-Vafa
formalism provides no prescription for associating a particular complex structure for MW
with a particular Ka¨hler structure for M˜W . For this, we have made use of the Chiodo-
Ruan [12] geometric interpretation of Berglund-Hu¨bsch-Krawitz duality. We have probed
some of the resulting mirror Ka¨hler structures by determining corresponding Picard-Fuchs
equations.
Generally speaking, when 〈JW 〉 ⊂ SLW , this corresponds to
{W(φ1, . . . , φm) = 0} ∈WCP
m−1
nφ1 ,...,nφm
[s] ,
1
s
m∑
i=1
nφi = κ ∈ Z>0 .
The case κ = 1 is the Calabi-Yau condition. The case κ > 1 can be described in terms
of the special class of Fano varieties discussed in [20–22]. Alternatively, for the κ > 1
case, the Landau-Ginzburg orbifold W/〈JW 〉 can be given a geometrical interpretation
as a nonlinear sigma model on a super Calabi-Yau using the proposed correspondence of
Sethi [23]; see also [24–26]. It was noted in [25] that this super Calabi-Yau should be
equivalent (in the sense of [27]) to a Calabi-Yau complete intersection when the Newton
– 18 –
polytope associated with W admits a nef partition. The Batyrev-Borisov construction
yields a mirror for this Calabi-Yau complete intersection. Borisov [28] has suggested a way
to unify the Batyrev-Borisov and Berglund-Hu¨bsch constructions.
The above comments illustrate the overlapping nature of various mirror symmetry
formalisms. While this paper has helped elucidate some of these overlaps, a complete
mirror symmetry “Venn diagram” has still not been achieved.
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