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Abstract
In this paper, we consider maximum likelihood estimation of the degree of freedom
parameter ν, the location paramter µ and the scatter matrix Σ of the multivariate
Student-t distribution. In particular, we are interested in approximating the degree of
freedom parameter ν that determines the tails of the corresponding probability density
function. We prove that under certain assumptions a minimizer of the likelihood function
exists, where we have to take special care of the case ν → ∞, for which the Student-
t distribution approaches the Gaussian distribution. As alternatives to the classical
EM algorithm we propose three other algorithms which cannot be interpreted as EM
algorithm. For fixed ν, the first algorithm is an accelerated EM algorithm known from
the literature. However, since we do not fix ν, we cannot apply standard convergence
results for the EM algorithm. The other two algorithms differ from this algorithm in
the iteration step for ν. We show how the objective function behaves for the different
updates of ν and prove for all three algorithms that it decreases in each iteration step.
We compare the algorithms by numerical examples and apply one of these algorithms
for estimating the degree of freedom parameter in images corrupted by Student-t noise.
1. Introduction
The motivation for this work arises from certain tasks in image processing, where the
robustness of methods plays an important role. In this context, the Student-t distribution
and the closely related Student-t mixture models became popular in various image processing
tasks. In [24] it has been shown that Student-t mixture models are superior to Gaussian
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mixture models for modeling image patches and the authors proposed an application in image
compression. Image denoising based on Student-t models was addressed in [13] and image
deblurring in [5, 26]. Further applications include robust image segmentation [3, 18, 22] as
well as robust registration [6, 27].
In one dimension d = 1 and for ν = 1 the Student-t distribution coincides with the one-
dimensional Cauchy distribution. One of the first papers which suggested a variational
approach for denoising of images corrupted by Cauchy noise was [2]. A variational method
consisting of a data term that resembles the noise statistics and a total variation regularization
term was proposed in [16, 21]. Based on a ML approach the authors of [12] introduced a
so-called generalized myriad filter which estimates both the location and the scale parameter
of the Cauchy distribution. They used the filter in a nonlocal denoising approach, where
for each pixel of the image they chose as samples of the distribution those pixels having
a similar neighborhood and replaced the initial pixel by its filtered version. We also want
to mention that a unified framework for images corrupted by white noise that can handle
(range constrained) Cauchy noise as well was suggested in [10].
In contrast to the above pixelwise replacement, the state-of-the-art algorithm of Lebrun et
al. [14] for denoising images corrupted by white Gaussian noise restores the image patchwise
based on a maximum a posteriori approach. In the Gaussian setting, their approach is
equivalent to minimum mean square error estimation, and more general, the resulting
estimator can be seen as a particular instance of a best linear unbiased estimator (BLUE).
For denoising images corrupted by additive Cauchy noise, a similar approach was addressed
in [13] based on ML estimation for the family of Student-t distributions, of which the Cauchy
distribution forms a special case. The authors call this approach generalized multivariate
myriad filter.
However, all these approaches assume that the degree of freedom parameter ν of the Student-t
distribution is known which might not be the case in practice. In this paper we consider the
estimation of the degree of freedom parameter based on an ML approach. In contrast to
maximum likelihood estimators of the location and/or scatter parameter(s) µ and Σ, to the
best of our knowledge the question of existence of a joint maximum likelihood estimator has
not been analyzed before and in this paper we provide first results in this direction. Usually
the likelihood function of the Student-t distributions and mixture models are minimized
using the EM algorithm derived e.g. in [15, 19]. For fixed ν there exists an accelerated EM
algorithm [9, 17, 25] which appears to be more efficient than the classical one for smaller
parameters ν. We examine the convergence of the accelerated version if also the degree of
freedom parameter ν has to be estimated. Further, we propose two modifications of the ν
iteration step which lead to efficient algorithms for a wide range of parameters ν.
The paper is organized as follows: In Section 2 we introduce the Student-t distribution, the
negative log-likelihood function L and their derivatives. The question of the existence of a
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minimizer of L is addressed in Section 3. Section 4 deals with the solution of the equation
arising when setting the gradient of L with respect to ν to zero. The results of this section
will be important for the convergence consideration of our algorithms in the Section 5. We
propose three alternatives of the classical EM algorithm and prove that the objective function
L decreases for the iterates produced by these algorithms. Finally, we provide two kinds
of numerical results in Section 5. First, we compare the different algorithms by numerical
examples which indicate that the our new ν iterations are are very efficient for estimating
ν of different magnitudes. Second, we come back to the original motivation of this paper
and estimate the degree of freedom parameter ν from images corrupted by one-dimensional
Student-t noise.
2. Likelihood of the Multivariate Student-t Distribution
The density function of the d-dimensional Student-t distribution Tν(µ,Σ) with ν > 0
degrees of freedom, location paramter µ ∈ Rd and symmetric, positive definite scatter matrix
Σ ∈ SPD(d) is given by
p(x|ν, µ,Σ) = Γ
(
d+ν
2
)
Γ
(
ν
2
)
ν
d
2 pi
d
2 |Σ| 12
1(
1 + 1ν (x− µ)TΣ−1(x− µ)
) d+ν
2
,
with the Gamma function Γ(s) :=
∫∞
0 t
s−1e−t dt. The expectation of the Student-t distribu-
tion is E(X) = µ for ν > 1 and the covariance matrix is given by Cov(X) = νν−2Σ for ν > 2,
otherwise the quantities are undefined. The smaller the value of ν, the heavier are the tails of
the Tν(µ,Σ) distribution. For ν →∞, the Student-t distribution Tν(µ,Σ) converges to the
normal distribution N (µ,Σ) and for ν → 0 it is related to the projected normal distribution.
Figure 1 illustrates this behavior for the one-dimensional standard Student-t distribution.
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Figure 1: Standard Student-t distribution Tν(0, 1) for different values of ν in comparison
with the standard normal distribution N (0, 1).
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As the normal distribution, the d-dimensional Student-t distribution belongs to the class of
elliptically symmetric distributions. These distributions are stable under linear transforms
in the following sense: Let X ∼ Tν(µ,Σ) and A ∈ Rd×d be an invertible matrix and let
b ∈ Rd. Then AX+ b ∼ Tν(Aµ+ b, AΣAT). Furthermore, the Student-t distribution Tν(µ,Σ)
admits the following stochastic representation, which can be used to generate samples from
Tν(µ,Σ) based on samples from the multivariate standard normal distribution N (0, I) and
the Gamma distribution Γ
(
ν
2 ,
ν
2
)
: Let Z ∼ N (0, I) and Y ∼ Γ(ν2 , ν2) be independent, then
X = µ+
Σ
1
2Z√
Y
∼ Tν(µ,Σ). (1)
For xi ∈ Rd, i = 1, . . . , n, the likelihood function of the Student-t distribution is given by
L(ν, µ,Σ|x1, . . . , xn) =
Γ
(
d+ν
2
)n
Γ
(
ν
2
)n
(piν)
nd
2 |Σ|n2
n∏
i=1
1(
1 + 1ν (xi − µ)TΣ−1(xi − µ)
) d+ν
2
,
and the log-likelihood function by
`(ν, µ,Σ|x1, . . . , xn) =n log
(
Γ
(
d+ν
2
))− n log(Γ (ν2))− nd2 log(piν)
− n
2
log |Σ| − d+ν2
n∑
i=1
log
(
1 +
1
ν
(xi − µ)TΣ−1(xi − µ)
)
.
In the following, we are interested in the negative log-likelihood function, which up to the
factor 2n and weights wi =
1
n reads as
L(ν, µ,Σ) = −2 log
(
Γ
(
d+ν
2
))
+ 2 log
(
Γ
(
ν
2
))− ν log(ν)
+ (d+ ν)
n∑
i=1
wi log
(
ν + (xi − µ)TΣ−1(xi − µ)
)
+ log |Σ| .
In this paper, we allow for arbitrary weights from the open probability simplex ∆˚n :={
w = (w1, . . . , wn) ∈ Rn>0 :
∑n
i=1wi = 1
}
. In this way, multiple data points may be
incorporated and we have might express different levels of confidence in the single samples.
Using ∂ log(|X|)∂X = X
−1 and ∂a
TX−1b
∂X = −(X−T)abT(X−T), see [20], the derivatives of L with
respect to µ, Σ and ν are given by
∂L
∂µ
(ν, µ,Σ) = −2(d+ ν)
n∑
i=1
wi
Σ−1(xi − µ)
ν + (xi − µ)TΣ−1(xi − µ) ,
∂L
∂Σ
(ν, µ,Σ) = −(d+ ν)
n∑
i=1
wi
Σ−1(xi − µ)(xi − µ)TΣ−1
ν + (xi − µ)TΣ−1(xi − µ) + Σ
−1,
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∂L
∂ν
(ν, µ,Σ) = φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ)
− log
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ)
)
− 1
)
,
with
φ(x) := ψ(x)− log(x), x > 0
and the digamma function
ψ(x) =
d
dx
log (Γ(x)) =
Γ′(x)
Γ(x)
.
Setting the derivatives to zero results in the equations
0 =
n∑
i=1
wi
xi − µ
ν + (xi − µ)TΣ−1(xi − µ) , (2)
I = (d+ ν)
n∑
i=1
wi
Σ−
1
2 (xi − µ)(xi − µ)TΣ− 12
ν + (xi − µ)TΣ−1(xi − µ) , (3)
0 = F
(ν
2
)
:= φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ) − log
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ)
)
− 1
)
. (4)
Computing the trace of both sides of (3) and using the linearity and permutation invariance
of the trace operator we obtain
d = tr(I) = (d+ ν)
n∑
i=1
wi
tr
(
Σ−
1
2 (xi − µ)(xi − µ)TΣ− 12
)
ν + (xi − µ)TΣ−1(xi − µ)
= (d+ ν)
n∑
i=1
wi
(xi − µ)TΣ−1(xi − µ)
ν + (xi − µ)TΣ−1(xi − µ) ,
which yields
1 = (d+ ν)
n∑
i=1
wi
1
ν + (xi − µ)TΣ−1(xi − µ) .
We are interested in critical points of the negative log-likelihood function L, i.e. in solutions
(µ,Σ, ν) of (2) - (4), and in particular in minimizers of L.
5
3. Existence of Critical Points
In this section, we examine if the negative log-likelihood function L has a minimizer. We
restrict our attention to the case µ = 0. For an approach how to extend the results to
arbitrary µ for fixed ν we refer to [13]. For fixed ν > 0, it is known that there exists a
unique solution of (3) and for ν = 0 that there exists solutions of (3) which differ only by
a multiplicative positive constant, see, e.g. [13]. In contrast, if we do not fix ν, we have
roughly to distinguish between the two cases that the samples tend to come from a Gaussian
distribution or not. The results are presented in Theorem 3.2.
We make the following general assumption:
Assumption 3.1. Any subset of ≤ d samples xi, i ∈ {1, . . . , n} is linearly independent and
max{wi : i = 1, . . . , n} < 1d .
For µ = 0, the negative log-likelihood function becomes
L(ν,Σ) := −2 log
(
Γ
(
d+ ν
2
))
+ 2 log
(
Γ
(ν
2
))
− ν log(ν)
+ (d+ ν)
n∑
i=1
wi log
(
ν + xTi Σ
−1xi
)
+ log(|Σ|)
= −2 log
(
Γ
(
d+ ν
2
))
+ 2 log
(
Γ
(ν
2
))
− ν log(ν)
+ (d+ ν) log(ν) + (d+ ν)
n∑
i=1
wi log
(
1 +
1
ν
xTi Σ
−1xi
)
+ log(|Σ|).
Further, for a fixed ν > 0, set
Lν(Σ) := (d+ ν)
n∑
i=1
wi log
(
ν + xTi Σ
−1xi
)
+ log(|Σ|).
To prove the next existence theorem we will need two lemmas, whose proofs are given in the
appendix.
Theorem 3.2. Let xi ∈ Rd, i = 1, . . . , n and w ∈ ∆˚n fulfill Assumption 3.1. Then exactly
one of the following statements holds:
(i) There exists a minimizing sequence (νr,Σr)r of L, such that {νr : r ∈ N} has a
finite cluster point. Then we have argmin(ν,Σ)∈R>0×SPD(d) L(ν,Σ) 6= ∅ and every
(νˆ, Σˆ) ∈ argmin(ν,Σ)∈R>0×SPD(d) L(ν,Σ) is a critical point of L.
(ii) For every minimizing sequence (νr,Σr)r of L(ν,Σ) we have lim
r→∞ νr = ∞. Then
(Σr)r converges to the maximum likelihood estimator Σˆ =
∑n
i=1wixix
T
i of the normal
distribution N (0,Σ).
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Proof. Case 1: Assume that there exists a minimizing sequence (νr,Σr)r of L, such that
(νr)r has a bounded subsequence. In particular, using Lemma A.1, we have that (νr)r has
a cluster point ν∗ > 0 and a subsequence (νrk)k converging to ν
∗. Clearly, the sequence
(νrk ,Σrk)k is again a minimizing sequence so that we skip the second index in the following.
By Lemma A.2, the set {Σr : r ∈ N} is a compact subset of SPD(d). Therefore there exists
a subsequence (Σrk)k which converges to some Σ
∗ ∈ SPD(d). Now we have by continuity of
L(ν,Σ) that
L(ν∗,Σ∗) = lim
k→∞
L(νrk ,Σrk) = min
(ν,Σ)∈R>0×SPD(d)
L(ν,Σ).
Case 2: Assume that for every minimizing sequence (νr,Σr)r it holds that νr → ∞ as
r →∞. We rewrite the likelihood function as
L(ν,Σ) = 2 log
(
Γ
(
ν
2
)
ν
2
d
2
Γ
(
d+ν
2
) )+ d log(2) + (d+ ν) n∑
i=1
wi log
(
1 +
1
ν
xTi Σ
−1xi
)
+ log(|Σ|).
Since
lim
ν→∞
Γ
(
ν
2
)
ν
2
d
2
Γ
(
d+ν
2
) = 1,
we obtain
lim
r→∞L(νr,Σr) = d log(2) + limνr→∞
(d+ νr)
n∑
i=1
wi log
(
1 +
1
νr
xTi Σ
−1
r xi
)
+ log(|Σr|). (5)
Next we show by contradiction that {Σr : r ∈ N} is in SPD(d) and bounded: Denote the
eigenvalues of Σr by λr1 ≥ · · · ≥ λrd. Assume that either {λr1 : r ∈ N} is unbounded or that
{λrd : r ∈ N} has zero as a cluster point. Then, we know by [13, Theorem 4.3] that there
exists a subsequence of (Σr)r, which we again denote by (Σr)r, such that for any fixed ν > 0
it holds
lim
r→∞Lν(Σr) =∞.
Since k 7→ (1 + kx)k is monotone increasing, for νr ≥ d+ 1 we have
(d+ νr)
n∑
i=1
wi log
(
1 +
1
νr
xTi Σ
−1
r xi
)
=
n∑
i=1
wi log
((
1 +
1
νr
xTi Σ
−1
r xi
)νr+d)
≥
n∑
i=1
wi log
((
1 +
1
νr
xTi Σ
−1
r xi
)νr)
≥
n∑
i=1
wi log
((
1 +
1
d+ 1
xTi Σ
−1
r xi
)d+1)
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= (d+ 1)
n∑
i=1
wi log
(
1 +
1
d+ 1
xTi Σ
−1
r xi
)
≥ (d+ 1)
n∑
i=1
wi log
(
1 + xTi Σ
−1
r xi
)− log(d+ 1)d+1.
By (5) this yields
lim
r→∞L(νr,Σr) ≥ d log(2)− log(d+ 1)
d+1 + lim
r→∞(d+ 1)
n∑
i=1
wi log
(
1 + xTi Σ
−1
r xi
)
+ log(|Σr|)
= d log(2)− log(d+ 1)d+1 + lim
r→∞L1(Σr) =∞.
This contradicts the assumption that (νr,Σr)r is a minimizing sequence of L. Hence
{Σr : r ∈ N} is a bounded subset of SPD(d).
Finally, we show that any subsequence of (Σr)r has a subsequence which converges to
Σˆ =
∑n
i=1wixix
T
i . Then the whole sequence (Σr)r converges to Σˆ.
Let (Σrk)k be a subsequence of (Σr)r. Since it is bounded, it has a convergent subsequence
(Σrkl )l which converges to some Σ˜ ∈ {Σr : r ∈ N} ⊂ SPD(d). For simplicity, we denote
(Σrkl )l again by (Σr)r. Since (Σr)r is converges, we know that also (x
T
i Σ
−1
r xi)r converges and
is bounded. By lim
r→∞ νr =∞ we know that the functions x 7→
(
1 + xνr
)νr
converge locally
uniformly to x 7→ exp(x) as r →∞. Thus we obtain
lim
r→∞(d+ νr)
n∑
i=1
wi log
(
1 +
1
νr
xTi Σ
−1
r xi
)
= lim
r→∞
n∑
i=1
wi log
((
1 +
1
νr
xTi Σ
−1
r xi
)d+νr)
= lim
r→∞
n∑
i=1
wi log
(
lim
r→∞
(
1 +
1
νr
xTi Σ
−1
r xi
)νr (
1 +
1
νr
xTi Σ
−1
r xi
)d)
= lim
r→∞
n∑
i=1
wi log
(
lim
r→∞
(
1 +
1
νr
xTi Σ
−1
r xi
)νr)
=
n∑
i=1
wi log
(
exp(xTi Σ˜
−1xi)
)
=
n∑
i=1
wix
T
i Σ˜
−1xi.
Hence we have
inf
(ν,Σ)∈R>0×SPD(d)
L(ν,Σ) = lim
r→∞L(νr,Σr) = d log(2) +
n∑
i=1
wix
T
i Σ˜
−1xi + log(|Σ˜|).
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By taking the derivative with respect to Σ we see that the right-hand side is minimal if and
only if Σ = Σˆ =
∑n
i=1wixix
T
i . On the other hand, by similar computations as above we get
inf
(ν,Σ)∈R>0×SPD(d)
L(ν,Σ) ≤ lim
r→∞L(νr, Σˆ)
= d log(2) + log(|Σˆ|) + lim
vr→∞
(d+ νr)
n∑
i=1
wi log
(
1 +
1
νr
xTi Σˆ
−1xi
)
= d log(2) + log(|Σˆ|) +
n∑
i=1
wix
T
i Σˆ
−1xi + log(|Σˆ|),
so that Σ˜ = Σˆ. This finishes the proof.
4. Zeros of F
In this section, we are interested in the existence of solutions of (4), i.e., in zeros of F for
arbitrary fixed µ and Σ. Setting x := ν2 > 0, t :=
d
2 and
si :=
1
2
(xi − µ)TΣ−1(xi − µ), i = 1, . . . , n.
we rewrite the function F in (4) as
F (x) = φ(x)− φ(x+ t) +
n∑
i=1
wi
(
x+ t
x+ si
− log
(
x+ t
x+ si
)
− 1
)
(6)
=
n∑
i=1
wiFsi(x) =
n∑
i=1
wi
(
A(x) +Bsi(x)
)
,
where
Fs(x) := A(x) +Bs(x) (7)
and
A(x) := φ(x)− φ(x+ t), Bs(x) := x+ t
x+ s
− log
(
x+ t
x+ s
)
− 1.
The digamma function ψ and φ = ψ− log(·) are well examined in the literature, see [1]. The
function φ(x) is the expectation value of a random variable which is Γ(x, x) distributed. It
holds − 1x < φ(x) < − 12x and it is well-known that −φ is completely monotone. This implies
that the negative of A is also completely monotone, i.e. for all x > 0 and m ∈ N0 we have
(−1)m+1φ(m)(x) > 0, (−1)m+1A(m)(x) > 0,
9
in particular A < 0, A′ > 0 and A′′ < 0. Further, it is easy to check that
lim
x→0
φ(x) = −∞, lim
x→∞φ(x) = 0
−, (8)
lim
x→0
A(x) = −∞, lim
x→∞A(x) = 0
−. (9)
On the other hand, we have that B(x) ≡ 0 if s = t in which case Fs = A < 0 and has
therefore no zero. If s 6= t, then Bs is completely monotone, i.e., for all x > 0 and m ∈ N0,
(−1)mB(m)s (x) > 0,
in particular Bs > 0, B
′
s < 0 and B
′′
s > 0, and
Bs(0) =
t
s
− log
(
t
s
)
− 1 > 0, lim
x→∞Bs(x) = 0
+.
Hence we have
lim
x→0
Fs(x) = −∞, lim
x→∞Fs(x) = 0. (10)
If X ∼ N (µ,Σ) is a d-dimensional random vector, then Y := (X − µ)TΣ−1(X − µ) ∼ χ2d
with E(Y ) = d and Var(Y ) = 2d. Thus we would expect that for samples xi from such a
random variable X the corresponding values (xi − µ)TΣ−1(xi − µ) lie with high probability
in the interval [d−√2d, d+√2d], respective si ∈ [t−
√
t, t+
√
t]. These considerations are
reflected in the following theorem and corollary.
Theorem 4.1. For Fs : R>0 → R given by (7) the following relations hold true:
i) If s ∈ [t−√t, t+√t] ∩ R>0, then Fs(x) < 0 for all x > 0 so that Fs has no zero.
ii) If s > 0 and s 6∈ [t − √t, t + √t], then there exists x+ such that Fs(x) > 0 for all
x ≥ x+. In particular, Fs has a zero.
Proof. We have
F ′s(x) = φ
′ (x)− φ′(x+ t)− (s− t)
2
(x+ s)2(x+ t)
= ψ′(x)− ψ′(x+ t)− t
x(x+ t)
− (s− t)
2
(x+ s)2(x+ t)
.
We want to sandwich F ′s between two rational functions Ps and Ps +Q which zeros can be
easily described.
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Since the trigamma function ψ′ has the series representation
ψ′(x) =
∞∑
k=0
1
(x+ k)2
,
see [1], we obtain
F ′s(x) =
∞∑
k=0
1
(x+ k)2
− 1
(x+ k + t)2
− t
x(x+ t)
− (s− t)
2
(x+ s)2(x+ t)
. (11)
For x > 0, we have
I(x) =
∫ ∞
0
1
(x+ u)2
− 1
(x+ u+ t)2︸ ︷︷ ︸
g(u)
du =
1
x
− 1
x+ t
=
t
(x+ t)x
.
Let R(x) and T (x) denote the rectangular and trapezoidal rule, respectively, for computing
the integral with step size 1. Then we verify
R(x) =
∞∑
k=0
g(k) =
∞∑
k=0
1
(x+ k)2
− 1
(x+ k + t)2
so that
F ′s(x) = (R(x)− T (x)) + (T (x)− I(x))−
(s− t)2
(x+ s)2(x+ t)
=
1
2
(
1
x2
− 1
(x+ t)2
)
+ (T (x)− I(x))− (s− t)
2
(x+ s)2(x+ t)
.
By considering the first and second derivative of g we see the integrand in I(x) is strictly
decreasing and strictly convex. Thus, Ps(x) < F
′
s(x), where
Ps(x) :=
1
2
(
1
x2
− 1
(x+ t)2
)
− (s− t)
2
(x+ s)2(x+ t)
=
(2tx+ t2)(x+ s)2 − (s− t)2x2(x+ t)
2x2(x+ s)2(x+ t)2
=
ps(x)
2x2(x+ s)2(x+ t)2
.
with ps(x) := a3x
3 + a2x
2 + a1x+ a0 and
a0 = t
2s2 > 0, a1 = 2st(s+ t) > 0, a2 = t(4s+ t− (s− t)2), a3 = 2
(
t− (s− t)2) .
We have
a3 ≥ 0 ⇐⇒ s ∈ [t−
√
t, t+
√
t] (12)
11
and
a2 ≥ 0 ⇐⇒ s ∈ [t+ 2−
√
4 + 5t, t+ 2 +
√
4 + 5t] ⊃ [t−√t, t+√t]
for t ≥ 1. For t = 12 , it holds [t+ 2−
√
4 + 5t, t+ 2 +
√
4 + 5t] ⊃ [0, t+√t].
Thus, for s ∈ [t−√t, t+√t], by the sign rule of Descartes, ps(x) has no positive zero which
implies
0 ≤ Ps(x) < F ′s(x) for s ∈ [t−
√
t, t+
√
t] ∩ R>0.
Hence, the continuous function Fs is monotone increasing and by (10) we obtain Fs(x) < 0
for all x > 0 if s ∈ [t−√t, t+√t] ∩ R>0.
Let s > 0 and s 6∈ [t−√t, t+√t]. By
T (x)− I(x) =
∞∑
k=0
(
1
2
(g(k + 1) + g(k))−
∫ 1
0
g(k + u) du
)
and Euler’s summation formula, we obtain
T (x)− I(x) =
∞∑
k=0
1
12
(
g′(k + 1)− g′(k))− 1
720
g(4)(ξk), ξk ∈ (k, k + 1)
with g′(u) = − 2
(x+u)3
+ 2
(x+u+t)3
and g(4)(u) = 5!
(x+u)6
− 5!
(x+u+t)6
, so that
T (x)− I(x) =− 1
12
g′(0) +
∞∑
k=0
1
6
1
(x+ ξk + t)6
− 1
6
1
(x+ ξk)6
(13)
<− 1
12
g′(0) =
1
6
3tx2 + 3t2x+ t3
x3(x+ t)3
.
Therefore, we conclude
F ′s(x) < Ps(x) +
1
6
3tx2 + 3t2x+ t3
x3(x+ t)3︸ ︷︷ ︸
Q(x)
=
ps(x)x(x+ t) + (tx
2 + t2x+ 13 t
3)(x+ s)2
2x3(x+ s)2(x+ t)3
The main coefficient of x5 of the polynomial in the numerator is 2(t− (s− t)2) which fulfills
(12). Therefore, if s 6∈ [t − √t, t + √t], then there exists x+ large enough such that the
numerator becomes smaller than zero for all x ≥ x+. Consequently, F ′s(x) ≤ Ps(x)+Q(x) < 0
for all x ≥ x+. Thus, Fs is decreasing on [x+,∞). By (10), we conclude that Fs has a
zero.
The following corollary states that Fs has exactly one zero if s > t+
√
t. Unfortunately we
do not have such a results for s < t−√t.
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Corollary 4.2. Let Fs : R>0 → R be given by (7). If s > t+
√
t, t ≥ 1, then Fs has exactly
one zero.
Proof. By Theorem 4.1ii) and since limx→0 Fs(x) = −∞ and limx→∞ = 0+, it remains to
prove that F ′s has at most one zero. Let x0 > 0 be the smallest number such that F ′s(x0) = 0.
We prove that F ′s(x) < 0 for all x > x0. To this end, we show that hs(x) := F ′s(x)(x+s)2(x+t)
is strictly decreasing. By (11) we have
hs(x) = (x+ s)
2(x+ t)
( ∞∑
k=0
1
(x+ k)2
− 1
(x+ k + t)2
− t
x(x+ t)
)
− (s− t)2,
and for s > t further
h′s(x) =
(
2(x+ s)(x+ t) + (x+ s)2
)( ∞∑
k=0
1
(x+ k)2
− 1
(x+ k + t)2
− t
x(x+ t)
)
+ (x+ s)2(x+ t)
( ∞∑
k=0
−2
(x+ k)3
+
2
(x+ k + t)3
+
t(2x+ t)
x2(x+ t)2
)
≤ 3(x+ s)2
( ∞∑
k=0
1
(x+ k)2
− 1
(x+ k + t)2
− t
x(x+ t)
)
+ (x+ s)2(x+ t)
( ∞∑
k=0
−2
(x+ k)3
+
2
(x+ k + t)3
+
t(2x+ t)
x2(x+ t)2
)
.
= (x+ s)2(R(x)− I(x)),
where I(x) is the integral and R(x) the corresponding rectangular rule with step size 1 of
the function g := g1 + g2 defined as
g1(u) := 3
(
1
(x+ u)2
− 1
(x+ t+ u)2
)
, g2(u) := (x+ t)
( −2
(x+ u)3
+
2
(x+ t+ u)3
)
.
We show that R(x)− I(x) < 0 for all x > 0. Let T (x), Ti(x) be the trapezoidal rules with
step size 1 corresponding to I(x) and Ii(x) =
∫∞
0 gi(u)du, i = 1, 2. Then it follows
R(x)− I(x) = R(x)− T (x) + T (x)− I(x) = R(x)− T (x) + T1(x)− I1(x) + T2(x)− I2(x).
Since g2 is a decreasing, concave function, we conclude T2(x) − I2(x) < 0. Using Euler’s
summation formula in (13) for g1, we get
T1(x)− I1(x) = − 1
12
g′1(0)−
1
720
∞∑
k=0
g
(4)
1 (ξk), ξk ∈ (k, k + 1).
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Since g
(4)
1 is a positive function, we can write
R(x)− I(x) < R(x)− T (x) + T1(x)− I1(x) ≤ 1
2
g(0)− 1
12
g′1(0)
=
3
2
(
1
x2
− 1
(x+ t)2
)
+
1
2
(x+ t)
(−2
x3
+
2
(x+ t)3
)
− 1
2
(−1
x3
+
1
(x+ t)3
)
=
t
2
(−3t+ 3)x2 + (−5t2 + 3t)x− 2t3 + t2
x3(x+ t)3
.
All coefficients of x are smaller or equal than zero for t ≥ 1 which implies that hs is strictly
decreasing.
Theorem 4.1 implies the following corollary.
Corollary 4.3. For F : R>0 → R given by (6) and δi := (xi − µ)TΣ−1(xi − µ), i = 1, . . . , n,
the following relations hold true:
i) If δi ∈ [d−
√
2d, d+
√
2d] ∩ R>0 for all i ∈ {1, . . . , n}, then F (x) < 0 for all x > 0 so
that F has no zero.
ii) If δi > 0 and δi 6∈ [d−
√
2d, d+
√
2d] for all i ∈ {1, . . . , n}, there exists x+ such that
F (x) > 0 for all x ≥ x+. In particular, F has a zero.
Proof. Consider F =
∑n
i=1 Fsi . If δi ∈ [d−
√
2d, d+
√
2d] ∩ R>0 for all i ∈ {1, . . . , n}, then
we have by Theorem 4.1 that Fsi(x) < 0 for all x > 0. Clearly, the same holds true for the
whole function F such that it cannot have a zero.
If δi 6∈ [d −
√
2d, d+
√
2d] for all i ∈ {1, . . . , n}, then we know by Theorem 4.1 that there
exist xi+ > 0 such that Fsi(x) > 0 for x ≥ xi+. Thus, F (x) > 0 for x ≥ x+ := maxi(xi+).
Since limx→0 F (x) = −∞ this implies that F has a zero.
5. Algorithms
In this section, we propose an alternative of the classical EM algorithm for computing the
parameters of the Student-t distribution along with convergence results. In particular, we
are interested in estimating the degree of freedom parameter ν, where the function F is of
particular interest.
Algorithm 1 with weights wi =
1
n , i = 1, . . . , n, is the classical EM algorithm. Note that
the function in the third M-Step
Φr
(ν
2
)
:= φ
(ν
2
)
−φ
(
νr + d
2
)
+
n∑
i=1
wi (γi,r − log(γi,r)− 1)︸ ︷︷ ︸
cr
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has a unique zero since by (8) the function φ < 0 is monotone increasing with limx→∞ φ(x) =
0− and cr > 0. Concerning the convergence of the EM algorithm it is known that the
values of the objective function L(νr, µr,Σr) are monotone decreasing in r and that a sub-
sequence of the iterates converges to a critical point of L(ν, µ,Σ) if such a point exists, see [4].
Algorithm 1 EM Algorithm (EM)
Input: x1, . . . , xn ∈ Rd, n ≥ d+ 1, w ∈ ∆˚n
Initialization: ν0 = ε > 0, µ0 =
1
n
n∑
i=1
xi, Σ0 =
1
n
n∑
i=1
(xi − µ0)(xi − µ0)T
for r = 0, . . . do
E-Step: Compute the weights
δi,r = (xi − µr)TΣ−1r (xi − µr)
γi,r =
νr + d
νr + δi,r
M-Step: Update the parameters
µr+1 =
n∑
i=1
wiγi,rxi
n∑
i=1
wiγi,r
Σr+1 =
n∑
i=1
wiγi,r(xi − µr+1)(xi − µr+1)T
νr+1 = zero of φ
(ν
2
)
− φ
(
νr + d
2
)
+
n∑
i=1
wi (γi,r − log(γi,r)− 1)
Algorithm 2 distinguishes from the EM algorithm in the iteration of Σ, where the factor
1
n∑
i=1
wiγi,r
is incorporated now. The computation of this factor requires no additional com-
putational effort, but speeds up the performance in particular for smaller ν. Such kind of
acceleration was suggested in [9, 17]. For fixed ν ≥ 1, it was shown in [25] that this algorithm
is indeed an EM algorithm arising from another choice of the hidden variable than used
in the standard approach, see also [11]. Thus, it follows for fixed ν ≥ 1 that the sequence
L(ν, µr,Σr) is monotone decreasing. However, we also iterate over ν. In contrast to the EM
Algorithm 1 our ν iteration step depends on µr+1 and Σr+1 instead of µr and Σr. This is
important for our convergence results. Note that for both cases, the accelerated algorithm
can no longer be interpreted as an EM algorithm, so that the convergence results of the
classical EM approach are no longer available.
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Let us mention that a Jacobi variant of Algorithm 2 for fixed ν i.e.
Σr+1 =
n∑
i=1
wiγi,r(xi − µr)(xi − µr)T∑n
i=1wiγi,r
,
with µr instead of µr+1 including a convergence proof was suggested in [13]. The main reason
for this index choice was that we were able to prove monotone convergence of a simplified
version of the algorithm for estimating the location and scale of Cauchy noise (d = 1, ν = 1)
which could be not achieved with the variant incorporating µr+1, see [12]. This simplified
version is known as myriad filter in image processing. In this paper, we keep the original
variant from the EM algorithm (14) since we are mainly interested in the computation of ν.
Instead of the above algorithms we suggest to take the critical point equation (4) more
directly into account in the next two algorithms.
Algorithm 2 Accelerated EM-like Algorithm (aEM)
Same as Algorithm 1 except for
Σr+1 =
n∑
i=1
wiγi,r(xi − µr+1)(xi − µr+1)T∑n
i=1wiγi,r
(14)
νr+1 = zero of φ
(ν
2
)
− φ
(
νr + d
2
)
+
n∑
i=1
wi
(
νr + d
νr + δi,r+1
− log
(
νr + 1
νr + δi,r+1
)
− 1
)
Algorithm 3 computes a zero of
Ψr
(ν
2
)
:= φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
νr + d
νr + δi,r+1
− log
(
νr + 1
νr + δi,r+1
)
− 1
)
︸ ︷︷ ︸
br
This function has a unique zero since by (9) the function A(x) = φ(x) − φ(x + t) < 0 is
monotone increasing with limx→∞A(x) = 0− and br > 0.
Algorithm 3 Multivariate Myriad Filter (MMF)
Same as Algorithm 2 except for
νr+1 = zero of φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
νr + d
νr + δi,r+1
− log
(
νr + 1
νr + δi,r+1
)
− 1
)
Finally, Algorithm 4 computes the update of ν by directly finding a zero of the whole
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function F in (4) given µr and Σr. The existence of such a zero was discussed in the
previous section. The zero computation is done by an inner loop which iterates the up-
date step of ν from Algorithm 3. We will see that the iteration converge indeed to a zero of F .
Algorithm 4 General Multivariate Myriad Filter (GMMF)
Same as Algorithm 2 except for
νr+1 = zero of φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
ν + d
ν + δi,r+1
− log
(
ν + d
ν + δi,r+1
)
− 1
)
for l = 0, . . . do
νr,0 = νr
νr,l+1 zero of φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
νr,l + d
νr,l + δi,r+1
− log
(
νr,l + d
νr,l + δi,r+1
)
− 1
)
In the rest of this section, we prove that the sequence (L(νr, µ, r,Σr))r generated by Algorithm
2 and 3 decreases in each iteration step and that there exists a subsequence of the iterates
which converges to a critical point.
We will need the following auxiliary lemma.
Lemma 5.1. Let Fa, Fb : R>0 → R be continuous functions, where Fa be strictly increasing
and Fb be strictly decreasing. Define F := Fa + Fb. For any initial value x0 > 0 assume that
the sequence generated by
xl+1 = zero of Fa(x) + Fb(xl)
is uniquely determined, i.e., the functions on the right-hand side have a unique zero and
Then it holds
i) If F (x0) < 0, then (xl)l is strictly increasing and F (x) < 0 for all x ∈ [xl, xl+1], l ∈ N0.
ii) If F (x0) > 0, then (xl)l is strictly decreasing and F (x) > 0 for all x ∈ [xl+1, xl], l ∈ N0.
Furthormore, assume that there exists x− > 0 with F (x) < 0 for all x < x− and x+ > 0 with
F (x) > 0 for all x > x+. Then, the sequence (xl)l converges to a zero x
∗ of F .
Proof. We consider the case i) that F (x0) < 0. Case ii) follows in a similar way.
We show by induction that F (xl) < 0 and that xl+1 > xl for all l ∈ N. Then it holds for all
l ∈ N and x ∈ (xl, xl+1) that Fa(x) + Fb(x) < Fa(x) + Fb(xl) < Fa(xl+1) + Fb(xl) = 0. Thus
F (x) < 0 for all x ∈ [xl, xl+1], l ∈ N0.
Induction step. Let Fa(xl) + Fb(xl) < 0. Since Fa(xl+1) + Fb(xl) = 0 > Fa(xl) + Fb(xl)
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and Fa is strictly increasing, we have xl+1 > xl. Using that Fb is strictly decreasing, we get
Fb(xl+1) < Fb(xl) and consequently
F (xl+1) = Fa(xl+1) + Fb(xl+1) < Fa(xl+1) + Fb(xl) = 0.
Assume now that F (x) > 0 for all x > x+. Since the sequence (xl)l is strictly increasing and
F (xl) < 0 it must be bounded from above by x+. Therefore it converges to some x
∗ ∈ R>0.
Now, it holds by the continuity of Fa and Fb that
0 = lim
l→∞
Fa(xl+1) + Fb(xl) = Fa(x
∗) + Fb(x∗) = F (x∗).
Hence x∗ is a zero of F .
For the setting in Algorithm 4, Lemma 5.1 implies the following corollary.
Corollary 5.2. Let Fa(ν) := φ
(
ν
2
)− φ (ν+d2 ) and
Fb(ν) :=
∑n
i=1wi
(
ν+d
ν+δi,r+1
− log
(
ν+d
ν+δi,r+1
)
− 1
)
, r ∈ N0 Assume that there exists ν+ > 0
such that F := Fa + Fb > 0 for all ν ≥ ν+. Then, the sequence (νr,l)l generated by the r-th
inner loop of Algorithm 4 converges to a zero of F .
Note that by Corollary 4.3 the above condition on F is fulfilled in each iteration step, e.g. if
δi,r 6∈ [d−
√
2d, d+
√
2d] for i = 1, . . . , n and r ∈ N0.
Proof. From the previous section we know that Fa is strictly increasing and Fb is strictly
decreasing. Both functions are continuous. If F (νr) < 0, then we know from Lemma 5.1
that (νr,l)l is increasing and converges to a zero ν
∗
r of F .
If F (νr) > 0, then we know from Lemma 5.1 that (νr,l)l is decreasing. The condition that
there exists x− ∈ R>0 with F (x) < 0 for all x < x− is fulfilled since limx→0 F (x) = −∞.
Hence, by Lemma 5.1, the sequence converges to a zero ν∗r of F .
To prove that the objective function decreases in each step of the Algorithms 2 - 4 we need
the following lemma.
Lemma 5.3. Let Fa, Fb : R>0 → R be continuous functions, where Fa be strictly increasing
and Fb be strictly decreasing. Define F := Fa + Fb and let G : R>0 → R be an antiderivative
of F , i.e. F = ddxG. For an arbitrary x0 > 0, let (xl)l be the sequence generated by
xl+1 = zero of Fa(x) + Fb(xl).
Then the following holds true:
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i) The sequence (G(xl))l is monotone decreasing with G(xl) = G(xl+1) if and only if x0
is a critical point of G. If (xl)l converges, then the limit x
∗ fulfills
G(x0) ≥ G(x1) ≥ G(x∗),
with equality if and only if x0 is a critical point of G.
ii) Let F = F˜a + F˜b be another splitting of F with continuous functions F˜a, F˜b, where
the first one is strictly increasing and the second one strictly decreasing. Assume
that F˜ ′a(x) > F ′a(x) for all x > 0. Then holds for y1 := zero of F˜a(x) + F˜b(x0) that
G(x0) ≥ G(y1) ≥ G(x1) with equality if and only if x0 is a critical point of G.
Proof. i) If F (x0) = 0, then x0 is a critical point of G.
Let F (x0) < 0. By Lemma 5.1 we know that (xl)l is strictly increasing and that F (x) < 0
for x ∈ [xr, xr+1], r ∈ N0. By the Fundamental Theorem of calculus it holds
G(xl+1) = G(xl) +
∫ xl+1
xl
F (ν)dν.
Thus, G(xl+1) < G(xl).
Let F (x0) > 0. By Lemma 5.1 we know that (xl)l is strictly decreasing and that F (x) > 0
for x ∈ [xr+1, xr], r ∈ N0. Then
G(xl) = G(xl+1) +
∫ xl
xl+1
F (ν)dν.
implies G(xl+1) < G(xl). Now, the rest of assertion i) follows immediately.
ii) It remains to show that G(x1) ≤ G(y1). Let F (x0) < 0. Then we have y1 ≥ x0 and
x1 ≥ x0. By the Fundamental Theorem of calculus we obtain
F (x0) +
∫ x1
x0
F ′a(x)dx = Fa(x0) +
∫ x1
x0
F ′a(x)dx+ Fb(x0) = Fa(x1) + Fb(x0) = 0,
F (x0) +
∫ y1
x0
F˜ ′a(x)dx = F˜a(x0) +
∫ y1
x0
F˜ ′a(x)dx+ F˜b(x0) = F˜a(y1) + F˜b(x0) = 0.
This yields ∫ x1
x0
F ′a(x)dx =
∫ y1
x0
F˜ ′a(x)dx,
and since F˜ ′a(x) > F ′a(x) further y1 ≤ x1 with equality if and only if x0 = x1, i.e., if x0 is a
critical point of G. Since F (x) < 0 on (x0, x1) it holds
G(x1) = G(y1) +
∫ x1
y1
F (x)dx ≤ G(y1),
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with equality if and only if x0 = x1. The case F (x0) > 0 can be handled similarly.
Lemma 5.3 implies the following relation between the values of the objective function L for
Algorithms 2 - 4.
Corollary 5.4. For the same fixed νr > 0, µr ∈ Rd,Σr ∈ SPD(d) define µr+1, Σr+1, νaEMr+1 ,
νMMFr+1 and ν
GMMF
r+1 by Algorithm 2, 3 and 4, respectively. For the GMMF algorithm assume
that the inner loop converges. Then it holds
L(νr, µr+1,Σr+1) ≥ L(νaEMr+1 , µr+1,Σr+1) ≥ L(νMMFr+1 , µr+1,Σr+1) ≥ L(νGMMFr+1 , µr+1,Σr+1).
Equality holds true if and only if ddνL(νr, µr+1,Σr+1) = 0 and in this case νr = ν
aEM
r+1 =
νMMFr+1 = ν
GMMF
r+1 .
Proof. For G(ν) := L(ν, µr+1,Σr+1), we have
d
dνL(ν, µr+1,Σr+1) = F (ν), where
F (ν) := φ
(ν
2
)
− φ
(
ν + d
2
)
+
n∑
i=1
wi
(
ν + d
ν + δi,r+1
− log
(
ν + d
ν + δi,r+1
)
− 1
)
.
We use the splitting
F = Fa + Fb = F˜a + F˜b
with
Fa(ν) := φ
(ν
2
)
− φ
(
ν + d
2
)
, F˜a := φ
(ν
2
)
and
Fb(ν) :=
n∑
i=1
wi
(
ν + d
ν + δi,r+1
− log
(
ν + d
ν + δi,r+1
)
− 1
)
, F˜b(ν) := −φ
(
ν + d
2
)
+ Fb(ν).
By the considerations in the previous section we know that Fa, F˜a are strictly increasing and
Fb, F˜b are strictly decreasing. Moreover, since φ
′ > 0 we have F˜ ′a > F ′a. Hence it follows from
Lemma 5.3(ii) that L(νr, µr+1,Σr+1) ≥ L(νaEMr , µr+1,Σr+1) ≥ L(νMMFr , µr+1,Σr+1). Finally,
we conclude by Lemma 5.3(i) that L(νMMFr , µr+1,Σr+1) ≥ L(νGMMFr , µr+1,Σr+1).
Concerning the convergence of the three algorithms we have the following result.
Theorem 5.5. Let (νr, µr,Σr)r be sequence generated by Algorithm 2, 3 or 4, respectively
starting with arbitrary initial values ν0 > 0, µ0 ∈ Rd,Σ0 ∈ SPD(d). For the GMMF algorithm
we assume that in each step the inner loop converges. Then it holds for all r ∈ N0 that
L(νr, µr,Σr) ≥ L(νr+1, µr+1,Σr+1),
with equality if and only if (νr, µr,Σr) = (νr+1, µr+1,Σr+1).
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Proof. By the general convergence results of the accelerated EM algorithm for fixed ν, see
also [13], it holds
L(νr, µr+1,Σr+1) ≤ L(νr, µr,Σr),
with equality if and only if (µr,Σr) = (µr+1,Σr+1). By Corollary 5.4 it holds
L(νr+1, µr+1,Σr+1) ≤ L(νr, µr+1,Σr+1),
with equality if and only if νr = νr+1. The combination of both results proves the claim.
Lemma 5.6. Let T = (T1, T2, T3) : R>0×Rd×SPD(d)→ R>0×Rd×SPD(d) be the operator
of one iteration step of Algorithm 2 (or 3). Then T is continuous.
Proof. We show the statement for Algorithm 3. For Algorithm 2 it can be shown analogously.
Clearly the mapping (T2, T3)(ν, µ,Σ) is continuous. Since
T1(ν, µ,Σ) = zero of Ψ(x, ν, T2(ν, µ,Σ), T3(ν, µ,Σ)),
where
Ψ(x, ν, µ,Σ) = φ
(x
2
)
− φ
(
x+ d
2
)
+
n∑
i=1
wi
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ) − log
(
ν + d
ν + (xi − µ)TΣ−1(xi − µ)
)
− 1
)
.
It is sufficient to show that the zero of Ψ depends continuously on ν, T2 and T3. Now the
continuously differentiable function Ψ is strictly increasing in x, so that ∂∂xΨ(x, ν, T2, T3) > 0.
By Ψ(T1, ν, T2, T3) = 0, the Implicit Function Theorem yields the following statement: There
exists an open neighborhood U×V of (T1, ν, T2, T3) with U ⊂ R>0 and V ⊂ R>0×Rd×SPD(d)
and a continuously differentiable function G : V → U such that for all (x, ν, µ,Σ) ∈ U × V it
holds
Ψ(x, ν, µ,Σ) = 0 if and only if G(ν, µ,Σ) = x.
Thus the zero of Ψ depends continuously on ν, T2 and T3.
This implies the following theorem.
Theorem 5.7. Let (νr, µr,Σr)r be the sequence generated by Algorithm 2 or 3 with arbitrary
initial values ν0 > 0, µ0 ∈ Rd,Σ0 ∈ SPD(d). Then every cluster point of (νr, µr,Σr)r is a
critical point of L.
Proof. The mapping T defined in Lemma 5.6 is continuous. Further we know from its
definition that (ν, µ,Σ) is a critical point of L if and only if it is a fixed point of T . Let
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(νˆ, µˆ, Σˆ) be a cluster point of (νr, µr,Σr)r. Then there exists a subsequence (νrs , µrs ,Σrs)s
which converges to (νˆ, µˆ, Σˆ). Further we know by Theorem 5.5 that Lr = L(νr, µr,Σr) is
decreasing. Since (Lr)r is bounded from below, it converges. Now it holds
L(νˆ, µˆ, Σˆ) = lim
s→∞L(νrs , µrs ,Σrs)
= lim
s→∞Lrs = lims→∞Lrs+1
= lim
s→∞L(νrs+1, µrs+1,Σrs+1)
= lim
s→∞L(T (νrs , µrs ,Σrs)) = L(T (νˆ, µˆ, Σˆ)).
By Theorem 5.5 and the definition of T we have that L(ν, µ,Σ) = L(T (ν, µ,Σ)) if and only
if (ν, µ,Σ) = T (ν, µ,Σ). By the definition of the algorithm this is the case if and only if
(ν, µ,Σ) is a critical point of L. Thus (νˆ, µˆ, Σˆ) is a critical point of L.
6. Numerical Results
In this section we give two numerical examples of the developed theory. First, we compare
the four different algorithms in Subsection 6.1. Then, in Subsection 6.2, we provide an
application in image analysis by determing the degree of freedom parameter in images
corrupted by Student-t noise.
6.1. Comparison of Algorithms
In this section, we compare the numerical performance of the classical EM algorithm 1 and
the proposed Algorithms 2, 3 and 4. To this aim, we did the following Monte Carlo simulation:
Based on the stochastic representation of the Student-t distribution, see equation (1), we draw
n = 1000 i.i.d. realizations of the Tν(µ,Σ) distribution with location parameter µ = 0 and
different scatter matrices Σ and degrees of freedom paramters ν. Then, we used Algorithms
2, 3 and 4 to compute the ML-estimator (νˆ, µˆ, Σˆ).
We initialize all algorithms with the sample mean for µ and the sample covariance matrix
for Σ. Furthermore, we set ν = 3 and in all algorithms the zero of the respective function
is computed by Newtons Method. As a stopping criterion we use the following relative
distance: √
‖µr+1 − µr‖2 + ‖Σr+1 − Σr‖2F√
‖µr‖2 + ‖Σr‖2F
+
√
(log(νr+1)− log(νr))2
|log(νr)| < 10
−5.
We take the logarithm of ν in the stopping criterion, because Tν(µ,Σ) converges to the
normal distribution as ν →∞ and therefore the difference between Tν(µ,Σ) and Tν+1(µ,Σ)
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becomes small for large ν.
To quantify the performance of the algorithms, we count the number of iterations until the
stopping criterion is reached. Since the inner loop of the GMMF is potentially time consuming
we additionally measure the execution time until the stopping criterion is reached. This
experiment is repeated N = 10.000 times for different values of ν ∈ {1, 2, 5, 10}. Afterward
we calculate the average number of iterations and the average execution times. The results
are given in Table 1. We observe that the performance of the algorithms depends on Σ.
Further we see, that the performance of the aEM algorithm is always better than those of
the classical EM algorithm. Further all algorithms need a longer time to estimate large ν.
This seems to be natural since the likelihood function becomes very flat for large ν. Further,
the GMMF needs the lowest number of iterations. But for small ν the execution time of the
GMMF is larger than those of the aEM algorithm. This can be explained by the fact, that
the ν step has a smaller relevance for small ν but is still time consuming in the GMMF. The
GMM needs slightly more iterations than the GMMF but if ν is not extremely large the
execution time is smaller than for the GMMF and for the aEM algorithm. In summary, the
MMF algorithm is proposed as algorithm of choice.
In Figure 2 we exemplarily show the functional values L(νr, µr,Σr) of the four algorithms
and samples generated for different values of ν and Σ = I. Note that the x-axis of the plots
is in log-scale. We see that the convergence speed (in terms of number of iterations) of the
EM algorithm is much slower than those of the MMF/GMMF. For small ν the convergence
speed of the aEM algorithm is close to the GMMF/MMF, but for large ν it is close to the
EM algorithm.
In Figure 3 we show the histograms of the ν-output of 1000 runs for different values of ν
and Σ = I. Since the ν-outputs of all algorithms are very close together we only plot the
output of the MMF. Only for ν = 100 the ν-outputs of the GMMF and MMF differ from
the outputs of the aEM algorithm. Here, we give the histograms for both cases. We see that
the νr of the GMMF and MMF are greater in the case that a minimum of L does not exist.
6.2. Unsupervised Estimation of Noise Parameters
Next, we provide an application in image analysis. To this aim, we consider images corrupted
by one-dimensional Student-t noise with µ = 0 and unknown Σ ≡ σ2 and ν. We provide
a method that allows to estimate ν and σ in an unsupervised way. The basic idea is to
consider constant areas of an image, where the signal to noise ratio is weak and differences
between pixel values are solely caused by the noise.
Constant area detection: In order to detect constant regions in an image, we adopt an
idea presented in [23]. It is based on Kendall’s τ -coefficient, which is a measure of rank
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Σ ν EM aEM MMF GMMF
(
0.1 0
0 0.1
) 1 77.90± 6.73 27.82± 1.96 26.38± 1.86 25.23± 1.852 49.72± 1.87 28.48± 1.25 23.39± 0.92 21.01± 0.82
5 60.03± 12.79 58.86± 9.48 31.36± 3.62 21.16± 2.75
10 161.43± 56.89 155.82± 56.81 55.37± 10.61 34.68± 5.49
100 5528.99± 4613.79 5525.43± 4614.94 580.76± 1115.79 261.95± 933.98
(
1 0
0 1
) 1 77.79± 6.74 27.79± 1.97 26.34± 1.87 25.20± 1.852 49.70± 1.86 28.48± 1.24 23.38± 0.91 21.00± 0.81
5 59.98± 13.13 58.90± 9.66 31.37± 3.68 21.18± 2.77
10 161.98± 54.63 156.37± 54.53 55.51± 10.55 34.76± 5.47
100 5447.00± 4571.26 5443.43± 4572.41 582.47± 1111.33 259.67± 920.55
(
10 0
0 10
) 1 77.80± 6.83 27.79± 1.99 26.35± 1.89 25.21± 1.882 49.69± 1.90 28.45± 1.26 23.37± 0.92 20.99± 0.82
5 59.93± 13.01 58.80± 9.68 31.33± 3.69 21.15± 2.78
10 159.92± 50.61 154.30± 50.51 55.14± 10.03 34.58± 5.21
100 5456.18± 4605.11 5452.62± 4606.26 562.69± 1082.63 257.36± 902.01
(
2 −1
−1 2
) 1 77.83± 1.97 27.81± 6.75 26.36± 1.87 25.23± 1.862 49.66± 1.91 28.46± 1.26 23.37± 0.93 20.98± 0.83
5 60.08± 12.74 58.90± 9.37 31.39± 3.59 21.18± 2.71
10 161.10± 54.71 155.49± 54.60 55.34± 10.49 34.68± 5.43
100 5584.13± 4597.97 5580.59± 4599.13 589.88± 1107.12 267.17± 908.90
Σ ν EM aEM MMF GMMF
(
0.1 0
0 0.1
) 1 0.010173± 0.00181 0.004083± 0.00067 0.004074± 0.00069 0.005703± 0.001082 0.006713± 0.00143 0.004223± 0.00090 0.003654± 0.00078 0.004396± 0.00109
5 0.008844± 0.00342 0.009402± 0.00325 0.005314± 0.00177 0.004464± 0.00163
10 0.020038± 0.00712 0.020871± 0.00761 0.007940± 0.00162 0.007161± 0.00143
100 0.661000± 0.55210 0.702780± 0.58644 0.076444± 0.14557 0.050393± 0.12556
(
1 0
0 1
) 1 0.010025± 0.00141 0.004043± 0.00049 0.004044± 0.00051 0.005653± 0.000862 0.006870± 0.00151 0.004301± 0.00094 0.003718± 0.00086 0.004467± 0.00117
5 0.008299± 0.00265 0.008881± 0.00250 0.004979± 0.00131 0.004195± 0.00131
10 0.023450± 0.00987 0.024536± 0.01049 0.009249± 0.00301 0.008309± 0.00272
100 0.810580± 0.71158 0.876640± 0.77246 0.096937± 0.18602 0.063198± 0.15795
(
10 0
0 10
) 1 0.011491± 0.00326 0.004588± 0.00133 0.004573± 0.00132 0.006445± 0.001992 0.007862± 0.00285 0.004945± 0.00185 0.004279± 0.00164 0.005164± 0.00206
5 0.008674± 0.00329 0.009244± 0.00315 0.005216± 0.00176 0.004384± 0.00161
10 0.021255± 0.00824 0.022352± 0.00876 0.008494± 0.00252 0.007586± 0.00230
100 0.700530± 0.60473 0.750020± 0.64754 0.080188± 0.15852 0.053959± 0.13666
(
2 −1
−1 2
) 1 0.011177± 0.00320 0.004496± 0.00135 0.004472± 0.00137 0.006245± 0.001982 0.007527± 0.00251 0.004726± 0.00159 0.004100± 0.00143 0.004935± 0.00180
5 0.008771± 0.00330 0.009387± 0.00322 0.005291± 0.00181 0.004426± 0.00167
10 0.021643± 0.00908 0.022709± 0.00961 0.008608± 0.00265 0.007719± 0.00242
100 0.869910± 0.77962 0.926510± 0.82809 0.102000± 0.20195 0.068415± 0.17330
Table 1: Average number of iterations (top) and execution times (bottom) and the corre-
sponding standard deviations of the different algorithms.
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(a) ν = 1. (b) ν = 2.
(c) ν = 5. (d) ν = 10.
(e) ν = 100. (f) ν = 200.
Figure 2: Plots of L(νr, µr,Σr) on the y-axis and r on the x-axis for all algorithms.
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(a) ν = 1. (b) ν = 2.
(c) ν = 5. (d) ν = 10.
(e) ν = 100 using the GMMF. (f) ν = 100 using the EM algorithm.
Figure 3: Histograms of the output ν from all algorithms.
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correlation, and the associated z-score, see [7, 8]. In the following, we briefly summarize the
main ideas behind this approach. For finding constant regions we proceed as follows: First,
the image grid G is partitioned into K small, non-overlapping regions G = ⋃Kk=1Rk, and for
each region we consider the hypothesis testing problem
H0 : Rk is constant vs. H1 : Rk is not constant.
To decide whether to reject H0 or not, we observe the following: Consider a fixed region Rk
and let I, J ⊆ Rk be two disjoint subsets of Rk with the same cardinality. Denote with uI
and uJ the vectors containing the values of u at the positions indexed by I and J . Then,
under H0, the vectors uI and uJ are uncorrelated (in fact even independent) for all choices
of I, J ⊆ Rk with I ∩ J = ∅ and |I| = |J |. As a consequence, the rejection of H0 can be
reformulated as the question whether we can find I, J such that uI and uJ are significantly
correlated, since in this case there has to be some structure in the image region Rk and it
cannot be constant. Now, in order to quantify the correlation, we adopt an idea presented
in [23] and make use of Kendall’s τ -coefficient, which is a measure of rank correlation, and
the associated z-score, see [7, 8]. The key idea is to focus on the rank (i.e., on the relative
order) of the values rather than on the values themselves. In this vein, a block is considered
homogeneous if the ranking of the pixel values is uniformly distributed, regardless of the
spatial arrangement of the pixels. In the following, we assume that we have extracted two
disjoint subsequences x = uI and y = uJ from a region Rk with I and J as above. Let
(xi, yi) and (xj , yj) be two pairs of observations. Then, the pairs are said to be
concordant if xi < xj and yi < yj
or xi > xj and yi > yj ,
discordant if xi < xj and yi > yj
or xi > xj and yi < yj ,
tied if xi = xj or yi = yj .
Next, let x, y ∈ Rn be two sequences without tied pairs and let nc and nd be the number of
concordant and discordant pairs, respectively. Then, Kendall’s τ coefficient [7] is defined as
τ : Rn × Rn → [−1, 1],
τ(x, y) =
nc − nd
n(n−1)
2
.
From this definition we see that if the agreement between the two rankings is perfect, i.e.
the two rankings are the same, then the coefficient attains its maximal value 1. On the
other extreme, if the disagreement between the two rankings is perfect, that is, one ranking
is the reverse of the other, then the coefficient has value -1. If the sequences x and y are
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uncorrelated, we expect the coefficient to be approximately zero. Denoting with X and Y
the underlying random variables that generated the sequences x and y, we have the following
result, whose proof can be found in [7].
Theorem 6.1. Let X and Y be two arbitrary sequences under H0 without tied pairs. Then,
the random variable τ(X,Y ) has an expected value of 0 and a variance of 2(2n+5)9n(n−1) . Moreover,
for n→∞, the associated z-score z : Rn × Rn → R,
z(x, y) =
3
√
n(n− 1)√
2(2n+ 5)
τ(x, y) =
3
√
2(nc − nd)√
n(n− 1)(2n+ 5)
is asymptotically standard normal distributed,
z(X,Y )
n→∞∼ N (0, 1).
With slight adaption, Kendall’s τ coefficient can be generalized to sequences with tied pairs,
see [8]. As a consequence of Theorem 6.1, for a given significance level α ∈ (0, 1), we can use
the quantiles of the standard normal distribution to decide whether to reject H0 or not. In
practice, we cannot test any kind of region and any kind of disjoint sequences. As in [23], we
restrict our attention to quadratic regions and pairwise comparisons of neighboring pixels.
We use four kinds of neighboring relations (horizontal, vertical and two diagonal neighbors)
thus perform in total four tests. We reject the hypothesis H0 that the region is constant as
soon as one of the four tests rejects it. Note that by doing so, the final significance level is
smaller than the initially chosen one. We start with blocks of size 64× 64 whose side-length
is incrementally decreased until enough constant areas are found.
Parameter estimation. In each constant region we consider the pixel values in the region
as i.i.d. samples of a univariate Student-t distribution Tν(µ, σ
2), where we estimate the
parameters using Algorithm 3.
After estimating the parameters in each found constant region, the estimated location
parameters µ are discarded, while the estimated scale and degrees of freedom parameters σ
respective ν are averaged to obtain the final estimate of the global noise parameters. At this
point, as both ν and σ influence the resulting distribution in a multiplicative way, instead of
an arithmetic mean, one might use a geometric which is slightly less affected by outliers.
Figures 4 and illustrate this procedure for two different noise scenarios. The left column
in each figure depicts the detected constant areas. The middle and right column show
histograms of the estimated values for ν respective σ. The true parameters used to generate
the noisy images where ν = 1 and σ = 10 for the top row and ν = 5 and σ = 10 for the
bottom row, while the obtained estimates are (geometric mean in brackets) νˆ = 1.0437
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(1.0291) and σˆ = 10.3845 (10.3111) for the top row and νˆ = 5.4140 (5.0423) and σˆ = 10.5500
(10.1897) for the bottom row.
Homogeneous areas.
(a) Noisy image with detected
homogeneous areas.
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σ2.
Figure 4: Unsupervised estimation of the noise parameters ν and σ2.
A further example is given in Figure 5. Here, the obtained estimates are (geometric mean in
brackets) νˆ = 1.0075 (0.99799) and σˆ = 10.2969 (10.1508) for the top row and νˆ = 5.4184
(5.1255) and σˆ = 10.2295 (10.1669) for the bottom row.
A. Auxiliary Lemmas
Lemma A.1. Let xi ∈ Rd, i = 1, . . . , n and w ∈ ∆˚n fulfill Assumption 3.1. Let (νr,Σr)r be
a sequence in R>0 × SPD(d) with νr → 0 as r → ∞ (or if {νr}r has a subsequence which
converges to zero). Then (νr,Σr)r cannot be a minimizing sequence of L(ν,Σ).
Proof. We write
L(ν,Σ) = g(ν) + Lν(Σ),
29
Noisy image with detected ho-
mogeneous areas.
Histogram of estimates for ν. Histogram of estimates for σ2.
Noisy image with detected ho-
mogeneous areas.
Histogram of estimates for ν. Histogram of estimates for σ2.
Figure 5: Unsupervised estimation of the noise parameters ν and σ2.
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where
g(ν) = 2 log
(
Γ
(ν
2
))
− 2 log
(
Γ
(
d+ ν
2
))
− ν log(ν).
Then it holds limν→0 g(ν) =∞. Hence it is sufficient to show that (νr,Σr)r has a subsequence
(νrk ,Σrk) such that
(
Lνrk (Σrk)
)
r
is bounded from below. Denote by λr1 ≥ ... ≥ λrd the
eigenvalues of Σr.
Case 1: Let {λr,i : r ∈ N, i = 1, . . . , d} ∈ [a, b] for some 0 < a ≤ b < ∞. Then it holds
lim infr→∞ log |Σr| ≥ log(ad) = d log(a) and
lim inf
r→∞ (d+νr)
n∑
i=1
wi log(νr+x
T
i Σ
−1
r xi) ≥ limr→∞(d+νr)
n∑
i=1
wi log
(1
b
xTi xi
)
= d
n∑
i=1
wi log
(1
b
xTi xi
)
.
Note that Assumption 3.1 ensures xi 6= 0 and xTi xi > 0 for i = 1, . . . , n. Then we get
lim inf
r→∞ Lνr(Σr) = lim infr→∞ (d+ νr)
n∑
i=1
wi log(νr + x
T
i Σ
−1
r xi) + log |Σr|
≥ d
n∑
i=1
wi log
(1
b
xTi xi
)
+ d log(a).
Hence (Lνr(Σr))r is bounded from below and (νr,Σr) cannot be a minimizing sequence.
Case 2: Let {λr,i : r ∈ N, i = 1, . . . , d} 6∈ [a, b] for all 0 < a ≤ b < ∞. Define ρr = ‖Σr‖F
and Pr =
Σr
ρr
. Then, by concavity of the log function, it holds
Lνr(Σr) = (d+ νr)
n∑
i=1
wi log(νr + x
T
i Σ
−1
r xi) + log |Σr|
≥ d
n∑
i=1
wi log(x
T
i Σ
−1
r xi) + νr log(νr) + log |Σr|
≥ d
n∑
i=1
wi log(
1
ρr
xTi P
−1
r xi) + log(ρ
d
r |Pr|) + const
= d
n∑
i=1
wi log(x
T
i P
−1
r xi) + log |Pr|︸ ︷︷ ︸
=:L0(Pr)
+const. (15)
Denote by pr,1 ≥ . . . ≥ pr,d > 0 the eigenvalues of Pr. Since {Pr : r ∈ N} is bounded there
exists some C > 0 with C ≥ pr,1 for all r ∈ N. Thus one of the following cases is fulfilled:
i) There exists a constant c > 0 such that pr,d > c for all r ∈ N.
ii) There exists a subsequence (Prk)k of (Pr)r which converges to some P ∈ ∂ SPD(d).
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Case 2i) Let c > 0 with pr,d ≥ c for all r ∈ N. Then lim inf
r→∞ log |Pr| ≥ log(c
d) = cd and
lim inf
r→∞ d
n∑
i=1
wi log(x
T
i P
−1
r xi) ≥ d
n∑
i=1
wi log
( 1
C
xTi xi
)
.
By (15) this yields
lim inf
r→∞ Lνr(Σr) ≥ lim infr→∞ d
n∑
i=1
wi log(x
T
i P
−1
r xi) + log |Pr|+ const
≥ d
n∑
i=1
wi log
( 1
C
xTi xi
)
+ cd+ const.
Hence (Lνr(Σr))r is bounded from below and (νr,Σr) cannot be a minimizing sequence.
Case 2ii) We use similar arguments as in the proof of [13, Theorem 4.3]. Let (Prk)k
be a subsequence of (Pr)r which converges to some P ∈ ∂ SPD(d). For simplicity we
denote (Prk)k again by (Pr)r. Let p1 ≥ . . . ≥ pd ≥ 0 be the eigenvalues of P . Since
‖P‖F = limr→∞ ‖Pr‖F = 1 it holds p1 > 0. Let q ∈ 1, . . . , d− 1 such that p1 ≥ . . . ≥ pq >
pq+1 = . . . = pd = 0. By er,1, . . . , e,rd we denote the orthonormal eigenvectors corresponding
to pr,1, . . . , pr,d. Since (Sd)d is compact we can assume (by going over to a subsequence)
that (er,1, . . . , er,d)r converges to orthonormal vectors (e1, . . . , ed). Define S0 := {0} and for
k = 1, . . . , d set Sk := span{e1, . . . , ek}. Now, for k = 1, . . . , d define
Wk := Sk\Sk−1 = {y ∈ Rd : 〈y, ek〉 6= 0, 〈y, el〉 = 0 for l = k + 1, . . . , d}.
Further, let
I˜k := {i ∈ {1, . . . , n} : xi ∈ Sk} and Ik := {i ∈ {1, . . . , n} : xi ∈Wk}.
Because of Sk = Wk∪˙Sk−1 we have I˜k = Ik∪˙I˜k−1 for k = 1, . . . , d. Due to Assumption 3.1
we have |Ik| ≤
∣∣∣I˜k∣∣∣ ≤ dim(Sk) = k for k = 1, . . . , d− 1. Defining for j = 1, . . . , d,
Lj(Pr) := d
∑
i∈Ij
wi log(x
T
i P
−1
r xi) + log(prj),
it holds L0(Pr) =
∑d
j=1 Lj . For j ≤ q we get
lim inf
r→∞ Lj(Pr) ≥ lim infr→∞ d
∑
i∈Ij
wi log
( 1
C
xTi xi
)
+ log(pr,j) = d
∑
i∈Ij
wi log
( 1
C
xTi xi
)
+ log(pj).
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Since for k ∈ {1, . . . , d} and i ∈ Ik,
xTi P
−1
r xi =
d∑
j=1
1
pr,j
〈xi, er,j〉2 ≥ 1
pr,k
〈xi, erk〉2 ,
and limr→∞ 〈xi, erk〉 = 〈xi, ek〉 6= 0, we obtain
lim inf
r→∞ pr,kx
T
i Prxi ≥ lim infr→∞ 〈y, er,k〉 ≥ 〈y, ek〉
2 > 0.
Hence it holds for j ≥ q + 1 that
Lj(Pr) = d
∑
i∈Ij
wi(log(x
T
i P
−1
r xi) + log(pr,j)) +
(
1− d
∑
i∈Ij
wi
)
log(pr,j)
= d
∑
i∈Ij
wi log(pr,jx
T
i P
−1
r xi) +
(
1− d
∑
i∈Ij
wi
)
log(pr,j).
Thus we conclude
lim inf
r→∞ L0(Pr) = lim infr→∞
d∑
j=1
Lj(Pr) ≥
q∑
j=1
lim inf
r→∞ Lj(Pr) + lim infr→∞
d∑
j=q+1
Lj(Pr)
≥
q∑
j=1
d
∑
i∈Ij
wi log(
1
C
xTi xi) + log(pj) + lim infr→∞
d∑
j=q+1
d
∑
i∈Ij
wi log(prjx
T
i P
−1
r xi)
+ lim inf
r→∞
d∑
j=q+1
(
1− d
∑
i∈Ij
wi
)
log(prj)
≥
q∑
j=1
d
∑
i∈Ij
wi log(
1
C
xTi xi) + log(pj) +
d∑
j=q+1
d
∑
i∈Ij
wi log(〈xi, ej〉)
+ lim inf
r→∞
d∑
j=q+1
(
1− d
∑
i∈Ij
wi
)
log(pr,j)
= const + lim inf
r→∞
d∑
j=q+1
(
1− d
∑
i∈Ij
wi
)
log(pr,j).
It remains to show that there exist c˜ > 0 such that
lim inf
r→∞
d∑
j=q+1
(
1− d
∑
i∈Ij
wi
)
log(pr,j) ≥ c˜. (16)
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We prove for k ≥ q + 1 by induction that for sufficiently large r ∈ N it holds
d∑
j=k
(
1− d
∑
i∈Ij
wi
)
log(prj) ≥
(
d
∑
i∈I˜k−1
wi − (k − 1)
)
log(pr,k). (17)
Induction basis k = d: Since I˜k = Ik ∪ I˜k−1 we have∑
i∈I˜k
wi −
∑
i∈I˜k−1
wi =
∑
i∈Ik
wi,
and further
1− d
∑
i∈Id
wi = 1− d
(∑
i∈I˜d
wi −
∑
i∈I˜d−1
wi
)
= 1− d
(
1−
∑
i∈I˜d−1
wi
)
= d
∑
i∈I˜d−1
wi − (d− 1).
If we multiply both sides with log(prd) this yields (17) for k = d.
Induction step: Assume that (17) holds for some k + 1 with d ≥ k + 1 > q + 1 i.e.
d∑
j=k+1
(
1− d
∑
i∈Ij
wi
)
log(pr,j) ≥ d
(∑
i∈I˜k
wi − k
d
)
log(pr,k+1).
Then we obtain
d∑
j=k
(
1− d
∑
i∈Ij
wi
)
log(pr,j)
=
d∑
j=k+1
(
1− d
∑
i∈Ij
wi
)
log(pr,j) +
(
1− d
∑
i∈Ik
wi
)
log(pr,k)
≥ d
(∑
i∈I˜k
wi − k
d
)
log(pr,k+1) +
(
1− d
∑
i∈Ik
wi
)
log(pr,k).
and since
∑
i∈I˜k wi <
∣∣∣I˜k∣∣∣ 1d ≤ kd by Assumption 3.1 and pr,k+1 ≤ pr,k < 1 finally
≥ d
(∑
i∈I˜k
wi − k
d
)
log(pr,k) +
(
1− d
∑
i∈Ik
wi
)
log(pr,k)
=
(
d
∑
i∈I˜k−1
wi − (k − 1)
)
log(pr,k).
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This shows (17) for k ≥ q + 1. Using k = q + 1 in (16) we get
lim inf
r→∞
d∑
j=q+1
(
1− d
∑
i∈Ij
wi
)
log(prj) ≥ lim inf
r→∞
(
d
∑
i∈I˜q
wi − q
)
︸ ︷︷ ︸
<0
log(pr,q+1)︸ ︷︷ ︸
bounded from above
> −∞.
This finishes the proof.
Lemma A.2. Let (νr,Σr)r be a sequence in R>0 × SPD(d) such that there exists ν− ∈ R>0
with ν− ≤ νr for all r ∈ N. Denote by λr,1 ≥ · · · ≥ λr,d the eigenvalues of Σr. If {λ1,r : r ∈ N}
is unbounded or {λd,r : r ∈ N} has zero as a cluster point, then there exists a subsequence
(νrk ,Σrk)k of (νr,Σr)r, such that lim
k→∞
L(νrk ,Σrk) =∞.
Proof. Without loss of generality we assume (by considering a subsequence) that either
λr1 → ∞ as r → ∞ and λrd ≥ c > 0 for all r ∈ N or that λrd → 0 as r → ∞. By [13,
Theorem 4.3] for fixed ν = ν−, we have Lν−(Σr)→∞ as r →∞.
The function h : R>0 → R defined by ν 7→ (d+ ν) log(ν + k) is monotone increasing for all
k ∈ R≥0. This can be seen as follows: The derivative of h fulfills
h′(ν) =
d+ ν
k + ν
+ log(ν + k) ≥ 1 + ν
k + ν
+ log(ν + k)
and since
∂
∂k
(
1 + ν
k + ν
+ log(ν + k)
)
=
k − 1
(k + ν)2
the later function is minimal for k = 1, so that
h′(ν) ≥ 1 + ν
k + ν
+ log(ν + k) ≥ 1 + ν
1 + ν
+ log(ν + 1) = 1 + log(1 + ν) > 0.
Using this relation, we obtain
(d+ νr)
n∑
i=1
wi log
(
νr + x
T
i Σ
−1
r xi
) ≥ (d+ ν−) n∑
i=1
wi log
(
ν− + xTi Σ
−1
r xi
)
and further
L(νr,Σr) = (d+ νr)
n∑
i=1
wi log
(
νr + x
T
i Σ
−1
r xi
)
+ log(|Σr|)
≥ (d+ ν−)
n∑
i=1
wi log
(
ν− + xTi Σ
−1
r xi
)
+ log(|Σr|)
= Lν−(Σr)→∞ as r →∞.
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