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Abstract
We determine the maximum in the class of unitarily invariant norms ‖ · ‖ such that w(A) 
‖A‖ for all n-square matrices A. Here w(A) denotes the numerical radius of A.
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1. Introduction
Recall that a norm ‖ · ‖ on the space Mn of n-square complex matrices is said to
be unitarily invariant if
‖UAV ‖ = ‖A‖ (A ∈ Mn, unitary U,V ∈ Mn).
It is weakly unitarily invariant if
‖UAU∗‖ = ‖A‖ (A ∈ Mn, unitary U ∈ Mn).
A unitarily invariant norm ‖A‖ is determined by the singular values s1(A) 
· · ·  sn(A) of A (see [1, IV.2]). Typical examples of unitarily invariant norms are the
Schatten p-norms ‖ · ‖p (1  p ∞) defined as
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‖A‖p ≡
[
n∑
j=1
(sj (A))
p
]1/p
= [tr|A|p]1/p (1  p < ∞),
where |A| is the positive semi-definite square root of A∗A, and
‖A‖∞ ≡ s1(A) = lim
p→∞ ‖A‖p.
In this paper the spectral norm ‖ · ‖∞ and the trace norm ‖ · ‖1 are especially impor-
tant.
The most familiar example of a weakly unitarily (but not unitarily) invariant norm
is the numerical radius w(A) defined as
w(A) = sup{|〈Ax, x〉| : ‖x‖  1, x ∈ Cn}. (1)
Here 〈·, ·〉 denotes the standard inner product in Cn. The following inequalities are
well-known and easily proved (see [1, I.2]):
‖A‖∞
2
 w(A)  ‖A‖∞ (A ∈ Mn).
Denote by N− (resp. N+) the class of unitarily invariant norms ‖ · ‖ such that
‖A‖  w(A) (resp. w(A)  ‖A‖) for all A ∈ Mn.
The aim of this paper is to determine the exact form of the optimal unitarily
invariant norm ‖ · ‖− (resp. ‖ · ‖+) defined by the following requirements:
‖ · ‖− ∈N− and ‖A‖  ‖A‖− (‖ · ‖ ∈N−, A ∈ Mn)(
resp. ‖ · ‖+ ∈N+ and ‖A‖  ‖A‖+ (‖ · ‖ ∈N+, A ∈ Mn)
)
.
In the proof a key is the majorization relation between two sequences of non-
negative numbers. The book of Marshall and Olkin [4] is a detailed and exhaustive
text devoted entirely to majorization.
2. Optimal norms
To describe the norm ‖ · ‖− we need the optimal estimate of the numerical radius
by a scalar multiple of the trace norm from below. The following lemma was obtained
by Marcus and Sandy [3].
Lemma (Marcus and Sandy).
‖A‖1
n
 w(A) (A ∈ Mn).
This lemma is a key for Johnson and Li [2] to determine the optimal constants κ, γ
for a unitarily invariant norm ‖ · ‖ such that
κ · ‖A‖  w(A)  γ ‖A‖ (A ∈ Mn).
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We will show that their idea can be applied to determine the optimal norms in question.
Theorem. The optimal norms ‖ · ‖− and ‖ · ‖+ have the following forms:
‖A‖− = max
{‖A‖∞
2
,
‖A‖1
n
}
and ‖A‖+ = ‖A‖∞ (A ∈ Mn).
Proof. First, we can see by Lemma that the norm max
{ ‖A‖∞
2 ,
‖A‖1
n
}
belongs to
N−. Next take a norm ‖ · ‖ ∈N− and a matrix A ∈ Mn. We have to prove that
‖A‖  max
{‖A‖∞
2
,
‖A‖1
n
}
. (2)
Consider the singular value decomposition of A
A = U · diag(α1, . . . , αn) · V ∗ with αj ≡ sj (A) (j = 1, . . . , n)
for some unitary U,V (see [1, I.2]). Since all the norms ‖ · ‖, ‖ · ‖∞ and ‖ · ‖1 are
unitarily invariant, it suffices to prove (2) for the case
A = diag(α1, . . . , αn) with α1  · · ·  αn ( 0)
and
max
{
α1
2
,
α1 + · · · + αn
n
}
= max
{‖A‖∞
2
,
‖A‖1
n
}
= 1. (3)
Recall here the notion of weak majorization between two (non-increasing) sequences
of non-negative numbers ζ1  ζ2  · · ·  ζn and η1  η2  · · ·  ηn.
The sequence (ζ1, . . . , ζn) is said to be weakly majorized by the sequence
(η1, . . . , ηn), in symbol (ζ1, . . . , ζn) ≺w (η1, . . . , ηn), if
k∑
j=1
ζj 
k∑
j=1
ηj (k = 1, . . . , n)
(see [4, p. 10] and [1, II.1]). Then it follows from (3) that
(α1, . . . , αn) ≺w


(
m︷ ︸︸ ︷
2, 2, . . . , 2,
m︷ ︸︸ ︷
0, 0, . . . , 0), when n = 2m,
(
m︷ ︸︸ ︷
2, 2, . . . , 2, 1,
m︷ ︸︸ ︷
0, 0, . . . , 0), when n = 2m + 1.
Define a matrix B as follows:
B =


diag(
m︷ ︸︸ ︷
2, 2, . . . , 2,
m︷ ︸︸ ︷
0, 0, . . . , 0), when n = 2m,
diag(
m︷ ︸︸ ︷
2, 2, . . . , 2, 1,
m︷ ︸︸ ︷
0, 0, . . . , 0), when n = 2m + 1.
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Then by a theorem of Mirsky (see [4, p. 28] and [1, II.2]) there are permutation
matrices Pk ∈ Mn and positive numbers λk (k = 1, 2, . . . , N) such that
N∑
k=1
λk = 1 and A  C ≡
N∑
k=1
λkP
∗
k BPk.
Here  denotes the order relation based on positive semi-definiteness.
Since, with respect to the order relation, a unitarily invariant norm is monotone
on the class of positive semi-definite matrices (see [1, IV.2]), to see the inequality (2),
it suffices to prove that ‖C‖  1.
To this end, denote by Im and 0m the identity matrix and the zero matrix of order
m, and define a matrix D of order n as follows:
D =


(
0m 0m
2 · Im 0m
)
, when n = 2m,

 0m 0 0m0 1 0
2 · Im 0 0m

 , when n = 2m + 1.
Then it is easy to see, from the simple fact w
((0 0
2 0
))
= 1, that w(D) = 1 and
hence ‖D‖  1 because ‖ · ‖ ∈N−. Define a unitary matrix U as follows:
U =


(
0m Im
Im 0m
)
, when n = 2m,

0m 0 Im0 1 0
Im 0 0m

 , when n = 2m + 1.
Then it is easy to see that B = UD so that ‖B‖ = ‖D‖  1 and hence ‖C‖  1 by
unitary invariance. This leads to the assertion for the norm ‖ · ‖−.
The proof for ‖ · ‖+ is immediate. In fact, take a unitarily invariant norm ‖ · ‖ ∈
N+ and a matrix A ∈ Mn. Consider the representation A = U |A| with a unitary
matrix U. Since the spectral norm and the numerical radius coincide on the class of
positive semi-definite matrices (see [1, I.2]),
‖A‖∞ = ‖|A|‖∞ = w(|A|)  ‖|A|‖ = ‖A‖.
Therefore the spectral norm ‖ · ‖∞ must coincide with the optimal norm ‖ · ‖+. This
completes the proof. 
References
[1] R. Bhatia, Matrix Analysis, Springer, 1996.
[2] C.R. Johnson, C.K. Li, Inequalities relating unitarily invariant norms and the numerical radius,
Linear and Multilinear Algebra 23 (1988) 183–191.
T. Ando / Linear Algebra and its Applications 417 (2006) 3–7 7
[3] M. Marcus, M. Sandy, Singular values and numerical radii, Linear and Multilinear Algebra 18 (1985)
335–352.
[4] A.W. Marshall, I. Olkin, Inequalities: Theory of Majorization and its Applications, Academic Press,
1979.

