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The Tayside Economy; An Input-Output Approach to Analysis 
and Planning By T S K Athugalage.
ABSTRACT
The aim of this study has been to carry out an analysis of the 
economic structure of the Tayside Region in Scotland using an 
empirical model. This type of analysis, which can be a major 
instrument for regional economic planning, has never been used 
in Tayside. The lack of use of empirical models and reliable 
statistics may lead to poor decision making which cause 
inefficiency in allocating limited resources. Therefore, this 
study attempts to apply a mathematical technique in applied 
economics to the analysis of the Tayside's economic structure 
and to assess the use of an input-output approach in regional 
planning.
In this study data was collected from primary and secondary sources 
and these were applied in the construction of the survey-based 
input-output tables and to provide a descriptive analysis of the 
Tayside economy. Non-survey and balancing techniques available for 
the construction of regional input-output tables were critically 
examined. A new method, named "ARAS", was derived by introducing 
some modifications to the RAS technique with the aims of avoiding 
some of its weaknesses when it is used in balancing the survey- 
based input-output tables. The ARAS method which can preserve the 
positive signs of the Leontief inverse matrices, was used to 
balance the Tayside survey-based input-output tables. The tables, 
so constructed, were used to provide an empirical analysis of the 
structure of the Tayside economy and to demonstrate the applicability 
of this approach to Tayside's regional planning.
An attempt has been made to assess whether the results of the 
Tayside survey-based tables could be comparable to those of 
Tayside non-survey input-output tables. The reason for 
testing this hypothesis was to provide Tayside planners with some 
guidance on the feasibility of the use of non-survey tables, since 
they are more attractive than full-survey and survey-based tables, 
in terms of saving time and cost of producing the input-output 
tables.
It is intended that this study may help to stimulate further 
investigations into the use of this kind of empirical approach in 
the analysis of regional economies and in their planning.
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CORRIGENDA
line 12 for Lientief read Leontief.
line 21 insert the before most efficient.
line 2 insert the before jute.
line 7 for accompnaied read accompanied
delete lines 23, 24 and 25.
delete lines from 14 to 21.
line 22 read precise as detailed.
line 5 insert and before in.
line 6 insert that after plan.
line 8 read is as are.
line 17 read ratepayer as voter.
lines 17-18 for over-welming read overwhelming.
line 10 delete Scottish.
line 1 for only transport margin read the transport 
margin only.
line 16 for implies read denies.
VI
C O N T E N T S
Page
Declaration 11
Acknowledgements 1 1 1
Abstract V
Glossary of Abbreviations IX
Chapter 1 Introduction. 1
Chapter 2 Input-Output Analysis in 
Regional Planning.
7
Chapter 3 Economic Review and 
Tayside Regional Planning.
36
Chapter 4 Simulation Techniques for Constructing 
Input-Output Tables for the Tayside 
Economy.
91
Chapter 5 The Economic Survey and the 
Preparation of the Data Base.
121
Chapter 6 Methodology of the Derivation of 
Survey-Based Input-Output Tables 
for the Tayside Region.
150
Chapter 7 Analysis of the Tayside Economy 
using Survey-Based Input-Output 
Tables for the Region in 1979.
187
Chapter 8 An Assessment of the use of the 
Tayside Input-Output Tables for 
Regional Economic Planning.
236
Chapter 9 Comparison of Results; Survey-Based 
and Non-Survey Input-Output Tables 
for Tayside 1979.
266
Chapter 10. Conclusions. 279
Yll
Maps.
Fig. 3.1. Geographical Situation of Tayside. 38
Fig. 3.2. Location of Tayside in Central 
Scotland.
39
Appendices.
Appendix 4.1. Methodology of the RAS. 287
Appendix 5.1. Survey Questionnaires.
5.1.1. Pilot Survey Questionnaire. 289
5.1.2. Main Survey Questionnaire. 298
5.1.3. Simplified Questionnaires for 
the Second Phase of the Survey.
306
Bibliography. 312
Vlll
Glossary of Abbreviations
ACLQ “ Adjusted Cross-Industry Location Quotient 
technique.
EPB = Economic Planning Boards.
EPC = Economic Planning Councils.
CLQ = Cross-Industry Location Quotient 
technique.
GRIT = Generation of Regional Input-Output Tables.
GRP = Gross Regional Production.
MLH = Minimum List Headings.
NEP = National Economic Plan.
N.C.R. = National Cash Registers.
RAS — R is a diagonal matrix of substitution effects, 
S is a vector of fabrication effects and A is 
a national technical matrix.
RIOT = Regional Input-Output Table Simulator.
SDP = Supply Demand Pool technique.
SIC = Standard Industrial Classification.
SLQ = Simple Location Quotient technique.
TPD = Tayside Planning Department.
TRC = Tayside Regional Council.
TRIO = Tayside Regional Industrial Office.
(l-A)'1 = Leontief Inverse Matrix.
IX
CHAPTER 1
INTRODUCTION
In the last two decades the construction of input-output tables 
for regional and local economies has been increasing rapidly.
This is reflected in the number of studies, which have recently 
been completed in the UK, such as in the construction of input- 
output tables for Kent, the West Midlands, Peterborough,
St-Andrews, Sutherland and Shetland. However, regional input- 
output studies are still regarded as academic exercises in the 
UK, and their potential for use at the operational level in 
regional planning is not yet fully exploited.
One of the major difficulties is the construction of full-survey 
input-output tables within the limitations of the time and 
resources available to regional planners. The non-survey 
techniques in the simulation of input-output tables could offer, 
in this regard, considerable scope to overcome this problem. 
However, due to various disadvantages of the non-survey simulation 
techniques, the use of models so constructed in regional planning 
has been restricted. Therefore, the need for less mechanical 
techniques, which can produce regional input-output tables with a 
reasonable degree of approximation to actual tables, and using a 
limited amount of primary data together with secondary data has 
recently attracted research interest.
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Today, there is a great demand for regional planners to improve 
the quality of their decision-making processes because of the 
various constraints of economic development. In this regard, 
input-output models can provide a useful analytical tool for 
local decision makers in the UK, since most British regional 
planning departments have access to computing facilities. The 
roles of the present regional councils are also diversifying from 
traditional land use planning to activities along the lines of 
corporate planning.
Therefore, the main objectives of this study are, first, to 
produce input-output tables for Tayside using primary data obtained 
from a sample survey supplemented by secondary data. Second, these 
survey-based Tayside input-output tables are used for an analysis 
of the structure of the Region's economy and for the demonstration 
of the practical ways of incorporating these tables in the work of 
regional planning.
The first part of Chapter 2 of this study briefly reviews the 
development of input-output analysis in its present form and of 
its mathematical framework. The intra-regional input-output model 
which is used in the Tayside study is also presented in this Chapter. 
Its second part is devoted to a descriptive analysis of the use of 
input-output analysis within the context of regional planning.
Here an attempt has been made to identify the main characteristics 
of the development of regional planning machinery in the UK, and 
to discuss the role of analytical models in regional planning, and 
specifically the use of input-output model for this purpose.
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Chapter 3 analyses more systematically the forces which haye been 
and are at work in determining the structure and growth of the 
Tayside Region. In this analysis of the structure of the economy 
which lays the foundation for the assessments made in the succeeding 
Chapters, an effort is made to apply some principles of macro and 
micro economics and also to use some statistical techniques such 
as linear regression analysis and correlation coefficients in 
order to test hypotheses which emanated from this structural 
analysis.
An understanding of the local economy is of vital importance for 
regional planners in their attempts to identify regional needs 
and problems. The rationale is that, if soundly based economic 
growth is to return to the Region, it is essential that the 
strengths and the potential which exist in Tayside should be exploited. 
An input-output study of a region provides access to a large amount 
of data which enables the fulfilment of these needs of planning.
The review of the Tayside economy is a result of the extensive data 
collection for the study and it provides a descriptive analysis of 
the economic situation in the region.
Chapter 4 analyses survey and non-survey simulation techniques 
available for the construction of regional input-output tables.
In this Chapter previous work on simulation techniques is discussed 
in order to indicate the possible techniques which are less 
expensive but adequate for meeting the needs of regional planners.
A hypotehsis is also established in this Chapter assessing whether 
non-survey input-output tables can serve planning requirements when 
compared with survey-based input-output tables.
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This Chapter also discusses the RAS, or the biproportional method 
developed by Stone and his research team during the early 1960s.
This is perhaps the best known and most widely used technique for 
revising and projecting input-output tables. It is also used for 
balancing input-output tables, once they are constructed together 
with survey-based data and national coefficients. However, little 
attention has still been paid in the UK to assess its performance 
as a balancing technique. This Chapter critically examines the 
feasibility of adopting the RAS technique for balancing the 
regional survey-based input-output tables.
The research methodology used for the development of the necessary 
primary data base was a postal survey. The organisation and 
conducting of this survey took considerable amount of time due to 
the size of the region, relative to other areas which have been 
involved with the subject of input-output studies in the UK. Chapter 
5 discusses the procedures involved in organising and conducting 
the survey, ie, the selection of the survey area and of the base 
year, sector classifications and aggregation, the selection of 
samples, survey methods and questionnaire design, the efficiency 
of the survey, and the preparation of the data base.
Chapter 6 presents the methodology involved in the derivation of 
the survey-based Tayside input-output tables for 1979 and the methods 
involved in the formulation of the ARAS technique. The aim of 
developing this technique is to produce a logically consistent 
methodology for balancing the regional survey-based input-output 
tables. The modifications introduced to the existing RAS method 
are first in the process of reconciling the differences between
actual and estimated intermediate inputs and intermediate outputs, 
caused by substitution and fabrication effects. Second, the cells 
of the structural matrix were replaced by the actual data collected 
in the survey. The methodological sequence in constructing the 
Tayside Regional input-output tables, the assumptions of ARAS 
method, the estimation of control totals for gross outputs, the 
estimation of final demand sectors and primary inputs sectors are 
also discussed in this Chapter.
Evaluation of the results of the Tayside input-output tables is 
undertaken in Chapter 7. In this Chapter, Tayside Gross Regional 
Production in 1979, sectoral contribution to the GRP, Tayside 
household income, regional imports and exports, inter-sectoral 
dependence, and sectoral multipliers are computed and analysed.
When the Tayside domestic flow coefficients table is converted 
into a direct and indirect coefficients table, ie, a Leontief 
Inverse Matrix, it provides an operational analytical tool with a 
wide variety of uses, such as for measuring the economic inter­
dependence of the region's economic structure and a set of 
disaggregated multipliers. These multipliers which are more 
precise and sensitive than Keynesian income multipliers, are the 
most important analytical tool used in regional impact analysis.
The computed type one and two, production, income, and employment 
multipliers are analysed critically with the aim of identifying the 
leading sectors in the economy.
In the absence of an analytical model, planners inevitably make 
decisions largely on the basis of informed judgements, hunches 
or wishful thinking. They do not have sound information on the
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structure of their regional economy in terms of employment, 
production, income and so on. This system of decision making 
may help to generate unfavourable impacts upon the economy. 
Therefore, a need for formal empirical models in regional 
planning is emphasised. Tinbergen pointed out that "development 
policy always has to be based on verifiable figures"1. Such an 
emphasis has to be applied in the context of producing more 
satisfactory policies and strategies, and projections which are 
consistent with each other and with those for the national economy. 
The input-output model can thus be a useful analytical tool for 
providing inputs to the regional planning process. It is this 
subject that will be discussed in Chapter 8. It provides an 
assessment of how planners can incorporate the Tayside input-output 
tables into the construction of their structure plans. It examines 
the role of these tables as a forecasting model and the application 
of the tables in the analysis of sectoral inter-dependence, linkage 
analysis and in the selection of key sectors,and in advancing 
policies such as import substitution.
Chapter 9 tests the hypothesis established in Chapter 4 regarding 
the compatibility of the results of survey-based and non-survey 
Tayside input-output tables, using empirical data. This will be 
examined in this Chapter with reference to the CHI Square Test, 
import coefficients, sectoral multipliers and linkage analyses.
Chapter 10 presents conclusions derived from the previous Chapters 
and makes some suggestions for further investigations.
1 Tinbergen, J, Development Planning, World University Library, 
London, 1967, p75.
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CHAPTER 2
INPUT - OUTPUT ANALYSIS IN REGIONAL PLANNING
INTRODUCTION
Input-Output analysis as a mathematical technique in applied 
economics has seen a long historical development. The primitive 
self-sufficient economic system has changed to a more sophisticated 
process in which specialization of production and exchange of 
products within and outside the economy are the major character­
istics. In this process interests of economists focussed on 
examining the interdependence of economic activities in terms of 
both theoretical and empirical explanation.
The theoretical explanations in this field were initiated about two
centuries ago by the French Economist, Francois Quesnay, in 1766.
After considerable improvements, contributed in particular, by 
2
Walras, Lieontief modified this theory of interdependence of 
economic activities and pioneered the work on the input-output model 
In order to identify the general features of input-output analysis, 
the development of the model and its mathematical framework will be 
discussed in the first part of the chapter.
The use of mathematical models together with empirical data in 
planning has been developed over the past four decades along a
u -a
1. ElTis W.A.j Francois Quesnav: A Reinterpretation Oxford 
Economic Papers, Vol.27, 1975.
2. Walras L, "Elements of Pure Economics". Translation by 
Richard Irwin, Homewood, Illinois, 1954.
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number of alternative avenues. Examination of recent developments 
in research in this field suggests that there is a widespread 
interest among regional planners in applying input-output models in 
their planning processes. The discussion in the second part of this 
chapter will therefore be focussed on analysing the use of input- 
output models within the context of regional planning.
2.1 THE DEVELOPMENT OF INPUT-OUTPUT ANALYSIS
2.1.1. DEVELOPMENT OF THE THEORY
3
Leontief published his work on inter-industry economics in 1936.
In this paper he regarded the U.S.A. as a closed economy, so that
the input-output model could handle the sectors in which all the
goods were intermediate goods and consumables. Consumables were
regarded as the intermediate goods needed in the production of
personal services. In his later work he corrected this view and
developed an inter-industry table for the U.S.A. as an open economy,
including final demand sectors determined exogenously.
After his pioneering work there were numerous developments in this 
field, specifically after the Second World War. Some work has been 
developed with the main objective of examining new areas in which 
the input-output model could be applied while other work has been 
engaged in exploring alternative techniques in order to overcome 
limitations arising in the practical use of this model.
3. Leontief W.W. "Quantitative Input-Output Relations in the 
Fconomic Systems of the United States11, Review of Economic and 
Stan sties, Vol.18, P. 105-T25 a Aug * 1935T
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the 1940's in the U.S.A. In 1939 a 96 sector input-output table
4
for the U.S.A. was developed and it was first used in 1944. The 
main objective of this study was to estimate the effects of the 
ending of the Second World War on employment. A 200 sector input- 
output table was also compiled for the U.S.A. in 1949 which was 
based on data for about 500 sectors. The latest national input-
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output table with 370 sectors was published in 1969.
The development of national input-output tables in the U.K. began 
in the 1950's. These tables for the U.K. economy were constructed 
for the years 1954, 1963 and 1968. At the same time several others 
developed and developing countries in the world proceeded with the 
construction of national input-output tables.
The work on the application of the input-output model to the regions
r
has started since the 1950's. There are two categories that can 
be identified in the early development of regional input-output 
models. In the first category the work has been involved in using 
unadjusted national input coefficients, for the regional input 
coefficients. Regional input-output tables were constructed using 
these coefficients together with the regional control totals of 
gross outputs. The basic assumption was that the national and 
regional economic structures are identical. In this category the 
main focus is on single region input-output models which are said 
to be similar to national tables.
4. Richardson, H. Input-Output Analysis and Regional Economy,- 
1972. P.9 .
5. U.S. Dept, of Commerce- Input-Output Structure of the U.S.
Economy 1963, 3 Vols, U.S. Government Printing Office, 1969*
6. Isard, W. "Inter-regional and Regional Input-Output Analysis: A
Model of a space economy," Review of Economics & Statistics, 
V01.33, 1951 , pp. 318-28.
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The construction of national input-output tables was initiated in
The second category of the development in this area is more 
theoretical and conceptual. The main objective has been the 
disaggregation of output by sector and by region of origin and 
destination. By using this method the resultant model can produce 
inter-regional and intra-regional input-output tables. Isard, 
for example developed inter-regional and regional input-output 
tables in 1951. In this second approach a national economic 
system may or may not be used as the basis of the inter-regional 
model.
Although it is not possible to review all the literature on the 
development of these two approaches, it is worthwhile to mention
g
some new developments in this field. The work of Moses in 1955
9using very imperfect data and crude estimates, Chenery in his 
two-region model for Italy, Isard and Kuenne^ in their Philadelphia 
study, and Leontief in his inter-regional model added new 
dimensions to the regional application of input-output analysis.
7. ibid.
8. Moses, L. "The Stability of Inter-regional Trading Patterns
and Input-Output Analysis," American Economic Review» Vol.45,
1955, pp. 803-32.
9. Chenery, H.B. "The Structure and Growth of the Italian Economy" 
in Regional Analysis (ed) Chenery, Clark & Cao-Pinna, Rome, 
1953, pp."97-lT6.
10. Isard, W., Kuenne, R.E. "The Impact of Steel Upon the Greater 
New York - Philadelphia Urban Industrial Region." Review of 
Economics & Statistics, Vol.35, 1953, pp.289-301.
11. Leontief, W. "Inter-regional Teory" in Leontief ed al.,
Studies in the Structure of the American Economy,' New York, 
1953, pp. 53-90.
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The early work on regional input-output analysis in Great Britain
12can be traced back to 1959. Peacock and Dosser tried to analyse 
the inter-regional implications of government expansionary 
programmes.
They suggested the need for regional input-output analysis in
analysing the impact of government development strategies. In 1966,
12 1Nevin, Roe and Round * produced a Regional Input-Output Model for 
Wales. A partial Input-Output Table for Northern Ireland was 
developed by Steed in 1968. His purpose was to examine the degree 
of dependency of the regions on external trade and the internal 
linkages of manufacturing industries.
In the 1960's and 1970's the development of regional input-output 
research occurred in investigating new techniques to adjust 
national co-efficients based on primary data. This data has been 
used to derive the sales and purchase flows and the linkage 
relationships of the economic sectors. The main limitations of this 
method is that it is too expensive and time consuming to construct 
sampling frames and to conduct field surveys, which may be too 
considerable for the regional planners. More research work has 
therefore been undertaken to find new methods for simulating national 
tables for regions using secondary data, which can be more frequently 
constructed although their validity is somewhat limited.
12. Peacock, A.T., Dosser, D.G.M. Regional Input-Output Analysis
and Government Spending, Scottish Journal of Political 
Economy, Ho.6. 1959, pp 226-236.
12.1 Nevin, E.T., Roe, A.R., and Round, J.I. The Structure of the 
Welsh Economy, University of Wales Press, 1966.
13. Steed, G.P. Commodity Flows and Interindustry Linkages of 
Northern Ireland's Manufacturing Industries, Ti jds .Econ.Soc,
Geogr .$9,196b
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In view of these two constraints on the survey-based regional 
input-output tables, new investigations have been proceeding over 
the last two decades to find a method which can improve the 
validity of the model with a lesser amount of actual data. The 
Cambridge Growth Project under Stone developed a method called 
"RAS"^ which needs a partial survey, secondary data, and a base 
national table to elaborate a regional input-output table. 
Bacharach, Smith & Morrison and Bulmer Thomas examined the 
principal properties and applicability of this method and have 
come to the general conclusion that this method can improve the 
existing methods only to a certain extent and that it is not a 
complete substitute for the method which only uses secondary data. 
This argument will be further discussed in Chapter 4.
2.1.2. Input-Output Transaction Table
Each sector of the economy employs the output of many other sectors 
as its inputs. In this circular flow of goods and services within 
and outside the economy, the output sold to another industry for 
further processing is called 'intermediate goods' and output sold 
to final consumers such as households, government, etc. is called 
'final demand goods.' The input-output transaction table consists 
mainly of the flow of goods and services to and from these two key 
accounting identities, i.e. intermediate sectors and final demand 
sectors.
14. Dept, of Applied Economics. A Programme for Growth, Part 
III, Input-Output Relationships, 1954-1966, University of 
Cambridge, 1963.
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A detailed description of the input-output table is beyond the 
scope of this study and it is well illustrated in the literature. 
For the purpose of this study the input-output transaction table 
is briefly discussed here in mathematical terms.
(TABLE 2.1)
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TABLE 2.1. INPUT-OUTPUT TRANSACTION TABLE:-
\ T0 Purchasing Sectors Total
Gross
OutputsIntermediate Sectors Total
Intermediate
Demand
Final Demand Total
From \ 1 2 j n C I G E
1 X11 x12 xu xln wi c i h Gi Ei Y i xi
2 X21 x22 X2j x2n W2 C2 !2 G2 E2 Y2
X2
i xil xi2 xij xin
w.1 C.l h
G.i Ei Y i
X.i
n
xnl xn2 Xnj xnn wn C n Gn En Y n Xn
Primary
Inputs
(Value
Added)
V! V2 vj Vn VC VI V G VE
V
Total
Gross
Inputs X1
x 2 Xn c I G E X
This table illustrates the transactions between producing sectors 
and intermediate sectors, between producing sectors and final 
demand sectors, between primary inputs, i.e. labour; tax,and other 
value added, and intermediate sectors and finally the transactions 
between primary inputs with the final demand. These relationships 
can be explained as follows,
X11 + x12 ....
.....+
Xlj
___+ xln
+ Y1 = X,
X21 + x22 .........+ X2j •••
___+ x2n + Y2
CM
XII
xil + xi2 ......... + xij •••
___+
xin
+ Y. = X. 1
xm
+ xn2 ....
..... +
Xnj
___+ xnn
+ Yn = Xn
In these equations transactions taking place with primary inputs 
and purchasing sectors have not been considered since they are of 
less importance compared to the producing sectors of the economy 
as far as transactions are concerned. The final demand sectors 
are also aggregated into one column for simplicity of calculation
Simplifying equation 
n
ij
+ Y.
2.1,
(2 .2 )
The inter-industry technical co-efficients or cost structure for 
each sector can be defined as
Assuming that the demand for the output of sector by the
sector X. is a unique function of the level of production of sector 
3
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X., and there will be no substitution or fabrication effects on 
the sector X^ we can obtain the following relationship from 2.3.
x..
U
a. .X.
ij J
(2.4)
Substituting 2.4 into 2.1, following set of equations can be 
formed,
an xi
a21Xl
+ a12X2 + a13X3
+ a22X2 + a23X3
+ a 0X0 -^* 3 0X0 n2 2 n3 3
+ Y 
+ Y
1
2
+ Yn
X-, (2.5)
Xn
The final demand sector Y. can be isolated by regrouping,
X] (1_all) " a12X2 " a13X3.......aln Xn = Y1 2^ *6^
a21 X] + (1_a22)X2 " a23X3.... "a2nXn = Y2
anlXl “ an2X2 “ an3 X3......+ (1_ann)Xn = Yn
The equations 2.6 can be converted into matrix form as follows, 
0 -aii) - a................
~a21 +(1_a22 .^.............
nl n2
- a 
In xi
=
Yi
- a2n X2 = Y2
a , ) X Y„nn ' ri n
nXn L J (IXn)!—
(2.7)
(IXn)
Simplifying the above matrices, we get, 
(I-A)X = Y
X = (1-A) _1 Y (2.8)
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where (1-A)”  ^ is called the "Leontief inverse".
This inverse matrix will be used in this study to obtain the 
multipliers of hypothetical changes in final demand or gross 
outputs of the Tayside Region.
The regional input-output model is basically similar to the above 
national model. The difference between these two models emerges 
because the regional input-output models include the inter­
regional transactions of goods and services. The sales of sector 
i and inputs purchased by sector j are identified by their 
destinations and origins. The regional model can therefore be 
illustrated as follows,
n m m
V _ -SH 2IT y  + 2 1  v
r i  j=l S=1 TSXi j + S=1 s*sTj (2.9)
Production co-efficients can be derived as,
rsXij
r i
•fsai j (2 .10)
The co-efficient . has a spatial as well as a technical 
component.
This model needs a disaggregation of intermediate sectors and final 
demand sectors by origins of purchases and destinations of sales. 
Having identified the regions, the model can express the total 
output of i sector in the region ' T 1 as the summation of sales 
of i sector to region and region‘s ’and the sales to final 
demand sectors in all of the regions.
1?
The application of this model to the multi-regional inter-industry 
analysis requires a substantial amount of data. It needs an 
analysis of inter-regional inter-industry relations which in turn 
requires a measurement of inter-regional trade flows. Thus the 
derivation of these trade flows betv/een regions is the key factor 
in the inter-regional model. Because of the complex nature of this 
model no complete inter-regional input-output model has been 
published, although much research work has been carried out. The 
solution for this limitation is to develop input-output tables for 
the single region.
The model used in the present study for the Tayside Region is a 
single regional input-output model. In this model there is only 
one region considered, i.e. Tayside, and the transactions taking 
place with areas outside the region are designated as exports and 
imports. The inter-inudstry transactions are limited to the 
Tayside region only and this model may therefore be viewed as a 
sub-system of the Scottish Input-Output model.
2.2. INPUT-OUTPUT MODELS IN REGIONAL PLANNING
2.2.1. REGIONAL PLANNING IN GREAT BRITAIN
Planning at the national or regional level is oriented towards the 
future. It is now widely recognised that planning in one form or 
another cannot be dispensed with by any country which needs to 
raise the standard of living of its members, especially when there 
is a limited amount of resources accompanied by various social, 
physical and economic problems. The resources should be allocated 
in such a way that the maximum benefit can be obtained by utilising
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them in the most needed areas in the economy. To attain this, 
strategies should be devised taking future requirements of 
resources and a desired rate of growth into account.
Regional planning is concerned with the "ordering of human activities 
in supra-urban space, that is in any area which is larger than a 
single city."15 This definition discloses two issues, firstly, 
the main function of regional planning and secondly, what is meant 
by the term "region". However this definition does not say much 
about the function of regional planners regarding the non-human 
resources of the region. At the regional level much of the emphasis 
is on the economic problems of the allocation of human and non-human 
resources and their development. The above definition can therefore 
be modified to "regional planning is the process of formulating and 
clarifying social physical and economic objectives and devising 
appropriate strategies to attain the objectives allocating regional 
resources within the political framework of local and national 
government". Regional planning can also be viewed as providing 
an input into the national planning and as a basis for co-ordinating 
local plans.
Regional planning has its roots in the Great Depression in the U.S.A. 
The main function of regional planning authorities was to control 
and develop the water resources of the area in question. After 
the Second World War, the regional problems were complicated. Some 
old industrial regions were unable to follow the growth of the 
dynamic industries such as the chemical, synthetic and electronics
15. Friedmann, J. & William Alonso,MJed) Regional Development
and Planning a The M.I.T. Press^Cambridge, 1964, P.63.
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industries etc., and new regions had rapid industrial development 
accelerating the growth of industrial and commercial investment.
The function of regional planning had to expand to meet the new 
challenges arising from industrial development.
Over the last few decades regional planning in Britain can be 
explained as the consequence of two active movements. One 
movement has focused upon the problems of city or urban areas and 
is largely social. People from agricultural areas moved to the 
cities for better employment. The living conditions in the cities 
were congested as the public services particularly in relation to 
gas and electricity supply, water, housing and transport were not 
sufficient. The result was that new political and economic problems 
were created in these densely populated central areas.
The other main regional planning movement has been concerned with 
the problem not of urban regions but of regions suffering from 
unemployment and industrial stagnation. As a result, especially 
after the Second World War , the U.K. has been experiencing a slow 
rate of growth compared to her industrial counterparts. One 
important fact even today is, that some regions are suffering 
constantly a low rate of growth followed by higher rates of 
unemployment than other regions. The South East region in the U.K. 
for example had the highest average weekly income per person (£57) 
and per household (£153) in 1979-80, while Northern Ireland had the 
lowest in each case, £38 and £113 respectively. Consequently the 
aggregated growth rate for the whole economy shows a much lower 
figure concealing the fact that some regions are experiencing high 
rates of growth with lower levels of unemployment.
20
Therefore,the rationale for regional planning in the U.K. derives 
partly from inequalities in regional economic growth between the 
urban and rural areas and partly from the need for a tool for 
comprehensive national development in which all parts of the 
country would contribute in their own ways to achieving the 
national objectives.
More effective initiatives for regional planning in the U.K. can
16be traced back to the Barlow Report, published in 1940. This
report has been considered as the foundation of post war British
planning. It emphasised the need for a national agency which
should be established with the objectives of redeveloping congested
urban areas and encouraging a resonable balance of industrial
development throughout the regions of Britain. This report also
showed the relationship between physical and economic planning, and
the advantages of regional planning. The Barlow report recommended
that planning should be carried out regionally and nationally. The
17Beveridge White Paper on Employment Policy in 1944 followed many 
of the recommendations of the Barlow report.
The system of regional planning in Britain was provided mainly 
by the Town and Country Planning Acts, the Distribution of Industry 
Acts, the National Parks and Access to the Countryside Act, the New 
Towns Act and the Town Development Act. The 1947 Town and Country 
Planning Act brought almost all development under control by making
16. Report of the Royal Commission on the Distribution of 
Industrial Population, Cmnd: 6153, HMSO, 1940.
17. Employment Policy., Cmnd: 6527, HMSO, 1944.
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it subject to planning submission. Under these acts, Development 
Plans were to be prepared for every region and sub-region of the 
country.
At present national policy implementation in Britain has been 
decentralised to certain levels by the establishment of regions 
and sub-regions throughout the country. Each region/sub-region 
has a council and each regional council has the authority to 
establish and implement some policy decisions. Planning decisions, 
specifically for local government are clearly related to police, 
health, education, welfare, cleansing and the efficiency of many 
private and public investments and expenditures. Local government 
has power to influence the regional distribution of development.
Fig.kl shows the hierarchy of planning in the U.K., which was
introduced by the labour government elected in 1964. The national
18plan, in stage one a five-year plan , v/as constructed and published
by the Department of Economic Affairs. Primarily it was a resources
budget, estimating the resources which would be nationally available
and laying down the proposals for the way in which they should be
efficiently utilised. It is clear that the first national plan
attempted to specify targets in terms of growth of output, changes
in productivity, growth of employment and capital investment for
the period up to 1970. The regional plan at stage two needed to
19be within the constraints of the national economic plan. At 
stage three, local government authorities had to produce the
W !  H.M.S.O. 'The National Plan, 1966-1970 , Cmnd: 2764, 1965.
19. The relationship between national plan and regional planning, 
and between regional planning and local structure planning 
are well discussed by the Planning Advisory Group. See for 
details, Tress, R.C. "The New Regional Planning Machinery and 
its Research Needs",. Regional Studies, Vol.l, 19673 p.25.
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Figure 2.1. Hierarchy of Planning in the U.K
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structure plans for a specific period. (The role of the structure 
plan in the regional economy with special reference to the Tayside 
Region is discussed in Chapter 3 in detail.)
An Economic Planning Board and Economic Planning Council were 
established for each region of the country. The EPB consisted of 
civil servants drawn from Ministries and government departments. 
The EPC's acted as advisory bodies. Their members v/ere drawn 
from industry and commerce, local governments and trade unions 
and universities. These EPBs and EPCs were primarily responsible 
for producing reports and studies for their regions in order to 
incorporate them within the overall framework of national policy. 
One of the first regional plans, constructed in this way was the 
White Paper on the Scottish Economy, published in January, 1966.
This planning system was supposed to cover the U.K. comprehens­
ively. However, recent developments in regional planning have 
been bleak. It is not clear how far the problemsof sub-regions 
will or should be absorbed into the above mentioned machinery* 
Nevertheless, the regional policy instruments such as new develop­
ment areas and industrial estates, for example, are controlled by 
different government departments with different objectives, in 
different regions. Therefore, it seems that the practical use of 
this machinery in all the regions in the U.K. is still uncertain.
2 .2 .2 . THE CASE FOR EMPIRICAL MODELS IN REGIONAL PLANNING
Academic research into the regional economics in Britain is 
mostly descriptive. Theoretical analysis based on empirical data 
which is designed for the particular regions within the national 
economy is not yet commonly used. The use of operational models 
in the planning process may be justified on a number of grounds.
One is that the planners should have a comprehensive understanding 
of the local economy, before devising the necessary aims and 
strategies. Understanding of an economic system is a difficult 
task as the given region's economy may or may not be a sub-system 
of other groups in society. It is also true that a region is a 
sub-system of a country as a whole. This means the region is not 
a closed economy, but is an open economy with trade relationships 
with other regions, the rest of the country or the rest of the 
world. On the other hand, in a modern economy, production tends 
to be highly specialised and industries are often dependent on 
many others. Thus it is of prime importance to study those 
relationships and the impacts of changes on the region's economic 
activity. The understanding of the region's economy cannot be 
achieved without an economic study based on a proper analysis.
When this knowledge has been gained the next step is to draw up 
the objectives and policy instruments. The essential properties 
of these policy instruments are, firstly that they should have a 
clearly defined set of objectives and secondly, they should be able 
to measure the economic effects of alternative policies and 
evaluate the proposed programmes and projects.
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Capital rationing, for example, is the major constraint that any 
regional planner may encounter. He should decide how to allocate 
the limited funds in ways which will maximise the use of the 
resources. The major objective of any regional plan is to 
increase the internal level of employment and regional income.
To achieve these goals, he may have a specific set of alternative 
investment proposals. The problem will then arise concerning the 
selection of activities which could make for the largest level of 
income and employment opportunities. This evaluation can be 
carried out by estimating impacts of these proposals upon the rest 
of the region, and estimating multipliers. The rationale behind 
this is the fact that new programmes or projects may produce 
impacts on the region which may be unexpected and undesired for 
the existence of a balanced economic structure. On the other hand, 
the main role of any regional plan is to make forecasts of the 
main economic determinants for the future. Therefore there should 
be an analytical model which is designed to fulfil the required 
properties of the regional plan.
Currently the construction of the regional plan is done in two 
stages. In the first stage the planners should work out the 
corporate plan in order to identify most efficient allocation of 
a local authority's resources in relation to its aims and object­
ives. Structure plan, in the second stage should be produced with 
the help of the corporate plan. The structure plan indicates the 
most essential areas for development during the next planning term 
and the availability of land required for the target level of 
industrial and physical development. In this planning process, 
planners need to work out some estimates. It is clear that 
planners are not permitted to do experiments within the constraints
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of limited funds in order to obtain these estimates. It is 
possible that planners are dependent on guesswork for this type 
of estimate. In the past, for example, some planning decisions 
in Scotland have been taken about unemployment, industrial
20mobility and other related problems based only on employment data. 
Many authors such as Hewings pointed out that many regional 
planning decisions enacted in Britain have been made on the basis 
of rather spurious analysis. He also stated that the impact of 
these decisions on the region, for example, direct and indirect, 
and induced changes have not been considered. The underlying 
assumption is that regional changes in employment are a reasonably 
accurate reflection of changes in real income. Thus other 
possible endogeneous and exogeneous factors, e.g. regional invest­
ment, national government policies etc., which cause changes in 
regional income, have not been considered. Taking into account 
the time involved, and the consequences of the false recognition 
of regional problems, regional planners now tend to accept the 
use of operational models compiled by independent researchers.
Nevin, Roe and Round emphasised the need for an analytical 
framework in planning and stated "The preparation of a development 
plan for Wales (as for other regions of the U.K.) is now underway 
as a matter of urgency and a regional plan cannot begin to make
20. McKay, J. "Industrial Structure and Regional Growth, A 
Methodological Problem,'Scottish Journal of Political Economy"
Vol.15, 1968, pp.129-143.
21. Hewings, G.L.D. "Regional Input-Output Models in the U.K." 
Regional Studies. Vol. 5, 1971, P.12.
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economic sense without the use of some such analytical frame- 
work." In suggesting the necessity for having strong political 
leadership and community support for a plan for regional develop­
ment, Leontief pointed out that the development progress "will be 
faster along a road well mapped in advance and the cost of 
progress in terms of labour, capital and human sacrifice consider­
ably less if regional planners use the analytical tools currently 
available to them."^
In the last few decades many researchers have developed analytical 
techniques which can be used in regional planning. Although a 
detailed review of these theories is beyond the scope of this study, 
it is felt a brief discussion on these techniques will be relevant.
The use of the linear programming model in national planning is 
widely discussed. However its use in regional planning is still 
in the experimental stage. The main interest in this model for 
regional planning is connected with the fact thatfuture require­
ments of all the sectors in the regional economy can be programmed 
subject to the various constraints, for example, capital, labour 
capacity, etc., in order to achieve the objectives of the plan.
The planners should have an understanding of how much capital can 
be spent, the availability of skilled and unskilled labour and the 
capacity utilisation of individual sectors. When the resources 
have been quantified the objective function and the constraints 
can be worked out and by solving these separate equations planners
22. Nevin, Roe & Round. "The Structure of the Welsh Economy." 
1966, p.l
23. Leontief, W.W. "Dynamic Analysis" in "Studies in the 
Structure of the American Economy." ed by Leontief, W.
New York, 1953, pp. 53-90.
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can derive conclusions on the appropriate strategies for the 
development of the economy. The final solution of this kind of 
programme also indicates what sectors should be given priority 
during the planning period. At the sectoral level this model 
indicates the substitution effects, price changes and shadow 
prices and this is one of the important characteristics of this 
analysis.
The limitation of this model as a technique for regional planning 
is that it cannot be used for the analysis of inter-industrial 
dependence or multipliers created by change in real income etc. and 
for the general impact analysis.
During the last few years much effort has also gone into developing 
a system of regional accounts. In this field the major concern 
has been to build a model to analyse the key aspects of regional 
economic activities within an accounting framework. As national 
accounts are based on macro-economic information, these accounts 
also are highly aggregative. In these accounts the regional gross 
national product (RGNP) is subdivided into a limited number of 
categories e.g., investment, household, local government, etc.
Thus the use of regional accounts in planning is limited. Never­
theless it is quite clear that any single aggregated regional 
account is not able to handle the requirements of planning which 
are more complicated.
Therefore^ more appropriate way of handling the regional needs 
is to develop a major account accompanied by a number of subsiduary 
accounts. The accounts in these two stages should be incorporated 
into each other thoroughly. Thus the regional input-output model
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appears to be the most efficiently adapted system for coping with 
the needs of regional planning. This will be examined in the next 
section.
2.2.3. THE INPUT-OUTPUT MODEL AND REGIONAL PLANNING
The input-output model has a dual function in regional planning. 
In constructing the regional plan it has to quantify regional 
gross output, regional investment, savings, employment level, 
etc., in order to lay down the future development programmes.
The aggregates of the final demand sectors and the primary 
input sectors of the input-output table provide planners with 
macro-economic information and this will mainly facilitate the 
comparisons of their performance with those of other regions, 
relative to the nation as a whole. Secondly, as a micro-economic 
technique, it provides planners with disaggregated information 
about each and every sector of the region.
One of the major areas of application of the input-output model 
in regional planning is in the provision of an economic 
analysis of the transactions occurring in the region during a 
certain period of time. Reading along individual columns and 
rows of the table the planners can obtain an understanding of the 
sectoral performance in providing goods and services and they can 
incorporate this micro-economic analysis in deriving the policy 
issues.
The analysis of inter-dependence is a major advantage of this
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model. For example, the output of the textile industry in the 
Tayside Region depends mostly on the production of jute industry. 
The output of clothing, carpets and other related industries 
depends on the output of the textile industry. In general terms, 
the amount of sales of industry 'i1 to say industry 'j ' depends 
on the output of industry 'j1 because an increase in the output 
of any industry must be accompnaied by an increase in the consump­
tion of various inputs. Thus the analysis of backv/ard and forward
r
linkage relationships between individual sectos of the economy can 
play a significant role in the decision making process in regional 
planning.
One distinctive feature of this analysis is its ability to check 
the consistency of a set of given information. This implies, for 
example, consistency between the estimates of regional gross output 
and regional gross expenditure, between household consumption and 
labour payments, between regional savings and regional investment 
etc. The consistent methodology of this model thus provides 
planners with an information flow system which allows them to 
simulate alternative conditions within a clearly defined analytical 
framework.
The constant input co-efficient matrix which is called a 1 Leontief 
Inverse Matrix", can be contructed mathematically from the inter­
industry transaction table. Then it becomes an operational tool 
with a wide variety of uses. The indirect effects of changes in 
key variables which are more precise than Keynesian income 
multipliers can be measured using this inverse matrix. This
24
24. The textile industry has been considered as an aggregated 
sector.
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matrix is also used for the purpose of short term and long term 
forecasting which are among the main objectives of the regional 
planning.
The role of planners in the development of the regional economies 
has widened with the rising level of unemployment. A major 
objective of any regional plan today is to reduce the level of 
unemployment. Therefore the policy instruments should obviously 
aim to increase the employment opportunities and at the same time 
it should be borne in mind that the policy instruments should not 
be designed so as to reduce the regional income. This means that 
people should be employed in productive activities.
Before deriving the strategies it is essential to find out the 
reasons for sectoral unemployment. The reasons may include a 
decreasing level of demand followed by slow growth of industrial 
output and other factors. However, it is clear that there are 
linkages between the levels of employment in each related industry. 
The underlying assumption is that employers do raise the demand for 
labour notonlyfor increasing the level of income but for their 
work contributed to the production. For example0the level of 
employment in a components firm depends largely on the demand for 
components from other user industries. In turn this will be 
reflected in the level of employment in the assembling industry. 
This means if the demand for assembled products is lower, it will 
affect the level of employment in this industry. When the demand 
for assembled products is lower, it will affect the demand and 
the level of employment in the components industry. This relation­
ship is referred to as employment linkage. The input-output 
transaction table helps planners to quantify the linkage effects
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of employment which in effect allows them to devise appropriate 
policy instruments.
The formulation of development strategies for local government 
requires an anlysis of the effects of given types of policy 
issues on certain economic variables measured in quantitative 
terms. This aspect of impact analysis is one of the major areas 
for which input-output studies have been undertaken. The main 
characteristic of the regional input-output model developed in 
recent years is that it has been done within some problem solving 
framework.^
Thus the input-output model can be regarded as a policy oriented 
analysis. The development policy is assumed to raise the regional 
income and is concerned to find the ways and means to increase the 
employment opportunities and physical development of the region. 
The policy instruments available for this purpose may be for 
example, central and regional government spending. For the 
efficient use of these instruments there needs to be a device to 
evaluate them. The present input-output tables for the Tayside 
Region together with the Leontief Inverse will provide this 
assessment along with information which planners need to know in 
advance.
25. For example in U.S.A. "The impact of Steel upon the Greater 
New York,"by Isard and Kuenne (1953), and "Impacts of the 
Space Programme on a Local Economy" by Miernyk (1967) are 
some of the studies in this line. This characteristic has 
also dominated in the U.K. For example McNicoll (1976) 
examined the impacts of oil related industries on Shetland 
economy. McDowall & Blake (1968) also centred their study 
on analysing the impacts of St.Andrews University and 
Tourism on the Local economy.
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These tables can be included in the existing system of planning 
both at the preliminary stage and the concluding stage, i.e. 
balancing and co-ordinating the plan indices. At the preliminary 
stage of planning, these tables can be used as instruments to work 
out control figures at the regional level. In the concluding 
stage these tables can play a major role in achieving the full 
consistency of plan indices and in co-ordinating the central 
government decision making authorities.
The main limitation of the application of input-output tables in 
regional planning stems from the assumptions upon which it is 
based. The uses of fixed technical co-efficients have been
nc
strongly criticised. For example, Tiebout has argued that 
"the fixed co-efficients at the national level is at all dubious, 
even more is left to be desired at the regional level". He also 
pointed out that trade patterns vary from region to region and 
therefore it is risky to assume the stability of trade co­
efficients .
The other principal assumption of this model is the linear 
production relationship. This means the amount of purchases of 
any sector from other sectors (except final demand sectors) is 
determined according to the assumed technical relationship, and by 
the level of the output of the purchasing sectors. The effects of 
substitution, productivity of the production factors and of 
economies of scale are not considered in this model.
26. Tiebout, C.M. "Regional and Inter-regional Input-Output 
Models: /^Appraisal," Southern Economic Journal, Vol.24, 
1957, pp.140-7.
3^
On the other hand this linear production function is not very 
meaningful in many non industrial sectors such as trade, service 
industries and the public sectors. It is also found this model 
cannot be used for the analysis of technical changes, such as the 
appearance of new industries, obsolescence and the disappearance 
of old industries.
Finally there are a number of ways that the input-output model can 
contribute to regional planning. It can be introduced to the plan 
at any stage depending on the methodology used by planners in 
constructing it. However there are some weaknesses in this model 
in relation to planning. Tiebout's comments on this line can be 
thought of as a milestone in the rapid development of regional 
input-output studies in the 1950's and the 1960's. As a 
consequence, some important regional input-output studies have 
been developed more recently with the aim of answering Tiebout's 
comments, for example W. Virginia Input-Output Study by Miernyk 
(1971) in the U.S.A. and Regional Input-Output models in the U.K. 
by Hewings (1971).
The main advantages of this model in regional planning may be 
summed up briefly. This model, unlike other analytical models, 
is empirically applicable in regional planning provided that a 
sufficient amount of data on inter-industrial relationships is 
available. It is also possible to use money values as a measure 
of co-efficients and the relative pr'jce changes do not distort 
too much the pattern of purchasing and selling. Even if the input- 
output table is out of date it can still show sectoral behaviour 
in the regional economy and its predictive power is comparatively 
successful when it is used with some current data and information.
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CHAPTER 3
ECONOMIC REVIEW AND TAYSIDE REGIONAL PLANNING
INTRODUCTION
This chapter is not intended to be a comprehensive study of the 
Tayside economy. It is designed to draw attention to the chief 
characteristics of the Tayside economy which have given rise to 
the present regional policies and strategies. Attention will be 
focussed therefore, in this chapter, on the discussion of these 
main features and in particular on population, industry and 
employment, and associated structural changes. The aim of this 
analysis is to produce background information for discussion and 
assessment in the later chapters particularly, of the possible 
avenues for incorporating the input-output model into the formation 
of regional policies and for evaluating the impact of various 
development strategies upon the economy.
3.1 ECONOMIC REVIEW OF THE TAYSIDE REGION
3.1.1 LOCATION
The Tayside Region, which consists of wide lowlands and rounded 
hills, lies between the Highland Front and the North Sea. It covers 
approximately 7,500 square kilometers and contains the natural 
drainage systems of the rivers Earn, Tay, Tummel, Garry and Esk.
The lowlands of the region contain some of the most productive
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The Tayside Region alsoarable land in the whole of BritainJ 
lies at the end of the Industrial Central Belt of Scotland. Figures
3.1 and 3.2 illustrate the geographical situation and the location 
of Tayside Region in Central Scotland.
The boundaries of the Tayside Region are quite open towards the 
south, but they are more sharply defined in other directions by 
the coast and the hills. In 1975 the re-organisation of local 
government under the Local Government (Scotland) Act 1973 replaced 
the counties and burghs by three district councils, namely, Dundee, 
Angus, and Perth and Kinross, and excluded the North of Fife from 
the Tayside Region. These changes, specifically the exclusion of 
the North of Fife^have brought about significant impacts upon both 
the region's administration and the economy. The major effect of 
these changes upon the present study is the difficulty in making 
available a continuous flow of statistics over the last two decades. 
The effect of this position will be indicated in the sections which 
discuss structural changes in the population and the economy of 
Tayside over the past decade.
3.1.2 POPULATION STRUCTURE AND CHANGES
One of the main functions of a structure plan is to analyse 
population structure and to make forecasts for the next few years 
or decades. The derivation of objectives and policies of the 
structure plan are normally based on the projections of population
1. McIntosh, I.G. and Marshall, C.B. The Face of Scotland, 
3rd ed. London, 1977, p.19.
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Fig. 3.1 Geographical Situation of Tayside
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Fig. 3.2 Location of Tayside in 
Scotland
and employment. On the other hand, population studies facilitate 
the projections of the size of the markets for regionally produced 
goods and services. This is due to the fact that v/hen the 
population is increasing then the consumers' purchasing power may 
also be increasing according to the typical behaviour of the 
consumers and the incomes available to them. Population studies 
also help to assess the labour market in the region. The 
projections concerning labour markets influence significantly the 
establishment of policies for attracting foreign investment or for 
diversifying existing industries. Population studies can also 
provide reasons for the difference in per capita income when it is 
compared to other regions. The variations in the structure of the 
population, i.e., the distribution of working and non-working 
population lead to changes in per capita income. Therefore, it is 
worthwhile to examine past trends in the population, structure of 
population and the impacts of population changes on other areas in 
which policy decisions must be made.
Table 3.1 shows some population trends in the Tayside Region between 
1971 and 1980. It illustrates that the population was growing 
until 1978, and thereafter it has begun to decline.
Table 3.1
Annual Changes of Population in 
Tayside, 1971-1980
Total
Population
(’000)
Change of 
Population 
('000)
Natural
Increase
('000)
Mi gration 
('000)
Other
Changes
('000)
1971 396.5 0.0 0.7 -0.7 0.0
1972 396.5 1.1 0.2 0.6 0.3
1973 397.6 3.6 -0.1 3.5 -0.6
1974 401.2 0.8 -0.4 0.8 0.4
1975 402 0.2 -0.4 0.5 0.0
1976 402.2 -0.2 -0.4 0.8 -0.6
1977 402 1.0 -0.5 0.8 0.6
1978 402.9 -1.3 -0.4 -0.9 0.0
1979 401.7 -2.5 -0.6 -2.0 0.1
1980 399.2
Source:- Registral General Scotland, Annual Report for 
1981 H.M.S.O. 1982
The main resons for these fluctuations of population are the 
natural increases of population and migration. The natural decrease 
of population, in terms of births and deaths,has been offset by 
the increase in net migration during the period 1971-1978, 
resulting in an increase in the total population. As shown in 
Table 3.2, the population in Tayside shows a fair increase during 
1971-1978, when compared to Scotland as a whole, which shows an 
overall decrease in population in this period. However, it should 
be noted that the increase in population was not evenly distributed
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Table 3.2
Comparison of Population Changes Between the 
Tayside Region and Scotland
Tayside Scotland
Total
Population
('000)
Change of 
Population 
(’000)
Total
Population
('000)
Change of 
Population 
('000)
1971 395.5 1 .0 5217.4 -7
1972 396.5 1.1 5210.4 1.3
1973 397.6 3.6 5211.7 4.9
1974 401.2 0,8 5216.6 10.4
1975 402 0.2 5206.2 -1.1
1976 402.2 -0.2 5205.1 -9.5
1977 402 1.0 5195.6 -16.2
1978 402.9 -1.3 5179.4 -12.4
1979 401.7 -2.5 5167 -13.7
1980 399.2 -2.4 5153.3 -3.8
Sources:- Registrar General Scotland Annual Report for 1981, 
H.M.S.O, 1982.
Scottish Abstract of Statistics, No.11, H.M.S.O,
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among all the districts in Tayside. As shown in table 3.3 only 
Dundee District has enjoyed an increase of population during 1961- 
71, while the two other districts were experiencing a decrese. 
However, during the period 1971-1981 the population in Dundee City 
district decreased by nearly 9%, while the other tv/o districts 
were enjoying an increase in population. The reasons may well be 
first, intra-regional migration from Dundee City to the countryside,
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Table 3.3
Tayside Region: Percentage Increase or Decrease 
in Population by Districts 1961-1981
Population % Increase or Decrease
1961 1971 1981 1961-1971 1971-1981
Tayside Region 397,820 397,605 391,846 -0.05 -1.45
Angus District 85,155 84,178 93,038 -1.15 10.53
Dundee District 195,258 197,371 179,674 1 .08 -8.97
Perth & Kinross 
District
117,407 116,056 119,134 -1.15 2.65
Source:- Registrar General for Scotland, Census of Population 
Tayside Region, 1981. Vol.l, 19^2
and second, physical development in Angus and Perth & Kinross 
Districts which attracted people to these districts.
It is also the case that the birth rate in Tayside has fallen 
substantially during the past decade, from 5.9 in 1971 to 4.8 in 
1979. However, the death rate has remained fairly constant,as was 
also the case for Scotland as a whole.
Table 3.4 compares the age structure of Tayside with Scotland and 
other regions. It reveals that the proportion of the working age 
population i.e. between the ages 16 to 64^in Tayside amounted to 
59.5%, which is lower than the Scottish average. The proportion 
of dependent population i.e. under 16 and over 64/59, which amounted 
to 40.5% in Tayside,is slightly higher than the Scottish average 
which amounted to 40.3%. The proportion of working age population
k3
Table 3.4
The Age Structure of Scotland and its 
Regions in 1980
Under 16 16-64 for male 59 for female 64/59 lx over
'000 % '000 % '000 %
Scotland 1217.9 23.63 3075.1 59.57 859.8 16.68
Tayside 88.9 22.2 237.4 59.5 73.1 18.3
Borders 21.1 21.2 57.6 57.89 20.9 21
Central 65.2 24 164.7 60.8 41 .4 15.2
Dumfries 32.4 23 84.4 59.2 25.6 17
Fife 80.3 23.6 204.3 60.03 55.7 16.4
Grampian 109 23 283.9 60.3 78.9 16.7
Highlands 47.7 24.9 113.4 59.3 30.2 15.8
Lothian 167.6 22.4 453.9 60.6 127.2 16.2
Strathclyde 588.4 24.4 1436.6 59.4 393.9 16.2
Orkney & Other 
Islands
4.2 23.2 10.2 56.7 3.6 20.1
Shetland 5.9 26.5 12.9 57.8 3.5 15.7
Western Isles 7.1 23.9 16.1 54.2 6.5 21.8
Source:- Scottish Abstract of Statistics, 1982
in Tayside is higher when compared with the Borders, Dumfries, 
Highlands, Strathclyde, Orkney, Shetland and the Western Isles. 
Differences in proportions of working age and dependent population 
may have significant effects on the regional per capita income.
Thus the per capita income in Tayside may be lower, when compared 
with the Scottish average^due to a comparatively higher proportion
Table 3.5
Age Structure of the Population in Tayside 
by Districts 1981
Total
Population
Age 0-19 20.64 65 and over
Total % Total % Total %
Angus District 92,500 27,100 29.3 50,400 54.5 14,900 16.1
Dundee District 185,600 54,300 29.25 103,200 55.6 28,500 15.3
Perth & Kinross 118,700 33,200 27.96 64,400 54.25 21,000 17.7
Tayside Region 396,800 114,600 28.86 218,000 54.9 64,400 16.2
Source:- Registrar General for Scotland, Census of Population, 
Tayside Region, 1981, Vol.l, 198*2
of dependent people and a lower proportion of working age population.
There are no. significant variations in the age structures of the 
population in the three Tayside districts. However, as shown in 
Table 3.5, some small differences can be identified in the age 
structures of the individual districts. Dundee has the highest 
proportion in the working age group. Perth & Kinross, on the 
other hand, has the highest proportion in the dependent age groups. 
The main reasons for this are the nature of Dundee as the 
principal employment centre, and Perth & Kinross, and Angus as 
attractive places for living.
According to table 3.6, which illustrates economic characteristics 
of the population, nearly 9.7% of the male working population in
Table 3.6 Economic Characteristics of Population, 
Tayside Region 1981.
Total Percentage of Aged 16-64
Aged Economically Active Economically Inactive
16-64 Total Full-time Part-Time Out of 
Employment
Total Full-time
Students
Men; (16-64)
Tayside Region 
Di stricts
115,796 90.3 77.7 0.7 11.9 9.7 5.5
Angus 27,375 92.1 82.5 0.7 8.9 7.9 4.5
Dundee 54,499 89.8 73.6 0.6 15.6 10.2 5.7
Perth & Kinross 33,922 89.7 80.3 0.9 8.4 10.3 6.0
Female (16-59)
Tayside Region 
Districts
109,617 63.6 37.6 19.8 6.6 36.1 5.5
Angus 25,403 58.7 34.2 19.4 5.1 41.3 4.6
Dundee 52,214 68.3 39.6 19.9 8.8 31.7 5.6
Perth & Kinross 32,000 60.9 37.0 19.8 4.2 39.1 6.2
Source:- Registrar General for Scotland. Census of Population Tavside Reoion. 1981.
Vol. 1 , 1982 -----------------------------------
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Tayside were economically inactive in 1980* Further 11.9% were 
out of work, so that the total employed male population in 
Tayside was only 78.4% of total working age male population.
The economically inactive proportion in the female population was 
significantly higher than that of the male population. This is 
because females in the working age groups tend to give up their 
jobs for raising families. The proportion of the employed 
population was 57.5% of the total female working age population. 
The main characteristics of the female economically active 
population are first,that a significant proportion of the female 
working age population is part-time workers. Second, the 
unemployment rate of the female population is lower than that for 
the male population. This table also reveals that the proportion 
of economically active male population in Dundee, which is the 
main industrial city in the region, is lower than that of Annus, 
and Perth & Kinross. The percentage of employed population in 
Dundee is also lower than that of the other two districts and it 
has the highest unemployment rate when compared with the other 
two districts. In contrast, the proportion of economically active 
and employed female population in Dundee district is the highest 
in the Tayside Region.
One of the striking features of the population trend in the late 
1970's is the decrease in the rate of net migration in the Tayside 
Region. In 1979 the figures of the net migration show a high 
level which amounted to -5.01 per 1,000 persons. This figure is 
higher than the Scottish average which amounted to -3.16 per 1,000 
persons in the same year. The increase in the negative balance in 
migration, as shown in table 3.7, implies an increased rate of 
outwards migration from the region. It is difficult to identify
2
4?
Table 3.7. Net Migration of Scotland and Tayside Region , 
Per 1000 Persons/ 1971-1979.
1971 1972 1973 1974 1975 1976 1977 1978 1979
Scotland -5.29 -2.05 -0.38 -3.64 -0.92 -1.88 -3.14 -2.82 -3.16
Tayside Region -1.76 1.5i 8.72 1.99 1.24 1.99 1.98 -2.24 -5.01
Table 3.8. Net Migration and Unemployment in the 
Tayside Region during 1971-1979
Year Net Migration 
(Thousands)
Unemployment
(as a % of total employees)
1971 -0.7 5.6
1972 0.6 6.0
1973 3.5 4.4
1974 0.8 3.1
1975 0.5 3.9
1976 0.8 6.1
1977 0.8 6.9
1978 -0.9 7.0
1979 -2.0 7.2
Sources- Registrar General for Scotland, Annual Report for 1981, H.M.S.O. 
Scottish Abstract of Statistics, No.9, 1980. H.M.S.O.
2. Economically inactive male population consists of 
full-time students, disabled and permanantly sick 
people in the working age groups.
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the factors which caused this increase in migration in the late
1970's. However, it is clear that there is some relationship 
between population movements and the increase in the number of 
jobs in the early 1970's and the loss of employment in the late 
1970's. In 1973, for example, and as shown in table 3.8, the net 
migration increased positively to the peak level of the decade.
The rate of unemployment also fell to 4.4% in 1973 from 6% in 
1972.
The hypothesis that there is a close relationship between the 
level of net migration and the level of unemployment, has been 
tested statistically using simple linear regression analysis. For 
this purpose it is assumed that the level of net migration is 
dependent on the level of unemployment. This analysis showed 
that the level of outward migration is increasing when the rate
3
of unemployment in the region increases. The test also showed 
that the correlation coefficient P  , between net migration and 
unemployment is 0.5488. This implies that the two variables, net 
migration and unemployment are significantly correlated. This test 
also shows that nearly 55% of the reasons for the negative increase 
in net migration can be explained by the increase in unemployment 
leaving 45% for other factors. Therefore it may reasonably be 
concluded that the rate of unemployment in the region has given 
rise to an increase in the level of emigration. The increase in 
outwards migration means that the demand for goods in the region 
is also declining. This indicates a further increase in
3. The regression equation is, Y = 3.56 - 0.51 X, where Y = net 
migration, and X = rate of unemployment during the period of 
1971-1979.
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unemployment and consequently a reduction in the purchasing power 
of households. Therefore the increasing level of emigration 
specifically in the working age group should be taken into account 
by policy makers concerned with the future development of the 
Tayside economy.
3.1.3 ANALYSIS OF PRODUCTION IN THE TAYSIDE REGION
3.1.3.1 STRUCTURE OF PRODUCTION
The structure of production in Tayside can be analysed either in 
terms of gross output or the size of the work force in each 
production sector. It is difficult to make available the most 
accurate information for the gross outputs of the region for 1979 
and for the previous years. The only source of information 
available for the analysis of the nature of Tayside industry and 
its structural changes and recent developments is the statistics 
of employment. These statistics were obtained from the Department 
of Employment in Scotland. There were some instances where the. 
statistics were incompatible. The statistics provided for the 
years before and after 1975 for example, are incompatible because 
of the changes in the boundaries of Tayside Region. Also the 
Department of Employment normally does not take small businesses 
with under 10 employees into account. However, there are consider­
able numbers of small family businesses in Tayside as listed in the 
Tayside Engineering and the Manufacturing Resisters. Although the 
statistics provided by the Department of Employment have been used 
for the present analysis, care has to be taken in checking the 
consistency of information and in distinguishing the data for the
50
years before and after 1975.
Table 3.9 illustrates the employment structures of Tayside,
Scotland and the U.K. economies in 1978. One of the main features 
which can be seen from this table is the importance of the primary 
sector and the service sectors in the Tayside Region when compared 
to the Scottish average and the national average. The manufacturing 
sectors, mining and quarrying^and utilities in Tayside employed 
relatively fewer people when compared to Scotland and the U.K.
The construction sector in Tayside had proportionately a higher 
number of employees when compared to the national average although 
it was lower than the Scottish average.
The relative importance of Tayside production, in the Scottish 
and in the U.K. economies, is illustrated in Table 3.10. It 
shows that agriculture, forestry and fishing in Tayside represents 
approximately 14% of the total production of this sector in 
Scotland, while it accounts for nearly 2% of the production of this 
sector in the U.K. The other sectors in Tayside except mining and 
quarrying, represent more than 7% of total production of the 
respective sectors in Scotland in terms of employment.
Further disaggregation of the manufacturing sectors, on the basis 
of the main list heading of the Standard Industrial Classification 
(SIC), is set out in table 3.11. It illustrates the importance of 
the performance of the manufacturing in Tayside when compared to 
Scotland and the U.K. This table reveals that the traditional 
industries, such as textiles, are still important within the 
manufacturing sector of the region. Textiles employed nearly 
21% of the labour force in manufacturing in 1978, which was
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Table 3.9 Employment in Tayside by Main 
sectors compared to Scotland and
the U.K. in 1978.
(Thousands)
SIC TAYSIDE SCOTLAND U.K.
TOTAL % TOTAL % TOTAL %
1 Agriculture, Forestry 
& Fishing
6.658 4.11 48 3.32 387 1.7
11 Mining & Quarrying 0.94 0.58 39 1.89 343 1.51
n i - x i x Manufacturing Industries 45.454 28.06 604 29.22 7298 32.14
XX Construction 11.87 7.33 160 7.74 1269 5.6
XXI Gas, Electricity & Water 1.984 1.22 28 1.35 350 1.54
XXll-XX Vll Services 95.049 58.7 1188 57.47 13059 57.51
TOTAL 161.955 100 2067 100 22706 100
SourcesScottish Abstract of Statistics, Vol. 9, 1980 
Annual Abstract of Statistics, 1980 Edition 
Department of Employment, Scotland.
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Table 3.10 Relative Importance of Tayside 
in Scotland and the U.K. Economies
SIC SCOTLAND U.K.
1 Agriculture, Forestry 13.87 1.72
& Fisting
11 Mining and Quarrying 2.41 0.27
111-X1X Manufacturing Industries 7.52 1.6
XX Communication 7A2 0.93
XXI Utilitie: 7.08 0.57
XXI1-XXVI Services 8.0
_______
0.73
Source:- Table 3.9
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considerably higher than the Scottish and the U.K. averages.
Timber and furniture, paper, printing and publishing, and other 
manufacturing industries also employed a work force which was 
higher than the Scottish and the U.K. averages. Although the 
shipbuilding industry in Tayside is less significant compared to 
the Scottish average, employment in this sector was slightly 
higher than the U.K. average. This table also reveals that in 
1978, there were six sectors namely coal and petroleum producers, 
instrument engineering, textiles, timber furniture, etc., paper 
printing and publishing, and other manufacturing industries in 
Tayside, which together employed nearly 54% of the total manufact­
uring labour force, and which performed well above the Scottish 
average in terms of employment.
It can also be seen that there were seven sectors, including . 
five sectors mentioned above, together with food, drink and 
tobacco and shipbuilding, which have performed better than the 
national average. Therefore, on this basis, it may be concluded 
that eight sectors in the Tayside economy, which employed 70% of 
the total manufacturing labour force, have experienced a rate of 
growth in employment that was substantially greater than their 
counterparts elsewhere in the U.K. and Scotland in 1978.
A more precise measure of the structure of Tayside production can 
be obtained by introducing the concept of location quotients(LQs).
4
When the value of the quotient is greater than one, Tayside has a 
larger share in the particular industry when compared to the
4. See section 2 of Chapter 4 for the method of calculation of 
LQs.
5^
Scottish economy, and vice versa. The location quotients at both 
the main order list headings and those of the minimum order list 
headings have been calculated and these are presented in tables 
3.12 and 3.13. In table 3.13, LQs were calculated only for a 
selected number of minimum list headings, covering manufacturing 
sectors more fully than other sectors.
Some important findings emerged from table 3.13. It reveals that 
Tayside has a larger share in 22 industries out of 27 selected 
from the minimum list headings. These 22 industrial sectors which 
have LQs greater than one, could be regarded as the most prominent 
sectors within the Tayside economy. It is clear that this regional 
specialization could not be derived from the LQs calculated for 
main list headings of SIC as illustrated in table 3.12 due to the 
aggregation of sectors. The table 3.13 shows that the Tayside 
Region is in the forefront in Scotland, in terms of specializing 
not only in traditional industries such as jute, weaving of cotton 
and fibre, etc. but also in terms of most of the new growth 
industries such as chemicals and allied industries, scientific 
instruments, electric machinery and other electrical goods. The 
Tayside Region has not suffered relative to the rest of Scotland, 
from the lack of new growth sectors judging by the statistics of 
employment in 1978.
3.1.3.2 STRUCTURAL CHANGES IN THE TAYSIDE ECONOMY
Table 3.14 indicates the major structural changes in the Tayside 
economy during the period 1971-1978. It reveals that the primary 
and manufacturing sectors were contracting over the eight year 
period. The construction sector experienced some fluctuations in
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Table 5 11.
Comparison of Employment in Manufacturing Sectors 
in Tayside, Scotland and, the U.K. in 1978
(Thousands)
SIC Tayside Scotland U.K.
Order Total r-./ Total % Total %
iii Food, drinks and 
tobacco 5.931 13.05 91 15.07 717 9.82
iv Coal and Petroleum 
products 0.285 0.63 3 0.5 37 0 . 5 1
V Chemicals and 
allied industries 1 . 1 5 8 2.55 32 5.3 431 5.9
vi Metal manufacture 0.574 1 . 2 6 37 6 . 1 5 459 6.29
vii Mechanical eng-. 4-599 1 0 . 1 2 87 14.4 934 1 2 . 8
viii Instrument eng. 7.077 1 5 . 5 7 16 2 . 6 5 149 2.04
ix Electrical eng. 2.482 5 . 4 6 48 7.95 748 1 0 . 2 5
X Shipbuilding and 
Marine eng. 1.674 3.68 41 6 . 7 9 183 2 . 5 1
xi Vehicles 0.589 1.29 35 5.79 773 10.55
xii Metal goods not 
elsewhere specified 1.866 4.1 29 4 . 8 540 7.4
xiii Textiles 9 . 5 1 7 20.94 55 9.1 495 6.76
xiv Leather, leather 
goods and fur 0.055 0.12 )
)
34
40 0.55
X V Clothing and 
footwear 1.394 3 . 0 7 5 . 6 3 383 5.25
xvi Bricks, pottery, 
glass and cement 
etc. 0.694 1.53 17 2.81 268 3.67
xvii Timber, furniture 
etc. 1.73 5.81 20 3.31 264 3.62
xviii Paper, printing 
and publishing 4.414 9 . 7 1 43 7.12 542 7.43
xix Other manufacturing 
industries 1 . 4 1 7 3.12 16 2.65 335 4-5S
Total 45.454 604 7298
Sources: Scottish Abstract of Statistics, 1980
Annual Abstract of Statistics, 1962 
Department of Employment, Scotland.
Table 3 12
Location Quotients for Tayside Industry, 1978 
ilain Order List Headings of SIC
Tayside 
Total %
Scotland 
Total %
L.Q’s
i Agriculture, forestry, fishing. 6 , 6 5 8 4 . 1 1 4 8,000 2 . 5 2 1.77
ii Mining and Quarrying 940 0 . 5 8 59,000 1 . 8 9 0.3
iii Food, drink and tobacco 5,931 5 . 6 6 9 1 , 0 0 0 4 . 4 0.85
iv Coal and petroleum products 285 0.17 5 ,000 0 . 1 4 1.21
V Chemical & allied industries 1,158 0.71 52,000 1 . 5 5 O .46
vi Metal manufacture 574 0.35 57,000 1 . 7 9 0 . 1 9
vii Mechanical engineering 4,599 2.85 87,000 4 . 2 0.67
viii Instrument engineering 7,077 4 . 3 7 1 6 , 0 0 0 0.77 5.67
ix Electrical engineering 2,482 1.53 48,000 2 . 5 2 0.66
X Shipbuilding and marine 
engineering 1,674 1 . 0 3 4 1 , 0 0 0 1.98 O .52
xi Vehicles 589 O . 5 6 35,000 1 . 6 9 0.21
xii Metal goods not 
elsewhere specified 1,866 1.15 2 9 ,00 0 1 . 4 0.82
xiii Textiles 9,517 5.88 5 5 , 0 0 0 2.66 2.21
xiv Leather, Leather goods 
and fur 55 0.05)
0.86 j
0.43
54,000 1.64 0.54
X V Clothing and footwear 1,394
xvi Bricks, pottery, glass, 
cement, etc. 694 1 7 , 0 0 0 0.82 0 . 5 2
xvii Timber, furniture, etc. 1,730 1.07 20,000 0.97 1.1
xviii Paper, Printing & 
Publishing 4,414 2.72 45,000 2.08 1.3
xix Other manufacturing 
industries 1,417 0.87 16,000 0.77 1.12
X X Construction 11,870 7 . 3 3 160,000 7.74 0.95
xxi Gas, electricity and water 1,984 1.22 28,000 1.35 0.9
xxii Transport & Communication 8,678 5 . 3 6 1 5 5 , 0 0 0 6 . 5 3 0.82
xxiii Distributive trades 2 0 , 5 6 8 12,58 2 5 9 , 0 0 0 11,56 1.09
xx iv Insurance, Banking & Finance 5 , 4 7 4 3.38 78,000 3.77 0.9
X X V Professional & Scientific 
services 2 7 , 4 4 3 1 6 . 9 4 5 5 1 , 0 0 0 16.98 1
xxvi Miscellaneous services 18,793 11.6 2 4 1 , 0 0 0 11.66 0.995
xxv ii Public administration & defence 14,295 8.82 1 4 4 , 0 0 0 6 . 9 7 1.26
Total 161,958 2,067,000
Source: Department of Employment, Scotland.
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Table 3 13.
Location Quotients for Tayside Industry, 1978 
Minimum Order of List Headings of SIC
SIC
Order
Description Tayside Scotland L.Q's
Amount of 
employees
0/ Amount of 
employees %
001 Agriculture 6 , 1 9 8 3.83 4 1 , 5 0 0 2 1.91
003 Fishing 219 0.135 2 , 1 0 0 0.08 1 . 6 8
104 Petroleum & natural gas 603 0 . 3 7 2 1 0 , 2 0 0 0.49 0.76
2 1 2 Bread & flour, confectionery 1,074 O .6 6 3 1 1 , 5 0 0 0.55 1 . 2
214 Bacon, meat & fish products 907 O . 5 6 16,900 0.81 O .6 9
218 Fruit & vegetable products 997 0.615 5 , 0 0 0 0.24 2 . 5 6
262 Mineral oil refining 273 0.168 2,400 0.116 1.45
212 Pharmaceutical chemicals 599 0 . 3 7 4,300 0.21 1.76
276 Synthetic resins and 
plastic materials 398 0.24 3,500 0.169 1.42
331 Agricultural machinery 655 0.4 3,800 0.183 2.18
332 Metal working machine tools 636 0.39 2,800 0.135 2.85
338 Office machinery 1,129 0.7 4,100 0.198 3.53
339 Other machinery 913 0 . 5 6 16,300 0.788 0.71
352 Watches and clocks 5 , 7 0 5 3.52 6 , 5 0 0 0.314 11.2
354 Scientific instruments 1,009 0 . 6 2 8 , 3 0 0 0.4 1.55
1—
1 
V
O
 
K
V Electric machinery 778 0.48 7,200 0.35 1.37
369 Other electrical goods 765 0 . 4 7 4,700 0.227 2.07
399 Metal industries 1 , 1 7 5 0.72 16,900 0.82 0.88
413 Weaving of cotton & fibres 801 0.49 2 , 4 0 0 0.116 4.22
415 Jute 5,670 3.5 5,700 0.27 12.96
471 Timber 872 0 . 5 3 8 8 ,9 0 0 0.43 1.25
486 + 
485
Printing & publishing of 
newspapers 2,513 1.55 1 0 , 4 0 0 0.5 3.1
489 Other printing, publishing 1 , 2 6 4 0.78 1 2 , 9 0 0 0 . 6 2 1.26
491 Rubber 826 0.51 6 , 5 0 0 0.314 1.62
496 Plastic products 57 0 0.35 4,100 0.198 1.76
602 Electricity 1,150 0.71 18,100 0.875 0.81
708 Postal services & ) 
Telecommunications ) 2 , 7 0 9 1.67 34,000 1.64 1.02
Source: Department of Employment, Scotland.
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Table 3.14 Tayside Employees in Employment 1971-1978 (’000)
1971 1972 1973 1974 1975 1978
Total % Total % Total % Total % Total % Total %
Primary 9.1 5.7 8.8 5.6 8.7 5.4 8.4 5.2 8.4 5.1 7.6 4.7
Manufacturing 52.5 33.2 49.9 31.9 50.1 31.0 52.1 32.1 48.9 29.5 45.4 28.1
Construction 12.4 7.9 11.8 7.6 13.7 8.5 12.9 00 13.1 7.9 11.9 7.3
Services 84.2 53.2 85.8 54.9 89.0 55.1 88.9 54.7 95.0 57.4 97.0 59.9
TOTAL 158 156 161 162 165 162
V_A
o Source:- Report and Survey 1980, Tayside Structure Plan
the rate of employment. The highest level of employment in this 
sector can be seen in 1973, and ever since, this sector has been 
releasing its labour force. This indicates that this sector has 
been unable to continue its importance as a large employer in the 
region. This is partly because the resources spent on regional 
house building and house development, road construction and 
improvements, and other regional physical development, by the 
private and public sectors^have been declining since 1973 and 
partly because of use of new technology. This trend might have 
given rise to contraction in the labour force in other sub­
contracting and allied industries such as engineering and 
electrical goods, building materials and utilities in the region, 
due to the lower demand created from construction. This is clearly 
illustrated in table 3.15. When the labour force in construction 
fell from 8.52% in 1967 to 7.33% in 1978 the aforesaid industries 
during the same period also experienced a declining trend in 
employment.
One of the most significant features of the Tayside economic 
structure is that the service sectors have been expanding almost 
continuously since 1971, employing more than half of the total 
labour force in the region. During the period between 1975 and 
1978 the Tayside labour force in services increased by 2.5%, in 
contrast to the decline of employment in the primary, manufacturing 
and construction sectors as well as in the region as a whole.
The Tayside employment statistics can be disaggregated by sector 
according to the SIC main order list headings. Tables 3.15 and 
3.16 show structural changes in Tayside employment during the 
period 1951-1978. Table 3.15 illustrates that the number in
6o
Table 3 15
Tayside Employment, 1951 - 1978
SIC Order 1951 1996 1961 1966 1967 1978
Agriculture, Forestry, Fishing 18,400 1 7 , 4 0 0 16,800 1 4 , 0 0 0 1 2 , 3 0 0 6 , 6 5 8
Mining & Quarrying 700 700 600 500 0 0 940
Total primary 1 9 , 1 0 0 18,100 17,400 14,500 12,800 7 ,5 9s
Food, Drink and Tobacco 7,900 7 , 7 0 0 7 , 2 0 0 7,100 7 , 0 0 0 5,931
Chemicals & Allied Industries 1,200 800 800 800
00LTN 1,441
Metal Manufacture 600 1,000 700 600 900 5 7 4
Engineering & Electrical goods 11,800 12,800 14,000 1 7 , 4 0 0 1 7 , 6 0 0 14,156
Shipbuilding & Marine Eng. 2 , 5 0 0 2,700 1,600 1,200 1,100 1,674
Vehicles 1,000 1,000 800 700 600 589
Metal Goods not elsewhere 
specified 600 600 900 1 , 5 0 0 900 1,866
Textiles 2 9 , 2 0 0 27,300 2 3 , 9 0 0 2 3 , 5 0 0 2 0 ,5 0 0 9 , 5 1 7
Leather, Leather goods and fur 300 200 200 100 100 55
Clothing & Footwear 2,200 1,800 1,200 900 900 1,594
Bricks, Pottery, Glass, Cement 600 600 700 800 1,100 694
Timber, Furniture, etc. 2 , 4 0 0 1 , 9 0 0 1 , 7 0 0 1,800 1,800 1,750
Paper, Printing and Publishing 4,300 4,400 4,600 4,900 4,900 4,414
Other Manufacturing Industries 1 , 9 0 0 1 , 9 0 0 1 , 5 0 0 1,200 1 , 1 0 0 1 , 4 1 7
Total Manufacturing 6 6 , 5 0 0 64,700 59,600 62,500 5 9 , 0 0 0 45,454
Construction 13*300 14*500 1 2 , 9 0 0 14,100 1 4 , 5 0 0 11,870
Gas, Electricity & Water 2 , 5 0 0 2 , 4 0 0 2,600 2,800 2 , 7 0 0 1,984
Transport & Communications 12,000 1 1 , 3 0 0 10,400 9 , 1 0 0 8 ,2 0 0 8,678
Distributive Trades 18,800 2 0 ,3 0 0 2 3 , 0 0 0 22,600 2 0 ,6 0 0 20,368
Insurance Banking & Finance 3,300 3,200 3,500 3,900 4,700 5 , 4 7 4
Professional & Scientific 
services. 16,000 17,100 1 9 , 5 0 0 22,600 23,400 27,443
Miscellaneous services 1 9 , 0 0 0 17,700 16,300 17,100 15,700 18,795
Public Administration & 
Defence 9,700 8,600 7,400 7 , 5 0 0 8,500 14,295
Total services 81,300 80,600 82,700 85,600 83,800 97,035
Grand total 180,200 177,700 172,800 176,700 170,100 161,955
Source: Department of Employment, Scotland.
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employment declined during 1951-1978 by 60% in the primary sectors, 
by 32% in manufacturing and by 11% in construction. The numbers 
in employment in the service sector has increased by 16% during 
this period. However, it should be noted that the figures given 
in the table 3.15 for the period 1951-1967 are not consistent with 
those for 1978 because of changes in the boundaries of the Tayside 
Region in 1975. Data were not available to distinguish the number 
of employees in the North of Fife by MLH of the SIC. However, it 
can be seen that the total number of employees in this area in the 
1960's within Tayside's jurisdiction, was in the range of 2,000-
3,000 which was less than 2% of Tayside's labour force in 1978.
Table 3.16 expresses the numbers in employment from 1951 to 1978 
in Tayside. This facilitates the analysis of Tayside's economic 
structure in dynamic terms. Thus one can examine the sectors of 
the Tayside economy which were growing most rapidly and those 
which were contracting over the last 26 years.
It may be seen that the agricultural sector has been contracting 
significantly in terms of employment since 1951. The labour force 
in this sector has been reduced from 10.21% in 1951 to 4.11% in 
1978. There has also been a dramatic decline in employment in the 
textile industry which provided a living for 16% of the Tayside 
labour force in 1951. In 1978, textiles only employed 6% of the 
total labour force. Other manufacturing, such as shipbuilding and 
marine engineering, clothing and footwear, timber and furniture, 
also declined in terms of employment.
The growth sectors in Tayside which expanded during the period 
1951-1978 were chemicals and allied industries, metal manufacturing,
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Table 3 16.
o . </0
Tayside Employment, 1951 - 1978
SIC Order 1951 1 9 5 6 1961 1966 1 9 6 7 1978
Agriculture, forestry, Fishing 10.2 9 . 7 9 9.72 7.92 7 . 2 3 4.11
Mining & Quarrying 0.39 0.39 0.35 0.28 0 . 2 9 0.58
Total primary 10.59 10.18 10.07 8.2 7 . 5 2 4 . 6 9
Food, Drink and Tobacco 4.38 4.33 4 . 1 7 4.02 4 . 1 1 3.66
Chemicals and Allied Industries 0.67 0.45 O .46 0.45 0 . 2 9 0.9
Metal Manufacture 0.33 O . 5 6 0.4 0.34 0 . 5 3 0.35
Engineering & Electrical goods 6 . 5 6 7.2 8.1 9.85 1 0 . 3 5 8.74
Shipbuilding & Marine Eng. 1.39 1.52 0.93 0.68 0 . 6 5 1.03
Vehicles 0.55 O . 5 6 O .46 0.4 0 . 3 5 O . 3 6
Metal Goods not elsewhere 
specified 0.33 0.34 0.52 0.85 0 . 5 3 1.15
Textiles 16.2 1 5 . 3 6 13.83 13.3 1 2 . 0 5 5.9
Leather, Leather goods and fur 0.17 0.11 0.11 0 . 0 6 0.06 0 . 0 3
Clothing and Footwear 1.22 1.01 0.7 0 . 5 1 0.53 0.86
Bricks, Pottery, Glass, Cement 0.33 0 . 3 4 0 . 4 0.45 O .65 0.43
Timber, Furniture, etc. 1.33 1 . 0 7 0.98 1.02 1.06 1.07
Paper, Printing & Publishing 2.39 2.48 2.66 2.77 2.88 2.72
Other Manufacturing Industries 1.03 1.07 0.87 0.68 0.65 0.87
Total Manufacturing 3 6 . 9 0 3 6 .4 34.59 35.38 34.69 28.07
Construction 7.38 8.06 7 . 4 6 7.98 8 . 5 2 7.33
Gas, Electricity & Water 1.4 1.35 1.51 1.58 1.59 1.22
Transport & Communications 6.66 6 . 3 6 6.02 5.15 4.82 5 . 3 6
Distributive Trades 10.43 11.42 13.32 12.79 12.11 12.58
Insurance, Banking & Finance 1.83 1.8 2 . 0 3 2.21 2.76 3-38
Professional & Scientific Service s 8.88 9.62 11.3 12.79 1 3 . 7 6 1 6 . 9 4
Miscellaneous Services 10.54 9 . 9 6 9.43 9 . 6 8 9.23 11.6
Public Administration & 
Defence 5.4 4.84 4.28 4.24 5 8.82
Total services 45.14 4 5 . 3 5 47.89 48.44 4 9 . 2 7 59.91
Total number of population 4 5 1 , 2 0 0 4 5 2 , 0 0 0 452,300 449,800 4 4 7 , 3 0 0 402,930
Total employment as a % of 
population. 39.93 39.31 38.2 39.28 38.03 40.19
Sources: Annual Report^ Registrar General, Scotland.
Department of Employment, Scotland.
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engineering and electrical goods, other metal goods, building 
materials and the service sectors. There was a considerable rate 
of expansion in almost all of the service sectors. The professional 
and scientific services, for example, expanded significantly, 
increasing its labour force by about It % between 1951 and 1978.
Table 3.16 also reveals that total employment as a proportion of 
total population grew from 39.93% to 40.19% during the period 
between 1951 and 1978. This indicates, as a whole, that employment 
opportunities in the region increased by 0.26%. This can be 
compared with an increase in the labour supply. Table 3.17 gives 
a general idea of the increase in the Tayside labour supply over 
the period 1971-1981. It reveals that the labour supply rose as a 
proportion of total population from 56.5% in 1971 to 58.8% in 1981, 
indicating a 2.3% increase. This clearly suggests that the Tayside 
economy was unable to create sufficient demand for its labour 
supply during the past decade.
Structural changes in the Tayside economy can be compared with 
Scottish and the U.K. averages in order to identify some prominent 
characteristics of the region. Table 3.18 reveals that many 
manufacturing sectors in Tayside have been contracting in accord­
ance with the broad pattern of decline in Scotland and the U.K. 
Agriculture, food and drink, metal products and even some of the 
new growth sectors, such as electronics-^ have been declining in 
line with the trends in Scotland and the U.K. At the same tim$ 
some developments in some sectors in the U.K. and Scotland were 
also visible in the Tayside Region. Chemicals and allied 
industries, other manufacturing, and metal goods not elsewhere 
specified, for example, grew in line with the national trends
Table 3.17
Tayside Region: Population by Age
Total Percentage Aged:
Year Population 0-15 16-64 Over 64
1971 397,605 25.9 56.5 22.7
1981 391 ,846 21.9 58.8 25.8
Source: Registrar General for Scotland, Annual Reports
1975, 1981.
between 1967 and 1978.
This table also reveals some exceptions. There were some sectors 
in the Tayside Region, which were expanded even when the same 
sectors in Scotland and the U.K. were contracting; for example, 
mining and quarrying, shipbuilding, vehicles, timber and furniture, 
and transport and communication.
However, it should be noted, that there is a paradox between 
growing productivity and a declining labour force. In some sectors, 
agriculture in particular, productivity has increased due to the 
introduction of new technology, so that they could dispense with a 
part of their labour force. Hence, the decline of agriculture in 
Tayside, in terms of employment does not mean that its output 
declined in the 1960s and 1970s. In fact, the output of the 
agricultural sector has increased and so also has the productivity
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Table 5 18
Comparison of employment structure of Tayside Region 
between Scotland and the U.K., 1967 - 1978
o/
/ ■ J
SIC Order
Tayside
1 9 6 7
Scotland U.K.
1978
Tayside Scotland U.K.
Agriculture, Forestry, Fishing 7.23 5.2 2.58 4 . H 2 . 3 2 1.7
Mining & Quarrying 0.29 2.6 2.59 0.58 1.89 1.51
Total primary 7.52 5.8 4.77 4 . 6 9 4.21 3.21
Food, Drink and Tobacco 4.11 4.9 5.45 3 . 6 6 4.4 3.16
Chemicals & Allied Industries 0 . 2 9 1.5 2.15 0.89 1.69 2.06
Metal Manufacture 0.55 2.4 2.62 0.35 1.79 2.02
Engineering & Electrical goods 10.55 8.8 9.09 8 . 7 4 7.3 8.06
Shipbuilding & Marine Eng. 0 . 6 5 2.5 0.89 1 . 0 3 1.98 0.8
Vehicles 0.55 1.9 5 . 6 2 O .36 1 . 6 9 3.4
Metal Goods not elsewhere 
specified 0.55 1.2 2 . 5 6 1.15 1.4 2.38
Textiles 1 2 . 0 5 4.5 5 . 0 8 5.88 2.66 2.18
Leather, leather goods and fur O.Oo 0.2 0.23 0.03 1 .6 4)
)
0.18
Clothing and footwear 0.55 1.5 2.11 0.86 1.69
Bricks, Pottery, Glass, Cement O .65 1.2 1.42 0.43 0.83 1.18
Timber, Furniture, etc. 1.06 1.2 1.21 1.07 0.98 1.16
Paper, Printing & Publishing 2.88 2.7 2.68 2.12 2.08 2.39
Other Manufacturing Industries 0.65 0.8 1.38 0.87 0.78 1 . 4 7
Total Manufacturing 54.68 55.0 3 6 . 4 7 28.07 2 9 . 2 2 32.13
Construction 8.52 8.8 6.83 7.33 7.74 5.6
Gas, Electricity & Water 1.59 1.6 1.9 1.22 1.355 1.54
Transport & Communication 4.82 7.5 7.09 5 . 3 6 6 . 5 3 6 . 3 7
Distributive Trades 12.11 12.9 1 2 . 2 5 12.58 11.56 12.04
Insurance, Banking & Finance 2.76 2.2 1 5 .4 8) 3.38 3.77 21.27;
Professional & Scientific Service:Sl3.76 12.5 ) 16.94 16.98
>
/
Miscellaneous Services 9.25 8.5 8.76 11.6 11.66 IO .63
Public Administration & Defence 5 5.7 6.45 8.82 6 . 9 7 7.2
Total services 4 9 . 2 6 50.5 51.95 59.9 58.82 59.05
Sources: Department of Employment, Scotland.
Scottish Abstracts of Statistics, 1971, 1979 and 1961 
Annual Abstracts of Statistics, 1971, 1979 and 1981.
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of the labour force. The other important fact emerging from this 
situation is that the agricultural sector has responded well to 
the new technology since the 1950s. On the other hand, in the case 
of manufacturing industries such as textiles, shipbuilding, etc., 
the decline in the work force went with a decline in output due to 
a continuous fall in demand for finished goods attributable to 
lack of competiveness with other industrial countries, and to the 
effects of the current international recession.
5
3.1.3.3 ANALYSIS OF TAYSIDE'S ECONOMIC STRUCTURE BY SECTORS
Attention will be centred in this section on the performance of 
some of the major sectors in the region. This will enable the 
identification of the main advantages and disadvantages which have 
resulted from the economic development of the Tayside Region 
during the past years.
Agriculture is one of the most successful sectors in Tayside.
Mixed farming is a prominent characteristic of this sector. It 
includes the production of cereal, cash and fodder crops, and 
dairy farming. Most of the specialised farming takes place in the 
lowlands. The lowlands of Tayside enjoy a low rainfall, extensive 
duration of sunshine and productive soils. They normally benefit 
from freedom from late spring frosts. These advantages have 
helped the concentration of potato, soft fruits (raspberries and
5. Department of Scotland Agriculture and Fisheries. "Economic 
Report on Scottish Agriculture" 1980.
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strawberries ,blackcurren4s)and market garden products such as 
tomatoes, peas and carrots. The potato production has become a 
regional speciality, and Tayside accounts for nearly 50% of 
Scotland's potato production.
The Tayside Region has 90% of Scotland's raspberry acreage, with 
an annual production of about 10,000 tons. Nearly 90% of fruit 
production goes to canneries and jam factories in Dundee, Blair­
gowrie, Forfar, Montrose, Carnoustie and Arbroath. The rearing 
of pedigree livestock is another characteristic of farming in 
Tayside. There are annual bull sales in Perth, in which almost 
every region of Scotland takes part.
In the past, the fishing industry played a significant role in the 
Tayside economy. The number of persons employed in it has been 
declining, partly because of the introduction of new technology, 
and partly because of the competition from foreign vessels. How­
ever, as shown in table 3.12, the proportionate share of fishing 
in Tayside, in terms of employment, is higher than the Scottish 
average. This indicates fishing still plays a prominent role in 
Tayside when compared to the other parts of Scotland. Therefore 
it may reasonably be concluded that the fishing industry should be 
given attention in the future industrial expansion programmes for 
the Tayside Region.
Textiles has made up a large part of the traditional base of the 
Tayside economy. In terms of employment, about 90% of the British 
jute industry belongs to Tayside. The jute industry employed 60% 
of the workforce in the textile sectors in the Region in 1978.
As a whole, textiles accounted for 21% of the total manufacturing
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employment in the region in 1978. There are also many jobs 
indirectly associated with textiles. Transport and dock workers, 
who carry finished goods and inputs to and from factories are 
dependent on the region's textile industry. Also, textile plants 
need regular servicing and machine tools, spare parts and other 
accessories. There are many engineering firms located in Tayside 
to give engineering services to the textile industry. Therefore, 
the textile industry generated many millions of pounds directly 
and indirectly in the region in 1978.
However, the fact that the jute industry in Tayside has been
r
collapsing since the Second World War is well known. The main 
reasons for this, which emerged in the present study, is the fact 
that the region has no locational advantages in terms of having 
natural resources i.e. jute; but it localised in Tayside 
specifically during the late 19th and early 20th centuries, 
because of enterprising local people. There have been, and still 
are, trade relationships with the jute producing areas in the 
world in particular, India and Bangladesh. As colonies of Britain 
they could supply all the jute requirements to the textile 
factories in Tayside at cheap rates. After independence, this 
situation changed because these countries entered the world market 
so that they could sell their jute at competitive prices to other 
countries as well. Consequently, the price of jute increased and
6. McDowall, S and Draper, P. Trade Adjustments and the British 
Jute Industry, Fraser of Allander Institute, Glasgow, 1978*
Howe, W.S., The Dundee Textiles Industry, 1960-1977, Aberdeen 
University Press, 1982.
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many textile manufacturers in Tayside had to face higher 
production costs against low prices for finished goods.
Since the late 1960s polypropylene resin has been introduced to 
textiles in place of jute. In terms of growth, the output of the 
polypropylene textile industry rose by an average 10% a year in 
the 1970s. In 1978, its production reached a near record level.'7 
This suggests that the textile industry in Tayside has responded 
well by adopting new technology. McDowall commented, "It seems 
that the polypropylene producers could eliminate jute from almost 
all its traditional markets by the adoption of the appropriate
Q
pricing policy". This implies that there are positive hopes 
concerning the ability of polypropylene to overtake the jute 
industry in Tayside in future. Therefore^the newcomer to the 
industry is responsible for its survival to a certain degreee.
However, the change in technology to polypropylene gave rise to 
some unfavourable results to the Tayside economy. Unlike jute, 
polypropylene is less labour intensive in production. This means 
it needs about one-sixth of the labour required for jute to produce 
the same output of finished goods. Consequently, polypropylene 
producers have to release part of their workforce. This partly 
explains the dramatic decline of the labour force in this sector.
7. Special Industrial Correspondent, Dundee Courier, 23.5.79.
8. McDowall, S. Trade Adjustments and the British Jute Industry 
Page 22.
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The statistics on employment for the recent past indicates that 
the total labour force in this sector fell from 12% in 1967 to 
5.8% in 1978, representing a 55% decline over the eleven year 
period. Therefore, it is clear that the textile industry may no 
longer dominate the Tayside economy as a major employer.
The engineering industry has taken the place of textiles in the 
Tayside economy since the Second World War. There are about 200 
engineering companies registered with the Tayside Region Industrial 
Office. They include large-scale world famous industries and also 
small-scale family businesses and sub-contractors. As a whole, 
the engineering industry in Tayside employed 8.7% of total labour 
force in 1978 which was greater than that in the textile industry. 
This rate is still slightly lower than the Scottish and the U.K. 
averages. (See table 3.18).
Engineering in Tayside can be classified into four sub-divisions 
for the purpose of analysis, namely precision engineering, 
agricultural engineering, new engineering growth industries, such 
as electronics, and oil-related engineering industries.
Precision engineering industry is playing an important part in the 
Tayside economy, employing approximately 16% of the total 
manufacturing work force in 1978. It was originally designed to 
service the declining textile industry in the post war period. In 
this period multi-national companies such as Timex, N.C.R., Veeder 
Root, Holo Krome and Interplex formed subsiduaries in Tayside.
Their production lines varied from assembling watches to the 
production of machinery components, machine tools^and cash registers. 
These large companies provide more than 60% of the total employment
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in this sector. Timex, for example, employed about 5,500 people, 
of whom 3,600 were female, until late 1982. N.C.R., which is one
of the major technical organisations in Tayside, employed nearly 
1,050 production and engineering staff in 1979.
The main characteristics of Tayside's agricultural engineering is 
the variety of small agricultural engineering firms. Some of these 
are continuing to increase their number of employees, while some 
other companies in this sector have diversified in order to provide 
services to other fields in engineering.
However, as shown in the section 3.1.3.2, employment in engineering 
has also been in decline since the late 1970s. During this period, 
new lines, in particular electronics and North Sea oil-related 
engineering, entered into the engineering sector in the Tayside 
Region. The existing skills in the field of precision engineering 
gave rise to a new electronic industry in the Tayside economy.
These skills, together with the continuing spending on research 
and development work, have helped N.C.R to make electronic products 
such as self-service banking terminals, automatic cheque reader/ 
sorters and Timex to make three dimensional cameras and home 
computers.
The other new growth sector in the region, developed since the 
early 1970s, is the oil related engineering industry. The region 
has two main oil based towns, Dundee and Montrose. Because of the 
advantages of the region's North Sea coast line, Tayside companies 
have been able to offer a whole range of oil field products and 
engineering services, such as module fabrication, pumping and 
drilling tools, pipe handling, testing and safety equipment,
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communication equipment, and repair work. The involvement of 
Tayside Region in the North Sea oil industry started in late 1971, 
when the British Petroleum company decided to establish their 
main North Sea base in Dundee.
Since 1971, the oil fields specifically Forties, have been serviced 
from Dundee. Since 1972, the Queen Elizabeth Wharf in Dundee has 
shipped supplies and materials to feed rigs and platforms in the 
Forties field in the North Sea. Currently, the Forties field 
produces more than half a million barrels of oil per day. It is 
one of the major contributors to the U.K's flow of oil from the 
North Sea.
After B.P., there followed the arrival of another major oil company, 
Conoco. This company has continued to support a supply centre, for 
the Murchison oil field. Other Tayside companies which have been 
actively involved in the North Sea Oil industry are Otis Pressure 
Control, Drexel Equipment (U.K.) Ltd., and Kestrel Marine Group 
Ltd. The work of Kestrel Marine which has a work force of 600 in 
Dundee involves mainly the building and seafastening of topsides 
for drilling platforms in the Morecambe oil field. They have also 
done fabrication work for a part of B.P's Magnus field.
Given a brief account of the structure of the North Sea oil related 
industry, the question may be raised about the way in which this 
industry has been able to contribute to the region's economy. One 
of the main factors is the number in employment generated by the 
oil-related work in Tayside. Table 3.19 shows employment in 
companies of Tayside Region and Scotland which are directly and 
wholly related to the North Sea oil industry. This table reveals
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Table 3.19
Tayside Region and Scotland: Employment in 
Companies Wholly Related to North Sea Oil 
Industry. 1974-1979
(Thousands)
1974 1975 1976 1977 1978 1979
Tayside Region 0.27 1.1 1.44 1.76 2.05 2.32
Scotland 13.47 20.05 27.1 28.63 23.99 44.76
Source: Scottish Abstract of Statistics. No.11 1982
that the total number in employment in oil related industries in 
Tayside has increased by(*6% between 1974 and 1979, which is 
higher than the Scottish average of nearly 39% during the same 
period.
There are a number of other companies in Tayside which are 
providing services indirectly to the North Sea oil industry. In 
many cases they give secondary services to the companies which are 
diversifying their main product lines. The Sid!aw Group, for 
example, which was a leading textile manufacturer in the region, 
provides engineering services to the North Sea Oil industry. This 
accounted for 20.6% of the total output of the Sid!aw Group in 
1979. However, it was not possible to obtain the accurate data 
for this study needed to quantify the indirect labour in Tayside 
involved with the North Sea Oil industry.
The work on North Sea Oil has also been beneficial to Tayside's
7^
expansion of its port facilities and the development of its road 
transport network. The growth of oil related industries has meant 
increasing sea and road traffic. This implies development of 
harbour facilities and road transport. Since the start of the 
oil-related activities in 1971, 1,500 feet of new quay have been 
added to the port facilities of Tayside. These consist of 860 
feet of Princess Alexandra Wharf, 240 feet of Camperdown dock, 
and 400 feet of Prince Charles Wharf of Kestrel Marine. Another 
capital investment, costing abour £250,000, for a new Pilot cutter
has been made to facilitate the operation of a great variety of
g
oil related craft which call at the Dundee port. The Tayside 
Regional Council has also undertaken development of a dual 
carriageway road transport network, which facilitates the 
improvement of the relationships of Tayside with the North of 
Scotland oil based centres.
3.1.3.4 PRINCIPAL FEATURES AFFECTING TAYSIDE INDUSTRY 
Some Favourable Factors
The Tayside Region has many locational advantages which are 
favourable to industrial development. It has easy access by road, 
rail, sea and air to and from other parts of Scotland and the U.K. 
A dual carriageway trunk road system links Dundee to Scotland's 
national motorv/ay network. Tayside has its own airfield, roll-on, 
roll-off cargo handling facilities and main British Rail links 
with South and North.
During the past years the training establishments such as Dundee
9. This was gathered from a discussion with the Chairman of 
Dundee Port Authority, Dundee.
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University, the College of Technology, Kingsway Technical College, 
produce between 10% and 25% of the Scottish output of technicians, 
senior technicians, electrical and electronic engineers, and 
computing personnel.^ The female labour force with skills in 
assembly work, has been an advantage in attracting subsiduaries of 
multi-national companies to the region. When compared with 
Scotland and the U.K., Tayside also has a less expensive work 
force.
The living environment in Tayside has been valued highly by the 
Tayside Regional Council and the cost of living is lower than 
other regions in the U.K. British Telecommunication in Dundee is 
providing a service with modern technology. It has expanded its 
activities, and links have been programmed for total modernization 
and extension with "System X". Its activities are well ahead when 
compared to the other industrial centres in the U.K.^
One of the factors most favourable for the regional industry in 
1979 was the variety of regional assistance provided by central 
government. (This factor is discussed further in a later section)
Some Unfavourable Factors
Tayside is short of both land and premises for industrial develop­
ment. The most suitable premises for industries are in the Tayside
10. Tayside Industrial Office. Dundee Project, 1982-
11. These factors were gathered from a discussion with the 
Assistant General Manager, British Telecommunication in 
Dundee.
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lowlands where agriculture production is most successfully 
established. Therefore, any expansion programmes for manufacturing 
especially in Dundee and Angus Districts, might have a significant 
impact upon the existing agricultural production.
On the other hand, it is clear that the sites and factories which 
could have top priority in any expansion programme have already 
been used. One way to deal with this problem could be to use 
abandoned factories and their premises where there are already 
infra-structure facilities available. The provision of sewers and 
water supply to new sites for both housing and industry is said to be 
extremely expensive. The capital allocation needed, set by the 
government for this purpose, is insufficient according to the Annual 
Accounts of Tayside Regional Council for 1979.
The interviews conducted for the present study suggested that rate
increases by the local government have a considerable negative
impact on local industries. It was said that the "additional
charges on Tayside businesses are greater than those faced by their
12competitors elsewhere in Scotland". The most severe consequence 
of the rate increases is the difficulty they cause for the 
survival of some businesses. This is because any increases in 
costs which cannot be recovered from increasing either selling 
price or productivity puts the businesses in danger. Therefore, 
if the pressure of high cost is too severe, it may cause the 
closure of businesses. The rates outside Dundee, the main city of 
Tayside, are considerably lower than the main city. In this case,
12. Dundee and Tayside Chamber of Commerce and Industry, Dundee 
Tayside , Vol.24^No.1,1985, p.465-
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further increase in rates may force the firms in the city to move 
out of the city region. Also, businesses which have their 
expansion programmes may not be able to continue given the rising 
rates and other taxes.
3.1.3.5 THE IMPACT OF INDUSTRIAL DECLINE ON THE REGIONAL 
ECONOMY
The decline of industry has had negative effects on the regional 
economy. A disturbed labour market due to higher level of 
unemployment, net outward migration, a comparatively lower level 
of gross earnings, and labour disputes are some of the problems 
associated with the declining industries.
The figures of unemployment compared to the U.K. and Scottish 
averages are given in table 3.20. This table shows that the rate 
of unemployment in Tayside between 1973 and 1979, was lower than 
the Scottish average; but it is higher than the national average. 
One of the main features of the Tayside economy for many years has 
been a level of unemployment substantially higher than the 
national average. However, as shown in Table 3.6, this problem 
has most severely affected the Dundee District, and a few towns 
in the Angus district such as Arbroath.
Unemployment can be explained as a disturbance of the free 
operation of the labour market. The supply of labour is higher 
than the demand and consequently wage levels tend to fall. The 
lower levels of weekly earnings in Tayside Region, when compared 
to the Scottish and U.K. averages, are illustrated in table 3.21. 
During the period 1975-1980, the gross weekly earnings of the
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Table 3.20
Unemployment in Tayside, Scotland and the
U.K. 1973 - 1979
(%)
1973 1974 1975 1976 1977 1978 1979
Tayside Region 4.1 3.0 4.0 6.1 7.4 7.4 7.9
Scotland 4.3 3.6 4.6 6.5 8.3 8.3 8.1
U.K. 2.6 2.6 4.1 5.4 5.8 5.7 5.3
Sources: The Scottish Abstract of Statistics, No.11, 1982
Regional Trends 1982. Central Statistical Office, 
H.M.S.O., 1982
male and female work force were considerably lower than those of 
Scotland and the U.K., and this means that the long term 
unemployment has disturbed the determination of an optimal wage 
rate for Tayside labour.
The relatively low wage level implies a low level of purchasing 
power, and may depress the level of effective demand. The lower 
demand can have a decisive impact upon the survival of local 
businesses. However, a proper analysis of this subject needs an 
examination of the structure of unemployment by industrial sectors 
and wage rates, which is outwith the scope of the present study.
Outward migration is one of the striking features resulting from 
the decline of industry in the Tayside Region. The hypothesis 
examined in section 3.1.2, has suggested that there is a close 
relationship between the rate of emigration and the rate of
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Table 5 21.
Average V/eekly Earnings of Manual and 
All Employees, 1968, 1977 - 1980.
Source: Scottish Abstracts of Statistics, 1971, 1981*
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unemployment. The higher rate of outward migration implies lower 
demand for the goods and services provided by local industries.
This give rise to a reduction in output which leads to further 
contraction of local industries. Therefore, it is clear that the 
higher levels of unemployment, higher outward migration and the 
low level of earnings have been the impacts of declining industry 
upon the Tayside economy. They produce chain reactions unless the 
pattern is broken by adopting an effective development strategy.
There was some labour unrest in major companies in the Tayside 
Region particularly during the period from 1980 to 1983. Most of 
the labour disputes centred not on demands for higher wages but 
on the fear of redundancies and unemployment. One of the largest 
disputes in the Tayside industrial history, took place in late 
1982 and early 1983, when the Timex work force attempted to save 
their jobs. This implies that the industrial harmony of Tayside, 
particularly since 1979, has been changing. Even the growth 
sectors could not absorb the work force released from the 
declining manufacturing industries. Table 3.22 for example, shows 
employment lost in manufacturing in 1981/82. It illustrates, 
clearly, that not only traditional sectors such as textiles, but 
also growth sectors in engineering have lost their labour force. 
This sector, including mechanical, instrument and electrical, has 
accounted for 23% of the total jobs lost during 1981/82, and 6% of 
the total labour employed in engineering sector in 1978. The 
textile industry has lost another 12% of its total labour force 
during 1981/82. As a whole, in 1981/82, nearly 2.5% of the Tayside 
labour force joined the national unemployed work force.
The Tayside Region has been dealing with this crisis by bringing
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Table 3 22
Tayside Region: Employment lost in the Manufacturing
Industries, 1981/1982
SIC
Dundee City Angus Perth & Kinross Total
Jobs
lost
in
Taysid
No. of 
Co's.
No. of
Jobs
Lost
No. of 
Co's
No. of
Jobs
Lost
No. of 
Co' s
No. of
Jobs
Lost
iii !Food, drink &
tobacco 5 215 7 53 12 222 490
iv Coal & Petroleum
products - - — — —
V Chemical & Allied
products 1 15 - - — — 15
vi Petal Manufacturir tg 2 77 2 4 1 6 87
vii Mechanical eng. 10 158 8 224 3 13 395
viii Instrument eng. 2 401 - - 2 2 403
ix Electrical eng. 2 22 1 1 3 65 88
X Shipbuilding &
marine eng. 1 436 3 11 - - 447
xi Vehicles 3 4 1 2 3 14 20
xii Metal goods not
elsev;here specificid 4 22 7 22 3 12 56
xiii Textiles 11 484 5 213 6 475 1172
X V Clothing & Footwec .r - - 3 159 3 6 165
xvi Bricks, Pottery,
Glass, Cement 1 4 1 3 5 98 105
xvii Timber, furniture
etc. 6 95 2 21 8 32 148
xviii Paper, Printing
& Publishing 18 156 7 57 9 43 236
xix Other Hanufacturii
Industries 3 3 2 3 — — 6
Total 69 2092 49 773 58 988 3853
Source: Unpublished data from Tayside Planning Department, Tayside
Regional Council.
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about two major structural changes into the economy, namely 
diversification and attraction of new industries. Many sectors, 
such as textiles, engineering and agriculture have been subject 
to diversification. Many textile companies have diversified into 
multi-products or multi-services. The Sidlaw Group, for example, 
has diversified its production during the 1970s into two new lines, 
namely the distribution of hardware and servicing of North Sea 
Oil and gas exploration and production. The role of textiles in 
the company performance of Sidlaw, fell to 68% in 1979, in terms 
of total turn over.
The agricultural sector is also pursuing a diversification
strategy. Their latest crop is an oil seed, rape, which is mainly
used for the production of cattle feed. On the other hand, most
of the manufacturing sectors have been diversified into new growth
industries such as electronics, North of Scotland oil related
industries, and the production of electrical goods. Low and Bonar
PLC, for example, has diversified its old product line into the
production of electric transformers over and above their other
work with textiles and packaging products. Timex has diversified
from its watch making in to sophisticated computer production and
three dimensional cameras in early 1980sT However, whether this
industrial strategy could produce a positive outcome to the Tayside
economy in terms of creating more employment opportunities or
increasing regional income cannot be assessed due to lack of data
13and is outwith the scope of the present study.
13. See for details Howe, W.S. The Dundee Jute Industry: An 
Economic Organisation StudyT Ph.i> Thesis, Dundee College 
of Technology, 1982.
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3.2 REGIONAL PLANNING AND THE TAYSIDE ECONOMY
Regional planning in Tayside in its present form, ie, the preparation 
of structure plans for the whole region and local plans, began in 
1977. The Structure Plan is a document in which local government's 
aims, objectives, policies and strategies for the future economic 
and physical development of the region are indicated. The Tayside 
Regional Council received formally in 1975 the responsibility for 
the preparation and implementation of the Structure Plan for its 
area covered by the three District Councils.
The Tayside Regional Council was established as a result of the 
reorganisation of local government in 1975, under the Local 
Government (Scotland) Act of 1973. In 1975, the county of the City 
of Dundee and the other three County Councils of Angus, Perth and 
Kinross, 16 burghs and one water board were amalgamated to form 
the Tayside Regional Council and three other District Councils.
The functions and the staff of these bodies were reallocated 
accordingly. The functions of Tayside Regional Council are education, 
social work, the police and fire services, roads and transportation, 
water and sewerage, and other services which include regional planning 
The functions of the District Councils are housing, building control, 
libraries, environmental health, refuse collection and disposal, 
food hygiene and other services.
The Regional Council and the District Councils are supposed to work 
closely together in certain functions. Physical planning, for example 
is a function in which both parties are involved. When the Regional 
Council prepares structure plans, the District Councils are supposed
to assist the Regional Council in preparing the local plans. The 
District Councils are responsible for tourism and recreation 
facilities in Tayside. The Regional Council is also involved in 
operating the same activities. It is also seen, except in tourism, 
recreation and other minor services, in other functions such as 
assisting the Regional Council in preparing the structure plan, the 
cooperation between the two bodies is usually limited. These 
limitations on cooperation is particularly noticeable when the 
Tayside Regional Council and District Councils are governed by 
different political parties. However, these two bodies are working 
jointly in some tasks, especially in attracting new industries and 
in promoting the regional industries both locally and outside the 
region.
The Tayside Region consists of 46 regional electoral divisions.
Each regional division elects one councillor. Each regional division 
is divided into two district electorates and each electorate elects 
one district councillor. Therefore, every ratepayer in the region 
has a regional councillor and a district councillor representing 
him on two separate local bodies.
3.2.1 THE STRUCTURE PLAN AND ITS ROLE IN THE TAYSIDE ECONOMY
The Tayside Regional Council set up the Tayside Planning Department 
(TPD) in order to carry out its function of preparing and 
implementing the structure plans. The main functions of the TPD, 
as recommended by the Royal Commission on Local Government (Scotland) 
in 1969, are intelligence, economic planning, land use planning and
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implementing services. In order to fulfil these assignments, the 
TPD set up four sections, namely, Information, Planning Policy,
Structure Plans, and the Tayside Regional Industrial Office.
The first stage of the structure plan is to collect information on 
the economic structure and on land use. The Information Section 
collects these data and acts as a bank of information. Its 
services are available mainly for the Structure Plan Section, and 
other sections of the TPD and the Tayside Regional Council. The 
Information Section also provides information for other agencies 
which are involved in planning in the region.
The Planning Policy Section is involved in producing policies and 
policy options. These policies have to be derived from the objectives 
of the Tayside Regional Council and they must be in line with 
national policies. This means that the Planning Policy Section consults 
every department of the Tayside Regional Council before designing 
policies. The main function of the Planning Policy Section is to 
assist the implementation of the major investment programmes of the 
Regional Council in accordance with its stated policies. On some 
occasions, the Planning Policy Section is in difficulty in carrying 
out national policies. It is clear that there have been some 
contradictions between the regional and national policies. The 
national agricultural policy, for example, is to give first priority 
to the agricultural production in the land use planning.
However, according to the needs of Tayside for the development of
industry, land required for the industrial expansion sometimes has
to be found at the cost of productive agricultural land. In such
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circumstances, regional policies are more likely to be tied to the 
regional requirements. The Planning Policy Section also examines 
the policies of other agencies, such as the EEC and the District 
Councils in order to achieve compatibility.
The main function of the Structure Plan Section of the TPD is to 
undertake the preparation of the Structure Plan for the Tayside 
Region. Other sections of the TPD work jointly with the Structure 
Plan Section to this end. It is intended that the local plans will 
be produced by the District Councils before the final preparation 
of the structure plan. The Structure Planning Section helps to 
produce the local plans. Several departments of the Regional Council, 
the Water Services, Roads, Transport, and Education in particular, 
are closely involved with the Structure Planning Section at several 
stages in the preparation of the final Structure Plan. The strategies 
needed for achieving the proposed aims and objectives of the plan 
are determined in consultation between the Tayside Regional Council 
and the District Councils.
Finally, the preparation of the structure plans can be outlined as 
follows: first the preparation of forecasts of how the economy, as
a whole, is likely to evolve in terms of population and employment. 
Second, on the basis of the information provided by the Information 
Section, aims, objectives and policies are derived. The decline 
in manufacturing which causes reduced levels of employment and 
regional income, has been given priority in deriving policies and 
strategies in the recent structure plans. The third stage is the 
preparation of draft strategies and the proposed financial plan 
required for major projects in order to implement the strategies.
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After completion of the final structure plan, the Tayside Regional 
Council submits it to the Secretary of State for Scotland 
for approval. At the same time copies of the plan are lodged 
with the principal offices of the four local authorities in Tayside 
for the public. Members of the public are asked to send any comments 
to the Secretary of State for Scotland. Me examines any objections 
and suggestions and may approve the structure plan with or without 
modifications. The strategies proposed in the Tayside Region 
Structure Plan are then incorporated into policies and strategies 
for the whole of Scotland.
The main characteristics of Tayside's regional planning, within 
the context of Scotland as one of the principal regions in the 
national government is its limited power in the implementation of 
strategies, designed for removing the constraints on regional growth.
The Regional Council has experienced, during the past few years, the 
limitations imposed by the Secretary of State on levels of public 
expenditure. The expenditure required by local government does not come 
entirely from the region. On average over half of the expenditure is 
covered by central government grants. In turn central government 
departments also have considerable control over the decisions taken by 
local government. The most important constraint on local expenditure is 
the availability of central funds and permission from the central 
government to borrow. The limitations of financial resources available 
for the Tayside Regional Council have given rise to increases in the 
rates. The increase in rates has affected the growth of the economy14. 
Therefore in spite of the various development strategies proposed
14 See Section 3.1.3.4
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by the Tayside Structure Plans during the late 1970s it can be seen 
clearly from the statistics given in tables 3.16 and 3.18, the 
rates of unemployment and the closures of private companies have 
been increasing continuously.
The key role in the implementation of planned policies is played 
by the Tayside Region Industrial Office (TRIO) of the Tayside 
Planning Department. From the point of view of policies directed 
towards regional economic development, TRIO provides a service with 
regard to new investments and expansion of businesses in the region. 
This service involves providing advice and investment assistance as 
approved by the Secretary of State for businesses in the region, and 
conducting marketing programmes for the promotion of business 
opportunities.
The investment assistance programme provided by the central government 
takes two forms, first, assistance and promotion at company level, 
and second, financial assistance for the region as a whole. Under 
this programme, Dundee and Arbroath have been given "Special 
Development Areas" status. In this, maximum regional incentives are 
available for investors in these two areas. The direct government 
assistance available in Tayside to encourage investment includes 
Regional Development Grants and Regional Selective Assistance.
There are also tax incentives, which allow some firms to avoid paying 
Corporation Taxes, and another series of schemes to encourage research 
and development into new products and production processes.
TRIO, acting on behalf of the Tayside Regional Council, gives some
assistance to help local industry and commerce. These assistance
programmes include the Tayside Business Loans and Grants Scheme,
8 q
the aim of which is to extend the present provision of assistance 
to small businesses, the Employment Recruitment Scheme, and the 
Employment Generation Programme.
TRIO also plays an important role in providing information and 
undertaking various marketing programmes. It maintains business 
registers, such as the Tayside Engineering Register, Tayside 
Manufacturers Register, etc, which are useful in the market for 
sub-contracting work. In promoting the marketability of the 
products of small and medium sized companies, it follows the 
"Tayside Umbrella" approach. This means that TRIO makes arrangements 
for local businesses to take part in trade exhibitions, which help 
to promote their products. TRIO also undertakes business trips 
overseas to attract new investments to the Region and to extend 
export opportunities.
The District Councils also play an important role in improving the 
region's industrial image, especially in providing sites, and 
some infra-structure facilities. Therefore it may be concluded that 
the local authorities in Tayside can contribute to the economic 
development in the region given adequate powers and resources in 
order to implement policies which are geared to the particular 
needs and requirements of the local areas.
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CHAPTER 4
SIMULATION TECHNIQUES FOR CONSTRUCTING 
INPUT-OUTPUT TABLES FOR THE TAYSIDE ECONOMY
INTRODUCTION
When the input-output model is used in regional planning the main 
question that planners may raise is, how these tables can be 
constructed given constraints of time and finance. The survey 
method,which is undoubtedly the most appropriate way of construct­
ing input-output tables, has not received much attention from 
regional planners. The main reason is that the regional planners 
often cannot afford the cost and time needed to conduct surveys 
and process a large amount of data. Therefore^since the early 
development of the work in input-output analysis for application 
in regional planning researchers have focused their attention on 
exploring simulation techniques which need national input-output 
tables together with a limited amount of regional information. In 
this chapter previous work on simulation techniques will be analysed 
so that an assessment can be made of techniques which are less 
expensive; but feasible in meeting the needs of regional planners.
4.1. NON-SURVEY SIMULATION TECHNIQUES
In the 1950‘s and 1960's, and again in the 1980's researchers 
have carried out work on deriving non-survey simulation techniques 
for the use of input-output models. Their attention has centred 
on two alternative methods. Firstly, there has been the applic­
ation of national technical co-efficients for regional input- 
output tables and second, mechanical adjustments for the national
table so as to obtain the regional input-output tables.
4.1.1. APPLICATION OF NATIONAL COEFFICIENTS
Three assumptions have been made in using national coefficients 
for the construction of regional input-output tables. First, it 
was assumed that the national technical coefficients are identical 
with those applicable to particular regions. The second assumption 
was that locally-produced goods and services have a definite 
locational advantage. This means that the input requirements will 
be met from locally produced goods to the extent that the local 
output is sufficient. When the regional producers are unable to 
meet the regional needs then the local firms will import the rest 
of the requirement of inputs. Third, it was assumed that the 
proportion of goods distributed to the final demand sectors in 
the nation is also applicable to the regions.
Based on these assumptions, input-output tables for two regions
1 2in the U.S.A., namely New England and Utah were produced in 1953 
and 1955 respectively. In the New England input-output tables,
Isard estimated the regional outputs for each sector and these 
were multiplied by the national input coefficients to obtain the 
regional technical coefficients. In the final balancing of the 
totals of rows and columns, it was assumed that when the sums of 
the rows were greater than the regional output, the region was a 
net exporter. A negative balance in the rows indicated that the 
region was a net importer.
1. Isard, W. "Regional Commodity Balances and Interregional 
Commodity Flows" American Economic Review, XL11 , 1953, pp.167-180.
2. Peterson, W. Moore, F. "Regional Analysis: An inter-industry 
Model for Utah"» The Review of Economics and Statistics, Vol.37, 
1955, pp.363-383.
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The same methodology, based on the same assumptions, was followed 
by Peterson and Moore (1955) when they constructed input-output 
tables for Utah. They assumed that the input coefficients for 
the nation were identical with those applicable to the region. 
Control totals for the gross outputs of each industrial sector 
were obtained by using direct and indirect procedures. When the 
data on cost structure were not available for filling the 
structural matrix, national input-output coefficients were used 
as a first approximation. In estimating the final demand sectors, 
they assumed that the proportion of final demand to the gross 
outputs of national input-output tables were applicable for the 
regional input-output tables.
According to their terminology, Peterson & Moore have constructed 
a total flow matrix which shows Utah-to-Utah flows with the 
linkages between Utah and the rest of the nation. This means the 
cells of the structural matrix indicate the amount of inputs 
required from the Utah producers as well as from producers outside 
the Utah region. However when the total distribution of row i is 
greater than the estimated gross output of row i, they have 
suggested that the particular industrial sector cannot satisfy 
local demand and therefore it needs to allow other regional sectors 
to import. The difference was substracted proportionately from 
the row of sector i. The reduced amount was then added to a 
separate sector,namely imports.
It is clear that the methodology of Peterson & Moore has given 
rise to some contradiction between their written interpretation 
and the process of constructing input-output tables. This was 
primarily because the input coefficients that they have estimated
for Utah could neither indicate the sectoral production functions 
nor the inter-sectoral trade relationships.
The use of national input coefficients for the regional input- 
output tables is generally subject to two main criticisms. First, 
there are considerable differences between the composition of 
regional and national industrial structures. Second, it is clear 
that there are discrepancies between the regional and the national 
production technology. The sectors in which the regional economy 
is highly specialised due to locational advantages, often use 
different production processes when compared to those which are 
used outside their regions. Therefore regional input coefficients 
cannot be estimated meaningfully without proper examination of 
industrial structures.
4.1.2. MECHANICAL ADJUSTMENTS TO THE NATIONAL INPUT-OUTPUT TABLE
The second method of constructing regional input-output tables 
without using a survey element is to introduce mechanical adjust­
ments to the national input-output tables. The regional input- 
output tables so obtained are dependent upon three main assump­
tions. First, it is assumed that the locational factors determine 
the trading patterns and the technical characters of the industries 
in the region. This implies that the local trade is maximised, 
which means that the regional firms will buy from a local supplier 
to the greatest extent possible. The second assumption is that 
the regional trade coefficients differ from the national technical 
coefficients because of the relative importance of the regional 
import coefficients. Finally, it is assumed that the national
pattern of distribution of sales into the final demand sectors,
q h
and the pattern of purchase of primary imports are applicable to 
those of the region.
There are three kinds of mechanical adjustments discussed in the 
literature. The first can be categorised under the "Simple 
Location Quotient" (SLQ) simulation method, which can be defined 
as follows;
SLQ = eT / Er
where
En / En 1
number of employees in the sector i of the region
number of employees in the region
number of employees in the sector i of the nation
number of employees in the nation.
This method tries to measure the regional specialization of
3
industries relative to the nation in terms of employment. When 
the SLQ is greater than one, it indicates that the industry 
obtains locational advantages from being in the region. It also 
implies that the regional output exceeds the needs of local 
industries and therefore this industry could export their surpluses. 
When the SLQ is less than one, it shows that an industry has no 
regional specialization, so that other local industries need to 
import certain amounts of their requirements of inputs.
3. SLQs can be measured in terms of gross outputs. However in 
the absence of accurate data on outputs of industrial sectors 
in Scotland for the year 1979, employment figures were used 
to obtain the SLQs.
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One of the main characteristics of this model is that the domestic 
flow coefficients of the region cannot be larger than the national 
technical coefficients. This gives rise to a somewhat contradict­
ory situation because of the assumption on which this model is 
based i.e. that the regional trade coefficients may differ from 
that of the nation. When the LQ's are greater than one there is 
no way to distinguish this regional specialization in the model. 
Instead, it assumes, when LQ 5 ?1, that the national technical 
coefficients could be used as regional domestic flow coefficients.
On the other hand the assumption which relates to the commodity 
cross-hauling of the industries cannot, in practice, be applied 
to the regional industrial sectors. They do import and export 
goods and services although they could have done these transactions 
within the region. The SLQ method also does not take the relative 
importance of the purchasing sectors into account.
4
In order to overcome these weaknesses Tiebout suggested some 
modifications to SLQs. His method is called Purchase only or 
"Cross Industry Location Quotient" (CLQ) method. The CLQ's can 
be obtained as follows:
CLQ.. = LQi
LQj
When the CLQ.. 1
Ji
A?.
ij
CLQ. . and
When CLQ.. 1, then = A?, where
* J l U ' vJ
4. Tiebout, C.M. "Input-Output and the Firm: A Technique for 
Using National & Regional Tables", Review of Economics & 
Statistics, Vol. 49, 1967, pp.260-2 .
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regional domestic flow coefficients
A1?. = national technical coefficients
Ji
5
Shaffer & Chu tested the results of this technique against the 
results of SLQ and actual data. They found that the modifications 
proposed by CLQ could not significantly improve the accuracy of 
the results of SLQs.
g
Hewings examined the possibility of using non-survey techniques 
to simulate input-output tables for the West Midlands Region. His 
objective was to test whether the non-survey methods can be useful 
for simulating the regional input-output tables to at least an 
acceptable degree of accuracy in order to reduce the use of full 
scale surveys from the intra-regional input-output models. The 
method employed by Hewings involved SLQ, CLQ and relative supply 
and demand ratios as well as various iterative procedures.
Regional control totals of gross outputs were developed from the 
census of production (1954). His model was also based on the 
three assumptions described at the beginning of this section.
Commenting on the procedure followed by Hewings, Round^ pointed 
out further errors in the estimation of the final demand sectors. 
Round concluded that these errors invalidated the comDarisons and
5. Schaffer, W.A., Chu, K. "Non Survey Techniques for Contructing 
Regional Inter-industry Models", PPRSA, 23 (1969), pp.83-101.
6. Hewings, G.L.D. "Regional Input-Output Models in the U.K.,
Some Problems and Prospects for the Use of Non-Survey Tech­
niques," Regional Studies, Vol.5, 1971, pp.11.22.
7. Round, J. "Regional Input-Output Models in the U.K.; A 
Reappraisal of Some Techniques," Regional Studies, Vol.6, 
1972, pp. 1-9-
97
projections made by the Hewings model. However, it may be 
suggested that Round's comments on Hewing1s work cannot be fully 
justified. This is because his comments were based on the results
g
of comparisons of two models, namely the Welsh model and Hewings 
model and the objectives of the construction of the tables, and 
the sources of data collection are significantly different. There­
fore, given the lack of data, Hewings1 attempt to introduce 
mechanical means for the construction of regional input-output 
tables has merit. His work has aroused research interest in the 
application of non-survey methods in the construction of regional 
input-output tables in the U.K.
g
Morrison and Smith used LQ techniques as advanced by Schaffer &
Chu, for the provisional U.K. Input-Output Tables for 1966, to 
derive estimates for the intra-regional trade coefficients matrix 
for Peterborough. They compared these estimates with an independent 
survey-based input-output table for Peterborough. They accepted 
the disadvantages of using LQs for deriving trading coefficients 
and stated that "resonable estimates of trade coefficients could 
not be produced from a techical matrix which was widely inaccurate 
and there are many reasons why local technical coefficients may 
differ from their national counterparts."^ However, given these 
weaknesses, tests of the Peterborough input-output tables have 
shown that non-survey based tables can provide a reasonable 
approximation to the actual input-output tables. This study has 
also concluded that the "simple location quotient technique is the 
most straightforward of the methods which have been mooted" and
8. Nevin, E.T., Roe, A.R., & Round, J.I. "The Structure of the 
Welsh Economy," University of Wales Press, 1966.
9. Morrison, W.I., Smith, P. "Non-Survey Input-Output Techniques 
at the Small Area Level; an evaluation," Journal of Regional 
Science, Vol.14, pp-1-14.
10. Ibid. p.l.
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also "SLQ have been the more successful of the purely non-survey 
procedure."^ In this way the results of the Peterborough study 
have prodvided some optimism for the use of non-survey techniques 
in simulating the regional input-output tables. Their findings 
also indicated the need for further research in order to improve 
the quality of the non-survey techniques.
Mandeville put forward a non-survey technique which involves 
the use of "representative regional input-output coefficients."
This method implies that some of the selected coefficients can be 
borrowed from the existing regional input-output tables when the 
non-survey based input-output tables are constructed. The reasons 
for borrowing coefficients from an existing survey table is that 
they are able to represent reasonable estimates of regional 
foreign trade, product mixes and the production functions in selected 
cases. This model is based on the assumption that the regions have 
their own survey-based input-output tables. However, in the present 
context, this assumption is not practicable. On the other hand, 
when there is a regional input-output table already constructed 
and based on a survey, then the compilation of a non-survey based 
table with less independence than the existing survey table can 
hardly be justified. The argument is clear. If the aim of 
producing a non-survey input-output table is to test the feasibility 
of non-survey techniques in the construction of regional input- 
output tables, then the methodology used for deriving a non-survey 
based table should be independent of the survey-based table. The
11. Morrison, W.I., Smith, P. Input-Output Methods in Urban and 
Regional Planning: A Practical Guide„ PRAG, Technical Papers
T.P.6, 1976, p.88.
12. Mandeville, T.D. Linking APMAA to Representative Regional 
Input-Output Models; Aggregative Programming Model for 
Australian Agriculture, Research Report No.8, Dept, of 
Agriculture & Economics, University of New England, 1975.
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survey-based table can then be used to test the accuracy of the 
derived methodology. Therefore, this method has some usefulness 
in projecting an existing table for some years ahead, but as a 
non-survey technique, this method has limited value in constructing 
regional input-output tables.
Mandeville's suggestion of using an existing survey table has
13further been extended by Harrigan et.al. They examined the 
results of non-survey techniques using seven different tests. In 
contrast to Morrison and Smith, they concluded that the SLQ 
technique, in these tests, performed badly and failed to prove 
its significance. They found that the "Adjusted Cross Industry 
Location Quotient" (ACLQ) method could provide better results 
than the other non-survey techniques. Harrigan et.al then 
introduced more survey information to the ACLQ and tested the 
results against SLQ and RAS. However, these tests have indicated 
that the ACLQ method with more survey information was not able to 
simulate trade coefficients satisfactorily.
Further adjustments for the SLQ technique have been carried out in
141981 by the same authors. They named their method "Generalised 
LQs" on which the proposed adjustments for SLQ were made. The aim 
of the adjustments was to introduce two main propositions to the 
SLQ methods. First the relative specialization in regional industry 
i,and second the relative requirements of i,for the other inter­
mediate sectors in the region. They defined tV. as a function of
* J
■ - ' Cln4
13. Harrigan,-F. J.5 McGilvray, J.W. J/sMcNicoll, I.H. "Simulating 
the Structure of a Regional Economy3" Environment and 
Planning A, 1980, Vol.123pp.927-936.
14. Harrigan,J., McNicoll, I.H. Superior Information and Non- 
Survey Location Quotient Input-Output Simulation; Observation 
on Methods & Practice  ^ Discussion Paper, University of 
Strathclyde, 1981.
regions relative specialization in industry i, which is denoted
by sr.
f(S-)
The above model has been further extended in order to introduce 
the relative requirements of industry i, as follows;
Then this model implies that the trading patterns of the region 
are determined by the interaction of relative demand and supply. 
The , the relative regional coefficients should be measured as 
follows;
/ a !?, where
I J  I J
denotes the regional technical coefficients and A?, denotes ij 3 i J
the national technical coefficients. If R^. is greater than the 
SLQ.J then tV. = SLQ^^./R^. and if the R ^  is less than the SLQ then
There are two main advantages of this model in regional analysis. 
Firstly it takes into account the possibility of regional trade 
coefficients being larger than equivalent national A*?.. Secondlys
* si
as Harrigan et.al. pointed out^these adjustments do not operate 
uniformly along commodity rows since each cell of the structural 
matrix is subject to modifications. Therefore,this model is free 
from the main weaknesse of LQ techniques, i.e. neglect of the 
effects of commodity cross-hauling. However, unlike other non­
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survey techniques, this model needs a pre-compiled regional 
technical coefficient matrix to obtain the R^.. As pointed out 
earlier, in the discussion of Mandevilie's method, it is very 
unlikely that an independently derived technical coefficients 
matrix for a region will exist. Therefore this model is also of 
some significance in measuring the regional specialization and 
differences in fabrication levels between the region and nation, 
when the actual regional technical coefficients matrix is available. 
Although the objective of putting forward this generalised version 
is to improve the quality of SLQ, it has limited practical value 
as a simulation technique in the absence of actual regional 
technical coefficients.
The second class of non-survey adjustments is called Supply-Demand 
Pool Techniques (SDP) or Commodity Balance Techniques. The main 
purpose of this method is to do adjustments to the national table 
in order to derive regional input-output tables. This idea was 
first originated by Isard, Peterson & Moore in the early 1950s. 
Schaffer & Chu introduced some modifications to SDP method taking 
into account the disadvantages of SLQ technique, primarily the 
implications of regional demand when it is greater than the 
national demand and the importation of goods and services into the 
region even when the LQ of a sector is greater than one. This 
adjustment has been named the Regional Input-Output Table Simulator 
(RIOT) by Schaffer and Chu. It is assumed that the national tech­
nology applies for the regions. Local production is then 
distributed according to the pattern of national sales and the 
local needs. In each row, there is a pool of goods, in terms of
15. Schaffer, W.A., Chu, K. “Non Survey Techniques for
Constructing Reaional Interindustry Models, PPRSA, 23,
(1969)^P.92.
102
value for reallocation. Each column may also have a pool of needs. 
If the row with the pool is greater than its needs then the 
difference is considered to be exports. When the pool of the row 
is less than the regional needs, then the difference is considered 
to be imports. When there is a surplus of goods in the pool, the 
difference is added to the exports. When there is a surplus of 
needs, then the difference is reduced from the row i proportionately 
to A., and added to the relevant cells of the import row.
The assumption of the SDP method is that the regional trade is 
maximised. This means that the SDP technique also does not take 
account of the sectoral cross-haulage. The disadvantage of this 
procedure is that it gives rise to overestimates of the sectoral 
multipliers.
16In commenting on the assumptions of SLQ Su suggested, that the
results would be closer to the actual tables if the estimated
input-output table can absorb actual values for imports. In order
to obtain the intra-regional trade coefficients for an area, he
pointed out that it was necessary to undertake a survey of local
firms to establish a set of import coefficients. The intra-
regional trade coefficients can then be obtained by deducting the
import coefficients from the estimated technical coefficients.
17Schaffer has attempted to test this "import only" procedure. He 
produced a set of regional coefficients from the "export only"
16. Su, T.T. "A Note on Regional Input-Output Models" Southern
Economics Journal, Vol.37, 1970, pp.325-327. 5
17. Schaffer, W.A. "Estimating Regional Input-Output Coefficients", 
Review of Regional Studies, Vol. 11-13, 1972, pp.57-71 •
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procedure and tested the results of the two methods against an 
actual survey-based table. He found his new method could produce 
more acceptable results closer to the survey-based table than the 
results of the "imports only" procedure. However, a series of 
Schaffer's tests on the non-survey techniques such as SLQ, CLQ, 
SDP, imports only, exports only and the survey-based techniques 
have shown that the survey-based procedures remain superior to the 
various non-survey estimating techniques.
18 19 20Miernyk, McDowall and Blake ^  and McNicoll constructed
regional input-output tables following less formal methods;
i.e. an iterative approach specifically in the balancing of the
transaction tables. They all have introduced a considerable
survey element into the tables together with published data and
national input coefficients. Having constructed the input-output
tables with direct surveys Miernyk, McDowall and Blake for example,
used the iterative approach to balance the tables. For this
purpose, McNicoll used "RAS" technique. However^his study does
not show how to identify the role of "RAS" in constructing
regional input-output tables, since he also estimated the
structural matrix, final demand and primary inputs mostly with the
observed data.
18. Miernyk, W.H. Impact of the Space Program on a Local Economy, 
West Virginia University Library, West Virginia., igen*
19. Blake, C and McDowall, S. "A Local Input-Output Table" 
Scottish Journal of Political Economy, 14, 227-242
20. McNicoll, I.H. Some Aspects of the Impact of Oil on the 
Shetland Economy, Unpublished Ph.T> Thesis, University of 
Stirling, 1977.
Jensen et.al put forward a methodology known as the Generation 
of Regional Input-Output Tables (GRIT) system. This technique 
has been developed with the objective of using both national input- 
output tables and primary and secondary data resources available 
in the study region. The GRIT system is therefore clearly a 
combination of survey and non-survey methods. It allows modific­
ations for mechanically produced tables "at the discretion of the 
analysts to produce more realistic input-output tables."22 It is 
clear, that the GRIT system is somewhat similar to the procedures, 
in particular the informal iterative approach in balancing the 
tables, followed by Miernyk, McDowall and Blake, and McNicoll.
One of the main arguments against this iterative approach in the
construction of regional input-output tables is, as pointed out
by Morrison & Smith, the time and effort required for satisfactory
standard of modifications. Morrison and Smith also commented that
"it was not possible to have a great deal of confidence in the
modified matrices, rendering them to be merely pedagogical
23exercises and inhibiting their practical application." This 
scepticism concerning the iterative procedures can hardly be 
justified. Given the fact that limited resources are available, 
if the values of cells are modified, after a significant amount of 
research work in the area, these estimates should be superior to 
those produced by techniques which rely upon less realistic 
assumptions.
21. Jensen, R.C., Mandeville, T.D. and Karunaratne, W.D.
Regional Economic Planning: Generation of Regional Input- 
Output Analysis, Croom Helm Ltd., London, 1975.
22. ibid - p. 9.
23. Morrison, W.I., Smith, P. Inout-Output Methods in Urban 
and Regional Planning: A Practical Guide, PRAG, Technical 
Papers, TP6, 1976, P.86.
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4.2 SURVEY-BASED SIMULATION TECHNIQUES
Since the late 1960s a survey element has been involved in the 
simulation of regional input-output tables, on different scales.
The main objective of these studies has been to improve the accuracy 
of estimated input-output tables. One such technique is called 
"RAS" which is based on the notion that national input-output co­
efficients cannot be applied for the region. This is because there 
are prominent variations in the national and regional industrial 
structures. The applicability of RAS in regional planning has been 
discussed extensively in the U.K., although it has received less 
attention in the U.S.A. and other countries apart from the Netherlands. 
One major characteristic of RAS should be distinguished clearly at 
the beginning of this discussion. RAS technique was originally 
proposed for projections of national input-output tables given the 
data for final demand sectors, intermediate sectors, and primary
input rows for the projected year; but not as a simulation
25technique in constructing regional input-output tables. There­
fore, it is clear that these differences may cause obvious contrad­
ictions between the use of RAS in national and regional contexts.
The main hypothesis of the RAS method is that regional and national 
industrial structures are subject to variations due to differences 
in price, product mix, techniques, capital employed, productivity 
of labour and quantities of imports and exports. All these 
variations are categorised into two groups namely, substitution 
effects and fabrication effects. Firms may buy their inputs from
24. Tilanus, C.B. Input-Output Experiments, The Netherlands,
1948-1961, Rotterdam University Press, 1966T
25. For details see, Department of Applied Economics, University 
of Cambridge3 Input-Output Relationships, 1954-1966: A
Programme for Growth,No.3, 1963,
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regional industries on different scales compared to their national 
counterparts. In effect the regional industries sell different 
proportions of their outputs to the intermediate sectors. This is 
called the substitution effect and is denoted by the letter R..
On the other hand the technology used within the sector may vary 
between regions. This is called the fabrication effects and is 
denoted by 1S -1. The letter A denotes the estimated structural
U
matrix.
This technique is based on several assumptions. First^it is 
assumed that price differences operate uniformly along the rows.
When there are substitution effects and fabrication effects it is 
assumed that all these differences are applicable uniformly along 
the rows and down the columns. Having obtained the survey inform­
ation on regional gross output, final demand sectors, primary inputs, 
and national technical coefficients matrix, an estimated regional 
technical coefficients matrix can be obtained as follows.
1^ = i^ Ao w*lere 1S the estimated technical coefficients
matrix, Aq is the national technical matrix, while R. is the diagonal
matrix of substitution effects and S. is the vector of fabrication
effects. The methods for estimating A-,, S. and R. are discussed3 1 j i
26briefly in Appendix 4.1.
The main advantage of the RAS method is that it takes into account 
the most obvious variations between regional and national industrial 
structures unlike non-survey techniques. Therefore some researchers, 
Morrison and Smith, for example, suggested that the RAS method can
26. For a detailed discussion see Bacharah M* Biproportional
Matrices and Input-Output Change , Cambridge University Press, 
London, 1970. 10?
be used for the simulation of regional input-output tables given 
the data for the marginal totals of rows and columns of intermediate 
inputs and intermediate outputs. They also found RAS to be the 
most superior method they have tested. Morrison and Smith also 
suggested that "in Britain data on sectoral intermediate inputs and 
outputs should be collected from an empirical survey; but this
27survey content is still considerably less than would be required."
However, the main weakness of the RAS technique lies in its 
assumptions, which require adjustments of R and S multipliers 
uniformly down the columns and along the rows. This means that the 
change of intermediate inputs and outputs between the nation and 
the region has to be assigned to each cell evenly without taking 
any account of their contribution to technology and products mixes.
One of the main reasons for the change of technology and product 
mix, in the rubber and plastic products sector, for example, may be 
the replacement of natural rubber by synthetic rubber. As a consequ­
ence the purchases of this sector (rubber and plastic products 
sector) from the local chemical and oil products sector may increase 
while its purchases from other sectors remains constant. It is 
apparent that the difference in the totals of intermediate inputs 
between national and regional tables should be attributed to the 
cells belonging to the natural rubber and the chemical products 
sectors.
On the other hand,it is more likely that the changes in technology 
may occur in relation to the main inputs. When there are small
27. Morrison, W.I., Smith P. "Non Survey Input-Output Techniques 
at the Small Area Level: An Evaluation_," Journal of
Regional Science, Vol.14,No.!, 1974, p.13.
scale changes the final effects of such changes upon the production 
function may not be of great significance. This situation is also 
true in the case of substitution. Theretore5any method which is 
not able to distinguish the variations of substitution and 
fabrication effects by individual sectors is subject to errors of 
over estimation or under estimation of the values of individual 
cells.
28Allen tested the effectiveness of the simple RAS in projecting 
intermediate demands in the U.K. for 1968. Although his work has 
involved examining the use of RAS in the national context, his 
conclusion may be of some value for the regional studies. He used 
input-output coefficients for 1954 and marginal data on intermediate 
inputs and outputs for 1963. He derived two main conclusions. 
First5he found that the RAS model could produce a useful reduction 
in projection errors. His second conclusion was that substantially 
improved results could be obtained when relatively small amounts of 
additional information about major coefficients were introduced into 
the structural matrix.
Lecomber reviewed evidence from other countries and concluded 
that the simple RAS technique was a failure. He found that the 
projections based on the RAS method involves unacceptable upward 
bias. Lecomber suggested that additional exogenous information
28. Allen, R.I.G. "Some Experiments with RAS Method of Updating 
Input-Output Coefficients" Oxford Bulletin of Economics and 
S t a t i s t i c s Vol.36, No.5, 1974, pp.215-218 .
29. Lecomber, J.R.C. A Critique of Methods of Updating, Adjusting 
and Projecting Matrices together with some New Proposals^
Paper presented to Norwich Conference on Input-Output Analysis 
1971.
should be introduced into the updating procedure provided that the 
data were sufficiently available. He then estimated the coefficients 
of these cells separately. However, he found that the alternative 
adjustment procedure he derived for the simple RAS were not able to 
provide any improvements. The main reason was that his adjustments 
could not preserve the positive signs of the cells in the input- 
output tables.
30Some research, the Shetland Study for example., has used the 'RAS 
method as a balancing technique. This means that data for the 
construction of regional input-output tables, including data for 
the structural matrix, are collected as far as possible from 
local surveys. When the data are not available for some sectors 
it is assumed that the input coefficients and the pattern of sales 
distribution in the national input-output tables are applicable 
to those of the region.
In balancing the tables McNicoll used RAS, which assigns the
★ ★
differences of U. and IK, and V. and evenly for every cell along
the rows and columns. If the purpose of R and S multipliers is to
take the substitution and fabrication effects into account, then
the actual data collected from the survey and inserted into the
structural matrix must undoubtedly have incurred these two effects.
Therefore, when the RAS is used in balancing, the differences of
U.-U., and V. -V. are aqain distributed evenly to all the cells i i  J J
without making any distinction between the cells which already have 
adjusted actual data and the cells which have been adjusted using 
the national coefficients. Hence^it is clear that the construction 
of regional input-output tables using local surveys and balancing
30. McNicoll, I.H. Some Aspects of the Impact of Oil on the
Shetland Economy , Unpublished Ph/d Thesis, University of Stirling,
the tables with RAS techniques is subject to error, i.e., first 
overestimating some cells in the structural matrix and secondly 
and consequently, overestimating the multipliers. Therefore3the 
simple RAS method for simulating regional input-output tables is 
of limited use.
The discussion on non-survey and partial survey techniques has now 
offered a logical extension of recent work in the development of 
regional input-output models, together with a critical analysis of 
methods involved in the derivation of input-output tables. It is 
clear that the essential properties of the methods available to 
regional planners are first,the quality of the outcome and second, 
the convenience in constructing the input-output tables in terms of 
cost and time. In this light, the non-survey techniques are still
31acceptable because they save time and resources. Boster and Martin 
for example, pointed out that the cost comparisons between a survey 
and non-survey model constructed for the state of Arizona have shown 
a budget difference with a ratio of 20 : 1.
This implies that when there are a number of planning strategies to 
be analysed and when planners use input-output tables for this 
analysis, the most likely choice for them, between the techniques 
discussed above, is the non-survey SLQ technique. By using it, 
regional planners can get an overall view of the economy with even 
less information for the cells of input coefficients. On the other 
hand the errors in using input coefficients derived from non-survey 
techniques may have less impact on sector multipliers. West and
31. Boster, R.S., Martin, W.E. "The Value of Primary Versus 
Secondary Data in Interindustry Analysis; A Study in the 
Economics of the Economic Models," Annals of Regional Science 
Vol.6, No.2, 1972, pp.35-43 .
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Jensen tested this hypothesis and came to the above conclusion.
33This hypothesis has also been examined by Walderhaug and he
stated that "the investigation suggests that technical coefficients
for local input-output tables of acceptable quality can be developed
from national input-output data, and that the costs would be less
than those based on local surveys. The difference between the
synthetic and survey based input-output flows for Washington State
34are with few exceptions well within an acceptable range."
35However, and as was pointed out by Round, the applicability of 
simulation techniques is related to the relative regional size.
This is mainly because of the different scales of inter-regional 
and foreign trade, and different scales of variations in technology, 
product mix, etc., between regional and national average. This 
clearly suggests that, a set of conclusions about the use of 
simulation techniques in regional input-output tables, derived 
from one case study may show considerable differences when compared 
to a set of conclusions derived from another case study.
32
In order to provide planners in Tayside Region with guidelines 
about the simulation methods that they can adopt with less cost,
32. West. G, and Jensen. R.C, "Some Effects of Errors in Co­
efficients on Input-Output Multipiers*, Paper Presented to the Input- 
Output Workshop of the Second Meeting of the Australian and
New Zealand Section of the Regional Science Association,
Sydney, 1977.
33. Walderhaug, A.T., "State Input-Output Tables Derived from 
National Data", Proceedings of the Business Economics Statist­
ical Section of the American Statistical Association, 1972.
34. Ibid, p.84•
35. Round, J.I, "An Interregional Input-Output Approach to the 
Evaluation of Non-Survey Methods." Journal of Regional 
Science, Vol. 18, pp.179-194.
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it is therefore essential to test the applicability of these 
methods in relation to a set of empirical data derived from the 
region. The input-output tables based on non-survey techniques, 
specifically using the SLQ technique, will be compared with a 
survey based table. In the present study, survey-based tables 
have been constructed by inserting more information into the 
structural matrix and by balancing the tables using less informal 
procedures. If the results of the tables based on SLQ are close 
enough to the results of survey based table the Tayside Regional 
planners can use the SLQ method in constructing and updating their 
input-output tables. Hence, in the following section the method­
ology used for deriving the SLQ based input-output tables for the 
Tayside Region will be discussed.
4.3 THE METHODOLOGY USED FOR THE SLQ BASED TAYSIDE 
INPUT-OUTPUT TABLES
4.3.1 MODEL
The objective of non-survey techniques is to derive a set of trade 
coefficients in relation to the national technical coefficients. 
The technical coefficients for Scotland can be defined as follows;
SD
i j
1
where a sr
Aij
ASD
Aij
Scottish technical coefficients
Scottish domestic flow coefficients or trade 
coefficients
Scottish import coefficients
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It is assumed that the Scottish technical coefficients and the
Tayside technical coefficients are equal such as,
pJR _ a^  TR
ij ij where A.. = Tayside technical
J coefficients
TRFrom equation 1, A., can be defined as follows
• J
- S  + 2
cn
A^., within the Tayside model, can be further classified as 
fol1ows;
SD _ atd rouk a ros 
i j " Aij Aij ij
Where aT? = Tayside trade coefficients. A? 9^ = puchase of goods1 J • j
ROSfrom the rest of the U.K. to the Tayside Region, and A.. = purchase
* J
of goods from rest of Scotland to Tayside. In the absence of data 
for estimating a |?9^ s and A?!?^ separately, it is assumed A?^, and 
A ^  also as imports of the Tayside Region. These coefficients 
have then been included in the import coefficients ^  rqjj^of 
Tayside. Therefore from Eq.3, we can define technical coefficients 
of Tayside Region as follows;
u
a tr
Aij
- A ™  +
U <
4
i we can obtain aT?, Tayside trade i j J
coefficients as,
= A ™  -h T..
ij ij
11^
In terms of purchases of i from local industry j, this can be 
shown as,
atr
1J
5
•where tT. denotes the Tayside Region trade share coefficients. It 
is assumed that, 1 ^  tT. 0 . If tT. = 1, then aT9 = aT^, which 
means that there are no imports required to produce j from the 
industry i. In other words industry i is able to provide the
T
requirements of industry j. If t! <C 1 that means industry l is 
unable to supply the goods for industry j and therefore industry 
j has to import.
T TRIn the Eq. 5, t'., and A ‘. are not determined independently. It 
i J J
is assumed that the locational factors will determine trading 
patterns and technical structures. Hence non-survey techniques 
may be viewed as ways of measuring the trading coefficients.
TRData were not available to quantify A... Therefore, in the Tayside
* J
model, it is assumed that the Scottish technical coefficients would 
be applicable for those of the Tayside Region. The final equation 
would then become;
6
4,3.2 AGGREGATION
Aggregation, as applied to input-output analysis, means reducing 
the size of the national table by collecting several homogeneous 
industries into classes, and combining the sectoral accounts within
each class. In the present study, aggregation has been done for 
the Scottish Input-Output Tables for 1973, which consist of 78 
intermediate sectors. The grouping has been carried out in two 
stages. In the first stage the work involved identifying the 
prominent sectors in the Tayside economy, and in the sector 
classification in relation to the minimum list headings of 
Standard Industrial Classification and Scottish Input-Output 
Tables for 1973.
It is seen that some sectors which appear in the Scottish Input- 
Output Tables could not be entered in the Tayside tables.
According to the employment data provided by the Department of 
Employment these sectors, for example, coal mining, tobacco products, 
domestic electric appliances, wheeled tractor manufacturers, footwear, 
etc. do not exist in Tayside. If these sectors are included in the 
Tayside tables in the aggregation, it will cause an over-estimate 
in the technical coefficients. It is also the case that the 
resulting trade coefficients, and sectoral multiplers for the 
Tayside Region would be subject to over estimation. It is there­
fore apparent that the sectors which appear only in Scottish Input- 
Output tables should be avoided. This has been done by assuming 
that the requirements of inputs created by the non-existent sectors 
from the local industries as exports, and the amounts sold by these
non-existent sectors to the Scottish local industries as imports.
36This means the values along the rows of the sector H, have been 
allocated to the specific sectors as imports, while the values 
along the column of these sectors H, were allocated into the 
respective sectors as their exports. In this way the sectors H
36. Sectors appeared only in Scottish Tables, but not in Tayside.
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could be omitted from the Tayside tables.
The second stage of aggregation was to combine the sectoral 
accounts for the classified sectors. For the purpose of the 
present study, two Scottish Input-Output Tables, namely "the total 
flow matrix, commodity x commodity", and "the domestic flow matrix, 
industry x industry" were aggregated. The first step was to 
aggregate the production accounts of the tables which has been 
done as follows,
n m
z:x.. + x
i=i j=i
where X. . denotes the value of the transactions of the grouped 
 ^J
sector, and i = l....n, and j = 1.... m  , indicates the rows and
columns incurred within the group.
The second step was to estimate the input coefficients for the 
grouped sectors, and this has been done as follows;
X. G.J i
,G .Where X. is the value of total inputs of grouped sector j 
<1
4.3.3 CONSTRUCTION OF TAYSIDE INPUT-OUTPUT TABLES BASED 
ON SLQ NON-SURVEY TECHNIQUES
Data for the estimation of LQs were obtained from the Department 
of Employment and the Scottish Abstract of Statistics. The method 
used to derive the SLQ was outlined in section 4-1-2. When the
value of LQ is greater than one, it was assumed that the tT^ . = 1,
117
so that aT? has been obtained as follow,
* J
ATD - ASR Aij Aij
when the LQ. is less than one, t! • T • J
so that,
A ™  = LQ. . A?R 
1J 1 1J
LQi,
The Tayside Region input-output table, so derived, is given in 
Table 4.1.
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Table 4.1. Tayside Region: Domestic Flow Coefficients Matrix
(Based on SLQ Non-Survey Technique)
SALES TO
PURCHASES FROM ' 1 2 3 4 5 6 7 8 9 10 11
1. Agriculture 0.169 0 0 0.3747 0.1178 0.004 0 0 0 0 0
2. Fishing 0 0.0002 0 0.0281 0 0.0001 0 0 0 0 0
3. Mining & Quarrying 0.005 0 0.034 0.0 0 0.2239 0.0611 0.0001 0 0 0
4. Food Products 0.118 0.009 0 0.165 0.009 0.006 0.00009 0 0 0.00009 0
5. Brewing, Soft Drinks & Spirits 0 0 0 0.014 0.084 0 0 0 0 0 0
6. Oil Products & Chemicals 0.0406 0.0156 0.05 0.0084 0.0077 0.1695 0.022 0.006 0.01 0.0147 0.0063
7. Metal and Metal Goods Mfrs. 0.0004 0.0042 0.0037 0.0045 0.0096 0.0063 0.134 0.0827 0.0516 0.0594 0.0645
8. Mechanical Engineering 0.0095 0.0003 0.0041 0.0039 0.0102 0.0115 0.0103 0.1036 0.0086 0.0148 0.059
9. Instrument Engineering 0.00003 0.0001 0.0003 0.0001 0 0.0001 0.0001 0.0022 0.0642 0.0036 0.004
10. Electrical Engineering 0.00003 0.021 0.0014 0.0001 0.0005 0.0005 0.002 0.0289 0.1062 0.209 0.0355
n. Ship Building & Marine Er.g. 0 0.0364 0 0 0 0 0 0.00005 0 0 0.0764
12. Textiles 0.002 0.0335 0.0 0.0006 0 0.0016 0.0017 0.002 0 0 0.0014
13. Clothing 0.0001 0.00017 0.0 0.0001 0.001 0.0008 0.0001 0.0002 0.0002 0.0002 0.00067
14. Building Materials 0.00005 0.0 0.00096 0.0008 0.0276 0.0011 0.0094 0.00326 0.0072 0.0088 0.0009
15. Timber Products 0.0003 0.0012 0.0014 0.0015 0.0294 0.0014 0.0038 0.0047 0.001 0.0035 0.0107
16. Paper, Printing & Publishing 0.0009 0.0009 0.0019 0.0224 0.0057 0.0115 0.009 0.0032 0.016 0.0112 0.0043
17. Rubber & Plastic Products 0.0012 0.0058 0.0022 0.0029 0.0028 0.006 0.0081 0.0157 0.0035 0.0077 0.0021
18. Construction 0.0294 0.00009 0.0137 0.0022 0.0036 0.0024 0.009 0.007 0.0031 0.0046 0.0029
19. Uti1ities 0.0102 0.0003 0.0213 0.0052 0.0098 0.0133 0.0256 0.0069 0.0055 0.0058 0.0092
20. Transport 0.0077 0.0281 0.1239 0.0129 0.0216 0.0143 0.0182 0.0097 0.0142 0.0129 0.0031
21. Communications 0.0046 0.0004 0.0016 0.001 0.0012 0.002 0.00257 0.00247 0.00257 0.00267 0.001
22. Distribution 0.084 0.05 0.0199 0.0343 0.0407 0.0073 0.0298 0.0148 0.0104 0.0128 0.0095
23. Finance Services 0.02696 0.054 0.0233 0.0074 0.01338 0.01038 0.00815 0.0086 0.0115 0.0104 0.01998
24. Professional & Business Services 0.0133 0.0007 0.0232 0.0158 0.0872 0.0319 0.0185 0.0248 0.035 0.033 0.039
25. Local Government 0 0.0004 0.00054 0.00015 0.0158 0.0064 0.0029 0.0037 0.0071 0.0044 0.0008
26. Households 0.1987 0.457 0.1637 0.1115 0.1485 0.1314 0.2699 0.3052 0.3527 0.2346 0.3664
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Table 4.1 (Continued)
12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
0.1542 0
0 0
0 0
0.0003 0
0 0
0.034 0.0022
0.0007 0.0043
0.0112 0.003
0.0002 0.0001
0 0
0 0
0.2718 0.4403
0.0002 0.00028
0.0003 0.0001
0.0014 0.0001
0.0086 0.0065
0.0104 0.0032
0.0051 0.0047
0.0082 0.0036
0.0122 0.0094
0.003 0.00217
0.0176 0.0131
0.01397 0.01358
0.033 0.0288
0.0037 0.003
0.2407 0.2835
0 0.029
0 0
0.0846 0
0.0002 0.00026
0 0
0.04 0.005
0.0248 0.0143
0.0153 0.0054
0.0004 0.0001
0.0029 0.0002
0 0
0.0139 0.0325
0.0004 0.00006
0.023 0.0044
0,0056 0.3871
0.0152 0.0027
0.0098 0.0476
0.0116 0.0041
0.0224 0.0057
0.0691 0.0154
0.00316 0.0044
0.0115 0.0158
0.01397 0.01416
0.0234 0.0367
0.0021 0.0038
0.331 0.2256
0.0083 0.0027
0 0
0.0026 0.0013
0.003 0.006
0 0
0.0346 0.148
0.0044 0.0067
0.0108 0.0074
0.0001 0.0003
0 0.0002
0 0
0.0071 0.0725
0.00028 0.0002
0.0005 0.0004
0.0051 0.0026
0.298 0.0121
0.0054 0.08
0.0044 0.0034
0.0086 0.0132
0.0273 0.01
0.0074 0.00316
0.0199 0.0107
0.0128 0.0132
0.0298 0.0318
0.0046 0.003
0.3035 0.2851
0.005 0
0 0
0.0195 0.0561
0 0
0 0
0.008 0.048
0.0183 0.0043
0.0173 0.0121
0.0005 0.0034
0.0265 0.0214
0 0
0.0013 0.0
0.0002 0.00028
0.053 0.0002
0.0525 0.0002
0.0011 0.0034
0.0073 0.0015
0.2185 0.02
0.0021 0.0575
0.0047 0.0051
0.00158 0.00638
0.0078 0.0117
0.0095 0.0097
0.0042 0.0178
0.0007 0.0023
0.2736 0.2416
0 0
0 0
0 0
0 0
0 0
0.016 0.004
0.0019 0.0016
0.02 0.0027
0.0001 0.0001
0.0088 0.0787
0.0028 0
0.0036 0.0001
0.0009 0.0006
0.0023 0.0002
0.0012 0.0003
0.0027 0.0036
0.0153 0.001
0.0059 0.008
0.0062 0.0017
0.0588 0.016
0.0084 0.0023
0.0255 0.0187
0.0337 0.01445
0.0145 0.0001
0.0085 0.0007
0.5187 0.5377
0 0
0 0
0.0001 0
0 0
0 0
0.009 0.003
0.001 0
0.0051 0.0032
0 0
0.0019 0.0007
0 0
0.0043 0
0.00028 0
0.0006 0
0.0019 0
0.0153 0.0213
0.004 0.0002
0.009 0.0047
0.0134 0.0056
0.03 0.0023
0.01247 0.0544
0.0066 0.009
0.024 0.0794
0.0389 0.0642
0.0012 0.069
0.3743 0.3854
0.0002
0
0.00005
0.0009
0
0.0048
0.0009
0.0031
0.0013
0.001
0.0003
0.0007
0.0005
0.001
0.0027
0.0404
0.001
0.019
0.0119
0.0039
0.0083
0.0032
0.0255
0.0743
0.0005
0.301
0.0195
0.0009
0.00007
0.0113
0
0.037
0.0018
0.0075
0.0176
0.002
0
0.0022
0.0019
0.0012
0.0044
0.018
0.0011
0.0254
0.0154
0.0095
0.0059
0.0246
0.0087
0.006
0.0007
0.692
0.0188
0.0029
0
0.1198
0.0254
0.0116
0.0029
0.0071
0.0025
0.0241
0.0001
0.0192
0.023
0.001
0.0076
0.0153
0.0027
0.005
0.036
0.0267
0.0099
0.1973
0.0121
0.1959
0.0095
0
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CHAPTER 5
THE ECONOMIC SURVEY AND THE PREPARATION OF THE 
DATA BASE FOR THE INPUT-OUTPUT TABLES IN THE
TAYSIDE REGION
INTRODUCTION
The objective of the economic survey carried out in the Tayside 
Region is specifically to collect primary data from unpublished 
financial records of regional establishments.^ It has not been 
designed to collect primary data required for deriving all of the 
input coefficients of the Tayside domestic flow table due to 
limitations of research time and money. A part of the data base 
was gathered, therefore, from secondary sources. In this regard,
one can view the final tables so completed as partial-survey input- 
output tables. The aim of this chapter is to discuss the 
procedures involved in organising and conducting the survey and 
the preparation of the data base.
5.1 THE ECONOMIC SURVEY
5.1.1 SELECTION OF THE SURVEY AREA AND BASE YEAR
The region for the present study was pre-specified by the conditions 
of the research grant. There is one notable characteristic by
1. Establishments in the present context are defined as any 
private or public unit which engages in the provision of 
goods or services.
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which this study area can be distinguished from some other 
regional input-output studies in the U.K. As shown in Table
5.1, the Tayside Region covers a larger area in terms of size 
and population compared with the areas covered by the studies of 
Shetland, St.Andrews, Sutherland and Peterborough. The area of 
the West Midlands Regional Input-Output Study has not been included
p
in this table because Hewings did not introduce aconsiderable 
survey element into his study.
The determination of the boundaries of the survey area has effects
upon the accuracy of the analysis- The boundaries of the Tayside
region, especially in the south of the region0do not coincide
administratively and economically. When the Tayside area is
determined in economic terms one of the main factors that ought to
be considered is employment in terms of job places where people
work. Many people work in the city of Dundee, but live in the
3
northern Fife Region. This implies that the housing market for 
Dundee extends to northern Fife. This situation can also be 
witnessed in the west boundaries of the Tayside Region although 
its significance is not so prominent. On the other hand the 
Telephone Exchange Area and the circulation area of the Dundee 
newspapers include the north of Fife as a part of the Tayside 
Region. The complex nature of these boundaries has created 
difficulties for the local authorities in framing policy instru­
ments, for example, in relation to decisions regarding housing 
development in the Region.
2. Hewings, G.J.D. "Regional Input-Output Models using National 
Data: The Structure of the West Midlands Economy," Annals of 
Regional Science. 3 (1969),pp.179-91
3. Data are not available to quantify the number of working 
population in Dundee living in the North of Fife.
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TABLE 5.1
Regional Areas Covered by the Input-Output
Studies in the U.K. (Classified by Size
of the Area and Population)
Regions Size of the Area 
(Hectares)
Population in
Tayside 750,318 401 ,700
Shetland 143,268 21,450
Peterborough n.a. 80,000 *
St.Andrews n.a. 10,120 *
Sutherland n.a. 13,148 *
Source:- Rating Review, 34th year of issue, 
June, 1979, Scottish Abstract of 
Statistics, 1982.
* The data on the population of Peterborough, St.Andrews and 
Sutherland refer respectively to the years 1968, 1965 and 
1970.
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The boundaries of the Tayside Region have been subject to formal 
change during recent years. Before 1975 the North of Fife^for 
example, was included in the administrative area of Tayside 
Region. The major impact of changing boundaries in this way is 
that it gives rise to an inconsistent set of statistics which 
affects regional research. Because of this, it was not appropriate 
to delineate the survey area merely on the basis of economic or 
administrative boundaries. However, for the convenience of data 
collection, the area for the present survey has been defined as 
the Tayside Region administrative area as approved by the 
Boundary Commission for Scotland in 1981. This definition was 
consistent with the objectives of the study.
The main factor influencing the selection of the base year was the 
availability of secondary data. The latest census of employment 
in the Tayside Region was for the year 1978. The registers of 
manufacturing, oil related industries and engineering were avail­
able in the Planning Department of Tayside Regional Council for the 
year 1980. When the present study was started, the Scottish Input- 
Output Tables for 1973 were being updated for 1979, so that it was 
believed that there might be easy access to company information 
for Tayside Region through the Scottish Planning Department.
The selected base year ought not to be too historical because it 
causes companies some difficulties in accessing their files. If 
the selected base year is the latest calendar year, the respondents 
normally have ready access to their recent financial reports 
required for the study. On the other hand the base year ought 
not to be too recent because some competitive companies may not 
wish to disclose their recent financial position in any detail.
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The selection of the base year is also affected by the length of 
the period needed to process the data and to complete the analysis. 
Normally this consumes a long time and the economic analysis based 
on the data may be dot dated to be incorporated into the regional 
planning machinery. Therefore, on the one hand, up-to-date sta­
tistics are likely to be more relevant to regional policy making 
and firms may have ready access to their financial data. On the 
other hand, it is desirable to relate these surveys directly to 
regional firms and also to national data and firms may be more 
willing to provide data which does not disclose their current 
competitive positions. After taking all these factors into 
account the year 1979 was selected as the base year for the 
present study.
5.1.2 SECTOR CLASSIFICATION AND AGGREGATION
There is no uniform sector classification system for regional
input-output studies. The sector classification varies from
region to region and depends primarily on the characteristics of
4
the regional economies. The Shetland Input-Output Study, for 
example, has 16 intermediate sectors while the Peterborough Input-
5
Output Study was undertaken for 25 sectors. Such differences in 
sector classification can partly be explained in terms of the 
relative specialization of activities in the regions. Other main 
factors, influencing the different degree of sector classification, 
are the varying levels of technical linkage between the sectors, 
the purpose of the study, the availability of data and the other
4. McNicoll I.H., The Shetland Economy Research Monograph No.2,
The Fraser of Allander Institute, 1976.
5. Morrison W.I. and Smith P>> Input-Output Methods in Urban and
Regional Planning: A Practical Guide PRAG Technical Papers. 
TP6. 1976. 5
resources required for collecting, processing and analysing the 
data.
The major difficulty arising in the sector classification was 
the definition of the sector. The sector can be defined as a 
category of one or more establishments having common input, 
technology, and output. In practice, however, there are many 
problems in preserving this concept of homogeneity in the input- 
output study. For example, manufacturing establishments especially 
in declining sectors in the Tayside economy have started to 
introduce new strategies into their company planning. These 
strategies have partly been directed to diversifying their 
production structures from single product line to multi-product 
lines (See Chapter 3). Some firms have introduced new marketing 
concepts and new technology into their production. Consequently 
these strategies have given rise to variations in sector class­
ifications and variations in intra-sectoral production functions.
One way of dealing with this situation is to aggregate all the 
products and services of multi-product firms together and to treat 
them under the umbrella of the main product. Sidlaw Industries 
Ltd., for example, was undertaking three main activities, namely 
textiles, servicing of North Sea oil and gas exploration, and 
trade distribution of hardware products in 1979. The main activity 
was the textile production which consisted of 68% of the total 
turnover in 1979. This establishment could therefore be classified 
in the textile sector. The disadvantage of this procedure is that 
any sector may not reflect accurately its true production function.
A1ternatively, the output of each product of multi-products
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manufacturing establishments could be separated together with 
the associated inputs from other products and assigned to its own 
sector. In this way all the sectors would include only homogeneous 
products or services, reflecting their true production function. 
Also, sectoring by this method could produce more accurate results 
for the forecasting and impact analysis. However, the data 
reorganisation involved would have required a research team backed 
by sufficient resources, and this is beyond the resources of any 
individual academic researcher.
The first step of the procedure in sector classification followed 
in the present study was the preparation of a master list which 
included all large and small manufacturing firms, and financial 
and trade services. Professional services, agricultural 
establishments, retail and grocery shops, households, other 
miscellanceous services, and public sector institutions were 
excluded from the master list. Theoretically any one of these 
sectors should not be excluded from the sample survey if accurate 
input coefficients were to be derived. However, in practice, 
this omission had to be justified on three grounds. Firstly, a 
considerable amount of secondary data was available for the public 
sector organisation and for the agricultural sector, compared with 
the other sectors of the Tayside economy. Secondly, the size of 
the population of other sectors excluded from the survey, such as 
households, retail and grocery shops, miscellaneous services and 
professional services, consisting of small scale establishments, 
was too extensive to include in the master list. Thirdly, it was 
assumed that the regional variations of the input coefficients of 
these sectors of Tayside, within the context of Scotland, were not 
significant compared to the manufacturing sectors, so that the
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same Scottish input coefficients could be applied for the Tayside 
Regi on.
The starting point in listing the establishments was the Official 
Yellow Pages of the Telephone Directory of the Tayside Region for 
1980. The use of Yellow Pages coverage for this purpose has some 
disadvantages. The main one is that the trade classification 
system in this Directory does not follow the Standard 
Industrial Classification (1968). Secondly, there are some large 
establishments which do not use Yellow Pages but use the main 
Telephone Directory. Thirdly, the boundaries of the Yellow Pages 
coverage for the Tayside Region do not coincide with the boundaries 
of the study area, so that an attempt had to be made to identify 
those establishments located outside the region.
There were some reliable sources which could be used in order to 
improve the Yellow Pages coverage. The lists of employers in 
Tayside for 1976 and 1977,^ the KOMPASS in 1980,^ the Directory
o
of Key British Enterprises, Registers of Manufacturing, Engineer-
9
ing, and Oil related industries, the Buyers' Guide and Trade 
Directory^ and local newspapers in 1979 and 1980 were used to
6. These lists were provided by the Manpower Services Commissi on 
in Dundee.
7. KOMPASS, United Kingdom, 1980 (18th Edition). KOMPASS Publishers,T9HT5T
8. Key British Enterprises, The Top 20,000 British Companies,1980 
Dun & Bradstreet, London, 1980.
9. These registers were compiled in 1980 by the Department of 
Planning in Tayside Regional Council.
10. Buyers' Guide and Trade Directory, 1980, Dundee and Tayside 
Chamber of Commerce and Industry, Dundee., 1980.
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obtain a comprehensive master list. From these sources, any 
possible omission of a geographical area or complete or partial 
omission of some sectors could be identified. These sources were 
invaluable in identifying large firms in terms of employment, 
activities of firms, and also in distinguishing manufacturers, 
service establishments and trade services from the Yellow Pages 
coverage.
However,there were some weaknesses in these supplementary sources. 
Some such as KOMPASS and KBE, covered two main areas, i.e. Dundee 
and Perth,more comprehensively than others. The Directory of 
Tayside and Perth Chamber of Commerce, for example, covered only 
the members of the Chamber. The most common weakness of all these 
sources was the lack of coverage provided for small scale establish­
ments. A more complete coverage of all commercial and industrial 
establishments in Tayside could have been obtained from the Gas 
Board and Hydro Board of Scotland, but the disadvantage of using 
these lists was the difficulty of assigning names and addresses to 
the relevant industries. The final master list was therefore 
compiled adjusting the list of Yellow Pages according to the 
information provided by other sources. A separate card system was 
prepared in order to list the main features of every establishment 
in the sample frame. Each unit of the sample frame, which 
consisted of nearly 1900 establishments, was given a separate card. 
This system was helpful in classifying and aggregating the sectors 
and for selecting the samples by sectors.
Initially the master list was classified into 312 activities. The 
definition of activities used in this stage was primarily homo­
geneity of goods produced or identical services. The main problem
12Q
arising at this stage was in allocating these activities into an 
appropriate number of sectors. For accurate analysis, the next 
step was to assign these activities into the sectors in such a 
way that firstly no product should appear as the output of more 
than one sector, and secondly, the products within a product group 
should be homogeneous in the sense that they require the same kinds 
and same quantities of inputs to produce the same kind of output. 
This means the output of each sector is a commodity which can be 
produced by one production function. This property of the sectors 
cannot be preserved realistically in the classification systems 
because of statistical limitations. Therefore3some 
flexibility had to be introduced into the sector classification 
and aggregation, so as to relieve its rigidity.
A close approximation for this definition would be the possibility 
of aggregating sectors based on either the similarity of input 
structure or the similarity of outputs of several activities. The 
activities which can be used as substitutes, for example, soft 
drinks and spirits, can also be aggregated into one sector. How­
ever it should be noted that each of these alternative procedures 
has its advantages and disadvantages. Therefore, the problem was 
approached by applying these procedures for the cases according 
their relevance,because of the heterogeneous nature of the 
characteristics of the activities. For example,the researcher may 
be convinced that there are some activities which are close sub­
stitutes. These activities can be aggregated into one sector.
Also there may be some activities which need inputs of the same 
category, for example, metal and metal goods used for different 
kinds of manufacturing activities; and these manufacturing 
activities can also be aggregated.
130
On the other hand, in some economies there are large numbers of 
different manufacturing activities which are highly interrelated 
in terms of buying raw materials and selling final products to and 
from each other. For this type of economy a more disaggregated 
input-output table could produce more acceptable results. There 
are other economies in which a small number of activities exist, 
and they have no significant inter-industrial relationships with 
each other. In this situation a more aggregated input-output table 
may produce the anticipated results. In the Peterborough Input- 
Output Study, for example, 57 manufacturing sectors in the U.K. 
Input-Output Table in 1968, have been aggregated into 12 sectors. 
Also the trade and miscellaneous services sector of the U.K. table 
was disaggregated into four sectors for the Peterborough input- 
output tables.^ Therefore the degree of aggregation of activities 
into sectors is dependent on the researcher's understanding of the 
economic structure of the study area, the purpose of the study and 
the availability of resources for the project.
Some preliminary work in investigating the special character­
istics of the Tayside economy was carried out before the final 
aggregation. This work benefitted from discussions with the 
officials of the Planning Department of the Tayside Regional 
Council and other personal interviews, local newspapers and the
literature of the Tayside and Perth Chamber of Commerce. The
12employment data classified by MLH of SIC and by areas of Tayside
11. Morrison W.I., and Smith P. Input-Output Methods in Urban
and Regional Planning: A Practical Guide" PRAG Technical
Papers, TPG, 1976, p.70.
12. The revised Standard Industrial Classification (1968) has 181 
minimum list headings grouped into 27 orders. Full details
are available in Standard Industrial Classification-Alphabetical 
List of Industries (Revised 1968), 1974 (Second Impression), 
HMSO.
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Region obtained from employment returns of Department of Employ­
ment were of vital importance in identifying prominent sectors of 
the economy.
The starting point of the process of aggregating activities was 
the Standard Industrial Classification. Each establishment was 
given an MLH number of SIC based ,bn its activities. A judgement 
had to be made in respect of establishments with multi-product 
lines, where products appeared under different MLH of the SIC.
The final classification and aggregation were done in two stages.
In the first, 312 activities were classified into 78 sectors in 
line with the Scottish Input-Output tables and the SIC. In the 
second, these 78 sectors were aggregated into 26 intermediate sectors, 
distinguishing major characteristics of the Tayside economy. In 
some cases there were only a few small scale establishments under 
the proposed sectors. These sectors had to be absorbed by the 
other related sectors in the final sector classification to 
prevent any disclosure of confidential data. Some sectors such 
as tobacco and footwear, were also omitted because of the lack of 
importance of their activities in the Tayside economy in terms of 
employment. Table 5.2 lists the sectoral classification of the 
Tayside Input-Output tables in relation to the sector classific­
ations of the Scottish Input-Output tables as well as in relation 
to the SIC.
The main weakness of this classification is however, that it is 
not able to reflect the real structure of the economy by way of 
final products, raw materials or process. The textile sector for 
example, includes the establishments which produce hessian as 
inputs for the textile industry, establishments which are involved
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Table 5.2. Classification of Sectors for the Tayside Survey- 
Based Input-Output Tables.
TAYSIDE
TABLE
NOS
SECTOR NAME
SCOTTISH
TABLE
SECTOR NOS
SIC 1968 MLH
1 Agricul ture 1,2 001, 002
2 Fishi ng 3 003
3 Quarrying and Oil Exploration 6,7 102,103,109,104
4 Food Produc+s and Processing 8,9,11,12 212,213,214,216,217,211,215, 
218,219,221,229
5 Erewing, Soft Drinks and Spirits 13,14 231,232,239
6 Oil Products and Chemicals 15,16,17 261-263,271,272,273,275-279
7 Metal and Metal Goods Manufacture 18,19,37,38 311-313,321-323,395,390-393,
396,399
8 Mechanical Engineering 20-26,34,35
59
331 ,332-334,336.337,338,341 , 
335,339,342,349,384,385, 1 
380-382,383
9 Instrument Engineering 27 351-354
10 Electrical Engineering 28-31,32,36 361,362-367,368,369,394
11 Shipbuilding and other Marine Eng. 33 370
12 Textiles 39-42,43,44 411-419,421-423,429
13 Clothing 45-47 441-443,446,449
14 Building Materials 48,49 462,464,469
15 Timber Products 51,52 471-475,479
16 Paper, Printing & Publishing 53-56 481-486,489
17 Rubber and Plastic Products 50,57,58 491,492,496
18 Construction 60 500
19 Utilities 61-63 601-603
20 Transport 64-67 701-705
21 Communication 68 706-708
22 Distribution 69 810,812,820,821,831,832,894
23 Finance Services 70 860-862
24 Professional and other Business 
Services
71,74,75,76 709,863-866,871,873,876,879,
884-888,875,881-883,889,891-893,
895
25 Local Government 72,73 872,874
26 Households j
1??
in producing textiles, i.e. spinning and weaving, and also 
establishments which produce final products such as carpets. If 
greater resources had been available for the research, this sector 
could have been classified at least into two sectors, by way of 
raw materials and final products, for an accurate analysis of 
inter-industry dependence.
5.1.3 SELECTION OF SAMPLES
Many survey designs are possible depending on the size of the 
region, the nature and characteristics of its sectors, the 
objectives of the study and the available resources. In the Tayside 
Input-Output Study the limited resources relative to the size of 
the region and the objectives made it necessary to have an 
appropriate sampling system of establishments in the Tayside 
Region.
There was no uniform sampling technique adopted in the selection 
of the sample due to the impracticality of applying them for the 
whole test population. The heterogeneous nature of the character­
istics of the units of the population suggested that the population 
parameters could not be obtained accurately without a complete 
census and a high level of response. Therefore,the validity of 
the results of the sample cannot be tested mathematically. Some 
sampling techniques such as random sampling have therefore to be 
applied on a sectoral basis.
Some difficult problems arose in sampling especially with manuf­
acturing establishments. There were important variations among
13U
the establishments within the sector in terms of their product mix, 
size of capital investments type of inputs used and type of output. 
Theoretically these establishments could be stratified within a 
sector by their characteristics and then samples could be drawn 
on a random basis. However, it was clear that there were only a 
few establishments within each stratum so that any type of sampling 
method could not be applied meaningfully.
Some workable definition of adequate coverage for any sector there­
fore had to be found. The definition used in this process was 
that there should be a sufficient number of firms in each sector 
to be sampled for the derivation of coefficients which could 
reflect the sectoral production functions. Hence, more than two 
establishments have to exist in each sector.
Table 5.3 shows the number of establishments in the population by 
sectors and the size of the samples. There were two phases of 
sampling. The first phase of sampling consisted of 300 establish­
ments while the second consisted of 150 establishments.
Large establishments were pre-selected for the first sample. It 
was assumed that they could provide more detailed and reliable 
information than smaller establishments. The large establishments 
also accounted for a higher proportion of the total inter-industry 
flows from which the values of the coefficients could be derived. 
Some problems arose in drawing samples for sectors which had 
relatively small numbers of firms. The inter-industry transactions 
of these sectors, such as brewing, soft drinks and spirits, were 
expected to be important. Relatively large samples were drawn 
from these sectors. Also, for themaiji sectors of the economy such
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Table 5.3. Population/ sample, size, and Results of the Postal 
Economic Survey of the Tayside Region.
DESCRIPTION
1
POPULATION
2
SIZE OF THE 
SAMPLE AS A 
% OF POPULATION 
3
% of possit»\/£ 
RESPONSE
4
EMPLOYMENT
COVERED
5
AS A % OF 
TOTAL
EMPLOYMENT
6
1 . Fi shi ng 14 28 - - -
2. Mining and Quarrying 24 5 100 1095 46
3. Food Products 127 36 6.5 256 6.5
4. Brewing, Soft Drinks 34 53 22 119 6
& Spirits
5. Oil Products 51 49 8 99.5 4.2
6. Metal and Metal Goods 92 16 33 239 10
7. Mechanical Engineering 232 29 13.4 1023 20
8. Instrument Engineering 26 27 43 100.5 1.4
9. Electrical Engineering 75 45 9 1736.5 70
10. Ship Building 21 24 20 3 0.18
1 1. Textiles 78 73 19 3163.5 33.2
12. Clothing 21 57 25 59.5 4.3
13. Building Materials 94 18 12 385 55.5
14. Timber Products 43 74 6 145 8.4
15. Paper, Printing and 69 32 9 233 5.3
Publishing
16. Rubber and Plastics 18 100 5 404 28.9
17. Construction 88 15 23 1199.5 10.1
18. Communication 2 100 50 2330 86
19. Transport 159 6 50 214.5 4
20. Di stribution 83 46 37 1052 4.4
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as textiles, large samples were drawn. There were some sectors 
which consisted of a large number of small scale establishments 
with fairly homogeneous characteristics, such as banking, insurance 
and road transport. Small samples were drawn from these sectors.
In the second phase of sampling much more flexible methods had to 
be followed. The aim of this phase of sampling was to obtain data 
for the sectors for which the response from the first sample was 
poor. Therefore,the methods of sampling in the second stage were 
influenced largely by personal judgement and experience gained 
from the first phase of sampling.
5.1.4 SURVEY METHODS AND QUESTIONNAIRE DESIGN
The survey method used was primarily the mailed questionnaires.
It was hoped to supplement these postal survey by a small number 
of personal interviews. The aim of the personal interviews was 
to increase the response rate in the sectors which were of vital 
importance for the construction of input-output tables and to 
obtain some more detailed and accurate information.
As the postal survey was the principal means of obtaining the 
necessary data base, much consideration was given to the designing 
of the questionnaire and the letters. The initially designed 
questionnaire was a lengthy one covering the most needed areas of 
the construction of the input-output tables. Some questions,for 
example, were included regarding the transport costs involved with 
each item of input purchased and output sold. These questions were 
included for the purpose of valuation of transactions. However,
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this questionnaire was tested in a pilot survey which included 35 
establishments. In this survey nearly all the major sectors were 
attempted. Although the positive response rate received was 
encouraging (it amounted to nearly 20%) it suggested also the 
necessity of a simplified questionnaire in order to increase the 
response rate. In modifying the questionnaire at this stage, many 
questions designed for collecting data for the various aspects of 
the analysis, such as transport margins for valuation of trans­
actions, and inter-industrial linkages had to be eliminated. How­
ever, this could be justified by the increase in the response rate. 
The simplified questionnaire designed for the manufacturing sector 
establishments is shown in Appendix 5.1.
A need for further simplification was indicated by the results of 
the first phase of the survey. The size of the questionnaire for 
the second phase of the survey was limited to two pages. The aim 
of this questionnaire was only to cover the main financial data 
which could easily be made available by establishments. The analysis 
of financial data in terms of destination of sales and origins of 
purchases was largely dispensed with.
The main problem encountered in designing the questionnaire was the 
applicability of questions to all of the sectors in the economy.
It was clear that some questions which were relevant to the 
manufacturing sectors did not have the same relevance for the 
sectors which did not play a significant role in terms of providing 
inter-industry relationships. In order to combat this problem, 
separate questionnaires were designed for the manufacturing., service, 
and trade sectors.
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5.1.5 CONDUCTING THE SURVEY
The economic survey for the Tayside Region was conducted in two 
stages namely the mailing of questionnaires (postal survey) and 
a limited number of personal interviews. This was undertaken in 
the first part of 1982.
The postal survey was undertaken in two stages. In the first 
phase 300 establishments were contacted. An initial letter was 
sent to each member of the sample explaining briefly the nature, 
purpose and objectives of the study. These letters were followed 
within a short time by the questionnaires together with covering 
letters. The covering letter described in detail the objectives 
of the study and its relevance for the local planners and business 
community in the Tayside Region. It also emphasized the 
confidentiality of data and gave a brief description of the 
research panel.
Only one follow-up letter was tried and this was sent together
with copies of the questionnaires within the first four weeks of
the start of the survey. This procedure helped to increase the
13positive response. In the first phase of the survey the 
follow-up letter caused the positive response to increase by 4%. 
The same procedure was followed in conducting the survey for the 
second sample.
13. "Positive response" is defined in this study as the response 
received from establishments by completing the questionnaire. 
Negative response is referred to the response received from
establishments which did not complete the questionnaire but 
indicated the reasons.
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Personal interviews were conducted in August, 1982. A sample of 
establishments was selected from the master list for this purpose. 
There were only twelve interviews planned initially. In drawing 
the sample, attention was focussed on the sectors which had least 
respondents from the postal survey. A letter was sent to each 
number of the sample and they were followed by telephone calls.
The interviews were arranged accordingly with those willing to 
co-operate.
5.1.6 EFFICIENCY OF THE SURVEY
There were three kinds of response which could be identified in 
this postal survey. First, there were establishments who gave a 
positive response in completing almost every section of the 
questionnaire. Second, there were establishments who did not 
complete the questionnaire but indicated their reasons for not 
participating in the survey. The third group consisted of those 
establishments who did not participate in the survey in any way,
i.e. non-respondents. The examination of the second group of 
establishments who gave a negative response helped in the 
identification of some factors which might be useful for further 
research.
Table 5.4 lists these firms, classified by their various 
reasons for not completing the questionnaire. The main reason 
given by 26% of these establishments was their inability to afford 
the time and effort to respond positively due to pressure of work. 
There were two reasons for the pressure of work especially in two 
periods of the year, i.e. when the accounts departments of estab-
lkO
Table 5.4. Reasons for not Participating in the Survey Revealed 
By The Negative Respondents.
REASONS NO. OF FIRMS PERCENTAGE
1. Cannot afford the time and effort required due to 
pressure of work at the particular time of the year. 21 26
2. Due to all marketing, advertising and accounting 
being controlled from Head Office, located 
outside the region.
8 10
3. No longer operate in the region. 4 5
4. Corporate policy prevents from releasing confidential 
information.
11 14
5. Integrated with other firms. 3 4
6. Do not wish to participate on voluntary basis. 2 2.5
7. Being the Head Office of the large number of branches 
scattered throughout the U.K. 1 1
8. Do not wish to participate. 21 26
9. Unable to complete. 9 11.5
lishments compile their annual reports and year end financial 
accounts, and holiday times. Both phases of the present postal 
survey had to be conducted during these critical periods i.e.,
March arid July. On the other hand nearly 11% of establishments 
indicated their inability to complete the questionnaire mainly 
because of the complexity of the questions. This means that the 
positive response could have been increased further, given a 
simplified questionnaire.
The average positive response received for the present postal 
survey was 17.9%, resulting in 77 workable questionnaires for the 
data base. This rate of response can be considered acceptable 
when compared with the results of the other postal surveys used 
for input-output studies. For example, the Peterborough postal 
survey^ conducted for trade sectors with only 2 pages of quest­
ionnaire had received a 19% response while the Scottish postal 
survey^ received only a 2% positive response. The enthusiasm of 
some respondents for the Tayside Input-Output study was over- 
welming. Some returned completed questionnaires with copies of 
their confidential cost reports. Some returned the questionnaires 
with confidential financial reports provided for government 
departments. In general, the information was given to the nearest 
£, and remarkable efforts were made by some respondents to complete 
every section of the questionnaire accurately.
14. Morrison, W.I. "The estimation of Control totals and the 
calculation of direct coefficients for the distributive sectors 
in a local input-output study",in seminar on the Construction 
and use of Small Area Input-Output Tables, Conference Paper 1, 
Centre for Environmental Studies, London, 1970.
15. McGillvray, J.W. Construction of the 1973 Input-Output Tables 
for Scotland: A summary of experience  ^ Discussion Paper 20,
The Fraser of A1lander Institute, University of Strathclyde, 
Glasgow, 1981. .
However, the results of personal interviews were much less 
encouraging. Only four personal interviews, including one at 
British Telecom (Dundee), were conducted. However, in terms of 
employment the personal interviews covered 1.5% of total employees 
in the Tayside Region.
l fi
The analysis of positive response by sectors reveals that 11 
sectors of the economy, namely brewing and soft drinks, metal 
and metal goods manufacturers, instrument engineering, ship 
building, textiles, clothing, construction, communication, 
distribution and finance had responded at well above the average 
rate. On the other hand the employment coverage by these sectors 
accounts for 5.89%"^ of total employees in the region. This 
indicates that the sectoral representation of the workable 
questionnaires is of greater significance than the average rate 
of positive response would indicate.
Apart from the resons indicated by the negative respondents, one
A
of the main reasons for non-response was the nature of the question­
naire. The length of the questionnaire itself was not entirely 
responsible for this situation. However it was clear that there 
were some questions which needed a considerable amount of staff 
time to obtain information from various departments. The completion 
of the whole questionnaire was not an individual effort but often a 
team one involving several departments. This was particularly 
significant in relation to larger establishments.
16. See Table 5.3.
17. The coverage factor of the whole Survey obtained by the 
positive response in terms of employment was 8.58 percent.
The number of establishments responding positively also 
represented 4.16 percent of total number of establishments 
in the test population.
Some firms revealed that the most difficult part of the 
questionnaire was to find the necessary information regarding the 
origin of their raw materials and the destinations of the final 
products. Some revealed that they were unaware of the destinations 
and origins since these transactions were made through various 
distribution channels. Some establishments indicated that they 
would prefer not to respond to the survey at all rather than send 
partly completed questionnaires.
1 ftBulmer Thomas has suggested that the effort made to obtain the 
information regarding the distribution of sales from the manufact­
uring industries should be eliminated. The alternative source that 
he proposed in collecting this information was the distributors. 
However, a number of telephone contacts with the distributors in 
the Tayside Region revealed that they were also unable to provide 
the relevant information because an inordinate amount of staff 
time was needed to gather the data from their original accounts 
books, and collate them. It was unlikely that the trade sectors 
could devote their time voluntarily to this unless this information 
was required by the government departments. In contrast to Bulmer 
Thomas's suggestion, the survey suggested that the information 
about distribution of sales and origin of raw materials could be 
obtained from large manufacturing establishments. The explanation 
for this was that the analysis of sales distributions especially, 
played a major role in company planning. This was also one of the 
major advantages of contacting the large establishments for the 
survey.
18. Bulmer Thomas, V. "The Valuations of Transactions in Input- 
Output Tables," Journal of Economic Studies, Vol.5, 1978,
p.8.
5.2 PREPARATION OF THE DATA BASE FOR THE CONSTRUCTION OF
INPUT-OUTPUT TABLES
The preparation of the data base was carried out in three steps, 
namely processing the data of individual questionnaires, prepar­
ation of working sheets and grossing up the data of the working 
sheets for the control totals and the relevant coefficients of the 
final table. All the data of the usable questionnaires were 
manually processed. It was seen that the computer data processing 
was not always satisfactory particularly in the initial stage of 
the survey. The main reason for this was that the computer could 
not be substituted for good ^judgement and careful analysis of data 
where these were most needed. Therefore,computer data processing 
might cause distortion in the real values of sectors in the region. 
The data given in each section of the questionnaire were scrutinised 
and comparisons were made with that of other establishments in the 
same sector. In this way major inconsistencies in the data could 
be identified.
A problem arose in treating the various kinds of inconsistencies 
in the data base. The most crucial factor in this process was to 
identify the reasons for the variations before making any judgement 
as to how to treat them. There were three major factors which were 
most prominent. Firstly, the data reflected differences in 
economies and diseconomies of scale within the establishments, for 
example, variations in the productivity of labour among the 
establishments which were producing homogeneous outputs. Secondly, 
the data reflected differences in the degree of specialisation and 
also differences in technology. Thirdly, the data provided by some 
respondents were not consistent compared with the cost structure of
the same establishment, due to misinterpretation of the questions. 
No attempt was made to deal with the first and second factors. 
However, adjustments were needed for the third factor.
The best way to treat this factor was to contact the relevant 
respondents using the telephone or to visit them in order to obtain 
correct information. However this aspect could not be pursued in 
all cases, for reasons of confidentiality, unless the respondents 
had expressed their willingness for further contacts. The tele­
phone inquiries were made for identifiable firms and the variations 
of data could be clarified accordingly. A difficulty arose in 
treating the inconsistent data given by unidentifiable respondents. 
In order to overcome this difficulty a formula was derived for 
estimating average ratios of the individual cost items such as the 
cost of raw materials, operating cost, transport cost, etc., to 
the gross sales of establishments, as follows;
n
R_ = XL (C. x 100)
Lj i=l J_______
9j
n
where R
cj
ratio of the cost of idividual items to the gross 
sales.
the cost of "j"th item of the establishment.
(j = 1.2...... m )
value of the gross sales of "i"th establishment, 
(i = 1,2.......  n )
the number of positive respondents in the sector
These ratios were used for treating the uncompleted sections of the
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questionnaires, ironing out inconsistencies in the data, upgrading 
the data of poor returns and also for making comparisons with the 
secondary data.
The next step in data processing was the preparation of working 
sheets for each sector of the input-output tables. The main 
property that the working sheets had to preserve was that they 
had to reflect the sectoral cost structure as far as possible and 
the relevant patterns of sales and purchases. In order to fulfil 
this requirement, the data of individual questionnaires v/ere 
aggregated and classified by the values of inputs purchased, 
patterns of purchases, i.e. local or imports, values of gross 
sales, the distribution of sales and the gross outputs of the 
sector. There were not sufficient data in the case of many sectors 
for estimating stock appreciation and the values of work-in­
progress. It was assumed that any physical increase or decrease 
in the value of the stocks of the particular sector, during the 
year 1979 was insignificant. On this basis, the value of gross 
sales has been used for the estimation procedures in place of gross 
outputs. However, the value of work-in-progress could not be 
entered into the working sheets due to the difficulty in deriving 
any meaningful estimates.
The final step, which was the most important issue of the survey, 
was to gross up the observed data for the test population. This 
has been done by sectors based on the following formula.
where CK = the gross output of "i"th sector of the test 
population
9. = the gross output of "iMth sector of the survey
e. = the number of employees in "i" sector of the survey 
E. = the number of employees in "i" sector of the 
population
The latest employment data available for the whole test population 
was for the year 1978. It was assumed therefore, that there were 
no significant changes in employment during the year 1979, so that 
the employment data for 1978 were used for the year 1979 without 
any adjustments. Secondly,it was assumed that the figures for 
labour productivity obtained from the sample survey would be fairly 
representative for the population. However, those aspects will be 
discussed further in the following chapters.
Finally the experience of survey work in the Tayside Region 
suggested that it was extremely difficult for an individual 
academic researcher to establish a satisfactory primary data base 
by disaggregating the manufacturing.,trade5and service sectors in 
the region. This task could have been easier if the researcher 
had been able to get assistance from the Regional authorities 
which have a strong influence on the business community. However, 
it seemed that organisations such as Tayside Chamber of Commerce 
have little confidence that academic researches can assist 
regional economic development.
There were restrictions about using the unpublished data because
of reasons of confidentiality. For example, individual returns 
of census of employment and census of productivity can only be 
obtained by recognised users such as central and local government 
officers, under the Statistics of Trade Act of 1947. Given these 
limitations of data and constraints of resources, the most suitable 
way to obtain the primary data base was the postal survey. In 
order to overcome the problems concerning the required higher level 
of positive response compared to that of personal interviews, it 
was reasonable to expand the size of the sample, while maintaining 
a manageable size.
CHAPTER 6
METHODOLOGY OF THE DERIVATION OF SURVEY 
BASED INPUT-OUTPUT TABLES FOR THE TAYSIDE REGION
The development of the use of survey and non-survey techniques in 
deriving regional input-output tables has been reviewed in Chapter
4. It is clear that there are still considerable differences in 
the conclusions drawn from various research studies in past years. 
Some researchers were optimistic about the use of non-survey 
techniques, specifically of SLQ, and they pointed to the superiority 
of SLQ in terms of savings of time and financial resources. During 
the 1970's the RAS method has been used as a tool of estimating 
regional input-output tables and it has been argued that it 
produces a closer approximation to the actual input-output tables. 
However, as v/as pointed out in Chapter 4, considerable attention 
should be given to modifying some of the properties of the RAS 
especially when the RAS technique is applied to the construction 
of regional input-output tables. The present study attempts to 
introduce some adjustments to the RAS method in order to avoid 
some of the weaknesses which arise in its practical use. This 
modified RAS method, in the rest of the thesis, will be called 
"adjusted RAS" or 'ARAS1.
The purpose of this chapter is therefore to discuss the methodology 
involved in the derivation of final input-output tables for the 
Tayside Region based on ARAS technique. The modifications have 
been introduced to the existing RAS method firstly, in the process 
of reconciliation of the differences between actual and estimated 
intermediate inputs and intermediate outputs, caused by substitution
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and fabrication effects. Secondly,the cells of the structural 
matrix have been replaced by the actual data collected from the 
limited economic survey conducted in the Tayside Region. The 
final tables so obtained will be used for the analysis of the 
Tayside economy and also for the comparison of the results of the 
input-output tables derived using survey and non-survey techniques.
6.1 METHODOLOGICAL SEQUENCE
The methodological sequence of constructing the Tayside Regional 
input-output tables based on the ARAS can be outlined as follows;
i Aggregation of Scottish domestic flow matrix (industry x 
industry) and estimation of an aggregated Scottish direct 
input coefficient matrix based upon domestic flows.
ii Estimation of control totals for the gross outputs, by 
sector, for the Tayside Region final input-output tables.
iii Estimation of final demand sectors and primary inputs sectors.
iv Estimation of control totals for intermediate outputs and 
intermediate inputs as residual.
v Completion of the "rows only" and "columns only" tables, 
inserting into the structural matrix the actual data 
estimated from the direct survey.
vi Valuation of "columns only" table at producers' prices.
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vii Insertion of the adjusted cell values of the "rows only" and 
"columns only" tables into the final input-output table.
viii Completion of the rest of the structural matrix using the
Scottish direct inputs coefficients together with the control 
totals of the Tayside regional gross outputs. It is assumed 
that the Scottish direct input coefficients based upon 
domestic flows are applicable to those in the Tayside region.
* k
ix Computation of V. and U. in relation to the structural matrix
J ^
of the final input-output table.
k
x Comparison between U. and V., and actual V. and U. obtained
I J J *
as residual after injecting final demand and primary inputs 
which have been estimated independently from the structural
•k
matrix. Where U. = estimated total of intermediate outputs.
■k
V. = estimated total of intermediate inputs.
J
V. = actual total of intermediate inputs and 
J
U. = actual total of intermediate outputs, 
xi In order to compute necessary weights to distribute the
k  k
differences of V. - V. and U. - U., two separate structural 
j J
matrices have been prepared. In the first table which can 
be termed "coefficients of intermediate outputs", the row 
values of the cells which have been replaced by the adjusted 
actual figures should not be included and the sum of these 
values along the rows should also be deducted from the U..
It is assumed that the remaining fabrication and substitution
k  k
effects reflected in the difference of U. - U., and V. - V-
I * J J
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may only occur in relation to the unadjusted cells of the 
structural matrix.
Cl 0xii Computation of the first set of A.. which can be obtainedJ
as follows;
a 91° = X../U? where 
i j  U  i
Cl 0A.. = coefficients of intermediate outputs,
J
*fchX... = unadjusted cell values along the i row of the
structural matrix.
= actual total of intermediate outputs less the sum of
thadjusted cell values along the l row of the 
structural matrix.
xiii In the second table which can be called "coefficients of
Cl 1intermediate inputs (A.. )j the adjusted column values of
the cells should be relaxed and also, the sum of these values
should be excluded from the V.. The computation of the
J
Cl 1second set of A.. can be obtained as follows.
1 J
A?1.1 = X.. / V1! whereJ J J
coefficients of intermediate inputs.
actual total of intermediate inputs less the sum of 
adjusted values of the cells down the 'j'th column.
•k
xiv In balancing the U. - U., multiply the difference, k. by 
Cl 0A-. and add these values to the relevant unadjusted cells 
 ^J
of the final input-output table.
Cll
ij
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XV
■k
In balancing the V. - V., multiply the difference, k. by J J J
r IT
A., and add these values to the relevant unadjusted cells 
i J
of the final input-output tables.
xvi The second round adjustments if needed can be made by an 
iterative process, i.e. by using the analyst's judgement.
The main steps involved in the construction of the final input- 
output tables are discussed in detail in the following sections.
6.2 ASSUMPTIONS
In the construction of the final domestic flow matrix for the 
Tayside Region, based upon ARAS method, the following assumptions 
were made;
i The Scottish input coefficients are not invariantly
applicable for the Tayside Region because of the differences 
in the product mix, technology, productivity of labour, etc., 
between the two regions. It is assumed that all these 
variations can be classified into two categories namely, 
substitution effects, (R.) and fabrication effects (S.).
I vJ
ii The effects of these two categories do not apply uniformly 
along the rows and down the columns. Therefore,each cell of 
the structural matrix has individual values for R and S.
iii The share of fabrication and substitution effects for each 
cell of the sector depends on its contribution to the total
15^
intermediate inputs and the total intermediate outputs 
respecti vely.
iv It is assumed that there is a positive correlation between 
the level of consumption of finished goods by the regional 
industries and the effects of substitution. It is assumed 
that this situation is also true for the supply side.
v In order to estimate the R and S, for the unadjusted cells 
in the structural matrix, it is assumed that the pattern of 
sales distribution and the purchase of inputs in Scotland is 
applicable for that of Tayside Region.
vi R and S are two complete matrices, 
vii R.• >  0, and S.. >  0.
I J * J
viii R.. and S.. are applicable for only unadjusted cells, X.. of 
the structural matrix.
R.. and S.. are calculated as follows 
i j  i J
3
R.. = K. A?1.0
i j  i i J
S.. = K. pSV
ij J U
In matrix notation,
Rnxn K. A i
CIO
nxn
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n  iS = K. A where K. and K. are diagonal matrices,nxn j nxn i j
The values so estimated are added to the relevant unadjusted cells
of the final domestic flow matrix for the Tayside Region.
This procedure does not require such a large number of iterative 
adjustments as the RAS method. This is mainly because a consider­
able number of cells in the structural matrix have been replaced 
by actual survey data which cover possible variations between 
Tayside and Scotland in terms of substitution and fabrication.
6.3 AGGREGATION OF THE SCOTTISH DOMESTIC FLOW MATRIX
The Scottish Domestic Flow Matrix, industry by industry, for the 
year 1973, was chosen for the aggregation primarily because of the 
difficulty in making the necessary data available for the 
industrial classification by commodities. It was assumed that any 
individual firm produces only one kind of commodity. However, when 
firms were involved in multi-product lines,all products were 
grouped under the main product of the firm. The industrial class- 
ification used Chapter 4 was not applicable to the aggregation of
A
the Scottish Domestic Flow Matrix, since the sectoring scheme 
followed in the Scottish Total Flow Matrix, commodity by commodity 
and the Domestic Flow Matrix, industry by industry^shows consider­
able variations. Therefore a separate system of industrial class­
ification was used in this stage of aggregation and this is given 
in table 6.2.
The major aim of the aggregation of this Scottish table was to 
obtain the relevant coefficients for the structural matrix of the
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final Tayside input-output tables when the actual data were not 
available. The theoretical aspects of aggregation were discussed 
in the previous chapters.^ The system put forward in Chapter 4 was 
used for the aggregation of the above national matrix. The table 
of direct input coefficients was then compiled from the aggregated 
Scottish Domestic Flow table.
6.4 ESTIMATION OF CONTROL TOTALS
The control totals of gross outputs by sectors were derived
primarily from the sample survey. It was assumed that the average
pattern of purchase of inputs and the sales distributions of the
sampled establishments should be applicable for the sector as a
whole. This assumption has been criticised. Bulmer Thomasyfor
example, has clearly opposed this assumption as "there are no
grounds whatsoever for believing that the unsampled part of the
population distributes its output to other sectors in the same
2 . . . .
proportion as the sampled part". It seems that his criticisms 
are too rigid to be considered in relation to an attempt to 
construct regional input-output tables, given the constraints of 
time and resources. However it is clear that the weakness of this 
assumption lies not in the sampling methodology, but on the way in 
which the sample has been drawn.
The important factor in sampling, for the purpose of estimation of 
parameters for the sectors, is that the sample should be drawn
1. For details see Stone, R. Input-Output and National Accounts 
OEEC, 1961.
2. Bulmer Thomas, Valuation of Transactions in Input-Output Tables, 
Journal of Economic Studies, Vol. 5, 1978, p.7.
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representing major characteristics of the regional economy and 
of each sector. On this ground, the assumption that the sampled 
data can represent the unsampled part of the sector can be 
justified. The sampling for the present study has been carried 
out taking the aforesaid factor into account. The sample data 
were grossed up for the estimation of values, not only for the 
sectoral gross outputs, but also for the values of sectoral exports, 
imports, inputs purchased, labour productivity and other values 
added.
6.4.1 SOURCES OF DATA AND METHODS OF ESTIMATION OF 
CONTROL TOTALS FOR GROSS OUTPUTS
Agriculture
This sector includes agriculture, horticulture and forestry. The
only source of data was the secondary data collected from the
published literature. During this process, data from the Economic
Report on Scottish Agriculture in 1980, the Occas ional Papers of
3Economics and Farm Business Management, the Forestry Commission,
4
60th Annual Report and Accounts; Tayside Potential for Development 
and the Scottish Abstracts of Statistics were incorporated.
A problem arose in using the published agriculture statistics. The 
figures published in these reports for agriculture included dairy
3. See especially Anderson, J.L. Profitability of Farming in South 
East Scotland, 1979/80, East of Scotland College of 
Agriculture, May, 1981.
4. H. M.S.O. Tayside Potential for Development, University of 
Dundee, 1970.
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producers, livestock production, fruits and vegetables which were 
treated under a separate sector namely "food products" according 
to the MLH of SIC, and the sectoring system of the Scottish Input- 
Output Tables. For the Tayside input-output study, the gross 
outputs of wheat, barley, potatoes and oats were included in the 
Agricultural Sector. The gross outputs of fruits, dairy products, 
vegetables and livestock products were transferred to the food 
products sector. However, some of the information provided by 
these published sources could not be used meaningfully for the 
Tayside Region because of the problem of differences in sector 
classification.
Forestry
In 1979, 60 per cent of the land used for forestry in Scotland 
was under the Forestry Commission while the other 40 percent of 
land was under private ownership. It was assumed that this pattern 
of land use would be applicable for the Tayside Region. The 
production of timber by the forests owned by the Forestry Commission
5
in Tayside Region was 57,000 cu.meters in 1979. The sales income 
of timber in the public sector has been estimated at £983,000.^
In the absence of accurate data, it was assumed that the product­
ivity of forest land under the public sector would be applicable to 
the private sector. The total income received from the forestry
5. See Forestry Commission, 60th Annual Report and Accounts 
1979/80, p.79.
6. According to the accounts of the Forestry Commission, the sales 
income of timber received per cu.meter was £17.25 in 1979. The 
timber sold included trees sold standing and trees converted 
into intermediate products such as round timber and saw logs, 
telegraphs and other selected poles, pulpwood and board mill 
material, fire wood and poles sold in length.
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industry was therefore estimated at £1,638,283 and this figure 
has been included for the Agricultural sector.^
Fishing
The definition of the gross output of sea fishing industry was 
the amount of fish landed in Tayside and outside the region by 
Tayside owned vessels. The amount of fish landed outside the 
region by Tayside owned vessels was taken as an export of the Tayside 
fishing industry and the amount of fish landed in Tayside by the 
vessels owned by outsiders was taken as imports. The statistical 
data on fishing were obtained from the Scottish Sea Fisheries 
Statistical Tables - 1979, which cover the value and quantity of
O
fish landed in Arbroath District. The other important area of the 
fish industry in Tayside was fresh water fishing which included 
salmon, grilse and sea trout. The total quantity and value of 
fresh water fishing in Tayside was an estimate based on the 
statistics published in the "Fisheries of Scotland, Report for 
1980".9
7. Income received per hectare of forestry land was estimated to 
£23.60 based on the statistics provided by Forestry Commission. 
The total land used for forestry in Tayside in 1979, was as 
follows;
Amount of land used by F.Commission = 41677 hectares 
Estimated amount of land used by private woodlands
= 27765 hectares
Estimated income received from private woodlands
= £655,254
8. The figures for Arbroath District covers Dundee, Arbroath, 
Montrose, Johnshaven and Gourdon.
9. H.M.S.O. Fisheries of Scotland, Report for 1980.
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Quarrying and Oil Exporation
Data for this sector were obtained from the direct survey which 
covered 50% of employees in the quarrying and oil exploration sector. 
It was found that nearly 50% of the output of this sector came from 
North Sea Oil exploration work. The income received from this oil 
exploration work has been considered as part of the exports of the 
region. Due to the difficulty of making available necessary data 
for inventory changes and work-in progress, the value of the gross 
sales has been assumed as the gross output of the sector. The 
sampled data were grossed up to estimate the sectoral gross output 
on the basis of the number of employees in the sector.
Oil Products and Chemicals
This sector consists of the firms who supply goods and services for 
the North Sea Oil operation and the firmswho produce chemicals and 
allied products. The collected data from the direct survey were 
grossed up to estimate the sectoral output.
Food Products
This is a very heterogeneous sector which covers eleven MLH of 
the Standard Industrial classifications. The sources of information 
were partly the direct survey and partly the published data. The 
data for the vegetables, fruits, dairy products and livestock were 
obtained from the Agricultural Statistics for 1981 and the Scottish 
Abstracts of Statistics for 1981. The postal survey provided the 
statistics for the remaining sub-sectors. For these sub-sectors, 
the sampled data were grossed up, to estimate the total gross 
outputs.
161
Brewing, Soft Drinks and Other Spirits
The values of gross outputs and other information were obtained 
from the sample survey and personal interviews. Local newspapers, 
published business registers and the literature published by the 
Dundee Chamber of Commerce and Tayside Regional Council were also 
helpful in checking their consistency. The data so obtained were 
grossed up to estimate the control totals of the sector as a whole.
Mechanical Engineering and Electrical Engineering
Data were obtained for these two sectors from the direct survey.
The survey data were grossed up to estimate the control totals of 
gross outputs. The disaggregated sales values for the intermediate 
sectors could not be estimated from the survey data and therefore 
some adjustments had to be made to distribute the given figures 
for total intermediate outputs. It was assumed that the percentage 
shares of distribution of intermediate outputs of mechancial 
engineering and electrical engineering sectors in Scotland for 
their intermediate sectors were similar to those of the Tayside 
region. The value of total sales was then distributed for the 
intermediate sectors, pro-rata to the sectoral contribution to 
the total intermediate outputs.
Instrument Engineering
Manufacture of watches and clocks, surgical appliances and other 
scientific and industrial instruments are included in this sector. 
The main producer of watches in the U.K. was in the Tayside region 
in 1979. The survey could not cover a significant proportion of
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this industry in terms of employment; so the primary data were 
supplemented by the information collected from the published 
sources. These data were grossed up to estimate the control 
totals.
Metal Products
This sector includes metal manufacturing industries such as iron 
castings, aluminium and aluminium alloys, copper, etc. and metal 
goods producers such as small tools, bolts, nuts, cans and metal 
boxes, etc. Data were primarily obtained from the direct survey 
and these data were grossed up to obtain the control totals of the 
sector.
Textiles
This sector consists of jute spinning and weaving woollens, 
carpets and other textile industries. Data were obtained mainly 
from the sample survey. These data were supplemented with data 
from published sources such as local newspaper, published 
company accounts and reports.^ The collected data were grossed 
up for the estimation of control totals of sectoral gross outputs.
Clothing
This sector includes the dressmaking industry but excluded the 
footwear industry. This is because there are no indications of 
the existence of a footwear industry in the Tayside Region in the
10. The studies of the jute industry carried out by McDowall, S., 
and Draper, P. Trade Adjustment and the British^Jute 
Industry: A Case Study, The Fraser of Allander Institute,
Research Monograph No.5, 1978, and Howe, W.S. The Dundee 
Jute Industry: An Economic Organisation Study, Aberdeen
University Press, 1982 were also useful.
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statistics provided by the Department of Employment. Data for 
the estimation of control totals were obtained from the sample 
survey and they were grossed up to estimate the sectoral totals.
Building Materials and Timber Products
Data for the estimation of control totals of these two sectors
were not available from the sample survey. The technology and
the patterns of distribution of the finished products of these
two sectors have not changed much over the last 20 years in the 
11Tayside Region. This was also true for Scotland as a whole. 
Therefore there were reasonable grounds for believing that the 
Scottish input coefficients and the productivity of labour would 
be applicable to the Tayside Region. The gross outputs of the 
building materials and timber products sectors of Scotland in 1973 
were inflated by the wholesale price index to obtain the relevant 
figures for the year 1979. The control totals for the gross 
outputs of these two sectors of the Tayside Region were estimated 
as follows;
Gross output of timber) 
products in Tayside ) 
Region )
Value of gross 
output of timber 
production in
Scotland________  x
No. of employees 
in timber products 
in Scotland
No. of employees 
in timber products 
in Tayside
11. This has been revealed by George Donaldson, Chairman of The 
Timber Research and Development Association. See Dundee 
Tayside,Autumn, 1979.
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Company reports and accounts for a few large establishments in 
these two sectors were also helpful in collecting information.
Paper, Printing and Publishing
This sector includes printing and publishing of local newspapers, 
periodicals, cards, etc., and manufacturers of paper products.
Data were mainly obtained from the direct survey. The data 
included figures for control totals of gross outputs, imports, 
exports, inputs and intersectoral sales distributions, investments, 
etc. The survey data were grossed up for the estimation of 
control totals and other sectoral values.
Construction
The value of the gross output of construction is the total of the 
value of new work completed during the year, income from repairs 
and maintenance, and the value of sub-contract works. This sector 
includes the construction work undertaken by the private sector 
contractors and the local government construction departments.
The figures for the output of private sector construction work 
were estimated based on the sample survey. In estimating the 
output of public sector construction work, the Scottish Abstract 
of Statistics, 1982,^ and the Annual Accounts, 1980, of the 
Tayside Regional Council were incorporated. The Tayside Regional 
Council provided information on the value of the output and on 
the number of employees in this public sector construction work.
12. See page 108.
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Utilities
This sector consists of gas, electricty and water. The water 
supply for Tayside Region is undertaken by local government 
and the respective accounts are shown in the annual accounts of 
Tayside Regional Council. Therefore the water supply has been 
excluded from the sector utilities. Other
utilities such as coal and oil have also been excluded from this
sector and included in the distributive trades sector. The
electricity supply and expenditure were estimated taking the
receipts and expenditure pattern of the North of Scotland Hydro-
Electric Board into account. Based on these figures the sales
revenue obtained from the Tayside Region has been estimated. The
13sales revenue of gas was also estimated based on the information 
published by Scottish Gas. The figures for inter-sectoral 
sales distribution of utilities except for the sectors; 
agriculture, fishing, ship building, clothing, binding materials, 
timber and rubber and plastic products, were obtained from the 
sample survey.
Transport
This sector includes rail, sea (harbour, ports) and road transport. 
Air transport facilities on a business scale, were not available 
in the Tayside Region in 1979. This sector also excludes trans­
port which is undertaken by local government since these accounts 
are included under Local Government. Data were obtained primarily 
from the sample survey and these data were supplemented by trans­
port margins allocated from other sectors. The sampled data were
13. See page 116 of the Scottish Abstract of Statistics, 1982 .
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grossed up for the estimation of control totals of this sector.
Communications
This sector includes the Dundee Post Office and the Dundee 
British Telecommunications services. The data on expenditure and 
receipts of British Telecommunications in Tayside were obtained 
from a personal interview. The Tayside Post Office was not co­
operative in disclosing their statistics. The share of the post 
office in the total output of communication was nearly 50% in 
terms of employees. The receipts of the Dostal service in Tayside 
have been estimated based on the Scottish total receipts of the
14
postal service in Scotland weighed by the number in employment.
In estimating the expenditure it was assumed that the patterns of 
purchases by the post office service in Scotland for 1979, would 
be applicable to the Tayside Region.
Finance Services
Insurance, banking and other financial institutions are included 
in this sector. The gross output of the sub-sector banking is net 
of benefits paid in terms of interest earned. The gross output 
of insurance is net of claims paid for insurance policies in terms 
of the value of the annual receipts from insurance policies. It
14. Total receipts of postal = Total receipts of 
service in Tayside postal service in
S c o t l a n d _______  x
No. of employees 
in postal service 
in Scotland
No. of 
employees 
in postal 
service in 
Tayside
For further details see the Scottish Abstract of Statistics 
1982, p.134.
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is clear therefore that the receipts of the financial services 
as a whole, vary according to their activities. However the 
expenditure pattern of the whole sector has some similiarities 
so the gross output of financial services has been estimated 
from the expenditures. There were two ways of obtaining data. 
First, the sample survey provided data directly for the finance 
services, and these data could be supplemented with the data 
provided by other sectors. Second, the control total: of finance 
services of the Scottish Input-Output Tables could be adjusted 
for that of Tayside Region. Since the survey data were not 
representative, it was found that the latter procedure could 
produce a more consistent set of data for the output of the 
financial sector. The value of output of the finance services 
in the Scottish Input-Output Tables in 1973 was weighted by the 
price index to obtain the appropriate value for the year 1979. 
Based on the number of employees in the finance services in 
Tayside and Scotland, the control total of the gross output of 
this sector in the Tayside Region has been estimated.
Professional and Other Business Services
This sector includes highly heterogeneous sub-sectors such as the 
accounting, legal, entertainment and other business services. 
Because of its size and nature, this sector was not included in 
the survey. It was assumed that the Scottish input coefficients 
would be applicable for those of Tayside Region. The gross 
output of professional and other business services in Scotland in 
1973 was inflated for the year 1979, and then weighted in terms of 
employment in order to estimate the gross output of this sector 
in the Tayside Region. However, most of the cells of the column
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of this sector in the structural matrix of the Tayside Input- 
Output table have been given adjusted data from the other sectors 
of the sample survey.
Distributive Trades
This sector consists of wholesale and retail distributors. Data 
were mainly obtained from the direct survey and covered nearly
4.4 percent of regional distributors in terms of employees. The 
value of gross output was defined as the gross income less the 
value of goods bought for resale. The data collected from the 
sample were grossed up to estimate the values for the whole sector, 
assuming that the parameters of the sampled part would be similar 
to those of the unsampled part of the sector. The estimation of 
separate margins for retail and wholesale distributors by sectors 
was not possible due to lack of data. However, it was found 
from the survey returns that the average margin of the distributive 
trades in the Tayside Region was in the range20 to 25 percent.
Local Government
Data on the income and expenditure of local government were
obtained from the published annual accounts of the Tayside
15
Regional Council for 1980. "Rating Review, 1979" and the 
Scottish Abstracts of Statistics, 1981 were also used in gathering 
information for local government. Nearly 66.6 percent of total 
income of local government came from central government as rate 
support grant and 27.2 percent of income came from domestic
15. Rating Review, 34th year of issue, June, 1979.
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subjects, i.e. households. The income received from intermediate 
sectors of the region was nearly 6 percent. There were no clues 
given on how to distribute this amount of income along the local 
government row. General rate depends on property assessments. 
However, more disaggregated data in relation to the Tayside Input- 
Output Tables are not available. It was therefore assumed that 
the rate income received from the intermediate sectors would 
largely be dependent on their contribution to the total regional 
gross outputs. On this basis, the sectoral income of the local 
government has been estimated as follows;
Income received from = Gross output of 
sector i sector i
Total regional 
gross output
Household Sector
In most input-output studies household income is included in the 
final demand sector. However, it is frequently treated in the 
regional economic planning models as an industry. Households do 
in fact sell labour, managerial skills and privately owned resources 
and they receive in payment wages and salaries, dividends and 
rents, proprietors' income, etc. To provide these resources they 
buy food, clothing, automobiles, housing services and other 
consumer goods. One of the prime objectives of regional planning 
is to examine the pattern of regional income and employment, and 
to explore necessary policies in order to direct them into 
appropriate paths. There are two main advantages in treating 
households as an industry. Firstly^it reflects the linkage
Total income 
x received from 
intermediate 
sectors.
1 7 0
relationships between the household income and industrial outputs. 
Secondly, planners can compare regional income multipliers and 
employment multipliers which help them to analyse the multiple 
effects of enhancing or retarding the level of regional income and 
employment upon the rest of the economy.
The gross output of this sector has been estimated including the 
income received from employment, government payments such as 
supplementary benefits, child benefits, pension payments, etc., 
and other incomes such as rents, and those from self employment, 
etc. The figures for employment income were estimated from the 
sample survey. The central government payments to the household 
sector were estimated based on the information published in the 
Scottish Abstract of Statistics. It was assumed that the pattern 
of household savings in Scotland would be applicable to the Tayside 
Region. The figures of Scottish savings were obtained by deducting 
consumers' expenditure in 1979 from the personal disposable incomes. 
The cell values of the household column were partly obtained by the 
sample survey and partly by the published sources. The rates and
rents paid by the households to local government were directly 
obtained from the Local government annual accounts for the year 
1979. The Scottish figures on income taxes of households were 
adjusted for the Tayside Region in terms of number of working 
population in the two regions, Scotland and Tayside, respectively, 
assuming that the Scottish pattern of household tax payments would 
be applicable to Tayside.
16. The figures for personal expenditure in Scotland published in 
Regional Trends , CSO, 1982, and Scottish Abstracts of 
Statistics, 1982 were used. These Scottish figures were 
adjusted for the Tayside Region based on number of population.
1?1
6.5 ESTIMATION OF FINAL DEMAND SECTORS AND PRIMARY
INPUTS SECTORS
6.5.1 FINAL DEMAND SECTORS
The detailed disaggregation of final demand sectors depends on the 
amount of data available and the relevance of the disaggregated 
categories to the economy under consideration. The survey returns 
facilitated the listing of the value of exports, and fixed capital 
formation which includes additions to the fixed capital during the 
year, and physical appreciation of the value of stocks. The 
published data were available for the estimation of central 
government expenditure. The main source of information was the 
Scottish Abstract of Statistics, 1982. The data on government 
expenditure on households were obtained from Scotland as a whole 
and they were weighted by the number of population in order to 
estimate the relevant figures for the household sector in Tayside. 
Government expenditure on manufacturing and other business sectors 
was also estimated based on the Scottish figures. The assumption 
made was that the pattern of government expenditure in Tayside 
would be similar to that of Scotland.
The value of exports by sectors were obtained from the survey.
Data on imports and exports were also collected from personal 
interviews with the officials of the Port Authorities in the 
Tayside Region and from secondary sources. It was found that the 
data gathered using the later method were inconsistent and that 
there were large discrepancies, when compared to the survey figures. 
The main reason was that the ports in Tayside undertook imports and 
exports not only for the Tayside region but also for outsiders.
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It was also the case that the goods of the Tayside region were 
exported by ports outside the region. This was also the case for 
imports. However data were not available to quantify the value of 
imports and exports of the Tayside Region through the ports outside 
the region. On the other hand,data could not be made available for 
the exports of goods of the region to the rest of Scotland and the 
U.K., which were transported by road and rail. Because of the 
difficulty in quantifying accurately the value of imports and 
exports of the region from the secondary sourcess it was assumed 
that the sampled data on exports and imports could be applied to 
the unsampled parts of the sectors.
On the valuation of exports, there were some problems experienced 
which need a brief explanation. The goods exported to the rest of 
Scotland and the U.K. could be valued at producers' prices. In 
other words the transport and distribution costs associated with 
these transactions have not been considered. The goods exported 
through the ports could be valued at f.o.b. (free on board) prices, 
so that the transport costs and distributions costs that occurred 
from factory to port could be allocated to the rows transport and 
distribution respectively. However* in the absence of data to 
disaggregate exports by their destinations, all exports from the 
Tayside Region had to be valued at producers' prices.
The column of exports in the final demand includes the value of 
outputs sold to tourists which amounts to nearly £52 million^ per 
year in the Tayside Region. Information about tourist expenditure 
was obtained from the Tourist Section of Tayside Regional Council,
17. Annual Report, Scottish Tourist Board ,1979.
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Annual Reports of Scottish Tourist Board9 and other published 
1 8reports. It was however, difficult to obtain accurate data for
the sectoral contributions to tourism. Hence, the total tourist
expenditure in 1979, was equally distributed to the sectors, i.e.
food products, distributive trades, and professional and other
business services. The earnings of households from tourism, which
19has been estimated at £20,211,000 were included in the household 
row under exports.
6.5.2 PRIMARY INPUTS
This sector includes, imports, subsidies, payments to the govern­
ment, retained eranings and depreciation, and they appear in the 
Tayside input-output tables under three headings, namely imports, 
subsidies and other value added. The reason for the aggregation 
of government payments, retained earnings and depreciation is the 
problem of making the required amount of data available. The 
method of estimation and valuation will be discussed for each 
sector.
Data for the imported goods were collected from the sample survey. 
Assuming that the pattern of the imports of the sampled part of 
the sector would be similar to that of unsampled part, the collected 
data were grossed up to obtain estimates for whole sectors.
18. "The Economic Impact of Tourism; A Case Study in Greater 
Tayside", (ed) Coppock, J.T, et al, Research Report No.13, 
University of Edinburgh, 1975.
19. This has been estimated based on the number of employees in 
the tourism sector, i.e., 4250 (full-time equivalent), and on 
their average weekly earnings.
17^
The distinction between competitive and non-competitive imports 
has advantages in regional planning. In the industrial development 
programmes, it is the common practice to give priority to these 
sectors which produce goods to compete with imports at less cost.
On the other hand the identification of non-competitive imports 
facilitates more accurate estimates of regional technical co­
efficients. Hence, the forecasting, impact analysis and multiplier 
analysis which are carried out based on these technical co-efficients 
should have produced more acceptable results.
The non-competitive imports could enter into the table as a single 
row in the section of the primary inputs. They can be valued at
c.i.f. (cost, insurance and freight) price plus transport and 
distribution costs which occurred during the transport of goods 
from the port to the factory and any import duties. In valuing at 
producers' price, the margins could be deducted and allocated to 
the distribution and transport rows respectively. However, in this 
way, the non-competitive imports could not be valued purely at 
producers' prices, since they include import duties which cannot be 
identified individually.
The competitive imports could be included in the structural matrix
together with their domestic substitutes, and they can be
distinguished in the final demand by subtracting the total value
20of competitive imports (i) from the row (i).
20. For details see Isard, W., and Langford, T.W. "Regional Input- 
Output Study: Recollections, Reflections and Diverse Notes on
the Phi 1adelphi a Experi ence,h M.I.T. Press, 1971 pp. 114-123, 
and McNicoll, I.H., Some Aspects of the Impact of Oil on the 
Shetland Economy, Unpublished Ph.ib Thesis, 1977, pp 44-46.
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This is the more conventional method of treating imports.
However, in practice, the distinction between competitive and non­
competitive imnorts may not be made. The problem which arose in 
compiling the Tayside input-output tables was that the positive 
respondents of the survey could not distinguish imports as 
competitive and non-competitive. Therefore,data were not available 
for this purpose. In order to overcome this problem it was assumed 
that all imported goods in the Tayside Region were non-competitive 
imports, i.e. there were no domestic counterparts, so that all 
imports were included in a single row under the primary inputs. 
However, it should be mentioned that there were as many competitive 
imports as non-comoetitive imports mainly because of openness of 
Tayside to foreign markets. Therefore0there may be some errors 
in the input coefficients in the structural matrix.
Data for tne subsidies were mainly gathered from the published 
sources. The Scottish Abstracts of Statistics lists subsidies 
given to the individual sectors in the year 1979. The shares of 
subsidies disagqregated into sectors of the Tayside Region have 
been obtained as follows:
TVsjy = TVS?C
J y
-SC
where Tvsly = Total value of subsidies given to the i th sector
of Tayside
.SCTVS? = Total value of subsidies given to the i th sector 
of Scotland
21. See Table 15.9 "Identifiable Public Expenditure in Scotland: 
Analysis of Data of Table 15.1 by economic category" Scottish 
Abstract of Statistics, 1981  ^p.19b.
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E?C = Number of employees in the i th sector of 
Scotland and
E|y = Number of employees in the i th sector of 
Tayside
The assumption made in following this formula was that the amount 
of the subsidy given to an individual sector is dependent on the 
number of its employees.
One way of estimating the company taxes paid by establishments in 
Tayside was to scale down the published data for Scotland. The 
Scottish Abstract of Statistics, 1981 provides the value of 
company taxes for Scotland for 1979. The share of company taxes 
in Tayside could be estimated using the number of employees in the 
two regions. The gross figures so obtained could be disaggregated 
into the individual sectors based on sectoral employment, assuming 
that the amount of company tax depends on the number of employees 
in the sector. However, it was found that the above procedure 
could not produce a very close approximation to the actual figures 
primarily because of the fact that some establishments in the 
Tayside Region were receiving 'Special Development Area1 status. 
The establishments which had started their businesses under the 
privilege of this status were being exempted from company taxes. 
However., accurate data on this scheme could not be obtained from 
the Inland Revenue Department in' Tayside.
The company taxes and company profits therefore, were derived on 
the basis of the sample survey. The consistency of the survey 
figures could be checked, to a certain extent, with the estimated 
published data. The estimated published data could also be used
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for the commercial services, agriculture, fisheries, building 
materials and timber products, for which survey data were not 
available.
It was found that nearly 83 percent of inland revenue in Scotland
came from personal income, while only 12 percent was in the form
Z2of corporation tax. Taxes paid by the households of Tayside
were estimated taking the size of the active working population
of Scotland and the Tayside Region, and the total value of income
23tax paid by all Scottish households into account. In this way 
income taxes paid by Tayside households was estimated as follows;
TlTTy = T1TSC v AWPTy
X
AWPSC
where TITTy
TITSC
AWPSC
AWPTy
Total amount of income tax paid by Tayside 
households
Total amount of income tax paid by all Scottish 
households
Size of the active working population in Scotland 
and
The size of the working population in the Tayside 
region
The figure so estimated has been included in the tax and other 
value added row under the household sector.
22. See table 15.13 of the Scottish Abstract of Statistics, 1982
23. The active working population includes employees and employers, 
the self-employed, and those who receive dividends, rents and 
other unclassified income; but it excludes the number of 
unemployed.
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6.6 INCLUSION OF ACTUAL VALUES INTO THE STRUCTURAL MATRIX
The survey data collected for inputs purchased and outputs sold by
the individual sectors have been grossed up for the sectors. In
order to feed these values from the working sheets into the regional
input-output table, two separate tables, namely "columns only" and
24"rows only", were prepared. The direct and indirect inputs 
purchased by the sector i were allocated into the relevant column 
of the sector i of the "columns only" table. The inputs purchased 
by the food products sector, for example, were fed into the column 
of this sector. The primary inputs were also injected into the 
"columns only" table. The sales of sector i appearing in the 
working sheets were allocated into the respective row of sector i 
of the "rows only" table. There are two advantages of preparing 
two separate tables prior to the final table. Firstly, it enables 
a unique valuation system for the whole table to be followed and 
secondly, it provides an opportunity to carryout consistency checks 
for the observed figures.
The sample survey has been able to fill 308 cells with observed 
data. This amount repre/sents 35 percent of the Tayside Region 
Domestic Flow matrix. More than 90 percent of the cells which 
contain observed data are in the lower part of the matrix 
(including primary inputs).
24. The direct inputs are the goods or services that contribute 
to the production of goods or services. Indirect inputs are 
the goods or services which are not directly associated with 
production. These inputs include goods or services associated 
with the upkeep of machinery, factory and office maintenance, 
etc.
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This indicates the fact that the survey, regardless of primary
inputs and final demands, has been successful in collecting data
for indirect inputs such as utilities, transport, distribution,
etc. The main reason for the lower level of representation of the
upper part of the structural matrix is that many firms in the
Tayside Region do not buy a considerable amount of their direct
inputs from the regional industries. For example, the sector
brewing, soft drinks and other spirits, imported all of its barley
requirements in 1979 while the Tayside Region exported more than
twice the amount of barley required for the regional brewing, soft
25drinks and other spirits industry. As a whole, over 90 percent 
of regional sectors imported more than 25 percent of their direct 
inputs in the year 1979, so keeping the upper part of the 
structural matrix with many empty cells. On the other, hand^even 
when firms bought their direct inputs from the regional industries, 
some respondents could not disaggregate them by sectors. In this 
case the aggregated figures were distributed assuming that the 
Scottish pattern of intra-sectoral purchase disclosed in the 
Scottish Input-Output Tables 1973, would be applicable for the 
Tayside Region.
6.7 VALUATION SYSTEM ADOPTED IN THE TAYSIDE INPUT-OUTPUT TABLES
In order to reflect uniformity of the values of each cell, the rows 
and columns of the input-output table should be valued at one 
price. There are three systems of valuation available, namely, 
producer's price, purchaser's price and basic price. In valuing
25. Findings of the personal interviews and the sample survey.
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the cells at producer's price, every item of inputs should be 
inserted into the tables deducting distributor's, retailer's (if 
any) and transport margins. The deducted values should then be 
allocated to the respective rows of distribution and transport. 
However, the value of indirect taxes remain in the cells when they 
are valued at producer's price. In this system input-output tables 
indicate the values producers receive. The values of sales remain 
as they are, but it is assumed that the sales values are net of 
transport and distribution costs.
In valuing at purchaser's prices, it is assumed that the inputs
are recorded as the purchasers pay for them. The sales of
finished goods include distributors and transport margins. In
this process the distributors' transport margins and other taxes
are added to the sales values, if these cost items are recorded
individually in the questionnaire returns. The basic values, on
the other hand, are the producers' prices, net of commodity taxes.
Indirect taxes so deducted could be illustrated in the input-output
tables separately. It has been argued that the basic prices were
26the appropriate way of valuing the input transactions. However, 
in the absence of accurate data on indirect taxes on inputs 
purchased, this method could not be used in the present input- 
output tables.
The sample survey of Tayside revealed that the purchase of inputs 
could be identified from the survey returns more satisfactorily 
than the pattern of distribution of finished goods or services.
26. Jensen, R.C., Mandeville T.D., and Karunarathe, N.D. Regional 
Economic Planning, London, 1979, p.49.
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This situation led the researcher to prefer the valuation of 
transactions of Tayside input-output tables at producers' prices.
The other reasons for not using the purchasers' prices is that 
tney include trade and transport margins and they may vary from 
one user to another. It should be noted however, that whatever the 
price system adopted, errors may arise due to the different levels 
of margins paid by purchasers.
In the sample survey, most of the inputs purchased were given 
inclusive of transport and distribution costs. Tne sales figures 
were given exclusive of transport and distribution margins. The 
values of direct taxes were given separately. It was assumed that 
this pattern would be applicable to the unsampled part of the 
sectors. Having decided the price system (for the valuation), the 
next step was to identify the distributors' and transport margins.
The distributive trades included wholesale and retail distributors. 
The wholesale margins were defined as the gross sales less the 
value of goods purchased for resale. Since this margin was varying 
from sector to sector, the relevant wholesale margins should have 
been obtained separately from the survey for each manufacturing 
sector. Nearly fifty wholesale and retail establishments were 
surveyed. Only eleven distributors representing nine sectors 
replied. Therefore, it was assumed that the margins estimated from 
these returns were applicable for the unsampled distribution 
establishments and also to the non-respondents of the sample survey. 
For the rest of the manufacturing sectors specifically, it was 
assumed that the Scottish wholesale margins would be applicable.
The primary data collected from the survey allowed transport
1 R 2
margins to be estimated for individual sectors by using their 
survey returns directly. It was also possible to derive the 
transport margins by considering the transport as a separate sector 
within the structural matrix. The primary data needed for Doth 
purposes were available to a certain extent. However9 it should 
be pointed out, that the collected primary data were not able to 
produce completely accurate estimates for transport margins since 
detailed information on costs associated with different modes of 
transport could not be made available.
A problem arose in estimating transport margins when the establish­
ments had their own transport systems. This was particularly true 
in relation to the large and to most of the medium sized establish­
ments in the Tayside region. In general, the transport costs 
obtained via the sample returns consisted of the values spent for 
external transport services. Telephone enquiries made to respond­
ents revealed that some firms used external transport for the 
purpose of bringing the inputs to their factories while they used 
their own transport for the distribution of finished products.
Some revealed that they used their own transport for both purposes. 
The most crucial problem, when the establishments have their own 
transport system,was that the cost involved witn this service 
could not be identified. The reason was that the cost of transport 
in this case, was included in the accounts under different 
categories such as cost of vehicles, cost of maintenance, labour, 
oil, etc.
A possible way of solving this problem was to contact all 
respondents and to obtain the actual transport margins for each 
establishment. Then an average figure could nave been estimated.
183
However, this method could not be followed in the present study 
because it would be too time-consuming. Also these margins could 
be compiled using data from the transport sector, which was 
included in the survey. It provided the values of transport 
services given to the industrial sectors and to tne final demand 
sectors. The margins so obtained could be compared with the data 
on transport cost given in individual sample returns. However, 
this procedure was not able to provide a close approximation to 
the actual figures. This was because the margins provided by the 
transport sector might also include the transport cost of 
delivering raw materials to the firms and of delivering finished 
products from the firms. Also it did not take into account the 
situation when the firms had their own transport systems.
The estimation of transport margins in the Tayside input-output 
study was based on two assumptions. First,it was assumed that the 
transport costs given by the individual establishments were 
associated only with the transportation of raw materials. Second, 
when firms have their own transport system, the cost associated 
with this operation has been excluded from the adjustments of 
transport margins by assuming that these costs were intra-firm 
transfers.
Having obtained the margins, the next step was to adjust each cell 
down the columns of the structural matrix. First,the retail margin 
was adjusted. This margin was applied mainly for the households 
column. For the remaining sectors the retail margin was not 
computed assuming that they may buy their inputs not from retailers 
but from wholesalers, because of their bulk requirements of inputs. 
Secondly^the wholesale margins were deducted from the input cells
and were allocated them into the distribution row. Finally0the 
transport margins were adjusted as discussed before.
There were some other paradoxical situations in adjusting whole­
sale and transport margins which it seems worthwhile to discuss 
briefly. It was found in some cases, that the transport costs 
were included in the wholesale margins especially when the whole­
salers undertook the delivery of inputs. Here the adjustments to 
transport margin, without close inspection,may cause double 
counting errors.
On the other hand when the inputs were imported the transport costs 
could be incurred on two occasions, i.e. transport cost for deliver­
ing goods from ports to the distributors and secondly, delivering 
goods from distributors to the manufacturers. It was assumed in the 
present study that the transport costs which occurred from port 
to distributors should be included in the wholesale margins. The 
transport costs of delivering goods from wholesalers to the manuf­
acturers had to be treated in two ways because this cost should 
be included in the returns of one of the parties, but not in the 
returns of both. When the delivery of goods was undertaken by the 
wholesalers then the transport margin may not be adjusted. The 
second situation affecting the treatment of transport cost was 
when the manufacturers transported their inputs from other producers 
or wholesalers. In this case, the treatments were similar to the 
procedure discussed earlier.
There may be many transactions between producers within the 
region in selling and buying from each other. In these transactions 
the distribution margin may or may not be involved in the purchasers'
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price. Hence the adjustments for only transport margin may 
require the conversion of the purchaser's price into producer's 
price. In practice, the adjustments for margins, discussed above, 
are not applicable for the commercial sectors such as finance, 
professional and other services, communications etc., to the same 
extent as they are to the manufacturing sectors. It is also the 
case that some proportion of the value of the cells along the main 
diagonal of the structural matrix is not subject to the adjustments 
of margins since they are the inputs purchased from the same sector 
in the region. However, these points could not be given further 
attention in the Tayside study due to the lack of available data.
It will be clear from the above that the treatments of margins are 
tedious and time consuming. The most important point that the 
above analysis on valuation of cells has put forward is that the 
adjustments procedures need to be flexible and designed as far as 
possible to match the characteristics of the study region.
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CHAPTER 7
ANALYSIS OF THE TAYSIDE ECONOMY USING SURVEY-BASED 
INPUT-OUTPUT TABLES FOR THE REGION IN 1979
INTRODUCTION
A regional input-output study can provide an extensive primary 
and secondary data base for the economic structure of a particular 
area within a specific period. Chapter 3 analysed the main 
characteristics of the Tayside economy using the secondary data 
gathered for this study. The succeeding sections of this chapter 
examine the Tayside economy in relation to its survey-based 
input-output tables for 1979 with particular reference to an 
analysis of some of the theoretical and practical applications of 
these tables.
7.1 TAYSIDE REGION INPUT-OUTPUT DOMESTIC FLOW TABLE
Table 7.1 shows the Tayside Region Input-Output Table, Domestic 
Flow Matrix. This matrix consists of three quadrants. Quadrant 
One presents the consumption patterns of the final output of the 
industry. This quadrant includes the values of goods produced by 
the region's industries which have been delivered to government 
and consumers outside the Tayside economy, and values of sales on 
current account for capital formation. Quadrant Two, which plays 
the most important role in the input-output analysis, shows
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Table 7.1. Tayside Survey-Based Input-Output Table: Domestic Flow Matrix
for 1979 (Industry x Industry) (£000*s)
SALES TO 1 2 3 4 5 6 7 8 9
PURCHASES FROM
1. Agriculture 4976 * - _ 14342 * 149.8
2. Fishing - 0.4 - 694.95 - 0.0267
3. Quarrying & Oi lexploration 322 61.5 515 366.5 _ 369 1533 159
4. Food Products - 24.3 - 14165 1277 886.8 6.1
5. Brewing, Soft drinks & Spirits - - - 3927 6814.8
6. Oil Products & Chemicals 2134 24.6 1246 1493 1146 8956 3619 1322 146
7. Metal & Metal Products 17.7 4.8 928 1105.7 1507 1184 130 223 * 2772 *
8. Mech. Engineering 1473 * 2.6 207 168 566 569 433 243 * 702 *
9. Instrument Engineering 1.7 0.4 17.2 19 23.3 24.2 12.1 3880.3* 1856
10. Electrical Engineering 12.2 96 15 4 21.5 8.6 79 175 88
11. Shipbuilding & Marine Eng. - 184 1.8 - 3.6 _ 20.8
12. Textiles 7.7 185 3 29.6 3 23 48.2 133.8
13. Clothing 0.36 1.9 1.1 22.8 2.7 10.9 1.1 9.3 0.36
14. Building Materials 14.9 - 380.6 7.6 !fl.& 145 668.6 79.9 79.7
15. Timber Products 17.7 3.5 646.6 190.6 948 290 170.2 391.6 47.6
16. Paper, Printing & Publishing 45.57 1.52 6.07 2278 683.6 1058 * 92 * 682 * 1085 *
17. Rubber & Plastic Products 3.3 7.96 43.3 362 325 * 700.8 57.1 188.6 118.9
18. Construction 1452 - 1121.2 432.7 7583.5 625.8 1130 655 404.5
19. Utilities 535.8 1.2 1580 549 * 864 * 4875 * 52U * 930 * 4700 *
20. Transport 395 42 * 3155 523 * 3992 * 34b2 * 1921 * 921 * 1143 *
21. Communications 227 2.4 99 400 * 313 * 686 * 165 * 1436 * 1654 *
22. Distribution 3587.6 120.8 500.6 39047 * 5672 1249 * 6200 * 9640 * 14347 *
23. Finance Services 1217 110.4 860 276 * 501 * 2181 * 97 * 1685 * 5780 *
24. Professional, Business and 630 1.57 620.5 429 * 1994 * 10940 * 985 * 1432 * 9007 *
other Services
25. Local Government 84.2 * 4.7 * 96.4 * 353 * 583 * 448 * 224 * 149.4* 217.3 *
26. Households 24670 * 839.4 * 25037 * 18436 * 9y87 * 12682 * 14101 * 27504 * 34340 *
27. Intermediate Inputs 41825 1720.9 37080 103311.1 47009.3 51031.7 32192 51860 /84a8
2a. Imports 5268 882.7 * 12516 * 41398 * 78965 * 179400 * 85582 * 18376 * 32804 *
29. Subsidies -6220.7 * -197.6 * -55.2 * -683.1* -114.3* -84.7 * -142.9* -304.8* -181.9*
30. Taxes & Other Value Added 4541 * 267 * 2607.8 * 50312 * 1 3b93 * 11303 * 3928.8* 9988 * 7862 *
4541 3 2673 52149 190648 137396 241650 121561 79920 1 18972
* SutJL'j da-* a.-
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Table 7.1. (Continued)
10 11 12 13 14 15 16 17 18 19 20
- - 254.3 281.5 - 1317 349.7 - 18 - -
23.3 10.2 64 7.7 1476 18 330.6 269 554 9791 64
- - 4.81 953 - 9.26 138.2 8.5 0 6.03 -
859 337 3764 171 130.6 276 2106 3096 1347 4121 668
142 1926 231.3 26.4 35.6 840.6 - 192 65 - -
348 483 307 32.6 152 134 199 74 1278 260 597
308.5 12.2 26.9 28 0.63 6.6 41.5 477.6 1175 * 40.2 42.4
582 61.5 5.5 - 52.1 43.4 8.7 6.5 613 227 65.1
- 2347.4 - - - - - - 1.8 - 310
11.2 3.3 5183.5 1381.1 68.2 277 99.7 220.8 104 - 190
0.77 5.5 253 31.8 1.55 1.5 1.9 1.9 10.1 12.7 15.6
65.6 14.7 6.7 - 65.9 86 34.6 10.6 2532.7 12.7 377.2
135.3 115.2 53.9 0.93 13.3 7432.8 604.9 36.1 1812.4 12.7 125.7
16 * 30.4 258.7 * 106.3 121.5 25.8 2855.9 182.3 97.8 121.5 45.5 *
84.3 12.2 96.36 10.4 7.6 959.7 298.5 * 57.3 398.6 80.5 455.8
260.5 78.4 530 73.08 37.5 291 795 121 63380 1334.6 5797.6 *
253 * 262.2 4124.5* 65.3 79.8 443 962.4 * 373.6 111.3 * 3702 290.2 *
808 * 93.1 4549.7* 256.7 * 235 274.1 * 4319.2 - 279.8 ★ 10842 * 368.8 28530 *
167 * 24.5 197.4* 43.5 12 291 351 * 55.2 219 - 375.6 1065.8 *
2000 * 166.6 4932.5* 1597.3 * 233 833.9 736.8 * 1910 19984 * 503 3965 *
8 * 208 1172.7* 185 18 622 1494.6 * 197 1817.4* 496.3 4853.8 *
117 * 166.6 832.4* 262.8 77.6 2740 6488.4 * 558 397.5* 1039 998 *
95* 45.5 * 176.5* 28.5 * 7.2* 122 * 743.2 * 40.7 * 257.2 * 122 * 1166.6
10975* 82647 * 32288.7* 5954.7 * 3187.6* 7321.6 * 16327 * 6171 .4 ★ 75700 * 10401 * 33647
1 7269 14668 59314 11497.6 6013 24366,2 45918 14354 182716 33027 33270
24451 * 6662.1* 33582 * 2555.8 * 1746 * 31660 93677 * 3950.2 ★ 75206 * 2863 46999*
-382.9* -95.2* -562 * -81.9* -40.9* -104.8 * -2572 * -81 .9 * -695.3 * -114.3* -700 *
9146 * 3273.9* 4026.1* 1579.4 * 1416 10265 * 33505 * 2993.1 ★ 8519.4 * 31290 27628 *
50484 24509 96360 1 5551 9134 66187 172843 21230 265746 66818 157198
18
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Table 7.1. (Continued)
21
759
25.6
331
17.6 
48
1.3
14.2
1.5
0.36
2.7
1.3
6.07 
13.5
116.3
29.7
143.3
33.8
244.8 
136.6
10.3
27.1
113551.3 
14915 
1339 
-161.9 
4676
20768
22 23 24 25 26 Total
Inter
Output
Central
Govern­
ment
Investment Exports Total
Final
Total
Gross
“ 4.5 854 2360 * 25066 310 4805 15232 20347 45413 *
“ 2.138 1591.5 2289 - - 384 * 384 2673 *51
" 2.5 1331 5288 22642 114 * - 29393 29507 52149 *
' 94.4 743.7 24473 42790 - 2489.8 * 145368 * 147858 190648 *
" “ - 11410 * 22152 236 * 22052 * 92956 * 115244 137396 *2774 141 1854 829 71663 * 114554 175 * 1 3626 ★ 113295 127096 241650 *
- 81.1 77.7 - 11507 295 * 2322 ★ 107437 110054 121561 *
159 179.3 123 - 8737.5 629.5 * 3521 ★ 67032 * 71182.5 79920 *
40 0.83 25.5 4893 * 1296 14250 375.7 * 8743 Hr 95603 * 104722 118972 *
36.2 4.4 22.4 17.9 87.2 2346.4 790.8 * 2497 Hr 44850 * 48138 50484 *
' " 62.7 24.2 16.1 2972 196.7 * -197 Hr 21537 21537 24509 *
381 .9 1.5 110.8 46.7 4335 * 12849.3 1160.6 * 3368 * 78982 * 83511 96360 *
7.4 “ 17.2 5.8 956.8 * 1374.4 169.2 * 414.4 Hr 13593 * 14176.6 15551 *
96 0.83 59.4 6 6 . 6 - 4849.7 84.6 * 340 3860 4284.6 9134 *
655.9 - 71.7 108.8 - 13887 216.4 * 7076 Hr 45007 52299 66187 *
1052 * 607.6 4709.2 151.9 1209.9 * 17530 531.1 * 7106. 6 * 147675 * 155313 172843 *
152.8 4.17 84.9 55.5 - 4579 169.2 * 1519.4* 14962 * 16651 21230 *
2305 * 108.4 1981.7 18104.7 53954 * 162673 1435.9 * 87831 Hr 13806 * 103073 265746 *
9293.7* 135.5 1226.7 1051 * 30623 * 66582 236 * - _ 236 66818 *
1805.5* 50.04 330.3 7739 * 19177 * 95356 1798 * 24731 Hr 35313 61842 157198 *
2959.8* 329.5 764.4 6 6 6 653.7* 13191.6 334.4 * 7242 Hr 7576.4 20768 *
203980 171 2002.7 * 2597 * 66715 * 399568 2931 * 41464 * 335971 * 380366 779934 *
3139.2* 327.4 1368.3 677.1 6144 * 35573 531 .1 * - 531 .1 36104 *
10107 * 1322.1 5614.8 17794 96171 * 170735 33804 * - 36094 69898 240633 *
1439.5* 38.7* 174.5 * 205 * 30l83 * 37032 73975 * _ 73975 111007 *
79937 * 22929 * 170480 * 49359 * - 714091 34819 * 31108 2021 1 86138 800229 *
320214 26331 191323 107513 428307
435311 * 2867 5954 - 108276
-1419.3* -257.2* -2591 * - _
25828 7163 45947 3484 262646
779934 36104 240633 111007 800229
1Q
0
transactions of goods and services from the Region's industries 
to the Region's processing sectors. Each cell along the row of 
this quadrant indicates the amount of goods sold to the regional 
processing sectors. The values of the cells down the column show 
the inputs purchased by the Region's industries. In this way 
the value of each cell is a double entry. Quadrant Three includes 
the primary inputs such as imports, taxes and other value added 
and subsidies. One of the main features of this table is that the 
households are regarded as comprising a processing sector because 
their members sell their labour and in return they receive wages, 
salaries, profits, dividends, rents and other incomes. Quadrant 
Four which records the direct sales of primary factors to final 
users was not completed in the Tayside domestic flow matrix due to 
lack of data.
7.2 DOMESTIC FLOW COEFFICIENTS MATRIX
This matrix, which has been derived from the Tayside Region 
domestic flow table, shows the Region's trade coefficients1.
This means that it presents a clear view of trade flows within 
the Region, and outside the Region in terms of exports and imports. 
However, it does not provide a complete picture of the sectoral 
production functions.
1 The domestic flow coefficients were derived by dividing each 
value in a column of table 7.1 by the total inputs of the industry 
represented in the column.
191
When the production of sector i, for example, needs to be increased 
by one unit, the direct requirements of inputs provided by the 
regional industries and the outsiders also need to be increased.
Table 7.2 demonstrates the direct requirements of inputs required 
to produce one additional unit of output which can be made available 
within the region and from the outside of the region.
7.3 INPUT-OUTPUT INVERSE MATRICES FOR THE TAYSIDE REGION
When the demand for goods of sector i increases by a regional sector, 
say j, then the sector i needs to increase the purchases of inputs 
from other regional sectors in order to meet the required output.
In effect, sectors m which supply inputs to the sector i also need 
to increase their purchases from other regional sectors to meet 
these additional requirements. This process continues as a chain 
within and outside the Tayside Region. Therefore, when the final 
demand of one sector changes while the final demands of other 
sectors remain constant, it affects the level of outputs indirectly, 
the level of incomes.and the level of employment of all the 
regional processing sectors. As we have seen, this is due to inter­
industrial relationships created through the processes of buying 
and selling from one another in the region. Table 7.3 which presents 
the Tayside Region Input-Output Inverse Matrix, quantifies indirect 
and direct effects resulting from the increase in final demand.
This table was derived by using table 7.2 and the mathematical 
formulation involved in completing this matrix was briefly described 
in chapter 2. The coefficients in this table are also termed
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Table 7.2. Tayside Survey-Based Input-Output Table Domestic Flow 
Coefficients Matrix for 1979
SALES TO
PURCHASES FROM
1 2 3 4 5 6 7 8 9 10
1
11 i
1
1. Agriculture 0.1096 0 0 0.0752 0 0.0006 0 0 0 0 0
-i
2. Fishing 0 0.0001 0 0.0036 0 0 0 0.0 o 0 0
i
j
3. Quarrying & Oil Exploration 0.007 0.023 0.0098 0.0019 0 0.0015 0.0126 0.002 0 0.0006 0.0004 |
4. Food Products 0 0.009 0 0.0743 0.0093 0.0037 0.00005 0 0 0 0 i
5. Brewing, Soft Drinks & Spirits 0 0 0 0.0206 0.0496 0 0 0 0 0 0
ij
6. Oil Products & Chemicals 0.047 0.009 0.0239 0.0078 0.0083 0.037 0.0298 0.0165 0.0012 0.017 0.0137
11
7. Metal & Metal Goods Manufacture 0.0004 0.0018 0.0178 0.0058 0.0109 0.0049 0.001 0.0028 0.0233 0.0028 0.0786
1i
8. Mechanical Engineering 0.0324 0.001 0.0039 0.00088 0.0041 0.0023 0.0036 0.003 0.0059 0.0069 0.0197 ii
9. Instrument Engineering 0.00004 0.0001 0.0003 0.0001 0.0002 0.0001 0.0001 0.0485 0.0156 0.0061 0.0005 i
10. Electrical Engineering 0.0003 0.034 0.0002 0.0002 0.00015 0.00003 0.0006 0.0022 0.0007 0.0115 0.0025
i
1 1. Ship Building & Marine Eng. 0 0.069 0.00003 0 0.00003 0 0 0.00026 0 0 0.0958 1!
12. Textiles 0.0002 0.069 0.00005 0.0001 0.00002 0.00009 0.0004 0.0017 0 0.0002 0.0001 !
13. Clothing 0 0.0007 0.00002 0.0001 0.00002 0.00004 0.0 0.0001 0.0 0.0 0.0002
14. Building Materials 0.0003 0 0.0073 0.00004 0.0003 0.0006 0.0055 0.001 0.0006 0.0013 0.0006
1
15. Timber Products 0.0004 0.0013 0.0124 0.001 0.0069 0.0012 0.0014 0.0049 0.0004 C.0027 0.0047
16. Paper, Printing & Publishing 0.001 0.0006 0.0001 0.0119 0.005 0.0044 0.0007 0.0085 0.0091 0.0003 0.0012 i
17. Rubber & Plastic Products 0.00007 0.003 0.0008 0.0019 0.0023 0.0029 0.0005 C.0023 0.001 0.0017 c.ooo:
18. Construction 0.0319 0 0.0215 0.0022 0.0552 0.0026 0.0093 0.0082 0.0034 0.0052 0.0032
19. Uti1i ties 0.0118 0.0004 0.0303 0.0028 0.0063 0.0202 0.0043 0.0116 0.0395 0.005 0.0107
20. Transport 0.0087 0.0157 0.0605 0.0027 0.029 0.0079 0.0158 0.0115 0.0095 0.016 0.0038 i
21. Communications 0.005 0.009 0.0019 0.002 0.0023 0.0007 0.0013 0.018 0.0139 0.0033 0.001 j
22. Distribution 0.079 0.045 0.0096 0.2048 0.0413 0.0052 0.051 0.1206 0.1205 0.0396 0.0068
23. Finance Services 0.0268 0.0413 0.0165 0.0014 0.0036 0.009 0.0003 0.021 0.0486 0.00016 0.0085 i
24. Professional & Other Business 0.0139 0.0006 0.0119 0.0022 0.0145 0.0453 0.0081 0.0179 0.0757 0.0023 0.0068
Services
25. Local Government 0.0018 0.0017 0.0018 0.0018 0.0042 0.0018 0.0018 0.0019 0.0018 0.0019 0.0018 l
26. Households 0.5432 0.314 0.4801 0.0967 0.0727 0.0525 0.116 0.3441 0.2886 0.2174 0.3372 !
TOTAL 0.9208 0.6493 0.7108 0.5218 0.3262 0.2046 0.2646 0.6486 0.6594 0.34196 0.5983
Imports 0.116 0.3302 0.24 0.2178 0.5747 0.7424 0.704 0.2299 0.2757 0.4843 0.2718
Subsidies -0.137 -0.074 -0.001 -0.0036 -0.0008 -0.0003 -0.0012 -0.0038 -0.0015 -0.0076 -0.0039 i
Taxes and Other Value Added 0.1002 0.0945 0.0502 0.2639 0.0998 0.0533 0.0325 0.1253 0.0664 0.1813 0.1338
i
i
Table 7.2. (Continued)
12 i "1 14 15 16 17 ! 18 19
l
20 21
_________L
r
22 i
I
i
23
1
__________L
24 25 |
1
1
24 1
i
----------- 1
0.0026 0.0181 0 0.0199 0.002 0 0.00007 0 0 0.0076
i
0 1 0 0.00002 0.0032 0.0029 i
0 0 0 0 0 0 0 0 0 0 0 0 0 0.00002 0.002
0.00066 0.0005 0.1616 0.0003 0.0019 0.0127 0.002 0.1465 0.0004 0.0012 0.00006 0 0.00001 0.012 0.0066 j
0.00005 0.0613 0 0.0001 0.0008 0.0004 0.0 0.00009 0 0 0 0 0.0004 0.0067 0.0306 j
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0142 |
0.039 0.011 0.0143 0.0042 0.0122 0.1458 0.C05 0.0617 0.0042 0.0159 0.0035 0.0039 0.0077 0.0074 0.G895 !
0.0024 0.0017 0.0039 0.0127 0 0.009 0.0002 0 0 0.0008 0 0 0.0003 0.0007 0 !
0.0032 0.002 0.0166 0.002 0.0011 0.003 0.0048 0.0039 0.0038 0.0023 0 0.0044 0.0007 0.0011 0 !
0.0003 0.0018 0.00007 0.0001 0.0002 0.0225 0.0044 0.0006 0.0002 0.00006 0.00008 0.00002 0.0001 0.044 0.0016
0.00006 0 0.0057 0.0006 0.00005 0.0003 0.0023 0.0034 0.0004 0.0007 0.00004 i 0.00012 0.00009 0.0002 0.0001 i
0 0 0 0 0 0 0.0 0 0.002 0 o 0 0.00026 0.0002 0.00002 i 1
0.0538 0.0888 0.0075 0.0042 0.0006 0.0104 0.0004 0 0.0012 0.00007 0.0005 0.00004 0.0005 0.0004 0.0054 i
0.0026 0.002 0.0002 0.00002 0.0 0.00009 0.00004 0.0002 0.0001 0.00001 0.0 0 0.00007 0.00005 0.0012 .
0.00007 0 0.0072 0.0013 0.0002 0.0005 0.0095 0.0002 0.0024 0.0001 0.00012 0.00002 0.0002 0.0006 ° ;
0.0005 0.00006 0.0014 0.1123 0.0035 0.0017 0.0068 0.0002 0.0008 0.00006 0.0008 0 0.0003 0.001 o 1
0.0027 0.0068 0.0133 0.0004 0.0165 0.0086 0.0004 0.0018 0.0003 0.0003 0.0013 0.0168 0.0196 0.0014 0.0015 j
0.001 0.0007 0.0008 0.0145 0.0017 0.0027 0.0015 0.0012 0.0029 0.0006 0.0002 0.0001 0.00035 0.0005 0 j
0.0055 0.0047 0.0041 0.0044 0.0046 0.0057 0.2385 0.02 0.0369 0.0056 0.0029 0.003 0.0082 0.163
0.0674 :
0.0428 0.0042 0.0087 0.0067 0.0056 0.0176 0.0004 0.0554 0.0018 0.0014 0.0119 0.0037 0.005 0.0094 0.0383 ;
0.0472 0.0165 0.0257 0.0041 0.025 0.0132 0.0408 0.0055 0.1815 0.0069 0.0023 0.0014 0.0014 0.0697 0.0239 il
0.002 0.0028 0.0013 0.0044 0.002 0.0026 0.0008 0.0056 0.0068 0.0016 0.0038 0.0091 0.0032 0.006 0 . 0 0 0 8  !i
0.0512 0.1027 0.0255 0.0126 0.0426 0.09 0.0752 0.0075 0.0252 0.0118 0.2615 0.0047 0.0083 0.0234
0.0834 j
0.0122 0.0119 0.002 0.0094 0.0086 0.0093 0.0068 0.0074 0.0309 0.0066 0.004 0.009 0.0057 0.006
| 0.0076
0.0086 0.0169 0.0085 0.0414 0.0375 0.0263 0.0015 0.0155 0.0063 0.0005 0.0129 0.0366 0.0233 0.1603 0.12021
1
0.0018 0.0018 0.0008 0.0018 0.0043 0.0019 0.0009 0.0018 0.0074 0.0013 0.0018 0.001 0.0007 0.0018
1
0.0377
0.3351 0.3829 0.349 0.1106 0.0944 0.2907 0.2848 0.1557 0.214 0.6525 0.1025 0.635 0.7085 0.4446 0
0.6153 0.73916 0.6582 0.368 0.2653 0.675 0.6871 0.4942 0.5296 0.7179 0.41017 0.7289 0.7949 0.9686 0.5349
0.3485 0.1643 0.1911 0.4783 0.542 0.186 0.2835 0.0428 0.299 0.0645 0.5581 0.0794 0.0247 - 0.1355
0.0058 -0.0053 -0.0045 -0.0016 -0.0015 -0.0038 -0.0026 -0.0017 -0.0044 -0.0078 -0.0018 -0.0071 -0.0108 -
0.0419 0.1018 0.1552 0.1553 0.1942 0.1428
i - - -
0.032 0.4647 0.1758 0.2254 0.0335 0.1988 0.1912 0.0314 0.3295
"inter-dependence coefficients". The inverse matrix for Tayside 
shows, for example, when the final demand of the agricultural 
sector increases by one unit, the output of this sector requires 
to increase by 1.12327, the output of fishing by 0.00124, etc.
Table 7.3 consists of 25 sectors excluding households as a 
processing sector. This table indicates only the direct and 
indirect changes resulting from the change in final demand.
However, it is clear that the increase in final demand also gives 
rise to an increase in the demand for labour which also causes 
an increase in household incomes. When this happens, households 
may spend their additional income on purchasing consumer goods2. 
However, this increase in demand for consumables causes an increase 
in the output of regional processing sectors and these changes, 
created by the increase in household income, are termed induced 
effects. In order to quantify these effects, a separate inverse 
matrix has been derived by including a household row and column 
in the structural matrix. The matrix given in Table 7.4 presents 
direct, indirect and induced effects associated with changes in 
regional final demand.
7.4 GROSS REGIONAL PRODUCTION (GRP) OF TAYSIDE
The Tayside input-output table (Table 7.1) provides the Region's 
economists, planners and other researchers with a detailed set of 
regional accounts for the year 1979. These accounts facilitate
2 The proportion of income spent on consumer goods depends on 
the income elasticities of different income groups.
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Table 7.3 Tayside Survey-Based Input-Output Table: Inverse Matrix No 1
1 2 3 4 5 6 7 8 9 10 11 12
1 . Agriculture 1.12327 0.00124 0.00041 0.09141 0.00118 0.00113 0.00012 0.00038 0.00022 0.00014 0.00020 0.00329
2. Fishing 0.0 1.00014 0.0 0.00389 0.00004 0.00002 0.0 0.0 0.0 0.0 0.0 0.0
3. Quarrying & Oil Exploration 0.01118 0.02481 1.01677 0.00453 0.00206 0.00533 0.01489 0.00515 0.00746 0.00211 0.00406 0.00857
4. Food Products 0.00027 0.00989 0.00016 o.08065 0.01068 0.00421 0.00021 0.00014 0.00011 0.0001 0.00013 0.00047
5. Brewing, Soft Drinks & 
Spirits
0.00001 0.00021 0.0 0.02342 1.05242 0.00009 0.0 0.0 0.0 0.0 0.0 0.00001
6. Oil Products & Chemicals 0.05844 0.01702 0.02948 0.01650 0.01207 1.04155 0.03276 0.02090 0.00762 0.01947 0.02049 0.04787
7. Metal & Metal Oroducts 0.00116 0.00878 0.01857 0.00685 0.01188 0.00533 1.00153 1.00435 0.02399 0.00323 0.08741 0.00303
8. Mechanical' Engineering 0.03730 0.00363 0.00503 0.00433 0.00517 0.00278 0.00409 1.00388 0.00682 0.00733 0.02251 0.00430
9. Instrument Engineering 0.00229 0.00081 0.00093 0.00061 0.00116 0.00047 0.00052 0.04976 1.01644 0.00684 0.00188 0.00085 |
10. Electrical Engineering 0.00065 0.03469 0.00063 0.00029 0.00044 0.00016 0.00073 0.00242 0.00098 1.01173 0.00299 0.00033 j
1 1. Ship Building 0.00012 0.07640 0.00026 0.00035 0.00019 0.00017 0.00009 0.00041 0.00028 0.00007 1.10601 o.0001P
12. Textiles 0.00047 0.07319 0.00036 0.00068 0.00027 0.00022 0.00058 0.00203 0.00023 0.00035 0.00030 1.05730 j
13. Clothing 0.00002 0.00092 0.00004 0.00012 0.00004 0.00005 0.00001 0.00012 0.00002 0.00001 0.00023 U.0027L 1
14. Building Materials 0.00106 0.00048 0.00816 0.00035 0.00132 0.00081 0.00590 0.00135 0.001OU 0.00154 0.00134 0.0QC0;
15. Timber Products 0.00151 0.00259 0.01470 0.00202 0.00906 0.00164 0.00208 0.00604 0.00099 0.00334 0.00632 0.00109 |
16. Paper, Printing & Publishing 0.00307 0.00225 0.00127 0.01422 0.00633 0.00604 0.00141 0.01058 0.01248 0.00082 0.00224 0.00404 |
17. Rubber & Plastic Products 0.00057 0.00345 0.00149 0.00238 0.00293 0.00318 0.00078 0.00270 0.00131 0.00196 0.00088 0.001-1 ;
18. Construction 0.05092 0.00488 0.03495 0.01178 0.08077 0.00623 0.01507 0.01462 0.00968 0.00929 0.00784 o 0139-/!
19. Utilities 0.01832 0.00749 0,03434 0.00941 0.00899 0.02319 0.00701 0.01791 0.04616 0.00719 0.01441 0.05076
20. Transport 0.01753 0.02780 0.07868 0.00854 0.04308 0.01171 0.02235 0.01780 0.01533 0.02143 0.00871 0.06405
21. Communication C.00759 0.01053 0.00328 0.00431 0.00350 0.00138 0.00202 0.02015 0.01617 0.00409 0.00211 0.00356
22. Distribution 0.13438 0.07612 0.02368 0.31562 0.07516 0.01242 0.07353 0.17720 0.17345 0.05938 0.02262 0.08069
23. Finance Services 0.03383 0.04546 0.02075 0.00658 0.00681 0.01072 0.00278 0.02603 0.05255 0.00204 0.01110 0.01684CVJ Professional, Business & 
Other Services
0.02390 0.00697 0.01752 0.01094 0.01989 0.05030 0.01207 0.02829 0.08567 0.00576 0.01180 0.01555
25. Local Government 0.00276 0.00261 0.00273 0.00303 0.00513 0.00215 0.00226 0.00270 0.00263 0.00231 0.00243 0.00282
Table 7.3. (Continued)
13 14 15 16 17 18 19 20 21 22 23 24 25
0.02637 0.00022 0.02529 0.00252 0.00037 0.00039 0.00024 0.00018 0.00858 0.00010 0.00014 0.00017 0.00443
0.00024 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00005
0.00297 0.16742 0.00279 0.00336 0.01743 0.00544 0.15835 0.00201 0.00177 0.00280 0.00080 0.00109 0.01557
0.06651 0.00014 0.00022 0.0010 0.00112 0.00006 0.00045 0.00012 0.00008 0.00006 0.00006 0.00051 0.00741
0.00144 0.0 0.0 0.00002 0.00002 0.0 0.00001 0.0 0.0 0.0 0.0 0.00001 0.00016
0.01960 0.02227 0.01093 0.01491 0.15626 0.00908 0.07362 0.00754 0.01760 0.00662 0.00533 0.00931 0.01340
0.00261 0.00724 0.01468 0.00027 0.01078 0.00081 0.00334 0.00045 0.00096 0.00013 o.oooic 0.00064 0.00243
0.00366 0.01801 0.00351 0.00158 0.00407 0.00706 0.00541 0.00539 0.00278 0.00022 0.001 6 1 0.0P09S 0.00345
0.00229 0.00126 0.00084 0.00062 0.02339 0.00644 0.00133 0.00144 0.00033 0.00025 o.co'-;’4 0.0002/ 0.04612
0.00014 0.00604 0.0008 0.00014 0.00050 0.00322 0.00385 0.00072 0.00076 0.00014 0.00018 0.00016 3.00C.2
0.00015 0.00016 0.00017 0.CC020 0.00017 0.00017 0.00013 0.00275 0.00003 0.00007 0.0IJ012 0.00294 0.00094
0.09427 0.00821 0.00528 0.00080 0.01123 0.00092 0.00017 0.00172 0.00012 0.00075 o . o o o i n 0.0006 0 00086
1.00227 0.00024 0.00005 0.00001 0.00014 0.00007 0.00023 0.00013 0.00001 0.00001 0.0000’ 0.00008 0.00009
0.00029 1.00884 0.00174 0.00045 0.00102 0.01288 0.00186 0.00361 0.00025 0.00028 0.00011 0.00036 G.C0221
0.00064 0.00436 1.12680 0.00429 0.00274 0.01046 0.00294 0.00175 0.00024 0.00135 0.00019 0.00059 0 0 0 3 3 9
0.00922 0.01452 0.00207 1.01806 0.01109 0.00148 0.00316 0.00161 0.00065 0.00237 0.01814 0.02067 0 ,0ii605
0.00119 0.00136 0.01653 0.00201 1.00345 0.00244 0.00133 0.00377 0.00072 0.00033 0.00021 C.00048 0.00!42
0.01191 0.01425 0.01003 0.01009 0.01243 1.31820 0.03501 0.06236 0.00888 0.00684 0.00525 0.01193 0 2 2 2 3 1
0.01247 0.01681 0.01009 0,00784 0.02633 0.00361 1.06610 0.00393 0.00243 0.01757 0.00465 0.00614 .'.01518
0.02856 0.04693 0.00828 0.03294 0.02212 0.06770 0.02216 1.22688 0.00962 0.00500 0.003o0 0.00346 0.09965
0.00459 0.00282 0.00579 0.00292 0.00433 0.00254 0.00696 0.00924 1.00197 0.00547 0.00956 0.00356 0.00876
0.17216 0.04643 0,02867 0.06318 0.13373 0.14055 0.02053 0.05127 0.01925 1.35604 U .00974 0.0149 0.C7217
0.01648 0.00776 0.01275 0.01094 0.01444 0.01265 0.01275 0.03952 0.00767 0.00615 1.00993 0.00659 0.01514
0.02411 0.01501 0.05099 0.04258 0.04048 0.00702 0.02421 0.01267 0.00252 0.01942 0.03936 1.02595 0.17242
0.00285 0.00180 0.00239 0.00487 0.00288 0.00207 0.00266 0.00937 0.00150 0.00258 0.00121
j
0.00093 1.00325
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Table 7.4 Tayside Survey-Based Input-Output Tables: Inverse Matrix No 2
1 2 3 4 5 6 7 8 9 10 11 12
1 . Agriculture 1.12916 0.00494 0.00505 0.09323 0.00243 0.00208 0.00144 0.00407 0.00386 0.00222 0.0037 0.006812. Fishing 0.00193 1.00135 0.00152 0.00449 0.00045 0.00033 0.00043 0.00121 0.0012 0.00068 0.00115 0.001153. Quarrying & Oil 
Exploration
0.02475 0.03336 1.02749 0.00873 0.00493 0.00753 0.01794 0.01368 0.01587 0.00691 0.01212 0.01668
4. Food Products 0.03122 0.02937 0.02459 1.09022 0.01722 0.00923 0.00716 0.01959 0.01928 0.01104 0.0185 0.01897
5. Brewing, Soft Drinks 
& Spirits
0.01425 0.00918 0.01125 0.02783 1.05543 0.0024 0.0032 0.00896 0.00883 0.00504 0.0096 0.00852
6. Oil Products & Chemicals 0.014968 0.07447 0.10152 0.04472 0.03137 1.0563 0.05324 0.07825 0.06415 0.05174 0.0747 0.10242
7. Metal & Metal Products 0.00246 0.00960 0.0196 0.00725 0.01215 0.00555 1.00182 0.00517 0.0248 0.00369 0.08819 0.0038
8. Mechanical Engineering 0.03890 0.00464 0.00629 0.00482 0.00551 0.00304 0.0044 1.00488 0.00781 0.0079 0.02346 0.00525
9. Instrument Engineering 0.00596 0.00312 0.00389 0.00174 0.00194 0.00106 0.00134 0.05207 1.01872 0.00814 0.00406 0.00302
10. Electrical Engineering 0.00124 0.03507 0.0011 0.00048 0.00057 0.00026 0.00087 0.0028 0.00135 1.01194 0.00335 0.00069
1 1. Ship Building 0.00074 0.07680 0.00075 0.00054 0.00033 0.00027 0.00023 0.0008 0.00067 0.00029 1.10638 0.00056
12. Textiles 0.00619 0.07679 0.00488 0.00245 0.00148 0.00115 0.00187 0.00563 0.00377 0.00237 0.0037 1.06072
13. Clothing 0.00116 0.00164 0.00095 0.00047 0.00028 0.00024 0.00027 0.00083 0.00073 0.00041 0.00091 0.00346
14. Building Materials 0.00232 0.00127 0.00915 0.00074 0.00159 0.00102 0.00618 0.00214 0.00178 0.00198 0.00208 0.00126
15. Timber 0.00299 0.00352 0.01587 0.00248 0.00937 0.00188 0.00242 0.00697 0.00191 0.00387 0.0072 0.00198
15. Paper, Printing 
& Publishing
0.0085 0.00567 0.00556 0.0159 0.00748 0.00692 0.00263 0.014 0.01584 0.00274 0.00546 0.00729
17. Rubbers Plastic Products 0.00139 0.00397 0.00213 0.00263 0.00311 0.00331 0.00096 0.00322 0.00182 0.00225 0.00137 0.00203
18. Construction 0.14604 0.06477 0.11005 0.04119 0.10089 0.02165 0.03642 0.07441 0.06862 0.04292 0.06434 0.07081
19. Utilities 0.06114 0.03445 0.06815 0.02265 0.01805 0.03013 0.01662 0.4482 0.07269 0.02233 0.03984 0.07636
20. Transport 0.05600 0.05202 0.10905 0.02044 0.05122 0.01795 0.03099 0.04198 0.03917 0.03504 0.03156 0.08705
21. Communi cation 0.01047 0.01235 0.00555 0.0052 0.00411 0.00185 0.00267 0.02196 0.01795 0.00511 0.00382 0.00529
22. Distribution 0.26403 0.15775 0.12604 0.35571 0.10258 0.03343 0.10264 0.2587 0.25377 0.10523 0.09962 0.1582
23. Finance Services 0.04622 0.05326 0.03053 0.01041 0 00943 0.01273 0.00556 0.03381 0.06023 0.00642 0.01846 0.02425
24. Professional, Business 
S Other Services
0.15022 0.08651 0.11725 0.0500 0.04661 0.07078 0.04043 0.1077 0.16393 0.05043 0.08683 0.09107
25. Local Government 0.03823 0.0249 0.03073 0.01400 0.01263 0.0079 0.01022 0.02499 0.0246 0.01485 0.0235 0.02402
26. Households 0.90831 0.57192 0.71713 0.28087 0.1921 0.14725 0.20389 0.57097 0.56275 0.32118 0.53949 0.54302
Table 7.4 (Continued)
13 14 15 16 17 18 19 20 21 22 23 24 25 26
0.03052 0.00424 0.02702 0.00385 0.0036 0.00398 0.00271 0.00298 0.01416 0.00151 0.00578 0.00632 0.01027 0.00825
0.0016 0.00132 0.00057 0.00044 0.00106 0.00118 0.00081 0.00092 0.00183 0.00046 0.00185 0.00202 0.00196 0.00271
0.01255 0.17670 0.00677 0.00643 0.02489 0.01374 0.16405 0.00845 0.01465 0.00604 0.01383 0.01529 0.02904 0.01904
0.08836 0.02129 0.0093 0.00799 0.01812 0.01897 0.0134 0.01481 0.02944 0.00743 0.02976 0.03287 0.03812 0.0434
0.01149 0.00974 0.00418 0.00324 0.00785 0.0087 0.00599 0.00677 0.01351 0.0034 0.01367 0.0149 0.01429 0.01997
0.08401 0.08462 0.03771 0.03553 0.20638 0.06484 0.11192 0.05087 0.10414 0.02836 0.09288 0.10472 0.10325 0.12796
0.00352 0.00813 0.01506 0.00057 0.0115 0.00161 0.00388 0.00106 0.00219 0.00044 0.00135 0.002 0.00372 0.00183
0.00479 0.0191 0.00398 0.00194 0.00495 0.00803 0.00608 0.00615 0.0043 0.00061 0.00615 0.00265 0.00504 0.00224
0.00488 0.00377 0.00192 0.00145 0.0254 0.00869 0.00287 0.00318 0.00382 0.00113 0.00387 0.00411 0.04976 0.00515
0.00056 0.00644 0.00098 0.00027 0.00083 0.00359 0.0041 0.0010 0.00133 0.00029 0.00075 0.00079 0.00151 0.00084
0.00059 0.00059 0.00035 0.00034 0.00051 0.00055 0.00039 0.00305 0.00062 0.00022 0.00072 0.00361 0.00156 0.00088
0.09831 0.01212 0.00696 0.00209 0.01437 0.00441 0.00257 0.00444 0.00555 0.00212 0.00559 0.00657 0.00653 0.00802
1.00307 0.00102 0.00038 0.00027 0.00077 0.00077 0.00071 0.00068 0.0011 0.00028 0.00110 0.00127 0.00122 0.0016
0.00117 1.00969 0.00211 0.00073 0.00171 0.01364 0.00238 0.00421 0.00144 0.00058 0.00131 0.00167 0.00445 0.00176
0.00169 0.00537 1.12723 0.00462 0.00356 0.01137 0.00356 0.00246 0.00165 0.00171 0.00161 0.00214 0.00486 0.00208
0.01305 0.01823 0.00366 1.01929 0.01407 0.00479 0.00544 0.00418 0.0058 0.00366 0.02334 0.02635 0.01143 0.00761
0.00177 0.00192 0.01677 0.00219 1.0039 0.00294 0.00218 0.00416 0.0015 0.00057 0.00099 0.00134 0.00223 0.00115
0.07905 0.07925 0.03794 0.03158 0.06468 1.37633 0.07494 0.10753 0.09909 0.02951 0.09653 0.11139 0.31771 0.13339
0.0427 0.04607 0.02266 0.01751 0.04985 0.02978 1.08407 0.02427 0.04304 0.02778 0.04574 0.05091 0.05767 0.06005
0.05572 0.07322 0.01957 0.04163 0.0432 0.09121 0.03833 1.24495 0.04611 0.01417 0.03997 0.04369 0.13783 0.05395
0.00662 0.00479 0.00663 0.00357 0.00591 0.00431 0.00817 0.01061 1.0047 0.00615 0.01233 0.00658 0.01162 0.00404
0.26368 0.13502 0.06672 0.09247 0.20495 0.21978 0.07495 0.11284 0.1422 1.38694 0.13415 0.15047 0.20083 0.18182
0.02523 0.01622 0.01639 0.01373 0.02124 0.02021 0.01795 0.0454 0.01942 0.0091 1.02181 0.01955 0.02744 0.01737
0.11328 0.10133 0.08806 0.07113 0.10987 0.08421 0.07724 0.07266 0.12232 0.04953 0.16058 1.15804 0.29779 0.17715
0.02786 0.02603 0.01280 0.01288 0.02237 0.02375 0.01755 0.02621 0.03513 0.01103 0.03524 0.03801 1.03846 0.04974
0.64115 0.62072 0.26657 0.20522 0.49896 0.5550 0.38127 0.43132 0.86143 0.21647 0.87157 0.94977 0.90141 1.27380
the derivations of a set of macro-economic indicators, such as 
gross Regional production, the Regional household income and the 
Regional balance of trade.
The Tayside GRP can be defined as the value of goods and services 
produced in the Region. It can be calculated in two ways, ie, from 
the expenditure and the factor income sides of the input-output 
table. The computations of GRP from the expenditure side needs 
household consumption, central and local government expenditures, 
capital formation by regional industries, and net export figures.
In contrast, calculations of GRP from the factor income side needs 
wages and salaries, profits, other value added and depreciation 
figures. In the Tayside study, GRP was calculated from the 
expenditure side due to a lack of disaggregation of primary 
inputs, in particular, in taxes and other value added.
Table 7.5 presents the GRP for the Tayside economy. As shown in 
this table, the GRP for Tayside was £2866 per head at market prices 
in 1979. When this figure is compared with the GRP for 1977, which 
was £2115 per head3, it indicates an increase of 3.5% in Tayside 
gross regional production4. In 1979 the GRP at market prices in 
the UK was £3460 per head5. The gross Scottish product at market 
prices is not available for 1979. Hence the Tayside GRP can be 
compared with the UK figure and it shows a difference of £504.
This difference is partly attributable to variations in labour 
productivity in industries, to the differences in the distribution
3 Central Statistical Office, Regional Trends 1982, p47.
4 It should be noted that the method of computation of GRP, ie at 
market prices or factor cost for Tayside in 1977, is not given 
in Regional Trends.
5 HMSO, Annual Abstract of Statistics 1983, p.264,
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Table 7.5
Tayside Gross Regional Production for 1979
Household expenditure
(i) Purchase from local processors 
(ii) Purchase from non-local industries
£
536.583.000
425.307.000
108.276.000
Private investment 272,059,000
(Fixed capital formation and
stock appreciation)
Government expenditure 1,88,661,000
(net of intra and inter governmental 
transfers, government debts, interests 
and imports)
Net exports 146,270,000
(Exports minus imports)
GRP at market prices 1,143,573,000
GRP per head 2 , 8 8 6
of population in terms of age and partly to variations in trade 
balance, government expenditure, fixed capital formation, etc, 
between Tayside and the UK. For example, because Tayside has been 
given Special Development Area Status some of its industries receive 
a higher amount of government subsidies and other financial 
benefits than the national average.
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Table 7.6
GRP of Tayside: Sectoral Contribution
Industrial Sector % Industrial Sector %
Agri culture 1.6 Textiles 2.64
Fishing 0.1 Clothing 0.34
Quarrying & Oil 2.06 Timber Products 2.59
Food Products 12.13 Paper, Printing, . 10.25
Brewing 4.42 Rubber Products 0.21
Oil Products & Chemicals 14.04 Distribution 11.76
Metal Products 2.27
Engineering 14.5
ShipbuiIding 0.64
Table 7.6 presents sectoral contributions to the GRP of Tayside 
and it shows that food products, oil products and chemicals, 
printing and publishing, and distribution were together the largest 
value creating industrial sectors in Tayside in 1979, contributing 
48% to the regional production. Mechanical, instrument, and electrical 
engineering contributed 14.5% to regional income. The industries such 
as shipbuilding, textiles and metal products generated only 5.5% while 
the primary sectors contributed 1*7.% to the regional income.
One of the striking features of service sectors, except distribution, 
according to the input-output accounts in the Tayside Region in 1979, 
was that they have not recorded a considerable amount of exports; 
but they have imported goods and services. This has resulted in
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the creation of negative impacts upon the regional GRP. This is 
because when the GRP is estimated from the expenditure side, the 
exports and imports play the main role and in service sectors, 
except imports, other variables such as government expenditure, 
stock appreciation, and fixed capital formation represent small 
values. However, this may not be the case when the income approach 
is used to estimate the GRP.
The main factors of the income side are household incomes and the 
value added finally created by the processing sectors. The 
household income generated by the intermediate sectors in terms 
of wages and salaries amounted to £714 million and it indicates 
an income of £4409 per employee per annum. So the average 
weekly earnings in 1979, as revealed by the present Tayside 
input-output study, were £85 per employee. The equivalent figures 
for the UK and Scotland in 1979 were £96.60 and £95.40 respectively. 
Thus one of the main features of the Tayside economy is the lower 
wage earnings compared to Scotland and the UK.
The total personal incomes received from wages and salaries and from 
other sources amounted to £800 million in 1979 and this gives a 
per capita weekly income of £38.50. This level of income is 
considerably lower when compared with the equivalent figures of 
£58 and £56 for the UK and Scotland respectively. This is partly 
because of the low weekly earnings when compared to the UK and it 
may also be partly because of the use of more capital intensive 
techniques in production. On the other hand, one of the main 
features of Tayside economy is the existence of foreign owned 
manufacturing companies. Some sectors such as instrument
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engineering are largely dominated by companies from outside the 
region. Although there is not enough statistical evidence 
available, there may be a large proportion of profits, dividends, 
etc, repatriated outside the region. This outflow of income 
generated in the region may also be one of the reasons for 
lower personal incomes in Tayside.
Table 7.7 indicates the incomes contributed by the main industrial 
sectors in Tayside. This shows that the largest contributions to 
the household incomes were made by professional and other business 
services. The engineering sectors contributed 9% and construction 
generated 9.5% of household income. Apart from the manufacturing 
and service sectors the other main income generator in the Region 
in 1979 was local government. This created 6% of total household
income of Tayside.
The Tayside domestic flow matrix shows that a larger proportion of 
the total sales by the processing sectors goes to final demand.
Table 7.8 shows the distribution of gross outputs to the final 
demand sectors. It reveals that some sectors such as clothing, 
metal and metal products, paper, printing and publishing, etc, sold 
more than 80% of their gross outputs to final demand sectors leaving 
less than 20% for the regional processing sectors. This reflects one 
of the region's major characteristics, as was pointed out in chapter 
3, i.e.,the openness of the region to foreign trade.
Table 7.7
TAYSIDE HOUSEHOLD INCOMES BY SECTOR
Sector
Agri culture 
Engineering Sectors 
Textiles 
Construction 
Distribution 
Professional and other 
servi ces
Local Government
%
3.08
9.09
4.03 
9.46
10.00
business
21.30
6.10
7.5 TRADE
Table 7.1 shows that in 1979 the total exports income of the 
Tayside Region was £1478.6 million while expenditure on imports 
amounted to £1332.3 million. These two figures can be used to 
obtain a crude measure of regional trade. It shows that Tayside 
had a favourable balance of trade of £146.3 million in 1979. This 
accounted for 12.8% of the gross regional product in Tayside. The 
value of exports was 38% of the total gross outputs and the 
expenditure on imports accounted to 34% of the total value of inputs. 
Table 7.8 presents the total expenditure on imports and exports as 
percentages of gross inputs and gross outputs respectively.
According to these statistics, Tayside has a high level of exports
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and imports which reflected the high level of trade relationships 
outside the Region.
The Region's industrial sectors can be ranked according to their 
expenditure on imports. It can be seen that oil products and 
chemicals, metal and metal products, brewing and other spirits, 
paper, printing and publishing, and distributors spent over 50% 
of their gross outputs6 on imports. Also oil products and chemicals 
and metal and metal products relied heavily on imports which 
accounted for over 70% of their sectoral gross outputs. This 
suggests that there is a high level of leakages from the Tayside 
economy and also low level of inter-industrial dependence in the 
region.
One of the main characteristics of the Tayside economy revealed by 
the input-output accounts is the high level of exports income out 
of the total gross outputs. The ranking of industrial sectors 
according to their level of export income is shown in table 7.8.
It reveals that engineering, textile, clothing, and printing and 
publishing exported over 80% of their gross outputs in 1979. The 
primary sectors and services contributed less to exports than the 
manufacturing sectors. The analysis of exports of the region as a 
whole7 reflects that the distributors were the largest export 
income earners in the region. The manufacturing sectors earned 
68% of the total export income. This means, though the manufacturing 
sectors accounted for a high level of expenditure on imports, its 
export earnings were considerably higher than those of the primary 
and service sectors.
6 Total gross outputs = total gross inputs.
7 see column 9 in table 7.8.
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Table 7.8
DISTRIBUTION OF EXPORTS AND IMPORTS OF THE 
TAYSIDE REGION IN 1979
Imports Exports
Sectors 1 2 3 4
5 6 7 8
1. Agriculture 11.6 20 0.4 15 33.5 16 1.03 15
2. Fishing 33 9 0.06 20 14.4 19 0.02 19
3. Quarrying & Oil 24 14 0.9 13 56.4 12 2 13Explorati on
4. Food Products 22 16 3.1 8 76.2 8 9.8 3
5. Brewing, Soft Drinks 57 3 5.9 5 67.6 11 6.3 7& Other Spirits
6. Oil Products & 74 1 13.4 2 47 13 7.7 4
Chemi cals
7. Metal & Metal 70.4 2 6.4 4 88 2 7.3 5Products
8. Mech. Engineering 23 15 1.4 12 84 5 4.5 9
9. Instr. Engineering 27.5 12 2.5 9 80 7 6.5 6
10. Elec. Engineering 48.4 6 1.8 11 88.8 1 3 11
11. Shipbuilding & 
Marine Engineering 27.1
13 0.5 14 88 2 1.4 14
12. Textiles 35 8 2.5 9 82 6 5.3 8
13. Clothing 16 19 0.2 17 87 3 0.9 17
14. Building Materials 19 17 0.13 18 42.2 15 0.3 18
15. Timber Products 48 7 2.4 10 68 10 3.04 10
16. Paper, Printing & 54 5 7.03 3 85 4 10 2
Publishing
17. Rubber & Plastic 18.6 18 0.3 16 70.5 9 1 16
Products
18. Construction 28.3 11 5.6 6 5.2 20 0.9 17
19. Utilities 4.3 22 0.2 17 - - - -
20. Transport 30 10 3.5 7 2.2 17 2.4 12
21. Communications 6.4 23 0.1 19 - - - -
22. Distribution 56 4 32.6 1 43 14 22.7 1
23. Finance Services 7.9 21 0.2 17 - - - -
24. Professional, Business 2.5 24 0.4 15 15 18 2.4 12
& Other Services
25. Local Government - - - - - —
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1 Imports as a % of sectoral gross inputs
2 Imports as a % of total regional imports
3 Exports as a % of sectoral gross outputs
4 Exports as a % of total regional exports
5, 6, 7, and 8 are rankings of sectors, according to 1, , 3 and 4
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7.6 INTER-INDUSTRIAL DEPENDENCE
The degree of inter-dependence on the input side revealed by the 
Tayside Regional input-output accounts is not significant 
particularly when the household sector is excluded from the structural 
matrix. The proportion of Regional inter-industrial transactions 
as a percentage of the value of total inputs is 33%. When the 
household sector is included it amounts to 51%. This suggests a 
low level of inter-industry relationships and a high level of regional 
dependency on imports. It may be seen also that the total inter­
mediate outputs in the region in 1979 were nearly 51% of the total 
gross outputs, leaving nearly 49% for final demand sectors.
The direct intra-regional industrial dependence can also be crudely 
measured by the amount of blank cells appearing in each industry, 
both along its row and down the column within the structural matrix. 
The blank cells indicate the non-existence of trade relationships 
either in terms of buying or selling goods between the particular 
industrial sectors concerned. The high number of blank cells 
for a sector illustrates a low level of inter-industrial dependence 
and vice-versa. It is found that nearly 15% of the total cells 
(26 x 26) are blank and also that almost all the blank cells in the 
Tayside input-output table appear in the upper part of the 
structural matrix. This shows that Tayside industries buy more 
direct inputs from outside the region and buy indirect inputs such 
as distribution, professional finance and other services from the 
region. It may be seen also from table 7.8 that the manufacturing 
sectors, except building materials, and oil products and chemicals 
sold over 75% of their outputs to the final demand sectors. This
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implies a low level of marketing relationships among the regional 
producers.
In analysing supply relationships in Tayside, one can examine 
the inputs that the local producers buy from the region's 
industries. The Tayside domestic flow coefficients table 
shows that some industries such as agriculture, food products, 
clothing and building materials, purchase over 80% of their 
total inputs from the local producers. Reading across the 
imports row illustrates the dependence of Tayside producers 
on producers outside the region. As discussed in section 7.5 and 
presented in table 7.8, the quite high degree of dependence of 
local industries on imports suggests opportunities for the 
substitution of locally produced goods, particularly if these 
imports have competitive producers in Tayside. Also some 
competitive imported goods can be produced locally at higher 
cost. Therefore, the comparative advantages in trade need to 
be analysed in justifying the supply relationships of the 
Tayside Region with local producers and outsiders.
7.7 MULTIPLIER ANALYSIS
Inter-industry relationships may be measured using the base 
multiplier approach and linear programming models. However, 
the main difficulty which arises in using these techniques at 
the operational level is the resources required to estimate 
intra-regional industrial relationships.
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Relationships between the initial spending and the total effects 
generated by this spending are regarded as multiplier effects.
Keynes described the multiplier as follows: "A unit increment
of autonomous investment causes an initial increase in income 
which generates successive rounds of consumer spending and 
incomes, each round producing numerically smaller increments 
until the process has fully worked itself out, ie,has reached 
equilibrium"8. There are some significant differences between 
Keynesian national multipliers and regional sectoral multipliers.
It is clear that there are many leakages from and into regional 
economies. Inter-regional imports, for example, are a major 
source of such leakage. The national multipliers cannot take 
these additional leakages into account. Also these leakages 
vary from region to region and they depend on the size of the 
regions and the nature of regional industrial structures. The 
national multipliers cannot be used for the estimation of sectoral 
multipliers.
The Tayside input-output tables facilitate the derivations of 
a set of multipliers which take the leakages of the Tayside 
economy into account. Leontief stated that "the input-output 
table is not merely a device for displaying or storing information, 
it is above all an analytical tool"9. The inverse matrix, which is 
the analytical tool that Leontief suggested, is used here to measure 
the sectoral multipliers for Tayside.
8 Keynes, J M, The General Theory of Employment Interest and Money, 
New York, Brace & Co, 193b, pp.113-i3'l.
9 Leontief, W, "The Structure of Development", Scientific American, 
Vol 209, No 3, 1963, p.149.
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Multiplier effects can be disaggregated into direct, indirect 
and induced effects. The direct and indirect effects measure 
the changes in output, income or employment resulting from 
changes in final demand. In order to quantify these effects, 
the household sector is excluded from the structural matrix. The 
resulting multipliers are known as type one multipliers. It is 
also clear that the increase in final demand results in changes in 
household incomes. These changes in household income also create 
direct and indirect effects on all other sectors in the economy.
The total effects, indirect, indirect and induced, created by the 
changes in final demand are quantified in inverse matrix, No 2 
(Table 7.4) and the results are known as type two multipliers.
The Tayside economic structure can be analysed by estimating 
multipliers in three ways, namely output multipliers, income 
multipliers, and employment multipliers. The output multipliers 
measure effects of changes in final demand in a particular sector 
upon the level of gross output of the sector concerned. The income 
multipliers quantify the effects of increasing final demand upon 
the regional household income. The changes in final demand are 
normally associated with changes in gross outputs. When the gross 
output of a sector is subject to change it also affects its workforce. 
It may be seen that the size of the workforce is increasing when the 
demand for output increases. The effects of changes in final demand 
upon the number of employees are measured by the employment 
multipliers. The main assumption of multiplier analysis is that the 
pattern of purchase of the inputs to a sector remains unchanged even 
if the level of output of that sector is subject to change.
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7.7.1 OUTPUT MULTIPLIERS
The output multipliers for Tayside are given in table 7.9.
The type one output multipliers presented in column one measure 
the direct and indirect effects upon the gross outputs of sectors 
resulting from the change of final demands by £1. The ranking of 
the sectors according to the type one multipliers shows that the 
direct and indirect increase of gross output generated by an 
increase of £1 in final demand is highest in local government. It 
reveals that the increase of final demand of local government 
results in an increase in its output by 1.719 times. Apart from 
this, table 7.9 shows relatively higher type one output multipliers 
for food products, construction, agriculture, and clothing than 
other sectors.
These multipliers can be compared with the regional imports given 
in table 7.8. It shows that local government has the lowest amount 
of imports. This implies that the type one output multipliers 
are high for the sectors which have a low level of leakages. When 
leakages from the economy are high, the type one output multipliers 
tend to give low values. This means that when spending on imports 
is high, any increase in outputs associated with changes in final 
demand results in increases in the demand for goods produced 
outside the region. Table 7.8 also shows that the import of goods 
for agriculture, clothing, and for construction are relatively low 
and this has resulted in high values for the type one output 
multipliers.
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Table 7.9
THE TAYSIDE REGION OUTPUT MULTIPLIERS
Type 1 
Multipliers
Type 2 
Multi piiers
Rank 
Type 1
Rank 
Type 2
1 2 3 4
1. Agriculture 1.53062 3.10351 4 2
2. Fishing 1.44234 2.43271 10 11
3. Quarrying & Oil 
Exploration
1.31421 2.55605 18 8
4. Food Products 1.62281 2.10917 2 17
5. Brewing, Soft Drinks 
& Spirits
1.36059 1.69324 15 22
6. Oil Products & 
Chemi cals
1.19129 1.44628 21 25
7. Metal & Metal 
Products
1.2028 1.55587 20 24
8. Mech. Engineering 1.41489 2.40362 12 12
9. Instr. Engineering 1.4816 2.45608 7 10
10. Elec. Engineering 1.17054 1.72672 22 21
11. ShipbuiIding &
Marine Engineering
1.33805 2.27226 17 15
12. Textiles 1.38435 2.32467 14 14
13. Clothing 1.50699 2.61725 5 5
14. Building Materials 1.41208 2.48696 13 9
15. Timber Products 1.34068 1.80229 16 20
16. Paper, Printing & 
Pub 1ishing
1.2256 1.58098 19 23
17. Rubber & Plastic 
Products
1.50051 2.36454 6 13
18. Construction 1.61527 2.57644 3 7
19. Utilities 1.44731 2.10754 9 18
20. Transport 1.44824 2.19515 8 16
21. Communications 1.08875 2.58045 25 6
22. Distribution 1.43462 1.80948 11 19
23. Finance Services 1.11319 2.62247 23 4
24. Professional, Business 
& Other Services
1.11235 2.75703 24
3
25. Local Government 1.71978 3.28072 1 1
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The sectors which have high values for type one output multipliers 
also depend more on regional industries. For example, when the 
final demand of local government increases by £1 it results in an 
increase in the outputs of all the other intermediate sectors by
1.003 of local government itself, by 0.17 of professional and 
other business services, etc.
Type two output multipliers quantify the direct, indirect and 
induced effects upon the sectoral output, resulting from changes 
in final demand by £1. When the induced effects are taken into 
account, output multipliers for every sector produce higher 
values than type one multipliers would indicate. However, increases 
in type two multipliers vary from sector to sector. Local government 
and aariculture produce the highest type two output multipliers.
The ranking of the sectors according to type two, shows significant 
changes for some sectors, especially professional and other services, 
finance and communication when compared to the type one multipliers.
Apart from the regional leakages and the level of inter-industrial 
dependence, one other major factor which affected type two 
multipliers can be highlighted by comparing the fourth column of 
table 7.9 and the first column of table 7.14. The figures in these 
two columns suggest that local government, agriculture, finance, and 
professional and business services generate higher levels of type 
two multipliers and also higher employment/output ratios than other 
sectors. This suggests that the variables, i.e, type two output 
multipliers and the employment/output ratios are positively 
correlated. This also indicates that the type two multipliers are 
affected by differences in sectoral production techniques. The
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Tayside manufacturing sectors use more capital intensive techniques 
and have lower employment/output ratios, than the primary and 
service sectors. This point is clearly visible in the type two 
multipliers for manufacturing, and almost every sector in 
manufacturing produces lower values for type two multipliers.
Local government, communications, professional and finance 
services show high values for type two which may be partly due to 
the use of more labour intensive techniques.
The sectors which are less capital intensive generally create 
greater level of household incomes. This means when the final 
demand increases, say in agriculture, then payments for labour are 
also increasing. The increase in household income results in an 
increase in the demand for consumer products which effects an 
increase in the outputs of these later sectors. In this way one £1 
increase in the final demand of agriculture results in an increase 
in its output by 3.1 times.
The Tayside output multipliers can be compared with those of other 
regions to highlight some characteristics of Tayside more clearly. 
Table 7.10 presents output multipliers, types one and two, for 
Shetland and Tayside. The figures show that the Tayside type one 
multipliers are greater than those of Shetland except for three 
sectors, i.e9professional, local government and communications. The 
larger values for output multipliers in Tayside indicate a greater 
degree of dependence on regional industries, and a relatively lower 
level of leakages. The higher values for type two multipliers for 
Tayside also indicate a higher level of household earnings than in 
Shetland. In relation only to the selected sectors in table 7.10,
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Table 7.10
COMPARISONS OF TYPE ONE AND TYPE TWO OUTPUT MULTIPLIERS
Tayside Shetland
Type 1 Type 2 Type 1* Type 2*
Agri culture 1.53 3.10 1.33 2.35
Fishing 1.44 2.43 1.24 2.25
Textiles 1.384 2.32 1.08 1.88
Construction 1.615 2.576 1.1 1.58
Professional 1.11 2.62 1 .2 2.39
Local Government 1.719 3.28 1.93 2.9
Communications 1.08 2.58 1.18 2.72
* source: McNicoll, I H, The Shetland Economy, Research Monograph, 
No 2, The Fraser of A1 lander Institute'll976'.
it may be suggested that the primary and service sectors in Tayside 
are more labour intensive than those in Shetland. However, it should 
be noted that the times of the construction of these two tables, the 
size of the regions, and also the patterns of sector classification 
are very different between the two regions. These factors can have 
a significant influence in the determination of the level of 
multi pliers.
7.7.2 INCOME MULTIPLIERS
In this section two types of sectoral income multipliers are discussed,
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namely type one and type two. The type one income multipliers are 
the ratio of direct and indirect changes of income to direct income 
change resulting from an increase in final demand. The type two 
multipliers are defined as the ratios of direct, indirect and 
induced income changes to the direct income changes created by 
changes in final demand10. These multipliers are used to analyse 
secondary and induced household income generated by the increase in 
final demand in the Tayside input-output table.
The computation of income multipliers is based on the concept of
the consumption function. It is necessary to estimate average and
marginal propensities to consume, in order to measure the income
multipliers accurately. The application of national consumption
functions to Tayside is not practicable because of regional leakages
caused mainly by imports of consumer goods. Peterson attempted to
quantify the multipliers using national data, but he showed that
they were not successful11. Thus it is important to estimate
consumption function for each sector of the Tayside input-output
table separately. In practice, however, the estimation of
consumption functions for each sector is not easy. Miernyk (1967)
for example, attempted to establish consumption functions for each
sector in the Boulder economy12. His estimations have yielded
10 For a discussion on multipliers see Werner, Z, Hersch, "Inter­
industry Relations of a Metropolitan Area", The Review of 
Economics and Statistics, XLI, 4, pp360-369, and
Moore, F.T, "Regional Economic Reaction Paths", American Economic 
Review, XLV, 2, 1955, pp.133-148.
11Moore, F-T and Peterson, J.W, "Regional Analysis: An Interindustry
Model of Utah" The Review of Economics adn Statistics, XXXVII,
4, pp.368-383.
12 Miernyk, W-K, Impact of the Space Programme on a Local Economy, 
West Virginia University Library, 1967.
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negative results. In the Tayside study efforts were not made to 
estimate sectoral consumption functions due to lack of time needed 
to gather time series data on consumption patterns. It is therefore 
assumed that consumption functions are linear and homogeneous for 
every sector in Tayside. This suggests that consumption is directly 
proportional to income.
Table 7.11 shows direct, indirect and total income created by 
increasing final sales by £1. Column one of this table gives the 
amount of direct income generated by a £1 increase in final demand. 
This includes wages and salaries, proprietors' income, etc, paid to 
households by a sector to produce £1 worth of additional goods for 
final demand. The figures for direct income change were obtained 
from table 7.2. Column two shows the direct and indirect income 
changes associated with the changes in final sales. The figures 
in this column were derived as follows:
25
n
j = l
(i = 1 25)
where r is the direct and indirect requirements from industry j
ij
to meet the increase in final demand of sector i. a is the direct
r lj
payments to households. The r are row entries of the inverse 
matrix 1, (see table 7.3) which excludes the households as a processing 
sector. Thus type one income multipliers appearing in column four, 
are derived as follows:
25
1 ri j • aHj ( 1 = 1 .......... 25)
aHj
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Table 7 11
Changes in Income of the Tayside Region associated with 
changes in Final Demand, by one £ : Type One Multipliers
Sector
Direct
Income
Change
Direct plus 
Indirect 
Income 
Change
Indirect
Income
Change
Type One 
Income 
Multipliers
1 2 3 4
1. Agriculture 0.5432 0.7133 0.1702 1.3132
2. Fishing 0.3140 0.4489 0.1349 1.4298
3. Quarrying & Oil Exploration 0.4801 O .5629 0.0828 1.1726
4. Food Products 0.0967 0.2205 0.1238 2.28
5 • Brewing, Soft Drinks & 
Spirits 0.0727 0.1508 0.0781 2.074
6 . Oil Products & Chemicals O.O525 0.1156 0.0631 2.201
7. Metal & Metal Products 0.116 0.16006 0.044 1.3798
8. Mechanical Engineering 0.3441 0.4482 0.1041 1.3026
9. Instrument Engineering 0.2886 0.4418 0.1532 1.5307
10. Electrical Engineering 0.2174 0.2521 0.0347 1.1598
11. Shipbuilding & Marine Eng. 0.3372 0.4235 0.0863 1.2559
12. Textiles 0.3351 0.4263 0.0912 1.272
13. Clothing 0.3829 0.5036 0.1207 1.315
14. Building Materials 0.349 0.4873 0.1383 1.396
15. Timber Products 0.1106 0.2093 0.0987 1.892
16. Paper, Printing & 
Publishing 0.0944 0.1611 0.0667 1.706
17. Rubber & Plastic Products 0.2907 0.3917 0.101 1.347
18. Construction 0.2848 0.4357 0.1509 1.53
19. Utilities 0.1557 0.2996 0.1439 1.924
20. Transport 0.214 0.3386 0.1246 1.5824
21. Communications 0.6525 0.6762 0.0237 1.036
22. Distribution 0.1025 0.1699 0.0674 1.6578
23. Finance Services 0.635 0.6839 0.0488 1.0769
24. Professional, Business & 
Other Services 0.7085 0.7456 0.0371 1.0523
.
ir>CM Local Government 0.4446 0.7076 0.263 1.5916
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Column five of table 7.12 shows the direct, indirect and induced 
changes in household income resulting from changes in final demand.
The figures given in this column are the entries of the household 
row of the inverse matrix 2 (see table 7.4). Type two income 
multipliers were estimated by dividing column five by column one 
of table 7.11.
The type one income multipliers for Tayside vary from 2.2802 to 
1.0364. The food product sector recorded the highest level for 
the type one income multiplier while communication produces the 
lowest type one multiplier in Tayside. The wide range of variations 
in type one income multipliers is a result of various factors, ie, 
differences in production techniques, inter-industrial dependence, 
amount of leakages, etc, and some of these factors will be discussed 
below.
The direct effects on income are high in sectors which use more labour 
intensive techniques. The type one multipliers in effect tend to 
become low in these sectors because of large value in the denominator.
This is clearly visible in table 7.11, which shows low values of 
type one multipliers for professional and business services, finance 
services and shipbuilding. On the other hand, direct income change 
for the capital intensive sectors is low and it has resulted in the 
production of high level type one multipliers. The food products, 
and oil products and chemicals sector for example, have the highest 
value for type one mainly because of the low level of direct income 
change.
It can be seen that some sectors in Tayside have higher degree of linkages 
with the other local sectors. This leads to high' indirect effects
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and so high' value type one income multipliers. For example, the 
local government in Tayside has the highest level of indirect 
income change due to its more pronounced inter-relationships with 
other regional producers. This has clearly meant that food producers 
and local government have recorded a high value for type one 
multipliers. These type one multipliers are also larger for paper, 
printing and publishing, and for the transport sectors because of 
a higher level of indirect effects.
The degree of indirect income change is affected by the amount of 
leakages from the regional economy. For example^quarrying and oil 
exploration, metal and metal products and electrical engineering 
sectors produce low values for type one income multipliers partly 
because of a high amount of leakages which cause the production of 
low indirect income changes. In contrast, the service sectors have 
a high degree of direct income changes because most of their 
expenditure consists of wages, salaries and other payments, rather 
than buying goods from regional producers. However., the leakages 
from the services are much lower when compared to the manufacturing 
sectors. This has clearly produced a somewhat high degree of type 
one income multipliers for services, particularly for utilities and 
transport.
As shown in table 7.12, type two income multipliers are greater than 
the type one for every sector. This is due to induced income changes 
associated with the changes in final demand. However, it is seen 
that the size of type two multipliers for Tayside vary from 2.90^5 
for food products to 1.32 for communication.
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Table 7.12
CHANGES IN INCOME OF THE TAYSIDE REGION ASSOCIATED WITH 
CHANGES IN FINAL DEMAND, BY £1 (TYPE 2 MULTIPLIERS)
Direct, 
Indi rect 
& Induced 
Income 
Change
Induced
Income
Change
Indi rect 
& Induced 
Income 
Change
Type 2 
Income 
Multi pliers
5 6 7 8
1. Agriculture 0.90821 0.26588 0.36511 1.67214
2. Fishing 0.57192 0.25738 0.25792 1.8214
3. Quarrying & Oil 0.71713 0.10235 0.23703 1.4937
Exploration
4. Food Products 0.28087 0.1419 0.18417 2.90455
5. Brewing, Soft Drinks 0.19210 0.11259 0.1194 2.64236
& Spirits
6. Oil Products & 0.14725 0.03069 0.09474 2.8047
Chemi cals
7. Metal & Metal 0.20389 0.0226 0.08789 1.75767
Products
8. Mech. Engineering 0.57097 0.1673 0.22687 1 .65931
9. Instr. Engineering 0.56275 0.21593 0.27415 1.94993
10. Elec. Engineering 0.32118 0.08208 0.10378 1.47736
11. Shipbuilding & 0.53949 0.13852 0.20229 1.59991
Marine Engineering
12. Textiles 0.54302 0.11963 0.20792 1.62047
13. Clothing 0.64115 0.25567 0.25825 1.67446
14. Building Materials 0.62072 0.25411 0.27172 1.77856
15. Timber Products 0.26657 0.11736 0.15597 2.41022
16. Paper, Printing & 0.20522 0.05145 0.11082 2.1739
Publishing
17. Rubber & Plastic 0.49896 0.19555 0.20826 1.7164
Products
18. Construction 0.55505 0.05584 0.27025 1 .94891
19. Utilities 0.38127 0.10052 0.22557 2.44874
20. Transport 0.43132 0.05002 0.21732 2.0155
21. Communications 0.86143 0.16467 0.21208 1.3202
22. Distribution 0.21647 0.047882 0.113962 2.1119
23. Finance 0.87157 0.10494 0.23657 1 .37255
24. Professional, Business 0.94977 0.0982 0.23127 1.34053
& Other Services
25. Local Government 0.90141 0.45778 0.47681 2.02746
2?3
Local government produces the highest induced income changes 
responding to the change in final demand in Tayside. These induced 
income effects of local government are much greater than its 
direct and indirect income changes. This means that the change of 
sales to final demand in local government generates a high demand 
for consumer goods. This point can be examined further in relation 
to the type two output multipliers. As was discussed earlier, it 
produces the largest value for type two multipliers because of a 
high degree of inter-industrial dependence and a low level of leakages. 
This generates more household income. Thus the increase in final 
demand by £1 multiplies the household income 2.03 times. Agriculture, 
fishing, clothing, and building materials also show higher induced 
income changes.
It is however important to note that the income multipliers need to 
be related both to the direct household coefficients of the Tayside 
domestic flow coefficients table and to changes in final demand.
Without incorporating these two variables, income multipliers whether 
type one or two cannot be used as meaningful yardsticks to measure 
sectoral performance in the Tayside economy. For example, the type 
one income multiplier for food products is 2.28 and the type two 
multiplier is 2.9045. Given a £1 million increase in sales to final 
demand the resulting total income changes would be £220,495,
(2.28 x 0.0967 x £1 million), and £280,860 for type one and two 
respectively. Assuming the same amount of addition to final demand 
the resulting income changes in the quarrying and oil exploration 
sector would be £562,965 and £717,155. A £1 million increase in 
the final demand of local government would generate an additional
income of £707,625 in the first round and £901,400 in the other 
successive rounds. Thus, although the type one and two income 
multipliers are larger for the food products than for local 
government and quarrying and oil exploration, the additional total 
income created in the Tayside economy by increasing its final demand 
is smaller than the latter sectors.
The values of the type two income multipliers are considered to be 
a constant multiple of the values of the type one income multipliers. 
Hirsch pointed out that the correlation coefficient between type 
one and two multipliers is 0.9713 and Sandoval showed that this 
coefficient is always equal to one14. This kind of constant 
relationship between type one and two income multipliers can be seen 
also, in the Tayside income multipliers because of the assumption 
of a linear and homogeneous income consumption function.
The variations in the income multipliers reflect some important
Q\ -Ka^
characteristics of individual sectors' economies. The size of 
income multipliers, for example, depends on the size of the area 
concerned. Leakages, particularly of imports, are smaller in 
large areas than in smaller ones. When leakages are smaller, the 
income multipliers tend to increase.
This point can be examined further by comparing Tayside's income 
multipliers with those of other regions. Table 7.13 gives a
13 Hirsch, W.Z, "Inter-Industry Relations of a Metropolitan 
Area", The Review of Economics and Statistics, Vol XLI,
No 4, 1959, 360-369.
14 Sandoval, A.D, "Constant Relationship between Input-Output 
Income Multipliers", The Review of Economics and Statistics,
Vol 49, 1967, 599-600.
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comparison of income multipliers in Tayside and Shetland15
This table shows considerable variations in the income multipliers 
between the two regions. Except for local government and 
communications, income multipliers for other sectors given in the 
table, are higher in Tayside than in Shetland. These variations 
are partly attributable to direct income changes, partly to 
differences between the size of the population in the two regions, 
and partly to differences in the amount of leakages and the degrees 
of inter-industrial dependence. Also differences in sectoral 
aggregation, sector classification and above all, differences in 
economic structures have affected the income multipliers in the 
two economies differently. The higher income multipliers of 
Tayside relative to Shetland mainly indicate its smaller amount 
of leakages and its larger degree of intra-regional industrial 
dependence.
15 For details of Shetland income multipliers see McNicoll, I H, 
The Shetland Economy, Research Monograph, No 2, The Fraser of 
Allander Institute, 1976.
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izz
Sectors
Direct Income Changes Type 1 Multipliers Type 2 Multipliers
Taysi de Shetland Taysi de Shetland Tayside Shetland
Agri culture 0.543 0.518 1.3122 1.26 1.672 1.46
Textiles 0.335 0.474 1.2721 1.08 1.62 1.24
Constructi on 0.285 0.246 1.53 1.2 1.949 1.38
Communications 0.652 0.930 1.0364 1.07 1.32 1.23
Local Government 0.444 0.127 1.5916 5.08 2.027 5.66
Table 7.13 INCOME MULTIPLIERS IN TAYSIDE AND SHETLAND
7.7.3 EMPLOYMENT MULTIPLIERS
The examination of the impact of changes in final demand on the 
labour market in Tayside is of vital importance because unemployment 
is one of the Region's most difficult problems. Employment 
multipliers quantify the effects of changes in final demand on the 
number in employment. However, in deriving employment multipliers 
the relationship between the number of employees and regional 
output by sector needs to be examined. Thus the employment multipliers 
are based on the employment production functions, which facilitates 
the quantification of the exact changes in the number in employment 
in relation to changes in production levels.
It can be seen that no data is available on Tayside for 1979 to measure 
this relationship accurately. In practice, the number of employees 
may not increase at the same rate as sectoral output. This implies 
that when sectoral output increases, the existing labourforce can 
be used, to a certain extent, to meet the increased demand in final
is*
sales. This partly because there may be some degree of under
A
employment in some sectors. The existing labourforce can be used 
in this process, by increasing their efficiency through the 
provision of bonuses, overtime payments, etc. Additionally, some 
sectors, specifically manufacturing sectors, tend to use more capital 
intensive machinery in place of labour due to the high cost of 
labour. It is also seen in Tayside that there are some workers such 
as students and the unemployed who provide their services seasonally 
mainly in the business and other services sector and in agriculture, 
without being recorded in the business accounts. It is, therefore.
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difficult to quantify accurately the employment production 
functions for each sector in Tayside's economy. Due to lack of 
time series data on employment and production over the past few 
years, it is assumed that the relationship between employment and 
production is linear and positive. This implies that sectoral 
employment is directly proportional to sectoral output. Based on 
this assumption, the employment production function can be expressed 
as follows:
Ei = kixi
where E- is the number of employees in sector i, is the sectoral
output and is the constant employment/production coefficient for
sector i. Table 7.14 shows the type one employment multipliers for
Tayside. Column (i) of this table gives employment production
coefficients (E/X). Column (ii) presents direct and indirect
employment changes which were derived as follows:
25
C. = JT"* r. .k. (i = 1 ........ 25)
j = 1
where C- is the direct and indirect employment changes and r—  is the
total direct and indirect production required from sector j to
provide additional sales worth £1 to the final demand of sector i.
Thus r-• is an entry in the inverse matrix 1. Column (iv) gives 
T 3
the type one employment multipliers which were computed as follows:
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The type one employment multipliers quantify the direct and indirect 
changes in employment resulting from an increase in final demand by 
£1. The type two employment multipliers measure the induced effects 
of employment associated with the change in final demand. This 
means that in the first round, when the final demand increases, more 
employment opportunities are created and this directly effects an 
increase in household income. In the next successive rounds, household 
consumption expenditure increases and this is followed by increases 
in local production. The increase in local production generates more 
employment. The direct, indirect and induced employment effects are 
given in man years.
Table 7.14 shows that agriculture, communications, finance, professional 
and other business services, and textiles in Tayside use more labour- 
intensive techniques, while engineering, food products, timber products, 
and several other sectors, use more capital-intensive ones. This factor 
has clearly affected the size of the employment multipliers. The 
sectors which use more capital intensive techniques tend to produce high 
employment multipliers, and vice versa. On the other hand, sectors 
which have large inter-sectoral relationships within the region produce 
high employment multipliers, although their direct employment changes 
are comparatively lower. This is true especially in the cases of 
construction and distribution.
However, some conceptual problems arose from the assumption upon which 
the employment multipliers are based. When a sector employs few people 
due to the use of more capital-intensive inputs, it is likely to 
produce small employment/production coefficients. In turn, this results 
in large multipliers. For example, the employment multiplier is high
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Table 7.14
THE TAYSIDE REGION: TYPE 1 EMPLOYMENT MULTIPLIERS
E/X
Direct + 
Indirect 
Employment 
Change
Indi rect
Employment
Change
Type 1 
Multiplier
(i) (ii) ( H D (iv)
1. Agriculture 0.14178 0.166555 0.02477 1.1747
2. Fishing 0.08193 0.082051 0.000121 1.00147
3. Quarrying & Oil 
Explorati on 0.018025 0.046128
0.028103 2.5591
4. Food Products 0.020645 0.030579 0.009934 1.48118
5. Brewing, Soft Drinks 
& Other Spi rits 0.01452 0.015941
0.001421 1.09786
6. Oil Products & 
Chemi cals
0.025963 0.049293 0.02333 1.8985
7. Metal & Metal 
Products 0.02007
0.028167 0.008097 1.4034
8. Mech. Engineering 0.06491 0.077036 0.01216 1 .1971
9. Instr. Engineering 0.059484 0.072930 0.013446 1 .226
10. Elec. Engineering 0.04916 0.054099 0.004939 1.10046
11. Shipbuilding & 
Marine Engineering 0.019808 0.029100
0.009292 1.4691
12. Textiles 0.09876 0.121034 0.02227 1.22553
13. Clothing 0.08964 0.090284 0.00064 1.00718
14. Building Materials 0.07597 0.078862 0.002892 1.03806
15. Timber Products 0.02613 0.033139 0.007 1.26823
16. Paper, Printing & 
Publishing
0.02553 0.038800 0.01327 1.51978
17. Rubber & Plasti c 
Products 0.06575
0.068397 0.002647 1.04026
18. Construction 0.04466 0.111945 0.067285 2.5066
19. Utilities 0.02969 0.055020 0.02533 1.85315
20. Transport 0.03374 0.086064 0.052324 2.5508
21. Communications 0.13044 0.140604 0.01016 1.07792
22. Distribution 0.08083 0.164253 0.083423 2.03207
23. Finance Services 0.119266 0.146748 0.027482 1.23042
24. Professional, Business 
& Other Services
0.18268 0.239400 0.05672 1.31048
25. Local Government 0.12875 0.132635 0.003885 1.03017
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for quarrying and oil exploration, mainly because of a small 
denominator, ie5small k-j. Theoretically this suggests that a £1 
increase in final demand in quarrying and oil exploration creates 
an additional 3.44 man years in the economy16. It is noted that 
this sector has comparatively low direct, indirect and induced 
employment changes which indicate a low level of inter-industrial 
relationships and a large degree of leakages from the economy. 
Therefore, although it may theoretically possible to show that 
quarrying and oil exploration creates a relatively high number of 
additional man years given an increase in final demand, it is hard 
to find any economic justification for this situation.
This weakness in the employment multiplier is clearly visible in 
the employment multipliers computed for the Boulder economy, but 
Miernyk has not elaborated this point in his analysis17. Table 7.16 
shows employment multipliers and employment production coefficients 
for the Boulder economy. Real property rentals which have the lowest 
employment/production ratio produces the largest type one and two 
employment multipliers. In contrast, the apparel and accessories 
sector which has the largest E/X ratio produces small type one and two 
employment multipliers. This suggests that the employment multipliers 
alone cannot give proper directions in framing regional policies for 
creating additional employment opportunities.
However, it is found that the results of multiplier analysis depend 
on the assumptions of linear and homogeneous consumption functions
16 See table 7.15.
17 Miernyk, W H, et al, Impact of the Space Programme on a Local 
Economy, West Virginia University Library, 1967.
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Table 7.15
THE TAYSIDE REGION: TYPE 2 EMPLOYMENT MULTIPLIERS
Di rect, 
Indi rect 
& Induced 
Employment 
Change
Induced
Employment
Change
Di rect 
Employment 
Change 
E/X
Type 2 
Multipliers
(V) (vi) (vii) (viii)
1. Agriculture 0.173455 0.0069 0.14178 1.2234
2. Fishing 0.084314 0.002384 0.08193 1.029
3. Quarrying & Oil 
Exploration 0.062053
0.015925 0.018025 3.4426
4. Food Products 0.066887 0.036308 0.020645 3.2398
5. Brewing, Soft Drinks 
& Other Spirits 0.032649
0.016708 0.01452 2.2485
6. Oil Products & 
Chemi cals
0.156338 0.107045 0.025963 6.02156
7. Metal & Metal 0.029695 0.001528 0.02007 1 .4795
Products
8. Mech. Engineering 0.078913 0.001877 0.06491 1.21572
9. Instr. Engineering 0.077237 0.004307 0.059484 1.29845
10. Elec. Engineering 0.054802 0.000703 0.04916 1.11476
11. Shipbui1 ding &
Marine Engineering
0.029833 0.000733 0.019808 1.506108
12. Textiles 0.127742 0.006708 0.09876 1.29345
13. Clothing 0.091625 0.001341 0.08964 1.02214
14. Building Materials 0.08033 0.001468 0.07597 1.05739
15. Timber Products 0.034879 0.00174 0.02613 1.33482
16. Paper, Printing & 
Publishing
0.045168 0.00636 0.02553 1.76921
17. Rubber & Plastic 
Products
0.069359 0.000962 0.06575 1.05488
18. Construction 0.223536 0.111591 0.04466 5.00528
19. Utilities 0.105256 0.05023 0.02969 3.54516
20. Transport 0.131198 0.04512 0.03374 3.8885
21. Communications 0.143985 0.00338 0.13044 1.1038
22. Distribution 0.316354 0.152101 0.08083 3.91381
23. Finance Services 0.161280 0.014532 0.119266 1.35227
24. Professional, Business 
& Other Services
0.387601 0.148201 0.18268 2.12174
25. Local Government 0.17424 0.0416 0.12875 1.35332
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Table 7.16
EMPLOYMENT MULTIPLIERS FOR THE BOULDER ECONOMY18
Sectors E/X
Type One 
Multipliers
Type Two 
Multipliers
Apparrel and Accessories 0.1612 1.10 1.24
Real Property Rentals 0.0012 19.92 28.50
General Merchandise 0.1145 1.15 1.32
All Other Manufacturing 0.0420 1.18 1.54
Food and Kindred Products 0.0263 1.48 1.95
Local Government 0.1008 1.05 1.28
and linear employment production functions. In the light of the 
above analysis one can argue that these assumptions may limit the 
practical use of the multipliers. It is seen that some modifications 
might have been-introduced in particular for the assumptions. As 
Moore and Peterson pointed out19, the assumption of linear and 
homogeneous consumption functions results in over-estimating the 
induced effects of income associated with changes in final demand.
To avoid this weakness the sectoral consumption functions might have 
been derived for Tayside by using Scottish consumption functions.
This use of Scottish consumption functions may not be too impractical 
because Tayside is a fair representative of the Scottish economy
18 Miernyk, W H, et al, Impact of the Space Programme on a Local 
Economy, West Virginia University Library, 196/.
19 See Moore and Peterson, op. cit., pp.358-383.
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in terms of GRP, employment, industrial structure, and population.
The use of these consumption functions permits some flexibility 
to be introduced into the model which helps to improve the results 
of the income multipliers.
Also some flexibility needs to be introduced to the employment 
production functions. The time series data on employment and output 
for the past years can be made available for Scotland from confidential 
sources such as disaggregated data of the census of production and 
the census of employment. This would allow the computation of E/X 
ratios for Scotland, and by using these data with the necessary 
adjustments employment production functions for Tayside might be 
estimated. The results obtained in this way would be superior to 
the results obtained assuming the proportionality of employment to 
the level of gross output.
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CHAPTER 83
AN ASSESSMENT OF THE USE OF THE TAYSIDE INPUT-OUTPUT 
TABLES FOR REGIONAL ECONOMIC PLANNING
INTRODUCTION
As was discussed in chapter three, Tayside, since the late 
1970*s has been suffering from an industrial decline in 
terms of employment with a higher rate of unemployment 
compared to other regions in the rest of Scotland and the 
U.K., a rising level of emigration and a slow rate of 
economic growth. The Tayside Regional Council and the 
District Councils have shown considerable interest in coping 
with this economic crisis and they have formed policies and 
proposals in the past Tayside Structure Plans with the main 
objective of stimulating Tayside industry and creating 
employment opportunities. The succeeding sections of this 
chapter will assess how planners can incorporate Tayside 
input-output tables in various stages of the production of 
the regional Structure Plan i.e. in identifying regional 
problems and in determining aims and objectives., in formulating 
policies and proposals, and in evaluating impacts of proposed 
strategies on the rest of the economy.
8.1 TAYSIDE STRUCTURE PLAN AND ECONOMIC PLANNING
If the economic component of regional planning is to have 
any meaning, local authorities need to be concerned with the 
industry and commerce in their region. This can be clearly 
seen from the recommendations of the Royal Commission on 
Local Government in Scotland. It said that "the strategic
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planning for a region contains elements, which are classified 
as intelligence, economic planning, land use planning and 
implementing services, which include industrial development, 
transportation and roads, etc. Intelligence means collecting 
of relevant information, statistics, and projects. Every 
department, public or private needs to gather information before 
policy can be decided for the future."^ It is also stated 
that "the functions of structure plan will not be merely land-use 
planning in the accepted sense, but will involve the formulation 
of an economic strategy for the region relating to patterns of 
settlement, the development of communications and centres of
2
population and the use of resources particularly land and finance." 
This implies that the role of the structure plan centres mainly 
on regional economic planning, and its other functions such as 
environment, transportation and roads etc, provide the facilities 
needed to support the regional economic and physical development.
The prime aim of the Tayside structure plans during the past
years has been to achieve the provision of an adequate number
and range of job opportunities throughout the region. In order
to achieve this aim, the Regional council has proposed an objective
3
in the plan i.e. to obtain maximum return on investment capital.
1. H.M.S.O., The Report of the Royal Commission on Local 
Government in Scotland 1966-69, Cmnd 4150, p59 >
2. H.M.S.O., White Paper on the Reform of Local Goverment 
in Scotland, Cmnd 4583, 1971, para 24 ■
3. Tayside Regional Council. Tayside Structure Plan 
Consultative Draft.1979, p5 «
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However, in turning such aims and objectives into policies and 
strategies^, there are some circumstances when such aims and 
objectives are in conflict. For example, when the policies and 
proposals are assigned to increase employment it may not be 
realistic to anticipate maximum return on investment capital, because 
by increasing number of employees, the cost of production may 
tend to increase resulting in a low level of return to invested 
capital.
The other side of the coin is that the creation of jobs will 
depend, to a large extent, upon the investment decisions of the 
public and private sectors in the regions. Once these decisions 
are made, the Regional Council is responsible for producing 
policies and proposals within these financial resources. Therefore, 
the Regional council needs to take into account direct and indirect 
effects which may be created in achieving the plan's aims and 
objectives.
In deriving strategies also, the Tayside structure plans give 
priority to the region's industrial development. For example, 
the strategy of 1980 Structure Plan is described as follows: the
strategy is to attempt to create a wide choice of both industrial 
location and housing opportunity. In the light of the current 
economic position and national policy, the Regional council intends to
4. "Policy" is defined as a chosen course of action, in
pursuance of an aim which guides decision making. "Strategy" 
can be defined as decisions in a plan which co-ordinates the 
aims and determine broadly how they will be achieved. A 
strategy will, therefore, consist of a series of inter­
related and compatible policies and proposals.
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give priority to the needs of industry and this is reflected
in the strategy for provision for industrial land in Tayside. 
Therefore, it is of importance to assess, to what extent the 
present Tayside input-output tables can be a useful analytical 
tool in forming the aims and objectives of structure plans, in 
deriving necessary policies and proposals and also in measuring 
their implications.
8.2.1. FORMULATIONS OF AIMS AND OBJECTIVES 
PROVISION OF INFORMATION AND REGIONAL ACCOUNTS
Tayside planners need to identify the problems and key issues
of the region in forming the plan's aims and objectives. They
normally gather this information from Regional Report of the
Survey. Before the construction of the structure plan, the
Secretary of State is presented with a regional report of the
survey by each region in Scotland. The objective of producing
this report "is to carry out a survey and an analysis of conditions
within the region in order to identify the key issues to which
C
policies and proposals are addressed" One can examine what 
kind of information this report provides to planners, and whether 
this information is sufficient to identify regional problems and 
to form the plan's aims and objectives.
As the Town and County Planning (Scotland) Act 1969 specifies, 
the "Survey should cover the principal physical and economic 
characteristics of the area (including the principal purposes for 
which the land is used); the size, composition and distribution
5
5. Tayside Regional Council. Tayside Structure Plan 1980 p 48.
6. Tayside Regional Council. Tayside Structure Plan; Report
of the Survey 1980 1.-----------------------------------— .-------------------- ^
of population; and communications transport system and traffic 
characteristics. The survey should collect information to indicate 
the trends, problems and potential of the area, to aid in the selection 
of the main aims of the plan, to indicate ways of achieving the 
stated aims of the plan, and to measure the effects of implementation 
of the plan's proposals, other changes and progress towards the stated 
aims."^ However, in practice, the regional report of the survey of 
the Tayside Structure Plan, 1980, for example, has given little 
consideration to the fulfilment of the requirements of the Town and 
Country Planning Act, 1969. For example, the Tayside Report of the 
Survey 1980, provides some employment forecasts based on population 
projection; but it has not put forward enough details by sectors to 
highlight the problem areas in Tayside which need the planner's 
attention.
As was discussed in Chapters 3 and 7, the input-output study for the 
Tayside Region provides the planners with a large amount of data 
and information for the economy disaggregated into sectors. This 
facilitates a more comprehensive analysis of the economic and 
structural elements of the region, and this analysis helps them to 
identify regional problems. The Tayside input-output accounts 
(see table 7.1) provide planners with regional accounts such as 
gross regional productions; household income; trade balance; 
sectoral economic performance in terms of their contribution to 
regional gross production, household income; and regional
A
inter-sectoral dependence.
7. Scottish Development Department. Development Plans;
Town and Country Planning (Scotland) Act 1969 „ HMSU,~ 19715p8.
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FORECASTING
The Tayside reports of the survey provide population and employment 
projections which form the basis for the policies and proposals of the 
regional structure plans and local plans. These projections have 
been carried out based on some crude assumptions. For example, the 
population projections in Tayside reports of the survey, between 
1976 and 1991 depend on an assumption which implies that the 
population trend during the period 1961 to 1975 would be applicable 
for the projected period from 1976 to 1991. The policies and 
proposals based on these projections may not help to achieve the 
plan's objectives. This is because that population trend is mostly 
determined by the physical, economic,and social environment in which 
people live, and these factors should be given consideration in 
the population projections. Also, the projections on Tayside labour 
supply have been carried out on the basis of population projections 
which were discussed above, without taking other variables such as 
the level of the region's migration, into account. The Report of 
the Survey 1980 states "that the forecast of the number of jobs 
which may become available has been prepared on the basis of 
optimistic and pessimistic assumptions about the future performance
o
of the regional economy." However, this report does not state what 
these optimistic and pessimistic assumptions are and how the planners 
derived them.
The changing trade pattern can influence the structure of a regional 
economy. Regional levels of output, and the number of employees are 
affected by the changes in national and local final demand, production
8. Tayside Regional Council, Tayside Structure Plan; Report of 
Survey 1980, pi 8
mix?and techniques of production. These variables need to be given 
consideration in the regional projections and the resulting 
projections will be more realistic when used in regional planning.
The Tayside input-output tables can be used as a forecasting model 
for the projections of regional output and regional final demand, and 
for the projections of trade relationships of intra-regional sectors* 
In this process some assumptions have to be made about the future 
economic relationships. For example, in forecasting regional output, 
it is assumed that the existing input coefficients of each sector 
will be applicable for the projection period, which implies that the 
existing trading pattern of Tayside remains constant during this 
period.
Planners may need to forecast the regional output^say for the year
1984., based on the Tayside input-output tables. In this example, 
final demand and the Tayside domestic flow coefficients are the 
independent variables and the level of gross output is the 
dependent variable. By using these variables regional gross 
outputs for 1984 can be projected as follows:
if X 1979 = (1 - A1*) ‘ 1 Y 1979 (1)
then x 1984 = (1 - A1*)
- 1 Y 1984
(2)
Where is the Tayside domestic flow coefficients 
X is the vector of gross output and Y is the vector of final 
demand. In equation (2) Y» for 1984;>needs to be projected 
independently by using time series or by using national projections 
on final demand.
These forecasts are useful for the decision makers to identify future 
requirements of goods and services associated with the increase of 
final demand. In some circumstances, the expected increase in final
demand may require an increase in9output levels in some sectors in
excess of their existing capacity. Thus, given the forecasts of 
final demand and outputs of Tayside, firms can adjust their industrial 
strategies in advance to meet the future requirements of the region.
The regional planners can also assess the need for additional 
industrial assistance for the region's sectors in terms of finance, 
physical development programmes etc.
The forecasting model based on input-output tables facilitates the 
projection of the manpower requirements of the region associated 
with the changes in final demand and regional outputs. The 
projection of gross output can be translated into forecasts of manpower 
by using employment-output ratios of individual sectors derived for 
the base year. Planners can use these projections in selecting 
investment programmes in accordance with the aims of Tayside structure 
plan. For example, one of the aims of Tayside Structure Plan 1980 was 
to increase the level of employment opportunities. Tayside planners 
can forecast the manpower requirements of a series of investment 
projects using input-output tables and they can give priorities for 
the projects which create demand for a large number of employees 
in the region.
8.2.2. FORMULATION OF STRATEGIES
Policies and strategies in the Tayside structure plan are determined 
mainly on the basis of the information and projections provided by 
structure plan's report of the survey. As was discussed, these surveys 
hardly provide planners with detailed economic analysis which can direct 
them to derive efficient policies and strategies. The Tayside input- 
output tables can play an important role in formulating regional 
strategies which can be examined in the following section with reference 
to two approaches, namely linkage analysis and selection of key
sectors, and analysis of degree of sectoral interdependence.
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LINKAGE ANALYSIS AND SELECTION OF KEY SECTORS
In regional planning it is normally necessary to undertake a series
of projects which produce favourable effects on the flow of income
and regional employment. Because of limitations on resources such
as finance, planners may be compelled to select some among the
proposed projects for implementation. This need can be met by
assessing these projects with efficient criteria which help to
identify key sectors of the economy. The Tayside input-output
tables provide guidelines in selecting such key sectors by
analysing backward and forward linkages which exist among the
regional sectors. By doing so, planners can give priorities to
the projects in the selected key sectors. Hirschman pointed out
that "development policy must attempt to enlist these well known
backward and forward effects; but it can do so only if there
is some knowledge as to how different economic activities score
with respect to these effects." He also stated that the "approach
toward the establishment of an industry through backward and
forward linkage illustrates the similarity of economic development
g
to a jigsaw puzzle." This means that the degree of inter-sectoral 
relationships plays the main role in an approach which suggest 
strategies for regional economic development through the key 
sectors.
9. Hirschman, A.O. The Strategy of Economic Development,
Yale University Press, 1958, p£2.
For details also see, McGilvray, J.W. Linkages, Key Sectors 
and Development Strategy, The Fraser of Allander Institute, 
Discussion paper, 4, 1977.
Some argue that by concentrating regional resources on the key 
sectors, output of the region can be increased more rapidly than 
if these resources were employed in any other sectors in the region. 
Thus, in regional planning it is important to encourage those sectors 
that would contribute more than their proportionate share to the 
process of growth of the economy. Such strategic key sectors in a 
region can be identified with reference to three approaches put 
forward by Hirschman, Rasmussen, and Hazari, for selection of 
industrial potentialities.
Hirschman's linkage concept provides a criterion for evaluation of 
industrial sectors from the view point of Tayside's input-output 
accounts. Although the existence of linkage effects in industrial 
development were discussed before in terms of externalities and 
complementaries, these concepts were not able to provide any 
possibility of empirical testing. Hirschman's linkage concept enables 
the quantification of these linkage effects based on empirical data 
established in input-output accounts. Backward linkage or input 
provision is the inducement to establish new industries due to the 
demand for intermediate inputs. Forward linkage or output 
utilization can, on the other hand, be defined as the inducement to 
establish new industries resulting from supply in excess of domestic 
demand.
Hirschman's criterion for identifying key sectors extends further 
and he classified industrial activities into"Directly Productive 
Activities, (DPA), and "Social Overhead Capital", (SOC). The 
SOC activities are basic industrial activities required to provide 
intermediate input demands. Such activities are normally non-tradeabl 
and these are characterised by technical indivisibility and high 
capital output ratios. According to Hirschman's criterion, unbalanced
growth occurs through shortages or surpluses by the differences 
between SOC activities and DPAs. He pointed out that "the 
properties of balanced growth advocate a harmonious programming 
approach to industrial development planning."^0 This implies that 
the sectors which provide SOC activities such as infra-structure 
facilities provided by the Tayside Regional Council and the District 
Councils, and the processing sectors which produce tradeable goods 
should be linked closely in order to achieve the planning objectives.
It may be noted, however, that the degree of two kinds of linkages, 
backward and forward, is associated with industrial interdependence. 
Some argue that the concept of linkages is most likely to apply 
in underdeveloped economies. It can be clearly seen that most 
of the cells in the structural matrices in input-output tables 
computed for underdeveloped economies indicate zero values. This 
means such economies are poor in relation to the industrial 
interdependence, and backward and forward linkages. Therefore, 
the linkage analysis is more practicable for the developed 
economies from the view point of industrial inter-relatedness.
When the key sectors are identified according to the high degree 
of linkages, "they should receive high rankings in any development 
program, not only on account of the intrinsic usefulness of their 
output, but because of further development stimuli which are 
likely to emanate from them."^
Chenery and Watanabe studied the relative importance of various 
industrial sectors of a developed economy using Hirschman's
10. Hirschman, op.cit., p94>
11. Hirschman, op.cit., p 104-
Zh6
linkage analysis.12 It shows an appraisal of sectoral performance 
based on linkage analysis can provide important guidelines for the 
direction of industrial investment budget for future development. 
The backward and forward linkages among the sectors in the Tayside 
economy were derived by using Tayside input-output accounts as 
shown follows:
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Backward linkages
Forward linkages
Value of intermediate inputs
Value of total inputs
Trade transactions among processing sectors and 
Value of gross outputs.
The sectoral rankings for Tayside based on these linkage measures 
are given in Table 8.1. This suggests that industrial investment can 
be distributed according to the hierarchy of priorities revealed in 
this table. Thus, sectors like local government, agriculture, 
professional business and other services, quarrying and oil 
exploration, rubber and plastic products, building materials, 
clothing, textiles, and instrument engineering receive high priority
2 lp?
12. Chenery, H.B., and Watanabe, T. "International Comparisons of
the Structure of Production," Econometrica, Vol 26, 1958.
Table 8 1 .
Backward and Forward Linkages based, on Kirschman* 3
Criterion,
U.3 w.1 Ranking onbasis of U .3
Ranking on
basis of W.1
1 . Agriculture 92 55 2 8
2. Fishing 64.4 86 12 4
5. Quarrying & Oil exploration 71 43 6 12
4. Food Products 54 22 15 14
5. Brewing, Soft Drinks & 
Other Spirits 34 16 21 16
6. Oil Products & Chemicals
1—l •i—1CM 47 23 11
7. Metal & Metal Products 26.5 9 22 21
8. Mechanical Eng. 64.9 11 11 19
9. Instrument Eng. 66 12 9 18
10. Electrical Eng. 34 5 21 22
1 1. Shipbuilding 60 12 14 18
12. Textiles 61.5 13 13 17
13. Clothing 73.9 9 4 21
14. Building Materials 65.8 53 10 9
15. Timber Products 37 21 20 15
16. Paper, Printing & 
Publishing 26.5 22 20
17. Rubber & Plastic Products 67.6 21 8 15
18. Construction 68.7 61 7 7
19. Utilities 49.4 99.6 18 1
20. Transport 53 61 17 7
21. Communications 72 63.5 5 6
22. Distribution 41 51 19 10
K\C\J Finance Services 07 98 24 2
24. Professional, Business & 
Other Services 79 71 3 5
25. Local Government 97 33 1 13
26. Households 53.5 89 16 3
2 -^8
in terms of backward linkages. From the point of view of forward 
linkages the service sectors and sectors like construction, fishing 
and agriculture receive high priority. This ranking also shows that 
the backward linkages in the Tayside economy are more prominent and 
important than its forward linkages. This is mainly becuase 
a large proportion of production of manufacturing sectors are used 
by customers outside the Tayside region.
These linkage measures can also be used to identify interdependence 
for the entire Tayside economy; relative backwardness or forwardness 
of Tayside with respect to industrialization compared to the same 
factors in other regions in Scotland and the U.K. In this 
comparison variations in accounting procedures should be taken into 
account together with differences in the construction of tables 
which can be experienced in different regions. However, linkage 
measures for recent years are not available for other regions in 
Scotland and the U.K. The main weakness of Hirschman's linkage 
analysis is that he has not considered the indirect repercussion of 
an increase in final demand, which might be an important planning 
interest.
This weakness does not exist in the methodology put forward by 
Rasmussen.13 In his model, direct and indirect effects associated 
with changes in final demand are taken into consideration. Unlike 
Hirschman, Chenery and Watanabe who use only input-output accounts, 
Rasmussen uses the inverse matrix, (1-A) \ to analyse linkage 
relationships of an economy. His terminology on the Hirschman's 
linkage concepts can be outlined as Power of Dispersion (U^ .) and 
Sensitivity of Dispersion, (W.). The power of dispersion quantifies
13. Rasmussen, N.P., Studies in Intersectoral Relations, 
Amsterdam, North Holland, 1956.
the amount of intermediate inputs required when there is an 
increase in production. When the values of U. and W. exceed oneJ *
they indicate a more than proportionate increase in intermediate 
demand which suggest a higher degree of linkages compared to the 
rest of the sectors.
The sectors in Tayside are ranked according to the importance of 
power of dispersion and sensitivity of dispersion which are similar 
to Hirschman's backward and forward linkages in terms of the 
interpretation of results. The method of computation can be 
outlined as follows:
If
then
Rij
n 1 :&> j
? -1
s
26
= ^ Ri j /
j =i '
n
_
rj = H  Rij /
i=l
n
26 ^
Rij - n r  r
i=l j=l
id /  n'
and
where n = 26
(5)
(6)
(7)
U. and W. can therefore be defined as follows: 
J i
= RJ '  RiJ
(8) (Index of power of dispersion/ 
backward linkages)
W. = R. / R.. (9) (Index of sensitivity of
1 1 dispersion/forward linkages)
Table 8.2. suggests the sectors with high backward linkages in 
Tayside are local government, agriculture, professional business
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and other services, finance, clothing, construction, communications, 
quarrying and oil exploration, building materials, instrument and 
mechanical engineering. The sectors, such as households, 
distribution, professional business and other services, construction, 
oil products and chemicals, and transport have a higher level of 
forward linkages than the rest of the sectors of the economy. 
However, there are two sectors, namely professional business and 
other services,and construction which have high values for both 
forward and backward linkages.
Rasmussen's methodology in appraising sectors with reference to 
their linkage relationships is based on the concept of "averaging1. 
The numerators of equations (8) and (9) are the average values of 
all elements in columns j and rows i respectively. The denominators 
of these equations denote the average value of all elements of 
the inverse matrix, (1 - However, it is clear from the
theory of statistics that averages are more sensitive to extreme 
values of both sides. This means, in averaging, that the high 
and low values in a series of statistics can distort the expected 
results of an analysis. Thus, Rasmussen's indices may produce 
some misleading results and they may not be able to analyse 
meaningfully the structural interdependence of the Tayside economy. 
For example, a sector which has high degree of backward linkages 
may not have same level of inter-industrial relationships with 
all the sectors of the economy. Therefore, the main weakness 
of Rasmussen's method is that it disregards the spread effects 
in appraising inter-industrial relationships, which are of 
significance in assessing the degree of structural changes and 
diversification that could result from new investment.
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Table 8 2
Backward and Forward Linkages based on 
Rasmussen's and Hazari's Criteria
U. w. V. V.
J 1 1 1
Agriculture 1.3666 0.6091 2.2824 6.546
2. Fishing 1.0712 0.4557 2.3105 7.43
3. Quarrying & Oil Exploration 1.1258 0.7488 2.3938 4.727
4. Food Products 0.9288 0.7351 2.7802 4.826
5. Brewing, Soft Drinks & 
Spirits 0.7456 0.5724 3.2789 5.92
6. Oil Products & Chemicals O .6368 1.374 3.8832 2.469
7. Metal & Metal Products 0.6851 0.546 3.4385 6.099
8. Mechanical Engineering 1.0584 0.525 2.3922 6.494
9. Instrument Eng. 1.0815 0.5394 2.3532 6.375
10. Electrical Eng. 0.7603 0.4768 3.1583 7.096
11. Shipbuilding 1.00057 0.5289 2.622 6.978
12. Textiles 1.0237 0.5942 2.5398 5.96
13. Clothing 1.1525 0.4511 2.2383 7.658
14. Building Materials 1.0951 0.4751 2.3357 7.258
15. Timber Products 0.7936 0.5438 3.288 6.781
16. Paper, Printing & 
Publishing O.696I 0.5541 3-428 6.081
17. Rubber & Plastic Products 1.0412 0.4719 2.377 7.178
18. Construction 1.1345 1.5325 2.857 2.871
19. Utilities 0.9274 0.9288 2.743 3.738
20. Transport O .9667 1.1079 3.0007 3.577
21. Communications 1.1358 0.525 2.5125 6.946
22. Distribution 0.7967 2.37 3.977 1.906
23. Finance Services 1.1548 0.7056 2.5066 5.1864
.C\J Professional, Business & 
Other Services 1.2136 1.6487 2.6633 2.465
25. Local Government 1.4447 0.7167 2.0729 4.928
26. Households 0.9712 6.2674 2.9488 1.0615
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Hazari suggested that this weakness can be overcome by introducing 
spread effects into the linkage analysis and he defined the 
indices of coefficient of variation as follows:^
n n
N
-i- n (Rij - iz: V
n-1 i =1 n i=l
Rij
i=l
( 10)
J = 1_____n
and V. ( R . . - i r  r . v u - 2.—  u yij
n-l j=l n j=l 1 1  ^  (11) n
High values for show that a particular sector relies 
heavily on one or a few sectors for its input requirements.
Low V.s, on the other hand, indicate that a sector purchasesJ
inputs more evenly from other regional sectors which shows a
high level of inter-industrial dependence. A similar
interpretation can be applied for the . Table 8.3. gives a
ranking of the sectors in Tayside according to the indices of
coefficients of variation, i.e., V. and V., and backward and
J
forward linkages. Since a high level of spread effects are
shown by low values for V. and V., these values are given in
J I
this table in decreasing order of magnitude. It shows that local
14. Hazari, B.R., "Empirical Identification of Key sectors in 
the Indian Economy", The Review of Economics and Statistics, 
p p. 301 - 305.
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Table 8 3
Ranking of Sectors based on Rasmussen’s 
and Hazards Criteria
U.
J
1
w.1 V.J
V.1
1. Agriculture
1
2 ! 12 ! 3
18
2. Fishing 11 24 4 25
3. Quarrying & Oil Exploration 8 8 9 8
4- Food Products 18 1 9 16 9
5. Brewing, Soft Drinks & 
Spirits 23 14 21 12
6 . Oil Products & Chemicals 26 1 5 25 4
7. Metal & Metal Products 25 16 24 15
8. Mechanical Eng. 12 20 8 17
9- Instrument Eng. 10 18 6
16
10. Electrical Eng. 22 2! 20 22
11. Shipbuilding 15 19 13 21
12. Textiles 14 13 12 13
13- Clothing 5 23
2 26
14. Building Materials 9 22 5 24
15. Timber Products 21 17 22 19
•VOrH Paper, Printing & 
Publishing 24 15 23 14
•1—1 Rubber & Plastic Products 13 23 7 23
18. Construction 7 4 17 5
•1—1 Utilities 19 7 15 7
20. Transport 17 6 19 6
21. Communications 6 20 11 20
22. Distribution 20 2 26 2
23. Finance Services 4 11
10 11
24. Professional. Business & 
Other Services 3 3 14 3
25. Local Government 1 10
1 10
2 6 . Households 16 1 18 1
25^
government, clothing, agriculture, fishing, building materials, 
instrument engineering, rubber and plastic products, quarrying 
and oil exploration provide a higher level of spread effects 
than the rest of the sectors on the inputs side. In relation 
to the distribution of output among the regional processing 
sectors, distributive trades, professional business and other 
services, oil products and chemicals, construction, transport, 
utilities, quarrying and oil exploration, and food products 
offer a higher degree of spread effects when compared to the 
other sectors in Tayside.
Having quantified backward and forward linkages and indices 
of coefficients of dispersion, the next step is to select 
the key sectors of the economy. According to Hirschman, 
a key sector is one which has high level of both forward and 
backward linkages. For the convenience of this analysis, 
sectors could be classified into a number of groups such as 
sectors ranked between 1 and 9, between 10 and 18 and sectors 
ranked between 19 and 26. Thus, sectors in the first group 
may be identified as key sectors. When one applies this 
criterion to Tayside, sectors like agriculture, professional 
business and other services, construction, building materials, 
which are in the first group of ranking can be considered as 
key sectors. However, these key sectors cannot be regarded 
as an effective guideline for planners because this does 
not take indirect and spread effects into account.
According to Rasmussen, key sectors are defined as those in which 
both Uj and W^ exceed unity. Tables 8.2 and 8.3 show the ranking 
of sectors according to this criterion and suggest only two 
sectors, namely construction, and professional business and 
other services, qualify as key sectors of the economy. This is
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because Tayside has fewer sectors which have a high level of 
forward linkages when compared to the number of sectors which 
have higher backward linkages (see Table 8.2). Therefore,this 
criterion also does not provide effective guidelines for 
regional planners in selecting key sectors.
Hazari suggested that a key sector is one in which (a) both 
IL and kb are greater than Unity and (b) both V^. and are 
relatively low. Table 8.2. shows that only two sectors, 
namely construction,and professional business and other 
services in Tayside can meet both these propositions. This 
implies that Hazari has not improved Rasmussen's method 
significantly in selecting key sectors, although it provides 
planners with a useful analytical tool on sectoral inter­
dependence.
Table 8.3. shows that the sectors like local government, 
agriculture, finance, clothing, building materials and 
quarrying and oil exploration lie in the first group of 
sectoral ranking and they offer higher backward linkages and 
lower coefficients of variation. This implies, first, the 
inter-dependence of these sectors on local processing sectors 
for inputs is higher than the rest of the sectors and second, these 
sectors generate a higher level of spread effects. This 
ordering of sectors would provide a rational basis for the 
allocation of limited resources for economic development 
because, by doing so the outputs of supplying sectors in the 
region are also increasing, creating more direct, indirect and 
induced effects on the economy. These effects can be quantified 
by using the respective production, income and employment
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multipliers as discussed in Chapter 7. On the other hand, 
sectors like distribution, professional business and other 
services, construction, oil products and chemicals, transport, 
utilities, quarrying and oil exploration and food products are 
in the top group when they are ranked in terms of forward 
linkages and coefficients of variation. This shows that these 
sectors sell a higher proportion of their outputs to the local 
processing sectors and these sales are distributed more evenly 
among the buying sectors. Brewing, soft drinks and spirits, 
metal and metal products and electrical engineering with 
their low level of intersectoral dependence appear in the bottom 
of the ranked sectoral hierarchy.
An attempt has so far been made to identify key sectors of 
the Tayside economy purely in a technological manner by using 
the methodology practiced by Rasmussen, and by Hirschman and 
also by using the adjustments made to this methodology by 
Hazari. In regional planning it may also be important to 
identify such sectors by defining them in accordance with 
planners' preference functions, and given technological structure. 
The preference functions of planners may be maximisations of 
employment, regional income, or import substitution, export 
promotion etc. The main difference between these two alter­
native methods is that the first identifies key sectors through 
the linkage analysis whereas the latter defines key sectors 
according to the preference functions of planners.. In this 
latter method it is considered that the planners' objective 
function is described by the final demand vector, where the 
planners'fixed targets that have to be achieved during the
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planning period are expressed. The final demand vector and the 
elements of the inverse of (1-A) are denoted by F and R .. 
respectively. If the planners' target is to increase the final 
demand of say sector one, by one unit, the levels of output
required to meet a unit increase in final demand can be computed 
as follows:
(1 - ATy)_1 F R11
R12 '• •• Rlm
R21 R22 '• •• R 2m
Rml Rm2 •• ••• Rmm
mxm
—
F1 — Rn  Fi
0 R21 F1
0 Rml F1
mxl
This can be illustrated 
m
Z. = C "  R. • • F.
J 2— iJ J
i=l
as follows:
In the inverse matrix each row can be interpreted as the increase 
in the gross output levels of the sector i to meet a unit increase 
in the final demand for the products of all the sectors. This can 
be computed as follows: 
m
zi
j=l ij
. F.i
When both Z. and Z. are higher relative to other sectors, these 
J
sectors are defined as key sectors.
It may be seen that the methodology of Hirschman and others in 
identifying key sectors through linkages has been unable to 
provide planners with a more realistic yardstick in formulating
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policies and strategies for the Tayside Region. This is because
of the existence of a low level of forward linkages. Chapter 3
shows that Tayside has undergone some structural changes'during
the last decade mainly by adopting an outward looking
industrial strategy. Chapter 7 also shows the importance of
exports in generating regional income. These factors suggest
that the industrial strategy in Tayside has been and still is
mainly concentrated on export promotion. In an economy which
gives priorities to this kind of strategy, the key sector
concept through backward and forward linkages can hardly provide
any useful criterion for policy formulation. Therefore, the
key sector concept needs to be flexible according to the economic
structure which differs from region to region and the objectives
of the structure plans and local plans. In this regard, sectors
which have a higher level of backward linkages which exceed
unity with a lower level of V. can be considered as the key
J
sectors of the Tayside Region. Secondly, the key sectors so 
obtained may be used in co-operation with the key sectors 
derived by using planners' objective functions, and this will 
help the formulation of more realistic policies and proposals 
required for the Tayside economic development.
SECTORAL INTER-DEPENDENCE AND IMPORT SUBSTITUTION
Analysis of sectoral inter-dependence provides much useful 
information in deriving strategies. For example, having examined 
the sectors which have a higher level of inter-dependence and a 
low level of leakages from the regions, those sectors can be 
proposed for further expansion programmes in the region. Such 
proposals help to increase regional income, regional employment
25Q
and output through the higher level of multiplier effects. On 
the other hand, it may be necessary for the planners to derive 
strategies to pursue sectors which produce competitive imported 
goods when there are sectors which have a low level of inter­
dependence and a high level of leakages, and specifically when 
they affect the limited foreign exchange resources in the 
regions. As was also suggested in Chapter 7, there may be some 
attention given in regional planning to alternative patterns of 
import substitutions.
Import substitution suggests a shift in the source of supply of 
a commodity from import to domestic production. This process 
has its impact on the production levels and import levels of 
the particular sector in question and also of many other sectors 
in the region. This is because the dependence of a sector on 
import is not totally reflected in the imports of that sector 
itself. Any sector in Tayside may use some domestically produced 
inputs and these domestic suppliers may have some import content 
too. The total import content, therefore, incorporates these 
direct and indirect import requirements. Thus, in appraising 
any industrial development programme it is necessary to identify 
its impact upon the import dependence of the economy. This can 
be done by evaluating the foreign exchange implications of the 
proposed industrial investment programmes.
A modified input-output transaction table facilitates the 
evaluation of such foreign exchange implications. The first 
stage of the preparation of this table is the construction of 
an import matrix so that a separation between imported and 
domestically produced inputs in each cell can be made in the
26o
original transaction table. The imports then need to be 
further classified in each cell into competitive and non­
competitive elements. The competitive imports can be 
aggregated horizontally and they can be expressed as a column 
vector in final demand. This column needs to be deducted 
from the remaining final demand columns. The non-competitive 
imports are aggregated vertically and they can be presented 
as a row of primary inputs. Thus, each cell of the structural 
matrix represents both domestically produced input and com­
petitive imports. This matrix is then used to derive a matrix 
of direct coefficients and an inverse matrix. The new inverse 
matrix helps the planners to experiment with and analyse the 
direct and indirect consequences of alternative assumptions in 
relation to import substitution.
8.2.3. EVALUATION OF THE IMPACT OF POLICIES AND STRATEGIES
According to the Tayside Structure Plans 1979 and 1980, it may
be seen that the planners have well identified the constraints of
resources. The Structure Plan 1979, for example, pointed out
that "the strategy contained in the Consultative Draft is to
accommodate the population likely to arise from current trends
and a balance of inward and outward migration by providing the
maximum possible choice of residential and industrial location
within the framework of severely limited financial resources and
the existing development constraints affecting many towns in the 
1 fi
regions." As pointed out by these plans the implementation
15
15. The Tayside Input-Output Table, for 1979 does not help to 
form this kind of separation because the structural 
matrix provides only trade relationships within the region.
16. Tayside Regional Council. Tayside Structure Plan 1979, p51.
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of strategies primarily depends on the amount of finance 
available.
However, although the constraints on development are recognised 
and well analysed by planners, there is no evidence of eval­
uation of the outcome of policies and proposals once they are 
formed. The most common result is that some investment 
programmes may produce a series of undesirable effects on the 
economy. This problem can be avoided by assessing the direct 
and indirect repercussions of policies and strategies before 
they are implemented. The Tayside input-output tables provide 
planners with some guidelines in evaluating the impact of their 
proposed strategies.
IMPACT ANALYSIS
Direct, indirect and induced effects of any change in final demand 
can be considered as economic impacts on the region's economy. 
Multipliers derived from the input-output inverse matrices for 
the Tayside Region facilitate the measurement of the impact when 
the change in final demand occurs for the existing sectors in 
the Tayside input-output tables. As was examined in Chapter 7, 
impact analysis can be carried out by computing type one and 
two output, income and employment multipliers, given the change 
in final demand of the sector in question.
However, planners may need to examine the impact of the intro­
duction of new industry in the region. In order to highlight 
the results of this analysis it is important to isolate this 
new industry in the input-output matrices as a separate sector.
In this situation a new row and column can be added to the 
existing table T.l. The new sector needs estimates of the
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projected output, sales to the final demand, and its purchase 
pattern. Given these estimates, a new direct coefficients matrix 
and inverse matrix can be obtained and the impact of new industry 
upon the region's output, income and employment can be measured 
as discussed in section 7.7 of Chapter 7.
Also, some changes in final demand may occur not in the sectors 
individually as discussed before, but in the economy as a whole. 
For example, changes in national government policies and 
strategies, changes in the external value of currency etc., may 
result in changes in final demand of many sectors in Tayside. 
Regional planners may need to examine the total impact of 
these changes on the Tayside economy in order to make necessary 
adjustments to their regional policies. In this case multiplier 
analysis alone is inappropriate and therefore an evaluation of 
the impact of such exogeneous changes on the regional economy 
needs to be made using input-output inverse matrices. New 
values resulting from changes in say, export income can be 
adjusted in the final demand vector of the table 7.1. The
•k
corresponding gross outputs, i.e. vector X can then be 
obtained as follows:
*
X (l-ATy)-1
*
Y
where Y denotes new values of the final demand vector. The 
necessary adjustments for the inter-sectoral trade flows can be
•k
computed by substituting values of the vector X into the
following equation.
* *
where X .. denotes inter-sectoral trade flows and a*, show the 1 J 1 0
Tayside domestic flow coefficients.
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The impact analysis based on Tayside input-output tables depends 
mainly on two assumptions. First, it is assumed there is an 
unlimited labour pool in the economy. If the region had full 
employment, the introduction of new industry might cause a shift 
of labour from one sector to another. On the other hand, even if 
the region had a large unutilised labour force there might be 
a shortage of the supply of necessary skilled labour. Therefore, 
this assumption may create some practical problems in the 
application of the model. Second, it is assumed that the new 
industry should be associated with changes in the final demand of 
the relevant sector. For example, when the new industry is a 
part of the region's import substitution strategy, a larger 
proportion of this industry's output may be directed to fulfilling 
the requirements of regional processing sectors and leave only a 
small proportion for the final demand. This will be more 
clearly visible when households are treated as a processing 
sector. Thus, in such cases, the second assumption may not 
be practicable. One way of coping with this problem is to 
adjust the changes, in direct input coefficients, (a ••)» and
* J
then the new final demand vector can be obtained as follows.
X (1-A,y ) = Y
*
where Y shows the new final demand vector. The output, income 
and employment multipliers can be obtained by inverting the 
adjusted direct input coefficients matrix.
The impact analysis itself cannot provide a satisfactory criterion 
to guide the planners in evaluating their strategies. This is 
because, as was seen in Chapter 7.7, the Sectors with a high 
degree of multipliers are not necessarily ones that should be
encouraged in any expansion programmes. Therefore, the impact 
analysis cannot be used mechanically in evaluating alternative 
investment opportunites, for example, but they can provide 
useful guidelines in identifying activities which have large 
direct, indirect and induced effects.
The main problem concerning the use of Tayside input-output 
tables in the region's economic planning is the impracticability 
of some of the assumption of this model, specifically the 
stability of domestic flow coefficients, during the planning 
period. This is particularly the case in the process of projections 
of regional output, final demand and regional employment. These 
tables may provide satisfactory guidelines for the early years 
of the construction. However, when regional plans involve long 
periods the analytical value of this analysis tends to decrease 
because of changes in domestic flow coefficients, due to changes 
in technology and changes in regional industrial strategies. 
Therefore, in order to cope with this difficulty, the input co­
efficients need to be updated regularly by inserting more recent 
data into the intermediate matrix of the Tayside input-output 
tables.
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CHAPTER 9
COMPARISON OF RESULTS: SURVEY-BASED AND NON-SURVEY
INPUT-OUTPUT TABLES FOR TAYSIDE 1979
As was discussed in Chapter 4, non-survey input-output tables can 
provide a useful alternative for Regional planners in terms of 
saving time and cost. However, the planning requirements would 
be met through non-survey input-output models only if these tables 
could produce an analytical framework with a reasonable degree of 
accuracy when compared with results of survey-based input-output 
tables. The objective of this chapter is,therefore, to test 
this proposition, i.e. whether the non-survey tables of Tayside 
can produce acceptable results for regional planning compared to 
the results of Regional survey-based input-output tables.
The survey-based input-output tables of Tayside were obtained 
by using a partial survey together with some Scottish input 
coefficients. The non-survey Tayside input-output table was 
computed by using Simple Location Quotient (SLQ), technique, and 
this table is given in Table A-.l. The rationale for using 
SLQ technique among other non-survey techniques was analysed 
in Chapter 4. The methodology followed in constructing non­
survey input-output tables based on SLQ was also given in 
Chapter 4. The results of survey-based and non-survey input- 
output tables will be examined in the succeeding sections with 
reference to CHI Square test, import coefficients, sectoral 
multipliers and linkage analysis.
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9.1 CHI SQUARE TEST
This test measures the relative differences between two sets
2of coefficients. The closeness of 7c  values to zero indicates
p 1
the degree of goodness fit. ^  values for the Tayside non-survey 
and survey-based input-output tables were computed for the two 
tables, (Tables 7.2 and 4.1) as a whole, and for the individual 
sectors. It is seen that the differences between the test 
results for overall tables are so small as to be almost negligible*. 
However, as shown in Table 9.2., a detailed comparison 
by columns and rows shows some degree of difference. Each of 
the coefficients in columns and rows of the survey-based and non 
survey input-output tables was compared by using test.
The test shows that differences of input coefficients of 
the sectors like agriculture, fishing, brewing, soft drinks and 
other spirits, metal and metal goods, instrumental engineering 
engineering, clothing, building materials, paper, printing and 
publishing, rubber and plastic products, utilities, transport 
and distribution, are indicated by zero values. This suggests, 
from the view point of production techniques, that the input 
coefficients of these sectors in the non-survey tables are 
similar to those of the survey-based tables. For the rest of 
the eleven sectors, there are some differences in input co­
efficients. This shows that the production techniques in these 
eleven sectors in Scotland and Tayside are different and by using 
the non-survey input coefficients for the Regional planning
1. values were computed as follows:
_/ = n  n  ( -  a 1* ) 27 -  i j 1 13 ij
A J y
a Tv • •
Where A ^  denote non-survey domestic flow coefficients
and are survey-based domestic flow coefficients.
Table 9 2
Results of the CKI SQUARE Test
Sectors
Input side 
x^ values
Output side 
x^ values
1. Agriculture 0.0 0.0
2. Fishing 0.0 0.0
3. Quarrying & Oil Exploration 0.45966 33.527
4. Food Products 1.8089 0.0
5- Brewing, Soft Drinks & 
Spirits 0.0 0.0548
6. Oil Products & Chemicals 0.0 0.9245
7. Metal & Metal Goods 0.0 0.0
8. Mechanical Engineering 6.2416 0.0
9. Instrument Engineering 0.0 0.2959
10. Electrical Engineering 0.0 35.167
11. Shipbuilding & Marine Eng. 0.7908 0.0224
12. Textiles 10.02707 3.075
13. Clothing 0.0 0.0
14. Building Materials 0.0 0.0
15. Timber Products 1.12737 0.0
16* Paper, Printing & 
Publishing 0.0 5.951
17. Rubber & Plastic Products 0.0 0.0
18. Construction 3.07188 0.0
19. Utilities 0.0 0.2515
20. Transport 0.0 0.7779
21. Communications 8.85005 0.4122
22. Distribution 0.0 1.0448
23. Finance Services 1.0043 1.6462
24. Professional & Business 
and Other Services 0.5413 1.5677
25. Local Government 1.07275 0.1993
26. Households 0.0 3.2476
268
machinery, the analytical value of the input-output model will 
be distorted.
From the output side, which illustrates the product mix of
o
individual sectors, the test shows zero values for the 
sectors such as agriculture, fishing, food products, metal and 
metal goods, mechanical engineering, clothing, building materials, 
timber products, rubber and plastic products, and construction. This 
suggests, for such sectors, the pattern of sales distribution of the 
same sectors in Scotland can be applied for the Tayside input-output 
tables without adjustments. However, for the rest of the sectors 
which show considerable differences in sales distribution, specific­
ally in electrical engineering, survey data need to be introduced
into the Tayside input-output tables. Therefore, there may not be
2
any difference in the two sets of tables as a whole; but the ^/L 
test for individual sectors shows the need for more survey data for 
some sectors in order to use these input-output tables as an 
analytical tool.
9.2 IMPORT COEFFICIENTS
Import coefficients for the input-output tables show the regional 
dependency on imports, regional leakages and the degree of inter­
sectoral dependence. Table 9.3. compares the import coefficients 
of survey-based and non-survey tables. The proportional differences 
of import coefficients of each sector were also computed in order to 
examine any under-estimation or over-estimation. The values of
2. These values were obtained by subtracting survey based import 
coefficient from the non-survey one and dividing it by survey- 
based coefficients.
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Table 9 3
Comparison of Import Coefficients : Survey-Based 
and Non-Survey Tayside Input-Output Tables
Sectors Survey-Based Non-Survey ProportionalDifference
1. Agriculture 0.116 0.0616 - 0.4689
2. Fishing 0.33 0.0597 - 0.819
3. Quarrying & Oil Exploration 0.24 0.O854 - 0.644
4. Food Products 0.22 0.0491 - 0.7768
5. Brewing, Soft Brinks & 
Spirits 0.57 0.0867 - 0.8478
6. Oil Products & Chemicals 0.74 O .1465 - 0.802
7. Metal & Metal Products 0.704 0.2099 - 0.7018
8. Mechanical Engineering 0.23 0.2064 - 0.1026
9. Instrument Engineering 0.275 0.09 - 0.6727
10. Electrical Engineering 0.484 0.1114 - 0.7698
11. Shipbuilding & Marine Eng. 0.271 0.2097 - 0.226
12. Textiles 0.35 0.0416 - 0.8811
13. Clothing 0.16 0.0153 - 0.9043
14. Building Materials 0.19 0.1199 - 0.3689
15. Timber Products 0.48 0.03798 - 0.92
16. Paper, Printing & 
Publishing LP\.O 0.0517 - 0.904
17. Rubber & Plastic Products 0.186 0.12688 - 0.3178
18. Construction 0.283 0.1133 - 0.5996
19. Utilities 0.043 0.0635 0.4767
20. Transport 0.3 0.0569 - 0.81
21. Communi cat i ons O.O64 0.0144 - 0.775
22. Distribution O .56 0.0278 - 0.95
23. Finance Services 0.079 0.0131 - 0.834
24. Professional, Business & 
Other Services 0.025 0.0265 0.06
25. Local Government 0.0267
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proportional differences show that the non-survey tables are 
under-estimating the imports for almost all the sectors except 
utilities and professional, business and other services. If 
one considers the degree of accuracy in the value of differences 
which lie below 25%, the values for almost all the sectors fall 
beyond this limit. This implies that the non-survey input-output 
tables based on SLQ technique cannot provide reliable estimates 
for trade flows and trade coefficients for imports. The reason 
for this weakness lies in an assumption of SLQ technique, i.e., 
the maximization of local trade. This means when a commodity i 
is available in the region,sector j purchases all its input 
requirements of i from local produces. It is assumed that there 
is no cross-hauling which suggests that any sector can under­
take only exports or imports; but not both.
The low level of imports show the low degree of regional leakages 
and high degree of sectoral inter-dependence. Thus, under­
estimation of the import coefficients could mislead the decision 
making process specifically in suggesting policies for discouraging 
imports, and import substitution programmes in regional planning, 
and also in measuring their implications.
9.3 SECTORAL MULTIPLIERS
9.3.1. PRODUCTION MULTIPLIERS
One of the major applications of the input-output model in regional 
planning is in multiplier studies. Therefore, it is worthwhile to 
compare the closeness of multipliers computed from non-survey 
input-output tables to the survey-based results. For this compar­
ison two inverse matrices were computed with and without house­
holds in the structural matrix. The household figures in Scottish
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Input-Output tables were used in estimating households coefficients 
for the non-survey tables in Tayside.
A comparison of production multipliers; type one and two, computed 
for survey-based and non-survey input-output tables is shown in table
9.4. It indicates that the type one and two production multi­
pliers are higher for almost all the sectors in the non-survey 
tables than those of the survey based tables. The values for 
proportional differences tabulated in table 9.6 suggest, generally, 
that non-survey tables over-estimate production multipliers.
However, a detailed analysis reveals that type one production 
multipliers for service sectors in non-survey tables are 
closer to those of the survey based tables with a reasonable 
degree of accuracy, i.e. less than 25%. The type two production 
multipliers of non-survey tables show an over-estimation for all 
the sectors except professional, business and other services, and 
quarrying and oil exploration. This suggests that the non-survey 
tables cannot be used with reasonable accuracy in the estimation 
of production multipliers which can provide the planners with 
information on the effects of an increase in final demand on the 
level of sectoral output of the region.
9.3.2. INCOME MULTIPLIERS
Sectoral income multipliers, type one and two for the non-survey 
input-output tables were computed by using the methods discussed in 
Chapter 7. These multipliers are given in table 9.5. The differences 
between the two sets of multipliers are of significance specifically 
for the sectors like quarrying and oil exploration, food products, 
textiles, agriculture, electrical engineering and clothing. Table
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Table 9 4
Comparison of Production Multipliers ; Survey Based 
and Non-Survey Input-Output Tables, 1979i for Tayside.
Sectors
Survey -based Non-Survey
Type One Type Two Type One Type Two
1. Agriculture 1.5306 3.1035 1 . 9 6 4 3 3.4322
2. Fishing 1.4423 2 . 4 3 2 7 1 . 4 1 2 7 3.4352
5* Quarrying & Oil Exploration 1.3142 2 . 5 5 6 1.4829 .2.5991
4. Food Products 1.6228 2 . 1 0 9 2 2.3807 3.8361
5. Brewing, Soft Drinks & 
Spirits 1.3603 1.6932 1.8394 3 . 1 2 5 6
6. Oil Products & Chemicals 1.1913 1 . 4 4 6 3 1.859 2.983
7. I-letal & Metal Products 1.2028 1.5558 1.5789 3 . 0 6 3 7
8. Mechanical Engineering 1.4149 2 .4 0 3 6 1.5114 3 . 0 7 9 6
9. Instrument Engineering 1.4816 2 . 4 5 6 1.5616 3.3495
10. Electrical Engineering 1.1705 1.7267 1.6731 3.H87
11. Shipbuilding & Marine Eng. 1.338 2.2722 1.5436 3-3663
12. Textiles 1.3843 2 . 3 2 4 7 2.1347 3.9327
13. Clothing 1 . 5 0 6 9 2.6172 2.0802 4.0102
14. Building Materials 1.412 2 . 4 8 6 9 1.6114 3.365
15. Timber Products 1.34 1.8022 2.2813 4.1928
16. Paper, Printing & 
Publishing 1 . 2 2 5 6 1.5809 1.8619 3.8001
17. Rubber & Plastic Products 1 . 5 0 0 5 2 . 3 6 4 5 1.7646 3.3803
18. Construction 1.6153 2.5764 1.8139 3 . 5 2 3 7
19. Utilities 1 . 4 4 7 3 2.1075 1 . 4 3 7 1 2 . 6 5 2 8
20. Transport 1.4482 2.1951 1.3483 3 . 5 5 6 5
21. Communications 1.0887 2.5804 I .2425 3.3419
22. Distribution 1 . 4 3 4 6 1.8094 I . 2 6 5 1 2.8584
23. Finance Services 1 . 1 1 3 2 2.6224 1 . 3 5 7 3 3.1422
24. Professional, business & 
Other Services 1.1123 2 . 7 5 7 1.3132 2.6820
25. Local Government 1.7198 3.2807 1.3766 4.1099
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Table 9 5
Comparison of Income Multipliers ; Survey Based 
and Non-Survey Input-Output Tables, 1979» for Tayside
Sectors
Survey--based Non-Survey
Type One Type Two Type One Type Two
1. Agriculture 1.5152 1.6721 2.154 3.296
2. Fishing 1.4298 1.8214 1.291 1.975
3. Quarrying & Oil Exploration 1.1726 1.4937 2.1107 5.045
4. Food Products 2.2802 2.9045 5-7958 5.825
5. Brewing, Soft Drinks & 
Spirits 2.0742 2.6423 2.5261 5.865
6. Oil Products & Chemicals 2.202 2.8047 2.4863 3.8175
7. Metal & Metal Products 1-379 1.7576 1.598 2.455
8 . Mechanical Engineering 1.3026 1.6593 1.4954 2.295
9. Instrument Engineering 1.551 1.9499 1.47 2.26^ 2
10. Electrical Engineering 1.1598 1.4774 1.7909 2.75
n . Shipbuilding & Marine Eng. 1.2559 1-5999 1.4458 2.22
12. Textiles 1.2721 1.6205 2.1719 5.554
15. Clothing 1.5155 1.6745 1.9786 5.058
14. Building Materials 1.3963 1.7786 1.5598 2.364
15. Timber Products 1.8922 2.4102 2.4627 3.781
16. Paper, Printing & 
Publishing 1.7066 2.1739 1.8561 2.85
17. Rubber & Plastic Products 1-3474 1.7164 1.6473 2.529
18. Construction 1.55 1.9489 1.8162 2.7887
19. Utilities 1.924 2.4487 1.4626 2.245
20. Transport 1.582 2.0155 1.2374 1.899
21. Communications I.O36 1.3202 1.1548 1.7362
22. Distribution 1.6578 2.1119 1.2372 1.899
25. Finance Services 1.0769 1.3725 1.346 2.066
24. Professional, Business & 
Other Services I .0523 1.5405 1.3187 2.0299
25. Local Government 1.592 2.0275 1.148 1.7627
9.6 shows that the non-survey tables over-estimate the income 
multipliers except for local government, distribution, transport 
and utilities. For these sectors type one and two income multi­
pliers of non-survey tables are nearer to the survey results when 
compared to the rest of the sectors. The proportional differences 
for the rest are more than 80%. This means that the non-survey 
tables are not able to produce income multipliers within the 
acceptable limits. Thus, the role of non-survey tables in the 
derivation of multipliers for impact analysis in planning is 
limited.
9.4 LINKAGE ANALYSIS
Backward and forward linkages were computed for the non-survey 
tables by using Hirschman's criterion which was discussed in 
Chapter 8. In this analysis, households were excluded from the 
structural matrix of the input-output tables in order to examine 
the linkages among the primary, manufacturing, commerce and service 
sectors in the economy.
Table 9.7 shows that the backward and forward linkages produced 
by non-survey tables are not comparable to the survey results, except 
for the sectors like instrument engineering and construction. Both 
kind of linkages computed from non-survey tables are close to the 
survey results only for these last two sectors. For the sectors like 
communications, finance services, and local government, non-survey 
tables underestimate their linkage relationships. Also, for the 
rest of the sectors, these linkages are over-estimated by the non­
survey tables. This linkage analysis therefore, suggests, as a 
whole, that the non-survey tables are unable to provide planners with
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Table 9 6
Production and Income Multipliers : Comparison of 
Survey-Based and Non-Survey Input-Output Tables 
1979 for Tayside
Proportional Differences
Sectors Production Multipliers Income Multipliers
Type One Type Two Type One Type Two
1. Agriculture 0.2833 0.1059 0.64 0.9712
2. Fishing - 0.02 0.412 - 0.096 0.0842
3. Quarrying & Oil Exploration 0.128 0.0166 0.8 1.0372
4. Food Products 0.467 0.8187 0.6638 1.0055
5. Brewing, Soft Drinks & 
Other Spirits 0 . 3 5 2 2 0.8497 0.2178 0.4627
6. Oil Products & Chemicals O.5 6O4 1.062 0 . 1 2 9 0.3611
7. Metal & Metal Goods 0.3126 0.9692 0.1588 0 . 3 9 6 7
8. Mechanical Engineering 0.0682 0.2812 O.I464 0.3819
9. Instrument Engineering 0.0539 O .36 3 8 - 0.039 0 . 1 6
10. Electrical Engineering 0.4293 0.8061 0.544 0.861
11. Shipbuilding & Marine Eng. 0 . 1 5 3 6 0.4815 0.15 0.3875
12. Textiles 0.542 0.6917 0.707 1.057
13. Clothing 0.3604 0 . 5 3 2 2 0.504 0.814
•1—1 Building Materials 0 . 1 4 1 2 0.353 0.1027 0.329
1 5 . Timber Products 0.702 1.3264 0 . 3 0 1 0.5687
1 6 . Paper, Printing & 
Publishing 0.5191 1.403 0.087 0 . 3 1 1
1 7 . Rubber & Plastic Products 0.176 0.4296 0 . 2 2 2 5 0 . 4 7 3
18. Construction 0 . 1 2 2 9 0.3676 0.187 0.43
19. Utilities - 0.007 0.2587 - 0.239 - 0.083
20. Transport - 0.067 0.62 - 0.2178 - 0.0578
21. Communications 0.141* 0.2951 0.0953 0.3151
22. Distribution - 0.118 0 . 5 7 9 - 0.253 - 0.1
23. Finance Services 0.219 0.1982 0.2498 0 . 5 0 5 3
24. Professional, Business & 
Other Services 0.1806 - 0 . 0 2 5 0.2531 0 . 5 6 5 8
25. Local Government - 0.199 0.2527 - 0.279 - 0 . 1 3 6
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Table 9 7
Comparison of Backward and Forward Linkages based on 
Hirschman*s Criterion : Survey-based and Non-survey 
Tayside Input-Output Tables
Sectors
Survey-Based Non-Survey
Backward Forward Backward Forward
1. Agriculture 37.7 50 52 87
2. Fishing 32.9 26 26 3.9
3. Quarrying & Oil Exploration 23 33 33 49
4. Food Products 44.5 9.6 71 32.5
5. Brewing, Soft Drinks & 
Other Spirits 26.9 7.8 51 9.8
6. Oil Products & Chemicals 16 17.7 53 73
7. Metal & Metal Products 15 9.4 38 51
8. Mechanical Engineering 30.4 11 33 35.6
9. Instrument Engineering 37 10.8 35 9
10. Electrical Engineering 12.5 4.4 42 34.1
11. Shipbuilding & Marine Eng. 26 12 35 11.6
12. Textiles 28 8.8 59 89.3
13. Clothing 35-6 2.3 54 0.8
14. Building Materials 30.9 53 39 15
15. Timber Products 25.7 21 63 52.5
16. Paper, Printing & 
Publishing 17.1 9.4 49 53
17. Rubber & Plastic Products 38.5 21 43 2 4 . 6
18. Construction 4 0 . 2 40.9 46 42.6
19. Utilities 33.8 53.8 28 2 9 . 8
20. Transport 31.5 46.4 24 54
21. Communications 6 60.5 15 15
22. Distribution 5 0 . 8 4 2 . 6 18 51
23. Finance Services 9 81.5 26 49.6
24. Professional, Business & 
Other Services 8 30.9 19 69.1
25. Local Government 52 6.1 27 18.2
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useful information on the degree of regional inter-sectoral 
dependence, and on the selection of key sectors of the economy.
o
The test shows that there are no significant differences 
between the domestic flow coefficient of survey-based and non­
survey input-output tables for the Tayside Region. However, 
further analysis, such as import coefficients, multipliers 
and linkages suggest that the non-survey tables are unable to 
produce an analytical framework which is comparable to the survey- 
based one, with reasonable accuracy. The differences between 
the survey-based and non-survey tables imply that the product mix 
and technology between Scotland and Tayside are different and 
therefore it is not justifiable to use non-survey tables for planning 
purposes. The survey-based input-output tables are therefore 
more acceptable for the needs of Tayside Regional planning although 
the cost and time factors involved in producing these tables are 
higher than the non-survey tables.
278
CHAPTER 10
CONCLUSIONS
This study has presented survey-based input-output tables for 
Tayside, a descriptive and empirical analysis of the structure 
of the Tayside economy and an evaluation of the results with 
reference to planning for the Tayside Region. Some important 
findings have emerged from this study. Some of them are of 
particular value to Tayside planners and researchers and some 
can be of use for other regional input-output studies. These 
findings are summarised in this section.
Some important characteristics of the structure of the Tayside 
economy can be highlighted from the descriptive analysis based 
on secondary data. As revealed by the Location Quotients, 
computed for both the main order and the minimum order list 
headings of SIC, it is suggested that 22 industries (see Chapter 3) 
which have Location Quotients greater than one, have specialised 
locations in Tayside. These industries could be regarded as 
the leading sectors of the Tayside economy. This analysis also 
suggested that Tayside, between 1971 and 1978, was in the forefront 
in Scotland in terms of having specialised not only in traditional 
industries such as jute, the weaving of cotton and fibre, etc, but 
also in terms of most of the new growth industries such as chemicals 
and allied industries, scientific instruments, electric machinery 
and other electronic goods.
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However, Tayside has experienced a considerable degree of structural 
change since the 1970s. Chapter 3 shows, that the manufacturing 
and primary products sectors were contracting in terms of employment 
between 1971 and 1978. One of the most significant features of the 
Tayside economy during this period was that the service sectors 
expanded continuously. Also^the Tayside economy was unable to 
create sufficient employment for its active workforce between 1975 
and 1979. These structural changes have given rise to various 
problems, witnessed by a distorted labour market associated with 
the high level of unemployment, a high level of outward migration 
and a low level of household earnings. These factors suggest a 
declining demand for goods and services in the region which led to 
a further increase in unemployment and consequently a reduction in 
the purchasing power of households. Therefore, in deriving 
policies for the future economic development, there is an urgent 
need to give priority to overcome these problems.
Tayside has responded to these problems, to a certain extent, by 
bringing about two major structural changes in the economy, namely 
diversification and the attraction of new industries. However, 
sufficient statistics were not available for testing whether these 
structural changes have caused any great improvement to the Tayside 
economy.
Previous work on simulation techniques has been analysed in order 
to exploit a suitable technique for balancing the Tayside survey- 
based input-output tables, and also for testing the hypothesis as 
to whether the non-survey techniques are able to aid the construction 
of input-output tables for the needs of regional planners. It is
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seen that when there are a number of planning strategies to be 
assessed in a short period of time, the most acceptable choice 
among the non-survey techniques examined in Chapter 4 is the SLQ 
technique. However, because of differences in regional trade 
relationships, variations in production techniques and product 
mixes, a set of conclusions on a particular simulation technique 
derived from one case study may not be compatible with conclusions 
derived from another.
The main method of primary data collection for the present study 
was the postal survey. The work on this survey suggests that it 
is extremely difficult for an individual academic researcher to 
develop a satisfactory primary data base disaggregating primary, 
manufacturing, trade and service sectors in a fairly large region 
such as Tayside. Given the constraints of resources of time and 
finance, the most desirable way to obtain a primary data base for 
a regional input-output study is the postal survey. However, 
attention needs to be paid to careful design of covering letters 
and to design reasonably simple questionnaires. The information 
sacrificed by designing simplified questionnaires may be supplemented 
by published company accounts, local literature, and discussions 
with local businessmen, regional planning departments, and other 
local institutions. The ideals of sampling are hard to follow with 
this kind of study because the population of establishments is so 
discrete and therefore it is suggested that prime consideration 
should be given when sampling is done to the objectives of the 
study and to the particular characteristics of the local economy.
It is also suggested that the sector classification and aggregation 
for a regional input-output study should be given a great deal of
281
attention since these two variables significantly affect the 
final results of the study.
A balancing technique named ARAS was derived by introducing 
modifications to the RAS method. This technique is able to 
preserve the signs of the Leontief inverse matrix apart from its 
other advantages. Therefore, the ARAS method was used in balancing 
the Tayside survey-based input-output tables and these tables are 
able to provide a meaningful analytical framework through the 
inverse matrices. It is also possible to use this technique in 
the balancing of future regional input-output tables which use 
survey data together with national coefficients.
The structure of the Tayside economy was analysed in Chapter 7 by 
using the Tayside survey-based input-output tables. It shows that 
the GRP of Tayside for 1979 was £2866 per head. This indicates 
an increase of 26% when it is compared with the GRP for 1977.
The analysis of sectoral contributions shows that food products, 
oil products and chemicals, printing and publishing, and distribution 
have made the highest contribution together, 48% to the Region's 
production. The engineering sectors contributed 14.5% while the 
traditional industries such as shipbuilding, textiles, and metal 
products generated 5.5% to the Regional gross production.
The total values of the exports and imports of Tayside in 1979 were 38% 
and 34% of gross outputs respectively. This highlights one of the 
Region's main characteristics, ie, its openness to foreign trade. The 
degree of sectoral interdependence revealed by the Tayside input-output 
accounts is not significant. These accounts show a low level of inter­
sectoral relationships, a high level of dependency on imports, and a high
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level of export earnings.
Some important findings emerged from the multiplier analysis. The 
Tayside's income multipliers, for example, have mostly been 
affected by the direct income changes which are higher for the 
labour-intensive sectors such as services, and lower for the 
capital-intensive ones. The leakages from the service sectors are 
lower than the manufacturing sectors. The indirect effects 
created by increasing final demand are significantly lower for the 
service sectors than for the manufacturing sectors. It is 
difficult therefore to establish marked relationships between 
large direct income changes and large income multipliers.
The multiplier analysis also reveals that the use of this analysis 
in regional planning depends on the practicality of the assumptions, 
concerning linear and homogeneous consumption functions and linear 
employment production functions. The analysis in Chapter 7 
suggests that these assumptions may limit the practical use of 
multipliers for the Tayside economy. Some modifications can be 
introduced to these assumptions in order to improve their applicability. 
The sectoral consumption functions can be derived for Tayside by 
using the Scottish consumption functions. This may be more rational 
and objective, since Tayside is considered to be a fair representative 
of the Scottish economy. Also, some flexibilities need to be 
introduced for the employment production functions for Tayside. The 
time series data on employment and output for past years can be 
made available for Tayside from confidential sources such as the 
disaggregated data of the census of production and the census of 
employment from relevant government departments in Scotland. This
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would allow the computation of employment/output ratios for each 
sector and these ratios can be used in the calculation of Tayside1 
employment multipliers.
The assessment in Chapter 8 suggests that the Tayside survey-based 
input-output tables can be incorporated into the formulation of 
plans, aims, objectives, policies and strategies and into the 
analysis of their implications. It is suggested that each analysis 
used in this assessment, such as the linkages and the selection of 
key sectors, should be applied in regional planning taking their 
own theoretical limitations into account.
It may be argued that the methodology of Hirschman and Others in 
identifying key sectors through linkages is unable to provide 
planners with realistic criteria for the formulation of policies 
and strategies for the Tayside Region. This is because of the 
existence of a low level of forward linkages. It was seen in 
Chapter 3 that Tayside has undergone some structural changes 
specifically during the 1970s partly by adopting an outward-looking 
industrial strategy. Chapter 7 depicts the importance of exports 
for generating Regional income. These factors suggests that the 
industrial strategy in Tayside has been and still is mainly 
concentrated on export promotion. For an economy which gives 
priority to this kind of strategy, the key sector concept based 
on both backward and forward linkages can hardly provide useful 
guidelines for policy formulation.
This suggests that the key-sector concept needs to be flexible in 
relation to economic structures which vary from region to region.
In this regard, the sectors which have high levels of backward
linkages, and which exceed unity with a high level of spread 
effects can be considered as the key sectors of the Tayside Region. 
The key sectors so obtained, may be used in planning, together with 
the key sectors derived by using the planners' objective functions 
such as employment maximisation, import substitution and export 
promotion. This will help in the formulation of the realistic 
policies and proposals required for Tayside's economic development. 
However, and in the cause of most efficient results, it can be 
suggested that the Tayside input-output tables should be updated 
regularly by inserting actual data into the structural matrix.
Once the initial tables are constructed, the further updating of 
the tables is likely to be relatively inexpensive.
The testing of the hypothesis in Chapter 9 reveals that differences 
in trading patterns in Scotland and Tayside are significant, 
specifically when one examines the results of both tables, ie, the 
Tayside survey-based and the non-survey input-output tables 
disaggregated into sectors. Therefore it can be suggested that 
the use of the Scottish input coefficients for all the sectors 
in the Tayside input-output tables is erroneous. Although it is 
expensive and time consuming, survey-based input-output tables are 
more acceptable for the purposes of Tayside planners, since planning 
decisions based on more or less erroneous estimates may help to 
produce large negative impacts upon the economy.
SUGGESTIONS FOR FURTHER WORK
Further work drawing on lessons learnt from the present study may 
be suggested as follows:
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First. The data base can be improved by focussing attention 
on the upper part of the first quadrant of the input-output 
table which represents the direct inputs and sales for the 
regional primary and manufacturing sectors. This is because 
the present study was able to cover satisfactorily the indirect 
inputs and sales for the construction, trade and service sectors 
of the Tayside Region, but not all those sectors in the upper 
part of this quadrant.
Second. The Tayside input-output tables for 1983 and subsequent 
years could be updated. This is because technology used in modern 
Tayside is changing rapidly and existing firms have been collapsing 
while new firms with new technology are appearing. Some firms in 
Tayside are diversifying into new growth sectors such as 
electronics, and North Sea-Oil related industries, or into the 
manufacture of multi products. This change in the structure of 
the Tayside economy implies the plausibility of constant production 
functions, and constant trade relationships, ie, one of the 
assumptions on which the present input-output model is based.
Third. A study of present development projects in Tayside and an 
analysis of their impact upon the Regional economy, based on the 
Tayside input-output tables, might be attempted.
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Appendix A.1
METHODOLOGY OF THE RAS
Given the national technical coefficients matrix9 Aq as the first 
approximation, survey data for intermediate outputs U., inter­
mediate inputs V., and regional gross outputs X. and the estimated 
regional technical coefficients matrix can be obtained as follows: 
u* = AQXi (!)
k
where U. is the vector of estimated regional 
intermediate outputs.
k
If the U. is less than IL then the i th row of AQ is reduced by a 
factor which is applied evenly along the row. This factor is 
called R., row multiplier. In general terms R.. can be estimated 
as follows:
R.i = - up
0=1
(2)
n
where SI j is the number of columns of the matrix. Hence A? 
d=l
can be obtained as follows;
A. = R. k 
i i o (3)
The same procedure can be applied for the column of the structural 
matrix, as follows.
n
(4) Where 2 1  i is the number of rows 
i=l
The values so obtained for S. can be adjusted to the columns of
J
A-j matrix, and the A2 matrix can be estimated as follows:
A« = S. A, 5 . This means, by substituting equation 
 ^ 3 ^
5 into equation 3,
A2 = Ri A6 Sj
This procedure needs to be repeated several times until the 
structural matrix is finally balanced.
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1 . GENERAL For official use 
only
Appendix 5*1.1
1.1 Questionnaire No. 1
1.2 Please describe the nature of your 
Company/Organisation
a) An independent Company/Organisation 
with no branches. (Delete one) YES/NO
6□
b) A Parent Company/Organisation with 
branches elsewhere (Delete one) YES/NO
7□
c) A branch establishment of another 
Company/Organisation (Delete one) YES/NO
8□
1.3 If the answer to 1.2.c is "Yes" please state
the location of the Head Office
1.4 In what business (es)/services is your
establishment engaged? (tick all that apply).
a) Manufacturing industrial products
9□
b) Manufacturing consumer products Q
c ) Distribution n
d) Transportation □
e ) Professional services n
f) Service establishment □
g) Construction n
h) Other(s) (please specify) □
* • • ■ « » >  <  • • •  i .  .
191.5 What is the financial year for which 
you are providing data?
2. Employment.
Note: In question No. 2.2. please include all wages
and managerial and other salaries; overtime payments, 
bonuses and commissions, national insurance contributions, 
employees' pension schemes and other labour costs, 
i.e. cost of providing recreational facilities, 
social and welfare facilities etc.
2.1 About how many employees were there in your firm in 
the following categories?
Male Female
i Full-time employees
ii Part-time employees _______________________
23
2 2 Please state the total labour cost in 
the reference year
E........
39
3. Purchase of raw materials/or goods for resale:-
Note: In 3.1 you are asked to provide information on the
value of raw materials purchased in the reference 
year.
Please specify in column 7 the area, where you 
have bought raw materials by using the 
abbreviation 'T' for Tayside, 'ROS' for rest of 
Scotland, 'RUK' for rest of U.K. and 'ROW for 
rest of the world.
\
If you have bought a material or service from 
more than one area specified above, please 
indicate them seperately in columns 7 and 8.
Please give information in columns 3,4,5 and 6, 
only if transport cost is not included in the 
total cost in column 2.
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3.1• Purchases of raw materials
3.2. Purchases of Business and Other Services
For Official 
Use Only
Name of 
Service
Total
Cost
Origin of purchases
T
%
ROS
%
• RUK
%
ROVi
1 2 3 4 5 6 7
Gas
Electricity
Oil
Water
Accounting
Advertising
Banking
Insurance
Legal
Telephones
Postage
Printing
Rent
Others
(Please
specify
below)
-
-
2 9 2
4. Sales Analysis
Note: 4.1 In this section, you are asked to provide information, 
required "for the analysis of interdependence of all Regional Sectors.
A part of your output of finished products may be used as inputs by 
other manufacturing industries, as well as by your own establishment, 
to produce other goods or services. Please indicate this information
in Column 7.
Please specify in Column 8, the destination of sales by using the 
abbreviations of 'T' for Tayside, 'ROS' for rest of Scotland, 'RUK , 
for rest of U.K. and 'ROW' for rest of the world.
In Columns 3,4,5, and 6, please state the costs of transport only if 
these costs are not included in the total sales value.
\
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4.1. Sales to Manufacturing Industries
6 ________________ 13______ 19______25 31_______ 37_______________________41______44________________47
Names of products 
or Services
Total Sales 
Value
£
Please state cost of 
transport for sales
Destination of Sales For Official 
use only
Road
£
Rail
£
Air
£
Water
£
Type of 
Industry
Location % of 
Sales
1 2 3 4 5 6 7 8 9
•
/
4.2. Other Sales
Names of products 
or Services
12
Total Value 
of Sales
16 19 22 25 28 31 34 37
Percentage of Sales Direct to:
40
1
42
Household and 
retailers
In
Tayside
Region
Else­
where
Wholesalers
In
Tayside
Region
Else­
where
Government
Local
govern­
ment
Central
govern­
ment
or Officia] 
Use Only
Others
In
Tayside
Region
Else­
where
10
Export
Market
11
O'CM
5. Transport. For Official use
only
5.1 If you use your own road transport vehicles 
for all/part of your needs, please state the 
total cost to you, for the reference year.
a) Cost of maintenance £
b) Fuel costs £
c) Labour costs £
Note: If the data for 5.1 (c) is already included in
the section 2 of this questionnaire, please 
indicate by stating "See section 2".
5.2 If you use external transport please state the 
total cost for the reference year.
a) Total Cost of transport £ ..........
b) Approx, percentage of 
total cost paid to
Tayside Contractors % ..........
6. Fixed Capital Formation:
6.1 Please state the cost of replacements or 
additions to your Company/Organisation 
in the reference year.
Total 
Cost 
(£)
a) Machinery &
equipment ....
b) Office equip........
c) Vehicles ....
d) Building ....
e) Land ....
Origin of 
Purchases 
(Location) *
* Please use the abbreviation 'T' for Tayside, 'ROS' for rest of Scotland, 
'RUK* for rest of the U.K. and 'ROW' for the rest of the World.
2 9 6
For Official use
only6.2 What was the amount of depreciation
in the reference year?
a) Building £ ......... 6
b) Plant and machinery £ ......... 13
7. Taxes and Subsidies
7.1 Please state the amount of 
taxes paid and subsidies 
received in the reference 
year.
Amount
a) Indirect taxes paid £ ......... 20
b) Corporate taxes paid £ ......... 27
c) Subsidies received £ ......... 34
Value of Stock
Please state the value of stock 
at the end of the reference 
year.
a) Raw materials £ ......... 41
b) Finished products £ ......... 48
c) Work in Progress
55
Please add any comments or suggestions below.
Many thanks for your help.
Please return the Questionnaire as soon as possible in the enclosed 
stamped addressed envelope.
Mrs T.S.K. Athugalage
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Appendix
CONFIDENTIAL
Tayside Economic Survey
General guidelines for the questionnaire
The aim of this survey is to obtain data and information for the financial 
year 1979. if this is not possible please use the nearest available financial 
year. (Please see question 1.5 below).
"Tayside" in this survey refers to the area covered by burgh and county 
councils of Dundee, Perth, Angus and Arbroath.
Please include figures or information relevant only to your establishment.
If you include data for other establishments operated by your organisation, 
please indicate their addresses, nature of work undertaken, number of employees 
and average turnover, at the end of this questionnaire.
Please use the following code to indicate the origin of purchases or 
destinations of sales in sections 3 and 4.
T - Tayside
ROS - Rest of Scotland
RUK - Rest of the U.K.
ROTW - Rest of the World
If it is impossible or difficult for you to provide accurate information 
for some parts of the questionnaire, leave-them blank or use your best estimate. 
Please indicate with an "e" these figures which are estimates.
We should very much welcome your comments on any aspect of the questionnaire, 
or any other points you may wish to make. Space has been provided at the end, for 
this purpose.
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GENERAL F o r  o f f i c i a l
o n l y
use
1.1 Questionnaire No. 1
1.2 Please describe the nature of your 
Company/Organisation
a) An independent Company/Organisation 
with no branches. (Delete one) YES/NO
b) A Parent Company/Organisation with 
branches elsewhere (Delete one) YES/NO
c) A branch establishment of another 
Company/Organisation (Delete one) YES/NO
1.3 If the answer to 1.2.c is "Yes" please state 
the location of the Head Office
1.4 In what business (es)/services is your
establishment engaged? (tick all that apply).
a) Manufacturing industrial products
b) Manufacturing consumer products
c) Distribution
d) Transportation
e) Professional services
V
f) Service establishment
g) Construction
h) Other(s) (please specify)
□
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191.5 What is the financial year for which you are providing data
2. Employment
Note : In question No. 2.2, please include all gross wages and 
managerial and other salaries; overtime payments, bunuses and 
commissions, employers'national insurance contributions, 
employers'".pension schemes and other labour costs i.e., cost of 
providing recreational facilities, social and welfare facilities 
etc.
2.1 About how many employees were there in your firm in the following 
categories.
a. Full-time employees. 9_
Male .....
27
Female .....
Part-time employees 31
Male .....
35
Female .....
2.2 Please state the total labour cost 
in reference year.
£
39
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3 Cost Analysis
3 . 1  Purchase of raw materials or goods for resale
In this section you are asked to provide information on purchases of 
raw materials or goods for resale during the reference year. This 
information is invaluable in analysing the extent to which local 
industries buy from and sell to each other.
Please include the value of goods or services purchased from sub-contractors 
and indicate with "S" these figures.
1
Items purchased
2
Total Cost 
£
Origin oi 
Location
: purchases 
%
4
For office 
use only
e.g. Wool 60,000 T 70
ROTW 30
“
V
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3.2 Purchases of Business and other services
1
Name of the service
2
Total Cost 
£
3
Origin of 
Purchases
4
For Official 
use only
Gas
Electricity
Oil
Rates-
Audit & Accounting
Advertising
Banking
Insurance
Legal
Telephones -
Postage
Printing
Rent
Laundry Services
Catering
Repairs & Maintenance
Others(Please specify )
3 0 2
3.4 If you use external transport 
please state the total annual 
cost for the reference year. £
3.5 Please state the total capital 
expenditure incurred during the 
reference year.
Origin of 
Purchases
Office equipment
Vehicles
Building
Land
Total Cost 
£
Machinery and equipment
3.6 What was the total amount of 
depreciation in the reference 
year?
Building £
Plant and machinery £
3.7 Please state the amount of taxes 
paid and subsidies received.
Taxes £ ........
Subsidies £ .......
3.8 Please state the value of stock 
at the end of the reference year.
£
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4. Income Analysis
In this section you are asked to provide information on the value of 
annual gross income. Please complete one or more of the following 
sections as appropriate.
4.1 Gross sales income of manufacturing industries.
1
Names of products
2
Annual Income 
£
Destinatic
Location
3
n of sales 
%
4
For Official 
use only
e .g . Computers 80,000 T 10
ROTW 90
-
/
4.2 If you are in the construction industry, please state the value of 
contracts completed in the reference year.
4.3 Please state the income received for services given to other 
organisations.
1
Name of 
Service
2
Total
income
£
3
Recipient of 
Service
. 4
For Office 
use only
Type of 
Industry
Location
e.g. Banking 150,000 Manufacturing T
4.4 Please state the sales income of goods 
bought and resold without processing, 
during the reference year.
£ ...
4.4.1 What percentage of above sales income 
was received from the customers 
in Tayside?
Please add any comments or suggestions below.
Many thanks for your help. 
T.S.K. Athugalage (Mrs)
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Appendix 5 -1*3
confidential
Tayside Economic Survey
General guidelines for the questionnaire
The aim of this survey is to obtain data and information for the financial 
year 1979. If this is not possible please use the nearest available financial 
year. (Please see question 1.3 below).
"Tayside" in this survey refers to the area covered by burgh and county 
councils of Dundee, Perth, Angus and Arbroath.
Please include figures or information relevant only to your establishment. 
If you include data for other establishments operated by your organisation, 
please indicate their addresses, nature of work undertaken, number of employees 
and average turnover, at the end of this questionnaire.
Please use the following code to indicate the origin of purchases or 
destinations of sales in sections 3 and 4.
T - Tayside
ROS - Rest of Scotland
RUK - Rest of the U.K.
ROTW - Rest of the World
If it is impossible or difficult for you to provide accurate 
for some parts of the questionnaire, leave them blank or use your 
Please indicate with an "e" these figures which are estimates.
information 
best estimate.
We should very much welcome your comments on any aspect of the questionnaire, 
or any other points you may wish to make. Space has been provided at the end, for
this purpose.
/
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GENERAL
1.1 Questionnaire No....................
1.2 Please describe the main activity of your business.
1:3 What is the financial year for which you are providing 
data?
EMPLOYMENT
2.1 Approximately how many employees were there in your firm 
in the reference year?
At beginning 
of Year
At end of 
Year
(a) Full-time employees ...........  ...........
(b) Part-time employees ...........  .......... .
2.2 Please state the total labour cost in the reference year.
(Include all gross wages and managerial and other salaries, 
overtime payments, bonuses and commissions, employers' 
national insurance contributions etc., but before deduction 
for tax and other payments).
£ .....................
COST ANALYSIS
3.1 What is the total cost of buying raw materials in the 
reference year?
3.1.1 Please give an estimate of the value of raw materials 
purchased from the Tayside Region.
................ %
3.2 What is the total operating cost in the reference year? 
(Include the cost of gas, electricity, oil, rates, audit 
and accounting, advertising, banking, insurance, legal, 
telephone, postage, printing etc.)
£ .....................
3.3 What is the value of work done for you by sub-contractors?
3.4 If you use external transport, please state the total annual 
cost for the reference year.
£ ..........
3.5 What was the total amount of depreciation in the reference year?
£ ..........
3.6 Please state the value of stock at beginning and end of the 
reference year.
Value at beginning of year £ .........
Value at end of year £ .........
4. INCOME ANALYSIS
Please answer one or more of the following questions as appropriate.
4.1 What is the gross sales income of the reference year?
£ .....................
4.1.1 What percentage of above income was received from the customers in
Tayside?
............ %
4.2 If you are in the construction industry please state the value of 
contracts completed in the reference year.
£
4.2.2 What percentage of above income was received from the customers 
in Tayside?
............ %
4.3 Please state the income received for services given to other 
organisations.
Name of Service Total Income
-- - ----------—  £ /
4.3.1 What percentage of above income was received from customers in 
the Tayside Region?
......%
4.4 Please state the sales income of goods bought and resold without 
processing.
£ ..........
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Please add any comments or suggestions below.
Many thanks for your help. 
T.S.K. Athugalage (Mrs)
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1. GENERAL
1.1 Questionnaire No.
1.2 Please describe the main distributing/retailing items 
(e.g. electrical goods, machinery spare parts etc.)
1.3 What is the financial year for which you are providing 
data?
2. EMPLOYMENT
2.1 About how many employees were there in your business in the 
reference yearZ
At beginning 
of Year
At end of 
Year
(a) Full-time employees ...........  ............
(b) Part-time employees ...........  ............
2. 2  Please state the total labour cost in the reference year.
(Include all gross wages and managerial and other salaries, 
overtime payments, bonuses and commissions, employers' 
national insurance contributions etc., but before deductions 
for tax and other payments).
3. COST ANALYSIS
3.1 What is the cost of goods purchased for resale? 
£ ........
3.1.1 What percentage of this value was spent for the goods 
' purchased from the Tayside Region?
......%
3.2 Please state the operating expenditure during the reference year 
(Include the cost of electricity, gas, rates, rents, advertising 
printing etc.)
£ .............
3.3 What is the cost of transport in the reference year?
£ 3X0
3.4 Please state the value of stock at beginning and end of the 
reference year.
Value at beginning of year £ .........
Value at end of year £ .........
3.5 What is the value of other expenditure which cannot be specified 
above?
£ .....................
4. INCOME ANALYSIS
4.1 Please state the sales income of goods bought and resold without 
processing.
£ .....................
4.1.1 What percentage of above sales income was received from the customers 
in Tayside.
..... %
Please add any comments or suggestions below.
Many thanks for your help. 
T.S.K. Athugalage (Mrs)
/
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