Abstract. In this paper we shall first establish the theory of bivariate Revuz correspondence of positive additive functionals under a semi-Dirichlet form which is associated with a right Markov process X satisfying the sector condition but without duality. We extend most of the classical results about the bivariate Revuz measures under the duality assumptions to the case of semiDirichlet forms. As the main results of this paper, we prove that for any exact multiplicative functional M of X, the subprocess X M of X killed by M also satisfies the sector condition and we then characterize the semi-Dirichlet form associated with X M by using the bivariate Revuz measure, which extends the classical Feynman-Kac formula.
Introduction
We shall briefly explain the title of this paper first. The original FeynmanKac formula is the characterization of the transition semigroup corresponding to the classical Schrödinger equation. Hence any topic related to this is called a Feynman-Kac formula. The essential point of Dirichlet form theory is the one-toone correspondence between Markov processes and Dirichlet forms. An decreasing multiplicative functional of a Markov process gives us a subprocess and its transition semigroup, which corresponds to the generalized Schrödinger equation. The Feynman-Kac formula means the characterization of Dirichlet form of the subprocess, if it is valid.
Another word in the title we need to explain is semi-Dirichlet form. The classical theory of Dirichlet form, referring to [7] , is the energy form of a Markov process X which is symmetric with respect to a σ-finite measure m on the state space E. This theory was extended to non-symmetric Dirichlet form where a pair of Markov processes are dual with respect to m and the bilinear form corresponding to the infinitesimal generator satisfies so-called sector condition so that theory of functional analysis can be used. For non-symmetric Dirichlet form, refer to [15] . More generally, the semi-Dirichlet form is the bilinear form of a Markov process whose infinitesimal generator satisfies the sector condition with respect to a measure. The big difference between Dirichlet form and semi-Dirichlet form is that the measure m is excessive for the associated process in former case, so that the results in probabilistic potential theory may be used directly, and not for the later case. For semi-Dirichlet forms, refer to [6] .
The main purpose of this paper is to prove that any subprocess of a Markov process associating with a semi-Dirichlet form satisfies the sector condition and to characterize the semi-Dirichlet form of the subprocess. For the Feynman-Kac formula concerning decreasing continuous multiplicative functionals in symmetric, non-symmetric and semi-Dirichlet form, refer to [7] , [15] and [6] , respectively. For one concerning decreasing multiplicative functionals (non-local MF's), refer to [26] and [27] .
We shall adopt the standard notation and terminology of right Markov processes in [2] , [12] and [23] . The symbol ':=' means a definition. Let (E, B) be a metrizable Lusin space, and m a σ-finite measure on E. Let X = (Ω, M, M t , X t , θ t , P x ) be a right Markov process on E ∪ {∆}, where ∆ is the trap of X, with (P t ) as its transition semigroup and ζ as its life time. Assume that (P t ) t≥0 satisfies the following hypothesis.
Hypothesis 1.1. The semigroup (P t ) t≥0 acts as a strongly continuous contraction semigroup on L 2 (E, m).
Note that Hypothesis 1.1 is not trivial because m may not be excessive. The infinitesimal generator of (P t ) t≥0 is the densely defined operator L given by Lf := lim t→0 (P t f − f )/t, with the domain D(L) being the class of f ∈ L 2 (E, m) for which the indicated limit exists in the strong sense in L 2 (E, m). The process X is said to satisfy the sector condition if the following hypothesis holds. for any f, g ∈ D(L), where I is the identity.
Under the sector condition (E, D(L)) can be extended to a semi-Dirichlet form (see the appendix) denoted by (E, F ) and D(L) isẼ 1 -dense in F . Moreover in [6] the author proved that under a mild assumption (E should be a metrizable co-Souslin space, see HYPOTHESIS2.1 of [6] ) a right Markov process for which the sector condition holds is necessarily m-standard, m-special and m-tight. In particular its associated semi-Dirichlet form (E, F ) is quasi-regular and X is properly associated with (E, F ). It is well known that (see [16] ) similar to the classical case, every quasi-regular semi-Dirichlet form on L 2 (E, m) always corresponds to an m-tight special standard process. However the state space E of a right Markov process is usually assumed to be a metrizable Radon space. The required assumption, say HYPOTHESIS2.1 of [6] , can be replaced by the following hypothesis. Note that here we assume that E is separable whereas [6] does not.
Hypothesis 1.3.
The space E is a separable metrizable Radon space, and there is an increasing sequence {K n } n≥1 of compact subsets of E such that (1.1) P m ( lim n→∞ T E\Kn < ζ) = 0, where T B := inf{t > 0 : X t ∈ B} for any Borel subset B of E.
Throughout this paper we always assume that X is a right Markov process on E satisfying Hypothesis 1.1, 1.2, 1.3 whose semi-Dirichlet form (E, F ) is quasiregular. Denote the semigroup, co-semigroup and resolvent, co-resolvent (see the appendix) of (E, F ) by (T t ) t≥0 , (T t ) t≥0 and (G α ) α≥0 , (Ĝ α ) α≥0 respectively. All the other necessary notations and terminologies are given in the appendix.
To formulate Feynman-Kac formula, we need first establish the Revuz correspondence theory, which was first done by Revuz in [19] and [20] for positive continuous additive functionals (abbreviated as PCAF) under the duality assumption. Then the similar correspondence results relative to the general positive additive functionals (not necessarily to be continuous) and the multiplicative functionals under the duality assumption are formulated in [5] , [10] , [11] , [22] and [23] . The corresponding theory for PCAF's in symmetric case was developed by Fukushima in [4] and [7] . The main result is that each PCAF is in one-to-one correspondence with a smooth measure (also named by Revuz measure). To discuss the killing transform by a discontinuous multiplicative functional, we have to use the bivariate Revuz measures, which were first introduced by Sharpe in [22] in dual case and further discussed by the second author of this article in [26] and [27] .
In this paper we shall consider the similar correspondence in the context of the semi-Dirichlet forms. The main difficulty is that the reference measure m is not necessarily excessive for X. However for any co-excessive function h, the measure h · m is always excessive with respect to X no matter m is or is not excessive. The co-excessive functions are rich enough so that it is possible for us to deal with the correspondence theory for semi-Dirichlet forms similarly to the cases with duality assumption. Actually the correspondence between the PCAFs and the smooth measures was given in [6] , [17] and [18] in the context of the semi-Dirichlet forms. Using the correspondence theory on PCAF's we shall treat general additive functionals and define their bivariate Revuz measures on the semi-Dirichlet forms.
The paper is organized as follows. In §2 we shall focus on the transient case. Although X may not be transient we can consider the 1-subprocess of X which has the same properties as X for the Revuz correspondence, see Proposition 2.3. Then under the transient assumption we can define the bivariate Revuz measures of the general additive functionals with respect to the reference measure in the context of the semi-Dirichlet forms. As outlined in Theorem 3.2 and Proposition 3.6 such bivariate Revuz measure is unique. We shall also give some examples to characterize the bivariate Revuz measures of some typical additive functionals such as the Stieltjes logarithm of the multiplicative functional in §3. 3 .
In §4 we shall characterize the killing transform of the semi-Dirichlet forms. The killing transform of X by a multiplicative functional M is introduced in Appendix C. We shall prove in Lemma 4.1 and 4.2 that the resulting subprocess X M still satisfies Hypothesis 1.1 and 1.3. For the sector condition, i.e. Hypothesis 1.2, it will be more complicated. In Theorem 4.4, 4.6 and 4.7 we shall give a sufficient condition to ensure that X M still satisfies the sector condition and this sufficient condition is verified for the typical jump-type semi-Dirichlet forms (see Example 4.9) and all multidimensional diffusion processes with jumps outlined in [25] (see Example 4.12) . In particular we can use the bivariate Revuz measure of the stieltjes logarithm of M to characterize the associated semi-Dirichlet form of X M . At last we shall extend the results in [27] to the semi-Dirichlet forms in §5, which states that the killing transform in Markov processes is equivalent to the subordination in Dirichlet forms, see Theorem 5.2.
Transience and weak duality
It is well known that even if X is not transient, its subprocess X δ killed by the MF (e −δt ) t≥0 is transient for arbitrary fixed constant δ > 0. Clearly we have
δ is defined by (C.1) with M = (e −δt ) t≥0 . In this section we shall illustrate that there is no difference between X and X δ in the context of the Revuz correspondence.
For the notation and terminology related to MF's and AF's, refer to [26] . For example we use MF(X) to denote the set of exact decreasing MF's of X and
The following lemma follows from (C.1).
Then the following lemma follows directly from the perfect exact regularization outlined in (55. 19 ) and (35.10) of [23] .
Lemma 2.2. For multiplicative functionals, it holds that
is increasing as t decreases. In particular
is an additive functional relative to the MF M , i.e. F * A ∈ AF(M ). Denote the limitation of (2.2) when t ↓ 0 by L A (F ). Then clearly
Hence there exists the celebrated bivariate Revuz measure, denoted by ν
Note that if A is PCAF, ν ξ A is concentrated on the diagonal d and
for any positive F where F D (x) := F (x, x) for any x ∈ E. In other words,
A is the classical Revuz measure of a PCAF A with respect to ξ. Similarly let U α δ,A be the bivariate potential of A with respect to X δ . Then for any F ∈ bB×B + it follows that
Therefore from (2.3), (2.4) we can deduce the following proposition. Hypothesis 2.4 (Transience). There is a strictly positive function g ∈ bB such that U g is everywhere finite where U is the potential kernal of X.
Since X is transient it follows from [1] or Theorem 3.3.6 of [18] that there exist a q.e. strictly positive q.c. coexcessive functionĝ ∈ F e and an m-standard Markov processX such that X andX are in weak duality relative toĝ · m. Clearlym := g · m ∈ Exc and it is equivalent to m sinceĝ is strictly positive. Thus a property holds P m -a.s if and only if it holds Pm-a.s. Moreover since every semipolar set is m-polar (equivalently,m-polar) we have the following lemma.
Lemma 2.5. Any M ∈ MF + has a decomposition
Proof. Since X is in weak duality toX relative tom and every semipolar set iŝ m-polar it follows from Theorem 2.2 of [26] (also see Theorem 7.1 of [22] ) that (2.5) holds Pm-a.s. Hence it also holds in the sense of P m -a.s.
Bivariate Revuz measure
Throughout this section let X be a right Markov process on E ∪ {∆} such that Hypothesis 1. 
The following theorem is our main result about the existence of the bivariate Revuz measure of A ∈ AF(M ) relative to m. Note that F (x, y) := 0 if either x = ∆ or y = ∆. 
for any strictly positive γ-coexcessive functionĥ with some constant γ ≥ 0 and Proof. Fix a γ-coexcessive functionĥ with some constant γ ≥ 0. Without loss of generality we assume thatĥ is quasi-continuous. Then clearlyĥ · m is a γ-excessive measure relative to X. It follows that (see II.1 of [19] or [11] ) the mapping
is increasing as t ↓ 0 and the mapping
is increasing as α → ∞. Moreover their limitations are equal (may be infinite) and we can deduce that
Hence the second equality in (3.1) holds. To prove the first equality of (3.1) we first assume thatĥ is q.e. strictly positive. For any F ∈ (B × B) + , define
Note that F/ĥ is q.e. positive. Since the value in the right side of (3.2) is increasing as α ↑ ∞, it follows from the monotone convergence theorem that
Replacing F by F (x, y)ĥ(x) in (3.3) we can deduce that
We claim that ν A is independent of the choice ofĥ. In fact letĥ 1 ,ĥ 2 be two γ-coexcessive q.e. strictly positive functions in F e and ν 1 A , ν 2 A the corresponding measures satisfying (3.1). Note thatĥ i should be γ i -coexcessive for i = 1, 2 with two constants γ 1 , γ 2 such that γ 1 ≤ γ 2 . But it follows thatĥ 1 is also γ 2 -coexcessive. Henceĥ 1 ,ĥ 2 are both γ-coexcessive for γ = γ 2 . Take F ∈ b(B × B) + and without loss of generality we can assume that
Otherwise (3.4) always holds. Then for any t > 0 it follows that
On the other hand,
where d n = t/n. It follows from Fatou Lemma and the Markov property of X that
Thus we have
In other words,
Let t ↓ 0 and we can deduce that
Similarly we conclude that
Since F is arbitrary, we haveĥ
A (dxdy) and it follows that ν
In particular the measureĝ(x)ν A (dxdy) = νm A charges no m-bipolar sets. Then ν A also charges no m-bipolar sets becauseĝ is strictly positive. The uniqueness of ν A which satisfies (3.1) is apparent.
Note that a positive measure is σ-finite if and only if there exists a strictly positive and integrable function relative to this measure. Thus if A is σ-integrable there exists a strictly positive function F such that
On the other hand since
andĝ is also strictly positive we can deduce that ν A is σ-finite. On the contrary we can similarly prove that if ν A is σ-finite then A is σ-integrable.
Finally if A is σ-integrable we assert that (3.1) holds for any γ-coexcessive functionĥ which is not necessarily strictly positive. To this end defineĥ ǫ =ĥ + ǫĝ and clearlyĥ ǫ is γ-coexcessive and strictly positive. Choose some function F ∈ (B ×B)
That completes the proof. We always denote the bivariate Revuz measure of A by ν A . When A is integrable, i.e.ĝ ·ν A (1) = νm A (1) < ∞, we do not have ν A (1) < ∞ whereas ν A is always σ-finite by Theorem 3.2. Moreover we have the following useful corollary.
Hence F * A is σ-integrable. The second assertion is apparent.
We can also extend Theorem A.8 of [17] to the bivariate Revuz measures. Note that in the following proposition M ≡ 1.
Proposition 3.5. Let A ∈ AF be σ-integrable and ν A its bivariate Revuz measure. Then
for any h ∈ L 2 (E, m) ∩ B + , F ∈ (B × B) + and α ≥ 0. The following formula also holds
Proof. We only need to prove (3.5). In fact sinceĜ α g is α-coexcessive it follows from (3.1) that
The third equality is because of the formula (see Proposition 3.4 of [22] )
That completes the proof.
The uniqueness of the correspondence of the additive functionals and bivariate Revuz measures is as follows. 
The uniqueness is obvious by Proposition 6.2 of [26] .
Remark 3.7. Note that from Theorem 3.2 we can deduce that the functionĝ in the definition of the σ-integrable additive functionals can be replaced by any other strictly positive α-coexcessive function for any α ≥ 0.
Since
where B is a Borel subset of E×E and disjoint from the diagonal d (see Lemma 2.5). Hence ν A is supported on B c . Generally any A ∈ AF(M ) can be decomposed by
n is a pure jump natural AF of (X, M ) and A q is a purejump AF of (X, M ) which is quasi-left-continuous (q.l.c.) in the sense that every discontinuity of the mapping t → A q t is also a discontinuity of t → X t . Note that under the sector condition every natural AF is continuous a.s. and hence we can write A =Ã c + A q whereÃ c = A c + A n is continuous. In particular the continuous partÃ c of A is σ-integrable and its bivariate Revuz measure νÃc is supported on the diagonal d. On the other hand under some appropriate conditions (see Theorem 5.1 of [22] ) the pure-jump part A q of A is equivalent to an AF
where Υ ∈ (B × B) + is a function carried by E M × E M , finite everywhere and vanishes on d. In particular under the same conditions A q is σ-integrable and thus A is also σ-integrable. Proposition 3.8 (Proposition 5.6, [22] ). Assume that the resolvent U (x, dy) of X is absolutely continuous with respect to m(dy) for m-a.e. x. If A ∈ AF(M ) and is σ-finite then there exists a σ-finite measure λ A on E charging no m-polar sets such that (3.9) λĥ ·m A (f ) = λ A (ĥ · f ) for any γ-coexcessive q.c. functionĥ, γ ≥ 0 and f ∈ B + . We call λ A the Revuz Measure of A relative to m. We also define the left and right marginal measures ν
A charge no m-polar sets and it follows from (3.1) and (3.9) that
Hence we have the following proposition. 
However on the other hand if A is continuous then apparently
A . In particular the Revuz measure and right Revuz measure of A are the same. Moreover if A is a PCAF of X then the measure in (3.10) is exactly the smooth measure corresponding to A introduced in Appendix B.
3.3. Examples. In this section we assume that M ∈ MF + has the decomposition (2.5) in Lemma 2.5, i.e.
with some functions Φ, a, PCAF A and a subset B of E × E. We shall compute the bivariate Revuz measures of some typical AFs and the primary tool is Lévy system. Lévy system is used to characterize the discontinuous part of the Markov process. It is a pair (N, H) for X where N is a kernel on (E, B) such that N (x, {x}) = 0 for any x ∈ E and H is a PCAF of X such that the 1-potential of H is bounded and for any F ∈ (B × B) + , any predictable process Y and x ∈ E,
Let µ H be the corresponding smooth measure, i.e. Revuz measure, of the PCAF H and define
The measure ν is called the canonical measure of X. Clearly ν is a σ-finite measure supported on E × E \ d and charges no m-bipolar sets. It follows from (3.11) and (B.1) that for any F ∈ (B × B) + and γ-coexcessive functionĥ with some constant γ ≥ 0, 
Moreover the canonical measure of X M is
Note thatM := 1 − M is an AF of (X, M ) and Stieltjes logarithm [M ] is an AF of (X, S M ). Similarly to [26] 
where ν is the canonical measure of X defined by (3.12), δ y is the point mass of {y} and µ A is the smooth measure associated with PCAF A. In particular if M ∈ MF ++ then 
In particular if M t = 1 {t<SM } , i.e. Φ = 0, a = 0, then the bivariate Revuz measure of
Since B is disjoint to the diagonal d of E × E it follows from (3.13), (3.14), (3.16) and (3.17) that
In fact (3.18) still holds even if M is only in MF. 
Feynman-Kac formula
.
Moreover the semigroup property of (Q t ) t≥0 , i.e. Q t Q s = Q t+s for any t, s ≥ 0, is apparent. For any f ∈ L 2 (E M , m * ) and x ∈ E M it follows that
and hence
This is the contraction property of (Q t ) t≥0 . At last we claim that (Q t ) t≥0 is strongly continuous on
we only need to prove the strongly continuous property of (Q t ) t≥0 on a dense subset of L 2 + (E, m) with respect to L 2 -norm. Set
Choose an E-nest {F n } such that m(F n ) < ∞ for any n ≥ 1, which may be constructed by a q.e. strictly positive and q.c function g ∈ F , say
is the balayage operator and it follows that
where T F c n is the hitting time of F c n . Clearly u n is quasi-continuous, u n | F c n = 0, u n ↑ u m-a.e. and hence u n → u in L 2 (E, m). But u is bounded and m(F n ) < ∞. Thus we can deduce that u n ∈ bL 1 (E, m) and
Since u n (X · ) is right continuous it follows that for any
By the dominated convergence theorem and the contraction property of the semigroup (Q t ) t≥0 we have
Since u n → u in L 2 (E, m) it follows from the contraction property of (Q t ) t≥0 again that
Similarly we can prove that if X satisfies Hypothesis 1.3 so does X M . Proof. Note that the killing transform by M can be completed in two steps: killing X by a hitting time T E c M firstly and killing then by a multiplicative functional in MF + . The first step has been discussed in Theorem 5.10 of [6] . Hence we only need to prove it for M ∈ MF + . To this end let {K n : n ≥ 1} be a sequence of subsets of E satisfying Hypothesis 1.3 for X. We can write X M = (Ω, M, M t , X t , θ t , Q x ) where Q x is defined by (C.1). Clearly for any t ≥ 0 we have
where k t is the killing operator on Ω. Therefore it follows that
In the rest of this section we shall discuss the sector condition. It will be outlined that under some mild condition, say (4.6), X M still satisfies the sector condition and this condition is verified in Example 4.9 for the typical pure-jump semi-Dirichlet forms and in Example 4.12 for the multidimensional diffusion processes with jumps. In particular it is possible to characterize the associated semi-Dirichlet form of X M . First we assume that M ∈ MF ++ . Then E M = E, m * = m and M satisfies (2.5). Moreover it follows from (3.15) and (3.19) that
Recall that (P t ) t≥0 , (U q ) q≥0 (resp. (Q t ) t≥o , (V α ) α≥0 ) are the semigroup and resolvent of X (resp. X M ). Since M ∈ MF ++ we have
The following lemma is an extension of Lemma 3.7 of [26] but the idea of proof is different.
Lemma 4.3. It holds that
and for any u ∈ F , g ∈ pL 2 (E, m),
Proof. Let f ∈ pL 2 (E, m) and we claim that w = V 1 f ∈ F . In fact it follows from (4.1) and (4.2) that
Hence lim β→∞ β(w, w − βU β+1 w) m < ∞, in other words, w ∈ F . Similarly we can deduce that
and Theorem 2.16 of [16] we obtain that U α A (V α f · a) ∈ F . It follows from Lemma B.1 that for any u ∈ F ,
where µ A is the smooth measure associated with A. On the other hand it follows from (3.11) that
Thus it follows from (4.1), (4.4) and (4.5) that
Our main results on the sector condition related to X M are as follows. Note that the lower bounded semi-Dirichlet forms are introduced in Appendix A. 
for any u ∈ F . Then the subprocess X M = (X, M ) of X satisfies the sector condition and its associated semi-Dirichlet form Proof. First we assert that under the condition (4.6) it holds that
For any λ > λ 0 and g ∈ pL 2 (E, m) it follows from Lemma 4.3 that u := V λ g ∈ F . On the other hand clearly u(x)
Hence we have
Similarly if c > 1 2 we can deduce that
and thus
Note that (4.8) still holds for any
) and in particular
is a lower bounded closed form. Let λ > λ 0 be a constant and {u n : n ≥ 1} ⊂ F M anẼ M λ -Cauchy sequence. It follows from (4.8) that the sequence {u n :
). In particular there exists a subsequence {u n k : k ≥ 1} of {u n : n ≥ 1} such that u n k → u, ν
Then there exists a subsequence of {u n k }, denoted by {u l }, such that u l → u ′ q.e. However ν 
Hence (E A * , F A * ) is exactly the perburbed Dirichlet form of (E, F ) by smooth measure µ A * . This has been discussed in §4.3 of [18] for the cases that the smooth measure is Radon. The general cases in the context of the semi-Dirichlet forms are similar to those of the non-symmetric Dirichlet forms, see IV §4(c) of [15] . In §5 we shall also make some characterizations to the smooth measures in perturbations.
(2) If m is excessive, equivalently X has a dual Markov process relative to m or (E, F ) is a non-symmetric Dirichlet form on L 2 (E, m), then E has a Beurling-Deny type decomposition on the diagonal
where the non-negative form E (c) is the continuous part of X and ν is exactly the canonical measure of X. Hence the condition (4.6) is satisfied with the parameters λ 0 = 0, c = 
where k is the killing measure of X and the non-local part E (j) of the decomposition is given by: (4.12)
where E (c) is the semi-strongly local part in the decomposition of E, k is the killing measure of X and λ(dx) = ν Now let (E α0 , F α0 ) be a quasi-regular lower bounded semi-Dirichlet form with the parameter α 0 ≥ 0. It always has an associated Markov process denoted by X α0 , see §3.3 of [18] for the regular cases on a locally compact separable metric space. By the quasi-homeomorphism method appeared in [3] or [13] , the existence of X α0 can be extended to quasi-regular cases on a Hausdorff topological space. Clearly the semigroup (P α0 t ) t≥0 of X α0 does not satisfy Hypothesis 1.1 (if α 0 > 0) but (e −α0t P α0 t ) t≥0 does. However in the proof of Theorem 4.4, we can find that all other properties are kept if we replace the non-negative property by the lower boundedness assumption. In other words, there is no essential difference between the non-negative semi-Dirichlet forms and lower bounded semi-Dirichlet forms when discussing the killing transforms. Thus we have the following theorem. It proof is similar to Theorem 4.4, so we omit it. 
for any u ∈ F , then the subprocess X α0,M := (X α0 , M ) of X α0 satisfies the sector condition and its properly associated quasi-regular semi-Dirichlet form (E α0,M , F α0,M ) is lower bounded with the parameter α 0 and given by:
where ν . The following theorem is an extension of Theorem 4.4 to the general multiplicative functionals. The proof is similar to that of Theorem 4.1 of [26] whereas it also needs some new techniques outlined in Theorem 3.2 to deal with the absence of weak duality assumption. We put its proof into Appendix D. Similarly we can also obtain an extension of Theorem 4.6 to general multiplicative functionals and the main assumption (4.14) remains. Due to space limiations, we won't go into details here. 
for any u ∈ F where νM is the bivariate Revuz measure ofM . Then the subprocess
the sector condition and its properly associated quasi-regular semi-Dirichlet form
where
Note that every quasi-regular semi-Dirichlet form is quasi-homeomorphic to a regular Dirichlet space on a locally compact separable metric space. We shall discuss the condition (4.14) in the context of regular semi-Dirichlet forms. Assume that E is such a metric space and m is a Radon measure on E. Recall that if (E, F ) is a regular semi-Dirichlet form on L 2 (E, m) with a core C and Assumption (J) in §5.2 of [18] holds, then (E, F ) has a Beurling-Deny type decomposition, i.e. (4.11) holds for any u, v ∈ C. We refer the details to Theorem 5.2.1 of [18] . Let ν be the canonical measure of the associated Hunt process X of (E, F ). Assume further that the form 
Then for any M ∈ MF, the condition (4.14) holds for any u ∈ F with the same parameters λ 0 and c.
Proof. Without loss of generality we may assume that M ∈ MF + . Then it follows from Proposition 3.11 that νM | E×E\d ≤ ν. Thus we only need to prove that (4.18) holds for any u ∈ F . To this end take a sequence {u n : n ≥ 1} ⊂ C such that E λ0 (u n − u, u n − u) → 0 as n → ∞ for some λ 0 large enough. In particular {u n : n ≥ 1} isẼ λ0 -Cauchy and hence also Q 1 -Cauchy. Since u n → u in L 2 (E, m) we can deduce that u ∈ F Q and Q 1 (u n − u, u n − u) → 0 as n → ∞. Clearly (4.18) holds for any u n . By letting n → ∞ we have (4.18) also holds for u.
In the end of this section , we shall present two examples of typical semi-Dirichlet forms which are introduced by other researchers and try to illustrate that the condition (4.14) is not so awkward. In the first example it will be seen that the (lower bounded) jump-type semi-Dirichlet form under the assumption (4.19) always satisfies the condition (4.14). In particular (4.19) is a typical sufficient condition to obtain the sector condition of jump-type semi-Dirichlet form, see [8] , [18] and [21] . 
Suppose that the following assumption
holds for some constant K which is independent of u, v ∈ C lip c (E). Then the domain of the form E can be extended to some dense subspace F of L 2 (E, m) and (E, F ) is a lower bounded semi-Dirichlet form on L 2 (E, m). The typical examples of pure-jump type Markov processes which satisfy all the above conditions but not the duality assumption are the stable-like processes, i.e. E = R d , ν(dxdy) = j(x, y)dxdy where
and w(x), α(x) satisfy (5.1) and (5.2) of [8] . For more details, see [8] , [21] and §1.5.2 of [18] . Let X be the associated Hunt process of (E, F ). Clearly ν is exactly the canonical measure of X. We assert that (E, F ) satisfies (4.18) for any u ∈ C lip c (E). To this end fix a constant 
for any u, v ∈ C lip c (E). By (4.19) and Hölder inequality we have
for any u ∈ C lip c (E). It follows from Lemma 4.8 that for any M ∈ MF, (4.14) holds for any u ∈ F with the above parameters λ 0 and c. In particular X M satisfies the sector condition and its associated lower bounded semi-Dirichlet form can be obtained similarly to Theorem 4.7.
We use the same notation A as (4.20) to denote the antisymmtric part of E (j) in the Beurling-Deny type decomposition (4.11) of (E, F ). Proposition 4.10. Assume that (4.19) holds for any u, v ∈ C with some constant K which is independent of u, v and there exist two constants c 1 , β such that 0 ≤ c 1 < 1/4, β ≥ 0 and
for any u ∈ C. Then for any M ∈ MF, the condition (4.14) holds for any u ∈ F with the parameters c and λ 0 such that 1/4 < c < 1/2 − c 1 and
Proof. Fix two constants c and λ 0 as above. For any u ∈ C we have
It follows from (4.19) and (4.21) that E λ0 (u, u) ≥ cQ(u, u) for any u ∈ C. By Lemma 4.8 we can obtain the conclusion.
Note that the semi-local part, i.e. the first and third terms in the right side of (4.11), is not necessarily non-negative or lower bounded. But clearly we have the following corollary of Proposition 4.10.
Corollary 4.11. Assume that (4.19) holds for any u, v ∈ C with some constant K which is independent of u, v. If the semi-local part of (E, F ) is lower bounded, then the condition (4.14) holds for any M ∈ MF.
The second example is taken from [25] in which the author characterizes the associated (lower bounded) semi-Dirichlet forms of multidimensional diffusion processes with jumps. These semi-Dirichlet forms satisfy the Beurling-Deny type decomposition. In the following example we will illustrate that any (lower bounded) semi-Dirichlet form outlined in [25] satisfies the condition (4.14) for any M ∈ MF. In particular its killing transform by any MF always keeps the sector condition.
Example 4.12. The authors of [25] considered the following second partial differential operator with a non-local part:
where a ij , b i and c are measurable functions defined on an open set G of R d for i, j = 1, 2, · · · , d and k(x, y) is a measurable function defined on G × G \ {(x, x) : x ∈ G}. Under some appropriate conditions its associated semi-Dirichlet form can be written as
and the non-local part η (j) is similar to (4.12) by replacing ν with k(x, y)dxdy. [25] . In particular (4.19) is satisfied for ν = k(x, y)dxdy, u, v ∈ C 1 c (G) (see (2.11) of [8] ) and the semilocal part η (c) is lower bounded, see the proof of Proposition 3.2 of [25] . Thus it follows from Corollary 4.11 that the condition (4.14) holds for any M ∈ MF.
For the degenerate case on G = R d , i.e. (a ij ) 1≤i,j≤d is only non-negative definite, under some conditions η can also be extended from
, see Theorem 4.1 of [25] . In particular (4.19) is also satisfied and there exists a constant β ≥ 0 such that
, see the first inequality in the proof of Theorem 4.1 of [25] . From Proposition 4.10 we can deduce that the condition (4.14) also holds for any M ∈ MF.
We refer more specific examples to §6 of [25] .
Killing and subordination
In this section we shall extend the results of [27] , which states that killing transform in Markoc processes is equivalent to subordination in Dirichlet form, to the semi-Dirichlet forms. Since the idea of proof is essentially the same, we only state the results and omit the proofs here.
Let X be a right process on E satisfying Hypothesis 1.1, 1.2 and 1.3 and (E, F ) its associated quasi-regular semi-Dirichlet form on L 2 (E, m). Define a class of multiplicative functionals of X by ( 
is the symmetric part of E. (E2): (Sector condition) There exists a constant K > 0 such that
(E3): (Semi-Dirichlet property) For every u ∈ F , u + ∧ 1 ∈ F and
Note that the semi-Dirichlet property (E3) is in accordance with [6] but contrary to [16] and [18] . In fact in [16] and [18] the semi-Dirichlet property means that for every u ∈ F , u + ∧ 1 ∈ F and E(u + ∧ 1, u − u + ∧ 1) ≥ 0. In other words, the dual formÊ(u, v) := E(v, u) for any u, v ∈ F of the semi-Dirichlet form (E, F ) in Definition A.1 is a semi-Dirichlet form in the context of [16] and [18] . Denote the antisymmetric part of E by Obviously if (E, F ) is symmetric, thenĚ = 0. The extended Dirichlet space of (E, F ) is denoted by F e . Let (T t ) t≥0 , (G α ) α≥0 (resp. (T t ) t≥0 , (Ĝ α ) α≥0 ) denote the semigroup and resolvent (resp. co-semigroup and co-resolvent ) of the semi-Dirichlet form (E, F ). In particular (A.4) (u, v) m = E α (v, G α u) = E α (Ĝ α u, v), u ∈ L 2 (E, m), v ∈ F , α > 0.
The semi-Dirichlet property (E3) is equivalent to the Markov property: if 0 ≤ u ≤ 1 and u ∈ L 2 (E, m), then 0 ≤ T t u ≤ 1 for any t ≥ 0 (equivalently 0 ≤ αG α u ≤ 1 for any α ≥ 0).
We refer the quasi-notions of semi-Dirichlet forms, say E-nest, E-exceptional set, capacity (denoted by Cap), E-quasi-everywhere (E-q.e. in abbreviation), E-quasicontinuous (E-q.c. in abbreviation), quasi-regularity, m-polar and semipolar etc, to [2] , [6] , [15] , [16] and [18] . Note that N is E-exceptional if and only if Cap(N ) = 0. The E-q.c. m-version of u is usually denoted byũ. Every quasi-regular semiDirichlet form has a properly associated m-tight special standard process X, i.e. P t u(x) := E x (u(X t )) is an E-q.c. m-version of T t u for all u ∈ L 2 (E, m). Moreover if (E, F ) is quasi-regular then every function in F has an E-q.c m-version. Under the sector condition, a semipolar set is m-polar.
Fix a constant α ∈ [0, ∞). A positive function u ∈ L 2 (E, m) is called α-excessive (resp. α-coexcessive) if e −αt T t u ≤ u (resp. e −αtT t u ≤ u) for all t > 0. Note that u is α-excessive (resp. α-coexcessive) if and only if βG α+β u ≤ u (resp. βĜ α+β u ≤ u) for all β > 0. In particular for any positive function u ∈ L 2 (E, m), G α u is α-excessive andĜ α u is α-coexcessive with α > 0 (α ≥ 0 if X is transient). A 0-(co)excessive function is always called (co)excessive in abbreviation. The following lemma will be used to prove Theorem 4.7. We include the proof here for completion. Note that (u ∧v)(x)(v − u) + (x) = u(x)(v − u) + (x) for any x ∈ E andĜ α+β (u ∧v) ≤ G α+β (u) becauseĜ α+β is positivity preserving. Since u is α-coexcessive we can deduce that βĜ β+α u ≤ u and
If α > 0 then it follows from the sector condition that there exists a constant K α > 0 such that
The lower bounded semi-Dirichlet form with a non-negative parameter α 0 is a weaker form than the (non-negative) semi-Dirichlet form. Its definition is as follows. For any lower bounded closed form (E, F ) there exist two unique strongly continuous semigroups (not necessarily to be contractive) (T t ) t≥0 , (T t ) t≥0 on L 2 (E, m) such that ||T t || ≤ e α0t , ||T t || ≤ e α0t and similarly their corresponding resolvents satisfy (A.4) for any f ∈ L 2 (E, m), u ∈ F and α > α 0 . Moreover define the approximating form E α by
then u ∈ F if and only if lim α→∞ E α (u, u) < ∞ and if u, v ∈ F , then lim α→∞ E α (u, v) = E(u, v). The following lemma is used to prove Theorem 4.4 and its proof is obvious.
Lemma A.4. Let (E, F ) be a lower bounded closed form and T t ,T t , G α ,Ĝ α the associated strongly continuous semigroups and resolvents. Then (E, F ) is non-negative if and only if the semigoup (T t ) t≥0 (or equivalently the resolvent (G α ) α≥0 ) is contractive, i.e. ||T t || ≤ 1 for any t ≥ 0 (or equivalently ||αG α || ≤ 1 for any α ≥ 0).
is an S M -additive functional. We usually write ([M ] t ) t≥0 for ((slogM ) t ) t≥0 .
pointwisely. Let w k := u ∧ kĝ ∈ F for any k ≥ 1. It follows from Lemma A.2 that E(w k .w k ) ≤ E(w k , u) ≤ K 1 E 1 (w k , w k )
