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Two-dimensional Dirac semimetal with tilted Dirac cone has recently attracted increasing interest.
Tilt of Dirac cone can be realized in a number of materials, including deformed graphene, surface
state of topological crystalline insulator, and certain organic compound. We study how Dirac
cone tilting affects the low-energy properties by presenting a renormalization group analysis of the
Coulomb interaction and quenched disorder. Random scalar potential or random vector potential
along the tilting direction cannot exist on its own as it always dynamically generates a new type
of disorder, which dominates at low energies and turns the system into a compressible diffusive
metal. Consequently, the fermions acquire a finite disorder scattering rate. Moreover, the isolated
band-touching point is replaced by a bulk Fermi arc in the Brillouin zone. These results are not
qualitatively changed when the Coulomb interaction is incorporated. In comparison, random mass
and random vector potential along the non-tilting direction can exist individually, without generating
other types of disorder. They both suppress tilt at low energies, and do not produce bulk Fermi
arc. Upon taking the Coulomb interaction into account, the system enters into a stable quantum
critical state, in which the fermion field acquires a finite anomalous dimension but the dynamical
exponent z = 1. These results indicate that Dirac cone tilt does lead to some qualitatively different
low-energy properties comparing to the untilted system.
I. INTRODUCTION
Semimetal (SM) materials have been studied for more
than one decade1–10. They exhibit many unusual proper-
ties different from ordinary metals and semiconductors.
Among all the currently known SMs, two-dimensional
(2D) Dirac SM (DSM) has attracted particular interest.
Graphene1,2 and the surface state of three-dimensional
(3D) topological insulator3,4 are two sorts of 2D DSM.
A prominent feature of 2D DSM is that, the fermion
density of states (DOS) vanishes at the Fermi level.
Thus the Coulomb interaction is long-ranged and may
induce nontrivial quantum corrections to various observ-
able quantities2. This is quite different from ordinary
metals in which the Coulomb interaction is statically
screened by the finite zero-energy DOS and can be safely
neglected11–13.
In an intrinsic graphene, the conduction band exhibits
an almost perfect cone shape near the Dirac point. In
many realistic DSM materials, however, the Dirac cone
is more or less distorted. It is known that tilted Dirac
cone can be realized in a number of materials, including
properly deformed graphene14,15, organic compound α-
(BEDT-TTF)2I3
14,16–18, 8-Pmmn borophene19–24, and
partially hydrogenated graphene25. In addition, the sur-
face of topological crystalline insulators, such as the (001)
surface of SnSe26,27, may also host a tilted Dirac cone.
Recent study28 suggests that a tilted Dirac cone appears
on the (110) surface of W, which is not caused by topol-
ogy but arises from Rashba split bands. To understand
the properties of these materials, it is necessary to study
the physical effects induced by the tilt of Dirac cone. In
particular, we wish to examine whether the tilt leads to
qualitatively new physics. This is the primary motivation
of the present work.
For simplicity, we suppose that the Dirac cone is only
moderately tilted such that the Fermi surface is still made
out of discrete zero-dimensional points. In the clean
limit, the fermion DOS vanishes at Fermi level. Isobe
and Nagaosa29 have analyzed the impact of long-range
Coulomb interaction and revealed that it is marginally
irrelevant. The tilt parameter flows gradually to zero in
the lowest energy limit29. This conclusion is confirmed
by a more recent work30. It turns out that tilted DSM
exhibits very similar properties to untilted DSM in the
clean limit. However, coupling to disorders may drasti-
cally change the low-energy behaviors of fermions31,32.
In this paper, we present a renormalization group (RG)
study of the impact of several types of ordinary disorder
that commonly exist in realistic DSM samples, including
random scalar potential (RSP), random vector potential
(RVP), and random mass (RM). We are also interested
in the physical effects of the combination of Coulomb
interaction and disorder. It will become clear that the tilt
does lead to interesting properties that are not realized
in the untilted system.
In a untilted 2D DSM, every type of quenched disor-
der, including RSP, two components of RVP, and RM,
can exist on its own without generating other types of
disorder33–36. The two components of RVP, abbreviated
as x-RVP and y-RVP, are equivalent. These features are
significantly changed by the Dirac cone tilt. Without loss
of generality, we suppose the tilt is along x-axis. We will
show that, RSP cannot exist alone in the system: it al-
ways dynamically generates a new type of disorder that
is originally absent. Remarkably, the generated disorder
is dominant at low energies and its strength parameter
flows to the strong coupling regime. As a consequence,
the system is turned into compressible diffusive metal
(CDM) phase, in which the fermions acquire a finite dis-
2order scattering rate. Moreover, the original Dirac point
is replaced by a bulk Fermi arc. The x-RVP leads to al-
most the same physical consequences as RSP. However,
y-RVP plays an entirely different role from x-RVP, and
also from RSP. Interestingly, y-RVP can exist alone in
tilted 2D DSM, and it completely suppresses the tilt.
In the low-energy region, y-RVP is marginal, leading to
power-law corrections to the energy or temperature de-
pendence of observable quantities. Analogous to y-RVP,
RM can also exist independently, and it also tends to
suppress tilt. But RM is marginally irrelevant in the
low-energy region and thus only induces logarithmic-like
corrections to observable quantities.
We see that dirty tilted 2D DSM exhibits distinct
physics comparing to the clean system. It is interest-
ing to investigate how these results are affected by the
Coulomb interaction. In the cases of RSP and x-RVP,
the Coulomb interaction is much less important, and the
system is still turned into CDM that exhibits bulk Fermi
arc. If there is no tilt, strong Coulomb interaction dom-
inates RSP at low energies and protects the SM phase,
whereas the interplay of Coulomb interaction and x-RVP
leads to a stable quantum critical state featuring van-
ishing DOS at Fermi level. Obviously, this difference is
caused by the tilt. When the Coulomb interaction coop-
erates with y-RVP or RM, the tilt flows to zero in the
lowest energy limit, and the system enters into a stable
quantum critical state, where the fermion field acquires a
finite anomalous dimension but the dynamical exponent
is z = 1. To gain a better understanding of this criti-
cal state, we calculate several observable quantities, such
as fermion DOS, specific heat, and compressibility, and
analyze their energy or temperature dependence.
The rest of the paper will be organized as follows.
The effective model for tilted 2D Dirac fermions is de-
scribed in Sec. II. The dynamical generation of new type
of disorder is discussed in this section. The coupled RG
equations for various model parameters are presented in
Sec. III. The numerical results for the RG equations and
their physical implications are analyzed in Sec. IV. In
Sec. V, the main results obtained in this work are sum-
marized and compared to previous works. Detailed RG
calculations are presented in Appendix A. Observable
quantities are calculated in Appendixes B and C. In Ap-
pendix D, we present the RG results obtained by omitting
the dynamically generated fermion-disorder coupling.
II. EFFECTIVE MODEL
We suppose that the Dirac cone is tilted along x-axis.
The free Hamiltonian for 2D tilted Dirac fermions is
H =
∫
x
ψ†(x) [−vx (tσ0 + σx) i∂x − vyσyi∂y]ψ(x), (1)
where
∫
x
≡ ∫ d2x and ψ is a two-component spinor.
There are N copies of ψ, where N can be identified as the
fermion flavor. For graphene, the two components of ψ
correspond to the two sublattices A and B. The physical
fermion flavor2,37,38 is N = 4, which originates from the
two valleys (K, K ′) and the two spins (↑, ↓). σx and σy
are two Pauli matrices, and σ0 is identity matrix. The
energy dispersion of fermions is defined as
E± = tvxkx ±
√
v2xk
2
x + v
2
yk
2
y, (2)
where vx and vx are two velocities. The tilt parameter
is t with t = 0 corresponding to untilted Dirac cone. For
|t| < 1, the system is identified as type-I DSM, in which
the Fermi surface is made out of discrete band-touching
points. For |t| > 1, the system corresponds to type-II
DSM, whose Fermi surface is a finite open line30,39–41.
The fermion DOS vanishes at the Fermi level in type-I
DSM, but takes a finite value in type-II DSM. Physically,
t < 0 or t > 0 are equivalent, thus we only consider the
case of 0 < t < 1 hereafter.
The Hamiltonian for Coulomb interaction is
HC =
1
4π
∫
d2xd2x′ρ(x)
e2
ǫ |x− x′|ρ(x
′), (3)
where ρ(x) = ψ†(x)ψ(x) is fermion density, e electric
charge and ǫ dielectric constant. The role of Coulomb
interaction depends on the fermion dispersion and
dimension29,30,42–70. RG studies found that Coulomb in-
teraction is marginally irrelevant in 2D DSM and induces
logarithmic-like corrections to the energy, momenta, or
temperature dependence of observable quantities2,42–45.
For instance, the fermion velocity is predicted to ac-
quire a logarithmic-like momenta-dependence2,42–45, con-
sistent with experiments71–75.
The free fermion propagator is
G0 (iω,k) =
1
iωσ0 − (tσ0 + σx) vxkx − vykyσy . (4)
The bare Coulomb interaction in momentum space is
D0(q) =
2πe2
ǫ|q| . (5)
One can carry out perturbative expansion in powers
of small Coulomb strength parameter and compute the
fermion self-energy by using the bare function D0(q).
However, this expansion scheme is valid only for weak
coupling. Here, we choose to adopt the 1/N expan-
sion scheme43,45, which works well in both the weak and
strong coupling regimes45. In order to implement 1/N
expansion, we employ the dressed Coulomb interaction
D(q) =
1
D−10 (q) + Π(q)
, (6)
where Π(q) is the static polarization function. At the
one-loop order, it is straightforward to find that
Π(q) = −N
∫
dω
2π
d2k
(2π)2
Tr [G0(iω,k)G0(iω,k+ q)]
=
N
16vxvy
v2xq
2
x + v
2
yq
2
y√
v2xq
2
x + v
2
yq
2
y − t2v2xq2x
. (7)
3The dressed interaction propagator Eq. (6) contains a
factor of N in the denominator, thus the Feynman dia-
grams with higher powers of Eq. (6) will be suppressed
by large N . The 1/N expansion scheme is applicable to
both weak and strong Coulomb interactions45.
The disorder effects can be incorporated by introduc-
ing the following fermion-disorder coupling term
Sdis =
3∑
j=0
∫
dτd2xVjψ
†Γjψ. (8)
The random potential Vj is assumed to be a Gaussian
white noise, satisfying the relations 〈Vj(x)〉 = 0 and
〈Vj(x)Vj(x′)〉 = ∆jδ2(x − x′). Averaging over the ran-
dom field by applying the replica trick, we re-cast the
above action into
Sdis =
3∑
j=0
∆j
2
∫
dτdτ ′d2x
(
ψ†aΓjψa
)
τ
(
ψ†bΓjψb
)
τ ′
, (9)
where a, b = 1, 2, ..., n are replica indices. At the end of
calculation, the limit n → 0 will be taken. The random
fields is classified by the definition of the matrix Γj . RSP
is defined by Γ0 = σ0. Matrices Γ1,2 = σx,y correspond
to the two components of RVP. For Γj = σ3, disorder
behaves as RM. ∆j with j = 0, 1, 2, 3 are the fermion-
disorder coupling coefficients.
In some 2D DSMmaterials, such as graphene, RSP can
be generated by local defects, neutral impurity atoms, or
neutral absorbed atoms76,77. RM is usually produced by
the random configurations of the substrates78,79. RVP is
induced by ripples under proper conditions80,81. These
disorders fall into four types: RSP, x-RVP, y-RVP, and
RM. We suppose that initially the system contains only
one type of disorder, and then study each of the four
types separately.
The Coulomb interaction and disorder scattering are
important in almost all SM materials. Their interplay
may result in a variety of striking consequences, such
as non-Fermi-liquid (NFL) behavior and some quan-
tum phase transitions81–94. If disorder dominates over
Coulomb interaction, the SM state might be turned into
a CDM state. Under certain circumstances, the Coulomb
interaction can suppress disorder at low energies and the
system is still in stable SM phase2,81,84,85,87,93. To unveil
the true ground state, one needs to carefully study the
Coulomb interaction and fermion-disorder coupling in a
self-consistent way. The RG method provides an ideal
tool for this study.
We will apply the RG method to demonstrate that,
intriguing new features emerge when the Dirac cone is
tilted. As long as t 6= 0, the fermion self-energy induced
by disorder scattering contains a term ∼ tiωσx that is
originally absent in the free fermion propagator. This
term cannot be simply ignored. To properly account for
such a dynamically generated kinetic term, we add by
hand a term λiωσx in the free fermion action, and then
examine how λ flows under RG transformations. This
method has been used by Sikkenk and Fritz95 to study
the disorder effects in 3D tilted Weyl SM (WSM).
According to the above analysis, we need to start from
the following free propagator
G−10 (iω,k) = iωσ0 − (tσ0 + σx)vxkx − λiωσx
−vykyσy . (10)
The corresponding dispersion is determined by
||E − tvxkx − λEσx − vxkxσx − vykyσy|| = 0. (11)
Solving this equation, we obtain
E±(k) =
t+ λ
1− λ2 vxkx ±
√
(1 + tλ)2
(1− λ2)2 v
2
xk
2
x +
v2yk
2
y
1− λ2 .(12)
Define three new effective parameters
veffx =
1 + tλ
1− λ2 vx, (13)
veffy =
1√
1− λ2 vy, (14)
teff =
t+ λ
1 + tλ
. (15)
Then E± can be further written as
E±(k) = teffveffx kx ±
√
(veffx )
2
k2x +
(
veffy
)2
k2y. (16)
It is more convenient to characterize the Dirac cone tilt-
ing by the new parameter teff . In the RG analysis, the
initial value of λ is taken as λ0 = 0.
A unique consequence of Dirac cone tilting is that the
interaction between fermions and RSP (or x-RVP) can
generate a new coupling term
(ψ†σ0ψ)(ψ†σxψ) (17)
in the process of RG calculations. This term connects two
different bilinear fermion operators ψ†σ0ψ and ψ†σxψ.
Such a mixed term is also absent in the original action
Eq. (9). We believe that this new coupling should not
be naively discarded. An important reason is that, this
coupling is generated only when the tilt parameter t is
nonzero and thus may be an intrinsic feature of tilted
DSM. Moreover, the new coupling has feedback effects on
the dynamics of Dirac fermions: it results in vertex cor-
rections to the original fermion-disorder coupling terms
given in Eq. (9). To handle the generated disorder, we
add to the original action the following coupling term
Sdis− =
∆−
2
∫
dτdτ ′d2x
(
ψ†aΓ−ψa
)
τ
(
ψ†bΓ−ψb
)
τ ′
, (18)
where the matrix Γ− = 12 (σ0 − σx). It is easy to verify
that the dynamically generated term (ψ†σ0ψ)
(
ψ†σxψ
)
can be decomposed into three fermion-disorder coupling
terms, namely
(
ψ†Γ−ψ
) (
ψ†Γ−ψ
)
,
(
ψ†σ0ψ
) (
ψ†σ0ψ
)
,
and
(
ψ†σxψ
) (
ψ†σxψ
)
. We will perform RG calculations
based on the total action that contains Eq. (18).
4III. THE RG EQUATIONS
In actual materials, the Coulomb interaction and the
quenched disorders may exist in various kinds of combi-
nation. We consider the most generic case in which the
Coulomb interaction and all the possible disorders coex-
ist in the same tilted DSM system. To deal with such
a complicated model, we will perform a systematic RG
analysis and derive the flow equations for all the involved
model parameters, including the fermion velocities, the
velocity ratio, the Coulomb interaction strength, the tilt
parameter, and the disorder strength parameter. To en-
sure the validity of RG analysis, we suppose that the
fermion-disorder coupling is weak.
The calculational details of the RG analysis are pre-
sented in Appendix A. Here, we only list the complete
set of coupled RG equations. Various limiting cases can
be easily obtained from these equations. In particular,
the coupled RG equations are given by
∂vx
∂ℓ
=
[
MdisA +H1(α)
]
vx, (19)
∂vy
∂ℓ
=
[
MdisA +H2(α)
]
vy, (20)
∂(vy/vx)
∂ℓ
= [H2(α) −H1(α)] vy
vx
, (21)
d(tvx)
dℓ
=
[
MdisA t+H3(α)
]
vx, (22)
dt
dℓ
= H3(α) −H1(α)t, (23)
dλ
dℓ
= MdisA λ+M
dis
B , (24)
dα
dℓ
= −
[
MdisA +
1
2
(H1(α) +H2(α))
]
α, (25)
d∆0
dℓ
=
(
1− t2)−3/2 [ (2− t)∆20 + 2 (1− t)∆0∆1 + (2 + t)∆0 (∆2 +∆3)− t∆21 − t∆1∆2
+
(
4− t− 4t2)∆1∆3 + 4 (1 + t)∆2∆3 +
(
3
4
+
t
2
− t
2
4
)
∆0∆− +
(
1
4
− t
2
− 3t
2
4
)
∆1∆−
+
(1 + t)
2
4
(∆2 +∆3)∆−
]
+H4(α), (26)
d∆1
dℓ
=
(
1− t2)−3/2 [− t∆20 − 2t (1− t)∆0∆1 + t∆0∆2 + (4 + t− 4t2)∆0∆3 − t (1− 2t)∆21
−t (1 + 2t)∆1 (∆2 +∆3) + 4t (1 + t)∆2∆3 −
(
3
4
+
t
2
− t
2
4
)
∆0∆− −
(
1
4
− t
2
− 3t
2
4
)
∆1∆−
− (1 + t)
2
4
(∆2 +∆3)∆−
]
+H5(α), (27)
d∆2
dℓ
=
(
1− t2)−3/2 [4 (∆0 + t2∆1)∆3 + (1 + t)2∆3∆−]+H6(α), (28)
d∆3
dℓ
=
(
1− t2)−3/2 [4 (1− t2)∆0∆1 + 4∆0∆2 + 4t2∆1∆2 − 2 (1− t2) (∆0 −∆1 −∆2 +∆3)∆3
+
(
1− t2) (∆0 +∆1)∆− + (1 + t)2∆2∆−
]
+H7(α), (29)
d∆−
dℓ
=
(
1− t2)−3/2 [4t (∆20 + 2∆0∆1 −∆0∆2 −∆0∆3 +∆21 +∆1∆2 +∆1∆3 − 2∆2∆3)
+
(
3 + 4t+ t2
)
∆0∆− +
(
1 + 4t+ 3t2
)
∆1∆− +
(
1− t2) (∆2 + 5∆3)∆− + (1 + t)2∆2−
]
+H8(α). (30)
5Here, we define the following parameters and functions:
MdisA = −
1 + tλ
(1− t2)3/2
[ 3∑
j=0
∆j + (1 + t)
∆−
2
]
, (31)
MdisB =
1 + tλ
(1− t2)3/2
[
t (∆0 +∆1 −∆2 −∆3)
+ (1 + t)
∆−
2
]
, (32)
H1(α) = (1 + tλ) fA(α), (33)
H2(α) = (1 + tλ)2 fB(α), (34)
H3(α) = λ (1 + tλ) fA(α), (35)
H4(α) = −
(
1 + tλ− λ− 2λ2) fA(α)∆0
− (1 + tλ)2 fB(α)∆0 + λfA(α)∆1
−1
4
(
1− λ2) fA(α)∆−, (36)
H5(α) = λfA(α)∆0 + (1 + λ− tλ) fA(α)∆1
− (1 + tλ)2 fB(α)∆1
+
1
4
(
1− λ2) fA(α)∆−, (37)
H6(α) = (1 + tλ) [−fA(α) + (1 + tλ) fB(α)] ∆2, (38)
H7(α) =
[(
1− 2λ2 − tλ) fA(α)
+ (1 + tλ)2 fB(α)
]
∆3, (39)
H8(α) = −4λfA(α) (∆0 +∆1) +
(−2λ+ λ2 − tλ)
×fA(α)∆− − (1 + tλ)2 fB(α)∆−. (40)
The parameter that measures the effective Coulomb in-
teraction strength can be defined as
α =
e2
ǫ
√
vxvy
. (41)
The functions fA, fB, and fC are given by
fA(α) =
α
π
∫ π/2
0
dθ sin2 θG(θ, α), (42)
fB(α) =
α
π
∫ π/2
0
dθ cos2 θG(θ, α), (43)
fC(α) =
α
π
∫ π/2
0
dθG(θ, α), (44)
where
G−1(θ, α) =
[
(1 + tλ)
2
cos2 θ +
(
1− λ2) sin2 θ]3/2
×
[√
vy
vx
cos2 θ +
vx
vy
sin2 θ
+
πNα
4
1√
1− t2 cos2 θ
]
. (45)
In the RG analysis, we have made the replacement
∆j
2πvxvy
→ ∆j . (46)
The RG equations are derived by integrating the fast
modes defined within the momentum shell bΛ < Ek < Λ,
where Ek = tvxkx +
√
v2xk
2
x + v
2
yk
2
y and b = e
−ℓ with ℓ
being a running parameter. The lowest energy limit is
approached as ℓ→∞.
IV. PHYSICAL INTERPRETATION OF
NUMERICAL SOLUTIONS
The RG equations are analyzed in this section. Firstly,
we consider the Coulomb interaction in clean limit. Sec-
ondly, we study the disorder effects. Finally we analyze
the interplay of Coulomb interaction and disorder.
A. Pure Coulomb interaction
The influence of Coulomb interaction in the clean limit
has already been studied by Isobe and Nagaosa29, and
Lee and Lee30. Here, we will recover their results. After
removing all the disorders, the coupled RG equations are
simplified to
dvx
dℓ
= fA(α)vx, (47)
dvy
dℓ
= fB(α)vy , (48)
d(vy/vx)
dℓ
= [fB(α) − fA(α)] vy
vx
, (49)
d(tvx)
dℓ
= 0, (50)
dt
dℓ
= −fA(α)t, (51)
dα
dℓ
= −1
2
fC(α)α. (52)
Notice that λ = λ0 = 0 has been taken. As shown in
Fig. 1, both vx and vy increase slowly with growing ℓ, and
α flows to zero slowly in the lowest energy limit, implying
that Coulomb interaction is marginally irrelevant.
Parameter t vanishes as ℓ → ∞, thus the Coulomb
interaction suppresses the tilt, consistent with previous
works29,30. Detassis et al.70 argued that this conclusion
is also applicable to 3D tilted WSM. As the effective tilt
goes to zero, the fermion velocities display asymptotically
the same behavior as the untilted case: the velocities
increase logarithmically as the energy scale is lowering.
The results are shown in Figs. 1 (a) and (b). For free 2D
Dirac fermions, the DOS, specific heat, and compress-
ibility behave as ρ(ω) ∼ ω/(vxvy), Cv(T ) ∼ T 2/(vxvy),
and κ(T ) ∼ T/(vxvy), respectively. Once the singular
renormalization of fermion velocities are incorporated,
the DOS, specific heat, and compressibility of interact-
ing Dirac fermions2,37,38 become ρ(ω) ∼ ω/ ln2(ω0/ω),
Cv(T ) ∼ T 2/ ln2 (T0/T ), and κ(T ) ∼ T/ ln2(T0/T ), re-
spectively. These results are already known previously.
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FIG. 1: Flows of vy , vy , α, and t due to Coulomb interaction.
Here, we assume vy0/vx0 = 1 and α0 = 0.5. The flavor N = 4.
B. Disorder effects
We next investigate the physical effect of disorders
on the behavior of non-interacting tilted Dirac fermions.
Under RG transformations, the disorder may be irrel-
evant, marginally irrelevant, marginal, and relevant as
the running scale ℓ increases. For an irrelevant disor-
der, the effective strength flows to zero rapidly, and the
low-energy properties of the system is not qualitatively
changed by disorder scattering. For a marginally irrele-
vant disorder, the effective strength vanishes slowly, and
the observable quantities acquire weak logarithmic-like
corrections to their energy or temperature dependence.
For a marginal disorder, the effective strength flows to a
fixed point, and the observable quantities receives power-
law corrections. For a relevant disorder, the effective
strength increases indefinitely with growing ℓ, and thus
the system becomes unstable and should enter into a
distinct phase. As demonstrated in extensive RG stud-
ies, relevant disorder can convert the SM into a CDM
phase33–36,47,91–100, in which the fermions acquire a finite
disorder scattering rate γ0. In addition, the zero-energy
fermion DOS ρ(0) takes a finite value that is determined
by γ0. In contrast, ρ(0) = 0 in the SM phase. Thus, the
SM and CDM phases can be well distinguished by the
value of γ0 and ρ(0). In this subsection, we present the
detailed RG results for RSP, x-RVP, y-RVP, and RM,
and analyze the unusual disorder-induced properties.
1. RSP
We first consider RSP. Its strength parameter ∆0 flows
to infinity at a finite scale ℓc, as showed by Fig. 2(a). A
unique feature of RSP is that it always generates the
fermion-disorder coupling term defined by Eq. (18) if the
tilt parameter t0 is nonzero. According to Fig. 2(b), the
strength parameter ∆− also diverges rapidly as ℓ → ℓc.
From Fig. 2(c), we observe that the ratio ∆−/∆0 → ∞
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FIG. 2: RG flows of ∆0, ∆−, ∆−/∆0, and t
eff due to RSP.
Blue, red, green, black, and magenta lines correspond to ini-
tial values ∆0,0 = 0.04, 0.08, 0.12, 0.16, 0.2, respectively. Here,
t0 = 0.2 and vy0/vx0 = 1.
as ℓ increases. This indicates that the dynamically gener-
ated disorder is much more important than RSP at low
energies. The divergence of disorder strength parame-
ters indicates that the tilted DSM becomes unstable and
would be turned into a CDM in which both γ0 and ρ(0)
are nonzero. The tilt parameter t is fixed at its initial
value, namely t = t0. Interestingly, we find that λ → 1
as ℓ grows as shown in Fig. 2(e). Consequently, the ef-
fective tilt parameter now becomes
teff =
t+ λ
1 + tλ
→ t0 + 1
1 + t0
= 1, (53)
which is displayed in Fig. 2(f).
The eigenvalues of a Hamiltonian contain important
information. For an interacting fermion system, the real
part of the energy eigenvalues represents the energy dis-
persion of fermions, whereas the imaginary part charac-
terizes the fermion damping effect. For a non-interacting
2D DSM, the real part of the energy vanishes at discrete
points in the Brillouin zone, corresponding to the Dirac
points, and the imaginary part is zero. Under certain
circumstances, the real part of the energy may vanish
along a finite curve in the Brillouin zone31,101 after in-
corporating the corrections due to disorder scattering,
electron-electron scatting, or electron-phonon scattering.
This curve is usually called a bulk Fermi arc, which has
recently attracted considerable research interest31,32,101.
We now examine whether RSP leads to a bulk Fermi
arc in the system under consideration. Once finite dis-
order scattering rate γ0 is generated in the CDM phase,
the retarded fermion propagator can be written as
7GR(ω,k) =
1
ω + iγ0 − tvxkx − (λω + itγ0)σx − vxkxσx − vykyσy . (54)
The eigenvalues of disordered Hamiltonian are determined by
||(E + iγ0)− tvxkx − (λE + itγ0)σx − vxkxσx − vykyσy|| = 0, (55)
which is equivalent to ∣∣∣∣ E + iγ0 − tvxkx − (λE + itγ0)− vxkx − ivyky− (λE + itγ0)− vxkx + ivyky E + iγ0 − tvxkx
∣∣∣∣ = 0. (56)
The solution of this equation is
E±(k) =
(t+ λ) vxkx − (1− tλ) iγ0
1− λ2 ±
√
1
(1− λ2)2 [(1 + tλ) vxkx + (t− λ) iγ0]
2
+
1
1− λ2 v
2
yk
2
y. (57)
If λ flows to a fixed point λ = t, the scattering rate
γ0 does not induce bulk Fermi arc, but only represents
fermion damping. However, our RG analysis shows that
generically λ 6= t. Thus, for kx = 0,
E±(k) =
(tλ− 1) iγ0
1− λ2 ±
√
v2yk
2
y
1− λ2 − γ
2
0
(
t− λ
1− λ2
)2
.(58)
If |ky| < |t−λ|vy√1−λ2 γ0, the energy E is pure imagi-
nary. There emerges a bulk Fermi arc in the Brillouin
zone31,101, which replaces Dirac points. In this state, the
fermion DOS, specific heat, and compressibility behave
as ρ(0) > 0, Cv(T ) ∼ T , and κ(0) > 0. If the Dirac cone
is not tilted, i.e., t = 0, we always have λ = λ0 = 0. Al-
though RSP still leads to CDM transition in the untilted
case, there is no bulk Fermi arc.
2. x-RVP
In case x-RVP exists by itself, we plot the flows of ∆1,
∆−, ∆−/∆1, vx, λ, and t in Figs. 3(a)-(f). The results
are qualitatively the same as those shown in Fig. 2. The
x-RVP also generates the new fermion-disorder coupling
term Eq. (17), which then leads to a finite scattering rate
γ0 as well as a bulk Fermi arc.
We emphasize that the emergence of bulk Fermi arc in-
duced by RSP or x-RVP is closely related to the presence
of the term Eq. (17). If this term is naively discarded in
the calculation, we would find that λ always flows to the
fixed point λ = t. In this case, no bulk Fermi arc emerges
even though a finite γ0 is generated. The detailed anal-
ysis is presented in Appendix D. Here, we briefly discuss
the RG flow of λ. We already see from Figs. 2 and 3 that
λ → 1 and teff → 1 at certain scale ℓc due to RSP or
x-RVP. The flow equation for λ is
dλ
dt
=
1 + tλ
(1− t2)3/2
[(t− λ) (∆0 +∆1)
+(1− t) (1− λ) ∆−
2
]
. (59)
Dropping disorder ∆−, this flow equation becomes
dλ
dt
=
1 + tλ
(1− t2)3/2
(t− λ) (∆0 +∆1) . (60)
It is easy to see that λ = t is a fixed point. thus λ→ t if
we ignore ∆−. If we choose to drop ∆0 and ∆1, the flow
equation would become
dλ
dt
=
1 + tλ
(1− t2)3/2
(1− t) (1− λ) ∆−
2
. (61)
In this limit, λ = 1 is a fixed point, and λ → 1 as ℓ
increases. Since ∆−/∆0 → ∞ and ∆−/∆1 → ∞, the
dynamically generated disorder dominates over RSP and
x-RVP in the low-energy region. Comparing to ∆−, ∆0
and ∆1 could be asymptotically neglected. Therefore,
one can approximately replace Eq. (59) with Eq. (61).
This is the reason why λ→ 1. Sikkenk and Fritz95 stud-
ied the disorder effects in tilted 3D WSM, and found that
the parameter λ→ 1 as the disorder strength parameter
flows to infinity. This is well consistent with our results
obtained in tilted 2D DSM with RSP or x-RVP.
3. y-RVP
The x- and y-components of RVP are equivalent in
untilted systems. But they become distinct if the Dirac
cone is tilted along x-axis. When y-RVP is added to
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FIG. 3: RG flows of ∆1, ∆−, ∆−/∆1, and t
eff due to x-
RVP. Blue, red, green, black, and magenta lines correspond to
the initial values ∆1,0 = 0.04, 0.08, 0.12, 0.16, 0.2, respectively.
Here, t0 = 0.2 and vy0/vx0 = 1.
tilted 2D DSM, it does not generate new disorder, and
the corresponding RG equations are
dvx
dℓ
= − 1 + tλ
(1− t2)3/2
∆2vx, (62)
dvy
dℓ
= − 1 + tλ
(1− t2)3/2
∆2vy, (63)
d(vy/vx)
dℓ
= 0, (64)
d(tvx)
dℓ
= − 1 + tλ
(1− t2)3/2
∆2tvx, (65)
dt
dℓ
= 0, (66)
dλ
dℓ
= − (1 + tλ) (λ+ t)
(1− t2)3/2
∆2, (67)
d∆2
dℓ
= 0. (68)
The tilt t, velocity ratio vy/vx, and disorder strength
∆2 are all independent of ℓ, and thus can be fixed at
constants, namely t = t0, vy/vx = vy0/vx0, and ∆2 =
∆2,0. Then the RG equation for λ becomes
dλ
dℓ
= − (1 + t0λ) (λ+ t0)
(1− t20)3/2
∆2,0. (69)
For initial value λ0 = 0, λ flows quickly to a stable fixed
point λ∗ = −t0. In the lowest energy limit, the effective
tilt parameter satisfies
teff
∗
=
t0 + λ
∗
1 + t0λ∗
= 0. (70)
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FIG. 4: Flows of ∆2, λ, t
eff , and vx due to y-RVP. Blue,
red, green, black, and magenta lines correspond to the ini-
tial values ∆2,0 = 0.04, 0.08, 0.12, 0.16, 0.2, respectively. Here,
t0 = 0.2 and vy0/vx0 = 1.
Thus y-RVP tends to suppress the tilt. The RG flows of
∆2, λ, t
eff , and vx with varying ℓ are shown in Fig. 4.
In the low-energy region, the RG equations for vx and
vy are approximately given by
dvx
dℓ
∼ − 1 + t0λ
∗
(1− t20)3/2
∆2,0vx ∼ −η0vx, (71)
dvy
dℓ
∼ − 1 + t0λ
∗
(1− t20)3/2
∆2,0vy ∼ −η0vy, (72)
where
η0 =
∆2,0
(1− t20)1/2
. (73)
The solutions of vx and vy are
vx ∼ vx0e−η0ℓ, vy ∼ vy0e−η0ℓ. (74)
It is clear that vx and vy approach to zero as ℓ → ∞.
Employing the transformation k = k0e
−ℓ, where k0 is
taken as a fixed large value of k, we further express vx
and vy as
vx ∼ vx0
(
k
k0
)η0
, vy ∼ vy0
(
k
k0
)η0
. (75)
The parameters veffx and v
eff
y are given by
veffx ∼
1 + t0λ
∗
1− λ∗2 vx ∼ vx0
(
k
k0
)η0
, (76)
veffy ∼
1√
1− λ∗2
vy ∼ 1√
1− t20
vy0
(
k
k0
)η0
. (77)
We notice that the dynamical exponent z becomes z =
1 + η0. Accordingly, the DOS depends on ω as follows
ρ(ω) ∼ ω dz−1 ∼ ω 21+η0−1 ∼ ω
1−η0
1+η0 . (78)
9FIG. 5: Flows of ∆3, λ, t
eff , and vx due to RM. Blue,
red, green, black, and magenta lines correspond to the ini-
tial values ∆3,0 = 0.04, 0.08, 0.12, 0.16, 0.2, respectively. Here,
t0 = 0.2 and vy0/vx0 = 1.
The specific heat and compressibility depend on T as
Cv(T ) ∼ T dz ∼ T
2
1+η0 , (79)
κ(T ) ∼ T dz−1 ∼ T
1−η0
1+η0 . (80)
These three quantities acquire power-law corrections.
Comparing to the clean case, they are all enhanced by
y-RVP. For a given ∆2,0, η0 becomes larger with grow-
ing of t0, as shown in Eq. (73), and the enhancement of
DOS, specific heat, and compressibility is more signifi-
cant. This indicates the influence of y-RVP is amplified
by the tilt of Dirac cone.
4. RM
Similar to y-RVP, RM also does not generate new dis-
orders. The corresponding RG equations are
dvx
dℓ
= − 1 + tλ
(1− t2)3/2
∆3vx, (81)
dvy
dℓ
= − 1 + tλ
(1− t2)3/2
∆3vy, (82)
d(vy/vx)
dℓ
= 0, (83)
d(tvx)
dℓ
= − 1 + tλ
(1− t2)3/2
∆3tvx, (84)
dt
dℓ
= 0, (85)
dλ
dℓ
= − (1 + tλ) (λ+ t)
(1− t2)3/2
∆3, (86)
d∆3
dℓ
= −2 1 + tλ
(1− t2)3/2
∆23. (87)
According to Eq. (83) and Eq. (85), we set t = t0 and
vy/vx = vy0/vx0. We solve the rest flow equations at
initial value λ = 0, and display the numerical results in
Fig. 5. In the lowest energy limit, we find that
λ → λ∗ = −t0, (88)
∆3 → 0, (89)
teff
∗
=
t0 + λ
∗
1 + t0λ∗
= 0. (90)
Therefore, RM forces the tilted Dirac cone to go back to
the untilted limit, in close analogy to the case of y-RVP.
The RG equation for ∆3 is re-written as
d∆3
dℓ
∼ −2 1
(1− t20)1/2
∆23. (91)
Its solution is
∆3 ∼ ∆3,0
1 + 2 (1− t20)−1/2∆3,0ℓ
, (92)
which approaches to zero slowly as ℓ→∞.
In the low-energy region, one can approximate the RG
equations for vx and vy by
dvx
dℓ
∼ − 1 + t0λ
∗
(1− t20)3/2
∆3vx ∼ − ∆3
(1− t20)1/2
vx, (93)
dvy
dℓ
∼ − 1 + t0λ
∗
(1− t20)3/2
∆3vy ∼ − ∆3
(1− t20)1/2
vy . (94)
Substituting Eq. (92) into Eqs. (93) and (94), we find
that vx and vy behave as
vx ∼ vx0√
1 + 2 (1− t20)−3/2∆3,0ℓ
, (95)
vy ∼ vy0√
1 + 2 (1− t20)−3/2∆3,0ℓ
. (96)
Both vx and vy flow to zero slowly with growing ℓ. Mak-
ing use of the transformation k = k0e
−ℓ, we obtain
vx
vx0
∼ vy
vy0
∼ 1√
1 + 2 (1− t20)−3/2∆3,0 ln
(
k0
k
) . (97)
The parameters veffx and v
eff
y are approximated as
veffx ∼
1 + t0λ
∗
1− λ∗2 vx ∼ vx, (98)
veffy ∼
1√
1− λ∗2
vy ∼ 1√
1− t20
vy. (99)
We see that veffx and v
eff
y exhibit the same momentum
dependence as vx and vy, respectively. In the clean limit,
the DOS, specific heat, and compressibility depend on ω
or T as: ρ(ω) ∼ ω/(veffx veffy ), Cv(T ) ∼ T 2/(veffx veffy ), and
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FIG. 6: Flows of ∆0, ∆1, ∆2, ∆3, ∆−, ∆−/∆0, α, α/∆0, t, λ, t
eff , and vx due to the interplay of RSP and Coulomb interaction.
Blue, red, green, black, and magenta lines correspond to initial values ∆0,0 = 0.005, 0.01, 0.015, 0.02, 0.025, respectively. Here,
t0 = 0.2 and vy0/vx0 = 1. The flavor is N = 4.
κ(T ) ∼ T/(veffx veffy ). After considering the RM-induced
corrections, these three quantities become
ρ(ω) ∼ ω ln
(ω0
ω
)
, (100)
Cv(T ) ∼ T 2 ln
(
T0
T
)
, (101)
κ(T ) ∼ T ln
(
T0
T
)
, (102)
which display logarithmic corrections. Therefore, al-
though RM and y-RVP both suppress tilt, they result
in distinct low-energy properties of Dirac fermions.
C. Interplay between interaction and disorder
The results of Sec. IVB are obtained in the non-
interacting limit. We now turn to study the interplay
between the Coulomb interaction and each single type of
disorder, with the purpose of determining the physical
consequence of Dirac cone tilt in realistic 2D DSMs.
1. Coulomb interaction and RSP
When the Coulomb interaction and RSP are both
present, they automatically generate all the other types
of disorder, including x-RVP, y-RVP, RM, and the new
disorder described by Eq. (18). As shown in Fig. 6, all
the disorder strength parameters diverge at a finite scale
ℓc. The Coulomb interaction strength parameter α is also
divergent at this scale, but the ratio α/∆i vanishes. An
apparent fact is that disorder always dominates over the
Coulomb interaction at low energies, and determines the
low-energy behaviors of the system. Consequently, there
is always a finite disorder scattering rate and a bulk Fermi
arc in the Brillouin zone.
The combination of Coulomb interaction and RSP
has already been studied in the context of untilted 2D
DSM84,87. While RSP is more important than weak
Coulomb interaction and triggers the SM-to-CDM phase
transition, a sufficiently strong Coulomb interaction can
substantially suppress RSP and restore the original SM
state. However, the SM state cannot be restored by the
strong Coulomb interaction in tilted 2D DSM. It is there-
fore clear that the tilt does give rise to different properties
than the untilted case.
2. Coulomb interaction and x-RVP
Similar to RSP, the coexistence of Coulomb interaction
and x-RVP also generates all the other types of disorder.
The interaction strength α and the disorder parameters
∆i also flow to the strong coupling regime, and their ratio
α/∆i still goes to zero. Thus, the system is inevitably
turned into a CDM phase that features a finite scattering
rate γ0. Additionally, there also emerges a bulk Fermi
arc. The model parameters depend on ℓ in qualitatively
the same way as Fig. 6, and thus are not shown.
11
0 50 100 150 200
ℓ
0
0.05
0.1
∆
2
(a)
0 50 100 150 200
ℓ
10-2
10-1
100
101
α
(b)
0 50 100 150 200
ℓ
-0.05
0
0.05
0.1
0.15
te
ff
(c)
0 50 100 150 200
ℓ
10-1
100
101
102
v x
/
v x
0
(d)
FIG. 7: Flows of ∆2, λ, t
eff , and vx due to the inter-
play between y-RVP and Coulomb interaction. Blue, red,
green, black, and magenta lines correspond to initial values
∆2,0 = 0.02, 0.04, 0.06, 0.08, 0.1, respectively. Here, t0 = 0.2,
vy0/vx0 = 1, and N = 4.
3. Coulomb interaction and y-RVP
Coulomb interaction and y-RVP combine to yield
dvx
dℓ
=
[
H1(α)− 1 + tλ
(1− t2)3/2
∆2
]
vx, (103)
dvy
dℓ
=
[
H2(α)− 1 + tλ
(1− t2)3/2
∆2
]
vy, (104)
d(vy/vx)
dℓ
= [H2(α) −H1(α)] vy
vx
, (105)
d(tvx)
dℓ
=
[
− 1 + tλ
(1− t2)3/2
∆2t+H3(α)
]
vx, (106)
dt
dℓ
= H3(α) −H1(α)t, (107)
dλ
dℓ
= − (1 + tλ) (λ+ t)
(1− t2)3/2
∆2, (108)
d∆2
dℓ
= H6(α), (109)
dα
dℓ
=
[
1 + tλ
(1− t2)3/2
∆2 − 1
2
(H1(α) +H2(α))
]
α.
(110)
The ℓ-dependence of ∆2, α, t
eff , and vx can be found
in Figs. 7(a)-(d). As ℓ grows, ∆2 and α approach to
finite values ∆∗2 and α
∗, respectively. Thus the system is
always in the stable quantum critical state characterized
by ∆∗2 and α
∗. Coulomb interaction and y-RVP are both
marginal. Fig. 7(c) shows that teff → 0, thus the tilt is
suppressed. We see from Fig. 7(d) that, vx flows to a
finite values v∗x. vy also approaches to a finite value v
∗
y ,
which is not shown here.
The ℓ-dependence of fermion velocities indicates that
the dynamical exponent recovers the value z = 1. But
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FIG. 8: Flows of ∆3, λ, t
eff , and vx due to the inter-
play between RM and Coulomb interaction. Blue, red,
green, black, magenta lines correspond to the initial values
∆3,0 = 0.04, 0.08, 0.12, 0.16, 0.2, respectively. Here, t0 = 0.2,
vy0/vx0 = 1, and N = 4.
the fermion field acquires a finite anomalous dimension
ηψ =
∆∗2
2πv∗xv∗y
. (111)
Based on these results, we get the fermion DOS
ρ(ω) ∼ ω1+ηψ . (112)
The specific heat and compressibility exhibit the same
behaviors as the non-interacting case, namely Cv(T ) ∼
T 2 and κ(T ) ∼ T . As shown in Appendix C, although
the anomalous dimension ηψ is nonzero, it only modifies
the coefficients, leaving the T -dependence unchanged.
4. Coulomb interaction and RM
Coulomb interaction and RM give rise to
dvx
dℓ
=
[
H1(α) − 1 + tλ
(1− t2)3/2
∆3
]
vx, (113)
dvy
dℓ
=
[
H2(α) − 1 + tλ
(1− t2)3/2
∆3
]
vy, (114)
d(vy/vx)
dℓ
= [H2(α) −H1(α)] vy
vx
, (115)
d(tvx)
dℓ
=
[
− 1 + tλ
(1− t2)3/2
∆3t+H3(α)
]
vx, (116)
dt
dℓ
= H3(α)−H1(α)t, (117)
d∆3
dℓ
=
[
−2 1 + tλ
(1− t2)3/2
∆3 +H7(α)
]
∆3, (118)
dα
dℓ
=
[
1 + tλ
(1− t2)3/2
∆3 − 1
2
(H1(α) +H2(α))
]
α.
(119)
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TABLE I: Summary of the flow behaviors of t, λ, teff , α, and disorder strength parameters in the low-energy region. The
critical scale ℓc is always finite, but its precise value is case dependent.
Initial Condition ℓ t λ teff = t+λ
1+tλ
Disorder strength α
∆0,0 > 0 when ℓ→ ℓc t = t0 λ→ 1 t
eff → 1
∆0 →∞
∆− →∞
∆−/∆0 →∞
-
∆1,0 > 0 when ℓ→ ℓc t = t0 λ→ 1 t
eff → 1
∆1 →∞
∆− →∞
∆−/∆1 →∞
-
∆2,0 > 0 when ℓ→∞ t = t0 λ→ −t0 t
eff → 0 ∆2 = ∆2,0 -
∆3,0 > 0 when ℓ→∞ t = t0 λ→ −t0 t
eff → 0 ∆3 → 0 -
α0 > 0 when ℓ→∞ t→ 0 λ = 0 t
eff → 0 - α→ 0
α0 > 0, ∆0,0 > 0 when ℓ→ ℓc t→ t
∗ λ→ 1 teff → 1
∆0 →∞
∆− →∞
∆−/∆0 →∞
α→∞
α/∆− → 0
α0 > 0, ∆1,0 > 0 when ℓ→ ℓc t→ t
∗ λ→ 1 teff → 1
∆1 →∞
∆− →∞
∆−/∆1 →∞
α→∞
α/∆− → 0
α0 > 0, ∆2,0 > 0 when ℓ→∞ t→ 0 λ→ 0 t
eff → 0 ∆2 → ∆
∗
2 α→ α
∗
α0 > 0, ∆3,0 > 0 when ℓ→∞ t→ 0 λ→ 0 t
eff → 0 ∆3 → ∆
∗
3 α→ α
∗
As illustrated by Figs. 8(a) and (b), ∆3 → ∆∗3 and α →
α∗, where ∆∗3 and α
∗ are two constants. The effective
tilt parameter teff → 0, and vx → v∗x in the lowest energy
limit, which can be easily seen from Figs. 8(c) and (d).
The system also flows to a stable quantum critical state
in which the dynamical exponent z = 1 and the fermion
anomalous dimension
ηψ =
∆∗3
2πv∗xv∗y
. (120)
These results are qualitatively very similar to those in-
duced by the interplay between Coulomb interaction and
y-RVP. Once again, the DOS ρ(ω) ∼ ω1+ηψ , the specific
heat Cv(T ) ∼ T 2, and the compressibility κ(T ) ∼ T .
V. SUMMARY AND DISCUSSION
In summary, we have studied the physical effects of
Dirac cone tilt on the low-energy behaviors of 2D DSM
by performing a RG analysis of the interplay between
Coulomb interaction and quenched disorder. For the tilt
along x-axis, there are generically four types of disorder:
RSP, x-RVP, y-RVP, and RM. We find that RSP and
x-RVP are distinct from y-RVP and RM. As long as the
tilt is finite, RSP cannot exist on its own and its cou-
pling to the Dirac fermions inevitably generates a new
type of disorder. The dynamically generated disorder
plays the dominant role in the low-energy region, and
drives an SM-to-CDM quantum phase transition. As the
result, the fermions acquire a finite disorder scattering
rate. Moreover, the originally isolated Dirac points are
replaced by a bulk Fermi arc. We also find that x-RVP
leads to nearly the same low-energy behaviors as RSP.
These results are not altered when the Coulomb inter-
action is incorporated. Different from RSP and x-RVP,
y-RVP or RM can exist alone without generating other
types of disorder. In addition, both y-RVP and RM tend
to suppress the Dirac cone tilt. When the Coulomb in-
teraction and y-RVP (or RM) exist concomitantly, they
cooperate to produce a stable quantum critical state, in
which the dynamical exponent z = 1 and the fermion
anomalous dimension is nonzero. All these results are
summarized in Table I. To characterize the low-energy
behaviors, we also calculate the fermion DOS, specific
heat, and compressibility in various conditions, and sum-
marize the results in Table II.
It is useful to highlight the unusual effects caused by
the tilt. For untilted 2D DSM, previous studies33–36 have
already confirmed that any of the four types of disorder
can individually exist. More concretely, RSP is relevant
and converts the DSM into a CDM, in which the fermions
have finite disorder scattering rate but no bulk Fermi arc
appears. The two components of RVP, namely x-RVP
and y-RVP, are equivalent: they are marginal and lead to
stable quantum critical state characterized by power-law
corrections to observable quantities. RM is marginally
irrelevant and merely causes weak logarithmic-like cor-
rections to observable quantities. When the Dirac cone
is tilted along x-axis, x-RVP becomes entirely different
from y-RVP. In fact, x-RVP gives rise to nearly the same
physical consequences as RSP: they always dynamically
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TABLE II: Summary of low-energy or low-temperature properties of some observable quantities, including DOS, specific heat,
and compressibility, obtained in different conditions.
Initial Condition DOS ρ(ω) Specific heat Cv(T ) Compressibility κ(T )
Clean and Free ρ(ω) ∼ ω Cv(T ) ∼ T
2 κ(T ) ∼ T
∆0,0 > 0 ρ(0) > 0 Cv(T ) ∼ ρ(0)T κ(0) > 0
∆1,0 > 0 ρ(0) > 0 Cv(T ) ∼ ρ(0)T κ(0) > 0
∆2,0 > 0 ρ(ω) ∼ ω
(1−η0)/(1+η0) Cv(T ) ∼ T
2/(1+η0) κ(T ) ∼ T (1−η0)/(1+η0)
∆3,0 > 0 ρ(ω) ∼ ω ln (ω0/ω) Cv(T ) ∼ T
2 ln(T0/T ) κ(T ) ∼ T ln(T0/T )
α0 > 0 ρ(ω) ∼ ω/ ln
2(ω0/ω) Cv(T ) ∼ T
2/ ln2(T0/T ) κ(T ) ∼ T/ ln
2(T0/T )
α0 > 0, ∆0,0 > 0 ρ(0) > 0 Cv(T ) ∼ ρ(0)T κ(0) > 0
α0 > 0, ∆1,0 > 0 ρ(0) > 0 Cv(T ) ∼ ρ(0)T κ(0) > 0
α0 > 0, ∆2,0 > 0 ρ(ω) ∼ ω
1+ηψ(∆
∗
2) Cv(T ) ∼ T
2 κ(T ) ∼ T
α0 > 0, ∆3,0 > 0 ρ(ω) ∼ ω
1+ηψ(∆
∗
3) Cv(T ) ∼ T
2 κ(T ) ∼ T
generate a new type of disorder, and induce a bulk Fermi
arc. In the case of zero tilt, these two features are both
absent. In contrast, y-RVP or RM leads to nearly the
same low-energy properties in 2D tilted DSM as those of
the untilted case.
The interplay of Coulomb interaction and disorder in
untilted 2D DSM has also been studied extensively81–87.
If Coulomb interaction and RVP are both considered,
2D DSM is driven to enter into a stable quantum critical
state, in which the fermion field acquires a finite anoma-
lous dimension but the dynamical exponent becomes
z = 181–87. Coexistence of Coulomb interaction and RM
leads to similar stable quantum critical state82–84,86,87.
The behaviors induced by y-RVP and RM are not quali-
tatively altered by the tilt. Actually, tilt mainly changes
the physical effects of RSP and x-RVP.
Sikkenk and Fritz95 studied the disorder effects on 3D
WSM tilted along a generic direction. They found that
RSP and RVP can exist individually in untilted system
but always generate each other at finite tilt. This is sim-
ilar to the result obtained in this work. For weak RSP
and RVP, their strength parameters both flow to zero in
the lowest energy limit. However, both RSP and RVP
flow to the strong coupling regime if the initial strength
is large enough, which generates a finite scattering rate.
In the latter case, there should also emerge a bulk Fermi
arc, although this conclusion was not noticed in Ref.95.
In Ref.70, Detassis et al. considered the effects caused
by the Coulomb interaction on tilted 3D DSM/WSM,
and showed that the tilt is completely suppressed by the
Coulomb interaction, consistent with the result obtain
in the context of tilted 2D DSM29,30. Pozo et al.102 an-
alyzed the influence of the electromagnetic field on 3D
DSM/WSM with finite tilt, and found that the tilt pa-
rameter approaches to a finite value in the lowest energy
limit when the polarization of photon is properly taken
into account.
Recently, Papaj and Fu31 investigated disorder effects
in a model in which the Dirac fermions come from two
distinct orbitals. In this model, disorder acts on two
orbitals differently. They showed31 that a finite tilt is
generated naturally due to the orbit-dependent disorder
scattering even when the Dirac cone is initially not tilted.
Because two orbitals acquire different disorder scattering
rates, the original Dirac points are replaced by a bulk
Fermi arc31. Later, Zhao et al.32 extended the analysis of
Papaj and Fu31 to the more generic case in which several
types of disorder coexist, and obtained a condition for
the Fermi arc to emerge. The model considered in our
work differs from the one studied in Refs.31,32 in that the
two components of the spinor field have different physical
origin. According to our results, both RSP and x-RVP
can dynamically generate a new type of disorder, which
then plays an overwhelming role at low energies. The
striking phenomenon of dynamical disorder generation
was not considered in Refs.31,32.
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Appendix A: Deriving RG equations
Here we present the detailed derivation of the coupled
RG equations for all the involved model parameters.
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1. Self-energy corrections of fermions
The fermion self-energy stems from two interactions:
Coulomb interaction and disorder scattering. We con-
sider two cases in order.
a. Self-energy induced by Coulomb interaction
The self-energy of fermions induced by the long-range
Coulomb interaction is defined as
ΣC(iω,k) = −
∫ ′ dΩ
2π
d2q
(2π)2
G0 (iω + iΩ,k+ q)
×D(q), (A1)
where
∫ ′
means that the integration requires a proper
choice of the momentum shell. We choose to integrate in
the ranges of −∞ < Ω < ∞ and bΛ < Ek < Λ, where
Ek = tvxkx +
√
v2xk
2
x + v
2
yk
2
y and b = e
−ℓ. Substituting
Eqs. (6) and (10) into Eq. (A1) and expanding up to the
leading order, we obtain
ΣC(iω,k) ≈ [ΣCt vxkx +ΣCx vxkxσx +ΣCy vykyσy] ℓ,(A2)
where
ΣCt = λ (1 + tλ) fA(α), (A3)
ΣCx = (1 + tλ) fA(α), (A4)
ΣCy = (1 + tλ)
2
fB(α), (A5)
where fA and fB are given by Eqs. (42) and (43).
FIG. 9: Diagrams of vertex corrections to fermion-disorder
coupling. Solid, dashed, and wave lines represent fermion
propagator, disorder scattering, and Coulomb interaction.
b. Self-energy induced by disorder scattering
The fermion self-energy caused by disorder scattering
is given by
Σdis(iω) =
∑
n
∆n
∫ ′ d2p
(2π)2
ΓnG0 (iω,p) Γn, (A6)
where
∑
n ≡
∑
n=0,1,2,3,−. Substituting Eq. (10) into
Eq. (A6) and retaining the leading order contribution,
we get
Σdis(iω) ≈ (iωΣdisω σ0 + iωΣdisλ σx) ℓ, (A7)
where
Σdisω = −
[
(∆0 +∆1 +∆2 +∆3) + (1 + t)
∆−
2
]
× 1 + tλ
2πvxvy (1− t2)3/2
, (A8)
Σdisλ =
[
t (∆0 +∆1 −∆2 −∆3) + (1 + t) ∆−
2
]
× 1 + tλ
2πvxvy (1− t2)3/2
. (A9)
2. Corrections to fermion-disorder coupling
Diagram 9(a) represents the correction to the fermion-
disorder coupling induced by Coulomb interaction. We
have
W a =
∑
n
W an , (A10)
W an = −∆n
∫ ′ dΩ
2π
d2q
(2π)2
(
ψ†G0 (iΩ,q) ΓnG0 (iΩ,q)ψ
)
× (ψ†Γnψ)D(q). (A11)
After tedious but straightforward calculations, we finally
obtain
W a =
[∑
n
δ∆an
(
ψ†Γnψ
) (
ψ†Γnψ
)]
ℓ, (A12)
where
δ∆a0 =
[
λ (1 + 2λ)∆0 + λ∆1 − 1
4
(
1− λ2)∆−
]
× fA(α)
2 (1− λ2)3/2
, (A13)
δ∆a1 =
[
λ∆0 + (2 + λ)∆1 +
1
4
(
1− λ2)∆−
]
× fA(α)
2 (1− λ2)3/2
, (A14)
δ∆a2 = (1 + tλ)
2∆2
fB(α)
(1− λ2)3/2
, (A15)
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δ∆a3 =
[(
1− λ2) fA(α) + (1 + tλ)2 fB(α)]
× ∆3
(1− λ2)3/2
, (A16)
δ∆a− =
[
−4λ (∆0 +∆1) + (1 + λ)2∆−
]
× fA(α)
2 (1− λ2)3/2
. (A17)
In the derivation of these equations, we have encountered
a new coupling term
(
ψ†σxψ
) (
ψ†σ0ψ
)
, which does not
exist in the starting action but is generated by fermion-
disorder interaction. To deal with this new term, we find
it convenient to decouple it as follows(
ψ†σxψ
) (
ψ†σ0ψ
)
= −2 (ψ†σ−ψ) (ψ†σ−ψ)
+
1
2
(
ψ†σ0ψ
) (
ψ†σ0ψ
)
+
1
2
(
ψ†σxψ
) (
ψ†σxψ
)
.(A18)
Thus the dynamically generated term is actually a combi-
nation of RSP, x-RVP, and a new type of disorder defined
by the matrix σ−. Relation (A18) is also employed in the
following if the term
(
ψ†σxψ
) (
ψ†σ0ψ
)
appears.
The contribution for the fermion-disorder coupling
from the Feynman diagram 9(b) is given by
W b =
∑
n
W bn, (A19)
W bn =
∑
m
∫ ′ d2p
(2π)2
(
ψ†σmG0(0,p)σnG0 (0,p)σmψ
)
× (ψ†σnψ) . (A20)
Substituting Eq. (10) into Eqs. (A19) and (A20) and per-
forming the calculation directly, we obtain
W b =
[∑
n
δ∆bn
(
ψ†Γnψ
) (
ψ†Γnψ
)]
ℓ, (A21)
where
δ∆b0 =
[(
1− t
2
)
∆20 + (1− t)∆0∆1 +
(
1 +
t
2
)
∆0∆2 +
(
1 +
t
2
)
∆0∆3 − t
2
∆21 −
t
2
∆1∆2 − t
2
∆1∆3
+
(
3
8
+
t
4
− t
2
8
)
∆0∆− +
(
1
8
− t
4
− 3t
2
8
)
∆1∆− +
(1 + t)
2
8
(∆2 +∆3)∆−
]
1
2πvxvy (1− t2)3/2
,
(A22)
δ∆b1 =
[
− t
2
∆20 − t (1− t)∆0∆1 +
t
2
∆0∆2 +
t
2
∆0∆3 − t
(
1
2
− t
)
∆21 − t
(
1
2
+ t
)
∆1 (∆2 +∆3)
−
(
3
8
+
t
4
− t
2
8
)
∆0∆− −
(
1
8
− t
4
− 3t
2
8
)
∆1∆− − (1 + t)
2
8
(∆2 +∆3)∆−
]
1
2πvxvy (1− t2)3/2
,
(A23)
δ∆b2 = 0, (A24)
δ∆b3 = −
(
1− t2) (∆0 −∆1 −∆2 +∆3) 1
2πvxvy (1− t2)3/2
, (A25)
δ∆b− =
[
2t
(
∆20 + 2∆0∆1 −∆0∆2 −∆0∆3 +∆21 +∆1∆2 +∆1∆3
)
+
1
2
(
3 + 4t+ t2
)
∆0∆−
+
1
2
(
1 + 4t+ 3t2
)
∆1∆− +
1− t2
2
(∆2 +∆3)∆− +
(1 + t)2
2
∆2−
]
1
2πvxvy (1− t2)3/2
. (A26)
Diagram 9 (c) and diagram 9 (d) give rise to the following contributions to the fermion-disorder coupling vertex
W c+d =
∑
n
∑
m≤n
W c+dmn , (A27)
W c+dmn = ∆m∆n
∫ ′ d2p
(2π)2
(
ψ†ΓmG0(0,p)Γn(0,p)ψ
) (
ψ† (ΓnG0(0,p)Γm + ΓmG0(0,−p)Γn)ψ
)
. (A28)
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Substituting Eq. (10) into Eqs. (A27) and (A28), we get
W c+d =
[∑
n
δ∆c+dn
(
ψ†Γnψ
) (
ψ†Γnψ
)]
ℓ, (A29)
(A30)
where
δ∆c+d0 =
[(
1− t2)∆1 + (1 + t)∆2] ∆3
πvxvy (1− t2)3/2
, (A31)
δ∆c+d1 =
[(
1− t2)∆0 + t (1 + t)∆2] ∆3
πvxvy (1− t2)3/2
, (A32)
δ∆c+d2 =
[(
∆0 + t
2∆1
)
+
(1 + t)2∆−
4
]
∆3
πvxvy (1− t2)3/2
, (A33)
δ∆c+d3 =
[ (
1− t2)∆0∆1 +∆0∆2 + t2∆1∆2 + 1− t2
4
(∆0 +∆1)∆− +
(1 + t)
2
4
∆2∆+
] 1
πvxvy (1− t2)3/2
,
(A34)
δ∆c+d− =
[−4t∆2 + (1− t2)∆−] ∆3
πvxvy (1− t2)3/2
. (A35)
3. RG analysis
The original action of fermions is
Sf =
∫
dω
2π
d2k
(2π)2
ψ†(ω,k) [iωσ0 − iλωσx
− (tσ0 + σx) vxkx − vykyσy]ψ(ω,k). (A36)
The original action for fermion-disorder coupling has the
form
Sdis =
∑
n
∆n
2
∫
dω1dω2d
2k1d
2k2d
2k3
(2π)8
× (ψ†(ω1,k1)Γnψ(ω1,k2)) (ψ†(ω2,k3)Γn
×ψ(ω2,−k1 − k2 − k3)) , (A37)
where n = 0, 1, 2, 3,−. Including the corrections ob-
tained in the last subsections leads to
S′f =
∫
dω
2π
d2k
(2π)2
ψ†(ω,k)
[
iω
(
1− Σdisω ℓ
)
σ0
−iλ
(
1 +
Σdisλ
λ
ℓ
)
ωσx −
[
t
(
1 +
ΣCt
t
ℓ
)
σ0
+
(
1 + ΣCx ℓ
)
σx
]
vxkx −
(
1 + ΣCy ℓ
)
vykyσy
]
×ψ(ω,k), (A38)
and
S′dis =
∑
n
(∆n + δ∆nℓ)
2
∫
dω1dω2d
2k1d
2k2d
2k3
(2π)8
× (ψ†(ω1,k1)Γnψ(ω1,k2)) (ψ†(ω2,k3)Γn
×ψ(ω2,−k1 − k2 − k3)) , (A39)
where
δ∆n = 2
(
δ∆an + δ∆
b
n + δ
c+d
n
)
. (A40)
Making use of the scaling transformations
ω′ = b−1ω, (A41)
k′x = b
−1kx, (A42)
k′y = b
−1ky, (A43)
ψ′ = Zψψ, (A44)
v′x = Zxvx, (A45)
v′y = Zyvy, (A46)
t′ = Ztt, (A47)
λ′ = Zλλ, (A48)
∆′0 = Z0∆0, (A49)
∆′1 = Z1∆1, (A50)
∆′2 = Z2∆2, (A51)
∆′3 = Z3∆3, (A52)
∆′− = Z−∆−, (A53)
we find the following identities
b−4Z2ψ =
(
1− Σdisω ℓ
)
, (A54)
Zx =
(
1 + Σdisω ℓ
) (
1 + ΣCx ℓ
)
, (A55)
Zy =
(
1 + Σdisω ℓ
) (
1 + ΣCy ℓ
)
, (A56)
ZtZx =
(
1 + Σdisω ℓ
)(
1 +
ΣCt
t
ℓ
)
, (A57)
Zλ =
(
1 + Σdisω ℓ
)(
1 +
Σdisλ
λ
ℓ
)
, (A58)
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Z0 =
(
1 + 2Σdisω ℓ
)(
1 +
δ∆0
∆0
ℓ
)
, (A59)
Z1 =
(
1 + 2Σdisω ℓ
)(
1 +
δ∆1
∆1
ℓ
)
, (A60)
Z2 =
(
1 + 2Σdisω ℓ
)(
1 +
δ∆2
∆2
ℓ
)
, (A61)
Z3 =
(
1 + 2Σdisω ℓ
)(
1 +
δ∆3
∆3
ℓ
)
, (A62)
Z− =
(
1 + 2Σdisω ℓ
)(
1 +
δ∆−
∆−
ℓ
)
. (A63)
Thus, the RG equation for the corresponding parameters
can be written as
dvx
dℓ
=
(
Σdisω +Σ
C
x
)
vx, (A64)
dvy
dℓ
=
(
Σdisω +Σ
C
y
)
vy, (A65)
d(vy/vx)
dℓ
=
(
ΣCy − ΣCx
) vy
vx
, (A66)
d(tvx)
dℓ
= Σdisω tvx +Σ
C
t vx, (A67)
dt
dℓ
= ΣCt − tΣCx , (A68)
dλ
dℓ
= Σdisω λ+Σ
dis
λ , (A69)
dα
dℓ
= −
(
Σdisω +
1
2
ΣCx +
1
2
ΣCy
)
, (A70)
d∆0
dℓ
= 2Σdisω ∆0 + δ∆0, (A71)
d∆1
dℓ
= 2Σdisω ∆1 + δ∆1, (A72)
d∆2
dℓ
= 2Σdisω ∆2 + δ∆2, (A73)
d∆3
dℓ
= 2Σdisω ∆3 + δ∆3, (A74)
d∆−
dℓ
= 2Σdisω ∆− + δ∆−. (A75)
It is convenient to adopt the redefinition
∆n
2πvxvy
→ ∆n. (A76)
The RG equation for new ∆n is
d∆n
dℓ
= δ∆n −
(
ΣCx + Σ
C
y
)
∆n. (A77)
Substituting Eqs. (A3)-(A5), (A8) and (A9), (A13)-
(A17), (A22)-(A26), (A31)-(A35) into Eqs. (A64)-(A70)
and (A77), we obtain the RG equations as shown in
Eqs. (19)-(30).
Appendix B: Observable quantities
We compute the DOS, specific heat, and compressibil-
ity in order.
1. DOS
For the fermion propagator given by Eq. (10), the spec-
tral function can be written as
A(ω,k) =
2
π
πsgn(ω)ωδ [(ω − E+(k)) (ω − E−(k))]
= |ω|
[
δ (ω − E+(k))
|E+(k)| +
δ (ω − E−(k))
|E−(k)|
]
,(B1)
where
E±(k) = teffveffx kx ±
√
(veffx )
2
k2x +
(
veffy
)2
k2y. (B2)
We consider the case 0 < teff < 1. Thus E+(k) > 0 and
E−(k) < 0. The DOS is given by
ρ(ω) = N
∫
d2k
(2π)2
A(ω,k)
= N
∫
d2k
(2π)2
|ω|
[
δ (ω − E+(k))
|E+(k)|
+
δ (ω − E−(k))
|E−(k)|
]
. (B3)
If ω > 0, we have
ρ(ω) = N
∫
d2k
(2π)2
|ω|δ (ω − E+(k))|E+(k)| . (B4)
Let
E = teffveffx kx +
√
(veffx )
2
k2x +
(
veffy
)2
k2y, (B5)
tanh θ =
veffy ky
veffx kx
, (B6)
which are equivalent to
kx =
E cos θ
veffx (t
eff cos θ + 1)
, (B7)
ky =
E sin θ
veffy (t
eff cos θ + 1)
. (B8)
The measures of integrations satisfy the relation
dkxdky =
∣∣∣∣∣
∂kx
∂E
∂kx
∂θ
∂ky
∂E
∂ky
∂θ
∣∣∣∣∣ dEdθ
=
E
veffx v
eff
y (t
eff cos θ + 1)
2
dEdθ. (B9)
Employing the transformations shown in Eqs. (B5)-(B9),
DOS can be further written as
ρ(ω) =
N |ω|
4π2veffx v
eff
y
∫ 2π
0
dθ
1
(teff cos θ + 1)
2
×
∫ +∞
0
dEδ (ω − E)
=
N |ω|
2πveffx v
eff
y
[
1− (teff)2
]3/2 . (B10)
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Similarly, if ω < 0, we also obtain
ρ(ω) =
N |ω|
2πveffx v
eff
y
[
1− (teff)2
]3/2 . (B11)
2. Specific heat
We now study the T -dependence of the specific heat.
The specific heat can be directly computed from the free
energy, which is given by
Ff (T ) = −NT
∑
ωn
∫
d2k
(2π)2
{
ln
[(
ω2n + E
2
+(k)
) 1
2
]
+ ln
[(
ω2n + E
2
−(k)
) 1
2
]}
. (B12)
It is easily to verify that Ff (T ) can be further written as
Ff (T ) = −NT
∑
ωn
∫
d2k
(2π)2
ln
[
ω2n + E
2
+(k)
]
.
(B13)
Summing over ωn yields
Ff (T ) = −N
∫
d2k
(2π)2
[
E+(k) + 2T ln
(
1 + e−
E+(k)
T
)]
.
(B14)
The first term in the bracket is independent of T . This
term is removed if we redefine Ff (T ) as Ff (T ) − Ff (0),
which means that
Ff (T ) = −2NT
∫
d2k
(2π)2
ln
(
1 + e−
E+(k)
T
)
. (B15)
We then employ the transformations given by Eqs. (B5)-
(B9), and get
Ff (T ) = − NT
2π2veffx v
eff
y
∫ 2π
0
dθ
1
(teff cos θ + 1)
2
×
∫ +∞
0
dEE ln
(
1 + e−
E
T
)
= − 3Nζ(3)T
3
4πveffx v
eff
y
[
1− (teff)2
]3/2 , (B16)
where ζ(x) is Riemann zeta function. The specific heat
is then given by
Cv(T ) = −T ∂
2Ff (T )
∂T 2
=
9Nζ(3)
2πveffx v
eff
y
[
1− (teff)2
]3/2T 2. (B17)
3. Compressibility
We next turn to compute the compressibility. To this
end, we first introduce a finite chemical potential µ into
the effective action and then re-calculate the free energy
Ff (T, µ). After performing calculations, we obtain
Ff (T, µ) = −NT
∑
ωn
∫
d2k
(2π)2
×
{
ln
[(
(ωn − iµ)2 + E2+(k)
) 1
2
]
+ ln
[(
(ωn − iµ)2 + E2−(k)
) 1
2
]}
= −NT
∑
ωn
∫
d2k
(2π)2
ln
[
(ωn − iµ)2 + E2+(k)
]
.
(B18)
Summing over ωn leads to
Ff (T, µ) = −NT
∫
d2k
(2π)2
[
ln
(
1 + e−
E+(k)−µ
T
)
+ ln
(
1 + e−
E+(k)+µ
T
)]
, (B19)
where the T -independent term is already dropped, as
what we have done in the computation of specific heat.
Again, we use the transformations Eq. (B5)-(B9) to get
Ff (T, µ) = − NT
4π2veffx v
eff
y
∫ 2π
0
dθ
1
(teff cos(θ) + 1)
2
×
∫ +∞
0
dEE
[
ln
(
1 + e−
E−µ
T
)
+ ln
(
1 + e−
E+µ
T
)]
. (B20)
Integrating over variables E and θ give rise to
Ff (T, µ) =
NT 3
[
Li3
(−e µT )+ Li3 (−e− µT )]
2πveffx v
eff
y
[
1− (teff)2
]3/2 . (B21)
Here, Lix(y) is the polylogarithm function. The com-
pressibility can be calculated as follows
κ(T, µ) = −∂
2Ff (T, µ)
∂µ2
=
NT
[
ln
(
1 + e
µ
T
)
+ ln
(
1 + e−
µ
T
)]
2πveffx v
eff
y
[
1− (teff)2
]3/2 .(B22)
In the case µ = 0, κ becomes
κ(T ) =
N ln(2)T
πveffx v
eff
y
[
1− (teff)2
]3/2 . (B23)
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Appendix C: Observable quantities at ηψ 6= 0 and
z = 1
In order to make our paper self-contained, here we dis-
cuss the low-energy behaviors of observable quantities
in the case that Dirac fermion acquires a finite positive
anomalous dimension ηψ > 0 and the dynamical expo-
nent remains z = 1.
The fermion propagator is103,104
G(iωn,k) =
1
(iωnσ0 − vFσ · k)
(√
ω2n+v
2
F
k2
vFΛ
)−ηψ = −(iωnσ0 + vFσ · k)
(vFΛ)η(ω2n + v
2
Fk
2)1−
ηψ
2
, (C1)
where veffx = v
eff
y = vF . The retarded propagator is
GR(ω,k) = θ(vF k − |ω|)
[
P 1
ω2 − v2Fk2
− iπsgn(ω)δ(ω2 − v2Fk2)
]
(ωσ0 + vFσ · k)
(vFΛ)ηψ
(√
v2F k
2 − ω2
)−ηψ
+θ(|ω| − vF k)
[
P 1
ω2 − v2F k2
− iπsgn(ω)δ(ω2 − v2Fk2)
]
(ωσ0 + vFσ · k)
(vFΛ)ηψ
(√
ω2 − v2F k2
)−ηψ
×
[
cos
(πηψ
2
)
− sgn(ω)i sin
(πηψ
2
)]
. (C2)
The corresponding spectral function has the form
A(ω,k) = − 1
π
Tr
[
ImGR(ω,k)
]
=
2
π
θ(|ω| − vF k)|ω| sin
(πηψ
2
)
(vFΛ)ηψ
(√
ω2 − v2F k2
)2−ηψ . (C3)
It is easy to get the following DOS
ρ(ω) =
N
π2
1
ηψ
sin
(πηψ
2
) |ω|1+ηψ
v2F (vFΛ)
ηψ
. (C4)
This expression clearly indicates that nonzero ηψ changes
the ω-dependence of ρ(ω).
At positive ηψ , the free energy becomes
Ff (T ) = 2NT
∑
ωn
∫
d2k
(2π)2
ln
[(
ω2n + v
2
F k
2
) 1
2−
ηψ
2
]
= (1− ηψ)N
∫
d2k
(2π)2
×
[
vF k − 2T ln
(
1 + e−
vF k
T
)]
. (C5)
It is obvious that ηψ enters only into the prefactor of
Ff (T ). After dropping the T -independent contribution,
we find that Ff (T ) is given by
Ff (T ) = − (1− ηψ) 3Nζ(3)
4πv2F
T 3. (C6)
We get the following specific heat
Cv(T ) = (1− ηψ) 9Nζ(3)
2πv2F
T 2. (C7)
The compressibility can also be readily obtained:
κ(T ) = (1− ηψ) N ln(2)
πv2F
T. (C8)
An apparent conclusion is that, the positive ηψ
105–107
modifies the original linear ω-dependence of ρ(ω), but
the quadratic T -dependence of Cv(T )
106,108,109 and the
linear T -dependence of κ(T ) remain intact.
Appendix D: RG results without the generated
disorder
If the important disorder-generating term Eq. (17) is
discarded naively, the RG equations are given by
∂vx
∂ℓ
= − 1 + tλ
(1− t2)3/2 (∆0 +∆1 +∆2 +∆3) vx +H1(α)vx, (D1)
20
∂vy
∂ℓ
= − 1 + tλ
(1− t2)3/2 (∆0 +∆1 +∆2 +∆3) vy +H2(α)vy , (D2)
∂(vy/vx)
∂ℓ
= [H2(α)−H1(α)] vy
vx
, (D3)
d(tvx)
dℓ
=
[
− 1 + tλ
(1− t2)3/2 (∆0 +∆1 +∆2 +∆3) t+H3(α)
]
vx, (D4)
dt
dℓ
= H3 −H1(α)t, (D5)
dλ
dℓ
= − 1 + tλ
(1− t2)3/2 [(λ− t) (∆0 +∆1) + (λ+ t) (∆2 +∆3)] , (D6)
dα
dℓ
= −
[
− 1 + tλ
(1− t2)3/2 (∆0 +∆1 +∆2 +∆3) +
1
2
(H1(α) +H2(α))
]
α, (D7)
∂∆0
∂ℓ
=
(
1− t2)−3/2 [2∆0 (∆0 +∆1 +∆2 +∆3) + 4 (1− t2)∆1∆3 + 4∆2∆3]+ (2λ2 − 1− tλ) fA(α)∆0
− (1 + tλ)2 fB(α)∆0, (D8)
∂∆1
∂ℓ
=
(
1− t2)−3/2 [2t2∆21 + 2t2∆0∆1 + 4 (1− t2)∆0∆3 − 2t2∆1 (∆2 +∆3) + 4t2∆2∆3]
− (1− tλ) fA(α)∆1 + (1 + tλ)2 fB(α)∆1, (D9)
∂∆2
∂ℓ
=
(
1− t2)−3/2 4 (∆0 + w2∆1)∆3 − (1 + tλ) fA(α)∆2 + (1 + tλ)2 fB(α)∆2, (D10)
∂∆3
∂ℓ
=
(
1− t2)−3/2 [4 (1− t2)∆0∆1 + 4∆0∆2 + 4t2∆1∆2 − 2 (1− t2) (∆0 −∆1 −∆2 +∆3)∆3]
+
(
1− 2λ2 − tλ) fA(α)∆3 + (1 + tλ)2 fB(α)∆3. (D11)
Now suppose the system contains only RSP. We focus
on the following simplified RG equations
dt
dℓ
= 0, (D12)
d∆0
dℓ
= 2∆20, (D13)
dλ
dℓ
=
(1 + tλ) (t− λ)
(1 + t2)3/2
∆0. (D14)
It is clear that t = t0. The solution for ∆0 is given by
∆0 =
∆0,0
1− 2∆0,0ℓ (D15)
We find that the disorder strength ∆0 flows to infinity
at a finite scale ℓc = 1/(2∆0,0). This indicates that the
system enters into a CDM phase due to RSP. The depen-
dence of λ on ℓ is given by
λ(ℓ) =
t0 − t0 (1− 2∆0,0ℓ)
1
2
√
1+t20
1 + t20 (1− 2∆0,0ℓ)
1
2
√
1+t20
. (D16)
It is easy to verify that λ flows to a fixed point λ = t = t0
as ℓ→ ℓc = 1/(2∆0,0).
If there is only x-RVP, the RG equations are
dt
dℓ
= 0, (D17)
d∆1
dℓ
= 2t2∆21, (D18)
dλ
dℓ
=
(1 + tλ) (t− λ)
(1 + t2)
3/2
∆0. (D19)
Similar to RSP, t satisfies t = t0. The solution for ∆1
can be written as
∆1 =
∆1,0
1− 2t20∆1,0ℓ
, (D20)
which becomes divergent at a finite scale ℓc =
1/(2t20∆1,0). In this case, λ(ℓ) takes the form
λ(ℓ) =
t0 − t0
(
1− 2t20∆1,0ℓ
) 1
2t20
√
1+t20
1 + t20 (1− 2t20∆1,0ℓ)
1
2t20
√
1+t20
. (D21)
Clearly, λ→ t = t0 when ℓ→ ℓc = 1/(2t20∆1,0).
Therefore, if the dynamically generated disorder given
by Eq. (17) is neglected, the disorder strength of RSP or
x-RVP still diverges at low energies. However, λ always
flows to the fixed point λ = t. Accordingly, although
RSP or x-RVP turns the system into the CDM phase,
there is no bulk Fermi arc.
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