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A B S T R A C T
Computer controlled scanning electron microscopy (CCSEM) is a widely-used method for single
airborne particle analysis. It produces extensive chemical and morphological data sets, whose
processing and interpretation can be very time consuming. We propose an automated two-stage
particle classiﬁcation procedure based on elemental compositions of individual particles. A rule-
based classiﬁer is applied in the ﬁrst stage to form the main classes consisting of particles con-
taining the same elements. Only elements with concentrations above a threshold of 5 wt% are
considered. In the second stage, data of each main class are isometrically log-ratio transformed
and then clustered into subclasses, using a robust, model-based method. Single particles which
are too far away from any more densely populated region are excluded during training, pre-
venting these particles from distorting the deﬁnition of the suﬃciently populated subclasses. The
classiﬁer was trained with over 55,000 single particles from 83 samples of manifold environ-
ments, resulting in 227 main classes and 465 subclasses in total. All these classes are checked
manually by inspecting the ternary plot matrix of each main class. Regardless of the size of
training data, some particles might belong to still undeﬁned classes. Therefore, a classiﬁer was
chosen which can declare particles as unknown when they are too far away from all classes
deﬁned during training.
1. Introduction
Computer controlled scanning electron microscopy (CCSEM) is a powerful method for characterizing individual airborne parti-
cles. It has the advantage that thousands of particles can be characterized individually in short time by localizing particles in
backscattered electron images and measuring their composition with energy dispersive X-ray spectroscopy (EDS). Morphological
parameters of individual particles can be obtained as additional characteristics of the particles. CCSEM as well as other methods for
automated single particle analysis like Raman microscopy (Huang et al., 2013; Ivleva, McKeon, Niessner, & Poschl, 2007) or aerosol
mass spectroscopy (Lanz et al., 2007; Richard et al., 2011) are particularly useful for apportionment studies of ambient aerosols. An
important step of the apportionment procedure is the classiﬁcation of the particles. Comparing ambient particle compositions with a
library of reference emission particles allows assigning the particles to corresponding sources.
Many diﬀerent approaches have been proposed for the classiﬁcation process, including rule-based expert systems (e.g. Willis,
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Blanchard, & Conner, 2002), hierarchical (e.g. Osán et al., 2001; Huang et al., 2013) and non-hierarchical cluster analysis (e.g.
Bernard & Van Grieken, 1986), artiﬁcial neural networks (e.g. ART-2a) (Hopke, 2008) and other statistical approaches like principal
component analysis (PCA) (e.g. Genga et al., 2012) and Partial Least Squares Discriminant Analysis (PLS-DA) (Tan, Malpica, Evans,
Owega, & Fila, 2002).
Rule-based classiﬁers using chemical boundary conditions (CBC) are widely used and are suitable for simple situations with well-
known sources (Ebert et al., 2002; Ebert, Weinbruch, Hoﬀmann, & Ortner, 2000; Ebert, Weinbruch, Hoﬀmann, & Ortner, 2004;
Kandler et al., 2007; Kang, Hwang, Park, Kim, & Ro, 2008; Ro, Kim, & Van Grieken, 2004). For example, Lorenzo, Kaegi, Gehrig, and
Grobéty (2006) studied particles originated from railway traﬃc by using a simple but eﬃcient rule-based class building system, based
on EDS net intensities of Fe, Si, Al, S and Ca.
Willis et al. (2002) proposed in the guidelines for the application of Scanning Electron Microscopy (SEM) of the US Environmental
Protection Agency (U.S. EPA) a rule-based classiﬁer, using chemical composition, morphological aspect ratio, total X-ray counts and
grayscale brightness value.
Anaf, Horemans, Van Grieken, and De Wael (2012) compared their CBC classiﬁer, based on procedures proposed by Kandler et al.
(2007), with a method for hierarchical clustering (HCL) (e.g. Osán et al., 2001). They concluded that CBC has advantages compared
to HCL, as cutting the clustering dendrogram at diﬀerent heights in the latter method is somewhat arbitrary. Furthermore, they
pointed out that HCL has some diﬃculties with particles of mixed phases. These particles often have wide compositional ranges,
which is diﬃcult to map by hierarchical clustering. Nevertheless, HCL and non-hierarchical clustering are widely used for particle
classiﬁcation (Bein, Zhao, Wexler, & Johnston, 2005; Bernard & Van Grieken, 1986; Genga et al., 2012; Kim & Hopke, 1988; Moﬀet
et al., 2013). Handling of outliers is a major problem in clustering. Most methods cannot properly deal with outliers, which have a
strong impact on the cluster shapes.
In this paper, a new two-stage classiﬁer for particles is presented. It consists of a combination of a rule-based ﬁrst stage and a
robust model-based second stage classiﬁer. For each particle, element concentrations below 5wt% are set to 0 wt% and the pro-
portions of the remaining elements are rescaled to sum up to 100%. This elimination step is necessary because most spectra are noisy
and, without thresholding, erroneous peak attributions are likely. For a system with better signal/noise ratio the threshold could be
lowered. The set of the remaining elements deﬁnes the main class, which is subdivided in a second stage by a robust model-based
clustering method. The resulting classes are hereafter called subclasses and are (after a transformation) described by (p-1)-dimen-
sional ellipsoids with p being the number of elements present in the corresponding main class. Outliers are excluded automatically
and hence have no eﬀect on the shapes of the subclasses. Outliers found during classiﬁcation are not assigned to any class and
declared as unknown. As the classiﬁer was trained with samples exposed to a broad range of sources, it is able to classify a broad
range of airborne particles. If required, new classes can be easily included by further training. The classiﬁer works for homogeneous
particles, heterogeneous mixed particles and solid solutions.
2. Methods and materials
2.1. CCSEM
CCSEM for training and testing the classiﬁer was performed with a FEI XL30 Sirion FEG Scanning Electron Microscope (SEM)
equipped with an Energy Dispersive X-ray system (EDX, 10mm2 Lithium doped silicon detector by EDAX, with maximal energy
resolution of 128 eV) at the Department of Geosciences of the University of Fribourg, Switzerland. All samples were coated with a
40 nm thick carbon layer for better electrical conductivity. The analyses were performed with an acceleration voltage of 20 keV and
spot size 4 (beam current = 10 nA). Data were acquired using the particle analysis module of the EDAX GENESIS software. Eighteen
elements (Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, Cr, Mn, Fe, Ni, Cu, Zn, Ba and Pb) were used by default for classiﬁcation. Lighter elements
(C, N, O and F) were not taken into account for several reasons. As the sampling substrates (polycarbonate ﬁlters and carbon stubs)
and the coating consist of O and/or C, they interfere with the C and O content of the particles. Many of the particles consisting of light
elements only were not recognized properly in backscatter images. This is due to poor contrast of these particles deposited on carbon
based substrates. Net intensities have been corrected for background, matrix, absorption and ﬂuorescence eﬀects (ZAF-correction)
before converting them into concentrations. ZAF-correction neglects geometric eﬀects but assumes semi-inﬁnite ﬂat samples. The
ZAF procedure is thus not ideal for particles that have an irregular surface or which are too small. Correction factors obtained by
Monte Carlo simulations can provide more accurate results for the particle compositions (Armstrong, 1991; Choël, Deboudt, Osán,
Flament, & Van Grieken, 2005; Ro, Osàn, & Van Grieken, 1999). Geometric corrections, however, are time consuming and test
measurements on a standard glass sample described below show that the concentrations obtained from ZAF-procedure without
geometric corrections for particles larger than 1.5 µm (geometric diameter) are precise and accurate enough for classiﬁcation. In our
setting, accuracy is less important than precision as long as measurement biases, i.e. systematic errors, are size independent.
Changing the instrument or acquisition parameters may change bias of measurements. In this case all samples have to be reanalyzed
by CCSEM and retrained. Further details on the SEM/EDS settings used during data acquisition are given in Table 1.
Total number of X-ray counts emitted from a given area of the substrate that is free of particles was used to check measurement
set-up. For carbon based substrates (carbon pad, polycarbonate ﬁlter etc.) and optimized measurement geometry the minimum was
set to 6000 counts per second (CPS). This threshold and most settings described above are hardware speciﬁc and have to be adapted
for other instrumental set-ups.
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2.2. Preparation of standard sample
As the performance of the classiﬁer depends on the precision and repeatability of measurements, tests on standard glass samples
were performed. For that purpose the CRM glass standard no. 8 of the Society of Glass Technology (http://store.sgt.org/docs/
GLASS8.pdf) was used. The chemical composition of the glass as indicated by the provider is given in Table 2. Glass fragments were
milled for 30 s in a high energy mill (SPEX8000M). A small amount of the resulting powder was given into a beaker, which was closed
with a plastic paraﬃn ﬁlm (Paraﬁlm). The particles were brought into suspension by shaking the beaker. Then the Paraﬁlm was
removed and the beaker was turned upside down. The bigger particles and agglomerates were allowed to sediment during 30 s.
Finally, a polycarbonate membrane ﬁlter (typical ﬁlters used for active particle sampling) mounted on a SEM aluminum stub was
positioned under the beaker to collect a part of the still suspended small particles. These “standard” samples with particles in a size
range of 0.1–100 µm geometric diameter were carbon coated prior to analysis by CCSEM.
2.3. Ambient particle sampling
Environmental samples for training and classifying were taken during diﬀerent air quality studies with two diﬀerent sampling
methods. Most of the samples were taken using a Sigma-2 sampler. This sedimentation-based passive sampler is certiﬁed for
quantitative sampling of particles with a geometric equivalent diameter between 2.5 and 100 µm (VDI, 2013). The particles were
sampled directly on sticky carbon pads (12mm diameter, Plano Spectro Tabs), which are suitable for SEM analysis.
Particles were also sampled actively on polycarbonate membrane ﬁlters (pore size: 0.4 µm, Nuclepore). The air ﬂow was kept at
4 l min−1. The ﬁlters were mounted in a housing, which was developed by the Swiss Federal Laboratories for Materials Science and
Technology (EMPA) and slightly modiﬁed by the University of Fribourg (Lorenzo, 2007).
Samples were taken at manifold sites, including urban sites (e.g. Mexico City, Zürich), natural background sites (e.g. Swiss Alps),
and sites close to diﬀerent anthropogenic or natural particle sources (highways, railways, construction sites, quarries, landﬁlls,
industries, active volcanoes etc.). In total, over 55′000 single particles from 83 samples were analyzed.
Table 1
Instrumental settings used for CCSEM.
Instrumental settings
Microscope parameters
Microscope FEI XL30 Sirion FEG
EDS-detector Lithium doped silicon detector by EDAX (10mm2 with maximal energy resolution of 128 eV)
Acceleration voltage 20 keV
Spot size / Beam current 4 / 10 nA
Magniﬁcation (image size) ≥ 1000× for particle 2.5− 80 µm; image size: 120×92 µm
≥ 2000× for particle 1.5− 40 µm; image size: 60× 46 µm
EDS parameters
EDS software EDAX GENESIS
Image resolution for image analysis 2048×1600 pixels
Acquisition time 15 s
Elements and used emission lines (in parentheses) for
quantiﬁcation
Na (K), Mg (K), Al (K), Si (K), P (K), S (K), Cl (K), K (K), Ca (K), Ti (K), Cr (K), Mn (K), Fe (K),
Ni (K), Cu (K), Zn (K), Ba (L) and Pb (M)
Area of projected particle surface included into EDS-analysis
(Lorenzo et al., 2007)
80%
Peak recognition criteria 1.5× background
Table 2
Chemical compositions of CRM glass standard no. 8 of the Society of Glass Technology measured by wet chemical methods and elemental com-
position excluding oxygen renormalized to 100%.
oxide oxide wt% standard deviation element element wt%
B2O3 0.36 0.03 B 0.17
Na2O 0.23 0.012 Na 0.26
MgO < 0.02 – Mg < 0.02
Al2O3 0.05 0.008 Al 0.04
SiO2 56.34 0.054 Si 39.58
K2O 11.85 0.13 K 14.78
CaO < 0.02 – Ca < 0.02
TiO2 0.02 – Ti 0.02
Fe2O3 0.01 0.0004 Fe 0.01
As2O3 0.32 0.026 As 0.36
PbO 30.59 0.101 Pb 44.74
Loss at 550 °C 0.21 – – –




The classiﬁer described here is designed to automatically attribute any particle in ambient air to a speciﬁc class, including the
class “unknown”. To reach this goal, the classiﬁer ﬁrst needed to be trained with abundant data that have been labeled (classiﬁed)
before by some other procedures. This process is often time consuming and expensive as in general data have to be labeled manually.
In our case, the training set was so large that labeling had to be automated as much as possible. Thus, particles are clustered into
classes, which were checked visually by experts. Their feed-back was then used in an iterative process to adapt the clustering
parameters to produce chemically consistent classes.
Even though the training set consisted of more than 55,000 particles, the resulting classes do not cover the broad spectrum of all
possible airborne particles. Ambient air is an open system, where new kinds of particles can appear at any time. Hence, the identiﬁed
set of classes must include a special class called “unknown”, which contains all particles whose elemental compositions are too far
away from any of the identiﬁed classes. This restricts the potential clustering methods to model-based ones. The classiﬁer described
here computes the distances of the particle to all identiﬁed classes. The particle is then assigned to the nearest class unless this
distance is larger than a given threshold value. In the latter case, the particle is labeled as “unknown”. We use a simple Gaussian
model for the classes, where all particles (after a suitable transformation) are described by a (p-1)-dimensional normal distribution
with p being the number of used elements. The corresponding mean vector and covariance ellipsoid indicate center, shape and spread
of the cluster. For a general introduction to model-based clustering see e.g. Everitt, Landau, Leese, and Stahl (2011). For all statistical
calculations, the open-source statistical package R was used (R Core Team, 2018).
3.2. Training: Constructing particle classes by clustering
Training the classiﬁer and classifying particles are two-stage processes. First, a simple rule-based method divides the particles into
classes of particles consisting of the same elements. These are called main classes hereafter. As this stage is rule-based, it does not
need any training. In a second stage (training step), a robust model-based clustering method is applied separately for each main class
consisting of more than one element. The clusters within the main classes are called subclasses hereafter.
3.2.1. First stage: Main classes
In our application, the composition of a particle is based on weight proportions of the 18 elements mentioned in Section 2.1.
Mathematically, we treat a particle as an 18-dimensional vector whose components are non-negative (but may be zero) and sum to 1
(or 100%). Due to the constant-sum-constraint, the vectors are (aﬃne-)linearly dependent and the corresponding points lie in an
(aﬃne) subspace of dimension 17.
Quantifying elemental proportions with CCSEM involves a certain inaccuracy. Particularly, low signal intensities and/or im-
precise background subtractions may lead to a spurious elemental composition. The detection limit is a function of the used
equipment (hard- and software), the analytical settings, matrix eﬀects and the measured elements. We applied a conservative peak
detection limit of 1.5 times of the background and introduced a relatively high detection limit of 5 wt% to safely get rid of spurious
compositions. For each particle, concentrations for elements below 5wt% are set to 0 wt% and the proportions of the remaining
elements are rescaled to sum up to 100wt%. As a consequence of the high detection limit, the number of elements in a particle may
be smaller than the true number of elements. This procedure attributes to each particle a set of elements whose proportions are
≥ 5wt%, deﬁning the main class the particle belongs to. By eliminating elements with proportions below 5wt%, the dimensionality
is reduced and hence the clustering problem is simpliﬁed (see Section 3.2.2). Main classes with less than 10 particles were considered
as statistically unsupported for clustering and were hence excluded from training.
Three cases illustrate the procedure. A quartz (SiO2) particle belongs to the main class “Si”, since oxygen is not taken into account
and only the proportion of the element Si is ≥ 5wt%. A homogeneous sea salt particle (NaCl) belongs to the main class “Na-Cl”, as
the proportions of Na and Cl are both ≥ 5wt%. If this particle would additionally contain K with a proportion ≥ 5wt%, it would
belong to the “Na-K-Cl” main class. However, if the K proportion would be< 5wt%, the particle remains in the “Na-Cl” main class.
As the element list consists of 18 elements, a main class with all 18 elements is theoretically possible. However, no particles with
more than seven elements with proportions ≥ 5wt% after rescaling were found.
3.2.2. Second stage: Subclasses
In the second stage, the particles within each main class with more than one element are clustered into subclasses. The choice of
the clustering method - and the method for classifying new particles as described in subsection 3.3 - has to be adapted to the nature of
the data. Our data are compositional (Aitchison, 1986; Van den Boogaart & Tolosana-Delgado, 2013). The sum of all components is
always 100%. This means that the components will both be linearly dependent and non-negative, leading to severe problems when
standard methods are applied without any transformation. For all particles in a main class, all elements except the ones deﬁning the
main class are dropped before further data processing. Hence, a particle in a subclass deﬁned by p elements with proportions≥ 5wt
% (e.g. p= 3 for the Si-Al-K class), is represented by a p-dimensional vector. The components, which are now strictly positive, are
rescaled to sum up to 100% (or 1), and are therefore again linearly dependent. The vectors are transformed through an Isometric Log-
Ratio transformation (ILR transformation) (Egozcue, Pawlowsky-Glahn, Mateu-Figueras, & Barceló-Vidal, 2003) to an p-1 dimen-
sional subspace as implemented in the compositions package for R (Van den Boogaart, Tolosana, & Bren, 2014). The resulting
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components are linearly independent. The eﬀects of transformation are shown in Fig. 1. This non-linear transformation belongs to a
family of transformations based on the logarithm of ratios of proportions. These are essentially the only ones that simultaneously
satisfy a number of invariance properties, and among these the ILR transformation has the advantage of avoiding degenerate cov-
ariance matrices (Egozcue et al., 2003; Van den Boogaart and Tolsana-Delgado, 2013) which is essential for applying the chosen
clustering method. By applying the ILR transformation separately within each main class, its major limitation is avoided: its inability
to cope with zero components. The resulting vectors are not constrained to lie in a special subset of the space, so that all clustering
and classiﬁcation methods developed for general (non-compositional) multivariate data can be applied to the transformed points.
Furthermore, clusters of compositions often tend to look approximately Gaussian after ILR transformation, which is a requirement for
the cluster algorithm used here.
After the ILR-transformation, data were clustered using the Robust Trimmed Clustering method (Garcia-Escudero, Gordaliza,
Matran, & Mayo-Iscar, 2008), which is implemented in the R package tclust (Fritz, Garcia-Escudero, & Mayo-Iscar, 2012). In tclust,
data are modeled as a mixture of multivariate Gaussian distributions parametrized by their means and covariance matrices, leading to
a segmentation of the data points into ellipsoid-shaped clusters. The ellipsoids are allowed to have diﬀerent sizes, shapes and
orientations, although some constraints have to be enforced in order to exclude undesired extreme solutions. In our case, we have set
a constraint on the ratio of the largest to the smallest eigenvalue across the covariance matrices of all subclasses within a speciﬁc
main class
Tclust robustly estimates the centers, spread and shapes of the clusters, allowing for a fraction of the data points not to be assigned
to any of the clusters. This prevents outliers from inﬂuencing the shape of clusters formed from “good” data points (Fig. 2).
In cluster analysis, outliers are not necessarily points that are remote from the majority of points but can also be points that lie
between clusters (sometimes called “bridge points”). Small patches of particles that potentially form a subclass of their own are
considered to be outliers if the particles are so few that size and shape of the cluster cannot be reliably estimated. In that case, we do
not want these to be included into another larger cluster. The proportion of points not used in ﬁtting the clusters has to be speciﬁed by
the user and is also called the trimming fraction (denoted by α) and can take values between zero and one. Although the proportion is
set by the user beforehand, the points that are regarded as outliers are determined by the algorithm. The obtained clusters correspond
to Gaussian distributions with diﬀerent mean vectors and covariance matrices. These are later used for classiﬁcation. The following
combination of settings for the algorithm worked fairly well for the majority of main classes in our training data. Trimming fraction α
was set to 0.05. The upper limit for the ratio between the largest and smallest eigenvalue across the covariance matrices of all clusters
within a speciﬁc main class was set to 3. We allowed for these parameters to be changed if this lead to a more meaningful grouping,
but it was applied rarely. The exceptions belong to main classes with poorly populated subclasses. For 37 out of 227 main classes, the
trimming fraction α was set to smaller values between 0.001 and 0.02 (instead of 0.05). The ratio γ of the largest to the smallest
eigenvalue was constrained to 1 (instead of 3) in two main classes, enforcing circular rather than ellipsoid-shaped clusters. The only
parameter always to be chosen manually by a domain expert was the maximum number of clusters that was searched for. There are
methods to do this automatically but the results were not satisfactory. How to choose the number of clusters is described in Section
3.2.3.
Fig. 1. ILR-Transformation of compositional data. Compositional data of three elements (A, B and C) lie along six diﬀerent lines in a ternary diagram
(left). The same data after ILR transformation plot in a two-dimensional subspace (right). Points where at least one of the three considered elements
is below 5% are plotted in light grey. All compositions with the same ratio between two elements are arranged along a straight line after ILR
transformation (orange, red and brown lines). All compositions arranged along a straight line in the ternary diagram without a constant ratio
between two elements are arranged along a curved line after ILR transformation (blue, purple and green lines).
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3.2.3. Deciding on number and shape of clusters
The number of clusters and therefore of subclasses within a main class was determined manually as follows (see Fig. 3): First,
binary (p=2) and ternary (p≥ 3) diagrams of the main classes were automatically generated by the classiﬁer. For main classes with
p > 3, sets of diagrams with two corners representing single elements and the third corner representing the sum of the remaining
elements were generated (see Fig. 4). These ternary diagrams were inspected together with the corresponding plots of the ILR
transformed data points in order to estimate a rough number k of clusters (subclasses). The ILR plots are important as it can be argued
that this is the correct geometry to analyze compositional data, and assuming ellipsoid-shaped clusters makes only sense in the
transformed space. Since the transformation is non-linear, distances and geometrical shapes are not preserved: Equidistant points in
the ternary diagram transform into points of the ILR space, whose distance to each other become the larger, the closer the points lie to
the border in the corresponding ternary diagram (compare points in light grey with points in dark grey in Fig. 1). Therefore, the
pattern of the points in the ILR-transformed space looks diﬀerent, especially for points near the border of the ternary diagram.
However, this eﬀect becomes of minor importance (area in dark grey) due to the ≥ 5wt% criteria in the ﬁrst classifying stage. The
ternary plots are also crucially important since they are easier to interpret in terms of geochemistry, because chemical compositions
can be obtained directly from ternary diagrams. The graphically determined number of subclasses and the default values for α=0.05
and γ=3 were used as input for the automatic clustering procedure. The particles were then classiﬁed (see Section 3.3) and dis-
played in ternary diagrams and ILR space, where each subclass was plotted in a diﬀerent color. Additionally, elemental compositions
of well-known substances such as mineral phases, metallic alloys or other known compositions of more complex substances (e.g. tire
wear) were displayed in the plots and their position relative to the classiﬁed particles were checked. When the shape of any of the
subclasses did not satisfy, the number of subclasses was increased or decreased. If the results were still not satisfactory, nonstandard
values for α and γ were tried. The optimum parameters were then chosen among these alternatives. This approach worked well
especially for homogenous phases. All ternary plots containing color-coded subclasses and elemental compositions of well-known
substances are given in the Supplementary ﬁle 1.
In ternary diagrams the compositions of phases and phase mixtures cover an area with certain shapes. Individual phases with
constant composition plot ideally in one point. Phases with varying compositions (solid solutions) and mixed phases (particles
composed of two or more phases) plot in an extended area. The shape of the area can give some indications of the number of phases
present in mixed particles or the number of varying elements in a solid solution. When the compositions of the phases in terms of the
components deﬁned in the corner of a ternary diagram are linearly independent, mixtures rich in one of the phases will lie close to the
composition of that phase. For example, mixed particles consisting of quartz (SiO2) and halite (NaCl) lie in a ternary Na-Cl-Si diagram
along the mixing line ranging from a halite dominated to a quartz dominated mixture. It had to be decided whether this should be one
cluster, representing all quartz-halite-mixtures, two clusters representing a quartz dominated and a halite dominated cluster or more
than two clusters. The solution chosen for this particular case has three clusters: A halite dominated cluster, a quartz dominated
Fig. 2. Showcase for diﬀerent procedures to estimate a cluster ellipsoid in the two- dimensional space. ILR transformed data points can be clustered
in diﬀerent ways. The dashed red ellipsoid is based on standard (non-robust) estimation of all points in the plot. Please note the outlier colored in red
at bottom right: the latter is the reason for the increase of one of the axes of the red ellipsoid, relative to the stippled blue ellipsoid, which is also
based on standard, non-robust estimation of all points except the red one. The long axis of the blue ellipsoid is strongly inﬂuenced by the blue point
at the left. The green ellipsoid is based on a robust estimation of all points, including all outliers. Nevertheless, this ellipsoid is a reliable ﬁt. Robust
estimation is crucial for proper estimation of ellipsoids, when a) larger measurement errors have to be taken into account, b) ellipsoids have more
than 2 dimensions and / or c) they have to be estimated without graphical inspection of data.
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cluster and one cluster in between (Fig. 4). Some “unknown” particles (black circles) are far from the quartz-halite mixing line and
hence are particles that deﬁnitively do not belong to the Na-Cl-Si-mixture. But some others are on this line, between the green and the
yellow clusters. The classiﬁcation of these particles as “unknown” has geometric reasons as the stripe in which the particles lie in the
log transformed space is in our case modeled by three ellipses, which of course do not cover homogeneously the complete area of the
stripe.
Particles belonging to a simple solid solution with endmembers and intermediate members with compositions AxB1-xC (with A, B
= elements and C = element or sum of Elements), are classiﬁed into the three diﬀerent main classes ABC, AC and BC, depending on the
proportion of A and B. When the proportion of A or B is below 5wt%, the main class is BC or AC, respectively.
In a ternary plot representing the compositions AC and BC, the solid solutions AxB1-xC, lie along a mixing line, which cannot be
distinguished from mixed particles consisting of two phases. Solid solution phases are, therefore, clustered the same way as mixed
particles. In Section 4.2 alkali feldspars are discussed to illustrate this situation on the basis of a concrete example.
The selection of numbers of clusters becomes more complicated the more elements the main class consists of, as more dimensions
have to be considered. For main classes with p > 3 elements, a ternary plot matrix is constructed that shows all possible ternary
diagrams with two variables representing individual elements and the third representing the sum of all remaining elements. Fig. 5
shows all particles of the training set belonging to the main class Si-Ca-Na-Cl. Each ternary diagram shows the same particles from
another perspective. The main class Si-Ca-Na-Cl essentially consists of mixed particles composed of calcite (Cc, CaCO3,), quartz (Qtz,
SiO2) and halite (Hl, NaCl) in diﬀerent proportions. For most of the ternary diagrams in the 4× 4 matrix, the mixed particle
compositions are within a triangular shaped area. The corners of these triangles correspond to calcite-rich, quartz-rich and halite-rich
mixed Cc-Qtz-Hl particles. In the ternary diagrams, calcite and quartz correspond to the Ca- and Si-corners, respectively, while halite
either to the Na- or the Cl- or a point half-way between the Na- and Cl-corners. In ternary diagrams in which Si and Ca proportions are
summed up, data points representing Cc and Qtz overlap. The representation of Cc-Qtz-Hl particles is degenerated, collapsing to a
binary mixing line with the endmembers halite and all possible calcite/quartz mixtures, respectively. Four distinct subclasses were
found, coded by distinct colors in Figs. 5 and 6.
Fig. 3. Scheme deﬁning number and shape of clusters within a main class.
M.F. Meier et al. Journal of Aerosol Science 123 (2018) 1–16
7
Actually, the particles have been clustered in the ILR transformed three-dimensional space as illustrated in Fig. 6 by the plot
matrix. The four clusters separate quite well in the projection of ILR component 1 and 2 and 1 and 3, respectively. Nevertheless, a
complete separation need not be visible in a plot matrix as a (p-1)-dimensional distribution is projected into a 2-dimensional sub-
space. The higher the dimension of the original space, the lower is the probability that the subclasses can be observed as well
separated clusters in the 2-dimensional subspace. Another technique of visualization of clusters of particles in a high dimensional
space is the biplot, shown in the Supplementary ﬁle 2.
3.3. Classiﬁcation of new particles
Classifying, i.e. assigning new particles to the previously deﬁned classes, is done analogously to clustering. First, new observations
are thresholded, renormalized and assigned to main classes. The same ILR transformation, which was used for this main class during
training, is then applied. Thus, the new particles are mapped to the same p-1-dimensional space as all previously classiﬁed particles of
the same main class. Classiﬁcation then consists of assigning a particle to the closest subclass within the main class, or deciding that
the new particle is too remote from all existing subclasses to belong to any of them. The distance to a subclass is measured by the
Mahalanobis distance to the subclass center. The Mahalanobis distance assumes that the data point distribution in the subclasses is
approximately Gaussian and takes into account the shape and orientation of the covariance matrix. This allows for meaningful
comparisons of distances even when the covariance matrices are very diﬀerent and the spread of the subclasses is not isotropic. The
squared Mahalanobis distance of a new point x to be classiﬁed to the mean μi of the i-th subclass is given by
= − −
−d x μ x μ Σ x μ( , ) ( ) ( )i i T i i2 1
where μi is the mean vector and Σi−1 is the inverse of the covariance matrix of the Gaussian distribution of the i-th subclass. It is
known (e.g. see example 3.4.2 of the work by Timm, 2002) that for a point randomly generated from a non-degenerate Gaussian
distribution with mean vector μi and covariance matrix Σi, the squared Mahalanobis distance to μi is a random variable with a Chi-
Square distribution with degrees of freedom equal to the dimension (in our case (p-1) for a main class deﬁned by p elements). Even in
cases where the normal distribution is ﬁtted to the data (as is the case here) the chi-square distribution is still a good approximation.
We now compute the Mahalanobis distances of the new observation to all subclass means and assign it to the closest subclass. If the
squared distances to all subclass means are larger than the (1-β) quantile of the chi-square distribution with (n-1) degrees of freedom,
we conclude that the observation does not belong to any of the previously deﬁned subclasses. We use β=0.01, leading to the 99%
quantile. When a new data point has a squared Mahalanobis distance to a subclass center that is larger than the 99% quantile, the
point is farther away from the center than 99% of the points randomly drawn from the normal distribution induced by the cluster. If
this is valid for all subclasses, the point is labeled as “unknown”.
Note that when running the classiﬁcation algorithm on the training set, even for α= β, the points not classiﬁed are not ne-
cessarily the points trimmed as outliers during clustering. Clustering considers all particles simultaneously while classiﬁcation
identiﬁes particles based on distances to individual subclasses. The sets should be very similar, though. In the case of only one cluster
Fig. 4. Ternary diagram (left) and ILR-plot (right) of the Si-Na-Cl main class with a NaCl dominated subclass (red), a SiO2 dominated subclass
(green) and a subclass in between. Due to the≥ 5wt% criteria of the ﬁrst classifying stage, the red subclass ends at 5 wt% Si. Mixed particles with
less than 5 wt% Si belong to the Na-Cl main class. Black circles are particles which do not belong to any cluster and are classiﬁed as “unknown”
within the main class (for further discussion of “unknown” particles see main text in Section 3.2.3). Black crosses correspond to the centers of the
clusters.
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for a main class, some observations may not be assigned to the cluster as they are judged to be too far from its center.
4. Results
4.1. Standard glass sample
As mentioned in Section 2.2 the powder of a standard glass sample was used for testing the analytical settings and the perfor-
mance of the classiﬁer with particles of known chemical composition. For that purpose, the standard sample was measured with
CCSEM 3 times within 42 days for checking bias and repeatability. All measurements were independently clustered into one cluster,
using a trimming fraction of α=0.02. The upper limit for the ratio between the largest and smallest eigenvalue across the covariance
matrices of all clusters was set in all analyses to the default value of γ=3. The ellipsoid centers of the clusters were compared to the
(renormalized) nominal composition of the standard glass. The nominal composition is based on all elementary proportions> 5wt%
as indicated by the Society of Glass Technology (Table 2), renormalized to 100%. The analyzed particles had geometric diameters
between 1 and 80 µm. Their compositions deviate from the nominal values of the glasses by 1.9 wt percentage points (wpp) at most.
The average bias within the cluster ranges from –1.5 to 1.7 wpp, depending on sample and element (Table 3). For particles with
geometric diameters> 1.5 µm, the biases were size independent and reproducible (Fig. 7). Below this size limit, the variance of
elemental composition increases. When all measurements for training and classifying are taken with the same instrument, a size
independent bias is not of relevance. However, when the measurements for the training set and samples to be classiﬁed are taken on
diﬀerent instruments, the biases have to be taken into account.
The repeatability was determined by estimating standard deviations of the cluster centers, determined by repeated measurements
within a period of 42 days. The standard deviations of the diﬀerences between the proportions of cluster center and reference for all
elements measured were equal or below 0.36 wpp. Peak detection in the EDS spectra turned out to be a major problem in determining
Fig. 5. Ternary plot matrix of the main class Si-Ca-Na-Cl consisting of four subclasses (green, red, yellow and purple circles) and several particles
classiﬁed as unknown (black circles). In all ternary diagrams but Na-Cl-*, with *= Si+Ca, the particle compositions form a triangle shaped area,
suggesting that the particles are aggregates of 3 phases. Electron diﬀraction and EDS analyses of particles found in the corresponding samples
conﬁrmed the presence of aggregates of quartz, calcite and halite. In two ternary diagrams the representation of the three phases is degenerated
because the top corner of the ternary diagram is attributed to the sum of proportions of Si and Ca, thus confounding the quartz and calcite phase. For
the corresponding ILR-Plot see Fig. 6. The biplots of the original and the ILR transformed coordinates are given in the Supplementary ﬁle 2.
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particle composition. A peak was considered as recognized when its height was 1.5 times higher than the background. This is very
conservative but helps decreasing erroneous peak detection in spectra with high noise levels. In consequence, “real” peaks with low
contents or with a bad signal to noise ratio due to small particle size are not recognized.
4.2. Environmental samples
The current version of the classiﬁer distinguishes 227 main classes and 465 subclasses. All cluster centers of subclasses are show in
the Supplementary ﬁle 3. Depending on the context, subclasses were aggregated to meta-classes, e.g. subclasses originating from the
same particle source or subclasses with potentially similar health eﬀect.
Most of the main and subclasses consist of three elements, the highest number of elements deﬁning a main class was seven (Na, Al,
Si, S, Cl, Ca and Fe). Most subclasses are dominated by few elements. Main classes with one or two elements generally contain
homogeneous phases, whose subclasses can be assigned to known compounds. Main classes with more than three elements normally
consist of particles composed of several phases (mixed particles). 56% of all subclasses contain Si, 54% Ca and 35% Al. 20% of the
Fig. 6. Plot matrix of ILR transformed main class Si-Ca-Na-Cl, consisting of the four subclasses and some unknowns as described in Fig. 5. Note, that
the four linearly dependent components Si, Ca, Na and Cl proportions are transformed into three linearly independent ILR components. The
subclasses are almost completely separated in the subspace spanned by the two ﬁrst ILR components.
Table 3
Results of standard glass measurements with CCSEM.
measurement Age of sample (d) Si K Pb
Renormalized nominal value (wt%)
39.94 14.92 45.14
Cluster centers (wt%)
m 8–1 0 38.5 14.7 46.8
m 8–2 41 38.7 15.0 46.3
m 8–3 42 38.1 14.9 47.0
Standard deviation of cluster centers (wt%)
0.31 0.15 0.36
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subclasses do not contain any of these three elements. They include a wide range of chemical compositions such as sulfates, chlorides,
phosphates, metal oxides and metals. Also a large portion of organic particles such as pollen and spores were detected, as these
particles often contain in addition to C and O small amounts of other elements (e.g. Si, S, P, K and Ca) which show propor-
tions> 5wt% due to the exclusion of C and O. It was possible to assign a known substance to about one third of the subclasses. The
range of these substances includes mineral phases (e.g. Quartz, Feldspars, Calcite, Dolomite, Gypsum, Halite, Hematite, Pyrite etc.),
metal alloys (e.g. the most common used stainless steel X5CrNi18-10) and even some organic particles (e.g. pollen, spores and milk
powder grains). Homogeneous phases and heterogeneous two phase mixtures were easily identiﬁed, when well deﬁned mixing lines
between two already assigned end-members were found. A particular case of mixing lines is the one of solid solutions. As an example,
alkali feldspars encompass the endmembers albite NaAlSi3O8, orthoclase KAlSi3O8 and solid solutions (Na,K)AlSi3O8. Alkali
feldspars with less than 5wt% K are part of the Si-Al-Na main class, an alkali feldspar containing Na and K (minimum 5wt% before
renormalization) belongs to the Si-Al-Na-K main class and alkali feldspars with less than 5wt% Na to the main class Si-Al-K. The
endmembers albite and orthoclase will cluster around a point in the ternary diagram Si-Al-Na and Si-Al-K respectively, whereas the
solid solution feldspar will deﬁne a line in a ternary diagram with corners corresponding to Na, K and Si+Al. For some more complex
compositions (e.g. tire wear particles), the corresponding subclass was identiﬁed by comparing with the chemical composition of tire
wear particles manually sampled from various tire brands and types and measured with SEM/EDS. More than one compound might
be attributed to a single subclass. This is the case for phases with identical chemical compositions but diﬀerent crystal structures (e.g.
polymorphs of SiO2) or when two diﬀerent compositions show the same measured “composition” because some elements are not
measured like C, N and O. An anhydrite (CaSO4) particle and a gypsum (CaSO4·2H2O) particle will both give the renormalized
composition of Ca and S and end up in the same class. This eﬀect could even be observed for particles of quite diﬀerent natures.
Organic particles often contain Si beside C and O. By the degeneration in the compositional space these organic particles end up in the
same subclass as a quartz (SiO2) particle. A third possibility for diﬀerent phases plotting in the same subclass is given when a
heterogeneous mixed particle and a homogeneous particle have an identical overall composition. When Calcite (CaCO3) is mixed
with sulfure (S) in a particle in such a way that the overall renormalized composition is identical with anhydrite (CaSO4) in a second
particle, these two particles cannot be distinguished by our system. The list with all subclasses, the corresponding cluster centers and
the assigned substances is given in the supplements.
Fig. 7. Scatter plots of element percentages versus particle diameters of the measurement of glass standard no. 8. For selected elements, the
proportions of all particles measured during a selected run are shown as blue circles. The red lines show the nominal values of the glasses,
demonstrating that most of the particles plot along this line revealing the speciﬁc biases mentioned in the text. For particles with geometric
diameters smaller than 7 µm, larger variations can be observed.
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The classiﬁer was already used for diﬀerent air quality studies. In one of these studies, particles emitted during deposition of
waste incineration slag into a landﬁll were tracked. We will discuss here two of the samples, which were taken with Sigma-2 particle
samplers. The ﬁrst sample was collected 110m downwind of the landﬁll, the second one at a peri-urban background site at a distance
of approximately 850m. Fig. 8 shows heatmaps of the chemical compositions of all particles measured. In these heatmaps, each row
corresponds to a speciﬁc element and each column to a speciﬁc particle. The width of the column for a particle corresponds to the
total width of the heatmap divided by the total number of particles. The weight percentages of the elements in a particle are coded by
the color. The particles are sorted from left to right according to the main classes and subclasses they belong to. The sorting order of
the main classes follows the top-down order of the elements in the heatmap. E.g. all main classes containing Si are to the left of all
other main classes without Si. Within a set of main classes containing a certain element, the main class with the lowest number of
elements comes ﬁrst. Within a set of main classes starting with a certain element and with the same number of elements, the order
follows again the order of elements in the heatmap. In our example the ﬁrst few main classes are thus Si (Quartz), Si-Al, Si-Ca, Si-Al-
Ca etc. Within each main class the particles are sorted along their subclasses. This results in smooth heatmaps facilitating the
comparison of the compositions of diﬀerent samples. The heatmaps presented here show very diﬀerent patterns. A large portion of
the particles from the background site contains large proportions of Si, whereas the majority of the particles collected downwind
contain large proportions of Ca. The composition of the downwind sample largely corresponds to the composition of a milled sample
prepared directly from the deposited slag. By inspecting the ternary matrix plots, several clusters of outliers could be identiﬁed. They
Fig. 8. Heatmaps of two contrasting sites in the neighborhood of a landﬁll with waste incineration slag. The upper heatmap shows a sample
collected downwind from the landﬁll, the lower one from a peri-urban background site in the neighborhood. Most particles from the downwind site
contain larger proportions of Ca, whereas the background site is dominated by particles containing larger proportions of Si. Ettringite as a typical
alteration phase for waste incineration slag was found in the downwind sample. Other classes marked with blue boxes correspond to quartz,
hematite and gypsum.
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represented new subclasses which were, at the moment of the analyses, still unknown to the classiﬁer. One of these new subclasses
within the Al-Ca-S main class was identiﬁed as the mineral ettringite (Ca6Al2(SO4)3(OH)12·26H2O) (Fig. 8). In landﬁlls, ettringite is
known to be formed from waste incineration slags (e.g. Sabbas et al., 2003) and the presence of ettringite was conﬁrmed by an X-ray
diﬀraction analysis on a slag sample obtained from this landﬁll. The “ettringite subclass” (Al-Ca-S_2 subclass in Supplementary ﬁle 3)
turned out to be a good tracer for waste incineration slag.
5. Conclusion and outlook
More than 55,000 single airborne particles from 83 samples were measured by CCSEM. These data were used for training a model
based two-stage classiﬁer. 227 diﬀerent main classes and 465 subclasses have been found in total, so far. The ﬁrst stage of the
classiﬁer, deﬁning the main classes, is rule-based and does not need any training at all. The second stage is a robust model-based
method, allowing safely classifying particles even when (some) particles belong to subclasses that have not been included in the
training set yet. Ternary diagram matrices (Fig. 5), scatterplot matrices, heatmaps (Fig. 8), lattice scatterplots (Fig. 7) and lattice
histograms of morphological and chemical quantities created automatically by the particle classiﬁer help checking and interpreting
data and classes. The detailed classiﬁcation scheme allowed attributing a large proportion of the particles to well deﬁned compounds.
Depending on the context, subclasses may be aggregated to meta-classes, representing e.g. diﬀerent particle sources, diﬀerent particle
formation processes or groups of particles with similar health eﬀects. A paper about an applied study with more application-speciﬁc
details is in preparation.
For the time being, the classiﬁer is performing best for samples rich in mineral dust and traﬃc-derived dust due to the training
samples used so far and because elements lighter than Na have been neglected. Neglecting these elements, leads to degenerations in
the compositional space. This may complicate data interpretation. Previous studies demonstrated that boron crystals are suitable
substrates for collecting and analyzing low Z element particles (e.g. Choël et al., 2005; Deboudt et al., 2010; Bingmeier et al., 2012).
First experiments in our facility with boron substrates show that training the classiﬁer for measurements including low Z elements
quantiﬁed on boron substrates is feasible. For including C, N, O and F, the classiﬁer has to be retrained leading to new main and
subclasses. A quartz particle (SiO2) for example would change from the Si-class to the Si-O class. First analyses with a state-of-the-art
EDS detector suggest that the minimum concentration threshold of 5 wt% for considering an element in the ﬁrst stage of particle
classiﬁcation into main classes could be lowered without generating undesirable artefacts. This has the advantage that some elements
used as source tracers (e.g. Zn, Sb and Sn in brake wear) could be considered, despite small concentrations, in the classiﬁcation
scheme.
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