The human visual system is spatially inhomogenous, and this property should be included in models of visual processing. We used weighted Hermite polynomials (WHPs) to encode and to characterize such inhomogenous processing. Simulations using an order-transfer-function (OTF) defined for each WHP order, at three spatial scales, provide elegant predictions of variations in two-point resolution and detection sensitivity with retinal eccentricity, of spatial frequency discrimination, and of WHP order discrimination.
INTRODUCTION

Spatial inhomogeneity and basis functions.
It is well known that visual performance, indexed by two-point resolution, vernier acuity, and other visual tasks, falls off with eccentricity (e.g. Mandelbaum & Sloan, 1947; Westheimer, 1972; Johnson et al, 1978; Klein & Levi, 1985) . Such a variation in function over retinal position indicates that the human visual system is spatially inhomogenous, and this fact must be included in models of visual pattern processing. The question here is how to characterize this spatial inhomogeneity in the simulation of visual performance. As will be discussed in the following, the traditional Fourier analysis is limited to applications in homogenous systems and the more recent wavelet approach have so far not provided us practical tools to characterize a system's behavior.
Based on systems analysis, the issue is to predict the output image after an input image is given. To do this requires knowledge of the mechanisms of a particular image processing system. In many cases, the system's behavior can be well characterized by a transfer function with respect to a specific set of basis functions. In optics, for example, spatial resolution can be described by the modulation transfer function (MTF), or its spatial domain counterpart, the point (or line) spread function, where the basis functions are sinusoids. However, the application of the MTF (i. e., the system's responses to sinusoidal stimuli) implies an homogenous image quality in the system output, because the point (or line) spread functions at different spatial locations are all the same for a single MTF. Thus, this approach cannot describe variations in visual performance over different retinal locations.
We explore here an alternative systems analysis of visual processing, involving exponentially weighted Hermite polynomials (WHPs) of different orders, which can describe spatial inhomogeneity. Analogous to the MTF, we define an order-transfer-function (OTF) as the transmission coefficients of the amplitude at each order of the WHPs in the visual system. As other system level descriptions do not handle spatial inhomogeneity elegantly, or ignore it, the WHP basis set has exceptional utility, as we will show in this paper.
To model visual processing, it has been popular since the 1980s to employ Gabor functions in studies of primate visual information processing (e.g., Turner, 1986; Watson, 1987; Daugman, 1988) . Gabor functions have sufficient degrees of freedom in spatial frequency, spatial location, and bandwidth, to fit the great variety of receptive field profiles found in striate cortex cells (e.g., Pollen & Ronne, 1983; De Valois & De Valois, 1988) . However, such flexibility has a cost: a system-level description becomes unwieldy. It is an unanswered question, what the 'right' set of Gabors needed for the representation of the visual system is. Indeed, the transfer functions with respect to a complete set of Gabor filters has not emerged for characterization of the visual system, despite extensive measurements of visual contrast sensitivity to Gabor patches at varying retinal location, spatial frequency, and bandwidth (e.g. Robson & Graham, 1981; Peli et al, 1991; Pointer & Hess, 1989) .
In contrast to the difficulties of using Gabors, the Fourier scheme is easy to characterize; the system's performance is described by the response to sinusoids of different frequencies (the MTF). The question arises how to retain the simplicity of this scheme without the restriction of spatial homogeneity. Young (1978) first suggested using Hermite polynomials, which have the computational advantage of orthogonality that they share with sinusoids, for this purpose. Yang and Reeves (1991; suggested in addition that WHPs could describe the visual system with a transfer function (OTF) at various spatial scales, in a generalized WHP frequency domain.
The constraint of spatial inhomogeneity on scale operations. Visual information processing may be undertaken at different scales. Spatial patterns with fine structure require the visual system to employ a fine image resolution. To analyze larger-scale structure of the patterns, however, it is more efficient to use a coarser resolution. Psychophysical studies of scaling have provided some evidence for the existence of discrete scales; e.g., for curvature discrimination (Ferraro & Foster, 1986) , for spatial discrimination (Watt, 1987; Wilson & Gelb, 1984) , and for stereopsis (Wilson, Blake, & Halpern, 1991) . Thus several investigators have assumed a scaling property in their models of underlying visual encoding mechanisms; e.g. Burt and Adelson (1983) and Burt (1988) proposed a Pyramid scheme for analyzing images with Grossberg (1994) proposes different spatial scales with coarse-to-fine interactions between them; each scale includes a range of receptive field sizes in order to carry out appropriate computations at that scale. Recent wavelet expansions (e.g., Mallat, 1989a; 1989b; Wang et al, 1995) , like Gabors and the cortex transform of Watson (1987) , also employ different spatial scales. Although all these approaches take advantage of simultaneous multiple-scale analysis, only Grossberg (1994, section 41) , in the context of stereopsis, specifies the spatial extent that supports a particular scale in detail. We suppose that as the finest visual resolution is confined to the fovea, it is reasonable to limit the spatial extent of that representation; and further, we suppose that the larger the scale, the broader the spatial extent. We incorporate the simplest possible scale operation on the WHP encoding scheme that is consistent with this simple idea.
WHP definition. The WHPs are the probability wave functions of the harmonic oscillators in quantum mechanics. They have been called Hermite-Gaussian functions in optics, and used to describe laser and optical fiber modes (e.g., Maitland & Dunn, 1969; Yariv, 1989) . Recently, this basis set has gained some attention from vision investigators (Young, 1978; Koenderink & van Doorn, 1990 Martens, 1990a Martens, , 1990b Noest, 1990; Stewart & Pinkham, 1991 , 1994 Yang, 1991; Yang & Reeves, 1991 Klein & Beutter, 1992; Gertner & Geri, 1994; Stewart et al., 1999) . One dimensional WHPs are defined as:
where n is the order of the basis functions, the normalizing factor C n = π 0.5 σ2 n n!, and σ is a spatial scale factor. Examples at eight different orders of the function are plotted in Fig. 1 , with σ = 0.25 deg. This set of functions are complete and orthonormal for any σ value, and so (with σ fixed) they can be used for both image decomposition and reconstruction.
Some of the cited work used the lower order of the functions to model the receptive field of simple cells (Young, 1978) , some has concerned elegant properties of the functions in the constrains of visual system (e.g., Koenderink & van Doorn, 1990) , and some has emphasized the application of the functions in image processing (e.g., Martens, 1990b) . In comparison, the aim of this paper is to characterize the input and output relationship of human visual system by using the order-transfer-function with respect to the WHPs. The work of Stewart et al (1999) is closest to our approach. Their analysis was based on eigenfunctions and eigen-values of the system. However, the work or Stewart et al (1999) did not provide a generalized characterization of the visual system (such as the OTF we mentioned here), nor was it concerned with visual performance in the periphery.
Image quality, order transfer function, and eccentricity. The order-transfer-function (OTF) is a set of weights on the orders. These weights determine the proportion of each order present in the input which is passed to the output, that is, they are transmission coefficients. The OTF specifies information retention at each order in visual image processing. In this scheme, phase is fixed (all orders have identical phase) and only amplitude can vary, so the OTF is real-valued. The OTF (measured at a particular scale) for vision describes the amplitude modulation for all WHP orders, when all orders are centered at the fovea. (This differs from the wavelet approach where the center of the wavelet moves around in the 2-D space.) At this stage, we do not have enough information to derive OTF from theoretical considerations, but we provide an empirical estimation of the function in Eq. 2.
Although the OTF is analogous to the MTF in the Fourier approach, there is a difference in their representations in the space domain. The MTF and the point (or line) spread function have a one-to-one correspondence because the system is assumed spatially homogenous. However, with a given OTF and a fixed scale, the line-spread function (so as the spatial resolution) varies with spatial location. Fig. 2 illustrates this point. The line spread functions shown in Fig. 2a were calculated based on an arbitrarily assumed OTF shown in Fig. 2b . In the calculation, a delta function was firstly decomposed into a series of WHPs at the scale of 0.25 degree. The coefficients of the WHP expansion were than multiplied by the OTF at each corresponding order. A line-spread function was finally reconstructed with the new coefficients (i. e., the original coefficients multiplied by the OTF). From Fig. 2a , we can see that the peak FIGURE 2. a) the line spread functions at different eccentricities, and b) the corresponding order-transferfunction (OTF). Spatial scale value σ=0.25 degree.
value of the line spread function decreases and the spatial extent of the function increases with increasing x value (i. e., the position of the input delta function). These features imply that image quality decreases as eccentricity increases away from the "fovea" (where x=0). This critical feature is further demonstrated in Fig. 3. An original sine-wave pattern is shown in Fig.3a , and it is expanded by the WHPs. The coefficients of the expansion were multiplied by the OTF (Fig. 2b) . Fig 3b shows the image reconstructed by the new WHP coefficients. One can see that the difference between the two patterns increases as position x moves away from the origin, demonstrating spatial inhomogeneity. This result could not be obtained if the Fourier approach was employed, and it is not a necessary consequence of a wavelet approach. In the latter approach, a mother wavelet can be dilated and shifted to provide a complete representation of any spatial pattern (Mallat, 1989a) . The wavelet approach provides an efficient encoding scheme for the image variation at local details, but it does not address the system through which the image passes as a whole. Whereas WHPs are a series of basis functions which share a unique spatial origin (the fovea when visual system is concerned), so that loss of spatial precision with eccentricity is a necessary consequence of incomplete transmission of the input, the wavelet approach needs only one mother function, whose spatial origin can be shifted in space to model any or no change with eccentricity.
The relationship between the input and output patterns shown in Fig. 3 portrays a property pertinent to a linear spatially variant system. While the spatially variant assumption is valid, the assumption of linearity is in general not tenable for human visual processing. However, it is a common practice to use linear assumption in visual image analysis for its simplicity. Especially at a fixed adaptation light level, visual spatial processing near or at threshold can be modeled as approximately linear, or with a mild nonlinearity (Wilson, & Gelb, 1984) . Moreover, some nonlinearities can functionally be attributed to a final stage of detection (Yang, Makous & Qi, 1995) . Therefore we assume a linear, spatially variant model of early visual performance, which is one step more closer to the reality than the more often used assumption of linear spatial-invariance. Given this assumption, the first step is to estimate the OTF. One could estimate the OTF by measuring the contrast threshold for detecting WHP stimuli psychophysically. However, this classical approach in general does not provide a fair estimation of the underlying transfer function at photopic levels, due to the necessary presence of a background field (Yang, Qi, & Makous, 1995; Yang & Stevenson, 1999) , which is represented by a large amplitude, zero c/deg component in the spatial frequency domain. When the frequency of a small amplitude test component is close to zero c/deg, the test component will be masked by the zero frequency field component. Thus a transfer function inferred from the inverse of threshold will be contaminated by zero frequency masking. As the lower order WHPs have power spectra concentrated in the neighborhood of the zero frequency, zero frequency masking will be severe for WHP stimuli. One can minimize the effect of zero frequency masking by counter-phase modulating the test components (Yang & Makous, 1994) , or by increasing the ratio between the test and the zero frequency components, as masking is most effective when the contrast of a masker is much higher than the contrast of the test component. We obtained visual responses to suprathreshold WHP gratings that were counter-phase modulated, to infer the underlying transfer functions at spatial scales of 0.15, 0.25, and 0.5 deg. (Yang, 1991; Yang & Reeves, 1995) . The suprathreshold measurements were not made psychophysically, but rather by recording visually evoked potentials (VEPs) at the occiput. Such an electrophysiological approach has frequently been taken to characterize human visual system response to spatial stimuli at a gross level (see Regan, 1989) . Yang and Reeves (1995) employed a quantitative model to fit the VEP power evoked by alternating grating stimuli. The gratings were uniform fields modulated by WHPs of different orders, n, and scales, σ. The VEPs increased at low orders, reached a peak, and then decreased at high orders. The measured VEP powers were modeled as proportional to the product of an inferred OTF, namely T(α, σ), and the theoretical stimulus energy or informational complexity (Gabor, 1946) which equals (n+1)/ σ . The increase in VEP power at lower orders mostly reflects the increase in stimulus energy present in increasing WHP orders, which is proportional to n+1. The decline in the VEP at high orders mostly reflects the lowpass nature of the early visual system, as governed by T(α, σ). The OTF was approximated by (Yang & Reeves, 1995) 
Here, Mf is the mean frequency of the nth order WHP stimulus, which is almost exactly 0.14(n+0.5) 0.5 /σ. The concept behind Eq 2 is that the information in each order transmitted by the eye declines as its mean frequency increases. At very high mean frequencies, optical or retinal blur ensures that no information is transmitted. The single free parameter, α , is an empirical estimate of the rate of decline. Best-fitting α values, averaged over three subjects from the VEP experiments, were 0.15, 0.20, 0.27 c/deg, for spatial scales of 0.15, 0.25, and 0.5 deg., respectively. The entire set of VEPs for each subject elicited by varying order, scale, and stimulus contrast (c ) was fit closely by assuming that the VEPs were proportional to T(n, σ) c (n+1)/ σ, using three best-fitting values of α , and one constant of proportionality, for each of the three subjects. Order n
Transfer function
The corresponding transfer functions are plotted in Fig. 4 . We used the OTFs shown in Fig. 4 in following calculations. Since the WHPs provided an orthonormal basis set of stimuli, the OTFs can be used in turn to predict responses to any finite visual stimulus. In this paper we show how the order-transfer functions obtained from the VEPs can be implemented to predict psychophysical visual performance, namely resolution and sensitivity as a function of eccentricity, spatial frequency discrimination, and WHP order discrimination. Modules, scales, and WHP expansions. One way to conceptualize the visual system is as a single, allpurpose system, for example, a Fourier analyzer or WHP analyzer. An alternative is to imagine that there exist several competing modules, each specialized for a specific task. Each module could handle a wide range of stimuli, but not all possible ones. For example, there might exist both spot detectors, optimally tuned to spots in the space domain, and frequency detectors, optimally tuned to sinusoids in the frequency domain. There might also be order detectors optimally tuned to WHPs in the WHP domain. This variety of domains could be processed by different modules employing different visual representations. In a noise free, linear system, there would be no advantage in having more than one complete representation. In the visual system, however, noise in representations involving more than a few components could make it more efficient to specialize. In this case, to detect an arbitrary spatial pattern, all the modules might compete with each other. For the purpose of this paper, we assume a single, early linear scheme (WHP filtering) followed by specialized detectors ("modules"). The modules receive as inputs the responses of each WHP filter, and adaptively (and nonlinearly) filter these outputs to optimally encode all the stimuli presented in an experiment for the purpose of discriminating between them.
In the WHP representation, different sets of basis functions can be obtained by changing the spatial scaling factor, σ. Note that σ is the standard deviation of the zero order WHP, as W 0 is a Gaussian. For a given σ, an input function such as g(x) can be expanded in the following way:
For a complete representation of g(x), we only need one scale. However, if σ is ill-chosen, a large number of orders may be required to provide adequate encoding of a particular pattern: encoding may be very inefficient. For a realistic g(x), there is an optimized scale, in the sense that a least number of B n (σ) can be used to recover g(x) to a specified degree of accuracy. In computational applications, finding such a set may require numerical fitting methods. In human vision, there might be mechanisms which guide the visual representation to an optimized spatial scale. In modeling, we make this assumption, i.e., that B n (σ) is adjusted to optimize the representation of the stimulus set presented to a (trained) observer during a series of trials.
The possibility that scale optimization occurs in human vision has been suggested by psychophysical results, involving either an automatic, rapid mechanism (Ferraro & Foster, 1986; Watt, 1987) , or a slower mechanism under attentional control (Hoffman, 1980; Kinchla et al., 1983) . These reports demonstrated selection of visual representations at different scales, as distinct from selection by location, by direction of motion, and by object. Most directly relevant is Davis & Graham (1980) , whose (trained) subjects selected one of two superimposed gratings by its cued spatial frequency. Controlled guidance is also suggested by the finding that there are different spatial scale representations for searching small and large letters, and the representations can be switched, based on task (Sperling, 1984) . This notion of selection for scale also finds some indirect physiological evidence. It has been known since Moran & Desimone (1985) that the receptive-field size of single cells in monkey V4 and inferior temporal cortex varies with the animal's attention. It is now evident that attention can influence receptive-field properties even in V1 (Roelfsema, Scholte, & Spekreijse, 1999) , by enhancing responses of cells in the path of attention. This finding may be important for us since cells in V1 and V2 are the sources of the occipital VEPs we recorded to estimate the OTF, although alterations in receptive field gain do not necessarily imply changes in scale processing. Di Russo & Spinelli (1999) have also shown that spatial attention can reduce the latency and increase the amplitude of the P1 and N1 components of the transient occipital VEP in human. However, their study involved attention to location rather than to scale, and we know of no direct tests of scale effects on the VEP other than our own. In sum, there is suggestive evidence that attention can modulate scale processing, but whether this is subserved by the cells in V1 and V2 responsible for the VEP is uncertain. We therefore assume that the scales can be adjusted to optimize visual psychophysical performance, i.e., that B n (σ) is adjusted optimally, and that the variations in the OTF as a function of scale that we derived from the VEPs (Yang & Reeves, 1995) captured this phenomenon.
PERIPHERAL SENSITIVITY AND RESOLUTION
In this section, we compute sensitivity and resolution at different eccentricities, based on the WHP representation, and check the results against psychophysical data from the literature.
Theoretical calculations. The WHPs are complete, and thus, a position detector at any eccentricity x 0 can be constructed by a linear combination of the WHPs. The position detectors should provide a good topographical mapping of the retina. An ideal position detector is a delta function, and which can be decomposed as
where δ(x-x 0 ) represents an unit area delta function at position x 0 . The coefficients of this expansion B n are determined by Eq. 3 and can be obtained as
With transmission losses, due to imperfections in the visual system, the image of the delta function through this system is not a delta function. Rather, the output coefficients B n ' are the products of the OTF and the original coefficients B n :
so the line spread function can be reconstructed from the coefficients B n ':
For comparison, if the system is spatially invariant, the line spread function h(x, x 0 ) depends only on the distance between x and x0, thus can be simplified to h(x-x0). However, due to the inhomogeneity considered here, the line spread function cannot be written as h(x-x 0 ). Examples of the line-spread functions are shown in Fig 2a. They are close to the line spread functions obtained from psychophysical data by Hines (1976) and Limb & Rubinstein (1977) , with respect to both the peak value and the first trough position. Johnson et al. (1978) with 10 min of arc target. The thick line on the lower panel was from Westheimer (1972 , from Mandelbaum & Sloan, 1947 .
The line-spread function provides the information of the system's performance on two-line resolution and relative sensitivity at different locations. When the source point x 0 , which corresponds to the peak positions, is away from the origin, the peak intensity decreases and the spatial spread increases. The peak intensity indicates the relative visual sensitivity for detecting a fine line. Fig. 5 (upper panel) shows the relationship between the peak intensity of the line spread function, i.e., h 2 (x 0 ,x 0 ), and the source position x 0 (i.e., eccentricity), calculated with Eq. 7 at spatial scales of 0.15, 0.25, and 0.5 degree.
The spatial spread of the line spread functions, which is defined as the spatial uncertain Δx, can be used to estimate visual resolution at different eccentricities. The spatial uncertainty is defined as (see Gabor, 1946 )
Experimental confirmation. Fig. 5 reveals a model trade-off between foveal and peripheral sensitivity. For the smallest scale, sensitivity and resolution is very good at fovea, but degrades quickly with eccentricity. For the largest scale, performance is not so good at the fovea, but drops slowly with eccentricity. We compared the model-based calculations with psychophysical data in the literature. The filled squares (with thick lines) in Fig 5 are the contrast sensitivities normalized at fovea for detecting a target of ten minutes of arc in the horizontal meridian, as reported by Johnson et al. (1978) . These data fairly closely follow the predictions from the upper envelope of the three scales. (As already stated, the assumption here is that the visual representation can be adjusted to an optimal scale in the sense of reaching the highest sensitivity: if there were only one spatial scale, the predictions from this model would fail.) Johnson et al. (1978) also showed that when the target size increases, the rate at which sensitivity drops with eccentricity decreases. Finite target width might account for the slight departures from our theoretical calculations based on idealized infinitely-narrow line targets.
This model also accounts for the variation in visual resolution with eccentricity. The thick line in the lower panel of Fig 5 shows the minimum angle of resolution with eccentricity, measured in a high luminance condition ( Westheimer, 1972 , Fig 3, taken from Mandelbaum & Sloan, 1947 . The whole profile of the calculated resolution (Δx) is consistent with, though a little above, the thick line. Others (e.g., Westheimer, 1967; Yap et al., 1989) report similar rates of loss in resolution with eccentricity.
Our choice of these three scales was not guided by theory, but rather was the least number of distinct scales needed to account for the data. We have not addressed the question of how many scales are required in theory, or even if the scales are discrete (and how they are spaced) or continuously varying from one scale to another. The variety of current theories, which employ between 1 and 7 different scales, and the limited empirical evidence for each theory, means that considerable work needs to be done to understand the operation of scale in the visual system. However, our approach, while empirical and tentative, does not appear to violate current understanding.
SPATIAL FREQUENCY DISCRIMINATION
It is well known that the output signal of a linear spatially invariant system contains only those frequency components that exist in the input signal. However, this is not true for a spatially variant system, where each input frequency component spreads its energy to nearby frequencies . We now show that representation in the WHP domain nicely accounts for this property. Analogous to the line spread function in the space domain, there is a frequency-spread function in the frequency domain.
Theoretical calculations. The spatial function that represents a single frequency component f 0 is described by exp(-i2πf 0 x), which can be decomposed by the WHPs: 
Applying the Fourier transform to both sides of Eq. 9 and using the property that the WHPs are the eigenfunctions of the Fourier transform (Gabor, 1946) , we can obtain
( 1 0 ) Here f represents the variable spatial frequency, and the coefficients of this expansion can be obtained as
The coefficients B n here are similar to Eq. 5 for the position detectors, differing only in a scale factor and in phase delays. Similarly to Eq. 6, the coefficients after filtering are B n ' = T(n, σ) B n .
( 1 2 ) An equivalent line spread function in the frequency domain, that is, frequency spread function, can then be synthesized from the coefficients B n ':
( 1 3 ) Similarly, frequency uncertainty is calculated by
( 1 4 ) The calculated uncertainty (Δf) is plotted against the spatial frequency (f 0 ) in the upper panel of Fig. 6 , and the corresponding Weber fraction Δf/f is shown in the lower panel.
Discussion. Psychophysical performance in spatial frequency discrimination was reported by many investigators in the 1980's (Hirsch & Hylton, 1982; Regan & Beverly, 1983; Wilson & Gelb, 1984; Westheimer, 1984; Mayer & Kim, 1986; Bowne, 1990) . Although little consensus on underlying mechanisms was reached, the experimental results are quite similar. The discrimination ratios Δf/f are generally constant over a large spatial frequency range, with small peaks and troughs (in the range 0.02 to 0.07) which may (Hirsch & Hylton, 1982; Wilson & Gelb, 1984) or may not (Westheimer, 1984; Mayer & Kim, 1986 ) reflect underlying visual mechanisms.
The calculations from Eq. 14 show that the Weber fraction for the frequency discrimination is about 0.02 (see Fig 6, the lower envelop of the lower panel), at the lower bound of the experimental reports. Fig 6 also shows, as expected, that optimal scale for discrimination is larger at low frequencies than at high frequencies. The overall performance can be described by the envelope profile.
In the current model, the frequency discrimination function is independent of the stimulus contrast, if the two stimuli have same contrast and the contrast is high enough for both to be clearly visible. Bowne (1990) has shown that when contrast varied from 0.02 to 0.50, the frequency discrimination threshold for a 1 cycle per degree grating hardly changes, in agreement with this theoretical expectation.
ORDER DISCRIMINATION: EXPERIMENT
Theory. In principle, if every frequency component was transmitted perfectly, and there were distinct WHP detectors, a single order WHP input should stimulate only one corresponding detector. Therefore order discrimination should be perfect. It was shown by Yang (1991) , however, that there is some spread in the WHP domain for a single order input, due to the low-pass nature of early stages in the visual system. Thus there will be some uncertainty in determining which order was the distal stimulus, even given distinct WHP detectors and noise-free processing. In a first order approximation, the low-pass MTF(f) was described by the term (1-α|f|). Here |f| means absolute value of the spatial frequency f. For a given order W n (x, σ), its Fourier transform as mentioned earlier is W n (f, 1/2πσ). After passing through the low-pass filter the available information for late stages in the Fourier frequency domain is
( 1 5 ) The term G n can be further expanded into WHP series with coefficients BB nk , These coefficients indicate the amount of energy spread from order n to order k, and are given by 
Order n P (different)
JY FIGURE 7. Examples of the psychometric functions for responding 'different' for two subject: BW and JY. Abscissa shows the test WHP order to be discriminated from the standard (14, 23, or 31) . Test orders were the same as or lower than the standard order. Display duration was 48 ms. Each pair of the curves for the same standard order shows fits to data obtained with two different judging criteria. See text for further details.
The amount of uncertainty, Δn, as indexed by the standard deviation of this spread, can be calculated from the variance as follows:
The uncertainty predicted by Eq. 17 is independent of the contrast value, as soon as the contrast is well above detection threshold level. Since there are no published data on WHP order discrimination, we ran the following experiment to test whether or not order uncertainty accounted for the psychophysical performance on order discrimination.
Subjects and Method. The three subjects were those used in the prior VEP study (Yang & Reeves, 1995) , so that we have the estimations of their OTFs from their VEP data. In the present psychophysical experiments, they discriminated a test WHP of order k from a reference of order n. Horizontal grating-like stimuli were presented on a filed extending 9.4 0 horizontally and 7.8 0 vertically, with a mean luminance of 50 cd/m 2 . There was a fixation point at the center of the screen, corresponding to the origin of the WHP stimuli.
Constant-stimuli and two temporal interval forced choice methods were used. The test order was varied. In a given session, there was a reference order and six lower orders with a decrement of two, i.e., the stimuli were of the same (even or odd) symmetry. In every trial, the reference order was displayed in one of the two temporal intervals, chosen at random. The other interval contained one of the seven stimuli in a pseudo-random sequence that ensured that the same stimulus would not repeat in a single block. There were 15 blocks in each session. Between trials, and between the two intervals, the field was again uniform at 50 cd/m 2 . Subjects were instructed to report whether the WHP stimuli in the two intervals were the 'same' or 'different' by pressing one of two keys. In the first experiment, the stimulus duration was 48 ms and the inter-stimulus interval was 150 ms. In the second experiment stimulus duration was increased to 100 ms, with an inter-stimulus interval of 500 ms. In every session, there were 15 blocks of stimuli. Four such sessions were usually run to obtain the percentage of 'different' responses.
Data Analysis. Some of the raw data (the probability of 'different'), obtained at 48 ms, are illustrated in Fig  7. A Cauchy density function was used to estimate the underlying uncertainty distribution
as this function has an especially simple cumulative function, namely the atan,
which we used to best-fit the raw psychometric functions after converting the order k to variable x by:
The empirical relationship shown in Eq. 20 gives a nice fit between Eq. 19 and raw psychometric functions (Fig. 7) . There are two free parameters: q indexes the inherent spread of the uncertainty, and x 0 indexes the criterion shift (intuitively, these correspond to the standard deviation and mean of a Gaussian fit.)
We manipulated criterion to understand whether the main results would survive variations in x 0 , which from our point of view is a nuisance variable. The subjects were instructed to try to not make false alarms in one set of runs. In this case the subjects tend to respond 'same' if uncertain. In other runs the subjects were instructed to try to obtain a high hit rate, and so they tended to respond 'different' when uncertain. Each pair of data sets (Fig. 7) shows the results obtained with these two criteria for a single reference order. The corresponding two dashed curves are the fitted results, with three free parameters: one q (common to both curves) and two x 0 .
When q is known, the distribution p(x) is determined. We define the uncertainty region as the central 68% of the total area under curve p(x), which means P(x c )=(1-0.68)/2=0.16. The corresponding x value at the criterion, based on Eq. 19, is x c = -1 . 8 2 q .
( 2 1 ) This value represents the extend of energy spread of the nth order WHP, i.e., x c = x(k c ) -x(n), and when it is converted to variable order, the corresponding order k c at the criterion is given, based on Eq. 20, by :
A Weber ratio can be defined as Δn/n = (n-k c )/n, and from Eqs. 21 and 22, Δn/n = [3.64 (n+0.5) 0.5 q -3.31 q 2 ] / n .
Curve fitting methods were used to interpolate Δn, the change of order needed to obtain a criterion probability correct.
Results. At low orders, order discrimination was so easy that there were insufficient data to fit a psychometric function. Otherwise, Weber ratios could be estimated. They are shown for subjects BW and JY by filled symbols in Fig 8 for the first experiment with short duration (48 ms) targets. These Weber ratios are well above the theoretical predictions (solid line in Fig 8) from Eq. 23, especially for higher orders.
We wondered whether the difference between the theory and the experiment might be caused by lack of time for optimal visual processing, since the higher order stimuli contain more information than the lower ones, and stimuli containing higher spatial frequencies require more processing time (Lovegrove & Meyer, 1984; Watson, 1986; Rudd, 1988) . Contrast sensitivity is known to increase as exposure duration is increased up to about 100 ms (e.g., Nachmias, 1967; Watson, 1986) , after which performance tends to level off. We therefore used a 100 ms stimuli display in the second experiment. As the two subjects did not show systematic differences, the two sets of data were combined together to obtain experimental Weber ratios (empty circles in Fig 8) . These data are fairly close to the theoretical calculations, which were based on the α values estimated from previously obtained VEP data for the same subjects. Thus the WHP decomposition provides a nice account of order discrimination of the 100 ms stimuli. Order n Theory 48ms 100ms FIGURE 8. Weber fraction, the ratio of the uncertainty Δn to the order n. The solid line shows theoretically calculated results (based on σ=0.25 and α=0.20). The symbols are the experimental data averaged over two observers, BW and JY, with displaying duration of 48 ms (squares) and 100 ms (circles).
SUMMARY
The WHP encoding scheme is a useful tool to describe inhomogenous systems, such as human vision. The operation in the WHP domain is characterized by a filter, which was estimated from the lowpass property of the visual system (i.e., including blurring by the lens). The filter was characterized by one parameter, α, from VEP recordings from both subjects in Yang & Reeves (1995) . The output image of this bottom-up process can be synthesized from the processed coefficients. The order-transfer-functions (OTFs) obtained from the VEPs provide a succinct and fairly accurate account of psychophysical performance, including the loss of spatial vision with increasing eccentricity, as indexed by two-point resolution, detection sensitivity, spatial frequency discrimination, and WHP order discrimination.
The model is inaccurate with very brief stimuli in which processing time may be curtailed. The present model is fairly complete, although the number (3) and spacing of spatial scales is somewhat arbitrary. Nevertheless, the model illustrates the advantages of a space-varying representation, in that predictions can be made with minimal assumptions and few independent parameters, for a wide variety of psychophysical data. The model has been tested on stimuli varying in a single direction only. Extension to two dimensions of space is straightforward in theory.
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