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Abstract
Estimates of Kolmogorov’s and linear n-widths of Sobolev’s classes on compact globally
symmetric spaces of rank 1 (i.e. on Sd ; PdðRÞ; PdðCÞ; PdðHÞ; P16ðCayÞ) are established. It is
shown that these estimates have sharp orders in different important cases. New estimates for
the ðp; qÞ-norms of multiplier operators L ¼ flkgkAN are given. We apply our results to get
sharp orders of best polynomial approximation and n-widths.
r 2002 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper, we investigate the asymptotically optimal approximation of
Sobolev’s classes on the compact globally symmetric spaces of rank 1 (two-point
homogeneous spaces) Sd ; PdðRÞ; PdðCÞ; PdðHÞ; P16ðCayÞ: In what follows, optimal
approximation will be interpreted in the sense of Kolmogorov’s n-widths.
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Suppose that A is a convex, compact, centrally symmetric subset of a Banach
space X with unit ball B: The linear n-width of A in X is deﬁned by
dnðA; X Þ :¼ dnðA; BÞ :¼ inf
Pn
sup
fAA
jj f  Pnf jj;
where Pn varies over all linear operators of rank at most n that map X into itself.
The Kolmogorov n-width of A in X is deﬁned by
dnðA; XÞ :¼ dnðA; BÞ :¼ inf
Xn
sup
fAA
inf
gAXn
jj f  gjj;
where Xn runs over all subspaces of X of dimension n:
The Gel’fand n-width of A in X is deﬁned by
dnðA; XÞ :¼ inf
Ln
sup
xALn-A
jjxjj;
where Ln runs over all subspaces of X of codimension n:
The Bernstein n-width of A in X is deﬁned by
bnðA; XÞ :¼ bnðA; BÞ :¼ sup
Xnþ1
supfe40 : ðeB-Xnþ1ÞCAg; ð1Þ
where Xnþ1 is any ðn þ 1Þ-dimensional subspace of X :
We remark that for any convex subset ACX (see e.g. [19])
bnðA; XÞpdnðA; X Þ; dnðA; XÞpdnðA; X Þ: ð2Þ
For ease of notation we will write an5bn for two sequences, if anpcbn for nAN and
an^bn; if c1bnpanpc2bn for all nAN and some constants c; c1 and c2: Also, we shall
put
ðaÞþ :¼
a if a40;
0 otherwise:
(
We list the main results of the paper here, recognizing that some of the notation
introduced is not deﬁned until later.
Theorem 1. For the Kolmogorov’s and linear n-widths of Sobolev’s classes (see Section
3 for the definition) on Md we have the following weak asymptotics:
(a) if 1pp ¼ qpN or 2pqppoN and g40;
dnðW gp ; LqÞ^dnðW gp ; LqÞ^ng=d ;
(b) if 1pppqp2 and g=d41=p  1=q;
dnðW gp ; LqÞ^dnðW gp ; LqÞ^ng=dþ1=p1=q;
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(c) if 1oqppp2 and g40;
dnðW gp ; LqÞ^ng=d ;
(d) if 2pppqpN and g=d41=p  1=q;
dnðW gp ; LqÞ^ng=dþ1=p1=q:
The following additional lower bounds also hold:
(e) if 1ppp2pqpN and g4d=p;
dnðW gp ; LqÞbng=dþ1=p1=2;
(f)
dnðW gp ; LqÞb
ng=dþ1=p1=2; 1ppp2pqpN; g4d=p;
ng=dþ1=21=q; 1ppp2pqpN; g4dð1 1=qÞ:
(
Remark 1. Different estimates of n-widths of sets of smooth functions on compact
globally symmetric spaces of rank 1 have been obtained in [2,13–17].
2. Harmonic analysis on two-point homogeneous spaces
We shall be interested here in compact two-point homogeneous spaces. Such
manifolds of dimension d will be denoted by Md : Each Md can be considered
as the orbit space of some compact subgroup H of the orthogonal group G;
that is Md ¼ G=H: Let p :G-G=H be the natural mapping and e be the
identity of G: The point o ¼ pðeÞ which is invariant under all motions of H is
called the pole of Md : On any such manifold there is an invariant Riemannian
metric dð	; 	Þ; and a measure dn which is induced by the normalized left Haar
measure on G and is invariant under the action of G: Two-point homogeneous
spaces admit essentially only one invariant second-order differential operator, the
Laplace–Beltrami operator D: A function Z : Md-R is called zonal if Zðh1	Þ ¼
Zð	Þ for any hAH:
A complete classiﬁcation of the two-point homogeneous spaces was given by
Wang [22]. For information on this classiﬁcation see e.g. [3,6–8].
The geometry of these spaces is in many respects similar. For example, all
geodesics in a given one of these spaces are closed and have the same length 2L: Here
L is the diameter of G=H; i.e. the maximum distance between any two points. A
function on G=H is invariant under the left action of H on G=H if and only if it
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depends only on the distance of its argument from o ¼ eH: Since the distance of any
point of G=H from eH is at most L; it follows that aH-spherical function Z on G
can be identiﬁed with a function %Z on ½0; L:
Let y be the distance of a point from eH: We may choose a geodesic polar
coordinate system ðy; uÞ where u is an angular parameter. In this coordinate system
the radial part Dy of Laplace–Beltrami operator D has the expression
Dy ¼ ðAðyÞÞ1 d
dy
AðyÞ d
dy
 
;
where AðyÞ is the area of the sphere of radius y in G=H:
It is interesting to remark that the function AðyÞ can be computed in terms of the
structure of the Lie algebras of G andH (see [7, p. 168, 8, p. 251] for details). It can
be shown that
AðyÞ ¼ osþrþ1lsð2lÞrðsin lyÞsðsin 2lyÞr;
where od is the area of the unit sphere in Rd and the parameters s; r and l depend
upon the particular manifold.
Applying this result we can write the operator Dy (up to some numerical constant)
in the form
Dy ¼ 1ðsin lyÞsðsin 2lyÞr
d
dy
ðsin lyÞsðsin 2lyÞr d
dy
:
Using simple change of variables x ¼ cos 2ly; this operator takes the form (up to a
positive multiple),
Dx ¼ ð1 xÞað1þ xÞb d
dx
ð1 xÞ1það1þ xÞ1þb d
dx
; ð3Þ
where it can be shown that
a ¼ d  2
2
and b ¼ r 1
2
: ð4Þ
We will need the following statement [21, p. 60]:
Proposition 1. The Jacobi polynomials y ¼ Pa;bn satisfy the following linear
homogeneous differential equation of the second-order:
ð1 x2Þy00 þ ðb a ðaþ bþ 2ÞxÞy0 þ nðn þ aþ bþ 1Þy ¼ 0
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or
d
dx
ðð1 xÞaþ1ð1 xÞbþ1y0Þ þ nðn þ aþ bþ 1Þð1 xÞað1þ xÞby ¼ 0:
It follows from the above proposition that the eigenfunctions of the operator
Dx; which was deﬁned in (3), are the well-known Jacobi polynomials Pa;bn ðxÞ
and the corresponding eigenvalues are nðn þ aþ bþ 1Þ: In this way zonal H-
invariant functions on Md ¼ G=H can be easily identiﬁed for each two-
point homogeneous manifold since the elementary zonal functions are
eigenfunctions of the Laplace–Beltrami operator. We shall call them Zn; nAN;
with Z0  1: Let Z˜n be the corresponding functions induced on ½1; 1 by Zn:
Then
Z˜nðtÞ ¼ CnðMdÞPa;bn ðtÞ;
where a and b can be speciﬁed for each Md : For example, in the case of Sd ; we have
s ¼ 0 and r ¼ d  1: Thus, a ¼ b ¼ ðd  2Þ=2 and the polynomials Pa;bn are just
multiples of the Gegenbauer polynomial P
ðd1Þ=2
n : The above constant CnðMdÞ is
chosen so that the addition formula (5) is in its simplest form, and its value is known
explicitly (see [2]):
CnðMdÞ ¼ ð2n þ aþ bþ 1ÞGðbþ 1ÞGðn þ aþ bþ 1ÞGðaþ bþ 2ÞGðn þ bþ 1Þ ^n
d=2:
Other than that the end of Section 4 the particular pole of a zonal function will be
unimportant. If we wish to refer to the pole Z of a zonal function z at a point xAMd
we will write zðZ; xÞ:
A detailed treatment of the Jacobi polynomials can be found in Szego¨’s book [21].
We remark that the Jacobi polynomials Pa;bn ðxÞ; a4 1; b4 1 are orthogonal
with respect to the measure oa;bðxÞ dx ¼ c1ð1 xÞað1þ xÞb dx on ð1; 1Þ where
(due to the normalization condition
R
Md
dn ¼ 1 of the invariant measure dn
on Md)
c :¼
Z 1
1
ð1 xÞað1þ xÞb dx ¼ 2aþbþ1Gðaþ 1ÞGðbþ 1Þ
Gðaþ bþ 2Þ :
We normalize the Jacobi polynomials as follows:
Pa;bn ð1Þ ¼
Gðn þ aþ 1Þ
Gðaþ 1ÞGðn þ 1Þ^n
a:
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Let Lp be the set of all complex measurable functions j on Md of ﬁnite norm, given by
JjJp ¼ JjJLp ¼
ðR
Md
jjðxÞjp dnðxÞÞ1=p if 1ppoN;
ess sup fjjðxÞj jxAMdg if p ¼N:
(
Further, let Up ¼ fj j jALp; JjJpp1g:
The real Hilbert space L2 with usual scalar product
/f ; gS ¼
Z
Md
f ðxÞgðxÞ dnðxÞ
has the decomposition
L2 ¼ "
N
n¼0
Hn;
where Hn is the eigenspace of the Laplace–Beltrami operator with respect to the
eigenvalue nðn þ aþ bþ 1Þ: Let fY nkgdnk¼1 be an orthonormal basis of Hn: The
following addition formula is known (see e.g. [12]):
Xdn
k¼1
Y nk ðxÞY nk ðZÞ ¼ Z˜nðcos 2lyÞ; ð5Þ
where y ¼ dðx; ZÞ: It is possible to show that
dn ¼ dim Hn
¼Gðbþ 1Þð2n þ aþ bþ 1ÞGðn þ aþ 1ÞGðn þ aþ bþ 1Þ
Gðaþ 1ÞGðaþ bþ 2ÞGðn þ 1ÞGðn þ bþ 1Þ ^n
d1 ð6Þ
(see [2]). Let Tn ¼"nk¼0 Hk; and
zn ¼ dimTn^nd : ð7Þ
See [5,21,18,20] for more information concerning the harmonic analysis of
homogeneous spaces.
3. Sets of smooth functions on Md
Using multiplier operators we will introduce a wide range of smooth functions on
Md : Let jALp; 1pppN; be an arbitrary function with the formal Fourier
expansion
jB
XN
k¼0
Xdk
m¼1
ck;mðjÞY km;
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where
ck;mðjÞ ¼
Z
Md
jðxÞY kmðxÞ dnðxÞ:
Let L ¼ flkgkAN be a sequence of complex numbers. If for any jALp there is a
function f ðxÞ :¼ LjðxÞALq such that
fB
XN
k¼0
lk
Xdk
m¼1
ck;mðjÞY km;
then we shall say that the multiplier operator L is of ðp; qÞ-type with norm jjLjjp;q :
¼ supjAUp jjLjjjq: The gth fractional integral ðg40Þ of a function jAL1 is deﬁned
by the sequence lk ¼ ðkðk þ aþ bþ 1ÞÞg=2: Sobolev’s classes W gp on Md are deﬁned
as sets of functions with formal Fourier expansions
c þ
XN
k¼1
ðkðk þ aþ bþ 1ÞÞg=2
Xdk
m¼1
ck;mðjÞY km;
where cAR and JjJpp1:
Lemma 1. Let p; q; p0; q0; gAð1;NÞ such that 1=p þ 1=p0 ¼ 1; 1=q þ 1=q0 ¼ 1 and
g4dð1=p  1=qÞþ: Then
(a) dnðW gp ; LqÞ ¼ dnðW gq0 ; Lp0 Þ;
(b) dnðW gp ; LqÞ ¼ dnðW gq0 ; Lp0 Þ:
Proof. Let T be a continuous linear operator from Lp to Lq and let T
0 be its adjoint
from Lq0 to Lp0 : From Theorems 8.9 and 8.10 in [19, pp. 34–35], we have
dnðTðUpÞ; LqÞ ¼ dnðT 0ðUq0 Þ; Lp0 Þ;
dnðTðUpÞ; LqÞ ¼ dnðT 0ðUq0 Þ; Lp0 Þ:
Let L be the multiplier operator for the sequence lk ¼ ðkðk þ aþ bþ 1ÞÞg=2: It
follows from Remark 3 that L is bounded from Lp to Lq for 1pp; qpN and
g4dð1=p  1=qÞþ: Taking T ¼ T 0 ¼ L we get
dnðLðUpÞ; LqÞ ¼ dnðLðUq0 Þ; Lp0 Þ;
dnðLðUpÞ; LqÞ ¼ dnðLðUq0 Þ; Lp0 Þ:
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Since W gp ¼ fc þ Lj :jAUpg; the lemma follows from the above equalities. &
Let z be a zonal integrable function on Md : For any integrable function g we can
deﬁne convolution h on Md as the following:
hð	Þ ¼ ðz*gÞð	Þ ¼
Z
Md
z˜ðcosð2l dð	; xÞÞÞgðxÞ dnðxÞ:
For the convolution on Md we have Young’s inequality
jjz*gjjqpjjzjjpjjgjjr; ð8Þ
where 1=q ¼ 1=p þ 1=r  1 and 1pp; q; rpN:
It is possible to show that for any g40 the function
GgB
XN
k¼1
ðkðk þ aþ bþ 1ÞÞg=2Zk ð9Þ
is integrable on Md and for any function gAW gp we have an integral
representation
g ¼ c þ Gg*j;
where cAR and jAUp:
4. A multiplier theorem
To produce our estimates we will need some information concerning Cesa`ro
means. The Cesa`ro kernel is deﬁned by
S˜dn ¼
1
Cdn
Xn
m¼0
Cdnmðha;bm Þ1Pa;bm ð1ÞPa;bm ¼
1
Cdn
Xn
m¼0
CdnmZ˜m;
where Cdn are Cesa`ro numbers of order n and index d; i.e.
Cdn ¼
Gðn þ dþ 1Þ
Gðdþ 1ÞGðn þ 1Þ^n
d ð10Þ
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(see e.g. [21, p. 244]),
ha;bm ¼
Z 1
1
ð1 xÞað1þ xÞbfPa;bm ðxÞg2 dx
¼ 2
aþbþ1
2n þ aþ bþ 1
Gðn þ aþ 1ÞGðn þ bþ 1Þ
Gðn þ 1ÞGðn þ aþ bþ 1Þ
(see e.g. [21, p. 68]). Recall that SdnðZ; xÞ ¼ S˜dnðcosð2l dðx; ZÞÞÞ; xAMd :
The following lemma is a consequence of results in [21] and can be found in
[1, p. 230].
Lemma 2. Let aXbX 12:
(a) If 0pdpaþ bþ 2; then
jS˜dnðcos yÞj5
n2aþ2; 0pypp=2;
naþbþ1d; p=2pypp:
(
(b) If 0pdpaþ 3
2
; then
jS˜dnðcos yÞj5
naþ1=2dyad3=2; 2=npypp=2;
naþ1=2dðp yÞb1=2; p=2pypp 2=n:
(
(c) If aþ 3
2
pdpaþ bþ 2; then
jS˜dnðcos yÞj5n1ðp yÞab2þd; p=2pypp 2=n:
The following technical result gives us useful estimates of Lp-norms of Cesa`ro
kernels. Recall that for any zonal function f deﬁned on Md there is a univariate
function f˜ deﬁned on ½1; 1:
Lemma 3. Let aXbX 1
2
and consider the Lp-norms of the Cesa`ro kernels S
d
n
given by
jjSdn jjp :¼
R 1
1 c
1ð1 xÞað1þ xÞbjS˜dnðxÞjp dx
 1=p
; 1ppoN;
sup1pxp1 jS˜dnðxÞj; p ¼N:
8<
:
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(a) If 0pdpaþ 32 then
jjSdn jjp5
naþ1=2d; 1ppoð2aþ 2Þ=ðaþ dþ 3
2
Þ;
naþ1=2dðln nÞðaþdþ3=2Þ=ð2aþ2Þ; p ¼ ð2aþ 2Þ=ðaþ dþ 3
2
Þ;
nð2aþ2Þð11=pÞ; p4ð2aþ 2Þ=ðaþ dþ 3
2
Þ:
8><
>:
(b) If aþ 3
2
pdpaþ bþ 2; then
jjSdn jjp5nð2aþ2Þð11=pÞ; 1pppN:
Proof. The proof for p ¼N follows immediately from Lemma 2(a). We now
consider 1ppoN: Since
ﬃﬃﬃ
2
p
=2psinðy=2Þp1 for p=2pypp and 2y=ppsin ypy for
0pypp=2; it follows that
jjSdn jjpppC
Z p=2
0
jS˜dnðcos yÞjpy2aþ1 dyþ C
Z p
p=2
jS˜dnðcos yÞjpðp yÞ2bþ1 dy
¼ I þ I 0:
First, suppose 0pdpaþ 3
2
and let r ¼ ð2aþ 2Þ=ðaþ dþ 3
2
Þ; t ¼ ð2bþ 2Þ=ðbþ 1
2
Þ: We
observe that ð2aþ 2Þð1 1=pÞoaþ 1
2
 d for por and ð2aþ 2Þð1 1=pÞ4aþ 1
2
 d
for p4r: Applying (a) and (b) of Lemma 2 we obtain
Ip
C npðaþ1=2dÞ; 1ppor;
C npðaþ1=2dÞ ln n; p ¼ r;
C nð2aþ2Þðp1Þ; p4r
8><
>:
and
I 0p
C npðaþ1=2dÞ; 1ppot;
C npðaþ1=2dÞ ln n; p ¼ t;
C npðaþbdþ1Þð2bþ2Þ; p4t;
8><
>:
where the constant C depends only on a; b; d and p: Since ro2ot; ð2aþ 2Þðt 
1ÞXðaþ 1
2
 dÞt þ 1 and pðaþ b dþ 1Þ  ð2bþ 2Þpð2aþ 2Þðp  1Þ for p4t: We
obtain (a) of this theorem from the above inequalities.
Now suppose that aþ 3
2
pdpaþ bþ 2 and let u ¼ ð2bþ 2Þ=ðaþ bþ 2 dÞ: We
have that u4t and pðaþ 1
2
 dÞo p: Applying (a) and (c) of Lemma 2 we obtain
IpC nð2aþ2Þðp1Þ; 1ppoN
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and
I 0p
C np; 1ppou;
C np ln n; p ¼ u;
C npðaþbdþ1Þð2bþ2Þ; p4u;
8><
>:
where the constant C depends only on a; b; d and p: Therefore
jjSdnjjpppI þ I 05nð2aþ2Þðp1Þ; 1ppoN: &
The following statement gives us estimates of ðp; qÞ-norms of multiplier operators.
These are expressed in terms of sequences flkgkAN which will prove to be impor-
tant for our applications. We will also require the differences D0lk ¼ lk; D1lk ¼
lk  lkþ1 and Dsþ1lk ¼ Dslk  Dslkþ1; k; sAN:
Theorem 2. Let
N :¼ ðd þ 1Þ=2; d ¼ 3; 5;y;ðd þ 2Þ=2; d ¼ 2; 4;y;
(
and suppose that L ¼ flkgkAN is a multiplier sequence. Let 1pr; p; qpN be such that
1 1=r ¼ ð1=p  1=qÞþ: Suppose also that
lim
k-N
jDslkjks ¼ 0; 0pspN ð11Þ
and
XN
n¼1
jDNþ1lnjnNþdð11=rÞoN: ð12Þ
Then
jjLjjp;qpjl0j þ C
XN
n¼1
jDNþ1lnjnNþdð11=rÞ: ð13Þ
Furthermore, if jAUp and
tnðjÞ :¼ l0c0;1ðjÞ þ
Xn
k¼1
DNþ1lkCNk S
N
k
 !
*j; ð14Þ
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we have
jjLj tnðjÞjjqpC
XN
k¼nþ1
jDNþ1lkjkNþdð11=rÞ;
where C is some absolute constant.
Proof. If we prove that the theorem is true for p ¼ q; then it will be also true for qop
since jj 	 jjqpjj 	 jjp when qop: Therefore it is enough to consider ppq: Let us ﬁx
jmATm with jjjmjjpp1:
Let
Kn ¼
Xn
k¼1
lkZk:
Using Abel’s transform (summation by parts) N þ 1 times we see that, for
m4N þ 1;
Kn *jm ¼ ðK1nN1 þ K2n Þ*jm;
where
K1n ¼
Xn
k¼1
DNþ1lkCNk S
N
k
and
K2n ¼
XN
k¼0
DklnkCknkS
k
nk:
It follows from Lemma 3(b) and Young’s inequality (8) that
jjK1n jjrp
Xn
k¼1
CNk jDNþ1lkjjjSNk jjr
pC
Xn
k¼1
jDNþ1lkjkNþdð11=rÞ: ð15Þ
Let s; kAN; 0pspN; and let
S
s;m
k ¼
1
Csk
Xm
j¼0
CskjZj :
ARTICLE IN PRESS
B. Bordin et al. / Journal of Functional Analysis 202 (2003) 307–326318
Using (8) and (10) we get
jDslkjCskjjSsk *jmjjqpCjDslkjksjjSs;mk jjrjjjmjjp
pCmjDslkjks:
Thus,
jjK2n *jmjjqpCm
XN
k¼0
jDklnkjðn  kÞk:
Now applying (11) we get
lim
n-N
jjKn *jm  K1nN1 *jmjjq ¼ limn-N jjK
2
n *jmjjq ¼ 0:
Therefore, using (15) and condition (12) we can show that for any ﬁxed polynomial
jmATm the sequence of functions K
1
n *jm converges in Lq to the function
K *jm ¼
XN
k¼1
lkZk
 !
*jm:
Thus,
Ljm ¼ l0c0;1ðjmÞ þ K *jm
¼ l0c0;1ðjmÞ þ
XN
k¼1
DNþ1lkCNk S
N
k
 !
*jm; ð16Þ
and (13) follows from (15), (16) and by Young’s inequality (8). We have also used the
fact that jc0;1ðjmÞjpjjjmjjt for any 1ptpN: Finally, again by (8), we obtain
jjLjm  tnðjmÞjjq ¼ jjK *jm  tnðjmÞjjq
¼ lim
u-N
jjK1nþu *jm  K1n *jmjjq
pC
XN
k¼nþ1
jDNþ1lkjkNþdð11=rÞ: &
Remark 2. Let us suppose that the sequence L ¼ flkgkAN satisﬁes condition (11) of
Theorem 2 and that there exist positive constants C and Z41; such that
jDNþ1lkjpCkdð11=rÞNZ; kX1:
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Then from Theorem 2 we obtain
jjLjjp;qpjl0j þ C
XN
n¼1
kZpjl0j þ C 1þ 1Z
 
;
and if jAUp then
jjLj tnðjÞjjqpC
XN
k¼nþ1
kZp C
ZnZ1
:
Remark 3. Let us consider now the sequence lk ¼ ðkðk þ aþ bþ 1ÞÞg=2 where
gAR; g40: We can show that
jDslkjpCgkgs; s; kAN:
Let g ¼ eþ dð1=p  1=qÞþ; e40: If 1pp; qpN and 1 1=r ¼ ð1=p  1=qÞþ; then
jDslkjpCgkg; 0pspN:
Thus, condition (11) is satisﬁed. Further,
jDNþ1lkjpCgkdð11=rÞNð1þeÞ;
and it follows by Remark 2 that
jjLj tnðjÞjjqp
C
ð1þ eÞne ¼
C
1þ e n
gþdð1=p1=qÞþ ;
if jAUp: Thus we have that
sup
fAW gp
inf
tnATn
jj f  tnjjq5ngþdð1=p1=qÞþ ; n-N: ð17Þ
In the case Md ¼ Sd result (17) was proved in [11].
Remark 4. Let us deﬁne the fractional derivative operator Dg on Tm by the
multiplier sequence
lðmÞk ¼
ðkðk þ aþ bþ 1ÞÞg=2 if 1pkpm;
0 if kXm þ 1
(
(see [4]). Then for all tmATm and g40; we have Bernstein’s inequality
jjDgtmjjppCmgjjtmjjp; ð18Þ
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where 1pppN: Sharp constants in Bernstein’s inequality on compact globally
symmetric spaces of rank 1 were found in [10].
5. Estimates of n-widths
Proof of Theorem 1.1. Upper bounds for Kolmogorov n-widths in Theorem 1 follow
directly from (17). Bounds for the linear n-width follow also from (17), since, by (14),
j/tnðjÞ is a linear operator.
In this proof lower bounds for Kolmogorov n-widths only will be given. Those for
linear n-widths follow directly from (2).
If 1pp ¼ qpN then we can use (2) to get lower bounds for Kolmogorov
n-widths. From (18) we see that
ng
C
Up-TnCW gp :
Thus, setting m ¼ dimTn  1^nd (see (7)), from (1),
bmðW gp ; LpÞ ¼ sup
Xmþ1
supfe40 : ðeUp-Xmþ1ÞCW gpg
X supfe40 : ðeUp-TnÞCW gpg
bCng ¼ Cmg=d :
The result follows from (2).
We will now get lower bounds in the case 1ppoqpN: For any two-point
homogeneous space a ¼ ðd  2Þ=2 (see (4)), where d is the dimension of Md over
reals. Choose d ¼ d=2: Then
2aþ 2
aþ dþ 3=2 ¼
d
d þ 1=2o1pp;
and from Lemma 3(a) it follows that for 1pqpN;
jjSdn jjq5ndð11=qÞ; n-N: ð19Þ
In particular, if q ¼ 1 then jjSdn jj151: Using Young’s inequality (8) we can show that,
for all tnATn;
jjtnjjqXjjSdn *tnjj2ðjjSdnjjrÞ1; ð20Þ
where 1=r ¼ 3
2
 1=q: Using (19) and(20) we see that
jjtnjjqbndð1=q1=2ÞjjSdn *tnjj2: ð21Þ
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From the deﬁnition of Kolmogorov n-widths it follows that, for m; nAN;
dnðW gp ; LqÞXdnðW gp-Tm; LqÞ:
Let VnCLq be any n-dimensional subspace. Using Young’s inequality (8) and (19)
we can conclude that, for any yAVn and zATm;
jjSdm*ðz  yÞjjqpjjSdmjj1jjz  yjjq5jjz  yjjq: ð22Þ
Let 1pqp2 and m; nAN: Then,
dnðW gp ; LqÞ ¼ inf
XnCLq
sup
zAW gp
inf
yAXn
jjz  yjjq
X inf
XnCLq
sup
zAW gp-Tm
inf
yAXn
jjz  yjjq
b inf
XnCLq
sup
zAW gp-Tm
inf
yAXn
jjSdm*ðz  yÞjjq;
by (22). Hence, from (21) it follows that
dnðW gp ; LqÞb inf
XnCLq
sup
zAW gp-Tm
inf
yAXn
mdð1=q1=2ÞjjðSdmÞð2Þ *ðz  yÞjj2;
where ðSdmÞðsÞ :¼ Sdm *?*Sdm
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{s
: Therefore,
dnðW gp ; LqÞbmdð1=q1=2Þ inf
XnCLq
sup
zAW gp-Tm
inf
y0AðSdmÞð2Þ *Xn
jjðSdmÞð2Þ *z  y0jj2
¼mdð1=q1=2Þ inf
VnCL2-Tm
sup
z0AðSdmÞð2Þ * ðW gp-TmÞ
inf
y0AVn
jjz0  y0jj2;
since ðSdmÞð2Þ *XnCTm-L2: Thus
dnðW gp ; LqÞbmdð1=q1=2Þ inf
VnCL2-Tm
sup
z0AðSdmÞð2Þ *W gp
inf
y0AVn
jjz0  y0jj2
¼mdð1=q1=2ÞdnððSdmÞð2Þ *W gp ; L2-TmÞ: ð23Þ
As d4ðd  1Þ=2 then it follows from (13) that for some absolute constant C and any
ZAMd ; the zonal function
jm :¼ Cmdð11=pÞððSdmÞð3Þ *GgÞAðSdmÞð2Þ *W gp ;
where the function Gg was deﬁned in (9). We assume above that both S
d
m and Gg have
the same pole.
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We will need the explicit representation, making speciﬁc mention of the pole Z;
jmðZ; xÞ ¼ Cmdð11=pÞ
Xm
l¼0
gl
Cdml
Cdm
 3
Z˜lðcosð2l dðx; ZÞÞÞ; ð24Þ
where gl ¼ ðlðl þ aþ bþ 1ÞÞg=2: If gAG and gZ ¼ o; then using the invariance of the
distance d and of the measure dn under the action of G we getZ
Md
Z˜lðcosð2l dðx; ZÞÞÞZ˜kðcosð2l dðx; mÞÞÞ dnðxÞ
¼
Z
Md
Z˜lðcosð2l dðg1x; oÞÞÞZ˜kðcosð2l dðx; mÞÞÞ dnðxÞ
¼
Z
Md
ZlðxÞZ˜kðcosð2l dðx; g1mÞÞÞ dnðxÞ
¼ Zl *Zkðg1mÞ
¼ Zlðg
1mÞ if k ¼ l;
0 if kal:
(
Therefore using (24) we can show that
kðZ; mÞ :¼
Z
Md
jmðZ; xÞjmðm; xÞ dnðxÞ
¼C2m2dð11=pÞ
Xm
l¼0
g2l
Cdml
Cdm
 6
Zlðg1mÞ
¼C2m2dð11=pÞ
Xm
l¼0
g2l
Cdml
Cdm
 6
Z˜lðcosð2l dðZ; mÞÞÞ: ð25Þ
A powerful tool for ﬁnding lower bounds on n-widths is the result of Ismagilov [9].
Let K1 be a compact topological space with a positive normalized measure dm and
f : K1-H be a mapping from K1 into a Hilbert space H with the scalar product
/	; 	S: Let l1Xl2X? be the nonzero eigenvalues and f1; f2;y the corresponding
eigenfunctions of the integral equationZ
K1
/fðxÞ;fðyÞSf ðyÞ dmðyÞ ¼ lf ðxÞ: ð26Þ
It was shown in [9] that
dnðfðK1Þ; HÞX
XN
k¼nþ1
lk
 !1=2
: ð27Þ
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Let us put K1 ¼ Md ; dm ¼ dn; and
/f ; gS ¼
Z
Md
f ðxÞgðxÞ dnðxÞ:
We can now specify the mapping f: For ZAMd ; fðZÞ ¼ jmðZ; 	ÞAL2 which was
deﬁned in (24). Then,
fðMdÞ ¼
[
ZAMd
jmðZ; MdÞCðSdmÞ2 *W gp :
We can write (26) in the form
Z
Md
kðZ; mÞf ðZÞ dnðZÞ ¼ lf ðmÞ;
which is an homogeneous integral equation with symmetric kernel kðZ; mÞ: Using (25)
we obtain
Z
Md
kðZ; mÞf ðZÞ dnðZÞ ¼ C2m2dð11=pÞ
Xm
l¼0
g2l
Cdml
Cdm
 6
Zl *f ðmÞ;
and hence, if fAHl ; 0plpm; we have
Z
Md
kðZ; mÞf ðZÞ dnðZÞ ¼ C2m2dð11=pÞg2l
Cdml
Cdm
 6
f ðmÞ:
Therefore we obtain the eigenvalues
ll ¼ C2m2dð11=pÞ C
d
ml
Cdm
 6
ðlðl þ aþ bþ 1Þg; ð28Þ
and Hl is the space of eigenfunctions associated with ll :
Let us put m ¼ 4n: Using (6), (7), and the fact that Cdml=Cdm^ð1 l=mÞd;
applying (26)–(28) we see that
dnd ððSdmÞð2Þ *W gp ; L2Þb dnd ðfðMdÞ; L2Þ
b
Xm
l¼nþ1
ld1ll
 !1=2
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bmdð11=pÞ
Xm
l¼nþ1
1 l
m
 6d
l2g1þd
 !1=2
bmdð11=pÞ
X2n
l¼nþ1
1 l
m
 6d
l2g1þd
 !1=2
bmdð11=pÞ
X2n
l¼nþ1
l2g1þd
 !1=2
b ndð11=pÞngþd=2 ¼ ngþd=pd=2:
Applying (23) we get
dnd ðW gp ; LqÞbngþd=pd=q:
Thus
dnðW gp ; LqÞbng=dþ1=p1=q; 1pppqp2; g4dð1=p  1=qÞ: ð29Þ
If 2oqpN then it follows from (29) and the embedding of Lq in L2; that
dnðW gp ; LqÞbng=dþ1=p1=2; 1ppp2pqpN; g4d=p: ð30Þ
We will now get lower bounds in the case 2pq; ppN: It follows from [17, Theorem
1.2] that
bnðW gp ; LqÞbng=d ; 1oqppp2; g40:
Using (2) we see that
dnðW gp ; LqÞ^ng=d ; 1oqppp2; g40;
so that from Lemma 1(a),
dnðW gp ; LqÞ^ng=d ; 2pqppoN; g40:
Thus we have the lower bounds for parts (a) and (b) of Theorem 1. Parts (c) and (d)
of the theorem follow using Lemma 1(b).
The lower bound part (e) of the theorem was obtained in (30). The ﬁrst lower
bound in (f) is a consequence of (2), and the second follows directly from
Lemma 1(b). &
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