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Figure 1.2: The triple deck structure for Re --t 00 near a sharp trailing edge(not to
scale).
9
1.1. BACKGROUND
schematically in Figure 1.2. A Blasius boundary layer having a thickness Re-1/ 2
develops downstream of the leading edge of the plate toward the trailing edge. At
the trailing edge there is an abrupt change in boundary conditions, associated with
the streamwise velocity u changing from the no-slip condition on the plate (u = 0)
to the symmetry condition on the wake centerline (au/ay = 0). The Goldstein
near-wake solution(Goldstein, 1930) is double-structured wherein the streamwise
velocity is joined onto the upstream Blasius solution. However, the two solutions do
not merge smoothly and infinite streamwise gradient are predicted near the trailing
edge; furthermore, the normal velocity predicted by the Goldstein near-wake solution
is also singular near the trailing edge.
The triple deck occurs in a zone that is intermediate between the Blasius
boundary layer and the Goldstein near-wake and acts to provide a relatively smooth
transition between both regions. A derivation of the thickness in each zone of the
triple deck has been given by Smith(1982) and here only the main features of each
region will be described. Near the wall, a nonlinear viscous response is provided
in the lower deck which has an thickness O(Re-S/ 8 ). In the lower deck the scaled
velocity components satisfy the conventional boundary layer equations which, in
two-dimensional problems, takes the form
au au dp a2u
u-+v-=--+-ax ay dx ay2'
au av _ 0
ax + ay - ,
u = v = 0 at y = 0,
10
(1.1 )
(1.2)
(1.3)
1.1. BACKGROUND
u ----+ y +... as x ----+ -00,
u = y +A(x) +... as. y ----+ 00.
(1.4)
(1.5)
where A(x) is the displacementfunction associated with the viscous sublayer. Unlike
classical boundary-layer theory, however the pressure gradient is an unknown func-
tion of the streamwise variable, x, and must be computed by means of an interactive
calculation involving the upper layers. The middle deck has a thickness O(Re-1/ 2 )
and represents the continuation of the upstream boundary layer. In this region the
solution is linearized about the upstream rotational profile and the flow is displaced
from the wall by the unknown thickness function A(x) which is dependent on the
solution of the lower deck. To leading order, the pressure distribution does not vary
in the normal direction across both the middle and lower decks. The upper deck
is a region above the original boundary layer and centered on the trailing edge; in
this zone the problem is linearized about the constant mainstream velocity and the
flow is irrotational. The solution of the upper deck equations leads to a relationship
between the unknown pressure distribution p(x) and the function A(x) describing
the displacement induced by the lower deck. Depending whether the external flow is
subsonic or supersonic, this relation(generally called interaction law), takes different
forms. If the main stream is subsonic the interaction law is
1+00 dAp(x) = ds ds,-00 x - s
while in supersonic and hypersonic flows
dA
p(x) = dx'
11
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Which is known as Ackeret's law. The pressure-displacement relation that arises
from the upper-deck solution makes the entire problem in the triple deck ~lliptic
in nature and permits the enforement of both upstream and downstream condi-
tions, even though the lower-deck equations are parabolic. Because here the pres-
sure gradient is induced directly by the local boundary-layer growth, Stewartson &
Williams(1969) called this "self-induced separations".
The discovery of the triple d~ck structure was an important step in elucidating
how information is propagated upstream in a laminar boundary layer flow. Note
that the boundary layer equations are parabolic and thus disturbance propagate only
in the downstream direction. For the situation depicted in Figure 1.2 the pressure
distribution due to the trailing edge is transmitted vertically to the upper deck where
the governing equations are elliptic; consequently the presence of the trailing edge
is propagated upstream through the upper deck, which rides on top of the original
boundary layer. Although the triple deck structure illustrated in Figure 1.2 was
originally derived in connection with the trailing edge problem(Stewartson, 1969)
, the same generic structure occurs in a wide variety of other problems where a
"feature" at the wall generates a local interaction. Specific exmaples include a small
hump (or dent) on the wall, having a height O(Re- S/ 8 ) and a length O(Re-3 / 8 ), j
small O(Re- 1/ 4 ) change in slope of the wall, a weak injection trough a small slot
having a length O(Re-3/ 8 ), and flow near blunt or non-aligned trailing edges; many
of these problems were discussed by Smith(1982).
Although the triple deck formulation greatly simplifies the original full Navier-
Stokes equations, it is still nonlinear in nature, so it is hardly surprising that the
mathematical problem of solving the equations which describe the separation phe-
nomenon is not a simple task. In fact, during the first decade after the idea of
12





















2.4. THE VISOOUS SUBLAYER
I _ PooU'/x, R -1/4p (X V )P - Poo + M eo .., L., Z. + ... ,
00
h' = U'/x,H.(X., Y:, Z.) +... ,
Substitution into Navie,r-Stokes equations leads to
au. au. j' au. au. ap. a ( au.)R. aT. +R.U. ax. +R.v. ay: +R.w. az. = - ax. + ay: Il. ay: '
(2.13a)
ap. = 0
ay: ' (2.13b)
aw. aw. aw. aw. ap. a ( aw.)R. aT. +R.U. ax. +R.v: ay: +R.W. az. = - az. + ay: Il. ay: '
(2.13c)
1
H. = (r - 1)R. '
and the continuity equation is
aR. a(R.U.) a(R. 'I.) a(R.w.)
aT. + ax. + ay: + az. = o.
33
(2.13d)
(2.13e)
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2.4. THE VISOOUS SUBLAYER
The boundary conditions for the energy equation are the matching condition
with the solution upstream of the interaction region
and
at X. ~ -00,
at 1: = F(X., Z.),
(2.14)
(2.15)
where function F represents prescribed obstacle shape. The latter condition assumes
that the prescribed wall temperature is constant, since the physical length of the
interaction region is small.
Consider now the asymptotic behaviour of H. for laFge 1: and assume that
H. = f1(T., X., Z.)Y! +... , as 1: ~ 00. (2.16)
It follows from the boundary condition (2.14) that f1 can not be negative. Substi-
tution of (2.16) into equations (2.13d) and taking into account that
it is easily seen that the leading term in the equations for H. is described by
as 1: ~ 00.
This implies that there is no variations of H. near the outer boundary of the viscous
sublayer. But H. ~ Hw (l) as X. ~ -00 for any 1: and consequently
as 1: ~ 00 for any T., X., Z.,
and since H. = Hw (l) on 1: = F(X., Z.), it follows that the only solution of
equation (2.13d) is
34
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and it follows from (2.13f) that
R. == Ro = Const, 11. =1,
where Ro is the gas density at the wall just upstream of the interaction region.
Consequently the governing equations for the viscous sublayer are
(au. au. au. au.) BP. a
2u.Ro aT +u. ax +lr. BY.: +w. az = - BX + BY2'
•••••••
(aw. aw. aw. BW.) BP. a
2w.Ro aT. +u. ax. + lr. ay: +w. BZ. = - az. + a¥.2 '
ap. = 0
ay. '
together with the no-slip conditions at the body surface:
(2.17a)
(2.17b)
(2.17c)
(2.17d)
u. = lr. = w. = 0 at Y: = F.(T., X., Z.), (2.18)
and the matching conditions with the solution upstream of the interaction region:
U. = 'x(1)Y: +... , W. = 0 at X. ~ -00. (2.19)
Furthermore it follows from (2.17) and (2.19) that as Y: ~ 00
u. = ,xy: +A.(T., X., Z.) +... ,
w. =D.(T., X., Z.)~-l+... ,
(2.20a)
(2.20b)
(2.20c)
where A. is the unknown displacement function and D. is also an unknown function.
35
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2.5 The Main Deck
The main deck sitting upon viscous sublayer is a continuation of upstream
boundary layer. The scaled coordinates and the solution in this part of the boundary
layer may be expressed in the form
I LM R -1/2yY = 00 eo ,
I _ LM3/2R -3/8Zz - 00 eo *,
V' = UooRe~1/4Vi(T*, X*, Y, Z*) + ... ,
,_ PooU;'R -1/4p (T X Y Z )p - Poo + Moo eo 1 *, *, , * + ... ,
36
(2.21 )
2.5. THE MAIN DECK
Matching conditions with sublayer solution are
Uo rv AY + ... , Ul rv A.(T., X., Z.) + ... ,
Wl "", D.(T.,X.,Z.)y-l + ... ,
(2.22a)
(2.22b)
as Y -+ 0 j here A= A(1).
Substitution of equation (2.21) into Navier-Stokes equations gives, to leading
order,
aUl dUo
Uoax• +VI dY = 0',
aPl
ay = 0,
aHl dHo
UOax• + VI dY = 0,
In addition from the ideal gas law
1
Ho = ( ,
,- 1)Ro
Substitution of (2.24a) and (2.24b) into the energy equation (2.23c) gives
37
(2.23a)
(2.23b)
(2.23c)
(2.23d)
(2.24a)
(2.24b)
2.5. THE MAIN DECK
Thus it follows that equations (2.23) reduce to
aU1 auoUoax. +~ ay = 0,
aU1 a~ _°
ax. + ay - ,
or equivalently
This can be combined in the form
a (~)ay U
o
= 0,
. and upon integration
~ = UoC(T.,X.,Z.).
From the matching conditions (2.22) it follows that
c = _~ aA.
>. ax.'
so finally
1 aA. ( )~ = ->: ax. va y ,
and on the outer edge of the middle deck
"" TT R -1/4(_~ aA.)
v Veo eo >. ax•.
38
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2.6 The Upper Layer
The flow in this region rides above the boundary layer and consists of pertur-
bations about the uniform external flow variables Uoo,Poo, hoo and poo. The upper
deck is associated with the displacement effect of the boundary layer within the
interaction region. The time scale, streamwise and spanwise length scales are the
same as in the sublayer and main deck; however, the normal scaling is different.
Defining dimensionless variables here according to
I _ LM1/2R -3/8Y - 00 eo y.,
I _ LM3/2R -3/8Zz - 00 eo .,
39
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Substitution of these equations into Navier-Stokes equations gives, to leading order,
au.
ax.
av.
ax.
(2.25a)
(2.25b)
h. = ,p. -p.,
From the matching with the main deck below
(2.25c)
(2.25d)
(2.25e)
as y. ----+ o.
From equations (2.25a) and (2.25c) it is easily shown that
u. = -p. +!(y.), h. = h - l)p. +g(y.),
where! and 9 are arbitrary functions. However it follows from the undisturbed con-
ditions in the flow upstream of interaction region that ! - 9 =0 and consequently
u. = -P.,
h. = h -l)p•.
40
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Substitution of (2.26b) into (2.25e) gives
p. = p.
From equations (2.25b) and (2.25d), for pressure we have the following boundary
value problem
with
8p. 182A.
8y. y.=O - >: 82X •.
The solution for the above wave equation is of the form
p. = f(X. - Y.) + g(X. +Y.),
(2.27a)
(2.27b)
where f and g are arbitrary. Taking into account that g - 0 we can obtain from
the boundary condition (2.27b)
( 1 8A. ( )f T.,X.,Z.) = ->:8X. T.,X.,Z. ,
which in turn gives
Because there is no variation in pressure across the main deck, the interaction law
in the viscous sublayer is
18A.( )
P. = ->: 8X. T., X., Z•. (2.28)
which couples the pressure at the base of the outer inviscid region and the displace-
ment effect of the viscous sublayer and main deck.
41
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2.7 General Interaction Formulation
In summary, the solution for the three-dimensional hypersonic boundary-
layer flow over a local surface obstacle is determined from equations (2.17) in the
viscous sublayer subject to the conditions (2.18), (2.19), (2.20) and the interaction
condition (2.28):
u* = W* = 0, v: _ aF*
* - aT* at Y* = F*(T*, X*, Z*),
u* = ..\~, W* = 0 as X* = -00,
u* = ..\~ +A*(T*, X*, Z*) +... , W* = D*(T*, X*, Z*)r:.-1 +... as ~ ~ 00,
In order to scale out the constant ..\ and, from these equations, it is convenient to
apply the following transformation
T* = ..\-3/2t,
X - R-1/ 2 , -5/4* - 0 1\ X,
42
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Z - R-1/ 2 \ -5/4* - 0 1\ Z,
U - R-1 / 2 \ 1/4* - 0 1\ U,
v: - R-1/ 2 \3/4( at 81 a1 )*- 0 1\ v+ a +8 u+ a w,. t x z
w: - R-1 / 2 \ 1/4* - 0 1\ W,
The above scaling also contains a Prandtl transposition, under which the
boundary layer equations are invariant, so that the wall conditions may be applied
at y = o. Applying the transformation, the interaction formulation in a general
43
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form becomes
together with the boundary conditions
(2.29a)
(2.29b)
(2.29c)
u=v=w=O
u=Y+f(t,x,z)---+y, w=O
u = y + A(t, x, z) + f( t, x, z) + ... , w = O(y-l)
and interaction law becomes
oA
p=--.ox
44
at y = 0,
as x ---+ -00,
as y ---+ 00,
(2.30a)
(2.30b)
(2.30c)
(2.31 )
Chapter 3
Numerical Procedure
3.1 Introduction
The three-dimensional triple-deck formulation described in § 2.7 applies to
.surfaces of general shape with length scales consistent with those of the viscous sub-
layer. However, the computational effort in solving this set of equations is bound to
be very large in view of the interactive nature of the problem and the presence of
three independent variables. In addition, as pointed out by Smith(1986), a conven-
tional three-dimensional boundary-layer procedure marching in +x direction is prone
to failure because at any stage, with p unknown, equation (2.29) admits infinitely
many fast-growing short-scale eigensolutions of the form p '" exp(y;,x) cos(y;,z), where
y;, is large. Burggraf & Duck(1986) used a spectral approach in one of the first so-
lutions of the nonlinear triple deck problem and successfully avoided this difficulty.
An alternative finite difference procedure (Smith, 1985 and Bodonyi & Duck, 1988)
45
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that aviods the difficulty is to use the skewed-shear variables defined by
av
v=-,ax
and recast equations (2.29) as linear equations for ii, V, w, with the nonlinear terms
assumed known from the last iteration for each quasi-planar sweep of the flow field.
Although some three-dimensional solutions have been found(see Duck, 1990
and Smith, 1991), none has been obtained for hypersonic flow. Furthermore, in
Burggraf & Duck(1986)'s spectral method, a coupled set of equations are solved
using a method which requires large amounts of computer memory. Smith(1985)'s
method, on the other hand, decouples the two momentum equations and solves them
in an unconventional way. In spite of these efforts, so far no detailed reliable solution
has not been obtained. In the following sections, a new and efficient pseudospectral-
finite-difference procedure based on Smith(1985)'s idea of shewed-shear is developed.
However, before proceeding, some features of finite difference and spectral methods
will be discussed.
In general, numerical implementation of governing differential equations con-
sists of four main issues: numerical approximation of spatial derivatives, initial and
boundary conditions, the time-advancement algorithm, and computer implementa-
tion and organization. The most significant difference between finite difference and
spectral methods lies in the first aspect. In the current investigation, flow separa-
tion produces strong and complex interactions that must be represented accurately.
It's well known (see, for example, Hirsch, 1988j Tolstykh, 1994; Lele, 1992) that
finite difference methods on a uniform mesh can incur dissipation (sometimes re-
ferred to as numerical viscosity) as well as dispersion (phase error), especially when
high-frequency modes appear(see, for example, Kreiss & Oliger, 1972). Since phase
46
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error is cumulative in a long iteration or in unsteady calculations(particulafly when
wave phenomena or instabilities occur), there is potentially a severe problem with
accuracy. unless a very dense grid is used; in three-dimensional problems, this can
present a severe challenge to computer resources. Spectral methods (see Canuto et
aI, 1988 and Boyd, 1989), on the other hand, do not incur phase error and can have
negligible numerical viscosity for certain problems when it is implemented appropri-
ately. For periodic problems, the solution can be expanded as Fourier series, and it
is well known that the kth-coefficient of the Fourier expansion decays faster than any
inverse power of k when the function is smooth and all its derivatives are periodic
as well. If the solution is not infinitely smooth, Canuto et al(1988) argue that
Uk = O(k-m ), (3.1)
if u is m-times continuously differentiable in [0,27l"] and if the lh derivatives of u is
periodic for all j ::; m - 2. This apparent rapid decay of the coefficients implies that
Fourier series truncated after just a few terms can represent an exceedingly good
approximation of the function. As a matter of fact, in most practical applications
the benefit of spectral method is not the extraordinary high accuracy available for
large N but rather the small size of N necessary to obtain a moderately accurate
solution. Another salient attribute of spectral methods is what is known as a "self-
diagnosis" property. Inadequate grid resolution is reflected in the appearance of
excessive amplitudes of high frequence modes and suggests the need to increase the
number of modes. This "self-diagnosis" property is useful in practice especially in
large scale computations such as three-dimensional flow simulations which tend to
involve long time integration.
47
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To further show the differences between finite-difference and spectral meth-
ods, consider approximation to the first-order derivative as an example. A typical
central finite-difference scheme is of the form
au ( .) = u(Xj + h) +u(Xj - h) 0(h2 )
ax X 3 2h +
= -u(Xj +2h) +8u(xj + h) - 8u(xj - h) +u(Xj - 2h) O(h4 )
12h +
and there involves four mesh points. In practice as the number of grid points is
increased, a high-order truncation error is obtained. However, as more points are
involved in the approximation the likelihood of oscillation developing in the depen-
dent variable increases and in practice methods beyo.nd fourth order are rarely used.
On the other hand, in a typical spectral method, say using Fourier series,
a N/2-1
a~(Xj) = L ikukexp(ikxj),
k=-N/2
N-l
where Uk = ~ L u(Xj) exp(-ikxj).
j=O
It follows that the spectral approximation is global, N-point formula. In principle
to equal the accuracy of the spectral procedure for N = 10, one would need a tenth-
order finite difference scheme! For a sufficiently smooth solution, as N is increased,
the spectral method benefits in two ways. First, the interval h between grid points
becomes smaller-this would cause the error to rapidly decrease even if the order
of the method were fixed. Unlike the finite difference method, however, the order
is not fixed. Since h r'V O( ~), the Spectral error of differentiation is of the order
0[( ~)N] and the error is decreasing faster than any finite power of N because the
48
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power in the error formula is always increasing, too. This property is referred to as
"infinite order" or "exponential convergence" of spectral methods.
The i;Lugument just presented is the usual one which would seem to favor the
use of spectral methods over finite difference techniques in all circumstances. Un-
fortunately matters are rarely this simple and the above arguments pertain only to
solutions where the spatial variables are relatively smooth. In cases where sharp local
spatial variables develop in the dependent variables, adaptive meshing algorithms
can be utilized to pack numerical mesh points into the difficult region. Spectral
methods do not have this flexibility and once sharp spatial variation occurs the
spectral method will develop high frequency oscillations.
In the present study where new results are obtained for hypersonic three-
dimensional separation, we concentrate on relatively small humps and depressions
on the wall for which the triple deck solutions are anticipated to be relatively smooth.
For these cases the spectral method caube expected to produce accurate results with
a reasonable number of terms in the spectral representation.
3.2 Solution procedure for 3D Triple-Deck Prob-
lems
3.2.1 Linearization
In order to deal with a streamwise function which approaches zero at infinity,
the velocity u is divided into two parts namely the upstream Blasius solution y and
49
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a perturbation according to
u = U +y,
and it is easily shown that equations (2.29) become
>
with the associated boundary conditions
(3.2)
u=v=w=o
U rv F(x, z) ~ 0, w = 0
,
U rv A(x, z) +F(x, z) +... , w '" O(y-l) ~ 0
and the interaction condition
at y = 0,
as x ~ -00,
as y ~ 00,
Outside the triple-deck region, all independent variables will vanish at suf-
ficiently large distance from the obstacle. In practice it is necessary to truncate
the computational domain at finite but large distance from the obstacle. Denote
the truncated domain as (Xmin, xmax ) x (Zmin, zmax). These values are chosen large
enough, so that at the boundary it is reasonable to assume U,v,w,p as well as all
50
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derivatives vanish. Then the Fourier-Galerkin spectral method may be applied in
this finite domain because of the obvious periodicity.
To make use of the readily available fast Fourier transform(FFT) routines
which are commonly implemented based on the domain [0,271"], the following domain
transformation is carried out
x = a(x - Xmin), Z = f3(z - Zmin),
where
271"
a= ,
Xmax - Xmin
271"f3= ,
Zmax - Zmin
(3.3a)
which transforms the domain to [0,271"] for both X and Z. Applying this transfor-
mation to equation set (3.2) gives
au a2u ap (auu auv auw)
ayax +v- ay2 +aax = - a ax + ay +f3 az '
au av aw
a ax + ay + f3 aZ = 0,
The boundary conditions now become
(3.3b)
(3.3c)
u=v=w=O
U = F(X, Z) ---+ 0, W = 0
u = A(X, Z) +F(X, Z) +... , w = O(y-l) ---+ °
and the interaction condition is
aAp= -aax'
51
at y = 0,
as X = 0 & 271",
as y ---+ 00,
(3.4a)
(3.4b)
(3.4c)
(3.5)
3.2. SOLUTION PROCEDURE FOR 3D TRIPLE-DECK PROBLEMS
3.2.2 Galerkin-Fourier Spectral Method
The problem is defined on the range X E [0,271"], Z E [0,271"] and Y E (0,00)
with vanishing boundary conditions in the X and Z directions. A natural choice
for solution is to introduce a Galerkin-Fourier spectral method with the following
Fourier expansions
x _ 271"m
m- N
x
'
m = 0, 1, ... , Nx - 1,
n = 0, 1, ... , Nz - 1,
N",/2-1 N,,/2-1
<I>(Xm,Zn,Y)= L L {?kl(y)exp[i(kXm+1Zn )],
k=-N",/2 1=-N,,/2
where <I> = U, v, w, p,respectivelYi here {?kl(Y) denotes the respective Fourier modes
which are functions of one coordinate Y only. A set of ordinary differential equations
for the U(y), W(y) and V(y) with respect to y can be obtained by requiring that the
residual be orthogonal to the test functions which in the present case are the same
as the trial functions exp[-i(kX + lZ)]. This process is equivalent to performing
a complex Fourier transform to equations (3.3) in the X and Z directions, which
leads to in the spectral domain
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(3.6a)
(3.6b)
(3.6c) .
where
and R(l) and R(2) are the Fourier transforms of the nonlinear terms
---
.....() -- dUv -R 1 (k, l,y) = ikaUU + dy +ilf3Uw,
R(2)(k, l, y) = ikafj"; +d;: +ilf3ww.
3.2.3 Quasi-Planar Problem
(3.7)
(3.8)
The Fourier transform reduces the original partial differential equations to
a set of coupled ordinary differential equations in Fourier space. To simplify the
solution procedure, introduce the "skewed-shear" (Smith, 1985) function
(3.9)
which is a form of Squire(1933)'s transformation. This transform serves to further
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reduce the coupled three-dimensional problem to a quasi-planar two-dimensional
problem, thereby permitting a hierarchical iteration schemej this greatly reduces
the computer memory requirements and simplifies the calculation.
Multiplying equation (3.6a) & (3.6b) by ak & f31, respectively, and summing
yields an ordinary differential equation for f
The continuity equation expressed in terms of f is
'"
if = _ dV.
dy (3.11)
And differentiation of equation (3.10) with respect to y, using equation (3.11) has
the effect of eliminating the pressure and leads to
d3 f df d "'( ) "'( )
- - ikay- = -(akR 1 + f31R 2 ),dy3 dy dy
The boundary conditions for f follow from equation (3.4a) giving
f = 0, at y = 0,
And equation (3.10) is evaluated at y = 0 to give
(3.12)
(3.13a)
y=O
(3.13b)
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In addition, for large y it follows from the behavior of U and w as y ~ 00 from
(3.4c)
f rv ak(A + F), as y ~ 00. (3.13c)
Finally the pressure-displacement relation in the spectral domain is easily obtained
as
..... .....
P = -ikaA (3.14)
Equation(3.12) is a third-order ordinary differential equations and is most conve-
niently formulated as a combination of first and second order equations. To this
end, introduce the function 9 as
df
dy = g(y), f(O) = 0, (3.15)
and equation (3.12) becomes the following second-order ordinary differential equa-
tion
d29 d "'( ) .....( )
_ - ikayg = -(akR 1 + (3lR 2 ).
dy2 dy
the boundary conditions for 9 are
9 rv 0, as y ~ 00,
and from equation (3.13b)
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Using equation (3.14) this can be written as
or alternatively from equation (3.13c)
~~ FO = (a'k' +fl'l') (I '_00 - akF)
3.2.4 Finite-Domain Transformation
(3.17c)
(3.17d)
In the boundary value problems (3.6), (3.12) and (3.16), it is desirable to place
relatively more grid points near the wall surface where the flow variations are more
intense as opposed to the far field y ~ 00. This can be accomplished through the
following coordinate transformation
(3.18)
where the parameter r determines the concentration of points in the Y direction;
reducing r places more points in physical space near the surface. Note that the
computational domain is now defined by X E [0,27l"], Z E [0,27l"] and Y E [0,1).
The transformation laws to the Y coordinate are
{} r(Y) {}
{}y -r- {}Y ,
{}2 r'(y) r(Y) {} r 2(y) 82
- - ----- +----{}y2 - r r {}Y ,2 8Y2 '
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where
1
r(Y) = -[1 + cos(7l"Y)].7l"
Applying the transformation (3.18) to equation (3.16) gives
where
R~1)(k, 1, Y) = ikafiij +il(3UW,
"'(1) ---R2 (k, 1, Y) = UV,
R~2)(k, 1, Y) = ikaUW + il(3WW,
"'(2) ---R2 (k, 1, Y) = WV,
while the boundary conditions (3.17a) and (3.17d) become
9 rv 0, as Y ~ 1
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(3.20d)
(3.21a)
(3.21b)
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For a given estimate of g(Y), the solution for f(Y) may be obtained by integration
of equation (3.15) to get
fY 9
f =, Jo r(y)dY, (3.22)
and substitution of equation (3.22) into equation (3.21b) yields a self-contained in-
tegral relation for 9
Applying the same transformation to equation (3.6b) for Wgives
"'(2)
_ 'Z(3P R(2) r(Y) dR2
- ~ + 1 + , dY'
with boundary conditions
W= 0, at Y = ° and W~ 0, as Y ~ 1.
3.2.5 Finite-Difference Procedure
(3.21b')
(3.23)
(3.24)
Because of the introduction of transformation (3.9), the original coupled three-
dimensional problem (3.6) has been reduced to a quasi-planar two-equation problem.
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Further notice that, unlike finite-difference differentiation where there is upstream-
downstream coupling, there is no coupling between different Fourier components
such as Ukl and Uk±I,1 (see Cain & Ferziger, 1984 for a special, coupled spec-
tral method). This feature permits a decoupled, hierarchical solution approach
in which calculations for each k and l in the range -Nr:/2 ~ k ~ Nx /2 - 1 &
-Nz /2 ~ l ~ Nz /2 -1 can be performed independently(except for the special case
k = 0, which requires special treatment as discussed. see section 3.2.6). In the nu-
merical scheme, first equation (3.19) was solved numerically for gj equation (3.22)
was then integrated numerically using trapezoidal rule; after that the solution for
Wwas calculated from equation (3.23). Once f and Ware known, Ufollows from
equation (3.9). Finally 11 was obtained by trapezoidal integration of equation (3.11).
The next step was to evaluate the nonlinear terms R(I) and R(2)(see section 3.2.7)
based on the new estimates of U, wand v. This requires that U, v and w be ob-
tained by inverting the Fourier transformj the products in equation (3.20) are then
formed and the transforms evaluated. During each iteration the nonlinear terms
R(I) and R(2) are assumed known from the last iteration and during the current
iteration this is the only coupling between the f and Wequations. At the end of
each iteration the difference in the pressure distribution between two consecutive
iterations was checked for convergencej In this study, convergence was considered to
have occured if this difference was everywhere less than a specified value, say, 10-6 .
In the most complex situations considered such as at the maximum obstacle sizes,
under-relaxation of successive iterations was necessary in order to obtain conver-
gence. A number of schemes were tried but the most effective appeared to be to use
under-relaxation on the nonlinear terms. For example, consider the nonlinear term
R(I) on the right side of equation (3.16) which could be under-relaxed according to
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the formula
n+l n
'RP) = WR(l) +(1 - w)R(1)
where R(l) denotes the most recent value, n denotes the iteration number and w
is the under-relaxation factor. In the calculations the smallest value of w used was
0.005.
The following procedure for solving 9 and Wequations is a further develop-
ment of Ruban(1978)'s original finite-difference method which has been proven very
efficient by Cassel(1993) in his investigation of two-dimensional hypersonic triple-
deck problem. Although the (X, Z, Y) domain is finite, the streamwise velocity
is of the form u '" y as y -+ 00, and it is necessary, therefore, to choose a finite
value of y at which to truncate the vertical extent of the domain. Let this value be
Ymax with corresponding Ymax from equation. (3.18). The region 0 ~ Y ~ Ymax is
then divided into Ny - 1 equal subintervals .6.Y, and a uniform mesh is defined by
j = 1, 2, ... , Ny. Quantities, such as 9(Y), at the point Yj is denoted by 9j at the
current iteration while the superscript • represents a value based on the previous
iteration. Approximating all the derivatives by second-order central differences, the
difference equation derived from equation (3.19) is
f'(Yj) f(Yj) {9j+l - 9j-l } + f2(Yj) {9j+l - 29j +9j-l } -'k t (~v.) .
" 2~Y ,2 ~Y2 '/, a, an 2.I J 9J
= dj ,
which may be re-written in the form
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j = 2, 3, ... , J - 1, (3.26)
where
in which
(3.27a)
(3.27b)
(3.27c)
(3.27d)
Equation (3.26) is a tridiagonal system, the solution of which can be expressed
through the Thomas algorithm as the recursive relation
j = 2, 3, ... , J = Ny,
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where to satisfy the boundary condition (3.21a), the coefficients at the boundary
edge must satisfy
and for j = J - 1, ... , 3, 2
c·
Rj = _ . J ,
aj +bj Rj+1
d· - b·Q '+1Q._ J J JJ-
aj +bjRj+l'
(3.29a)
(3.29b)
These recursive relations make it possible to express any 9j in terms of 91 according
to a formula of the form
9j = Aj 91 +B j , j = 1, 2, ... , J, (3.30)
where the coefficients Aj and Bj are easily evaluated according to the recursive
relations
B j = R j B j _1 +Qj, j = 2,3, ... , J,
(3.31a)
(3.31b)
In order to calculate 91, consider the boundary condition (3.21b')
f(O) :~ = (cik2 +(32[2) [,l Yma", f(9y )dY - O'.kF] , (3.32)
, y=o 0
in which the integral may be approximated using the trapezoidal rule to give
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l Yma:z: J=Ny Ay [ ]9 L.l gj gj-1, 0 r(Y) dY = ~'T r(Yj) + r(Yj-1) . (3.33)
Substitution of (3.30) into (3.33) gives an expression for the integral which, again,
can be written in terms of g1, and it is easily shown that
rYma", 9
, Jo r(y)dY = Ng1 +M,
where
(3.34a)
(3.34b)
(3.34c)
Approximating 8gj8Y at Y = 0 in the equation (3.21b') by a second-order accurate
forward difference, and substituting equation (3.30) with (3.31a) produces the fol-
lowing expression
r~) ( 4A, ;;y- A39, +4B;,;/') = (k',,' + /'fJ') (N9' +M- "kF). (3.35)
It follows that
(3.36)
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and the rest of the values gj, j = 2,3, ... ,J can be calculated using equation (3.30).
Once the gj are known, Ij can be obtained by integrating equation (3.22) using the
boundary condition (3.13a). It follows that
.6.Y [gj 9j-1]!i = Ij-1 +2' r(Yj) + r(Yj-1) ,
and the transformed pressure is
j = 2,3, ... , J (3.37)
(3.38)
From the continuity equation (3.11) the if component may be evaluated, again by
the trapezoidal rule, according to
"'- . "'- .6.Y [!i !i-1]Vi = Vi-1 + -2-' r(Yj) + r(Yj-1) , j = 2,3, ... , J, (3.39)
"'-
where Vi = 0
The solution of equation (3.23) for W is similar to that for g. The only
differences are the source term dj and the boundary conditions. With the same
coefficients aj, bj and Cj, it follows that
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where
( )
{
"'(2).( . ) "'(2).( . ) }d'. = 'zap R(2). r Yj R2 k, Z,l + 1 - R2 k, Z,l - 1
J ~ fJ + 1 + 'Y 2~Y . (3.41 )
This equation can be easily solved using the Thomas alogithm subject to the bound-
ary conditions
(3.42)
Now that both hand Wj are now available, it is possible to calculate Ufrom
k = -Nc/2, .,', -1, 1, .,', Nx/2 - 1. (3.43)
3.2.6 Treatment of the Special case k = 0
Notice that equation (3.43) is not usable when k = 0 and for this situation
a special procedure must be adopted. It follows from equation (3.4b) that at the
upstream and downstream boundaries
Nz /2-1 N",/2-1
U(O, Zn, Y) = U(27f, Zn, Y) = L exp(iZZn) L Uk,l = 0 (3.44)
l=-Nz /2 k=-N",/2
where
Consequently
n = 0, 1, ... , Nz - 1.
N",/2-1
L Uk,l = 0
k=-N",/2
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for any l. But Uk,l is essentially the Fourier transform of a real quantity and therefore
'" "A
U-k,l = Uk,l
where the overbar denotes the complex conjugate. It follows from equation (3.46)
that
(3.47)
3.2.7 Evaluation of Nonlinear Terms and Dealiasing
The iterative process is performed in the spectral domain and the nonlinear
terms ilP) and R(2) are assumed known from the last iteration. The program is
initiated with zero initial guesses for U, v, wand in order to evaluate the nonlinear
terms, both the forward and inverse fast Fourier transform must be carried out each
cycle. For current values of U, if and W, the inverse transform is used to calculate
estimates of U, v and w. The nonlinear products in equations (3.7) and (3.8) are
evaluated and then transformed back into Fourier space.
The process of calculation of the nonlinear terms can lead to aliasing error
and there are several schemes that can be used to correct this problem. As dis-
cussed in Canuto et al(1988) de-aliasing can help to improve the accuracy of a
marginally resolved simulation and in the present case, aliasing error was found to
increase as the obstacle height was increased and the solution becomes more com-
plex. In general aliasing error can be reduced by employing greater resolution but
this. would have exhausted the available computer memory. An alternative choice
66
3.2. SOLUTION PROCEDURE FOR 3D TRIPLE-DECK PROBLEMS
with a somewhat small increase in computer memory requirements is through the use
of Orszag(1971)'s 3/2 rule( Canuto et aI, 1988; Boyd, 1989) and here the mechanics
of this process will be discussed.
The process affects only the calculation of the nonlinear terms as transforms
are taken back to physical space and then back to Fourier space. First define
and
M_ 3Nr:
- 2 '
x _ 27l"m
m - N
x
'
z _ 27l"n
n - N
z
'
N- 3Nz
- 2 '
m=O, 1, ... , M,
n = 0,1, ... , N.
(3.48)
(3049a)
(3049b)
The value of U(Xm , Zn) is obtained by evaluating the sum
M/2-1 N/2-1
Um,n = L L [hI exp[i(kXm + lZn)],
k=-M/2 1=-N/2
where
_IUkl for Ikl ~ Nx /2, III ~ Nz /2,
Ukl =
o otherwise.
(3.50)
(3.51)
Note that this procedure acts like a filter by artificially padding the high frequencies
in equation (3.51) with zeroes; the Ukl are the Fourier coefficients on the original
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basic mesh. According to equations (3.49a) and (3049b) Um,n is defined on a finer
mesh in physical space than in the basic calculation. Similar calculations are carried
out for Vm,n andwm,n' The nonlinear products are then evaluated and transformed
back to Fourier space according to formulae of the form
M-l N-l
Tkkl = L L Umnvmn exp(-i(kXm+ lZn)),
m=O n=O
(3.52)
Nz l Nz
--< <--l.2 - - 2
Note that this zero padding requires larger array but since the manipulations are
carried out for fixed Y, an increase in size is required only in certain two-dimensional
arrays.
3.2.8 Treatment of Symmetry
Because the surface topology used is symmetrical with repect to z, the mem-
ory requirements and computer time may be reduced substantially by taking into
account the following symmetries
U(X, -Z, Y) = U(X, Z, Y),
W(X, -Z, Y) = -w(X, Z, Y),
V(X, -Z, Y) =v(X, Z, Y),
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which in the spectral domain yields the following:
fj( -k, l, Y) = fj(k, l, Y),
W( -k, l, Y) =W(-k, l, Y),
V( -k, l, Y) = V( -k, l, Y),
fj(k, -l, Y) = fj(k, l, Y),
W(k, -l, Y) = -W(k, l, Y),
V(k, -l, Y) = V(k, l, Y),
where the overbar denotes the complex conjugate.
Because of the symmetries, there is no need to store all the modes in the range
Nz Nz
-- < l < --1.2 - - 2
Instead it is only necessary to calculate and store modes in the range
O<k<NI:,
- - 2
o< l < Nz .
- - 2
The two-dimensional FFT routines used in this research are based on a set of highly
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efficient one-dimensional symmetric, multi-prime, in-place FFT routines written by
Paul N. Swarztrauber(1985).
70
Chapter 4
Calculated Results
4.1 Introduction
In this chapter, the pseudospectral-finite-difference method developed in § 2
is applied to calculate the flow around a three-dimensional obstacle mounted on an
otherwise flat plate. Two cases have been considered: a hump and a hollow, and
both geometries can be described by the equation
where H denotes the height of the bump (> 0) or depth of the hollow « 0); a
and /3 are the parameters that control the steepness of the obstacle. The Fourier
transform of F(x, z) is
.-.. 1 [k 2 12 ]F(k,l) = 47ry'Cif3 exp -(4a +4/3) .
Note that the exponential decay of F(k, 1) with respect to k and 1makes it possible to
obtain accurate results with a moderate (k, 1) range thereby avoiding large computer
memory requirements.
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To simplify the calculations, the geometries have been chosen to be symme-
trical with respect to the z-direction. As will be shown, accurate calculation of com-
plex three-dimensional flow separation is a great challenge requiring large computer
memory and CPU time. However, due to the symmetry of the surface geometry,
the memory can be reduced by taking advantage of the symmetries discribed in
Chapter 3. Calculations need be carried out only for the modes
0< k < Nx
- - 2' 0< 1 < N
z
•
- - 2
This invokes just a quarter of the memory required to calculate geometry which is
not symmetric.
In general, the calculation starts with all the functions U, w, v set to zero
everywhere, which implies vanishing nonlinear terms. Thus the result after the first
iteration corresponds to linear theory. The nonlinear computation starts at the
second iteration using the linear result as the initial guess. As will be seen, an
increasing obstacle size increases the influence of nonlinear effects which become
progressively more dominant.
In the numerical computation, the infinite domain in the x and x direc-
tion is replaced by a truncated, finite domain defined by x E (Xmin, xmax) and
z E (Zminl zmax). This can introduce a significant error in the results(see Cloot and
Weideman, 1990,1992) and these parameters must be increased until there is no sig-
nificant change in the solution. All dependent variables and their derivatives vanish
at infinity in the physical problem, thus giving rise to a periodic boundary condition.
However, at the boundaries of the truncated domain, depending on the rate of de-
cay of physical variables, a "perfect" periodic boundary condition no longer existsj
here "perfect periodicity" means periodicity of all variables and their derivatives
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of arbitrary order. The infinite-order of spectral accuracy is therefore potentially
lost. Despite this, a relatively high-order periodicity still can be expected if the
computational domain is large enough. The particular treatment of the boundary
conditions in the § 3.2.6 satisfies the vanishing boundary condition automatically.
, However, the algorithm does not impose any restriction on the derivatives such as
aU/ax = a , which implies straight streamlines at the upstream and downstream
boundaries. However this can be used as a criterion to choose sufficiently large val-
ues of the extremities of the computational domain. To achieve a maximum spatial
resolution, the domain sizes are taken to be as small as practical so that "zero"
derivatives boundary conditions are satisfied. Initially a small domain was used
for any obstacle; if the converged result did not exhibit straight streamlines at the
boundary, a larger domain size was adopted. The same trial and error process was
applied to other parameters such as Yma:z: and the coordinate transformation factor
/. In two-dimensional case, Yma:z: = 50 was adopted by Cassel(1993) who found that
larger value did not produce any further variations in the results. However, in the
current three-dimensional calculations, specifically for hump, it was found that Yma:z:
as big as 500 was required to achieve grid independent results. In the spectral do-
main, when separation occurs, it is further found that to achieve grid-independent
result, as many as 384 x 128 Fourier modes were required in the X and Z direc-
tions, respectively. In addition to the large number of Fourier modes, rather small
under-relaxation factors (as low as 0.05) were needed to achieve convergence once
separation occurs. As long as enough Fourier modes are used with an appropriate
under-relaxation factor, a calculation may be completed relatively quickly. On a
SGI Indigo 2 workstation, a typical case for flow around a hump with H = 3.5 will
take about half an hour to converge.
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During the calculation, the ratio of the first and the last Fourier modes(normally
these are also the biggest and smallest modes) such as V(N~f2, Nz f2)fV(1, 1) was
monitored. Theo-retically, if the number of Fourier modes is enough, this ratio
should be very small and typically on the order of 10-5 • An excessive ratio means
that not enough Fourier modes are included and possibly that the aliasing error is
severe. It is interesting that compared to the ratio of the main dependent variables
fJ, W, P, the ratio V(N~f2,Nz f2)fV(1, 1) is usually much bigger, suggesting that
the V-component is the least resolved variable.
Convergency was considered to be achieved once the difference in pressures
between two successive iterations was smaller than some specified value at all interior
mesh points. Typically for the case of hump, this tolerance was 10-5 while for the
hollow it was taken as low as 10-6 •
In the presentation of results in the following sections, the skin-friction lines
are plotted to reveal the flow patterns near the surface. The equation used is
d~ dz
where 7~ and Tz are the streamwise and spanwise skin friction, respectively:
Bu
7~=- ,By
y=O
Bw
Tz =-By
y=O
The kinematic aspects of the skin-friction lines are described by specifying
their topology using the concepts of singular or critical points employed in the theory
of continuous vector fields. A singular point is one where the magnitude of the field
vector is zero, and therefore, the field direction is indeterminate. A finite number of
singular points may occur within a vector field. Singular points are classified into two
main categories: nodal points (N) and saddle points (S), according to the behavior
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of the field lines in their vicinity. Such points have been extensively explored in
the theory of ordinary differential equations in connection with phase-plane studies.
Nodal points may be further subdivided into regular nodes and spiral nodes-foci
(F). Nodes or foci with friction lines directed into them correspond to points of flow
detachment or separation, and those with friction lines directed outward are points
of flow attachment. A saddle point has two common friction lines, called separatries,
which intersect at the point, one of which is directed toward and the other away
from the singular point. All other neighboring friction lines are asymptotic to these
separatries. Theories of topology of continuous vector fields provide the rules which
apply to. flows that are kinematically possible as described in § 1.2.
Two important aspects of the flow will be considered in turn. First, attention
is focused on the limiting streamlines, or skin-friction lines, on the surface, and the
connection between that topology and flow separation. Then, the topology of the
vortical flow that develops from separation is discussed.
4.2 Exponential Hump
The geometry for this case is shown in figure 4.1 while a typical computational
mesh with 'Y = 5 on the symmetry plane is shown in Figure 4.2.
The first configuration considered is for humps with a = (3 = 3.0 and differing
heights. The size of the computational domain is (-10,10) X (-5,5) x (0,500)
corresponding to x, z and y direction respectively. The under-relaxation factor
used is 0.05 for separated cases; no under":'relaxation is needed when flow is smooth.
Before proceeding to discuss the topology, the pressure and wall shear stress
75
4.2. EXPONENTIAL HUMP
Figure 4.1: Schematic of the hump geometry
on the symmetry plane are displayed in Figure 4.3 and 4.4. Notice that like two-
dimensional cases, flow separation in three-dimensional is also associated with an
adverse pressure gradient.
Figure 4.5-4.10 show the streamlines on the symmetry plane z =°for six dif-
ferent humps: H = 3.0, 3.25 ,3.5, 4.0, 4.5, 5.0, respectively. Since on the symmetry
plane the w-component of velocity is equal to zero, these are physical streamlines.
The corresponding skin-friction lines are displayed in figure 4.11-4.19, while the
main three-dimensional patterns are illustrated in figure 4.20 and figure 4.21. When
separation occurs, contrary to the common pictures of turbulent separation after
a bluff body, there is no closed recirculation bubble on the symmetry plane. This
result is consistent with Hunt et al's(1978) flow visualization studies although the
flow in their case is not hypersonic. In Figure 4.7-4.10, it can be observed that
flow reversal starts from a bifurcation line toward which the other streamlines are
asymptotic. Examination of three-dimensional pictures further show that these bi-
furcation lines are actually the reattachment lines, at which flows from both side
of the hump impact the symmetry plane and begin to reverse toward the rear part
of the hump. Two closed separation bubbles exist which look like a human brain
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Figure 4.1: Schematic of the hump geometry
on the symmetry plane are displayed in Figure 4.3 and 4.4. Notice that like two-
dimensional cases, flow separation in three-dimensional is also associated with an
adverse pressure gradient.
Figure 4.5-4.10 show the streamlines on the symmetry plane z = °for six dif-
ferent humps: H = 3.0, 3.25 ,3.5,4.0, 4.5, 5.0, respectively. Since on the symmetry
plane the w-component of velocity is equal to zero, these are physical streamlines.
The corresponding skin-friction lines are displayed in figure 4.11-4.19, while the
main three-dimensional patterns are illustrated in figure 4.20 and figure 4.21. When
separation occurs, contrary to the common pictures of turbulent separation after
a bluff body, there is no closed recirculation bubble on the symmetry plane. This
result is consistent with Hunt et al's(1978) flow visualization studies although the
flow in their case is not hypersonic. In Figure 4.7-4.10, it can be observed that
flow reversal starts from a bifurcation line toward which the other streamlines are
asymptotic. Examination of three-dimensional pictures further show that these bi-
furcation lines are actually the reattachment lines, at which flows from both side
of the hump impact the symmetry plane and begin to reverse toward the rear part
of the hump. Two closed separation bubbles exist which look like a human brain
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if viewed from rear. The bifurcation line on the symmetry plane is the joining line
of two separation streamsurface, which separate the flows inside the bubbles from
the outside. The streamlines seemingly originating from the bifurcation lines and
extending downstream in Figure 4.7-4.10 are actually continuous streamlines which
come from upstream and wrap the two separation bubbles.
Two singular points generally exist and both are located on the symmetry
plane. The one on the rear upper surface of the hump is a nodal point(N) while the
other one which is located on the rear lower part of the hump is a saddle(S). Note
that topological rule
(2: N - 2: 8) = 0P+B
is satisfied. The locations of these two singular points combined with that of the
bifurcation line on the symmetry plane determine the size of the separation bub-
ble. As shown in Figure 4.20, although separation does occur when H = 3.5, the
separation zones are initially very thin (in z-direction) and small in longitudinal
direction. When the height increases, as seen in Figure 4.15-4.19, the nodal point of
separation moves up and the saddle point further downstream; the bifurcation line
on the symmetry plane also becomes longer. All these indicate that the separation
bubble becomes bigger as the size of the hump increases.
The most salient feature associated with the hump H = 4.0-5.0 is the co-
existence of several bifurcation lines on the rear surface of the hump. The merg-
ing of limiting streamlines is the necessary condition for a free-vortex type separa-
tion(see Figure 1.4). Indeed, examination of three-dimensional pictures shows that
the boundary layer fluid lifts off from the body surface along these bifurcation lines
along tangential direction and this fluid further wraps into longitudinal vortices. So
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these bifurcation lines are actually separation lines. Enlarged picture further shows
that these are not a single line as envisioned by Maskell(1955) as a envelop but
many lines that converge asymptotically which supports Lighthill(1963)'s theory.
The simultaneous presence of several separation lines strongly suggests that sec-
ondary, and even tertiary, vortices are formed at the edge of the primary separation
bubbles, forming a Taylor-Gortler-vortex like structure although of relatively small
size. It should be pointed out that although all the bifurcation lines merge into the
upper nodal point, only the inner-most starts from a singular point(saddle). Along
all other bifurcation lines, so-called "open" separations exist. In addition, as the
hump height increases, the primary bifurcation line(the outmost one) crawls further
upstream on the hump surface while the mergeing point of the bifurcation lines
moves down as shown in Figure 4.17 and 4.19. This observation reveals that when
the size of the hump increases, the size of secondary vortices decreases while that of
the primary vortex increases in both the longitudinal and vertical directions..
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Figure 4.2: Part of a typical computational mesh for exponential hump: "y = 5.0
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Figure 4.2: Part of a typical computational mesh for exponential hump: I = 5.0
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Figure 4.5: streamlines on the symmetry plane: a = f3 = 3.0, H = 3.0
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Figure 4.6: streamlines on the symmetry plane: a = (3 = 3.0, H = 3.25
83
4.2. EXPONENTIAL HUMP
>
51--__--
46------
31=-__--
2
11=------
-2 -1 o
X
1 2 3
Figure 4.7: streamlines on the symmetry plane: a = (3 = 3.0, H = 3.5
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Figure 4.8: streamlines on the symmetry plane: a = f3 = 3.0, H = 4.0
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Figure 4.9: streamlines on the symmetry plane: ex = f3 = 3.0, H = 4.5
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Figure 4.10: streamlines on the symmetry plane: a = (3 = 3.0, H = 5.0
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Figure 4.11: Skin-friction lines: a = {3 = 3.0, H = 3.0
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Figure 4.11: Skin-friction lines: a = fJ = 3.0, H = 3.0
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Figure 4.12: Skin-friction lines: a = (3 = 3.0, H = 3.25
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Figure 4.12: Skin-friction lines: a = f3 = 3.0, H = 3.25
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Figure 4.13: Skin-friction lines: Ct = f3 = 3.0, H = 3.5
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Figure 4.13: Skin-friction lines: a = f3 =3.0, H = 3.5
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Figure 4.14: Enlarged picture of Figure 4.13
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Figure 4.14: Enlarged picture of Figure 4.13
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Figure 4.15: Skin-friction lines: a = f3 = 3.0, H = 4.0
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Figure 4.15: Skin-friction lines: a = f3 = 3.0, H = 4.0
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Figure 4.16: Enlarged picture of Figure 4.15
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Figure 4.16: Enlarged picture of Figure 4.15
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Figure 4.17: Skin-friction lines: a =I' =3.0, H =4.5
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Figure 4.17: Skin-friction lines: a = f3 = 3.0, H = 4.5
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Figure 4.18: Enlarged picture of Figure 4.17
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Figure 4.18: Enlarged picture of Figure 4.17
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Figure 4.19: Skin-friction lines: Ct = {3 = 3.0, H = 5.0
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Figure 4.19: Skin-friction lines: a = f3 = 3.0, H = 5.0
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Figure 4.20: Three-dimensional particle trace: a = f3 = 3.0, H = 3.50
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Figure 4.20: Three-dimensional particle trace: a = f3 = 3.0, H = 3.50
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Figure 4.21: Diagram of the primary separation bubble
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Figure 4.21: Diagram of the primary separation bubble
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The second configuration addressed is somewhat steeper hump with a = f3 =
5.0. At first, two different heights are considered namely H = 3.5 and H = 4.0,
with the same parameters Yma~ = 500 and'Y = 5. For these two cases, it is found
that domain size of (-5,5) x (-5,5) with 384 x 128 Fourier modes in the x and z
direction is barely big enough and these simulations are only marginally resolved.
The results for H = 3.5 shown in Figure 4.26 to 4.29, are topologically similar
to that of the previous case in which a = f3 = 3.0 and H = 4.0; the results for
H = 4.0 in Figure 4.30 is similar to Figure 4.17 and 4.19 in which the size of the
Taylor-Gortler-vortex like structure decreases. In Figure. 4.30, the separation line
connecting both the singular points on the rear surface of the hump penetrates
farther upstream as compared to that in the Figure 4.27. This topological change
as well as the longer reattachment line on the symmetry plane represents a larger
separation zone. In spite of these changes, the nodal point and saddle on the rear
surface of the hump combined with the bifurcation line on the symmetry plane still
consist the backbone of the whole separation topology.
Solutions for larger humps have been attempted but significant difficulties
were encounted. In these cases, the interaction effecta are so strong that the influ-
ence zone extends farther both upstream and downstream. A larger domain size in
the x and z direction must be used, which means that, to keep the same resolution,
additional Fourier modes are required. This in turn leads to exceptionally high
memory requirements and longer computational times. Nevertheless, two configu-
rations have been calculated for a = f3 = 5.0 and H = 4.5 and 5.0. In figures 4.22,
4.23, 4.24 and 4.25 a comparison between the linear and nonlinear results has been
made. Notice the peculiar behavior of the wall shear stress in the separation zone.
Further results for the streamlines are presented in figures 4.31,4.32 and 4.33. The
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domain size used is (-10,10) x (-5,5) x (0,500) and 712 x 128 Fourier modes in
the :z: and z direction are calculated. Note that at the upstream and downstream
boundaries, the streamlines are not as straight as those in the lower, well-resolved
humps; this indicates that a larger spatial domain is needed.
The most significant change with the increased height is the appearance of a
pair of counter-rotating vortices that emerge right behind the hump and are wrapped
inside the primary separation bubble. The one firmly attached to the upper wall is
rather small and thin while the lower vortex becomes increasingly large as the height
of the hump increases to 5.0 from 4.5. As indicated in Figure 4.31 fluid into the
bigger vortex comes almost solely from the upper rear of the hump. But as the height
increases, part of the motion into the vortex comes from the reattachment line on the
symmetry plane, which becomes relatively short and is pushed further downstream
compared to previous cases. Associated with the counter-rotating vortices are two
foci and one saddle point. The saddle point on the rear lower surface of the hump
continues to exist, but the nodal point disappears. Instead, a new saddle point
emerges off the surface.
It should be pointed out that these last two sets of results are not grid-
independent and require further refinement. However, different parameter settings
have been tried but all lead to similar topological results, which hints that the
appearance of two counter-rotating vortices is a physical phenomenon. Due to the
numerical difficulty associated with even larger hump, no further calculation were
carried out.
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linear and nonlinear results: a = (3 = 5.0, H = 4.5
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Figure 4.25: Comparison of the wall shear stress distribution on the symmetry plane
for linear and nonlinear results: .O! = f3 = 5.0, H = 5.0
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Figure 4.26: Streamlines on the symmetry plane: ex = f3 = 5.0, H = 3.5
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Figure 4.27: Skin-friction lines: a = f3 = 5.0, H = 3.5
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Figure 4.27: Skin-friction lines: a = f3 = 5.0, H = 3.5
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Figure 4.28: Top view of the skin-friction lines: a = {3 = 5.0, H = 3.5
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Figure 4.29: Three-dimensional particle trace: ex = {3 = 5.0, H = 3.5
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Figure 4.29: Three-dimensional particle trace: a = fJ = 5.0, H = 3.5
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Figure 4.30: Skin-friction lines: a = (3 = 5.0, H = 4.0
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Figure 4.30: Skin-friction lines: a = {3 = 5.0, H = 4.0
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Figure 4.31: Skin-friction lines: a = {3 = 5.0, H = 4.5
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Figure 4.31: Skin-friction lines: a = f3 = 5.0, H = 4.5
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Figure 4.32: Streamlines on the symmetry plane: a = f3 = 5.0, H = 5.00
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Figure 4.33: Three-dimensional particle traces: a ={3 = 5.0, H = 5.00
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Figure 4.33: Three-dimensional particle traces: a = f3 = 5.0, H = 5.00
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The last calculations done for exponential humps were to investigate the effect
of steepness of the hump on the flow topology. The height of the hump H = 3.5
was fixed while a and {3 were changed. The results are shown in Figure 4.34--4.37
which display the streamlines on the symmetry plane for a = {3 = 1.5, 7.5, 20,
30, respectively. Until a = {3 = 20.0, no new topological feature appears except
that the separation region becomes larger in the longitudinal direction as the hump
gets steeper. When a = (3 = 30.0, however, a vortex appears directly above the
primary separation bubbles. A saddle point is present associated with the foci.
Because of this, the topological rules 1.7 are still satisfied. The domain size for
these calculations were (-5,5) X (-5,5) x (0,500) and the number of Fourier modes
calculated was 384 X 128 in the x and z directions; the number of mesh points in
the Y-direction was 100.
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Figure 4.34: Streamlines on the symmetry plane: a = f3 = 1.5, H = 3.5
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Figure 4.35: Streamlines on the symmetry plane: a = f3 = 7.5, H = 3.5
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Figure 4.36: Streamlines on the symmetry plane: a = (3 = 20.0, H = 3.5
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Figure 4.37: Streamlines on the symmetry plane: a = f3 = 30.0, H = 3.5
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4.3 Exponential Hollow
The flow configuration in this case. is displayed in Figure 4.38.
Figure 4.38: Schematic of the hollow geometry
Unlike the flow around a hump, in which the influence zone extends further
upstream and downstream as the size of the hump increases, the main features
of flow past a holloware restricted inside the hollow, which is a relatively much
smaller region compared to that of a hump. This feature makes it possible to adopt
a small truncated domain thus increase the resolution capacity. In the following
calculations, the domain size is fixed as (-5,5) x (-5,5) x (0,500) in the x, z and y
directions respectively. Different from the hump cases, though, a larger coordinate
transformation factor I = 10 and a smaller convergency criterion 10-6 are used
throughout. Except when especially pointed out, 384 x 128 Fourier modes are
calculated.
For this configuration, Figure 4.39 and 4.40 display the pressure and wall
shear stress distribution on the symmetry plane, respectively.
Generally, when separation occurs, it appears as a pair of vortices which rotate
clockwise in all the cases as shown in the figures 4.41-4.45. As the depth of the
hollow increases, the size of the vortices increase correspondingly. Examination of
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side of the hollow. As the depth of the hollow increases, the size of the vortices
increase correspondingly. Examination of skin-friction lines in Figure 4.46 and 4.47
show that when the hollow is relatively shallow such as in the cases H = -2.5 and
H = -3.0, there exist a separation line starting from a nodal point of detachment.
On the downstream side of the symmetry plane, a saddle point is observed and
satisfying the topological rules are satisfied.
An important feature revealed by the calculation of hollows is that at H =
-3.5, a dramatic change in the flow topology happens on the symmetry plane as
shown by Figure 4.43. In the cases H = -2.5 and H = -3.0 as shown in Figure4.41
and 4.42, the saddle points are located on the streamlines defining the outer surface
of the vortex. However, when hollow gets deeper, the saddle point moves inside
the vortex. This change also reflects in the skin-friction patterns as shown in Fig-
ure 4.48, 4.49, 4.50. The nodal point disappears. Instead a saddle point appears
from which a separation line originates and ends at a focus. The other saddle point
located on the downstream symmetry plane continues to exist. Thus on the sym-
metry plane there are two half saddles and a focus, which satisfies the topological
rule
To better understand the sudden change of flow patterns on the symmetry
plane, three-dimensional particle traces have been plotted and shown in Figure 4.51-
4.54. Notice that in Figure 4.53 and 4.54 a double-vortice like structure exists and
there is a rorating line connecting the cores of the two vortices. It is presumed that
the topological change on the symmetry plane is related to this structure.
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Figure 4.39: Pressure distribution on the symmetry plane: hollow
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Figure 4.40: Wall shear stress distr~bution on the symmetry plane: hollow
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Figure 4.41: Streamlines on the symmetry plane:a = f3 = 1.0, H = -2.5
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Figure 4.42: Streamlines on the symmetry plane:a = (3 = 1.0, H = -3.0
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Figure 4.43: Streamlines on the symmetry plane:a = f3 = 1.0, H = -3.5
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Figure 4.44: Streamlines on the symmetry plane:a = f3 = 1.0, H = -4.0
125
4.3. EXPONENTIAL HOLLOW
0.5 t::---_
-0.5
-1
-1.5
>
-2
-2.5
-3
-3.5
-4
-4.5 '-.......:.....--a._........_....&.._......~IIII&..---I............._.....L_........_....&..---'
-3 -2.5 -2 -1.5 -1 -0.5 a 0.5 1 1.5 2 2.5 3
X
Figure 4.45: Streamlines on the symmetry plane:a = {3 = 1.0, H = -4.5
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Figure 4.46: Skin-friction lines: a ={3 = 1.0, H = -2.5
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Figure 4.46: Skin-friction lines: a = j3 = 1.0, H = -2.5
127
4.3. EXPONENTIAL HOLLOW
Figure 4.47: Skin-friction lines: a = (3 = 1.0, H = -3.0
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Figure 4.47: Skin-friction lines: a = (3 = 1.0, H = -3.0
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Figure 4.48: Skin-friction lines: a = (3 = 1.0, H = -3.5
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Figure 4.48: Skin-friction lines: Ci = f3 = 1.0, H = -3.5
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Figure 4.49: Skin-friction lines: a = f3 = 1.0, H = -4.0
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Figure 4.49: Skin-friction lines: a = f3 = 1.0, H = -4.0
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Figure 4.50: Skin-friction lines: a = {3 = 1.0, H = -4.5
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Figure 4.50: Skin-friction lines: a = (3 = 1.0, H = -4.5
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Figure 4.51: Three-dimensional particle traces: a = {3 = 1.0, H = -3.0
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Figure 4.51: Three-dimensional particle traces: a = f3 = 1.0, H = -3.0
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Figure 4.52: Three-dimensional particle traces: a = {3 = 1.0, H = -3.5
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Figure 4.52: Three-dimensional particle traces: a = f3 = 1.0, H = -3.5
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Figure 4.53: Three-dimensional particle traces: a = 13 = 1.0, H = -4.0
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Figure 4.53: Three-dimensional particle traces: a = f3 = 1.0, H= -4.0
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Figure 4.54: Three-dimensional particle traces: a: = {3 = 1.0, H = -4.5
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Figure 4.54: Three-dimensional particle traces: cy = f3 = 1.0, H = -4.5
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4.4 Aliasing error
As has been pointed out in § 3.2.7, the quadratic nonlinear terms result in
high-frequency modes and will be aliased into computational domain if either a
dealiasing scheme is not used, yielding non-physical cascade of energe from high
wavenumbers to low wavenumbers as is shown in Figure 4.55. When the flow is
~ ~ I
-2N -N 0 N 2N
,
v
)
computational domain
Figure 4.55: Diagram of aliasing error
smooth and well resolved, however, the magnitudes of those out-of-range modes tend
to be small and the aliasing error becomes negligible. On the other hand, when the
flow is not smooth and complex structures appear (which normally happens when
the size of the hump or the hollow is large enough), aliasing error leads to totally
unphysical results as will be shown shortly.
The following table lists the magnitude ratio of V(Nr:/2, Nz /2)/V(1, 1) when
the calculation converges. In each configuration, the same grid, the same under-
relaxation factor and the same convergence criterion were used. It is interesting to
note that when dealiasing is used, the ratio becomes much smaller, which means
more accurate result has been obtained.
Generally, when the size of the obstacle is relatively small, there is no signifi-
cant difference between aliased and dealiased results. However, this is not true for
larger obstacles. A good example is for the hollow H = -3.5 in the above table.
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4.4. ALIASING ERROR
II V(Nrc /2, N;J2) II / II V(I, 1) II
H a=f3 Grid in :z: and z aliased dealiased
3.5 5.0 384 x 128 10-5 10-6
3.5 7.5 384 x 128 10-4 10-6
3.5 20.0 384 x 128 10 2 10 5
4.0 5.0 384 x 128 10-3 10-6
4.5 5.0 384 x 128 10-3 10-6
-3.0 1.0 384 x 128 10-4 10-6
-3.5 1.0 384 x 128 10 4 10 6
-4.0 1.0 384 x 128 10-5 10-6
-4.5 1.0 384 x 128 10-4 10-6
Table 4.1: Difference between the aliased and dealiased results
Figure 4.56 shows the aliased result. Comparison with the dealiased result shown in
Figure 4.43 displays dramatic difference. Another example is shown in Figure 4.57
while Figure 4.36 shows the dealiased result. Again a great difference can be ob-
served. In Figure 4.57 besides the normal nodal point on the upper rear surface of
the hump and the saddle on the lower surface a third singular point (focus) appears.
This appears to violate the topological rule 1.7.
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4.4. ALIASING ERROR
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Figure 4.56: Aliased result for H = -3.5, a = f3 = 1.0: streamlines on the symmetry
plane
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4.4. ALIASING ERROR
o
X
2 1------
11=----~'
3
0.5
3.5
2.5
1.5c-_---
>
Figure 4.57: Aliased result for H = 3.5, a = f3 = 20.0: streamlines on the symmetry
plane
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Chapter 5
Conclusions
In this study, a general algorithm has been developed for calculations of three-
dimensional hypersonic triple deck problems. Computations of the flow around an
obstacle mounted on an otherwise flat plate show that the algorithm is very efficient
and accurate when separation occurs at least for relatively small obstacles.
Flows around two geometries have been considered: a hump(H > 0) and a
hollow(H < 0): F(x, z) = H exp(-ax2 - (3z2). In the former case, the effects of
different steepness(a and (3) and/or height(H) have been investigated while for the
hollows the main emphasis is on the effect of different depths H only. The major
results are summarized as follows:
(1). When separation occurs, two separation regions form right behind the
hump. Two critical points generally exist: a saddle point on the lower rear sur-
face and a nodal point on the upper rear surface. Combined with the bifurcation
line(which is a reattachment line) on the symmetry plane, these two critical points
comprise the skeleton of the whole separation pattern.
(2). Another salient feature associated with the separation in case of humps is
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the coexistence of several bifurcation lines on the rear surface of the hump, strongly
suggesting that secondary, Taylor-Gatler-vortex like structure exists at the edge of
the primary separation bubbles. In addition, among these bifurcation lines only
one originates from a critical point(the saddle), along others the so-called "open"
separations exist. As the height of the hump increases, the outermost bifurcation
line moves upstream while the merging point of the bifurcation lines moves down,
indicating that the size of the primary separation bubbles increase while that of the
secondary vortices decreases.
(3). As the steepness(a and (3) of the hump increases, so does the size of the
separation zone; the nodal point moves up while the saddle point and the bifurcation
line on the symmetry plane move further downstream. When a = (3 = 30, H = 3.5,
a new topological feature appears namely a vortex appears right above the primary
separation bubbles. Accompanying the focus another saddle point appears inside
the flow field.
(4). High humps such as H = 4.5 and H =5.0 in the case of a = (3 = 5.0
have been calculated but the results are not considered to be grid independent.
Preliminary results show that a pair of counter-rotating vortices appear behind the
hump.
(5). In the case of hollows(with a = (3 = 1.0), it has been found that when
separation starts to occur, there exists a saddle point and a separation line originat-
ing from a nodal point. A vortex generally forms inside the hollow, growing larger
and larger as the size of hollow increases. When the hollow is shallow, the saddle
point is located outside the vortex; however, as the depth of the hollow increases
to H = 3.5, it is found that the saddle point on the symmetry plane moves inside
the vortex. Accompanying this topological change, two foci appear on the hollow
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