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Abstract 
ZnTeO is a promising material for next generation photovoltaics and X-ray 
scintillators.  
ZnTeO is a highly mismatched alloy (HMA) where O is much more electronegative 
than the host Te. O and HMA effects between O and the CB of ZnTe have been predicted 
to form a sub-bandgap band[1]. When the oxygen concentration is high, the oxygen 
related states have been said to merge into a band, and called an intermediate band (IB), 
and may potentially be an Intermediate Band Solar Cell (IBSC) absorber.  
In the case of X-ray scintillators, ZnTeO as an X-ray phosphor material has the some 
of the fastest decay time of ~1 µs, largest gain efficiency of, and lowest afterglow with 
respect to common material systems, which are important for fast time resolution, 
brightness, and signal to noise, respectively, for the final X-ray detection system.  
The thesis presents detailed work on ZnTeO material. Structural, chemical, optical, 
and lifetime data shows that oxygen induces an intermediate band (IB) approximately 0.4 
eV below the conduction band (CB) edge, when the oxygen concentration is 
approximately 1020 cm-3. It is shown that the electronic structure of the oxygen induced 
energy levels are influenced by oxygen location in the crystal lattice, which can be 
influenced by oxygen plasma back ground pressure used during material synthesis. 
Photoluminescence, X-ray diffraction and Nuclear Reaction Analysis channeling data 
 xxiii 
 
reveals that the oxygen likely resides in both Te substitutional positions and interstitial 
positions.  
A novel two pump time resolved photoluminescence was used to observe the time 
resolved electron transfer from the VB to IB, and then from IB to CB with two sub-
bandgap pulses. A novel way to prepare GaSb(100) substrate for ZnTe epitaxy was 
developed to enable near lattice matched growth of ZnTeO on GaSb(100). The reduction 
of the FWHM of the XRD peak from approximately 300 arc-seconds for 
ZnTe/GaAs(100) to 40 arc-seconds for ZnTe/GaSb(100) was achieved. Ternary II-VI 
alloys of ZnSeTe, CdMgTe, and CdZnTe with bandgaps of approximately 2 eV, near the 
ideal bandgap for IBSCs were synthesized. Oxygen was then introduced during synthesis 
to form sub-bandgap electronic states for use as IB.  
 
 
 1 
 
Chapter 1  
Introduction 
1.1 The Need to Mitigate Climate Change 
Coal and other fossil fuel based energy sources reliably supported the large 
economic growth of the global economy following the Industrial Revolution. However, 
there is scientific consensus that continued burning of fossil fuels at current levels will 
lead to climate change that can disrupt future economic development. The 
Intergovernmental Panel on Climate Change projects for the end of the 21st century and 
beyond with high confidence that the global mean temperature will likely exceed 2o C 
above 1850-1900, that in most places there will be more hot and fewer cold temperature 
extremes, and that it is very likely that the Arctic Sea ice will continue shrinking, and that 
northern hemisphere snow cover will decrease[2]. For example, increased high 
temperatures may causes challenges for agricultural production, and rising sea levels may 
pose threats to coastal human settlements. Since greenhouse gas emissions from fossil 
fuel combustion significantly contributes to climate change, it has been recommended 
that human societies shift towards renewable energies to power its future economic 
development. There is international consensus that the goal of avoiding a greater than 2o 
C increase in the global mean temperature should be a baseline goal, and to achieve it, 
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renewable energy should be cost competitive with fossil fuel energy sources by the 
middle of the 21st century[3].  
1.2 Solar Energy as a Renewable Energy Solution 
Renewable energies potential far exceeds the global energy demand, as shown in 
Table 1-1 [3]. The theoretical potential is defined as the amount of energy from the 
source, technical potential is roughly defined as the realistic amount of energy 
recoverable, and the sustainable potential takes into account various ecological and 
socioeconomic factors. For example, solar energy alone has a technical potential that is 
three orders of magnitude higher than the global energy consumption in 2011, and 
therefore solar energy will likely be an important source of a sustainable energy 
production in the future[3].   
Table 1-1 Estimated amount of renewable energy from different renewable sources that can theoretically, 
technically, and sustainably be extracted, compared to world energy consumption[3].  
 
In the United States for example, the SunShot Vision Study of the Department of 
Energy[4] projects that a 75 % reduction in solar electricity cost between 2010-2020 
would make solar energy cost competitive to traditional energy sources such as coal, gas, 
and nuclear. This could lead to rapid and large scale deployment of solar energy 
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infrastructure, so that by 2020 (2050) the study projects solar electricity to supply 14 % 
(27 %)of the nation’s power demand, leading to energy savings of $6 ($9) per household, 
and a reduction of emitted CO2 by 8 % (28 %). To achieve the 75 % percent cost 
reduction in solar energy, the SunShot Vision Study projects that evolutionary changes 
on existing technology, primarily through the economies of scale as production is ramped 
up, is insufficient. Instead, revolutionary improvements in power conversion efficiency 
and systems cost reduction as a result of technological advances would be required[4]. In 
this work, we focus on efficiency improvements of photovoltaics (PV), which along with 
concentrated solar power (CSP) are the two strategies for harvesting energy solar energy.  
PV is the direct conversion of Sun’s photons into direct current electricity.  CSP 
uses mirrors to focus the Sun’s rays to heat up an energy storage medium, such as molten 
salt, which is then used to generate electricity through steam turbines when energy is 
needed. Since the cost of solar electricity is directly proportional to the ratio of equipment 
system cost to conversion efficiency, the solar power can be made cost competitive by 
reducing systems cost or increasing the conversion efficiency. These two parameters are 
inter-related. For example, in the case of PV, increased efficiency often is associated with 
increase in module cost, but as fewer modules are needed, there may be cost reductions in 
installation labor and non-module electronics, so that the increased conversion efficiency 
may increase or decrease the overall systems cost[4]. The thesis presents work that 
attempts to increase the PV efficiency while maintaining lost solar cell cost with the 
Intermediate Band Solar Cell (IBSC) approach.  
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1.3 Photovoltaics 
In 2011, solar energy supplied less than 0.1 % of the US energy demand. Most of 
that solar energy was supplied through PV, where crystalline Si (c-Si) had approximately 
85 % market share, and thin film technologies such as amorphous Si (a-Si), CdTe, CIGS, 
make up the remainder of the market. Crystalline Si has the dominant market share 
because of the substantial knowledge base on the material properties and manufacturing 
technology associated with silicon, due to development from the microelectronics 
industry and a near ideal bandgap for the solar spectrum. To reach the cost reduction 
projections of the SunShot study, the installed solar modules should be at least 25 % 
efficient[4].  
 
Figure 1.1 Band diagram of a single junction solar cell in the p-n device structure, showing the splitting of the 
conduction band and valence band quasi-Fermi levels as a result of optical excitation. Simulations done with 
AMPS-1D[5] 
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Traditionally, solar cells have a single junction device structure, where the 
incoming photon excites one electron pair that is separated by the built-in electric field of 
the semiconductor junction, as shown in Figure 1.1. Single junction cells cannot achieve 
the ideal Carnot conversion efficiency because these efficiencies are limited by the two 
fundamental loss mechanisms of thermalization and transparency losses, as shown in 
Figure 1.2. Thermalization loss occurs when above bandgap optical excitation generates 
charge carriers at energies larger than band edge energy, for which the excess energy is 
quickly lost to the crystal lattice as heat. Transparency loss occurs when the photons with 
energy less than the bandgap are not absorbed by the semiconductor. In selecting the 
bandgap energy of the semiconductor, there is a tradeoff between thermalization and 
transparency losses, as a larger bandgap would lead to reduced thermalziation losses but 
increased transmission losses. This tradeoff leads to an optimal bandgap of around 1.3 eV 
with an ideal conversion efficiency of approximately 29 % for unconcentrated terrestrial 
sunlight, as originally derived by Shockley-Queisser (SQ limit)[6]. As shown in  Figure 
1.3[4], research c-Si cells have approached the S-Q efficiency limit, although the typical 
module efficiency is 18 %. While triple junction concentrator cells (CPV-3J) in  Figure 
1.3 have module efficiencies of 31 %, the cost is too high for terrestrial applications. 
Significant technological innovation is required to achieve the goal of 25 % commercial 
module efficiency at a competitive cost, and the intermediate band solar cell (IBSC) is 
one idea that may meet this goal.  
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Figure 1.2 Depiction of thermalization and transmission losses in photovoltaic cells, which are the primary losses 
limiting the conversion efficiency of single-junction solar cells.  
 
 
 Figure 1.3 Solar cell efficiencies for primary PV production technologies[4].  
1.4 Historical Developments and Economics of Solar Cells 
There has historically been two major generations of solar cell technologies, as 
shown in Figure 1.4[7]. The first generation was single crystal materials, in particular Si. 
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As the technology matured, the manufacturing cost became increasing limited by the cost 
of the raw material, namely the single crystalline substrates.  The direction of the 
technology therefore moved towards the development of a technology that used cheaper 
raw materials. The second generation technology is uses raw materials that absorb light 
strongly, so a that a poly-crystalline or amorphous thin film on a low-cost substrate may 
be used, which are cheaper to prepare than single crystalline substrates[7]. A reduction in 
efficiency is expected for the thin film technologies due to the lower quality materials, 
but also a price reduction due to the cheaper semiconductor raw materials, as shown in 
Figure 1.4.  
 
Figure 1.4 The three generations of solar cell technology development, namely single crystalline silicon, thin 
film, and above Shockley-Queisser efficiency limit[7].  
Economically speaking, solar cell modules that include the first and second 
generation technologies have been decreasing in price from 1980-2001 largely due to 
economies of scale, where cost reduction was related to the increased production volume 
as opposed to improvement of technology, as shown in Figure 1.5 [4].  As of 2011, the 
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solar cell module cost is typically 1.5-2 $/W, and in the United States, the final cost of 
utility scale electricity in 2010 is approximately 3.8-4.4 $/W, as shown in Figure 1.6. As 
discussed in Chapter 1, there is broad consensus in the scientific community that 
recommends rapid reduction in the production of greenhouse gases to prevent the global 
mean temperature from rising above 2o C from 1900 levels. As such, the U.S. Department 
of Energy’s SunShot study recommends that solar cell module final cost should reach 1 
$/W by 2020, making it cost competitive with other forms of electricity generation[4]. 
Following the historical solar cell module prices, the cost is expected to continue to 
decrease through gradual improvements and further economies of scale, as shown in 
Figure 1.7. However, Figure 1.7 also shows that this evolutionary approach to reducing 
the cost of first and second generation technologies is not fast enough to address climate 
change.  
Therefore, attention is now focused on developing new technologies that will 
substantially increase the efficiency of the solar cell modules. This is termed the third 
generation technology. As shown in Figure 1.4, third generation technology aims to 
increase the efficiency beyond the Shockley-Queisser limit shown in Equation 1-5. The 
remaining sections in this chapter describe the three generations of solar cell 
technologies.  
 9 
 
 
Figure 1.5 Solar energy historical price reduction primarily due to economies of scale[4].  
 
Figure 1.6 The cost break down of solar electricity[4].  
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Figure 1.7 Comparison between the SunShot target needed to be achieved by 2020 to prevent global mean 
temperature from rising 2o C pre-industrialization levels and the price reduction due to evolutionary changes 
(economies of scale) [4].  
1.5 Limits to efficiency 
Efficiency limits are useful in understanding how much energy extraction is 
theoretically possible from an energy source. The calculated efficiency limits depend on 
the assumptions about the work extraction device. The discussion in this Chapter is 
mainly based on the text book “The Physics of Solar Cells” by Jenny Nelson[8].  
The most efficient possible heat engine is one that employs the Carnot cycle, in 
which no entropy is created as the heat engine operates between the hot temperature body 
THot and the cold temperature body TCold. For such a heat engine, the energy conversion 
efficiency is  
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In the case of a solar cell, there are three relevant temperatures: temperature of the sun TS, 
temperature of the solar cell TC, and the temperature of the ambient environment to the 
solar cell TA. In the ideal case that the solar cell is a Carnot engine, it would convert the 
heat transfer from the cell to the ambient QC-A to useful work W with the Carnot 
efficiency in Equation 1-1.  
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In steady state, net energy entering the solar cell must leave the solar cell as heat transfer 
or work production. The net energy entering the solar cell, QC-A, is the radiation incident 
on the solar cell from the sun minus the radiation the solar cell emits due to its 
characteristic temperature TC. Modeling both as black body sources, 
44
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Equation 1-3 
 
where σS is the Stefan-Boltzmann constant. Defining efficiency as work produced with 
respect to radiation from the sun: 






















C
A
S
C
SS T
T
T
T
T
W
11
4
4
  
Equation 1-4 
 
Given the temperature of the sun of TS= 5760 K and typical ambient temperature of 300 
K on earth, Equation 1-4 gives rise to a maximum efficiency of 85 % for TC = 2470 K. 
We note that TC = 2470 K for a solar cell in thermal contact with its environment is not 
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realistic, although a system with radiative heat transfer with the sun and it’s ambient, but 
suppressed conductive and convective heat transfer with its ambient may presumably 
reach such high temperatures.  
When considering strategies to generate electricity, entropy is often generated, 
and so the ideal efficiency would be lower than that of the Carnot heat engine given 
above. The single junction solar cell is first and most common photovoltaic device 
structure. The single junction cell is based on a semiconductor with a defined bandgap, as 
shown in Figure 1.8. A photon with energy larger than the bandgap promotes an electron 
into the conduction band. Some of the kinetic energy of the electron is then lost to the 
lattice as heat during the thermalization process, and the electron relaxes to the 
conduction band edge. The thermalization process is irreversible, generates entropy, and 
therefore the single junction cells have an ideal efficiency lower than the Carnot engine 
case in Equation 1-4. 
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Figure 1.8 The two main loss mechanisms of the traditional single junction cell: thermalization and 
transparency.  
Transparency is another loss mechanism. As shown in Figure 1.8, photons with 
energy insufficient to bridge the bandgap of the semiconductor would not be absorbed, 
leading to transparency loss. The thermalization and transparency losses together reduce 
the ideal efficiency to  
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Equation 1-5 
 
where EG is the bandgap of the semiconductor, and bS is the black body spectrum of the 
sun. Equation 1-5 assumes that all above bandgap photons incident on the solar cell is 
converted to electrical current, collected at a voltage equivalent to EG/q, where q is the 
fundamental charge. As will be discussed in later sections, EG/q is the largest voltage that 
can reasonably be collected from a single junction solar cell. Equation 1-5 is known as 
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the Shockley-Queisser limit[6], with an efficiency value 44 % a full concentration (where 
the sun covers in the entire sky) for a 6000 K blackbody sun and a semiconductor 
bandgap of 1.1 eV.  
In a more updated calculation that accounts for the rectifying behavior of an ideal 
solar cell device J-V characteristic by modeling the recombination photon flux emitted 
from the solar cell with the generalized Planck’s law[8], it has been calculated that an 
ideal solar cell would have a maximum efficiency of approximately 33 % with a bandgap 
of approximately 1.4 eV under AM1.5 illumination[8]. Figure 1.9 [9]  shows calculated 
limiting efficiencies for a single junction solar cell for 1 blackbody Sun and full 
concentration illumination using such a model. In this calculation, the solar cell 
efficiency maximizes at around a bandgap of approximately 1.3 eV for 1 blackbody Sun 
concentration. Below this bandgap, thermalization losses dominate, and above this 
bandgap, transparency losses dominate.  
 15 
 
 
Figure 1.9 Calculated limiting efficiencies for a single junction solar cell for 1 blackbody Sun and full 
concentration illumination[9].  
1.6 Origins of photovoltaic action 
As outlined in the previous section, single junction solar cells are based on 
semiconductors, which are materials with a bandgap size of around 0.5-3 eV. When an 
the semiconductor absorbs light, electrons gain potential energy and is promoted from the 
valence band to the conduction band, as shown in Figure 1.10. The electron losses energy 
to the lattice in the femtosecond time scale through thermalization. This energy loss is 
much faster than the time it takes to collect the carriers in single junction devices. The 
bandgap prevents further thermalization, which requires closely spaced energy states 
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comparable to the phonon energy. At the band edge, the electron further loses potential 
energy through radiative recombination, which is a much slower process, with a time 
scale on the order of μs. This is sufficient time for the electron to be collected before 
further losing its potential energy. The higher the electron potential energy, the lager the 
output voltage to the external circuit.   
 
 
Figure 1.10 Time scale of thermalization is much shorter than radiative recombination, justifying modeling 
carriers at the band edges with quasi-Fermi levels.  
To convert solar energy into electrical work, we need to the device to generate 
electrical current. Light incident on a uniform semiconductor does not generate 
substantial current. Electron and hole pairs would be generated, and both electrons and 
holes would diffuse towards regions with lower electron and hole concentrations, as show 
in Figure 1.11. While carrier diffusion leads to current, both electrons and holes diffuse in 
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the same direction, so if the diffusion constants are the same, there would be no net 
current; only small current can be expected that results from differences in electron and 
hole diffusion constants.  
 
 
Figure 1.11 Diffusion in an uniform semiconductor. While the spatial asymmetry set up by the light field 
generates electron and hole currents, this does not lead to net current. Instead, regions that selectively collects 
electrons or holes are required to generate net current.   
Before reaching a strategy to generate net current in the semiconductor, it is 
useful to consider the general mathematical expressions describing electron and hole 
current in a semiconductor, as follows: 
kdrkfkgk
m
q
rJ
CB
c
C
n
3
*
),()()( 

 
Equation 1-6 
 
  kdrkfkgk
m
q
rJ
VB
V
V
p
3
*
),(1)()(  

 
Equation 1-7 
 
 18 
 
for electrons and hole, respectively. Here, k is the momentum vector, g is the density of 
electronic states in the conduction of valence band, m is the effective mass in the 
conduction or valence band, and q is the fundamental charge. Since the momentum 
divided by mass is velocity, the expressions essentially sums the velocities of all the 
electrons or holes in the semiconductor, and that sum is directly proportional to the 
electrical current carried by electrons or holes. Since k is antisymmetric, g is symmetric 
(since the bottom of any stable potential well is approximately parabolic), f has to be 
antisymmetric if there is to be electrical current.  
In equilibrium, the semiconductor by definition does not generate current, and so 
the electron distribution function in equilibrium fo is an even function of space. fo is the 
known as the Fermi-Dirac distribution: 
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When sunlight illumination is introduced, the semiconductor is no longer in equilibrium. 
Once the carriers have thermalized to the conduction and valence band edges, they may 
be relatively long lived, as shown in Figure 1.10. In semiconductor device physics, it is 
assumed that the carriers are long lived enough to reach a quasi-thermal equilibrium that 
that is roughly described by the functional form of fo, but with a characteristic 
temperature and Fermi energy, as in fo(E, EFn, Tn) and fo(E, EFp, Tp) for electron and 
holes, respectively. The addition of a spatially asymmetric term is further assumed to 
allow for the possibility for electrical current. For example, the conduction band in quasi 
thermal equilibrium is modeled by: 
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Since we assume for the possibility of electrical current, we can apply the Boltzmann’s 
transport equation to investigate what the conduction band distribution fc(k,r) may look 
like: 
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We further assume that the distribution function exponentially evolves towards the quasi 
equilibrium distribution function with a characteristic time τ. This is called the relaxation 
time approximation: 
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With this we find the antisymmetric part of the distribution function fA 
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Substituting this into Equation 1-6, and doing a similar analysis for the valence band, we 
obtain 
Fnrnn EnrJ  )(  
Equation 1-13 
 
Fprpp EprJ  )(  
Equation 1-14 
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If we further assume the Boltzmann approximation, where the distribution function is 
exponential in form, we can decouple the drift and diffusion components of the current: 
FnqnqDrJ nnn )(  
Equation 1-15 
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, where n and p are the electron and hole concentrations, μ is the mobility, D is the 
diffusion coefficient, and F is the electric field. Electron and hole current therefore 
require a spatial asymmetry in the quasi Fermi level, carrier concentration or electric 
field. Hence the reason that the case shown in Figure 1.11 would generate electron and 
hole current because the light field set up a gradient in the carrier concentration. As 
mentioned earlier, the case shown in Figure 1.11 would not lead to significant net current, 
because both electron and hole currents are collected in the same space. Therefore, to 
generate net electrical current from the device, the device also needs to selectively collect 
electron or hole current in most locations of the device.  
Solar cells have finite spatial dimensions. Here we continue the discussion of light 
and semiconductor interaction in the previous section, but also taking into account space. 
When light is absorbed by the semiconductor, the photon’s energy is converted into the 
potential energy of electrons and holes, as shown in Figure 1.8. Quantitatively, the 
number of electron hole pairs generated as a function of depth from the top surface (x) 
can be modeled by the Beer-Lambert law: 
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, where I is the light intensity and α is the absorption coefficient of the material. The 
number of electron hole pairs generated at x per unit volume, g(x), is thus 
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, where R(E) is the fraction of light reflected at the surface, bS(E) is the incident photon 
flux, and E is the energy of the photon. 
Once the electron hole pairs are generated, the quickly thermalize to the 
conduction band edge, as shown in Figure 1.10. They then diffuse in space towards 
locations with lower electron and hole concentration until they eventually recombine. The 
amount of time on average for minority carriers to recombine is expressed as the minority 
carrier lifetime τ. It is often a good approximation that the carriers relax exponentially in 
time, in which case the total lifetime is the inverse sum of the radiative non-radiative 
recombination lifetimes: 
nrr 
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In general, it is desirable to have a long carrier lifetime, so that they have a higher 
chance of being collected before recombining. As shown in Equation 1-19, the process 
with the shorter time would dominate the overall lifetime. Radiative recombination is 
unavoidable, and in most materials, radiative lifetime does not dominate the overall 
lifetime. Non-radiative recombination processes have shorter lifetime compared to 
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radiative lifetime. Non-radiative recombination is typically associated with imperfections 
in the semiconductor crystal, such as dislocations or impurities. It is therefore important 
to find ways to increase the non-radiative recombination lifetime. 
The amount of distance they diffuse before recombining on average can be 
modeled by the diffusion length 
DLdiff   
Equation 1-20 
 
, where D is the diffusion constant and τ is the carrier lifetime. This assumes an 
exponential decrease in electron and hole concentration with increasing distance from the 
point of carrier generation. One goal of device design is therefore to collect the light 
generated carriers within the diffusion length of the carriers.  
A consequence of the selectivity in collecting holes or electrons only in a 
particular device region is that the device would exhibit rectifying behavior, as in current 
flows preferentially in one spatial direction. The circuit element that exhibits rectifying 
behavior is a diode, and a solar cell can therefore be conveniently modeled as a current 
source and a diode in parallel, as shown in the circuit diagram in Figure 1.12.  
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Figure 1.12 Simple circuit model of the single junction solar cell.  
The diode is modeled by the ideal diode equation: 
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The rectifying behavior of the diode is demonstrated by the dark curve in Figure 1.13, 
plotted for the case of Jo is the leakage current at 10
-14 mA/cm2, T=300 K.  No diode is 
completely rectifying, and Figure 1.14 plots the dark J-V curve in log scale to resolve the 
leakage current in reverse bias.  
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Figure 1.13 Model output of the simple circuit model of the solar cell shown in Figure 1.12. 
 
Figure 1.14 Leakage current is small but non-zero in reverse bias condition.  
If we further assume the superposition condition, where illumination does not 
alter the characteristics of the diode structure, then the circuit diagram in Figure 1.12 is 
valid, and we can model light the effect of light illumination on a solar cell as: 
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, where JSC is the short circuit current representing the maximum light generated current. 
The case of JSC = 10 mA/cm
2 is plotted in the light curve in Figure 1.13. For solar cells, 
the region of interest on the J-V curve is the 4th quadrant (positive current, negative 
voltage), as that is the quadrant with net power output to the external load.  
1.7 Junctions 
As shown by Equation 1-13, Equation 1-14, generation of electron or hole current 
requires a spatial asymmetry in the electron and hole quasi Fermi level, and Figure 1.11 
shows that to get net current output, the device needs to selectively collect either electron 
or hole current in most regions. One way to simultaneously achieve the above two 
requires for net current generation is to employ junctions. Junctions form when 
semiconductors of different work function, electron affinity, bandgap, or density of states 
are brought together. These factors are spatially asymmetric, and simultaneously separate 
the electrons and holes so that they can be selectively collected in different regions. The 
most common junction used in solar cells is the p-n junction, where semiconductors of 
different work function but identical otherwise are brought together to from a junction. 
This is discussed in the next section 
The p-n junction is formed when a semiconductor is doped p-type on one side of 
the junction and n-type on the other, making it low resistivity for only either electrons or 
holes on each region. This allows for selective collection of electrons or holes. The 
junction also leads to a built-in electric field, which satisfies the spatial asymmetry 
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requirement for generating net electrical current. Figure 1.15 shows the band diagram of 
a p-n junction in equilibrium. As shown, and electrostatic field is setup in the region near 
the junction between the p-type and n-type material. Since most of the voltage drop 
occurs there, we can deduce that region is highly resistive, hence it is often assumed that 
the region is completely depleted of free charge carriers, and named the “depletion 
region”.  
 
Figure 1.15 Band diagram of a p-n junction in the dark and thermal equilibrium. Simulation by AMPS-1D[5]  
The electric field in the depletion also leads to charge separation of electron and 
holes, so that they can be selectively collected as minority carriers when biased by light 
illumination. Figure 1.16 shows the band diagram of a p-n junction under illumination, at 
an operation point where net current is being collected. The semiconductor is no longer at 
equilibrium, and after the carriers have thermalized to the band edges, these relatively 
long-lived populations are modeled by quasi-Fermi levels as shown in Equation 1-9. As 
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shown in Equation 1-20, the Fermi level splits into EFn and EFp, and the output voltage of 
the device is given by Vapplied = q (EFn- EFp). 
 
Figure 1.16 p-n junction under light illumination, at the short circuit condition. Simulation by AMPS-1D[5] 
This is a minority current device where the minority carriers are collected by 
diffusion in the p and n regions, and by drift in the depletion region. The electric filed in 
the space charge region collects the minority carriers while blocking the majority carriers, 
so the large diffusive currents for minority carriers in the nearly neutral regions occur, 
and significant diffusive current for the majority carriers is prevented. This selective 
collection of minority carriers solves the problem outlined in Figure 1.11.  
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1.8 Single crystal solar cells (1st gen) 
As mentioned in the previous chapter, historically there has been three generation 
of solar cell technology develop. The following sections briefly discuss each.  
Single crystalline solar cells are devices based on the p-n junction device structure. 
The device needs to be thick enough to absorb all the incoming photon. Since in p-n 
junction devices the minority carriers needs to reach the junction to be collected, the 
diffusion length needs to be larger than the absorption length in single crystalline solar 
cells. This means that the material quality for the crystals has to be very high- this is true 
for the substrates such as Si and GaAs, which have been well developed by the 
microelectronics and optoelectronics industries. Since bandgaps of Si (1.1 eV) and GaAs 
(1.4 eV) is close to the optimal bandgap for solar radiation (1.4 eV)[8], these materials 
have been developed for solar cells. The following sections briefly describe these 
technologies.  
Single crystalline cells typically have an n on p device structure, where the n-type 
material is on the top surface facing the illuminations source. The top layer is typically 
called the emitter, and the bottom layer is typically called the base. The absorption 
coefficient of Si is relatively low, on the order of 1000 cm-1 for most of the solar 
spectrum, so a lot of material, typically a few hundred microns, is needed to fully absorb 
the solar spectrum. Since the absorption coefficient is about an order of magnitude higher 
for short wavelengths, these high energy photons are absorbed completely near the top 
surface, therefore the junction depth should be shallow to collect them. The emitter is 
therefore typically thin, approximately 0.5 μm. The emitter is also typically highly doped 
to raise the open circuit voltage of the cell, since the open circuit voltage depends on the 
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work function difference between the emitter and base. The high doping also reduces the 
series resistance in the very thin emitter. Since the diffusion length decreases with 
doping, the base is typically lightly doped, on the order of 1016 cm-3, and quite thick, 
approximately 300 μm, to fully absorb the solar spectrum, and have the carriers diffuse 
the length of the base to the junction. The n emitter and p base structure is typically 
chosen because electron diffusion length in p type material is longer than hole diffusion 
length in n type material, an important consideration as the base is very thick.  
The absorption coefficient of GaAs is approximately 10 times larger than that of Si 
for most of the visible spectrum, and so the base in GaAs only needs to be a few microns 
thick to fully absorb the available solar spectrum. The base in Si cells instead 100 times 
longer than that in GaAs because Si also absorbs near IR light, and the absorption 
coefficient there is very weak, on the order of 10 cm-1 to 100 cm-1. The diffusion length is 
longer than the absorption length for both n and p type materials, so both polarities of n 
on p or p on n structures are possible. The device structure features a thin and highly 
doped emitter of approximately 0.5 μm to collect the short wavelength carriers and 
reduce series resistance, and a thicker base of approximately 2-4 μm to fully absorb the 
solar spectrum. Being a compound semiconductor, GaAs III-V material system allows for 
the possibility of near lattice matched bandgap engineering. For example, a larger 
bandgap layer of AlGaAs can serve as a window layer to reflect the carriers away from 
the defective metal semiconductor surface interface. Like the case for Si, the raw material 
cost is a limiting factor for this technology. While the active solar cell is much thinner, it 
is grown on thick GaAs substrates, which is approximately 10 times more expensive than 
Si substrates.  
 30 
 
1.9 Thin film solar cells (2nd gen) 
Since the major drawback of the first generation technologies was the cost of the 
raw materials, the second generation, thin film, technologies aimed to use cheaper raw 
materials in less quantities. The materials are of amorphous or poly-crystalline quality, so 
they are cheaper to produce. These materials also have approximately 10 times higher 
absorption coefficients compared to Si, so that less material need is necessary. Also, the 
thin films can be deposited on cheap substrates such as glass for mechanical stability. The 
lower material quality leads to short diffusion lengths of approximately 0.1 μm, which is 
shorter than the absorption length of a few μm, so that the p-n junction device structure 
does not work, because it relies of diffusion to collect carriers. Instead, the p-i-n device 
structure is used to extend the electric field over the active carrier generation region, so 
that the carriers can be collected by drift. The following discusses the p-i-n device 
structure.  
Figure 1.17 compares the p-n device structure with the p-i-n device structure. As 
shown, the p-i-n device structure extends the electric field across the “i” region, which is 
insulating. If the “i” region is completely insulating, the electric field would not expose 
net space charge to neutralize the field, and the built-in voltage would drop uniformly 
across the “i” region, as shown in Figure 1.17.  
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Figure 1.17 p-n junction compared with the p-i-n junction. The p-i-n junction extends the electric field over the i 
region.  
Drift in metals is related the net velocities of carriers taking into account the 
collisions and the electric field experienced, and this is modeled by carrier mobility. In 
semiconductors, there’s another factor, namely that carriers also recombine, and so we 
define an effective drift length that also takes into account recombination lifetime: 
idrift EL   
Equation 1-23 
 
where μτ is the average mobility lifetime product for minority electron and holes[10], and 
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Equation 1-24 
 
, where Va is the applied bias, xi is the length of the “i” region, and it is assumed that the 
field extends through the “i” region. With the aide of Equation 1-23, one way to think 
about carrier collection by drift in semiconductors is as follows: once the minority carrier 
is generated it would recombine after τ. The electric field can move the carrier by Ldrift 
before it recombines. Therefore the minority carrier needs to be collected by entering a 
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region where it becomes a majority carrier. When xi > Ldrift some of the carrier generated 
in the “i” region is lost, as if the region has increased series resistance.  
Thus far we assumed that the electric field extends throughout the “i” region. 
Another design concern for the p-i-n structure is that the electric field may not extend 
throughout the “i” region fully, forming an undepleted region that would rely on diffusion 
for carrier collection, as shown in Figure 1.18. This can happen if the “i” region has some 
background doping concentration. An undepleted region longer than the diffusion length 
(~0.1 μm in many thin film materials) would significantly reduce carrier collection. This 
limits the design of most “i” regions to approximately 0.5 μm in thickness.  
At high injection, such as concentrated sunlight conditions, the space charge 
would completely eliminate the electric field in the space charge region, as shown in 
Figure 1.19. Here, carrier collection relies on diffusion, and the charge separation occurs 
at the p-i and i-n interfaces. Some common second generation solar cell materials include 
amorphous Si, CdTe, CuInSe2, and CuInGaSe2.  
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Figure 1.18 p-i-n junction with an undepleted i region.  
 
Figure 1.19 p-i-n junction where the electric field in the i region is zero, due to compensation by the charges of 
ionized dopants and/or carriers. Collection relies on diffusion, and occurs at the p-i and i-n interfaces.  
1.10 Beyond the SQ limit (3rd generation) 
As discussed earlier, dramatic increases in solar cell technology or manufacturing 
technology (as opposed to evolutionary improvement associated with economies of 
scale), is needed to make solar power cost effective compared to fossil fuels in time for 
prevent a 2o C increase in global mean temperature. This section focuses on ideas that go 
beyond the Shockley-Queisser (SQ) efficiency limit shown in Equation 1-5. The 
following equations and discussion are based on [8]. 
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The SQ limit shown in Equation 1-5 assumed two major loss mechanism, namely 
thermalization to the semiconductor band edge, and transparency for photons not 
energetic enough to bridge the bandgap. To go beyond the SQ limit we need to 
simultaneously reduce the thermalization and transparency losses. These are the so called 
third general solar cell ideas. As shown in Figure 1.4, third generation concepts aim to 
keep the cost low while being more efficient than the SQ limit that bounds the concepts 
from the first and second generation. To aid the calculation of the theoretical maximum 
efficiency of the following third generation ideas, it is useful to define the following 
functions: 
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N(Emin, Emax T, Δμ) is proportional to the generalized Planck’s law (the integrand) that 
describes the blackbody spectrum when Δμ=0, and describes the emission spectrum of a 
semiconductor out of equilibrium with its quasi-Fermi levels split by the amount Δμ. The 
pre multiplying factor makes the units of N(Emin, Emax T, Δμ) inverse area, so this function 
describes photon flux.  
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Equation 1-26 
 
L(Emin, Emax T, Δμ) describes the energy flux carried by the photons. We also introduce 
the fs, the solid angle subtended by the sun as viewed from Earth. To simplify the 
analysis, we neglect the effects of atmospheric absorption, and model the radiation 
spectrum with the generalized Planck’s law (the integrand in Equation 1-25). The 
maximum efficiency for the single junction cell described in the previous sections can be 
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calculated by the following. The solar cell accepts photon flux from the Sun and from the 
environment at the temperature of the Sun TS and temperature of the ambient Ta, 
respectively, and emits radiation with characterized by its Fermi level splitting Δμ and Ta. 
Assuming that Δμ = V, the operating voltage, the power output of the cell is: 
)0,,,()1()0,,,({)( aGSSGS TENXfTENfqXVVP   
)},,,( qVTEN aG   
Equation 1-27 
 
Here, X is the concentration of the sun. For one sun concentration, X = 1, the maximum 
power point is maximized for a bandgap EG of 1.3 eV, with an efficiency of 31 %, as 
discussed previously. The following sections describe the major third generation ideas, 
namely multijunction, intermediate band, hot carrier, and impact ionization solar cells.  
With a single junction, there is a tradeoff between the thermalization and 
transparency losses. Larger bandgap would decrease thermalization loss but increase 
transparency loss, and vice versa. One way to view the SQ limit is the optimum power 
point of this trade off. One way to get around this tradeoff is to use bandgaps of different 
sizes in series. The larger bandgap would collect the higher energy photons, thereby 
reducing thermalization losses, and the transparent photons would be absorbed by a 
smaller bandgap downstream.  
For two junctions with two different bandgaps connected in series, each junction 
would ideally operate at their respective bandgaps, the output voltage would be the sum 
of that of the two junctions, and the current from the two junctions would be matched 
(series connection). The power output at full concentration of a two junction cell would 
therefore be: 
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Equation 1-28 
 
, where the subscripts denote the different junctions, with EG1 < EG2. Here we made use 
of the definition that under full concentration X=1/fs, and that the same current follows 
through both junctions; the term in parenthesis is the current generated by the smaller 
bandgap junction. The current matching constraint is described by the following: 
 ),,,()0,,,( 12121 qVTEENTEEN aGGSGG  
),,,()0,,,( 222 qVTENTEN aGSG   
Equation 1-29 
 
, where the terms to the right hand side of the equal sign is the current generated by the 
larger bandgap junction.  
Two and three junction solar cells are commercial technology. Triple junction 
solar cells are the highest efficiency commercial cells available. However, due to the 
complexity of the device structure, they are currently prohibitively expensive for large 
scale deployment.  
One of the challenges of the multijunction solar cell technology is the complexity 
of the device structure used to engineer three junctions in series. The intermediate band 
solar cell (IBSC) concept aims to achieve similar improvements to multijunction cells, 
but with only one junction, which should reduce device complexity and achieve cost 
reduction. Since IBSC is a major topic of this thesis, it will be reviewed in detail in a 
subsequent section. This section briefly describes the efficiency limit of the IBSCs.  
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IBSCs are single junction cells that have a sub-bandgap band that allows for sub-
bandgap absorption, as shown in Figure 1.20. Here, the EG denotes the semiconductor 
bandgap, and EG1 and EG2 are sub-bandgaps, where EG1 < EG2. This allows for a larger 
bandgap, which reduces thermalization losses, while the sub-bandgap absorption 
simultaneously reduces the transmission losses. The IBSC relies of there being three 
quasi Fermi levels, for the conduction band (CB), valence band (VB), and the 
intermediate band (IB). As shown in Equation 1-9, this implies that the carrier lifetime in 
are relatively long lived compared to thermalization and carrier extraction. While similar 
to a triple junction cell discussed in the previous section, IBSCs would have a higher 
expected efficiency limit because for above bandgap photons they achieve better 
quantum efficiency. For triple junction cells, three photons are needed to generate one 
electron hole pair; for IBSC, only one above bandgap photon is needed to generate one 
electron hole pair.  
 
Figure 1.20 Band diagram of an Intermediate Band Solar Cell with a p-i-n device structure, showing separate 
quasi-Fermi level for the intermediate band.  
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To calculate the maximum efficiency of IBSCs, we note that there are two sources 
of current generation: absorption of above bandgap photons and absorption of sub-
bandgap photons, as shown in the following equation, 
)},,,()0,,,({)( FVFCaGSG EETENTENqVJ   
)},,,()0,,,({ 22 FVFIaGGSGG EETEENTEENq   
Equation 1-30 
 
, where the first term accounts for band to band absorption and radiative recombination, 
and the second term accounts for the absorption and radiative recombination between the 
IB and the VB. Similar to triple junction cells, the net current generated by the two sub-
bandgaps have to be matched. This constraint is expressed as: 
)},,,()0,,,({ 2121 FIFCaGGSGG EETEENTEENq   
)},,,()0,,,({ 22 FVFIaGGSGG EETEENTEENq   
Equation 1-31 
 
If the contacts to the external load is only in contact with the quasi-Fermi levels of 
the CB and VB, the output voltage would be defined by qV = EFC – EFV. The theoretical 
maximum efficiency of IBSC is 63.1 % at full concentration, for EG = 1.93 eV and EG1 = 
0.7 eV[11].  
Multijunction and intermediate band solar cells reduce thermalization losses by 
using larger bandgaps; another way to thermalization losses is to extract the carriers 
before they thermalize. As shown in Figure 1.21 [12], the electron and hole populations 
start out being in thermal equilibrium with the Sun immediately after generation. After 
about 1ns, the carriers are cooled to the ambient temperature by heat transfer to the lattice 
carried through phonons. The idea of hot carrier solar cells is to slow down that cooling 
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process so that some of that energy otherwise would be lost as heat can be recovered as 
electrical potential energy (voltage).   
 
Figure 1.21 Evolution in time of the carrier population after initial light generation[12].  
In the analysis of hot carrier solar cells, we assume that impact ionization does not 
happen, so that energetic carriers do not generate other carriers by losing kinetic energy. 
The maximum efficiency of the solar cell is analyzed as follows. The chemical potential 
of a carrier, η, is the amount of energy that can potentially be extracted as electrical 
potential energy (voltage) to the external circuit. After thermalization, where some of this 
energy is lost to the lattice as heat, and all electrons end up with a lower chemical 
potential ηe and ηh, respectively. If we assume that thermalization has not yet happened, 
we expect the carriers to have more chemical potential energy, since carrier-carrier 
scattering conserves chemical potential and kinetic energy. The chemical potential is then 
expressed as: 
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Equation 1-32 
 
, where Ei is the carrier kinetic energy, and “i” specifies the individual carriers. The 
chemical potential of the electron and hole pair would be the sum of the chemical 
potential for the electron and hole: 
)( hehoeo EE    
Equation 1-33 
 
, where the chemical potential of the electron hole pair Δµ is excitation energy dependent 
since the carriers kinetic energy is dependent on E - EG, where E is the photon energy and 
EG is the bandgap. This implies that the electron hole pairs can have different chemical 
potentials, which is different from the case where the carriers have fully thermalized, 
where the chemical potential is the same for every carrier. As in Equation 1-27, the 
radiative recombination flux emitted from the semiconductor is expressed as  
))(,,,( ETEN aG   
Equation 1-34 
 
As shown in Equation 1-34, Δµ is a function of the photon energy. The integrand 
in Equation 1-34 can be expressed as quantity that is independent of photon energy, 
where every electron-hole pair has the same chemical potential µH. If we describe the 
distribution as being at a higher temperature TH as  
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, then  
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Equation 1-36 
 
, so that carrier population is distributed as if they are at a higher temperature TH than the 
semiconductor temperature Ta, hence the name “hot carrier” in hot carrier solar cells. In 
this case, the chemical potential of the electron hole pair Δµ(E) collected at the 
semiconductor temperature Ta is a function of collection energy E, and µH as follows 
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Because the carriers are not yet thermalized, the device designer can pick an 
energy Eout at which to extract the hot carriers, such that the output chemical potential µout 
would be 
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The monochromatic nature of the extraction energy Eout is important as it allows for 
isentropic cooling. 
This mathematical system has two unknowns µH and TH that needs two equations 
to specify. One equation is Equation 1-38, and another is the conservation of energy for 
the device as shown in the following: 
)0,,,()1()0,,,({ aGSSGSout TELXfTELXfqJE   
)},,,( HHG TEL   
Equation 1-39 
 
, where  
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Equation 1-40 
 
The hot carrier solar cell has a theoretical maximum efficiency of approximately 85 % at 
full concentration, and 65 % at 1 blackbody sun concentration.  
Like hot carrier solar cells, the impact ionization solar cells works with hot carriers. 
Whereas hot carrier solar cells extract some of the energy from the hot carriers as 
increased electrical potential energy, impact ionization solar cells use some of the kinetic 
energy of the hot carriers to generate additional carriers. The equations used to analyze 
the impact ionization solar cell maximum theoretical efficiency limit is the same as those 
for the hot carrier solar cells- the primary difference is that µH = 0. This is the case for 
thermal distributions where the particle number is not conserved. One example of this is 
the photon distributions for the blackbody radiation. Equation 1-39 can be used to find 
the output current given a designed Eout and µout. For 1 blackbody sun concentration, the 
theoretical maximum efficiency is approximately 55 % at a bandgap of around 1 eV. At 
full concentration, the theoretical maximum efficiency is approximately 85 %, for a 
material with essentially 0 bandgap.  
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1.11 Intermediate Band Solar Cell Concept 
IBSCs are single junction cell with a p-i-n device structure, where in the “i” region 
incorporates an intermediate band that is electrically isolated from the “p” and “n” 
contacts, leading to an independent quasi Fermi level for the intermediate level distinct 
from those for the contacts, as shown in Figure 1.22. The intermediate band reduces the 
transparency losses by allowing for sub-bandgap absorption. The sub-bandgap absorption 
shifts the ideal semiconductor bandgap to larger values, which reduces the thermalization 
losses. The electrical isolation between the intermediate band and the contacts means that 
the cell can operate at a larger voltage as limited by the now larger bandgap, and the cell 
would collect more current as a result of sub-bandgap absorption, leading to increased 
power output and conversion efficiency[11, 13].  
 
Figure 1.22 Band diagram for an intermediate band solar cell showing the quasi-Fermi levels of the conduction 
band, valence band, and intermediate band.  
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Figure 1.23 Simple circuit model of the intermediate band solar cell. Each of the generation and recombination 
processes are modeled by a pair of current source and ideal diode. The two sub bandgap generation 
recombination processes through the intermediate band is modeled by two such pairs in series.  
 
To help understand IBSC parameters such as bandgap and intermediate band (IB) 
location, we developed a simple circuit model to study IBSC operation. The band to band 
carrier generation and recombination is modeled by a pair of current source and ideal 
diode, and the below bandgap two photon to one electron process with two such pairs in 
series, as shown in Figure 1.23. The modeling result of the efficiency contours with 
respect the bandgap size and the location of the IB with respect to the conduction band 
(CB) is shown in Figure 1.24, which indicates that IBSCs have an ideal efficiency of 
approximately 60 % with a bandgap of near 2 eV and an IB that is approximately 0.8 eV 
below the conduction band. As Figure 1.24 indicates, IBSC absorbers favor large 
bandgap materials. Therefore, this work focuses on material properties of wide bandgap 
II-VI semiconductors and IBSCs made with these materials.  
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Figure 1.24 Calculated result from the simple circuit model, showing peak efficiency with respect to material 
bandgap and the location of the intermediate band below the conduction band.  
Besides the bandgap and IB depth other ideal IB material properties implied by 
the circuit model include: non-overlapping absorption bands, no thermal coupling 
between the IB and CB, and no non-radiative recombination through the IB[13].  
To make most efficient use of the solar photons’ numbers and energies, it is 
important that the absorption bands do not overlap. For example, the band to band 
absorption process generates one electron with one photon, which is more efficient than 
the sub-bandgap two photon to one electron generation process, as shown in Figure 
1.25a. Therefore, above bandgap photons should not be absorbed by sub-bandgap 
absorption processes. Similarly, the photons that are available to the larger of the two 
sub-bandgaps should not be absorbed by the smaller of the sub-bandgaps, as this would 
lead to reduced number of carriers generated, as shown in Figure 1.25b. 
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Figure 1.25 Spectral separation of absorption bands requirement: (a) The band to band generation process is 
more efficient than the sub-bandgap carrier generation process through the intermediate band, since the former 
uses one photon to generate one carrier electron hole pair, whereas the latter uses two photons. (b) Absorption 
of high energy photons available to higher energy absorption bands leads to loss in carrier generation.    
Non-overlapping absorption band would ideally be achieved by through 
absorption bands that cutoff where the next largest bandgap begins absorbing as shown in 
Figure 1.26a, which is the case for triple junction solar cell. This is difficult to achieve in 
the IBSC case because all the absorption bands exist in the same space, and so a more 
realistic approach to achieve this may be to make the smaller sub-bandgap weaker than 
the larger absorption bands to reduce the competition for the high energy photons, as 
shown in Figure 1.26b. This would imply a thick absorber to ensure full absorption by the 
smallest absorption band.  
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Figure 1.26 Ways to achieve non-overlapping absorption bands: (a) Absorption bands that stops absorbing 
above the threshold energy of the next higher energy absorption band. No known material behaves this way. (b) 
The smaller absorption band absorbs less strongly than the larger absorption band.  
Assuming full spectral overlap, and the three absorption bands overlaps over 4 eV 
(essentially fully overlapped), their absorption coefficients are identically at 104 cm-1, and 
that the IB is half filled throughout, Albert Lin and Jamie D. Phillips calculated that the 
efficiency at full concentration would be reduced to 35.1 %[14]. Besides the case shown 
in Figure 1.26b, they also proposed to use high low (HL) doping in the IB and spectral 
decoupling (SD) as practical methods to resolve the overlapping absorption band. In HL, 
part of the IB is left intentionally unfilled to suppress the CB-IB absorption; in SD, a 
section of the active region does not have and IB, so that only above bandgap absorption 
occurs there. They calculated that for the case of HL alone, the solar cell efficiency is 
raised to 52.8 %, and for the case where both HL and SD are employed, the efficiency is 
increased to 61.5 %[14], close to the 63.2 % ideal efficiency calculated by detailed 
balance, that assumes non-overlapping absorption bands.  
Besides radiative transitions between IB and CB, electrons can transfer between 
the IB and CB through absorption and emission and phonons thermally. This can happen 
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if the IB and CB are within kBT of each other, so the thermal phonons can promote IB 
electrons to the CB, and CB electrons can relax to the IB by emitting thermal phonons. 
Even if the IB and CB is separated by energy significantly larger the kBT, CB electrons 
can still relax to the IB by relaxation of multiple phonons if the IB wave functions are 
sufficiently localized[15]. If this non-radiative relaxation lifetime is much shorter than the 
time it takes to collect the CB electrons, the IB ad CB is effectively coupled through 
phonons, thermally. Therefore, it is important that the IB and CB are separated by at least 
a few multiples of kBT. As to the problem of suppression of carriers relaxing from the CB 
to IB through multiple phonon emission, it is not clear if there is a conclusive solution. 
There is an ongoing debate in the field that will be outlined in the next section.  
Thermal coupling between the CB and IB would allow CB electrons to relax to 
the IB level in the steady state, so that they share the same quasi Fermi level, leading to 
an effectively reduced bandgap that limits the output voltage. In terms of the circuit 
model, this would represent an electrical short of the CB and IB level, as shown in Figure 
1.27a, leading to a reduced output voltage, as shown in Figure 1.27b.  
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Figure 1.27 (a) thermal coupling between the intermediate band and the conduction band can be modeled as an 
electrical short. (b) Modeling output showing that such a short reduces the open circuit voltage of the output 
cell.  
Radiative transitions between CB-IB and IB-VB is inevitable, and already 
accounted for in the detailed balance calculations for the theoretical maximum efficiency.  
Ideally, non-radiative recombination through the IB should be avoided, since in that case 
energy that could have been delivered to an external circuit would be lost to the crystal as 
heat.  
There is a current debate in the field on whether or not non-radiative 
recombination through the IB can be avoided. In one scenario, proposed by Luque and 
colleagues[15], the non-radiative recombination through the IB can be suppressed by 
increasing the concentration of the IB producing dopants past the Mott transition, where 
the IB electronic wave functions become delocalized; In another scenario, proposed by 
Krich and colleagues[16], IB electronic states would always encourage non-radiative 
recombination through the IB, regardless of whether the IB wave functions are localized 
or delocalized. The major difference in the perspectives are briefly described as follows.  
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Non-radiative recombination through deep states in the semiconductor bandgap is 
often described by the configuration coordinate picture, as show in Figure 1.28 and 
Figure 1.29. In this picture, the horizontal axis q is a generic coordinate that describes 
lattice vibration of a particular mode (the results can be generalizes to all the other 
phonon modes as well), and the vertical axis plots the total energy of the system (which is 
assumed to consist of electronic plus vibrational energy). The lattice vibrations are 
assumed to be harmonic, and so the vibration potential is quadratic, and superimposed on 
the electronic energy structure (shown as horizontal lines in Figure 1.28, and already 
included in the solid parabolic looking lines in Figure 1.29). When not filled with an 
electron, the impurity induced sub-bandgap electronic state would have a parabolic 
energy centered about q=0 in this picture. When the impurity is filled with an electron, 
the vibration mode is disturbed, such that the equilibrium position on the generalized 
coordinate about which the mode vibrates is shifted. This shift makes it possible for sub-
bandgap energy curve intersect with those of the conduction and valence band. The 
intersection allows for the electron to transfer from the CB to IB without emitting 
phonons, since the extra energy is used to support the large vibration amplitude of the 
mode. Multiple phonons are eventually emitted to reduce the amplitude to the new rest 
point. The two sides of the debate differ primary in interpreting the cause of the shift in 
the rest coordinate of the IB vibration mode once it is populated with an electron.  
In the model described by [15], the shift if IB vibration coordinate is due to a 
Coulombic interaction of the populating electron with the charges surrounding the IB 
inducting impurity. If this is the case, delocalizing the electronic wave function would 
spread the effect of the charge of the electron in space, and induce less distortion to the 
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lattice around impurities. This would reduce the shift in the rest vibration position of the 
impurity atom, and move the intersection point A in Figure 1.28 to a higher energy, 
which reduces the likelihood of a conduction band electron having enough energy to 
reach the intersection point. This would suppress non-radiative recombination through 
the IB.  
 
Figure 1.28 Configuration diagram of the viewpoint of [15], which argues that non-radiative recombination 
through the intermediate band (IB) can be suppressed if the impurities leading to the IB is of high enough 
concentration.  
In the model described by [16], the shift in the equilibrium coordinate about 
which the impurity populated by an electron is due to electron phonon coupling, instead 
of the Coulombic interaction described in [15]. The right hand side diagram in Figure 
1.29 shows that the linear change in electronic energy due to the electron-phonon 
interaction that shifts the equilibrium vibration coordinate from q = 0 to nearly q = δq; a 
small amount of that shift is due to change in the electronic energy λ due to Coulombic 
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interactions resulting from local crystal distortion around the impurity. Because the 
majority of the shift from q = 0 to q = δq is due the electron-phonon interaction, the 
localized or delocalized nature of the electronic structure would not significantly affect 
the intersection point between the CB and IB parabolas, which determines the activation 
energy (Ea in Figure 1.29). While it’s possible that the IB electronically energy is 
perturbed to shift up by many times kBT, and raising Ea significantly to suppress non-
radiative recombination, this is unlikely. The scenario presented by [16] implies that 
regardless of whether or not the unfilled IB state is delocalized, the electron-phonon 
interaction will work to localize the electronic charge about the IB inducing impurity.  
 
Figure 1.29 Configuration diagram of the view point of [16], which argues that the intermediate band (IB) 
promotes non-radiative recombination through the IB regardless of the density of the impurities that give rise to 
the IB.  
1.12 Overview of Thesis 
The overview of the thesis is shown in Figure 1.30. 
Chapter 1: Description of the fundamentals of solar cell operation, the historical 
developments in photovoltaic technology, and the proposed next generation solar cells for 
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high efficiency. Detailed discussion of the Intermediate Band Solar Cell (IBSC) concept: 
what are the material properties required for successful IBSC operation, and current 
debate in the field on whether IBSC without non-radiative recombination through the IB 
is possible.  
Chapter 2: Discussion of II-VI film on III-V substrate growth by Molecular Beam 
Epitaxy, with data on growth parameters of ZnSe, ZnSe:Cl, ZnSe:N, ZnTe, and ZnTe:O. 
Also presents a novel technique to prepare GaSb(100) substrate directly in a II-VI 
chamber for near lattice matched ZnTe/GaSb(100) epitaxy.  
Chapter 3: Structural, chemical, and optical data on ZnTe:O, showing that oxygen 
location in the crystal structure influences electronic structure, and that the oxygen 
location in the material may be determined by Nuclear Reaction Analysis Channeling.  
Chapter 4: Two-pump time resolved photoluminescence data showing time resolved 
electron transfer from the intermediate band (IB) to conduction band (CB) in ZnTeO. 
Also reveals that the CB electron lifetime is in the picosecond time scale.  
Chapter 5: Device data of IBSC based on ZnTe:O. External quantum efficiency (EQE) 
data shows sub-bandgap response for a devices with ZnTeO absorber, but not for one 
with ZnTe absorber. Similarly, I-V data shows photocurrent response from sub-bandgap 
red laser illumination for a device with ZnTeO absorber, but not for one with ZnTe 
absorber.  
Chapter 6: Optical, structural, and chemical data for oxygen doped II-VI ternary alloys, 
showing oxygen induced red shift in photoluminescence for ZnSeTeO and CdZnTeO.  
Chapter 7: Conclusions and suggestions for future work.  
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Figure 1.30 Outline of this thesis.  
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Chapter 2  
Growth of II-VI Materials 
2.1 II-VI semiconductors 
II-VI semiconductors have bandgap energies ranging from infrared to ultraviolet, as 
shown in Figure 2.1, making them potentially useful for optoelectronic devices ranging 
from IR detectors to UV lasers. As several II-VI semiconductors have large bandgap, II-
VI materials had received some attention for developing green and blue-green light 
emitting diodes (LED) and laser diodes (LD). However, significant challenges remain for 
devices that require high current injection, such as LEDs and LDs. For example in II-VI 
LDs, the device lifetime was very short at approximately 100 hours, despite advances of 
reducing stacking fault density to 3x103 cm-2 for II-VI material grown on III-V 
substrates[17]. Similarly, II-VI LEDs grown on III-V substrates have lifetimes of 
approximately 300 hours despite having low stacking fault density to 3x103 cm-2[18]. 
Studies have suggested that the short device lifetimes may be related to the generation 
and propagation of point and extended defects in the II-VI material under higher current 
conditions[18], and this remains to date the major challenge towards commercialization 
of II-VI LED and LDs.  
II-VI materials have found much more success with optoelectronic devices that 
operate at relatively lower current densities, namely IR detectors and solar cells with 
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operating current densities in the milliamp/cm2 range (as opposed to the kiloamp/cm2 
range common in Laser diodes and LEDs), and this is the main reason this thesis work 
studies novel photovoltaic II-VI materials. For example, HgCdTe (MCT) materials 
prepared by liquid phase epitaxy (LPE) and MBE is a production technology that makes 
state of the art near IR and long wave IR detectors[19]. In another example, CdTe is a 
good solar cell material since the bandgap energy of 1.44 eV is a good match to the solar 
spectrum, and it can be doped both n-type and p-type[8]. Polycrystalline CdTe solar cells 
are currently a major solar cell production technology.  
The main application focus of this thesis work is intermediate band solar cells 
(IBSC), which are predicted to work best for bandgap energies near 2 eV, as shown in 
Figure 1.24. We focus on II-VI materials for this work because of many II-VI 
semiconductors have large bandgaps, and several II-VI ternary alloys allow for bandgap 
engineering near 2 eV, which may be useful for device optimization of IBSCs. In 
particular, we focus on studying ZnSe, ZnTe, ZnSeTe, CdZnTe, CdMgTe materials in 
this work.  
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Figure 2.1 Band gap energy versus lattice parameter diagram for II-VI materials.  
2.2 Molecular Beam Epitaxy of II-VI materials 
Group II-VI compound semiconductors may be effectively synthesized by 
molecular beam epitaxy (MBE). The MBE technique provides atomic layer control over 
crystalline growth by exposing a heated crystalline substrate in ultra-high vacuum to 
beams of elemental atoms or molecules. The high purity 99.9999 %+ source material and 
the ultra-high vacuum environment (10-10 Torr base pressure) provides a clean 
environment for epitaxy. Solid source beams for Zn, Te, Se, CdTe, Mg, ZnCl2 are 
generated by solid source effusion cells and an Electron Cyclotron Plasma (ECR) plasma 
source provides N and O molecular plasma. Since the mean free path of the source beams 
(~ km) are much larger than the chamber dimensions (~ m) in the vacuum conditions 
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typical of MBE chambers, the source beam atoms or molecules do not interact with other 
atoms or molecules from the source or those desorbed from growth surface, and the 
crystal growth process is kinetically controlled[20]. The surface reconstruction of the 
growth surface is monitored in-situ with Reflection High Energy Electron Diffraction 
(RHEED) tool mounted at grazing angle with respect to the growth surface.  
 
Figure 2.2 Bandgap versus lattice constant plot of the ZnSeTe and CdMgTe alloy systems, as well as some 
common III-V commercial substrates that are candidates for synthesizing these thin film alloy systems.  
Lattice mismatch between the epitaxial film and substrate generates dislocations 
that degrade the optical and electrical properties of the film. The typical semiconductors 
grown in our chamber ZnSe, ZnTe, and CdTe and common substrates of GaAs, GaSb, 
and InP are plotted on a bandgap vs lattice constant plot in Figure 2.2. As shown, GaSb is 
near lattice matched to our material of interest ZnTe(O), and so we developed lattice 
matched growth of ZnTe on GaSb. The misfit between ZnTe and GaSb if 0.12%. Based 
on the XRD data and calculations presented in[21] misfit of ZnTeO and ZnTe is in the 
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range of 0.1-0.25% for the materials studied in this thesis work. In that calculation, Zinc 
Blend ZnO lattice constant was used, and Vegard’s law was assumed to be valid.  
2.3 Growth of ZnSe on GaAs 
The growth of ZnSe on GaAs has received significant research attention, and serves 
a model system to explore common features of II-VI epitaxy on III-V substrates. Most of 
the discussion of this section is based on [22]. Since II-VI and III-V semiconductors have 
different number of valence electrons in their covalent bonds, this interface is not charge 
neutral. This may lead to high electric fields if the number of II-V and III-VI bonds are 
not equal at the interface. Surface reconstruction and defect generation would occur to 
relax the high electric fields at the interface. Besides valence mismatch, ZnSe and GaAs 
are also slightly mismatched in lattice constant (0.26% misfit), which leads to strain and 
generation of dislocations past a critical thickness. The critical thickness for ZnSe/GaAs 
grown by MBE has been experimentally measured to be approximately 100 nm[23, 24], 
which is comparable with the thickness of the ZnSe/GaAs layer we use in our devices. 
Since ZnSe is the n-type contact layer in our p-i-n device structure, as shown in Figure 
5.1c, it is not designed to absorb much light and generate carriers, and so does not need to 
thick.  
In this work, the epi-ready GaAs(100) wafers are loaded into the chamber without a 
native oxide wet etch. Instead, the native oxide of the GaAs substrate is removed in-situ. 
The substrate is first heated to 200 oC and left there for an hour to remove the moisture on 
the substrate. The temperature is then raised to 500 oC and held there for 5 minutes; then 
heated to 550 oC and held there for 5 minutes; and heated to 600 oC  and held there for 5 
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minutes. At this point, a streaky reflection high-energy electron diffraction (RHEED) 
pattern can be observed as is consistent with the known oxide desorption temperature of  
580oC – 600oC[25]. Our SIMS data shows that for some samples the native oxide 
desorption is incomplete (see for example Figure 3.7), we typically then heat the 
substrate to approximately 650 oC, and held there for approximately a minute, after which 
the power supply to the substrate heater is turned off, and turned back on when near the 
growth temperature, which ranges from 250 oC to 300 oC. Since we do not have access to 
the As beam over pressure in our II-VI chamber during this step that is typical for III-V 
MBEs[26] to compensate for As preferential desorption, the substrate would start 
roughening if left at 650 oC for too long (~ 5 min) as confirmed by the evolution of the 
RHEED pattern from streaks into spots.  
In the ZnSe/GaAs system, treatment of the GaAs surface prior to ZnSe growth can 
affect both the charge state of the surface as well as the 2D vs 3D growth mode of the 
epitaxy. For growth on GaAs(100) Zn exposure on the (2 x 4) surface prior to ZnSe 
growth is known to lead to low defect density in the ZnSe film, and Zn treatment of the 
surface prior to growth on any surface reconstruction promotes the 2D, layer by layer, 
growth mode[22].  
In the work presented in this thesis, the growth of ZnSe/GaAs(100) materials are 
done with a Zn flux pre-treatment. The cleaned substrate is first exposed to Zn flux with 
beam equivalent pressure (BEP) of approximately 1 x 10-6 Torr for 5 seconds before the 
Se shutter is opened to initiate the growth of the ZnSe epitaxial film. The films are 
typically grown with Se/Zn BEP ratio of 1 - 2, with Zn BEP = 1 x 10-6 Torr. The 
substrate temperature Tsub is typically 250 
oC to 300 oC, as measured by a thermocouple 
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mounted near the back of the substrate. For Tsub = 300 
oC, the growth rate is typically 0.5 
– 1 µm/hr, depending on the Se/Zn BEP ratio, with Se/Zn = 1 typically at 0.5 µm/hr and 
Se/Zn = 2 at 1 µm/hr. This suggests that the growth rate in growth conditions used in this 
work is limited by Se flux.  
Following the growth the ZnSe films are characterized by X-ray diffraction (XRD) 
and Nomarski microscopy. Figure 2.3 shows the Nomarski microscope image of a typical 
ZnSe/GaAs(100) sample, showing some micron scale defects on a background of a 
generally smooth film. This particular sample is approximately 640 nm in thickness, 
XRD is typically performed in the (004) reflection, and the full-width-half-max (FWHM) 
of the ZnSe(004) film peak is typically approximately 300 arc-seconds. Figure 2.4 shows 
the XRD data in the (004) reflection for a ZnSe/GaAs(100) sample grown with Se/Zn 
BEP of 2, substrate temperature of 300 oC, with a thickness of 1.4 µm, shows a XRD 
ZnSe (004) film peak FWHM of 260 arc-seconds. Since one way the XRD peak can be 
broadened is by rotations introduced into the crystal lattice by dislocations, the FWHM of 
the XRD peak is related to the threading dislocation density of the film. The theory of 
measuring dislocation density of (001) Zinc Blende crystals with XRD has been 
presented by Ayers[27], and has been applied to the ZnSe/GaAs(100) system by 
Constantino and co-workers[28]. This technique involves taking XRD data in several 
crystallographic directions, for film thicknesses that span across the critical thickness for 
dislocation generation[28]. XRD rocking curve data for (004), (115), (117) reflections 
should be sufficient to determine dislocation densities for most (001) crystals[27]. The 
FHWM of the XRD peak exhibits three regions with respect to increasing film 
thickness[28]: i) thinner than critical thickness, the FWHM decreases with increasing 
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thickness as crystal size get bigger in the growth direction; ii) past critical thickness, 
FWHM increases with increasing thickness as threading dislocations are generated; iii) 
past the point of maximum dislocation density, the FWHM decreases with increasing 
thickness, as dislocations glide toward each other and coalesce[29]. As such, the FWHM 
is highly dependent on film thickness in general, and past the critical thickness, larger 
FWHM is correlated to higher dislocation density.  
The influence of growth conditions explored in this work on the crystal quality and 
surface morphology is discussed in the following.  
Within the Tsub range of 250 
oC to 300 oC, the crystal quality appears to be in 
general better for higher Tsub. For example, for Se/Zn BEP of 2, a sample grown with Tsub 
= 250 oC had XRD ZnSe (004) film peak FWHM of 420 arc-seconds, whereas that for a 
sample grown with Tsub = 300 
oC was 260 arc-seconds. For our samples, the sample 
grown with Tsub = 250 
oC had a thickness of 0.6 µm, whereas the sample grown with Tsub 
= 300 oC had a thickness of 1.4 µm. Therefore, for undoped ZnSe films, we typically 
grow at Tsub = 300 
oC. At significantly higher growth temperatures the growth rate 
becomes too slow. We only use lower growth temperatures of Tsub = 250 
oC for doping 
the material, as explained in the next sub-section. We do note however that the result is 
likely influenced by the thickness differences in the samples. For example, in the data 
presented in [28] for ZnSe/GaAs(100), the critical thick was determined to be 
approximately 0.17 µm, the FHWM for (004) reflection reached a maximum of 
approximately 500 arc-seconds at approximately 0.5 µm thickness, and the FWHM 
decreased to approximately 250 arc-seconds at 0.9 μm thickness.  
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Within the Se/ Zn BEP range of 1 – 2, higher Se/Zn appears to improve crystal 
quality. For example at Tsub = 300 
oC, a sample grown with Se/Zn = 1 had a XRD 
ZnSe(004) film peak FWHM of 300 arc-seconds, whereas that for a sample grown with 
Se/Zn = 2 was 250 arc-seconds. For this reason, we typically grown undoped ZnSe/GaAs 
at Tsub = 300 
oC. We note, however, that this result may be influenced by the thickness 
difference of the two samples. The sample grown with Se/Zn = 1 had a thickness of 0.94 
µm, whereas the sample grown with Se/Zn = 2 had a thickness of 1.4 µm.  
Within the growth conditions considered in this thesis work, Tsub range of 250 
oC 
– 300 oC and Se/Zn BEP ratio of 1-2, the surface morphology seems to be relatively 
insensitive to Se/Zn BEP ratio, and has better morphology at lower Tsub of 250 
oC, We do 
note, however, that more detailed studies surface morphology and growth conditions are 
needed, since the comparison we made was between a sample grown with Tsub = 250 
oC, 
Se/Zn = 2, thickness of 0.64 µm and a sample grown with Tsub = 300 
oC, Se/Zn = 1.5, 
thickness of 1.2 µm.  
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Figure 2.3 Nomarski microscope image of ZnSe/GaAs(100). Sample grown with Tsub = 250 oC, Se/Zn = 2, 
thickness of 0.64 µm 
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Figure 2.4 XRD data in the (004) reflection of ZnSe/GaAs(100). The sample was grown with Tsub = 300 oC, Se/Zn 
BEP ratio of 2, and film thickness of 1.4 µm. 
Most II-VI materials can only be efficiently doped n type or p type, and 
compensation for the other doping type would be quite high, making it difficult or not 
possible to dope the material the other type. ZnSe can be easily doped n-type by Ga or Cl 
(with a ZnCl2 solid source) source to 10
18 cm-3 range electron concentration, up to 3 x 
1020 cm-3 in some reports for ZnCl2[22]. ZnSe can be doped p-type up to 10
18 cm-3 with 
nitrogen plasma doping, although with high compensation[22, 30] of approximately 60 % 
activation ratio[30]. Theoretical and/or experimental studies have proposed numerous 
compensation mechanisms. Some references for various mechanisms listed in [22] 
include: native defects[31, 32], complex defects[33, 34], impurity-associated defects[35-
37], bond breaking[38, 39], and solubility limit[40].  
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In our chamber, we dope ZnSe lightly p-type with nitrogen using an ECR plasma 
source to approximately 2 x 1017 cm-3 hole concentration, with mobility of approximately 
10 cm2/V-s as measured by a room temperature Hall measurement setup with the Van der 
Pauw geometry and Ni/Au contacts. This mobility is somewhat lower than what has been 
reported in the literature, and likely means that the growth process can be optimized 
further. For example, Van der Pauw configuration measurements of room temperature 
hole mobility of 38.6 cm2/V-s and has been reported for net hole concentration 3.4 x 1017 
cm-3[41]; similarly, in a different experiment, a room temperature hole mobility of 34.3 
cm2/V-s for a net hole concentration of 3.4 x 1017 cm-3 [42]. The Se/Zn BEP ratio used for 
this sample was 2, with Zn BEP = 0.5 x 10-6 Torr. This Zn BEP is half of what we 
typically use for ZnSe, and may have helped with N incorporation. The substrate 
temperature was 275 oC. The nitrogen was introduced with an ECR plasma source, with 
plasma current of 50mA, and purified N2 flow rate of 0.2 standard cubic centimeters per 
minute (sccm) at the inlet of the plasma source. While we have tried otherwise identical 
growth conditions but higher N2 flow rates of 0.8 and 1 sccm, the sample was too 
resistive for the Hall experiment to measure Hall parameters with Indium contact. It is 
not clear at this point if the high resistivity was due to the Indium contact (as opposed to 
Ni/Au) or Plasma flow rate. We have fabricated ZnSe p-n homojunctions with this 
material, where n-ZnSe was produced with ZnCl2 doping source, as described in the 
following.  
We use ZnCl2 solid source for chlorine doping. Since ZnCl2 absorbs a lot of 
moisture, and the surface of the source material readily turns into liquid form in 
atmosphere, the freshly charged ZnCl2 source material needs to be extensively baked to 
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remove the moisture. The temperature for the ZnCl2 source during growth is typically 
approximately 110 oC. Our procedure for the source conditioning after opening the 
chamber is to first bake the ZnCl2 at 160 
oC for 1 day, while the chamber itself is baking. 
After 1 day, we lower the ZnCl2 cell temperature to 110 
oC for the remainder of the 
bakeout. After the chamber bakeout is complete, the source continues to bake at 100 oC 
until the background pressure of the chamber falls below in the 10-9 Torr range with the 
source hot. This source conditioning is important for successful synthesis of n-ZnSe, 
likely because there would otherwise be too much moisture impinging on the growth 
surface originating from the ZnCl2 cell. This is more complicated than the source 
conditioning procedure for the other solid sources. The source conditioning for the other 
sources are as follows: they are first individually brought to 20 oC lower than the last 
recorded growth temperature, held for 6 hours, cooled down. Flux calibration is then 
performed, and 6 hour long growths of films containing these sources are conducted.  
In this thesis work, we were able to dope achieve n-ZnSe net electron 
concentration n from -8 x 1017 cm-3 to -8 x 1018 cm-3. As expected, higher doping 
concentration correlates to lower mobility, with a measured mobility of 314 cm2/V.s for 
the sample with n = -8 x 1017 cm-3 and a mobility of 200 cm2/V.s for the sample with n = 
-8 x 1018 cm-3. For our reactor, we noticed that the success of n type doping of ZnSe is 
highly dependent on substrate temperature. For Tsub = 300 
oC, and Se/Zn BEP ratio range 
from 1 – 1.5 with Zn = 1 x 10-6 Torr, n-type doping could not be achieved for ZnCl2 cell 
temperature range 90 oC – 125 oC. Whereas when Tsub was reduced 250 oC, 
approximately n = -1 x 1018 cm-3 concentration was achieved for both Se/Zn BEP ratio of 
1 and 1.5 for ZnCl2 = 100 
oC. We noticed that ZnCl2 has the effect of reducing the film 
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growth rate. For example, for otherwise identical growth conditions, a sample grown with 
ZnCl2 = 100
oC yielded a film thickness of 573 nm, whereas sample grown right after it 
with ZnCl2 = 120
oC yielded a thickness of 413 nm. Also interesting is that for the sample 
with grown with ZnCl2 = 100 
oC, n = -1 x 1018 cm-3 was achieved, and when ZnCl2 cell 
temperature was raised to 120 oC, the sample became too resistive for Hall parameters to 
be measured. It is apparent that when the growth surface is exposed to too high a ZnCl2 
flux, chlorine is either not well incorporated, or incorporated in a way that is not 
electrically active. With this information, our procedure to consistently get n-ZnSe is to 
calibrate the Se/Zn BEP ratio to 1.5 with Zn = 1 x 10-6 Torr, use Tsub = 250 
oC, and vary 
ZnCl2 cell temperature between the range of 90 
oC – 140 oC to obtain n-type doping.  
Figure 2.5 summarizes the electron concentration n in samples where n could be 
measured by our Hall setup. All these samples were growth with Tsub = 250 
oC, and Se/Zn 
= 1.5. Figure 2.5 does not show an obvious correlation between ZnCl2 temperature and n. 
This is likely because the ZnCl2 source material depletes significantly with respect to the 
MBE growth campaign, such that the flux strength for a given cell temperature depends 
on the extent of use of the source material in that campaign.  
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Figure 2.5 Summary of the electron concentration n with respect to ZnCl2 cell temperature used during growth 
in samples where n could be measured by our Hall setup. All these samples were growth with Tsub = 250 oC, and 
Se/Zn = 1.5. 
2.4 Growth of ZnTe on GaAs 
Most of the ZnTe films grown for this thesis work were synthesized on GaAs 
(100). Once loaded into the chamber, the GaAs (100) substrate is heated to high 
temperatures (approximately 600o C) to remove the surface oxide. This is confirmed by 
observing a streaky RHEED pattern. Ideally, the oxide desorption step would be done 
under an As stabilizing flux in an interconnected III-V chamber, since As has a higher 
vapor pressure, and would preferentially desorb at elevated temperatures. We perform the 
oxide desorption in the II-VI chamber without an As stabilizing flux, and so the starting 
 70 
 
surface is likely As deficient. For similar reasons to ZnSe/GaAs, the surface is exposed to 
Zn flux before initiating ZnTe growth.  
The growth rate is typically around 1 µm/hr. The substrate temperature used for 
ZnTe/GaAs grown in this thesis work ranged from 300o C – 350o C, Zn flux was kept 
fixed at 1 x 10-6 Torr, which Te flux ranged from 1 x 10-6 Torr to 5 x 10-6 Torr. 
With an ECR plasma source for nitrogen, we can easily dope ZnTe p type from 
approximately 4 x 1017 cm-3 to 1.9 x 1019 cm-3 hole concentration, with mobility from 30 
cm2/V.s for the p = 1.9 x 1019 cm-3 sample to 50 cm2/V.s. for the p = 4 x 1017 cm-3 
sample. ZnTe cannot be easily doped n-type. Aluminum has been used to dope ZnTe 
epitaxial film n-type by MBE[43], and has also been diffused into ZnTe substrate[44, 45] 
and ZnTe epitaxial films[46, 47] to form an n-type region. We had tried diffusing E-beam 
deposited Al on p-type ZnTe film grown on p-GaAs substrate, and showed p-n junction 
rectifying behavior, which implies the formation of an n-type region. We compared the 
current-voltage data with an identical structure that was not annealed to the case, and 
confirmed that the contribution of the rectifying behavior of the Shottky junction between 
Al and ZnTe is significantly weaker than that observed for the p-n junction case.  
We characterized the ZnTe/GaAs materials with transmission electron microscope 
(TEM) and X-ray diffraction (XRD). Since there is a large lattice mismatch of 
approximately 7 % between ZnTe and GaAs, we expect a highly defective film and 
substrate interface, as shown by the TEM image in Figure 2.6. The XRD diffraction in 
the (004) reflection typically shows a film peak with a full width half max of 
approximately 300 arc-seconds, as shown in Figure 2.7. Since one way the XRD peak 
can be broadened is by rotations introduced into the crystal lattice by dislocations, the 
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FWHM of the XRD peak is related to the threading dislocation density of the film. The 
theory of measuring dislocation density of (001) Zinc Blende crystals with XRD has been 
presented by Ayers[27], and as described in the previous section, the FWHM is highly 
dependent on film thickness in general, and past the critical thickness, larger FWHM is 
correlated to higher dislocation density[28]. Hence, when comparting the FWHM 
between two ZnTe/GaAs(100) samples with similar thickness larger than the critical 
thickness, FWHM can be viewed as a relative comparison between dislocation densities. 
The critical thickness for the ZnTe/GaAs(100) system is approximately 15 nm[48]. Our 
samples in general has larger FWHM compared to those observed in the literature. For 
example, a typical sample from this thesis work with thickness 2.7 µm has a (004) XRD 
peak with FWHM of 245 arc-seconds, where as a sample reported in [48] with thickness 
2.5 µm has a (004) XRD peak with FWHM of 45 arc-seconds. One reason our materials 
are more defective maybe that we did not have an interconnected III-V chamber to desorb 
the GaAs substrate native oxide under an As protective flux, as was the case for the work 
presented in [48], so our starting growth surface was more defective.  
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Figure 2.6 Cross sectional TEM showing highly defective interface between ZnTe film (top left) and GaAs 
substrate (bottom right). 
 
Figure 2.7 Typical XRD data in the (004) reflection for our ZnTe/GaAs(100) materials.  
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2.5 Latticed Matched Growth of ZnTe on GaSb 
Most of our studies of optical properties of ZnTe(O) were done using material on 
GaAs (100), which has a 7 % lattice constant mismatch to ZnTe. We therefore expect 
high dislocation densities and a highly defective film to substrate interface, as evidenced 
by the TEM image shown in Figure 2.6. The ideal substrate to grow ZnTe on would be 
ZnTe substrate, which would be lattice matched to ZnTe epitaxial layer, and prevent 
defects related to the II-VI to III-V incompatibility at the film to substrate interface. 
However, ZnTe substrate technology is not mature, so the commercially available 
substrates are small area, and cost-prohibitive. Of the more mature commercial 
substrates, GaSb is near lattice matched to ZnTe, and so we developed ZnTe epitaxial 
growth on GaSb(100) substrates.  
Growth on GaSb substrates by MBE conventionally requires a III-V growth 
chamber. Prior to epitaxial growth, thermal desorption of Sb2O3 and Ga2O3 native oxides 
requires temperatures of 500o C or above. At these elevated temperatures, the GaSb 
surface may be degraded due to the preferential desorption of Sb or reaction of remnant 
Sb2O3 with the substrate[49]. Growth by molecular beam epitaxy (MBE) commonly uses 
an antimony or other group-V flux to stabilize the GaSb surface during this thermal 
cleaning step[48]. Growth of ZnTe on GaSb using this approach has been successful[48, 
50] using a III-V chamber for GaSb surface preparation, followed by the growth of a 
GaSb buffer layer before transferring to a II-VI chamber for subsequent ZnTe growth. 
Successful growth of ZnTe directly on GaSb substrates without the requirement for 
antimony stabilizing flux and GaSb buffer would considerably reduce the complexity of 
the material synthesis. For example, molecular or atomic hydrogen[51-54] has been used 
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to deoxidize the GaSb surface without using an antimony overpressure flux, where high-
quality ZnTe growth has been demonstrated following surface cleaning of GaSb with 
atomic hydrogen[52]. An alternative surface preparation technique for growing high 
quality ZnTe directly on GaSb substrates without a group-V stabilizing flux or any gas 
sources for surface preparation is presented in this work. The technique includes GaSb 
substrate etching with concentrated HCl to remove native antimony oxides[49] , followed 
by thermal oxide desorption in combination with native oxide dissociation via the 
introduction of ZnCl2 from a standard effusion cell. This technique is convenient for II-
VI materials growth, where ZnCl2 is already a common source material used for n-type 
doping[55-58].  
ZnTe was grown on GaSb (100) substrates by molecular beam epitaxy (MBE) 
using solid source effusion cells for Zn, Te, and ZnCl2. The GaSb substrates were 
manufactured by Wafer Technology using the LEC growth method. ZnTe epitaxial 
growth was compared for a) as-received GaSb substrates, b) substrates that were HCl 
etched prior to loading, and c) substrates that were HCl etched prior to loading and etched 
in situ using the ZnCl2 effusion source.  For experiments where GaSb substrates were 
etched prior to loading, they were first cleaned with Acetone and 2-Propanol, followed by 
a 5 minute HCl etch, 2-Propanol rinse, and N2 blow dry prior to loading into the MBE 
chamber. After loading into the chamber, substrates were first heated to 200 oC for one 
hour, and then heated slowly until native oxide desorption was observed by in situ 
reflection high-energy electron diffraction (RHEED), where a GaSb (1x3) surface 
reconstruction was observed.  
 75 
 
For samples where ZnCl2 flux was used, GaSb substrates were exposed to the 
ZnCl2 flux (effusion cell temperature 120 
oC) when the substrate temperature exceeded 
200 oC, and exposure to ZnCl2 was removed when the substrate was cooled to 
approximately 380 oC following oxide desorption. ZnTe growth was performed at a 
substrate temperature of 300o C, beam equivalent pressure (BEP) for Zn and Te at 1.0 x 
10-6 Torr with the Te/Zn BEP ratio of 1 and nominal growth rate of 1 μm/hr. The 
macroscopic surface morphology was characterized by a laser confocal microscope with 
Nomarski prism at the Lurie Nanofabrication Facility at the University of Michigan. 
Atomic scale studies of the interface between the film and the substrate were performed 
with a high resolution transmission electron microscope (HRTEM) and scanning 
transmission microscope (STEM) with energy dispersive X-ray spectroscopy (STEM-
EDS). The macroscopic crystalline quality was characterized by X-ray diffraction.  
 
ZnTe was first grown on an as-received GaSb substrate. As the substrate 
temperature was gradually increased to remove the native oxide, a spotty RHEED pattern 
appeared near a substrate temperature of 500 oC, with no distinguishable streaky pattern 
observed. The spotty RHEED pattern is indicative of a rough surface, attributed to 
preferential desorption of Sb from the surface at elevated temperatures, and possible 
reaction of antimony oxides with the GaSb substrate[49, 59]. In select experiments, the 
substrate temperature was further increased following the observation of a spotty RHEED 
pattern, to a temperature near 600 oC. The spotty RHEED pattern abruptly disappeared 
upon further heating, likely due to extreme degradation of the GaSb surface.  
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For samples that were cooled soon after the observation of the spotty RHEED 
pattern, ZnTe was directly grown on the substrate once the substrate growth temperature 
of 300 oC was reached. The rough surface morphology suggested by RHEED was further 
supported by the resulting ZnTe surface morphology, as shown in the laser confocal 
microscope image in Figure 2.8(a). A high density of oval defects is observed. Similar 
oval defects have been observed [60], characterized with AFM as pits[60], and 
interpreted with RHEED studies[61] to be resulting from Sb desorption from the surface 
[60]. This interpretation is further supported by Energy dispersive X-ray spectroscopy 
measurements on the pits from GaSb samples that were removed from the chamber 
following native oxide desorption and prior to ZnTe growth. In these samples, a reduced 
concentration of Sb at the center of the pit and an increased Ga concentration are 
observed, as shown in Figure 2.9.  
 
Figure 2.8 Nomarski micrograph for ZnTe/GaAs grown with (a) as received substrate, (b) substrate etched in 
HCl prior to loading, and (c) substrate etched in HCl prior to loading and etched with ZnCl2 during the thermal 
clean step. (d) is a height contour plot of (b), showing the oval defects to be pits. 
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Figure 2.9 (a) SEM image of a region containing an oval defect on an as-received wafer that was heated under 
vacuum until the appearance of a spotty RHEED pattern. The line across the SEM image illustrates the region 
of the EDX line scan (b). Sb depletion is significant near the center of the oval defect. 
Substrates that were etched with HCl prior to loading exhibited significantly 
improved native oxide desorption and surface morphology. A streaky RHEED pattern 
emerged near a substrate temperature of 490 oC, indicating a smooth crystalline surface. 
The resulting ZnTe surface morphology is dramatically improved, as shown in the laser 
confocal microscope image in Figure 2.8(b). However, a significant density of oval 
defects, which Figure 2.8(d) reveals to be pits, is still observed, and likely too high to 
serve as useful material for optoelectronic devices.  The improvement observed with HCl 
preparation is consistent with prior reports[49, 62, 63], and is attributed to a reduced 
native Sb2O3 thickness and subsequent roughening of the GaSb surface due to reaction of 
the oxide with GaSb to form Ga2O3 and Sb. To reduce the substrate temperature required 
to desorb the native Sb2O3 and Ga2O3 oxides, a ZnCl2 flux is introduced. The ZnCl2 
exposure during the thermal clean step resulted in a significant reduction in the 
temperature required for native oxide desorption, as evidenced by a streaky RHEED 
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pattern observed near a substrate temperature of 440 oC. A smooth macroscopic surface 
that is free of oval defects is observed when using the ZnCl2 exposure, as shown in the 
Nomarski image of Figure 2.8(c). The microstructure of the ZnTe/GaSb interface 
observed by HRTEM and STEM (Figure 2.10) reveals an interface with an epitaxial 
relationship between ZnTe and GaSb substrate for the case of ZnCl2 treatment. STEM-
EDS (Figure 2.11) further shows an abrupt interface without significant interdiffusion. 
The x-ray diffraction characteristics of the ZnTe epitaxial layers grown on GaSb with the 
ZnCl2 surface clean also demonstrate improved characteristics, as shown in the ω-2θ 
rocking curves of Figure. The ZnTe (004) and GaSb (004) reflections are observed for all 
sample treatments, with a significant reduction in the ZnTe peak full width at half 
maximum from 210 arcsec to 40 arcsec The thicknesses of the films in Figure 2.12a, b, 
and c are about 580 nm, 1000 nm, and 700 nm respectively, as determined by optical 
reflectance.  
 
Figure 2.10 (a) low magnification and (b) high magnification HRTEM micrograph of ZnTe/GaSb showing an 
abrupt interface between ZnTe and GaSb substrate (c) HR-STEM data of the ZnTe/GaSb interface. 
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Figure 2.11 STEM-EDS line-scan data across the ZnTe/GaSb interface.  
We interpret these observations as follows. HCl etch and 2-Propanol rinse has 
been previously reported to reduce the GaSb native oxide thickness and resulting in a 
surface that is Sb rich[63]. After loading into vacuum and thermal desorption of residual 
surface oxide begins, antimony oxides desorb at relatively low temperatures (near 350 
oC), whereas gallium oxides desorb at higher substrate temperatures (above 500 oC)[64]. 
At elevated temperatures without sufficient Sb over pressure, Sb desorbs and results in Sb 
deficient pits[60] that serve as centers for formation of oval defect pits. When introducing 
ZnCl2, the chlorine component etches the gallium oxides, leading to lower substrate 
temperature required for gallium oxide desorption. The formation of volatile GaClx 
compounds[65-67] is well documented in literature for GaAs substrate etching with Cl 
containing compounds. Sb preferential desorption is less likely to occur at lower substrate 
temperatures, leading to reduced oval defects in the grown films.  
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Figure 2.12 X-ray diffraction ω-2ϴ data for ZnTe/GaAs grown with (a) as received substrate, (b) substrate 
etched in HCl prior to loading, and (c) substrate etched in HCl prior to loading and etched with ZnCl2 during 
the thermal clean step. 
 A technique for growing high-quality ZnTe on GaSb (100) by molecular beam 
epitaxy without a group-V flux to stabilize the surface has been presented. The 
combination of an HCl substrate etch prior to substrate loading and the introduction of a 
ZnCl2 flux during thermal oxide desorption are used to reduce the temperature required to 
obtain a surface reconstruction suitable for epitaxial growth and free from oval defects. 
Subsequent growth of ZnTe using this procedure results in a specular surface, 
ZnTe/GaSb interface with epitaxial relationship and without significant interdiffusion, 
and good ZnTe structural properties. This procedure has been repeated in the authors’ lab 
16 times, and provides a path to achieve ZnTe/GaSb epitaxial layers for device 
applications without the requirement of an interconnected vacuum chamber dedicated to 
III-V materials.   
While the II-VI materials grown on III-V substrates presented in this Chapter 
contained significant defect density and were not ideal for high performance device 
applications, they were perhaps of adequate equality to study fundamental properties of 
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novel materials and photovoltaic concepts such as highly mismatched alloys and 
intermediated band solar cells, as presented in later Chapters.  
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Chapter 3  
ZnTeO for IBSC 
3.1 Highly Mismatched Alloys 
Highly mismatched alloys (HMA) are compound semiconductors with isoelectric 
dopants that are much more or much less electronegative compared to the host atoms. 
HMAs have interesting properties such as large bandgap bowing with dilute alloying. For 
example, 1 % nitrogen alloying into GaAs leads to approximately 15 % reduction in band 
gap of GaAs[68]. The small dopant atom is much more electronegative than the host it 
replaced, and so would attract delocalized electrons of any energy, changing the potential 
energy experienced by the conduction band electrons in the crystal. The Band 
Anticrossing (BAC) model models this effect by a first order perturbation theory where 
the dopant energy level EL was said to identically perturb the energy level of all the 
conduction band extended states E(k) characterized by the momentum vector, and the 
perturbation energy is modeled as an off diagonal matrix element VML=CML x, where CML 
is an empirical coupling constant, and x is dopant alloy composition. Solving the 
eigenvalue problem for the perturbed Hamiltonian 
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, which represent the original conduction band being restructured into two sub-bands 
E+(k) and E-(k) [69]. By modeling the coupling parameter VML as alloy concentration (x) 
dependent, the BAC model is able to account for the large bandgap bowing with small 
increase in x, treating E- band as the new conduction band, since the E- band decreases in 
energy with increasing x. The band anticrossing model is illustrated in Figure 3.1. Figure 
3.1a illustrates the original conduction band and valence band Energy-Momentum 
dispersion curves, as well as the local energy level modeled as a flat line dispersion curve 
to represent the large spread in momentum space. Figure 3.1b shows the restructured 
conduction sub-bands E+(k) and E-(k) as a result of band anticrossing interactions 
between the original conduction band and the localized dopant level. 
 
Figure 3.1 Energy-Momentum (E-K) diagram Formation of the intermediate band through band anticrossing 
effects between the local dopant level and the extended conduction band states. (a) E-K diagram showing the 
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parabolic conduction band, valence band, and local state. (b) E-K diagram of the restructured conduction band 
into E+ and E- sub-bands shown in red. 
IBSCs favor large bandgap semiconductor, as shown in Figure 1.6, we therefore 
studied a II-VI large bandgap semiconductor ZnTe (EG=2.3 eV) for applications in IBSC.  
When alloyed with oxygen, ZnTeO is an HMA due to the large mismatch in 
electronegativity between Te and O. The E- band in HMAs have been proposed to be 
used as an intermediate band (IB) in Intermediate Band Solar Cells (IBSC)[70]. 
ZnTeO is predicted to form a narrow energy band (E- band) below the conduction 
band minimum upon dilute oxygen incorporation in ZnTe[71, 72], and has been proposed 
for use in IBSCs[72, 73]. ZnTe has a room temperature bandgap of 2.3 eV, and O 
introduces a localized electronic state approximately 0.4 eV beneath the conduction band 
(CB). According to Figure 1.6, the ideal IB location is approximately 0.8 eV below the 
CB. According to the BAC model in Equation 3-2, one way to make the IB deeper is to 
increase the oxygen concentration.  
Another way to tune the IB location may be through engineering the oxygen 
clustering configuration, a factor not taken into account by the BAC model. For example, 
clustering and non-substitutional doping location of nitrogen[74] has been studied in the 
GaAs:N HMA system. For that system, is has been shown that rapid thermal annealing 
can reduce the interstitial N while preserving the total N concentration, and this reduction 
in interstitial N increases carrier concentration and carrier mobility in n-type doped 
samples[75]. This implies N in interstitial position traps electrons and scatters carriers in 
transport. The changes to electronic structure as result of N in interstitial versus 
substitutional position has been experimentally studied by persistent photoconductivity 
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(PCC)[76]. PCC, which implies a change in the impurity induced level by light towards 
the conduction band minimum, was correlated with the fraction of N in interstitial doping 
sites in that work. This may imply a way to engineer the electronic structure of 
isoelectronic dopant induced energy levels in HMAs: by controlling the dopant location 
and clustering configuration in the crystal lattice.    
The BAC model described the coupling between dopant atoms and extended 
electronic states with only one parameter, which can account for only one dopant 
configuration, likely the configuration where the dopant is isolation and do not interact 
with other dopants. There are some density function theory (DFT) calculations in the 
literature for the ZnTeO system that allows for oxygen clustering, where oxygen atoms 
are close enough to each other to interact[77, 78].  These DFT calculations show that 
oxygen clustering configuration strongly influences electronic structure, and in some 
cases makes the IB level deeper[77]. Also shown in one calculation is that clustering 
leads to more delocalized IB electronic wave functions, which may suppress the IB non-
radiative recombination through the IB[78].  
3.2 Material Synthesis 
ZnTe and ZnTeO films were grown on GaAs (100) substrates by molecular beam 
epitaxy (MBE), with solid sources for Zn and Te, and an electron cyclotron resonance 
(ECR) plasma source for oxygen. The substrate temperature (Tsub) during growth ranged 
between 300 oC and 350 oC. The nominal beam equivalent pressure (BEP) for the Zn and 
Te flux was measured with an ion gauge, with Zn BEP at 10-6 Torr and Te/Zn flux ratio in 
the range from 1 to 5. A mass flow controller and leak valve were used to control the 
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oxygen partial pressure in the range from 10-7 Torr to 10-5 Torr. Post growth rapid thermal 
annealing (RTA) was performed on select samples in an N2 environment. 
3.3 Chemical Properties 
Surface oxide was found on both ZnTe and ZnTe:O films, as shown by the TeO2 
X-ray photoelectron spectroscopy (XPS) signal shown in Figure 3.2. The XPS tool is 
equipped with sputtering capabilities to remove the surface layer, so that when the bulk 
material is reached, the TeO2 XPS signal is absent. This also rules out the TeO2 bond 
configurations in the bulk of the samples intentionally doped with oxygen. In the bulk of 
the samples, oxygen incorporation for the ZnTe:O samples is confirmed with the 
observation of O 1s XPS signals, which are not detected in ZnTe samples, as shown in 
Figure 3.3.  
 
Figure 3.2 X-ray photoelectron spectroscopy data of (a) a film that was not intentionally doped with oxygen, and 
(b) a film intentionally doped with oxygen by introducing oxygen plasma with partial pressure of 10-5 Torr 
during MBE growth. For both samples, TeO2 signal was detected at the surface, but not in the bulk[21].   
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Figure 3.3 XPS data for a film grown without intentional oxygen doping and other films with varying oxygen 
plasma partial pressure during growth. As shown, the O 1s signal is relatively low for the sample with no 
intentional incorporation of oxygen[21].  
The oxygen concentration was determined by nuclear reaction analysis (NRA) 
using the O16(d,p)O17 response, where a deuteron reacts with O16 to form a proton and 
O17,with a beam energy of 1060 keV and the detector placed at 150 from the incident 
beam. The measurements were done using a 1.7 MV Tandentron accelerator in the 
Michigan Ion Beam Laboratory at the University of Michigan. An 18 µm thick Mylar 
film was used to block the strong Rutherford backscattering spectrometry (RBS) signal to 
enhance the weaker NRA signal. The spectra for the ZnTeO/GaAs samples grown with 
different oxygen BEP of 10-7 Torr and 10-5 Torr were acquired for a beam collected 
charge of approximately 500 µC. Each spectrum was fitted using the SIMNRA software 
to determine the oxygen concentration. 
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Figure 3.4 NRA spectra and SIMNRA fit for ZnTeO/GaAs growth with (a) O BEP=10-7 Torr and (b) 10-5 Torr, 
both resulting in an oxygen concentration on the order of 1020 cm-3.  The samples were grown with Tsub=300 oC 
and Te/Zn=1. 
 
Figure 3.5 Secondary ion mass spectroscopy data for ZnTeO sample grown with O partial pressure of 10-7 Torr 
 89 
 
 
Figure 3.6 Secondary ion mass spectroscopy data for ZnTeO sample grown with O partial pressure of 10-5 Torr 
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Figure 3.7 Secondary ion mass spectroscopy data for ZnTeO sample grown with O partial pressure of 10-5 Torr, 
Tsub=350 oC, Te/Zn flux ratio of 5.  
The oxygen concentration in ZnTe was determined to be 1.2x1020 cm-3 and 
1.9x1020 cm-3 for the oxygen partial pressure of 10-7 Torr and 10-5 Torr, respectively, as 
shown by the NRA results in Figure 3.4. Despite the dramatically different oxygen partial 
pressure, the incorporation of oxygen is similar and has been observed repeatedly on a 
series of samples grown under similar conditions. Independent secondary ion mass 
spectroscopy (SIMS) measurements have also indicated similar results, where varying the 
oxygen partial pressure during growth demonstrate a weak dependence of oxygen 
concentration on oxygen flow rate and an oxygen concentration on the order of 1020 cm-3, 
agreeing with the NRA results, as shown in Figure 3.5 and Figure 3.6. As shown by 
Figure 3.6 and Figure 3.7, SIMS measurements also show similar oxygen concentration 
for two samples grown with Te/Zn=1, Tsub of 300 
oC and Te/Zn=5, Tsub of 350 
oC, 
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respectively, indicating that the oxygen incorporation is not strongly dependent on the 
range of Te/Zn ratio and Tsub investigated in these experiments. This oxygen 
concentration corresponds to approximately 0.5 % O in ZnTe, and is not limited by 
solubility of O in ZnTe or phase transition or separation between zinc blend ZnTe and 
wurtzite ZnO. Prior reports have in fact demonstrated zinc blend ZnTeO alloys with 
oxygen content exceeding 1 % using the MBE technique[79]. While we are not aware of 
calculations in the literature for the solubility limit of O in ZnTe, O ion implantation 
studies for a similar system CdTe:O have shown saturation behavior for O mole fraction 
equivalent implant doses beyond 2%[80].  
Figure 3.8 shows the high resolution XRD data in the (004) reflection of a sample 
with no intentional oxygen doping, and samples with intentional oxygen doping but 
grown with different oxygen partial pressures of 10-7, 10-6, and 10-5 Torr. Since oxygen is 
much more electronegative than Te, when doped in the substitution location, oxygen 
incorporation would shrink the lattice, leading to an increase in the Bragg angle, as 
shown in Figure 3.8. The previous section has shown that the oxygen doped samples have 
similar oxygen concentrations regardless of the oxygen partial pressures used during 
growth. Therefore, if oxygen is purely in substitutional location, the peak positions for 
the samples prepared with oxygen partial pressures of 10-7, 10-6, and 10-5 Torr should be 
similar. Since Figure 3.8 shows that these peak positions are different and not monotonic 
with increasing oxygen partial pressures, indicating that the oxygen configuration within 
the lattice is likely different for the samples, and the oxygen location is influenced by the 
oxygen partial pressure used during growth. For example, substitutional O in Te site 
would shrink the lattice while interstitial O would expand the lattice, so one way to 
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interpret the data in Figure 3.8 may be different fractions of interstitial and substitutional 
O in the samples. The following sub-section discusses an experimental technique that 
more directly measures the oxygen location.  
 
Figure 3.8 XRD data in the (004) reflection for a film grown without intentional oxygen doping and other films 
with varying oxygen plasma partial pressure during growth. The peak shift is not monotonic with increasing O 
beam equivalent pressure, suggesting that the oxygen configuration within the samples are likely different[21].  
It has been shown experimentally and theoretically that the dopant location with 
respect to other dopants and with respect to the crystal lattice in highly mismatched alloys 
(HMA) strongly influences the electronic structure and properties of HMAs.  
For example, in the well-studied GaAs:N system, interstitial N has been 
experimentally demonstrated to strongly influence electronic structure and electronic 
properties. Interstitial N was shown to be correlated to decreased electron carrier 
concentration and mobility, indicating carrier trapping and scattering centers[75]. 
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Interstitial N has also been correlated to the observation of persistent photoconductivity 
in GaAs:N[76].  
Similarly for the ZnTe:O HMA system, calculations have shown that the band 
structure of OTe in isolation significantly differ from OTe in different clustering 
configurations[77]. The calculation showed that OTe in isolation produces larger CB-IB 
separation with higher O concentration[77] that is consistent with the band anticrossing 
(BAC) model[81]. However, when nearby OTe impurities interact with each other, 
different relaxed atomic positions and electronic structure result in the merging of the CB 
and IB with increasing oxygen concentration [72, 77], in contradiction with the BAC 
model.  
It is therefore very interesting to study the location of the isoelectronic dopant in 
HMAs. For the ZnTe:O system, the oxygen location in the dilute limit has been identified 
as substitutional in the Te site, or OTe, experimentally by Merz[82]. In that study, O
16 
versus O18 isotope shift in the photoluminescence (PL) data for the J = 2 (total angular 
momentum of the excitons trapped by the oxygen impurity) zero phonon line identified 
oxygen impurity as responsible for the observed PL spectrum. Zeeman splitting data of 
the J = 2 line did not change in position or number of lines in [100], [111], [011], and 
[101] directions, indicating that the O was incorporated as a point defect. It was assumed 
that O substitutional in the Te site because O formed strong tetrahedral bond, and because 
the PL spectrum was simple[82]. Ling and co-workers performed a calculation 
comparing the formation energies of O in tetrahedral interstitial sites and substitutional 
sites for Zn and Te, and found that the OTe has the least formation energy, and clustering 
OTe leads to significant changes in band structure[77]. Experimental evidence for 
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interacting OTe was reported by Seong and co-workers[83]. In that work, they excited the 
sample with a laser with energy less than zero phonon lines of the isolated OTe, and 
observed a series of zero phonon lines and phonon side bands that looked qualitatively 
similar to the OTe spectrum. They associated those lower energy signals to interacting OTe 
pairs with different separations[83]. This is analogous to the better studied N-N pair 
studies done for the GaP:N system by Thomas and co-workers[84], where zero phonon 
lines with lower energy but similar phonon sidebands compared to the isolated NP were 
observed, the strength of this absorption was proportional to the square of the total N 
concentration, and that the Zeeman splitting spectrum yielded different number of peaks 
in different directions. These pieces of evidence were consistent with the view that the 
observed PL was related to pairs of interacting nitrogen, and so were analyzed as 
interacting pairs of nitrogen with different separation distances, and were assumed to be 
in the P substitutional position (NP)[84].  
The above mentioned studies for ZnTe:O showed that O was in the Te 
substitutional position in the dilute limit, and that OTe interacting with each other may 
explain some of the PL data and are predicted to change the electronic structure of the 
material. The above mentioned studies did not mention the (O-O)Te and (O-Te)Te split 
interstitials, where a pair of two O atoms or one O and one Te atom share the Te site in 
the Zinc Blende lattice. In a similar and well-studied system of GaAs:N, (N-N)As and (N-
As)As split interstitials have been shown to be dominant at higher N concentrations, and 
significantly influence the electronic properties of the material. These split interstitials 
have been predicted to be dominant and introduce energy levels deep in the bandgap with 
high N concentrations of greater than 4%[85]. The split interstitial energy levels have 
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been observed experimentally with deep level transient spectroscopy[86], where 
identification was made by comparing the observed deep levels with As site related 
defect levels in GaAs and comparing with theoretically predicted split interstitial levels 
from [85]. Since the GaAs:N and ZnTe:O systems are similar, as Ga and As atoms are 
similar in size to Zn and Te, and both N and O are highly electronegative, it is reasonable 
to assume that (O-O)Te and (O-Te)Te split interstitials are likely present and important in 
ZnTe:O samples with high O content.  
Nuclear reaction analysis (NRA) channeling is an experiment that can reveal 
some information on the dopant location within a crystal lattice. When aligned to certain 
crystal orientations of the Zinc Blende lattice called channels, the bulk atoms would be 
directly behind the surface atoms, such that a particle beam aligned to a channel would 
only be scattered by the surface atoms. When not aligned to a channel, the bulk atoms can 
scatter the incoming particle beam, so that most of the scattered signal is due to bulk 
atoms. Since a substitutional impurity atom replaces an existing crystal host atom, a bulk 
impurity atom in the substitutional site would not scatter incoming particles that are 
aligned to a channel, where as a non-substitutional impurity atom would. Figure 3.9, 
Figure 3.10, Figure 3.11, and Figure 3.12 compare the host lattice with respect to the 
ideal interstitial and split interstitial O locations down the <100>, <110>, and <111> 
channels.  
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Figure 3.9 ZnTe cubic lattice, with Zn atoms colored grey, Te atoms colored green. Image generated by 
CrystalMaker software.  
 
Figure 3.10 ZnTe cubic lattice viewed down the <100>, <110>, and <111> channels, with Zn atoms colored grey, 
Te atoms colored green. Image generated by CrystalMaker software. 
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Figure 3.11 ZnTe cubic lattice with O in ideal interstitial position, viewed down the <100>, <110>, and <111> 
channels. Zn atoms colored grey, Te atoms colored green, and O atoms colored red. Image generated by 
CrystalMaker software. 
 
 
Figure 3.12 ZnTe cubic lattice with O-Te split interstitial in the Te site, viewed down the <100>, <110>, and 
<111> channels. Zn atoms colored grey, Te atoms colored green. Image generated by CrystalMaker software. 
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Assuming that the crystal is a uniform, one obtains the following expression for 
percentage of dopants in the substitutional position[87]:  
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, where f is the fraction O atoms in the Te substitutional position, χ(O) is the ratio 
between channeling and non-channeling NRA yield for O, and χmin(ZnTe) is the ratio 
between channeling and non-channeling RBS yield for the Zn and Te host lattice atoms. 
In deriving Equation 3-3, the assumption that the film is uniform is assumed, such that z, 
the fraction of Te sites filled with O, is the same on the surface as it is for bulk, as 
follows[87]: 
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, where NS[i] is the number of atoms per unit area of species i.  
 
Figure 3.13 Rutherford Back Scattering data for ZnTeO/GaAs(100) sample showing a much reduced signal 
when aligned to the <100> (left) and <110> channels. 
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The NRA channeling experiments were performed at Los Alamos National 
Laboratory. The sample was mounted on a 5 axis goniometer to perform channeling 
experiment with the O16(d,p)O17 NRA signal. The goniometer has a lateral resolution of 
1µm and angular resolution of 0.01o. The NRA protons (p) were measured with a silicon 
surface barrier detector placed at 135o. Rutherford Back Scattering (RBS) signals from 
the back scattered deuterium (b) beam was collected by another silicon surface barrier 
detector placed at 167o. The RBS signal was used to align to the <100> and <110> 
channels by performing an angular scan, as shown in Figure 3.13. For <100> and <110> 
channels, the χmin(ZnTe) were 7% and 6.1% respectively. Once aligned to the channels, 
NRA signal for the O16(d,p)O17 protons were recorded, and compared to such signals in 
random crystal orientation, as shown in Figure 3.14, yielding χ(O) of 96% and 105% for 
<100> and <110> channels, respectively. Applying Equation 3-3, we obtain the fraction 
of O in Te substitution sites f = 4% and f = -5% for <100> and <110> channels 
respectively. The negative number f is due to experimental error in measuring a larger 
than 100% χ(O) for <110> direction. The important message of the f calculation is that it 
appears that Equation 3-3 suggests that most of the O is not in the substitution position. 
This low f value appears unreasonable given that the f values measured for a similar 
GaAs:N system is typically at least 50% for high N concentration of 4.7 x 1020 cm-3, and 
92% for low N concentration of 1.4 x 1020 cm-3 [74, 87]. On the other hand, our O 
concentration is typically approximately 1 x 1020 cm-3. Since our PL data, for example, 
see Figure 3.16, is similar to the PL spectrum that has been associated with OTe [82], if 
the f calculations are correct, the non substitutional O either have the same energy levels 
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as OTe or do not emit PL. However, this is unlikely, since HMA dopant location strongly 
influences electronic structure, as outlined in the introduction of this subsection, and PL 
signal that is lower in energy than that from isolated OTe has been reported in the 
literature for high O concentration of 1.09%[88].  
One possibility to explain this apparent inconsistency may be that the assumption 
in Equation 3-4 that the film is uniform is not correct in our samples. For example, 
typical SIMS data shown in Figure 3.6 shows that the surface has an order of magnitude 
higher oxygen content than the bulk. The assumption in Equation 3-4, that the ratio of Te 
sites being filled by O atoms is the same for surface and bulk may not be true, since the 
surface has significantly higher oxygen concentration. In the similar GaAsN system, for 
example, it has been shown that at higher N concentration, (N-N)As and (N-As)As split 
interstitials, dominate[85, 86]. Moreover, we also know that the top surface does not have 
a purely zinc blend crystal structure, since TeO2 XPS signals were detected at the top 
surface, as shown in Figure 3.2. The different crystal structure of TeO2 surface and cubic 
ZnTe bulk may account in part for the observed independence of the O NRA signal with 
respect to aligning to the ZnTe bulk <100> and <110> channels. For future studies, it 
would be interesting to perform an oxide etch immediately prior to loading into the 
analysis vacuum chamber.  
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Figure 3.14 Nuclear reaction analysis data for a ZnTeO/GaAs(100) sample for the cases of aligned and not 
aligned to the <100> (left) and <110> (right) channels. 
3.4 Optical properties 
ZnTe has a bandgap of 2.4 eV at 20 K, where oxygen incorporation results in 
electronic states within the bandgap with radiative emission at 1.9 eV. The origin of 
excitonic peaks near the ZnTe band edge and the identification of the 1.9 eV peak as OTe 
has been studied previously[82, 89, 90]. Common features in the reported spectrum 
include sharp excitonic features near the ZnTe band edge, and weak oxygen phonon side 
band states with a peak at 1.9 eV that consist of phonon replicas associated with ZnTe 
LO phonons. 
PL spectra were collected using a monochrometer, photomultiplier tube, and lock-
in techniques. The excitation sources for the setup include a 405 nm solid state laser and 
a 325 nm He-Cd CW laser. For the 405 nm laser, there is a laser line filter immediately 
after the laser source, and a 435 nm long pass filter immediately before the 
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monochrometer. The setup is equipped with a closed cycle helium cryostat that regulates 
temperature from 20 K to 300 K.  
 
Figure 3.15 Low temperature PL spectra of ZnTeO with O BEP=10-7 Torr showing the excitonic states near the 
2.4 eV ZnTe band edge and the OTe state near 1.9 eV, and (inset) corresponding phonon replicas. The FWHM of 
the 1.9 eV, 2.15 eV, 2.3 eV features are 127 meV, 21 meV, 9 meV, respectively.  
The optical properties of material with low oxygen flow rate are shown in Figure 
3.15. The PL spectrum consists of sharp excitonic features near the ZnTe band edge (~2.4 
eV at 20 K), a peak at 2.15 eV that is referred to as the Y-band in literature [89, 91, 92], 
as well as the OTe peak at 1.9eV. Closer examination of the OTe response reveals phonon 
replicas with a period of 26 meV, corresponding to the ZnTe LO phonon[82, 93]. The 
ZnTe band edge features are significantly stronger than the OTe peak, in agreement with 
previous observations[91, 92]. Samples grown with higher oxygen BEP (10-5 Torr) 
exhibit a significant increase in PL emission near the OTe peak of 1.9 eV, approximately 
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two orders of magnitude, coinciding with a quenching of band edge emission (Figure 
3.16). The quenching of the band edge emission makes it not possible to track the 
bandgap size as a function of oxygen concentration in our samples by PL. However, this 
type of study has been reported in the literature for high oxygen concentration of up to 
1% with the photoreflectance technique[79]. The OTe emission for the sample with higher 
O BEP of 10-5 Torr exhibits a line shape similar to the established OTe feature, but with 
increased inhomogeneous broadening. 
 
Figure 3.16 Comparison of ZnTeO grown with O BEP=10-7 Torr and 10-5 Torr showing a dramatic increase in 
the OTe emission near 1.9 eV. The FWHM for the 1.9 eV feature for the O BEP = 10-5 Torr case is 131 meV. The 
growth conditions for the O BEP=10-7 Torr and 10-5 Torr samples were Tsub=300 oC and Te/Zn=1, and Tsub=350 
oC and Te/Zn=5, respectively.  
The NRA and SIMS measurements indicate that the samples grown with 10-7 Torr 
and 10-5 Torr oxygen BEP both have a similar oxygen concentration of approximately 
1020 cm-3, as shown in Figure 3.6, Figure 3.13, and Figure 3.14. The dramatically 
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different PL behavior, yet similar oxygen concentration, suggests that the location of 
oxygen within the lattice differs. The primary effect of varying the oxygen flow from 10-7 
Torr to 10-5 Torr may be to alter the oxygen organization within the ZnTe lattice.  
Native deep level emission in ZnTe has been previously observed[91, 94-97] 
where prior calculations suggested VZn[31], TeZn[98] or ZnTe[99] as likely native defects, 
and prior experiments have suggested the possibility of VTe[100], or Zn[100] for the 
observed response at 1.8 eV.  The close energetic proximity of the radiative OTe and 
native deep level emission can confound the interpretation of optical characteristics of 
ZnTeO material, and are important to distinguish and understand for optoelectronic 
device applications. In this work, the optical characteristics and relative radiative 
efficiency of native deep level emission and OTe emission are compared. 
The room temperature PL of ZnTeO/GaAs is dominated by a peak near 1.8 eV, 
distinct from the OTe state near 1.9 eV.  The native deep level radiative emission in ZnTe 
may be a source of the peak at 1.8 eV. To confirm this, a ZnTe sample grown without 
oxygen was compared before and after RTA annealing (400 oC for 1 min). The resulting 
low temperature PL is shown in Figure 3.17, where there is a distinct introduction of the 
native deep level emission at 1.8 eV upon the RTA treatment. Contrary to conventional 
wisdom, the introduction of the defect emission actually increases the net radiative 
emission in comparison to the ZnTe sample prior to RTA, by approximately an order of 
magnitude. The increase in integrated intensity is even larger than the peak intensity 
increase due to the broad spectral emission of the native deep level, and is remarkably 
strong with the observation of strong red emission at room temperature by the naked eye 
upon mild laser excitation.   
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Figure 3.17 Low temperature PL spectra of ZnTe/GaAs before and after RTA annealing, demonstrating a large 
increase in native deep level emission near 1.8eV.  The sample was grown with Tsub=300 oC and Te/Zn=1. 
Temperature dependent studies were performed on the RTA ZnTe sample and 
ZnTeO sample with high oxygen partial pressure to compare the nature of radiative 
defects state near 1.8 eV and the OTe state near 1.9 eV. The temperature dependent PL of 
the RTA ZnTe sample is shown in Figure 3.18a, with a peak near 1.8 eV at low 
temperature and gradual red shift with increasing temperature. In contrast, the ZnTeO 
sample demonstrates two distinct contributions: one centered at 1.9 eV attributed to the 
OTe emission and one at 1.8 eV attributed to the native deep level emission. The 
temperature dependent PL for the ZnTeO sample (Figure 3.18b) shows that the OTe 
emission quenches at increasing temperature, with emission at room temperature 
dominated by the native deep level emission.  
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Figure 3.18 Temperature dependent PL for (a) RTA ZnTe and (b) ZnTeO. The data is normalized to illustrate 
the peak evolution for the OTe state and the defect state. The growth conditions for the RTA ZnTe and ZnTeO 
samples were Tsub=300 oC and Te/Zn=1, and Tsub=350 oC and Te/Zn=5, respectively. An O BEP of 10-5 Torr was 
used for ZnTeO. 
The native deep level emission and OTe emission are relatively strong for the 
ZnTeO material with high oxygen BEP, where the native deep level emission appears to 
dominate regardless of oxygen content. With this observation, what is desirable for 
device applications? The internal quantum efficiency (IQE) can be defined as the ratio of 
room temperature PL peak intensity relative to the low temperature PL peak intensity, 
assuming that non-radiative recombination is suppressed at low temperature. The 
dominant PL peak intensity at each given temperature was used for the IQE experiments. 
While the correct method for IQE determination would use the integrated PL intensities, 
peak intensities were chosen here for convenience and without significant difference in 
the interpretation of the data. For the ZnTe RTA sample without oxygen, the IQE is 
approximately 8 %, relative to approximately 2 % for the ZnTeO sample. RTA treatment 
of the ZnTeO sample results in an overall decrease in PL intensity dominated by native 
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deep level emission at 1.8 eV (Figure 3.19a). In a separate experiment, we have examined 
the oxygen content in ZnTeO grown under similar conditions, before and after similar 
RTA treatment. The SIMS data indicated no detectable change in oxygen concentration 
in the ZnTeO after RTA, with the only observable difference being a higher oxygen 
concentration at the surface after RTA.   
 
Figure 3.19 Comparison of PL spectra for ZnTeO before and after RTA at (a) T=20 K demonstrating reduced 
PL intensity and red shift towards native deep level emission and (b) T=300 K showing dominant emission. The 
sample was grown with Tsub=350 oC, Te/Zn=2, and O BEP of 10-5 Torr. 
The apparent IQE from temperature dependent PL measurements increases from 1 
% prior to the RTA treatment to 40 % after RTA annealing (Figure 3.19b), consistent 
with the previous observation that the defect state has a higher IQE than the oxygen state. 
However, the overall PL peak intensity is reduced by a factor of 26, along with the red 
shift towards the 1.8 eV deep level emission. One possible interpretation is that the RTA 
may increase the density of native point defects such as VZn, some of which may serve as 
radiative defect states at 1.8 eV, while also introducing additional non-radiative 
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recombination pathways. While the RTA treatment was kept at relatively low 
temperatures, the favored pathway for point defect formation would be the incongruent 
loss of zinc, with remaining excess tellurium and/or formation of tellurium 
precipitates[97]. This is consistent with the increased deep level emission possibly from 
VZn and ZnTe, and increased non-radiative recombination centers, possibly due to 
tellurium precipitates. Despite the apparent radiative efficiency via the IQE extraction, 
the overall decrease in PL emission over all temperatures suggests that the RTA 
treatment introduces non-radiative recombination pathways that are not frozen out at low 
temperature. The interpretation that the ratio of PL intensities from room temperature to 
low temperature reflects the true internal quantum efficiency is therefore not accurate.  
The higher PL intensity for samples where oxygen emission is dominant is 
consistent with independent experiments on the influence of Te/Zn flux ratio during 
growth. Non-optimal Te/Zn flux ratio results in reduced overall PL intensity and 
significant native deep level emission at 1.8 eV. It is unclear whether or not the reduced 
PL intensity observed in these studies due to RTA or non-optimal Te/Zn flux ratio 
provides a direct correlation between non-radiative recombination pathways and the 
native deep level emission. At this time, however, the overall radiative emission (peak 
emission and integrated intensity) are highest for samples where native deep level 
emission at 1.8 eV is low, underscoring the importance of minimizing these defects for 
optoelectronic applications.  
The introduction of oxygen at varying partial pressure between 10-7 Torr to 10-5 
Torr during MBE growth results in similar oxygen incorporation, but dramatically 
different optical properties. The suppression of band edge emission and increase in OTe 
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emission at higher partial pressure, but similar oxygen concentration, suggests that the 
organization of oxygen within the ZnTe crystal is likely differing. The native deep level 
emission is induced in ZnTe near 1.8 eV via RTA or non-optimal Te/Zn flux ratio during 
growth. The native deep level emission exhibits reduced temperature dependent behavior 
and dominates emission at room temperature. However, the overall PL is reduced in 
samples where the native deep level emission is apparent, suggesting that these defects 
are related to, or coincide with, non-radiative pathways. These studies suggest that the 
future development of ZnTeO dilute alloys for optoelectronics relies on the reduction of 
defects related to the 1.8 eV native deep level emission, despite their radiative nature in 
proximity to OTe emission.  
The absorption coefficient of the VB-IB transition has been studied and is 
reported in the literature[101]. In this thesis work, we investigated the optical absorption 
of the IB to CB transition using FTIR, and found that the absorption coefficient is 
approximately 200 cm-1, as shown in Figure 3.20. 
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Figure 3.20 Absorption spectrum data obtained by FTIR for the IB-CB optical transition of ZnTeO/GaAs[102].  
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Chapter 4  
ZnTeO Carrier Dynamics 
4.1 Introduction 
ZnTeO is a promising material for X-ray scintillators and a potentially interesting 
material for next generation photovoltaics.  
In the case of X-ray scintillators, ZnTeO as a X-ray phosphor material has the some 
of the fastest decay time of ~1 µs, largest gain efficiency of, and lowest afterglow with 
respect to common material systems[103, 104], which are important for fast time 
resolution, brightness, and signal to noise, respectively, for the final X-ray detection 
system.  It is interesting to study the carrier dynamics of this material system to further 
increase to brightness (reduced non radiative recombination) and temporal response 
(decreased radiative lifetime). Oxygen, the phosphor, introduces an electronic state 0.4 
eV beneath the conduction band (CB)[82] of ZnTe, which has a bandgap of 2.3 eV. 
ZnTeO is a highly mismatched alloy (HMA) where O is much more electronegative than 
the host Te. O and HMA effects between O and the CB of ZnTe have been predicted to 
form a sub-bandgap band[1]. When the oxygen concentration is high, the oxygen related 
states have been said to merge into a band, and called an intermediate band (IB). The 
radiative transition useful for X-ray scintillator application is the IB-VB transition, where 
VB is the valence band. Lifetime data of the radiative and non-radiative transitions are 
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highly relevant since, for example, improved time resolution for scintillators based on 
this material would rely on reduced lifetime of the IB-VB radiative transition, and a 
higher brightness of such devices would depend on increased overall non-radiative 
recombination lifetime.  
The IBSC concept exceeds the Shockley Queisser (SQ) efficiency limit by 
recovering some losses due to bandgap transparency while maintaining the SQ operating 
voltage. The IBSC utilizes sub-bandgap light to generate carriers via two radiative 
transitions through an intermediate band in the bandgap (EG). Assuming only radiative 
transitions and no electrical contact to the IB, the upper limit on the open circuit voltage 
(VOC) remains EG/q[11]. It has been suggested that the oxygen induced IB in ZnTeO may 
useful to form an IBSC absorber[105]. The two photon current generation process has 
been confirmed in several material systems the photocurrent was generated with two sub-
bandgap CW lasers[106-108]. However, the temporal transients of this process has not 
been reported.  
We report a novel TRPL technique involving two sub-bandgap pumps to study 
IBSC materials that is sensitive to the transient electron population transfer from IB to 
CB.   
The TRPL data shows simultaneous enhancement of CB-VB PL and depletion of 
IB-VB PL in ZnTeO, and reveals that the integrated CB PL enhancement is less than the 
IB PL depletion. Transient absorption data further shows rapid loss of CB carriers in 
ZnTeO compared to that in a ZnTe sample during femtosecond time scale, suggesting 
ultrafast recombination pathways. TA data showing lifetime recovery of CB electrons in 
ZnTeO with increasing visible pump power, and steady state PL data showing blue shift 
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with increasing excitation laser power suggests that fast recombination pathways can be 
deactivated by high injection.   
4.2 Experimental 
ZnTeO was grown on GaSb(100) and GaAs(100) substrates by molecular beam 
epitaxy with solid sources for Zn, Te, and an ECR plasma source for oxygen. The growth 
is approximately 1um/hr, the two pump TRPL experiment was performed at Argonne 
National Laboratory, with an ultrafast laser system with two optical parametric amplifiers 
(OPA), allowing for wavelength tuning across the visible to near IR. The sample is first 
excited with a 440 nm pulse that promotes electrons into the conduction band, followed 
by a second pulse centered at 1270 nm that is more energetic than the IB-CB transition, 
but less energetic than VB-IB transition. A motorized delay stage controls the delay 
between the two pump pulses. A streak camera then records the TRPL signal.  
 
Figure 4.1 Schematic of the two pump time resolved photoluminescence experiment.  
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Figure 4.2 Energy levels of the ZnTeO IBSC material, with an IB due to OTe approximately 0.4 eV below the 
conduction band, and 1.9 eV above the valence band.  
4.3 Results and Discussion 
The intermediate band is located approximately 0.4 eV below the conduction band, 
and the bandgap of the material is approximately, 2.3 eV, as shown in Figure 4.2. One 
important requirement for IBSC materials for IB electrons to be promoted into the CB by 
absorbing a photon, as opposed to thermal coupling. This radiative IB-CB transition is 
observed in the steady state in Figure 4.3. A CW visible pump laser injected electrons, 
some of which relax from the CB into IB. When a near IR laser is introduced, the IB PL 
near 680 nm reduces in intensity, as shown in Figure 4.3, indicating a loss of the IB 
electron population, presumably radiatively promoted into the CB. This transition is 
directly observed with TRPL in Figure. Here a visible pump pulse inject carriers, some of 
which relax to the IB, resulting in both CB and IB PL, centered at 570 nm and 680 nm 
respectively, at time zero. The CB PL decays within 10’s of picoseconds (ps), while the 
IB PL has a significantly longer lifetime. After about 1.3 nanoseconds (ns), a near IR 
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pulse promotes transfers a population of electrons from IB to CB, as seen by the 
simultaneous appearance of CB PL and depletion of IB PL in Figure 4.4.  
 
Figure 4.3 Steady state PL data showing IB PL depletion as a result of introducing a near IR pump on top of the 
above bandgap pump. This implies that IB electrons are radiatively promoted into the CB[109]. 
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Figure 4.4 Two pump TRPL data showing direct observation of the electron transfer from IB to CB. At time 
zero an above bandgap pump injects carriers into the CB, some of which relaxes to the IB, resulting in both CB 
and IB PL. 1.3 ns later a near IR pulse transfers some electrons from IB to CB, resulting in simultaneous 
enhancement of the CB PL and depletion of the IB PL[109]. 
While the above demonstrates radiative transition between IB and CB, the 
additional current in IBSC needs to be injected by sub bandgap photons alone. This two 
sub-bandgap photon carrier generation is shown in Figure 4.5a. At time zero the sample 
is excited with a sub bandgap visible pump, and some CB PL is observed due to two 
photon absorption present at high excitation intensities. Approximately 150 ps later, a 
below bandgap near IR pump that is larger in energy than CB-IB, but less than IB-CB 
excites the sample, resulting in significant CB PL. This implies that the first pulse 
promoted electrons into the IB, and the second pulse promoted electrons into the CB, thus 
completing the carrier generation with two sub-bandgap radiative steps.  
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Figure 4.5 (a) visible sub-bandgap pulse followed by a near IR sub-bandgap pulse approximately 150 ps seconds 
later excited the sample, resulting in CB PL. This demonstrates CB electron generation from a two-step sub-
bandgap radiative process. (b) Time slices at CB and IB wavelengths of the two pump TRPL data. The data 
shows simultaneous enhancement of the CB PL and depletion of the IB PL when the near IR pump was 
introduced[109]. 
Besides direct observation of IB to CB population transfer, the time resolution in 
the reported two pump TRPL provides quantitative accounting of the population transfer, 
as well of lifetime information important for IBSC device design. Figure 4.5b and its 
inset are CB and IB wavelength slices, respectively, of two pump TRPL data similar to 
that shown in Figure 4.4. A visible pump pulse injects carriers, some of which relaxes to 
the IB, resulting in both CB and IB PL that decays with respect to the time axis. 
Approximately 270 ps later, a near IR pulse promotes some electrons from the IB to CB, 
resulting in a simultaneous spike in CB PL intensity and drop in IB PL intensity. Figure 
4.4 also reveals that the integrated IB PL depletion is significantly more than the CB PL 
accretion, implying recombination mechanisms faster than detectable by the TRPL 
system.  
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One common approach to effectively remove the SRH centers is by filling them 
with high injection or through doping. CB electron lifetime recovery is demonstrated in 
the transient absorption (TA) data in Figure 4.6a, which shows increased lifetime as a 
result. Figure 4.6b shows similar trap filling effects in steady state. The IB PL blue shifts 
towards the OTe peak near 1.9 eV with increasing visible pump power, suggesting that 
radiative contributions from lower energy traps are filled with increasing injection, so 
that relaxing the OTe energy level becomes more likely. As shown, the fast recombination 
path ways present with oxygen incorporation may be remedied by high light injection, for 
example concentrator solar cells, or potentially by intentional degenerate doping.  
 
Figure 4.6 (a) Transient absorption data showing that the ZnTeO CB electron lifetime increases with increasing 
visible pump power, demonstrating trap filling. (b) PL data showing blue shift towards the OTe peak at 1.9 eV as 
a result of increased excitation laser power, indicating that lower energy radiative traps are being filled[109]. 
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4.4 Conclusion 
This work presents a novel two pump TRPL technique to study transient electron 
excitation and relaxation in IBSC absorber materials. We show that for the ZnTeO 
system radiative electron transfer from the IB to the CB, as well as two step sub-bandgap 
carrier generation with two successive sub-bandgap photons, as required for IBSC device 
implementation. The CB lifetime was measured to be in the picosecond time scale, likely 
due to non-radiative recombination. CB lifetime recovery with increasing visible pump 
power, and IB PL blue shift towards the OTe peak with increasing pump intensity. This 
suggests the fast recombination path ways present with oxygen incorporation may be 
remedied by high light injection, for example concentrator solar cells, or potentially by 
intentional degenerate doping. 
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Chapter 5  
Devices Based on ZnTeO 
5.1 Prior Work 
IBSCs typically have a p-i-n device structure, where the IB material in the “i” 
region is electrically isolated from the contacts. While a homojunction design would 
ensure lattice matching of the device, II-VI materials can typically only be doped either 
n-type or p-type, but not both[31, 99, 110, 111].  One common explanation is self-
compensation[31, 112].  Our absorber semiconductor ZnTe can easy be doped p-type by 
nitrogen, but it is difficult to dope it n-type, potentially due to self-compensation [99, 
112] by native defect levels close to the VB in ZnTe. The presence of such native defects 
means the ZnTe is likely natively lightly p-type without intentional doping. Therefore, a 
different semiconductor that can be doped n type is needed to form an electrical junction 
with p-ZnTe. 
To form an electrical junction with p-ZnTe, the first demonstration of ZnTeO 
IBSC, the electrical junction was formed with epitaxial n-type GaAs grown on n-GaAs 
substrate [70], as shown in Figure 5.1(a). In that work, the authors achieved sub-bandgap 
photovoltaic response, as well as demonstrated current generation with sub-bandgap 
light, a key IBSC principle. The open circuit voltage (VOC) was approximately 0.45 V 
under AM 1.5 illumination. Ideally the VOC should be limited by the material bandgap, 
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which is 2.3 eV for ZnTe. There is a 7 % lattice mismatch between the ZnTe/GaAs 
heterojunction, therefore high dislocation density is expected, as shown in Figure 2.6.  
The shunt path through the dislocations likely reduced the VOC.  
 
Figure 5.1 Different IBSC device structures. (a) device structure of the first demonstration of ZnTeO IBSC[70], 
(b) our n on p device structure, and (b) our p on n device structure.  
5.2 Heterojunction Improvement 
We developed near lattice matched growth of ZnTe on GaSb substrate to reduce the 
dislocation density, as described in Chapter 2. In addition, we also placed n-ZnSe as the 
top layer of the cell so as to serve as a window layer. The new device structure is shown 
in Figure 5.1(b). ZnSe has a larger bandgap than ZnTe, and therefore can transmit light 
that can be absorbed by the ZnTeO absorber. The larger bandgap of ZnSe also serves as a 
minority carrier blocking layer, which reflect the carriers away from the non-radiative 
recombination centers at the highly defective top interface between ZnSe and ZnTe. The 
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window layer significantly increased the above bandgap external quantum efficiency 
(EQE) of the devices, as shown in Figure 5.2. The combination of using a window layer 
and growing ZnTe on a lattice matched substrate increased the VOC to 0.85 V, as shown 
in Figure 5.3. While a large improvement, 0.85 V is still quite small compared to the 
bandgap of the material at 2.3 V. This is likely due to the defective interface between 
ZnSe and ZnTe, as there is a 7 % lattice mismatch there. To reduce dislocations, we 
graded the lattice mismatch between ZnSe and ZnTe. By doing this we achieved a VOC of 
more than 1 volt. While we improved the solar cell, significant challenges remain.  
 
Figure 5.2 External quantum efficiency data showing significant improvement for above bandgap light response 
as a result of adding a window layer.  
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Figure 5.3 I-V curves of ZnTe based solar cells in (a) linear scale and (b) log scale, showing the growing on near 
lattice matched substrate improves device performance in terms of larger open circuit voltage and reduced dark 
current. 
5.3 Sub-bandgap EQE response 
As described in Chapter 1, one of the reasons intermediate band solar cells (IBSC) 
has a higher thermodynamic efficiency limit compared to a traditional single junction cell 
is because IBSCs can generate current from using sub-bandgap light. One way to study 
this behavior is to look at the external quantum efficiency (EQE), defined as the ratio 
between the electrical current extracted and the monochromatic photon current incident 
on the device. Sub-bandgap EQE response would indicate that sub-bandgap photons 
generate current.  
For this study, the device structure used was p-ZnTe on n-ZnSe and n-GaAs 
substrate, as shown in Figure 5.1(c). The bandgap of ZnTe is approximately 2.3 eV. For a 
device without intentional oxygen doping, no significant sub-bandgap response is 
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observed, as shown in Figure 5.4. For a device with intentional oxygen doping, a small 
sub-bandgap response is observed, as shown in Figure 5.5.  
 
Figure 5.4 EQE of a reference diode without intentional oxygen incorporation. 
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Figure 5.5 EQE of a ZnTeO IBSC device with small sub-bandgap response.  
5.4 Improvements Associated with ZnCl2 Doping 
Chapter 4 revealed that the lifetime of conduction band electrons in ZnTeO is short 
(in the picosecond time scale), so that most of conduction band electrons gains from sub-
bandgap photon generation is quickly decayed to the intermediate band or valence band 
before being collected. The fast recombination from CB to oxygen induced IB is unlikely 
to be radiative, since, as shown in Chapter 3, the IB-CB transition has a low absorption 
coefficient of approximately 200 cm-1 [102].  
We explored the use of Cl as a way to passivate this non-radiative recombination 
pathway, since heating of CdTe material in CdCl2 is reported to improve CdTe material 
quality in CdTe thin film solar cell technology[8]. We introduced Cl using a solid ZnCl2 
effusion cell during ZnTe(O) MBE growth, and fabricated devices with the following 
active regions: ZnTe, ZnTe:Cl, ZnTeO, ZnTeO:Cl. I-V curves were taken from 
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approximately 10 K to 300 K under halogen lamp illumination, and activation energy Ea 
associated with the open circuit voltage (VOC) was calculated using the intercept and 
slope of the VOC vs temperature curve. The results are summarized in Table 5-1. As 
shown by the results calculated by the slope method, the Cl doping significantly improves 
the ZnTeO material Ea while leaving that for the ZnTe material unchanged. This may 
suggest that Cl passivates some non-radiative recombination pathways in ZnTeO 
material. Carrier lifetime data is needed to confirm this.  
Table 5-1 Ea extracted from the intercept and the slope of the VOC versus T curve of p-i-n solar cells with i 
active regions of ZnTe, ZnTe:Cl, ZnTeO, and ZnTeO:Cl.  
Name Structures 
Ea, eV 
From 
intercept 
Ea, eV 
From 
slope 
R1024 ZnTe 1.83 1.99 
R1032 ZnTe:Cl:O 1.62 1.81 
R1033 ZnTe:Cl 1.62 1.97 
R1034 ZnTe:O 1.43 1.57 
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Chapter 6  
O Doped II-VI Ternaries for IBSC 
 
II-VI ternary compounds allows for tuning of the bandgap to the 2 eV that is ideal 
for IBSCs, as outlined in Chapter 1. The three ternary II-VI systems that we explore are 
the ZnSeTe, CdMgTe, and CdZnTe system. The bandgap versus lattice constant curves 
of these three material systems and some common substrates are plotted in Figure 6.1. 
Our approach is to tune the bandgap to 2 eV, and then dope with oxygen to form the IB. 
Figure 6.2 shows the location of the oxygen level with respect to the conduction and 
valence band edges of the end point materials of ZnSe, ZnTe, and CdTe for these ternary 
alloy systems. Since the O level is near the conduction band edges, we expect oxygen 
induced IB to be close to the conduction band. One question is whether or not IB can be 
formed in II-VI alloys with IB doping. We start with the ZnSeTe system to demonstrate 
this proof of concept, as we had already developed ZnSeTe alloy growth for improving 
devices, as discussed in Chapter 5.   
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Figure 6.1 Lattice constant to bandgap plot for ZnSeTe, CdZnTe, CdMgTe II-VI ternary alloy systems, as well 
as common III-V substrates with lattice constants close to these material systems. 
 
Figure 6.2 Relative energy levels of the local oxygen state with respect to the conduction and valence band edges 
of the end point semiconductors of the II-VI ternary alloys of interest[113, 114].  
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6.1 ZnSeTeO 
As shown in Figure 6.1 and Figure 6.2, ZnSe0.37Te0.63 has a room temperature 
bandgap of near 2 eV, and that we expect an IB formation near the CB due to the 
proximity of the oxygen level to the CB edge of ZnSeTe. Figure 6.3 shows that the end 
point materials of the ZnSeTe system, namely ZnSe and ZnTe, both experience large red 
shifts when doped with oxygen, indicating oxygen induced IB. We therefore hope that 
ZnSeTeO alloy would experience a similar redshift as a result of oxygen incorporation.  
 
Figure 6.3 Low temperature PL for ZnTe, ZnTeO, ZnSe, ZnSeO, showing large redshift as a result of oxygen 
incorporation. The FWHM of the ZnTeO, ZnTe, ZnSeO, ZnSe features are 131 meV, 3 meV, 37 meV, 9 meV, 
respectively.  
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Figure 6.4 [115] Low temperature polynomial fit of the bandgap energy to Te/Se fraction.  
The materials where synthesized by MBE on InP(100) substrates, since ZnSeTe is 
near lattice matched to InP(100) near the 2 eV bandgap region that is ideal for IBSC 
absorbers, as shown in Figure 6.1. ZnSe0.37Te0.63 has a room temperature bandgap of 2 
eV, whereas ZnSe0.53Te0.47 is lattice matched to InP(100) substrate[115]. The InP(100) 
substrate was heated to 400 oC for 5 min to desorb the oxide, and the ZnSeTe growth was 
initiated. The Zn, Se, Te fluxes were 1x10-6, 2x10-6, and 1x10-6 Torr, respectively. The 
substrate temperature was 300 oC. The alloy composition was controlled by using Zn and 
Te fluxes that are higher than Se flux, and varying the Se flux. This was done following 
the recommendation of [116], which observed that that Se is preferentially incorporated 
over Te. The O partial pressure was 10-5 Torr, with 1sccm O flow rate, and 50 mA of 
plasma current.  
We studied structural properties of the ZnSeTe/InP sample with X-ray diffraction 
(XRD). Figure 6.5 is XRD data in the 004 reflection for ZnSeTe/InP(100), showing near 
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lattice matched ZnSeTe material. However, the ZnSeTe peak is broad, and we appear to 
have multiple peaks, so the II-VI to III-V MBE growth of this material still needs to be 
optimized.  
 
Figure 6.5 X-ray diffraction data in the 004 reflection for ZnSeTe/InP(001), showing the InP substrate peak as 
well as near lattice features for ZnSeTe film. 
Figure 6.6 shows the low temperature photoluminescence (PL) data for the 
ZnSeTe and ZnSeTeO samples. The ZnSeTe sample has a PL peak at 2.13 eV, which 
implied 50 % Se fraction[117]. This agrees well with the XRD data in Figure 6.5, since 
ZnSe0.53Te0.47 is lattice matched to InP. For the ZnSeTe material system, the minimum 
low temperature PL peak is 2.1 eV (at 5 K)[115], as shown in Figure 6.4, which is higher 
in energy than the ZnSeTeO peak at 1.97 eV in Figure 6.6. This indicates that part of the 
observed redshift is unaccounted for by changes in ZnSeTe composition, and is likely due 
to O incorporation.  
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Figure 6.6 Low temperature PL for ZnSeTe and ZnSeTeO, showing redshift as a result of oxygen incorporation. 
The FWHM of the 1.97 eV and 2.13 eV peaks are 96 meV and 47 meV, respectively.  
Temperature dependent PL for the ZnSeTeO sample is shown in Figure 6.7, and 
Figure 6.8 shows the peak position with respect to temperature for ZnSeTe and 
ZnSeTeO. As expected, the ZnSeTe peak red shifts with increasing temperature in a 
manner that can be described by the Varshni relation for semiconductor bandgap as a 
function of temperature. Also encouraging is that the ZnSeTeO peak also red shifts with 
increasing temperature in a Varshni like manner, potentially indicating band like behavior 
for the induced IB.  
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Figure 6.7 Temperature dependent photoluminescence data for the ZnSeTeO sample. 
 
Figure 6.8 Peak energy with respect to temperature for ZnSeTe and ZnSeTeO samples, showing red shift with 
increasing temperature that may be described by the Varshni relation.  
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6.2 CdMgTeO 
The CdMgTe alloy system is nearly lattice matched throughout the composition 
range (0.5 % mismatch), as shown in Figure 6.1. Near lattice matching decreases the 
dislocation densities in growing heterojunctions with different bandgaps. Example 
applications of such heterojunctions in solar cells include window layer and back-surface 
field layer. MgTe typically crystalizes in the wurtzite structure. The experimental fit 
plotted in Figure 6.1 is for Zinc Blende MgTe[118]. As shown in Figure 6.9, the zoomed 
in experimental fit from [118] shows that Cd0.7Mg0.3Te has a bandgap of approximately 2 
eV, which is near ideal for IBSC absorbers. We therefore aim to synthesize Cd0.7Mg0.3Te, 
and then incorporate oxygen to introduce an IB.  
 
Figure 6.9 [118] Room temperature bandgap energy versus Mg fraction plot for the CdMgTe alloy system, 
showing a near 2 eV bandgap for 30% Mg fraction. 
The materials were synthesized by MBE with solid elemental sources for Mg, Te, 
and a solid compound source for CdTe. The beam equivalent pressures (BEP) used were 
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1 x 10-6 Torr for Zn, 5 x 10-7 Torr for Te, and 2.2 x 10-6 Torr for CdTe. Composition was 
controlled by keeping the Zn, Te, and CdTe fluxes constant and varying the Mg cell 
temperature. The Mg flux is difficult to measure by ion gauge, potentially due to the 
small atom size of Mg, making it less likely to ionize. For example, growing CdMgTe 
with on order of magnitude lower measured Mg flux by ion gauge results in a material 
that quickly oxides in air to produce a black residue, consistent with MgTe grown by 
MBE[119]. 
While there are CdTe and CdZnTe substrates commercially available typically for 
HgCdTe IR detector applications, these substrates are cost prohibitive. To start, we grow 
the CdMgTe(O) material on GaAs(100) substrates. As shown in Figure 6.1, CdTe has a 
large 15 % lattice mismatch to GaAs(100) substrate, which in part leads to CdTe(111) 
instead of CdTe(100) growth for some experiment conditions[120]. To encourage single 
crystalline growth in the same orientation as the GaAs(100) substrate, we add a ZnTe (~8 
% mismatch from GaAs) buffer to step the lattice mismatch between CdTe and GaAs. 
The sample structure schematic is shown in Figure 6.10. The CdTe layer between the 
material of interest CdMgTe and the ZnTe lattice constant buffer helped with the 
interpretation of PL experiments. Since CdTe (EG = 1.44 eV) has a smaller bandgap than 
ZnTe (EG = 2.3 eV), a sufficiently think CdTe layer would absorb PL emission from the 
ZnTe layer, so that the detected visible PL is only from the CdMgTe layer of interest.  
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Figure 6.10 Sample structure for the CdMgTe(O) samples, where ZnTe buffer layer was included to grade the 
large lattice constant mismatch with the GaAs substrate.  
The structural properties for samples with structure shown in Figure 6.10 were 
studied with XRD. Figure 6.11(a) shows the XRD data in the (004) reflection, showing 
the GaAs substrate peak, the CdTe buffer, as well as a peak for the material of interest. 
Zooming into the region near the CdMgTe peak, Figure 6.11(b) shows that the CdMgTe 
peak corresponds to approximately 33 % Mg fraction. Also shown in Figure 6.11(b) are 
vertical lines indicating that the lattice constant to Mg fraction relation is very steep in 
this material system, so it is difficult to accurately determine Mg fraction with this XRD 
data.  
 
Figure 6.11 X-ray diffraction data of the CdMgTe sample in the 004 reflection. (a) Shows the GaAs substrate 
peak, the CdTe buffer peak, as well as the CdMgTe peak of interest. (b) Zooms in near the CdMgTe peak, 
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showing a peak corresponding to approximately 30 % Mg fraction. The red vertical lines show that the lattice 
constant to Mg fraction relation in the material is very steep. 
With ECR O plasma source we achieve approximately 1019 cm-3 O concentration, 
as shown by the SIMS data in Figure 6.12. Also shown in Figure 6.12 is an incorporation 
of 5x1017 cm-3 O concentration for CdMgTe with no intentional oxygen doping. This may 
indicate that the Mg source may be oxidized. Figure 6.13 shows the XRD data for the 
sample with intentional O incorporation and the sample without intentional oxygen 
incorporation. The CdMgTe peaks for both samples are near each other, and are quite 
broad with respect to the lattice constant to Mg fraction relation in this material system 
(please see Figure 6.11b). It is difficult to distinguish changes in lattice constant as a 
result of oxygen incorporation, since the width of the CdMgTe peaks correspond to a 20-
30 % difference in Mg fraction.  
 
Figure 6.12 Secondary ion mass spectroscopy data for the CdMgTe and CdMgTeO sample, showing 
approximately 1019 cm-3 oxygen incorporation for intentionally oxygen doped sample, and 5x1017 cm-3 
unintended oxygen incorporation in the CdMgTe sample. 
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Figure 6.13 X-ray diffraction data for the CdMgTe and CdMgTeO sample in the 004 reflection, showing that 
both samples have similar peak positions.  
The low temperature PL for the CdMgTe sample is plotted in Figure 6.14(left), 
showing a peak at 2.09 eV and a lower energy peak that may be related to native defects. 
Figure 6.14(right) plots the low temperature experimental fit from [118], and shows that 
the 2.09 eV peak corresponds to approximately 27 % Mg fraction, which agrees with the 
approximately 33% Mg fraction inferred from the XRD data in Figure 6.11(b). 
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Figure 6.14 (left) Low temperature photoluminescence data for Cd1-xMgxTe, showing a peak at 2.09 eV. The 
peak near 2 eV may be due to native defects. The FWHM of the 2.09eV peak is 45meV. (right) shows that the 
2.09 eV peak corresponds to approximately x=0.27. 
The low temperature PL of the CdMgTeO and CdMgTe samples are plotted in 
Figure 6.15(left). Oxygen incorporation introduces a red shift from 2.09 eV to 1.96 eV, 
however, it is not clear if this red shift is actually related to oxygen. As shown in Figure 
6.15(right), a 7 % reduction in Mg fraction can also account for this redshift, and because 
the XRD peaks in Figure 6.13 are broad enough to mask a 7 % change in Mg fraction, the 
source of that PL redshift is inconclusive. To try to understand the role of oxygen in the 
electronic structure of this material, we performed temperature dependent PL.  
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Figure 6.15 (left) Low temperature luminescence data for CdMgTe and CdMgTeO samples, showing a peak 
redshift from 2.09 eV to 1.96 eV as a result of oxygen doping. The FWHM of the 2.09 eV peak is 45 meV, and 
that for the 1.96 eV feature is 185 meV. (right) Polynomial fit for low temperature bandgap of Mg fraction 
shows that a 7 % change in Mg fraction can account for the observed redshift in photoluminescence. 
Figure 6.16 plots the temperature dependent PL for the CdMgTe and CdMgTeO 
samples in log scale. There appears a to be similar set of three peaks near 1.85 eV, 1.95 
eV, and 2.05 eV for the CgMgTe and CdMgTeO samples, and the effect of increased 
oxygen incorporation seems to be to increase the relative intensity of the two lower 
energy peaks with respect to the higher energy one. We speculate that the 1.85 eV and 
1.95 eV peaks may be related to oxygen, and that those peaks are present in the CdMgTe 
sample because of unintentional oxygen incorporation during growth, as shown in Figure 
6.12.  
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Figure 6.16 Temperature dependent PL for CdMgTe and CdMgTeO samples plotted in log scale, showing a 
similar set of three peaks.  
6.3 CdZnTeO 
Figure 6.1 shows that at about 30 % Cd fraction, the CdZnTe (CZT) material 
system is near 2 eV bandgap, which is ideal for IBSC application.  
 
Figure 6.17 Sample structure for used to synthesize CdZnTe film on GaAs substrate.  
The materials were synthesized by MBE on GaAs(100) substrates. Since CdTe is 15 % 
lattice mismatched from GaAs(100) substrate (as shown in  Figure 6.1), we use a thin 
ZnTe buffer to step the lattice constant to 8 % lattice mismatch from the substrate, as 
shown in Figure 6.17. The Zn flux was 1x10-6 Torr, Te flux was 1x10-6 Torr, and the 
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CdTe flux was varied to control the CdZnTe composition. An ECR plasma source was 
used to introduce oxygen and nitrogen plasma to the substrate surface. For the sample 
with oxygen and nitrogen co-doping,  
The structural properties of the film were studied by XRD. Figure 6.18 shows the 
XRD data of the CZT and CZTO films in the (004) reflection for film structures outlined 
in Figure 6.17. The data shows the GaAs substrate peak, a weak peak corresponding to 
the ZnTe buffer, and CZT(O) peaks. As the CZTO peak is closer to the peak compared to 
the CZT peak, this data suggests that the CZTO sample has higher Zn content, and 
therefore large bandgap compared to the CZT sample. 
 
Figure 6.18 X-ray diffraction data in the (004) reflection showing the GaAs(100) substrate peak, the ZnTe buffer 
peak, and well as the CdZnTe(O) peak. 
The low temperature PL is plotted in Figure 6.19. From the XRD data in Figure 
6.18 we would expect the bandgap of the CZTO sample to be larger, yet the PL data in 
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Figure 6.19 shows that the CZTO sample emits at a lower energy, suggesting that the 
redshift is related to oxygen and not related to changes in CZT composition.  From the 
XRD data in Figure 6.18 we expect a bandgap of approximately 2 eV for the CZT and 
CZTO samples. For the CZT sample, the peak near 2.05 eV is likely the band edge 
emission, the peak near 1.94 eV peak may be related to native defects, and the peak near 
2.35 eV is related to the green pump laser for the Ti:Sapphire pulsed laser system. We 
also see some broad spectral features at lower energy than the 1.94eV peak that seems to 
overlap with the spectrum of the CZTO sample, potentially originating from an oxidized 
top surface of the CZT sample. This leads to the interpretation that the 1.94eV peak may 
be a generic defect like the so called Y-band[89, 91, 92] in the ZnTeO system, where the 
Y band is similarly situated between the O related signal and the band edge. For the 
CZTO sample, we do not see the band edge emission, potentially because the oxygen 
localized defect is efficient in capturing the free excitons at low temperature.  
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Figure 6.19 Low temperature photoluminescence data for the CdZnTe and CdZnTe samples, showing a peak 
redshift from 2.05 eV to 1.77 eV as a result of oxygen incorporation. The FWHM of the 1.77eV, 1.94eV, 2.05eV 
peaks are 162 meV, 72 meV, 24 meV, respectively.  
To help make the band edge states visible, we introduce nitrogen into the sample. 
Nitrogen atoms form acceptor states in CZT[121]. The acceptor states are localized, and 
may compete with O atoms in capturing the free excitons. While not true representation 
of the band edge emission, the shallow acceptor states may follow temperature dependent 
behavior of the band edge closely, by virtue of being close to the band edge. The 
temperature dependent PL data for sample co-doped with nitrogen and oxygen 
(CZT:N,O) is shown in Figure 6.20. The peak near 2.2 eV is likely from the N acceptor 
near the valence band, and its energy is expected to be close to the bandgap of the 
material. This interpretation also agrees with reflectance data in Figure 6.21 that shows a 
disappearance of reflection interference fringes for wavelengths shorter than 560 nm (2.2 
eV), indicating significant absorption typical for above bandgap light. The N acceptor 
peak red shifts with increasing temperature, and may be due to the temperature dependent 
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bandgap effect described by the Varshni relation. The peak near 1.75 eV is likely related 
to oxygen, potentially the E- band described by the HMA model.  
 
Figure 6.20 Temperature dependent photoluminescence data for CdZnTe:O,N.  
 
Figure 6.21 Reflectance data of CZT:NO. The disappearance of reflection interference fringes for wavelengths 
shorter than 560 nm (2.2 eV) indicates significant absorption typical for above bandgap light.  
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6.4 Conclusions 
IBSCs have an ideal bandgap of 1.93 eV, and a IB that is 0.7 eV from the CB or 
VB[11]. This Chapter explored using II-VI ternary alloys of ZnSeTe, CdMgTe, and 
CdZnTe to achieve near ideal IBSC bandgap, and attempt to induce and IB through the 
HMA affect by isoelectronic dilute alloying with oxygen. In ZnSeTeO and CdZnTeO, 
oxygen induced IB was detected by low temperature PL, where as in CdMgTeO, oxygen 
incorporation was confirmed by SIMS, but it was not clear from PL and XRD data if an 
oxygen induced IB was formed. Table 6-1 summarizes some properties and results of the 
preliminary studies done on ZnSeTe(O), CdMgTe(O), and CdZnTe(O) II-VI ternary 
alloys. This work shows that using II-VI-O alloys to achieve near ideal IBSC energy 
levels may be possible, and may be a promising area for future research to realize high 
efficiency IBSCs.  
Table 6-1. Summary of some properties and findings of the ternary II-VI alloy systems studied in this Chapter. 
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Chapter 7  
Conclusions and Future Work 
7.1 Summary of Thesis Work 
This thesis work studied the material properties of a highly mismatched alloy 
ZnTeO in detail in the context of potentially being used as an IBSC absorber. Optical and 
chemical properties of the ZnTeO/GaAs material showed that the electronic structure of 
the oxygen induced energy levels are influenced by oxygen location in the crystal lattice, 
which can be influenced by oxygen plasma back ground pressure used during material 
synthesis. The non-monotonic ZnTe peak shift in the XRD data with respect to increasing 
O beam equivalent pressure (BEP) similarly suggests different oxygen configuration in 
the crystal with different O BEP during growth. Secondary Ion Mass Spectroscopy and 
Nuclear Reaction Analysis (NRA) data shows that the oxygen incorporation is 
approximately for the materials are approximately 1020 cm-3. NRA channeling data, if 
analyzed assuming a homogeneous film, suggests that only a small fraction (~5%) of the 
oxygen is in the substitutional Te site. However, the highly non-homogeneous nature of 
the film potentially invalidates this interpretation.   
A novel two pump time resolved photoluminescence was used to observe the time 
resolved electron transfer from the VB to IB, and then from IB to CB with two sub-
bandgap pules, confirming the IBSC device requirement that carriers be generated via 
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sub-bandgap light. The data also revealed picosecond scale lifetime relaxation from CB 
through non-radiative channels, which implies a collection length of 10’s of nanometers, 
which is insufficient to absorb the solar photon flux, and is a challenge for this material 
system. 
Solar cell devices with p-i-n heterostructure structure were synthesized with p type 
ZnTe:N, undoped ZnTeO, and n type ZnSe:Cl. External quantum efficiency (EQE) 
measurements confirmed sub-bandgap EQE response for a sample with oxygen doped 
absorber, and confirmed that that such a sub-bandgap response was absent from a device 
with no intentional oxygen doping in the absorber. Similarly, I-V measurements show 
photocurrent generation as a result of sub-bandgap red laser illumination for a sample 
with an intentionally O doped absorber, but not for a sample with no intentional O doped 
absorber. These results confirm sub-bandgap current generation, an important 
requirement for the operation of IBSCs.  
A novel way to prepare GaSb(100) substrate for ZnTe epitaxy was developed to 
enable near lattice matched growth of ZnTeO on GaSb(100). The technique involves an 
ex-situ HCl native oxide etch prior to loading, and an in-situ ZnCl2 flux exposure during 
the thermal oxide removal heat up step. It is believed that the ZnCl2 flux helps etch the 
surface oxide, so that complete oxide removal could be achieved at a lower temperature 
of 430 oC, at which the Sb does not preferentially desorb of the surface. This allows us to 
synthesize ZnTe/GaSb(100) with (004) film peak in XRD data with a FWHM of 40 arc-
seconds, without the need to use an interconnected III-V chamber for the substrate 
preparation. The improved ZnTeO film quality enhanced IBSC device performance, and 
aided in the observation of time resolved electron population transfer from the IB to CB.  
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7.2 Suggestions for Future Work 
Ternary II-VI alloys of ZnSeTe, CdMgTe, and CdZnTe with bandgaps of 
approximately 2 eV, near the ideal bandgap for IBSCs were synthesized. Oxygen was 
then introduced during synthesis to form sub-bandgap electronic states for use as IB. O 
related sub-bandgap states were confirmed for ZnSeTe and CdZnTe. For CdMgTe, SIMS 
confirmed O concentration of approximately 1 x 1019 cm-3 incorporation, but the PL and 
XRD data was not conclusive in determining if O induced sub-bandgap electronic states 
were generated. These results show that the II-VI-O materials may be promising 
candidates for IBSC absorber material development. Suggestions for Future Work 
With regards to ZnTeO material system, the IB ideally should be approximately 0.8 
eV away from the band edge, as shown Figure 1.24. Our ZnTeO materials have an IB 
that is 0.4 eV beneath the conduction band. One way to achieve a deeper IB is to increase 
the oxygen concentration. For example, approximately 0.85 eV deep IB was reported 
with O concentration of 1.09 %[88]. One potential way to achieve higher oxygen 
concentration may be to upgrade the ECR plasma source. At the moment the plasma 
source head is approximately 15 cm behind the cryoshroud opening of the MBE due to 
size non-compatibility, significantly reducing the plasma source doping efficiency.  
This thesis work confirmed that electronic structure is correlated to O location in 
the crystal. While NRA-channeling data was taken, the interpretation of the data was 
made difficult by the highly non-uniform nature of the film. It would be desirable to 
repeat the NRA-channeling experiments with a surface oxide etch immediately prior to 
loading into the experiment chamber to produce a more uniform film. More studies into 
the influence of O location or clustering configuration on carrier transport and electronic 
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structure properties, such as work found in [74-76] would be useful in the understanding 
and control of the properties of ZnTeO.  
The lifetime data on ZnTeO revealed that the carrier lifetime in the CB is in the 
picosecond time scale, mainly due to non-radiative recombination. The chlorine doping 
of ZnTeO improved the open circuit voltage of some IBSC devices, suggesting that 
chlorine may be passivating the ZnTeO material. Lifetime data comparing ZnTeO with 
and without chlorine doping is needed to test this hypothesis, and it would also be 
interesting to look into other ways to passivate the ZnTeO material.  
One of the major limitations of our ZnSe/ZnTe heterojunctions solar cell 
technology is the large lattice mismatch between ZnSe and ZnTe, leading to high defect 
densities. One way to improve the junction is to synthesize a ZnTe homo junction 
instead. n-type ZnTe has been demonstrated by Al doping during MBE growth[43] and 
by Al diffusion[46] in the literature. Our system can potentially be upgraded with an Al 
effusion cell to synthesize n-ZnTe.  
The O-doped II-VI ternary alloys of CdMgTe(O) and CdZnTe(O) are potentially 
promising candidates for IBSC absorbers. It would be interesting to replicate similar 
work presented in this thesis done for ZnTeO on these ternary alloys.  
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