Abstract The analysis and use of hydrological data for decision making in water resources planning and management can only be meaningful if the data possess the appropriate characteristics. In general, it is customary that data being analysed are consistent, free of trend and constituting a stochastic process whose random component is described by an appropriate probability distribution hypothesis. This paper describes, using hypothetical numerical examples where possible, some of the commonly used tests for establishing the presence or otherwise of these attributes in hydrological data series. The tests were then applied to actual streamflow data records from seven sites, in Iran and England, which formed the basis of an extensive water resources planning study carried out recently. In general, the data from all seven sites possessed the right attributes, which made their use in the wider water resources planning study straightforward. Key words data analysis; consistency; trend; randomness; probability goodness of fit; England; Iran Analyses préliminaires des données de débit en vue d'une étude de planification des ressources en eau Résumé Les analyses et les utilisations de données hydrologiques pour l'aide à la décision en matière de planification et de gestion des ressources en eau ne sont pertinentes que si les données présentent les caractéristiques appropriées. En général, les données analysées sont cohérentes, libres de toute tendance et représentent un processus stochastique dont la composante aléatoire est décrite par une hypothèse appropriée de distribution de probabilité. Cet article décrit, à partir d'exemples numériques hypothétiques lorsque c'est possible, quelques uns des tests couramment utilisés pour vérifier ou non le respect de ces propriétés dans les séries de données hydrologiques. Les tests sont ensuite appliqués aux séries réelles de données de débits de sept sites, en Iran et en Angleterre, qui ont permis récemment de réaliser une grande étude de planification des ressources en eau. En général, les données de chacun des sept sites présentent les bonnes propriétés, ce qui a rendu simple leur prise en compte dans la grande étude.
INTRODUCTION
Most statistical analyses of hydrological time series data at the usual time scale (e.g. monthly or annual) encountered in water resources planning studies are based on a set of fundamental assumptions, i.e. the series is consistent, is trend-free and constitutes a stochastic process whose random component follows the appropriate probability distri-
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bution function. Consistency implies that all the collected data belong to the same statistical population. Trend exists in a data set if there is a significant correlation (positive or negative) between the observations and time. Trend or nonstationarity is normally introduced through human activities such as land-use changes or the humaninduced climate change. In general, randomness in a hydrological time series means that the data arise from natural causes. If there is no randomness, then the series is persistent; this persistence is normally quantified in terms of the serial correlation coefficient (McMahon & Mein, 1986) .
Some commonly used tests for establishing each of the above characteristics are described below. These tests, and indeed their underlying theoretical concepts, are not entirely new; however, the significance of including them in this paper is to provide a single, concise source of the relevant information for practising hydrologists on how to conduct good and robust statistical tests, instead of having to refer to several textbook sources. In furtherance of this objective, the techniques are illustrated, where possible, with simple numerical examples. The tests are, by themselves, sufficient for the preliminary analyses of hydrological time series data for the planning of water resources projects and, as will be seen in the examples, are relatively simple to perform. However, they are seldom carried out in a typical water resources study involving the use of hydrological data, principally due to a lack of a concise reference source for them.
RELEVANT PRELIMINARY TESTS OF HYDROLOGICAL DATA

Consistency test
The most widely used technique for evaluating a time series data record, such as rainfall or streamflow, for consistency is the double mass curve (Bras, 1990) . The double mass curve procedure is based on the comparison of cumulative values of two data sets in a diagram form, one of the data sets being consistent, while the other is suspect. When plotted, the double mass diagram should show a linear relationship when the suspect data set is consistent; otherwise, there will be a departure from linearity as shown in Fig. 1 . Since the mean data for a number of sites is unlikely to be affected by changes at one of the component sites, it is customary to use the mean data as the basis of the consistent or reliable data. Alternatively, data at a long-term station in the region with no known human influences could be used as the consistent set. In Fig. 1 , two possible changes occurring in time T are circled, one resulting in a steeper slope (Si) and the other resulting in a flatter slope (Sj) in comparison with the slope prior to time T. The post-7 record at the suspect gauge cannot be used with its pre-r record without first carrying out some adjustments. The precise adjustment will depend on which segment of the suspect record, pre-J or post-J, is thought to be more reliable. For example, if more confidence is placed on the post-r measurements, then the pre-7 records can be corrected for current slope S t by multiplying by (S\/So), or for current slope Sz by multiplying by (SVSo), where So is the pre-7 slope. Similar corrections can be made if the pre-Trecords were thought to be more reliable.
Trend test
The most commonly used approach to trend detection is to formulate a linear model between the data values and time of the form (Hameed et al, 1998) :
where F" i = 1, 2, ...,«, is the data value at time i, a and b are regression coefficients, and v, is a random error (white noise) with a mean of zero and variance of S, 2 . If there is a linear trend in the data set, then the regression estimate of the slope parameter b will be statistically different from zero; otherwise it becomes difficult to justify the existence of a trend. The problem with this approach is that it does not distinguish between trend and persistence (Hameed et al., 1998) . The Spearman Rank Order Correlation (SROC) nonparametric test was therefore used to investigate the existence or otherwise of long-term trend. Other nonparametric trend detection tests are available, e.g. the Mann-Kendall test; however, the SROC is preferred because of its recommendation by the World Meteorological Organization for trend detection in flow volumes (WMO, 1988) . The SROC test is fully described by Kendall & Stuart (1976) ; however, the presentation by McGhee (1985) is adapted here to illustrate the methodology, as follows: Let data series Y" i = 1,..., n, be observed in time, /': 1. Assign ranks, R vi , to Y" such that the largest F, has R vi = 1 and the least Y-, has a rank = n. Where there are ties in the F" then assign to each of the ties a rank equal to the mean of the ranks that would have been used had there been no ties. The SROC methodology is illustrated below with a simple hypothetical example adapted from McGhee (1985) .
Example The annual runoff data (mm) recorded at a gauging site on a hypothetical river basin over a 12-year period are as follows: 12(144-1 Using equation (3), t = -0.095. For a 5% significance level and the number of degrees of freedom equal to 12-2 = 10, critical values from the ^-distribution are ±A).o25,io = ±2.228. Since -0.095 is greater than -2.228, the null hypothesis is not rejected, implying that there is no statistical evidence of a long-term trend in the record. A different outcome would imply the presence of trend, which will complicate any subsequent analyses, e.g. the stochastic modelling of the series. If this were the case, then a much simpler approach would be to quantify the trend, using e.g. the model in equation (1), and remove it from the data series. Hameed et al. (1998) present a more complete approach of trend analysis where serial dependence is also significant. Following analysis of the de-trended data, any quantified trend can then be added back.
Randomness test
The nonparametric run test has been used to test for randomness. This test is described by McGhee (1985) , and has been adapted here. Let the objective be to test whether the data sample Y-" / = 1, ..., n, is random based on the runs of the data with respect to the median of the observation. The procedure is as follows: 1. Determine the median of the observation. To do this, sort the sample in increasing order of magnitude such thatji <j2 ^ -^JV Then for an integer k, such that n = 2k (even) orn = 2k+\ (odd), the sample median denoted by y Q5 is estimated as:
Examine each data item in turn to see whether or not it exceeds the median. If a data item exceeds the median, then this is a success case (replaced by letter S); if it does not exceed the median, it is a failure case (denoted by letter F). Cases that are exactly equal to the median are excluded. Count the number of successes and denote this by n\, similarly denote the number of failures by n 2 . In general, n = ri\ + n 2 except where some of the values are omitted as explained in step 2 above. Determine the total number of runs in the data set. A run is a continuous sequence of & until it is interrupted by an F and vice versa. Let the total number of runs be denoted by R.
Compute the test statistic: The run test is illustrated below with a hypothetical example adapted from McGhee(1985) .
Example
The following are the annual rainfall measurements (mm) for a hypothetical river basin over a 27-year period. 8, 14, 13, 12, 14, 8, 6, 7, 15, 16, 14, 7, 11, 10, 9, 9, 12, 13, 12, 14, 15, 9, 8, 9, 10, 11, 11 The run test is used to decide whether or not the data can be considered as a random sample.
Solution The median of the 27 observations is 11. Replacing measurements below 11 by F and above 11 by S, the series in terms of S and F is:
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The runs are underlined. Note that the three 11 s have been ignored since these are exactly equal to the median. Thus, in this example, n t = 12; m = 12; and R = l. Using these, z = -2.50. At the 5% significance level for a two-tailed test, ±z a ,2 = ±1.96. Since -2.50 < -1.96, the null hypothesis is rejected. Therefore, there is no statistical evidence of randomness in the data. This outcome implies that there is persistence in the series, which could be modelled using one of the many available time series models such as the autoregressive or the ARMA (see Salas, 1993; Loucks et al., 1981) .
Probability distribution goodness-of-fit tests
There are several commonly used formal methods of testing the goodness of fit of time series data to postulated theoretical probability distributions. These include the chisquared test, the Kolmogorov-Smirnov test, the probability plot correlation coefficient (PPCC) test, and the moment (1-moments and p-moments) ratio diagrams test (see Stedinger et al, 1993) .
Apart from the formal tests, it is also possible to informally infer the form of the probability distribution by plotting the histogram of the data. The histogram may either be symmetrical, indicating that the use of the normal distribution may be plausible, or it may be asymmetrical, indicating a nonzero skew, which cannot be modelled with the normal distribution. Additionally, a simple statistical test can be carried out to determine whether or not the estimated sample skew coefficient is statistically zero. To do this, the sample skew estimate is compared with the approximate 95% confidence limits for zero skew, i.e. [-1.965 s ,, 1.965^.] where S gv is the standard error of estimate of the sample skew coefficient, g y , given by:
In equation (6), |t v and c v are respectively the mean and standard deviation of y, and Sgv is approximately equal to V(6/«), where n is the sample size. If the skew coefficient lies within the 95% confidence limits, then the null hypothesis that the skew is zero is not rejected; otherwise the data are assumed to have a nonzero skew coefficient.
Of the formal probability goodness-of-fit tests mentioned previously, the PPCC test is easy to apply and yet has sufficient power to discriminate between different distribution hypotheses (Stedinger et al., 1993) . The test is based on the correlation coefficient between the ordered sample y,, i.e. such that ji <y 2 <y^< ... <y", and their corresponding fitted quantiles, w, = G"'(l -pi), where p" i = 1, 2,..., n, is the exceedence probability of y, and G (•) is the inverse of the cumulative distribution function (cdf) of the distribution being considered. Best estimates of p, can be obtained using (Cunnane,1978) :
where R ri is the rank of y, in the ordered sample, i.e. R y \ = 1, R v2 = 2,..., R v " = n. The estimated correlation coefficient between y, and w, is then compared with the critical points of the PPCC for the particular distribution. These critical points are provided by Vogel (1986) for the normal, lognormal and Gumbel probability distribution functions. Vogel & McMartin (1991) also provide the critical values for the gamma, Pearson type-3 (P3) and log-Pearson type-3 (LP3) distributions. All these cover the range of distributions commonly used in hydrological studies.
As implied above, G"'(•) depends on the distribution hypothesis being tested. For the three-parameter lognormal distribution:
where x = log e (y -"ô), û is the lower limit ofy, (i A . and o_ v are respectively the mean and standard deviation of x, and z p -, is the standardized normal variate at p t . A good approximation for z pi given/),, is (Stedinger et al., 1993) :
'" 0.1975 Efficient algorithms for obtaining \i x , a x and û are provided by Stedinger et al. (1993) . The two-parameter lognormal distribution is a special case of the lognormal distribution in which the lower limit r> = 0. However, while the three-parameter lognormal distribution can be used to model any positive skew, the two-parameter is strictly limited to g y = Cv 3 +3CV, where Cv = a v J\\, y . For the gamma distribution, w, can be approximated using:
where y v is obtained by correcting the sample skew coefficient g y for serial correlation, i.e.:
y = g>-(*-P?) (11)
Jy (i-P ?r
In equation (11), pi is the lag-1 autocorrelation coefficient and all the other symbols are as defined previously. The approximation in equation (10) is generally valid for -3 < y v < 3 (Kirby, 1972) . The gamma distribution is a two-parameter distribution and, like the 2-parameter lognormal distribution, has a unique relationship between the skew and Cv given by g y = 2Cv. Therefore, for flexibility in modelling the skew, the three-parameter form of the gamma distribution, known as the Pearson type-3 (P3) distribution, is used. The fitting of the P3 distribution follows that of the gamma distribution by working with the variable x, = y, -Ç, i = 1, 2, ..., n, where \ is the location parameter. For the gamma distribution, b, = 0. Stedinger et al. (1993, Table 18 .2.1) provide efficient algorithms for estimating the three parameters of the P3 distribution, including t,. To model the LP3 distribution, Stedinger et al. (1993) suggest taking the natural logarithms of P3 distributed y and treating such logarithms as if they were distributed as P3.
APPLICATION
The analysis made use of monthly river flow data from a total of seven sites-three in Iran and four in Yorkshire, England. The relevant physical characteristics as well as the summary statistics of the annual flow data at the seven sites are shown in Table 1 . On the basis of the coefficient of variation (Cv) of the annual flows shown in Table 1 , all seven sites would be characterized as low-to medium-variability streams. Indeed, on the basis of their annual Cv, the Iranian catchments would be characterized as semiarid, and the English catchments as humid (see McMahon et al., 1992) . Due to lack of space, the details of the numerical calculations are not presented herein; however, these together with all the seven time series data records are available from the first author on request. 
RESULTS AND DISCUSSION
Consistency test
The double mass curves are shown in Fig. 2 , for one English site (Gorpley) and one Iranian site (Baranduz), as these are typical. As can be seen in the plots, the double mass curves indicate a reasonable degree of consistency, with no discernible change in slope for any of the sites. 
Trend test
The values of the SROC test statistic for the annual data at each of the sites are compared with the critical points of the ^-distribution at the 5% significance level in Table 2 . On the basis of this information, it can be concluded that there is no statistically significant long-term trend in the annual runoff data records at any of the sites studied. Consequently, it can be stated that the stationarity of the annual runoff data may not be rejected. A different outcome would have been surprising for these data sets because, apart from the possible influence of climatic change which is likely to be weak, all the flow measurement sites are upstream of any major flow regulation which could impart nonstationarity (or trend) into the data. 
Randomness test
The results of the run tests are also presented in Table 2 . There is obviously no evidence to reject the null hypothesis that the annual time series record of runoff at each of the seven sites is random at the 5% significance level. This should come as no surprise, given the very low values of the annual lag-1 autocorrelation coefficient for the seven data sets shown in Table 1 .
Goodness-of-fit tests for probability distribution
Histogram and skew tests The histograms of the annual flows for Gorpley and Baranduz, which respectively typify the English and Iranian sites, are shown in Fig. 3 . It can be seen from these figures that, while the histogram for Gorpley is almost symmetrical in shape, that for Baranduz is evidently skewed to the right. This evidence represents a preliminary indication that the annual flows at the Iranian sites possess a positive skew and may not be modelled with the normal distribution function. At the 5% level of significance, the corresponding confidence limits for zero skew at all the English sites are [-0.605, 0.605] and the corresponding limits at Baranduz are [-0.701, 0 .701]. The sample skew coefficients for the English sites presented in Table 1 are within the confidence limits, implying that they are not statistically different from zero, whereas those at the Iranian sites are well outside their 95% confidence limits. Montaseri (1999) provides more detailed information about the climatology of the two regions, where it is reported that, for the Iranian catchments, evaporation can exceed rainfall in most months of the year. The situation at the English sites is the exact opposite. The rainfall in the Iranian catchments is also highly seasonal with the result that almost 60% of the annual runoff in the rivers occurs between November and May. It is therefore not surprising that the annual flows at the Iranian sites are exhibiting skewness while those at the English sites are not.
PPCC goodness-of-fit probability distribution test Tables 3 and 4 present the PPCC correlation coefficients for the historical annual and monthly streamflow data at Gorpley and Baranduz, respectively. As may be seen, all the correlation coefficients are positive, which is plausible since one expects the observed quantiles to increase as the probability-distribution-predicted quantiles increase. Rather than select the most appropriate distribution on the basis of PPCC critical points, the distribution exhibiting the highest correlation was selected. Thus, the normal distribution appears to be the most appropriate distribution for annual flows at Gorpley (and at the other English sites). This further reinforces the earlier evidence obtained through both the histograms and the skewness test. For Baranduz (and all the other Iranian sites), the LN3 distribution produced the maximum PPCC for the annual flows, also supporting the earlier evidence from the less rigorous assessments. The probability plots of the observed annual runoff data for Gorpley and Baranduz are shown in Fig. 4 . The probability axis in both plots is based on the normal distribution; the ordinate axis in Fig. 4(b) for Baranduz is logarithmic to account for the use of the LN3 distribution. The upper and lower boundary limits of the confidence interval at 5% level of significance are also included in the plots. All of this further lends support to the evidence of normality at Gorpley and lognormality at Baranduz for the annual flow series.
As for the monthly flows, it is apparent from Tables 3 and 4 that the lowest correlation coefficient is associated with the normal distribution, which is not surprising given the high monthly skew estimates (see Montaseri, 1999) . Furthermore, different months tended to have different "best" distribution on the basis of the maximum con-elation coefficient of the PPCC test, which means that any stochastic Annual exceedanee probability (%) modelling of the monthly flows would involve a complicated mixing of distributions. Therefore, it was important to devise a criterion by which a single probability function could be selected for use across all twelve monthly flows, as this would simplify considerably the subsequent stochastic modelling of the flows. The criterion finally used was the highest score out of the total number of occasions in which a given distribution performed better than the others. Tables 3 and 4 contain the total score for each of the probability distribution functions; these show that the LP3 produced the highest score for Gorpley (and all the other English sites), whereas the LN3 produced the highest score for Baranduz (and the other sites in Iran). Consequently, all the twelve monthly flows at the English sites were modelled using the LP3 distribution, while those at the Iranian sites were modelled using the LN3 distribution function.
CONCLUSIONS
This study has used data from Iran and England to illustrate some of the relevant preliminary analyses which must be carried out on data prior to using them for decisionsupport purposes in water resources planning and management. The tests cover a check on the consistency of the data, its randomness, whether or not the data sets possess a long-term trend and the selection of the most appropriate probability distribution function for modelling the data. As it turned out, all the seven data sets analysed exhibited the right attributes; but this may not always be true in general. Thus it was shown how the undesirable characteristics can be accommodated. By the same token, the PPCC goodness-of-fit test had sufficient power to discriminate between candidate probability distribution functions for modelling the data sets. The PPCC test is simple to use and, as demonstrated, can be employed even where tables of critical points are not available. Finally, it should be realized that not all pre-processing requirements likely to confront the practising hydrologist have been covered in this study. Indeed, there may be other pre-processing needs dictated by the nature and state of the historical data record. In particular, the present study has been fortunate in that the available historical data were of reasonable lengths to warrant their being used without the need for extension. The data records also had no gaps in them that needed to be filled. However, both of these are often not true in practice (see Nawaz & Adeloye, 1999) ; so another preprocessing analysis commonly carried out is data record augmentation and extension. Hirsch et al. (1993) discuss record extension methodologies, while Salas (1993) describes procedures for data filling and extension. Relatively more recently, Wang (2001) discusses a Bayesian approach for augmenting flood information at sites with insufficient data records. Apart from data extension and augmentation requirements, the data record may also contain abnormally extreme entries, termed outliers, which must be objectively identified and, if found to be true outliers, removed and replaced by more plausible values (see Kottegoda, 1984) . This kind of analysis is often necessary to improve the information content of the data and so, ultimately, to enhance decision-support based on the outcome of the data analysis.
