Simple but very effective signal processing algorithms are presented to ensure that the data is in the right value range, outliers are removed and missing values are substituted where possible. More complex control instances may not be able to correct data completely by automation. Here the human expert is still necessary for corrections. To minimize the work for engineers, a processing engine produces smart alarms whenever an automated data correction is not possible. If no correction is possible at all, the questionable portion of the data must be flagged invalid, or even be deleted to prevent misuse and wrong conclusions. This may be dependent on the application; so good data management is essential to provide a minimum standard for each individual case.
The final step is to publish and present the data at the correct level of detail to different parts of the corporation. Key in this procedure is that every individual has easy and fast access to the data for their decision-making. In this context, the appropriate resolution, as well as the most efficient use of data processing time, is of critical interest. A unique solution to browse large volumes of drilling data is presented.
Introduction
The quality of measurement data collected at a rig site (but also during well production) is a much discussed problem. Who has not experienced the frustration related to bad data quality, especially in a critical situation, where decisions require high quality data to be readily available?
With the industry establishing more and more real-time operating centers, which deliver decision support to rig operations, the need to assure data quality is constantly increasing. Where in the past predominantly human inspection of measurement data was used to generate the value added, today automated analysis and interpretation is available, which has to be based on good data quality.
At this stage, there is no standardized assessment of measurement data service quality and the auditing of data streams from rigs is not state-of-the-art.
The objective of this paper is to investigate problems related to rig sensor data quality (and measurement data in general), to propose a systematic process for measurement data quality control and auditing, and to manage and navigate the resulting huge data sets.
Data Management Steps
The main quality management steps consist of:
• 
Unit Conversion
In order to use data, the unit of a measurement needs to be known. Before using measurements, it must be assured that they are converted into the right unit. To prevent such errors, it is necessary that the first step in any data management process is to convert the units to a predefined standard set.
Null Values
Definition of a null value: A null value is a value used to signify that a specific value does not have a valid measurement. According to [3] the null values in WITS are:
• -8888 for bad sensor readings • -9999 for null values However, these values are not commonly used in practice. Normally, the two values -999.25 (for floating numbers) and -999.00 (for integer numbers) are used. In any case, the null value for a data management system needs to be standardized in similar way to the unit, to prevent misinterpretation.
Time Stamping and Time Zone
With most organizations being active in many parts of the world, the time reference is a very important topic. 
Depth Reference
The depth reference is also important to define a measurement. In oil well drilling, the rotary kelly bushing (RKB) is widely used as the standard reference for any depth measurement. However, it is seldom reported or specified when measurements are exchanged. As long as the equipment (such as the drilling rig) is not changed during the well construction process this does not impose any problem. But as soon as the rig leaves the well site when the well is finished, problems can occur if the data management solution does not provide the possibility to define different depth references over time.
Data Identification
An often forgotten matter is the identification of the data curves. It is very important to apply proper naming conventions. Certain organizations like Energistics [5] (former POSC) with standards like WITS and WITSML have catalogs to name measurements properly. They are a widely used standard.
However, some organizations use their own naming conventions. This is not considered to be a problem as long as these conventions are applied without exception. In this case, it is important to pay attention to naming conventions if data is imported into the organization.
Data Quality Control
Data Quality control consists of the following steps:
All steps are normally performed automatically. The only exception is if a logical check fails; then the data manager is informed and required to take action. The high degree of automation is critical to be able to manage high amounts of data.
Range Check
A very simple, but nevertheless highly effective approach to improve the data quality is the range check. This approach removes unrealistic values from the data. Holland [1] stated that about 80% of the wrong values (in production data, for example, flow rates and well head pressure) can be identified with this technique. Although the authors believe that the success of this method in regard to drilling data is not as high as 80%, it is mandatory that it is applied first, before all other processing steps that follow the standardization. The range check prevents disturbing effects otherwise occurring in other quality control and processing steps.
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To improve the functionality of the range check, a dynamic range can be applied to parameters like the hook load. The hook load, more or less, linearly increases with the bit depth.
Gap Filling
A further step in the quality control is to fill small gaps occurring in the data. The general problem with measurement data is that the data points are never equally spaced. Although the measurements are recorded at a specified frequency, missing data points always occur, due to outliers, sensor failures, etc. Gaps are missing data points, as well as points with null values.
Applied filtering techniques require the data to be equally spaced and continuous. To prevent missing data points, a quite simple but effective gap filling was introduced. The algorithm works as followed:
• Gap is bigger than the defined gap time In this case the beginning of the gap will be marked with a null value • Gap is smaller than the defined gap time
In this case the gap is filled by interpolation between the two edge points
In the second case, artificial data is introduced and written to the database. The artificial data covers only for a very limited time period, typically set to 10 seconds on 1Hz surface measured drilling data and its introduction prevents interruption of the applied filters every time a minor gap occurs. Unnecessary interruptions would lead to serious drawbacks in event recognition where not only the total time, but also the individual duration of a certain operation is of interest. An example would be the key performance indicator average connection time (see Thonhauser [12] and [13]).
Outlier Removal
After the range check and the gap filling, data may still contain outliers that are within the plausible range. Figure 1 (a) shows a clean sample data set, Figure 1 (b) shows the same set with some artificial outliers added (red dots mark outliers). The plausible data range check could be from 0 to 20 units on this data, so the range check does not take effect on the introduced outliers. While outliers do not have a big influence on the total duration of recognized operations, they influence tremendously the results where the duration of events is important, e.g., an outlier in the hook load can prevent the correct detection of the connection duration. To remove outlier data points several methods were investigated: The different filters where first tested on a sample set of artificial data. Figure 1 shows the clean data (a) as well as the data including the introduced outliers in red (b). Tests of the four filters mentioned have lead to the following conclusions (see Figure 2 ):
• The mean filter is not suited to removal of outliers at all. The introduced error is very high as discontinuities are not well preserved. Nevertheless, this filter is commonly applied in data reduction, so the results are displayed for comparison (see Figure 2 (d) and (g)).
• The median filter removes outliers very well, even in the case of multiple occurrences if the window size is adjusted accordingly (see Figure 2 (e) and (h)). An outstanding property of this non-linear filter is that it is capable to preserve edges very well.
• The conservative smoothing filter works very well with low numbers of occurring outliers. This is because the data is not changed at all if no outlier is detected. However, if multiple outliers occur this filter starts to fail (see Figure  2 (f) and (i)).
• Investigations showed that wavelet decomposition is well suited to detect outliers. However, their replacement is difficult to achieve. Tests with linear interpolation resulted in smears at discontinuities. Further improvements using the median filter to replace the outliers showed better success. However, using the median filter alone yields similar good results and does not justify applying this rather complicated method. Furthermore, the fine tuning of this method is much more complicated than the median filter. This would increase configuration effort, as well as processing time, which is not justified with the results. Figure 3 shows the results of the above mean, median and conservative smoothing filters with a window size of 3x3 pixels on the example of a picture. Ten percent of the original picture was comprised of outliers. As expected, the median filter is blurring the picture strongly, not coping with the outliers at all. The median filter managed to remove all outliers, blurring the picture much less than the mean filter. The conservative smoothing filter is not able to remove all the outliers.
Depending on the expected occurrence and regularity of the outliers (which is not easy to determine at all) the filter of choice is between the median and the conservative smoothing filter. For data with less than 2% of outliers, the conservative smoothing filter shows exceptional results with very little impact to the overall quality of the data (blurring). However, because the median filter is very reliable on a much wider range, with a sufficient small smoothing effect and exceptional edge preserving behavior, this filter is recommended for outlier removal.
Noise Reduction
The classical signal processing method, the Fourier Transformation, has long been used to de-noise seismic signals. However, this method has a major drawback: The functions are localized in frequency but not in time. A result of this is that a change of the frequency spectrum will cause changes in the whole signal. Depending on the application and the type of noise, the appropriate method should be chosen.
Logical Checks
Logical checks give information about relations between different channels, as well as physical boundaries, that exist. The primary function of these checks is not to automatically correct the data, but to automatically provide alarms to the data system manager to tell him that something is not working as it is supposed to:
• Hole depth check Since the measured hole depth (mdHole) is a very important parameter to recognize operations such as drilling, extended quality control is necessary. The check uses the median filter to remove outliers which otherwise could cause extraordinarily high and incorrect ROP values. Furthermore, the algorithm does not allow the hole depth to decrease, unless specifically configured by the user (e.g. when the hole is plugged back and a sidetrack is drilled). This allows the removal of many frequent errors, such as in cases when the intentional manual resetting of the hole depth has been done, so the driller can monitor the speed of his reaming or re-drilling activity on the ROP curve.
• Relation between flow and pressure If flow into the well is present, the pressure at the stand pipe must be present as well. Otherwise something is wrong, for example, the pressure sensor could be failing, or the sensor cable may be severed. Misuse of standards might also be a reason for a violation of this relation. In one actual case, the flow rate of the pump output was delivered on the WITSML curve flowInAv instead of the required flow into the well. Obviously the pump pressure was zero in the case where only one pump was used to circulate the mud tanks during tripping.
• Relation between bit depth and block position
If the block position is concurrently changing with the bit position, it has to be assumed that the tubular assembly is connected to the hook. The two values have to be in the same order of magnitude. If not, (e.g. the delta of the block is about 3 times higher) it can be assumed that the wrong input unit is assigned to one of them, e.g. m vs. ft! • Block speed
The speed of the block (first derivation of the block position) is physically limited to a certain value. If it is above this value, something is wrong. E.g., the values of the block position are delivered in ft instead of m. In this case, the velocity (assuming that the units are converted the wrong way) would be three times higher than normal. This gives hints about correct units.
These are just a few examples which pertain to the data used for this work. Any kind of logical check depending on the domain can be implemented into the expert rule
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Data Quality Reporting
The final step of quality control is the generation of standardized quality control reports. Such reports enable the user of the data to assess the quality of the data and to audit the performance of the different data providers. Examples for such a report are depicted in Table 2 and Table 3 . It is recommended to use such reports, generated on a regular basis (e.g. daily QC reports) to verify data collection service quality of data providers and for service quality assurance.
Data Compression
With ever increasing amounts of data recorded and stored, the need for data compression is more evident than ever. In view of this work, two different strategies of data compression are discussed:
• Reduction Decrease of the data resolution with an equidistant time stamp. In this case, a filter (like average or median) is applied over a certain time interval. The amount of data is significantly reduced, but so is the level of detail
Decrease of the amount of data, but with preservation of the details in the data. This strategy leads to non-equidistant time stamps in the data
Data Reduction
The first possibility, the data reduction, is mainly used for displaying purposes and applications, which do not need (or can not cope with) high resolution data. For visualization, it does not make any sense to fetch hundreds of thousands of data points, because a modern computer display has a resolution of 1600x1200 pixels. So the display of more than 1600 values in this case results in the overlaying of several values onto one single pixel. The developed software has the possibility to generate reduced data for any desired time interval. Generally, resolutions of 10, 60, 600 and 3600 seconds are generated per default to be able to display data quickly and efficiently. Similarly, any resolution can be generated for applications which can not cope with high resolution data. Again, the most simple data reduction algorithm is to calculate the average of a time interval. Similar to the outlier processing, this mean filter does not give the best results. To be able to analyze the nature of the data after reduction, all resolutions are stored with
Data Decimation
Whereas in the last examples the reduction of data has no big impact on the application, e.g. to display data curves, it certainly does when high frequency events must be preserved. In this case, the data decimation must be applied in a way to obtain sufficiently accurate results.
For this purpose, an algorithm was developed, which allows the reduction of data by a factor of 1:17 on average, ranging from 1:7 with high frequency data, like rotary torque, up to 1:64 with low frequency data. The upper limit of 1:64 is only because it was intended to have at least about one data point every minute. If this boundary condition is elevated to one data point every 10 minutes the compression rate would be as high as 1:600 (600 seconds in 10 minutes) for very low frequency channels like the hole depth. Table 1 shows the data reduction with each run in absolute data numbers and percent from the original data (run 0). The big advantage of this algorithm is that with simple linear interpolation (like the gap filling algorithm presented above) the original data can be restored with very little error as shown in the last tree rows of Table 1 where the relative error of the 2 nd , 4 th and 8 th run is calculated. The algorithm uses the following features:
• If the middle of 3 successive data points lies on a straight line (within a certain threshold), the middle one is marked for possible deletion if the time between the first and the third point is smaller than 64 seconds.
• If the difference between the linearly interpolated value and its true value is below a second threshold, the point remains marked, if not, the mark is deleted.
• Marked points are deleted from the data.
• The algorithm is iterated until no significant data reduction happens.
This ensures that high frequency events are not deleted from the data. However, if the frequency is very low many of the data points are deleted and the compression is very high.
Data Access and Visualization
The successful collection and quality control of measurement data stream leads to value-added data sets. The next challenge is the graphical display of the sensor data giving the user the ability to surf large data sets.
If sensor data is collected at 1 Hz frequency, 86400 data points per day are recorded. In case a user wanted to scroll through this data set and look at each individual data point, he would have to skip through 54 individual screens (with a resolution of 1600 pixels). In order to avoid this problem and allow the user to surf into the detail multiresolution data sets are used. This way the user can start by looking at lower resolution data, investigating a minimum-maximum range, rather than an average only. Using this approach the user will not miss any peaks, which may be relevant for analysis and be able to zoom into details at any point in time. A pure reduction of data, e.g. taking only every tenth or thirtieth data point, may lead to misinterpretation, as detail is lost.
Furthermore, if the user of the data had to scroll through a 150 day well, he would be faced with navigating blindly through a set of 12.96 million data points. The solution proposed to this problem is to provide navigation capability using the time versus depth curve of the well as a reference as shown in Figure 4 . The time versus depth curve, a very familiar graphical representation for the drilling engineer, is used to identify time intervals of interest for the user. It is possible to highlight operations of interest (e.g. reaming and washing, trouble times) and navigate straight to these intervals of interest.
Another unique feature of the new concept is the multi-well capability. Figure 5 shows how data curves of two different wells can be visualized into one plot. Multiple wellbores can be navigated independently. This enables fast and easy depth correlation of all displayed wellbores.
Drilling measurement data can be studied in a time based context, but also requires a link from the time based view to the depth dimension. Figure 5 shows how the proposed visualization solution enables the user to line time and depth-based navigation. Again, the time versus depth curve is used as a reference. The user can display depth based measurement data and time based at the same time and surf through the well.
Conclusions
This paper shows the importance of automated methods to quality control rig sensor data prior to analysis and decision making. The key elements of the presented concept can be summarized as follows:
• A step-by-step approach has been introduced to quality control measurement data in an automated way.
• The quality control steps are auditable and reproducible.
• Quality control can be performed in real-time, which is the basis for real-time decision making.
• Data quality problems are identified, flagged, and corrected automatically where possible (raw data is stored along with quality controlled data).
• Standardized quality control reports are generated allowing assessing and auditing the quality of data delivered from various data providers. • Significant time savings can be achieved compared to a manual quality control.
• The user community will build trust in the data as quality control measured are flagged and quality controlled data is stored permanently for their use.
• A visualization concept has been introduced, which allows the surfing of time and depth based data with a unique navigation concept. 
