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IZVLEČEK 
Uvod: Mamografija se je v zadnjih letih razširila kot primarna diagnostična preiskava za 
detekcijo bolezni dojk, predvsem kot metoda izbora presejalnih programov. Pri sami 
interpretaciji mamogramov, pravočasnem odkrivanju karcinomov in razlikovanju med 
benignimi in malignimi tumorskimi masami so v veliko pomoč orodja računalniško vodene 
diagnoze. Delijo se na Computer Aided Detection (CADe) in Computer Aided Diagnosis 
(CACx). Omenjena orodja se pri svojem delovanju poslužujejo metod strojnega učenja. 
Razdelitev slike v homogene regije tekstur je eden prvih korakov pri razumevanju, analizi 
in poglobljenem vpogledu v dano sliko. Med CAD metode med drugim spadajo tudi 
segmentacijski algoritmi pri obdelavi digitalnih slik. V nalogi smo osredotočeni na 
segmentacije z upragovljanjem, segmentacije z določanjem območij in segmentacije z 
učenjem. Namen: Namen diplomske naloge je ugotoviti, katera izmed izbranih oblik 
segmentacije v sklopu metod računalniško vodene detekcije najbolj ustrezno segmentira 
sliko pri izbrani bazi mamografskih slik. Metode dela: Pri pisanju diplomske naloge je bila 
uporabljena metoda deskripcije pri opisovanju pojmov in metoda kompilacije pri uporabi 
izpiskov, navedb in citatov drugih avtorjev. Nato je na podlagi knjižnih virov opravljen 
kvalitativni pregled gradiva z namenom primerjave načinov segmentacije in detekcije 
interesnih področij na mamografskih slikah izbrani bazi mamografskih slik. Rezultati: 
Primerjane so študije, ki testirajo svoje metode segmentacije in detekcije na javno dostopni 
bazi mamografskih slik Digital Database For Screening Mammography (DDSM). Opravljen 
je pregled rezultatov v obliki tabele in ovrednoteni so posledični izsledki. Komentirali smo 
prednosti in slabosti različnih metod in predlagali najučinkovitejšo. Razprava in zaključek: 
Zaključimo lahko, da metode, predlagane s strani pregledanih študij zadovoljivo 
interpretirajo sliko pri izbrani bazi mamografskih slik, a ne dosegajo enako konsistentnih 
rezultatov kot zdravniki specialisti. Na podlagi pregledanih raziskav lahko sklepamo, da 
višje rezultate dosegajo segmentacije, ki uporabljajo pri svojem delovanju strojno učenje in 
proces rojenja. Težavo pri doseganju ponovljivih in primerljivih rezultatov študij predstavlja 
uporaba različnih mamografskih slik za analizo in adaptacija nevronskih mrež s strani 
raziskovalcev. Preden se lahko CADe (angl. Computer Aided Detection) metode uvrstijo 
med komplementarne tehnike pri diagnostiki mamografskih slik v sami klinični praksi, je 
potreben nadaljnji razvoj področja in konsistentno doseganje zadovoljivih rezultatov, 
predvsem visokih vrednosti senzitivnosti, točnosti in AUC. 
Ključne besede: Računalniško voden potek diagnoze, mamografija, segmentacija, 
upragovljanje, rast področij, rojenje, strojno učenje, mamografska baza DDSM 
  
  
ABSTRACT 
Introduction: Mammography has become the number one detection method of breast 
cancer in the recent years, especially through various preliminary screening programs. 
Mammogram analysis through computer aided detection has been established as a big aid to 
radiologists in early cancer detection rates. Computer aided detection (CADe) represents a 
segment of Computer aided diagnosis (CAD), both of which employ the methods of machine 
learning in their workings. One of prerequisites for efficient detection of tumor masses is 
adequate segmentation of presented breast tissue. This work is focused mainly on threshhold 
based segmentation, region based segmentation and segmentation based on learning. 
Purpose: We intended to establish the efficiency of segmentation methods and positive 
detection rates used in modern computer aided detection processes. Methods: A descriptive 
method was used to explain the basic concepts of segmentation and detection of cancer tissue 
in CADe methods through extensive study of available material on current research of the 
field in question. The results were presented in a qualitative manner with a commentary on 
efficiency and viability of  methods used. Results: Studies, that tested their segmentation 
and CADe methods on the publicly available database Digital Datbase for Screening 
Mammography (DDSM), were reviewed. We compared selected studies from the field of 
computer aided detection and assesed their efficiency in breast tissue segmentation and 
positive detection rates of cancer mass. Discussion and conclusion: It was concluded that 
CADe methods adequately segment and detect cancer tissue in mammograms, but do not yet 
reach the efficiency of trained radiologists. It is evident that methods employing machine 
learning algorithms and clustering segmentation tend to produce better overall results than 
the rest of reviewed methods. The studied sources suggest there is a lack of uniform, publicly 
accessible mammogram databases that could be used to further research the field with 
practically comparable results. As such, CADe methods and the segmentation processes 
involved show promise in the future of automatic interpretation of mammography screening. 
Keywords: Computer aided detection, segmentation, mammography, thresholding, region 
growth, clustering, machine learning, DDSM database 
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1 UVOD 
Rak dojk je v zadnjih desetletjih postal vedno večji zdravstveni problem tako razvitih, kot 
razvijajočih se držav. Je najpogostejši rak pri ženskah, starejših od 40 let in  velja za enega 
bolj smrtonosnih (Tiedeu et al., 2012). Mamografija se je v zadnjih letih razširila kot 
primarna diagnostična preiskava za detekcijo bolezni dojk, predvsem kot metoda izbora 
presejalnih programov. Mamogram je oblika medicinske slike pridobljene z rentgenskimi 
žarki, ki je primerna za oceno področja samih dojk in regijskih bezgavk pri iskanju malignih 
in benignih tumorjev dojk. Kot dopolnilne tehnike mamografiji se prištevajo tako ultrazvok, 
magnetna resonanca dojk kot punkcijske preiskave. Pri sami interpretaciji mamogramov, 
pravočasnem odkrivanju karcinomov in razlikovanju med benignimi in malignimi 
tumorskimi masami so v veliko pomoč orodja metod Computer Aided Diagnosis (CAD). Še 
posebej pridejo do izraza pri analizi slik dojk zaradi izrazito majhnih velikosti 
mikrokalcinacij in težave pri razlikovanju  normalnega tkiva dojke od patologij (Hela et al., 
2013). Med CAD metode med drugim spadajo tudi segmentacijski algoritmi pri obdelavi 
digitalnih slik. Razdelitev slike v homogene regije tekstur je eden prvih korakov pri 
razumevanju, analizi in poglobljenem vpogledu v dano sliko. Segmentacija je torej postopek 
določitve oznak za vsak slikovni element na sliki, tako da elementi z enako oznako tvorijo 
območje, ki je homogeno glede na določeno lastnost na sliki (Mobahi et al., 2011). Pri 
računalniško zajetih medicinskih slikah detekcija interesnega območja in njegov primeren 
prikaz neposredno narekujeta nadaljni potek diagnoze in posledično zdravljenja pacienta 
(Kumar et al., 2018). V obstoju je več različnih vrst in načinov delovanja segmentacijskih 
metod, v tej nalogi smo osredotočeni na primerjavo delovanja in predvsem natančnosti nekaj 
najpogostejših. Pregledane metode segmentacije in detekcije so bile uporabljene na 
preverjeni in vnaprej obdelani bazi mamografskih slik za pomoč pri računalniško vodenih 
diagnozah Curated Breast Imaging Subset of Digital Database for Screening Mammography 
(CBIS – DDSM), oziroma na prejšni iteraciji omenjene baze, imenovane le Digital Database 
for Screening Mammography (DDSM) (Lee et al. 2017).  
1.1 Teoretična izhodišča 
Segmentacija medicinskih slik kot ena od metod računalniško vodene diagnostike je osnova 
za nadaljnjo obdelavo in analizo. Metode segmentacije se med seboj razlikujejo tako v 
namenu kot delovanju. Poznamo več različnih izrazov vezanih na izbrano temo. V tej nalogi 
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se navezujemo predvsem na: Computer Aided Diagnosis (CADx), Computer Aided 
Detection (CADe), strojno učenje, segmentacija slik, segmentacija z upragovljanjem, 
segmentacija z določanjem območij in segmentacija s pomočjo učenja. 
1.1.1 Računalniško voden potek diagnoze  
CAD oziroma oblike računalniško vodenega poteka detekcije in diagnoze postaja ena 
vodilnih razvojnih področij diagnostične radiologije in analize medicinskih slik. Splošnejša 
uporaba Picture archiving and communications system (PACS) v zdravstvenih ustanovah je 
tekom zadnjih nekaj desetletij omogočila velik napredek in širitev uporabe CAD tehnik. 
CAD je v uporabi predvsem kot pomoč radiologom pri postavitvi diagnoze, tako da oriše 
oziroma označi strukture podobnih značilnosti na sliki, kar je predvsem uporabno pri 
manjših patologijah in takih, ki se od sosednjega tkiva ne razlikujejo v veliki meri. V 
splošnem modernejši CAD sistemi delujejo kot avtomatizacija postopkov segmentacije, 
opredelitve in določanja meja posameznih struktur na sliki in nato klasifikacije omenjenih 
struktur (Rouhi et al., 2014). Namen CAD metod ni nadomestitev zdravnika pri 
diagnosticiranju, marveč so uporabljene kot komplementarne tehnike pri interpretaciji 
medicinskih slik. Končno odločitev pri nadaljnjem poteku zdravljenja ima še vedno 
zdravnik. Retrospektivne študije so pokazale, da ostane zaradi velikega porasta v številu 
mamografskih slikanj prek presejalnih programov in pomanjkanja izurjenih radiologov med 
10% in 30% tumorskih mas spregledanih s strani zdravnikov. CAD tehnike lahko 
zdravnikom omogočijo lažji pregled nad patologijami in jim olajšajo diagnosticiranje lezij, 
ki bi sicer morda ostale neodkrite (Tiedeu et al., 2012). Uveljavitev CAD metod se je pričela 
v šestdesetih letih prejšnjega stoletja, bolj sistematičen razvoj na širši ravni pa se je pričel s 
širitvijo digitalizacije komunikacijskega sistema, arhiviranja in obdelave medicinskih slik 
tekom osemdesetih let prejšnjega tisočletja (Doi K., 2007). Eden od prvih klinično splošno 
uporabljenih algoritmov v klopu CAD metod je bil razvit leta 1998 in sicer za pomoč pri 
analizi rutinskih mamografskih slik. Tekom let so se CAD sistemi izkazali za nadvse 
uporabne in sledila je širitev na skoraj vsa področja diagnostične radiologije, npr.: radiološko 
slikanje prsnih organov, magnetno – resonančne slike (MRI), slike iz področja računalniške 
tomografije (CT) ipd. (Fujita et al., 2008). CAD postopki se ločijo na računalniško vodeno 
detekcijo ali CADe in na računalniško vodeno diagnozo oziroma CADx, pri čemer je CADe 
uporabljen za lokalizacijo interesnih območij, kjer se nahaja patološko tkivo, CADx pa na 
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sliki poleg orisa interesnega območja tkivo tudi klasificira in sicer kot maligno ali benigno 
tvorbo. Oba omenjena procesa omogočata uporabo algoritmov s strojnim učenjem, kjer se 
program na podlagi vnešenih podatkov in parametrov tekom svojega dela uči in prilagaja za 
čim bolj natančno doseganje zahtevanega cilja (Choi et al., 2016). Če posplošimo, se vsak 
CAD postopek v mamografiji sprva začne kot predobdelava mamograma za segmentacijo, 
kamor spada predvsem izboljšava razmerja signal – šum, ločitev objekta od ozadja in 
izboljšave kontrasta, nato sledi sama segmentacija v interesna območja in objekte znotraj 
slike, na koncu pa program, treniran za klasifikacijo mamografskih lezij razdeli mamograme 
med tiste, ki vsebujejo abnormalne tvorbe in tiste, ki jih ne (Dong et al., 2015). V obstoju pa 
so tudi že programi, ki samostojno vključujejo vse prej naštete korake v enem procesu (Li et 
al., 2018). V tej nalogi je v ospredju predvsem segmentacijski del CADe postopka. Trenutni 
trend razvoja na CAD področju v mamografiji stremi k čim bolj natančnemu in 
konsistentnemu načinu prepoznavanja malignega tkiva v dojkah in s tem razbremenitvi dela 
radiologov in posledično manjšanja števila spregledanih patologij pri pacientih. 
1.1.1.1 Strojno učenje 
Strojno učenje je tekom zadnjih nekaj desetletij postalo eno najhitreje se razvijajočih 
znanstvenih področij. Predstavlja eno od oblik umetne inteligence, pri čemer strojno učenje 
v računalniških sistemih omogoča prepoznavo vzorcev na podlagi obstoječih algoritmov in 
baz podatkov z namenom iskanja možnih rešistev danega problema. Drugače rečeno, pri 
strojnem učenju gre za generiranje umetnega znanja na podlagi izkušenj (Simon et al., 2016). 
Vzemimo za primer strojno prepoznavo govora in posledično pretvorbo v pisano besedilo, 
kjer je v program vneseno čim večje število izgovorjav iste besede s strani različnih ljudi, na 
podlagi katerih se program sproti uči prepoznave dane besede. Večkrat kot program 
izgovorjeno besedo sliši, večji bo vzorec s katerim lahko operira. V grobem delimo strojno 
učenje na (Simon et al., 2016): 
 Strojno učenje z nadzorom, kjer je program predhodno naučen oziroma treniran na 
predefinirani bazi vzorčnih podatkov, katere nato uporablja kot osnovo za 
sprejemanje odločitev in doseganje rezultatov. 
 
 Strojno učenje brez nadzora. V tem primeru je spočetka v program vnesena večja 
količina podatkov, algoritem pa je prepuščen samodejnemu procesiranju z namenom 
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iskanja morebitnih vzorcev in odnosov med njimi. V to skupino spadajo tudi postopki 
rojenja podatkov (angl. clustering). 
Strojno učenje dosega dobre rezultate tudi na področju prepoznave vizualnih podatkov 
(Pušnik, 2015). Kot tako ima pomembno vlogo pri interpretaciji medicinskih slik, kjer se v 
sklopu CAD metod v mamografiji uporabljajo predvsem algoritmi strojnega učenja z 
nadzorom. Večina oblik strojnega učenja pogosto uporabljenega v analizi slik so izvedenke 
umetnega nevronskega omrežja oziroma ANN (Artificial Neural Network), prvič 
predstavljenega s strani Kunihiko Fukushime leta 1980. V ANN omrežju med seboj 
komunicira večje število procesorskih enot t.i. nevronov, ki posnemajo delovanje med seboj 
povezanih nevronov v možganih, od koder je omrežje dobilo ime. Nevronska mreža je 
sestavljena iz treh nivojev: vhodnega, skritega in izhodnega. Skriti nivo lahko vsebuje 
poljubno število nevronov, v kolikor je skritih nivojev več, govorimo o globoki nevronski 
mreži oziroma DNN (Deep Neural Network). Vhodni sloj ima toliko nevronov kolikor je 
obravnavanih atributov, izhodni sloj pa vsebuje en nevron za vsak razred klasifikacije (npr.: 
enega za maligno diagnozo in enega za benigno). Rezultat je podan v obliki verjetnosti za 
vsak razred klasifikacije (Pušnik, 2015).  
 
Slika 1: Preprosta nevronska mreža (Pušnik, 2015) 
Z vpeljavo teorije globokega učenja za avtomatsko prepoznavanje značilnosti iz 
podatkovnih nizov z večplastnim pristopom, so aplikacije globokega učenja postale izjemno 
privlačne (Hinton et al., 2006). Pri obdelavi medicinskih slik, natančneje v CADe postopkih 
v mamografiji je v uporabi več iteracij globokega strojnega učenja, na primer model 
strojnega podpornega vektorja (SVM), kjer svojo verzijo predlagajo Dong et al., 2015, 
Ragab et al., 2019 ter Silva et al., 2015. Kot obliko CADe modela predstavijo algoritem 
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CasRF Min et al., 2017, več nivojsko obliko globoke nevronske mreže imenovano  FCN pa 
Zhu et al., 2018. 
1.1.2 Segmentacija slik 
Ustrezno razbiranje informacij in podatkov iz medicinskih slik je eno najpoglavitnejših 
področij tehnologije digitalnih slik. Eden prvih korakov pri razumevanju posamezne slike je 
razpoznavanje njenih sestavnih delov. V praksi nas pogosto ne zanima področje celotne 
slike, marveč le nekateri deli podobnih vidnih lastnosti oziroma posamezna interesna 
območja na sliki, ki pa jih računalniško določimo s pomočjo segmentacije. Postopki 
segmentacije se v zdravstvu uporabljajo v različnih primerih (Yuheng et al., 2017): 
 Pri postopkih definiranja območij patologij: 
Maligne tvorbe, tumorji, ciste, mikrokalcinacije v področju dojk ipd. 
 
 Pri določanju anatomskih struktur in tkiva v telesu: 
Velikost in oblika mišic, kosti, možganov, žilnega sistema ipd.  
 
V preteklih nekaj desetletjih je bilo razvitih mnogo segmentacijskih metod, a za nobeno ne 
moremo reči, da je primerna za segmentacijo vseh vrst slik. Ker vsi segmentacijski algoritmi 
so v določeni meri občutljivi na več karakteristik dane slike, govorimo predvsem o 
prisotnosti šuma na sliki, stopnji osvetlitve, homogenosti ozadja in velikosti preiskovanega 
območja. Tako se segmentacija uporablja za avtomatsko lociranje objektov in določanje 
meja med njimi. Metode segmentacije so procesi označevanja posameznih slikovnih 
elementov oziroma pikslov, tako da si piksli z enako oznako delijo določene vizualne 
karakteristike. (Yong et al., 2004). Rezultati objavljenih primerjav in ocen posameznih 
segmentacijskih postopkov so pogosto težko ponovljivi in primerljivi z ostalimi podobnimi 
primeri, predvsem zaradi manjka točne, standardizirane in preverjene baze podatkov. Veliko 
programov za računalniško vodeno diagnozo in detekcijo je uporabljenih na zasebnih ali 
nepreverjenih bazah slik, kar pa otežuje direktno primerjavo rezultatov med raziskavami in 
njihovo replikacijo. V namen odpravljanja zgoraj omenjenih težav je bila sestavljena 
podatkovna baza CBIS – DDSM. Mamografske slike v njej so ustrezno obdelane in 
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pripravljene na uporabo v raziskavah, interesena območja in patologije na njih pa so 
identificirana in vnaprej označena s strani zdravnikov radiologov (Lee et al., 2017).   
1.1.2.1 Postopki segmentacije z upragovljanjem 
Postopki segmentacije z upragovljanjem (ang. Threshold segmentation method) iščejo 
področja, kjer se sivine pikslov med seboj ločijo. Z metodo upragovljanja na podlagi 
določenga kriterija (histograma sivinskih nivojev) program izbere meje na sivinski skali, 
točke znotraj definiranih mej pripadajo istemu objektu, katerega algoritem nato oriše. V 
primeru bimodalne porazdelitve sivinskih nivojev, določimo prag na minimumu med dvema 
vrhovoma histograma. Končna slika je tako sestavljena iz slikovnih elementov, ki 
predstavljajo črno ali belo barvo. Ločimo dve vrsti segmentacije z upragovljanjem;  
 
 Postopki iskanja globalnih pragov (ang. Global threshold method) 
Metoda globalnega upragovljanja razdeli sliko v ozadje in v interesno področje, loči 
pa ju en sam prag. Na sliki je področje, ki vsebuje piksle, s sivinami pod določenim 
pragom označeno z eno barvo (črno), področje s piksli s sivinskimi nivoji nad 
pragom pa z drugo barvo (belo). Ta metoda je najpogosteje uporabljena pri slikah z 
večinsko homogenim ozadjem. Globalno upragovljanje je v sklopu CADe metod 
uporabljeno predvsem tekom predobdelave slik, kot proces ločitve tkiva dojke od 
ozadja. Primer postopka prikazuje spodnja slika, kjer je na levi originalna slika dojke, 
v sredini določen prag med tkivom in ozadjem in na desni posledična ločitev ozadja 
in dojke. 
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Slika 2: Ločitev tkiva od ozadja z globalnim upragovljanjem (Silva et al., 2015) 
 
 Postopki iskanja lokalnih pragov (ang. Local threshold method) 
Pri tej metodi je slika razdeljena na več podslik z večimi pragovi. Podslike se med 
seboj lahko prekrivajo in morajo biti dovolj velike, da vsebujejo sivinske nivoje, ki 
pripadajo ozadju, kot sivinske nivoje objekta samega. Vsaki podsliki se določi 
histogram sivin in, v kolikor je bimodalen, se določi tudi prag na minimumu med 
dvema vrhovoma. Iskanje lokalnih pragov je uporabljeno pri segmentaciji manjših 
objektov in pri slikah z večinsko nehomogenim ozadjem. 
 
Največja prednost metod upragovljanja je nezahtevnost računalniškega postopka in  hitrost 
same operacije, še posebej pri slikah z veliko razliko v kontrastu med tarčnim področjem in 
ozadjem. Po drugi strani pa so postopki upragovljanja lahko precej nezanesljivi pri obdelavi 
slik z majhno kontrastnostjo in pri slikah z prekrivajočimi se segmenti podobnih ali enakih 
sivinskih nivojev (Yuheng et al., 2017). Segmentacija z upragovljanjem je v okviru CAD 
procesov uporabljena predvsem kot predobdelava mamografskih slik v obliki binarizacije in 
ne kot samostojna tehnika segmentacije. Končni produkt postopka iskanja pragov je namreč 
slika z izrazitejšimi robovi in ostro ločenim ozadjem, kar jo naredi idealno za obdelavo z 
zahtevnejšimi oblikami segmentacije (Tiedeu et al., 2012).  
1.1.2.2 Postopki segmentacije z določanjem območij 
Obravnavamo naslednji obliki segmentacij, ki delujejo po metodi rasti regij: 
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 Postopek z razraščanjem področij (ang. Region Growth Segmenation)  
Pri tej metodi izberemo točko znotraj interesnega področja, algoritem pa to področje 
razširi do robov, ki jih predstavljajo vnaprej definirani kriteriji (sivinska stopnja, 
ujemanje barv, intenziteta ipd.). S to metodo iščemo piksle, ki so si med seboj 
podobni. Pri procesu je potrebna interakcija s strani operaterja, in sicer v obliki 
določitve začetne točke oziroma tako imenovanega »semena«, iz katerega nato 
algoritem sam širi homogeno področje, dokler sosednji slikovni elementi ne 
ustrezajo več nastavljenim kriterijem homogenosti področja, ki pa so lahko na pimer 
intenziteta slikovnih elementov, določen razpon na sivinski lestvici, barva ali oblika. 
Na tej točki se širjenje področja nato ustavi in s tem določi mejo. Proces se ponavlja, 
dokler vsi slikovni elementi na sliki ne pripadajo eni od regij oziroma področij. Ta 
metoda je še posebej občutljiva na šum na sami sliki, kar lahko povzroča motnje v 
izrisu območij, kot so luknje v sami regiji ali celo nepopolna povezanost območja 
(Pham et al., 2000). Prednost tega postopka je v dobri segmentaciji med seboj ločenih 
območij, dobro orisana sklenjena območja in preprost postopek, kjer je potrebna 
predvsem izbira ustreznega semena. Morebitnim napakam v algoritmu se lahko 
operater izogne z določitvijo smeri širjenja območja ali ročno omejitvijo območij 
(Neri et al., 2008). 
 
 
Slika 3: Prikaz segmentacije z povečevanjem območja na primeru 
 postavitve semena na sliki možganovine (Stéphane, 2012) 
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 Postopek segmentacije z razvodnicami (ang. Watershed/Flood Fill Method) 
Pri opisu te metode se ponavadi poslužujemo analogije s polnjenjem globeli oziroma 
doline z vodo, kjer si vrednosti sivin predstavljamo topografsko kot višino reliefa. 
Dno posamezne doline predstavlja lokalni minimum sivinskih nivojev, doline pa so 
ločene med seboj z umetno postavljenimi razvodnicami, ki zadržujejo vodo, katero 
vlijemo v te doline. Z določitvijo višine razvodnic kontroliramo stopnjo 
segmentacije, višja kot je njihova višina, več dolin se zlije skupaj v eno, manjša je 
segmentacija celotnega področja. Prav tako pri tem postopku ni potrebna izbira 
začetnih točk kot pri metodi razraščanja področij. Zaradi velikega vpliva šuma na 
sliki na segmentacijo z razvodnicami je smiselno tarčne slike prej zgladiti in se tako 
izogniti neustrezni segmentaciji (Neri et al., 2008). 
 
Slika 4: Vpliv višine razvodnic (ImageJ, 2014) 
 
Slika 5: Primer segmentacije z razvodnicami (Kumar et al., 2018) 
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Slabost segmentacije z rastjo regij je v potrebi ročnega posega operaterja v samo metodo, 
tako z določitvijo začetne točke širjenja kot z določanjem višine razvodnic, kar še posebej 
pride do izraza pri obdelavi večjega števila slik (Pham et al., 2000). Kljub temu pa obstajajo 
naprednejše metode razraščanja regij, ki že vsebujejo samodejno generiranje semen na 
podlagi optimalnih pragov med sivinskimi nivoji na sliki. Te procese lahko že uvrščamo 
med hibridne oblike segmentacije na podlagi učenja (Punitha et al., 2018).  
1.1.2.3 Postopki segmentacije z učenjem  
Naslednja segmentacija uporablja pri svojem delovanju princip rojenja (ang. Clustering) in 
spada pod oblike strojnega učenja. Pri tej segmentaciji slikovnega prostora so uporabljene 
skupne značilnosti oz. podobnosti med objekti (segmenti na sliki) po kriteriju, ki jih kot 
spremenljivke vnese v algoritem operater. Algoritem nato razdeli objekte v različne 
podrazrede, glede na razvrščenost po vnaprej postavljenem kriteriju, tako da postavi skupaj 
objekte, ki so si čim bolj podobni, in objekte, ki so si čim manj podobni. Rezultat je slika 
razdeljena v več rojev oziroma območij (Yuheng, Hao, 2017). 
 
Slika 6: Primer segmentacije z rojenjem na sliki dojke v CC projekciji  (Silva et al., 2015) 
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 Za razliko od prej predstavljenih oblik segmentacij, tu namesto direktne segmentacije 
interesnega območja glede na podobnosti v intenziteti, topografiji ali morfoloških lastnostih, 
program poišče in segmentira objekt sam, glede na prej vnesene parametre. Postop poteka 
tako, da se v program vnese več interesnih območij mamografskih slik tako normalnih, 
zdravih dojk, kot dojk z znanimi tumorskimi tvorbami oziroma mikrokalcinacijami. Namen 
je program naučiti poiskati interesno območje na mamogramu in oceniti, ali gre za zdravo 
ali patološko tkivo. Problem pri tem predstavljajo predvsem velike variacije v velikosti in 
obliki dojk, pretežno homogeno tkivo na sliki in dejstvo, da zdravo tkivo večinsko prevladuje 
nad nezdravim, kar otežuje postopek pravilne klasifikacije območja dojke s strani programa 
(Min et al., 2017). Delovanje različnih segmentacijskih algoritmov, ki delujejo po principu 
učenja, se lahko med seboj precej razlikuje in je namensko prilagojeno potrebam, vsebuje 
lahko oblike več vrst segmentacij, ki delujejo zaporedno glede na potrebe in želen rezultat. 
Primer adaptiranih modelov segmentacij na podlagi učenja v sklopu delovanja globokih 
nevronskih mrež predlagajo tudi Zhu et al., 2018, Ragab et al. 2019 in Silva et al., 2015. 
Prednost segmentacije z učenjem je predvsem v delovanju, kjer po začetni kalibraciji procesa 
operaterju ni potrebno vec posegati v postopek do samega konca segmentacije, kar pa je še 
posebej uporabno pri obdelavah večje količine slik.   
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2 NAMEN 
Namen diplomske naloge je ugotoviti, katera izmed izbranih oblik segmentacije v sklopu 
metod računalniško vodene detekcije najbolj ustrezno segmentira sliko pri izbrani bazi 
mamografskih slik. Zanimalo nas je kako se primerjajo metode računalniško vodene 
diagnoze z izšolanimi zdravniki, in kako učinkovite so pri tem uporabljene metode 
segmentacije.  
Na podlagi pregleda literature smo si zastavili naslednja raziskovalna vprašanja: 
V1: Katera od oblik segmentacije najprimerneje segmentira mamografsko sliko? (Milič) 
V2: Katere oblike strojnega učenja v sklopu CADe metod so najučinkovitejše? (Cvar) 
V3: Ali so CADe metode primerne za klinično uporabo? (Cvar, Milič) 
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3 METODE DELA 
Pri pisanju diplomske naloge je bila uporabljena metoda deskripcije pri opisovanju pojmov 
in metoda kompilacije pri uporabi izpiskov, navedb in citatov drugih avtorjev. Slednje je 
bilo uporabiljeno predvsem za proučevanje teorije in praktičnih zapisov iz uporabljene 
literature. Literatura v slovenskem in angleškem jeziku je bila iskana v podatkovnih bazah 
COBISS, ScienceDirect, ResearchGate, Google Scholar ter bazi knjižnice Zdravstvene 
fakultete. Uporabljeni so bili predvsem viri, ki celovito obravnavajo vsaj en vidik izbrane 
tematike.  
Izključitveni kriteriji pri izbiri študij so bili: 
 ocena postopkov, ki klasificirajo tumorske mase dojk v maligne in benigne, 
 nedostopnost besedila v slovenskem ali angleškem jeziku, 
 primerjava segmentacije kot samostojnega postopka, brez uporabe CADe metod, 
 uporaba parametrov za merjenje rezultatov, ki niso opisani v tej nalogi. 
V drugem delu je na podlagi knjižnih virov opravljen kvalitativni pregled gradiva z 
namenom primerjave načinov segmentacije in detekcije interesnih področij na 
mamografskih slikah v izbrani bazi mamografskih slik. Pregledane so bile študije, ki so pri 
svojih segmentacijah in nadaljnih obdelavah slik uporabile javno dostopno bazo 
mamogramov DDSM, kot eno najpogosteje uporabljenih zbirk slik za namen procesiranja 
slik raka dojk. Cilj je bil pridobiti kar se da ustrezno, natačno in uniformno primerjavo 
različnih avtomatskih detekcij interesnih območij.   
Čeprav je segmentacija v celotnem postopku CAD obdelave slik le vmesni korak, predstavlja 
poleg izbire detekcijskega in klasifikacijskega algoritma najbolj pomemben del procesa. 
Namreč sposobnost algoritma, da izbere in označi interesna območja na sliki je v veliki meri 
odvisna od načina segmentiranja slike. Izbrane študije se med seboj razlikujejo predvsem v 
načinih predobdelave slik, medtem ko se pogosto poslužujejo podobnih načinov avtomatske 
detekcije tkiva, pri čemer imajo velik vpliv na končne rezultate tudi posegi avtorjev v  
delovanja uporabljenih algoritmov strojnega učenja. 
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3.1   Baza mamografskih slik DDSM 
DDSM  je javno dostopna baza mamografskih slik, zbrana na pobudo ameriške vlade v 
sodelovanju z Massachusetts General Hospital, Wake Forest University School of Medicine, 
Sacred Heart Hospital, Washington University of St Luis School of Medicine in končana 
leta 1997. Vsebuje 2620 digitaliziranih mamogramov, narejenih na film, na katerih so 
prikazane  mikrokalcinacije in tumorske mase različnih stopenj po BI – RADS (Breast 
Imaging Reporting and Data System) klasifikaciji. Omenjeno patološko tkivo je na 
posamezni sliki označeno in klasificirano s strani zdravnikov radiologov in tako služi kot 
dobra osnova za primerjavo točnosti različnih načinov iskanja rakastega tkiva na 
mamografskih slikah (Lee et al., 2017).  
Leta 2017 je izšla najnoveša iteracija DDSM baze imenovana CBIS – DDMS ( ang. Curated 
Breast Imaging Subset of DDSM), v kateri so slike, prilagojene modernim standardom 
obdelave v obliki DICOM formata. Interesna območja dojk so prav tako ponovno pregledana 
s strani radiologov in po potrebi popravljena. Vsebuje 753 slik mikrokalcinacij in 891 
primerov tumorskih mas (Ragacadb et al., 2019). 
DDSM je uporabljena predvsem kot podlaga za raziskave na področjih procesiranja, analize, 
segmentacije in klasifikacije mamografskih slik. Ker mnogo študij na tem področju za 
obdelavo uporablja slike iz privatnih zbirk, sta ponovljivost in preverljivost omenjenih študij 
zelo oteženi. Tu nastopi glavna prednost DDSM baze pred podobnimi zbirkami 
mamografskih slik in sicer njena javna dostopnost, število zbranih slik, uniformnost in s 
strani zdravnikov označena interesna področja, kar omogoča natančno preverljivost in 
direktno primerjavo rezultatov raziskav.  
3.2 CADe postopek 
Računalniško voden potek detekcije, uporabljen v pregledanih študijah je deloval v 
naslednjih fazah:  
 Predobdelava  
Pridobljeno mamografsko sliko je potrebno pripraviti za nadaljnjo obdelavo. Sprva 
se prilagodi velikost same slike. Čeprav manjša velikost slike bistveno skrajša čas 
procesiranja, ne smemo pozabiti na možnost izgube podatkov pri prevelikih 
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pomanjšavah. K predobdelavi spadajo tudi manjšanje šuma na sliki, ločitev same 
dojke od ozadja slike, odstranitev artefaktov in selektivne izboljšave kontrasta. 
Omenjeno prispeva k bolj natančni segmentaciji detekcijskega programa v sklopu 
CADe postopka (Silva et al., 2015).  
 
 Segmentacija 
Sledi proces segmentacije slike z izbranim segmentacijskim postopkom. Študije se 
poslužujejo različnih segmentacijskih metod, ponekod jih je uporabljenih več, kjer si 
segmentacije zaporedno sledijo, kot so storili na primer v (Ragab et al., 2019). Isti 
algoritem, ki je namenjen detekciji tumorskih mas, je lahko uporabljen tudi za 
segmentacijo slike. Nekatere študije tako združijo postopek segmentacije in detekcije 
interesnih območij v en operacijski nivo, kot so na primer dosegli (Zhu et al., 2018) 
z združitvijo dveh nevronskih mrež. Končni produkt segmentacije je slika, razdeljena 
na regije s podobnimi lastnostmi (Silva et al., 2015). 
 
 Detekcija 
Segmentirana slika prikazuje regije, ki vsebujejo zdravo tkivo kot regije, kjer se 
nahaja bolezensko tkivo. Zadnji korak v CADe procesu je uporaba strojnega učenja 
pri prepoznavanju regij s patološkim tkivom in posledičnem orisu oziroma izrezu 
interesnih območij. V ta namen se večinoma uporablja razne iteracije nevronskih 
mrež, kot na primer CNN, FCN, DNN, CasR, z metodo podpornih vektorjev SVM 
ipd. Izbrani algoritem se pripravi na detekcijo tako, da se mu posreduje čim večji 
sklop predobdelanih slik, na katerih so jasno označena tako zdrava, kot bolezenska 
območja na dojki. Ta proces imenujemo učenje algoritma. Sledi faza testiranja, kjer 
se v naučeni algoritem vnese nov sklop slik, na katerih program samostojno označi 
bolezensko tkivo. Učinkovitost delovanja se izmeri tako, da se primerja površina 
bolezenskega tkiva, ki ga je orisal program s površino orisano s strani zdravnikov 
(Sampaio et al., 2011). 
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Slika 7: Shematični prikaz primera CADe postopka (Cvar, Milič, 2019) 
 
Slika 8: Prikaz vmesnih faz in končnega rezultata CADe postopka (Silva et al., 2015) 
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Zgornja slika prikazuje primer računalniško vodene detekcije bolezenskega tkiva na sliki 
dojke v MLO projekciji z uporabo strojnega učenja:  
a) Prikaz dojke z lokalizacijo lezije, označene s strani zdravnika,  
b) prvi korak predobdelave, kjer so odstranjena območja izven interesnega področja 
dojke. Sem spadajo področje pektoralne mišice, skrajni robovi slike, ozadje in 
oznake na mamogramu,  
c) drugi korak predobdelave vključuje prilagoditev kontrasta slike,  
d) sledi sama segmentacija slike, v tem primeru z metodo rojenja. Postavljeni kriteriji 
za določitev območij so maksimalna, minimalna velikost in oblika regij,  
e) detekcija bolezenskega tkiva in eliminacija območij ki vsebujejo zdravo tkivo 
oziroma tkivo, ki ne ustreza kriterijem detekcijske metode,  
f) končni produkt CADe postopka, orisano bolezensko tkivo primerjano z prvotnim 
orisom s strani radiologa. 
3.3  Vrednotenje postopkov segmentacije in detekcije 
Učinkovitost segmentacije in detekcije interesnih regij je merjena z večimi orodji, ki merijo 
različne lastnosti postopka. Za njihovo interpretacijo je potrebno razumevanje naslednjih 
parametrov: 
 
Tabela 1: Kontingenčna tabela z razlago parametrov (Cvar, Milič, 2019) 
Referenčne vrednosti predstavlja oris bolezenskega tkiva s strani zdravnika radiologa. 
 TP: resnično pozitivno (True Positive);  pravilno zaznano bolezensko tkivo 
FP + TNTP + FN NSKUPAJ
DETEKTOR
TP + FP
FN + TN
PRAVILNA 
DETEKCIJA
NEPRAVILNA 
DETEKCIJA
ZDRAVO BOLANO
SKUPAJTKIVO
TNFN
TP FP
18 
 TN: resnično negativno (True Negative); pravilno zaznano zdravo tkivo 
 FP: napačno pozitivno (False Positive); napačno zaznano bolezensko tkivo; »lažni 
alarm« 
 FN: napačno negativno (False Negative); napačno zaznano zdravo tkivo; zgrešitev 
(Žibert, 2018) 
Študije se poslužujejo različnih metod vrednotenja algoritmov, kjer lahko v svoje rezultate 
vključijo poljubno število parametrov učinkovitosti.  
3.3.1 Senzitivnost  
Senzitivnost segmentacijskega postopka je izražena kot sposobnost pravilne detekcije 
bolezenskega tkiva v dojki. Izračuna se po enačbi: 
 
3.3.2 Specifičnost 
Specifičnost meri, kako uspešno postopek zazna zdravo tkivo dojke. Izražena je z enačbo: 
 
3.3.3 Točnost 
Ustrezno detekcijo tako zdravega kot bolezenskega tkiva na mamografskih slikah izraža 
točnost. Izračuna se jo z enačbo: 
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3.3.4 ROC in AUC 
ROC (Reciever operating characteristic curve) je krivulja odvisnosti specifičnosti in 
senzitivnosti pri vseh mejnih vrednostih klasifikacijskega modela (Žibert, 2018). AUC (Area 
under the ROC Curve) pa predstavlja ploščino pod ROC krivuljo. Bližje kot je področje 
vrednosti 1.0 oziroma hitreje kot se krivulja dvigne proti levemu zgornjemu kotu grafa, bolj 
zanesljiv je postopek in bližje kot je področje v sredini grafa in vrednosti 0.5, bolj je 
nezanesljiv (Dong et al., 2015). Spodnja slike prikazuje tri različne ROC krivulje pri 
detekciji malignega tkiva na treh različnih slikovnih sistemih v primerjavi z histopatološkimi 
raziskavami istega tkiva. Največjo AUC vrednost ima tomosinteza dojk, najmanjšo pa 
digitalna mamografija. (Roganovic et al., 2015).  
 
Slika 9: AUC krivulja pri primerjavi mamografije, magnetne resonance dojk in tomosinteze dojk (Roganovic et al., 2015) 
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4 REZULTATI 
Rezultati so podani v obliki tabele, v kateri so predstavljeni parametri izbranih študij, 
relevantni za našo nalogo. Sledi razlaga rezultatov na podlagi dela avtorjev. 
4.1 Primerjava segmentacij 
 
Tabela 2: Tabela rezultatov meritev (Cvar, Milič, 2019) 
Vrednosti predstavljajo primerjavo ploščin področja dojke, orisanega s strani detektorja in 
področja, ki ga je orisal zdravnik specialist, pri čemer se meri natančnost orisa v slikovnih 
elementih slike. Pri tem je tekom postopka pomembna sposobnost detektorja, da ustrezno 
loči patološko tkivo od zdravega, preden področje oriše. Končne vrednosti predstavljajo 
ustrezno orisana področja bolezenskega tkiva dojk na testnih mamogramih. Ragab et al. 
(2019) so kot detektor uporabili metodo podpornih vektorjev (SVM) na podlagi hibridne 
segmentacije z upragovljanjem in povečevanjem območij. Na 3691 slikah za učenja 
postopka in 1581 testnih slikah so dosegli velikost področja pod ROC krivuljo 88% s 
točnostjo 80,5% pri 77,4% senzitivnosti in 84,2% specifičnosti. Sampaio et al. (2011) pri isti 
bazi mamografskih slik in njihovi verziji SVM detektorja bolezenskega tkiva dosegajo AUC 
vrednosti 87% s točnostjo 84,6% pri 80% senzitivnosti in 85,6% specifičnosti. Uporabili so 
adaptirano upragovljanje kot metodo segmentacije slike, za učenje in testiranje CADe 
detektorja so uporabili 623 mamografskih slik. Polno konvolucijsko mrežo (FCN) so pri 
testiranju uporabili Zhu et al. (2018). Metoda segmentacije je bila povečevanje območij, pri 
uporabi 84 slik za treniranje in 87 za testiranje algoritma so dosegli AUC vrednost 91%. Min 
et al. (2017) se poslužujejo oblike nevronske mreže CasRF, z katero so dosegli AUC 
vrednost 99% pri merjenju učinkovitosti detektorja z senzitivnostjo metode 77%. Uporabili 
so 39 slik za učenje in 40 slik za testiranje svoje metode. Postopek segmentacije tkiva je bil 
opravljen z metodo rojenja. Agarwal et al. (2019) so segmentirali z metodo povečevanja 
Avtor Segmentacija št. učnih/testnih slik Specifičnost Senzitivnost Točnost AUC Detektor
Ragab et al.
Upragovljanje in
Povečevanje območij 3691/1581 0,842 0,774 0,805 0,88 SVM
Sampaio et al. Upragovljanje 623/623 0,856 0,8 0,846 0,87 SVM
Min et al. Rojenje 39/40 / 0,77 / 0,99 CasRF
Silva et al. Rojenje 497/100 0,822 0,923 / 0,8 SVM
Zhu et al. Povečevanje območij 84/87 / / / 0,91 FCN
Agarwal et al. Povečevanje območij 1231/361 / / 0,888 / CNN
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področij, pri uporabi oblike konvolucijske nevronske mreže (CNN). Na podlagi 1231 učnih 
slik in 361 testnih slik so dosegli točnost klasifikacije v 88,8%. Silva et al. (2015) so kot 
detektor uporabili algoritem na podlagi metode podpornih vektorjev, pri čemer so slike 
segmentirali z metodo rojenja in dosegli vrednosti področja pod ROC krivuljo 80%. 
Senzitivnost izbrane metode je bila 92,3%, specifičnost pa 82,2%. Za učenje detektorja so 
uporabili 497 slik, za testiranje pa 100. 
5 RAZPRAVA 
Z večanjem potrebe po interpretaciji vedno večjega števila mamografskih slik se povečuje 
pritisk na radiologe. Eden od načinov lajšanja delovnega nabora zdravnikov in posledično 
manjšanje števila spregledanih bolezenskih mas pri pacientih, je postopno uvajanje metod 
računalniško vodene diagnoze. Kljub temu da CAD metode zaenkrat še niso v splošni 
klinični rabi, pospešen razvoj področja v zadnjih letih dosega že precej dobre rezultate pri 
vizualni interpretaciji mamogramov. Cilj je uveljavitev CAD metod kot sekundarnih 
oziroma komplementarnih tehnik pri vrednotenju mamografskih slik in ne nadomestitev 
zdravnika specialista.  
Osnovo za natančno klasifikacijo vizualnih informacij na sliki s strani CAD algoritmov 
oziroma prilagojenih nevronskih mrež predstavlja ustrezna segmentacija slike dojke. 
Segmentacija lahko poteka na več različnih načinov opisanih v tej nalogi. Po zbranih 
rezultatih sodeč, so natančnosti primerjanih metod dokaj primerljive. V kolikor vzamemo 
AUC vrednost kot poglaviten parameter pri celostni oceni učinkovitosti detekcije, lahko 
rečemo, da je najučinkovitejša metoda predstavljena s strani Min et al. (2017), in najmanj 
učinkovita metoda tista, ki so jo uporabili Silva et al. (2015). Ker je pri interpretaciji 
mamografskih slik predvsem pomembno odkritje bolezenskega tkiva, kar je tudi namen 
presejalnih programov, ki največ doprinašajo k povečavi števila slik, je pri merjenju 
rezultatov eden pomembnejših parametrov senzitivnost metode. Senzitivnost v tem primeru 
ponazarja sposobnost algoritma, da pravilno klasificira bolezensko tkivo, kot bolezensko in 
ne kot zdravo. Specifičnost je sposobnost pravilne detekcije zdravega tkiva. Manjša 
specifičnost v postopku postavitve diagnoze torej predstavlja manjši problem kot manjša 
senzitivnost, kajti potencialno spregledana patologija lahko narekuje večje težave za 
pacienta kot označitev tkiva za patološko, medtem ko je v resnici zdravo. Po tem lahko 
sklepamo, da kljub temu, da metoda, kot jo predstavijo Min et al. (2017) dosega izredno 
visoko AUC vrednost, opravi to pri relativno nizki senzitivnosti, po čemer lahko sklepamo, 
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da je metoda v testni fazi zgrešila 23% bolezenskega tkiva. Medtem ko Silva et al. (2015) 
uporabijo metodo, pri kateri dosegajo visoko senzitivnost (92.3%) in manj visoko AUC 
vrednost (80%), lahko povzamemo, da je njihova metoda zelo uspešna pri detekciji 
bolezenskega tkiva, a manj uspešna pri natančnosti določanja območja. Sklepamo lahko tudi, 
da na učinkovitost ustreznega orisa interesnega območja vplivata tako število slik, 
uporabljenih za treniranje izbrane metode strojnega učenja, kot faktor pomanjšave slik, saj 
se z manjšanjem števila slikovnih elementov na sliki manjša tudi število informacij, ki jih 
slika zajema.  
Eden od večjih problemov pri primerjavi CAD metod v mamografiji je relativna neenotnost 
testirnega materiala. Čeprav so v obstoju javno dostopne baze slik, kot na primer DDSM in 
MIAS, so predstavljene v različnih formatih, pregledane s strani različnih radiologov in 
pridobljene na različne načine. Slike v DDSM bazi so digitalizirane slike folja – film 
mamogramov, medtem ko MIAS vsebuje mamograme pridobljene z digitalno mamografijo. 
Predvsem pa si za potrebe testiranja CAD algoritmov raziskovalci izberejo tako različno 
število mamografskih slik, kot je tudi izbor drugačen od študije do študije. Ponekod so iz 
baze vzete slike naključno, ponekod se začne izbor na začetku baze, ipd. Prav tako je število 
izbranih slik neposredno odvisno tudi od strojne moči računalniške opreme, ki je na 
razpolago raziskovalcem. Vse našteto botruje rezultatom, ki so težko v celoti ponovljivi in 
služijo predvsem kot smernice oziroma oris izbranega CAD postopka ter kot osnova za 
nadaljnje prilagajanje protokolov. 
Na podlagi rezultatov lahko sklepamo, da CADe tehnike v veliki meri dokaj uspešno 
segmentirajo in zaznajo patološko tkivo dojke. Dokler rezultati ne bodo konsistentno v 
sprejemljivih merah, lahko predvidevamo, da ne bodo uporabljene v klinični praksi kot 
pomoč pri diagnosticiranju pacientov. Število študij na izbrano temo se iz leta v leto 
povečuje, delno zaradi privlačnosti tematike, kot tudi eksponentnega razvoja na področju 
strojnega učenja in povečevanja računske zmogljivosti računalnikov.  
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6 ZAKLJUČEK 
Namen diplomskega dela je bil pregled področja tehnik računalniško vodene diagnostike in 
primerjava točnosti segmentacije in detekcije bolezenskega tkiva dojke. Zaključimo lahko, 
da metode, predlagane s strani pregledanih študij zadovoljivo interpretirajo sliko pri izbrani 
bazi mamografskih slik, a ne dosegajo enako konsistentnih rezultatov kot zdravniki 
specialisti. Na podlagi pregledanih študij, lahko sklepamo, da višje rezultate dosegajo 
segmentacije, ki uporabljajo pri svojem delovanju strojno učenje in proces rojenja. Preden 
se lahko CADe metode uvrstijo med komplementarne tehnike pri diagnostiki mamografskih 
slik v sami klinični praksi, je potreben nadaljnji razvoj področja in konsistentno doseganje 
zadovoljivih rezultatov, predvsem visokih vrednosti senzitivnosti, točnosti in AUC.  
Samo raziskavo in pregled območja bi bilo možno dopolniti s širšim naborom izbranih študij, 
poenotenimi parametri merjenja učinkovitosti metod samih in izbero študij, ki pri svojem 
raziskovanju uporabljajo povsem enak model strojnega učenja. Pri tem pa predstavlja težavo 
predvsem uporaba neenotne baze slik za primerjavo in adaptacija nevronskih mrež s strani 
raziskovalcev, kar botruje težko ponovljivim in primerljivim študijam.  
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