Abstract. Random projection methods give distributions over k × d matrices such that if a matrix Ψ (chosen according to the distribution) is applied to a vector x ∈ R d the norm of the resulting vector, Ψx ∈ R k , is up to distortion equal to the norm of x w.p. at least 1 − δ. The Johnson Lindenstrauss lemma shows that such distributions exist over dense ma-
Introduction
The application of various random matrices has become a common method for accelerating algorithms both in theory and in practice. These procedures are commonly referred to as random projections. The critical property of a k × d random projection matrix, Ψ , is that for any vector x the mapping x → Ψx is such that (1 − ε) x 2 ≤ Ψx 2 ≤ (1 + ε) x 2 with probability at least 1 − δ for specified constants 0 < ε < 1/2 and 0 < δ < 1. The name random projections was coined after the first construction by Johnson and Lindenstrauss in [1] who showed that such mappings exist for k ∈ O(log(1/δ)/ε 2 ). Since Johnson and Lindenstrauss other distributions for random projection matrices have been discovered [2, 3, 4, 5, 6] . Their properties make random projections a key player in rank-k approximation algorithms [7, 8, 9, 10, 11, 12, 13] , other algorithms in numerical linear algebra [14, 15, 16] , compressed sensing [17, 18, 19] , and various other applications, e.g, [20, 21] .
As a remark, random projections are usually used as an approximate isometric mapping from R d to R k for n vectors x 1 , . . . , x n . By preserving the length of all n 2 distance vectors x = x i − x j the entire metric is preserved. Taking δ = 1 2 n 2 −1 yields this w.p. at least 1/2 due to the union bound. The resulting target dimension is k = O(log(n)/ε 2 ). Considering the usefulness of random projections it is natural to ask the following question: what should be the structure of a random projection matrix, Ψ , such that mapping x → Ψx would require the least amount of computational resources? A naïve construction of a k × d unstructured matrix Ψ would result in an O(kd) application cost.
In [22] 3 ). Matousek in [6] generalized the sparse projection process and showed that if the ∞ norm of all the input vectors is bounded from above by η, they can be projected by a sparse matrix, Ψ , whose entries are nonzero with probability max(ckη 2 , 1) for some constant c. The number of nonzeros in Ψ is therefore O(k 2 dη 2 ), with high probability. The concentration analysis is done for i.i.d. entries drawn from distributions satisfying mild assumptions.
Recently, Ailon and Liberty [23] improved the running time to O(d log(k)) for k ≤ d 1/2−ζ for any arbitrarily small ζ. They replaced the sparse i.i.d. projection matrix, Ψ , with a deterministic dense code matrix, A, composed with a random ±1 diagonal matrix 2 , D s . They showed that a careful choice of A results in AD s being a good random projection for the set of vectors such that
Here, we analyze this result for general k × d deterministic matrices. Our concentration result is very much in the spirit of [23] . We claim that any column normalized matrix A can be identified with a set χ ⊂ R d such that for x chosen from χ, AD s constitutes a random projection w.h.p. The set χ can be thought of as the "good" set for AD s . We study a natural tradeoff between the possible computational efficiency of applying A and the size of χ: the smaller χ is, the faster A can be applied 3 . We examine the connection between A and χ in Section 2. The set χ should be thought of as a prior assumption on our data, which may come, for example, from a statistical model generating the data. Table 1 . Types of k × d matrices and the subsets χ of R d for which they constitute a random projection. The meaning of the norm · A is given in Definition 2. The top two rows give random dense matrices, below are random i.i.d. sparse matrices, and the last three are deterministic matrices composed with random ±1 diagonals.
The rectangular
k × d matrix A Application time x ∈ χ if Johnson, Lindenstrauss [1] Random k dimensional subspace O(kd) x ∈ R d Various Authors [2,4,5,6] Dense i.i.d. entries Gaussian or ±1 O(kd) x ∈ R d Ailon, Chazelle [22] Sparse Gaussian distributed entries O(k 3 ) x ∞ x 2 = O((d/k) −1/2 ) Matousek [6] Sparse sub-Gaussian symmetric i.i.d. entries O(k 2 dη 2 ) x ∞ x 2 ≤ η
General rule (This work)

Any deterministic matrix
We propose in Section 3 a new type of fast applicable matrices and in Section 4 explore their corresponding χ. These matrices are constructed using tensor products and can be applied to any vector in 
Norm Concentration and χ(A, ε, δ)
We compose an arbitrary deterministic d × d matrix A with a random sign diagonal matrix D s and study the behavior of such matrices as random projections. In order for AD s to exhibit the property of a random projection it is enough for it to approximately preserve the length of any single unit vector x ∈ R d with high probability:
Here D s is a diagonal matrix such that D s (i, i) are random signs (i.i.d. ±1 w.p. 1/2 each), 0 < δ < 1 is a constant acceptable failure probability, and the constant 0 < ε < 1/2 is the prescribed precision. Note that we can replace the term AD s x with AD x s where D x is a diagonal matrix holding on the diagonal the values of 
If we set k = 33 log(1/δ)/ε 2 (for log(1/δ) larger than a sufficient constant) and set σ ≤ k −1/2 , (1) follows from (3). Moreover μ depends on ε such that the condition ε > 2|1 − μ| is met for any constant ε (given log(1/δ) > 4). This can be seen by
is sufficient for the projection to succeed w.h.p. This naturally defines χ. 
Definition 2. For a given matrix
A ∈ R k×d we define the vector pseudonorm of x ∈ R d with respect to A as x A ≡ AD x 2→2 where D x is a diagonal matrix such that D x (i, i) = x(i). Remark: If no column of A has norm zero · A induces a proper norm on R d .
Definition 3. We define χ(A, ε, δ) as the intersection of the Euclidian unit sphere and a ball of radius
Proof. For any x ∈ χ, by Definition 3,
The lemma follows from substituting the value of σ into Equation (3).
It is convenient to think about χ as the "good" set of vectors for which AD s is length preserving with high probability. En route to explore χ(A, ε, δ) for lean Walsh matrices we first turn to formally defining them.
Lean Walsh Transforms
The lean Walsh Transform, similar to the Walsh Transform, is a recursive tensor product matrix. It is initialized by a constant seed matrix, A 1 , and constructed recursively by using Kronecker products A = A 1 ⊗ A −1 . The main difference is that the lean Walsh seeds have fewer rows than columns. We formally define them as follows: The following are examples of seed matrices:
These examples are a part of a large family of possible seeds. This family includes, amongst other constructions, sub-Hadamard matrices (like A 1 ) or sub-Fourier matrices (like A 1 ). A simple construction is given for possible larger seeds. For clarity, we demonstrate Fact 3 for A 1 (Equation (6)):
Remark 1. For the purpose of compressed sensing, an important parameter of the projection matrix is its Coherence. The Coherence of a column normalized matrix is simply the maximal inner product between two different columns. The Coherence of a lean Walsh matrix is equal to the coherence of its seed and the seed coherence can be reduced by increasing its size. For example, the seeds described in Fact 1, of size r by c = r + 1, exhibit coherence of 1/r.
In what follows we characterize χ(A, ε, δ) for a general lean Walsh transform by the parameters of its seed. The abbreviated notation, A, stands for A of the right size to be applied to x, i.e., = log(d)/ log(c). Moreover, we freely use α to denote the skewness log(r)/ log(c) of the seed at hand.
An p Bound on · A
After describing the lean Walsh transforms we turn our attention to exploring their "good" sets χ .We remind the reader that
The size of A is r × c . Since the running time is linear, we can always pad vectors to be of length c without effecting the asymptotic running time. From this point on we assume w.l.o.g d = c for some integer .
= max
The transition from the second to the third line follows from Hölder's inequality for dual norms p and q, satisfying 1/p + 1/q = 1. We now compute A 
In order to use the theorem, let us compute A 
where k = O(log(1/δ)/ε 2 ) and α is the skewness of A, α = log(r)/ log(c) (r is the number of rows, and c is the number of columns in the seed of A).
Proof. We combine the above and use the duality of p and q:
The desired property,
Remark 2.
Consider a different family of matrices containing d/ d copies of a d × d identity matrices concatenated horizontally. Their spectral norm is the same as that of lean Walsh matrices and they are clearly row orthogonal and column normalized. Considering p → ∞ they require the same ∞ constraint on x as lean Walsh matrices do. However, their norm as operators from 2 to 2q ,for q larger than 1 (p < ∞), is large and fixed, whereas that of lean Walsh matrices is still arbitrarily small and controlled by the size of the their seed.
Controlling α and Choosing R
We see that increasing the skewness of the seed of A, α, is beneficial from the theoretical stand point since it weakens the constraint on x 2p . However, the application oriented reader should keep in mind that this requires the use of a larger seed, which subsequently increases the constant hiding in the big O notation of the running time.
Consider the seed constructions described in Fact 1 for which r = c − 1. Their skewness α = log(r)/ log(c) approaches 1 as their size increases. Namely, for any positive constant ζ there exists a constant size seed such that 1 − 2ζ ≤ α ≤ 1.
Lemma 4. For any positive constant ζ > 0 there exists a lean Walsh matrix,
A, such that:
Proof. Generate A from a seed such that its skewness α = log(r)/ log(c) ≥ 1−2ζ and substitute p = ∞ into the statement of Lemma 3.
The skewness α also determines the minimal dimension d (relative to k) for which the projection can be completed in O(d) operations. The reason being that the vectors z = AD s x must be mapped from dimension
operations. This can be done using Ailon and Liberty's construction [23] 
Comparison to Sparse Projections
Sparse random ±1 projection matrices were analyzed by Matousek in [6] . For completeness we restate his result. Theorem 4.1 in [6] (slightly rephrased to fit our notation) claims the following: 
Let k be C 1 log(1/δ)/ε 2 for a sufficiently large C 1 . Draw the matrix elements of
For any
With constant probability, the number of nonzeros in Ψ is O(kdq) = O(k 2 dη 2 ) (since ε is a constant log(1/δ) = O(k)). In the terminology of this paper we say that for a sparse Ψ containing O(k 2 dη 2 ) nonzeros on average (as above)
. A lower bound on the running time of general dimensionality reduction is at least Ω(d). Our analysis shows that the problem of satisfying the condition Φx ∈ χ (via a Euclidean isometry Φ) is at least as hard. Indeed, a design of any such fast transformation, applicable in time T (d), would imply a similar upper bound for general dimensionality reduction. We claim that lean Walsh matrices admit a strictly larger χ than that of sparse matrices which could be applied in the same asymptotic complexity. 
Conclusion and Work in Progress
We have shown that any k × d (column normalized) matrix, A, can be composed with a random diagonal matrix to constitute a random projection matrix for some part of the Euclidean space, χ. Moreover, we have given sufficient conditions, on x ∈ R d , for belonging to χ depending on different 2 → p operator norms of A T and p norms of x. We have also seen that lean Walsh matrices exhibit both a "large" χ and a linear time computation scheme which outperforms sparse projective matrices. These properties make them good building blocks for the purpose of random projections.
However, as explained in the introduction, in order for the projection to be complete, one must design a linear time preprocessing matrix Φ which maps all vectors in R d into χ (w.h.p.). Achieving such distributions for Φ would be extremely interesting from both the theoretical and practical stand point. Possible choices for Φ may include random permutations, various wavelet/wavelet-like transforms, or any other sparse orthogonal transformation.
In this framework χ was characterized by a bound over p (p > 2) norms of x ∈ χ. Understanding distributions over 2 isometries which reduce other p norms with high probability and efficiency is an interesting problem in its own right. However, partial results hint that for lean Walsh transforms if Φ is taken to be a random permutation (which is an p isometry for any p) then the ∞ requirement reduces to x ∞ ≤ k −1/2 . Showing this however requires a different technique.
