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Abstract
A new direct multiple shooting method for multistage constrained optimization problems with
large-scale differential-algebraic process models is presented. It is advantageous in case of opti-
mization problems with many state variabels but few degrees of freedom, as they arise often in
optimal control and parameter identification of spatially discretized partial differential-algebraic
equation (PDAE) models. By a piecewise control parameterization and a multiple shooting state
parameterization on the same grid we solve the resulting multipoint boundary value problem
with specially tailored partially reduced Newton-type methods. The present work provides an
extension of the direct multiple shooting approach for DAE models of index one (Bock and Plitt
1984, [20] and Leineweber 1999, [57]; Bock 1987, [16] and Schlo¨der 1988, [82]) to problems with
many states but few degrees of freedom due to e. g. initial conditions on the states or a low
number of control and global parameters.
Emphasis is put on reducing the number of directional derivatives in the Newton-type methods
to speed up computation of the Newton iterates. It is shown that the number of directional
derivatives is independent of the state dimension. This can be achieved by projection onto the
reduced space of control and global parameters. Intertwining of algorithmic differentiation for
the model equations and Internal Numerical Differentiation can be used to efficiently set up the
reduced QPs of the Newton-type optimization algorithms. It is shown that the new methods
are well suited for oﬄine optimization and also for online purposes in the context of Nonlinear
Model Predictive Control.
The performance of the new methods is demonstrated by multistage optimal control applications
from the literature and applications from (bio-)chemical engineering:
1. Parameter estimation of the in-vitro drug release of a gum implant modelled by an insta-
tionary reaction-diffusion 1D-PDE.
2. Optimal setpoint control of a continuous distillation column modelled by a large-scale stiff
DAE (maintaining purity requirements).
3. Parameter estimation and optimal control of capacity maximization of a catalytic tube re-
actor modelled by an instationary convection-diffusion 2D-PDE (cooperation with Bayer,
Leverkusen).
The first application is scaled in the space discretization mesh. Different IND approaches, model
implementations and reduced space approaches are compared. The second application serves
as a benchmark problem in the oﬄine and online context. A comparison to a state-of-the-art
real-time optimization algorithm (Diehl 2002, [28]) is presented. The last application shows the
suitability of the new methods for industrial large-scale PDAE constrained optimization. It is
shown that the optimal capacity can be increased by 12 % together with a 50 % reduction of
the amount of catalyst.
Keywords
Large-Scale Optimal Control and Parameter Identification, Instationary Partial Differential-
Algebraic Equations, Direct Multiple Shooting, Reduced Newton-type Methods, Directional
Derivatives, Internal Numerical Differentiation, Algorithmic and Symbolic Differentiation, Non-
linear Model Predictive Control, Drug Release, Distillation Column, Catalytic Tube Reactor.
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Zusammenfassung
Ein neues direktes Mehrfach-Schießverfahren fu¨r beschra¨nkte Mehrstufen-Optimierungsprobleme
mit hochdimensionalen differentiell-algebraischen Prozeß-Modellen wird pra¨sentiert. Insbesonde-
re fu¨r Optimierungsprobleme mit vielen Zustandsvariablen aber wenigen Freiheitsgraden ist die-
ses Verfahren geeignet. Diese kommen beispielsweise bei Optimal-Steuerungs- und Parameteri-
dentifizierungsproblemen mit o¨rtlich diskretisierten instationa¨ren partiellen differential-algebra-
ischen Gleichungsmodellen (PDAEs) vor. Durch stu¨ckweise Steuerungsparameterisierung und
Mehrziel-Zustandsparameterisierung auf demselben Gitter wird das resultierende Mehrpunkt-
Randwertproblem mit speziell angepaßten partiell reduzierten Newton-a¨hnlichen Methoden ge-
lo¨st. Die Methoden stellen eine Erweiterung der direkten Mehrfach-Schießverfahren fu¨r DAE-
Modelle vom Index 1 dar (siehe Bock und Plitt 1984, [20] und Leineweber 1999, [57]; Bock 1987,
[16] und Schlo¨der 1988, [82]).
Essentiell ist die Reduktion der Anzahl der Richtungsableitungen in den Newton-a¨hnlichen Me-
thoden, um die Berechnung der Newton-Iterierten zu beschleunigen. Bei den hier betrachteten
Problemen wird gezeigt, daß die Zahl der Richtungsableitungen unabha¨ngig von der Zustands-
dimension ist. Dies kann durch Projektion auf den Raum der Steuerungen und globalen Parame-
tern erreicht werden. Dazu wird die algorithmische Differentiation fu¨r die Modell-Gleichungen
und die Interne Numerische Differentiation miteinander kombiniert, um die reduzierten QPs
der Newton-a¨hnlichen Optimierungsalgorithmen effizient aufzusetzen. Es wird gezeigt, daß die
neuen Methoden sowohl fu¨r den Oﬄine-Einsatz als auch fu¨r den Online-Einsatz im Rahmen der
Nichtlinearen Modellpra¨diktiven Regelung besonders geeignet sind.
Anhand von Mehrstufen-Optimal-Steuerungsproblemen aus der Literatur und Anwendungen aus
der (bio-)chemischen Verfahrenstechnik wird die Performance der neuen Methoden demonstriert:
1. Parameterscha¨tzung einer in-vitro Wirkstoff-Freisetzung eines Zahnfleisch-Implantats mo-
delliert durch eine instationa¨re eindimensionale Reaktions-Diffusions-PDE.
2. Optimal-Steuerung (Einhaltung von Reinheitsbedingungen) einer kontinuierlichen Destil-
lationskolonne modelliert durch eine hochdimensionale steife DAE.
3. Parameterscha¨tzung und Optimal-Steuerung (Durchsatzmaximierung) bei einem kataly-
tischen Rohrreaktor modelliert durch eine instationa¨re zweidimensionale Konvektions-
Diffusions-PDE (Kooperation mit Bayer, Leverkusen).
Die erste Anwendung ist in der Ortsdiskretisierung skaliert und dient zum Vergleich der IND-
Ansa¨tze, der Modell-Implementationen und der Reduktionsansa¨tze. Die zweite Anwendung stellt
ein Benchmark-Problem fu¨r die neuen Methoden im Oﬄine- und Online-Zusammenhang dar.
Ein Vergleich zu State-of-the-Art Echtzeit-Optimierungsmethoden (siehe Diehl 2002, [28]) wird
angegeben. Die letzte Anwendung zeigt die Eignung der neuen Methoden fu¨r industrielle hochdi-
mensionale PDAE-beschra¨nkte Optimierungsprobleme. Es wird gezeigt, daß der Durchsatz um
12 % gesteigert werden kann, zusammen mit einer Reduktion des Katalysatorgehalts um 50 %.
Stichworte
Hochdimensionale Optimal-Steuerung und Parameteridentifizierung, instationa¨re PDAE, direk-
tes Mehrfach-Schießverfahren, reduzierte Newton-a¨hnliche Verfahren, Richtungsableitungen, In-
terne Numerische Differentiation, Algorithmische und Symbolische Differentiation, Nichtlineare
Modellpra¨diktive Regelung, Wirkstoff-Freisetzung, Destillationskolonne, katalytischer Rohrre-
aktor.
ii
Inhaltsverzeichnis
Einleitung 1
1 Problemformulierung 6
1.1 Formulierung eines Mehrstufen-Optimal-Steuerungsproblems in DAEs . . . 6
1.1.1 Erweiterung auf parabolische PDEs . . . . . . . . . . . . . . . . . . 7
1.2 Beispiele aus der chemischen Verfahrenstechnik . . . . . . . . . . . . . . . 8
1.3 Direkter Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Stu¨ckweise Parameterisierung der Steuerung . . . . . . . . . . . . . 11
1.4 Simultaner Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.1 Ein Mehrfach-Schießverfahren fu¨r DAEs . . . . . . . . . . . . . . . 13
1.4.2 Diskretisierung der Steuerungs- und Pfadbeschra¨nkungen . . . . . . 13
1.5 Struktur des diskretisierten und parameterisierten Problems . . . . . . . . 15
2 Grundlegende Lo¨sungsstrategien fu¨r Nichtlineare Programme 16
2.1 Klassifikation der endlich-dimensionalen Probleme . . . . . . . . . . . . . . 16
2.2 Optimalita¨tsbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Bedingungen erster Ordnung . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Bedingungen zweiter Ordnung . . . . . . . . . . . . . . . . . . . . . 19
2.3 Iterative Methoden basierend auf linear-quadratischen Approximationen . . 20
2.3.1 Lokale Konvergenz . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Globalisierung der Konvergenz . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 Adaptive Genauigkeitssteuerung . . . . . . . . . . . . . . . . . . . . 31
3 Ein speicherplatz- und rechenzeitsparender reduzierter SQP-Algorith-
mus 34
3.1 U¨bersicht u¨ber partiell reduzierte SQP-Verfahren . . . . . . . . . . . . . . 34
3.2 Ein reduzierter SQP-Algorithmus fu¨r Probleme mit wenigen Freiheitsgraden 37
3.2.1 Rekursive Berechnung der Koordinaten-Basis . . . . . . . . . . . . 39
3.2.2 Hessematrix-Updates bei allgemeinen Optimierungsproblemen . . . 41
3.2.3 Gauß-Newton Hessematrix fu¨r Least-Squares Probleme . . . . . . . 42
3.2.4 Aufwandsvergleich je nach Reduktionsstufe . . . . . . . . . . . . . . 43
3.3 Lokale Konvergenzuntersuchungen . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Globalisierungstechniken fu¨r reduzierte SQP-Algorithmen . . . . . . . . . . 45
3.4.1 Liniensuchmethoden mit Straffunktionen . . . . . . . . . . . . . . . 46
3.4.2 Liniensuchmethoden mit Natu¨rlichen Niveaufunktionen . . . . . . . 47
iii
3.5 Algorithmische Zusammenfassung der reduzierten direkten Mehrfach-Schieß-
verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Berechnung von Ableitungen 50
4.1 Interne Numerische Differentiation . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Direkte Berechnung einer Lo¨sung der Richtungs-VDAE . . . . . . . 52
4.1.2 Iterative Berechnung einer Lo¨sung der Richtungs-VDAE . . . . . . 53
4.2 Berechnung der Modell-Jacobimatrizen . . . . . . . . . . . . . . . . . . . . 53
4.2.1 C/Adol-C: automatische Differentiation . . . . . . . . . . . . . . . . 53
4.2.2 gPROMS: symbolische Differentiation . . . . . . . . . . . . . . . . . 55
4.3 Anwendung auf Koordinaten-Basis . . . . . . . . . . . . . . . . . . . . . . 55
5 Parameterscha¨tzung bei einem Zahnfleisch-Implantat 57
5.1 Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 Aufsetzen der Parameterscha¨tzung und Ergebnis . . . . . . . . . . . . . . . 59
5.3 Vergleich der IND-Ansa¨tze zur Berechnung der Sensitivita¨ten . . . . . . . . 61
5.4 Vergleich zum Vollraum-Ansatz . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 Vergleich der Modell-Implementationen (gPROMS - C/Adol-C) . . . . . . 70
6 Optimierung einer kontinuierlichen Destillationskolonne 72
6.1 Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2 Aufsetzen eines Oﬄine-Optimierungsproblems und Ergebnis . . . . . . . . 76
6.3 Vergleich zu MUSCOD-II . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7 Parameterscha¨tzung und Optimierung eines katalytischen Rohrreaktors 81
7.1 Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.2 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.3 Parameterscha¨tzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.4 Optimierungsszenarien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8 Zusammenfassung und Ausblick 92
A Zusa¨tzliche Informationen 95
A.1 Zahnfleisch-Implantat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.2 Kontinuierliche Destillationskolonne . . . . . . . . . . . . . . . . . . . . . . 97
A.3 Katalytischer Rohrreaktor . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Literaturverzeichnis 102
iv
Danksagung
An dieser Stelle bedanke ich mich bei meinen Betreuern Prof. Dr. Dr. h. c. Hans Georg
Bock und Dr. Johannes P. Schlo¨der, Interdisziplina¨res Zentrum fu¨r Wissenschaftliches
Rechnen (IWR), Universita¨t Heidelberg, fu¨r die Unterstu¨tzung und fu¨r die Diskussionen
im Umfeld der dynamischen Prozeß-Simulation und Optimierung, bei denen die neu-
en Methoden in dieser Arbeit entstanden sind. Insbesondere stellte die Entwicklung der
Optimal-Steuerungssoftware MUSCOD-II die Grundlage fu¨r die Implementation der neu-
en Methoden dar.
Mehrere Kollegen haben ebenfalls zu dem Erfolg dieser Arbeit beigetragen. Dr. Moritz
Diehl danke ich fu¨r seine wertvollen Tips und Diskussionen im Umfeld von MUSCOD-II
und sein stetes Bemu¨hen, neue Anwendungsprobleme zu erschließen, von denen auch ich
profitieren konnte. Insbesondere danke ich ihm – als sein Zimmerkollege – fu¨r seine inspi-
rierende Atmospha¨re, die von ihm ausgeht. Weiterhin danke ich Ulrich Brandt-Pollmann,
mit dem zusammen Teile der Ableitungsgenerierung entstanden sind und Dr. Irene Bauer
fu¨r die Kooperation bei Fragen um den Integrator DAESOL.
Ein besonderer Dank geht an Dr. Daniel Leineweber, der mich an der Entwicklung von
MUSCOD-II teilnehmen ließ und durch den ich sowohl softwaretechnische Aspekte als
auch algorithmische Konzepte erlernen konnte. Durch seine spa¨tere Ta¨tigkeit bei Bayer,
Leverkusen, konnten zahlreiche industrielle Anwendungsprojekte initiiert werden. Ihm
und seinen Kollegen Dr. Peter Lehner und Dr. Thomas Turek danke ich auch fu¨r die Un-
terstu¨tzung im Rohrreaktor-Projekt, insbesondere fu¨r das Modell, das ich an realistische
Meßdaten anpassen konnte, und das Aufsetzen der Optimierungsszenarien. Dr. Christian
Schulz von Process Systems Enterprise, London, und Dr. Rainer Perne sowie Dr. Andreas
Schuppert von Bayer, Leverkusen, danke ich fu¨r die Unterstu¨tzung bei der Kopplung der
Modellierungsumgebung gPROMS mit der Optimal-Steuerungssoftware MUSCOD-II.
Den Direktoren des IWR danke ich fu¨r die exzellente Umgebung, die an der Universita¨t
Heidelberg fu¨r interdisziplina¨re Forschung geschaffen wurde. Insbesondere gebu¨hrt un-
serer Sekreta¨rin Margret Rothfuß großer Dank fu¨r ihren Beitrag zu einer freundlichen
Atmospha¨re in der Arbeitsgruppe. Des weiteren danke ich dem Sonderforschungsbereich
359
”
Reaktive Stro¨mungen, Diffusion und Transport“ fu¨r die finanzielle Unstu¨tzung.
Mein perso¨nlicher Dank gilt meinen Eltern Ute und Hans-Dieter Scha¨fer und meiner
Freundin Michaela Schneider fu¨r ihre Liebe und fortwa¨hrende Unterstu¨tzung.
v
Einleitung
Durch Fortschritte in den Numerischen Methoden und der Hardware-Umgebung nimmt
die Bedeutung der Simulation von detaillierteren (instationa¨ren) Partiellen Differential-
Algebraischen Gleichungen (PDAEs) in den Ingenieurswissenschaften stetig zu. Damit
verbunden ist auch die Anpassung der Modelle an Meßdaten des zu beschreibenden Pro-
zesses sowie Optimales Design und Optimale Fahrweise des Prozesses. Dieses wiederum
ist der Ausgangspunkt fu¨r PDAE-beschra¨nkte kontinuierliche Ausgleichs- und Optimal-
Steuerungsprobleme. Um diese in der Praxis zu lo¨sen, sind schnelle und robuste Algorith-
men notwendig. Grundlegende Methoden sind der Variationsansatz, Ansatz u¨ber Dynami-
sche Programmierung oder u¨ber Nichtlineare Programmierung (NLP). Der NLP-Ansatz
wird auch als direkter Ansatz bezeichnet, weil durch Parameterisierung der Steuerun-
gen das kontinuierliche (unendlich-dimensionale) Ausgangsproblem in ein NLP-Problem
mit einer endlichen Zahl von Steuerungsparametern transformiert wird. Die Lo¨sung die-
ses NLP-Problems stellt je nach Parameterisierung eine suboptimale Lo¨sung des Aus-
gangsproblems dar, welche jedoch in der Regel gute Startwerte fu¨r den indirekten Ansatz
(Pontryagin’sches Maximumprinzip) darstellen wu¨rde. Die direkten Ansa¨tze unterschei-
den sich in Parameterisierung der Steuerung und (gleichzeitiger) Diskretisierung bzw.
Parameterisierung der Modellgleichungen. Dabei ist eine a¨hnliche Entwicklung wie bei
DAE-beschra¨nkten Optimierungsproblemen festzustellen. Diese reicht von den sequen-
tiellen Ansa¨tzen, die das Modell als Black-Box betrachten und den Optimierer um die
Simulation herum konstruieren, hin zu den simultanen Ansa¨tzen, welche Simulation und
Optimierung miteinander verzahnen. Der sequentielle Ansatz ist nur geeignet fu¨r weni-
ge Entscheidungsvariablen (Steuerungen und Parameter), da Gradienten fu¨r jede Ent-
scheidungsvariable durch wiederholtes Lo¨sen der PDAE gewonnen wird (z.B. durch finite
Differenzen). Der simultane Ansatz wiederum diskretisiert die Modell-Gleichungen ex-
plizit und nimmt die diskretisierten Gleichungen in die NLP-Formulierung auf. Dadurch
wird z. B. die iterative Lo¨sung der linearisierten PDAE Teil des NLP-Algorithmus. Die-
ses NLP-Problem wird nicht nur in den Entscheidungsvariablen sondern auch in den
Zustandsvariablen gelo¨st, so daß gewo¨hnlich Optimierung und Zula¨ssigkeit (Lo¨sung der
Modellgleichungen) simultan erfolgen, wenn ein unzula¨ssig iterierender NLP-Lo¨ser ver-
wendet wird. Durch diese Verzahnung la¨ßt sich der Gesamtaufwand erheblich reduzieren.
Ein typischer Vertreter von sequentiellen Strategien sind direkte Einfach-Schießverfahren,
wobei zuerst die Steuerungen parameterisiert werden und die kontinuierlichen Zustands-
variabeln durch numerische Integration berechnet und aus dem NLP-Problem eliminiert
werden. Somit sind die Zustandsvariablen im Fall eines Anfangswertproblems wa¨hrend
der NLP-Iterationen zula¨ssig. Methoden fu¨r gewo¨hnliche Differentialgleichungen (ODEs)
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sind in Hicks und Ray (1971, [48]), Sargent und Sullivan (1978, [80]) und Kraft (1985,
[52]) zu finden und fu¨r DAE-Modelle in Morison und Sargent (1986, [64]) und Vassiliadis
et al. (1993, [96] und [97]).
Demgegenu¨ber stehen simultane Strategien wie das direkte Mehrfach-Schießverfahren,
welches sowohl die Steuerung als auch die Zustandstrajektorie auf einem Mehrzielgit-
ter parameterisiert. Das enstehende Mehrpunktrandwertproblem wird in den paramete-
risierten Zustands- und Entscheidungsvariablen gelo¨st, wobei zusa¨tzliche Bedingungen
(Stetigkeits- bzw. Konsistenzbedingungen) die Zula¨ssigkeit der NLP-Lo¨sung garantieren.
Dieser Ansatz wurde fu¨r ODE-Modelle zuerst von Plitt (1981, [73]) und Bock et al. (1984,
[20]) eingefu¨hrt und spa¨ter durch Bock et al. (1988, [18], 1999, [17]) sowie Leineweber et
al. (1995, [56], 1999, [57], 2003, [58] und [59]) auf DAE-Modelle erweitert. Weitere An-
wendungen dieses Ansatzes sind bei Tanarkit und Biegler (1995, [85], 1996, [86]), Petzold
et al. (1997, [72] und 2000, [42]), Hinsberger et al. (1996, [50] und 1998, [49]) zu finden.
Eine weitere simultane Strategie stellt die vollsta¨ndige Diskretisierung der Zustandstra-
jektorie durch Kollokation dar. Dadurch findet die Diskretisierung vollsta¨ndig auf NLP-
Ebene statt, jedoch fu¨hrt diese fu¨r stark nicht-lineare (steife) Modellgleichungen auf sehr
große Systeme. Daher erscheinen fu¨r diesen Diskretisierungstyp spezielle (rekursive) Zer-
legungstechniken sowie eine adaptive Genauigkeitssteuerung notwendig, um effizient zu
sein. Anwendung dieser Diskretisierungsmethode finden sich bei Tsang et al. (1975, [90]),
Ba¨r (1983, [4]), Biegler (1984, [11]), Cuthrell und Biegler (1989, [26]), Logsdon und Biegler
(1992, [61]) und Schulz (1996, [83]).
In der Abbildung 1 sind Charakteristiken der genannten sequentiellen und simultanen
Ansa¨tze gezeigt. Wa¨hrend beim direkten Einfach- und Mehrfach-Schießverfahren Adap-
tivita¨t in den Integrator verlagert werden kann, muß dies beim Kollokationsansatz direkt
auf NLP-Ebene geschehen. Vom Aufwand (Anzahl der Variablen) scheint es, als ha¨tten
die simultanen Strategien einen Nachteil gegenu¨ber den sequentiellen Strategien. Dies
trifft jedoch nur zu, wenn inha¨rente Strukturen in der jeweiligen NLP-Formulierung nicht
ausgenutzt werden. Die Vorteile liegen in der Wahl der Startdaten und der besseren Kon-
vergenzeigenschaften (siehe Bock 1987, [16]).
Ziel dieser Arbeit ist, fu¨r den direkten Mehrfach-Schießansatz einen strukturausnutzen-
den und effizienten NLP-Lo¨ser zu entwickeln, der bei wenigen Freiheitsgraden nur den
Aufwand eines direkten Einfach-Schießverfahrens und die Vorteile des Mehrfach-Schieß-
verfahrens hat. Dieses wird durch neue partiell reduzierte Newton-a¨hnliche Methoden
mo¨glich, welche das Aufstellen der vollen (teuren) Sensitivita¨tsmatrizen der Zustandsva-
riablen vermeiden und das einfache Einbinden von Ungleichungen erlauben. Im Rahmen
von Gauß-Newton-Methoden fu¨r große beschra¨nkte Parameterscha¨tzprobleme ist dies von
Schlo¨der (1988, [82]) erfolgreich eingefu¨hrt worden. Hauptidee ist, die Anzahl der Rich-
tungsableitungen im reduzierten QP einer Newton-Iteration erstens soweit zu verringern,
daß sie unabha¨ngig von der Anzahl der Zustandsvariablen ist und zweitens diese direkt
zu berechnen, um damit das Aufstellen der vollen Sensitivita¨tsmatrizen zu vermeiden.
Diese Anforderungen sind notwendig, wenn im Ort diskretisierte instationa¨re PDAEs
betrachtet werden sollen. Algorithmisch geschieht dabei eine Projektion des großen struk-
turierten NLP-Problems auf den reduzierten Raum von Steuerungen und Parametern,
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Abbildung 1: Eigenschaften der direkten NLP-Ansa¨tze fu¨r DAE beschra¨nkte Optimie-
rungsprobleme
indem Konsistenz-, Anfangs- und Stetigkeitsbedingungen ausgenutzt werden. Durch Ver-
binden der Projektion und Gradientenauswertung ko¨nnen die Richtungsableitungen direkt
berechnet werden. Abgestimmt auf die Anzahl der Richtungsableitungen in den Sensiti-
vita¨ten wurden verschiedene Ansa¨tze entwickelt, die alle das Prinzip der Internen Nume-
rischen Differentiation (IND-Prinzip) erfu¨llen. Dieses von Bock (1981, [14]) eingefu¨hrte
Prinzip ermo¨glicht eine effiziente und zugleich genaue Berechnung der Sensitivita¨ten und
hat sich in der Praxis bewa¨hrt. Im Vergleich zu dem direkten Mehrfach-Schießverfahren
von Petzold et al. (1997, [72] und 2000, [42]) welche eine a¨hnliche Strukturausnutzung des
NLP-Problems vornehmen, mu¨ssen jedoch keine konsistenten Startwerte vorliegen, da in
jeder Iteration ein relaxiertes dynamisches System gelo¨st wird (siehe Bock et al. 1988,
[18]). Die Eigenschaft der Newton-a¨hnlichen Verfahren, unzula¨ssige Iterierte zu erzeugen,
wird hierdurch besser ausgenutzt, welches unter anderem in der Regel bessere Konver-
genzeigenschaften zur Folge hat. Bei der Erweiterung der direkten Schießverfahren von
DAEs auf parabolische PDAEs spielt Adaptivita¨t eine besondere Rolle, jedoch beinhaltet
bei Anwendung der Linienmethode eine A¨nderung des Ortsgitters auch eine Interpolation
der Zustandsvariablen samt Integratorinformationen. Erfahrungen zeigen, daß das Orts-
gitter nicht ha¨ufig adaptiert werden sollte, um Ineffizienzen des Integrators z. B. durch
Restart und/oder Ordnungsreduktion zu vermeiden (siehe Nowak et al. 2003, [69] und Li
et al. 2003, [60]). Im Zusammenhang mit Optimal-Steuerungsproblemen zeigt sich dieses
Problem auch bei Quasi-Newton-Methoden im Update der Hessematrix. Auch hier ist
bei erfolgter Ortsadaptierung ein Restart erforderlich. Bei den in dieser Arbeit vorgestell-
ten direkten Mehrfach-Schießverfahren findet eine adaptive Genauigkeitssteuerung u¨ber
die Zeitdiskretisierung des Integrators und u¨ber die Integratorgenauigkeit im NLP-Lo¨ser
statt. Die Ortsdiskretisierung wird durch den Benutzer vorgenommen.
3
Erla¨uterung der Kapitel dieser Arbeit
In Kapitel 1-4 werden die theoretischen Grundlagen der Newton-a¨hnlichen Methoden
innerhalb des direkten Mehrzielansatzes vorgestellt. Die Beispiele aus dem Bereich der
(bio-)chemischen Verfahrenstechnik erla¨utern die Eigenschaften der partiell reduzierten
Newton-a¨hnlichen Methoden in Kapitel 5-7. Insbesondere die Eignung fu¨r Oﬄine- und
Online-Fragestellungen wird anhand eines Beispiels erla¨utert. In Kapitel 8 werden die
(theoretischen wie praktischen) Ergebnisse zusammengefasst. Im Anhang A sind zusa¨tz-
liche Informationen zu den beschriebenen Anwendungen aufgefu¨hrt. Fu¨r die einzelnen
Kapitel heißt dies:
• Kapitel 1: Formulierung der Klasse von Mehrstufen-Optimierungsprobleme, die durch
die neuen direkten Mehrfach-Schießverfahren gelo¨st werden ko¨nnen. Anhand von
Anwendungsbeispielen werden die Vorteile der Mehrstufenformulierung aufgezeigt.
Weiterhin werden die Schritte bei der Parameterisierung und Diskretisierung von
DAEs und parabolischen PDEs beschrieben.
• Kapitel 2: Es werden die Optimalita¨tsbedingungen und Newton-a¨hnliche Metho-
den fu¨r Ausgleichs- und allgemeine NLP-Probleme beschrieben. Lokale und globale
Konvergenz sowie Adaptivita¨t hinsichtlich der Genauigkeit der Residuen und Jaco-
bimatrizen werden diskutiert. Dies stellt die Grundlage fu¨r die partiell reduzierten
Newton-a¨hnlichen Methoden aus Kapitel 3 dar.
• Kapitel 3: Es werden die partiell reduzierten Newton-a¨hnlichen Verfahren zur Lo¨sung
des strukturierten NLP-Problems aus Kapitel 1 beschrieben. Erla¨utert werden die
Rekursionen zur Berechnung der Koordinaten-Basis und die lokalen Konvergen-
zeigenschaften der Newton-a¨hnlichen Verfahren. Spezielle Globalisierungsstrategien
werden fu¨r den Parameterscha¨tz- und Optimal-Steuerungsfall angegeben.
• Kapitel 4: Es werden IND-Ansa¨tze zur Berechnung der Sensitivita¨ten sowie der Mo-
dellableitungen durch Automatische bzw. Symbolische Differentiation beschrieben.
Speziell die Richtungen der Variationsdifferentialgleichung werden fu¨r die Koordina-
ten-Basis angegeben. Die effiziente Berechnung der Richtungsableitungen stellt eine
wesentliche Grundlage fu¨r effiziente Newton-a¨hnliche Methoden aus Kapitel 3 dar.
• Kapitel 5: Anhand der Parameterscha¨tzung zur Wirkstoff-Freisetzung in einem Zahn-
fleisch-Implantat werden verschiedene Modell-Implementationen, IND-Ansa¨tze und
(reduzierte) Gauß-Newton-Verfahren miteinander verglichen. Durch die Ortsdiskre-
tisierung des instationa¨ren 1D-PDE-Modells fand eine Skalierung der Anwendung
statt.
• Kapitel 6: Die Optimierung einer kontinuierlichen Destillationskolonne wiederum
ermo¨glicht einen Vergleich von unterschiedlichen Reduktionsstrategien und IND-
Strategien und zeigt Anwendungsfelder im Online- und Oﬄine-Bereich auf.
• Kapitel 7: Anhand eines instationa¨ren 2D-PDE Modells eines katalytischen Rohr-
reaktors der Firma Bayer, Leverkusen, erfolgt eine Scha¨tzung der kinetischen Para-
meter und eine Studie u¨ber den Einfluß der Katalysatoraktivita¨t anhand von unter-
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schiedlichen Optimierungsszenarien. Sowohl Parameterscha¨tzung als auch Optimal-
Steuerung konnten erfolgreich mit Hilfe der neu entwickelten direkten Mehrfach-
Schießverfahren durchgefu¨hrt werden.
• Kapitel 8: Zusammenfassung der wesentlichen Merkmale des neuen direkten Mehrfach-
Schießverfahrens und Ausblick auf mo¨gliche Erweiterungen.
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Kapitel 1
Problemformulierung
In diesem Kapitel stellen wir eine Klasse von Optimierungsproblemen vor, die mit dem
neu entwickelten Algorithmus (siehe Kapitel 3) gelo¨st werden ko¨nnen. Insbesondere die
Mehrstufenformulierung, wie sie auch schon in MUSCOD-II (siehe Leineweber 1999, [57];
2003, [58] und [59]) implementiert wurde, ermo¨glicht eine sehr vielseitige Anwendbarkeit.
1.1 Formulierung eines Mehrstufen-Optimal-Steuer-
ungsproblems in DAEs
Viele Probleme der dynamischen Prozeßoptimierung ko¨nnen als Mehrstufen-Optimie-
rungsproblem formuliert werden. In dieser Arbeit wird der folgende Typ von M-Stufen
Optimierungsproblemen betrachtet, bei dem der Zeithorizont [t0, tM ] in M Modellstufen
mit Zeitintervallen [ti, ti+1], i = 0, 1, . . . ,M−1, unterteilt wird:
min
xi, zi, ui, p, ti
M−1∑
i=0
φi(xi(ti+1), zi(ti+1), p, ti+1) (1.1a)
unter Beru¨cksichtigung der DAE-Modellstufen (vom Index 1)
Bi( · ) x˙i(t) = fi(xi(t), zi(t), ui(t), p, t)
0 = gi(xi(t), zi(t), ui(t), p, t)
}
, t ∈ [ti, ti+1], i = 0, 1, . . . ,M−1, (1.1b)
der Anfangsbedingungen an x0
d(x0, z0, p) = 0, (1.1c)
der Kontroll- und Pfadbeschra¨nkungen
hi(xi(t), zi(t), ui(t), p, t) ≥ 0, t ∈ [ti, ti+1], i = 0, 1, . . . ,M−1, (1.1d)
der Stufenu¨bergangsbedingungen
xi+1(ti+1) = ci(xi(ti+1), zi(ti+1), p), i = 0, 1, . . . ,M−2, (1.1e)
und der linear gekoppelten Mehrpunktrandbedingungen
M−1∑
i=0
(
rsi (xi(ti), zi(ti), p, ti) + r
e
i (xi(ti+1), zi(ti+1), p, ti+1)
) {=
≥
}
0. (1.1f)
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Die Zielfunktion (1.1a) vom verallgemeinerten Mayertyp wird bzgl. der differentiellen und
algebraischen Zustandsvariablen xi und zi, der Steuerungsprofile ui, des zeitunabha¨ngi-
gen globalen Parametervektors p und der Modellstufengitterpunkten ti minimiert. Die
Vektoren xi(t), zi(t), ui(t) und p haben die Dimension n
x
i , n
z
i , n
u
i und n
p.
1.1.1 Erweiterung auf parabolische PDEs
Viele Probleme aus dem Bereich reaktive Stro¨mungen, darunter auch der in Kapitel 7
vorgestellte instationa¨re katalytische Rohrreaktor, ko¨nnen durch folgenden Typ von pa-
rabolischen partiellen Differentialgleichungen modelliert werden:
∂ty −∇(D∇y) + q∇y = f1(x, y, z, p, t), (1.2a)
∂tx = f2(x, y, z, p, t), (1.2b)
0 = g(x, y, z, p, t) (1.2c)
mit weiteren Rand- und Anfangsbedingungen. Dabei wird zwischen differentiellen Varia-
blen unterschieden, die ra¨umlich und zeitlich variabel sind (Bezeichnung y mit Dimension
ny) und solche die nur zeitlich variabel sind (Bezeichnung x). Im obigen Fall ist die
Gleichung 1.2a vom Konvektions-Diffusions-Typ. Die Modellgleichungen des Zahnfleisch-
Implantats aus Kapitel 5 sind vom Reaktions-Diffusions-Typ folgender Form:
∂ty −∇(D∇y) = f1(x, y, p, t), (1.3a)
∂tx = f2(x, y, p, t) (1.3b)
mit weiteren Rand- und Anfangsbedingungen. Die klassische Linienmethode fu¨hrt nun
zuna¨chst eine Semidiskretisierung der instationa¨ren PDE durch: dabei werden die o¨rtli-
chen Ableitungen durch ein Diskretisierungsverfahren (z.B. finite Differenzen, Kollokation
oder finite Elemente) ersetzt und damit die partiellen Differentialgleichungen 1.2 bzw. 1.3
in nichtlineare, steife, blockstrukturierte DAEs vom Typ 1.1b u¨berfu¨hrt. Dabei fu¨hrt eine
schlechte Ortsdiskretisierung zu instabilen semidiskreten Systemen, welche sich im Zeitin-
tegrationsprozeß bemerkbar machen ko¨nnen. Aus diesem Grund ist im Fall von bekannten
”
kritischen“ Bereichen (z.B. steile Gradienten) durch a priori Wahl des ra¨umlichen Gitters
der Ortsdiskretisierungsfehler klein zu halten, um den Gesamtdiskretisierungsfehler durch
die Integrationsgenauigkeit kontrollieren zu ko¨nnen. Fu¨r Probleme wo dieses nicht a priori
mo¨glich ist, existieren Techniken, welche die Ortsdiskretisierung adaptiv gestaltet: beim
dynamischen Regridding wird das Ortsdiskretisierungsgitter mit einer festen Anzahl von
Knoten im Laufe der Zeitintegration mitbewegt. Beim statischen Regridding wird durch
Einfu¨gen und Entfernen von Knoten auch wa¨hrend der Zeitintegration ein meist loka-
les Fehlerkriterium minimiert, so daß der Gesamtdiskretisierungsfehler eine vorgegebene
Schranke nicht u¨berschreitet. Anwendungen dieser Techniken sind z. B. in Nowak (1993,
[68]) fu¨r instationa¨re ra¨umlich eindimensionale PDEs und Li et al. (2003, [60]) fu¨r insta-
tiona¨re ra¨umlich zweidimensionale Reaktions-Diffusions-PDE beschrieben. Insbesondere
wird deutlich, daß beim statischen Regridding die Zeitintegration neu gestartet werden
muß, da sich das zugrundeliegende DAE-System a¨ndert. Beiden Typen von Adaptivita¨t ist
gemeinsam, daß im Fall von Optimal-Steuerungsproblemen die Quasi-Newton-Methode
nach Adaption der Ortsdiskretisierung neu gestart werden muß. In dieser Arbeit haben wir
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deshalb die Ortsdiskretisierung nicht adaptiv gewa¨hlt, sonderen verfolgen stattdessen die
adaptive Anpassung der Integrationsgenauigkeit im Laufe der Optimierungsiterationen -
siehe auch Abschnitt 2.3.3.
1.2 Beispiele aus der chemischen Verfahrenstechnik
Mehrstufenprobleme treten in der Praxis zum Beispiel bei gekoppelten Prozessen auf.
Sie sind dadurch definiert, daß dynamische Prozesse, gekoppelt durch Stufenu¨bergangs-
bedingungen, einem gemeinsamen Optimierungskriterium unterliegen. Durch Mehrpunkt-
randbedingungen ko¨nnen prozeßu¨bergreifende Bedingungen formuliert werden. Im folgen-
den wird demonstriert, wie sich bei dem Modell eines extern geku¨hlten Batch-Reaktors
mit Hilfe des Stufenkonzepts Umschaltpunkte der Ku¨hlmittel-Steuerung optimal lokali-
sieren lassen und wie mit Hilfe von Stufenu¨bergangs- und Mehrpunktrandbedingungen
ein quasi-periodisches Recycling-Problem bei einer Destillationskolonne formuliert und
effizient gelo¨st werden kann. Allgemein ko¨nnen somit auch Modelle mit Unstetigkeiten
behandelt werden, bei denen die Schaltstruktur vorher bekannt und fest ist. Es sei betont,
daß eine Mehrstufen-Formulierung nicht notwendigerweise zur Kopplung von Prozessen
dienen mu¨ssen, sondern z. B. zum Aufsetzen einer Multiple-Setpoint-Optimierung dienen,
bei der die Prozesse bezu¨glich der Zusta¨nde entkoppelt sind, aber gemeinsame Parameter
und Steuerungen besitzen.
Extern geku¨hlter Batch-Reaktor
Beim Beispiel eines extern geku¨hlten Batch-Reaktors (siehe Abbildung 1.1) geht es darum,
eine exotherme Reaktion durch Ku¨hlung so zu steuern, daß die Menge des gewu¨nschten
Produkts innerhalb eines festen Zeithorizonts (1000 sec) maximiert wird unter Beru¨ck-
sichtigung der Kosten fu¨r die Ku¨hlung und Einhaltung einer maximalen Reaktortempe-
ratur. Dieses Optimierungsproblem enstammt dem gPROMS Manual (2004, [34]). Dort
IC
CW
Abbildung 1.1: Schema eines extern geku¨hlten Batch-Reaktors
wurde zur Lo¨sung des Optimal Steuerungsproblems eine stu¨ckweise konstante Steuerung
auf a¨quidistantem Gitter verwendet - dessen optimale Lo¨sung ein Bang-Singula¨r-Bang-
Steuerungsprofil aufweist (siehe Abbildung 1.2). Die suboptimale Lo¨sung la¨ßt sich einer-
seits durch Verfeinerung der Steuerungsgitters oder aber durch Hinzunahme der Dauern
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Abbildung 1.2: Steuerung des Ku¨hlmittelzuflusses bei Einstufenformulierung mit 20 a¨qui-
distanten Steuerungsintervallen (links) und Mehrstufenformulierung mit 1/8/1 Steue-
rungsintervallen (rechts)
der Bang-Steuerung als Optimierungsparameter (siehe Abbildung 1.2) verbessern. Da-
mit ko¨nnen beide Umschaltpunkte genau bestimmt werden ohne die Freiheitsgrade im
System (Anzahl der Steuerungsintervalle) drastisch erho¨hen zu mu¨ssen (siehe dazu die
Zielfunktionswerte in Tabelle 1.1). Dabei ist die Anzahl der Freiheitsgrade bei der Mehr-
stufenformulierung (8 freie stu¨ckweise konstante Steuerungen plus 2 freie Stufendauern)
und der Einstufenformulierung mit 10 Steuerungsintervallen identisch. Das Mehrstufen-
Ansatz Zielfunktionswert Umschaltzeitpunkte [sec]
10 Steuerungsintervalle 7.6453 200, 700
20 Steuerungsintervalle 7.6471 250, 700
40 Steuerungsintervalle 7.6478 250, 700
1/8/1 Steuerungsintervalle 7.6490 268, 691
Tabelle 1.1: Statistik der Stufen- und Steuerungsansa¨tze beim Batch-Reaktor
problem bestand dabei aus 3 Instanzen desselben Modells direkt hintereinander gekoppelt
(Endwerte der Zustandsvariablen des vorherigen Modells identisch mit Anfangswerten der
Zustandsvariablen des nachfolgenden Modells) mit variablen Stufen-Zeithorizonten und
fester Gesamtzeit.
Recycling bei einer Mehrkomponenten-Destillation
Die Fraktionierung eines Mehrkomponentengemisches in ihre Einzelbestandteile mit vor-
gegebener Reinheit ist das Ziel des nun betrachteten Prozesses einer Batch-Destillations-
kolonne mit 5 Bo¨den. Das Mehrkomponentengemisch besteht hierbei aus 3 Komponen-
ten (mit Konzentrationen Xi). Der Prozeß wird in 4 Phasen unterteilt: zuerst wird die
leichteste Komponente in Phase P1 gewonnen, danach die restlichen Spuren in Phase S1
abgetrennt, dann die zweitleichteste Komponente in Phase P2 gewonnen und danach die
restlichen Spuren in Phase S2 abgetrennt. U¨brig bleibt die schwerste Komponente im
Sumpf (siehe auch Abbildung 1.3). Der Prozess wird gesteuert durch das zeitlich varia-
ble Ru¨cklaufverha¨ltnis R des Kondensats. Im folgenden wird dargestellt, in wie weit es
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Abbildung 1.3: Schema einer Batch-Destillationskolonne mit Produktfraktionen P1, P2
und Abfallfraktionen S1, S2
sich lohnt, den Abfall in Phase S1 und S2 zu recyceln, anstatt ihn aus dem Prozeß her-
auszunehmen. Diese Fragestellung wurde von Diehl et al. (2002, [30]) untersucht, indem
mit Hilfe von Stufenu¨bergangs- und Mehrpunktrandbedingungen ein quasi-periodisches
Recycling-Problem formuliert und gelo¨st wurde. Um ein teilweises Recycling im Opti-
mierungskontext zu ermo¨glichen, wurden Recyclingfaktoren R1, R2 ∈ [0, 1] eingefu¨hrt, so
daß nur die Abfallmengen (1 − Ri) · Si, i = 1, 2, aus dem Prozeß herausgenommen wer-
den und die Abfallmengen Ri · Si, i = 1, 2, zuru¨ckgefu¨hrt werden: dabei wird die erste
Abfallfraktion am Anfang der ersten Produktphase, die zweite Abfallfraktion am An-
fang der zweiten Produktphase zugefu¨hrt. Das Schema dazu ist in Abbildung 1.4 gezeigt.
Die Stufenu¨bergangsbedingungen (ST) dienen dabei zur Beschreibung der hinzugefu¨gten
Gemisch-
zufuhr
-
0
ST -
1
Produkt-
phase P1
6
Erstes Destillat
-
2
Abfall-
phase S1
6
Recyclingfaktoren R1
-
3
ST -
4
Produkt-
phase P2
6
Zweites Destillat
-
5
Abfall-
phase S2
-Sumpf-
Komponente
66
Recyclingfaktoren R2
Abbildung 1.4: Schema der Mehrstufenformulierung einer Batch-Destillationskolonne
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Abbildung 1.5: Optimale quasi-periodische Betriebsweise: Ru¨cklaufverha¨ltnis R (links)
und Sumpf-Inhalt M (rechts)
Abfallfraktionen zum Mehrkomponenten-Ausgangsgemisch im Sumpf. So liegen folgende
Spru¨nge bzgl. des Sumpf-Inhalts M vor:
M |
1
− M |
0
= R1S1 = R1(M |2 − M |3),
M |
4
− M |
3
= R2S2 = R2(M |5 − M |6).
Ergebnis der Optimierung ist ein erho¨hter Gewinn bei vollem Recycling (R1 = R2 = 1) der
Abfallfraktionen S1 und S2 fu¨r gegebene Energiekosten und Produktpreise. Die Steuerung
des Ru¨cklaufverha¨ltnisses R sowie der Verlauf des Sumpf-InhaltsM sind fu¨r die berechnete
optimale Betriebsweise in Abbildung 1.5 links bzw. rechts zu sehen. Zu beachten ist der
Sprung des Sumpf-Inhalts M resultierend aus der Zufu¨hrung der Abfallfraktion S2.
1.3 Direkter Ansatz
Um das Problem der Form (1.1) mit einem NLP-Lo¨ser zu behandeln, wird der unendlich-
dimensionale Steuerungsraum mittels einer endlichen Zahl von Steuerungsparametern pa-
rameterisiert. Dabei kann sowohl eine globale als auch lokale Parameterisierung auf jedem
Stufenhorizont vorgenommen werden. Wir betrachten hier nur eine lokale Parameterisie-
rung mittels einer stu¨ckweisen Repra¨sentation der Steuerungsfunktionen, da sie flexibler
ist und numerisch nicht zu einer zusa¨tzlichen nichtlinearen Kopplung fu¨hrt.
1.3.1 Stu¨ckweise Parameterisierung der Steuerung
Auf jeder Stufe i = 0, 1, . . . ,M−1 fu¨hren wir eine Zeittransformation durch
θi(τ, v) = ti + τdi, ti = t0 +
i−1∑
k=0
dk, τ ∈ [0, 1] (1.4)
mit v := (t0, d0, d1, . . . , dM−1) und einem festem, dimensionslosen Gitter
0 = τi,0 < τi,1 < . . . < τi,mi= 1, (1.5)
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Abbildung 1.6: Stu¨ckweise konstante Repra¨sentation der Steuerungsfunktion
so daß θi(τi,0, v) = ti und θi(τi,mi , v) = ti+1. Darauf wird eine stu¨ckweise Repra¨sentation
uˆi der Steuerungsfunktion ui durchgefu¨hrt:
uˆi(τ) := ϕij(τ, qij), τ ∈ Iij = [τij , τi,j+1], j = 0, 1, . . . , mi−1. (1.6)
Dabei sind ϕij lokale Basisfunktionen (z. B. konstante, lineare oder kubische Polynome).
In der Abbildung 1.6 ist eine stu¨ckweise konstante Repra¨sentation angegeben. Stetigkeit
der Steuerungsrepra¨sentation kann zusa¨tzlich gefordert werden. Die Parameterisierung
kann auf jeder Stufe individuell gewa¨hlt werden, ebenso wie die Anzahl und Ort der
Stu¨tzpunkte.
In der Praxis erlaubt diese Repra¨sentation ein flexibles Umsetzen des urspru¨nglich unend-
lich-dimensionalen Problems. Ein anfa¨nglich grobes Gitter (1.5) kann sukzessive verfeinert
werden, um die Gu¨te der Approximation zu verbessern. Diese Wahl der Steuerungspara-
meterisierung im Zusammenhang mit dem nachfolgenden Mehrfach-Schießverfahren ist
entscheidend fu¨r die Eigenschaften der simultanen strukturausnutzenden Verfahren in
dieser Arbeit und wurden von Bock und Plitt (1981, [73] sowie 1984, [20]) eingefu¨hrt.
1.4 Simultaner Ansatz
Nach der Parameterisierung liegt ein endlich-dimensionales NLP vor, bei dem die Zu-
standsvariablen z. B. mittels eines Integrators berechnet werden. Hierbei wird zwischen
zwei Ansa¨tzen unterschieden - dem sequentiellen und dem simultanen Ansatz. Der se-
quentielle Ansatz lo¨st das dynamische System fu¨r gegebene Eingangsgro¨ßen (Anfangs-
werte, Steuerungsparameter, globale Parameter) und berechnet neue Werte in einer NLP-
Iteration. Dem Vorteil einer einfachen Implementierung stehen numerische Nachteile ge-
genu¨ber, die spa¨ter erla¨utert werden. Der simultane Ansatz dagegen diskretisiert das
dynamische System innerhalb des Stufenhorizonts und fu¨hrt somit mehr Informationen
in das NLP-Problem ein. Im spa¨ter beschriebenen Algorithmus kann gezeigt werden, daß
diese Zusatzinformationen gegenu¨ber dem sequentiellen Ansatz nicht zu einem ho¨heren
Aufwand fu¨hren. Der Vorteil liegt in der daraus resultierenden ho¨heren numerischen Sta-
bilita¨t und Effizienz des Verfahrens.
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1.4.1 Ein Mehrfach-Schießverfahren fu¨r DAEs
Neben der Kollokation ist das Mehrfach-Schießverfahren eine Mo¨glichkeit, Zusatzinforma-
tionen in das Problem einzufu¨hren. Im folgenden betrachten wir die Mehrfach-Schießva-
riante, wie sie von Bock et al. (1988, [18]) und verallgemeinert von Schulz et al. (1998,
[84]) vorgeschlagen wurde. Dazu werden zusa¨tzliche Optimierungsvariablen sxij , s
z
ij in das
NLP eingefu¨hrt und die folgenden relaxierten Anfangswertprobleme gelo¨st:
Bi( · ) dxi/dτ = fi(xi, zi, ϕij(τ, qij), p, θi(τ, v)) di
0 = gi(xi, zi, ϕij(τ, qij), p, θi(τ, v))
− αij(τ) gi(sxij, szij , ϕij(τij , qij), p, θi(τij , v))

 , τ ∈ Iij , (1.7)
mit den Anfangswerten xi(τij) = s
x
ij und zi(τij) = s
z
ij . Um inkonsistente algebraische
Anfangswerte benutzen zu ko¨nnen, wurde dazu die urspru¨ngliche DAE (1.1b) modifiziert
(a¨hnlich einer Homotopie-Strategie). Der skalare Da¨mpfungsfaktor αij ist dabei durch
eine skalare Funktion gegeben, die nichtzunehmend und nichtnegativ auf Iij ist und fu¨r
die αij(τij) = 1 gilt. Implementiert ist die folgende Variante:
αij(τ) = exp
(
−α¯ τ − τij
τi,j+1 − τij
)
, α¯ ≥ 0. (1.8)
Um eine Lo¨sung des Ausgangsproblems (1.1) zu bekommen, mu¨ssen auf jeder Stufe i =
0, 1, . . . ,M−1 die Stetigkeitsbedingungen
xi(τi,j+1; s
x
ij , s
z
ij, qij, p, v)− sxi,j+1 = 0, j = 0, 1, . . . , mi−1 (1.9)
und die Konsistenzbedingungen
gi(s
x
ij, s
z
ij, ϕij(τij, qij), p, θi(τij , v)) = 0, j = 0, 1, . . . , mi (1.10)
in das NLP-Problem eingefu¨hrt werden. Ein Beispiel einer (unzula¨ssigen) Anfangstrajek-
torie sowie einer (stetigen) Lo¨sung ist in der Abbildung 1.7 angegeben. Die im Abschnitt
2.3 angegebenen NLP-Lo¨sungsalgorithmen haben im allgemeinen unzula¨ssige Iterierte, bei
denen Simulation und Optimierung gleichzeitig durchgefu¨hrt werden. Um die Zusta¨nde
xi(τi,j+1; s
x
ij, s
z
ij , qij, p, v) und deren Sensitivita¨ten zu berechnen, werden effiziente, adapti-
ve DAE-Lo¨ser benutzt - siehe Kapitel 4.
1.4.2 Diskretisierung der Steuerungs- und Pfadbeschra¨nkungen
Im folgenden wird der Ansatz der punktweisen Diskretisierung dieser Beschra¨nkungen
weiter verfolgt, da sich damit die Anwendungsprobleme in dieser Arbeit effizient und
ausreichend genau behandeln lassen. Dazu werden an den Punkten τij des Gitters (1.5)
folgende Bedingungen gestellt:
hi(s
x
ij , s
z
ij, ϕij(τij , qij), p, θi(τij , v)) ≥ 0, j = 0, 1, . . . , mi. (1.11)
Damit ko¨nnen Schranken an die stu¨ckweise konstant oder linear parameterisierte Steue-
rung exakt eingehalten werden. Es sei betont, daß fu¨r die Diskretisierung der Pfadbe-
schra¨nkungen auch ein feineres Diskretisierungsgitter verwendet werden kann. Weitere
Mo¨glichkeiten bestehen in der Formulierung von semi-infiniten Min-Max Problemen und
deren Lo¨sung u¨ber konsistente Approximationen (siehe Polak 1997, [74]).
13
si,0
si,1
si,2
si,3
si,4
si,5
0 = τi,0 τi,1 τi,2 τi,3 τi,4 τi,5 = 1
xi(τ)
τ
•
•
•
•
•
•
si,0
si,1
si,2
si,3
si,4
si,5
0 = τi,0 τi,1 τi,2 τi,3 τi,4 τi,5 = 1
xi(τ)
τ
•
•
•
•
•
•
Abbildung 1.7: Direktes Mehrfach-Schießverfahren: Anfangstrajektorie (Startwerte inter-
poliert zwischen Randwerten) und Optimale Lo¨sung
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1.5 Struktur des diskretisierten und parameterisier-
ten Problems
Die beschriebene Parametrisierung und Diskretisierung desM-stufigen Ausgangsproblems
(1.1) fu¨hrt zu folgendem strukturierten NLP, wobei v := (t0, d0, d1, . . . , dM−1) ein weiterer
Parametervektor ist, bestehend aus Anfangszeit und Stufendauern:
min
sx
ij
, sz
ij
, qij , p, v
M−1∑
i=0
φi(s
x
i,mi
, szi,mi, p, θi(τi,mi , v)) (1.12a)
unter den Stetigkeits- und Konsistenzbedingungen
xi(τi,j+1; s
x
ij, s
z
ij, qij , p, v)− sxi,j+1 = 0, j = 0, 1, . . . , mi−1
gi(s
x
ij, s
z
ij, ϕij(τij , qij), p, θi(τij, v)) = 0, j = 0, 1, . . . , mi
}
, i = 0, 1, . . . ,M−1,
(1.12b)
den Anfangsbedingungen an sx00
d(sx00, s
z
00, p) = 0, (1.12c)
den diskretisierten Steuerungs- und Pfadbeschra¨nkungen
hi(s
x
ij, s
z
ij , ϕij(τij , qij), p, θi(τij , v)) ≥ 0, j = 0, 1, . . . , mi, i = 0, 1, . . . ,M−1, (1.12d)
den Stufenu¨bergangsbedingungen
ci(s
x
i,mi
, szi,mi , p)− sxi+1,0 = 0, i = 0, 1, . . . ,M−2, (1.12e)
und den linear gekoppelten Mehrpunktrandbedingungen
M−1∑
i=0
(
rsi (s
x
i,0, s
z
i,0, p, θi(τi,0, v)) + r
e
i (s
x
i,mi
, szi,mi, p, θi(τi,mi , v))
) {=
≥
}
0. (1.12f)
Zusa¨tzlich ko¨nnen fu¨r die NLP-Variablen Schranken formuliert werden:
sxij ≤ sxij ≤ sxij
szij ≤ szij ≤ szij
q
ij
≤ qij ≤ qij

 , j = 0, 1, . . . , mi, i = 0, 1, . . . ,M−1, (1.12g)
und
p ≤ p ≤ p,
v ≤ v ≤ v. (1.12h)
Die Zustandsvariablen xi(τi,j+1; s
x
ij, s
z
ij, qij , p, v) in (1.12b) stellen Lo¨sungen der relaxier-
ten Anfangswertprobleme (1.7) dar. Die festen, dimensionslosen Gitterpunkte τij sind in
(1.5) und die Zeittransformationen θi in (1.4) definiert. Die in diesem Kapitel dargestellte
Parameterisierung und Diskretisierung des Optimierungsproblems und deren Lo¨sung mit
Hilfe der Methoden aus Kapitel 2, 3 und 4 hat sich fu¨r die Anwendungsprobleme aus dem
Bereich der (bio-)chemischen Verfahrenstechnik als effizient und robust erwiesen.
15
Kapitel 2
Grundlegende Lo¨sungsstrategien fu¨r
Nichtlineare Programme
Dieses Kapitel beschreibt die Grundlagen fu¨r die Entwicklung von Verfahren, die zur
Lo¨sung von endlich-dimensionalen nichtlinearen Programmen (NLP) dienen. Im wesentli-
chen wird das Verfahren der Sequentiellen Quadratischen Programmierung (SQP) be-
schrieben. Ein Spezialfall eines NLP stellen wiederum solche Probleme dar, die eine
Least-Squares-Zielfunktion haben. Fu¨r diese Klasse von Problemen werden in der Re-
gel verallgemeinerte Gauß-Newton-Verfahren angewendet, welche hier als Spezialfall von
SQP-Verfahren dargestellt werden.
2.1 Klassifikation der endlich-dimensionalen Proble-
me
Als allgemeines Optimierungsproblem wird das Problem bezeichnet, ein w∗ ∈ S zu finden,
das folgende Aufgabe lo¨st:
F (w∗) = min
w∈S
F (w).
Dabei wird die Menge S auch als Menge aller zula¨ssigen Werte bezeichnet und es sei
F : IR n → IR eine Funktion.
Ein gleichungs- und ungleichungsbeschra¨nktes Optimierungsproblem ist bestimmt durch
Funktionen Gi : IR
n → IR mit i ∈ E = {1, . . . , mG}, Hj : IR n → IR mit j ∈ I =
{1, . . . , mH} und die zula¨ssige Menge S = {x ∈ IR n | Gi(x) = 0, i ∈ E , Hj(x) ≥ 0, j ∈ I}
sowie einer Zielfunktion F : IR n → IR . In Kurzform schreiben wir dafu¨r:
[NLP]
min F (w) (2.1a)
unter G(w) = 0 (2.1b)
H(w) ≥ 0. (2.1c)
Weiterhin von Interesse ist auch die Menge der aktiven Ungleichungsbedingungen im Punkt
w : I0(w) = {j ∈ I | Hj(w) = 0}.
Als gleichungsbeschra¨nktes Optimierungsproblem [EQ] wird ein NLP bezeichnet, bei dem
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S nur durch Gleichungsbeschra¨nkungen beschrieben wird: S = {w ∈ IR n | Gi(w) = 0, i ∈
E}.
Einen Spezialfall eines NLP stellen Least-Squares-Probleme dar, die folgenden Zielfunkti-
onstyp haben: F (w) = ||f(w)||22 = f(w)Tf(w) mit f : IR n → IRm, wobei ha¨ufig m ≫ n
ist. Dieses Problem wird mit [LSQ] bezeichnet.
Auf die Differenzierbarkeitseigenschaften der in den Problemen vorkommenden Funktio-
nen F,Gi, i ∈ E und Hj, j ∈ I wird an geeigneter Stelle eingegangen.
2.2 Optimalita¨tsbedingungen
Eine lokale Lo¨sung w∗ eines NLP muß zuna¨chst einmal zula¨ssig sein und weiterhin in einer
Umgebung der zula¨ssigen Menge keinen niedrigeren Wert der Zielfunktion als F (w∗) ha-
ben. Dazu wird ein zula¨ssiger Pfad definiert, dessen Ende w∗ sei. Um zula¨ssige Richtungen
entlang dieses Pfades zu definieren, gibt es Bedingungen, welche die lokale Struktur der
zula¨ssigen Menge S beschreiben. Diese werden auch als Regularita¨tsbedingungen bezeich-
net, weil sie die Existenz eines zula¨ssigen Pfades sichern. Zwei davon dienen uns dabei
zur Definition von Optimalita¨tsbedingungen: LICQ, MFCQ.
Definition 1 (LICQ: linear independence constraint qualification)
Es gilt die Bedingung LICQ in w, wenn w ∈ S und die Vektoren ∇Gi(w), i ∈ E und
∇Hj(w), j ∈ I0(x) linear unabha¨ngig sind.
Definition 2 (MFCQ: Mangasarian-Fromovitz constraint qualification)
Es gilt die Bedingung MFCQ in w, wenn w ∈ S und
• die Vektoren ∇Gi(w), i ∈ E linear unabha¨ngig sind,
• ein Vektor ξ ∈ IR n existiert mit
∇Gi(w)T ξ = 0, i ∈ E ,
∇Hj(w)T ξ > 0, j ∈ I0(w).
Bemerkung 1
Wenn w LICQ erfu¨llt, dann erfu¨llt w auch MFCQ.
In Abbildung 2.1 wird der Unterschied zwischen den beiden Regularita¨tsbedingun-
gen anhand von Ungleichungsbedingungen dargestellt. Im linken Bild ist die Bedingung
LICQ erfu¨llt, da die Gradienten der beiden im Punkt w aktiven Ungleichungen linear
unabha¨ngig sind. Im rechten Bild dagegen ist die gestrichelte Ungleichungsbedingung
hinzugefu¨gt worden. In diesem Fall gilt nur noch die Bedingung MFCQ, da in w der Gra-
dient der gestrichelten Ungleichungsbedingung von den Gradienten der anderen beiden
linear abha¨ngig ist.
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Abbildung 2.1: Unterschied zwischen LICQ und MFCQ
2.2.1 Bedingungen erster Ordnung
Fu¨r einen Punkt w∗, der MFCQ erfu¨llt, ko¨nnen wir nun notwendige Bedingungen erster
Ordnung fu¨r ein lokales Minimum des NLP aufstellen, welche unter anderem geometrisch
aussagen, daß ∇F (w∗) durch die Gradienten ∇Gi(w∗), i ∈ E und ∇Hj(w∗), j ∈ I0(w∗)
aufgespannt wird. Dazu wird die Lagrange-Funktion L fu¨r das NLP eingefu¨hrt:
L(w, λ, µ) = F (w)− λTG(w)− µTH(w)
= F (w)−∑
i∈E
λiGi(w)−
∑
j∈I
µjHj(w).
Dabei bezeichnen λ ∈ IR |E| und µ ∈ IR |I| die Lagrange-Multiplikatoren fu¨r die Gleichungen
und Ungleichungen.
Satz 1 (notwendige Bedingungen erster Ordnung)
Seien F,G und H stetig differenzierbar. Es gelte MFCQ fu¨r w∗. Liegt in w∗ ein lokales
Minimum des NLP vor, so existieren Multiplikatoren λ∗ ∈ IR |E| und µ∗ ∈ IR |I|, so daß die
Bedingungen gelten:
∇wL(w∗, λ∗, µ∗) = 0 (2.2a)
G(w∗) = 0 (2.2b)
H(w∗) ≥ 0 (2.2c)
µ∗ ≥ 0 (2.2d)
µ∗jHj(w
∗) = 0, j ∈ I. (2.2e)
Dabei wird (2.2e) als Komplementarita¨tsbedingung bezeichnet.
Bemerkung 2 (Beschra¨nktheit der Multiplikatoren)
Gauvin (1977, [41]) hat bewiesen, daß die Menge der Multiplikatoren (λ∗, µ∗) an einem
stationa¨ren Punkt w∗ genau dann ein kompaktes konvexes Polyeder bilden, wenn die
Regularita¨tbedingung MFCQ gilt. Dabei ist ein in stationa¨rer Punkt w∗ dadurch definiert,
daß die Bedingungen (2.2) gelten.
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Bemerkung 3 (KKT-Bedingungen)
Unter der sta¨rkeren Voraussetzung LICQ an w∗ sind die Multiplikatoren eindeutig. In
dieser Form ist der Satz 1 von Karush (1939, [51]) und Kuhn, Tucker (1951, [53]) aufgestellt
worden und man spricht beim Tripel (w∗, λ∗, µ∗) auch von einem Karush-Kuhn-Tucker
(KKT) Punkt. Die Jacobimatrix der Gleichungsbedingungen (2.2a), (2.2b) und aktiven
Ungleichungsbedingungen (2.2c) in Satz 1 wird auch KKT-Matrix genannt.
Man bezeichnet die Multiplikatoren auch als sogenannte Schattenpreise, was damit zu
tun hat, daß bei einer Variation der Nebenbedingung die Multiplikatoren angeben, um
wieviel sich die Zielfunktion a¨ndert. Diese Interpretation ist nu¨tzlich, um zum Beispiel
eine Active-Set-Methode zur Lo¨sung eines ungleichungsbeschra¨nkten Quadratischen Pro-
gramms zu konstruieren. Dieses quadratische Programm ist definiert durch eine quadrati-
sche Zielfunktion und lineare Nebenbedingungen. Bei einer primalen Active-Set-Methode
wird zuerst ein zula¨ssiger Punkt bezu¨glich der linearen Nebenbedingungen gesucht und an-
schließend ein sogenanntes Active-Set aus den Ungleichungsbedingungen gebildet, welche
tempora¨r als Gleichungsbedingungen angesehen werden. Beim Test, ob eine Ungleichung
aus dem Active-Set genommen werden soll, wird eine der Ungleichungen genommen, wel-
che einen negativen Multiplikator besitzt (siehe Fletcher 1987, [37]).
2.2.2 Bedingungen zweiter Ordnung
Als na¨chstes werden hinreichende Bedingungen 2. Ordnung angeben, da die notwendigen
Bedingungen erster Ordnung bisher noch keine Unterscheidung zwischen lokalem Mini-
mum, Maximum und Sattelpunkt gemacht haben:
Satz 2 (hinreichende Bedingungen zweiter Ordnung)
Seien F , G und H zweimal stetig differenzierbar. Eine hinreichende Bedingung fu¨r ein
striktes lokales Minimum w∗ des NLP ist erfu¨llt, wenn Multiplikatoren λ∗ ∈ IR |E| und
µ∗ ∈ IR |I| existieren, so daß (w∗, λ∗, µ∗) die notwendigen Bedingungen erster Ordnung
erfu¨llen und fu¨r jedes ξ ∈ IR n, ξ 6= 0 mit:
ξT∇Gi(w∗) = 0, i ∈ E , (2.3a)
ξT∇Hj(w∗) = 0, j ∈ I0(w∗) mit µ∗j > 0, (2.3b)
ξT∇Hj(w∗) ≥ 0, j ∈ I0(w∗) mit µ∗j = 0 (2.3c)
gilt: ξT∇2wL(w∗, λ∗, µ∗)ξ > 0.
Bemerkung 4 (Positiv-Definitheit der reduzierten Lagrange-Hessematrix)
Insbesondere sei betont, daß hier nicht gefordert wird, daß die Hessematrix der Lagrange-
funktion auf dem gesamten Raum IR n positiv definit ist, sondern nur auf einem Teil des
Kerns der aktiven nichtdegenerierten Nebenbedingungen.
Bemerkung 5 (Stabilita¨t gegen Sto¨rungen)
Die hinreichenden Bedingungen zweiter Ordnung sind hier in der schwachen Formulierung
angegeben. Wenn man von dem Punkt (w∗, λ∗, µ∗) zusa¨tzlich fordert, daß er die Regula-
rita¨tsbedingung LICQ erfu¨llt und die strikte Komplementarita¨t (j ∈ I0(w∗) ⇒ µ∗j > 0)
gilt, dann ist (w∗, λ∗, µ∗) stabil gegen Sto¨rungen und die Jacobimatrix der Gleichungsbe-
dingungen aus Satz 1 am Optimum nichtsingula¨r.
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2.3 Iterative Methoden basierend auf linear-quadra-
tischen Approximationen
Die Basis der hier vorgestellten iterativen Methoden fu¨r die Lo¨sung eines Nichtlinearen
Programms (NLP) stellen die Optimalita¨tsbedingungen erster Ordnung dar. Sie charakte-
risieren die Lo¨sung in Form von nichtlinearen Gleichungs- und Ungleichungsbedingungen.
In einem Optimum des NLP spielen jedoch nur die aktiven Ungleichungsbeschra¨nkungen
eine wesentliche Rolle - in einer Umgebung des Optimums kann das Problem als rein
gleichungsbeschra¨nktes Problem formuliert werden. Wir beschra¨nken uns daher auf die
Behandlung von gleichungsbeschra¨nkten Problemen (EQ).
Die Optimalita¨tsbedingungen erster Ordnung fu¨r EQ liefern ein nichtlineares Gleichungs-
system, dessen Lo¨sung (w∗, λ∗) Kandidaten fu¨r eine Lo¨sung von EQ sind:
0 = ∇wL(w∗, λ∗) = ∇F (w∗)−
∑
i∈E
λ∗i∇Gi(w∗), (2.4a)
0 = ∇λL(w∗, λ∗) = G(w∗). (2.4b)
Nun la¨ßt sich mit Hilfe von Newton-a¨hnlichen Verfahren eine Iterationsvorschrift definie-
ren, die ausgehend von einem Startwert (w0, λ0) eine Folge von Iterierten generiert, welche
lokal gegen eine Lo¨sung des nichtlinearen Gleichungssystem (2.4) konvergiert. Dazu muß
die Newton-Iterationsmatrix genauer definiert werden, von der wiederum die Konvergenz-
rate abha¨ngig ist. Fu¨r den Fall, daß die Iterationsmatrix exakt ist, d. h. sie der Hessematrix
der Lagrange-Funktion entspricht, sieht die Definition der Newton-Iterierten (∆wk,∆λk)
wie folgt aus:
∇2L(wk, λk)
(
∆wk
∆λk
)
= −∇L(wk, λk). (2.5)
Wir erhalten also Folgen wk+1 = wk +∆wk und λk+1 = λk +∆λk. Diesen Ansatz nennen
wir den Lagrange-Newton-Ansatz.
Die Multiplikatoren λk+1 lassen sich auch direkt berechnen, wie man leicht an der ausfor-
mulierten Iterationsgleichung (2.5) sehen kann:
( ∇2wL(wk, λk) ∇G(wk)
∇G(wk)T
)(
∆wk
∆λk
)
= −
( ∇F (wk) +∇G(wk)λk
G(wk)
)
. (2.6)
Dazu ist die rechte Seite von (2.6) zu modifizieren:( ∇2wL(wk, λk) ∇G(wk)
∇G(wk)T
)(
∆wk
λk+1
)
= −
( ∇F (wk)
G(wk)
)
. (2.7)
Man sieht, daß die Multiplikatoren nur noch in der Hessematrix der Lagrange-Funktion
vorkommen. Dies kann bei lokalen Konvergenzuntersuchungen ausgenutzt werden.
Eine wesentliche Feststellung ist, daß unter bestimmten Bedingungen an die Lagrange-
Hessematrix die Lo¨sung (∆wk, λk+1) der Lagrange-Newton-Gleichungen (2.7) auch eine
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Lo¨sung des folgenden Quadratischen Programms ist:
[QP] min ∇F (wk)T∆wk + 12∆wTk∇2wL(wk, λk)∆wk (2.8a)
unter G(wk) +∇G(wk)T∆wk = 0. (2.8b)
Ein sequentielles Verfahren, das auf der wiederholten Lo¨sung von Quadratischen Pro-
grammen beruht, nennt man auch SQP-Verfahren, welches zuerst von Wilson (1963, [99])
aufgestellt und untersucht wurde.
Dabei stimmen die Lo¨sungen von (2.7) und (2.8) u¨berein, wenn die Lagrange-Hessematrix
positiv definit auf dem Kern der strikt aktiven Restriktionen sind und die Lo¨sung von (2.8)
eindeutig ist. Die Bedingung an die Hessematrix ist dabei in einer Umgebung eines KKT-
Punktes erfu¨llt, an dem die hinreichenden Bedingungen zweiter Ordnung gelten (siehe
auch Bemerkung 5). In den anderen Fa¨llen existiert mitunter keine Lo¨sung des QP, da
Richtungen negativer Kru¨mmungen vorhanden sein ko¨nnen. Dies wiederum gibt auch den
Hinweis auf Modifikationen des Problems: um eine endliche Lo¨sung zu erhalten, mu¨ssen
die entsprechenden Eigenwerte der Newton-Iterationsmatrix geshiftet oder der Schritt be-
schra¨nkt werden. Ansa¨tze dafu¨r sind in der Literatur auch als Levenberg-Marquardt- oder
Trust-Region-Modifikationen bekannt.
In vielen Fa¨llen ist es jedoch zu teuer, die Lagrange-Hessematrix ∇2wL(wk, λk) aus-
zurechnen und daher wird versucht, sie durch Updates zu approximieren. Die Grund-
lage dafu¨r ist die Sekantenbedingung. Um sie herzuleiten, wird das Problem einer un-
beschra¨nkten Minimierung einer nichtlinearen zweimal stetig differenzierbaren Funktion
F : IR n → IR betrachtet. Durch Taylorentwicklung von ∇F (w) um wk erha¨lt man fol-
gende Bedingung:
∇2F (wk)(wk − wk−1) = ∇F (wk)−∇F (wk−1) +O(||wk − wk−1||2).
Daraus la¨ßt sich die besagte Sekantenbedingung fu¨r die Approximation Bk von ∇2F (wk)
definieren:
Bkδk−1 = γk−1, (2.9)
mit δk−1 = wk−wk−1 und γk−1 = ∇F (wk)−∇F (wk−1). Da dies jedoch nur n Bedingungen
fu¨r die Eintra¨ge der Hessematrix sind, sind weitere Bedingungen notwendig:
Symmetrie-Erhaltung: Bk symmetrisch → Bk+1 symmetrisch,
Erhaltung der Positiv Definitheit: Bk positiv definit → Bk+1 positiv definit,
Least Change Bedingung: Vera¨nderung mo¨glichst weniger Kru¨mmungsinformationen:
Bk+1z = Bkz ∀ zT (wk+1 − wk) = 0.
Daraus lassen sich Update-Vorschriften fu¨r Rang-1- und Rang-2-Updates mit vollsta¨ndi-
gem beziehungsweise teilweisem Merken alter Kru¨mmungsinformationen gewinnen:
Bk+1 = Bk + U(Bk, δk, γk)
beziehungsweise
Bk+1 = U(B0, δl, . . . , δk, γl, . . . , γk) fu¨r l ≤ k.
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Das bekannteste Update ist das Rang-2-Update nach Broyden, Fletcher, Goldfarb und
Shanno, welches die Positiv-Definitheit und die Symmetrie beru¨cksichtigt:
UBFGS(Bk, δk, γk) =
γkγ
T
k
γTk δk
− Bkδkδ
T
k Bk
δTk Bkδk
. (2.10)
Es existiert auch eine Version mit teilweisem Merken alter Kru¨mmungsinformationen, das
sogenannte Limited-Memory-Update von Nocedal (1980, [67]):
UL−BFGS(B0, δl, . . . , δk, γl, . . . , γk) = B0 +
k∑
i=l
(
γiγ
T
i
γTi δi
− Biδi(Biδi)
T
δTi Biδi
)
.
Eingebettet in SQP-Verfahren wurden fu¨r beide Update-Vorschriften zahlreiche Untersu-
chungen durchgefu¨hrt. Dabei gibt es sowohl Resultate hinsichtlich der lokalen Konvergenz
der Iterierten wk als auch im Hinblick der Hessematrixapproximationen Bk. In Boggs und
Tolle (1994, [21]) ist die Konvergenz der Hessematrixapproximationen bei Rang-2-Updates
na¨her untersucht worden. Ihre Analyse wurde unabha¨ngig von einem zugrunde liegenden
Optimierungsverfahren durchgefu¨hrt und sie zeigten unter bestimmten Annahmen an δk
und γk, daß die Konvergenzrate der Hessematrixapproximationen im wesentlichen r-linear
ist und damit in einem Algorithmus, bei dem die Iterierten wk schneller konvergieren, kei-
ne Konvergenz der Hessematrixapproximationen vorliegt. Wie wir spa¨ter sehen werden,
ist die Konvergenz der Hessematrixapproximation gegen die exakte Hessematrix nicht
notwendig.
Die Verallgemeinerung der BFGS-Update-Vorschriften in SQP-Verfahren fu¨r NLP ist da-
bei im wesentlichen durch Powell (1978, [76]) durchgefu¨hrt worden: dazu sei nun γk−1 =
∇wL(wk, λk)−∇wL(wk−1, λk). Da unter Umsta¨nden die Positiv Definitheit von Bk (auch
durch Verku¨rzung des Schritts) nicht gewa¨hrleistet werden kann, wird folgende Heuristik
eingefu¨hrt. In der Update-Formel wird die Differenz der Gradienten γk durch den Vektor
ηk ersetzt:
ηk := Θkγk + (1−Θk)Bkδk, 0 < Θk ≤ 1.
Damit ist dann folgende Bedingung einzuhalten:
δTk ηk ≥ ǫΘδTk Bkδk > 0 mit ǫΘ ∈ [0.1, 0.2].
Fu¨r Θk ergibt sich daraus folgende Bedingung:
Θk =


1 wenn δTk γk ≥ ǫΘδTk Bkδk
(1−ǫΘ)δ
T
k
Bkδk
δT
k
Bkδk−δ
T
k
γk
sonst.
Zu beachten ist, daß bei Werten Θk < 1 die Sekantenbedingung verletzt wird und somit
eventuell keine sinnvollen Kru¨mmungsinformationen aufdatiert werden. Aus Gru¨nden,
die die lokale Konvergenz betreffen, sollte ein ha¨ufiger Einsatz hintereinander vermieden
werden. In der Praxis haben sich als Alternative auch ein Aussetzen des Updates als
sinnvoll erwiesen, beziehungsweise der Einsatz eines Limited-Memory-BFGS-Updates, bei
dem dann eventuell gro¨ßere Werte fu¨r Θk beobachtet werden ko¨nnen.
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Bisher wurden Verfahren beschrieben, die die Natur der Zielfunktion F (w) nicht aus-
nutzen. Bei Least-Squares-Funktionen jedoch sind sowohl statistische als auch numerische
Interpretationen von Interesse. Dazu habe die Zielfunktion folgende Gestalt:
F (w) = ||f(w)||22 =
m∑
j=1
(ηj − h(tj, w))2
σ2j
.
Hierbei seien ηj Messungen, h(tj , w) die Modellantworten an den Zeitpunkten tj mit
Parametern w und σ2j die Varianzen der Messungen. m ist dabei die Anzahl der Daten.
Wenn nun die Fehler der Messungen
ǫj = ηj − h(tj , w), j = 1, . . . , m
normalverteilt, mit bekannter Varianz σj , Erwartungswert 0 sowie unabha¨ngig sind, dann
ist eine Lo¨sung des Least-Squares-Problems (LSQ) eine Maximum-Likelihood-Scha¨tzung,
welche die Stichprobe mit gro¨ßter Wahrscheinlichkeit reproduziert.
Die Ausformulierung der Hessematrix der Zielfunktion ergibt fu¨r diesen Fall:
∇2F (w) = 2∇f(w)∇f(w)T + 2
m∑
j=1
fj(w)∇2fj(w).
Fu¨r Probleme, bei denen fj(wk), j = 1, . . . , m klein ist, ist Bk = 2∇f(wk)∇f(wk)T eine
gute Approximation der exakten Hessematrix. Diese Eigenschaft nutzen wir im sogenann-
ten verallgemeinerten Gauß-Newton-Verfahren aus, bei dem im Quadratischen Programm
(QP) anstatt ∇2wL(wk, λk) nun Bk verwendet wird. Anders formuliert wird also zur Be-
rechnung eines Schritts ∆wk folgendes Problem gelo¨st:
[LSQ-QP] min ||f(wk) +∇f(wk)T∆wk||22 (2.11a)
unter G(wk) +∇G(wk)T∆wk = 0. (2.11b)
Satz 3 (Fixpunkteigenschaft des Gauß-Newton-Verfahrens)
Sei (w∗, λ∗) ein KKT-Punkt des Problems (LSQ), der die hinreichenden Bedingungen
zweiter Ordnung erfu¨llt. Dann gilt: (w∗, λ∗) ist ein KKT-Punkt von (LSQ) ⇔ (0, λ∗)
ist ein KKT-Punkt von (LSQ-QP). Das heißt, daß ein KKT-Punkt von LSQ auch ein
Fixpunkt des verallgemeinerten Gauß-Newton-Verfahrens ist.
Bemerkung 6 (Genauigkeit der Lo¨sung von LSQ-QP)
Im unbeschra¨nktem Fall fu¨hrt die Berechnung einer Lo¨sung u¨ber die Normalgleichung zu
einer Verschlechterung der Genauigkeit der Lo¨sung (hier geht das Quadrat der Kondition
der LSQ-Jacobimatrix ein). Im beschra¨nktem Fall ist dies ebenso, wenn das LSQ-QP als
allgemeines QP gelo¨st wird, welches nicht die spezielle Natur der Hessematrix beru¨cksich-
tigt. Eine bessere Lo¨sungsmethode ist, die (reduzierte) LSQ-Jacobimatrix orthogonal zu
zerlegen und aufzulo¨sen. Dabei geht die Kondition der (reduzierten) LSQ-Jacobimatrix
nur linear in die Genauigkeit der Lo¨sung ein.
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Der nachfolgende Satz von Bock (1987, [16]) definiert eine verallgemeinerte Inverse, den
Lo¨sungsoperator des verallgemeinerten Gauß-Newton-Verfahrens. Damit ist es mo¨glich,
einen Lokalen Kontraktionssatz in einer einheitlichen Weise fu¨r die hier behandelten ite-
rativen Verfahren zu verwenden.
Satz 4 (Existenz einer verallgemeinerten Inverse)
Seien LICQ und Positiv Definitheit der Gauß-Newton-Hessematrix auf dem Kern der
Jacobimatrix der Gleichungsbedingungen erfu¨llt (auf einem Gebiet D ⊂ IR n) und J =
(∇fT ,∇GT )T : D ⊂ IR n → IR (m+mG)×n, dann gilt:
1. Fu¨r jedes r = (fT , GT )T ∈ IRm+mG existiert genau ein KKT-Punkt (∆w, λ) von
LSQ-QP und ∆w ist ein striktes Minimum.
2. Es existiert eine lineare Abbildung J+ : IRm+mG → IR n, so daß ∆w = J+r das
LSQ-QP lo¨st fu¨r jedes r ∈ IRm+mG mit
J+ =
(
I 0
)(∇f∇fT ∇G
∇GT
)−1(∇f
I
)
.
3. Der Lo¨sungsoperator J+ ist eine verallgemeinerte Inverse und erfu¨llt folgende Be-
dingung: J+ = J+JJ+.
2.3.1 Lokale Konvergenz
Zentraler Punkt in diesem Abschnitt ist der lokale Kontraktionssatz von Bock (1987, [16])
fu¨r Newton-a¨hnliche Verfahren zur Lo¨sung von nichtlinearen Gleichungen. Dabei wird die
lokale Konvergenz von SQP-Verfahren mit und ohne exakte Hessematrizen und von Gauß-
Newton-Verfahren erla¨utert. Dazu wird die Berechnung der Schritte auf die Lo¨sung von
Gleichungssystemen zuru¨ckgefu¨hrt (siehe Bemerkung 3 und Satz 4).
Sei dazu ∆xk+1 = −M(xk)r(xk) eine Verfahrens-Vorschrift, welche die Iterierten zur
Lo¨sung eines nichtlinearen Gleichungssystems r(x) = 0 mit einer Na¨herungsinversen
M(x) ≈ ∇r(x)−T , M(x) 6= 0 definiert.
Satz 5 (Lokaler Kontraktionssatz)
Sei D ⊂ IR n ein Gebiet und r : D → IRm stetig differenzierbar, J(x) = ∇r(x)T . Fu¨r alle
x, y ∈ D und alle t ∈ [0, 1] mit y − x := −M(x)r(x) gelte:
∃ ω <∞ : ||M(y)[J(x+ t(y − x))− J(x)](y − x)|| ≤ ωt||y − x||2, (2.12)
∃ κ(x) ≤ κ < 1 : ||M(y)R(x)|| ≤ κ(x)||y − x|| ≤ κ||y − x|| (2.13)
mit R(x) = r(x)− J(x)M(x)r(x) (Residuum).
Sei x0 ∈ D gegeben mit:
δ0 :=
α0ω
2
+ κ < 1, αj := ||M(xj)r(xj)||, j = 0, 1, . . . , (2.14)
D0 :=
{
x
∣∣∣∣ ||x− x0|| ≤ α01− δ0
}
⊂ D. (2.15)
Dann gilt:
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1. Die Iteration xj+1 = xj + ∆xj ,∆xj = −M(xj)r(xj) bleibt in D0 und ist wohl
definiert.
2. xj → x∗ ∈ D0 fu¨r j →∞ mit M(x∗)r(x∗) = 0.
3. Konvergenzrate: ||∆xj+1|| ≤ (αjω2 + κ)||∆xj || =: δj||∆xj ||.
4. A priori Abscha¨tzung: ||xj+1 − x∗|| ≤ δj0 α01−δ0 .
Bemerkung 7 (Lipschitzkonstanten im lokalen Kontraktionssatz)
1. Gauß-Newton-Verfahren: ω ist ein Maß fu¨r die Nichtlinearita¨t und wird groß, wenn
die erste Ableitung von J groß wird. κ ist ein Maß fu¨r die Kompatibilita¨t von
den Meßdaten mit dem Modell (Beobachtung). κ < 1 kann gezeigt werden, wenn
Residuum R und erste Ableitung der verallgemeinerten Inverse M klein sind:
||M(y)R(x)|| = ||(M(y)−M(x))R(x)|| ≤ κ||y − x||.
2. SQP-Verfahren: ω ist ebenfalls ein Maß fu¨r die Nichtlinearita¨t, κ ist hier jedoch ein
Maß fu¨r die Gu¨te der Hessematrix-Approximation M−1 (siehe Bemerkung 9):
||M(y)R(x)|| = ||M(y)[M(x)−1 − J(x)]M(x)r(x)|| ≤ κ||y − x||.
Bemerkung 8 (Eigenschaft der Na¨herungsinversen M)
1. Gauß-Newton-Verfahren fu¨r unbeschra¨nktes LSQ-Problem:
M ist Moore-Penrose-Pseudo-Inverse.
2. Gauß-Newton-Verfahren fu¨r beschra¨nktes LSQ-Problem:
M ist die verallgemeinerte Inverse (siehe Satz 4).
3. Newton-a¨hnliches Verfahren fu¨r Gleichungssysteme:
M ist eine Na¨herung der exakten Inverse.
4. SQP-Verfahren mit exakten Hessematrizen fu¨r gleichungsbeschra¨nktes Minimierungs-
problem: M ist die Inverse der KKT-Matrix.
5. SQP-Verfahren mit BFGS-Update-Hessematrizen fu¨r gleichungsbeschra¨nktes Mini-
mierungsproblem: M ist die Inverse der KKT-Matrix mit nichtexakter Lagrange-
Hessematrix.
Bemerkung 9 (Konvergenzraten bzgl. Quotientenkriterium)
1. Gauß-Newton-Verfahren fu¨r unbeschra¨nktes LSQ-Problem:
Konvergenzrate linear in w.
2. Gauß-Newton-Verfahren fu¨r beschra¨nktes LSQ-Problem:
Konvergenzrate linear in w.
3. Newton-Verfahren fu¨r Gleichungssystem:
Konvergenzrate quadratisch in w, da R(w) = 0.
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4. SQP-Verfahren mit exakten Hessematrizen fu¨r gleichungsbeschra¨nktes Minimierungs-
problem: Konvergenzrate quadratisch in (w, λ), da R(w, λ) = 0.
5. SQP-Verfahren mit Update-Hessematrizen fu¨r gleichungsbeschra¨nktes Minimierungs-
problem: im folgenden werden die Bedingungen fu¨r superlineare Konvergenz in den
primalen Variablen anhand von Abscha¨tzungen fu¨r die Lipschitzkonstante κ herge-
leitet. A¨quivalent zum Lo¨sen der KKT-Bedingungen in den primalen und dualen
Variablen ist das Lo¨sen der reduzierten Gleichungen r ≡ [(SN∇F )T , GT ]T in den
primalen Variablen, wobei SN Kern der Jacobimatrix von G ist. Konsistente duale
Variablen (Lagrange-Multiplikatoren) ko¨nnen u¨ber die Stationarita¨tsbedingung der
Lagrange-Funktion (2.2a) berechnet werden. Bedingungen an die Lipschitzkonstan-
te ω, welche ein Maß fu¨r die Nichtlinearita¨t der exakten KKT-Matrix ist, ko¨nnen
zur Globalisierung des Verfahrens genutzt werden (siehe RMT im Abschnitt 2.3.2).
Die Abscha¨tzung der Lipschitzkonstanten κ:
∆w :=
(
SNk+1
TBk+1
∇GTk+1
)−1 [(
SNk
TBk
∇GTk
)
−
(
SNk
T∇2wL(wk, λk)
∇GTk
)]
∆wk
=
(
SNk+1
TBk+1
∇GTk+1
)−1(
SNk
T [Bk −∇2wL(wk, λk)]∆wk
0
)
=
(
SNk+1
TBk+1
∇GTk+1
)−1 [(
SNk
T [Bk −∇2wL(w∗, λ∗)]∆wk
0
)
+
(
SNk
T [∇2wL(w∗, λ∗)−∇2wL(wk, λk)]∆wk
0
)]
||∆w|| ≤ κ||∆wk||
Wenn nun die Inverse von [BTk+1S
N
k+1,∇Gk+1]T beschra¨nkt bleibt und
||SNk T [Bk −∇2wL(w∗, λ∗)]∆wk||
||∆wk|| → 0 fu¨r k →∞, (2.16)
dann liegt superlineare Konvergenz vor, da SNk
T [∇2wL(w∗, λ∗) − ∇2wL(wk, λk)] → 0
fu¨r k →∞ und konsistenten Lagrange-Multiplikatoren. Dabei entspricht die Bedin-
gung κ → 0 und damit Bedingung (2.16) der Charakterisierung der superlinearen
Konvergenz von Dennis-More´ (1977, [27]) u¨bertragen auf den restringierten Fall.
Bemerkung 10 (Rolle der Lagrange-Multiplikatoren)
1. Gauß-Newton-Verfahren: Die hier vorgestellten Verfahren zur Lo¨sung von LSQ sind
rein primal. D. h. die Hessematrix im LSQ-QP ist sowohl von den Multiplikatoren
als auch von vergangenen Iterierten unabha¨ngig. Selbst die Globalisierung kann mit
Hilfe von Natu¨rlichen Niveaufunktionen (siehe Bock 1987, [16]) rein primal durch-
gefu¨hrt werden.
2. SQP-Verfahren: Die Multiplikatoren kommen bei den hier vorgestellten Verfahren
nur in der Hessematrix des QPs vor. Fletcher (1987, [37]) hat in einem Satz (12.4.1,
Seite 308) gezeigt, daß die Konvergenz der Multiplikatoren in einem SQP-Verfahren
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mit exakten Hessematrizen schon dann erfolgt, wenn der Startwert des Multipli-
kators eine nichtsingula¨re KKT-Matrix zur Folge hat und die Lo¨sungen der QPs
eindeutig sind. In der Regel werden Multiplikatoren auch zur Globalisierung mittels
Straffunktionen beno¨tigt (Update der Straffunktionsparameter).
2.3.2 Globalisierung der Konvergenz
In Satz 5 wird Konvergenz von einem verallgemeinerten Newton-Schema innerhalb ei-
ner Kugel um ein lokales Optimum garantiert. Globalisierungsstrategien sollen nun den
Konvergenzradius dieses Schemas vergro¨ßern, indem sie gegebenfalls den Newton-Schritt
verkleinern.
Liniensuchmethoden verkleinern dabei den berechneten Schritt a posteriori durch Multi-
plikation mit einem Schrittweitenparameter. Im Gegensatz dazu existieren auch Metho-
den, die den Schritt a priori wa¨hrend der Berechnung beschra¨nken. Diese Methoden sind
auch als Restricted-Step- oder Trust-Region-Methoden bekannt.
In dieser Einfu¨hrung beschra¨nken wir uns jedoch auf Liniensuchmethoden und betrach-
ten dabei das Problem [NLP]. Fu¨r die Globalisierung der Konvergenz ist es notwendig,
Optimalita¨t und Zula¨ssigkeit gleichzeitig zu erfu¨llen. Niveaufunktionen beziehungsweise
Straffunktionen sind ein Mittel dazu. Sie dienen dazu, die Qualita¨t eines Schrittes zu be-
urteilen und ihn gegebenenfalls zu modifizieren. Dazu muß die Lo¨sung w∗ des [NLP] ein
Minimum der Niveaufunktion sein und jeder Schritt einen hinreichenden Abstieg in der
Niveaufunktion bewirken. Eine Voraussetzung fu¨r den Abstieg ist die Kompatibilita¨t zwi-
schen Schritt und Niveaufunktion. Weiterhin sind leider die Niveaufunktionen meistens
nicht parameterfrei, das heißt, daß Parameter (an die meist unbekannten Multiplikatoren
am Lo¨sungspunkt) angepaßt werden mu¨ssen.
Einen anderen Ansatz stellen Filtermethoden dar, die Methoden der Mehrfach-Zielfunk-
tionsoptimierung verwenden (siehe Fletcher und Leyffer 2000, [38], sowie Wa¨chter und
Biegler 2001, [98]). Bei der Globalisierung werden zwei (unabha¨ngige) Ziele beru¨cksichtigt:
Zula¨ssigkeit und Minimierung der Zielfunktion. In jedem SQP-Schritt sollen nun entwe-
der die Unzula¨ssigkeit und/oder die Zielfunktion hinreichend reduziert werden. Der Filter
wird nun aus Wertepaaren (Zielfunktionswert und Maß der Unzula¨ssigkeit) bestimmter
SQP-Iterierten gebildet und soll verhindern, daß die Iterierten zykeln. Ein neues Wer-
tepaar einer Iterierten wird nun vom Filter akzeptiert, wenn entweder die Zielfunktion
oder die Unzula¨ssigkeit reduziert wird. Die Aufnahme des Wertepaares in den Filter kann
dabei so gestaltet werden, daß die Akzeptanz einer neuen SQP-Iterierten bzgl. dem Filter
weniger restringent ist als bei der Reduktion einer Niveaufunktion. In einer Globalisierung
mittels a posteriori Anpassung des Schritts durch Liniensuchmethoden wird der Schritt-
weitenparameter solange reduziert, bis die neue SQP-Iterierte vom Filter akzptiert wird.
Im Gegensatz zu der Globalisierung mittels Liniensuche u¨ber die l1-Niveaufunktion (2.17)
mit Strafparameter-Updates (2.21) sind diese Globalisierungsansa¨tze nicht skalierungsin-
variant bzgl. Variablen und Funktionen. Dies liegt an den hinreichenden Kriterien fu¨r
Abstieg, welche fu¨r den Filter verwendet werden. Deswegen wird im folgenden nur der
Ansatz u¨ber Niveau- bzw. Straffunktionen weiter verfolgt.
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Eine der am besten untersuchten Niveaufunktionen ist die l1-Niveaufunktion:
φσ,τ (w) = F (w) +
∑
i∈E
σi|Gi(w)|+
∑
j∈I
τjHj(w)
−. (2.17)
wobei Hj(w)
− = max{0,−Hj(w)}. Diese Niveaufunktion wird auch exakt genannt, da
sie fu¨r endliche Werte σi > |λ∗i | und τj > µ∗j von einem Optimum w∗ von [NLP] lokal
minimiert wird.
Die l1-Niveaufunktion ist eine nicht u¨berall differenzierbare Funktion, welches Konsequen-
zen fu¨r die lokale Konvergenz eines SQP-Verfahrens haben kann (Maratos-Effekt: obwohl
der SQP-Schritt na¨her zum Optimum fu¨hrt, liegt fu¨r den Vollschritt kein hinreichender
Abstieg in der l1-Niveaufunktion vor und der Schritt wird verku¨rzt). Abhilfe dafu¨r sind die
Watchdog-Technik (siehe Chamberlain et al. 1982, [24]) oder die Second-Order-Correction
(siehe Mayne und Polak 1982, [63] und Fletcher 1982, [36]). Die erste Technik bewirkt
eine Relaxierung der Liniensuchmethode, wa¨hrend die zweite Technik den SQP-Schritt
Richtung Zula¨ssigkeit verschiebt. Vom Maratos-Effekt nicht betroffen sind Ansa¨tze mit
differenzierbaren Funktionen wie die von Rockafellar (1974, [79]) eingefu¨hrte exakte Funk-
tion:
φ¯σ,τ (w, λ, µ) = F (w) +
∑
i∈E(−λiGi(w) + 12σiGi(w)2)
+
∑
j∈I
{ −µjHj(w) + 12τjHj(w)2 wenn Hj(w) ≤ µj/τj
−1
2
µ2j/τj sonst
.
Fu¨r die Globalisierung von SQP-Verfahren zur Lo¨sung eines [NLP] wird im folgenden eine
Liniensuchmethode in Kombination mit der l1-Niveaufunktion beschrieben. Hierbei wird
der Schritt ∆wk sowie λk+1, µk+1 aus dem [QP] a posteriori korrigiert:
wk+1λk+1
µk+1

 :=

wkλk
µk

+ αk

 ∆wkλk+1 − λk
µk+1 − µk

.
Der Schrittweitenparameter αk wird dabei durch Minimierung der Niveaufunktion entlang
des Schritts ∆wk vorgegeben:
αk = arg min
α∈(0,1]
φσ,τ (xk + α∆xk).
Um zu zeigen, unter welchen Bedingungen ein solches αk ∈ (0, 1] in jedem Schritt existiert,
betrachten wir die Richtungsableitung der l1-Niveaufunktion im Punkt wk in Richtung
∆wk:
D∆wk φσ,τ (wk) = ∇F (wk)T ∆wk
+
∑
i∈ Eˇ σi (−∇Gi(wk)T ∆wk)
+
∑
i∈ E¯ σi |∇Gi(wk)T ∆wk|
+
∑
i∈ Eˆ σi∇Gi(wk)T ∆wk
+
∑
j ∈ Iˇ τj (−∇Hj(wk)T ∆wk)
+
∑
j ∈ I¯ τj (∇Hj(wk)T ∆wk)−
(2.18)
mit den Indexmengen der Gleichungsbeschra¨nkungen
Eˇ := { i |Gi(wk) < 0 }, E¯ := { i |Gi(wk) = 0 }, Eˆ := { i |Gi(wk) > 0 }
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und denen der Ungleichungsbeschra¨nkungen
Iˇ := { j |Hj(wk) < 0 }, I¯ := { j |Hj(wk) = 0 }.
Der Schritt ∆wk sei nun Lo¨sung des Problems [QP]. Aus den KKT-Bedingungen fu¨r das
Problem [QP] gewinnt man:
∇F (wk)T ∆wk=−∆wTkBk∆wk +
∑
i∈ Eˇk∪ Eˆk
λk,i∇Gi(wk)T ∆wk +
∑
j ∈ Iˇk∪ Iˆk
µk,j∇Hj(wk)T ∆wk.
Eingesetzt in die Richtungsableitung von φσk ,τk ergibt sich:
D∆wkφσk, τk(wk) = −∆wTkBk∆wk
−∑i∈ Eˇk(σk,i − λk,i)∇Gi(wk)T ∆wk−∑i∈ Eˆk(σk,i + λk,i) (−∇Gi(wk)T ∆wk)−∑j ∈ Iˇk(τk,j − µk,j)∇Hj(wk)T ∆wk
−∑j ∈ Iˆk µk,j (−∇Hj(wk)T ∆wk).
(2.19)
Fu¨r die Kompatibilita¨t zwischen Schritt und Niveaufunktion und damit die Existenz eines
positiven Schrittweitenparameters sind folgende Bedingungen an die Parameter einzuhal-
ten:
σk,i ≥ |λk,i|, τk,j ≥ µk,j. (2.20)
und die Hessematrixapproximation muß positiv semidefinit sein. Damit ist die Richtungs-
ableitung von φσk,τk negativ und Abstieg in jedem SQP-Schritt entlang der Lo¨sung des
[QP] mo¨glich. In der Praxis verwendet man fu¨r die Parameter die von Powell (1978, [76])
eingefu¨hrte Updateprozedur:
σk,i = max
{
|λk,i|, 1
2
(σk−1,i + |λk,i|)
}
, τk,j = max
{
µk,j,
1
2
(τk−1,j + µk,j)
}
, (2.21)
wobei σ0,i = |λ0,i| und τ0,j = µ0,j initialisiert werden. Dies hat den Vorteil, daß die
Parameter auch wieder kleiner werden ko¨nnen und somit die Zula¨ssigkeit gegenu¨ber der
Optimalita¨t nicht so stark gewichtet wird. Dies ist insbesondere weit weg vom Optimum
von Interesse.
Anstatt eine exakte Liniensuche in jedem SQP-Schritt durchzufu¨hren, wird in der Praxis
nur die Einhaltung sogenannter relaxierter Bedingungen gefordert - wie sie Armijo (1966)
und Goldstein (1965) fu¨r den unbeschra¨nkten Fall aufgestellt haben:
F (wk + αk∆wk) ≤ F (wk) + ε1αk∇F (wk)T∆wk, ε1 ∈ (0, 1/2) (2.22)
und
∇F (wk + αk∆wk)T∆wk ≥ ε2∇F (wk)T∆wk, ε2 ∈ (ε1, 1).
Die letzte Bedingung ist dabei automatisch erfu¨llt, wenn ein sogenanntes Backtracking
durchgefu¨hrt wird. Das heißt beispielsweise, daß fu¨r ein β ∈ (0, 1) eine kleinste natu¨rliche
Zahl l gesucht wird, so daß die Bedingung (2.22) fu¨r αk = β
l erfu¨llt ist.
Satz 6 (Globale Konvergenz von SQP-Verfahren mit Liniensuche)
Ein SQP-Verfahren mit Liniensuche bzgl. der l1-Niveaufunktion konvergiert global gegen
einen KKT-Punkt unter folgenden Voraussetzungen:
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• die Funktionen F,Gi, i ∈ E und Hj, j ∈ I sind stetig differenzierbar,
• bei jeder Liniensuche seien die Armijo-Goldstein-Bedingungen (2.22) fu¨r die l1-
Niveaufunktion erfu¨llbar: φσk , τk(wk + αk∆wk) ≤ φσk, τk(wk) + ε1αkD∆wkφσk, τk(wk),
• die Folge {wk} bleibt in einer kompakten und konvexen Menge des IR n,
• die Exaktheitsbedingung (2.20) fu¨r die Niveaufunktion ist erfu¨llt,
• Bedingung an die Hessematrixapproximationen Bk: es existieren β1, β2 ∈ (0,∞), so
daß fu¨r alle k und jedes w ∈ IR n gilt: β1wTw ≤ wTBkw ≤ β2wTw.
Dieser Satz wurde von Powell (1980, [77]) fu¨r ein SQP-Verfahren mit modifizierten BFGS-
Updates der Lagrange-Hessematrix bewiesen. Zentral ist dabei die Kompatibilita¨t der
Niveaufunktion mit dem Schritt und damit die Positiv-Definitheit der Hessematrix. Dies
ist also fu¨r modifizierte Quasi-Newton- und Gauß-Newton-Verfahren der Fall.
Einfache Beispiele zeigen jedoch, daß die Liniensuche auch zur Verlangsamung der
lokalen Konvergenz fu¨hren kann. Der Grund ist, daß bei schlecht konditionierten Pro-
blemen die Niveaufunktion ein Bananental aufweisen ko¨nnen, so daß der Newton-Schritt
stark verkleinert werden muß, um Abstieg in der Niveaufunktion zu erzeugen.
Fu¨r Least-Squares-Probleme [LSQ] mit Gauß-Newton-Verfahren existiert dabei eine in der
Praxis sehr erfolgreiche Globalisierung mit einer sich in jedem Schritt a¨ndernden Niveau-
funktion, welche auch bei schlecht konditionierten Problemen Vollschritt zulassen – im
Gegensatz zur l1-Niveaufunktion. Die weitere Darstellung folgt dabei den Ideen von Bock,
Kostina und Schlo¨der (2000, [19]) bzgl. der Globalisierung von Gauß-Newton-Verfahren
mit Natu¨rlichen Niveaufunktionen.
Wir betrachten nun den Gauß-Newton-Schritt ∆wk fu¨r ein unbeschra¨nktes Least-Squares-
Problem (die Verallgemeinerung auf restringierte Probleme ist mit Satz 4 mo¨glich). Fu¨r
die Natu¨rliche Niveaufunktion φk ist dabei der Gauß-Newton-Schritt identisch mit dem
steilsten Abstieg der Niveaufunktion ∇φk(wk):
φk(w) :=
1
2
||∇f(wk)+f(w)||22. (2.23)
Damit ist die vorhin beschriebene Beobachtung inbesondere bei schlecht konditionierten
Problemen behoben, das heißt, daß der Schritt im lokalen Konvergenzbereich des Verfah-
rens nicht durch die Globalisierung restringiert wird. Fu¨r diese Niveaufunktion kann nun
folgende Abscha¨tzung (Quadratic Upper Bound) gezeigt werden:
[QUB]
φk(wk + α∆wk) ≤ (1− α + α22 ω1(α)||∆wk||)φk(wk)
mit ω1(α) := sup0<α1≤α
||∇f(wk)
+[∇f(wk+α1∆wk)−∇f(wk)]||
α1||∆wk||
.
(2.24)
Die folgende Liniensuche nach Armijo-Goldstein mit der Natu¨rlichen Niveaufunktion
(2.23) wird auch als restriktiver Monotonietest bezeichnet. Dabei wa¨hle α ∈ (0, 1], so
daß gilt (beachte D∆wkφk(wk) = φk(wk)):
[RMT]
1− α+ α2
2
ω1(α)||∆wk|| ≤ 1− εα, ε ∈ (0, 1),
αw1(α)||∆wk|| ≤ 2(1− ε) =: η, η ∈ (0, 2).
(2.25)
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Bemerkung 11 (Erla¨uterung des RMT)
1. Der restringierte Schritt α∆wk bleibt in einer Kugel um wk mit Radius η/ω.
2. Praktische Berechnung und Scha¨tzung fu¨r Kru¨mmung ω1(α):
ω3(α) := 2
||∇f(wk)+[f(wk + α∆wk)− (1− α)f(wk)]||
α2||∆wk||2 ≤ ω1(α). (2.26)
3. Anfangswahl des Schrittweitenparameters αsk bei Verwendung der Kru¨mmungsin-
formationen ω3(αk−1) des letzten Schritts :
αsk := min
{
1,
1
ω3(αk−1)||∆wk||
}
.
4. Bestimmung des Schrittweitenparameters α durch Nullstellensuche von:
ϕ(α) := αω3(α)||∆wk|| − η = 0.
Bemerkung 12 (Verallgemeinerung auf Problem LSQ mit Ungleichungen)
Fu¨r eine korrekte Auswertung von ω3 muß das Active-Set des LSQ-QPs eingefroren, Funk-
tionswerte der Nebenbedingungen und LSQ-Zielfunktion neu berechnet sowie deren Jaco-
bimatrizen beibehalten werden. Damit kann dann J+k r(wk+α∆wk) oder auch die Differenz
J+k [r(wk+α∆wk)− (1−α)r(wk)] direkt berechnet werden, was numerisch stabiler ist (fu¨r
die Definition von J+ und r siehe Satz 4 mit G ≡ (G,Hact)).
2.3.3 Adaptive Genauigkeitssteuerung
Im folgenden werden zwei Lo¨sungsansa¨tze beschrieben, um eine Lo¨sung eines Nichtlinea-
ren Programms [NLP] mit geforderter Genauigkeit zu erhalten unter der Voraussetzung,
daß die Iterierten des NLP-Algorithmus exakt berechnet werden ko¨nnen und die Genau-
igkeiten der Eingangsgro¨ßen des NLP (Funktions- und Ableitungswerte) steuerbar sind.
Beim sequentiellen Ansatz wird die Genauigkeit der Eingangsgro¨ßen in einer a¨ußeren
Schleife um den NLP-Algorithmus gesteuert. Die resultierenden gesto¨rten NLPs wer-
den bis zur Konvergenz ausiteriert. Die Steuerung der Genauigkeit der Eingangsgro¨ßen
geschieht mit einem a posteriori Fehlerscha¨tzer angewendet auf die jeweilige gesto¨rte
NLP-Lo¨sung. Fu¨r eine Diskussion von a posteriori Fehlerscha¨tzern bei Finiten-Elemente-
Methoden - siehe Becker und Rannacher (1996, [9] und 2001, [10]) sowie Nowak et al.
(2003, [69]) fu¨r eine adaptive Zeit- und Ortsdiskretisierung bei einer ra¨umlichen Semidis-
kretisierung durch Differenzenverfahren und anschließender Zeitintegration.
Beim simultanen Ansatz ist die Steuerung der Genauigkeit der Eingangsgro¨ßen mit den
Iterationen des NLP-Algorithmus verzahnt. Die Genauigkeit der Eingangsgro¨ßen wird da-
bei so gewa¨hlt, daß das zugrundeliegende gesto¨rte Newton(-a¨hnliche) Verfahren in jedem
Schritt kontrahiert (||∆w˜k+1|| ≤ δk||∆w˜k|| mit δk < 1) und den (globalen) Fehler e(wk)
der Iterierten ∆w˜k in der Gro¨ßenordnung von ∆w˜k+1 wa¨hlt - siehe Bock (1981 [14], 1983
[15], 1987 [16]) im Rahmen von Gauß-Newton-Verfahren. Zuverla¨ssige Scha¨tzungen der
Konvergenzraten δk u¨ber die Lipschitzkonstanten (κ und ω) des Kontraktionssatzes (Satz
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5) sind dabei notwendig, um die Genauigkeit der Eingangsgro¨ßen nicht zu konservativ zu
wa¨hlen und damit ein ineffizientes Verfahren zu erhalten.
Wa¨hrend der sequentielle Ansatz einfacher zu implementieren ist, ist der simultane An-
satz effektiver, da nur ein NLP-Problem gelo¨st werden muß, bei dem sicherzustellen ist,
daß Attraktoren des ungesto¨rten NLP-Algorithmus auch Attraktoren des gesto¨rten NLP-
Algorithmus sind. Dies ist im Rahmen von Parameterscha¨tzproblemen mit kleiner In-
kompatibilita¨tskonstante κ bei einem (verallgemeinerten) Gauß-Newton-Algorithmus kei-
ne Einschra¨nkung - siehe Bock (1987, [16]).
Im folgenden wird beschrieben, wie der globale Fehler der Newton-Inkremente eines SQP-
Verfahrens mit Hilfe der Fehler der Eingangsgro¨ßen (z.B. Diskretisierungsfehler und Feh-
ler bzgl. Meßpunktauswertung) abgescha¨tzt werden kann. Am Beispiel eines Parame-
terscha¨tzproblems wird dies dann konkretisiert.
Wir betrachten nun folgendes Quadratische Programm in dem gesto¨rten Inkrement ∆w˜ :=
∆w + δw des gesto¨rten gleichungsbeschra¨nkten Optimierungsproblems [EQ]:
min [
=: ∇F˜ (w)︷ ︸︸ ︷
∇F (w) +∇δF (w)]T (∆w + δw) + 1
2
(∆w + δw)T [
=: B˜︷ ︸︸ ︷
B + δB](∆w + δw)
unter [G(w) + δG(w)︸ ︷︷ ︸
=: G˜(w)
] + [∇G(w) +∇δG(w)︸ ︷︷ ︸
=: ∇G˜(w)
]T (∆w + δw) = 0.
Dabei ist ∆w die Lo¨sung von obigem QP mit ungesto¨rten Eingangsgro¨ßen: δF = 0, δG = 0
und δB = 0. Um den globalen Fehler δw abzuscha¨tzen, wird das obige QP als QP in den
primalen Variablen δw mit festem ∆w aufgefasst:
min [∇F˜ + B˜∆w]Tδw + 1
2
δwT B˜δw
unter [G˜ +∇G˜T∆w] +∇G˜T δw = 0.
Nach Satz 7 existiert unter den Regularita¨tsannahmen [LICQ] und [PD] folgende Lo¨sungs-
darstellung:
δw = −S˜R[G˜+∇G˜T∆w]− S˜N [S˜N T B˜S˜N︸ ︷︷ ︸
=: B˜N
]−1S˜N T [∇F˜ + B˜δw − B˜S˜R(G˜+∇G˜T∆w)]
mit den Koordinaten-Basen S˜RT := [∇w1G˜−1 : 0] und S˜N T = [−∇w2G˜∇w1G˜−1 : I].
Gruppieren der Terme nach den Sto¨rungen der Eingangsgro¨ßen ergibt:
δw := δw1 + δw2 + δw3,
δw1 = −[S˜R + S˜N B˜N−1S˜N T B˜S˜R]δG− [S˜N B˜N−1S˜N T ]∇δF,
δw2 = −S˜N B˜N−1S˜N T [∇F +B∆w],
δw3 = −[(S˜R + S˜N B˜N−1S˜N T B˜S˜R)∇δG+ S˜N B˜N−1S˜N T δB︸ ︷︷ ︸
=: A
]T∆w.
In einem Fixpunkt des gesto¨rten SQP-Verfahrens gilt: ∆w˜ = 0. Fu¨r ||A|| ≪ 1 kann nun
der Fehlerterm δw3 wie folgt abgescha¨tzt werden:
||δw3|| ≤ ||A|| · ||∆w|| = ||A|| · ||δw||
≤ ||A||
1− ||A|| · ||δw1 + δw2||.
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Demnach beeinflußt dieser Term zwar die Konvergenzgeschwindigkeit nicht jedoch maß-
geblich die Sto¨rung des Fixpunktes des SQP-Vefahrens. Wir konzentrieren uns nun auf
die Fehlerterme δw1 und δw2. In den ersten Term gehen die Fehler der Funktionswerte
der Nebenbedingungen (z.B. Diskretisierungsfehler der Zustandsgleichungen) und Fehler
des Zielfunktionals (z.B. bei Meßfunktionsauswertung) ein. Diese sind bei einem dynami-
schen Optimierungsproblem u¨ber die Integrationsgenauigkeiten kontrollierbar. Im zwei-
ten Term geht der korrigierte Zielfunktionsgradient ein: ∇F +B∆w, der im allgemeinen
−∇Gλ entspricht und bei einem Parameterscha¨tzproblem [LSQ] und einer Gauß-Newton-
Hessematrix mit dem Term ∇fT r identisch ist, wobei r := f +∇fT∆w das exakte linea-
risierte Residuum ist. Im Falle von Parameterscha¨tzproblemen [LSQ] und Gauß-Newton-
Hessematrizen kann damit der globale Fehler wie folgt abgescha¨tzt werden:
||δw|| ≤ KG||δG||+Kf ||δf ||+K2f ||∇δfTr +∇δGTλ||. (2.27)
Der letzte Term ist dabei aus δw2 hergeleitet - siehe Bock (1987, [16]). Die Konstanten
KG und Kf ko¨nnen mit Hilfe der Zerlegungen der Hessematrix und Basen abgescha¨tzt
werden und stehen dabei ohne weitere Kosten zur Verfu¨gung. Es sei betont, daß durch
Ausnutzen der Stationarita¨tsbedingungen die Berechnung der Lagrange-Multiplikatoren
λ vermieden werden kann.
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Kapitel 3
Ein speicherplatz- und
rechenzeitsparender reduzierter
SQP-Algorithmus
Ausgangspunkt fu¨r dieses Kapitel ist das folgende Nichtlineare Programm:
[NLP]
min F (w) (3.1a)
unter G1(w) = 0 (3.1b)
G2(w) = 0 (3.1c)
H(w) ≥ 0. (3.1d)
Wie in Kapitel 1 dargestellt, sind folgende Typen von Gleichungsrestriktionen in dem
diskretisierten und parameterisierten Problem vorhanden:
• Stetigkeitsbedingungen
• Konsistenzbedingungen
• Stufenu¨bergangsbedingungen
• entkoppelte und gekoppelte Mehrpunkt-Randbedingungen
Folgende Ungleichungsrestriktionen ko¨nnen vorkommen:
• Kontroll- und Pfadbeschra¨nkungen
• entkoppelte und gekoppelte Mehrpunkt-Randbedingungen
Die Zuordnung speziell der Gleichungsrestriktionen auf G1 und G2 und deren unterschied-
liche Behandlung im Rahmen von SQP-Verfahren sind Thema dieses Kapitels.
3.1 U¨bersicht u¨ber partiell reduzierte SQP-Verfahren
Wie in Abschnitt 2.3.1 beschrieben ko¨nnen SQP-Verfahren mit Update-Hessematrizen su-
perlineare Konvergenz aufweisen. Dabei ist die Approximation der Lagrange-Hessematrix
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durch positiv definite Updates in der Praxis und in der Theorie nicht immer zufriedenstel-
lend - siehe die Powell-Modifikation des BFGS-Updates und die verallgemeinerte Dennis-
More´-Bedingung (2.16). Die hinreichenden Bedingungen zweiter Ordnung (Satz 2) be-
sagen, daß die Lagrange-Hessematrix am Lo¨sungspunkt nur auf dem Kern der aktiven
Restriktionen positiv definit sein muß. Es erscheint daher sinnvoll, nur mit positiv defi-
niten Updates dieser reduzierten Lagrange-Hessematrix zu arbeiten. Im folgenden wird
kurz dargestellt, wie dieses im Rahmen von reduzierten SQP-Verfahren mo¨glich ist - siehe
auch Gabay (1982, [40]). Dazu betrachten wir ein gleichungsrestringiertes Minimierungs-
problem [EQ]. Die Idee ist nun, die Lo¨sung des vollen KKT-Systems zu vermeiden und
zuerst diejenigen Variablen zu eliminieren, welche durch die linearisierten Gleichungsre-
striktionen bestimmt sind. Anschließend muß das Problem korrespondierend zu den u¨bri-
gen Variablen reduziert werden. Eine verallgemeinerte Elimination wird durch folgenden
Satz beschrieben (siehe Fletcher, 1987 [37], Seite 234).
Satz 7 (Verallgemeinerte Elimination im KKT-System von EQ)
Im Problem [EQ] seien die Funktionen F : IR n → IR und G : IR n → IRm zweimal stetig
differenzierbar und es gelte LICQ am Punkt wk sowie die Positiv-Definitheit-Bedingung an
die Lagrange-Hessematrix (siehe Bemerkung 4). Sei Vk ∈ IR n×(n−m) eine Basiserga¨nzung
des IR n zu ∇Gk := ∇G(wk), so daß [∇Gk : Vk]T invertierbar ist mit der Inversen [SRk :
SNk ], wobei S
R
k ∈ IR n×m und SNk ∈ IR n×(n−m). Dann folgt ∇GTk SRk = I und ∇GTk SNk = 0.
Sei ∆wk eine Lo¨sung des quadratischen Programms von EQ mit Lagrange-Hessematrix
∇2wLk, dann gilt bzgl. der Basistransformation mit [∇Gk : Vk]:
∆wk = S
R
k y
R
k + S
N
k y
N
k
mit yNk = −(SNk T∇2wLkSNk )−1SNk T (∇Fk −∇2wLkSRk Gk)
und yRk = −Gk.
Man nennt yRk auch die Bildraumkomponente und y
N
k die Nullraumkomponente. Die Ma-
trix BNk := S
N
k
T∇2wLkSNk wird auch reduzierte Lagrange-Hessematrix genannt. Der zweite
Teil in yNk wird Crossterm genannt, weil die Lagrange-Hessematrix sowohl bzgl. der Null-
raumbasis SNk als auch der Bildraumbasis S
R
k projiziert wird.
Bemerkung 13 (Wahl der Basiserga¨nzung in der Basistransformation)
1. Koordinaten-Basis: Sei w = (w1, w2) mit dim(w1) = m, ∇w1Gk invertierbar und
V Tk = [0 : I]. Dann gilt: S
R
k
T = [∇w1G−1k : 0] und SNk T = [−∇w2Gk∇w1G−1k : I].
Diese Basis hat den Vorteil, daß die du¨nnbesetzte Struktur von ∇w1Gk bei der
Faktorisierung ausgenutzt werden kann.
2. orthogonale Basis: Sei ∇wGk = [Q1 : Q2][RT : 0]T mit Q := [Q1 : Q2] orthogonal, R
obere Dreiecksmatrix und Vk = Q2. Dann gilt: S
R
k
T = [R−1QT1 ] = ∇G+k und SNk T =
[QT2 ]. Diese Basis hat den Vorteil, zu numerisch stabilerer Elimination zu fu¨hren,
jedoch ist die Stetigkeit der Basis ein Problem (Pivoting bei der QR-Faktorisierung).
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Ein reduziertes SQP-Verfahren bzgl. einer Koordinaten-Basis und der reduzierten Lagrange-
Hessematrix-Approximation BNk lo¨st in der Iteration k das folgende reduzierte System:
 0 0 ∇w1Gk0 BNk ∇w2Gk
∇w1GTk ∇w2GTk



∆w1,k∆w2,k
λk+1

 = −

∇w1Fk∇w2Fk
Gk

, (3.2)
um die Iterierten wk+1 = wk + (∆w
T
1,k,∆w
T
2,k)
T und λk+1 zu bestimmen. Das heißt, daß
der Crossterm in der Berechnung der Nullraumkomponente nicht mitberu¨cksichtigt wird.
Dies hat den Vorteil, daß nur die reduzierte Lagrange-Hessematrix BNk gespeichert werden
muß. Wie wir spa¨ter sehen werden, fu¨hrt dies jedoch zu einer 2-Schritt quadratischen
bzw. superlinearen Konvergenz (bzgl. dem Quotientenkriterium bei Verwendung einer
reduzierten exakten bzw. Quasi-Newton-Update Lagrange-Hessematrix). Eine Erkla¨rung
ist, daß in Iteration k der Schritt ∆wk hauptsa¨chlich in Richtung Zula¨ssigkeit geht und in
der na¨chsten Iteration k+1 dann Gk+1 = G(wk+1) ≈ 0 und damit der Crossterm sowie die
Bildraumkomponente vernachla¨ssigbar sind und damit der Schritt ∆wk+1 hauptsa¨chlich
in Richtung Optimalita¨t geht.
Um bei der Lo¨sung des Systems (3.2) zu vermeiden, daß die gesamte Jacobimatrix ∇GT =
(∇w1GT ,∇w2GT ) berechnet werden muß, wird eine Transformation im Variablen- und
Funktionenraum durchgefu¨hrt:
0 0 I0 BNk ∇w2Gk∇w1G−1k
I ∇w1G−Tk ∇w2GTk



 ∆w1,k∆w2,k
∇w1Gkλk+1

 = −

 ∇w1Fk∇w2Fk
∇w1G−Tk Gk

. (3.3)
Beim Lo¨sen dieses Systems werden anstatt der Lagrangeparameter λk+1 fu¨r die Glei-
chungsbedingungen G(w) nun Lagrangeparameter λˆk+1 := ∇w1G1,k ·λk+1 fu¨r die transfor-
mierten Gleichungsbedingungen ∇w1G1(w) · G1(w) berechnet. Dies muß in den Globali-
sierungsstrategien beru¨cksichtigt werden (siehe auch Gill et al. 2000, [42]). In der Lo¨sung
eines reduzierten SQP-Verfahrens, welches den Schritt (∆wT1,k,∆w
T
2,k)
T durch (3.3) berech-
net, liegt jedoch auch eine Lo¨sung des reduzierten SQP-Verfahrens mit (3.2) vor, da fu¨r
∇w1G(wk)−1G(wk)→ 0 gilt: G(wk)→ 0. Dies liegt an der Annahme fu¨r die Koordinaten-
Basis (siehe Bemerkung 13).
Die Verallgemeinerung des Reduktionsansatzes auf den Fall [NLP] mit Ungleichungen ist
schwierig, da sich die Basen [SRk : S
N
k ] bei Wechsel der Anzahl der aktiven Beschra¨nkungen
nicht stetig a¨ndern. Ausgehend von der reduzierten Hessematrix BNk ist Bk := VkB
N
k V
T
k
die bestmo¨gliche Approximation von ∇2wLk. Damit la¨ßt sich dann eine neue reduzierte
Hessematrix berechnen: SNk+1
TBkS
N
k+1.
Partiell reduzierte SQP-Verfahren versuchen die Vorteile von SQP- und RSQP-Verfahren
in sich zu vereinen. Der Begriff partiell reduzierte SQP-Verfahren wurde gepra¨gt von
Schulz (1996, [83]) und hebt hervor, daß der Reduktionsansatz im SQP-Verfahren nur auf
einen festen Teil G1 der Gleichungsrestriktionen G angewendet wird. Prinzipiell unter-
scheiden sich partiell reduzierte SQP-Verfahren in folgenden Punkten:
• Wahl der Gleichungsrestriktionen in G1 und G2.
• Beru¨cksichtigung von Informationen zweiter Ordnung (Crossterm) bei der Berech-
nung der Nullraumkomponente.
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• Approximation der reduzierten Lagrange-Hessematrix bei der Berechnung der Null-
raumkomponente.
• Wahl und Berechnen der Basis (Koordinaten-Basis oder orthogonale Basis)
• Berechnung der Bildraumkomponente und damit Berechnung der Lagrange-Multi-
plikatoren der Gleichungsrestriktionen im Reduktionsansatz.
3.2 Ein reduzierter SQP-Algorithmus fu¨r Probleme
mit wenigen Freiheitsgraden
Ziel der im folgenden beschriebenen partiell reduzierten SQP-Algorithmen ist es, mo¨glichst
viele Konvergenz-Eigenschaften der nicht reduzierten SQP-Algorithmen zu erhalten. Im
Rahmen von Optimal-Steuerungsproblemen, parametrisiert durch den Randwertproblem-
Ansatz und der Mehrzielmethode, existieren charakteristische Strukturen im KKT-System.
Abbildung 3.1: KKT-Matrix des Randwertproblems
Die Hessematrix des KKT-Systems ist aufgrund der linearen Kopplungen innerhalb der
Stetigkeitsbedingungen und der Mehrpunktrandbedingungen blockdiagonal bezogen auf
die Variablen zwischen den Mehrzielknoten. Dies wird in den direkten Mehrfach-Schieß-
verfahren von Bock, Plitt (1981, [73] und 1984, [20]) und Leineweber et al. (2003, [58]
und [59]) durch High-Rank-Updates ausgenutzt und fu¨hrt zu einer Beschleunigung der
Konvergenz. Leider la¨st sich diese Eigenschaft nicht in einem partiell reduzierten Verfah-
ren retten, welches die Stetigkeitsbedingungen zur Reduktion verwendet! Der Grund ist,
daß dazu die Hessematrix-Updates im vollem Raum der Variablen durchgefu¨hrt werden
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mu¨ßte und nicht im Kern der aktiven Restriktionen.
Bei den in dieser Arbeit vorgestellten Anwendungsproblemen, bei denen die Dynamik
zum Teil als PDAE vorliegt, haben wir es mit einer großen Anzahl von algebraischen und
differentiellen Zustandsvariablen zu tun. Meistens sind die Anfangswerte der Zusta¨nde
meist durch (nichtlineare) Gleichungsbedingungen festgelegt.
Wie wir im na¨chsten Abschnitt zeigen werden, kann die Berechnung eines SQP-Schritts
in einem partiell reduzierten SQP-Verfahren erheblich beschleunigt werden, wenn die An-
fangsbedingungen an die Zusta¨nde, die Stetigkeitsbedingungen sowie die Konsistenzbedin-
gungen in G1 gruppiert und dann lediglich G1 zur Berechnung einer Koordinaten-Basis im
PRSQP-Verfahren eingesetzt wird. Die Berechnung der Koordinaten-Basis kann rekursiv
erfolgen und die Anzahl der Richtungsableitungen auf jedem Mehrzielknoten wird soweit
reduziert, daß sie unabha¨ngig von der Modelldimension ist!
In jeder Iteration wird ein System gelo¨st, welches eine Verallgemeinerung des Systems
(3.3) auf den PRSQP-Fall darstellt (hier ohne Ungleichungen Hk):

0 0 I 0
0 BN1,k ∇w2G1,k∇w1G−11,k SN1,kT∇G2,k
I ∇w1G−T1,k∇w2GT1,k
0 ∇GT2,kSN1,k




∆w1,k
∆w2,k
λˆ1,k+1
λˆ2,k+1


= −


∇w1Fk
∇w2Fk
∇w1G−T1,kG1,k
G2,k −∇GT2,kSR1,kG1,k

.
(3.4)
Dabei ist [SR1,k : S
N
1,k] die Koordinaten-Basis bzgl. der Jacobimatrix vonG1,k. Die Lagrange-
Multiplikatoren λTk+1 := (λ
T
1,k+1, λ
T
2,k+1)
T des nicht modifizierten Systems (3.2) stehen
in folgender Beziehung zu den Multiplikatoren λˆk+1 := (λˆ
T
1,k+1, λˆ
T
2,k+1) des modifizierten
Systems (3.4): (
λˆ1,k+1
λˆ2,k+1
)
=
(∇w1G1,k ∇w1G2,k
I
)(
λ1,k+1
λ2,k+1
)
.
Es sei darauf hingewiesen, daß λˆ2,k+1 = λ2,k+1. Es kann jedoch gezeigt werden, daß auf die
Berechnung der Lagrange-Parameter λˆ1,k+1 bzw. λ1,k+1 im Rahmen von Globalisierungs-
strategien bei partiell reduzierten SQP-Verfahren verzichtet werden kann. Dies vereinfacht
auch die Berechnung des Schritts
∆w := (∆wT1,k,∆w
T
2,k)
T := SR1,ky
R
k + S
N
1,ky
N
k
eines partiell reduzierten SQP-Verfahrens fu¨r das Problem [NLP]. Die Nullraumkompo-
nente yNk ist hier Lo¨sung von folgendem reduzierten Quadratischen Programm
[RQP]
min ∇F Tk SN1,kyNk + 12yNk TBN1,kyNk (3.5a)
unter G2,k +∇GT2,kSR1,kyRk +∇GT2,kSN1,kyNk = 0 (3.5b)
Hk +∇HTk SR1,kyRk +∇HTk SN1,kyNk ≥ 0. (3.5c)
Die Bildraumkomponente sei durch den ersten Teil der Gleichungsbedingungen bestimmt:
yRk := −G1,k.
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3.2.1 Rekursive Berechnung der Koordinaten-Basis
Die Koordinaten-Basis zeichnet sich dadurch aus, daß die Struktur in der Jacobimatrix
∇w1G1,k ausgenutzt werden kann. Im vorliegenden Fall sind in G1 die Anfangsbedingungen
d0(s
x
0 , s
z
0, p) an die differentiellen Zusta¨nde s
x
0 am ersten Mehrzielknoten, die Konsistenz-
bedingungen gi(s
x
i , s
z
i , ui, p) an die algebraischen Zusta¨nde s
z
i mit i := 0, . . . , m und die
Stetigkeitsbedingungen c(sxi+1, s
x
i , s
z
i , ui, p) := xi(τi+1, s
x
i , s
z
i , ui, p) − sxi+1 an die u¨brigen
differentiellen Zusta¨nde sxi mit i := 0, . . . , m − 1 gruppiert. Dabei entsprechen ui den
parametrisierten Steuerungen an den Mehrzielknoten i := 0, . . . , m und p den globalen
Parametern. Die NLP-Variablen w := (sx0 , s
z
0, . . . , s
x
m, s
z
m, u0, . . . , um, p) sind dabei wie
folgt aufgespalten:
w1 := (s
x
0 , s
z
0, . . . , s
x
m, s
z
m), w2 := (u0, u1, . . . , um, p).
Folgende Abku¨rzungen fu¨r die Jacobimatrizen in G1 werden verwendet:
Dx,z,p0 :=
∂d0
∂(sx0 , s
z
0, p)
, Xx,z,u,pi :=
∂xi
∂(sxi , s
z
i , ui, p)
, Gx,z,u,pi :=
∂gi
∂(sxi , s
z
i , ui, p)
.
Die spezielle Struktur der Jacobimatrizen ∇w1G1,k und ∇w2G1,k ermo¨glicht die rekursive
Berechnung der Koordinaten-Basis [SR1,k : S
N
1,k]. Nachfolgend die Ableitung von G1 nach
den abha¨ngigen Variablen w1
∇w1GT1,k :=


[
Dx0 D
z
0
Gx0 G
z
0
]
[
Xx0 X
z
0
] [ −I
Gx1 G
z
1
]
. . .
. . .[
Xxm−1 X
z
m−1
] [ −I
Gxm G
z
m
]


sowie die Ableitung nach den freien Variablen w2
∇w2GT1,k :=


Dp0
Gu0 G
p
0
Xu0 X
p
0
Gu1 G
p
1
. . .
...
Xum−1 X
p
m−1
Gum G
p
m


.
Die Inverse der Ableitung nach den abha¨ngigen Variablen hat folgende Dreiecksgestalt:
∇w1GT −11,k :=


A−10
Xˆ0A
−1
0 A
−1
1
Xˆ1Xˆ0A
−1
0 Xˆ1A
−1
1 A
−1
2
...
...
. . .
(
∏0
j=m−1 Xˆj)A
−1
0 (
∏1
j=m−1 Xˆj)A
−1
1 · · · Xˆm−1A−1m−1 A−1m


.
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Dabei wurden folgende Abku¨rzungen benutzt:
A0 :=
[
Dx0 D
z
0
Gx0 G
z
0
]
, Aj :=
[ −I 0
Gxj G
z
j
]
, A−1j =
[ −I 0
Gz
−1
j G
x
j G
z−1
j
]
,
X¯i :=
[
Xxi X
z
i
0 0
]
, Xˆi := −A−1i+1X¯i =
[
Xxi X
z
i
−Gz−1i+1Gxi+1Xxi −Gz−1i+1Gxi+1Xzi
]
,
fu¨r j = 1, . . . , m und i = 0, . . . , m− 1. Die Zeilen der Inverse ko¨nnen rekursiv berechnet
werden, indem die i-te Zeile mit der verallgemeinerten Sensitivita¨t Xˆi multipliziert wird
und ein neues Diagonalelement A−1i hinzukommt. Dieses ist leicht und billig zu berechnen,
da die Jacobimatrizen der Konsistenzbedingungen bzgl. der algebraischen Zusta¨nde Gzi in
der Regel du¨nnbesetzt sind und mit entsprechenden Routinen (z. B. MA48, [78]) effizient
zerlegt werden ko¨nnen.
Damit la¨ßt sich die Bildraumbasis SR1,k berechnen. Fu¨r die Nullraumbasis S
N
1,k muß die
Inverse noch mit der Jacobimatrix bzgl. der freien Variablen multipliziert werden. Nach-
folgend ist der nichttriviale Teil der Nullraumbasis SN1,k
T = [−∇w2G1,k∇w1G−11,k : I] ange-
geben bzgl. der Steuerungen u0 am ersten Mehrzielknoten:
(∇w1GT −11,k ∇w2GT1,k)|u0 :=


A−10
(
0
Gu0
)
Xˆ0A
−1
0
(
0
Gu0
)
+ A−11
(
Xu0
0
)
Xˆ1
[
Xˆ0A
−1
0
(
0
Gu0
)
+ A−11
(
Xu0
0
)]
...
Xˆm−1
[
(
∏0
j=m−2 Xˆj)A
−1
0
(
0
Gu0
)
+ (
∏1
j=m−2 Xˆj)A
−1
1
(
Xu0
0
)]


sowie bzgl. der Steuerungen ui am i-ten Mehrzielknoten:
(∇w1GT −11,k ∇w2GT1,k)|ui :=


0
...
0
A−1i
(
0
Gui
)
XˆiA
−1
i
(
0
Gui
)
+ A−1i+1
(
Xui
0
)
...
Xˆm−1
[
(
∏i
j=m−2 Xˆj)A
−1
i
(
0
Gui
)
+ (
∏i+1
j=m−2 Xˆj)A
−1
i+1
(
Xui
0
)]


.
Zu sehen ist, daß bei der Basis bzgl. u0 eine Zeile durch Multiplikation der vorherigen Zeile
mit der verallgemeinerten Sensitivita¨t Xˆi gewonnen wird. Bei der Basis bzgl. ui werden die
Zeilen ebenso durch Multiplikation mit der verallgemeinerten Sensitivita¨t Xˆi gewonnen
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mit der Ausnahme in der (i + 1)-ten Zeile, bei der noch ein Term mit Xui addiert wird.
Bei dem nichttrivialen Teil der Nullraumbasis bzgl. der Parameter p:
(∇w1GT −11,k ∇w2GT1,k)|p :=


A−10
(
Dp0
Gp0
)
Xˆ0A
−1
0
(
Dp0
Gp0
)
+ A−11
(
Xp0
Gp1
)
Xˆ1
[
Xˆ0A
−1
0
(
Dp0
Gp0
)
+ A−11
(
Xp0
Gp1
)]
+ A−12
(
Xp1
Gp2
)
...
(
∏0
j=m−1 Xˆj)A
−1
0
(
Dp0
Gp0
)
+
∑m
i=1
[
(
∏i
j=m−1 Xˆj)A
−1
i
(
Xpi−1
Gpi
)]


haben wir folgende Rekursion vorliegen: zuerst Multiplikation der i-ten Zeile mit der ver-
allgemeinerten Sensitivita¨t Xˆi und anschließender Addition eines Terms, der X
p
i und G
p
i+1
entha¨lt.
Wichtig ist, daß die verallgemeinerten Sensitivita¨ten Xˆi nicht vollsta¨ndig berechnet wer-
den mu¨ssen, sondern nur Produkte mit modifizierten Ableitungen nach Steuerungen und
Parametern. Das heißt, daß die Anzahl der Richtungsableitungen in der Koordinaten-
Basis nun unabha¨ngig von der Modelldimension ist, wenn die Anfangsbedingungen die
differentiellen Zusta¨nde vollsta¨ndig bestimmen. Wie dies effizient im Rahmen von BDF-
Integratoren mit hoher Genauigkeit (siehe IND-Prinzip) geschehen kann, wird im Kapitel
4 erla¨utert.
3.2.2 Hessematrix-Updates bei allgemeinen Optimierungspro-
blemen
Das partiell reduzierte SQP-Verfahren mit Berechnung des Schritts durch (3.5) besitzt im
Fall des parameterisierten Optimal-Steuerungsproblem folgende partiell reduzierte KKT-
Matrix:
Abbildung 3.2: partiell reduzierte KKT-Matrix des Randwertproblems
Wie man sehen kann, ist die Hessematrix nun nicht mehr blockdiagonal und die entkop-
pelten Randbedingungen am i-ten Mehrzielknoten ha¨ngen nun nicht mehr nur von den
Variablen (xi, zi, ui, p) sondern von den Steuerungen und Parametern (u0, . . . , ui, p) ab.
Dies liegt daran, daß u¨ber die Stetigkeitsbedingungen eine Kopplung mit den Variablen
an den vorherigen Mehrzielknoten eingefu¨hrt wird. Deutlich wird dies an den Eintra¨gen
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der Basis SN1,k, welche bzgl. den Steuerungen eine untere Dreiecksmatrix darstellt.
Um den Aufwand fu¨r die Berechnung einer reduzierten Hessematrix-Approximation BN1,k
gering zu halten, werden BFGS-Updates verwendet. Dazu wird der reduzierte Lagrange-
Gradient definiert, der unabha¨ngig von den Lagrange-Multiplikatoren λ1 der Gleichungs-
bedingungen G1 im Problem [NLP] ist:
∇yNL(wk + SN1,kyN , λ, µ)|yN=0 = SN1,kT∇wL(wk, λ, µ)
= ∇F Tk SNk − (∇GT2,kSNk )Tλ2 − (∇HTk SNk )Tµ
Damit lassen sich verschiedene BFGS-Updates UBFGS(B
N
1,k, δ
N
k , γ
N
k ), siehe (2.10), der re-
duzierten Hessematrix definieren, welche sich in der Definition der Lagrange-Gradienten-
Differenz γNk und sich damit an der Position der Auswertungen unterscheiden. Sei nun
δNk := y
N
k . Bzgl. dieser Informationen im Variablenraum lassen sich entsprechende Infor-
mationen im Funktionenraum der Gradienten definieren:
γNk := S
N
1,k+1
T ∇wL(wk+1, λk+1, µk+1)− SN1,kT ∇wL(wk, λk+1, µk+1) (3.6a)
oder alternativ
γNk := S
N
1 (w
+
k )
T ∇wL(w+k , λk+1, µk+1)− SN1,kT ∇wL(wk, λk+1, µk+1) (3.6b)
beziehungsweise
γNk := S
N
1,k+1
T ∇wL(wk+1, λk+1, µk+1)− SN1 (w−k+1)T ∇wL(w−k+1, λk+1, µk+1) (3.6c)
wobei w+k := wk+S
N
1,ky
N
k und w
−
k+1 := wk+S
R
1,ky
R
k . Die erste Definition (3.6a) ist ohne Zwi-
schenauswertungen durchfu¨hrbar und damit deutlich billiger als die beiden letzten Defini-
tionen (3.6b, 3.6c), welche jedoch zu numerisch stabileren Update-Matrizen fu¨hren (siehe
auch Schulz 1996, [83]). Im Abschnitt 3.3 u¨ber lokale Konvergenz von partiell reduzierten
SQP-Verfahren wird die Dennis-More´-Bedingung (2.16) fu¨r superlineare Konvergenz er-
weitert, so daß die asymptotische Konvergenz nur bzgl. der vollreduzierten Hessematrix
beno¨tigt wird. Damit wird deutlich, daß positiv definite Updates der (voll) reduzierten
Hessematrix auch im Hinblick auf superlineare Konvergenz sinnvoll erscheinen.
3.2.3 Gauß-Newton Hessematrix fu¨r Least-Squares Probleme
Wie im Abschnitt 2.3 erwa¨hnt, ist es fu¨r LSQ-Probleme mit kleinem Residuum der LSQ-
Zielfunktion vorteilhaft, Gauß-Newton Hessematrizen zu verwenden. Das heißt, daß wir
die LSQ-Zielfunktion innerhalb der Norm linearisieren, um das Quadratische Problem
[LSQ-QP] aufzustellen. Eine Partitionierung des Schritts, wie in Satz 7 durch Einfu¨hren
einer neuen Basis [SR1,k : S
N
1,k] bzgl. ∇GT1,k, fu¨hrt zu folgendem reduzierten LSQ-Problem
(vergleiche mit 3.5):
[LSQ-RQP]
min ||fk +∇fTk SR1,kyRk +∇fTk SN1,kyNk ||22 (3.7a)
unter G2,k +∇GT2,kSR1,kyRk +∇GT2,kSN1,kyNk = 0 (3.7b)
Hk +∇HTk SR1,kyRk +∇HTk SN1,kyNk ≥ 0. (3.7c)
Dessen Lo¨sung sei nun yNk und die Bildraumkomponente wie bisher y
R
k := −G1,k. Um
die Eigenschaften dieses Quadratischen Problems zu verdeutlichen, wird die Zielfunktion
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ausformuliert:
||fk +∇fTk SR1,kyRk +∇fTk SN1,kyNk ||22 = (fk +∇fTk SR1,kyRk )T (fk +∇fTk SR1,kyRk )
+fTk ∇fTk SN1,kyNk
+ yRk
TSR1,k
T∇fk∇fTk SN1,kyNk︸ ︷︷ ︸
Crossterm
(3.8a)
+yNk
T SN1,k
T∇fk∇fTk SN1,k︸ ︷︷ ︸
red. GN-Hm
yNk . (3.8b)
Die beiden interessanten Terme sind der Crossterm, (3.8a), sowie die reduzierte Gauß-
Newton-Hessematrix in (3.8b). Beide ko¨nnen im Gegensatz zur Zielfunktion in [RQP],
siehe (3.5), leicht berechnet werden, da nicht die Produkte der reduzierten Jacobimatri-
zen SN ,RT1,k ∇fk∇fTk SN ,R1,k berechnet und gespeichert werden, sondern die reduzierten Jaco-
bimatrizen ∇fTk SN ,R1,k selbst. Die Verwendung beider Terme hat Konsequenzen bzgl. der
lokalen Konvergenz. So ist die Konvergenzrate, ebenso wie beim Vollraum-Gauß-Newton-
Verfahren (2.11), 1-Schritt linear! Was sich hierbei a¨ndert, ist lediglich die lineare Algebra
zur Berechnung des Schritts - mathematisch sind beide Verfahren a¨quivalent (siehe auch
Schlo¨der 1988, [82]).
3.2.4 Aufwandsvergleich je nach Reduktionsstufe
Im Rahmen von großen dynamischen Optimierungsproblemen liegt der Aufwand pro SQP-
Iteration hauptsa¨chlich bei der Berechnung der Sensitivita¨ten. Jedoch mu¨ssen je nach
Reduktionsstufe weniger Richtungsableitungen berechnet werden, was sich in ku¨rzeren
Laufzeiten wiederspiegelt. Ein Vergleich der Anzahl der Richtungsableitungen (bzgl. der
Lo¨sung der Differentialgleichungen) pro SQP-Iteration gibt Aufschluß daru¨ber, welche
Laufzeiten zu erwarten sind:
n(nx + nz + nu + np)︸ ︷︷ ︸
MUSCOD-II, SQP
→ n(nx + nu + np + 1)︸ ︷︷ ︸
MUSCOD-II, PRSQP
→ 1
2
n(n+ 1)nu + n np + n︸ ︷︷ ︸
dieser Algorithmus
mit folgenden Abku¨rzungen fu¨r die Dimensionen: n Anzahl der Mehrzielintervalle, nx
Anzahl der differentiellen Variablen, nz Anzahl der algebraischen Variablen, nu Anzahl
der Steuerungen, np Anzahl der globalen Parameter. Dabei sind zwei Varianten von
MUSCOD-II aufgefu¨hrt: die Vollraum-SQP Variante und die PRSQP-Variante, bei der
nur die Konsistenzbedingungen in die Reduktion eingehen.
Insbesondere ist zu sehen, daß beim vorliegenden Algorithmus die Anzahl der Richtungs-
ableitungen nun unabha¨ngig von der Modelldimension ist, so daß bei Vergro¨ßern der
Zustandsdimension der Aufwand nun proportional mit der Integrationszeit ist!
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3.3 Lokale Konvergenzuntersuchungen
Die hinreichenden Bedingungen zweiter Ordnung besagen, daß die reduzierte Lagrange-
Hessematrix am Lo¨sungspunkt positiv definit sein muß. Die verallgemeinerte Dennis-
More´ Bedingung (2.16) charakterisiert die superlineare Konvergenz fu¨r den restringier-
ten Fall. Jedoch wird eine Bedingung an die einseitig projizierten Lagrange-Hessematrix-
Approximation gestellt. Ziel ist es, superlineare Konvergenz fu¨r SQP- und spa¨ter auch
RSQP- bzw. PRSQP-Verfahren zu zeigen, bei dem nur Bedingungen an die (partiell) re-
duzierte Lagrange-Hessematrix-Approximation gestellt werden. Das heißt, daß die Dennis-
More´ Bedingung fu¨r die beidseitig projizierte Lagrange-Hessematrix-Approximation for-
muliert werden muß. Das Ergebnis ist eine 2-Schritt superlineare Konvergenz, wie sie von
Powell (1978, [75]) gezeigt wurde. Wir betrachten dazu wieder das gleichungsbeschra¨nkte
Minimierungsproblem [EQ], welches wir mittels eines SQP-Verfahrens mit Hessematrix-
Approximation Bk iterativ lo¨sen (siehe 2.8). Satz 7 beschreibt die Berechnung des Schritts
∆wk bei einer Basistransformation mit [S
R
k : S
N
k ]. Zusammen mit der Dennis-More´ Be-
dingung (2.16) folgt fu¨r Pk := I − SRk ∇GTk = SNk V Tk :
||SNk T [Bk −∇2wL(w∗, λ∗)]∆wk||
||∆wk||
=
||SNk T [Bk −∇2wL(w∗, λ∗)][Pk + (I − Pk)]∆wk||
||∆wk||
≤ ||S
N
k
T [Bk −∇2wL(w∗, λ∗)]SNk V Tk ∆wk||
||∆wk|| +
||SNk T [Bk −∇2wL(w∗, λ∗)]SRk yRk ||
||∆wk|| . (3.9)
Die Terme in (3.9) ergeben sich aus [I −Pk]SNk := SRk ∇GTk SNk = 0 und [I −Pk]SRk = SRk ,
siehe Definition der Basistransformation. Wenn nun die Bedingung gilt:
||SNk T [Bk −∇2wL(w∗, λ∗)]SNk V Tk ∆wk||
||∆wk|| → 0 fu¨r k →∞, (3.10)
dann liegt nach dem lokalen Kontraktionssatz (Satz 5) folgende Konvergenzrate vor:
||wk+1 − w∗|| ≤
( ||∆wk||
2
ω + κ
) ||∆wk||
1− δk
≤ 1
1− δk
[
ω
2
||∆wk||2
+
∥∥∥∥∥∥
(
SNk+1
TBk+1
∇GTk+1
)−1∥∥∥∥∥∥ · ||SNk T [∇2wL(w∗, λ∗)−∇2wL(wk, λk)]∆wk||
+
∥∥∥∥∥∥
(
SNk+1
TBk+1
∇GTk+1
)−1∥∥∥∥∥∥ · ||SNk T [Bk −∇2wL(w∗, λ∗)]SNk V Tk ∆wk||
+
∥∥∥∥∥∥
(
SNk+1
TBk+1
∇GTk+1
)−1∥∥∥∥∥∥ · ||SNk T [Bk −∇2wL(w∗, λ∗)]SRk yRk ||


= O(||∆wk||2) + o(||∆wk||) + o(||∆wk||) +O(||Gk||)
= O(||∆wk||2) + o(||∆wk||) + o(||∆wk||) +O(||∆wk−1||2)
= o(||∆wk−1|||) = o(||wk−1 − w∗||)
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Diese 2-Schritt superlineare Konvergenz hat ihre Ursache in der schwa¨cheren Bedingung
(3.10) an die Hessematrix-Approximation gegenu¨ber Bedingung (2.16).
Fu¨r RSQP-Verfahren bzgl. Problem [EQ] gilt dieses Ergebnis ebenfalls, wie man sich leicht
u¨berlegt: setze Bk := VkB
N
k V
T
k und erhalte somit eine A¨quivalenz des Systems (2.7) mit
den Systemen (3.2) bzw. (3.3), da sie sich alle Systeme auf BNk y
N
k = −SNk ∇Fk fu¨r die
primalen Variablen zuru¨ckfu¨hren lassen. Der Crossterm verschwindet bei dieser Appro-
ximation der Lagrange-Hessematrix, da gilt: V Tk S
R
k = 0. Um 1-Schritt superlineare Kon-
vergenz bei RSQP-Verfahren zu erhalten und gleichzeitig nur die reduzierte Hessematrix
zu approximieren, muß demnach fu¨r den Term mit der Bildraumkomponente yRk := −Gk
gelten: ∥∥∥∥∥∥
(
SNk+1
TBk+1
∇GTk+1
)−1∥∥∥∥∥∥ · ||SNk T [Bk −∇2wL(w∗, λ∗)]SRk yRk || = o(||wk − w∗||).
Gabay (1982, [40]) zeigte, daß durch Hinzunahme eines vereinfachten Newton-Schritts auf
die Mannigfaltigkeit der Gleichungsbedingungen, d. h.
∆wk := S
N
k y
N
k + S
R
k y
R
k︸ ︷︷ ︸
bisheriger Schritt
− SRk G(wk + SNk yNk + SRk yRk )︸ ︷︷ ︸
vereinf. Newton-Schritt
, (3.11)
diese Bedingung erfu¨llt wird und damit 1-Schritt superlineare Konvergenz vorliegt.
Fu¨r RSQP-Verfahren mit BFGS-Updates und Gradientendifferenzen (3.6b) bzw. (3.6c)
hat Kupfer (1992, [54]) zeigen ko¨nnen, daß die asymptotische Bedingung (3.10) an die re-
duzierte Lagrange-Hessematrix-Approximation BNk erfu¨llt ist. Dieses Ergebnis hat Schulz
(1996, [83]) auf PRSQP-Verfahren u¨bertragen, indem er BFGS-Updates der teilweise re-
duzierten Lagrange-Hessematrix-Updates
BN1,k ≈ SN1,kT∇2wL(wk, λk, µk)SN1,k
mit den Gradientendifferenzen (3.6b) bzw. (3.6c) durchfu¨hrt, wobei SN1,k eine Nullraum-
Basis bzgl. der Jacobimatrix von G1 ist. Er konnte zeigen, daß B
N
k := S
N
2,k
TBN1,kS
N
2,k
die asymptotische Bedingung (3.10) erfu¨llt, wobei das Update ausgelassen wird, wenn
Vk∆wk = 0. Damit konnte er 2-Schritt superlineare Konvergenz zeigen. Entsprechend
lassen sich die Ergebnisse bzgl. der 1-Schritt superlinearen Konvergenz u¨bertragen.
3.4 Globalisierungstechniken fu¨r reduzierte SQP-Al-
gorithmen
In diesem Abschnitt werden die Ergebnisse fu¨r SQP-Verfahren aus Abschnitt 2.3.2 auf
den PRSQP-Fall u¨bertragen. Dabei spielt es eine Rolle, ob Lagrange-Multiplikatoren be-
rechnet werden, da dann Informationen fu¨r ein Update der Strafparameter zur Verfu¨gung
stehen. Aus Gru¨nden der Effizienz bei der Berechnung eines PRSQP-Schritts wird je-
doch auf die Berechnung der Lagrange-Parameter λ1,k fu¨r die Gleichungsbedingungen
G1,k verzichtet und die Straffunktion so modifiziert, daß nur ein Strafparameter ρk fu¨r die
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Gleichungsbedingungen G1 angepaßt werden muß, vergleiche (2.17). Es wird gezeigt, daß
Kompatibilita¨t zwischen PRSQP-Schritt und Straffunktion gewa¨hrleistet werden kann.
Diese Art von Globalisierung wurde zuerst von Biegler et al. (1995, [12] und 1996, [87])
bei RSQP-Verfahren eingefu¨hrt.
Natu¨rliche Niveaufunktionen bei (verallgemeinerten) Gauß-Newton-Verfahren beno¨tigen
keine Informationen bzgl. der Lagrange-Parameter. Unter anderem konnte dadurch bisher
keine globale Konvergenz bewiesen werden. In der Praxis sind jedoch bei LSQ-Problemen
mit ω <∞ und κ < 1 und Globalisierung u¨ber Natu¨rliche Niveaufunktionen keine Schwie-
rigkeiten hinsichtlich der globalen Konvergenz aufgetreten. Im Unterschied zum nicht re-
duzierten Fall muß bei der Berechnung einer Scha¨tzung der Kru¨mmung ω3, siehe (2.26),
zusa¨tzlich zu den Funktionswerten eine Richtungsableitung berechnet werden.
3.4.1 Liniensuchmethoden mit Straffunktionen
Fu¨r die Globalisierung der Konvergenz betrachten wir die modifizierte l1-Niveaufunktion:
φρ,σ,τ (w) = F (w) + ρ
∑
i∈E1
|G1,i(w)|+
∑
i∈E2
σi|G2,i(w)|+
∑
j∈I
τjHj(w)
−, (3.12)
bei der fu¨r die Gleichungsbedingungen G1 nur ein skalarer Strafparameter ρ verwendet
wird. Dies a¨hnelt in gewisser Hinsicht der l1-Niveaufunktion von Han (1977, [47]), die
er im Rahmen von SQP-Verfahren eingesetzt hat. Wie wir im Satz 6 gesehen haben,
ist die Kompatibilita¨t zwischen Schritt und Straffunktion neben der Beschra¨nktheit der
Lagrange-Hessematrix die Voraussetzung fu¨r globale Konvergenz. Die Richtungsableitung
der Straffunktion (3.12) am Punkt (wk, λ1,k, λ2,k, µk) in Richtung ∆wk hat folgende Ge-
stalt:
D∆wkφρk, σk, τk(wk) = −yNk TBNk yNk − ρk||G1,k||1 − λT1,kG1,k
−∑i∈ Eˇ2k(σk,i − λk,2,i)∇G2,i(wk)T ∆wk−∑i∈ Eˆ2k(σk,i + λk,2,i) (−∇G2,i(wk)T ∆wk)−∑j ∈ Iˇk(τk,j − µk,j)∇Hj(wk)T ∆wk−∑j ∈ Iˆk µk,j (−∇Hj(wk)T ∆wk).
(3.13)
Abstieg in dieser Straffunktion kann nun gewa¨hrleistet werden, wenn folgende Bedingun-
gen erfu¨llt sind:
ρk||G1,k||1 ≥ |λT1,kG1,k|, σk,i ≥ |λk,2,i|, τk,j ≥ µk,j (3.14)
fu¨r i ∈ E2 und j ∈ I. Die Bedingung fu¨r ρk ist scha¨cher als die Han-Bedingung ρk ≥
||λ1,k||∞ und es mu¨ssen Vorkehrungen getroffen werden, damit die Exaktheitsbedingung
ρ∗ ≥ ||λ∗1|| an die Straffunktion am Lo¨sungspunkt w∗ erfu¨llt ist. Dazu wird der Verlauf der
Werte ||G1,i||1 fu¨r i = k − 1, . . . , k − t u¨ber die letzten t Schritte betrachtet. Der Strafpa-
rameter ρk wird nur dann vergro¨ßert, wenn ||G1,k||1 ≥ maxi=k−1,...,k−t ||G1,i||1. Damit soll
am Lo¨sungspunkt w∗ Vollschritt gewa¨hrleistet werden, siehe auch Fletcher (1987, [37]).
In der Praxis werden die Strafparameter σk und τk u¨ber die Powell-Updatevorschrift (2.21)
aktualisiert und ρk wie folgt bestimmt (ρˆ > 0, fest):
ρk =


ρk−1 if ρk−1‖G1,k‖1 ≥ |λ˜T1,kG1,k|+ ρˆ ‖G1,k‖1
|λ˜T1,kG1,k|
‖G1,k‖1 + 2ρˆ sonst
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Im PRSQP-Verfahren liegen die Lagrange-Multiplikatoren λk,2 und µk vor, da sie beim
Lo¨sen des [RQP] mitberechnet werden. Wichtig in diesem Zusammenhang ist, daß
λT1,kG1,k = −∇FkSR1,kyRk + λT2,k∇GT2,kSR1,kyRk + µTk∇HTk SR1,kyRk
billig berechnet werden kann. Die Formel ist motiviert durch die Stationarita¨tsbedingung
der Lagrange-Funktion: ∇w1L(w, λ1, λ2, µ) = 0.
3.4.2 Liniensuchmethoden mit Natu¨rlichen Niveaufunktionen
Um den restriktiven Monotonietest [RMT] durchzufu¨hren, wird eine Scha¨tzung der Kru¨m-
mung ω beno¨tigt. Praktisch wird die Kru¨mmung wie folgt berechnet, vergleiche (2.26):
ω3(α) = 2
||∆w˜k(α)− (1− α)∆wk||
α2||∆wk||2
Dabei ist ∆w˜k(α) := S
R
1,ky˜
R
k (α) + S
N
1,ky˜
N
k (α) mit der Bildraumkomponente y˜
R
k (α) :=
−G1(wk+α∆wk) und der Nullraumkomponente y˜Nk (α) Lo¨sung des folgenden LSQ-RQPs:
min ||f(wk + α∆wk) +∇fTk SR1,ky˜Rk +∇fTk SN1,ky˜Nk ||22
unter G2(wk + α∆wk) +∇GT2,kSR1,ky˜Rk +∇GT2,kSN1,ky˜Nk = 0
H(wk + α∆wk) +∇HTk SR1,ky˜Rk +∇HTk SN1,ky˜Nk ≥ 0.
Zu beachten ist, daß bei diesem LSQ-RQP das gleiche Active-Set verwendet wird wie bei
der Berechnung von yNk in ∆wk.
Da SR1,k nicht explizit berechnet wird, sondern nur das Produkt mit einem Richtungs-
vektor, muß also zusa¨tzlich zur Funktionsauswertung eine Richtungsableitung berechnet
werden. Das heißt im vorliegenden Fall eine zusa¨tzliche Integration, da in G1 auch die
Anfangsbedingungen und Stetigkeitsbedingungen enthalten sind. Bei dieser Integration
kann jedoch die Informationen u¨ber die Nominaltrajektorie wiederverwendet werden. Es
sei betont, daß die Differenz ∆w˜k(α)− (1− α)∆wk auch direkt berechnet werden kann,
was Stabilita¨tsvorteile in der Berechnung von ω3 bringt.
3.5 Algorithmische Zusammenfassung der reduzier-
ten direkten Mehrfach-Schießverfahren
Im nachfolgenden Algorithmus werden die Teilschritte, welche zur Bestimmung einer
neuen Iterierten notwendig sind, zusammengefaßt. Dabei wurden in G1 sowohl die An-
fangs-, Stetigkeits- und Stufenu¨bergangsbedingungen als auch die Konsistenzbedingun-
gen gruppiert, in G2 die Gleichungsrestriktionen der Mehrpunktrandbedingungen und
in H die diskretisierten Kontroll- und Pfadbedingungen sowie die Ungleichungsrestrik-
tionen der Mehrpunktrandbedingungen zusammengefaßt. Eine Partitionierung der NLP-
Variablen w = (w1, w2) wurde entsprechend der Bedingungen in G1 wie folgt vorgenom-
men: w1 := (s
x
0 , s
z
0, . . . , s
x
m, s
z
m), w2 := (u0, u1, . . . , um, p). Damit ist die Koordinaten-Basis
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bzgl.G1 wohldefiniert. Im Falle eines Parameterscha¨tzproblems mit Least-Squares-Termen
im Mayer-Zielfunktional (Bezeichnung LSQ) entspricht der Algorithmus einem partiell re-
duziertem VGN-Verfahren und beim Optimal Steuerungsproblem mit allgemeinem Mayer-
Zielfunktional (Bezeichnung OPT) einem partiell reduziertem SQP-Verfahren.
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Ein reduzierter direkter Mehrzielalgorithmus:
(0) Initialisiere Mehrzielgitter (siehe Abschnitt 1.5), Parameterisierung der Steue-
rung (siehe Abschnitt 1.3.1), Startwerte fu¨r Variablen, setze k = 0
(1) Berechne Funktionswerte des diskretisierten und parameterisierten Problems
(1.12): Fk (1.12a), G1,k (1.12b,1.12c,1.12e), G2,k (1.12f), Hk (1.12d,1.12f) an
der Stelle wk
(2) Berechne fu¨r Koordinaten-Basis [SRk , S
N
k ] := [∇G1,k, (0, I)T ]−T den Schritt in
der Bildraumkomponente ∆wRk := −SRk G1,k und die Nullraumkoordinaten-
Basis SNk (siehe Bemerkung 13, Abschnitt 3.2.1 und 4.3)
(3) Berechne reduzierte Gradienten der Zielfunktion ∇F Tk SNk und der Restriktio-
nen ∇GT2,kSNk , ∇HTk SNk sowie ∇GT2,k∆wRk , ∇HTk ∆wRk
(4) Berechne reduzierte Hessematrix BNk (und Crossterm Ck):
LSQ: Berechne BNk := S
N ,T
k ∇fTk ∇fkSNk und Ck := −GT1,kSR,Tk ∇fTk ∇fkSNk
(siehe Abschnitt 3.2.3)
OPT: k = 0: Initialisiere BNk als skalierte Einheitsmatrix,
k > 0: Berechne reduzierten Lagrangegradientendifferenz γNk−1,
Schritt δNk−1 := αk−1y
N
k und fu¨hre damit BFGS-Update durch:
BNk := UBFGS(B
N
k−1, δ
N
k−1, γ
N
k−1), setze Ck = 0 (siehe Abschnitt 3.2.2)
(5) Lo¨se das reduzierte Quadratische Programm in yNk mit Schranken Ωk (siehe
auch Bemerkung 6 fu¨r den LSQ-Fall):
minyN
k
∈Ωk
(∇F Tk SNk + Ck)yNk + 12yNk TBNk yNk
unter G2,k +∇GT2,kSRk yRk +∇GT2,kSNk yNk = 0
Hk +∇HTk SRk yRk +∇HTk SNk yNk ≥ 0.
(6) Berechne Schritt ∆wNk := S
N
k y
N
k und evtl. reduzierten Lagrangegradien-
ten SNT∇wL an der Stelle (wk + ∆wNk , λk+1, µk+1) wie in Schritt (1-3) fu¨r
Hessematrix-Update in Schritt (4)
(7) Bestimme Schrittweitenparameter αk ∈ (0, 1] durch Liniensuche:
LSQ: mit Natu¨rlichen Niveaufunktionen und Restriktivem Monotonietest
(siehe Abschnitte 2.3.2 und 3.4.2)
OPT: mit der l1-Niveaufunktion und partiell-multiplikatorfreien Update-
Strategie (siehe Abschnitte 2.3.2 und 3.4.1)
(8) Berechne neue Iteration wk+1 := wk + αk∆w
N
k + αk∆w
R
k
(9) k = k + 1, gehe zu (1) bis Konvergenz erreicht
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Kapitel 4
Berechnung von Ableitungen
In diesem Kapitel geht es um die effiziente Berechnung von Ableitungen, die im PRSQP-
Algorithmus beno¨tigt werden. Wir unterscheiden zwischen zwei Typen: einerseits Rich-
tungsableitungen bzgl. den Gleichungsrestriktionen G1, wie sie in der Berechnung der
Koordinaten-Basis SN1,k und der Bildraumkomponente S
R
1,ky
R
k vorkommen. Andererseits
Richtungsableitungen bzgl. Zielfunktion F und u¨brigen Restriktionen G2, H mit Rich-
tung SR1,ky
R
k .
Wie wir in Abschnitt 3.2.1 gesehen haben, kann die Koordinaten-Basis rekursiv berechnet
werden. Hierbei kommen Richtungsableitungen der Stetigkeits- und Konsistenzbedingun-
gen vor. Diese Ableitungen werden bei der hier verwendeten Mehrziel-Methode durch
Integration der Richtungs-Variationsdifferentialgleichung (Richtungs-VDAE) bestimmt.
Dabei wird das Prinzip der Internen Numerischen Differentiation (IND) verwendet, sie-
he Bock (1981, [14]). Die Einhaltung dieses Prinzips gewa¨hrleistet, daß zur Lo¨sung der
Richtungs-VDAE die adaptiven Komponenten des Integrators eingefroren werden und
damit das Diskretisierungsschema zur Erzeugung der Nominaltrajektorie selbst abgelei-
tet wird. Es sei betont, daß die adaptiven Komponenten nicht abgeleitet werden. Dieses
Prinzip ermo¨glicht daher auch den Einsatz von adaptiven Schrittweiten- und Ordnung-
Steuerungen im Integrator, was Voraussetzung fu¨r effiziente Algorithmen ist. Diese Anfor-
derungen sind in dem BDF-Integrator DAESOL umgesetzt, siehe Eich (1987, [33]), Bauer
(1994, [6] und 1999, [7]). Verwendung findet hier der sog. iterative Ansatz, bei dem das
Newton-Schema fu¨r die Berechnung einer neuen Iterierten der Nominaltrajektorie diffe-
renziert wird und der somit ein iteratives Schema fu¨r die Richtungs-VDAE ergibt. Dabei
wurde der iterative Ansatz so gewa¨hlt, daß Richtungsableitungen der Modell-Funktionen
bzgl. Zusta¨nden, Steuerungen und Parametern kombiniert und als eine Richtungsblei-
tung ausgewertet wird. Zusa¨tzlich wird die Iterationsmatrix aus der Berechnung der No-
minaltrajektorie in dem iterativen Schema fu¨r die Richtungs-VDAE weiter verwendet.
Fu¨r die Aufstellung der Iterationsmatrix des BDF-Schemas ist die effiziente Auswertung
von Modell-Jacobimatrizen der DAE wichtig. Diese Jacobimatrizen sind du¨nnbesetzt und
werden effizient im Vorwa¨rtsmodus der Automatischer Differentiation mit Adol-C (Grie-
wank et al. 1996, [44]) und Seed-Matrix-Komprimierung nach Curtis, Powell, Reid (1974,
[25]) berechnet. Im Falle von gPROMS-Modellen (Barton und Pantelides 1994, [5]) wer-
den die du¨nnbesetzten Modell-Jacobimatrizen u¨ber Symbolische Differentiation berechnet
und u¨ber ein ESO-Interface (siehe Braunschweig et al. 2000, [23]) angesprochen.
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Um das reduzierte Quadratische Programm [RQP] aufzustellen, werden noch Richtungs-
ableitungen bzgl. Zielfunktion F und u¨brigen Restriktionen G2, H mit Richtungen [S
N
1,k :
SR1,ky
R
k ] beno¨tigt. Diese werden u¨ber finite Differenzen berechnet, da deren Genauigkeit
bei den in dieser Arbeit vorgestellten Problemen ausreichend ist.
4.1 Interne Numerische Differentiation
Ausgangspunkt fu¨r die Berechnung der Richtungsableitungen der Stetigkeits- und Kon-
sistenzbedingungen ist folgende quasilinear-implizite DAE:
B(τ, x, z, qi)
dx
dτ
= f(τ, x, z, qi)
0 = g(τ, x, z, qi)− αi(τ)g(τi, sxi , szi , qi)
}
, τ ∈ [τi, τi+1] (4.1)
mit Anfangswerten x(τi) = s
x
i sowie z(τi) = s
z
i und den Parametern qi ≡ (ui, p). Im fol-
genden werden die Methoden des BDF-Integrators DAESOL dargestellt, die effizient die
in den Rekursionen vorkommenden Matrix-Vektor-Produkte der verallgemeinerten Sensi-
tivita¨ten berechnen (siehe 3.2.1).
Prinzipiell gibt es verschiedene Ansa¨tze, wie Sensitivita¨ten, d. h. die Ableitungen der
Zusta¨nde am Ende des Zeithorizonts nach Anfangswerten und Parametern, berechnet
werden ko¨nnen. Eine Mo¨glichkeit ist die Berechnung von Nominaltrajektorie und vari-
ierten Trajektorien mit gesto¨rten Anfangswerten bzw. Parametern im Rahmen von fini-
ten Differenzen mit Sto¨rungsinkrement η. Wenn dabei die adaptiven Komponenten des
Integrator-Schemas nicht eingefroren werden, ha¨ngen die Endzusta¨nde nicht differenzier-
bar von den Anfangswerten und Parametern ab. Dieser Ansatz wird auch Externe Numeri-
sche Differentiation (END) genannt, da die Differentiation außerhalb der Diskretisierung
der Nominaltrajektorie vorgenommen wird. Die Genauigkeit der Sensitivita¨ten ist auf
O(
√
TOL), TOL die Integrationsgenauigkeit, beschra¨nkt fu¨r η2 = TOL. Im Gegensatz
dazu wird der Ansatz, durch die Diskretisierung adaptiv erzeugte Folge von Abbildungen
direkt abzuleiten, Interne Numerische Differentiation (IND) genannt. Das bedeutet, daß
alle adaptiv erzeugten Komponenten bei der Berechnung der variierten Trajektorien und
damit der Sensitivita¨ten eingefroren werden. Die Genauigkeit der Sensitivita¨ten setzt sich
zusammen aus dem Diskretisierungsfehler des Integrators O(TOL), TOL die Integrations-
genauigkeit, und dem Fehler durch die Approximation durch finite Differenzen O(
√
EPS)
fu¨r η2 := EPS (Maschinengenauigkeit), siehe Bock (1981, [14]).
Im Rahmen von BDF-Integratoren konzentrieren wir uns auf die Berechnung der Sen-
sitivita¨ten durch die Variationsdifferentialgleichung (VDAE). Das IND-Prinzip ist jetzt
erfu¨llt, wenn nach dem Satz u¨ber implizite Funktionen (SIF) die Ableitung der Diskretisie-
rung der Nominaltrajektorie nach Anfangswerten und Parametern berechnet wird. Diese
Ableitung ist identisch mit der BDF-Diskretisierung der VDAE (siehe Bauer 1999, [7]).
Es gibt nun zwei unterschiedliche Implementierungen, als direkte bzw. iterative Variante
bezeichnet, um Lo¨sungen der VDAE zu erhalten. Wir definieren dazu die Richtungs-
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Wronski-Matrizen W bzgl. Richtungen D:
W :=

W
x
Wz
Wq

 :=


∂x
∂sx
i
∂x
∂sz
i
∂x
∂qi
∂z
∂sx
i
∂z
∂sz
i
∂z
∂qi
0 0 I

D
und fu¨hren die Richtungs-VDAE ein:
B(·) d
dτ
Wx =
(
−∂B
∂x
x˙+ ∂f
∂x
−∂B
∂z
x˙+ ∂f
∂z
−∂B
∂q
x˙+ ∂f
∂q
)
W
0 =
(
∂g
∂x
∂g
∂z
∂g
∂q
)
W − αi(τ)
(
Gxi G
z
i G
q
i
)
D

 , τ ∈ [τi, τi+1] (4.2)
mit den Anfangswerten Wx|τ=τi =
(
I 0 0
)
D, Wz|τ=τi =
(
0 I 0
)
D. Die weitere Dar-
stellung der o.g. Varianten bezieht sich auf eine BDF-Diskretisierung der DAE (4.1) mit
k Vergangenheitswerten und aktueller Schrittweite h. Um eine neue Iterierte (xn+1, zn+1)
der Nominaltrajektorie zum Zeitpunkt tn+1 ∈ [τi, τi+1] mit Anfangswerten (sxi , szi ) und
Parametern qi zu erhalten, muß nun folgende nichtlineare Gleichung in (xn+1, zn+1) gelo¨st
werden:
F (xn+1, zn+1, qi)
:=
(
B(tn+1, xn+1, zn+1, qi)
∑k
i=0 βixn+1−i + hf(tn+1, xn+1, zn+1, qi)
g(tn+1, xn+1, zn+1, qi)− αi(tn+1)g(τi, sxi , szi , qi)
)
= 0
(4.3)
4.1.1 Direkte Berechnung einer Lo¨sung der Richtungs-VDAE
Wendet man die BDF-Diskretisierung der Nominaltrajektorie auf die Richtungs-VDAE
(4.2) an, dann erha¨lt man folgendes lineare System
(
β0B + h(
∂f
∂x
− ∂B
∂x
x˙) h(∂f
∂z
− ∂B
∂z
x˙)
∂g
∂x
∂g
∂z
)
︸ ︷︷ ︸
=:J
(Wxn+1
Wzn+1
)
= −
(
h(∂f
∂q
+ ∂B
∂q
x˙)
∂g
∂q
)
︸ ︷︷ ︸
=:Jq
Wqn+1 +
(
h
∑k
i=1 βiWxn+1−i
αi(tn+1)
(
Gxi G
z
i G
q
i
)
D
)
︸ ︷︷ ︸
=:c
(4.4)
in den Richtungs-Wronski-Matrizen (Wx Tn+1,Wz Tn+1)T . Nach dem Satz u¨ber implizite Funk-
tionen ist eine Lo¨sung Wn+1 des linearen Systems (4.4) ausgewertet an einer Lo¨sung der
Nominaltrajektorie (4.3) auch Lo¨sung der Richtungs-VDAE (4.2) am Punkt tn+1. Der
zusa¨tzliche Aufwand (gegenu¨ber der Berechnung der Nominaltrajektorie) bei dieser Vari-
ante liegt in der einmaligen Auswertung der Matrizen J und Jq sowie der Zerlegung von
J pro BDF-Schritt. Diese Variante empfiehlt sich, wenn die Matrix J billig zu berechnen
ist!
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4.1.2 Iterative Berechnung einer Lo¨sung der Richtungs-VDAE
Zur Erla¨uterung dieser Variante wird das vereinfachte Newton-Verfahren zur Lo¨sung der
nichtlinearen Gleichung (4.3) dargestellt:(
xm+1n+1
zm+1n+1
)
=
(
xmn+1
zmn+1
)
− J˜−1F (xmn+1, zmn+1, qi) (4.5)
mit einer Approximation J˜ der exakten Iterationsmatrix ∂F/∂(xn+1, zn+1) und maximal
3 Iterationen (m ≤ 3). Nun ko¨nnen die Newton-Gleichungen nach Richtungen D direkt
abgeleitet werden, und wir erhalten mit Hilfe der Kettenregel:(Wx, m+1n+1
Wz, m+1n+1
)
=
(Wx, mn+1
Wz, mn+1
)
− J˜−1( (J Jq)Wmn+1︸ ︷︷ ︸
Richtungsabl.
− c) (4.6)
eine Iterationsvorschrift fu¨r die Richtungs-Wronski-Matrizen Wx,zn+1 mit Bezeichnungen
J, Jq und c wie bei (4.4). Der zusa¨tzliche Aufwand bei dieser Variante liegt in der Be-
rechnung der Richtungsableitungen (Anzahl der Richtungen mal Anzahl von Newton-
Iterationen pro BDF-Schritt), wobei die Iterationsmatrix J˜ sowie deren Zerlegung wei-
terverwendet werden kann. Diese Variante empfiehlt sich also genau dann, wenn wenige
Richtungen D vorliegen.
4.2 Berechnung der Modell-Jacobimatrizen
Bei der Berechnung der Richtungs-VDAE ist es notwendig, die Iterationsmatrix J bzw. J˜
effizient zu berechnen und zu zerlegen. In der Iterationsmatrix kommen die Ableitung der
Modellfunktionen nach den differentiellen und algebraischen Variablen vor, welche mei-
stens du¨nnbesetzt sind. Zur Zerlegung der Iterationsmatrix werden daher spezielle LA-
Lo¨ser verwendet, wie z. B. MA48, [78]. Nachfolgend werden zwei in der Praxis verwendete
Methoden zur Auswertung der Jacobimatrizen der Modellfunktionen vorgestellt. Die erste
Variante operiert auf Software-Code der Modellfunktionen und wird auch automatische
Differentiation bzw. algorithmische Differentiation (AD) genannt (siehe Griewank 2000,
[43]). Als Stellvertreter sei hier Adol-C (siehe Griewank et al. 1996, [44]) genannt, der Ab-
leitungen fu¨r C bzw. C++ Quellcode erzeugt. Die zweite Variante operiert auf Formeln
und wird Symbolische Differentiation (SD) genannt. Sie findet Anwendung bei Modellen,
die in der Modellierungsumgebung gPROMS implementiert sind (siehe Barton und Pante-
lides 1994, [5]). Beide Varianten beruhen auf systematischer Anwendung der Kettenregel,
wobei diese auf aktuelle numerische Werte (AD) bzw. auf Formeln (SD) angewendet wird.
In beiden Fa¨llen werden die Ableitungen bis auf Maschinengenauigkeit genau berechnet!
4.2.1 C/Adol-C: automatische Differentiation
Die Idee bei der Automatischen Differentiation ist, Quellcode einer Funktion f zu ana-
lysieren und in eine Folge elementarer Operationen zu untergliedern (Erstellen eines
Ausfu¨hrungsgraphen), deren Auswertung Zwischenergebnisse erzeugen. Die Ableitung der
53
Ausgangsvariablen (Endergebnisse) y := F (x) nach Eingangsvariablen x kann auf zwei
unterschiedliche Varianten erzeugt werden. Die erste Variante berechnet sukzessive die
Ableitung der Zwischenergebnisse nach den Eingangsvariablen und wird auch Vorwa¨rts-
modus (VM) genannt. Der Aufwand dazu ist unabha¨ngig von der Anzahl der Ausgangs-
variablen:
[VM] Aufwand{f ′} ≤ (1 + 1.5n)Aufwand{f},
wobei n die Dimension der Eingangsvariablen ist. Der umgekehrte Weg, na¨mlich sukzessive
die Ableitung der Ausgangsvariablen nach den Zwischenergebnisse zu berechnen, wird
auch Ru¨ckwa¨rtsmodus (RM) genannt und hat eine Komplexita¨tsschranke, die unabha¨ngig
von der Anzahl der Eingangsvariablen ist:
[RM] Aufwand{f ′} ≤ (1.5 + 2.5m)Aufwand{f},
wobei m die Dimension der Ausgangsvariablen. Beiden gemeinsam ist, daß die Kettenre-
gel auf die numerischen Zwischenergebnisse angewendet wird und nicht auf die Formeln!
In Adol-C (siehe Griewank et al. 1996, [44]) werden dabei die Variablen im Quellcode
u¨berladen und ein Tape angelegt, das die numerischen Werte der partiellen Ableitungen
bzgl. der Zwischenergebnisse aufnimmt. Dies erfordert nur geringen A¨nderungsaufwand
im Quellcode und kein weiterer Code wird erzeugt. So wird bei der Berechnung von Ab-
leitungsinformationen auch die Funktion ausgewertet.
Wenn die Jacobimatrizen du¨nnbesetzt sind, dann kann die Komplexita¨tsschranke fu¨r die
Auswertung der Jacobimatrix noch reduziert werden, indem n bzw. m ersetzt werden
durch die maximale Anzahl der Nichtnulleintra¨ge in den Zeilen bzw. Spalten von f ′. Vor-
ausgesetzt wird, daß die Eigenschaft Path Connectedness gilt: Die Zwischenergebnisse
ha¨ngen von mindestens einer Eingangsvariable ab und gehen in mindestens eine Aus-
gangsvariable ein. Im Vorwa¨rtsmodus kann die Komplexita¨tsschranke dadurch motiviert
werden, daß nur solche Zwischenergebnisse (neu) berechnet werden mu¨ssen, die von den
Eingangsvariablen in einer nichttrivialen Art abha¨ngen. Im Ru¨ckwa¨rtsmodus mu¨ssen nur
solche Ausgangsvariablen (neu) berechnet werden, die von Zwischenergebnissen in einer
nichttrivialen Art abha¨ngen.
Die Jacobimatrix-Kompression erlaubt das Ausnutzen der Du¨nnbesetztheit durch Be-
rechnen des Produkts aus Jacobimatrix mit einer Seed-Matrix (Vorwa¨rtsmodus: Multi-
plikation von rechts, Ru¨ckwa¨rtsmodus: Multiplikation von links). Voraussetzung fu¨r den
praktischen Einsatz ist, daß daraus die Jacobimatrix wieder rekonstruiert werden kann.
Wesentlich dazu ist die Bestimmung strukturell orthogonaler Spalten bzw. Zeilen. Die op-
timale Berechnung dieser ist jedoch NP-schwer. Idee ist die Zusammenfassung strukturell
orthogonaler Spalten bzw. Zeilen in Gruppen. Fu¨r jede Gruppe wird ein Richtungsvektor
in der Seed-Matrix bestimmt. Curtis, Powell und Reid (1974, [25]) bestimmen die Rich-
tungsvektoren in der Seed-Matrix so, daß ein Richtungsvektor bzgl. einer Gruppe in der
j-ten Zeile bzw. Spalte den Eintrag 1 hat, wenn die j-te Spalte bzw. Zeile der Jacobima-
trix in der Gruppe vorhanden ist, ansonsten den Eintrag 0 hat. Newsam und Ramsdell
(1983, [66]) wa¨hlen die Seed-Matrix so, daß die komprimierte Jacobimatrix effizient und
hinreichend genau berechnet wird. Vorgeschlagen wurden Vandermonde Matrizen, deren
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Kondition jedoch exponentiell wa¨chst mit der Anzahl der Spalten bzw. Zeilen der Grup-
pen. Eine Alternative sind orthogonale Polynome, bei denen jedoch die transponierten
Systeme nicht billig ausgewertet werden ko¨nnen. Diese und weitere Techniken zur Be-
stimmung von Seed-Matrizen im Kontext von Optimal-Steuerungsalgorithmen sind in
Brandt-Pollmann (2004, [22]) zu finden.
4.2.2 gPROMS: symbolische Differentiation
In der Modellierungsumgebung gPROMS (siehe Barton und Pantelides 1994, [5]) wer-
den Modelle in einer eigenen Modellierungssprache implementiert. Die Modellfunktionen
und deren du¨nnbesetzte Jacobimatrizen sind u¨ber eine Equation-Set-Object-Schnittstelle
in anderen Programmiersprachen verfu¨gbar (siehe Braunschweig et al. 2000, [23]). Intern
beruht die Ableitungsgenerierung auf einer symbolischen Differentiation der Modellfunk-
tionen (siehe Pantelides 1988, [70]). Der internen Darstellung der Modellfunktionen und
Ableitungen liegt eine bina¨re Baumstruktur zugrunde, d. h. sie beruht auf einem azy-
klisch gerichteten Graphen, bei dem jeder Knoten entweder zwei oder keinen Nachkommen
hat. Der Vorteil dieser Darstellung ist, daß die Operator-Reihenfolge explizit definiert ist
durch die gerichteten Zweige im Baum, und Teilausdru¨cke im Modell durch Teilba¨ume
repra¨sentiert werden, die auch bei mehrfachem Auftreten im Modell nur einmal berech-
net und gespeichert werden mu¨ssen. Weiterhin birgt die bina¨re Baumstruktur ein hohes
Maß an Rekursivita¨t, welche eine effiziente Implementierung ermo¨glicht. Dies gilt eben-
falls fu¨r die Ableitungsberechnung, wobei gemeinsame Teilausdru¨cke von Modellfunktion
und Ableitung nur einmal berechnet werden mu¨ssen. Aus Effizienzgru¨nden ko¨nnen so-
wohl Gleichungen als auch Variablen, nach denen abgeleitet wird, gruppiert und deren
Jacobimatrizen bzgl. gruppierter Variablen getrennt berechnet werden.
4.3 Anwendung auf Koordinaten-Basis
In Abschnitt 3.2.1 sind Rekursionen angegeben, um die Nullraum-Koordinaten-Basis zu
berechnen. Im folgenden werden die Richtungen D fu¨r die Richtungs-VDAE (4.2) im i-ten
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Mehrzielintervall spezifiziert, woraus sich die Koordinaten-Basis ergibt:
D :=

 I 0 0−Gz−1i Gxi −Gz−1i Gu,pi −Gz−1i gi
0 I 0


·


[(
∏1
k=i−1 X˜
x
k )(X˜
u
0 − X˜x0 D˜x−10 D˜u0 )]T 0 0
[(
∏2
k=i−1 X˜
x
k )X˜
u
1 ]
T 0 0
... 0 0
[X˜ui−1]
T 0 0
0 [I 0] 0[
(
∏1
k=i−1 X˜
x
k )(X˜
p
0 − X˜x0 D˜x−10 D˜p0)
+
∑i−1
j=1(
∏j+1
k=i−1 X˜
x
k )X˜
p
j
]T
[0 I] 0[
(
∏0
k=i−1 X˜
x
k )D˜
x−1
0 d˜0
+
∑i−1
j=1(
∏j+1
k=i−1 X˜
x
k )c˜j
]T
0 1


T
.
Dabei wurden folgende Abku¨rzungen verwendet (siehe auch Abschnitt 3.2.1):
X˜x,u,pi :=
(
Xxi −Xzi Gz−1i Gxi Xui −XziGz−1i Gui Xpi −Xzi Gz−1i Gpi
)
,
D˜x,u,p0 :=
(
Dx0 −Dz0Gz−1i Gxi −Dz0Gz−1i Gui Dp0 −Dz0Gz−1i Gpi
)
,
d˜0 := d0 −Dz0Gz−10 g0,
c˜i := c0 −XziGz−1i gi.
Die zweite Matrix in D sind die eigentlichen akkumulierten Richtungen in der Reihenfolge:
u0, u1, . . . , ui, p sowie der Bildraumkomponente.
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Kapitel 5
Parameterscha¨tzung bei einem
Zahnfleisch-Implantat
Die kontrollierte Freisetzung von Wirkstoffen in einem medizinischen Umfeld hat vielfa¨lti-
ge Anwendungsgebiete. Zum Beispiel wird Parodontose durch Freisetzung von antimikro-
biellen Wirkstoffen aus einem Zahnfleisch-Implantat behandelt (siehe Abbildung 5.1). Ein
Abbildung 5.1: Zahnfleisch-Implantat
solches Implantat stellt der PerioChip c© der Firma Dexcel Pharma, Israel, dar, welches
eine kleine hydrolysierte Gelatine-Membran ist, die mit 2,5 mg Chlorhexidin D-Gluconate
vernetzt ist. In den ersten 24 Stunden wird 40% des Chlorhexidins in die entzu¨ndete Zahn-
fleischtasche abgegeben. Wa¨hrend den folgenden 7 Tagen folgt eine langsame und konti-
nuierliche Abgabe. Tzafriri et al. (2000, [93] und 1999, [95]) entwickelten ein Reaktions-
Diffusions-Modell fu¨r die in-vitro-Freisetzung des Wirkstoffs aus dem PerioChip in einer
gepufferten Enzym-Lo¨sung. Dabei wurden drei wesentliche Mechanismen beru¨cksichtigt:
Diffusion, reversible elektrostatische Bindung des Wirkstoffs auf der Gelatine-Membran
und Enzym-katalysierter Abbau der Membran. Eine Parameterscha¨tzung wurde fu¨r die
instationa¨re 1D-PDE-Variante (siehe Abschnitt 5.1) erstmalig durch Tzafriri und Diehl
(2000, [94]) durchgefu¨hrt. Hier dient dieses Beispiel als Benchmark-Problem: durch Wahl
der Anzahl von Diskretisierungsintervallen entsteht durch Ortsdiskretisierung mit finiten
Differenzen (Linienmethode) eine skalierbare Anfangswertaufgabe bestehend aus einer
gewo¨hnlichen Differentialgleichung und nichtlinearen Anfangsbedingungen (in den Para-
metern). Im Parameterscha¨tzproblem (siehe Abschnitt 5.2) sind der Wirkstoff-Diffusions-
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Koeffizient, ein Michaelis-Menten-Parameter sowie Wirkstoff-Gelatine-Bindungsparame-
ter die einzigen Freiheitsgrade. Dieses kann durch reduzierte Gauß-Newton-Verfahren aus-
genutzt werden - ein Vergleich zu einem Vollraum-Verfahren wird in Abschnitt 5.4 gege-
ben. Der iterative und direkte IND-Ansatz zur Berechnung der Sensitivita¨ten wird im
Abschnitt 5.3 verglichen. Weiterhin findet ein Vergleich der Modellimplementationen auf
Basis von gPROMS und C/Adol-C in Abschnitt 5.5 statt.
5.1 Modell
Fu¨r die Beschreibung der Prozesse im PerioChip wird im folgenden ein instationa¨res 1D-
Modell dargestellt, mit dem unter anderen eine schnelle diffusionskontrollierte Freisetzung
des Wirkstoffs, gefolgt von einer langsameren konstanten Abgabe durch Membranabbau,
beschrieben werden kann. Weitere Szenarien bzgl. der Freisetzungsrate sind ebenfalls mit
diesem Modell mo¨glich (siehe Tzafriri et al. 2000, [94]). Es wird vorausgesetzt, daß die
Membran in der Enzym-Lo¨sung bereits aufgequollen ist, das heißt, daß sie sich im Gleich-
gewicht befindet. Daraus ergibt sich auch die Dicke L der Membran im Gleichgewicht
(siehe auch Tzafriri 2000, [93]). Weiterhin werden fu¨r die anfa¨nglichen Konzentrationen
des Wirkstoffs und Gelatine Durchschnittswerte angenommen. Damit ergibt sich folgen-
des instationa¨res 1D-PDE-Modell (fu¨r eine U¨bersicht der verwendeten Konstanten siehe
Tabelle A.1 im Anhang A.1):
• Konzentration C des freigesetzten Wirkstoffs bestimmt durch eine Diffusionsglei-
chung mit Quellterm bzgl. der Freisetzung des gebundenen Wirkstoffs durch Mem-
branabbau:
∂C
∂t
= D
∂2C
∂x2
− ρ Bmax ∂Q
∂t
−Q Bmax ∂ρ
∂t
, (5.1)
• Abbau des Membran-Polymers, beschrieben durch Michaelis-Menten-Gleichung (mo-
delliert u¨ber Gelatine-Konzentration ρ):
∂ρ
∂t
= − kcat E0 ρ
KM + ρ (1 + β Bmax Q)
, (5.2)
• zeitlicher Verlauf des Verha¨ltnisses Q von gebundenem Wirkstoff zu Gelatine-Kon-
zentration, beschrieben durch eine Reaktionsgleichung:
∂Q
∂t
= ka (1−Q) C − kd Q, (5.3)
• o¨rtliche Randbedingung fu¨r die Konzentration:
∂C
∂x
= 0, x = 0, (5.4a)
C = 0, x = L. (5.4b)
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• Anfangsbedingungen zum Start der Freisetzung nach Aufquellphase (t = 0) unter
der Bedingung C0 + ρ0 Bmax Q(0) = Cload:
ρ = ρ0, (5.5a)
Q =
K C0
1 +K C0
, (5.5b)
C = C0. (5.5c)
Man beachte, daß die Anfangsbedingung fu¨r Q aus einer Stationarita¨tsbedingung fu¨r
Q hergeleitet wird. Durch Approximation der o¨rtlichen Ableitung in der Diffusionsglei-
chung (5.1) durch zentrale finite Differenzen der Ordnung 2 mit N Diskretisierungs-
punkten und in den Randbedingungen (5.4) durch zentrale Differenzen der Ordnung
1 wird das obige Anfangs-Randwertproblem in ein gewo¨hnliches Anfangswertproblem
(ODE) u¨berfu¨hrt. Dabei ha¨ngen die Anfangsbedingungen ebenfalls von dem (zu scha¨tzen-
den) Parameter Bmax ab. Die differentiellen Variablen sind wie folgt zusammengefasst:
x := (C1, . . . , CN , Q1, . . . , QN , ρ1, . . . , ρN) mit den Abku¨rzungen Ci := C| i−1
N−1
L, Qi :=
Q| i−1
N−1
L, ρi := ρ| i−1
N−1
L.
5.2 Aufsetzen der Parameterscha¨tzung und Ergebnis
Zur Anpassung des Modells aus Abschnitt 5.1 an die in-vitro-Freisetzung des PerioChip in
einer gepufferten Enzym-Lo¨sung aus bakterieller Collagenase (Closteridium hystoliticum)
unter kontrollierten Bedingungen pH = 7.5 und 37 ◦C wurde die Freisetzungsrate M
gemessen, um die Parameter p := (D,Bmax, kcat) zu scha¨tzen:
M(t) = 1−
∫ L
0 (C + ρ Bmax Q)dx
L Cload
(5.6)
Im Parameterscha¨tzproblem wird das Integral u¨ber die Dicke der Membran durch die
Trapezregel mit N a¨quidistanten Stu¨tzstellen approximiert. Es lagen 11 Messwerte Mk
zusammen mit Standardabweichungen σk zu den Zeitpunkten tk im Zeithorizont [0, 192]
Stunden vor. Diese waren aufgrund der zu erwartenden zweiphasigen Freisetzung am
Anfang geha¨uft und spa¨ter in Absta¨nden von 24 Stunden verteilt (siehe Tabelle A.2). Wir
nehmen an, daß die Fehler der Meßwerte mit bekannter Varianz, Erwartungswert 0 und
unabha¨ngig sind. Der Zeithorizont wurde mit 11 Mehrzielintervallen diskretisiert, wobei
die Mehrzielknoten auf die Zeitpunkte der Messwerte gelegt wurden. Die Minimierung der
folgenden LSQ-Zielfunktion liefert dann eine Maximum-Likelihood-Scha¨tzung:
K∑
k=1
||M(tk)−Mk||2
σ2k
. (5.7)
Fu¨r N = 41 Diskretisierungspunkte sind die optimalen Parameterwerte fu¨r die Anpassung
an die Meßwerte in Tabelle 5.1 angegeben. Deutlich zu erkennen ist, daß die zugeho¨rigen
Standardabweichungen moderat sind im Vergleich zum Parameterwert. In Abbildung 5.2
ist die gefittete Freisetzungsrate mit den optimalen Parameterwerten gezeigt. Zu sehen
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Parameter Startwerte Optimale Werte
D [cm2/s] 2.36e-5 1.65e-4 ± 0.332e-4
Bmax [mol/mol] 2.05 4.14 ± 0.0931
kcat [h
−1] 1.65e+3 1.79e+3 ± 0.0734e+3
Tabelle 5.1: U¨bersicht der Parameterwerte
ist die zweiphasige Freisetzung des Wirkstoffs: der erste Abschnitt (3 Stunden) ist be-
stimmt durch Diffusion des nichtgebundenen Wirkstoffs. Dann geht die Kurve in einen
linearen Verlauf u¨ber, bestimmt durch die lineare Abbau-Kinetik (siehe auch Tzafriri et
al. 2000, [93]). Ziel der nachfolgenden Vergleiche ist es, anhand dieses Parameterscha¨tz-
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
0 20 40 60 80 100 120 140 160 180 200
Zeit [h]
F
re
is
e
tz
u
n
g
s
ra
te
[-
]
gefittetes Modell
Meßdaten
Abbildung 5.2: Gefittete Freisetzungsrate des PerioChip-Modells
problems aufzuzeigen, wo der zeitliche Aufwand in den verschiedenen reduzierten und
Vollraum-Gauß-Newton-Verfahren steckt und welche Mo¨glichkeiten existieren, diesen zu
verringern. Dabei wurde das Modell mit der Anzahl N := {41, 81, 161, 321, 641}
von Diskretisierungspunkten skaliert, so daß die Anzahl der Differentialgleichungen nx :=
3 ·N = {123, 243, 483, 963, 1923} variiert. Die entsprechenden Probleme wurden durch
Vollschritt-Verfahren gelo¨st mit einer Integrationsgenauigkeit 1.E-5 und Abbruchgenauig-
keit 1.E-3 (l2-Norm des Schritts). Alle Rechnungen wurden auf einer Dual-Xeon-Maschine
mit jeweils 2.8 GHz, 2 GB RAM sowie Linux als Betriebssystem mit Kernel 2.4.7 und gcc-
Suite Version 2.96 (mit Optimierung -O3) durchgefu¨hrt. Die Compilerversion 2.96 (aus
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RedHat 7.2) war notwendig, da die aktuelle gPROMS-Version damit kompiliert wurde und
so inkompatibel zur aktuellen gcc-Suite ist. Fu¨r die Berechnung der Modellableitungen
kamen gPROMS (Version 2.3.0) und Adol-C (Version 1.8.7) zum Einsatz.
5.3 Vergleich der IND-Ansa¨tze zur Berechnung der
Sensitivita¨ten
In diesem Abschnitt werden die in Kapitel 4 vorgestellten IND-Ansa¨tze (direkte und ite-
rative Variante in DAESOL) zur Berechnung von Sensitivita¨ten im vollreduzierten Gauß-
Newton-Verfahren aus Kapitel 3 miteinander verglichen. Die Modellableitungen werden
wahlweise mit finiten Differenzen oder automatischer Differentiation (Adol-C) berechnet,
wobei im letzteren Fall wahlweise auch eine Seedmatrix-Komprimierung erfolgt. Rich-
tungsableitungen im iterativen Ansatz werden ebenfalls mit finiten Differenzen oder mit
automatischer Differentiation (Adol-C) berechnet. Die Behandlung der LA-Systeme mit
den du¨nnbesetzten Modellableitungen erfolgte in DAESOL mittels dem LA-Lo¨ser MA48,
siehe [78]. Folgende Varianten wurden anhand der obigen skalierten Parameterscha¨tzpro-
bleme miteinander verglichen:
• [RVGN + DIR + FD]: Standard-Variante mit vollreduziertem Gauß-Newton-Ver-
fahren, direkte Berechnung der VDAE, Modellableitungen u¨ber finite Differenzen,
• [RVGN + DIR + AD]: vollreduziertes Gauß-Newton-Verfahren, direkte Berechnung
der VDAE, Modellableitungen u¨ber automatische Differentiation (Adol-C),
• [RVGN + DIR + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, direkte
Berechnung der VDAE, Modellableitungen u¨ber automatische Differentiation (Adol-
C) mit Seedmatrix-Komprimierung nach Curtis-Powell-Reid,
• [RVGN + IT + R-AD + AD]: vollreduziertes Gauß-Newton-Verfahren, iterative
Berechnung der VDAE, Richtungsableitungen und Modellableitungen u¨ber auto-
matische Differentiation (Adol-C),
• [RVGN + IT + R-AD + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, ite-
rative Berechnung der VDAE, Richtungsableitungen u¨ber automatische Differentia-
tion (Adol-C), Modellableitungen u¨ber automatische Differentiation (Adol-C) mit
Seedmatrix-Komprimierung nach Curtis-Powell-Reid,
• [RVGN + IT + R-FD + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, ite-
rative Berechnung der VDAE, Richtungsableitungen u¨ber finite Differenzen, Model-
lableitungen u¨ber automatische Differentiation (Adol-C) mit Seedmatrix-Kompri-
mierung nach Curtis-Powell-Reid.
Neben der CPU-Zeit zum Lo¨sen der Parameterscha¨tzprobleme sind die Anzahl der Aufrufe
der Modellgleichungen f und die Anzahl der Modellableitungen fx nach den differentiellen
Variablen sowie die Anzahl der Richtungsableitungen Df ·w der Modellgleichungen nach
den Richtungen w von Interesse.
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Zuna¨chst betrachten wir den direkten IND-Ansatz. In Tabellen 5.2 und 5.3 sind die Sta-
tistiken fu¨r die Fa¨lle angegeben, bei denen die Modellableitungen u¨ber finite Differenzen
bzw. u¨ber automatische Differentiation mit Adol-C berechnet wurden. Die große Anzahl
# Knoten CPU-Zeit [sec] # f -Aufrufe # Iter
641 1599.84 13450903 9
321 420.93 6715836 9
161 113.16 3382506 9
81 34.44 1732106 9
41 9.75 820801 8
Tabelle 5.2: [RVGN + DIR + FD]: Statistik fu¨r reduziertes Gauß-Newton-Verfahren,
direkter Ansatz fu¨r IND und finite Differenzen fu¨r Modellableitungen
# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Iter
641 4094.62 6917 22019 9
321 1035.06 6814 21860 9
161 280.77 6678 21377 9
81 81.78 6501 20878 9
41 23.26 5604 17873 8
Tabelle 5.3: [RVGN + DIR + AD]: Statistik fu¨r reduziertes Gauß-Newton-Verfahren,
direkter Ansatz fu¨r IND und automatische Differentiation fu¨r Modellableitungen
von Modellaufrufen im Finite-Differenzen-Fall kommt durch besagte Approximation der
Modellableitungen nach den differentiellen Variablen und Parametern zustande. Anhand
der Abbildung 5.3 ist deutlich zu sehen, daß der Gesamtaufwand fu¨r die Optimierung
quadratisch mit der Anzahl der Diskretisierungspunkte wa¨chst, wobei die Berechnung
der Modellableitungen u¨ber finite Differenzen billiger ist. Bei diesen Varianten nimmt der
Anteil zur Berechnung der Modellableitung fx nach den differentiellen Variablen deut-
lich zu und dominiert schließlich die gesamte Rechenzeit, siehe Abbildung 5.4. Das heißt,
daß Strategien zur Vermeidung und/oder Beschleunigung dieser Modellableitungen von
Interesse sind. In unserem Fall entspricht die Anzahl der fx-Aurufe auch gleichzeitig der
Anzahl der Integrationsschritte, da die Iterationsmatrix des BDF-Verfahrens in jedem
Schritt fu¨r die Lo¨sung der VDAE berechnet wird. Dies kann jedoch in der iterativen
Variante zur Lo¨sung der VDAE vermieden werden, wobei die Monitorstrategie in DAE-
SOL benutzt wird. Der Tabelle 5.4 ist fu¨r diesen Fall zu entnehmen, daß die Anzahl
der fx-Modellableitungen deutlich reduziert wurde (sie entspricht jetzt der Anzahl der
Auswertung der Iterationsmatrix fu¨r die reine Simulation). Neu hinzugekommen sind die
Richtungsableitungen der Modellgleichungen Df ·w. Sie wurden im vorliegenden Fall u¨ber
automatische Differentiation berechnet. Deutlich zu sehen ist die drastische Reduktion der
Rechenzeit.
Der andere Weg, die Rechenzeit zu verringern, ist die Beschleunigung der Berechnung der
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Abbildung 5.3: Rechenzeit des reduzierten Gauß-Newton-Verfahren mit direktem IND-
Ansatz, Modellableitungen u¨ber finite Differenzen und automatische Differentiation
# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Df · w-Aufrufe # Iter
641 795.95 546 77624 58508 9
321 203.87 506 75555 57036 9
161 80.23 522 73807 55648 9
81 37.2 505 71079 53576 9
41 15.73 414 60349 45712 8
Tabelle 5.4: [RVGN + IT + R-AD + AD]: Statistik fu¨r reduziertes Gauß-Newton-
Verfahren, iterativer Ansatz fu¨r IND, automatische Differentiation fu¨r Modellableitungen
und Richtungsableitungen
Modellableitungen. Wie im Abschnitt 4.2.1 beschrieben, stellt die Seed-Matrix-Kompri-
mierung eine Mo¨glichkeit dar, die automatische Differentiation bei du¨nnbesetzten Modell-
ableitungen zu beschleunigen. Im vorliegenden Fall kam die Curtis-Powell-Reid-Technik
zum Einsatz, so daß die Anzahl der Spalten der Seedmatrix soweit reduziert werden kann,
daß diese unabha¨ngig von der Anzahl der Diskretisierungspunkte des PDE-Modells ist.
Fu¨r N = 41 Diskretisierungspunkte wird dies anhand der Modellableitung fx in Abbil-
dung 5.5 verdeutlicht. In Tabelle 5.5 und 5.6 sind die Ergebnisse beim Einsatz dieser
Technik zur Beschleunigung der Berechnung von fx zusammengefaßt. In Abbildung 5.6
sind die Rechenzeiten der iterativen und direkten Variante mit und ohne Seeding dar-
gestellt. Dabei wird eine Reduktion der Rechenzeit um den Faktor 1.6 bzw. 21 beim
iterativen Ansatz und direktem Ansatz beobachtet. In Abbildung 5.7 ist der prozentuale
Anteil der Berechnung von fx an der jeweiligen gesamten Rechenzeit zu sehen. Der direkte
Ansatz profitiert natu¨rlich mehr von der Seedmatrix-Komprimierung, da hier die Anzahl
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Abbildung 5.4: Prozentualer Aufwand fu¨r fx bezogen auf gesamte Rechenzeit der redu-
zierten Gauß-Newton-Verfahren, Teil I
# Knoten CPU-Zeit [sec] QP-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Iter
641 194.99 5.18 6917 22019 9
321 92.48 1.00 6814 21860 9
161 46.16 0.27 6678 21377 9
81 25.97 0.09 6501 20878 9
41 13.63 0.01 5604 17873 8
Tabelle 5.5: [RVGN + DIR + AD + CPR]: Statistik fu¨r reduziertes Gauß-Newton-
Verfahren, direkter Ansatz fu¨r IND und automatische Differentiation fu¨r Modellablei-
tungen mit CPR-Seeding
der fx-Auswertungen ho¨her ist. Ein Vergleich der iterativen mit der direkten Variante
anhand der Anzahl der fx-Aufrufe zeigt, daß die direkte Variante durchaus gu¨nstiger ist,
da durch die Seedmatrix-Komprimierung die Anzahl der Richtungsableitungen in der di-
rekten Variante kleiner ist als in der iterativen Variante. Dies liegt daran, daß fu¨r eine
Auswertung der Modellableitung fx nur 5 Richtungsbleitungen in Adol-C notwendig sind.
Zusammen mit der Anzahl der Integrationsschritte ergibt dies eine Zahl von 34585 Rich-
tungsableitungen im Fall von 641 Diskretisierungspunkten. Bei der iterativen Variante
liegen allein schon 58508 Richtungsableitungen Df · w vor.
Um das Ergebnis beim direkten Ansatz mit finiten Differenzen und automatischer Diffe-
rentiation wieder aufzugreifen, wurde die Berechnung der Richtungsableitungen Df · w
nun u¨ber finite Differenzen vorgenommen. Die Ergebnisse des iterativen Ansatzes mit Mo-
dellableitungen u¨ber automatische Differentiation mit CPR-Seeding sind in Tabelle 5.7
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Abbildung 5.5: Struktur der Jacobimatrix fx des PerioChip-Modells bzgl. differentieller
Variablen: unkomprimierte Jacobimatrix · CPR-Seedmatrix = komprimierte Jacobimatrix
dargestellt. Bei dieser Variante ist eine Reduktion der Rechenzeit um den Faktor 7 im
Vergleich zur Berechnung der Richtungsableitungen u¨ber automatische Differentiation zu
beobachten - siehe Abbildung 5.8. Damit ist das reduzierte Gauß-Newton-Verfahren mit
iterativer Lo¨sung der VDAE, Modellableitungen u¨ber automatische Differentiation und
Richtungsableitungen u¨ber finite Differenzen die in diesem Abschnitt vorgestellte schnell-
ste Variante! Es liegt eine Reduktion der Rechenzeit der skalierten Parameterscha¨tzpro-
bleme um den Faktor 23 vor, verglichen mit der Standard-Variante (direkte Berechnung
der VDAE mit finiten Differenzen fu¨r die Modellableitungen).
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# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Df · w-Aufrufe # Iter
641 484.55 546 77624 58508 9
321 147.77 506 75555 57036 9
161 67.75 522 73807 55648 9
81 31.64 505 71079 53576 9
41 14.79 414 60349 45712 8
Tabelle 5.6: [RVGN + IT + R-AD + AD + CPR]: Statistik fu¨r reduziertes Gauß-Newton-
Verfahren, iterativer Ansatz fu¨r IND, automatische Differentiation fu¨r Modellableitungen
und Richtungsableitungen mit CPR-Seeding
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Abbildung 5.6: Rechenzeiten der reduzierten Gauß-Newton-Verfahren mit Reduktion des
Aufwands fu¨r die Iterationsmatrix und/oder Reduktion der Anzahl der Iterationsmatrizen
# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Df · w-Aufrufe # Iter
641 70.3 521 80551 60712 9
321 32.82 521 76148 57432 9
161 13.74 521 73651 55548 9
81 6.54 461 68904 52008 8
41 2.95 393 61891 46896 8
Tabelle 5.7: [RVGN + IT + R-FD + AD + CPR]: Statistik fu¨r reduziertes Gauß-Newton-
Verfahren, iterativer Ansatz fu¨r IND, automatische Differentiation fu¨r Modellableitungen
mit CPR-Seeding und Richtungsableitungen u¨ber finite Differenzen
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Abbildung 5.7: Prozentualer Aufwand fu¨r fx bezogen auf gesamte Rechenzeit der redu-
zierten Gauß-Newton-Verfahren, Teil II
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Abbildung 5.8: Rechenzeiten der reduzierten Gauß-Newton-Verfahren mit CPR-Seeding
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5.4 Vergleich zum Vollraum-Ansatz
In diesem Abschnitt vergleichen wir den Reduktionsansatz aus Kapitel 3 mit einem Voll-
raum-Ansatz im Gauß-Newton-Verfahren, wobei die Diskretisierung der ODE identisch
war (11 Mehrzielintervalle). Eine entscheidende Rolle spielt dabei die Anzahl der Rich-
tungsableitungen und die Dimension und Art der LA-Systeme, die im Integrator und im
Kondensieren beim Vollraum-Ansatztes zu lo¨sen sind. Folgende Varianten wurden mit-
einander verglichen:
• [RVGN + DIR + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, direkte
Berechnung der VDAE, Modellableitungen u¨ber automatische Differentiation (Adol-
C) mit Seedmatrix-Komprimierung nach Curtis-Powell-Reid,
• [RVGN + IT + R-AD + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren,
iterative Berechnung der VDAE, Richtungsableitungen und Modellableitungen u¨ber
automatische Differentiation (Adol-C) mit Seedmatrix-Komprimierung nach Curtis-
Powell-Reid,
• [VGN + DIR + AD + CPR]: Gauß-Newton-Verfahren, direkte Berechnung der
VDAE, Modellableitungen u¨ber automatische Differentiation (Adol-C) mit Seed-
matrix-Komprimierung nach Curtis-Powell-Reid,
• [VGN + IT + R-AD + AD + CPR]: Gauß-Newton-Verfahren, iterative Berech-
nung der VDAE, Richtungsableitungen und Modellableitungen u¨ber automatische
Differentiation (Adol-C) mit Seedmatrix-Komprimierung nach Curtis-Powell-Reid.
In Tabelle 5.8 und 5.9 sind die Statistiken fu¨r die Vollraum-Varianten aufgefu¨hrt. Dabei
ist aufgrund der Anzahl von Richtungsableitungen der direkte Ansatz wesentlich schneller
als der iterative Ansatz. Interessant ist, daß die Zeit fu¨r das Kondensieren und Lo¨sen des
QPs bis zu 50 % bei diesem Anwendungsproblem ausmacht. Dies liegt daran, daß die
Sensitivita¨ten auf den einzelnen Mehrzielknoten dichtbesetzte Matrizen sind und dement-
sprechend viel Zeit beim Kondensieren beno¨tigt wird. Die Matrizen in den Rekursionen
passen schließlich auch nicht mehr in den Level-2-Cache (512 KB), wodurch diese aus
dem relativ langsamen Hauptspeicher nachgeladen werden mu¨ssen. In der Abbildung 5.9
sind die Rechenzeiten der oben genannten Varianten gezeigt. Dabei dominieren bei der
iterativen Variante die Auswertung der Richtungsableitungen Df ·w, deren Anzahl beim
Vollraum-Verfahren mit der Ortsdiskretisierung N skaliert und beim vollreduzierten Ver-
fahren konstant ist.
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# CPU-Zeit Kondensier- # fx # f
Knoten [sec] und QP-Zeit [sec] Aufrufe Aufrufe # Iter
321 4210.49 2129.22 6816 21882 9
161 809.62 275.21 6676 21363 9
81 179.39 18.4 6499 20864 9
41 50.93 1.86 5614 17929 8
Tabelle 5.8: [VGN + DIR + AD + CPR]: Statistik fu¨r Gauß-Newton-Verfahren, direkter
Ansatz fu¨r IND und automatische Differentiation fu¨r Modellableitungen mit CPR-Seeding
# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Df · w-Aufrufe # Iter
321 32823.7 508 13790789 13772262 9
161 8348.11 583 7330041 7310412 11
81 1741.73 513 3328680 3311160 9
41 411.11 412 1454568 1439928 8
Tabelle 5.9: [VGN + IT + R-AD + AD + CPR]: Statistik fu¨r Gauß-Newton-Verfahren,
iterativer Ansatz fu¨r IND, automatische Differentiation fu¨r Modellableitungen und Rich-
tungsableitungen mit CPR-Seeding
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Abbildung 5.9: Rechenzeiten der vollreduzierten und nichtreduzierten Gauß-Newton-
Verfahren
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5.5 Vergleich der Modell-Implementationen (gPROMS
- C/Adol-C)
Viele dynamische Optimierungsprobleme aus der chemischen Industrie werden mit gPROMS
modelliert, da diese Modellierungsumgebung auf komfortable Weise ein interaktives Be-
arbeiten des Modells ermo¨glicht. Die Modelle sind u¨ber eine ESO-Schnittstelle anderen
Optimierungsalgorithmen verfu¨gbar. Dabei ko¨nnen sowohl Residuen als auch deren du¨nn-
besetzte Jacobimatrizen ausgewertet werden. In diesem Zusammenhang kam es uns darauf
an, die Effizienz der internen symbolischen Differentiation von gPROMS zu testen und mit
automatischer Differentiation (Adol-C) zu vergleichen. Es fand dabei eine Indexierung
der Modellableitungen nach differentiellen Variablen und Parametern statt (IndexSet-
Erweiterung der ESO-Schnittstellen IGPDiffAlgESO sowie IGPAlgESO, siehe [35]). Fol-
gende vollreduzierte Gauß-Newton-Varianten wurden miteinander verglichen:
• [RVGN + DIR + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, direkte
Berechnung der VDAE, Modellableitungen u¨ber automatische Differentiation (Adol-
C) mit Seedmatrix-Komprimierung nach Curtis-Powell-Reid,
• [RVGN + DIR + SD]: vollreduziertes Gauß-Newton-Verfahren, direkte Berechnung
der VDAE, Modellableitungen u¨ber symbolische Differentiation (gPROMS),
• [RVGN + IT + R-FD + AD + CPR]: vollreduziertes Gauß-Newton-Verfahren, itera-
tive Berechnung der VDAE, Richtungsableitungen u¨ber finite Differenzen, Modell-
ableitungen u¨ber automatische Differentiation (Adol-C) mit Seedmatrix-Kompri-
mierung nach Curtis-Powell-Reid,
• [RVGN + IT + R-FD + SD]: vollreduziertes Gauß-Newton-Verfahren, iterative
Berechnung der VDAE, Richtungsableitungen u¨ber finite Differenzen, Modellab-
leitungen u¨ber symbolische Differentiation (gPROMS).
In Tabelle 5.10 und 5.11 sind die Statistiken der Testla¨ufe mit Berechnung der Modella-
bleitungen durch symbolische Differentiation (gPROMS) angegeben. Die direkte Variante
ist im Vergleich zu derjenigen mit Adol-C Ableitungen und CPR-Seeding um den Faktor
2 langsamer. Dies liegt daran, daß durch die ESO-Schnittstelle ein gewisser Overhead ent-
steht und bei der symbolischen Differentiation von gPROMS kein Seeding mo¨glich ist. Am
Beispiel der iterativen Variante ist deutlich zu erkennen, daß die Residuen-Auswertung
des Modells u¨ber die ESO-Schnittstelle deutlich teurer ist als die Auswertung der C-
Funktion. In Abbildung 5.10 sind die Rechenzeiten der oben genannten Varianten ge-
zeigt. Dabei ist die schnellste Variante mit symbolischer Differentiation (gPROMS) um
den Faktor 5 langsamer als die schnellste Variante mit automatischer Differentiation und
Seedmatrix-Komprimierung.
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# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Iter
641 389.63 6909 22035 9
321 175.45 6825 21892 9
161 82.72 6668 21360 9
81 38.71 6495 20861 9
41 18.39 5607 17852 8
Tabelle 5.10: [RVGN + DIR + SD]: Statistik fu¨r reduziertes Gauß-Newton-Verfahren,
direkter Ansatz fu¨r IND und symbolische Differentiation fu¨r Modellableitungen
# Knoten CPU-Zeit [sec] # fx-Aufrufe # f -Aufrufe # Df · w-Aufrufe # Iter
641 540.36 508 79726 60124 9
321 234.89 513 76540 57704 9
161 105.97 542 76957 58048 10
81 25.91 456 68552 51756 8
41 6.35 418 60603 45864 8
Tabelle 5.11: [RVGN + IT + R-FD + SD]: Statistik fu¨r reduziertes Gauß-Newton-
Verfahren, iterativer Ansatz fu¨r IND, symbolische Differentiation fu¨r Modellableitungen
und Richtungsableitungen u¨ber finite Differenzen
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Abbildung 5.10: Rechenzeiten der vollreduzierten Gauß-Newton-Verfahren mit symboli-
scher und automatischer Differentiation
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Kapitel 6
Optimierung einer kontinuierlichen
Destillationskolonne
Destillationskolonnen werden in der Chemie zur Trennung von (nichtazeotropen) Gemi-
schen eingesetzt. Dabei gibt es unterschiedliche Zielkriterien: Produktreinheit und Ener-
giekosten. Bei der hier betrachteten kontinuierlichen Destillation eines bina¨ren Gemisches
aus Methanol und n-Propanol soll der Prozeß so gefahren werden, daß mo¨glichst schnell
die gewu¨nschte Reinheit der Produkte erreicht wird. Dies wird erreicht, indem die Tem-
peratur und damit auch die Konzentrationen auf (sensitiven) Referenzbo¨den kontrolliert
wird. Die verwendete Problemformulierung hat einen regelungstechnischen Hintergrund:
so soll die Reinheit der Produkte nach einer Sto¨rung (z.B. des Ru¨ckflusses aus dem Kon-
densator) mo¨glichst schnell wiederhergestellt werden. In Abschnitt 6.1 gehen wir zuna¨chst
auf das Modell ein und beschreiben danach das oben genannte Optimierungsproblem in
Abschnitt 6.2. In Abschnitt 6.3 erla¨utern wir anschließend die Vor- und Nachteile ver-
schiedener reduzierter SQP-Ansa¨tze im NMPC-Kontext.
6.1 Modell
Im folgenden wird ein Modell einer kontinuierlichen Destillationskolonne beschrieben, die
als Pilot-Prozeß am Institut fu¨r Systemdynamik und Regelungstechnik (ISR) der Univer-
sita¨t Stuttgart betrieben wird. Die Kolonne hat einen Durchmesser von 0.1 m und eine
Ho¨he von 7 m; sie besteht aus 40 Bo¨den. Der Dampf am Kopf der Kolonne wird vollsta¨ndig
durch einen Kondensator kondensiert. Der Sumpf wird elektrisch beheizt. Eine schema-
tische Darstellung ist in Abbildung 6.1 gezeigt. Das vorgeheizte flu¨ssige Gemisch wird
kontinuierlich einem Zulaufboden in der Mitte der Kolonne zugefu¨hrt. Zur Steuerung ste-
hen die Heizleistung des Sumpfs Q und das Ru¨cklaufverha¨ltnis Lvol/Dvol zur Verfu¨gung.
Die Reinheit der Produktstro¨me Dvol und Bvol soll garantiert werden. Die Modellformu-
lierung, welche hydrodynamische Effekte beru¨cksichtigt, wird in Diehl et al. (2001, [29]
und [31] sowie 2002, [28]) beschrieben. Wir geben sie daher nur zusammenfassend an.
Seien dazu die N = 40 Bo¨den von unten nach oben nummeriert, wobei der Sumpf und
der Kondensator die Boden-Nummer 0 bzw. N +1 haben. Die kontinuierliche Zufuhr des
flu¨ssigen Gemisches geschieht auf Boden NF = 21. Es werden auf jedem Boden die mo-
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Abbildung 6.1: Schema der modellierten Destillationskolonne
laren Flu¨sse der Dampf- und Flu¨ssigkeitsphasen betrachtet. Unter der Annahme, daß der
Druck auf den Bo¨den, dem Kondensator und dem Sumpf sowie die Volumen-Holdups im
Kondensator und Sumpf konstant sind sowie die hydrodynamische Effekte mit einer Heu-
ristik, basierend auf der bekannten Wehr-Formel von Francis, beschrieben werden ko¨nnen,
ergibt sich die nachfolgend diskutierte steife DAE. Dabei werden folgende Bezeichnungen
verwendet: Temperaturen Tl, molare Dampf- und Flu¨ssigkeitsstro¨me Vl und Ll, molare
Konzentrationen von Methanol in Dampf- und Flu¨ssig-Phase Yl und Xl, molarer Sumpf-
produktstrom B, molarer Destillatstrom D, Dru¨cke Pl und molare Flu¨ssigkeitsmengen nl
jeweils auf den Bo¨den l = {0, 1, . . . , N,N + 1}:
• Gesamt-Massenbilanzen fu¨r die molaren Flu¨ssigkeitsmengen auf Bo¨den
l = 1, . . . , NF−1, NF+1, . . . , N und Zulaufboden NF :
n˙l = Vl−1 − Vl + Ll+1 − Ll, (6.1a)
n˙NF = VNF−1 − VNF + LNF+1 − LNF + F, (6.1b)
• Bilanzen fu¨r die molaren Methanolmengen in der Flu¨ssigkeit von Sumpf, Bo¨den
l = 1, . . . , NF−1, NF+1, . . . , N , Zulaufboden NF und Kondensator N + 1:
X˙0n0 +X0n˙0 = −V0Y0 + L1X1 − BX0, (6.1c)
X˙lnl +Xln˙l = Vl−1Yl−1 − VlYl + Ll+1Xl+1 − LlXl, (6.1d)
X˙NFnNF +XNF n˙NF = VNF−1YNF−1 − VNFYNF (6.1e)
+LNF+1XNF+1 − LNFXNF + FXF ,
X˙N+1nN+1 +XN+1n˙N+1 = VNYN −DXN+1 − LN+1XN+1. (6.1f)
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• Enthalpie-Bilanzen fu¨r die Bo¨den l = 1, . . . , NF−1, NF+1, . . . , N−1, den Zulaufboden
NF und den Boden N mit Dampf- und Flu¨ssigkeitsenthalpien h
L und hV und der
Temperatur TC des Kondensats:
n˙lh
L
l + nl
(
∂hLl
∂Xl
X˙l +
∂hLl
∂Tl
T˙l
)
= Vl−1h
V
l−1 − VlhVl + Ll+1hLl+1 − LlhLl , (6.2a)
n˙NFh
L
NF
+ nNF
(
∂hL
NF
∂XNF
X˙NF +
∂hL
NF
∂TNF
T˙NF
)
= VNF−1h
V
NF−1
− VNFhVNF + LNF+1hLNF+1 − LNFhLNF
+FhL(XF , TF , PF ),
(6.2b)
n˙Nh
L
N + nN
(
∂hL
N
∂XN
X˙N +
∂hL
N
∂TN
T˙N
)
= VN−1h
V
N−1 − VNhVN + LN+1hL(XN+1, TC , PN+1)− LNhLN ,
(6.2c)
• Hydrodynamik: molare Dampf-Flu¨sse werden durch heuristische Formel basierend
auf der Wehr-Formel von Francis mit den Parametern nrefl und Wl fu¨r die Bo¨den
l = 1, . . . , N bestimmt:
Ll V
m(Xl, Tl) = Wl(n
v
l − nrefl )
3
2 , (6.2d)
• Bestimmung der Temperaturen auf den Bo¨den l = 0, 1, . . . , N + 1 mit Hilfe der
Dalton-Formel (Summe der Partialdru¨cke P sk gleich Gesamtdruck):
Pl − P s1 (Tl)Xl − P s2 (Tl)(1−Xl) = 0, (6.2e)
Die im DAE-Modell vorkommenden Hilfsgro¨ßen Yl und Pl (l = 0, . . . , N), F , n0, nN+1,
Lvol, P
s
k , V0, h
L und hV wurden direkt berechnet:
• molare Konzentrationen von n-Propanol: Xn−Prop,l := 1−Xl, l = 0, . . . , N + 1,
• molare Konzentrationen der Flu¨sse Yl der Dampf-Phase von Methanol auf den Bo¨den
l = 1, . . . , N werden mit einem Parameter αl modelliert, der Abweichungen vom
realen Prozess beschreibt. Dabei ist Y0 :=
P s
1
(T0)
P0
X0 und
Yl = αl
P s1 (Tl)
Pl
Xl + (1− αl) Yl−1, (6.3a)
• Druck im Kondensator sei gleich dem a¨ußeren Druck: PN+1 := Ptop, Dru¨cke auf
Bo¨den l = N, . . . , 0 seien definiert durch Pl := Pl+1 +∆Pl,
• molares Volumen des flu¨ssigen Gemisches V m(Xl, Tl) := XV m1 (T ) + (1−X)V m2 (T )
setzt sich zusammen aus den molaren Volumen der unverdu¨nnten Einzelkomponen-
ten V mk (T ), k = 1, 2, , welche von den molaren Koeffizienten ak, bk, ck, dk abha¨ngen
(siehe Tabelle A.3 im Anhang A.2):
V mk (T ) :=
1
ak
expbk(1 + exp(1−T/ck)(dk)), (6.3b)
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• Zusammenhang zwischen molarem Zulauf-Strom F und Zulauf-Volumenstrom Fvol:
Fvol = V
m(XF , TF ) F, (6.3c)
• molare Flu¨ssigkeitsmengen im Sumpf n0 und Kondensator nN+1 (unter der Bedin-
gung, daß die Flu¨ssigkeitsvolumina dort konstant sind):
−V m(X0, T0)(−V0 + L1 −B) = ∂V
m
∂(X, T )
(X˙0, T˙0)
T n0, (6.3d)
−V m(XN+1, TN+1)(VN −D − LN+1) = ∂V
m
∂(X, T )
(X˙N+1, T˙N+1)
T nN+1,(6.3e)
• Ru¨cklauf-Volumenstrom Lvol aus Kondensator in die Kolonne:
Lvol = V
m(XN+1, TC)LN+1, (6.3f)
• Partialdru¨cke P sk (T ) := exp
(
Ak − BkT+Ck
)
der unverdu¨nnten Komponenten k = 1, 2
mit Koeffizienten Ak, Bk, Ck in Tabelle A.4).
• Dampf-Strom V0 im beheizten Sumpf mit Heizleistung Q und dem Parameter der
Verlustleistung Qloss:
n˙0h
L
0 + n0
(
∂hL0
∂X0
X˙0 +
∂hL0
∂T0
T˙0
)
= Q−Qloss − V0hV0 + L1hL1 −BhL0 , (6.3g)
• molare Flu¨ssigkeits- und Dampfenthalpien hL(X, T ) und hV (Y, T, P ):
hL(X, T ) := XhL1 (T ) + (1−X)hL2 (T ), (6.3h)
hV (Y, T, P ) := Y hV1 (T, P ) + (1− Y )hV2 (T, P ), (6.3i)
mit den zugeho¨rigen Reinstoff-Enthalpien:
hLk (T ) := C
{
h1,k(T − T0) + h2,k(T − T0)2 + h3,k(T − T0)3
}
, (6.3j)
hVk (T, P ) := h
L
k (T ) + RT
c
k
√√√√1− P
P ck
(
T
T ck
)−3
(6.3k)
·

a− b TT ck + c
(
T
T ck
)7
+ Ωk

d− e T
T ck
+ f
(
T
T ck
)7

 ,
mit T0 = 273.15 K, C = 4.186 J mol
−1, R = 8.3147 J mol−1 K−1, a = 6.09648,
b = 1.28862, c = 1.016, d = 15.6875, e = 13.4721 und f = 2.615 und den Enthalpie-
Koeffizienten in Tabelle A.5,
• andere System-Parameter in Tabelle A.6.
Damit ko¨nnen jetzt die differentiellen und algebraischen Variablen definiert werden:
x := (X0, . . . , XN+1, n1, . . . , nN)
T und z := (L1, . . . , LN , V1, . . . , VN , T0, . . . , TN+1)
T .
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6.2 Aufsetzen eines Oﬄine-Optimierungsproblems und
Ergebnis
Der Prozeß wird gesteuert u¨ber den Ru¨cklauf in die Kolonne und die Heizleistung: u :=
(Lvol, Q). Die schnelle Einhaltung der Reinheit der Komponenten B und D im Sumpf und
Kondensator nach Sto¨rungen des stationa¨ren Zustands, z. B. durch Abfall des Ru¨cklaufes
Lvol in die Kolonne fu¨r wenige Minuten, dient hier als Oﬄine-Optimierungsproblem. Das
System soll also schnell wieder in einen Steady-State xs u¨berfu¨hrt werden. Die zugeho¨ri-
ge Steuerung wird mit us := (4.1833 l/h, 2.4899 kW) bezeichnet. Wie schon erwa¨hnt,
werden nicht die Konzentrationen gesteuert, sondern die Temperaturen auf bestimmten
Referenzbo¨den: T˜ z := (T28, T14)
T . Dazu wird die Abweichung von Referenztemperaturen
T˜ref := (T
ref
28 , T
ref
14 )
T := (70 ◦C, 88 ◦C)T u¨ber das Integral eines regularisierten Least-
Squares-Terms L bestraft:
L(z, u, us) := ‖T˜ z − T˜ref‖22 + ‖R(u− us)‖22 ,
wobei R := diag{1.0 ◦C h l−1, 0.05 ◦C kW−1} die diagonale Gewichtungsmatrix darstellt.
Damit kann das Oﬄine-Optimierungsproblem auf einem Zeithorizont [t0, t0+Tp] mit t0 :=
0 [sec] und Tp := 3600 [sec] wie folgt beschrieben werden:
min
u(·),x(·),z(·)
∫ t0+Tp
t0
L(z(t), u(t), us) dt (6.4a)
unter dem DAE-Modell (Umformulierung der differentiellen Gleichungen 6.1 in ein expli-
zites System und Hinzunahme der algebraischen Gleichungen 6.2):
x˙(t) = f(x(t), z(t), u(t), p)
0 = g(x(t), z(t), u(t), p)
}
, t ∈ [t0, t0 + Tp]. (6.4b)
mit den Startwerten:
x(t0) = x0 (6.4c)
und problemtechnische Schranken an die Produktstro¨me:
h(x(t), z(t), u(t), p) := (D,B)T ≥ 0, t ∈ [t0, t0 + Tp]. (6.4d)
Die Steuerung u wurde dabei auf dem Zeithorizont [t0, t0 + Tc] stu¨ckweise konstant mit 6
a¨quidistanten Intervallen und auf [t0 + Tc, t0 + Tp] konstant (identisch us) gewa¨hlt, wobei
Tc := 1800 [sec].
Das Lagrange-Zielfunktional wurde mit der Trapezregel approximiert, wobei in den Mehr-
zielintervallen der ersten Stufe jeweils 50 Stu¨tzstellen und im Mehrzielintervall der zweiten
Stufe 500 Stu¨tzstellen gewa¨hlt wurden. Durch diese Umformung wurde das Lagrange-
Zielfunktional in ein LSQ-Zielfunktional umgewandelt, welches mit einer Gauß-Newton-
Variante aus Kapitel 3 gelo¨st wurde. Die Ergebnisse der Optimierung sind in Abbildung
6.2 zu sehen.
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Abbildung 6.2: Optimale Betriebsfu¨hrung der Destillationskolonne (nach Sto¨rung)
6.3 Vergleich zu MUSCOD-II
Zuna¨chst betrachten wir den Oﬄine-Fall, das heißt, es geht um eine schnelle Berechnung
des obigen Optimierungsproblems aus Abschnitt 6.2. Alle Rechnungen wurden auf einer
Dual-Xeon-Maschine mit jeweils 2.8 GHz, 2 GB RAM sowie Linux als Betriebssystem
mit Kernel 2.4.19 und gcc-Suite Version 3.2 (mit Optimierung -O3) durchgefu¨hrt. Die
Testla¨ufe wurden durch folgende Vollschritt-Varianten mit Integrationsgenauigkeit 1.E-6
und Abbruchgenauigkeit 1.E-3 (l2-Norm des Schritts) gelo¨st, wobei unterschiedliche Re-
duktionsstrategien und IND-Ansa¨tze miteinander verglichen wurden:
• [RVGN(x,z) + IT]: reduziertes Gauß-Newton-Verfahren bzgl. differentieller und al-
gebraischer Zustandsvariablen sowie iterativem IND-Ansatz mit Richtungsableitun-
gen durch finite Differenzen und Modellableitungen durch automatische Differentia-
tion (Adol-C) und CPR-Seeding,
• [RVGN(x,z) + DIR]: reduziertes Gauß-Newton-Verfahren bzgl. differentieller und
algebraischer Zustandsvariablen sowie direktem IND-Ansatz mit Modellableitungen
durch automatische Differentiation (Adol-C) und CPR-Seeding,
• [RVGN(z) + IT]: reduziertes Gauß-Newton-Verfahren bzgl. algebraischer Variablen
(MUSCOD-II) sowie iterativem IND-Ansatz mit Richtungsableitungen durch fini-
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te Differenzen und Modellableitungen durch automatische Differentiation (Adol-C)
und CPR-Seeding,
• [RVGN(z) + DIR]: reduziertes Gauß-Newton-Verfahren bzgl. algebraischer Varia-
blen (MUSCOD-II) sowie direktem IND-Ansatz mit Modellableitungen durch auto-
matische Differentiation (Adol-C) und CPR-Seeding.
Die Statistiken der Optimierungsla¨ufe sind in Tabelle 6.1 gezeigt. Hauptanteil des Re-
chenaufwands stellt die Berechnung der Ableitungsinformationen (VDAE) dar. Durch die
festen Anfangswerte kann die Anzahl der Freiheitsgrade in dem reduzierten Gauß-Newton-
Algorithmus RVGN(x,z) auf die Kontrollen beschra¨nkt werden. Zwar nimmt die Zahl der
Freiheitsgrade in jedem Mehrzielintervall von nu = 2 bis auf n·nu = 14 konstant zu, bleibt
jedoch immer deutlich kleiner als nx + nu = 84, was in einem Speedup in der Ableitungs-
berechnung resultiert (siehe Abbildung 6.3). Damit ist die Variante mit Reduktion bzgl.
differentieller und algebraischer Variablen um den Faktor 5 schneller als die Variante mit
Reduktion nur bzgl. algebraischer Variablen.
Im Online-Fall kommt es auf eine schnelle Antwort des Optimierers auf neue Anfangs-
RVGN(x,z) RVGN(z)
Zeit [sec] / Anzahl IT DIR IT DIR
CPU 31.34 98.34 247.04 159.67
Integration 5.88 5.87 6.79 6.74
VDAE 24.68 91.63 237.75 150.41
Reduktion 0.76 0.77 1.61 1.66
Kondensieren - - 0.26 0.27
QP lo¨sen < 0.01 < 0.01 < 0.01 < 0.01
Richtungsableitungen 17.21 - 162.47 -
Iterationsmatrizen 1.76 54.66 2.07 59.73
# Richtungsableitungen 82083 - 814581 -
# Iterationsmatrizen 151 4049 183 4458
# Integrationsschritte 3691 3923 4150 4308
# Iterationen 6 6 7 7
Tabelle 6.1: Statistik der GN-Reduktionsstrategien bzgl. differentieller (x) und/oder alge-
braischer (z) Variablen sowie IND-Ansa¨tze (direkt oder iterativ)
werte der Zustandsvariablen an. In diesem Zusammenhang wird nun eine Echtzeititera-
tion fu¨r den reduzierten SQP-Algorithmus aus Kapitel 3 vorgestellt. Dieser ist an die
Echtzeititeration von MUSCOD-II angelehnt (siehe Diehl 2002, [28]). Ausschlaggebend
ist, daß in der Feedback-Phase nur die Inhomogenita¨t bzw. Bildraumkomponente SRyR
berechnet und das reduzierte QP gelo¨st werden muß, um eine Feedback-Steuerung zu
erhalten. Dabei kann die Berechnung der Inhomogenita¨t beschleunigt werden, indem die
Integrator-Informationen zur Berechnung der Nominaltrajektorie gespeichert werden und
somit nur die Newton-Iterationen fu¨r die Richtungsableitung bzgl. der Inhomogenita¨t
durchgefu¨hrt werden mu¨ssen. Der Aufwand ha¨ngt dabei im wesentlichen von der Anzahl
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Abbildung 6.3: Rechenzeiten der GN-Reduktionsstrategien bzgl. differentieller (x)
und/oder algebraischer (z) Variablen sowie IND-Ansa¨tze (direkt oder iterativ)
der Integratorschritte und der durchschnittlichen Anzahl der Newton-Iterationen in je-
dem Integratorschritt ab. Betont sei, daß das Kondensieren bereits bei der Berechnung
der Koordinaten-Basis stattfindet. Nachfolgend angegeben ist der Algorithmus einer Echt-
zeititeration mit Gauß-Newton Hessematrix und n Mehrzielintervallen:
1. Berechne die Koordinaten-Basis SR und SN . Integriere und lo¨se simultan die rela-
xierte Richtungs-VDAE (siehe Kapitel 4) ohne die Inhomogenita¨t SRyR. Berechne
den Zielfunktionswert f und die Residuen der Beschra¨nkungen G2, H .
2. Berechne die reduzierten Jacobimatrizen der Gleichungs- und Ungleichungsrestrik-
tionen ∇GT2 SN und ∇HTSN sowie die der LSQ-Zielfunktion ∇fTSN und berechne
die reduzierte Gauß-Newton-Hessematrix.
3. Wenn der Anfangswert x0 bekannt ist, berechne die Inhomogenita¨t bzw. Bildraum-
komponente SRyR und die projizierten Funktionswerte der Restriktionen und Ziel-
funktion: G2 +∇GT2 SRyR, H +∇HTSRyR und f +∇fTSRyR.
4. Lo¨se das reduzierte LSQ-QP (3.7) und erhalte yN := (∆q0, . . . ,∆qn)
T sowie die
Feedback-Steuerung q0 +∆q0. Diese wird der Prozess-Steuerung u¨bergeben.
5. Expandiere Lo¨sung des reduzierten LSQ-QP. Berechne den Vollschritt ∆w := SRyR+
SNyN . Gehe mit neuer Iteratierten w +∆w zu Schritt 1.
Wir fassen jetzt Schritt 3 und 4 als Feedback-Phase und Schritt 5, 1 und 2 als Vorbe-
reitungsphase zusammen. Im Vergleich zur Echtzeititeration von MUSCOD-II dauert die
Feedback-Phase um die Berechnung der Inhomogenita¨t la¨nger, welche aber mit Festhalten
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der Nominaltrajektorien-Informationen beim Destillationskolonnen-Modell immer noch
im Zentelsekundenbereich liegt (siehe Tabelle 6.2). Dagegen ist die Vorbereitungsphase
wie oben gezeigt um den Faktor 5 schneller.
Zeit [sec]
Integration 1.21
VDAE 3.15
Inhomogenita¨t 0.36
Reduktion 0.11
Lo¨sung des RQP < 0.01
Tabelle 6.2: Statistik einer Echtzeititeration fu¨r reduziertes Gauß-Newton-Verfahren bzgl.
differentieller und algebraischer Variablen
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Kapitel 7
Parameterscha¨tzung und
Optimierung eines katalytischen
Rohrreaktors
Heterogen katalysierte, exotherme Gasphasenreaktionen werden in der chemischen und
petrochemischen Industrie unter anderem in Rohrbu¨ndelreaktoren durchgefu¨hrt. Diese
bestehen typischerweise aus mehreren tausend einzelnen Reaktorrohren innerhalb einer
gemeinsamen Hu¨lle (siehe Abbildung 7.1). Der umzusetzende Gasstrom (Reaktanden)
Abbildung 7.1: Rohrbu¨ndelreaktor
fließt innerhalb der Rohre durch ein Bett von poro¨sen Katalysatorpartikeln, wo er zu
dem gewu¨nschten Produkt reagiert. Außerhalb der Rohre (im Mantelraum) fließt eine
Flu¨ssigkeit, die als Wa¨rmeaustauscher fungiert und die durch die Reaktion entstandene
Wa¨rme abfu¨hren soll. Gewo¨hnlich findet die Reaktion nur innerhalb eines kleinen Ab-
schnitts der Katalysatorschu¨ttung statt. Diese Reaktionszone bewegt sich langsam von
der Einlaß-Seite der Rohrschu¨ttung zur Auslaß-Seite, da der Katalysator zum Beispiel
durch Verkokung deaktiviert wird. Wenn die Reaktionszone sich dem Ende der Kataly-
satorschu¨ttung na¨hert, das heißt, die Reaktanden nicht mehr umgesetzt werden (Durch-
bruchsbedingung), muß der Reaktor heruntergefahren werden, damit der Katalysator re-
generiert werden kann.
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In der chemischen Reaktionstechnik haben sich vor allem Kontinuumsmodelle zur ma-
thematischen Modellierung der Temperatur- und Konzentrationsfelder im durchstro¨mten
Festbettrohrreaktor durchgesetzt (siehe Adler 2000, [1] und [2]). In der Praxis werden
heterogene und pseudo-homogene Kontinuumsmodelle verwendet. Sie unterscheiden sich
darin, ob die fluide Phase (Gas) von der Katalysatorphase in der Modellierung unterschie-
den wird (heterogenes Modell) oder ob das disperse System quasihomogen betrachtet wird
(pseudo-homogenes Modell). Weiterhin wird zwischen stationa¨ren und instationa¨ren Mo-
dellierung, bzgl. der ra¨umlichen Ausdehnung des Lo¨sungsgebiets (ein- beziehungsweise
zweidimensional), bzgl. der Beru¨cksichtigung der axialen und radialen Leitung und bzgl.
der zugundeliegenden (mehr oder weniger detaillierten) Chemie unterschieden. Weitere
Punkte, die im industriellen Rahmen eine Rolle spielen, sind der Stoff- und Wa¨rmetrans-
port in Katalysatorpartikeln, die Katalysatordeaktivierung bei industriellen Prozessen
sowie der Aspekt der Stro¨mungsungleichverteilung im Mantelraum.
Im folgenden wird ein mathematisches Modell vorgestellt, welches von der Firma Bayer,
Leverkusen, fu¨r Parameterscha¨tz- und Optimierungsstudien zur Verfu¨gung gestellt wurde.
Dieses Modell dient bei Bayer zur Beschreibung eines Rohrreaktors im Pilotprozeß und
wurde als gPROMS-Modell implementiert.
7.1 Modell
Um eine modellgestu¨tze Optimierung des Durchsatzes vorzunehmen, betrachten wir ein
einzelnes zylindrisches Reaktionsrohr. Als Modell-Grundlage dient ein instationa¨res, pseu-
do-homogenes 2D-Modell, welche das heterogene, zweiphasige System (zusammenha¨ngen-
de fluide Gasphase und disperse Katalysator-Feststoffphase) als Quasikontinuum betrach-
tet. Das heißt, daß keine Konzentrations- und Temperaturgradienten zwischen Gaspha-
se und Katalysatoroberfla¨che beru¨cksichtigt werden. Die Wa¨rme- und Stofftransport-
vorga¨nge im Quasikontinuum werden durch die Ansa¨tze von Fourier und Fick (siehe Bird
et al. 2002, [13]) beschrieben. Fu¨r die Gasgeschwindigkeit wird Pfropfenstro¨mung ange-
nommen, das heißt, es wird auf eine Impulsbilanz bzgl. der Stro¨mungsgeschwindigkeit im
Festbett verzichtet, und es liegt kein radiales Porosita¨tsprofil vor. Diese Annahmen schei-
nen derzeit gerechtfertigt, da bei detaillierteren Modellen unter Beru¨cksichtigung der Po-
rosita¨ts- und Stro¨mungsungleichverteilung zu große Unsicherheiten bei Modellparametern
und Messungen vorliegen (siehe Bauer 2001, [8]). Die Wa¨rme- und Stofftransportparame-
ter setzen sich aus effektiven Transportkoeffizienten zusammen, die sich aus Beitra¨gen
beider Phasen berechnen lassen (sowohl axiale und radiale Dispersion sowie axiale und
radiale Wa¨rmeleitfa¨higkeit werden beru¨cksichtigt). Fu¨r die Katalysatorschu¨ttung wird ein
Kugelprofil der Katalysatorpartikel angenommen. Der Druckabfall im Festbett wird mit-
tels der Ergun-Gleichung (siehe Bird et al. 2002, [13]) beru¨cksichtigt, wobei die Porosita¨t
der Schu¨ttung als konstant gewa¨hlt wurde. Bei der hier betrachteten exothermen Reaktion
vom Typ
A+B → C +D
handelt es sich um einen instationa¨ren Prozess. Dies liegt an der experimentell beobachte-
ten Deaktivierung des Katalysators (zum Beispiel Verkokung des Katalysators und damit
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Hemmung der aktiven Zentren). Die Stoffdaten werden u¨ber den Querschnitt des Reak-
tors als konstant (Dichte der fluiden Gasphase) bzw. im gesamten Reaktor als konstant
(Viskosita¨t, Wa¨rmeleitfa¨higkeit und Wa¨rmekapazita¨t) angenommen. Den Randbedingun-
gen kommt in einem heterogen-gaskatalytischen Rohrreaktor eine besondere Bedeutung
zu. Experimentell werden hier steile Temperaturgradienten beobachtet, wobei in der New-
tonschen Theorie der Gradient in einen Temperatursprung u¨bergeht, wenn ein endlicher
Transportwiderstand an der Wand vorhanden ist. Daher wird die Randbedingung an der
Wand mit dem klassischen Ansatz u¨ber einen Wa¨rmedurchgangskoeffizienten modelliert.
Modelle mit variablem radialen Wa¨rmeleitfa¨higkeitsansatz und Temperaturidentita¨t ha-
ben sich sowohl aus theoretischer als auch praktischer Sicht bisher nicht bewa¨hrt (siehe
Bauer 2001, [8]). Auf die Modellierung des Wa¨rmetransports in der Wand u¨ber eine in-
stationa¨re Energiebilanzgleichung wurde verzichtet, statt dessen wurde der Wa¨rmedurch-
gangskoeffizient fu¨r die Energiebilanz der Ku¨hlmittels und fu¨r deren Randbedingung mo-
difiziert. Dieser Wa¨rmedurchgangskoeffizient leitet sich im stationa¨ren Fall u¨ber den Fluß
eines Wa¨rmestroms (Wa¨rmeu¨bergang disperses Gas/Katalysator System - Rohrinnwand,
Wa¨rmeleitung durch die Wand sowie Wa¨rmeu¨bergang Rohraußenwand - Ku¨hlmittel) her
(siehe Baehr et al. 2003, [3]). Weiterhin wurde angenommen, daß die Ku¨hlmitteltempe-
ratur entlang der Rohrwand auf der Wa¨rmetra¨gerseite konstant ist.
Nachfolgend wird das Randwertproblem fu¨r die Parameterscha¨tzung und Optimierung
im Detail beschrieben. Dazu ist im Anhang A.3 eine U¨bersicht u¨ber die Bedeutung der
im Modell vorkommenden Symbole (Tabellen A.7, A.8, A.9, A.10) angegeben. Fu¨r einen
schematischen Aufbau des Rohrreaktors siehe Abbildung 7.2, in der auch der Wa¨rmetrans-
port durch die Wand verdeutlicht ist. Die Bilanzierungen des Quasikontinuums und des
Mantelraums sowie die Randbedingungen am Rohranfang, in der Rohrmitte und an der
Rohrwand ergeben unter den oben genannten Annahmen folgende instationa¨re 2D-PDEs:
• Stoffbilanz im Reaktionsrohr fu¨r jede an der Reaktion beteiligte Komponente
i = 1, . . . , N :
ε
∂ci
∂t
= −∂(uf ci)
∂z
+Deff,z
∂2ci
∂z2
+ Deff,r
(
∂2ci
∂r2
+
1
r
∂ci
∂r
)
+ νi r0 ρs,bed aKat, (7.1)
• Energiebilanz im Einzelrohr:
(ε ρf cp,f + ρs,bed cp,s)
∂T
∂t
= −cp,f ∂(uf ρf T )∂z + λeff,z ∂
2T
∂z2
+ λeff,r
(
∂2T
∂r2
+ 1
r
∂T
∂r
)
(7.2)
− ∆HR ν3 r0 ρs,bed aKat,
• Energiebilanz im Mantelraum:
VMR
∂(ρKM cp,KM TKM)
∂t
= m˙KM cp,KM (TKM,ein − TKM) (7.3)
+ kα ARohr
∫ L
z=0(T (z, R)− TKM) dz,
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Mantel Rohr Wand
z = 0
R
r = 0r = R
R + s
T (r)
∆Ti
∆Ta
TKM
λr
αW,innen
αaußen
λW
z = L
L
Abbildung 7.2: Schematischer Aufbau eines Rohrreaktors
• Randbedingungen am Rohranfang (z = 0):
ci(0, r) = ci,ein, (7.4a)
λeff,z
∂T (0, r)
∂z
= −uf ρf cp,f (Tein − T (0, r)), (7.4b)
• Randbedingungen in der Rohrmitte (r = 0):
∂ci(z, 0)
∂r
= 0, (7.5a)
∂T (z, 0)
∂r
= 0, (7.5b)
• Randbedingungen an der Rohrwand (r = R):
∂ci(z, R)
∂r
= 0, (7.6a)
λeff,r
∂T (z, R)
∂r
= kα (TKM − T (z, R)). (7.6b)
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• Anfangsbedingungen zum Start der Reaktion (t = 0):
TKM = TKM,ein, (7.7a)
ci = ci,ein, (7.7b)
T = Tein. (7.7c)
Nach Annahme der Pfropfenstro¨mung fu¨r die Gasgeschwindigkeit uf stro¨mt das Gas
gleichma¨ßig mit Leerrohrgeschwindigkeit (totale Massenflußrate geteilt durch Dichte und
Rohrquerschnitt) durch den Reaktor:
uf =
∑N
i=1Mi,ein
ρf π R2
. (7.8)
Wichtig fu¨r den praktischen Einsatz dieses Modells sind die effektiven Parameter, um
die oben genannten Pha¨nomene korrekt zu beschreiben. Fu¨r diese Parameter existieren
Korrelationsbeziehungen u¨ber ihre Abha¨ngigkeit von den Zustandsgro¨ßen des Systems.
Im folgenden werden diese dargestellt:
• Stofftransport: die effektiven Dispersionskoeffizienten Deff setzen sich zusammen
aus Beitra¨gen der molekularen Diffusion (δbed) und der Konvektion. Im vorliegenden
Fall werden die effektiven Dispersionsparameter nur durch die Konvektion bestimmt.
– axiale Dispersion (siehe Edwards und Richardson 1968, [32]):
Deff,z =
dp uf
ε Pez
mit
1
Pez
=
0.73 ε
Rep Pr
+
0.5
1 + 9.7 ε
Rep Pr
. (7.9)
– radiale Dispersion (siehe Gunn und Price 1969, [46]):
Deff,r =
dp uf
ε Per
mit
1
Per
= 0.1 +
2
3
ε
Rep Pr
. (7.10)
• Wa¨rmetransport: hierbei wird die Wa¨rmeleitfa¨higkeit λbed der statischen Schu¨ttung
beru¨cksichtigt. Eine Beziehung, die sowohl die Porosita¨t ε als auch die Partikelform
beru¨cksichtigt, ist im Wa¨rmeatlas 1997, Abschnitt Dee [91] angegeben:
λbed = λf (1−
√
1− ε+ θ√1− ε)
mit θ = f(ε, λp, λf ,Partikelform).
(7.11)
Die effektive Wa¨rmeleitfa¨higkeit λeff ist durch die Gasstro¨mung (Wa¨rmeu¨bertra-
gung durch erzwungene Konvektion in den Hohlra¨umen der Schu¨ttung) gro¨ßer als
die Wa¨rmeleitfa¨higkeit der statischen Schu¨ttung λbed.
– axiale Wa¨rmeleitfa¨higkeit (siehe Edwards und Richardson 1968, [32]):
λeff,z = λbed +
Rep Pr λf
Kz
mit
1
Kz
=
0.73 ε
Rep Pr
+
0.5
1 + 9.7 ε
Rep Pr
. (7.12)
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– radiale Wa¨rmeleitfa¨higkeit (siehe Wa¨rmeatlas 1997, Abschnitt Mh [92]):
λeff,r = λbed +
Rep Pr λf
Kr
mit Kr = K∞ f(
D
dp
) = K∞
(
2−
(
1− 2 dp
D
)2)
,
(7.13)
wobei K∞ = 7.4 ∈ [7.0, 11.0].
• Wa¨rmeu¨bergang an der Rohrwand zwischen Festbett und Ku¨hlmittel: Der Wa¨rme-
durchgangskoeffizient kα kann aus innerem und a¨ußeren Wa¨rmeu¨bergangskoeffizi-
enten sowie der Wa¨rmeleitfa¨higkeit λW und der Dicke s der Rohrwand berechnet
werden (siehe Baehr et al. 2003, [3]):
1
kα R
=
1
R αW,innen
+
log R+s
R
λW
+
1
(R+ s) αaußen
. (7.14)
Dabei wird angenommen, daß der Wa¨rmeu¨bergangskoeffizient an der Außensei-
te (αaußen) gro¨ßer als an der Innenseite (αW,innen) ist (→ Bedingung an die Um-
stro¨mungsbedingung der Rohre im Mantelraum).
– innerer Wa¨rmeu¨bergang (siehe Martin und Nilles 1993, [62]):
αW,innen = αW,0 + 0.19
λf
dp
Re0.75 Pr0.33
mit αW,0 =
(
1.3 + 5.0dp
D
)
λbed
dp
,
(7.15)
– außerer Wa¨rmeu¨bergang: der a¨ußere Wa¨rmeu¨bergangskoeffizient wird als u¨ber
die La¨nge des Rohres konstanter Wert angesetzt,
αaußen = 1000.0 [W/(m
2 K)], (7.16)
in Abha¨ngigkeit vom Volumenstrom des Ku¨hlmittels und der Rohrumstro¨mung
(La¨ngs- und Querstro¨mung) und limitiert bei ausreichender Zirkulation des
Ku¨hlmittels den Wa¨rmedurchgang nicht!
Der Druckverlust wird unter den oben genannten Annahmen (keine radiale Porosita¨ts-
und Stro¨mungsungleichverteilung im Festbett) durch die Ergun-Gleichung berechnet:
−∂p
∂z
= 150.0
(1− ε)2
ε3 d2p
ηf uf + 1.75
1− ε
ε3 dp
ρf u
2
f . (7.17)
Die Porosita¨t der Schu¨ttung wurde unter Annahme fu¨r Kugelschu¨ttung als konstant an-
gesetzt:
ε = 0.4 ∈ [0.37, 0.42]. (7.18)
Die Berechnung der Stoffwerte beru¨cksichtigt die Zusammensetzung des Gasgemisches.
Die Gewichtung der einzelnen Komponenten wurde mit Massenanteilen (wi) bzw. Molan-
teilen (yi) vorgenommen. Die in der Gleichung 7.17 vorkommende Dichte des Gasgemischs
wurde nach dem idealen Gasgesetz berechnet:
ρf =
pabs
∑n
i=1(Mi yi)
Rg T
.
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Fu¨r die Kinetik der betrachteten exothermen Reaktion (A + B → C + D) wurde ein
Potenzansatz gewa¨hlt, bei dem die Deaktivierung (und damit die Instationarita¨t) durch
einen Aktivita¨tsfaktor aKat beru¨cksichtigt wird:
r0 = k c
n
A aKat mit k = A0 exp
(
− Ea
Rg T
)
, n = 1. (7.19)
Eine U¨bersicht u¨ber die mo¨glichen Ansa¨tze zur Beschreibung der Deaktivierung gibt For-
zatti und Lietti (1999, [39]). In dieser Anwendung wird fu¨r die Deaktivierung ein formal-
kinetischer Potenzansatz gewa¨hlt,
∂aKat
∂t
= −r0,Des amKat mit aKat|t=0 = 1,
r0,Des = kDes c
nDes
A , kDes = k0,Des + A0,Des exp
(
−Ea,Des
Rg T
)
,
nDes = 1, m = 2,
(7.20)
deren Parameter (k0,Des, A0,Des, Ea,Des) sich zusammen mit den Parametern der Hauptre-
aktion (A0, Ea) u¨ber Messungen des Temperaturprofils in der Rohrmitte scha¨tzen lassen
(siehe Abschnitt 7.3).
7.2 Simulation
Das parabolische Anfangs-Randwertproblem (7.1, 7.2, 7.3) mit o¨rtlichen Randbedingun-
gen (7.4, 7.5, 7.6) sowie zeitlichen Anfangsbedingungen (7.7) wird nun mit Hilfe der (ver-
tikalen) Linienmethode (siehe Großmann et al. 1992, [45]) in eine semi-explizite DAE vom
Typ (1.1b) mit Anfangsbedingungen (1.1c) u¨berfu¨hrt. Dazu wird der Ortsbereich wie folgt
diskretisiert: der axiale Bereich wird in 45 Diskretisierungsintervalle unterteilt, wobei die
korrespondierenden Ableitungen durch Ru¨ckwa¨rts-Finite-Differenzen der Ordnung 1 ap-
proximiert werden. Der radiale Bereich wird in 5 Finite Elemente unterteilt, auf denen
jeweils ein orthogonales Polynom in den radialen Ortskoordinaten der Ordnung 2 die
differentiellen und algebraischen Variablen (fu¨r feste axiale Komponente) approximiert.
Fu¨r die Definition dieser Diskretisierungsmethoden siehe Pantelides (2001, [71]). Diese
Wahl der Diskretisierungsschemata ist bestimmt durch die notwendigen Auswertung der
Temperatur in der Rohrmitte und Stoffzusammensetzung am Ende des Reaktors und der
damit geforderten Genauigkeit. Wenn insbesondere nur die Auswertung in der Rohrmitte
und an der Rohrwand gefragt ist, liefert die orthogonale Kollokation auf den finiten Ele-
menten gegenu¨ber finiten Differenzen eine ho¨here Genauigkeit (siehe Nagel et al. 1971,
[65]). Weiterhin konnte die Instationarita¨t bei der hier betrachteten Reaktion auf die Tem-
peratur im Quasikontinuum T , die Temperatur des Ku¨hlmittels TKM sowie die Aktivita¨t
aKat beschra¨nkt werden. Auch konnte die Berechnung der Stoffbilanz auf die erste Kom-
ponente A beschra¨nkt werden, da die Reaktionsrate r0 nur von dieser abha¨ngt. Daraus
resultieren die folgenden Dimensionen der DAE: 548 differentielle und 1074 algebraische
Variablen.
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7.3 Parameterscha¨tzung
Ausgehend von dem Anfangswertproblem, wie in Abschnitt 7.2 beschrieben, sollen nun die
kinetischen Parameter p = (A0, Ea, k0,Des, A0,Des, Ea,Des)
T des Modells durch Anpassung
der Temperaturprofile an Temperatur-Meßwerte Tmess in der Rohrmitte (siehe Tabelle
A.11) gescha¨tzt werden. Diese Meßwerte wurden dabei bei konstanter Zufuhr der Reak-
tanden ermittelt. Aus numerischen Gru¨nden wird zuna¨chst die Reaktionsrate (7.20) in
dem formalkinetischen Ansatz fu¨r die Aktivita¨t modifiziert, so daß um eine Referenztem-
peratur Tref ”
zentriert“ wird:
kDes = k0,Des + A0,Des exp
(
−Ea,Des
Rg
(
1
T
− 1
Tref
))
. (7.21)
Folgende regularisierte Least-Squares-Funktion (7.22) dient im Parameterscha¨tzproblem
als Zielfunktion. Dabei liegen jeweils axial 16 Meßwerte an 5 Zeitpunkten vor.
5∑
i=1
15∑
j=0
[
T (t, z, r)− Tmess(t, z, r)
Tmess(t, z, r)
]2
(t, z, r)
= ( i
5
tc,
j
15
L, 0)
+
1
w
∑
i
[
pi − preg,i
preg,i
]2
︸ ︷︷ ︸
Regularisierungsterm
. (7.22)
Fu¨r die Gewichtung des Regularisierungsterms wurde w = 100 gewa¨hlt. Die Regula-
risierungswerte preg sind in Tabelle 7.1 aufgefu¨hrt. Die Parameterscha¨tzung wurde mit
Parameter Startwerte Optimale Werte Reg.werte
A0 [mol/(kg s)] 8.00e+2 9.25e+2 ± 3.92e+2 8.00e+2
Ea [KJ/mol] 5.00e+1 4.86e+1 ± 0.22e+1 5.00e+1
k0,Des [mol/(kg s)] 0.62e-4 2.18e-4 ± 0.39e-4 1.32e-4
A0,Des [mol/(kg s)] 0.94e-3 3.98e-3 ± 1.43e-3 5.66e-3
Ea,Des [KJ/mol] 1.04e-1 4.75e-1 ± 1.61e-1 7.58e-1
Tabelle 7.1: U¨bersicht der Kinetik-Parameterwerte
der in Kapitel 3 vorgestellten reduzierten Gauß-Newton-Variante des reduzierten SQP-
Algorithmus gelo¨st. Die optimalen Parameterwerte aus der Parameterscha¨tzung bewir-
ken einen deutlichen besseren Verlauf der Temperaturprofile - siehe Abbildung 7.3. Der
Temperatur-Peak wurde sowohl in der Ho¨he als auch in der axialen Lage wesentlich bes-
ser angepaßt, was auch fu¨r die Flanken des Temperatur-Peaks eingeschra¨nkt gilt - nur
die Restaktivita¨t vor dem Peak ist noch zu hoch und damit auch die Temperatur. Un-
tersuchungen mit anderen Modellierungsansa¨tzen fu¨r die Aktivita¨t, die das beschriebe-
ne Pha¨nomen der erho¨hten Restaktivita¨t beheben, sind geplant. Insgesamt wurde die
LSQ-Zielfunktion deutlich reduziert - von 0.800 mit Parameter-Startwerten auf 0.089 mit
optimalen Parameterwerten aus der Scha¨tzung (jeweils ohne Regularisierungsterm). Die
Startwerte und optimalen Werte der Kinetik-Parameter zusammen mit Standardabwei-
chungen sind in Tabelle 7.1 angegeben.
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Abbildung 7.3: Temperaturprofile in der Rohrmitte zu den Zeitpunkten t =
{0.2, 0.4, 0.6, 0.8, 1.0} tc
7.4 Optimierungsszenarien
Durch optimale Steuerung des Durchsatzes sowie durch optimale Wahl der Dauer der Re-
aktionszyklen im Verha¨ltnis zur festen Regenerationszeit soll die Gesamtproduktivita¨t des
Reaktors maximiert werden. Dabei muß eine vorgegebene obere Temperaturgrenze Tlim im
Festbett sicher eingehalten werden, um eine irreversible Scha¨digung des Katalysators zu
vermeiden. Zur Absenkung der Hot-Spot-Temperatur kann als weiterer Optimierungspa-
rameter die
”
Verdu¨nnung“ des Katalysatormaterials betrachtet werden. Die Reaktion im
Reaktor wird abgebrochen, wenn eine Durchbruchsbedingung (cA(tc, L, r) < 0, 01 · cA,ein)
verletzt wird, das heißt, daß die Reaktanden im Rohr nicht mehr vollsta¨ndig umgesetzt
werden und somit das Produkt am Reaktorausgang verunreinigen.
Ausgehend von dieser Zielvorgabe wurden zwei Optimierungsszenarien entworfen: das er-
ste mit einer festen
”
Verdu¨nnung“ des Katalysators von 100 % (Vergleichsszenario) und
das zweite mit variabler globaler
”
Verdu¨nnung“ des Katalysators (optimale Betriebswei-
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se). Als Steuerung dient hierbei der zeitvariable Durchsatz cA,ein, der stu¨ckweise linear
parameterisiert wurde. Die Maximierung der im Jahr durchgesetzten Gesamtmenge (Ziel-
funktion) dient als Kriterium fu¨r die Gesamtproduktivita¨t des Reaktors. Dabei wechseln
die Reaktionsphasen (freie Dauer tc) mit den Regenerationsphasen des Katalysators (mit
fester Dauer treg) zyklisch ab, wobei insgesamt eine feste Produktionszeit tprod im Jahr
zur Verfu¨gung steht. Damit wird die Zielfunktion wie folgt formuliert:
tprod
tc + treg
∫ tc
t=0
cA,ein dt (7.23)
Die Berechnungen beider Szenarien wurde dabei mit Hilfe der in Kapitel 3 vorgestellten
BFGS-Variante des reduzierten SQP-Algorithmus gelo¨st. Dabei wurde ein Mehrstufen-
ansatz verwendet: die erste Stufe (Anfahrvorgang) war von fester kurzer Dauer (mit 5
Mehrzielintervallen) wa¨hrend die zweite Stufe (Produktionsphase) von variabler Dauer
(mit 10 Mehrzielintervallen) war. Zusammen mit der festen Anfangssteuerung verbessert
dies die numerische Stabilita¨t des Optimierungsalgorithmus erheblich!
In der Abbildung 7.4 sind die optimierten normierten Durchsa¨tze beider Szenarien u¨ber
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Abbildung 7.4: Optimaler Durchsatz fu¨r Vergleichsszenario und optimale Betriebsweise
die normierte Zeit geplottet. Die Normierung wurde dabei bzgl. dem maximalen Wert des
Druchsatzes bzw. der Dauer der Reaktionsphase des Vergleichsszenarios durchgefu¨hrt. In
Abbildung 7.5 sind die optimalen Temperaturprofile in der Rohrmitte bzgl. der optimalen
Betriebsweise des Reaktors gezeigt. Ein oberes Temperaturlimit Tlim wird nahezu u¨ber-
all eingehalten. Auch ist die aktive Durchbruchsbedingung am Ende des Reaktors und
der Reaktionsphase am beginnenden Anstieg der Temperatur am Rohrende (exotherme
Reaktion) zu erkennen. Die optimale Betriebsweise des Rohrreaktors (gegenu¨ber dem
Vergleichsszenario mit fester
”
Verdu¨nnung“ des Katalysators) wird durch eine deutliche
Reduktion der
”
Verdu¨nnung“ des Katalysators erreicht. Die optimale Verdu¨nnung betra¨gt
∼50 %. Die Gesamtkapazita¨t konnte gegenu¨ber dem Vergleichsszenario von 4.601e+3 kg
um ∼12 % auf 5.132e+3 kg bei der optimalen Betriebsweise erho¨ht werden.
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Dieses Ergebnis ist in zwei Punkten bemerkenswert: die Ausbeute wird gesteigert (Ge-
samtkapazita¨t) und die Kosten gesenkt (Katalysatorgehalt). Insbesondere letzterer Punkt
bringt bei vielen Reaktionen eine enorme Profitsteigerung.
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Abbildung 7.5: Optimale Temperaturprofile in der Rohrmitte
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Kapitel 8
Zusammenfassung und Ausblick
In dieser Arbeit wurden reduzierte Gauß-Newton- und Quasi-Newton-Ansa¨tze im Rahmen
des direkten Mehrzielansatzes vorgestellt. Im Hinblick auf die diskutierten Anwendungs-
beispiele werden die entwickelten Methoden nachfolgend zusammengefaßt und mo¨gliche
Weiterentwicklungen aufgezeigt.
Zusammenfassung
Der direkte Mehrzielansatz angewendet auf dynamische Optimierungsprobleme mit großen
nichtlinearen DAE-Prozeßmodellen vom Index 1 ergibt große strukturierte nichtlineare
Probleme (siehe Kapitel 1). Als Methoden zur iterativen Lo¨sung dieser NLPs wurden
fu¨r Parameterscha¨tzprobleme ein Gauß-Newton-Verfahren und fu¨r Optimal-Steuerungs-
probleme ein Quasi-Newton-Verfahren vorgestellt (siehe Kapitel 2). Diese Newton-a¨hn-
liche Verfahren wurden durch einen Reduktionsansatz (bzgl. differentieller und algebrai-
scher Variablen) beschleunigt, indem Richtungsableitungen direkt berechnet wurden, was
sich insbesondere auf die Berechnung der Koordinaten-Basis auswirkt (siehe Kapitel 3
und 4). Dabei fand eine Verknu¨pfung der Linearisierung der Nebenbedingungen und deren
Projektion statt, so daß die Anzahl der Richtungsableitungen der Variationsdifferential-
gleichung unabha¨ngig von der Dimension der Zustandsvariablen wird (siehe Kapitel 4).
Dieses erst ermo¨glicht die Berechnung von Lo¨sungen von dynamischen Optimierungspro-
blemen mit mehrdimensionalen instationa¨ren PDEs. Diese wurden durch Anwendung der
Linienmethode in DAE-Systeme vom Index 1 u¨berfu¨hrt. Sowohl die Zeitdiskretisierung
im Integrator als auch die Integratorgenauigkeit wurden wa¨hrend der Optimierungsitera-
tionen adaptiv gewa¨hlt. Bei der Berechnung der Richtungsableitungen wurde das Prinzip
der Internen Numerischen Differentiation eingehalten und mit Methoden der Automa-
tischen (bzw. Symbolischen) Differentiation verbunden (siehe Kapitel 4). Durch Seed-
Matrix-Kompression konnte gezeigt werden, daß der Aufwand fu¨r die Iterationsmatrizen
des Integrators nur linear in der Feinheit der Ortsdiskretisierung bei 1D-PDEs ist (sie-
he Anwendung im Kapitel 5 fu¨r zentrale Differenzenquotienten der Ortsableitungen auf
a¨quidistantem Gitter). Weiterhin existieren effiziente Schnittstellen zu Residuen- und Ja-
cobimatrixauswertung des Modells: u¨ber die ESO-Schnittstelle bei gPROMS-Modellen,
u¨ber Adol-C und Seed-Matrix-Komprimierung nach Curtis-Powell-Reid bei C- und C++-
Modellen und u¨ber Finite Differenzen und CPR-Seedmatrix-Komprimierung allgemein.
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Zur Globalisierung der Newton-a¨hnlichen Verfahren wurden fu¨r den Gauß-Newton-Fall
der Restriktive Monotonietest und fu¨r den Quasi-Newton-Fall eine partiell multiplikator-
freie Strategie angewendet (siehe Kapitel 3).
Anhand der Parameterscha¨tzung bei der Wirkstoff-Freisetzung eines Zahnfleisch-Implan-
tats mit instationa¨rem 1D-PDE Modell (siehe Kapitel 5) zeigt sich, daß der Gesamtauf-
wand der neuen reduzierten Variante nicht mehr quadratisch sondern nahezu linear von
der Feinheit der Ortsdiskretisierung abha¨ngt. Ein Vergleich der Modell-Implementierungen
(gPROMS und C/Adol-C) besta¨tigt, daß die Variante mit Automatischer Differentiation
(C/Adol-C) bis um den Faktor 5 schneller ist als die Variante mit Symbolischer Differen-
tiation (gPROMS).
Anhand eines Optimierungsproblems bei einer Destillationskolonne wird gezeigt, daß die
neue reduzierte Variante sowohl im Oﬄine- als auch im Online-Fall effizient ist (siehe
Kapitel 6). Im Vergleich zur partiell reduzierten Variante in MUSCOD-II ist die Gesamt-
rechenzeit der neuen reduzierten Variante um den Faktor 5 geringer. Insbesondere liegt
die Zeit fu¨r die Berechnung einer Feedback-Steuerung im Zentelsekundenbereich und die
Vorbereitungsphase fu¨r eine neue Optimierungs-Iteration dauert unter 5 Sekunden, wobei
das Problem 2 Steuerungen und 206 Zusta¨nde besitzt.
Die optimale Betriebsweise eines katalytischen Rohrreaktors mit instationa¨rem 2D-PDE-
Modell (siehe Kapitel 7) konnte mit Hilfe des in dieser Arbeit vorgestellten Reduktionsan-
satzes berechnet werden, wobei zuvor eine Parameterscha¨tzung der kinetischen Parame-
ter (der Hauptreaktion und der Katalysatordesaktivierung) durchgefu¨hrt wurde. Damit
konnte gezeigt werden, daß durch Optimierung der Katalysator-Aktivita¨t sowohl die Ko-
sten fu¨r den Katalysator gesenkt (50 %) als auch die Kapazita¨t des Reaktors erho¨ht (12
%) werden konnte. Hierbei zeigte sich insbesondere, daß die Mehrzieldiskretisierung ein
wirksames Mittel ist, um die Stabilita¨t des Verfahrens zu erho¨hen und eine Optimierung
u¨berhaupt mo¨glich zu machen.
Ausblick
Bei der Untersuchung von Optimal-Steuerungsproblemen hat sich gezeigt, daß durch den
Einsatz von guten Approximationen der Hessematrizen in SQP-Verfahren sowohl die Kon-
vergenz beschleunigt als auch das zunehmende Verschlechtern der Kondition der Hesse-
matrix durch Updates vermieden werden kann (siehe Scha¨fer 1999, [81]). Dort wurden die
Hessematrizen durch finite Differenzen approximiert, wobei deren Genauigkeit durch Ein-
haltung des Prinzips der Internen Numerischen Differentiation auf 2-3 Stellen genau war.
Fu¨r große Modelle, wie in dieser Arbeit vorgestellt, ist diese Vorgehensweise jedoch nicht
effizient genug. Durch Einsatz eines zum Vorwa¨rtsmodus passenden Ru¨ckwa¨rtsmodus des
Integrators ko¨nnen jedoch sowohl die Multiplikatoren als auch die einseitig reduzierte
Hessematrix bis auf Integrationsgenauigkeit genau berechnet werden. Damit kann auch
der Crossterm berechnet werden, der das reduzierte SQP-Verfahren
”
kompatibel“ zum
nichtreduzierten SQP-Verfahren macht (1-Schritt quadratische Konvergenz).
Passend zu dem SQP-Verfahren mit exakten Hessematrizen (Lagrange-Newton-Verfahren)
ist eine Globalisierung durch Trust Regions. In Verbindung mit Natu¨rlichen Niveaufunk-
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tionen in den primalen und dualen Variablen und den Restriktiven Monotonietest la¨ßt
sich ein robustes und effizientes Verfahren konstruieren (siehe Bock et al. 2000, [19]).
Durch das Einbeziehen von Unstetigkeiten in das Modell ko¨nnen neue Problemklassen
dynamischer Prozesse (zum Beispiel Wehru¨berla¨ufe bei Destillationskolonnen) behandelt
werden. Die korrekte Berechnung der Sensitivita¨ten spielt dabei eine zentrale Rolle und
ist im Rahmen des Parameterscha¨tzverfahrens PARFIT (siehe Bock 1987, [16]) und des
Optimal-Steuerungsverfahrens MUSCOD-II (siehe Brandt-Pollmann 2004, [22]) imple-
mentiert worden. Eine Kombination der Unstetigkeitsbehandlung mit den Methoden die-
ser Arbeit erweitert die Klasse effizient behandelbarer Optimierungsprobleme auf solche
mit wenigen Freiheitsgraden.
Weitere Anwendungsfelder fu¨r die in dieser Arbeit vorgestellten Methoden sind z. B.:
Die Online-Optimierung eines Simulated-Moving-Bed (SMB) Prozesses zur kontinuierli-
chen chromatographischen Trennung von chiralen Wirkstoffen im industriellen Maßstab
mit dem in dieser Arbeit (Kapitel 6) vorgestellten Echtzeit-Iterationsschema. Der SMB-
Prozeß weist durch periodisches Umschalten der Zu- und Ableitungen meistens kein stati-
ona¨res Konzentrationsprofil der Komponenten auf, sondern ist von periodischer Natur. Die
Mehrstufenformulierung erlaubt die direkte Umsetzung dieser Problemklasse und deren
effiziente Lo¨sung (siehe Toumi et al. 2004a, [89] und 2004b, [88]). Die hochdimensionalen
Modelle (mehrere hundert bis tausend differentielle Zusta¨nde und wenige Parameter) sind
stark nichtlinear, so daß sich die Mehrzielparameterisierung vorteilhaft nutzen la¨ßt.
Die Optimierung der ortszeitgebundenen Musterbildung undWellenausbreitung beim Vor-
gang der bakteriellen Chemotaxis durch optimale Steuerung des Randflusses der chemo-
taktisch aktive Substanz stellt ein hochdimensionales Optimierungs-Randwertproblem mit
mehreren hundert bis tausend differentiellen Zusta¨nden und einer Steuerung dar (siehe
Lebiedz et al. 2003, [55]). Aufgrund fester Anfangswerte liegen in diesem Problem nur
wenige Freiheitsgrade vor und somit lassen sich mit den in dieser Arbeit vorgestellten
Methoden sowohl bei der Oﬄine- als auch Online-Optimierung erhebliche Performance-
Gewinne gegenu¨ber MUSCOD-II erzielen.
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Anhang A
Zusa¨tzliche Informationen
A.1 Zahnfleisch-Implantat
Symbol Beschreibung Wert
L Dicke der Membran-Scheibe 0.02 [cm]
D Diffusionsparameter 2.364e-5 [cm2/s]
Bmax Bindungskapazita¨t Wirkstoff-Gelatine 2.054 [mol/mol]
kcat Michaelis-Menten-Parameter 1.654e+3 [h
−1]
E0 Enzym-Konzentration 1.000e-5 [M ]
KM Gleichgewichtskonstante des Enzym-Substrat-Komplex 4.000e-2 [M ]
Ki Gleichgewichtskonstante des Enzym-Inhibitor-Komplex 1.967e-3 [M ]
β Quotient KM/Ki 2.032e+1 [−]
ka Wirkstoff-Gelatine Assoziationskoeffizient 1.045e+4 [M
−1h−1]
kd Abbaurate des Gelatine gebundenen Wirkstoffs 7.816e-2 [h
−1]
K Quotient ka/kd 1.337e+5 [M
−1]
Cload anfa¨ngliche Wirkstoff-Konzentration 2.800e-1 [M ]
ρ0 anfa¨ngliche Gelatine-Konzentration 0.045 [M ]
Tabelle A.1: Konstanten im PerioChip-Modell
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Zeit- gemessene Standard-
punkt [h] Freisetzungsrate [-] abweichung [-]
1.0 0.232 0.042
2.0 0.298 0.010
4.0 0.351 0.027
8.0 0.352 0.025
24.0 0.402 0.028
48.0 0.531 0.035
72.0 0.595 0.026
96.0 0.624 0.018
120.0 0.669 0.030
144.0 0.753 0.053
168.0 0.867 0.042
192.0 0.938 0.023
Tabelle A.2: Meßwerte fu¨r Parameterscha¨tzung beim PerioChip-Modell
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A.2 Kontinuierliche Destillationskolonne
k ak [kmol l
−1] bk ck [K] dk
1 (Methanol) 2.288 0.2685 512.4 0.2453
2 (n-Propanol) 1.235 0.27136 536.4 0.2400
Tabelle A.3: Molare Volumen-Koeffizienten im Destillationskolonnenmodell
k Ak Bk [K] Ck [K]
1 (Methanol) 23.48 3626.6 -34.29
2 (n-Propanol) 22.437 3166.4 -80.15
Tabelle A.4: Antoine-Koeffizienten fu¨r partielle Dru¨cke
k h1,k [K
−1] h2,k [K
−2] h3,k [K
−3] T ck [K] P
c
k [Pa] Ωk
1 18.31 1.713 ·10−2 6.399 ·10−5 512.6 8.096 ·106 0.557
2 31.92 4.49 ·10−2 9.663 ·10−5 536.7 5.166 ·106 0.612
Tabelle A.5: Enthalpie-Koeffizienten
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Symbol Wert Symbol Wert
nv0 8.5 [l] Ptop 939 [h Pa]
nvN+1 0.17 [l] ∆P0,...,NF−1 2.5 h [Pa]
nreftray 0.155 [l] ∆PNF ,...,N 1.9 [h Pa]
α1,...,NF 62 % TF 71 [
◦C]
αNF+1,...,N 35 % TC 47.2 [
◦C]
W1,...,N 0.166 [l
− 1
2 s−1] Fvol 14.0 [l h
−1]
Qloss 0.51 [kW] XF 0.32 [-]
Tabelle A.6: System-Parameter
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A.3 Katalytischer Rohrreaktor
Symbol Beschreibung Maßeinheit
aKat Aktivita¨t des Katalysators [−]
ARohr Mantelfla¨che des Rohres/Rohrbu¨ndels [m
2]
c Konzentration [kg/mol]
cp isobare Wa¨rmekapazita¨t [J/(kg ·K)]
dp Partikeldurchmesser des Katalysators [m]
D Rohrdurchmesser [m]
Deff effektiver Diffusionskoeffizient [m/s
2]
Ea Aktivierungsenergie [J ]
∆HR Bildungsenthalpie [J/mol]
k Reaktionsgeschwindigkeitskonstante [mol/(kg · s)]
k0 Reaktionsgeschwindigkeitskonstante [mol/(kg · s)]
kα Wa¨rmedurchgangskoeffizient [W/(m
2 ·K)]
K charakteristische Gro¨ße fu¨r die Dispersion [−]
K∞ char. Gro¨ße K bei unendlicher Ausdehnung der Schu¨ttung [−]
M Molare Masse [mol]
m˙ Massenstrom [kg/h]
p Druck [Pa]
r radiale Koordinate [m]
R Rohrradius [m]
r0 Reaktionsgeschwindigkeit [mol/(kg · s)]
s Wandsta¨rke [m]
t Zeit [s]
T Temperatur [K]
u Leerrohrgeschwindigkeit [m/s]
V˙ Volumenstrom [m3/h]
y Molanteil [−]
z axiale Koordinate [m]
Tabelle A.7: Lateinische Symbole im Rohrreaktor-Modell
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Symbol Beschreibung Maßeinheit
ε Porosita¨t [−]
ρs,bed Schu¨ttdichte Feststoff [kg/m
3]
ρ Dichte [kg/m3]
ν kinematische Viskosita¨t [m2/s]
λeff effektive Wa¨rmeleitfa¨higkeit [W/(m ·K)]
λ Wa¨rmeleitfa¨higkeit [W/(m ·K)]
θ Parameter zur Beru¨cksichtigung sekunda¨rer [−]
Effekte bei der Wa¨rmeleitung
αW Wa¨rmeu¨bergangskoeffizient an der Wand [W/(m
2 ·K)]
α Wa¨rmeu¨bergangskoeffizient [W/(m2 ·K)]
η dynamische Viskosita¨t [Pa · s]
Tabelle A.8: Griechische Symbole im Rohrreaktor-Modell
Indices Beschreibung
außen Außenseite des Rohres
bed Festbett/Schu¨ttung
Des Desaktivierung
ein am Rohreintritt
f Gas
i Laufvariable fu¨r Komponenten
innen Innenseite des Rohres
Kat Katalysator
KM Ku¨hlmittel
MR Mantelraum
r in radialer Richtung
s Feststoff
z in axialer Richtung
Tabelle A.9: Indices im Rohrreaktor-Modell
Kennzahl Beschreibung
Pe =
uf ·dp·ρf ·cp,f
λf
Peclet-Zahl
Pr =
cp,f ·ηf
λf
Prandtl-Zahl
Rep =
uf ·dp·ρf
ηf
Reynolds-Zahl
Tabelle A.10: Dimensionslose Kennzahlen im Rohrreaktor-Modell
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Axiale Reaktionsdauer
Position z/L 0.2 tc 0.4 tc 0.6 tc 0.8 tc tc
0.000 0.699 0.699 0.699 0.699 0.699
0.067 0.700 0.700 0.699 0.703 0.701
0.133 0.727 0.700 0.700 0.699 0.701
0.200 0.798 0.701 0.700 0.699 0.700
0.267 0.871 0.701 0.701 0.700 0.699
0.333 0.712 0.727 0.701 0.700 0.699
0.400 0.703 0.804 0.704 0.701 0.700
0.467 0.701 0.859 0.726 0.701 0.700
0.533 0.701 0.718 0.792 0.703 0.701
0.600 0.701 0.705 0.856 0.719 0.701
0.667 0.701 0.703 0.718 0.812 0.704
0.733 0.701 0.701 0.705 0.862 0.726
0.800 0.701 0.699 0.703 0.718 0.806
0.867 0.701 0.701 0.701 0.705 0.858
0.933 0.701 0.700 0.700 0.703 0.718
1.000 0.701 0.701 0.701 0.701 0.705
Tabelle A.11: Normierte Temperatur-Meßwerte T/Tmax in der Rohrmitte eines Rohrreak-
tors
101
Literaturverzeichnis
[1] R. Adler. Stand der Simulation von heterogen-gaskatalytischen Reaktionsabla¨ufen
in Festbettrohrreaktoren – Teil 1. Chemie Ingenieur Technik, 6:555–564, 2000.
[2] R. Adler. Stand der Simulation von heterogen-gaskatalytischen Reaktionsabla¨ufen
in Festbettrohrreaktoren – Teil 2. Chemie Ingenieur Technik, 7:688–699, 2000.
[3] H. D. Baehr and E. h. K. Stephan. Wa¨rme- und Stoffu¨bertragung. Springer-Verlag
Berlin Heidelberg, 2003.
[4] V. Ba¨r. Ein Kollokationsverfahren zur numerischen Lo¨sung allgemeiner Mehrpunkt-
randwertaufgaben mit Schalt- und Sprungbedingungen mit Anwendung in der Op-
timalen Steuerungen und der Parameteridentifizierung. Master’s thesis, Universita¨t
Bonn, 1983.
[5] P. I. Barton and C. C. Pantelides. Modelling of combined discrete/continuous pro-
cesses. AIChE J., 40:966–979, 1994.
[6] I. Bauer. Numerische Behandlung Differentiell-Algebraischer Gleichungen mit An-
wendungen in der Chemie. Master’s thesis, Universita¨t Augsburg, 1994.
[7] I. Bauer. Numerische Verfahren zur Lo¨sung von Anfangswertaufgaben und zur Ge-
nerierung von ersten und zweiten Ableitungen mit Anwendungen bei Optimierungs-
aufgaben in Chemie und Verfahrenstechnik. PhD thesis, University of Heidelberg,
1999.
[8] M. Bauer. Theoretische und experimentelle Untersuchungen zum Wa¨rmetransport
in gasdurchstro¨mten Festbettrohrreaktoren. PhD thesis, Martin-Luther-Universita¨t
Halle-Wittenberg, 2001.
[9] R. Becker and R. Rannacher. A feed-back approach to error control in finite element
methods: basic analysis and examples. East-West Journal Numer. Math, 4:237–264,
1996.
[10] R. Becker and R. Rannacher. An optimal control approach to a posteriori error
estimation in finite element methods. In A. Iserles, editor, Acta Numerica 2001.
Cambridge University Press, Cambridge, 2001.
[11] L. T. Biegler. Solution of dynamic optimization problems by successive quadratic
programming and orthogonal collocation. Comput. Chem. Engng., 8:243–248, 1984.
102
[12] L. T. Biegler, C. Schmid, and D. J. Ternet. A multiplier-free, reduced hessian method
for process optimization. Technical report, Engineering Design Research Center,
Canegie Mellon University, Pittsburgh, 1995.
[13] R. B. Bird, W. E. Stewart, and E. N. Lightfoot. Transport Phenomena. John Wiley
& Sons, Inc., 2002.
[14] H. G. Bock. Numerical treatment of inverse problems in chemical reaction kinetics.
In K. H. Ebert, P. Deuflhard, and W. Ja¨ger, editors, Modelling of Chemical Reaction
Systems (Springer Series in Chemical Physics 18). Springer, Heidelberg, 1981.
[15] H. G. Bock. Recent advances in parameter identification techniques for ODE. In
P. Deuflhard and E. Hairer, editors, Numerical Treatment of Inverse Problems in
Differential and Integral Equations. Birkha¨user, Boston, 1983.
[16] H. G. Bock. Randwertproblemmethoden zur Parameteridentifizierung in Systemen
nichtlinearer Differentialgleichungen. In Bonner Mathematische Schriften 183. Uni-
versita¨t Bonn, 1987.
[17] H. G. Bock, I. Bauer, D. B. Leineweber, and J. P. Schlo¨der. Direct multiple shooting
methods for control and optimization of dae in chemical engineering. In F. Keil,
W. Mackens, H. Voß, and J. Werther, editors, Scientific Computing in Chemical
Engineering II, volume 2, pages 2–18, Springer, Berlin, 1999.
[18] H. G. Bock, E. Eich, and J. P. Schlo¨der. Numerical solution of constrained least
squares boundary value problems in differential-algebraic equations. In K. Strehmel,
editor, Numerical Treatment of Differential Equations. Teubner, Leipzig, 1988.
[19] H. G. Bock, E. A. Kostina, and J. P. Schlo¨der. On the role of natural level functions
to achieve global convergence for damped newton methods. In M. Powell et al., edi-
tor, System Modelling and Optimization. Methods, Theory and Applications. Kluwer,
2000.
[20] H. G. Bock and K.-J. Plitt. A multiple shooting algorithm for direct solution of
optimal control problems. In Proceedings of the 9th IFAC World Congress, Budapest.
Pergamon Press, 1984.
[21] P. T. Boggs and J. W. Tolle. Convergence properties of a class of rank-two updates.
SIAM Journal on Optimization, 4(2):262–287, 1994.
[22] U. Brandt-Pollmann. Numerical solution of optimal control problems with implicitely
defined discontinuities - Applications to engineering. PhD thesis, Ruprecht-Karls-
Universita¨t Heidelberg, 2004.
[23] B. L. Braunschweig, C. C. Pantelides, H. I. Britt, and S. Sama. Process modeling: the
promise of open software architectures. Chemical Engineering Progress, 96(9):65–76,
2000.
103
[24] R. M. Chamberlain, M. J. D. Powell, C. Lemarechal, and H. C. Pedersen. The wat-
chdog technique for forcing convergence in algorithms for constrained optimization.
Mathematical Programming, 16:1–17, 1982.
[25] A. R. Curtis, M. J. D. Powell, and J. K. Reid. On the estimation of sparse Jacobian
matrices. J. Inst. Math. Appl., 13:117–119, 1974.
[26] J. E. Cuthrell and L. T. Biegler. Simultaneous optimization and solution methods
for batch reactor profiles. Computers chem. Engng, 13(1/2):49–62, 1989.
[27] J. E. Dennis Jr. and J. J. More´. Quasi-Newton methods, motivation and theory.
SIAM Review, 19(1):46–89, 1977.
[28] M. Diehl. Real-Time Optimization for Large Scale Nonlinear Processes, volume 920
of Fortschr.-Ber. VDI Reihe 8, Meß, Steuerungs- und Regelungstechnik. VDI Verlag,
Du¨sseldorf, 2002.
[29] M. Diehl, H. G. Bock, J. P. Schlo¨der, R. Findeisen, Z. Nagy, and F. Allgo¨wer. Real-
time optimization and nonlinear model predictive control of processes governed by
differential-algebraic equations. Journal on Process Control, 12(4):577–585, 2002.
[30] M. Diehl, D. B. Leineweber, A. Scha¨fer, H. G. Bock, and J. P. Schlo¨der. Optimization
of multiple-fraction batch distillation with recycled waste cuts. AIChE Journal,
48(12):2869–2874, 2002.
[31] M. Diehl, I. Uslu, R. Findeisen, S. Schwarzkopf, F. Allgo¨wer, H. G. Bock, T. Bu¨rner,
E. D. Gilles, A. Kienle, J. P. Schlo¨der, and E. Stein. Real-time optimization for
large scale processes: Nonlinear model predictive control of a high purity distillation
column. In M. Gro¨tschel, S. O. Krumke, and J. Rambau, editors, Online Optimization
of Large Scale Systems: State of the Art, pages 363–384. Springer, 2001.
[32] M. F. Edwards and J. F. Richardson. Gas Dispersion in Packed Beds. Chem. Eng.
Science, 23:109–123, 1968.
[33] E. Eich. Numerische Behandlung semi-expliziter differentiell-algebraischer Glei-
chungssysteme vom Index 1 mit BDF-verfahren. Master’s thesis, Universita¨t Bonn,
1987.
[34] Process Systems Enterprise. gPROMS Advanced User Guide, 2004.
[35] Process Systems Enterprise. gPROMS System Programmer Guide, 2004.
[36] R. Fletcher. Second order corrections for nondifferentiable optimization. In A. Wat-
son, editor, Numerical Analysis, Dundee 1981. Springer, Berlin, 1982.
[37] R. Fletcher. Practical Methods of Optimization. John Wiley & Sons, 1987.
[38] R. Fletcher and S. Leyffer. Nonlinear programming without a penalty function.
Mathematical Programming, 91(2):239–269, 2002.
104
[39] P. Forzatti and L. Lietti. Catalyst Deactivation. Catalysis Today, 52:165–181, 1999.
[40] D. Gabay. Reduced Quasi-Newton methods with feasibility improvement for nonli-
near constrained optimization. Mathematical Programming Study, 16:18–44, 1982.
[41] J. Gauvin. A necessary and sufficient regularity condition to have bounded multipliers
in nonconvex programming. Mathematical Programming, 27:136–138, 1977.
[42] P. E. Gill, L. O. Jay, M. W. Leonard, L. R. Petzold, and V. Sharma. An SQP method
for the optimal control of large-scale dynamical systems. Journal Comp. Appl. Math.,
120:197–213, 2000.
[43] A. Griewank. Evaluating Derivatives. Principles and Techniques of Algorithmic Dif-
ferentiation. SIAM, Philadelphia, 2000.
[44] A. Griewank, D. Juedes, H. Mitev, J. Utke, O. Vogel, and A. Walther. ADOL-C:
A package for the automatic differentiation of algorithms written in C/C++. ACM
TOMS, 22(2):131–167, 1996.
[45] Ch. Großmann and H.-G. Roos. Numerik partieller Differentialgleichungen. Teubner,
Stuttgart, 1992.
[46] D. J. Gunn and C. Pryce. Dispersion in Packed Beds. Trans. Inst. Chem. Eng.,
47:341–350, 1969.
[47] S. P. Han. A globally convergent method for nonlinear programming. Journal of
Optimization Theory and Applications, 22(3):297–309, 1977.
[48] G. A. Hicks and W. H. Ray. Approximation methods for optimal control systems.
Can. J. Chem. Engng, 49:522–528, 1971.
[49] H. Hinsberger. Ein direktes Mehrzielverfahren zur Lo¨sung von Optimalsteuerungspro-
blemen mit großen, differential-algebraischen Gleichungssystemen und Anwendungen
aus der Verfahrenstechnik. PhD thesis, Technical University of Clausthal, 1998.
[50] H. Hinsberger, S. Miesbach, and H. J. Pesch. Optimal temperature control of se-
mibatch polymerization reactors. In F. Keil, W. Mackens, H. Voß and J. Werther,
editors, Scientific Computing in Chemical Engineering, Springer, Heidelberg, 1996.
[51] W. Karush. Minima of functions of several variables with inequaltities as side con-
ditions. Master’s thesis, University of Chicago, Chicago IL, 1939.
[52] D. Kraft. On converting optimal control problems into nonlinear programming pro-
blems. In K. Schittkowski, editor, Computational Mathematical Programming, volume
F15 of NATO ASI, pages 261–280. Springer, 1985.
[53] H. W. Kuhn and A. W. Tucker. Nonlinear programming. In Proc. Second Berkeley
Symp. Mathematics, Statistics, and Probability. University of California Press, 1951.
105
[54] F.-S. Kupfer. Reduced successive quadratic programming in Hilbert space with appli-
cations to optimal control. PhD thesis, Universita¨t Trier, 1992.
[55] D. Lebiedz and U. Brandt-Pollmann. Manipulation of Self-Aggregation Pattern and
Waves in a Reaction-Diffusion System by Optimal Boundary Control Strategies.
Physical Review Letters, 91(20), 2003.
[56] D. B. Leineweber. Analyse und Restrukturierung eines Verfahrens zur direkten
Lo¨sung von Optimal-Steuerungsproblemen (The theory of MUSCOD in a nutshell).
Master’s thesis, Ruprecht-Karls-Universita¨t Heidelberg, 1995.
[57] D. B. Leineweber. Efficient reduced SQP methods for the optimization of chemical
processes described by large sparse DAE models, volume 613 of Fortschr.-Ber. VDI
Reihe 3, Verfahrenstechnik. VDI Verlag, Du¨sseldorf, 1999.
[58] D. B. Leineweber, I. Bauer, H. G. Bock, and J.P. Schlo¨der. An efficient multiple
shooting based reduced SQP strategy for large-scale dynamic process optimization.
Part I: Theoretical aspects. Computer & Chemical Engineering, 27:157–166, 2003.
[59] D. B. Leineweber, A. Scha¨fer, H. G. Bock, and J. P. Schlo¨der. An efficient multiple
shooting based reduced SQP strategy for large-scale dynamic process optimizati-
on. Part II: Software aspects and applications. Computer & Chemical Engineering,
27:167–174, 2003.
[60] S. Li, L. R. Petzold, and J. M. Hyman. Solution Adapted Mesh Refinement and Sen-
sitivity Analysis for Parabolic Partial Differential Equation Systems. In L. Biegler,
O. Ghattas, M. Heinkenschloss, and B. van Bloemen Waanders, editors, Large-Scale
PDE-Constraint Optimization, pages 117–132, 2003.
[61] J. S. Logsdon and L. T. Biegler. Decomposition strategies for large-scale dynamic
optimization problems. Chemical Engineering Science, 47(4):851–864, 1992.
[62] H. Martin and N. Nilles. Radiale Wa¨rmeleitung in durchstro¨mten Schu¨ttungsrohren.
Chemie Ingenieur Technik, 65(12):1468–1477, 1993.
[63] D. Q. Mayne and E. Polak. A superlinearly convergent algorithm for constrained
optimization problems. Mathematical Programming, 16:45–61, 1982.
[64] K. R. Morison and R. W. H. Sargent. Optimization of multistage processes described
by differential-algebraic equations. In J. P. Hennart, editor, Numerical Analysis,
Lecture Notes in Mathematics 1230, Springer, Berlin, 1986.
[65] G. Nagel and R. Adler. Anwendung der Kollokationsmethode auf die Berechnung
polytroper Rohrreaktoren. Chemie Technik, 23(6):335–341, 1971.
[66] G. N. Newsam and J. D. Ramsdell. Estimation of sparse Jacobian matrices. SIAM
J. Algebraic Discrete Methods, 4:404–417, 1983.
[67] J. Nocedal. Updating Quasi-Newton matrices with limited storage. Mathematics of
Computation, 35:773–782, 1980.
106
[68] U. Nowak. Adaptive Linienmethoden fu¨r nichtlineare parabolische Systeme in einer
Raumdimension. Technical Report TR 93-14, Konrad-Zuse-Zentrum fu¨r Informati-
onstechnik, Berlin, 1993.
[69] U. Nowak, A. Grah, and M. Schreier. Parameter Estimation and Accuracy Mat-
ching Strategies for 2-D Reactor Models. Technical Report TR 03-52, Konrad-Zuse-
Zentrum fu¨r Informationstechnik, Berlin, 2003.
[70] C. C. Pantelides. Symbolic and numerical techniques for the solution of large sy-
stems of nonlinear algebraic equations. PhD thesis, Imperial College of Science and
Technology, London, 1988.
[71] C. C. Pantelides. Numerical Methods for the Solution of PDAE systems. Internal
Report, 2001.
[72] L. Petzold, J. B. Rosen, P. E. Gill, L. O. Jay, and K. Park. Numerical optimal control
of parabolic PDEs using DASOPT. In Biegler, Coleman, Conn, and Santosa, editors,
Large Scale Optimization with Applications, Part II. Springer, 1997.
[73] K. J. Plitt. Ein superlinear konvergentes Mehrzielverfahren zur direkten Berechnung
beschra¨nkter optimaler Steuerungen. Master’s thesis, University of Bonn, 1981.
[74] E. Polak. Optimization - Algorithms and Consistent Approximations. Springer, New
York, 1997.
[75] M. J. D. Powell. The convergence of variable metric methods for nonlinearly cons-
trained optimization calculations. In O. L. Mangasarian, R. R. Meyer, and S. M.
Robinson, editors, Nonlinear Programming 3, pages 27–63, Academic Press, New
York, 1978.
[76] M. J. D. Powell. A fast algorithm for nonlinearly constrained optimization calcu-
lations. In G. A. Watson, editor, Numerical Analysis, number 630 in Lect. Not. in
Math., pages 144–157, 1978.
[77] M. J. D. Powell. Variable metric methods for constrained optimization. In Nonlinear
Optimization: Theory and Algorithms. Birkha¨user, Boston, 1980.
[78] J. K. Reid and I. S. Duff. MA48, A Fortran code for direct solution of sparse
unsymmetric linear systems of equations. Technical Report RAL 93 072, Rutherford
Appleton Laboratory, 1993.
[79] R. T. Rockafellar. Augmented Lagrange multiplier functions and duality in noncon-
vex programming. SIAM Journal on Control, 12:268–285, 1974.
[80] R. W. H. Sargent and G. R. Sullivan. The development of an efficient optimal control
package. In J. Stoer, editor, Proceedings of the 8th IFIP Conference on Optimization
Techniques (1977), Part 2, Springer, Heidelberg, 1978.
107
[81] A. Scha¨fer. Numerische Verfahren fu¨r große nichtlineare beschra¨nkte Optimie-
rungsprobleme und ihr Einsatz bei Optimal-Steuerungsproblemen. Master’s thesis,
Ruprecht-Karls-Universita¨t Heidelberg, 1999.
[82] J. P. Schlo¨der. Numerische Methoden zur Behandlung hochdimensionaler Aufgaben
der Parameteridentifizierung, volume 187 of Bonner Mathematische Schriften. Uni-
versity of Bonn, Bonn, 1988.
[83] V. H. Schulz. Reduced SQP Methods for Large-Scale Optimal Control Problems in
DAE with Application to Path Planning Problems for Satellite Mounted Robots. PhD
thesis, Ruprecht-Karls-Universita¨t Heidelberg, 1996.
[84] V. H. Schulz, H. G. Bock, and M. C. Steinbach. Exploiting invariants in the numerical
solution of multipoint boundary value problems for DAEs. SIAM J. Sci. Comp.,
19:440–467, 1998.
[85] P. Tanartkit and L. T. Biegler. Stable decomposition for dynamic optimization. Ind.
Eng. Chem. Res., 34:1253–1266, 1995.
[86] P. Tanartkit and L. T. Biegler. A nested, simultaneous approach for dynamic opti-
mization problems - I. Comput. Chem. Engng, 20:735–741, 1996.
[87] D. J. Ternet and L. T. Biegler. Recent improvements to a multiplier-free reduced
hessian SQP algorithm. Technical report, Department of Chemical Engineering,
Canegie Mellon University, Pittsburgh, PA 15213, USA, 1996.
[88] A. Toumi. Optimaler Betrieb und Regelung von Simulated Moving Bed Prozessen.
PhD thesis, Fachbereich Bio und Chemieingenieurwesen, University of Dortmund,
2004.
[89] A. Toumi, S. Engell, M. Diehl, H. G. Bock, and J. Schlo¨der. Efficient Optimization
of Simulated Moving Bed Prozesses. to be submitted, 2004.
[90] T. H. Tsang, D. M. Himmelblau, and T. F. Edgar. Optimal control via collocation
and non-linear programming. Int. J. Control, 1975.
[91] E. Tsotsas. Abschnitt Dee: Wa¨rmeleitfa¨higkeit in Schu¨ttschichten. In GVC, editor,
VDI-Wa¨rmeatlas 8. Auflage. Springer-Verlag, Du¨sseldorf, 1997.
[92] E. Tsotsas. Abschnitt Mh: Wa¨rmeleitung und Dispersion in durchstro¨mten Schu¨t-
tungsrohren. In GVC, editor, VDI-Wa¨rmeatlas 8. Auflage. Springer-Verlag, Du¨ssel-
dorf, 1997.
[93] A. R. Tzafriri. Mathematical modeling of diffusion-mediated release from bulk de-
grading matrices. Journal of Controlled Release, 63:69–79, 2000.
[94] A. R. Tzafriri and M. Diehl. Parameter fitting of a non-linear reaction diffusion
model of drug release using a multiple shooting optimal control algorithm. Technical
Report CS 2000-29, Leibniz-Center for Research in Computer Science, 2000.
108
[95] A. R. Tzafriri and H. Parnas. Mathematical modeling of the in vitro drug release of
the periochip implant. In Drug Delivery for the third millennium, Pisa, Italy, 1999.
[96] V. S. Vassiliadis, R. W. H. Sargent, and C. C. Pantelides. Solution of a class of
multistage dynamic optimization problems. Part I - problems without path cons-
traints. Technical report, Centre for Process Systems Engineering, Imperial College
of Science, Technology and Medicine, London SW7 2BY, United Kingdom, 1993.
[97] V. S. Vassiliadis, R. W. H. Sargent, and C. C. Pantelides. Solution of a class of multis-
tage dynamic optimization problems. Part II - problems with path constraints. Tech-
nical report, Centre for Process Systems Engineering, Imperial College of Science,
Technology and Medicine, London SW7 2BY, United Kingdom, 1993.
[98] A. Wa¨chter and L. T. Biegler. Global and local convergence of line search filter
methods for nonlinear programming. Technical report, Department of Chemical En-
gineering, Canegie Mellon University, Pittsburgh, 2002.
[99] R. B. Wilson. A simplicial Algorithm for Concave Programming. PhD thesis, Harvard
University, Cambridge, 1963.
109
