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a b s t r a c t
A matrix P ∈ Rn×n is said to be a symmetric orthogonal matrix if P = PT = P−1. A matrix
A ∈ Rn×n is said to be generalized centro-symmetric (generalized central anti-symmetric)
with respect to P , if A = PAP (A = −PAP). The generalized centro-symmetricmatrices have
wide applications in information theory, linear estimate theory and numerical analysis.
In this paper, we propose a new iterative algorithm to compute a generalized centro-
symmetric solution of the linear matrix equations AYB = E, CYD = F . We show,
when the matrix equations are consistent over generalized centro-symmetric matrix Y ,
for any initial generalized centro-symmetric matrix Y1, the sequence {Yk} generated by
the introduced algorithm converges to a generalized centro-symmetric solution of matrix
equations AYB = E, CYD = F . The least Frobenius norm generalized centro-symmetric
solution can be derived when a special initial generalized centro-symmetric matrix is
chosen. Furthermore, the optimal approximation generalized centro-symmetric solution to
a given generalized centro-symmetric matrix can be derived. Several numerical examples
are given to show the efficiency of the presented method.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout thepaper, the notationsRn×n,SRn×n,ASRn×n andSORn×n represent the set of alln×n real, real symmetric,
real anti-symmetric and real symmetric orthogonalmatrices, respectively.A⊗B stands for the Kronecker product ofmatrices
A and B. AT, trace (A) and R(A) denote the transpose, trace and column space of the matrix A respectively. Also vec(A)
represents themn× 1 vector formed by the vertical concatenation of the respective columns of the matrix A. We define an
inner product as 〈A, B〉 = trace (BTA). Then the norm of a matrix A generated by this inner product is the Frobenius norm
and is denoted by ‖A‖ [1,2].
Definition 1 ([3]). Let P be some real symmetric orthogonal n × n matrix. If A = PAP (A = −PAP) then A is called a
generalized centro-symmetric matrix (generalized central anti-symmetric) with respect to P . CSRn×nP (CASR
n×n
P ) denotes
the set of order n generalized centro-symmetric (generalized central anti-symmetric)matriceswith respect to P ∈ SORn×n.
The following two problems are considered in this work.
Problem 1.1. For given matrices P ∈ SORn×n, A ∈ Rp×n, B ∈ Rn×q, C ∈ Rs×n, D ∈ Rn×t , E ∈ Rp×q, and F ∈ Rs×t , find
Y ∈ CSRn×nP , such that
AYB = E, CYD = F . (1.1)
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Problem 1.2. When Problem 1.1 is consistent, let its solution set be denoted by SY , for Y0 ∈ CSRn×nP , find Y ∈ SY such that
‖Y − Y0‖2 = min
Y∈SY
‖Y − Y0‖2. (1.2)
In fact, Problem 1.2 is to find the optimal approximation solution to the givenmatrix Y0 in the solution set of Problem 1.1.
We know centro-symmetricmatrices have practical applications in information theory, linear system theory, linear estimate
theory and numerical analysis. Also recently, the iterative methods have been used for solving several matrix equations. But
by applying previous iterative methods, we cannot obtain the generalized centro-symmetric solution of (1.1). So, the above
problems of centro-symmetric matrices have not been dealt with using iterative methods yet. In this paper, we will discuss
the above problems.Matrix equation is one of the topics of very active research in computationalmathematics, and has been
widely applied in various areas. A large number of papers have presented several methods for solving matrix equations [4–
16]. In 2005, Peng [17] presented an iteration method for symmetric solution of the matrix equation
AXB = C .
Huang et al. [18] constructed a new iterative method for solving the linear matrix equation AXB = C over skew-symmetric
matrix X . Dehghan and Hajarian in [30], proposed the necessary and sufficient conditions for the solvability of matrix
equations
A1XB1 = D1,
A1X = C1, XB2 = C2,
and
A1X = C1, XB2 = C2, A3X = C3, XB4 = C4,
over the reflexive or anti-reflexive matrix X and obtained the general expression of the solutions for a solvable case. In [31],
an iterative method was introduced for solving the generalized coupled Sylvester matrix equations over reflexive matrices.
Peng [19] presented an iterative method to solve the minimum Frobenius norm residual problem
min ‖AXB− C‖,
with unknown symmetric matrix X . In [20] Li andWu gave symmetric and skew-anti-symmetric solutions to certainmatrix
equations
A1X = C1, XB3 = C3,
over the real quaternion algebra H . Wang et al. in [21] introduced an iterative algorithm for solving the matrix equation
AXB+ CXTD = E.
In [22], Jiang and Wei studied the matrix equations
X − AXB = C, and X − AXB = C, (1.3)
by the method of characteristic polynomial, and derived explicit solutions. Burde in [23] studied the matrix equation
XA− AX = Xp. (1.4)
On the iterative solutions of matrix equations, Ding and Chen presented the hierarchical gradient iterative (HGI)
algorithms for general matrix equations [24,25] and hierarchical least-squares-iterative (HLSI) algorithms for generalized
coupled Sylvester matrix equation and general coupled matrix equations [26,27]. The HGI algorithms [24,25] and HLSI
algorithms [28,25,27] for solving general (coupled) matrix equations are innovational and computationally efficient
numerical ones and were proposed based on the hierarchical identification principle [26,29] which regards the unknown
matrix as the system parameter matrix to be identified.
This paper is organized as follows: In Section 2, we introduce an iterative algorithm for solving Problem 1.1. Then we
prove several properties of Algorithm I. Also, when the linear matrix equations (1.1) are consistent over generalized centro-
symmetric matrix Y , we show for any initial generalized centro-symmetric matrix Y1, a generalized centro-symmetric
solution can be obtained within finite iteration steps. We show that if the initial matrix is chosen as Y1 = ATGBT+ CTĜDT+
PATGBTP + PCTĜDTP , where G and Ĝ are arbitrary, then the solution Y ∗ obtained by the introduced iterative algorithm is
the least Frobenius norm generalized centro-symmetric solution. The optimal approximation generalized centro-symmetric
solution to a given generalized centro-symmetricmatrix Y0 in the solution set of the linearmatrix equations (1.1) is obtained
in Section 3, that is Problem 1.2. In Section 4 the given numerical examples demonstrate that the iterative algorithm is quite
efficient. Also we give some brief concluding remarks in Section 5 to end this paper.
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2. The iterative algorithm for solving Problem 1.1
In this section, we will construct an iterative method to solve Problem 1.1. Then, some basic properties of the introduced
iterative method are described. Finally, we show that it is convergent.
Algorithm I
Step 1: Input matrices A ∈ Rp×n, B ∈ Rn×q, C ∈ Rs×n, D ∈ Rn×t , E ∈ Rp×q, F ∈ Rs×t , P ∈ SORn×n, and Y1 ∈ CSRn×nP ;
Step 2: Calculate
R1 =
(
E − AY1B 0
0 F − CY1D
)
;
P1 = 12
[
AT(E − AY1B)BT + CT(F − CY1D)DT + PAT(E − AY1B)BTP + PCT(F − CY1D)DTP
] ;
k := 1;
Step 3: If Rk = 0, then stop; else, k := k+ 1;
Step 4: Calculate
Yk = Yk−1 + ‖Rk−1‖
2
‖Pk−1‖2 Pk−1;
Rk =
(
E − AYkB 0
0 F − CYkD
)
= Rk−1 − ‖Rk−1‖
2
‖Pk−1‖2
(
APk−1B 0
0 CPk−1D
)
;
Pk = 12
[
AT(E − AYkB)BT + CT(F − CYkD)DT + PAT(E − AYkB)BTP + PCT(F − CYkD)DTP
]+ ‖Rk‖2‖Rk−1‖2 Pk−1;
Step 5: Go to Step 3.
Remark 2.1. Obviously, Pk ∈ CSRn×nP and Yk ∈ CSRn×nP for k = 0, 1, . . . ., from Algorithm I.
Now we give some lemmas which are essential tools for solving Problem 1.1.
Lemma 2.1. For the sequences {Ri} and {Pi} generated in Algorithm I, we have
trace(RTi+1Rj) = trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace(P
T
i Pj)+
‖Rj‖2‖Ri‖2
‖Rj−1‖2‖Pi‖2 trace(P
T
i Pj−1) for i, j = 1, 2, . . . . (2.1)
Proof. Notice that all matrices in Algorithm I are real. Therefore we have
trace(RTi+1Rj) = trace
([
Ri − ‖Ri‖
2
‖Pi‖2
(
APiB 0
0 CPiD
)]T
Rj
)
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
((
BTPTi A
T 0
0 DTPTi C
T
)
Rj
)
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
((
BTPTi A
T 0
0 DTPTi C
T
)(
E − AYjB 0
0 F − CYjD
))
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
(
BTPTi A
T(E − AYjB)+ DTPTi CT(F − CYjD)
)
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
(
PTi (A
T(E − AYjB)BT + CT(F − CYjD)DT)
)
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
(
PTi
{
AT(E − AYjB)BT + CT(F − CYjD)DT
2
+ PA
T(E − AYjB)BTP + PCT(F − CYjD)DTP
2
+ A
T(E − AYjB)BT + CT(F − CYjD)DT
2
+ −PA
T(E − AYjB)BTP − PCT(F − CYjD)DTP
2
})
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= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
(
PTi
{
AT(E − AYjB)BT + CT(F − CYjD)DT
2
+ PA
T(E − AYjB)BTP + PCT(F − CYjD)DTP
2
})
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace
(
PTi
{
Pj − ‖Rj‖
2
‖Rj−1‖2 Pj−1
})
= trace(RTi Rj)−
‖Ri‖2
‖Pi‖2 trace(P
T
i Pj)+
‖Rj‖2‖Ri‖2
‖Rj−1‖2‖Pi‖2 trace(P
T
i Pj−1).
The proof is completed. 
Lemma 2.2. Suppose that the sequences {Ri} and {Pi}(Ri 6= 0, i = 1, 2, . . . , k) are generated by Algorithm I, then
trace(RTj Ri) = 0 and trace(PTj Pi) = 0 for i, j = 1, 2, . . . , k, i 6= j. (2.2)
Proof. We know that trace(H) = trace(HT) for arbitrary matrix H . Therefore, we only need to prove trace(RTj Ri) = 0 and
trace(PTj Pi) = 0 for 1 ≤ i < j ≤ k. To this end, the use of induction and two steps is required.
Step 1. Show that
trace(RTi+1Ri) = 0, trace(PTi+1Pi) = 0 for all i = 1, 2, . . . , k. (2.3)
To prove this conclusion, we also use induction.
For i = 1, using the proof of Lemma 2.1, we can write
trace(RT2R1) = trace
((
R1 − ‖R1‖
2
‖P1‖2
(
AP1B 0
0 CP1D
))T
R1
)
= ‖R1‖2 − ‖R1‖
2
‖P1‖2 trace
(
PT1
{
AT(E − AY1B)BT + CT(F − CY1D)DT
2
+ PA
T(E − AY1B)BTP + PCT(F − CY1D)DTP
2
})
= ‖R1‖2 − ‖R1‖
2
‖P1‖2 trace(P
T
1P1)
= 0. (2.4)
Also we have
trace(PT2P1) = trace
((
AT(E − AY2B)BT + CT(F − CY2D)DT + PAT(E − AY2B)BTP
2
+ PC
T(F − CY2D)DTP
2
+ ‖R2‖
2
‖R1‖2 P1
)T
P1
)
= trace
((
AT(E − AY2B)BT + CT(F − CY2D)DT + PAT(E − AY2B)BTP
2
+ PC
T(F − CY2D)DTP
2
)T
P1
)
+ ‖R2‖
2
‖R1‖2 ‖P1‖
2
= trace (PT1 (AT(E − AY2B)BT + CT(F − CY2D)DT))+ ‖R2‖2‖R1‖2 ‖P1‖2
= trace ((E − AY2B)TAP1B+ (F − CY2D)TCP1D)+ ‖R2‖2‖R1‖2 ‖P1‖2
= trace
((
(E − AY2B)T 0
0 (F − CY2D)T
)(
AP1B 0
0 CP1D
))
+ ‖R2‖
2
‖R1‖2 ‖P1‖
2
= trace
(
RT2
(
AP1B 0
0 CP1D
))
+ ‖R2‖
2
‖R1‖2 ‖P1‖
2
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= ‖P1‖
2
‖R1‖2 trace(R
T
2(R1 − R2))+
‖R2‖2
‖R1‖2 ‖P1‖
2
= ‖P1‖
2
‖R1‖2 (trace(R
T
2R1)− trace(RT2R2))+
‖R2‖2
‖R1‖2 ‖P1‖
2
= 0. (2.5)
Assume (2.3) holds for i = v − 1. For i = v we have
trace(RTv+1Rv) = ‖Rv‖2 −
‖Rv‖2
‖Pv‖2 trace
(
PTv
{
AT(E − AYvB)BT + CT(F − CYvD)DT
2
+ PA
T(E − AYvB)BTP + PCT(F − CYvD)DTP
2
})
= ‖Rv‖2 − ‖Rv‖
2
‖Pv‖2 trace
(
PTv
(
Pv − ‖Rv‖
2
‖Rv−1‖2 Pv−1
))
= ‖Rv‖2 − ‖Rv‖2 + ‖Rv‖
2
‖Rv−1‖2 trace(P
T
vPv−1)
= 0, (2.6)
and
trace(PTv+1Pv) = trace
((
AT(E − AYv+1B)BT + CT(F − CYv+1D)DT + PAT(E − AYv+1B)BTP
2
+ PC
T(F − CYv+1D)DTP
2
+ ‖Rv+1‖
2
‖Rv‖2 Pv
)T
Pv
)
= trace
((
(E − AYv+1B)T 0
0 (F − CYv+1D)T
)(
APvB 0
0 CPvD
))
+ ‖Rv+1‖
2
‖Rv‖2 ‖Pv‖
2
= ‖Pv‖
2
‖Rv‖2 trace(R
T
v+1(Rv − Rv+1))+
‖Rv+1‖2
‖Rv‖2 ‖Pv‖
2
= ‖Pv‖
2
‖Rv‖2 (trace(R
T
v+1Rv)− trace(RTv+1Rv+1))+
‖Rv+1‖2
‖Rv‖2 ‖Pv‖
2
= 0. (2.7)
Therefore, (2.3) holds for i = v. Hence, (2.3) holds by the principle of induction.
Step 2. Suppose that trace(RTvRj) = 0 and trace(PTvPj) = 0 for j = 1, 2, . . . , v − 1, then we show
trace(RTv+1Rj) = 0 and trace(PTv+1Pj) = 0 for j = 1, 2, . . . , v.
By using the previous lemma, we have
trace(RTv+1Rj) = trace
((
Rv − ‖Rv‖
2
‖Pv‖2
(
APvB 0
0 CPvD
))T
Rj
)
= trace(RTvRj)−
‖Rv‖2
‖Pv‖2 trace
((
BTPTvA
T 0
0 DTPTvC
T
)(
E − AYjB 0
0 F − CYjD
))
= trace(RTvRj)−
‖Rv‖2
‖Pv‖2 trace
(
PTv
{
AT(E − AYjB)BT + CT(F − CYjD)DT
2
+ PA
T(E − AYjB)BTP + PCT(F − CYjD)DTP
2
})
= trace(RTvRj)−
‖Rv‖2
‖Pv‖2 trace(P
T
vPj)+
‖Rj‖2‖Rv‖2
‖Rj−1‖2‖Pv‖2 trace(P
T
vPj−1)
= 0. (2.8)
M. Dehghan, M. Hajarian / Computers and Mathematics with Applications 56 (2008) 3246–3260 3251
From the above results, we have trace(RTv+1Rj) = 0 and trace(RTv+1Rj+1) = 0. Now we can write
trace(PTv+1Pj) = trace
((
AT(E − AYv+1B)BT + CT(F − CYv+1D)DT + PAT(E − AYv+1B)BTP
2
+ PC
T(F − CYv+1D)DTP
2
+ ‖Rv+1‖
2
‖Rv‖2 Pv
)T
Pj
)
= trace (PTj (AT(E − AYv+1B)BT + CT(F − CYv+1D)DT))+ ‖Rv+1‖2‖Rv‖2 trace(PTvPj)
= trace
((
(E − AYv+1B)T 0
0 (F − CYv+1D)T
)(
APjB 0
0 CPjD
))
= trace
(
RTv+1
(
APjB 0
0 CPjD
))
= ‖Pj‖
2
‖Rj‖2 trace(R
T
v+1(Rj − Rj+1))
= ‖Pj‖
2
‖Rj‖2 trace(R
T
v+1Rj)− trace(RTv+1Rj+1)
= 0. (2.9)
From Steps 1 and 2, the conclusion (2.2) holds by the principle of induction. 
Lemma 2.3. Assume that Problem 1.1 is consistent, and Y ∗ is an arbitrary solution of Problem 1.1. Then, for any initial generalized
centro-symmetric matrix
trace((Y ∗ − Yi)TPi) = ‖Ri‖2 for i = 1, 2, . . . ., (2.10)
where the sequences {Ri} and {Pi} are generated by Algorithm I.
Proof. We prove the conclusion by induction. If i = 1, we have
trace((Y ∗ − Y1)TP1) = trace
(
(Y ∗ − Y1)T 12
(
AT(E − AY1B)BT + CT(F − CY1D)DT
+ PAT(E − AY1B)BTP + PCT(F − CY1D)DTP
) )
= trace
(
(Y ∗ − Y1)T
(
AT(E − AY1B)BT + CT(F − CY1D)DT
) )
= trace ((E − AY1B)TA(Y ∗ − Y1)B+ (F − CY1D)TC(Y ∗ − Y1)D)
= trace
((
(E − AY1B)T 0
0 (F − CY1D)T
)(
A(Y ∗ − Y1)B 0
0 C(Y ∗ − Y1)D
))
= trace
((
(E − AY1B)T 0
0 (F − CY1D)T
)(
E − AY1B 0
0 F − CY1D
))
= ‖R1‖2. (2.11)
Now suppose the conclusion (2.10) holds for 1 ≤ i ≤ l. Then we have
trace((Y ∗ − Yl+1)TPl+1) = trace
(
(Y ∗ − Yl+1)T
(
AT(E − AYl+1B)BT + CT(F − CYl+1D)DT
2
+ PA
T(E − AYl+1B)BTP + PCT(F − CYl+1D)DTP
2
+ ‖Rl+1‖
2
‖Rl‖2 Pl
))
= trace ((Y ∗ − Yl+1)T (AT(E − AYl+1B)BT + CT(F − CYl+1D)DT))
+ ‖Rl+1‖
2
‖Rl‖2 trace((Y
∗ − Yl+1)TPl)
= trace
((
(E − AYl+1B)T 0
0 (F − CYl+1D)T
)(
(E − AYl+1B) 0
0 (F − CYl+1D)
))
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+ ‖Rl+1‖
2
‖Rl‖2 trace((Y
∗ − Yl)TPl)− ‖Rl+1‖
2
‖Pl‖2 trace(P
T
l Pl)
= ‖Rl+1‖2. (2.12)
By the induction principle, the conclusion (2.10) holds for all i = 1, 2, . . .. 
Theorem 2.1. Assume that Problem1.1 is consistent, then for any arbitrary initialmatrix Y1 ∈ CSRn×nP , a solution of Problem1.1
can be obtained with finite iteration steps in the absence of round-off errors.
Proof. Suppose Ri 6= 0 for i = 1, 2, . . . , pq + st . From Lemma 2.3, we have Pi 6= 0 for i = 1, 2, . . . , pq + st , therefore
Ypq+st+1 and Rpq+st+1 can be calculated by Algorithm I. Also from Lemma 2.2, we can write trace(RTpq+st+1Ri) = 0 for
i = 1, 2, . . . , pq + st and trace(RTi Rj) = 0 for i, j = 1, 2, . . . , pq + st (i 6= j). Therefore the sequence {Ri} consists of
an orthogonal basis of matrix space
S =
{
W |W =
(
W1 0
0 W4
)
, whereW1 ∈ Rp×q,W4 ∈ Rs×t
}
. (2.13)
Hence Rpq+st+1 = 0, i.e. Ypq+st+1 is a solution of Problem 1.1. Thus when Problem 1.1 is consistent, we can verify that the
solution of Problem 1.1 can be obtained within finite iterative steps. 
Lemma 2.4 ([18]). Assume that the consistent system of linear equations Ay = b has a solution y∗ ∈ R(AT). Then y∗ is a unique
least Frobenius norm solution of the system of linear equations.
Consider the following system of matrix equations
AYB = E,
CYD = F ,
APYPB = E,
CPYPD = F .
(2.14)
Obviously, the solvability of the above system of matrix equations is equivalent to Problem 1.1. The system of matrix
equations (2.14) is equivalent to
BT ⊗ A
DT ⊗ C
BTP ⊗ AP
DTP ⊗ CP
 vec(Y ) =
vec(E)vec(F)vec(E)
vec(F)
 . (2.15)
Now suppose G ∈ Rn×n and Ĝ ∈ Rn×n are arbitrary matrices, we have
vec(ATGBT + CTĜDT + PATGBTP + PCTĜDTP) = (B⊗ AT D⊗ CT PB⊗ PAT PD⊗ PCT)

vec(G)
vec(̂G)
vec(G)
vec(̂G)

=

BT ⊗ A
DT ⊗ C
BTP ⊗ AP
DTP ⊗ CP

T
vec(G)
vec(̂G)
vec(G)
vec(̂G)

∈ R


BT ⊗ A
DT ⊗ C
BTP ⊗ AP
DTP ⊗ CP

T .
Obviously, if we consider
Y1 = ATGBT + CTĜDT + PATGBTP + PCTĜDTP, (2.16)
then all Yk, generated by Algorithm I satisfy
vec(Yk) ∈ R


BT ⊗ A
DT ⊗ C
BTP ⊗ AP
DTP ⊗ CP

T .
Hence by Lemma 2.4, with the initial matrix Y1 given by (2.16), the solution Y ∗ obtained by Algorithm I is the least Frobenius
norm generalized centro-symmetric solution. By using the above conclusions, we can propose the following theorem.
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Theorem 2.2. Suppose that Problem 1.1 is consistent. If we take the initial matrix
Y1 = ATGBT + CTĜDT + PATGBTP + PCTĜDTP, (2.17)
where G ∈ Rn×n and Ĝ ∈ Rn×n are arbitrary, or more especially Y1 = 0, then the solution Y ∗ obtained by Algorithm I is the least
Frobenius norm generalized centro-symmetric solution of Problem 1.1.
3. The solution of Problem 1.2
In this section, we show that the optimal approximation solution of Problem 1.2 for a given matrix can be derived by
finding the least norm generalized centro-symmetric solution of a new corresponding pair of matrix equations AY˜B = E˜,
CY˜D = F˜ .
Suppose that Problem 1.1 is consistent and Y0 ∈ CSRn×n in (1.2).When Problem 1.1 is consistent, the set SY is not empty,
for Y ∈ SY , we have{
AYB = E,
CYD = F , ⇔
{
A(Y − Y0)B = E − AY0B,
C(Y − Y0)D = F − CY0D. (3.1)
Set Y˜ = Y − Y0, E˜ = E − AY0B and F˜ = F − CY0D, then the matrix nearness Problem 1.2 is equivalent to first finding the
least Frobenius norm solution Y˜ ∗ of the matrix equations{
AY˜B = E˜,
CY˜D = F˜ . (3.2)
By using Algorithm I, and letting the initial matrix be Y˜1 = ATGBT + CTĜDT + PATGBTP + PCTĜDTP , where G ∈ Rn×n and
Ĝ ∈ Rn×n are arbitrary, or more specifically, letting Y˜1 = 0, we can obtain the unique least Frobenius norm generalized
centro-symmetric solution Y˜ ∗ of the linearmatrix equations (3.2). Once the abovematrix Y˜ ∗ is obtained, the unique solution
Y of the matrix nearness Problem 1.2 can be computed. In this case, Y can be expressed as Y = Y˜ ∗ + Y0.
4. Numerical experiments
In this section, we give some numerical experiments to illustrate the performance of the proposed algorithm in Section 2.
Computations were done on a PC Pentium IV usingMATLAB 7.1. Due to the influence of the error of calculation, we consider
the matrix Z as a zero matrix if ‖Z‖ < 10−10.
Example 4.1. Consider the pair of matrix equations (1.1) with the parameter matrices
A =

1 1 1 1 1 −1
2 1 2 1 2 1
1 −9 −3 1 1 1
7 7 7 7 4 4
3 4 3 4 3 −4
1 1 2 2 2 2
 , B =

1 1 1 −1 1 −1
2 1 2 −1 −2 1
1 −9 −3 1 1 1
7 7 7 −7 4 4
3 4 3 8 3 −4
1 1 2 8 2 2
 ,
C =

1 1 1 −1 1 −1
2 −1 2 −1 −2 1
1 −9 −3 1 1 1
−7 7 −7 −7 4 4
3 4 1 8 3 −4
1 1 12 8 2 2
 , D =

2 21 −1 1 −1 2
2 −1 2 −1 −2 1
1 −9 −3 1 1 1
−7 7 −7 −7 4 4
3 4 1 8 3 −4
1 1 12 8 2 2
 ,
and
E =

674 1416 952 −434 222 156
−126 1650 374 1202 224 −1248
−5030 −6148 −5908 278 −1978 −2368
2052 8234 3778 2252 1956 −3334
2948 5102 3786 −2168 982 1016
−248 1484 100 1472 422 −1882
 ,
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Fig. 1. The relative error of the solution and the residual for Example 4.1.
F =

−236 −312 1048 86 146 206
−278 −2002 1318 −294 −424 −184
2064 −3900 −1788 410 −2110 −2170
4054 6086 2942 7796 1592 −212
−2922 2154 −5102 −3656 1798 222
−1834 −720 −3568 −1508 990 −4052
 .
It can be verified that thesematrix equations are consistent over generalized centro-symmetricmatrix Y and have a solution
with respect to P as follows:
Y ∗ =

−30 0 −20 0 0 0
0 40 0 50 32 24
−32 0 −54 0 0 0
0 −26 0 20 20 −46
0 −24 0 −28 50 −22
0 −54 0 −44 56 −26
 ∈ CSR6×6P , where P =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 .
If we let the initial matrix Y1 = 0, applying Algorithm I, we obtain the sequence {Yk} that after 32 steps is
Y32 =

−30.0000 0.0000 −20.0000 −0.0000 0.0000 0.0000
−0.0000 40.0000 −0.0000 50.0000 32.0000 24.0000
−32.0000 −0.0000 −54.0000 0.0000 0.0000 −0.0000
0.0000 −26.0000 0.0000 20.0000 20.0000 −46.0000
−0.0000 −24.0000 −0.0000 −28.0000 50.0000 −22.0000
−0.0000 −54.0000 0.0000 −44.0000 56.0000 −26.0000

with
‖R32‖ =
∥∥∥∥(E − AY32B 00 F − CY32D
)∥∥∥∥ = 6.5597× 10−11.
The obtained results are presented in Fig. 1, where δk = ‖Yk−Y∗‖‖Y∗‖ and rk = ‖Rk‖.
Let
Y1 =

−18.0000 0 −12.0000 0 0 0
0 24.0000 0 30.0000 19.2000 14.4000
−19.2000 0 −32.4000 0 0 0
0 −15.6000 0 12.0000 12.0000 −27.6000
0 −14.4000 0 −16.8000 30.0000 −13.2000
0 −32.4000 0 −26.4000 33.6000 −15.6000
 ,
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Fig. 2. The relative error of the solution and the residual for Example 4.1.
by Algorithm I, we obtain
Y32 =

−30.0000 0.0000 −20.0000 −0.0000 0.0000 0.0000
−0.0000 40.0000 −0.0000 50.0000 32.0000 24.0000
−32.0000 −0.0000 −54.0000 0.0000 0.0000 −0.0000
0.0000 −26.0000 0.0000 20.0000 20.0000 −46.0000
−0.0000 −24.0000 −0.0000 −28.0000 50.0000 −22.0000
−0.0000 −54.0000 0.0000 −44.0000 56.0000 −26.0000
 ,
with
‖R32‖ =
∥∥∥∥(E − AY32B 00 F − CY32D
)∥∥∥∥ = 5.1909× 10−11.
Now we show that Y32 is a generalized centro-symmetric matrix. We have
PY32P − Y32 = 10−14

0 −0.0946 0 0.0675 0.0155 0.0462
−0.5678 0 −0.3133 0 0 0
0 −0.0550 0 −0.8114 0.4799 −0.0375
0.1355 0 −0.2089 0 0 0
−0.0313 0 0.0253 0 0 0
0.0236 0 0.0021 0 0 0
 ,
and ‖PY32P−Y32‖ = 1.1805×10−14 < 10−10. Therefore Y32 is a generalized centro-symmetricmatrix. The obtained results
are presented in Fig. 2.
Example 4.2. Consider the least norm generalized centro-symmetric solution of the matrix equations in Example 4.1. Let
Y1 = ATGBT + CTĜDT + PATGBTP + PCTĜDTP , where
G = Ĝ =

6.0000 0 7.2000 0 0 0
0 −2.4000 0 3.6000 −7.2000 2.4000
3.6000 0 8.4000 0 0 0
0 −3.6000 0 10.8000 −8.4000 −3.6000
0 4.8000 0 6.0000 −6.0000 9.6000
0 8.4000 0 2.4000 −9.6000 −4.8000
 .
Due to (2.17), we obtain
Y1 = 103

1.5288 0 −0.7392 0 0− 0.0000
0 −0.4032 −0.0000 −4.1328 1.1952 0.5808
4.8504 0 −2.3616 0 0.0000 0
0 0.4608 0 0.2016 1.2624 1.5216
0 0.5040 0 −2.4336 1.6944 2.1264
0 −0.0720 0 −2.8464 1.0848 0.0624
 .
3256 M. Dehghan, M. Hajarian / Computers and Mathematics with Applications 56 (2008) 3246–3260
Fig. 3. The relative error of the solution and the residual for Example 4.2.
By applying Algorithm I, we get the least norm generalized centro-symmetric solution by the following
Y37 =

−30.0000 −0.0000 −20.0000 0.0000 0.0000 −0.0000
0.0000 40.0000 0.0000 50.0000 32.0000 24.0000
−32.0000 −0.0000 −54.0000 0.0000 −0.0000 0.0000
−0.0000 −26.0000 0.0000 20.0000 20.0000 −46.0000
0.0000 −24.0000 −0.0000 −28.0000 50.0000 −22.0000
−0.0000 −54.0000 −0.0000 −44.0000 56.0000 −26.0000
 ,
with
‖R37‖ =
∥∥∥∥(E − AY37B 00 F − CY37D
)∥∥∥∥ = 2.7620× 10−11.
The obtained results are presented in Fig. 3.
Example 4.3. Choose the matrices A, B, C,D, E and F as same as in Example 4.1, Assume
Y0 =

−48.0000 0 −32.0000 0 0 0
0 64.0000 0 80.0000 51.2000 38.4000
−51.2000 0 −86.4000 0 0 0
0 −41.6000 0 32.0000 32.0000 −73.6000
0 −38.4000 0 −44.8000 80.0000 −35.2000
0 −86.4000 0 −70.4000 89.6000 −41.6000
 ∈ CSR6×6P .
Computing E − AY0B and F − CY0D, we can obtain the solution Y of Problem 1.2 by finding the least norm generalized
centro-symmetric solution Y˜ ∗ of (3.2). By applying Algorithm I with Y˜1 = 0 for the matrix equations (3.2), we have
Y˜ ∗ = Y˜32 =

18.0000 −0.0000 12.0000 −0.0000 0.0000 0.0000
−0.0000 −24.0000 −0.0000 −30.0000 −19.2000 −14.4000
19.2000 −0.0000 32.4000 −0.0000 −0.0000 −0.0000
0.0000 15.6000 −0.0000 −12.0000 −12.0000 27.6000
0.0000 14.4000 0.0000 16.8000 −30.0000 13.2000
0.0000 32.4000 0.0000 26.4000 −33.6000 15.6000

with a corresponding residual
‖R32‖ =
∥∥∥∥(E − AY˜32B 00 F − CY˜32D
)∥∥∥∥ = 3.0713× 10−11.
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Fig. 4. The relative error of the solution and the residual for Example 4.3.
Also ‖PY˜32P − Y˜32‖ = 8.9914 × 10−15 < 10−10. Therefore Y˜32 is a generalized centro-symmetric matrix. Now we can
obtain Y as follows:
Y = Y˜ ∗ + Y0 =

−30.0000 −0.0000 −20.0000 −0.0000 0.0000 0.0000
−0.0000 40.0000 −0.0000 50.0000 32.0000 24.0000
−32.0000 −0.0000 −54.0000 −0.0000 −0.0000 −0.0000
0.0000 −26.0000 −0.0000 20.0000 20.0000 −46.0000
0.0000 −24.0000 0.0000 −28.0000 50.0000 −22.0000
0.0000 −54.0000 0.0000 −44.0000 56.0000 −26.0000
 .
The obtained results are presented in Fig. 4.
Example 4.4. Let
A =

2 4 0 8 −2 2
4 4 4 −2 −2 14
4 4 8 16 8 2
0 0 6 6 6 2
8 8 10 10 12 14
−2 −2 −2 2 2 2
 , B =

−1 −2 1 1 2 3
−3 −4 1 1 −1 1
1 1 0 7 6 5
1 2 1 1 1 −4
2 2 2 2 2 1
1 3 3 3 8 3
 ,
C =

36 −14 −18 20 −16 328
128 −218 20 −372 −858 −220
126 72 226 318 380 994
6 −96 130 194 114 470
166 −26 126 118 −216 1134
−50 −122 −10 142 64 64
 , D =

4 8 −2 6 −6 −4
10 12 2 −4 0 12
2 2 8 2 −4 −8
−2 −4 4 4 4 10
4 4 6 6 8 12
−4 −8 −8 −4 −14 −4
 ,
and
E =

28 52 120 204 260 108
8 20 168 336 388 216
112 204 376 600 796 288
76 136 192 276 392 108
132 244 536 900 1156 468
84 144 48 −36 48 −108
 ,
F =

−1200 −5136 1392 4016 −1408 11952
3560 20120 −6920 −17960 7200 −52200
6800 −8416 13552 23696 −15248 60912
−1832 −10688 3752 9656 −3912 28008
4368 −4872 8400 14560 −9464 37296
−6904 −12328 −1832 1784 2560 9720
 .
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Fig. 5. The relative error of the solution and the residual for Example 4.4.
It can be verified that thesematrix equations are consistent over generalized centro-symmetricmatrix Y and have a solution
with respect to P as follows:
Y ∗ =

2 2 2 0 0 0
2 2 2 0 0 0
2 2 2 0 0 0
0 0 0 2 2 2
0 0 0 2 2 2
0 0 0 2 2 2
 ∈ CSR6×6P , where P =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 .
We suppose that the initial iterative matrix is chosen as a zero matrix. By Algorithm I, we obtain a solution, that is
Y43 =

2.0000 2.0000 2.0000 0 0 0
2.0000 2.0000 2.0000 0 0 0
2.0000 2.0000 2.0000 0 0 0
0 0 0.0000 2.0000 2.0000 2.0000
0 0 0 2.0000 2.0000 2.0000
0 0 0 2.0000 2.0000 2.0000

with
‖R43‖ = 2.7744× 10−11.
The obtained results are presented in Fig. 5.
Now assume
Y0 =

1 1 0 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 4 4 4
0 0 0 4 4 4
0 0 0 4 4 4
 ∈ CSR6×6P .
Similarly to the previous example, by calculating E − AY0B and F − CY0D, and using Algorithm I with Y˜1 = 0 for the matrix
equations (3.2), we have
Y˜ ∗ = Y˜44 =

1.0000 1.0000 2.0000 0 0 0
1.0000 1.0000 1.0000 0 0 0
1.0000 1.0000 1.0000 0 0 0
0 0 0 −2.0000 −2.0000 −2.0000
0 0 0 −2.0000 −2.0000 −2.0000
0 0 0 −2.0000 −2.0000 −2.0000

with a corresponding residual
‖R47‖ = 1.0663× 10−11.
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Fig. 6. The relative error of the solution and the residual for Example 4.4.
Now we can obtain Y as follows:
Y = Y˜ ∗ + Y0 =

2.0000 2.0000 2.0000 0 0 0
2.0000 2.0000 2.0000 0 0 0
2.0000 2.0000 2.0000 0 0 0
0 0 0.0000 2.0000 2.0000 2.0000
0 0 0 2.0000 2.0000 2.0000
0 0 0 2.0000 2.0000 2.0000
 .
The obtained results are presented in Fig. 6.
5. Concluding remarks
In this work, we first proposed an iterative method, that is, Algorithm I, for solving Problem 1.1. Then we proved, if
Problem 1.1 is consistent, for any initial generalized centro-symmetric matrix, the sequence {Yk} generated by Algorithm
I, converges to its generalized centro-symmetric solution within finite iteration steps. Also we showed, the least norm
generalized centro-symmetric solution of thematrix equations can be obtained by choosing a suitable initial iterativematrix.
Furthermore, applying Algorithm I, we solved Problem 1.2. Finally, some numerical examples were presented to support the
theoretical results of this paper.
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