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Abstract 
In this article, we report a new result of the error limit to be used for the RMT-test, which we have proposed earlier in 
order to measure the randomness of one-dimensional data sequence based on the comparison to the theoretical value 
derived by the random matrix theory (RMT). This new limit is obtained by comparing the error level of the RMT-test to the 
result of the NIST test. We prepared data sequences of various levels of randomness by shuffling a regular sequence many 
times. The result shows that the RMT error must be less than 0.60% in order to satisfy the requirement of the NIST test. 
This new limit is severer than the limit that we have obtained in the study of pseudo-random sequences. Although we need 
to consider the fact that the previous limit was the result of averaging over many samples, and the NIST test is applied only 
binary sequences and the conditions to apply the two tests are not the same, this result suggests us to reconsider the error 
limit of the RMT-test in more detail. 
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1. Introduction 
The randomness means a degree of the difficulty at the time of predicting the next element in a sequence of 
numbers. In practice, however, a good tool to measure the randomness of a given data sequence is hard to find, 
just like the difficulty finding good random generators as well [1]. Many standard tools, such as JIS, NIST tools 
which are used in the field of cryptography [2], and so on,  are bound to use a combination of multiple criteria 
to determine the randomness. Furthermore, a data type (binary, integer, or real numbers) and length are 
strongly restricted. 
In order to overcome such difficulty, the authors have developed a new methodology, the RMT-test, by 
applying the random matrix theory (RMT) [3-5]. The advantage of the RMT-test is that it can measure the 
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randomness of any type of sequences by a single evaluation criteria. On the other hand, the RMT-test requires a
long data sequences, which is often difficult in practical applications, since the lengths of real data do not meet 
the minimum length to satisfy Q=L/N>1, and N>100 required to justify the RMT formula.
The RMT-test has been applied on pseudo-random sequences and physical random sequences. The result 
shows that the degree of the randomness of output of those renowned random number generators are extremely 
high. The results were used to determine the criteria to define a good random numbers, in the former works by 
the authors [3-5]. Individual data sequence of 'good' random numbers show very little difference between the 
measured values of the 6-th moment and its ideal value derived from the RMT formula to be smaller than one
percent. However, the sample mean over 100 samples lie around a few percent, due to large fluctuation.
The same tools was also applied on real-world data, such as log-return sequences of the pseudo-random 
numbers or the physical random numbers, to prove that the process of taking log-return adds a certain "off-
randomness" to the data sequences thus lowers the level of randomness in such log-return series. Obviously, the 
degree of randomness of the log-return sequences is expected to be very low. The average difference between
the measured moments and their ideal values become as large as 10-20 percent.
Due to the lack of existing good data having the intermediate level of randomness that satisfies the RMT 
conditions, in the real-world data, it has been difficult to fill the gap between 'good' random numbers and 'bad'
random numbers. In order to pin-point the border between the 'highly random' data and the 'poorly random' data,
a series of sequences in various levels of randomness are artificially prepared by shuffling in sufficient times
until the sequences pass the NIST randomness test. The level of randomness that passes the NIST randomness
test is supposed to be the border between the 'good random number' and the 'poor random number' in the sense
described above.
2. Outline of the RMT-test
The method used in this paper is to compare the eigenvalue distribution of the correlation matrix, between N 
time series of length L, to the corresponding theoretical formula of the eigenvalue distribution derived from the
random matrix theory in the limit of N and L going to infinity, keeping Q = L/N as a constant[6-11]. This
method is applied to the stock market in 2002 by Plerou [9]. The outline of the method is as below.
At first, a long sequence is cut into N pieces of equal length L, then shape them in an L ×N matrix, by 
placing the first L elements in the 1st row of the matrix, and the next L elements in the 2nd row, etc., by 
discarding the remainder if the length of the sequence is not divisible by L. Then we normalize each column of 
the matrix to have zero mean and single variance, do the correlation matrix C by calculate the inner product of 
the normalized matrix. Obtain the eigenvalues of correlation matrix C by numerical calculation, measure the 
randomness of the sequence by comparing the eigenvalue distribution to the corresponding theoretical formula
in Eq.(1). Because the maximum and minimum value of eigenvalue λ can be calculate by Q in Eq.(2), it is
known that the parameter of Eq.(1) is Q only. As shown in Fig.1, if the two lines match, that data passes the
RMT-test, and if they do not match, it fails the RMT-test. This is the qualitative evaluation of RMT-test.
(1)
(2)
Fig.1 Method of dividing the random number sequence
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Fig.2 Arrangement of the data sequence of random numbers
Secondly, in order to compare the shape of the eigenvalue distribution which is so-called Marcenko-Pastur 
distribution we employ the moment method [4]. The quantitative evaluation based on the moment method 
compare the k-th moment of the obtained eigenvalues
(3)
to the corresponding theoretical formula obtained from PRMT
(4)
The difference between       and     indicates the level of off-randomness of the data sequences. Using the 6th
moment (k=6), the difference between the two quantities, which is called as the ‘Error’,
|Error| = |m6㸫ȣ6 |                (5)
has been obtained for massive data of pseudo-random sequences as well as physical random sequences [5]. 
The maximum Errors for both pseudo-random numbers, such as rand(), and the Mersenne Twister, are
smaller than 1 percent for individual data sequence, and a few percent for the sample average plus twice the
standard deviation over 100 samples. The results for the three different physical number generators are also in 
the same range. On the other hand, the Error for the log-return sequences of those random sequences ended up
to be as large as 10-20 percent. Although it is expected that the borderline to divide the randomness and the off-
randomness should reside between those two values, an independent source is required to determine the precise
level of Error to be used as the randomness criterion.
3. NIST randomness test
An independent criterion to compare with the RMT-test would help to determine the objective border 
between the high randomness and low randomness. The NIST randomness test is one in the candidate who
serves as such a role. The NIST SP 800-22 is the U.S. standard statistical randomness test whose source code is 
published on the website of NIST [2]. In addition, NIST randomness test is widely used as an assay whether 
this can be used as ciphers. The NIST SP 800-22 tests the randomness of data sequence in ASCII format 
consisting of 0 and 1 by means of applying the following 15 types of assays.
z Frequency (frequency of letters)
z Block Frequency (frequency of blocks)
z Cumulative Sums
z Runs
z Longest Run (within block)
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z Rank (rank of matrix in binary) 
z FFT(discrete Fourier transform) 
z Non Overlapping Template (template matching without overlapping) 
z Overlapping Template (template matching with overlapping) 
z Universal (statistical assay by Maurer) 
z Approximate Entropy 
z Random Excursions  
z Random Excursions Variant 
z Serial  
z Linear Complexity  
  
The length of the sequence that NIST SP 800-22 test is recommended is 1,000,000  [12]. In addition, at least 
55 samples are to be prepared in order to obtain statistically significant results.  
 
4. Shuffled data having various levels of randomness 
In exploring the criteria to be highly random by comparing the NIST randomness test and the RMT-test, it is 
essential to prepare the data sequences of a fixed length (very large, e.g., 1,000,000) in various levels of 
randomness. As a matter of fact, however, it is rather hard to find data sequences having intermediate levels of 
randomness. For example, the randomness levels of the output sequences of pseudo-random generators 
installed in computers are too high, and the randomness levels of the real-world data given by financial, social, 
or biological statistics are substantially low in general. Therefore, it is more convenient to create a set of 
artificial data in various levels of randomness by shuffling a regular sequence. As the number of shuffles 
increases, the randomness of the sequence is expected to grow. In order to meet the requirement of the NIST, 
55 sequences are prepared each of which has the length of 1,000,000.  
The initial sequence is constructed by placing fifty consecutive 0's and fifty consecutive 1's alternatively by 
ten thousand times to make the total length to be 1,000,000. This guarantees the equal frequencies of 0's and 1's 
in the data sequences. Then a shuffling is applied by exchanging randomly chosen two elements in the 
sequence. By repeating this shuffling T times, various data sequences are created. It is expected that the degree 
of randomness monotonically increases in proportional to T. For example, the sequences of 1 million shuffles, 
2 million shuffles are constructed as follows, respectively. 
 
(1) The initial sequence is shuffled by 1,000,000 times, and the result is written on the file named 
“the ransom number sequence of 1,000,000 shuffles”. 
(2) The sequence created in (1) is further shuffled by 1,000,000 times, and the result is written on the 
file named “the ransom number sequence of  2,000,000 shuffles”. 
 
By means of repeating this process, 55 samples in various levels of randomness are created for testing. The 
number 55 is required to apply the NIST test. 
 
5. Results of the RMT- test and the NIST 
First of all, it is necessary to confirm whether the randomness indeed increases according to the number of 
shuffles. The result of the quantitative evaluation of the RMT-test applied on the random number sequences 
created by shuffling 1,000,000~5,000,000 times is summarized in Fig. 3, where, the vertical axis shows the 
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|Error| in Eq. (5) averaged over 55 samples and the horizontal axis shows the number of shuffles, denoted by T. 
The moments of k=2,...,6 are shown, since the case k=1 has no error by definition. 
 
Fig.3 |ERROR| in the RMT-test is plotted as a function of T (k=2-6) 
As the number of shuffles increases, the values of |Error| decreases monotonically before saturating at around 
T=1.8 million. This confirms that the shuffling indeed helps increasing the randomness of given sequences.  
In order to cross check the result, the NIST test is applied on the same set of data. Since the NIST is designed 
to apply on a sequence in ASCII format consisting of 0 and 1, the data sequences are converted to the 0-1 data 
by using the median as the boundary. In all of the 15 assays in the NIST randomness test, the success or the 
failure is determined by the ratio of the number of samples that have passed the test. If the ratio is greater than 
or equal to a certain level, the sequence is determined to pass the test. The result of the NIST randomness test 
using the sequences of  1,000,000~5,000,000 shuffles is summarized in Table 1. The data used in the NIST 
randomness test are the same sequences used for the RMT-test. The result shows that the data with more than 
1.7 million shuffles pass all the 15 assays, except for occasional failures at one particular assay. 
 
Table 1. Result of the NIST randomness test 
㼀㼕㼙㼑㻌㼛㼒㻌㼟㼔㼡㼒㼒㼘㼑
㻔㼙㼕㼘㼘㼕㼛㼚㻌㼠㼕㼙㼑㼟㻕 㻼㼍㼟㼟㻌㼞㼍㼠㼑
㼀㼕㼙㼑㻌㼛㼒㻌㼟㼔㼡㼒㼒㼘㼑
㻔㼙㼕㼘㼘㼕㼛㼚㻌㼠㼕㼙㼑㼟㻕 㻼㼍㼟㼟㻌㼞㼍㼠㼑
㼀㼕㼙㼑㻌㼛㼒㻌㼟㼔㼡㼒㼒㼘㼑
㻔㼙㼕㼘㼘㼕㼛㼚㻌㼠㼕㼙㼑㼟㻕 㻼㼍㼟㼟㻌㼞㼍㼠㼑
㻝㻜㻜 㻡㻛㻝㻡 㻞㻠㻜 㻝㻡㻛㻝㻡 㻟㻤㻜 㻝㻡㻛㻝㻡
㻝㻝㻜 㻣㻛㻝㻡 㻞㻡㻜 㻝㻠㻛㻝㻡 㻟㻥㻜 㻝㻡㻛㻝㻡
㻝㻞㻜 㻣㻛㻝㻡 㻞㻢㻜 㻝㻡㻛㻝㻡 㻠㻜㻜 㻝㻡㻛㻝㻡
㻝㻟㻜 㻣㻛㻝㻡 㻞㻣㻜 㻝㻠㻛㻝㻡 㻠㻝㻜 㻝㻡㻛㻝㻡
㻝㻠㻜 㻣㻛㻝㻡 㻞㻤㻜 㻝㻡㻛㻝㻡 㻠㻞㻜 㻝㻡㻛㻝㻡
㻝㻡㻜 㻝㻜㻛㻝㻡 㻞㻥㻜 㻝㻠㻛㻝㻡 㻠㻟㻜 㻝㻡㻛㻝㻡
㻝㻢㻜 㻝㻟㻛㻝㻡 㻟㻜㻜 㻝㻡㻛㻝㻡 㻠㻠㻜 㻝㻡㻛㻝㻡
㻝㻣㻜 㻝㻠㻛㻝㻡 㻟㻝㻜 㻝㻡㻛㻝㻡 㻠㻡㻜 㻝㻡㻛㻝㻡
㻝㻤㻜 㻝㻠㻛㻝㻡 㻟㻞㻜 㻝㻠㻛㻝㻡 㻠㻢㻜 㻝㻠㻛㻝㻡
㻝㻥㻜 㻝㻡㻛㻝㻡 㻟㻟㻜 㻝㻠㻛㻝㻡 㻠㻣㻜 㻝㻡㻛㻝㻡
㻞㻜㻜 㻝㻡㻛㻝㻡 㻟㻠㻜 㻝㻠㻛㻝㻡 㻠㻤㻜 㻝㻡㻛㻝㻡
㻞㻝㻜 㻝㻡㻛㻝㻡 㻟㻡㻜 㻝㻡㻛㻝㻡 㻠㻥㻜 㻝㻡㻛㻝㻡
㻞㻞㻜 㻝㻠㻛㻝㻡 㻟㻢㻜 㻝㻠㻛㻝㻡 㻡㻜㻜 㻝㻡㻛㻝㻡
㻞㻟㻜 㻝㻡㻛㻝㻡 㻟㻣㻜 㻝㻠㻛㻝㻡  
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Table 2. Comparison of the RMT-test and the NIST randomness test 
㻾㻹㼀㻙㼠㼑㼟㼠
㻱㼞㼞㼛㼞㻔㻑㻕
㻺㻵㻿㼀㻌㼞㼍㼚㼐㼛㼙㼚㼑㼟㼟㻌㼠㼑㼟㼠
㻼㼍㼟㼟㻌㼞㼍㼠㼑
㻾㻹㼀㻙㼠㼑㼟㼠
㻱㼞㼞㼛㼞㻔㻑㻕
㻺㻵㻿㼀㻌㼞㼍㼚㼐㼛㼙㼚㼑㼟㼟㻌㼠㼑㼟㼠
㻼㼍㼟㼟㻌㼞㼍㼠㼑
㻾㻹㼀㻙㼠㼑㼟㼠
㻱㼞㼞㼛㼞㻔㻑㻕
㻺㻵㻿㼀㻌㼞㼍㼚㼐㼛㼙㼚㼑㼟㼟㻌㼠㼑㼟㼠
㻼㼍㼟㼟㻌㼞㼍㼠㼑
㻞㻥㻡㻤㻞㻚㻤㻤 㻡㻛㻝㻡 㻜㻚㻟㻝 㻝㻡㻛㻝㻡 㻜㻚㻞㻜 㻝㻡㻛㻝㻡
㻟㻤㻜㻟㻚㻤㻣 㻣㻛㻝㻡 㻜㻚㻟㻜 㻝㻠㻛㻝㻡 㻜㻚㻞㻜 㻝㻡㻛㻝㻡
㻡㻣㻞㻚㻜㻥 㻣㻛㻝㻡 㻜㻚㻞㻥 㻝㻡㻛㻝㻡 㻜㻚㻝㻥 㻝㻡㻛㻝㻡
㻝㻜㻝㻚㻤㻜 㻣㻛㻝㻡 㻜㻚㻞㻤 㻝㻠㻛㻝㻡 㻜㻚㻝㻥 㻝㻡㻛㻝㻡
㻞㻞㻚㻞㻣 㻣㻛㻝㻡 㻜㻚㻞㻤 㻝㻡㻛㻝㻡 㻜㻚㻝㻤 㻝㻡㻛㻝㻡
㻡㻚㻣㻥 㻝㻜㻛㻝㻡 㻜㻚㻞㻤 㻝㻠㻛㻝㻡 㻜㻚㻝㻤 㻝㻡㻛㻝㻡
㻝㻚㻢㻜 㻝㻟㻛㻝㻡 㻜㻚㻞㻢 㻝㻡㻛㻝㻡 㻜㻚㻝㻤 㻝㻡㻛㻝㻡
㻜㻚㻢㻜 㻝㻠㻛㻝㻡 㻜㻚㻞㻡 㻝㻡㻛㻝㻡 㻜㻚㻝㻠 㻝㻡㻛㻝㻡
㻜㻚㻟㻤 㻝㻠㻛㻝㻡 㻜㻚㻞㻠 㻝㻠㻛㻝㻡 㻜㻚㻝㻞 㻝㻠㻛㻝㻡
㻜㻚㻟㻢 㻝㻡㻛㻝㻡 㻜㻚㻞㻞 㻝㻠㻛㻝㻡 㻜㻚㻝㻝 㻝㻡㻛㻝㻡
㻜㻚㻟㻡 㻝㻡㻛㻝㻡 㻜㻚㻞㻝 㻝㻠㻛㻝㻡 㻜㻚㻝㻜 㻝㻡㻛㻝㻡
㻜㻚㻟㻠 㻝㻡㻛㻝㻡 㻜㻚㻞㻝 㻝㻡㻛㻝㻡 㻜㻚㻝㻜 㻝㻡㻛㻝㻡
㻜㻚㻟㻠 㻝㻠㻛㻝㻡 㻜㻚㻞㻝 㻝㻠㻛㻝㻡 㻜㻚㻝㻜 㻝㻡㻛㻝㻡
㻜㻚㻟㻞 㻝㻡㻛㻝㻡 㻜㻚㻞㻜 㻝㻠㻛㻝㻡  
The results of the RMT-test for k=2 and the NIST test using the same set of data are compared in Table 2, in 
which the data in Fig.3 is sorted in the descending order of  |Error| to be compared to the results of the NIST 
test. Although the same values for the |Errors| in the RMT-test appear multiple times in Table 2, each value 
corresponds to a different value of shuffling time T. 
The result in Table 2 shows that data which pass the NIST randomness test, by passing at least 14 out of 15 
assays, are the sequences of |Error| <  0.60%  in the RMT-test (shown in Table 2 in bold characters), the all 
sequences have a high pass rate because 14 out of 15 kinds or more are determined to pass. 
6.  Difference by the number of symbols 
The purpose of this chapter is to check if the result depends on the number of symbols or not. Since the result 
obtained so far is on the case of the number of symbols being two (0 and 1), data using various kinds of 
symbols are used in order to check the symbol dependence. 
The initial sequence is prepared by placing a hundred decimal numbers, 00, .., 99 in ascending order and 
combine ten thousand pieces of the same sequences to make the total length to be 1,000,000. By means of 
shuffling this initial sequence by T times, data sequences having various levels of randomness are created. The 
result using this decimal data is compared to the case of using two symbols (0 and 1) in Fig. 4. 
 
Fig.4 Comparison of two different numbers of symbols, 2 and 100 in the graphs of ERROR as a function of T (in million times). 
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The result in Fig.4 is summarized as follows: 
1. |Error| decreases monotonically before the saturation point 
2. |Error| fluctuates for less than 1% after reaching the saturation point 
 
In addition, a comparison of the results of the RMT-test for the data composed of two symbols (0 and 1), ten 
symbols (0, 1, .., 9), and a hundred symbols (0,.., 99) are shown in Fig. 5. Likewise, the corresponding results 
of the NIST are shown in Fig.6, in which the vertical axis labelled by RESULT represents the number of 
passed assays out of total 15. As a result, different numbers of the symbols, 2, 10, and 100 did not show any 
significant difference, as shown in Figs. 5 and 6. 
 
 
Fig.5 Result in the RMT-test 
 
 
Fig.6 Result in the NIST randomness test 
 
 
Finally, the cases of very high randomness given by the pseudo random generators and physical random 
numbers are examined for the sake of comparison. As shown in Table 3, the values of |Error| for all the cases 
are less than 0.3% in the RMT-test, and the rate of passed assays being 14 or larger out of 15 in the NIST.  
For the sake of comparison, the degree of randomness of log-return sequences are examined as an example 
of low randomness, which are created by converting random number sequence NAAA ...,, ,21  converted to 
1,21 ...,, NBBB  by using the following equation 
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Table 3. Comparison using Pseudo-random number(LCG) and Three types of physical random number 
Kind of random number RMT-test 
Error(%) 
NIST randomness test 
Pass rate 
LCG -0.2831 14/15 
Hitachi -0.1597 15/15 
Toshiba 0.0026 15/15 
Tokyo -0.1194 15/15 
 
Table 4. Comparison using log-return sequences as examples of low random data created by using Eq. (6). 
Kind of random number RMT-test 
Error(%) 
NIST randomness test 
Pass rate 
LCG 99.3042 5/15 
Hitachi 98.8686 5/15 
Toshiba 99.2463 5/15 
Tokyo 98.7580 5/15 
 
7.  Conclusion and Discussions 
In this article, the effect of shuffling has been confirmed both in the RMT-test and NIST randomness test, 
and the criteria of “The good random number in the case of considering NIST randomness test” has been 
determined to be |Error| < 0.60% in the RMT-test, that corresponds to the number of assays to be passed be at 
least 14 out of total 15 in the NIST. According to the survey, the sequences shuffled between 1.7 million and 
1.8 million times failed only in the assay of “Runs”, while the sequences more than 1.8 million times failed 
only in the assay of “Non Overlapping Template”. This fact seems to imply that the randomness calculated by 
the RMT-test  is not related to the assay of “Non Overlapping Template” in the NIST test. 
 The criterion of randomness |Error| < 0.60% reported in this article is substantially small compared to the 
value |Error| <  5% obtained in our previous result. In addition, if the number of shuffle is higher, the pass rate 
in NIST randomness test is high. In fact, NIST randomness test is widely used as the assay by the cipher. 
Therefore, the sequence is suitable as a cipher when randomness is high by the result in 5.3. From the above, 
the sequences that their pass rate of NIST randomness test are 14/15 or 15/15 and their values of the error 
calculated by RMT-test are 0.60% or less are determined as “the good random number appropriate degree as a 
cipher”. 
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