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1. INTRODUCTION 
• ~ 1.1 Goodness of Fit 
A common problem in Statistics is to test whether a ran­
dom sample X^, comes from a population having a 
cumulative distribution function (c.d.f.) F^, where F^ is a 
completely specified c.d.f.; i.e. we propose to test the 
hypothesis 
Ho: P = Fo 
against the alternatives 
where F is the c.d.f. of the population from which the sample 
X^, is drawn. Choosing a test of goodness of fit 
can be interpreted as deciding in what sense the discrepancy 
between the population and the sample is to be measured. 
Statistics to test are of two types; tests of struc­
ture (d) and tests which are not of structure (d). A test 
of was said to be of structure (d) in Birnbaum (1953) if 
it is based on = F^(X%), i=l,...,n}, which under are 
distributed as Uniform random variables. Such tests are also 
said to be distribution-free in the sense that the distribu­
tion of the test statistic given that is true is the same 
for all continuous c.d.f.'s F . 
o 
Tests of structure (d) are mainly of two types: those 
based on empirical distribution functions and those based on 
2 
spacings. 
The tests based on empirical distribution functions use 
some measurement of the distance between the proposed cumula­
tive distribution function and the empirical distribution 
function as its discrepancy measure^ Examples are Cramer-
von Mises and Kolmogorov-Smirnov tests. These tests yield 
good minimum power over classes of alternatives F* satisfying: 
distance (F*, F^) ^ 6. As pointed out by Massey (1951), these 
tests are consistent but biased. A good survey article on 
Cramer-von Mises and Kolmogorov-Smirnov type tests is Darling 
(1957). 
Goodness of fit tests based on sample spacings will be 
considered in the next section. 
2 Tests that are not of structure (d) are either x -type 
tests or tests that are geared to special properties of par­
ticular distribution functions. One example of the latter 
is the test for Normality based on the sample estimate of 
kurtosis. Since there are many distributions having gg = 3' 
this Hiest"would not distinguish between one of these distri-
butions and the Normal distribution. A good survey of % -
type tests is Cochran (1952). 
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1.2. Goodness of Fit Based on Spacings 
Let X2,...,X^ be a random sample from a distribu­
tion with a continuous cumulative distribution function 
(c.d.f.) F(x). Let - CO = X(a) < X(i) <...< X(n) < X(n+l)= " 
denote the order statistics obtained by arranging the X^'s 
in increasing order. Then the sample spacings 
i=l,...,n+l} are defined by 
Vi = Po(X(i)) - Fo'X(i-l))' 1=1 "+1 ' 
Then under the are distributed as sample spacings (or 
sample coverages) from the Uniform distribution. 
Although the main interest of this thesis is in spacings 
as they arise in the context of distribution-free tests of 
goodness of fit, it should be emphasized that the first 
studies of Uniform spacings were concerned with the randomness 
of a series of events, and were motivated by the fact that 
the intervals between successive events of a Poisson process, 
conditioned on the number of events in a specified interval, 
are distributed like Uniform spacings. The earliest studies 
along this line were by Whitworth (1887) , Bortkiewicz (1915) 
and Morant (1920), a brief discussion of which is contained 
in Appendix I of Greenwood (1946). Other references along 
this line are Sukhatme (1936, 1937), who coined the phrase 
interval analysis to distinguish it from the more frequently 
used counting analysis. A more modern discussion of series 
4 
of events is contained in Cox and Lewis (1966). 
The main difference between the tests based on spacings 
and those based on the empirical distribution, as mentioned 
in Pyke (1965), lies in the fact that "tests based on the 
empirical distribution function are only sensitive to signifi­
cant changes in distribution functions, whereas tests based 
on spacings are designed to detect differences between den­
sity functions (or between rate functions X(t) in the context 
of series of events.)" Closeness of the true distribution 
function to in no way implies closeness between the corres­
ponding densities. ' ~ 
The tests that we will consider will be based on ordered 
spacings for the reason that, just as many tests based on . 
order statistics, or equivalently on the empirical distri­
bution function, are invariant under permutations of the 
original observations, it is natural to ask that the tests 
based on spacings should be invariant under permutations of 
the spacings, the spacings being interchangeable random 
variables under H . 
o 
Most of the theory of spacings crystallized from Green­
wood's 194 6 invited paper read before the Royal Statistical 
Society. Greenwood proposed a spacings test for randomness 
of a series of events in order to decide whether a disease 
was contagious or not. Some alternative tests were proposed 
5 
in the discussion of the paper and it was studies of these 
tests that constituted the research on spacings until 1953. 
In 1953, Darling reviewed all the work obtained between 
1946 and 1953. He gave a method for finding any moment of 
a function of sample spacings. He also presented a unified 
approach to the distribution theory of Uniform spacings 
through the mathematically complicated technique of Steepest 
Descents. 
In a series of papers, Weiss (1955-1965) continued the 
work on the goodness of fit aspect of spacings. He investi­
gated the power of some tests based on spacings. Finally 
in his 1965 paper he gave a method for finding the power of 
tests based on spacings against a class of alternatives F^, 
where lim = F^, n being the sample size. In an invited 
n->oo 
address before the Royal Statistical Society, Pyke (1965) 
delivered a survey article on spacings comparable to Coch-
2 
ran's (1952) % survey and Darling's (1957) survey article 
on Kolmogorov-Smirnov and Cramer-von Mises type statistics. 
1.3. Information Statistics 
Godambe (1961) derived a test for the two sample problem 
H^; F = G 
o 
F ^ G. 
where both F and G are unspecified, everywhere continuous 
distribution functions, where the alternatives have been 
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restricted to the class G = 6(F), where 6 is a function from 
(0,1) to (0,1) and such that 0' = 3 6/3F exists. Then from 
the fact that the most powerful rank test depends on 
, n+1 ~ a. 
• (a|v) = ,n (V.) 
n a,=1=1 
i=l ^ 
where a = (a^,...,a^^^) and a^ is the number of observations 
from the second sample (the number of y's) lying between 
X(i_i) and the test criterion 
, n+1 a. a. 
n a.I^ 
i=l 1 
with critical region *(a) > constant, was proposed. 
Then using a technique similar to Moses (1964) we can 
consider the one sample test derived from the above two 
sample test by keeping n fixed while we let m tend to in­
finity. 
n+1 
log * (a) = log (mi) + % a. log a. - m log m 
i=l ^ ^ 
n+1 
- I log (a.I) 
i=l 1 
Using Sterling's formula 
1 log ml = -rp log 2llm + m log m - m + 
^ xzm 
7 
where [e^j < 1, we get 
, 6 n+1 , 
log (J) (a) - J log 2nm - m + ~ ^ ^2 2na^ 
= %- log 2n + ^  log m + ^ 2 ^ 2 ^ 12m 
. ,,. , n+1 n+1 ®a. 
log 2n - I I log a. - I 
^ i=l 1 i=l 
_ _ -, n+1 a . e 
3 2n - 2 log m - 2 log E" + Ï2E 
n+1 ®a. 
y L_ 
i:i 12*1 
•n n 1 a. ' , 
~ ~ 2* 2n - ^  log ni ~ ^2 .1 log fjf~ + 0 (—) 
1=1 
.*. For m large 
n n 1 ^"^1 
log (p (a) = - -J log 2n - ^ log xn - ts- [ log V. 
z ii 1 
a, 
where V\ = - F(X(i_i)) = lim — . 
in-x*' 
Godambe (1965) proposed the goodness of fit test 
n+1 n+1 
k' = log V. = log {Fo(X(i)' - fo(X(i-l))} 
8 
because for m large with respect to n, the tests *(a) and k' 
act equivalently. 
Kale (1965) proposed two information statistics 
k = T;^iog-^ 
i=l " ^ i 
and 
n+1 V. 
k* = I log— 
i=l 
n+1 
The justification for these two test criterions lies in the 
fact that if we consider two multinomial distributions 
1: " HîT i=l,2,... ,n+l 
2: Pin = V. = F^(X(.)) - 1=1.2 n+1, 
then k is the mean information per observation from the popu­
lation hypothesized by for discriminating for against 
H2 and k* is the mean information per observation from the 
population hypothesized by , for discriminating for Hg 
against It should also be mentioned that under 
Hq ; F = E(V^) = l/(n+l), i=l,2,...,n+l. 
As stated in Kale (1965) and Kullback (1959), (pp. 
113-4); these information statistics k* and k are related to 
2 2 Pearson's x and Neyman's x* respectively. This can be seen 
from the following result. 
For a/b > 0 
9 
<loga/t,< 
where the equalities hold iff a=b. We may therefore use as 
a first approximation to log (a/b), the mean of its upper and 
lower bounds, that is 
the approximation being better the closer a/b is to 1. Using 
this approximation with k*, we get 
>• • % 
K+r 
= ^  3l ^ T (Vi-
n+1 -, n+1 (v.- f^ ' 
since \ V. = 1. Therefore k* = ^  \ ^ 
n+1 (v.-
It is also worthy of mention that ^  \ ; 
1=1 éï 
is the leading term in a Taylor series expansion expanding 
each log about l/(n+l) = V^. We have therefore 
k* = (*2^) V.^ - I (1.3.1) 
^ i=l 1 
10 
On the other hand if we use the approximation 
log a/b = i 1^55^1 
with the test statistic k, we have 
n+1 
= I T ) = I T V = X'2. (1.3.2) 
i=l "i ^ i=l ^i 
The k statistic is a linear function of the statistic 
n+1 
k' = % log V. of Godambe. The statistic k' was first pro-
i=l 1 
posed by Darling (1953) who found its moments and asymptotic 
Normality under 
The statistic J = k + k* has its justification in the 
information concept of the Divergence between the information 
indices k and k*. It is also similar in spirit to Kuiper's 
(1960) statistic 
d (n) = /n [max (^ - U. ) + max (U. - ^ ) ] / V ^ il 1 ^ 1 Ji 
which is the sum of two one sided Kolmogorov-Smirnov test 
statistics. 
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1.4. Kimball's and Greenwood's Statistics 
Kimball (1950) proposed the test statistics 
n+1 
G = T V. for r > 0. He obtained the limit distribution 
n i£i 1 
under H^: F = F^. Weiss (1957) studied the limit distribu­
tion under H^: F ^  F^. Darling (1953) gave an alternative 
derivation of the limiting distribution under H^. 
A special case of Kimball's statistic is Greenwood's 
n+1 2 
(1946) statistic \ V. . The limiting distribution function 
i=l 1 
under was obtained by Moran (1947). From (1.3.1), we see 
that k* is approximately a linear function of Greenwood's 
statistic. 
In succeeding chapters the statistics k, k*, J and Kim­
ball's statistics will be studied. In chapter 2, the first 
two moments of these four statistics are given. In chapter 
3, the asymptotic Normality of the four statistics is proved. 
Le Cam's method is used to prove the asymptotic Normality of 
the statistics k* and J. Using the results of chapter 2 
along with the asymptotic Normality, critical regions based 
on these statistics are obtained. In chapter 4, the power 
of these four statistics is studied against alternatives 
introduced in Weiss (1965). Finally it is proved that Green­
wood's statistic is the most powerful of these four statis­
tics against Weiss' alternatives. In chapter 5, a small 
12 
sampling experiment on the power of these four statistics is 
presented. 
1.5. Other Tests Based on Spacings 
Most of the tests that have been considered can be 
written in the form 
n+1 
where g^ is a Borel-measurable function. Either Darling's 
or Le Cam's techniques can be used to find the limiting dis­
tributions of statistics of this form. 
Some of the statistics that have been proposed are 
1 2 g^(x) = {x - ' suggested by Irwin in Greenwood (1946). 
This statistic is linearly related to Greenwood's statistic 
2 
and it has the advantage it can be given a x justification. 
g^(x) = |x - I ' suggested by M.G. Kendall in the 
discussion of Greenwood (1946), limit distribution under 
obtained by Sherman (1950). 
g^(x) = ~ suggested by Darling (1953), who derived its 
non-Normal limit distribution. From (1.3.2) we see that 
k ^ ^ - § . 
2(n+l)^ i=l ^i ^ 
n+1 -
k is related to the statistic ^ ^ . The difference be-
i=l 1 
tween the limiting distributions may be attributed to the 
13 
nature of the approximation involved and the norming 
constants involved. 
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2. MOMENTS OF THE TEST STATISTICS 
2.1. Introduction 
In this Chapter, the first two moments of the statistics 
k, k*, J and Kimball's statistic will be given under the 
hypothesis that are Uniform Spacings. 
2.2. Some Distributional Properties 
of Uniform Spacings 
Uniform spacings have the singular distribution 
n+1 
nl if > 0 and % = 1 
•'n+l> i=l 0 otherwise. (2.2.1) 
Uniform spacings are interchangeable random variables. This 
implies the distribution function of any is equal to 
that of and the joint distribution function of any pair 
Vj) (i ^  j), is the same as that of (V^, V^)• Therefore 
for Xf y ^ 0 and x + y £ 1 we have 
(x) = F _ (x) = Fy (x) = 1 - (1-x)* 
1 ^1 ^(1) 
and 
Fy (x,y) = 1 - {(1 - X)* + (1 - y)* - (1 - X - y)*} 
Equivalently, the corresponding density functions are 
fy (x) = n(l-x)^ ^  and 
i 
15 
y )(x,y) = n(n-l) (l-x-y)^~^ . (2.2.2) 
Then we can derive 
= HTT s'ViVj) = {n+l^(n+2) (^^3' 
and for i^j 
Gov (V. ,V.) = ^ , Corr(V. ,V.) = . 
^ ] (n+l)^(n+2) ^ ^ 
The following Lemma will be extremely important for 
Le Cam's method of finding the limiting distribution of a 
n+1 
sum G = I g ((n+1) V.). 
n i^l n 1 
Lemma 2,2.1 
Let * * *'^n+1 independent Exponential random 
variables with mean 1 and let 
S = Yi + Y, +...+Yn+i, 
Then the conditional distribution function of (Y^, 1^,.,., 
^n+l^' given S = n+1, is the same that of n+1 normed Uniform 
spacings. 
(n+l)Vi,...,(n+l)V^+i . 
16 
Proof: _ y y .  
f = e i=l ^ 
*'^n+1^ ^yi'^2'•*•'^n+1^ 
Therefore 
f = e"® 
(^2'^2' * * * '^n'^^l'^2' * * * '^Xï' 
Let *_(t) and {* (t)} denote the characteristic functions 
S Yi 
of S and {%%} respectively. Then 
n+1 -
*c(t) = n (j)^ (t) = (OyCt» 
S i=i ^i ^ 
where 
*y(t) = feity ay = ^ 
o •'o 
Therefore «^«(t) = ^ , which is recognized as the char-
^ (1-it)* ^  
acteristic function of a Gamma distribution with parameter 
n+1. Therefore 
^n. -s 
^S<^> = Hr 
and so 
^(Y^,Y2 , . . . , Y^1.S) (yi'yz'-'.'yjs) = nis"* . 
In particular 
^(Y^,y2,...,YjS) (yi,y2,...,yjn+l) =nl(n+l)"". 
This is just the distribution that can be derived from (2.2.1) 
17 
if we let = (n+l)V^ and make a change of variable. 
2.3. Moments of Kimball's Statistics 
and Kale's Statistic k 
Kale in his 1965 paper gave the expressions 
E(k) = -[*(1) - *(n+l)] - log (n+1) (2.3.1) 
V(k) = - *'(n+l) 
where 
*(x) = log r(x) , 
he also gave the approximations 
= c - 2&T+ ° <Tïïïîr> 
2 
= air (%- - 1) ^=—2 + o ( ^ 2^» (2.3.2) 
^ 2 (n+1) ^ (n+1)^ 
These results could also be derived from Darling's (1953) 
results on his statistic k'. 
n+1 
We next consider Kimball's statistic I V. . Darling 
i=l 1 
(1953) gave the following formulae for its two moments, 
u = r(r+l) _ r(r+l) [(r-1) (r-2) ] _1. 
^ (n+2)r-l 2(n+2)r 
Expanding in powers of we get 
18 
r(r+l) [(r-1) (r-2)] 
(n+1)^ 2(n+l)^ 
r(r+l) ,, _ (r-1) , 1 ,, r(r+l) [(r-1) ! 
,n^l)r-l n+1 2(n^l)'^ 
r(r+l) _ (r-1)r(r+1) _ (r-1)(r-2)r(r+1) 
(n+1)^"^ (n+1)^ 2(n+l)^ 
+ o ( ^ „) 
(n+1)^ 
r(r+1) _ r(r-1)r(r+1) , 1 
(n+1)^ 2(n+l)^ (n+1)^ 
(n+1) 
/ 
(r(2r+l) - (r^+1) r^(r+l)) 
19 
In particular for r=2, we have 
372 •*" ° ( ,_^n\5/2) ' (n+1) ^ (n+1) 
2.4. Darling's Method 
n+1 
Let ^ h(V\). Then Darling (1953) showed that 
i=l 
had a characteristic function 
E(ei« V =  fi. 
d+i« 
d-i« 
e" (f e-rw+iSh(r)ar)n+l dr (2.4.1) 
where the path of integration is the straight line ReZ = d 
k (where ReZ denotes the real part of Z). If i h' (r)dr is 
finite it is possible to differentiate (2.4.1) k times under 
the integral sign with respect to iç. Differentiating once 
and putting ç = 0 we obtain 
Wn = E(w ) = ' e"w~* I e"^"h(r)drda» 
. ^ ^ Jd-ioo Jo 
20 
= (n+1)! h(r) 1 fd+i~ eu(l-r)u-naudr 2ni j._ d-i« 
= n(n+l) (1-r)^ ^ h(r)dr. (2.4.2) 
Similarly by differentiating twice and setting G=0, we 
obtain the second moment 
^2 = n(n+l) I (1-r)^ ^h^(r)dr 
2 2 
+ n^(n^-l) f (l-r,-r )^"^h(r, )h(r_)dr^ 
<r,+-'r^<l X ^ J 
- 1 "2-
(2.4.3) 
From (2.4.2) and (2.4.3) we can calculate the variance 
21 
2.5. Some Integrals Derived from 
the Beta and Gamma Functions 
r(x+a) = t e dt where x+a > 0. 
Letting 
r (La) = r (La) t+(a-l) log t - t) 
= *(x,t), we see that 4(x,t) is of the Exponential family and 
using Theorem 9 (pp. 52-3) of Lehmann (1959) we can take the 
derivatives of all order with respect to x under the integral 
sign. Thus we have 
il h (tx+a-le-t)dt 
^x+a 1 ^  t 2og t (3t. 
This result agrees with Cramer's (1957) statements (p. 125) 
that the Gamma function is continuous and has continuous 
derivatives of all orders 
r ( p )  =  [  x ^  ^ ( l o g  x ) ^  e ~ ^  d x  f o r  a n y  p  >  0 .  
Let 
Mx+a) = |j log r(x+a) = |j r(x+a) 
22 
r(x+a) 
^x+a ^ Q ^dt 
In particular we have 
*(x) = I t^ ^  log te^dt, x>0. (2.5.1) 
Since 
r (x) = (x-1) r(x-l), X > 1 
and hence 
log r(x) = log (x-1) + log r(x-1), 
we have 
*(x) = + 11» (x-1) , X > 1. 
It is well known that 
ij; (1) = log t e ^ dt = -C 
(2.5.2) 
where C is Euler's constant. (C = 0.5772157) 
*(2) = 1 + V(l) = 1 - C 
4(3) =1+1^(2) = I - C 
(2.5.3) 
(2.5.4) 
From (2.5.1) 
t^ ^  log t e ^ dt = r (x) ij; (x) 
23 
from which it follows that by passing the derivative under 
the integral sign 
i t^'l (log t)^ e"^ dt = [r(x)*(x)] 
= r (x) ' (x) + ij, (x) ^  r (x) = r (x) [\j» ' (x) + 4»^ (x) ], 
where *'(x) = 3x * 
Now it is known, i.e. Pairman (1919)/ that 
*'(x) = I 
n=l (n+x-1)^ 
Let I^(x,y) = at = 
(2.5.5) 
For X an integer, this becomes 
" , x-1 - 2 x-1 , 
• •<x) = 1-2" I ^ 12-5.6) 
n=l n n=l n n=l n 
and for large x (not necessarily an integer) 
ip' (x+1) = + —5- + o (——5") . (2.5.7) 
2(l+x)^ (l+x)"^ 
where x > 0, y > 0. Taking logarithms and differentiating 
with respect to x, we get 
24 
h = I (K,y) 
~ [log r(x) + log r(y) - log r(x+y)] 
= li) (x) - iji (x+y) 
^ O 
= I (1-t)^ 1 1 log t dt = I^(X/y) [^(x)-^(x+y)] 
= Ij^(x,y) say, (2.5.8) 
That the derivative can be taken under the integral sign 
again follows from the fact that 
r(xKW = rUmy) ^ 
+ y log (1-t) - log t - log (1-t)} 
which is of the exponential family and as such using Lehmann's 
theorem quoted earlier, the derivatives of all orders with 
respect to x and y can be computed under the integral sign. 
Taking logarithms of (2.5.8) and again differentiating 
25 
with respect to x we have 
ii(x,y) (1-t) ^ (log t) dt 
_ d 
dx lo/X'y) + log [^(x) - *(%+y)]) 
= - Hx+y) + . 
Therefore 
i2(X'y) = t*"l (l-t)^~^ 1 J (log t) dt 
= Iq  (x,y) [ij^ ' (x)• (x+y) + (^(x) - *(x+y)) ] , 
(2.5.9) 
Taking logarithms of (2.5.8) and differentiating with re­
spect to y we have 
I (l-t)?"! log t log (1-t) dt 
= ^  [log I^(x,y) + log(^(x) - *(x+y))] 
fc *(x+y) 
= *(y) - *(y+x) -
Ijj (x) -Ij, (x+y) 
26 
where analogously ^(y+b) = ^  log r(y+b). It is important 
to remember that the first variable" is the one we are taking 
the derivative with respect tO/ i.e., 
log r (x+y) = \{) (x+y) and — log T (x+y) = ip (y+x) . 
However, the simple consideration 
— r (x+y) d(x+y) ^ dr(x+y) d(x+y) 
dx d(x+y) dx d(x+y) dy 
shows us that ip (x+y) = ip (y+x) . We also have that 
Therefore 
t^ ^ (l-t)^ ^  log t log(l-t) dt = I,(x,y) 
o 
= *'(xT-*(x+y) * 
= lQ(x,y) [- tj/ ' (x+y) 
+ (v(y) - v(y+x)) (^(x) - *(%+y))], (2.5.10) 
27 
From (2.5.1), (2.5.3) and (2.5.4) we find 
-t t log te dt = r(2)^(2) = 1-C . 
and 
I log t e""^ dt = r(3)V(3) = 2 (|-C) = 3 - 2C. 
(2.5.11) 
From (2.5.4), (2.5.5), and (2.5.6), we have 
[ t^ log2 t e"^ dt = r(3) [^ ' (3) + <i^^(3)] 
J 
2 2 
= 2 [ (| |) + (| - C) = ^-+ 2 - 6C + 2c2. 
(2.5.12) 
2.6. Mean and Variance of k* 
Now 
n+1 
k* = I V. log V. + log(n+1) 
i=l ^ ^ 
ntl 
= I h(V.) + log (n+1) 
i=l 1 
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where 
h(r) = r log r 0 < r < 1 
= 0 otherwise. 
Since 
[ h(r)dr = [ r log r dr 
J o J o 
log r - 1 4 
and 
f h^(r)dr = | r^ log^ r dr = ~ (log^ r - y log r 
+ |) 2__ 27 ' 
therefore we are justified in using Darling's formulas 
for and 
n+l 
Let Z _ = I V. log v., i.e. k* = Z_ + log (n+1) 
" i=l J- i n 
E(Z^) = n(n+l) (1-r)^ ^  r log r dr from (2.4 
= n(n+l) I^(2,n) from (2.5.8) 
= n(n+l) 1^(2,n) [*(2) - *(n+2)] 
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n(n+l) - *(n+2)] 
n(n+l) I [* (2) - *(n+2)] 
= [^(2) - *(n+2)] (2.6.1) 
which from repeated application of (2.5.2) 
= . [1 + 1- +...+E&L] = 1 - Hn+1 
where • 
n-s-1 , 
Hn.l = j, I • 
Therefore 
= E(k*) = log (n+1) + 1 -
From Nielsen (1906) we have 
^n+1 ^ (n+2) - 2(n+2) ° ^n+2^ 
Therefore 
= log (n+1) + 1 - = log (1 - ^ ^) + 1 
~ ^  2(n+2) ° ^n+2^ ^ ~ C, - ^+2 ° ^n+2^ 
2(n+2) ° (n+2) 1 - C - 2(n+2) ° ^n+2^ 
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^ ~ ^ " 2{n+l) ° (n+l) ' 
E(Z^ ) = n(n+l) 
J r» 
2 -, 2 
r log r dr 
Let 
+ jo<r^ 4r2ll. 1°S 
rj^>0 rjiO 
(r^ log rg)] dr^ dr^ from (2.4.3) 
= n(n+l) 
+ n^(n^-l) 
•' o 
i; 
log2 r dr 
^ll-fl-rg)* ^ [(r^ log r^) 
(r^ log rg)] dr^ dr^ 
2 2 f ^~^ i  
= n(n+l) I-(3,n) + n^(n^-l) ^ICl-r^-r.) 
J q  •'o 
n-2 
r^ r^ log r^ log r,] dr, dr^ from (2.5.9) 2' ""2 "-^1 
A = 
1-r 
^Xl-r^-rg)^ ^ r^ log r^ dCg) r^ log r^ dr^. 
Now 
log rj dr^ = P 
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o (1- ^2 log r, dr,. 
setting r^ = (l-r,)u and dr_ = (l-r,)du, we have 
P = (l-r^)^"^(l-u)^~^ (l-r^)u log [ (1-r^) u] (1-r^)du 
2 
= I (l-r^)^ (1-u)^ ^ u[log (1-r^) + log u] du 
(l-Zl)* [ (1-u)^ ^u log u du 
+ log (l-fj_) (1-u)^ ^ u du] 
n 
= (l-r^)"[I^(2,n-l) + log (l-r^) I^(2,n-1)] 1' "o 
from (2.5.8). 
Therefore 
A = r^ log r^ (l-r^)"[I^(2,n-l) 
+ log (1-r^) lQ(2,n-l)]dr^ 
= Ii(2,n-1) r,(1-r,)^ log r, dr 1/" "1 1 ""1 
+ 1^(2,n-1) n r^(l-r^) log r^ log (1-r^) dr^^ 
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= 1^(2,n-1) 1^(2,n+1) + 1^(2,n-1) 13(2,n+1) 
from (2.5.8) and (2.5.10). 
Therefore 
E(Z^^) = n(n+l) 13(3,n) + n^ (n^-1) [I^ (2 ,n-l) 1^(2,n+1) 
+ 1^(2,n-1) 13(2,n+1)] . 
From (2.5.9) 
l2(3,n) = (n+2) ' (^+3) + (^(3) - * (n+3) ) , 
From (2.5.8) we have 
1^(2,n-1) = [*(2) - $(n+1)] 
and 
1^(2,n+1) = (n+1)(n+2) ^*(2) - V(n+3)]. 
From (2.5.10) we have 
13(2,n+1) = lQ(2,n+l)[-V'(n+3) + (iKn+1) - V(n+3))(^(2) 
- 'I'(n+3))] 
~ (n+1) tn+2) ' (n^3) + (^(n+1) - V(n+3))(*(2) 
- 'J' (n+3) ) ], 
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Therefore 
E(Z^^) = n(n+l)[n(n+i)(n+2) <(*'(3) " *'(n+3)) + (*(3) 
[-4' (n+3) + (4(n+1)-4(n+3)) (4(2) -4(n+3))] 
n(n-l)(n+1)(n+2) 
^ (*'(3)-4' (n+3» + ^ ^2 (4 (3)-4 (n+3)) 2 
+ (4 (2) -4 (n+1) ) (4 (2) -4 (n+3) ) ] + ^ [-4 ' (n+3) 
+ (4(n+1)-4(n+3))(4(2)-4(n+3))] 
Therefore 
E(Zn^) = ^(4* (3)-4'(n+3) ) + ^  (4 (3)-4 (n+3) ) ^ 
+ ~2 ^ ('I' (2) - 4 (n+1) ) (4 (2) - 4 (n+3) ) ] 
+ * (n+3) ] + [ (4 (n+1) -41 (n+3) ) (4(2) 
-4(n+3))], 
= ^ (4' (3)-4'(n+3)) -^4'(n+3) + ^  (4(2) 
- 4 (n+3) ) ^ + (4(3) - 4 (n+3) ) 
34 
Therefore 
V(Z^) = E(Z^^) - E^(z^) = E(Z^2) _ (*(2) - *(n+2))2 
= (3)-*' (n+3)) - *' (n+3) + ^  (*(3) 
-*(n+3))2+ ^ [i|»(2)-iKn+3)]^ - [*(2)-*(n+2)]2 
= 5?2 (*'(3) " *' (n+3) ) - H+Ï *' (n+3) 
+ ^  (2 (*(3) - *(n+3))2 + n[*(2) - *(n+3)]2} 
- [*(2) - *(n+2)]2, 
. Now 
{2(*(3) - *(n+3))2 + n(*(2) - ij»(n+3))^} 
= (2(*(3)-*(2)+*(2)-*(n+3))2 + n(*(2) -t|»(n+3))^} 
= (n+2)* (2)-* (n+3)) 2 + 2(*(3) - *(2))2 
+ 4 [*(3) - *(2)] [*(2) - *(n+3)]. 
Therefore 
V(Z^) = (*'(3) - *'(n+3)) - jj— H; ' (n+3) + [*(2) 
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- *(n+3)]2 + ^  [2 (*(3) - *(2)) 2] + ^  [*(3) 
- 4^2) ][ 4(2) - 4(n+3)]- [4(2) - 4(n+2) ] ^ 
= ^  (4'(3) - 4'(n+3)) - ^  4'(n+3) + [4(2) 
- 4(n+3)]2 + ^ [2( 4(3) - 4(2))^] + [4(3) 
- 4(2)] [4(2) - 4(n+3)] - [(4(2) - 4(n+3) 
+ 4(n+3) - 4(.n+2))^] 
= ^  (4' (3) - 4' (n+3)) 
- ^  4' (n+3) + [4(2) - 4(n+3)]2 + ^ [4(3) 
- 4(2)] 2 + ^  [4(3) - 4(2)] [4(2) - 4(n+3) ] 
- [(4(2) - 4(n+3))2 + 2(4(2) - 4(n+3) ) ( 4 (n+3) 
- 4(n+2)) + (4(n+3) - 4(n+2) ) ^] 
= ^  (4'(3)-4'(n+3)) 4'(n+3) 
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+ ^  [*(3) - *(2)] 2 
+ (3) - *(2)] [*(2) - i|)(n+3)] - 2(4(2) 
- 4 (n+3) )(^ (n+3) - (n+2) ) - (4(n+3) - 4(n+2))^. 
From (2.5.2) we have 
*(3) - *(2) =1 
V(n+3) - *(n+2) = * 
Therefore 
2 i/'>\ n I /—_i_? \ J. ? /i\ 2 V = 532 (*'(3) - *'(n+3)) - 5f2 *'(*+3) + E$2 <2) 
+ H$2 (53 (*(2) - 4; (n+3) ) - aïY (*(2) - 4» (n+3) ) 
(n+2)2 
^ *'(3) - 4'(n+3) + 2_ . (2.6.2) 
2(n+2)^ 
From (2.5.6) and (2.5.7) 
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Therefore 
2 
V(Z„) = Ô + (1 f) " ^ 
n' 2(n+2) (n+2)^ n+2 '6 4' n+3 
^ + o ( ^) 
2(n+3)2 (n+3) 2 
Now since 
(1+x) ^ = 1 -X + x^ - x^ +. 
(1+x)"2 = 1 - 2x + 3x2 _ ^^3 
^ ^ (1 + ;èr)"^ = ;rxr (1 - ;;xT + 
n+2 n+l n+l n+l n+l (n+l)^ 
1 + o ( ^) 
(n+l) 2 (n+l) 2 
^ [1 + %TT]"^ = ^ o (1 - %%T + ••.) 
(n+2) 2 (n+l) 2 (n+l) 2 
1 + o (_J^__) 
(n+l)2 (n+l)2 
^ (1 + = %%i- (1 - ;& + (%%T)^ - ...) 
n+3 (n+l) n+l' n+l n+l ^n+1 
1 2 + o(-J=—^) 
(n+l) 2 (n+l) 2 
38 
^ (1 + ^ 3 [1 - 2(-#r) +...] 
(n+3)2 (n+1) 2 (n+1) 2 
^ + o ( ^)' 
(n+1)^ (n+1)2 
Therefore 
-[ ^ 2 + ® ^ ^ + o ( ^ 2^^ 
(n+1)^ (n+1) ^ ^ (n+1)^ (n+1)^ 
-  ? [  ^ +  o  (  ^ ) ]  +  o  (  ^ )  
" (n+1)^ (n+1)^ (n+1)^ 
2 2 
2(|- - 1) -1 [-| - 2(|- - 1) + 2 - 1] 
(n+1) ^ 
+ o ( ^) 
(n+1)^ 
- .n^ 5. 
Therefore we have 
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2.7. Mean and Variance of J 
We now consider J = k + k* and obtain its mean and 
variance. For this we will first work out the covariance 
between k and k*. 
E(V^ log log Vj) 
n-2 
= n(n-l) (log x)(y log y)(1-x-y)" ^  dy dx 
x^O ^ y^O 
0 fx+y <_1 
from (2.2.2) 
= n(n-l) 
1-x 
(log x) (1-x)^ ^ (1-]-^)^ ^y log y dy dx 
f l  r l  
= n(n-l)j J (log x)(l-x)^ (1-u)^ ^u[log u + log (l-x)]du 
= n(n-l)[| (log x)(1-x)* dx 
o 
(1-u)* ^  u log u du 
log X log(1-x)(1-x)* dx [ u(l-u)* ^ du] 
o J o 
= n(n-l) [I^(l,n+1) Ij_(2,n-1) + 1^(2,n-1) 13(1,n+1)] 
from (2.5.8) and (2.5.10) 
= n(n-l) (*(1) - *(n+2)) ^(n-l)' (*(%) - *(n+l)) 
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+ n (n-T)"^n^ + (^(n+1) - ijj (n+2) ) (i|) (1) - ^(n+2^]}] 
^ {[^(1) - 4(n+2)][V(2) - *(n+l)] - *'(n+2) 
n+1 
^ (^(1) - ^ (n+2) ) } • 
n+1 
Gov (V^ log V^, log V^) = 4 (n+2)] [^(2) 
- 4» (n+1) ] - ^' (n+2) - (^(1) - ^(n+2))} - [^(2) 
- ^(n+2)][*(l) - i|>(n+l)] from (2.3.1), 
since 
T n+1 -
k = - -%:j- 1 log V. - log (n+1), and from (2.6.1)^ 
n+-L 1 
E(V^ log2 Vj_) = n (1-x)^ ^  X log^ X dx from (2.2.2) 
= n 1:2(2,n) from (2.5.9) 
n[n(n+l) {*'(2) - *'(n+2) + (*(2) - *(n+2))2] 
= [^'(2) - *'(n+2). + (^(2) - *(n+2))2] . 
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Therefore 
Cov(V^ log V^, log V^) = ^  [^'(2) - «'(n+2) 
+ (*(2) - 4 (n+2)) 2] - ~ [*(2) - *(n+2)][*(l) 
- 'J' (n+1) ] . 
Therefore 
n+1 log V. n+1 
Cov(k,k*) = GOV (- I , I V. log V.) 
i=l ^ i=l ^ ^ 
, n+1 
= - ^  I Gov (log V^, Vj_ log V^) 
i=l 
- 5?r i^j (1°9 Vj log Vj) 
= -[^ {*'(2) - «'(n+2) + («(2) - «(n+2)) 2 
- («(2) - «(n+2)) («(1) - «(n+1))}] 
- ^  [n(n+l) ^  ({[«(1) - «(n+2)] [«(2) - « (n+1) ] 
- «'(n+2) - («(1) - «(n+2))} 
- [«(2) - «(n+2)] [«(1) - «(n+1)]) ] . 
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- ^  [{*'(2) - *'(n+2) t (4(2) - *(n+2))2 
(*(2) - * (n+2) )(*(!) - «J. (n+1))} + n {-*'(n+2) 
(*(1) - *(n+2))(*(2) - <l'(n+l))-~ (*(1) 
i|>(n+2)) - (*(2) - *(n+2))(*(l) - *(n+l))}] 
*'(n+2) + (*(2) - *(n+2))(*(l) - *(n+l)) 
^ [*'(2) + (*(2) - *(n+2))2 + n(*(l) 
*(n+2))(*(2) - *(n+l)) - ^  (*(1) - 1» (n+2) ) ] 
*'(n+2) + (*(2) - *(n+2))(*(l) - (n+1) ) 
[*'(2) + (i|>(2) - i|»(n+2) ) (ii»(2) - *(1) + *(1) 
(n+1) + *(n+l) - ij) (n+2) ) + n(i|»(l) - (n+1) 
*(n+l) - *(n+2))(*(2) - i|/(n+2) + #(n+2) - ^(n+1)) 
(*(1) - *(n+2))] 
*'(n+2) + [(*(2) - *(n+2)) (t|»(l) - *(n+l))] 
[ ij;'(2) + [ (i|/.(2) - *(n+2)) 
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(ijj(l) - i|) (n+1) ) ] + [^(2) - ^(l)][tp(2) - Jp (n+2) ] 
+ [^(2) - ^(n+2)][V(n+l) - iJj (n+2) ] + n(^(l) - ^(n+1)) 
(V(2) - ^(n+2))+ n[(^(l) - ^(n+1)) (^(n+2) - iJj (n+1) ) ] 
+ n(^(n+l) - ^(n+2))(^(2) - ^(n+2)) 
+ n(^(n+l) - Jp (n+2) ) (ip (n+2) - ^(n+1)) 
- STT (*(1) - 4 (n+2))] 
ip ' (n+2) - ^  [*'(2) + (rp (2) - ^ (n+2) ) 
^ (ip(2) - *(n+2)) + (4(1) - *(n+l)) ' 
(*(2) -^(n+2)) ^ _ *(n+2))] 
n+j. (n+1) ^ 
*'(n+2) - ^  [*'(2) + ^  (*(1) - *(n+2)) 
(^(n+2) - (n+1) ) - —-—« 
^ (n+1) ^ 
^(,|;(1) - 4 (n+2))] 
*'(n+2) - • (2.7.1) 
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Therefore we find 
E(J) = E(k) + E(k*) 
= - [^(1) - ijj (n+1) J + [^(2) - i{) (n+2) 3 
from (2.3.1) and (2.6.1) 
= -[^ (1) - ip (2) + ij; (2) - ij; (n+2) + ij< (n+2) - ij; (n+1) ] 
+ [^(2) - i{) (n+2) 3 
= [4^2) - V(l) - (^(n+2) - if; (n+1) ) 3 
V(J) = V(k) + V(k*) + 2 Gov (k,k*) 
= - 4> ' (n+1) ] + *'(3) - V' (n+3) + — 
2 (n+2) 
+ 2[*' (n+2) -
from (2.3.1), (2.6.2) and (2.7.1) 
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+ 2t|) ' (n+2) - ij; ' (n+1) - ij; ' (n+3) + 9/ ^ .-o\ — ? 
(n+2) 
- '-f'" .ilLil 1 
n+1 n+1 - n+1 
+ o (——2 ) 
(n+1)^ 
(n+1) 2 (n+1) 2' 
Note that of the four statistics, J is the only one 
for which the first two moments can be approximated to any 
degree of accuracy desired. 
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3. LIMITING DISTRIBUTIONS 
3.1. Introduction 
The asymptotic Normality of the test statistics under 
will be proved. Due to the fact that the are dependent 
random variables, the limiting distributions of the statistics 
are not readily obtainable. However since for all 
Corr (V^/Vj) = , 
we might expect that in the limit functions of act as 
functions of independent and identically distributed random 
variables and as such might be asymptotically Normal. That 
this is so under mild restrictions follows from the method 
of Le Cam. In section 3.3,Le Cam's method of finding the 
limit distribution of 
n+1 
= .Ï ((n+l)V.) 
1=1 
where {g^y n ^ 1} is a sequence of Borel-measurable functions, 
will be given. In section 3.4, Le Cam's method will be 
applied in finding the limiting distribution of k*. In 
section 3.5, Le Cam's method will be used to find the limit­
ing distribution of the statistic J. Finally in section 3.6, 
the moments by Le Cam's method will be compared with those 
from Darling's (exact) method. 
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3.2. Asymptotic Normality of k and 
Kimball's Statistics 
Kale (1965) proved that k was asymptotically Normally 
distributed with the mean and variance as given in section 
2.3. The same results could be obtained from Darling's 
results concerning the asymptotic Normality of 
n+1 
k' = ^ log V. which was proved by the complicated method 
i=l ^ 
of Steepest Descents on the expression (2.4.1). 
Darling also proved that Kimball's statistic is asymp­
totically Normally distributed with means and variances as 
given in section 2.3. These results were derived through 
the method of Steepest Descents. The asymptotic Normality 
n-i-1 
of ^ V. was first derived by Kimball (1950). For the 
nw , 
special case r=2, i.e.. Greenwood's statistic 1 V. , the 
i=l 1 
limiting distribution under the assumption that are uni­
form spacings was obtained by Moran (1947). 
3.3. Le Cam's Method 
Let {g^y n ^  1} be a sequence of real-valued Borel-
measurable functions defined on [0/") and consider the random 
n+1 
variable G = % g ((n+1) V.). Let {Y. ;i >_ 1} be a sequence 
n n 1 1 
of independent random variables Exponentially distributed 
with mean 1. Put 
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n+1 (Y.- 1) n+1 
= ill ' iix • 
can be said to be an Exponential copy of G^. Due to Lemma 
2.2.1, the distribution function of G is the same as the 
n+1 
conditional distribution function of B = % g (Y,. ) , given 
i=l 
^n = °-
The method of Le Cam (1958) is to use information 
about the joint limiting behavior of (B^, S^), to derive the 
desired conditional limiting distribution of B^, given = 0. 
Since B^ and are sums of independent and identically 
distributed random variables their joint limiting distribu­
tions can be obtained through classical limit theorems. The 
limiting distribution function, if it exists, must be a two 
dimensional infinitely divisible distribution function. Now 
converges in distribution to a N(0,1) random variable S. 
If B^ converges in distribution to a random variable B, then 
N P B must be infinitely divisible and can be written B = B + B , 
where B is split into its independent Normal and non-Normal 
(or Poisson) parts. 
Theorem (Le Cam). If (B^yS^) converges in distribution 
N P to a random variable (B,S)=(B + B , S), then G^ converges 
in distribution to the random variable B - TS where T=E(B^S). 
In particular if B^ converges in distribution to B which 
only has a normal part, i.e., B = B^; then (B^,S^) converges 
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in distribution to the bivariate Normal distribution law of 
(B/S) and converges in distribution to a univariate normal 
distribution law of B - xS where x = E(BS). Therefore, if 
n+1 
Gn = I g((n+l)V\) (i.e., g^((n+l)V^) = g((n+l)V^)) 
i=l 
then a sufficient condition for to be asymptotically Nor-
2 
mally distributed is that E(g (Y^) ) < <»; as under this condi­
tion the bivariate central limit theorem for B and S holds 
n n 
and is asymptotically bivariate Normally distributed 
as (B/S) . 
3.4. Asymptotic Normality of 
the Statistic k* 
Let T be an Exponentially distributed random variable with 
mean 1. Let Z = T log T. From (2.5.11) and (2.5.12) we have 
f 
E(Z) = j t log t e ^ dt = (1-C) 
and 
E(Z^) = 
CO -2 
t^ log2 t e"^ dt = + 2 - 6C + 2C^ 
o 3 
Therefore 
2 
V(Z) = E(Z^) - E^(Z) = + 1 - 4C + 
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Let {T^li=l,...,n+l} be independent and identically 
distributed random variables distributed as T. 
Let 
n+1 
^ T. log T. - (n+1) (l-C) 
^ i=l 1 ^ 
/(n+1)w 
n+1 
= J ,  (Tj-ll 
i=l 
/n+1 
.00 
COV - - [ t log t (t-1) e ^ dt] 
/w 
t^ log t e ^ dt - t log t e ^ dt] 
= [3 - 2C - (l-C)] from (2.5.11) 
/w 
= (2-C) , 
/w 
Thus E(B^) = 0, V(B^) = 1, E(S^) = 0, and V(S^) = 1. Since 
2 E(T^ log - (l-C)) =V(Z) = w < », by the bivariate cen­
tral limit theorem (B^yS^) converges to a bivariate Normal 
distribution with zero means, unit variances, and covariance 
2-C 
/w 
= a 
BS ' 
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Let 
n+1 
Gl = I (n+l)V. log [(n+l)V.] - (n+1) (1-C) 
n i^l 1 1 
/(n+1)w 
n+1 
= I (n+l)V. (log V. + log (ri+1)) - (n+1)(1-C) 
i=l ^ ^ 
/(n+1)w 
n+1 
= % V. log V. + log (n+1) -(1-C) 
i=l ^ I 
/w/(n+l) 
= k* - (1-C) . 
/w/ (n+1) 
Now from Le Cam's Theorem is asymptotically Normally dis­
tributed as B - TS. 
E(B - TS) = 0 and V(B - TS) = V(B) + V(S) 
- 2TCOV (B,S) = V(B) -T^ since E(B) = E(S) = 0 
and therefore Cov (B,S) = E(BS) = T. Therefore 
V(B - TS) = 1 - (—)^ = 
/w ^ • 
= ^  [|- + 1 - 4C + C^ - (2-C)2] 
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2 
- 3] . 
2 
= & '
i— 3 
Therefore E{k*) = 1-C and V(k*) = k* is asymptoti­
cally Normally distributed, with mean 1-C and variance 
f ^ - 3  
n+1 
3.5. Asymptotic Normality of 
the Statistic J 
Now 
n+1 V. n+1 , 
a = Î V, log-^ + I ^ log^ 
5+1 ^ 
n+1 V. n+1 - V. 
i v. log-^ - I ^ log^ 
ïi+r E+Ï 
n+1 V. 
J, 
n+1 
n+1 (n+l)V.-l 
= I ( n+1 ) log [(n+1)v.] 
i=l ^ 
n+1 
= I g. ((n+1)v.) = G . 
i^l n in
Let be the Exponential copy of G^. 
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, n+1 
B„ = -r— I (T^ - 1) log 
n n+1 i=l 
where {T^|i=l,...,n+l} are independent and identically 
Exponentially distributed with mean 1. Let T also be Ex­
ponentially distributed with mean 1. 
Consider 
-t 2 = (T-1) log T, E(Zy = ; (t-1) log te dt 
t log t e ^ dt - log t e ^  dt = 1 from (2.5.3) 
E(Z^) (t-1)^ log^ t e ^ dt = [ t^ log^ t e ^ dt 
- 2 t log^ t e ^ dt + 2 -t log te dt 
= r(3) [4/(3) + *2(3)] _ 2r{2) [4'(2) + ^ ^(2)] 
+ r(l) [^'(1) + ip^(l)] from (2.5.5), 
Since 
tC ' (x) = - 5" + \li ' (x-1) 
(x-1) 
and 
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we have 
^'(1) = 4^(2) + 1. ip'(2) = xl>'(3) + 1/4 
Therefore ~ 
E(Z^) = r(3)[*'(3) + *2(3)] - 2r(2) [*'(3) + 1/4 
+ (*(3) - |)^] + [*'(3) + I + (*(3) - |)^] 
= 2 [*'(3) + *2(3)] - 2 [*'(3) + J + *2(3) _ *(3) 
+ |] + [*'(3) + I + *2(3) - 3* (3) + |l 
*'(3) + *2(3) - *(3) ~ 1 + ~ 
*'(3) + (*(3) - §)2 + 9 
- # + (1-c)^^ + T 
from (2.5.4) and (2.5.6) 
2 |- + C"' - 2C + 2. 
2 
V(Z) = E(z2) - E2(Z) = |— +C2-2C + 2-1 
+ (1-C)2 . 
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Let S* = (T-1). 
Gov (Z,S*) = (t-1)^ log t e ^ dt 
PQ> 
t^ log t e ^ dt 
2 I t log t e ^ dt + 
•' o 
log t e ^  dt 
= r(3)*(3) - 2* (2) + 4,(1) 
= 2* (3) - 24,(2) + 4(1) 
2(V(1) + f) - 2(1+*(1)) + 4^1) 
= 1 + ^ (1) = 1-C. 
Let 
n+1 
= 
/n+1 i=l 
.1 (Yi - 1) 
Consider the bivariate distribution of (B^, S^). Since 
and are sums of independent and identically distributed 
2 9 
random variables with E(Z ) < ~ and E(S* ) < ». (B^y S^) 
converges to the bivariate Normal law (B,S) with 
E(B) = 1 E(S) = 0 
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2 
V(B) = {|- + (1-C)2) V(S) = 1 
Gov (B,S) = — (1-C) 
/n+1 
and by Le Cam's Theorem, converges in distribution to the 
univariate Normal law B - TS where 
E(B - tS) = E{B) = 1 
V(B - xS) = V(B) + V(S) - 2TCOV (B,S) = V(B) -T ^ 
^ (1^ + (1-C) 2) - -ir (1-C) 2 = -ir 
n+1 6 n+1 n+1 6 
is asymptotically normally distributed 
& A • 
3.6. Comparison of Moments and 
Critical Points 
If we had used Le Cam's method to find the limiting dis­
tribution of all test statistics, we would have the results 
given in Table 3.6.a. Since Le Cam's method is essentially 
one of finding the limiting distribution of a conditional 
distribution by taking the conditional distribution of 
limiting distributions, it is not surprising that the moments 
given by Le Cam's method are not as accurate as those given 
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by Darling's exact method. 
In Table 3.6.a, the means and variances are given to 
the corresponding order of approximation as shown. 
The critical points of the four statistics are given in 
Table 3.6.b. Since the information statistics are all 
greater than or equal to zero, with equality if and only if 
all , it is the large values of k, k* or J that 
show departure from . Similarly Y V. is a minimum when 
V. = —T?- -V". and so it is large values of I V. that show 3. n-rj. 1 1 
departure from 
Table 3.6.a. Moments of test statistics derived by Darling's and Le Cam's methods 
Statistic Le Cam's 
Mean Variance 
Darling's 
Mean Variance 
Kimball's r(r+l) 
(n+1) r-1 
Greenwood 
n+1 
r (2r+l) r(r+1) 
(n+1) 2r-l (n+1) r-1 
(r^+1)r^(r+l) 
(n+1) 2r-l 
r(r-1)r(r+1) 
2(n+l)^ 
+ o (-
(n+1) n+1 
(n+1) 
(n+1) 
+ o (-
r 
6 - 1 
n+1 
(n+1) 
1 
2 (n+T3 
+ o ( (n+1) •) 
r (2r+l)-(r^+l) r^(r+l) 
+ o ( 
(n+1) 
1 
2r-l 
(n+1) 2r-l 
(n+1) 
+ o ( 
(n+1)3 
r 
6 - 1 
n+1 2(n+1) 
+ o (-
(n+1) 
U1 
CO 
Table 3.6.a (Continued) 
Statistic Le iCaraVs Darling's 
Mean Variance Mean Variance 
k* 
J 
1-C 
1 
f^-3 
n+1 
6 
n+1 
^ ^ 2(n+1) 
° ((n+1)) 
3. -
-3 - |) 
(n+1) ^ 
+ o ( ^ p) 
(n+1)^ 
(fi-i. 
(n+1) ^ 
+ o ( • ^ _) 
(n+1)^ 
Table 3.6.b. Critical points of the test statistics* 
Statistics Critical Points 
Kimball's r(r-M) _ r(r-l) r(r+l) + -nf r (2r-H) - (r^+1) r^(rH-l) 
(n+1)^"^ 2(n+l)^ "V (n+l)2f"l 
Greenwood's 2 
n+1 (n+1) 2 + Sa (n+1) 3/2 
k* 
c - 2(n+1) + 0 
- 1 
n+1 
1 - c -
1 -
2(n+1) + i - 3 n+1 
+ C 
n+1 a\ n+1 
o 
The test procedure is to reject Hq if the observed value of the statistics ex­
ceeds the corresponding critical point. 0(C ) = l--a, $ (x) being the standard normal 
integral. 
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4. POWER UNDER WEISS' ALTERNATIVES 
4.1. Introduction 
In this chapter the power of the test statistics will 
be studied against a wide class of alternatives. These are 
the alternatives {F^(x)} where 
1 fF (X) 
. = F^fx) + -g r(y)dy 
n J r* 
where 
rl 1 ^ 
j r(y)dy =0, [r' ' (y) [ < D for 0<y<l and j < 6 < , 
It will be shown that Greenwood's test is the most powerful 
among tests considered here against these alternatives. 
4.2. Weiss' Theorem 
Suppose X^, X2/.../X^ are independent and identically 
distributed random variables with probability density function 
f^(x) defined over the interval (0,1) 
f„(x) = 1 + for 0 < X < 1 
n 
where 
-1 
r(x)dx = 0, Ir' ' (x) I < D < » for 0 < x < 1, 6 > 0 
and 
P^(x) = I f^^(u) du. Let < Yg < ... < denote the 
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ordered values of X^, and let = 0, = 1. 
Define as Y^ - Y^_^ for i = l,...,n+l. Let 
(v^,...,v^) denote the joint probability density function 
for V2,...,V^. 
Let ^2'***'^n+l independent and identically 
distributed random variables each with probability density 
function e ^ for u > 0, i.e. each is exponentially dis­
tributed. 
Define W. as a.U. where 1 1 1  
a. = Y Î i = l/2,...,n+l. (4.2.1) 
n+1 
T' as % W. and Z. as W./T' for i=l,2,.../n+1. 
î=l in 
Let h^(z^,z2/.../Z^) denote the joint probability density 
for Z2f ^2^* * *'^n* 
Then Weiss' Theorem states : 
For each n, let be any measurable set in n dimensional 
space. Then 
lim. 
Rn 
dViaVg.-.dVn 
- jg'f hn'Vi.V; v^) dvj^dv^.-.dv^l = 0 
n 
This theorem enables us to investigate the asymptotic power 
of a test based on the V^'s for a class of alternatives 
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determined by (x) through the independent random variables 
Z . ' s. 
Weiss used this theorem to derive the asymptotic power 
n-f-l _ 
of the test statistic 1 V. for the test H : f(x) = 1, 
i=l ^ ° 
0 < X < 1. against the sequence of alternatives {f^(x)} 
where f^(x) = 1 + ^  ^ for 0 < x < 1, fr(x)dx=0 and 
n J o 
|r"(x)1 < D < » for 0 < X < 1. The technique was to replace 
n+1 « I i=l ^ 
n+1 2 n-!-l W, ^ A] 
2 
n "n 
where 
n+1 _ 
K 2 . The critical region is then —> — + —ttt where ç is 
tjii ^  ^ G 
n 
such that 4>(Ç(j)-l - a. $ being the standard normal integral 
and a is the level of significance. This was shown to be 
TA mT TA mT Ç 
equivalent to • + — + polynomial in ^ and " > 
/n+1 /n+1 /n+1 /n+1 /n+1 
1 1 
+ term of order + terms in powers of —, where A and T 
o n n n 
n 
are standardized A' and T' respectively. Thus to some order 
n n 
A' 
of approximation we can approximate the ratio —— by a linear 
•'A 
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combination of variables A^, which are bivariately Normally 
distributed. We therefore require that no higher powers of 
^n '^n 
or ' or crossproducts enter into the expansion for 
/n+1 /n+1 
otherwise the approximate evaluation of the power function 
in terms of 0(x) would be impossible. We must therefore 
neglect terms of order ^ . Therefore if we chose 6 < 
A T ^ 
all higher powers of • and ^ are o(—. Hence 6 < 
/n+1 n^ • 
1 T„ 
We chose 6 > ^ so that terms -^22= ^.nd -—2% come into the 
/n+1 /n+1 
expansion. Therefore 6 is restricted to (1/4, 1/2). Weiss 
did not give sufficient consideration to the possible values 
n+1 2 
of 6. Weiss gave the asymptotic power of the ^ V. test as 
1, 
r (x)dx 
^ - '2^^-1/2 * 'n> ' 
where converges stochastically to zero with n. This re­
sult is correct if ,the sequence of alternatives {f^(x) } are 
those of the form f (x) = 1 + —where our restrictions 
n 
are as before but now % < 6 < ^ and A is of the form 4 z n 
° (^26-1/2) ' 
Weiss' technique will be used in sections 4.4 and 4.5 
where we will again elaborate on the restriction that must 
b e  p l a c e d  o n  6 .  
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4.3. Goodness of Fit Problem and 
Test Statistics 
A common problem is that of testing the hypothesis that 
the common unknown distribution of the independent random 
variables 
is the uniform distribution over (0,1), i.e.. 
H^:F(X.) = P^(X.). 
For this test it would be of interest to know its asymptotic 
power against the sequence of alternatives {F^(x)} where 
T rF_(x) 
F„<x) = F^(x) + 
where [ r(x')dx' = 0, |r"(x')| < D for 0 < x' <1 and 
•'o 
^  < 6  <  Y • This is equivalent to the testing problem 
° r(x')dx' 
o 
f(x) =1 0 < x < 1 
against Weiss' sequence of alternatives with the restriction 
4.4. Power of the Information 
Statistics 
The test k' rejects when 
n+1 log V. , / , 2 
i=l > C - 2 (n+1) log (n+1) + V(n+1) ^6 
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from Table 3.6.b, where C is Euler's constant. Forming the 
exponential copy of k' we get 
Z. 1 W. 
H?r = - —5+Ï H+Î J, jr 1=1 1=1 n 
1 An' 
= - TH+ir "i + TA = - gPT + 
where 
n+1 
J log W. = . 
i—X 
n+1 
E(A ') = E( I (log a . + log U. )) 
-i-n j_=i 1 1 
n+1 
= I log a. + (n+1) E(log U) 
i=l 1 
n+1 
= I log a. - (n+l)C 
i=l 1 
since 
E(log U) = I log u e ^ du = - C . 
V(A ') = (n+1) V(log U) = (n+1) [E(log^ U) - C^], 
"In 
Now 
2 
E(log2 u) = |~ + from (2.5.5) and (2.5.6) . 
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Therefore 
2 
V(Ai^) = (n+l)~ . 
Let n+1 
^In C - % log 
^ . (4.4.1) 
Since 
n+1 n+1 n+1 n+1 
E( I w.) = E( I a.u.) = I a. E(U.) = I a.. 
i=l ^ i=l 1 1 1=1 ^ ^ i=l 1 
n+1 n+1 n+1 _ n+1 ^ 
V( I W.) = V( I a.u.) = I a/ V(U.) = I a.'' 
i=l ^ i=l ^ ^  i=l ^ 1 1=1 1 
Setting 
b _ -1, i ,,,-b 
we then have 
Let 
E(T^) = C^(l) and V(T^) = C^{2) 
" /CnCa) 
Cov (T„,Aj^^) = 
Cov IT', Ai') 
V=n<2> V (n+1) 
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'C„(2)-«(n+l)S-
Gov I log 
Ela^ Cov(U^, log U^)] 
1^) -iLlïïp 
E(U^) Edog U^)]] 
Ela^ [E(UL log U^) 
Cnd) 
[E(U log U) - E(U) Edog U) ] 
0^(2) l&n+l)§-
C„(l) 
C„(2) y(n+l)|-
Since 
E(U log U) = 1 - C from (2.5.11) and E(log U) = - C. 
m 
yo 
liH 
Hî 
rH 
I 
«w 
rH r4 
+ 1X111 
C H 
+ 
a 
A 
I 
•M 
k 
U 
+ 
I—i 
H H 
+ u->J II 
C -H 
•1^ 
fZ4 
I 
rH 
rH rH 
C -rH 
IrH 
•^lï 
o 
+ 
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î 
h 
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Xi 
«o 
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G es 
II 
o 
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I—I 
I 
h 
<N 
I—I 
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G 
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A 
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•*" ° ^ 1+26^ 
n 
= 1 + d + 0 (-|j) + 0 (^) 
2l% 1% 1% 
+ 0 where d = 
1 
r^(x)dx . 
In Weiss (1965), we are given 
C! (b) . n x  K (b) 
"H+T" = ^ ^ 26 + -1+r where iK^(b) | < K(b) < ». 
2n n 
Note there is an obvious misprint in Weiss' formula of (b-1) 
instead of (b+1), Moreover, there is a more subtle mistake. 
For suppose that we have ^  < 6 < then 36 < 1 + 6 which 
implies n^*^ < n^^^ which implies -,j"-.- < —^ . Therefore 
nl+* n^* 
rather than Weiss* result we would have to have the expansion 
_ 1 . b(b+l)d Kn(b) _ b(b+l)d , 1 . 
where |K^(b) | < K(b) < «. 
Alternatively, we can simplify our considerations of 
order of approximation if we consider this expansion as 
<4,,. 
zn n 
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Now C (1) 
C (1) 
GOV ^ 
/C^(2) -r/n+1)^ JC^(2)_(T2 
n+1 
= (1 + -#6 + ° (1 + -#T + ° 
n n n n v 
26 * ° ( 26)) ~ _ 26 * ° ^ 26^) ]uL n 61% z% 
w 
— + 0 (-^) • (4.4.3) 
The bivariate central limit theorem shows that asymp­
totically and have a joint normal distribution with 
AF 
zero means, unit variances and covariance 1/i/g— to the order 
1 — 
of approximation 0(—^) 
n 
- ZfT = - ZfT + 5TÏ + 1°9 (B+l: 
^In log a. 
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+ log ( 
+ C 
/n+1 
n+1 log a. , , 
I + log (n+1) + log [1 + + o 
i=l n^° 
n+1 log a. , T , 
- j, -STT- + ^ ^  ° '7^'-
T 
Note: The higher powers of z: not come into the expres-
, v^i+T 
T 
sion since is o (-^) for, if J < ^ < |, ^  < "ll * 
n n 
This is why we require the restriction that j < 6 < ^, so 
as to ensure no terms of higher powers of T^, or cross-
products, A^^T^, would come into the approximation. Thus 
with an order of approximation o (—^), we ensure this. 
n 
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Now 
n+1 log a. n+1 log a. 
- y i. = y i. 
ill n+1 ill 
where from (4.2.1) 
a,"^ = f^[F^"^(-^)] = 1 + ^n+1^^ 
1 n n ^n+1'^ 6 
n 
log ^  - 1 + 
9 *1 2 n2S 
. k 1 Y "'"a"'(A)) 
• • i=l " n' ik 
- J: 
4 (f r(x)dx + 0 (|)) - ([ r^(x)dx 
n o 2n 
+ 0 (|) ) + o (^) 
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Therefore 
- lïT » = - irè+rr + (n+i) + " 
this implies 
- &f - o . log (n+1, + ^  
+ + ° <;7T> ' c + i°9 ("«> + iaiéï^f - " + °(4?) 
Since 
^<- •^InVt-^ V |! + 1 - IÎ/FÎ COV (A^„,T^) 
2 
2l/-i- (-^ + 0 (-|y)) from (4.4.3) 
n 
r 
6 - 1 + 0 (-Y«) ; 
n 
therefore 
-Ain y#- + Tn 
>  5 _  -
- 1 zy#- -1 
d / 1 
^26-1/2 ° ^^26-1/2^" 
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We find that the asymptotic power of the test k' against 
f^(x) is by Weiss' Theorem 
X _ _ 26-1/2 "*• ° ' 26-1/2* '  
Since 
, n-rl 
n+1 ^ V. n+1 log V. 
k = ,î n+1 = - -TST" - (n+1) ' 
X—-L 1—X 
the asymptotic power of the test k is the same as the asymp­
totic power of the test k'. 
The test k* rejects when 
n+1 -
k* = .1^ log + log (n+1) > (1-C) - 2(n+1) 
&- 3 
from Table 3.6.b. 
n+1 
Let us form the exponential copy of k*, 
n+1 n+1 W. W. 
k* = I Z. log Z. + log (n+1) = % log ^  
i=l ^ ^ i=l ^n ^n 
1 T' 
+ log (n+1) = I log - log 
n i=l 
A • T' n+1 
= ÇT- - log J5P3- where log M. . 
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n+1 n+1 
EfAgà) = E( log (a^U^)) = E( a^U^[log a^ 
n+1 n+1 
+ log U.]) = E( I (a. log a.) U. + I a.U. log U.) 
1 i=i ^ 1 1 i=l ^ 1 ^ 
n+1 
= I a. log a. + E(U log U) C (1) 
i=l 1 1 * 
n+1 
= y a. log a. + C_(l) (1-C) from (2.5.11) 
i=l 1 1 
= b say. (4.4.4) 
n+1 n+1 
V(A,') = V( % (a. log a.) U. + I a.U. log U.) 
zn ^=1 i i=i 1 
n+1 , « n+1 , 
I a/ log^ a. V(U.) + % a.^ V(U. log U.) 
i=l ^ ^ ^ i=l 1 ^ ^ . 
n+1 _ 
+ 2 % a. log a. Cov(U., U. log U.) 
i=l ^ ^ 1 i i 
n+1 , , 
I a. ^ log^ a. + C„(2) V(U log U) 
i=l 1 X n 
n+1 _ 
+ 2 Cov(U, U log U) y a/ log a. 
i=l ^ ^ 
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Now 
V(U log U) = E(U^ log2 U) - (U log U) 
= r(3)(V'(3) + ^2(3)) _ (1_C)2 from (2.5.5) and (2.5. 
2 
= 2(|- + 1 - 3C + C^) - (1-C)2 
2 
= + 1 - 4C + C , 
Gov (U,U log U) = E(U^ log U) - E(U) E(U log U) 
= (3-2C) - (1-C) = 2 - C from (2.5.1) and (2.5.11), 
Therefore 
o o TT ^  0 
VC&gà) = I log + (~ + 1 - 4C + C^) C^(2) 
i—1 
n+1 
+ 2(2-C) I a. log a. = T say. 
i=l ^ ^ 
An' -b - C^(l) 
Let denote and T denote 
zn T n 
Since 
COV = cov (|- A;' 
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TyCn(2) 
^ Cov (Az'.T^) 
-, n+1 
% Cov(W^ log , W^) 
i=i 
, n+1 
y Cov ((a. log a..) + a,. log U.. , a^U^) 
rl/C^) i=l ^ 1111 
, n+1 „ . 
[ I a^ log a. + Cov (U log U, U) C„(2)] 
tYCn(2) i=l 
, n+1 , 
[ I log a^ + (2-C) C^(2)] = h say. 
t-^C^(2) i=l 
(4.4.5) 
Thus the bivariate central limit theorem shows that asympto­
tically ^2x1 "^n a joint normal distribution with zero 
means, unit variances and covariance h which to the order of 
approximation 0 (—^) will be shown to be 
n 
(2-C) 
Now 
J- + 1 - 4C + C^ 
7\ I ml rp t 
k* = =%T / zSr - log n+1 ' n+1 ^ n+1 
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' /5T I 
:n Jc,^2y- 0^(1) 
/n+l n+1 n+l 
1%;:^ - (1 + 4T + 0 (4r)+ 
n" n" /HTT 
T 
+ o (^)) log (1 + -#T + o (-ir) + 
' n2* \a2* /E+Ï 
.o <^,n <^,r^ 
'^2n '=' _ (1 + + o l-kr)) (-^ + " 
n" /5T n2< n" /SPT 
+ o (J,))) (1 - „^, - o (J,)) 
(Again we see that 6 should satisfy j < 6 < ^ in order that 
T 
no higher powers of —come into the expansion from expand-
/n+1 
ing the logarithm in powers of n) 
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Now 
= '^Sr- - + ° <4«> )(i - 46 - —-
n 
+ O 1^)1' 
n 
/n+1 n n /n+1 
2 n+1 2 2 2 C-(2) 
S+r ° n+r ill a. + (j- + 1 - 4C + C ) -pg]-
+ ^  T a,: log a, . 
n n n n 
= ^°<;;2T'-
Therefore 
n 
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(F -1 
n 'n+1 )) 
n 
26 
+ O (1 -
> n 
n 
+ o (4r)) 
n n 
5 , w 1 n 
—  2 — +°  < ; ; 2 r > '  
Therefore 
-I =4%^-
Therefore 
Therefore 
^ + o (-—) + (i- + 1 - 4C + C^) (1 + 
n+1 „2ô " " t 25' '3 ' ' _26 
n n n 
+ o i-^r)) + 2(2-C) + o (-|^)) 
n^^ 2n^* 
2 |-+l-4C+C^+0 (-|j> .  
n 
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—— =j/^ + 1 - 4C + + 0 (-^) 
/il+r P 
, n+1 a. log a. C (1) 
" - I " n^i ^ + (1-C) -#+r-n+l n+l 
-^#6 + ° (-I?) + (1-C) (1 + -#6 + ° (-&)) 
2n n n n 
= (1-C) + (| - C) ^  + o (^) 
k* > (1-C) - 2 (n+l) •*• n+l 
implies 
{-j^ + 1 - 4C + C^ —— + o (-—) + (1-C) + (| - C) -~ 
2 /n+l n"=^ ^ 
+ o (-^) - -ST — ^  ( - & % ) }  
n2*' /Efi '*24' 
+ O (-1,)} > (1-C) - 5tE+ir + c»l/^-S+ï^ 
which implies 
''Vy- + 1 - 4C + C 
2 ^2n 
/n+l 
- (2-C) n 
/n+l 
P 
>^4  - - 3 n+l 
2n 25 
+ o (-
n 
26 ), 
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Now 
V(7^ + 1 - 4C + -~= - (2-C) ——) 
' /n+1 • /n+1 
2 
^ + 1 - 4C + C^ + (2-C) 2 - 2 (2-C) (n+1) '3 
(Ifg- + 1 - 4C + C^) (Cov (T^y Agn))] 
^ [§- - 3 + 2 (2-C) 2 - 2 (2-C) 2 + 0 (-^)] 
#^-3 , 
n+1 ° (1+25) 
n 
since from (4.4.5) 
1 1 2 
t^2n! V = , 'Hîï j, -i a. 
/n+1 
C (2) 
+ (2-C) -E+Ï- ] 
n+1 
=  [ •  5d 
2n 26 
+ o (-—) + (2-C) (1 + 
n n 
3d 
26 
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+ o (-I3-) ] + 1 - 4C + c2 + 0 
(1 - ::#« + ° <4?» 
AXl H 
2 - c 
|— + 1 - 4C + 
+ 0 (^) 
n 
(4.4.6) 
So 
k* > (1-C) - L_ + r ->/îî' 2(n+l) '^a - 3 
implies 
|- + 1 - 4C + A2„ - (2-C) T n 
- 3 'it- -  ^ " 
d 
26-1/2 
+ o ( 2'6-1/2^ ' power is thus 
n 
1 - *(5^ - + 0  (  o . - W o )  )  »  
2 ~ 
4#-- 3 
The test statistic J has critical region 
85 
J > 1 - %TT + 5. n+1 a j/6(n+l) 
from Table 3.6.b. 
Writing the exponential copy of J, we get 
n+1 , , n+1 W. - W. 
= .1 <^1 - HTr> 'TX - ST' çi 
1=1 1=1 n n 
n+1 W. , , n+1 
= I log W. = mT- I W. log W. 
i=l ^n ^ ^ ^n i=l > 
1 n+1 A,' , 
^ log w. = ^ -
_ 1 , 1 
T^/tn+1) " n+1 ^ In ' 
From the power considerations of the tests k and k* we know 
from (4.4.1) and (4.4.4) that 
n+1 n+1 
I log VI^  - (1-C) C^(l) - % a^ log a^^ 
: — 
" A'2) 
n+1 n+1 
1 log + (n+1) C - I log 
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are asymptotically normally distributed with zero means, 
unit variances and covariances 
COV (A2„,T„) = 0 (&) 
p- - 3 + (2-C)2 
from (4.4.6) 
CI (1) 1 1 
cov (A^,V = —= — + 0 
from (4.4.3) 
. n-M n+1 
Cov (AT_,A^_) = Cov { I log W^. , I W. log W. ) 
T-yEûZ" 
- n+l n+1 
Cov ( Y log a. + % log U. , 
n+l 
2 a.U. (log a. + log U.)) 
i^l X 1 1 1 
. n+l n+l 
[Cov ( % log \ a^ log a/U^ 
/ ?' i=l i=l 
T y(n+l)|-
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n+1, 
+ I a. U. log U.)] 
i=l 1 1 1 
n-rl 
[Gov (U, log U) I log a^ 
^ /(n+1) ^ ^  
+ Gov (log U, U log U) G^(l)] 
T 
^ n+1 
—[ I a. log a. 
;n+i) 
+ C^(L) [*'(2) + *2(2) + C(L-C)]] 
from (2.5.5) 
n+1 
[ I a. log a + G (1) (g- - G)] 
.f# 
from (2.5.3, 2.5.5, 2.5.6) 
nj-1 „2 C_(l) 
/-r ^n+1 log + <6 " "^+1 -] 
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•è= [(r 
'r 
26 ° ( 25)) •*" 2 6 ° ( 2^)] 
n n 2n n 
[ 
3 + (2-C) 2 
] [1 + 0 {-^)î 
- C 
- 3 + (2-C) 
+ 0 (-2f) 
n 
Now 
J = + _b_} ^ fnii 
.yÎHÔ: /ETÏ n+1 V n+1 n+1 
12) 0^(1) 
'i' 
=  { •  2n 
Vïï+ï 
- 3 + (2-C) ^ + o(.~) + (1-C) + (?- C) 
n n 
.26 
T 
+ o (-^) } {1 + n 
n n2^ /n+1 
+ o (-|y)} -1 
n 
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- C + 
/n+1 2n 26 
+ o (-ij) 1 
n 
^2n 
= i-^in 3 + (2-C)' 4- (1-C) + (f - C) 
/n+1 y ^ 
a 
2 6  
n 
11 (Again we see that g- < 6 < ^ is necessary so that no higher 
powers of T^//n+l enter the expansion.) 
- 3 + (2-0)2 - (1-C) - (1-C) 
/n+1 /n+1 n 
A. / 2 
+ (1-C) + (| - C) -|T + o (-4t)1 -
^ n^^ n^^ /iï+r 
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Again we see that we need ^ < <5 < j in order that no cross-
products A^^ T^/th+l)come into the expansion. 
J = ]À 3 + (2-C)2 ^ (i-c) -
/n+l I /n+1 /n+1 ^  
+ 1 + -^ I (C-1) + (| - C) - |] + o (-|^) 
n 
26 
n 
^ ^ (2-C)^ - (1-C) -
/n+1 /n+1 /n+1 
+ 1 + 26 + ° < 26) ' 
n n 
Now 
^ ^ ^ ~ n+1 •*• l/sfn+l) 
implies 
A 2n -
/n+1 
12 T 
% 3 + (2-C)^ - (1-C) " ft 2 
/n+1 /n+1 
Ye (n+1) ^26 + ° 
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Now 
V(7 3 + (2-C) 2 A^n " -ff-
2 2 
- 3 + (2-C) + (1-C) + f-
- 2(1-C)|| 3 + (2-C)2 Gov (Agn'Tn) 
/P" rr- 2 
+ 2a-C)-jl^ CovCT^fA^^) - 2y^ - 3 + (2-C) ^ 
[CovCAin'Azn)] 
=3 3 + (2-C)2 + (1-C)2 + 
- 2(1-C)t/| 3 + (2-C) 2 (- (2-C) fr - 3 + (2-C) 
+ 0 (^)) f 2(1-C)^ 
1 /n2 
+ 0 (-26-) > 
n 
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3 + (2-C) 2 (-i. 
- C 
if- - 3 + (2-C) 
I 3 + (2-C)2 + (1-C)2 + |_ 
- 2 (1-C) (2-C) + 2 (1-C) - 2(§- - C) +0 {-—) 
n 
2 7 
n 2 9 IT #  3 + 4 - 4C + C  + 1 - 2C +  C- +  z  4 
o 5 
+ 6C - 2C^ + 2 - 2C - ^  + 2C + 0 (-^) J 
I- + 0 (-iï) 
n 
J > g ^/n 
a 
+ 1 -6(n+1) n+1 
^2n J][^ 
- 3 + (2-C) ^ - (1-C) 
Tn L2 A In 
/n+1 I ^ /n+1 
/n+1 
~ + o ( /n) • Therefore the power is Tn2*-l/2 '.24-1/2 
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1 . ^2 4^2 
* ° (^26-1/2''' 
4.5. Power of Kimball's Statistics 
The critical region for Kimball * s Statistic is from 
Table 3.6.b. 
w r » r(r+l) r(r-l)r(r+l) 
A V. - J  _  
i=l ^ (n+1)^ ^ 2(n+l)= 
.  ^  ' / [ r  (2r+l) - (r^+l) (r+l) ] S (n+l)2r-l 
where is such that $(5^)= 1 - a. $ being the standard 
normal integral and a is the level of significance. 
Let us consider the exponential copy of Kimball's 
n+1 n+1 
statistic, i.e., % (Z.)^ instead of I V. . Now 
i=l ^ i=l ^ 
W.r = 
i=l i=l n T' i=l T' 
n n 
where 
n-î-1 n+1 
= • ^A = 
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Now 
r r, _ "fl . r E(A') = I a,^ E(U,^) = % a.= r(r+l) = r(r+l)o{r) 
n i=i 1 i i=l 1 n 
n"^"l J iitI „ „ 9 r 
V(A!) = I a.V(U.f) = I [E(u.^^) - E^(U. )] 
n i^l 1 1 i=i ^ ^ ^ 
Let 
= [r(2r+l) - r^(r+l)] C^(2r) . 
A' - r{r+l) C (r) 
= 
yc^(2r) [r(2r+l)-r^(r+l)] 
and 
" y=n ( 2 )  
Then by the bivariate central limit theorem A- and T have 
n n 
asymptotically a joint normal distribution with zero means, 
unit.variance and will be shown to have covariance 
rnr+l) + 0 (4J) 
-s/[r(2r+l) - r^(r+l)l " 
n+1 n+1 , 
Gov (A' , T') = I Cov(W. , W.) = I [E(W. ) 
n n i^l 11 1 
- E(W.f) E(w.)] = i [a.^"^^r (r+2) - a.^ r(r+l)-a. ] 
i=l ^ ^ ^ 
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Now 
= C (r+1) [rr(r+1)] 
R 
C (r+1) [rr(r+l)] 
Gov (A^,T^) = :—-
yc^(2) yc^(2r) [r(2r+l) - r^(r+l) ] 
rr (r+1) C^(r+1) _i/2 
n+1 ^ '• n+1 ^ 
]Ar(2r+l) - r^(r+l).] 
r^n/Zr) -1/2 
^ n+1 ^ 
rr(r+1) 
[r(2r+l) - r^(r+l)] 
[1 + (r+1) (r+2) _|^ + o (-^)] [1 -
+ o (^)l [1 - + o (^)1 
Ti ^ n 1% 
rr'r+l) + 0 (-IT) » 
n y[r(2r+l)-r^(r+l)] 
_ 1 , -r _ 1 
T'^ (n+l)^~^ (n+l)^~^ /n+1 
n 
I C: (2r) C (r) 
•^[r(2r+l) - r^(r+l)]^ + r(r+l) ^ +3-} 
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/KTi r 
L_^ .{_^y[r (2r+l) - r^(r+l)l 
(n+1)^ ^ /n+1 f 
+ o.{-|g) + r (r+1) (1 + 
2nr 
° (_26b} {1 + -f-T + —^ + o (-^) 
^ n^"^ /il^r n^"^ 
~-r i-^ ll[T (2r+l) - r^(r+l)] + r(r+l) \ ./zrrr y (n+l)^ /n+1 
irT 
a . £l£^ H. o (;^„, 
1 1 (Again we see that we need ^  ^ to ensure no higher 
terms of T^//n+l come into the expansion) 
A - <J» 
^VTT {-=ri/tr(2r+l) - r^(r+l)l - rr(r+l) —^ 
(n+1)^ ^ /n+1 ^ /n+1 
+ r(r+l) (1 + + o (-k) - + o (-^) } 
2n2* n2* 
A 
l._ {—g-^/[r(2r+l) - r^(r+l)] 
(n+1)^ /n+1 
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rr (r+1) —— + r (r+1) + r(r l) r(r+l)d ^ ^  ^ 1 ^ } 
/E+Ï 2n2* 
_ r(r+l) r(r-1)r(r+1) . _ / 1 
> — :— + Ç -
(n+1)^"^ 2(n+l)^ "[/(n+l) 
A 
y{r{2r+l) - (r^+1) r^(r+l)} ——/[ r (2r+l)-r^ (r+1) ] 
rrfr+li -ZS- > E -/r(2r+l) - (r^+1) r^(r+l) 
( ) /n+T / n+1 
r (r-1) r (r+l)d , 1 . 
2n2* 
Since 
A ; T 
V(—— -i/r (2r+l) - r^(r+l) - rr(r+l) —— ) 
/n+1 ' /n+1 
~ [r(2r+l) - r^(r+l) + r^r^(r+l) 
- 2rr(r+l) -i/(r(2r+l) - r^(r+l)) (Gov (A^,T^))] 
^ [r(2r+l) - r^(r+l) + r^r^(r+l) - 2r^r^(r+l),] 
+ ° <;îÎ2S> 
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= ^  [r(2r+l) - (r^+1) r^(r+l)] + 0 • 
^ > r(r+l) _ r(r-l) r(r+l) -i/r (2r+l) - (r^+iyr^ (r+1) 
(n+1)^"^ 2(n+l)^ (n+1) 
A V[r(2r+1) - [2 (r+1)] - rP (r+l) T 
-iLl 2. > r 
a 
-y{r(2r+l) - (r^+1) r^(r+l)] 
r(r-l)r(r+l)d + o ' 
2 y[r(2r+l)-(r^+l)r^(r+l)]n^'^"^/^ 
The power is therefore 
2Y'r(2r+l)-(r2+l)r^r+l) " ° '„2«-V2>> ' 
In the particular case r = 2 this reduces to the pro­
perties 
n+1 , n+1 „ 
E( I W/) = 2C (2). V( I W/) = 20C (4). 
i=l ^ " i=l ^ " 
The power of the test % V.^ is then 
1 " *(^0 ^26-1/2 ° (^26-1/2))' 
Now it is interesting to investigate which value of r in 
Kimball's statistic is optimum against Weiss' alternatives. 
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Let 
$ (r) r (r-1) r (r+1) 
2-y{r(2r+l) - (r^+1) r^(r+l)] 
Then from the power of Kimball's statistic against Weiss' 
alternatives we see that we should choose that value of r 
which maximizes *(r). 
Now 
log <t> (r) = log r + log (r-1) + log r (r+1) - log 2 
- I log (r(2r+l) - (r^+1) r^(r+l)). 
d log ({» (r) _ i. + 1 + d log r(r+l) 
[|^ r(2r+l) - 2rr^(r+l) - 2(r^+l) r(r+1) ~ r(r+l)] 
dr r r+1 dr 
2[r(2r+l) - (r^+1) (r+1) ] 
= F + ïtr + SF r(r+ll 
2[r(2r+l)-(r^+1)(r+1)] 
1 
{2r(2r+l) ^ ^d^2r)^^*^^ - 2rr^(r+l) - 2(r^+l) 
[r2(r+l) âJ:22^i£±ll] } 
= I + ^  + *(r+l) 
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_ 2r (2r+l) *(2r+l) -2rr^ (r+1) -2(r^4l) (r+1) ip (r+1) 
2[r(2r+l) - (r^+l) r^(r+l)] 
where 
4(r) = log r(r), i.e. see (2.5.1) 
d log j>(r) ^ 1 ^  _L. + 2r (2r+l) ($ (r+1) -ip (2r+l) ) +2rr^ (r+1) 
• ^ 2[r(2r+l) - (r^+1) r^(r+l)3 
^ 1 ^  J. r (2r+l) (4» (2r+l) -iL (r+1) ) -rV^ (r+1) . 
^ [r(2r+l) - (r^+1) r^(r+l)] 
2 
log *(r) = - ^  —2 h 2 2 
dr'^ r^ (r-1) ^ [r(2r+l) -(r^+l)r^(r+l)]^ 
[{r(2r+l)-(r^+l) r^(r+l)} {r(2r+l)(2^'(2r+l) 
- 4'(r+1)) + 2r{2r+l) (4(2r+l) - ^ (r+l)) ip(2r+l) 
r^(r+l) - 2rr^(r+l) 4» (r+1) } - {r(2r+l) (v(2r+l) 
- 4(r+1)) -rr^(r+l)} {2r(2r+l) 4(2r+l) - 2rr^(r+l) 
- 2(r^+l) [2 (r+1) 4 (r+1)}] . 
In particular we have 
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log <j) (r) 1 J._2= § + 1 ~ J [24(^(5) - V(3)) - 8] 
= Y - ^  [24 + ^ ) - 8] = 0 
since 
i p  ( z )  = ^  (z-1) from (2.5.2) . 
log .* (IT).I . 1 _ 1 » 1_ [4{24(2*' (5) 
- *'(3)) + 2(24) (*(5) - *(3)) 4(5) - 4 - 16^(3)} 
- (6) {48* (5) - 16 - 40* (3)} = ~ ^ ^  tô ^96(2*'(5) 
- *'(3)) + 112*(5) - 16 - 64*(3) - 288*(5) + 96 
+ 240*(3)] = - I - 1 - ^  [96(2*'(5) - *'(3)) 
+ 176*(3) - 176*(5) +80] = - ^  - 1 - ^ 5 [96*'(5) 
+ 96(*'(5) - *'(3)) - 176 (^) + 80] , 
Because 
* ' (z) = - ^=—5- + * ' (z-1) 
(z-1) 
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and 
#•(1) = |-
-  è  -  1  -  i s  - 1 - p  
^ - ^ ) + 96 (j||) - 176 (^) + 80) 
3 4 
= - I " 16 - 36 (fH' " 'T2> + SO] 
= - #  -16 - 4 !r + SO] =  - 1  - r? tiG:^ 
- 256 + 80] = 9.75 -
= - .1196* 
Therefore $(r) has a local maximum at r = 2. 
Let us investigate which positive integer n ^  2 maxi­
mizes *(r) . Since <j> (r) has a local maximum at r = 2, with 
<j)(2) = 1/ it would seem sensible to investigate whether 
<{> (n) £ 1 for all positive integers n ^ 2. Let us set up the 
induction hypothesis <j) (n) <_ 1 for a fixed n ^  2. Now $(2)= 1 
and 
Hn) < 1 - n(n-l)r(n+l) i 
2^^(2n+l) - (n^+1) r^(n+l) 
4. n^(n-l)^ r^(n+l) < 4[r(2n+l) - (n^+1) (n+1) ] 
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[n^(n-l)^ +  4 (n^+l)] r ^(n+l) i 4 r (2n+l) 
[n^(n-l)^ + 4(n^ + 1)3 i 4^^2n+l) 
r^(n+l) 
Consider 
4r(2(n+l) + 1) ^  4r(2n+3) ^  4(2n+2)(2n+l)T(2n+l) 
r2({n+l)+l) r^(n+2) (n+1)^ r^(n+l) 
. 4r(2n+l) > [n2(n-l)2 + 4 (*2+1)] 
^nt-x; r (n+1) 
4n^ - 6n^ 4- 16n^ + lOn^ + 16n + 8 
n+1 
Now 
(n+1)2 ((n+1)-1)2 + 4((n+1)2+1) = n^ + 2n^ + Sn^ 
+ 8n + 8 = + 7^^ + 13n^ -f- 16n + 8 . 
Now 
(4n^ - + 16n^ + lOn^ + 16n + 8) - (n^ + 3n^ 
+ 7n^ + 13n2 + 16n + 8) = 3n^ - 9n^ + 9n^ - Sn^ 
= 3n2 (n^ - 3n2 + 3n - 1) = 3n2 (n-1)^ ^  0 
for n > 1. 
Therefore <j) (n) £ 1 for n > 1 implies 
4r(2(n+l)+l) ^ 4n^ - 6n^ + 16n^ + lOn^ + 16n + 8 
r2((n+l)+l) ~ 
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> [(n+l)2 ((n+l)-l)2 + 4 ((n+l)2 + !)]-> 4(n+l) <_ 1 . 
Therefore *(n) <_ 1 for all integers n >_ 2 and in par­
ticular we have that n = 2 maximizes $(r) among integral 
values of r ^  2. 
The induction proof above generalizes to the fact that 
if (j) (r) <_ 1 for r > 1 then *(r + m) <_ 1 for all positive 
integers m. Therefore if we could show that 4) (r) <_ 1 for 
1 < r < 2 then $(r) _< 1 for r > 1. The values of 4(r) for 
1 < r < 2 given in Table 4.5 seem to indicate this to be 
true. Table 4.5 also shows that *(r) is extremely flat 
around r = 2. 
4.6. Summary 
From Table 4.6, we see that Greenwood's statistic is 
the most powerful of the four statistics considered against 
Weiss' alternatives. However the statistic k* is almost as 
powerful, k* is the most powerful of the information 
statistics against Weiss' alternatives. 
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Table 4.5. Values of <(> (r) for 1 < r < 2 
r 4)(r) r *(r) 
1.1 0.9434 1.91 0.9995 
1.2 0.9561 1.92 0.9996 
1.3 0.9670 1.93 0.9997 
1.4 0.9762 1.94 0.9998 
1.5 0.9837 1.95 0.99985 
1.6 0.9898 1.96 0.9999 
1.7 0.9944 1.97 0.99995 
1.8 0.9976 1.98 0.99997 
1.9 0.9994 1.99 0.99999 
Table 4.6. Power,of the test statistics against Weiss'•alternatives 
Statistic 
Power against Weiss' alternatives {F^(X)} jwhere 
1 fF (X) ,1 
F^{X) = F^CX) + —g r(y)dy, where r(y)dy=0, 
n •' o ' o 
|r"(y) I < D for 0 <y< l,|-< 6 <i, and d= r (y)dy. 
o 
n+1 
Kimball's: I V. 
i=l ^ 
n+1 2 
Greenwood,'s ; Y V. 
i=l 1 
1 - -
r(r-1)r(r+1)d 
2n2'^~l/2_y[r(2r+l) - (r^+1) F^fr+l)] 
+ o (-
26-1/2 )] 
1 -
n 
n 
+ o (-
26-1/2 )] 
n 
H 
o 
k; - log (n+1) - I log 1 
i—1 
n+1 
n+1 
k*: log (n+1) + % V. log V. 
i=l ^ ^ 
1 -
" ^ 26-1/2 ° 'j^2«-l/2" 
° (-2À72'1 
n ' n 
n+1 , n+1 
J: I V. log v.- ^  I log V. 1 
i=l ^ ^ i=l ^ 
*[(. - + ° (-26^172)1 
n n 
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5. A SAMPLING EXPERIMENT 
In order to compare the performance of these four test 
procedures we apply these test procedures to Durbin's (1961) 
sampling experiment. We have five random samples of size 
50 each from each of the following populations 
1. Exponential: exp {-(x+1)} x ^  -1 
1 x^ 2. Normal; exp (- 5—) - «. < x < <» 
/2if 
3. Laplace —^ {exp - |x| / 2} - » < x < <» 
2/2 
Each of the above distributions has mean zero and variance 
one. Random deviates from these distributions have been 
tabulated by Quenouille (1959) and the five sets of three 
samples in this experiment are the values on the first 
five pages of Quenouille's tables. Quenouille*s tables are 
given to two decimal places. When ties occurred the values 
were adjusted according to the following scheme: 
x.yz x.y(z-l) 9 
were adjusted to 
x.yz x.y 2 1 
and 
x.yz x.y(z-l) 9 
x.yz were adjusted to x.yz 
x.yz x.yz 1 
and where the obvious adjustment is made if z = 0. 
Table 5.1 shows the results of this experiment, 
denotes the Kolmogorov-Smirnov test, M^g and are modifi-
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cations of the Kolmogorov-Smirnov test proposed by Durbin 
(1961)• k and k* are the information indices proposed by 
Kale (1965), J is the divergence between the information 
indices k and k*, while G is Greenwood's test statistic. 
The critical regions of the last four tests are those 
given in Table 3.6.b. If the critical regions given by 
application of Le Cam's theorem are used the only change is 
that now the 1st normal sample is just barely not significant 
at the five per cent level when the test k* is applied. 
We see that once again k* and Greenwood'^s statistic 
have acted similarly. 
Table 5.1. Power of test statistics 
Population Test Samples 
1 2 3 4 5 
Exponential 17. 20* 
CM 00** 22. 80 
00 m
 00 to
 
80 
ko 0. 16 0. 18 0. 18 0. 26 0. 21 
^25 2. 20** 1. 71* 2. 48 2. 44 1. 61 
kn 0. 23** 0. 22** 0. 25 0. 22 0. 18 
k 1. 02** 0. 82* 0. 97** 0. 92** 0. 91** 
k* . 69** 0. 71** 0. 74** 0. 65** 0. 66** 
J 1. 71** 1. 53** 1. 70** 1. 57** 1. 58** 
G 0. 060** 0. 065** 0. 062** 0. 056** 0. 059** 
* 
Significance at the 5% level. 
** 
Significance at the 1% level. 
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Table 5.1 (Continued) 
Population Test 
1 2 
Samples 
3 4 5 
Laplace 2 X 26.8** 13.5 12.0 19.6* 18.4* 
^o 
0.19* 0.15 0.10 0.14 0.14 
^25 2.38** 1.23 1.19 0.91 1.36 
^n 
0.25** 0.17* 0.08 0.17* 0.16 
k 0.88** 0.69 0.56 0.70 0.75* 
k* 0.70** 0.56* 0.43 0.46 0.56* 
J 1.58** 1.25 0.99 1.16 1.32* 
G 0.063** 0.050 * 0.039 0.039 0.049* 
Normal 2 X 7.2 13.7 8.8 7.2 8.8 
ko 0.17 0.10 0.15 0.14 0.10 
^25 1.62* 1.24 0.93 0.70 1.21 
^n 
0.16 0.12 0.05 0.12 0.08 
k 0. 66 0.65 0.48 0.56 0.61 
k* 0.54* 0.48 0.38 0.36 0.46 
J 1.21 1.13 0.86 0.92 1.07 
G 0.048* 0.042 0.036 0.034 0.040 
The critical points are, : Eor 
2 
X ko ^25 kn k k * J G 
5% 16.92 0.188 1.609 0.170 .7504 . 537 1. 276 0.047 
1% 21.67 0.226 1.967 0.211 .8268 . 588 1. 398 0.051 
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