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Введение
К нагруженным дифференциальным уравнениям в частных производных, то
есть уравнениям, содержащим, в частности, интеграл от искомого решения или
его производных, и соответствующим им начально-краевым задачам приводит ис-
следование различных процессов и явлений. К ним относятся, например, задачи
для параболического уравнения вида
𝑢𝑡 − 𝑎
⎛⎝ 𝑙∫︁
0
𝑢2𝑥𝑑𝑥
⎞⎠∆𝑢 = 0,
возникающие при изучении проникновения электромагнитного поля в вещество,
коэффициент электропроводности которого зависит от температуры [1-2] и для
некоторых обобщений этого уравнения [3, с. 220], задачи для гиперболического
уравнения Кирхгофа вида
𝑢𝑡𝑡 − 𝑎
⎛⎝∫︁
Ω
|∇𝑢|2 𝑑𝑥
⎞⎠∆𝑢 = 𝑓(𝑥, 𝑡)
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и его обобщений [4-6]. В теории оптимального управления встречаются уравнения
вида
𝑢𝑡𝑡 −∆𝑢 +
⎛⎝∫︁
Ω
|𝑢(𝑥, 𝑡)|𝑝 𝑑𝑥
⎞⎠𝑢𝑡 = 0, 𝑝 = 𝑐𝑜𝑛𝑠𝑡 > 0
с соответствующими условиями [7-8]. Нагруженное эллиптическое уравнение вида
−∆𝑢−
⎛⎝∫︁
Ω
|𝑢(𝑥, 𝑡)|2 𝑑𝑥
⎞⎠𝑝 𝑢 = 𝑓, 𝑝 = 𝑐𝑜𝑛𝑠𝑡 > 0
рассматривается в [9, с. 322].
Согласно [10] заданное в 𝑛−мерной области Ω евклидова пространства точек
𝑥 = (𝑥1, . . . , 𝑥𝑛) дифференциальное уравнение Lu = 𝑓(𝑥), называется нагружен-
ным, если оно содержит некоторые операции от следа искомого решения 𝑢 = 𝑢(𝑥)
на принадлежащих замыканию Ω¯ многообразиях размерности меньше 𝑛.
Во многих случаях нагруженными дифференциальными уравнениями можно
аппроксимировать нелинейные дифференциальные уравнения. Это позволяет на-
ходить с приемлемой точностью приближенные решения начально-краевых задач
для нелинейных уравнений путем решения этих же задач для соответствующих
нагруженных уравнений. В данной работе такой подход, называемый методом ре-
дукции к нагруженным уравнениям, применяется для решения модельных нели-
нейных уравнений параболического и гиперболического типа. В результате такой
редукции с помощью некоторого рекуррентного соотношения получены аналити-
ческие выражения для построения последовательностей приближенных решений
нагруженных уравнений, которые можно принять за приближенные решения ис-
ходных нелинейных уравнений.
1. Постановка задачи и основные соотношения
Для частных и обыкновенных производных по 𝑡 будем использовать обозначе-
ния:
𝜕
(𝜆)
𝑡 𝑢(𝑥, 𝑡) =
𝜕𝜆𝑢
𝜕𝑡𝜆
, 𝑓 (𝜆)(𝑡) =
𝑑𝜆𝑓
𝑑𝑡𝜆
, 𝜆 = 1, 2.
Пусть в области 𝑄 = {(𝑥, 𝑡): 0 <𝑥<𝑙, 0 <𝑡 <𝑇} задано уравнение
𝐿𝑢 + 𝑢𝑝 = 0, (1)
где натуральное 𝑝>1, 𝑢 = 𝑢(𝑥,𝑡),
𝐿𝑢 ≡ 𝜕(𝜆)𝑡 𝑢− 𝑢𝑥𝑥 − 𝑢, 𝜆 = 1, 2,
– линейный дифференциальный оператор второго порядка параболического или
гиперболического типа при 𝜆 = 1 и 𝜆 = 2, соответственно. Требуется найти инте-
грируемую функцию 𝑢(𝑥, 𝑡) ∈ 𝐶2,𝜆(?¯?), 𝜆 = 1,2, удовлетворяющую уравнению (1)
в области 𝑄, а также начальному условию
𝑢(𝑥, 0) = 𝜙(𝑥), 0 6 𝑥 6 𝑙, 𝜙(𝑥) ∈ 𝐶1[0, 𝑙] (2)
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для параболического и условиям
𝑢(𝑥, 0) = 𝜙1(𝑥), 𝑢𝑡(𝑥, 0) = 𝜙2(𝑥), 0 6 𝑥 6 𝑙, 𝜙1(𝑥), 𝜙2(𝑥) ∈ 𝐶1[0, 𝑙](2′)
для гиперболического уравнения. В обоих случаях рассматриваются только гра-
ничные условия вида
(0, 𝑡) = 𝜓1(𝑡), (𝑙, 𝑡) = 𝜓2(𝑡), 0 6 𝑡 6 𝑇, 𝜓1(𝑡), 𝜓2(𝑡) ∈ 𝐶1[0, 𝑇 ]. (3)
Процесс нахождения приближенного решения задачи (1), (2), (3) или (1), (2’), (3)
состоит в последовательной аппроксимации уравнения (1) нагруженными диффе-
ренциальными уравнениями. При этом нулевое приближение 𝑢(0)(𝑥,𝑡) использует-
ся для запуска следующего итерационного процесса.
Полагая 𝑘 = 1 решить при соответствующих начальных и граничных условиях
уравнение (1), записанное в виде
𝐿𝑢(𝑘) = −(𝑢(𝑘−1))𝑝. (4)
Подставить найденную функцию 𝑢(𝑘)(𝑥, 𝑡) в правую часть итерационного уравне-
ния (4) при 𝑘 = 𝑘 + 1 и найти очередное «уточненное» решение 𝑢(𝑘+1)(𝑥, 𝑡).
Процесс завершить при реализации достаточного для достижения заданной
точности количества итераций.
Для нахождения функции 𝑢(0)(𝑥,𝑡), необходимой для начала итерационного
процесса, заменим уравнение (1) аппроксимирующим нагруженным уравнением
𝐿𝑢 = −𝛿𝑝(𝑡), (5)
в котором 𝛿(𝑡) – среднее значение функции 𝑢(𝑥, 𝑡) на отрезке [0, 𝑙]:
𝛿(𝑡) =
1
𝑙
𝑙∫︁
0
𝑢(𝑥, 𝑡)𝑑𝑥. (6)
При этом нагруженное дифференциальное уравнение (5) принято называть ап-
проксимирующим для уравнения (1), а функцию 𝑢(𝑥, 𝑡) – приближенным решени-
ем задачи (1), (2), (3) ((1), (2′), (3)), если она является точным или приближенным
решением аппроксимирующей задачи (5), (2), (3) ((5), (2’), (3)) [11].
2. Нахождение нулевого приближения
Перепишем уравнение (5) в виде
𝑢𝑥𝑥(𝑥, 𝑡) = 𝜕
(𝜆)
𝑡 𝑢− 𝑢(𝑥, 𝑡) + 𝛿𝑝(𝑡), 𝜆 = 1, 2, (7)
после чего проинтегрируем его по 𝑥:
𝑢𝑥(𝑥, 𝑡) =
𝑥∫︁
0
𝜕
(𝜆)
𝑡 𝑢(𝑠, 𝑡)𝑑𝑠−
𝑥∫︁
0
𝑢(𝑠, 𝑡)𝑑𝑠 + 𝑥𝛿𝑝(𝑡) + 𝑢𝑥(0, 𝑡).
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В полученном равенстве устремим верхнюю границу интегралов к 𝑙 и воспользу-
емся обозначением (6), тогда последнее равенство примет вид
𝑢𝑥(𝑥, 𝑡) = 𝑙
(︁
𝛿(𝜆)(𝑡)− 𝛿(𝑡)
)︁
+ 𝑥𝛿𝑝(𝑡) + 𝑢𝑥(0, 𝑡), 𝜆 = 1, 2.
Его интегрирование по 𝑥 дает
𝑢(𝑥, 𝑡) = 𝑙𝑥
(︁
𝛿(𝜆)(𝑡)− 𝛿(𝑡)
)︁
+
𝑥2
2
𝛿𝑝(𝑡) + 𝑥𝑢𝑥(0, 𝑡) + 𝑢(0, 𝑡).
Для нахождения функций 𝑢(0, 𝑡) и 𝑢𝑥(0, 𝑡) воспользуемся граничными условия-
ми (3), в результате чего получим соотношение, не содержащее 𝛿
(𝜆)
𝑡 (𝑡):
𝑢(𝑥, 𝑡) =
𝑥
2
(𝑥− 𝑙)𝛿𝑝(𝑡) + 𝑥
𝑙
(𝜓2(𝑡)− 𝜓1(𝑡)) + 𝜓1(𝑡).
Проинтегрируем последнее уравнение на отрезке [0, 𝑙] с учетом (6), что приводит
к уравнению относительно функции 𝛿(𝑡):
𝛿𝑝(𝑡) +
12
𝑙2
𝛿(𝑡)− 6
𝑙2
(𝜓1(𝑡) + 𝜓2(𝑡)) = 0. (8)
Функция 𝛿(𝑡), являющаяся корнем (8), подставленная в правую часть (5), приво-
дит к линейной задаче (5), (2) (или (2’)), (3). Найденную в результате ее решения
функцию 𝑢(0)(𝑥, 𝑡) примем за нулевое приближение в итерационном процессе (4).
Применим описанную схему к некоторым модельным уравнениям.
3. Уравнение Колмогорова – Петровского – Пискунова (КПП)
Параболическое уравнение КПП
𝑢𝑡(𝑥, 𝑡)− 𝑢𝑥𝑥(𝑥, 𝑡) =
𝑝∑︁
𝑖=1
𝑎𝑖𝑢
𝑖(𝑥, 𝑡)
моделирует процессы различной природы. Некоторые конкретные значения 𝑝 и ко-
эффициентов под знаком суммы приводят правую часть уравнения к виду, соот-
ветствующему некоторым известным соотношениям [12]:
– 𝛼(𝑢 − 𝑢2), 𝛼 = const – уравнение Фишера, описывающее распространение
популяций, перенос тепла и массы;
– 𝑢− 𝑢3 – уравнение Ньюэлла-Уайтхеда, используется для анализа конвекции
Релея-Бернара;
– −𝛼𝑢+ (1 +𝛼)𝑢2 – 𝑢3, 0<𝛼<1 – уравнение Зельдовича, возникающее в теории
горения;
– 𝛼𝑢±𝛽𝑢3− 𝛾𝑢5, 𝛼, 𝛽, 𝛾 = const – уравнение Гинзбурга-Ландау, описывающее
поведение системы около точки бифуркации.
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Пусть для уравнения КПП, записанного в виде
𝑢𝑡(𝑥, 𝑡)− 𝑢𝑥𝑥(𝑥, 𝑡)− 𝑢(𝑥, 𝑡) + 𝑢𝑝(𝑥, 𝑡) = 0, (9)
рассматривается задача (2), (3). Итерационный процесс (4) в данном случае имеет
вид
𝑢
(𝑘)
𝑡 (𝑥, 𝑡)− 𝑢(𝑘)𝑥𝑥 (𝑥, 𝑡)− 𝑢(𝑘)(𝑥, 𝑡) = −
(︁
𝑢(𝑘−1)(𝑥, 𝑡)
)︁𝑝
, 𝑘 = 1, 2.... (10)
С помощью (10) построим последовательность приближенных решений уравнения
(9) при однородных начальных и граничных условиях
𝑢(𝑥, 0) = 0, (0, 𝑡) = (𝑙, 𝑡) = 0. (11)
Найдем нулевое приближение 𝑢(0)(𝑥, 𝑡). С учетом (11) из (8) получаем уравнение
𝛿𝑝 + 12𝛿/𝑙2 = 0,
у которого при четных 𝑝 существует действительный ненулевой корень
𝛿 =
(︀−12/𝑙2)︀ 1𝑝−1 . (12)
Его подстановка в (5) приводит к линейному неоднородному параболическому
уравнению, решение которого при условиях (11) определяется с помощью функ-
ции Грина и задается формулой
𝑢(𝑥, 𝑡) =
𝑡∫︁
0
𝑙∫︁
0
Φ(𝜉, 𝜏)𝐺(𝑥, 𝜉, 𝑡− 𝜏)𝑑𝜉𝑑𝜏 . (13)
Здесь 𝐺(𝑥,𝜉,𝑡) – функция Грина для параболического уравнения, а Φ(𝑥,𝑡) – правая
часть уравнения (4). В данном случае Φ(𝑥,𝑡) = –𝛿𝑝 = const, тогда вычисление
двойного интеграла в (13) дает нулевое приближение в итерационном процессе
поиска решения:
𝑢(0)(𝑥, 𝑡) = −𝛿𝑝 2𝑙
2
𝜋3
𝑒𝑡
∞∑︁
𝑛=1
1− (−1)𝑛
𝑛3
(︁
1− 𝑒−(𝜋𝑛𝑙 )2𝑡
)︁
sin
𝜋𝑛𝑥
𝑙
.
На следующих итерациях будем иметь Φ(𝜉, 𝜏) = – 𝑢(𝑘−1)(𝜉, 𝜏). Таким образом,
процесс решения поставленной задачи сводится к определению очередного при-
ближения по формуле
𝑢(𝑘)(𝑥, 𝑡) =
𝑡∫︁
0
𝑙∫︁
0
(︁
−𝑢(𝑘−1)(𝜉, 𝜏)
)︁𝑝
𝐺(𝑥, 𝜉, 𝑡− 𝜏)𝑑𝜉𝑑𝜏 , 𝑘 = 0, 1, 2, ... (14)
Пример 1. Для удобства вычислений ограничимся первым слагаемым в функции
Грина. Пусть 𝑝 = 2, тогда 𝛿 = –12/𝑙2 . Последовательно применяя (14), получим
формулу для нахождения последовательных приближений решения поставленной
задачи:
𝑢(𝑘)(𝑥, 𝑡) = −(2𝛿)2𝑘+1 𝑙2
(︂
𝜋−3
(︂
𝑒𝑡 − 𝑒
(︁
1−𝜋2
𝑙2
𝑡
)︁)︂
sin
𝜋𝑥
𝑙
)︂2𝑘+1−1
, 𝑘 = 0, 1, 2, ... (15)
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Данная формула позволяет последовательно аппроксимировать решение задачи
(9), (11) при 𝑝 = 2 функциями 𝑢(𝑘)(𝑥, 𝑡), 𝑘 = 1, 2,. . . , каждая последующая из ко-
торых «уточняет» предыдущую. Ниже представлены графические компьютерные
модели этих функций при 𝑘 = 0, 1, 2, когда 𝑙 = 1 (Рис. 1) и 𝑙 = 3 (Рис. 2).
𝑢(0)(𝑥, 𝑡) 𝑢(1)(𝑥, 𝑡) 𝑢(2)(𝑥, 𝑡)
Рис. 1: Графики функций 𝑢(𝑘)(𝑥, 𝑡), 𝑘 = 0, 1, 2, при 𝑙 = 1, 𝑇 = 1
𝑢(0)(𝑥, 𝑡) 𝑢(1)(𝑥, 𝑡) 𝑢(2)(𝑥, 𝑡)
Рис. 2: Графики функций 𝑢(𝑘)(𝑥, 𝑡), 𝑘 = 0, 1, 2, при 𝑙 = 3, 𝑇 = 1
Отсюда, также как из результатов вычислений значений функций 𝑢(𝑘)(𝑥, 𝑡)
при различных 𝑙, 𝑇 и 𝑘, следует предположение, что при достаточно малых 𝑡,
тем больших, чем больше 𝑙 и 𝑘, имеет место сходимость в классическом смысле
последовательности приближенных решений 𝑢(𝑘)(𝑥, 𝑡), 𝑘 → ∞, полученных по
формуле (15), к (тривиальному) решению задачи (9), (11).
4. Уравнение Клейна – Гордона
Данное гиперболическое уравнение является обобщением волнового уравнения
и имеет вид
𝑢𝑡𝑡(𝑥, 𝑡)− 𝑢𝑥𝑥(𝑥, 𝑡)− 𝑢(𝑥, 𝑡) + 𝑢𝑝(𝑥, 𝑡) = 0. (16)
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Оно подходит для описания безмассовых скалярных и векторных полей, примени-
мо к описанию скалярных массивных полей, а также используется для описания
быстро движущихся частиц, имеющих массу покоя.
Найдем приближенное решение (16) при однородных условиях (2’), (3)
𝑢(𝑥, 0) = 𝑢𝑡(𝑥, 0) = 0, (0, 𝑡) = (𝑙, 𝑡) = 0. (17)
В этом случае 𝛿 также определяется равенством (12), а решение уравнения (16)
задается формулой (13), в которой Φ(𝑥, 𝑡) = –𝛿𝑝 = const, а 𝐺(𝑥, 𝜉, 𝑡) – на этот раз
функция Грина для гиперболического уравнения. Вычисление двойного интеграла
в (13) дает нулевое приближение в итерационном процессе поиска решения:
𝑢(0)(𝑥, 𝑡) = −𝛿𝑝 2𝑙
2
𝜋
∞∑︁
𝑛=1
1
𝑛
1− (−1)𝑛
(𝜋𝑛)2 − 𝑙2
(︃
1− cos
√︀
(𝜋𝑛)2 − 𝑙2
𝑙
𝑡
)︃
sin
𝜋𝑛𝑥
𝑙
. (18)
Как и в случае уравнения КПП, процесс решения данной задачи сводится к опре-
делению очередного приближения по формуле (14) с функцией 𝑢(0)(𝑥, 𝑡), опреде-
ляемой равенством (18), и соответствующей функцией Грина 𝐺(𝑥, 𝜉, 𝑡).
Пример 2. Пусть 𝑝 = 2. Применение итерационного процесса (14) с первым слага-
емым в функции Грина приводит к формуле для нахождения последовательных
приближений решения задачи (16), (17):
𝑢(𝑘)(𝑥, 𝑡) = −𝛿2𝑘+122(2𝑘+1−1)𝑙2
(︃
𝜋−1
(︀
𝜋2 − 𝑙2)︀−1(︃1− cos √𝜋2 − 𝑙2
𝑙
𝑡
)︃
sin
𝜋𝑥
𝑙
)︃2𝑘+1−1
.
(19)
Как и в случае формулы (15) для задачи (9), (11) формула (19) последовательно
аппроксимирует решение задачи (16) , (17) функциями 𝑢(𝑘)(𝑥, 𝑡),𝑘 →∞. На Рис. 3
и Рис. 4 представлены графические модели этих функций при 𝑘 = 0, 1, 2, когда
𝑙 = 1 и 𝑙 = 3, соответственно.
𝑢(0)(𝑥, 𝑡) 𝑢(1)(𝑥, 𝑡) 𝑢(2)(𝑥, 𝑡)
Рис. 3: Графики функций 𝑢(𝑘)(𝑥, 𝑡), 𝑘 = 0, 1, 2, при 𝑙 = 1, 𝑇 = 20
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𝑢(0)(𝑥, 𝑡) 𝑢(1)(𝑥, 𝑡) 𝑢(2)(𝑥, 𝑡)
Рис. 4: Графики функций 𝑢(𝑘)(𝑥, 𝑡), 𝑘 = 0, 1, 2, при 𝑙 = 3, 𝑇 = 20
Можно предположить, что за исключением сужающихся при 𝑘 → ∞ окрест-
ностей некоторых особых точек, количество которых уменьшается с увеличени-
ем 𝑙, будет иметь место сходимость последовательности приближенных решений
𝑢(𝑘)(𝑥, 𝑡) к точному решению задачи (16), (17).
Заключение
Редукция к нагруженным уравнениям для нахождения решения начально-
краевых задач для уравнений КПП и Клейна – Гордона и построение рекуррентно-
го соотношения общего вида (4) приводит к формулам (15) и (19), определяющих
последовательности приближенных решений однородных задач аппроксимирую-
щих уравнений при 𝑝 = 2. Анализ поверхностей, приведенных на Рис. 1, 2 и 3,
4 позволяет сделать предварительный вывод о сходимости последовательностей
функций 𝑢(𝑘)(𝑥, 𝑡), являющихся приближенными решениями задач (9), (11) и (16),
(17) соответственно к общим решениям этих задач. При установлении сходимости
к решениям исходных уравнений их можно принять за приближенные решения
уравнений (9) и (16) соответственно. Предполагается, что описанный способ мо-
жет быть эффективным для решения некоторых классов нелинейных уравнений
в частных производных, в частности уравнений вида (1), обладающих степенной
нелинейностью.
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Reduction of nonlinear partial differential equations to a loaded equation
is made for finding their approximate solutions. We obtain formulas for
the general term of the sequence of approximate solutions of the initial-
boundary value problems for some loaded equations, for which the original
nonlinear equations are reduced.
Keywords: loaded partial differential equations, differential equations with
power nonlinearity, approximate solutions.
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