affecting structures other than trichomes, i.e. neither gene is pleiotropic, so this is not a perfect test of the cis-regulatory model, but these results support a key role for coding sequence mutations in naturally occurring developmental variation.
But not so fast! A counter example, of sorts, exists within the same Arabidopsis regulatory system, though to understand it we need to know something about the control of root hair development in Arabidopsis. The root epidermis also contains single-celled hairs, which function in water absorption, but in the root the default state is for each epidermal cell to develop as a root hair cell. A transcription factor complex exists in the root homologous to that which specifies trichomes in the shoot, but this complex functions to specify the non-hair root epidermal cells. Like the trichome transcription complex, the root non-hair complex contains a positively acting MYB transcription factor, WER (a paralog of GL1), a basic helix-loop-helix protein, EGL3 (a paralog of GL3), and TTG, the same WD-repeat protein that functions in trichome development [10] . There are also inhibitory MYBs paralogous to ETC2. As noted above, gl1 loss-of-function mutants fail to produce trichomes ( Figure 1E ), and gl1 mutants do not affect any other aspects of plant development, including root hairs, i.e. the mutants are not pleiotropic. In loss-of-function wer mutants, virtually all root epidermal cells develop as root hairs, and no effect is seen on trichomes or other aspects of plant development [14] . WER is 57% identical to GL1 in overall amino acid sequence, and 91% identical within the MYB DNAbinding domain. Yet expression of the WER coding region using GL1 cisacting regulatory sequences can completely rescue the gl1 mutant phenotype and restore fully wild-type trichome development in the leaves ( Figure 1F ), indicating that all of the functionally significant variation lies in the cis-regulatory regions. Of course, gene duplications such as the one leading to WER and GL1 reduce the effects of pleiotropy much as modular cis-regulatory regions do.
It seems unlikely that there will be a clear-cut winner in the debate over the role of coding sequence variation vs. cis-elements in morphological evolution. To paraphrase Malcolm X's remark about social revolution [15] , evolution occurs by any means necessary, and, as noted by Elizabeth Raff above [1] , we should expect the molecular record to reveal that evolution uses whatever materials are at hand. Perhaps the more interesting question is to ask without preconception how the selective forces acting on coding sequences and cis-regulatory regions differ, how these selective forces are altered by pleiotropy and how these differences affect evolutionary trajectories both within and among species. Versions of the same transcription complex described here are also involved in other aspects of epidermal development, including seed coat development [16] and anthocyanin pigmentation [17] , with other examples of both pleiotropy and functional divergence. The control of epidermal development in Arabidopsis and its relatives would seem to have much to offer as a laboratory for addressing these questions. 
Evolution: Spatial Scaling of Microbial Interactions
Intraspecific incompatibility in the soil bacterium Myxococcus xanthus demonstrates that the social life of microbes is antagonistic on local and global scales. Antagonistic interactions and non-self recognition are likely to promote microbial diversity in local populations.
Rachel J. Whitaker
Although it was once believed that microbes are cosmopolitan [1] , it is now clear that at least some microbes evolve in geographically isolated populations [2, 3] . When examined with molecular markers many microbial species, including those capable of forming resistant spores that disperse easily, exist as local sub-populations separated by migration barriers [4, 5] . Even viruses and other mobile genetic elements exhibit biogeographic patterns [6] , indicating that for microbes, size may not determine ability to migrate as it does in macroorganisms. Instead, for many microbes, it seems that rapid rates of local adaptation might be more important than dispersal for maintaining diversity at a global scale.
The spatial structure of microbial populations has significant implications for their evolution. Microbes living in subdivided populations are exposed to a greater threat of extinction and population bottlenecks that can purge diversity. They are able to adapt to local environmental conditions, including other members of their population and community. Local intra-and inter-species interactions create a mosaic landscape that can perpetuate coevolution and cause microbes to diversify [7, 8] . Within and between local populations, these interactions play an important role in the evolution of microbial diversity [9, 10] .
How do microbes interact with their neighbors? Are their social interactions cooperative or antagonistic? Are they territorial? On what time scales do interactions evolve? Does the strength of an interaction depend upon kinship? How do interactions in one location compare to others in the spatial landscape? Answering these questions will help explain the perplexingly high diversity maintained locally and globally in the microbial world [11, 12] .
In this issue of Current Biology, Vos and Velicer [13] explore the character of interactions among natural strains of the social soil bacterium Myxococcus xanthus. These bacteria work together in swarms to capture and feast upon other microbes. When times get tough, they build multicellular fruiting bodies (Figure 1) , in which only a few survive to form spores and disperse. This work builds on an earlier study in which Vos and Velicer [4] identified biogeographic population structure in M. xanthus and demonstrated that migration rates depend upon geographic distance between populations.
In order to test what sort of social interactions evolve locally in species that depend upon each other for multicellular development, Vos and Velicer mixed individual strains isolated from the same 16 x 16 cm plot of soil from Tubingen, Germany [13] , and then induced them to form sporulating fruiting bodies. They compared the number of resistant spores made by each strain when they were mixed in pairs to when they were going it alone. They found that both antagonistic and exploitative interactions occurred. In about one-third of the combinations, both strains did worse together than when alone. The rest of the comparisons were asymmetric, meaning one strain did poorly while the other strain had an unaffected or even enhanced number of spores when mixed.
In contrast to social compatibility in eukaryotic microbes [14] , the intensity of this antagonistic interaction among M. xanthus strains did not correspond to how closely related the strains were. Strains that appeared to be genetically identical, from the sequence of six variable protein encoding markers, exhibited some of the strongest antagonistic asymmetries, where one strain was strongly inhibited when mixed with seemingly clonal brethren. This indicates that antagonism evolves more quickly than nucleotide change, at least in the conserved house keeping genes used to identify strains, and fits nicely with the prediction that coevolutionary interactions evolve rapidly in local populations [15, 16] . Although it is not clear what differences between strains cause antagonistic interactions, in microbes it is not uncommon for individuals that have very similar sequences in housekeeping genes to differ significantly in gene content [17, 18] . Future work analyzing genome sequences may identify the genetic basis for antagonistic mechanisms.
Furthermore, Vos and Velicer [13] determined that fitness asymmetries were hierarchical, showing that within locations, if strains mixed freely, and behave in nature as they do in the lab, a few dominant strains would emerge as more fit than the rest. Why don't clones at the top of the hierarchy outcompete the rest? The authors tested what happened when swarms from different strains met up while growing vegetatively on solid media in a Petri dish -an interaction that is most likely to occur naturally in soils. They found that strains were territorial. Even strains that are indistinguishable by molecular markers did not join forces to swarm together. In total, they identified 45 incompatibility groups among their 78 Tubingen strains! The authors hypothesize that the advantage of such non-self exclusion may be to protect inferior competitors from the antagonistic head to head matches that they observed in their development assays. Thus, territorial interactions promote diversity by preventing one dominant genotype from out-competing the rest of the population.
Comparing these results to those of a previous study [19] , Vos and Velicer [13] found significantly more pairings between strains from distant locations where both strains did worse together than alone. In addition, they found that losing strains from antagonistic pairings of distant isolates were more strongly inhibited than those in local strain pairings. On the basis of this finding, they suggest that local adaptation within one population results in stronger antagonism among strains from distant locations.
The finding of stronger antagonism among geographically isolated populations fits well with theoretical predictions about the diversifying force of antagonistic coevolution among populations that are geographically structured [15] . In local populations, interspecific antagonistic interactions lead to diversifying evolution through a coevolutionary arms race. The result is diversification among populations as they each follow their own trajectory. These predictions have been investigated in microbes primarily where they are coevolving as human or agricultural pathogens [20] . Vos and Velicer [13] provide insight into how this theory may apply to other types of microbe-microbe interactions in wild populations. In doing so they demonstrate that in order to get a handle on the origins and maintenance of microbial diversity, the evolution of interactions must be considered and examined in a spatial context.
