































この強化学習の実現手法として Samuelのcheckerprogram [Samuel 59］に始まり確率的学
習オートマトン（SLA) [Narendra and Thathachar91], TD (A）法［Suton88], Q-learmng 
[Watkins 92］など様々なものが提案されているが，筆者らはHollandにより提案されたクラ
シファイアーシステム（CS) [Holand et al. 86］を利用した学習システムの構築を行い，その













より広範なタスククラスにおいて，自律エージェントをコン トロー ルできるように， 強化学習
システムアーキテクチャの一般的構築手法が必要になる。
そこで本論ではcsのアーキテクチャを進化的に決定するための手法について述べる。その












キテクチャを GAにより決定しようという試みが盛んになりつつある。例えば， ネットワー ク
の重みと闇値をコード化L, GAにより進化させる初期的な研究［Montanaand Davis89] 
[Whitely and Hanson89］，ユニットの結線関係も含めた構造情報を様々な手法でコード化し，




より統合的にGAとニューラルネッ トワー クを組み合わせた枠組みと して進化的強化学習とい
う概念を提案している ［Ackleyand Littman92］。
さらに Unemiらは，ルックアップテーブルを用いたQlearningの学習パラメータを GAに
より進化させることによ り有効な結果を導いている ［Unemi,et al. 94］。
一方， csについても，システムアーキテクチャの設計がタスクの学習に大きな影響を与え
るため，そのインプリメン トに際して注意を払わなければならないこ とが報告されてお り























































3. 2 . 1 Rule-base 
まずRule-baseにはscsの中心であるクラシファイアーの集合CFが存在する。 1つのクラ
シファイア－cf; （εCF）は，プロダクショ ンルールと同様に条件部分c九 と行為部分 cf；か
ら構成されるストリングルー ルである。
本稿では，この条件部分と行為部分を次式の様に表現するものとする。




cf°;= IO. 1, # I 1c, (3) 
cfへ＝ lo. 1.1a. (4) 
ここで， Nはルール集合のサイズ，＃は 0' 1の両者とマッチするワイルドカー ド記号， le, 
んはそれぞれ，予め決められた条件部と行為部のスト リング長である。このクラシファイアー
の初期集合はラ ンダムに生成されるが， cf＼中に‘＃ ’が生成される確率はp＃で制御される。






















































































A = Jaj; J = 1, 2, .. ,NAf とするとデコード関数DFを用いて次式の様に表現できる。
DF: CFA→ A (9) 











scFAt+1= scFAt十 RF（ァり 側





RF （戸）＝αγ1/ICFAI (11) 




RF （γう＝ αァtー βScFAt+ y ScFAt+l (12) 
ここでαは環境報酬に関する係数で， (3' Yはクラシファイアー問の強度の受け渡しに関する
係数， CFAは時刻 t+ 1に実行されるクラシファイアーである。またクラシファイアーの初
期集合には全て同強度 Soが割り当てられる。
3 . 2 . 4 Rule discovery system 









X : 1回の GAプロセスにおいて，交叉により新jレールが生成される確率。 ルール集合の
サイズがNの場合， XN本のルールが交叉によ り新しく生成される。










































figure 3. The evolutionary synthesis cycle of SCS 
architectures by GA 
染色体上には各パラメータ値が順にコー ド化される。ただしここで問題となるのは， 3種の





sensorz・…， S仰 sornlで，それぞれから情報 1Es1.E／，…Esnlが得られるとすると入力情報Es
は次式で表される。
Es =U Ej (13) 
そのため，scsでは各Ejの値がEM中にコード化される。そこでここではEFにより， scs 
内で処理されるセンサの解像度を決定するものとする。具体的には，各E5/の値がセンサの特












チユエータ lactuator1, act叫atorz,. ,act附 toηJがインプリメントされている場合， actuatoηに
より実行される動作集合を Akとするとエージェントのアクション集合Aは次式で表現される。
A =U Ak (14) 





















IEM = I 昨c/ (15) 











4. 3 SC Sアーキテク
チャの評価












































このマニピュ レー タの姿勢Cは各関節角度によるコンフィ ギュレーション空間で表現され，
関節変数ベクトルで示される。すなわち，
C = (q1, q2，… 与…・，q,j T・1 (18) 
ここで q；は関節変数で Tは転置記号である。各関節変数q；の可動範囲は ［0, 2π］とする。
マニピュレータの動作制御は離散時間ごとの各関節角度変位ベクトルムqで与える。
[J. q = （ムql，ム q2，…，ム qi，…，ムq.JT＿ 回
したがって時刻 tの姿勢C（の は次式で表現される。










の報酬信号と してエン ドエフェク ター と目標地点との距離情報のみが与えられるものとする。




























































value of L'.h 



















figure 6. An example of encoding and decoding method. (ns' = na; = 3) 





1 ）ザ d（ρ，EF (t)) < d (p,EF (t 1 )) then〆＝ fixed small reward value ( + 10) 
2 ) if d (p, EF （の）＜ ε
3）ザ CC(C (t) , OB) = 1 
then ゾ＝ fixed large reward value ( +30) 




5. 3 アーキテクチャ進化プロセスへの GAのインプリメン卜
上記問題設定に対してscsアーキテクチャを決定するパラメータ値を以下のように染色体
上にコー ド化する。





の叫と%の両者は共に2ビット長で表現され，各コードに！ 1, 2, 3, 4 f の各値を割り
当てる。つまり変数の範囲を 2分割カミら16分割までの領域に離散化する。次に強化関数につい
ては， profitsharing法を採用するため（11）式の αをlピッ トで表現しそれぞれに 10.1,0.3f 
を割り当てた。ルールの初期強度 Soについても 1ピッ ト長で 1500, lOOOf，また新ルール生
193 
成に関する 3種のパラメータ P,X，μについても lピットを割り当て，それぞれを10.os.o.11.
10. 002, 0. 0051 , 10. 002, 0. 0051に各々変換する。
またこの進化プロセスで使用する GAパラメータは次の値に設定する。
染色体のス トリ ング長 : 12ピット
染色体の集団数 : 10 
再生戦略 ：エリート戦略＋Jレー レッ ト型選択戦略
交叉確率 : 0.5 
突然変異確率 : 0.3 
適応度を算出するための評価関数は次の3種を用いてそれらの値を正規化したものの荷重和
の逆数を適応度とする。各関数は値が小さいほど性能が良い事を示す。
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figure 7. Experimental results 
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figure 8. The learned motion plan of Task 1 and the motion plan of an additional take 2 
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