Supplementary figures
: The input and output of the four models of DeepPASTA. a) The polyA site prediction model of DeepPASTA takes a genomic sequence of 200 nts and three energy efficient RNA secondary structures predicted by RNAshapes [Steffen et al., 2006] from the sequence as the input and predicts whether the input sequence contains a polyA site at the middle or not. b) Similar to the previous model, the tissue-specific polyA site prediction model of DeepPASTA takes a sequence and three corresponding secondary structures generated by RNAshapes as the input and predicts whether the input sequence contains a polyA site at the middle or not for the nine tissues studied in [Derti et al., 2012] . c) The tissue-specific relatively dominant polyA site prediction model of DeepPASTA takes a couple of sequences and corresponding secondary structures containing polyA sites of some gene at the middle as the input and predicts which polyA site is relatively dominant. d) Unlike the relatively dominant model, the absolutely dominant model of DeePASTA takes a sequence and corresponding secondary structure containing a polyA site of some gene at the middle as the input and predicts whether the polyA site is an absolutely dominant polyA site of the gene. Figure S2 : Architectures of the polyA site prediction model of DeepPASTA, M3 and M4. The polyA site prediction model has four sub-models: a sequence and three secondary structure sub-models. Each submodel consists of a convolution layer, a maxpooling layer, a recurrent layer (i.e., a bi-directional LSTM), a flattening layer, and a fully connected layer. On the other hand, M3 (model represented by the red dotted line) consists of a sequence sub-model. M4 (model represented by the yellow dotted line) is similar to M3, but its sequence sub-model does not contains a recurrent layer.
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Deep learning model in Figure S2 Update parameters based on loss value Figure S3 : The training phase of the polyA site prediction model of DeepPASTA. In each iteration of the training phase, the model predicts a likelihood value for the given input. This prediction is compared with the ground truth using a loss function. The loss value is then used to tune the parameters of the deep learning model.
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RNA secondary structure 2 RNA secondary structure 3 Figure S4 : Architecture of the tissue-specific polyA site prediction model of DeepPASTA. Similar to the polyA site prediction model of DeepPASTA, this model has a sequence and three secondary structure submodels. Each of these sub-models consists of a convolution layer, a maxpooling layer, a recurrent layer, a flattening layer, and a fully connected layer. This model is a multi-label classification model that has nine neurons in the output layer for predicting polyA sites in the nine tissues studied in [Derti et al., 2012] . Secondary structure sub-model (Similar to the secondary structure sub-model of Figure S2 )
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One neuron layer Sub-unit Sub-unit Figure S5 : Architecture of the model of DeepPASTA for predicting relative dominance in a particular tissue. The model takes two sequences of 200 nts and corresponding secondary structures generated by RNAshapes containing polyA sites of some gene at the middle as the input. Each of these sequences and secondary structures is processed by a sub-unit, which consists of a sequence and a secondary structure sub-models. The output layer compares the outputs from the two sub-units to predict the relatively dominant polyA site. 
PolyA site Figure S8 : The RNA secondary structures of genes COX4I1 and ADORA2B helped DeepPASTA in predicting polyA sites. The figure shows the secondary structures generated by RNAshapes for the 100-nt upstream sequences of some polyA sites of the genes. Both polyA sites have AATAAA as the polyadenylation signal (PAS), but the locations of the signal in each input are far away from the polyA sites (the PASs and the polyA sites are colored red in the sequences). It is well known that the PAS often occurs 10-30 nts upstream of a polyA site ( [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] ). Hence, one might conjecture that a PAS has to be near a polyA site in order for it to be functional. The folding of the RNA secondary structures reduces the distance between the PAS and polyA site in each gene. Similar phenomena are also described in [Bar-Shira et al., 1991] . Figure S9 : Hexamer signals extracted from the true positive polyA sites predicted by DeepPASTA on dataset 1. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps. The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction. Most of these signals are annotated in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . In addition, DeepPASTA used some novel hexamer signals: UAAAAU, GAAUAAA, UAAAUA, AAUUAA, and UUAAAA. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure 
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Figure S10: Hexamer signals extracted from the true positive polyA sites predicted by the tissue-specific model of DeepPASTA on dataset 1 for the brain tissue. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps. The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction for the brain tissue. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the brain tissue. The most frequently used signals in that region are AAUAAA, AAAAAA, AAAAAG, AAAUAA, and CAAUAA. These signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . Figure S11 : Hexamer signals extracted from the true positive polyA sites predicted by the tissue-specific model of DeepPASTA on dataset 1 for the kidney tissue. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps. The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction for the kidney tissue. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the kidney tissue. The most frequently used signals in that region are AAUAAA, AUAAAA, AAAUAA, AUAAAG, and CAAUAA. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the MAQC Brain2 tissue. The most frequently used signals in that region are AAUAAA, AAAUAA, AUAAAG, CAAUAA, and UAAUAA. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . Figure S15 : Hexamer signals extracted from the true positive polyA sites predicted by the tissue-specific model of DeepPASTA on dataset 1 for the MAQC UHR1 tissue. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps.
The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction for the MAQC UHR1 tissue. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the MAQC UHR1 tissue. The most frequently used signals in that region are AAUAAA, AAAUAA, AUAAAA, AUUAAA, and UAAUAA. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . Figure S16 : Hexamer signals extracted from the true positive polyA sites predicted by the tissue-specific model of DeepPASTA on dataset 1 for the MAQC UHR2 tissue. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps.
The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction for the MAQC UHR2 tissue. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the MAQC UHR2 tissue. The most frequently used signals in that region are AAUAAA, AAAUAA, AUUAAA, AUAAAA, and UAAUAA. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the muscle tissue. The most frequently used signals in that region are AAUAAA, AUUAAA, AAAUAA, AUAAAA, and AUAAAG. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . Figure S18 : Hexamer signals extracted from the true positive polyA sites predicted by the tissue-specific model of DeepPASTA on dataset 1 for the testis tissue. In order to identify the most frequently used signals, we consider the top three high strength 6-mers in each input sequence based on saliency maps. The barplot on the left shows the overall 20 most frequently used hexamer signals in polyA site prediction for the testis tissue. The four barplots on the right show the most frequently used hexamer signals in four equally divided regions (as illustrated at the bottom of the figure) of the input sequence. From these four barplots, it is seen that DeepPASTA used the most hexamer signals from the second region (50-100 nts) in polyA site prediction for the testis tissue. The most frequently used signals in that region are AAUAAA, AUAAAA, AAAUAA, AUAAAG, and AUUAAA. Again, these signals are known as the polyadenylation signals (PASs) in the literature [Hu et al., 2005] , [Derti et al., 2012] and [Tian et al., 2005] . [Leung et al., 2018] 
