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Abstract
We consider a dynamic version of the Neyman contagious point process that
can be used for modelling the spacial dynamics of biological populations, includ-
ing species invasion scenarios. Starting with an arbitrary finite initial configura-
tion of points in Rd with nonnegative weights, at each time step a point is chosen
at random from the process according to the distribution with probabilities pro-
portional to the points’ weights. Then a finite random number of new points is
added to the process, each displaced from the location of the chosen “mother”
point by a random vector and assigned a random weight. Under broad condi-
tions on the sequences of the numbers of newly added points, their weights and
displacement vectors (which include a random environments setup), we derive
the asymptotic behaviour of the locations of the points added to the process at
time step n and also that of the scaled mean measure of the point process after
time step n→∞.
Key words and phrases: Neyman contagious point process, random network,
preferential attachment, random environments, stationary sequence, limit theo-
rems, law of large numbers, the central limit theorem, regular variation.
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1 Introduction and main results
The present paper deals with a dynamic version of the Neyman contagious point pro-
cess [10, 13] (the term “contagious” in the context of such point processes going back to
G. Po´lya [11]). The latter can be described as follows. Suppose we are given a homo-
geneous Poisson point process on the carrier space Rd, d ≥ 1 (in a motivating example
from [10], the points representing egg masses of some insect species). Then, using each
of the points in the process as a “mother”, we add several “daughter” points randomly
displaced relative to their mother (to model a situation where “larvae hatched from
the eggs which are being laid in so-called ‘masses’” [10]). Our process differs from that
∗Research supported by the ARC Discovery Grant DP120102398.
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one-stage scheme in that it is multistage and, at each time step, one of the existing
points is chosen at random to be the next mother, and then a random number of
daughter points are added, displaced at random relative to their mother point. The
points in our process are endowed with “weights” that determine the probabilities with
which the points can be chosen to be mothers in the future.
More formally, our point process starts with an initial configuration of k0 ≥ 1
random pointsX0,1, . . . ,X0,k0 ∈ Rd, d ≥ 1, labelled with respective vectors (w0,j, u0,j),
j = 1, . . . , k0, with non-negative components.
At time step n ≥ 1, kn ≥ 0 new points are added to the process, with respective
labels (wn,j, un,j), j = 1, . . . , kn. The role of the weights wn,l ≥ 0 will be to characterise
the “fitness”, or reproductive ability, of the individuals to be associated with the points
to be added to the process at the nth step (they can be used, for example, to model the
aging of the individuals), as they will be used to determine the probability distributions
for choosing new mothers in the future. The quantities un,l ≥ 0 specify the amount of
a “resource” attached to the individuals (e.g., the body weight etc.).
To specify the locations of the newly added points, let W−1 := 0, and, for n ≥ 0,
set
wn :=
kn∑
l=1
wn,l, Wn :=
n∑
r=0
wr,
Then, at step n + 1 ≥ 1, an existing point Xr,j, 0 ≤ r ≤ n, 1 ≤ j ≤ kr, is chosen at
random, according the probability distribution
pn := {pn,r,j : 0 ≤ r ≤ n, 1 ≤ j ≤ kr}, pn,r,j :=
wr,j
Wn
. (1)
Denote that point by X∗n and add kn+1 ≥ 0 new points to the process, at the locations
Xn+1,l :=X
∗
n + Y n+1,l, 1 ≤ l ≤ kn+1,
where we assume that the random vector (Y n+1,1, . . . ,Y n+1,kn+1) ∈ (Rd)kn+1 is inde-
pendent of {Xr,j}0≤r≤n,1≤j≤kr and the choice of the “mother point” X∗n. We assume
nothing about the character of dependence between the components Y n+1,l (in par-
ticular, some of them can coincide). Denote the distribution of (Y n,1, . . . ,Y n,kn) on
(Rd)kn by Qn, and that of Y n,j on R
d by Qn,j.
Note that if the wn’s tend to decrease as n increases, it means that the more
mature individuals are more active in reproduction. When the wn’s tend to increase,
the younger ones are more productive.
Models of such kind can be used to describe the dynamics of a population of mi-
croorganisms in varying (in both time and space) environments, and the process of
distribution of individual insects (as in the larvae example from [10]) or colonies of
social insects (such as some bee species or ants). In particular, they can be of interest
when modeling foreign species invasion scenarios. Further examples include dynamics
of business development for companies employing multi-level marketing techniques (or
referral marketing).
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Observe that our process’ structure resembles that of a branching random walk,
see, e.g., [2, 4] and references therein. If pn is a uniform distribution, the process under
consideration is the embedded skeleton process for a continuous time branching random
walk. There is also an interesting relationship with certain random search algorithms,
see, e.g., [7] and (12) below.
One can think about the points in our process as nodes in a growing random forest,
the roots thereof being the initial points, with edges connecting daughters to their
mothers. Note that the trees in the forest, unlike the ones in the case of branching
processes, are not independent of each other.
The model we are dealing with belongs to the class of “preferential attachment
processes”. The most famous of them was proposed in the much-cited paper [3], where
new nodes were attached to already existing ones with probabilities proportional to the
degrees of the latter, with the aim of generating random “scale-free” networks that are
widely observed in natural and human-made systems, including the World Wide Web
and some social networks. Since then there have appeared quite a few publications on
the topic, including the monograph [8]. In most cases, in the existing literature the
“attachment rule” depends on the degrees of the existing nodes (possibly with some
variations as, e.g., in [1], where new nodes may link to a node only if they fall within
the node’s “influence region”), and the authors consider the standard set of questions
concerning the growing random graph, such as: the appearance and size of the giant
component (if any), the sizes of (other) connected components in different regimes, the
diameter and average distance between two vertices in the giant component, typical
degree distributions, proportion of vertices with a given degree, the maximum degree,
bond percolation and critical probability, and connectivity properties after malicious
deletion of a certain proportion of vertices.
In relation to our previous remark on connection to branching phenomena, we
would like to mention the paper [12] obtaining the asymptotic degree distribution in a
preferential attachment random tree for a wide range of weight functions (of the nodes’
degrees) using well-established results from the theory of general branching processes.
However, to the best of the author’s knowledge, neither models of the type discussed
in the present paper nor the questions of the spacial dynamics of the growing networks
had been considered in the literature prior to the publication of [5]. That paper dealt
with the special case of the model where kn ≡ k = const, n ≥ 1, the weights being
assumed to be of the form wn,j = a
n, j = 1, . . . , k, for some constant a > 0, with
Y n,j, j = 1, . . . , k, being independent and identically distributed. Under rather broad
conditions (existence of Cesa`ro limits for means/covariance matrices of Y n,1, uniform
integrability for Y n,1 or ‖Y n,1‖2, ‖ · ‖ denoting the Euclidean norm), the paper es-
tablished versions of our Theorems 1–3 below. They showed that the distributions
of the locations of the individuals added at the nth step and the mean measures of
the process after step n display distinct LLN- and CLT-type behaviours depending on
whether a < 1, a = 1 or a > 1. The model was further studied in [6], in the case where
k = 1, d = 1, Y n,1 ≥ 0, and the weights wn were assumed to be random. In addition to
obtaining an analog of our Theorem 1 and proving a number of other results, the paper
also established the asymptotic (as n → ∞) behaviour of the distance X∗n + Y n+1,1
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to the root (the initial point in the process) of the point added at step n + 1 under
the assumption that wn = e
−Sn , Sn = θ1 + · · ·+ θn, θj being i.i.d. with zero mean and
finite variance. The paper [6] also derived the asymptotics of the expected values of
the outdegrees of vertices.
In the present work, we are dealing with a broader class of models, where the
numbers kn of points added to the process at different steps can vary, while, at any
given time step n, the displacement vectors Y n,j, j = 1, . . . , kn, can be dependent and
have different distributions, and study not only the laws of the locations of the newly
added points, but also the distributions of their “resources” (that may coincide with
their “fertility” given by the weights wn,j).
Moreover, we will also be dealing with processes of the above type evolving in
random environments (RE). This means that the offspring sizes kn, their attributes
(wn,j, un,j) and the distributions of (Y n,1, . . . ,Y n,kn) will be random as well, which can
be formalised as follows.
Let P be a given family of distributions on (Rd,B(Rd)), B(Rd) being the σ-algebra
of Borel sets on Rd. For k ≥ 1, denote by P(k) the family of all distributions on (Rd)k
with margins from P.
The random environments are given by a sequence V := {Vn}n≥1 of random elements
Vn ∈ S of the space
S :=
⋃
k≥0
S(k), S(k) := (R2+)
k ×P(k), k = 1, 2, . . . , S(0) := {0}.
The elements Vn can be specified by their “dimensionality” kn (one has kn = k when
Vn ∈ S(k), meaning that k new points will be added to the process at step n), “at-
tributes” ((wn,1, un,1), . . . , (wn,kn, un,kn)) ∈ (R2+)kn, and offspring displacement distri-
butions Qn ∈ P(kn). The choice of the σ-algebra on S is standard for objects of such
nature, so we will not describe it in detail.
The dynamics of the process in RE are basically the same as in the case of the
deterministic environments, the only difference being that, in the above-presented de-
scription of step n + 1 in the process, one should everywhere add “given the whole
sequence of random environments V and the past history of the process up to step n”.
Thus, pn will become the (random) conditional distribution (given V) of choosing a
new mother among the already existing points X0,1, . . . ,Xn,kn etc.
The conditions of our assertions in the RE setup will often include strict stationarity
of some sequences related to V. In those cases, I will be used to denote the σ-algebra
of events invariant w.r.t. the respective measure preserving transformation,
〈 · 〉 := E( · |I )
denoting the conditional expectation given I .
To formulate the main results of the paper, we will need some further notation.
Denote by
φn,j(t) := E exp{itXTn,j}, t ∈ Rd,
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the characteristic function (ch.f.) of the distribution Pn,j of the point Xn,j, n ≥ 0,
1 ≤ j ≤ kn, in our process, xT standing for the transposed (column) vector of x ∈ Rd,
and set, for n = 0, 1, 2, . . . and t ∈ Rd,
πn :=
wn
Wn
≡
kn∑
j=1
pn,n,j, φn(t) :=
1
wn
kn∑
j=1
wn,jφn,j(t) ≡ 1
πn
kn∑
j=1
pn,n,jφn,j(t) (2)
(note that π0 = 1).
That is, φn is the ch.f. of the mixture law Pn :=
1
wn
∑kn
j=1wn,jPn,j, which coincides
with the conditional distribution of the locationX∗n of the mother point for step n+1 in
our process given that that point was chosen from the kn points added at the previous
step. For n such that kn = 0, we can leave φn,j and φn undefined.
In the RE setup, we put
φn,j|V(t) := EV exp{itXTn,j}, φn|V(t) :=
1
wn
kn∑
j=1
wn,jφn,j|V(t), t ∈ Rd,
where EV stands for the conditional expectation given V, and denote by Pn,j|V and Pn|V
the respective distributions.
Set un :=
∑kn
j=1 un,j, Un :=
∑n
r=0 ur, and consider the measure
Mn(B) := E
[
1
Un
n∑
r=0
kr∑
j=1
ur,j1{Xr,j∈B}
]
=
1
Un
n∑
r=0
kr∑
j=1
ur,jPr,j(B), B ∈ B(Rd), (3)
describing the distribution of the “resource” specified by the quantities un,j, 1A being
the indicator of the event A. When un,j ≡ 1, Mn is just the mean measure of the
process. In the RE setup, Mn|V is defined by (3) with E in its middle part replaced
with EV (and hence with Pr,j on its right-hand side replaced with Pr,j|V).
To avoid making repetitive trivial comments, we assume throughout the paper that
Un → ∞ (a.s. in the RE setup) as n → ∞, so that the process of adding new points
and resources never terminates.
Further, we will denote by
fn,j(t) := E exp{itY Tn,j}, t ∈ Rd,
the ch.f. of Qn,j (fn,j|V(t) is defined in the same way as fn,j(t), but with E replaced
with EV), and set
fn(t) :=
1
wn
kn∑
j=1
wn,jfn,j(t).
Denote by A the directed set of all pairs (n, j), n ≥ 0, 1 ≤ j ≤ kn, with preorder
4 on it defined by (r, j) 4 (n, l) iff r ≤ n. Given a net a := {aα}α∈A in a linear
topological space, and a net {bα}α∈A in [0,∞), we say that the net a is b-summable
with sum Sb(a) if the limit
Sb(a) := lim
α
∑
β4α bβaβ∑
β4α bβ
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exists and is finite. If bn,j ≡ 1 then b-summability is basically Cesa`ro summability (for
nets), to a sum denoted by S1(a). In the above definition, a can be a net of scalars,
vectors, matrices, or even distributions. In the latter case the limit (to be denoted by
w- lim) is in the topology of weak convergence of distributions, whereas in other cases
the limit is in the component-wise (point-wise for functions) sense.
Remark 1. An elementary extension of the classical Toeplitz theorem shows that, if
limα aα = a∞ and limα bα = ∞, then a is b-summable with the sum a∞. Observe
also that if both ab = {aαbα} and b are 1-summable, and S1(b) > 0, then a will be
b-summable as well, with the sum Sb(a) = S1(ab)/S1(b).
As we already said, the weights wn,j can be used to model dependence of the
reproductive ability of individuals on when there were added to process (in particular,
their “aging”). Our first result refers to the case when the total “weight” of all the
points in the process is finite, meaning that the more mature individuals tend to have
noticeably higher reproduction ability compared to the newly added ones.
Theorem 1. Let W∞ := limn→∞Wn ≡
∑∞
r=0wn <∞. Then the infinite product
Π(t) :=
∞∏
r=0
(1 + πr(fr(t)− 1))
converges to a ch.f. Moreover,
(i) if {Qn,j} is u-summable (or, which is the same, the net {fn,j(t)} is u-summable
to a continuous sum Su(f(t))), then one has w- limn→∞Mn = M∞, where the limiting
measure M∞ has ch.f. Π(t)Su(f(t));
(ii) if w- lim(n,j)Qn,j = Q∞ for some distribution Q∞ on Rd with ch.f. f∞(t), then
one has w- lim(n,j) Pn,j = P∞, the limiting distribution P∞ having the ch.f.
φ∞(t) := f∞(t)Π(t).
In that case, one also has w- limn→∞Mn = P∞
From the Birkhoff–Khinchin theorem, Remark 1 and Theorem 1(i), we immediately
obtain the following result in the RE setup. We write Z ∼ P if the the random vector
Z has distribution P , denote by un := (un,1, . . . , un,kn) ∈ Rkn+ the vector of resource
values un,j assigned to the points added to the process at step n, and set
(uf)n(t) :=
kn∑
j=1
un,jfn,j(t).
Corollary 1. In the RE setup, suppose that {‖Z‖ : Z ∼ P ∈ P} is uniformly
integrable and {(kn,un,Qn(·))} is a strictly stationary sequence. Then, on the event
{W∞ < ∞} ∩ {〈u1〉 > 0}, one has w- limn→∞Mn|V = M∞ a.s., where the limiting
measure M∞ has ch.f.
Π(t)
〈(uf)1(t)〉
〈u1〉 .
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An RE version of the assertion of Theorem 1(ii) concerning convergence of Pn|V is
straightforward.
Remark 2. Thus, when W∞ < ∞ and the displacement laws Qn,j “stabilise on aver-
age” in the sense that they are 1-summable, the points in our process form a “cloud”
of which the relative “density” has a limit. This is so because the “old points” will
be responsible for most of the progeny. But what about the contribution of individual
points? How often will the points be chosen to become mothers (recall that we do not
exclude the case kn = 0, so a chosen point will not necessarily have daughters at a
given step)? Since, for any fixed r ≥ 0 and j = 1, . . . , kr, the indicators of the events
{Xr,j is chosen to be the mother at step n+1}, n ≥ r, are independent Bernoulli ran-
dom variables with success probabilities wr,j/Wn, Borel–Cantelli’s lemma immediately
yields the following dichotomy:
• if∑n≥0W−1n =∞ then any individual with a positive w-weight will a.s. be chosen
to become a mother infinitely often (so this is the case in Theorem 1), and
• if ∑n≥0W−1n <∞ then any individual will become a mother finitely often a.s.
The latter situation is, of course, impossible under conditions of Theorem 1, but
both situations can occur under the conditions of the next theorem that deals with the
case where the total weight of the points in the process is unbounded. For n ≥ 0, set
µn,j := EY n,j, mn,j := EY
T
n,jY n,j (when these expectations are finite), and let
µn :=
1
wn
kn∑
j=1
wn,jµn,j, mn :=
1
wn
kn∑
j=1
wn,jmn,j.
It is clear that µn is the mean vector of the distribution with ch.f. fn, while mn is the
matrix of (mixed) second order moments of that mixture distribution.
Theorem 2. Assume that wn = ξnn
αL(n), n ≥ 1, where {ξn ≥ 0} is Cesa`ro summable
to a positive value S1(ξ), α > −1 and L is a slowly varying at infinity function.
(i) Let {‖Y n,j‖}(n,j)∈A be uniformly integrable, {ξnµn} be Cesa`ro summable with
sum S1(ξµ). Then
w-lim
(n,j)
Pn,j( · lnn) = δλ( · ), (4)
where δλ is the unit mass concentrated at the point λ := (α + 1)S1(ξµ)/S1(ξ) ∈ Rd,
and
νn :=
1
lnn
n−1∑
r=1
πrµr → λ, n→∞.
Moreover, if
lim
εց0
lim sup
n→∞
Uεn/Un = 0, (5)
then also
w-lim
n→∞
Mn( · lnn) = δλ( · ). (6)
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(ii) Assume that {‖Y n,j‖2}(n,j)∈A is uniformly integrable and the sequence {ξnmn}
is Cesa`ro summable. Then the limit w-lim(n,j) of the distributions of
Xn,j − νn lnn√
lnn
exists and is equal to the normal law in Rd with zero mean vector and covariance matrix
(α+1)S1(ξm)/S1(ξ). Moreover, if (5) holds then w-limn→∞Mn( ·
√
lnn+νn lnn) also
exists and is equal to the same normal distribution.
As in the case of Theorem 1, an RE version of the above statement is readily
available from the Birkhoff–Khinchin theorem and Remark 1. Set
µn|V :=
1
wn
kn∑
j=1
wn,jEVY n,j, mn|V :=
1
wn
kn∑
j=1
wn,jEVY
T
r,jY r,j.
Corollary 2. In the RE setup, let wn = ξnn
αL(n), n ≥ 1, where α = α(ω) > −1 and
L(n) = L(ω, n) is a slowly varying function a.s.
(i) Assume that {‖Z‖ : Z ∼ P ∈ P} is uniformly integrable and
ξn = ξ˜n(1 + o(1)), µn|V = µ˜n + o(1) a.s. as n→∞, (7)
where {(ξ˜n, µ˜n)} is a strictly stationary sequence with a finite absolute moment and
Eξ˜1‖µ˜1‖ <∞. Then, as n→∞, on the event A := {〈ξ˜1〉 > 0}, one has
w-lim
(n,j)
Pn,j|V( · lnn) = δλ( · ) a.s.,
where δλ is the unit mass concentrated at the point λ := (α+ 1)〈ξ˜1µ˜1〉/〈ξ˜1〉 ∈ Rd, and
νn|V :=
1
lnn
n−1∑
r=1
πrµr|V → λ a.s.
Moreover, if (5) holds a.s. on A, then on that event one also has
w-lim
n→∞
Mn|V( · lnn) = δλ( · ) a.s.
(ii) Assume that the family {‖Z‖2 : Z ∼ P ∈ P} is uniformly integrable and the
first of relations (7) holds together with
mn|V = m˜n + o(1) a.s. as n→∞, (8)
where the sequence {(ξ˜n, m˜n)} is strictly stationary with a finite absolute moment and
Eξ˜1‖m˜1‖ < ∞. Then, on the event A, the limit w-lim(n,j) of the conditional distribu-
tions of
Xn,j − νn|V lnn√
lnn
given V exists a.s. and equals the normal law in Rd with zero mean vector and covariance
matrix (α + 1)〈ξ˜1m˜1〉/〈ξ˜1〉. Moreover, if (5) holds on A, that normal distribution will
be limiting on A for Mn|V( ·
√
lnn+ νn lnn) as well.
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Thus, in the broad (power function) range of the w-weights dynamics, the point
processes display basically one and the same behaviour: a drift at rate lnn in the
direction of the “average” mean displacement vector (if the latter is non-zero), and the
asymptotic normality of the point distribution at the scale
√
lnn. The next theorem
deals with the case where the w-weights grow exponentially fast on average, basically
meaning that the individuals modelled by points in our process have a “finite life span”
(at least, in what concerns their reproduction abilities). As one could expect in such
a situation, the distributions Pn will “drift” at a constant rater, while the u-resource
will be “spread” along the trajectory of the drift.
In this case, the formulation of the result is much simpler (and more natural) in
the RE setup than in the deterministic one, so we will only consider here the former
situation.
Theorem 3. In the RE setup, let wn = ξne
Sn, n ≥ 1, where Sn := τ1 + · · ·+ τn for a
random sequence {τn}n∈Z.
(i) Assume that {‖Z‖ : Z ∼ P ∈ P} is uniformly integrable, relations (7) holds
with {(ξ˜n, τn, µ˜n)}n∈Z being strictly stationary, Eξ˜1‖µ˜1‖ < ∞. Then, on the event
A := {〈ξ˜1〉 > 0, 〈τ1〉 > 0},
w-lim
(n,j)
Pn,j|V( · lnn) = δλ a.s., λ :=
〈 ξ˜1µ˜1
ζ˜1
〉
, (9)
where
ζ˜n :=
∞∑
m=0
ξ˜n−me−Sn,m , Sn,m := τn−m+1 + τn−m+2 + · · ·+ τn, m > 1,
Sn,0 := 0, so that {(ξ˜n, ζ˜n, µ˜n)} is stationary as well on A.
If, in addition, the distribution functions U⌊nv⌋/Un, v ∈ [0, 1], converge weakly a.s.
to some distribution function G on [0, 1] as n→ ∞, then, on the event A there exists
the limit w-limn→∞Mn|V( ·n) = M∞( · ) a.s., where M∞ is supported by the straight line
segment with end points 0 and λ, such that M∞({λs, s ∈ [0, v]}) = G(v), v ∈ [0, 1].
(ii) Let {‖Z‖2 : Z ∼ P ∈ P} be uniformly integrable, relations (7) and (8)
hold with the sequence {(ξ˜n, τn, µ˜n, m˜n)}n∈Z being strictly stationary with a finite first
absolute moment. Then, on the event A, the limit w-lim(n,j) of the conditional given V
distributions of
Xn,j − κn√
n
, κn :=
n∑
r=1
πrµr|V ,
exists a.s. and equals the normal law in Rd with zero mean vector and covariance matrix〈 ξ˜1
ζ˜1
m˜1 − ξ˜
2
1
ζ˜21
µ˜
T
1 µ˜1
〉
.
Remark 3. In part (ii) of Theorem 3, one can also derive a normal mixture approxi-
mation to Mn|V( ·
√
n) as n→∞, cf. Theorem 1(iii) in [5].
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2 Proofs
The key tool in the proofs is an extended version of the recurrences (9) in [5] and (2)
in [6]. Namely, first note that, by the total probability formula,
φn+1,j = Φnfn+1,j , Φn :=
n∑
r=0
kr∑
l=1
pn,r,lφr,l. (10)
Using (1) and the observation that pn,r,j = pn−1,r,jWn−1/Wn = pn−1,r,j(1 − πn) for all
r < n, 1 ≤ j ≤ kr, we obtain for n ≥ 1, employing (10), (2) and recursion, that
Φn =
n−1∑
r=0
kr∑
l=1
pn,r,lφr,l +
kn∑
l=1
pn,n,lφn,l
= (1− πn)Φn−1 +
kn∑
l=1
pn,n,lΦn−1fn,l = (1− πn)Φn−1 + πnΦn−1fn
= (1 + πn(fn − 1))Φn−1 =
n∏
r=0
(1 + πr(fr − 1)). (11)
A probabilistic interpretation of (11) is that
X∗n
d
=
n∑
r=0
IrY r, n ≥ 1, (12)
where the Ir’s are Bernoulli random variables with success probabilities πr (so that
I0 ≡ 1), the random vectors Y r have ch.f.’s fr, all of the random quantities being
independent.
Therefore, it follows from (10) that
φn+1,j = fn+1,j
n∏
r=0
(
1 + πr(fr − 1)
)
, n ≥ 0. (13)
In the RE setup, fixing V and using the same argument, we obtain that φn+1,j|V also
equals the right-hand side of the above relation.
Remark 4. Representation (12) basically corresponds to “going back in time”, tracing
the “ancestry” of the points added at step n + 1. In the case where wn ≡ 1, Y n ≡ 1,
this is equivalent to the correspondence between the “distance to the root” in a random
tree and the number of records in an i.i.d. sequence of random variables used in [7].
Observe also the following: fix an arbitrary (r, i) ∈ A. Then, for any point Xn,j with
n > r, the probability thatXn,j hasXr,i among its ancestors is one and the same value
wr,i/Wr. Hence the mean number of the nth generation points that have a particle from
the rth generation as an ancestor is knπr.
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Proof of Theorem 1. Since in this case πn = (1+ o(1))wn/W∞ as n→∞, it follows
that
∑∞
r=1 πr <∞. Hence the product on the right-hand side of (11) converges to Π(t)
uniformly in t as n → ∞. That the limiting infinite product will be a ch.f. follows
from Le´vy’s continuity theorem, since all the factors 1+πr(fr−1) are ch.f.’s (note that
πr ∈ (0, 1)) and the Weierstrass theorem implies that Π(t) will be continuous at zero.
(i) To prove convergence of Mn, observe that (3), the assumption that Un →∞ as
n→∞ and (13) imply that, for any fixed t ∈ Rd, for the ch.f. ϕn(t) of Mn one has
ϕn(t) =
1
Un
n∑
r=0
kr∑
j=1
ur,jφr,j(t) =
1
Un
n∑
r=0
kr∑
j=1
ur,jfr,j(t)
r−1∏
s=0
(
1 + πs(fs(t)− 1)
)
= (1 + o(1))Π(t)
1
Un
n∑
r=0
kr∑
j=1
ur,jfr,j(t) = (1 + o(1))Π(t)Su(f(t)).
Now the desired assertion immediately follows from Le´vy’s continuity theorem.
(ii) That w- lim(n,j) Pn,j = P∞ follows from representation (13), the assumption
that lim(n,j) fn,j(t) = f∞(t) and the already established convergence of the products of
1 + πr(fr − 1) to the ch.f. Π(t). That w- limn→∞Mn = P∞ follows from the first part
of Remark 1 and part (i) of the theorem. 
Proof of Theorem 2. (i) First we will analyse the asymptotic behaviour of πn
as n→∞. Choose a sequence εp ց 0 as p→∞ that vanishes slowly enough, so that
the following relations hold true: mp → ∞ as p → ∞ for the sequence {mp} defined
by m−1 := −1, m0 := 1,
mp := (1 + εp)mp−1, p = 1, 2, . . . ,
εp/εp−1 → 1, and
ϑp :=
1
mp
mp∑
r=1
ξr − S1(ξ) = o(εp). (14)
It is clear that such a sequence exists, and we can assume for notational simplicity that
all mj are integer (the changes needed in case they are not are obvious) and that there
exists a q = q(n) ∈ N such that mq = n. Then
n∑
r=1
wr =
q∑
p=0
∑
r∈(mp−1,mp]
ξrr
αL(r) =
q∑
p=0
mαpL(mp)
∑
r∈(mp−1,mp]
ξr
(
r
mp
)α
L(r)
L(mp)
,
and it is not hard to verify (using the fact that
∑
n n
αL(n) =∞) that the right-hand
side here (and hence Wn as well) is
(1 + o(1))
q∑
p=0
mαpL(mp)
∑
r∈(mp−1,mp]
ξr. (15)
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From Cesa`ro summability of {ξn} and (14), one has
1
εpmp−1
∑
r∈(mp−1,mp]
ξr =
1
εpmp−1
( mp∑
r=1
ξr −
mp−1∑
r=1
ξr
)
=
1
εp
[
(1 + εp)
(S1(ξ) + ϑp)− (S1(ξ) + ϑp−1)]
= S1(ξ) + ϑp + (ϑp − ϑp−1)/εp = S1(ξ) + o(1).
Therefore the representation (15) for Wn implies that
Wn = (1 + o(1))S1(ξ)
q∑
p=1
εpm
α+1
p L(mp)
= (1 + o(1))S1(ξ)
n∑
r=1
rαL(r) =
(1 + o(1))S1(ξ)
α + 1
nα+1L(n)
by Karamata’s theorem, so that
πn ≡ wn
Wn
= (α + 1 + o(1))
ξn
nS1(ξ) = o(1) as n→∞, (16)
where the last relation holds since ξn = o(n) from Cesa`ro summability of {ξn}.
Now we turn to analysing the asymptotic behaviour of Pn,j. For a fixed t ∈ Rd and
a sequence bn →∞, n→∞, it follows from (13) that the ch.f. of Pn,j(· bn) is given by
φn,j(t/bn) = fn,j(t/bn)
n−1∏
r=0
[
1 + πr(fr(t/bn)− 1)
]
= (1 + o(1))fn,j(t/bn) exp
{
(1 + o(1))
n−1∑
r=0
πr(fr(t/bn)− 1)
}
= (1 + o(1)) exp
{
1 + o(1)
bn
n−1∑
r=1
πr(µrt
T + ηr,n)
}
, |ηr,n| ≤ ηn = o(1),
(17)
where the second equality follows from the relation
lim
n→∞
sup
r≥0
|πr(fr(t/bn)− 1)| → 0,
which holds due to (16), and the third one follows from the uniform integrability
assumption on P (cf. (12), (13) in [5]). Using (16) and setting bn := lnn we obtain
that
φn,j(t/ lnn) = (1 + o(1)) exp
{
α + 1 + o(1)
S1(ξ) lnn
n−1∑
r=0
ξr
r
(µrt
T + ηr,n)
}
= (1 + o(1)) exp
{
α + 1 + o(1)
S1(ξ) lnn
[
n−1∑
r=0
ξrµr
r
tT + θn
n−1∑
r=0
ξr
r
]}
, |θn| ≤ ηn.
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Next, applying to the sums in the exponential the following simple corollary of the
Stolz–Cesa`ro theorem: for a real sequence {xn}, as n→∞,
if
1
n
n∑
k=1
xk → x ∈ R, then 1
lnn
n∑
k=1
xk
k
→ x (18)
(see, e.g., 2.3.25 in [9]), we obtain that lim(n,j) φn,j(t/ lnn) = exp{iλtT}, where con-
vergence is uniform in t on any bounded subset of Rd, which completes the proof
of (4).
To prove (6), note that, for ǫn > 0 vanishing slowly enough (so that Uǫnn/Un = o(1)
and ln ǫn = o(lnn); we will assume without loss of generality that ǫnn ∈ N), setting
tr,n := (t ln r)/ lnn, one has from (3) that, for any fixed t, the ch.f. of Mn(· lnn) is
equal to
ϕn(t/ lnn) =
1
Un
n∑
r=ǫnn
kr∑
j=1
ur,jφr,j(tr,n/ ln r) + o(1)
= exp{itλT}+ o(1), n→∞, (19)
since tr,n = t + o(1) uniformly in r ∈ [ǫnn, n], and in view of the above-mentioned
uniformity of convergence of φn,j(t/ lnn) to the exponential function.
(ii) Using the second order uniform integrability assumption on P, it is not hard
to verify that, as ‖s‖ → 0,
fr(s)− 1 = iµrsT −
1
2
smrs
T + o(‖s‖2) uniformly in r ≥ 1.
Therefore, for any fixed t ∈ Rd, taking into account that supr ‖µr‖ < c < ∞ (due to
uniform integrability), as n→∞ and bn →∞,
ln(1 + πr(fr(t/bn)− 1)) = πr(fr(t/bn)− 1) +O
(
π2r
b2n
)
= πr
(
iµrt
T
bn
− tmrt
T
2b2n
)
+ o
(
πr
b2n
)
(20)
from (16). Now, observing that fn(t/bn) = 1 + o(1) as n → ∞ (again owing to the
uniform integrability assumption), and setting bn :=
√
lnn, one can derive from the
first line of (17) that φn,j
(
t/
√
lnn
)
is equal to
(1 + o(1)) exp
{
it√
lnn
n−1∑
r=0
πrµ
T
r −
1
2 lnn
t
(
n−1∑
r=0
πrmr
)
tT +
o(1)
lnn
n−1∑
r=0
πr
}
. (21)
The first term in the argument of the exponential function in (21) is
it√
lnn
n−1∑
r=0
πrµ
T
r = it
√
lnn× 1
lnn
n−1∑
r=0
πrµ
T
r ≡ iνntT
√
lnn.
13
Again using the Cesa`ro summability assumptions, (16) and (18), it is not difficult to
show, similarly to our argument in the proof of part (i), that, as n→∞,
1
lnn
(
n−1∑
r=0
πrmr
)
→ (α+ 1)S1(ξm)S1(ξ) .
Finally, the last term in the argument of the exponential function in (21) is negligibly
small compared to
1
lnn
n−1∑
r=0
πr → α + 1,
the last relation again following from (16) and (18). This establishes the desired con-
vergence of the distributions of (Xn,j − νn lnn)/
√
n.
Now turn to the asymptotic behavior of Mn( ·
√
lnn + νn lnn). Let ǫn > 0 be
a sequence vanishing slowly enough (so that Uǫnn/Un = o(1) and ln ǫn = o(
√
lnn)).
Then, up to an additive term o(1), the ch.f. ϕn(t/
√
lnn)e−iνnt
⊤
√
lnn of that measure
equals
1
Un
n∑
r=ǫnn
kr∑
j=1
ur,jφr,j(t/
√
lnn)e−iνnt
⊤
√
lnn
=
1
Un
n∑
r=ǫnn
kr∑
j=1
ur,jφr,j(tr,n/
√
ln r)e−iνrt
⊤
r,n
√
ln r exp
{
1√
lnn
n−1∑
s=r
πsµs
}
, (22)
where tr,n := t
√
ln r
lnn
→ t uniformly in r ∈ [εn, n] as n→∞ and, as supn ‖µn‖ ≤ c <∞
due to the uniform integrability assumption, one has from (16) that, for some c1 <∞,∥∥∥∥n−1∑
s=r
πsµs
∥∥∥∥ ≤ c n−1∑
s=ǫnn
πs = c
α + 1
S1(ξ)
n−1∑
s=ǫnn
ξs
s
(1 + o(1)) ≤ c1
n−1∑
s=ǫnn
ξs
s
.
Setting Ξn :=
1
n
∑n
k=1 ξk, note that ξs = sΞs − (s− 1)Ξs−1 and Ξn → S1(ξ) as n→∞,
and so
n−1∑
s=ǫnn
ξs
s
=
n−1∑
s=ǫnn
(
Ξs − s− 1
s
Ξs−1
)
= Ξn−1 − Ξǫnn−1 +
n−1∑
s=ǫnn
1
s
Ξs−1
= O
( n−1∑
s=ǫnn
1
s
)
= O
(| ln ǫn|) = o(√lnn)
by assumption. Therefore the last factor on the right-hand side of (22) tends to one, so
that the previously established convergence of the distributions of (Xn,j−νn lnn)/
√
n
completes the proof of Theorem 2. 
Proof of Theorem 3. (i) All the computations below will be valid on the event
A = {〈ξ˜1〉 > 0, 〈τ1〉 > 0}.
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First set for brevity a := 〈τ1〉 and prove that all ζ˜n are finite on A. By stationarity,
it suffices to show that ζ˜0 <∞ on A. Using Markov’s inequality:
P(ξ˜−m > e
am/2|I ) ≤ 〈ξ˜1〉e−am/2, m ≥ 0,
and the Birkhoff–Khinchin theorem implying that S0,m = am(1+o(1)) a.s. as m→∞,
we see from Borel–Cantelli’s lemma that
ζ˜0 =
∞∑
m=0
ξ˜−meam(1+o(1)) ≤
∞∑
m=0
eam/2+o(m) <∞ a.s. on A.
Setting ϑn := ξn/ξ˜n − 1 (which is o(1) a.s. by assumption (7)), we have
Wn =
n∑
r=0
ξre
Sr = eSn
n∑
m=0
ξn−me−Sn,m
= eSn
(
ζ˜n +
n∑
m=0
ϑn−mξ˜n−me−Sn,m − e−τ0−Sn ζ˜−1
)
. (23)
Note that here e−Sn = o(ζ˜n) a.s. Indeed, again by the Birkhoff–Khinchin theorem,
max
m≤n/2
Sn,m = max
m≤n/2
(an− a(n−m)) + o(n) = an/2 + o(n),
and so
ζ˜n ≥
n/2∑
m=0
ξ˜n−me−Sn,m ≥ e−an/2+o(n)
n/2∑
m=0
ξ˜n−m
= e−an/2+o(n)
n
2
〈ξ˜1〉 ≫ e−an+o(n) = e−Sn . (24)
Moreover,
n∑
m=0
ϑn−mξ˜n−me
−Sn,m =
∑
0≤m<2n/3
+
∑
2n/3≤m≤n
=: Σ1 + Σ2,
where |Σ1| ≤ maxr>n/3 |ϑr|ζ˜n = o(ζ˜n) a.s. Using notation ϑ := supj≥0 |ϑj| (note that
ϑ <∞ a.s.) and the observation that min2n/3≤m≤n Sn,m = 2na/3+ o(n) a.s., we obtain
|Σ2| ≤ ϑ
∑
2n/3≤m≤n
ξ˜n−me−Sn,m ≤ ϑe−2na/3+o(n)
n/3∑
r=0
ξ˜r = ϑe
−2na/3+o(n)n
3
〈ξ˜1〉 = o(ζ˜n)
from (24). Using the above bounds in (23) we see that Wn = ζ˜ne
Sn(1 + o(1)) a.s. and
hence, as n→∞,
πn =
ξ˜n
ζ˜n
(1 + o(1)) a.s. (25)
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Now the conditional version of (17) with bn := n together with the uniform inte-
grability assumption yields that, as n→∞,
φn,j|V(t/n) = (1 + o(1)) exp
{
1 + o(1)
n
n−1∑
r=1
ξ˜r
ζ˜r
(1 + η(1)r,n)(µ˜rt
T + η(2)r,n)
}
,
where maxr≤n |η(j)r,n| ≤ ηn = o(1) a.s., j = 1, 2. The desired convergence (9) follows now
from the Birkhoff–Khinchin theorem.
The assertion concerning the convergence of Mn|V( ·n) follows from the observation
that the ch.f. of that measure, similarly to (19), is equal to
1
Un
n∑
r=0
kr∑
j=1
ur,jφr,j|V
(
t
r
r
n
)
=
1
Un
n∑
r=0
kr∑
j=1
ur,j exp{itλT r/n+ ηr,n},
where ηr,n = o(1) as r →∞, due to convergence (9).
(ii) We start as in the proof of Theorem 2(ii), but, since πn 6→ 0 now, instead of (20)
one has to use, for bn →∞, the following expansion:
ln(1 + πr(fr(t/bn)− 1)) = πr(fr(t/bn)− 1)− π
2
r
2
(fr(t/bn)− 1)2(1 + o(1))
= πr
(
iµr|Vt
T
bn
− tmr|Vt
T
2b2n
+ o(b−2n )
)
− π
2
r (iµr|Vt
T + o(1))2
2b2n
(1 + o(1))
=
i
bn
πrµr|Vt
T − πr
2b2n
t
(
mr|V − πrµTr|Vµr|V + o(1)
)
tT (1 + o(1)),
where the o(1)-terms are uniform in r due to the uniform integrability assumptions.
Letting bn :=
√
n, we obtain (cf. (21)) that φn|V(t/
√
n) is given by
exp
{
it√
n
n−1∑
r=0
πrµ
T
r|V −
1
2n
t
(
n−1∑
r=0
(πrmr|V − π2rµTr|Vµr|V)
)
tT +
o(1)
lnn
n−1∑
r=0
πr + o(1)
}
.
Therefore, using (25), we see that the conditional (given V) ch.f. of (Xn,j −κn)/
√
n is
equal to
exp
{
− 1
2n
t
n−1∑
r=0
ξ˜r
ζ˜r
(1 + η(1)r,n)
(
m˜r − ξ˜r
ζ˜r
µ˜
T
r µ˜r + η
(3)
r,n
)
tT +
o(1)
n
n−1∑
r=0
ξ˜r
ζ˜r
(1 + o(1)) + o(1)
}
,
where the terms η
(1)
r,n and η
(3)
r,n are small uniformly in r ≤ n. Now the assertion of
part (ii) follows from the Birkhoff–Khinchin theorem. 
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