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"Nem a mais sedutora verosimilhança pode nos proteger 
contra o erro, ainda que todos os elementos de um 
problema pareçam ordemar-se como as peças de um 
quebra-cabeças, teremos de recordar que o provável não é 
necessariamente certo, nem a verdade sempre provável" 
Sigmund Freud 
(Moisés e o monoteísmo) 
Resumo 
Este trabalho explora a utilização da técnica de Análise de 
Correspondência Múltipla no campo da psicometria como uma ferramenta de 
avaliação e validação de instrumentos baseados em Escala de Likert, e procura 
disporúbilizar uam estratégia para este tipo de estudo. 
É apresentada uma generalização das técnicas baseadas em 
Decomposição de Valores Singulares e a particularização para a Análise de 
Correspondência Múltipla. Além disso é sugerida a utilização de um índice de 
interpretação análoga à carga fatorial, além da Escala Ótima, importante no 
estudo de ordenação das categorias de resposta dos itens. 
Um estudo de simulação é feito aplicando-se a nova estratégia e a forma 
tradicional, através de Análise Fatorial solucionada por Componentes Principais 
e os resultados são comparados. 
Observou-se uma vantagem na abordagem sugerida quanto à 
identificação de construtos e na discriminação de grupos de indivíduos com 
diferentes perfis, principalmente quando a relação das variáveis e o fator não é 
linear. 
Também é feita uma aplicação em dados reais de um estudo realizado em 
Campinas pára a validação do instrumento SCL-90-R 
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1. Introducão , 
O emprego de questionários como instrumento de coleta de informações nas 
ciências humanas e da saúde é uma prática freqüente. A intenção geralmente é traçar perus 
de populações sobre atitudes e opiniões em relação a determinado assumo (ciências 
polítlcas e sociais). ou levantar dados que permitam prognósticos e/ou diagnósticos (no 
caso da saúde). Estes instrumentos variam quanto às formas de abordagem e das respostas 
às questões, entretanto sempre buscando uma forma simples e objetiva que min1mize eiTos 
(do entrevistador. dos itens, etc ... ) e pennita uma análise estatística interpretável e 
fidedigna. 
Um tipo de instrumento muito utilizado são os chamados baseados em "Escala de 
Likert" (Likert. 1932). Esta denominação não é correta na definição formal de Likert, uma 
vez que esta engloba não só as formas das respostas, mas também o tratamento posterior da 
mesma, muito empregado na psicometria. Geralmente o instrumento é classificado como tal 
apenas pela escala de resposta qualitativa ordinal, geralmente de cinco categorias, onde o 
respondente escolhe as respostas quanto à concordância com o estímulo apresentado (eg. 
Extremamente Desfavorável, DesfavoráveL ... ). A estas categorias são atribuídos números 
inteiros tais como O, l , 2. 3, 4, obedecendo o gradiente de interesse. 
Quando falamos em psicologia clínica, estes instrumentos ou os chamados Testes 
Mentais têm papel fundamental, e são de grande utilização em triagens de pacientes, 
acompanhamento de evolução de tratamentos, etc .... Cabe à psicometria então estudar. 
avaliar e validar este tipo de instrumento para sua utilização. 
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A forma clássica de estudo e avaliação dos instrumentos baseados em escala de 
Likert trás alguns questionamentos, uma vez que os algarismos empregados na escala de 
resposta são tratados como valores. ou números, de uma forma contínua, adotando como 
"verdadeira'· a métrica imposta por esta escala. Ou seja, toma-se como mensuráveis e 
verdadeiras as distâncias entre as categorias de resposta. Assim, um indivíduo que responde 
com a categoria 2 responde ao estímulo com uma intensidade duas vezes maior que o 
indivíduo que responde com a categoria 1. 
Grande parte dos métodos empregados na Psicometria são os chamados de Análise 
Muluvariada, principalmente a Análise Fatorial , que teve seu desenvolvimento nesta área 
da ciência a partir de Spearman (1904) e Thurstone (1967). 
Tendo corno premissa a natureza categórica ordinal da escala de resposta, sem uma 
métrica definida, este trabalho tem como objetivo a exploração de uma forma alternativa de 
análise psicométrica deste tipo de instrumentos através da Análise de Correspondência 
Múltipla, técmca adequada à natureza destes dados. Esta metodologia, além da adequação 
aos dados, traz resultados que permitem um estudo mais aprofundado das propriedades do 
instrumento, além da análise de construto que é usualmente feita. 
Os próximos tópicos deste capítulo tratam das definições de escalas e dimensões na 
pstcometria (1.1) e sobre a utilização da Escala de Likert. 
O capítulo 2 trás a generalização da análise baseada em redução de 
dimensionalidade através da Decomposição em Valores Singulares. 
O capítulo 3 traz a apresentação da Análise de Correspondência Múllipla (ACM), 
com uma breve introdução histórica. Em 3.1 é definida a matriz indicadora e suas 
propriedades e em seguida a formalização da ACM, também tratada como um caso 
panicular da generalização no capítulo 2. É apresentado um item sobre interpretação da 
ACM no caso da psicornetria (3.3), sendo feita a construção de cargas fatoriais derivadas a 
partir das conuibuições relativas das variáveis. 
O capítulo 4 traz um estudo de simulação e a comparação entre a ACM e a solução 
da Análise Fatona] por Componentes Princ1pais (CP) apenas na questão das cargas fatoriais 
e dos escores dos indivíduos. destacando-se a detecção de construtos e a discrimjnação de 
grupos. As simulações mostram melhores resultados na ACM para a alidação de 
construtos que a CP, principalmente em casos onde as relações entre a escala de resposta e 
----------------------------------------------------------15 
o fator encontrado não são lineares. Na discriminação de grupos também se obtêm 
melhores resultados com a ACM. 
No capítulo 5 é apresentada uma aplicação da metodologia proposta sobre a versão 
brasileira do instrumento SCL 90 R (Laloni, 2001) utilizado em triagem de pacientes. As 
análises indicam que nesta primeira aplicação o instrumento demonstrou-se válido ao que 
se propõe enquanto escala unidimensional. No entanto a discriminação de indivíduos 
necessitaria de um novo estudo com populações mais heterogêneas. 
O apêndice A traz uma introdução e lústórico do desenvolvimento da psicometria e 
dos critérios de validação classicamente adotados, a Análise Fatorial e sua solução via 
Componentes Principais, bem como referências para um estudo mais aprofundado. 
No Apêndice B estão os teoremas e resultados básicos sobre a DVS, e no Apêndice 
C os programas em Ox 2.1 (Durnick, 1998) utilizados nas simulações. 
Em Anexo estão as distribuições marginais de todos os itens do instrumento da 
aplicação. 
1.1- Escalas Psicométricas 
Podemos definir como processo de medição "qualquer processo que assinale 
números a determinado objeto de estudo, de acordo com alguma regra" (Kruskall, 1978). 
Esta regra de forma geral especifica aspectos quantitativos sobre a observção de um objeto, 
definindo a escala. Podemos dizer então que podemos defini uma escala sempre que "há 
uma relação biunívoca entre as propriedades de um conjunto de algarismos e um conjunto 
de operações (o processo de medição) que podem ser realizadas ou observadas no objeto 
de estudo". Segundo Pasquali (1999) "A escala psicométrica visa escalonar estímulos que 
expressam um construto psicológico". 
No entanto mesmo na psicometria a escala pode estar sendo utilizada de diferentes 
formas e para diferentes propósitos. Para se entender quais são estas formas e propósitos, e 
objetivar-se qual será enfocado neste trabalho precisamos nos aprofundar um pouco mais 
no problema psicométrico. 
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Ao se elaborar ou utilizar um instrumento de escalonamento psicométrico estamos 
intrinsecamente abordando três dimensões: os estímulos que compõem o instrumento (os 
itens no caso de um questionário), os indivíduos, ou a população em que o mesmo será 
aphcado, e a resposta aos estímulos. Podemos realizar o escalonamento em qualquer uma 
das três dimensões do problema. Por exemplo, pode-se escalonar os estímulos quanto a 
grau de dificuldade, ou alguma outra classificação. Este enfoque é mais utilizado em 
problemas de psicofísica, como no caso das Escalas de Thurstone (Pasqualli, 1999; 
Thurstone, 1927), baseada quase sempre na idéia de contínuos psicológicos, e de pontos 
limiares de detecção à diferenciação de uma resposta a um estímulo. Um exemplo deste 
emprego são testes audiométricos. 
Podemos também escalonar os indivíduos quanto às respostas aos estímulos. Este é 
o propósito das Escalas de Likert (Líkert, 1932) (EL), e este será o enfoque deste trabalho. 
As EL tem como preocupação escalonar o indivíduo de acordo com uma série de 
afirmações que expressem atitude favorável ou desfavorável em relação ao construto 
pstcológico estudado, em termos de respostas pontuadas em uma escala de resposta que 
pode variar de 3 a mais de 10 pontos, sendo as de 5 e 7 as mais uti.lizadas, onde a ordem 
nos pontos expressa o grau de concordância do indi íduo com o atributo do objeto 
apresentado. Classicamente os indivíduos são escalonados através da soma ou média dos 
pontos das respostas, o que a faz ser conhecida também como Método dos Pontos 
Somados. Note que mesmo aqui temos dois empregos do termo escala. 
Guttman (1944, 1945, 1947, 1950) ainda apresenta um enfoque onde o 
escalonamento é feito sobre o estímulo e o indivíduo. Os estímulos são expressos em 
diferentes magnitudes seguindo uma série monotônica crescente, de forma que o conjunto 
destes estímulos representam o contínuo psicológico estudado, sendo que a aceitação de um 
estímulo de maior hierarquia implica na aceitação dos de menor hierarquia. A partir das 
respostas a estes itens, escalona-se o indivíduo. 
Neste trabalho, o tenno Escala será utilizado como sendo o contínuo final onde se 
escalonam os indivíduos através das somas (ou médias) dos pontos das escalas de resposta, 
confonne proposto por Liken. 
Os upos de escala actma descntas são consideradas unidimensionais, ou seja, 
definem um traço ou estado latente (construto) apenas, escalonando o indivíduos em uma 
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úmca dimensão, por exemplo se fosse desejada a mensuração da Ansiedade. Mesmo em um 
instrumento que deseja captar mais de um tipo de característica psicológica, o enfoque dado 
é de várias escalas unidimensionais, como no instrumento anal isado no capítulo S. Ou seja, 
teoricamente o instrumento apresentaria várias sub-escalas unidimensionais. 
A literatura em escalas psicológicas é vasta, e uma exploração maior do assunto 
fugi ria do escopo deste trabalho. Referências para este assunto. além das já citadas, são: 
Guilford (1954). Torgerson (1958), Zeller & Carmines(l980). 
A utilização da Análise Multi variada no contexto apresentado é a de escalonamento, 
ora do indivíduos, ora das categorias de resposta, ou simultaneamente. Desta forma, este 
trabalho visa a generalização destes métodos através do que Gifi (1990) chama de Análise 
de Homogeneidade, e que a escola francesa (Benzécri (1973). Lebart (1995)) denomina de 
Métodos Fatoriais (Méthodes Factorielles). 
Segundo Gifi, a idéia de homogeneidade está "historicamente muito relacionada 
com a idéia de que as variáveis podem medir 'a mesma coisa' ". Esta é a idéia central 
quando tentamos reduzir um conjunto de variáveis a um número menor de variáveis 
latentes, ou fatores, como buscam as ciências sociais quantitativas e a psicometria desde o 
fmal do século XIX na mensuração de seus construros teóricos. Neste período surgem os 
trabalhos sobre os coeficientes de correlação de Pearson e de Spearman, e a idéta de uma 
correlação média entre um conJunto maior de variáveis. Nesta época o enfoque era a 
redução a apenas uma dimensão, principalmente nos trabalhos de Spearman. 
Pensando nas variáveis em questão, geralmente qualitativas, a grande preocupação 
sempre foi com relação a forma ótima de representação das vanáveis. ou a métrica 
adequada das categorias de resposta no espaço dos mdivíduos, o que na literatura é 
chamado de "pesos" (weights), que na verdade seria o peso atribuído a cada item para soma 
final da escala. Vários autores trataram deste assunto (Edgeworth , 1888; Spearman, 1913. 
Guilford, 1954). A conclusão é de que pouco se ganha na busca do peso óLimo, ou seja, este 
esforço não é compensado na medida que se temos uma estrutura de correlação uniforme, 
com um coeficiente médio alto (algo maior que 0.80) esta não seria afetada por uma 
combinação linear das respostas que tomasse os pesos adequados para cada variável. Este é 
o enfoque dado por Likert por exemplo. que soma os valores respondidos nos itens do 
instrumento uniformemente (sem ponderações) criando o contínuo final da escala. 
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No entanto quando esta estrutura não é homogênea podemos ter problemas se não 
adequarmos a representação à métrica Imposta pelas heterogeneidades (ou pela falta de 
homogeneidade). No caso de variáveis qualitativas ordinais o problema pode ser maíor, 
pois a métrica da escala dos itens depende da forma da distribuição marginal de resposta 
dos itens, que define a métrica do espaço onde deverão ser representados os indivíduos. 
Desprezar estas informações pode levar a uma perda de poder de discriminação, como será 
visto no capítulo 4. 
Neste trabalho parte-se do pressuposto do benefício da dúvida, aplica-se as técnicas 
que consideram diferentes métricas e é feita uma comparação da eficiência. 
1.2- A Escala de Likert 
A Escala de Likert (Likert, 1932), como citado no tópico anterior, é formada a partir 
da soma (ou médja) dos pontos das respostas do indivíduo. Então, utilizada como variável 
contínua os métodos estatísticos aplicados nos estudos analíticos, de validação. ou 
descritivos são aqueles para variáveis desta natureza, como ANOVAS, correlações lineares 
e Análise Fatorial. 
As escalas de resposta são formadas por pontos que representam a discordância ou 
concordância do indivíduo com o estímulo. sendo portanto uma representação numérica de 
uma variável qualitativa. Por exemplo, suponha urna pergunta sobre algum sintoma de uma 
doença que deve ser respondida em uma escala de resposta de 3 pontos. O indivíduo 
podena responder Nenhum sintoma (0), Pouco (1 ), Muito(2). A variável de resposta é 
trpicamente qualitativa ordinal. Temos o gradiente partindo de nenhum sintoma até um 
extremo oposto (esta oposição semântica uma das maiores vantagens das EL segundo 
d1versos autores (Pasquali. 1999)). No entanto quando empregamos os algarismos em 
parênteses e trabalhamos com os mesmos corno números, realizando somas por exemplo, 
podemos estar assumindo uma métrica não existente. Podemos assumir que Muito é duas 
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vezes mais fone que Pouco. Ou seja um indivíduo que respondera Muito está duas vezes 
mais doente que algum que tenha respondido Pouco. 
Segundo Pereira (1998) "a criação de uma escala envolve o estabelecimento de 
premissas de relação entre atributos de um objeto e uma representação simbólica deste." 
Extrapolar a representação simbólica pode ser perigoso neste caso. 
Quando temos um número grande de itens no instrumento, este problema pode ser 
maior. Indivíduos com respostas totalmente diferentes em todos os itens, constituindo um 
quadro ou perfil diferente também, podem ser escalonados em uma mesma posição, sendo 
classificados da mesma maneira. No capítulo 4 deste trabalho as simulações mostram 
claramente este tipo de comportamento mesmo nos Escores Fatoriais obtidos através de 
Componentes Principais. 
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2. Proposição do Problema e Generalização da Solução 
Considere que sobre I indi víduos sejam observadas J variáveis e estes resultados 
sejam representados por uma matriz de dados H, I x J de posto p. 
Originalmente podemos pensar na representação das J colunas no espaço l-
dimensional, neste caso o 9\1 por isomorfismo, ou de forma simétrica na representação dos I 
indivíduos no espaço isomorfo 9\1. As relações entre os indivíduos ou entre variáveis 
podem ser analisadas através do formato das nuvens de pontos nos respectivos espaços. 
Mas este estudo torna-se problema se estas dimensões são muito grandes, ou 
simplesmente maiores que 3, surgindo a necessidade de redução da dimensionahdade. O 
objetivo então é reduzir a dimensionalidade desta matriz com o rninimo possíve] de perda 
de informação, de fonna que as inter-relações nas respectivas nuvens de ponto possam ser 
interpretadas. Por redução de dimensionalidade entende-se a projeção dos pontos em um 
espaço de menor dimensão, ou a aproximação de H por uma matriz H* de posto p* < p. 
Neste trabalho, o espaço denotado 9\1 será denominado de Espaço das Variáveis, 
Llma vez que está se representando as variáveis tendo os indivíduos como eixos. 
Analogamente o espaço denotado por 9\1 será denominado o Espaço dos Indivíduos . 
O desenvolvimento será feito sobre a redução de dimensionalidade do Espaço das 
Variáveis através da projeçãc dos pontos representantes das colunas de H= [h1, •• ,litJ], ou os 
pontos representantes das variáveis. Então será buscada uma projeção com a menor 
deformação possível destes pontos em um espaço de menor dimensão. Esta projeção é feita 
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sobre um sistema de coordenadas ortonormais cujos eixos tenham as direções de maior 
variabilidade. 
O formato da nuvem de pontos é definida pelas distâncias mútuas de todos os J 
pontos, logo se queremos a projeção de menor deformação procura-se um sub-espaço S, 
p*- dimensional tal que a soma do quadrado das distâncias 2 a 2 de todos os pontos 
projetados sobreS seja máxima, ou seja 
Generalizando, suponha que estes pontos são afetados por uma massa ~ e ~ .. 
respectivamente, então buscaremos S tal que: 
Max!± ±Olhwh*d2 (h, , h, .. ) ) . 
s h/ h,,. 
2.1- O Ajuste da Nuvem de Pontos em um Sub-Espaço Ótimo 
Considere a matriz H definida anterionnente onde as variáveis são afetadas por 
massas determinadas pela matriz diagonal <P, J x J, e onde Q, I x I, contém as massas de 
cada indivíduo. Desta forma Q-1, ou o inverso das massas dos indivíduos, define a métrica 
em 9\1 . O desenvolvimento partirá do ajuste de um sub-espaço vetorial unidimensional, 
sendo este caso particularmente interessante na psicometria como será visto adiante. 
Sejam o vetor de ordem 1 x 1 que define a direção do sub-espaço a ser encontrada, 
tal que mT Q"1m=l. Seja hj o vetor representante daj-ésima variável , e h/ sua projeção na 
reta de ajuste (fig. 2.1). O comprimento da projeção h.J* em relação à origem O, denotada 
por 1(0, h1 *),é o produto escalar de h1 por Q-1 mr, ou seja 
f 
l( O, h1*) = (b~ Q "1{ m = "L hum,úJ,-1 • (2.1.1) 
t=l 
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fig .. 2.1- Ajuste de uma reta no R 
Qualquer uma das J colunas de H é um vetor em 9\1, logo o produto escalar 
H r Q-1 m r detimrá o vetor com as coordenadas das projeções de todas as variáveis sobre o 
sub-espaço. 
O ajuste do subespaço parte do princípio de Mínimos Quadrados, ou seja, se buscará 
a direção da mru.or variabilidade da nuvem de pontos, minimizando a soma ponderada dos 
J 
quadrados das distâncias (ou desvios) d(h1 , h1*). ou seja, lvfin('L (/J1 d 2 (b r h1 *)). 
j = l 
Aplicando o teorema de Pitágoras em cada um dos J triângulos retângulos contidos 
na nuvem temos a relação 
(2.1.2) 
J 1 J 
e uma vez que L ifl1 d 2 (b r O) mdepende de m que queremos encontrar a minimizaçào 
) 
citada é análoga à maximização apenas de Lf/J1d 2 (h1* .0), ou 
J 
J\.-fax{m) [mr Q -1H <I> HT Q-1mr] = Max{m) [H 4> H T Q-1] 
sob a restrição e m r Q · 1 m = 1. 
(2.1.3) 
Para o aJUSte de um subespaço de mais de uma dimensão realiza-se os mesmos 
procedimentos analíticos, sendo que há mais uma restrição. de que a base encontrada seja 
ortogonal. No caso de p* = 2 temos: 
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2° passo: Maxrm2;[m2 r <l>H Q-1 H r m2] (2. 1.4) 
' º-1 1 m1 ma= 
m11m2 =O 
e assim sucessivamente até se encontrar Up• para o sub-espaço p*- dimensional. 
É possível encontrarmos simultaneamente p* soluções. Seja M , J x P*, matriz. 
Maximizar (2. 1.3) é equivalente também a maximizar 
~en··~t=I 
A Decomposição em Valores Singulares (DVS) fornece esta solução, como será 
visto adiante. O próximo item trata de uma med1da de dispersão da nuvem e sua reJação 
com o ajuste do subespaço. 
2.2- A Inércia - Uma Medida de Variabilidade 
Seja O a origem do espaço das variáveis. Podemos pensar em uma medida da 
dispersão da nuvem de pontos que seria a méd!a ponderada pelos respectivos pesos de 
todos os desvios quadráticos dos pontos em relação à origem do espaço. 
Se centralizarmos a matriz original H pelo centro de massa da nuvem de pontos, ou 
RH = H - H 
onde as colunas de H são as médias ponderadas das variáveis teremos que O coincidirá 
com o centro de massa. 
Então a expressão (2.1.5) define uma medida de variabilidade que será chamada de 
Inércia. Esta denominação é bastante utilizada pelos autores no caso da AC. No entanto a 
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escola francesa trata desta medida como sendo geral, inclusive em Componentes Principais 
(Lebart et a!., 1995). O conceito é análogo ao utilizado em física, onde a inércia de um 
pomo afetado por urna massa em relação a qualquer outro é o produto da disiância ao 
quadrado entre estes pontos pela massa dos mesmos. 
Então se O a origem do espaço, a inércia de um ponto coluna h1 qualquer em relação 
ao centro será definida por 
(2.2.6). 
Logo a inércia total de uma nuvem de pomos H em relação ao centro de massa é dada por 
J 
fn0 (H ) = L~jd2 (h j,O) (2.2.7) . 
j =l 
A inércia tem urna interpretação análoga à de variância, outra medida de dispersão. 
Então faz sentido pensarmos em decompor a inércia total em componentes, de forma que 
sirvam de coeficientes comparáveis de variabilidade. 
De forma matricial a jnércía pode ser escrita como 
(2.2.8). 
Logo a maxirnização proposta em 2.1 tem uma interpretação estatística, ou seja, 
estamos encontrando o sub-espaço que concentra a maior parte da variabilidade total da 
nuvem de modo que as relações existentes sejam evidenciadas. 
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2.3- O Ajuste do Sub-Espaço Ótimo via DVS 
Se está se buscando um sistema de coordenadas ortogonais com direções de máxima 
variabilidade, maximiza-se a inércia total da nuvem projetada no sub-espaço S, p*-
dimensional. Então critério de maximização se toma 
Fazendo 
temos 
X= (Q"112 H <1> 112) e R= X xr 
Jl.1ax[ln0 (H)] = Max{tr[XXr ]} = Max{tr[R]} . s s s 
Encontrar o sub-espaço ótimo então é equivalente a encontrarmos a matriz R* de 
posto p * < p, onde p é o posto de R. Então devemos minimizar a função o( R*) onde 
a(R*) = tr{R- R*} (2.3.9) 
Este problema foi tratado pela primeira vez por Eckart e Young (1936) onde os autores 
provam o teorema da "Aproximação de matrizes por uma de posto menor". O enunciado e 
prova deste teorema está no Apêndice B. Gifi trata o problema de uma forma semelhante 
chamando a expressão em (2.3.9) de ''função perda ", no sentido já apresentado de perda de 
informação no ajuste da nuvem original de dados em um sub-espaço de menor dimensão. 
Neste ponto utilizaremos o conceito de DVS generalizada, onde as matrizes 
resultantes obedecem à restrição de ortonormaJização em relação às métricas das linhas e 
colunas das matrizes transformadas, e sua extensão para o teorema de Eckart e Young. 
Queremos então representar esta matriz H com um número menor de dimensões, ou 
representa-la por outra de posto menor de forma ótima. 
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Teorema 2.1 (Decomposição em Valores Singulares Generalizada): 
Seja HtxJ = [h1 b2 ... hJ] a matriz das J variáveis transformadas representadas pelos vetores 
h j, com posto p. Sejam Qw e <I> JxJ malrizes simétricas, positivo-definidas. Então a matriz 
H pode ser expressa como: 
(2.3 .1 0), 
onde as colunas de N1x1 e M1x.1 são ortononnalizadas com respeito a .n-1 e <I> 
respectivamente, ou 
(2.3.11) 
. e D-.:1. é a matriz diagonal com os valores singulares, raízes quadradas do autovalores de 
HHr, ordenados de forma decrescente. 
prova : A prova é direta aplicando a DVS ordinária (Apêndice B) fazendo H= Q 112 H <I> 112 
, utilizando-se o fato de que se Q tem DVS Q = W D W 7 , então Q 112 = W Dt112 wr. 
Então: 
.n·1' 2 H 4> 112 = u DÀ vr , onde uu = vv =I. 
=> (Qtnl Q·li2H <I> ":: (<I>·"2 )r = (Q I/2) u Di. (<f>·tn)rvr 
Fazendo 
N=Q112 U e M = <I>-112 V 
temos a decomposição definida em (2.3. 1 O) e (2.3.11). 
Teorema 2.2 (Eckart e Young generalizado): 
+ Se os p - p termos de ( l.l ) são desprezados, então 
R *= X*X*r = N* Di,~ M*7 ='f-/ .. Às ns m/ (2.3.11) 
é a "aproximação por mínimos quadrados generalizados de ordem p* " que minirniza a 
função perda dada por 
cr(H *) = tr{ (Q"1 (H- xl ct> (H- X)} (2.3.12) 
entre todas as matrizes R* de posto p*. 
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prova: A prova é conseqüência imediata do teorema de Eckart e Young (Apêndice B) à 
decomposição da matriz X= .Q-112H<t> 112 , como H. 
Se fixarmos uma dimensão s, com s = 1, ... , p*, temos a relação 
XX7 ms =Às ms 1 (2.4.13) 
portanto o eixo fatorial 1 que define a s-ésima dimensão no espaço das variáveis é dado por 
1/fs = m s -./'As (2.4.14) 
e consequentemente as coordenadas das J variáveis no s-ésimo eixo fatorial são dadas por 
(/Js = ..,j')..s XT IDs = XT lfls. (2.4.15) 
2.3.1- As relações entre os dois espaços 
O desenvolvimento até o presente tópico foi feito sobre o ajuste de um sub-espaço 
do original 9\1, ou seja, a representação da nuvem de pontos das J variáveis no espaço dos 
indivíduos. No entanto o desenvolvimento pode ser feito de forma inversa. encontrando um 
sub-espaço de 9\J para se representar a nuvem de pontos dos indivíduos. Serão mostradas a 
seguir as relações entre estes dois subespaços. 
De forma análoga a (2.3.13) temos para a s - ésima dimensão do sub-espaço 
encontrado a partir das colunas de H temos: 
X 7 X Ds = J..ls Ds (2.4.16) 
onde 1-ls é o s-ésimo auto vetor de xr X. Consequentemente o eixo é definjdo por 
(/Js == Ds ..,) !-ls · 
Multiplicando-se (2.4.14) por X nos dois termos temos 
(XX1 )X Ds = Jls Xns (2.4.17). 
1 Os e ixos do espaço de representação, neste caso o Espaço das Variáveis, serão chamados de Eixos Fatoriais 
ou simplesmente Fatores, tomando a nomenclatura utilizada pela escola francesa (Lebart, 1995). 
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A relação (2.4.15) diz que para todo auto-vetor Ds de XT X existe um auto-vetor Xns 
de XXT correspondente ao mesmo auto-valor J.ls· Fazendo /..1 o maior auto-valor não trivial 
de XXT temos que necessariamente J.l1 ~ ÀJ. 
Se procedermos da mesma forma com (2.3.13) chegaremos em )\,1.$;J..t1 , logo são 
iguais. Daí as fórmulas de transição 
(2.4.18) 
e obtêm-se o s-ésimo eixo fato1ial 
(2.4.19) 
e as coordenadas dos indivíduos neste eixo fatorial por 
!fls = X Os -./l.s = X rps (2.4.20). 
Desta forma temos definjda uma generalização das técnicas multivariadas baseadas 
em DVS para a redução de rumensionalidade. As técnicas variam de acordo com as 
matrizes adotadas para os pesos e as transformações na matriz original. 
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2.4- Comentário Final 
Podemos então definir estes métodos em três passos (Greenacre, 1984): 
1. Transformar a matriz original de dados. Estas transformações são em geral 
centralizações e/ou norrn.alizações das observações das variáveis envolvidas na busca de 
uma representação adequada dos dados. Esta é a matriz X; 
2. Calcular a DVS para X escolhendo-se apropriadamente Q e <I> , selecionando-se as p* 
dimensões de interesse. 
3. Escolher a melhor representação em terrnos gráficos das linhas e/ou colunas (indivíduos 
e/ou variáveis) através de 
'I'= N* DÀ * e/ou -B = M* D).* 
para o hiperplano p*- dimensional. 
São inúmeras as técnicas que se encaixam no esquema proposto. Entre elas 
Componentes Principais (nas mais diversas formas), Escalonamento Multidimensional, 
Médias Recíprocas, Escalonamento Dual, Análise de Correspondência, etc ... . 
O próximo capítulo trata da Análise de Correspondência Múltipla (ACM) através 
deste enfoque. No Apêndice A é introduzida a Análise de Componentes Principais como 
solução da Análise Fatorial, muito utilizada nos problemas de psicometria. 
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3. Análise de Correspondência Múltipla 
As técnicas de Análise de Correspondência, por exemplo Simples, Múltipla, em 
Grupos, (Greenacre 1984, Benzécri 1973, Pamplona 1998) são conhecidas por seu poder 
em análise exploratória através de gráficos que representam projeções ótimas, de espaços 
multidimensionais de ordens elevadas em um número reduzido de dimensões, defimdas 
pelos '·eixos principais" na concepção de Pearson (1901 ). Esta representação permite que 
sejam analisadas mter-relações entre linhas e colunas de uma matriz de dados. onde as 
interpretações sobre as posições relativas entre os pontos das linhas e/ou colunas dependem 
justamente da estrutura desta tabela. No entanto esta técnica permite enfoques alternativos 
inclusive de aspecto inferencial (De Leeuw 1984). 
Tendo a psicometria como escopo deste trabalho, a técnica de Análise de 
Correspondência Múltipla (ACM) além das inter-relações citadas, explora a estrutura 
fatorial, propriedades de escala e conseqüente classificação de indivíduos através do 
instrumento estudado. O problema pode ser pensado como a busca de uma quantificação ou 
escala ótima para as categorias das variáveis qualüaüvas, e através destas se encontrar 
escores dos indivíduos induzidos por esta escala (Gifi . 1990). Desta forma estudam-se 
evidências do componamento do instrumento sobre a população estudada, desde que a 
origem e representatividade destes dados perrrutam estas conclusões. 
Os primeiros trabalhos de DVS em matrizes indicadoras, ainda sem a denominação 
de Análise de Correspondência Múlipla podem ser atribuídos a Guttman(l94l), Burt 
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(1950), Hayashi (1950, 1956), e seu posterior desenvolvimento a Carroll ( 1968) e Benzécri 
( 1973). 
A escola francesa, tendo Benzécri como expoente, é notadamente a que mais se 
refere e aplica esta técnica, incluída em uma classe de técnicas chamadas de Métodos 
Fatoriais (Méthodes Factorielles)2, dando um enfoque quase estritamente geométrico. 
Deve-se a este grupo também o nome Análise de Correspondência Múlipla (Analyse de 
Correspondences Mu/riples). 
A escola holandesa, tendo Gifi como maior representante, e outros como De Leeuw 
e Van Rijckevorsel, apresentam a técnica como pertencente a classe de Análise de 
Homogeneidade (AH), onde se inclui também técnjcas generalizadas de Componentes 
Principais. A AH aplicada a matriz indicadora equivale à Análise de Correspondência 
Múltipla (ACM). no entanto o enfoque é de escalonamento. Este mesmo enfoque é dado 
por Weller e Rommey (1990), onde também recebe o nome de ACM a aplicação da Análise 
de Correspondência Simples (ACS) em uma justaposição de tabelas, sejam linhas e/ou 
colunas justapostas. No entanto os resultados desta análise e sua interpretação diferem 
muito da aplicação sobre a matriz indicadora, como os próprios autores indicam. 
As referências citadas trazem um histórico mais detalhado destas técnica e sua 
relação com as demais técnicas multivariadas. Nas seções seguintes serão desenvolvidas a 
teoria, álgebra e resultados da ACM, bem como a forma de sua interpretação na 
psicometria. 
2 Não se deve confundir com a Análise Fatorial conforme descrita no Apênd1ce B, e proposta por Thurstone 
(1938) por exemplo. 
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3.1- A matriz indicadora e suas propriedades 
Seja a matriz H como definida no capítulo 2, contendo apenas variáveis qualitativas 
onde são observadas nos f indivíduos as respostas às J va1iáveis codificadas 
numéricamente. Definiremos uma matriz de códigos binários sobre a qual será aplicada a 
ACM. A utilização desta matriz indicadora, também chamada de disjuntiva completa 
(Cri visqui, 1996), traz uma série de vantagens para o tipo de dados e análise discutidos 
neste trabalho. Esta codificação não utiliza a codificação numérica das categorias em H 
como uma variável contínua de fonna que podemos estudar e definir as ponderações de 
forma conveniente. 
Definição 3.1 Seja H = [h.1 . .. h1 ] a matriz das respostas observadas das J variáveis 
categóricas. Então definiremos G1 , 1 x k1 como a matriz indicadora da variável categórica 
h1 que possui k; categorias de resposta, aj-ésima coluna de H. Logo G1 = { g(;J1r } onde: 
se o i - ési~o-indivíduo apresentou a r- ésima categoria de resposta da j -ésima variável) 
caso contrano 
Tomando as J variáveis de H podemos definir uma matriz G = ( G1 .•. G1 ] de 
dimensão 1 x k = L~=J k1 que representa H em sua totalidade. 
A matriz G1 é dita completa se todas as células são completas, ou se apresentam O ou 1, sem 
dados faltantes. Desta forma as linhas de G1 somam 1, ou G1 l tg = 11, onde l n é um vetor 
coluna com n elementos iguais a 1 . Dado que todas as G1 são completas dizemos então que 
G é completa, e então G l k = J 11, ou as linhas somam J 3. 
3 A falta de dados não será discutida neste trabalho por tratar-se de um assunto extenso, dado o 
grande número de enfoques para a esumação das caselas fal!ames. Referências para este assunto estão em Gifi 
(l990). Greenacre ( 1984). Leban (1995). Então nas definições e discussões subentende-se que as marrizes são 
todas completas. Quando presentes serão tratados como categorias ilustrati vas, como visto na seção 3.3.8 e 
aplicado no capítulo 4. 
--------------------------------------------------- 33 
3.1.1-As Nuvens de Pontos 
Definiremos agora as nuvens de pontos em seus respectivos espaços de 
representação. A partir destas definições será possível chegar à matriz que se pretende 
decompor. Os passos e a álgebra utilizada no caso da ACM na matriz indicadora são 
análogos aos realizados na ACS, como se a matriz mdicadora fosse uma tabela de dupla 
entrada. Logo algumas interpretações possíveis na ACS tornam-se sem sentido no caso da 
ACM devido às características da matriz estudada. Estas diferenças serão apontadas e 
apresentam-se também interpretações plausíveis. 
Definição 3.2 Seja F= _!_G = {g(;)ir } para todo j = l.. .. , J; r=l , .. .. k; e i=l, ... J . Esta é 
1J lJ 
chamada a Matriz de Correspondência. 
Na Análise de Correspondência Simples (ACS) de uma tabela de contingência esta 
matriz representaria a distribuição conjunta das variáveis de linha e coluna da tabela, ou as 
freqüências relativas ao total!J em cada casela. No caso da matriz indicadora perde-se esta 
interpretabilidade uma vez que não estamos trabalhando com freqüências, e sim com um 
código binário. Desta forma, a matriz F torna-se necessária apenas para efeito de ajuste das 
nuvens de pontos, e como uma simplificação matemática, como será visto adiante. 
Foi visto anteriormente que as linhas de G somam J para qualquer um dos 1 
mdivíduos. Desta forma, em F estas linhas somarão 1' 1, pois se F = ( 1 J )'1 G então 
Fik=(IJ r 1 G 1k=(JJ)'1 (J 1J)=l'1 1J. 
Definição 3.3 A métrica do espaço I - dimens1onal dos indivíduos é uniforme, definida 
pela matriz diagonal 0 1 = 1// I1, que definirá a representação das k = L.;=l k1 categorias 
das J variáveis neste espaço. 
Portanto a métrica do espaço dos indivíduos é untforme, sendo que esta apenas "encolhe" 
ou padroniza as dtstãnctas entre os pomos das colunas em relação ao total de indivíduos. 
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Tendo definido a métrica do espaço dos indivíduos cabe verificar as propriedades 
do espaço k - dimensional das categorias. 
1 
Definição 3.4 Seja ~ = {g(J).r} := {~ g (;)tr } o vetor k; x 1 dos totais das colunas de Gi> ou 
í=l 
seja. a marginal de freqüência total da variável h1 tal que 11 r gj =I para todo j. Então Dj = 
díag( gj) é a matriz diagonal com esta marginal total de coluna, para) = 1, ... , J. 
Definição 3.5 Seja B = Gr G, k x k, a matriz que contém todos os cruzamentos possíveis 2 
x 2 entre as J variáveis envolvidas. Esta matriz também é chamada de "Tabela de Burt". 
Então D1 = B11 é a matriz diagonal que contém as marginais de coluna de j e 
(3.1.1) 
é a mattiz que contém todas as marginais totais das colunas. 
Definição 3.5 Então a matriz Dk = ( JJ)"1 D define a métrica do espaço k- dimensional que 
definirá a representação dos· f pontos da nuvem dos indivíduos. A matriz D k define as 
massas que afetam os pontos das k categorias (colunas) das J variáveis. 
Definição 3.6 Os perfis de linha da matriz indicadora G são dados por 
R=D/ 1 F= 1/J {góJ1r} (3.1.2) 
enquanto os perfis de coluna são dados por 
c= Dk ·l FT = Dk -I [Ft .•. Fk] = [Co;J •.. C(J)k] onde C(j)r = {gú)tr l g (Í).r} 
para todo j = 1, .. . ,J ; r = L ... , k;· e i= 1, ... ,! . 
(3 . .l.3) 
Os perfis definidos em 3.5 são as representações das nuvens de pontos das /linhas 
no 9\k e das k colunas (categorias) no espaço 9\1 respectivamente. Novamente fazendo um 
paralelo com a ACS, estes perfis seriam interpretados como as distribuições da tabela 
condicionadas nas variáveis de linha e nas variáveis de colunas respectivamente, ou as 
freqüências relativas das linhas e colunas respectivamente. No caso da ACM também se 
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perde esta interpretação direta. Os perfis linhas são uma "recodificação" da matriz G 
original, onde todos elementos que não são O são igua1s a J-1, não há uma interpretação útil 
nestes perfis, servindo apenas como artifício para o cálculo dos eixos principais. Os perfis 
colunas também não possuem a mesma interpretação, mas já podem ser considerados como 
uma primeira quantificação das categorias das variáveis quahtativas, uma vez que os 
valores são os pesos relativos de cada categoria dentro da respectiva variável. 
Desta forma a definição da matriz a ser decomposta, e o ajuste do subespaço ótimo 
será desenvolvido a partir dos perfis colunas da matriz original , que pode ser interpretada 
corno a busca pela escala ótima, ou a melhor quantificação para as variáveis qualitativas. O 
problema é simétrico, e se chegaria aos mesmos resultados através dos perfis linhas, mas 
optou-se por este caminho pelo melhor apelo didático à proposta deste trabalho. 
Fazendo C1 r = [co; 1, ... , CtJJk;L a matriz dos perfis coluna da variável} temos que 
l kT C .l k = ~ ~ g(j)rr =I_ 
j j . L; L; j' 1 
r=l r=l g(J ).r 
ou seja, cada variável j é afetada pela massa 1/J. distribuída em suas categorias. Dada a 
dependência causada pela soma fixa, as categorias de j ocupam um sub-espaço de no 
máximo k1 - 1 dimensões. Logo a representação conjunta das J variáveís ocupará um 
J 
espaço de no máximo L (k 1 -1) = K- J dimensões. 
j =l 
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3.1.2- O Referencial da N uvem de Pontos 
Definiremos neste ponto um referencial , com papel de ponto médio, ou o centro de 
massa, que desempenhará papel importante no ajuste do subespaço através de critérios de 
distância, como será visto no próximo tópico. 
Cada elemento do centro de massa é dada pela média ponderada pelas massas das 
colunas das respostas da respectiva categoria da variável}. 
Seja d/ = (C1 I.~ol = (JJ) "1 [ gú)l ... , & JJk; ] , ou seja, o vetor k; x 1 contendo as massas 
das categorias de cada categoria da variável}, contidas na diagonal de Dk definida em 3.5. 
T f Logo d 1 } kf = J . Então em linguagem matricial , fixando-se} teremos: 
(3.1.3) 
para qualquer j. Então o centróide das colunas será denotado por C =[C 1 · ·· C J ], e é o 
mesmo para qualquer uma das categorias das variáveis qualitativas uma vez que o resultado 
in depende de j e '1· 
Tendo definido este centro de massa, podemos então centralizar os perfis coluna de 
G, ditos C de forma que facilite a interpretação e o estudo da matriz conforme visto no 
capítulo 2. Então estaremos trabalhando com os perfis centralizados f.C = C- C . 
3.1.3- As distâncias em G 
Conforme visto na Análise Generalizada (cap. 2) a matriz a ser decomposta com o 
objetivo de redução dimensional é definida a prutir das distâncias entre os pontos das 
nuvens projetadas. No entanto a idéia de distância entre pontos de uma matriz indicadora 
parece pouco intuitiva, uma vez que não temos freqüências, mas codificações. 
Uma forma mais plausível de se apresentar este problema é através da idéia de 
dissimilaridade. Os pontos existentes em G . sejam de linhas ou colunas, são na verdade 
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padrões de respostas binárias, logo é muito mais intuitivo pensar em padrões dissimilares 
do que em padrões distantes, no sentido geométrico. 
Mas matematicamente estes dois conceítos podem ser equivalentes, uma vez que 
distância é reconhecidamente uma medida de dissimilaridade, dentre muitas outras, e o 
desenvolvimento será feito através da distância Euclidiana ponderada. Será evitada aqui a 
denominação de "Distância Qui-quadrado " como no caso da ACS, uma vez que este 
termo remete à analise de freqüências em tabelas de contingência, porém os termos 
distância e dissimilaridade serão utilizados como sinônimos neste caso. 
A distância entre duas categorias no espaço, ou a dissimilaridade entre dois padrões 
de resposta, ou ainda entre dois perfis coluna centralizados é dada por 
d2 (cu>r• cu1,.)= ±J(g{J}ir- gU),~J2 =l(R.C1 - R.C 1.)r (R.C 1 -f.C 1.) (3.1.4) 
•=I g_, g,. 
para r;rr" e para quaisquer j ej', incluindo}=}'. 
Desenvolvendo o termo quadrático em 3.1.4 temos 
(3 .1.5) 
e os seguintes resultados: 
Se g, .. é o número de indivíduos que apresentam as categorias r e r '', para} ;r j', o 
valor do termo entre parênteses em (3.1.5) pode ser obtido pela soma das seguintes parcelas 
(Crivisqui , 1997): 
1) --
1
1
- para os (g0;.r- g,, ·) indivíduos que apresentam somente a categoria ú)r; 
g(;J.r 
2) - 2
1
-- para os (g(f'J r " - g, .. ) indivíduos que apresentam somente a categoria O ')r' ',· 
g (j).r" 
1 1 2 3) - 2-+-2- +------
g (j ) r g(j') .r" g(; ").r"g(J}.r 
para os g, .. indivíduos que apresentam ambas categorias 
simultaneamente; 
4) O, para os indivíduos que não apresentam nenhuma das categonas envolvidas. 
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Substituindo a somatória em (3.1.5) pelos valores I) a 4) temos uma expressão fechada 
para a d.Jstância entre duas categorias quaisquer dada por: 
(3.1.6) 
A interpretação de (3.1.6) como distância, em termos geométricos, torna-se 
realmente pouco intuitiva, mas pode se dizer que a dissimilaridade entre as c;:ltegorias 
representadas pelos perfis co;r e Cfj/ r· · aumenta na medida em que os indivíduos apresentam 
apenas uma das duas, e é inversamente proporcional à importância relativa de cada 
categoria no instrumento inteiro, ou seja, se ambas possuem a mesma importância relat1va 
(leia-se freqüências relativas de magnitudes próximas) então têm padrões de resposta 
similares. 
Se J =j · então a dissimilaridade será entre categorias de uma mesma variável, e 
estaremos identificando a métrica verdadeira da variável qualitaüva ordinal. Mas se j :;& j' 
então estaremos realmente analisando a dissimilaridade entre os padrões, principalmente se 
as duas categorias das duas variáveis representam intensidades de resposta semelhantes. 
Espera-se que caso haja uma estrutura latente, as categorias de mesma ordem de 
intensidade serão similares quanto ao perfil de resposta dos indivíduos. 
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3.2- A Matriz Transformada a ser Aproximada 
Apesar de possuírem o mesmo centro de massa, os perfis coluna, ou seja a 
representação das categorias em G, são afetadas por massas diferentes que se não 
consideradas podem levar a uma deformação na projeção da nuvem de pontos. 
Uma vez determinada a distância, como visto no capítulo 2 o que se quer é o sub-
espaço que maximize as distâncias entre os pontos e que passa pela origem O, no caso 
representada pelo centro de gravidade C definido anteriormente, ou seja, 
(3.2.7) 
onde Vp• é a matriz dos vetores com direção de máxima vanabilidade, ou seja, é a matriz 
dos autovetores associados aos p* maiores autovalores À, não triviais (diferente de 1), D1 e 
Dk dedefimdas em 3.3 e 3.5 respectivamente. 
Então a matriz que deve ser reduzida, conforme visto na sessão 2.3 é dada por 
de termo geral 
} I 
R,,.. = J: L g (j)1F g (j)lr" • (3.2.9) 
g (J)r• 1=1 
(3.2.8) 
Então, seguindo a notação da generalização (cap. 2) temos que a função perda a ser 
rninimizada é dada por 
a-(R*)=tr{(R - R*)(R - R*)7 } (3.2.10) 
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Logo R * =V* D;. * V*r é a melhor aproximação de posto p* de R. Em ~k temos 
que a equação que define o s-ésimo autovetor v5 é 
I_G r GD- 1v s = À5 v s. (3.2.11) J 
As coordenadas dos perfis coluna sobre ' 's• definidas por (/)s = D'1v5 fornecem então a 
equação 
(3.2.12) 
De forma análoga, a equação em ~1 das coordenadas lfls no s-ésimo eixo dos pontos de 
perfis coluna é 
fornecendo as relações de transição 
1 D-IGT 
rps = r:1 llfs 
v Às 
- 1 G 
lfls - J .[X; (/)s 
(3.2.13) 
(3.2.14) 
Desta forma as coordenadas do i-ésimo indivíduo no s-ésimo eixo são 
(3.2.15) 
e as coordenadas da r-ésima categoria da variável j, ou seja, o valor desta categoria na 
escala otimizada são 
(3.2.16) 
1\este ponto temos definida a técmca até as expressões que definem a representação 
simultânea das hnhas e colunas de G. A seguir serão apresentados resultados que auxiliam 
a interpretação. 
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3.3- A Interpretação 
A partir da decomposição apresentada até este ponto parte-se para a análise e 
ínterpretação dos resultados. Os conceitos envolvidos na Decomposição em Valores 
Singulares, como o Princípio Bruicêntrico e as coordenadas das categorias; medidas resumo 
como as contribuições e coeficientes de discriminação e resultados gráficos na forma de 
mapas de representação simultânea, por exemplo, são as ferramentas que a Análise de 
Correspondência Múltipla fornece para este propósito. 
Além destes é apresentada uma relação entre a ACM e a Análise Fatorial 
solucionada através dos Componentes Principais que permite uma interpretação e estudo 
em nível de construto, análogo à forma clássica, que permite uma comparação direta com o 
enfoque explorado neste trabalho. 
3.3.1- O Princípio Baricêntrico 
Nas expressões (3.2.15) e (3.2.16), bem como as relações de transição em (3.2.14) 
pode-se notar um fato interessante. A menos do coeficiente de dilatação r A a 
coordenada do i-ésimo indivíduo no s-ésimo eixo é exatamente o ponto médio da nuvem de 
pontos das categorias que escolheu, ou seja, é a média ponderada dos valores da escala 
ótima das categorias que escolheu. Simetricamente, o valor de r-ésima categoria qualquer é 
a média aritmética das coordenadas dos indivíduos que a escolheu. Apesar da simetria a 
primeira relação tem maior apelo no tipo de problema estudado. 
A ponderação em (3.2.15) é dada pelos totais de cada categoria, portanto a massa 
das categorias que o indivíduo escolheu no instrumento como um todo. Espera-se então que 
o agrupamento e posterior classificação dos indivíduos via ACM seja mais eficiente que 
aquela ocorrida no caso da ACP, uma vez que este desequilíbrio não é respeitado nesta 
última técnica, onde todas as variáveis têm mesmo peso. 
Alguns autores como Gifi (1990) apresentam a técnica a partir desta relação, ou 
seJa, ele parte das relações baricêntricas para definir a sua função perda e utiliza as 
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propriedades de otimização da DVS para encontrar o valor mínimo desta função através de 
um algoritmo de Mínimos Quadrados Altemados (AlTernating Leasr Squares). 
3.3.2- A Escala Ótima 
Nas aplicações de estudo das propriedades psicométricas de instrumentos de pontos 
somados, como no caso da EL, é extremamente importante conhecermos a quantificação 
das categorias no primeiro eixo. 
As coordenadas das categorias no primeiro eixo podem ser interpretadas como uma 
quantificação ótima da escala ordinal de resposta. Desta forma o vetor q;1 r = [ (/J( I )l ... (/)(J) J] , 
como definido em (3.2.14), pode ser interpretado como a nova escala de resposta ordinal 
das J variáveis otirnizada. 
O gráfico de um <Pv)r contra a escala de resposta original é uma boa ferramenta de análise 
do comportamento do item}, como será visto nas aplicações. 
3.3.3- A Inércia na ACM 
A distância entre uma categoria coJr qualquer e o centro de gravidade c é dada por 
Note que (3.3.17) é o inverso do efetivo na respectiva categoria sobre o total de indivíduos 
subtraindo 1. Portanto esta distância será maior quanto menor for o efeüvo nesta categoria, 
tendo seu máximo, no ponto de vista prático, quando g ú)r for igual a 1 e não definido 
quando o efetivo é zero. Logo uma categoria rara pode trazer conseqüências na 
interpretação dos resultados. 
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A inércia de uma categoria 
Confonne a definição de inércia em (2.2.6) a inércia de uma categoria é dada por 
l ( ) _g(j)rd2( -)_g(;)r( I lJ-1(1 g (;)r) n-em ---- em c ---- - --- __ ----
c r IJ r ' 1J g (J )r . J I (3.3.18) 
logo, proporcionalmente à sua distância ao centro de massa em (3.3.17), a inércia de uma 
categoria será grande quando a freqüência for pequena. O máximo l/J será atendido quando 
g (J)r for O. Como conseqüência as categorias raras podem ter grande importância no ajuste 
do subespaço de uma maneira não conveniente. No tratamento destas categorias agrupa-se 
esta com outra categoria ou toma-a ilustrativa, conceito que será visto na sessão 3.3.8, de 
modo que as categorias de freqüência muito baixa não interfiram na direção dos eixos que 
se busca. 
A inércia de uma questão 
A inércia de uma questão é dada pela soma das inércias de suas categorias como 
apresentado em (3.3.18), ou seja: 
g U>r (-!- -1J =!, I_(1- g(J)r) = _.!_(k
1 
- l) 
lJ o (j)r r =J J f J 
(3.3.19) 
a inércia de uma variável depende exclusivamente do número de categori.as que apresenta. 
Este resultado trás um benefício prático principalmente se todas as variáveis têm o 
mesmo número de categorias, como no casos de instrumentos que utilizam a Escala de 
Likert. Desta forma, uma vez que todas as questões teriam a mesma inércia total, torna-se 
imediata a comparação das inércias nos eixos, indicando quais variáveis estariam 
contnbuindo mais na direção deste eixo. Outro benefício direto neste caso é a comparação 
direta entre as contribuições das categorias na inércia total da variável. A comparação 
destas magnitudes é direta. 
Caso as variávejs não tenham o mesmo número de categorias podemos compará-las 
Jn-(c ) 
através da inércia relativa IR((j)r) = c (J)r 
lnc:(cu> ) 
44 
A inércia total 
Consequentemente a inércia total da nuvem, dada pela soma das inércias de. todas as 
categorias, o que resulta em 
1 J k 
In(G) =- 2:Ck1 - 1)=--l J j =J J 
(3.3.20) 
também é fixa e depende do número k total de categorias e do número J de variáveis. 
Este resultado revela a artificialidade das magnitudes totais da inércia, urna vez que 
independe dos indivíduos, não trazem informação sobre o formato da nuvem, ao contrário 
da ACS. 
Uma contribuição dos resultados (3.3.19) e (3.3.20) é a comparação entre 
instrumentos do mesmo tipo. com o mesmo número de itens, ou no caso da adaptação de 
alguns itens. O fato dos instrumentos terem a inércia fixa à prióri leva à comparação direta 
da inércia dos eixos de interesse, sendo que se a soma das inércias destes eixos é maior em 
um instrumento, há mais evi.dência de discriminação e latência que no outro conparado. 
Através das contribuíções das variáveis à inércia contida em cada eixo fatorial, 
podemos interpretar as inter-relações das variáveis sobre o contexto de variabilidade. 
3.3.4- A contribuição de uma variável à inércia de um eixo 
Confom1e visto na generalização da análise (cap. 2) o autovalor Às é a nonna dos-
ésimo eixo e pode ser entendido como a parte da inércia que coube a este eixo. Logo, 
podemos interpretar os comportamentos das variáveis nestes eixos, e entender sua 
importância na nuvem G* de modo geral. 
A contribuição daj -ésíma variável no eixos é dada por 
(3.3.21) 
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Note que o termo na somatória é a soma ponderada das coordenadas ao quadrado de 
cada categoria . Logo temos a relação 
Então a interpretação é feita em forma de contribuição relativa em cada eixo. É 
comum expressar (3.3.21) em termos de porcentagem. A importância da variável será 
maior quanto maior for sua contribuição. 
3.3.5- O coeficiente de discriminação 
Um outro coeficiente de grande importância é apresentado por Gifi (1990, p.l13) e 
é chamado de Medida de Discriminação (Discrimination Measures) . A medida de 
discriminação da variável j no s-ésimo eixo é dada por 
(3.3.23) 
onde (/)(j)rs estão definidos em (3.2.16) . 
Note que a soma de todos as medidas de discriminação é 
1 J kj 1 
11'f =-L ~g(j}r(/)(2j)rs =-]JJ..s = JJ..s 
I ;=l r=l I 
(3.3.24). 
Este índice pode ser interpretado da mesma forma que a contribuição em 3.3.3. No 
entanto suas propriedades mais interessantes não são relativas a esta identidade. 
Seja q0;s= G1 (/)(j)s o vetor recodificado das respostas originais apreentadas em h1 , 
como definida no capítulo 2, dos 1 indivíduos de acordo com as escalas ótimas 
(coordenadas das categorias) obtidas no s-ésimo eixo, ou seja, o vetor representante da 
variável} no eixos neste novo subespaço. 
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Então a medida apresentada em (3.3.23) é o quadrado da correlação entre variável 
quantificada qúJscom o s-ésimo eixo fatorial 1/fs. definido em (3.2.14) em uma interpretação 
semelhante às cargas das variáveis na ACP. 
prova: A correlação ao quadrado r 2 (qoJs, l!fs) é o coseno ao quadrado do ângulo formado 
entre estes dois vetores. O índices será omitido uma vez que mantém-se fixo. Logo, dados 
= (lf/ TG /P(J) )2 _I CjTrp[;)DJrp(J))2 -
(1/1 r 1/f )(q;~)G~G /Pu>)- f}. (rp~>G ~ G 1 ({Jí1>) -
À(rp[;.>D 1rpu> )2 ( rp~JD /P(J) ) 2 
- = lJ( j ) 
!À(rpD>D /Pu) ) I 
Em I utilizou-se o fato de lf/sr G = .,)}., D (/Js como visto em (3.2.14). 
Desta forma o próximo item sugere uma forma de interpretação de estrutura fatorial, 
de forma análoga a feita na Análise Fatorial tradicional. 
3.3.6- Uma sugestão de carga fatorial para variáveis qualitativas 
Uma vez que identificamos que as medidas 11/ são na verdade o quadrado das 
correlações entre as variáveis e os eixos, podemos interpretar a raiz destas medidas como a 
correlação entre estes vetores, o que nos dá uma interpretação de carga fatorial, semelhante 
a utilizada na i\.F, que pela solução por Componentes Principais são as chamadas cargas 
(loads). 
No entanto há o problema dos sinais destas correlações. Gifi prova que há uma 
relação muito interessante entre as soluções da ACM e da ACP para uma análise de. fatores. 
Apresentaremos o resultado, sua prova pode ser encontrada em Gifi (1990, p.1 20-123). 
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Relação entre a A CM e A CP na Primeira Dimensão da Análise Fatorial 
Seja Q, = [G, fPO) I I ... I GJ fPrJ; J], onde fPuJI é o vetor com as coordenadas das 
categorias daj-ésima variável no primeiro eixo. A decomposição em valores singulares de 
Q, pode ser escrita Q, = K Ao-rn L r e sua decomposição espectral como R1 = Q1 r Q1 = 
L 
Ao Lr onde Ao = [Ã1o , ... ).pQ ] (ver Apêndice B). Então as medidas de 
discriminação ri obtidas para o primeiro eixo de G são iguais ao quadrado das cargas 
(loads) do primeiro eixo da solução para Componentes Principais de Q1, Jogo iguais ao 
quadrado das cargas fatoriais da AF, no primeiro fator, solucionada por Componentes 
Principais. 
Ou seja, a raiz das medidas de discriminação do primeiro eixo de G são as cargas 
fatoriais do primeiro eixo da decomposição em Componentes Principais de Q. Aplicando-
se então ACP em Q obtêm-se as cargas fatoriais para as variáveis qualitativas em H. 
Equivale a uma análise de Componentes Principais sobre a matriz de escalas ótimas. 
prova: Seja t'11 k x J a matriz contendo as escalas ótimas da primeira dimensão da 
decomposição, conforme definidos em (3.2.14), tal que a la coluna apresenta as primeiras 
k, linhas diferentes de zero. contendo fPo;J, a segunda coluna apresenta as linhas k1T/ a 
k(2 + ki-IJ contendo os elementos fPr2JI e os demais diferentes de zero, e assim por diante. 
Então Ot = Gôt e t'11lJ = fPJ . A diagonal da matriz (Q, r Q J) I I = (Gt'1t{(Gt'1J) I J são as 
medidas de discriminação conforme definidas em (3.3.23). Seja 11 o vetor J x 1 contendo os 
elementos rJ.J·, raízes das medidas de discriminação, e D11 matriza diagonal J x J com os 
elementos de l'J. 
Então podemos escrever R= D11. 1Q / G 1 G Q1 D11"1 como a matriz das correlações 
entre as variáveis transformadas (com as respostas codificadas pela escala ótima) de Q. 
Então 11 é um autovetor de R associado com o autovalor .íi1 (primeiro autovalor de G) pois 
D .JQ TGTG Q D -l D -IQ TGTG Q 1 D .]Q TGTG . 11 I 1 11 l'J = 11 l l J = 11 I fPI = 
= .íi1 D11 -
1 Q/ n fP1 = .íi111 
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onde D está definida em (3.3.1) e utilizou-se (3.3.12) no segundo passo. 
Então )-.1Q = Â1 e uma vez que r{ 11 = n/ = J).1 como visto em (3.3.24). segue que 11 
é o autovetor de R normalizado para que sua norma ao quadrado seja iguaJ ao seu autovalor 
associado, tal que 11 = À 1Q I . onde I é a p1imeira coluna de L definida acima. 
Este resultado é válido apenas na primeira dimensão. Para as demais dimensões 
existe a prova de que as medidas de discriminação obtidas no s-ésimo eixo coincidem com 
o quadrado das cargas fatoriais de alguma dimensão da AF, não necessariamente a s-ésima 
(Gifi, 1990, p. l 24-126). 
Então se queremos analisar as cargas fatoriais das variáveis qualitativas em p* 
dimensões, devemos realizar p* ACPs nas matrizes Qs onde s = 1, ... , p*. Este 
procedimento pode ser bastante custoso do ponto de vista computacional, principalmente se 
forem utilizados pacotes estatísticos pouco flexíveis. 
Neste trabalho sugerimos uma forma de encontrarmos os sinais de uma forma 
simples que foi comprovada ao menos empiricamente, como será visto no cap. 4, nas 
simulações. A sugestão é a de se atribuir o sinal da carga fatorial da j -ésima variável no s-
ésimo eixo, 7}(j)s, igual ao sinal da soma das coordenadas das categorias da variável j nos-
ésimo eixo, ou seja, a soma da escala de resposta ótima obtida na ACM. A soma deve ser 
direta, uma vez que a soma ponderada é igual a zero, pois nestas coordenadas estes pesos 
são parte de sua construção. 
O argumento se dá pelo que se apresenta em (3.2.16) e (3.3.21). Se a soma das 
coordenadas é positiva, é imediato que a contribuição à inércia da variável foi maior no 
lado posüivo do eixo, e o mesmo ocorre se a soma for negativa, ou seja, as categorias da 
variável têm maior irnpo.ttância no lado negativo do eixo. Logo a carga fatorial segue a 
mesma direção. 
Tanto na AF, quanto na ACP, as diferenças de sinais das cargas são interpretadas 
como oposições entre as variáveis. Em variáveis qualitativas estas oposições são pouco 
intuitivas, a menos que se assuma a escala de resposta utilizada como real. Desta forma se 
temos uma escala ótima obtida pela ACM, que pela centralização apresentará 
necessariamente oposições entre as categorias, é razoável utilizarmos a sugestão 
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apresentada. Se j contribui mais no lado positivo do eixo e j * no nega ti v o é plausível pensar 
em oposição entre} ej*. 
Esta oposição tem papel importante na separação dos indivíduos e posterior classificação 
dos mesmos. 
Ainda resta o problema da sorna ser zero. No entanto, pelos mesmo argumentos, se 
urna sorna é zero indica que esta variável não contribui no eixo, e mesmo seu valor em 
módulo será pouco significativo na análise. Sugere-se no entanto, para fins de apresentação 
de resultado, adotar-se o sinal positivo. 
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3.3. 7 - O Efeito Ferradura (EF) mz Análise de Correspondência Múltipla e sua 
Importância na Psicometria 
É muito comum nos mapas de ACM, pri ncipalmente no primeiro plano (1 ° e 2° 
eixos) , que os pontos projetados (linhas e/ou colunas) se dispersem em forma de uma 
parábola, ou algo próximo a um efeito quadrático. Este efeito também ocorre com 
freqüência em outras técnicas que utilizam a DVS como Componentes P1incipais, 
Escalonamento Múltiplo e na própria Análise de Correspondência Simples. O enfoque será 
dado sobre a ACM, mas analogias podem ser feitas facilmente, desde que tratem de dados 
qualitativos. 
Este efeito, que recebe o nome de Efeito Ferradura (EF) (Kendall, 1971) utilizado 
neste trabalho, é encontrado com maior freqüência nos trabalhos da escola holandesa e de 
Greenacre. Também é chamado de Efeito de Guttman (Bénzecri, 1973), na escola francesa, 
e Efeito Arco (e .g. Gauch, 1982) no jargão da arqueologia, ecologia, e ciências da terra. 
Segundo Van Rijckevorsel (1985, p.377-388), uma vez que se tem apenas variáveis 
qualitativas a presença deste efeito ferradura de natureza quadrática, ou outro de grau 
menor como a ordenação correta das categorias no caso de uma variável ordinal, reflete 
uma permutação única das categorias da matriz de dados. Esta permutação única que reflete 
a ordenação das categorias é a chamada Matriz de Petrie (tab. 3.1) que a partir d:a matriz 
indicadora G através de permutações de linhas e colunas chega a uma matriz indicadora 
quase cliagonal que evidencia este gradiente. A figura 1 (Greenacre 1984, p. 228-229) 
mostra um exemplo onde G tem dimensão 10x15 sendo as bnh.as Tipos de Locais (quanto a 
clima) e as colunas espécies de plantas. O objetivo deste estudo, detalhado na referência, é 
escalonar as espécies quanto aos locais classificados pelo tipo de clima. Logo uma casela 
com valor 1 indica a presença da planta no respectivo local e O (caselas vazias na tabela 
3.1) caso contrário. O mapa da ACM resultante deste exemplo está apresentado no gráfico 
3.1. 
A ordem e o espaçamento entre os elementos são boas fontes de informação sobre o 
potencial de ordem e espaçamento destes em uma estrutura latente intrinsecamente 
unidimensional (Van Rijck:evorsel , 1985). Para entendermos este efeito do ponto de vista 
matemático, com um pouco mais de formalismo devemos introduzir o conceito de "ordem-
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dependência" (order dependence). Esta propriedade está definida para tabelas de freqüência 
de dupla entrada, mas podemos pensar em G como uma tabela de dupla entrada de pseudo-
freqüências e estender esta definição, sem perda de compreensão, uma vez que as 
definições baseiam-se apenas em somas parciais. 
Definição 3.3.1: Dada uma matriz de indicadora G lxJ (conforme já definido 
anteriormente), dizemos que G é ordem~dependente de ordem 1 (ODl) se as linhas e 
colunas podem ser permutadas de tal fom1a que os novos índices para a linhas t1i=l, .. . , I e 
os novos índices para as colunas t1j=l, ... , J sejam tais que: 
Dadas duas Hnhas distintas M e t1i ' com ó.i < D.i ' as somas parciais 
S'(D.i)= ._ g 616, , para k= 1, ... ,J obedecem .cf(D.i) < S(D.i '); X Lk . gó.i Ôj-1 , 
e 
ii) Dadas duas colunas distintas D.j e D.j ' com D.j < t1j ' as somas parciais 
S'(D.j)= 1/ ~k ._ g 61N, para k=J, ... J obedecem SC(t1j) < SC(!1j'). I g.Aj· .L..,;Ó.I-1 
É bastante claro que a permutação que resulta na matriz de Petrie satisfaz estas 
condições. Em seus trabalhos Schriever (1983, 1985) prova ainda que esta indexação é 
única se as linhas (colunas) não são proporcionais 2 a 2. Prova ainda que se G é OD 1, então 
ocorrerá a ordenação correta. Mas esta definição não explica todo o efeito ainda. A 
ferradura só aparece se G é também OD2. No entanto a definição de ordem-dependência de 
ordem maior que 1 fugiria do escopo deste trabalho, e não traz grande benefício para a 
compreensão e interpretação deste efeito. Referências para esta teoria são os já citados 
trabalhos de Schriever. O importante neste ponto é entender a importância deste fenômeno 
se o mesmo ocorre no primeiro plano. 
Schriever prova que se G é OD2 então é ODl. Na verdade a presença da ferradura 
indica uma forte ordenação das categorias das variáveis envolvidas na matriz indicadora. 
Não há nenhuma garantia, segundo vanRijckevorsel, de que o segundo eixo seja aquele que 
expressa a OD2, mas se este fato ocorre, então é muito plausível que esta dependêncja 
exista, implicando ODl e evidenciando a consistência da ordenação no primeiro eixo. 
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Lebart (1995) sustenta que a presença do efeito ferradura indica que quase toda explicação 
encontra-se no primeiro eixo, tomando o problema trivial, e que o mesmo se toma mais 
interessante se a parábola não é perfeita, onde os "pontos de inflexão" são interessantes de 
ser analisados. 
Outro argumento (Greenacre, 1984, p.231) é dado em termos de distância 
(similaridade). Na tabela de exemplo, fíg.3.1, a similaridade entre os Locais 2 e 4 é idêntica 
à similaridade entre 3 e 7, uma vez que cada par tem c.inco espécies presentes em cada 
Local, sem espécies em comum. Assim o mapa tenta recuperar e representar 
simultaneamente os pares de Locais distantes como eqüidistantes, e os pares vizinhos como 
progressivamente díssimilares. Esta "tentativa" é marcante no segundo eixo, resultando em 
um curvatura, uma vez que o primeiro eixo opõe as categorias de maior distância, ou menor 
similaridade. 
Então na psicometria podemos entender que a presença deste fenômeno no primeiro 
plano evidencia uma estrutura latente unidimensional, ou um construto, e dado que a 
ordenação das categorias da escala de resposta está correta, também indica a vaUdade da 
utilização do instrumento enquanto escala unidimensional. Torna-se útil também para a 
identificação de itens que não apresentem a mesma ordem, ou apresentem compo1tamento 
atípico. 
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Espécies 
Locais a lb !c ld I e I f lg I" I i lj lk 1' lm In lo 
I I I I I I I I 
2 I I I I I 
3 I I I I I I 
~ I I I I I 
5 I I I I I I 
6 I I I I I I 
7 I I I I I 
8 I I I I I I I 
9 t I I I I 
lO I I I I I I I 
o Te Ta Te lj I f I i m b In l d J!t lk I e 1/ 
3 I I I I I 
2 I I 1 I I 
6 I I I I I I 
5 I I I I I I I 
I I I I I I I I 
8 I I I I I I I 
10 I I I 1 I I I 
4 I I I I I 
9 I I I I I 
7 I I I I I 
fig. 3.1 - Tabela original e Matriz de Petr ie sobre a mesma (fonte: Greenacre (1984), p.228-229) 
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3.3. 7- A escol/ta do número de eixos 
Nas técnicas multivariadas descritivas baseadas em DVS este é sempre um 
problema bastante discutido. Quantos eixos, ou dimensões, devem ser analisadas? Qual a 
importância relativa entre o eixos e qual a influência na interpretação de resultados? 
Inúmeras referências tratam deste assunto (Greenacre, Lebart, Benzécri, Anderson, etc ... ), 
alguns com métodos inferenciais, encontrando distribuições para os autovalores, e 
consequentemente testes de significãncia. Outros propõem apenas métodos empíricos. 
Uma discussão mais aprofundada não seria adequada aos propósitos deste trabalho. 
O enfoque aqui é sobre esta escolha na ACM aplicada à psicometria. Partindo-se do 
problema em questão, o de escalas hipoteticamente unidimensionais, é imediato que a 
análise principal deva ser sobre o primeiro eixo. Como visto até aqui, este eixo, além da 
estrutura fatorial que evidenciaria a latência da escala (a medição de um construto) também 
é o que certifica a ordenação ótima e a métrica das categorias qualitativas ordinais, pelo 
próprio fato de que este é o eixo de direção de maior variabilidade. 
No entanto há o problema das importâncias relativas entre os eixos. É claro que se o 
segundo auto-valor é relativamente próximo ao primeiro a importância deste segundo na 
interpretação é clara. As simulações no cap. 4 trazem contribuições importantes nesse 
aspecto. 
O tópico anterior, sobre o EF, também sugere que o número máximo de eixos a 
serem analisados, com algum tipo de informação relevante, não deve ultrapassar o número 
máximo de categorias das variáveis. No caso de um instrumento em EL, onde todas tem o 
mesmo número de pontos de resposta. este número seria o número máximo de dimensões 
que pudessem trazer alguma informação. 
Cattell (1966) sugere um método empírico, de utilização não só na psicometria, 
baseada no formato do diagrama decrescente dos auto-valores. Uma descontinuidade, ou 
um salto (fig. 3.2 b) ), nos valores ordenados dos auto-valores em forma decrescente seria 
uma evidência de que os eixos representados pelos auto-valores anteriores ao salto são 
aqueles de maior importância no hiper-elipsóide formado pela nuvem de pontos. Ou seja, 
são os eixos mais alongados da nuvem (eixos principais). 
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Podemos interpretar este fato pela contribuição de cada eixo na inércia total. A 
inércia de um respectivo eixo é dado pelo autovetor associado ao mesmo. Se a inércia total 
é fixa e depende apenas do número de colunas de G e variáveis em estudo, como visto em 
(3.3.20), então a inércia relativa dos- ésimo eixo é dada por Às /In( G ). Logo se os p* 
primeiros eixos lfls absorvem inércia de forma mais marcante , o que ocorre quando estas 
direções da nuvem são mais alongadas em relação às p- p* restantes, então ocorTerá uma 
descontinuidade na monotonicidade decrescente dos autovalores. Uma forma de se 
interpretar as importâncias dos saltos também é analisar as razões Às I Às+! . 
a ) 
Ordem Au~o-Valor 
1 0 . 0 471 1" .. " .. """""'"""'" ""' "'"'"'""' '""""""' '"'' """ " """" ' ••• ••••••• ••.- •• •• •·•• •••• •• ••• 
0 .0460 , ••••••••••• • •••••• •••••••••••• • •••••• • .•. • •••• ••••• • .. •••••• •• ••••• • • •• •••• • •• 
5 O. OCSl i • • ·••••••••·•• •••• •• · • ••· ••• ••• •·•·•••••••••·••••••••••••• • •••• •••• • • ••·•·•• 
6 0 . 0448 , •• ••••• ••••••••• • . •• • • •••••••••••••• • ••••••••••••••••••••• • •••••••••••••••• 
0 . 043 5 , • •• • • •••• • •••••••••• ••• • •• •• • • • • • • •••••••••••• • •• •• • • •••••••••••• • • •••••• 
o .o43l I····················· ··········· ·· ········ ·· ··· ·········· · ··· ··· · ······· 
o 0~29 1 ·~ ·~ ~~···· ~ ·····~· ~ ~ ·· ····--~··~ · --~ -· · · ····· ····· · ··· ··· ··~ -· ······· ·· 
:a o.oazt !·· ·· ····· ·· ······ · ············· ···· ·· ····· ········ ····· ····· · ······· ·· 
b) 
OrCe~ Au t o-Valor 
·-- ----- - ~-----------------------~---------- +----- - -------- --- --- -------- -- -- - ---------- -- - - ----- ---- - - - · 
l O H48 i · •· · ·--···· · -- ·--· · •••• · •• · • ·• '" • • •• •· • • • • ··• • ··••·•• •"*•• .. •• .. • • •·••·•· ••·•• • • • 
0 .30 2 3 1 ........... . . .. .. . . .. ....... . . . .... .. .... . . . ... .... .. . ...... . .. ... . . . . 
O. OU3 I ""'" ""'"' 
0 . 0 4 03 i·· · ······ · 
o .o 39< 1· ••······ 
0 . 0381 , ••••••••• 
0 . 0 374 i••······· 
oo36s I ''""'"" 
0 . 0 359 , ...... . . . 
10 o o3ss I ..... •• .. 
fig. 3.3- Diagramas de auto-valores. Em a) provenientes de uma análise sem qualquer estrutura 
latente. Em b) há evidência de estrutura nos primeiro e segundo eixos. 
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3.3.8- A utilização dos polltos ilustrativos 
Podemos representar linhas e/ou colunas ilustrativamente, representando-as sobre os 
novos eixos. ou seja suas projeções no novo sub-espaço. No caso da ACM estamos falando 
de indivíduos (linhas) e categorias de respostas (colunas) ilustrativas. A seguir serão 
discutidos os dois casos no escopo da psicometria. 
A representação de indivlduos ilustrativos 
A representação de indivíduos ilustrativos é um artifício interessante para um estudo 
de repetibilidade do instrumento, bem como de reteste. Suponha que o instrumento foi 
aplicado, validado e calibrado de acordo com uma população específica. A representação 
dos indivíduos de uma nova aplicação como ilustrativos sobre os eixos encontrados no 
primeiro estudo nos mostrara a repetibilidade do instrumento. 
Suponha que os novos indivíduos seJam da mesma população que a pnmeira, ou bastante 
semelhante (quanto à característica estudada. ou perfil sócio-econômico, etc ... ). Espera-se 
que estes se apresentem inseridos na nuvem de pontos dos indivíduos anteriores, o que seria 
uma repetição da medida. 
No caso de populações diferentes deve-se observar o compo.11amento. O caso de 
uma discrepância ou comportamento atípico destes novos indivíduos sugeriria uma 
validação e calibração específica para esta população. 
!':o caso do reteste, onde os indivíduos são os mesmos analisados após um período de 
tempo, espera-se uma concordância na disposição dos pomos em relação à primeira 
aplicação. 
Representação Algébrica 
Seja G+ , n x k, a matriz contendo as n linhas com os dados dos indivíduos que se deseja 
representar como ilustrativos, definida como em 3.1. Então as coordenadas destes 
mdivíduos no s-ésimo, segundo notação até aqui uti lizada, eixo é dado por 
(3.3.25) 
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onde o lfls- é o vetor n x 1 contendo as novas coordenadas e os demais elementos são os já 
definidos na sessão 3.2 . 
A representação de categorias e/ou variáveis ilustrativas 
A ACM permite o recurso de se representar apenas uma categoria de uma variável 
como ilustrativa. Como visto em (3.1.6) categorias com pouca freqüência, ou seja raras, 
tendem a contribuir de uma forma enganosa na inércia da nuvem de pontos da variável a 
que pertence. Representa-la como ilustrativa é uma solução para não retira-la por completo 
da análise e entender sua posição relativa às demais. 
Pode-se representar por completo uma variável como ilustrativa se tomarmos G1. No caso 
de itens atípicos no instmmento esta é uma solução. Ou no caso da inclusão ou substituição 
de um item também. Da mesma forma que os indivíduos podemos aqui estudar a adaptação 
de um item ao instrumento, em um sentido de reproducibilidade do construto estudado. 
Representação Algébrica 
Seja G+ , I x m, a matriz contendo as m colunas que definem os pontos a serem 
representados como ilustrativos. Então as coordenadas destes pontos no novo sis1:ema são 
dadas por: 
1 -1 r 
(/)T s = AD+ G+ lfls (3.3.26) 
onde fr/s é o vetor m x 1 contendo as novas coordenadas e D+ é a matriz diagonal dos totais 
das colunas, ou a diagonal de (G+ r G+). 
Outra aplicação interessante de variáveis ilustrativas diz respeito a variáveis 
demográficas, sociais, ou de controle em estudo que podem ser representadas para auxiliar 
entender o comportamento do instrumento quando aplicado em uma população 
heterogênea. As simulações (cap. 4) e a aplicação real (cap. 5) trazem exemplos de 
variáveis ilustrativas. 
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4. Estudo de Simulação 
O avanço computacional dos últimos anos disponibilizou máquinas e linguagens de 
programação bem como pacotes estatísticos mais eficientes. e conseqüentemente o 
desenvolvimento de algoritmos mais complexos. Desta forma um estudo de simulação 
torna-se viável e vantajoso no estudo comparativo do desempenho de técnicas e métodos 
estatísticos, pois parte-se de um conhecimento a pnóri da estrutura dos dados (ex: 
distribuições, estruturas de grupo), valores de parâmetros. e estuda-se a adequação e 
eficiência das aplicações das técnicas comparadas. 
Tendo este trabalho como motivação a análise de propriedades e validação de 
instrumentos de escalas psicométricas, a idéia neste ponto é a de representar através de 
simulações uma estrutura semelhante a um instrumento deste tipo. No desenvolvimento de 
um instrumento real estas estruturas são definidas a panir da teoria da característica 
psicológica estudada, sendo estes itens estímulos que em conjunto a caracterizariam. Em 
termos de simulação podemos definir esta estrutura através da modelagem probabilística de 
urna estrutura de dependência entre estes itens, como será visto mais adiante. 
Há também a preocupação da discriminação de grupos de ind1 víduos quanto aos perfis de 
resposta dos itens destes instrumentos. ou seja. a capacidade de classificação de indivíduos 
através deste mstrumento quanto às diferenças de padrão das respostas aos estímulos. Logo 
a simulação de diferentes padrões de resposta pernnte a criação de estruturas de grupos 
reais. 
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Existem poucos estudos de simulação quando se trata de análise multiv.ariada de 
dados discretos , e quando encontrados sempre focalizam o comportamento dos coeficientes 
da Análise Farorial em d1ferentes métodos de estimação. Exemplos destes trabalhos são 
Fuller & Hemmerle (1983), Boomsma (1983), Muthén & Kaplan (1985, 1992). 
Estes autores trararam mais especificamente dos efeitos de estimadores de Máxima-
Verossimilhança e de variações dos métodos de Mínimos Quadrados em situações de não 
normalidade em variáveis de resposta t1po Likert. Os dados foram gerados sem qualquer 
modelagem da dependência entre os itens, com observações geradas a partir de 
distribuições Nonnal categorizadas posteriormente seguindo sempre um mesmo critério. ou 
seja, as marginais de resposta são sempre as mesmas. Não houve em nenhum momento 
preocupação com o desempenho da AF e seus diferentes estimadores na detecção de 
variáveis latentes. são comparados apenas os esttmadores e suas propriedades. 
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4.1- Estrutura de dados utilizada 
Com base na introdução acima podemos imaginar uma estrutura genérica de dados 
que representariam a aplicação de um instrumento de escala psicométrica em diferentes 
grupos de indivíduos. 
Suponha um instrumento contendo J itens com resposta tipo Likert de p pontos 
relativos à intensidade da resposta ao estímulo, sendo que estes itens teoiicamente formam 
C escalas, sendo que cada item pertence exclusivamente a uma escala. Então o conjunto de 
itens da c-ésima escala é formado por J itens (c = l, ... C) e K = JC é o número total de 
estímulos no instrumento. Suponha agora que este instrumento foi aplicado em I 
indivíduos, e que estes indivíduos pertencem. também de forma mutuamente exclusiva, a G 
grupos, sendo no número de indivíduos pertencentes ao g-ésimo grupo, e I= nG. 4 
Esta é a estrutura que será utilizada nas simulações descritas a seguir. 
4 Neste trabalho serão assumidos que o número de itens que compõe cada construto teórico do instrumento 
são iguais, bem como o número de mdivíduos em cada grupo. Em aplicações de instrumentos reats estas 
suposições podem ou não serem satisfeitas. No entanto uma discussão quanto à influência do número de itens 
e da influência do número de indtvíduos na verificação do construto fugiria do escopo deste trabalho. 
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4.2- Geração dos dados 
A mensuração de uma característica psicológica (traços ou estados) em um 
determinado indivíduo através de um instrumento baseado em escala de Likert se dá pelo 
padrão das intensidades de resposta aos estímulos. Espera-se que o indivíduo responda aos 
estímulos de uma mesma çaracterística de forma semelhante, ou seja, que haja uma 
dependência entre as respostas a estes estímulos. Suponha a caracterização de um distúrbio 
psicológico onde os estímulos são perguntas sobre a ocorrência de sintomas. Espera-se que 
um indivíduo que sofra deste distúrbio responda positivamente aos sintomas, ou a grande 
parte deles, com intensidades (dada pela escala de resposta) semelhantes. Assim as 
observações segundo a estrutura descrita na tabela 4.1 pode ser representada conforme a 
matriz H (como no capítulo 2), onde h/g.c) é a resposta do i-ésimo indivíduo, pertencente ao 
g-ésimo grupo, no itemj da característica c, sendo que h/g,c) E { l , 2, ... ,p}. 
tab. 4.1 - Estrutura de dados utilizada nas simulações 
Escala 1 ... Escala C 
item 1 ... itemJ ... item (CJ-J + 1) ... item CJ 
h t /' · /) 
... 
h ( 1,1) jj ... h i (CJ-J+ 1/' C) ... hJ(KJp.c; 
Grupo 1 
hnl 
(/,/) h nJ{l , l) h (I.C) ... h (/.C) 
... ... n(CJ-J-'·1) >~(KJ) 
h t/lJ,I) 
... 
hJJ'v.t) 
... 
h J(CJ-J+ 1/v.r..-) ... h I(KJ/ v,C) 
Grupo G 
h (C,/) h nJ(G.l ) h (G.C) ... (C. C) 
nl ... ... n(CJ-J+ I) hn(K]) 
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No caso de um estudo de validação deste instrumento o construto só será 
evidenciado se existirem indivíduos na amostra tomada que realmente apresentem a 
característica medida pela escala. Sabe-se que a identificação de um construto através de 
fatores depende da amostra onde foi aplicado. 
É necessário então que na simulação esta estrutura de dependência entre as respostas 
seja modelada de maneira que permita julgamentos e conclusões sobre o desempenho das 
técnicas. Então os diferentes perlis (grupos) de indivíduos a serem simulados podem ser 
caracterizados por um modelo pré-definido para sua geração. 
Podemos pensar na escala de resposta como estados de um processo estocástico, de 
forma que a dependência entre as respostas pode ser modelada a partir de Matriz de 
Probabilidades de Transição (MT) em uma Cadeia de Markov (CM) (Ross 1990) com 
espaço de estados discreto e finito definido por S = { 1,2, ... p}. 
Logo é possível se definir uma MT tal que se um indivíduo manifesta a presença de 
um atributo da característica psicológica a ser medida através da resposta de um item, a 
probabilidade da resposta positiva e com intensidade próxima em outro atributo da mesma 
característica seja maior. Assim cada indivíduo é representado por um número de passos de 
uma CM , definido pelo número de estímulos (itens) que se pretende simular. 
Seja Pú. J+JJ{s) = P(hij.,./g,c)= s I h/g.c)= / ) a probabilidade da resposta ao (j+ 1)-
ésimo (j=1, .. ,J-1) item do construto c, do indivíduo i do grupo g ser igual as E S, dado que 
a resposta ao j-ésimo é s" E S . Então as respostas aos j+ 1 itens da característica c de um 
indivíduo do grupo g podem ser geradas como J passos de uma CM com matriz de 
transição p x p p<g,c) = { Pó. ;+ ,j(s)} . Replicando este procedimento n vezes temos as 
respostas do grupo g ao conjunto de itens da característica c. Espera-se que as respostas 
simuladas de grupos de indivíduos a partir deste modelo evidenciem construtos nas técnicas 
comparadas neste trabalho. 
Segundo os objetivos deste estudo de simulação, já citados, é interessante que 
também sejam caracterizados indivíduos que não apresentem a característica psicológica, 
ou seja, que não contribuem na detecção do construto (como dito no início deste tópico). 
Para a geração deste perfil de indivíduos optou-se em não modelar a dependência 
entre as respostas, sendo que estas foram geradas segundo distribuições de probabilidade 
Multinomiais com diferentes vetores de parâmetros (probabilidades de ocorrência das 
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categorias) tal que estes vetores representassem marginais de resposta de itens usualmente 
encontradas em aplicações reais (Anexo 1). 
Seja Pu (s) = P(h/g·'l= s ) a probabilidade da resposta ao j-ésimo item do construto 
c, do indi víduo i do grupo gser igual a s E S. Então hu· (g,c; - Multinomial (l,p), onde p é o 
vetor 1 x p de probabilidades de oc01rência das respostas e Pu {s) in depende de hy·.; (g,c)_ 
4.3- Matrizes e vetores ;utilizados 
Os instrumentos simulados são de escala de resposta de 5 pontos (p=5) por ser este 
o número de pontos mais comum em instrumentos psicométricos. Logo as matrizes e 
vetores aqui descritos serão de ordem 5 x 5 e 1 x 5 respectivamente. 
Foram utilizadas duas matrizes de transição, que serão denominadas A (4.1) e B 
(4.2), e três vetores de probabilidade multinomiais, denominados i, u e a (4.3). 
0.10 0.20 0.20 0.25 0.25 
o 0.20 0.20 0.30 0.30 
A= o 0.20 0.20 0.30 0.30 4.1 
o 0.10 0.20 0.35 0.35 
o 0.10 0.10 0.40 0.40 
0.05 0.10 0.15 0.30 0.40 
o 0.15 0.15 0.30 0.40 
B= o 0.05 0.20 0.35 0.40 4.2 
o o 0.25 0.40 0.35 
o o o 0.40 0.60 
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A matriz A fornece uma relação de dependência que favorece de forma um pouco mais 
uniforme os estados 3, 4 e 5, o que caracterizaria um traço menos marcante quando 
presente, ou que apresentasse dificuldade no discernimento de ·intensidade do atributo. Já 
em B os estados 4 e 5 são fortemente favorecidos, caracterizando um traço muito marcante, 
de fácil discernimento de intensidade. Também representam diferentes perfis de respostas 
de indivíduo, sendo B de indivíduos com sintomas mais fortes. 
i= (0.20 0.20 0.20 0.20 0.20) 
u = (0.35 0.15 0.05 0.15 0.30) 4.3 
a= (0.70 0.20 0.05 0.05 0.00) 
O vetor i representa uma uniforme díscreta, sendo que a presença deste perfil de 
resposta confunde-se com os demais. O vetor u apresenta uma distribuição bimodal nos 
extremos, bastante encontrado em aplicações reais. Enquanto a caracteriza indivíduos não 
sintomáticos, ou seja, com moda no ponto 1 da escala utilizada, e seriam indivíduos 
controle em um experimento por exemplo. 
A partir da combinação destas matrizes e vetores na geração dos dados serão 
caracterizados grupos distintos de indivíduos quanto à resposta de um instrumento virtual . 
O tópico a seguir descreverá as situações estudadas. 
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4.4- Simulações 
Serão estudados dois casos gerais em especial: o caso de uma escala unidimensional 
(um construto) e casos com duas escalas em um mesmo instrumento (medindo dois 
construtos). 
As amostras foram geradas em linguagem Ox 2.1 (Doomik, 1998) e os algoritmos e 
programas estão no Apêndice C, seguindo os modelos de geração de indivíduos descritos. 
Em seguida foram aplicadas e comparadas as técnicas de Análise Fatorial (AF) e 
Análise de Correspondência Múltipla (ACM). 
Para a Solução por Componentes Principais e Análise de Correspondência foi 
utmzado o software SPAD 3.5 (CISIA-CERESTA, 1998). Para os gráficos de indivíduos 
utilizou-se o software STATISTICA 5.0 (StatSoft, 1996), enquanto para os gráficos de 
linhas utilizaou-se STAT A 5.0 (Stata, 1995), assim como os cálculos para os coeficientes 
de discriminação. 
4.4.1- Caso da escala unidimensional 
Neste ponto será estudado um instrumento que contemple apenas uma característica 
psicológica, ou um instrumento de escala unidimensional. Existe uma grande "ariedade 
destes em uso na psicologia clínica, como as escalas de ati tude, o que toma este caso 
interessante para usuários deste tipo de instrumento. 
Suponha um questionário constituído de 20 Itens (J = 20, C = 1) com escala de 
resposta de 5 pontos indicando a intensidade de resposta ao atributo contemplado no item. 
Suponha uma aplicação em 4000 indivíduos distribuídos uniformemente em 4 grupos 
(G=4, I = 4000) distintos quanto ao perfil de resposta. 
O Grupo I (GI) é formado por indivíduos gerados a panir da CM definida pela MT 
A (P(I.I l = A), enquanto o Grupo II (GID) pela CM definida por B (P12•1> = B). O Grupo ill 
(GIII) é formado por realizações de uma distribuição Multinomial com o vetor de 
probabilidades dado por p=i (em 4.3), e GIV pela mesma Lei de Probabilidade mas com o 
vetor p = a. A estrutura final utilizando-se a notação dada em 4.2 está na tabela 4.2. 
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tab. 4.2- Estrutura de dados da Simulação 1 
C=1 G=4 i = 1, .... 1000 j = 1, ... ,20 
GI Pú.;-l)(s) segundo A 
Gil Pú.J+J;(S) segundo B 
GIII h-· 1 (3,1} 1)- - Multinomial(l, i) 
GIV h· I (4,1) 1)- - Multinomial(l, a) 
A tabela 4.3(a) apresenta os autovalores resultantes da ACM. Observa-se que o 
primeiro, 0.60, é muito maior que os demais, sendo que o segundo sugere alguma 
informação, apesar de pequena, segundo o formato do diagrama. O mesmo não acontece 
com os auto-valores resultantes da AF (tab. 4.3 (b)), sendo o 1 o autovalor 11.24, e o 
segundo 0.56. Ou seja, o primeiro é cerca de 20 vezes maior que o seguinte, sugerindo 
apenas um fator. 
Observa-se a forte estrutura fatorial dos itens na primeira dimensão, tanto nas 
cargas da AF quanto nas da ACM (tab. 4.4). As cargas apresentam-se altas em ambos 
casos, sendo que nos coeficientes 1'/1 estes valores tendem a ser um pouco maiores, 
indicando uma estrutura fatorial mais consistente. 
tab. 4.3- (a) Dez primeiros autovalores da ACM para Simulação l. (b) Dez primeiros 
autovalores da AF para Simulação 1. 
(a) 
I NUMERO I VAL EUR ?OURCENT I ?OURC!>N'l'. I 
1 I li'ROPRE 1 cw.ut.e I 
+· -- - ----~- -----------·---- - ·---- · -~ --------+-------------------------------- - -- -- -----------------------------------------1 I o 600 5 1 5 . 01 lS .Ol ... . . .. . . .... . ........ . ........... . ...... . ... . .. .. ..... . ,. . . .... .. ... .. . . . .. . 
2 o 1007 2.52 17 . 53 ······- ~ · · ·· · · 
J 0 . 0 68 1 1. 70 19 . 2 3 •••••• • ••• 
4 0 . 0678 1. 70 20,9 3 "' '"'"'~"'~~ - ., ... 
5 0 . 0661 1 . 65 22 . S8 ... .. . .. . 
6 ,0.0 547 1.62 2 ,. 20 .-.. .. ......... ... 
o 0640 1 . 60 25 . 80 . . ......... . . 
o 0627 1 . 57 27 . 36 .., ........ ~. 
o 0624 1 . 56 28 . 92 
10 0 .0618 1 . 54 JO. O .. . .. ... . 
(b) 
~-- ------· - -· -----·---~----------~ --- - ----~- ------- -- - - - ----------------------------- ------ - --- -- --------------------------
NUMERO I V.\~&UR I POU;tCE!<'T I POURCENT. ! 
I PRO~RE I I CUMU~E I 
1 : . 2l59 5ó 18 56 . 18 
O. S·ó84 2 84 59 . 02 
C. 5SO 2 77 6 1 79 I ..... ... .. 
o 5510 2.76 6< 55 I " •. 
o . 5341 2 67 67 . 22 I ... . 
; o s1e3 2 . 59 69 . Sl 
? Q 4994 2. 50 72 . 31 
' ... . 
' I • •• • 
B o 48 .:01 2 . 42 7'. 73 
9 o 4798 2 40 77 . 13 I 
lO o H'O 2.32 79 45 I •. . . 
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O gráfico (graf. 4.1) mostra que há um efeito Ferradura bem definido nas nuvens de 
pontos das categorias de resposta (pontos em vermelho). Tal fato indica urna ótima 
ordenação no primeiro eixo, sendo o segundo apenas uma representação auxiliar das 
categorias intermediárias. Nos pontos dos indivíduos ocorre uma maior abertura e 
espalhamento dos pontos no lado direito do mapa, refletindo a maior variabilidade entre os 
indivíduos, de acordo com as estruturas de grupo simuladas. Há também uma boa 
discriminação dos in di vfduos, principalmente nos perfis de menor intensidade de sintoma, 
enquanto os pe:tfis sintomáticos (Gl e Gil) não a apresentam. 
No entanto nota-se que na ACM (graf. 4.2a) a separação dos perfis torna-se 
efetivamente eficiente apenas com a presença do segundo eixo. Na AF (graf. 4 .2b) a 
presença do segundo fator praticamente não acrescenta nada na separação dos peri'is, onde 
observa-se inclusive um confundimento maior entre GI e Gil em relação à ACM. 
tab. 4.4 C - argas f atona1s o ti as para s ·mulação 1 1 
Fator 1 11 1 
1 0.7 148 0.7510 
2 0.7559 0.7823 
3 0.7533 0.7746 
4 0.7509 0.7823 
5 0.7559 0.7746 
6 0.7498 0.7746 
7 0.7572 0.7746 
8 0.7544 0.7823 
e 0.7603 0.7823 
10 0.7671 0.7899 
11 0.7459 0.7746 
12 0.7528 0.7746 
13 0.7360 0.7589 
14 0.7557 0.7823 
15 0.7501 0.7746 
16 0.7473 0.7746 
17 0.7421 0.7668 
18 0.7498 0.7746 
19 0.7387 0.7668 
20 0.7501 0.7823 
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graf. 4.1- Mapa da AFCM para Simulação I 
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graf 4 2- Dispersão dos indivíduos na AFCM (a) e AF (b) para Simulação 1 
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4.4.2- Casos de instrumentos com duas escalas 
Nos próximos casos serão estudados instrumentos virtuais que contemplam duas 
características psicológicas distintas, ou duas escalas. Nestes casos de simulação não houve 
qualquer preocupação de uma modelagem probabilística entre as respostas de construtos 
diferentes, ou seja, não se considera nem se exclui uma estrutura de associação entre as 
escalas. 
Suponha então um instrumento com 40 itens que procurasse identificar dois traços 
(ou estados) psicológicos distintos, sendo que os itens que contemplam exclusivamente 
cada urna destas características estão divididos em igual número (j = 20, C = 2). 
Suponha novamente a ap1icação em 4000 indivíduos distribuídos uniformemente em 
4 grupos (G = 4, I = 4000) distintos quanto ao perfil de resposta. Foram realizadas 3 
"aplicações virtuais" seguindo esta estrutura, e mais uma que difere das demais por 
apresentar apenas 3 grupos de indivíduos (G = 3, I= 3000). Procurou-se partir de um caso 
mais simples até o de maior complexidade em relação às estruturas geradas, que estão 
descritas a seguir. 
Simulação 2 
Esta é a situação mais simples, onde teremos uma definição clara entre os grupos 
devido aos modelos impostos. Em GI ternos caracterizados indivíduos que apresentam a 
Característica l (Cl), com respostas aos itens modeladas através da MT A (P0 •1> =A), e 
não apresentam a Característica 2 (C2) onde estas respostas obedecem uma distribuição 
Multinomial (1, a). Em Gil temos esta mesma distribuição para as respostas à Cl, enquanto 
as repostas de C2 obedecem à MT B. Glll seriam indivíduos que apresentam Cl e C2, 
sendo as respostas geradas segundo A e B respectivamente. GIV é gerado a partir da 
distribuição Multinomial (Li) em todos os itens. 
A simplicidade esta na estrutura de Presença/Ausência das características muito 
bem definidas, o que propiciaria uma discriminação de grupos mais fácil e a identificação 
de dois construtos de fonna muito clara. 
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tab. 4.5- Estrutura de geração de indivíduos na Simulação 2 
C=I G=4 i= 1, ... ,1000 j = 1, ... ,20 
-· 
Escala 1 I Escala 2 
I h, ~.l) GI PúJ'·l)(s) segundo A - Multinomial(l, a) 
Gil h·· i (.L,.LJ IJ• - Multinomial( l , a) Pú.;+n(s) segundo B 
GIII Pú J+l}(s) segundo A Po·.;~o(s) segundo B 
GIV h I (4.t) I)· - Multinomial(l , a) I h (4.2) lj· f - Multinomial (l , a) 
A tabela 4.6 apresenta os autovalores resultantes da ACM e AF. Observa-se 
claramente a presença de duas dimensões fatoriais apenas, sendo um indício da detecção 
dos construtos simulados. Observa-se que as razões entre o primeiro e segundo autovalor 
são bastante semelhantes em ambos casos 
As cargas fatoriais (tab. 4.7) também confirmam claramente a presença de dois 
fatores conforme a simulação sendo que cada Fator define apenas um dos construtos. Dado 
um fator, há praticamente a ausência de cargas fatoriais nos itens que não pertencem ao 
construto predominante neste fator. Observa-se que em ambas cargas estimadas, da AF e da 
ACM, o primeiro Fator marca a presença do construto relativo à Caracterísr.ica B s:imulada, 
enquanto o segundo marca a presença da característica A . No entanto os valores obtidos 
pelas cargas 1]1 são muito ma.is contrastantes, definindo de modo muito ma.i s claro a 
presença de construtos, tendç inclusi ve cargas zero nos ítens pertencentes a características 
diferentes. Tal fato pode ser explicado devido ao coeficiente 1]1 ser derivado das 
contribuições de cada item no respectivo eixo fatorial (ver 3.3.4). 
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tab. 4.6- (a) Dez primeiros autovalores da ACM para Simulação 2. (b) Dez primeiros 
autovalores da AF para Simul<!ção 2. 
(a) 
--~~;;·: - --~~~;~;-··j -~;;~~;;· j -~~;~~;~j------------ - -- ----------------------- --------- ----------- --------- - ----------
i F~OPRE I I Ct'Mtii.,E I 
--------- + --- -------·· ·-~--~-----~- - ---- - ---·-- --------------------- --------------- ------------ ------------------- -------- -
1 o . 1548 1 s . s1 1 e . s? 1 •• •• • ••••••••••••• •••••••••••••••••• •••••••• ••••• •••• •••• ••••• •••••• ••• ••• • •• 
o . so23 1 7,56 I 16. 43 1 .............. . ....... .. . ........... . . . . . . . . . .. . .. . .... ... . .. . . ...... . 
O.O,lJ I 1.03 I 17 . 46 I ·-·-······ 
0 . 0 403 I 1.01 I 18 . 47 I · ·· ···- · · · 
I o . o394 i o.98 I 19 . 45 1 ........ . 
6 I O.O)Sl ,' 0 . 95 11 ZG . 4l I ••• • ••••• 
1 I o.o37' o.9, zL34 1 ... . .... . 
a I o . o368 I o 92 I 22 . 26 I ••••••• •• 
9 i' 0.0359 i' 0 . 90 11 23.:6 ; . .. .. ... . 
lO 0 . ~355 o.s9 24 .04 I ...... .. 
(b) 
~--------+------------~---------------------·-- - -- ----------- -- --- ------------- --------- ---------------------- -------------
• :>i"\. "MERO I VALEtJR i i'OURCEN1' . I POURCE:NT I 
I l'!<O?RE I I CUMUL.E I 
·------- -·------- -- - --~----------·----- ----- ·----------------------- ---------------------------- - ------------ -------- -- ----
; 4 . 8191 12.05 l 2 . 0S 1 ...... . ............ ,. ................ .... ....... ... .. .................... ..... . 
3 . 4018 a.so 20 . 55 1 · · ····························· · · · · ···· · ·············-··· 
1.0791 2 . 10 23. 25 1 ... ...... . ....... . 
l-OSOl 2 . 63 2s .aa 1 ~·~~~~-~~-~~ ., •• ,... 
l . 0404 2 . 60 2S . 4S I ..... ~'-"'"'~ ...... ...... '"',..., 
1.oo13 2 . so 30.98 1 ................................ ... 
1 o . 9s ' o 2 . 46 3!. 44 1 •••••• • •••••••••• 
s 0 . 9765 2 . 44 35 .ss I ............... .. 
s o . 9513 2 . 3e 38 . 26 1 .. . ....... . ... .. 
:c o . 94H 2.35 40 . 61 I ............... . 
O primeiro eixo pode ser interpretado corno sendo o construto B, sendo que as 
categorias de resposta deste apresentam contribuição apenas neste eixo, sem qualquer 
contribuição no segundo. Ocorre algo semelhante no segundo eixo, com a caracterização de 
A, sendo que este também apresenta contribuição somente neste eixo. Logo as cargas 
fatoriais rJs serão nulas onde as contribuições também forem. 
Um fato interessante. observado no mapa da ACM (graf. 4.2), é a forma como as 
categorias se agruparam nos dois eixos. Apesar de em ambos eixos estas terem se agrupado 
em três nuvens, em B. eixo 1, as categorias 1 e 2 formaram uma nuvem, seguida pela 
nuvem formada pela categoria 3 e por último a nuvem formada por 4 e 5. Em A a categoria 
l forma uma nuvem, enquanto a nuvem seguinte é formada por pontos de 2 e 3, seguida 
pela nuvem formada por 4 e 5. Pode-se explicar esta diferença na formação das nuvens pela 
estrutura de dependência imposta. Como dito em 4.2, a matriz A é menos rigorosa quanto 
às transições de uma categoria (estado) maior para uma menor, sendo que desta forma a 
distância entre 2 e 3 é menor do que a que ocorre em B, mais rigorosa, forçando a categoria 
2 estar mais próxima de 1 que de 3. 
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Quanto aos indivíduos a discriminação neste caso é total, como apontado pelas 
variáveis ilustrativas dos perfis. O interessante neste caso é notar a disposição em 
quadrantes e o formato das nuvens. Os quadrantes podem ser definidos de acordo com as 
categorias de resposta presentes nas extremidades dos eixos. Logo, seguindo a convenção 
(sentido horário), o quadrante 1 é caracterizado pela presença de categorias maiores de B e 
de categorias menores de A, coerente com os indivíduos de GII descritos anterionnente. O 
mesmo ocorre nos quadrantes seguintes. Na AF esta discriminação apesar de clara é menos 
contrastante que a ACM (graf 4.4(b)). 
As diferenças e a importância da métrica adotada neste tipo de problema está bem 
ilustrada neste caso. A resolução com a métrica obtida pela Escala Ótima permite observar 
melhor as diferenças entre os grupos. Podemos explicar esta melhora pelo fato desta 
métrica sempre levar a informação das marginais de resposta dos indivíduos no cálculo dos 
escores fatoriais (coordenadas), que de fato é o que os diferencia neste estudo. Esta 
informação é perdida quando calculamos as cargas e posteriormente os escores fatoriais dos 
indivíduos na AP. 
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b 4 7 c ta . - f . . b 'd ru·.gas atonrus o t1 as para 1mu ação_ 
·Fator 1 Fator 2 11 1 11 2 
1 -0.0416 -0.3671 0.0000 0.7539 
2 -0.0091 -0.4208 0.0000 0.7853 
3 0.0025 -0.3961 0.0000 0.7853 
4 -0.0222 -0.4081 0.0000 0.7776 
5 0.0048 -0.4267 0.0000 0.7697 
6 0.006 L -0.4078 0.0000 0.7776 
7 -0.0051 -0.4154 0.0000 0.7776 
8 0.0001 -0.4347 0.0000 0.7776 
9 -0.0129 -0.3962 0.0000 0.7619 
lO 0.0011 -0.4144 0.0000 0.7776 
11 0.0247 -0.3997 0.0000 0.7697 
12 -0.0099 -0.4170 0.0000 0.7853 
13 -0.0172 -0.4096 0.0000 0.7776 
14 0.0024 -0.4173 0.0000 0.7853 
15 0.0015 -0.3882 0.0000 0.7776 
16 -0.0024 -0.4060 0.0000 0.7776 
17 -0.0001 -0.4205 0.0000 0.7930 
18 -0.0036 -0.4267 0.0000 0.7776 
19 -0.0170 -0.4073 0.0000 0.7697 
20 -0.0072 -0.4044 0.0000 0.7697 
21 0.4645 0.0345 0.7902 0.0000 
22 0.5541 -0.0001 0.8424 0.0000 
23 0.5655 -0.0221 0.8508 0.0000 
24 0.5503 0.0038 0.8508 0.0000 
25 0.5387 0.0120 0.8424 0.0000 
26 0.5423 -0.0152 0.8339 0.0000 
27 0.5464 0.0159 0.8339 0.0000 
28 0.5672 -0.0177 0.8508 0.0000 
29 0.5568 -0.0358 0.8508 0.0000 
30 0.5511 -0.0244 0.8424 0 .0000 
31 0.5552 0.0088 0.8508 0.0000 
32 0.558l 0.0076 0.8591 0.0000 
33 0.5236 0.0180 0.8254 0.0000 
34 0.5454 -0.0 L 17 0.8508 0.0000 
35 0.5680 -0.00 L4 0.8508 0.0000 
36 0.5602 -0.0028 0.8339 0.0000 
37 0.5447 0.0071 0.8424 0.0000 
38 0.5637 -0.0293 0.8424 0.0000 
39 0.5780 -0.0266 0.8508 0.0000 
40 0.5524 0.0146 0.8424 0.0000 
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Simulaçtio 3 
A úntca diferença da estrutura desta stmulação em relação a antenor é a mudança do 
vetor de patâmetros da dtsttibuição :Nfultinomial unltzada. O fato de se uttlizar um \'eror de 
probabtlidades umformes nas respostas que não obedect!m a uma MT deve deixar a 
discnmmação de grupos menos clara que o caso anrenor, uma vez que os indt' íduos podem 
respondet com categorias de imensidade mais alta com tgua l probabilidade nestes 1tens. 
rab -L -Estrutura de geração de tndivíduos na Stmulação 3 
C=1 G-.J I I= f .... }000 j = f ... ,]0 
I Escala 1 Escala 2 
GI Pr, , ... l)(s) ·egundo A h'J (/ !J - Mullinomtal( I. i) 
' Gil I hl)_, (:! . .!/ - Multmomial( I, i) Pv, u(s} segundo B 
GIIl Pú 1 IJ{.'i) segundo A Po, IJ(s} egundo B 
orv h I (-1. 1) ,,. 
- Multinomial( L, i) h ( .J, .. ~ ,,_, - Multtnomial(l, i) 
a apltcação das técntcas, observa-se uma matot dt ferença entre os 2 pnmeiros 
auLOvalores resu ltantes da ACM, apesar de amda tndtcarem a análise de apenas duas 
dimensões (tab. 4.9). Na sttuação antenor (Simulação 2) os dots eixos apresentaram 
tmponãncia equivalente em termos dos autovalores, o que não ocorre neste caso, onde o 
ptimetro autovalor (O l6) é quase duas vezes mator que o segundo (0.09) Nos autovalore~ 
da AF a rJlão também se mantém semelhante (6 05/ 3.36). 
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tab. 4.9- (a) Dez pnme1ros autovalores da ACM para Simulação 2. (b) Dez pnme1ros 
autovalores da AF para Simulação 2. 
(a) 
I NUMERO '/A!..EUR I ?OURCZNT. I POliRC!W:' 
I I?ROPIIE I I Cu:-!UL2: I +-- _______ .,. ___ 
··-----·-----
' ~ to: l 
~ !) o?o4 
s a ~Pa 
l ~ Ol' : 
s o O loS 
6 O. Ol59 
1 o u;s· 
s o OJ Sl 
~ ~ Ol4 :i 
~~ ~ illõ: 
(b) 
!--- ·--o~o --------
1 NUMERO I, VA~!~ 
?ROPI''I: 
~ ,;s :~05 ··-·· ······· · ·--····· ···· · ···· · · -··· · · ·· · ·· · ·· .. • ••••··· .. -- ... ---- · .. ·•·•··••·•·• 
~ a 
~ H '-~ l ··· -··········· .. . 
v H s 3. • ............. . 
o 9t 
o. 90 10.15 .. , .... ,. ................. . . 
o sq 
.. 1. o~ · · · -· · · · · · • · · · · · .. · 
) ga .. l. 9~ ..................... . . 
·l s.; .. :! . '9 .. .. ......... ........ . 
~ ,. :3.5~ ····--····· ·····-
-1'---- -- --. -·- ----- - ---+-· --- ............... - ... --- ----- -··· ·------ --- -~ ... --- ..... ---. -- -- ..... ---------.---------- ---
I ?OURCENT . POURCENT . I 
cumJLO: 
---------- ·-- ...... --· ---·-- '" -~--------· -·-·-------------···---------------------------------··-----------------·-------ó OSJ2 I 15 1l 
3 l6ll I a 40 
1 o:J• I ~.5o 
l.Oló2 I 2 54 
o. 99~5 I 2 50 
6 0.98L2 I 2. J 5 
1 o.97U I :!.4 < 
lS cJ I ....... ...... . ..... ................................................... -..... . 
;3 s~ I ······--·········· ·-··--·············-------· 
:?6 oq ............ .. 
29 Q4 ····~~·-·~···~ 
~;·;~ I :::::::::::::· 
3ô.Ol I ............ . 
a 0.9661] I 2 ~ ~ l8 ::~ ' ....... . ~ * •• • • 
9 O 9U7 I 2. jó ~o o 9)01 l.ll ~~ ~~ I ::::::::::::: 
As cargas fatonais no entanto se apresentaram iguais à situação dnteiior (tab. 4.10). 
ou seja, os 1tens de B contribumdo apenas no eixo L e os de A apenas no segundo etxo. 
Novamente remos 1tens que na ACM resultaram contribuição nula para a inércia do eixo, 
apresentando cargas fatona1s 1guais a zero, e valores mais s1gmficativos para as cargas 11 
em relação às cargas da AF. 
O que se observa no gráfico (graf. 4.3) é uma mmor proxim1dade das categorias de 
resposta, pnncipalmenre entre as categorias de maJOr Intensidade, ou seja, as categonas 4 e 
5 se aprox1maram mais de 2 e 3 nos d01s construros 1dent1ficados. A presença de respostas 
de intensidade alta nos indivíduos nos 1tens sem estrutura de dependência modificou as 
distâncias entre as intensidades de smtoma devido à mudança das marginats de resposta. 
Observa-se assim uma maior d1spersão dos pontos nas nuvens de categonas de maior 
mtensidade. 
Quanto aos mdivíduos a discnminação ainda é boa (graL 4.6(a)), apesar de já não 
ser mais total como no caso antenor. Os pedis de índtvíduos se confundiram 
princtpalmente em relação ao segundo e1xo. de fo1ma coerente com a relação entre os 
autovalores Já citada. Na AF ocon·e o mesmo (graf. 4.6(b)), atentando-se apenas ao fato da 
mversão de do•s perfis quanto a d1sposição no gráfico anterior (graf. 4.4(b)). 
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tab. 4.10- Cargas fatoria1s obtidas para Simulação 3. 
Fator 1 Fator 2 ., I n l 
1 -0.5002 -0.0268 o 0. 76 L 7 
2 -0.5246 0.0195 o 0.8742 
3 -0.5159 0.0231 o 0.81:56 
4 -0.4977 0.0048 o 0.8496 
5 -0.4926 0.0014 o 0.8496 
6 -0.4670 -0.0109 o 0.8496 
7 -0.4574 -0.0087 o 0.8412 
8 -0.4941 0.0020 o 0.8496 
9 -0.4841 0.0352 o 0.8578 
10 -0.4994 0.0224 o 0.8496 
11 -0.5 1.90 0.0053 o 0.8327 
12 -0.4741 -0.0128 o 0.8242 
13 -0.4834 0.0173 o 0.8242 
.14 -0.5157 -0.0108 o 0.8578 
15 -0.5025 -0.0094 o 0.7891 
16 -0.4895 -0.0167 o 0.8327 
17 -0.4821 -0.0021 o 0.8578 
18 -0.4544 0.0298 o 0.8578 
19 -0.4777 -0.0025 o 0.8496 
20 -0.47 16 0.0199 o 0.8 L56 
21 0.0076 0.4174 0.7138 o 
22 0.0129 0.4264 0.8412 o 
23 -0.0257 0.4076 0.8578 o 
24 -0.0121 0.4291 0.8412 o 
25 -0.0068 0.4109 0.8242 o 
26 0.0054 0.4188 0.8327 o 
27 0.0402 0.3806 0.8327 o 
28 0.0065 0.4301 0.8742 o 
29 0.0070 0.3710 0.8412 o 
30 0.016 L 0.3983 0.8412 o 
31 0.0319 0.4145 0.8496 o 
32 0.0076 0.4296 0.8412 o 
33 0.0160 0.4186 0.8156 o 
34 -0.0125 0.4090 0.8327 o 
35 -0.0111 0.4204 0.8661 o 
36 -0.0170 0.4 L 75 0.8578 o 
37 -0.0098 0.3815 0.8242 o 
38 0.0017 0.4194 0.8578 o 
39 0.0087 0.4186 0.8822 o 
40 0.0304 0.4147 0.8412 o 
82 
1 2 
~ 
d 
.. 
0.8 
• t. 
04 
.. 
o )( 
üi y 
" " N 
00 
..0.4 
-0.8 L-----~----~---------------' 
-12 ..0.8 0 0 0 4 0.8 
3 
2 
... 
~ 
.s 
"' u. 
. 
N o 
· 1 
·2 o P1 
o P2 
P3 
·3 
·3 ·2 ·1 a 2 .. P4 
t• Fator 
graf. 4 6- Dtspersão dos individuos na AFCM (a) e AF (b) para Simulação J 
------------------------------------------------------ 83 
Simulação 4 
Neste caso será introduzida uma marginal de resposta bastante encontrada em 
aplicações reais e que apresentam maior dificuldade de interpretação. Trata-se de uma 
distribuição bimodal nos extremos (em forma de U), fornecidas pelas distribuições 
Multinomiais com vetor de parâmetros u (4.3). A tabela 4.11 apresenta a estrutura que 
neste caso é de 3 grupos e apenas um petfil com estrutura de dependência modelada, por 
facilitar a interpretação dos efeitos da distribuição introduzida. 
tab. 4.11- Estrutura de geração de indivíduos na Simulação 4 
C=2 G=3 i = 1, ... , 1000 i = 1, ... ,20 
Escala 1 Escala 2 
GI h f ( 1,1} y- - Multinomial(l, u) h 1 ( ! ,L) 1)- - Multinomíal(l, u) 
Gil h ' (L.J) 1)-J - Multinomial(l, i) Pú. j+ 1)(!!) segundo B 
Glll h · j (J .I) y - - MultinomiaJ(l, i) hy-1 (j,L) - Multinomial(l, i) 
A tabela 4.3 apresenta os 10 primeiros autovalores resultantes. Ainda é marcante a 
presença de duas dimensões. A relação entre os dois primeiros autovalores na ACM é 
semelhante ao oconido na simulação 3. No entanto na AF o histograma indica apenas um 
fator, sendo que a razão entre os dois primeiros autovalores (aproximadamente 4) é maior 
que no caso da ACM. 
Na ACM os dois eixos não definem dois construtos como nos casos anteriores, ambos 
compartilham do mesmo plano sem formar dimensões próprias. Não há uma interpretação 
clara e objetiva. A presença da bimodalidade reorienta os extremos de intensidade de cada 
construto gerando uma "circularidade", ou seja, a "ferradura" se fecha. O construto B 
domina o plano, imprimindo a ferradura (como no caso de um construto, Simulação 1 ), e A 
fecha esta ferradura exibindo a quebra de gradiente presente na bimodalidade. 
tab. 4.12- (a) Dez primeiros autovalores da ACM para Simulação 2. (b) Dez 
autovalores da AF para Simulação 4. 
(a) 
I NUME<\0 I 
I 
I 
I 
I 
VALEUR I POURCENT. POURCENT I 
?ROPRE I CL'MQL!: I 
o. l479 1 >.7o 3 . 7o 1 
0 . 0100 ! 1 .75 5 . 45 I 
o 037S i 0 . 95 6 39 
0 . 0367 0.92 1 31 i 
o. 036o o.9o s . 21 1 
o.o;ss o . s9 9 . 10 ! 
o. o3s; o.s9 s . 99 1 
o.o3S1 o.e8 10. 87 1 
1 9 o . o3'9 o.s1 tl.H 1 
f-L-Í ...:.lo:,C ___ .:c;O.'-"O"-'H:..:.7_L---"..:0."'8··'-r _,____:.1.::._2 -"-6l,.__LI _ ... ...... .. . . . . ... . 
(b) 
I N'UY.ERO ' i?OURCEt<'l' . I l>OURCE!N1'. I 
I CUlo!ULE I 
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primeiros 
VALSUR 
PROPRi: 
4 . 6 , 98 
l 1590 
1 . 1376 
1.1281 
1. 09 2> 
l. 0800 
l 0659 
1 0517 
1. 056~ 
1 . 0 479 
11 . 12 1 11 12 ! · ·· · · · · ·· · · ········ ··· ············ · ············ · ······ · ·· ········· · ·· · ···· · - · 
2 90 : 14 . S2 i · ·~ 6 · ~•··~ ~ ·•••• • •• • 
2 . 8, I 17 . 37 I . ...... ............ . 
2 . 82 20.19 I · ········ · ·•~······· 
2 . 13 22.92 I • •••• • • •• • · ··•• · • • • 
2 . 70 25 -€2 i .... .. .. ... .... ..•. 
2 . 66 n .. 2a i ......... . ... . . ,. . . 
2 . 64 30 93 I .... ·· ..... ....... . 
2.64 33 . s,. I .. .. .... . . ..... ........ . .. 
l G :<. 62 3 6 19 I ....... • • . .. •• • • • • • 
Mais detalhadamente, observa-se que o eixo 1 indica a oposição entre a Presença e a 
Ausência de sintoma nos pdntos pertencentes ao construto B. O segundo eixo seria a 
ordenação das intensidades de resposta deste construto. Os pontos de A apresentam 
comportamento bastante diferente de B, uma vez que não foi imposta qualquer estrutura de 
dependência. Observa-se que os pontos da categoria 5 e 1 de A formaram uma nuvem 
única, efeito da distribuição bimodal imposta (quebra do gradiente). Nota-se também que a 
relação dos pontos destes itens apresenta uma relação linear com os dois eixos, formando 
uma diagonal de quase 45°. As nuvens de B também se separaram em 5 diferente dos casos 
anteriores, uma para cada categoria, apesar das distâncias entre as mesmas se mostrarem 
coerentes ainda com as anteriores, ou seja, as que estavam em uma mesma nuvem 
continuam bastante próximas. 
As cargas fatoriais encontradas também não possuem mais a estrutura simples de 
anteriormente. A identificação elos construtos se dá maís de forma visual, onde há clara 
di scriminação entre as nuvens de pontos das duas estruturas impostas. Tal fato é bastante 
comum em problemas práticos na psicologia. 
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No entan to no caso dos coeficienles da ACM observa-se um contraste no prime1ro 
e1xo. enquanto na AF não há exatamente este contraste, mas apenas a falta de carga dos 20 
prime i ro itens .. O segundo e1xo é de dtffct l interpretação em ambos casos, pots em ambos 
casos as d1mensões não definem construtos de fonna exclusi va. Mas nas cargas da ACM os 
itens de 2 l a 40 apresentam valores maiores em relação aos ilens antenores. 
Quanto aos indivíduos, há clara di scnminação daqueles que apresentam a 
dominância do construro B dos demais (Gil graf. 4.8(a)). Observa- e amda assim duas 
nuvens nos quadrantes 3 e 4 do gráfico, que no emanto não conespondem literal mente aos 
do1s grupos restantes neste caso de Simulação, pois estes se confundem. 
Na AF a separação dos grupos é bem menos c lara. sendo que os perfis I e 2 se 
confundem totalmente (graf. 4.8(b)). Podemos atribuir e ·te faro à perda de infor:naçiio 
causada pela mérnca utilizada na AF, ou seja, as marginais de resposta uniformes e 
birnoda1s lrazem a mesma info1mação para a estrutura de currelação do modelo desc rito em 
2.1. 
Devido ao formato das marginaiS, plincipalmente no caso bimodal. é praticamente 
impossível que se extrrua fatores baseados em correlações lmeares, como pode-se ob·ervar 
nas cargas fatonais do Fator 1 da AF dos 20 pnmeiros itens (tab. 4.l3), onde não há 
nenhuma estrutura de dependência de resposta imposta sendo gerados apenas pelas 
marginais em questão. Logo estes itens não conltibuem na discriminação dos grupos no 
pnmeiro etxo. O mesmo não ocorre na ACM, onde a diferença de forma destas margmais é 
importante na méuica Qui-quadrado e trazem conttibuições à inércia dos eixos. A 
separação dos grupos ocorTe portanto quanto às in tensidades das categonas de respostas, ou 
SeJa, indivíduos de perfis de resposta semelhames tendem s fonnar grupos. 
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tab. 4.13- Cargas fatona1s obudas para Simulação 4 
Fator 1 Fator 2 llt 11 1 
1 -0.002-1- 0.3505 0.2773 o 2117 
2 -0.0241 0.3067 0.2432 o 1058 
3 0.0459 0.2555 0.3077 o 2245 
4 0.0293 -0.1151 0.266-1- o 1673 
5 0.0127 -0.0001 0.2878 o 2245 
6 0.0115 -0.2545 0. 2307 o 1673 
7 0.0097 -0.0005 0.2878 o 1980 
8 0.0144 -0.0027 0.2551 0.~698 
9 0.0242 0.2146 0.3263 0.21 17 
lO -0.0091 -0.1138 0.3077 0.1587 
ll 0.0526 0.0379 0.2773 o 3960 
12 0.0331 0.0885 0.2551 0.2898 
l3 0.0138 -0.1509 0.2878 o 2145 
14 0.0399 0.2529 0.2878 o 1058 
15 0.0290 0.0717 0.3263 o 1296 
16 0.0207 0.2953 o 2551 0.1058 
17 0.0062 0.1117 0.3171 o 3219 
18 0.0125 -0.4191 0.2773 0.2049 
19 0.0273 0.2519 0.2664 0.091 i 
20 -0.0085 0.2095 0.2432 0.2117 
21 0.4295 -0.0742 -0.4418 0.2482 
22 0.4901 0.1057 -0.4485 0.3305 
23 0.4939 0.1351 -0.44 18 0.4643 
24 0.4952 -0.0328 -0.4925 0.3510 
25 0.4766 0.0663 -0.4865 0.2538 
26 0.4861 -0.0188 -0.5273 0.2482 
27 0 .4621 -0.0140 -0.4679 0.4733 
28 o 4731 -0.0313 -0.435 1 0.4490 
29 0.4926 0.0557 -0.4679 0.1755 
30 0.4893 0.0054 -0.46 15 o 1497 
31 0.4618 -0.0497 -0.4615 0.2592 
32 0.4889 -0.0302 -0.4485 0.4363 
33 0.4842 0.0673 -0.4679 04427 
34 0.4725 0.0543 -0.-1-741 o 2-1-25 
35 0.4819 -0. 1153 -0.-1-865 0.1980 
36 0.5061 -0.0747 -0.5160 0. 1673 
37 0.-1-736 -0.0359 -0.-1-351 0.2ll~ 
38 0.4879 -0.1191 -0.4550 0.2182 
39 0.5204 0.1079 -0.-1-741 0.2182 
~o 0.4562 -O.l055 -0.3997 0.2117 
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Simulação 5 
Este é o caso mais complexo estudado. Todas as estruturas de dependência e de 
marginais de resposta estão presentes, o que se espera que cause alguma dificuldade na 
interpretação dos resultados, principalmente quanto à discriminação dos grupos. A tabela 
4.14 apresenta a estrutura dos dados simulados. Os grupos Gl e GIV entram como 
confundidores na estrutura simples que formariam Gil e GIII pelas Ausência/Presença 
marcadas da característica representada pelo construto, como no caso das Simulação 2. 
tab. 4.14- Estrutura de geração de indi víduos na Simulação 5 
C=2 G=4 i = 1, ... ,1000 i = 1, ... ,20 
Escala 1 Escala 2 
GI h ·· 1 (1,1) lj- - Multinomial(l , u) hy.J (U) - Multinomial(l, u) 
GII Pú,J+I;(s) segundo A h . (l.l) lj - Multinomiai(l, a) 
GIII hy.f (J,LJ - Multinomial(l. a) Pu,;+J;(s) segundo B 
GIV hu-1 (4.IJ ~ Multinomial(l, i) h (4.LJ 1)-1 - Multinomial(l, i) 
Os autovalores já mostram um comportamento bem diferente (tab. 4 .15). O primeiro 
é discrepantemente maior que os demais, apesar do formato do diagrama sugerir a presença 
de mais 2 d.lmensões, apesar de seus valores pouco significativos em comparação ao 
primeiro. Na AF apenas 1 dimensão a mais é indicada. 
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tab. 4.9- (a) Dez primeiros autovalores da ACM para Simulação 2. (b) Dez primeiros 
autovalores da AF para Simulação 5. 
(a) 
+- - ----··+-·-------- -- ~·---- - - --- +----~-----+------------ ~--~----------------- --- --- ---------------------------·- - - --------I NUMERO I VALEOR I ?OORCENT . I POORC!:N~ . I 
I 1 PROPR~ I I CUMULE I 
·- -- -- -- -·---- -- ------+- ---------~--- - ------+---- - ---- - -- - -- -- -- ---------------------------------------- -- - - - --·-- - --------
• I 0 .~ 09 5 7 ,7 4 ' 7, 74 I r • ·~~~-• ~ • - w •••• • ••• • •~• ~ •••••••••••~• r ~ ••••W W •; • ~ ~ - ~ ~· • •;~••••• •~ ~ ~ · • ••• • •• • 
"> 
6 
7 
8 
9 
lO 
(b) 
0 . 0720 l . SO 9, 5, I .. . ......... . ...... . 
o. 0546 1.37 
0 .0356 0 . 89 
0. 0347 o. 87 
o. 0344 0 .86 
o. 0339 0 . 85 
o. oBa 0.84 
o. 0330 0 . 82 
o. 0 327 0. 82 
1o , so 1 · • ·· ··· · · ····· · 
11~79 I •·• • • • ••• · 
12 , 66 1 ••••• • ••• 
13 .52 1 • • ..... .. 
14 , )7 ' - · ._ ... .. 'I' • ... .. 
15 . 2 1 ! ., •••••• • 
16, 04 
16 . 85 
~ ... . ~ ...... "' " i ... ..... "'" .... 
+ - - ------ ~--- ------ - -- ~ ----------+----------·---------- ----- --- - -- - - - ---------- - - - - - --·------ ----------------- - -· ------ - - - --I NUIIERO I V1.L2l!R POURCEN'!' I POORCENT. I 
I I ~RO-"Rfl ; I CUMULE I 
· -- -- -- - -~-- ---- ------·---- ------ ~ ----------·----- ------- - ---- - ---- -- - - - - - --- - - - - - - ~-- --- - - ---- ----------------·-----------ll. 6180 29 os 2 9 , 05 I ....... . .................... . .. . ....... . . ................ . .... . .. ..... . . . .. .. 
l . 802> 4 . 51 3 3. 55 I ......... . .. . 
1. 0 260 2 57 36 . 12 I ....... . 
c q652 2 'l 38. 5) I ... . .. . 
c . 95 7 2 2 3 9 ~c . 92 I . .. ... . 
o 9268 2. 32 43.24 I ... . .. . 
o. 904 7 2.26 45. 50 I . ...... . 
8 0.8766 2 . l 9 , ., ~ 69 
9 o. 8582 2 1 5 '9 ·8' 
lO o. 842 0 2 ll 51 . 9 4 
I '"' ,.,. • . , 
i 
; 
Os autovalores poderiam sugerir um único fator. As cargas fatoriais em ambos casos 
apresentaram comportamento semelhante, sendo que na segunda dimensão a ACM 
apresentou cargas um pouco maiores nos itens de 21 a 40 em comparação a AF. A AF 
também apresentou a oposição no primeiro eixo como a ACM. Pode ser entendido como o 
formato cruzado entre Ausência/Presença nos grupos Gil e GIII das estruturas de 
dependência. 
Ao observarmos o gráfico entendemos melhor o que está acontecendo. Os 
construtos teóricos neste caso apresentaram comportamento totalmente oposto em relação 
ao primeiro eixo, ou seja, as direções das intensidades de sintoma estão invertidas, de forma 
coerente com a estrutura imposta na simulação. O segundo eixo ainda neste caso apresenta 
a distinção entre os níveis de intensidade de sintomas, neste caso na mesma dire,;ào para 
ambos construtos. No entanto a presença do perfil de resposta bimodal faz com que no 
segundo eixo as categorias 1 e 5 estejam próximas, revelando novamente a quebra de 
gradiente presente nas marginais himodais. Observa-se também que a ferradura formada 
pelos ítens do construto B (21 a 40) é mais aberta, mostrando um distanciamemo maior 
principalmente entre as categorias de maior intensidade de resposta. Em A estas categorias 
estão mais confundidas, estando muito próximas principalmente na primeira dimensão. O 
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segundo e1xo pode ser interpretado como a d!sunção entre as categonas de maior 
intenstdade, e a revelação da b1modalidade margmal das respostas. 
O terceiro e1xo não re' clou imp011ânc1a quanLo às caractenzaçõe~ dos construtos. 
ma:, tera papel i mponante na di se ri mi nação do~ mdi \. íduos na ACYL 
Quanto aos Indivíduos, aqueles com o consttuto B predominante (Gil) se apresentaram 
bem distJnres dos dema1s de forma coerente com a localização das categonas de maior 
InLens1dade de B \queles com predonunância de (Glii) apresentam uma separação um 
pouco mais fraca, sendo confund1do com os grupos uniforme e bimodal. Na AF (graf. 
4.10(b)) a separação e·uste entre os perfis Gil e GIII. sendo que Gl e Gl V se confundem 
~orno no caso anrenor (S imulação 5). 
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graf. 4.8- Mãpa dà AFCM para Simulação 5 -··----------------·----
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tab. 4.10- Cargas fa[oriais ob[idas para Stmulação 5 
Fator 1 Fator 2 
"' 
171 
1 -0.-t 197 0.2553 0.-l-1-51 0.2l-l7 
2 -OA165 0.2216 O.-t588 0.21-1-7 
3 -0.3851 0.23-l7 OA163 0.~008 
~ -0.399-J. 0.2766 0.-l309 0.1780 
5 -0.4105 0.2851 O-+-+ -L 0.1339 
6 -OA371 0.2501 o -+588 0.~008 
7 -0.4055 0.2830 0.4-l-51 0.2400 
8 -0.4046 0.2970 0.4309 0.?.277 
9 -0.4086 0.2602 0.4309 O. l859 
10 -0.4019 0.2537 0.4309 0.2517 
11 -0.4089 0.2378 0.4309 o 1859 
l2 -0.4268 0.2533 OA45l 0.21-+7 
13 -0.4208 0.2268 0.4-lSl 0.1935 
14 -0.4123 0.2036 0.4309 o 2277 
15 -0.4174 0.2301 O .:WS L 0.2-1-00 
16 -0.4045 0.2-1-37 0.-l309 0.2277 
17 -0.4121 0.2737 o -+309 0.1935 
18 -0.4233 0.2915 0.-l45l 0.22 .... 7 
19 -0.4113 0.23L8 o -+309 0.2277 
20 -0.4105 o 2051 0.-l45L 0.2-1-59 
21 0.5958 0. 1577 -0 6094 0.2939 
22 0.6385 O. 144 L -0 6488 o 2890 
23 0.6484 o. 1822 -0.6583 0.3640 
24 0.6538 0.1160 -0.6583 0.3478 
25 0.6468 0.1743 -0.6676 0.3308 
26 0.6307 O. 1555 -0.6488 0.2890 
27 0.6370 0.1677 -0.6583 0.2683 
28 0.6409 o. 1495 -0.6583 0.2840 
29 0.6384 O. 1983 -0.6488 0.3220 
30 0.6387 0.1598 -0.6488 o 3264 
31 0.6404 0.2063 -0.6583 0.3L75 
32 0.6376 0.1390 -0 6488 0.2840 
33 0.6372 0.175 L -0 6488 0.2736 
34 0.6399 o 1599 -0.6488 o 3351 
35 0.6466 0.1339 -0.6583 0.3264 
36 0.6509 0.1585 -0.6583 0.3436 
37 0.6408 0.1556 -0 6488 0.3308 
38 0.6482 o 1349 -0 6583 o 2988 
39 0.6599 o 1849 -0.6676 o 3036 
40 0.6432 0.1734 -0.6583 0.2736 
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4.5- Escalas Ótimas nas Simulações 
Esta item trata do estudo de comparação da Escala Ótíma (EO) otida, ou seja, o 
vetor q] (definido em (3.2.14)) com a Escala Otiginal (EO) adotada, (1, 2, 3, 4, 5). A 
representação de ambas em um gráfico de linhas é uma boa forma de estudarmos o 
comportamento. O tratamento da escala adotada como variável contínua é perfeitamente 
justificado quando o gráfico de linhas exibir uma reta de 45°, considerando que a ordenada 
e a abscissa do gráfico estejam na mesma escala. 
Na Simulação 1, com 20 itens, são mostrados todos eles (graf. 4.11). Observa-se 
que são praticamente iguais em seu comportamento. Observamos uma boa ordenação nas 
categorias de O a 3, mas sem distinção entre 3 e 4. Ou seja, esta escala, nesta população não 
discrimina entre as categorias 3 e 4. Note também que de 2 para 3 há uma descontinuidade 
na métrica, ou seja, a distância entre as categorias 2 e 3 é menor que entre 1 e 2, e l e O. 
fig. 4.11- Gráfko de linha entre rp1 x Escala Original para Simulação 1 
---------------------------------------------------------96 
Para as demais simulações são apresentados os gráficos de um item apenas sendo 
que os demais apresentam-se praticamente idênticos. como na Sjmulação 1. A Simulação 3 
também apresentou comportamento muito semelhante a 2 e não é apresentada. 
Na Smmlação 2 (graf. 4.12) observa-se nitidamente a separação das duas escalas, 
uma em cada eixo. fato explicado pelas discriminações nulas apresentadas (tab. 4.7). 
Observe que a Escala A (EA) no eixo l e a B (EB) no eixo 2 são praticamente constantes. 
Do ponto de vista prático pode-se dizer que as escalas A e B são unidimensionais e podem 
ser aplicadas de fonna independente se for o caso. Note ainda que as direções das escalas se 
invertem, sendo a relação de EB com EO positiva e de EA com EO negativa. Ainda 
podemos dizer que na EB os níveis de resposta 3 e 4 não se diferenciam, bem como em EA. 
Em EA também observa-se que as categorias intermediárias (1, 2 e 3) são mais próximas 
que a distância entre O e 1. 
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fig. 4.12- Gráficos de linha entre <fJ1 (1 o eixo) ou fPl (2° eixo) s Escala Original para Simulação 2 
Na Simulação 4 (graf. 4.13) ocorre um caso interessante. A Escala A se apresenta 
uma relação não-linear entre as escalas ótima e original, tanto no primeiro como no 
segundo e1xo. Esta escala, conforme já visto anterionnente, seria aquela cujos respondentes 
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não tiveram qualquer modelagem de dependência, caracterizando uma escala não válida 
para a população aplicada. A EB, no primeiro eixo apresenta uma relção linear fraca, 
havendo discriminabilidade apenas entre as categorias O, 1 e 2. Em 2, 3 e 4 não ocorre urna 
discriminação em termos práticos. O segundo eixo também mostra comportamento pouco 
útil. Mas de acordo com o que foi visto na análise do mapa de ACM (graf. 4. 7) esta escala 
pode ser considerada bidimensional. Note no gráfico citado que a ordem ocorre no plano 
(pontos vermelhos), e não em uma reta. 
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fig. 4.13- Gráfico de linha ent re rp1 (1 o eixo) ou q>z (2" eixo) x Escala Origina l pa ra Simulação 4 
A última simulação, Simulação 5 (graf. 4.14) mostra que o segundo eixo traz pouca 
informação. No entanto no primeiro a ordenação se apresenta bastante razoável, no entanto 
com ambas escalas no mesmo eixo, mas no sentido contrário, sendo que EA tem uma 
relação linear positiva com a escala original e EB negativa. 
------------------~--------------------------------------98 
Escala A Escala B 
lo . 
'i 
. ~ :j~ E o 1/ 
I .. ~ / 
··j ""-----
X .. ~ '; 
' • 
> < . 
1 < ~ • 5 
,.., 
..... 
o 
20 
'I '1 
:J~~ ·- ~ E 
·/ / 
I I 6 
. '] 
X ·• .. ; ; 3 . • 
' • 
3 • 5 r•:tP ,., .. 
o 
fig. 4.14- Gráfico de linha entre q;1 (JO eixo) ou rpz (2° eixo) x Escala Original para Simulação 5 
4. 6- Comentários e Conclusões 
A aplicação das técnicas sobre a estrutura simulada permite observar um melhor 
desempenho da Análise de Correspondência Múltipla no tratamento de respostas em escala 
ordinal. O exame das marginais multinomiais e a ausência e presença de uma estrutura de 
dependência entre as respostas dos itens refletem a adequação dos instrumentos sempre 
levando em conta as sobre-estruturações dos indivíduos gerados. 
É claro também o poder de interpretação ganho com a representação, seja ela 
simultânea aos indivíduos ou não, da escala de resposta dos itens. Esta representação 
permite identificar o comportamento desta escala métricament.e assim corno exibir sua 
configuração simultânea aos indivíduos dando então interpretabilidade às separaç:ões dos 
grupos observadas. Quando a estrutura de grupos quanto às marginais de resposla não é 
conhecida a prióri, como em qualquer aplicação real, esta representação é de grande 
auxJ1io. 
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O mesmo na análise da métrica da Escala Ótima contra a onginal, que como visto 
também certifica ou não o uso de somas e médias dos pontos originais. 
No caso do instrumento com apenas uma escala os desempenhos de ambas técnicas 
são equivalentes tanto na identificação do fator quanto na discriminação dos diferentes 
grupos. 
Construtos avaliados por itens altamente associados sobre grupos que se 
diferenciam quanto à presença ou ausência dos atributos destes construtos, de forma fatoria l 
completa, ilustram o caso mais simples, como nas Simulações 2 e 3 , com discriminação 
total entre estes grupos. Nestes casos a AF apresentou cargas fatoriais mais baixas que a 
ACM. Quanto a discriminação fica clara a superioridade da ACM sobre a AF, onde esta 
última mesmo no caso mais simples não apresenta discriminação total. 
Construtos que não ocorrem de forma fatorial completa. sendo que a presença de 
um não implica a ausêncta completa de outro nos diferentes grupos, tem menos poder 
discriminatório além de maior complexidade de interpretação e avaliação, como nos casos 
4 e 5. Nestes casos a ACM também apresentou resultados melhores na detecção dos 
construtos pelas cargas fatoriais, principalmente no caso 4, enquanto a discriminação dos 
grupos ainda é claramente superior na ACM. A AF confunde totalmente os grupos de perfis 
uniforme e bimodal, como se fossem um único grupo. Vale a pena lembrar que este fato 
ocorre devido à métrica utilizada pelo modelo adotado na AF, que não releva o formato das 
marginais na estrutura de correlação. 
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5. Aplitcação 
Este capítulo trata da aplicação da técnica de ACM em dados reais. Os dados são 
provenientes de um estudo, coordenado pela Profa. Dra. Diana Toselo Laloni, da PUCC, 
com o objetivo da validação do instrumento psicométrico SCL-90-R no BrasiL 
O objetivo da aplicação é estudar as propriedades psicométricas do instrumento 
como uma primeira etapa de validação do mesmo. Identificação de construtos, 
discriminação de indivíduos e dimensionalidade das características psicológicas 
contempladas pelo instrumento são os objetivos principais. 
Não há pretensão neste trabalho de se produzir uma norma nacional nos moldes da 
americana, apesar de ser tratado o aspecto da métrica da escala em termos da ACM. Tal 
intuito abrange outros métodos (Teoria de Resposta ao Item (Andrade (2000), por exemplo) 
e iria além do escopo deste trabalho. 
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5.1- O questionário SCL-90-R 
O Symplom Check-list (SCL) é um instrumento americano desenvolvido na década 
de 70 e de larga aplicação, utilizado principalmente com três propósitos: mdicador de 
gravidade de distúrbios mentais, um dispositivo de triagem e uma medida de 
psicopatologias específicas. 
É constituído de 90 itens na fonna de perguntas sobre sintomas, onde o respondente 
classifica a intensidade deste sintoma em uma escala tipo Liken de O a 4. É perguntado ao 
indivíduo quanto a intensidade do sintoma apresentado, que responde na escala: 
o. Nenhum Sintoma 
l. Pouco 
2. Moderado 
3. Bastante 
4. Muito 
Nas versões européias e americana o instrumento é auto-respondido. No caso deste 
estudo o mesmo é aplicado por um profissional em psicologta devido ao perfil sócio-
cultural da população estudada que inviabiliza a aplicação na forma original proposta .. 
O SCL pode ser interpretado em 9 dimensões primárias de sintomas (distúrbios 
psicológicos), conforme descrito abaixo: 
1. Somatização: reflete uma angústia surgida de percepções de disfunções 
corporais. Dores e desconfortos da musculatura, distúrbios gastrointestinais, 
respiratónos e cardiovasculares e outros somáucos equivalentes de ansiedade, 
são contemplados nesta dimensão. 
2. Obsessão-Compulsão: inclui smtomas que são frequenremente padrões da 
síndrome clínica de mesmo nome. Focaliza a medida em pensamentos. impulsos 
e ações que são entendidas pelo respondente como irresistíveis e incontroláveis. 
de uma natureza estranha à do indivíduo. 
3. Sensibilidade Intrapessoal: focaljza sentimenros de inadequação e 
inferiondade, particularmente em comparações com outras pessoas. Indi víduos 
com grande intensidade destes sintomas apresentam autoconsciência aguda e 
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expectativas negativas no que diz respeito ao componamento intra e 
i nterpessoal. 
4. Depressão: ref1ete uma representação da amplitude das manifestações da 
depressão clínica. Afeto e ânimo disfóricos são representados como sinais de um 
distanciamento do interesse em viver, falta de motivação e pela perda de energia 
vital. São contemplados ainda sentimenros de desesperança, pensamentos 
suicidas, e outros correlatos somato-cognitivos com depressão. 
5. Ansiedade: sinais gerais de ansiedade tais como nervosismo, tensão e tremores, 
bem como ataques de pânico, sentimentos de terror e apreensão. Alguns 
corTelatos somáticos de ansiedade também estão incluídos. 
6. Hostilidade: reflete pensamentos, sentimentos ou ações caracterísíticos de 
estados de afetividade negativa e raiva. 
7. Ansiedade Fóbica: ansiedade fóbica é definida como um medo pers.istente a 
respostas de estímulos- a uma pessoa, lugar situação ou objeto específico - que 
é irracional e desproporcional ao estímulo, levando à rejeição ou fuga. 
8. Idéias Paranóides: representa o componamento paranóico como pensamentos 
desordenados. Pensamentos projectivos, hostilidade, suspeitas, grandiosidade, 
centralização, medo de perda de autonomia e desilusões, são tidas como reflexos 
primários deste distúrbio. 
9. Psicoticismo: esta dimensão foi delineada para representar um continuum da 
experiência humana. Itens indicativos de afastamento, isolamento, estilo de vida 
esquizóide foram incluídos, bem como sintomas de primeira ordem de 
esquizofrenia tais como alucinações e sent.imento de controle mental externo. 
Os itens correspondentes a cada dimensão estão alocados pelo questionário, 
conforme a tabela 5.1. Não há informação na referência quanto a escolha da disposição dos 
rtens. Além dos itens que contemplam dimensões, num total de 83, estão presentes a.inda 7 
itens adicionais, que poderiam muito bem estar em mais de urna das dimensões 
apresentadas. Estes itens contribuem para o índice global de severidade (discutido adiante), 
e auxiliam na interpretação das dimensões primárias. 
----------------------------------------------------~03 
tab. 5.1- Itens que compõem as dimensões de sintoma do SCL-90-R 
Dimensão Item 
Somatização 1,4, 12,27,40,42,48,49,52, 53,56, 58 
Obsessão-Compulsão 3,9, 10,28,38,45,46,51,55,65 
Sensibilidade Intra-Pessoal 6,21,34,36,37,41,61,69, 73 
Depressão 5, 14, 15,20,22,26, 29,30,31,32, 54, 71,79 
Ansiedade 2, 17,23,33, 39,57, 72, 78,80, 86 
Hostilidade 11,24,63,67, 74, 81 
Ansiedade Fóbica 13,25,47,50, 70,75,82 
Idéias Paranóides 8, 18,43,68, 76,83 
Psicoticismo 7, 16,35, 62, 77,84.85,87,88,90 
Adicionais 19,44,59, 60,64,66,89 
5.1.1- Utilizações e Amostras apropriadas 
O SCL é designado a refletir os estados momentâneos dos sintomas psicológicos de 
pacientes psiquiátricos, pacientes de outras áreas e indivíduos na comunidade que não 
sejam pacientes correntes. Pode ser aplicado em adolescentes maiores de 13 anos, uma vez 
que haja um profissional capacitado para interpretar ao respondente os itens de maior 
dificuldade. 
Pacientes com sintomas clínicos extremos, vítimas de delírios por exemplo, são 
considerados como fracos candidatos. 
O SCL-90-R pode ser utilizado em urna única medição, ou em repetições de forma a 
acompanhar alguma tendência no indivíduo. 
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5.1.2- Índices e escores utilizados 
O manual do SCL indica o uso de três tipos de escores, além do esco:re bruto, 
calculado dentro de cada uma das dimensões, que nada mais é do que a média aritmética 
das respostas . O Índice Global de Severidade (GSI, Global Severity lndex), o Total de 
Sintomas Positivos (PST, Positive Sympton Total) e Índice de Sintoma Positivo de 
Angústia (PSDI, Positive Symptom Distress lndex). 
O GSI é a média das respostas do questionário. Ou seja, a soma dos valores dividido 
pelo número de respostas, sem contar as respostas em branco, e é a forma mais comum de 
utilização do SCL. O PST é o número de itens que apresentaram resposta não-nula. O PSDI 
é a razão entre a soma de todas as respostas e o PST. 
Estes são os escores brutos, que após calculados são padronizados segundo 8 
normas diferentes (na versão americana, Derogatis, 1994) para tipos diferentes de pacientes 
(Psiquiátricos, Psiquiátricos Internados, Não Psiquiátricos e Adolescentes) diferenciadas 
para cada sexo. 
5.1.3- A Amostra 
Para a proposta de validação foi projetado um estudo comparativo entre duas 
populações, sendo uma que apresenta sintomas de distúrbio menta], coletadas na triagem do 
ambulatório de Psiquiatria do Hospital Universitário Celso Piero de Campinas, e outra 
constituída de indivíduos coletados de diversos ambulatórios, que não o já citado, do 
mesmo hospital. A idéia deste último grupo é de controle, sem no entanto atender as 
definições e suposições fortnais de um estudo Caso-Controle. Pretende-se estudar as 
propriedades psicométricas em duas populações teoricamente diferentes. Por fací I idade e 
convenção os grupos serão referidos ao longo do trabalho como CASOS e CONTROLES. 
A amostra, neste caso sistemática pois os pacientes são incluídos no eswdo por 
ordem de chegada uma vez que atendam ao perfil, foi planejada para atender a 200 Casos e 
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400 controles, não pareados, e procurando manter uma proporção igual entre sexos, no 
período de Set./1999 e Julho/2000. 
As tabelas a seguir descrevem algumas características sócio-econômicas da amostra. 
A tabela 5.1 mostra que a divisão por sexo dentro dos grupos foi equilibrada no grupo 
Controle, 54% mulheres e 46% de homens aproximadamente, sendo que no grupo dos 
Casos há um certo desequilíbrio, contando com 68.5% de mulheres e 31.5% de homens. 
tab. 5.2- Distribuição de Sexo 
freq. Total 
%coluna 
Controles Casos 0/o 
Feminino 216 137 353 
54.14 68.50 58,93 
Masculino 183 63 246 
45.86 31,50 41.07 
Total 399 200 599 
0/o 66.6 33.39 100.0 
Com relação a escolaridade a amostra é predominantemente de indivíduos com 1° 
grau incompleto, sendo 72% do total da amostra. Esta proporção se mantém dentro dos 
grupos, conforme apontado na tabela 2. Em seguida temos os analfabetos, contando com 
8.85% da amostra. Os demais niveis possuem pouca representatividade, e estão 
equilibrados entre os grupos de estudo. Houve um índice significativo de não respostas, 
com 22 não respostas nos Casos e 47 nos Controles. 
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tab. 5.3- Distribuição de Escolaridade 
freq. Controles Casos Total 
%coluna 
Analfabeto 41 12 53 
10.28 6.00 8.85 
1 o grau incompleto 287 148 435 
71.93 74.00 72.62 
1° grau completo 5 4 9 
1.25 2.00 150 
2° grau incompleto 9 5 14 
2.26 2.50 2.54 
r grau completo 5 3 8 
1.25 2.50 2.54 
Sup. Incompleto 1 I 2 
0.25 0.50 0.53 
Sup. Completo 4 5 9 
1.00 2.50 1.50 
Não Resposta 47 22 69 
11.78 23.50 11.52 
Total 399 200 530 
100.0 100.0 100.0 
Quanto ao estado civil, temos a predominância dos Casados. 62.1 % da amostra, 
seguido pelos Solteiros, 21.7%. Estes percentuais se mantém bem equilibrados 'entre os 
grupos. Observamos no entanto 12% de Separados no grupo dos Casos contra 6.8% nos 
Controles, ao passo que temos 9.5% de viúvos nos Controles e apenas 3% nos Casos. 
A pergunta sobre trabalho apresentou um grande número de não respostas no grupo 
Casos, sendo que apenas 45 responderam. Tal fato inviabiliza qualquer análise sobre esta 
variável no grupo citado. Já nos Controles foi obtido um total de 385 respostas, sendo que 
61 % trabalham. 
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tab. 5.4- Distribuição de Estado Civil 
freq. Controles Casos Total 
0/o coluna 
Casado/ Amigado 244 128 372 
61.15 64.00 62.l0 
Separado 27 24 51 
6.77 12.00 8.51 
Solteiro 89 41 130 
22.31 20.50 21.70 
Viúvo 38 6 44 
9.52 3.00 7.35 
Não Resposta 1 1 2 
0.25 0.50 0.33 
Total 399 200 597 
100.0 100.0 100.0 
tab. 5.5- Distribuição de Sit. de Trabalho 
freq. Controles Casos Total 
%coluna 
Não T rabalha 240 27 267 
60.15 13.50 44.57 
T rabalha 145 18 163 
36.34 9.00 27.21 
Não Resposta 14 155 169 
o;o 3.51 77.50 28.21 
Total 399 200 499 
% 89.53 10.47 100.0 
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tab 5.6- Autovalores da ACM para variáveis demográficas 
I JNVM:;::Ro 1 v.;u;uR • PCv'RCENT . I POURCENT. 1 
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Os autovalores da aplicação da ACM indicam a presença de 2. dimensões. O mapa 
da ACM para estas variáveis (graf. 5.1) nas duas primeiras dimensões nos dá uma idéia das 
inter-relações. O tamanho dos símbolos é proporcional à massa de cada categoria. Os 
gradientes interpretáveis de forma direta, por se tratarem de variáveis ordinais, são os de 
Escolaridade e Faixa Etária, que seguem na mesma direção, mostrando uma relação 
plausível entre escolaridade e idade. Acompanhando estes dois estão as categorias de 
Estado Civil , também de forma coerente. Podemos distinguir os perfis de jovens (18 a 29 
anos) cursando o 2° grau, ou com este completo, solteiros e que não trabalha. Este perfil é 
de maior predominância no grupo controle. Nota-se que os poucos analfabetos estão 
associados a pessoas com mais de 60 anos. Outro perfil distinto é o de pessoas na faixa dos 
30 aos 49 anos , casadas/am.igadas, com escolaridade distribuída entre 1 o grau Completo e 
Incompleto sendo que estas categorias estão fortemente associadas com Trabalhar e Não 
Trabalhar, respectivamente no primeiro eixo. É interessante a forte presença de Não 
Resposta ao Trabalho neste perfil. Interessante notar também que este perfil, teoricamente 
mais socialmente estressado é predominante no grupo Caso. 
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5.2- Análise do instrumento via ACM 
Foi aplicada a ACM no instrumento todo, contemplando desta fOima a esc~l a do 
GSI conforme Derrogatis (1990). que serrara na verdade de um índice geral de desconfo110 
(distress mdex), na amostra toda. A variável Grupo, que determina os grupos de estudo, f01 
utilizada como variável suplementar ou ilustrativa. A tdéia neste posto é venficnr a 
dtmensionalidade do mstrumento, bem como a evidência do construto medtdo pelo GSI. 
Foram utilizados os mesmos softwares referenciados no capítulo 4 (ver 4.4). 
tab. 5.7- LO pnme1ros autovalores para análise dos 90 itens 
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As Não Respostas foram tratadas como categonas ilus trttvas , como definido no 
capítulo 3 (ver 3.3.8) e são representadas como tri ângulos nos gráficos. A tabela 5. 7 
apresenta o dtagrama de auto-valores da decomposição da matriz indicadora 599 x 450. O 
resultado sugere que os quatro primeiros e1x.os devem set analisados. O primeiro plano 
(graf. 5.2) é sempre o de ma1or interpretabthdade por se tratar das direções de maior 
variabi lidade. Nota-se que o primeiro eixo traz a escala ótima, ordenada como a original, 
mas trazendo as distâncias plausíveis entre as mesmas. A separação enlre as categotias 
intermecilálias de mtensidade de sintoma neste etxo é bastante pobre. sendo que 1 e 2 
(Pouco e Razoável) se inrerseccionam em uma grande área. próxima à origem do plano. 
No entanto a presença do segundo eixo traz. uma contnbuição impottame, evidenctando que 
o erxo 1 absorve quase totalmente as contnbuições das categorias enhum e Mwto (O e 4 ). 
sendo que as categorias 1 e 2 se apresentam na ongem do gráfico, sem poder de 
dtscnminação neste plano, destacando a oposição entre as categonas 3 e 4 no segundo eixo. 
Logo a inlerpretação direta do primeiro p lano é que o pnmeiro e ixo esta separando as 
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categorias de mawr distância entre si, ou Nenhum e Muito, enquanto o segundo etxo separa 
a segunda maior distâncta entre as categorias, que ocorre entre Bastante e Muito. 
A análise dos e1xos 3 e 4 como abscissas do eixo 1 (graf. 5.3 e 5.4 respecrtvamenre) 
revelam que a valiabi I idade representadas nestes é relari v a às separações entre as caregmias 
de resposta l (Pouco) e as demais no ei'<o 3. e categoria 2 (Razoável) e demais no et\O 4. 
sendo esta mais marcante. 
Logo podemos conclUir que cada et"<O opõe duas caregonas. apresentando uma cerra 
ordem de grandeza em termos de distâncta entre as mesmas, ou seja, o pnmeiro e1xo opõe O 
e 4, ou a presença forte e ausência de sintoma, o segundo as categorias 3 e -+ (Bastante e 
MUltO), tercetro as categorias 1 e 3 e o quano opõe 2 (Razoável) em relação às demats . 
Estes 4 eixos permitem então dtscriminar indivíduos quanlo J. predominância de cacegonas 
em suas respostas, sendo possível teoncamente então classificarmos os indtvíduos em pelo 
menos três grupos d1ferentes. Cabe ao pesquisador do instrumento defi nir a importância e 
viabthdade de contrastes tão definidos na prática clímca para a escolha dos etxos a serem 
utilizados em um método de classificação afim de se chegar a urna escala final úttl para 
uma uiagem clínica, objetivo ptincipal do instrumento. 
Nota-se a presença de apenas um grande consrruto realmente, uma vez que não há 
dtstinção entre os padrões de representação dos itens. como ocotTia nas stmulações. A 
variável tlustrattva Grupo postcionou-se de forma coerente com o esperado, sendo que os 
Controles foram atrafdos para a categoria MUltO no primeiro eixo. enquanto Casos 
postcionou-se sobre a categoria Nenhum e Pouco. Nota-se uma evidencia de f01te poder 
classificação de não oco1Tência de si ntoma do instrumento pelo fotmato das nuvens de 
pontos da categona Nenhum, fotmando um bloco compacto. atestando também a 
predorrunância, em termos de freqüência, desta categoria. 
As coordenadas (ou escalas ótimas) para os 90 estão no Anexo 1. bem como as 
medidas de contribUição (cap. 3) utilizadas para o cálculo dos coeficientes 17. Dec1diu-se 
neste trabalho analisar-se apenas o primeiro plano (primeiro e segundo eixos). Os 
coeftctemes IJJ e TJ1 , ou os coeficientes de carga fatorial para o primeiro e segundo etxos, 
equivalentes ao pnmeiro e segundo fatores em urna AF na matnz de escala ótima de 
resposta (3.3.6) estão apresentados na tabela 5.7. sendo que os valores maiores ou Iguais a 
0.6 estão em negnto. 
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O pnmeiro fator é bastante cons1stente, sendo que alguns itens apresentam valores 
bem baixos por serem de barxa discriminação. Chama atenção o item 31. da pertencente à 
Depressão. pela inversão do sinal. Este ttern é o único a possuir Muito como moda em sua 
distribuição margmal (ver Anexo 1), ao contrário de todas as demais que sempre 
apresentam Nenhum como moda. Desta forma este item teria uma COLTelação com o facor 
em uma ordem inversa. Observe que no mapa de ACM (graf. 5.1 (a) ) o gradiente de ordem 
da caregonas esta no sentido negativo - positi VO, sugenndo uma corTelação negativa com 
o fator, como todos os itens com exceção do 3 l. O segundo fator opõe alguns itens. e a 
opo 1ção se dá JUStamente quanto ao fOtmaLO da diStribuição marginal novamerte (as 
marginais dos itens estão apresen tadas no Anexo 1), sendo que sinal negativo indica itens 
com maior resposta em 3, em comparação com~ . e os de smal positi vo o inverso. 
----------------------------------------------------~15 
tab. 5.8- Coeficientes de carga fatorial para o primeiro plano da ACM. 
Item 17 1 172 Item r}J '72 Item 171 172 
1 0.45 0.18 41 0.64 0.42 81 0.56 0.44 
2 0.61 -0.36 42 0.54 0.36 82 0.54 0.42 
3 0.64 0.38 43 0.59 0.50 83 0.59 0.47 
4 0.54 0.25 44 0.56 0.44 84 0.48 0.45 
5 0.51 0.31 45 0.54 0.42 85 0.48 0.47 
6 0.48 0.31 46 0.59 0.44 86 0.66 0.52 
7 0.48 0.33 47 0.42 0.33 87 0.56 0.49 
8 0.51 0.28 48 0.42 0.28 88 0.64 0.44 
9 0.59 -0.36 49 0.51 -0.40 89 0.59 0.44 
10 0.51 -0.33 50 0.56 0.40 90 0.72 0.56 
11 0.66 0.44 51 0.70 0.50 
12 0.51 0.33 52 0.51 -0.40 
13 0.54 0.36 53 0.59 0.44 
14 0.59 -0.38 54 0.61 0.45 
15 0.54 0.42 55 0.70 0.52 
16 0.51 0.38 56 0.59 0.42 
17 0.59 0.33 57 0.66 0.47 
18 0.51 0.47 58 0.51 0.40 
19 0.29 0.36 59 0.61 0.45 
20 0.48 0.40 60 0.29 0.28 
21 0.45 0.38 61 0.61 0.49 
22 0.59 0.42 62 0.64 0.47 
23 0.66 0.42 63 0.48 0.33 
24 0.66 0.50 64 0.51 0.33 
25 0.48 0.28 65 0.51 0.38 
26 0.56 0.42 66 0.68 0.50 
27 0.48 0.38 67 0.54 0.40 
28 0.66 0.44 68 0.54 0.44 
29 0.61 0.44 69 0.54 0.40 
30 0.64 0.53 70 0.56 0.47 
31 -0.45 -0.36 71 0.51 -0.38 
32 0.59 0.52 72 0.68 0.49 
33 0.59 0.45 73 0.48 0.44 
34 0.68 0.52 74 0.56 0.49 
35 0.45 0.33 75 0.59 0.47 
36 0.56 -0.38 76 0.59 0.52 
37 0.56 0.42 77 0.66 0.49 
38 0.42 -0.38 78 0.64 0.50 
39 0.56 0.38 79 0.64 0.47 
40 0.51 -0.40 80 0.72 0.49 
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Assim podemos interpretar o plano principal da ACM da seguinte forma: o primeiro 
e segundo quadrantes (sentido horfuio a partir do quadrante positivo) apresentarão 
indivíduos com pouco ou nenhum sintoma, sendo que quanto maior o escore no primeiro 
eixo, menor a intensidade ou presença de sintomas no indivíduo. Nestes quadrantes o 
segundo eixo pouco contribui. No terceiro quadrante apresentará indivíduos com 
intensidades de sintomas Razoável e Bastante, sendo que quanto menor o escore do 
indivíduo no segundo eixo, maior será a presença destas categorias. Logo o quarto 
quadrante apresenta os indi víduos com predominância em Muito. Note que o gradiente dos 
ecores está em ordem inversa à intensidade de sintomas. Este problema pderia ser resolvido 
multiplicando-se este eixo por -1, e o segundo também conseqüentemente. 
Então quanto maior a distância à origem na direção do quarto quadrante, mais 
mtenso o sintoma geral do indivíduo. Quanto maior a distância à origem na direção dos 
primeiro e segundo quadrantes. menor a intensidade de sintomas germs, e 
consequentemente, no terceiro quadrante temos a intensidade também aumentando a 
medida que o indivíduo se afasta da origem em seus escores. O gráfico 5.2 apresenta os 
escores dos indivíduos do estudo no primeiro plano. O tamanho dos círculos é proporcional 
à contribuição do indivíduo na inércia dos eixos 1 e 2. e pode ser interpretado também 
como a intensidade do sintoma: quanto maior o círculo, maior o desconforto geral do 
indivíduo. Note a posição coerente das categorias da variável Grupo. 
Uma vez que não há uma clara diferença de padrão de escala entre os itens, 
evidenciando um único construto, espera-se que o mesmo se repita para as sub-es.~alas, ou 
dimensões de sintoma, que compõem o instrumento. 
O gráfico 5.3 apresen,ta as coordenadas das categorias de cada variável (ordenadas) 
contra a escala de resposta empregada (0, 1, 2, 3, 4) nas abscissas. Quanto mais próximo de 
um segmento de reta a 45° a linha do gráfico se apresentar, maior a evidência de validade 
da métrica da escala de resposta empregada, para a utilização dos escores propostos 
(médias das categorias de resposta). Percebemos que a grande maioria dos itens apresenta 
métrica coerente com a esca:la de resposta original. As retas são descendentes pelo fato do 
primeiro fator se apresentar em ordem inversa ao gradiente da escala original, como já 
citado acima. 
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Logo a utilização do critério de somas e médias para obtenção dos escores e 
classificação dos indivíduos sobre esta nova escala final pode ser constderada válida neste 
instrumento. 
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graf. 5.5- Mapa de ACM para os Escores do Indivíduos no primeiro plano 
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instTumento (por dimensão de sintoma) 
Desta forma podemos analisar e interpretar os escores propostos pelo insuumento, 
como descrito em 5.1.2. A tabela 5.2 apresenta as estatísticas descritivas para os escores das 
nove dimensões de sintoma, divididos por sexo e grupo de estudo, compondo 4 grupos 
comparáveis, de um total de 8 normas americanas propostas (Derogatis, 1994). No Anexo 1 
encontram-se os histogramas com as distri buições dentro de cada grupo formado por Grupo 
de Estudo e Sexo. 
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tab. 5.9- Estatísticas resumo dos Escores Brutos de cada dimensão de sintoma para 
respostas completas 
Controle I F em. Controle/ Masc. 
I Obs Mean DP Mín Max I Obs Hédia DP Min Max 
---------+---------------------------- ---------+---------------------------
soma to I 213 . 99 . 75 o 3 . 33 sorna to I 181 . 84 . 75 o 3.33 
interp I 213 .94 . 76 o 3 . 22 interp I 181 .76 . 68 o 2.77 
obss I 211 .99 .75 o 3.40 obss I 183 .87 .74 o 3.6 
depre I 210 . 93 .72 o 3 . 61 depre I 183 .87 .66 o 2.92 
ans1ed I 213 . 92 .83 o 3 . 70 ansied I 182 .75 .74 o 3.6 
hosr. I 216 . 78 .81 o 4.00 host I 183 .64 .7 4 o 3.16 
fobia I 214 . 81 .80 o 3 . 57 fob~a I 182 . 66 . 73 o 3.42 
par ano ia I 213 .98 .91 o 4.00 parano~a I 182 .97 .84 o 4.00 
psico I 214 .67 . 7 6 o 4.00 psico I 178 . 74 . 75 o 3 . 50 
adic~o I 215 1. 07 .80 o 3.28 adiei o I 183 .86 . 72 o 3.42 
Caso/ F em. Caso/ Masc. 
variable I Obs Média DP Min Max Varíable I Obs Média DP Min Max 
--- ------+------------------------------ ---------+---------------------------
soma to I 134 1. 62 .99 o 4.00 soma to I 62 l. 34 .91 o 3.50 
interp I 137 1. 51 .98 o 3.55 interp I 63 1. 39 .90 o 3.66 
obss I 134 1. 58 .96 o 3.90 obss I 61 1. 51 . 96 o 3.80 
depre I 136 1. 71 . 91 o 3.84 depre I 62 1.43 . 91 o 3.84 
ansied I 133 1.53 1. 00 o 3.90 ans~ed I 62 1. 41 . 99 o 4 . 00 
host I 136 1.25 1. 02 o 4 . 00 host I 63 1. 11 .98 o 4 .00 
fob1.a I 136 1. 27 1. 06 o 3.85 fobia I 62 1. 13 .89 o 4.00 
paranoia I 136 1.41 .99 o 3 .83 par ano ia I 62 1. 35 . 90 o 3 . 00 
psico I 136 1.15 .83 o 3.40 ps ico I 62 1. 20 . 82 o 3.40 
adiei o I 137 1. 64 .90 o 3.42 adj_C~O I 63 1.44 .89 o 3.14 
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5.3- Conclusão sobre a validação da escala GSI do SCL 90 R4 
O instrumento propõe como resultado urna escala final unidimensional na forma de 
um Índice Global de Gravidade (Global Severity 1ndex). Pressupõe-se então que este 
instrumento apresente como estrutura fatorial apenas um fator bem definido, além de uma 
correta classificação dos índivíduos em seu respectivo grupo. A interpretação dos 
resultados da validação via ACM podem ser sintetizados da seguinte forma: 
1. A estrutura fatorial acusa um fator consistente no primeiro eixo da ACM, fato 
comprovado pelos coeficientes fatoriais calculados (tab. 5.8). Os demais eixos, 2 a 4, 
seriam contrastes entre as intensidades de sintoma representados pela escala de 
resposta, uma espécie de refinamento da escala. A utilização desr.es eixos com intuito de 
classificação de indivíduos se toma mais eficiente se deseja-se a classificação de uma 
intensidade intermediária de sintomas do distúrbio; 
2. A validação de critério, via comparação de indivíduos em dois grupos, apesar de 
apresentar resultados coerentes conforme já citado, não mostrou grande poder de 
discriminação. Talvez o fato do grupo denominado Controle ser formado de pacientes 
de outros ambulatórios , que não o psiquiátrico, tenha causado esta perda de contraste, 
uma vez que um hospital enquanto ambiente hostil ao cotidiano pode gerar o 
desconforto (distress) medido pelo instrumento independente do ambulatório; 
3. A aplicação do GSI, a média das respostas dos indivíduos como instrumento de triagem 
clínica é valido conforme observado na comparação entre a escala ótima e a de resposta 
(graf. 5.3). No entanto deve-se criar critérios e pontos de corte para a população 
estudada especificamente. A aplicação de Análise de Agrupamento e Discriminante 
seriam de grande importância no aspecto exploratório, cabendo a Teoria de Resposta ao 
Item (Andrade, D. et al. (2000)) uma estimação mais consistente destes pontos de corte 
em uma escala unidimensional. 
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6. Considerações Finais 
Este trabalho procurou explorar a aplicação de uma técnica multivariada, a Análise 
de Correspondência Múltipla (ACM), no campo da psicometria aproveitando basicamente 
as abordagens de duas escolas tradicionais no estudo de Análise Multivariada, a francesa e 
a holandesa. A primeira, como dito no capítulo 1 aborda a interpretação geométrica dos 
gráficos, respaldada por resultados numéricos voltadas à qualidade de representação. A 
segunda utiliza um enfoque de escalonamento, de uma ''redução puramente numérica, ou 
uma compressão de dados " (Lebart (1 995), p. 17) na chamada Análise de Homogeneidade. 
Busca-se uma quantificação ótima que têm sua utilização apropriada como valores de 
categorias ordinais qualitativas. 
Na exploração utilizou-se a solução da AnáJise Fatorial, método clássico na 
psicometria, através de Componentes Principais como um critério de comparação. 
Observou-se no capítulo 4 que em algumas situações a técnica de ACM fornece uma 
melhor resolução no estudo da estrutura fatoriaJ dos instrumentos, como no caso da 
simulação 5 onde ocorre a situação mais complexa. Na separação de grupos de indivíduos a 
ACv.l mostrou-se sempre supenor, indicando que esta técnica em um estudo de definição 
de normas para um instrumento, por exemplo, tem ma10r potenciaJ como inpw para 
técnicas classificatónas. 
Além do desempenho da técnica em relação à forma clássica de análise são 
apresentadas outras vantagens, uma vez que a ACM permite um estudo em nível de escala 
de resposta, ou seja, é possível analisar as propriedades de ordenação de resposta ao 
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estímulo através da escala ótima obtida no eixo de interesse (aquele que representou o 
construto, como visto nas sirtmJações). 
A representação simultânea de indivíduos e categorias (linhas e colunas da matriz 
de dados) é outra vantagem, uma vez que permite uma interpretação direta das pos·ições dos 
indivíduos em relação às categorias. A representação de indivíduos e variáveis ilustrativas 
também é de grande auxílio, principalmente no estudo psicométrico em gmpos de 
diferentes perfis culturais e sócio-econômicos. 
Uma aplicação semelhante de Análise de Correspondência Múltipla em 
instrumentos com escala de Likert é feita por Gifi (Gifi (1990), p. 438-440). Nesta 
aplicação são apontadas as vantagens desta técnica na identificação de itens com ordem 
diferentes através da Escala Ótima. É feíta uma comparação também com a forma 
tradicional de anábse através da COlTelaçâo média inter-item, sendo que a matriz 
recodificada (a matriz Q ap:~;esentada em 3.3.6) apresentou um aumento neste índice. Gifi 
salienta que na forma tradicional os indivíduos são escalonados de acordo com a soma dos 
pontos considerando a mes:ma importâncja para todos os itens, enquanto nos escores 
induzidos pela escala ótima, itens com maior poder de discriminação contribuem mais. A 
Análise de Correspondência Múltipla (ACM) é tratada também como um test·e para a 
suposição de que a escala de resposta empregada pode realmente ser considerada um 
contínuo. Termina concluindo que a abordagem via ACM apresenta vantagens em :relação a 
forma traclicional de tratamento e análise. 
Alguma discussão a respeito é feita também em Weller e Romney (1990) mas em 
uma comparação da Análise de Correspondência Simples (ACS) e Componentes Principais. 
Salientam que a ACS apresenta as relações de interação, na linguagem de modelos log-
lineares (Bishop, 1975), e não os efeitos principais, ou as diferenças das marginais totais. 
Se pensarmos na ACM como uma ACS aplicada a uma matriz indicadora onde as variáveis 
de linha são os indivíduos e as colunas representam as categorias de resposta dos itens, esta 
é uma vantagem, uma vez que não se explora esta questão de efeitos principais, e sim as 
interrelações entre as colunas e/ou linhas de modo a se obter um escalonamento ótimo. 
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6.1- A Estratégia sugerida 
Em vista da exploração tratada até aqui se pode traçar uma estratégia para avaliação 
de instrumentos psicométricos com o intuito de validação dos mesmos. 
Parte-se do pressuposto de que o instrumento foi aplicado sobre uma amostra 
representativa da população alvo, suficientemente grande, com os controles adequados, nos 
moldes dos Ensaios Clínicos. A aplicação em grupos de indivíduos com perfis diferentes é 
de grande interesse no estudo do comportamento. No caso de instrumentos que visam 
diagnosticar determinado distúrbio é aconselhável a aplicação em um estudo tipo Caso-
Controle afim de se verificar o poder de classificação da escala final. 
Tendo os dados em mãos, parte-se à análíse estatística, que de forma gerai pode 
seguir os seguintes passos: 
1. É importante a descrição demográfica da amostra estudada de forma a se ter bem 
definida a população sobre qual foi aplicado o instrumento, bem como o controle das 
fontes observáveis de variação. Em um primeiro momento através de tabelas de 
contingência marginais, e através da Análise de Correspondência Múltipla; 
2. Aplica-se a Análise de Correspondência Múltipla aos dados do instrumento na amostra 
como um todo. No caso de um estudo com interesse de grupos determinados a prióri a 
representação das categorias de grupo deve ser feita como variável ilustrativa. Uma vez 
verificada alguma latência nos dados, indicado pelo Diagrama de Autovalores, 
identifica-se os eixos de interesse e parte-se para a interpretação dos dados; 
3. Analisa-se o formato da nuvem de pontos dos itens. Este formato já fornece evidências 
sobre a ordenação das escalas de resposta e da dimensionalidade da escala do 
instrumento (ou das escalas quando o instrumento apresenta múltiplas escalas). Os 
resultados numéricos de contribuições dos itens à inércia dos eixos de interesse bem 
como o cálculo das cargas fatoriais (ver 3.3.6); 
4. Analisa-se as Escalas Ótimas obtidas nos eixos fatoriais de interesse contra a escala de 
resposta original. Este é um estudo de ordenação mais detalhado, item a item, onde 
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identifica-se os itens problemáticos quanto a ordenação e discriminação através da 
forma do gráfico de linha. 
5. Parte-se para a análise no nível dos indivíduos. Estuda-se a nuvem de pontos dos 
indivíduos na procura de agrupamentos destes que possa trazer alguma informação 
sobre o instrumento. No caso de um estudo do tipo Caso-Controle por exemplo, espera-
se encontrar uma discriminação destes indivíduos. A aplicação de outras técnicas 
multivariadas como Análise de Agrupamento e Análise Disc.riminante (Johnson e 
Wichem, 1998) sobre os escores do indivíduos pode diagnosticar a presença destes 
grupos. 
6. Representa-se simultâneamente os indivíduos (linhas) e as categorias (colunas) . Esta 
representação ajuda no entendimento e justificati vas das separações dos indivíduos. 
7. Caso certificada a linearidade da escala de resposta dos itens que compõem o 
instrumento pode se partir para as análise convencionais de comparação de. escores 
entre gupos através de teste estatísticos usuais. 
Até o passo 4 temos elementos suficientes sobre a estrutura fatorial do instrumento e da 
validade de uma utilização através de somas de pontos. No caso de se encontrar itens 
inadequados a este uso, exclui-se estes itens e retoma-se ao passo 2, início da análise. A 
exclusão de itens que não possuam a relação linear com a escala de resposta original tende 
a deixar mais significativa a estJUtura fatorial. Gifi sugere a aplicação da análise fatorial na 
matriz de dados recodificada~ ou seja, com os valores de resposta originais dos indivíduos 
substituídos peJa Escala Ótima (Gifi, 1990). Nos passos 5 e 6 procura-se entender as 
relações entre os indivídu0s e o instrumento, bem corno as questões relativas à 
discriminação e classificação. 
Estes elementos são suficientes para um bom entendimento do instrumento; uma 
exploração inicial que serve de base para a justificativa de uso de técnicas inferenciais em 
uma etapa posterior, baseada na escala final obtida através de soma ou média dos pontos. 
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Apêndice A 
A.l- Breve introdução a Psicometria 
Segundo Guilford (1954) ··os métodos psicométricos são procedimentos para 
medidas psicológicas··. Esta simples definição Já nos dá idéia do complexo problema que 
envolve a psícometria. 
Partindo do princípio que estes são métodos de medição de objetos abstratos como 
sentimentos, julgamentos, traços de personalidade, dentre outros, este tópico buscará 
introduzir os conceitos principais da psicometna através de um histórico, não aprofundado, 
traçando os devidos paralelos com os conceitos habituais da teoria estatística. 
A.l.l Medidas Psicológicas 
Uma medição de forma geral é definida como "um procedimento para atribuirmos 
números ao objetos de estudo, de modo que representem quantidades dos atributos deste 
objeto" (Numnaly, 1967), ou de modo mais simples ··a descrição da informação através de 
números de modo a usufruir das características e propriedades que os números fornecem" 
(Guilford, 1954). 
O problema de definição de medidas. questões filosóficas sobre sua representação 
dos fenômenos naturais e outras questões possuem larga bibliografia que remete ao começo 
do século XX final do XIX. Podemos pensar como este sendo o principal problema das 
ciênctas naturais. Uma vez aceita, validada, uma medidas5 toma-se padrão para discussões, 
comparações e interpretações de diferentes problemas. 
Em fenômenos físicos a associação do objeto de estudo e sua representação em 
termos de medida é quase imediato. Ao se estudar altura, temperatura, velocidade, tamanho 
5 O termo ·•medida" será utilizado como o resultado de uma medição, e não deve ser confundtdo, no âmbito 
deste trabalho. com o termo utilizado na Teoria da Medida em probabilidade. 
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de populações, o próprio objeto de estudo se confunde com seus atributos a serem medidos, 
e por sua vez a medida se confunde com o atributo em termos racionais. Os atributos são 
quantitativos e não é necessário grande esforço para entende-lo e representa-lo em uma 
dimensão numérica. 
No entanto quando se estudam problemas cujos atributos são qualitativos a 
discussão e compreensão de ' 'o quê medir e como medir'" para representar o objeto de 
interesse passa a ser mais complexo. 
Para melhor enterdennos as complexidades envolvidas, podemos partir da visão de 
que o processo de medição envolve, seja qual for a área, três passos principais (Thorndike 
1961): 
1. Identificar e definir o(s) atributo(s) a ser(em) medido(s): Nunca se mede o 
objeto de estudo. A medição sempre se dá sobre atributos deste objeto. Corno 
dito acima, esta identificação nem sempre é clara em medições de variáveis 
subjetivas, corno é o caso das medidas psicológicas. 
2. Determinar um processo mediante o qual o atributo possa ser medido (sistema 
de medição): Define-se a maneira e os métodos e instrumentos a serem 
empregados na medição. No caso da psicologia estes métodos devem manifestar 
os atributos de form.a a serem perceptíveis. Os chamados estímulos, podem ser 
físicos, julgamen,tos ou sentimentos descritos pelo indivíduo geralmente de 
forma padronizada, através de respostas fechadas. 
3. Estebelecer procedimentos e técnicas que traduzam as observações de 
indicações qualitativas em termos de quanridades. 
A.J.2- Breve Histórico 
Até final do século XIX, início do XX a psicologia era entendida como parte da 
filosofia, buscando explicações para os eventos psicológicos na relação entre a ''mente e 
alma" (Thomdike et al., 1961), quase totalmente não experimental. A idéia de que fosse 
possível medi r atributos psicológicos era vista com certa relutância e até hostilidade pelos 
pesquísadores da área. 
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Com o avanço das ciências físicas e biológicas, baseadas principalmente em 
experimenração, a psicologia encontrou o apoio e embasamento que precisava para 
desenvolver seus métodos específicos. 
Herbart (1786-1841) , Weber (1795-1878) e Fechner (1801-1887), escrevem 
trabalhos no final do século XIX, tentando atribuir medidas a eventos psicológicos. A 
preocupação nesta época era estudar e quantificar as relações entre eventos físicos e 
psicológicos, tais como reações a estímulos visuais e auditivos. Desenvolvia-se a 
psicofisica: busca-se um modelo, matemático ou probabilístico, que "explique" a relação 
entre um estímulo (físico) e uma resposta (atributo psicológico). As perguntas básicas a 
serem respondidas são "como a resposta depende do estímulo?", "quanto a resposta varia 
quando vanamos o estímulo. em termos de unidades de medida?" e "qual é a unidade de 
medtda?". Alguma leis são formuladas, como a ''lei de Weber ··, ou a '·lei dos julgamentos" 
(Nunnaly. 1967). 
O primeiro laboratório experimental para psicologia foi fundado em 1879, em 
Leipzig, Alemanha, por Wilhelm Wundt (1832-1920) e tinha como interesse principal 
estudos psicofísicos. 
Enquanto isso, uma outra linha de estudo começava a se desenvolver baseada nas 
diferenças individuais, levantadas nos aspectos físicos por Darwin em seus trabalhos sobre 
a origem das espécies. Quem estuda estes aspectos do posto de vista mental, mcenti vado 
pelo próprio Darwin é Francis Galton (1822-1911). Seus estudos também incluíam o 
desenvolvimento de um ferramenta} estatístico para as comparações mdtviduais, contando 
com a ajuda de Karl Pearson e Charles Spearman. 
Contemporâneo a Galton, Francjs Binet desenvolve a primeira escala de inteligência 
conhecida como "Escala de Binec-Simon " (Binet, 1905). parte de um projeto do governo 
francês que visava detectar crianças com dificuldade de aprendizado. 
Esta linha de trabalho ganhou o nome de "Teoria de Testes }vfentais ". O termo foi 
utilizado pela primeira vez por James McKeen Cattell (1860-1944) (Cattell, 1890), 
discípulo "rebelde" de Wundt, que apesar da oposição do mestre levou adiante seus estudos 
sobre diferenças individuais, desenvolvendo metodologias sobre testes mentais. 
Desde então os testes mentais fazem parte das mais di versas áreas. em seleção de 
pessoal, encaminhamento especializado, dentre outras. O grande "boom" dos testes mentais 
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ocorreu entre 1915 e 1930 (Freeman, 1967) com o advento da primeira grande guerra, 
sendo o exército americano um dos seus maiores percussores. Após esta fase o uso destes 
testes passou a ser indiscriminado, nas mais diversas áreas para os mais diversos 
propósitos, o que levou a muitas más utilizações, sem qualquer critério, fornecendo 
argumentos para criticas severas das linhas de trabalho opostas aos testes, que c<úram em 
certo descrédito, tendo o periodo entre 1930 e 1945 como de reavaliação e reestmturação 
dos testes. Novamente com a Segunda Grande Guerra houve o segundo "boom". Neste 
período a preocupação foi principalmente educacional e de medir aptidões. Em 1935 é 
criada a revista Psychometrika, por L. L. Thurstone, especializada no assunto de aplicações 
matemáticas e estatísticas na área de psicologia. Thurstone desenvolve trabalhos tanto na 
psicofísica ( "lei dos julgamentos comparativos"), como na área de testes mentais, 
escrevendo muitos trabalhos em Análise Fatorial Múltipla . 
A utilização dos testes mentais fora do objetivo de classificação do indivíduo em 
tem10s de aptidões, como um instrumento na psicologia clínica é mais recente. Mesmo os 
testes de inteligência não po.dem ser considerados puramente clínicos, pois sempre têm o 
objetivo de alocar indivíduos em funções ou gtupos específicos. 
A.2- Sobre Validação 
A grosso modo, validar uma escala de medida consiste em verificar se esta está 
realmente medindo aquilo que se propõe a medir. Apesar da aparência óbvia desta 
"definição" diversos aspecto:s, nem sempre tão óbvios, estão envolvidos na validação de 
uma escala de medida. 
Se pensarmos em um caso simples, como por exemplo a validação da escala 
utilizada em uma régua, o problema da validação consiste em urna comparação das medidas 
realizadas com este instrum<ento, com padrões físicos já devidamente estabelecidos, uma 
vez controlada fomes de variação sistemática (operadores, método de medição, etc ... ). O 
problema neste caso está bem delimitado, a medida em questão é de uma dimensão 
objeti va, e um julgamento final se torna de fácil percepção e compreensão, tendo mclusive 
parâmetros de precisão e exatidão bem estimados. 
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No entanto o problema passa a se tomar mais complexo na medida em que o grau 
de subjetividade da dimensão a ser medida aumenta. Então urna simples comparação com 
padrões conhecidos nem sempre é suficiente, ou o que temos como critério de comparação 
não se pode chamar de padrão. 
No caso de escalas psicométricas, foco deste trabalho. a validação não é algo 
facilmente definida e acessível. As dimensões a serem medidas não são físicas, são em 
grande parte teóricas, até comprovadas clinicamente, mas em um senso estrito não existem. 
Para medi-las são utilizados recursos indiretos de estímulo-resposta, questões sobre 
sintomas aptidões, sentimentos, julgamentos dentre outros, de forma que um conjunto 
destes estímulos, inter-relacionados de alguma forma já conhecida, consiga representar esta 
dimensão subjetiva de interesse. 
Pelos aspectos apresentados acima fica bastante claro que um estudo de validação se 
baseia em investigações empíricas. Não há como validar algo, nestes aspectos, meramente 
pela teoria ou imposição de idéias. Também podemos dizer que na verdade o que se valida 
não é a escala em si, e sim a utilização desta escala para determinado problema, em 
determinado universo. Ou seja, a régua pode ser válida para se medir comprimento em 
superfícies retas e regulares, mas não para superfícies irregulares ou curvilíneas. 
A.2.1- A validaçã.o na psicometria 
A preocupação com a validação de escalas psicométricas surge junto com o 
desenvolvimento das escalas e a teoria de Testes Mentais. 
As medidas psicológicas devem servir a três importantes funções (Nunnaly, 1967): 
1) estabelecimento de relações estatísticas com uma determinada variável, 2) representar o 
conteúdo de um domínio específico, e 3) medir traços psicológicos. Correspondendo a estas 
três funções temos três tipos principais de validação: 1) validação de relacionada ao 
critério, 2) validação de conteúdo e 3) validação de construto. Os nomes destes três tipos de 
validação variam de autor para autor. Uma discussão maior sobre estes problemas pode ser 
encontrada na Jiteratura relacionada (Numnaly, 1967; Freeman 1967; Guilford, 1954). A 
seguir a definição e discussão sobre cada um dos tipos. 
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1) Validação relacionada aocritério- (ou Preditiva) 
Este tipo de validação diz respeito à capacidade do instrumento utilizado de estimar 
algum aspecto ou comportamento importante comparado a um critério externo ao 
próprio instrumento. Seria o mais próximo ao caso simples da régua. Ou seja, trata-se 
da associação empírica da escala do instrumento com algum critério já conhecido e 
utilizado. 
No caso da psicologia este critério pode ser alguma outra escala já utilizada, e a 
validade é acessada quase exclusivamente através de coeficientes de correlação entre as 
variáveis estudadas nos dois instrumentos. 
É argumentado por alguns autores (DeVellis, 1991) que este tipo de validação é 
independente de qualquer teoria envolvida, ou seja se um instrumento tem grande 
correlação com o critério não importa a incoerência com a teo.ria. No entanto o 
problema de critério não deve ser encarado desta forma, ou estaremos recorrendo à 
espuricidade dos fenômenos naturais ou não que tanto nos cercam (Nunnaly, 1967). 
Mais uma vez fica claro que a validação se dá quanto ao modo de uso da escala. 
2) Validação de Conteúdo 
Ao se estudar comportamento, sentimentos, traços de personalidade o pesquisador 
deve ter definido o domínio sobre o qual está trabalhando. Sobre domínio podemos 
dizer que seria o universo de todos estímulos que dizem respeito à variável que está 
sendo medida. 
Validar o conteúdo de um instrumento seria avaliar o quanto adequado são os 
estímulos presentes na representação do domínio. 
Claramente este não é um problema fácil. A delimitação de um domfnio nem 
sempre é clara. Um exemplo objetivo é um teste fonético, onde o domínio seriam todas 
as palavras do vocabulário de determinado idioma. A validação seria feita sobre as 
palavras envolvidas no teste, e o quanto elas estariam representando os fonemas 
daquele idioma. No einanto para instrumentos que procuram medir traços de 
personalidade este domínio é praticamente impossível de ser delimitado. Qual seria o 
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universo dos estímulos para se verificar depressão através de um instrumento, por 
exemplo? 
Alguns autores também colocam nesta classe de validação os problemas semânticos 
e estruturais do instrumento, argumentando que o conteúdo na verdade é mais do que 
representar. O domínio pode estar bem representado, mas o teste apresenta dificuldades 
nas respostas dos estímulos, ou o teste é de difícil aplicação. 
Esta validação é normalmente feita na construção do instrumento, e não na 
aplicação. 
3) Validação de Construto 
Esta é tida como a validação mais importante de um instrumento na opinião da 
maioria dos autores, principalmente após a década de 50 (Numnaly, 1967). Com os 
avanços dos métodos de Análise Fatorial esta passou a ser a principal preocupação dos 
pesquisadores da área. 
Basicamente busca saber se os estímulos envolvidos no instrumento se inter-
relacionam de forma adequada com a teoria, e se podemos interpretar estas relações 
como a formação de um construto. É bastante semelhante com a definição grosseira de 
validação apresentada no começo deste tópico: "O instrumento mede o que se propõe?". 
Um construto representa uma hipótese de que urna variedade de comportamentos 
irão se relacionar de uma forma esperada de acordo com a teoria em estudos de 
diferenças entre indivíduos (Nunnaly, 1967). Então podemos entender a validação de 
construto como um estudo da estrutura de variação de resposta aos estímulos. Se a 
associação entre os estímulos é relativamente forte, então podemos dizer algo sobre a 
representação de um construto. 
Podemos delinear este tipo de validação por três objetivos principais: 
1) Especificar o domínio das variáveis observáveis (resposta aos estímulos); 
2) Analisar através de estudos empíricos e metodologia estatística quanto estas 
variáveis observáveis medem a mesma coisa ou não, em relação às medidas de 
um mesmo construto e de construtos diferentes; 
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3) Realizar estudos de diferenças individuais e/ou experimentos controlados de 
forma a acessar o quanto as medidas utilizadas no construto são previsíveis, no 
que diz respeito à teoria envolvida. 
Ainda podemos resumir estes três objetivos em dois atributos que espera-se que o 
construto em questão tenha: Estrutura Interna e Estrutura Cruzada. A primeira, 
também chamada consisréncia, diz respeiro aos objetivos 1 e 2 citados anteriormente. 
Ou seja, se as variáveis observáveis estão medindo as mesmas coisas, o que ce1tamente 
é mais plausível de acontecer uma vez que domínjo esteja bem representado pelas 
mesmas. Este atributo e os termos utilizados possuem estreita relação com a 
fidedignidade do instrumento quanto ao construro, como será discutido adiante. No 
entanto o fato de um conjunto de itens apresentar consistência interna é uma 
característica necessária no entanto não suficiente. Pode-se estar medindo a mesma 
coisa com os itens, mas nada indica neste caso que o que esta sendo medido seja 
realmente o intencionado. É de se esperar que estas medidas se relacionem de forma 
coerente com a teoria de base com relação a outros construtos e/ou critérios. Neste 
ponto estamos analisando o cruzamento da estrutura interna com outras fontes, através 
de comparações com outros instrumentos ou de intervenções experimentais. conforme 
salientado no objetivo 3. 
De certa forma a validação de construro engloba as demais validações citadas 
anteriormente, uma vez que precisamos de uma definição de domínio e de critérios de 
comparação. Como classificar um indivíduo quanto à determinada aptidão (validade 
preditiva), por exemplo, se não existe um conteúdo válido e/ou um construto medido de 
forma coerente? Novamente temos a questão da validação do uso do instrumento. 
Vale a pena salientar ainda que uma validação, seja qual for o tipo, é um processo 
continuo de aprimoramento de um instrumento de medida, e nunca um estudo único. 
A literatura cita ainda outros tipos de validações, variações ou mesmo apenas nomes 
diferentes das aqui apresentadas. Nomes como Validade Facial, Validade Fatorial, 
dentre outras . Referências para um estudo mais aprofundado são Nunnaly (1967), 
Guilford (1954), Freeman (1962). 
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A.3- Análise Fatorial 
A.J.l Breve Históricos 
A Análise Fatorial (AF) tem corno berço o estudo de problemas psicológicos, mais 
especificamente a psicometria. A busca pela explicação de aptidões e habilidades é de 
grande interesse da ciência, e este método veio como uma tentativa de se especificar 
modelos estatísticos para explicar as teorias psicológ.tcas das habilidades e comportamentos 
humanos. Por este motivo talvez esta técmca é muitas vezes considerada como uma sub-
área da psicologia. Não devemos no entanto esquecer o forte apelo matemático e estatístico 
que a justifica como área de estudo das ciências estatísticas. 
Para entender-se o desenvolvimento e as tdéias deste método é preciso voltar ao 
final do século XIX, quando o cientista britânico Sir Francis Galton buscava respostas e 
explicações sobre as diferenças individuais em traços humanos como estatura, força e 
inteligência. A pergunta principal de Galton era: '·Quanto estas diferenças em traços 
humanos podem ser genéticamente determinadas ? ". Recorreu então ao estudo entre pais e 
filhos. A proximidade com o matemático Karl Pearson fez com que este também se 
interessasse pelo problema, em tennos de quantificações destas diferenças em traços. 
Motivado com os problemas de quantificação da biologia. antropologia e psicologia 
do colega Galton, Pearson. voltou-se ao estudo de um índice que indicasse a natureza e o 
grau de relação entre duas variáveis métricas. Tratando as variáveis como vetores centrados 
em suas médias, sugere um índ1ce de relação entre dois vetores mu1to utilizada já em 
algebra linear, o cosseno do ângulo entre es[es vetores. Surge o coeficiente de correlação de 
Pearson. 
Com esta idéia lançada e aceita pelo meio, desde que baseada em uma estrutura 
teórica conhecida (evitando espuocidade), em 1897 G.U. Yule pubhca o paper clássico 
sobre as Correlações Parciais e Múltiplas (Yule, 1897). A idéia era, dada uma variável fixa 
em uma matriz de variáveis. procurá-se a combinação linear das demais vanãveis que tenha 
a máx1ma correlação com a primeira. Esta seria a base para a AF. 
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Em 1901 Pearson publica o artigo sobre o "Método dos Eixos Principais" (Pearson, 
1901), a base para o que conhecemos hoje por Componentes Principais, tanto a técnica 
quanto a forma de estimação das cargas fatoriais dos modelos atuais de AF. 
Nesta época os psicólogos ingleses. inclusive Galton e Herbert Spencer, teorizavam 
sobre um fator geral que fosse comum a rodas as habilidades de um indivíduo, em qualquer 
área de estudo. Charles Speannan. partidário desta reoria. escreve em 1904 o primeiro 
trabalho sobre AF: ''General fntelligence, Objectively Determined and A1easured'' . O 
modelo proposto se baseava na equação 
Z;=a1 G+U; 
onde Z; é a j-ésima resposta a um estímulo (escore de um teste. por exemplo), a1 é a carga 
fatorial indicando o grau com que esta se associa com a habilidade-geral latente G, e U; 
não correlacionada com G mas apenas com Z; representando a parte específica desta. Este 
modelo ficou conhecido como o modelo de dois fatores, um geral e um específico. 
Neste ponto a discussão passa a ser quanto a modelagem de fatores que explicassem 
os traços e/ou habilidades hum:mas. Alguns psicólogos britânicos como Cyril Bu-rt e P.E. 
Vernom, argumentavam que adicionalmente ao fator geral, haviam alguns fatores "menos 
gerais" para habilidadaes também "menos gerais", de forma hierárquica. Ou seja. '·a mente 
é organizada hierarquicamente de uma abilidade geral até algumas extremamente 
especificas" (Mulaik, 1972, p. 7 -8). 
Por volta de 1930, L.L. Thurstone, psicólogo americano, parte do raciocínio de que 
as habilidades podem ser explicadas por um grupo de fatores gerais não apenas um e de 
forma não hjerárquica. tomando o modelo proposto mais parcimoruoso. Começa o 
desenvolvimento da Análise Fatorial Múltipla (AFM). A idéia é encontrar fatores que 
fossem relacionados com as variáveis observáveis de tal forma que estas formassem 
subgrupos com a menor redundância possível (do inglês nonoverlapping). Quando esta 
estrutura era encontada era atribuído o nome de simple structure. Para tal , matematiçamente 
nos modelos propostos, é necessária a supostção de não correlação entre os fatores , ou 
geométricamente falando, fatores ortogonais. 
Após este período a AFM passou a ser utilizada nas mais diversas áreas da ciência. 
muitas vezes criticada pela aplicação cega e sem fundamentação teórica da estmtura do 
problema analisado (Freeman, 1962). A AFM muitas vezes apresenta resultados não 
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interpretáveis, ou até mesmo contraditórios. frutos da má aplicação, inadequação da 
natureza dos dados ou mesmo de problemas matemáticos quando se alteram algumas das 
suposições do modelo (Johnson et a/., 1998). 
No entanto até os dias atuais esta técnica é largamente aplicada em problemas de 
psicometria como validação e estudo de instrumentos psicométricos, muitas vezes baseados 
em respostas qualitativas ordinais, onde é utilizada uma métrica imposta no 
desenvolvimento do instrumento. Ao se utilizar as matrizes de correlação ou covariãncia 
como base para a AFM está se aceitando esta métrica como verdadeira, além do fato de que 
traços e estados psicológicos, muitas vezes "medidos" por estes instrumento serem 
inclusive teóricamente fortemente associados. 
A.3.2 O Modelo de Análise Fatorial Ortogonal 
Nesta seção será apresentado o modelo de análise fatorial mais utilizado atualmente, 
como proposto em Johnson e Wichern (1998). 
Seja a matriz das variáveis observáveis X(lxJ) com J componentes, com vetor de 
médias !l e matriz de covariância L. O modelo fatorial ortogonal sobre a matriz de 
correlação p é dado pelo sistema 
X, -fi., - I r- l F l F -
---''-----'-------'- - I I~'! + 12 2 + . -- + lP* P* + EI 
cr, 
x2- f..i2- . z F 
----''---;,......,:_ -121 F; + l22F2 + ... + 2P* P* + ê2 
O'z 
X -!-i J J =lJ1F; + iJ 2F2 + .. ·+lJp•FP* +êp* 
O'J 
ou em sua forma matricial 
(X -Ir ,u)l:- 112 = LF + ê 
(A.3.1) 
(A.3.2) 
onde ly são chamadas cargas fatoriais da i-ésüna variável no j-ésirno fator comum Fj, sendo 
L a matriz das cargas. O componente cj refere-se ao fator específico da i-ésima variável. 
Maxwell (1977) aponta que em alguns estudos este fator, também chamado de erro, tende a 
ser uma combinação de erros de medição e fatores que são de exclusividade da variáveL 
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Pode-se entender então o modelo como sendo uma regressão múltipla nas 
observações tendo como regressaras variáveis não observáveis, ou latentes, ou ainda 
construtos. Este modelo na forma apresentada em (2.2) seria algo quase indeterminado, 
fazendo-se necessárias algumas suposições a respeito de F e ê . É assumjdo que: 
E(F) =O Cov(F) =I 
E(E) = 0 
[ô, 
Cov(E) = ô = ~ IL (A.3.3) 
Estas condições definem o Modelo Fatorial Ortogonal. 
O modelo ortogonal, por conseqüência, impõe a estrutura de correlação de X tal que 
p(X) = LJL' + ó (A.3.4) 
ou seja 
p(X;) =I= lJ1 + 1]2 + .. · + lJm + Ô1 e p(X1 , Xk) = ljJkt + · · ·l1mlkm . E ainda que p(X, JP') =L. 
Temos que c1 
2 
= lJ1 + !J2 + · · · + lJm é a chamada comuna/idade, ou seja, a parte da 
variância das variáveis observáveis que contribui para a estrutura de covariância total. e ~ 2 
a chamada de especificidade, ou seja, a componente da variância específica da variável X1 . 
Logo, por construção, os fatores resultantes são ortogonais, o que pode ser visto 
como uma limitação imposta pelo modelo, podendo ser inadequada quanto as relaç<Ses entre 
os fatores. Estas relações se existentes acabam sendo explicitadas através da representação 
dos mdivíduos através dos "escores fatoriais", ou seja, dos valores "preditos" pelo modelo, 
se fizermos analogia com a regressão múltipla como anteriormente. 
Este seria o primeiro modelo ajustado em um problema de análise fatorial. 
Posteriormente, baseado nas cargas, escores e medidas apresentados, bem como de outros 
índices de diagnóstico de modelo, a análise pode partir para rotações de eixos que melhor 
expliquem os fatores, estimação de fatores oblíquos, etc ... Estas técnicas complementares 
não serão detalhadas neste trabalho. Boas referências são Johnson e Wichem(l998) e 
Thurstone (1967). 
A estrutura de correlação em que o modelo se baseia, bem como as cargas fatoriais, 
podem ser estimadas por dife;rentes métodos. No caso da estrutura de correlação o método 
mais comum é o dos momentos cruzados de Pearson no caso de variáveis contiínuas ou 
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discretas com uma amplitude razoável. Há ainda estimadores para dados binános como a 
Correlação Tetracórica (Nunnaly. 1967. 123-124), ou a correlação por postos de Spearman. 
A AF adJlllte varias forma de estimação das cargas. Métodos via Máxima 
Verossimilhança, Mínimos Quadrados Generalizados, Centróide, Fator Principal, são 
alguns dos mais conhecidos. No entanto o mais utilizado e encontrado na literatura de 
validações psicométricas é a solução por Componentes Principais. O próximo item dá uma 
introdução nesta técnica de acordo com a proposta do Cap. 2. 
A escola francesa considera a Análise de Componentes Principais um método 
fatorial (Lebart et al., 1995), interpretando os eixos como uma estrutura latente, e não 
apenas como urna combinação linear das variáveis. Mas não deve ser confundida com a AF 
apresentada neste item, onde há a suposição de um modelo. 
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A.3.3- A solução por Componentes Principais 
Utilizando a notação do Capítulo 2, os Componentes Principais são os eixos 
principais obtidos de forma ~ais simples, ou seja, as matrizes Q= I e <t> = A"\ onde Aé a 
matriz diagonal dos Desvios Padrão das colunas de H e I é identidade. Sem perda de 
generalidade seja X, matriz I x J tal que 
X = (H- u T h)A1 
onde h r = [h1, .... h.1] e hj = .:!:_ ± hu, ou o vetor de médias. 
ld 
Desta forma a matriz p =Xr X a ser decomposta é a matriz de correlação das J 
variáveis e pode ser decomposta como . Pelos teoremas 2.1 e 2.2 a matriz p ;pode ser 
aproximada por 
p = MDÃ Mr = (M D1.v2) (M DÀ112l = LLr +O (A.3.5) 
que é a expressão em (A.3.4) fazendo!:!.= O. 
Então as cargas fatoriais fatoriais L para os P* fatores são obtidas por 
L := [ rp1 , ••• , rpp* ] 
onde rps , s = I, ... , P* é definido em (2.4. 14). 
(A.3.6) 
A comunalidade daj-ésima variável é dada então por 
P* 
2 "" 2 c j = .L. rp(j)s (A.3.7) 
s=! 
e as especificidades em !:!. dadas por 
5) =1 -h; . (A.3.8) 
Desta forma temos as soluções fatoriais através de Componentes Principais. 
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Apêndice B 
B.l- Decomposição em Valores Singulares (DVS) 
A abordagem feita sobre esta técnica segue a de Eckart-Young (L936) e prova 
semelhante é encontrada em Cardoso (1991). Antes algumas definições. 
Definição b.l: 9\'f é a classe das matrizes reais não nulas I x J de posto P. 
Definição b.2: A representação dos pontos linha no espaço das colunas definida pela 
transformação H(v): 9\1 ----7 9\J, H(v) = Hv, tem imagem Ru(H) = { u E 9\1 : u = Hv, para 
algum v E 9\J}. A transfo1mação simétrica a esta, Hr(u): 9\J ----7 9\1 tem imagem definida 
por RJJ{H) = { u E 9\J: v= H T u, para algum v E 9\1} . 
Definição b.3: Seja o espaço nulo de H(.), O(H) = {x E 9\n : Hx =O}, onde n é a dimensão 
da contra-imagem. 
De.finição b.4: Seja H E 9\~xJ e i\p(H) matriz diagonal contendo os p autovalores de HHT 
tal que À1 ::::: À2 ;::: .•• ::::: Àp >O. Então os Valores Singulares de H são definidos por crp = --JÀp 
parap = 1, ... , P. Então :Lp(H) = (Ap(H ))u2 é a matriz diagonal dos Valores Singulares de H 
ordenados de forma decrescente. 
Teorema 1: (Relação Baricéntrica) Seja H E 9\';' e :L(H) como definida em b.4. Seja Up 
= (u 1, •.. , up] o conjunto dos autovetores de HHr correspondendo a seus P autovalores não 
nulos tal que 
HHT Up = f.p Up 
(up, uq) = l(p=q) 
(b.l.l) 
(b.1.2) 
onde p, q = 1, ... , P e l(p=q) é função indicadora parap = q. 
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Seja V p conjunto de P vetores tais que 
v =-
1
-Hr u 
P a P 
p 
(b.l.3). 
Então V pé o conjunto de autovetores associados aos P autovalores não nulos de H r H tais 
que 
HT Hvp = Àp vp (b.l.4) 
(Vp, Vq ) = l(p = q) (b.l.5) 
e ainda 
(b.l.6). 
Então de forma recíproca se Vp satisfaz (b.l.4) e (b.l.5) e se Up é definido por 
(b.l.6), então satisfaz (b.l.l ), (b. 1.2) e (b.l.3). 
Prova: Será demonstrada primeiramente a relação em (b.l.4). 
Seja vp como definido anteriormente. Então pré-multiplicando ambos lados de (b.1.3) por 
H 7 H temos 
Agora para (b. l.5) temos que 
A relação em (b.l.6) pode ser provada tomando-se (b.l.3) e pré-multiplicando-s•e ambos 
lados por H tem-se: 
1 1 
Hv P = -HHT u P =aPu P ~ u P =-Hv P 
~p (Yp 
A prova das proposições recíprocas é análoga, substituindo-se H por H r em cada passo. 
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Teorema 2 (Decomposição ~m Valores Singulares) 
Seja H E 9\~.r.J . Então existem matrizes unitárias U, I x 1, e V, J x J tais que a matriz I x J 
O' L o o o o 
o 0'2 o o o 
Z(H) = u r H V= o o o o (b.2.7) 
o o o O'p 
o o o o 
e conseqüentemente 
H= u 1:/HJ V1 (b 2.8) . 
Prova: 
Seja U = (Up Uo] com Up base ortononna.l definida no Teorema 1 formando uma base de 
R(HHT) = R(H), e Uo = [ Ul""l , ... , UJ ] base ortonormal de O( H ). então U é uma base 
ortonormal em 9\1 e 
para p = P+l, .... I {b.2.9). 
De forma análoga seja V = [V p V 0] com V p base ortonormal definida no Teorema 1 
formando uma base de R(H r H) = R(H), e V0 = [ v p_,_1 , ... , v; ] base ortonormal de O( Hr). 
então V é uma base ortononnal em 9\1 e 
para p = P+ l , ... , J (b.2.10). 
Desta forma, considerando U e V, a matriz 
satisfaz 
temos 
L(H) = U r H V = { O'y } para i = 1, ... , I e j = 1 , ... , J 
se i > P ou se j > P por (b.2.9) e (b.2.10). E para i, j '" 1, ... , P 
a tJ = u/ H v1 
= ( 1/q ) ut HHr ty' 
T 
= 0 Ui U; 
= 0 l(i =j) = Oj. 
por (b.l.J) 
por (b.l.l) 
--------------------------------------------------~45 
Como U e V são unitárias temos que 
H = u 1:(H) v r . 
Teorema 3 (Eckart - Young) 
.. 
Se os P- P termos de (b.2.8) são desprezados, então 
S*= H*H*r = Vp• Ap·(H) Vp• r= "f./* Àp upv/ (b.3.ll) 
onde J\p (H) é a matriz diagonal contendo os P* maiores auto-valores de H tal que ) ... 1 ;:::: À2 
;::::- ... ;::::- Àp• , é a "aproximação por mínimos quadrados generalizados de ordem P*" que 
minimiza a função perda dada por 
a(H*) = tr{(S - X*)r (S- X*)} (b.3.12) 
entre todas as matrizes X* de posto P *. 
prova: 
Podemos escrever (b.3.12) como 
tr{UUr (H- X*) VVT (H- X*) r }= tr{ (UH y r - U X y r ) (UH yr- U X yr /} = 
p p 
= tr{ (A(H)- P*)(A(H)- P*l} = L(Àp- Ppp) 2 + L LP~q 
p=lp'#q 
onde P* tem mesmo posto de X*. Logo é claro que P* = J\p• (H), o que implica que X= S* 
definido em (b.3.11) é ótimo. 
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Apêndlice C 
C.l- Programas em Ox 2.1 utilizados nas simulações 
As simulações foram geradas em Ox 2.1 (Doornick, 1997) e seguiram todas a um 
mesmo algoritimo baseado em duas funções desenvolvidas para este intuito, GeraConstruto 
e GeraA1ultlnd, que utilizam a função runmultinomial da própria linguagem. 
A função runmultinornial retoma um vetor com a distribuição de freqüência em n 
ensaios de uma dístribução Mulrinomial (n, p) e tem como parâmetros o número de ensaios 
n e o vetor de probabilidades p. 
A função desenvolvida GeraConstruto (quadro c.l) utiliza-se desta funç:ão para 
retomar o número do estado em que a cadeia de Markov se apresenta no i-ésimo passo. A 
cadeia se inicia com o sorteio do estado inicial, segundo uma uniforme discreta, e após este 
sorteio gera as J=passo observações seguintes segundo a matriz de transiç.ão defini da pelos 
verores vl a vS como linhas desta. onde v5 = PúJ"'-lJ(~) = P(xu"""/g.c)= sI x,/g,c)= s*) definidos 
conforme o capítulo 4. 
A função Geralvfultlnd gera J=passo realizações de uma multinomial(l , v) definida 
pelo vetor v (quadro c.2) que conesponde a uma observação do grupo= grupo. 
Desta forma cada simulação utilizou-se da mesma estrutura sendo alterados apenas 
as combinações entre vetores e funções. Os programas para a simulação I e da simulação 5 
estão apresentados. 
----------------------------------------------------------~47 
/ ***•******** ~***~ ***~*w***w* w** *k~*********~** ~****w~ ~w**+~~****~**~~*** 
GeraConstruto(const vl, const v2, const v3, const v4, const v5, const 
passos, const grupo ); 
*" vl in: vetor 1 X 5 
*"' v2 in: vetor 1 X 5 
v3 in: vetor 1 X 5 
"'* v4 in: vetor 1 X 5 
** vS in : vetor 1 X 5 
.... passo ~n: inteiro 
*~ grupo in: inceiro 
*" 
**Return V alue 
.;* vector: 1 X passo 
*~***w********************** **~***~* ********~~* * *****************~*~***** 
GeraConstn.to (const vl, const v2. const v3, const v4, const vS, const 
passos, const grupo) 
{ 
dec: v __ oron, v_mult, ~_aux; 
inicial 
decl i, v_ind~r. v_condenr; 
v_prob=<0.2,0 . 2,0.2,0.2,0.2>; 11 Sorte~o da categoria 
v_mult= ranrnultinomial(l, v_prob); 
i_aux= vecindex(v_mult, 1)+1 ; 
for (i=O; i<passos; ++i ) 
if (i _aux==l ) 
{ 
v_prob= vl; 
v_mult= ranmult~nomial(l, v_prob); 
i _ aux= vecindex(v_mult, 1)+1; 
else if (i_aux==2) 
{ 
v _::>:::-ob= v2; 
v_mult= rar~ult1nomial(l, v_prob); 
i_aux= vecindex(v_mult , ll+1; 
else if ( i_aux==3 ) 
{ 
v_prob= v3; 
v_mult= ranmultinomial(l, v_prob); 
i _ aux= veclndex(v_mult, 1)+1; 
else 1f ( ~_aux==4) 
{ 
v_prob= v4; 
v_mult= rar~ul:inomial(l, v_probl; 
i _ aux= vecindex(v_mult, l)Tl; 
else if (i aux==Sl 
--------------------·------·------------------------------,48 
v_prob= v 5; 
v_mult~ ranmultinomial ( l, v_prob); 
i _aux= vecindex {v_mult, 1 )+ 1 ; 
if ( i==O)/ / Gera as l inhas das matri zes Indicadora 
{ // e Condensada 
e l se 
{ 
v __ índir = v_mul t; 
v __ condenr = i_aux; 
v_indir=v _ind i r - v_mult; 
v __ condenr·=v _condenr- i _aux; 
return v _condenr ; 
Quadro c. l - Programa da função GeraConstruto (continuação) 
--------------------------------------------------------~49 
GeraMult ind (const vl , const passos ) ; 
vl in: vetor 1 x 5 
.... passo in : inte1ro 
** 
*""Return Value 
+w vec~or : 1 x passo 
~*~****•• • **w ~wx~ ***** •**~***** * **** ****•*~*~~~****~~*~*-~*******~r*•w ** ~ 
GeraMul~Ind (const vl, const passos ) 
{ 
decl v_prob, v_mul t, i_aux; 
dec l i, v_l.ndir , v_condenr; 
for ( i=O; i <passos; ++i ) 
{ 
v_prob= vl; 
v_mult= ranmulti~omial(l, v_prob) 
i_aux= vecindex(v_mult, 1) ~ l; 
:!.f(l.==Ol 
{ 
else 
{ 
v_ i nd1r= v_mul c; 
v_condenr= l _aux; 
v_1ndir= v_~ndir-v_mulc; 
v_condenr= v_condenr-l._aux; 
return v_condenr ; 
Quadro c.2 -Programa da função GeraMulrlnd 
--------------------------------------------------------450 
progsimS.ox - Programa em Ox 2 .1 p ara s imula ç ã o 5 (Cap ítulo 4) 
#include <oxstd.h> 
#include <oxprob . h> 
#include "GeraConstruto . ox" 
#include "GeraMultiind . ox" 
main ( ) 
{ 
decl n, v_constrl , v _constr2 , v __ constr3 , v_constr4 , v_controle, v_obs2, 
v _obs3,v_obs4 , 
v_inõep1 , v _ indep2 , v_obs1; 
decl vi, vi, vu , vbl, v b2, vb3, vb4 , vb5 , vc1, vc2, vc3. vc4 , vcS. 
passos , grupo ; 
decl mediac. medial, medi all , mediacl, medial2, mediac2 , rr.edial3, 
mediac3, medi ac4 ; 
decl m_ indíc, m_conden, m_condenl, m_conden2, m_conden3 , 
m_condenS 
m_conden4, 
1/ Gera indivíduos do Grupo I 
v b1= <0 . 4,0 . 2,0 . 2 , 0.1,0.1>; 
vb2= <0 . 2,0 . 2,0 .2 , 0.2,0.2>; 
vb3 = <0.2,0.2,0.2,0 . 2,0.2>; 
vb4= <0.2,0 . 2,0 . 2,0.2,0.2> ; 
vb5 = <0.1,0.1 , 0 . 2,0 . 2,0 . 4>; 
vu = <0.35,0.15 , 0 . 05,0.15,0 . 3>; 
vi = <O . Z.0.2,0 . 2,0 . 2 ,0 . 2>; 
vii== <0 . 7, 0.2 , 0.05, 0 . 05 , O>; 
passos= 20; grupo= 1; 
for (n=O; n<lOOO; ++n) 
{ 
v _constrl = GeraMultind (vu,passos ) ; 
v_indepl= GeraMultind (vl , passos ) ; 
v _ obsl= grupo-v_constr1 ; 
if (n==O) 
{ 
m_condenl= v_obsl; 
vetor esta vazio 
o vetor 
else 
lndivíduo 
m_condenl = m_ condenl lv_obs1; 
n-rl-ésimo 
quadro c.3· Programa para Simulação S 
11 Atribui o g~upo ao 
indiv iduo 
11 Testa se o 
1 / Se sim, recebe 
11 do primeiro 
/ 1 Se não , anexa o 
11 indivíduo 
--------------------------------------------------~ 5! 
mediacl= meanc(m_condenl ) ; 
pr:.nr.ln ( "Méd:.a das col", mediacl); 
11 Gera Lr.dividuos do Grupo II 
vcl= <0.05,0.1,0.15,0.30,0.40>; 
vc2 = <0,0.15,0.15,0.3,0.4>; 
vc3= <0,0.05,0 .2, 0.35,0.4>; 
vc4= <0 , 0 , 0.25,0.40 , 0.35>; 
vc5= <0 ,0,0, 0.4 , 0.6>; 
passos= 20; grupo= 2; 
for(n=O; n<lOOO; +Tn) 
f 
v_conscr2= 
GeraConstru to (vcl , vc2 , vc3,vc4 , vc5 , passos,grupo ) ; 
v_indep2= GeraNultind (vii, passos ) ; 
v_obs2= grupo-v_indep2-v_conscr2; 
i f (n==O) 
e::.se 
{ 
m_conden2= v_obs2 ; 
m_conden2= m_conden2lv_obs2; 
med1ac2= meanc (m_conden2 ) ; 
println ("Média das col• , mediac2 ) ; 
11 Gera lndivíduos do Grupo III 
grupo= 3; passos=20; 
for{n=O; n< l OOO; ++n) 
{ 
v_constr3= 
GeraConstruto(vbl,vb2,vb3,vb4,vb5,passos.grupo); 
v_cons~r4= v_lndep2= GeraMultind (v1i , passos ) 
v_obs3= grupo-v_constr3-v_cor:str4; 
i f (n==O) 
{ 
m_conden3= v_obs3; 
} 
e l se 
m_conden3= m_conden3 lv_obs3: 
---------------------------------------------------~52 
quadro c.3- Programa para Simulação 5 
} 
rnediac3= rneanc(rn_conden3); 
println [ "Méd1a das col". med1ac3); 
I! Gera indivíduos do Grupo IV 
pass os=40; grupo=4; 
for (n=O: n<lOOO; ++n) 
{ 
v_controle = GeraMulcind(v1, passos); 
v_obs4= grupo-v_controle 
if <n== O l 
{ 
m_conden4= v_obs4; 
} 
else 
{ 
m_conden4= m_conde n4lv_obs4; 
} 
mediac4= meanc (m_conden4); 
pr1ntln ( "::-tédia das col", mediac4) ; * I 
//Anexa as matr i zes. 
condensada 
impr1me perfis coluna , 
~conden= m_condenl 
mediac= meanc(m_conden) ; 
println("Médla das col", med~ac); 
quadro c.3- Programa para Simulação 5 (continução) 
e grava matriz 
------------------------------------------------------~53 
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ANEXOS 
Distribuições Marginais dos Itens 
--------------------------------------------------------,58 
Instrumento Aplicado 
Histogramas das marginais totais dos itens 
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ESCALA DE AVALIAÇÃO DE SINTOMAS- 90- R 
Leonard R. Derogatis, PhD. (1994) 
PROTOCOLO PARA PESQUISA 
Tradução e Adaptação do Original 
Diana Tosello Laloni (HI!I&) 
Nome: 
----------------------------------------------------------------------------------------------------------------
Idade: 
- -----
Data de nascimento: 
-------
Sexo: M D FD 
Estado civil: solteiro D casado ou amigado D separado O viúvo O 
Grau de escolaridade: analfabeto D t•. a 4a. D s a. as·. D 2°. Grau D 3°. Grau D 
Data _ __ / __ __:/ __ _ 
Orientações: 
1- Preencha os dados da identificação na parte superior da folha. 
2- Use um lápis preto para marcar a resposta. 
3- Se você desejar alterar sua resposta, apague com cuidado a 1 ~ . marca e marque a nova resposta. 
4- Não faça outras anotações fora dos círculos. 
INSTRUÇÕES: 
Abaixo está uma lista de problemas que as pessoas algumas vezes têm. Por favor leia-os 
cuidadosamente e pinte o círculo que melhor descreve o quanto aquele problema tem preocupado oo 
angustiado você durante os últimos 7 dias incluindo hoje. Pinte o círculo em apenas 1 número para 
cada problema e não pule nenhum item. Se você mudar sua idéia apague sua primeira marca 
cuidadosamente. Leia o exemplo antes de começar e se você tiver alguma dúvida pergunte. 
N M E 
E o X 
:-; D T 
H u E B R EXEMPLO u M R A E 
M A s M 
p p D T A O quanto você está preocupado com: o o A A )1 
t.: u M N E 
c c E T ]'; 
o o N E T 
T E 
E Mt>TIO 
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® @) Dores de cabeça 
@ @) Nervosismo ou tremores internos 
@ ® Pensamentos ruins repetidos que não saem de $ua mente (cabeça) 
@ @) : Fraqueza OLI tonturas 
@ @) Perda de interesse ou de prazer sexual 
@ @) Sentir-se crítico em relação a outras pessoas 
@ @) A idéia de que outra pessoa pode controlar seus pensamentos 
® @) Sentir que os outros são culpados de muitos dos seus problemas 
® ® Dificuldade para se lembrar das coisas 
® @ Preocupado com o desleixo ou falta de cuidado 
® @ Sentir-se facilmente incomodado ou irritado 
® ® Dores no coração ou no peito 
® ® Sentir medo em espaços abertos ou nas ruas 
® ® Sentir-se com pouca energia ou para baixo 
® @) Pensamentos de acabar com a própria vida 
@ @ Escutar vozes que outras pessoas não escutam 
@ @ Estar trêmulo (com tremedeira) 
® @ I Sentir que não se pode confiar na maioria das pessoas 
@ ® I Ter pouco apetite 
@ ® Chorar facilmente 
@ ® I Sentir-se envergonhado ou desconfortável em relação ao sexo oposto 
@ ® I Sentir-se trapaceado ou encurralado (sem saída) 
® ® Repentinamente sentir medo sem razão 
@ ® Explosões que você não pode controlar (explosões de raiva) 
® ® Ter medo de sair de casa sozinho 
® ® Sentir-se culpado 
@ @ Dores nas costas e quadris 
® @ Sentir-se bloqueado (com dificuldade) para terminar as coisas 
® @ I Sentir-se sozinho 
® @ Sentir-se sem importância 
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<D ® 
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xt:rto 
@ @ Preocupar-se demais com as coisas 
® @ Sentir-se desinteressado pelas coisas 
® @ Sentir medo 
@ @ Sentir-se facilmente ferido em seus sentimentos 
® @ Outras pessoas estarem a par de seus pensamentos íntimos 
® @ Sentir que os outros não o entendem ou são antipáticos 
® @ Sentir que os outros não são amigos ou não gostam de você 
@ @ Ter que fazer as coisas muito devagar para ter certeza de que estão corretas 
® @ Coração palpitando ou disparando 
@ @ Náuseas, enjôos ou estômago ruim 
@ @ Sentir-se inferior aos outros 
® @ Dores musculares (dor no corpo) 
® @) Sentir-se vigiado e comentado pelos outros 
® ® Problemas para conciliar o sono 
® @ Ter que confenr e reconferir o que fez 
® @) Dificuldade para tomar decisões 
@ @ Sentir medo de andar de ônibus, metrô ou t rens 
® @ Problemas para resp1rar 
® @ Ondas de calor ou frio 
® @ Ter que evitar certas coisas, lugares ou atividades que o amedrontam (dão medo) 
® @ Um "branco· na cabeça (ter uma incapacidade momentânea de raciocionar 
ou lembrar-se de aiQo 
® @ Dormência ou formigamento em partes do corpo 
® @ Um nó na garganta 
® @) Sentir-se sem esperança sobre o futuro 
® @ Dificuldade de concentração 
® @ Sentir fraqueza em partes do corpo 
@ @ Sentir-se tenso ou travado 
@ @ Sentir peso nos braços e pernas 
® @ Pensar sobre morte ou sobre estar morrendo 
@ @ Comer demais 
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@ 
I 
S·entir-se desconfortável quando as pessoas o observam ou falam de você 
@ Ter pensamentos que não são seus 
@ Ter desejos de bater, machucar ou ameaçar alguma pessoa 
@ Acordar de madrugada 
@ Ter que repet1r as mesmas ações como tocar, contar ou lavar 
@ Sono sem descanso ou perturbado 
@ Ter deseJOS de quebrar ou destruir coisas 
@ Ter idéias ou crenças que os outros nêo ace1tam 
@ Sentir-se muito acanhado ou preocupado com os outros 
® Sentir-se inquieto numa multidão, fazendo compras ou no cinema 
@ Sentir que tudo é um esforço 
@ Ondas de terror ou pânico 
@ Sentir-se desconfortável por comer ou beber um público 
@ Envolver-se freqOentemente em discussões 
@ Sentir nervosismo quando é deixado sozinho 
@ Os outros não dão o devido crédito (valor) às suas conquistas 
® Sentir-se solitário mesmo quando está acompanhado 
@ 
I 
Sontir-se tão agitado que não é capaz de parar quieto (de movimentar-se) 
® Sentimentos de inutilidade 
@ O sentimento de que algo ruim está para acontecer com você 
@ Gritar ou atirar coisas 
@ Com medo de desmaiar em público 
@ Sent1r que as pessoas tirarão vantangens de você, caso permita 
@ Ter pensamentos sobre sexo que o incomodam muito 
@ A idéias de que você deveria ser punido pelos seus pecados 
@ Pensamentos e imagens de natureza assustadora 
@ A idéia de algo séno está errado com seu corpo 
@ Nunca se sentir próximo a outra pessoa 
@ Sentimentos de culpa 
® A idéia de que há algo errado com sua mente 
