There are both theoretical and empirical reasons for believing that the parameters of macroeconomic models may vary over time. However, work with time-varying parameter models has largely involved Vector autoregressions (VARs), ignoring cointegration. This is despite the fact that cointegration plays an important role in informing macroeconomists on a range of issues. In this paper we develop time varying parameter models which permit cointegration. Time-varying parameter VARs (TVP-VARs) typically use state space representations to model the evolution of parameters. In this paper, we show that it is not sensible to use straightforward extensions of TVP-VARs when allowing for cointegration. Instead we develop a speci…cation which allows for the cointegrating space to evolve over time in a manner comparable to the random walk variation used with TVP-VARs. The properties of our approach are investigated before developing a method of posterior simulation. We use our methods in an empirical investigation involving a permanent/transitory variance decomposition for in ‡ation.
Introduction
Empirical macroeconomics increasingly relies on multivariate time series models where the parameters which characterize the conditional mean and/or conditional variance can change over time. These models are motivated by a realization that factors such as …nancial liberalization or changes in monetary policy (or many other things) can cause the relationships between variables to alter. There are many ways in which parameters can evolve over time, but it is increasingly popular to use state space modelling techniques and allow parameters to evolve according to an AR(1) process or a random walk. Consider, for instance, Cogley and Sargent (2005) and Primiceri (2005) . These papers use a state space representation involving a measurement equation:
and a state equation
where y t is an n 1 vector of observations on dependent variables, Z t is an n m vector of explanatory variables and t an m 1 vector of states. Papers such as Cogley and Sargent (2005) or Primiceri (2005) use time varying vector autoregression (TVP-VAR) methods and, thus, Z t contains lags of the dependent variables (and appropriate deterministic terms such as intercepts).
Often is set to one. However, many issues in empirical macroeconomics involve the concept of cointegration and, thus, there is a need for a time varying vector error correction model (VECM) comparable to the TVP-VAR. The obvious extension of the existing time varying VAR literature to allow for cointegration would be to rede…ne (1) appropriately so as to be a VECM and allow the identi…ed cointegrating vectors to evolve according to (2) . A contention of this paper is that this is not a sensible strategy. The reasons for this will be explained in detail in the paper. Basically, with cointegrated models there is a lack of identi…cation. Without further restrictions, it is only the cointegrating space (i.e. the space spanned by the cointegrating vectors) that is identi…ed. Hence, ideally we want a model where the cointegrating space evolves over time in a manner such that the cointegrating space at time t is centered over the cointegrating space at time t 1 and is allowed to evolve gradually over time. We show in this paper that working with a state equation such as (2) which allows for identi…ed cointegrating vectors to evolve according to an AR(1) or random walk yields a model which does not have these properties. In fact, we show that it has some very undesirable properties (e.g. the cointegrating space will be drawn towards an absorbing state).
Having established that the obvious extension of (1) and (2) to allow for cointegration is not sensible, we develop an alternative approach. From a Bayesian perspective, (2) de…nes a hierarchical prior for the parameters. Our alternative approach involves developing a better hierarchical prior. From a statistical point of view, the issues involved in allowing for cointegrating spaces to evolve over time are closely related to those considered in the …eld of directional statistics (see, e.g., Mardia and Jupp, 2000) . That is, in the two dimensional case, a space can be de…ned by an angle indicating a direction (in polar coordinates). By extending these ideas to the higher dimensional case of relevance for cointegration, we can derive analytical properties of our approach. For instance, we have said that we want the cointegrating space at time t to be centered over the cointegrating space at time t 1. But what does it mean for a space to be "centered over" another space? The directional statistics literature provides us formal answers for such questions. Using these, we show analytically that our proposed hierarchical prior has attractive properties.
Next we derive a Markov Chain Monte Carlo (MCMC) algorithm which allows for Bayesian inference in our time varying cointegration model. This algorithm combines the Gibbs sampler for the time-invariant VECM derived in our previous work (Koop, León-González and Strachan, 2008a,b) with a standard algorithm for state space models (Durbin and Koopman, 2002) .
We then apply our methods in an empirical application involving a standard set of U.S. macroeconomics variables (i.e. unemployment, in ‡ation and interest rates) and show how the one cointegrating relationship between them varies over time. We then carry out a time-varying permanent-transitory variance decomposition for in ‡ation. We …nd that the role of transitory shocks, although small, has increased over time.
Modelling Issues

The Time Varying Cointegration Model
In a standard time series framework, cointegration is typically investigated using a VECM. To establish notation, to investigate cointegration relationships involving an n-vector, y t ; we write the VECM for t = 1; ::; T as:
where the n n matrix = 0 , and are n r full rank matrices and d t denotes deterministic terms. The value of r determines the number of cointegrating relationships. The role of the deterministic terms are not the main focus of the theoretical derivations in this paper and, hence, at this stage we will leave these unspeci…ed. We assume " t to be i.i.d. N (0; ).
Before extending (3) to allow for time varying cointegration, it is important to digress brie ‡y to motivate an important issue in the Bayesian analysis of cointegrated models. The VECM su¤ers from a global identi…ca-tion problem. This can be seen by noting that = 0 and = AA 1 0 are identical for any nonsingular A. This indeterminacy is commonly surmounted by imposing the so-called linear normalization where = [I r B 0 ] 0 . However, there are some serious drawbacks to this linear normalization (see Strachan and Inder, 2004 and Strachan and van Dijk, 2007) . Researchers in this …eld (see Strachan, 2003 , Strachan and Inder, 2004 , Strachan and van Dijk, 2007 point out that it is only the cointegrating space that is identi…ed (not particular cointegrating vectors). Accordingly, we introduce notation for the space spanned by ; p = sp ( ). In this paper, we follow Strachan and Inder (2004) by achieving identi…ca-tion by specifying to be semi-orthogonal (i.e. 0 = I). Note that such an identifying restriction does not restrict the estimable cointegrating space, unlike the linear normalization. Another key result from Strachan and Inder (2004) is that a Uniform prior on will imply a Uniform prior on p.
We can generalize (3) for the time-varying cointegrating space case by including t subscripts on each of the parameters including the cointegrating space p. Thus we can replace in (3) with t = t 0 t where p t = sp ( t ) where t is semi-orthogonal. We also replace ; 1 ; : : : ; l ; ; and by t ; 1;t ; : : : ; l;t ; t ; and t : In modelling the evolution of p t we adopt some simple principles. First, the cointegrating space at time t should have a distribution which is centered over the cointegrating space at time t 1. Second, the change in location of p t from p t 1 should be small, allowing for a gradual evolution of the space comparable to the gradual evolution of parameters which occurs with TVP-VAR models. Third, we should be able to express prior beliefs (including total ignorance) about the marginal distribution of the cointegrating space at time t. We can write the measurement equation for our time varying cointegrating space model as:
where " t are independent N (0; t ) for t = 1; ::; T . The parameters ( t ; 1;t ; : : : ; l;t ; t ) follow a standard state equation. Details are given in Appendix A. With respect to the covariance matrix, many empirical macroeconomic papers have found this to be time-varying. Any sort of multivariate stochastic volatility model can be used for t . In this paper, we use the same speci…cation as Primiceri (2005) . Details are also given in Appendix A. As a digression, we note that cointegration is typically thought of as a long-term property, which might suggest a permanence which is not relevant when the cointegrating space is changing in every period. Time-varying cointegration relationships are better thought of as equilibria toward which the variables are attracted at any particular point in time but not necessarily at all points in time. These relations are slowly changing. Further details and motivation can be found in any of the classical econometric papers on time-varying cointegration such as Martins and Bierens (2005) or Saikkonen and Choi (2004) .
The question arises as to how we can derive a sensible hierarchical prior with our desired properties such as "p t is centered over p t 1 ". We will return to this shortly, before we do so we provide some intuitive motivation for the issues involved and a motivation for why some apparently sensible approaches are not sensible at all.
Some Problems with Modelling Time Variation of the Cointegration Space
To illustrate some of the issues involved in developing a sensible hierarchical prior for the time varying cointegrating space model, consider the case where n = 2 and r = 1. Hence, for the two variables, y 1t and y 2t , we have the following cointegrating relationship at time t:
and the cointegrating space is p t = sp (B 1t ; B 2t ) 0 or, equivalently, p t = sp c (B 1t ; B 2t ) 0 for any non-zero constant c. Following Strachan (2003) , it is useful to provide some intuition in terms of basic geometry. In the n = 2 case, the cointegrating space is simply a straight line (which cuts through the origin and has slope given by
) in the two dimensional real space, R 2 . Any such straight line can be de…ned in polar coordinates (i.e. with the polar angle -the angle between the X-axis and the line -determining the slope of the line). This motivates our link with the directional statistics literature (which provides statistical tools for modelling empirical processes involving, e.g., wind directions which are de…ned by angles) which we will use and extend in our theoretical derivations. The key point to note is that cointegrating spaces can be thought of as angles de…ning a straight line (or higher dimensional extensions of the concept of an angle). In the n = 2 case, identifying the cointegrating vector using a semi-orthogonality restriction (such as we impose on t ) is equivalent to working in polar coordinates (and identi…cation is achieved through restricting the length of the radial coordinate). Thus, t determines the polar angle.
A popular alternative way of identifying a particular cointegrating vector is through the linear normalization which chooses c such that p t = sp (1; B t ) 0 and, thus, the cointegrating vector is (1; B t ) 0 . This normalization has the obvious disadvantage of ruling out the cointegrating vector (0; 1) 0 . In the n = 2 case, this may not seem a serious disadvantage, but when n > 2 it can be. However, in the context of the time-varying cointegration model, this normalization causes additional problems.
In the spirit of the TVP-VAR model of (1) and (2), it is tempting to model the time variation of the cointegration model by assuming that B t follows a stationary AR(1) process:
with t N (0; 2 ). Here we provide a simple example to illustrate why working with such a speci…cation leads to a model with highly undesirable properties.
Suppose that = 1, B t 1 = 0 and that a shock of size t = 1 occurs. This causes a large change in the cointegrating vector (i.e. from (1; 0) 0 to (1; 1) 0 ). Thinking in terms of the polar angle which de…nes the cointegrating space, this is an enormous 45 degree change. Now suppose instead that B t 1 = 50 (but all else is the same including t = 1). Then the corresponding change in the cointegrating vector will be imperceptible, since (1; 50) 0 and (1; 49) 0 are virtually the same (they di¤er by about 0.02 of a degree). Hence, two identical values for the increment in the state equation ( t = 1) lead to very di¤erent changes in the cointegrating space.
Note also that the lines de…ned by (1; 50) 0 and (1; 49) 0 are very close to that de…ned by (0; 1) 0 (which was excluded a priori by the linear normalization). An implication of this is that, when sp[(1; B t 1 ) 0 ] is close to sp[(0; 1) 0 ], the distribution of the cointegrating vector at t will be highly concentrated on the location at t 1. A …rst negative consequence of this is that the dispersion of the process given by (5) at t (conditional on t 1) depends on how close the cointegrating vector at t 1 is to (0; 1)
0 . An even more negative consequence is that this vector plays the role of an absorbing state. That is, once the process de…ned by (5) gets su¢ ciently close to (0; 1) 0 , it will be very unlikely to move away from it. Put another way, random walks wander in an unbounded fashion. Under the linear normalization, this means they will always wander towards (0; 1) 0 . Formally, assuming a non-stationary process for B t implies a degenerate long-run distribution for the cointegrating space. That is, if = 1 in (5), the variance of B t increases with time. This means that the probability that B t takes very high values also increases with time. Therefore, this process would imply the cointegrating space converges to sp [(0; 1) 0 ] with probability 1 (regardless of the data). Finally, although E t 1 (B t ) = B t 1 when = 1; this does not imply p t is centred over p t 1 : The reason for this is that the transformation from B t to p t is nonlinear. A simple example will demonstrate. We noted earlier that in this simple case, the angle de…ned by the semi-orthogonal vector t (call this angle t ), de…nes the space and we have B t = tan ( t ) : If in (5) we have = 1 and = 2 and we observe B t 1 = 1 such that t 1 = 0:79; then E t 1 (B t ) = 1 = tan (0:79). However, the angle which de…nes the space E t 1 (p t ) is 1 1.10, which is such that tan(1:10) = 1:96. Thus, even though E t 1 (B t ) = B t 1 , we have E t 1 (p t ) 6 = p t 1 .
These examples (which can be extended to higher dimensions in a conceptually straightforward manner) show clearly how using a standard state space formulation for cointegrating vectors identi…ed using the linear normalization is not appropriate.
A second common strategy (which we adopt in this paper) is to achieve identi…cation through restricting t to be semi-orthogonal. One might be tempted to have t evolve according to an AR(1) or random walk process. However, given that t has to always be semi-orthogonal, it is obvious that this cannot be done in a conventional Normal state space model format. More formally, in the directional statistics literature, strong justi…cations are provided for not working with regression-type models (such as the AR (1)) directly involving the polar angle as the dependent variable. See, for instance, Presnell, Morrison and Littell (1998) and their criticism of such models leading them to conclude they are "untenable in most situations" (page 1069). It is clear that using a standard state space formulation for the cointegrating vectors identi…ed using the orthogonality restriction is not appropriate.
The previous discussion illustrates some problems with using a state equation such as (2) to model the evolution of identi…ed cointegrating vectors using two popular identi…cation schemes. Similar issues apply with other schemes. For instance, similar examples can be constructed for the identi…-cation method suggested in Johansen (1991) .
In general, what we want is a state equation which permits smooth variation in the cointegrating space, not in the cointegrating vectors. This issue is important because, while any matrix of cointegrating vectors de…nes one unique cointegrating space, any one cointegrating space can be spanned by an in…nite set of cointegrating vectors. Thus it is conceivable that the vectors could change markedly while the cointegrating space has not moved. In this case, the vectors have simply rotated within the cointegrating space. It is more likely, though, that the vectors could move signi…cantly while the space moves very little. This provides further motivation for our approach in which we explicitly focus upon the implications for the cointegrating space when constructing the state equation.
This discussion establishes that working with state space formulations such as (2) to model the evolution of identi…ed cointegrating vectors is not sensible. What then do we propose? To answer this question, we begin with some additional de…nitions. We have so far used notation for identi…ed cointegrating vectors: t is identi…ed by imposing semi-orthogonality, that is 0 t t = I r ; and, under the linear normalization, we have B t being (the identi…ed part of) the cointegrating vectors. We will let t be the unrestricted matrix of cointegrating vectors (without identi…cation imposed). These will be related to the semi-orthogonal t as:
We shall show how this is a convenient parameterization to express our state equation for the cointegrating space. To present our preferred state equation for the time-variation in the cointegrating spaces, consider …rst the case with one cointegrating relationship (r = 1), t is an n 1 vector and suppose we have (for t = 2; ::; T ):
where is a scalar and j j < 1. Breckling (1989) , Fisher (1993, Section 7.2) and Fisher and Lee (1994) have proposed this process to analyze times series of directions when n = 2 and Accardi, Cabrera and Watson (1987) looked at the case n > 2 (illustrating the properties of the process using simulation methods). The directions are given by the projected vectors t . As we shall see in the next section, (8) has some highly desirable properties and it is this framework (extended to allow for r > 1) that we will use. In particular, we can formally prove that it implies that p t is centered over p t 1 (as well as having other attractive properties).
Allowing r > 1 and de…ning b t = vec ( t ) ; we can write our state equation for the matrix of cointegrating vectors as
t N (0; I nr ) for t = 2; :::; T:
It is worth mentioning the importance of the restriction j j < 1. In the TVP-VAR model it is common to specify random walk evolution for VAR parameters since this captures the idea that "the coe¢ cients today have a distribution that is centered over last period's coe¢ cients". This intuition does not go through to the present case where we want a state equation with the property: "the cointegrating space today has a distribution that is centered over last period's cointegrating space". As we shall see in the next section, the restriction j j < 1 is necessary to ensure this property holds. In fact, the case where = 1 has some undesirable properties in our case and, hence, we rule it out. To be precise, if = 1, then b t could wander far from the origin. This implies that the variation in p t would shrink until, at the limit, it imposes p t = p t 1 . Note also that we have normalized the error covariance matrix in the state equation to the identity. As we shall see, it is which controls the dispersion of the state equation (and, thus, plays a role similar to that played by 2 in (5)). The preceding discussion shows how caution must be used when deriving statistical results when our objective is inference on spaces spanned by matrices. The locations and dispersions of t do not always translate directly to comparable locations and dispersions on the space p t . For example, it is possible to construct simple cases where a distribution on t has its mode and mean at e t ; while the mode or mean of the distribution on p t is in fact located upon the space orthogonal to the space of e t : The distributions we use avoid such inconsistencies.
Properties of Proposed State Equation
In the previous section, we demonstrated that some apparently sensible ways of extending the VECM to allow for time-varying cointegration led to models with very poor properties. This led us to propose (9) as an alternative. However, we have not yet proven that (9) has attractive properties. In this section, we do so. In particular, (9) is written in terms of b t , but we are interested in p t . Accordingly, we work out the implications of (9) for p t .
We collect each of the nr 1 vectors
The conditional distribution in (9) . . . . . . . . .
We begin with discussion of the marginal prior distribution of p t = sp ( t ) = sp ( t ). To do so, we use some results from Strachan and Inder (2004) , based on derivations in James (1954) , on specifying priors on the cointegrating space. These were derived for the time-invariant VECM, but are useful here if we treat them as applying to a single point in time. A key result is that b t N (0; cI nr ) implies a Uniform distribution for t on the Stiefel manifold and a Uniform distribution for p t on the Grassmann manifold (for any c > 0). It can immediately be seen from the joint distribution of b that the marginal distribution of any b t has this form and, thus, the marginal prior distribution on p t is Uniform. The previous literature emphasizes that this is a sensible noninformative prior for the cointegrating space. Hence, this marginal prior is noninformative. Note also that this prior has a compact support and, hence, even though it is Uniform it is a proper prior. However, we are more interested in the properties of the distribution of p t conditionally on p t 1 and it is to this we now turn.
Our state equation in (9) implies that b t given b t 1 is multivariate Normal. Thus, the conditional density of t given t 1 is matric Normal with mean t 1 and covariance matrix I nr : From the results in Chikuse (2003, Theorem 2.4.9) , it follows that the distribution for p t (conditional on p t 1 ) is the orthogonal projective Gaussian distribution with parameter F t = t 1 2 2 t 1 0 t 1 , denoted by OP G(F t ). To write the density function of p t = sp ( t ) …rst note that the space p t can be represented with the orthogonal idempotent matrix P t = t 0 t of rank r (Chikuse 2003, p. 9) . Thus, we can think of the density of p t as the density of P t . The form of the density function for p t is given by
where p F q is a hypergeometric function of matrix argument (see Muirhead, 1982, p. 258) .
t 1 , the density function of p t is maximized at sp( t 1 ).
Proof: See Appendix B.
We have said we want a hierarchical prior which implies that the cointegrating space at time t is centered over the cointegrating space at time t 1. Proposition 1 establishes that our hierarchical prior has this property, in a modal sense (i.e. the mode of the conditional distribution of p t jp t 1 is p t 1 ). In the directional statistics literature, results are often presented as relating to modes, rather than means since it is hard to de…ne the "expected value of a space". But one way of getting closer to this concept is given in Villani (2006) . Larsson and Villani (2001) provide a strong case that the Frobenius norm should be used (as opposed to the Euclidean norm) to measure the distance between cointegrating spaces. Adopting our notation and using ? to denote the orthogonal complement, Larsson and Villani (2001)'s distance between sp( t ) and sp( t 1 ) is
Using this measure, Villani (2006) de…nes a location measure for spaces such as p t = sp ( t ) by …rst de…ning
then de…ning this location measure (which he refers to as the mean cointegrating space) as p = sp . Villani proves that p is the space spanned by the r eigenvectors associated with the r largest eigenvalues of E ( t 0 t ). See Villani (2006) and Larsson and Villani (2001) for further properties, explanation and justi…cation. Using the notation E (p t ) p to denote the mean cointegrating space, we have the following proposition.
Proposition 2 Since p t follows an OP G(F t ) distribution with F t = t 1 2 2 t 1 0 t 1 , it follows that E (p t ) = sp t 1 .
Proof: See Appendix B. This proposition formalizes our previous informal statements about our state equation (9). That is, it implies the expected cointegrating space at time t is the cointegrating space at t 1: That is, we have E t 1 (p t ) = p t 1 where the expected value is de…ned using Villani (2006)'s location measure. Propositions 1 and 2 prove that there are two senses in which (9) satis…es the …rst of our desirable principles, that the cointegrating space at time t should have a distribution which is centered over the cointegrating space at time t 1. It is straightforward to show that, if we had used alternative state equations such as (5) to model the evolution of the cointegrating space, neither proposition would hold.
The role of the matrix 2 2 t 1 is to control the concentration of the distribution of sp( t ) around the location sp( t 1 ). In line with the literature on directional statistics (e.g. Mardia and Jupp, 2000, p. 169), we say that one distribution has a higher concentration than another if the value of the density function at its mode is higher. As the next proposition shows, the value of the density function at the mode is controlled solely by the eigenvalues of 2 2 t 1 :
Proposition 3 Assume p t follows an OP G(F t ) distribution with F t = t 1 2 2 t 1 0 t 1 . Then:
1. The value of the density function of p t at the mode depends only on the eigenvalues of K t = 2 2 t 1 .
2. The value of the density function of p t at the mode tends to in…nity if any of the eigenvalues of K t tends to in…nity.
Proof: See Appendix B. The eigenvalues of K t are called concentration parameters because they alone determine the value of the density at the mode but do not a¤ect where the mode is. If all of them are zero, which can only happen when = 0, the distribution of sp( t ) conditional on sp( t 1 ) is Uniform over the Grassmann manifold. This is the purely noninformative case. In contrast, if any of the concentration parameters tends to in…nity, then the density value at the mode also goes to in…nity (in the same way as the multivariate Normal density modal value goes to in…nity when any of the variances goes to zero).
Thus, K t plays the role of a time-varying concentration parameter. In the case r = 1 the prior distribution for K 2 ; :::; K T is the multivariate Gamma distribution analyzed by Krishnaiah and Rao (1961) . The following proposition summarizes the properties of the prior of (K 2 ; :::; K T ) in the more general case r 1.
Proposition 4 Suppose f t : t = 1; :::; T g follows the process described by (9), with j j < 1. Then:
1. The marginal distribution of K t is a Wishart distribution of dimension r with n degrees of freedom and scale matrix I r 2 1 2 .
4. The correlation between the (i; j) element of K t and the (k; l) element of K t h is 0 unless i = k and j = l.
5. The correlation between the (i; j) element of K t and the (i; j) element of K t h is 2h .
Proof See Appendix B In TVP-VAR models researchers typically use a constant variance for the error in the state equation. This means that, a priori, the expected change in the parameters is the same in every time period. This allows for the kind of constant, gradual evolution of parameters which often occurs in practice. Proposition 4 implies that such a property holds for our model as well. In addition, it shows that when approaches one, the expected value of the concentration parameters will approach in…nity.
A further understanding of the prior can be obtained through simulation methods. For the sake of brevity, we only present prior simulation results relating to the change in the cointegrating space over time. To facilitate interpretation, we present results for the n = 2; r = 1 case in terms of the angle de…ning the cointegrating space. For the case where T = 250 and = 0:999, Figure 1 plots the median and 16th and 84th percentiles of the prior of the change in this angle between time periods. It can be seen that this prior density is constant over time (as is implied by Proposition 4) and, hence, our prior implies constant expected change in the cointegrating space. Furthermore, = 0:999 allows for fairly substantive changes in the cointegrating space over time. That is, it implies that changes in the cointegrating space of one or two degrees each time period are common. For monthly or quarterly data, this would allow for the angle de…ning the cointegrating space to greatly change within a year or two. Figure 2 , which plots the entire prior density for the change in this angle for = 0:99, = 0:999 and = 0:9999, reinforces this point. Even if we restrict consideration of to values quite near one we are able to allow for large variations in the cointegrating space over time. In fact, = 0:99 allows for implausibly huge changes in the cointegrating space, while = 0:9999 still allows for an appreciable degree of movement in the cointegrating space. Given that our desire is to …nd a state equation which allows for constant gradual evolution in the cointegrating space we accordingly focus on values of which are near to one. 
An Informative Marginal Prior
The hierarchical prior in (9) is conditionally informative in that it says "this period's cointegrating space is centered over last period's", but marginally is noninformative (i.e. as shown previously, the marginal prior distribution for p t is Uniform on the Grassmann manifold). However, economic theory often provides us with prior information about the likely location of the cointegrating space. Suppose H is a semi-orthogonal matrix which summarizes such prior information (see Strachan and Inder (2004) or Koop, Strachan, van Dijk and Villani (2006) for examples of how such an H can be constructed and used in standard cointegration models). In this sub-section, we describe how such prior information can be incorporated in our approach. In particular, we want a prior which combines our previous prior which said "p t is centered over p t 1 "with the prior information in H and is marginally informative (i.e. p t has a marginal distribution which is centered over H). We refer to this as an informative marginal prior.
It turns out that such an informative marginal prior can easily be devel-oped as a small extension of (9). If we de…ne
, where 0 1 and use a state equation (now written in terms of the n r matrices t ).
, then we have a prior with attractive properties as formalized in the following proposition.
Proposition 5 If t follows the process de…ned by (12), with j j < 1, then:
, where V is de…ned by it variances and covariances (for t = 1; ::; T ):
I r P h for h = 2; ::; t 1.
2. E (p t jp t 1 ) = sp(P t 1 ).
3. Let be a semi-orthogonal matrix such that sp( ) = E (p t jp t 1 ). The following two inequalities hold:
The mode of the marginal distribution of sp( t ) is sp(H).
Proof: See Appendix B. The fourth property establishes that our prior is an informative marginal prior in the sense de…ned above. To help further interpret this proposition, note that we can write t 1 as the sum of two components:
The …rst component is the projection of t 1 on H, and the second is the projection of t 1 on H ? . Note that P t 1 = H(H 0 t 1 )+ H ? (H 0 ? t 1 ). Thus, (P t 1 ) results from adding the two components of t 1 while giving less weight to the projection of t 1 on H ? . As approaches 1, E(p t jp t 1 ) will approach p t 1 (and the state equation used previously in (9) is obtained), and approaching 0 implies that E(p t jp t 1 ) is approaching sp(H). In addition, the distance between sp(H) and sp( t 1 ) is greater than both d( ; H) and d( ; t 1 ) and, in this sense, E (p t jp t 1 ) will be pulled away from p t 1 in the direction of sp(H).
In words, the conditional prior of sp ( t ) given sp t 1 introduced in this sub-section is a weighted average of last period's cointegrating space (sp t 1 ) and the subjective prior belief about the cointegrating space (sp (H)) and the weights are controlled by .
Summary
Early on in this section, we set out three desirable qualities that state equations for the time varying cointegrating space model should have. We have now established that our proposed state equations do have these properties. Propositions 1 and 2 establish that (9) implies that the cointegrating space at time t has a distribution which is centered over the cointegrating space at time t 1. Propositions 3 and 4 together with the prior simulation results establish that (9) allows for the change in location of p t from p t 1 to be small, thus allowing for a gradual evolution of the space comparable to the gradual evolution of parameters which occurs with TVP-VAR models. We have proved that (9) implies that the marginal prior distribution of the cointegrating space is noninformative, but showed how, using the informative marginal prior in (12) the researcher can incorporate subjective prior beliefs about the cointegrating space if desired.
Bayesian Inference in the Time Varying Cointegration Model
In this section we outline our MCMC algorithm for the time varying cointegrating space model based on (9). The extension for the informative marginal prior is a trivial one (simply plug the P into the state equation as in (12)). Note that the informative marginal prior depends on the hyperparameter . The researcher can, if desired, treat as an unknown parameter. The extra block to the Gibbs sampler required by this extension is given in Koop, León-González and Strachan (2008b) .
We have speci…ed a state space model for the time varying VECM. Our parameters break into three main blocks: the error covariance matrices ( t for all t), the VECM coe¢ cients apart from the cointegrating space (i.e. ( t ; 1;t ; : : : ; l;t ; t ) for all t) and the parameters characterizing the cointegrating space (i.e. t for all t). The algorithm draws all parameters in each block jointly from the conditional posterior density given the other blocks. Standard algorithms exist for providing MCMC draws from all of the blocks and, hence, we will only brie ‡y describe them here. We adopt the speci…ca-tion of Primiceri (2005) for t and use his algorithm for producing MCMC draws from the posterior of t conditional on the other parameters. For ( t ; 1;t ; : : : ; l;t ; t ) standard algorithms for linear Normal state space models exist which can be used to produce MCMC draws from its conditional posterior. We use the algorithm of Durbin and Koopman (2002) . For the third of block of parameters relating to the cointegrating space, we use the parameter augmented Gibbs sampler (see van Dyk and Meng, 2001 ) developed in Koop, León-González and Strachan (2008a) and the reader is referred to that paper for further details. The structure of this algorithm can be explained by noting that we can replace t 0 t in (4) by t 0 t where t = t 1 t and t = t t where t is a r r symmetric positive de…nite matrix. Note that t is not identi…ed in the likelihood function but the prior we use for t implies that t has a proper prior distribution 3 and, thus, is identi…ed under the posterior. Even though t is semi-orthogonal, Koop, León-González and Strachan (2008a) show that the posterior for t has a Normal distribution (conditional on the other parameters). Thus, t can be drawn using any of the standard algorithms for linear Normal state space models, and we use the algorithm of Durbin and Koopman (2002) . Then, if desired, the draws of t can be transformed in draws of t or any feature of the cointegrating space. In the traditional VECM, Koop, León-González and Strachan (2008a) provide evidence that this algorithm is very e¢ cient relative to other methods (e.g. Metropolis-Hastings algorithms) and signi…cantly simpli…es the implementation of Bayesian cointegration analysis.
Finally, if (9) is treated as a prior then the researcher can simply select a value for . However, if it is a hierarchical prior and is treated as an unknown parameter, it is simple to add one block to the MCMC algorithm and draw it. In our empirical work, we use a Griddy-Gibbs sampler for this parameter.
Further details on the prior distribution and posterior computations are provided in Appendix A.
3 Application: A Permanent-Transitory Decomposition for In ‡ation
In this section, we illustrate our methods using US data from 1953Q1 through 2006Q2 on the unemployment rate (seasonally adjusted civilian unemployment rate, all workers over age 16), u t ; interest rate (yield on three month Treasury bill rate), r t ; and in ‡ation rate (the annual percentage change in a chain-weighted GDP price index), t . 4 These variables are commonly-used to investigate issues relating to monetary policy (e.g. Primiceri, 2005) and we contribute to this discussion but focus on issues relating to cointegration.
5 In particular, with cointegration it is common to estimate permanent-transitory variance decompositions which shed insight on the relative roles of permanent and transitory shocks in driving each of the variables. Such issues cannot be investigated with the TVP-VAR methods which are commonly-used with these variables. However, the appropriate policy response to a movement in in ‡ation depends upon whether it is permanent or transitory. Thus, our time-varying cointegration methods are potentially useful for policymakers.
An important concern in the day to day practice of monetary policy is whether shocks to in ‡ation are transitory or permanent. This can be an important consideration in forecasting and in determining the appropriate policy response. For example, the ratio of transitory volatility to total volatility can be used to weight the recent history of in ‡ation for forecasting (see Lansing, 2006a) . Further, policymakers often focus attention upon movements in core measures of in ‡ation as an approximation to permanent changes to in‡ation 6 (see Mishkin, 2007) . Recent evidence has suggested that the role of permanent shocks in driving US in ‡ation has been decreasing (see Lansing, 2006b ). In the application in this section, we shed light on this issue using our time-varying cointegration model. In particular, we show that there has been an increase in the transitory proportion of in ‡ation, particularly after 1980. Furthermore, the uncertainty associated with this transitory component has increased also. We use the time varying VECM in (4) with one lag of di¤erences (l = 1) and a single cointegrating relationship (r = 1). Using the time-invariant version VECM, the BIC selects l = 1 and r = 1, which provides support for these choices. We use the state equation for t in (9). Further modelling details and prior choices are given in Appendix A.
We begin by considering measures of the location of the cointegrating space. These are based upon the distance measure d (:; :) in (11), except rather than measure the distance from the last observed space, we measure the distance from a …xed space so as to give an idea of movement in the estimated cointegrating space. That is, we compute d 1;t = d ( t ; H 1 ) where sp (H 1 ) is a known space with a …xed location. De…ning it in this way, d 1;t is bounded between zero and one and is a measure of the distance between p t = sp ( t ) and p 1 = sp (H 1 ) at time t: A change in the value of d 1;t implies movement in the location of p t .
A limitation of measuring movements in this way is that, while the space p t may move signi…cantly, it can stay the same distance from p 1 such that d 1;t does not change. Thus, if we observe no change in d 1;t ; this does not imply that p t did not move. This is an unlikely (measure zero) event, but certainly small changes in d 1;t do not necessarily indicate the location of p t has not changed very much. A simple solution to this issue is to simultaneously measure the distance from another space p 2 = sp (H 2 ) 6 = p 1 . That is, we compute both d 1;t = d ( t ; H 1 ) and d 2;t = d ( t ; H 2 ). The rationale here is that if p t moves in such a way that d 1;t does not change, then d 2;t must change provided p 1 6 = p 2 . The rules for interpretation then are quite simple. If neither d 1;t nor d 2;t have changed, then p t has not moved. If either d 1;t or d 2;t or both have changed, then p t has moved. The choices of p 1 and p 2 are arbitrary. The only necessary condition is that they are not the same. However, movements are likely to be more evident if p 1 and p 2 are orthogonal to each other. We choose to set p 1 to be the space that implies the real interest rate is stationary and p 2 to be the space that implies the unemployment rate its trend. The former implies an acceleration in the growth of prices.
is stationary. That is, for the ordering y t = ( t ; u t ; r t ) then It is evident that there has been some movement in the cointegrating space. In particular, p t is moving towards p 1 over the full sample, while p t has moved away from p 2 by 1970 and stayed far from it for the remainder of the period shown. This suggests the evidence in support of stationary real interest rates has gradually strengthened over time, while the evidence that unemployment is stationary has weakened. Next, we compute the permanent-transitory variance decomposition for in ‡ation using the approach of Centoni and Cubadda (2003) . This variance decomposition is a function of the parameters in the VECM. As, in our approach, these parameters vary over time, the computed transitory proportion of in ‡ation will vary over time. Figure 4 presents a plot of the posterior median and the 25 th and 75 th percentiles of the time varying proportion of the variance of in ‡ation that is transitory. This …gure shows that the transitory component of in ‡ation has historically been low -the median, for example, has always remained below 7%. Permanent shocks, thus, are predominant. But there does appear to have been a slight increase in the size of the transitory component around the middle of the 1980s (as the entire posterior distribution has shifted upwards). Another important observation is the increase in the uncertainty associated with the size of the transitory component. That is, the increase in the interquartile range of the posterior shows how it is becoming more dispersed. At all points in time, the 25 th percentile is very close to zero (the value which implies that it is only permanent shocks which are driving in ‡ation). However the 75 th percentile increases noticeably after 1980 as the distribution becomes more dispersed. This rise in the size of the transitory component corresponds roughly with the often-reported fall in total volatility of in ‡ation (e.g., Primiceri, 2005) .
Conclusion
TVP-VARs have become very popular in empirical macroeconomics. In this paper, we have extended such models to allow for cointegration. However, we have demonstrated that such an extension cannot simply involve adding an extra set of random walk or AR(1) state equations for identi…ed cointegrating vectors. Instead, we have developed a model where the cointegrating space itself evolves over time in a manner which is analogous to the random walk variation used with TVP-VARs. That is, we have developed a state space model which implies that the expected value of the cointegrating space at time t equals the cointegrating space at time t 1. Using methods from the directional statistics literature, we prove this property and other desirable properties of our time varying cointegrating space model.
Posterior simulation can be carried out in the time varying cointegrating space model by combining standard state space algorithms with an algorithm adapted from our previous work with standard (time invariant) VECMs. We also carry out an empirical investigation on a small system of variables commonly used in studies of in ‡ation and monetary policy. Our focus is upon how the proportion of in ‡ation variability that is transitory has evolved. We …nd that, although permanent shocks are predominant, there has been a slight increase in the transitory component of in ‡ation after 1980 and an increase in the uncertainty associated with the estimate of this component. Kim, S., Shephard, N. and Chib, S., 1998, Stochastic volatility: likelihood 
Vectorizing this equation gives us the form
As we have assumed " t is Normally distributed, the above expression gives us the linear Normal form for the measurement equation for a t (conditional on t ). This measurement equation along with the state equation (13), specify a standard state space model and the method of Durbin and Koopman (2002) can be used to draw a t .
Drawing the Parameters which Determine the Cointegration Space As in Koop, León-González, and Strachan (2008b) , we use the transformations t = t ( t ) 1 and t = t t where t is a r r symmetric positive de…nite matrix. To show how t can be drawn, we rewrite (4) Durbin and Koopman (2002) can be used to draw b t (conditional on the other parameters in the model).
Treatment of Multivariate Stochastic Volatility
In the body of the paper, we did not fully explain our treatment of the measurement error covariance matrix, since it is unimportant for the main theoretical derivations in the paper. Here we provide details on how this is modelled.
We follow Primiceri (2005) and use a triangular reduction of the measurement error covariance, t , such that:
where t is a diagonal matrix with diagonal elements j;t for j = 1; ::; p and t is the lower triangular matrix: To model evolution in t and t we must specify additional state equations. For t a stochastic volatility framework can be used. In particular, if t = ( 1;t ; ::; p;t ) 0 , h i;t = ln ( i;t ), h t = (h 1;t ; ::; h p;t ) 0 then Primiceri uses:
where u t is N (0; W ) and is independent over t and of " t , t and t . To describe the manner in which t evolves, we …rst stack the unrestricted elements by rows into a p(p 1) 2 vector as t = 21;t ; 31;t ; 32;t ; ::; p(p 1);t 0 .
These are allowed to evolve according to the state equation:
where t is N (0; C) and is independent over t and of u t , " t , t and t . We assume the same block diagonal structure for C as in Primiceri (2005) . Prior Distributions Our model involves four sets of state equations: two associated with the measurement error covariance matrix ( (16) and (17)), one for the cointegrating space given in (9) and one for the other conditional mean coe¢ cients (13). The prior for the initial condition for the cointegrating space is already given in (9), and implies a uniform for p 1 . We now describe the prior for initial conditions (h 0 , 0 and a 0 ) and the variances of the errors in the other three state equations (W , C and Q). We also require a prior for which, inspired by the prior simulation results, we set to being Uniform over a range close to one: 2 [0:999; 1).
With TVP-VARs it is common to use training sample priors as in, e.g., Cogley and Sargent, 2005, and Primiceri (2005) . In this paper we adapt this strategy to the TVP-VECM. Note that for t our prior is identical to Primiceri (2005) . Our training sample prior estimates a time-invariant VAR using the …rst ten years of data to choose many of the key prior hyperparameters. To be precise, we calculate OLS estimates of the VAR coe¢ cients, b A including b , and the error covariance matrix, b and decompose the latter as in (15) to produce b 0 and b h 0 (where these are both vectors stacking the free elements as we did with t and h t ). We also obtain OLS estimates of the covariance matrices of b A and b 0 which we label b V A and b V . Using the singular value decomposition b = U SV 0 , we reorder the elements of U; S; and V such that the diagonal elements of S are in descending order. We then set the elements of b a 0 corresponding to b to be the …rst r columns of U S. Next, de…ne V r to be the …rst r columns of V: We pre-multiply the rows of b V A corresponding to b by (V 0 r I) and post-multiply the corresponding columns of b V A by (V r I) : Using these, we construct the priors for the initial conditions in each of our state equations as:
Next we describe the priors for the error variances in the state equations. We follow the common practice of using Wishart priors for the error precision matrices in the state equations:
For (18) we set Q = 40 and Q = 0:0001
with W = 4 and W = 0:0001I n . We adopt the block-diagonal structure for C given in Primiceri (2005) . Call the two blocks C 1 and C 2 . We use a Wishart prior for C 1 j :
with C1 = 2; C2 = 3 and C j = 0:01 b V j for j = 1; 2 and b V j is the block corresponding to C j taken from b V . See Primiceri (2005) for further discussion and motivation for these choices.
These values are either identical or (where not directly comparable due to our having a VECM) similar in spirit to those used in Primiceri (2005) and Cogley and Sargent (2005) .
Remaining Details of Posterior Simulation
The blocks in our algorithm for producing draws of b t , a t have already been provided. Here we discuss the other blocks of our MCMC algorithm. In particular, we describe how to draw from the full posterior conditionals for the remaining two sets of state equations, the covariance matrices of the errors in the state equations and . Since most of these involve standard algorithms, we do not provide much detail. As in Primiceri (2005) , draws of t can be obtained using the algorithm of Durbin and Koopman (2002) and draws of h t using the algorithm of Kim, Shephard and Chib (1998) .
The conditional posteriors for the state equation error variances begin with:
Next we have:
where W = T + W and
The posterior for C 1 j (conditional on the states) is then Wishart:
where Cj = T + Cj and
t are the elements of a t corresponding to C j . The posterior for is non-standard due to the nonlinear way in which it enters the distribution for the initial condition for b 1 in (9). We therefore draw this scalar using a Griddy-Gibbs algorithm based on our Uniform prior.
In our empirical work, we run our sampler for 8000 burn-in replications and then include the next 16000 replications.
Appendix B: Proofs
Proof of Proposition 1: We will show that the density of p t conditional on ( t ; t 1 ; t 1 ) is maximized at p t = sp( t 1 ) for any value of ( t ; t 1 ). This proves that the density of p t conditional on ( t 1 ; t 1 ) is also maximized at p t = sp( t 1 ). Clearly, the mode is also the same if we do not condition on t 1 .
The state equation in (9) implies that the conditional density of t given t 1 is matric Normal with mean t 1 and covariance matrix I nr : Thus, using Lemma 1.5.2 in Chikuse (2003) , it can be shown that the implied distribution for t j( t ; t 1 ; t 1 ) is the matrix Langevin (or von Mises-Fisher) distribution denoted by L n; r;F (Chikuse, 2003, p. 31) , wherẽ
The form of the density function for L n; r;F is given by
Recall that P t = t 0 t . The density function f Pt (P t ) of P t , conditional onF , can be derived from the density function f t ( t ) of t using Theorem 2.4.8 in Chikuse (2003, p. 46) :
where A L is a constant not depending on
0F )) and O r is the orthogonal group of r r orthogonal matrices (Chikuse (2003) , p. 8). Note that we have used the integral representation of the 0 F 1 hypergeometric function (Muirhead, 1982, p. 262) . Khatri and Mardia (1976, p. 96) 
, where G t = diag(g 1 ; :::; g r ) is an r r diagonal matrix containing the singular values ofF 0 P tF . We …rst show that 0 F 1 ( 1 2 r; 1 4 G t ) is an increasing function of each of the singular values g i , for each i = 1; :::; r. We then show that each of these singular values is maximized when 0 t 1 P t t 1 = I r . Note that 0 t 1 P t t 1 = I r implies that the distance between sp( t ) and sp( t 1 ), as de…ned in Larsson and Villani (2001) , is zero and thus p t = sp( t 1 ).
We …rst show that the following standard expression for 0 F 1 ( Muirhead, 1982, p. 262) :
with Q = fq ij g, is equivalent to:
whereÕ(r) is a subset of O(r) consisting of matrices Q 2 O(r) whose diagonal elements are positive. This equivalence can be noted by writing:
The second integral in the sum can be rewritten by making a change of variables from Q to Z, where Z results from multiplying the …rst row of Q by ( 1). Note that Z results from pre-multiplying Q by an orthogonal matrix and thus Z still belongs to O(r) and the Jacobian is one (Muirhead, 1982, Theorem 2.1.4). Thus, the second integral in the sum can be written as: Let us now see that each of the singular values ofF 0 P tF is maximized when 0 t 1 P t t 1 = I r . WriteF = t 1 C, where C = t 1 t is a r r matrix. Let t? be the orthogonal complement of t (i.e. ( t ; t? ) is an (n n) orthogonal matrix) and P t? = t? 0 t? . Note that P t +P t? = I n (because P t + P t? = ( t ; t? )( t ; t? ) 0 = I r ). Thus, C 0 0
Let (a 1 ; ::; a r ) be the singular values of A = C 0 0 t 1 P t t 1 C, with (a 1 a 2 ::: a r 0). Similarly, let (b 1 ; ::; b r ) be the singular values of B = C 0 0 t 1 P t? t 1 C (ordered also from high to low). Similarly, let (c 1 ; ::; c r ) be the singular values of (C 0 C). Because A; B; (C 0 C) are positive semide…nite and symmetric, eigenvalues and singular values coincide. Thus, Proposition 10.1.1 in Rao and Rao (1998, p. 322) applies, which implies that: a 1 + b r c 1 ; a 2 + b r c 2 ; a 3 + b r c 3 ,...,a r + b r c r . Since b r 0 this implies a 1 c 1 ; a 2 c 2 ; a 3 c 3 ,...,a r c r . Note that if 0 t 1 P t t 1 = I r then A = C 0 C and so a 1 = c 1 ; a 2 = c 2 ; a 3 = c 3 ,...,a r = c r . Thus, each of the singular values ofF 0 P tF is maximized when 0 t 1 P t t 1 = I r .
Proof of Proposition 2:
We will proof that E(p t j( t ; t 1 ; t 1 )) = sp( t 1 ). Note that this proves that E(p t j( t 1 ; t 1 )) = sp( t 1 ), because if = t 1 minimizes E(d 2 ( t ; )j( t ; t 1 ; t 1 )) for every t , it will also minimize E(d 2 ( t ; )j( t 1 ; t 1 )). Similarly, it also proves that E(p t j t 1 ) = sp( t 1 ).
Recall that t j( t ; t 1 ; t 1 ) follows a Langevin distribution L n; r;F , withF = t 1 t = t 1 t 1 t . Let G = t t 1 and write G using its singular value decomposition as G = OM P 0 , where O and P are r r orthogonal matrices, and M is an r r diagonal matrix. Hence,F =
, where = t 1 P . Since P is a r r orthogonal matrix, sp( t 1 ) = sp( ). We will prove that E(p t ) = sp( ). In order to prove this, we will prove that E( t 0 t ) = U DU 0 , with U = ( ; ? ), where ? is the orthogonal complement of , and D = fd ij g is a diagonal matrix with d 11 d 22 ::: d nn . De…ne the n r matrix
0 is the same as the distribution of the matrix that Khatri and Mardia (1977) denote as Y at the bottom of page 97 of their paper. They show, in page 98, that E(z ij z kl ) = 0 for all i; j; k; l except when (a) i = k = j = l, i = 1; 2; :::; r; (b) i = k, j = l (i 6 = j); (c) i = j, k = l (i 6 = k); (d) i = l, j = k (i 6 = j), i; j = 1; 2; :::; r. Note that the (i; k) element of ZZ 0 is P r h=1 z ih z kh . Thus, E(ZZ 0 ) is a diagonal matrix and we can write E( 0 ) = U DU 0 , where D = E(ZZ 0 ). To …nish the proof we need to show that each of the …rst r values in the diagonal of D = E(ZZ 0 ) is at least as large as any of the other n r values. The Jacobian from t to Z is one (Muirhead, 1982, Theorem 2.1.4) , and hence the density function of Z is:
(m lzll )) whereZ = fz ij g consists of the …rst r rows of Z, M = diag(m 1 ; :::; m r ) and A L is a normalizing constant. If we letẐ = fẑ ij g be the other n r rows, what needs to be proved can be written as: E( P r l=1 (z jl )
2 ) E( P r l=1 (ẑ pl ) 2 ) for any j; p such that 1 j r, 1 p n r.
Note that ( P r l=1 (z jl ) 2 ) is the euclidean norm of the j th row of Z and similarly P r l=1 (ẑ pl ) 2 is the norm of the (r + p) th row of Z. Let S 1 be de…ned as the set of n r semi-orthogonal matrices whose j th row has bigger norm than the (r + p) th row. Let S 2 be the set of semi-orthogonal matrices where the opposite happens. Thus, E( P r l=1 (z jl ) 2 ) can be written as the following sum of integrals:
where [dZ] is the normalized invariant measure on the Stiefel manifold (e.g. Chikuse, 2003, p. 18) . Now note that:
This equality can be obtained by making a change of variables from Z to Q where Q results from swapping the j th and (r + p) th rows of Z. Note that Q is also semi-orthogonal, and that because the transformation involves simply swapping the position of variables, the Jacobian is one. Thus, E( P r l=1 (z jl ) 2 ) can be written as:
Similarly, E( P r l=1 (ẑ pl ) 2 ) can be written as:
Thus, E(
Following Chikuse (2003, p. 17) , we can make a change of variables Z = W N , where W is a n r semi-orthogonal matrix that represents an element in the Grassmann manifold, and N is an r r orthogonal matrix. That is, W is seen as an element of the Grassmann manifold of planes (G r;n r ) and N is an element of the orthogonal group of r r orthogonal matrices (O(r) Chikuse (2003, p. 15) . Let the …rst r rows of W be denoted asW = fw ij g and the other rows asŴ = fŵ ij g. Note that the norm of a row of Z is equal to the norm of the corresponding row of W , because N is orthogonal (e.g. 
2 ) can be written as:
(21) where we have used the integral representation of the hypergeometric function (e.g. Muirhead, 1982, p. 262) . As noted by Khatri and Mardia (1979, p. 96) , 0 F 1 ( B) in S 1 , and thus the integral in (21) is not negative, so that E(
Note that all elements in C are zero except for those that are either in the j th row or in the j th column. Thus, C has rank equal to one. Hence, all its singular values are zero, except for one. Because C is symmetric, the sum of its singular values is equal to the trace. Because C has only one non-zero diagonal element, we get that the only non-zero singular value of C is equal to the (j; j) element of C. Note that this element is equal to c 1 = m 2 jj (
2 ) which is positive in S 1 . Let the singular values of C, ordered from high to low, be (c 1 ; :::; c r ), with (c i = 0 for 2 i r). Note that A and B are positive de…nite and symmetric, and thus their singular values are equal to their eigenvalues. Note also that C is positive semide…nite in S 1 . Thus, we can write B +C = A and apply Proposition 10.1.1 in Rao and Rao (1998, p. 322 (21) is not negative.
Proof of Proposition 3:
The density function of P t = t 0 t given by expression (10) 
where is a partition of k into as many terms as the dimension of F t P t . That is, = (k 1 ; :::; k n ), k = k 1 + ::: + k n , k 1 ::: k n 0. P denotes summation over all possible partitions of k. C is a zonal polynomial and (n=2) ; (r=2) are generalized hypergeometric coe¢ cients whose de…nition can be found in Muirhead (1982, p. 258, expression 2) . The zonal polynomial C (F t P t ) depends on F t P t only through its nonzero eigenvalues (James, 1964, pp. 478-479) . Zonal polynomials are usually expressed in terms of symmetric matrices, so that C (F t P t ) can be written as C (S), where S is a n n symmetric matrix with the same eigenvalues as F t P t . Note that for any two matrices A : r n, B : n r, (AB) and (BA) have the same nonzero eigenvalues with the same multiplicities (e.g. Godsil and Royle, 2001, Lemma 8.2.4). Thus, C (F t P t ) = C ( t 1 0 t 1 P t t 1 t 1 ) for = (k 1 ; :::; k n ). Note that because the matrix ( t 1 0 t 1 P t t 1 t 1 ) has dimension r and full rank, C ( t 1 0 t 1 P t t 1 t 1 ) = 0 if k r+1 6 = 0 (James (1964), p. 478). This shows:
Thus, the density function of P t = t 0 t evaluated at the mode P t = t 1 0 t 1 is:
Since F t = t 1 2 2 t 1 0 t 1 , from the properties of the trace function, tr(F t ) = tr( 2 2 t 1 0
, which depends only on the eigenvalues of K t . In addition, as argued before, a hypergeometric function of matrix argument K t depends on K t only via its eigenvalues. Thus, the value of the density at the mode depends on K t only through its eigenvalues.
Let D = diag(d 1 ; :::; d r ) be a diagonal matrix containing the eigenvalues of K t , so the value of the mode can be written as: exp ( 1 2 tr(D)) 1 F 1 (n=2; r=2; 1=2D).
Following the result in Chikuse (2003, p. 317) , when d i is large, 1 F 1 (n=2; r=2; 1=2D) can be written as:
where (:) is the Gamma function and D i is a (r 1) (r 1) diagonal matrix containing the diagonal elements of D except for d i . Thus, the limit of the mode when d i tends to in…nity is the same as the limit of the following expression:
This expression tends to in…nity as d i tends to in…nity.
Proof of Proposition 4:
Noting that K t = ( t 1 ) 0 ( t 1 ) and that
2 1 2 I r I n ), the …rst property follows from the de…nition of Wishart distribution (e.g. Muirhead, 1982, p. 82) . The second follows from the properties of the Wishart distribution (e.g. Muirhead, 1982, p. 90) . To prove the third property, let us …rst write (9) in matrix form as:
Thus, cov(k tij ; k (t h)kl ) can be obtained by multiplying both sides of (23) times k (t h)kl , subtracting E(k tij )E(k (t h)kl ) and taking expectations:
From the properties of the Wishart distribution, all expectations in the right side of equation (24) are known. In particular, since K t follows a Wishart with diagonal parameter matrix, it follows that E(k tij ) = 0 for i 6 = j. Thus, for i 6 = j we have:
From the properties of the Wishart distribution with diagonal parameter matrix, (25) is zero unless i = k and j = l. When i = k and j = l, cov(k (t h)ij ; k (t h)kl ) = var(k (t h)ij ), so that the correlation (i.e. covariance over square root of product of variances) between k tij and k (t h)ij is 2h , for i 6 = j. When i = j = k = l, (24) can be written as:
Noting that E(k (t h)ii ) = n 2 =(1 2 ) and P h c=1 2c = 2 (1 2h )=(1 2 ), we get that:
Thus, (26) implies cov(k tii ; k (t h)ii ) = 2h var(k 2 (t h)ii ), and hence the correlation between k tii and k (t h)ii is 2h . Finally, in the case (i = j; k = l; i 6 = k), using (27) and noting that E(k (t h)ii ) = E(k (t h)kk ), it can be shown that (24) is equal to zero.
Proof of Proposition 5:
First note that P P = P 2 and so (P ) n = P n . Using the properties of the vec operator, (12) can be written as b t = (I r P )b t 1 + vec( t ), and using this equation recursively we get:
which implies E(b t ) = 0 and:
var(b t ) = 2(t 1) (I r P t 1 )var(b 1 )(I r P t 1 )+I nr + t 2
where we have used that P is a symmetric matrix and that t have zero serial correlation. Note that I nr = I r I n = I r (HH 0 + H ? H where we have used that = (1 2 )=(1 ( ) 2 ). To calculate the covariance, use (12) recursively to obtain b t = h (I r P h )b t h + vec( t ) + P h 1 i=1 ( i (I r P i ))vec( t i ). Thus,
The second property follows from Proposition 2. If either = 0 or = 1, it is clear that the third property holds. For example, = 0 implies sp( ) = sp(H) and so d( ; H) = 0 < d( t 1 ; H) and d( ; t 1 ) = d( t 1 ; H). In order to prove the third property when 0 < < 1, let = P t 1 ( 0 t 1 P 2 t 1 ) 1=2 , which is semi-orthogonal. To simplify notation, from now on in this proof let t 1 (i.e. we are dropping the t-1). To prove the fourth property, note that because the marginal distribution of t is a matric normal distribution with zero mean and covariance matrix 1=(1 2 )I r P , it follows that the marginal distribution of t on the Stiefel manifold is the matrix angular Gaussian distribution (Chikuse, 2003, p.40) with parameter matrix P . The density function of sp( t ) can be written in terms of t (Chikuse (2003) , p. 15), if understood to be written with respect to the appropriate measure in the Grassmann manifold (which can be found in Chikuse, 2003, p. 15, expression 1.4.3) . This density can be obtained using Theorem 2.4.8 in Chikuse (2003, p. 46) and is proportional to: (29), we get 0 t P ( ) 1 t = UŜU 0 , whereŜ = I r (1 ( ) 1 )S = I r + (( ) 1 1)S. Thus, the density function is proportional to jŜj n=2 . Since ( ) 1 > 1, the density is maximized when S = 0, which happens when sp( t ) = sp(H). 
