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Una de las principales metas de la Econoinetría
y del análisis de las series temporales consiste en
la previsión. ¡
¡I
Hasta principios de la década de lossetenta la
mayor parte de las previsiones que se llevaban a ca-
bo estaban basadas en modelos econométricos con mayor
o menor grado de desegregación. Sin embargo a partir
de los setenta comienza a observarse un cierto d e s —
contento por parte de los economistas al no conseguir
se resultados adecuados pese a emplear las técnicas .
econométricas más sofisticadas.
Por otra parte, y a partir del trabajo de G.E.P.
Box y G»M. Jenkins "Some Recent Advances in ffox-ecasting
and Control" aparecido en el J.R.S,S.,c, pags.91-109,
comienza a despertarse el interés de los economistas
por un nuevo procedimiento de previsión. Este traba— ,
jo inicial fue seguido en 1970 por la obra, de los
mismos autores, "Time Series Analysis 3?orecasting and
Control" en la que se desarrollan las ideas apunta-
das en el trabajo anterior.
Para abordar los problemas de previsión,, que
plantea este nuevo enfoque necesitamos conocer un mo
délo o representación estocástica que se adecué a la
serie temporal objeto de nuestro estudio. El modelo
que se selecciona es el Mixto (Áutorregresivo y de .
Media Móvil) ASMACk-jjkg), de. los que son casos partí.
culares los Autorregresivos, AR(k-,) y Hedias Móviles
M¥(k2). • ' . " . •
Independientemente del interés en estos modelos
desde un punto de vista predictivo y de control, tam-
bién pueden relacionarse con las investigaciones de
los económetras por el problema' de la estimación en
modelos con retardos distribuidos, en los que a par-
tir de: • .
obtenemos, yt=/3 x(t)+ A y(t-l)+ut~ X u^.^
siendo este el caso especial de ARKA(l,l), pudiéndose
demostrar que -este modelo puede derivarse de la hipó-
tesis de expectativas adaptables. _. •
Una vez estudiada una serie temporal y transforma
da adecuadamente para reducirla a estacionariedad los
principales problemas que se plantean en este tipo de
análisis son la identificación de los parámetros auto-
rregresivos,M los correspondientes a la Media .Móvil, es
decir averiguar que tipo de Representación básica es ca
paz de generar las observaciones correspondientes a
nuestra variable, En segundo lugar hay que proceder a
la estimación de los parámetros que definen la Repre-
sentación.
Si hacemos referencia a un tercer problema asocia
do al diagnóstico del modelo identificado^1: entonces el
proceso se hace iterativo puesto que a partir de esta •
última fase pueden sugerirse mejoras en las dos ante-
riores. -
En todo caso el problema o fase que consideramos
clave es el de la identificación. Identificación que
no tiene el significado iíconornétrico habitual, con-
sistente en la estimación adecuada de los coeficien-
tes del modelo estructural, sino en la selección de
la Representación adecuada.
. 1
El procedimiento habitual de identificación con
siste en el análisis comparado de las funciones de
autocorrelacion y autocorrelacion parcial estimadas,
con las correspondientes a los modelos teóricos b&si
COS.
Esta forma de actuar tiene problemas prácticos
derivados de la arbitrariedad que incorporan a la •
hora de decidir si las funciones son o no nulas a
partir de cierto retardo, si se atenúan oscilatoria
mente o no, etc,
Muchos de estos problemas interpretativos se
derivan de las especiales propiedades muéstrales de
las estimaciones de estas funciones,
Por otra parte es sabido que las estimaciones
espectrales.tienen un comportamiento más adecuado,
y por tanto, pensamos intentar identificar las Re-
presentaciones en base a la comparación de los es-
pectros teóricos de ~Ls.s Rep3?QRí?"ntar,;i oríes básicas
con el estimado a partir de la serie temporal, am-
bos normalizados, método gue por lo que hemos podi-
do investigar no ha sido utilizado hasta la fecha.
Concretamente en el Capítulo I desarrollamos
los conceptos básicos: proceso estocástico, función
de autocovarianza, estacionariedad y ergodicidad que
son necesarios para el desarrollo de los siguientes
capítulos.
En el Capítulo II, exponernos las dos formas bási-
cas de descripción de una. serie temporal relacionadas
con los ámbitos temporal y, frecuencial. También aluda-
mos a los problemas prácticos de estimación de- la íun
ción de aut oc orre lación y del espectros.
El Capítulo III lo dedicamos al estudio de las
distintas Representaciones: Autorregresivas, Medias
Móviles y Mixtas con especial referencia a la estacío
nariedad, invertibilidad y funciones de autocorrela—-
ción y. aut o corre lación parcial, . ¡'
En este Capítulo y para cada Representación par-
ticularizaremos para las más sencillas. Por último ob-
tenemos, también, el espectro teórico correspondiente.
El problema de la identificación se aborda en el
Capítulo IV, exponiéndose en primer lugar el procedi-
miento habitual de Box y Jenkins y en segundo lugar el
propuesto en•este trabajo.
El Capítulo V, último de la primera parte, se de_
dictt al problema de la estirase ion de los ps.r cuse uros,
poniendo especial énfasis en la estimación aproximada
de. los mismos. . •
La segunda parte consta de un sólo Capítulo, el
VI, en el que abordamos, en primer lugar los estudios
previos, relacionados con el tema, efectuados en nue_s
tro país. Á continuación se alude a la fuente y ámbi-.
to temporal de los datos utilizados y , por último,
abordamos el análisis de las siguientes variables:
a) índices de los precios al por mayor
- índice general de precios al por mayor (IPM)
~ alimentos, bebidas y tabacos (IPAT)
- productos agrícolas (IPPA)
- productos agrícolas industrializados (IPAI)
b) índice del coste de la vida
- índice general del coste de la vida (10?)
- índice grupo general, Alimentación (10VA)
c) Oferta monetaria (M)
d) índice de producción industrial (IPI)
e) Producción de acero (A) ,.
f) Demanda de energía eléctrica (EE)
g) Consumo de cemento artificial.
Este capítulo se complementa con
que a partir de las identificaciones llevadas a
cabo, se efectúan previsiones para cada una de las va
riables".
Por último resumimos las conclusiones a las. que
heñios llegado en la elaboración de este trabajo.
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ducción sin expresar nuestro agradecimiento a todas
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preparación de un programa de ordenador; a D.'Eze-
quiel Uriel las facilidades que rae proporcionó pa-
ra el trazado automático de los gráficos del Capi-
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ganización de la.tesis y D&. MS del Carmen Sobrado la
mecanografió diligentemente.
8G A P I S Ü L ' O I
En este primer* capítulo introducirá os los concep-
tos básicos tales como: proceso estocéstico, media ,
autocovarianza, autocorrelación, estacionariedad y
condiciones de ergodicidad¡para un proceso estocásti-
co. Ello nos permitirá comprender el desarrollo teóri-
co de los capítulos siguientes en los que utilizaremos*
en forma sistemática, las funciones de autocovarianza y
autocora?elaeión en procesos de covarianza estacionaria
que verifiquen las condiciones de ergodicidad»
1.1) Conceptos básicos ,
1.1.1) Definición de proceso estocástico^ ^
En sentido amplio un proceso estocas-tico es una -
familia de variables aleatorias x(e) que dependen del
parámetro © y donde © toma valores en (E> .
Si el conjunto© es arbitrario, en lugar de deno-
minarlo proceso estocástico a veces se le designa como
función aleatoria o estocástiea, y se reserva el térmi-
no proceso estocástico para aquellos casos en los que el
parámetro © puede interpretarse como la variable tiempo
(t). Si por el contrario es asimilable a una variable
i i lo. XUiiUiOii tíUtílé uexiOiuixiai-ae octmpu a.itta.üux'iu»
Nosotros trabagárenos con procesos estocásticos, da
do que 8ttt y @ = T
Es conveniente precisar la definición de proceso ejs




esta coEipletamenté caracterizada por la función de
distribución conjunta
Ahora bien,'en el caso de un proceso estocástico»
tratamos normalmente con infinitas variables aleato-*-
rias. Por consiguiente hay que precisar lo que enten-'
demos por caracterizar' completamente las relaciones
entre las infinitas variables aleatorias que integi'an
el proceso. .
El procedimiento más simple radica en decir que
el proceso estocástico x(t) está determinado si están
definidas todas las relaciones probabilisticas entre
cada conjunto finito de valores del proceso estocás-
tico.
1) ' xCt-^, x(t2) x(tn)
t±€ T i=l, 2, n
n-1, 2, .........
es decir si se conocen las funciones de distribu-
ción conjuntas correspondientes:
2> \ tn^ ll W
t± 6 T i- 1» 2, .....n
n= 1, 2
La familia de distribuciones(2) no puede ser com-
pletamente arbitraria ya que debe satisfacer las
siguientes condiciones de compatibilidad:
- J- (X,^ . . . .X
-i . . • . 0 4_J. lili
10
, ( xn • • •x_T1)ss^lt.. +. (Xi.......x. . )
* • * "TI ^^ 3-1 • * * i 111 n
siendo i-, ip».««in una permutación arbitraria
de los índices 1, 2 ....n.
La necesidad de estas condiciones proced e de las
relaciones siguientes:
-P[x(t1)<-xir...x(tn)
por tanto podemos definir:
"Llamamos proceso estocástico x(t) a una familia
de distribuciones (2) que satisfacen las condiciones
de compatibilidad (3)j con valores reales de t defi-
nidos sobre el conjuntoT (es decir t£"Y)«
Las funciones que pertenecen a la familia EY .•
•••"fcn ^ xll* * **xmi^ se ^- e n o mi n a n distribuciones de
dimensión; finita del proceso estocástico.
La -definición que acabamos de establecer es con-
veniente por su sencillez y es, además, suficiente
cuando estamos interesados en un conjunto £inito de
TI
valores del parámetro t (situación en la que nosotros
estaremos). . •
Los inconvenientes que se derivan de esta defini-
ción se desprenden del hecho de que ésta no permite
considerar todos los valores posibles del proceso en
forma simultánea.
Para obviar esta dificultad debe utilizarse la vía.
de aproximación axiomática a la teoría de la probaba.--•
La definición de proceso estocástico puede ampliar
se de tal forna que puedan considerarse varias de ellas
en forma conjunta. Si en lugar de analizar el proceso
x(t) consideramos una sucesión de los misinos
podemos definir un vector DC(t) cuyas componentes sean
En esta nueva situación sustituiremos (1), .dis-
tribución de variables aleatorias, por la función de '
distribución conjunta de la sucesión de vectores
UC(tn) SCÍt^), es decir por la función de mn
variables '
t]_....t ^ 11*"* mn I 1^ 1^ 11*** ~nS n xmnJ
Antes de continuar con nuestra exposición, es con
veniente interpretar x(t,t ) para valores concretos de
las vs-riables t y 3* (donde ^ representa la componente
aleatoria). . '. • ,
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Si nos fijamos en ^ ~^i * l a expresión
^ •) expresa una función del tiempo, exclusiva-
mente,
x(t,*i) = f(t)
apareciendo «f como un.parámetro que, dentro de nues-
tra propia terminología denominamos parámetro estnic
tural^*^ o bien como una vaxáable exógena según sea
su ámbito de variación.
Análogamente para t=t^ la función X(t^, ^  ) es
una cantidad que depende de ^ , es decir es una va-
riable aleatoria.
Por último para t=t^ y^*=^ l a exPresión ^(^i $±)
es un número. De aquí en adelante emplearemos la expre
sión X(;fc) para representar al proceso estóeástico, omi
tiendo su dependencia de f^
 ? como ya hemos hecho en
• la definición.
Por tanto, vemos que X(t) puede representar cua-
tro conceptos diferentes:
- una familia de funciones del tiempo (t y]f) variables
- una función del tiempo (t variable j "$ fija)
- una variable aleatoria (t fija y ^ variable)
- un número fijo ( t fió o y J!f figo).
y precisamente esta clasificación nos es muy útil pa-
ra interpretar a la serie temporal, como una realiza~
ción de un proceso estócástico.
1.1.2) Media, autocovarianza 'y autooorrelación de un
proceso estócástico.
Una vez concretado lo que entendemos por proceso
estócástico, vamos a definir una serie de concentos que
utilizaremos en lo que sigue.
a) Para procesos reales x(t), podemos definir:.
Media, M,It) de i(t)>
M (t)=E(x(t)), que en general será una función
del tiempo»
.Autocovarianza^ , AÜCO? x(t-.,tp) de x(t)«
AUCOVx (t1t2)=E((x:(t]L)-m(t1))(x(t2) -.m(t
nótese que cuando no exista posibilidad de equivoca-
ción suprimiremos el subíndice,x, referente al proce
so del que calculamos los estadísticos que estamos
definiendo. Este convenio ya lo hemos aplicado a la
definición déla autocovarianza teórica del proceso
estocástico x(t).
AUCOVx(t1tp)
Rx(t, ,'tO« i ^
b) Si en lugar de operar con procesos reales lo hicié-
ramos con procesos complejos z(t), se tendrá:
Definimos z(t) a partir de dos procesos reales x(t)
& y(t) a través de:
z(t)= x(t)+j y(t) siendo 3= (-1)T
Por la definición anterior vemos que z(t) consiste
en una familia de funciones complejas y que está,.es-
tadísticamente , determinado a partir de los procesos
que lo constituyen.
Media M (t) del proceso x(t)
My(t)
Áutoeovaríanza AÜCOYz(t,tp) del proceso z(t)
donde z(tp)-M ("bp) representa el conjugado de
Autocorrelación del proceso z(t).
En forma análoga podemos definir la covarianza
y correlación cruzada para dos procesos x(t) e y(t')
sean reales o complejos.
En concreto si x(t) e y(t) son dos P.E. la co-






El concepto de estacionarxedad referido a los
procesos estocástieos, es uno de los .más importantes
dentro del análisis de las series temporales y por
ello conviene exponer las(diversas definiciones del
mismo.
a) Est aci onar ieclad^ ^ en sent ido
 t es tricot o.
Decimos que3C(t), es estrictamente estacionario
si para n,t arbitrarios y t-^ tp*.. -tn tales que
t.+t €'Y' (i=l,2....n) la función de distribución con
junta de la sucesión de vectores aleatorias3C(t-,+t)
3C(to+t) 3C(t +t) es independiente de t.
cL XX "~
Conviene señalar que dos procesos x(t) ,e y(t)
componentes de ^ c(t) pueden ser individualmente esta-
cionarios pero no serlo en sentido conjunto.
El concepto de estacionariedad definido nos per-
mite abordar el problema para procesos complejos; si de-
nominamos nuestro proceso estocástico complejo z(t),
se tendrá;
x(t)= x(t) +j y(t)
Pues bien, z(t) será estacionario si x(t) e y(t)
son conjuntamente estacionarios.
De las definiciones dadas hasta ahora y relati-
vas al concepto de estacionariedad estricta, pueden
'deducirse una serie de resultados^- /, .• '
Si F(x,t) es la función de distribución del pro
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ceso estocástico, x(t), y éste no es estrictamente es¡
tacionario se tendrá:
y esto lleva a que,:
M(t)= E(x(t)) = M
es decir, que el valor de la media es independiente
del tiempo.
Además, ya hemos dicho que el proceso, x(t),
puede interpretarse como una familia de variables
aleatorias, de aquí que la sucesión
x(t1) x(t2) •• x(t n) i
es un vector aleatorio de n componentes cuyo compor-
tamiento vendrá descrito por su correspondiente fun*
ción de distribución n-dimensional.
Por tanto si IíCx-jX t^-jtp) e s l a
bucióñ de segundo orden, se verifica:
cLLstri
y por consideraciones similares a las expuestas para
el caso de la media, si hacemos t'=-tp
y si efectuamos el cambio de variable K=t,-tp resul
ta:
En base a este resultado es evidente que la auto




Estos resultados anteriores son de capital iia~
portancia puesto que el concepto de estacionariedad
estricta nos garantiza que la media del proceso no
es función del tiempo y que su autocovarianza sólo
depende de k, siendo ésta la diferencia entre t-, y
tp individualmente considerados» •
b) EstacioD-ariedad del orden__! .
El concepto anteriormente expuesto de estacionarle^
dad estricta implica que la función de densidad con—-
junta de las n variables x(t1), x(tP) .?.... x(t )
tiene que. depender, exclusivamente, de las diferencias
entre t-, ,tp..,.t pero ser independientes de-estos va-
lores considerados individualmente; es decir, las fun-
ciones de distribución son independientes de la varia-
ble t.
Esta situación puede ser excesivamente restricti-
va, por lo que en ciertas circunstancias la invarian-
za de las funciones de distribución respecto a t sue-
le limitarse a i< n. • .
En estas condiciones poderaos definir la
nariedad del orden i , .
Un proceso estocástico x(t) es estacionario' de
orden i si la función de distribución conjunta de or
den £ verifica:. • '
j esto se cumple para cualquier t'.
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Como corolario tenemos que si x(t) es estaciona-
rio del orden i, también lo será del orden 1' tal que
£{< t , y ello debido a que las funciones de distribu—
ción de ox*den í determinan las' de menor orden.
c) Estacionarle dad en_ .sentIdo,
En.general, en Econornetria, el análisis estadís-
tico se limita a los momentos de primer y segundo or-
den y, por tanto, no parece necesax^io que se impongan
condiciones.adicionales a los momentos de orden más
elevado. • •
fe&
El concepto de estacionariedad estx'icta, o el de
orden i ,' -nos ayuda en el tratamiento estadístico de
las series temporales, especialmente en lo referente a
inferencia, pero en Econometría nos limita innecesaria-
mente puesto que las series a nuestra disposición re-
flejan, normalmente, fenómenos de naturaleza'evolutiva
que tras previa eliminación de la tendencia se consi-
gue reducirla a otra estacionaria, respecto a dos carao
( 7") "~terísticas básicas como son la media y varianzawy ,
sin que aparezca explícitamente ninguna otra restricción
para los momentos de mayor orden.. Por estos motivos, en
Sconometría, el análisis estadístico se limita a los mo-
mentos de primer y segundo orden y no impone condicio—
nes adicionales a las de orden superior.
Por consiguiente se dice que el proceso estocás-
tico x(t) es estacionaria en sentido amplio^ ^ si su
valor medio es constante, es decir, independiente del
tiempo y si su función de autocovarianza depende sólo
19




Nótese que si x(t) es estacionaria de segundo
orden (£=2), verifica las condiciones dé estaciona-
riedad en sentido amplio* pero la inversa no es gen§#
raímente cierta (estacionariedad en sentido amplio 4»
€
.
volucra, exclusivamente, los momentos de primer y se»
gundo orden)*
La mayor parte de los procesos que vamos a uti]¿»
zar los supondremos Normales, y dado que una diatriba»
ción Normal viene caracterizada por los momentos de |l
y 2S orden, el concepto de estacionariedad en sentid?
amplio, o de covarianza estacionaria implica estacio**»
nariedad estricta.
Veamos ahora otras definiciones de estacionarieáfcí




x(t) es estacionario en sentido asintótico, sis
• V *'
existe y es además independiente de t'.
e) Estacionariedad en un intervalo.
x(t) es estacionario en un intervalo, si se veí3
20
fican las condiciones de estacionariedad precisamente
dentro del intervalo definido.
f) Est a c ionariedad periódicSLT
x(t) es periódicamente estacionario con periodo
5?x, si las condiciones de estacionariedad sólo son
ciertas para t'» n-ÍEx,
En estas circunstancias las variables aleatorias




Decimos que x(t) es un proceso con incremento es-
tacionario, si el proceso y(t)=x(t+h)-x(t) es estacio-
nario para todo h.
Todas las anteriores definiciones d, e, í y g, .
pueden ser definidas.en sentido estricto, amplio o bien
de orden í .
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i'3) ERGQDIC1DAD.
1 • 5 • 1) D e^ in i c i One st _b ásic as.
La importancia y utilidad de los procesos esto-
cásticos estacionarios es que para ellos pueden ser
aplicados los teoremas ergódicos»
Si queremos definir y describir el proceso esto-
cástico relacionado.con un fenómeno que varía en el
tiempo necesitamos conocer sus parámetros asociados •
que nos permitirán determinar las leyes de probabili-
dad que lo gobiernan,
• . / •
Los procesos estocásticos están estrechamente re-
lacionados con experimentos científicos y por tanto
estamos interesados en poder extraer de.la información
contenida en la muestra (o realización del proceso es
tocástico) estimaciones de los parámetros. Estas.mués:
tras» como sabemos, forman secuencias en el tiempo y •
cuantas más tengamos, nuestras inferencias acerca de
los parámetros serán, en general, más precisas.
Esto está muy bien por lo que respecta a la inge-
nieria y otras ciencias experimentales en las que el
investigador puede definir y repetir en las mismas con
diciones el fenómeno tantas veces como desee. Desgra-
ciadamente en Economía, no podemos conseguir el contx^ol
de los experimentos y tenemos que trabajar con los que
nos proporciona el Sistema Económico en forma más o axe
nos espontánea. Normalmente sólo disponemos de una
observación del fenómeno y por tanto parece que la es-
tabilidad o fiabilidad de las estimaciones está limi-
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tada por. la imposibilidad de repetir el experimento.
Afortunadamente esto puede solventarse ya que en la
medida en que se cumplan ciertas condiciones (ergodi-
cidad) podremos obtener estimadores estadísticamente
consistentes a partir de una sola serie temporal.
Siguiendo a DhrymesA ^ sea j a^; n€ N j tak qjae
N«= 0,1,2 .... una sucesión de números reales.
X sean,
s
s«= lim s » lim n
Consideremos ahora,
, n-1
feo > si a 9 o o
entonces S= lim S es la suma de las series, s,
'- n -»«o
en el sentido de Césaro. Si S es finita la serie es
convergente en el sentido de Gésaro. De la definición
se desprende que S puede existir aún cuando s no exis
ta, .
, n-1 T n-1





a±= -5- ZI (n-k) a,1 n
 k=0 í
por tanto si la serie es convergente de acuerdo con
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el criterio de Césaro, se verifica,
n
 irlim £3 (1- ~) a.
puede demostrarse' con facilidad que si la serie es
convergente en el sentido ordinario, también es cé-
saro-convergente y además las dos sumas son idénti-
cas. i|
Una vez introducidos los conceptos anteriores,
es conveniente incorporar otra definición»
!lSea {a *neNj , N« 0,1,2 .... una sucesión ,
esta sucesión converge si .llim a =a; siendo a fini-
ta se dice que es cesaro-convergente en.Media" si,
lim ~ /L_' a.= a ; siendo a finita.
Puede comprobarse con facilidad que si lim a sí
es cierta, ello implica la certeza de,
lim -~- tu a. = a y además que a= a '• • .
De la definición anterior se desprende también
que una sucesión puede no ser convergente en el sen
tido ordinario, pero serlo en el sentido de "media ..
de Césaro".
Por tanto, deducimos que la convergencia en sen
tido de media de Gésaro, es un concepto relacionado
con las propiedades de convergencia de las sucesio—
nes, mientras que la convergencia en suma de Gésaro
está relacionada con las propiedades de convergencia
de las series. .
25
Como ya hemos apuntado, un aspecto interesante
de- los procesos de covarianza estacionaria, consis-
te en que podemos demostrar teoremas ergódicos en
situaciones bastante amplias. En este contexto la
ergodicidad es un concepto análogo al de consisten-
cia en Econometría. Sin embargo, como veremos en el
análisis espectral el término consistencia se defi-
ne como convergencia en media cuadrática^ '«
1,3.2) |^J2^icj^i^^
Pasemos ahora a definir la ergodicidad.
Si tenemos un proceso estocástico, x(t), dis~
creto (t toma valores en N= 0,1,2, . . • - . ) • '
E[x(t)3= M , Y t * N
1La sucesión L= — YZ x(t)"' la 1,2, . . . .
x
 S t=0
se dice gjie.es ergódica si y solo s i :
lim (im-I4) = lim E Xm-M| • 0
En el caso que estemos analizando un proceso
estocástico de covarianza estacionaria se puede es-
tablecer el siguiente teorema;
"Para x(t) vn. proceso estccáctico discreto do
covarianza estacionaria, una condición necesaria y
suficiente para que
sea ergódica, es que la sucesión de las autocovarian
zas ÁUGQV(k) converja en inedia de Césaro, Una
ción que sólo es suficiente es;
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lim AUOOV(k) - O
Demostración:
por tanto L es un estimador insesgado de M, y la er-
godicidad de L se cumple si se verifica;
lim var (SL) * 0
i Var (x™) « -4> E H. x(t)-If
Í D - 1
- A r: c
ÍD2 c=0 k=O 0}
- . i t-1
si ahora se define S(t) » •=- I Z AÜOOV(k) el lími-
t n=O
te de la varianza de L se podrá estudiar en base
al comportamiento de ¿s(t), ya que AUCOV(^es, por hi-
pótesis finita.
Por tanto,
a) 2. 27 t S(t)-ÁÜGO?(O)| +
Si suponemos ahora que lim ¿»(t) — • O entonces
2?
dado un €.>0 existe un índice n tal que para todo
t > n
Por tanto si n en la expresión a) verifica la con-
dición que acabamos de enunciar (siendo 1)>n)» la- condó.
eión a) puede reescribirse'¡| como:'
Var
X
2 £ 4. ^ *Y_ AUCOVCO)
ahora dado que n es un número fijo, se verifica:
lim var (2m)<£ para todo £>0
por tanto lim var ( L ) » 0 . ¡
Por otra parte la condición necesaria supone que,
b) lim var (x^) = 0 .
Consideremos, , .
T—1 T-JL
COY fx(l]}-i),xql']= ~ H AüCOY(T~l,t)= -i- T- AU00V(K)>
JC t=0 3} k=0
introduciendo ahora la desigualdad de Schwarz
. var
se tiene que la condición b) implica:
lim ÁÜCOV(k) = 0
. k-*oo
y de acuerdo con la definición de S(t) lo anterior
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significa: lim fi(t) = O, lo cual a través de todo
t
el razonamiento anterior, llevará al siguiente resul-
tado :
lim yar (L) « 0
x
Pueden también obtenerse los teoremoas de ergodi-
cidad para la función de autocovarianza, .para procesos
estocásticos de covarianza estacionaria, pero en este
caso se requieren hipótesis acerca de los momentos de
cuarto orden.
I.3.3) Ergodicidad,_en_ procesos continuos
En el apartado anterior nos hemos referido a la
ergodicidad de los momentos de primer y segundo orden
para procesos estocásticos discretos, aquí trataremos
el mismo problema referido a un proceso continuo^ 'y
al final en base a un simple ejercicio intentaremos
aclarar intuitivamente el concepto de ergodicidad.
Consideremos las siguientes medias temporales: • •




AÜCOVm(k^» — (xCt-^-MUxCt^-M) dt
el error cuadrático medio de L será:
EÍi (t) dtM) I•i-1 x ) t-M.  •?-— / AüOOV(t1-to)dt1dt9Q} _/ o Q^'O •• O
y haciendo k= t-^ -tg resultará:
= -i-J 2 AÜCOV(k) dk
r£¿) Oy o o
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i f (í-J.) AUCOV(k) dk
Y si se verifica que,
lim EE-(Sm-M)2 « / AUGOY(k) dk,
o x J
se tendrá que, para T suficientemente grande el error
cuadrático medio será;
lim i f AüOOY(k) dk*JJ ~0D
En estas circunstancias x™ converge hacia M en
sentido cuadrático medio, lo cual implica a su vez
convergencia en probabilidad, es decir L es un esti,
mador consistente de M,
Este hecho es de gran importancia pues demustra
que conseguimos la convergencia mediante una sola se-
rie temporal, es decir con una sola observación del
proceso.
Siempre que se verifique que:
"I
lim •£• I AüCOV(k) dk » 0
diremos que el proceso x(t) es ergódico en media.
Por lo que respecta a la función de autocova—-
sa ]
rifica;
rianz muestral se puede demostrar^ -^ que si se ve-
lim'-i-f
Q}-*«» 2) J
( ( o ) (o
0
2(x(t2+V) x(t2) -.-AUCOV(V)- M ) dk » 0.
También se cumple que el promedio temporal'
AUG0VT(k) definido en la página anterior, converge
en media cuadrática, y por tanto en probabilidad ,
hacia AUCOV(k). En estas condiciones AüGO¥_(k) es
un estimador consistente de AUCGV(k).
Es conveniente, llegados a este punto, clari-
ficar algo más estos conceptos de covarianzá esta -
cionaria y ergodicidad referidos a procesos Norma-
les.
Sea x(t) = a eos Wt+b sen Wt, donde a y b son
variables aleatorias Normales distribuidas en forma
independiente, con media cero y varianza común igual
p .
a <r , es decir: •
E(a) = E(b) = 0
var (a)= var (b)= <T
CGV(a,b) = 0
Calcularemos ahora la autocovarianza de x(t).
E (x(t)) = E (a eos Wfc + b sen Wt) » 0
E(x(t,) x(t2))=E[(a eos V/t-,+sen Wt,)(a eos Wt^+b sen
Í
= E [a eos Wtn eos Wtp+ b sen Wt, sen Wto +
+ ab eos Wt-, sen Wtp+ .áb sen Wt-, eos vftp]*
= <r eos ¥t, eos Wtp+ <r" sen V/t-, sen VJtp =
= cr.cos(Wt-, - Wtp).= «r eos íip^ - t A
y como t-,~tp= k, tendremos:
Wk, es decir, AUCOV(k) = (^ cos Wk>
Ahora bien, en el caso de que se trate de un proce-
so Normal las condiciones de ergodicidad, antes ex-
puestas, se reducen a:
para la media; lim i¡ f AUCOV(k) dfc= 0
hi-
para la autdcovarianzai
lim JL [ (AUCQV(k))2 dk*O
I—«» T JO
Pues bien, para el proceso x(t) que estamos analizan-
do, estas condiciones vienen dadas por:
fiara la media:
m rp o








 ' 4 W
pero si tomamos los límites,
l i m ACl 1) = l i m (T 8 ® n • '••: '- »• 0
WÍD
J1 1
lim B(«D) = lim <r ( ¿ + s e n 2WT) ^ ¿ ^ 0
Por consiguiente el proceso x(t) es ergódioo
respecto de su valor medio pero no lo es en relación
a la autocovarianza.
El ejemplo propuesto sirve pax'a dar luz acerca
del concepto de ergodicidad, desde un punto de vis-
ta intuitivo. Para el proceso que estudiamos existe
un alto grado de dependencia para elementos de la
serie temporal que están alegados en el tiempo, en.
particular las observaciones correspondientes ava-
lores que distan 2ty£, tienen una correlación per-
fecta. De este hecho deriva la causa fundamental de
la no ergodicidad, puesto que no puede obtenerse in-
formación adicional acerca de la función de autoco —
varianaa a medida qué T aumenta. ¡
Si la función de autocovarianza de un proceso de
covarianza estacionaria verifica que:
iim AUCOV(k) = 0
*°
la autocovarianza se debilita a medida que k aumenta.
Un proceso Normal que verifique la propiedad anterior
presenta independencia entre las observaciones del mis
iao suficientemente alejadas, por tanto al ampliar el
ámbito temporal de^la muestra obtenemos mayor informa-
ción, del proceso
C A P I T U L O I I
2.1) Descripción de ,Tana._ serie< temporal en
d e l t i e m p o » . • ' • ''
Históricamente el análisis de series temporales,
en el ámbito del tiempo, fue la primera vía de.&P^o-
ximación estadística al análisis de estas series y
fue una extensión de la teoría clásica de la corre -
lación. En la actualidad existe otra posibilidad dé
análisis de las series temporales basada en el estu«
dio frecuencial de las mismas.
En esta primera parte del capitulo expondré los
problemas básicos asociados a la estimación de las
funciones de autocovarianza yautocorrelación.que apa-
recen al analizar las series en el ámbito del tiempo
y, en la segunda, las asociadas a la estimación es-
pectral.
2.2) Estimación de las funciones de autocovarianza j_
aut oc orrelación«
Una vez vista la importancia de las propiedades
ergódicas que nos permitirán trabajar con las series
temporales obtenidas de la realización de un proceso
estocástico, es conveniente que nos refiramos a los
problemas específicos relacionados con la estimación
de las funciones de autocovarianza y autocorrelación
a partir de los datos proporcionados por la serie tem
poral. . .
Ya hemos definido y utilizado los conceptos de
autocovarianza y autocorrelación. Específicamente
la representación gráfica (k, AUCOV(k)) recibe el
nombre de función de autocovarianza. Análogamente
(K, R(K)) es la función de autocorrelación.
En el pasado la función de autocorrelación se
ha denominado, también, correlogrania. Esta denomi-
nación de correlograma la utilizamos profusamente
en esta tesis como sinónimo de la función de auto-
correlación.
Recalquemos que gracias al proceso de normali-
zación, la función de auto erre lac ion es adimensio —
nal. • í
La función de autocorrelación es simétrica con
relación a K, este hecho simplifica notablemente el
cálculo del mismo. Esta propiedad puede demostrarse
con gran facilidad.
y si el-proceso es de covarianza estacionaria,
por tanto,
AUCOV(-K)=
y como dadas las condiciones de estacionariedad esta





Explicitemos ya la forma cíe obtener las autoco-
varianzas, o su versión normalizada a través de las
autocorrelaciones.»
En situaciones prácticas nos encontramos con un
conjunto de H observaciones a partir de las que deben
obtenerse las estimaciones correspondientes.
El problema de la estimación de la autocovarian-
za a partir de los datos de la muestra no tiene solu-
ción única y depende de la utilización que vayamos a
darle al estimador.
t
Las propiedades de los distintos estimadores pue-
den encontrarse en Jenkins y Watts^ ', pero aquí se-
(2.*)
guiremos a íishman^ '
Supongamos que las N observaciones han sido rea-
lizadas a intervalos,At, que tomaremos como unita-
rios yJt llamemos T al intervalo total. En estas con-
diciones el estimador- de la autocovarianza, ÁUCGvr(lQ,
más utilizado es:^'
aucovCk) = — HI x, x. .
H t=l v + K
donde para simplificar heraos supuesto que la media-
M, del proceso x(t), es igual a cero, y H es un d i -
visor a especificar'por el investigador, que puede
tomar como valores (H) y (H-K),
Siempre que empleemos como divisor la cantidad
(K-K) nos proporcionará un estimador insesgado, mien.
tras que si se emplea como divisor (K) aparece un
sesgo negativo dado por la siguiente expresión;
E[aucov(k)-AÜOOV(K)]« -K
hace referencia .a que muchos autores
utilizan el estimador insesgado, pero que para él ,
el sesgado presenta dos vbntagas:
a) es una función definida positiva, lo cual no su-
cede con el estimador insesgado.
b) el euror cuadrático medio del estimador sesgado
es, en general, menor que el del estimador .inseja
gado.
La propiedad a) tiene una gran importancia en
la estimación del espectro por proporcionar estima-
ciones positivas, mientras que las que se obtienen m
mediante el estimador insesgado no garantizan siem-
pre esa propiedad.
En general lo que puede decirse es que a noso-
tros la diferencia entre uno y otro estimador no nos
va a afectar en gran medida salvo lo ya dicho para la
estimación del espectro, y ello motivado por el hecho
de que cuando N es grande, y K es pequeño en relación
a él (y nosostros estaremos interesados, normalmente
en valores de K que serán menores que — N » la di-
ferencia entre N y (N-K) afecta miñjLniamente.
Por las razones anteriormente apuntadas parece
aconsejable utilizar en nuestro estudio, salvo que
explicitamenté lo advirtamos, el estimador sesgado.
Pero las variantes a la hora de seleccionar el
estimador no terminan aquí. Asi Herlove^ ' cuando
realiza la descripción de la serie temporal en el
ámbito del tiempo introduce como estimador de la
autocovarianza:
, H-M
 ri • ' _
aucov(k)= -±- Y ~ íx(t-k) x(t)+ x(t) 3c(t+k)|
2Nt=N+M L
(siendo H el mayor retardo correspondiente a la
autocovarianza calculada)»
Este estimador, Herlove, lo atribuye a Parzen
y gracias a él se evitan, una serie de consecuencias
molestas en la estimación del espectro. Numera las
observaciones de -H hasta +N , en lugar de 0 a Nasi
como utilizar retardos positivos y negativos, para
facilitar su comparación con las definiciones de
covarianzas cruzadas retardadas.
En todo caso conviene aclarar que a pesar del
denominador que empleemos la estimación de la auto-
covarianza, ésta será consistente.
Hasta aquí hemos supuesto que el proceso
tiene una media igual á cero, pero éste no es el
caso normal en la mayoría de las series tempora-
les que nos provienen del ámbito económico, pién-
sese para ello que la mayor parte de las variables
económicas están relacionadas con el crecimiento
demográfico, la renta nacional, el stock de dinero
u oferta, monetaria (medida ésta ya sea a través de
£L o Mg, etc.) y al estar sujetas a tendencias evo
lutivas, es lógico pensar que éstas también afecta
rán al resto de las variables económicas. De ello
se deduce la necesidad de tener en cuenta valores
de la media diferentes de cero.. . *
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En estas condiciones se presenta un nuevo proble-
ma que se deriva de la elección del estimador de la'
media, lo cual-se resuelve normalmente a través del
convenio:
N 1
por tanto el estimador de la función de autocovai'ian-
sa será;
, N~K
aueov(k)« -=- JZ1 (x.-M)(x.+K~M)
N t**l
No obstante en muchos casos se prefiere utili-
zar como estimador de la función de autocovarianza
sobre .todo cuando la serie es corta y cuando los ex-
tremos de la serie son apreciablemente mayores o me •






Nosotros emplearemos series lo suficientemente
largas como para que influya poco cual de los esti -
madores empleamos, por tanto,Utilizaremos como es —
tlmadore de la autocovarianza; ••
aucov(k)= -=-
N
A partir de esta última expresión calculemos el
sesgo en la estimación de 3.a autocovarianza, AUCOV(K),
a través del estimador propuesto. Este sesgo resul-
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tara ser siempre negativo y con la misma forma, in-
dependientemente de la elección del estimador de la
media del proceso x(t).
E(aucov(k))= -i- (N-K) AUGO¥(K) +
+ £Z§ ^ AÜCOV(t-s)- ¿ H XI AUCOV(t-s) +
ir i^s-1 • N t = l s « l " •
+ AUOOV(t+k-s) ...
simplificando la expresión anterior llegamos a:
lim H E (auoov(K) - AUCOV(K))= ~(K AUCOV(K) +
* (7)
+ H AUCOY(V) « -[K AUGOV(K) +2nS(o)1
Vs-«O
y cuando N sea muciio mayor que K, el primer término
del sesgo asintótico -. — — ~ - — * — ¿ - es despreciable
N • •
comparado con el segundo término 2ng(o).
Por consiguiente para valores de N suficiente-
mente grandes E[aucov(k) - AUCOV(K)] e~ 2n%(°)
sesgo que es negativo y que tiene la misma forma con
independencia de la elección del estimador de la me~
dia incorporado para estimar la autocovarianaa mmes-
tral.
Una vez que hemos evidenciado el sesgo que apa-
•rece simplificaremos al suponer que la media del pro
ceso es nula para todos los cálculos siguientes.
Es conveniente, ahora, calcular la covarianza
que se presenta entre dos estimaciones de la autoeo
varianza, aucov(k) y aucov(u).
± N-K.N-U
couYaucov(k), aucov(u)) = —^  YZ HTv
 i r t» l s«l
N-K N-Ü
, E l (AU0OV(t-s)AU0O7(t.S+k-ü)
+ AUCOY(t-s-u) AUGOY (t-s+k) + h ^
 k u ) .
siendo h^ +. •> ixn cumulante de cuarto orden definido
como:
00
hs-t,k,u* h ?~0 aI ai+k ai-t+s ai-t+s+u(/
habiendo admitido como posible la representación del
proceso x(t) en base a una media móvil^ \
00
y donde, 1, s=0
E(€t) - 0; E(€t"£t+8)-
0,
En estas condiciones la covarianza asintótica
nos es dada por:
, 0 0
COY(aucov(k)}aucoy(u))~» ¿ JZ AÜG0Y(r)AUC0Y(r+3-u)+
Nr=-oo
+ AUGOY(ó+k)AUCOV(r-u)+h AUGOV(K)AÜCOV(Ü)
donde r a -(N-U-1)*
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Mediante la última expresión podemos calcular,
directamente la varianza de aucov(k),
oo
var(aucov(k)) —-*• -i- }T (AUCGV2(r)
N r=-<»
+ AUC0Y(r+K) AUGOV(r~IC)+k AÜCOY2(K))
De los resultados anteriores deducimos que
las estimaciones de las autocovarianzas están co-
rrelacionadas. Cualquier variación muestral no es-
pecificada ejerce por tanto su influencia sobre t,g,
das las demás»
Para valores de K suficientemente grandes la
última expresión obtenida se reduce a:,
var(aucov(k)) — • -=- ¿Z AUGOY^ (r)
Ib cual quiere decir que dentro de un grado razona-
ble de aproximación la magnitud de las fluctuado —-»
nes muéstrales para un K dado no está relacionado
con el valor de AÜGOV(K).
En el análisis de la correlación la inferencia




Desarrollando por laylor se tiene:
-
 E(aucov(k)) ~ cov (aucov(k) aucov(o)
E(aucov(o)) fí(aucov (
E (aucov(k)) yar
" t " ULirU-i.lli-i1ÍiL.iiirwiir-Tu.-..rii.iiii«?t.L.iii.í if. .«n. IKIII • j . „ .::
E(aucov(o)) p
y vemos que r(k) es un estimador sesgado del coefi~
ciente de autocorrelación R(K), El sesgo proviene de
cuatro fuentes:
- proveniente del estibador cociente
• - originada por el divisor del estimador
- originada por el estimador de la media
- originada por la correlación inherente entre
el numerador y denominador en el estimador co-
ciente.
Continuando con nuestra exposición, si la varia-
ción de aucov(k) alrededor de AUCOV(K) es lo suficien
teniente pequeña, y si nos fijamos en los términos de
orden S . tendremos:
COYfr(k) r(u))
E (aucov(o))
«, E aucoy(k) cov(aucov(r) aucov;(o) )_ «
("E aucov (o)) .
-; E aucov(\L) cov( aucoy(k) aucov(qV) f
(E Caucov (o)) J
E (aucov(k) B(aucov(u) var(aucov(o))i-
(E (aucov(o))
y para valores de N suficientemente grandes, podemos
aproximar la expresión anterior por:
covfr(k) r(u))es-=- J~ (R(r) E(r+E-u)+ R(r+K) R(r-u).-
H r=-oó . • • • .
- a R(K) R(r+u) + R(u) R(r) + R(r+K) -
- R(k) R(u) R(r)2). y si R(K)*O para K mayor que un
cierto índice q la expresión anterior se reduce ai
¡ •
a) COY r(k),.r(u) — R(r) R(r+u~k) ,
N r«- ]
y análogamente»
var R(k)2 — JT tR(r) + R(^+^) R(r-k) -
-2 (2R(k) R(r) R(r+k) - R(k)2 R(r)2)]
Introduciendo de nuevo la condición anterior de
que R(K)=O para K mayor que q tendremos:
b) var R(k)íSí í- (1+2^1 R(
H r»l _
Las expresiones a) y b) obtenidas anteriormente
nos van a ser de gran utilidad puesto que en las &pl
caciones que hagamos con las series temporales, nece
sitaremos calcular la estimación del error con el q^
calculamos la función de autocorrelación para tener
una medida de confianza relacionada a estas estila-
ciones- y dado que. en los modelos de representación
que emplearemos se verifica la restricción técnica
de que a partir de determinado K los coeficientes de
autocorrelación se anulan, las expresiones aproxima-
das obtenidas anteriormente nos serán de gran i
dad.
3.- Análisis frecuencial de las series temporales
Desde hace algunos años las técnicas de análisis
espectral se han difundido ampliamente hasta el pun-
to de llegar a ser uno de los instrumentos de análi-
sis estadístico más útil en el campo de las ciencias
físicas, pero en el nuestro, la Econometría, no exis-
te un gran acuerdo respecto a su utilidad y.ello mo-
tivado por dos hechos básicos. En el primero se hace
referencia a que toda la información obtenida a tra-
vés del espectro puede ser también derivada del aná-
lisis de las autocorrelaciones en el ámbito temporal
y viceversa^ •'.En segundo lugar nos interesa efec-
tuar previsiones, y al realizarse en el tiempo pare-
ce natural analizar la serie temporal en ese mismo
ámbito.
En general se admite^ ^ que la elección en-
tre el análisis de la serie temporal a través de
las autocorrelaciones o el espectro se debe funda-
mentar en;
- el uso que se vaya "a hacer de las cantidades es-
timadas.
- facilidad de interpretación.
- simplicidad ds Is.s 'O2?ot>iedad©s siyestrslc^ s-
Insistamos algo más en el aspecto interpretati-
vo. En muchos casos nos interesará ver la forma en
que determinado modelo describe la realidad, por tan
to el análisis espectral será de gran utilidad. I¿a
secuencia lógica consistirá en obtener las estima-
ciones del espectro a partir de los datos disppni--
«bles, y a continuación se identificarán los picos
del espectro con determinados comportamientos reales
de la variable .económica a estudiar» En caso de que
esta identificación, a través de la interpretación ,
no sea posible nos llevará a conceder gran importan-
cia a las estimaciones espectrales realizadas, pues-
to que éstas podrán ser erróneas debido a fenómenos
de variaciones aleatorias, Leakage, etc.
Relacionado con lo anterior está el problema de
hasta que punto servirá el análisis espectral puesto
que si va a decirnos lo que sabemos» no podrá ser de
gran ayuda. Esto no debe interpretarse en forma tan
restringida puesto que el análisis espectral puede .
ayudar a que nos fijemos en determinados aspectos del
comportamiento de la variable bajo estudio, aspectos
que de no haber realizado este análisis nos hubieran
pasado desapercibidos.
2.3.1) .Fundamentos del análisis frecuencia! •
Dejando aparte el concepto de frecuencia desig-
nada por f y definida como la inversa del periodo de
ia oscilación o bien la frecuencia angular definida
como la anterior multiplicada por el factor 2 , y
que nosotros hemos representado por w es conveniente
explicitar en base a que supuestos y cLe que manera es
posible describir un proceso estocástico por.su con-
tenido de frecuencias.
(12)Sea x(t) una función no aleatoria"" J tal que
x(t)= a senwt. Esta función está definida por com
pleto, con excepción de su fase, a través del par
(A,W) donde A es la amplitud y W la frecuencia angu~
lar.
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Otra forma alternativa de descripción de x(t)
es a través de la expresión siguiente:
lim -i- í x(t) x(t+k) dt« A eos WK^15^
Ü 20} J _$ 2
que es análoga a la función de autocovarianza, aunque
aquí no es correcta la denominación puesto que esta-
mos operando con una función no estocástica»
De las dos descripciones de x(t), la expresada
a través del par (A,W) es la más sencilla y de aquí
surge la pregunda ¿es posible describir funciones es_
tocásticas temporales a,>través de las amplitudes y
frecuencias, que lo integran?. Ja respuesta es afirma
tiva.
Supongamos ahora que x(t) es un proceso estocas-
tico estacionario y lormal tal que su media es cero.
En éstas circunstancias, la función de autocovarian-
za define completamente al proceso.
Concretamente supongamos que el proceso viene de_
finido por: ,
1) x(t)»r* (a. cosW.t+b. senW.t)
i = l • .* .
s i endo • • .
' Oá- W¿W2 ¿U
y a. y b. variables aleatorias Hormales tales que:
E(ai) = E(b±) = 0 (i»l . H)
= O i=(l
Por tanto 1) es un proceso Normal de media nula.
Comproblemos ahora la estacionariedad del proceso en
el sentido de la covarianza. Para ello veremos que és-
ta es independiente de t.
ÁUCG¥(K)= E x(t) x(t+k) «*
H H '
« El X. H a.a-. cosW.t cosW.(t+k) +
-1 x
a.b. cosW-t senW.(t+k)+a.b
3-d 3- 0 . u
+ b.b. senW-1 sen¥.(t+k) -
por tanto,
2
J (eos W.t cos¥. (t+k)+ senW-t senW-(t+k)^i i i i x
AÜCOV(K)» H CPV eos W.K
con lo que veíaos que el proceso x(t) es de covarianaa.
estacionaria.
La representación gráfica de la función de auto-
covarianza, o bien de la función de autocorrelación ,
en función del retardo, es un elemento importante en
el análisis del proceso x(t) en el ámbito temporal ,
mientras que la representación gráfica de los puntos
(cr., W.) será el instrumento clave en el análisis
frecuencial de x(t), . . .
Yamos a especificar más detalladamente el concej)
to anterior.
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Si en la expresión dé la autocovarianza del pro~
ceso x(t) hacemos K=0, tendremos como expresión de la
varianza del proceso:
N • 2
var x(t) « AÜGOY(O) » 21
Esta última expresión permite recalcar la aditi-
vidad de los componentes de varianza y la ausencia de
covarianza y aisla la importancia relativa de cada com
ponente periódica en la variación medio cuadrática.
•Además, la ortogonalidad de los componentes permite
considerar la variación medio cuadrática como genera-
da por frecuentes'1 independientes. 'Este hecho es i m -
portante puesto que nos permite ver como para un pr<>
ceso x(t), que presenta autocorrelación en el tiempo,
puede descomponerse en sus contribuciones aditivas a
través del análisis de su varianza.
si modificamos la expresión anterior, normalizan
dola tendremos;
H 2
1 = H <r . / AUCOV(O)
i=l x
2
con lo que si una o- . es elevada, esta componente in~
o
fluirá en forma significativa en la forma del proceso
2«3»2) Espectro de un proceso x(t)
El proceso que hemos utilizado en el apartado
2.3.1) era de características muy particulares, aho-
ra veremos como es posible generalizar el resultado
anterior para un proceso de covarianza estacionaria
cualquiera. Para ello procederemos en dos etapas. En
la primera supondremos que el proceso és Normal y en
la s'esunda levantaremos esta restricción. * '•
\Si x(t) es un -proceso Normal de eovarianza es-
(TIL)
tacionaria, puede demostrarse.que^ puede expre-—
sarse como:
cosW-B du(W)+ / senWt du(itf)
0 J O
donde las integrales están definidas en el sentido
de stieltges. La razón para emplear esta integral es-
tá relacionada con.la posibilidad de existencia de
un número finito de discontinuidades, que en el ana-
lisis espectral pueden aparecer si el proceso, x(t),
presenta periodicidades exactas.
Las variables du(W) y dv(W) son variables alea-
torias con una serie de propiedades que pasamos a ob
tener. . .
En primer lugar calculemos la función de autoco
varianza e impongamos la condición de estacionarie—
dad. ' •
AUCOV(K)= E [x(t) x(t+k)D
(obsérvese que continuamos suponiendo que la media es
nula). •
S('/ coswt du(W)+sen¥t áv(w)+cosw"(t+k)du(W)+
r(¥)J= / / •<J
 Jo Jo
senW'(t+k) dv(¥) í cosWt cosW(t+k)
senWt cos¥'(t+k) E(dv(W) dv(W'))+
senWt cosW'(t+k) E(dv(W) du(W'))+
+ cosWt senW'(t+k)^E*(du(W). dv(W'))> }
sihacemos W=VJ'-la expresión subintegr&l se nos conver-
tirá en: .
2
cosWt cosW,(t+k) E(du(W)) +
2
+ senWt senW (t+k) E(dv(tf)) +
+ senWt eosVí (t+k) E(dv(W) du(W))f
+ cosWt senW (t+k) E(du(W) dv(W))
y en estas condiciones la única forma en la que el
proceso será estacionario, es decir, función de K s<e
rá:
2 2 i
EQLu(W)) = E(dv(W)) = 2 dG(W)
E(du(W) dv(¥))= 0
ya que en este caso los dos primeros sumandos se redu-
cen a: .
cosWk (2 dG-(VO) , que como vemos es sólo función de K.
También, para que se verifique la condición de es
tacionariedad se requerirá que si W^W, se anulen los
siguientes términos: -/
E(du(W) du(¥)V E(dv(W^) dv(W))= Efdu(W')
= E(du (W) dv(W')) =0.'
Si lo anterior no se cumple aparecerán términos
que no serán función de K, únicamente.
Por tanto el requisito de estacionariedad impone
las siguientes restricciones a las variables aleatorias
du(Vf) j dv(W), ~" . .
E(du(¥) du(WO)=Etdv(W) dv(W')) = 2 dG(W) si
E(du(W) du(W))=E(dv(W) dv(W')) = O si
ECdu(W) dv(W'))« O parV toda W « W*
La función G(W) recibe el nombre de espectro
de acumulación. 'I
Antes de pasar a analizar G(W), es conveniente
terminar con las propiedades de las variables alea-
torias du(W) y dv(W).
Si tenemos u(W) ,y dos intervalos cerrados de £re
cuencias(W-, Wp) (W, W¿,), careciendo estos dos inter-
• • , • /
valos de elementos comunes, tal que
uCV/p - u(W2))(u(W5) -u(W4))J « O
diremos que u(V/) presenta incrementos sin elementos
comunes y de correlación nula, o bien que es ortogo-
nal. A medida que los intervalos se hacen infinitesi
males, a través de un análisis en el límite, se pue-
den reemplazar u(W.)-u(W. -.) y v(W- )-v(W. -) por
du(W.) y dv(W.) respectivamente, y nótese, §ue si
u y v son ortogonales ello comporta que el proceso
x(t), es de covarianaa estacionaria.
Analizaremos, a continuación, las propiedades
de G(W).
G(W), es una función monótona creciente y pue.
de descomponerse en tres componentes de acuerdo con
la expresión:
G(¥)s G1(w)+ GP(W) +G
siendo G-,(W), Go(W) y G^(W) funciones no decrecientes
con la frecuencia y tales que:
G-, (W) es una función absolutamente continua^ -^con
derivada g(\#) « —lk_^í esta derivada recibe el nom-
dVí
bre de espectro.
Gp(W), es una función compuesta de un número finito
de saltos o escalones» Cada salto significa la exis-
tencia de una componente estrictamente periódica y
por consiguiente es muy improbable su presencia en
el espectro de las series económicas dado que éstas
no evidencian periodicidades exactas. ¡
^ i ^ es la componente singular continua de G(W) y
carece de significación práctica.
Por consiguiente en los espectros de las varia
bles económicas G(¥) = G-,(W),
Es conveniente escribir x(t), a través de su
descomposición espectral en forma más compacta, pa-
ra ello recordemos que;
uos Wt+ «j seb W f
eos Vlt=
sen Wt=
• r o o






















dz(¥)= i du(W)+ Jdv(W)
2
se verifica
.dG(W) si W» -W*
Efdz(tf) dz(W')) •--
O ' si W?¿ +W
dG(W) si W» W*
E(dz(W) dz(¥')) =
O si
Es fácil ahora ver porque hemos expresado x(t)
a través de su descomposición espectral mediante una









Nótese que si en lugar de trabajar con la función
de autocovarianza, lo hiciéramos con la función de auto
correlación, se tendría: ;
a\h.j = i e OLÜ v,w) \
J-.0O
donde
verificado í'C-eo )=0 F(«>)=1
, AÜGOY(O)•
por consiguiente P(W) recibe el nombre de Función de
Distribución Espectral (por su similaridad con una fun
ción de distribución).
Hagamos ahora la interpretación del espectro en
función d,e -las contribuciones a la verianz-a del proce-
so tal como lo hemos hecho para 2.3*1»
Como caso particular de las expresiones anterio-
res, si K=0 se tendrá:
var x(t) a AUCOY(O)= I dG(¥)
con lo que vemos, una vez más, que la varianza total
del proceso es la suma de las contribuciones elemen—
tales de varianza de los conponentes que lo integran.
2.3.3) Dualidad entre el espectro y la funciónde
. - TVTT" • " ' ""
aut o covarianza¿ 'J
, \
Sea y(t) una función periódica no sinusoidal
de periodo 2, sabemos que ésta puede desarrollarse
en serie de Pourier^ ' de acuerdo con la siguiente
expresión: .
= A4- YL (A^cos nWt+B^, sen nWI)
o ^^  -i ii n
n l
siendo W la frecuencia o velocidad angular
1 í
° i Jo




y(t) sen nWt dt
o bien haciendo uso de la relación de Euler















y(u) e " x' du
(t-tt)
(habiendo sustituido t por u para evitar confusión)»
Si definimos AS« — y consideramos que ü—-*»oo
lo cual equivale a decir que y(t) no tiene periodo,
tenemos:
oo rT
H & S í y(u)
n=-co J
y como por definición de integral definida se tiene
ques
lim ^~;f(nAS)AS= / f('s) ds
ns=O • ^ 0
tendremos,
r




y(t)« í"e 2 n á s t ds f y(uJ-oo J-oox
y por otra $arte dado el ¡significado de s^ " como
Wla frecuencia, — , se tendrá al sustituir:
2n 'i
y(t)- i. / e^wu dw / y(u) e~^wu du
Esta última expresión recibe el nombre de inte-
gral de Fourier y representa la extensión del desarro
lio en serie de Fourier a una función no periódica.
1
 ' Í-
La función, S(W)=/ y(u) e"3WU du, nos da el es-
-Loo
pectro^ ^ de la función y(t)^ ', y nótese que las
funciones
•oof s(W) e á w t 4u y(t)= / s(w) e á w t dw
o bien J-oo
oo • /• oo
S(W)= / Jy(t) e~3wt dt s(¥)=-¿- / y(t) e""Jwudt
son dos funciones asociadas ya que forman un par de
transformadas de Fourier (véase el Apéndice ns 1) y
toda la información que nos proporcione una también
nos la proporciona la otra»
La demostración que se ha efectuado para funcio-
nes continuas, es ampliable a situaciones discretas
puesto que puede demostrarse que el par de transfor-
madas serán en este caso^ -^ s
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y(t)« -¿- / * s(W) e á w t dw
2"/j
siendo A la diferencia entre dos intervalos sucesi
vos en los que yCtO» está definido^- \
Como caso particular si y(t) está definido para
valores de t«0, - 1» Í 2 , í 3, , el par de trans
formadas tendrá por expresión;
<x>
s(W)= E y(t) e
s
J
(W) e á w t dw ; -oo¿t£flo2 nJ
A estas dos últimas expresiones les son de aplica-
ción las observaciones contenidas en la nota '20 de es —
te capítulo.
Hasta ahora no hemos hecho ninguna mención refe -
rente a la naturaleza de la función y(t). Para nosotros
esta función será la autocovarianza (o autocorrelación)
derivada del proceso estocástico x(t) - por confsi —
guiente la función de autocovarianza y el espectro somi
pares de transformadas de Eourier y la información que
nos proporcione una también nos la suministra la otra.
Una pregunda que se plantea en forma inmediata a
los defensores del análisis espectral es si la función
de autocovarianza y el espectro contienen la misma in-
formación, ¿qué ventajas se obtienen al analizar el
proceso a través del espectro en lugar de a través de
la función de autocovarianza?.
• • A esta interrogante suelen contestar diciendo
que las estimaciones espectrales tienen propiedades
muéstrales más sencillas' y que, además, facilita el
análisis interpretativo.
. En este trabajo no pretendo defender un sistema
de análisis frente^al otro. Mi intención radica en su
utilización conjunta en la identificación de fíepresen
taciones Mixtas, Autorregresivas y Medias Móviles, que
intentaremos aplicar a las series temporales, mejoran-
do los métodos de identificación basados, exclusiva-
mente en el análisis de la serie en el ámbito del tiem
po.
Pasamos a continuación a estudiar la aplicación
del análisis espectral a situaciones concretas que se
presentan cuando nos encontramos con series econónicas
observadas a intervalos igualmente separados.
2.3.4) Espectro de una sucesión. .
En las situaciones prácticas en que nos encontra-
remos no tenemos procesos estocásticos continuos sino
procesos discretos explicitados a través de una sucesión
o secuencia, registrada a. iütóx^Vcilos ¿'egul&i'títí. E B
sario, por tanto, establecer la expresión de su espec-
tro j función de autocovarianza asociadas.
El primer problema que aparece es identificar las
fuentes de variación mínimo cuadrática en la variable a
estudiar. Si x(t) es esta variable de naturaleza esto -
cástica que se registra a intervalos A , es decir:
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, t-0;
la función de autoc o variaba asociada será:
J
'g(W) e á w k dw K=0; Í
oo
que puede volverse a escribir como:
g(W) e d W * dw
[A - - /3X3 . . fSP
g(W) e^wk dw+ / ^  s(W) edwk dw+ /g(W)
'-J2
' ^  g(W) -e á w k dw+ / ^(¥) e^& dw+
•a
es decir,
ÁÜGOV(K)= í gQ (W) eJWiL dw
y siendo g (W) la expresión siguiente,
4
donde g( ) es el espectro verdadero.
Por tanto calculamos para la sucesión x(t), VIL
espectro que está limitado al intervalo (—2~,~).'
espectro obtenido es el resultado de una superposi-
ción de contribuciones de varianza correspondientes
al proceso continuo x(t) .
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Este fenómeno recibe el nombre de enmascaramien* •• '
to y tiene lina explicación intuitiva relativamente sen-
cilla. Si efectuamos una observación mensual de un fenó-
meno, por ejemplo el Índice de precios corregido de su
tendencia para poder asimilarlo a un proceso estaciona:;~rí;
rio. no podremos distinguir entre las contribuciones pro
venientes de variaciones bimensuales, cuatrimestrales ,
et. Por otra partería frecuencia máxima que podremos iden
tificar (frecuencia de Hyquist)^ u será £ , que en el
caso de nuestra observación mensual corresponderá a una
oscilación con un período de dos meses»
Es importante resaltar el necho de que si existen
oscilaciones con frecuencia supexrior a la de Hyquist la
estimación que se haga del espectro continuo a partir del
de la secuencia, puede ser una aproximación muy mala a
menos que el espectro del proceso continuo se anule a
•partir de la citada frecuencia, cosa que nunca puede sa-
berse con exactitud.
Si para simplificar suponemos que -O =1 podemos es-
cribir para la sucesión x(t) p proceso discreto:
ÁÜC07(K)= I e^v/k g(W) dw, o bien, R(K)= / e^wkf(v/)dw
y las relaciones asociadas,
_ co . ,
g(W)= Í R ^ I AUCOV(K) e""awls:,. o bien,
En virtud de las, propiedades de la-integral de
Stieltóes. . • . •
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2.3*5) Respiíesta de un filtro lineal..
En el análisis de frecuencias un filtro es un y
dispositivo que selecciona del contenido total de
frecuencias un cierto número de bandas de frecuencia '
siendo éstos en general, de distinto ancho de bandav VJ
y que modifica las amplitiides asociadas a cada una de
las frecuencias. •
En la Ingeniería de Telecomunicación los filtros
se clasifican de acuerdo con las bandas de frecuencia
cuyo paso permiten, asi por ejemplo, existen filtros
paso alto, filtros paso bajo, paso banda, etc., según
permitan el paso de las altas frecuencias, bajas fre-
cuencias o los comprendidos entre dos frecuencias lí-
mite f-, y fo o bien presenten estructuras más comple-
jas.
En el análisis estadístico de series temporales
muchas veces necesitaremos eliminar determinadas fre-
cuencias para facilitar el análisis de la serie. Dos
ejemplos típicos son:
a) eliminar la tendencia incluida en la serie^ ^
b) eleminar las componentes estacionales.
En estos casos porcederemos a hacer pasar la serie bru-
ta (es decir 3a que incluye los componentes perturba-
dores), por un filtro que diseñaremos en foriaa adecua-
da.
Los filtros pueden ser lineales y no lineales,
nosotros nos limitaremos a los primeros.
Matemáticamente un filtro lineal se define como
una transformación lineal de x(t) de la forma:
q
siendo B el operador retardo^ ^ tal que,
B x(t)= x(t-l) y Bi x(t)- x(t-s).
En suma, vemos que no es más que una combinación
ponderada de valores pasados, actuales y futuros de
una serie»
Normalmente el filtro es simétrico^J J en el
sentido'de que p=q, en cuyo caso se simplifican no-
tablemente los resultados. ..'••.'
Yeamos como podemos obtener la función de trans
ferencia de;un filtro lineal. • . -
Si el filtró es el definido más arriba, es dé-
t
c i r : ';. •••"'-
y(t)=¿ as Bs x(t)
sucede que, al ser p y q finitos y x(t) de covarian-
za estacionaria, y(t) será también de naturaleza aná_
loga a x(t) siempre y cuando se cumpla:
 :.
• s=~p . . . . - ' . . .
La función de autocovarianza de y(t) resultante
es: q
je (k+r-s)
Esta relación anterior nos sirve para comprender
las dificultades de interpretación que se presentan en
el ámbito temporal para analizar el efectod del filtro '
y a través de la exposición que haremos a continuación,
la mayor simplicidad que se consigue con su interpre -
tación frecuenciali. ' ¡(
Sabemos de 2»3-3)? que el espectro y función de
autocovarianza son transformadas de Fourier asociadas
y también la 2.3.4 que:
SY(W)= A II AUCOYy(K) e
siendo g (W) el espectro de y(t) y sustituyendo la
expresión de AUCOVy(K) en la anterior
oo q





siendo A(W)= 7~* a,, e~^ws, la función de transferen-
cia, que puede escribirse como:
A(W)= <£1 as •e"^ws=A1(W>+d A2(W)» G(W) e^^ W^
S—"~p
es decir, dado que A(W) es una expresión compleja, po-
demos expresarla en forma módulo argumental a través de
la expresión: A(W)=* G(W) e ^ W ^ ; G(W), recibe el
nombre de ganancia del filtro y proporciona una
amplificación o atenuación, de las amplitudes aso-
ciadas a las frecuencias de la serie original (
*
jz$(W)» es el cambio de fase que introduce el fil-
tro a cada una de las frecuencias. Bste desfase que
introduce el filtro**se interpretará frecuentemente en
términos de desfases temporales.
Otra forma de obtener la función de transferencia
consiste en aprovechar el hecho de que una función im-
pulsoV*^7 tiene un espectro plano y de altura unidad»
Haciéndolo pasar a través del filtro, el espectro re-
sultante, será exactamente igual a la función de trans
ferencia del filtro. Antes de calcular el espectro de
esta función recordemos que la función impulso I(x) es
una función generalizada especificada por:
ioo¿(x) I(x) dx= ¿ (o)
siendo $ (x) cualquier función continua en el origen.
Calculemos ahora el espectro asociado a una fun-
ción impulso, para ello procederemos en dos fases. En
la primera calcularemos el espectro de una función es-
SS-lCH *7 £511 l a SSCÜimds. S i Cl** Ta f i w i An •irrmill Ptn.
A) Dada una función escalón h(t) definida como
1/a t^O hit)
h.(t)=























el espectro vendrá dado por:
y si pasamos al limite cuando a-* 0 obtendremos la-
función impulso, j su espectro será el correspondan
tea g




que proporciona un espectro constante.
Por tanto la función de transferencia del filtro
también podrá escribirse como:
= 2Z aa !(*)» es decir,
-p a * e
Una vez visto como podemos calcular la función
de transferencial del filtro veamos como podemos ob
tener a través de una serie completamente aleatoria
otro espectro constante.
2.3.6) Espectro de una sucesión aleatorJay
Otro concepto que utilizaremos en forma intensi-
va es el de espectro de una sucesión aleatoria. Sea
a,, la sucesión Duramente aleatoria.
Se verifica;
E(afr) = 0 •
CT2t= t * .
t t' " 0
es decir, la función de autocovarianza es nula excep-


















Esta propiedad es para nosotros muy importante
al menos por dos razones:
is) Pasando lina sucesión aleatoria por un filtro el
análisis de su espectro nos da el cuadrado del
modelo de la funcióru.módulo de la función de '&
transferencia. .
Á través del análisis del espectro de los resi-
duos de los modelos de regresión podríamos saber
si éstos contienen todavía información que pue -
da ser aprovechable o si realmente es una comp£
nente puramente aleatoria que es inútil procesar
a efectos de mejorar nuestro ajuste. Uá ejemplo
típico es el análisis de los residuos para ver
si tienen componentes estacionales que apunten
la necesidad de incorporar explícitamente varia-
bles en la regresión, variables que evidencien
estacionalidad a efectos de obtener estimadores
insesgados de los coeficientes de regresión del
resto de regresores incluidos^ \
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2.3.7) Estimaci ón,delvejs-pectrch..
Hasta aquí nos hemos referido al concepto teó-
rico de espectro, a su dualidad con la información
que proporciona la función de autocorrelación, y en
el caso de estar en presencia de una sucesión1de va-
lores correspondientes a un proceso estocástico, cual
es la expresión de su espectro teórico. En este apar-
tado abordamos en forma sucinta el problema práctico
de calcular los valores concretos del espectro a par-
tir de los datos originales correspondientes a x(t)«
Hemos demostrado que para procesos continuos se
AUCOY(K)= /
'-oo
g(w) = 1. (
 e~áwk A U C 0 V( K) dK
y análogamente para procesos discretos:
AUCOV(K)=
00
g(w)= i 21 AUQOY(K)
• 2flK=-oo
Siempre que estemos en presencia de procesos rea-
les (como sucederá con los provenientes de variables
económicas) se verifica:
g(w)= g(-w)
/ du(w) = du(-w)
dz(w)= dz(-w) |
I dv(w) = -dv(-v)
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con lo cual, .
E(du(w))2 « E(dv(w))2s= 2g(w) dw
E(du(o))2 « dG(o) ; E(du(n)) =
E(du(w-L) du(w2))!= E(dv(w1) dv(w2)) » O
C w^)» O 0¿w1
y por tanto los pares de transíormadas podrán, simplifi-
carse de acuerdo con las expresiones siguientes^ ';
f
AüboV(K)» i e^wk g(w) dw= / cos(wk+jsenwk)g(w) dw
+
i
i ( )dw+g /
Jo in
cosv/k g(w) dw+¿j / senwk g(w) dw= / ( )dw+
a 2 f ' eos wk g(w) dw
Jo
dado que:
eos wk g(w) dw= / eos wk g(w) dw =




AÜOOV(K>» 2 / coswk g(w.) dw
Jo
y su transformada asociada será:




• - Dados los resultados anteriores parece que tina
estimación adecuada del espectro vendría dada por:
co
g(w) = •=- ( aucov(o)+2 2__ aucov(k) eos wk)
siendo g(w) la estimación de g(w) y, análogamente
aucov(k) la estimación de AUOOV(K).
Desgraciadamente la estimación del espectro a
través de la última expresión no proporciona resulta-
dos estadísticos adecuados^'', y por ello se pasó a
estimar el espectro a través de la siguiente expre —*
sión(58):
(g w)= -="faucov(o) prt(w)+ 2 L- p, (w)aucov(k) eos wk)
2H V ° k=l & '
en la que vemos que se han introducido ponderaciones
PT^XW). La forma de seleccionar estas ponderaciones ha
dado lugar a bastante debate. Una exposición de las
distintas propiedades y formas de seleccionar las pon-
deraciones, Pr_(v/), puede encontrarse en Hannan y Jen~
lias ponderaciones más utilizadas en el ámbito tem-
poral son las siguientes:
Pj-Cw)- ^  (1+cosH) u a
Tukey-Hanning
0 . k > m .
Parzen >2(1- ¡|
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y sus expresiones correspondientes en el ámbito fre
cuencial son:
lukey-Hanning;
s e n w/2 2 seii4- (w-n/m)
sen(m-f-l/3)(w~ "/m)
Antes de proseguir con nuestra exposición obser-
vemos que en las estimaciones que se obtienen utili-
zando la ponderación de Parssen, nos proporcionan valo
res que son siempre positivos para las g(w), hecho que
no siempre ocurre con las ponderaciones de !Uukey~ Han
Las distintas ponderaciones dan lugar a una serie
de propiedades diferentes para las estimaciones espec-
trales que, en cada caso, hacen aconsejable la utiliza-
ción de una u otra ponderación^ •
En las expresiones anteriores ha aparecido el fac-
tor m. Este parámetro que, normalmente, es inferior a
la tercera parte del total de observaciones disponi-
bles (H), indica el número de intervalos en los que se
va a calcular la ordenada espectral media.
Guando queremos representar el espectro con un
número finido de datos (H) no podremos obtener todas
y cada una de las ordenadas espectrales y por tanto
nos conformamos con el cálculo de una especie de his-
tograma espectral. Esta situación es similar al caso
en que disponemos de un número finito de puntos y
con ellos no nos es posible calcular la representa-
ción completa de la función de densidad de probabi-
lidad y consiguientemente calculamos su histograma.
Por el momento no existe acuerdo unánime res •- .
pecto a la relación que debe existir entre el total
de observaciones y el parámetro i, aunque es bien sa-
bido que cuanto mayor sea m mayor será la varianaa
de cada estimación individual.
Una vez introducidos los conceptos más importan-
tes, para el aaálisis de series temp.orales, pasamos en
el capitulo III, a estudiar las Representaciones a
que ajustaremos los datos disponibihes.
G A P I TM U L O I I I
Una vez familiarizados con la descripción de ;>
la serie en( los ámbitos temporal y frecuencial te-
nemos que referirnos al aspecto descriptivo y pre-
dictivo puesto que nos interesa, como economistas,
la posibilidad de descripción y predicción a efec-
tos de poder llevar a cabo, en las mejores, condi —
ciones posibles, el control, de la actividad econó-
mica.
La necesidad de controlar y la existencia de
retardos^ ' justifican los análisis de previsión ,
En caso de no existir retardos bastaría con compro-
bar cuantitativamentel la existencia de cierta reía
ción causal para actuar en consecuencia. Por egem—
pío, si admitimos la versión más sencilla de la teo
ria cuantitativa^ J y en determinada circunstancia
se produce inflación, de no existir retardos se po~
drá corregir esta situación, instantáneamente, redu-
ciendo la oferta monetaria. En situaciones reales es-
to no sucede y, por tanto, si en el.instante t^ exis
te inflación y queremos dominarla para t- +^. (¿j>O)de-
bereraos actuar en el período C^v'^v+i^* cíomo ve^os
esto implica la necesidad de conocer la situación fu-
tura para poder llevar a cabo.el proceso de control^^í
Para cumplir este fin intentaremos ajustar núes -
tros datos a tres tipos de Representaciones básicas :
Medias Móviles, Autorregresivas y Mixtas. Por ello pa
sainos a analizar en primer lugar las condiciones de
existencia de este tipo de Representaciones y después
haremos el análisis individualizado de cada una' de •
ellas, . .
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• .. Es aquí donde comienza el núcleo principal del
trabajo puesto que investigaré, en la medida de los
medios posibles, la posibilidad de una nueva técnica
de identiíisación de estas Representaciones que, con-
vencionalmente, han venido en- llamarse de Box-Jenkins
en honor de los dos investigadores que más han contri
buido a su difusión»
3.1) Existencia dé las Representaciones en Media Mó -
Yule y Slutsky hicieron notar que una serie tem
poral obtenida a través de una de las dos representa
ciones siguientes:
x(t)= B^.~\ x(t-l)-F2x (t-2) .... -B1^ x(t-k)
donde a. es una sucesión aleatoria de media cero y
varianza , presentaba una evolución relativamente
suave. Esta apariencia es característica de muchas
series temporales.que se presentan en Física ( por
ejemplo, número de manchas solares), Ingeniería(por
ejemplo, tensión de salida de un amplificador en
ausencia de señal) y también en Economía (por ejem-
plo, nivel de precios, renta nacional, etc., todas
ellas sin tendencia)»
La primera de las expresiones se refiere a la
Representación en Media Móvil j la segunda a la Auto
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El resultado básico que técnicamente nos permi-
te utilizar esta Representación se basa en el teore-
ma de V/old que asegura laMescomposici.ón de una se—
rie de covariansa estacionaria-de acuerdo con:
x(t)=* D(t) + A(t)
siendo
£jTs at-s tal que X I ^ < OO
donde las 2í forman una sucesión, de. constantes y b,
y a. son variables aleatorias sin correlación. Se ve'
rifica, además, que la componente D^.,' llaraada deter-
minista, tiene covarianza nula.
A través de las relaciones anteriores vemos que
toda sucesión de covarianza estacionaria puede d e s -
componerse en dos sucesiones. Una determinista D(t)
que es función de la variable t y, también, de una
combinación de funciones circulares.. La segunda, no
determinista, está integrada por una Media Móvil.
Se demostrará más adelante que si se cumplen
ciertas condiciones de invertibilidad la Representa- •
ción en Media'Móvil'es equivalente a otra de tipo
Autorregresivo y viceversa y, dado que, en general
las series económicas no presentan periodicidades
figas, toda serie x(t) podrá interpretarse median-
te este tipo de Representaciones, sin necesidad de
considerar la componente D(t),
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3.2) Representación en Media Móyil^
Hemos dicno en 3.1) que la Representación en Media-
Móvil (MY) viene dada por:
~
Tk at-k
donde k indica el orden de la representación. Por tan-
to x(t) se ajusta a una Representación en Media Móvil
de orden k, MV(k).
Nótese que en general ü W 1 y que, además, los
coeficientes 33, no necesitan ser todos positivos.
Si ahora utilizamos el operador de retardo B, in-
troducido en 2,3.5)j podemos definir el operador de
Media Móvil de orden k, 5)(B) de acuerdo con la expre-
sión siguiente:
por tanto la' MV(k) « ÍD(B) a..
El número de parámetros que están involucrados
en la relación anterior son:(T, ;TO ;TV; cr ),k+l
parámetros en total^ , y deberán ser estimados a par-
tir de los 1? dstoB disponibles áe la serie
3*2.l) Estac ipnariedad.
Si suponemosv(J que las distintas a^ son indepen
dientes entre si y están, además, idénticamente dis-.-
tribuidas se puede demostrar que, x(t) es estrictamen
te estacionario,con lo cual, también lo será en reía-
?8
ción a su covarianza.
La función carac ter í s t ica de x( t ) ,X( t+l )
f \
. . . x ( t+n)
= Ele s~° T s ) , siendo T*Q s^O y donde
Mótese, además, que hemos supuesto que la Media Móvi&'j,
era de longitud infinita.
En estas condiciones y dadas las propiedades.que
hemos supuesto para las perturbaciones a., se tendrá:
I s=o s=o a s
donde "P es la función característica de af, y puesto
que a., es estrictamente estacionaria, dadas las propie.
dades que le hemos atribuido, resulta que ^(/zO tam —
"bien será, estrictamente estacionaria- Se puede demos-
trar^ , también, que la condición para que x(t) sea
estacionaria es que, I(B) converja dentro o sobre el
círculo de radio unidad. Precisemos además las condi-
ciones en las que la varianza de x(t) es finita:
(xí.t;;- M ^ ; - i-, £ . ^ 1 ; - u
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<T
por consiguiente para que la variansa sea finita debe
rá verificarse que:
Va- 2 ^
> 2?_ sea convergente.
Por último es conveniente observar que para Re -
presentaciones en Media Móvil finitas, las condicio-
nes de estacionariedad j varianza finita se verifican
consiguientemente.,
3.2.2) Invertibilidad
Este concepto se refiere a las condiciones bajo
las que se puede pasar de una Representación en Media
Móvil a otra de tipo Autorregresivo.
K través del estudio del problema de la invertibi-
lidad lo que buscamos es dada una Media Móvil hallar su
equivalente Autorregresiva, Esta condición es indepen-
diente de la estacionariedad^ K
Concretamente si tenemos x(t)= 'T(B) a^ ¿bajo qué
iciones'existe a, =5)*" (B).x(t
rador en Media Móvil de orden K.
condic  x )?í siendo T(B) el ope-
Dado que *T(B) es un polinomio en B de orden K sa
bemos, de acuerdo con el teorema fundamental del alge_








a . . ' *<*>•
^ (l~h±B)
para cada una de las fracciones (1-t.B)"" se veri
fica: »
y de acuerdo con lo anterior:
a(t)=(l+h-,B+h?B2-h )(l+hó
* £*• •*-^ »- V/ » * V *«• * - - W »— — w - — * V ~ . — * * - ^ .
.B+liB+..... )x(t)x(t)+h. x(t
En estas condiciones si se verifica ¡h-J^.1, ello sig-
nifica que los valores pasados de x(t) tendrían m a -
yor importancia cuanto más nos alejamos de t. Esta
situación, en condiciones reales, no es plausible y.
llevaría consigo que x(t), representado a través de
una Media Móvil de orden K, no es invertible.
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Por el contrario, si \h.!<1 las ponderaciones
asignadas a las observaciones pasadas, son cada .vez
menores y, por consiguiente, sólo son los valores re
cientes de las observaciones los que configuran a
x(t). .
El estudio realizado para la raia i-enésima'es
el mismo para todas ellas. Si por ejemplo K«l raices
fueran en valor absoluto menores que la unidad y una
de ellas, h,, fuera mayor que la unidad al ser conmu
tativo el producto se podria escribir;
.B+h2B2+....) x(t)=(l+h1B+h2B2+....
(l+hkB+li2B2 ) z(t)
estando, en este caso, x(t) dominada por valores
riores de x(t). Al tener en cuenta el siguiente tér—
mino, (l+h.,_B+... , ) • no se produciría ninguna modifica,
ción por resultar:
z(t)+(hkB+h2B2+ .:..) z(t).
Por consiguiente una representación en Media Mó-
vil de orden K es invertibla si cada raiz de 5?(B.) ,
(hT ••••iiíl ) es» en valor absoluto, menor que la xmi.—
dad. Esta proposición anterior es equivalente a decir'
que las K raíces del operador T(B) deben situarse fue_
ra del círculo de radio unidad.
Como resumen de los dos puntos anteriores 3«2.1)
j 3*2.2) se tiene que, las condiciones de estacionarle
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dad e invertibilidad obligan a que 2(B) converja den
tro o .:sobre el círculo de radio unidad, y que las
raices del operador se sitúen fuera del círculo de ra.
dio unidad respectivamente.
3.2.3) .Función de• j»utocorrelaci^ón,
Dado x(t)=ü?(B) &*. siendo T(B) de orden s,
m=E x(t) =E (1-^B...."^ 8) at « 0
AUCOV(K)=E x(t)
por tanto,
Aücov(K)«<r(<-Tk+T1a;]l5:+1+íD2a?k+2+... .+^s_k^s) ;K=i,2., .s
K S
AUCOV(K)= 0 '
en particular obsérvese que si IC=O obtenemos el resul-
tado :




R(K)= 0 K S
De la expresión anterior se deduce una propiedad
de gran interés para nosotros:"La función de autoco—-
rrelación para una Media Móvil de orden s se anula pa
ra retardos superiores a "s".
Esta propiedad es básica en unión de la función
de autocorrelación parcial para lo que podernos lia—
mar análisis clásico de la identificación de las es-
tructuras a asustar a la serie temporal.
3.2.4) jPunciónL-Ide,_autocrrejlacdónn.
• • Por comedidas de exposición este puntó está desa*
rrollado conjuntamente con la función de autocorrela-
ción parcial de una Representación Autorregresiva en
el epígrafe 3»3»4),
3.2.5) Medias Móviles de primer y segundo orden.
a) MV(1)
La media móvil de primer orden verifica:
x(t)= a ^ a ^
Estacionariedad: de acuerdo con 3.2.1) es estacio-
naria para todo valor del parámetro OL.
Invertibilidad; 3*2.3) nos asegura que para que sea
invertible la raiz, ya que en este caso es única ,
del polinomio T(B)=O, debe situarse fuera del circu
rasxxO ouiuauj por uauuo vxSiisra v©riaicar3Gi
Función de autocorrelación: como caso particular de
3.2.3) para K=l se tiene:
aucov(l)=cr (-I-,)
1 J
Función de autocorrelación parcial: se demuestra
en 3.5.4). - '
S S
b) MY(2). . ^
La Hedía Móvil de segundo orden viene definida
por:
x(t) = (l-^B-ToB2) a.
Estac¿onariedad: al ser de orden finito y de
acuerdo con 3.2.1), x(t) será estacionario para
todos los valores de 2, y Qío» /
Invertibilidad: para que se pueda invertir las
dos raíces del operador de Kedia Móvil, .
deben estar situadas fuera del círculo de radio
unidad y por tanto:
si las raíces son reales deberá verificarse:
VFFI
de la primera obtenemos: •
de la segunda:
j si las raices son complejas,
) \
g r
> | 1 !
es decir -i- < |l| , por tanto -KTp^l
En resumen» las condiciones que deben cumplir los
parámetros para que sea invertible^ ^ la M?(2),son:
-1<ÍD2<
Función de autocorrelación: de acuerdo con 3»2.3)
tendremos:
R ( D - ^ %
R(2)- ^
+a}
H(K)= 0 %>/ 3
gunción de autocorrelación parcial: de acuerdo con
los resultados de 3»3*^) basta aquí decir que, su
expresión es bastante compleja y que si las raices
de T(B)=O son reales, esté configurada por la suma
de dos exponenciales^ y si éstas son complejas, por
una "función circular atenuada.
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3.3) Representación Autorregresiva*
El segundo tipo de modelo al que vamos a refe
rirnos es (©1 Autorregresivo.
i
Viene caracterizad^ por:
^ 3c(t-2) ........-...R a t
y si limitamos el número de autorregresores a K
 4
tendremos una Representación Áutorregresiva del ci
tado orden.
La variable aleatoria a^ tiene las propieda -
des ya mencionadas de media nula y estacionarle—
dad.
En forma análoga al operador de Kedia Móvil
podemos definir el correspondiente operador auto-
rregresivo: . .' . ' .
En estas condiciones: F(B)x(t)=a-»
Pasemos, a continuación, a las condiciones de
éstacionariedad e invertibilidad de x(t).
3.5*1) Éstacionarieda.dj.j
La expresión relativa al modelo autorregre -
sivo puede escribirse ba¿o ciertas condiciones, que
a continuación veremos, como: x(t)=I? (B) á. •
Pero esta forma de-representar a x(t) nos re-
cuerda la anterior en Media Móvil sin más que iden
87
tificar 3? (B) con el adecuado operador de Media Mó-
vil 3?(B). Ahora bien, para que x(t) sea estacionario
liemos visto que Ü?(B) debe converger para |B/£1 , y






y si, Q?(B), tiene que ser convergente dentro o so-
bre el circulo de radio unidad, necesitaremos que
Ig. Í<1, es decir, las raíces de F(B) tendrán que es-
tar situadas fuera del círculo de radio unidad.
Por consiguiente, la condición de estacionarle-
dad equivale a decir que las raíces del operador au-
torregresivo deben estar fuera del círculo de radio
unidad.
$.3.2) Invertibilidad. -
Siempre que estemos en presencia de un proceso
autorregresivo de orden finito no existen problemas
de invertibilidad, dada la definición que de la mis-
ma hemos hecho en 3«2.2) al referirnos al problema
de la invertibilidad en las Medias Móviles.
Para nosotros, al igual que Box y Jenkins
las condiciones de estacionariedad e invertibilidad
son independientes. Precisamente es esta independen-
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cia la que nos ha permitido decir que toda represen-
tación autorregresiva de orden finito es invertible.
Contrariamente a esta postura Fishmanv JJ dice
que, por ejemplo, el modelo x(t)~x(t-l)= a., no tiene
representación en Media Móvil, A mi modo de ver este
hecho se produce da/lo que Fishman parece analizar con
Juntamente los citados conceptos de estacionariedad e
invertibilidad. Yeamoslo;
La condición de estacionariedad para el operador
autorregresivo obtenida en 3,5*1) obliga a sus raíces
a situarse fuera del círculo de radio unidad pero, pa
ra el ejmplo que cita Fishman, la única raiz del ope-
rador está, precisamente, sobre el círculo de radio
unidad, por consiguiente el modelo no es estaciona-
rio, y por tanto ambas propiedades no se verifican
conjuntamente.
Además la varianza de x(t) es divergente si pa-
samos a la representación en Media Móvil:
x(t)-x(t-l) = at ; (1-B) x(t)= a.
x(t)= at+at_1+ati_2+
E(x(t))~ 0
*") = 7 CT"" . fr divergente
1.
A nuestro modo de ver a Box y Jenkins no les
preocupa la asociación de ambas propiedades puesto
que, muchas de las series con las que se enfrenta-
ran no son estacionarias, en cuanto a los datos ori
ginales pero, calculando sus diferencias de primer,
segundo o tercer orden (como máximo) las pueden re-
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ducir a otras estacionarias. Esta va a ser también
nuestra situación y, por consiguiente, seguimos su
criterio.
3,3.5)
Sea I?(B) x(t)»a- nuestro modelo Autorregresivo
de orden s y supongamos que a tiene las mismas pro-
piedades que venimos utilizando»
En estas condiciones: E(x(t))« 0, por tanto su
función de autocovarianza será:
AUCOV(K)=E(x(t)
 1
• (5^ x(t+k-l)+ ....+ "BQ x(t+k-s)+ a
AüC0¥(K)=S11AUC0¥(K-l)+F2AUG0V(K-2)+
K > 0
y si dividimos todo por ÁUCOV(O) obtendremos la fun-
ción de autocorrelación E(K):
£(£)=£, R(K-1)+FO R(K-2)+ .....+ Pa H(K-s) K> 0
La estructura de la relación anterior nos infor-
iaá que se trata de una. ecüciciüü. eü cLiferencias. La Sj3
lución^ ^ de esta ecuación consiste, en general, de
una combinación de funciones sinusoidales y exponen-
ciales atenuadas. .
¥eamos, a continuación, el sistema de ecuación
que resulta una vez que sustituímos el índice K por
los distintos valores' que puede tener.
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En total serán, s, ecuaciones puesto que K va





R(3)«F1R(2)+FpR(l)+F,+ .... ,+F R(s-3)
«1» £w X^ ' ^
Este conjunto de s ecuaciones recibe el nombre
de sistema de Yule-Walker.




















A través del último conjunto de realizaciones
•pueden obtenerse los s coeficientes del operador au-
torregresivo a partir de los coeficientes de autoco-
rrelación.
3.3.4-) ffunc ion de aut o c orre lac i ón pare i al,
Si designamos nor F . el coeficiente ¿i-enésimo
de una representación áR(s) entonces I1.,, considerada
~ ss
como íona función del retardo s, recibe el nombre de
función de autocorrelaciónuparcial.
1? puede interpretarse de otra forma, sin más
que considerar un AR(2)? que recibe el nombre de re
presentación de Yule.




















~ 1- R(l)2 . . .
\ • •
Pero si tenemos en cuenta que AR(2) puede consi-
derarse como"la regresión de x(t) sobre x(t-l) y
x(t~2), tenemos que el coeficiente de correlación par-
cial entre x(t) y x(t-2) viene dado por la siguiente
expresión^ s) . -^
que de acuerdo con la notación que emplearaos;
por tanto,
que es exactamente igual a ^p 2*
Por otra parte, y dado que x(t) es estacionaria,
se verifica que las desviaciones típicas de x(t) y
x(t-2) son iguales. Por consiguiente si interpretamos
]?P como coeficiente de regresión vendrá deterrainado
por;
1
" l-R(l)2 ¿ X 2 ~ l-R(l)2
Jim'—*
con lo que se demuestra que F^ o coincide con 3?p, coe-
ficiente de regresión del regresor que representa el
mayor retardo. Esta interpretación se generaliza a re-
presentaciones de mayor orden.
Como corolario de lo anterior es.fácil demostrar
que los coeficientes de regresión de orden superior al
determinado por el grado de la representación autorre-
gresiva se anulan. Esto implica' que la función de auto
correlación parcial de un AR(s) sufre un corte después
del retardo s. Este resultado anterior es de gran uti-
lidad para la identificación de los modelos como vere-
mos con más detalle en el capítulo correspondiente.
Una vez introducido el concepto de función de au-
tocorrelación parcial podemos aplicarlo a la represen-
tación an Media Móvil,
Para lograr mayor simplicidad aplicaremos este
concepto a una Media Móvil de ozxlen uno.
De acuerdo con 3*2.3) tenemos:
R(s)= 0 para s > 1
e introduciendo las ecuaciones de Yule-Walker desa-




j por consiguiente|F i es menor que T?. Por tanto
la función de autocorrelación parcial queda configura-
da por una exponencial, existiendo por consiguiente un
número infinito de £V_ correspondientes a esta repre -
ss -
sentación en Media Móvil.
El resultado anterior se generaliza a cualquier
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Media Móvil de orden superior a la unidad. En este
caso la función de áutocorrelacion parcial también
es infinita en longitud y Nestá configurada por expjo
nenciales atenuadas y funciones circulares.
r
El resultado anterior se obtiene en base a que
una Media Móvil puede sustituirse por un Modelo Auto
rregresivo de longitud infinita, siempre que se veri-
fiquen las condiciones de invertibilidad, y'como la
representación autorregresiva verifica la relación:
R(K) = I\LR(K-1)+F2 R(K-2) . ,,.+ $B R(K-s)
cuando s — esta relación tendrá infinitos términos
y su solución (véase 5»3»3) consistirá, en general, en
una combinación de funciones circulares y exponencia-
les.
A través de la exposición de los epígrafes ante-
riores observamos una dualidad entre las Representa-
ciones ,en Media Móvil y Autorregresiva^ '; •
1) Una MV(K-,) tiene una función de áutocorrelacion que
se anula a partir de K > K-,, pero dada su equivalen-
cia con un AR(oo) su función de áutocorrelacion par
cial contiene infinitos términos y está configura-
da por exponenciales y funciones circulares atenúa
cías •
Por el contrario una ARCíLj) tiene una función de
áutocorrelacion parcial que se anula a partir de
K>Kp, mientras que su función de áutocorrelacion
es de infinitos términos que están configurados por,
exponenciales y funciones circulares atenuadas.
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2) Una AR(Kp) no necesita que sus parámetros cumplan
condiciones que garanticen la invertibilidad. Sin
embargo las raíces de FCB) deben situarse fuera
del círculo de radio unidad. Por el contrario los
parámetros de una K7(K,) no requieren verificar
ninguna condición para que la representación sea
estacionaria, mientras que el operador QJ(B) debe
tener sus raíces fuex^ a del circulo de radio uni-
dad para que pueda ser invertible.
3.5.5) Re presentac i p^a^utprTeQveBi.ya s de _
 i Iff j gs
orden.
a) AE(1),
En este caso se verifica la relación:
^ x(t~l)= at ; (l-S^B) x(t) = at
Estacionariedad^ áe acuerdo con J.J.l), x(t) será
estacionaria siempre que las raíces de F(B)=O es-
tén situadas fuera del circulo de radio unidad,
por tanto, -1¿ IF, < 1
Invertibilidad: dado que se trata de una represen-
tación autorregresiva de orden finito no se requie^
ren condiciones para que se cumpla esta condición
Función de autocorrelacion: aplicando 3»3»5) tene-
mos que: R(K)= F, R(K-l) que es una ecuación en .•
diferencias de primer orden cuya solución:
Función de autocorrelacion parcial: según lo'expli-
citado en 3.3.4) ésta se reduce a un sólo término,
i1,, siendo nulos todos los demás.
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b) ÁE(2). •
La relación que verifica viene4dada por:
xCt)-*^ x(t~l)-F2 x(t~2) = at -
o sea,
(l-í^ B-í^Jg2) x(t) « at
E^ a£ioimr_i£claá.: por análogas consideraciones a
AR(l) se requerirán que las raices de F(B)=O es-
tén situadas fuera del círculo de radio unidad*
„ Por consiguiente le es de aplicación el mismo de-
sarrollo que el efectuado en 3»2.5) para la in—
vertibilidad de MV(2). En estas condiciones la
zona permisible para los parámetros será:
F2+Í>1 4 1
F2" F1 < 1 •
Invertibilidad: no se requieren condiciones adioio
nales sobre los parámetros para asegurar esta pro-
piedad. . ;
Función de autocorrelación: de acuerdo con 3«3«3)
se verificará:
que es una ecuación en diferencias de segundo or-
den. Si las raíces-de 3?(B)=0 son reales, la solu-
ción consiste en exponenciales atenuadas, y si é_s
tas son complejas aparecen un comportamiento seudo-
(17 *)periódicov ÍJ»
Función de autocpiyelación parcial: según el desa-
rrollo de 3.3»4) esta función consta sólo de dos
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términos siendo los demás nulos.
• . \
3.4) Representación ltjxta._
. Definiremos en primer lugar este tipo de repine-
sentación para paajp?» después a las condiciones, de
existencia, estacionariedad y funciones de auto corría
lación y autocox^relación parcial»
Mixta..
Hemos visto las representaciones en Media Móvil
y Áutorregresiva, asi como también su dualidad. Esta
dualidad tiene, a efectos prácticos, un inconveniente
puesto que si pasamos de una HV(K,) a una ARCKg)» Kp
puede ser bastante elevado. Esto se traduce en que con
los H datos de la serie temporal disponible tendríamos
que calcular Kp -* parámetros» Eosotros estamos intere-
sados en calcular el menor número posible de IDS mis-
mos y consiguientemente nos preguntamos si x(t) en lu
gar de ser descrita en base a las dos representaciones
anteriores, puede serlo de acuerdo con: •
a este tipo de representación que es Áutorregresiva S£
bre x(t) y de Media Móvil para a. le llamamos Represen
tación Mixta, ÁMÍÁ(K-,KO)J haciendo alusión el primer
subíndice al grado de la parte Autorregresiva y el se_
gundo a la de Media Móvil. '
Si tenemos en cuenta que:
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T T? "E-? "£? *R^^ "ni *T3'
0}(B)= 1-1. B
-....... -I^ B2
La Representación Mixta podrá expresarse por:
F(B) x(t) = 0?(B) a.
 a
u
La propiedad que nos interesa destacar, con es-
te modelo deriva del hecho de que contiene un número
menor de parámetros que las Representaciones Simples
Autorregresivas y de Media Móvil.
Existencia: La existencia dé las Representacio-*
nes Mixtas se basa en el siguiente teorema^ ^:
"Si a(t) es una sucesión de variables aleatorias,
siendo a(t) ruido blanco^ "' y
son K, observaciones, existe una única x(t) que ve-
rifica F(B) x(t)= 2(B) a^ . y qué toma los K,. valores
iniciales".
Pasaremos a continuación a las condiciones de
estacionariedad, invertibilidad asi comotambien a
las funciones de autocorrelación y de autocorrela—
ción parcial. -
5«4-»2) Estacionariedad.
En la Representación Mixta, AEMAC^ Kp) te-
nemos dos partes constitutivas: autorregresiva F(B)
y media móvil 9}(B).
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las condiciones de estacionariedad para la Media
Móvil de orden finito, las conocernos ya desde 3.2.1)
y lo mismo sucede con las correspondientes a la parte
Autorregreslva en3.3.1).
" Por consiguiente las condiciones de estacionaria
dad de la Representación Mixta dependen exclusivamen-
te del operador autorregresivo y es, por tanto, que
las raices de 3?(B)=0 estén situadas fuera del circu-
lo de radio unidad.
Invertib ilidad.
Las condiciones de invertibilidad para las
componentes en Media Móvil y Áutorregresiva se han
explicitado en 3»2.2) y 3.3*2) respectivamente, y en
ellas se ha visto que se requiere que las raíces del
operador Media Móvil deben situarse fuera del círcu-
lo de -radio unidad, mientras que para el autorregre-
sivo no se impone condición ninguna»
Por tanto en las Representaciones Mixtas, la
condición de invex"tibilidad sé refiere, exclusivamen-
te, a la Media Móvil y consiste en que las raíces de
Ü3(B) estén fuera del círculo de radio unidad.
3.4-.4) Función de auto correlación.
Nuestra representación ABMA(K^Kp) viene dada
por: 3?(B) x(t) = T(B) a¿; multiplicando la expresión








pero a través de la expresión relativa a la represen-
tación ARNACK^Kg) se deduce:
COV fk) « O para k > 0 ,
a,x ¡
COY -v-C^ 1) ¿ O para k $ O




o bien a través de la función de autocorrelación:
R(k)=F.,R(k-l)+FoR(k-2)+...... +FV R(k-k, ) k > ko+l
Es conveniente resaltar que para k< kp+1, es de~
cir para retardos iguales o menores que el orden del
operador en Media Móvil, las autocovarianzas de x(t)
y las eovarianzas entre a, y x(t) se relacionan con
todos los parámetros ]?,•.., .Fv; Q}1 ... .0?, , pero para
x JS x s.2. .
retardos mayores, las citadas varianzas y covarian-
zas, están relacionadas a través de la última ecua-
ción en diferencias en las que sólo aparecen los K-,
coeficientes de la parte autorregresiva.
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AdemásKVWfJ si kp-k-, es mayor que cero, la fun~ .
ción de autocorrelacion es±ará integrada por una com
binación de exponenciales y funciones circulares ate-
nuadas cuya f ormaexacta viene determinada por los coe^
ficientes del opei*ador autorregresivo y los valores
iniciales,
-**
• Por el contrario si kp-k-, es negativo, existirán
kp-k-,+1 valores iniciales de la función de autocorre-
lacion R(k) que no seguirán este comportamiento ante-
rior.
5.4.5) Función de autocorrelacion parcial...
• La Representación Mixta ARMA(K-,Kp) puede escri-
birse también de acuerdo con la siguiente expresión:
En' general el operador iT (B) contendrá infini-
tos términos, por lo cual también tendremos un número
ilimitado de ellos para x(t-k), por consiguiente la
función de autocorrelacion parcial será infinita y
la forma concreta de la misma dependerá del producto
Por tanto la Representación Mixta tiene funcio-
nes de autocorrelacion y autocorrelacion parcial de
infinitos términos. Ambas están configuradas por ex-
ponenciales y funciones circulares atenuadas a par-
tir del retardo Kp-K-, , para la primera, y K-,-Kp para
la segunda. .
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3.4.6) La Representación Mixta ASMA (1,1)
• . \ '
Esta- es la única mixta con que nos" encontraremos
en situaciones prácticas. Viene expresada por:
o sea,
Estacionariedad; según 3.4.2) deberá verificarse
Invertibilidad: de acuerdo con 5«4.3)*
por consiguiente la zona permisible
^ < 1
Función de autocorrelacion: deducimos a través del-
desarrollo de 5»4.4) que:
E(l)as
E(k)= l ^
por consiguiente vemos que la función de autocorrela~
ción decae exponencialmente a partir de E(l). De acuer
do con el signo de i\ tendremos un decaimiento unifor-
me o alternado.
Función de autocorrelacion parcial; de acuerdo con
3.4-.5) venios que ésta contiene infinitos términos,
pero que en este caso con&reto el primer valor es
R(l) estando los siguientes dominados por una ex—
ponencial atenuada en forma análoga a lo que suce-
de con la función de autocorrelación de una repre-
sentación en Media Móvil de orden uno.
3.5) Espectros de las
Otra herramienta básica que utilizaremos profu-
samente es el espectro teórico y estimado de estas
tres Representaciones, • •
Explicitaremos' el espectro teórico de las repre-
sentaciones, que son teóricamente más adecuadas para
ajustarse a los datos provenientes de variables eco—
nómicas, puesto que más adelante los compararemos con
los empíricos para identificar la representación idó-
nea.
Por último recordemos que estas representaciones
tienen la estructura de filtros y, por consiguiente,
les son de aplicación lo descrito en 2.3»5)«
3#5ul) Espectro de una; Media Móvil.,
Como ya sabemos la expresión matemática a la
que se ajustan es: x(t)=T(B) a^_ siendo,T(B), el ope-
rador en media móvil de orden K, por consiguiente:
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y puesto que a. es aleatoria, con las propiedades







y de acuerdo con la especificación concreta del ope-
rador, 2}(B), así será la forma espectral.
Las Medias Móviles con que nos encontraremos, en
este trabajo, serán siempre de orden inferior a dos,y
dado que identificaremos la representación más adecua-
da en base a la comparación de espectros, necesitare—
mos conocer los espectros teóricos de MV(1) y MT(2).




r-T-, eos w-ü?, 3 sen w-3}-, eos w+T-, j sen w =
eos w)<
por tanto para MV(1) la expresión concreta de su es-
pectro técnico es: •.
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_2 o
g (w) = £~ (1+Q?5:-2'E1 cosw).
x
 2H -1 \ -1
Esta última expresión tiene los valores de !En
limitados a su zona permisible y g (w) tendrá una
forma u otra de acuerdo con los valores de este pa-
rámetro»
Para facilitar nuestro trabajo hemos recogido
en los gráficos de las figuras3:l~6 las distintas for
mas resultantes normalizadas de acuerdo^ ' con los
siguientes valores del parámetro;1\ : ^ 0,9? -0,5>--0,l;
O,1;G,5; 0,9).
"b) MV(2). . . • (




estando esta expresión limitada a los valores permisi-
bles de ^ y Tg» •=
También aquí hemos efectuado la representación
10?
gráfica del espectro normalizado en las figuras
3*17-23, correspondientes ^ los siguientes valores
de I 1 y 032%




5.5»2) Espectro &®. ,1a Rffpr^
En este caso tenemos: F(B) x(t)= a^ siendo. J?(B)
de orden K.




. En esta expresión anterior podemos observar la
semejanza existente con la correspondiente a la Me-
dia Móvil.
Pasemos, a continuación, a desarrollar las ex-
presiones concretas para los modelos AR(1) y ÁR(2)




j su espectro ser,á:
cr2
2n
por razones análogas a a) en 3»5»1)«
También aquí el parámetro i1, está situado en
la zona permisible,
y _—___
 s e ixa representado de acuerdo con los
valores de F^: C-O,9;-O,5j-O,l;O,l;O,5;O,9) en las
figuras 24-29.
b) AE,(2)
Por razones similares tendremos:
Una vez mas los parámetros F-, y !Fp deben estar
situados dentro de la zona.permisible j gx(w) norma-
lizado se ha representado en las figuras3:3G~55 para






Dada uaa Representación Mixta,
verifica: F(B) x(t;)=T(B) a^ ..






-fl e —"I g (W)
2
y dada la expresión anterior observamos que las ex-
presiones correspondientes a 3«5«1) J 3«5»2) pueden
.(21)obtenerse como casos particulares de ésta.
En los epígrafes anteriores liemos hecho referen-
cia concreta a las representaciones prácticas más fac-
tibles "y aqui también haremos lo mismo.
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ARMA (1,1)- • • •
Explícitamente el modelo será:
y la relación espectral vendrá dada por:
^ k l - ^ e ^ ) 2 . cr2 (1+^-20^003 2w)
2H (1+^-2^ eos 2w)
La expresión anterior está limitada a valores
de I, y F^  que estén situados dentro de la zona per-
misible.
Los valores normalizados de Sx(w) para los dis
tintos pares de valores de los parámetros, se han
repre sentadograficamente en las £iguras3"56~ 6 i para
los siguientes valore s de F, y 3?, •
(F1;I1): (-0,8;-0^) (0,7;-0,6)(0,3;-0,8) (0,55-0,3)
(O,3;O,4)(O,3;O,9)(-O,9;O,8)
III
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Iniciamos el presente capítulo éLtr&vés del aná-
lisis de la unicidad de las representaciones. A conti
nuación introduciremos el ,problema de la identifica--
ción en el contexto de l,,,sHepresentaciones que utili,
-
zamos rei'iriendonos, en primer lugar, a los procedimie!l
tos habituales y pasando, de[;pues, a exponer un nuevo
método para resolver el mismo problema basado en la co~
paración de los espec'tros teóricos con los estimados a
partir de los datos de las :ócries tempol'ules.
,
El capítulo se complementa con epígrafes referen-
tes a la reducción a estacionariedad de algunos tipos
de series no estacionarias y la consideración de si de
be introducirse una componente deteriJlinistadentro de
la Representación.
4.1) Existencia de soluciones únicas.
Sabemos que un proceso estocástico gausiano tie-
ne una flli1ciónde distribución conjunta, asociada con
una realización del proceso, tambien Eormal.
En estas condiciones el proceso está caracteriza-
do,por completo, en base a los ~omentos de primer y
segundo orden, es decir su media y varianza (y natu--
ral~Jente su función de autocorrelación). Sin embargo
debe recordars~ que existen otros muchos procesos, no
normales, que pueden tener la misma función de autoco-




Por tanto, y dado el énfasis que se pone en la
función de autocorrelacióto. para lá identificación de s
las Representaciones susceptibles de reproducir d i —
cha función, tendremos que asegurarnos de la normali.
dad del proceso para acota¡r las distintas Representa
ciones posibles. '
Con relación a este aspecto anterior es posible
afortunadamente^ \ realizar transformaciones sobre
la serie dada para conseguir normalidad, siendo una
de las más utilizadas la transformación logarítmica»
Suponiendo, ahora, que el problema de la norma-
lidad está resuelto vamos a demostrar que aunque exis;
ten diversas Representaciones compatibles con una fun
ción de autocorrelacion dada, introduciendo las condi-
ciones de estacionariedad, invertibilidad y parsimonia
conseguiremos identificar soluciones únicas^ .
Sabemos que una Representación ARMA (K., ,Kp) in—
ciuye como casos particulares la MV(K,) y AR(3L,), por
tanto efectuareraos la demostración para la Representa-
ción Mixta,
Supongamos, pues, que x(t) sigue una ARM(K,
 }K2) j
y escribiendo los operadores F(B) y 3?(B) en base a
sus raíces tendremos:
(l-g1B)(l-s2B)..,...(l-g]sJ3) x(t)=(l-h1B)...(l-hk B)a
verificándose que las raíces de, ambas están fuera del
círculo de radio unidad. - .
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Llegados a este punto es conveniente trabajar
con la función generador^ de autocovarianza^ •




a d a a ¿2 &
 h
--3 3
Los modelos que a continuación expresamos:
n (l-g^ B) x(t)=kfl (1-tC B) a.
pueden tener la misma estructura, en cuanto a sus
autocovarianzas, siempre y cuando la constante k
sea seleccionada en forma adecuada. Sin embargo si
h. está dentro del círculo de radio unidad, iC , es-
tara fuera y, por tanto, si la Representación tiene
que ser estacionaria e invertible sólo será viable
una de ellas^ .
Análogamente, se puede demostrar, que si en
la función generadora de covarianzas se sustituye
(1-g.F) o bien (1-h.B) por' (1-g.B) o $l-h. .F), res-
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pectivamente, todos los modelos:
x(t) = At
tiene también una estructura idéntica, en cuanto a su
-^
función de autocovarianza se refiere.
Sin embargo las Representaciones que incluyen los
términos B =í? se refieren a los valores futuros de
x(.t) y de a. . Por tanto solo existe una representación
que relacione los valores pasados de x(t) a su valor ac-
tual. ' '
(
Por último, podemos multiplicar el modelo P(B)x(t)=
='I(B)a, , en ambos lados, por cualquier factor del tipo
(1-QB). El modelo así modificado también presentará la
misma función generadora de autocovarianza que el modelo
original pero, afortunadamente, este hecho no nos produ-
ce grandes problemas ya que seleccionaremos siempre la
Representación más
Por consiguiente, existe una sola Representación
que relacione los valores pasados y presentes de un pro
ceso, x(t) normal, que sea estacionaria, invertible y no
contenga factores comunes.
Una vez que hemos visto que existen Representaciones
únicas pasamos a afrntar, directamente, el problema de
la Identificación.
4.2) El problema de la Identificación.
Este próBlema en el contexto de series temporales
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y .su modelización a través de Representaciones Mix-
tas^ , tiene una significación diferente al proble_
ma, tipicamente econométrico de Identificación. En
Econonietría este concepto hace referencia a la pos:i
bilidad de pasar unívocamente, de estimaciones de
los coeficientes en el Modelo Reducido, a las corres,
pondientes del Kodelo Estructural. En este trabajo
el problema" de identificar alude a la posibilidad de
seleccionar, para la serie temporal en cuestión, una
de las Representaciones»
i Una vez conseguida la Identificación es cuando
viene la segunda1 fase consistente en la estimación
de los parámetros de la Representación identificada.
Esta estimación consiste, en la mayor parte de los
casos, en técnicas no lineales y nosostros Ha •.•aborda
remos en el siguiente capítulo.
Á continuación nos ocuparemos de los distintos
procedimientos -de Identificación.
4.2.1) Identificación a través de las funciones de
autocorrelación y autocorrelación parcial.
Ya hemos visto a lo .largo del anterior capítulo
y concretamente en los epígrafes 5.2.5)» 3»2.4) ,
3.3«3)> 3.3.4-)» 3.4.4) y 3.4.5) las funciones de au-
tocorrelación y autocorrelación parcial de las repre
sensaciones en Media Móvil, Áutorregresiva y Mixta,

























De acuerdo con la tabla anterior vemos que,
teóricamente, el comportamiento de las dos funciones
permite conocer de que tipo se trata. Este procedimien
to es el que aconsejan Box-Jenkins y otros para proce-
der a seleccionar el modelo más adecuado.
En situaciones prácticas se procede con estima-
ciones de dichas funciones obtenidas a .partir de los
datos disponibles. A través del conocimiento de las'
respectivas desviaciones típicas, y suponiendo dis-
tribuciones Normales, podremos conocer si una cier~
ta estimación es estadísticamente nula, lo cual nos
permitirá conocer cual es el punto de corte adecua-
do. Para esta misión nos serán de gran utilidad las
expresiones desarrolladas en la parte final de 2.2)
en relación a la función de autocorrelacion.
Por lo que respecta a la función de autocorrela-
ción parcial, Quenouille^l) demostró que si se veri—
fica la hipótesis de que la serie es AR(k,), las aute>
correlaciones parciales estimadas de orden mayor o
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igual a k-,+1 se distribuyen, aproximadamente, en
forma independiente y coNa varianza:
" var(F } ¿ i s* p+1
s> s n
Este procedimiento de identificación se comple
menta con el test "Q". de Box y Piercev ' con el que
se puede decidir si los diferentes coeficientes d©
autocorrelación, son conjuntamente, provenientes de
una sucesión aleatoria.
i£^4.2.2) Mé t ocl o dé ide n t i £ i c api ón.; de, • St r alkowski
Stralkowslci y colaboradores llevan a cabo la
identificación basándose en las dos funciones ante~
riores, pero complementándola en base a un análisis'
de simulación para comprobar si la representación
seleccionada recoge fielmente'las características
del Comportamiento de los datos originales.'
En particular, de acuerdo con la estimación de
la función de autocorrelacion, calculan los paráme-
tros de la representación seleccionada^ '. Una vez
obtenidos éstos se procede a estimar las raíces de
los operadores correspondientes y compararlas con
las teóricas especificadas en los gráficos que apa-
recen en sus trabados, para decidir si el comporta-
miento de la serie simulada se aproximará a la teó-
rica .
Por último calculan la función de autocorrela-
cion de los residuos estimados para comprobar que '
el modelo identificado es el adecuado.
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-,3) Identificación a travesaste la, comparación. en
tre, el espectro teórico de las Representacio
j^el estimadora partir de los datos.
Á lo largo de este trabajo hemos hecho hinca-
pié acerca de que/ la función de autocorrelacion y
el espectro proporcionan la misma información.Mien
tras que la primera se ha utilizado continuamente
en la fase de identificación, la segunda, por lo
que nosotros conocemos, no se ha empleado hasta
ahora y es nuestro deseo mostrar como puede apro-
vecharse la información que suministra para pro—
ceder a la identificación de las Representaciones
teóricas a las que asustar los datos de las series
temporales.
Por otra parte, se sabe, que el espectro tiene
propiedades muéstrales más sencillas y fiables que
las correspondientes para la función de autocorre—
lacióñ y, por tanto parece sensato, explotar al má-
ximo de nuestras posibilidades la potencialidad de
la función espectral.
En relación con lo anterior, se verá en la se-
gunda parte del trabajo, las-dificultades que apare
ccn idsntificando sn base a las funciones de sut^ c1"1
rrelación y autocorrelacion parcial, y al mismo tiem
po la simplicidad que se consigue con nuestro proce-
dimiento. .
El procedimiento que apuntamos lo presentamos
aquí con una limitación que juzgamos no significa—
tiva. Esta se refiere a que de acuerdo con diversos
autores como Box-Jenkins, Stralkowski, Maylor^--^' ,etc«
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en situaciones prácticas, la mayor parte de los mo-
delos que son candidatos para describir adecuadamen '
te las seaies de que disponernos se limitan a Medias
Móviles, Representaciones Autorregresivas de primer
y -segundo orden, asi como también la Mixta ARÍ4A(l,l),
es decir: ^ \
MV(2) • • • '
AR(2)
AEMA(1,1)
Decimos que no es significativa esta limitación
puesto que para los casos especiales en que se nece-
sitaran Representaciones de mayor orden, nuestro pr£
cedimiento puede ser ampliado con facilidad siguiendo
las mismas pautas.
Por otra parte debe destacarse que las series
que utilizaremos no presentan picos espectrales re-
(1? ^
veladores de estacionalidadv '. El procedimiento-
que proponemos consta de varias fases que pasamos a
describir. " .
a) A partir de la serie original, x(t), se calcula
su función espectral con el número de ordenadas
adecuado, al de datos disponibles.
b) Una vez obtenida la estimación del espectro, se
pasa a comparar su forma con la de los espectros
normalizados de las cinco Representaciones selec_
clonadas. Estos espectros están recogidos en los
gráficos 1-6É. A través de está comparación se-
¿leccionamos un reducido número de Representacio
nes adecuadas. •
c) Lo realizado hasta aquí sirve para tener una prd.
K? mera idea de la Representación más idónea, pero
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para asegurarnos hay que tener en cuenta que de-
ben estar de acuerd\ los espectros teóricos y esj-
timados no sólo en cuento a su forma sino también
en cuanto a sus magnitudes.
Por tanto habrá que normalizar el espectro real,
y dado que la expresión de éste viene dada por^ -^: •
n sJ» 2
— ~ donde (T es la varianza de' a. , necesitare-
mos obtener una estimación de esta varianza, •
2
La expresión de la varianza 'residual, o~ , es
diferente según-sea la Representación adecuada, por
tanto, la identificación inicial de la fase b) nos
situará en condiciones de estimar dicha varianza.
La varianza residual viene dada por '
1) MV(s)
x(t)=33(B) a t
aucov(k)=E (at-a}1at_1.. - - V t - s





y _ _ p
o
En estas condiciones una estimación de "(T ven-
drá dada por
_ aucov (o)
<r = —rr—*-.—~j •
l+jBn-t., .+t_
-L. fc>
donde las leyas minúsculas indican estimaciones de
las correspondientes mayúsculas. . .
121
Debemos destacar aquí que la estimación de
la autocovarianza o "coVarianza de la serie x(t),
la conocemos directamente puesto que la mayoría
de los programas de ordenador que calculan el es
pectro, incluyen, entre.1 la información que sumi-
nistran, las deferentes autocovarianzas. Por lo
que respecta a las estimaciones de los parame—
tros del operador de Kedia Kóvil, éstas serán
explicitadas en el siguiente capítulo,
2) AR(s) .
F(B) x(t) = a^.
AUCOV(k)=E (a^l^ x(t-l)...-Fsx(t-s)' f
y si hacemos k=0
.AUGOY(o)=F, AUC0¥(l)+I1oÁÜC0Y(2)+.. .+F AUC0V(s)+<r2
por t a n t o ,
2 ' • •
cr=AÜG0¥(o)(l-l¡11R(l)-F2R(2) F sR(s)
y la estimación de la varianza vendrá expresada por:
2
<T = aucov(o)(l-f-Lr(l)-f2r(2)...-fsr(s))
También aquí, la estimación de los parámetros
será llevada a cabo en el capitulo siguiente.
3) ARMA(1,1) . . . •* .
La forma de la estimación de la varianza de a^
para una Representación Mixta es bastante compli.
cada y su desarrollo puede encontrarse en Box-'
Jenkins.
122





e^ -—__± „ aucov(o)
Recordemos una vez más, que la estimación de
. los parámetros se llevará a cabo en el próximo ca
pitulo.
Una vez que ya tenemos una estimación de <T ,
podremos pasar a la cuarta fase.
d) Consiste ésta, en calcular los siguientes coefi-
cientes!
g(w) max ' :
g(w) min . •'
es decir, calculamos la relación entre la ordena-
da máxima y mínima en el espectro estimado y en
(14)
el normalizado^ .
, ^  S\X/. raax=g(w) ñor max
JlBL-2. min=g(w) ñor min • \
Estos tres coeficientes se calculan tanto
para el espectro teórico normalizado de la r e —
. • presentación inícialmente identificada, como pa-
ra el estimado a partir de los datos, y se com-
prueba que son adecuados.
e) A continuación se verifica la coincidencia de
otras características para uno y otro espectro.
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Un ejemplo de esto último es la coincidencia de
los máximos y mínimos, asi como de su explicación
teórica ,para asegurarnos por lo que respecta al
espectro estimado, que su aparición rio se debe a
fluctuaciones aleatorias.
Una vez finalizada la fase e) tenemos ya identi-
ficada la Representación adecuada y como suponemos que
el proceso es Normal, entonces sólo existe una Repre-
sentación.
En situaciones prácticas, sin embargo, puede pa-
recer que por la forma del espectro podrían identifi-
carse varias formas posibles. Esta situación puede re-
solverse en primer lugar, estudiando con más detalle
la forma del espectro^ -^ y las dimensiones de los
mismos. Si lo anterior no da resultado se acude a la
representación gráfica donde se relacionan los coefi
cientes de autocorrelación de primer y segundo orden
con los' valores de los parámetros del operador auto-
rregresivo o de Media Móvil^ °'.
En caso de no poder hallar valores simultáneos
para los dos tipos de Representaciones, el problema
de la identificación se habrá resuelto pero si exis-
ten dos identificaciones compatibles, por ejemplo :
AR(2) y MY(2), significa que a través de la inver-
sión deberá poderse pasar de una a otra y, por tan-.
to, se podrán establecer relaciones entre los pará-
metros Autorregresivos y los de Media Móvil.
Por último si continua existiendo duda habrá
que recurrir a la representación gráfica de los es-
pectros de cada «una de las estructuras, posibles y
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ver cual reproduce mejor el especti*o real.
En resumen: se calcula el espectro estimado y a
continuación," por comparación, "se lleva a cabo la iden
tificación inicial que en la fase siguiente permitirá
calcular la varianza de a.. El conocimiento'de esta va
rianza permite normalizar el espectro y por tanto efec,
tuar comparaciones cuantitativas con el teórico en ba-
se- a los coeficientes citados. Por último se comprue-
ba el resto de las características.
En caso de que la identificación inicial lleve
a seleccionar más de una Representación con el concur
so de las restantes fases c), d) y e) podremos selec-
cionar la más idóméa.
4,3.1) Ejemplo de Identificación a través de la com-
paración entre los espectros teóricos^ estima-
Supongamos que sabemos que el espectro de una
serie estacionaria, x(t), viene reuresentado en el
gráfico n2 (4-Q de la página -3^W, estando calcula-
do para diez puntos.
Una vez que hemos visto la forma, conviene ob-
servar que la relación entre las ordenadas máxima y
minima es: •
e-(w) max „_ 60 ,^
g(w) min 2
con la'información proporcionada por la forma y la
relación anteriormente calculada, pasamos a buscar
1:00-;
entre los espectros teóricos aquél o aquellos que más
se le parece, es decir la Identificación inicial.
A través de lo anteriormente expuesto, parece
evidente que no estamos en presencia ni de una Repre-
sen ación Áutorrejjresiva, ni Media F¿£vil de primer or
den, puesto que la forma de los espectros no coincide
con la de la figura. Esto es debido a que las Kepre—
sentaciones anteriores no pueden reproducir el pico
que aparece centrado en la frecuencia f» 0.6 H.
Lo mismo sucede con la Representación Mixta ARMA
(1,1), puesto que tampoco facilita la aparición del
pico intermedio y en especial por lo que se refiere
a su reducido ancho de banda^ ' .
Por consiguiente quedan como representaciones
aceptables ÁR(2) y MV(2).
Investiguemos con más detalle si es plausible
una Representación AR(2)•
Los coeficientes de autocorrelacion de primer y
segundo orden los conocemos corso datos:
0.4- r(2)=0.3
Con esta información y la recogida en el gráfico
n£ (5'-i),irq'uef se ana'lizará en el capitulo siguiente,
calculamos las estimaciones de F-. y F^ » <lue resultan
ser:
Debe destacarse aquí, que a través de la compa-
ración del espectro vemos que el teórico AR(2) con
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parámetros (-O,7;-G,7) presenta una forma muy simi-
lar a la del ejemplo, y que además- el máximo apare-
ce, también, centrado alrededor de f=0.6n radianes,
por tanto se refuerza la idea de que la identifica-
ción corresponderá a un AR(2) con parámetros (-0.62;
-0.55).
A continuación debemos comprobar que los valoreo
máximo y mínimo de las ordenadas espectrales están
dentro de lo permisible, puesto que nuestro espectro
varía entre 2 y 60 y el teórico que se le aproxima
lo hace entre 0.5 y 14. Para ello calculamos una es-
timación de la varianza de a. , que de acuerdo con
4.3) será:
2
CT = co(l-f£2.£2 r(2))
c la conocemos como dato previo y tiene un va-
lor de: c = 55»8«
Por tanto:
2 '
<T =55,8(1-0,62. 0,4-0,55.0,3) ^ 32,76
es decir,
W 32,76 -i 10,42 ' .
g(w) max nor= 5,710,42
g(w) rain nor=~—=— ^  0,19
10,42
lo cual indica que no nos apartamos de los valores
razonables^
12?
• • Si para ma7/or. seguridad calculamos el espectro
teórico que corresponde a una Representación AE{2)
con parámetros (-Q,62;-0,55) vernos que:
El máximo se calcula a partir de la expresión





~2í\(fo-l)sen w+4fo sen 2w
lv 2 2
 0
sen w= 2z2 sen 2w= 4-f^  sen w eos w
por tanto w= arco --g" > » y e n nuestro caso,
X2
» 24O2 radianes,
correspondientes a una oscilación de 3,1 meses apro-
ximadamente, que coincide razonablemente con la del
ejemplo.
Calculemos, a continuación, las ordenadas má-
xima y mínima del espectro teórico.
g(w) s
n o r






eos 2,02+2.0,55 eos 2.2,02
5,984
g(w)nor min - £0,21
1+0,622+0,552+2.0,62(0,55+l)+2.0,55
valores que se aproximan mucho a los estimados.
Para terminar la identificación, vemos que el
espectro no se asemeja al correspondiente a una MY(2)
puesto que aquí el pico que presentan tiene un aspec-
to más suave, lo cual corresponde a un mayor ancho
de banda.
No obstante si quisiéramos forzar la situación,
identificando el ejemplo como una MV(2), a 1.a hora de
calcular los parámetros (t-ji^), mediante el gráfico
n^ 5-5" que será explicado en el próximo capítulo ve-
ríamos que no hay posibilidad de seleccionar tales
valores.
Por consiguiente el ejemplo propuesto se identi-
fica como una Representación Autorregresiva de segun-
do orden con parámetros: f,c¿ -0,62 fo—-0,55» es
decir, (1+0,62B+0,55B2) x(t) = a ^
4.4) Reducción de una serie no estacionaria a otra
que lo sea.
* Hasta ahora todos los resultados que hemos obte-
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nido se refieren a series estacionarias, en el senti-
do que venimos utilizando. En situaciones reales esta
hipótesis n*o se verifica, casi nunca puesto que en las
series de que disponemos se observan tendencias que
afectan tanto a los momentos de primer y segundo or-
den. Por consiguiente se hace necesario tratarlas pa
ra reducirlas a•estacionariedad, y poderles aplicar
toda la metodología anterior. Por tanto, en este epí-
grafe, clasificaremos en primer lugar las series se—
gún su no estacionariedad y a continuación- desarrolla,
.remos un procedimiento sencillo por el cual consegui-
remos estacionariedad en las series.
Jenkins y Wattsk } clasifican las series tempo-
rales de acuerdo con el siguiente criterio:
1) series que son estacionarias durante períodos de
tiempo relativamente grandes, debido a la existen-
cia de mecanismos de control que actúan sobre los
procesos que generan la serie.
2) series que son estacionai'ias durante períodos de
tiempo reducidos.
3) series que no son estacionarias, conocimiento que
se puede derivar de su inspección visual o bien a
través de información aprioristica, etc.
A su vez las series no estacionarias pueden sub-
clasificarse en:
3a) valor medio de la serie no estacionario.
3b) valor medio y varianza no estacionarios.
La mayor parte de las series que nos encontra-
mos en situaciones prácticas son de los tipos 3a) y
3b), y es para este tipo de no estacionariedad para
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(19}
el que Box y Jenkinsv yí propusieron un procedimien
to muy sencillo que les permite convertir en estacio
narias series que comentamos.
A continuación pasamos, pues, a exponer el cita-
do procedimientcuxiue va a consistir en tomar las d i —
ferencias sucesivas áe la serie original hasta que
aparezca como estacionaria.
Recordemos que para que una Representación Mix-
ta sea estacionaria e invertible requiere que las rai
ees de los operadores Autorregresivo y Media Móvil es.
i?én situados fuera del círculo de radio unidad. Si al.
guna de las raices de lp(B) está dentro se observa que
el comportamiento de la serie es prácticamente expo—
nencial, por tanto si queremos conseguir una no esta-
cionariedad que se asemeje a las situaciones reales
la única posibilidad que resta es que ésta esté so-
bre el circulo de x'adio unidad o infinitamente próxi
ma a él. Por consiguiente, y admitiendo cierto grado
de simplificación, la no estacionariedad con que nos
enfrentamos deriva de que existen alguna o algunas ¿^
raices con modelo igual a la unidad.
En estas circunstancias el operador Autorregre-
?>ivQ F(B)5 nne es de grado k-. puede escribirse c o -
mo:
donde -F'(B) es otro polinomio en B de grado k-,-d=k-z,
estando todas sus raíces situadas fuera del círculo .
de radio unidad.
-d. es el orden de multiplicidad de las series
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de módulo unidad.(1-B) \quivale a tomar las d~dife
rencias de x(t).
Si ahora nos referimos a x(t) y a la posibilidad
de'que ésta no sea estacionaria tendremos:
x(t) = 1 (B) at
i"(B)(l-B)dx(t)-T(B)
A este tipo de Representación es al que Box y
Jenkins^ , ftaylor^ , etc., la denominan AR31MA
(k-»,d,kp), siendo k^ el grado del opex*ador autoxre—
gresivo estacionario, d el número de raíces unitarias
del operador aut orre gresivo general J?(B) y, ko, el gra
do del operador de Media Móvil.
Nosotros, en esta tesis, preferimos guardar la
terminología original,simplemente especificaremos que
una ARKÁ(k,,kp) dada, se refiere a las diferencias de
orden cero, uno, dos, etc., de la serie original x(t).
4.A-.1) Función de autocorrelacion de una serie no
estacionaria.
Hasta ahora hemos visto como las series no esta-
cionarias que aparecen en Economía, al no tener ca—
rácter explosivo, pueden reducirse a estacionariedad
mediante el calculo de sus diferencias sucesivas.
Ahora, es conveniente ver lo que sucede con la
función de autocorrelacion en caso de que la varia—
ble no sea estacionaria. Esto nos servirá para iden-
tificar el grado de las diferencias sucesivas que d£
bemos calcular sobre x(t) para que no sea estaciona-
ria.
Si la variable x(t) sigue una ARMA(k-, ,kp), ya
hemos dicho en $.4.4) que se verifica:
*F(B) R(k) = 0 k> k2
y si desarrollamos F(B) de acuerdo con sus raíces:
íl(B)-(3?ig1B)(l-82B),,..(l-sk B) •
y si se cumplen las condiciones de estacionariedad,
se puede escribir:
E(k)«=A;Lg^+A2g2+. •. .+Ak g^ k> k2"kl
JL JL
que al serlg.j<l implicaran que para k elevado R(k)
tenderá a cero.
. Si por el contrario una de las raíces,gT , es-
tá próxima al círculo de radio unidad g.=l-h y para
k suficientemente grande se verificará:
con lo que vemos que la función de autocorrelación
no se atenúa rápidamente, sino que por el contrario •
tendrá un decaimiento suave y prácticamente lineal»
Por tanto siempre que nos encontremos con una serie
cuya función de autocorrelación no se atenúa rápida
mente y que parece tener una tendencia lineal, le
calcularemos las diferencias sucesivas hasta que la
función de autocorrelación tenga un comportamiento
similar al de una variable estacionaria. Afortunada
mente, en situaciones prácticas, el grado de las di~
.ferencias sucesivas rara vez será superior a dos.
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4.5) Análisis para decidir si debe incorporarse
una tendencia determinada^
En algunos casos concretos^- } puede existir
la. necesidad de que nuestras Representaciones sean
capaces de reproducir tendencias de tipo determinis
ta que aparezcan en x(t), para ello lo primero que
habría que hacer sería decidir si éstas deben ser
incorporadas en aquéllas y en segundo lugar, la for-
ma concreta de tal tendencia, pero aquí y por como-
didad expositiva invertiremos el orden.
Si en lugar de formular el modelo:
especificamos:
veremos como mediante la incorporación de la constan-
te, D , pódennos incluir en la Representación funcio-
nes deterministas dependientes del tiempo.
Comprobémoslo. Si suponemos que x(t) incluye una
funciónde tipo polinómico se tendrá:
x(t)=a t +bt +.....+c+x'(t)
x(t-l)=a(t-l)d+b(t-l)d-1+,
^d-17x(t)=x(t)-x(t-l)=b'td~1+
por tanto, observamos, que al tomar la primera diferen*
cia hemos rebajado en una unidad el grado del polinomio.
Por consiguiente: • .
Vd
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Nótese que en el desarrollo anterior hemos su-
puesto que a, b ...., a',b'.... son constantes y
que la vsíriable x'(t) es el resultado de eliminar
la componente determinista.
i
Si aplicamos, a continuación, el operador Espe-
ranza Matemática, E( ), a la expresión anterior ten
dr eraos:
E(vá x(t) -
es decir, necesitaremos decidix* acerca de si la me-
dia de las diferencias de orden, d, de la variable
primitiva x(t) es diferente de cero, ya que así ve-
remos si el modelo debe incorporar tendencias deter
ministas de tipo polinómico.
rióte se que si se especifica:
i"(B)(l-B)d x(t) = To+0}(B) at
resulta,
(l-B)dx(t)=T0F'(B)~1+T(B)F'(B)""1 at
y aplicando el operador E( ), tendremos:
E((l-B)ax(t)) = o
En la mayoría de las aplicaciones prácticas
es más plausible la existencia de una tendencia de
tipo estocástico, corao las discutidas en 4.4-), que
una de^tipo determinista, por tanto, siempre que
no sea evidente la existencia de 5? , ésta será ig
norada.
T 'A
Para llevar a cabo\esta decisión se calcula la
media muestral de x(t), o de sus diferencias sucesi-
vas hasta 'conseguir estaoionariedad, es decir:
donde n es el número de observaciones disponibles y
una vea calculada la media muestral la comparamos con
su error típico.
Este error típico está resumido en la tabla ad-
junta para las Representaciones que, de hecho, utili
zamos.











En las expresiones anteriores se sustituirá ca-
da coeficiente de autocorrelacion por su respectiva
estimación, asi como también 3.a correspondiente, a
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Una vez que ya tenaos identificada la Represen-
tación debemos abordar el problema áe la estimación
de los parámetros que cada una de las Representacio-
nes involucra, para ello pasamos al capitulo siguien
te.
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C A P I T U L O V
r
E s t i m a c i 6 n»
Los problemas de estimación^ ' relacionados
con las Representaciones Mixtas, ARHA(k-,kp), comen
zaron a tratarse- en forma sistemática en fecha tan
reciente corno 1.970» por Box y Jenkinsv ' y, por
consiguiente, no se puede considerar como proble-
ma resuelto por completo. A mantener este juicio
contribuyen los ai'tículos de Charles Nelson^,re-
ferente a la Representación IIV(l), y los ya cita—
dos artículos de Aibner Stralkov/ski sobre las Re-
presentaciones ÁR(1), AR(2), MV(1), HV(2) y ARM '
(1,1), publicados dos de ellos en 1.974»
En este capítulo abordaremos, en primer lu—
gar^ , algunos aspectos de los problemas de la
estimación teórica, centrándonos en el procedimien
to de'máxima verosimilitud, mientras que en la se-
gunda parte lo haremos en los métodos de estimación
aproximada, puestos a punto por Stralkowski y cola-
boradores, para la estimación de los parámetros en
las Representaciones con que nos enfrentaremos en
situaciones reales. Para el grado de aproximación
qus nos henios propuesto, los métodos aproximados?
no nos impedirán conseguir estimaciones razonables
dado que el tamaño dé la muestra asi nos lo permi-
tirá.
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5-pl) Estimadores de máxima verosimilitud
Dado "un conjunto de variables aleatorias, x(t),
x(2), .... x(n), la función de verosimilitud, es la
función de densidad conjunta de las n variables, es
decir: -"
x(2) . ...x(n))=L (A:x)
La función de verosimilitud es también depen-
diente del conjunto de parámetros, A, que como caso
particular puede reducirse a uno sólo»
Esta función indica la verosimilitud relativa
de que las n variables aleatorias tomen los valores
x(l), x(2)... ,x(n). En estas condiciones el princi-
pio de máxima verosimilitud dice que, si las varia-
bles x(l), x(2) ,...x(n), han tomado los valores
x'(l), x'(2)....x*(n), el valor de los parámetros
A, más verosimil, es aquél que maxiiniza la función
de verosimilitud»
Por tanto si aplicamos este principio a nuestro
modelo ~ÁRKÁ(k,kp) í
1) F(B) x(t)= T(B) at
rrue puede reescribirse COEIG:
. ^ C B ) F(B) x(t) '
Y si suponemos, una vez más, que a. se distribuye




donde si explicitamos e^. conjunto de los k^ paráme
tros autocorregresivos por I y por T los \^ del co
rrespondiente operador de Media Móvil podremos e s —
cribir:
L(A:x)=
y como vemos, la función de verosimilitud es condi-
cional a x(t) (t":N, N-L, ...... ).







Las propiedades generales de los estimadores de
máxima verosimilitud para la función explicitada en
4-) se conocen a través de los trabajos de ' v / h i ^ 0
y ^ \
Una vez que hemos explicitado la función de ve-
rosimilitud de la Representación AEí-iACk^ kQ) aborda—
remos el problema concreto de estimar los parámetros,
5.1.1) Búsqueda sobre el espacio de los parámetros
Este prirser procedimiento estriba en escribir
el modelo ÁRMA(k-,kp) de la siguiente manera:
14-0
y consiste, básicamente^ en minimizar sCF^tx) a
través de un proceso de búsqueda sobre el espacio de
los parámetros.
Dados los parámetros, a., se puede calcular me-
diante la utilización.'de x(t) ,x(t-l).. .x(t-k-,) > y de
los valores a. , , a4-_o»»»« previamente calculados.
En este procedimiento se plantea el problema de
decidir como debemos iniciar el proceso. Para resol-
verlo Box y Jenkins ofrecen dos soluciones. La pri—
mera consiste en tomar los distintos valores de su, •» »
a.
 o, etc., igualados a cero, y comenzando los cálcu-
los con aquel a. para el que se disponen todos los da
x, —
tos. También indican que el procedimiento "ad-hoc" de
igualar a cero los a. .es muy útil para modelos de
tipo no estacional. Para esta solución V/hittlewy de-
mostró que proporciona las estimaciones de máxima ve-
rosimilitud. La segunda radica en la predicción hacia
atrás de los valores x(t-¿j) y a.*. .? que hagan falta.
En relación con esta segunda modalidad demuestran ,
además, que utilizando estas predicciones se consiguen
los estimadores verdaderos dé máxima verosimilitud que
se obtendrían si las x(t-j) a utilizar se trataran ex-
plicitamente como parámetros para•maximizar la fun
ción de verosimilitud.
Un aspecto de gran interés, relacionado con la
estimación es la explicitación de zonas de confian-
za para las estimaciones. A través de un conocido
resultado asintótico^ J se tiene que:
"•* 4-JJXX
se distribuyen de acuerdxj con una DC^j siendo
k=k-,+kp el número de grados de.- libertad, Ln, indica
logaritmo neperiano, y (f ,£) son estimaciones de (F/D)
respectivamente.
Por tanto podremos establecer zonas de zonfian-
za para el conjunto de los estimadores (excluyendo
los parámetros de perturbación).





que será el correspondiente intervalo de confianza
asintótico de £(]?¿r.0:x), a pax^ tir del cual se obtiene
la zona'conjunta (l-o< ) de los coeficientes:
Alternativamente b) puede escribirse en fundión'
de S(F,ü?:x) como:
b') S(F,T:x) - S(f,t:x)^(r -§rk.
Además, en el caso de que a^ sea una función li-
neal de los parámetros (F,T), como sucederá con las
Representaciones Autorregresivas, sabemos que:
X.
N-k K-k




~ k ( M k )
o bien,
N-k s(f,t:x) =
que constituyen la base para un procedimiento alter-
nativo para el cálculo de una zona o región de con-
fianza.
La expx'esión anterior 8), en situaciones prácti-
cas, es solo aproximada ya que no existe, en general,
linealidad entre a. y los parámetros (F,!P).
Para el cálculo de la varianza de las estimacio-
nes de los distintos parámetros, se necesita conocer
exactamente la forma de (l,T:x), cosa que norraalmciite
no sucede, a excepción de los modelos puramente Auto-
rregresivos.





siendo en este caso A= jVF-jT'J .
5.1.2) Linearización • .
Veamos ahosd. otro procedimiento de cálculo de los
parámetros.
Kecordeíaos que en la representación AEí-'íÁ(k-. ,kp)
se puede escribir:
t £(A:x)
representando A el conjunto de los k-,kp parámetros.
Si ahora suponemos que las observaciones sobre
x(t) son fijas podremos considerar a la expresión an
terior como una función de los parámetros, j por tan
to, podremos expandir ésta en serie de Taylor.
Si en estas circunstancias nos limitamos a los
primeros términos de la expansión y suponemos además
que ésta se efectúa alrededor de las proximidades de
A , que para nosotros representan las estimaciones




Y si designamos por: f(A :sc)=a
"
 x i ( t )
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la expansión de Taylor {sodrá expresarse como:
k
i=l ?* 1
que es una relación de tipo lineal entre los "regre-.
sores" x.(t) y le>s "coeficientes de regresión" w. ,
con el grado de aproximación seleccionado. De esta
forma podemos estimar los k parámetros aplicando la
conocida teoría de mínimos cuadrados*'-. En eáta Ca-
so, y supuesto que conocemos una estimación inicial
de los parámetros, se utilizarán para calcular x.(t)
y af. A continuación y por mínimos cuadrados, se ob-
tiene una nueva estimación de los parámetros que á
su vez servirán para el cálculo de las nuevas x- y
a?. Este proceso iterativo se continúa hasta haber
conseguido el grado de aproximación deseado^ \
Nótese que a la hora de calcular a?, nos ocurre
un problema similar al procedimiento anterior, 5»1*1
en el que algunos.valores a. - tenían que igualarse
a cero, y que se perdían algunas observaciones al co
menzar el proceso recursivo, a menos que se utilizara
el procedimiento completo de la predicción hacia atrás,
Las derivadas, x?(t), que se requieren en el pro
ceso de cálculo pueden obtenerse a través de dos px'o-
cedimientos: numérico y analítico.
En el procedimiento numérico, método utilizado
por múltiples programas de ordenador, no se emplea la
expresión funcional de las derivadas, sino que éstas




siendo h- un incremento pequeño previamente seleccio-
nado por el usuario, o bien incorporado directamente





Al llegar a este punto se nos presentan dos ca-
cos según que A. sea uno de los le,; parámetros dé la
representación autorregresiva o bien de loskp corres-
pondientes a la Media Móvil.
Para los k-, parámetros autorregresivos:
o bien,
A=A





Análogamente para los'r^ parámetros de la Kedia
Kóvil se tiene:
-,+ko




Las expresiones 1) y 2) son las. que fee incorpo-
ran para el cálculo de la regresión oportuna.
Por último por lo que se refiere a zonas de con-
(13.)fianza y varianza debe recordarse quev ' con una li-
neariaación todas las fórmulas y resultados de la tejo
ría de la regresión lineal pueden, en general, aplicar
se y la validez de las mismas depende de lo adecua-
da que sea la aproximación lineal.
5.3*1) Métodos de estimación de Durbin.
***
Para completar, y dentro de esta primera parte
del capitulo de estimación nos referiremos someramen
te a los trabajos de Durbin. En ellos demuestra que,
asintoticamente, se pueden obtener estimaciones lo
suficientemente próximas a las correspondientes de
máxima verosimilitud mediante el uso de la propie-
dad de inversión de una Representación de Media'Mó-
vil en otra de tipo Autorregresivo de infinito núme-
ro de términos, y aproximando ésta por otra de Ion-—
gitud finita. Para ello aplicando la propiedad de que
cualquier Representación Autorregresiva de orden fi-
nito puede estimarse consistentemente por mínimos cua-
Además Durbin^ ^ sugirió una técnica de tipo
iterativo de estimación para una Representación Mix-
ta, basado en su método de estimación expuesto en el
párrafo anterior. Desgraciadamente, en su trabajo, no
demostró que fuera convergente ni tampoco analizó la
consistencia estadística de sus estimadores.
Pasamos ahora a la estimación aproximada de las
distintas Representaciones.
5.2) Estimación aproximada.i
De acuerdo con los estudiosos áe esta materia
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la mayor parte de estructuras de tipo ARMA(k,kp)
con que nos encontraremos en situaciones prácti—
cas, limita sus posibilidades a las siguientes:
KV(2); AR(1), 1R(2); ÁRMA(l,l).
Por otra parte lo que perseguimos en este tra
bajo no es el encontrar los mejores estimadores pa
ra las Representaciones seleccionadas, sino el con
tribuir en el análisis de la identificación de las
mismas, y en la aplicación de estos métodos, a nues
tro contexto estadístico.
Stralkowski y colaboradores^ J en los artícu-
los ya citados abordan el problema de la estimación
de los parámetros a través de abacos que al efecto
calculan. Este hecho es para nosotros afortunado pues
permite tener estimaciones lo suficientemente buenas,
dado el elevado número de datos con que trabajaremos,
como para soslayar el hecho de no-haber podido encon-
trar los programas de ordenador adecuados para efec—
tuar la estimación directa en cada uno de los casos.
Por ello pasamos a exponer estos métodos de estimación
que emplearemos profusamente a lo largo de la segunda
parte.
5.2.1) .Estimación deiti Reprejseirb aciones Áut orre gres ivas.
Nos ocuparemos en primer lugar de la Representa-
ción AR(2) y a continuación, como caso particular, ob-
tendremos los resultados correspondientes para el AR(1),
Si la serie objeto de nuestro estudio ha sido
14-9
identificada como A R ( 2 \ las estimaciones de los .
coeficientes F, j Fp se relacionan con los coefi-
cientes dé autocorrelación a través de las ecua—
ciones de Yule-Walker, desarrolladas.en 5«3.3)j




















Nótese que a la derecha de las estimaciones de
F-, j Fp está la zona triangular que define los valo-
res aceptables de los parámetros a efectos de que la
Ií?ü
Representación Autorregíiesiva sea estacionaria.
Con las cinco relaciones anteriores se construye
el gráfico 5--á donde se nos relacionan los valores de
los parámetros de la estructura autorregresiva y de
los coeficientes-^de autocorrelacion de primer y segun-
do orden.
Es conveniente recalcar que cuando el tamaño de
la muestra sea razonablemente grande, como es en nues-
tro caso, a través del gráfico anterior se pueden ob-
tener estimaciones finales de nuestros parámetros y que
muy aproximadamente proporcionan los correspondientes
de máxima verosimilitud.
De acuerdo con lo expuesto en el epígrafe 5.1)»
tendremos que, en el caso de Representaciones Auto—
rregresivas estaremos frente a un problema de estima-
ción lineal y, por ello, podremos.aplicarle los resul
tados de la regresión mínimo cuadrática. Consiguiente-













y de acuerdo con 4.3) se tiene:
2
<T =Co(l-f1r(l)-fPr(2)). •
Vernos que, en este caso, la zona o región de
confianza 100(1- <O$ para F1 y Fg





suma residuos al cuadrado
" ~~
suraa total de cuadrados
Además
 ? h, representa la relación de la varian-
za total no "explicada11 por la Representación AR(2).
La expresión antex-ior es una elipse, que pode-






siendo la rotación de u, 4-52? y la de v, 1352» y los






puede observarse además que:
s mayor _ + \v\ ,/ ^ u e e s u n a f-uncj_5ní exclu-
s menor Ll-|r(l)f J
sivamente del coeficiente de autocorrelación de pri-
mer orden.
En el gráfico 5-2. obtenido de las expresiones an-
teriores se relaciona h, con los parámetros F-, y Fo.
Al mismo tiempo, en la parte superior del misino gráfi-
co, aparece la forma de la zona de confianza en fun—
ción de E(l).
En el gráfico 5-3 aparece la longitud del eje
menor para una región de confianza del 95/* en función
de la relación h/(l+ |r(l)|) y de H.
Por consiguiente, si se desea, conocidos F-. ; F^ y
H la región de confianza podrá obtenerse con facili—
dad.
Es muyiútil observar que si se tiene informa-
ción a priori acerca de F, y Fp los gráficos pueden
utilizarse para tener una idea acerca del tamaño de
la muestra necesaria para proporcionar un cierto gra-
do de precisión.
Una vez expuesta la situación para los AR(2) es
fácil particularizar para AR(1). En este caso al te-
ner sólo ún parámetro, F-, , tendremos un intervalo que
estará basado en la distxribución t, que es un caso
particular de la distribución F anterior.
El gráfico 5-4 se construyó para la mitad de
un intervalo de confianza 100(1-c<)% dado por:
5.2.1.1) Matriz de varianzas y covarianzas.
fifi)
Se demuestra en Box and Jenkinsv ' que la ex-
presión de la matriz de las varianzas y covarianzas
se reduce a: 'Í21
 D
siendo v(F)= matriz de las varianzas y covarianzas.
•R'-R(l) R(2)
D
ROO 1 R(k _2
1
N* número de observaciones.
En particular si estaraos en presencia de una
Representación Autorregresiva de primer orden AR(1),




y como ?-,= R(l) se tiene que var (f-,)= .
Veamos ahora cual es la matriz de las varianzas
para estiraaciones de la Representación Aut orre gres iva
de segundo orden AR(2).
En este segundo caso:
























































Una vez obtenida la matriz anterior podemos
calcular una estimación de la misma sin mas que sus-
tituir los valores de los parámetros 1\, y F2 por sus
estimaciones correspondientes.
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Es importante destacar aquí que, a través de
los cálculos anteriores, estaraos en disposición de
conocer el coeficiente de correlación entre las es-
timaciones de los dos parámetros f, y £p.
cov (f-,fP)
coef. corr. ( £ n f o ) = ± ^1 2 (var(f1)var(f2) T
Bótese que si existe una correlación negativa al-
ta entre las estimaciones puede aparecer una cierta dis
crepancia entre los valores de ^^2 ol°^en^os a través
de mínimas cuadradas y las estimaciones directas cal-
culadas a través de las ecuaciones de Yule-V/alker.
5.2.2) Estimación de la longitud (&-,) &e la Represen
tación ¿utorregresiva.
Uno de los probleraas con que nos enfrentamos en
situaciones reales consiste en decidir el orden ade-
cuado para la Representación Áutorregresiva.
De acuerdo con la teoría de los ajustes mínimo
cuadráticos este problema se i'esuelve comenzando los
afustes por k,=l, k-,=2, etc., hasta que no se consi-
ga una reducción apreciable de la varianza residual.
Un test de ajuste mucho más adecuado para de —
terminar p en las representaciones autorregresivas s
se debe a Quenouille^ ' , aunque nosotros no.haremos
uso del mismo.
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5.2.3) Estimación en Medias Móviles.
En el* caso de que hayamos identificado como re-
presentación adecúala la correspondiente a MV(2),
HY(l)^ .es un caso particular de KV(2), sabemos
que se verificare acuerdo con J.2.5) las siguien-
tes relaciones:
analogaraente para MV(1),
Expresiones en las que claramente aparece el
carácter no lineal--de las mismas.
Utilizando las relaciones anteriores se constru-
ye, en forma análoga al caso de las Representaciones
Autorregresivas, el gráfico 5-JT en el que se relacio-
nan los dos coeficientes de autocorrelación con los
parámetros 3?, y Tp, y sirve en consecuencia para d e —
terminar t-, y tp (estimaciones de T-. y Q}p) a' partir
de las estimaciones de los dos primeros coeficientes
de autocorrelación.
En este puntov •*' es conveniente recordar que
en valor absoluto los eoeficientes de autocorrela—
ción en las Representaciones en Media Móvil deben
ajustarse a las limitaciones expuestas en el cuadro
5~4» Una vez que tenemos estimaciones de los paráme-
tros se puede explicitar las regiones o zonas de con-
fianza para las mismas.
159
• • \
Dado que nos enfrentamos con un problema de
estimación*no lineal, se pueden calcular las zonas
de confianza, 100(1- oO#, mediante la aproximación
lineal que deriva de expandir en serie de Taylor la
suma de cuadrado^ S(T-,Tp), y limitar la serie a los
términos lineales. A través de este procedimiento se
podrán utilizar los gráficos obtenidos al referirnos
a las Representaciones Autorregresivas para AR(2).
5*2.3»1) Matriz de varianzas y covarianzas.
Se demuestra^ ^ que para muestras de tamaño re-
lativamente grandes la matriz de varianzas y covarian-
zas para una MV(kp) tiene la misma forma que la c o —
rrespondiente matriz de varianzas y covarianzas de una
Representación Áutorregresiva del mismo orden
por consiguiente tendremos:




Una vez más sustituyendo los valores de los pa-
rámetros (T-jjíTp) Por s u s estimaciones ("b-,,tp) nos pro-
porcionaran los de sus varianzas y covarianzas.
5.2.4) Representación Mxita ARMA (1,1)
El último modelo del que nos'interesa explicitar
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el procedimiento de estimación y cálculo de la re-
gión de confianza y matriz de varianzas y covarian-




A partir de esta relación se construye el. grá-
fico 5-# gracias al cual, una vez conocidas las es-
timaciones de H(l) y R(2) se obtienen las correspon-
dientes a T-, y I<\ . .
Las regiones o zonas de confianza para i\ y 1\
son de la forma:







a H 2 ^ H
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eos ot gsenoc cosoc , sen <X
2 = u v o1^
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Á través del conjunto anterior de ecuaciones,
Stralkowski procedió a calcular el cuadro 5-2 y el
gráfico 5-1"*
La tabla anterior de los valores de c-^  y Cg que
a su vez sirven para obtener s-, y Sg, a través de:
2 2 2 2
c7= n st Cp= n Sp
Un problema que aquí surge, es el-de si las an-
teriores regiones de confianza son adecuadas puesto
que se simplifica el problema inicial en base a una
aproximación lineal.
En los problemas con que nos enfrentaremos y da-
do que el tamaño de la muestra es suficientemente gran
de no existirán grandes problemas,i sin embargo para
muestras de tamaño más reducido, éstos pueden presen-
tarse. Para más detalles véase el artículo original
de Stralkowski
5.2.4.1) Matriz dei yarianzas y covarianzas- en el
' ARMA (1,1)T
(22")
• Para muestras de tamaño adecuado se demuestrav *'
que la matriz de las varianzas ycovarianzas en un pro-




Nótese que en el caso de que F=T las varianzas
tienden a infinito, pero en este caso no existe nin
gún problema ya que el modelo ARKA(1,1) se transfor
ma en:
(1-FB) x(t) = (1
y si F=G}, tendremos:
(1-FB) x(t) = (1
 t
y por tanto x(t)= a^ , es decir, nuestra variable se
reduce a una serie puramente aleatoria.
Una vez finalizados estos capítulos damos por
concluida la primera parte dé nuestra exposición en
la que hemos abordado los aspectos teóricos de la
modelización de series temporales a través de las Re-
presentaciones Mixtas ARMA (k-,,kp). Pasamos a conti-
nuación, a la segunda en la que aplicaremos lo desa-
rrollado hasta aquí, a diversos indicadores de c o —
yuntura relativos a nuestra Economía.
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C A P I T U L O V I
I n t r o d u c c i 6 n
La segunda parte de nuestro trabajo está dedi-
cada a la aplicación de la metodología desarrollada
su les capítulos anteriores v en. esuecial a verifi-
car la operatividad del procedimiento de identifica-
ción propuesto en el capítulo IV.
Empezaremos la exposición del capítulo aludien-
do a los estudios relacionados que se han llevado a
cabo en nuestro país para pasar, a continuación, a
analizar la fuente y ámbito temporal de los datos
utilizados, asi como también los aspectos relaciona-
dos con la estacionariedad de los mismos.
Por último, estudiamos cada uno de los once in-
dicadores de coyuntura seleccionados y llevamos a ca-




6-1) Estudios previos relacionados con el tema-»- .
r
Los únicos -trabajos que se han efectuado en Espa-
ña en los que se intentan ajustar Modelos Autorregresi-
vos y de Medias Móviles, por lo que conozco, han sido
llevados a cabo por H. Rodríguez y Rodríguez Zúñiga
en dos artículos aparecidos recientemente^ ''^•',
En el primero de ellos, "Análisis de una serie
histórica: determinación de componentes y formulación
de modelos interpretativos", publicado en Cuadernos
de Economía vol. 3> &- 6, Enero-Abril 1.975? intro-
duce la metodología a seguir y a continuación, la
aplica a un ejemplo concretow . En el segundo do
los artículos, "Incidencia sectorial en la estructu-
ra de los precios al por mayor: un estudio comparati-
vo de los sectores agrícola e industrial" aplica la
metodología desarrollada en su trabajo anterior pa-
1.-"Poner de relieve ciertos aspectos presentes en la
evolución de los precios agrícolas e industriales
y, en lo posible, hacer una evaluación comparati-
va de ellos.
2.- Intentar hacer algunas reflexiones sobre la impor-
tancia relativa que cada uno de los sectores en es
tudio ha tenido sobre la estructura general de los
precios durante los años estudiados".
En este trabajo, no vamos a realizar un análisis
crítico.general, de las contribuciones anteriores pues_
to que nos limitaremos a constatar que la sistemática
aquí seguida difiere de la suya para la identificación
de los "modelos interpretativos".
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En realidad, Rodríguez Zúñiga, no se refiere di-
rectamente al problema de la identificación aunque
intenta llevarla a cabo en las pags. 103-113 del pri-
mero de sus artículos, y concretamente entre el f i —
nal de la pag. 408 y la mitad de la 109, que para rna
yor fidelidad y comodidas reproducimos aquí:
' "Se ha visto que los parámetros a estimar en es-
uO5 S¡OQ.6XCS son \i, C g , ¡U' , fj •. j_¡a siCuiui a «ruvcc ce
los teoremas ergódicos puede ser calculada directamen-
te. Las ya definidas ecuaciones de Tule-Walker permi—
ten un método para el cálculo de los coeficientes co—
rrespondientes a la parte Autorregresiva, partiendo de
los valores estimados para la función de autocorrela—
ción, según el método y criterios ya descritos más arri
ba. La determinación del grado autorregresivo - valor
de p- se hace a través de una valoración relativa de
la varianza residual, es decir, aquel que disminuya
de una forma más sustancial la varianza del proceso.
Una vez calculada la componente autorregresiva
de la sei*ie, se elimina ésta y la serie resultante
contendrá únicamente la parte que corresponde a la
Kedia Hóvil,cuyos parámetros pueden ser determinados
a través de las ecuaciones de autocovarianzas en un
proceso MA, una vez que dichos valores han sido esti-
mados por el método general ya visto.
La determinación de la estructura del modelo de-
finitivo se basa, al^  igual que en el análisis de la
componente autorice gres i va, en una valoración compara-
da de la varianza residual del sistema.
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£1 valor que toma la yarianza residual^ nos da-
rá una ide*a de hasta que punto el modelo autorregre--
siyo -integrado- a Media Móvil elegido sirve . par_a.
"explicar dicha serie"»
-**
Esta idea se complementa con la determinación
de unos índices quepermitan valorar la capacidad in-
terpretativa del modelo determinado^ .
Es decir, basa su identificación, en el análisis
de la varianza residual.
Por lo que respecta al espectro de la variable a
estudiar, únicamente lo utiliza- para examinar la pre-
sencia de tendencias, ciclos y estacionalidad sin li-
garlo al análisis de la Identificación.
6.2) Los datos utilizados: fuente'y ámbito temporal
Los datos estadísticos utilizados en nuestro tra-
bajo se refieren a las siguientes variables;
- precios al por mayor
- índice general (IPM)
- índice gruP° general de Alimentos, Bebidas y
Tabacos (IPAT).
- índice grupo especial de productos agrícolas
(IPPA).
- índice grupo especial de productos agrícolas
industrializados (IPAI).
- coste de la vida
- índice general (IOV)
- Índice grupo general. Alimentación (ICYA).
- oferta monetaria (M)
- índice general de producción industrial (IPI).
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- Acero (producción) (A)
- Energía Eléctrica (Demanda) (EE)
- Cemento artificial (ventas) (CA) ,,
La fuente d©*los datos estadísticos manejados,
originaria en unos cacos y derivada en otros, ha si- .
do el Suplemento del Boletín Mensual de Estadística
(avance de las series desestacionalisadas) publica-
do por el Instituto Nacional de Estadística. De es-
ta manera hemos podido disponer de datos homogéneos
en cuanto a su sistema de desestacionalización, y
con un origen de tiempo común fechado en Enero de
1.964 , fecha más reraota para la que hemos tenido
acceso a esta información estadística desestaciona -
lizada, pues si bien hubiéramos podido disponer, con
relativa facilidad de datos anteriores, éstos no es-
tarían desestacionaliaados ya que el sistema utiliza
do para la corrección de la estacionalidad es el
O»S.C.E., á.3 la oficina de Estadística de las Comuni-
(€>}dades Europeas, ^no disponible al usuario individual.
Para nosotros el poder trabajar con series desestacio
naliaadas es muy importante puesto que de esta manera
conseguimos espectros de evolución suave, que facili-
tan su interpretación, al no producirse "Leakage" de_s
de los picos estacionales con lo que se desvirtúa el
v e r d a d e r o e s p e c t r o . ' ••'
i
Además debe tenerse en cuenta que hacer previsio
ríes sobre la serie desestaeionalizada no supone gran
limitación,1 puesto que las decisiones de Política Ec_o




Por otra parte el tomar en consideración el
fenómeno Estacional no supone gran dificultad ya
que se resuelve sin más que aplicarle el operador
(l-dBn)a la variable estacionaria, siendo n el nú-
mero de observaciones que contiene un año y d un
coeficiente a especificar que' suele normalmente ha
cerse igual a la unidad^''.
Otro aspecto que nos ha limitado la utilización
de otras variables ha sido la falta de homogeneidad
en cuanto a la presentación de los datos publicados
puesto que, por ejemplo, en las separatas más r e —
cientes y en relación al índice del coste de la vi-
da aparecen las siguientes variables:
Coste de la vida: ~ Índice general
- Grupo general. Alimentación.
- Grupo general. Vestido y cal-
zado.
- Grupo general. Vivienda.
- Grupo general. Gastos de casa.
- Grupo general. Gastos diversos
que cubre un ámbito mayor que el utilizado por noso-
tros pero, desgraciadamente, no nos ha sido posible
localizar datos de estas nuevas variables desde el
origen de tiempo común por nosotros utilizado. Este
hecho no se limita sólo al índice del coste de la
vida sino también a otras variables.
li • • .
Conviene señalar que si bien la base del índice
i •del coste de la vida va referida al año 1.968, el
resto de las variables-índice consideradas tienen
una base anterior al orgien de tiempo elegido por
nosotros (precios al por mayor,base 1.955=100 y pro-
ducción industrial, base 1.962=100) por lo que los
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datos previos a Enero de 1.969 referidos al coste
de la vida han sido calculados en base al sistema
anteriormente en vigor (1.958-100) y posteriormen-
te pasados a base 1.968 a través de los correspon-
dientes coeficientes de enlace entre uno y otro
sistema. .
La metodología, fuentes de información y la
descripción detallada de los tres sistemas, índices
vigentes en la actualidad están recogidos en lastres
monografías siguientes, publicadas por el Instituto
Nacional de Estadística;
-"Coste de la Vida. Sistema de números índices"
(Base 1.968=100).
-"Precios al por-Mayor. Nuevo Sistema de números ín-
dices" (Base 1.955=100).
-"Sistema de números índices de Producción Industrial"
(Base 1.962=100)»
Haciendo una breve síntesis de tres monografías,
diremos que la fórmula empleada para el cálculo de
los índices es, en todas ellas, del tipo Laspeyres.
Reflejamos, a continuación, en los cuadros A,
B y 0 la estructura de las ponderaciones a nivel de
grandes agrupaciones por ser uno de los aspectos de-
terminantes áe la elección de las variables maneja—
das en nuestro trabajo.
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Cuadro A. Coste de la Vida. (Base 1.968=100)
Grupos Ponderaciones (ja)
Alimentación 49 «4
Yestido y Calzado 15«9
Vivienda * 8.0
Gastos de Casa ............ 9*9
Gastos diversos ........... 18.8
Total 100.0
Cuadro B. Precios al por Mayor.(Base 1.955=100)




Cueros, Pieles y Derivados. • 2.6
Materiales de construcción. 3*7
Minerales Metálicos 1.1
- Metales, Productos Metálicos
y Maquinaria 9 • 4
Combustibies, Lubricantes y
Energía Elécti'ica ........ 9«1
Productos Químicos ....... 6.0
Yarios 2.^
fotal ... 100.0
Además de los nueve grupos generales considera-
dos, que son mutuamente excluyentes y exhaustivos en
el sentido de cubrir los 29S artículos seleccionados,
se contemplan otros nueve especíales caracterizados
por tener elementos comunes. En nuestro análisis he-
mos considerado el grupo especial de j^oductos agrí-
colas industrializados representativo de lo que po-
demos calificar un.J'gran" grupo especial, y también
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el de productos agrícolas representativo de un gru-
po esecial de "tipo medio".
. Grupo C. Producción Industrial. (Base 1962=100)
Bector Indusiyrial Ponderacione s (>¿
Industrias extractivas 5.2
Industrias Manufactureras 75 •&
Industrias de Electricidad y Gas.. 5»2
Industrias de la Construcción .... 14.0
Total ... 100.0
6.3) Est aci onax'iedad.
Es bien sabido que la mayoría dé las series eco-
nómicas relativas a producción y precios tienen una
tendencia creciente en sus momentos de primer y segun-
do orden.
Los datos que utilizaremos en este tz-abajo tam-
bién presentan esta característica y para evidenciar-
lo hemos calculado los estadísticos elementales de
las variables y sus diferencias, estando éstas repre-
sentadas por el símbolo A » para tres secciones dife-
rentes:
a) datos del 3 al 129 ambos inclusive
b) datos del 3 al .100 ambos inclusive
c) datos del 100 al 129 ambos inclusive
a) Datos del 5 al 12,9
172
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donde las abreviaturas d.t. y e.t. significan desviación





























































































































































































































































































Gomo ya henos dicho en la parte I, la teoría del análi-
sis espectral ha siiio desarrollada para series estacionarias,
pero la presencia de tendencia en Media y Varianza, asi como
también los cambios de estructura motivados por el continuo
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juego de los factores económicos producen situacio-
nes de no estacionariedad.
Por consiguiente, parecería que no son de apli-
cación los métodos descritos, en la primera parte ,
a las series económicas. Afortunadamente, sin embar-
go, se demuestra que una vez eliminada la tendencia.
mediante los procedimientos habituales, si la serie
tiene una varianza que presenta una pauta de varia-
ción no muy acusada, el efecto sobre el espectro es-
timado consiste, simplemente, en la aparición de una
constante de escala. Esta es la razón por la que el
análisis espectral puede usarse, directamente, sobre
las series económicas de producción y precios sin
necesidad de utilizar transformaciones de tipo loga-
rítmico^ J además, si la estructura que genera los
datos no varía bruscamente, lo cual no sucede en Eco-
nomía salvo en circunstancias excepcionales, Gran —
ger^'^ demuesti'a que el espectro estimado no se apar
ta sensiblemente del teórico.
Pasamos, a continuación, a analizar cada una de
las variables, indicadoras de coyuntura, selecciona- .
das de acuex'do con el método de identificación que
aquí proponemos.
En primer lugar estudiaremos los índices relati-
vos a precios al por mayor y los del coste de la vida
y a continuación nos referiremos a la oferta moneta—•
ria.
Por último abordaremos las relacionadas con el
sector productivo a través del índice de producción
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industrial, producción de acero, demanda de alergia
eléctrica y ventas de cemento artificial.
6.4) índice de ppacios al por mayor.
Para este grupo se han tomado todas las varia-
bles de que disponíamos puesto que trabajaremos con:
- índice general de precios al por mayor (IPH)
- índice de alimentos, bebidas y tabacos (IPA11)
- Índice de productos agrícolas (IPPA)
- índice de productos agrícolas industrializados(IPAI)
6.4*1) índice general de precios al por mayor (IPM)
Para ésta y cada una de las variables se han cal-
culado una serie de estadísticos elementales que con—
sisten en: media, desviación típica, error típico, má-
ximo, mínimo y recoi^rido. A través del valor que tomen
los estadísticos elementales podremos hacernos una
idea de las características básicas de la serie.
i
A partir de los datos recogidos en el cuadro 6-1
se han calculado los estadísticos elementales para el
índice general de precios al por mayor que nos han da-






mínimo 163 • 2
recorrido 160.8
. •• • \
por tanto la variable iPM no puede ser considerada
como estacionaria. Esta primera conclusión se r e -
fuerza si observamos que la variable presenta una
fuerte tendencia creciente, y que además el corre-
lograraa decae lirré'aliíiente y con suavidad (véase el
cuadro 6-25).
Del breve análisis anterior vemos que habrá que
recurrir a tomar diferencias de la serie original pa.
xa intentar reducirla a otra que sea estacionaria.
Si tomamos, pues, la primera diferencia de la
serie IPM, obtendremos la variable AIPM cuyos esta-








A partir de estos estadísticos y del análisis de
los datos, recogidos en el cuadro 6-2, observamos que
en principio puede esta serie ser tomada como razona-
blemente estacionaria.
Por consiguiente, intentaremos identificar la He-
presentación más idónea para la variable A IPM. La
identificación se llevará a cabo, en primer lugar, a
través del procedimiento propuesto por Box y Jenkins
y en segundo lugar, por el desarrollado en este tra-
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Identificación:
Como ya hemos dicho anteriormente, el método de
Box y Oenkins reside en el análisis de las funciones
de autocorrelación y autocorrelación parcial^ .
Los valores correspondientes a las citadas fun-
ciones están detallados en los cuadros 6-24 y 6-25»
de los que, para mayor ooiuüdi&ü.d, recógenos los va-






















las varianaas correspondientes vienen dadas por:
var r(k) a i- ~ -¿- ct 0.008
K
 126
var f,, Cr— = — ^ 0.008
K 126
y por tanto sus desviaciones típicas:
d.t. (r'OO) <^ 0.089
d.t.(f^) o- 0.089
lo cual nos indica que, en principio, los distintos
coeficientes estimados son significativamente dife-
rentes de cex^ o.
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Por consiguiente la identificación que nos pro-
porciona Box y Jenkins es la de una Representación
Mixta aunque el orden de los operadores autorregresi^
.vos y de media móvil sería superior a la unidad, lo
cual parecería indicar que la Representación idónea
para este indicador de coyuntura no coincide con las
propuestas. Veamos ahora que sucede si analizamos las
características dsl espectro d*^  is oitfsici.fi vHrxa——
ble. El espectro estimado está representado en el grá
fico 6-i., y en él observamos que presenta una concen-
tración sustancial de la varianza en la banda de fre-
cuencias .comprendida entre f=0 y f=0.063, siendo el
resto del mismo prácticamente plano.
El x'ecorrido está comprendido entre 0.5 y 7*5?
por tanto la relación resultará:
E(w) max „
g(w) min 0.5
Directamente se ve que, aunque una Representa-
ción AR(1) tiene una forma parecida, para el valor
resultante del parámetro, w2:0.241, el espectro tie_
ne una caída muy suave.
Análogas consideraciones se obtienen respecto a
una MV(1) dado que las formas espectrales que produ-
ce son de evolución suave.
l t •
Veamos, las de segundo orden; Por idénticas con-
sideraciones de evolución suave del espectro de las
Í4V(2), éstas quedan descartadas.
Las únicas Representaciones candidatos son las
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AR(2) y ARMA(1,1), debido a que la forma del espec
tro estimado se aproxima a la teórica de una AE(2)
con parámetros f-^  c=: 0,4 y f^Z. 0.8.
Supongamos^ provisionalmente, que se trata de
una ÁR(2)" y normalicemos el espectro estimado para
decidir si las características cuantitativas de los
espectros son similares.
La estimación dé la varianza residual la cono-
cemos a través de la siguiente expresión:
2
<T = co(l-f1 r(l)-f2 r(2)
c la obtenemos a pai'tir de los estadísticos
elementales anteriormente citados:
cQ= d.t? = 2.052íT 4.20
Los valores de los parámetros f-, y fp los cal-
culamos mediante el gráfico 5~* conociendo, pi-evia-
mente, que r(l) 0.24-1 y r(2) 0.210, resultando:
f1C¿ 0.22 £2 C¿ 0.16
por tanto:
2




g(w) ñor max 2¿ •"— Cü 6,06
1,22
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g(w) ñor min 2r •--•?-^  £" 0,41
1,22
Veamos, a continuación, cuales son los valores
correspondientes al espectro teórico:
g(v;) ñor = 5—r ———"—
l+££+f|+2£1(f2-l) eos w-2f2 eos 2w
Como en este caso el máximo se alcanza en w=0
y el mínimo en w= H tendremos:
, . 1







g(w) ñor max ^  2_J_6p_ A^ 2 91
g(w) ñor min 0,89
Por consiguiente, vemos que no existe coinciden-
cia entre los valox^es estimados y los teóricos, una
vez llevada a cabo la normalización. Por tanto tene-




Una vez visto que ésta no es adecuada nos queda
por estudiar la mixta ARMA(1,1).
Con las estimaciones de los coeficientes r(l) y
r(2) y mediante el gráfico 5-8 obtenernos los paráme-
tros Aut orre gre sivo y la Media Móvil, que resulta ser:
^«¿0,88 t^pí 0,70
Para este tipo de Representaciones la varianza
residual, recordemos-viene dada por:
2
2 1-f,








g(w) ñor max 2:—¿-
1,169
g(w)! ñor rain 0:—^^~ Oc 0,428
, . 1,169
Los valores teóricos vienen dados por:
2l-2tn eos v/+tn




y por tanto muy aproximadamente:
S(w) ñor m
l-2f1+f^ 1-2.0,88+0,882
1+t-, -i ,r\ rp-
g(w) ñor inin~ ~ Oí — ^ ¿v
 0?8^
1+fJ 1+0,88¿
y la relación entre los valores máximo y mínimo se-
rá:
ñor nax 6,2
g(w) ñor rain 0,84
En este caso,. vemos que la ordenada máxima coin
cide sensiblemente, pero no así la minina que apare-
ce el doble de la que resulta en el espectro estima-
do.
río obstante estos resultados parecen adecuados
si tenemos en cuenta que la estimación de £-, y t-.
no es muy correcta debido a la sona límite donde, es-
tan situadas y habría, por tanto, que proceder a una
estimación más adecuada de los citados coeficientes.
Si admitimos como correcta la Representación
Mixta, AfiMÁ(l,l), 'podemos calcular las desviaciones














con lo cual la primera diferencia del índice gene-








donde el valor numérico entre paréntesis indica la
estimación de la desviación típica correspondiente.
Otro aspecto a resolver, es decidir si tenemos
que tornar en consideración una tendencia determinis-
ta en nuestra Representación.
De acuerdo con 4.5) tenemos:
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e.t.= n
 r(l>r(2) " 1 2 b ' 0,241-0,21'
^0,74
que si lo comparamos con el valor medio de nuestra
variable, AIPM, de valor numérico igual a 1,28 nos
sugiere la conveniencia de rechazar la incorpora-
ción de una tendencia determinista en nuestra Repre_
sentación.
Por tanto: (1-0,88 B)AIPMt=(l-0,? B) at
(0,09) ' (0,13)
Una vez finalizado el proceso de identificación
nos parece oportuno insistir algo más en él porque he-
mos "casi" identificado dos Representaciones para la
misma variable lo cual, a nuestro modo de ver, nos
lleva a intentar aclarar el porqué son -observacional-
mente similares.
i
Para estudiar la.relación entre las dos utili-
zaremos la propiedad de inversión desde la ÁRMA(1,1)
a la ÁR(2), a intentaremos identificar los coeficien-
tes individualmente considerados»
La Representación AHMA(1,1), viene dada por:
(1-0,88B) x(t)=(1-0,7B)at,siendo x(t)» AIPH, e invir-
tiendo:
(1-O,88B)(1-O,7B)"1 x(t) = at





\ • • .
o sea:
(1-0,18B-0,15B2-0,O9B3-O,06B4~0,04B5.... ) x(t)=at
y si eliminamos los términos de menor peso tendre-
(13) . ^ . . . .
mosv JJ:
(1-O}18B-O,13B2) x(t) ~
es decir, la Representación ARMA(1,1), de parámetros
f, 0:0,88 y t-,c¿ 0,7, es parecida a la Representación
Autorregresiva de segundo orden de parámetros f.,=G,18
y fp= 0,15» valores que se aproximan a los calculados
por nosotros anteriormente, lo cual explica su aparien-
cia semejante.
En este ejemplo hemos visto la posibilidad que
tienen los Modelos í-íixtos, de representar Autorregre-
sivos y de Medias Móviles de orden elevado, con lo
cual conseguimos una gran reducción en el número de
parámetros a estimar.
Si haciendo abstracción de los resultados ante-
riores supiéramos que la serie queda igualmente bien
representada por los dos modelos, ños podríamos pre-
guntar como seleccionar el mejor de los dos, si ello
es posible. •
Una posibilidad consistiría en utilizar el cri-
terio de minimizar la varianza de la diferencia entre
el valor real de A1PM y el obtenido a través de la
Representación.
• Otro criterio puede basarse en la selección de
la que mejor indique los puntos de cambio, etc.
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• ' Una vez- llevada a cabo nuestra identificación
es conveniente compararla con la realizada por H.
Rodríguez Zúñiga^ '^ , ya que éstas difieren notable-
mente. En particular para la misma variable^ <> lie.
ga a dos. Representaciones diferentes como son; ARMA
(1,0,4) y ARHA (2,1,3), siendo las estimaciones de
los parámetros de la primera:
£i ~0,9?8; t-,2£ 0,243; tp£í 0,069; t fii 0,05jt^cí 0,069
5
y los de la segunda:
f.j5£ 0,245; f g~ -0,125;t12; 0,77; tp2¿ 0,082;t,Cí-0,070.
En primer lugar demostraremos que la identifica-
ción que lleva a cabo no es adecuada porque las dos
Representaciones son isñy diferente s-«-
Para ello apliquemos la propiedad de inversión
a (1,0,4) introduciendo la aproximación de tomar como
nulos los valores de tp, t, y t¿.»
ISn estas condiciones, hemos simplificado la Re-
presentación (1,0,4) en una (1,0,1) y para ésta ú l —
tima:




-(0,978+0,243)0,243B2+ ...,.) = at
(l-l,221B+0,297B2-0,072B3+0,018B4 ) y(t)« a^
que vemos que, aproximadamente, corresponde a una
AR(2)
(1-1,221B+O,297B2) y(t)= at
si aplicamos, seguidamente, las mismas consideracio-
nes a (2,1,3) teniendo en cuenta que t^ y t-, son de
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-0,125-0,772)0,772B4+ ........)A y(t) = at
(1+0,525B+0,529B2+0,408B5+0,3143%......)Ziy(t)=at
que equivale a una Representación Autorregresiva de
orden muy superior a 2.
Por tanto vemos que Rodríguez .Zúñiga llega a





de2?ivándose, a nuestro modo de ver, esta anomalía^ ^
del empleo de un método de identificación no tan ope-
rativo como, el que utilizamos en el presente trabajo.
Nol llevamos a cabo una comparación entre las
Representaciones a las que llega con la nuestra,
puesto que se refieren a períodos diferentes, si
bien habría entonces que preguntarse si existe una
estructura estable que genere los datos.
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Por último, para los datos que proporciona
R. Zúñiga haciendo abstracción del problema de la es
tacionariedad y utilizando nuestro procedimiento de
identificación llegaríamos a seleccionar para IPM la
Representación (0,1,0), es decir:
lo cual estaría de acuerdo con los resultados a los
<¿üe llegarúüS par«. loa i-feüsócurlfcífcj xüdicütí d« ux-tíoiua óil
por mayor. . .
Una vez identificada la Representación que corres
ponde al índice general, IPM, pasamos a resolver el ini
mo problema para el resto de índices de precios al por
mayor de que disponemos.
6.4.2) Alimentos, Bebidas y (Tabacos (IPA'J).
Los estadísticos elementales que se han obtenido







con estos valores y observando la evolución de esta
variable,, recogida en el cuadro 6-3, vemos que pre-
senta una fuerte tendencia y no puede ser considera-
da, por tanto, como estacionaria. Esta nisma conclu-
sión se obtiene si inspeccionamos el correlograma de
la sercie que aparecen en el cuadi^ o 6-23.
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f(Domando la primera diferencia de esta variable








Si además tenemos en cuenta los datos referen-
tes a esta diferencia y su correlograraa expuestos en
los cuadros 6-4- y 6-24 podemos considerar la primera
diferencia del índice de precios al por mayor de ali-
mentos, bebidas y tabacos,AIPAí, como adecuada a nues-
tros propósitos.
Identificación: Para facilitar la identificación
resumimos aquí, los seis primeros valores de la fun—
ción de áutocorrelación y de la función de autocorre-
lación parcial, que en forma más completa se recogen










Del análisis de la tabla anterior parece dedu-
cirse que* la variable,AIPAT, es completamente alea-
toria. Esta conclusión se apoya en los valores que
toman las desviaciones típicas de las estimaciones
de los coeficientes de autocorrelacion -y función de
autocorrelacion parcial, si suponemos que se trata,
efectivamente, de "ruido blanco".
VcLX* l.\^.) = — — Ü U,UO U» O. X\&.) '— (J,U^ (
126
var f^csíjlg t 0,08 d.t. f ^ <* 0,09
con lo cual los límites 2<T son. aproximadamente,
0,18.
Si por otra parte calculamos el test Q de Box
qu
22
(17)y ?iercev ' , tendremos e:




Y dado que 5£ r (k) £¿0,396, el valor del citado
test será: Q Or 4-9,86 , si la sale fuera completa-
mente aleatoria, Q provendría de tina distribución
X. con k-kn-kp grados de libertad. Por tanto, en
nuestro caso Q ^ 4-9,86 debería estar asociado a una
"PC con veintidós grados de libertad. Pero para vein
tidos grados de libertad los valores correspondientes
al 10$ y 5# son, respectivamente, 30,8 y 33»9» 3?or
consiguiente la variable no puede considerarse como
puramente aleatoria.
Es decir, por una parte, en base a la función
de autocorrelacion y autocorrelacion parcial llega-
mos a la conclusión de que AIPAÍT es completamente
aleatoria, mientras que si seguimos el criterio del
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test Q, basado en la función de autocorrelación
considerada globalmente, nuestra variable no lo
es.
Si pasamoa^a identificar en base a la compara-
ción, de los espectros, vemos que el estimado, que
aparecen en el gráfico 6-1i, salvo una ligera concen
tración de la varianza, en la banda de frecuencias
?
cuencia es prácticamente similar, indicativo de que
corresponde al espectro de una variable aleatoria.
No obstante si queremos recoger la información
suministrada por la pequeña concentración de varian
za en las proximidades del origen, podríamos suge-
rir que se trata de una forma autorregresiva de
segundo orden.
Concretamente con los valores numéricos de
r(l) y r(2) y el gráfico 5-á obtenemos:
f,c¿ 0,096 f0o¿ 0,117
por tanto la estimación de cr serás
<r m io,355(i-o,O962-o,ii72) oc 10,12
7 M,
n n
g(w) ñor maxt—§— ,
5,22
siendo las ordenadas teóricas:







 5— -. ¡v 0,80
» 1+0,096¿+0,117+2.0,117
valores que no coinciden con los estimados.
Por otra parte si comparamos la forma del es-
pectro teórico que está comprendida entre las de
(O,Q1) y (0,0,3), que presentan una forma de "U",
vemos que no es posible admitir este tipo de Eepre_
sentación.
Por consiguiente admitimos como- Kepresentación
más idónea para la primera diferencia del índice de
precios al por mayor de alimentos, bebidas y tabacos
la que corresponde a una variable puramente aieato—
ria.
Antes de dar por finalizada la identificación
debemos averiguar si debe introducirse una tendencia
determinista.
En este caso la media de la variable es 1
siendo su-error típico 0,28, que lo obtenemos direc.
"feamente de la tabla correspondiente a sus estadísti-
cos elementales, por tanto, es conveniente tomar en
consideración la presencia de la tendencia áetermi~
nista.
Por tanto, la Representación será:
= a.
I-,19
6.4.5) Productos agrícolas (IPPA).
*
Los datos correspondientes a esta variable se
encuentran en el cuadro 6-5» a partir de la cual se
han calculado su§^estadísticos elementales, cuyos va-







Todo lo anterior ¿unto con el córrelograma de la
variable (cuadro 6-25) nos permite constatar la exis-
tencia de una fuerte tendencia, que clasifica la se-
rie dentro de las no estacionarias.
Tomando, pues, la primera diferencia de la serie
obtenemos la variable,AIPPA, cuyos datos aparecen en











Por consiguiente, podemos considerarla como
estacionaria.
Identificación: Para llevar a cabo la identi-
íicacion, resumimos una vez mas, los seis primeros
valores de la función de autocorrelación j de auto-























De la tabla anterior se puede inferir que se
trata de una variable puramente aleatoria rmesto
que los valores estimados son sensiblemente meno-
res que las desviaciones típicas correspondientes.
var r(k)~ — 2¿ 0,008 d.t. r(k) C¿ 0,089
126
var £,, C í — £¿0,008 d,t. f M ~ 0,089KK
 126 K&
j los lími'tes 2 ff" son, aproximadamente 0,18.
!
Si para mayor seguridad calculamos otra vez el




Q= HÜEI r2(k) £¿126.0,140 0c 17,607
1
o
que debe provenir de una distribución "X- con veinti-
dós grados de Irtfertad.
Acudiendo a las tablas correspondientes observa-
mos que los valores correspondientes al 3$ y 10$ son,
respectivamente: 33>9 y 30,8. Por consiguiente en es-
ta ocasión el test también confirma el diagnóstico pre_
vio de que tratamos con una variable puramente aleato-
ria .
Si examinamos, a continuación, el espectro esti-
mado que está representado en el gráfico 6-&, vemos
que al.igual que para la anterior, se trata del co-
rrespondiente a una variable aleatoria puesto que, sal-
vo el efecto de escala que exagera las variaciones, la
importancia de las distintas bandas de frecuencias es
bastante similar, pudiendo trazarse también la media de
las ordenadas espectrales que muy aproximadamente co—
rresponde con una paralela al eje de las frecuencias.
Además, si examinamos el gráfico de la pag. 212 de
Jenkins y Watts^ ^ en el que está representado el es-r
pectro correspondiente a una muestra proveniente de una
realización de "ruido blanco" con distribución Normal
discreta, podemos observar su similaridad.
Por consiguiente identificamos ¿ÍIPPA con una
variable puramente aleatoria.
Debe, taabien, incorporarse la tendencia determi-




Afortunadanente, tamhien en este caso, existe
la posibilidad de comparación con la realizada por
R. Rodríguez Zúñiga^ "', haciendo abstracción del
diferente ámbito temporal y el que este autor no
corrija sus serifes;. de estacionalidad.
Las identificaciones a las que llega son las si-
guientes: (2,1,1) y (1,0,4). Coincidiendo una de ellas
(1,0,4), con otra de las obtenidas para el índice de
precios al por mayor. Por tanto a ésta última le es
de aplicación lo dicho en el epígrafe referente al
índice de precios al por mayor. Es decir,
(1,0,4-) » (1,0,1) * (2,0,0)
Veamos que sucede con la (2,1,1). Los parámetros
correspondientes son:




aplicando la propiedad de inversión, y dado lo redu-
cidodel valor de fo 7 t-, , se deduce que la Hepresen-
tación anterior se transforma en:
(l-0,215B) A IPPA= at
Es deo¡ir:





mientras que la otra Representación es:
(2,1*1) — » (1,1,0)
(1-O,2153)AIPPÁ = a.
siendo, otra vez, diferentes las dos Representaciones
a las que llega.
que consigue (2,1,1), que hemos visto es básicamente
una (1,1,0), dado la reducido del parámetro fy^O^lí?*
puede suponerse que de naber sido ajustada para el mis
mo periodo y corregida de estacionalidad posiblemente
hubiese alcanzado nuestro mismo resultado.
Be todas formas vemos, una vez más, que su pro-
cedimiento de identificación no es operativo puesto
que entre los dos resultados tan dispares, como a
los que llega, no puede seleccionar uno.
6.4.4) Productos agrícolas industrializados (IPAI).
Con esta variable agotamos el conjunto de las
componentes de índices de precios al por mayor que
presenta el "Suplemento al Boletín Mensual de Esta-
dística" en su avance de series desestacionaliza—
das.
i i • •
Los datos se encuentran en el cuadro 6-7» el
correlograma en el cuadro 6-23 y los estadísticos ele











Por consiguiente, no podemos considerarla como
estacionaria. Si pasamos a obtener la primera dife-







Mínimo 13 j 300
Recorrido .... 4-9,800
con lo que ya podemos considerar a,^IPAI, como apta
y proceder a su identificación.
Identificación: Resumimos, a continuación, sus
funciones de autocoi'relación y de autocorrelación par-
cial, obtenidas de los cuadros 6-24- y 6-25 respecti—
vamente. •
AI.P.A.Ü.-








las desviaciones típicas de las estimaciones de los
coeficientes de autocorrelación y de autocorrelación
parcial, si suponemos que se trata de "ruido "blan—
co", vendrán dadas por:




y por tanto las desviaciones típicas serán;
(T= 0,089 2CT=0,18
En estas condiciones vemos que puede conside-
rarse que los coeficientes de autocorrelación §t auto
correlación parcial no son significativamente dife—
rentes de cero.




Q» N ZI r(k)2 C¿ 126.0,350 <Z
2
que debería provenir de una *X con veintidós grados
de libertad. Ahora bien para esta distribución los
puntos correspondientes al 5$ j 10$ con 33j9 J 30,8.
Por consiguiente el test de Q rechaza que la
variable, AIPAI, consista en ruido blanco.
En estas condiciones recurrimos a comparar los
espectros para llevar a cabo la identificación.
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El espectro estimado está representado en el
gráfico 6-af j en el observamos que se asemeja al
de una variable puramente aleatoria, dado que,apro-
ximadamente , la contribución a la varianza total es
la misma en las distintas bandas de frecuencia.
Sin embargo si queremos asegurarnos, veamos
que sucede si suponemos que sigue un ÁR(2)^ .
A partir del gráfico 5-á con los valores
r(lO= 0,14-2 y r(2)= 0,19 obtenemos: f - ^ O ^ f ^ O







g(w) ñor minc¿ —--^ c¿ 0,6
5,88
las ordenadas teóricas correspondientes serian:
g(w) ñor maxC^ —• -^— Cid 1,98
1+0,l2+0,192+2.0,1(0,19-l)-2.0,19
g(w) ñor m i n ^ — £¿ 0,70
1+0,12+O,19+2.0,19
valores que son bastante coincidentes con los esti-
mados.
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Además, el valor del mínimo en el espectro
teórico viene dado por:
w= ar eos eos ~ 1,68 rad
que corresponde a una frecuencia de 0,267, muy simi-
lar a la del gráfico
Consiguientemente, admitimos como identifica-
ción más correcta la correspondiente a la ÁR(2).
Las varianzas de los parámetros estimados vie-







por tanto, var £, = 0,0076
var f2 = 0,0076
j aus desviaciones típicas correspondientes:
d«t. f-^ d.t. f2 = 0,0874
Vemos aquí el porqué puede identificarse la va-
riable, AIPAI, como ruido blanco ya que el valor de
los parámetros se sitúa dentro de los límites' 2CT.
Por último tenemos que analizar la conveniencia
o no de incorporar una tendencia determinista.
204
\





^ ^ 1 9 , 6 4 ( 1 + 0
V 126(1-0,142)(1-0,19)
y dado que la media de la variable es 1,40 acepta-
mos la introducción de la tendencia determinista.




que se aproxima a:
AlPÁI,-l,4 ~ a.
pox' tanto las Hepresentaciones identificadas por los






6.5) índices del coste de la vida.
Son estos verdaderos Índices de precios al por
menor, y, por consiguiente, es interesante identifi-
car su estructura para completar los índices de pre-
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C1OS.
En este trabajo hemos elegido dos representan-
tes, el índice^general del coste de la vida, ICV, y
el índice del grupo general: Alimentación.
6.5*1) In_dice general del coste de la vida (ICV)
Los datos correspondientes a esta variable es-
tán recogidos en el cuadro 6-9 • En él se puede obser
var que presenta una tendencia muy marcada, aspecto
que se recalca examinando el cuadro 6-2$. Para comple
tar su., descripción calculamos los estadísticos ele-





Máximo 177 > 300
Mínimo .. 72,800
Recorrido ...... 104,500
por tanto, la variable ICV no puede ser considerada
como estacionaria, lo cual se reafirma si observa—
mos el correlograma en el cuadro 6-23* Siguiendo con
nuestra sistemática pasamos a calcular la primera a±
ferencia de la variable anterior, cuyos datos se re-
cogen el el cuadro 6-10, y a obtener sus estadísti—










con lo cual, ya podemos suponer como estacionaria la
primera diferencia del índice del coste de la vida.
Identificación: Para proceder a su identificación
en primer lugar, resumimos sus funciones de autocorrela.








la desviación típica correspondiente a las estimacio-*-
nes de los coeficientes de autocorrelacion parcial vie
ne dada por:
var f., Or — = -i- t 0,0079
** N 126
d.t. fkk ^  (0,0079) 2 Cí 0,089




En e^tas condiciones, los coeficientes de auto-
corx^elación parcial no son significativamente dife—
rentes de cero a partir del cuarto o quinto término.
Por otra parte tenemos que la varianza correspon-
diente a los distintos coeficientes de autocorrelación,
si suponemos, por ejemplo, que son nulos a partir del
cuarto término será:
var r(k)= — (1+2(0,392+0,44-2+0,4-192+0,4182) =0,03
126
y su desviación será: d.t, r(k) d¿ 0,171.
Por tanto los términos de la función de autoco-
rrelación, también,.son diferentes de cero hasta re-
tardos elevados.
Como conclusión del análisis anterior vemos que
el procedimiento de identificación de Box y Jenkins
nos proporcionaría una estructura de tipo Autorregre-
sivo de cuarto o quinto orden, lo cual está en desa~
cuerdo con las observaciones, ya comentadas, que las
series económicas siguen representaciones más senci-
llas.
Si ahora nos fijamos en su espectro estimado, re
presentado en el gráfico 6-5", vemos que presenta una
concentración de varianza en la primera banda de fre-
cuencias (Ó; 0,063) y que la relación entre la ordena-
da máxima y¡ mínima es:
9,5
0,08
Con esta información recurrimos a la comparación
del espectro estimado con alguno de los teóricos repre_
sentados.
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En primer lugar, observamos que no pueden con-
sistir en Representaciones de primer orden puesto
que, para los valores de los parámetros que les co-
rrespondería, la forma del espectro teórico, y su
relación entre las ordenadas máxima y mínima no es
la adecuada.
Pero por lo que respecta a las de segundo or-
den el panorama cambia dado que, el espectro corres_
pondiente a la AE(2) con parámetros próximos a :
f c¿0,4 fpC^0,4, se aproxima en forma y en la rela-
ción, entre las ordenadas máxima y mínima, al esti-
mado .
Si con los coeficientes de autocorrelación esti-
mados, recurrimos al gráfico 5-4? podemos calcular
las correspondientes a f >, y f~, que resultan ser :
Con estos valores numéricos calculemos las orde-
nadas espectrales normalizadas:
2 >
(T = co(l-f1r(l)-f2r(2) *
=0,757(1-0,38.0,39-0,36*0,44-) c* 0,554
51 «i 0,176
g(-w) ñor max ca -£x*¿Z «v 3 726 1
• 0,176














valores que concuerdan sensiblemente con los calcula-
dos por nosotros.
A continuación es conveniente estudiar la posibi-
lidad de que se trate.de una Media Móvil de segundo
orden, MV(2), o bien de una Representación Mixta AHMA
(1,1). Por lo que respecta a la primera los perfiles
de evolución son muy suaves en comparación con la for-
ma del espectro estimado, y además, las ordenadas ex—
pectrales máxima y mínima que tendríamos, no concuer-
dan con las del espectro estimado. Comprobémoslo.
Con r(l) 2ÍO,39 y r(2)c¿0,44, a través del gráfi-
co 5-£" obtenemos:
t^C¿ -0,4-5 • t2C¿-0,65
por tanto,
P 2g(w) ñor rnax= l+tf+to+2t,(tp~l)cos w-2to eos 2w I =
x d x ¿ ¿
 jwO
= 1+0,452+0,652+2.0,4-5(0,65+D+2.0,65 214,
g(w) ñor nin= 2 =1+0,452+0,652-2.0,65
w=
: • ~ ^0,35.
por consiguiente no la consideramos corno adecuada.
2IÜ
I¡a Representación hixta, tampoco nos parece co-
rrecta puesto que, si bien su perfil de evolución se
asemeja al de nuestra variable, los valores de los pa.
rámetros obtenidos a partir del gráfico 5-íT dan esti-
maciones^ ' , f\ OÍ 0,95 7 "bn —0,95» 7 con estos valo-
res resulta bastante aproximada a una variable alea—
toria. Veamoslo:
(1-0,95B) x(t) = (1-0,93B) at





+ .) x(t)= a.
0 (O,95-0,95) 0,95B2-(0,95-0,93)0,932B2+
t
(1-O,G2BTO,O19B2-G,17B5-O,G16BZÍ- ) x(t) = &t
que puede aproximarse en: 2c(t) C:a. .
Este resultado, anómalo, es consecuencia de no
haber estimado en forma adecuada los parámetros f-, j
t., puesto que a través de la propiedad de inversión
debíamos haber llegado a valores más próximos a los
estimados para £-, 7 f.p.
AdemáSj, las ordenadas espectrales máxima y míni-
ma tampoco concuerdan puesto que:
1
2l-2t-, eos w+t-,




















"Por consiguiente, identificamos como Represen-
"hae»"i An mét c arie>r»Tiftñ';a T\E<T»Í5 A ) i n ñ i p o ñ al pna-ho rio Tss
_ — - — * ~ " ~ " — " " ^ j r ~— " — • — " - ' — — ~~ w — * * — v v ~~ ~ - v — —
vida, -ana de tipo Áutorregresivo aplicada a su pri-
mera diferencia. Concretamente:
(l-0,28B-0,36B2)(AICV-/ilC?) = a.
Una vez identificada la Representación, podemos
pasar a obtener las.varianzas de los parámetros esti
raados.








var fx C¿ 0,007
d.t. f ^ d.t.
var f2 SL 0,007
o¿ 0,083
Por último debemos examinar si hay que incorpo-






y como el valor estimado de la media de la primera
diferencia de, ICV,.es 0,831, concluimos que la ten
Por consiguiente:
(l-0,28B - O,36B2)(AECV-O,831)= a.
(0,083) (0,083 ) T
6.5*2) índice grupo general. .Alimentación (IOVA).
Los datos correspondientes a esta variable es-
tán detallados en el cuadro 6-11. los estadísticos






Máximo ........ 174,40 "
Mínimo 73,40
Recorrido 101,00
Del análisis de los datos, del correlograma,
cuadro 6-23, J de estos estadísticos llegamos a la
conclusión de que no so trata de una variable esta




Los datos de esta nueva variable,AICVA, se re-
cogen en el cuadro 6-12 y sus estadísticos elementa-
les son los que a continuación se detallan:







Por tanto, podemos considerar como estacionaria
a esta variable, y proceder seguidamente a identifi-
.car su Representación más adecuada.
Identificación: Para resolver este problema y
contrastar, como estamos haciendo, los procedimien—
tos de identificación, llevamos a cabo, en primer lu-
gar el de Box y Jenkins y en segundo lugar el aquí
propuesto.
Por tanto, resumimos a continuación las estima-
ciones correspondientes a los coeficientes de' autoco-
rrelación y autocorrelación parcial, de los primeros























\ '• • •
Suponiendo que la función de autocorrelacion se
anula a partir del segundo término, la varianza de
las estimaciones será:
var r(k) =~>-¿~ (1+2(0,1112+O,272) 2s 0,09
126
y por tanto,
d.t. r(k) Oc 0,096
La correspondiente a las estimaciones de la fun
ción de autocorrelacion parcial es:
var f. , £r — Cr 0,008
^ 1 2 6
d.t. f ^ 0= 0,089
siendo los limites 2G~, 0.193 y 0.18 respectivamen-
te.
De los.resultados anteriores vemos que con ex-
cepción de los coeficientes de segundo orden todos
los demás, pueden considerarse como estadísticamente
nulos. No obstante la función de autocorrelacion pre-
senta términos como, r(8), claramente diferentes de
cero y por lo que respecta a la de autocorrelacion
parcial sucede lo mismo.
En todo caso a través del primex* procedimiento
de identificación no sabríamos, en principio si se-
leccionar un HV(2), AE(2).
Si pasamos a examinar su espectro estimado que
está representado.,en el gráfico 6-éf,- vemos que pre-
senta una forma de "y" muy abierta y que la reía—
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ción enti>e sus ordenadas máxima y mínima es:
g(w) mapc _ l
-r68 ^  r
g(w) min 0,28
y, por tanto, se conforma tanto con una AR(2) como
MV(2). .
Supongamos, en principio, que se trata de una
AH(2). En estas condiciones con los valores numé-
ricos de r(l) y r(2) y mediante el gráfico 5-á ob-
tenemos: f.^0,1 y f2^0,27.







por tanto: — 2 ^ 0 , 5 0
g(w) ñor max c¿ -~3~— c¿ 3,55
g(w) ñor min CzL —i~S C¿ 0,56
0,5
alcanzándose el mínimo en:
f
4f2 4. 0,27
correspondiente a una frecuencia de 0,261.
En esta ocasión es difícil compararlo con el
estimado puesto que su espectro aparece como bastan-
w=ar eos —— =ar eos •Vl?.-i-Av,?^ X-^ ¿a i}64 radianes
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te plano en las frecuencias intermedias.
Calculemos ahora las ordenadas teóricas máxima
y mínima.
g(w)nor max 2 2,52
1+0,12+O,272+2.O,1(0,27~l)-2.0,27
g(w) ñor min « ^ C¿ 0,616
1+0,l¿+0,27¿+2.0,27
siendo su relación aproximadamente igual a 4,1,
Con ello vemos que los valores teóricos se apro
ximan razonablemente bien a los estimados. Por tanto
aceptamos, en principio, esta Representación.
Estudiemos, a continuación, lo que sucede con la
MV(2).
Con los valores de los coeficientes r(l), r(2)
y el gráfico 5-£ obtenemos:
t 1c: 0,12 t 2 ~ 0^31
por consiguiente:
cr - S. «- —. .TLAZ£ es i.
0 2 2 0 ¿
• 2
•--2:0,49;




g(w) ñor min Cz —í—- CZ 0,57
0,49
que son similares con los provenientes de suponer
una Representación Autorregresiva de segundo orden.
Las ordenadas teóricas serán:
. P . P _ . . . _ v
g(w) ñor máx= ±+t-.+-G2+'¿t-i ('Cp-i.Jcos w-^ rcp eos ¿w=
= l+0,122+0,312+2.0,12(0,31+l)+2.0,31 ^ 2,04
g(w) ñor min £¿ 1+0,122+0,312-2.0,13 ^ 0,49
por consiguiente son similares a las obtenidas en
el caso de una AR(2), aunque algo más bajas.
En este caso es muy fácil el probar que las
dos Representaciones que hemos identificado son se-
mejantes puesto que a partir de la Áutorregresiva:
(1-0,1B-0,27B2)=(1-0,57B)(1+0,472B)




es decir, es similar a una Media Móvil de segundo or-
den con parámetros t^ cü 0,1 y tgOdO^S, muy próximos a
los estimados directamente.
Suponiendo, pues, que se trata de una AR(2) cajL
culemos las varianzas y desviaciones típicas asocia-
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das a los parámetros.
De acuerdo con 5*2.1.l):
^ l-r(l)f-]-r(2)f?
var f^  =var fo = ~ « — - 01
2
~O ^  111»y , l~ü^ ¿ ! ^ Q
—O 111'
\ *** -ta* t •*- — "•—
d.t. fx =d.t. f2 oc 0,085
A continuación, debemos preguntarnos acerca de
la conveniencia de tomar en consideración una ten-








y dado que la media estimada de la primera diferencia
de 1CVA es 0,809, tenemos que.admitir como convenien-




6-»6) Oferta I-Ionetaria (M)_._
Esta variable se recoge en el cuadro 6-13. Los
estadísticos elementales asociados son los simulen-
tes:
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Por COlISigUiente , 110 piisds S6J? GGliSiáSi'ácLéi. CÜiViO
estacionaria, opinión que se refuerza viendo su co—-
rrelograma en el cuadro 6-23» Por ello calculamos su
primera diferencia, que aparece en él cuadro 6-14.





Mínimo ... . -7,600
Recorrido ..... 56,300
variable,- que en principio, podemos ya considerar
como adecuada.
Ident ifi caci6n: En los cuadros 6-24 y 6-25 se
encuentran, in extenso, los coeficientes de autoco-
rrelación y de autocorrelación parcial de los cuales























Con J-os resultados anteriores a través del pri-
f 22")
mer procedimiento, de identificación^ J se elegiría,
exclusivamente, una Representación Mixta ARHA(1,1)^,-"
Si, por el contrario, examinamos el espectro es-
timado, gráfico 6-]§, vemos que su forma puede ser la
de un Á3R(2) o ARMA (1,1).
La relación entre las ordenadas máxima y mínima
es, en este caso:
g(w) max
 c-u 22£ -22'
g(w) min 10
Con este dato y la forma podríamos identificar—
la, a priori, como una ÁR(2) con parámetros próximos
a f^'0,4 y f2^0,4.
Para verificarlo acudimos al gráfico 5~á Q^e c o n
los valores de los coeficientes de autocorrelacion de
primer y segundo orden r(l)^r 0,379 y r(2)—0,460, ob-
tenemos :
f x - 0,25 £2<± 0,37
Pasamos,a continuación, a normalizar el espectro:
2 =co(l-f1r(l)-f2r(2))

















que no coincide con las correspondencias del espec-
tro teórico ¿R(2) £^ ~0,4-, f2~0,4- j que, por otra
— 1 r¡Tsf'~)\ ~ ~ — -P — .» r\ h X»  ¡Tsf)\   » r\ h X s^s í» 7 - . i _.
se aproximan a los estimados por nosotros, tiene una
forma no adecuada.
Como posterior comprobación pasamos a calcular
las ordenadas máxima y mínima del espectro teórico,




ordenadas que no cornciaen con las estimadas. Pase-
mos, pues, a analizar la Representación Kixta ARMA
(1,1).
A través del gráfico 5-^» obtenemos las estima-
ciones de f, y t 1 ? también en este caso algo arduas
de obtener^
Los valores aproximados a los que llegamos son:
f-,^ 0,95 t., os'c
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Oon estos valores:








g(w) ñor max 2r-
23,85
»^
g(w) ñor min Or — i ° — 0¿ 0,402
23,85
l - 2 t , c o s w+t^ l - 2 t , + t ?
g(w)nor max) » —^— ~ = — i - ~ 1 0 , 2 4
^ = 0 l - 2 f 1 c o s f^ l 2 f f J
g(w) ñor min) = — ™ 0r0,89
^2 1 + 2 fl + fl
En este caso las estimaciones y, consiguiente-
mente, el valor de las ordenadas máxima y mínima, son
muy sensibles a las estimaciones de los parámetros,y
para un mejor resultado habría que recurrir a una eva
luación directa de los parámetros y no confiar exclu-
sivamente corno lo hacemos en este trabajo por falta de
medios materiales a los gráficos de Stralkowski,
Las estimaciones.de las varianaas de los paráme_
tros vienen dadas, de acuerdo con 5*2.4»1) por:
(1-f t ) 2
• t r o •*-» "f* «W »if-«i-rMf-• ii i. ii 11. •!• i. i 1 _ . -p^-* ^  A»» \ , i...,,^xr.fS.,*„y*..*) .„ .. „ / _ ,,„. i i i ^ o O í-i i ^*-
- t 1 ) 2 X 126(0,95-0,84)2
2r 0,0026
t .
t í i (i-f,t,). i ^ 5 ^ ¿
NCf^) ""• -1" 126(0,95-0, QMr
0^0,0054
.A.'.;.' Uc^úC• • • v . o ,
. ü . .1-,
224
por tanto,,
d.t. fx 0rO,O51 d.t. t-^ 0,073
Por ultimo^veamos si-debemos incorporarle la
tendencia determinista. De acuerdo con 4.5):
e t 4^ (1+ 2r(l) At,/87,92 (1 g^2ÍL-
" U C r(l)-r(2)i ""^  126 U + 0,379-0,46
valor numérico que no se puede calcular por resul-
tado negativo. Por tanto recurrimos directamente a
comparar la media 9»58 con el doble del error típi-
co estimado, 2.0,835= 1)67) y consiguientemente acep_
tamos su presencia*
Es decir, la oferta Monetaria queda representada
por:
-(1-0,95B) (AM-9,58) = (1-0,84B) at
(0,051) (0,073)
6.7) índice de producción industrial (IPI).
Los datos correspondientes a esta variable, están
recogidos en el cuadro 6-15 I su correlograma en el
cuadro 6-23.










Recorrido 295 •> 500
Por consiguiente rechazamos esta "variable cono no
estacionaria, y pasamos a calcular su primera dife_
rencia, anotando los datos en el cuadro 6-16.
Los estadísticos elementales correspondientes








Recorrido 173 , 7,00
pudiendo, pues, considerarse ya como estacionaria.
Identificación: Una vez más reproducimos para
llevar a cabo la identificación comparada los seis
primeros términos de las funciones de autoeorrela-
ción y autocorrelacion parcial estando los comple-







. ' 4 -0,302 -0,395
5 0,278 -0,929
• ' 6 . -0,137 0,085
Si calculamos sus correspondientes desviaciones tí-
picas, suponiendo que los r(k) se anulan a partir
del primer término, tendremos:
var r C t e ) ~ — (l+2.O,5532) *• 0,013
126
var f,, ~ — 2: — ~ 0,008
^ H 126 . '
siendo sus x>espectivas desviaciones típicas:
d.t. r(k) oc 0,113
d.t. fj^ Oí 0,09
y el doble de éstas:
2d.t. r(k) a¿ 0,226
2d.t. f ^ £ 0,178
con lo cual salvo algunos términos anómalos, puede
considerarse que los r(k) son nulos a partir del pri
mer ténnino. Lo misino sucede para la mayoría de los
correspondientes a la función de autocorrelación par
cial.
Por tanto habría dudas acerca de si se trata
22?
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de una Ke^ dia Kóvil de primer término, una Represen-
tación Autorregresiva de segundo término, o bien una
Mixta de orden (1,1) o mejor, quizás, una (2,1).
Si, en cambio, recurrimos a la comparación de
espectros estando el de la variable representado en
el gráfico 6-$. vemos, directamente, que debe tratar-
se de una ^Representación Autorregresiva de segundo
orden.
La relación entre las estimaciones espectrales
máxima y mínima es:
max ^ 167 jv 52 ^47 . '
g(w) min 2,67
Si con las estimaciones de r(l) y r(2) recurri-
mos al gráfico 5-áj obtenemos: £jC¿ -0,81 fpC¿-0,45.
Con estos valores calculemos una estimación de la va-




2 • . .
£- 2r 32,169
por tanto, -
g(w) ñor max a
32,169




Si calculamos, a continuación, los valores teó-
ricos tendremos:
g(w) ñor =
( 2 ) w-2f2cos 2w
Y para obtener el máximo, puesto que en este caso no
lo alcanzamos en los extremos, necesitamos calcular:
í-\ lio"*/ r\ oí T he
c o s w = _i__¿ . £• _ Yi^-' + i-rS, rv 0,652
4f 4045
c.
por tantoLfi= 2,28 radianes, correspondiente a una os¡
cilación de frecuencia 0,363»
Este último valor, concuerda muy satisfactoria-
mente con el obtenido a partir del espectro estimado
y que se sitúa en torne a 2,5 radianes, con frecuen—
cia igual a 0,39.





g(w)nor minss" 5 3
1+081^+0451+0,81^+0,45 -2.0,81(-0,451-)+2.0,45
Admitiendo como adecuada esta identificación calcu-




De ^cuerdo con 5.2.3.1):
1—t 2
var(t> var (to) Cr £~ ^  1 - ° ^ 4 ^ *¿ 0,06
-
1
 ^ N 126
por tanto sus desviaciones típicas serán:
d.t. (t1)=d.t. (t2) Q¿ 0,08
Por lo que respecta a la tendencia determinis-
ta tenemos según 4.5):
! . t . =KJ l+2r(l)+2r(2)^= 172,81(1-2.0,553+2.0,068)0
 N 126
Y dado que la estimaciónde la media de la variable,
AIPI, es igual a 1,89, admitimos la presencia de la
tendencia determinista.
Por tanto:
(l+0,81B-f-0,45B2)( A IP1-1,89)= at
(0,08)(0,08)
6.8) Producción de acero (A,),».
A partir de los datos de esta variable resumi~










con lo cual vernos que no puede aceptarse como esta-
cionaria, opinión que se refuerza si observamos el
correlograma en el cuadro 6-23. Consecuentemente pro
cedemos a calcular la primera diferencia, de la varia
ble, recogiendo sus valores en el cuadro 6-18 y a ob








Consiguientemente se la puede-ya considerar co-
mo estacionaria.
Identificación: Una vez más para lograr su iden
tificación procedemos a resumir los seis primeros va
lores .de los coeficientes de autocorrelación y de au








Las varianssas correspondientes, suponiendo
r(k)=0 para k superiores a la unidad, vienen dadas
por; . • •
231
var r(k) Ce J L (1+2.0,25S2) *jr 0,009
126
var £.. £: — 2r 0,008
^ 126 -*
y por tanto los límites- correspondientes a dos veces
su desviación típica serán:
2d.t. r(k) or 0,190
2d.t. fkk CÍ 0,178
Esto indica que sólo son significativamente diferen-
tes de cero el primer término de cada una de las dos
funciones, lo cual nos llevaría a identificar como
Representaciones posibles tanto las de primer orden,
Media Móvil y Autorregresiva, o bien una Mixta ARMA
(1,1).
Si pasaraos a examinar el espectro estimado, re-
presentado en el gráfico 6-5, observamos que es de
variación relativamente suave puesto que la contribu
ción a la varianza total por las distintas bandas de
frecuencia es significativa y en ninguna de'ellas,
despreciable, siendo la relación entre sus ordenadas
máxima y mínima:
g p ) max ^  560 ^ ^ ^
g(w) min 60
En nuestra opinión, y si bien es más complicado
el análisis dada la relativa irregularidad del e'specj
tro, la Representación adecuada debe ser una. ÁR(2) o
bien una MV(1). Esta idea se refuerza si acudimos a
232
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los gráficos 5-á y 5-6 > puesto que aparecen sólo co-
mo posibles las ya mencionadas.
En estas condiciones, supongan!o-s que se trata,
• provisionalmente de una AR(2). Las estimaciones de
los parámetros son: f-, Oí 0,25; fpCsf-0,1.
La estimación de la varianza residual viene da-
da por:
2






g(w) ñor max 2: ^ - t 2,021
260,78
g(w) ñor min Oc — ^ 2 — 2^0,22
260,78
Veamos ahora las características del espectro
teórico.
El máximo sabemos que se alcanzará en:
w=ar eos - ± — CT J¿x£?\ utJ- -V ^ 2,^3 radianes,
!¿f -4.0,09
mientras que el correspondiente al espectro estimado
se alcanza en w=2,356 radianes.
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Por tanto enciste concordancia por lo que a es-
te aspecto se refiere.
Las ordenadas teóricas, máxima y mínima, serán:




g(w)nor min-r « ^~i • —1-0
1+0,25^+0,1^+2.0,25(0,l+l)+2.0,1
ordenadas que se aproximan a las correspondientes del
espectro estimado.
Si pasamos a la Representación en Media Hóvil,
para los calores de los coeficientes de autocorre-
lación de primer j segundo orden, tendremos:
Consiguientemente:




g(w) ñor maxOí— 2^— Or 2,07
254,56
254
. _ • • • • • • \
g(w) ñor minüí—^— C¿ 0,22
* 25^,56
En este tipo de Representación también tenemos,
máximos intermedios.
g(w) n o r = l + t | + t | + 2 t 1 ( t 2 - l ) c o s w-2t2cos 2w
w+4x;osendw
por tan to ,
w=ar eos ~ =ar eos
4t2 4. 0,12
dianes, correspondiente a una oscilación de frecuen-
cia 0,343, valor numérico algo más bago que el real.
Las ordenadas máxima y mínima serán:
g(w) ñor max=
=l+0,32+0,122+2.0,3(0,12-l)eos 2,15-2.0,12cos 2.2,15'
g(w)nor min - 1+0,32+0,12+2.0,3(0,12-1)-2.0,12 2í 0,34
siendo, por tanto, en este caso algo peores los resul
tados a los que hemos llegado.










con lo cual comprobamos que exisoe diferencia entre
la AR(2) y I-iV(2), resultado que cabía esperar dado
los cálculos anteriores.
Una vez identificada la Representación procede-
mos a la estimación de las varianzas de los parame—
tros calculados y a .analizar si debe introducirse una
tendencia de tipo determinista en la Representación.
Be acuerdo con 5*2,1.1):
l-r(l)frr(2)f2
var f-, =var f^ =
N l-r(l)2
126(1-0,258^)








que comparada con la media estimada, 5561, nos su-




(1+O,25B+O,1B2 ( AA-5,61) =
6.9) Demanda de Energía Eléctrica (Eli)).
Los datos de esta variable se resumen en el cua
dro 6-19? su correlograma en el cuadro 6-25 J sus e_s
tadísticos elementales son los siguientes:







Por tanto, no podemos considerarla como estaciona-
ria j pasamos a calcular su primera diferencia, asi
como también, sus estadísticos elementales. Los da-











Portconsiguiente, esta nueva variable, EE, se
nos presenta cora o más adecuada que la anterior para
llevar a cabo nuestro análisis.
Identificación: Heproducirnos,, a continuación ,
los seis primeros términos de la función de autoco-
rrelación y de autocorrelación parcial, obtenidos de








Las varianzas, suponiendo que la función de au-
tocorrelación se anula a partir del segundo término,
serán:
var r(k) v — (l+2.0,3662) £: 0,01
126
var £, , de — i 0,008
126
y por consiguiente,
d.t. r(k) 2r 0,1
d.t. f ^ ^ 0,089
con lo cual el doble de estas desviaciones típicas
son 0,2 y 0,178 respectivamente.
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Contestas estimaciones observamos la existencia
de valores superiores en arabas funciones, y por tan
to es difícil admitir que se anulen a partir de un
número reducido de retardos.
En todo caso si admitiéramos que los coeficien
tes de autocorrelación son nulos, a partir del se—
gundo término podríamos, identificar como plausible
una Media Móvil de px-iinex* orden. Fox- uLx-a pai-te si
no admitimos la hipótesis anterior habría que aven-
turar una Representación Hixta (1,1).
El estimado correspondiente a esta variable es-
tá representado en el gráfico 6-Jo y en él observamos
un pico bastante pronunciado en las proximidades de
2,161 radianes correspondiente a una oscilación de '
período 2,907 meses, es decir, muy próxima a la fre-
cuencia estacional de 2,094 radinaes, de período tres
meses.
Dada la forma del espectro y la relación entre
ordenada máxima y mínima:
p(vr) ñor max ^  11470 ,u 23 84
g(w) ñor min 481
lo identificamos provisionalmente como el correspon
diente a una Representación Autorregresiva de según
do orden.
it
Los parámetros correspondientes serán:
£1 es -0,48 £2<!r -0,33
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La estimación de la varianza residual vendrá da«





^L_ A*, oa«o n/j
Las ordenadas estimadas normalizadas.son:w) ñor max~
 114
-7° A^  3,837
2989,54
g(w) ñor miníií 4 8 1 2í 0,161
2989,5^
iinalicemos ahora si el espectro teórico reprodu-
ce estas características.
En primer lugar el máximo se sitúa en:
3^ ? —0 48Í— 0 'í'S—l^
w=ar eos —-•—-—= ar eos —•* ^-—í^¿—L O¿ 2,076 rad.
4f2 -4.0,33
Consiguientemente cumple satisfactoriamente esta cara_c
tex'ística. Veamos _aliora lo que sucede con las ordena—






f \ * • * 1 A-
g ( w ) n o r m i n O f _ _ __ P • __ P • ••_'';• J ' ' .• ' '":' ~
-* -^0,30
valores que se aproximan a los estimados y por tan-
to, consideramos esta identificación realizada como .
satisfactoria.
lio obstante para asegurarnos que no se trata
de ninguna KY.(2) y ARMA(1,1) podemos recurrir a los
gráficos para buscar, a partir de los coeficientes
de autocorrelación de primer y segundo orden, las ejs
timaciones de los parámetros correspondientes. Si lle_
vamos a cabo este deseo, veremos que no es posible en
contrar los parámetros correspondientes a la MV(2) y
por otra parte el ARMA(l,l) da valores que se aproxi-
man a los de una MV(1), cuya forma espectral no es
adecuada. De.este análisis anterior sale reforzada la
identificación realizada.
Por consiguiente la primera diferencia de la va-
riable demanda de Energía Eléctrica se comporta como
una Representación Autorregresiva de segundo orden.
Calculemos, a continuación, la estimación de





 . N l-r(l)2
1-0,366.0,¿1-6-0,178.0,53
126(l-rr(l)2
d.t . fx = d.t . f2 Oz 0,084
Por último de acuerdo con 4.5)
l-2r(l)+r(2)
I l-r(l) l-
= 12525,04(1-0,566) (1+2.0,566-0,17,8) A/ 7.74.
126(1+0,366)(1+0,178)
y dado que la media estimada de la primera diferen-
cia de la demanda de Energía Eléctrica, AWE, es apro






6.10) Consumo de cemento artificial (CA).
Esta-és la última variable que vamos a estudiar.
Sus datos están recogidos en el cuadro 6-21 j el co-
rrelograma en el cuadra S-23» siendo sus estadísti—









La variable CA, por tanto, no puede ser consi-
derada como estacionaria y por eso recurrimos a cal-
cular su primera diferencia, que aparece en el cua—










Por tanto, vemos que esta nueva variable puede consi-
derarse como apta para nuestro análisis.
Identificación: Resumimos, a continuación, los
seis primeros términos de las estimaciones de las i'un
ciónos de autocorrelación y autocorrelación parcial,
a partir de los cuadros 6-24 y 6-25•
.1 -0,457 -0,457 .
2 -0,018 -0,287




Las varianzas de las anteriores estimaciones se
rán:
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^ JL (l+2.0,4572) r» 0,011
L ^ ' 126
ii_ ~ 0,008
126
y sus desviaciones típicas:
.t.| r(k)¡ a 0,
0,089
Por tanto, parece evidente, de acuerdo con el
primer criterio de identificación, que sé trata de
una Representación en Media Móvil de primer orden,
o quisiás una Plixta de orden (3>l).
Con el segundo procedimiento de identificación
observamos, en el gráfico 6-&\ una evolución relató,
varíente suave del espectro, indicativo de una Repr¡3
sentación en Media Móvil, aunque también puede asi-
milarse a una Áutorregresiva de segundo orden con
parámetros próximos a £-. a -0,4 y f ? ü -0,2, la cual,
además, nos serviría para tomar en consideración el
máximo que se apunta en el espectro estimado.
Analicemos, en primer lugar, la Representación
en Media Móvil»
De acuerdo con r(l)= -0,457, r(2) TO,O18 y
mediante el gráfico 5~JP» obtenemos:t-, c¿ 0,65 y
to — 0,0 que al ser una MV(1) no puede reproducir
el máximo.'










g(w) ñor min-Cí—2¿Z_ /v¿ o,08
l?O2,3
mientras que las- ordenadas teóricas correspondien
tes son:
g(w) ñor maxOí 1-2^008 v/+t^=l+2t-L+t^ c¿ 2,72
g(w) ñor raines ~±-2t^^\ *S¿ 0,12
valores que se aproximan a los estimados.
Si por el contrario suponemos que se trata de
una forma Autorregresiva de segundo orden, a tra-
vés del gráfico 5-4. obtenemosrf^csá ~0,62;f2'ü -0,28









g(w) ñor max Or—S52-6— *r 5,21
1723,22
g(w) ñor min di i5Z— */ o,lO
1723,22
Las características del espectro teórico son
las siguientes:
Máximo
f C f 1 )
 -0,62(-0.2&-l? *„ . « e o s l 2 = a r e o s
#í2 • -4.0,28
Cí2,36 radianes
correspondiente a un período de 2,66 meses, mien-
tras que el" estimado se sitúa en torno a 2,75 ra<3-
nes siendo el período correspondiente 2,28 meses,
con l.o que existe similaridad.






g(w) ñor minC¿ 5 o
1+0,62^+0,28¿+2.0,62(0,28+1)2.0,28
24-7
que son próximos a los estimados.
Para la variable que estimamos, las dos Repre-
sentaciones que-"utilizamos no se aproximan la una a
la otra puesto que si aplicamos la propiedad de in-
versión a la Media Móvil se tiene:
)~-
(l+B,65B+0)4-2B2+0í27B2+Q}18B/}'+..., )x(t)=a..
no pudiéndose pues, aproximarse a una Sepresentación
Autorregresiva de segundo orden.
En este caso concreto, hemos identificado dos
Representaciones que no son compatibles entre sí.
Si admitimos el pico como significativo,enton-
ces seleccionaríamos la Autorregresiva y, en caso con
trario,* la Media Móvil.
Dada esta situación sei'ía conveniente para re-
solverla recurrir a otros criterios como seleccio-
nar la que minimizase el error de'previsión, la que
mejor indique los cambios de coyuntura o cualquier
otro criterio "ad'hoc".
Nosotros para proseguir supondremos que se tra-
ta de una Representación Autorregresiva.
Por tanto, la estimación de la varianza de los
parámetros vendrá dada por:
24-8
var £ -> = var f,
NI-
1-0,457*0,62-0,018.0,28
d.t. £x = d.t. f2 Or 0,084
j la estimación del ei'ror típico será:
fco(l+r(l)) Cl-2r(l)+r(2))\'/2
_ - 0 , 0 1 8 ) ^
 6
126(l+0,457)(l+0,018)
y dado-que el valor de la media es 10,404, rechaza-






P R E V I S I O N E S
Para mostrar que el procedimiento de identifica-
ción que hemos Seguido cumple el propósito de selec—
cionar una Representación que reproduzca las caracte-
rísticas de la serie ajustada, varaos a llevar a cabo
previsiones para dos años diferentes,1970 7 197^»
Hemos seleccionado estos dos años, para ver el
comportamiento predictivo en un año intermedio y otro
final.
índice general dei precios al por mayor (IB-I)
De acuerdo con la identificación realizada tene-
mos: •
(1-0,88B) IPM4 (l-0,7B) at
que puede escribirse como:
IPM
t
que presenta una forma adecuada para efectuar las pre
visiones: ,
. A ?.! J JT, • A 5 0 N
(1) IPt: 201,6 200,9 201,7 205,1 201,8 202,8 204,0 206,3 205,2 207,2 207,1 207,2
70 ,




(1>)IPI,I - 275,5 284,9 288,2 289,7 295,3 298,1 300,6 306,1 309,0 321,7 319,4 324
74
(2')Previ3i6n 292,3 29?,8 304,5 309,5 314,0 317,9 321,4 324,4 327,1 329,5
74
%. pvrov
(3')'('•"-'')-(1T) 1,42 3,14 3,12 3,82 4,46 3,81 4,01 3,74 2,41 1,7
24-9
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Debe observarse, lo cual sucederá en todas las
previsiones que efectuemos que dada la correlación
existente entre las previsiones éstas tienen tenden-
cia a situarse Sistemáticamente bien por encima o
por debajo de las verdaderos valores de la variable.
Por otra parte, conviene destacar que para nin-
guna variable llevaremos a cabo el proceso de adap—
tacióñ consistente en incorporar las nuevas observa- '
clones, dado que precisa de cálculos laboriosos^^ y
la mejora que supone para las previsiones no compen-
sa, en nuestra opinión, el esfuerzo.
índice de precios ai por mayor de Alimentos, Bebidas
y tabacos (IPAT).
En este caso la identificación realizada corres
ponde a una Representación ARKA(O,O), es decir, ruido
blanco. Concretamente:
&IPAÍD. - 1,5^ ^  a.
o lo que es lo mismo:
Veamos, a continuación, como se comporta predic-
tivamente.
E g M A M J JIi A , 3 0 N T)
(DTPAT 226,5 225,1 225,7 231.1 224,3 225,8 227,5 231,6 229,1 232,8 232,3 232
70
(2)Previsi6n 228,0 229,6 228,2 229,7 231,3 232,8 234,3 235,9" 237,4 239 240,5"
70
% e r ror
' (3 ) ' ( a ) - (17 1,29 1,73 -1,27 2,41 2,44 2,33 1,17 ' 2,97 . 1,98 2,88
(l')im 312,7 319,7 320,7 320,3 324,6 326,2 326,1 330,5 334,6 341,1 354,9 362,6
74
(2')PMVÍBión 314,2 315,8 317,3 319,9 320,4 321,9 323,5 325 326,6 328,1 329,6
7 4
£ error
(3>) fenjrrn -1,75 -1,55 -0,93 -1,79 -1,81 -1,30 -2,16 -2,95 -4,44 -8,17 -10,01
un
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En estas previsiones observamos tres valores,
correspondientes al año 1974» especialmente desa-
justadas. La anomalía se debe a la aceleración
del proceso inflacionista en los últimos meses del
año.
índices de precios al por mayor de productos aerí-
colas (r?pA).




las previsiones son las siguientes:
E P M A M J JT. A S 0 N D
(1) IPPA 219,5 220,8 220,6 229,7 219,4 217,9 224,5 228,9 224,9 228,9 228,6 227,9
{2)rrovisjón 220,8 222,1 223,4 224,8 226,1 227,4 228,7 230,0 231,3 232,6 233,9
70
¿ e r r o r
(3) T2ETQ7 °i° °»68 ~2i82 2,46 3,76 1,29 -0,09 2,27 1,05 1,75 2,63
(l<)lPrA 801,3 305,7 304,1 298,9 303,9 308,7 307,3 313,5 317,5 323,0 330,1 332,2
74
(2< previsión 302,6 303,9 305,2 306,6 307,9 309,2 310,5 311,8 313,1 314,4 315,7
. 74
(3«> tHHS"1*! -1,02 -0,07 2,11 0,89 -0,26 0,62 -0,97 -1,83 -3,16 -4,99 -5,23
1
 (iT
observándose, también, el comportamiento algo peor
en les' últimas previsiones del año 1974-•
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índice de precios al_ por mayor de productos agrí-
colas industrializados (IPAl^.
Para esta variable suponemos que la Represen-
tación aceptable viene dada por:
j desallorando se tiene:
TPAT1 f\-1 14-PTPÁT1 + 0 04ñTPA r P —O 1QTPAHH -J-
+0,935+ at
por consiguiente:
| E F M A M J JL A S O H T)
(1)IPAI 202,2 201,8 201,6 201,7 201,3 202,0 203,1 202,7 202,6 203,9 204,6 205,8
70
(2)Previsión 202,4 203,4 204,7 206,0 207,4 208,7 210,1 211,5 212,9
70
(3)Sí= (i) 0,35 1,04 1,34 1,43 2,32 3,01 3,04 3,37 3,45
{l«)Prev3aión 276,6 285,2 292,4 293,8 292,9 290,1 287,9 290,4 299,3 300,9 337,4 343,5
7f
(2')/¿= h' ')— 296,0 298,8 300,8 302,6 304,1 305,6 307,1 308,5 309,9
(3t)yf=_:_Z_ (^  o,78 .2,01 3,69 5,11 4,72' 2,10 2,06 -9,37-10,8
Repitiéndose, aquí también, las previsiones no ade
cuadas para los últimos meses del año
índice general del coste de la vida (ICV_)»
De acuerdo con la identificación que hemos lle-
vado a cabp se tiene;
(l-0,28B-0í36B2)(is.ICVt-0>831) ^ ¿ at





*tJ U""*.!. T}"*¿_ u"">* ^
por tanto:
, E F M A M J J L A S O W P
(1)ICV 104,6 104,9 105,7 106,3 105,6 106,8 108,5 109,7 110,2 111,3 111,6 111,4
(2}Previsión " - . 106,3 107,1 107,8 108,6 109,4 110,2 111,1 111,9 112,7
)-(!)
•^y- 0 1,42 0,94 0,09 -0,27 0 -0,01 0,27 1,17
151,3 153,7 155,1 158,5 160,5 161,2 263,1 165,8 168,4 169,4 174,9 177,3 '
(2' previsión 156,7 157,9 159,1 160,2 161,2 162,2 163,1 164,0 164,9
(3')£= • - -1,15 -1,65 -1,32 -1,81 -2,85 -3,82 -3,86 -6,65 -7,52
En este caso los errores son muy reducidos, con la
excepción de las últimas previsiones del año 1974-•
índice coste de la vida: Alimentación {IOTA}»
Esta variable sigue la Representación:
(1-O,1B-O,27B2)( IGVAt-0,809) 1; at




(I)ICTA ' 104,4 lk>3,2 104,3 103,2 102,a 304,4 105,6 10f:,6 108,5 108,1 107,8 107,8
70
(2)Prcvisión i 104,6 105,4 306,1 106,9 107,7 108,6 109,3 110,1 110,9
70
(;)^_ • 1,36 2,53 1,63 1,23 -0,84 0 1,11.2,13 2,88
(1)
(li)ICU 150,0 151,3 150,0 154,9 156,6 158,7 159,0 163,3 163,7 165,7 172,8 174,4
74
(2«)Previoión • 150,7 151,0 151,7 152,3 153,1 153,7 154,5 155,2 156,0
(3')f-, ^ 2 l _ _ -2,79 -3,71 -4,61 -4,40 -6,66 -6,51 -7,25 -11,3 -11,79
O 1 ) .
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Vemos, por tanto, que las previsiones para el
año 1974- son bastante inexactas como consecuencia que
las tres primeras observaciones que hemos empleado pa.
ra iniciar el ppoceso, eran, en valor, muy similares
teniendo comportamiento completamente diferente al res
to de las observaciones.
Oferta Honoraria
La Representación identificada viene dada por:
es decir:







658,6 666,2 661,4 654,0 653,3 656,5 663,8 666,6 672,8 679,0 680,4 687,3
673¡9 681,7 689,6 697,7 705,9 714,1 722,4 730,8 739,3 747,9






-0,94 -2,34 -1,64 -1,79 -1,99 -0,78 -0,6 -2,56 -1,97
En este caso las peores previsiones correspon-
den al año 1970, como consecuencia de la disminución
del valor numérico de las observaciones a partir de
la segunda, no alcanzándose hasta la octava (mes de
Agosto) el nivel del precio.
Tor otra parte el hecho de que las previsiones
para el año 197^ no estén afectadas como las varia-r
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bles relacionadas con los precios al por mayor y
al por menor que acabamos de examinar puede ser
consecuencia del diferente comportamiento en el
tiempo de estas variables.'
índice de producción industrial
2c acuerdo con la icLentificcir>i^'ri d°
ble tenemos:
(l+0,81B+0,45B2)( IHDt-l,89) i a^
y desarrollando:
IHD,. ^ 0 , 1 9 I t -,+0,361, o+0,45I t -¿+4
W v~*¿L W"**C_ t » * ™ ^
por tanto:
. E V W A \V J JT, A H 0 TT T)
I1)IPI 234,5 237,9 234,4 251,9 240,9 24fi,6 ?43,5 183,8 242,2 249,7 249,8 239,3
70
(2)Provif:ión 240,0 241,3 242,0 245,1 246,9 248,3 250,6 252,4 254,2
70(2 )-CD( ) í ^ -4,96 0,17 - 1,9 0,66 34,33 2,94 0,36 1,04 6,28
< 1 >
(H)IPI 371,1 359,7 381,0 372 380,1 382 354,2 381,4 350,7 374,9
74
{2<)Prevloi6n 373,1 374,2 381,1 379,2 3?1,9 384,8 385,5
74
(2)-(l)
0,3 -1,58 -0,24 7,06 0,13 9,72 2,83
En este caso-las previsiones son muy buenas si
exceptuamos un valor, anómalo, para Agostro de 1970
y Septiembre de 197¿1-.
Produce i ón de_ ac e r o (A),
Esta variable sigue también una Representación











O ' ) A
74
(2 'p rev is ión
74
581,1 591,3 598,7 602,5 624,3 641,7 611,0 608,7 608,1 608,0 669,9 639,2
60J.4 6oy,x 614,7 62o,3 62'j>,9 6jl,t> 6j7,x 642,7 648,3
0,15 -2,50 -4,39 1,52 2,83 '3,85 4,79 -3,3 1,42
868,6 910,6 957,6 893,2 964,8 958 960,3 978,0 1026 1031,5 979,7
- 949,9 954,2 961,3 966,6 972,2 977,2 983,4 989,0
6,39 -1,11 0,34 0,66 -0,6 -4,93 -4,89 0,95
siendo los errores de previsión muy reducidos.
Deraanda de Energía Eléctrica (BE).
por:
La Representación correspondiente viene dada
EEt-31,97)(1+0,48:8+0,33IT)
o bien:
EEt= 0} 5 2 E E t _ _ 1 + 0 , 1 5 t _ _ 2 t _ _ 5 , t
De acuerdo con ello la tabla de previsión será
JL
(1) EE?0 4064,9 4066,1 4077,2 4291,1 4118,5 4269,9 4299,1 4306,3 4461,2 4473,4 4343,9 4513,1
(2) Provisión^" 4129,3 4158,5 4185,2 4220,6 4252,7 4283,5 4316,0 4348,1 4374,8
(3) ^^¡ffl ~3»92 °»9T -2»°2 -1,86 -1,31 -4,15 -3,65 0,10 -3,04
(1«) EE74 6162,6 6306,2 6192,9 6027,2 6142,1 5971,2 6137,8 6192,4 6350,4 6646,3 6452,7 6179,9
(2>) Provioión-, 6257,8 6321,9 6327,6 6361,6 6401,3 6428,9 6460,4 6494,1 6525,4
( 3 i ) ^ . ( 2 l H i D 3,83 2,91 5,96 3,65 3,38 1,23 -2,88 0,65 5,60
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Ventas de cemento artificial (CA).
• Esta variable tiene un comportamiento muy simi
lar a las anteirafores, puesto que sigue una Itepresen
tación Autorregresiva de segundo orden:
(l+0,62B+0,28B2) CAt ^ at
q.ue puede escribirse como:
por tanto:
JL
( 1 ) 0 ^ 1346,1 1395,2 1332,4 1603,5 1315,6 1368,6 1380,8 1301,7 1379,4 1379,5 1405,6 1376,2
(2) Previsión^ . 1357,6 1359,6 1351,3 1355,9 1355,4 1354,4 1355,2 1355,0 1354,9
(3) t-^ffi ' - l 8 » ^ 3,35 -1,26 -1,65 4,15 -1,85 -1,77 ' -3,6? -1,62
(1«) C^4 2165,3 1878,8 1924,7 2022,6 2098,7 1884,7 1945,6 1982,3 1943,9 2057,1 1977,2
(21) Previsión^ 1976,5 1931,5 1944,9 • 1949,2 1942,8 1945,6 1945,7 1944,8
(3')¡£-(2.'.HiD _2>33 _ 8 > 6 5 3 j l 8 0)ZL _2j0S 0>11 ^ f 7 6 _1>70
(V) ' "
dando, por tanto, unos resultados predictivos muy
razonables, reforzándose la idea de que la Repre—
sentación seleccionada es aceptable.
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O O N O L Ü S I O N S S
1) El método de identificación propuesto consisten-
te en la cooiparación del espectro estimado con
los teóricos correspondientes a las Bepresenta-
ciones tipo, es operativo al selecciona!', con
facilidad, la Representación adecuada.
2) la no perfecta estacionariedad de las series no
impide el proceso de identificación.
Á pesar de que esperábamos que los datos uti-
lizados estuvieran afectados por el distinto gra-
do de inflación anterior y posterior a 1972, ello
no ha obstaculizado el proceso.
Ho obstante, se observa una tendencia a error-
res:-.predictivos crecientes para las últimas ob-
servaciones disponibles.
El hecho sirve, además, para ilustrar el va-
lor predictivo, a corto plazo, que se consigue
con estas representaciones.
3) Los indicadores y variables con las que hemos
trabajado, una vez eliminada su tendencia y es-
tacionalidad, se ajustan a las siguientes R e —
presentaciones:
a) simples de primer orden
- Autoi>regresiva:AE(l)
- Media Móvil: MV(1) '
b) simples de segundo orden
- Autorregresiva: AR(2)
- Media Móvil: MV(1)
c) mixtas de primer orden
- Autorregresiva-Hedia Móvil ARMA(1,1)
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4-) Los índices de precios al por mayor de Alimen-
tos, Bebidas y Tabacos (IPAT) y de productos
agrícolas industrializados (IPAI), responden
a una Representación cuya, primera diferencia
puede considerarse puramente aleatoria.
• Estos resultados son similares a los obteni-
dos por Granger y Morgenstern en sus dos artí—
culos "Spectral analysis of stock market pri -
_ It t«rm- ._ T-V- ;? „_~ - "i "i_ TT , L I . ^ -,_'-. ^j> « j _ „ « i * ?.-T^»«.
Úfcítí ¿f '"XÍL& Xlci.IiU.CUl—WCJ.XJX lJ.,y UU UJLJ.COJ.O U i Ot/UL>JX J.UCXX —
ket Behavior" aparecidas en Kyklos, en 1963 y
1964, pag. 1-27 7 1-30 respectivamente.
5) El índice de precios al por mayor y la oferta ra©-
ne.taria tienen Representaciones idénticas con va-
lores numéricos de los parámetros muy próximos.
Las restantes variables indicativas de precios,
IPAI, ICYA y ICV se agrupan en forraa similar. Por
último las variables reales, IPI, EE, A y OA tie-
nen también una estructura común.
6) A pesar de no disponer de un programa de ordenador
que nos proporcionara estimaciones finales para
los* parámetros autorregresivos y de media móvil, se
lian podido obtener los valores numéricos de los mis-
mos a través de los gráficos proporcionados por'
Stralkowski.
7) La desestacionaliaación de los indicadores de co-
yuntura, llevada a cabo por el Instituto Nacional
de Estadística, es correcta en el sentido de elimi
nar los picos espectrales asociados a las frecuen-
cias estacionales.
B) Se ha propuesto un método de determinación de la
función de transferencia de los filtros que, sir-
ve para evaluar los distintos métodos de desesta-
cionalización existentes, y que consiste en compa-
259
rar el* espectro de una serie aleatoria convenien
teniente seleccionado para que tenga el espectro
plano, con el de la mioma serie aleatoria una vez
filtrada. "*
Estre procedimiento no hemos podido hacerlo
operativo por falta de facilidades relativas a
tiempo de ordenador j perforación de datos.
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A P E N f l l O E N2 1
T r a n s f o r m a d a s i n t e g r a 1 es
^*
Si f(x) es una función que reúne las condicio-
nes de integrabilidad necesarias se dice que g(y)
es la transformada integral núcleo k(k,y)si se ve-
rifica: ¡+.OO
\ — • V —
CLXj
Las transí orinadas más importantes son las que
vienen definidas por los siguientes núcleos:
a) ÍEransformada exponencial de S'ourier
en este caso
,+ °°
S(y)= e"^xy f(x) dx
Loe
t>) {Transformada coseno de Fourier
- l[l'J]=0C°S ^ ^ °Q-> S(y)- J'senxy f(x)dx
c) Transformada seno de i?ourier
k(x,y)= 0 x< 0~^ S(y)s 1 sen xyf(x) dx
d) transformada de Laplace
k(x,y)=e-xy
k(x?y)= 0
e) Transformada de Mellin
k(x,y)= 0 x<0
-, 0
 g ( y ) = (^y-1
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particular puede observarse que las transfor-
madas seno y coseno de i^ourier son casos particulares
de la transformada exponencial de Pourier y asimismo
sucede con lar" transformada de Lapl.ace.
A nuestros efectos nos interesan en forma par-
ticular las tres primeras transformadas, es decir
las otras transformadas de Fourier.
Recordemos que el espectro de x(t) tiene la si-
guiente expresión:
s(t) - x(t) dt
y es, por tanto, la transformada exponencial de Fou-
rier del proceso x(t).
Por otra parte x(t)= - — s(w) e^ dw que
2 n J
es también otra transformada de Fourier de s(w) y
que se denomina fórmula de inversión de la transfor-
mada de lourier.
Si como x(t) es la función de autocovarianza,
AUCOY(K), el espectro g(w) es la transformada de Fou-
rier de la función de autocovarianza.
AÜCOV(K) dk







A P É N D I C E N2 2
Interpretación de las Representaciones Identificadas
El estudio de las series temporales, a través
de las Representaciones que hemos utilizado permite
analizarlas fácilmente dada la simplicidad de sus me
todos de cálculo y obtención de previsiones. Sin em-
bs.ri~o clebe tenerse en cuentc o ?
clones:
— No tienen capacidad explicatoria
— Ko están basadas en teórica económica
— Consisten, esencialmente, en técnicas de sua-
vizado y no en modelos económicos.
Por consiguiente, si al utilizar este tipo de
modelos, nos proporcionan estimaciones deficientes,
salvo las relacionadas con la mala calidad de las ejs
timaciones efectuadas sobre los parámetros no tendre-
mos posibilidad de explicación para enmendar nuestros
fallos. Además si nuestro interés radica en el compor-
tamiento de un sistema econóiaico estos procedimientos
son totalmente inadecuados.
A pesar de lo anteriormente expuesto, el inte-
rés de los económetras en este tipo de Representacio-
nes deriva de su relación con el problema de estima-
ción en modelos con retardos diotx'ibuídos*
A partir del modelo
i
26$
suponiendo que a^ . es ruido blanco y que llega-
mos a:
y(t)= x(t)^ y(t-l)+at- a t - 1
que con la excepción del término x(t-l) es una Repre-
sentación mixta, ARMA(l,l) recibiendo la completa la
denominación de caso especial de ARMA(1,1).
Además puede demostrarse que este modelo deriva
de la hipótesis de expectativas adaptables.
• Esencialmente el modelo de expectativas adapta-
bles consiste en suponer que la variable, y(t), se re_
laciona con el nivel esperado de la variable x(t). que
llamaremos x ^ t ) , de acuerdo con:
y(t)=a x(t)+ut .
y donde se postula que la variable aleatoria u+. es rui
do blanco. En estas condiciones con x (t) no es obser-
vable se supone, también, que:
xk(t)-xk(t-l)=c x(t~l)~xk(t-l)
lo cual implica que se revisan las ¡expectativas,' li-
nealmente, de acuerdo con el error de previsión más
reciente.
Por tanto:
xk(t) l-(l~c)B =c x(t-l)
o sea:
x
indicando esta expresión que el nivel deseado de la
variable x(t) se consigue a través.de una ponderación
.264
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que es, esencialmente, el mismo modelo de retardos
distribuidos fc3js.jjufc;¿jto sáiteri órnente»
Por tanto, los modelos ARMA(1,1) están, justifi-
cados al contar con un sustrato, razonable, de teoría
económica. Estas mismas conclusiones pueden predicar-
se para las ÁE(1) y MV(1) por ser casos particulares
del modelo anterior.
Por último, las Representaciones de orden finito
pueden interpretarse en el sentido de decir que, el
^horizonte de planificación al que se ajustan tiene una
estructura de ponderaciones que, desde un punto de vi_s
ta práctivo, reducen el número de observaciones pasadas
a tener en cuenta, a un número limitado de las mismas.
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NOTAS AL CAPITULO I
1) Gikhman-Skorohod. "Introducto.on to the theory of
Raiidom processe-é".. Ed. W.B. Saunders. 1969. Pags.
1-5.
A. Papoulis. "Probability, Randon and stochastic
processes". Me Graw Hill, International student
edition, 1965
 5 cap. 9.
2) J. Marschak. "Economic Measurements for Policy and
Prediction". Incluido en "Studies in Econonietric
Method", Ed, Hood y Koopmans. Cowles Foundation,
Monograph n^ 14-, pags. 5-8.
3) A. Papoulis opus cit.pag. 296.
4) Si nos referimos a una sola variable aleatoria la
autocovarianza para t-,=to es la varianza de esa se-
rie para t=t-,
 } y ambos términos se utilizan indistin-
tamente, además, pax'a x(t) también puede utilizarse
los términos AUGOV y COV.
5) Algunos autores como Papoulis (v. Papoulis en su obra
citada) definen la autocorrelación del proceso x(t)
como:
Ex(tx t2)= E xC^) x(t2)
6) A. Papoulis. Op. cit. pág. 301.
7) En alguna ocasión será conveniente transformar los
datos originales-para obtener una dispersión homogé-
nea de las desviaciones de los valores observados res-
pecto de su valor medio.
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8) Otra forma de referirse a los procesos estaciona-
rios en sentido amplio es el denominarlos procesos
de covarianza estacionaria o, también, estacionarle
dad en sentida débil.
9) Dhrymes. "Econometrics, statistical foundations
and applications". Harper international Edition
(1970) pags. 586-392.
10) Recordemos que, convergencia en me'dia cuadrática im-
plica convergencia en probabilidad y que, para un es-
timador, implica insesgadez asintótica'y nula varian-
za asintótica.
11) G-.S. i'ishman.. nSpectral Hethods in Sconometrics".
Harvard University Press (1969)» pág» 13.
12) A. Papoulis. Op. cit. págs. 323-328.
i 3) YA6L0M .
MXMS AL.CAPITULO 2 • '
1) JenldLns y Watts. "Spectral analysis and its. ¿ppli-
cations". Holden i)ay (1968) Capítulo 6.
2) Fisliman. Op. cit. pég. 82.
3) Distinguiremos entre el valor teórico y una estima-
• •ción designando con letras mayúsculas el primero y
con minúsculas el segundo,
4) E-. Parzen. "Matiiematical considex'ations in the esti-
mation of spectra". Technometrics Vol. 3 n2 2, mayo
' 1961, págs. 167-190. ' '
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5) En 2.3.7 abordamos el problema de seleccionar el
número de intervalos en que estimar el espectro.
6) M. Eerlove. "Spectral analysis of seasonal,.adjust-
ment procedures". Econométrica Vol. 32, 3 julio
(1964) pág. 24-2.
7) s(°) e s e^ valor espectral correspondiente a la fre-
cuencia £-0 según se verá más adelante.
8) Yéase 3»1 en donde nos referimos a la posibilidad
de existencia de las representaciones en Media Mó-
vil.
9) Bartlett. u0n the- theorical specification of sam~
pling properties of autocorrelatea time series".
J.R.S.S. B. 8 27- 1964.
10) En 2.3*3 se muestra que la función de autocorrelaci&n
y el espectro son pares de transformadas de Fourier.
11) Yéase G.H. Jenkins. "General considerations in tlie
analysis of spectra". Üechnometrics Mayo 1961,
págs. 133-166.
12) Nervole. Op. cit. pág. 244.
13) A^/2 es la potencia media recogida sobre una re-
sistencia pura de un 0MH10 generada por un voltaje
sinusoidal v=Á senv/t.
14) Yaglom. Op. cit. pág. 36
15) Dhrymes. Op. cit. pág.
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16) dF(w) = f(w) dw recibiendo f(w) el nombre de fun-
ción de densidad espectral.
17) M. Denis-Papin et Kaufmann. "Cours de calcul ope-
rationnel". Edit. Dunod ani 1960, págs. 98-101.
18) Puig^-Ádam. Gálculo Integral. Op. cit. págs 151 y
s.s.
AS= ~ j cuando *#—* 0° la velocidad angular, w,
T o TI
se transí orina enA w= -~ , por tanto s reprenen-
ta la frecuencia -^- .
20) Para estar de acuerdo con las definiciones dadas
en 2.3.2 el espectro contiene el factor -J~- , que
no se asocia en cambio a y(t). Nosotros utilizare-
mos este último convenio. De no hacerlo seguiríamos
la notación de PAPOÜLIS op. cit. pág. 338.
21) La expresión obtenida en 2.3»2
AUCOV(K) = e á w k d G(w)= e á w k g(w) dw
puede, fácilmente, identificarse con la expresión ;
del espectro de x(t),
22) También puede verse B.M. Brown. "The mathematical
theoryliof linear sistems" science paperbacks (1965)
págs. ^8-39.
23) Jenkins and Watts. Op. cit. pág. 215.
24) Las series temporales con las que trabajaremos es-
tarán definidas 8. intervalos iguales. Es la sitúa-
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ci6n práctica con la que siempre nos encontraremos
en Economía puesto que en ninguna ocasión dispon-
dremos de series continuas.
25) Dada una función s(w) positiva, o equivalentemente
una función semidifinida positiva como AUCOY(K),
se puede encontrar un proceso estocástico, x(t),
que tenga s(w) como espectro y AU0OV(K) como fun-
ción de autocovarianza. A. Papouiis op. ció. pág.
350.
26) AIiIÁSIKG. N.T.
2?) Jenkins y Watts. Op. cit. págs. 48-53.
28) Banda de frecuencia es el conjunto de frecuencias
comprendidas entre dos frecuencias límite, es decir
\ f I f-, é f £ fo serán la banda de frecuencias
29) Como, caso particular puede ser de una sola frecuen-
cia, si bien esta es una propiedad teórica pues, al
diseñar filtros prácticos, nunca podemos tener un
ancho de banda tan reducido.
30) Desde un punto de vista frecuencial y de acuerdo con
lo apuntado en.las páginas anteriores al ser la fre-
cuencia mínima detectable la correspondiente al pe-
ríodo n , siendo I1 el ámbito temporal de la muestra
podéiaos asociar a la tendencia todo el conjunto de
frecuencias menores que la mínima detectable. C.W.
J. Granger, "Tiie typical spectral shape of an Econo-





31) Si el exponente S es negativo en lugar del opera-
dor retardo tendremos definido el operador de ade-
lanto que más adelante le denominaremos operador F.
32) Para un análisis más detallado de este tipo de fil-
tros puede verse J. Hoyo "Desestacionalización de
series temporales". Documentación del primer Semina-
rio Iberoamericano de Coyuntura (1975) págs. 55-76.
33) Papoulis. Op. cit. pág. 97.
34) H. Tñeil, "Principies of Econometrics". John Wiley
and sars (1971) Cap. 11.
35) Siempre que la función sea absolutamente continua.
36) Sólo nis fijamos en las expresiones correspondien-
tes a procesos discretos puesto que en las situacio-
nes con que nos enfrentamos rara vez estaremos en
presencia de uno continuo.
37) Hacia finales del siglo XVIII y principios del XIX,
se desarrolló por Lagrunge, Suler y Fourier la idea
de que una función analítica podía representarse so-,
bre un intervalo en base a una -combinación de funcio-
nes circulares. Como consecuencia de los desarrollos
teóricos anteriores, se llegó al análisis armónico
de una función (descomposición de su varianza).
Schuster en 1898 sugirió el cálculo del pediogra-
ma ps.ra descomponer la varianza de una serie y dis-
cernir, así, la importancia relativa de las diferen-
tes componentes periódicas. En suma el podio-grama no
es más que una representación gráfica de las varian-
zas asociadas con las frecuencias w. que conforman
la serie.
\La idea básica detrás del pediograma está rela-
cionada con el hecho de que las series a estudiar
representaban un aspecto visual que indicaba una
variación relativamente suave de la serie, lo cual s
sugería que la serie no era completamente aleatoria,
es decir, existía dependencia entre las observacio-
nes registradas en diferentes instantes o intervalos
de tiempo. Además se percibían fluctuaciones con un
periodo relativamente eabable, j ello llevS a inten-
tar extraer esas fluctuaciones enmascaradas por el
resto de la serie a través de modelos del tipo:
x(t)= ^L A. sen(w.t+0.)+O .
-j_^ d d 0 L C
donde ^W era completamente aleatoria. En la prácti-
ca, todos estos modelos fracasaban porque K se hacía
muy grande (haciendo, superar en número excesivamente
grande de periodicidades para las que no era fácil
encontrar una explicación que las identificase). Con-
cretamente bhuster llevaba a cabo la estimación del
pediograma a través de la relación
In(w)= ~f(lx(t) coswt^2 + (lx(t) sen wtíf J
mientras que nosotros hemos aludido a que una esti-
mación conveniente del espectro parecía ser:
g(w) = ~- 1 aucov(o)+ 2 5 aucov(k) eos wkj
2 n L
 k=l
se puede demostrar (véase Hamian "lime series ana-
ly-sis': pág. 32-35 o bien Dhrymes, págs 4-22-426) que
^s.H2
 e s xm estimador insesgado pero no un estima-
dor consistente de g(w). Precisamente fue esta fal-
ta de consistencia en las estimaciones lo que moti-
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vó el Damcaso de la técnica del pediograma.
38) Hannan. "Time series analysis". Science paperbacks
(1960), Cap.
39) G. Jeniins. "General considerations in tiie analysis
of spectra". Teciinometrics Vol. 3 ng2 Mayo 1961 ,
págs. 133-166.
40)' Este hecho no impide el uso de las ponderaciones
de Tokey-Eanning, puesto que en lo que debemos fi-
jarnos no es una serie de puntos concretos del es-
pectro sino en su forma conjunta.
G. Jenkins. Op. cit. págs. 145-148.
HOffÁS AL CAPITULO 3
1) Normalmente se habla de tres retardos: detección,
toma de decisión y desfase entre la puesta en prác-
tica de la medida y la constatación de los plenos
efectos de la sisma. Estos retardos pueden desmenu-
zarse en mayor aeaida de acuerdo con el gusto por
las clasificaciones que uno tenga.
2) La teoría cuantitativa simple en la versión de Cambrid-
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y por tanto:
H
3) El control al que nos referimos es uno de tipo está
tico en el sentido que nos fijamos, exclusivamente,
en las situaciones inicial y final. Si, además, nos
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preocupa, la forma en que se alcansa la posición de
llegada, estamos frente a un problema de control di-
námico.
»^
4) Fishman. Gp. cit. pág. 49 y s.s.
5) Bor analogía con la regresión en que los regresores
son la misma variable endógena retardada.
6) Continuarnos suponiendo que la media de la sucesión
aleatoria es cero.
7) Fishman. Op, cit. pág. 51»
8) G. Arnaiz. "Introducción a la Estadística teórica".
Editorial Lex Rova (1965) págs. 119-14-5,
9) Otra demostración de la estacionariedad puede encon-
trarse en G.E.P. Box and G.H. Jenkins. Holden Day
(second printing 1971)págs. 49 y 80-82.
10) En este trabajo necesitamos condiciones de investibi-
lidad para situaciones no estacionarias dado que las
series temporales que sean objeto de estudio presentan
fuertes tendencias.
• 11) También la designaremos "zona permisible". .
12) Box and Jenkins. Op. cit. pág. 54.
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de confianza, simultánea, para las estimaciones espec-
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publicado en "Spectral analysis oí data generated by
siinulation experimenta v/ith. econonetric models" publica
do en Econoiüétrica Vol. 37 nfi 2 Abril-1969s pá-6s* 333-
352. • ' •
281
la báñela de confianza g§ cálculo como sigue: Si
la estimación del espectro es razonablemente suave,
la relación g(f)/G(f), siendo g(f) la estimación
correspondiente a G(f) se distribuye como una
con K= —~~ grados de libertad (donde n es el nú-
mero de observaciones y m los puntos espectrales
estimados. Por consiguiente, un intervalo de con-
fianza para f. para c¿ =0,5» vendrá dado por:




< ) < ^ : : \ M 0,95
I- o,Q25,K 3 A-0,975,KPC K
A partir de este resultado anterior se puede cal-
cular una banda de confianza, simultánea, para todas
las frecuencias.
Si Pr(B.) =0,05/(m+l) (¿j=0,l... .m) es la probabilidad
de cometer un error en la estimación correspondiente




Por tanto, si cada estimación individual tiene un
error de 0,05/m-i-l, entonces dado que para nosotros
m=16, será 0,05/16+1 0.003 la probabilidad del
extrerao de la distribución. La banda de confianza si
multánea:
Hatanaka. "Spectral analysis of iilconomic time se-




y si se estima a través de Tukey-Hanning se tiene que:
K
siendo K= £y ; y tabulando para distintos valores de K y
o¿ =50 J io#.
EXCEDIDO POR EXCEDIDO POR EXCEDIDO POS EXCEDIDO PO:
-_2H EL 95$ DE TO EL 90% DE EODOS 10c/o DE S0D03 5>á DE uJODOS
*•""¥* DOS LOS VÁLO LOB VALORES LOB VALORES LOS VÁLOREB
RES

































































I'abla que hemos utilizado en el cálculo de las bandas
de confianza ai 5í¿*
13) Debe tenerse' en cuenta que la contribución a la va-
rianaa de los términos despreciados, entra a través
de la suma f7 r(3)+f¿,. 3?(4) + ..
R. RodrigueK-iiúñiga (2). Op. cit.
233
15) Su ámbito temporal abarca el período 1961-1971
. mientras que el nuestro es 1964—1974.
16) Otro de los-^problemas que tiene su método de iden-
tificación le lleva a identificar, para la serie
índice general de precios al por mayor que presen-
ta una fuerte tendencia creciente, una Representa-
ción que no tomaaen cuenta la no estacionariedad de
1 » T T , Í fitna , f P f l i R n c ^ * 1 n n r i 1 « t r n i m A - n p ) r l p> f l l n g f l . n . U . "
que no incluye ninguna diferencia de la serie que
la reduzca a estacionariedad.
Además, de lo anterior se presenta otro problema al
no tomar en consideración, adecuadamente, la compo-
nente estacional que lleva asociada, dado que debe-




17) En realidad es el estadístico n(n+z) 21 («RhK)
n=l
o
r(k) el que en forma más aproximada se distribuye
como con m grados de libertad, aunque este en la
práctica se simplifica en n. ~r r(k) . Para más
ktldetalles véase G-.E.P. Box and David Pierce "Distríbu-
tion of Eesidual autocorrelationán autorregresive
integrated moving average time serie models" J.A.S.Á.
Decerber 1970, Vol. 65 nQ 332, págs. 1509-1526.
18) Jenkins y V/atts. Op. c i t . pág. 212
19) Kodríguez Rodriguea~Zúñiga (2), Op. cit.
20) En este caso no aludimos a las de primer orden para
intentar recoger el mínimo que se produce próximo a
la frecuencia de 0,25» Además-si fuera una ÁR(1) es
parámetro sería f^ ,= 0,14-2 por tanto;




10 ,. ,g(w) »nor max =
6,126
g(w) ñor inin = —2-^2— A^ 1,36
6,126 " .
y los teóricos:
g(w) ñor max = r^ 1,36
1+0,1422-2.0,142
g(w) ñor min= ~ 0: 0,77
1+0,142+2.0,142
que dan peor resultado que los de ÁR(2) e igual
sucede con MV(1).
21) En este caso se hace bastante difícil la estima- '
ción adecuada de los parámetros.
22) lío calculamos aquí las desviaciones típicas de las
estimaciones por ser similares a casos anteriores
y ver directamente que son significativamente dis-
tintos de cero.
23) Por la forma parecería, a primera vista, que podría
tratarse también de una AR(1), pero analizando con
más cuidado hay que descartarla, puesto que, para
el parámetro que le correspondería f, Cz *Kl) CL































































































































































































































































































































\Cuadro para calcular los eg'es Mayor y Menor de la
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\Gráfico que relaciona los parámetros í'1 y Po de M(2) con R(i)
yB(2). . T ¿
G r á f i o o ' 5 - 1
Gráfico que relaciona F y Po con h. El segundo eje de abscisas
relaciona R(i) con la relacién de ejes. En la parte superior se
relaciona la forma de la zona de confianza con ( )
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