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By Corollary 12, we know if q > 3 then there exist (n 0 1)th CI functions which are not linear. We now give our main result. Proof: The sufficiency is proved by Lemma 2 and Theorem 4 while the necessity is proved by the constructive result of Corollary 12..
Theorem 13 (Main Theorem
)
III. CONCLUSIONS
We have determined that the only finite fields for which every (n01)-CI function is linear are the fields F 2 and F 3 : Our results may be useful in constructing combinations of generating functions over large fields with both high-order correlation immunity and large linear complexity. Although the (n 0 1)-CI nonlinear functions we have constructed have diagonal types, they still give satisfactory linear complexities, especially for large q: If the variable xi is fed by a source m-sequence s i which is generated by a primitive polynomial of degree li , then the linear complexity of the function in Corollary 12 is
For linear complexity analysis, see [6] .
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2) the linear complexity of s 1 is given by n 0 deg (gcd (x n 0 1; S n (x))):
One of our two main results is stated in the following theorem. The proof of B4, based on the Law of Quadratic Reciprocity, can be found in [5] .
Thus we have completed the proofs of the above basic facts that will be used frequently in the sequel.
The proof of Theorem 1 is then completed by considering two cases depending on whether 2 is a quadratic residue or a nonresidue.
We first consider the case 2 2 Q, which according to B4 happens if and only if p = 1 or 7 mod 8. It follows from B3 that S p () 2 f0; 1g and from B2 that either S p ( q ) = 0 for all q 2 Q or S p ( n ) = 0 for all n 2 N. Since S p ( Hence, we have completed the proof of Theorem 1.
Remark: Parts 1 and 3 of this theorem are implied in [6] .
III. FEEDBACK POLYNOMIAL
In the preceding section we have calculated the linear complexity of Legendre sequences with a simple approach. In this section we determine the feedback polynomials of Legendre sequences.
In the case that 2 2 Q, let be a primitive pth root over GF (2 m 2) if p = 8t + 1 for some t, then m(x) = q(x);
3) if p = 8t + 3 for some t, then m(x) = x p 0 1; and 4) if p = 8t + 5 for some t, then m(x) = (x p 0 1)=(x 0 1).
Proof: Recall the proof of Theorem 1, in the previous section.
We first consider the case 2 2 Q, Then the polynomials q(x) and n(x) have coefficients from GF (2) , and x p 0 1 = (x 0 1)q(x)n(x): Recall also that 2 2 Q is equivalent to p = 1 or 7 mod 8. In the case that p = 7 mod 8, the proof of Theorem 1 has shown that S p (1) = 1. From our choice of and the proof of Theorem 1 it follows that S p ( q ) = S() = 1 6 = 0 for all q 2 Q and, therefore, S p ( n ) = 0 for all n 2 N. We obtain that 
In this correspondence, we present a construction for binary pseudorandom sequences of period 
