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On a Simultaneous Approach to the
Even and Odd Truncated Matricial
Stieltjes Moment Problem I:
An α-Schur-Stieltjes-type algorithm for sequences of complex matrices
Bernd Fritzsche Bernd Kirstein Conrad Mädler
The characterization of the solvability of matrix versions of truncated
Stieltjes-Type moment problems led to the class of α-Stieltjes non-negative
definite sequences of complex q × q matrices. In [21], a parametrization of
this class was introduced, the so-called α-Stieltjes parametrization. The main
topic of this first part of the paper is the construction of a Schur-type algo-
rithm which produces exactly the α-Stieltjes parametrization.
1. Introduction
This paper which is divided into two parts is a direct continuation of the authors’ for-
mer investigations on matrix versions of classical power moment problems and related
questions (see [12,16,20–26]). Now our aim is to study two truncated matricial power mo-
ment problems on semi-infinite intervals. The approach is based on Schur analysis. More
precisely, we will work out two interrelated versions of Schur-type algorithms similar as
in our former investigations on truncated matrix moment problems of Hamburger-Type
(see [24, 25]). In the first part, we will construct a Schur-type algorithm for finite se-
quences of complex q × q matrices. In the second part of the paper, we will construct
a Schur-type algorithm for a special class of holomorphic matrix functions, which turns
out to be intimately related to the truncated matricial moment problems under consider-
ation. The starting point of studying power moment problems on semi-infinite intervals
was the famous two parts memoir of Stieltjes [32, 33] where the author’s investigations
on questions for special continued fractions led him to the power moment problem on
the interval [0,+∞). A complete theory of the treatment of power moment problems on
semi-infinite intervals in the scalar case was developed by M. G. Krein in collaboration
with A. A. Nudelman (see [28, Section 10], [29], [30, Ch. V]). What concerns a mod-
ern operator-theoretic treatment of the power moment problems named after Hamburger
and Stieltjes and its interrelations, we refer the reader to Simon [31]. The matrix ver-
sion of the classical Stieltjes moment problem was studied in Adamyan/Tkachenko [1,2],
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Andô [3], Bolotnikov [5–7], Bolotnikov/Sakhnovich [8], Chen/Hu [9], Chen/Li [10],
Dyukarev [13, 14], Dyukarev/Katsnel′son [17, 18], and Hu/Chen [27]. The considera-
tions of this paper deal with the case of a semi-infinite interval [α,+∞) and continue
former work done in [16, 21, 23].
In order to properly formulate these problems, we first review some notation. Let C,
R, N0, and N be the set of all complex numbers, the set of all real numbers, the set of
all non-negative integers, and the set of all positive integers, respectively. Further, for
all α, β ∈ R∪{−∞,+∞}, let Zα,β be the set of all integers k for which α ≤ k ≤ β holds.
Throughout this paper, let p, q ∈ N. If X is a nonempty set, then X p×q stands for the set
of all p× q matrices each entry of which belongs to X and X p is short for X p×1. If k ∈ Z
and if κ ∈ Zk,+∞∪{+∞}, then we denote by X[k,κ] the set of all sequences (xj)κj=k where
xj ∈ X for all j ∈ Zk,κ. If (X ,A) is a measurable space, then each countably additive
mapping defined on A with values in the set Cq×q≥ of all non-negative Hermitian complex
q × q matrices is called a non-negative Hermitian q × q measure on (X ,A).
Let α ∈ R and let B[α,+∞) be the σ-algebra of all Borel subsets of [α,+∞). Fur-
ther, let Mq≥([α,+∞)) be the set of all non-negative Hermitian q × q measures on
([α,+∞),B[α,+∞)) and, for all κ ∈ N0 ∪ {+∞}, let M
q
≥,κ([α,+∞)) be the set of all
σ ∈Mq≥([α,+∞)) such that the integral
s
(σ)
j :=
∫
[α,+∞)
tjσ(dt)
exists for all j ∈ Z0,κ. The above-mentioned matricial moment problems can be formu-
lated as follows:
M[[α,+∞); (sj)
κ
j=0,=] Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (sj)
κ
j=0 be a sequence of
complex q × q matrices. Parametrize the set Mq≥[[α,+∞); (sj)
κ
j=0,=] of all non-
negative Hermitian measures σ ∈ Mq≥,κ([α,+∞)) for which s
(σ)
j = sj is fulfilled for
all j ∈ Z0,κ.
M[[α,+∞); (sj)mj=0,≤] Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 be a sequence of complex
q × q matrices. Parametrize the set Mq≥[[α,+∞); (sj)
m
j=0,≤] of all non-negative
Hermitian measures σ ∈ Mq≥,m([α,+∞)) for which sm − s
(σ)
m is non-negative Her-
mitian and, in the case m ≥ 1, moreover s(σ)j = sj is fulfilled for all j ∈ Z0,m−1.
The particular case α = 0 is treated by several authors. Parametrizations of the set
Mq≥[[0,+∞); (sj)
m
j=0,≤] are given, under a certain non-degeneracy condition, in [15]. In
the general case, descriptions ofMq≥[[0,+∞); (sj)
m
j=0,≤] are stated by Bolotnikov [5], [6,
Theorem 1.5] and by Chen/Hu in [9, Theorem 2.4], whereas descriptions of the set
Mq≥[[0,+∞); (sj)
m
j=0,=] are given by Hu/Chen in [27, Theorem 4.1, Lemmas 2.3 and 2.4].
Moreover, for arbitrary real numbers α, the cases Mq≥[[α,+∞); (sj)
m
j=0,=] 6= ∅ and
Mq≥[[α,+∞); (sj)
m
j=0,≤] 6= ∅ are characterized in [16, Theorems 1.3 and 1.4].
Before we explain these criterions of solvability, we introduce certain sets of sequences
of complex q × q matrices which are determined by the properties of particular Hankel
2
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matrices built of them. For all n ∈ N0, let H
≥
q,2n (resp. H
>
q,2n) be the set of all sequences
(sj)
2n
j=0 of complex q × q matrices such that the block Hankel matrix
Hn := [sj+k]
n
j,k=0 (1.1)
is non-negative Hermitian (resp. positive Hermitian). Furthermore, let H≥q,∞ (resp. H
>
q,∞)
be the set of all sequences (sj)∞j=0 of complex q × q matrices such that for all n ∈ N0 the
sequence (sj)2nj=0 belongs to H
≥
q,2n (resp. H
>
q,2n). For all n ∈ N0, let H
≥,e
q,2n be the set of all
sequences (sj)2nj=0 of complex q × q matrices for which there exist complex q × q matrices
s2n+1 and s2n+2 such that (sj)
2(n+1)
j=0 belongs to H
≥
q,2(n+1). Furthermore, for all n ∈ N0,
we will use H≥,eq,2n+1 to denote the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices
for which there exists a complex q × q matrix s2n+2 such that (sj)
2(n+1)
j=0 belongs to
H≥
q,2(n+1). Let H
≥,e
q,∞ := H≥q,∞. If κ ∈ N0 ∪ {+∞}, then we call a sequence (sj)
2κ
j=0 of
complex q × q matrices Hankel non-negative definite (resp. Hankel positive definite) if it
belongs to H≥q,2κ (resp. H
>
q,2κ), and we call a sequence (sj)
κ
j=0 of complex q × q matrices
Hankel non-negative definite extendable if it belongs to H≥,eq,κ .
Besides the just introduced classes of sequences of complex q × q matrices we need anal-
ogous classes of sequences of complex q × q matrices which take into account the influence
of the prescribed number α ∈ R: Let (sj)κj=0 be a sequence of complex p× q matrices.
Then, for all n ∈ N0 with 2n+ 1 ≤ κ, we introduce the block Hankel matrix
Kn := [sj+k+1]
n
j,k=0. (1.2)
If κ ≥ 1, then, for all α ∈ C, let the sequence (sα⊲j)κ−1j=0 be given by
sα⊲j := −αsj + sj+1 (1.3)
for all j ∈ Z0,κ−1. Then (sα⊲j)κ−1j=0 is called the sequence generated from (sj)
κ
j=0 by right-
sided α-shifting. (An analogous left-sided version is discussed in [21, Definition 2.1].)
Let α ∈ R. Now we will introduce several classes of finite or infinite sequences of
complex q × q matrices which are characterized by the sequences (sj)κj=0 and (sα⊲j)
κ−1
j=0 .
Let K≥q,0,α := H
≥
q,0, and, for all n ∈ N, let K
≥
q,2n,α be the set of all sequences (sj)
2n
j=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn−1 + Kn−1
are both non-negative Hermitian, i. e.,
K≥q,2n,α :=
{
(sj)
2n
j=0 ∈ H
≥
q,2n
∣∣∣(sα⊲j)2(n−1)j=0 ∈ H≥q,2(n−1)}. (1.4)
Furthermore, for all n ∈ N0, let K
≥
q,2n+1,α be the set of all sequences (sj)
2n+1
j=0 of complex
q × q matrices for which the block Hankel matrices Hn and −αHn +Kn are both non-
negative Hermitian, i. e.,
K≥q,2n+1,α :=
{
(sj)
2n+1
j=0 ∈ (C
q×q)[0,2n+1]
∣∣∣{(sj)2nj=0, (sα⊲j)2nj=0} ⊆ H≥q,2n}. (1.5)
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Formulas (1.4) and (1.5) show that the sets K≥q,2n,α and K
≥
q,2n+1,α are determined by two
conditions. The condition (sj)2nj=0 ∈ H
≥
q,2n ensures that a particular Hamburger moment
problem associated with the sequence (sj)2nj=0 is solvable (see, e. g. [12, Theorem 4.16]).
The second condition (sα⊲j)
2(n−1)
j=0 ∈ H
≥
q,2(n−1) (resp. (sα⊲j)
2n
j=0 ∈ H
≥
q,2n) controls that
the original sequences (sj)2nj=0 and (sj)
2n+1
j=0 are well adapted to the interval [α,+∞). Let
m ∈ N0. Then, let K
≥,e
q,m,α be the set of all sequences (sj)mj=0 of complex q × q matrices for
which there exists a complex q × q matrix sm+1 such that (sj)m+1j=0 belongs to K
≥
q,m+1,α.
We call a sequence (sj)mj=0 of complex q × q matrices α-Stieltjes non-negative definite if it
belongs to K≥q,m,α and α-Stieltjes non-negative definite extendable if it belongs to K
≥,e
q,m,α.
Let us recall solvability criterions for the Problems M[[α,+∞); (sj)mj=0,=]
and M[[α,+∞); (sj)mj=0,≤]:
Theorem 1.1 ( [16, Theorems 1.3 and 1.4]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be
a sequence of complex q × q matrices. Then:
(a) Mq≥[[α,+∞); (sj)
m
j=0,=] 6= ∅ if and only if (sj)
m
j=0 ∈ K
≥,e
q,m,α.
(b) Mq≥[[α,+∞); (sj)
m
j=0,≤] 6= ∅ if and only if (sj)
m
j=0 ∈ K
≥
q,m,α.
Theorem 1.1 provides a first impression on the importance of the classes of α-Stieltjes
non-negative definite sequences and α-Stieltjes non-negative definite extendable se-
quences in the framework of truncated matricial Stieltjes-type moment problems related
to the interval [α,+∞). The role of these classes is by far not restricted to these solv-
ability conditions. A thorough study of these classes forms an essential cornerstone in
our approach to describe the solution sets of both moment problems via Schur anal-
ysis methods. For this reason, we extend our former investigations (see [16, 21]) on
α-Stieltjes non-negative definite sequences and remarkable subclasses by constructing a
special Schur-type algorithm for finite sequences of complex p× q matrices. It should
be mentioned that we will consider the matricial moment problems under consideration
in the most general case. The so-called non-degenerate case is connected to the class of
so-called α-Stieltjes positive definite sequences (see Section 2).
In this paper, we construct a Schur-type algorithm for sequences belonging to the class
K≥q,m,α. It turns out that this algorithm produces exactly the α-Stieltjes parametriza-
tion of such sequences which was introduced in [21]. Particular attention is paid to
several natural subclasses of K≥q,m,α. We indicate that the Schur-type algorithm un-
der consideration is used in [19] to give a parametrization of the solution set of Prob-
lem M[[α,+∞); (sj)mj=0,=].
This paper is organized as follows: In Section 2, we introduce the classes of se-
quences of complex p× q matrices under consideration and recall the notion of α-Stieltjes
parametrization. Similarly as in [25], the algorithm we are going to construct will be
based on the concept of reciprocal sequences. For this reason, we summarize in Section 3
some basic facts on the arithmetics of reciprocal sequences. Furthermore, we introduce
the classes of first term dominant sequences and nearly first term dominant sequences
of complex p× q matrices (see Definitions 3.3 and 3.7, respectively). The main result
4
1. Introduction
of Section 3 is Proposition 3.8, which contains several interrelations between important
subclasses of K≥q,κ,α and the classes of (nearly) first term dominant sequences. Section 4
marks an essential stage for the construction of our algorithm. Let us first mention what
happened in [25]. There we started with a sequence (sj)2nj=0 from C
p×q and considered its
corresponding reciprocal sequence. Now we have to ensure that our construction takes
into account the influence of α from the very beginning. In view of the definition of
the class K≥q,κ,α, we should use, in some way, the operation of right-sided α-shifting of se-
quences given via (1.3). If (sj)κj=0 is a sequence from C
p×q, then the right-sided α-shifting
(sα⊲j)
κ−1
j=0 of (sj)
κ
j=0 is a sequence of length κ − 1. Since our construction should start
with a sequence of length κ, we consider a slight modification of (sα⊲j)κ−1j=0 . This leads
us to the reciprocal sequence (s[♯,α]j )
κ
j=0 corresponding to the [+, α]-transform (s
[+,α]
j )
κ
j=0.
Section 5 plays an analogous role as Section 6 in [25]. The main goal is to derive identities
between various block Hankel matrices built from the sequences (s[+,α]j )
κ
j=0 and (s
[♯,α]
j )
κ
j=0
(see Theorems 5.6 and 5.8). Section 6 should be compared with [25, Section 7], where
we considered a sequence (sj)2nj=0 from C
q×q together with its corresponding reciprocal
sequence (s♯j)
2n
j=0. From [25, Propositions 8.25 and 8.26] we see that the membership of
(sj)
2n
j=0 to the class of Hankel non-negative definite sequences and some of its distinguished
subclasses will be preserved for the sequence (−s♯j+2)
2(n−1)
j=0 . Section 6 is aimed to realize
a construction suitable for the purposes of this paper, where a one-step algorithm is used.
The main result of Section 6 is Proposition 6.13, which indicated that the membership
of (sj)κj=0 to the class of α-Stieltjes non-negative definite sequences and its prominent
subclasses is preserved by the sequence (−s[♯,α]j+1 )
κ−1
j=0 . In Section 7, the shortened nega-
tive reciprocal sequence (−s[♯,α]j+1 )
κ−1
j=0 will be replaced by a slightly modified sequence. In
this way, we consider a transformation which ensures that an arbitrary sequence (sj)κj=0
belonging to K≥q,κ,α and K
≥,e
q,κ,α, respectively, is transformed into a sequence (s
[1,α]
j )
κ−1
j=0
belonging to K≥q,κ−1,α and K
≥,e
q,κ−1,α, respectively (see Theorem 7.21). The iteration of
this transformation, discussed in Section 7, leads us to a particular algorithm for finite or
infinite sequences of complex p× q matrices (see Section 8). We show that this algorithm
preserves the membership of a sequence to the class of α-Stieltjes non-negative definite
sequences and its prominent subclasses (see Theorem 8.10). In Section 9, we prove that
this algorithm produces exactly the right α-Stieltjes parametrization. Central results
of the paper are Theorems 9.12 and 9.15, which contain explicit constructions of the
right α-Stieltjes parametrization of a sequence belonging to one of the classes K≥q,m,α or
K≥,eq,m,α. Theorems 9.25 and 9.26 are focused on the determination of the right α-Stieltjes
parametrization of the described transform of a sequence belonging to one of the classes
K≥q,κ,α or K
≥,e
q,κ,α. These results indicate that the right α-Stieltjes parametrization can be
interpreted as a Schur-type parametrization. In Section 10, we study several aspects of
some inverse transformation.
As already mentioned above, the main goal of this paper is to construct a special Schur-
type algorithm for finite or infinite sequences of complex p× q matrices. We are guided
by our former experiences in constructing another version of Schur-type algorithm for
5
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finite or infinite sequences of complex p× q matrices in [25], which is a two-step algorithm.
In this paper, we discuss a one-step algorithm. In the case α = 0, such an algorithm was
developed already in [9]. An essential feature of the Schur-type algorithm constructed
in [25] is its intimate connection to the canonical Hankel parametrization of Hankel non-
negative definite sequences. We will demonstrate that the Schur-type algorithm discussed
in this paper has a similar connection to the right α-Stieltjes parametrization of α-Stieltjes
non-negative definite sequences. Although the basic techniques in this paper are strongly
influenced by the investigations in [25], it should be remarked that the situation is now
more complicated. Indeed, now we have to control the interrelation between two Hankel
non-negative definite sequences from Cq×q. This interplay is governed by a real number
α. For this reason, we will meet rather new effects in comparison with [25]. In order to
manage them, a substantial refinement of the techniques used in [25] is necessary. In this
way, we are forced to introduce various constructions and transforms depending on α.
2. Right α-Stieltjes parametrization
In this section, we recall the concept of right α-Stieltjes parametrization of finite or
infinite sequences which was developed in [16, 21].
Remark 2.1. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K
≥
q,m,α (resp. K
≥,e
q,m,α). Then we
easily see that (sj)lj=0 ∈ K
≥
q,l,α (resp. K
≥,e
q,l,α) for all l ∈ Z0,m.
Let α ∈ R. In view of Remark 2.1, let K≥q,∞,α be the set of all sequences (sj)
∞
j=0
of complex q × q matrices such that (sj)mj=0 ∈ K
≥
q,m,α for all m ∈ N0. Further, let
K≥,eq,∞,α := K≥q,∞,α. Obviously, for all n ∈ N, we have
K≥,eq,2n,α =
{
(sj)
2n
j=0 ∈ H
≥
q,2n
∣∣∣(sα⊲j)2n−1j=0 ∈ H≥,eq,2n−1}
and, for all n ∈ N0, furthermore
K≥,eq,2n+1,α =
{
(sj)
2n+1
j=0 ∈ H
≥,e
q,2n+1
∣∣∣(sα⊲j)2nj=0 ∈ H≥q,2n}. (2.1)
Let K>q,0,α := H
>
q,0, and, for all n ∈ N, let K
>
q,2n,α be the set of all sequences (sj)
2n
j=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn−1 + Kn−1
are positive Hermitian, i. e., K>q,2n,α := {(sj)
2n
j=0 ∈ H
>
q,2n|(sα⊲j)
2(n−1)
j=0 ∈ H
>
q,2(n−1)}. Fur-
thermore, for all n ∈ N0, let K>q,2n+1,α be the set of all sequences (sj)
2n+1
j=0 of complex
q × q matrices for which the block Hankel matrices Hn and −αHn + Kn are positive
Hermitian, i. e.,
K>q,2n+1,α :=
{
(sj)
2n+1
j=0 ∈ (C
q×q)[0,2n+1]
∣∣∣{(sj)2nj=0, (sα⊲j)2nj=0} ⊆ H>q,2n}.
Let K>q,∞,α be the set of all sequences (sj)
∞
j=0 of complex q × q matrices such that
(sj)
m
j=0 ∈ K
>
q,m,α for all m ∈ N0. For all n ∈ N0, let
H≥,cdq,2n :=
{
(sj)
2n
j=0 ∈ H
≥
q,2n
∣∣∣Ln = 0q×q}, (2.2)
K≥,cdq,2n,α := K
≥
q,2n,α ∩H
≥,cd
q,2n , (2.3)
6
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and let
K≥,cdq,2n+1,α :=
{
(sj)
2n+1
j=0 ∈ K
≥
q,2n+1,α
∣∣∣(sα⊲j)2nj=0 ∈ H≥,cdq,2n}. (2.4)
Furthermore, let K≥,cdq,∞,α be the set of all sequences (sj)∞j=0 ∈ K
≥
q,∞,α for which there exists
a number m ∈ N0 such that (sj)mj=0 ∈ K
≥,cd
q,m,α. For all κ ∈ N0 ∪ {+∞} and all m ∈ Z0,κ,
let
K≥,cd,mq,κ,α :=
{
(sj)
κ
j=0 ∈ K
≥
q,κ,α
∣∣∣(sj)mj=0 ∈ K≥,cdq,m,α}. (2.5)
Obviously,
∞⋃
m=0
K≥,cd,mq,∞,α = K
≥,cd
q,∞,α. (2.6)
Remark 2.2. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 ∈ K
≥
q,κ,α (resp. K
≥,e
q,κ,α), and let
A ∈ Cq×p. Then (A∗sjA)κj=0 ∈ K
≥
p,κ,α (resp. K
≥,e
p,κ,α).
We write Cq×qH for the set of all Hermitian complex q × q matrices and we use the
Löwner semi-ordering in Cq×qH , i. e., we write A ≥ B (resp. A > B) in order to indicate
that A and B are Hermitian complex matrices such that A − B is non-negative (resp.
positive) Hermitian. We denote by N (A) and R(A) the null space and the column space
of a complex matrix A, respectively. For all β ∈ R, let ⌊β⌋ := max{k ∈ Z|k ≤ β} be the
largest integer not greater than β. It is useful to state the following technical results:
Lemma 2.3 ( [21, Lemma 2.9]). Let α ∈ R, let κ ∈ N0∪{+∞}, and let (sj)κj=0 ∈ K
≥
q,κ,α.
Then:
(a) sj ∈ C
q×q
H for all j ∈ Z0,κ and sα⊲j ∈ C
q×q
H for all j ∈ Z0,κ−1.
(b) s2k ∈ C
q×q
≥ for all k ∈ Z0,κ2 and sα⊲2k ∈ C
q×q
≥ for all k ∈ Z0,κ−1
2
.
(c) N (s2k) ⊆ N (sj) and R(sj) ⊆ R(s2k) for all k ∈ Z0,κ
2
and all j ∈ Z2k,2⌊κ
2
⌋−1.
(d) N (sα⊲2k) ⊆ N (sα⊲j) and R(sα⊲j) ⊆ R(sα⊲2k) for all k ∈ Z0,κ−1
2
and all j ∈
Z2k,2⌊κ−1
2
⌋−1.
Lemma 2.4 (see [16, Lemmas 4.7 and 4.11]). Let α ∈ R and let n ∈ N0. Then K
≥,e
q,2n,α ⊆
H≥,eq,2n. Furthermore, if (sj)
2n+1
j=0 ∈ K
≥,e
q,2n+1,α, then (sα⊲j)
2n
j=0 ∈ H
≥,e
q,2n.
In the sequel, we will need the Moore-Penrose inverse A† of a complex p× q matrix A.
In order to formulate some essential observations on the above introduced sets, it is useful
to introduce now some further constructions of matrices, which will play a central role
in the following. If n ∈ N, if (pj)nj=1 is a sequence of positive integers, and if Aj ∈ C
pj×q
for all j ∈ Z1,n, then let
col(Aj)
n
j=1 :=


A1
A2
...
An

 .
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Let κ ∈ N0 ∪ {+∞} and let (sj)κj=0 be a sequence of complex p× q matrices. We
will associate with (sj)κj=0 several matrices which we will often need in our subsequent
considerations: For all l,m ∈ N0 with l ≤ m ≤ κ, let
y
(s)
l,m
:= col(sj)
m
j=l and z
(s)
l,m
:= [sl, sl+1, . . . , sm]. (2.7)
For all n ∈ N0 with 2n ≤ κ, let
H(s)n := [sj+k]
n
j,k=0, (2.8)
for all n ∈ N0 with 2n+ 1 ≤ κ, let
K(s)n := [sj+k+1]
n
j,k=0, (2.9)
and, for all n ∈ N0 with 2n+ 2 ≤ κ, let
G(s)n := [sj+k+2]
n
j,k=0. (2.10)
Let
L
(s)
0 := s0, L
(s)
n := s2n − z
(s)
n,2n−1(H
(s)
n−1)
†y
(s)
n,2n−1, (2.11)
and let
L(s)n := G
(s)
n−1 − y
(s)
1,ns
†
0z
(s)
1,n (2.12)
for all n ∈ N with 2n ≤ κ. Let
Θ
(s)
0 := 0p×q and Θ
(s)
n := z
(s)
n,2n−1(H
(s)
n−1)
†y
(s)
n,2n−1 (2.13)
for all n ∈ N with 2n− 1 ≤ κ, where 0p×q denotes the zero matrix in Cp×q. In situations
in which it is clear which sequence (sj)κj=0 of complex matrices is meant, we will write
yl,m, zl,m, Hn, Kn, Gn, Ln, Ln, and Θn instead of y
(s)
j,k , z
(s)
j,k , H
(s)
n , K
(s)
n , G
(s)
n , L
(s)
n , L
(s)
n ,
and Θ(s)n , respectively.
Let α ∈ C and let κ ≥ 1. Then the sequence (vj)κ−1j=0 given by vj := sα⊲j and (1.3) for
all j ∈ Z0,κ−1 plays a key role in our subsequent considerations. We define
Θα⊲n := Θ
(v)
n (2.14)
for all n ∈ N0 with 2n ≤ κ,
Hα⊲n := H
(v)
n (2.15)
and
Lα⊲n := L
(v)
n (2.16)
for all n ∈ N0 with 2n+ 1 ≤ κ,
Kα⊲n := K
(v)
n
for all n ∈ N0 with 2n+ 2 ≤ κ, and
yα⊲l,m := y
(v)
l,m and zα⊲l,m := z
(v)
l,m (2.17)
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for all l,m ∈ N0 with l ≤ m ≤ κ. In view of (1.1), (1.2), (1.3), and (2.15), then
− αHn +Kn = Hα⊲n (2.18)
for all n ∈ N0 with 2n+ 1 ≤ κ.
Let us recall useful characterizations of the set K≥,eq,m,α:
Lemma 2.5 ( [16, Lemma 4.15]). Let α ∈ R, let n ∈ N0, and let (sj)2n+1j=0 ∈ K
≥
q,2n+1,α.
Then (sj)
2n+1
j=0 ∈ K
≥,e
q,2n+1,α if and only if N (Ln) ⊆ N (Lα⊲n).
Lemma 2.6 ( [16, Lemma 4.16]). Let α ∈ R, let n ∈ N, and let (sj)2nj=0 ∈ K
≥
q,2n,α. Then
(sj)
2n
j=0 ∈ K
≥,e
q,2n,α if and only if N (Lα⊲n−1) ⊆ N (Ln).
Our current focus on matricial moment problems for intervals of the type [α,+∞) or
(−∞, α], where α is an arbitrary real number, motivates us to look for corresponding
one-sided α-analogues of the canonical Hankel parametrization of sequences of complex
p× q matrices. Our above considerations show that, for reasons of symmetry, we can
mainly concentrate on the right case. In this case, we use the matrices defined in (2.11)
and (2.16) to introduce the notion in Definition 2.8 below, which will turn out to be one
of the central objects of this paper.
Remark 2.7. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then one can easily see that there is a unique sequence (Qj)κj=0 of
complex p× q matrices such that s2k = Θk + Q2k for all k ∈ N0 with 2k ≤ κ and
s2k+1 = αs2k + Θα⊲k +Q2k+1 for all k ∈ N0 with 2k + 1 ≤ κ. In particular, we see that
Q2k = Lk for all k ∈ N0 with 2k ≤ κ and moreover Q2k+1 = Lα⊲k for all k ∈ N0 with
2k + 1 ≤ κ.
Remark 2.7 leads us to the following notion, which was introduced in [21].
Definition 2.8. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of
complex p× q matrices. Then the sequence (Qj)κj=0 given by Q2k := Lk for all k ∈ N0
with 2k ≤ κ and by Q2k+1 := Lα⊲k for all k ∈ N0 with 2k + 1 ≤ κ is called the right
α-Stieltjes parametrization of (sj)
κ
j=0. In the case α = 0, the sequence (Qj)
κ
j=0 is simply
called the right Stieltjes parametrization of (sj)κj=0.
Remark 2.9. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (Qj)κj=0 be a sequence of complex
p× q matrices. Then it can be immediately checked by induction that there is a unique
sequence (sj)κj=0 from C
p×q such that (Qj)κj=0 is the right α-Stieltjes parametrization of
(sj)
κ
j=0, namely the sequence (sj)
κ
j=0 recursively given by s2k = Θk +Q2k for all k ∈ N0
with 2k ≤ κ and s2k+1 = αs2k +Θα⊲k +Q2k+1 for all k ∈ N0 with 2k + 1 ≤ κ.
Remark 2.10. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Denote by (Qj)κj=0 the right α-Stieltjes parametrization of (sj)
κ
j=0. For
all m ∈ Z0,κ, then (Qj)mj=0 is exactly the right α-Stieltjes parametrization of (sj)
m
j=0 .
The following result shows that the membership of a sequence (sj)κj=0 of complex
q × q matrices to one of the classes K≥q,κ,α and K
≥,e
q,κ,α can be effectively characterized in
terms of its right α-Stieltjes parametrization.
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Theorem 2.11 (see [21, Theorem 4.12]). Let α ∈ R, let κ ∈ N0∪{+∞}, and let (sj)κj=0
be a sequence of complex q × q matrices with α-Stieltjes parametrization (Qj)
κ
j=0. Then:
(a) The sequence (sj)
κ
j=0 belongs to K
≥
q,κ,α if and only if Qj ∈ C
q×q
≥ for all j ∈ Z0,κ
and, in the case κ ≥ 2, furthermore N (Qj) ⊆ N (Qj+1) for all j ∈ Z0,κ−2.
(b) The sequence (sj)
κ
j=0 belongs to K
≥,e
q,κ,α if and only if Qj ∈ C
q×q
≥ for all j ∈ Z0,κ
and, in the case κ ≥ 1, furthermore N (Qj) ⊆ N (Qj+1) for all j ∈ Z0,κ−1.
(c) The sequence (sj)
κ
j=0 belongs to K
>
q,κ,α if and only if Qj ∈ C
q×q
> for all j ∈ Z0,κ.
At the end of this section, it should be mentioned that, in the case α = 0, there is a
particular parametrization of sequences belonging to the class K>q,∞,α which originates
in Yu. M. Dyukarev’s paper [15], where the moment problem M[[0,+∞); (sj)∞j=0,=] was
studied. One of his main results is a generalization of a classical criterion due to Stielt-
jes [32, 33] for the indeterminacy of this moment problem. Yu. M. Dyukarev had to
look for a convenient matricial generalization of the parameter sequence which Stieltjes
obtained from the considerations of particular continued fractions associated with the se-
quence (sj)∞j=0. In this way, Yu. M. Dyukarev found an interesting inner parametrization
of sequences belonging to K>q,∞,α. This parametrization was reconsidered by the authors
in [23, Definition 8.2]. The main theme of [23, Section 8] was to state interrelations be-
tween the Dyukarev-Stieltjes parametrization and our right 0-Stieltjes parametrization
introduced in Definition 2.8.
3. The concept of reciprocal sequences
The concept used in this section of constructing a special transformation for finite and
infinite sequences of complex p× q matrices is presented in [26]. The cited paper deals
with the question of invertibility as it applies to finite and infinite sequences of complex
p× q matrices. Two special notions, introduced there will prove to be of particular
importance throughout this paper. That’s why we recall the definitions.
Definition 3.1 ( [26, Definition 4.13]). Let κ ∈ N0 ∪ {+∞} and let (sj)κj=0 be a
sequence of complex p× q matrices. The sequence (s♯j)
κ
j=0 given by s
♯
0 := s
†
0 and
s♯j := −s
†
0
∑j−1
l=0 sj−ls
♯
l for all j ∈ Z1,κ is called the reciprocal sequence corresponding
to (sj)
κ
j=0.
Remark 3.2. Let κ ∈ N0∪{+∞} and let (sj)κj=0 be a sequence of complex p× q matrices
with reciprocal sequence (s♯j)
κ
j=0. For all m ∈ Z0,κ then (s
♯
j)
m
j=0 is the reciprocal sequence
corresponding to (sj)mj=0.
Definition 3.3 ( [26, Definition 4.3]). Let κ ∈ N0∪{+∞} and let (sj)κj=0 be a sequence
of complex p× q matrices. We then say that (sj)κj=0 is first term dominant if N (s0) ⊆⋂κ
j=0N (sj) and
⋃κ
j=0R(sj) ⊆ R(s0). The set of all first term dominant sequences
(sj)
κ
j=0 of complex p× q matrices will be denoted by Dp×q,κ.
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Remark 3.4. Let κ ∈ N0∪{+∞} and let (sj)κj=0 be a sequence of complex p× q matrices.
Then (sj)κj=0 ∈ Dp×q,κ if and only if for j ∈ Z0,κ the equations sjs
†
0s0 = sj and s0s
†
0sj = sj
hold true (see Remark A.1).
Given a number κ ∈ N0 ∪{+∞} and a sequence (sj)κj=0 of complex p× q matrices, we
consider, for all m ∈ Z0,κ, the triangular block Toeplitz matrices S
(s)
m and S
(s)
m defined by
S
(s)
m :=


s0 0 0 . . . 0
s1 s0 0 . . . 0
s2 s1 s0 . . . 0
...
...
...
. . .
...
sm sm−1 sm−2 . . . s0

 , S
(s)
m :=


s0 s1 s2 . . . sm
0 s0 s1 . . . sm−1
0 0 s0 . . . sm−2
...
...
...
. . .
...
0 0 0 . . . s0

 , (3.1)
respectively. Whenever it is clear which sequence is meant, we will write Sm and Sm
instead of S(s)m and S
(s)
m , respectively. Furthermore, for all m ∈ Z0,κ, we set
S
♯
m := S
(r)
m and S
♯
m := S
(r)
m , (3.2)
where (rj)κj=0 denotes the reciprocal sequence corresponding to (sj)
κ
j=0, i. e., rj := s
♯
j for
all j ∈ Z0,κ. Now we introduce some block Hankel matrices. We will use the notations
H♯n := [s
♯
j+k]
n
j,k=0 (3.3)
for all n ∈ N0 with 2n ≤ κ and K
♯
n := [s
♯
j+k+1]
n
j,k=0 for all n ∈ N0 with 2n + 1 ≤ κ.
Furthermore, let
G♯n := [s
♯
j+k+2]
n
j,k=0 (3.4)
for all n ∈ N0 with 2n+ 2 ≤ κ and let
y♯l,m := col(s
♯
j)
m
j=l and z
♯
l,m
:= [s♯l , s
♯
l+1, . . . , s
♯
m] (3.5)
for all l,m ∈ N0 with l ≤ m ≤ κ. In the following, Iq stands for the identity matrix in
Cq×q and we will write A⊗B for the Kronecker product A⊗B := [ajkB]j=1,...,p
k=1,...,q
of two
complex matrices A = [ajk]j=1,...,p
k=1,...,q
∈ Cp×q and B ∈ Cr×s. Observe that, for all m ∈ N
and all B ∈ Cr×s, then Im ⊗B coincides with the block diagonal matrix diag(B, . . . , B)
with m diagonal blocks B.
Proposition 3.5. Let κ ∈ N0 ∪ {+∞} and let (sj)κj=0 ∈ Dp×q,κ. For all m ∈ Z0,κ, then
(sj)
m
j=0 belongs to Dp×q,m and the equations
S
†
m = S
♯
m, S
†
m = S
♯
m (3.6)
and
SmS
†
m = Im+1 ⊗ (s0s
†
0) = SmS
†
m, S
†
mSm = Im+1 ⊗ (s
†
0s0) = S
†
mSm
hold true. If, furthermore, p = q and if R(s∗0) = R(s0), then SmS
†
m = S
†
mSm and
SmS
†
m = S
†
mSm for all m ∈ Z0,κ.
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Proof. Use [26, Remark 4.6, Theorem 4.21, and Lemma 3.6].
The equations in (3.6) are characteristic for the class Dp×q,m, in some sense:
Proposition 3.6. Let m ∈ N0 and let (sj)mj=0 be a sequence of complex p× q matrices.
Suppose that there is a sequence (tj)
m
j=0 of complex q × p matrices such that S
†
m = S
(t)
m
or S†m = S
(t)
m holds true. Then (sj)
m
j=0 belongs to Dp×q,m.
Proof. Use [26, Definition 2.2, Notation 2.5, and Propositions 2.18 and 4.4].
In anticipation of later applications to Hankel non-negative definite sequences of matri-
ces, we introduced in [25, Definition 4.16] a slight modification of first term domination.
Definition 3.7. Let m ∈ N. A sequence (sj)mj=0 of complex p× q matrices with
(sj)
m−1
j=0 ∈ Dp×q,m−1 is called nearly first term dominant. The set of all nearly first term
dominant sequences (sj)mj=0 will be denoted by D˜p×q,m. We also set D˜p×q,0 := Dp×q,0
and D˜p×q,∞ := Dp×q,∞.
Now we state some inclusions between the classes of sequences of complex q × q ma-
trices introduced above.
Proposition 3.8. Let α ∈ R and let κ ∈ N0 ∪ {+∞}. Then:
(a) K≥,eq,κ,α ⊆ H
≥,e
q,κ ⊆ Dq×q,κ ⊆ D˜q×q,κ.
(b) K≥q,2κ,α ⊆ H
≥
q,2κ ⊆ D˜q×q,2κ.
(c) K≥,eq,κ,α ⊆ K≥q,κ,α ⊆ D˜q×q,κ.
(d) K>q,κ,α ∪ K
≥,cd
q,κ,α ⊆ K
≥,e
q,κ,α.
Proof. For all n ∈ N0 we have K
≥,e
q,2n,α ⊆ H
≥,e
q,2n by Lemma 2.4 and K
≥,e
q,2n+1,α ⊆ H
≥,e
q,2n+1 by
(2.1). In view of [25, Proposition 4.24] and the Definitions 3.7 and 3.3, hence K≥,eq,m,α ⊆
H≥,eq,m ⊆ Dq×q,m ⊆ D˜q×q,m for all m ∈ N0. We have K
≥
q,0,α ⊆ H
≥
q,0 ⊆ D˜q×q,0 by the
definition of K≥q,0,α, H
≥
q,0, and D˜q×q,0 and, for all n ∈ N, furthermore K
≥
q,2n,α ⊆ H
≥
q,2n ⊆
D˜q×q,2n by (1.4) and [25, Proposition 4.25]. Because of the definition of K≥q,∞,α and
H≥q,∞, hence K
≥
q,∞,α ⊆ H
≥
q,∞, which, in view of the definition of K
≥,e
q,∞,α, H
≥,e
q,∞, and
D˜q×q,∞ and [25, Proposition 4.24], implies K
≥,e
q,∞,α ⊆ H
≥,e
q,∞ ⊆ Dq×q,∞ ⊆ D˜q×q,∞ and
K≥q,∞,α ⊆ H
≥
q,∞ ⊆ D˜q×q,∞. Thus, (a) and (b) are proved. From the definition of K
≥,e
q,κ,α
and Remark 2.1 we conclude K≥,eq,κ,α ⊆ K≥q,κ,α. Now let n ∈ N0 and (sj)
2n+1
j=0 ∈ K
≥
q,2n+1,α.
Then we get {(sj)2nj=0, (sα⊲j)
2n
j=0} ⊆ H
≥
q,2n ⊆ D˜q×q,2n by (1.5) and (b). In the case
n = 0, we have then (sj)0j=0 ∈ Dq×q,0, which, in view of Definition 3.7, implies (sj)
1
j=0 ∈
12
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D˜q×q,1. Now suppose n ≥ 1. Because of (1.3) and Definition 3.7, we obtain then
{(sj)
2n−1
j=0 , (−αsj + sj+1)
2n−1
j=0 } ⊆ Dq×q,2n−1, which, in view of Definition 3.3, implies
N (s0) ⊆
2n−1⋂
j=0
N (sj) ⊆

2n−1⋂
j=0
N (sj)

 ∩ N (−αs0 + s1)
⊆

2n−1⋂
j=0
N (sj)

 ∩ N (−αs2n−1 + s2n) ⊆ 2n⋂
j=0
N (sj)
and, analogously,
⋃2n
j=0R(sj) ⊆ R(s0). Hence, in view of Definition 3.3, we have then
(sj)
2n
j=0 ∈ Dq×q,2n. Consequently, because of Definition 3.7, we get (sj)
2n+1
j=0 ∈ D˜q×q,2n+1.
Taking additionally into account (b), we have thus proved (c). Furthermore, we know
from [21, Propositions 2.20 and 5.9] that (d) holds true.
4. The [+, α]-transform of a matrix sequence
This section is of technical nature. We study a particular transform of finite or infinite
sequences of p× q matrices. This transform plays an intermediate role in our construction
of a Schur-Stieltjes-type algorithm for sequences of matrices.
Definition 4.1. Let α ∈ C, let κ ∈ N0∪{+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then we call the sequence (s[+,α]j )
κ
j=0 which is given, for all j ∈ Z0,κ, by
s
[+,α]
j
:= −αsj−1 + sj where s−1 := 0p×q, the [+, α]-transform of (sj)κj=0.
Obviously, the [+, α]-transform of (sj)κj=0 is connected with the sequence (sα⊲j)
κ−1
j=0
given in (1.3) via s[+,α]j+1 = sα⊲j for all j ∈ Z0,κ−1. Furthermore, we have
s
[+,α]
0 = s0. (4.1)
Let n ∈ N0. Then, let
Tq,n := [δj,k+1Iq]
n
j,k=0 (4.2)
where δlm is the Kronecker delta given by δlm := 1 if l = m and δlm := 0 if l 6= m.
Obviously, the function Rq,n : C→ C(n+1)q×(n+1)q defined by
Rq,n(z) := (I(n+1)q − zTq,n)
−1
admits the block representation
Rq,n(z) =


Iq 0 0 . . . 0
zIq Iq 0 . . . 0
z2Iq zIq Iq . . . 0
...
...
...
. . .
...
znIq z
n−1Iq z
n−2Iq . . . Iq

 (4.3)
for all z ∈ C.
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Remark 4.2. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices with [+, α]-transform (tj)κj=0. Then:
(a) In view of Definition 4.1, for all j ∈ Z0,κ, the equation sj =
∑j
l=0 α
j−ltl holds true
and, in particular, R(sj) ⊆
∑j
l=0R(tl) and
⋂j
l=0N (tl) ⊆ N (sj).
(b) In view of (4.3), (3.1), and (a), for all m ∈ Z0,κ, the block Toeplitz ma-
trices S[+,α]m := S
(t)
m and S
[+,α]
m := S
(t)
m admit the representations S
[+,α]
m =
Sm[Rq,m(α)]
−1 = [Rp,m(α)]
−1
Sm and S
[+,α]
m = Sm[Rq,m(α)]−∗ = [Rp,m(α)]−∗Sm.
(c) In view of (a), (4.1), and Definition 4.1, the inclusion
⋃κ
j=0R(tj) ⊆ R(t0) holds
true if and only if
⋃κ
j=0R(sj) ⊆ R(s0), and, furthermore, N (t0) ⊆
⋂κ
j=0N (tj) if
and only if N (s0) ⊆
⋂κ
j=0N (sj).
Remark 4.3. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices with [+, α]-transform (tj)κj=0. Then:
(a) Definition 3.3 and Remark 4.2(c) show that (tj)κj=0 ∈ Dp×q,κ if and only if (sj)
κ
j=0 ∈
Dp×q,κ.
(b) Definition 3.7 and (a) show that (tj)κj=0 ∈ D˜p×q,κ if and only if (sj)
κ
j=0 ∈ D˜p×q,κ.
(c) By Definition 4.1, then (t∗j)
κ
j=0 is exactly the [+, α]-transform of (s
∗
j )
κ
j=0.
(d) If p = q, in view of (c) and Remark 4.2(a), then s∗j = sj for all j ∈ Z0,κ if and only
if (t∗j )
κ
j=0 is the [+, α]-transform of (sj)
κ
j=0.
(e) If p = q and α ∈ R, in view of (d), then s∗j = sj for all j ∈ Z0,κ if and only if
t∗j = tj for all j ∈ Z0,κ.
Remark 4.4. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let n ∈ N. For all m ∈ Z1,n, let
pm, qm ∈ N, let (s
(m)
j )
κ
j=0 be a sequence of complex pm × qm matrices, let (t
(m)
j )
κ
j=0 be
its [+, α]-transform, let Lm ∈ Cp×pm , and let Rm ∈ Cqm×q. Then (
∑n
m=1 Lmt
(m)
j Rm)
κ
j=0
is exactly the [+, α]-transform of (
∑n
m=1 Lms
(m)
j Rm)
κ
j=0.
Remark 4.5. Let α ∈ C, let κ ∈ N0∪{+∞}, and let n ∈ N. For all m ∈ Z1,n, let pm, qm ∈
N and let (s(m)j )
κ
j=0 be a sequence of complex pm × qm matrices with [+, α]-transform
(t
(m)
j )
κ
j=0. Then (diag[t
(m)
j ]
n
m=1)
κ
j=0 is exactly the [+, α]-transform of (diag[s
(m)
j ]
n
m=1)
κ
j=0.
Let α ∈ C. In order to prepare the basic construction in Section 6, we study the
reciprocal sequence corresponding to the [+, α]-transform of a sequence. Let κ ∈ N0 ∪
{+∞}, and let (sj)κj=0 be a sequence of complex p× q matrices with [+, α]-transform
(uj)
κ
j=0. Then we define (s
[♯,α]
j )
κ
j=0 by
s
[♯,α]
j := u
♯
j (4.4)
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for all j ∈ Z0,κ, i. e., the sequence (s
[♯,α]
j )
κ
j=0 is defined to be the reciprocal sequence
corresponding to the [+, α]-transform of (sj)κj=0. The following result describes a use-
ful interrelation between the sequence introduced in (4.4) and the reciprocal sequence
corresponding to the original sequence (sj)κj=0:
Lemma 4.6. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. For all j ∈ Z0,κ, then
s
[♯,α]
j =
j∑
l=0
αj−ls♯l . (4.5)
Proof. For j = 0 equation (4.5) holds obviously. If κ = 0, then the proof is finished.
Let κ ≥ 1. According to Definition 3.1, we have s♯j = s
†
0s0s
♯
j for all j ∈ Z0,κ and hence,
in view of (4.1), furthermore
s
[♯,α]
1 = −s
†
0(−αs0 + s1)s
♯
0 = αs
♯
0 + s
♯
1 =
1∑
l=0
α1−ls♯l .
Thus, if κ = 1, then the proof is complete.
Now suppose κ ≥ 2. Then the considerations above show that there is a number
k ∈ Z1,κ−1 such that (4.5) holds true for all j ∈ Z0,k. Consequently,
s
[♯,α]
k+1 = −
k∑
j=0
s†0(−αsk−j + sk+1−j)
j∑
l=0
αj−ls♯l
= s†0s0
k∑
l=0
αk+1−ls♯l +
k−1∑
j=0
s†0sk−j
j∑
l=0
αj−l+1s♯l −
k∑
j=0
s†0sk+1−j
j∑
l=0
αj−ls♯l
=
k∑
l=0
αk+1−ls♯l +
k∑
j=1
s†0sk+1−j
j−1∑
l=0
αj−ls♯l −
k∑
j=0
s†0sk+1−j
j∑
l=0
αj−ls♯l
=
k∑
l=0
αk+1−ls♯l −
(k+1)−1∑
j=0
s†0sk+1−js
♯
j =
k+1∑
l=0
αk+1−ls♯l .
Thus, the assertion follows inductively.
Remark 4.7. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Let the sequence (rj)κj=0 be given by rj := s
[♯,α]
j for all j ∈ Z0,κ. Then
we define, for all n ∈ Z0,κ, the block Toeplitz matrices S
[♯,α]
n := S
(r)
n and S
[♯,α]
n := S
(r)
n . In
view of (3.1), (4.3), and Lemma 4.6, one can easily see then that
S
[♯,α]
n = [Rq,n(α)]S
♯
n = S
♯
n [Rp,n(α)] and S
[♯,α]
n = [Rq,n(α)]
∗ S♯n = S
♯
n [Rp,n(α)]
∗
hold true for all n ∈ Z0,κ. If (sj)κj=0 ∈ Dp×q,κ, then from Proposition 3.5 we see that, for
all n ∈ Z0,κ these equations admit the reformulation
S
[♯,α]
n = [Rq,n(α)]S
†
n = S
†
n [Rp,n(α)] and S
[♯,α]
n = [Rq,n(α)]
∗ S†n = S
†
n [Rp,n(α)]
∗ .
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4. The [+, α]-transform of a matrix sequence
Lemma 4.8. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then [R(s0)]
⊥ ⊆
⋂κ
j=0N (s
[♯,α]
j ) and
⋃κ
j=0R(s
[♯,α]
j ) ⊆ [N (s0)]
⊥. In
particular, (s
[♯,α]
j )
κ
j=0 belongs to Dq×p,κ.
Proof. Remark A.1(a) shows that
[R(s0)]
⊥ = N (s∗0) = N (s
†
0) and [N (s0)]
⊥ = R(s∗0) = R(s
†
0). (4.6)
Thus, from Definition 3.1 we see that [R(s0)]⊥ ⊆ N (s
♯
k) for all k ∈ Z0,κ. Taking
Lemma 4.6 into account, we then get [R(s0)]⊥ ⊆
⋂κ
j=0N (s
[♯,α]
j ). Furthermore, from
Lemma 4.6, Definition 3.1, and (4.6) we see that
⋃κ
j=0R(s
[♯,α]
j ) ⊆
⋃κ
j=0R(s
♯
j) ⊆ R(s
†
0) =
[N (s0)]
⊥. Taking into account that s[♯,α]0 = (s
[+,α]
0 )
† = s†0 holds true, the proof is com-
plete.
Now we study the [+, α]-transform of the sequence introduced in (4.4).
Lemma 4.9. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then the [+, α]-transform of (s
[♯,α]
j )
κ
j=0 is exactly the reciprocal sequence
(s♯j)
κ
j=0 corresponding to (sj)
κ
j=0.
Proof. Let the sequence (rj)κj=0 be given by rj := s
[♯,α]
j for all j ∈ Z0,κ. From Lemma 4.6
we know then that rj =
∑j
l=0 α
j−ls♯l holds true for all j ∈ Z0,κ. Using (4.1) and Defini-
tion 4.1, we obtain then r[+,α]0 = s
♯
0 and, in the case κ ≥ 1, for all j ∈ Z1,κ, furthermore
r
[+,α]
j = −αrj−1 + rj = −α
j−1∑
l=0
α(j−1)−ls♯l +
j∑
l=0
αj−ls♯l = s
♯
j.
Lemma 4.10. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 and (tj)
κ
j=0 be sequences
of complex p× q matrices. Then s
[♯,α]
j = t
[♯,α]
j for all j ∈ Z0,κ if and only if s0s
†
0sjs
†
0s0 =
t0t
†
0tjt
†
0t0 for all j ∈ Z0,κ.
Proof. According to Lemmas 4.9 and 4.6, the equation s[♯,α]j = t
[♯,α]
j holds for all j ∈ Z0,κ
if and only if s♯j = t
♯
j for all j ∈ Z0,κ. The application of [26, Proposition 5.11] completes
the proof.
We finish this section with some considerations on the arithmetics of the
[+, α]-transform.
Lemma 4.11. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices.
(a) If γ ∈ C, then ((γsj)[♯,α])κj=0 = (γ
†s
[♯,α]
j )
κ
j=0 and ((γ
jsj)
[♯,α])κj=0 = (γ
js
[♯,α]
j )
κ
j=0.
(b) If m ∈ N and L ∈ Cm×p with R(L∗) = R(s0), then ((Lsj)[♯,α])κj=0 = (s
[♯,α]
j L
†)κj=0.
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(c) If n ∈ N and R ∈ Cq×n with R(s∗0) = R(R), then ((sjR)
[♯,α])κj=0 = (R
†s
[♯,α]
j )
κ
j=0.
(d) If m,n ∈ N, L ∈ Cm×p with R(L∗) = R(s0), and R ∈ Cq×n with R(s∗0) = R(R),
then ((LsjR)
[♯,α])κj=0 = (R
†s
[♯,α]
j L
†)κj=0.
(e) If m,n ∈ N, U ∈ Cm×p with U∗U = Ip, and V ∈ Cq×n with V V ∗ = Iq, then
((UsjV )
[♯,α])κj=0 = (V
∗s
[♯,α]
j U
∗)κj=0.
(f) (s
[♯,α]
j )
∗ = t
[♯,α]
j for all j ∈ Z0,κ where the sequence (tj)
κ
j=0 is given by tj := s
∗
j for
all j ∈ Z0,κ.
Proof. Part (a) follows from Lemma 4.6 and [26, Remarks 5.8 and 5.9]. Parts (b), (c),
and (d) are immediate consequences of Lemma 4.6 and [26, Lemma 5.18]. In view of
Lemma 4.6 and [26, Lemma 5.19], we see that (e) holds true. Finally, using (4.4), [26,
Proposition 5.16], and Remark 4.3(c), we obtain (f).
Remark 4.12. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let n ∈ N. For all m ∈ Z1,n, let
pm, qm ∈ N and let (s
(m)
j )
κ
j=0 be a sequence of complex pm × qm matrices. Then from Re-
mark 3.2, Lemma 4.6, and [26, Remark 5.20] we easily see that (diag[(s(m)j )
[♯,α]]nm=1)
κ
j=0 =
((diag[s
(m)
j ]
n
m=1)
[♯,α])κj=0.
5. Some identities for special block Hankel matrices
Similar as in [25, Section 6], the main theme of this section is the investigation of the inter-
play between various block Hankel matrices. In order to describe a typical situation, let
n ∈ N and let (sj)2nj=0 be a sequence from C
q×q. Denote by (uj)2nj=0 the [+, α]-transform
of (sj)2nj=0 and by (u
♯
j)
2n
j=0 the reciprocal sequence corresponding to (uj)
2n
j=0. Then we are
going to find formulas which connect various block Hankel matrices built from the se-
quences (uj)2nj=0 and (u
♯
j)
2n
j=0. This section should be compared with [25, Section 6], where
formulas connecting several block Hankel matrices formed from the sequence (sj)2nj=0 and
its corresponding reciprocal sequence (s♯j)
2n
j=0 were derived. Our strategy of proof is
essentially based on using results from [25, Section 6].
Let vq,0 := Iq and, for all n ∈ N, let
vq,n :=
[
Iq
0nq×q
]
, ∆q,n :=
[
Inq
0q×nq
]
, and ∇q,n :=
[
0q×nq
Inq
]
. (5.1)
Lemma 5.1. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices with [+, α]-transform (tj)
κ
j=0.
(a) Let n ∈ N with 2n ≤ κ. Then the block Hankel matrix H [+,α]n := H
(t)
n admits the
representations
H [+,α]n = [Rp,n(α)]
−1Hn [Rq,n(α)]
−∗ + α∇p,n(−αHn−1 +Kn−1)∇
∗
q,n
= [Rp,n(α)]
−1Hn [Rq,n(α)]
−∗ + α∇p,nHα⊲n−1∇
∗
q,n.
(5.2)
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(b) Let n ∈ N0 with 2n + 1 ≤ κ. Then the block Hankel matrix K
[+,α]
n := K
(t)
n admits
the representation K
[+,α]
n = −αHn +Kn, i. e., K
[+,α]
n = Hα⊲n holds true.
(c) Let n ∈ N0 with 2n + 2 ≤ κ. Then the block Hankel matrix G
[+,α]
n := G
(t)
n admits
the representation G
[+,α]
n = −αKn +Gn, i. e., G
[+,α]
n = Kα⊲n holds true.
(d) Let n ∈ N with 2n ≤ κ. Then the matrix L[+,α]n := L
(t)
n admits the representation
L[+,α]n = Kα⊲n−1 − yα⊲0,n−1s
†
0zα⊲0,n−1.
Proof. Using the block representation Hn =
[ s0 z1,n
y1,n Gn−1
]
of Hn, one can easily see that
H [+,α]n =
[
s0 −αz0,n−1 + z1,n
−αy0,n−1 + y1,n −αKn−1 +Gn−1
]
= −α
[
0q×q 0q×nq
y0,n−1 Kn−1
]
− α
[
0q×q z0,n−1
0nq×q Kn−1
]
+ α
[
0q×q 0q×nq
0nq×q Kn−1
]
+Hn
= −αTp,nHn − αHnT
∗
q,n + α∇p,nKn−1∇
∗
q,n +Hn.
(5.3)
Taking into account
[Rp,n(α)]
−1Hn [Rq,n(α)]
−∗ = (I(n+1)p − αTp,n)Hn(I(n+1)q − αTq,n)
∗
= Hn − αTp,nHn − αHnT
∗
q,n + α
2Tp,nHnT
∗
q,n
and Tp,nHnT ∗q,n = ∇p,nHn−1∇
∗
q,n, from (5.3) we then conclude that (5.2) holds true.
Thus, (a) is verified. The proof of the parts (b), (c), and (d) is straightforward.
In order to state interesting identities for block Hankel matrices, it seems to be useful
to introduce some further notation. Let κ ∈ N0 ∪{+∞} and let (sj)κj=0 be a sequence of
complex p× q matrices. For all n ∈ N0 and all m ∈ Z0,κ, we then set
Ξ(s)n,m :=
{
sm − s0s
†
0sms
†
0s0 if n = 0
diag[0np×nq, sm − s0s
†
0sms
†
0s0] if n ≥ 1
(5.4)
and write Ξn,m instead of Ξ
(s)
n,m if it is clear which sequence (sj)κj=0 of complex matrices
is meant.
Remark 5.2. Let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of complex p× q matrices,
let n ∈ N0, and let m ∈ Z0,κ be such that N (s0) ⊆ N (sm) and R(sm) ⊆ R(s0). In view
of parts (b) and (c) of Remark A.1, then sms
†
0s0 = sm and s0s
†
0sm = sm. Consequently,
Ξn,m = 0(n+1)p×(n+1)q .
Remark 5.3. Let κ ∈ N0 ∪ {+∞} and let (sj)κj=0 ∈ Dp×q,κ. In view of Definition 3.3 and
Remark 5.2, then Ξn,m = 0(n+1)p×(n+1)q for all n ∈ N0 and all m ∈ Z0,κ.
Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex p× q ma-
trices. Furthermore, let the sequence (s[♯,α]j )
κ
j=0 be defined via (4.4). Then let H
[♯,α]
n :=
[s
[♯,α]
j+k ]
n
j,k=0 for all n ∈ N0 with 2n ≤ κ, let
K [♯,α]n := [s
[♯,α]
j+k+1]
n
j,k=0 (5.5)
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for all n ∈ N0 with 2n+ 1 ≤ κ, and let
G[♯,α]n := [s
[♯,α]
j+k+2]
n
j,k=0 (5.6)
for all n ∈ N0 with 2n + 2 ≤ κ. Further, for all l,m ∈ N0 with l ≤ m ≤ κ, let y
[♯,α]
l,m
:=
col(s
[♯,α]
j )
m
j=l and z
[♯,α]
l,m
:= [s
[♯,α]
l , s
[♯,α]
l+1 , . . . , s
[♯,α]
m ] and let y
[+,α]
l,m
:= y
(t)
l,m and z
[+,α]
l,m
:= z
(t)
l,m
where (tj)κj=0 denotes the [+, α]-transform of (sj)
κ
j=0.
Proposition 5.4. Let α ∈ C, let n ∈ N0, and let (sj)2nj=0 ∈ D˜p×q,2n. Then
H [♯,α]n + S
[♯,α]
n H
[+,α]
n S
[♯,α]
n = y
[♯,α]
0,n v
∗
p,n + vq,nz
[♯,α]
0,n (5.7)
and
H [+,α]n + S
[+,α]
n H
[♯,α]
n S
[+,α]
n = y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n + Ξn,2n. (5.8)
Furthermore, if n ≥ 1, then
H [♯,α]n + S
†
n (Hn + αRp,n(α)∇p,nHα⊲n−1 [Rq,n(α)∇q,n]
∗) S†n
= Rq,n(α)y
♯
0,nv
∗
p,n + vq,nz
♯
0,n [Rp,n(α)]
∗ (5.9)
and
Hn + SnH
[♯,α]
n Sn + αRp,n(α)∇p,nHα⊲n−1 [Rq,n(α)∇q,n]
∗
= y0,n [Rq,n(α)vq,n]
∗ +Rp,n(α)vp,nz0,n + Ξn,2n. (5.10)
Proof. Because of (sj)2nj=0 ∈ D˜p×q,2n and Remark 3.4, we have
s
[+,α]
2n − s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
2n (s
[+,α]
0 )
†s
[+,α]
0
= −αs2n−1 + s2n + αs0s
†
0s2n−1s
†
0s0 − s0s
†
0s2ns
†
0s0 = s2n − s0s
†
0s2ns
†
0s0
and, according to Remark 4.3(b), the sequence (s[+,α]j )
2n
j=0 belongs to D˜p×q,2n. Thus, (5.7)
and (5.8) immediately follow from [25, Theorem 6.1].
Now assume n ≥ 1. Then (sj)nj=0 belongs to Dp×q,n and, thus, Proposition 3.5 yields
S
†
n = S
♯
n and S
†
n = S
♯
n. Consequently, from these equations, from Remark 4.7, and from
Lemma 5.1(a) we get
S
[♯,α]
n H
[+,α]
n S
[♯,α]
n
= S♯nRp,n(α)
(
[Rp,n(α)]
−1Hn [Rq,n(α)]
−∗ + α∇p,nHα⊲n−1∇
∗
q,n
)
[Rq,n(α)]
∗ S♯n
= S†n (Hn + αRp,n(α)∇p,nHα⊲n−1 [Rq,n(α)∇q,n]
∗)S†n.
(5.11)
Using (5.1) and Remark 4.7, we also see
y
[♯,α]
0,n = S
[♯,α]
n vp,n = Rq,n(α)S
♯
nvp,n = Rq,n(α)y
♯
0,n (5.12)
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and, similarly, z[♯,α]0,n = z
♯
0,n[Rp,n(α)]
∗. Thus, (5.7), (5.11), and (5.12) imply (5.9). From
Lemma 5.1(a) we know that (5.2) holds true. Remark 4.2(b) shows
S
[+,α]
n H
[♯,α]
n S
[+,α]
n = [Rp,n(α)]
−1
SnH
[♯,α]
n Sn [Rq,n(α)]
−∗ . (5.13)
Because of Remark 4.2(b), we have
y
[+,α]
0,n = S
[+,α]
n vq,n = [Rp,n(α)]
−1
Snvq,n = [Rp,n(α)]
−1 y0,n (5.14)
and, similarly,
z
[+,α]
0,n = z0,n [Rq,n(α)]
−∗ . (5.15)
It is readily checked that [Rp,n(α)]Ξn,2n[Rq,n(α)]∗ = Ξn,2n. Thus, multiplying equa-
tion (5.8) from the left by Rp,n(α) and from the right by [Rq,n(α)]
∗, and using (5.2),
(5.13), (5.14), and (5.15), we see that (5.10) holds true.
Proposition 5.5. Let α ∈ C, let n ∈ N0, and let (sj)2nj=0 ∈ D˜p×q,2n. Then:
(a)
H [♯,α]n = −S
[♯,α]
n
[
H [+,α]n − (y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n )
]
S[♯,α]n (5.16)
and
H [+,α]n = Ξn,2n − S
[+,α]
n
[
H [♯,α]n − (y
[♯,α]
0,n v
∗
q,n + vp,nz
[♯,α]
0,n )
]
S[+,α]n . (5.17)
(b) If n ≥ 1, then
H [♯,α]n = −S
†
n
[
Hn + αRp,n(α)∇p,nHα⊲n−1 [Rq,n(α)∇q,n]
∗
− (y0,n [Rq,n(α)vq,n]
∗ +Rp,n(α)vp,nz0,n)
]
S†n (5.18)
and
Hn + αRp,n(α)∇p,nHα⊲n−1 [Rq,n(α)∇q,n]
∗ .
= Ξn,2n − Sn
[
H [♯,α]n −
(
Rq,n(α)y
♯
0,nv
∗
p,n + vq,nz
♯
0,n [Rp,n(α)]
∗
)]
Sn. (5.19)
(c) rank(H
[♯,α]
n ) = rank[H
[+,α]
n − (y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n )− Ξn,2n].
(d) If p = q, then
det(H [♯,α]n ) =
[
(det s0)
†
]2n+2
det
(
−
[
H [+,α]n − (y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n )
])
.
Proof. (a) Since (sj)2nj=0 belongs to D˜p×q,2n, Proposition 5.4 shows that (5.7) and (5.8)
hold true. Furthermore, Remark 4.3(b) yields (s[+,α]j )
2n
j=0 ∈ D˜p×q,2n and, consequently,
(s
[+,α]
j )
n
j=0 ∈ Dp×q,n. From Proposition 3.5 we see then
S
[♯,α]
n = (S
[+,α]
n )
† and S[♯,α]n = (S
[+,α]
n )
†. (5.20)
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Thus, Proposition 3.5 yields
S
[♯,α]
n S
[+,α]
n = In+1 ⊗ (s
[♯,α]
0 s
[+,α]
0 ) and S
[+,α]
n S
[♯,α]
n = In+1 ⊗ (s
[+,α]
0 s
[♯,α]
0 ).
This implies
S
[♯,α]
n S
[+,α]
n vq,n = vq,ns
[♯,α]
0 s
[+,α]
0 and v
∗
p,nS
[+,α]
n S
[♯,α]
n = s
[+,α]
0 s
[♯,α]
0 v
∗
p,n.
Consequently, we conclude
S
[♯,α]
n y
[+,α]
0,n = S
[♯,α]
n S
[+,α]
n vq,n = vq,ns
[♯,α]
0 s
[+,α]
0 (5.21)
and
z
[+,α]
0,n S
[♯,α]
n = v
∗
p,nS
[+,α]
n S
[♯,α]
n = s
[+,α]
0 s
[♯,α]
0 v
∗
p,n. (5.22)
From [25, Proposition 4.9(b)] we see that
s
[♯,α]
0 s
[+,α]
0 z
[♯,α]
0,n = z
[♯,α]
0,n and y
[♯,α]
0,n s
[+,α]
0 s
[♯,α]
0 = y
[♯,α]
0,n . (5.23)
Using (5.21), (5.22), and (5.23), we get then
S
[♯,α]
n
[
y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n
]
S[♯,α]n = S
[♯,α]
n y
[+,α]
0,n z
[♯,α]
0,n + y
[♯,α]
0,n z
[+,α]
0,n S
[♯,α]
n
= vq,ns
[♯,α]
0 s
[+,α]
0 z
[♯,α]
0,n + y
[♯,α]
0,n s
[+,α]
0 s
[♯,α]
0 v
∗
p,n = vq,nz
[♯,α]
0,n + y
[♯,α]
0,n v
∗
p,n. (5.24)
Applying (5.24) to equation (5.7), we then obtain (5.16). Because of (5.20) and Propo-
sition 3.5, we have
S
[+,α]
n S
[♯,α]
n = In+1 ⊗ (s
[+,α]
0 s
[♯,α]
0 ) and S
[♯,α]
n S
[+,α]
n = In+1 ⊗ (s
[♯,α]
0 s
[+,α]
0 ).
This provides us
S
[+,α]
n y
[♯,α]
0,n = S
[+,α]
n S
[♯,α]
n vp,n = vp,ns
[+,α]
0 s
[♯,α]
0 (5.25)
and
z
[♯,α]
0,n S
[+,α]
n = v
∗
q,nS
[♯,α]
n S
[+,α]
n = s
[♯,α]
0 s
[+,α]
0 v
∗
q,n. (5.26)
Since (s[+,α]j )
2n
j=0 belongs to D˜p×q,2n, from Remark A.1 we see that the equations
y
[+,α]
0,n s
[♯,α]
0 s
[+,α]
0 = y
[+,α]
0,n and s
[+,α]
0 s
[♯,α]
0 z
[+,α]
0,n = z
[+,α]
0,n (5.27)
hold true. Using (5.25), (5.26), and (5.27), we infer
S
[+,α]
n (y
[♯,α]
0,n v
∗
p,n + vq,nz
[♯,α]
0,n )S
[+,α]
n = S
[+,α]
n y
[♯,α]
0,n z
[+,α]
0,n + y
[+,α]
0,n z
[♯,α]
0,n S
[+,α]
n
= vp,ns
[+,α]
0 s
[♯,α]
0 z
[+,α]
0,n + y
[+,α]
0,n s
[♯,α]
0 s
[+,α]
0 v
∗
q,n = vp,nz
[+,α]
0,n + y
[+,α]
0,n v
∗
q,n. (5.28)
From (5.8) and (5.28) we then get (5.17).
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(b) Now let n ≥ 1. Proposition 5.4 shows that (5.9) and (5.10) are valid. Because
of (sj)2nj=0 ∈ D˜p×q,2n, we have (sj)
n
j=0 ∈ Dp×q,n. From (3.1), (5.1), and (2.7), we get
Snvq,n = y0,n. Remark 4.7 yields [Rq,n(α)]∗S
†
n = S
[♯,α]
n = S
♯
n[Rp,n(α)]
∗. According to
Proposition 3.5, we have S†nSn = In+1 ⊗ (s
†
0s0). Using (5.1), (3.2), (3.1), and (3.5), we
obtain v∗q,nS
♯
n = z
♯
0,n. Keeping in mind (5.1), we conclude [In+1 ⊗ (s
†
0s0)]vq,n = vq,ns
†
0s0.
In view of (3.5) and Definition 3.1, we have s†0s0z
♯
0,n = z
♯
0,n. Thus, we infer
S
†
ny0,nv
∗
q,n [Rq,n(α)]
∗ S†n = S
†
nSnvq,nv
∗
q,nS
♯
n [Rp,n(α)]
∗
=
[
In+1 ⊗ (s
†
0s0)
]
vq,nz
♯
0,n [Rp,n(α)]
∗
= vq,ns
†
0s0z
♯
0,n [Rp,n(α)]
∗ = vq,nz
♯
0,n [Rp,n(α)]
∗ .
(5.29)
Similarly, we see that
S
†
nRp,n(α)vp,nz0,nS
†
n = Rq,n(α)y
♯
0,nv
∗
p,n (5.30)
holds true. According to Remark 4.2(b), we have [Rp,n(α)]−1Sn = Sn[Rq,n(α)]−1. Using
(3.2), (3.1), (5.1), and (3.5), we get S♯nvp,n = y
♯
0,n. In view of (5.1), (3.1), and (2.7), we
obtain v∗p,nSn = z0,n. Proposition 3.5 yields SnS
♯
n = SnS
†
n = In+1 ⊗ (s0s
†
0). Keeping in
mind (5.1), we conclude [In+1⊗(s0s
†
0)]vp,n = vp,ns0s
†
0. Since the sequence (sj)
n
j=0 belongs
to Dp×q,n, we have, in view of (2.7), Definition 3.3, and Remark A.1(c), furthermore
s0s
†
0z0,n = z0,n. Thus, we infer
[Rp,n(α)]
−1
SnRq,n(α)y
♯
0,nv
∗
p,nSn = Sn [Rq,n(α)]
−1Rq,n(α)S
♯
nvp,nz0,n = SnS
♯
nvp,nz0,n
=
[
In+1 ⊗ (s0s
†
0)
]
vp,nz0,n = vp,ns0s
†
0z0,n = vp,nz0,n.
Similarly, we get Snvq,nz
♯
0,n [Rp,n(α)]
∗ Sn [Rq,n(α)]
−∗ = y0,nv
∗
q,n. Hence,
Sn
(
Rq,n(α)y
♯
0,nv
∗
p,n + vq,nz
♯
0,n [Rp,n(α)]
∗
)
Sn = y0,nv
∗
q,n [Rq,n(α)]
∗ +Rp,n(α)vp,nz0,n.
(5.31)
Applying (5.29) and (5.30) to equation (5.9), we see that (5.18) holds true, whereas (5.10)
and (5.31) yield (5.19).
(c) Because of s[♯,α]0 (s2n− s0s
†
0s2ns
†
0s0)s
[♯,α]
0 = s
†
0(s2n− s0s
†
0s2ns
†
0s0)s
†
0 = 0q×p, we have
S
[♯,α]
n Ξn,2nS
[♯,α]
n = 0(n+1)q×(n+1)p. Thus, (5.16) shows that
rankH [♯,α]n ≤ rank
[
H [+,α]n − (y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n )− Ξn,2n
]
holds true. On the other hand, the inequality
rank
[
H [+,α]n − (y
[+,α]
0,n v
∗
q,n + vp,nz
[+,α]
0,n )− Ξn,2n
]
≤ rankH [♯,α]n
immediately follows from (5.8).
(d) Part (d) is a direct consequence of (5.16) and s[♯,α]0 = s
†
0.
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Theorem 5.6. Let α ∈ C, let n ∈ N0, and let (sj)
2n+1
j=0 ∈ D˜p×q,2n+1. Then:
(a) K
[♯,α]
n = −S
[♯,α]
n K
[+,α]
n S
[♯,α]
n and K
[♯,α]
n = −Rq,n(α)S
†
nHα⊲nS
†
n[Rp,n(α)]
∗.
(b) K
[+,α]
n = Ξn,2n+1 − S
[+,α]
n K
[♯,α]
n S
[+,α]
n .
(c) rankK
[♯,α]
n = rank(K
[+,α]
n − Ξn,2n+1).
(d) If p = q, then det(K
[♯,α]
n ) = [(det s0)
†]2n+2 det(−K
[+,α]
n ).
Proof. Remark 4.3(b) shows that (s[+,α]j )
2n+1
j=0 belongs to D˜p×q,2n+1. Thus, the first equa-
tion in (a) immediately follows from [25, Theorem 6.9(a)], whereas the second one is a
consequence of this first equation, Remark 4.7, and Lemma 5.1(b). Since (s[+,α]j )
2n+1
j=0
belongs to D˜p×q,2n+1, from Remark A.1 we get
s
[+,α]
2n+1 − s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
2n+1(s
[+,α]
0 )
†s
[+,α]
0 = −αs2n + s2n+1 − s0s
†
0(−αs2n + s2n+1)s
†
0s0
= s2n+1 − s0s
†
0s2n+1s
†
0s0.
Consequently, using [25, Theorem 6.9], we get (b), (c), and (d).
Proposition 5.7. Let n ∈ N and let (sj)2nj=0 ∈ D˜p×q,2n. Then the block Hankel matrix
G♯n−1 admits the representation
G♯n−1 = −∇
∗
q,nS
†
nHnS
†
n∇p,n. (5.32)
Proof. From [25, Theorem 6.1(a)] we know that
H♯n = −S
†
nHnS
†
n + y
♯
0,nv
∗
p,n + vq,nz
♯
0,n (5.33)
holds true. Combining ∇∗q,nH
♯
n∇p,n = G
♯
n−1, (5.33), and v
∗
p,n∇p,n = 0p×np, we obtain
then (5.32).
Theorem 5.8. Let α ∈ C, let n ∈ N0, and let (sj)
2n+2
j=0 ∈ D˜p×q,2n+2. Then:
(a) G
[♯,α]
n = −S
[♯,α]
n L
[+,α]
n+1 S
[♯,α]
n and
G[♯,α]n = −Rq,n(α)S
†
n(Kα⊲n − yα⊲0,ns
†
0zα⊲0,n)S
†
n [Rp,n(α)]
∗ ,
G[♯,α]n = −∇
∗
q,n+1S
†
n+1Hn+1S
†
n+1∇p,n+1 − αRq,n(α)S
†
nHα⊲nS
†
n [Rp,n(α)]
∗ . (5.34)
(b) G
[+,α]
n = Ξn,2n+2 − S
[+,α]
n L
[♯,α]
n+1S
[+,α]
n , where L
[♯,α]
n+1 is defined via (2.12) using the
reciprocal sequence (s
[♯,α]
j )
2n+2
j=0 corresponding to the [+, α]-transform of (sj)
2n+2
j=0 .
(c) rankG
[♯,α]
n = rank(L
[+,α]
n+1 −Ξn,2n+2) and rankG
[♯,α]
n = rank(Kα⊲n−yα⊲0,ns
†
0zα⊲0,n−
Ξn,2n+2).
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(d) If p = q, then det(G
[♯,α]
n ) = [(det s0)
†]2n+2 det(−L[+,α]n+1 ) and det(G
[♯,α]
n ) =
[(det s0)
†]2n+2 det[−(Kα⊲n − yα⊲0,ns
†
0zα⊲0,n)].
Proof. The strategy of our proof is based on appropriate applications of [25, Theo-
rem 6.13]. Denote by (tj)2n+2j=0 the [+, α]-transform of (sj)
2n+2
j=0 . Remark 4.3(b) shows
that
(tj)
2n+2
j=0 ∈ D˜p×q,2n+2 (5.35)
holds true. Using (2.12) and Lemma 5.1(d), we obtain
G(t)n − y
(t)
1,n+1t
†
0z
(t)
1,n+1 = L
(t)
n+1 = L
[+,α]
n+1 = Kα⊲n − yα⊲0,ns
†
0zα⊲0,n. (5.36)
Because of (5.35) and Definition 3.7, we have
(sj)
2n+1
j=0 ∈ Dp×q,2n+1 and (tj)
2n+1
j=0 ∈ Dp×q,2n+1. (5.37)
Denote by (rj)2n+2j=0 the reciprocal sequence corresponding to (tj)
2n+2
j=0 . In view of (2.10),
(4.4), (5.6), and (2.12), we get then
G(r)n = G
[♯,α]
n and G
(r)
n − y
(r)
1,n+1r
†
0z
(r)
1,n+1 = L
(r)
n+1 = L
[♯,α]
n+1. (5.38)
Because of (5.37) and Remark 4.7, we have furthermore
S
(r)
n = S
[♯,α]
n = [Rq,n(α)]S
†
n and S
(r)
n = S
[♯,α]
n = S
†
n [Rp,n(α)]
∗ . (5.39)
According to (5.35), we can apply [25, Theorem 6.13(a)] to the sequence (tj)2n+2j=0 and
obtain, by means of (5.38), (5.39), and (5.36), the first two equations stated in (a).
In view of (5.35), the application of Proposition 5.7 to the sequence (tj)2n+2j=0 yields
G(r)n = −∇
∗
q,n+1(S
(t)
n+1)
†H
(t)
n+1(S
(t)
n+1)
†∇p,n+1. (5.40)
Because of (5.37), Proposition 3.5 provides us
S
†
m = S
♯
m, S
†
m = S
♯
m, (S
(t)
m )
† = S(r)m , and (S
(t)
m )
† = S(r)m (5.41)
for all m ∈ Z0,2n+1. Keeping in mind (5.1), (3.2), (3.1), and (3.5), this implies
∇∗q,n+1S
†
n+1 = [y
♯
1,n+1,S
†
n] and S
†
n+1∇p,n+1 =
[
z♯1,n+1
S†n
]
. (5.42)
According to (5.41) and (5.37), Remark 4.7 shows that
(S
(t)
n+1)
† = S†n+1 [Rp,n+1(α)] , (S
(t)
n+1)
† = [Rq,n+1(α)]
∗ S†n+1 (5.43)
and
S
†
n [Rp,n(α)] = [Rq,n(α)]S
†
n, [Rq,n(α)]
∗ S†n = S
†
n [Rp,n(α)]
∗ (5.44)
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hold true. By virtue of Lemma 5.1(a), the matrix H(t)n+1 can be represented via
H
(t)
n+1 = [Rp,n+1(α)]
−1Hn+1 [Rq,n+1(α)]
−∗ + α∇p,n+1Hα⊲n∇
∗
q,n+1.
Using additionally (5.38), (5.40), and (5.43), we conclude
G[♯,α]n = G
(r)
n = −∇
∗
q,n+1S
†
n+1 [Rp,n+1(α)]H
(t)
n+1 [Rq,n+1(α)]
∗ S†n+1∇p,n+1
= −∇∗q,n+1S
†
n+1Hn+1S
†
n+1∇p,n+1
− α∇∗q,n+1S
†
n+1 [Rp,n+1(α)]∇p,n+1Hα⊲n∇
∗
q,n+1 [Rq,n+1(α)]
∗ S†n+1∇p,n+1.
(5.45)
From (4.3) and (5.1) we get [Rp,n+1(α)]∇p,n+1 =
[ 0p×(n+1)p
Rp,n(α)
]
and ∇∗q,n+1[Rq,n+1(α)]
∗ =
[0(n+1)q×q, [Rq,n(α)]
∗]. Using additionally (5.42), and (5.44), we obtain
∇∗q,n+1S
†
n+1 [Rp,n+1(α)]∇p,n+1 = S
†
n [Rp,n(α)] = [Rq,n(α)]S
†
n (5.46)
and
∇∗q,n+1 [Rq,n+1(α)]
∗ S†n+1∇p,n+1 = [Rq,n(α)]
∗ S†n = S
†
n [Rp,n(α)]
∗ . (5.47)
Thus, equation (5.34) follows from (5.45), (5.46), and (5.47).
In view of (4.1), Lemma 5.1(c), and the notations given in Remark 4.2(b), we have
t0 = s0, G
(t)
n = G
[+,α]
n , S
(t)
n = S
[+,α]
n , and S
(t)
n = S
[+,α]
n . (5.48)
According to (5.37), parts (c) and (b) of Remark A.1 yield s0s
†
0s2n+1s
†
0s0 = s2n+1. By
virtue of Definition 4.1, we get hence
t2n+2 − t0t
†
0t2n+2t
†
0t0 = (−αs2n+1 + s2n+2)− s0s
†
0(−αs2n+1 + s2n+2)s
†
0s0
= s2n+2 − s0s
†
0s2n+2s
†
0s0,
which, in view of (5.4), implies
Ξ
(t)
n,2n+2 = Ξn,2n+2. (5.49)
Because of (5.35), we can apply parts (b)–(d) of [25, Theorem 6.13] to the sequence
(tj)
2n+2
j=0 and obtain, by means of (5.48), (5.36), (5.38), and (5.49), consequently (b)–
(d).
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This section should be compared with [25, Section 7]. The main goal of this section is to
prepare the elementary step of the later Schur-type algorithm. As in [25, Section 7], the
main tool will be to use appropriately chosen reciprocal sequences. However, in [25] a
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two-step algorithm was applied. In this section, we develope a one-step algorithm where,
in addition, the influence of the given real number α has to be regarded.
Let α ∈ C, let κ ∈ N∪{+∞}, and let (sj)κj=0 be a sequence of complex p× q matrices.
Then, using Definition 4.1 and (4.4), let the sequence (s(1,α)j )
κ−1
j=0 be defined by
s
(1,α)
j := −s
[♯,α]
j+1 (6.1)
for all j ∈ Z0,κ−1. Now we state some observations on the arithmetics of the transform
just introduced.
Remark 6.1. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of (6.1), (4.4), Definition 4.1, and Remark 3.2, one can easily
see that, for all m ∈ Z0,κ−1, the sequence (s
(1,α)
j )
m
j=0 depends only on the matrices
s0, s1, . . . , sm+1.
Remark 6.2. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of com-
plex p× q matrices. In view of (6.1), Definition 3.3, [26, Proposition 5.10(a)], (4.4),
Definition 3.1, (4.1), and Remark A.1(a), then
⋃κ−1
j=0 R(s
(1,α)
j ) ⊆ R(s
∗
0) and N (s
∗
0) ⊆⋂κ−1
j=0 N (s
(1,α)
j ).
Remark 6.3. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of (6.1) and Lemma 4.11, then:
(a) If γ ∈ C, then ((γsj)(1,α))κ−1j=0 = (γ
†s
(1,α)
j )
κ−1
j=0 and
(
(γjsj)
(1,α)
)κ−1
j=0
=
(γj+1s
(1,α)
j )
κ−1
j=0 .
(b) If m ∈ N and L ∈ Cm×p with R(L∗) = R(s0), then ((Lsj)(1,α))κ−1j=0 = (s
(1,α)
j L
†)κ−1j=0 .
(c) If n ∈ N and R ∈ Cq×n with R(s∗0) = R(R), then ((sjR)
(1,α))κ−1j=0 = (R
†s
(1,α)
j )
κ−1
j=0 .
(d) If m,n ∈ N, L ∈ Cm×p with R(L∗) = R(s0) and R ∈ Cq×n with R(s∗0) = R(R),
then ((LsjR)(1,α))κ−1j=0 = (R
†s
(1,α)
j L
†)κ−1j=0 .
(e) If m,n ∈ N, U ∈ Cm×p with U∗U = Ip and V ∈ Cq×n with V V ∗ = Iq, then
((UsjV )
(1,α))κ−1j=0 = (V
∗s
(1,α)
j U
∗)κ−1j=0 .
(f) If the sequence (tj)κj=0 is given by tj := s
∗
j for all j ∈ Z0,κ, then (s
(1,α)
j )
∗ = t
(1,α)
j
for all j ∈ Z0,κ−1.
Remark 6.4. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let n ∈ N. For all m ∈ Z1,n, let
pm, qm ∈ N and let (s
(m)
j )
κ
j=0 be a sequence of complex pm × qm matrices. In view of
(6.1) and Remark 4.12, then (diag[(s(m)j )
(1,α)]nm=1)
κ−1
j=0 = ((diag[s
(m)
j ]
n
m=1)
(1,α))κ−1j=0 .
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Remark 6.5. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of (6.1), (4.4), Definition 3.1, (4.1), and Lemma 4.6, then it is
readily checked that
s
(1,α)
j = s
†
0
j∑
l=0
s
[+,α]
j+1−ls
[♯,α]
l and s
(1,α)
j = −
j+1∑
l=0
αj+1−ls♯l for all j ∈ Z0,κ−1.
Remark 6.6. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then, in view of Remark 6.5, (4.4), Definition 3.1, (4.1), and (6.1), one
can easily see that
s
(1,α)
0 = s
†
0s
[+,α]
1 s
†
0 and s
(1,α)
j = s
†
0s
[+,α]
j+1 s
†
0 − s
†
0
j−1∑
l=0
s
[+,α]
j−l s
(1,α)
l for all j ∈ Z1,κ−1.
Lemma 6.7. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. For all j ∈ Z1,κ, then
s†0s
[+,α]
j s
†
0 = s
†
0
j−1∑
l=0
s
[+,α]
j−1−ls
(1,α)
l .
Proof. In view of (4.1) and Remark 6.6, we have s†0s
[+,α]
0 s
(1,α)
l = s
(1,α)
l for all l ∈ Z0,j−1.
Hence, Remark 6.6 yields s†0s
[+,α]
0 s
(1,α)
0 = s
†
0s
[+,α]
1 s
†
0 and, in the case κ ≥ 2, for all j ∈ Z2,κ,
furthermore
s†0
j−1∑
l=0
s
[+,α]
j−1−ls
(1,α)
l = s
†
0
j−2∑
l=0
s
[+,α]
j−1−ls
(1,α)
l + s
†
0s
[+,α]
0 s
(1,α)
j−1
= s†0s
[+,α]
j s
†
0 − s
(1,α)
j−1 + s
(1,α)
j−1 = s
†
0s
[+,α]
j s
†
0.
Lemma 6.8. Let α ∈ C, let κ ∈ N∪ {+∞}, and let (sj)κj=0 and (tj)
κ
j=0 be sequences of
complex p× q matrices. Then the following statements are equivalent:
(i) s
(1,α)
j = t
(1,α)
j for all j ∈ Z0,κ−1 and s0 = t0.
(ii) s0s
†
0sjs
†
0s0 = t0t
†
0tjt
†
0t0 for all j ∈ Z0,κ.
Proof. According to (4.1), Definition 3.1, (4.4), and Remark A.1(a), statement (i) is
equivalent to:
(iii) s(1,α)j = t
(1,α)
j for all j ∈ Z0,κ−1 and s
[♯,α]
0 = t
[♯,α]
0 .
In view of (6.1) and Lemma 4.10, statement (iii) is equivalent to (ii).
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Remark 6.9. Let α ∈ C, let κ ∈ N∪ {+∞}, let (sj)κj=0 be a sequence from C
p×q, and let
n ∈ Z0,κ−1. In view of (3.1), (6.1), Remark 4.7, (5.1) and (4.2), then
S
(s(1,α))
n = −∇
∗
q,n+1
(
[Rq,n+1(α)]S
♯
n+1 −
[
In+2 ⊗ (s
†
0)
])
∆p,n+1
=
[
T ∗1,n ⊗ (s
†
0)
]
−∇∗q,n+1 [Rq,n+1(α)]S
♯
n+1∆p,n+1
and
S(s
(1,α))
n = −∆
∗
q,n+1
(
S♯n+1 [Rp,n+1(α)]
∗ −
[
In+2 ⊗ (s
†
0)
])
∇p,n+1
=
[
T1,n ⊗ (s
†
0)
]
−∆∗q,n+1S
♯
n+1 [Rp,n+1(α)]
∗∇p,n+1.
Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence from C
p×q. Then, let
H(1,α)n := [s
(1,α)
j+k ]
n
j,k=0 (6.2)
for all n ∈ N0 with 2n ≤ κ− 1 and let
K(1,α)n := [s
(1,α)
j+k+1]
n
j,k=0 (6.3)
for all n ∈ N0 with 2n+1 ≤ κ−1. Now we derive some formulas for several block Hankel
matrices associated with the sequence introduced in (6.1).
Lemma 6.10. Let α ∈ C, let n ∈ N0, and let (sj)
2n+1
j=0 ∈ D˜p×q,2n+1. Then:
(a) H
(1,α)
n = −K
[♯,α]
n = [Rq,n(α)]S
†
nHα⊲nS
†
n[Rp,n(α)]
∗.
(b) rank(H
(1,α)
n ) = rank(Hα⊲n − Ξn,2n+1).
(c) If p = q, then det(H
(1,α)
n ) = [(det s0)
†]2n+2 detHα⊲n.
Proof. (a) Use (6.2), (6.1), (5.5) and Theorem 5.6(a).
(b) Use the first equation in (a), Theorem 5.6(c) and Lemma 5.1(b).
(c) Use the first equation in (a), Theorem 5.6(d) and Lemma 5.1(b).
Lemma 6.11. Let α ∈ C, let n ∈ N, and let (sj)2nj=0 ∈ D˜p×q,2n. Then:
(a) −αH
(1,α)
n−1 +K
(1,α)
n−1 = ∇
∗
q,nS
†
nHnS
†
n∇p,n and −αH
(1,α)
n−1 +K
(1,α)
n−1 = S
†
n−1LnS
†
n−1.
(b) rank(−αH
(1,α)
n−1 + K
(1,α)
n−1 ) = rank(Hn − Ξn,2n) − rank s0 and rank(−αH
(1,α)
n−1 +
K
(1,α)
n−1 ) = rank(Ln − Ξn−1,2n).
(c) det(−αH
(1,α)
n−1 + K
(1,α)
n−1 ) = [(det s0)
†]2n+1 detHn and det(−αH
(1,α)
n−1 + K
(1,α)
n−1 ) =
[(det s0)
†]2n detLn.
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Proof. (a) In view of (6.3), (6.1) and (5.6), we have K(1,α)n−1 = −G
[♯,α]
n−1. Taking additionally
into account Lemma 6.10(a), we obtain −αH(1,α)n−1 +K
(1,α)
n−1 = αK
[♯,α]
n−1 −G
[♯,α]
n−1. Hence, the
first equation in (a) is an immediate consequence of Theorem 5.6(a) and Theorem 5.8(a).
From [25, Theorem 6.1(a)] we know that H♯n + S
†
nHnS
†
n = y
♯
0,nv
∗
p,n + vq,nz
♯
0,n. In view of
(5.1), we have ∇∗q,n(y
♯
0,nv
∗
p,n + vq,nz
♯
0,n)∇p,n = 0 and, consequently,
G♯n−1 = ∇
∗
q,nH
♯
n∇p,n = −∇
∗
q,nS
†
nHnS
†
n∇p,n. (6.4)
Furthermore, [25, Theorem 6.13(a)] and (2.12) yield G♯n−1 = −S
†
n−1LnS
†
n−1. Thus, (6.4)
and the first equation in (a) yield the second one.
(b) Obviously, s†0(s2n − s0s
†
0s2ns
†
0s0)s
†
0 = 0. Since Proposition 3.5 yields
S
†
k = S
♯
k and S
†
k = S
♯
k for all k ∈ Z0,n, (6.5)
we then have S†n−1Ξn−1,2nS
†
n−1 = 0. In view of part (a), this implies
− αH
(1,α)
n−1 +K
(1,α)
n−1 = S
†
n−1(Ln − Ξn−1,2n)S
†
n−1. (6.6)
In particular,
rank(−αH
(1,α)
n−1 +K
(1,α)
n−1 ) ≤ rank(Ln − Ξn−1,2n). (6.7)
Multiplying equation (6.6) from the left by Sn−1 and from the right by Sn−1 and using
Proposition 3.5, we conclude
Sn−1(−αH
(1,α)
n−1 +K
(1,α)
n−1 )Sn−1 =
[
In ⊗ (s0s
†
0)
]
(Ln − Ξn−1,2n)
[
In ⊗ (s
†
0s0)
]
. (6.8)
Since (sj)2nj=0 belongs to D˜p×q,2n, from parts (c) and (b) of Remark A.1 we get s0s
†
0sj = sj
and sjs
†
0s0 = sj hold for all j ∈ Z0,2n−1. Because the q × q block in the right lower corner
of Ln − Ξn−1,2n is exactly s0s
†
0s2ns
†
0s0 − sns
†
0sn, then from (2.12) it follows that[
In ⊗ (s0s
†
0)
]
(Ln − Ξn−1,2n)
[
In ⊗ (s
†
0s0)
]
= Ln − Ξn−1,2n.
Combining this with (6.8), we get
rank(−αH
(1,α)
n−1 +K
(1,α)
n−1 ) ≥ rank(Ln − Ξn−1,2n). (6.9)
From (6.7) and (6.9) we infer the second equation in (b). Taking into account that
Hn − Ξn,2n =
[
s0 z1,n
y1,n Gn−1 − Ξn−1,2n
]
holds true and that (sj)2nj=0 ∈ D˜p×q,2n implies N (s0) ⊆ N (y1,n) and R(z1,n) ⊆ R(s0), we
get from [11, Lemma 1.1.7(a)] that
rank(Hn − Ξn,2n) = rank s0 + rank(Ln − Ξn−1,2n). (6.10)
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Similarly, we see that
detHn = det(s0) det(Ln) (6.11)
is valid. The second equation in (b) and (6.10) imply the first equation in (b).
(c) Use the second equation in (a) and (6.5) to get the second equation. The first
equation follows in the case det s0 6= 0 from the second one and (6.11) and in the case
det s0 = 0 from the second one and n ≥ 1.
Lemma 6.12. Let α ∈ C, let n ∈ N, and let (sj)2nj=0 ∈ D˜p×q,2n. Then
S
†
nHnS
†
n = diag[s
♯
0,−αH
(1,α)
n−1 +K
(1,α)
n−1 ]. (6.12)
Proof. From [25, Theorem 6.1(a)] we get H♯n + S
†
nHnS
†
n = y
♯
0,nv
∗
p,n + vq,nz
♯
0,n. In view of
(3.3) ,(3.4), (3.5), and (5.1), this implies S†nHnS
†
n = diag[s
♯
0,−G
♯
n−1]. Taking additionally
into account Lemma 6.11(a) and (5.1), we obtain in particular
−G♯n−1 = ∇
∗
q,nS
†
nHnS
†
n∇p,n = −αH
(1,α)
n−1 +K
(1,α)
n−1 .
The following proposition plays a key role in our further considerations. In its proof
we will make essential use of Lemmas 6.10 and 6.11.
Proposition 6.13. Let α ∈ R, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of
complex q × q matrices. Then:
(a) If (sj)
κ
j=0 ∈ K
≥
q,κ,α, then (s
(1,α)
j )
κ−1
j=0 ∈ K
≥
q,κ−1,α.
(b) If (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, then (s
(1,α)
j )
κ−1
j=0 ∈ K
≥,e
q,κ−1,α.
(c) If (sj)
κ
j=0 ∈ K
>
q,κ,α, then (s
(1,α)
j )
κ−1
j=0 ∈ K
>
q,κ−1,α.
(d) If m ∈ Z0,κ and (sj)κj=0 ∈ K
≥,cd,m
q,κ,α , then (s
(1,α)
j )
κ−1
j=0 ∈ K
≥,cd,max{0,m−1}
q,κ−1,α .
(e) If (sj)
κ
j=0 ∈ K
≥,cd
q,κ,α, then (s
(1,α)
j )
κ−1
j=0 ∈ K
≥,cd
q,κ−1,α.
Proof. (a) Let (sj)κj=0 ∈ K
≥
q,κ,α. From Proposition 3.8(c) we then know that (sj)
κ
j=0 ∈
D˜q×q,κ. Consequently, for all n ∈ N0 with 2n+ 1 ≤ κ, Lemma 6.10(a) yields
H(1,α)n = [Rq,n(α)]S
†
nHα⊲nS
†
n [Rq,n(α)]
∗ . (6.13)
Lemma 6.11(a) shows that, for all n ∈ N with 2n ≤ κ the equation
− αH
(1,α)
n−1 +K
(1,α)
n−1 = ∇
∗
q,nS
†
nHnS
†
n∇q,n (6.14)
holds true. Since (sj)κj=0 belongs to K
≥
q,κ,α, we see from Lemma 2.3(a), that s
∗
j = sj holds
for all j ∈ Z0,κ, which implies S
†
n = (S
†
n)∗ for all n ∈ Z0,κ. Because of (sj)κj=0 ∈ K
≥
q,κ,α,
we also have Hn ∈ C
(n+1)q×(n+1)q
≥ for all n ∈ N0 with 2n ≤ κ and Hα⊲n ∈ C
(n+1)q×(n+1)q
≥
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for all n ∈ N0 with 2n+ 1 ≤ κ. Thus, we conclude that, for all n ∈ N0 with 2n+ 1 ≤ κ,
the right-hand side of (6.13) is non-negative Hermitian and that, for all n ∈ N with
2n ≤ κ, the right-hand side of (6.14) is non-negative Hermitian. Consequently, H(1,α)n ∈
C(n+1)q×(n+1)q≥ for all n ∈ N0 with 2n + 1 ≤ κ and −αH
(1,α)
n−1 + K
(1,α)
n−1 ∈ C
nq×nq
≥ for all
n ∈ N with 2n ≤ κ. Hence (s(1,α)j )
κ−1
j=0 belongs to K
≥
q,κ−1,α.
(b) In the case κ = +∞, part (b) is already proved in part (a). Now let m ∈ N0
and let (sj)mj=0 ∈ K
≥,e
q,m,α. Then there is an sm+1 ∈ Cq×q such that (sj)m+1j=0 ∈ K
≥
q,m+1,α.
According to part (a), then we see that (s(1,α)j )
m
j=0 belongs to K
≥
q,m,α, which implies
(s
(1,α)
j )
m−1
j=0 ∈ K
≥,e
q,m−1,α. Thus, in view of Remark 6.1, part (b) is proved.
(c) Let (sj)κj=0 ∈ K
>
q,κ,α. Parts (d) and (a) of Proposition 3.8 then yields (sj)
κ
j=0 ∈
Dq×q,κ, which, in view of the Definitions 3.3 and 3.7, implies (sj)mj=0 ∈ D˜q×q,m for all
m ∈ Z0,κ. Parts (d) and (c) of Proposition 3.8 and (a) show that (s
(1,α)
j )
κ−1
j=0 belongs to
K≥q,κ−1,α. In other words, we have:
(I) For all n ∈ N0 with 2n+ 1 ≤ κ, the matrix H
(1,α)
n is non-negative Hermitian.
and
(II) For all n ∈ N with 2n ≤ κ, the matrix −αH(1,α)n−1 +K
(1,α)
n−1 is non-negative Hermitian.
Since (sj)κj=0 belongs to K
>
q,κ,α, the following two statements hold true:
(III) For all n ∈ N0 with 2n ≤ κ, the matrix Hn is positive Hermitian.
(IV) For all n ∈ N0 with 2n+ 1 ≤ κ, the matrix Hα⊲n is positive Hermitian.
Using Lemma 6.10(c) and (IV), we see that:
(V) For all n ∈ N0 with 2n+ 1 ≤ κ, the matrix H
(1,α)
n is non-singular.
From (I) and (V) we see that:
(VI) For all n ∈ N0 with 2n+ 1 ≤ κ, the matrix H
(1,α)
n is positive Hermitian.
Using Lemma 6.11(c) and (III), we get that:
(VII) For all n ∈ N with 2n ≤ κ, the matrix −αH(1,α)n−1 +K
(1,α)
n−1 is non-singular.
From (II) and (VII) we obtain that:
(VIII) For all n ∈ N with 2n ≤ κ, the matrix −αH(1,α)n−1 +K
(1,α)
n−1 is positive Hermitian.
Because of (VI) and (VIII), the sequence (s(1,α)j )
κ−1
j=0 belongs to K
>
q,κ−1,α.
(d) Let m ∈ Z0,κ and let (sj)κj=0 ∈ K
≥,cd,m
q,κ,α . Because of (2.5), then (sj)κj=0 ∈ K
≥
q,κ,α,
which, in view of (a), implies (s(1,α)j )
κ−1
j=0 ∈ K
≥
q,κ−1,α. Furthermore, (2.5) yields (sj)
m
j=0 ∈
K≥,cdq,m,α. According to parts (d) and (a) of Proposition 3.8, we have then (sj)mj=0 ∈ Dq×q,m,
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which, in view of the Definitions 3.3 and 3.7, implies (sj)lj=0 ∈ D˜q×q,l for all l ∈ Z0,m and
s0s
†
0sj = sj and sjs
†
0s0 = sj for all j ∈ Z0,m. In view of (5.4), this implies
Ξn,l = 0 for all n ∈ N0 and all l ∈ Z0,m. (6.15)
If m = 0, then s0 = 0q×q. Thus, in view of Remark 6.2, the assertion holds true in the
case m = 0.
We now consider the case that m = 2n + 1 with some n ∈ N0. Because of (2.4), then
(sα⊲j)
2n
j=0 ∈ H
≥,cd
q,2n , which, in view of (2.2), implies Lα⊲n = 0q×q and that the matrix Hα⊲n
is non-negative Hermitian. If n ≥ 1, then Hα⊲n admits the block representation
Hα⊲n =
[
Hα⊲n−1 yα⊲n,2n−1
zα⊲n,2n−1 sα⊲2n
]
,
which, in view of [11, Lemmas 1.1.9 and 1.1.7], implies rankHα⊲n = rankHα⊲n−1 +
rankLα⊲n. Since Hα⊲0 = sα⊲0 = Lα⊲0 holds true, we have thus rankHα⊲n = 0 in the
case n = 0 and, in the case n ≥ 1, furthermore rankHα⊲n = rankHα⊲n−1. Because of
Lemma 6.10(b), (6.15), and Remark 6.1, this implies rankH(1,α)n = 0 in the case n = 0
and, in the case n ≥ 1, furthermore rankH(1,α)n = rankH
(1,α)
n−1 . Because of Remark 2.1
and (1.4), we have (s(1,α)j )
2n
j=0 ∈ K
≥
q,2n,α ⊆ H
≥
q,2n. Thus, similar to the considerations
above, from [11, Lemmas 1.1.9 and 1.1.7], we conclude that rankL(s
(1,α))
n = 0 and hence
L
(s(1,α))
n = 0q×q. According to (2.2), we obtain then (s
(1,α)
j )
2n
j=0 ∈ H
≥,cd
q,2n and, in view of
(2.3), consequently (s(1,α)j )
2n
j=0 ∈ K
≥,cd
q,2n,α.
Now we consider the case that m = 2n with some n ∈ N. Because of (2.3), then
(sj)
2n
j=0 ∈ H
≥,cd
q,2n , which, in view of (2.2), implies Ln = 0q×q and that the block Hankel
matrices Hn and Hn−1 are non-negative Hermitian. Obviously,
Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
and Hn =
[
s0 z1,n
y1,n Gn−1
]
.
In the case n ≥ 2, the matrix Hn−1 admits the block representation
Hn−1 =
[
s0 z1,n−1
y1,n−1 Gn−2
]
.
Consequently, from [11, Lemmas 1.1.9 and 1.1.7] we get rankHn = rankHn−1+rankLn =
rankHn−1 and rankHn = rank s0 + rankLn. Furthermore, rankHn−1 = rank s0 in the
case n = 1 and, in the case n ≥ 2, moreover rankHn−1 = rank s0+rankLn−1. In view of
(6.15), the last equations imply rank(Ln−Ξn−1,2n) = 0 in the case n = 1 and, in the case
n ≥ 2, furthermore rank(Ln−Ξn−1,2n) = rank(Ln−1−Ξn−2,2n). Using Lemma 6.11(b), we
then conclude that rank(−αH(1,α)n−1 +K
(1,α)
n−1 ) = 0 in the case n = 1 and, in the case n ≥ 2,
that rank(−αH(1,α)n−1 + K
(1,α)
n−1 ) = rank(−αH
(1,α)
n−2 + K
(1,α)
n−2 ). Because of Remark 2.1, we
have (s(1,α)j )
2n−1
j=0 ∈ K
≥
q,2n−1,α, which, in view of (1.3) and (1.5), implies, that the sequence
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(tj)
2n−2
j=0 defined by tj := −αs
(1,α)
j + s
(1,α)
j+1 for all j ∈ Z0,2n−2 belongs to H
≥
q,2n−2. Then
rankL
(t)
n−1 = 0 follows immediately in the case of n = 1 and in the case n ≥ 2 from [11,
Lemmas 1.1.9 and 1.1.7]. Thus, we have L(t)n−1 = 0q×q. According to (2.2), we obtain then
(tj)
2n−2
j=0 ∈ H
≥,cd
q,2n−2 and, in view of (2.4), consequently (s
(1,α)
j )
2n−1
j=0 ∈ K
≥,cd
q,2n−1,α. Thus, we
have proved that (s(1,α)j )
max{0,m−1}
j=0 belongs to K
≥
q,max{0,m−1},α, which, in view of (2.5),
then implies (s(1,α)j )
κ−1
j=0 ∈ K
≥,cd,max{0,m−1}
q,κ−1,α .
(e) Let (sj)κj=0 ∈ K
≥,cd
q,κ,α. We first consider the case κ ∈ N. In view of (2.3), (2.4),
and (2.5), we have then (sj)κj=0 ∈ K
≥,cd,κ
q,κ,α , which, according to (d), implies (s
(1,α)
j )
κ−1
j=0 ∈
K≥,cd,κ−1q,κ−1,α . Because of (2.5), hence (s
(1,α)
j )
κ−1
j=0 ∈ K
≥,cd
q,κ−1,α. Now we consider the case κ =
+∞. In view of (2.6), then (sj)κj=0 ∈ K
≥,cd,m
q,∞,α for some m ∈ N0, which, according to (d),
implies (s(1,α)j )
∞
j=0 ∈ K
≥,cd,max{0,m−1}
q,∞,α . Because of (2.6), hence (s
(1,α)
j )
∞
j=0 ∈ K
≥,cd
q,∞,α.
7. The first α-Schur-transform of a sequence of complex
matrices
This section plays a similar role as [25, Section 8]. Guided by our experiences from [25],
we will choose a convenient two-sided normalization of the sequence introduced in (6.1).
This construction gives us the tool to realize the elementary step in the Schur-type
algorithm we are striving for. The following notion is one of the central objects in this
paper. It describes the basic step of the Schur-type algorithm which will be developed
in Section 8.
Definition 7.1. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of
complex p× q matrices. Let the sequence (s(1,α)j )
κ−1
j=0 be given by (6.1). Then the sequence
(s
[1,α]
j )
κ−1
j=0 defined by
s
[1,α]
j := s0s
(1,α)
j s0 for all j ∈ Z0,κ−1
is called the first α-Schur-transform (or short α-S-transform) of (sj)κj=0.
Our next considerations are aimed at studying the arithmetics of the first
α-S-transform.
Remark 7.2. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence from C
p×q.
Denote by (s[1,α]j )
κ−1
j=0 the first α-S-transform of (sj)
κ
j=0. In view of Definition 7.1 and
Remarks 6.2 and A.1, then s(1,α)j = s
†
0s
[1,α]
j s
†
0 for all j ∈ Z0,κ−1.
Remark 7.3. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Denote by (s[1,α]j )
κ−1
j=0 the first α-S-transform of (sj)
κ
j=0. In view of
Remark 6.1, one can easily see that, for all m ∈ Z1,κ, the sequence (s
[1,α]
j )
m−1
j=0 depends
only on the matrices s0, s1, . . . , sm and, hence, it coincides with the α-S-transform of
(sj)
m
j=0.
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Remark 7.4. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of Definition 7.1, for all j ∈ Z0,κ−1, then
⋃κ−1
j=0 R(s
[1,α]
j ) ⊆ R(s0)
and N (s0) ⊆
⋂κ−1
j=0 N (s
[1,α]
j ).
Lemma 7.5. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then:
(a) If γ ∈ C, then ((γsj)[1,α])
κ−1
j=0 = (γs
[1,α]
j )
κ−1
j=0 and ((γ
jsj)
[1,α])κ−1j=0 = (γ
j+1s
[1,α]
j )
κ−1
j=0
(b) If m ∈ N and L ∈ Cm×p with R(L∗) = R(s0), then ((Lsj)[1,α])
κ−1
j=0 =
(L(s
[1,α]
j ))
κ−1
j=0 .
(c) If n ∈ N and R ∈ Cq×n with R(s∗0) = R(R), then ((sjR)
[1,α])κ−1j=0 = (s
[1,α]
j R)
κ−1
j=0 .
(d) If m,n ∈ N, L ∈ Cm×p with R(L∗) = R(s0) and R ∈ Cq×n with R(s∗0) = R(R),
then ((LsjR)
[1,α])κ−1j=0 = (Ls
[1,α]
j R)
κ−1
j=0 .
(e) If m,n ∈ N, U ∈ Cm×p with U∗U = Ip, and V ∈ Cq×n with V V ∗ = Iq, then
((UsjV )
[1,α])κ−1j=0 = (Us
[1,α]
j V )
κ−1
j=0 .
(f) If the sequence (tj)
κ
j=0 is given by tj := s
∗
j for all j ∈ Z0,κ, then (s
[1,α]
j )
∗ = t
[1,α]
j
for all j ∈ Z0,κ−1.
Proof. (a) Use Remark 6.3(a).
(b) Because of R(L∗) = R(s0) we have L†Ls0 = s0. Using Remark 6.3(b) for all
j ∈ Z0,κ−1, we get then
(Lsj)
[1,α] = (Ls0)(Lsj)
(1,α)(Ls0) = Ls0s
(1,α)
j L
†Ls0 = Ls0s
(1,α)
j s0 = Ls
[1,α]
j .
(c) and (d) can be proved like (b) using parts (c) and (d) of Remark 6.3.
(e) and (f) can be proved using parts (e) and (f) of Remark 6.3.
Remark 7.6. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let n ∈ N. For all m ∈ Z1,n, let
pm, qm ∈ N and let (s
(m)
j )
κ
j=0 be a sequence of complex pm × qm matrices with first
α-S-transform (t(m)j )
κ−1
j=0 . Then Remark 6.4 shows that (diag[t
(m)
j ]
n
m=1)
κ−1
j=0 is exactly the
first α-S-transform of (diag[s(m)j ]
n
m=1)
κ
j=0.
Remark 7.7. Let α ∈ R, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Further, let (s[1,α]j )
κ−1
j=0 be the first α-S-transform of (sj)
κ
j=0. In view of
Remark 6.5, for all j ∈ Z0,κ−1, then
s
[1,α]
j = s0s
†
0
j∑
l=0
s
[+,α]
j+1−ls
[♯,α]
l s0 and s
[1,α]
j = −
j+1∑
l=0
αj+1−ls0s
♯
ls0.
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Lemma 7.8. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. For all j ∈ Z1,κ−1,
s
[1,α]
0 = s0s
†
0s
[+,α]
1 s
†
0s0 and s
[1,α]
j = s0s
†
0
(
s
[+,α]
j+1 s
†
0s0 −
j−1∑
l=0
s
[+,α]
j−l s
†
0s
[1,α]
l
)
.
Proof. In view of Remarks 7.2 and 6.6, we get s[1,α]0 = s0s
(1,α)
0 s0 = s0s
†
0s
[+,α]
1 s
†
0s0 and, in
the case κ ≥ 2, for all j ∈ Z1,κ−1, furthermore
s
[1,α]
j = s0s
(1,α)
j s0 = s0
(
s†0s
[+,α]
j+1 s
†
0 − s
†
0
j−1∑
l=0
s
[+,α]
j−l s
(1,α)
l
)
s0
= s0s
†
0
(
s
[+,α]
j+1 s
†
0s0 −
j−1∑
l=0
s
[+,α]
j−l s
(1,α)
l s0
)
= s0s
†
0
(
s
[+,α]
j+1 s
†
0s0 −
j−1∑
l=0
s
[+,α]
j−l s
†
0s0s
(1,α)
l s0
)
= s0s
†
0
(
s
[+,α]
j+1 s
†
0s0 −
j−1∑
l=0
s
[+,α]
j−l s
†
0s
[1,α]
l
)
.
Lemma 7.9. Let α ∈ C, let κ ∈ N∪{+∞}, and let (sj)κj=0 ∈ Dp×q,κ. Then s
[1,α]
0 = s
[+,α]
1
and, for all j ∈ Z1,κ−1, furthermore s
[1,α]
j = s
[+,α]
j+1 −
∑j−1
l=0 s
[+,α]
j−l s
†
0s
[1,α]
l .
Proof. Remark 4.3(a) yields (s[+,α]j )
κ
j=0 ∈ Dp×q,κ. Hence, in view of Lemma 7.8, (4.1),
Definition 3.3, and parts (c) and (b) of Remark A.1, we get
s
[1,α]
0 = s0s
†
0s
[+,α]
1 s
†
0s0 = s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
1 (s
[+,α]
0 )
†s
[+,α]
0 = s
[+,α]
1
and, in the case κ ≥ 2, for all j ∈ Z1,κ−1, furthermore
s
[1,α]
j = s0s
†
0s
[+,α]
j+1 s
†
0s0 −
j−1∑
l=0
s0s
†
0s
[+,α]
j−l s
†
0s
[1,α]
l
= s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
j+1 (s
[+,α]
0 )
†s
[+,α]
0 −
j−1∑
l=0
s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
j−l s
†
0s
[1,α]
l
= s
[+,α]
j+1 −
j−1∑
l=0
s
[+,α]
j−l s
†
0s
[1,α]
l .
Remark 7.10. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of Lemma 6.7 and Remarks 6.6 and 7.2, for all j ∈ Z1,κ, then
s†0s
[+,α]
j s
†
0s0 = s
†
0
j−1∑
l=0
s
[+,α]
j−1−ls
†
0s
[1,α]
l .
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Lemma 7.11. Let α ∈ C, let κ ∈ N∪{+∞}, and let (sj)κj=0 ∈ Dp×q,κ. For all j ∈ Z1,κ,
then
s
[+,α]
j =
j−1∑
l=0
s
[+,α]
j−1−ls
†
0s
[1,α]
l .
Proof. Remark 4.3(a) yields (s[+,α]j )
κ
j=0 ∈ Dp×q,κ. Hence, in view of Definition 3.3,
parts (c) and (b) of Remark A.1, (4.1), and Remark 7.10, for all j ∈ Z1,κ, we get
s
[+,α]
j = s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
j (s
[+,α]
0 )
†s
[+,α]
0 = s
[+,α]
0 s
†
0s
[+,α]
j s
†
0s0
= s
[+,α]
0 s
†
0
j−1∑
l=0
s
[+,α]
j−1−ls
†
0s
[1,α]
l =
j−1∑
l=0
s
[+,α]
0 (s
[+,α]
0 )
†s
[+,α]
j−1−ls
†
0s
[1,α]
l =
j−1∑
l=0
s
[+,α]
j−1−ls
†
0s
[1,α]
l .
Lemma 7.12. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 and (tj)
κ
j=0 be sequences
of complex p× q matrices. Then the following statements are equivalent:
(i) s
[1,α]
j = t
[1,α]
j for all j ∈ Z0,κ−1 and s0 = t0.
(ii) s0s
†
0sjs
†
0s0 = t0t
†
0tjt
†
0t0 for all j ∈ Z0,κ.
Proof. According to Remark 7.2, statement (i) is equivalent to
(iii) s(1,α)j = t
(1,α)
j for all j ∈ Z0,κ−1 and s0 = t0.
which, in view of Lemma 6.8, is equivalent to (ii).
For all m ∈ N0 and all w ∈ C, we easily see, in view of the block structure given in
(4.3), that
(Im+1 ⊗ s0) [Rq,m(w)] = [Rp,m(w)] (Im+1 ⊗ s0) (7.1)
and
[Rp,m(w)]
∗ (Im+1 ⊗ s0) = (Im+1 ⊗ s0) [Rq,m(w)]
∗ . (7.2)
Remark 7.13. Let α ∈ C, let κ ∈ N ∪ {+∞}, let (sj)κj=0 be a sequence from C
p×q, and
let n ∈ Z0,κ−1. In view of (3.1), Remark 6.9, (5.1), (7.1), and (7.2), then
S
(s[1,α])
n = −∇
∗
p,n+1
(
[Rp,n+1(α)] (In+2 ⊗ s0)S
♯
n+1(In+2 ⊗ s0)− (In+2 ⊗ s0)
)
∆q,n+1
= (T ∗1,n ⊗ s0)−∇
∗
p,n+1 [Rp,n+1(α)] (In+2 ⊗ s0)S
♯
n+1(In+2 ⊗ s0)∆q,n+1
and
S(s
[1,α])
n = −∆
∗
p,n+1
(
(In+2 ⊗ s0)S
♯
n+1(In+2 ⊗ s0) [Rq,n+1(α)]
∗ − (In+2 ⊗ s0)
)
∇q,n+1
= (T1,n ⊗ s0)−∆
∗
p,n+1(In+2 ⊗ s0)S
♯
n+1(In+2 ⊗ s0) [Rq,n+1(α)]
∗∇q,n+1.
Notation 7.14. For all n ∈ N0, let Lq,n (resp. Uq,n) be the set of all complex
(n + 1)q × (n+ 1)q matrices A which satisfy the following condition:
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• If A = [Ajk]nj,k=0 is the q × q block representation of A, then Ajj = Iq for all
j ∈ Z0,n and Ajk = 0q×q for all j, k ∈ Z0,n with j < k (resp. k < j).
Remark 7.15. Let κ ∈ N0∪{+∞} and let (sj)κj=0 be a sequence of complex p× q matrices.
In view of (3.2), Definition 3.1, and Notation 7.14, then, for all m ∈ Z0,κ, the matrix
D
(s)
m := (Im+1 ⊗ s0)S
♯
m +
[
Im+1 ⊗ (Ip − s0s
†
0)
]
(7.3)
belongs to Lp,m, the matrix
D(s)m := S
♯
m(Im+1 ⊗ s0) +
[
Im+1 ⊗ (Iq − s
†
0s0)
]
(7.4)
belongs to Uq,m, and, according to Remark A.2, in particular, detD
(s)
m = 1 and detD
(s)
m =
1.
For short, we will also write Dm and Dm for D
(s)
m and D
(s)
m , respectively.
Lemma 7.16. Let κ ∈ N0 ∪ {+∞} and let (sj)κj=0 be a sequence of Hermitian complex
q × q matrices. For all m ∈ Z0,κ, then D∗m = Dm.
Proof. Let m ∈ Z0,κ. From [26, Corollary 5.17] we obtain then (s
♯
j)
∗ = s♯j for all j ∈ Z0,m
which, in view of (3.2) and (3.1), implies (S♯m)∗ = S
♯
m. Using Remark A.1(a), we get
furthermore (s0s
†
0)
∗ = (s†0)
∗s∗0 = (s
∗
0)
†s∗0 = s
†
0s0. Taking additionally into account (7.3)
and (7.4), we finally obtain the asserted equation.
Remark 7.17. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices with [+, α]-transform (tj)κj=0. In view of (7.3), (7.4), (4.1), Remark 4.7,
(7.1), and (7.2), then one can easily see that, for all m ∈ Z0,κ, the matrices
D
[+,α]
m := D
(t)
m and D
[+,α]
m := D
(t)
m (7.5)
can be represented via
D
[+,α]
m = [Rp,m(α)] (Im+1 ⊗ s0)S
♯
m +
[
Im+1 ⊗ (Ip − s0s
†
0)
]
and
D[+,α]m = S
♯
m(Im+1 ⊗ s0) [Rq,m(α)]
∗ +
[
Im+1 ⊗ (Iq − s
†
0s0)
]
.
We now turn our attention to several block Hankel matrices built from the first
α-S-transform. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. Then, let
H [1,α]n := [s
[1,α]
j+k ]
n
j,k=0 (7.6)
for all n ∈ N0 with 2n ≤ κ− 1 and let
K [1,α]n := [s
[1,α]
j+k+1]
n
j,k=0 (7.7)
for all n ∈ N0 with 2n+ 1 ≤ κ− 1.
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Remark 7.18. Let α ∈ C, let n ∈ N0, and let (sj)2n+1j=0 be a sequence of complex
p× q matrices. Then because of (7.6), Definition 7.1, and (6.2), we have H [1,α]n =
(In+1 ⊗ s0)H
(1,α)
n (In+1 ⊗ s0).
The following result contains interesting links between the block Hankel matrices H [1,α]n
and Hα⊲n introduced via (7.6) and (2.15), respectively.
Lemma 7.19. Let α ∈ C, let n ∈ N0, and let (sj)
2n+1
j=0 ∈ D˜p×q,2n+1. Let the matrices
Ξn,2n+1, D
[+,α]
n , and D
[+,α]
n be given via (5.4), (7.5), (7.3), and (7.4), respectively. Then:
(a)
H [1,α]n = [Rp,n(α)] (In+1 ⊗ s0)S
†
nHα⊲nS
†
n(In+1 ⊗ s0) [Rq,n(α)]
∗ (7.8)
and
H [1,α]n = D
[+,α]
n (Hα⊲n − Ξn,2n+1)D
[+,α]
n . (7.9)
(b) rank(H
[1,α]
n ) = rank(Hα⊲n − Ξn,2n+1).
(c) If p = q, then det(H
[1,α]
n ) = (det s0)(det s0)
† detHα⊲n and det(H
[1,α]
n ) =
det(Hα⊲n − Ξn,2n+1).
Proof. (a) Using Remark 7.18, Lemma 6.10(a), (7.1), and (7.2), then (7.8) follows. Since
(sj)
2n+1
j=0 belongs to D˜p×q,2n+1, Definition 3.7 yields (sj)
2n
j=0 ∈ Dp×q,2n. Hence, according
to Proposition 3.5, we have
S
♯
k = S
†
k and S
♯
k = S
†
k (7.10)
for all k ∈ Z0,2n. From Definition 3.3 and Remark A.1 we also see that
s0s
†
0sj = sj and sjs
†
0s0 = sj (7.11)
hold true for all j ∈ Z0,2n. In view of (2.15), (2.8), (1.3), and (5.4), the equations in
(7.11) immediately imply[
In+1 ⊗ (Ip − s0s
†
0)
]
(Hα⊲n − Ξn,2n+1) = 0(n+1)p×(n+1)q
and
(Hα⊲n − Ξn,2n+1)
[
In+1 ⊗ (Iq − s
†
0s0)
]
= 0(n+1)p×(n+1)q .
Consequently, Remark 7.17 yields
D
[+,α]
n (Hα⊲n − Ξn,2n+1)D
[+,α]
n
= [Rp,n(α)] (In+1 ⊗ s0)S
♯
n(Hα⊲n − Ξn,2n+1)S
♯
n(In+1 ⊗ s0) [Rq,n(α)]
∗ . (7.12)
Taking (3.2), (3.1), Definition 3.1, and (5.4) into account, we get S♯nΞn,2n+1S
♯
n =
0(n+1)q×(n+1)p, whereas (7.10) for k = n shows that S
♯
n = S
†
n and S
♯
n = S
†
n hold true.
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Thus, the expression on the right-hand side of (7.12) coincides with the expression on
the right-hand side of (7.8). Hence, (7.9) is proved as well.
(b) This follows from (7.9), (7.5), and Remark 7.15.
(c) From (4.3) we know that det[Rp,n(α)] = 1 = det([Rq,n(α)]∗). Equations (7.10) and
(3.2) and Definition 3.1 yield
det
[
(In+1 ⊗ s0)S
†
n
]
= det(In+1 ⊗ s0) det(S
♯
n) = (det s0)
n+1
[
det(s†0)
]n+1
and, similarly
det
[
S†n(In+1 ⊗ s0)
]
=
[
det(s†0)
]n+1
(det s0)
n+1.
Since
(det s0)
2n+2
[
det(s†0)
]2n+2
= (det s0)(det s0)
†
is true, equation (7.8) then implies the first equation stated in (c). Remark 7.15 and
(7.5) show that detD[+,α]n = 1 = detD
[+,α]
n . Thus, (7.9) shows that the second equation
stated in part (c) is also true.
Lemma 7.20. Let α ∈ C, let n ∈ N, and let (sj)2nj=0 ∈ D˜p×q,2n. Let the matrices Ln,
Ξn−1,2n, Dn−1, and Dn−1 be given via (2.12), (5.4), (7.3), and (7.4), respectively. Then:
(a)
−αH
[1,α]
n−1 +K
[1,α]
n−1 = (In ⊗ s0)S
†
n−1LnS
†
n−1(In ⊗ s0) (7.13)
and
−αH
[1,α]
n−1 +K
[1,α]
n−1 = Dn−1(Ln − Ξn−1,2n)Dn−1. (7.14)
(b) rank(−αH
[1,α]
n−1 +K
[1,α]
n−1 ) = rank(Ln − Ξn−1,2n).
(c) If p = q, then
det(−αH
[1,α]
n−1 +K
[1,α]
n−1 ) = (det s0)(det s0)
† detLn (7.15)
and
det(−αH
[1,α]
n−1 +K
[1,α]
n−1 ) = det(Ln − Ξn−1,2n). (7.16)
Proof. (a) Equation (7.13) immediately follows from (7.6), (7.7), Definition 7.1, (6.2),
(6.3), and Lemma 6.11(a). Since n ∈ N and (sj)2nj=0 ∈ D˜p×q,2n hold, we have (7.11) for
all j ∈ Z0,2n−1 and (sj)nj=0 ∈ Dp×q,n. Thus Proposition 3.5 yields (7.10) for all k ∈ Z0,n.
From (3.2), (3.1), Definition 3.1, and (5.4) we also see that S♯n−1Ξn−1,2nS
♯
n = 0 is true.
Using (2.12), (2.10), (2.7), (5.4), and (7.11), we get [In ⊗ (Ip − s0s
†
0)](Ln − Ξn−1,2n) =
0np×nq and (Ln−Ξn−1,2n)[In⊗(Iq−s
†
0s0)] = 0np×nq. Thus, because of (7.10), from (7.3),
(7.4), and (7.13) then (7.14) follows.
(b) This follows from (7.14) and Remark 7.15.
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(c) Because of (7.10), (3.2), and Definition 3.1, we have
det(In ⊗ s0) det(S
†
n−1) det(S
†
n−1) det(In ⊗ s0) = (det s0)
n
[
det(s†0)
]n [
det(s†0)
]n
(det s0)
n
= (det s0)(det s0)
†.
Using this, from (7.13), we get (7.15). Equation (7.16) follows from (7.14) and Re-
mark 7.15.
In [9,27] Chen and Hu treat the truncated matricial Stieltjes moment problem (α = 0
in our setting). They introduce a transformation Γk which maps a sequence of length
k + 1 of complex square matrices to a sequence of length k of complex square matrices.
This transformation is defined via [9, formula (9)] (see also [27, formula (3.2)]). A closer
look on [9, formula (9)] shows that this identity is essentially (7.13) for α = 0 and p = q.
Therefore, the transformation Γm coincides for sequences from D˜q×q,m with the first
0-Schur-transformation. To describe the respective solution sets, Chen and Hu reduce
the length of the given sequence of prescribed moments in each step by 2, using the
transformation Γm−1Γm (see [9, formula (12)] and [27, formula (3.7)]).
Now we state the main result of this section.
Theorem 7.21. Let α ∈ R, let κ ∈ N∪{+∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Then:
(a) If (sj)
κ
j=0 ∈ K
≥
q,κ,α, then (s
[1,α]
j )
κ−1
j=0 ∈ K
≥
q,κ−1,α.
(b) If (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, then (s
[1,α]
j )
κ−1
j=0 ∈ K
≥,e
q,κ−1,α.
(c) If (sj)
κ
j=0 ∈ K
>
q,κ,α, then (s
[1,α]
j )
κ−1
j=0 ∈ K
>
q,κ−1,α.
(d) If m ∈ Z0,κ and (sj)κj=0 ∈ K
≥,cd,m
q,κ,α , then (s
[1,α]
j )
κ−1
j=0 ∈ K
≥,cd,max{0,m−1}
q,κ−1,α .
(e) If (sj)
κ
j=0 ∈ K
≥,cd
q,κ,α, then (s
[1,α]
j )
κ−1
j=0 ∈ K
≥,cd
q,κ−1,α.
Proof. (a) Let (sj)κj=0 ∈ K
≥
q,κ,α. In view of Lemma 2.3(a), then s
∗
0 = s0. Thus, Defini-
tion 7.1, Proposition 6.13(a), and Remark 2.2 yield (s[1,α]j )
κ−1
j=0 ∈ K
≥
q,κ−1,α.
(b) Let (sj)κj=0 ∈ K
≥,e
q,κ,α. Then (sj)κj=0 ∈ K
≥
q,κ,α. Lemma 2.3(a) shows that s
∗
0 = s0.
Thus, Definition 7.1, Proposition 6.13(b), and Remark 2.2 yield (s[1,α]j )
κ−1
j=0 ∈ K
≥,e
q,κ−1,α.
(c) Let (sj)κj=0 ∈ K
>
q,κ,α. Then, in view of (1.1), the matrix s0 is positive Hermitian
and hence Hermitian and non-singular. Thus, Definition 7.1, Proposition 6.13(c), and [21,
Remark 2.15] yield (s[1,α]j )
κ−1
j=0 ∈ K
>
q,κ−1,α.
(d) Let m ∈ Z0,κ and let (sj)κj=0 ∈ K
≥,cd,m
q,κ,α . Because of (2.5), then (sj)κj=0 ∈ K
≥
q,κ,α.
Hence, in view of (a), we have (s[1,α]j )
κ−1
j=0 ∈ K
≥
q,κ−1,α and, because of Lemma 2.3(a),
furthermore s∗0 = s0. The application of Proposition 6.13(d) yields (s
(1,α)
j )
κ−1
j=0 ∈
K
≥,cd,max{0,m−1}
q,κ−1,α which, in view of (2.5), implies (s
(1,α)
j )
max{0,m−1}
j=0 ∈ K
≥,cd
q,max{0,m−1},α.
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Using Remark 6.2 and s∗0 = s0 we obtain N (s0) ⊆
⋂max{0,m−1}−1
j=0 N (s
(1,α)
j ) in the case
max{0,m − 1} ≥ 1. Thus, Definition 7.1 and [21, Lemma 5.7] yield (s[1,α]j )
max{0,m−1}
j=0 ∈
K≥,cd
q,max{0,m−1},α
. Hence, in view of (2.5), we obtain (s[1,α]j )
κ−1
j=0 ∈ K
≥,cd,max{0,m−1}
q,κ−1,α .
(e) Let (sj)κj=0 ∈ K
≥,cd
q,κ,α. Then (sj)κj=0 ∈ K
≥
q,κ,α. Hence, in view of Lemma 2.3(a), we
have s∗0 = s0. The application of Proposition 6.13(e) yields (s
(1,α)
j )
κ−1
j=0 ∈ K
≥,cd
q,κ−1,α. Using
Remark 6.2 and s∗0 = s0, we obtain N (s0) ⊆
⋂κ−2
j=0 N (s
(1,α)
j ) in the case κ− 1 ≥ 1. Thus,
Definition 7.1 and [21, Lemma 5.7] yield (s[1,α]j )
κ−1
j=0 ∈ K
≥,cd
q,κ−1,α.
8. A Schur-type algorithm for sequences of complex
matrices
The α-Schur-transform introduced in Section 7 generates in a natural way a correspond-
ing algorithm for (finite or infinite) sequences of complex p× q matrices. The investiga-
tion of this algorithm is the central point of this section. First we are going to extend
Definition 7.1.
Definition 8.1. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of
complex p× q matrices. The sequence (s[0,α]j )
κ
j=0 given by s
[0,α]
j := sj for all j ∈ Z0,κ
is called the 0-th α-S-transform of (sj)κj=0. In the case κ ≥ 1, for all k ∈ Z1,κ, the
k-th α-S-transform (s
[k,α]
j )
κ−k
j=0 of (sj)
κ
j=0 is recursively defined by s
[k,α]
j := t
[1,α]
j for all
j ∈ Z0,κ−k, where (tj)
κ−(k−1)
j=0 denotes the (k − 1)-th α-S-transform of (sj)
κ
j=0.
Remark 8.2. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of complex
p× q matrices, and let k ∈ Z0,κ. Denote by (s
[k,α]
j )
κ−k
j=0 the k-th α-S-transform of (sj)
κ
j=0.
From Definition 8.1 and Remark 7.3 one can see then that, for all m ∈ Zk,κ, the sequence
(s
[k,α]
j )
m−k
j=0 depends only on the matrices s0, s1, . . . , sm and, hence, it coincides with the
k-th α-S-transform of (sj)mj=0. In particular, the sequence (s
[k,α]
j )
0
j=0 depends only on the
matrices s0, s1, . . . , sk and is the k-th α-S-transform of (sj)kj=0.
Remark 8.3. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. From Definition 8.1 then it is immediately obvious that, for all k ∈ Z0,κ
and all l ∈ Z0,κ−k, the (k + l)-th α-S-transform (s
[k+l,α]
j )
κ−(k+l)
j=0 of (sj)
κ
j=0 is exactly the
l-th α-S-transform of the k-th α-S-transform (s[k,α]j )
κ−k
j=0 of (sj)
κ
j=0.
Lemma 8.4. Let α ∈ C, let κ ∈ N ∪ {+∞}, let (sj)κj=0 be a sequence of complex
p× q matrices, and let k ∈ Z0,κ−1. Then
⋃κ−k
l=1 [
⋃κ−(k+l)
j=0 R(s
[k+l,α]
j )] ⊆ R(s
[k,α]
0 ) and
N (s
[k,α]
0 ) ⊆
⋂κ−k
l=1 [
⋂κ−(k+l)
j=0 N (s
[k+l,α]
j )].
Proof. Let l ∈ Z1,κ−k. Then κ − (k + l − 1) ≥ 1. Hence, having in mind Definition 8.1,
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the application of Remark 7.4 to the sequence (s[k+l−1,α]j )
κ−(k+l−1)
j=0 yields
κ−(k+l)⋃
j=0
R(s
[k+l,α]
j ) ⊆ R(s
[k+l−1,α]
0 ) and N (s
[k+l−1,α]
0 ) ⊆
κ−(k+l)⋂
j=0
N (s
[k+l,α]
j ).
Thus, it is sufficient to show R(s[k+l−1,α]0 ) ⊆ R(s
[k,α]
0 ) and N (s
[k,α]
0 ) ⊆ N (s
[k+l−1,α]
0 ).
However, keeping in mind that the case l = 1 is trivial, these inclusions follow by induction
using Definition 8.1 and Remark 7.4.
Remark 8.5. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. In view of Lemma 8.4, for all k ∈ Z0,κ−1, all l ∈ Z1,κ−k, and all j ∈
Z0,κ−(k+l), then R(s
[k+l,α]
j ) ⊆ R(s
[k,α]
0 ) and N (s
[k,α]
0 ) ⊆ N (s
[k+l,α]
j ) and, in particular,
rank(s
[k+l,α]
j ) ≤ rank(s
[k,α]
0 ).
Lemma 8.6. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of complex
p× q matrices, and let k ∈ Z0,κ. Then:
(a) If γ ∈ C, then ((γsj)[k,α])
κ−k
j=0 = (γs
[k,α]
j )
κ−k
j=0 and ((γ
jsj)
[k,α])κ−kj=0 = (γ
j+ks
[k,α]
j )
κ−k
j=0 .
(b) If m,n ∈ N, U ∈ Cm×p with U∗U = Ip, and V ∈ Cq×n with V V ∗ = Iq, then
((UsjV )
[k,α])κ−kj=0 = (Us
[k,α]
j V )
κ−k
j=0 .
(c) If the sequence (tj)
κ
j=0 is given by tj := s
∗
j for all j ∈ Z0,κ, then (s
[k,α]
j )
∗ = t
[k,α]
j
for all j ∈ Z0,κ−k.
Proof. Use Definition 8.1 and Lemma 7.5.
Remark 8.7. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of Hermitian
complex q × q matrices, and let k ∈ Z0,κ. In view of Lemma 8.6(c), then (s
[k,α]
j )
∗ = s
[k,α]
j
for all j ∈ Z0,κ−k.
Remark 8.8. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let k ∈ Z0,κ, and let n ∈ N. For all
m ∈ Z1,n, let pm, qm ∈ N, and let (s
(m)
j )
κ
j=0 be a sequence of complex pm × qm matrices
with k-th α-S-transform (t(m)j )
κ−k
j=0 . In view of Definition 8.1 and Remark 7.6, then
(diag[t
(m)
j ]
n
m=1)
κ−k
j=0 is exactly the k-th α-S-transform of (diag[s
(m)
j ]
n
m=1)
κ
j=0.
Remark 8.9. Let α ∈ C, let κ ∈ N∪{+∞}, let (sj)κj=0 and (tj)
κ
j=0 be sequences of complex
p× q matrices such that s0s
†
0sjs
†
0s0 = t0t
†
0tjt
†
0t0 for all j ∈ Z0,κ, and let k ∈ Z1,κ. In
view of Definition 8.1 and Lemma 7.12, then s[k,α]j = t
[k,α]
j for all j ∈ Z0,κ−k.
Now we are going to study the Schur-type algorithm introduced in Definition 8.1 for
sequences belonging to the class K≥q,κ,α and its distinguished subclasses.
Now we state the main result of this section.
Theorem 8.10. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of complex
q × q matrices, and let k ∈ Z0,κ. Then:
9. On the right α-Stieltjes parametrization against to the background of the Schur-type
algorithm
(a) If (sj)
κ
j=0 ∈ K
≥
q,κ,α, then (s
[k,α]
j )
κ−k
j=0 ∈ K
≥
q,κ−k,α.
(b) If (sj)
κ
j=0 ∈ K
≥,e
q,κ,α, then (s
[k,α]
j )
κ−k
j=0 ∈ K
≥,e
q,κ−k,α.
(c) If (sj)
κ
j=0 ∈ K
>
q,κ,α, then (s
[k,α]
j )
κ−k
j=0 ∈ K
>
q,κ−k,α.
(d) If m ∈ Z0,κ and (sj)κj=0 ∈ K
≥,cd,m
q,κ,α , then (s
[k,α]
j )
κ−k
j=0 ∈ K
≥,cd,max{0,m−k}
q,κ−k,α .
(e) If (sj)
κ
j=0 ∈ K
≥,cd
q,κ,α, then (s
[k,α]
j )
κ−k
j=0 ∈ K
≥,cd
q,κ−k,α.
Proof. In view of Definition 8.1, the case k = 0 is trivial. Thus, there is an l ∈ Z0,κ
such that the stated implications hold true for all k ∈ Z0,l. If l = κ, then the proof
is complete. Assume that l < κ. Then Definition 8.1 and Theorem 7.21 show that
the stated implications also hold true for k = l + 1. Thus, the assertion inductively
follows.
Remark 8.11. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 ∈ K
≥
q,κ,α. In view of
Theorem 8.10(a) and Lemma 2.3(b), then s[k,α]0 ∈ C
q×q
≥ for all k ∈ Z0,κ.
9. On the right α-Stieltjes parametrization against to the
background of the Schur-type algorithm
In this section, we mainly concentrate our considerations to the class K≥q,κ,α or one of its
distinguished subclasses K≥,eq,κ,α, K>q,κ,α, and K
≥,cd
q,κ,α. In this situation, we will recognize that
the right α-Stieltjes parametrization of (sj)κj=0 introduced in Definition 2.8 is generated
by the Schur-type algorithm applied to (sj)κj=0. The following considerations are aimed
at establishing block LDU decompositions of several block Hankel matrices. In order to
realize this goal, we first derive some matrix identities.
Lemma 9.1. Let α ∈ C, let n ∈ N, and let (sj)2nj=0 ∈ D˜p×q,2n. Let Dn and Dn be given
via (7.3) and (7.4), respectively, and let Ξn,2n be given via (5.4). Then
DnHnDn = diag[s0,−αH
[1,α]
n−1 +K
[1,α]
n−1 ] + Ξn,2n. (9.1)
Proof. From Lemma 6.12 we get (6.12). In view of Definition 3.7, we have (sj)2n−1j=0 ∈
Dp×q,2n−1. According to Proposition 3.5, thus S
†
n = S
♯
n and S
†
n = S
♯
n. Furthermore, s
♯
0 =
s†0 by Definition 3.1. Taking additionally into account (6.12), (6.2), (6.3), Definition 7.1,
(7.6), and (7.7) we obtain
(In+1 ⊗ s0)S
♯
nHnS
♯
n(In+1 ⊗ s0) = diag[s0,−αH
[1,α]
n−1 +K
[1,α]
n−1 ].
In view of (sj)2n−1j=0 ∈ Dp×q,2n−1, we get from Definition 3.3 and parts (c) and (b) of
Remark A.1 furthermore s0s
†
0sj = sj and sjs
†
0s0 = sj for all j ∈ Z0,2n−1. Because of (1.1),
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it follows [In+1⊗(Ip−s0s
†
0)]Hn = diag[0np×nq, s2n−s0s
†
0s2n] and Hn[In+1⊗(Iq−s
†
0s0)] =
diag[0np×nq, s2n − s2ns
†
0s0]. Hence,[
In+1 ⊗ (Ip − s0s
†
0)
]
Hn
[
In+1 ⊗ (Iq − s
†
0s0)
]
= diag[0np×nq, s2n − s2ns
†
0s0 − s0s
†
0s2n + s0s
†
0s2ns
†
0s0]
and, taking into account (3.2), (3.1), and s♯0 = s
†
0, we obtain furthermore[
In+1 ⊗ (Ip − s0s
†
0)
]
HnS
♯
n(In+1 ⊗ s0) = diag[0np×nq, s2ns
†
0s0 − s0s
†
0s2ns
†
0s0]
and
(In+1 ⊗ s0)S
♯
nHn
[
In+1 ⊗ (Iq − s
†
0s0)
]
= diag[0np×nq, s0s
†
0s2n − s0s
†
0s2ns
†
0s0].
Using (7.3), (7.4), and (5.4), we get consequently (9.1).
We now turn our attention to block Hankel matrices built from the k-th α-S-transform.
Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 be a sequence of complex p× q matrices, and
let k ∈ Z0,κ. Then, let
H [k,α]n := [s
[k,α]
l+m]
n
l,m=0 (9.2)
for all n ∈ N0 with 2n ≤ κ− k and let
K [k,α]n := [s
[k,α]
l+m+1]
n
l,m=0 (9.3)
for all n ∈ N0 with 2n+ 1 ≤ κ− k.
Lemma 9.2. Let α ∈ R, let n ∈ N, and let (sj)2nj=0 ∈ K
≥
q,2n,α. Denote by (tj)
2n−1
j=0 the
first α-S-transform of (sj)
2n
j=0 and by (uj)
2n−1
j=0 the [+, α]-transform of (tj)
2n−1
j=0 . Then(
diag[Iq,D
(u)
n−1]
)
DnHnDn
(
diag[Iq,D
(u)
n−1]
)
= diag[s0,H
[2,α]
n−1 ] + Ξn,2n + Ξ
(t)
n,2n−1.
Proof. Because of Proposition 3.8(b), the sequence (sj)2nj=0 belongs to D˜q×q,2n. By virtue
of Lemma 9.1, equation (9.1) holds true. In view of (5.4), this implies
DnHnDn = diag[s0,−αH
(t)
n−1 +K
(t)
n−1 + Ξn−1,2n]. (9.4)
Taking into account Theorem 7.21(a) and Proposition 3.8(c), we see that the sequence
(tj)
2n−1
j=0 belongs to D˜q×q,2n−1. Thus, the application of Lemma 7.19(a) (, more precisely,
the application of equation (7.9) to the sequence (tj)2n−1j=0 ,) provides us then
D
(u)
n−1(−αH
(t)
n−1 +K
(t)
n−1 − Ξ
(t)
n−1,2n−1)D
(u)
n−1 = H
(v)
n−1,
where the sequence (vj)2n−2j=0 is given by vj := t
[1,α]
j for all j ∈ Z0,2n−2. In view of
Remark 7.15 and (5.4), we have
D
(u)
n−1(Ξ
(t)
n−1,2n−1 + Ξn−1,2n)D
(u)
n−1 = Ξ
(t)
n−1,2n−1 +Ξn−1,2n.
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From Definition 8.1 we see that (vj)2n−2j=0 is the second α-S-transform of (sj)
2n
j=0 which,
in view of (9.2), implies H(v)n−1 = H
[2,α]
n−1 . Hence, we obtain
D
(u)
n−1(−αH
(t)
n−1 +K
(t)
n−1 +Ξn−1,2n)D
(u)
n−1
= D
(u)
n−1(−αH
(t)
n−1 +K
(t)
n−1 − Ξ
(t)
n−1,2n−1)D
(u)
n−1 +D
(u)
n−1(Ξ
(t)
n−1,2n−1 + Ξn−1,2n)D
(u)
n−1
= H
(v)
n−1 + Ξ
(t)
n−1,2n−1 + Ξn−1,2n = H
[2,α]
n−1 + Ξn−1,2n + Ξ
(t)
n−1,2n−1
(9.5)
and, taking (9.4), (9.5), and (5.4) into account, finally(
diag[Iq,D
(u)
n−1]
)
DnHnDn
(
diag[Iq,D
(u)
n−1]
)
= diag
[
s0,D
(u)
n−1(−αH
(t)
n−1 +K
(t)
n−1 + Ξn−1,2n)D
(u)
n−1
]
= diag[s0,H
[2,α]
n−1 +Ξn−1,2n + Ξ
(t)
n−1,2n−1] = diag[s0,H
[2,α]
n−1 ] + Ξn,2n + Ξ
(t)
n,2n−1.
Lemma 9.3. Let α ∈ R, let n ∈ N, and let (sj)
2n+1
j=0 ∈ K
≥
q,2n+1,α. Denote by (rj)
2n+1
j=0 the
[+, α]-transform of (sj)
2n+1
j=0 and by (tj)
2n
j=0 the first α-S-transform of (sj)
2n+1
j=0 . Then
D
(t)
n D
(r)
n (−αHn +Kn)D
(r)
n D
(t)
n = diag[s
[1,α]
0 ,−αH
[2,α]
n−1 +K
[2,α]
n−1 ] + Ξn,2n+1 + Ξ
(t)
n,2n.
Proof. Because of Proposition 3.8(c) the sequence (sj)2n+1j=0 belongs to D˜q×q,2n+1. Thus,
by virtue of Lemma 7.19(a), we obtain then the equation H [1,α]n = D
[+,α]
n (Hα⊲n −
Ξn,2n+1)D
[+,α]
n which, in view of (7.5) and (2.18), implies
D
(r)
n (−αHn +Kn)D
(r)
n = H
[1,α]
n +D
(r)
n Ξn,2n+1D
(r)
n . (9.6)
According to Theorem 7.21(a) and Proposition 3.8(b), we have (tj)2nj=0 ∈ D˜q×q,2n. Using
(7.6) and Lemma 9.1, we then obtain
D
(t)
n H
[1,α]
n D
(t)
n = D
(t)
n H
(t)
n D
(t)
n = diag[t0,−αH
(v)
n−1 +K
(v)
n−1] + Ξ
(t)
n,2n, (9.7)
where the sequence (vj)2n−1j=0 is given by vj := t
[1,α]
j for all j ∈ Z0,2n−1. In view of
Remark 7.15 and (5.4), we have
D
(t)
n D
(r)
n Ξn,2n+1D
(r)
n D
(t)
n = D
(t)
n Ξn,2n+1D
(t)
n = Ξn,2n+1. (9.8)
From Definition 8.1 we see that (vj)2n−1j=0 is the second α-S-transform of (sj)
2n+1
j=0 which,
in view of (9.2) and (9.3), implies
− αH
(v)
n−1 +K
(v)
n−1 = −αH
[2,α]
n−1 +K
[2,α]
n−1 . (9.9)
Finally, using (9.6), (9.7), (9.8), and (9.9) we obtain then
D
(t)
n D
(r)
n (−αHn +Kn)D
(r)
n D
(t)
n = D
(t)
n H
[1,α]
n D
(t)
n +D
(t)
n D
(r)
n Ξn,2n+1D
(r)
n D
(t)
n
= diag[t0,−αH
(v)
n−1 +K
(v)
n−1] + Ξ
(t)
n,2n + Ξn,2n+1
= diag[s
[1,α]
0 ,−αH
[2,α]
n−1 +K
[2,α]
n−1 ] + Ξn,2n+1 + Ξ
(t)
n,2n.
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Now we introduce further particular matrices, which play an essential role in our further
considerations. We will see that these matrices indicate in some sense how far a sequence
(sj)
κ
j=0 ∈ K
≥
q,κ,α is away from the class K
≥,e
q,κ,α. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. Then let
ǫj,k := s
[k,α]
j − s
[k,α]
0 (s
[k,α]
0 )
†s
[k,α]
j (s
[k,α]
0 )
†s
[k,α]
0 (9.10)
for all k ∈ Z0,κ and all j ∈ Z0,κ−k. Furthermore, for all m ∈ Z0,κ and all l ∈ Zm,κ, let
ρl,m :=
{
0q×q if m = 0∑m−1
k=0 ǫl−k,k if m ≥ 1
. (9.11)
Lemma 9.4. Let α ∈ R, let κ ∈ N0∪{+∞}, and let (sj)κj=0 ∈ K
≥,e
q,κ,α. Then ǫj,k = 0q×q
for all k ∈ Z0,κ and all j ∈ Z0,κ−k. Furthermore, ρl,m = 0q×q for all m ∈ Z0,κ and all
l ∈ Zm,κ.
Proof. Let k ∈ Z0,κ. According to Theorem 8.10(b), we have (s
[k,α]
j )
κ−k
j=0 ∈ K
≥,e
q,κ−k,α,
which, in view of Proposition 3.8(a), implies (s[k,α]j )
κ−k
j=0 ∈ Dq×q,κ−k. From (9.10), Defini-
tion 3.3, and parts (c) and (b) of Remark A.1, we obtain then ǫj,k = 0q×q for all j ∈ Z0,κ−k.
In view of (9.11), this implies ρl,m = 0q×q for all m ∈ Z0,κ and all l ∈ Zm,κ.
Remark 9.5. Let α ∈ R, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 ∈ K
≥
q,κ,α. Because of
(9.10), (9.11), Remark 8.2, and Lemma 9.4, then ǫj,k = 0q×q for all k ∈ Z0,κ−1 and all
j ∈ Z0,κ−1−k and, furthermore, ρl,m = 0q×q for all m ∈ Z0,κ−1 and all l ∈ Zm,κ−1.
Lemma 9.6. Let α ∈ C, let κ ∈ N ∪ {+∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. For all k ∈ Z0,κ−1, then −αs
[k,α]
0 + s
[k,α]
1 = s
[k+1,α]
0 + ǫ1,k.
Proof. Let k ∈ Z0,κ−1. Denote by (tj)κ−kj=0 the k-th α-S-transform of (sj)
κ
j=0. The appli-
cation of Lemma 7.8 to the sequence (tj)κ−kj=0 yields then t
[1,α]
0 = t0t
†
0t
[+,α]
1 t
†
0t0 which, in
view of Definition 4.1, implies
t
[1,α]
0 = t0t
†
0(−αt0 + t1)t
†
0t0 = −αt0t
†
0t0t
†
0t0 + t0t
†
0t1t
†
0t0 = −αt0 + t0t
†
0t1t
†
0t0.
Taking additionally Definition 8.1 and (9.10) into account, this implies
−αs
[k,α]
0 + s
[k,α]
1 = −αt0 + t1 = t
[1,α]
0 − t0t
†
0t1t
†
0t0 + t1 = s
[k+1,α]
0 + ǫ1,k.
Remark 9.7. Let α ∈ C and let (sj)0j=0 be a sequence of complex p× q matrices. In view
of (1.1), Definition 8.1, and (9.11), then H0 = s
[0,α]
0 + ρ0,0.
Remark 9.8. Let α ∈ C and let (sj)1j=0 be a sequence from C
p×q. In view of (1.1), (1.2),
Definition 8.1, Lemma 9.6, and (9.11), then −αH0 +K0 = s
[1,α]
0 + ρ1,1.
The following two lemmas play a key role in the proof of central results of this paper,
because they provide the block LDU decompositions we are striving for. Note that the
sets Lq,n and Uq,n were introduced in Notation 7.14.
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Lemma 9.9. Let α ∈ R, let n ∈ N, and let (sj)2nj=0 ∈ K
≥
q,2n,α. For all k ∈ Z0,2n, denote
by (t
(k)
j )
2n−k
j=0 the k-th α-S-transform of (sj)
2n
j=0 and by (u
(k)
j )
2n−k
j=0 the [+, α]-transform
of (t
(k)
j )
2n−k
j=0 . For all l ∈ Z0,n−1, let
Vl :=
{
diag[Iq,D
(u(2l+1))
n−1 ] ·D
(t(2l))
n if l = 0
diag[Ilq,diag[Iq,D
(u(2l+1))
n−l−1 ] ·D
(t(2l))
n−l ] if l ≥ 1
and
Vl :=
{
D(t
(2l))
n · diag[Iq,D
(u(2l+1))
n−1 ] if l = 0
diag[Ilq,D
(t(2l))
n−l · diag[Iq,D
(u(2l+1))
n−l−1 ]] if l ≥ 1
.
(a) For all m ∈ Z1,n, the matrix V˜m := Vm−1Vm−2 · · ·V0 belongs to Lq,n and the
matrix V˜m := V0V1 · · ·Vm−1 belongs to Uq,n.
(b) V˜nHnV˜n = diag[s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2(n−1),α]
0 , s
[2n,α]
0 + ρ2n,2n].
(c) If (sj)
2n
j=0 ∈ K
≥,e
q,2n,α, then V˜nHnV˜n = diag[s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2n,α]
0 ].
Proof. (a) Using Remarks 7.15, A.2, and A.3, we easily see that Vl ∈ Lq,n and that
Vl ∈ Uq,n hold true for all l ∈ Z0,n−1 which, in view of Remark A.2, implies V˜n ∈ Lq,n
and V˜n ∈ Uq,n.
(b) We prove (b) by induction. In view of (5.4), (9.10), and (9.11), there is, according
to Lemma 9.2 and Definition 8.1, some m ∈ Z1,n such that for all k ∈ Z1,m the following
equation holds:
(Ik) V˜kHnV˜k = diag[s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2(k−1),α]
0 ,H
[2k,α]
n−k ] + diag[0nq×nq, ρ2n,2k].
According to (9.2), we have furthermore
H
[2n,α]
0 = s
[2n,α]
0 . (9.12)
If m = n, then (b) immediately follows from (Im) and (9.12).
Now we consider the case m < n. Obviously, using (Im), we easily see that
V˜m+1HnV˜m+1 = VmV˜mHnV˜mVm
= diag
[
s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2(m−1),α]
0 ,
diag[Iq,D
(u(2m+1))
n−m−1 ]D
(t(2m))
n−m H
[2m,α]
n−m D
(t(2m))
n−m diag[Iq,D
(u(2m+1))
n−m−1 ]
]
+Vm diag[0nq×nq, ρ2n,2m]Vm.
(9.13)
Due to Theorem 8.10(a), the sequence (s[2m,α]j )
2(n−m)
j=0 belongs to K
≥
q,2(n−m),α. The appli-
cation of Lemma 9.2 to the sequence (s[2m,α]j )
2(n−m)
j=0 yields, in view of (9.2) and Defini-
tion 8.1, then
diag[Iq,D
(u(2m+1))
n−m−1 ]D
(t(2m))
n−m H
[2m,α]
n−m D
(t(2m))
n−m diag[Iq,D
(u(2m+1))
n−m−1 ]
= diag[s
[2m,α]
0 ,H
[2m+2,α]
n−m−1 ] + Ξ
(t(2m))
n−m,2(n−m) + Ξ
(t(2m+1))
n−m,2(n−m)−1. (9.14)
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Because of Vm ∈ Lq,n and Vm ∈ Uq,n, we have furthermore
Vm diag[0nq×nq, ρ2n,2m]Vm = diag[0nq×nq, ρ2n,2m]. (9.15)
Taking into account (9.13), (9.14), (9.15), and (5.4), thus
V˜m+1HnV˜m+1 = diag[s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2(m−1),α]
0 , s
[2m,α]
0 ,H
[2(m+1),α]
n−(m+1) ]
+ Ξ
(t(2m))
n,2(n−m) + Ξ
(t(2m+1))
n,2(n−m)−1 + diag[0nq×nq, ρ2n,2m]. (9.16)
In view of (5.4), (9.10), and (9.11), we have moreover
Ξ
(t(2m))
n,2(n−m) + Ξ
(t(2m+1))
n,2(n−m)−1 + diag[0nq×nq, ρ2n,2m] = diag[0nq×nq, ρ2n,2(m+1)]. (9.17)
From (9.16) and (9.17) it follows (Im+1). Hence, (In) is inductively proved. In view of
(9.12), the proof is of (b) finished.
(c) Combine (b) and Lemma 9.4.
Lemma 9.10. Let α ∈ R, let n ∈ N, and let (sj)
2n+1
j=0 ∈ K
≥
q,2n+1,α. For all k ∈
Z0,2n+1, denote by (t
(k)
j )
2n+1−k
j=0 the k-th α-S-transform of (sj)
2n+1
j=0 and by (u
(k)
j )
2n+1−k
j=0
the [+, α]-transform of (t
(k)
j )
2n+1−k
j=0 . For all l ∈ Z0,n−1, let
Wl :=
{
D
(t(2l+1))
n D
(u(2l))
n if l = 0
diag[Ilq,D
(t(2l+1))
n−l D
(u(2l))
n−l ] if l ≥ 1
and
Wl :=
{
D(u
(2l))
n D
(t(2l+1))
n if l = 0
diag[Ilq,D
(u(2l))
n−l D
(t(2l+1))
n−l ] if l ≥ 1
.
(a) For all m ∈ Z1,n, the matrices W˜m := Wm−1Wm−2 · · ·W0 and W˜m :=
W0W1 · · ·Wm−1 belong to Lq,n and to Uq,n, respectively.
(b) W˜n(−αHn +Kn)W˜n = diag[s
[1,α]
0 , s
[3,α]
0 , . . . , s
[2n−1,α]
0 , s
[2n+1,α]
0 + ρ2n+1,2n+1].
(c) If (sj)
2n+1
j=0 ∈ K
≥,e
q,2n+1,α, then W˜n(−αHn + Kn)W˜n =
diag[s
[1,α]
0 , s
[3,α]
0 , . . . , s
[2n+1,α]
0 ].
Proof. (a) Using Remarks 7.15, A.2, and A.3, we easily see that Wl ∈ Lq,n and that
Wl ∈ Uq,n hold true for all l ∈ Z0,n−1 which, in view of Remark A.2, implies W˜n ∈ Lq,n
and W˜n ∈ Uq,n.
(b) We prove (b) by induction. According to Lemma 9.3, there is, in view of (5.4),
(9.10), and (9.11), some m ∈ Z1,n such that for all k ∈ Z1,m the following equation holds:
(Ik) W˜kHnW˜k = diag[s
[1,α]
0 , . . . , s
[2k−1,α]
0 ,−αH
[2k,α]
n−k +K
[2k,α]
n−k ] + diag[0nq×nq, ρ2n+1,2k].
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The application of Lemma 9.6 yields −αs[2n,α]0 + s
[2n,α]
1 = s
[2n+1,α]
0 + ǫ1,2n. Taking addi-
tionally into account (9.2) and (9.3), we obtain then
− αH
[2n,α]
0 +K
[2n,α]
0 = −αs
[2n,α]
0 + s
[2n,α]
1 = s
[2n+1,α]
0 + ǫ1,2n. (9.18)
In view of (9.11), we have furthermore
ǫ1,2n + ρ2n+1,2n = ρ2n+1,2n+1. (9.19)
If m = n, then (b) immediately follows from (Im), (9.18), and (9.19).
Now we consider the case m < n. Obviously, from (Im) we have
W˜m+1HnW˜m+1 = WmW˜mHnW˜mWm
= diag
[
s
[1,α]
0 , s
[3,α]
0 , . . . , s
[2m−1,α]
0 ,
D
(t(2m+1))
n−m D
(u(2m))
n−m (−αH
[2m,α]
n−m +K
[2m,α]
n−m )D
(u(2m))
n−m D
(t(2m+1))
n−m
]
+Wm diag[0nq×nq, ρ2n+1,2m]Wm.
(9.20)
According to Theorem 8.10(a), the sequence (s[2m,α]j )
2(n−m)+1
j=0 belongs to K
≥
q,2(n−m)+1,α.
The application of Lemma 9.3 to the sequence (s[2m,α]j )
2(n−m)+1
j=0 yields, in view of (9.2),
(9.3), and Definition 8.1, then
D
(t(2m+1))
n−m D
(u(2m))
n−m (−αH
[2m,α]
n−m +K
[2m,α]
n−m )D
(u(2m))
n−m D
(t(2m+1))
n−m
= diag[s
[2m+1,α]
0 ,−αH
[2m+2,α]
n−m−1 +K
[2m+2,α]
n−m−1 ] + Ξ
(t(2m))
n−m,2(n−m)+1 +Ξ
(t(2m+1))
n−m,2(n−m).
Because of Wm ∈ Lq,n and Wm ∈ Uq,n, furthermore we get Wm ·
diag[0nq×nq, ρ2n+1,2m]Wm = diag[0nq×nq, ρ2n+1,2m]. Taking into account (9.20) and (5.4),
thus we have
W˜m+1HnW˜m+1
= diag[s
[1,α]
0 , s
[3,α]
0 , . . . , s
[2m−1,α]
0 , s
[2m+1,α]
0 ,−αH
[2(m+1),α]
n−(m+1) +K
[2(m+1),α]
n−(m+1) ]
+ Ξ
(t(2m))
n,2(n−m)+1 + Ξ
(t(2m+1))
n,2(n−m) + diag[0nq×nq, ρ2n+1,2m]. (9.21)
In view of (5.4), (9.10), and (9.11), we have moreover
Ξ
(t(2m))
n,2(n−m)+1 + Ξ
(t(2m+1))
n,2(n−m) + diag[0nq×nq, ρ2n+1,2m] = diag[0nq×nq, ρ2n+1,2(m+1)]. (9.22)
From (9.21) and (9.22) it follows (Im+1). Hence, (In) is inductively proved. In view of
(9.18) and (9.19), the proof of (b) is finished.
(c) Combine (b) and Lemma 9.4.
Remark 9.11. Let n ∈ N and let (sj)2nj=0 ∈ H
≥
q,2n. Then, according to [20, Proposi-
tion 4.17], there exists a matrix Fn ∈ Uq,n such that
F∗nHnFn = diag[L0, L1, . . . , Ln]. (9.23)
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The following Theorems 9.12 and 9.15 indicate an explicit connection between the
α-S-transforms and the right α-Stieltjes parametrization. These results can be considered
as the first two main results of this paper.
Theorem 9.12. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K
≥
q,m,α. Then Qm =
s
[m,α]
0 + ρm,m and, in the case m ≥ 1, furthermore Qj = s
[j,α]
0 for all j ∈ Z0,m−1.
Proof. First observe that, in view of Definition 2.8, (2.11), (1.1), and Remark 9.7, we
have
Q0 = L0 = s0 = H0 = s
[0,α]
0 + ρ0,0. (9.24)
In the case m = 0, the proof is complete. In the case m ≥ 1, from Definition 2.8, (2.16),
(2.11), (1.3), (1.1), (1.2), and Remark 9.8, we see
Q1 = Lα⊲0 = sα⊲0 = −αs0 + s1 = −αH0 +K0 = s
[1,α]
0 + ρ1,1 (9.25)
and, in view of Remark 9.5, furthermore
ρm−1,m−1 = 0q×q. (9.26)
In the case m = 1, the assertion follows from (9.25), (9.24), and (9.26).
Now we consider the case m = 2n with some n ∈ N. Then, from (1.4) we obtain
(sj)
2n
j=0 ∈ H
≥
q,2n. Thus, in view of Remark 9.11, there exists a matrix Fn ∈ Uq,n such that
(9.23) holds true. Taking into account Definition 2.8, we get then
F∗nHnFn = diag[Q0, Q2, . . . , Q2n]. (9.27)
Furthermore, according to Lemma 9.9, there exist matrices V˜n ∈ Lq,n and V˜n ∈ Uq,n
such that
V˜nHnV˜n = diag[s
[0,α]
0 , s
[2,α]
0 , . . . , s
[2(n−1),α]
0 , s
[2n,α]
0 + ρ2n,2n]. (9.28)
Since because of Remark A.2 the matrices F∗n, V˜n, Fn, and V˜n are non-singular with
{F−∗n , V˜
−1
n } ⊆ Lq,n and {F
−1
n , V˜
−1
n } ⊆ Uq,n, we obtain from (9.27), (9.28), and Re-
mark A.4 that Q2k = s
[2k,α]
0 holds true for all k ∈ Z0,n−1 and that Q2n = s
[2n,α]
0 + ρ2n,2n.
In the case n = 1, the assertion hence follows from (9.25) and (9.26). Now we con-
sider the case n ≥ 2. From (1.4) we obtain (sα⊲j)
2(n−1)
j=0 ∈ H
≥
q,2(n−1). Thus, in view
of Remark 9.11, (2.15), and (2.16), there exists a matrix Gn−1 ∈ Uq,n−1 such that
G∗n−1Hα⊲n−1Gn−1 = diag[Lα⊲0, Lα⊲1, . . . , Lα⊲n−1]. From (2.18) and Definition 2.8, we
get then
G∗n−1(−αHn−1 +Kn)Gn−1 = diag[Q1, Q3, . . . , Q2n−1]. (9.29)
In view of Remark 2.1, we have (sj)2n−1j=0 ∈ K
≥
q,2n−1,α. Thus, according to Lemma 9.10,
there exist matrices W˜n−1 ∈ Lq,n−1 and W˜n−1 ∈ Uq,n−1 such that
W˜n−1(−αHn−1 +Kn−1)W˜n−1
= diag[s
[1,α]
0 , s
[3,α]
0 , . . . , s
[2n−3,α]
0 , s
[2n−1,α]
0 + ρ2n−1,2n−1]. (9.30)
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Since because of Remark A.2 the matrices G∗n−1, W˜n−1, Gn−1, and W˜n−1 are non-
singular with {G−∗n−1,W˜
−1
n−1} ⊆ Lq,n−1 and {G
−1
n−1, W˜
−1
n−1} ⊆ Uq,n−1, we obtain from
(9.29), (9.30), and Remark A.4 that Q2k+1 = s
[2k+1,α]
0 holds true for all k ∈ Z0,n−2 and
that Q2n−1 = s
[2n−1,α]
0 + ρ2n−1,2n−1 which, in view of (9.26), completes the proof in this
case.
Finally, we consider the case where m = 2n + 1 with some n ∈ N. Then, from (1.5)
we obtain (sj)2nj=0 ∈ H
≥
q,2n, whereas Remark 2.1 yields (sj)
2n
j=0 ∈ K
≥
q,2n,α. Similar to
the above mentioned case, we conclude that Q2k = s
[2k,α]
0 holds true for all k ∈ Z0,n−1
and that Q2n = s
[2n,α]
0 + ρ2n,2n which, in view of (9.26), implies Q2k = s
[2k,α]
0 for all
k ∈ Z0,n. Moreover, from (1.5) we obtain (sα⊲j)2nj=0 ∈ H
≥
q,2n. Again similar to the above
mentioned case, we conclude that Q2k+1 = s
[2k+1,α]
0 holds true for all k ∈ Z0,n−1 and
that Q2n+1 = s
[2n+1,α]
0 + ρ2n+1,2n+1. This completes the proof.
Corollary 9.13. Let α ∈ R, let n ∈ N, and let (sj)2nj=0 ∈ K
≥
q,2n,α. For all k ∈ Z0,2n
denote by (s
[k,α]
j )
2n−k
j=0 the k-th α-S-transform of (sj)
2n
j=0. Then
rankHn =
(
n−1∑
k=0
rank s
[2k,α]
0
)
+ rank(s
[2n,α]
0 + ρ2n,2n)
and
detHn =
(
n−1∏
k=0
det s
[2k,α]
0
)
det(s
[2n,α]
0 + ρ2n,2n).
Furthermore,
rankHα⊲n−1 =
n−1∑
k=0
rank s
[2k+1,α]
0 and detHα⊲n−1 =
n−1∏
k=0
det s
[2k+1,α]
0 .
Proof. From [21, Lemma 4.11(a)] we get the equations rankHn =
∑n
k=0 rankQ2k and
detHn =
∏n
k=0 detQ2k. In view of [21, Lemma 4.11(b)], we see furthermore that
rankHα⊲n−1 =
∑n−1
k=0 rankQ2k+1 and detHα⊲n−1 =
∏n−1
k=0 detQ2k+1. Applying Theo-
rem 9.12, we obtain the asserted equations.
Corollary 9.14. Let α ∈ R, let n ∈ N, and let (sj)
2n+1
j=0 ∈ K
≥
q,2n+1,α. For all k ∈ Z0,2n+1
denote by (s
[k,α]
j )
2n+1−k
j=0 the k-th α-S-transform of (sj)
2n+1
j=0 . Then
rankHn =
n∑
k=0
rank s
[2k,α]
0 and detHn =
n∏
k=0
det s
[2k,α]
0 .
Furthermore,
rankHα⊲n =
(
n−1∑
k=0
rank s
[2k+1,α]
0
)
+ rank(s
[2n+1,α]
0 + ρ2n+1,2n+1)
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and
detHα⊲n =
(
n−1∏
k=0
det s
[2k+1,α]
0
)
det(s
[2n+1,α]
0 + ρ2n+1,2n+1).
Proof. From [21, Lemma 4.11(a)] we get the equations rankHn =
∑n
k=0 rankQ2k and
detHn =
∏n
k=0 detQ2k. In view of [21, Lemma 4.11(b)], we see furthermore that
rankHα⊲n =
∑n
k=0 rankQ2k+1 and detHα⊲n =
∏n
k=0 detQ2k+1. Using Theorem 9.12,
we obtain the asserted equations.
Now we obtain the second main result of this paper, which indicates that Theorem 9.12
can be simplified for the subclass K≥,eq,κ,α:
Theorem 9.15. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 ∈ K
≥,e
q,κ,α. Then
(s
[j,α]
0 )
κ
j=0 is exactly the right α-Stieltjes parametrization of (sj)
κ
j=0.
Proof. Obviously, we have (sj)κj=0 ∈ K
≥
q,κ,α. Denote by (Qj)
κ
j=0 the right α-Stieltjes
parametrization of (sj)κj=0.
(i) First we consider the case κ ∈ N0. Because of (sj)κj=0 ∈ K
≥
q,κ,α and Theorem 9.12,
then Qκ = s
[κ,α]
0 + ρκ,κ and, in the case κ ≥ 1, furthermore Qj = s
[j,α]
0 for all
j ∈ Z0,κ−1. In view of (sj)κj=0 ∈ K
≥,e
q,κ,α and Lemma 9.4, we obtain moreover
ρκ,κ = 0q×q, which completes the proof in this case.
(ii) Finally, we consider the case κ = +∞. Let l ∈ N0 and let the sequence (rj)lj=0 be
given by rj := sj for all j ∈ Z0,l. In view of (sj)κj=0 ∈ K
≥
q,κ,α, then (rj)
l
j=0 ∈ K
≥,e
q,l,α.
For all k ∈ Z0,l, denote by (v
(k)
j )
l−k
j=0 the k-th α-S-transform of (rj)
l
j=0. By virtue
of Remark 8.2, then v(l)0 = s
[l,α]
0 . According to the above already proved (i), we
get, in view of l ∈ N0 and (rj)lj=0 ∈ K
≥,e
q,l,α, furthermore Rl = v
(l)
0 , where (Rj)
l
j=0
denotes the right α-Stieltjes parametrization of (rj)lj=0. By Remark 2.10, moreover
Rl = Ql. Hence, s
[l,α]
0 = v
(l)
0 = Rl = Ql for all l ∈ N0. The proof is complete.
Corollary 9.16. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 ∈ K
≥,e
q,κ,α. For all
k ∈ Z0,κ denote by (s
[k,α]
j )
κ−k
j=0 the k-th α-S-transform of (sj)
κ
j=0. Then rankHn =∑n
k=0 rank s
[2k,α]
0 and detHn =
∏n
k=0 det s
[2k,α]
0 for all n ∈ N0 with 2n ≤ κ and
rankHα⊲n =
∑n
k=0 rank s
[2k+1,α]
0 and detHα⊲n =
∏n
k=0 det s
[2k+1,α]
0 for all n ∈ N0 with
2n+ 1 ≤ κ.
Proof. Obviously, we have (sj)κj=0 ∈ K
≥
q,κ,α. From [21, Lemma 4.11] we get then that
rankHn =
∑n
k=0 rankQ2k and detHn =
∏n
k=0 detQ2k for all n ∈ N0 with 2n ≤ κ
and, furthermore, rankHα⊲n =
∑n
k=0 rankQ2k+1 and detHα⊲n =
∏n
k=0 detQ2k+1 for all
n ∈ N0 with 2n+ 1 ≤ κ. Using Theorem 9.15, we obtain the asserted equations.
Now we characterize the membership of a sequence from K≥q,κ,α to the classes K
≥,e
q,κ,α,
K>q,κ,α, and K
≥,cd
q,κ,α in terms of the sequence of its α-S-transforms.
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Proposition 9.17. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K
≥
q,m,α. For all k ∈ Z0,m
denote by (s
[k,α]
j )
m−k
j=0 the k-th α-S-transform of (sj)
m
j=0. In view of (9.10) and (9.11),
then the following statements are equivalent:
(i) The sequence (sj)
m
j=0 belongs to K
≥,e
q,m,α.
(ii) N (s
[k,α]
0 ) ⊆ N (s
[k,α]
m−k) for all k ∈ Z0,m−1 in the case m ≥ 1.
(iii) ǫm−k,k = 0q×q for all k ∈ Z0,m−1 in the case m ≥ 1.
(iv) ρm,m = 0q×q.
Proof. In the case m = 0 we see from K≥,eq,0,α = K
≥
q,0,α and (9.11) that both conditions (i)
and (iv) are fulfilled. Furthermore, the conditions (ii) and (iii) are empty in this case,
and hence, all four conditions (i), (ii), (iii), and (iv) are equivalent.
Now we consider the case m ≥ 1.
“(i)⇒(ii)”: Let k ∈ Z0,m−1. Because of (i) and Theorem 8.10(b), we have (s
[k,α]
j )
m−k
j=0 ∈
K≥,eq,m−k,α, which, in view of Proposition 3.8(a), implies (s
[k,α]
j )
m−k
j=0 ∈ Dq×q,m−k. Taking
into account Definition 3.3, we obtain then N (s[k,α]0 ) ⊆ N (s
[k,α]
m−k). Hence, (ii) is fulfilled.
“(ii)⇒(iii)”: Let k ∈ Z0,m−1. Because of (sj)mj=0 ∈ K
≥
q,m,α and Theorem 8.10(a), we
have (s[k,α]j )
m−k
j=0 ∈ K
≥
q,m−k,α, which, in view of Lemma 2.3(a), implies s
[k,α]
j ∈ C
q×q
H for all
j ∈ Z0,m−k. Using (ii), we obtain then R(s
[k,α]
m−k) ⊆ R(s
[k,α]
0 ). Taking into account (9.10)
and parts (c) and (b) of Remark A.1, we get ǫm−k,k = 0q×q. Hence (iii) is fulfilled.
“(iii)⇒(iv)”: Use (9.11).
“(iv)⇒(i)”: From Theorem 9.12 and (iv) we see that Qj = s
[j,α]
0 holds true for all
j ∈ Z0,m, where (Qj)mj=0 denotes the right α-Stieltjes parametrization of (sj)
m
j=0. Because
of Remark 8.5, we obtain N (s[m−1,α]0 ) ⊆ N (s
[m,α]
0 ). Thus, N (Qm−1) ⊆ N (Qm) which, in
view of (sj)mj=0 ∈ K
≥
q,m,α, Definition 2.8, and Lemmas 2.5 and 2.6, implies (i).
Proposition 9.18. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (sj)κj=0 ∈ K
≥
q,κ,α. For all
k ∈ Z0,κ denote by (s
[k,α]
j )
κ−k
j=0 the k-th α-S-transform of (sj)
κ
j=0. Then the following
statements are equivalent:
(i) The sequence (sj)
κ
j=0 belongs to K
>
q,κ,α.
(ii) For all k ∈ Z0,κ, the matrix s
[k,α]
0 is non-singular.
If (i) is fulfilled, then s
[k,α]
0 ∈ C
q×q
> for all k ∈ Z0,κ and, furthermore, ǫj,k = 0q×q for all
k ∈ Z0,κ and all j ∈ Z0,κ−k and ρl,m = 0q×q for all m ∈ Z0,κ and all l ∈ Zm,κ.
Proof. “(i)⇒(ii)”: Because of (i) and Proposition 3.8(d), we have (sj)κj=0 ∈ K
≥,e
q,κ,α. Thus,
Theorem 9.15 implies s[j,α]0 = Qj for all j ∈ Z0,κ, where (Qj)
κ
j=0 denotes the right
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α-Stieltjes parametrization of (sj)κj=0. From (i) and Theorem 2.11(c) we obtain fur-
thermore Qj ∈ C
q×q
> and hence detQj 6= 0 for all j ∈ Z0,κ. Thus, (ii) is fulfilled and
s
[k,α]
0 ∈ C
q×q
> for all k ∈ Z0,κ.
“(ii)⇒(i)”: Because of (ii) and (9.10), we have ǫj,k = 0q×q for all k ∈ Z0,κ and all
j ∈ Z0,κ−k which, in view of (9.11), implies ρl,m = 0q×q for all m ∈ Z0,κ and all
l ∈ Zm,κ. From Remarks 9.7, 9.8, and 2.1, Corollaries 9.13 and 9.14, and (ii) we obtain
then detHn =
∏n
k=0 det s
[2k,α]
0 6= 0 for all n ∈ N0 with 2n ≤ κ and det(−αHn +Kn) =∏n
k=0 det s
[2k+1,α]
0 6= 0 for all n ∈ N0 with 2n+1 ≤ κ, which, because of (sj)
κ
j=0 ∈ K
≥
q,κ,α,
implies (i).
Proposition 9.19. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K
≥
q,m,α. Denote by
(s
[m,α]
j )
0
j=0 the m-th α-S-transform of (sj)
m
j=0. Then (sj)
m
j=0 ∈ K
>
q,m,α if and only if
det s
[m,α]
0 6= 0.
Proof. Use Proposition 9.18 and Remark 8.5.
Proposition 9.20. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K
≥
q,m,α. Denote by
(s
[m,α]
j )
0
j=0 the m-th α-S-transform of (sj)
m
j=0. Then the following statements are equiv-
alent:
(i) The sequence (sj)
m
j=0 belongs to K
≥,cd
q,m,α.
(ii) s
[m,α]
0 + ρm,m = 0q×q.
If (i) is fulfilled, then s
[m,α]
0 = 0q×q, ǫj,k = 0q×q for all k ∈ Z0,m and all j ∈ Z0,m−k, and
ρl,n = 0q×q for all n ∈ Z0,m and all l ∈ Zn,m.
Proof. “(i)⇒(ii)”: Because of (i) and Proposition 3.8(d), we have (sj)mj=0 ∈ K
≥,e
q,m,α. Thus,
Lemma 9.4 yields ǫj,k = 0q×q for all k ∈ Z0,m and all j ∈ Z0,m−k, and ρl,n = 0q×q for
all n ∈ Z0,m and all l ∈ Zn,m, whereas Theorem 9.15 yields s
[m,α]
0 = Qm, where (Qj)
m
j=0
denotes the right α-Stieltjes parametrization of (sj)mj=0. From (i) and [21, Proposition 5.3]
we obtain furthermore Qm = 0q×q. Hence, (ii) is fulfilled.
“(ii)⇒(i)”: Because of (sj)mj=0 ∈ K
≥
q,m,α, the application of Theorem 9.12 yields Qm =
s
[m,α]
0 + ρm,m, which, in view of (ii), implies Qm = 0q×q. Taking into account (sj)
m
j=0 ∈
K≥q,m,α, from [21, Proposition 5.3] we obtain then (i).
The following example shows that in the situation of Proposition 9.20 condition (ii)
cannot be weakened by replacing it by the condition s[m,α]0 = 0q×q.
Example 9.21. Let α ∈ R, let s0 := 0q×q, and let s1 := Iq. According to (1.3), then
sα⊲0 = Iq. Because of (1.1) and (2.15), we have then H0 = s0 = 0q×q ∈ C
q×q
≥ and Hα⊲0 =
sα⊲0 = Iq ∈ C
q×q
≥ , which, in view of (1.5), implies (sj)
1
j=0 ∈ K
≥
q,1,α. By Definition 7.1,
furthermore s[1,α]0 = −s0s
[♯,α]
1 s0 = −s0s
[♯,α]
1 · 0q×q = 0q×q. Because of (2.16) and (2.11),
moreover Lα⊲0 = sα⊲0 = Iq 6= 0q×q which, in view of (2.4) and (2.2), implies (sj)1j=0 /∈
K≥,cdq,1,α. Hence, (sj)
1
j=0 ∈ K
≥
q,1,α \ K
≥,cd
q,1,α although s
[1,α]
0 = 0q×q.
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Proposition 9.22. Let α ∈ R, let κ ∈ N ∪ {+∞}, let m ∈ Z0,κ−1, and let (sj)κj=0 ∈
K≥q,κ,α. For all k ∈ Zm,κ denote by (s
[k,α]
j )
κ
j=0 the k-th α-S-transform of (sj)
κ
j=0. Then
the following statements are equivalent:
(i) The sequence (sj)
κ
j=0 belongs to K
≥,cd,m
q,κ,α .
(ii) s
[m,α]
0 = 0q×q.
If (i) is fulfilled, then s
[k,α]
j = 0q×q for all k ∈ Zm+1,κ and all j ∈ Z0,κ−k, and ǫj,k = 0q×q
for all k ∈ Z0,κ−1 and all j ∈ Z0,κ−1−k and, furthermore, ρl,n = 0q×q for all n ∈ Z0,κ−1
and all l ∈ Zn,κ−1.
Proof. Because of (sj)κj=0 ∈ K
≥
q,κ,α and m ∈ Z0,κ−1, we have (sj)
m
j=0 ∈ K
≥
q,m,α and, in
view of κ ∈ N ∪ {+∞} and Remark 9.5, furthermore ǫj,k = 0q×q for all k ∈ Z0,κ−1 and
all j ∈ Z0,κ−1−k and ρl,n = 0q×q for all n ∈ Z0,κ−1 and all l ∈ Zn,κ−1. In particular,
ρm,m = 0q×q.
“(i)⇒(ii)”: From (i) and (2.5) we get (sj)mj=0 ∈ K
≥,cd
q,m,α. Thus, Proposition 9.20
yields (ii). From Remark 8.5 we obtain furthermore rank s[k,α]j ≤ rank s
[m,α]
0 = 0 and
thus s[k,α]j = 0q×q for all k ∈ Zm+1,κ and all j ∈ Z0,κ−k.
“(ii)⇒(i)”: Because of (ii) and ρm,m = 0q×q, we have s
[m,α]
0 + ρm,m = 0q×q. The
application of Proposition 9.20 yields then (sj)mj=0 ∈ K
≥,cd
q,m,α, which, in view of (2.5),
implies (i).
The following example shows that in the situation of Proposition 9.22 we can from
condition (i) in general not conclude that s[m,α]j = 0q×q for all j ∈ Z1,κ−m.
Example 9.23. Let α ∈ R, let s0 := 0q×q, and let s1 := Iq. According to Example 9.21,
then (sj)1j=0 ∈ K
≥
q,1,α. In particular, (sj)
0
j=0 ∈ K
≥
q,0,α. Because of (2.11), we have
L0 = s0 = 0q×q. In view of (2.3) and (2.2), thus (sj)0j=0 ∈ K
≥,cd
q,0,α and, according
to (2.5), we see that (sj)1j=0 ∈ K
≥,cd,0
q,1,α . Taking into account Definition 8.1, moreover
s
[0,α]
1 = s1 = Iq. Hence, s
[0,α]
1 6= 0q×q although (sj)
1
j=0 ∈ K
≥,cd,0
q,1,α .
Proposition 9.24. Let α ∈ R and let (sj)∞j=0 ∈ K
≥
q,∞,α. For all k ∈ N0, denote
by (s
[k,α]
j )
∞
j=0 the k-th α-S-transform of (sj)
∞
j=0. Then the following statements are
equivalent:
(i) The sequence (sj)
∞
j=0 belongs to K
≥,cd
q,∞,α.
(ii) There exists an m ∈ N0 such that s
[m,α]
0 = 0q×q.
If (ii) is fulfilled and if m ∈ N0 is such that s
[m,α]
0 = 0q×q, then s
[k,α]
j = 0q×q for all
j ∈ N0 and all k ∈ Zm,∞, ǫj,k = 0q×q for all j, k ∈ N0, and ρl,n = 0q×q for all n ∈ N0
and all l ∈ Zn,∞.
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Proof. The equivalence of (i) and (ii) is a consequence of (2.6) and Proposition 9.22. Now
suppose that (ii) is fulfilled and let m ∈ N0 be such that s
[m,α]
0 = 0q×q. Theorem 8.10(a)
yields then (s[m,α]j )
∞
j=0 ∈ K
≥
q,∞,α, which, in view of Lemma 2.3(c), implies R(s
[m,α]
j ) ⊆
R(s
[m,α]
0 ) = {0q×1} and hence s
[m,α]
j = 0q×q for all j ∈ N0. From Remark 8.5 we obtain
furthermore rank s[k,α]j ≤ rank s
[m,α]
0 = 0 and thus s
[k,α]
j = 0q×q for all k ∈ Zm+1,∞ and
all j ∈ N0. Because of (sj)∞j=0 ∈ K
≥
q,∞,α = K
≥,e
q,∞,α and Lemma 9.4, we have ǫj,k = 0q×q
for all j, k ∈ N0 and ρl,n = 0q×q for all n ∈ N0 and all l ∈ Zn,∞, which completes the
proof.
The following two Theorems 9.25 and 9.26 are further main results of this paper. They
describe the connection between the right α-Stieltjes parametrizations of a sequence from
K≥q,m,α and K
≥,e
q,κ,α and its k-th α-S-transform.
Theorem 9.25. Let α ∈ R, let m ∈ N0, let (sj)mj=0 ∈ K
≥
q,m,α, and let k ∈ Z0,m. Denote
by (Qj)
m
j=0 and (Tj)
m−k
j=0 the right α-Stieltjes parametrizations of (sj)
m
j=0 and (tj)
m−k
j=0 ,
respectively, where (tj)
m−k
j=0 denotes the k-th α-S-transform of (sj)
m
j=0. Then
Tm−k =
{
Qm if k = 0
Qm −
∑k−1
r=0 ǫm−r,r if k ≥ 1
and, in the case k < m, furthermore Tj = Qk+j for all j ∈ Z0,m−k−1.
Proof. From Theorem 8.10(a) we obtain (tj)m−kj=0 ∈ K
≥
q,m−k,α. For all l ∈ Z0,m−k, denote
by (t[l,α]j )
m−k−l
j=0 the l-th α-S-transform of (tj)
m−k
j=0 . According to Remark 8.3, we have
s
[k+l,α]
j = t
[l,α]
j for all l ∈ Z0,m−k and all j ∈ Z0,m−k−l. The application of Theorem 9.12
yields Qm = s
[m,α]
0 + ρm,m.
We first consider the case k = m. The application of Theorem 9.12 to the sequence
(tj)
m−k
j=0 yields, in view of m − k = 0 and (9.11), then Tm−k = t
[m−k,α]
0 + 0q×q. Hence,
Tm−k = t
[m−k,α]
0 = s
[m,α]
0 = Qm − ρm,m = Qm − ρm,k. Taking into account (9.11), this
implies Tm−k = Qm in the case k = 0 and Tm−k = Qm −
∑k−1
r=0 ǫm−r,r in the case k ≥ 1
which completes the proof in the case k = m.
Now suppose k < m. Then m ≥ 1 and m − k ≥ 1. The application of Theorem 9.12
to the sequence (tj)m−kj=0 yields, in view of (9.11) and (9.10), thus
Tm−k = t
[m−k,α]
0 +
m−k−1∑
l=0
[
t
[l,α]
m−k−l − t
[l,α]
0 (t
[l,α]
0 )
†t
[l,α]
m−k−l(t
[l,α]
0 )
†t
[l,α]
0
]
and Tj = t
[j,α]
0 for all j ∈ Z0,m−k−1. Furthermore, m ≥ 1 and Theorem 9.12 yield
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Qj = s
[j,α]
0 for all j ∈ Z0,m−1. Taking into account (9.10) and (9.11), we have thus
Tm−k = s
[m,α]
0 +
m−k−1∑
l=0
[
s
[k+l,α]
m−k−l − s
[k+l,α]
0 (s
[k+l,α]
0 )
†s
[k+l,α]
m−k−l(s
[k+l,α]
0 )
†s
[k+l,α]
0
]
= Qm − ρm,m +
m−k−1∑
l=0
ǫm−k−l,k+l = Qm −
m−1∑
r=0
ǫm−r,r +
m−1∑
r=k
ǫm−r,r
and Tj = s
[k+j,α]
0 = Qk+j for all j ∈ Z0,m−k−1. In particular, Tm−k = Qm in the case
k = 0 and Tm−k = Qm −
∑k−1
r=0 ǫm−r,r in the case k ≥ 1, which completes the proof.
Now we consider for a sequence (sj)κj=0 ∈ K
≥,e
q,κ,α the same task as it was done in
Theorem 9.25 for the case of α-Stieltjes non-negative definite sequences.
Theorem 9.26. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (sj)κj=0 ∈ K
≥,e
q,κ,α, and let k ∈
Z0,κ. Denote by (tj)
κ−k
j=0 the k-th α-S-transform of (sj)
κ
j=0 and by (Qj)
κ
j=0 the right
α-Stieltjes parametrization of (sj)
κ
j=0. Then (Qk+j)
κ−k
j=0 is exactly the right α-Stieltjes
parametrization of (tj)
κ−k
j=0 .
Proof. Let l ∈ Z0,κ−k. Then k + l ∈ Z0,κ, and the application of Theorem 9.15 yields
s
[k+l,α]
0 = Qk+l. According to Remark 8.3, we have s
[k+l,α]
0 = t
[l,α]
0 , where (t
[l,α]
j )
κ−k−l
j=0
denotes the l-th α-S-transform of (tj)κ−kj=0 . From Theorem 8.10(b) we obtain (tj)
κ−k
j=0 ∈
K≥,eq,κ−k,α. The application of Theorem 9.15 to the sequence (tj)
κ−k
j=0 yields then t
[l,α]
0 = Tl,
where (Tj)κ−kj=0 is the right α-Stieltjes parametrization of (tj)
κ−k
j=0 . Thus, we have finally
Qk+j = s
[k+j,α]
0 = t
[j,α]
0 = Tj for all j ∈ Z0,κ−k, which completes the proof.
Theorems 9.25 and 9.26 indicate that against to the background of our Schur-type
algorithm the right α-Stieltjes parametrization can be interpreted as a Schur-type
parametrization.
10. Recovering the original sequence from its first
α-Schur-transform and its first matrix
The considerations in Section 7 suggest the study of a natural inverse problem associated
with the first α-S-transform of a (finite or infinite) sequence of complex p× q matrices.
The main theme of this section is the treatment of this inverse problem, which will
be explained below in more detail. It should be mentioned that a similar task was
treated in [25, Section 10] against to the background of the Schur-type algorithm studied
there. The first study of inverse problems of this kind goes back to the papers [4], where
the inverse problem associated with the Schur-Potapov algorithm for strict p× q Schur
sequences was handled.
Let α ∈ C and κ ∈ N ∪ {+∞}. For each sequence (sj)κj=0 of complex p× q matrices
the first α-S-transform (s[1,α]j )
κ−1
j=0 is given by Definition 7.1. Conversely, we consider the
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question: If the first α-S-transform (s[1,α]j )
κ−1
j=0 and the matrix s0 are known, how one can
recover the original sequence (sj)κj=0. If m ∈ N and if (sj)
m
j=0 belongs to K
≥
q,m,α then
Theorem 9.12, Definition 8.1, and Remark 2.9 yield such a possibility to express (sj)mj=0
by (s[1,α]j )
m−1
j=0 and s0. In view of the definition of the right α-Stieltjes parametrization
and the formulas (2.11), (2.13), (2.14), and (2.16), this way of computation is not very
comfortable. That’s why it seems to be more advantageous to construct a recursive
procedure to recover the original sequence (sj)mj=0 from its first α-S-transform and the
matrix s0. To realize this aim, first we introduce the central construction of this section.
Definition 10.1. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of com-
plex p× q matrices, and let A be a complex p× q matrix. The sequence (t[−1,α,A]j )
κ+1
j=0
recursively defined by
t
[−1,α,A]
0 := A and t
[−1,α,A]
j := α
jA+
j∑
l=1
αj−lAA†
[
l−1∑
k=0
tl−k−1A
†(t
[−1,α,A]
k )
[+,α]
]
for all j ∈ Z1,κ+1 is called the first inverse α-S-transform corresponding to [(tj)κj=0, A].
Remark 10.2. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)κ+1j=0 the first in-
verse α-S-transform corresponding to [(tj)κj=0, A]. In view of Definition 10.1, one can
easily see that, for all m ∈ Z0,κ, the sequence (sj)m+1j=0 depends only on the matrices A
and t0, t1, . . . , tm and is hence exactly the first inverse α-S-transform corresponding to
[(tj)
m
j=0, A].
The following observation expresses an essential feature of our construction.
Remark 10.3. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)κ+1j=0 the first inverse
α-S-transform corresponding to [(tj)κj=0, A]. From Definitions 10.1 and 3.3 we easily see
then that (sj)κ+1j=0 belongs to Dp×q,κ+1.
Lemma 10.4. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)
κ+1
j=0 the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, A] and by (s
[+,α]
j )
κ+1
j=0 the [+, α]-transform of
(sj)
κ+1
j=0 . Then s0 = A and sj = αsj−1 +AA
†
∑j−1
k=0 tj−1−kA
†s
[+,α]
k for all j ∈ Z1,κ+1.
Proof. Using Definition 10.1, we obtain s0 = A and s1 = αA + AA†t0A†s
[+,α]
0 = αs0 +
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AA†t0A
†s
[+,α]
0 and, in the case κ ≥ 1, for all j ∈ Z2,κ+1, furthermore
αsj−1 +AA
†
j−1∑
k=0
tj−1−kA
†s
[+,α]
k
= α
[
αj−1A+
j−1∑
l=1
αj−1−lAA†
(
l−1∑
k=0
tl−k−1A
†s
[+,α]
k
)]
+AA†
j−1∑
k=0
tj−1−kA
†s
[+,α]
k
= αjA+
j−1∑
l=1
αj−lAA†
(
l−1∑
k=0
tl−k−1A
†s
[+,α]
k
)
+AA†
j−1∑
k=0
tj−k−1A
†s
[+,α]
k
= αjA+
j∑
l=1
αj−lAA†
(
l−1∑
k=0
tl−k−1A
†s
[+,α]
k
)
= sj,
which completes the proof.
For a given number α ∈ C, a given κ ∈ N0 ∪ {+∞}, and a given sequence (tj)κj=0
of complex p× q matrices, we want to determine a complex p× q matrix A such that
the sequence (tj)κj=0 turns out to be exactly the first α-S-transform of the first inverse
α-S-transform (t[−1,α,A]j )
κ+1
j=0 corresponding to [(tj)
κ
j=0, A]. To realize this aim, we still
need a little preparation.
Lemma 10.5. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)
κ+1
j=0 the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, A] and let the sequence (rj)
κ+1
j=0 be given by rj :=
s
[♯,α]
j for all j ∈ Z0,κ+1. For all j ∈ Z0,κ+1, then
rj =
{
A† if j = 0
−A†tj−1A
† if j ≥ 1
and r♯j = s
[+,α]
j .
Proof. Let the sequence (uj)κ+1j=0 be given by u0 := A
† and uj := −A†tj−1A† for all
j ∈ Z1,κ+1 and let the sequence (vj)κ+1j=0 be given by vj := s
[+,α]
j for all j ∈ Z0,κ+1.
Using (4.1), Definition 10.1, Remark A.1(a), and Definition 3.1, we get then v0 = s0 =
A = (A†)† = u†0 = u
♯
0 and, taking additionally this and Definition 4.1 into account,
furthermore
v1 = −αs0 + s1 = −αA+ α
1A+
1∑
l=1
α1−lAA†
(
l−1∑
k=0
tl−k−1A
†vk
)
= −(A†)†(−A†t1−1A
†)v0 = −u
†
0u1u
♯
0 = u
♯
1.
Consequently, if κ = 0, for all j ∈ Z0,κ+1, then
vj = u
♯
j . (10.1)
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Let us consider the case κ ≥ 1. Then we have already proved that there exists a
number m ∈ Z1,κ such that (10.1) is satisfied for all j ∈ Z0,m. Because of Definitions 4.1
and 10.1, (10.1), Remark A.1(a), and Definition 3.1, we conclude that
vm+1 = −αsm + sm+1
= −α
[
αmA+
m∑
l=1
αm−lAA†
(
l−1∑
k=0
tl−k−1A
†vk
)]
+
[
αm+1A+
m+1∑
l=1
α(m+1)−lAA†
(
l−1∑
k=0
tl−k−1A
†vk
)]
= −
m∑
l=1
αm−l+1AA†
(
l−1∑
k=0
tl−k−1A
†u♯k
)
+
m+1∑
l=1
αm−l+1AA†
(
l−1∑
k=0
tl−k−1A
†u♯k
)
= AA†
m∑
k=0
tm−kA
†u♯k = −(A
†)†
m∑
k=0
(−A†tm−kA
†)u♯k = −u
†
0
m∑
k=0
um−k+1u
♯
k = u
♯
m+1.
Hence, (10.1) is proved inductively for all j ∈ Z0,κ+1. In view of Definition 3.3, the
sequence (uj)κ+1j=0 obviously belongs to Dp×q,κ+1. Taking additionally into account (10.1),
then [26, Corollary 4.22] yields v♯j = uj for all j ∈ Z0,κ+1. In view of (4.4), we have thus
rj = s
[♯,α]
j = v
♯
j = uj for all j ∈ Z0,κ+1. Using this and (10.1) then r
♯
j = u
♯
j = vj = s
[+,α]
j
follows for all j ∈ Z0,κ+1.
Lemma 10.6. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)
κ+1
j=0 the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, A] and by (s
[1,α]
j )
κ
j=0 the first α-S-transform of
(sj)
κ+1
j=0 . Then:
(a) s
[1,α]
j = AA
†tjA
†A for all j ∈ Z0,κ.
(b) If N (A) ⊆
⋂κ
j=0N (tj) and
⋃κ
j=0R(tj) ⊆ R(A), then s
[1,α]
j = tj for all j ∈ Z0,κ.
Proof. Using Definitions 7.1 and 10.1 and Lemma 10.5, we obtain
s
[1,α]
j = −s0s
[♯,α]
j+1s0 = −A(−A
†tj+1−1A
†)A = AA†tjA
†A
for all j ∈ Z0,κ. Thus part (a) is proved. Part (b) is an immediate consequence of (a)
and parts (c) and (b) of Remark A.1.
Remark 10.7. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 ∈ Dp×q,κ, and let A ∈ C
p×q be
such that N (A) ⊆ N (t0) and R(t0) ⊆ R(A). In view of Definition 3.3, then N (A) ⊆⋂κ
j=0N (tj) and
⋃κ
j=0R(tj) ⊆ R(A).
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Proposition 10.8. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 ∈ Dp×q,κ, and let
A ∈ Cp×q be such that N (A) ⊆ N (t0) and R(t0) ⊆ R(A). Denote by (sj)
κ+1
j=0 the
first inverse α-S-transform corresponding to [(tj)
κ
j=0, A]. Then (tj)
κ
j=0 is exactly the first
α-S-transform of (sj)
κ+1
j=0 .
Proof. Use Remark 10.7 and Lemma 10.6(b).
Our next considerations can be sketched as follows. Let α ∈ C, κ ∈ N0 ∪ {+∞}, and
(sj)
κ+1
j=0 ∈ Dp×q,κ+1. Then we want to recover (sj)
κ+1
j=0 from its first α-S-transform and its
first matrix s0. For this reason, we still need a little preparation.
Lemma 10.9. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, and let (sj)
κ+1
j=0 be a sequence of complex
p× q matrices. Denote by (tj)
κ
j=0 the first α-S-transform of (sj)
κ+1
j=0 and by (wj)
κ+1
j=0 the
first inverse α-S-transform corresponding to [(tj)
κ
j=0, s0]. Then wj = s0s
†
0sjs
†
0s0 for all
j ∈ Z0,κ+1.
Proof. Let the sequence (rj)κ+1j=0 be given by rj := w
[♯,α]
j for all j ∈ Z0,κ+1. Lemma 10.5
yields then r0 = s
†
0 and rj = −s
†
0tj−1s
†
0 for all j ∈ Z1,κ+1. Using Lemma 4.6 and Defini-
tion 3.1 we obtain s[♯,α]0 = s
†
0. For all j ∈ Z1,κ+1 we get from Definition 7.1 furthermore
−s†0tj−1s
†
0 = s
†
0s0s
[♯,α]
j s0s
†
0. According to Lemma 4.8, the sequence (s
[♯,α]
j )
κ+1
j=0 belongs
to Dq×p,κ+1. Taking additionally into account s
[♯,α]
0 = s
†
0 and Definition 3.3, we obtain⋃κ+1
j=0 R(s
[♯,α]
j ) ⊆ R(s
†
0) and N (s
†
0) ⊆
⋂κ+1
j=0 N (s
[♯,α]
j ) which, in view of parts (a), (c),
and (b) of Remark A.1, implies s†0s0s
[♯,α]
j s0s
†
0 = s
[♯,α]
j for all j ∈ Z1,κ+1. We have, for
all j ∈ Z0,κ+1, thus rj = s
[♯,α]
j and hence w
[♯,α]
j = s
[♯,α]
j . The application of Lemma 4.10
then yields w0w
†
0wjw
†
0w0 = s0s
†
0sjs
†
0s0 for all j ∈ Z0,κ+1. According to Remark 10.3, the
sequence (wj)κ+1j=0 belongs to Dp×q,κ+1. Taking additionally into account Definition 3.3
and parts (c) and (b) of Remark A.1, we get consequently w0w
†
0wjw
†
0w0 = wj for all
j ∈ Z0,κ+1, which completes the proof.
Proposition 10.10. Let α ∈ C, let κ ∈ N0∪{+∞}, and let (sj)
κ+1
j=0 ∈ Dp×q,κ+1. Denote
by (tj)
κ
j=0 the first α-S-transform of (sj)
κ+1
j=0 . Then (sj)
κ+1
j=0 is exactly the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, s0].
Proof. Use Lemma 10.9, Definition 3.3, and parts (c) and (b) of Remark A.1.
Propositions 10.8 and 10.10 indicate the particular role of the class Dp×q,κ of first term
dominant sequences of complex p× q matrices (see Definition 3.3) in the context of this
section. Roughly speaking, the aim of our following considerations can be described as
follows: Let α ∈ R, let κ ∈ N0 ∪ {+∞}, and let (tj)κj=0 be a sequence which belongs to
K≥q,κ,α or to one of its distinguished subclasses K
≥,e
q,κ,α, K>q,κ,α, and K
≥,cd
q,κ,α. Then we are
looking for matrices A ∈ Cq×q such that the first inverse α-S-transform corresponding to
[(tj)
κ
j=0, A] belongs to K
≥
q,κ+1,α, K
≥,e
q,κ+1,α, K
>
q,κ+1,α, and K
≥,cd
q,κ+1,α, respectively. First we
derive some formulas which express useful interrelations between essential block Hankel
matrices occurring in our considerations.
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Proposition 10.11. Let α ∈ C, let κ ∈ N0∪{+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix. Denote by (sj)
κ+1
j=0 the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, A]. Then:
(a) H0 = A.
(b) Let n ∈ N with 2n − 1 ≤ κ. Then the matrices Dn and Dn given via (7.3) and
(7.4) are invertible and
Hn = D
−1
n
(
diag
[
A,
[
In ⊗ (AA
†)
]
(−αH
(t)
n−1 +K
(t)
n−1)
[
In ⊗ (A
†A)
]])
D−1n .
(10.2)
In particular,
rankHn = rank(A) + rank
([
In ⊗ (AA
†)
]
(−αH
(t)
n−1 +K
(t)
n−1)
[
In ⊗ (A
†A)
])
(10.3)
and, in the case p = q, furthermore detHn = det(A) det(−αH
(t)
n−1 +K
(t)
n−1).
(c) Let n ∈ N0 with 2n ≤ κ. Then the matrices D
[+,α]
n and D
[+,α]
n given via (7.5) are
invertible and
Hα⊲n = (D
[+,α]
n )
−1
[
In+1 ⊗ (AA
†)
]
H(t)n
[
In+1 ⊗ (A
†A)
]
(D[+,α]n )
−1. (10.4)
In particular,
rankHα⊲n = rank
([
In+1 ⊗ (AA
†)
]
H(t)n
[
In+1 ⊗ (A
†A)
])
(10.5)
and, in the case p = q, furthermore detHα⊲n = (detA)(detA)
† detH
(t)
n .
Proof. First observe that Definition 10.1 yields s0 = A, that Remark 10.3 yields (sj)κ+1j=0 ∈
Dp×q,κ+1, and that Lemma 10.6(a) yields s
[1,α]
j = AA
†tjA
†A for all j ∈ Z0,κ, where
(s
[1,α]
j )
κ
j=0 denotes the first α-S-transform of (sj)
κ+1
j=0 .
(a) Use (1.1) and s0 = A.
(b) In view of Remark 7.15, the matrices Dn and Dn are invertible. Because of
(sj)
κ+1
j=0 ∈ Dp×q,κ+1 and Proposition 3.5, we have (sj)
2n
j=0 ∈ Dp×q,2n which, in view of
Remark 5.3, implies Ξn,2n = 0(n+1)p×(n+1)q . Since (sj)2nj=0 ∈ Dp×q,2n holds, Proposi-
tion 3.8(a) implies (sj)2nj=0 ∈ D˜p×q,2n. Thus, Lemma 9.1 and Remark 7.3 yield (9.1).
Since s[1,α]j = AA
†tjA
†A holds true for all j ∈ Z0,κ, we have, in view of (2.8) and (2.9),
furthermore −αH [1,α]n−1 + K
[1,α]
n−1 = [In ⊗ (AA
†)](−αH
(t)
n−1 + K
(t)
n−1)[In ⊗ (A
†A)]. Using
s0 = A, we thus get
diag
[
A,
[
In ⊗ (AA
†)
]
(−αH
(t)
n−1 +K
(t)
n−1)
[
In ⊗ (A
†A)
]]
= diag[s0,−αH
[1,α]
n−1 +K
[1,α]
n−1 ] = diag[s0,−αH
[1,α]
n−1 +K
[1,α]
n−1 ] + Ξn,2n = DnHnDn.
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Since the matrices Dn and Dn are invertible, then (10.2) and (10.3) follow.
Now suppose p = q. In view of Remark 7.15 we obtain then det(DnHnDn) = detHn.
Furthermore, a straightforward calculation shows that
det
(
diag
[
A,
[
In ⊗ (AA
†)
]
(−αH
(t)
n−1 +K
(t)
n−1)
[
In ⊗ (A
†A)
]])
= det(A) det(−αH
(t)
n−1 +K
(t)
n−1).
Hence, detHn = det(A) det(−αH
(t)
n−1 +K
(t)
n−1) follows.
(c) In view of (7.5) and Remark 7.15, the matrices D[+,α]n and D
[+,α]
n are invertible. Be-
cause of (sj)κ+1j=0 ∈ Dp×q,κ+1 and Proposition 3.5, we have (sj)
2n+1
j=0 ∈ Dp×q,2n+1, which, in
view of Remark 5.3, implies Ξn,2n+1 = 0(n+1)p×(n+1)q . Since (sj)
2n+1
j=0 ∈ Dp×q,2n+1 holds,
Proposition 3.8(a) implies (sj)2n+1j=0 ∈ D˜p×q,2n+1. Thus, Lemma 7.19(a) and Remark 7.3
yield H [1,α]n = D
[+,α]
n (Hα⊲n − Ξn,2n+1)D
[+,α]
n . Since s
[1,α]
j = AA
†tjA
†A holds true for all
j ∈ Z0,κ, we have, in view of (2.8), furthermore H
[1,α]
n = [In+1⊗(AA
†)]H
(t)
n [In+1⊗(A
†A)].
Thus, we get[
In+1 ⊗ (AA
†)
]
H(t)n
[
In+1 ⊗ (A
†A)
]
= H [1,α]n = D
[+,α]
n (Hα⊲n − Ξn,2n+1)D
[+,α]
n
= D[+,α]n Hα⊲nD
[+,α]
n .
Since the matrices D[+,α]n and D
[+,α]
n are invertible, then (10.4) and (10.5) follow.
Now suppose p = q. In view of (7.5) and Remark 7.15, we obtain then the equation
det(D
[+,α]
n Hα⊲nD
[+,α]
n ) = detHα⊲n. Furthermore, we easily get
det
([
In+1 ⊗ (AA
†)
]
H(t)n
[
In+1 ⊗ (A
†A)
])
= (detA)(detA)† detH(t)n .
Hence, detHα⊲n = (detA)(detA)† detH
(t)
n follows.
Corollary 10.12. Let α ∈ C, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of complex
p× q matrices, and let A be a complex p× q matrix such that N (A) ⊆
⋂κ
j=0N (tj) and⋃κ
j=0R(tj) ⊆ R(A). Denote by (sj)
κ+1
j=0 the first inverse α-S-transform corresponding to
[(tj)
κ
j=0, A]. Then:
(a) H0 = A.
(b) Let n ∈ N with 2n− 1 ≤ κ. Then the matrices Dn and Dn are invertible and
Hn = D
−1
n
(
diag[A,−αH
(t)
n−1 +K
(t)
n−1)]
)
D−1n .
In particular, rankHn = rank(A) + rank(−αH
(t)
n−1 +K
(t)
n−1) and, in the case p = q,
furthermore detHn = det(A) det(−αH
(t)
n−1 +K
(t)
n−1).
63
10. Recovering the original sequence from its first α-Schur-transform and its first matrix
(c) Let n ∈ N0 with 2n ≤ κ. Then the matrices D
[+,α]
n and D
[+,α]
n are invertible and
Hα⊲n = (D
[+,α]
n )
−1H(t)n (D
[+,α]
n )
−1. (10.6)
In particular,
rankHα⊲n = rankH
(t)
n (10.7)
and, in the case p = q, furthermore detHα⊲n = detH
(t)
n .
Proof. Using parts (c) and (b) of Remark A.1 we obtain AA†tjA†A = tj for all j ∈ Z0,κ
which, in view of (2.8) and (2.9), implies [In+1⊗ (AA†)]H
(t)
n [In+1⊗ (A
†A)] = H
(t)
n for all
n ∈ N0 with 2n ≤ κ and [In ⊗ (AA†)](−αH
(t)
n−1 +K
(t)
n−1)[In ⊗ (A
†A)] = −αH
(t)
n−1 +K
(t)
n−1
for all n ∈ N with 2n − 1 ≤ κ. The application of Proposition 10.11 yields then (a), (b),
(10.6), and (10.7). For all n ∈ N0 with 2n ≤ κ, from (10.6), (7.5), and Remark 7.15 we
get in the case p = q that detHα⊲n = detH
(t)
n .
Lemma 10.13. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 be a sequence of Hermitian
complex q × q matrices, and let A be a Hermitian complex q × q matrix. Then the first
inverse α-S-transform corresponding to [(tj)
κ
j=0, A] is a sequence of Hermitian complex
q × q matrices.
Proof. Denote by (sj)κ+1j=0 the first inverse α-S-transform corresponding to [(tj)
κ
j=0, A] and
let the sequence (rj)κ+1j=0 be given by rj := s
[♯,α]
j for all j ∈ Z0,κ+1. From Lemma 10.5 we
infer then r♯j = s
[+,α]
j for all j ∈ Z0,κ+1 and, furthermore, r0 = A
† and rj = −A†tj−1A†
for all j ∈ Z1,κ+1. In view of Remark A.1(a), we have (A†)∗ = (A∗)† = A†. We then
conclude that r∗j = rj holds true for all j ∈ Z0,κ+1. By virtue of [26, Corollary 5.17], then
(r♯j)
∗ = r♯j for all j ∈ Z0,κ+1. Remark 4.3(e) yields then s
∗
j = sj for all j ∈ Z0,κ+1.
The final investigations in this section are aimed at determining conditions which
ensure that the first inverse α-S-transform belongs to the class K≥q,κ+1,α or one of its
prominent subclasses.
Proposition 10.14. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 ∈ K
≥
q,κ,α, and let
A ∈ Cq×q≥ . Then the first inverse α-S-transform corresponding to [(tj)
κ
j=0, A] belongs to
K≥q,κ+1,α.
Proof. Denote by (sj)κ+1j=0 the first inverse α-S-transform corresponding to [(tj)
κ
j=0, A].
It is sufficient to check that, for all n ∈ N0 with 2n ≤ κ + 1, the matrix Hn is non-
negative Hermitian and that, for all n ∈ N0 with 2n ≤ κ, the matrix Hα⊲n is non-
negative Hermitian as well. According to Proposition 10.11(a) and A ∈ Cq×q≥ , we have
H0 = A ∈ C
q×q
≥ . Now we consider an arbitrary n ∈ N with 2n ≤ κ + 1. Because of
Proposition 10.11(b) the matrices Dn and Dn are invertible and (10.2) holds true. From
Lemma 2.3(a) we know that (tj)κj=0 is a sequence of Hermitian complex q × q matrices.
Taking additionally into account A ∈ Cq×q≥ and Lemma 10.13, we see then that (sj)
κ+1
j=0 is
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a sequence of Hermitian complex q × q matrices. In view of Lemma 7.16, hence D∗n = Dn.
Using Remark A.1(a) and A ∈ Cq×q≥ , we obtain (AA
†)∗ = A†A. Thus, (10.2) implies
Hn = D
−1
n
(
diag
[
A,
[
In ⊗ (AA
†)
]
(−αH
(t)
n−1 +K
(t)
n−1)
[
In ⊗ (AA
†)
]∗])
D
−∗
n . (10.8)
Using Remark 2.1, we get (tj)2n−1j=0 ∈ K
≥
q,2n−1,α, which, in view of (1.3) and (1.5), implies
(−αtj + tj+1)
2n−2
j=0 ∈ H
≥
q,2n−2. Taking into account (2.8) and (2.9), we see then that
−αH
(t)
n−1 +K
(t)
n−1 is a non-negative Hermitian matrix. In view of A ∈ C
q×q
≥ and (10.8), it
follows that Hn is a non-negative Hermitian matrix. Thus, for all n ∈ N0 with 2n ≤ κ+1,
the matrix Hn is proved to be non-negative Hermitian.
Finally, we consider an arbitrary n ∈ N0 with 2n ≤ κ. Because of Proposition 10.11(c),
the matrices D[+,α]n and D
[+,α]
n are invertible and (10.4) holds true. We know that (sj)κ+1j=0
is a sequence of Hermitian complex q × q matrices. Because of Remark 4.3(e), we see then
that (s[+,α]j )
κ+1
j=0 is a sequence of Hermitian complex q × q matrices. In view of (7.5) and
Lemma 7.16, hence (D[+,α]n )∗ = D
[+,α]
n . Taking additionally into account A†A = (AA†)∗,
thus
Hα⊲n = (D
[+,α]
n )
−1
[
In+1 ⊗ (AA
†)
]
H(t)n
[
In+1 ⊗ (AA
†)
]∗
(D[+,α]n )
−∗ (10.9)
follows. Using Remark 2.1, we get (tj)2nj=0 ∈ K
≥
q,2n,α, which, in view of (1.4), implies
(tj)
2n
j=0 ∈ H
≥
q,2n. From (2.8) we see then that H
(t)
n is a non-negative Hermitian matrix.
Hence, (10.9) implies that Hα⊲n is a non-negative Hermitian matrix. Thus, for all n ∈ N0
with 2n ≤ κ, the matrix Hα⊲n is proved to be non-negative Hermitian.
Proposition 10.15. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 ∈ K
≥,e
q,κ,α, and let
A ∈ Cq×q≥ . Then the first inverse α-S-transform corresponding to [(tj)
κ
j=0, A] belongs to
K≥,eq,κ+1,α.
Proof. In the case κ = +∞, the assertion immediately follows from Proposition 10.14.
Now let κ ∈ N0. Then there exists a complex q × q matrix tκ+1 such that (tj)κ+1j=0 ∈
K≥q,κ+1,α. From Proposition 10.14 we know then that the first inverse α-S-transform
corresponding to [(tj)κ+1j=0 , A] belongs to K
≥
q,κ+2,α. In view of Remark 10.2, the proof is
complete.
Our next theme is to study the first inverse α-S-transform under the view of right
α-Stieltjes parametrization. The two following results can be considered in some sense
as inverse ones with respect to Theorem 9.26.
Theorem 10.16. Let α ∈ R, let m ∈ N0, let (tj)mj=0 ∈ K
≥
q,m,α, and let A ∈ C
q×q
≥ be such
that N (A) ⊆ [N (t0)] ∩ [N (tm)]. Denote by (sj)
m+1
j=0 the first inverse α-S-transform cor-
responding to [(tj)
m
j=0, A] and by (Tj)
m
j=0 and (Qj)
m+1
j=0 the right α-Stieltjes parametriza-
tions of (tj)
m
j=0 and (sj)
m+1
j=0 , respectively. Then Q0 = A and Qj = Tj−1 for all
j ∈ Z1,m+1.
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Proof. Because of Definition 2.8, (2.11), and Definition 10.1, we get Q0 = L0 = s0 = A.
According to Proposition 10.14, the sequence (sj)m+1j=0 belongs to K
≥
q,m+1,α. By virtue
of Lemma 2.3(a), we have t∗0 = t0 and t
∗
m = tm, which, in view of A ∈ C
q×q
≥ and
N (A) ⊆ [N (t0)] ∩ [N (tm)], implies [R(t0)] ∪ [R(tm)] ⊆ R(A). Proposition 3.8(c) yields
furthermore (tj)mj=0 ∈ D˜q×q,m. Taking additionally into account Definitions 3.7 and 3.3,
we conclude that N (A) ⊆
⋂m
j=0N (tj) and
⋃m
j=0R(tj) ⊆ R(A). From Lemma 10.6(b)
we see then that (tj)mj=0 is exactly the first α-S-transform of (sj)
m+1
j=0 . The application
of Theorem 9.25 with k = 1 yields then Tm = Qm+1 − ǫm+1,0 (where ǫm+1,0 is given via
(9.10)) and, in the case m ≥ 1, furthermore Tl = Q1+l for all l ∈ Z0,m−1. Remark 10.3
yields (sj)m+1j=0 ∈ Dq×q,m+1. Taking into account (9.10), Definitions 8.1 and 3.3, and
parts (c) and (b) of Remark A.1, we obtain then ǫm+1,0 = 0q×q. Thus, Tl = Q1+l for all
l ∈ Z0,m, which completes the proof.
Theorem 10.17. Let α ∈ R, let κ ∈ N0 ∪{+∞}, let (tj)κj=0 ∈ K
≥,e
q,κ,α, and let A ∈ C
q×q
≥
be such that N (A) ⊆ N (t0). Denote by (sj)
κ+1
j=0 the first inverse α-S-transform corre-
sponding to [(tj)
κ
j=0, A] and by (Tj)
κ
j=0 and (Qj)
κ+1
j=0 the right α-Stieltjes parametrization
of (tj)
κ
j=0 and (sj)
κ+1
j=0 , respectively. Then Q0 = A and Qj = Tj−1 for all j ∈ Z1,κ+1.
Proof. Because of Definition 2.8, (2.11), and Definition 10.1, we have Q0 = L0 = s0 = A.
According to Proposition 10.15, the sequence (sj)κ+1j=0 belongs to K
≥,e
q,κ+1,α. Obviously,
we have (tj)κj=0 ∈ K
≥
q,κ,α. Because of Lemma 2.3(a), hence t
∗
0 = t0, which, in view
of A ∈ Cq×q≥ and N (A) ⊆ N (t0), implies R(t0) ⊆ R(A). Proposition 3.8(a) yields
furthermore (tj)κj=0 ∈ Dq×q,κ. From Proposition 10.8 we see then that (tj)
κ
j=0 is exactly
the first α-S-transform of (sj)κ+1j=0 . The application of Theorem 9.26 with k = 1 yields
then Tl = Q1+l for all l ∈ Z0,κ, which completes the proof.
Proposition 10.18. Let α ∈ R, let κ ∈ N0 ∪ {+∞}, let (tj)κj=0 ∈ K
>
q,κ,α, and let
A ∈ Cq×q> . Then the first inverse α-S-transform corresponding to [(tj)
κ
j=0, A] belongs to
K>q,κ+1,α.
Proof. From Proposition 3.8(d) we obtain (tj)κj=0 ∈ K
≥,e
q,κ,α. Since A belongs to C
q×q
> ,
we have A ∈ Cq×q≥ and detA 6= 0. In particular, N (A) ⊆ N (t0). Denote by (sj)
κ+1
j=0
the first inverse α-S-transform corresponding to [(tj)κj=0, A]. From Theorem 10.17 we
get then Q0 = A and Qj = Tj−1 for all j ∈ Z1,κ+1, where (Tj)κj=0 and (Qj)
κ+1
j=0 denote
the right α-Stieltjes parametrizations of (tj)κj=0 and (sj)
κ+1
j=0 , respectively. According to
Theorem 2.11(c), we have Tl ∈ C
q×q
> for all l ∈ Z0,κ. In view of A ∈ C
q×q
> , thus Qj ∈ C
q×q
>
for all j ∈ Z0,κ+1 which, in view of Theorem 2.11(c), implies (sj)κ+1j=0 ∈ K
>
q,κ+1,α.
Proposition 10.19. Let α ∈ R, let m ∈ N0, let (tj)mj=0 ∈ K
≥,cd
q,m,α, and let A ∈ C
q×q
≥
be such that N (A) ⊆ N (t0) in the case m ≥ 2. Then the first inverse α-S-transform
corresponding to [(tj)
m
j=0, A] belongs to K
≥,cd
q,m+1,α.
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Proof. Because of Proposition 3.8(d), we have (tj)mj=0 ∈ K
≥,e
q,m,α. The application of
Proposition 10.15 yields then (sj)m+1j=0 ∈ K
≥,e
q,m+1,α, where (sj)
m+1
j=0 denotes the first in-
verse α-S-transform corresponding to [(tj)mj=0, A]. In particular, (tj)
m
j=0 ∈ K
≥
q,m,α and
(sj)
m+1
j=0 ∈ K
≥
q,m+1,α. We show now that Qm+1 = 0q×q holds true, where (Qj)
m+1
j=0 denotes
the right α-Stieltjes parametrization of (sj)m+1j=0 .
First we consider the casem = 0. Because of (2.3) then (tj)0j=0 belongs to H
≥,cd
q,0 which,
in view of (2.11) and (2.2), implies t0 = L
(t)
0 = 0q×q. From Lemma 10.4 we obtain hence
s0 = A and s1 = αs0 + AA†t0A†s
[+,α]
0 = αA. In view of Definition 2.8, (2.16), (2.11),
and (1.3), this implies Q1 = Lα⊲0 = sα⊲0 = −αs0 + s1 = −αA+ αA = 0q×q.
Now we consider the case m = 1. Because of (1.3) and (2.4), then the sequence (uj)0j=0
given by u0 := −αt0 + t1 belongs to H
≥,cd
q,0 which, in view of (2.11) and (2.2), implies
u0 = L
(u)
0 = 0q×q. Thus, t1 = αt0. Using Definition 4.1 and Lemma 10.4, then s0 = A,
s1 = αs0 +AA
†t0A
†s
[+,α]
0 = αs0 +AA
†t0A
†s0 = αA+AA
†t0A
†A,
and
s2 = αs1 +AA
†(t1A
†s
[+,α]
0 + t0A
†s
[+,α]
1 ) = αs1 +AA
†
[
t1A
†s0 + t0A
†(−αs0 + s1)
]
= αs1 +AA
†(αt0A
†s0 − αt0A
†s0 + t0A
†s1) = αs1 +AA
†t0A
†s1
= α(αA+AA†t0A
†A) +AA†t0A
†(αA+AA†t0A
†A)
= α2A+ 2αAA†t0A
†A+AA†t0A
†AA†t0A
†A
= (αA+AA†t0A
†A)A†(αA+AA†t0A
†A) = s1s
†
0s1.
In view of Definition 2.8, (2.11), (2.7), (1.1), and (1.3), this implies Q2 = L1 = s2 −
z1,1H
†
0y1,1 = s2 − s1s
†
0s1 = 0q×q.
Finally, we consider the case m ≥ 2. From Theorem 10.17 we obtain then Qm+1 = Tm,
where (Tj)mj=0 denotes the right α-Stieltjes parametrization of (tj)
m
j=0. According to [21,
Proposition 5.3], we have Tm = 0q×q and hence Qm+1 = 0q×q.
Thus, in each case, Qm+1 = 0q×q holds true, which, in view of (sj)m+1j=0 ∈ K
≥
q,m+1,α
and [21, Proposition 5.3], implies (sj)m+1j=0 ∈ K
≥,cd
q,m+1,α.
The following example shows that, in the case m ≥ 2, the assumption N (A) ⊆ N (t0)
in Proposition 10.19 cannot be omitted.
Example 10.20. Let q := 2, let α := −1, let t0 := [ 1 00 1
]
, let t1 :=
[
1 1
1 0
]
, let t2 :=
[
2 1
1 1
]
,
and let A :=
[
1 0
0 0
]
. According to (2.8), then
H
(t)
1 =
[
t0 t1
t1 t2
]
=
[
1 0 1 1
0 1 1 0
]∗ [
1 0 1 1
0 1 1 0
]
∈ C4×4≥ ,
which implies (tj)2j=0 ∈ H
≥
q,2. Obviously, −αt0 + t1 =
[
2 1
1 1
]
∈ C2×2≥ , which, in view
of (2.8), implies (−αtj + tj+1)0j=0 ∈ H
≥
q,0. According to (1.3) and (1.4), thus (tj)
2
j=0 ∈
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K≥q,2,α. Because of (2.11), (2.7), and (2.8), furthermore L
(t)
1 = t2 − z
(t)
1,1(H
(t)
0 )
†y
(t)
1,1 =
t2 − t1t
†
0t1 = 02×2. By (2.2), hence (tj)
2
j=0 ∈ H
≥,cd
q,2 . According to (2.3), then (tj)
2
j=0 ∈
K≥,cdq,2,α. Obviously, A ∈ C
2×2
≥ and N (A) * N (t0). Denote by (sj)
3
j=0 the first inverse
α-S-transform corresponding to [(tj)2j=0, A]. Using A
2 = A, A† = A, At1A = A, At2A =
2A, and Definition 4.1, we obtain from Lemma 10.4 then s0 = A,
s1 = αs0 +AA
†t0A
†s
[+,α]
0 = αs0 +AA
†t0A
†s0 = −A+AA
† · I2 ·A
†A = 02×2,
s2 = αs1 +AA
†(t1A
†s
[+,α]
0 + t0A
†s
[+,α]
1 ) = αs1 +AA
†
[
t1A
†s0 + t0A
†(−αs0 + s1)
]
= −02×2 +AA
†
[
t1A
†A+ I2 · A
†(A+ 02×2)
]
= 2A,
and, consequently,
s3 = αs2 +AA
†(t2A
†s
[+,α]
0 + t1A
†s
[+,α]
1 + t0A
†s
[+,α]
2 )
= αs2 +AA
†
[
t2A
†s0 + t1A
†(−αs0 + s1) + t0A
†(−αs1 + s2)
]
= −2A+AA†
[
t2A
†A+ t1A
†(A+ 02×2) + I2 ·A
†(02×2 + 2A)
]
= 3A.
In view of (1.3), then sα⊲0 = A and sα⊲1 = 2A, and sα⊲2 = 5A, which, in view of (2.16),
(2.11), (2.17), (2.15), (2.7), and (2.8), implies Lα⊲1 = sα⊲2 − zα⊲1,1(Hα⊲0)†yα⊲1,1
= A 6= 02×2. By (2.2), hence (sα⊲j)2j=0 /∈ H
≥,cd
q,2 . According to (2.4), then (sj)
3
j=0 /∈
K≥,cdq,3,α.
Proposition 10.21. Let α ∈ R, let κ ∈ N0∪{+∞}, let m ∈ Z0,κ, let (tj)κj=0 ∈ K
≥,cd,m
q,κ,α ,
and let A ∈ Cq×q≥ be such that N (A) ⊆ N (t0) in the case m ≥ 2. Then the first inverse
α-S-transform corresponding to [(tj)
κ
j=0, A] belongs to K
≥,cd,m+1
q,κ+1,α .
Proof. Because of (2.5), we have (tj)κj=0 ∈ K
≥
q,κ,α and (tj)
m
j=0 ∈ K
≥,cd
q,m,α. The application
of Proposition 10.14 yields (sj)κ+1j=0 ∈ K
≥
q,κ+1,α, where (sj)
κ+1
j=0 denotes the first inverse
α-S-transform corresponding to [(tj)κj=0, A]. From Proposition 10.19 we obtain, in view
of Remark 10.2, furthermore (sj)m+1j=0 ∈ K
≥,cd
q,m+1,α. According to (2.5), we have then
(sj)
κ+1
j=0 ∈ K
≥,cd,m+1
q,κ+1,α .
Corollary 10.22. Let α ∈ R, let κ ∈ N0∪{+∞}, let (tj)κj=0 ∈ K
≥,cd
q,κ,α, and let A ∈ C
q×q
≥
be such that N (A) ⊆ N (t0). Then the first inverse α-S-transform corresponding to
[(tj)
κ
j=0, A] belongs to K
≥,cd
q,κ+1,α.
Proof. Use Proposition 10.19, (2.6), and Proposition 10.21.
A. Some facts from matrix theory
Remark A.1. Let A be a complex p× q matrix and let m,n ∈ N. Then:
(a) (A†)† = A, (A†)∗ = (A∗)†, N (A†) = N (A∗), and R(A†) = R(A∗).
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(b) If B is a complex m× q matrix, then N (A) ⊆ N (B) if and only if BA†A = B.
(c) If C is a complex p× n matrix, then R(C) ⊆ R(A) if and only if AA†C = C.
(d) If U is complex m× p matrix with U∗U = Ip and if V is a complex q × n matrix
with V V ∗ = Iq, then (UAV )† = V ∗A†U∗.
Note that the sets Lq,n and Uq,n are defined in Notation 7.14.
Remark A.2. Let n ∈ N0. Then Lq,n and Uq,n are subgroups of the general linear
group GL((n + 1)q,C) of all non-singular complex (n+ 1)q × (n+ 1)q matrices with
Lq,n ∩ Uq,n = {I(n+1)q}. Furthermore, detA = 1 for all A ∈ Lq,n ∪ Uq,n, Uq,n = {L∗|L ∈
Lq,n}, and Lq,n = {U∗|U ∈ Uq,n}.
Remark A.3. Let m,n ∈ N0. In view of Notation 7.14, then diag[L,M ] ∈ Lq,m+n+1
for all L ∈ Lq,m and all M ∈ Lq,n and diag[U, V ] ∈ Uq,m+n+1 for all U ∈ Uq,m and all
V ∈ Uq,n.
Remark A.4. Let n ∈ N0, let (Aj)nj=0 and (Bj)
n
j=0 be sequences of complex p× q matrices,
and let E,V ∈ Lp,n and F,W ∈ Uq,n be such that E · diag[A0, A1, . . . , An] · F = V ·
diag[B0, B1, . . . , Bn] ·W . Then we easily see that Aj = Bj holds true for all j ∈ Z0,n.
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