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Abstract
In this paper five questions related with the existence of nilpotent completions of partial
upper triangular matrices, lower irreducibles and with trace equal to zero are presented and
solved.
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1. Introduction
A matrix A = [aij ]m,ni,j=1 is said to be a partial matrix if some of its entries are
given elements from an infinite field F and the remaining are unspecified and can
be treated as free variables (we represent the unspecified entries of a partial matrix A
by “” or “xij ”). The set of pairs (i, j) ∈ {1, 2, . . . , m} × {1, 2, . . . , n} such that the
element in position (i, j) of matrix A is specified is called the pattern of matrix A.
The matrix Ac obtained from A by replacing the unspecified entries by elements of
F is called completion of matrix A. When all of the unspecified entries are replaced
by zeros we obtain the matrix A0 called the zero completion of matrix A.
A completion problem consists of studying under what conditions there exists a
completion Ac of the partial matrix A such that it verifies some specific properties.
That is
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Let A be a partial matrix. If  represents some property, then
• Does there exist a completion Ac, of matrix A, verifying the property ?
• If, in general, this completion does not exist, under what conditions can we assure
that the partial matrix A has a completion Ac verifying the property ?
As we can see, the completion problems are very large because they depend of
the pattern of the partial matrix A and the specified property .
One of the completion problems, extensively studied but as not yet solved in gen-
eral is the minimal rank problem, that is, if we define the minimal rank of a partial
matrix A by the following expression:
r(A) = min {rank(Ac) /Ac is a completion of A},
where the minimum is taken over the set of all ranks of possible completions Ac of
A, then
Which is the value of r(A)?
To solve this problem consists of finding a mathematical expression, which allows
us to obtain the minimal rank of a partial matrix A from ranks of the totally specified
submatrices of A. In general, there does not exist this mathematical expression as
we can see in the following example given by Cohen et al. [1], from the following
partial matrix:
A =


a1 b1   . . .  
 a2 b2  . . .  
  a3 b3 . . .  
   a4 . . .  
...
...
...
...
...
...
    . . . an−1 bn−1
bn    . . .  an


.
If ai /= 0 and bi /= 0, for i = 1, 2, . . . , n, all the totally specified submatrices of A
have rank equal to one. Then, if there exists a mathematical expression to obtain the
minimal rank of A from ranks of these totally specified submatrices, every partial
matrix with this structure and satisfying these conditions should have the same min-
imal rank. However, it is not difficult to prove that matrix A satisfies that
r(A) =
{
1 if a1a2 · · · an = b1b2 · · · bn,
2 otherwise.
A special kind of matrices, for which there exists this desired mathematical expres-
sion is the partial upper triangular matrices, that is, partial matrices of size n × n,
whose pattern is
P = {(i, j) ∈ {1, 2, . . . , n} × {1, 2, . . . , n} / i  j}
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and its structure:
A =


a11 a12 · · · a1n−1 a1n
 a22 · · · a2n−1 a2n
...
...
...
...
  · · · an−1n−1 an−1n
  · · ·  ann

 .
For this kind of matrices Woerdeman (see [11]) proved that the minimal rank of A
can be obtained from the following expression:
r(A) =
n∑
k=1
rank
([aij ]k,ni=1,j=k)−
n−1∑
k=1
rank
([aij ]k,ni=1,j=k+1). (1)
Several authors such that Ball, Gohberg, Krupnik, Rodman and Shalom have studied
some properties about partial upper triangular matrices by using the basic concepts
of lower similarity and lower irreducibility, whose definitions are:
• Lower similarity. Let A and B be two partial upper triangular matrices of size
n × n. Then, A is lower similar to B if, and only if, there exists a non-singular
lower triangular matrix S of size n × n, such that A = S−1BS.
• Lower irreducibility. The partial upper triangular matrix A is lower irreducible if
each of the submatrices [aij ]k,ni=1,j=k+1, of A, is not the k × (n − k) zero matrix,
for k = 1, 2, . . . , n − 1.
The basic results, which have been used as a starting point for this work are:
Theorem 1 (Theorem 3.1 of [2]). Let A be a partial upper triangular matrix, lower
irreducible over F and let α1, α2, . . . , αn be given numbers in F(some of them
might repeat). Then, there exists a completion Ac of A such that α1, α2, . . . , αn are
its eigenvalues if, and only if, trace(A) = ∑ni=1 αi.
Theorem 2 (Theorem 2.1 of [10]). Let A be a partial upper triangular matrix, lower
irreducible over F and let α1, α2, . . . , αn be given numbers in F(some of them
might repeat). Then, there exists a non-derogatory completion Ac of A such that
α1, α2, . . . , αn are its eigenvalues if, and only if, trace(A) = ∑ni=1 αi.
Taking into account these two theorems, if a partial upper triangular matrix A,
lower irreducible we add the condition trace(A) = 0, then:
• Theorem 1 ⇒ there exists a nilpotent completion Ac of A.
• Theorem 2 ⇒ there exists a non-derogatory nilpotent completion Ac of A.
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From now on we will work with partial upper triangular matrices, lower irreducible,
with trace equal to zero and size n × n. In this case, if we define the set
N = {Ac /Ac is a nilpotent completion of A},
we can assure that
• N /= ∅,
• ∃Ac ∈N / rank(Ac) = n − 1.
As a consequence of this fact, we are going to present five questions, all of them
related with the existence of nilpotent completions of partial upper triangular matrix
A, lower irreducible and with trace equal to zero, that we solve in the following
sections.
If A is a partial upper triangular matrix, we know the value of its minimal rank and
also that there exist completions of A such that their rank are equal to the minimal
rank of A. However we do not know if some of these completions are nilpotent
completions. Therefore, the first question that we are going to analyze is
Question 1. Given a partial upper triangular matrix A, lower irreducible and with
trace equal to zero, does there exist a nilpotent completion Ac, of A, such that its
rank is equal to the minimal rank of A, that is, rank(Ac) = r(A)?
The answer to this question is that, in general, it is not possible to find a nilpotent
completion of the matrix A such that its rank is equal to the minimal rank of A and it
was given by Rodman and Shalom (see [10]) by using a partial matrix of size 4 × 4
and minimal rank equal to two. After, Cristina Jordán in her PhD (see [4]) gave
counterexamples for matrices of size n × n, with n  5 and minimal rank equal to
three.
However, it is known that this kind of nilpotent completion exists when the partial
upper triangular matrix A, lower irreducible, of size n × n and with trace equal to
zero verifies:
(a) r(A) = 1.
(b) r(A) = n − 1.
These results appear in [10] and, from the last, we can assure that the nilpotent com-
pletion also exists when r(A) = 2 or r(A) = 3 and A is of size 3 × 3 or 4 × 4,
respectively.
Special kinds of partial upper triangular matrices are the partial Jordan matrices,
partial Hessenberg matrices, or matrices in its partial upper canonical form, whose
definitions are:
Definition 1. A partial upper triangular matrix A, of size n × n, is a partial Jordan
matrix if its zero completion A0 is a Jordan matrix.
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Example 1. The following partial upper triangular matrix
A =


0 1 0 0 0
 0 0 0 0
  1 1 0
   1 1
    1


is a partial Jordan matrix.
Definition 2. Let A be a partial upper triangular matrix, of size n × n. Then, A is a
partial Hessenberg matrix if the elements of its diagonals strictly up of the superdi-
agonal are equal to zero.
Example 2. The partial upper triangular matrix
A =


0 1 0 0 0
 2 3 0 0
  3 1 0
   2 0
    1


is a partial Hessenberg matrix.
Gohberg and Rubinstein [3] gave the definition of upper canonical form for non-
partial matrices. This concept can be extended, in a natural way, to the partial upper
triangular matrices in the following form:
Definition 3. Let A be a partial upper triangular matrix, of size n × n. Then, A is in
the partial upper canonical form if its structure is:
(i) If n is even, that is n = 2p,
A =


a11 0 · · · 0 0 · · · 0 1
 a22 · · · 0 0 · · · 1 0
...
...
...
...
...
...
  · · · app 1 · · · 0 0
  · · ·  0 · · · 0 0
...
...
...
...
...
...
  · · ·   · · · 0 0
  · · ·   · · ·  0


.
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(ii) If n is odd, that is n = 2p + 1,
A =


a11 0 · · · 0 0 0 · · · 0 1
 a22 · · · 0 0 0 · · · 1 0
...
...
...
...
...
...
...
  · · · app 0 1 · · · 0 0
  · · ·  ap+1p+1 0 · · · 0 0
  · · ·   0 · · · 0 0
...
...
...
...
...
...
...
  · · ·    · · · 0 0
  · · ·    · · ·  0


.
It is known that if a partial upper triangular matrix A, with trace equal to zero, is
lower similar to one of the canonical forms that we have defined, then, there exists
a nilpotent completion Ac, such that its rank is equal to the minimal rank of A.
Therefore, there exists the desired completion when:
(c) A is lower similar to a partial Jordan matrix with main diagonal equal to zero.
(d) A is lower similar to a partial Hessenberg matrix with main diagonal equal to
zero.
(e) A is lower similar to a partial matrix in the upper canonical form.
(f) A is lower similar to a partial matrix with main diagonal equal to zero and a
non-zero element, at maximum, in each row and column in the upper triangular
part.
The first two cases have been proved by Rodman and Shalom [10] and the remain-
ing by Jordán et al. [4,8].
The following table summarizes the commented results for the first question:
Lower similar
An×n to a matrix r(A) = 1 r(A) = n − 1 r(A) = 2 r(A) = 3 r(A)  4
(c)–(f)
QUESTION 1
Yes, n = 3 Yes, n = 4 Yes, n =
r(A) + 1
∃Ac ∈N/ Yes Yes Yes Not always,
n = 4
rank(Ac) = ?, n  5 Not always, ?, n 
r(A)? n  5 r(A) + 2
Taking into account this table in Section 2 we will study the answer to the first
question when the partial upper triangular matrix A, lower irreducible, with trace
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equal to zero and not lower similar to some of the matrices of type (c), (d), (e) or (f),
satisfies:
(1) r(A) = 2 and A is of size n × n, with n > 4.
(2) r(A) > 3 and A is of size n × n, with n  r(A) + 2.
Now, suppose that A is a partial matrix for which does not exist a nilpotent com-
pletion Ac such that its rank is equal to the minimal rank of A. If we define the
number rN, as follows:
rN = min
{
rank(Ac) /Ac ∈N
}
,
where the minimum is taken over the set of all ranks of possible nilpotent comple-
tions Ac of A, then the second question is
Question 2. Let A be a partial upper triangular matrix, lower irreducible and with
trace equal to zero. Then, which is the value of rN?
From the known results for the first question we can give the following table:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
QUESTION 2
rN = 2, rN = r(A),
if n = 3 if n = r(A) + 1
Which is the value rN = r(A) rN = 1 rN = n − 1
of rN?
?, if n  4 ?, if n  r(A) + 2
In Section 2 we will also study the answer of this question when r(A)  2 and
n  r(A) + 2.
The two previous questions are related with the minimal rank of a partial upper
triangular matrix A. In the following question not only appears the minimal rank of
A but also the minimal rank of the powers of partial matrix A. We recall that the
minimal rank of the kth power of partial matrix A is defined as follows:
r(Ak) = min {rank(Akc) /Ac is a completion of A}.
It is known that every matrix, totally specified, B satisfies the following inequali-
ties:
rank(Bk) − rank(Bk+1)  rank(Bk+1) − rank(Bk+2) ∀k  1.
In particular, if A is a partial upper triangular matrix, lower irreducible and with trace
equal to zero, every completion Ac of A also satisfies
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rank(Akc) − rank(Ak+1c )  rank(Ak+1c ) − rank(Ak+2c ) ∀k  1.
Therefore, it is logical to wonder if these inequalities are satisfied when we replace
Ac by the partial matrix A and rank of Ajc by minimal rank of partial matrix Aj .
Then, the third question is
Question 3. Let A be a partial upper triangular matrix, lower irreducible and with
trace equal to zero. Then, are the following inequalities satisfied:
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1?
At first glance, it is possible to think that we cannot give an answer to this question
because, although A is a partial upper triangular matrix and we can obtain its minimal
rank, the powers of this matrix lose this structure and we do not have a mathematical
expression to obtain the corresponding minimal rank. Despite this fact, we know that
the inequalities are satisfied when:
• r(A) = 1. In this case it is easy to prove that r(Ak) = 0 ∀k  2.
• A is lower similar to a canonical form of type (c)–(f). In all these cases we can
obtain a nilpotent completion Ac of A such that
rank(Ac) = r(A),
rank(Akc) = r(Ak) for k  2.
These results are in [4,6,8].
The following table summarizes the commented results for the third question:
Lower similar
An×n to a matrix r(A) = 1 r(A)  2
(c)–(f)
QUESTION 3
r(Ak) − r(Ak+1)  Yes Yes ?
r(Ak+1) − r(Ak+2) ?
In Section 3 we will study what happen when the minimal rank of the partial
matrix A es greater than or equal to 2.
The last two questions are connected with two conjectures presented by Rodman
and Shalom [10]. In both they use the following concept:
Majorization. Let {qi}ri=1 and {ki}pi=1 be two sequences of non-increasing and non-
negative integers. We say that {ki}pi=1 majorizes {qi}ri=1 (denoted by {qi}ri=1 ≺
{ki}pi=1) if
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s∑
i=1
qi 
s∑
i=1
ki, s = 1, 2, . . . , p, and
r∑
i=1
qi =
p∑
i=1
ki .
The fourth question is related with the following second conjecture:
Conjecture 2. Let A be a partial upper triangular matrix and assume that there
exists a nilpotent completion Ac of A such that its Jordan structure is
JAc = Jn1(0) ⊕ Jn2(0) ⊕ · · · ⊕ Jns (0)
with n1  n2  · · ·  ns  1. Then, for every sequence of non-negative integers
{mi}ti=1, such that m1  m2  · · ·  mt  1 and {ni}si=1 ≺ {mi}ti=1, there exists a
nilpotent completion A′c of A, such that its Jordan form is
JA′c = Jm1(0) ⊕ Jm2(0) ⊕ · · · ⊕ Jmt (0)
This conjecture has been proved by Krupnik and Leibman by using Graphs The-
ory (see [9]). This fact led us to study if there exists a nilpotent completion of A
whose Segre characteristic is majorized by the Segre characteristic of all possible
nilpotent completion of A. If this completion exists, we only need to find it and by
applying the Krupnik’s algorithm to this completion we can obtain the remaining
nilpotent completions of A. Therefore we have the following question:
Question. Let A be a partial upper triangular matrix, lower irreducible and with
trace equal to zero. Then, does there exist a nilpotent completion of A such that its
Segre characteristic is majorized by the Segre characteristic of all possible nilpotent
completion of A?
In order to give an answer to this question we define the following set:
S = {{sk}qk=1 / ∃Ac ∈N, JAc = Js1(0) ⊕ Js2(0) ⊕ · · · ⊕ Jsq (0)}.
It is easy to see that the majorization induces a partial order relation inS. If there
exists a minimum in S respect to the order relation, the nilpotent completion of A
such that its Segre characteristic is this minimum allows us to obtain all nilpotent
completions of A. Therefore, to give an answer to the previous question is similar to
give an answer to the following fourth question:
Question 4. Does there exist minimum in S respect to the order relation induced
by the majorization?
Respect to this question, when A is of size n × n, we know that the minimum
exists in the following cases:
• When r(A) = 1, being the minimum the sequence {2, 1, . . . , 1}.
• When r(A) = n − 1. In this case the only element ofS is {n}.
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• When A is lower similar to one of the above mentioned canonical forms (c)–(f),
being the minimum the Segre characteristic of the nilpotent completion Ac that we
can find verifying that rank(Akc) = r(Ak) for all k (see [4,6,8]).
• When r(A) = 2. In this case the minimum exists but depend on the structure of
the partial matrix A, as we can see in [7].
In short, we have the following table:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
QUESTION 4
Yes, n = r(A) + 1
Does there exist Yes Yes Yes Yes
minimum in the setS? ?, n  r(A) + 2
In Section 4 we will study if this minimum exists when A is not lower similar to
one of the canonical forms (c)–(f), has minimal rank greater than o equal to three
and size n × n, with n  r(A) + 2.
Finally, the fifth question is related with the following first conjecture presented
by Rodman and Shalom:
Conjecture 1. Let A be a partial upper triangular matrix, lower irreducible and
with trace equal to zero. Let n1  n2  · · ·  np  1 be a set of p integers such
that
∑p
i=1 ni = n. Then, there exists a nilpotent completion Ac, of A, such that
JAc = Jn1(0) ⊕ Jn2(0) ⊕ · · · ⊕ Jnp(0)
if and only if
r(Ak) 
∑
i:nik
(ni − k), k = 1, 2, . . . , n1.
Therefore, our fifth question is:
Question 5. When is this conjecture satisfied?
Respect to this question we know that the first conjecture is satisfied when the
partial upper triangular matrix A, lower irreducible and with trace equal to zero ver-
ifies:
• A is of size n × n, with n  5.
• r(A) = 1 or r(A) = n − 1, and of size n × n.
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• r(A) = 2 and size n × n.
• A is lower similar to one of the canonical forms (c)–(f).
The two first results are proved by Rodman and Shalom [10] and the remaining
by Jordán et al. [4,6–8].
In [5] the authors prove that this conjecture it is not true when the partial matrix
A has minimal rank equal to three and size n × n, with n  6.
Lastly, we present in the following table the previous results for the fifth question:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A) = 3 r(A) > 3
(c)–(f)
QUESTION 5
Is the first conjecture Yes, n  5
of Rodman and Yes Yes Yes Yes ?
Shalom true? No, n  6
In Section 5 we will study this conjecture when r(A) > 3.
2. First and second question
In this section, as we commented in the introduction, we study the posed first and
second questions, which can be summarized in the following form:
Given a partial upper triangular matrix A, lower irreducible inferior, with trace
equal to zero and minimal rank, r(A), equal to r:
• Does there exist a nilpotent completion Ac, of partial matrix A, such that its
rank is equal to the minimal rank of A, that is, rank(Ac) = r(A)?
• If the answer to the previous question is negative, which is the value of rN?,
that is, which is the minimal rank over the set of all ranks of possible nilpotent
completions of A?
First, we study the existence of nilpotent completions Ac of a partial upper trian-
gular matrix A, lower irreducible and with trace equal to zero, such that rank(Ac) =
r(A), when r(A) > 1 and the size of matrix A is n × n, with n  r(A) + 2.
Proposition 1. For all r > 1 there exists a partial upper triangular matrix A, lower
irreducible, with trace equal to zero, minimal rank r(A) = r and size n × n, with
n  r + 2, for which there does not exist a nilpotent completion Ac such that
rank(Ac) = r(A).
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Proof. Consider the following upper triangular matrix A, with r(A) = r > 1 and
size n × n, n  r + 2,
A =


1 − r 0 0 . . . 0 0 . . . 0 1 0
 1 0 . . . 0 0 . . . 0 0 0
  1 . . . 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
   . . . 1 0 . . . 0 0 1
   . . .  0 . . . 0 0 0
...
...
...
...
...
...
...
...
   . . .   . . . 0 0 0
   . . .   . . .  0 0
   . . .   . . .   0


r
n − (r + 2)
If Ac is a completion of A such that rank(Ac) = r(A), then its structure is the fol-
lowing:
A =


1 − r 0 0 . . . 0 0 . . . 0 1 0
c21 1 0 . . . 0 0 . . . 0 0 0
c31 c32 1 . . . 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
cr1 cr2 cr3 . . . 1 0 . . . 0 0 1
cr+11 cr+12 cr+13 . . . 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
cn−21 cn−22 cn−23 . . . 0 0 . . . 0 0 0
cn−11 cn−12 cn−13 . . . 0 0 . . . 0 0 0
cn1 cn2 cn3 . . . 0 0 . . . 0 cnn−1 0


.
Therefore, we can assure that λ = 1 is one of its eigenvalues. As a consequence of
this fact the result follows. 
From the before proposition and the results commented in the introduction, we
have the following table, which summarizes the obtained results:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)-(f)
QUESTION 1
Yes, n = 3 Yes,
n = r(A) + 1
∃Ac ∈N/ Yes Yes Yes
rank(Ac) = r(A)? Not always, Not always,
n  4 n  r(A) + 2
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Now we are going to study if there exists conditions under which we can assure
that a partial upper triangular matrix A, with the conditions of previous proposition,
has a nilpotent completion Ac such that rank(Ac) = r(A).
Firstly, we suppose that the r-firsts rows of A are linearly independent, that is, the
partial matrix A
A =


a11 a12 a13 . . . a1n−1 a1n
 a22 a23 . . . a2n−1 a2n
  a33 . . . a3n−1 a3n
...
...
...
...
...
   . . . an−1n−1 an−1n
   . . .  ann


verifies that the submatrices [aij ]k,ni=1,j=k , for k = 1, 2, . . . , r , have maximum rank.
Then, without loss of generality, we can assume that A has the following structure:
A =
[
A11 A12
X21 A22
]
r
n − r (2)
where A11 is a partial upper triangular matrix with trace equal to zero, A12 is a matrix
with all of its elements specified and A22 is a partial upper triangular matrix with
its known elements equal to zero. Otherwise, by lower similarity we can transform
matrix A into a matrix of this type.
Proposition 2. Let A be a partial upper triangular matrix, lower irreducible, with
trace equal to zero and minimal rank r(A) = r, defined by (2). Then, there exists a
nilpotent completion Ac of A such that rank(Ac) = r(A) = r if:
(i) The main diagonal of A11 is equal to zero.
(ii) The main diagonal of A11 is not equal to zero but A11 is lower irreducible.
(iii) The main diagonal of A11 is not equal to zero, A11 is not lower irreducible but
A11 can be decomposed in diagonal blocks lower irreducibles with trace equal
to zero.
Proof. (i) If the main diagonal of A11 is equal to zero it is easy to see that the
completion A0, obtained by replacing the unspecified entries of A with zeros, is a
nilpotent completion of A such that rank(A0) = r(A) = r .
(ii) If the main diagonal of A11 is not equal to zero but A11 is lower irreducible, by
applying Theorem 2.1 of [10] (see Theorem 2 in the introduction) to this matrix we
obtain a nilpotent completion A11c , of A11, such that rank(A11c ) = r − 1. Then, by
replacing the remaining unspecified entries of A by zeros we obtain the completion
Ac =
[
A11c A12
X210 A220
]
=
[
A11c A12
O O
]
r
n − r
This matrix is a nilpotent completion of A which satisfies that rank(Ac) = r(A) = r .
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(iii) Since A11 is not lower irreducible but it can be decomposed in diagonal
blocks lower irreducibles and with trace equal to zero, we can suppose that A has
the following structure:
A =


A111 O . . . O O
X21 A112 . . . O O
...
...
...
... A12
Xp−11 Xp−12 . . . A11p−1 O
Xp1 Xp2 . . . Xpp−1 A11p
X21 A22


r1
r2
...
rp−1
rp
n − r
where
∑p
i=1 ri = r and A11i is lower irreducible, with trace equal to zero, for i =
1, 2, . . . , p.
By applying Theorem 2.1 of [10] to A11i , we obtain a nilpotent completion A11ic
such that rank(A11ic ) = ri − 1, for i = 1, 2, . . . , p. Now, by replacing each diagonal
block A11i by its obtained nilpotent completion and the remaining unspecified entries
of A with zeros we obtain the completion:
Ac =


A111c O . . . O O
O A112c . . . O O
...
...
...
... A12
O O . . . A11p−1c O
O O . . . O A11pc
O O . . . O O


This matrix is a nilpotent completion of A which satisfies that rank(Ac) = r(A) = r .

Now, suppose that some entry on the main diagonal of A11 is not equal to zero,
this matrix is not lower irreducible and it cannot be decomposed in diagonal blocks
lower irreducibles with trace equal to zero. In this case, matrix A can be decomposed
in the following form:
A =

A11 O A13X21 A22 A23
X31 X32 A33

 r1r2
n − r
where r1 + r2 = r , A11 and A22 are partial upper triangular matrices, lower irredu-
cibles, with trace not equal to zero and such that trace(A11) = −trace(A22) /= 0 and
A33 is a partial upper triangular matrix with all of its known entries equal to zero.
Since A is lower irreducible, the submatrix A13 has, at least, one entry different
from zero. If there are more than one we choose the right most and highest entry. Sup-
pose that this entry is atj , with 1  t  r1 and r1 + r2 + 1  j  n. Then, matrix A
has the following form:
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A =


A11 O A131 A132
X21 A22 A231 A232
X311 X321 A331 O
X312 X322 X43 A332


r1
r2
where
A132 =


0 0 . . . 0
...
...
...
0 0 . . . 0
atj 0 . . . 0
at+1j 0 . . . 0
...
...
...
ar1j 0 . . . 0


r1×(n−j+1)
and
A232 =


ar1+1j
... A¯232
ar1+r2j


r2×(n−j+1)
,
and A331 and A332 are partial upper triangular matrices with all its specified entries
equal to zero.
By lower similarity we make the elements aij , with t + 1  i  r1 + r2, equal to
zero by using the element atj . The obtained matrix has the following structure:
A′ =


A′11 O A′131 A
′
132
X21 A22 A
′
231 A
′
232
X311 X321 A331 O
X312 X322 X43 A332


r1
r2 (3)
where trace(A′11) = trace(A11) = −trace(A22) /= 0, and
A′132 =


0 0 . . . 0
...
...
...
0 0 . . . 0
atj 0 . . . 0
0 0 . . . 0
...
...
...
0 0 . . . 0


r1×(n−j+1)
and A′232 =


0
... A¯232
0


r2×(n−j+1)
(4)
Proposition 3. Let A′ be the partial matrix defined by expression (3) and with con-
ditions given in (4). Then,
rank(A¯232) = r2 ⇒ 
 ∃A′c nilpotent/rank(A′c) = rank(A′).
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Proof. Since A¯232 has rank equal to r2, by applying lower similarity we can trans-
form A′ into the matrix:
A′′ =


A′11 O A′′131 A
′
132
X21 A
′
22 O A
′′
232
X311 X321 A331 O
X312 X322 X43 A332

 ,
where trace(A′22) = trace(A22),
A′′232 =


0
... A¯′232
0


r2×(n−j+1)
and the matrix A¯′232 has one element different from zero in each row and, at most, in
each column.
If A′′c is a completion of A′′, such that its rank is equal to the minimal rank of A′′,
that is rank(A′′c ) = r , it is not difficult to see that A′′c has the following structure:
A′′c =


A′11c O A
′′
131 A
′
132
C21 A
′
22c O A
′′
232
C31 O A331c O
C41 C42 C43 A332c


since the r-first rows are linearly independent. By lower similarity we transform
matrix A′′c into the matrix:
A′′′c =


A′′11c O A
′′
131 A
′
132
C21 A
′
22c O A
′′
232
O O O O
C′41 C′42 C′43 A′332c

 ,
where the first row of C′41, C′42, C′43 and A′332c is equal to zero. As this matrix is
similar to A′′c we have that
trace(A′′11c ) = trace(A′11c ) = trace(A′11)
= −trace(A22) = −trace(A′22) = −trace(A′22c ) /= 0.
Again, by applying lower similarity we obtain the matrix:
A
′′ ′′
c =


A′′11c O A
′′
131 A
′
132
C′21 A′′22c O A
′′
232
O O O O
O O O O

 ,
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where
trace(A′′22c ) = trace(A′22c ) = trace(A22)
= −trace(A′′11c ) = −trace(A′11) /= 0.
Then
σ(A′′c ) = σ(A′′′′c) = σ(A′′11c ) ∪ σ(A′′22c ).
Therefore, we can conclude that A′′ does not have nilpotent completions such that
its rank is equal to r and either has A′. 
Proposition 4. Let A′ be the partial matrix defined by expression (3) and with con-
ditions given in (4). Then,
rank(A¯232) < r2 ⇒ ∃A′c nilpotent / rank(A′c) = rank(A′).
Proof. Since the rank of A¯232 is less than r2 there is, at least, a row, which is a linear
combination of the remaining rows. If there are more than one we choose the row
with greater index. Suppose that this row has index equal to r1 + l, with 1  l  r2.
By lower similarity we make this row equal to zero and transform matrix A′ into the
matrix:
A′′ =


A′11 O A′131 A
′
132
X21 A
′
22 A
′′
231 A
′′
232
X311 X321 A331 O
X312 X322 X43 A332

 ,
where
A′232 =


0 ar1+1j . . . ar1n
...
...
...
0 ar1+l−1j . . . ar1+l−1n
0 0 . . . 0
0 ar1+l+1j . . . ar1+l+1n
...
...
...
0 ar1+r2j . . . ar1+r2n


r2×(n−j+1)
and trace(A′22) = trace(A22).
Now, we add the column with index j (r1 + r2 + 1  j  n) to the column with
index r1 + l and we subtract the row with index r1 + l to the row with index j . Then,
we obtain a partial matrix A′′′ lower similar to matrix A′′, being its structure:
A′′′ =


A′11 P A′131 A
′
132
X21 A
′
22 A
′′
231 A
′′
232
X311 X321 A331 O
X312 X322 X43 A332

 =
[
A′′′1 A′′′2
X A′′′3
]
,
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where P has all its elements equal to zero except the element in position (t, l), which
is equal to atj .
Since submatrix A′′′1 is a partial upper triangular matrix, lower irreducible and
with trace equal to zero, the matrix A′′′ has the form described in Proposition 2 point
(ii). Therefore, we can obtain a nilpotent completion A′′′c such that its rank is equal
to r . Going back to the lower similarities we obtain the desired nilpotent completion
of matrix A′. 
The following result is a consequence of previous proposition.
Proposition 5. Let A′ be the partial matrix defined by expression (3) and with con-
ditions given in (4). Then, if the index j is such that n − j < r2, there exists a nilpo-
tent completion A′c, of matrix A′, such that rank(A′c) = rank(A′).
Propositions 3 and 4 allow us to give the following result.
Theorem 3. Let A be a partial upper triangular matrix, lower irreducible, with
trace equal to zero and minimal rank r(A) = r > 1, of size n × n, with n  r + 2,
being its r first rows linearly independent.
If A is lower similar to a matrix
A′ =


A′11 O A′131 A
′
132
X21 A22 A
′
231 A
′
232
X31 X32 A331 O
X41 X42 X43 A332


r1
r2
r3
r4
where:
• r1 + r2 = r,
• A′11 and A22 are partial upper triangular matrices, such that
trace(A′11) = −trace(A22) /= 0,
• A331 and A332 are partial upper triangular matrices with all its specified elements
equal to zero,
•
A′132 =


0 · · · 0
...
...
atj · · · 0
...
...
0 · · · 0


r1×(n−j+1)
and A′232 =


0
... A¯232
0


r2×(n−j+1)
.
Then,
∃Ac nilpotent/rank(Ac) = r(A) = r ⇐⇒ rank (A¯232) < r2.
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Now, suppose that the partial upper triangular matrix A is lower similar to a matrix
A′, with the conditions of previous theorem, but rank(A¯232) = r2. In this case we
know that does not exist nilpotent completions Ac, of matrix A, such that rank(Ac) =
r(A). Then, which is the minimal rank over the set of all ranks of possible nilpotent
completions of partial matrix A?
In order to give an answer to this question, we make the following permutation:
P = [1, 2, . . . , r1 + r2, j, r1 + r2 + 1, . . . , j − 1, j + 1, . . . , n]
over the rows and columns of matrix A′ obtaining the following matrix:
A′′ =


A′11 O pj A′131 O
X21 A22 O A
′
231 A¯232
xj1 xj2 0 xj3 O
X31 X32 O A331 O
X′41 X′42 x′43 X′43 A′332


r1
r2
1
r3
r4 − 1
=
[
A′′1 A′′2
A′′3 A′′4
]
.
Since submatrix A′′1 is partial upper triangular matrix, lower irreducible and with
trace equal to zero, we can apply Theorem 2.1 of [10] to this matrix in order to
obtain a nilpotent completion A′′1c such that rank(A
′′
1c ) = r1 + r2. Then, the matrix
A′′c =
[
A′′1c A
′′
20
A′′30 A
′′
40
]
=
[
A′′1c A
′′
20
O O
]
is a nilpotent completion of partial matrix A′′, such that its rank is r1 + r2 + 1, that
is r + 1. Therefore, we can give the following result.
Proposition 6. Let A be a partial upper triangular matrix, lower irreducible, with
trace equal to zero and minimal rank r(A) = r > 1, of size n × n, with n  r + 2,
being its r first rows linearly independent.
If A is lower similar to a matrix:
A′ =


A′11 O A′131 A
′
132
X21 A22 A
′
231 A
′
232
X31 X32 A331 O
X41 X42 X43 A332


r1
r2
r3
r4
where:
• r1 + r2 = r,
• A′11 and A22 are partial upper triangular matrices, such that
trace(A′11) = −trace(A22) /= 0,
• A331 and A332 are partial upper triangular matrices with all its specified elements
equal to zero,
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•
A′132 =


0 · · · 0
...
...
atj · · · 0
...
...
0 · · · 0


r1×(n−j+1)
and A′232 =


0
... A¯232
0


r2×(n−j+1)
.
Then,
rN =
{
r if rank(A¯232) < r2,
r + 1 if rank(A¯232) = r2.
Finally, suppose that the partial upper triangular matrix A, lower irreducible, with
trace equal to zero and minimal rank r(A) = r , of size n × n, with n  r + 2, veri-
fies that its r linear independent rows are not its r first rows.
In this case, the partial upper triangular matrix A can be transformed, by lower
similarity, into a partial upper triangular matrix A′, such that its specified elements
in its n − r dependent rows are equal to zero.
If matrix A′ has all its elements over the main diagonal equal to zero then, the
completion A′0, obtained by replacing the remaining unspecified elements by zero,
is a nilpotent completion of A′, whose rank is equal to the minimal rank of A′. Since
A′ is lower similar to A, from A′0 we can obtain a nilpotent completion Ac of matrix
A, whose rank is equal to the minimal rank of A.
If the main diagonal of partial matrix A′ has, at least, two elements different from
zero, the following examples show that the minimal rank over the set of all ranks of
possible nilpotent completions of A depends on the structure of this matrix.
Example 3. Let A be the following partial upper triangular matrix, lower irreduc-
ible, with trace equal to zero and minimal rank r(A) = 3,
A =


a11 a12 0 0 0 a16 0
 0 0 0 0 0 0
  a33 0 0 0 0
   0 0 0 0
    a55 0 a57
     0 0
      0


,
where a11, a12, a16, a33, a55 and a57 are different from zero.
It is easy to see that any completion Ac, whose rank is equal to the minimal rank
of A, has the following structure:
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A =


a11 a12 0 0 0 a16 0
0 0 0 0 0 0 0
c31 c32 a33 0 0 0 0
c41 c42 c43 0 0 0 0
c51 c52 c53 c54 a55 0 a57
c61 c62 c63 0 0 0 0
c71 c72 c73 0 0 c76 0


.
Then, a55 /= 0 is an eigenvalue of matrix Ac. Therefore, we can assure that the partial
matrix A does not have nilpotent completions whose rank is equal to the minimal
rank of A.
If we make the permutation P = [1, 3, 5, 6, 2, 4, 7] over the rows and columns of
matrix A, we obtain the matrix
A′ = PAP T =


a11 0 0 a16 a12 0 0
 a33 0 0  0 0
  a55 0   a57
   0   0
 0 0 0 0 0 0
  0 0  0 0
      0


=
[
A′11 A′12
A′21 A′22
]
.
Since the submatrix A′11 is a partial upper triangular matrix, lower irreducible, with
trace equal to zero and size 4 × 4, we can apply it Theorem 2.1 of [10] in order
to obtain a nilpotent completion A′11c , whose Jordan structure is JA′11c (0) = J4(0).
Therefore, consider the following completion:
A′c =
[
A′11c A
′
120
O O
]
.
Let T be a matrix of size 4 × 4 such that
T −1A′11cT = JA′11c (0) = J4(0).
From the matrix
S =
[
T O
O I3×3
]
,
we obtain
A′′c = S−1A′cS =
[
T −1A′11cT T A
′
120
O O
]
=
[
JA′11c
(0) T −1A′120
O O
]
=
[
J4(0) T −1A′120
O O
]
.
This matrix is a nilpotent matrix whose rank can be 3 or 4, depending on the sub-
matrix T −1A′120 . Since A
′′
c is similar to a completion of matrix A and this matrix
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does not have a nilpotent completions with rank equal to 3, we can assure that the
rank of matrix A′′c is equal to 4. Therefore, the matrix
Ac = PT SA′′cS−1P
is a nilpotent completion of partial matrix A whose rank is equal to 4 and in this case
rN = 4.
Example 4. Let A be the following partial upper triangular matrix, lower irreduc-
ible, with trace equal to zero and minimal rank r(A) = 3,
A =


a11 a12 0 a14 0 0 0
 0 0 0 0 0 0
  a33 0 0 a36 0
   0 0 0 0
    a55 0 a57
     0 0
      0


,
where a11, a12, a14, a33, a36, a55 and a57 are different from zero.
It is not difficult to prove that any completion Ac of partial matrix A whose rank
is equal to the minimal rank of A has the following structure:
Ac =


a11 a12 0 a14 0 0 0
0 0 0 0 0 0 0
c31 c32 a33 0 0 a36 0
0 0 0 0 0 0 0
c51 c52 c53 c54 a55 0 a57
c61 c62 0 c64 0 0 0
c71 c72 c73 c74 0 c76 0


.
As a consequence a55 /= 0 is an eigenvalue of matrix Ac. Therefore, we can assure
that the partial matrix A does not have nilpotent completions whose rank is equal to
3.
Now, suppose that A¯c is a completion of matrix A whose rank is equal to 4. If we
want that A¯c is a nilpotent completion we need that at least one of the unspecified
entries in positions (6,5) or (7,5) is replacing by an element different form zero, that
is
A¯c =


a11 a12 0 a14 0 0 0
0 0 0 0 0 0 0
c31 c32 a33 0 0 a36 0
0 0 0 0 0 0 0
c51 c52 c53 c54 a55 0 a57
c61 c62 0 c64 c65 0 0
c71 c72 c73 c74 c75 c76 0


.
Then
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A¯2c =


a211 a11a12 0 a11a14 0 0 0
0 0 0 0 0 0 0
     a33a36 0
0 0 0 0 0 0 0
      a55a57
      
      


and rank(A¯2c)  1. From this matrix it is easy to prove that rank(A¯kc)  1, for all
k ∈ Z and therefore, the matrix A¯c is not a nilpotent completion of matrix A.
Taking into account the previous results which is the value of rN?
If we make the permutation P = [1, 3, 4, 5, 6, 2, 7] over the rows and columns of
matrix A, we obtain the matrix
A′ = PAP T =


a11 0 a14 0 0 a12 0
 a33 0 0 a36  0
  0 0 0  0
   a55 0  a57
    0  0
 0 0 0 0 0 0
      0


=
[
A′11 A′12
A′21 A′22
]
.
Since the submatrix A′11 is a partial upper triangular matrix, lower irreducible, with
trace equal to zero and size 5 × 5, we can apply it Theorem 2.1 of [10] in order
to obtain a nilpotent completion A′11c , whose Jordan structure is JA′11c (0) = J5(0).
Therefore, consider the following completion:
A′c =
[
A′11c A
′
120
O O
]
.
Let T be the matrix of size 5 × 5 such that
T −1A′11cT = JA′11c (0) = J5(0).
From this matrix
S =
[
T O
O I2×2
]
,
we obtain
A′′c = S−1A′cS =
[
T −1A′11cT T A
′
120
O O
]
=
[
JA′11c
(0) T −1A′120
O 0
]
=
[
J5(0) T −1A′120
O 0
]
.
This matrix is a nilpotent matrix whose rank can be 4 or 5, depending on the sub-
matrix T −1A′120 . Since A
′′
c is similar to a completion of matrix A and this matrix
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does not have a nilpotent completions with rank equal to 4, we can assure that the
rank of matrix A′′c is equal to 5. Therefore, the matrix
Ac = PT SA′′cS−1P
is a nilpotent completion of partial matrix A whose rank is equal to 5 and therefore,
in this case, rN = 5.
The following table summarizes all the known results about this second question:
Lower similar
An×n to a matrix r(A) = 1 r(A) = n − 1 r(A)  2
(c)–(f)
Question 2 rN = r(A), if n = r(A) + 1
If n  r(A) + 2:
Which is the rN = r(A) rN = 1 rN = n − 1 c.l.i.r. rN = r(A) or r(A) + 1
value of rN?
n.c.l.i.r. rN = r(A) or ?
where c.l.i.r. is consecutive linear independent rows and n.c.l.i.r. is no consecutive
linear independent rows.
3. Third question
The third question posed in the introduction is
Let A be a partial upper triangular matrix, lower irreducible and with trace
equal to zero. Then, are the following inequalities satisfied:
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1?
For this question we know that the answer is affirmative if A is lower similar to
one of the canonical forms given in the introduction and when r(A) = 1. Now we
are going to study this question when the partial matrix has minimal rank greater
than or equal to 2.
Theorem 4. If A is a partial upper triangular matrix, lower irreducible, with trace
equal to zero, minimal rank equal to r and size n × n, with n = r + 1, then the
following inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are satisfied.
Proof. Since r(A) = r and A is of size (r + 1) × (r + 1), the only possible Jordan
structure of a nilpotent completion Ac of matrix A is JAc = Jr+1(0). This completion
can be obtained by applying Theorem 2.1 of [10] to matrix A. Therefore, we have
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r(A) = rank(Ac) = r,
r(Ak)  rank(Akc) = r + 1 − k, k = 2, 3, . . . , r − 1,
r(Ar) = rank(Arc) = 1,
r(Ar+1) = rank(Ar+1c ) = 0.
Note that r(Ar) cannot take the value zero, otherwise there should have a nilpotent
completion of A such that its rank should be less than the minimal rank of A.
Now, we are going to prove that r(Ak) = r + 1 − k, for k = 1, 2, . . . , r + 1. Let
A′c a completion of A. Then,
(a) If λ = 0 is not an eigenvalue of A′c, we have that
rank(Akc) = r + 1 > r + 1 − k, para k = 1, 2, . . . , r + 1. (5)
(b) If λ = 0 is an eigenvalue of A′c, the Jordan structure of this matrix can be repre-
sented by
JA′c = Jq1(0) ⊕ · · · ⊕ Jqs (0) ⊕ Jt1(0) ⊕ · · · ⊕ Jth(0) ⊕ Jw(λi)
where
qi  2 for i = 1, 2, . . . , s,
tj = 1 for j = 1, 2, . . . , h,
Jw(λi) is the Jordan structure corresponding to the non-zero eigenvalues
q1 + · · · + qs + t1 + · · · + th + w = r + 1.
From the following expressions:
rank(A′c) = q1 − 1 + q2 − 1 + · · · + qs − 1 + w
= q1 + q2 + · · · + qs + w − s  r,
q1 + q2 + · · · + qs + w = r + 1 − h,
we obtain that 1  s + h. Since s and h cannot be equal to zero at the same time,
because λ = 0 is an eigenvalue of A′c, we have:
• If s = 0 and h = 1, the Jordan structure of A′c is
JA′c = J1(0) ⊕ Jr(λi)
and therefore
rank(Akc) = r  r + 1 − k, para k = 1, 2, . . . , r + 1. (6)
• If s = 1 and h = 0, the Jordan structure of A′c is
JA′c = Jq1(0) ⊕ Jr+1−q1(λ1).
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Then,
rank(Akc) =
{
r + 1 − k if q1  k
r + 1 − q1  r + 1 − k if q1 < k (7)
for k = 1, 2, . . . , r + 1.
From the expressions (5)–(7) and taking into account the definition of r(Ak), we can
assure that r(Ak) = r + 1 − k, for k = 1, 2, . . . , r + 1. Therefore the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are satisfied. 
What could we say when r(A)  2 and the size of A is n × n, with n  r(A) + 2?
The following propositions give an answer to this question.
Proposition 7. For all n  4 there exists a partial upper triangular matrix A, lower
irreducible, with trace equal to zero, of size n × n and r(A) = 2, for which the
inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are not satisfied.
Proof. Consider the following partial upper triangular matrix A, lower irreducible,
of size n × n, with n = 4 + q, q  0, and r(A) = 2:
A =


0 1 1 0 . . . 0 0
x21 0 1 0 . . . 0 1
x31 x32 0 0 . . . 0 −1
x41 x42 x43 0 . . . 0 0
...
...
...
...
...
...
xn−11 xn−12 xn−13 xn−14 . . . 0 0
xn1 xn2 xn3 xn4 . . . xnn−1 0


.
The second and third power of A are
A2 =


x21 + x31 x32 1 0 . . . 0 0
x31 + xn1 x21 + x32 + xn2 x21 + xn3 xn4 . . . xnn−1 −1
x21x32 − xn1 x31 − xn2 x31 + x32 − xn3 −xn4 . . . −xnn−1 x32
    . . .  
...
...
...
...
...
...
    . . .  


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and
A3 =


x31 + x21x32 x21 + x31 + x32 x21 + x31 + x32 0 0 . . . 0 −1 + x32
     . . .  
...
...
...
...
...
...
...
     . . .  


Then, we can assure that r(A2)  2 and r(A3)  1. It is not difficult to see that the
completion A0 of A is a nilpotent completion such that its Jordan structure is
JA0 = J4(0) ⊕ J1(0) ⊕ · · · ⊕ J1(0)
from this fact we have
r(A) = 2, 2  r(A2)  rank(A0) = 2,
1  r(A3)  rank(A30) = 1 and r(A4) = rank(A40) = 0,
and therefore
r(A) = 2, r(A2) = 2, r(A3) = 1 and r(A4) = 0.
These values allow us to assure that the sequence formed by the minimal ranks of
the powers of partial matrix A do not satisfy the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1. 
Proposition 8. For all r  3 there exists a partial upper triangular matrix A, lower
irreducible, with trace equal to zero, of size (r + 2) × (r + 2) and r(A) = r, for
which the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are not satisfied.
Proof. Consider the following partial upper triangular matrix A, of size (r + 2) ×
(r + 2) and r(A) = r:
A =


r − 1 0 0 . . . 0 0 1 0
x21 −1 0 . . . 0 0 0 0
x31 x32 −1 . . . 0 0 0 0
...
...
...
...
...
...
...
xr−11 xr−12 xr−13 . . . −1 0 0 0
xr1 xr2 xr3 . . . xrr−1 −1 0 1
xr+11 xr+12 xr+13 . . . xr+1r−1 xr+1r 0 0
xr+21 xr+22 xr+23 . . . xr+2r−1 xr+2r xr+2r+1 0


.
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It is not difficult to prove that this matrix satisfies that r(A2)  r − 1. If Ac is a
completion of A such that rank(Ac) = r(A), then its structure is
Ac =


r − 1 0 0 . . . 0 0 1 0
c21 −1 0 . . . 0 0 0 0
c31 c32 −1 . . . 0 0 0 0
...
...
...
...
...
...
...
cr−11 cr−12 cr−13 . . . −1 0 0 0
cr1 cr2 cr3 . . . crr−1 −1 0 1
cr+11 cr+12 cr+13 . . . cr+1r−1 0 0 0
cr+21 cr+22 cr+23 . . . cr+2r−1 0 xr+2r+1 0


.
Therefore, λ = −1 is an eigenvalue of Ac. As a consequence of this fact we can
assure that there does not exist a nilpotent completion of partial matrix A, such that
its rank is equal to the minimal rank of A.
Since matrix A is of size (r + 2) × (r + 2), if A′c is a nilpotent completion of
A its Jordan structure must be JA′c = Jr+2(0) (this completion can be obtained by
applying Theorem 2.1 of [10] to the partial matrix A). Therefore, we have
r(A) = r
r − 1  r(A2)  r
r(Ak)  r + 2 − k for k = 3, 4, . . . , r.
r(Ar+1) = 1
r(Ar+2) = 0
Note that r(Ar+1) cannot be equal to zero, otherwise there should have a nilpotent
completion of partial matrix A whose rank should be equal to the minimal rank of
A.
From the above inequalities we can assure that there exists, at least, a value for k,
such that the following inequality
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2)
is not satisfied. 
Proposition 9. For all n  6 there exists a partial upper triangular matrix A, lower
irreducible, with trace equal to zero, of size n × n and r(A) = 3, for which the
inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are not satisfied.
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Proof. Consider the following partial upper triangular matrix A, of size (6 + q) ×
(6 + q), with q  0, and r(A) = 3:
A =


0 1 0 0 . . . 0 1 0 0
x21 0 1 0 . . . 0 0 0 1
x31 x32 0 0 . . . 0 0 1 1
x41 x42 x43 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
xq+31 xq+32 xq+33 xq+34 . . . 0 0 0 0
xq+41 xq+42 xq+43 xq+44 . . . xq+4q+3 0 0 0
xq+51 xq+52 xq+53 xq+54 . . . xq+5q+3 xq+5q+4 0 0
xq+61 xq+62 xq+63 xq+64 . . . xq+6q+3 xq+6q+4 xq+6q+5 0


.
The second power of partial matrix A is
A2 =


x21 + xq+41 xq+42 xq+43 . . . xq+4q+3 0 0 1
   . . .   1 + xq+6q+5 1
   . . .   xq+6q+5 x32
...
...
...
...
...
...
...
   . . .    
   . . .    


therefore, we can assure that r(A2)  2.
Now, consider the nilpotent completion Ac of A, obtained by placing a −1 in the
position (q + 4, 3), of matrix A, and replacing by zeros the remaining unspecified
entries. That is
Ac =


0 1 0 0 . . . 0 1 0 0
0 0 1 0 . . . 0 0 0 1
0 0 0 0 . . . 0 0 1 1
0 0 0 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 0 0 0
0 0 −1 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0


.
By lower similarity we can transform the matrix Ac into the matrix A′c,
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A′c =


0 0 0 0 . . . 0 1 0 0
0 0 1 0 . . . 0 0 0 1
0 0 0 0 . . . 0 0 1 1
0 0 0 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 1
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0


.
Doing the permutation P = [1, q + 4, q + 6|2, 3, q + 5|4|5| · · · |q + 3] over the rows
and columns of matrix A′c, we obtain
PA′cP T =


0 1 0 0 0 0 0 0 . . . 0
0 0 1 0 0 0 0 0 . . . 0
0 0 0 0 0 0 0 0 . . . 0
0 0 1 0 1 0 0 0 . . . 0
0 0 1 0 0 1 0 0 . . . 0
0 0 0 0 0 0 0 0 . . . 0
0 0 0 0 0 0 0 0 . . . 0
0 0 0 0 0 0 0 0 . . . 0
...
...
... · · · ... ... ... ... ...
0 0 0 0 0 0 0 0 . . . 0


From this matrix it is not difficult to prove that the Jordan structure of matrix A′c is
JA′c = J3(0) ⊕ J3(0) ⊕ J1(0) ⊕ · · · ⊕ J1(0).
Therefore
r(A) = 3, r(A2) = 2 and r(A3) = 0.
From this expressions, we can assure that the sequence formed by the minimal ranks
of the powers of partial matrix A does not satisfy the desired inequalities. 
Proposition 10. For all r > 3 there exists a partial upper triangular matrix A,
lower irreducible, with trace equal to zero, of size n × n, with n  r + 3 and r(A) =
r, for which the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1
are not satisfied.
Proof. Consider the following partial upper triangular matrix A, lower irreducible,
with trace equal to zero, minimal rank equal to r and size n × n, with n = r + 3 + q,
q  0
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A =
[
A11 A12
 A22
]
,
where A11 is the partial upper triangular matrix A of size (6 + q) × (6 + q) given in
Proposition 9, A12 and A22 are the following matrices of size (6 + q) × (r − 3) and
(r − 3) × (r − 3), respectively:
A12 =


0 0 . . . 0
0 0 . . . 0
...
...
...
0 0 . . . 0
1 0 . . . 0

 , A22 =


0 1 0 . . . 0 0
 0 1 . . . 0 0
...
...
...
...
...
   . . . 0 1
   . . .  0

 .
The second power of A is
A2 =
[
A
(2)
11 A
(2)
12
 A
(2)
22
]
,
where A(2)11 has the same structure that the partial matrix A
2 given in Proposition 9,
and A(2)12 and A
(2)
22 are the following matrices:
A
(2)
12 =


0 0 . . . 0
1 0 . . . 0
1 0 . . . 0
0 0 . . . 0
...
...
...
0 0 . . . 0
0 1 . . . 0


,
A
(2)
22 =


 0 1 0 . . . 0 0 0
  0 1 . . . 0 0 0
...
...
...
...
...
...
...
    . . .  0 1
    . . .   0
    . . .   


then, it is not difficult to prove that r(A2)  r − 1.
In general, the matrix Ap, p = 3, 4, . . . , r , has the following structure:
Ap =

A(p)11 A(p)12
 A
(p)
22

 ,
where A(p)11 = [](6+q)×(6+q),
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A
(p)
12 =


 . . .  1 0 0 0 . . . 0
 . . .  1 1 0 0 . . . 0
 . . .   1 0 0 . . . 0
 . . .   0 0 0 . . . 0
...
...
...
...
...
...
...
 . . .   0 1 0 . . . 0


(6+q)×(r−3)
(note that, in the first row there is a 1 in position (1, p − 2), for p = 3, 4, . . . , r − 1).
The matrix A(r)12 = [], and
A
(p)
22 =


 . . .    0 1 . . . 0 0
 . . .     0 . . . 0 0
...
...
...
...
...
...
...
...
 . . .      . . . 0 1
 . . .      . . .  0
...
...
...
...
...
...
...
...
 . . .      . . .  


(r−3)×(r−3)
(being the 1 in the first row is in position (1, p + 1), for p = 3, 4, . . . , r − 4, for
p = r − 3 this 1 disappear and for p = r − 2, r − 1, r we have that A(p)22 = []).
As a consequence we can assure that r(Ap)  r − p, for p = 3, 4, . . . , r .
Now, consider the completion Ac obtained by placing a 1 in position (q + 4, 3)
and replacing by zeros the remaining unspecified entries of matrix A. By lower sim-
ilarity we can make zero the entries in positions (1, 2) and (q + 4, 3), and then a 1
appears in position (q + 4, q + 6). If we represent by A′c the obtained matrix and in
this matrix we do the following permutation of rows and columns:
P = [1, q + 4, q + 6, q + 7, . . . , n − 1, n| 2, 3, q + 5| 4| 5| . . . | q + 3]
we can prove, as in the same way as the previous proposition, that the Jordan struc-
ture of matrix A′c is
JA′c = Jr(0) ⊕ J3(0) ⊕ J1(0) ⊕ · · · ⊕ J1(0).
Therefore,
r(A) = r, r(A2) = r − 1 and r(Ak) = r − k, k = 3, 4, . . . , r
and then, we can assure that the elements of the sequence formed by the minimal
ranks of the powers of partial matrix A do not satisfy the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2) ∀k  1. 
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Taking into account the results given in the introduction and the obtained results
in the above propositions we have the following table:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
QUESTION 3
Yes, n = 3 Yes, n = r(A) + 1
r(Ak) − r(Ak+1)  Yes Yes Yes
r(Ak+1) − r(Ak+2)? Not always, Not always,
n  4 n  r(A) + 2
4. Fourth question
As we have seen in the introduction the fourth question is
Let A be a partial upper triangular matrix, lower irreducible and with trace
equal to zero. Then, does there exist a nilpotent completion of A such that its
Segre characteristic is majorized by the Segre characteristic of all possible nil-
potent completions of A?
In order to give an answer we have introduced the set
S = {{sk}qk=1 / ∃Ac ∈N, JAc = Js1(0) ⊕ Js2(0) ⊕ · · · ⊕ Jsq (0)}
in which the majorization induces a partial order relation. When this order relation
is complete there exists a minimum isS and, as we commented, the nilpotent com-
pletion of A, whose Segre characteristic is equal to the minimum, is the nilpotent
completion that we want to find in the above question.
Then, to give an answer to this question is equivalent to give an answer to the
following question
Does there exist minimum inS respect to the order relation induced by the maj-
orization?
We know that the answer is affirmative when the partial matrix is lower similar
to one of the canonical forms introduced in the first section, when the minimal rank
of A, of size n × n, is 1, 2 or n − 1 and when r(A)  3 and the size of the matrix
is (r(A) + 1) × (r(A) + 1). The following propositions allow us to complete the
answer to this question.
Proposition 11. For any partial upper triangular matrix A, lower irreducible, with
trace equal to zero, r(A) = r  3 and size (r + 2) × (r + 2), the set S has mini-
mum respect to the order relation induced by the majorization.
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Proof. As we commented in the introduction, by applying Theorem 2.1 of [10], we
know thatN is different to the empty set. Now, we are going to study the possible
Jordan structure of all nilpotent completions of matrix A.
Let p be the first non-negative integer such that
r(Ap) = 0 and r(Ap−1) > 0.
As a consequence, we know that there exists a nilpotent completion Ac, of A, such that
its bigger Jordan block has size p × p. Now, assume that the Jordan structure of Ac is
JAc = Jp(0) ⊕ Jt1(0) ⊕ · · · ⊕ Jts (0)
with p  t1  t2  · · ·  ts  1. Taking into account the size of matrix A and its
minimal rank, we have
p + t1 + t2 + · · · + ts = r + 2,
p − 1 + t1 − 1 + t2 − 1 + · · · + ts − 1  r,
which implies that 1  s.
If s = 0, than p = r + 2 and
r(Ar+2) = 0 and r(Ar+1) > 0.
In this case, the only possible Jordan structure of the nilpotent completions of A con-
sists of one block of size (r + 2) × (r + 2). Therefore, the set S has only one ele-
ment, which is the sequence {sk}1k=1 = {r + 2}. Of course, this is also the minimum
of the setS.
If s = 1, then p + t1 = r + 2, with p  t1  1. As a consequence,
r + 2 = p + t1  2p −→ [(r + 1)/2] + 1  p,
where [(r + 1)/2] represents the integer part of this quotient. Therefore, we have that
r(Ap) = 0 and r(Ap−1) > 0
for one p ∈ {[(r + 1)/2] + 1, [(r + 1)/2] + 2, . . . , r + 1}. Since s = 1, from these
conditions we can assure that there exists a nilpotent completion Ac of A such that
JAc = Jp(0) ⊕ Jr+2−p(0), and this structure is the only possible structure for the
nilpotent completions of A such that its bigger Jordan block has size p × p.
Then, the Segre characteristics of all nilpotent completions of A are
Sp =
{{sk}2k=1 = {p + i, r + 2 − p − i}, para i = 0, 1, . . . , r + 2 − p}.
Note that the minimum in the set S respect to the order relation induced by the
majorization is the sequence {sk}2k=1 = {p, r + 2 − p}. 
Proposition 12. For all n  6 there exists a partial upper triangular matrix A,
lower irreducible, with trace equal to zero, of size n × n and r(A) = 3, for which
the set S does not have minimum respect to the order relation induced by the
majorization.
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Proof. Consider the partial upper triangular matrix A given in Proposition 9,
A =


0 1 0 0 . . . 0 1 0 0
x21 0 1 0 . . . 0 0 0 1
x31 x32 0 0 . . . 0 0 1 1
x41 x42 x43 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
xq+31 xq+32 xq+33 xq+34 . . . 0 0 0 0
xq+41 xq+42 xq+43 xq+44 . . . xq+4q+3 0 0 0
xq+51 xq+52 xq+53 xq+54 . . . xq+5q+3 xq+5q+4 0 0
xq+61 xq+62 xq+63 xq+64 . . . xq+6q+3 xq+6q+4 xq+6q+5 0


We know that the minimal ranks of the powers of A are
r(A) = 3, r(A2) = 2 and r(A3) = 0.
Condition r(A2) > 0 allows us to assure that the bigger Jordan block of any nilpotent
completion of A must be of size greater than or equal to 3.
• In Proposition 9 we have seen that there exists a nilpotent completion Ac, of partial
matrix A, such that its Segre characteristic is the sequence
{tk1}q+2k1=1 = {3, 3, 1, . . . , 1}.
The equality r(A2) = 2 implies that if matrix Ac1 is a nilpotent completion of A
such that its bigger Jordan block has size 3 × 3, then this completion must have,
at least, two Jordan blocks of size 3 × 3. Therefore, we can assure that the Segre
characteristic {tk1}q+2k1=1 = {3, 3, 1, . . . , 1} is majorized by the Segre characteristic
of any nilpotent completion of A such that its bigger Jordan block has size 3 × 3.
• If the size of the bigger Jordan block is 4 × 4, the Segre characteristic, which is
majorized by the Segre characteristic of any nilpotent completion of A such that
its bigger Jordan block has size 4 × 4, is {tk2}q+3k2=1 = {4, 1, . . . , 1}. It is easy to
prove that the completion A0, of A, has this Segre characteristic, that is one block
of size 4 × 4 and q + 2 blocks of size 1 × 1.
If A′c is a nilpotent completion of A different to A0 or Ac (obtained in Proposition
9) its Segre characteristic majorizes the Segre characteristic of A0 or Ac, and can be
obtained by applying the Krupnik’s algorithm to one of these matrices.
Then, the elements of setS are the sequences {tk1}q+2k1=1, {tk2}
q+3
k2=1 and its major-
izations. Since the sequences {tk1}q+2k1=1 and {tk2}
q+3
k2=1 are not connected through the
order relation induced by the majorization, we can conclude that the set S has not
minimum. 
Proposition 13. For all r > 3 there exists a partial upper triangular matrix A,
lower irreducible, with trace equal to zero, of size n × n, n  r + 3 and r(A) = r,
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for which the setS does not have minimum respect to the order relation induced by
the majorization.
Proof. Consider the partial upper triangular matrix A given in Proposition 10. We
know that this matrix satisfies
r(A) = r, r(A2) = r − 1 and r(Ak) = r − k, k = 3, 4, . . . , r.
Since r(Ar−1) = 1, we can assure that the bigger Jordan block of any nilpotent com-
pletion of A has size greater than or equal to r × r .
• In Proposition 10 we have seen that there exists a nilpotent completion Ac, of A,
such that its Segre characteristic is the sequence {tk1}q+2k1=1 = {r, 3, 1, . . . , 1}. The
condition r(A2) = r − 1 implies that if Ac1 is a nilpotent completion of A such
that its bigger Jordan block has size r × r , then this completion must have, at least,
one block of size 3 × 3.
Therefore, we can assure that the Segre characteristic of the nilpotent completion
Ac, {tk1}q+2k1=1 = {r, 3, 1, . . . , 1}, is majorized by the Segre characteristic of any
nilpotent completion of A, which has the bigger Jordan block of size r × r .
• Now, if the bigger Jordan block has size (r + 1) × (r + 1), the Segre characteristic,
which is majorized by the Segre characteristic of any nilpotent completion ofA, such
that its bigger Jordan block has size (r + 1) × (r + 1), is {tk2}q+3k2=1 = {r + 1,
1, . . . , 1}. It is not difficult to prove that completion A0 has this Segre characteristic.
As in the previous proposition, if A′c is a nilpotent completion of A, not similar
to A0 or Ac, its Segre characteristic mojorizes the Segre characteristic of A0 or Ac,
and can be obtained by applying the Krupnik’s algorithm to one of these matrices.
As a consequence, the set S consists of sequences {tk1}q+2k1=1, {tk2}
q+3
k2=1 and its
majorizations. Since the sequences {tk1}q+2k1=1 and {tk2}
q+3
k2=1 are not connected through
the order relation, we can assure thatS has not minimum respect the order relation
induced by the majorization. 
The results commented in the introduction and obtained in the three last proposi-
tions can be summarized in the following table:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
QUESTION 4
Yes, r(A) + 1 
n  r(A) + 2
Does there exist Yes Yes Yes Yes
minimum in the setS? Not always,
n  r(A) + 3
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In the two last propositions we have used partial upper triangular matrices, for
which the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2)
are not satisfied for some value of k. It is logical to think that if these inequalities are
satisfied we can find a nilpotent completion Ac of A, such that rank(Akc) = r(Ak),
k = 1, 2, . . ., and therefore, the setS should have minimum. But this idea is wrong
as we can see in the following proposition.
Proposition 14. For all r  3 there exists a partial upper triangular matrix A,
lower irreducible, with trace equal to zero, of size n × n, n  2r and r(A) = r for
which the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2)
are satisfied for all k  1, but the set S does not have minimum respect the order
relation induced by the majorization.
Proof. Consider the following partial upper triangular matrix A, lower irreducible,
such that r(A) = r and its size is n × n, with n = 2r + q, q  0:
A =


0 1 0 0 . . . 0 0 . . . 0 1 0 . . . 0 0 0
 0 1 0 . . . 0 0 . . . 0 0 0 . . . 0 0 1
  0 0 . . . 0 0 . . . 0 0 0 . . . 0 1 1
   0 . . . 0 0 . . . 0 0 0 . . . 1 0 0
...
...
...
...
...
...
...
...
...
...
...
...
    . . . 0 0 . . . 0 0 1 . . . 0 0 0
    . . .  0 . . . 0 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
    . . .   . . . 0 0 0 . . . 0 0 0
    . . .   . . .  0 0 . . . 0 0 0
    . . .   . . .   0 . . . 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
    . . .   . . .    . . . 0 0 0
    . . .   . . .    . . .  0 0
    . . .   . . .    . . .   0


r
q
r
The second power of A is
A2 =


  . . .  0 0 1
  . . .   1 + x2r+q 2r+q−1 1
  . . .   x2r+q 2r+q−1 
...
...
...
...
...
...
  . . .    


and then r(A2)  2.
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Now, consider the completion Ac obtained by placing a −1 in position (r + q +
1, 3) and by replacing the remaining unspecified entries of A by zeros. This matrix
is lower similar to the matrix
A′c =


0 0 0 0 . . . 0 0 . . . 0 1 0 . . . 0 0 0
0 0 1 0 . . . 0 0 . . . 0 0 0 . . . 0 0 1
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 1 1
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 1 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 0 . . . 0 0 1 . . . 0 0 0
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 1
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0
0 0 0 0 . . . 0 0 . . . 0 0 0 . . . 0 0 0


r
q
r
Doing the permutation
P = [1, r + q + 1, 2r + q| 2, 3, 2r + q − 1| 4, 2r + q − 2|
· · · | r, 2r + q − (r − 2)| r + 1| r + 2| · · · | r + q]
over the rows and columns of A′c, we obtain
PA′cP T =


0 1 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 1 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 1 0 1 0 0 0 . . . 0 0 0 . . . 0 0
0 0 1 0 0 1 0 0 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 1 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 . . . 0 1 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 . . . 0 0 0 . . . 0 0


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From this matrix it is easy to prove that the Jordan structure of A′c is
JA′c = J3(0) ⊕ J3(0) ⊕ J2(0) ⊕ · · · ⊕ J2(0) ⊕ J1(0) · · · ⊕ J1(0)
that is, two Jordan blocks of size 3 × 3, r − 3 Jordan blocks of size 2 × 2 and q
Jordan blocks of size 1 × 1.
As a consequence, we have
r(A) = r, r(A2) = 2 and r(A3) = 0
and the inequalities
r(Ak) − r(Ak+1)  r(Ak+1) − r(Ak+2)
are satisfied for all k  1.
Now, we are going to prove that there does not exist a nilpotent completion Ac ′′,
of A, such that rank[(Ac ′′)k] = r(Ak), that is a nilpotent completion such that its
Jordan structure consists of two blocks of size 3 × 3, r − 4 blocks of size 2 × 2 and
q + 2 blocks of size 1 × 1.
It is not difficult, but tedious, to prove that any completion of partial matrix A,
such that its rank is equal to r , satisfies that the rank of its third power is equal to 1.
Then the nilpotent completion A′′c does not exist.
As a consequence, the obtained nilpotent completion Ac satisfies that its Segre
characteristic is majorized by the Segre characteristic of all nilpotent completion of
A, whose bigger Jordan block has size 3 × 3.
Consider the completion A0 of A. Doing the permutation
P = [1, 2, 3, 2r + q − 1|4, 2r + q − 2| · · · |r,
2r + q − (r − 2)|r + 1|r + 2| · · · |r + q + 1|2r + q]
over the rows and columns of this matrix, we obtain that its Jordan structure consists
of one Jordan block of size 4 × 4, r − 3 of size 2 × 2 and q + 2 of size 1 × 1. More-
over, its Segre characteristic is majorized by the Segre characteristic of any nilpotent
completion of A, whose bigger Jordan block has size 4 × 4.
Since the Segre characteristic of Ac and A0 are not connected through the order
relation induced by the majorization, we can assure that set S does not have mini-
mum with respect the order relation induced by the majorization. 
5. Fifth question
In the following propositions we are going to study the first conjecture of Rodman
and Shalom when the partial upper triangular matrix A, is lower irreducible, with
trace equal to zero, minimal rank r  3 and size n × n, with n  r + 2.
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Proposition 15. Any partial upper triangular matrix A, lower irreducible, with
trace equal to zero, r(A) = r  3 and size (r + 2) × (r + 2) satisfies the first con-
jecture of Rodman and Shalom.
Proof. Let p be the first non-negative integer such that
r(Ap) = 0 and r(Ap−1) > 0.
If p = r + 2, the only possible Jordan structure of any nilpotent completion of A
consists of one Jordan block of size (r + 2) × (r + 2). Since this nilpotent comple-
tion can be obtained by applying, to matrix A, Theorem 2.1 of [10], we can assure
that in this case the first conjecture is satisfied.
Otherwise, form Proposition 11 we know that the possible values of p are
p ∈ {[(r + 1)/2] + 1, [(r + 1)/2] + 2, . . . , r + 1}
and the set of all possible Segre characteristics of nilpotent completions of A is given
by
S = {{sk}2k=1 = {p + i, r + 2 − p − i}, for i = 0, 1, . . . , r + 2 − p}.
Since the nilpotent completion, of A, whose Segre characteristic is equal
to the minimum of S can be obtained, taking into account the results given in
Proposition 11, and the remaining by applying the Krupnik’s algorithm to this
completion, we can assure that the first conjecture of Rodman and Shalom is
satisfied. 
In [5] is proved that this conjecture is, in general, false when r(A) = 3 and n  6.
Now we will prove, in the following propositions, that the conjecture is also false, in
general, when r(A) > 3 and n  r(A) + 3.
Proposition 16. For all r > 3, r odd, there exists a partial upper triangular matrix
A, lower irreducible, with trace equal to zero, r(A) = r and size n × n, with n 
r + 3, such that it does not satisfy the first conjecture of Rodman and
Shalom.
Proof. Consider the following partial upper triangular matrix A, with trace equal to
zero, r(A) = r and size n × n, with n = r + q + 3, q  0:
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A =


1 0 0 0 . . . 0 0 . . . 0 1 0 0
 0 0 0 . . . 0 0 . . . 0 0 1 0
  −1 0 . . . 0 0 . . . 0 0 0 0
   1 . . . 0 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
...
...
    . . . −1 0 . . . 0 0 0 1
    . . .  0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
...
...
    . . .   . . . 0 0 0 0
    . . .   . . .  0 0 0
    . . .   . . .   0 0
    . . .   . . .    0


r
q
3
Doing the permutation
P = [1, r, n − 2, n|2, 3, . . . , r − 1, n − 1|r + 1|r + 2| . . . |n − 3]
over the rows and columns of this matrix, we obtain
A¯ =


1 0 1 0 0 0 . . . 0 0 0 0 . . . 0
 −1 0 1   . . .  0 0 0 . . . 0
  0 0   . . .  0   . . . 
   0   . . .     . . . 
 0 0 0 0 0 . . . 0 1 0 0 . . . 0
 0 0 0  −1 . . . 0 0 0 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
 0 0 0   . . . 1 0 0 0 . . . 0
   0   . . .  0   . . . 
  0 0   . . .  0 0 0 . . . 0
  0 0   . . .  0  0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
  0 0   . . .  0   . . . 0


=

A¯11 A¯12 A¯13A¯21 A¯22 A¯23
A¯31 A¯32 A¯33

 .
By applying Theorem 2.1 of [10] to matrices A¯11 and A¯22, we obtain the nilpotent
completions A¯11c and A¯22c such that JA¯11c = J4(0) and JA¯22c = Jr−1(0). Now, if
we replace A¯11 and A¯22 by A¯11c and A¯22c , respectively and by zeros the remaining
unspecified entries of A¯ we obtain the completion
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A¯c =

A¯11c O OO A¯22c O
O O O


whose Segre characteristic is {si}q+2i=1 = {r − 1, 4, 1, . . . , 1}. As a consequence we
have
r(A) = r, r(A2)  rank(A¯2c) = r − 1, r(A3)  rank(A¯3c) = r − 3,
r(A4)  rank(A¯4c) = r − 5 and
r(Ak)  rank(A¯kc) = r − 1 − k, k = 5, 6, . . . , r − 1.
The sequence {ni}q+3i=1 = {r + 1, 1, . . . , 1} satisfies the conditions
r(Ak) 
∑
i:nik
(ni − k), k = 1, 2, . . . , n1,
because
r(A) = r and r(Ak)  rank(A¯kc)  r + 1 − k, k = 2, 3, . . .
However, there does not exist a nilpotent completion of partial matrix A such that
its Segre characteristic is the sequence {ni}q+3i=1 , because all completions of A whose
rank is equal to r have λ = −1 as an eigenvalue.
Therefore, we can assure that matrix A does not satisfy the first conjecture of
Rodman and Shalom. 
Proposition 17. For all r > 3, r even, there exists a partial upper triangular matrix
A, lower irreducible, with trace equal to zero, r(A) = r and size n × n, n  r + 3,
such that it does not satisfy the first conjecture of Rodman and Shalom.
Proof. Consider the following partial upper triangular matrix A, with trace equal to
zero, r(A) = r and size n × n, with n = r + q + 3, q  0:
A =


1 0 0 0 . . . 0 0 . . . 0 1 0 0
 −1 0 0 . . . 0 0 . . . 0 0 1 0
  1 0 . . . 0 0 . . . 0 0 0 0
   −1 . . . 0 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
...
...
    . . . −1 0 . . . 0 0 0 1
    . . .  0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
...
...
    . . .   . . . 0 0 0 0
    . . .   . . .  0 0 0
    . . .   . . .   0 0
    . . .   . . .    0


r
q
3
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Doing, in A, the permutation over its rows and columns
P = [1, r, n − 2, n | 2, 3, . . . , r − 1, n − 1 | r + 1| r + 2| . . . | n − 3]
we obtain the matrix
A¯ =


1 0 1 0 0 0 . . . 0 0 0 0 . . . 0
 −1 0 1   . . .  0 0 0 . . . 0
  0 0   . . .  0   . . . 
   0   . . .     . . . 
 0 0 0 −1 0 . . . 0 1 0 0 . . . 0
 0 0 0  1 . . . 0 0 0 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
 0 0 0   . . . 1 0 0 0 . . . 0
   0   . . .  0   . . . 
  0 0   . . .  0 0 0 . . . 0
  0 0   . . .  0  0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
  0 0   . . .  0   . . . 0


=

A¯11 A¯12 A¯13A¯21 A¯22 A¯23
A¯31 A¯32 A¯33

 .
By applying Theorem 2.1 of [10] to matrices A¯11 and A¯22, we obtain the nilpotent
completions A¯11c and A¯22c , such that JA¯11c = J4(0) and JA¯22c = Jr−1(0). Now, if
we replace A¯11 and A¯22 by A¯11c and A¯22c , respectively, and by zeros the remaining
unspecified entries of A¯ we obtain the completion
A¯c =

A¯11c O OO A¯22c O
O O O


whose Segre characteristic is {si}q+2i=1 = {r − 1, 4, 1, . . . , 1}. As a consequence we
have
r(A) = r, r(A2)  rank(A¯2c) = r − 1, r(A3)  rank(A¯3c) = r − 3,
r(A4)  rank(A¯4c) = r − 5 and
r(Ak)  rank(A¯kc) = r − 1 − k, k = 5, 6, . . . , r − 1.
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The sequence {ni}q+3i=1 = {r + 1, 1, . . . , 1} satisfies the conditions
r(Ak) 
∑
i:nik
(ni − k), k = 1, 2, . . . , n1,
because
r(A) = r and r(Ak)  rank(A¯kc)  r + 1 − k, k = 2, 3, . . .
However, there does not exist a nilpotent completion of A such that its Segre charac-
teristic is the sequence {ni}q+3i=1 , because all completions of A whose rank is equal to
r have λ = −1 as an eigenvalue.
Therefore, we can assure that matrix A does not satisfy the first conjecture of
Rodman and Shalom. 
The results given in the introduction and the obtained results in the above propo-
sitions can be summarized in the following table:
Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
QUESTION 5
Is the first conjecture Yes, r(A) + 1 
of Rodman and Yes Yes Yes Yes n  r(A) + 2
Shalom true? No, n  r(A) + 3
Finally, the following two tables summarize all results given in this work for
Question 2 and Questions 1, 3, 4 and 5, respectively:
Lower similar
An×n to a matrix r(A) = 1 r(A) = n − 1 r(A)  2
(c)–(f)
Question 2 rN = r(A),
if n = r(A) + 1
If n  r(A) + 2 :
Which is the rN? rN = r(A) rN = 1 rN = n − 1 c.l.i.r. rN = r(A)
value of or r(A) + 1
n.c.l.i.r.
rN = r(A) or ?
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Lower similar
An×n to a matrix r(A) = 1 r(A) = 2 r(A) = n − 1 r(A)  3
(c)–(f)
Question 1
Yes, n = 3 Yes, n = r(A) + 1
∃Ac ∈N/ Yes Yes Yes
rank(Ac) = r(A)? Not always, n  4 Not always,
n  r(A) + 2
Question 3
Yes, n = 3 Yes, n = r(A) + 1
r(Ak) − r(Ak+1)  Yes Yes Yes
r(Ak+1) − r(Ak+2)? Not always, n  4 Not always,
n  r(A) + 2
Question 4
Yes, r(A) + 1 
Does there exist Yes Yes Yes Yes n  r(A) + 2
minimum in the setS? Not always,
n  r(A) + 3
Question 5
Yes, r(A) + 1 
Is the first conjecture Yes Yes Yes Yes n  r(A) + 2
of Rodman and
Shalom true? No, n  r(A) + 3
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