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Understanding the relationship between firearms availability and gun deaths is an important policy question for many countries. Australia's 1996-97 National Firearms Agreement (NFA) -which tightened gun ownership and licencing requirements and removed 600,000 guns from a country with a population of 20 million -offers a potentially useful natural experiment. Several authors have exploited this natural experiment, including Reuter & Mouzos (2003) , Ozanne-Smith et al. (2004) , and Chapman et al. (2006) .
In a paper that received widespread media attention in Australia, Baker & McPhedran (2006) (henceforth 'BM') seek to determine the impact of the NFA on homicide, suicide and accidental death rates. Using time series techniques to analyse Australian deaths data from 1979-2004, BM conclude 'Homicide patterns (firearm and nonfirearm) were not influenced by the NFA, the conclusion being that the gun buy-back and restrictive legislative changes had no influence on firearm homicide in Australia. ' The purpose of this brief comment paper is to highlight important flaws in BM.
In principle, a variety of statistical approaches could be used to model the effect of the NFA on firearm deaths. Exploring the full gamut of approaches would be an important exercise, but it is not the purpose of this paper. Rather than beginning afresh, our paper takes BM's framework as its starting point, and tests whether that paper's findings are robust to minor changes in specification -using a longer time series, and using the log of the rate rather than the level (to take account of the fact that the rate cannot fall below zero). We also discuss whether these results can properly control for changes in the underlying factors determining overall suicide and homicide rates simultaneously with testing for the possibility of method substitution.
We do, however, provide some brief comments on the methodology employed by two other recent papers on the same policy change, and include an appendix that discusses possible identification strategies that may be of use in guiding future research in this area.
Using All Available Data
In their paper, BM show graphs of Australian homicide rates (gun and non-gun) and suicide rates (gun and non-gun) from 1915 onwards. However, despite the fact that they have 95 years of data, their econometric analysis uses only 26 years of data . Since the authors do not provide any justification for using less than one-third of the available data, it is useful to re-analyse their results over a longer time frame. 1 We begin by attempting to replicate BM, then use the full series. Table 1 shows how these changes in specification would affect the results as reported by BM. Details of the parameter estimates in the ARIMA(1,1,1) model are in Appendix Table B1.  2 Several facts are notable about these results.
First, predicted firearm suicides and homicides post-1997 are considerably lower when data from 1979 is used, than when the full data set is used. The main reason for the differences between the results from the shorter and longer time series is that in the late 1970s and early 1980s firearm suicide and homicide rates were at historically very high levels. Estimating an ARIMA model from a local maximum biases the estimates towards finding a long-term declining trend, resulting in predictions of firearm deaths that are relatively low. The result is that BM's estimates will tend to understate the difference between the predicted and actual decrease in firearm suicides and homicides post-1997. The models estimated from the longer time series suggest that there were on average 250 fewer firearm deaths per year after the implementation of the NFA than would have been expected based on the predictions from the ARIMA model -close to double the numbers implied by BM's estimates.
There is no discussion in BM as to the reasons for restricting their sample to the shorter time period. We can think of two possible explanations. First, there may have been a structural break in the series after 1978. BM do not attempt to make that argument, however, and we can see no obvious reason why this should have been the case. The second possible reason is that the data may have come from different sources, or have been calculated differently. The ABS provides data on deaths due to assault and deaths due to self-harm in its Cause of Death publications going back to 1915. While there have been revisions to the categories of causes of death, including a move from the use of ICD-8 to ICD-9 categorisation in 1979, this seems unlikely to have greatly affected estimates of suicide or homicide deaths. The move from ICD-9 to ICD-10 left these virtually unchanged (Kriesfeld & Harrison 2005) . Extend by a Decade Note: Figures in the column headed "BM" are taken directly from the text in Baker and McPhedran (2006) . Replication shows our best attempts to produce the same results, using the same time period (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) . Predicted rate is based on estimating an ARIMA model using data up to 1996, and forecasting out to 2004. Observed rate is the average in the data from 1996 to 2004. Lives saved per year is calculated by multiplying the difference (change in the rate per 100,000 people) by 200 (since the population of Australia is 20 million). The model estimates and predictions are from R.
A second key concern with the time period selected by BM is that estimating an ARIMA(1,1,1) model using data only from 1979-1996 is very dubious, especially for firearm homicides. The point estimates over the shorter time period are very sensitive to the specification and even the statistical package used. Indeed, using the ARIMA routine in STATA and exactly the data shown in BM, we could not achieve convergence in this model for non-firearm homicides. This partly reflects the wellknown difficulties associated with estimating an ARIMA model with such a short time series. However, it also reflects the fact that the ARIMA(1,1,1) model appears to be particularly inappropriate in this case -statistical tests consistently reject the hypothesis that homicide rates follow a non-stationary process. BM present no statistical tests to show whether these models are appropriate. Simple augmented Dickey-Fuller tests, which are a simple way to determine whether a series is integrated (non-stationary) are shown in the Appendix Table B2 . They strongly reject the null hypothesis that the series are integrated in the case of firearm and non-firearm homicides.
Third, these results are not driven by some distant historical episode. The final column of Table 1 shows that even if we extend the sample period by only a decade, the probability that gun deaths were not lower than would be expected based on a simple ARIMA(1,1,1) model is well below 1 per cent.
The Resurrection Problem
As the dependent variable, the authors use the number of deaths of a particular type per 100,000 people. If the firearm death rate were high and stable, this might not present a problem. However, since the firearm death rate is low and volatile, the estimates in BM place a non-zero probability on the death rate for accidental firearm deaths and firearm homicides falling below zero. As is shown graphically in Figure 1 , which merely repeats figures 4A and 5 from BM, it cannot be rejected at the 95 per cent confidence level that there will be negative deaths after 1994 for accidental firearm deaths, and after 2004 for firearm homicides. Projecting out further, the models predict that by 2010 deaths attributable to assault with a firearm or an accidental firearm incident would be negative. This is clearly concerning: an effective modelling strategy should place a zero probability on the occurrence of a logically impossible event. It points to a clear flaw in the specification of the model. Indeed, we have been unable to find another study examining firearm-related deaths that simply uses the death rate as a dependent variable with no further specification checks. Table 2 shows estimates of the post-1996 reduction in deaths, taken from ARIMA(1,1,1) models with the dependent variable as the log of the death rate, both for Table 1 . More importantly, though, there is a very clear reduction in the probability that the observed series is greater than the predicted series for firearm homicides in the model estimated from 1979 to 1996. The estimated probability that the predicted series is smaller than the actual series drops from 2.6 per cent to 0.2 per cent. Thus, there is extremely strong evidence in this model that the observed firearm homicide rate was lower after 1997 than would have been expected based on an ARIMA(1,1,1) log model. Baker and McPhedran (2006) . The other columns use the log of the death rate, rather than the death rate itself, as the dependent variable in the model estimated to obtain forecasts. These forecasts are then converted back to a death rate, to ensure comparability with Table 1 . Model estimates and predictions are from R.
Control or Substitute?
In analysing the impact of the NFA on gun deaths, BM attempt to address two questions:
(a) did the NFA lead to method substitution in homicide or suicide?
(b) were there other social factors apart from the NFA that affected death rates after 1997?
To answer the first of these questions, it is necessary to see how non-firearm death rates changed after 1997. To answer the second of these questions, it is necessary to identify a control group, which is affected by the same social factors, but unaffected by the NFA.
BM state: 'The inclusion of suicide and homicide by methods other than firearm provided a control against which the political, social and economic culture into which additional legislative requirements for civilian firearm ownership occurred could be evaluated, as well as determining the level of method substitution within homicide and suicide.' It is clear, however, that the potential for method substitution invalidates the use of the non-firearm death rate as a control for the firearm death rate. A good control group must be unaffected by the policy change. If the gun buyback caused an increase in non-gun homicides, the non-gun homicide rate cannot be a good control group for the gun homicide rate. For a more formal discussion of the problems that arise when attempting to use non-firearm deaths to look at both substitution effects and as a control group, see the Appendix.
A key problem with the use of non-firearm death rates as both a control group and a test for method substitution is that, even with a finding of a statistically significant decrease in firearm homicides or suicides post-NFA, BM could draw virtually any conclusion they wish. In the event that non-firearm deaths increased after the buyback, they could claim that this is due to method substitution, showing the NFA too have been ineffective. In the event that non-firearm deaths fell after the buyback, they could claim that non-firearm deaths are a control for firearm deaths, and therefore that some factor other than the buyback must have caused the reduction in firearm deaths.
In our view, the lack of any marked, sustained increase in non-firearm suicide or homicide rates after 1997, as shown in BM, suggests there is little reason to suspect any strong method substitution effect.
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It is difficult to be certain of this without first having in place a model that satisfactorily explains movements in total deaths, and simple time series models are not sufficient in this regard. Further, it would likely be difficult to identify method substitution if it occurred, given that firearm deaths are small relative to total numbers of deaths. Despite these difficulties, and although we cannot rule out the possibility that non-firearm suicide and homicide would have fallen faster in the absence of the NFA, the fact that overall violent deaths have fallen since 1996 -even accounting for the Port Arthur effect -suggests there has not been substantial method substitution.
Other Recent Approaches to Analysing the NFA
Two other recent papers have also used aggregate-level data beginning in 1979 to explore Australian gun law reforms - Chapman et al. (2006) and Ozanne-Smith et al.
(2004). As we have argued above, taking a starting point of 1979 biases both of these two papers against finding any statistically significant reduction in death rates.
Nonetheless, both find significant reductions in firearms deaths in Australia after 1997.
Of the two, Chapman et al. (2006) takes an approach closer to that of BM. Unlike BM, they use a negative binomial functional form, which corrects for the fact that death rates cannot fall below zero. They estimate the model allowing for a break in both the level and the trend in the series at 1997. 4 The authors attempt to deal with the issue of pre-existing trends by allowing for such a trend, and testing for a break in that trend. They find what appear to be statistically significant downward movements in both firearm suicides and homicides, and a faster rate of decrease in those series after 1997 (although in the case of firearm homicides, this is not statistically significant). They also recognise the possibility of method substitution, and conclude that the fact that nonfirearm deaths also decreased post-1997 suggests that method substitution did not occur.
Ozanne 
Conclusion
A common axiom in social science research is that a test that fails to reject the null hypothesis should not automatically lead the researcher to accept the null hypothesis. If the sample size is small or the dependent variable is mis-specified, the test is commonly described as being 'weak'. In such an instance, there may well be a true effect, but the test lacks the statistical power to identify the effect at conventional levels of statistical significance. Indeed, we surmise that most papers in social science would fail to find an effect if we restricted the sample size to just 26 datapoints.
When statistical tests are weak, the proper approach is to focus attention on the point estimates and their associated standard errors (McCloskey and Ziliak; 1996) . BM report results suggesting that the NFA prevented 2 deaths per year from homicide (statistically insignificant), and prevented 126 deaths per year from suicide (statistically significant).
Their results showed no evidence that the gun buyback led to method substitution, with the non-firearm homicide rate staying stable, and the non-firearm suicide rate falling.
Re-analysing these results either with a longer time series or using the log of the death rate, however, strengthens the evidence against the null hypothesis that the NFA had no effect on firearm suicides or homicides, and more than doubles the estimated number of lives 'saved', from 128 to 282 lives per year. In particular, our re-analysis shows a statistically significant reduction in deaths due to both firearm homicides and suicides.
As we point out, the high degree of variability in the underlying data and the fragility of the estimated results with respect to different specifications and even statistical packages used suggest that time series analysis alone cannot conclusively answer the question of whether the NFA cut gun deaths. However, contrary to Baker and
McPhedran's summary of their own findings, 5 to the extent that the time series evidence points anywhere, it is towards the conclusion that the NFA reduced gun deaths. 
Appendix A. A Simple Model of Controls Versus Substitutes
The following discussion is framed in terms of suicide, where method of choice has been more commonly studied, but could be applied equally to murder. It is described in terms of firearm and hanging, simply to make the model more concrete and relevant to the issues discussed in this comment. Suppose these are the only two possible forms of suicide, and that numbers of suicides per year in a particular country are determined by:
(1)
We assume that there are sufficient numbers of deaths that the errors are approximately normally distributed, and that there is no serial correlation in the error terms. We also assume that cov(ε t υ t ) = 0.
In this simple model, there are thus two reasons why firearm and hanging deaths may be related to each other. First, movements in X t cause changes in deaths. This variable is intended as a simple representation of what BM refer to as the "political, social and economic culture", which may affect the decision to suicide. Suppose, for instance, that increases in the unemployment rate increase the numbers of suicides -then X t is the unemployment rate and β 1 and β 2 would be positive. For the purposes of evaluating the effect of changes in the gun laws, we are not concerned about these coefficients, except that we want to ensure that we do not mis-attribute falls in firearm-related suicides to general social changes.
The variable guns t represents the legal environment around gun ownership. The model above allows that changes in gun laws may have led to changes in both firearm and hanging suicides. The simple intuition that drives tightening of gun laws is typically that ρ 1 would be negative: a tightening of gun laws would reduce firearm-related suicides. However, there is a possibility that method substitution may occur, so that changes in gun laws that reduce firearm-related suicides may actually increase suicides by hanging.
Given this model, total suicides are:
The central questions for this paper are:
(1) is ρ 1 negative? (did firearm-related deaths fall after the change in laws?); (2) Suppose, however, that we have no information on X available to us. Can we answer these questions? There are two possibilities. First, if β 1 = β 2 , then there is a potentially simple solution: subtract Hangings from Firearm deaths, so that we have:
In this case, however, we will only be able to test the third of the propositions -we will be able to say nothing about the impact on firearm related suicides, or on method substitution -and that only implicitly by assuming that ρ 1 <0 and that ρ 2 >=0. The assumption that firearm and hanging deaths respond in the same way to the same stimuli is also unsatisfactory. For example, if unemployment rates affect suicides in low-income families more than high-income families, but firearms tend to be owned by high-income families, then β 1 ≠ β 2.
What if we simply omit X t and perform the stacked regression analysis described in (3) where ζ t = β 1 X t + β 2 (H t X t )+ μ t . Estimates of ρ 1 and ρ 2 will be biased and inconsistent if there is any correlation between X t and guns t . Given the particular nature of this model, where there is only time series variation, and where guns t is a dummy equal to one after 1997, this is inevitable if there is any time-series variation in X t . This is roughly similar to the problem of using a difference-in-difference estimator with time series variation and serial correlation described in Bertrand, Duflo & Mullanaithan (2004) , except that in this case the lack of a reasonable control group exacerbates the difficulties. Suppose, for instance, that a drought tends to lead to higher firearm suicides, but not higher suicides by hanging (X t is drought, β 1 > 0, β 2 = 0). Then the drought of the mid-2000s
should have led to more firearm suicides, but not hangings. Failing to account for this in estimating (5) would see all those excess suicides attributed to the gun laws of 1997: that is, the estimate of ρ 1 would be biased in a positive direction.
In short, time series variation in and of itself is unable to recover plausible estimates of the effect of the Australian gun laws on deaths, except in the presence of extremely restrictive (and probably inaccurate) assumptions on the determinants of the numbers of deaths. Without having some credible control group -or at a minimum a model that introduces time-varying factors that may affect homicide and suicide rates, such as personal income growth, unemployment rates, or health and social program changes -we can draw no conclusions on either the extent of method substitution, or on the underlying direction of overall homicide and suicide rates. Table B1 . Estimates from ARIMA(1,1,1) models of firearm and non-firearm suicides and homicides 1979-96 1969-96 1915-96 1979-96 1969-96 1915-96 1979-96 1969-96 1915-96 1979-96 1969-96 1915-96 * For ease of interpretation, predictions for the log models were converted to levels for calculating the means and conducting the t-tests. Coefficients in bold are significant at the 5% level. Note: the estimates show the unsuitability of using the ARIMA(1,1,1) model for this data analysis. We nonetheless present only ARIMA(1,1,1) estimates in this paper to highlight the fragility of BM's results. Simple OLS estimates using the log of the death rate as a dependent variable model and allowing for linear time trends and a structural break in either levels or time trend in 1997 typically find a negative shift in firearm suicides after 1997, with firearm homicides shifting negatively, but not significantly unless a longer time series is used. That type of analysis is very similar to Chapman et al. (2006) , which we discuss briefly. Because the purpose of this paper is not to provide our own estimates, and because a similar analysis is already in publication, we do not provide the full results here. Results are available on request. 2 Estimates shown in this paper are those from R, which came closer to replicating the results in BM than did the estimates from STATA. All data used in this paper and the programs used to obtain the statistical results (in STATA and R), as well as details of those results in numerical and graphical form, are available at http://www.wlu.ca/sbe/cneill. 3 As in BM, our re-analysis of the statistics on non-firearm death rates suggests there was little change in these death rates post-NFA. Using a log rather than a level specification increases predicted non-firearm suicide rates slightly, but as in BM, the t-tests still reveal no statistically significant reduction in suicide rates post-1996. Using the full time series, on the other hand, suggests that suicide rates were statistically significantly higher post-1996, largely due to the jump in non-firearm suicides in 1997 and 1998. Given that the non-firearm suicide rate increased by around 2.2 per 100,000 between 1996 and 1998, while the firearm suicide rate in 1996 was 2.1 per 100,000, this is clearly not attributable to method substitution alone. We do not discuss our findings on non-firearm death rates in detail in this paper, because they have little bearing on our key arguments. All results are available on request. 4 Our replications of their work suggest this makes it more difficult to find drop in firearms deaths after 1997. Results available on request. 5 In statements to the Australian media following the publication of the paper, the authors were even less circumspect. In a summary of the research released at the Sporting Shooters' Association of Australia website, the conclusions are:
Appendix B. Details of Regression Results
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• 'The reforms did not affect rates of firearm homicide in Australia.
• The reforms could not be shown to alter rates of firearm suicide, because rates of suicide using other methods also began to decline in the late 1990s.
• … • It must be concluded that the gun buyback and restrictive legislative changes had no influence on firearm homicide in Australia.
• The lack of effect of a massive buyback and associated legislative changes in the requirements for obtaining a firearm licence or legally possessing a firearm has significant implications for public and justice policy, not only for Australia, but internationally.' http://www.ssaacms.com/pdfs/pdf453c38e7ab1e0.pdf Referring to an interview with Jeanine Baker, a newspaper article says 'The findings were clear, she said: The policy has made no difference. There was a trend of declining deaths that has continued.' (Sydney Morning Herald http://www.smh.com.au/news/national/buyback-has-no-effect-on-murderrate/2006/10/23/1161455665717.html).
A press release by the International Coalition for Women in Shooting and Hunting (WiSH), which listed Samara McPhedran as the contact, described the findings of the research thus: 'Published in the influential British Journal of Criminology, the research showed that the legislative reforms, bans, and buybacks of 1996 did not impact on already declining rates of firearm homicide in Australia. It could not be concluded that the tough laws had any impact on firearm suicide rates, because suicides using other methods also started to decline in the late 1990s.' http://www.icwish.org/WiSH%20Gun%20Study%20Response%20Overwhelmingly%20Positive%20PR%20241006.pdf All documents available at 5 February 2007.
