Using posterior distribution of Bayesian LASSO we construct a semi-norm on the parameter space. We show that the partition function depends on the ratio of the l 1 and l 2 norms and present three regimes. We derive the concentration of Bayesian LASSO, and present MCMC convergence diagnosis.
Introduction
Let p ≥ n be two positive integers, y ∈ R n and A be an n × p matrix with real numbers entries. Bayesian LASSO
is a typically posterior distribution used in the linear regression y = Ax + w.
is the partition function, · 2 and · 1 are respectively the Euclidean and the l 1 norms. The vector y ∈ R n are the observations, x ∈ R p is the unknown signal to recover, w ∈ R n is the standard Gaussian noise, and A is a known matrix which maps the signal domain R p into the observation domain R n . If we suppose that x is drawn from Laplace distribution i.e. the distribution proportional to exp(− x 1 ),
then the posterior of x known y is drawn from the distribution c (1). The mode arg min Ax − y 2
exp(−g(r, θ))r p−1 dr.
Here g(r, θ) = 1 2 (r 2 Aθ 2 2 + 2r Aθ 2 β + y 2 2 ),
where
and s denotes the cosine of the angle (Aθ, y) i.e. cos((Aθ, y)) . Using known estimate θ 2 ≤ θ 1 , we observe that β is bounded below by
and β → +∞ as Aθ → 0. Here A is the square root of the largest eigenvalue of A * A. Observe that c(x)dx = 1 Z exp(−g(r, θ))r p−1 drdθ.
Hence, we can sample from Bayesian LASSO c (1) as following. We draw uniformly θ := x x 2 from the unit sphere, and then draw the norm x 2 following the distribution
where ϕ(r, θ) := g(r, θ) − (p − 1) ln(r), r > 0.
Moreover, observe that the modes {x lasso = r lasso θ lasso : g(r lasso , θ lasso ) = min r≥0,θ∈S g(r, θ)} and {(r * , θ * ) : ϕ(r, θ) = min r≥0,θ∈S ϕ(r, θ)} respectively of the distributions c(x)dx and 1 Z exp(−g(r, θ))r p−1 drdθ are different. We will show that (r * , θ * ) contains more information than x lasso .
Geometric interpretation of the partition function
The volume (Lebesgue measure) of the set K(A,
is a norm on the null-space N (A) of A. A general result [1] tells us that if f is even, log-concave and integrable on an Euclidean space E, then
is a norm on E. It follows that in the case E = N (A) or E = {x ∈ R p : Ax, y = 0}, the map
is a norm on E. The map
has nearly all the properties of a norm. Only the evenness is missing. The set K(A, y) = {x ∈ R p : x LASSO ≤ 1} is convex, compact and contains the origin. See [9] for more details.
Necessary and sufficient condition to have LASS0 = {0}
If β ≥ 0, then r ∈ [0, +∞) → g(r, θ) is increasing, its minimizer is equal to r = 0, and its smallest value is , and its smallest value is less than y 2 2 2 . If the set {β < 0} is empty, then LASSO = {0}, if not
As an illustration we consider the case n = 4, p = 7 and the entries of the matrix A ∼ B(± with the values ± 1 √ n . We draw uniformly N = 10 5 vectors from the sphere S and estimate LASSO using Formula (12). Table 1 gives the value of LASSO using respectively FISTA algorithm and Formula (12) .
Observe that necessary and sufficient condition for β ≥ 0 for all θ is
Using known estimate θ 2 ≤ θ 1 , we obtain
as a sufficient condition for β ≥ 0 for all θ.
Closed form of the partition function
We introduce for a ∈ R and for a couple p, r ≥ 1 of integers, the notations
Now, we can announce the following result.
Here γ(a, x) = x 0 exp(−t)t a−1 dt is the lower incomplete Gamma function.
and the remainder term
Proof 4.2. Only the first part of assertions 2) and 5) needs the proof. Let us prove the first part of 2). From the equality
and the change of the variable
we obtain
As β > 0, then the change of variable
The equality β = θ 1 Aθ 2 − y 2 s achieves the proof of 2). Now we prove Assertion 5). We extend the incomplete Gamma function as following
and we use known estimate see [3] page 14
where M > a − 1, x > 0, a ∈ R, and the remainder term
Using the expansion (19), and the fact that
It follows the following expansion:
where the remainder term
, which achieves the proof.
Numerical calculations
As an illustration we consider n = 4, p = 7, A ∼ B(± Numerical calculations show that the function Φ(β) (15) explodes for β > 13.8. To compass these explosions we use the expansion (19), and then we use the function Φ(·, M ) (17). In Fig.(1) and Fig.( 2) dashed and black curves represent respectively the function Φ(·, M ) and Φ. In Fig. (1) we plot Φ(·, M ) and Φ for β ∈ (6, 45). By zooming on β ∈ (1.09, 7.5), β ∈ (7.5, 13.8), and β ∈ (13.8, 15) we show that the behavior of Φ becomes abnormal from β ≈ β Φ = 13.8 and obtain Fig.(2) .
The case LASS0={ 0 }: Partition function estimate and concentration inequality
The following is a consequence of [9] Lemma 2.1.
The function r ∈ (0, +∞) → ϕ(r, θ) is convex and its unique critical point
is the mode of (10).
2) By denoting M (θ) = exp − ϕ(r(θ), θ) , we obtain
3) We have for q > 0,
and
where |S| denotes the surface of the unit sphere S. 4) If x is drawn from Bayesian LASSO distribution c (1), then for q > 0, x 2 ≤ qr(θ) with the probability at least equal to P (q, p) :
In particular for q = 5 we have As an illustration we consider p = 7, n = 4, A ∼ B(± 1 √ n ). We draw uniformly N = 10 5 sample θ i ∈ S from the unit sphere S. For each i, we calculate ϕ(r(θ i ), θ i ), and we derive θ * . Notice that β * = θ * 1 Aθ * 2 = 14.0122 ≈ β Φ is nearly equal to the beginning of abnormality of Φ.
Using Formula (5) and Monte Carlo method, we obtain Z ≈ 2.2142, Z min ≈ 0.0058 and Z max ≈ 120.3654. If we draw N = 10 5 vectors using Laplace distribution (3) and calculate the value of Z using Formula (2) and Monte Carlo method, then we obtain Z ≈ 0.0036 < Z min . Hence Monte Carlo method using Formula (5) wins against Monte Carlo method using Formula (2).
The case 0 / ∈ LASSO
If 0 / ∈ LASSO, then the assertions of Proposition (4.3) are no longer valid. But we are going to show that these assertions becomes valid if we work around LASSO. We consider for l ∈ LASSO,
Contrary to the map x → c(x), the map x → f (x) attains its supremum at the origin. Observe that
If x is drawn from c, then x − l is drawn from
The map x ∈ R p → J p (x, l) := x A,y,l is nearly a norm (only the eveness is missing). The set
is convex, compact and contains the origin. The volume
, we draw θ = x x 2 uniformely on S, and then we draw x 2 from
We have from [9] Lemma 2.1 and Remarks page 14 the following result. is convex and its unique critical point r(θ, l) is the mode of (25). 2) By denoting M (θ, l) = exp − ϕ(r(θ, l), θ, l) , we obtain
and for q > 0,
3) We have
4) if x is drawn from the distribution c (1)
, then x − l 2 ≤ qr(θ, l) with the probability at least equal to 1 − 
Calculation of the mode of (25) and the partition function (23)
Now, we are going to calculate the mode r(θ, l), and the partition function J p (θ, l). The calculations are similar to the case LASSO={0}, but we need new notations. The vector y l = y − Al, s l = cos(θ l ) where θ l denotes the angle (Aθ, y l ), b l = y l 2 s l . The components of the vector l ∈ LASSO are denoted by l 1 , . . . , l p . For θ ∈ R p , we set S 0 = {i ∈ {1, . . . , p} : θ i = 0},
The cardinality of S − is denoted by |S − |, and the order statistic of the sequence
Using these new notations, we obtain
If lθ(k) ≤ r < lθ(k + 1), then
Observe that θ 1,|S − | = θ 1 , and if Aθ = 0 then
2 )
Now, we have the following.
where I 1 (θ) = {k ∈ {0, . . . , |S − |}, such that θ 1,k = 0},
Now, we are going to give the closed form of J p (θ, l) when Aθ = 0.
We observe for lθ(k) ≤ r < lθ(k + 1) that
Moreover if k ∈ I 1 (θ), then β k = −b l . Observe also that β |S − | is bounded below by − y l 2 sup(s l : θ ∈ S). It follows that
The calculation of
is similar to Proposition (4.1), and depends on the sign of
MCMC diagnosis
Here we take p = 7, n = 4, A ∼ B(± 1 √ n ) and for simplicity we consider y = 0. We sample from the distribution c (1) using Hastings-Metropolis algorithm (x (t) ) and propose the test x (t) 2 ≤ qr(θ (t) ) as a criterion for the convergence. Here θ (t) :=
. We recall that if x is drawn from the target distribution c, then x 2 ≤ qr(θ) with the probability at least equal to P (q, p). Table 2 gives the values of the probability P (q, p). Note that for q ≥ 2.5 the criterion x (t) 2 ≤ qr(θ (t) ) is satisfied with a large probability. Table 2 : Values of the probability P (q, p) for p = 7.
Independent sampler (IS)
The proposal distribution
The ratio
It's known that MCMC (x (t) ) with the target distribution c and the proposal distribution p is uniformly ergodic [11] :
Here Z ≈ 2.2142 and then (1 − Z 2 p ) = 0.9827. Figure 4 (a) shows respectively the plot of t → 5r(θ (t) ) and t → x (t) 2 .
Random-walk (RW) Metropolis algorithm
We do not know if the target distribution c satisfies the curvature condition in [13] Section 6. Here we propose to analyse the convergence of the Random walk Metropolis algorithm (x (t) ) using the criterion x (t) 2 ≤ qr(θ (t) ). Figure 4(b) shows respectively the plot of t → 5r(θ (t) ) and t → x (t) 2 . Figures 4 show that contrary to independent sampler algorithm, the random walk (RW) algorithm satisfies early the criterion x (t) 2 ≤ 5r(θ). More precisely 1) the independent sampler (IS) algorithm begins to satisfy the criterion x (t) 2 ≤ 5r(θ (t) ) at t = 8 × 10 5 iteration.
2) The RW algorithm begins to satisfy the criterion x (t) 2 ≤ 3.5r(θ (t) ) at t = 939065 iteration, but the IS algorithm never satisfies the criterion x (t) 2 ≤ 3.5r(θ (t) ). We finally compare IS and RW algorithms using the fact that R p xc(x)dx = 0. The best algorithm will furnish the best approximation of the integral R p xc(x)dx. Table 3 RW 2 = 0.0041. We conclude that the random walk algorithm wins for both criteria against independent sampler algorithm. Table 3 : N = 10 6 , p = 7, n = 4 and q = 5. 
Conclusion
We studied the geometry of bayesian LASSO using polar coordinates and calculated the partition function. We obtained a concentration inequality and derived MCMC convergence diagnosis for the convergence of hasting metropolis algorithm. We showed that the random walk MCMC with the variance 0.5 wins again the independent sampler with the Laplace proposal distribution.
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