Abstract This paper presents a distributed strategy for load balancing in a multi-MTU SCADA system, whose automatic control layer is such that its MTU Plane is modeled as a networked dynamical system. The proposed control law, under which the considered system is proven to converge to a Wardrop equilibrium, is also used for the purpose of equilibrium recovery in load distribution among MTUs after the occurrence of a possible MTU failure event induced by a cyber-physical attack (e.g., a Denial of Service attack). Numerical simulations with respect to realistic scenarios are reported to show the effectiveness of the proposed approach.
Within the automatic control layer, the Remote Terminal Units (RTUs) composing the RTU Plane are in charge of collecting data from sensors and control actuators possibly located at remote sites, and of sending such data back to the Master Terminal Unit (MTU) through the communication network. In this respect, RTU and MTU fault tolerance and attack resilience are key requirements for safety-critical processes. This issue has already been addressed with respect to RTUs in several works (e.g., in [8] ), but has not been addressed yet as regards the possible event of MTU failure.
In this respect, we propose to adopt a Multi-MTU structure [9] , i.e., the MTU Plane of the automatic control layer is characterized by distinct MTUs operating in parallel with each other. Hence, we envisage a Multi-MTU Plane as shown in Fig. 1 , where the association of the traffic coming from any RTU to the most appropriate MTU is made dynamically, based on the feedback represented by the current utilization factor of each MTU. This way, by relying on a distributed closed-loop dynamic load balancing algorithm, it is possible to ensure that the SCADA system stays resilient with respect to any cyberphysical attack (e.g., a Denial of Service attack originated by a Sybil attack [10] ) aimed at compromising the operation of a single MTU by making it fail. From the large body of literature on load balancing, we recall [11] as an example of centralized static cooperative load balancing, [12] as an example of centralized static noncooperative load balancing, [13] as an example of centralized dynamic load balancing, and we also recall [14] , which, instead, addresses the problem of distributed dynamic load balancing relying upon local cooperation among neighboring network nodes.
Moreover, load balancing can be dealt with by adopting advanced feedback control and machine learning methodologies also capable of exploiting, in real time, the information embedded in historical data and/or the real-time feedbacks provided by the users. We note that even the methodologies used in other application contexts (e.g., see [15] and [16] for energy control, [17] for traffic control, [18] for resource management, [19]- [21] for Quality of Experience control, and [22] and [23] for intelligent transportation systems) can be used to cope with load balancing.
The scenario considered in this paper requires a noncooperative dynamic load balancing approach. This kind of algorithms are widely investigated in game-theoretic frameworks, where the problem can be described as a dynamic load balancing game, in which users distribute their loads in a non-cooperative and selfish fashion [24] (in some applications, these algorithms are also referred to as selfish routing ones). Moreover, in this paper we consider a renowned game-theoretic traffic model due to Wardrop [25] , introduced to represent road traffic with an infinite number of agents, each being responsible for an infinitesimal amount of traffic. Within this framework, a certain amount of traffic, or flow demand, has to be routed from a given source to a given destination via a collection of paths. Each agent has the possibility to distribute its own flow among a set of admissible paths. The network is characterized by nondecreasing latency functions depending on the flows on the edges. A combination of flows such that the latencies of all the employed paths are minimal is called a Wardrop equilibrium for the network. Indeed, a Nash equilibrium is said to become a Wardrop equilibrium whenever the number of decision makers is assumed to be infinite [26] .
The paper is organized as follows. Section II presents the mathematical model of the automatic control layer of a SCADA system as a networked dynamical system, and defines and discusses the distributed control problem for load balancing purposes. Section III reports some numerical examples showing both the performance of the proposed solution in different realistic scenarios and the equilibrium recovery time under the presented strategy. Concluding remarks in Section IV end the paper.
To the best of the authors first attempt to solve a load balancing problem over the MTU Plane of a cyber-physical system by means of Wardrop-based arguments, also tackling the issue of Wardrop equilibrium recovery after MTU failure. is the length of the shortest path between them if and are connected, it is infinite otherwise. The diameter of a strongly connected digraph is the maximum distance between two nodes.
II. CYBER-PHYSICAL SYSTEM
Let us now consider a SCADA system as a cyber-physical system whose automatic control layer is such that the presence of several distributed MTUs allows to enforce closed-loop load balancing, i.e., to distribute traffic among the different MTUs in order to avoid congestion and ensure that the total demand at the RTUs is satisfied. It is possible to model the Multi-MTU Plane of such a cyber-physical system (shown in Fig. 1 ) as a weighted static digraph , where the MTUs are identified as nodes, and the transmission links connecting them as edges.
An instance of the Wardrop load balancing game taken into account in this work is given by , namely composed of:
the finite weighted static digraph defined above, which is assumed to be strongly connected; and a family of non-negative cost functions , denoting the current latency experienced the corresponding MTU. The total demand load associated with the underlying RTU Plane and impacting on the MTUs composing the digraph is denoted by .
As anticipated above, this paper further develops a wellknown model for selfish routing [27] , where an infinite population of agents carries an infinitesimal amount of load each, following the previous works in the domain of telecommunication networks [28]- [30] . In the considered scenario, a single request of the flow is approximately considered as an agent: in fact, even if the number of requests is finite, if the flow rates are sufficiently high, the population acceptably approximates the infinite population constraint required by Wardrop theory Let us consider the set of distributed MTUs. At a given time , each MTU serves a traffic load , which, in the considered domain, can be assumed to be measured in MBps. The flow vector represents the traffic load served by the Multi-MTU Plane, at a given time . The initial flow vector at time is indicated as . The main role of the distributed MTUs is to properly manage the overall RTU Plane traffic load and ensure the resilience of the considered cyberphysical system against malicious attacks (e.g., inducing failure of one or some MTUs) that may be responsible for undesirable traffic congestion. At a given time , a flow vector is feasible if the sum of the traffic loads served by the distributed MTUs is equal to the total power demand load, :
(1) Each distributed MTU responds, to the amount of traffic load that it is currently serving, with a nonnegative cost function that depends on the value of and denotes the current latency experienced by the MTU itself. Hence, each distributed MTU has a cost function that maps the traffic load to the cost that the considered MTU incurs by serving an amount of traffic load equal to .
Assumption 1. Analogously to [31] , we assume the following properties to characterize the cost function :
is non-decreasing.
In this work, for the sake of simplicity, for , we choose to resort to a cost function exhibiting a piecewiselinear + divergent-exponential structure, which satisfies Assumption 1, as further detailed in Section III.
In 
B. System Dynamics
objective is to cooperate with the aim of minimizing the cost associated with each MTU, while serving the corresponding amount of traffic load. This means that, at time , each distributed MTU migrates a certain amount of traffic load to another distributed MTU in the considered cyber-physical system if . As a result, the system dynamics is determined based on the algorithm proposed in [32] . Hence, the differential equation describing the dynamic evolution of the traffic load served by MTU is
In particular, with respect to (2), the migration ratio between two distributed MTUs is defined as: ,
where is the migration policy function, i.e., a function determining the amount of traffic load assigned to MTU that is migrated to MTU . A commonly used migration policy is the linear migration policy, defined as ,
where . The migration policy set, denoted with , is given by the set of migration policy functions associated to each couple of MTUs . If the system starts from a feasible flow vector , it evolves always in feasible flow vectors; indeed, the system dynamics defined in (2) has the following property:
, and, therefore, .
C. Wardrop Equilibrium
The objective of the system dynamics defined in (2) is the convergence towards stable flow vectors; a flow vector is stable when no fraction of the can decrease the overall cost by moving unilaterally from one MTU to another. It is easy to see that this implies that all MTUs must offer the minimal cost: this condition can be defined as Wardrop equilibrium.
Definition 1 (Wardrop Equilibrium). A feasible flow vector is at a Wardrop equilibrium if, for every couple of distributed MTUs
, with , holds.
For practical reasons, it is not necessary to wait until the system dynamics achieves a Wardrop equilibrium. The evolution of the system dynamics can terminate whenever the maximum variation between the costs associated with the distributed MTUs is below an acceptable tolerance , i.e., the convergence time, denoted with , is the first time instant when the following inequality is met:
.
D. Distributed Load Balancing Problem
Definition 2 (Distributed load balancing problem). Given a set of distributed MTUs, a total power demand , a set of cost functions denoting the cost functions of the MTUs, an initial flow vector , a strongly connected adjacency matrix , a migration policy set and a tolerance , the distributed load balancing problem is the tuple controlled by the system dynamics defined in (2).
Theorem 1. Given a distributed load balancing problem
controlled by the system dynamics defined in (2) The system can be rewritten in compact form as
We therefore obtain a nonlinear autonomous dynamical system. In particular, satisfies the standard conditions for the global existence and uniqueness of a solution [33] since is Lipschitz-continuous with respect to and . Moreover, from assumption c., the cost function has the following properties, i.e., : ; is strictly increasing.
The proof then follows immediately from the proof of Theorem 1 in [30] , which demonstrates the convergence to Wardrop equilibria in the more general case of time-varying graphs. As in this paper the considered cost functions are strictly increasing, from [32] it follows that the Wardrop equilibrium is unique.
E. MTU Failure and Wardrop Equilibrium Recovery
Once a Wardrop equilibrium condition is achieved, it may happen that one of the MTUs characterizing the considered cyber-physical system fails, thus triggering an undesired perturbation onto the overall traffic load distribution. Such an event of MTU failure may be due to a cyber-physical attack that is specifically struck against a single MTU in order to knock it out (e.g., a Denial of Service attack originated by a Sybil attack [34]). Therefore, it is necessary to develop strategies that, in case of an MTU failure event, ensure the cyber-physical system resilience by (i) redistributing the overall traffic load as a result of MTU failure, and (ii) recovering a Wardrop equilibrium condition in a reasonable amount of time.
One particular issue to deal with is that, when an MTU fails, the load it served before failure must be neighbors. One possible approach could consist in loading one randomly chosen MTU among the neighbors of with so that the load to be served by after the attack is , but such a recovery strategy risks overloading while leaving the other neighbors of unaffected. Instead, we propose to equally distribute among all neighbours of MTU , so that ,
yielding an equal redistribution of the overall traffic load after the attack. All in all, assuming that only one MTU at a time may fail, we identify three steps as shown in Fig. 2 :
Step 1. Pre-attack Wardrop equilibrium achievement for the flow vector subject to the dynamics (2) under the control law (3);
Step 2. Cyber-physical attack inducing the failure of a single MTU;
Step 3. Post-attack Wardrop equilibrium recovery for the flow vector subject to the dynamics (2) under the control law (3), after applying the traffic load redistribution policy (5).
We assume the event of MTU failure to be instantaneous; moreover, it is interesting to assess how long it takes to recover the Wardrop equilibrium after the attack and determine the relationship between such recovery time and the number of available MTUs, as pointed out in Section III with respect to selected network topologies for the Multi-MTU Plane. To assess the performance of the proposed solution, the authors carried out simulations for different SCADA multi-MTU problems characterized by the system dynamics defined in (2) . Three multi-RTU network topologies have been considered: (a) undirected fullmesh; (b) undirected binary tree; (c) directed token-ring, as shown in Fig. 3 .
III. NUMERICAL SIMULATIONS
For each topology an increasing number of nodes and a tolerance value have been considered. depending on the MTU equipment, we considered three different types of machines having 1, 2 and 4 cores. Each core can process up to data per second. In all the simulations, the overall counts to be distributed among the MTUs, being the total number of cores. Table 1 shows the number of MTUs having 1, 2 or 4 cores and the overall bandwidth , considering . 
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The set is given by piecewise-linear + divergentexponential cost functions having : The set uses the linear migration policy function specified in equation (4) . In each simulation, we consider the scenario of recovery in case of a 4-core MTU failure.
As shown in Fig. 4 , once an MTU failure event occurs, the rk is reconfigured, adding the links needed to maintain the topology: (a) undirected full-mesh; (b) undirected binary tree; (c) directed token-ring. The workload associated with the failed MTU is equally redistributed among its neighbors, leading to an unstable state from which the system dynamic evolves toward another Wardrop equilibrium. In our simulations, we consider negligible the time needed to reconfigure the topology and to reallocate the workload to the remaining MTUs.
To show how the proposed control law converges to a balanced solution, we considered an undirected full mesh topology with nodes, namely having (according to The simulation results in Table II show that the convergence time depends on the number of interconnections between the distributed MTUs. In the undirected full-mesh topology (a), when the number of MTUs increases, the recovery time decreases. In the undirected balanced binary tree topology (b), the simulations show that, when increases, the recovery time increases rapidly. In the directed token ring topology (c), when increases, the recovery time increases exponentially. Topologies (a) and (b) are representatives of full connected and hierarchical networks (e.g., IEEE 802.3 based protocols), while topology (c) is representative of token-ring networks (e.g., IEEE 802.5). Finally, we developed a web based interface [35] that can be easily set up to replicate the above-described simulation scenarios.
IV. CONCLUSION
The paper proposes a distributed control law to efficiently handle the load balancing problem in multi-MTU SCADA systems, with the aim (i) to minimize the overall latencies experienced by the MTUs, and (ii) to enforce a recovery strategy for preserving traffic load stability in case of the event of failure of an MTU (e.g., due to a cyber-physical attack). The paper shows that the presented control law, under proper assumptions, ensures the convergence to a Wardrop equilibrium. In particular, the simulation results show that the Wardrop equilibrium recovery time after MTU failure depends on the number of interactions and on the network diameter. Moreover, the numerical simulations pave the way for undertaking further studies e.g., demonstrating the convergence velocity (in comparison with [36] ), and improving the proposed control law in order to deal with timevarying graph topologies and to ensure its robustness with respect to the presence of time delays impacting on the measurement of the MTU latencies.
