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Desertification in dryland ecosystems is considered to be a major environmental threat that may lead
to devastating consequences. The concern increases when the system admits two alternative steady
states and the transition is abrupt and irreversible (catastrophic shift). However, recent studies
show that the inherent stochasticity of the birth-death process, when superimposed on the presence
of an absorbing state, may lead to a continuous (second order) transition even if the deterministic
dynamics supports a catastrophic transition. Following these works we present here a numerical
study of a one-dimensional stochastic desertification model, where the deterministic predictions are
confronted with the observed dynamics. Our results suggest that a stochastic spatial system allows
for a propagating front only when its active phase invades the inactive (desert) one. In the extinction
phase one observes transient front propagation followed by a global collapse. In the presence of a
seed bank the vegetation state is shown to be more robust against demographic stochasticity, but
the transition in that case still belongs to the directed percolation equivalence class.
I. INTRODUCTION
Systems governed by nonlinear dynamics may support
two or many fixed points for the same set of parame-
ters. Slow variation of the external parameters may lead
to an abrupt change of the state of the system (catas-
trophic shift) at the tipping point, where one of the equi-
librium states loses its stability. In ecological systems,
these shifts are often harmful and may cause a loss of bio-
productivity and biodiversity, which, in turn, negatively
affect ecosystem function and stability [1, 2]. Therefore,
the possibility that ecosystems may undergo such an ir-
reversible transition in response to small and slow envi-
ronmental variations raises much concern [3–8].
Catastrophic shifts are considered as an important fac-
tor in many studies of transitions between various vege-
tation regimes, including the destructive process of deser-
tification [9–11]. Many works suggest a positive correla-
tion between the local vegetation density and its growth
rate as a result of various positive feedback mechanisms
like shading, root augmentation, infiltration rates, and
fire cycles [12–15]. If the positive feedback is strong
enough the system may support alternative steady states.
The transition from one state to another may take place
abruptly beyond the tipping point, or (in spatial do-
mains) gradually, with the stable phase invading the
metastable one [16, 17]. A general cartoon that illus-
trates the possible scenarios is shown in Figure 1.
However, ecological systems in general are known to
be very noisy, affected by all kinds of stochastic pro-
cesses [18–20]. In particular, the stochasticity involved
in the birth-death process of individuals (demographic
noise) may modify the characteristics of the transition,
as it supports an absorbing state. Unlike other types
of stochasticity that only lead to a shift in the location
of the Maxwell point [21], the transition in the presence
of an absorbing state may be continuous (second order)
and reversible, usually belong to the directed percolation
equivalence class [22–25]. Following these observations,
a minimal model for desertification transition in one [26]
and two [27] dimensions have been considered in recent
years. It turns out that in 1d the transition is always con-
tinuous, while in two spatial dimensions the characteris-
tics of the transition depends on the strength of the noise.
For weak noise one observes a catastrophic shift, while
under strong noise the transition is again continuous. In
both cases, the continuous (second order) transition be-
longs to the directed-percolation equivalence class.
In this paper we would like to extend the work of [26].
We consider the one-dimensional case, and focus our at-
tention on two aspect of the relationships between the
deterministic and the stochastic dynamics: the propaga-
tion of fronts when one phase invades the other, and the
effect of memory on the transition between the active and
the extinction phase.
In the next section we study the remnants of the deter-
ministic behavior in the stochastic system. Determinis-
tically, the Maxwell (stall) point (see Figure 1) separates
the region where desert invades vegetation from the re-
gion where vegetation invades the desert. Under demo-
graphic stochasticity, the transition point is inevitably to
the left of the Maxwell point [26], and above the tran-
sition the vegetation eventually collapses (in regions II,
III and IV indicated in Fig. 2). Still, we would like to
check the possibility of a transient invasion (of desert into
vegetation or vegetation into desert - see below) in these
regimes of parameters.
In section 3 we address a more practical question, the
effect of long term memory, in the context of a model that
includes a seed bank in the soil. We will show that mem-
ory makes the system more resilient against the effects
of demographic stochasticity so the shift of the transi-
tion point is larger than the shift predicted by the deter-
ministic model but the transition is still continuous and
directed-percolation like. This section is followed by a
general discussion and conclusions.
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2FIG. 1. The different regime-shift scenarios for a vegetation
system with strong positive feedback are illustrated in this
cartoon, where full lines represent stable fixed points of the
vegetation dynamics and the dashed line the unstable fixed
point between them. For very low stress the system admits
only one stable state with high vegetation density, while for
very high stress there is a region with only one, low density
state. For intermediate stress the system supports, for each
stress value, two alternative states separated by an unstable
fixed point. Below the unstable fixed point the vegetation
density is too small and positive feedback is too weak there-
for the density shrinks, while above this point the density
increases (bold arrows). In well-mixed situations the sys-
tem stays in one of its stable states until it hits the cor-
responding tipping point where it undergoes a catastrophic
shift (saddle-node bifurcation). In spatial domains the low-
vegetation (desert) phase invades the high-vegetation one to
the right of the Maxwell (stall) point, while the high vegeta-
tion invades the desert if the stress is smaller than its Maxwell
point value [17].
II. FRONT PROPAGATION AND INVASION IN
THE STOCHASTIC MODEL
The most popular model for a catastrophic desertifica-
tion is a version of the Ginzburg-Landau (GL) diffusion-
reaction model,
ϕ˙ (x, t) = D∇2ϕ (x, t)− αϕ (x, t) + βϕ2 (x, t)− γϕ3 (x, t)
(1)
Here ϕ represents the vegetation density, D is the diffu-
sion coefficient, α is the stress parameter (measuring the
harshness of the environmental conditions), β sets the
scale of the positive feedback and γ represents the finite
carrying capacity of the system.
As the stress parameter α is increased the environ-
mental conditions deteriorate and the vegetation density
reduces. The first, transcritical, bifurcation (the left tip-
ping point in Figure 2) occurs at α = 0, where the state
ϕ = 0 becomes stable. The right tipping point (a saddle-
node bifurcation) occurs at α = β2/4γ, and if the system
reaches this point the vegetation collapses at once. The
Maxwell (stall) point occurs at αMP = 2β
2/9γ: to the
FIG. 2. An illustration of the relationships between the
stochastic (red) and the deterministic (purple) states of the
system as obtained in [26]. Unlike the deterministic dynam-
ics illustrated in Fig. 1, under demographic stochasticity the
transition is continuous (second order) and must occur to the
left of the Maxwell point. In region II the deterministic the-
ory predicts that the active (vegetation) phase invades the
desert, while in region III the desert invades vegetation.
left of this point vegetation invades the desert, while to
its right desert invades vegetation. The velocity of the
invasive front is zero at the Maxwell point and is linearly
proportional to αMP − α in the vicinity of the Maxwell
point.
Figure 2 illustrates the relationships between the
stochastic and the deterministic transition dynamics as
obtained in [26]. In the presence of demographic noise
and an absorbing state the transition is always continu-
ous, occurs to the left of the Maxwell point and belongs
to the directed percolation equivalence class. Accord-
ingly, between the stochastic extinction point αc and the
Maxwell point there is a region of parameters where the
deterministic theory predicts invasion of vegetation while
under stochastic dynamics the vegetation goes extinct
(region II in Fig. 2). For α > αMP one finds another
region, where under deterministic dynamics the desert
invades (region III). Our aim here is to check for the
traces of this deterministic behaviors when the system is
stochastic.
Even in the quasi-deterministic limit, where the effect
of the absorbing state is negligible, demographic stochas-
ticity affects the width and the velocity of the invasion
front [28, 29]. As was shown in [27], under demographic
noise the renormalized value of β (the positive feedback
term) decreases as the length scale increases, meaning
that at the deterministic Maxwell (stall) point, desert
still invades. Here we present a few simulations done for
strong and intermediate levels of noise, where the effect
of the absorbing state is pronounced.
In the simulation we have compared the outcomes of
the stochastic dynamics with different initial conditions
(see Fig. 3). In case A the initial condition is inhomoge-
neous, half the system (0 ≤ x ≤ L) is in the vegetation
3FIG. 3. Identification of spatial effects by comparison of the
time evolution of two different types of initial conditions. We
have traced the overall vegetation in a one dimensional sys-
tem that was prepared in a homogenous spatial state that
corresponds to the stable vegetation fixed point of the deter-
ministic dynamics (B). This value was compared with another
system (A), in which this state covers half of the system while
the other half is in bare soil (desert). ∆, as explained in the
text, is the difference between the total biomass of A and
half of the biomass of B. If the vegetation state invades the
desert, even as a transient, one expects a growth of ∆ in time,
as illustrated by the blue dashed line in the right panel. The
opposite scenario, an invasion of the desert, will yield a curve
with negative slope (green). If spatial invasion plays no es-
sential role, ∆ is expected to be time independent (red).
state (as predicted by the deterministic theory) and the
other half (L ≤ x ≤ 2L) in the absorbing state. In the
homogeneous case B, the system is initially in the vege-
tation state for all x. We then tracked the value of
∆(t) ≡
∫
ϕA(x, t) dx− 1
2
∫
ϕB(x, t) dx (2)
through time. In the region of parameters that corre-
sponds to phase II one may suppose that for some time
the deterministic prediction still holds and vegetation in-
vades the desert, so ∆ will increase in time. This increase
has to be a transient since eventually the system must
collapse to the absorbing state, but it may manifest itself
for a while. Similarly, if the desert invades determinis-
tically (phase III) ∆ should decrease in time. Finally if
spatial invasion have no significant role, ∆ would be time
independent. These scenarios are illustrated in Fig. 3.
The vegetation system was simulated using the algo-
rithm presented in [26]. The deterministic equation (1),
with D = 0.2, β = 0.4, γ = 0.02, and different values of
α, was integrated (using the Euler method, timesteps of
0.001) for a one dimensional lattice with 2L = 750 and
reflecting (no-flux) boundary conditions. Demographic
noise was introduced into the dynamics by replacing, ev-
ery ζ units of time, the value of ϕ(x, t) by an integer
m(x, t), drawn from a Poisson distribution,
P (m) = e−ϕ(x)
ϕm(x)
m!
. (3)
We have used asynchronous update of the lattice. For the
simulation in phase I, II and IV, ζ = 30 was taken, while
FIG. 4. ∆ as a function of t in the active case (phase I, α =
−1.8 where the stochastic transition is around αc ∼ −0.7).
As expected ∆ grow and reaches equilibrium at long times.
Biomass density is measured in units of the deterministic fixed
point, so the value it approaches is slightly smaller than one.
The line presented here is an average over the time evolution
of 100 systems.
in region III we implemented different levels of noise as
will be explained below. The results are shown in Figures
4, 5, and 6.
In the active phase of the stochastic dynamics (region
I of Fig. 2) the vegetation invades the desert as expected
(Fig. 4), and ∆ grows in time until it reaches an equi-
librium value. This equilibrium value is smaller than the
prediction of the deterministic theory, as one expects for
a stochastic system with an absorbing state. The inva-
sion velocity should decrease as α increases and it reaches
zero at the transition point. As demonstrated in [26], the
transition occurs to the left of the Maxwell point and be-
longs to the directed percolation equivalence class, so the
front velocity should vanish at this transition point (for
details, see [30]), leaving a region (II) where the deter-
ministic front velocity is finite (vegetation invades desert)
but under stochasticity the vegetation cannot invade.
Before we consider region II, let us focus our attention
on the third region, where deterministically the desert
invades. Since this region is in the stochastic extinc-
tion phase, the vegetation will collapse in the long run
even if the initial conditions are homogenous and active
(i.e., correspond to case B of figure 3). This collapse will
take place in two steps: first, the stochastic fluctuations
must generate a spatial region where the vegetation den-
sity is low enough (i.e., it reaches the basin of attraction
of the absorbing state) and then this desert ”nucleus”
invades the rest of the system with the (renormalized
[29]) Ginzburg-Landau velocity. Before this nucleation,
one can see the desert invade the vegetation, while above
this typical nucleation time the vegetation collapses ev-
erywhere and ∆ approaches zero.
This behavior is seen in Figure 5. If the noise is rel-
atively strong and the nucleation time is short, one ob-
serves no effect of invasion. For the same set of param-
eters but with weaker noise (larger ζ), ∆ first decreases
(indicating invasion by the desert) and then grows back
towards zero. The same behavior is seen in Fig. 9 below,
4FIG. 5. The average value of ∆ (dark circles) and its (one
standard deviation) error bars are plotted as a function of t
where α = 1.97 is in phase III. For small noise (ζ = 30, panel
a) one cannot detect deviations between ∆ and zero through
the (one standard deviation) error bars. For weak noise (Panel
b, ζ = 106) the decay and growth are pronounced. Similar
results were obtained using a different simulation technique
for the same system, see appendix A.
where a different algorithm was used (see Appendix A).
Phase III admits a well defined semi-classical limit.
While the nucleation time increases exponentially with
ϕ(x), the inverse of the noise level at a site, the cor-
rections to the front velocity scale like 1/ϕ [29] so as ϕ
increases one can observe the deterministic behavior for
exponentially long times. Although the system is for-
mally in the stochastic extinction phase, in every finite
sample the effect of deterministic invasion will be much
stronger than the accumulation of stochastic local extinc-
tions.
At the Maxwell point the deterministic front velocity is
zero, but under demographic noise the desert still invades
vegetation since (as explained above) the renormalized
positive feedback term is smaller than its bare value. This
behavior was demonstrated in [29]. We failed to simulate
our system at the stall point since the noise was too large,
but in Appendix A we present results that were obtained
using a different numerical technique and support this
conclusion.
This brings us to back to phase II, where deterministi-
cally the vegetation invades but stochastically the system
is in the extinction phase. This region has no semiclas-
sical limit: as ϕ (or ζ) increases (the demographic noise
decreases) the extinction point approaches the Maxwell
point and this phase disappears. Since the desert invades
at the Maxwell point it must invade with finite velocity
to the left of this point, but now the invasion is only
due to stochastic effects (without stochasticity the active
state invades) and for any fixed value of α the veloc-
ity changes sign as ϕ increases. To put it another way,
for any fixed strength of demographic stochasticity there
is, somewhere in region II, a critical value, αSMP , the
stochastic Maxwell point, and to the left of this point
the desert does not invade.
The only question that remains is about the relation-
ship between αc, the extinction transition point (above it
vegetation no longer invades the desert) and the stochas-
tic Maxwell point αSMP (below it desert cannot invade
vegetation). Do these two point coincide? Unfortunately,
we did not succeeded in answering this question using our
numerics since fluctuations in the relevant regime are too
strong.
Finally, in region IV (Figure 6) the decay of the active
phase is deterministic so both systems show the same
behavior, as expected.
FIG. 6. ∆ as a function of t when α = 2.1 is in region IV,
where the vegetation collapses and the time to local extinction
is logarithmic in the population size. The lines are an average
over the time evolution of 100 systems, and the error bars
represent one standard deviation.
III. MEMORY EFFECT AND SEED BANK
In standard vegetation systems the reproduction of in-
dividuals is aided by the dispersal of seeds. Seeds do not
necessarily germinate when the environmental conditions
allow it (e.g., during the first wet season); instead, they
may enter a dormant state and germinate only after a few
years. Seeds dormancy is a known bet-hedging strategy
which is crucial to the ability of a species to expand and
survive in harsh environmental conditions [31, 32]. From
the modeler’s perspective, this behavior introduces an ef-
fective memory to the dynamics, as the ”absorbing state”
is not the state without vegetation but the state with no
vegetation and no seeds. In this section we present a
numerical study of a model that takes into account this
memory effect.
To do that, we have used one of the standard deter-
ministic models of vegetation-seed dynamics (this specific
version was adapted from Godoy, et al. [33]). Here, as
before, ϕ is the vegetation density that admits the same
Ginzburg-Landau dynamics, and θ(x, t) is the density of
seeds in the soil. Seeds germinate at a rate g and die at
a rate µ. Finally, F is the rate (per biomass) in which
the vegetation produces seeds.
5ϕ˙ (x, t) = D∇2ϕ (x, t)− αϕ (x, t) + βϕ (x, t)2 − γϕ (x, t)3 + gθ (x, t) (4)
θ˙ (x, t) = Fϕ (x, t)− (g + µ) θ (x, t)
FIG. 7. Equilibrium vegetation density as a function of α
for the model (4). In all systems β = 0.4, γ = 0.02, D =
0.2 and ζ = 30. Results are presented for the case with no
seeds F = g = µ = 0 (blue diamonds), for F = g = 0.2
and µ = 0.15 (deterministic shift gF/(g + µ) = 0.11, red
dots) and for F = 0.5, g = 0.2 and µ = 0.15 (deterministic
shift gF/(g + µ) = 0.29, green triangles). The shift of the
stochastic critical point is larger than the deterministic shift
(0.14 instead of 0.11 in the first case, 0.47 instead of 0.29
in the second case) due to the buffering effects of the seed
dynamics.
The deterministic steady states of (4) are the sets of
ϕ, θ where both ϕ˙ and θ˙ are zero. One may use that to
solve for θ at the steady state, and by introducing this
value of θ into the ϕ equation it turns out that the deter-
ministic phase diagram is shifted rigidly to the right by
gF/(g+µ). However, as seen in Figure 7, the shift of the
stochastic transition point is larger than its determinis-
tically expected value. This happens since the long-term
memory of the system with seeds acts to buffer the sys-
tem against the effect of stochasticity.
While the effect of memory increases the region of pa-
rameters that correspond to the active state, the charac-
teristics of the transition itself appear to be the same. As
explained in [26, 27], when the transition in the presence
of demographic noise falls into the directed percolation
equivalence class the density of vegetation decays at the
transition point like ϕ ∼ t−δ, where in 1d, δ ∼ 0.159.
This behavior characterizes also the transition of the
model with long-term memory and seeds, as indicated
in Figure 8.
IV. DISCUSSION
In their very influential work, ”The importance of be-
ing discrete (and spatial)” [16], Durrett and Levin con-
sidered two aspects of reality that may alter the predic-
FIG. 8. Vegetation density vs. time at the transition point,
plotted on a double logarithmic scale. The decay fits quite
nicely a straight line with slopes that are very close to the
values predicted for the directed percolation equivalence class,
δ ∼ 0.159. The upper panel was obtained from the model with
F = 0.2, g = 0.2 and µ = 0.15, the lower panel for the model
with F = 0.5, g = 0.2 and µ = 0.15. The density vs. α
diagram for these models is given in Fig. 7.
tions of a deterministic mean-field (well-mixed) theory
in ecosystems. One is the invasion of a metastable by a
stable phase, which yields a Ginzburg-Landau propagat-
ing front and eventually implies a gradual transition [17],
and the other is the effect of demographic stochasticity
(discreteness of individuals) that may lead to sustain-
able coexistence even in the absence of an attractive fixed
point [34].
Here we have shown that these two aspects of the dy-
namics - being spatial and being discrete - may also in-
terfere with each other. When demographic stochasticity
is superimposed on spatial dynamics, the net result is not
Ginzburg-Landau invasion and not the coexistance of the
two states together. Instead the vegetation invasion dy-
namics is completely identical with that of a Fisher front,
i.e., of the invasion of a stable to an unstable (rather than
metastable) state, despite the fact that the deterministic
system supports two attractive fixed points.
Seed dormancy is a known phenomenon in desert an-
nuals [31, 32], but in most cases it is considered as a
bet-hedging strategy against environmental variations.
Here we have shown that such a strategy makes the sys-
tem also more resilient against the effect of demographic
stochasticity, as it diminishes the influence of the ab-
sorbing state. On the other hand this memory effect
6FIG. 9. ∆ vs. time as simulated by the multinomial algorithm
for γ = 0.001, β = 0.02, D = 0.2 and α = 0.136667 (at the
deterministic Maxwell point). A one dimensional system with
2L = 300 was simulated, using ∆t = 0.1. The deterministic
solution for the steady state at this point is n = 42.
via the seed bank do not change the properties of the
transition itself. This may be related to the robust-
ness of the directed percolation transition against spatio-
temporal noise [35]. The case of non-Markovian memory,
like seeds with power-law statistics for germination time,
may yield, perhaps, a different type of transition, but
the relevance of such a case to realistic systems is not yet
clear.
Appendix A: Front propagation at the Maxwell
point
In this appendix we describe a different numerical
technique aimed at simulating the stochastic dynamics,
and we implement this technique at the deterministic
Maxwell point. The numerical procedure used here is
more realistic and more stable than the one used along
this paper. However it does not allow one to vary the
strength of the demographic stochasticity when all other
parameters are kept fixed, so we use it only for this spe-
cific task.
For each site with n individuals, the per-individual
death rate is taken to be
µ1 = α+ γ(n− 1)(n− 2)/6,
the per-individual birth rate is
b1 = β(n− 1)/2,
and the per individual hopping rate is D. The overall
”activity rate” per individual is thus,
r = µ1 + b+ 1 +D.
Accordingly, if r∆t  1 (where ∆t is the simulation
time-step) the chance that a single individuals does noth-
ing during this period of time is
Q = exp(−r∆t),
the chance that it give birth is b2 = (1−Q)b1/r), death
occurs with probability d2 = (1 −Q)d1/r and the prob-
ability of hopping is h2 = (1 − Q)D/r. By picking
five numbers from a multinomial distribution for n in-
dividuals with probabilities [Q, h2/2, h2/2, b2, d2] we de-
termined the number of individuals that stay inactive,
jump to the left/right, give birth or die. The number n
is then updated to n+ 2b2, and the hopping individuals
are deposited in a different array and are added to n only
at the end of each turn (asynchronous updating) to avoid
artificial drifts.
Figure 9 shows ∆ (obtained, as in the main part of this
paper, by comparison between two initial conditions, one
homogenous and one with half vegetation) as a function
of time at the Maxwell point, and one can see clearly that
the desert invades at short times, then the vegetation in
both systems collapse.
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