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Resumen
En este artı´culo se comparan tres me´todos de auto-ajuste de controladores PID que consideran diferentes tipos de experimentos
para obtener informacio´n de la dina´mica del proceso y distintos me´todos de ca´lculo de los para´metros del controlador para mini-
mizar el efecto de las perturbaciones. Los me´todos fueron presentados en el concurso anual organizado por el grupo de Ingenierı´a
de Control de CEA-IFAC del curso 2010-2011. Para la comparacio´n se aplica la metodologı´a de evaluacio´n de algoritmos de auto-
ajuste que tiene en cuenta tanto la fase de experimento como las prestaciones que se consiguen en la fase de control. Copyright c©
2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Las te´cnicas de auto-ajuste de los controladores PI-PID son
una caracterı´stica muy demandada en la industria. Con la apli-
cacio´n de los me´todos de auto-ajuste se busca minimizar el
tiempo y el grado de experiencia necesarios para ajustar sus
para´metros para controlar un proceso determinado. Como con-
secuencia de lo anterior, muchos productos comerciales incluyen
rutinas de auto-ajuste. Sin embargo, en muchas ocasiones, tales
rutinas de auto-ajuste no dan buenos resultados o los garantizan
bajo condiciones particulares (Greg Baker, 2009). Usualmente,
dichas condiciones esta´n en funcio´n del ı´ndice de controlabili-
dad del proceso o dependen de un conocimiento previo del mis-
mo (por ejemplo, si la planta tiene o no un integrador). Por ello,
nuevas te´cnicas de auto-ajuste, que sean capaces de hacer frente
a una gran variedad de plantas y procesos son siempre foco de
nuevas investigaciones.
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En general el funcionamiento de un controlador con auto-
ajuste tiene dos fases. La primera es la fase de experimento, du-
rante la cual se obtiene informacio´n del comportamiento dina´mi-
co del sistema. Esta fase ﬁnaliza con el ca´lculo de los para´-
metros del controlador, haciendo uso de la informacio´n experi-
mental obtenida. La segunda fase es la de control, en la que el
controlador pasa a controlar el sistema para cumplir las especi-
ﬁcaciones deseadas.
Desde un punto de vista pra´ctico, un me´todo de auto-ajuste
debe cumplir dos requisitos: 1) Lograr un ajuste adecuado del
controlador y de esta forma garantizar el comportamiento de-
seado en la fase de control, por ejemplo minimizar el efecto de
las perturbaciones. Adema´s debe cumplir las especiﬁcaciones
de robustez. 2) Conseguir el requisito anterior provocando la
menor excitacio´n posible en el sistema durante la etapa de ex-
perimento. Por ejemplo, mediante un experimento corto en el
cual la salida del sistema no alcance valores excesivamente ale-
jados del valor nominal de funcionamiento.
El cumplimiento de estos dos requisitos simulta´neamente
supone un compromiso entre uno y otro: mientras mayores limi-
taciones se tengan en la fase de experimento para aplicar cam-
bios en la entrada del sistema, menor sera´ la informacio´n de la
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dina´mica a partir de la cual realizar el ajuste del controlador
que garantice cumplir los requerimientos del sistema en bucle
cerrado. Un me´todo de auto-ajuste sera´ mejor en la medida que
cumpla en mayor grado los dos requisitos anteriores.
En este artı´culo se comparan tres me´todos de auto-ajuste
de controladores PID que consideran diferentes tipos de experi-
mentos para obtener informacio´n de la dina´mica del proceso y
distintos me´todos de ca´lculo de los para´metros del controlador.
Los me´todos fueron presentados en el concurso anual organi-
zado por el grupo de Ingenierı´a de Control del Comite´ Espan˜ol
de Automa´tica (CEA-IFAC), del curso 2010-2011. Para la com-
paracio´n se aplica la metodologı´a de evaluacio´n de algoritmos
de auto-ajuste propuesta en Romero and Sanchis (2011), la cual
tiene en cuenta tanto la fase de experimento como las presta-
ciones que se consiguen en el rechazo de perturbaciones.
La estructura del artı´culo es la siguiente. Inicialmente, en
la Seccio´n 2, se hace un planteamiento formal del problema de
auto-ajuste que se aborda en el artı´culo. En las Secciones 3,
4 y 5 se presentan los tres me´todos de auto-ajuste que sera´n
comparados en este trabajo. Los me´todos se han denominado
auto-ajuste evolutivo, auto-ajuste iterativo y auto-ajuste direc-
to atendiendo a la te´cnica usada para el ca´lculos de los para´-
metros de los controladores. En la seccio´n 6 se describe de for-
ma breve las principales caracterı´sticas de la metodologı´a usada
para la evaluacio´n de los algoritmos, la cual puede ser consul-
tada de manera ma´s extensa en Romero and Sanchis (2011). La
Seccio´n 7 se dedica al estudio comparativo de los tres me´todos
de auto-ajuste a partir de los resultados obtenidos de la apli-
cacio´n de la metodologı´a. Finalmente, las conclusiones se pre-
sentan en la seccio´n 8.
2. Planteamiento del problema
El sistema de control SISO que se considera en este artı´culo
se muestra en la Fig. 1.











Figura 1: Sistema de Control SISO.











El objetivo es ajustar el controlador PID de forma automa´tica
para conseguir minimizar el efectos de la perturbacio´n d bajo
unas condiciones de robustez adecuadas del sistema controla-
do, teniendo en cuenta que el modelo del proceso Gp(s) y el
ruido de medida n son desconocidos.
3. Auto-ajuste evolutivo
El algoritmo de auto-ajuste evolutivo se basa en la solu-
cio´n del problema de optimizacio´n no-convexa desarrollado en
Åstro¨m et al. (1998); Panagopoulos et al. (2002), que considera
la maximizacio´n de la ganancia integral del controlador sujeto
a restricciones que garantizan la robustez del lazo de control.
Dicho problema de optimizacio´n ha sido resuelto utilizando
algoritmos evolutivos con anterioridad (Reynoso-Meza et al.,
2011b,c), sin embargo, no ha sido implementado au´n el a´mbito
de auto-ajuste. El me´todo de auto-ajuste propuesto aquı´ integra
el uso de la optimizacio´n evolutiva, de ahı´ el nombre de auto-
ajuste evolutivo.
Dada una planta Gp(s), se desea ajustar un controlador que
maximize la ganancia integral kc/Ti, dado que se busca opti-
mizar para el rechazo de perturbaciones. Luego entonces, se






considerando como planta un proceso de primer orden con re-
tardo de tiempo (PORT):
Gp(s) =
K
T s + 1
e−Ls (3)
Es bien conocido que maximizar el desempen˜o del contro-
lador sin ninguna otra consideracio´n, conduce al ca´lculo de con-
troladores con poco margen de robustez. En tal caso, al imple-
mentar el controlador en la planta real, se pueden llegar a tener
comportamientos inesperados. Por tanto, deben considerarse al-
gunas restricciones en el anterior problema de optimizacio´n,
para garantizar un mı´nimo de robustez en el lazo de control. A
continuacio´n, se proponen 3 tipos de restricciones para lograr
un desempen˜o aceptable del controlador en el proceso real.
3.1. Restricciones
El valor ma´ximo de la magnitud de la funcio´n de sensibi-
lidad Ms = ma´x |S (jω)| = ma´x
∣∣∣∣ 11+Gp(jω)Gc(jω)
∣∣∣∣ es un indicador
comu´n para valorar la robustez del lazo de control (Åstro¨m and
Ha¨gglund, 2006). Valores aceptados por la comunidad de con-
trol se encuentran en el intervalo Ms ∈ [1,2; 2,0] Åstro¨m et al.
(1998); Panagopoulos et al. (2002). Luego entonces, el proble-
ma de optimizacio´n planteara´ un valor mı´nimo aceptable para
el controlador Mtargets . De tal manera, solo sera´n consideradas
las soluciones tales que:
Ms ≤ Mtargets (4)
El ca´lculo de Ms es el que requiere de mayor coste com-
putacional. Por tanto, debe buscarse una aproximacio´n pra´ctica
de Ms sobre un rango (o conjunto de valores) de frecuencias
determinado para poder asegurar su co´mputo en el perı´odo de
muestreo dado.
Dado que se parte del ajuste de un controlador PID con ﬁltro
de la derivada para una planta de primer orden con retardo, la
funcio´n de sensibilidad del sistema viene dada por:






4 + bω2) + (cω3 + dω)j
(eω4 + fω2 + gω0) + (hω3 + iω)j
donde, considerando una aproximacio´n de Pade´ de primer or-
den e−Ls ≈ 1− L2 s
1+ L2 s
para el retardo, se tiene que:
a =











c = −Ti · Td · T
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−kc · kp · L
2
(6)
A partir de lo anterior, es sencillo calcular la magnitud para
un determinado valor de ω ∈ [ω,ω].
La segunda restriccio´n trata de garantizar ma´rgenes razo-
nables en la accio´n de control que ejercera´ el controlador sobre
el proceso. Para ello, se buscara´ acotar la ma´xima accio´n de
control para la planta identiﬁcada. Se propone emplear la si-
guiente restriccio´n:
Kc +ma´x(1, L) · Kc/Ti + Kc · Td ≤ Ku (7)
donde Ku es la ganancia u´ltima estimada del proceso a con-
trolar.
Finalmente, la tercera restriccio´n es empleada para consi-
derar el ruido en la medicio´n y su efecto en la accio´n de control.




Para evitar el ca´lculo de Mu, se emplea la aproximacio´n
(Åstro¨m and Ha¨gglund, 2006) :
Mu ≈ kc · N (9)
Para mantener dicho valor acotado, se emplea la restriccio´n
Mu ≈ Kc · N ≤ Ku. Esta restriccio´n es importante para que el
mecanismo de optimizacio´n pueda considerar la sensibilidad al
ruido en la medida, y pueda lograr un ajuste ma´s preciso del
ﬁltro de la derivada.
3.2. Planteamiento
Los algoritmos evolutivos representan una aproximacio´n con-
ﬁable cuando el ajuste de controladores se plantea como un
problema de optimizacio´n (Fleming and Purshouse, 2002). Da-
da su naturaleza de optimizadores globales, son capaces de ha-
cer frente a problemas de optimizacio´n no convexos, no lineales
y altamente restrictivos (Herreros et al., 2002; Tavakoli et al.,
2007; Kim et al., 2008; Nobakhti and Wang, 2008; Iruthayara-
jan and Baskar, 2009; Xue et al., 2010; Iruthayarajan and Baskar,
2010; Zhao et al., 2011). Por ello, se proponen como herramien-
ta de optimizacio´n en la propuesta de mecanismo de auto-ajuste
























ma´x{0, kc · N − Ku}
Ku
(13)
A continuacio´n, se describe el algoritmo de auto-ajuste de
controladores PID que incorpora el anterior problema de opti-
mizacio´n. El mismo se compone de cinco etapas: estimacio´n
de ruido, experimentacio´n, identiﬁcacio´n, inicializacio´n y opti-
mizacio´n.
1. Durante un periodo de tiempo determinado (en estado es-
table), se medira´ la variacio´n en la sen˜al de medida para
estimar la amplitud del ruido. Ello es necesario y funda-
mental para poder elegir adecuadamente la amplitud de
la prueba de rele´, ası´ como el intervalo de histe´resis.
2. Se empleara´ una prueba de rele´ con oﬀset (Hang et al.,
2002; Wang et al., 1997) para obtener informacio´n del
modelo. Este tipo de prueba es una ampliacio´n a la cono-
cida prueba de rele´, que permite estimar un modelo ra-
zonable de la planta a controlar.
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3. Con los datos obtenidos en el proceso de experimentacio´n
mediante la prueba de rele´ con oﬀset, se procedera´ a iden-
tiﬁcar un modelo de primer orden con retardo (Hang et al.,
2002; Wang et al., 1997).
4. El proceso de optimizacio´n evolutiva parte de una poblacio´n
de vectores de decisio´n. Para ello, se inicializan de forma
aleatoria un conjunto de vectores dentro de un espacio de
bu´squeda acotado. Para mejorar la convergencia del al-
goritmo de auto-ajuste, se incluyen en la poblacio´n una
serie de soluciones factibles para resolver el problema.
Es decir, se incluyen controladores que son ajustados por
medio de reglas heurı´sticas y/o teo´ricas a partir del mo-
delo de primer orden con retardo identiﬁcado
5. Durante el proceso de optimizacio´n se llevan a cabo dos
procesos principales: la generacio´n del oﬀspring (conjun-
to de soluciones candidatas) y la seleccio´n de las mejores
soluciones encontradas.
Como te´cnica evolutiva para la optimizacio´n, se utilizara´ el
algoritmo de Evolucio´n Diferencial (en lo sucesivo DE) (Storn
and Price, 1997; Storn, 2008). Este algoritmo cuenta con dos
operadores principales para generar su oﬀspring (nueva poblacio´n
de individuos): mutacio´n y cruce. Existen varias versiones fun-
damentales del algoritmo, de acuerdo a la naturaleza de los ope-
radores anteriores. En este trabajo se empleara´ la versio´n cono-
cida como DE/current-to-rand/2 (Price, 1999), que utiliza una
estrategia de recombinacio´n lineal no invariante rotacional co-
mo operador de cruce.
Mutacio´n Para cada vector del espacio de decisio´n xi|k (vec-
tor padre), se construye un vector mutante vi|k en cada gene-
racio´n k de acuerdo a la ecuacio´n (14):
vi|k = xr1 |k + F(xr2 |k − xr3 |k) (14)
donde r1  r2  r3  i y F es conocido como el factor de
escalado.
Cruce (Recombinacio´n lineal) Para cada vector del espa-
cio de decisio´n xi|k y su vector mutante vi|k, se construye un
vector de prueba (vector hijo) ui|k = [ui1|k, ui2|k, . . . , uin|k]:
ui|k = xi|k + Fi(vi|k − xi|k) (15)
donde Fi es el factor de escalado para la recombinacio´n lineal.
Como mecanismo de seleccio´n, se empleara´ una compara-
cio´n por parejas entre cada vector padre y su vector hijo. De tal
forma, se elegira´ el que tenga el mejor ﬁtness para conformar la
poblacio´n en la siguiente generacio´n:
xi|k+1 =
{
ui|k i f f (ui|k) ≤ f (xi|k)
xi|k otherwise (16)
Dadas las condiciones del benchmark, se debe garantizar
que el anterior esquema de evolucio´n pueda ejecutarse dentro
de un periodo de muestreo. Como lo anterior no es posible, cada
generacio´n del proceso de evolucio´n es dividida en varias lla-
madas del algoritmo de auto-ajuste. Ası´ mismo, para mejorar la
convergencia del algoritmo, inmediatamente que un vector hijo
es creado, se le compara con su vector padre.
Finalmente, en cada ejecucio´n del algoritmo durante la fase
de optimizacio´n, el mejor controlador de la poblacio´n es se-
leccionado. El mismo es utilizado para calcular la accio´n de
control que se envı´a al sistema.
El algoritmo resultante tiene los para´metros que se muestran
a continuacio´n:
Factor de escalado F = 0,9. Con este valor se promueve
la exploracio´n en el espacio de variables de decisio´n (Storn,
2008).
Factor de escalado en la recombinacio´n lineal Fi = 0,95.
Acorde con Price (1999), un buen valor inicial para Fi lo
representa Fi = 0,5 · (1 + F).
Poblacio´n del algoritmo evolutivo: |P| = 10·4 = 40 (Storn
and Price, 1997). Un valor heurı´stico recomendado para
la poblacio´n del algoritmo DE es diez veces el nu´mero
de variables de decisio´n. Para garantizar la ejecucio´n del
algoritmo en cada tiempo de muestreo, 5 miembros de la
poblacio´n son evaluados en cada llamada del algoritmo.
Cotas ma´ximas: [Kc,Ti,Td,N] = [Ku, 2 · T, 2 · L, 20].
Cotas mı´nimas: [Kc,Ti,Td,N] = [0,T/10, 0, 3].
Rango de frecuencias (con abuso de notacio´n) [ω = 1/100 :
1/25 : 8].
Histe´resis = max{0,01, 2 · AmplitudRuido}
Mtargets = 1,8.
4. Auto-ajuste iterativo
El me´todo de sintonı´a propuesto, basado en Sanchis et al.
(2010), busca la maximizacio´n de la ganancia integral del con-
trolador (Ki = Kc/Ti) sujeta a las siguientes restricciones de
margen de fase (φm), margen de ganancia (γm) e igualdad de los
zeros del controlador (zi, zd): φm ≥ φm,r, γm ≥ γm,r, zd = zi,
donde φm,r y γm,r son los ma´rgenes de fase y ganancia requeri-
dos. La maximizacio´n se lleva a cabo deﬁniendo el siguiente
para´metro de sintonı´a, que es la relacio´n entre la frecuencia de




; zc = zi, zd (17)
donde ωcg es la frecuencia donde la magnitud de la respuesta
en frecuencia en lazo abierto es 1, esto es, donde se mide el
margen de fase.
Para un valor dado de a, la fase del controlador a la frecuen-
cia de cruce u´ltima ωcg, depende solo de a, como se puede ver
en la siguiente ecuacio´n.







Ası´ pues, para un valor de a dado, el ca´lculo del controlador
se lleva a cabo en dos pasos:
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1. La frecuencia de cruce u´ltima (ωcg) se obtiene como la
frecuencia donde la fase del sistema cumple con las ecua-
ciones del margen de fase, es decir, donde la fase del sis-
tema es
arg(Gp( jωcg)) = −π + φm,r − arg(Gc( jωcg)) (19)
Entonces el valor del cero (zi = zd) se calcula como
zi = zd =
ωcg
a
2. El valor de Ki se calcula entonces de la condicio´n de mag-
nitud unitaria en la frecuencia de cruce u´ltima.






|Gp( jωcg)|(1 + a2) (21)
3. Una vez deﬁnidos los para´metros del controlador, el mar-
gen de ganancia, γm, puede calcularse.
En Romero et al. (2011) se estudio´ la forma de las funciones
Ki(a) y γm(a) obtenidas del disen˜o PID para diferentes mode-
los, demostra´ndose que en todos los casos Ki(a) es una funcio´n
suave con un u´nico ma´ximo en aKmax . De la misma forma, γm(a)
tiene tambie´n un ma´ximo, el cual se localiza para valores de
a ma´s pequen˜os que aKmax . Como resultado, la funcio´n γm(a) se
incrementa conforme se reduce a desde aKmax . Es esta propiedad
la que permite desarrollar un algoritmo de sintonı´a que maxi-
miza la ganancia integral del controlador (Ki) sujeta a restric-
ciones de margen de fase.
El algoritmo de sintonı´a requiere la respuesta en frecuencia
del proceso, que se aproxima mediante una lı´nea recta que pasa
por dos puntos identiﬁcados mediante experimentos de reali-
mentacio´n con rele´, (Tan et al., 2005). Usando la aproximacio´n
por rectas de la respuesta de fase y de magnitud del sistema, es
posible encontrar una expresio´n analı´tica del valor de a = aKmax
que maximiza Ki(a). Dicha expresio´n so´lo depende de las pen-
dientes de las rectas que aproximan la respuesta de frecuencia
del sistema.
El valor aKmax es el punto de partida para el ajuste o´ptimo
del PID. El primer paso es disen˜ar el PID para dicho valor de
a = aKmax , aplicando las ecuaciones (19)-(21). Si el margen de
ganancia γm estimado cumple con la restriccio´n γmi > γm,r, en-
tonces el algoritmo ﬁnaliza pues se ha encontrado el contro-
lador o´ptimo. En caso contrario el algoritmo sigue buscando el
valor a que cumple con el margen de ganancia establecido. Te-
niendo en cuenta que γm(a) se incrementa conforme a se decre-
menta respecto aKmax , la bu´squeda se realiza decrementando a
una cantidad Δa en cada iteracio´n hasta que se alcanza un valor
de a que cumple con el margen de ganancia.
Ası´ pues, el algoritmo de sintonı´a automa´tica propuesto se
puede resumir en los siguientes pasos:
1. Realiza un experimento rele´ sin retardo, con amplitud μ
y histe´resis h. El resultado es la frecuencia ω1 y la am-
plitud de oscilaciones A1. El primer punto de la respuesta
en frecuencia viene dado por la frecuencia ω1, magnitud





1 − ( hA1 )2 − j hA1
))
.
2. Realiza un segundo experimento rele´ con retardo L2 =
(−φ1+φ)φ1
φω1
, donde φ es la fase del punto deseado. El resul-
tado es la frecuencia ω2, y la amplitud de oscilaciones
A2. El segundo punto de la respuesta en frecuencia viene
dado por la frecuencia ω2, magnitud M2 = πA24μ y fase





1 − ( hA2 )2 − j hA2
))
.
3. Calcula el PID o´ptimo, tal y como se ha descrito ante-
riormente, empleando la aproximacio´n lineal, φm,r y γm,r.
4. Calcula la frecuencia a la que se mide el margen de ganan-
cia ωgt1. Si dicha frecuencia no esta´ demasiado aleja-
da del rango de frecuencias [ω2, ω1], se da por buena la
aproximacio´n por una lı´nea recta usada y el ajuste del
PID, ﬁnalizando la sintonı´a. En caso contrario se esti-
ma un tercer punto de la respuesta de frecuencia. Para
ello se realiza un nuevo experimento de rele´ con retardo
L3 =





. El resultado es la frecuencia ω3, y
amplitud A3. El tercer punto de la respuesta en frecuen-
cia viene dado por la frecuencia ω3, magnitud M3 =
πA3
4μ





1 − ( hA3 )2 − j hA3
))
.
5. Disen˜a el controlador PID empleando la aproximacio´n
con ambas lineas rectas, con especiﬁcaciones φm,r y γm,r,
y ﬁnaliza el proceso de sintonizado.
Como se puede ver en el paso 4 del algoritmo anterior, la
identiﬁcacio´n de un tercer punto de la respuesta de frecuencia
se realiza so´lo si es necesario, o sea, si el modelo inicial for-
mado por una recta no cubra un rango de frecuencia suﬁciente
para asegurar un buen ajuste del PID. En ese caso se mejora el
modelo y se disen˜a nuevamente el controlador, de ahı´ el nombre
de auto-ajuste iterativo dado al me´todo en este artı´culo.
5. Auto-ajuste directo
Este me´todo se basa en aproximar la respuesta del sistema
por un modelo parame´trico que incluye un retardo de tiempo.
A partir del modelo identiﬁcado se realiza el ajuste del contro-
lador mediante una ecuaciones directas (de ahı´ el nombre de
auto-ajuste directo) que relaciona los para´metros del modelo
obtenido en la fase de experimento con los para´metros del PID
para conseguir un ajuste que trata de minimizar el efecto de las
perturbaciones.
Para los procesos con una respuesta en lazo abierto asinto´tica-
mente estable, se obtiene un modelo PORT como el indicado en
la ecuacio´n (3), mientras que para el caso del sistema con inte-
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En esta fase del experimento, lo primero que se hace es
identiﬁcar si el sistema tiene o no integrador. Para esto se cal-
cula la pendiente media de la respuesta ﬁltrada del sistema en
diferentes intervalos. Si esta varı´a el sistema no serı´a catalo-
gado como integrante y se procederı´a con la identiﬁcacio´n de
un modelo tipo PORT. Para estos casos, se emplea el me´todo
123c, propuesto por Alfaro (2006), que utiliza las medidas de
dos puntos de la curva de reaccio´n del proceso para calcular los




T = 0,9102(t75 − t25) (23)
L = 1,2620t25 − 0,2620t75
en donde t25 y t75 son los tiempos requeridos para que la res-
puesta del sistema alcance el 25 y 75 por ciento de su valor
ﬁnal.
En caso de que el ca´lculo inicial de la pendiente se manten-
ga constante, esta caracterı´stica indicarı´a un comportamiento
integrante en cuyo caso se propone identiﬁcar un modelo del





t85 − t75 (24)
L = 2t10
donde y75 y y85 representan las medidas de la respuesta en el
75 y 85 por ciento y t10, t75 y t85, los tiempos requeridos en
alcanzar los porcentajes de respuesta especiﬁcados.
Una vez que se tiene un modelo identiﬁcado, se procede al
ca´lculo de los para´metros del controlador PID. En este caso,
para los sistemas cuyo modelo es PORT, se utilizo´ el me´todo
propuesto por Padula and Visioli (2011), que optimiza el ı´ndice
de rendimiento IAE en regulacio´n, sujeto a un valor de robustez
de Ms = 2.
Las ecuaciones de sintonı´a se basan en la informacio´n de




























En el caso del sistema con integrador, la sintonı´a emplea-
da es la presentada en Padula and Visioli (2010), que tambie´n
minimiza el IAE en regulacio´n, sin embargo en este caso, dado
las dina´micas del sistema, se escogio´ una robustez de Ms = 1,4.




T ′i = 3,5035L (26)
T ′d = 0,5267L
Las dos sintonı´as anteriores fueron formuladas para una es-
tructura de PID distinta a la que posee el controlador de la
ecuacio´n (1), por lo que simplemente se hace una conversio´n
de para´metros (25) y (26), de la siguiente manera:
Kc = K′c











T ′i + T
′
d
En todos los casos se ﬁja el valor del ﬁltro derivativo como
N = 10.
Con el objetivo de obtener una sen˜al ma´s limpia, se imple-
menta un ﬁltro discreto no-causal, mediante la funcio´n ﬁltﬁlt de
Matlab. Especı´ﬁcamente la funcio´n que describe el ﬁltro uti-
lizado es la siguiente:
Fy(z) =
1 − 0,95
1 − 0,95z (28)
en donde |Fy(z) = 1|.
En resumen, el algoritmo empı´rico consta de los siguientes
pasos:
1. Realizar una prueba escalo´n para obtener informacio´n del
sistema.
2. Determinar si el proceso a controlar se ajusta a un modelo
PORT o a un sistema con integrador y retardo.
3. Calcular los para´metros del controlador PID acorde a las
ecuaciones (25) o (26), segu´n sea el caso y obtener luego
las ecuaciones equivalentes (27).
6. Metodologı´a de evaluacio´n
Para realizar el estudio comparativo entre los tres algorit-
mos descritos en las secciones anteriores se aplico´ la metodologı´a
de evaluacio´n de me´todos de auto-ajuste propuesta en Romero
and Sanchis (2011). La metodologı´a de evaluacio´n tiene en cuen-
ta el comportamiento de un algoritmo en la fase de experimen-
to, ası´ como al desempen˜o del sistema controlado en la fase
de control. A continuacio´n se relacionan las caracterı´sticas ma´s
importantes de la metodologı´a de evaluacio´n usada para la com-
paracio´n:
El ı´ndice de desempen˜o que se mide en la fase de control
(Ic) tiene en cuenta la atenuacio´n de las perturbaciones y
la robustez del bucle de control.
El ı´ndice de desempen˜o que se mide en la fase de expe-
rimento (Ie) tiene en cuenta tanto la duracio´n del experi-
mento como la variacio´n de la salida durante el mismo.
El ca´lculo de los ı´ndices Ie e Ic se hace de forma que
los resultados obtenidos para los distintos modelos sean
comparables entre sı´. Para ello se realiza una normali-
zacio´n de los ı´ndices teniendo en cuenta la dina´mica con-
creta de cada modelo.
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La normalizacio´n del ı´ndice Ic se hace respecto de resul-
tados de comportamiento o´ptimo de controladores PID
publicados en Panagopoulos et al. (2002), de manera que
los valores se pueden interpretar como relativos a esos re-




es el IAE que se obtiene con el PID a evaluar, e IAE2
es el valor de IAE que se obtiene con un PID o´ptimo,
que minimiza el IAE considerando una Ms = 2, cuyos
valores han sido reportados en Panagopoulos et al. (2002)
para cada uno de los modelos (29)-(33).
El ı´ndice IAE∗p indica cuantas veces es mayor el IAE con-
seguido con los algoritmos propuestos respecto del IAE
que se obtiene con un ajuste o´ptimo de PID, que mini-
miza el IAE con la restriccio´n Ms = 2, suponiendo cono-
cido el modelo exacto, segu´n Panagopoulos et al. (2002).
La normalizacio´n del ı´ndice Ie se hace respecto de los re-
sultados obtenidos mediante el me´todo de realimentacio´n
con rele´ para cada modelo, por lo que los valores del
ı´ndice pueden ser interpretados como relativos a esos re-
sultados. Para ello se calcula IAE∗e =
IAEe
IAER




donde IAEe y Te son el IAE y el tiempo del experimento
e IAER y TR son el IAE y el periodo de una oscilacio´n de
la salida del sistema cuando se realiza un experimento de
realimentacio´n con un rele´ de amplitud unitaria.
Para hacer una evaluacio´n ma´s realista se tiene en cuenta
un ruido de medida en la salida del sistema. En la pra´cti-
ca, el ruido de medida limita los valores mı´nimos de la
entrada ya que la relacio´n entre la salida del sistema y el
ruido de medida debe permitir extraer la informacio´n de
la dina´mica necesaria para el ajuste del controlador.
El comportamiento es evaluado para un conjunto de mode-
los que representan los tipos de dina´micas ma´s comunes en la






















A partir de los resultados obtenidos de los ı´ndices Ie e Ic
para cada modelo, se calcula los ı´ndices totales para las fases
de experimento y control mediante las ecuaciones (34) y (35)
respectivamente, donde el sub-ı´ndice j corresponde al nu´mero
del modelo en las ecuaciones (29)-(33).








Adema´s, se calculan otros valores que permiten una mejor
comparacio´n de los algoritmos como son: la media geome´trica
de los tiempos de los experimentos (T ∗etotal ), una medida de la
amplitud de la salida durante los experimentos calculada como
el cociente entre la media geome´trica del IAE y de los tiem-
pos de experimentos (IAE∗etotal/T
∗
etotal ), la media geome´trica del
IAE de las salidas ante perturbaciones de un escalo´n unitario
(IAE∗ptotal ) y la media geome´trica de los valores de Ms consegui-






















Finalmente, se combinan los ı´ndices de la fase de control y
la de experimento para calcular el ı´ndice global, que tendra´ la
expresio´n:




La raı´z cuarta en el ı´ndice de experimento es para favorecer en
la evaluacio´n a aquellos me´todos de auto-ajuste que consigan
una mejor respuesta del sistema controlado.
7. Estudio comparativo
En esta seccio´n se presentan los resultados de la compara-
cio´n entre los tres me´todos de auto-ajuste descrito en las sec-
ciones anteriores.
7.1. Caracterı´sticas generales de los algoritmos
Las caracterı´sticas fundamentales de los tres algoritmos se
han resumido en la tabla 1. Como se puede ver, los me´todos
diﬁeren en varios aspectos. En cuanto al tipo de experimentos
para extraer informacio´n de la dina´mica del sistema, se usa tan-
to la entrada escalo´n para obtener un modelo parame´trico que
tenga en cuenta el retardo de tiempo, como experimentos de re-
alimentacio´n con rele´ del cual se usan dos alternativas, una que
identiﬁca la frecuencia y ganancia u´ltimas del proceso y a a par-
tir de ellas calcular un modelo parame´trico, y otra que identiﬁca
varios puntos de la respuesta de frecuencia (RF), conformando
de esta forma un modelo no parame´trico.
Respecto al me´todo usado para el ca´lculo de los para´metros
de los controladores tambie´n existen diferencias importantes.
En los me´todos evolutivo e iterativo se plantea el ca´lculo de
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los para´metros de los controladores mediante una optimizacio´n
en-lı´nea que trata de maximizar la ganancia integral del con-
trolador sujeto a restricciones para garantizar la robustez del
disen˜o. En el me´todo iterativo se propone un algoritmo de op-
timizacio´n unidimencional a partir de la re-parametrizacio´n del
controlador, reduciendo de esta forma el coste computacional
de la implementacio´n. En el caso del algoritmo evolutivo, la
optimizacio´n se resuelve mediante Algoritmos Gene´ticos con
restricciones en el ma´ximo del mo´dulo de la funcio´n de sensi-
bilidad y las variaciones en la accio´n de control. Dada la natu-
raleza estoca´stica del me´todo de optimizacio´n utilizado en este
algoritmo, los resultados pueden estar sujeto a ciertas varia-
ciones. Para su estudio se ha llevado a cabo un ana´lisis estadı´sti-
co de los resultados que brinda el algoritmo, y se ha compro-
bado que dichas variaciones son, en general, poco signiﬁcati-
vas (Reynoso-Meza et al., 2011a). En el algoritmo directo el
ca´lculo los para´metros del PID se realiza mediante unas ecua-
ciones que relacionan los para´metros de un modelo PORT con
los para´metros de un controlador que minimiza el IAE de la
perturbacio´n garantizando un comportamiento robusto (Ms =
2). Dichas ecuaciones fueron obtenidas en Padula and Visioli
(2010, 2011).
Tabla 1: Resumen de las caracterı´stica de los me´todos de auto-ajuste
Me´todo Experim. Modelo Ajuste
Evolutivo Rele´ PORT Optimizacio´n
heurı´stica









Adema´s de las caracterı´sticas mostradas en la Tabla 1, los
me´todos que se se comparan en este artı´culo diﬁeren en otros
aspectos. Uno de ellos es el ca´lculo del coeﬁciente de ﬁltra-
do (N) del controlador PID. El algoritmo evolutivo plantea el
ca´lculo de ese para´metro como parte del procesos de optimi-
zacio´n, mientras que los algoritmos directo e iterativo consid-
eran un valor de N establecido a priori, concretamente N = 10.
Ası´ mismo, el algoritmo evolutivo incluye una restriccio´n en
las variaciones de la accio´n de control, y por el contrario, los
algoritmos directo e iterativo no incluyen dicha restriccio´n.
7.2. Resultados de las simulaciones
En las Figs. 2-6 se muestran las respuestas temporales de
los tres me´todo para los modelos G1, G2, G3, G5 y G8 respecti-
vamente, donde se distinguen de forma clara las fases de expe-
rimento y control.
Se puede observar que en todos los casos, excepto para el
modelo G2, los experimentos de menor duracio´n corresponden
al me´todo de auto-ajuste directo que se basa en la respuesta
escalo´n para el ca´lculo del modelo. Para los me´todo evolutivo e
iterativo la duracio´n de los experimentos es mayor, sobre todo
en caso del me´todo iterativo donde se identiﬁcan varios puntos





















Figura 2: Experimento y respuesta a una entrada escalo´n unitario en la pertur-
bacio´n conseguida para el modelo G1.















Figura 3: Experimento y respuesta a una entrada escalo´n unitario en la pertur-
bacio´n conseguida para el modelo G2.
de la respuesta de frecuencia mediante la realizacio´n de varios
experimento de rele´ de forma consecutiva.
Con respecto a la amplitud de la salida del sistema durante
la fase de experimento se aprecia que en general tienen el mis-
mo orden de magnitud y dependiendo del modelo es mayor en
uno u otro caso. En cuanto a la fase de control se aprecia que en
la mayorı´a de los casos se obtienen respuestas poco oscilatorias
y so´lo en el me´todo iterativo aplicado el modelo G2 aparecen
una respuesta algo ma´s oscilatoria que en el resto de casos es-
tudiado.
En las Figs. 7, 8 y 9 se muestran los resultados de los ı´ndices
conseguidos por los tres algoritmos para cada uno de los mode-
los considerados en el estudio. Las gra´ﬁcas de la primera colum-
na de cada una de estas ﬁguras corresponden a ı´ndices de la
fase de experimento, mientras que en las gra´ﬁcas de la segunda
columna se muestran ı´ndices de la fase de control. De la fase de
experimento se muestra el tiempo de experimento normalizado
(T ∗e ), la medida de la amplitud de la salida dada por el cociente
(IAE∗e/T ∗e ) y el ı´ndice total de la fase de experimento (Ie). De
la fase de control se muestra la Ms, el IAE normalizado de la
salida ante una perturbacio´n escalo´n unitario (IAE∗p) y el ı´ndice
total de la fase de control (Ic).
Se puede apreciar que los menores tiempos de experimento
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Figura 4: Experimento y respuesta a una entrada escalo´n unitario en la pertur-
bacio´n conseguida para el modelo G3.















Figura 5: Experimento y respuesta a una entrada escalo´n unitario en la pertur-
bacio´n conseguida para el modelo G5.















Figura 6: Experimento y respuesta a una entrada escalo´n unitario en la pertur-
bacio´n conseguida para modelo G8.
corresponden en general al algoritmo empı´rico con experimen-
tos de respuesta a una entrada escalo´n, excepto para el modelo
G3 que tiene una dina´mica ma´s lenta que el resto de modelos
y en consecuencia su respuesta al escalo´n tarda en alcanzar el
estado estable, como se muestra en la ﬁgura 4. Entre los al-
goritmos evolutivo e iterativo, el primero tiene en general ex-
perimentos ma´s cortos ya que so´lo identiﬁca el punto de fre-
cuencia y ganancia u´ltimas mediante un experimento de reali-
mentacio´n con rele´, mientras que el iterativo identiﬁca varios
puntos de la respuesta de frecuencia. Un comportamiento sin-
gular se encuentra en el caso del modelo G3, donde el tiempo
de experimento es mayor para el algoritmo evolutivo. Lo an-
terior es debido a que en el algoritmo evolutivo el tiempo que
dura el experimento incluye el tiempo necesario para ﬁnalizar
la optimizacio´n, que para ese modelo en concreto resulta ma´s
costosa.
La amplitud de la salida del sistema durante los experimen-
tos es menor en el caso del algoritmo evolutivo, para el cual se
obtienen los valores ma´s pequen˜os del cociente IAE∗e/T ∗e . Se
puede apreciar como para los experimentos de rele´, tanto para
el algoritmo evolutivo como para el iterativo, las amplitudes de
las salida para los diferentes procesos son similares, a pesar de
que las ganancias de los mismos son muy dispares. Por el con-
trario, para los experimentos de respuesta escalo´n del algoritmo
directo, se aprecia una gran dispersio´n entre los valores ma´xi-
mo que alcanza la salida. Los valores de IAE∗e/T ∗e en este caso
son mayores que los conseguidos en los algoritmos evolutivo e
iterativo.
En cuanto al comportamiento total durante la fase de experi-
mento, el algoritmo evolutivo tiene menores valores de Ie que el
algoritmo iterativo, debido fundamentalmente a que los valores
de amplitud de la salida del primero son inferiores a los alcan-
zados con el segundo algoritmo. En cuanto al algoritmo directo,
los valores de Ie son en general menores que en los otros dos
algoritmos, excepto para el modelo G3 para el que se obtienen
valores relativamente muy altos de tiempo de experimento y
amplitud de la salida, como ha sido comentado anteriormente.
Respecto a la fase de control, en lo relativo a la robustez, se
puede decir que en la mayorı´a de los casos se consiguen valo-
res razonables de Ms (en un intervalo entre 1.5 y 2.5), excep-
to en algunos modelos concretos para cada algoritmo. Con el
algoritmo directo se obtiene un disen˜o menos robusto para el
modelo G8, o sea para el sistema de fase no mı´nima. En el al-
goritmo iterativo el peor comportamiento de este indicador es
para el modelo G2 que tiene un retardo de tiempo. En el algo-
ritmos evolutivo la menor robustez en el disen˜o se tiene para
los modelos G3, G4. Se debe destacar que en los algoritmos de
auto-ajuste directo y evolutivo, el valor de Ms es un una especi-
ﬁcacio´n de disen˜o que se ha ﬁjado en Ms = 2; la discrepancia
entre el valor de disen˜o y el conseguido en el ajuste se pueden
deber a errores de modelado al aproximar la dina´mica del sis-
tema mediante un modelo PORT. En el algoritmo iterativo, por
el contrario, se usan como especiﬁcaciones de disen˜o el mar-
gen de ganancia y de fase y el ca´lculo de Ms se realiza con ﬁnes
comparativos entre los tres algoritmos.
El ı´ndice IAE∗p indica cuantas veces es mayor el IAE con-
seguido con los algoritmos propuestos respecto del IAE que se
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Figura 7: Resultados de los ı´ndices obtenidos para con el algoritmo de auto-
ajuste directo
obtiene con un ajuste o´ptimo de PID, que minimiza el IAE con
la restriccio´n Ms = 2, suponiendo conocido el modelo exac-
to, segu´n Panagopoulos et al. (2002). Se puede ver que para
los tres algoritmos el peor resultado se obtienen con el mode-
lo G3, sobre todo en el caso del algoritmo directo, en el que
el IAE∗p ≈ 30. Otro modelo para el cual se obtienen valores
de IAE∗p relativamente altos es el G1, aunque no de forma tan
signiﬁcativa como para el G3.
En cuanto al ı´ndice total de la fase de control Ic que mide
el compromiso entre la robustez, dado por Ms, y el IAE∗p, se
ve que los peores resultados para el algoritmo de auto-ajuste
directo se obtienen para los modelos G3 y G8, en el caso del
algoritmo evolutivo los modelos G3 y G4 y para el algoritmo
iterativo los modelos G2 y G3.
7.3. Comparacio´n de los ı´ndices globales
En la Tabla 2 se resumen los valores de los ı´ndices globales
para las fases de experimento (Ietotal ), control (Ictotal ) e ı´ndice total
(Itotal) obtenidos para cada me´todo segu´n las ecuaciones (34),
(35) y (37). En la u´ltima columna se muestran los resultados
del ajuste por Ziegler and Nichols (1942) a partir los datos de la
dina´mica del sistema obtenidos mediante un experimento con
rele´ segu´n Åstro¨m and Ha¨gglund (1984). Estos datos sera´n usa-
dos como referencia para comparar los tres me´todos de auto-
ajuste descritos en las secciones anteriores con un me´todo ex-
tensamente conocido y aplicado en el ajuste de controladores
PID.
Como se pude ver en la Tabla 2, el me´todo iterativo es el que
mejor prestaciones consigue en la fase de control, pero al mis-
mo tiempo es el me´todo que mayor coste en la fase de experi-
mentos requiere. El me´todo directo es de los tres el que requiere
experimentos menos costosos, sin embargo su comportamiento




















































Figura 8: Resultados de los ı´ndices obtenidos para con el algoritmo de auto-
ajuste evolutivo




















































Figura 9: Resultados de los ı´ndices obtenidos para con el algoritmo de auto-
ajuste iterativo
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en la fase de experimento con el modelos G2 provoca que el
Ietotal sea mayor que para el me´todo evolutivo. A pesar de ello,
el me´todo directo presenta el mejor ı´ndice global desempen˜o, o
sea, el mejor balance entre coste de experimentos y reduccio´n
del efecto de las perturbaciones, segu´n la ecuacio´n (37).
En cuanto a la comparacio´n con el ajuste obtenido por Ziegler
and Nichols (1942), se observa que con este u´ltimo se obtiene
una Mstotal menor, o sea controladores ma´s robustos, y peor com-
pensacio´n de la perturbacio´n, siendo la IAE∗ptotal mayor que en
los otros casos. En cuanto a la fase de experimento, los resulta-
dos presentados son para un experimento de rele´ con amplitud
unitaria, y son del orden de magnitud de los valores para los
otros me´todos de auto-ajuste.
Tabla 2: Resumen de los resultados de los ı´ndices obtenidos para cada me´to-
do de auto-ajuste. En la u´ltima columna se muestran los resultados de Ziegler
and Nichols (1942) a partir los datos obtenidos mediante un experimento con
rele´ segu´n Åstro¨m and Ha¨gglund (1984).
I´ndices Evolutivo Directo Iterativo Z-N
Fase de Experimento
T∗etotal 3.30 1.00 3.30 1.7
IAE∗etotal/T
∗
etotal 0.68 2.50 1.70 2.1
Ietotal 2.28 2.53 5.81 3.5
Fase de Control
IAE∗ptotal 2.10 2.00 2.00 2.3
Mstotal 2.00 2.00 2.00 1.8
Ictotal 1.50 1.41 1.38 1.5
I´ndices totales
Itotal 1.72 1.64 1.85 1.85
8. Conclusiones
En este artı´culo se comparan tres me´todos de auto-ajustes
de controladores PID, los cuales buscan minimizar el efectos de
las perturbaciones en la salida del sistema, siguiendo diferentes
estrategias para la obtencio´n de informacio´n de la dina´mica del
sistema y para el ca´lculo de los para´metros de los controladores.
Para la comparacio´n se ha utilizado una metodologı´a que tiene
en cuenta el comportamiento del algoritmo al aplicarse a un
conjunto de modelos representativos de las dina´micas encon-
tradas en aplicaciones industriales.
El estudio comparativo demuestran que, a pesar de las grandes
diferencias entre los tres algoritmos aquı´ analizados, los ajustes
conseguidos con ellos no son signiﬁcativamente distintos y en
todos los casos se obtienen resultados de control aceptables. Se
ha comprobado que el algoritmo que ma´s esfuerzo realiza en la
fase de experimento para la extraccio´n de la informacio´n de la
dina´mica del proceso consigue un mejor ajuste del controlador,
y por tanto, mejores prestaciones en la fase de control. No obs-
tante a eso, algoritmos de auto-ajuste con experimentos simples
pueden dar buenos resultados en cuanto a la minimizacio´n del
efecto de las perturbaciones en la salida, mejorando de forma
signiﬁcativa las prestaciones conseguidas con me´todos muy es-
tablecidos como el de Ziegler y Nichols.
Los me´todos estudiados en este artı´culo fueron presentados
en el concurso anual organizado por el grupo de Ingenierı´a de
Control de CEA-IFAC del curso 2010-2011. La evaluacio´n de
los algoritmos considera tanto la fase de experimento como las
prestaciones de bucle cerrado conseguidas en la fase de con-
trol, resultando en un ı´ndice total de evaluacio´n que represen-
ta un compromiso entre ambas fases. Teniendo en cuenta esto,
la clasiﬁcacio´n ﬁnal del concurso, segu´n los resultados de Itotal
mostrados en la Tabla 2, es la siguiente: primer lugar y ganador
del concurso: algoritmo directo; segundo lugar: algoritmo evo-
lutivo; tercer lugar: algoritmo iterativo.
English Summary
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Controllers. Results of the 2010-2011 Match of the Control
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Abstract
In this paper three PID auto-tuning algorithms which are
mainly focused on the disturbance rejection problem are com-
pared. The algorithms diﬀer in both the experiments carried out
to obtain information of the process dynamic and the methods
for calculating the controller parameters. The algorithms were
presented in the 2010-2011 Match of the Control Engineer-
ing Group of CEA. The comparison is based on an evaluation
methodology that takes into account the experimental phase as
well as the closed loop performance during the control phase.
Keywords: PID, auto-tuning, disturbance rejection.
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