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We discuss the quantization of an unstable field through the construction of a “one-particle Hilbert
space.” The system considered here is a neutral scalar field evolving over a globally hyperbolic static
spacetime and subject to a stationary external scalar potential. In order to prove our results we
assume spacetimes without horizons and that the theory possess a “mass gap.” Our strategy consists
in building a complex structure, which arises from a suitable positive bilinear form defined over the
space of classical solutions of the field equation. Once the space of states of the quantum field
has been set, it is possible to study the effect of the time translation symmetry on it. From the
time translation operator we obtain an expression for the Hamiltonian operator associated with the
unstable sector of the field. This last result coincides with findings from long ago showing that the
unstable degrees of freedom of the field behave as non-relativistic particles in a parabolic potential
barrier.
PACS numbers: 04.62.+v
I. INTRODUCTION
One of the most interesting features of quantum fields
is the instabilities that may arise when they interact with
some external classical field. Here we are particularly
concerned with the tachyonic-like instability analyzed in
Ref. [1]. There it was argued that it is possible for a
neutral, non-minimally coupled scalar field to become
unstable when subject to gravitational fields generated
by realistic classical-matter distributions. The presence
of the instability leads to an exponential amplification of
the vacuum fluctuations of the field and, consequently,
of the expected value of its energy-momentum tensor.
A concrete realization of this claim was given in Ref.
[2], where the appearance of the instability was studied
in the spacetime of a compact object. The scenario in
which the spacetime is generated by a spheroidal shell
was considered in Ref. [3]. This last example is a good
toy model to analyze the relation between the instability
and deviations from the spherical symmetry. Obviously,
this instability cannot persist indefinitely: the growth of
the observables related to the field must be detained by
its backreaction on the background spacetime. The final
state of the system is presently under debate [4]. How-
ever, whatever it might be, it is reasonable to expect that
— possibly important — particle creation processes will
occur while the system reaches its new stable configura-
tion [5].
In Minkowski spacetime this kind of instability was
first studied by Schiff, Snyder, and Weinberg (SSW) in
a paper published in 1940 [6]. In that paper the authors
considered a charged scalar field subject to an electro-
static potential well. For sufficiently deep wells, they dis-
covered that the field equation allows modes with “com-
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plex frequencies.” Their main concern, however, was
about the particle interpretation of these modes. This in-
terpretation becomes difficult since the Hamiltonian is no
longer related to the number operator. (For an extensive
study on SSW and other instabilities in this model, see
Ref. [7].) The discussion on the quantum field-theoretic
treatment of the SSW instability was deepened 30 years
later by Schro¨er and Swieca by considering the simpler
problem of a charged scalar field with an external scalar
interaction [8]. In their approach they concluded that the
field algebra can be represented either in a space with an
indefinite metric or in a Hilbert space without a ground
state. Moreover, their analysis of the field instability re-
vealed that each unstable degree of freedom behaves as a
non-relativistic quantum particle in a parabolic potential
barrier.
In this paper we revisit the quantization of fields pre-
senting tachyonic-like instabilities over globally hyper-
bolic static backgrounds on the light of the formalism
developed for free quantum fields in curved spacetimes
[9, 10]. The strategy we shall employ consists in defining
a particular complex structure over the space of solutions
of the field equation in order to select a “one-particle
Hilbert space.” The representation for the algebra of the
unstable field can then be constructed through a Fock
space over the chosen “one-particle Hilbert space.” To
put forward this strategy we shall restrict ourselves to
background spacetimes that do not possess horizons and
will assume that the theory possess a “mass gap.”
In the context of quantum field theory in curved space-
times (QFTCS), this approach was first introduced by
Ashtekar and Magnon in Ref. [11] and further developed
by Kay in Ref. [12] for stable fields in stationary space-
times without horizons. Curiously enough, the quantiza-
tion of unstable fields presenting tachyonic-like instabili-
ties along these lines seems to be lacking in the literature;
here we cover this gap. Our starting point will be a re-
sult due to Chmielowski [13], which states that to every
bilinear form over the space of classical solutions defining
a quasifree state on the field algebra there is associated
a different bilinear form defining a pure quasifree state.
It is important to emphasize that the canonical quanti-
zation procedure does not rely on any specific choice for
the representation of the field algebra. Nevertheless, a
particular representation may display more clearly some
features of the system. In the case we are interested in,
we desire a representation for the field algebra that does
not “mix” the stable degrees of freedom of the field with
the unstable ones. Since the backreaction of the quan-
tum field is expected to be dominated by the instability,
the separated analysis of the unstable sector and its time
evolution might provide us some clues about this process.
Here, however, we shall not be concerned about backre-
action effects; this issue is far beyond the scope of this
study.
This paper is organized as follows. In Sec. II we follow
Refs. [10, 13] and present the general theoretical frame-
work to define a representation for the field algebra based
on a “one-particle Hilbert space.” In Sec. III A we restrict
our attention to unstable fields over static spacetimes
without horizons and fix our bilinear form. Once the
representation has been set, it is possible to implement
the time-translation symmetry of the background space-
time as a one-parameter unitary group over our Fock
space. To do so, we first deal with the time translation
for the “one-particle states” in Sec. III B, trying to keep
the analysis for the stable sector as close as possible to
previous ones. Then, in Sec. III C, we move to the defini-
tion of the time translation on the Fock space. As will be
shown, this problem can be treated using the formalism
presented in Ref. [14] to define the S-matrix for free fields
in curved spacetimes. Next, we analyze in Sec. III D the
Hamiltonian operator associated with the quantum sys-
tem and “rediscover” the connection between unstable
fields and non-relativistic quantum particles in parabolic
potential barriers. We close the discussion and make our
final remarks in Sec. IV. Throughout the text we shall
assume natural units (G = ~ = c = 1) and the signature
(−+++) for the spacetime metric.
II. FREE FIELD QUANTIZATION IN
GLOBALLY HYPERBOLIC SPACETIMES
A. Classical field
For a globally hyperbolic spacetime (M, gab) it is al-
ways possible to choose a foliation {Σt}t∈R where each
hypersurface Σt is a smooth space-like Cauchy surface
[15]. Denote by na the normalized time-like vector field
orthogonal to every hypersurface in the foliation. The
induced metric defined over each spatial section is given
by
hab ≡ nanb + gab.
We can introduce a coordinate system in our spacetime
by first setting the time-like vector field ta on M in such
way that ta∇at = 1. Then, we cover each hypersurface
Σt with coordinates x
i (i = 1, 2, 3) satisfying ta∇axi = 0,
so ta is our time coordinate vector.
Here we shall consider a neutral scalar field over
(M, gab) with an external scalar interaction defined by
the following action:
S ≡ −1
2
∫
M
√−gd4x (∇aφ∇aφ+ V φ2), (1)
with V a real function over M (not explicitly depending
on φ), which could encompass terms like mass and non-
minimal coupling with the scalar curvature. The prin-
ciple of minimal action applied to Eq. (1) leads to the
following field equation:
−∇a∇aφ+ V φ = 0, (2)
the Klein-Gordon equation with an external scalar poten-
tial. The hypothesis of global hyperbolicity implies that
the specification of a “sufficiently nice” pair of functions
(f, p) in a Cauchy surface Σ0 such that f = φ|Σ0 and
p = na∇aφ|Σ0 — the initial conditions — determines
univocally a solution of Eq. (2) over all the spacetime
(see, e.g., Theorem 5.3.1 of Ref. [16]).
For general spacetimes, the convenient choice for the
phase space P of the field is
P ≡ {(f, p)|f, p : Σ0 → R; f, p ∈ C∞0 (Σ0)} ,
where C∞0 (Σ0) stands for the set of smooth real func-
tions with compact support in Σ0. Let us assume, then,
that the background spacetime and the scalar potential
V are smooth. According to Leray’s theorem [16, 17], in
this case φ and na∇aφ are also smooth functions and of
compact support when restricted to any hypersurface Σt.
The real vector space S is then defined as the set of all
solutions of Eq. (2) with initial data in P. The fact that
the Cauchy problem for Eq. (2) has a unique solution for
a given initial data implies that the vector spaces P and
S are isomorphic. Hence, we can refer to these spaces
interchangeably.
Over the phase space P it is possible to define a bilinear
form Ω : P× P→ R by
Ω(ψ1, ψ2) ≡
∫
Σ0
dΣ (φ1n
a∇aφ2 − φ2na∇aφ1), (3)
where ψ stands for the pair (φ, na∇aφ) and dΣ denotes
the volume element of Σt, even though calculated over
a given Cauchy surface, the right-hand side of Eq. (3) is
conserved by the dynamics defined by Eq. (2). This fact,
together with the existing isomorphism between P and
S, induces a bilinear form over S, which is independent
of the Cauchy surface Σ0 as well. We also denote this
bilinear form by Ω. Since it is antisymmetric and non-
degenerated for solutions of Eq. (2), Ω is said to provide a
symplectic structure on S. As it will become clear in the
next section, the only structure we need for the quantiza-
tion of a neutral scalar field is the real symplectic vector
space (S,Ω).
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B. Quantum field
To quantize a linear scalar field one seeks a complex,
separable Hilbert space F and a map W which takes the
elements of S into unitary operators acting on F satisfy-
ing
W (ψ1)W (ψ2) = e
i
2
Ω(ψ1,ψ2)W (ψ1 + ψ2) (4)
as well as
W †(ψ) =W (−ψ), (5)
the Weyl relations. From the technical point of view, it
is safer to deal with these unitary operators than with
the field operators satisfying the canonical commutation
relations since the formers are bounded.
The standard way to approach this question is to start
with a pair (K,H), where H is a complex, separable
Hilbert space and K : S → H is a real, linear map
such that its range Ran(K) is dense in H. The Hilbert
space F is then defined as a Fock space built out of H.
Hence, inasmuch as we are concerned with bosonic quan-
tum fields, we define F as a symmetric Fock space, i.e.,
F = Fs(H) ≡ C⊕H ⊕ (H ⊗H)s ⊕ . . . , (6)
where (
⊗n
H)s denotes the symmetric subspace of⊗n
H. The inner product of F is defined through
〈Ψ,Φ〉F ≡ cd+
∞∑
n=1
〈ψ(n), ϕ(n)〉⊗nH,
with c, d ∈ C, c¯ the complex conjugate of c, ϕ(n), ψ(n) ∈
(
⊗n
H)s, and 〈 · , · 〉⊗nH denoting the inner product of⊗n
H.
Consider, then, F0 ⊂ F, the set of all n-particle states,
i.e., the set of all vectors of F with the form
Ψ =
(
0, . . . , 0, ψ(n), 0, . . .
)
,
where ψ(n) ∈ (⊗nH)s, for n ∈ N. Then, the linear span
of F0, span(F0), is a dense subset of F. Next, for Ψ ∈
span(F0), χ ∈ H, and χ ∈ H — the complex conjugate
space to H —, one defines the operator
a(χ)Ψ ≡
(
χ · ψ(1),
√
2χ · ψ(2),
√
3χ · ψ(3), . . .
)
(7)
the annihilation operator, and
a∗(χ)Ψ ≡
(
0, cχ,
√
2χ⊗s ψ(1),
√
3χ⊗s ψ(2), . . .
)
(8)
the creation operator. The dot that appears in the slots
in the right-hand side of Eq. (7) indicates the contraction,
according to the inner product of H, between the vectors
χ and ψ(n), while ⊗s in Eq. (8) indicates the symmetrized
tensor product. These operators are continuous in the
sense that if χn → χ in H then a(χn)Ψ → a(χ)Ψ and
a∗(χn)Ψ→ a∗(χ)Ψ in F. For future reference, we denote
by Ψ0 the normalized element in F0 satisfying
a(χ)Ψ0 = 0 (9)
for all χ ∈ H, the vacuum state. From Eqs. (7) and (8)
it is easy to verify that for any vector in span(F0) and
any χ1, χ2 ∈ H
[a(χ1), a(χ2)] = 0, (10)
[a∗(χ1), a
∗(χ2)] = 0, (11)
and
[a(χ1), a
∗(χ2)] = 〈χ1, χ2〉HI, (12)
where I stands for the identity operator.
With the aid of the creation and annihilation operators
one defines the field operator for any ψ ∈ S as
F0(ψ) ≡ ia(Kψ)− ia∗(Kψ). (13)
The field operator F0(ψ) is essentially self-adjoint in
span(F0), so it has just one self-adjoint extension,
namely, its closure F (ψ). The representation for the re-
lations (4) and (5) is then set when we take F (ψ) as the
generator of W (ψ):
W (ψ) ≡ eiF (ψ).
Sometimes in the literature the quantization scheme pre-
sented here is referred to as the “Segal quantization over
H” [18, 19]. For the proof of the continuity of the
creation and annihilation operators, the essentially self-
adjointness of F0(ψ), and other properties of the Segal
quantization see, e.g., Theorem X.41 of Ref. [20].
Note that the vacuum state defines the following func-
tional:
〈Ψ0,W (ψ)Ψ0〉F = e− 12 〈Kψ,Kψ〉H .
From the algebraic point of view, Ψ0 induces a state over
the C∗-algebra defined by the operators W (ψ). (For a
comprehensive discussion on the algebraic formalism for
quantum fields, see, e.g., Ref. [21].)
C. Definition of the “one-particle structure”
The central question here, then, is how to define the
pair (K,H). A possible route starts by considering a
bilinear, positive, symmetric form µ on S satisfying
[Ω(ψ1, ψ2)]
2 ≤ 4µ(ψ1, ψ1)µ(ψ2, ψ2) (14)
for any ψ1, ψ2 ∈ S. Denote by A the real Hilbert space
obtained by the completion of S in the norm defined by µ.
Then, onA, Ω is a bounded, densely defined bilinear form
— the boundedness of the symplectic form is actually
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the reason of Eq. (14). Hence, by the bounded linear
transformation theorem (see, e.g., Theorem I.7 of Ref.
[22]), there is a unique bounded extension of Ω to A,
which we denote by Ω′. The boundedness of Ω′ implies
that on A there exists a bounded operator A such that
µ(ψ1, Aψ2) ≡ 1
2
Ω′(ψ1, ψ2). (15)
It follows from Eq. (15) and the antisymmetry property
of Ω that the operator A is also antisymmetric.
The polar decomposition theorem for bounded opera-
tors (see, e.g., Theorem VI.10 of Ref. [22]) allows us to
write A = U |A|, where |A| is the unique positive operator
such that |A|2 = A†A = −A2 and U is a partial isometry.
The non-degeneracy of Ω implies for the kernel of A that
S ∩ Ker(A) = {0}. Consequently, the following expres-
sion defines a bilinear, positive, symmetric form over the
space of solutions S:
µ˜(ψ1, ψ2) ≡ µ(ψ1, |A|ψ2). (16)
Then, it is possible to show (see Proposition 1 of Ref.
[13]) that
µ˜(ψ1, ψ1)µ˜(ψ2, ψ2) ≥ 1
4
[Ω(ψ1, ψ2)]
2 (17)
and that
µ˜(ψ1, ψ1) =
1
4
l. u. b.
ψ2 6=0
[Ω(ψ1, ψ2)]
2
µ˜(ψ2, ψ2)
, (18)
where l. u. b. stands for “least upper bound.” In the alge-
braic approach for quantum fields, a bilinear form defined
over S satisfying Eq. (14) defines a quasifree state, while
Eq. (18) gives rise to a pure quasifree state [23].
Next, define A˜ as the real Hilbert space resulting from
the completion of S in the norm defined by the following
inner product:
〈ψ1, ψ2〉A˜ ≡ 2µ˜(ψ1, ψ2). (19)
From Eqs. (15) and (16) it is easy to see that for ψ1, ψ2 ∈
S, the partial isometry U satisfies
µ˜(Uψ1, Uψ1) = µ˜(ψ1, ψ1) (20)
and
µ˜(ψ1, Uψ2) = −µ˜(Uψ1, ψ2). (21)
Equation (20) states that U is an isometry according to
this norm, so we can extend its action to A˜. Denote this
extension by J . Due to Eq. (21), the operator J satisfies
J† = −J. (22)
The fact that J is an isometry, together with its antisym-
metry, implies that
J2 = −I. (23)
A linear operator J satisfying Eqs. (22) and (23) is said to
endow the real Hilbert space A˜ with a complex structure
[24]. The symplectic form Ω can also be extended from S
to A˜ thanks to Eq. (17). This extension will be denoted
by Ω′′. Due to Eqs. (15) and (16), it is related to J by
〈ψ1, Jψ2〉A˜ = Ω′′(ψ1, ψ2). (24)
The next step consists in complexifying A˜, resulting in
the space A˜C, and extending to it by complex linearity
the bilinear forms µ˜, Ω′′, and the operator J . Naturally,
the space A˜C is a complex Hilbert space in the norm
associated with the following inner product:
〈ψ1, ψ2〉A˜C ≡ 2µ˜(ψ1, ψ2). (25)
Now we are in a position to define the Hilbert space
H as a closed subspace of A˜C. To do so, note that iJ
is self-adjoint and, due to Eq. (23), has eigenvalues ±1.
Therefore, from the spectral theorem, A˜C decomposes
into two orthogonal eigensubspaces of iJ which are com-
plex conjugates of each other. Denote by P± the or-
thogonal projections associated with the eigenvalues ±1.
Then,
J = −i(P+ − P−) (26)
and the “one-particle Hilbert space” H is defined as
Ran(P+). For any two vectors ψ1, ψ2 ∈ A˜C it is easy
to show that
〈P+ψ1, P+ψ2〉H ≡ 〈P+ψ1, P+ψ2〉A˜C
= iΩ′′(P+ψ1, P+ψ2), (27)
usually called “Klein-Gordon inner product.” The defini-
tion of H implies that H = Ran(P−), i.e., H corresponds
to the orthogonal complement of H in A˜C.
The restriction of the projection P+ to S gives us the
real, linear map K. As proved in Ref. [23], Proposition
3.1, the pair (K,H) is uniquely defined, up to a unitary
equivalence. From Eq. (27) it follows that K satisfies
〈Kψ1,Kψ2〉H = µ˜(ψ1, ψ2)− i
2
Ω(ψ1, ψ2).
This relation shows that all the freedom we have in choos-
ing H is encoded in the bilinear form µ˜, which depends
on µ through Eq. (16). The freedom in picking a “one-
particle Hilbert space” is an important issue in quantum
field theory, since different choices can lead, in general,
to unitary inequivalent representations for the Weyl re-
lations.
III. UNSTABLE FREE FIELDS IN STATIC
SPACETIMES WITHOUT HORIZONS
From now on we shall restrict ourselves to the special
case of a static spacetime. Hence, over (M, gab) exists
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a one-parameter group of isometries αt generated by a
time-like Killing vector field κa —which we identify with
our time coordinate vector ta — and a foliation orthog-
onal to κa. Thus, we can choose
na =
κa
‖κ‖ ,
where ‖κ‖ ≡ √−κaκa. Additionally, we will assume
that for some Cauchy surface in the foliation it is possible
to find constants ǫ1, ǫ2 > 0 such that
ǫ1 < ‖κ‖ < ǫ2. (28)
Therefore, here we have in mind static spacetimes with-
out horizons.
When the background spacetime is static, it is possible
to cast Eq. (2) as
− ∂2t φ = ‖κ‖∆0φ, (29)
where the differential operator ∆0 is defined as
∆0f ≡ −Da(‖κ‖Daf) + ‖κ‖V f, (30)
withDa the covariant derivative operator associated with
the spatial metric hab. In order to guarantee that Eq.
(29) shares the time symmetry of the background space-
time, we will only consider scalar potentials with null
Lie derivative with respect to κa. If we define the one-
parameter family of linear maps τt : S → S acting on
ψ = (φ, na∇aφ) as
τtψ ≡
[
φ ◦ αt
(na∇aφ) ◦ αt
]
, (31)
then the equation
d
dt
τtψ
∣∣∣∣
t=0
= −h0ψ, (32)
with
h0 ≡
[
0 −‖κ‖
∆0 0
]
, (33)
just expresses Eq. (29) in terms of a pair of coupled dif-
ferential equations.
A. Definition of the “one-particle Hilbert space”
for an unstable field
We consider the real Hilbert space L2(Σ0, dΣ) — which
we abbreviate from now on just by L2 — in the norm
associated with the inner product
〈f1, f2〉L2 ≡
∫
Σ0
dΣf1f2.
On this Hilbert space, the multiplication by ‖κ‖ defines
a bounded, positive, self-adjoint operator with bounded
inverse, due to Eq. (28). Moreover, since V ∈ C∞(Σ0) is
locally square-integrable in the measure dΣ, Eq. (30) cor-
responds to an unbounded, symmetric, densely defined
operator with domain Dom(∆0) = C
∞
0 (Σ0) and range
Ran(∆0) = C
∞
0 (Σ0). Furthermore, for this class of po-
tentials, it is possible to show that ∆0 is also essentially
self-adjoint in Dom(∆0) [25]. Therefore, ∆0 has just one
self-adjoint extension in L2, namely, its closure ∆.
Denote by 〈 · , · 〉L2⊕L2 the inner product of L2 ⊕ L2.
We define the real Hilbert space N as the completion of
P in the norm induced by the inner product
〈ψ1, ψ2〉N ≡ 〈ψ1,Nψ2〉L2⊕L2 ,
where
N ≡
[ ‖κ‖−1 0
0 ‖κ‖
]
. (34)
Note that as sets N and L2⊕L2 coincide, the space N is
isomorphic to L2⊕L2 according to the following unitary
transformation:
ψ ∈ N 7→ N 12ψ ∈ L2 ⊕ L2. (35)
Moreover, the smoothness of the background spacetime
together with Eq. (28) imply that N
1
2 maps P into itself.
Consider, then, the following bilinear, symmetric form
over S:
ε(ψ1, ψ2) ≡ 1
2
∫
Σ0
dΣ(‖κ‖p1p2 + f1∆0f2)
= 〈N 12ψ1,M0N 12ψ2〉L2⊕L2 , (36)
with
M0 ≡ 1
2
[
‖κ‖ 12∆0‖κ‖ 12 0
0 1
]
, (37)
where we have used the unitary transformation (35).
When ψ1 = ψ2, the bilinear form (36) is equal to the
conserved energy associated with the scalar field. From
Eq. (36) we see that the energy of the field can become
as negative as we want if ∆0 fails to be a positive opera-
tor. Therefore, the classical scalar field becomes unstable
when σ(∆), the spectrum of ∆, acquires a negative part.
From this point on we shall focus on situations in
which the scalar field is destabilized by the external fields.
Hence, it will be implied that σ(∆) ∩ R− 6= ∅. For tech-
nical reasons, we shall assume the existence of constants
M1,M2 > 0 such that for all λ ∈ σ(∆),
|λ| > M1 (38)
and
λ > −M2. (39)
Condition (38) guarantees that the inverse of some oper-
ators that will appear in what follows are bounded. (In
the case of stable fields, this imposition is related to the
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infrared behavior of the theory; for a discussion on this
issue for stable fields see, e.g., Ref. [26].) Moreover, this
condition will be important to prove that Eq. (14) holds
for our choice for µ — see Appendix A. Equation (38) is
what is meant by “mass gap” in Sec. I. As for condition
(39), it is equivalent to the statement that the scalar po-
tential V is bounded from below, which is a physically
reasonable assumption.
The operator M0 is essentially self-adjoint on P, since
‖κ‖ 12∆0‖κ‖ 12 is essentially self-adjoint on C∞0 (Σ0). De-
note by M the closure of M0. The map ‖κ‖− 12 ⊕‖κ‖ 12 :
L2 ⊕L2 → L2 ⊕ L2 applied to the elements of the graph
of the operator ∆0,
Γ(∆0) ≡ {(f,∆0f), f ∈ Dom(∆0)} ,
gives
(f,∆0f) 7→ (‖κ‖− 12 f, ‖κ‖ 12∆0‖κ‖ 12 ‖κ‖− 12 f),
so Γ(∆0) is mapped into Γ(‖κ‖ 12∆0‖κ‖ 12 ). The map
‖κ‖− 12⊕‖κ‖ 12 is a homeomorphism in the norm topology.
Hence, we also have that the graph of ∆ is taken into
the graph of the closure of ‖κ‖ 12∆0‖κ‖ 12 , which must be
equal to ‖κ‖ 12∆‖κ‖ 12 . With the definition
Λ ≡ ‖κ‖ 12∆‖κ‖ 12 ,
this last result implies that
M =
1
2
[
Λ 0
0 1
]
. (40)
Note that if ∆ fails to be a positive operator, so does Λ.
For a stable field, a suitable choice for µ is the bilin-
ear form associated with the conserved energy, Eq. (36).
In this case, the field quantization is formally equiva-
lent to the prescription of expanding the field operator
in terms of positive and negative-frequency modes of the
field equation [10–12]. The presence of the instability,
however, spoils the positivity of the energy and, conse-
quently, ε does not define a norm on S. For the unstable
field, then, we consider the following bilinear, positive,
symmetric form [27]:
µ(ψ1, ψ2) ≡ 〈N 12ψ1, |M|N 12ψ2〉L2⊕L2 , (41)
with
|M| = 1
2
[ |Λ| 0
0 1
]
. (42)
As shown in Appendix A, the bilinear form (41) satisfies
Eq. (14), so we can proceed with the formalism discussed
in Sec. II. What is interesting about the bilinear form
defined by Eq. (41) is that it coincides with the conserved
energy (36) whenever the latter is positive. Hence, for
this stable sector, the bilinear form (41) is conserved and
the quantization that arises when we follow the steps
presented in Sec. II does not rely on the choice of the
Cauchy surface. For the unstable sector, however, µ is
not conserved. Thus, in general, our definition of H will
depend on the Cauchy surface on which we give the initial
conditions for the field. As will be discussed in Sec. III B,
this fact implies that the time translation defined by Eq.
(31) will not induce a unitary operator on H.
Once the bilinear form µ has been fixed, it is possible
to give a representation for the Hilbert space A, for the
bounded operator A, and its polar decomposition. One
sees from the unitary transformation (35) and Eq. (41)
that A is isomorphic to A1⊕L2, where A1 is the Hilbert
space resulting from the completion of C∞0 (Σ0) in the
norm defined by 12 〈 · , |Λ| · 〉L2 . Then, the action of the
operator A can be written as
µ(ψ1, Aψ2) = 〈N 12ψ1, |M|AˇN 12ψ2〉L2⊕L2 , (43)
with
Aˇ ≡ N 12AN− 12 . (44)
Using the inner product of L2 ⊕ L2, we can express the
symplectic form (3) as
Ω(ψ1, ψ2) = 〈ψ1,gψ2〉L2⊕L2 , (45)
with
g ≡
[
0 1
−1 0
]
. (46)
Then, comparing Eqs. (43) and (45) as in Eq. (15), it
follows that
Aˇ =
1
2
|M|−1N− 12 gN− 12 =
[
0 |Λ|−1
−1 0
]
. (47)
Note that |Λ|−1 exists as a positive, bounded operator,
due to property (38) of σ(∆) and Eq. (28). For the uni-
tary transformation of the operator |A| one has
ˇ|A| ≡ N 12 |A|N− 12 =
[ |Λ|− 12 0
0 |Λ|− 12
]
. (48)
Thus, combining Eqs. (47) and (48), the unitary trans-
formation of U gives
Uˇ ≡ N 12UN− 12 = ˇ|A|−1Aˇ =
[
0 |Λ|− 12
−|Λ| 12 0
]
, (49)
since Dom(|Λ|) ⊂ Dom(|Λ| 12 ). Finally, to arrive at an
expression for µ˜, we combine Eqs. (41) and (48) according
to Eq. (16) and obtain
µ˜(ψ1, ψ2) = 〈N 12ψ1, M˜N 12ψ2〉L2⊕L2 , (50)
with
M˜ ≡ 1
2
[ |Λ| 12 0
0 |Λ|− 12
]
. (51)
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Therefore, by defining the real Hilbert spaces A˜1 and
A˜2 as the completion of C
∞
0 (Σ0) in the norms given by
1
2 〈 · , |Λ|
1
2 · 〉L2 and 12 〈 · , |Λ|−
1
2 · 〉L2 , respectively, one
has that A˜ is isomorphic to A˜1 ⊕ A˜2.
In S the complex structure J coincides with U , so we
can use Eqs. (26) and (49), together with I = P+ + P−,
to obtain
Kˇ =
I+ iUˇ
2
=
1
2
[
1 i|Λ|− 12
−i|Λ| 12 1
]
. (52)
Equations (50) and (52) allow us to write the inner prod-
uct of H, defined in Eq. (27), as
〈Kψ1,Kψ2〉H =〈
Xf1 + iX
†−1p1√
2
,
Xf2 + iX
†−1p2√
2
〉
L2
C
,
where 〈 · , · 〉L2
C
stands for the inner product of L2
C
,
the complexified version of L2. The closed operator X is
defined in such a way that
X†X = ‖κ‖− 12 |Λ| 12 ‖κ‖− 12 .
Therefore, we are led to also identify H with L2
C
and
implement the mapK through the linear map k : P→ L2
C
given by
(f, p) 7→ Xf + iX
†−1p√
2
.
There are several unitarily equivalent identifications be-
tween H and L2
C
. For instance, we could have chosen
X = |Λ| 14 ‖κ‖− 12 ,
which coincides with the representation found by Kay in
Ref. [12] for stable fields in static spacetimes [28].
B. Time translation for “one-particle states”
Our next task is to implement in F the time translation
defined over (M, gab) by αt. This is accomplished through
the construction of a strongly continuous unitary group
U(t) satisfying
U(t)W (ψ)U(−t) =W (τtψ). (53)
Thus, to build such operator we have to investigate first
how the time translation acts on H.
We start by analyzing the continuity of τt in P, accord-
ing to the norm of A. Using the fact that |Λ| is a closed
operator and that τt maps P into itself, we obtain
lim
t→0
‖(τt − I)ψ‖2A = 0, (54)
since limt→0(τtψ − ψ) = 0. So, τt is strongly continu-
ous. Consequently, this map is also strongly continuous
according to the norm of A˜, due to the boundedness of
|A|. Furthermore, we also have
lim
δ→0
∥∥∥∥
(
τt+δ − τt
δ
+ h0τt
)
ψ
∥∥∥∥
2
A
= 0, (55)
due to Eq. (32). Thus, that equation holds in the strong
sense both in A and A˜.
As mentioned above, the behavior of the bilinear form
(41) under time translations is quite different whether
we restrict ourselves to the stable or the unstable sector.
Thus, it is convenient to study each case separately. Con-
sider the spectral projectionQB of Λ, associated with the
set B ⊂ R. We introduce on P the operators Q±, which
are implemented through
Qˇ± ≡ N 12Q±N− 12 =
[
QI± 0
0 QI±
]
, (56)
with I+ ≡ [0,+∞) and I− ≡ (−∞, 0). Since they are
built out of spectral projections of Λ, these operators
define orthogonal projections on A, A˜, and H. Hence,
these Hilbert spaces are isomorphic to the Hilbert spaces
A+⊕A−, A˜+⊕A˜−, andH+⊕H−, respectively, where we
have defined A± ≡ Q±A, A˜± ≡ Q±A˜, and H± ≡ Q±H
.
Denote by P± the images of P by the projections Q±.
In general, we do not expect P± to be subsets of P. Thus,
it is more convenient to define the time translation on P±
as
τ±t Q±ψ ≡ Q±τtψ. (57)
Taking the derivative in both sides of Eq. (57), using Eq.
(32), and the closure of h0 in L
2 ⊕ L2, h, we get
d
dt
τ±t Q±ψ = Q±
d
dt
τtψ
s
= −Q±h0ψ
= −Q±hψ
= −hQ±ψ.
Then, by defining h± as the restriction of h to P± it is
possible to write
d
dt
τ±t
s
= −h±τ±t , (58)
where the equality holds in the strong sense both in A
and A˜.
In order to analyze the action of the time translation
on the stable sector, we first note that
〈h+ψ1, ψ2〉A = −〈ψ1,h+ψ2〉A, (59)
since |Λ| and Λ coincide in P+. Then, making use of Eq.
(58),
d
dt
‖τ+t ψ‖2A = −〈h+τ+t ψ, τ+t ψ〉A − 〈τ+t ψ,h+τ+t ψ〉A
= 0, (60)
7
thanks to Eq. (59). This result is just a manifestation of
the bilinear form µ coinciding with the conserved energy
in the stable sector. In conclusion, τ+t defines a isometry
on P+ according the norm of A. Furthermore, insofar as
τt and |A| commute, τ+t is also an isometry according the
norm of A˜. Hence, the extension of τ+t to A˜
+
C
defines a
strongly continuous one-parameter unitary group which
we denote by T+(t). In the complex Hilbert space A˜
+
C
,
h+ is a skew-symmetric, densely defined operator which
maps P+ + iP+ into itself. Besides, h+ also commutes
with T+(t). So, following the strategy of Ref. [12], it is
possible to use a lemma due to Nelson (see Lemma 10.1
of Ref. [29]; see also Lemma 2.1 of Ref. [30]) to conclude
that, as an operator on A˜+
C
, h+ is essentially skew-adjoint
in P+ + iP+. Then, thanks to Stone’s theorem and Eq.
(58),
T+(t) = e
−th, (61)
where h stands for the closure of h+ in A˜
+
C
. The operator
T+(t) can be represented as
T+(t) =
[
cos(t|Λ| 12 ) |Λ|− 12 sin(t|Λ| 12 )
−|Λ| 12 sin(t|Λ| 12 ) cos(t|Λ| 12 )
]
(62)
and its restriction to H+ gives
T+(t) ↾ H
+ =
[
e−it|Λ|
1
2 0
0 e−it|Λ|
1
2
]
. (63)
As for the unstable sector, we encounter
〈h−ψ1, ψ2〉A = 〈ψ1,h−ψ2〉A, (64)
since now Λ coincides with −|Λ| in P−. Then, from Eqs.
(58) and (64),
d2
dt2
‖τ−t ψ‖2A = 4‖h−τ−t ψ‖2A
≤ 4M2ǫ2‖τ−t ψ‖2A, (65)
where we have used Eq. (28) and property (39) of σ(∆)
to obtain the inequality above. Equation (65) tell us that
there is a strictly positive function C(t) such that
‖τ−t ψ‖2A ≤ C(t)‖ψ‖2A. (66)
Equation (66) establishes that τ−t is bounded in A
− and,
consequently, also in A˜−. Hence, the extension of τ−t to
A˜
−
C
defines a strongly continuous one-parameter bounded
group which we denote by T−(t). In A˜
−
C
, h− is a symmet-
ric bounded operator. So, we can write T−(t) = e
−th−
and represent it as
T−(t) =
[
cosh(t|Λ| 12 ) |Λ|− 12 sinh(t|Λ| 12 )
|Λ| 12 sinh(t|Λ| 12 ) cosh(t|Λ| 12 )
]
. (67)
When restricted to H−, this representation leads to
T−(t) ↾ H
− =
√
2
[
cosh(t|Λ| 12 − ipi4 ) 0
0 i sinh(t|Λ| 12 − ipi4 )
]
. (68)
In conclusion, we have managed to show that τt ex-
tends to A˜C = A˜
+
C
⊕ A˜−
C
as a strongly continuous one-
parameter group T (t), which can be expressed as
T (t) = T+(t)⊕ T−(t). (69)
This family does not act as a unitary group on A˜C and
does not commute with the projections P±, except when
restricted to A˜+
C
. Hence, in general, T (t) will map the el-
ements ofH into H⊕H, “mixing” solutions that initially
had positive norm with “negative-norm” ones, according
to the notion established on Σ0.
C. Time translation on the Fock space
Now, let us get back to the time translation operator
acting on the space of states of the quantum field. Equa-
tion (53) is equivalent to
U(t)F0(ψ)U(−t) = ia[P−T (t)ψ]− ia∗[P+T (t)ψ] (70)
on span(F0). The time translation “mixes” positive- and
negative-norm solutions when the field is unstable just
like in an “in-out” setting the S-matrix maps the “in”
space of states into the “out” one. Thus, here we shall
employ the approach presented in Ref. [14] to define the
action of U(t) on F.
The first step consists in setting the action of U(t) on
Ψ0. We start by defining the one-parameter families of
bounded operators At : H → H and Bt : H→ H as
At ≡ P+T (t) ↾ H (71)
and
Bt ≡ P−T (t) ↾ H. (72)
From Eq. (27) and the conservation of the symplectic
form (3), it follows that for ψ1, ψ2 ∈ H
〈ψ1, ψ2〉H = iΩ′′(ψ1, ψ2)
= iΩ′′[T (t)ψ1, T (t)ψ2]
= iΩ′′[(P+ + P−)T (t)ψ1, (P+ + P−)T (t)ψ2]
= 〈Atψ1, Atψ2〉H − 〈Btψ1, Btψ2〉H
= 〈ψ1, (At†At −Bt†Bt)ψ2〉H
and that
〈ψ1, ψ2〉H = iΩ′′(ψ1, ψ2)
= iΩ′′[(P+ + P−)T (t)ψ1, (P+ + P−)T (t)ψ2]
= 〈Btψ1, Atψ2〉H − 〈Atψ1, Btψ2〉H
= 〈(At†Bt −Bt†At)ψ1, ψ2〉H
= 0.
Here, the operators At and Bt are defined as
At ≡ P−T (t) ↾ H
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and
Bt ≡ P+T (t) ↾ H.
Hence, the operators At and Bt satisfy
At
†At −Bt†Bt = I (73)
and
At
†Bt = Bt
†At. (74)
Equations (73) and (74) show that the operators At and
Bt define a one-parameter family of Bogoliubov trans-
formations. Furthermore, from Eq. (73) it is possible to
show that At is bounded from below. Hence At
−1 exists
as a bounded operator.
Next, write
Ψt ≡ U(t)Ψ0 = ct
(
1, ψ
(1)
t , ψ
(2)
t , ψ
(3)
t , . . .
)
. (75)
By choosing ψ = At
−1χ in Eq. (70) and applying its
left-hand side on U(t)Ψ0, we obtain
0 = a(χ)Ψt − a∗(εtχ)Ψt, (76)
with
εt ≡ BtAt−1. (77)
Equation (76) fixes the action of U(t) on Ψ0. This equa-
tion implies that all ψ
(n)
t in Eq. (75) are null for n odd,
while for n even they can be expressed in terms of sym-
metrized tensor products of ψ
(2)
t . Hence, the only equa-
tion we must care about is
χ · ψ(2)t =
1√
2
εtχ. (78)
Following Ref. [14], we interpret ψ
(2)
t in the left-hand side
of Eq. (78) as a map from H to H. Then, the identifi-
cation of ψ
(2)
t with the operator εt is consistent if the
former is symmetric, i.e., if
εt
† = εt, (79)
and if it is in the Hilbert-Schmidt class, meaning that
tr(εt
†εt) < +∞. (80)
The first condition comes from the symmetry of ψ
(2)
t ,
while the second is a consequence of ‖ψ(2)t ‖H⊗H < +∞.
Equation (79) can be verified directly from Eq. (74). As
for Eq. (80), it gives a condition for the existence of a
solution of Eq. (76). This condition is equivalent to
tr(Bt
†Bt) < +∞, (81)
since At
−1 is bounded. This condition can be read as
stating that the expected value of the total number op-
erator in the state Ψt is finite — see Eq. (97) below. In
conclusion, we have obtained that U(t) maps Ψ0 into
Ψt = ct

1, 0, 1√
2
εt, . . . ,
√
n!
2n/2(n2 )!
n/2⊗
εt, . . .

 , (82)
for n even, provided that Eq. (81) holds.
The definition of the time translation operator U(t)
is completed by stating its action on F0, the set of all
n-particle states. Since span(F0) is a dense subset of
F, this defines U(t) on a dense domain. For a collec-
tion χ1, χ2, . . . , χn of vectors in H, the correspondent
n-particle state is given by
∏n
j=1 a
∗(χj)Ψ0. The action
of U(t) on these vectors is given by
U(t)
n∏
j=1
a∗(χj)Ψ0 =
n∏
j=1
[a∗(Atχj)− a(Btχj)] Ψt. (83)
It is left to check that the operator U(t) as constructed
in the last paragraphs actually defines a strongly contin-
uous one-parameter unitary group on F. The first thing
to check is whether the norm of Ψt is finite. As shown
in Ref. [14], assuming that εt is Hilbert-Schmidt and us-
ing its symmetry property, it is possible to prove that
‖Ψt‖F < +∞. Besides, the vector Ψt lies in the domain
of powers of creation and annihilation operators. So, the
right-hand side of Eq. (83) is well-defined. To show that
U(t) is unitary, it is enough to verify that this operator
preserves the inner product in F0. The inner product be-
tween two n-particle states can be written in terms of the
commutator (12); since this commutator is preserved by
U(t), thanks to Eq. (73), the time translation defines an
unitary operator in a dense domain and, consequently, in
F. To see that U(t) inherits the group property of T (t),
first we need the following relations, derived from Eqs.
(71) and (72):
At2At1 +Bt2Bt1 = At1+t2 (84)
and
Bt2At1 +At2Bt1 = Bt1+t2 . (85)
Equations (84) and (85), together with Eq. (76), lead to
U(t2)Ψt1 = Ψt1+t2 . (86)
Then, Eqs. (84) - (86) imply that
U(t2)U(t1)
n∏
j=1
a∗(χj)Ψ0 =
n∏
j=1
[a∗(At1+t2χj)
−a(Bt1+t2χj)] Ψt1+t2 ,
verifying that U(t) is a one-parameter group. For the
strong continuity of U(t), it is sufficient to prove that
lim
t→0
‖U(t)
n∏
j=1
a∗(χj)Ψ0 −
n∏
j=1
a∗(χj)Ψ0‖2F = 0. (87)
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The form of the right-hand side of Eq. (83) and the fact
that the creation and annihilation operators are continu-
ous tell us that Eq. (87) holds if (i) At and Bt are strongly
continuous and if (ii) limt→0Ψt = Ψ0. Condition (i) fol-
lows from the definition of operators At and Bt, Eqs. (71)
and (72), and the fact that T (t) is strongly continuous.
Condition (ii) depends on the norm of εt converging to
zero as t→ 0. But
lim
t→0
‖εt‖2H⊗H ≤ lim
t→0
∞∑
j=1
‖Btϕj‖2H = 0,
where {ϕj}j∈N∗ is a complete orthonormal base ofH and
we have used Eqs. (72) and (81).
It is possible to extract more information about the
time-translated vacuum state Ψt if we exploit the repre-
sentation of the operators P± and T (t) when restricted
to H−. Using Eqs. (52) and (67), we get
P±T−(t) =
[
cosh(t|Λ| 12 ) 0
0 cosh(t|Λ| 12 )
]
P±
∓
[
i sinh(t|Λ| 12 ) 0
0 i sinh(t|Λ| 12 )
]
R±P∓,
where
R± = ±
[
0 i|Λ|− 12
i|Λ| 12 0
]
.
We can use the relation above to obtain the following rep-
resentation for the operators At and Bt on KP+ iKP ⊂
H+ ⊕H−:
At = At
+ ⊕At−, (88)
with
A+t ≡
[
e−it|Λ|
1
2 0
0 e−it|Λ|
1
2
]
(89)
and
A−t ≡
[
cosh(t|Λ| 12 ) 0
0 cosh(t|Λ| 12 )
]
, (90)
and
Bt = B
+
t ⊕B−t , (91)
with
B+t ≡ 0 (92)
and
B−t ≡
[
i sinh(t|Λ| 12 ) 0
0 i sinh(t|Λ| 12 )
]
R−. (93)
Combining Eqs. (88) - (93) according to Eq. (77), we
obtain
εt = ε
+
t ⊕ ε−t , (94)
where
ε+t ≡ 0 (95)
and
ε−t ≡
[
i tanh(t|Λ| 12 ) 0
0 i tanh(t|Λ| 12 )
]
R+. (96)
Now we possess the necessary tools to calculate the
mean value of the number operator in the state Ψt. Con-
sider again an orthonormal base {ϕj}j∈N∗ ofH and define
the operator N(ϕj) as
N(ϕj) ≡ a∗(ϕj)a(ϕj),
the number operator associated to ϕj . The mean value
of N(ϕj) in the state Ψt is given by
〈Ψt, N(ϕj)Ψt〉F = 〈Btϕj , Btϕj〉H. (97)
Note that, as stated earlier in this section, the expected
value of the total number operator is finite if Eq. (81)
holds. Substituting Eqs. (91) - (93) into Eq. (97) it fol-
lows that
〈Ψt, N(ϕj)Ψt〉F =
∫ 0
−∞
|λ| 32 sinh2(|λ| 12 t)dµj
+
∫ 0
−∞
|λ|− 32 sinh2(|λ| 12 t)dνj ,
where
dµj ≡ d〈‖κ‖− 12 fj , Qλ‖κ‖− 12 fj〉L2
C
and
dνj ≡ d〈‖κ‖ 12 pj , Qλ‖κ‖ 12 pj〉L2
C
,
with ϕj = (fj , pj), are spectral measures associated with
the operator Λ. Thus, the mean number of quanta cre-
ated in a given “one-particle state” grows exponentially
in time.
D. The Hamiltonian operator
In order to investigate further the time translation op-
erator defined in the last section, it is convenient to sepa-
rate the space of states of the quantum field in two pieces,
one describing only the stable degrees of freedom of the
field and another describing only the unstable ones. So,
consider the Hilbert spaces F± ≡ Fs(H±). The spaces
F and F+ ⊗ F− are isomorphic, according to the follow-
ing map — see, e.g., Ref. [31]. Take η(m) ∈ (⊗mH+)s,
̺(n) ∈ (⊗nH−)s, and for each (m + n)-particle state in
F of the form (
. . . , η(m) ⊗s ̺(n), . . .
)
(98)
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associate the vector√
m!n!
(m+ n)!
(
. . . , η(m), . . .
)
⊗
(
. . . , ̺(n), . . .
)
(99)
in F+ ⊗ F−. The combinatorial factor in Eq. (99), to-
gether with the fact that the contraction between η(m)
and ̺(n) is null, makes this map norm preserving on these
vectors. Furthermore, the set formed by all vectors of the
form (98) is dense in F, whereas the set formed by all vec-
tors of the form (99) is dense in F+⊗F−. Therefore, this
map establishes the desired isomorphism between these
two Hilbert spaces. Denote by Ψ±0 the vacuum states of
F±. Applying this map to the time-translated vacuum
state, Eq. (82), we see that
Ψt 7→ Ψ+0 ⊗Ψ−t , (100)
where
Ψ−t = ct

1, 0, 1√
2
ε−t , . . . ,
√
n!
2n/2(n2 )!
n/2⊗
ε−t , . . .

 ,
(101)
due to Eqs. (94) - (96).
Next, for η ∈ H+ and ̺ ∈ H−, denote by b(η) and
b∗(η) the annihilation and creation operators on F+ and
by c(̺) and c∗(̺) the same operators but on F− — de-
fined in the same manner as the operators in Eqs. (7)
and (8). As their counterparts on F, the annihilation
and creation operators on F± are defined on the linear
span of F±0 , the set of all n-particle states of F
±. It is
easy to check, then, that the action of the operator a(χ)
on vectors of the form (98) can be written as the action
of the operator
b(η)⊗ I+ I⊗ c(̺) (102)
on vectors of the form (99), while the operator a∗(χ) acts
as
b∗(η)⊗ I+ I⊗ c∗(̺), (103)
for χ = η+ ̺. Taking ψ ∈ P, Eqs. (102) and (103) imply
for the field operator, Eq. (13), that
F0(ψ) 7→ F+0 (ψ+)⊗ I+ I⊗ F−0 (ψ−),
where ψ = ψ+ + ψ−, ψ± ∈ P±,
F+0 (ψ
+) ≡ ib(P−ψ+)− ib∗(P+ψ+), (104)
and
F−0 (ψ
−) ≡ ic(P−ψ−)− ic∗(P+ψ−). (105)
Now, let us turn our attention to Eq. (83). The action
of creation and annihilation operators on the states Ψ0
and Ψt results in vectors of the form (98). Thus, if we
write Atχj = A
+
t ηj + A
−
t ̺j , Btχj = B
−
t ̺j , and use the
expressions (102) and (103), we conclude from Eq. (83)
that the action of U(t) on F is equivalent to the action
of V(t) ⊗W(t) on F+ ⊗ F−, where V(t) is defined by
V(t)
n∏
j=1
b∗(ηj)Ψ
+
0 =
n∏
j=1
b∗(A+t ηj)Ψ
+
0 , (106)
while W(t) is defined by
W(t)
n∏
j=1
c∗(̺j)Ψ
−
0 =
n∏
j=1
[c∗(A−t ̺j)− c(B−t ̺j)]Ψ−t .
(107)
By the same arguments of the last section it is possible
to show that, as U(t), the operators V(t) and W(t) define
strongly continuous one-parameter unitary groups on F+
and F−, respectively. Note that Eq. (106) is equivalent
to the “second quantization” of the restriction of T+(t)
to H+, given in Eq. (63).
The main goal of this section is the analysis of the
generator of W(t). In particular, we wish to express it in
terms of the creation and annihilation operators defined
in F−. For simplicity, we will make the additional as-
sumption that the instability is related exclusively to the
point spectrum of ∆ and that this operator has finitely
many eigenvalues. So, H− is a finite-dimensional Hilbert
space. This assumption corresponds to the most common
scenario explored in the literature where the scalar field is
made unstable due to a deep enough scalar potential well
that allows bound states with “imaginary frequencies.”
Thus, making use of Stone’s theorem, write
W(t) = e−itH− , (108)
whereH− is a self-adjoint operator which maps span(F
−
0 )
into itself, thanks to Eq. (107). Applying the time trans-
lation to the field operator defined in Eq. (105) and tak-
ing the derivative with respect to t at t = 0, it follows
that
[H−, F
−
0 (τ)] = c
∗(P+h−τ)− c(P−h−τ). (109)
It is convenient to rewrite P±h− as
P±h− = w±EP∓, (110)
with
E ≡
[ −1 0
0 1
]
. (111)
Next, taking advantage of the representation of P±, Eq.
(52), and the form of h− with the transformation (35),
hˇ− ≡ N 12h−N− 12 =
[
0 −1
Λ 0
]
= −
[
0 1
|Λ| 0
]
,
we obtain
wˇ± ≡ N 12w±N− 12 = ±i
[ |Λ| 12 0
0 |Λ| 12
]
. (112)
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From Eqs. (52) and (111) we can show that the combi-
nation EP± satisfies
P±EP± = 0.
Hence, E maps H− into H− and vice-versa. Denote by
{ϕj}j=1,...,N the orthonormal base of H− built out of the
eigenvectors of ∆. Then, we can express τ as
τ =
N∑
j=1
αjϕj + αjϕj . (113)
Substituting Eq. (113) in both sides of Eq. (109) and
using Eq. (105), we conclude that
[H−, c(ϕj)] = −ic∗(w+Eϕj)
= |λj | 12 c∗(ϕj) (114)
and
[H−, c
∗(ϕj)] = −ic(w−Eϕj)
= −|λj | 12 c(ϕj), (115)
where λj , for j = 1, . . . , N , denote the negative eigenval-
ues of ∆. Equations (114) and (115) are simultaneously
satisfied if
H− = −
N∑
j=1
|λj | 12
2
[c(ϕj)c(ϕj) + c
∗(ϕj)c
∗(ϕj)], (116)
on span(F−0 ), up to the addition of a multiple of the iden-
tity operator. Defining the operators
Pˆj ≡ −i
√
|λj | 12
2
[c(ϕj)− c∗(ϕj)]
and
Qˆj ≡ 1√
2|λj | 12
[c(ϕj) + c
∗(ϕj)],
it is possible to cast Eq. (116) as
H− =
N∑
j=1
1
2
Pˆ 2j −
|λj |
2
Qˆ2j . (117)
As expected, Eq. (117) tells us that each “one-particle
state” ϕj behaves as a non-relativistic particle in a
parabolic potential barrier.
IV. CONCLUSION AND FINAL REMARKS
Throughout the text we have referred to H as a “one-
particle Hilbert space.” In QFTCS there is no preferred
notion of particles by the theory, even though a natural
one can be built in stationary spacetimes whether the
field is stable [9, 10]. Despite of the fact that we have
considered a static spacetime background, the lack of a
vacuum state invariant under time translations in the
representation we have built leads to the conclusion that
one should not attribute a particle content to the system.
As a matter of fact, it was shown that particle detectors
coupled to the field following the orbits of the time isom-
etry copiously excite if the instability analyzed here is
present [5]. This result is expected, since the Hamilto-
nian operator of the quantum system is unbounded from
below — see Eq. (116) above.
As mentioned in the introductory part and implied by
Eqs. (28) and (38), here we have focused on unstable free
scalar fields on static backgrounds without horizons and
possessing a “mass gap.” These assumptions are an es-
sential part of the proof of the inequality (14) for our
choice for the bilinear form µ, Eq. (41) — see Appendix
A. Even tough restrictive, these conditions can be sat-
isfied at least for massive scalar particles in Minkowski
spacetime subject to scalar potential wells [8] and for
non-minimally coupled scalar fields in static spacetimes
curved by classical matter [1]. The former example re-
sembles the SSW instability, while the latter has a real-
ization in the spacetime of compact objects [2].
In summary, here we have studied the quantization of
a neutral scalar field that is made unstable through the
coupling with an external scalar potential while evolving
on a static globally hyperbolic spacetime. We have shown
how the general formalism to find a one-particle Hilbert
space based on the definition of a complex structure for
linear fields can be particularized in order to treat the
instability. The key point of the mathematical construc-
tion is our choice of the bilinear form given in Eq. (41)
which sets a representation of the Weyl relations for the
quantized field. Then, we have investigated the action
of the time translation operator on the vacuum of this
representation and from this it was shown how to define
its action on the whole space of states of the unstable
quantum field. As one would expect, the presence of
the instability leads to the break of the invariance of the
vacuum under time translations. Finally, from the par-
ticular form that the dynamics assumes when specialized
to the unstable sector of the field, we have arrived at
an expression for the contribution from the unstable de-
grees of freedom of the field to the generator of the time
translations, the Hamiltonian. The expression we have
encountered tells us that each degree of freedom lying
in the unstable sector behaves just like a non-relativistic
quantum particle subjected to a parabolic potential bar-
rier.
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Appendix A
In the present appendix we shall present the interme-
diate steps that lead to inequality (14), for µ with the
form assumed in Eq. (41).
To prove the inequality (14) we first show that the
symplectic form (3) is bounded in the L2⊕L2-norm when
the spacetime is static [32]. Thus, for any ψ1, ψ2 ∈ P,
|Ω(ψ1, ψ2)|2 =
∣∣∣∣
∫
Σ0
dΣ (p1f2 − p2f1)
∣∣∣∣
2
≤
[∫
Σ0
dΣ (|p1||f2|+ |p2||f1|)
]2
≤
[(∫
Σ0
dΣ|p1|2
∫
Σ0
dΣ|f2|2
) 1
2
+
(∫
Σ0
dΣ|p2|2
∫
Σ0
dΣ|f1|2
) 1
2
]2
≤ 〈ψ1, ψ1〉L2⊕L2〈ψ2, ψ2〉L2⊕L2 . (A1)
For the second inequality in Eq. (A1) we have applied
the Cauchy-Schwartz inequality to the inner product of
L2, while for the third we have used that
|a||b|+ |c||d| ≤
√
|a|2 + |d|2
√
|b|2 + |c|2.
On the other hand, from property (38) of σ(∆) and Eq.
(28),
µ(ψ, ψ) ≥ 1
2
∫
Σ0
dΣ
(‖κ‖|p|2 +M1|f |2)
≥ 1
2
ǫ1min(1,M1/ǫ2)〈ψ, ψ〉L2⊕L2 . (A2)
Hence, combining Eqs. (A1) and (A2) we obtain, after
rescaling our temporal coordinate, that Eq. (14) holds
when µ is given by Eq. (41).
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