originates mostly from the simulation of salinity, rather than temperature. High-latitude freshwater flux and the subpolar gyre projections were also analyzed, because these quantities are thought to play an important role for the future AMOC changes. The freshwater input in high latitudes is projected to increase and the subpolar gyre is projected to weaken. Both the freshening and the gyre weakening likely influence the AMOC by causing anomalous salinity advection into the regions of deep water formation. While the high model uncertainty in both parameters may explain the uncertainty in the AMOC projection, deeper insight into the mechanisms for AMOC is required to reach a more quantitative conclusion.
Introduction
The AMOC (Ganachaud and Wunsch 2003; Srokosz et al. 2012 ) is characterized by a northward flow of warm, salty water in the upper layers of the Atlantic, and a southward return flow of colder water in the deep Atlantic (Dickson and Brown 1994) . It transports a substantial amount of heat from the tropics and Southern Hemisphere towards the North Atlantic, where the heat is then transferred to the atmosphere. The mild climate of Northern Europe is in part a consequence of this heat supply. Changes in the AMOC are thought to have a profound impact on many aspects of the global climate system. For example, the Atlantic Multidecadal Oscillation or Variability (AMO/V), a coherent pattern of multidecadal variability in surface temperature centered on the North Atlantic Ocean, is linked to the AMOC in many climate models (Knight et al. 2005; Zhang and Abstract Uncertainty in the strength of the Atlantic Meridional Overturning Circulation (AMOC) is analyzed in the Coupled Model Intercomparison Project Phase 3 (CMIP3) and Phase 5 (CMIP5) projections for the twenty-first century; and the different sources of uncertainty (scenario, internal and model) are quantified. Although the uncertainty in future projections of the AMOC index at 30°N is larger in CMIP5 than in CMIP3, the signal-to-noise ratio is comparable during the second half of the century and even larger in CMIP5 during the first half. This is due to a stronger AMOC reduction in CMIP5. At lead times longer than a few decades, model uncertainty dominates uncertainty in future projections of AMOC strength in both the CMIP3 and CMIP5 model ensembles. Internal variability significantly contributes only during the first few decades, while scenario uncertainty is relatively small at all lead times. Model uncertainty in future changes in AMOC strength arises mostly from uncertainty in density, as uncertainty arising from wind stress (Ekman transport) is negligible. Finally, the uncertainty in changes in the density Electronic supplementary material The online version of this article (doi:10.1007/s00382-016-3180-x) contains supplementary material, which is available to authorized users. 1 3 Delworth 2006) . Further aspects that are hypothesized to be related to the AMOC are: observed decadal variability in the air-sea heat exchange over the North Atlantic (Gulev et al. 2013) , continental summertime climate of both North America and western Europe (Sutton and Hodson 2005) , Atlantic hurricane activity, Sahel rainfall, and the Indian Summer Monsoon (Zhang and Delworth 2006) .
Direct measurements of AMOC strength from the RAPID-MOCHA array at 26.5°N reveal a decline since 2004 (McCarthy et al. 2012 Smeed et al. 2014 ): During 2008-2012 the AMOC was 2.7 Sv (1 Sv = 10 6 m 3 /s) weaker than during [2004] [2005] [2006] [2007] [2008] . Because of the relatively short observational record it is unclear whether this decline is just a short-term fluctuation or part of a long-term trend. However, records show that density in the Labrador Sea began to fall in the late 1990s, and this may suggest a more persistent AMOC weakening (Robson et al. 2014) . Roberts et al. (2014) suggest that this decline could be due to internal variability. However, they also stress that the CMIP5 models generally underestimate the interannual variability of the AMOC. Salinity biases could also lead to an underestimation of Atlantic decadal variability in models (Park et al. 2016 ).
How will the AMOC evolve over the next decades and over the rest of the twenty-first century? Future changes in the AMOC will result from both internal and external processes of the climate system. On the one hand, many climate models simulate strong internal AMOC variability on decadal to centennial timescales with fixed external forcing (e.g., Danabasoglu 2008; Latif et al. 2004; Knight et al. 2005; Park and Latif 2008; Delworth and Zeng 2012 ; see Latif and Keenlyside 2011 for a review). On the other hand, numerous modeling studies show that external forcing such as anthropogenic emissions of long-lived greenhouse gases (GHGs) may also influence the future AMOC (e.g., Thorpe et al. 2001) . The internal decadal to centennial AMOC variability will superimpose and hinder detection of a potential anthropogenic induced AMOC signal.
There are a wide variety of mechanisms for how global warming may impact the AMOC. Global warming will be accompanied by changes in the vertical profiles of ocean temperature and salinity. The meridional structure of these changes will affect the meridional oceanic density contrast, which has been correlated with AMOC strength (e.g., Thorpe et al. 2001) . Additionally, a large number of theoretical and modeling studies identify various internal ocean processes that control AMOC (as reviewed by Kuhlbrodt et al. 2007 ). For example, interaction between the AMOC and the horizontal subpolar gyre circulation can excite an interdecadal oscillation (Delworth et al. 1993; Ba et al. 2014) . Furthermore, Southern Ocean wind stress and Antarctic Bottom Water (AABW) formation, might counteract the effect of changes in the meridional density gradient (de Boer et al. 2010) . AMOC strength was found to scale linearly with both the Southern Ocean wind stress and northern buoyancy flux (Shakespeare and Hogg 2012) , while changes in the low-latitude isopycnal depth are found to balance the difference between northern sinking and upwelling in the Southern Ocean (Gnanadesikan 1999) . The rate of sinking in the north depends on the parameterization of vertical mixing, as it alters the sensitivity of deep-water production to surface buoyancy forcing (Sijp et al. 2006) . The temporal and spatial interactions of all these processes determine the AMOC mean state, and its internal variability and response to external forcing. However, the relative importance of these processes is unknown.
Climate models generally predict the AMOC will weaken during the twenty-first century in response to enhanced levels of GHG concentrations, but large uncertainties exist (e.g., Schmittner et al. 2005; Weaver et al. 2012 ). This uncertainty can be conceptually decomposed into three components Sutton 2009, 2011) : the future GHG emissions are unknown. Therefore, climate model simulations are performed following different GHG scenarios, leading to the first kind of uncertainty, the so-called scenario uncertainty. Moreover, large uncertainty exists even under identical GHG forcing (Schmittner et al. 2005) . This can arise from either internal climate dynamics (e.g., Park and Latif 2012; Mecking et al. 2014) or systematic model error. These uncertainties are respectively called internal variability-the second kind of uncertainty-and model uncertainty-the third kind of uncertainty-(sometimes also termed response uncertainty). Model uncertainty might originate from the ocean, atmosphere or sea ice components of the coupled models, since all three influence the surface fluxes of heat, freshwater, and momentum that drive the AMOC. For example, the large mean biases in the North Atlantic found in the most climate models (Wang et al. 2014) lead to errors in the northward path of saline waters, potentially affecting internal variability and the model response to enhanced GHG concentrations. Another example is the different stability regimes of the AMOC found across the CMIP5 models for a fixed scenario and period (Weaver et al. 2012) .
The main purpose of this study is to investigate the consistency in the CMIP model projections of AMOC for the twenty-first century and to identify the sources of uncertainty. As the complex processes controlling AMOC are poorly understood, a full mechanistic understanding of future projections of AMOC remains a major challenge in climate research and is beyond the scope of this paper. The focus of this paper is rather to examine a few key variables that have been identified to be of relevance for the AMOC. We follow the methodology outlined by Hawkins and Sutton (2009) and quantify, as function of lead time, the three individual contributions-scenario, internal, and model-to the total AMOC projection uncertainty. We show that, in both the CMIP3 and CMIP5 model ensembles, model uncertainty dominates AMOC projections for the twenty-first century at lead times beyond a few decades. This paper is organized as follows. In Sect. 2, we describe the data and the methodology used in this study. (PCMDI) . From CMIP3 we use the 20C3M data for the twentieth century, and the IPCC SRES scenarios A1B, A2, and B1 for the twenty-first century. The B1, A1B, and A2 scenarios comprise weak, moderate, and strong radiative forcing, respectively. For the CMIP5 analysis, we use the 'historical' scenario representing the twentieth century and the RCP4.5 and RCP8.5 scenarios for the twenty-first century. These two scenarios are core experiments of CMIP5, and thus were performed with virtually all participating models. The scenario with higher radiative forcing is RCP8.5. Our analysis covers the period 1850-2100, combining the twentieth and the twenty-first century scenarios.
The CMIP models provide the depth profile of the meridional overturning streamfunction in the Atlantic, defined in z-coordinates and as a function of latitude. As is common, indices of AMOC strength at a given latitude are defined as the maximum in the vertical of the streamfunction at that latitude. The mean depth of the overturning streamfunction maximum at 30°N for the period 1970-2000 is 1115 m in the CMIP3, with an inter-model standard deviation of 519 m; in the CMIP5, it is at 1036 m, with an inter-model standard deviation of 140 m. These numbers seem to be reasonable when compared to the observed maximum at 26°N at roughly 1100 m (Smeed et al. 2014) . For our analysis we use the latitudes 30°N and 48°N, because in most models 30°N matches the center of the overturning cell quite well, whereas 48°N is a location with large variability.
Zonal mean salinity and potential temperature profiles are analyzed and used to calculate density changes. We also investigate the Arctic and North Atlantic freshwater fluxes (WFO) from 0° to 90°N integrated over different areas. WFO includes the effects of evaporation, precipitation, river runoff, and sea ice changes. In addition, we compute the uncertainties for the subpolar gyre index, which is derived from the barotropic streamfunction. Most analysis is performed separately on CMIP3 and CMIP5 data. The total number of models in the CMIP3 database is smaller than that of CMIP5 (Tables 1, 2 ). The models are not entirely independent of each other: some models originate from the same modeling center and some share the same model components (Masson and Knutti 2011) . Therefore, the model uncertainty derived from the model ensemble used here could be biased. To test this, we repeated the analyses with a smaller ensemble by excluding models that had similar configuration to another model or behaved too similarly regarding one or more variables. Our main findings remained qualitatively unchanged. Finally, one should note that the forcing used in the CMIP3 and CMIP5 integrations is similar but not identical; this is discussed below in the results section. The compiled variables are Atlantic Meridional Overturning Circulation (AMOC), salinity, pot. temp. (potential temperature), WFO (freshwater flux), Ψ (barotropic streamfunction including the subpolar gyre index), and τ (wind stress-used for computing the flat-bottomed Sverdrup transport and the northward Ekman transport). Scenarios for the twenty-first century are marked in addition to the historical scenario
Statistical method
Uncertainty is a term used in different fields. In this study, uncertainty reflects the spread between ensemble members within the CMIP projection of future climate. The CMIP data offer a wide range of results for historical simulations and future climate projections. As the future evolution of AMOC strength is unknown, it is difficult to evaluate the quality of the model-based future projections. To define uncertainty we derive variances from inter-simulation differences. Total uncertainty may not be decomposed into a linear combination of individual sources of uncertainty, as cross-terms may exist (i.e., variance of one component might depend on one of the other factors). For example, the sensitivity to a specified forcing scenario and the internal variability could be related and be model-dependent. However, here we are not interested in the uncertainty of individual model projections, but only in integral quantities computed over the complete model ensemble. Furthermore, we analyzed the cross-terms and found them to be sufficiently small not to impact the major conclusions of this work. Thus, they are neglected in the remainder of the analysis.
We follow the approach suggested by Hawkins and Sutton (2009) to quantify the three sources of uncertainty, except that we adapted the method for calculating internal variability. A more complete framework for estimating internal variability based on Analysis of Variance (ANOVA) was shown to give similar results when analyzing CMIP3 models (Yip et al. 2011) . As a test we also applied the method of Yip et al. (2011) to a subset of our data (see supplementary material). However, the method requires multiple simulations per model for each scenario. For the AMOC this reduces the sample size of the CMIP models drastically and therefore the method is not completely applicable. Nevertheless, the outcome of this test suggests that our main findings are independent of the statistical method to define internal variability.
For a given scalar variable (e.g. AMOC strength or density at a fixed position) we define the term model projection X(m, s, t) as the climate realizations dependent on time, t, and obtained from CMIP model, m, and twenty-first century forcing scenarios, s. The projections X(m, s, t) are split into a long-term variability component, representing the response to external forcing X f (m, s, t) , and a short-term residual ε(m, s, t), representing internal fluctuations:
A model response to external forcing is typically computed as the mean across a large ensemble of experiments performed with that model prescribing identical external forcing, but started from different initial conditions (Yip et al. 2011 ). In the absence of such data we estimate the (m, s, t) , by a 4th-order polynomial fit computed over the full time series. A 4th-order polynomial is chosen as it captures the non-linear response of the AMOC to external forcing that includes the reduced weakening of the AMOC at the end of the twentyfirst century found in several models. Our main conclusions remain insensitive to this choice, as shown by repeating the uncertainty analysis of the AMOC index at 30°N from the CMIP5 ensemble with polynomial orders from 2, 3, and 5 (see supplementary material).
Then, from the long-term fit X f (m, s, t) we calculate a long-term anomaly x f (m, s, t) relative to the initial value i(m, s), which is the average over the years 1970-2000: Three sources of uncertainty are distinguished. The calculation of these components involves taking the variance over the respective component. In our equations, we use a variance operator defined as follows:
Here, p is any parameter for which the variance is computed in the dimension d.
The first source of uncertainty is the internal variability and defined as N s and N m are the numbers of scenarios and models, respectively. Internal variability is represented by the variance of the residual ε(m, s, t) over time, averaged over all models and all scenarios. Therefore, internal variability is given as one value.
The second source of uncertainty is the model uncertainty and defined as It represents the spread between the different model realizations. Here, we take the variance of the long-term anomaly x f (m, s, t) over the model dimension m, and then average over the different scenarios. According to our definition the internal variability includes only frequencies on interannual to decadal timescales. Since the AMOC exhibits long-term variability (e.g. the Atlantic Multidecadal Variability, AMV), which cannot be completely filtered out by the polynomial fit, the model uncertainty contains also some uncertainty due to internal variability. A major underestimation of internal variability is, however, unlikely
given the results of our sensitivity tests (see supplementary material). The third source of uncertainty is the scenario uncertainty and defined as It represents the spread of the long-term anomaly x f (m, s, t), averaged over all models for each scenario. The estimate of the total uncertainty T(t) is defined as the sum of the internal, model, and scenario uncertainty. Finally, we calculated the signal-to-noise ratio SNR(t) with a two-sided confidence level c:
Here q c 2 is the c 2 th quantile of the standard normal distribution. In this analysis, a confidence level of 90 % is used. G(t) is the mean signal which is estimated from the averaged model fit x f considering all models and scenarios. A signal-to-noise ratio SNR(t) larger than unity indicates that the mean climate signal G(t) exceeds the amplitude of the noise and is therefore detectable. The uncertainty analysis below is based on decadal means.
Results

AMOC
The ensemble-mean of the late twentieth century Atlantic meridional overturning streamfunction depicts a distinct maximum just below 1000 m in the region 30°N-45°N in both the CMIP3 (Fig. 1a) and CMIP5 (Fig. 1d ) model ensembles. The North Atlantic Deep Water (NADW) cell reaches down to roughly 3000 m, which is shallower than observations suggest (McCarthy et al. 2012) . We note, however, that the vertical extent of the cell varies from model to model. The overall structure of the ensemble-mean is rather similar in the two CMIP ensembles, but the mean strength of the overturning is considerably stronger in the CMIP5 ensemble. The vertical maximum at 26°N is close to 19 Sv in the CMIP5 ensemble, as opposed to 16 Sv in the CMIP3 ensemble. These numbers are close to the observations from the RAPID array at 26°N that indicate the AMOC had a strength of about 17.5 Sv
during the years 2004-2012 (Smeed et al. 2014) . Decadal variability, however, may be large. Furthermore, it must be noted that the spread among the models is huge and for the vertical maximum at 26°N the models provide a range of 12.1-29.7 Sv in CMIP5 and 6.6-27.4 Sv in CMIP3, during the reference period 1970-2000. The ensemble-mean AABW cell, which is located below the NADW cell, is rather similar in both ensembles. The ensemble-mean projected change in the Atlantic meridional overturning streamfunction for the end of the twenty-first century (2090-2100 relative to 1970-2000) shows a clear weakening of the NADW cell in both ensembles, with the strongest change near 40°N, while there is a slight strengthening of the AABW cell (Fig. 1b, e) . The spatial pattern of the change is rather similar, but the magnitude is considerably stronger in the CMIP5 ensemble. In both ensembles, the maximum reduction occurs below the absolute maximum of the ensemble-mean streamfunction, resulting in a shallower NADW cell. We note that although the radiative forcing is roughly comparable in the two ensembles, it is not identical. For example, the changes in global annual-mean surface air temperature by the year 2100 depending on the scenario are: in CMIP3 1.8 °C (B1), 2.8 °C (A1B), 3.6 °C (A2) relative to 1980-1999 (Meehl et al. 2007b ); and in CMIP5 1.9 °C (RCP4.5), 4.1 °C (RCP8.5) relative to 1986-2005 (Collins et al. 2013 ). Nevertheless, the relative change of the overturning is comparable and amounts to a reduction of about 25-30 % by the end of the twenty-first century. The stronger absolute weakening in the CMIP5 ensemble causes a larger signalto-noise ratio in the CMIP5 ensemble, with a maximum of about 1.5 (Fig. 1f) as opposed to about 1 in the CMIP3 ensemble (Fig. 1c) . A signal-to-noise ratio of unity denotes the significance limit with 90 %-confidence. Thus, a value of 1.5 is indicative of a highly significant and detectable change.
In the following, we take the maxima of the streamfunction at 30°N and 48°N as indices for the AMOC strength. The 30°N index is close to the center of the overturning cell and also is a good indicator of the large meridional scale of the cell. Additionally, we select an AMOC index at 48°N that is close to the northern edge of the overturning cell and displays higher variability than the index at 30°N. We show the individual projections at 30°N for both CMIP3 (Fig. 2a) and CMIP5 (Fig. 2d ), for each model and for each scenario, with a 10-year running mean applied to aid visualization (but all uncertainty analysis is performed on decadal means). A large spread is obvious in the longterm AMOC projections at 30°N in the CMIP3 and CMIP5 ensembles. In both ensembles, the largest contribution to the total uncertainty is related to the model differences (blue) at almost all lead times (Fig. 2b, e) ; while the contribution from the internal variability (red) is rather small at all lead times. Although climate models may underestimate the interannual variability of the AMOC (Roberts et al. 2014) , model uncertainty would still dominate by far even if the internal variability component was twice as large as estimated here. Similarly, model uncertainty dominates for any reasonable choice of the polynomial order used to identify the forced component (see supplementary material). By 2100, the contribution of scenario uncertainty (green) is substantial (about 20 %) in the CMIP5 ensemble, while it is rather small in the CMIP3 ensemble. This may be partly related to the larger range of radiative forcing and to larger model sensitivity in CMIP5. Independently of this, the main conclusion is unchanged as we move from CMIP3 to CMIP5: the model uncertainty is by far the largest contribution to the total uncertainty in the AMOC projections for the twenty-first century at lead times of several decades and beyond. Both CMIP ensembles yield a relatively large signal-to-noise ratio for the AMOC change at 30°N (red line in Fig. 2c, f) at lead times beyond a few decades. The signal-to-noise ratio tends to diminish at longer lead b, e The 2090-2100 anomaly relative to the reference period, with a change of 0 Sv indicated by the black contour. c, f The signal-tonoise ratio based on the 90 %-confidence limit (a ratio of 1 is indicated by the black contour). Please note the different scales in the color bars times. This reflects the dominance of the model uncertainty compared to the projected AMOC reduction. The signal-tonoise ratio is generally larger at 30°N than at 48°N (blue line in Fig. 2c, f) , which indicates a greater detectability of an anthropogenic signal in the subtropics compared to the mid-latitudes. Although geostrophic transport dominates the timemean AMOC, both geostrophic and Ekman transports are important in explaining the AMOC variability. We derived the Ekman contribution to the AMOC model uncertainty at 30°N from the wind stress curl field (Visbeck et al. 2003) . The Ekman component of model uncertainty is shown together with the remaining model uncertainty and the other two uncertainty sources in Fig. 3 . The Ekman contribution (yellow) is rather small and becomes comparable to the AMOC uncertainty due to the internal variability by the Fig. 2b , e except that they include the contribution of the wind-driven meridional Ekman transport to the model uncertainty (yellow) end of the twenty-first century. The Ekman uncertainty is thus, in both model ensembles, only a marginal contributor to the total AMOC projection uncertainty.
As scenario uncertainty plays only a minor role compared to model uncertainty, we will focus on only one scenario per model ensemble in all following analyses. We choose scenarios with a moderate radiative forcing: SRES A1B for CMIP3 and RCP4.5 for CMIP5. One should keep in mind that the global-mean surface air temperature change by the year 2100 is larger in A1B (2.8 °C relative to 1980-1999) than in RCP4.5 (1.9 °C relative to 1986-2005).
We benchmark the relationships of the AMOC to several parameters that have been previously identified as relevant, in both CMIP3 and CMIP5 ensembles. Table 3 lists correlations computed across the model ensembles between the AMOC index at 30°N and these parameters (see table caption for definitions). The correlations are computed using time averages over 1970-2000 and 2070-2100. The correlations are not computed in the time-domain, but in the model-domain (detailed equations are given in the supplementary material). We use all available models for these correlations. We did not remove outliers, because there are no uniform metrics that define an outlier reliably. Sometimes one model seems to perform well for one variable but poorly for another.
Inter-model variations in the mean AMOC index at 30°N are most strongly related to the subpolar gyre (SPG) index in both periods (r historical = 0.87 and r RCP4.5 = 0.88). However, the correlation between the projected changes of these two periods is weak (r diff. = 0.17). The SPG index is defined here as the minimum of the barotropic streamfunction in the region 60°W-15°W/45°N-65°N, and multiplied by −1. The SPG mean state is negative in the barotropic streamfunction, indicating anti-clockwise circulation, and our SPG index hence reflects the strength of this anti-clockwise circulation.
Inter-model differences in the Atlantic mean meridional depth-integrated density difference (MDD) are also Correlation coefficients are given in three columns. The first is for 1970-2000 mean (historical), the second for the 2070-2100 mean (RCP4.5), and the third for the differences between these two periods (diff.). The parameters used in the table are: the squared depth of the AMOC index at 30°N (H 2 ); the meridional density difference (MDD) between 74°N and 30°S down to 1400 m depth and averaged across the Atlantic; the temperature contribution to the MDD change computed using the salinity profile averaged over the years 1970 -2000 ) and the salinity contribution using the temperature profile averaged over the years 1970-2000 (MDD sal ); the freshwater flux into the Arctic basin including the Barents Sea and Kara Sea region (WFO Arctic ); the freshwater flux into Atlantic ocean between 50°N and 65°N excluding the Norwegian Sea (WFO subpolar ); the freshwater flux into the Norwegian Sea, Greenland Sea and Iceland Sea (WFO Nordic Seas ); the freshwater flux into the Atlantic between 30°N and 50°N (WFO 30-50N ); the freshwater flux into the Atlantic between 0° and 30°N (WFO trop. NA ); the Ekman transport at 50°S in the Atlantic sector (70°W-25°E); the pycnocline depth according to Gnanadesikan (1999) ; the zonal density difference (ZDD); the Subpolar Gyre index (the minimum in the barotropic streamfunction within the area 60°-15°W/45°-65°N multiplied by −1); the Subtropical Gyre index (the maximum in the barotropic streamfunction within the area 80°-40°W/15°-45°N). Bold numbers are significant at the 90 %-confidence level. The critical correlation coefficient varies because the number of models used depends on the variable 1970-2000 (historical) 2070-2100 (RCP4. significantly related to the AMOC index (r historical = 0.75 and r RCP4.5 = 0.86), as are their changes (r diff. = 0.55). A separation of MDD into salinity-and temperature-driven components (MDD sal and MDD temp ) suggests that salinity dominates this relationship, especially when the correlation of the differences is compared. Scatter plots between the AMOC index and density gradients show that in both model ensembles a strong AMOC goes along with a large meridional density gradient (Fig. 4) . This relationship is in agreement with studies based on simple box models of the Stommel type (Stommel 1961) . However, we stress that the variability of the AMOC and ocean general circulation in a climate model is driven by more complex ocean-atmosphere interactions. The near-linear relationship between the AMOC index and the meridional density gradient (Fig. 4a) is primarily caused by the changes in salinity (Fig. 4c) .
Due to geostrophy, we also expect a dependence of the AMOC strength on the zonal density gradient (Sijp et al. 2012) . However, the link between the AMOC index and the zonal density difference (ZDD) is weaker (r historical = 0.63 and r RCP4.5 = 0.62; Fig. 4b ) than the link to MDD, and changes in ZDD are only weakly related to projected changes in AMOC strength (r diff . = 0.16). Further parameters that exhibit only weak correlation to the AMOC index are the northward Ekman transport at the southern border of the Atlantic (50°S) and the pycnocline depth.
As MDD appears to be closely related to the projected AMOC changes, a similar correlation analysis was performed to identify the factors most related to the MDD (Table 4 ). The freshwater flux at the ocean surface (WFO) seems to play a role in determining the mean meridional density gradient. We also considered integrating the freshwater flux over time for this analysis. However, this did The validity of the results in Tables 3 and 4 may be limited. Low correlations with the AMOC index may be biased by strong model uncertainties. For example, the weak link of the ZDD with AMOC does not necessarily imply that the former is unrelated to AMOC strength or change. Instead, this may reflect differences in model dynamics. Furthermore, correlation analysis cannot identify causal links. However, in the following we will place emphasis on parameters with a high correlation to the AMOC strength or with the AMOC changes.
Density structure
All processes maintaining the density distribution in the water column are potentially important in steering the AMOC. Although virtually all models simulate a significant AMOC weakening under global warming (Fig. 2) , the reasons for changes and resulting feedback mechanisms in the individual models may differ; this is reflected in the large model spread. In the twentieth century runs, the simulated spatial and temporal distribution of the simulated temperature and salinity fields largely differ from model to model. Furthermore as mentioned above, the models suffer from large biases (e.g., Schneider et al. 2007 ).
The CMIP3 A1B (Fig. 5a ) and CMIP5 RCP4.5 (Fig. 5d ) ensemble-mean projected changes in density, averaged zonally across the Atlantic, show a strong reduction at the ocean surface that generally weakens with depth. The strongest surface density reduction occurs north of 40°N. The density signal penetrates relatively deep into the Arctic Ocean. In the Southern Hemisphere mid-latitudes near 45°S, the mean profiles show a strongly reduced density of the water column down to 1000 m depth. For some depth levels in CMIP5 RCP4.5, the Southern Hemisphere decrease in density is even larger than in the Arctic.
The temperature and salinity contributions to the density reduction are estimated separately. Temperature changes dominate in the tropics and subtropics (Fig. 5b, e) , where they strongly reduce the density. Salinity on the other hand tends to enhance the density (Fig. 5c, f) . A very strong salinity-induced increase in density is located around 30°N extending to a depth of about 1000 m. At higher latitudes, especially in the Arctic region, the models consistently project a strong salinity-induced reduction in density within the upper 1000 m. The pattern in the salinity contribution to the density change suggests an intensified freshwater flux from the atmosphere to the ocean in the high latitudes of the North Atlantic. Enhanced sea ice melt and stronger river runoff into the subpolar North Atlantic and into the Arctic basin are also important in this context.
The largest uncertainties in the projections of the density profiles (Fig. 6a, d ) are located in the mid-latitude North Atlantic and Arctic with largest values close to the surface. Clearly, the overwhelming contribution to the total uncertainty in the projected density originates from the model uncertainty (Fig. 6b, e) . By separating the model uncertainty in the density projections into a thermal-and a saline-driven part, it becomes also clear that the second explains the major fraction of the model uncertainty, especially in the Arctic (Fig. 6c, f) . The results concerning the density changes from CMIP3 are basically confirmed by those from CMIP5, with the caveat that the changes in CMIP5 tend to be somewhat weaker. Some of this difference could be because RCP4.5 has weaker radiative forcing than the A1B scenario.
We now turn to the salinity projections themselves. The model uncertainty and the signal-to-noise ratios for both the CMIP3 and CMIP5 ensembles are estimated using the A1B and RCP4.5 scenarios, respectively (Fig. 7) . Consistent with the salinity contribution to the density uncertainty (Fig. 6c,  f) , the uncertainty in the salinity projections obtained from CMIP3 shows the largest uncertainties in the mid-latitude North Atlantic and in the Arctic (Fig. 7a, c) . In comparison, the CMIP5 ensemble shows much reduced uncertainty. In the CMIP3 ensemble, a distinct region of high signal-tonoise ratio is located between 20°N and 40°N within the upper 700 m, with a maximum at about 300 m (Fig. 7b) . A similar pattern is found in the CMIP5 ensemble, but the maximum signal-to-noise ratio is somewhat smaller (Fig. 7d) . Still, the area where the signal-to-noise ratio exceeds unity is larger than in CMIP3. We conclude that the model uncertainty determines the uncertainty in the density projections for the end of the twenty-first century, and that this is mostly explained by uncertainty in salinity projections. This by no means implies that temperature changes are unimportant for the future evolution of the AMOC, but they appear to play a secondary role for the model uncertainty.
Freshwater budget
We next investigate the projections for the freshwater flux integrated over the Arctic (WFO Arctic ). In the CMIP5 ensemble, the projected changes in WFO Arctic are anticorrelated with the changes in the AMOC index at 30°N (Table 3 : r diff = −0.68). The projected mean WFO Arctic features some "outliers", which does not allow reliable conclusions to be drawn. There is also a strong anticorrelation between mean WFO Arctic and the meridional density gradient (Table 4 : r historical = −0.62 and r RCP4.5 = −0.48). The projections of WFO Arctic under the A1B (CMIP3) and RCP4.5 (CMIP5) scenarios both show a negative ensemble-mean trend (Fig. 8a, d) , which leads to a freshening of the Arctic. However, the spread among individual models is large. In the CMIP5 projections (Fig. 8e) , the model uncertainty is remarkably reduced compared to CMIP3 (Fig. 8b) . The increased agreement could be caused by the higher complexity of the CMIP5 models that, for example, employ higher resolution. As a consequence, small-scale processes influencing evaporation, precipitation, river runoff, and/ or sea ice can be more realistically simulated. Consistent with this, the signal-to-noise ratio (Fig. 8c, f) is larger in CMIP5, but it does not exceed 1.2. Uncertainty in freshwater flux affects the surface salinity in the Arctic and also remote regions by advection. The large uncertainty in surface salinity north of 40°N (Fig. 7) is at least partially explained by the highly uncertain freshwater budget. However, the projected changes in WFO Arctic and in MDD (for 2070-2100 relative to are not significantly correlated in the CMIP5 ensemble (Table 4 : r diff. = −0.03), underscoring the complexity of freshwater processes in the climate models. 
Subpolar Gyre index
Our results suggest that the processes in the northern North Atlantic are most important for the model uncertainties in the AMOC. As both CMIP3 and CMIP5 ensembles lead to the same conclusion, the following analysis of the subpolar gyre (SPG) index is only based on the CMIP5 ensemble. The models project an ensemble-mean reduction in the SPG index until 2100 in both scenarios (RCP4.5 and RCP8.5). The SPG index during the reference period is 42.3 Sv, with a projected weakening until 2090-2100 of 10.6 Sv in RCP4.5 and 13.8 Sv in RCP8.5, i.e. a reduction of about 25 and 33 %, respectively. As discussed above, while the SPG and the AMOC indices are highly correlated across the model ensemble, their changes are not significantly correlated (Table 3 ). The large model spread in the SPG projections (Fig. 9a ) results in high model uncertainty, which is much higher than the internal variability and scenario uncertainty (Fig. 9b) . This is reflected in a signal-to-noise ratio that is less than unity during the entire twenty-first century (Fig. 9c) . Therefore, a weakening of the SPG in the ensemble-mean is not significant, due to the large model uncertainty; this possibly contributes to the uncertainties in AMOC projections. The SPG index is obtained from the barotropic streamfunction, which can be split into a wind-driven flatbottom Sverdrup transport and into a bottom pressure torque-driven transport (Greatbatch et al. 1991) . We compute the uncertainties of the flat-bottom Sverdrup transport to evaluate the importance of wind stress projections in generating this high model uncertainty in the SPG. Model uncertainty in the total barotropic streamfunction (Fig. 10a) is much larger than that in the flat-bottom Sverdrup transport (Fig. 10b) . Therefore, bottom pressure torque is the main source of the high model uncertainty in the SPG strength projections. It depends on bottom pressure (vertically integrated density) and on bottom topography. Thus, the high uncertainty in the SPG index projections is caused by the model differences in density projections and potentially also by the different spatial representations of the bathymetry. In fact, we find that models with a higher vertical resolution tend to simulate a stronger SPG and also a stronger weakening over the twenty-first century (for details see the supplementary material). 
Summary and discussion
We investigated AMOC projections for the twenty-first century obtained from the CMIP3 and CMIP5 ensembles. The CMIP5 model projections indicate a weakening of the AMOC of approximately 25 % by the end of the twentyfirst century, in agreement with the CMIP3 projections. However, the spread in CMIP5 AMOC projections is substantially larger than that in CMIP3. The model uncertainty is by far the largest contribution to the total AMOC projection uncertainty in both model ensembles. Nevertheless, the signal-to-noise ratio in the subtropics (AMOC index at 30°N) based on the 90 %-confidence level is sufficiently large to detect an anthropogenic induced AMOC signal by 2030 in both CMIP3 and CMIP5. The signal-to-noise ratio is less favorable in the mid-latitude North Atlantic, as shown by investigating the AMOC index at 48°N.
At lead times of several decades and longer, the model uncertainty becomes much larger than the scenario uncertainty-even toward the end of the twenty-first century. In contrast to this, the globally averaged surface air temperature uncertainties are, at these long lead times, dominated by scenario uncertainty (Hawkins and Sutton 2009 ). Finally, we conclude that the AMOC projection uncertainty due to internal variability is unimportant at lead times beyond a few decades. We tested the sensitivity of our results by estimating the externally forced signal and internal variability in several different ways, and in all cases model uncertainty dominates the variance. The uncertainty originating from mechanical forcing of the AMOC by atmospheric wind stress is insignificant in comparison to other sources of uncertainties. Thus, uncertainty in AMOC projections appears to be dominated by the model uncertainty in projecting the oceanic density structure. The uncertainty in the projection of the density increases with latitude and is particularly strong in the subpolar North Atlantic and in the Arctic. Model uncertainties in the salinity projections explain most of the uncertainty that is found in the density projections. Salinity uncertainty in turn might be caused by uncertainties arising from freshwater flux and gyre-strength projections. The second is important, because the strength of the SPG influences the salt advection into the regions of deep water formation. As in the salinity projections, the freshwater flux and gyre-strength projections depict large uncertainties in high latitudes. This could possibly be a reason for the large uncertainty in projecting the twenty-first century AMOC. Given our incomplete understanding of the AMOC, making a quantitative assessment of AMOC changes remains a challenge. Nevertheless, we can conclude that model improvements that affect the density structure in the North Atlantic will lead to a more reliable projection of the AMOC.
