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ABSTRACT 
This thesis foc uses on the use of workflows for the conduct of bioinformatics research related 
to phylogenomics. Current researches often involve the use of script ing languages, which 
limit their reproducibility and are out of reach of smaller laboratories and organizations. 
Workflows are, by definition, repeatable patterns of linked tasks. Thus, they can be used to 
reproduce experimental condition in in silico experiments. This thesis wi ll propose solutions 
to the following questions: ( 1) What is the correct level of abstraction for a workflow 
platform dedicated to the study of bioinformatics? (2) How can we compare different 
bioinformatics protocols, used in research, by using workflows? (3) What are the practical 
uses of workflows in bioinformatics research and more specially in phylogenetic analysis? 
To answer these questions, we will first present a new workflow platform, Armadillo, 
adapted to the domain of phylogeny. Second, we will introduce a new classification 
procedure for workflows which use weighted k-means and k-medoids algorithms. A novel 
support criterion was also introduced to validate the membership of each workflow in its 
respective partition . Third, a number of experimental workflows developed and executed 
from the Armadillo platform wi ll serve to display the use of this methodology when dealing 
with real phylogenomics data. 
Keywords: Bioinformatics, workflow, clustering, k-means, k-medoids, workflow support 
criteria, phylogenetic analysis. 
RÉSUMÉ 
Cette thèse servira de modèle de démonstration de l' utilisation de flux de travaux (workjlows) 
pour la conduite de recherche en bioinformatique et plus particulièrement en 
phylogénomique. La plupart des études actuelles utilisent des langages de programmation de 
type scripts pour la réalisation de ces études de grande envergure. Cependant, l' utilisation de 
cette approche limite la reproductibilité de ces études, en les mettant souvent hors d ' atteinte 
pour les laboratoires n' étant pas spécialisés en bioinformatique. Les flux de travaux 
consistent en des patrons de tâches pouvant être répétés, permettant ainsi une reproduction 
des conditions expérimentales pour les expériences in silico. Cette thèse proposera des 
solutions aux questions suivantes : ( 1) Quel est le niveau d' abstraction requis pour une plate-
forme de flux de travaux en bioinformatique? (2) Comment comparer et classifier des flux de 
travaux? (3) Quelles sont les applications pratiques des flux de travaux en bioinformatique, et 
particulièrement dans les études des phylogénies? 
Pour répondre à ces questions, nous présenterons dans cette thèse une nouvelle plate-forme 
de flux de travaux, Armadillo, adaptée à l' analyse phylogénétique. Deuxièmement, une 
nouvelle stratégie de comparaison de flux de travaux et de leur classification à l' aide 
d'algorithmes de type k-means et k-medoids pondérés sera introduite. Un nouveau critère de 
support de chacun des flux de travaux dans cette classification a aussi été développé. 
Troisièmement, l' application de flux de travaux phylogénétiques conçus et exécutés à l' aide 
de la plate-forme Armadillo servira à illustrer l' utilité d ' une telle plate-forme pour la 
recherche en phylogénomique. 
Mots-clés : Analyse phylogénétique, bioinformatique, classification, critère de support de 
flux de travaux, flux de travaux, k-means, k-medoids. 
lNTRODUCTlON 
Nous traiterons dans cette thèse du problème grandissant de l' utilisation et de la comparaison 
des flux de travaux en bioinformatique. Cette étude de la similarité des flux de travaux nous 
amènera à la recherche de leur classification permettant: 1) leur réutilisation et 2) la 
dispersion de ceux-ci sur des grappes d 'ordinateurs. Au chapitre 1, nous présenterons une 
brève introduction à l'analyse phylogénomique. Au chapitre 2, nous nous attarderons à 
présenter une revue de la littérature sur les flux de travaux et leur comparaison. Par la suite, 
nous présenterons les résultats de cette thèse. Nous répondrons alors aux questions suivantes: 
1) Est-ce qu ' une plate-forme de flux de travaux est pertinente pour la réalisation d ' études 
phylogénomiques et bioinformatiques? 
Pour répondre à cette question, nous présenterons au chapitre 3, une plate-forme de création 
de flux de travaux qui a été développée spécialement pour les études et les simulations 
phylogénomiques et a déjà fait l'objet d' une publication (Lord et al., 2012). 
2) Peut-on comparer des méthodologies de recherche en utilisant les flux de travaux? Pour ce 
faire, une étude de la classification des flux de travaux par différentes méthodes de 
partitionnement et méthodes hiérarchiques sera présentée au chapitre 4. 
3) Quels sont les exemples pratiques de recherche pouvant être menées grâce aux flux de 
travaux? Comme démonstration, nous présenterons au chapitre 5, deux études dans lesquelles 
la plate-forme Armadillo fut utilisée . La première traitera du séquençage du génome du blé 
(Triticum aestivum L.) et de l' analyse de ce séquençage à l' aide de flux de travaux. Dans le 
deuxième cas, une étude du virus de l' immunodéficience humaine de type 1 (VIH) chez des 
femmes enceintes montrera l' utilisation de la plate-forme Armadillo dans le traitement de 
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génome du VIH et l'analyse de la pression sélective dans 1 'évolution de cette population de 
virus à travers les différentes phases de la grossesse. 
Une conclusion de la thèse sera ensuite présentée au chapitre 6. 
Cette thèse inclut ainsi le texte partiel ou complet de publications présentant la nouvelle 
plate-forme de flux de travaux ou d 'études réalisées en utilisant celle-ci . 
Chapitre 3 
Lord, E., Leclercq, M. , Boe, A. , Diallo, A. B, Makarenkov. V. (2012). Armadillo 1.1: an 
original workflow platform for designing and conducting phylogenetic analysis and 
simulations. P LoS One, 7( l ):e29903. 
J 'ai contribué, avec Mickael Leclercq, à la conception du logiciel Armadillo. Ma 
contribution est de 75 % alors que celle de Mickael est de 25%. Alix Boe a contribué à 
l'élaboration du concept et au soutien technique lors de la réalisation. Tout le travail a été 
réalisé sous la supervision de mes directeurs de recherche. 
Chapitre 4 
Lord, E., Diallo, A. B., et Makarenkov, V . (20 15). Classification of bioinformatics workflows 
using weighted versions of partitioning and hierarchical clustering algorithms. BMC 
Bioinformatics, 16(1), 68. 
J'ai réalisé l 'ensemble de la recherche, sous la supervision de mes directeurs de recherche. 
Chapitre 5 
Lord, E., Remita, M. A. , Agharbaoui, Z. , Leclercq, M. , Badawi , M. A., Makarenkov, V., 
Sarhan, F. , et Diallo, A. B. (2015b) . WMP: Wheat MiRNA web-Portal. A novel 
comprehensive wheat miRNA database, including related bioinformatics software (soumis). 
J 'ai réalisé 25% du travail d'analyse (flux de travaux) et 50 % de la mise en place du site 
web présentant les données et fournissant des services web. L 'ensemble de la recherche a été 
réalisée sous la supervision de mes directeurs de recherche. 
Une partie des résultats des articles suivants sera aussi présentée : 
Agharbaoui , Z., Leclercq, M., Remita, M. A., Badawi, M. A., Lord, E. , Houde, M., Danyluk, 
J. , Diallo, A. B. et Sarhan, F. (2015) . An integrative approach to identify hexaploid wheat 
miRNAome associated with development and tolerance to abiotic stress. BMC Genomics 
16(1), 339. 
Des flux de travaux réalisés par moi et Mickael Leclercq et la plate-forme Armadillo ont été 
utilisés dans cette étude. L 'ensemble de la recherche a été réalisée sous la supervision de 
mes directeurs de recherche. 
Ransy, D.G., Lord, E., Caty, M., Lapo inte, N. , Boucher, M., Diallo, A.B. , Soudeyns, H. 
(2014). Subtle Diffe rences in Selective Pressures Applied on the Envelope Gene ofHIV-1 m 
Pregnant Versus Non-Pregnant Women. (soumis). 
Le travail de recherche et l 'analyse des données ont été réalisés par Doris Ransy. J 'ai 
participé à l'analyse, la recherche des données et à leur présentation à l 'aide de la plate-
forme Armadillo. L 'ensemble de la recherche a été réalisée sous la supervision de mes 
directeurs de recherche. 
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CHAPITRE l 
NOTIONS DE BASE 
«Blast away at it! Get it done!» - Williams J. Mitchell , MIT Media Lab 
1.1 Phylogénie 
Une phylogénie est une class ification des espèces selon leurs liens de parenté (Darw in, 1857). 
L'étude de l' info rmation génétique de di ffé rentes espèces pour former cette phylogénie est 
appelée l'analyse phylogénétique (Fe lsenstein, 2004). Les phylogénies modernes sont 
généralement représentées par des arbres phylogénétiques, et illustrent une hypothèse de 
l' évo lution verticale des espèces. Dans un arbre phylogénétique, les feuilles terminales 
représentent les espèces contemporaines et les nœuds internes des ancêtres hypothétiques. La 
filiation est ainsi représentée par la connexion des nœuds par des arcs dont la longueur est 
fonction soit d' un temps de divergence évo lutive (phylogramme), et/ou d' une relation de 
similarité entre les espèces (cladogramme) (Lecointre et Guyader, 2001 ). De plus, cette 
fili ation est, par le degré de granularité, représentée comme binaire, c.-à-d. qu ' un nœud 
ancestral pourra seulement être lié à deux descendants (Maddison, 1997; Dagan, 20 11 ). En 
pratique, cette représentation de l' hi sto ire évo luti ve d'organismes apparentés permet la 
recherche sur l' évo lution de maladies infectieuses telle que le YIH (Romero-Severson et al., 
2014), les transferts génétiques entre espèces (Boe et Makarenkov, 2003) ou encore, de 
connaître la fonction de gènes ou de proté ines, par homologie entre les espèces (Dinsdale et 
al. , 2008; Baughman et al., 201 1 ). 
1.2 Phylogénies modernes: un problème de taille 
Il est maintenant possible de séquencer un génome humain pour quelques milliers de dollars 1 
(Pagani et al. , 20 12). Ainsi , le prix du séquençage de 1 Megabase ( 1 000 000 pb) est passé de 
5 200 $ à 6 cents entre 2001 et 2013. Ainsi , on peut maintenant séquencer en trois jours seize 
génomes humains, soit environ 1.8 terabases, pour un coût de 797$ par génome en excluant 
le coût du personnel (Hayden, 20 14). Par conséquent, il est estimé que 15 petaoctets de 
nouvelles données génomiques sont générés chaque année. Présentement, l' information 
génomique recueillie représente 50 500 génomes partiellement séquencés2 incluant 926 
archéobactéries, 36 959 procaryotes et 8 624 eucaryotes (Pagani et al. , 20 12). Sur GenBank, 
260 000 séquences d'espèces uniques sont présentement recensées (Benson et al., 20 13), 
mais on estime que seulement 14% des espèces ont été découvertes jusqu'à présent (May 
1988; Mora et al. , 2011 ). 
Cette diversité se traduit par d'énormes familles de protéines provenant d'espèces différentes. 
Ainsi, l 9 familles et domaines protéiques contiennent plus de 80 000 séquences sur PFAM 
(Tableau l. l ), une base de données contenant l 3 000 protéines . De plus, 9 familles contenant 
plus de 50 000 séquences d'ARN sont répertoriées sur RFAM(Burge et al., 2013 ; Punta et 
al. , 20 13). 
Plus de 390 logiciels permettant l'étude phylogénomique et la reconstruction phylogénétique3 
sur ces génomes et séquences sont présentement disponibles. Pour ce faire, quatre approches 
principales (Tableau l .2) sont employées en fonction de l'hypothèse évolutive, de la 
composition des données et de leur taille: les méthodes de distances (ou approche phénétique 
ne tenant pas compte des relations temporelles entre les espèces), les méthodes de maximum 
de parcimonie (approche cladistique basée sur la généalogie des espèces), les méthodes de 
maximum de vraisemblance, ainsi que et les méthodes bayésiennes (Philippe et al., 2011 ). 
1 http://www.genome.gov/SequencingCosts/ 
2 http://www.genomesonline.org/ 
3 http://evolution.genetics. washington .edu/phylip/software.html -Joseph Felseinstein, 
Université de Washington, USA, Juillet 2014. 
5 
6 
Tableau 1.1 Les 20 fam illes de protéines et domaines les plus représentés dans la banque 
de données PFAM (Punta et al. , 20 13; vérifié le 15 Août 20 14). 
No. Nombre Longueur 
Descriptions Accession Types de moyenne 
PFAM séquences (AA) 
ABC transporter PF00005 Domaine 363 409 147.80 
Cytochrome C and Quinol PFOOII5 Fami lle 254 351 227.90 
oxidase polypeptide 1 
Zinc-finger double Domain PF13465 Domaine 227 898 25.80 
WD Domaine, G-beta repeat PF00400 Répétition 193 252 38.20 
Major Faci litator Superfamily PF07690 Fami lle 181 668 295.20 
Reverse transcriptase (RNA- PF00078 Famille 172 360 171.90 
dependent DNA polymerase) 
Binding-protein-dependent PF00528 Famil le 156 339 195.90 
transport system inner 
membrane component 
Response regulator receiver PF00072 Domaine 15 1 337 111.60 
domain 
Envelope glycoprotein G P 120 PF00516 Fami lle 146 453 228.30 
Histidine kinase-, DNA gyrase PF02518 Domaine 129 386 11 3.50 
8-, and HSP90-Iike A TPase 
Retroviral aspartyl protease PF00077 Domaine 124 336 94.30 
Protein kinase domain PF00069 Domaine 11 4 309 237.60 
Ankyrin repeats (3 copies) PF12796 Fami lle 110 723 89.50 
Cytochrome b(N- PFI3631 Domaine 102 102 142.10 
terminal )/b6/pet8 
NADH- PF00361 Fami ll e 9 1 875 225.60 
Ubiquinone/plastoquinone 
( complex 1), various chains 
Helicase conserved C-terminal PF00271 Fami lle 89 228 81.30 
domain 
Bacterial regulatory helix- PFOOI26 Domaine 86 700 59.70 
turn-helix protein, lysR fami ly 
LysR substrate binding PF03466 Fami lle 85 941 202.80 
domain 
short chain dehydrogenase PFOOI06 Domaine 80 936 163.30 
His Kinase A (phospho- PF00512 Domaine 79 834 67.20 
acceptor) domain 
Tableau 1.2 Méthodes de reconstruction phylogénétiques et principaux logiciels associés. 
Le nombre taxa pouvant être traités par ceux-ci est indiqué entre parenthèses4. 
Méthodes basées sur les Méthodes sans 
caractères caractère 
Méthodes avec modèles Maximum de Méthodes de distance : 
d 'évolution vraisemblance : 
fastDNAml (- 100 taxa) Neighbor (- 1000 taxa) 
PhyML (- 200 taxa) BioNJ (> 1000 taxa) 
RAxML (- 10 000 taxa) RapidNJ ( - 13 000 taxa) 
FastTree2 (>237 000 taxa) Ninja ( - 100 000 taxa) 
Méthodes bayésiennes: 
BEAST ( - 100 taxa) 
MrBayes (- 200 taxa) 
Méthodes sans modèle Maximum de parcimonie : 
d ' évo lution 
DNAPars (- 500 taxa) 
PROTPars (- 500 taxa) 
TNT ( - 70 000 taxa) 
Oblong(> 1 000 000 taxa) 
1.2. 1 Méthodes de distance 
Les méthodes par mesure des di stances calculent la similarité entre des pa ires de séquences 
(Cavalli-Sforza et Edwards, 1967; Fitch et Margoliash, 1967). Si ces di stances sont 
suffi samment proches du nombre d ' évènements évo lutionnaires entre les espèces, c. -à-d. les 
substitutions (transversions et transitions entre les différents nucléotides), l' arbre inféré est 
alors représentatif (Kim et Warnow, 1999). Cependant, les subst itutions multiples se 
produisant au même s ite ne sont pas pri ses en compte lors du calcul des paires distances. Ceci 
peut être corrigé à l'aide de modèles d ' évo lution qui représentent la probabilité de 
4 Les références pour chacun des logicie ls sont données dans les sections su ivantes. 
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substitution entre les di fférents nucléotides. Parmi les modè les d 'évo lution les plus 
populaires, on retrouve le modè le de Jukes-Cantor (JC69) présentant des fréquences de 
changements égales entre toutes les pa ires de bases (Jukes et Cantor, 1969), le modèle 
d' Hasegawa-Kishino-Yano (HKY85) présentant des taux de transi tions et transversions 
pondérés en fo nction de la fréquence des nuc léotides (Hasegawa et al. , 1985) et, fina lement, 
le modè le General Time Reversive (GTR) prenant en compte que les taux de substi tut ions 
sont différents ainsi qu' une fréquence inégale des différents nucléotides (Lanave et al., 1984). 
Dans le cas de séquences protéiques, des modèles de substitutions empi riques ont générés en 
se basant sur les fréquences retrouvées dans des banques de séquences te ls que les modè les 
PAM (Dayhoff et al. , 1972) et BLOSU M (Henikoff et Henikoff, 1992). Le modè le le plus 
récent, le modè le Jones, Tay lor, et Thornton (JTT), a été é laboré en employant la méthode de 
Dayhoff sur des alignements de séquences plus vo lumineux (Jones et al., 1992; voir Whelan 
et Go ldman, 200 1 ). 
Une fois la matrice de di stances obtenue, des techniques de regroupement telles que 
Unweighted Pair Group Method with Ari th met ic Mean (U PG MA; Soka l et Michener, 1958), 
Neighbor-J oining (NJ; Saitou et Nei, 1987), FITC H et KITSC H (Fitch et Margo liash, 1967) 
sont utili sées pour reconstruire une hiérarchie des espèces. Les méthodes UPGMA et 
KITSCH infèrent une c lass ification ultramétrique des espèces, tandis que les algorithmes NJ 
et FITC H entraînent la créat ion d'arbres additifs (Fe lsenste in , 2004). Nous détaillerons 
certa ines de ces techniques, car e lles seront utili sées lors de la classi fi cation des flux de 
travaux. 
1.2.1.1 UPGMA 
La méthode UPGMA (Sokal et Michener, 1958) est un a lgorithme agglomératif qui produit 
un arbre ul tramét ique c. -à-d. que toutes les di stances entre les fe uilles et la rac ine sont égales. 
Une horloge molécula ire avec un temps constant est alors assumée (Fe lsenste in , 2004). Dans 
cette méthode, les deux groupes de séquences les plus proches sont amalgamés à chaque 
itération de l' a lgorithme, créant un nouveau nœud dans la hiérarchie. Ainsi, cette méthode 
construit l' arbre de bas en haut, en calculant la d istance du entre deux groupes C, et C1 comme 
étant la moyenne pondérée des distances entre les paires de séquences de chaque groupe : 
1 
du= Ldr". 
1 c i Il c, 1 peC, ,qeC, 
(1) 
Dans cette dernière équation (Équation 1 ), 1q et 1q représentent le nombre de séquences 
dans les groupes i etj respectivement. Le nouveau groupe créé par l' union de Ci et C1 est 
alors appelé Ck et sa distance jusqu' au groupe C est la suivante (Équation 2) : 
d = di, 1 c i 1 +d1, 1 C1 1 
ki 1 c i 1 + 1 c j 1 · (2) 
L' algorithme est alors comme suit: 
Algorithme UPGMA 
Initialisation : 
Assigner chaque séquence i à son propre groupe Ci 
Définir une feuille à l'arbre Tpour chaque séquence et la placer à la hauteur de 0 
Itération: 
Déterminer les deux groupes Cet Ci où la distance dii est minimale 
Définir un nouveau groupe k et calculer la distance d kt pour tous les autres groupes 
Définir un nouveau nœud k de hauteur d,/2 avec comme enfants les nœuds i etj 
Ajouter k au nouveau groupe Ck et enlever i etj de la liste 
Terminaison : 
Lorsqu' il ne reste que deux groupes, placer la racine de l'arbre à la distance du 12 
1.2.1.2 Neighbor-Joining 
L' algorithme de Neighbor-Joining, contrairement à l' algorithme UPGMA, n'assume pas une 
horloge moléculaire. Il suit le principe d ' évolution minimum, menant à une minimisation de 
la taille totale de l'arbre additif (Saitou et Nei, 1987). Dans cet algorithme, la distance du 
entre deux nœuds i et j est définie comme étant la distance minimale entre ceux-ci et les 
autres feuilles de l'arbre (Durbin et al., 2006). Soit ILl le nombre de feuilles dans l'ensemble 





r = '"\' d ; 1 L 1-2 L. ik . 
kEf. 
(4) 
L'algorithme est alors comme suit : 
Algorithme Neighbor-Joining 
Initialisation: 
Définir T comme étant un arbre contenant comme feuilles (nœuds) toutes les séquences 
et définir L = T 
Itération: 
Prendre une paire i etj dans L où la distance D;i est minimale 
Définir un nouveau nœud k de distance dkm = Yz (d;111 + dim- d;i) pour tous les m dans L 
Ajouter k à T avec des longueurs de branches : dkm = 1;2 (d,111 + 0 m- du), joignant ainsi k 
à i etj respectivement 
En lever i etj deL et y ajouter k 
Terminaison : 
Lorsque L contient seulement deux feuilles i etj, ajouter une branche entre i etj de 
longueur du. 
Les implémentations les plus connues de ce principe sont le logiciel Neighbor du package 
PHYLIP (Felsenstein, 2006) et BioNJ dont l' algorithme est différent mais utilise le même 
principe (Gascuel , 2007). Ce dernier logiciel tenant compte dans l' estimation des distances de 
différents modèles évolutifs . De même, des logiciels tels que RapidNJ (Simonsen et al., 
2008) et NINJA (Wheeler, 2009), utilisant des heuristiques de recherche, permettent 
maintenant l' utilisation de cette méthode sur des jeux de données de plus de 100 000 
séquences . 
1.2.1 .3 FITCH et KITSCH 
Les algorithmes de Fitch et Kitsch, selon la méthode de Fitch et Margoliash ( 1967), utilisent 
une fonction objective des moindres carrés pour trouver l'arbre présentant la distance 
'( 
minimale globale dans 1 'arbre inféré. Dans cette méthode, une matrice M contenant les 
(n(n -l) x 2n- 3) chemins incidents (path edge incidence matrix) entre les n feuilles 
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considérées (ou espèces), est construite. Ces chem ins sont permutés lors de la recherche 
heuristique du meilleur arbre. Par la suite, cette matrice est jumelée à un vecteur de poids 
ë contenant 2n-3 poids e; correspondant à ces chemins (c. -à-d. représentant les longueurs de 
arêtes (i = 1, ... , 2n-3) de l'arbre). Alors, le vecteur 11' contenant les distances entre les 
feuilles de l'arbre Test défini tel que (j ~' = M~'ë. La topologie d'arbre recherchée (Fitch et 
Margoliash, 1967) correspond alors à la topologie dans laquelle l' erreur E (Équation 5), 
représentant l'erreur relative au carré entre le vecteur de distances dM de la matrice M r et 
le vecteur de distances dr, est minimisée (Équation 5) : 
(5) 
Dans le cas des méthodes de Fitch et Kitsch , la valeur de l' exposant p est ams1 de 2 
(Felsenstein, 1984). 
L'algorithme peut alors être défini comme suit: 
Algorithme Fitch 
Initialisation : 
Assigner chaque séquence i à son propre groupe C; 
Définir une feuille à 1 ' arbre T pour chaque séquence et la placer à la hauteur de 0 
Itération: 
Joindre les séquences i et) dont la distance d;1 est minimale 
Pour toutes les séquences n' étant pas i et), calculer la distance des arrêtes de l'arbre 
T((i,j), x) 
Recalculer les distances moyennes pour toutes les paires de groupes, telles que 
d 11 = i u j, k (pour chaque k) 
Trouver les nouvelles longueurs de branches minimisant l' erreur E (Équation 5) 
Terminaison : 
Arrêter lorsqu ' il ne reste qu ' un seul groupe 
1.2.2 Maximum de parcimonie 
Les méthodes de maximum de parcimonie recherchent l' arbre phylogénétique qui correspond 
au nombre minimum de substitutions requises pour expliquer les différences dans 
Il 
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l' al ignement de séquences. La méthode de Fitch (ci-haut, Fitch et Margo liash, 1967) permet 
la réversibilité dans ces substitutions nucléotidiques, tand is que des méthodes te lles que Dollo 
(Farris, 1977) ne le permettent pas . Les logiciels les plus connus utilisant cette approche sont 
DNAPars et PROTPars du package PH YLIP (Fe lsenstein, 2006). De plus, les logiciels TNT 
(Goloboff et al. , 2008) et Oblong (Goloboff, 20 14) permettent l' utilisat ion de cette méthode 
sur des jeux de données vo lumineux. 
1.2.3 Maximum de vraisemblance 
Les méthodes de max imum de vra isemblance, introdui tes par Fe lsenste in, assignent 
une probabilité aux diffé rents évènements de mutation alors que le calcul de ceux-ci est 
comptabilisé de manière similaire aux méthodes de maximum de parcimonie. Le concept de 
cette approche est de générer tous les arbres phylogénétiques possibles en se basant sur un 
alignement de séquence origi nal, et de calcu ler par la suite leur hab ileté à prédire la séquence 
observée (Felsenstei n, 2004). L'arbre présentant la plus grande probabili té est celui conservé. 
Les techniques de maximum de vraisemblance ont une complex ité algorithmique élevée due 
au nombre d'arbres qui doivent être générés. Par exemple, pour 23 espèces, il y a 1.32x 1025 
arbres phylogénétiques non enrac inés possib les (Fe lsenstein, 2004), ce qui représente plus de 
dix fo is la quantité d'éto iles dans l' un ivers (Dao et al. , 20 13). Cette réa li té limite le nombre 
de taxa ou de sites pouvant être utili sés dans l' infé rence phylogénétique (Goloboff, 20 14). 
Les logiciels PAU P (Swofford, 2002), Ph y ML (G uindon et al., 20 1 0), RAxML (Stamataki s, 
2006), FastTree2 (Priee et al. , 201 0) sont présentement les plus uti 1 isés et permettent la 
recherche de milliers de taxa. De même, les logiciels DNAML et PROTML, du package 
PHYLI P (Felsenstein, 2006), ainsi que le logiciel fastDNA ml (Oisen et al., 1994) incluent 
des heuristiques permettant une recherche pour des centaines de taxa, ce qui les rend 
comparables aux méthodes de maxi mum de parc imonie. 
1.2.4 Méthodes bayés iennes 
Les méthodes bayésiennes (Rannala et Yang, 1996) sont des méthodes conceptuellement 
diffé rentes des méthodes de maximum de vraisemblance et de maximum de parc imonie . 
Ce lles-ci ne recherchent pas seulement le meilleur arbre, mais plutôt une distribution 
d' arbres. On maximise la probabili té a posteriori qui est proportionnelle à la vraissemblance 
multipliée par la probabilité a priori de cette hypothèse de départ (Guindon et Gascuel, 
2003). Cette probabilité postérieure représente un taux de confiance de la phylogénie inférée. 
Ces méthodes requièrent pour fonctionner un a priori sous la forme d ' un modèle d ' évolution 
ou encore une topologie de départ (Ronquist et al. , 2009). Contrairement aux méthodes de 
maximum de parcimonie ou de vraisemblance, les méthodes bayésiennes reposent sur un 
algorithme qui ne cherche pas forcément à trouver le point le plus haut dans l' espace des 
valeurs des paramètres (optimum global). Ainsi , elles sont plus rapides, mais requièrent plus 
d'itérations pour obtenir un résultat statistiquement intéressant (Guindon et Gascuel , 2003). 
Les logiciels implémentant cette approche incluent MrBayes (Huelsenbeck et Ronquist, 
2001 ; Ronquist et al. , 20 12) et BEAST (Drummond et Rambaut, 2007). 
1.3 L' inférence de grandes phylogénies 
Peu d'études ont porté sur l' inférence de phylogénies de plus de mille espèces (Goloboff et 
al., 2009). Deux types de grandes phylogénies s ' opposent: 1) la recherche du nombre 
maximum d 'espèces dans une phylogénie (Goloboff et al., 2009); 2) l' utilisation d ' un 
nombre maximal de caractères (c.-à-d. de sites) pour augmenter la précision de l' arbre 
phylogénétique inféré (Dunn et al., 2008; Philippe et al. , 20 Il). 
Les logiciels actuels de maximum de vraisemblance RAxML (Stamatakis, 2006) et de 
méthodes bayésiennes MrBayes (Ronquist et al. , 20 12) sont capables de prendre en compte 
entre 100 et 10 000 taxa (Dao et al. , 20 13). Les méthodes de maximum de parcimonie 
implémentées dans les logiciels TNT (Goloboff et al., 2008) et Oblong (Goloboff, 20 14) 
peuvent prendre en compte des phylogénies comptant plus de 70 000 taxa (Goloboff et al., 
2009) et 30 millions de sites distincts (pour 50 taxa) . 
Des exemples de grandes phylogénies incluent la classification d ' environ 13 000 espèces de 
plantes par Smith et al. (2009), en considérant le gène de la ribulose-bisphosphate 
carboxylase (rbcL). En 2009, Wheeler a utilisé NINJA pour construire des arbres de plus de 
50 000 séquences de l' ADN polymérase ARN-dépendante et du transporteur ABC (Wheeler, 
2009). La même année, Goloboff a analysé la phylogénie de 73 060 eucaryotes en 
considérant une combinaison de caractères issue d' ARN ribosomal , de protéines et d' ADN. 
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P l u s  r é c e m m e n t ,  1 2 0  0 0 0  s é q u e n c e s  d ' h y m é n o p t è r e s  ( i n s e c t e s )  o n t  é t é  a n a l y s é e s  e n  u t i l i s a n t  
u n  p i p e l i n e  p e r s o n n a l i s é  ( P e t e r s  e t  a l . ,  2 0  I l ) .  
1 . 4  C o m p a r a i s o n  d e s  p h y l o g é n i e s  :  d i s t a n c e  d e  R o b i n s o n  e t  F o u l d s  
P o u r  c o m p a r e r  d e u x  p h y l o g é n i e s ,  u n e  m é t h o d e  d e  c o m p a r a i s o n  d e s  t o p o l o g i e s  d ' a r b r e s  e s t  
g é n é r a l e m e n t  u t i l i s é e  ( R o b i n s o n  e t  F o u l d s ,  1 9 8 1  ) .  C e t t e  m é t h o d e  c a l c u l e  u n e  d i s t a n c e  
d ' é d i t i o n  d ' a r b r e s  p e r m e t t a n t  d e  m e s u r e r  l e  n o m b r e  d e  f u s i o n s  e t  d e  f i s s i o n s  d e  n œ u d s  
n é c e s s a i r e s  p o u r  t r a n s f o r m e r  u n  a r b r e  T
1  
e n  a r b r e  T
2
•  P l u s  f o r m e l l e m e n t ,  l a  d i s t a n c e  d e s  
R o b i n s o n  e t  F o u l d s  ( R F )  e n t r e  d e u x  a r b r e s  c o n t e n a n t  l e s  m ê m e s  e s p è c e s  e s t  d é f i n i e  c o m m e  
u n e  m e s u r e  n o r m a l i s é e  d u  n o m b r e  d e  b i p a r t i t i o n s  i n d u i t e s  p r é s e n t e s  d a n s  u n  a r b r e  m a i s  
a b s e n t e s  d a n s  l ' a u t r e  a r b r e  ( É q u a t i o n  6 ) .  D a n s  l ' é q u a t i o n  6 ,  l a  n o t a t i o n  B ( T )  r e p r é s e n t e  l e  j e u  
d e  b i p a r t i t i o n s  n o n - t r i v i a l e s  d ' u n  j e u  d e  d o n n é e s  i n d u i t  p a r  u n  a r b r e  ( T
1
)  m a i s  n o n  p a r  l ' a u t r e  
a r b r e  ( T
2
)  ( P a t t e n g a l e  e t  a l . ,  2 0 0 7 ) .  C e t t e  m e s u r e  d e  d i s s i m i l a r i t é  e s t  u n e  m é t r i q u e  ( R o b i n s o n  
e t  F o u l d s ,  1 9 8 1 )  e t  p e u t  ê t r e  e s t i m é e  p a r  u n e  h e u r i s t i q u e  e n  t e m p s  s u b - l i n é a i r e  ( P a t t e n g a l e  e t  
a l . ,  2 0 0 7 ) ,  o u  c a l c u l é e  e n  t e m p s  l i n é a i r e  o u  q u a d r a t i q u e  a v e c  p r é o r d o n n a n c e m e n t  d e s  d o n n é e s  
( D a y ,  1 9 8 5 )  o u  n o n  ( M a k a r e n k o v  e t  L e c l e r c ,  2 0 0 0 ) .  
1  
d / 1 1 - C T ; '  T 2)  =  2  C I E  C I ; ) - B ( T 2  ) 1  +  I B C T2 ) - B ( I ;  ) 1 )  
( 6 )  
1 . 5  L a  p h y l o g é n o m i q u e  
L a  p h y l o g é n o m i q u e  e s t  u n  c h a m p  d e  r e c h e r c h e  q u i  d é b u t a  d a n s  l e s  a n n é e s  9 0  ( P a g e l  1 9 9 9 ) .  
U t i l i s a n t  l e s  p r i n c i p e s  d e  l a  p h y l o g é n é t i q u e ,  o n  s e  b a s e  c e t t e  f o i s  s u r  l a  t o t a l i t é  d e  
l ' i n f o r m a t i o n  g é n o m i q u e  ( R o k a s  e t  H o l l a n d ,  2 0 0 0 ) .  L a  p h y l o g é n o m i q u e  a  a i n s i  p o u r  o b j e c t i f  
d ' a u g m e n t e r  l a  p r é d i c t i o n  f o n c t i o n n e l l e  d e s  g è n e s  e n  u t i l i s a n t  l a  t o t a l i t é  d e  l ' i n f o r m a t i o n  d e  
p l u s i e u r s  g é n o m e s  ( E i s e n ,  1 9 9 8 ) .  O n  é m e t ,  d a n s  c e  c a s ,  l ' h y p o t h è s e  q u e  l a  d i s t r i b u t i o n  d e s  
g è n e s  d a n s  c e s  g é n o m e s  p r o v i e n t  d e  p r e s s i o n s  s é l e c t i v e s  m u l t i p l e s  e t  q u e  c e t t e  m é t h o d o l o g i e  
d e  r e c h e r c h e  p e r m e t t r a  u n e  m e i l l e u r e  r é s o l u t i o n  d e  l ' a r b r e  f i n a l  d ' e s p è c e s  ( L e i g h  e t  a l . ,  2 0 1 1 ;  
S w o f f o r d  e t  a l . ,  1 9 9 6 ) .  A u j o u r d ' h u i ,  c e t t e  a u g m e n t a t i o n  d e s  d o n n é e s  b i o l o g i q u e s  ( S t a m a t a k i s  
e t  a l . ,  2 0 0 7 ;  Z h a n g  e t  a l . ,  2 0  I l )  r e n d  p o s s i b l e  l ' i n f é r e n c e  d ' a r b r e s  p h y l o g é n é t i q u e s  d e  
m i l l i e r s  d e  t a x a  ( S t a m a t a k i s ,  2 0 0 6 ) .  L a  r e c o n s t r u c t i o n  p h y l o g é n o m i q u e  r e p o s e  a c t u e l l e m e n t  
sur trois méthodologies : la méthode de super-matrices, la méthode de super-arbres et la 
méthode de méga-phylogénies. 
1.5.1 Méthode de super-matrices 
Premièrement, la méthode de super-matrices, implique la concaténation de séquences en un 
long alignement où les éléments non présents, par exemple un gène non séquencé, sont traités 
comme des données manquantes. Dans ce cas, des gaps sont ajoutés dans l' alignement final 
pour prendre en compte ces données manquantes . Les méthodes de reconstruction par 
maximum de vraisemblance sont adaptées à ce genre de données puisqu ' elles considèrent 
l' hétérogénéité entre les différentes parties de l' alignement si un modèle de partition est 
utilisé (qui prend en compte des taux d' évolution hétérogènes dans les différentes parties de 
l'alignement). Cette approche est assez robuste et peut prendre en considération de 12.5 à 
25% de données manquantes (revue pas Philippe et al., 20 Il). L'approche de super-matrices 
est ainsi souvent utilisée, car elle permet d' assembler de larges jeux de données et permet 
aussi de ne pas attendre la fin du séquençage d' un génome pour analyser la phylogénie d' une 
espèce. 
1.5.2 Méthode de super-arbres 
La deuxième approche, l'approche de super-arbres fait plutôt appel à la génération de 
plusieurs arbres (un par gène ou partie de gène) qui sont combinés avec une certaine valeur 
de support lors de l' inférence de l'arbre phylogénétique final. L'approche de combinaison la 
plus fréquente est l'addition par parcimonie de chacun des arbres (aussi appelée approche par 
matrice de parcimonie) (Bininda-Emonds, 2004; Dao et al. , 2003). D'autres approches de 
combinaisons, telles que l'évaluation du support par la distance de Robinson et Foulds 
(Robinson et Foulds, 1981 ), sont aussi possibles lors du choix de conservation de la topologie 
des différents taxa (Bansal et al., 201 0). Cette méthode a d' ailleurs été utilisée pour l' étude 
des mammifères placentaires (Liu et al., 2001 ). Cependant, pour 1' instant, cette technique a 
majoritairement été utilisée sur des données provenant de procaryotes (Philippe et al., 20 Il), 
principalement parce que ces organismes ne contiennent qu ' un faible nombre de gènes et que 
ces gènes sont de petite taille. Elle a, de plus, le désavantage de devoir évaluer un modèle 
d'évolution propre pour chacun des arbres de gènes inférés. 
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1.5.3 Méthode de méga-phylogénie 
La troisième approche est une approche plus récente nommée méga-phylogénie (Smith et al. , 
2009). Cette approche repose sur la création d ' une super-matrice de sites, mais en incluant 
seulement certaines portions des gènes ou protéines orthologues (Smith et al., 2008). Ces 
régions sont choisies par une méthode d ' analyse de la saturation des sites, et diffèrent des 
méthodes d ' alignement par le fait que les régions difficilement réconciliables sont conservées 
en utilisant une technique de réalignement progressive des sites, plutôt que l' exclusion 
automatique de ces régions. Un exemple de cette approche est la comparaison de 4 657 
espèces de plantes comprenant 22 391 sites (Smith et Donoghue, 2008). 
En conclusion, il existe encore une controverse sur la méthode permettant de réaliser les 
études phylogénomiques les plus robustes (Ren et al., 2009; Philippe et al., 2011 ; Lapointe et 
Rissler, 2005). 
1.6 Données bioinformatiques 
Les données bioinformatiques actuellement accessibles proviennent de sources multiples et 
se retrouvent sous plusieurs formats selon leur type et leur provenance (Goderis et al. , 2005; 
Goodman et al. , 20 14). La plupart des logiciels permettant le décodage et l' utilisation de ces 
données sont des logiciels spécialisés, créés par des chercheurs, dont le support des données 
n ' est pas la priorité (Sharma et al., 20 13). 
Un aperçu des différents formats et des tailles de données requis pour la conduite d ' une 
expérimentation in silico en phylogénomique est présenté au Tableau 1.3. On remarque la 
très grande disparité entre les différentes tailles de données nécessaires à une analyse. 
Tableau 1.3 Quelques types de données utilisés en bioinfonnatique et phylogénomique. 
Principaux types de Tailles approximatives Formats 
. 
lors d'une étude données J!.i!Ylo_g_éno m!_gu e 
Séquences Fasta, Phylip, PSL 1 Kb ~ 10Mb 
Génomes HAL, MAF, .2bit, 10Mb ~ 1 Tb 
.nib, 
Arbres phylogénétiques Nexus, Newick, 1 Kb ~ 1Mb PhyloXML 
BED, GFF, GTF, 
Annotations des WIG , GenePred, 1Mb ~ 1 Tb 
séquences Persona! Genome 
SNP, VCF 
Séquençage nouvelle BAM, bigWIG, 0.5 Gb ~ 1 Pb génération (NGS) Fastq , ENCODE 
. . . . 
* N ' mclus pas les vanantes mdlv!duelles de formats propres à chaque log1ctel. 
Kb : Kilooctet, Mb: Megaoctet, Gb : Gigaoctet; Tb : Teraoctet; Pb : Petaoctet; 
1.7 Conclusions 
Le problématique sous-jacente aux méthodes phylogénétiques implique : 1) la surabondance 
de méthodes et de formats, 2) l' application de ces méthodes de phylogénomique à plusieurs 
jeux de données, 3) la reprise d ' une ana lyse lorsque de nouveaux taxa (espèces, gènes, 
protéines) sont disponibles. Dans le prochain chapitre, nous exp lorerons cette problématique 
avec l' introduction des flux de travaux permettant une sérialisation des protocoles de 
recherche en vue de leur exécution . 
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CHAPITRE II 
FLUX DE TRAVAUX BIOINFORMATIQUES: ÉTAT DE L' ART 
«ft should be trivial for a young Ph.D. researcher in chemistry to ask a 
computer: Locate 100,000 molecules that are similar to the known HIV 
protease inhibitors, compute their electronic properties, and dock them into 
viral escape mutant.» - Savas Parastatidis, Microsoft 
2.1 Introduction 
Les flux de travaux et les plates-formes de flux de travaux, permettant l' orchestration et 
l'exécution de ceux-ci, sont d ' abord des intégrateurs de plusieurs outils facilitant la 
communication entre les différentes applications, en encapsulant la conversion de différents 
formats de données. Ils automatisent, en plus, l' accès à des bases de données biologiques 
distantes permettant aux chercheurs une abstraction sur la provenance des données tout en en 
conservant, cependant, la trace d ' exécution (Goderis, 2008). Finalement, ils permettent la 
répétition des expériences in silico (loannidis et al. , 2009; Zhao et al., 20 12) 
2.2 Définition formelle d ' un flux de travaux (ou wor!iflow) 
Un flux de travaux, aussi appelé gestion de flux ou « workjlow », est une représentation 
formelle de l ' ordre d 'exécution d' un ensemble de tâches définies, permettant de mieux 
comprendre leur interdépendance et d'obtenir un résultat (van der Aalst et van Hee, 2004). 
L'objectif de cette représentation est de faire abstraction de la complexité des tâches sous-
jacentes, et de permettre ainsi la conception de patrons d ' analyse par et pour des non-
spécialistes, ou encore de bien comprendre le processus complet menant à la production d ' un 
résultat (Weerawarana et al. , 2005). 
Plus spécifiquement, un flux de travaux (Figure 2.1) est défini comme un graphe orienté 
acyclique (DAG) (van der Aalst et van Hee, 2002). Ce graphe W (T, E) contient une série de 
tâches T={t 1, ••• , lj} et comprend une source (s) E W, un puits (p) E W, et un ensemble de 
transitions E = { e~, ... , ej} de tel sorte que que chaque transition e se retrouve dans un chemin 
de s à p (Rahman et al., 20 13). Dans le cas de flux de travaux devant être exécutés, on peut 
ajouter à cette définition un ensemble de ressources computationnelles disponibles R = {r~, 
... , r,} et une série de propriétés M= {mi,1, ... , mi,d pour chacune des tâches t ; (van der Aalst 
et Hee, 2004). Cependant, contrairement aux graphes, un flux de travaux peut contenir 
plusieurs types de tâches soit : 1) des tâches représentant des opérations ou 2) des tâches 
représentant des entrées et sorties. Brièvement, un flux de travaux est un patron de tâches 
ordonnées pouvant être exécutées de manière répétitive. En informatique, différents langages 
ont utilisé les flux de travaux pour simplifier la programmation sous une forme visuelle, tels 









Figure 2.1 Exemple de flux de travaux permettant l' inférence d ' un arbre 
phylogénétique. Différentes méthodes et sources de données sont disponibles à chaque étape. 
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2.3 Répertoire de flux de travaux 
Le portail Web myExperiment5 est une banque de données de flux de travaux orientée vers la 
bio informatique (Gobie et al., 201 0). Il contient présentement 2 230 flux de travaux publics 
(Mai 20 14) provenant de 14 plates-formes de flux de travaux telles que Taverna, LON!, 
Kepler et BioExtract (Lushbough et al. , 2008 et 20 Il). Pour l' inférence des phylogénies, 
seulement Il flux de travaux sont répertoriés sur le site myExperiment. De plus, peu de 
publications font état de l' utilisation de flux de travaux dans la recherche. Plus récemment, 
un nouveau portail de flux de travaux a été créé pour supporter les recherches en biodiversité . 
Le portail privé www.biovel.eu (Don Vito et al. , 20 12) permet à des utilisateurs enregistrés de 
consulter des flux de travaux portant sur les domaines de la phylogénétique, de l' évolution 
des populations et de la métagénomique (Vicario et al. , 20 Il). Actuellement, 71 flux de 
travaux sont disponibles et ont été évalués en fonction de leur structure dans une publication 
(Cohen-Boulakia et al., 2014). 
2.4 Les plates-formes de flux de travaux 
Il existe une grande confusion au niveau des plates-formes de flux de travaux et sur les flux 
de travaux dans la littérature. On appelle présentement flux de travaux, dans la littérature, 
tout ensemble de scripts ou logiciels exécutés en pipelines permettant de prendre en entrée un 
certain nombre de fichiers et de sortir finalement des résultats sous forme graphique ou de 
fichiers. En bioinformatique, par exemple, on peut parler du logiciel ESTPiper (Tang et al. , 
2009), permettant l' annotation de séquences, de Phylogena (Hanekamp et al. , 2007), de 
Phylemon (Sanchez et al., 20 Il), de BioExtract server (Lushbough et al. , 2008 et 201 1 ), de 
Phylogenyfr (Dereeper et al. , 2008), et de UGENE (Okonechnikov et al. , 20 12), qui 
permettent la création automatisée de plusieurs phylogénies comprenant un ou plusieurs 
patrons d' analyse. La plate-forme Anvaya (Limaye et al., 20 12), avec une implémentation de 
type client-serveur permettant de distribuer des tâches en utilisant un serveur Torque, peut, 
elle aussi, traiter des données génomiques et effectuer une série de tâches reliées à la 
bio informatique. De même, Aga/ma (Dunn et al., 20 13), est un système d 'exécution de 
5 http://www.myexperiment.org 
scripts pour la phylogénétique, programmé en Java. Ce système est bâti comme une couche 
superposée au moteur BioLite (Howison et al., 20 12). Ce dernier correspond à une suite de 
scripts en langages Python etC++ permettant l' exécution de tâches distribuées . 
Ces plates-formes et applications répondent à la définition de la Workjlow Management 
Consortium (WJMC) pour ce qu 'est une plate-forme de flux de travaux (Hollingsworth, 
1995). On parle ainsi de plate-forme de gestion de flux de travaux pour désigner les systèmes 
de gestion de flux de travaux permettant la création et la mise en œuvre des flux de travaux. 
Ces plates-formes permettent d'avoir un environnement qui définit et contrô le la coordination 
des processus et des applications (Beaulah et al. , 2008). De plus, ces plates-formes facilitent 
l'application ou l'exécution du flux de travaux sur une plus grande échelle (p late-forme 
distribuée) (Callaghan et al. , 201 0). Ainsi, Woollard et al. (2008) ont identifié cinq objectifs 
que devraient rencontrer les systèmes de gestion de flux de travaux pour encourager leur 
utili sation (voir ci-bas, Tableau 2.1 ). 
Tableau 2.1 Caractéristiques des plates-formes de flux de travaux. 
Caractéristiques (adapté de Woollard et al. , 2008) 
• Permettent 1 'automatisation des tâches pouvant produire des 
erreurs 
• Permettent l' intégration de l' ana lyse et la visua lisation des 
données 
• Permettent la collection, l' organisation et la réorganisation des 
données (transformation vers d ' autres formats) 
• Facilitent le déploiement et le passage à une plus grande échelle 
de la procédure 
• Simp li fient la compréhension et la cognition de la procédure 
Cependant, avec le temps, les plates-formes de flux de travaux sont devenues, à partir de 
simples plates-formes de gestion de processus, des systèmes permettant la distribution des 
tâches et l'exécution conditionnelle de celles-ci en fonction des données (O inn et al. , 2006, 
Giardine et al. , 2005). Ce genre de plate-forme permet aussi la simplification de 
l'automatisation de tâches générant des erreurs fréquentes (error-prone), la collect ion des 
données incluant l'organisation des entrées/sorties, le reformatage (refactoring) des flux de 
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travaux, l'analyse des données de sortie et la visualisation des résultats (Oinn el al., 2007, 
Beaulah el al., 2008). Dans cette thèse, nous garderons donc comme définiti on d ' une plate-
forme de flux de travaux : une plate-forme permettant la création de patrons de tâches 
pouvant être modifiés, l' automati sation des tâches de conversion entre les entrées et sorties et 
l' exécution sur plusieurs systèmes d 'explo itation. 
2.4. 1 L' architecture des systèmes de gestion de flux de travaux 
L' architecture de référence des flux de travaux d 'affaires n' est pas souha itable pour les flux 
de travaux scientifiques (Hollingsworth , 1995) . Les deux architectures ou modè les 
d ' exécution ont le même obj ectif. Par contre, dans les flux de travaux d'affaires, on cherche à 
réduire le nombre de ressources humai nes (ainsi que les coûts) et à augmenter les revenus, 
a lors que dans les flux de travaux sc ientifiques, on veut réduire l'action humaine et diminuer 
le temps de calcul de manière à augmenter le nombre de résultats (van der Aalst et Stahl , 
2011). Toutefo is, les flux de travaux d ' affaires sont orientés vers la coordination d ' un travail 
impliquant plusieurs partenaires, a lors que les flu x de travaux scientifiques sont conçus pour 
la répétition d' une tâche sans apport extérieur. Ainsi, tro is grandes diffé rences dans 
l' architecture di fférencient les flux de travaux d ' affa ires et les flux de travaux scientifiques: 
la représentation des données, le modè le d ' exécution et la sémantique d ' utilisation des 
données (vo ir c i-bas) . 
2.4 .2 Données versus variables partagées 
Dans les flux de travaux d 'affa ires, les variables sont partagées . À l' in verse, dans les flu x de 
travaux scientifiques, les données représentent en même temps leur disponibili té et les 
données elles-mêmes. Ainsi, chaque tâche reçoit sa propre copie des données. Dans les flux 
de travaux scientifiques, ce paradigme est réso lu à l' a ide d ' une queue, de façon à ce que s i 
une tâche A requiert des valeurs produites par B et C et que C produit plusieurs valeurs, 
plusieurs instances de A seront créées par les plates-fo rmes de flux de travaux. 
2.4 .3 Exécution concurrente versus exécution séquentielle 
Dans les flux de travaux scientifiques, chaque tâche peut s'exécuter de manière concurrente. 
Par exemple, on peut retrouver de multiples instances d'une tâche en cours, ce qui entraîne un 
mécanisme de synchronisation. Ce mécanisme implique qu ' une sémantique soit convenue 
pour faire la concaténation des sorties sous la forme d ' un tableau (voir par exemple Sroka et 
al. , 2009). 
2.4.4 Sémantique individuelle versus sémantique collective 
Dans les flux de travaux scientifiques, les données sont utilisées dans l'ordre de leur arrivée 
et ne sont pas interchangeables. Par contre, dans les flux de travaux d 'affaires, les données 
représentent un contrôle sur l'exécution et l'ordre d'exécution n'est pas formellement défini 
(van der Aalst et Stahl , 2011). 
2.4.5 Modèles d ' exécution des flux de travaux sc ientifiques 
Les flux de travaux scientifiques impliquent normalement une indépendance lors de 
l'exécution, c.-à-d. une seule personne accède au flux de travaux. De plus, les data-jlows , qui 
ne peuvent utiliser la logique de contrôle du control-flow, utilisent, pour contrôler le flux des 
données, des constructions externes qui ne sont pas propres à la logique du data-flow : telles 
que des boucles (p. ex. ForLoop) ou des branchements conditionnels (p.ex. If) (Migliorini et 
al., 2011 ; Sroka, et al., 2009) . De plus, alors que les flux de travaux d ' affaires ne peuvent 
suspendre temporairement une tâche en cours d' exécution, les flux de travaux scientifiques 
peuvent allouer des tâches et les suspendre en attendant de disposer des entrées de celles-ci. 
Ainsi, on définit généralement les flux de travaux d 'affaires comme étant des control-jlows, 
et les flux de travaux sc ientifiques généralement comme des data~flows en relation à leur 
modèle de contrôle (Migliorini et al. , 20 Il) . 
2.4.6 Control-jlows et data-jlows 
Dans les flux de travaux de type control-flow, la logique temporelle est définie telle qu ' une 
tâche doit attendre sa complétion avant l'exécution d' une autre. La répétition de tâches et 
l' exécution de celles-ci en parallèle doivent être définies lors de la conception du flux de 
travaux. Ce type de représentation en control-flow rend plus facile leur cognition (van der 
Aalst et van Hee, 2004). À l' inverse, dans les flux de travaux de type data-flow, 
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l'ordonnancement des tâches est déterminé par la disponibilité des données. Une 
problématique de ce modèle d'exécution (data-flow) est la difficulté de suivre l'exécution du 
flux de travaux et de savoir quelle partie est en cours d 'exécution (Migliorini et al. , 20 Il ). 
2.5 Systèmes de gestion des flux de travaux scientifiques 
Les systèmes de gestion de flux de travaux scientifiques permettent une forma lisation du 
processus scientifique (Lin et al., 2001, 2009). Dans ce domaine, ils sont principalement 
utilisés pour faciliter l' exécution de tâches répétitives et pour lier des applications 
spécialisées (Bowers et al. , 2008; Parastatidis, 2009). Une architecture de référence a été 
décrite pour les flux de travaux scientifiques par Lin et al. (2009). Cette architecture prône 
sept points su ivants (ci-bas, Tableau 2.2): 
Tableau 2.2 Architecture de référence des plates-formes de flux de travaux sc ientifiques. 
Caractéristiques (adapté de Lin et al. , 2009) 
• L'interface utilisateur permet l' interaction et peut être adaptée 
par l'utilisateur (personnalisation de l' interface utilisateur par 
l' usager) . 
• Supporte la reproductibil ité dans les résu ltats . 
• Intègre des services (p.e. services Web) et des logiciels 
hétérogènes. 
• Supporte la distribution et la gestion de données hétérogènes . 
• Offre le support pour les plates-formes de hautes performances . 
• Permet la surveillance pendant le fonctionnement et permet la 
reprise, même dans le cas d' erreurs . 
• Permet une interconnexion avec d ' autres systèmes (p.ex. de flux 
de travaux, d'ordinateurs en réseau) 
2.6 Plates-formes de flux de travaux en bioinformatiques 
Dès 2006, Seibel et ses collaborateurs (Seibe l et al. , 2006) ont reconnu le besoin de réunir 
différents logiciels de bioinformatique en une chaîne de commandes. Ils ont ainsi créé une 
librairie en Java (BioDOM), implémentant un langage dérivé du langage hiérarchique 
Extensible Markup Language (XML), pour permettre le passage de données (séquences, 
alignements multiples de séquences, etc.) d ' une application à une autre. 
Présentement, il y a un engouement certain pour les flux de travaux dans la recherche 
scientifique. Ainsi , les articles présentant les deux plates-formes de flux de travaux les plus 
connues, Galaxy (Giardine et al., 2005) et Taverna (Oinn et al. , 2007), ont été respectivement 
citées 1489 fois et 2016 fois (Google Scholar, Juin 2014). Cependant, peu de ces citations 
portent sur des recherches utilisant ces systèmes de flux de travaux dans le domaine de la 
phylogénétique et de la phylogénomique. Plusieurs autres systèmes de flux de travaux ont été 
développés pour des applications en bioinformatique tels que Kepler (Bowers et al., 2008), 
LON! (Dinov et al., 201 I) et Triana (Taylor et al. , 2007). D' autres systèmes de flux de 
travaux scientifiques conçus pour la bioinformatique sont aussi disponibles et sont répertoriés 
sur une page Web de Wikipedia6. La plupart des systèmes de flux de travaux actuels en 
bioinformatique sont très similaires dans leur utilisation. Ils sont principalement orientés vers 
une plus grande utilisation du pouvoir computationnel, l' intégration des services en ligne 
(Web Services) et un accès de plus en plus important au « nuage » (cloud computing) (Dinov 
et al. , 20 Il). Une brève compilation de leurs particularités est décrite au Tableau 2.3 et plus 
en détails dans les sections suivantes. 
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Vues des principales plates-formes de flux de travaux bioinformatiques : 
A) Kepler, B) Galaxy, C) Taverna, D) LONI, E) Armadillo (voir la Section 3), F) Triana, G) 
Bio-Jeti. La nouvelle plate-forme Armadillo comprend un navigateur de méthodes (E 1 ), une 
fenêtre de création (E2), un outi l de visua lisation des arbres phylogénétiques (E3), une vue 
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La plate-forme Kepler version 2.2 (Figure 2.2A) est un système de gestion de flux de travaux 
scientifique « open source » implémentée dans le langage de programmation Java. Elle a été 
développée par les membres du Science Environment for Ecological Knowledge (SEEK) et 
du Scientific Data Management (SDM) . Ce système est conçu pour la modélisation, la 
simulation et la conception de tâches concurrentes ou de gestion en temps réel (Aitintas et al., 
2004). Développé à UC Berkeley, elle est l' une des rares plates-formes de flux de travaux qui 
supporte différents modèles d ' exécution des tâches. Ces différents modèles sont : 
Synchronous Data-flow (SDF) permettant l' exécution séquentielle simple mai s continuelle du 
flux de travaux dans un seul fil d ' exécution (thread), Dynamic Data-flow (DDF) où l'ordre 
d ' exécution est déterminé par les données, Process Network (PN) dans lequel plusieurs files 
d'exécution peuvent être créées, et finalement les modèles Continuous Time (CT) et Discrete 
Event (DE). L' utilisation de ces différents modèles se fait en assignant des directors , des 
objets insérés directement dans les flux de travaux (Ludascher et al., 2009). Les tâches sont, 
quant à elles, décrites comme des actors qui permettent des activités dans différents 
domaines incluant la bioinformatique (Bowers et al., 2008; Migliorini et al. , 20 Il). Le flux 
de travaux final est décrit dans le langage MoML7, dérivé du XML , qui présente la topologie 
du flux de travaux mais aussi les différents objets et leurs ports d ' entrée et sortie . 
Le projet pPOD (processing PhylOData; phylodata.org) a utilisé le système de flux de 
travaux Kepler pour uniformiser la création d'arbres phylogénétiques à l'intérieur du projet 
AToL (A Tree of Life, http://tolweb.org/) du National Science Fondation des États-Unis 
(Bowers et al. , 2008). Les objectifs d'utilisation de Kepler dans ce projet étaient de 
développer un modèle de données encapsulant tous les types de données menant à la création 
d'arbres phylogénétiques, tout en permettant la collecte de toutes les données créées lors de 
cette inférence. De plus, le projet pPOD fait partie intégrante du CIPRES 
(Cyberinfrastructure for Phylogenic Research) (Ludascher et al., 2009). Un des désavantages 
de cette plate-forme est de requérir la recompilation des outils, la nécessité de mettre en place 
7 A Modeling Markup Language in XML 
(pto lem y .eecs. berkeley .edu/pub 1 ications/papers/00/mom 1/mom 1_ erl_memo. pdt) 
un serveur d'applications et la programmation des objets ou l'utilisation de services Web pour 
leur utilisation. De plus, il n'y a pas de vérification des types de données lors de la création 
des flux de travaux. 
2.6.2 Galaxy 
Galaxy (Figure 2.28) est un système de flux de travaux en ligne programmé en Python et 
Ruby à l'Université Pennsylvania State et à l' Université Emory (Giardine . et al., 2005). 
Celui-ci peut cependant être installé dans un environnement Linux ou Mac, ou encore être 
exécuté sur une instance du Amazon EC2 Cloud8 (Afgan et al. , 201 0). Orienté vers l' étude 
des données de séquençage à haut débit, il est principalement un engin qui permet l' exécution 
de logiciels ou de lignes de commandes sous la forme d ' un data-flow . Dans celui-ci, les 
données sont définies comme des tables dont on peut choisir certaines colonnes comme 
données à analyser (Schatz et al., 201 0; Woollard, 201 0). Galaxy permet également 
l'utilisation de données telles que des alignements de séquences (Blankenberg et al. , 20 Il). Il 
a permis plusieurs études incluant l' analyse de microbiomes (Kosakovsky Pond et al. , 2009), 
l' analyse de gènes non-codants (Hinchcliffe et Webster, 2011) et l' étude de l' hétéroplasmie 
(la présence de plusieurs variantes de génomes mitochondriaux) chez les eucaryotes (Goto et 
a/. , 2010). 
Bien que récemment mise à la disposition de la communauté scientifique, la plate-forme 
Galaxy a comme avantages en phylogénétique d ' être mature et facile à utiliser pour des 
biologistes. De plus, son utilisation en ligne permet de préserver les données et donne accès à 
des ressources computationnelles importantes. Cependant, cette utilisation en ligne ne permet 
pas la manipulation de grands jeux de données s' ils ne se retrouvent pas dans les grandes 
banques de séquences (p. ex. NCBI). De plus, l'installation locale est supportée sous Linux, 
mais n'est pas automatisée et n ' inclut qu ' une seule méthode d' analyse phylogénétique dans sa 
version de base. 
Pour remédier à ces limitations, différentes extensions ont été apportées à la plate-forme. Par 
exemple, il est maintenant possible de lier la plate-forme Galaxy à la plate-forme Taverna, 
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grâce à 1 'application Ta vaxy (Abouelhoda et al., 20 12). Cette extension permet ainsi : 1) 
l' exécution de programmes locaux, 2) le support d ' utilitaires permettant la manipulation des 
séquences, 3) la distribution de tâches sur des ressources computationnelles supplémentaires 
et 4) l' accès à des structures de contrôle (if-else et loops). Une autre extension développée 
récemment est Osiris (Oakley et al. , 20 14). Cette dernière permet de mener des études 
phylogénomiques directement sur Galaxy, en incluant des outils tels que l' alignement de 
milliers de séquences avec MAFFT (Katoh et Standley, 2013) et l'inférence d ' arbres 
phylogénétiques avec les logiciels RAxML (Stamatakis, 2006) et BEAST (Drummond et 
Rambaut, 2007) . 
2.6.3 Taverna 
Probablement le plus connu et utilisé des systèmes de flux de travaux en bioinformatique, 
Taverna version 2.5 (Figure 2.2C) est un logiciel open source permettant la création et 
l'exécution de flux de travaux basés sur des services Web ou l' exécution de tâches locales, 
par exemple des scripts ou des applications Java. Créé dans le cadre du projet myGrid 
(Stevens et al. , 2003), Taverna est présentement intégré au projet my Experiment (Gobie et 
al., 201 0), un site Web cataloguant et permettant la recherche et la diffusion de flux de 
travaux, principalement dans le domaine de la bioinformatique. Supportant seulement un 
modèle d ' exécution, les flux de travaux y sont définis dans un langage dérivé du XML , le 
Scujl (Turi et al. , 2007), langage qui est présentement à sa deuxième version (t2jlow!Scujl2) 
(Sroka et al. , 2009; Missier et al. , 201 0). 
Contrairement au BPEL4WS (Weerawarana et al. , 2005), qui est un langage orienté vers le 
control-flow ayant inspiré sa création (Weerawarana, et al. , 2005), le Scufl2 (Sroka, et al., 
2009) est un langage de data-flow qui permet la construction d ' un graphe d' exécution de 
services distants et locaux. Dans celui-ci , les différentes tâches sont appelées des processors 
qui possèdent des ports d ' entrée (input) et de sortie (output) . Chaque processor peut être lié à 
d'autres par des datalinks. D'autres types de liens, tels que les coordination links , permettent 
de spécifier une ordination des tâches sans avoir besoin d ' être lié à des entrées/sorties . De 
8 http://aws.amazon.com/fr/ec2/ 
plus, chaque flux de travaux peut avoir des entrées formelles définies comme sources et 
sorties (sinks). L'exécution se produit alors lorsque toutes les entrées de la source sont 
disponibles et se termine lorsque les sorties sont produites ou lorsqu ' il y a des erreurs. 
Taverna fait grand usage des services Web qui forment la base de la description des tâches. 
Cependant, du code Java peut aussi être compilé et exécuté à l' exécution du flux de travaux. 
De fait, les utilisateurs peuvent spécifier une liste d' alternative (logiciels et services Web) 
pour chacun des processors. Dans sa définition, un processor peut avoir d' autres paramètres 
tels que le nombre d'essais et le temps entre les essais dans le cas d' échecs des services Web. 
Finalement, aucune structure de contrôle (control-flow) n' est incluse dans Taverna de prime 
abord. L'utilisateur peut, par contre, définir une structure de choix en utilisant des 
composantes du langage de programmation Java pouvant être incorporées au flux de travaux 
(M igliorini et al., 201 1 ). 
Un avantage de Taverna est l'utilitaire CalcTav qui permet de définir et d' exécuter à partir 
d'une feuille de données OpenO.ffice, des flux de travaux à partir des données s'y retrouvant 
(Sroka et al. , 20 Il). De plus, beaucoup d'exemples de flux de travaux sont disponibles en 
ligne. Cependant, un important désavantage de l' utilisation de Taverna est le faible niveau 
d'abstraction dans sa description des types de données . Ainsi , ces types sont simples tels que 
des chaînes de caractères, des entiers, des booléens (M issier, et al., 20 1 0). De fait, ce faible 
niveau d' abstraction complexifie la création de flux de travaux et les rend plus complexes. De 
plus, les services Web ne sont pas toujours idéaux pour l' analyse phylogénétique ou 
phylogénomique car il y a souvent une limite sur le nombre de séquences ou de données 
pouvant être traitées par ces derniers. Ainsi , l' utilisateur doit effectuer lui-même la division 
de ces données avant de les soumettre à ces services pour gérer ces limitations. 
2.6.4 LONI 
Développé en Java pour l'analyse de l' imagerie médicale, LON! version 5.0 (Figure 2.2D) 
(Rex et al. , 2003; Di nov et al., 2009 et 20 Il), ce système permet l' exécution de flux de 
travaux locaux (suite à la création d' un serveur) ou distants, décrits dans un langage XML. Le 
système LON! utilise une logique d'exécution de type data-flow lors de son exécution, 
utilisant le Oracle Grid Engine (Dinov et al. , 201 0). Plusieurs exemples de flux de travaux en 
bioinformatique incluant des exemples de recherche de similarité de séquences BLAST et 
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l'analyse des données de séquençage à haut débit sont disponibles et sont aussi répertoriés sur 
le site de myExperiment (voir Section 2.3). L'intégration d'applications pour l' inférence 
phylogénétique telles que PHYLIP (Felsenstein, 2005) et PAUP (Swofford, 2002) est prévue 
pour la prochaine mise à jour. 
Cette plate-forme a pour avantage en phylogénomique d'avoir une bonne documentation en 
ligne, des outils variés ainsi que plusieurs publications dans le domaine médical. Cependant, 
peu d'outils spécifiques sont présentement disponibles en phylogénétique. En plus, la 
nécessité de l'installation d'un serveur d 'applications et/ou l'utili sation d'outils en ligne 
limitent son application en phylogénomique. 
2.6.5 Triana 
Tri ana version 4. 0 (Figure 2.2F) est un logiciel open source développé en Java, utilisant le 
Java Remote Method lnvocation9 comme engin d' exécution. Triana a été développé à 
l' Université Cardiff comme un projet de physique pour la détection de champs de gravitation 
(voir Majithia et al., 2004; Taylor et Schutz, 1997). Les composantes de Triana sont 
implémentées comme des services (proxy) pouvant être locaux ou distribués. Ces services 
peuvent être: des objets Java, des exécutables locaux, des services Web, des ressources Web, 
le lancement d' une tâche partagée, ou un fichier local ou distant. Nommées components, ces 
composantes acceptent, traitent et produisent des données via des ports définis comme des 
interfaces (Churches et al. , 2006). Les components peuvent avoir plusieurs paramètres tels 
que des adresses proxy alternatives et des répertoires de référence. Le flux de travaux est 
défini dans un langage XML proche du WSDL 10 (un format de description des serv ices Web) 
(Weerawarana et al. , 2005), alors que les components sont des fichiers Java pouvant être 
modifiés par l' utilisateur (Migliorini et al., 2011). Triana supporte à la base un modèle 
d 'exécution basé sur un data-flow . Cependant, quelques composantes permettent un control-
flow via des messages internes (trigger). Des exemples de ces composantes incluent des 
constructions telles que des Loop, If, Duplicator et Merge. 
9 http ://www .orac1e.com/technetwork/javaljavase/tech/i nd ex -j sp-13 6424 .htm 1 
10 http://www. w3.org/TR!wsd1 
Peu d'applications bioinformatiques ont été développées avec Triana. Un seul flux de travaux 
est disponible dans le répertoire myExperiment (voir Figure 2.3), principalement à cause de la 
nécessité de connaître le langage de programmation Java pour la création des flux de travaux. 
De plus, il est difficile de connaître les différents types de données de toutes les composantes 
lors de la création ou de l'utilisation du flux. 
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Figure 2.3 Flux de travaux dans Triana11 permettant 1 'accès à des données provenant 
de la European Bioinformatics lnstitute (EBI). 
Ainsi, un avantage de l'utilisation de Triana en phylogénomique est le fait que celle-ci permet 
des exécutions en parallèle. Cependant, le peu d'exploitation de cette plate-forme de flux de 
travaux en bioinformatique, ainsi que la nécessité de connaître le langage de programmation 
Java pour créer les objets du flux de travaux, rendent son application limitée. 
2.6.6 Bio-Jeti 
La plate-forme Bio-Jeti (Figure 2.2G; Lamprecht et al. , 2009b) est orientée vers l'application 
des principes de la sémantique et de l'exploration de modèle (mode/ checking) à la 
conception de flux de travaux. Plus spécifiquement, cette plate-forme de l' Université de 
Potsdam est bâtie sur l'architecture de jABC et jETI (electronic tool integration platform) 
(Margaria et al., 2005). Elle sert à développer des graphes, qui peuvent ensuite être convertis 
en diverses spécifications (p.ex. en code C++ ou Java) et formats (p.ex. BPEL) via le 
générateur de code GeneSys (Lamprech et al. , 2009a). De plus, Bio-Jeti vérifie que les 
graphes créés répondent aux critères des différents modèles . Elle peut aussi compléter 
certains flux de travaux en suggérant des outils de transformation (Lamprech et al. , 2009a). 
Présentement, cette plate-forme inclut différents types de données définis tels que : Entier, 




Liste itérative et Compteur. De plus, cette plateforme inclut des structures de contrôle telles 
que des itérations et des boucles (ForLoop). Cependant, bien que cette plate-forme compte 
des outils permettant l'alignement de séquences, la recherche dans des bases de données 
biologiques (DDBJ' 2, BioMoby13, EBI) et certaines méthodes d' inférence phylogénétiques via 
des services Web, elle ne comprend pas d'applications exécutées localement. 
2. 7 Réutilisation des flux de travaux 
Bien que les plates-formes de flux de travaux existent depuis des années, plusieurs défis 
restent à combler en ce qui concerne les flux de travaux scientifiques tels que: l' abstraction 
limitée des types de données (Goderis, 2008), une plus grande facilité d'accès 
programmatique aux données, une meilleure performance des plates-formes de création, des 
ressources (applications) utilisables plus importantes, une meilleure sémantique et une plus 
grande facilité à conserver les traces des exécutions (Romano, 2008). De plus, bien qu ' il soit 
à 1 'avantage des systèmes de gestion de flux sc ientifiques de pouvoir accommoder une 
diversité de tâches en permettant l' incorporation de plusieurs types de serv ices (services 
Web, exécutables locaux, exécution de scripts), cette approche fait que peu de flux de travaux 
sont réutilisés et réutilisables en pratique (Goderis et al., 2005; Goderis, 2008; Zhao et al., 
2012). D'ailleurs, l'étude de Zhao et al. (2012) a démontré que plus de 80% des flux de 
travaux trouvés sur le site de myExperiment ne pouvaient être exécutés tels quels. Ainsi , pour 
faciliter cette réutilisation de flux de travaux, Hettne et ses collaborateurs (Hettne et al., 
20 12) ont présenté sept pratiques qui favoriseraient cette réutilisation (voir le Tableau 2.4). 
12 http://www.ddbj.nig.ac.jp/ 
13 http://biomoby.open-bio.org/ 
Tableau 2.4 Pratiques favorisant la réutilisation des flux de travaux. 
Pratiques 
(adapté de Hettne etal. , 20 12) 
• Créer des flux de travaux abstraits dans lesquels plusieurs 
modules peuvent être utilisés si l' un devient inutilisable. Choisir 
de fait des services provenant de distributeurs fiables (p. ex. EBI, 
NCBI) 
• Proposer plusieurs données en sortie, faisant en sorte que ce flux 
de travaux puisse être réutilisé 
• Proposer des exemples d' entrées et de sorties 
• Annoter le flux de travaux pour montrer toutes les étapes et 
utiliser des standards 
• Faire en sorte que le flux de travaux ne soit pas spécifique à 
l' environnement ou sxstème d ' exploitation 
• Réutiliser des sections de flux de travaux si possible 
• V al id er les tl ux de travaux par des procédures de vérification 
2.8 Comparaison des flux de travaux 
La classification spécifique des flux de travaux est un domaine peu étudié. On traite plutôt de 
la comparaison de graphes les représentant (Santos et al., 2008). Néanmoins, la c lassification 
des flux de travaux, et par extension, leur comparaison et l' étab li ssement d' une mesure de 
distances sont essentie lles à plusieurs de leurs usages soit : 1) la réutilisation de flux de 
travaux ou de parties de ceux-ci (Goderis, 2008; Hettne et al., 20 12), 2) la prédiction de leurs 
temps d ' exécution (Smith et al. , 1999; Nadeem et Fahringer, 2009), 3) la dispersion de leurs 
tâches respectives sur de plus grands environnements computationnels (architecture du 
nuage) (Da Si lva et al. , 20 13; Singh et al., 2008; Wieczorek et al., 2009) et l' optimisation de 
leur exécution (Lee et al. , 2009; Vairavanathan et al., 20 12) . 
Toutes les données non-uniformes contiennent une structure due à l' hétérogénéité des tâches. 
Le processus permettant de retrouver cette structure est le regroupement ou la classification 
des éléments en groupes (Schaeffer, 2007). Ce regroupement fait normalement appe l à une 
mesure de simi larité entre les objets. Ce problème est NP-complet, même en ne considérant 
que deux classes (Drineas et al. , 1999) car il y a 2N·1-I bipartitions possibles pour répartir un 
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ensemble de N éléments (Everitt et al., 200 1 ). De fait, les algorithmes de regroupement sont 
normalement des heuristiques. 
On qualifie normalement ce regroupement de non-supervisé (p.ex. par l' algorithme k-means) 
si l'on ne considère pas d'a priori sur les différentes classes représentées par les objets 
(Conte et al. , 2004). De plus, ce regroupement peut être qualifié de fort (hard clustering), si 
chaque élément ne peut être assigné qu'à une seule classe, tel que dans les algorithmes de k-
means ou UPGMA. À l'inverse le regroupement doux (soft clustering ou fuzzy clustering) 
permet l' assignation d ' un élément à plusieurs classes en fonction d ' une probabilité (Vesanto 
et Alhoniemi, 2000). On peut citer, par exemple, l'algorithme c-means permettant cette 
classification (Bezdek, 1981 ; Hathaway et al. , 2000). Cependant, dans le cadre de ce travail , 
nous considèrerons uniquement le regroupement fort . 
2.9 Mesure de distance entre flux de travaux 
Une mesure de distance permettant le calcul de la similarité ou de la dissimilarité entre deux 
flux de travaux doit posséder les quatre propriétés suivantes (Schaeffer, 2007; voir aussi 
Johnson et Wichern, 1992, pour la définition d ' une distance): 
1. La distance entre deux flux de travaux ne peut pas être négative. 
2. La distance entre un flux de travaux et lui-même est de O. 
3. Une distance de 0 entre deux flux de travaux indique qu ' ils sont identiques. 
4. La distance entre les flux de travaux W1 et W2 est équivalente à la distance entre les 
flux de travaux W2 et W1. 
Ainsi, on omet normalement la propriété de l' inégalité triangulaire lorsque l' on compare des 
flux de travaux (Wormbacher et Li , 2010), bien qu ' elle soit requise pour satisfaire la 
définition d'une distance (Johnson et Wichern, 1992). On peut, dès lors, appliquer des 
mesures de similarité ne requérant pas d ' être strictement dans l' espace Euclidien en 
comparant, par exemple, des représentations vectorielles (Schaeffer, 2007). Ainsi , en 
considérant des données quantitatives, différent algorithmes de regroupement prennent en 
c o m p t e  s o i t :  l a  d i s t a n c e  d e  M i n k o w s k i ,  l a  d i s t a n c e  E u c l i d i e n n e ,  l a  d i s t a n c e  e o s i n e ,  l a  
d i s t a n c e  d e  M a n h a t t a n ,  l a  d i s t a n c e  S u p ,  l a  c o r r é l a t i o n  d e  P e a r s o n ,  o u  e n c o r e  l a  d i s t a n c e  
s y m é t r i q u e  d e s  p o i n t s  o u  l a  c o r r é l a t i o n  d e  r a n g s  d e  S p e a r m a n  ( r e v u e  p a r  X u  e t  W u n s c h ,  
2 0 0 5 ) .  
2 . 9 . 1  D i s t a n c e s  E u c l i d i e n n e ,  e o s i n e  e t  a u t r e s  
D a n s  l e  c a s  o ù  u n  e s p a c e  E u c l i d i e n  à  n - d i m e n s i o n s  e s t  c o n s i d é r é ,  l a  d i s t a n c e  E u c l i d i e n n e  o u  
d i s t a n c e  n o r m e  L
2  
( o u  d i s t a n c e  d e  P y t h a g o r e )  e s t  l a  p l u s  u t i l i s é e  ( É q u a t i o n  7 ) .  E l l e  r e p r é s e n t e  
l a  d i s t a n c e  e n t r e  d e u x  é l é m e n t s  d a n s  u n  e s p a c e  à  n  d i m e n s i o n s  ( o u  v a r i a b l e s )  o u  e n c o r e  s u r  
u n  p l a n  ( p o u r  l e q u e l  n = 2 ) .  D a n s  l e  c a s  d e  n  v a r i a b l e s  d é c r i v a n t  u n  m ê m e  é l é m e n t ,  s o i t  P  =  
{ x , ,  . . .  ,  Xn }  e t  Q  = { y , ,  . . .  , y n } ,  o n  d é f i n i t  c e t t e  d i s t a n c e  t e l l e  q u e :  
1  2  )  2  




)  +  . . .  + ( x n - Y n  
( 7 )  
U n  v e c t e u r  d e  p o i d s  w ,  t e l  q u e  d é f i n i  p a r  M a k a r e n k o v  e t  L e g e n d r e  ( 2 0 0  1  ) ,  p e u t  a u s s i  
ê t r e  a j o u t é  à  l a  d i s t a n c e  E u c l i d i e n n e  ( É q u a t i o n  8 )  :  
1 1  
d ( P ,  Q )  = J I  w k  ( x k  - Y k  )
2  
( 8 )  
k ~ J 
C e  v e c t e u r  d e  p o i d s  w ,  c o n t e n a n t  d e s  v a l e u r s  s u p é r i e u r e s  à  z é r o  ( w  ~ 0 ) ,  p e r m e t  l a  
n o r m a l i s a t i o n  d e  c h a c u n  d e s  é l é m e n t s  e t  p e r m e t  d e  n e  p a s  t e n i r  c o m p t e  d e  c e r t a i n e s  v a l e u r s  
n o n  p e r t i n e n t e s  ( M i l l i g a n ,  1 9 8 9 ) .  U n e  a u t r e  d i s t a n c e  e s t  l a  d i s t a n c e  d e  M a n h a t t a n  ( É q u a t i o n  
9 ) ,  o u  n o r m e  L  
1
:  
n  2  
d ( P , Q )  =  C I \ x k - Y k \  )  ·  
( 9 )  
k ~ J 
O u  e n c o r e  l a  d i s t a n c e  d e  M i n k o w s k i  ( É q u a t i o n  1  0 )  q u i  f a i t  u n  l i e n  e n t r e  c e s  d e r n i è r e s .  D a n s  
c e  c a s ,  s i  p e s t  é g a l  à  d e u x ,  o n  a  l a  d i s t a n c e  E u c l i d i e n n e ,  e t  s i  p e s t  é g a l  à  1 ,  o n  a  l a  d i s t a n c e  
d e  M a n h a t t a n  :  
3 7  
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n 
d(P,Q) =Cil xk- Yk I 2 ) 11P . ( 1 0) 
k= l 
Dans le cas où l'on prend en compte un espace non-Euclidien, on peut considérer des 
distances telles que la distance eosine (ou distance cosinus, Équation Il) : 
d(P,Q) = 1- cos() = 1- ft!k=l w. 
n n 
Ix; x IY; 
k= l k=l 
( 1 1) 
Ou encore la distance eosine pondérée : 
n 
Iwk(xk x y k) 
d ( p' Q) = 1 - cos() = 1 - ----;=='k==1===--r=== ( 12) 
La mesure de Tversky ( 1977), dans laquelle la similarité est déterminée par le nombre 
d ' éléments ayant des caractéristiques similaires, a aussi été utilisée par Goderis (2008) pour 
comparer des flux de travaux. Dans d' autres mesures, telle que la distance de Jaccard 
(Jaccard, 1901 ), on considère une représentation binaire des données (revue par Choi et al. , 
201 0). Dans la distance de Tanimoto (Tanimoto, 1957), qui en est une extension, on respecte 
l'inégalité triangulaire (Lipkus, 1999). Cette dernière distance a été utilisée par certains 
auteurs pour comparer des structures sous forme de graphes (Wilkens et al., 2005). 
2.9.2 Distance de graphes 
D'autres mesures d'évaluation de la similarité, appliquées aux flux de travaux (Santos et al. , 
2008), sont les méthodes de graphes (Conte et al., 2004; Dijkman et al., 2009). Des mesures 
de similarité basées sur le maximum common induced subgraph (MCJS) ou maximum 
common supergraph (Bunke et Shearer, 1998; Fernandez et Valiente, 2001 ; Wallis et al. , 
2001) ont été proposées pour les flux de travaux (Goderis et al. , 2008; Santos et al. , 2008) 
(Équation 13): 
dMCIS(W. W ) = 1- 1 MCJS(WI 'W2) 1 
l' 2 max(!~ 1,1 W2 1) 
( 13) 
Dans cette dernière équation, présentée par Santos et al. (2008), deux graphes sont dits 
isomorphiques s'il y a correspondance exacte entre leurs nœuds et qu'une arrête présente entre 
deux nœuds est aussi présente dans les deux flux de travaux. Un sous-graphe commun de 
deux flux de travaux W1 et W2 consiste alors aux sous-graphes H 1 de W1 et fh de W2 tel que 
H1 est isomorphique à H2 (McGregor, 1982). Un sous-graphe commun maximum (MCS) des 
deux flux de travaux est alors le sous-graphe contenant le plus grand nombre d'arcs communs 
aux deux flux de travaux W1 et W2. Un sous-graphe H de W1 et W2 est appelé induit si tous les 
arcs présents dans W1 et W2 sont aussi présents dans H. Le sous-graphe induit maximum 
(MCIS) est alors le graphe contenant le plus grand nombre de ces arcs (Raymond et Willet, 
2002). La notation 1 Wd indique la cardinalité du flux de travaux W1• Cependant, un problème 
persiste dans ce type de comparaison puisqu' elle requiert un nombre suffisant de structures et 
d'annotations communes aux deux graphes pour permettre une bonne comparaison (Santos et 
al., 2008). 
De plus, les flux de travaux n' ont pas de contraintes fixes sur la dimensionnalité, c.-à-d. le 
nombre de nœuds et d ' arrêtes n' est pas fixé a priori (Cordelia et al., 2004; Conte et al. , 
2004). Un désavantage de cette représentation graphique des flux de travaux, lors de leur 
classification, est alors la complexité algorithmique résultante de la comparaison des 
différents chemins dans les graphes (Schaeffer, 2007). Ainsi , alors que la comparaison de 
deux vecteurs se réalise en temps linéaire (Conte et al., 2004; Xu et Wunsch, 2005), la 
comparaison de deux graphes par des algorithmes exploitant l' isomorphisme des graphes 
peut résulter en une complexité factorielle (Cordelia et al., 2004). Il faut cependant noter que 
des algorithmes de complexité polynomiale sont disponibles pour les graphes sous différentes 
contraintes telles que les arbres et les graphes planaires (Luks, 1982). Cependant, 
l' algorithme de référence de similarité de graphes par isomorphismes des sous-graphes 
(UIImann, 1976) a une complexité algorithmique de O(N2N!) . Encore, l' algorithme de 
maximum common subgraph de Bunke et al. (2002) et l' algorithme VF2 (Cordelia et al., 




Ainsi, des approches permettant des erreurs ont été introduites pour la comparaison de 
graphes, incluant l'utilisation de distance d'édition (Robles-Kelly et Hancock, 2005; Bunke et 
Allermann, 1983). La distance d'édition des graphes (graph edit distance) est une évaluation 
du nombre minimal d' opérations (insertions, délétions, substitutions des nœuds ou vertices 
dans le graphe) permettant de transformer un graphe en un autre (Riesen et Bunke, 2009; 
Sanfeliu et Fu 1983). On peut aussi permettre la fusion et la dé-fusion de certains nœuds lors 
de ce calcul (Wallis et al. , 2001; Duda et al., 20 Il). La difficulté dans ce cas est que la série 
d'opérations transformant un graphe à un autre peut-être multiple (Riesen et Bunke, 2009) . 
On utilise alors encore des heuristiques pour estimer le nombre d ' opérations nécessaires 
(Conte et al., 2004), résultant en des complexités algorithmiques de O(N3) (Riesen et Bunke, 
2009; Zeng et al., 2009), pour la comparaison de deux graphes. 
2.10 Méthodes de regroupement 
Les méthodes de regroupement sont divisées en deux catégories (Figure 2.4): les méthodes de 
partitionnement cherchant à trouver des groupes d 'éléments, et les méthodes hiérarchiques 
cherchant en plus à établir des liens de parenté entre les différents éléments . 
Armadlllo 
Groupe! 
Souris J Groupe 2 
'----'-'--"--~ 1 Rat 
Lapin Hérisson j 
Cheval j 1 Chien j 1 Chat 
Groupe 3 
Figure 2.4 Regroupement hiérarchique (haut) et regroupement par partitionnement (bas). 
2. 10.1 Méthodes de partitionnement 
Les algorithmes de partitionnement cherchent à trouver la meilleure partition de N é léments 
en K classes (ou groupes). Généralement, ces méthodes produisent des résultats de meilleure 
qualité que les méthodes hiérarchiques (Ng et Han, 2002). Les méthodes de k-means 
(MacQueen, 1967) et de k-medoids (Kaufman et Rousseeuw, 1990) sont deux méthodes 
représentatives de ce type de regroupement qui divisent un ensemble d'éléments en k classes 
prédéfinies. Cependant, étant des heuristiques, l' application de ces méthodes ne conduit pas 
toujours au même regroupement. De plus, elles ne permettent pas de détecter les groupes de 
formes irrégulières (Berkhin, 2006). La méthodologie de k-means compte plusieurs variations 
(Revue par Jaïn, 201 0) tout comme la méthode k-medoids (Reynolds et al., 2004). D'autres 
méthodes de partitionnement, telles que les SOM (Seif-Organising Map), sont capables de 
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prendre en compte des données de formes irrégulières tout en étant moins sensibles aux 
points aberrants (Vesanto, et Alhoniemi, 2000). Ces méthodes peuvent aussi être appliquées 
directement aux graphes en prenant comme distance le chemin le plus court entre deux tâches 
(Yamakawa et al., 2006; Günter et Bunke, 2002). 
2.1 0.1.1 k-means 
L'algorithme k-means (MacQueen, 1967) est l' un des a lgorithmes les plus utilisés dans le 
domaine de la classification (Wu et al. , 2008). L' un des avantages de 1 ' algorithme k-means et 
de ses variations est sa simplicité. Une recherche locale, appelée itération de Lloyd, s' effectue 
itérativement jusqu 'à ce qu ' il n'y ait plus de changements dans l' assignation des différents 
é léments à leur groupe (Lloyd, 1957). Dans l' algorithme original , on partitionne 
automatiquement n éléments en K groupes avec une complexité algorithmique de 
O(K x n x m x i) où rn représente le nombre de variables et le nombre d ' itérations (i) est 
généralement compris entre 50 et 500 (Frahling et Soh ier, 2008). Pendant ces étapes, on 
utilise normalement la distance Euclidienne pour évaluer le centre de chacun des groupes, le 
centroide, qui représente le point milieu évalué après chaque itération . Effectivement, cette 
méthode minimise la distance intragroupe au carré et maximise en même temps la somme des 
distances intergroupes au carré (Witten et Tibshirani , 201 0). Une description plus complète 
de cet algorithme sera présentée au chapitre 4. 
Parmi les améliorations apportées à la méthode originale, Bradley et collaborateurs (2000) 
ont ajouté à l' algorithme une contrainte de taille minimum pour éviter les groupes ne 
contenant aucun élément. Cette modification fait suite à l' observation que dans le cas d ' un 
regroupement contenant plus de 10 variab les décrivant les éléments et un nombre de groupe 
supérieur à 20, l' algorithme converge souvent vers des minimums locaux et amenant des 
groupes contenant peu de données ou étant vides. Wagstaff et collaborateurs (200 1) ont, par 
la suite, ajouté des contraintes permettant de spécifier l' inclusion ou l'exclusion d'éléments 
de certains groupes (p.ex. l' é lément X ne doit pas se retrouver avec l' é lément Y). D' autres 
versions hybrides incluent la réduction de l' espace de recherche en utilisant la technique de 
l' analyse des composants principaux (PCA , Ding et He, 2004), considérant des coresets 
(données représentatives) (Frahling et Sohier, 2008), ou encore incluant des algorithmes 
génétiques lors de la recherche des centroids (Lu et al. , 2004). Finalement, puisque le temps 
d'exécution de l'algorithme peut devenir exponentiel (Arthur et Vassilvitskii , 2006), 
plusieurs versions exploitant le parallélisme, telles que k-means++ et k-means sur des 
processeurs graphiques, ont été implémentées (Hong-Tao et al., 2008, Bah mani et al. , 20 !2). 
2.10.1.2 k-medoids 
L'algorithme k-medoids (Kauffman et Rousseeuw, !990) est une modification de 
l'algorithme de k-means dans laquelle le centre du regroupement, maintenant appelé 
médoide, est un objet représentatif du groupe. L'algorithme choi sit, dans ce cas, l' élément 
minimisant la distance intragroupe. Les avantages de la méthode k-medoids sur la méthode k-
means est que cette méthode peut prendre en entrée une matrice de distances et qu ' il n' y a 
pas de recalcul de nouvelles distances à chacune des itérations . Une description détaillée de 
cet algorithme est présentée au chapitre 4. La complexité algorithmique de cette méthode est 
ainsi de O(K x (n-K) 2 xmxi). 
Plusieurs modifications ont été apportées à l' algorithme original pour réduire cette 
complexité. Reynolds et al. (2004) ont optimisé la recherche des médoïdes en les ordonnant 
et en utilisant une technique permettant de réduire le calcul de la distance intragroupe. De 
même, Zhang et Couloigner (2005) ont suggéré l' utilisation d ' un réseau triangulaire pour 
calculer le coût d ' utilisation d ' un nouveau médoïde durant la phase de recherche pour une 
application en géographie. 
2. 10. 1.3 Autres méthodes 
L' algorithme PAM (Partition Around Medoids ; Kaufman et Rousseeuw, 1990) est une 
modification de l' algorithme k-medoids, utilisant une méthode de hill-climbing pour trouver 
des médoïdes potentiels à chaque itération en interchangeant seulement des éléments. 
La méthode PAM peut être résumée telle que : 
l . Prendre K éléments aléatoirement pour être les médoïdes originaux et assigner 
chacun des non-médoïdes au groupe le plus proche. 
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2. Échanger un médoïde à un non-médoïde si la distance intragroupe est minimisée. 
3. Recalculer les positions des médoïdes. 
4. Assigner chaque non-médoïde au médoïde le plus proche. 
5. Répéter les étapes 2 à 4 jusqu ' à ce que la position des médoïdes soit fixe , c.-à-d. 
que la distance totale de chacun des éléments à son médoïde soit égale à celle de 
1 'itération précédente. 
Ce faisant, chaque itération requiert le calcul de K(n-K) paires de distances résultant dans une 
complexité de équivalente de O(K x (n- K) 2 x m x i) (Ng et Han, 2002). 
L'algorithme CLARA est une modification de l' algorithme PAM, dans lequel ont effectue un 
tirage aléatoire des éléments : 
1. Pour i variant de 1 à 5 répéter les étapes suivantes : 
2. Prendre un échantillon de 40 + 2K éléments et appliquer l' algorithme PAM . 
3. Assigner chaque élément dans le jeu de données au médoïde le plus rapproché. 
4. Calculer le coût global et retenir les médoïdes si le coût est plus faible que à 
1' itération précédente. 
5. Retourner à l'étape 1. 
Cette formulation , qui requiert seulement l' évaluation de 40+2K éléments, résulte en une 
complexité de O((K x (40+K)2 +K x (n - K)) x m x i)soit O(K 3 +nxK)(Ng et Han, 
2002). Pour réduire cette complexité, une version optimisée de l' algorithme, CLARANS, a été 
développée (Ng et Han, 2002). Dans celle-ci , les médoïdes sont choisis à partir d ' une liste 
ordonnée minimisant la recherche de solution, de concert à un nombre maximum d ' éléments 
voisins recherchés, résultant en une complexité de O(N2) . Cependant, dans ce cas, tout 
comme l' algorithme CLARA, tous les points ne sont pas considérés. Par ailleurs, 
l'algorithme de DBSCAN utilise une fonction de densité, c.-à-d. une distance maximale 
considérée entre deux points, le rendant capable de travailler sur des formes irrégulières, à 
l'inverse des méthodes basées sur des heuristiques telles que k-means et k-medoids. De plus, 
la recherche heuristique par l'algorithme DBSCAN amène une complexité algorithmique de 
O(N log N) lorsqu ' un pré-classement des données est considéré, ou de O(N2) sans ce pré-
classement (Ester et al. , 1996). Cependant, cet algorithme ne peut être utili sé avec des jeux de 
données présentant de fortes différences de densité (tels que les flux de travaux). Il permet 
aussi que certains éléments soient omis ou présents dans plusieurs groupes. 
2.1 0.2 Méthodes hiérarchiques 
Les approches hiérarchiques génèrent une hiérarchie de groupes imbriqués (Berkhin, 2006). 
Elles convergent plus rapidement que les méthodes de partitionnement en ne visitant qu ' une 
fois chaque élément durant leur exécution (Xu et Wunsch, 2005). Deux approches sont alors 
considérées: l'approche agglomérative ou l' approche par division. L'approche agglomérative 
comprend des algorithmes tels que UPGMA (voir Chapitre 1) qui relient les éléments les plus 
proches jusqu'à ce qu'il ne reste plus d ' éléments. L'approche par division va plutôt diviser un 
groupe initial d ' éléments en sous-groupes en se basant encore sur la distance entre ceux-ci. 
Un algorithme représentatif de cette méthode est l' algorithme de Neighbor-Joining. Les 
approches agglomératives ont généralement une complexité algorithmique minimale de 
O(N2), due au calcul de la matrice de distance inhérente au regroupement (Karypis, 2002; 
Zhao et al. , 2005). Cependant, l' algorithme CLUTO (Karypis, 2002), utilisant une distance 
eosine et une combinaison hybride d 'algorithmes agglomératifs et de partitionnements, 
permet de réduire cette complexité algorithmique à O(N213 log N) en divisant, tout au long 
des itérations, le nombre de groupes à évaluer et le nombre d 'é léments dans ces derniers. 
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Tableau 2.5 Complexités algorithmiques des méthodes de regroupement. 
Algorithme Complexité algorithmique (temps) 
k-means O(KxNxmxi) 
k-medoids O(Kx(n- K) 2 x mxi) 
Fuzzy c-means O(N) 
CLARA O((Kx (40+ K) 2 + Kx(N- K))x mx i) 
CLARANS O(N2 ) 
Général hiérarchique* O(N2 ) 
UPGMA O(N2 ) 
FITCH O(N 4 ) 
KITSCH O(N 4 ) 
Neighbor-Joining O(N3 ) 
CLUTO O(N213 Iog N) 
Méthodes d ' isomorphisme O(N!) des graphes** 
Méthode d 'édition de O(N3 ) graphes** 
*Basé sur l'analyse algorithmique de Xu et Wunsch (2005). 
** Voir également Riesen et Bunke (2009), Schaeffer (2007) et Zeng et al. (2009). 
2.11 Détermination du nombre de groupes 
Différents critères aident à la détermination du nombre optimal de classes durant la 
classification par partitionnement. Soit Qk> la qualité d'un partitionnement correspondant à la 
valeur de ce critère de regroupement comprenant k groupes. Certains de ces critères 
recherchent une valeur maximale de cette valeur Q ou minimale (Tableau 2.5). Par ailleurs, 
on recherche plutôt une différence maximale, ou minimale, entre différentes valeurs de Q 
pour certains critères (p.ex. LogSS) Cette règle correspond à la différence maximale entre 
deux valeurs de pentes V (Équation 14 ). Cette valeur de pente V, correspond à la différence 
entre deux valeurs de Q successives (Q;-J et Q;) (Équation 15) : 
k = arg max(V; - V;_1), et (14) 
vi = Q;wQ; (pentes) . (15) 
Une analyse de 30 différents critères a été réalisée par Milligan et Cooper (1985) qui ont 
trouvé que le critère de Calinski-Harabasz était le plus représentatif pour définir le nombre de 
classes optimal. Depuis, de nouveaux critères et des jeux de données plus conséquents ont été 
étudiés par Arbelaitz et collaborateurs (20 13) qui ont déterminé que le critère Silhouette 
utilisé avec l'algorithme k-means permettait une meilleure détermination du nombre de 
groupes. 
Tableau 2.6 Critères de regroupement les plus communs (Arbelaitz et al. , 20 13). 
Critères R~le Références 
Cal inski-Harabasz Maximum Calinski et Harabasz ( 1974) 
Silhouette Maximum Rousseeuw ( 1987) 
Davies-Bouldin (DB) Minimum Davies et Bouldin ( 1979) 
LogSS Différence Hartigan ( 1975) 
minimale 
Bali-Hall Différence Bali et Hall ( 1965) 
maximale 
2.11.1 Indice de Calinski-Harabasz 
L'indice Calinski-Harabasz (CH, Calinski et Harabasz 1974) est un critère considérant à la 
fois la distance intergroupe (SS8 ) et la variance intragroupe (SSw) (Équation 16). Ici , K est 
définie comme le nombre de groupes et n le nombre d ' éléments : 
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CH(K)= SSs x (n-K). 
SSw (K -1) (16) 
Le calcul du coefficient SS8 (Équation 17) est évalué en calculant la norme L2 (distance 
Euclidienne) entre le vecteur représentant les centroids des groupes meank et le vecteur mean, 
représentant la moyenne de tous les éléments. Aussi , le coefficient SSw (Équation 18) peut 
être calculé de la même façon, où Y ;k est un vecteur représentant l' élément i dans le groupe k, 
et nk le nombre d'éléments dans le groupe k. 
K 
SS8 = L>kllmeank - meanll
2
, et (17) 
k = l 
K " k 
SSw = L L IIY- meank 11 2 · (18) 
k = l i= lk 
2.11.2 Indice Silhouette 
La distance Silhouette (Rousseeuw 1987) est une mesure de 1 ' appartenance d ' un objet à son 
groupe, plutôt qu ' au groupe le plus proche (Kaufman et Rousseeuw 1990). Pour chaque 
élément i , a(i) est la distance moyenne entre i et tous les autres éléments du groupe C;. Ainsi , 
pour chaque groupe sauf C;, la distance d(i,C) est la distance moyenne entre i et les éléments 
dans le groupe C. Alors, b(i) est la plus petite de ces distances. L' indice Silhouette est défini 
comme suit (Équation 19) : 
s(k)=[I b(i)-a(i) 1/nk. 
i=l max(a(i),b(i)) 
(19) 
Et l'indice global pour une classe K pour un ensemble de groupes est la moyenne de tous les 
indices Silhouette individuels (Équation 20) : 
K 
s(K) = L:[s(k)] ! K. (20) 
k= l 
2.11.3 Indice LogSS 
L' indice LogSS (Hartigan, 1975) estime la variance entre les groupes (Équation 21) sans 
correction sur la taille de ces groupes, à l'inverse de l' indice de Calinski-Harabasz. Les 
variances intergroupes et intragroupe se calculent de la même manière dans les Équations 17 
et \8 . 
ss logSS(K) = log-8 . 
SSw 
2.1 1.4 Autres indices de regroupement 
(21) 
Plus de 40 indices ont été répertoriés jusqu ' à maintenant (Arbelaitz et al. , 20 13 ; Desgraupes, 
20 13 ; Milligan et Cooper, 1985). Parmi les autres indices employés, 1 ' indice de Bali-Hall 
(Bali et Hall , 1965) mesure la dispersion moyenne des groupes en fonction de la racine carrée 
moyenne des points, soit la distance des éléments par rapport à leurs centres respectifs 
(distance intragroupe). En ajoutant la distance intergroupe, on obtient l' indice de Davies-
Douldin (Davies et Bouldin, 1979), qui est une méthode mesurant la séparation intergroupe et 
la distance intragroupe. Dans cet indice, la moyenne de la somme des distances entre chaque 
paire de points composant deux groupes, en fonction de leurs centres respectifs est prise en 
compte. On mesure donc la dispersion des deux groupes divisée par la distance de leurs deux 
centres. Finalement, l' indice Dunn (Dunn, 1973) est basé sur la racine carrée de la distance 
minimale entre deux groupes (mesure de la séparation intergroupe) qui est divisée par la 
racine carrée de la distance maximale entre deux points du même groupe (mesure de 
l' encombrement intragroupes). Ainsi , cette mesure de la séparation est fonction des deux 
points les plus rapprochés entre les deux groupes (Arbelaitz et al. , 20 13). Cependant, puisque 
l'on ne tient pas compte de la moyenne des données, l' indice de Dunn est très susceptible au 
bruit aux points aberrants (outliers). De plus, si les groupes sont très rapprochés, la 
représentativité de l'indice sera très faible. De fait, on recommande normalement de 
comparer plusieurs indices pour trouver le nombre de groupes optimal puisque aucun indice 
ne convient à tous les jeux de données (Everitt et al., 2001 ; Kaufman et Rousseeuw, 1990; 
Xu et Wunsch, 2005). 
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2.12 Comparaison des partitions : 1' indice Rand 
Une foi s le nombre de groupes déterminé et le regroupement réali sé, on peut utili ser un 
critère pour comparer ce résultat à une partition de référence. On utili se a lors différentes 
mesures de distance te lles que l' indice non paramétrique de McNemar ( 1947), l' indice Fou 
indice de Czekanowski-Dice équivalent (F-measure; van Rij sbergen, 1979), ou encore 
l' indice de Fo lkes-Mallows (Fowlkes et Mallows, 1983) (revue par Desgraupes et al., 201 3). 
Cependant, l' indice le plus utilisé est l' ind ice Rand (Rand, 197 1). Dans ce lui-c i (Équation 
22), a est le nombre de pa ires d ' é léments se retrouvant dans le même groupe dans les 
partitions U et V, b est le nombre de pa ires d ' éléments qui sont ensemble dans U ma is non 
dans V, c est le nombre d ' é léments qui sont ensemble dans V mais pas dans U, et d est le 
nombre d ' éléments qui sont dans des groupes di fférents dans les deux partitions (Rand, 
197 1): 




Dans ce chapitre, nous avons exploré les environnements de création des flu x de travaux et 
différentes approches et a lgorithmes permettant de les comparer. Nous introdui rons, dans le 
prochain chapitre, une nouvelle plate-forme locale de flux de travaux, Armadillo. Cette plate-
forme permet la recherche d ' hypothèses en fac ilitant l' utili sation de plusieurs tâches et 
méthodes dans la même expérimentation. Cette plate-forme intègre des structures de contrô le 
(boucles For et fonctions conditionne lles /j) et comprend différents éléments pouvant aider à 
la comparaison des flu x de travaux (p.ex. types défini s, temps d ' exécution conservés). 
CHAPITRE III 
LA PLATE-FORME ARMADILLO 
L' Armadillo ou tatou (Dasypus novemcinctus) est un animal des Amériques 
présentant 9 bandes (du Latin novemcinctus) sur sa carapace. Le nombre de ces 
bandes peut varier de 7 à Il et permet à celui-ci de se protéger en se mettant en 
boule. Pratiquement omnivore, il est aussi extraordinaire par son mode de 
reproduction dans lequel quatre jumeaux génétiquement identiques sont mis au 
monde après division d' un seul ovule fécondé. - Lecointre et Guyader (200 1) 
3.1 Préface 
Dans ce chapitre, nous introduirons une nouvelle plate-forme de flux de travaux, développée 
durant ce projet doctoral. Cette plate-forme, dédiée à la recherche en phylogénétique et 
phylogénomique, prône l'exécution locale des tâches et de programmes bioinformatiques 
populaires (Tableau 1.1 ). Contrairement à d' autres plates-formes telles que Taverna et 
Galaxy, la plate-forme Armadillo incorpore directement des structures de contrôle (control-
flow) dans les flux de travaux. Un certain nombre d'outils bioinformatiques et 
phylogénétiques généraux a été inclus dans la première vers1on du logiciel. Comme 
Armadillo est un projet« open-source », il permet aussi aux scientifiques de développer leurs 
propres modules ainsi qu'intégrer de nouvelles applications informatiques. Grâce à cette 
plate-forme de flux de travaux, une série de tâches phylogénétiques complexes peut être 
modélisée sans aucune connaissance préalable de la programmation . La première version de 
Armadillo a été utilisée avec succès par des professeurs de bioinformatique de l'Université du 
Québec à Montréal dans le cadre des cours de biologie computationnelle offerts aux cycles 
supérieurs en 2010-20 Il . Le programme et son code source sont disponibles gratuitement à 
l'adresse url : <http://www.bioinfo.uqam.ca/armadillo> . Une partie du texte présenté a fait 
l' objet d ' une publication dans la revue PloS One (Lord et al. , 2012). 
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3.2 Introduction 
La bioinforrnatique est un domaine en rapide évolution qui englobe la biologie moléculaire, 
la biochimie, la science de l'informatique et des statistiques (Oinn et al. , 2006). Elle a émergé 
en raison de l'augmentation dramatique et de la complexité des données génomiques 
disponibles (Hoon et al. , 2003). La phylogénétique, qui est un sous-champ de la 
bioinformatique et de la biologie moléculaire, qui étudie les relations évolutives entre les 
organismes en fonction de leur proximité moléculaire, ou encore de leurs différences 
morphologiques. Elle présente ces relations à travers des représentations appelées arbres 
phylogénétiques (ou phylogénies) (Felsenstein, 2004). 
Le développement d'une variété d'algorithmes phylogénétiques a conduit à la conception de 
nombreuses applications informatiques générant souvent des résultats différents lors de la 
résolution du même problème de biologie computation ne lie (Hoon et al. , 2003; Stevens et al. , 
2007). Ainsi, la modélisation et la conduite de simulations bioinformatiques in si/ica peut être 
une tâche très difficile en raison de cette quantité et cette diversité des outils disponibles, 
mais encore du nombre de banques de données regroupant les informations génomiques 
qu ' un chercheur doit consulter. Souvent, des tutoriels et des exemples sont distribués avec les 
applications phylogénétiques et bioinformatiques, tandis que des cours de formation sont 
offerts sur le Web et peuvent être trouvés dans différents annuaires, tel que le 
Bioinformatique Link Directory (Brazas et al., 201 0). Cependant, aucune « pratique 
standard » pour la bioinforrnatique et 1 ' analyse phylogénétique n'a encore été strictement 
définie à l'exception de domaines très spécifiques, voir Yang (2007) ou Swofford (2002). 
Chaque étape d'une analyse peut ainsi être effectuée en utilisant une variété de méthodes et 
d'outils (Hoon et al., 2003). De plus, tout en réalisant leurs expériences et leurs simulations, 
les bioinformaticiens doivent faire face aux limitations des différents logiciels et à des 
questions d'intégration de données (Oinn et al. , 2006). En outre, des résultats erronés de 
l'analyse de données biologiques peuvent survenir lorsque des outils et des modèles 
accessibles, mais non-adéquats, sont utilisés pour le traitement des données (Wong et al., 
2008). 
De même, une augmentation dramatique des données génomiques et phylogénétiques cause 
une demande accrue pour des logiciels permettant la création et la gestion de pipelines 
d ' analyse traitant ces données d' une manière automatisée. Par exemple, Cicarelli et al. (2006) 
ont développé une procédure automatique pour reconstruire un arbre phylogénétique avec des 
longueurs de branches incluant des espèces des trois règnes de la vie. Cette procédure peut 
être représentée comme un flux de travaux bioinformatique typique englobant les principales 
tâches suivantes (voir également la Figure l de Ciccarelli et al. , (2006)): ( l) sélection et 
préparation des familles de gènes marqueurs, (2) production de l'alignement de séquences, (3) 
concaténation des séquences (en une super-matrice), (4) détection systématique et 
l'élimination des transferts horizontaux de gènes, (5) reconstruction de l'arbre phylogénétique, 
et (6) évaluation de la phylogénie inférée. Philippe et collaborateurs (200 l) avertissent 
toutefois que l'analyse phylogénétique automatique a ses propres limitations et mettent ainsi 
en garde les utilisateurs de tels systèmes contre les pièges les plus fréquents. En conséquence, 
toutes les données générées automatiquement devraient être systématiquement vérifiées 
« manuellement » et corrigées si nécessaires, avant de procéder à la poursuite de leur 
traitement ou de leur interprétation. 
Ainsi, une tâche typique de la bioinformatique peut être décrite comme un pipeline dans 
lequel les ressources ou les données sont traitées successivement par une série d'outil s dédiés 
(Oinn et al. , 2006). Un pipeline oujlux de travaux comprend généralement trois étapes: (1) 
l'acquisition des données, (2) l'analyse des données et (3) une étape consistant en la 
génération d' un rapport traitant des résultats (Stevens et al., 2007). La Figure 3.1 présente un 
exemple d' une telle tâche bioinformatique, soit la recherche de séquences d'ADN semblables 
à une séquence cible. Une telle tâche requiert une combinaison de trois étapes: (1) l'entrée 
d ' une séquence d'ADN donnée dans un format de données particulier, (2) sa conversion vers 
un format compatible en fonction des outils utilisés, et enfin, (3) l'exécution d'une requête 
vers une base de données en ligne ou une base de données locale appropriée à l'aide d'un 
algorithme de comparaison de séquences tel que 1 'algorithme BLAST (Johnson et al., 2008). 
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Par conséquent, la construction d'études bioinfo rmatiques rigoureuses nécess ite l'intégration 
de plusieurs outils informatiques, qui peuvent inclure des applications publiques ou 
commerciales. Les principaux problèmes peuvent alors survenir lors de leur intégration dans 
un seul pipeline: des protocoles de communication incompatibles entre les applications (p.ex. 
des formats de fichi ers ou des options de ligne de commande incompatibles), les conditions 
matérielles requi ses pour les algorithmes de chacune des applications sont non-spéc ifiées, 
l'accès électronique limité ou inexistant à des banques de données biologiques publiques ou 
privées, les logic iels fonctionnant sous différents systèmes d'exploitation (OS) et des rapports 
de résultats non normalisés qui sont générés par les diffé rentes applications (Stevens et al., 
2007). Les sc ientifiques étudiant les sciences de la vie, qui n'ont aucune connaissance 
préalable en informatique, sont alors so it limités à une utilisation de base des outil s existants, 
ou soit doivent apprendre un langage script, tel que Perl (F igure 3. 1 A), ou un langage de 
programmation, tels que le langage C ou le langage Java (Dudley et Butte, 2009), afin de 
mettre en œuvre leurs expériences. 
Quelques outils info rmatiques ont été mt s en place pour aider les chercheurs en 
bioinformatique à effectuer ces tâches de plus en plus complexes: ( 1) des applications Web 
telles que Galaxy (G iardine, 2005) (F igure 3. 1 B) ou la plate-forme ENSEMBL de la 
European Bioinf ormatics Institute platform (EB I) (Goujon et al. , 201 0) qui permettent aux 
utilisateurs l'accès à des grappes de calculs mul tiprocesseurs à l' aide d' une interface 
conviviale. De plus, des portails di sponibles uniquement sur le Web tels que Phylogeny.fr 
(Dereeper et al. , 2008), Phylemon (Sànchez et al., 20 1 1) et Bioextract.org (Lushbough et al. , 
2011 ), permettent la création de pipelines d'exécution sim ples destinés à l'inférence 
phylogénétique (c.-à-d. les boucles et les opérations conditionnelles ne sont pas permises 
dans ces pipelines) ou encore le serveur Web AIR (Kumar et al., 2009) destiné à la 
réalisation d'analyses phylogénomiques utili sant une méthode de super-matrices; (2) des 
bibliothèques ou APi 4 de programmation (BioPerl (Stajich et al. , 2002), Biojava (Hot land et 
al., 2008), etc) écrites en langages scripts ou de programmations populaires pour fac iliter les 
14 Interface de programmation d'applications 
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tâches de programmation; (3) des applications multitâches (c.-à-d. des applications 
fus ionnant di fférents programmes) ou progic iels, combina nt une variété d'a lgorithmes 
bio informatiques généraux, te ls que MEGA (Tamura et al. , 20 Il ), Geneious (Drummond et 
al. , 2009) et Mesquite (Maddisson et Madi sson, 20 11 ). Les exemples d'ana lyses 
bioinformatiques mi s à la di sposition des chercheurs v ia les tro is dernières applicat ions 
comprennent : l' alignement de séquences, l' inférence phylogénétique, l'assemblage des shorts 
reads 15, l'analyse de la recombinaison, la reconstruction des états ancestraux des séquences, 
la simulat ion de l'évolution des caractères et la détection de la coalescence profonde. De la 
mê me manière, PAML (Yang, 2007), PAU P (Swofford, 2002), PHY LI P (Fe lsenste in , 1989) 
et T-REX (Boe et al. , 20 12) sont des applications multi fo nctio nnelles spéc ia lisées axées sur 
l'analyse phylogénétique . 
Alors que le premier et le tro isiè me types d'outi ls s'appuient sur la manipulation de fo rmats 
de données diverses et l'exécut ion manuelle d'appl ications di ffé rentes pour répondre aux 
questions bio logiques, le deuxième type d'outil , c.-à-d. les API de programmat ion , 
nécess itent une connaissance approfond ie des langages de programmation. Ainsi , une 
approche émergente dans la co mmunauté des bio info rmaticiens est le déve loppement de 
plates-formes de workjlows ou fl ux de travaux (Figures 3. 18 -3. 1 D) (Romano, 2008), qui 
peuvent être util isées pour la conception et l'exécution d ' études de simulations, l' analyse 
d 'échantillons ou à des fin s éducatives. 
Ces plates-formes de flux de travaux sont constituées de processus ou d ' applicat ions 
connectées . Elles ont été initia lement mi ses en place et utili sées dans le doma ine fin anc ier et 
les environnements d'affa ires (O inn et al. , 2007; Woollard et al., 2008) . Les fl ux de travaux 
ont également été employés activement pour re lier en cha ine des logicie ls spéc ia li sés dans le 
but de créer un flux de données (data-flow) intégré au processus de déve loppement de 
certains logiciels, et auss i d ' applications sc ienti fi ques (O inn et al., 2007). Il s fo urn issent a ins i 
un environnement propice à la définiti on, à la gestion et la coordination des activités de 
tra itement de données (Lin et al. , 200 1 ). Les plates-formes de gestion de flux de travaux ont 
15 Courts segments d'A DN produits par le séquençage de nouve lle génération. 
ainsi évoluées de simples gestionnaires d'exécution à des systèmes complexes pennettant 
l'exécution conditionnelle de flux de données et la répartition de tâches en fonction d'une 
logique temporelle ou en fonction des ressources disponibles (Oinn et al., 2006; Giardine et 
al., 2005). Ces plates-formes pennettent également de simplifier l'automatisation de tâches 
sujettes à l'erreur, la collecte de données, la refactorisation et l'organisation des entrées 1 
sorties, le traitement des résultats et une représentation graphique de ceux-ci (Oinn et al., 
2006; Beaulah et al. , 2008). Les exemples de plates-formes de flux de travaux dédiés au 
domaine de la bioinformatique comprennent la plate-forme Web Galaxy (Giardine et al. , 
2005) (Figure 3.1 B) et la plate-forme locale Taverna (Oinn et al. , 2007) (Figure 3.1 C). Ces 
dernières contiennent un langage de descriptions des flux de travaux spécifique ainsi qu ' un 
modèle d ' automatisation spécifique. Toutefois, tandis que la plate-forme Galaxy est basée sur 
une architecture de serveurs privés, Taverna s'appuie sur des services Web développés et 
maintenus par des tiers. 
Des études antérieures ont démontré que les plates-formes de flux de travaux peuvent 
également être utiles dans la conceptualisation de solutions, tout en facilitant l'apprentissage 
«just-in-time» par leur pouvoir de démonstration (Ma et al. , 201 0). Ainsi, plusieurs plates-
formes de flux de travaux ont été consacrées au domaine de l'éducation (Lin et al., 2001 ; Ma 
et al. , 2010; Deelman et al., 2005 ; Gil et al,. 2011 ; van der Veen et al., 2000). Elles 
fournissent aux enseignants différents protocoles, les aidant à créer du contenu pédagogique 
en ligne (e-learning, l'apprentissage à distance) ou local (Lin et al., 2001 ; Vouk et al., 1999), 
tout en gardant la trace des résultats, des échecs et des tentatives de résolution de problèmes 
des étudiants (Vouk et al. , 1999). La plupart des flux de travaux éducationnels sont ainsi 
conçus pour améliorer la cognition des élèves, soit vérifier la qualité du processus 
d'apprentissage (Zhang et Li, 2009). Au meilleur de notre connaissance, aucune plate-forme 
de flux de travaux consacrée à l'éducation de la bioinformatique n 'a encore été proposée. 
Ainsi, le développement d ' une plate-forme de flux de travaux encapsulant des algorithmes 
bioinformatiques et des formats de données populaires dans cette discipline, serait très 
important pour ce domaine en expansion . Une telle plate-forme permettrait aux étudiants 
d'ignorer la programmation et « la cuisine», nécessaires à cette science, pour se concentrer 
directement sur les objectifs réels de leurs projets. Cette plate-forme devrait idéalement 
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satisfaire à un principe du WYSIWYG (What You See Is What You Get) , ou plus précisément 
dans notre cas, à un principe du WYPIWYG (What You Pipe Is What You Get) (Hoon et al., 
2003). 
Nous avons donc développé Armadillo, une plate-forme de flux de travaux originale dédiée à 
la modélisation phylogénétique complexe et aux expériences générales en 
bioinformatique. Armadillo permet une exécution locale d' applications phylogénétiques 
populaires. Ce faisant, elle permet aux utilisateurs de concevoir rapidement et de mettre à une 
plus grande échelle (scale up) des expériences de biologie computationnelle, de faciliter la 
gestion de différents formats de données, d' effectuer des transactions électroniques avec les 
principales banques de données biologiques et la conversion automatique des entrées et 
sorties de plusieurs logiciels du domaine. De plus, la plate-forme proposée présente une 
interface utilisateur graphique (GUI) , dans laquelle les applications disponibles sont 
représentées de manière classique sous forme de boîtes simples reliées en pipeline par des 
boîtes d'interconnexions. Ces interconnexions représentent des évènements d'acquisition de 
données et permettent la conception d' un flux impliquant différentes applications 
phylogénétiques (voir Figure 3.1 D) . Dans les sections suivantes, nous allons décrire les 
caractéristiques distinctes de la plate-forme Armadillo qui peuvent être utiles pour effectuer 
des simulations, réaliser des inférences phylogénétiques et faciliter apprentissage de la 
bio informatique. 
3.3 Conception et implémentation 
3.3 .1 Description générale de Armadillo 
La plate-forme de flux de travaux Armadillo (version 1.1) a été développée en langage de 
programmation Java à l'aide de la librairie Processing16 (Fry, 2004) pour la gestion des 
opérations graphiques (Figure 3.2). De même que pour les autres plates-formes de flux de 
travaux bioinformatiques existantes, telles que Taverna ou Galaxy, les composantes 
représentant soit des ensembles de données, des méthodes, ou des logiciels bioinformatiques 
peuvent être liées entre elles pour créer un flux de données en effectuant des opérations de 
connexion « drag-and-drop » entre les boîtes (Fi gures 3 .2A et 3.28). La plate-forme 
Armadillo intègre une visualisation des séquences d ' ADN , d ' ARN et de proté ines (Figure 
3.2D) et permet d'accéder à des logicie ls d ' interférence d ' arbres phylogénétiques et à des 
applications permettant la manipulation de ces arbres (Figures 3.2A et 3 .2C). La 
configuration de chaque application s'effectue via une boîte de dialogue personnalisée (Figure 
3 .2E) qui permet d'accéder aux fonctions les plus couramment utili sées . Armadillo ne 
nécessite pas un accès à Internet pour la plupart de ses opérations. Elle fonctionne nativement 
sous le système d ' exploitation Windows et Mac OS X Leopard et Lion17 et comprend 
plusieurs applications pré-compilées pour ces systèmes . Les exigences matérie lles minim ales 
du système sont indiquées sur le site de l' application (pour plus de détails, vo ir: 
http://www.bioinfo.uqam.ca/armadillo). L'insta llation d'Armadillo peut être effectuée en une 
seule étape qui comprend la mise en place des nombreux logiciels phylogénétiques (vo ir le 
Tableau 3. 1 ). Certes, l'utili sateur doit faire face aux paramètres de mémoire particuliers et 
aux limites imposées par les applicati ons bioinformatiques incluses dans la pl ate-forme, tout 
comme un manque de mémoire vive (overjlow) qui peut être causé par le chargement ou 
l'exécution de grands ensembles de données par ces applications. En utili sant l'option 
Preferences ~ Advanced, l'utilisateur peut spécifier la quantité de mémoire RAM qui peut 
être utili sée par Java lors du chargement de la plate-forme. 
De même, une fois exécuté, plusieurs informations sont recue illies par la plate-form e 
Armadillo (Figure 3 .3 ) te lles que la taille des données, le temps d' exécution des méthodes, et 
l' ordre d ' exécution des différentes tâches. Cet ordre d ' exécution se fa it présentement à l' aide 
d ' un tri topologique suiv i d ' une exécution selon un modèle myopie (Wieczorek et al. 2005) . 
Par contre, des modèles d' exécution te ls que l' a lgorithme Heterogeneous Earliest Finish 
Time (H EFT) (Zhao et Sake llariou, 2003; Wieczorek et al. 2005 ) ou l 'algorithme dynamic 
critical path (DCP; K wok et Ahmad, 1996) pourraient être implémentés. 
16 http://process ing.org 
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Aperçu de l' interface graphique (GUI) de la plate-forme Armadi llo. Le 
panneau (A) présente les outi ls disponib les. Tous les outi ls peuvent être utilisés comme des 
composants pouvant être ajoutés par drag-and-drop dans les flux de travaux. Le panneau (B) 
présente la vue de création d ' un flux de travaux (WFCA). Le panneau (C) présente une 
représentation d'un arbre phylogénétique en utilisant le logiciel PhyloWidget (Jordan et Piel, 
2008). Le panneau (0) présente une visualisation possible des séquences. Le panneau (E) 
présente une boîte de dialogue affichant des options de configuration pour un composant du 
flux de travaux. 
Alrgnment 
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Input Output 
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Figure 3.3 Vue d ' un flux de travaux après exécution dans la plate-forme Armadillo. 
Tel que décrit par Stevens et al. (2007), le cycle de vie des expériences in silico consiste en 
différentes étapes clés qui doivent être abordées : ( 1) la conception expérimentale initiale, (2) 
l'exécution, (3) l'interprétation des résultats obtenus, et (4) la publication de rapports pouvant 
être intégrés à des publications. La plate-forme Armadillo a été construite et conçue de 
manière à faciliter un bon nombre de ces tâches. Toutes les entrées et sorties des applications 
sont sauvegardées dans un seul fichier de stockage du « projet ». Ce fichier de stockage est 
mis en œuvre sous la forme d ' une base de données SQLite18 utilisant le langage de base de 
données: Structured Query Language (SQL). L' utilisation de celle-ci s ' effectue via la 
librairie en Java Xerial (Hipp et Kennedy, 2003). Cette base de données peut également être 
affichée directement sur un site Web pour permettre aux utilisateurs de partager leurs 
résultats, ou encore de comparer différentes stratégies de conception des flux de 
travaux. Cependant, le fait que cette plate-forme locale ne prend pas en charge directement de 
bases de données plus conséquentes (p. ex. MySQL 19) peut sembler étrange à notre époque où 
l'informatique en nuage est de plus en plus présente (Yuan et al. , 201 0). Néanmoins, le but 
principal de ce projet était de faciliter la conception de flux de travaux phylogénétiques sans 
avoir à créer des utilisateurs, de faire la gestion de groupes d'utilisateurs, ou d ' assurer un 
18 http://sqlite.org 
19 http://www.oracle.com/us/products/mysql/overview/ index.html 
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accès sécurisé aux données. Toutefois, nous considérons que toutes ces options pourraient 
faire l' objet d' extensions possibles de notre plate-forme de flux de travaux. Un seul système 
de fichiers, utili sé dans la plate-forme Armadillo, facilite également l'organi sation du matérie l 
de cours en permettant une création rapide d'exercices, de jeux de données et de schémas de 
travail. Des fichiers textes et HTML peuvent être aj outés directement à n'importe quel flux de 
travaux créé. La plate-forme prend également en charge l'annotation des composants 
individuels, et peut ainsi permettre aux enseignants, étudiants et chercheurs de commenter les 
résultats de leurs analyses. Enfin, l'architecture de Armadillo peut également être utilisée lors 
d'un cours portant sur le langage SQL pui sque toutes les requêtes sont affi chées et exécutées 
directement dans la plate-forme. 
3.3 .2 Applications incluses dans la vers ion 1.1 de Armadillo 
La première version de la plate-forme Armadillo supporte de nombreux formats de données 
de séquences via l'inclusion de l'application ReadSeq, développée par G ilbert (20 1 0). La 
visualisation d'arbres phylogénétiques peut être effectuée en utili sant soit l' application 
PhyloWidget (Jordan et Piel, 2008) soit l' application Archaeopteryx (Zmasek et Eddy, 2001 ) 
capables de lire les fichi ers d ' arbres aux formats XML, phyloXML, Newick et 
Nexus. Plusieurs des outils les plus populaires pour résoudre les problèmes fo ndamentaux en 
phylogénétique, tels que la reconstruction de l'évolution des espèces à partir de séquences 
moléculaires, plusieurs algorithmes d'a lignement de séquences et des comparaisons de 
séquences par BLAST constituent les applications de base incluses dans Armadillo (voir le 
Tableau 3.1 pour la li ste complète des applications incluses). Les logic iels PAML (Yang, 
2007), DN AML et PROTML (du package PHYLIP; Felsenste in , 1989), permettant des 
ana lyses avec di fférents modèles d' évolution, sont fournis directement dans la plate-forme 
Armadillo. De même, le logiciel Gblocks (Talavera et Castresane, 2007; Castresana, 2000) 
peut être utili sé pour améliorer la qualité des alignements de séquences en supprimant les 
blocs alignés divergents ou ambigüs. Des fonctions personnalisées peuvent également être 
ajoutées au flux de travaux via la compilation et l'exécution de code source Java. Cette 
fonctionnalité est disponible via le menu Tools ~ Y our program ~Custom, de la boîte à 
outils. Une description des fonctions de base de chaque application incluse dans Armadillo 
est access ibl e en cliquant sur le bouton Information de l'application (ce bouton est représenté 
par le symbole « ? » ). 
Les résultats générés par une application, après l' exécution, sont access ibles et peuvent être 
vérifiés directement à partir de la vue principale. Armadillo procède par la validation des 
résultats de chaque application lors de l'exécution du flux de travaux. Une fo is l' exécuti on du 
flux de travaux terminée, un rapport complet est généré pour présenter la description déta illée 
des différentes étapes, ainsi que les résultats correspondants (Figure 3.3 et 3 .4). Ce rapport 
comprend tous les résultats obtenus, l' état des applications, ou les erreurs rencontrées (le cas 
échéant) et les sorties d'applicatio ns obtenues à toutes les étapes intermédia ires de 
l'analyse. Les rapports sont présentés à travers des hyperliens vers des fi chiers HTML 
associés . Un exemple d'une tâche complexe, que nous avons utili sé dans nos simulations, est 
présenté sur la Figure 3.4 . Dans ce flux de travaux, des applications permettant des 
alignements de séquences (c. -à-d. , Musc le (Edgar, 2004) et ProbCons (Do et al. , 2005 ) 
fourni ssent les alignements de séquences à l'entrée pour 1 ' a lgorithme de reconstruction 
d'arbres phylogénétiques PhyML (G uindon et Gascuel, 2003). Par la suite, des applications 
de validation ou de compara ison des topologies d'arbres obtenues peuvent être aj outées au 
flux de travaux. 
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Tableau 3.1 Applications bioinformatiques incluses dans la plate-forme Armadillo. 
Tâches bioinformatiques Applications et services 
Bases de données distantes 
National Center for Biotechnology Accès à la recherche et au téléchargement de 
Information (NCBJ) données en utilisant le service Web EUti lsb 
ENSEMBL- European Accès à la recherche en utilisant EB-Eye (Valentin et 
Bioinformatics lnstitute (EBI) al., 201 0) et au téléchargement de données avec dbFetch (Goujon et al. , 201 0) 
HUGO Gene Nomenclature Accès à la recherche et au téléchargement de 
Committee données du génome humain 
BAii-phy (Suchard et Redelings, 2006), ClustalW 
Alignement de séquences (Thompson et al. , 1994), ClustaiW2 (Larkin et al. , 
multiples 2007), Kalign (Lassmann et Sonnhammer, 2005), 
Muscle (Edgar, 2004), ProbCons (Do et al., 2005) 
Détection des transferts HGT Detection (Boe et al. , 20 1 0), PhyloNet -
horizontaux de gènes RIA TA_ HGT (Than et al. , 2008), Lat Trans (Addario-Berry et al., 2003) 
fastDNAml (Olsen et al. , 1994), DNAml-Erate 
(Rivas et Eddy, 2008), Garli (Zwickl, 2006), 
Inférence d'arbres MrBayes (Ronquist et Huelsenbeck, 2009), PhyML 
phylogénétiques (Guindon et Gascuel, 2003), PHYLIP (Il 
applications incluses) (Felsenstein, 1989), génération 
d' arbres phylogénétiques aléatoires (Makarenkov, 
2001) 
Visualisation d'arbres PhyloWidget (Jordan et Piel, 2008), Archaeopteryx 
phylogénétiques (Zmasek et Eddy, 2001 ), ScripTree (Chevenet et al., 2010) 
Sélection de modèles d'évolution jModeiTest (Posada, 2008), ProtTest (Abascal et al., 
des séquences 2005) 
Analyse de la pression sélective PAML v4.4 (Yang, 2007) 
Alignement de séquences et BLAST (Local et Web via EBI et NCBI (Johnson et 
recherche par BLAST al. , 2008)) 
a La liste des applicatiOnS presentement tncluses est dtspontble à 1 'adresse: 
http://adn.bioinfo.uqam.ca/armadillo/included.html . 
b NCBI EU til est disponile au : http://www.ncbi .nlm.nih.gov/books/NBK55693/ 
Il est à noter que les flux de travaux scientifiques gèrent généralement de grandes quantités 
de données (Yuan et al., 201 0). Il s peuvent ainsi profiter des fonctions du Web 2.0 soit pour 
l'acquisition de ces données par l' accès à des bases de données spécialisées, par 
l'intermédiaire de services informatiques distribués. Cela permet aux utili sateurs de libérer 
leurs postes de travail pour exécuter d'autres analyses. Nous avons décidé d ' inclure, dans 
cette première version, l'accès aux trois principaux fournisseurs de données et de services 
Web: le National Center for Biotechnology Information (NCBI), l'Institut Européen de 
Bioinformatique ENSEMBL (EBI), et le Wellcome Trust Sanger Institute (WTSI) (voir le 
Tableau 3. 1 ). 
Dans le Tableau 3.2 (voir également le Tableau 2.3), nous comparons les principales 
caractéristiques de la plate-forme Armadillo avec d'autres plates-formes bioinformatiques 
populaires de flux de travaux, y compris Ergati s (Orvis et al. , 201 0), Galaxy (Giardine et al. , 
2005), Kepler (Altintas et al., 2004), LONI (Dinov et al. , 20 11) et Taverna (Oinn et al. , 
2007). Spécifiquement, nous comparons le processus de conception d ' un flux de travaux, 
l'organisation des données expérimentales et la poss ibi lité d'ajouter de nouvelles applications. 
Tableau 3.2 Comparaison des caractéristiques de la plate-forme Armadillo v 1.1 aux autres 
plates-formes de flux de travaux bioinformatiques : Taverna, Galaxy, LONI, Ergatis et 
Kepler. 
Design des Organisation des do nn ées Ajouts à la fl ux de travaux plate-forme 
65 
Plate- Drag Expression Modèle Organ isation Fonction Répétition Plate-forme Ajouts de 
and conditionnelle/ client- de nouvelles formes drop Itérat ion des données recherche d'expériences ouverte applications serveur 
Armadillo x x x x x x x 
Taverna x x x x 
Galaxy x x x x x 
LON! x x x x x x x 
Ergatis x x x x x x 
Kepler x x x x x 
.. Ajout par l' uttii satton de servtces Web ou par la programmatiOn en langage Java . Un x 










































































































































































































































































Figure 3.4 Un exemple d'une solution bioinformatique réalisée à l'aide de la plate-
forme Armadillo. En (A) est présenté le début du flux de travaux et une structure de contrôle 
(/f) pouvant être utilisée pour sélectionner des exécutions alternatives du data-flow. En (B) 
est illustré comment différents types d ' alignements de séquences peuvent être réali sés. En (C) 
est suggéré différentes couleurs pouvant être utili sées pour annoter les différentes parties du 
flux de travaux et ainsi ajouter au processus cognitif. En (D) est présenté l' exemple d ' une 
exécution de code source Java si le logiciel ProbCons (Do et al. , 2005) est sé lectionné lors du 
control-flow. 
3.4 Exemple d ' utilisation : Inférer des arbres phylogénétiques à l' aide de Armadillo 
La construction d ' un arbre phylogénét ique est une étape importante de nombreux projets 
bioinformatiques tels que la détection des transferts horizontaux de gènes (THG) (Boe et al., 
201 0; Th an et al. , 2008; Addario-Berry et al., 2003). Dans cette étude de cas, nous mettrons 
en évidence les différentes étapes qui sont nécessaires pour construire un arbre 
phylogénétique de la protéine adiponectine à l'aide de la plate-forme Armadillo. 
L'adiponectine, également désignée comme Acrp30, apM 1, GBP28 ou ADIPOQ, en raison de 
sa découverte par quatre groupes de recherche différents, est une protéine de 244 acides 
aminés principalement sécrétée par le tissu adipeux blanc. Cette protéine est connue pour ses 
effets pléiotropiques et est impliquée dans les troubles liés à l'obés ité: diabète de type 2 , 
syndrome métabolique et arthérosclérose. Récemment, il a été suggéré que l'adiponectine 
peut également être un cardioprotecteur et pourrait avoir des propriétés anti-cancéreuses 
(Brochu-Gaudreau et al. , 201 0). 
3 .4. 1 Étape 1. Créer un jeu de données de 1 ' adiponectine 
Inférer un arbre phylogénétique est un processus en trois étapes comprenant: ( 1) la création 
d'un ensemble de données de séquences, (2) l'alignement des données de séquences 
sélectionnées, et (3) l'inférence d'un arbre phylogénétique à partir de l'alignement de 
séquences suite à l'application d ' un modèle d'évolution approprié pour représenter l'histoire 
évolutive des organismes considérés (Posada, 2008). La première étape consiste ici à 
rechercher les séquences d'acides aminés. À partir d'un nouveau projet vide (File-7 New 




courriel, et cliquer sur « Update ». Par la suite, on peut utiliser le menu principal de 
l'application: Manager-?Sequences pour ouvrir le Sequence Manager (Figure 3.5A). Dans le 
gestionnaire de séquences, choisir l'option: File-? Import from Internet. Ceci va ouvrir une 
nouvelle boîte de dialogue, nommée Search Internet, qui permet d'accéder à des données 
distantes provenant de trois grandes banques de données de séquences: HUGO (Human Gene 
Nomenclature Committee), GenBank (soutenu par NCBI) et ENSEMBL (voir le Tableau 
3.1 ). Aux fins de présentation, nous allons choisir dans le menu dérou lant l'option de base de 
données de protéines NCBI avec le mot-clé: « adiponectin ».Une fois la recherche terminée, 
on peut filtrer les résultats de cette recherche en retenant pour notre analyse seulement les 
séquences de l'adiponectine et non celles des récepteurs de cette protéine (c. -à-d. AdipoR 1 et 
AdipoR2). Pour cette étude de cas, il faut a lors entrer dans le champ Fi/ter your sequences la 
taille de « 240 - 244 » et ordonner les séquences par le champ Description. Après cette étape, 
on peut choisir différentes séquences protéiques de l' adiponectine (Figure 3.5A) telles que 
des séq uences provenant de Homo sapiens, Macaca sp., Sus scrofa, Bos taurus , Felis catus , 
Gallus gallus, etc. Après cette opération de filtrage , les séquences sélectionnées peuvent être 
téléchargées à partir de GenBank en utilisant l'option Import selected sequences, situées dans 
le bas de la boîte de dialogue . Le gestionnaire de séquences peut ensu ite être minimisé. 
A. Recherche sur Genbank de l'adiponectine 
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Figure 3.5 Aperçu des différentes étapes nécessaires pour inférer un arbre 
phylogénétique à l' aide de la plate-forme Armadillo. Étape (A), une boîte de recherche 
permet un accès rapide à différentes banques de données de séquences biologiques sur 
Internet. Étape (8), création et interconnexion des composants individuels par des opérations 




ProbCons sont présentés ici . Étape (C), représentation des séquences alignées en utilisant le 
visualiseur de séquences de la plate-forme. Étape (D), configuration des options des 
applications PhyML et PROTDIST avant le début de l' inférence phylogénétique. Étape (E), 
visuali sation de l' arbre phylogénétique inféré par PhyML en utilisant le logicie l 
Archaeopteryx. Étape (F), vue globale du flux de travaux après l'exécution séquentie lle de la 
première partie (alignement des séquences) et de la deuxième partie (l 'inférence d 'arbres 
phylogénétiques). 
3.4.2 Étape Il. Génération d'alignements de séquences protéiques 
La génération d'un a lignement valide des séquences choisies est la deuxième étape du 
protocole d ' inférence de l'arbre phylogénétique (Edgar, 2004; Do el al., 2005). Pour aligner 
les séquences de protéines téléchargées, on peut aller dans la boîte à outi ls (Toolbox) à 
gauche de la fenêtre d 'édition du flux de travaux (Figure 3.58), sé lectionner 
les MultipleSequences nouvellement ajoutées dans le panneau Tools-? Databases et faire 
g li sser ces données vers la zone de création du flux de travaux (WFCA). Deux logicie ls 
d'alignement de séquences seront utilisés dans cet exemple pour traiter l'ensemble de données 
de protéines de l' adiponectine. La première est l'application Muscle (Edgar, 2004), qui 
démontre une plus grande précision que l'algorithme populaire ClustalW (Thompson et al. , 
1994) lors de l'alignement des séquences de protéines, et la seconde est l' application 
Probcons (Do el al., 2005), basée sur la modélisation probabiliste de l'alignement des 
séquences . Pour utiliser ces logiciels, il faut les intégrer dans le flux de travaux en allant dans 
le panneau Toolbox -? Tools et en choisissant l' option Tools -? Alignment subtree. Une fois 
les programmes Muscle et Probcons trouvés, il s peuvent être déposés sur le WFCA (Figure 
3.58) et reliés au composant MultipleSequences ajouté précédemment. On peut maintenant 
exécuter le flux de travaux en utilisant soit le bouton Execute, situé dans le coin supérieur 
droit du WFCA, ou l'option Execution-? Run du menu principal. Une fois que toutes les 
étapes de l'exécution sont terminées, la barre de progression en haut du WFCA avance à la 
marque de 100 %. On peut alors visualiser les résultats obtenus (Figure 3.5C) soit en 
sélectionnant la sortie du programme directement dans le WFCA et en faisant un double-clic 
sur l'alignement résultant, soit en a llant dans le panneau Toolbox -? Current workjlow, puis en 
étendant le sous-arbre représentant l'exécution des app lications Muscle et Probcons. Par la 
suite, un clic droit sur l'alignement choisi et la sé lection de l'option Details ou View Graphies 
dans le menu contextuel permet l' affichage des a li gnements de séquences . 
3.4.3 Étape Ill. Inférer l' arbre phy logénétique de l' adiponectine 
Une fois que l'utilisateur est sati sfait de l'un des deux a lignements de séquences obten us, il 
peut commencer à réaliser l' inférence de l' arbre phy logénétique. Nous présentons ic i deux 
versions alternatives: ( 1) un premier arbre pourra être obtenu à l'a ide d'une méthode par 
maximum de vra isemblance implémentée dans le logiciel très populaire PhyML (Guindon et 
Gascuel, 2003), (2) tandis que le second arbre sera généré par la méthode Ne ighbor-Jo ining 
(Saitou et Nei, 1987) disponible dans le package PHYLIP (Fe lsenste in , 1989; Application 
Neighbor). Pour effectuer l' inférence de l'arbre, on peut a ller dans Toolbox -7 Tools, et 
sé lectionner l' option Tree -7 PhyML, pour la fa ire glisser sur le WFCA, puis fi na lement la 
connecter à l'a lignement nouve llement généré. De même, on peut a ller dans la sous-
arborescence Tree -7 Tree(Phylip), et fa ire gli sser le logiciel SEQBOOT, PROTDlST et 
NEIGHBOR sur le WFCA et a ins i créer un second pipe line en re liant ces applications (te l 
qu ' indiqué à la Figure 3.5 F). Pour personnaliser les paramètres d'exécution des différents 
logic iels, on peut double-cliquer sur la boîte correspondante à l' application dans le 
WFCA. Par exemple, dans le cas du programme PhyML et du j eu de données portant sur 
l'adiponectine, on peut sé lectionner les paramètres suivants : 1) dans la zone des options pa r 
défaut: aa (protéine); 2) pour l'ensemble de données, le modè le d 'évolution JTT; 3) 100 -
pour le nombre de répétitions (nombre de bootstrap) (vo ir Figure 3 .5D). On pourrait 
également effectuer au préalable le c ho ix d' un modè le d ' évo lution approprié en aj outant le 
logiciel ProtTest (Abascal et al. , 2005): Mode! testing -7 ProtTest au pipeline d' exécution. 
Une fo is que les exécutions sont terminées, les arbres phy logénétiques obtenus (au fo rmat 
Newick) peuvent être visualisés en double-cliquant sur le fic hier de sortie généré. D'a utre 
part, une représentation graphique des arbres phylogénétiques obtenus peut être générée pa r 
un clic droit sur l'arbre dans le WFCA et en sélectionnant l'option « View Tree in 
Archaeopteryx » ou l'option « View Tree in PhyloWidget » dans le menu contextuel (voir 
Figure 3.5E). Év idemment, le flux de travaux, incluant les résultats intermédiaires, est 





Dans ce chapitre, nous avons décrit une nouve lle plate-forme de flux de travaux origina le, 
Armadillo, dédiée à la conception et la réalisation d'analyses phy logénétiques et 
phy logénomiques. Cette nouve lle plate-forme met en œuvre une approche intuitive pour 
l'automatisation des tâches et la conception des simulations. La version actuelle de Armadillo 
permet la création de flux de travaux répétitifs, tout en assurant la compatibilité de 
nombreuses applications du domaine de la bio info rmatique et permet la compara ison de leurs 
résultats. Par exemple, la plate-forme Armadillo peut être utili sée pour effectuer des analyses 
de plusieurs gènes (en utili sant par exemple la boucle For pour tra iter les fi chiers de plusieurs 
gènes). De plus, on peut utili ser Armadillo pour concevo ir et réa liser des études par 
simulations comparant les méthodes les plus popula ires pour inférer les évènements de 
transferts horizontaux de gènes c. -à-d. l' ut ilisation des logic ie ls HGT-détect ion de Boe et al. , 
(2010), RI ATA_HGT (Than et al., 2008) ou LatTrans (Addario-Berry et al., 2003). Ces 
logiciels ont d ' a illeurs été comparés dans un artic le de 2010 (Boe et al., 201 0) en utili sant 
cette plate-forme. De plus, Armadillo a été utili sée avec succès comme un outil d'aide à 
1 ' enseignement au cours des années 201 0-1 1 par des professeurs de bio infonnatique à 
l' Univers ité du Québec à Montréal dans le cadre de cours de bio logie computationnelle aux 
études supérieures. Plus récemment, la plate-forme Armadillo a été utili sée pour effectuer une 
étude de la class ification des micro-ARNs menée par des bio info rmatic iens de l'Univers ité du 
Québec à Montréal, a ins i qu'une étude de la press ion sélecti ve sur le virus de 
l' immunodéfi c ience humaine (VIH) menée par des chercheurs de l'Hôpital Sainte-Justine de 
Montréal. Notre logiciel fo urnit un certa in nombre de caractéristiques in téressantes, non-
di sponibles dans les plates-fo rmes Taverna et Galaxy (voi r le Tableau 3.2), comprend des 
outil s pour partager les résultats obtenus, pour interroger des banques de données génomiques 
et permet l'intégration de nouveaux logicie ls. La version actue lle de Armadillo a été publiée 
sous la licence Open Source GNU General Public License. Le code source, plusieurs tutoriels 
et des exemples d'applications sont fo urnis sur le s ite Web20. Il est à noter que nous avons 
également mi s en place un guide d'utili sation de style Wiki. Un tel manue l interactif permet 
20 http ://www.bioinfo. uqam.ca/armadillo 
aux utili sateurs de suggérer l'ajout de nouve lles options et applications. De plus, la plate-
forme Armadillo peut être facilement étendue par d'autres développeurs. Cette extension peut 
concerner soit la plate-forme de flux de travaux en elle-même, l' addition de types de données 
ou l' aj out d 'autres outils bioinformatiques. Dans l'avenir, nous prévoyons inclure dans 
Armadillo différents fichiers multimédias permettant d'augmenter sa capac ité 
d'apprentissage. Nous prévoyons égal ement ajouter à la nouvelle plate-forme une application 
de gestion des données et fournir aux util isateurs une installation de stockage de données 
distantes. Toutes ces amé liorations de la plate-fo rme Armadillo aideront les enseignants à 
créer des outil s pédagogiques spécifiques pour les étudiants en bio info rmatique. Ils 
permettront également à Armadillo de devenir un outil de choix pour réaliser des simulations 
auprès des bio logistes moléculaires et évo lutifs, ainsi que des biostatisticiens. 
3 .6 Perspectives 
Depui s son lancement en 2012, la popularité de la pl ate-fo rme va en augmentant (Figure 3.6) 
avec plus de 1900 téléchargements et 5 ci tations dans des revues sc ientifiques. De fa it, la 
plate-forme Armadillo est, se lon des commenta ires reç us d ' utili sateurs, a été employée dans 
le domaine de l' enseignement, principalement en Amérique du Sud . Nous sommes touj ours à 
élargir le nombre de méthodes se retrouvant dans cette plate-forme (F igure 3.7). Bien que la 
plate-forme pui sse être augmentée par les utili sateurs, la philosophie sous-j acente est que 
toutes les applications inc luses devraient, sans requérir à l' installation de nouveaux logic iels, 
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Figure 3.6 Tota l des téléchargements de la plate-forme Armadillo depuis son 
lancement en 201 2 et régions géograph iques des téléchargements. 
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De plus, dans cette première version, nous avons privilégié l' ajout de nouvelles applications 
pour avoir un langage applicatif le plus complet poss ible, plutôt que le développement de 
fonctions permettant le déplacement de tâches vers des ordinateurs di stants (Lee et al. , 2009; 
Vairavanathan et al., 20 12; Rahman et al., 20 13). De fait , des logic iels de phylogénomique 
tels que RAxML (Stamatakis, 2006) et Oblong (Go loboff, 20 14) permettent ma intenant de 
gérer des co llections de milliers de gènes (ou de sites) et taxa et d 'avo ir des performances 
correctes sur des ordinateurs personnel s. De plus, des versions para llé lisées de plusieurs 
logiciels permettant cette distribution de tâches automatique, sont disponibles (voir Annexe 
C). Ainsi, l' utili sation de la plate-forme de gestion de flux de travaux sert alors à simplifier 
l' utili sation de ces outils, à gérer les diffé rents formats de fi chiers et sources de données, ma is 
encore à conserver une trace de l' analyse de manière à pouvo ir la ré-exécuter avec d' autres 
j eux de données . Une résultante de l' utili sation de la plate-forme actue lle est que plusieurs 
milliers de flu x de travaux peuvent être générés lors d' une seule expérience in silico. De plus, 
plusieurs vers ions de différents flux de travaux, exécutés partiellement ou en entier, sont 
sauvegardées dans la plate-forme (Figure 3.8). 
l 
Figure 3.8 Évolution d ' une expérience in silico avec la plate-forme Armadillo. 
Cette perspective fait d'ailleurs partie des différentes phases de la vie d' un flux de travaux 
(Figure 3.9): 1) construction et utilisation, 2) soumission à une bibliothèque de sauvegarde 
(portail; Section 2.3) en vue de sa 3) réutilisation (voir Figure 3.8 et Friesen et Rüping, 
201 0). Dans le prochain chapitre, nous proposerons une solution à cette problématique 
d'accumulation de flux de travaux, en explorant leur classification et leur regroupement. Pour 
ce faire, nous utiliserons des techniques de classification issues de la phylogénétique, mais 
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CHAPITRE IV 
CLASSIFICATION DE FLUX DE TRAVAUX PAR ALGORITHMES DE 
PARTITIONNEMENT ET REGROUPEMENT HIÉRARCHIQUES 
Parallel section (Repetition) 
M,atm: 
for exn 
Parallel section (Repetition) 
WeightMatt l)c: 
- 50 000 Simulations - 96 conditions - 1 flux de travaux- Etienne Lord 
4.1 Préface 
Dans ce chapitre, nous introduirons de nouveaux types d' encodage des flux de travaux 
permettant leur regroupement en fonction d' un contexte d'exécution, ou encore permettant 
leur classification en fonction de mots-clés. Ces stratégies d'encodage peuvent aussi servir à 
comparer des sections de flux de travaux et permettre ainsi leur réutilisation dans de 
nouveaux flux de travaux (Hettne et al. , 20 12). Le texte présenté a été publié dans la revue 
BMC Bioinformatics (Lord et al. , 20 15a). 
4.2 Résumé 
Les applications de flux de travaux, comprenant une collection de plusieurs tâches liées, 
deviennent de plus en plus populaires dans de nombreux domaines scientifiques, y compris la 
bioinformatique. Par exemple, les simulations, qui sont devenues un a priori pour valider 
statistiquement les résultats de nouvelles méthodes et de nouveaux logiciels, sont souvent 
réalisées en utilisant des applications des flux de travaux. Les flux de travaux servent alors à 
organiser la simulation ainsi qu 'à minimiser la durée totale des opérations requises. La 
classification des flux de travaux peut être utilisée pour décider quelles tâches, ou quelles 
parties des flux de travaux, devraient être fusionnées, exécutées ensemble, exécutées 
séparément ou parallélisées. Nous proposons dans cette étude quatre nouveaux encodages de 
flux de travaux: certains d'entre eux permettent de regrouper les flux de travaux ayant des 
caractéristiques topologiques similaires, alors que d'autres permettent de regrouper les flux de 
travaux en tenant compte à la fois des caractéristiques topologiques et du temps d'exécution 
de chacune des tâches. Un nouveau critère de support, permettant d'évaluer le regroupement 
des flux de travaux individuels, est également proposé. Ce critère de support et de l' encodage 
des différents flux de travaux a été étudiée en utilisant deux algorithmes de partitionnement 
pondérés: k-means et k-medoid, ceci avec trois critères de validité différents: Calinski-
Harabasz, Silhouette et LogSS. Deux distances, la distance Euclidienne et la distance eosine, 
ont été utilisées comme mesures de similarité. Quatre algorithmes hiérarchiques différents : 
Neighbor-Joining, Unweighted Pair Group Method with Arithmetic Mean (UPGMA), Fitch 
et Kitsch ont également été considérés. 
4.3 Introduction 
Les pipelines ou flux de travaux impliquent une série de tâches et de méthodes 
interconnectées, dont la première est appelée une entrée et la dernière une sortie. Ces 
enchaînements de tâches peuvent être utilisés pour modéliser une séquence de processus 
connexes interrel iés (Lin et al., 2001 ). De simples pi pel ines d'exécution, ils peuvent mener à 
la création de systèmes complexes qui permettent la planification et 1 ' exécution de flux de 
données contenant des exécutions conditionnelles et la répartition des tâches sur des grappes 
d ' ordinateurs en réseau (Giardine et al. , 2005 ; Bharathi et al. , 2008). La première utilisation 
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des flux de travaux concerne leur application dans les environnements commerciaux et 
financiers (Oinn et al., 2007; Woollard et al., 2008). Aujourd'hui, les flux de travaux sont 
largement utilisés dans les sciences de la vie pour la réalisation d'analyses scientifiques 
complexes, ainsi que pour la réalisation d'études, par simulations, requises pour la validation 
de nouveaux logiciels et méthodes statistiques (Costa et al., 2012). Les flux de travaux 
automatisés, et les plates-formes créées par certains groupes de recherche, sont conçus pour 
simplifier le processus de découverte de données, le réusinage des données, le traitement des 
données et la visualisation des résultats (Oinn et al. , 2007; Beaulah et al., 2008). Deux plates-
formes de flux de travaux scientifiques largement utilisées sont la plate-forme Web 
Galaxy (Giardine et al., 2005) et la plate-forme de bureau Taverna (Oinn et al., 2007). Ces 
plates-formes s'appuient sur un langage de programmation interne spécifique et un modèle 
computationnel d 'automatisation permettant l'exécution des flux de travaux. Nous avons 
récemment développé une plate-forme bioinformatique de flux de travaux locale 
appelée Armadillo (voir chapitre 3 ou Lord et al. , 20 12). Celle-ci est principalement dédiée 
au domaine de l'analyse phylogénétique et phylogénomique. La plate-forme Armadillo 
permet aux utilisateurs de déterminer le temps d'exécution exact de chacune des méthodes 
disponibles . Elle a été utilisée dans cette étude pour générer des données réelles sur des flux 
de travaux bioinformatiques considérées dans nos simulations (voir la Figure 4.1 pour un 
exemple de cinq flux de travaux bioinformatiques conçus à l'aide de Armadillo). 
Ce chapitre est organisé comme suit. Dans la section 4.4, nous passerons brièvement en 
revue les études existantes sur la classification des flux de travaux. Les méthodes de 
partitionnement utilisées pour le regroupement de flux de travaux seront discutées dans la 
section 4.5 qui sera suivi par la description des méthodes de classification hiérarchiques dans 
la section 4.6. Dans la section 4.7, nous présenterons quatre stratégies d'encodage de flux de 
travaux qui seront évaluées dans la section 4.8 en utili sant les algorithmes de 
partitionnement de k-means (MacQueen, 1967) et de k-medoids (Kaufman et Rousseeuw, 
1990) en conjonction avec trois critères de classification bien connus: Calinski-Harabasz 
(Calinski et Harabasz, 1974 ), logSS (Hartigan, 1975) et Silhouette (Rousseeuw, 1987) (voir 
la section 2.11 ). Dans la section 4.9, les résultats d' une classification hiérarchique seront 
présentés. Dans la section 4.1 0, un nouveau critère de validation de la stabilité du 
regroupement sera présenté et évalué dans le contexte de la classification des flux de 
travaux. Elle sera suivie par une section de conclusion (section 4. 11 ). 
4.4 Regroupement de flux de travaux- revue de la littérature 
L'objectif le plus commun du regroupement des flux de travaux est la découverte de flux de 
travaux existants pour permettre leur réutilisation ou leur modification en vue de cette 
réutilisation (Goderis et al. , 2008). Un autre objectif consiste à l'optimisation du temps global 
d'exécution du flux de travaux (Rahman et al. , 20 13). Par exemple, Vairavanathan et ses 
collègues (2012) ont récemment mis au point un système de fichiers optimisé pour les flux de 
travaux dans le domaine de l' infonuagique (cloud computing) qui , compte tenu de 
l'information structurelle des flux de travaux, peut réduire le temps d'exécution de celui-ci par 
un facteur de sept. De plus, en étiquetant et divisant des flux de travaux en sous-graphes, 
Singh et al. (2008) ont pu minimiser le temps d' exécution total de flux de travaux du 
domaine de 1 'astronomie par plus de 97%. Par ailleurs, Tsai et coll. (20 12) ont aussi 
développé une nouvelle approche de partitionnement de flux de travaux en groupes de tâches. 
Cet algorithme de partitionnement a permis de réaliser des gains de temps de l'ordre de 51% 
lors de l' exécution de plusieurs flux de travaux. Encore, Chen et al. (20 13) ont adressé le 
problème du partitionnement des flux de travaux en recherchant la manière de les combiner. 
Ce faisant, ces derniers auteurs ont mis de l' avant trois méthodes de balancement des tâches 
dans une queue d 'exécution en se basant sur la variance dans la composition des tâches, la 
variation dans le temps d ' exécution et 1' impact des différentes tâches sur le temps 
d 'exécution global. Cependant, nous ne traiterons pas de la division de flux de travaux dans 
cette étude mais plutôt de la partition et de la classification d ' un ensemble de flux de travaux. 
Un certain nombre d'études récentes ont examiné la question de la classification des flux de 
travaux (Santos et al., 2008). Les techniques de regroupement des flux de travaux peuvent 
être divisées en deux classes soit : les approches linguistiques ou encore les approches 
structurelles (Wombacher et Li , 201 0). Dans les approches linguistiques, des mesures de 
distances de chaîne de caractères, telles que les distances de Hamming ou de Levenshtein , 
sont appliquées pour évaluer les dissimilarités entre les flux de travaux considérés 
(Wombacher, 2006). On se base ainsi sur l'extraction de métadonnées et de données 
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textuelles provenant des flux de travaux et sur la comparaison des mots-clés communs pour 
mesurer leurs degrés de similarité (Kastner et al., 2009; Costa et al., 2012). Par exemple, en 
considérant une matrice d'occurrence de termes (en langage naturel) se retrouvant dans des 
portails de flux de travaux, Costa et ses collaborateurs (20 12) ont constaté que dans plus de 
90% des cas, les méthodes de classification de flux de travaux qu'ils proposent sont capables 
de regrouper de manière cohérente un ensemble de 53 flux de travaux hétérogènes, provenant 
du même champ d'études. Ces derniers auteurs ont cependant déterminé que les métadonnées 
étaient rares, inégalement réparties, dans différents formats et souvent mal identifiées dans 
les différents annuaires de flux de travaux évalués. Le regroupement structurel des flux de 
travaux repose sur l'analyse des différences dans la structure de graphe des flux de travaux et 
sur la représentation adoptée (p.ex. réseaux de Petri , graphes orientés, etc.). Des mesures 
basées sur la distance d 'édition des graphes (graph edit distance), l' isomorphisme des 
graphes et le nombre minimal ou maximal de sous-graphes communs (maximum common 
induce subgraph; MCIS) , ont été utili sées activement dans ce contexte (Jung et Bae, 2006; 
Wombacher et Li, 201 0). Néanmoins, ces méthodes de classification de flux de travaux 
basées sur la structure ont généralement des complexités algorithmiques très élevées (Conte 
et al., 2007). Les flux de travaux peuvent également être convertis en représentations sous la 
forme de vecteurs binaires où chaque tâche du flux de travaux disponible (c.-à-d. les 
applications, élément ou activité) est codée comme présente ( 1) ou absente (0). Si une 
représentation vectorielle est considérée, des mesures de similarité comme la distance eosine, 
Euclidienne ou la distance Euclidienne au carré peuvent être utilisées pour estimer la 
similarité ou la dissimilarité entre les flux de travaux (Schaeffer, 2007; Santos et al. , 
2008). Cependant, en utilisant seulement les données sous forme de présence-absence dans la 
représentation du flux de travaux, on supprime toutes les informations structurelles, ainsi que 
la caractérisation des données et des méthodes. Afin de contourner ce biais représentatif, on 
peut appliquer une stratégie de codage vectoriel multiple en utili sant un vecteur de transition, 
ou encore un vecteur codant pour des processus (Jung et Bae, 2006). Une stratégie portant sur 
l'utilisation de vecteurs encodant les transitions entre différentes méthodes a été étudiée par 
Kastner et al. (2009) en utilisant plusieurs algorithmes de classification. De plus, Wombacher 
et Li (20 1 0) ont adopté une représentation N-gram de flux de travaux dans laquelle les tâches 
adjacentes, reliées entre elles, ont été utilisées pour définir un alphabet spécifique. Cet 
alphabet a alors été considéré comme une base pour soit encoder une représentation 
vectorielle des flux de travaux, soit pour calculer directement une distance d 'édition des 
graphes entre les flux de travaux en utilisant comme critère la mesure de MCIS. 
D'autres informations utiles pour le regroupement peuvent être extraites à partir des flux de 
travaux en plus du nombre et du type des méthodes : les types d ' entrées et de sorties, liens 
entre les méthodes, des statistiques telles que le temps moyen d'exécution des tâches, la taille 
des données transmises, les succès ou les échecs de l'exécution des méthodes, ainsi que les 
paramètres des tâches sélectionnées peuvent également être pris en compte dans le processus 
de regroupement (Goderis et al., 2008; Kastner et al. , 2009; Silva et al., 2011). 
Par exemple, Silva et ses collaborateurs (20 Il) ont récemment mis au point 
le programme SimiliFlow qui accepte en entrée différents formats de flux de travaux et prend 
en compte la structure des flux de travaux, le type des activités, les ports d'entrée et de sortie, 
et les relations entre les activités fournies (p.ex. distance entre deux activités dans le graphe) 
lors de la classification des flux de travaux. 
4.5 Méthodes de partitionnement pour la classification des flux de travaux 
Des méthodes de partitionnement pour le regroupement des flux de travaux ont été 
considérées par Santos et al. (2008) et Kastner et al. (2009). Pour . tenir compte des 
informations structurelles contenues dans ces derniers, Santos et ses collègues ont utilisé 
comme mesure de similarité la distance de MCIS, ainsi que la distance eosine entre des 
représentations vectorielles binaires des flux de travaux. Ils ont ensuite procédé à 
l' application de la méthode de partitionnement k-means sur cette représentation vectorielle, 
ou encore par l'application de la méthode k-medoids sur les représentations fondées sur des 
graphes. Kastner et al. (2009) ont, pour leur part, encodé la transition entre deux tâches 
disjointes et ont utilisé l' algorithme de k-means avec la distance eosine pour obtenir le 
meilleur regroupement d'une série de flux de travaux simulés. 
L'algorithme de k-means (MacQueen, 1967; Bock, 2007) est un algorithme de regroupement 
par partitionnement qui regroupe de manière itérative en K groupes un ensemble de n 
éléments (c.-à-d. des objets, taxa, ou flux de travaux dans cette étude) caractérisés 
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par rn variables (c.-à-d des tâches ou des méthodes dans cette étude), tandis que les centres 
des différents groupes sont choisis pour minimiser la distance intragroupe. Les distances les 
plus couramment utilisées dans le cadre du partitionnement par k-means sont la distance 
Euclidienne, la distance de Manhattan et la distance de Minkowski. Chaque groupe est centré 
autour d'un point, appelé le centroide, qui représentent la moyenne des coordonnées des 
différents éléments composant le groupe. Un des inconvénients de l' algorithme k-means est 
que ce centroïde n'a pas de signification réelle et doit être recalculé après chacune des 
itérations. Comme le problème général de la répartition des éléments par la méthode k-
means est NP-difficile, plusieurs heuristiques en temps polynomial ont été proposées. Elles 
exigent en moyenne O(K x n x mx i) opérations pour trouver une solution au regroupement, 
où i est le nombre d'itérations de l'algorithme, n est le nombre de flux de travaux considérés, 
rn est le nombre de variables (tâches ou méthodes) et K est le nombre de groupes . 
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Figure 4.1 Cinq flux de travaux bioinformatiques créés à l'aide de la plate-forme 
Armadillo. Ces flux de travaux ont été utilisés pour illustrer les stratégies d ' encodage des flux 
de travaux discutées dans ce chapitre. Les quatre types d 'encodage des flux de travaux 
examinés et définis dans cette thèse sont présentés dans le Tableau 4.1. 
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La version la plus populaire de l'algorithme k-means peut ainsi être résumée comme suit: 
1. Répartir au hasard chacun des éléments du jeu de données à l'un des K groupes; 
2. Calculer la valeur du centroïde de chaque groupe; 
3. Étant donné les nouvelles coordonnées des centroïdes, réattribuer chaque élément au 
centroïde le plus rapproché; 
4. Répéter les étapes 2 et 3 jusqu'à ce que les positions des centroïdes soient fixes. 
L' algorithme k-medoids (Kaufman et Rousseeuw, 1990) est une modification de l' algorithme 
k-means, dans lequel les centroïdes, renommés médoïdes, sont des éléments représentatifs du 
groupe (centre). Les médoïdes sont choisis après chaque itération de manière à minimiser la 
distance l'intragroupe. L'avantage principal de cet algorithme est qu'il est plus robuste que la 
méthode k-means en présence de bruit ou de valeurs aberrantes (outliers) (Reynolds et al., 
2004). L'algorithme k-medoids a cependant une plus grande complexité algorithmique de 
O(Kx(n-K)2 xmxi). 
L'algorithme de k-medoids peut être résumé comme suit: 
1. Choisir K éléments aléatoirement comme des éléments représentatifs initiaux 
(médoïdes); 
2. Attribuer chacun des éléments restants au médoïde le plus proche; 
3. Pour chaque élément représentant i (médoïde), sélectionner au hasard un élément 
non-représentant j ; 
4. Calculer le coût total S de la permutation du médoïde i avec élément non-
représentatif j ; 
5. SiS <0, permuter l' élément i avec); 
6. Répéter les étapes 2 à 5 jusqu'à ce que les positions des médoïdes soient fixes . 
Reynolds et al. (2004) ont proposé des modifications à la méthode originale de k-medoids 
afin de réduire sa complexité algorithmique. La procédure a ainsi été optimisée en 
sauvegardant en mémoire une liste ordonnée de proximités pour chacun des médoïdes et en 
testant l'élément le plus proche en tant que nouveau médoïde potentiel à chaque itération. 
En 2001 , Makarenko v et Legendre ont décrit une version pondérée de l' a lgorithme de 
partitionnement k-means. Les optimisations suivantes ont été considérées lors de l'aj out des 
poids à l'algori thme. Soit W , une matrice bidimensionne lle contenant des mesures pour n 
éléments (c.-à-d. des flux de travaux; qui sont représentés par les colonnes de la matrice) 
et m variables (c. -à-d. des tâches individuelles, ou des paires de tâches contenues dans le flux 
de travaux; représentées par les lignes de la matrice). Soit y = {y 1, • • • , y 111 }, le vecteur des 
coeffi cients de pondération attribués aux variables. Dans le contexte du regroupement des 
flux de travaux, ces poids peuvent refléter par exemple le temps d 'exéc ution des 
méthodes. En utili sant les équations de Makarenkov et Legendre (200 1 ), les Équations 23 et 
2421 représentent la di stance Eucl idienne d entre des flux de travaux (Équation 23) et le 
problème d'opt imisat ion assoc ié (Équation 24): 
Ill 
diJ = L Y/w,, -w1,Y . (23) 
p= l 
(24) 
Dans ces équations, K désigne le nombre total de groupes et nk le nombre d'é léments dans le 
groupe k. Nous considérons également la distance eosine dans l' application des algorithmes 
de regroupement. Cette dernière peut être représentée sous la forme pondérée sui vante 
(Équat ion 25): 
21 N.B. certaines des équations présentées dans ce chapitre sont auss is décrites aux chapitres 1 et 
chapitres 2, elles sont répétées ici pour une meilleure compréhension de ce chapi tre. 
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I l l  
d  i j  =  1  - c o s  e  - 1  ~y/ w i p  x  w  )  
- - p - 1  J P  
I l l  
I l l  
( 2 5 )  
LYpWi~ x  
LYPW~p 
p = l  
p = l  
D a n s  l e u r  t r a v a i l  p i o n n i e r ,  S a n t o s  e t  a l .  ( 2 0 0 8 )  o n t  é t é  l e s  p r e m i e r s  à  u t i l i s e r  l a  d i s t a n c e  
e o s i n e  ( n o n  p o n d é r é e )  d a n s  l e  c a d r e  d u  r e g r o u p e m e n t  d e  f l u x  d e  t r a v a u x .  U n  d e s  
i n c o n v é n i e n t s  d e  l a  m é t h o d e  d e  p a r t i t i o n n e m e n t  p a r  k - m e a n s  o u  k - m e d o i d s  e s t  l a  n é c e s s i t é  d e  
c h o i s i r  l e  n o m b r e  d e  g r o u p e s  p r é a l a b l e  à  c e  r e g r o u p e m e n t .  C e  d e r n i e r  p o i n t  n ' a  p a s  é t é  
a b o r d é  p a r  S a n t o s  e t  c o l l è g u e s .  D ' a i l l e u r s ,  c e t t e  q u e s t i o n  a  r a r e m e n t  é t é  c o n s i d é r é e  d a n s  l e  
c a d r e  d e  l a  c l a s s i f i c a t i o n  d e s  f l u x  d e  t r a v a u x .  D a n s  n o t r e  é t u d e ,  n o u s  p r o c é d e r o n s  à  
l ' é v a l u a t i o n  d u  n o m b r e  o p t i m a l  d e  g r o u p e s  à  l ' a i d e  d e s  t r o i s  c r i t è r e s  s u i v a n t s  :  C a l i n s k i -
H a r a b a s z  ( C a l i n s k i  e t  H a r a b a s z ,  1 9 7 4 ) ,  l o g S S  ( H a r t i g a n ,  1 9 7 5 )  e t  S i l h o u e t t e  
( R o u s s e e u w ,  1 9 8 7 ) .  N o u s  d é t e r m i n e r o n s  a i n s i  l e q u e l  e s t  l e  m i e u x  a d a p t é  à  l a  c l a s s i f i c a t i o n  
d e s  f l u x  d e  t r a v a u x .  L e  c r i t è r e  d e  C a l i n s k i - H a r a b a s z  a i n s i  q u e  l ' i n d i c e  l o g S S  o n t  é t é  
c o n s i d é r é s  e n  f o n c t i o n  d e  l e u r s  p e r f o r m a n c e s  s u p é r i e u r e s  d e  c l a s s i f i c a t i o n ,  é v a l u é e s  p a r  
M i l l i g a n  e t  C o o p e r  (  1 9 8 5 ) ,  t a n d i s  q u e  l ' i n d i c e  S i l h o u e t t e  a  é t é  s é l e c t i o n n é  s u i t e  à  l ' é v a l u a t i o n  
d e  A r b e l a i t z  e t  a l .  ( 2 0  1 3 ) .  
L e  c r i t è r e  d e  C a l i n s k i - H a r a b a s z  ( C H )  e s t  u n  i n d i c e  d e  t y p e  r a p p o r t  t e n a n t  c o m p t e  à  l a  f o i s  
d e s  v a r i a n c e s  i n t e r g r o u p e s  e t  i n t r a g r o u p e  ( É q u a t i o n  2 6 ) .  l e i ,  l e  c o e f f i c i e n t  s s / i  r e p r é s e n t e  l a  
v a r i a n c e  i n t e r g r o u p e s  g l o b a l e ,  e t  S S w  e s t  l a  v a r i a n c e  i n t r a g r o u p e  g l o b a l e .  O n  d é f i n i t  a u s s i  
K  c o m m e  l e  n o m b r e  t o t a l  d e  g r o u p e s  e t  n  c o m m e  l e  n o m b r e  d e  f l u x  d e  t r a v a u x  c o n s i d é r é s :  
C H ( K )  =  S S B  x  ( n - K )  
S S w  ( K  - 1 ) .  
( 2 6 )  
L e  c o e f f i c i e n t  S S i i  ( É q u a t i o n  2 7 )  e s t  é v a l u é  p a r  l e  c a l c u l  d e  l a  n o r m e  L
2  
( d i s t a n c e  
E u c l i d i e n n e )  e n t r e  l e  m e a n k  ( k  = 1  . . .  K ;  m e a n k  r e p r é s e n t e  l e  c e n t r o ï d e  o u  l e  m é d o ï d e  d u  
g r o u p e  k )  e t  l e  v e c t e u r  m e a n ,  r e p r é s e n t a n t  l a  m o y e n n e  g l o b a l e  d e  t o u s  l e s  é c h a n t i l l o n s .  I c i ,  n k  
r e p r é s e n t e  l e  n o m b r e  d ' é l é m e n t s  d a n s  l e  g r o u p e  k .  L e  c o e f f i c i e n t  S S w  ( É q u a t i o n  2 8 )  p e u t  
a l o r s  ê t r e  c a l c u l é  d e  l a  m ê m e  m a n i è r e .  D e  m ê m e ,  W ; k  e s t  l e  v e c t e u r  r e p r é s e n t a n t  l e  f l u x  d e  
travaux i dans le groupe k. Lorsque le critère Calinski-Harabasz est considéré, le nombre de 
groupes correspondant à sa valeur la plus élevée est sélectionné comme étant le nombre de 
groupes optimal. 
K 2 
SS8 = _Lnk!!meank- meanjj , et 
k= l 
K n, 
SSw = LLilwik - meankW. 
k= l i= l 
(27) 
(28) 
L' indice logSS (Équation 29) repose également sur l' évaluation du ratio entre la distance 
intergroupe et la distance intragroupe pour suggérer le nombre de groupes optimal. Lorsque 
le critère logSS est considéré, le nombre optimal de classes K correspond à la plus petite 
différence entre les deux scores de logSS subséquents (logSS(K) et logSS(K + 1) ). 
ss 
logSS( K) = Iog-8 . 
SSw 
(29) 
D'un autre côté, l' indice Silhouette représente une estimation de l' appartenance d'un 
élément au groupe en cours, et non à celui le plus proche. Pour chaque flux de travaux i dans 
l'ensemble donné des flux de travaux W = {w 1 • •• • , w11 }, la variable a(i) représente la distance 
moyenne entre i et tout autre élément du groupe (c.-à-d. les autres flux de travaux) dans le 
groupe C; auquel i appartient. Pour tout groupe c, en dehors de c1, la distance d(i, c) est définie 
comme étant la distance moyenne entre i et tous les autres flux de travaux 
dans c. Ensuite , b(i) représente la plus petite des distances entre tous les groupes différents 
de c, Le groupe c, pour laquelle d(i,c) = b(i) peut alors être considéré voisin de i. Par 
conséquent, la moyenne de la largeur Silhouette pour un groupe donné ck peut être calculée 
de la manière suivante (Équation 30): 
s(k)=[I b(i)-a(i) ] l nk· 




En utilisant les s(k) de l'Équation 30, le nombre optimal de groupes K est identifié comme 
celui ayant la valeur maximale de la somme des moyennes des largeurs de l' indice Silhouette 
(Équation 31): 
K 
s(K) = I[s(k)]/ K. (31) 
k= l 
4.6 Méthodes de classification hiérarchique de flux de travaux 
Dans cette étude, quatre méthodes de classification hiérarchiques différentes ont été 
considérées dans cette thèse : la méthode Unweighted Pair Group Method with Arithmetic 
Mean (UPGMA) (Sokal et Michener 1958), la méthode de Neighbor-Joining (NJ) de Saitou 
et Nei ( 1987), ainsi que les méthodes Fitch et Kitsch implémentées par Felsenstein (Fitch et 
Margoliash, 1967; Felsenstein, 1989). Ces méthodes hiérarchiques de classification peuvent 
être appliquées directement sur des matrices de distances calculées à l'aide des quatre 
schémas d'encodage des flux de travaux que nous présentons dans la section 4.7. Les 
méthodes UPGMA et Kitsch fournissent une classification ultramétrique (c.-à-d. arbre 
ultramétrique) , dans laquelle les longueurs de branches ne peuvent pas être arbitraires; elles 
sont contraintes de sorte que la longueur totale d'un chemin unique de la racine de l'arbre vers 
n'importe quelle feuille de cet arbre est toujours la même. Les méthodes NJ et Fitch, par 
contre, proposent une classification des arbres plus générale correspondant à un arbre 
additif, ou phylogénétique, c'est-à-dire que dans ce cas les distances entre les différentes 
feuilles de l'arbre satisfont à la condition des quatre points (Felsenstein, 2004). 
Les algorithmes de Fitch et de Kitsch s'appuient sur une fonction objective des moindres 
carrés visant à minimiser la somme des écarts quadratiques entre les valeurs observées et 
prédites des éléments (Felsenstein, 2004) . L'équation 32 décrit un tel procédé de 
minimisation, dans laquelle du est la distance entre les éléments observés i etj, et 6iJ est la 
distance d'arbre estimée (équivalente à la longueur du chemin reliant i et) dans l'arbre 
ultramétrique ou additif obtenu). La valeur de l' exposant pest égale à 2 dans le cas des 
algorithmes de Fitch et Kitsch (Felsenstein, 1984) (Équation 32): 
~min . (32) 
L'algorithme NJ suit le principe de l'évolution minimum visant à minimiser la longueur totale 
(c.-à-d. la somme des longueurs de branches) de l'arbre additif obtenu, tandis que la méthode 
UPGMA est une approche de regroupement par agglomération ascendante simple et 
largement utilisée. La complexité temporelle des algorithme de Fitch et Kitsch est de O(n4), 
tandis qu'elle est O(n3) pour NJ et que de O(n2) pour UPGMA, en considérant en entrée une 
matrice de dissimilarités de taille ( nxn ). Nous avons utilisé ces algorithmes de classification 
hiérarchique pour comparer les quatre stratégies d'encodage des flux de travaux et leurs 
différentes variantes présentées dans la section suivante. 
4.7 Stratégies d'encodage des flux de travaux 
Dans cette section, nous discuterons des quatre types généraux d 'encodage des flux de 
travaux. Ces derniers se doivent d' être exprimés sous forme matricielle avant l'application 
des algorithmes de regroupement considérés. En outre, un vecteur de poids sur les méthodes 
est prévu pour caractériser les tâches ou méthodes composant le flux de travaux (p.ex. les 
poids reflétaient les temps d'exécution des méthodes dans notre étude). L'application de 
poids est ainsi souvent considérée pour moduler l'importance de certaines variables ou encore 
pour réduire la dimension des données (Makarenkov et Legendre, 2001 ). Par exemple, des 
poids sont considérés pour représenter les fréquences inverses de certains termes lors du 
groupement de données textuelles (Schaeffer, 2007). Contrairement à l'approche de 
Makarenkov et Legendre (200 1 ), dans laquelle on estime que tous les poids ont des valeurs 
non-négatives et la somme des poids est égale à 1, nous supposons dans cette étude que les 
poids sont définis par l'utilisateur et ne sont soumis qu ' à la contrainte de non-négativité. Un 
exemple des quatre types d'encodage des flux de travaux qui seront discutés est présenté dans 
le Tableau 4.1. Il représente l'encodage des cinq flux de travaux bioinformatiques réels 
présentés à la Figure 4. 1. 
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4.7.1 Encodage de type 1 
La manière la plus simple d 'encoder un flux de travaux est la présentation de données sous la 
forme d'une matrice binaire reflétant la présence ou l'absence de chacune des méthodes 
disponibles. Dans l'exemple, Figure 4.1 , la présence et l'absence de 10 logiciels et méthodes 
phylogénétiques, utilisées dans le flux de travaux, étaient d'abord encodées (Tableau 4.1 ). Un 
tel encodage a été proposé par plusieurs chercheurs, y compris Kastner et coll. (2009) et 
Costa et al. (20 12). Pour complémenter le travail de Costa et al. (20 12), nous considérons ici 
l' addition d'un vecteur de poids représentant le temps d'exécution moyens des méthodes. 
Le temps d'exécution moyen des 10 méthodes phylogénétiques considérées est indiqué à 
droite dans le Tableau 4.1 . Ce type d 'encodage général peut être utilisé soit pour regrouper 
certains flux de travaux similaires en un tout, qui pourrait ensuite être exécuté ensemble sur 
un serveur, ou encore pour envoyer vers des services Web différents quelques flux de travaux 
présentant des temps d ' exécution plus important afin de minimiser le temps d'exécution total 
de l'ensemble des flux de travaux (Vairavanathan et al. , 2012) . 
4.7.2 Encodage de type II 
L'encodage des flux de travaux de type II est basé sur les informations d'occurrence des 
méthodes. Ici , nous considérons en plus le poids de chacune des méthodes. Ces poids peuvent 
être définis par l'utilisateur et appliqués aux méthodes. Dans l'exemple présenté dans le 
Tableau 4.1 (voir encodage de Type Il), le procédé appelé HGT Detecter 3.2 a reçu le poids 
de 1.0, tandis que les neuf autres méthodes ont reçu le poids de 0.1 . Les pondérations 
appliquées peuvent être définis par l'utilisateur à travers l' introduction de mots-clés 
spécifiques caractérisant certaines méthodes. Le poids de la méthode correspondante peut être 
donné suite à la présence ou l'absence de la série de mots-clés dans l' annotation des 
différentes méthodes. Ce type d 'encodage pourrait être particulièrement utile pour la 
recherche et la sélection des flux de travaux appropriés dans une grande banque de données 
de flux de travaux caractérisés par leurs métadonnées. 
4.7.3 Encodage de type III 
Afin de déterminer si l'information structurelle des flux de travaux peut fournir une meilleure 
classification par rapport à la seule présence ou absence des méthodes, nous avons représenté 
les cinq flux de travaux de la Figure 1 comme des graphes orientés connexes et les avons 
encodés au format paire-de-tâches (pair-oj-tasks) (voir encodage de type III dans le Tableau 
4.1 ). Ce type d ' encodage des flux de travaux, qui est similaire à l' encodage N-gram de 
Wombacher et Li (20 1 0), conserve l'information structurelle essentielle, sans requérir à une 
méthode dérivée de la théorie des graphes, algorithmiquement beaucoup plus complexe. Un 
vecteur de temps, caractérisant le temps d'exécution moyen de chaque paire-de-tâches, est 
utilisé comme poids dans l' utilisation de ce type d 'encodage. Vairavanathan et al. (20 12) ont 
récemment décrit un système de gestion de fichiers adapté aux flux de travaux, qui donnant 
l'information structurelle des flux de travaux, permet une exécution plus rapide lors du 
déploiement et l' exécutions de ceux-ci sur des serveurs distants (cloud computing). Le 
regroupement de flux de travaux par leur structure a également été abordé par Kastner et al. 
(2009). Cependant, ces derniers auteurs n' ont pas considéré l' ajout de poids caractérisant les 
différentes méthodes . 
4.7.4 Encodage de type IV 
Enfin, nous avons également envisagé l'addition de métadonnées et d'informations sur les 
ports d ' entrée et de sortie des méthodes à la matrice de paire-de-tâches et au vecteur de 
poids. Ce type d 'encodage, qui prend en compte le début et la fin du flux de travaux, souligne 
l'importance des entrées et des sorties dans le pipeline d ' analyse. Un tel encodage peut être 
particulièrement utile dans des situations dans lesquelles l'utilisateur peut revoir et réutiliser 
les résultats des processus complexes qui ont déjà été exécutés avec des données d'entrées et 
de sorties identiques à celles spécifiées par l'utilisateur. Ce type de flux de travaux comprend 
des flux de travaux souvent longs et complexes utilisés en bioinfonnatique et destinés à 
l'extraction, l'analyse ou le traitement de gros volumes de données génomiques (Giardine et 
al., 2005, Oinn et al. , 2007). Dans cet encodage, le vecteur de poids est défini comme suit. 
Premièrement, un poids de 1.0 est attribué aux variables représentant les données d'entrées et 
de sorties du flux de travaux, ainsi qu ' à des variables associées à des méthodes de calcul 
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choisies par l' utilisateur (par exemple, les méthodes correspondant à des mots-clés 
spécifiques). Deuxièmement, le poids de 0.1 est attribué aux variables correspondant aux 
autres méthodes et tâches composant le flux de travaux. 
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Tableau 4.1 Les quatre propositions d 'encodage des flux de travaux et leurs vecteurs de 
poids associés pour les cinq flux de travaux bioinformatiques présentés à la Figure 4. 1. Dans 
le cas de la doub le occurrence de la méthode PhyML, utilisée dans le flux de travaux W5, les 
méthodes sont identifiées comme PhyML( 1) et PhyML(2) dans 1 ' encodage de type 1. 
Encoding of Type 1 Wl W2 W 3 W4 W5 W e ights for Encoding of Type 1 
Blast {NCBI) 0 0 0 0 0 .3 5 
Clusta1W2 0 0 0 0.49 
HGT Detecter 3.2 1 0 0 .88 
Muscle 0 0 0 1 0.41 
PROTML {Phy lip) 0 0 0 0.68 
PhyML {1) 0 1.13 
PhyML {2) 0 0 0 0 1 1.13 
Probcons 0 0 1 0 0.55 
Robinson& Fou Ids distance 0 0 0 1 0.25 
SEQBOOT 1 0 0 0 0 0.14 
Seq-Gen 0 0 0 0.43 
Encoding of Type Il Wl W2 W3 W4 W5 W eights for Encoding of Type Il 
Blast{NCBI) 0 1 0 0 .10 
Clust a1W 2 0 0 0 0 .10 
HGT Detec ter 3.2 1 1.00 
Muscle 0 0 0.10 
PROTML { Phy lip ) 0 0 0 0 0 .10 
PhyML 0 0 2 0 .10 
Probcons 0 0 0 .10 
Robinson&Fou lds distance 0 0 0 1 0 0 .10 
SEQBOOT 0 0 0 0 0 .10 
Seq-Gen 0 0 0 0.10 
Encoding of Type Ill Wl W2 W3 W4 W5 W e ight s for Encoding of Type Ill 
Blast {NCBI) 0 0 0 1 0 0 .35 
HGT Detecte r 3.2 1 1 0 0 .88 
Robinson& Foulds distance 0 0 0 1 0 0 .25 
Clusta iW2-7PhyML 0 1 0 0 1 1.62 
Musde-?PhyML 0 0 0 0 1 1.54 
Muscle-75EQBOOT (P hylip) 0 0 0 0 0.55 
PROTML (P hy lip )-7 HGT Detector 3.2 0 0 0 0 1.56 
PhyML....:;HGT Detecter 3.2 0 0 2.01 
Probcons-7PhyML 0 0 0 1.68 
SEQBOOT ( Phy lip)-?PROTML (P hy lip) 0 0 0 0 0.82 
Seq-Gen-?Biast (NCBI) 0 0 0 0 0 .78 
Seq-Gen -7Ciusta1W2 0 0 0 0 .92 
Encoding of Type IV Wl W2 W3 W4 W5 W eights for Encoding of Type IV 
Blast(NCBI) 0 0 0 1 0 0 .10 
HGT Detecter 3. 2 1 1 1 0 1 1.00 
Robinson& Fou Ids d istance 0 0 0 1 0 0.10 
Clusta iW2-?PhyML 0 1 0 0 .10 
Muscle-?P hyML 0 0 0 0 1 0 .10 
Muscle-?SEQBOOT (Phylip) 0 0 0 0 0 .10 
PROTML (Phy lip)-7 HGT Detect e r 3 .2 0 0 0 1.00 
PhyML-? HGT Det ecte r 3.2 0 1 0 1.00 
Probcons-)P hyML 0 0 0 0 0 .10 
SEQBOOT (Phy lip)-?PROTML (P hy lip ) 0 0 0 0 .10 
Seq-Gen-?Biast (NCBI) 0 0 0 0 0 .10 
Seq-Gen-)CiustaiW2 0 1 0 0 0 0.10 
INPUT_Sequences 0 1 0 1 1.00 
lNPUT_Tree 2 0 1 .00 
OUTPUT_Biast (NCBI) 0 0 0 0 1.00 
OUTPUT_Matrix 1 1 1.00 
OUTPUT_Mu ltipleTrees 0 0 0 0 1.00 
OUTPUT_Ou tputTex t 1.00 
OUTPUT_Resu lts 1.00 
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En fonction du type d'encodage, les cinq flux de travaux illustrés à la Figure 1 ont été 
regroupés dans les sous-ensembles optimaux suivants en utilisant la version pondérée de 
l' algorithme de partitionnement k-means, et le critère d'optimisation de Calinski-Harabasz. 
lci,Kdésigne lenombredegroupespourencodagedetype 1: K=4- {Wl}, {W2} , {W3 , W4} 
et {WS}, encodage de type Il: K=3- {WI ,W3 ,W5}, {W2} et {W4}, encodage de type III: 
K=4- {Wl }, {W2,W4}, {W3} et {WS} , et l' encodage de type IV: K=4- {WI }, {W2, W3}, 
{ W 4} et { W 5} . 
4.8 Classification des encodages à l'aide des méthodes de partitionnement 
Pour évaluer les quatre stratégies d' encodage des flux de travaux définis dans les sections 
précédentes, nous avons considéré une sélection de 120 flux de travaux bioinformatiques 
créés et exécutés à l'aide de la plate-forme Armadillo (Lord et al. , 20 12), ainsi que 100 flux 
de travaux extraits du portail myExperimen/ 2 (Goderis et al. , 2008) (Tableau 4.2). Le jeu de 
données de Armadillo contenait quatre classes de flux de travaux (K = 4) et 17 tâches 
différentes (c.-à-d. des méthodes) lors des encodages de type 1 et II , 30 tâches différentes 
pour 1 'encodage de type III et 4 7 tâches différentes pour l'encodage de type IV (Voir le 
Tableau supplémentaire 8 . 1 en annexe). Chaque flux de travaux de l'ensemble de données de 
Armadillo est composé d'un nombre maximum de huit tâches, choisies parmi un groupe de 17 
méthodes couramment utilisées en bioinformatique et divisé en quatre catégories: ( 1) les 
méthodes d'alignement de séquences: Alignment information, Clusta1W2, Baliphy, Muscle, 
Probcons et Kalign; (2) les méthodes d'inférence d'arbres phylogénétiques: Garly, Neighbor, 
PhyML, ProtML, Seqboot et ProtPars; (3) les méthodes pour la détection de transferts 
horizontaux de gènes et les méthodes de comparaison d'arbres : HGT Detector, Riata, 
BLAST, Robinson and Foulds distance, et Random tree; et, enfin, (4) un échantillon mixte 
formé des méthodes sélectionnées dans les trois catégories mentionnées ci-haut. Le mot-clé 
utilisé pour l'encodage de type II et de type IV était « HGT » (signifiant transferts 
horizontaux de gènes). Ainsi, les méthodes annotées avec le mot-clé « HGT » ont reçu un 
poids de 1.0, alors que toutes les autres méthodes ont reçu le poids de 0.1. Les 100 flux de 
travaux formant l'ensemble de données de myExperiment ont été récupérés à partir du portail 
Web en utilisant les mots-clés « phylogenetics » et « bioinformatics ».Parmi les flux de 
travaux extraits, nous avons sélectionné ceux générés par la plate-forme Taverna (version 1 
et 2; Oinn et al., 2007). Puisque l'exécution expérimentale n'était pas possible pour tous les 
flux de travaux dans cet ensemble de données, le temps de fonctionnement approximatif de 
chacune des 318 méthodes disponibles a été établi sur la base de notre connaissance de ces 
méthodes. La classification de ces flux de travaux dans 15 classes (K = 15) est fondée sur 
l' analyse des métadonnées disponibles sur le site de myExperiment (voir le Tableau 8 .2 en 
annexe) . Pour cet ensemble de données, le mot-clé utilisé pour l'encodage de type Il et IV 
était« BLAST ». 
Tableau 4.2 Principales caractéristiques des flux de travaux réel s provenant des jeux de 
données Armadillo et myExperiment considérés dans cette étude. 
Jeux de Nombre de Méthodes de Méthodes Méthodes Nombre Mots-clés utilisés 
données flux de Types 1 et II de de de classes pour l'encodage de 
travaux (N) Type III Type IV (K) Types Il et IV 
Armadillo 120 17 30 47 4 HGT 
myExperiment 100 318 345 497 15 8LAST 
Dans la première partie de notre étude, nous n'avons considéré que l'ensemble de 
données Armadillo, ainsi que l'algorithme de partitionnement de k-means et la distance 
Euclidienne. Pour chacun des quatre encodages de données di scutés dans la section 
précédente, l'a lgorithme de k-means pondéré a été exécuté avec un nombre de départs 
aléatoires fixé à 1000 et un nombre maximal de classes égal à 40. L' évaluation de la qualité 
des stratégies d'encodage a été effectuée par le calcul de l'indice Rand (RI, Rand, 1971 ). 
L'indice Rand a été évalué en comparant la partition de 120 flux de travaux obtenue avec la 
partition de référence de quatre classes du jeu de données de Armadillo (voir le Tableau 8.2 
en annexe) . L' indice Rand a été calculé séparément pour les flux de travaux ayant des 




l'ensemble de données de Armadillo). Les résultats obtenus ont été présentés en fonction du 
nombre de méthodes incluses dans des flux de travaux (Figure 4.2). Les critères de Calinski-
Harabasz (CH), Silhouette (SI) et logSS ont été utilisés pour déterminer le nombre optimal de 
groupes lors de ces simulations. 
Nous avons d'abord évalué les performances de la stratégie d ' encodage de base (type 1, voir 
la Figure 4.2a), constituée d'une matrice de présence et d ' absence binaire accompagnée des 
poids proportionnels aux temps de fonctionnement des méthodes. Nous avons constaté que le 
nombre optimal de classes proposées par l'indice CH était de 3 (le RI moyen de CH sur la 
Figure 4.2a est de 0.738), par l'indice Silhouette était de 8 (le RI moyen de SI est 0.851 ), et 
par l' indice logSS était de 5 (le RI moyen de logSS est 0.808). Ces résultats suggèrent que, en 
fonction de l'indice Rand, SI était supérieur aux indices CH et logSS pour l' encodage de type 
1. L'autre tendance que l'on peut observer est que l'augmentation du nombre de méthodes 
dans les flux de travaux conduit à une augmentation de la qualité du regroupement pour ce 
jeu de données, indépendamment du critère d'optimisation sélectionné (CH, SI ou logSS). 
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Figure 4.2 Les résu ltats des s imulations obtenus pour les quatre stratégies d'encodage 
des flux de travaux décrites dans ce chapitre. L'axe des abscisses indique le nombre de tâches 
(par exemple des méthodes computationnelles) dans le flux de travaux; l'axe des ordonnées 
indique la valeur de l' indice Rand (RI). Les résu ltats obtenus en utilisant l' encodage de type 
1, II , Ill et IV sont présentés dans les panneaux (a), (b ), ( c) et ( d), respectivement. 
Nous avons ensuite évalué la stratégie d 'encodage de type Il (Figure 4.2b). La matrice 
d'occurrence des méthodes et le vecteur de poids correspondant au mot-c lé choisi « HGT » 
ont été ici considérés. Nous avons constaté que le nombre optimal de groupes proposés par le 
critère CH était de 12 (le RI moyen de CH sur la Figure 4.2b est 0.841 ), par SI était de 4 (le 
RI moyen des SI est de O. 754), et par logSS était de 39 (le RI moyen de logSS est 
0.826). Ces résultats suggèrent que le critère de CH était supérieur à SI et logSS pour 
l' encodage de type Il , en uti lisant comme référence l'indice Rand. L'autre tendance que l'on 
observe est que l'augmentation du nombre de tâches contenues dans les fl ux de travaux 




l'indice logSS fournit ici un grand nombre de classes (tandis que le nombre optimal de classes 
est de 4). Ce critère est ainsi non recommandé lors de l' utilisation de l'encodage de type II. 
Le troisième type d 'encodage (Figure 4.2c) consiste en la représentation de la structure du 
flux de travaux sous la forme de paire-de-tâches. Ce type d ' encodage permet ainsi de 
conserver les éléments structuraux du flux de travaux, à la différence des matrices de tâches 
de types 1 et Il. Comme dans l'encodage de type 1, les poids représentent ici la durée moyenne 
d'exécution des méthodes bioinformatiques sélectionnées. Les résultats suivants ont été 
obtenus: le nombre optimal de groupes proposés par CH était de 8 (la moyenne de RI pour le 
critère CH à la Figure 4.2c est de 0.735), par SI était de Il (la moyenne de RI pour SI est de 
0.761 ), et par logSS était à nouveau 39 (le RI moyen de logSS est de 0.793). Encore une fois , 
l'indice logSS était loin de fournir le nombre optimal de classes, en dépit d'une bonne 
performance en terme des valeurs de RI . 
L'encodage de type IV (Figure 4.2d) met l'accent sur les types de données d'entrée et 
de sortie. Ce type de regroupement a été recommandé par Goderis et al. (2008), puis par 
Wombacher et Li (2010). Contrairement à ces études, nous n' avons considéré dans notre 
encodage que les entrées et les sorties primaires des flux de travaux, ignorant ceux des tâches 
intermédiaires . Ce type d 'encodage est en accord avec les spécifications utili sées dans la 
populaire plate-forme de flux de travaux scientifiques Taverna (Oinn et al., 2007). Ici , nous 
avons utilisé un poids de 1.0 pour les données en entrée et en sortie, ainsi que pour les paires-
de-tâches contenant la méthode HGT Detector, et le poids de 0.1 pour toutes les autres 
paires-de-tâches disponibles. Suite à l' analyse, on retrouve que le nombre optimal de classes 
pour le critère CH était de 22 (le RI moyen pour CH sur la Figure 4.2d est de 0.826), pour SI 
était de 13 (RI moyen pour SI est de 0.819), et pour logSS à nouveau de 39 (RI moyen de 
logSS est de 0.789). Cette fois encore, l'indice logSS était loin de fournir le nombre optimal 
de groupes pour ce type d ' encodage des flux de travaux. 
La tendance générale qui peut être observée dans cette simulation, pour les quatre types 
d ' encodage, est que l' augmentation dans le nombre de tâches dans des flux de travaux, mène 
à une augmentation de la valeur de RI dans le cas des indices Calinski-Harabasz et Silhouette 
et logSS. 
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Figure 4.3 Résultats de la simulation étudiant l'évolution de l'indice Rand moyen 
pour l' ensemb le de données de Armadillo . L'axe des abscisses indique le nombre de tâches 
(c.-à-d. de méthodes) dans le flux de travaux. Le panneau (a) illustre l'effet du critère 
d'optimisation; le panneau (b) - l'effet du type d 'encodage; le panneau (c) - l'effet de la 
mesure de distances; et le panneau (d)- l'effet de l'algorithme de partitionnement appliqué. 
La deuxième partie de nos simulations a été réalisée en utilisant à la fois les ensemb les de 
données de Armadillo et de myExperiment, les a lgorithmes de partitionnement pondérés k-
means et k-medoids et les distances Euclidienne et eosine. Dans ces simu lations, les options 
de 100 départs aléatoires et un nombre maximal de groupes égal à 20 ont été 
sé lectionnées. Chaque point présenté dans les Figures 4.3 et 4.4 représente la moyenne 
calculée sur l'ensemble des combinaisons de paramètres, mis à part, les paramètres d'intérêt 
fixés (p.ex. à la Figure 4.3a, la moyenne est calculée sur les résultats obtenus en utilisant 
les méthodes k-means et k-medoids, les distances eosine et Euc lidienne et les quatre types 




moyennes des échantillons qui étaient significativement différentes l'une de l'autre et le test 
de Kolmogorov-Smirnov a servi à vérifier la normalité des données. Tous les tests 
statistiques ont été effectués en utilisant le programme de nStat v3.0. Toujours en considérant 
l'indice Rand comme une mesure de l'efficacité du regroupement, nous avons confirmé que 
pour l' ensemble des flux de travaux de Armadillo, un plus grand nombre de tâches dans le 
flux de travaux mène en général à des meilleurs résultats de classification quel que soit le 
critère d 'optimisation (CH, Silhouette ou logSS) utilisé pour sélectionner le nombre optimal 
de classes (p<O.O 1; Figure 4.3a). Cependant, dans le cas des simulations effectuées avec 
l'ensemble de flux de travaux de myExperiment (Figure 4.4a), après un certain point (c'est à 
dire l' intervalle de 40-50 tâches pour ces données), avoir plus de tâches dans chacun des flux 
de travaux n'aboutit pas à une meilleure classification. Un tel résultat peut être lié à 
l'accumulat ion du bruit avec l'augmentation du nombre de variables considérées lors de la 
classification (Makarenkov et Legendre, 2001 ). Globalement, l'application d'un critère 
d'optimisation particulier n'a pas eu un impact s ignificatif sur la performance du 
regroupement (voir les Figures 4.3a, 4.4a et 4.5a) en terme de l'indice Rand (p> 0,05). 
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Figure 4.4 Résultats de la simulation représentant l'évolution de l'indice Rand moyen 
en fonction du nombre de tâches contenues dans les flux de travaux de l'ensemble de données 
de myExperiment. L'axe des abscisses représente un intervalle correspondant au nombre de 
tâches (c.-à-d. les méthodes computationnelles) présentes dans le flux de travaux; 8 
intervalles ont été pris en compte dans nos simulations. Le panneau (a) illustre l'effet des 
critères d'optimi sation ; le panneau (b)- l'effet du type d 'encodage; le panneau (c) - l'effet de 
la mesure de distances; et le panneau (d)- l'effet de l'algorithme de partitionnement appliqué. 
De même, aucune corrélation significative n'a été observée entre le type d'encodage du flux 
de travaux et le nombre de tâches composant le flux de travaux (Figures 4.3 b et 
4.4b ). Toutefois, lorsque nous avons combiné les résultats obtenus pour les deux ensembles 
de données (Figure 4.5a) et considéré les encodages non pondérés, nous avons trouvé des 
différences significatives dans la moyenne de l' indice Rand pour l'encodage de type 1 
(p<O.O 1) et de type II (p< O.OS), comparativement aux résultats globaux non pondérés pour 
ces deux types d 'encodage (ils sont désignés comme Unw 1, II à la Figure 4.5a). En revanche, 
aucune différence significative (p> O.OS) n'a été observée entre les résultats correspondant aux 
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tâches résultant de l'encodage des données sous la forme de matrices de paires-de-tâches 
pondérées et non pondérées (voir les barres désignés par Unw Ill , IV, lii et Type III et Type 
IV sur la Figure 4.5a). De plus, aucune différence significative n'a été observée en comparant 
les résultats obtenus avec les trois critères considérés lors du regroupement (CH, SI et 
logSS). Le critère SI a cependant fourni les meilleurs résultats globaux en fonction de l'indice 
Rand pour les encodages de types Il et III, tandis que logSS a mieux performé que les deux 
autres critères de classification pour les encodages de types I et IV (Figure 4.5a). 
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Figure 4.5 Résultats de classification combinés pour l' ensemble de flux de travaux 
de Armadillo et de myExperiment obtenus en utilisant les quatre types d' encodage avec et 
sans poids (indice moyen Rand ± SEM). Les stratégies d'encodage non pondérées ont été 
respectivement désignées comme Unw 1, II (résu ltats combinés pour les encodages non 
pondérés des types I et Il) et Unw lll , IV (résultats combinés pour les codages non pondérés 
de types III et IV). Le panneau (a) illustre l'effet des critères d'optimisation pour les 
encodages non pondérés (les deux premiers jeux de barres) et pondérés (quatre derniers jeux 
de barres); le panneau (b) - l'effet de la mesure de distances; et le panneau ( c) - l'effet de 
l'algorithme de partitionnement appliqué. 
L'évaluation de la répartition des flux de travaux en fo nction de la mesure de distances a 
montré que la distance eosine est nettement supérieure à la distance Euclidienne (RI moyen 
de 0.68 vs 0.61 etp<O.OOl, voir les Figures 4.3c, 4.4c et 4.5b). Les meilleurs résultats pour la 
distance eosine ont été obtenus indépendamment du nombre de tâches contenues dans les flux 
de travaux (Figures 4.3c et 4.4c). Cette conclusion est en accord avec les travaux de Santos et 
al. (2008), qui ont suggéré l'utilisation de la distance eosine (non pondérée) pour le 
regroupement des flux de travaux. Bien que l'indice Silhouette a fourni de meilleurs résultats 
de classification (en moyenne) que CH et logSS lorsque la distance eosine a été considérée, la 
différence obtenue n'était pas significative (p>0.05). La comparaison des résultats moyens 
des classifications en utilisant les algorithmes de partitionnement k-medoids et k-means 
permet de souligner d' une manière significative les meilleures performances de 
l'algorithme k-medoids (moyenne de RI 7.0 vs 6.1 , p<O,OO 1; vo1r la Figure 
4.5c). Finalement, lorsque le k-partitionnement a été réalisé, les indices SI et logSS ont 
surclassé l'indice CH avec un RI moyen respectif de 0.71 , 0.72 pour les deux premiers et de 
0.65 pour CH (p< O.O 1 ). 
4.9 Classification des encodages à l' aide des méthodes de classification hiérarchique 
Dans cette section, nous présentons les résultats obtenus en utilisant les méthodes de 
classification hiérarchiques dans le cadre du regroupement de flux de travaux. Dans nos 
simulations, nous avons testé les quatre stratégies d'encodage de flux de travaux définies dans 
la section 4.5. Leurs formes pondérées et non pondérées ont été considérées. Comme dans 
nos simulations précédentes, la distance Euclidienne ou la distance eosine ont été utilisées 
pour calculer la similarité entre les flux de travaux provenant soit du jeu de données de 
Armadillo ou du jeu de données de myExperiment. Les algorithmes de reconstruction d'arbres 
Fitch, Kitsch , Neighbor-Joining (NJ) et UPGMA ont été appliqués pour inférer les 
classifications hiérarchiques (c. -à-d. des arbres additifs) en utilisant les logiciels Fitch, Kitsch 
et Neighbor du package PHYLIP (Felsenstein, 1989). Les regroupements résultants ont été 
évalués au moyen de la distance topologique de Robinson et Foulds (RF; Robinson et Foulds, 














Classification hiérarchique des stratégies de regroupement hiérarchiques 
des flux de travaux obtenue pour les quatre types d 'encodage pondérés et non pondérés (1 , II , 
III et IV) décrit dans cette thèse, la distance eosine et la distance Euclidienne et quatre 
algorithmes de regroupement hiérarchique différents (Fitch, Kirsch, NJ et UPGMA) pour 
l' ensemble de données de Armadillo (n= I20). L'utilisation du type d 'encodage pondéré est 
indiquée par la lettre « w » précédant le nom de la méthode, alors que le type d ' encodage est 
indiqué par le chiffre correspondant. Le taxon de référence représente le regroupement 
optimal. 
Les arbres obtenus ont été comparés à un arbre de référence construit à partir des classes 
définies précédemment (voir les Tableaux supplémentaires D.l et D.2). Dans ces arbres de 
référence non-binaires, les flux de travaux appartenant à la même classe ont été reliés par une 
multifurcation (un nœud de degré supérieur à 3). 
Comme il était impossible de présenter chaque arbre additif obtenu pour chaque combinaison 
de paramètres dans nos simulations, nous avons décidé de comparer ces arbres à l'aide de la 
distance RF. De plus, nous avons appliqué l'algorithme NJ (NJ a été appliqué à la matrice de 
distances RF) afin de fournir une classification hiérarchique unique des arbres obtenus pour 
les deux ensembles de données expérimentales considérées (voir les Figures 4.6 et 4.7). Dans 
les arbres de classification illustrés, chaque taxon représente un arbre d'additif obtenu en 
utilisant la combinaison des paramètres de simulations indiqués. La visualisation de la 
classification résultante des Figures 4.6 et 4.7 a été effectuée à l' aide du logiciel MEGA 
(Tamura et al. , 20 Il). 
En utilisant l'algorithme NJ et la distance RF comme une mesure de proximité arbre, nous 
avons constaté que pour le jeu de données de Armadiflo, la distance eosine pondérée et 
l'encodage de type 1 fournissent la meilleure classification hiérarchique par rapport à la 
classification de flux de travaux de référence. Le groupe de quatre arbres obtenus en utilisant 
la distance eosine pondérée et l'encodage de type 1 est la plus proche de l'arbre de référence 
en terme de la distance d'additive ( c. -à-d. la somme des longueurs des branches constituant 
l'unique chemin reliant les taxa dans l'arbre, voir la Figure 4.6). Pour l'ensemble de données 
de myExperiment, nous avons constaté que la distance eosine pondérée et la distance 
Euclidienne pondérée, de concert avec les encodages de types 1 et Ill , ont fourni les meilleurs 
résultats lors de la classification hiérarchique (Figure 4. 7). 
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Figure 4.7 Classification hiérarchique des stratégies de regroupement hiérarchique de 
flux de travaux obtenue pour quatre distances pondérées ou non pondérées et quatre types 
d'encodage des flux de travaux (!, Il , Ill et IV) décrit dans cette thèse, les distance eosine et 
Euclidienne et quatre algorithmes de regroupement hiérarchiques différents (Fitch, Kirsch, 
NJ et UPGMA) pour le jeu de données de myExperiment (n=l 00). L'utilisation du type 
d ' encodage pondéré est indiquée par la lettre « w » précédant le nom de la méthode, alors que 
le type d 'encodage est indiqué par le chiffre correspondant. Le taxon de référence représente 
le regroupement optimal. 
Les résultats agrégés de nos simu lations pour les deux ensembles de données expérimentales 
en terme de la distance RF moyenne entre les arbres de référence et les arbres de 
classification obtenus (Figure 4.8a) suggèrent une différence significative entre les résultats 
correspondant à l'encodage non pondéré et ceux correspondant à l'encodage pondéré, pour 
l'encodage de type 1 (distance RF moyenne de 108.3 vs 1 02.4, p <O.OS). Notez que les plus 
petites valeurs de la distance RF correspondent à des meilleurs résultats de 
regroupement. Aucune différence significative n'a été trouvée pour d'autres types d ' encodage 
des flux de travaux en utilisant cette méthodologie. Lorsque les performances des quatre 
algorithmes de regroupement hiérarchique ont été considérées, aucune différence 
significative entre les distances RF moyennes correspondantes n' a été trouvée (Figure 4.8b). 
Néanmoins, l'algorithme de Fitch a fourni en général les plus petites valeurs de RF. Enfin, les 
résultats obtenus par les méthodes utilisant la distance Euclidienne et la distance eosine ont 
également été comparés (Figure 4.8c). Nous avons trouvé que l'utilisation de la distance 
eosine a conduit à de biens meilleurs résultats de regroupement globaux dans le cadre de la 
classification hiérarchique (la distance RF moyenne pour la distance eosine était de 101.3 vs 
109.0 pour la distance Euclidienne; p<O.OO 1 ). En résumé, les résultats obtenus pour les 
ensembles de données de Armadil!o et de myExperiment montrent une meilleure 
classification hiérarchique en utilisant l'algorithme Fitch avec la distance eosine pondérée et 
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Figure 4.8 Résultats combinés de la classification hiérarchique obtenus pour les 
ensembles de données de Armadillo et de myExperiment (n=220). La moyenne de la distance 
topologique de Robinson et Foulds (RF± SEM) a été utilisée pour mesurer les performances 
des stratégies de regroupement. Les stratégies d'encodage non pondérées ont été 
respectivement désignées comme Unw 1, JI (résultats combinés pour les encodages non 
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pondérés de types I et 11), ainsi que Unw III, IV (résultats combinés pour les encodages non 
pondérés de types III et IV). Le panneau (a) illustre l'effet du type d ' encodage pour les 
stratégies non pondérées (deux barres) et pondérées (les quatre dernières barres); le panneau 
(b)- l'effet de l'algorithme de classification hiérarchique appliqué; le panneau (c)- l'effet de 
la mesure de distances. 
4 . 10 Nouvelle mesure de support du regroupement par paires 
Lors de l'exécution de nos simulations, nous avons observé une certaine variabilité dans 
l'attribution des flux de travaux individuels à leurs groupes, selon la partition aléatoire utilisée 
comme un point de départ pour les algorithmes de partitionnement k-means et k-medoids 
(voir la Figure 9c et 9d comme exemple). Il est connu qu'une seule valeur aberrante (outliers) 
peut grandement influencer les performances du regroupement de ces algorithmes de 
partitionnement (Hennig, 2008). Dans de nombreux cas, les heuristiques k-means et k-
medoids atteignent seulement un minimum local qui est ensuite retourné comme la solution 
du regroupement (Makarenkov et Legendre, 200 1 ). Nous avons observé que certaines paires 
de flux de travaux étaient plus susceptibles d'être affectées à la même classe ou à des classes 
différentes, indépendamment du nombre de classes proposées par le critère de classification 
de référence (p.ex. CH). 
L'évaluation de la stabilité des solutions de partitionnement par l'algorithme k-means a été 
faite par différents chercheurs (Lange et al. 2004; Steinley, 2003 , 2006, 2008, Cheng et 
Milligan, 1996, Ben-Hur et al. 2002). Steinley (2008) a évalué la cooccurrence de paires 
d'éléments et la cooccurrence des éléments entre chacune des classes pour estimer la qualité 
d'un partitionnement suite à l'exécution répété de k-means avec différentes valeurs 
d'initialisation . Par ailleurs, Ben-Hur et al. (2002) ont proposé un algorithme basé sur le 
coefficient de Jaccard permettant de détecter le manque de structure dans un regroupement 
hiérarchique. Dans ce cas, le calcul de la cooccurrence de paires d'éléments suite à des 
échantillonnages multiples a été utilisé. De manière similaire, Wang (20 1 0) a proposé une 
estimation du nombre de groupes présents dans un partitionnement en divisant un jeu de 
données en deux parties et en évaluant l'instabilité de ces deux parties. Finalement, Hennig a 
développé différentes stratégies pour évaluer le support des différents groupes formés par un 
partitionnement. La première stratégie (Hennig, 2007) implique l'utilisation du coefficient de 
Jaccard jumelé à des techniques de ré-échantillonnage (p.ex. bootstrap, jittering ou 
subsetting). Fang et Wang (2012) ont aussi évalué des techniques basées sur le bootstrap 
pour évaluer la stabilité globale du partitionnement en examinant le caractère aléatoire du 
partitionnement des éléments. Une deuxième stratégie (Hennig, 2008) implique la notion du 
point de dissolution d'un groupe et de la robustesse de l'isolation d'une solution de 
partitionnement. Dans ce cas, des éléments sont ajoutés au jeu de données de manière 
aléatoire. Milligan et Cheng ( 1996) ont aussi évalué l'ajout ou le retrait d'éléments d ' un jeu de 
données pour confirmer la stabilité d'un partitionnement. Ainsi , une mesure de la stabilité des 
paires de flux de travaux lors du regroupement peut être introduite dans la situation où 
différents points de départ aléatoires sont considérés (c.-à-d. différentes partitions de 
départ). Une telle mesure va tenir compte de la probabilité de chaque paire d'éléments (à 
savoir les flux de travaux dans notre étude) d ' être affectée à la même classe ou à des classes 
différentes. 
Soit Q, le nombre de départs aléatoires (c. -à-d. les itérations, ou nombre d' exécution) de 
l'algorithme de partitionnement choisi (k-means ou k-medoids dans notre étude) . Chaque 
départ aléatoire q génère une partition résultante, P," de classes non-chevauchantes dans 
lesquelles chacun des n flux de travaux considérés (ou chaque élément ou objet dans un cas 
plus général) est affecté à une classe. Un score de partitionnement, S<" qui représente la 
qualité du partitionnement obtenu peut être associé à chaque partitionnement Pq. Par 
exemple, les critères CH, SI et logSS de regroupement considérés dans notre étude peuvent 
être utilisés comme des scores de séparation . Ensuite, une valeur de support par paires ou 





où Sq est la valeur de l'indice de regroupement sélectionné, CH ou SI, est associé au 
partitionnement des flux de travaux n obtenus à l'itération q ( Sq est égal à 1 si l'indice IogSS 
est utilisé pour éviter les valeurs négatives et les valeurs de zéro); sq,ij est égale à sq si les 
flux de travaux W ; et w1 sont affectés à la même classe du partitionnement des flux de travaux 
obtenu à l'itération q, sinon il est égal à O. Un exemple de calcul du score PS, utilisant les flux 
de travaux W2 et W3 (Figure 4.1 ), est donné à la Figure 4.9a. Les éléments non-diagonaux de 
la matrice présentée dans la Figure 4.9b sont les scores PS obtenus pour les cinq flux de 
travaux bioinformatiques de la Figure 4.1. Les options suivantes ont été utilisées: 100 
exécutions du logiciel de regroupement le critère de regroupement CH, et la distance eosine 
avec l' encodage de type L 
Alors, la valeur de support individuel de chacun des flux de travaux w,, représentant la 
probabilité de w;d'être un élément singleton dans sa catégorie, peut être définie comme suit 
(Équation 34; par exemple, elle définit les éléments diagonaux de la matrice de support de la 
Figure 4.9b): 
(34) 
où s qi est égale à s q si le flux de travaux w, a été affecté à une classe singleton dans le 
partitionnement obtenu à l'itération q, sinon il est égal à O. Ainsi , un flux de travaux qui a 
toujours été classé comme un élément unique d'une classe singleton aura le score individuel 
de soutien de 1 et tous les scores de support par paires (PS) de 0 (p. ex. voir le flux de travaux 
W4 à la Figure 4.9b). Si une paire de flux de travaux est toujours affectée à la même classe, 
le soutien par paire correspondant sera de 1.0 (p.ex. voir les flux de travaux W2 et WS à la 
Figure 4.9b). 
Finalement, une mesure de soutien globale du regroupement, PSG, pour un ensemble de flux 
de travaux W = {w 1, •• • , w, }, peut se définir comme suit (Équation 35): 
n i - 1 n 
2(LLmax(PS(w;, w), 1- PS(w;, w;)) + Imax(PS(w;), 1- PS(w;))) 
i = l j= l i= l PSG(W) = -------"---------~---------. (35) 
n2 
Enfin, un critère de support individuel pour chaque flux de travaux w;( i = 1, ... , n) peut être 
calculé comme suit (Équation 36): 
n 
( _Lmax(PS(w;, wJ), 1- PS(w;, wJ))) + max(PS(wJ, 1- PS(w;)) 
PSG(w;) = J= I(}ot il (36) 
n 
Les deux premiers termes présents au numérateur des Équations 35 et 36 permettent de 
prendre en compte la proportion des flux de travaux qui sont jumelés en paires dans la même 
classe, ou se trouvent dans des classes différentes, suite à plusieurs répétitions (random 
starts) de l'a lgorithme de partitionnement. Par exemple, deux flux de travaux qui se 
retrouvent toujours dans la même classe, ou ne se retrouvent jamais dans la même classe, 
contribuent la même valeur maximale de 1 à la somme de l' Équation 36 ou à la double 
somme de l' Équation 35 . Le second terme du numérateur de ces équations permet de tenir 
compte de la stabilité des éléments singletons. Finalement, chacune des équations est 
normalisée par le nombre total de termes présents dans son numérateur. Les indices PSG 
global (Équation 35) et PSG individuel (Équation 36) sont alors compris dans une tranche de 
valeurs variant de 0.5 à 1. Plus la valeur de PSG se rapproche de 1, plus la solution de 
partitionnement associée est robuste pour 1 'élément donné ou 1 'ensemble des éléments 
données. Steinley (2008) a aussi considéré l' application d' une mesure de support par paires. 
Cependant, Steinley n'a pas appliqué cette mesure pour obtenir une valeur de support global 
à un partitionnement, ni pour connaitre le support d' éléments individuels dans une 
classification. 
Nous allons maintenant étudier comment les mesures de soutien définies dans les Équations 
(33-36) varient en fonction de l'algorithme de partitionnement choisi , du critère de 
regroupement et du nombre d' exécutions de la méthode de partitionnement. Tout d'abord, 
nous avons estimé que pour l'ensemble des cinq flux de travaux bioinformatiques présentés à 
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la Figure 4.1, la valeur de support global (PSG) (Équation 35) est égale à 0.93, tandis que les 
supports des flux de travaux individuels (Équation 36) sont les suivants : PSG (W 1) = 
0.93, PSG (W2) = 0.94, PSG (W3) = 0.86, PSG (W4) = 1.0 et PSG (W5) = 0.4. La meilleure 
valeur de support a été trouvée ici pour le flux de travaux W4 qui a toujours été classé seu l, 
c'est-à-dire dans une classe singleton. Dans cet exemple, l'algorithme de partitionnement k-
means, le critère de regroupement CH, la distance eosine et l'encodage de type I ont été les 
paramètres sélectionnés dans nos calculs. 
Deuxièmement, nous avons considéré le Jeu de données de Armadillo pour évaluer le 
comportement des indices PS et PSG lorsque les a lgorithmes de partitionnement k-means et 
k-medoids sont exécutés avec la distance eosine et 1 ' encodage de type I (les deux dernières 
options ont fourni les meilleures performances de regroupement dans nos simulations décrites 
dans les sections précédentes) . Pour les deux algorithmes, 1000 exécutions ont été 
réalisées. Les distributions des valeurs optimales des critères CH et SI retrouvées pour les 
1000 essais indépendants des algorithmes k-means et k-medoids sont illustrés respectivement 
dans les Figures 4.9c et 4.9d. Le Tableau 4.3 présente également les valeurs de l'indice 
général de support, PSG, pour les deux algorithmes de partitionnement et les critères de 
regroupement CH, SI et logSS. 
Tableau 4.3 Valeurs du support global du regroupement des flux de 
travaux, PSG (Équation 35), obtenues pour l' ensemb le de données de Armadillo en utilisant 
comme paramètres la distance eosine et l' encodage de type 1. Les résultats de partionnement 
pour les algorithmes k-means et k-medoids, les critères de classifications CH, SI et logSS 
sont présentés. Ces valeurs de support ont été calculées à partir de 1000 exécutions 
différentes pour chaque combinaison de paramètres. 
Critères de k-means k-medoids 
regroupement 
Calinski- 0.932 0.714 Harabasz 
Silhouette 0.664 0.840 
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--<>--- Calinski-Harabasz -o- Silhouette -t:r- LogSS 
60 120 
Flux de travaux 
(f) 
--<>--- Calinski-Harabasz -o- Silhouette -t:r- LogSS 
60 120 
Flux de travaux 
(b) 
1.00 1 
0.00 1 0.00 1 
1000 
Les résultats de simulation évaluant le comportement des indices de 
support par paires définies dans cette thèse (vo ir les Éq uat ions 33 à 36). Le panneau (a) décrit 
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un exemple de calcul du score PS pour les flux de travaux W2 et W3, sélectionnés de 
l'ensemble des 5 flux de travaux bioinformatiques présentés à la Figure 4.1. Le panneau (b) 
présente la matrice des scores de PS calculée pour le même ensemble de 5 flux de travaux 
bioinformatiques. Une valeur de support de 1.0 dans la diagonale indique que l' élément 
concerné est toujours dans une classe singleton, alors qu'une valeur de support de 1 .0 à une 
position non-diagonale indique que les deux éléments correspondants étaient toujours 
regroupés ensemble. Les panneaux ( c) et ( d) représentent respectivement la répartition du 
critère CH et SI obtenue pour le jeu de données de Armadillo (n= 120) pour 1000 exécutions 
des algorithmes k-means (c) et k-medoids (d) en utilisant la distance eosine et l' encodage de 
type 1. Le panneau (e) et le panneau (f) illustrent la distribution de l' indice de support PSG 
individuel pour les flux de travaux du jeu de données de Armadillo pour les algorithmes k-
means et k-medoids, respectivement. 
Nous avons constaté que dans le cas du regroupement par k-means le critère CH a produit les 
indices de support individuels et globaux les plus élevés pour les flux de travaux évalués par 
rapport aux critères Silhouette et logSS (c.-à-d. valeurs de support global PSG de 0.93 pour 
CH vs 0.66 pour SI et 0.65 pour logSS, p<O.OOO 1; voir le Tableau 4.3 et la Figure 4 .9e). Dans 
le cas de l'algorithme k-medoids, nous pouvons observer que l'utilisation de CH fournit des 
valeurs de support beaucoup plus faibles pour les flux de travaux individuels, ainsi que pour 
la valeur de l' indice de support global PSG, en comparaison aux critères SI et logSS (c.-à-d. 
la valeur de support PSG pour les flux de travaux était de O. 71 pour CH vs 0.84 pour SI et 
0.82 pour logSS; p<O.OOO 1; voir le Tableau 4.3 et la Figure 4.9f). Ces résultats concordent 
avec les résultats de nos simulations décrites à la section 4.8, où nous avons déterminé que 
dans les conditions expérimentales de cette étude, le critère CH donne de meilleurs résultats 
lorsque la classification par k-means est effectuée, alors que SI et logSS fournissent de 
meilleurs résultats dans le cadre du partitionnement par la méthode k-medoids. 
4.1 1 Conclusions 
Dans ce chapitre, nous avons défini quatre nouveaux types généraux d' encodage des flux de 
travaux et montré qu'ils peuvent conduire à différentes solutions de regroupement dans 
différentes solutions situations pratiques . Nos conclusions, fondées sur l'analyse de 220 flux 
de travaux réels en bioinformatique suggèrent que l'ajout de l'information structurale à 
l'encodage ne conduit pas à de meilleures solutions de partitionnement. L' utilisation des 
ensembles de données générés par la plate-forme de Armadillo et provenant du site de 
myExperiment nous a permis de constater que la distance eosine, en association avec 
l'algorithme de partitionnement k-medoids et l'encodage de type présence-absence résultent 
aux valeurs les plus élevées de l'indice Rand, parmi toutes les stratégies de regroupement 
évaluées dans notre étude. Dans nos simulations, les critères d ' optimisation Silhouette (SI) 
et logSS ont généralement surclassé le critère de Calinski-Harabasz (CH) dans le cadre du 
regroupement par k-medoids, tandis que l'indice de CH a généré de meilleurs résultats de 
classification dans le cas du regroupement utilisant par k-means. L'indice SI a donné des 
résultats de classification très stables lorsqu'il a été utilisé en conjonction avec la distance 
eosine. Nos analyses ont également démontré que l'application de poids peut avoir un impact 
majeur sur le nombre optimal de groupes retrouvés, ainsi que sur la composition des groupes 
obtenus en utilisant les algorithmes par partitionnement ou par classification 
hiérarchique. Dans l'ensemble, l'ajout d'un vecteur de poids représentant la moyenne des 
temps d ' exécution des tâches nous a perm1s d'améliorer les résultats du 
regroupement. Comme nous l'avons également illustré, les encodages de types I et II , sur la 
base des informations de présence-absence, ont généralement surclassé les encodages plus 
complexes de types III et IV, tenant compte de l'information structurelle et des formats de 
données des ports d'entrée et de sortie des flux de travaux. Cette conclusion est en accord 
avec la conclusion de Wormbacher et Li (20 1 0) qui ont fait valoir que l'encodage N-gram 
pendant le regroupement de flux de travaux est plus efficace que l' encodage de flux de 
travaux sous forme de graphes . Comme chacune des tâches composant les flux de travaux 
(c.-à-d. les méthodes) sont elles-mêmes caractérisées par leurs propres paramètres, qui 
peuvent varier d'une exécution des flux de travaux à une autre, l'ensemble du flux de travaux 
peut également être encodé comme données de dissimilarité à trois niveaux, et ensuite 
analysé en utilisant des techniques de classification structurelles appropriées (Vicari et Vichi , 
2009). 
La classification des flux de travaux effectuée en utilisant des méthodes hiérarchiques était en 
faveur de l'encodage de type I en association avec la distance eosine. Dans l'avenir, il serait 
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intéressant de comparer les classifications de flux de travaux hiérarchiques obtenues au 
moyen des méthodes de distances avec celles construites à l'aide d' approches de maximum de 
parcimonie (MP) et de maximum de vraisemblance (ML). Le principal avantage des 
méthodes MP et ML est qu'elles peuvent être appliquées directement sur la matrice 
bidirectionnelle objets-variables, sans avoir à utiliser des distances approximatives. On peut 
aussi en calculer directement des distances pondérées entre les objets. En outre, des valeurs 
de soutien par bootstrap des arbres inférés par ces méthodes peuvent également être 
calculées. 
Finalement, dans ce chapitre, nous avons également introduit et validé, une nouvelle mesure 
de stabilité des solutions de regroupement par paires, PS, qui peut être appliquée dans des 
situations où une série de logiciels indépendants est utilisée pour réaliser la classification 
d'éléments (par exemple lorsque différentes partitions aléatoires sont considérées comme 
entrée d'un algorithme de partitionnement). Une telle mesure, évaluée sur plusieurs 
exécutions indépendantes, permet de refléter la probabilité de chaque paire d'éléments à être 
affectée à la même classe. En outre, nous avons introduit un indice de support global, PSG, 
permettant d'estimer le soutien global de la solution de regroupement proposée, ainsi que le 
soutien global des éléments individuels (flux de travaux dans notre cas). Dans notre étude, 
nous nous sommes limités aux flux de travaux du domaine de la bioinformatique. Il serait 
important d ' étudier le comportement des indices présentés (PS et PSG) en utilisant des flux 
de travaux liés à d'autres domaines d'applications, tels que l'économie, les affaires ou la 
médecine, car ils peuvent avoir des propriétés structurelles et informatiques différentes. Cette 
nouvelle mesure de la stabilité par paires pourrait également être comparée avec d ' autres 
mesures de stabilité de regroupement connues, comme par exemple celles décrites par 
Hennig (2007, 2008). 
4.12 Perspectives 
Nous avons choisi de travailler avec des algorithmes de classification non-supervisés tels que 
k-means et k-medoids pour les deux raisons suivantes. La première est liée à la capacité de 
ces algorithmes de prendre en compte des milliers de tâches (Bharathi et al., 2008; 
Ramakrishnan et Gannon, 2008), alors que les méthodes de graphes et celles basées sur la 
distance d'édition ont des complexités algorithmiques exponentielles (Bunke et al. , 2002; 
Conte et al., 2003). Deuxièmement, contrairement aux méthodes de graphes, plusieurs flux 
de travaux ont des éléments communs, mais pas nécessairement connectés entre eux, rendant 
ces approches difficilement applicables (Santos et al., 2008). Vu les bons résultats associés à 
la distance eosine, une approche hybride, combinant les méthodes hiérarchiques, ainsi que les 
méthodes de partitionnement, comme défini dans l' algorithme CLUTO (Zhao et al. , 2005), 
pourrait être appliquée pour classifier des flux de travaux. Il faudrait, dans ce cas, ajouter à 
cette méthode un vecteur de poids durant le calcul des distances pour prendre en compte soit 
le temps des méthodes soit d'autres paramètres importants des flux de travaux considérés. 
Finalement, concernant le critère de support des éléments, deux autres jeux de données ont 
aussi servi à valider ce nouveau critère de support. Il s ' agit du jeu de données de Iris (Fisher, 
1936) composé de 4 classes et du jeu de données de Zoo (Forsyth, 1990) composé de 7 
classes. Les résultats de cette analyse additionnelle sont présentés dans l' annexe D. Des 
simulations Monte-Carlo comprenant d ' autres cas d ' usages pourraient aussi être réalisées 
pour déterminer les limites d ' applications de cette méthodologie. 
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CHAPITRE V 
UTILISATION PRA TIQUE DE LA PLA TE-FORME ARMADILLO 
5.1 Introduction 
Dans ce chapitre, nous introduirons des exemples de flux de travaux créés et exécutés dans la 
plate-forme Armadillo qui ont mené à trois publications. La première partie du chapitre traite 
des micro-ARNs dans la régulation génétique chez le blé. La plate-forme Armadillo a été 
exploitée pour automatiser plusieurs étapes critiques pour permettre l' identification de micro-
ARNs et de gènes cibles associées, ainsi que des étapes préliminaires de filtrage et de 
conversion de données. La deuxième partie du chapitre traite de l' évolution du virus de 
l' immunodéficience de type I (VIH type 1) chez des femmes enceintes. La plate-forme 
Armadillo a alors servi à rapidement compléter les expériences in silico menant à la 
réalisation de cette étude. 
5.2 Prédiction de micro-ARNs associés aux stress abiotiques chez le blé 
Le blé (Triticum aestivum L.) est responsable de 19 % de l' apport alimentaire sur Terre (Ray 
et al., 2013). Cette céréale a un génome hexaploide très volumineux (~ 17 Gbp) avec 80% de 
séquences répétitives (Hernandez et al., 20 12). De plus, le blé est très sensible aux facteurs 
abiotiques tels que le froid, la sècheresse, le sel et l' aluminium (Jones-Rhoades et al. , 2006). 
Différents réseaux de gènes sont impliqués dans la résistance du blé à ces facteurs , mais leur 
régulation et leur importance sont encore mal connues (Jones-Rhoades et al., 2006). 
Les micro-ARNS (miRNAs) sont une classe de petits ARNs présents chez les eucaryotes qui 
permettent la répression d ' ARNs endogènes (Lee et al., 1993). Chez les plantes, ces ARNs de 
20-24 nucléotides contrôlent l' expression de différents facteurs de transcription, de même 
que l' expression de protéines de réponses au stress. Ces ARNs sont aussi impliqués dans le 
développement et la croissance chez les végétaux (Rogers et Chen, 20 13). Plusieurs familles 
de micro-ARNs (revue par Rogers et Xuemei , 20 13) ont été démontrées comme régulateurs 
de ces réseaux chez les plantes (Sunkar et Zhu, 2004). Malheureusement, chez le blé, 
seulement 42 micro-ARNs ont été identifiés jusqu ' à maintenant (mirBase révision 19, 
Kozomara et Griffiths-Jones, 20 14). 
5.2 .1 Description de l'étude 
Le but de ce projet était l'identification et la découverte de nouveaux micro-ARNs chez le 
blé. La méthodologie préconisée pour identifier ces micro-ARNs potentiels chez le blé a été 
le séquençage de nouvelle génération (NGS) de différents types de blé soumis à des stress 
abiotiques (Figure 5.1 et Tableau 5.1 ). Par la suite, différentes méthodes de prédiction des 
micro-ARNs candidats in silico ont été utilisées (Tableau 5.2). Finalement un portail 
présentant les résultats de l' étude de Agharbaoui et al. (20 15) et incluant des flux de travaux 
permettant une reproduction des analyses a été réalisé (Lord et al. , 20 !Sb; section 5.3). 
Tableau 5.1 Librairies et total des micro-ARNs candidats identifiés chez le blé dans 
l' étude de Agharbaoui et al. (2015). 
Micro-
Conditions et stress abiotiques ARNs 
candidats 
Tous les tissus et conditions exp_érimentales 1369 
Librairie l .Tissus aériens en phase végétative en conditions normales 1109 
Librairie 2. Tissus aériens en phase végétative vernalisés à 4°C pendant 2h, 1227 24 h, ou entre 1 et 7 semaines 
Librairie 3. Tissus aériens de plants en phase reproductive (plants 902 
vernalisés dé-acclimatés pendant 3-5 semaines) 
Librairie 4. Tissus aériens de plants de 4 semaines exposés à 200 mM de 1163 NaCI 
Librairie 5. Tissus racinaires de plants de 4 semaines exposés à 200 mM de 1107 Na Cl 
Librairie 6. Tissus aériens en _[)_hase végétative sous conditions normales 1104 
Librairie 7. Tissus aériens de plants adaptés au froid pendant 4 semaines 1100 
Librairie 8. Tissus racinaires exposés à 5 f!M d'aluminium 994 
Librairie 9. Tissus racinaires sous conditions normales 939 
Librairie JO. Tissus racinaires exposés à 50 f!M d 'aluminium 988 
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Le volume des données brutes provenant du séquençage des 10 1 ibrairies (Tableau 5.1) 
totalisait - 19 gigaoctets (Leclercq, 20 12). Ainsi , trois étapes (Figure 5.1) ont été réalisées en 
utilisant des flux de travaux (Agharbaoui et al. , 20 15 ; Leclercq, 20 12). La première étape 
(Figure 5.1a) a consisté à la recherche de micro-ARNs candidats chez le blé. Les deux 
dernières étapes ont, quant à elles, consisté à la recherche d ' informations sur les cibles 
potentielles (gènes ou transcrits) de la régulation par ces micro-ARNs candidats (Figure 5.1 b 
et Figure 5.1 c) et sur de nouvelles séquences semblables aux micro-ARNs candidats 
identifiés. 
Exécutés dans Armadillo 
Extraction de groupes de séquences (b) Recherche d'ontologie des gènes (b) 
Figure 5.1 Vue d ' ensemble de l' étude phylogénomique sur les micro-ARNs du blé. 
En gris, sections de l'étude ayant requis l' utili sation de flux de travaux exécutés à l' aide de la 
plate-forme Armadillo. Le flux de travaux utili sé en: (a) pour l' assemblage des séquences, le 
repliement 20 de celles-ci et l' extraction de micro-ARNs candidats est présenté à la Figure 
5 .2; en (b) pour la recherche d 'ontologie des gènes est présenté à la Figure 5.3 ; et en ( c) pour 
la recherche de séquences similaires est présenté à la Figure 5.4. 
5.2.2 Flux de travaux utilisés 
Trois flux de travaux principaux ont été conçus lors de l' étude initiale des micro-ARNs. ris 
sont présentés aux Figures 5.2 à 5.4. Un quatrième flux de travaux, relié à la présentation des 
résultats et à la recherche de nouveaux micro-ARNs candidats, est présenté dans la section 
5.3. 
5.2.2.1 Recherche de micro-ARNs candidats par un flux de travaux conceptuel 
Une première conceptualisation du travail à effectuer a été réalisée dans la plate-forme 
Armadillo (Figure 5.2). Pour ce faire, tous les composants étaient de type « Custom 
Program » permettant d'ajouter des logiciels externes à la plate-forme Armadillo (voir Lord 
et al., 20 12). Ainsi, après cette conceptualisation, différents logiciels ont été inclus dans le 
flux de travaux. Leurs paramètres d'exécution et leur temps d ' exécution ont ainsi été validés 
sur un échantillon des séquences présentes dans les dix librairies de séquences. Après 
exécution locale de ce flux de travaux, les paramètres d' exécution optimaux ont permis de 
compléter de façon parallèle, l' analyse des résultats sur 48 ordinateurs en grappes ( 12 x 2 
cpu, 4 giga-octets de mémoire vive et 16 x 8 cpu - 8 giga-octets de mémoire vive, 20 x 4 cpu , 
8 giga-octets de mémoire vive) (Leclercq, 20 12). 
Les détails de ce flux de travaux conceptuel (Figure 5.2) sont les suivants . Tout d ' abord, un 
jeu de données contenant les séquences du blé de GrainGenes (Carollo et al., 2005), Komugi 
(http://www.shigen .nig.ac .jp/wheat/komugi/), WheatDB (http: //wheatdb.ucdavis.edu/), T AG 1 
(http://compbio.dfci.harvard.edu/tgi) , TIGR (Childs et al. , 2006) ainsi que de la base de 
données NCBI a été collecté et groupé en collection de séquences uniques (ou contigs) et 
exploité comme référence du blé (Figure 5.2a). Par la suite, les séquences (shorts reads) 
issues du séquençage des génomes du blé ont été alignées à cette collection et les séquences 
résultantes ont pu être extraites en passant par différents filtres permettant de limiter la taille 
des séquences, de valider la qualité ou d' extraire les données dans le format de données Fasta 
(Figure 5.2d). De manière concurrente, une deuxième partie de ce flux de travaux a permis de 
tester les paramètres des logiciels de prédiction de micro-ARNs miPred (Batuwita et Palade, 
2009) et HHMMiR (Kadri et al. , 2009) (Figure 5.2c) prenant en entrée un repliement 20 de 
séquences en épingle à cheveux (hairpins) . Puisque la plupart de ces logiciels produisent en 
sortie des types de données de types séquences (Sequences) ou groupes de séquences 
(MultipleSequences), leur utilisation a été possible dans le flux de travaux sans ajout de 
nouvelles fonctionnalités (ou nouveaux formats) à la plate-forme. 
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Par la suite, les mêmes étapes de repliement de la séquence en structure bidimensionnelle 
(Figure 5.2e) et inférence de micro-ARNs candidats (Figures 5.2f et 5.2g) ont été réalisées 
sur nos propres jeux de données. Une vérification manuelle des résultats a été effectuée pour 
comparer les résultats des différents prédicteurs. Seulement deux prédicteurs sont présentés 
dans le flux de travaux de la Figure 5 .2. Cependant, d ' autres logiciels de prédiction de micro-
ARNs ont été utilisés dans l'étude de Agharbaoui et al. (20 15), soit mirDup et MirCheck 
(Tableau 5.2). 
Tableau 5.2 Logiciels d ' inférence des micro-ARNs candidats utilisés dans l' étude de 
Agharbaoui et al. (20 15). 
Logiciels Références 
HHMMiR Kadri et al. (2009) 
Mipred Batuwita et Palade (2009) 
mirDup Leclercq et al. (20 13) 
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Figure 5.2 Flux de travaux conceptue l permettant la recherche de micro-A RN s 
candidats à partir de données de séquençage. Dans le panneau (A), les logicie ls SHRiMP 
(Rumble et al. , 2009) et MAQ (Li et Durbin, 20 14) permettent d ' effectuer l' alignement 
(mapping) des séquences par rapport à une référence. Au pan neau (B), des micro-ARNs 
vérifiés, provenant de la banque de données miRBase (Kozomara et Griffiths-Jones, 20 14), 
sont repliés par le logiciel RNAFold (Hofacker et al. , 2009) en structures en épingles à 
cheveux bidimensionnelles. Au panneau (C), inférence de micro-ARNs candidats à partir de 
miPred et HHMMiR (voir Tableau 5.2). Ces séquences serviront de contrôles positifs lors de 
1 'analyse des résultats. Au panneau (0), conversion et filtre des différentes séquences 
assemblées lors de l' étape A. Au panneau (E), repliement 20 des séquences trouvées dans les 
différentes librairies avant inférence des micro-ARNs candidats par les logiciels miPred 
(panneau F) ou HHMMiR (panneau G). Finalement, pour ces dernières étapes (panneaux F et 
G), on conserve une trace des micro-ARNs trouvés à même le flux de travaux (étapes 
identifiées par le mot-clé parse). Notez que pour ce flux de travaux, les différents logiciels 
ont été ajoutés en utilisant l'option d ' inclusion de logiciels externes à la plate-forme 
Armadillo (c.-à-d. le composant Your Program -7Custom Program de la boîte à outils 
permettant différentes options et configurations). 
5.2.2 .2 Recherche de l' ontologie des gènes cibles des micro-ARN s candidats 
Un deuxième flux de travaux (Figure 5.3) a été utilisé suite à J'obtention des micro-
ARNs candidats (Tableau 1.1). Ce flux de travaux a servi à rechercher l'ontologie des gènes 
cibles liés aux micro-ARNs candidats c.-à-d. la recherche de la fonction et de la localisation 
de ceux-ci (biological process, molecular function, cellular compoment). Dans ce flux de 
travaux, on effectue de manière concurrente l' exécution du logiciel de recherche de 
séquences par similarité BLAST (Altschul et al. 1990) sur deux banques de données : NCBI 
(voir Johnson et al., 2008; Valentin et al. , 2010) et SwissProt (Boeckmann et al. , 2003) 
(Figure 5.3a). Ensuite, la recherche de l' ontologie des gènes sur le site EB! est effectuée en 
prenant en entrée les résultats de cette recherche (Figure 5.3 b ). Toutefois, s i 1 'on obtient 
aucun résultat provenant de la recherche dans la banque de données SwissProt, une recherche 
subséquente sera réalisée dans la banque de données TrEMEL (Boeckmann et al., 2003) 
avant une nouvelle recherche ontologique (Figure 5.3c). Il est important ici de mentionner 
que l' aspect conditionnel du flux de travaux (If) permet au chercheur de ne pas se préoccuper 
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Flux de travaux conditionnel de recherche de l' ontologie des gènes cibles 
chez le blé. Dans le panneau (A), exécution concurrente de l' a lgorithme de recherche de 
séquences BLAST sur les bases de données de séquences NCBI et SwissProt. Par la suite, 
une recherche de l'ontologie de ces gènes (ou proté ines) sur ces résultats est effectuée si la 
recherche sur SwissProt retourne des résultats (panneau B), ou si rien n' est retourné, une 
nouvelle exécution de la recherche par BLAST mais sur la base de données TReMBL (voir 
Boeckmann et al., 2003) et recherche ontologique sur ces résultats (panneau C). 
5.2.2.3 Recherche locale de la similarité entre les gènes cibles et les micro-ARNs 
Le troisième flux de travaux utilisé dans cette étude (Figure 5.4) a permis de valider les 
paramètres et de lancer, directement depuis un ordinateur de bureau, l' analyse de milliers de 
séquences à l' aide du service Web de la méthode BLAST provenant du serveur NBCI 
(Johnson et al., 2008). Dans cette exécution, l' aspect concurrence était important puisque les 
jeux de données contenaient un total de 1 369 séquences de micro-ARNs candidats et 6 841 
séquences cibles. Ce qui nécessite une série de 8 200 requêtes BLAST. Cependant, la 
recherche devait porter de façon concurrente sur deux bases de données distinctes. La 
première base de données est celle des ESTs collectionnés et la seconde est celle du serveur 
NCBI. Ainsi , un mécanisme de gestion concurrente et de répétition d ' analyses a été exploité 
dans Armadillo. Ce qui a permis de diviser ce flux de travaux en plusieurs sous-tâches 
exécutées indépendamment. 
Figure 5.4 
Load Blast Data base 
Input 01 put 
BlastDB 




~ Loca iBiast 
Ir put 
BlastDB 
,-, , Sequence ~· MultipleSequences 




Flux de travaux pour l' identification des séquences cibles à l' aide de la 
méthode de recherche de séquences BLAST (Altschul et al., 1990) et d ' une base de données 
locale de séquences (en haut). Dans ce flux de travaux, une recherche de similarité de 
séquences est exécutée de manière concurrente contre la base de données de NCBI et contre 
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une base de données locale construite à partir de séquences du blé d ' une étude antérieure 
(Houde et al. , 2006). 
5.3 Portail Web WMP: Wheat Micro-RNAs portal 
5.3. 1 Préface 
Nous présentons dans cette section un nouveau portail Web permettant la recherche sur les 
micro-ARNs chez le blé. Dans un premier temps, ce portail présente les résultats de l' étude 
de Agharbaoui et al. (20 15). De plus, deux des outils utilisés lors de l'étude sont présentés 
sous la forme d' un serveur Web utilisant des flux de travaux de la plate-forme Armadillo . Le 
texte de cette section a été soumis pour publication dans la revue Bioinformatics (Lord et al., 
2015b). 
Les facteurs abiotiques tels que le froid , la sécheresse, le sel et l'aluminium limitent la 
croissance et le développement des plantes. De plus, ces facteurs réduisent le rendement de 
plusieurs cultures importantes, dont la croissance et le développement du blé Triticum 
aestivum L. Plusieurs études ont identifié un grand nombre des micro-ARNs responsables de 
la régulation des gènes associés au stress. Cependant, il y a un besoin urgent de portails Web 
permettant d' avoir une vue concise et globale pour l' analyse et l' exploration des 
caractéristiques des micro-ARNs candidats et de leurs gènes cibles. Dans cette étude, nous 
proposons un regroupement de ressources permettant de visualiser et d ' analyser l'expression 
des micro-ARNs dans le blé pour les conditions de stress abiotiques. Le portail Web permet 
des requêtes sur 10 bibliothèques de petits ARNs, de nouvelles séquences de micro-ARNs du 
blé prédites in silico, ainsi que la comparaison de profils d'expression de petits ARNs. Ce 
portail offre également aux chercheurs un accès direct aux logiciels de prédiction de micro-
ARNs spécialement adaptés à la détection de micro-ARNs candidats chez le blé, chez les 
monocotylédons ainsi que chez d'autres espèces de plantes. Le site Web est disponible à 
l'adresse url suivante: < http: //wheat.bioinfo.uqam.ca > 
5.3.2 Introduction 
L'expression des micro-ARNs vane au cours du développement végétal en fonction des 
différents tissus et génotypes. Le séquençage de nouvelle génération (NGS) offre une avenue 
intéressante pour générer et rechercher de nouveaux micro-ARNs qui sont exprimés sous 
différentes conditions expérimentales (Kurtoglu et al., 2014). Cette approche permet la 
création de plusieurs bibliothèques (ou librairies) de petits ARNs exprimés comprenant des 
milliers de séquences. Pour le blé (Triticum aestivum), qui possède un génome hexaploïde, 
différentes librairies sont ainsi disponibles pour la recherche, incluant des données provenant 
de plants de blé soumis au froid , à l'infection au fusarium , ou exposés à des chaleurs 
excessives simulant la sécheresse (voir par exemple, Kurtoglu et al. , 2014 et Agharbaoui et 
al., 20 15). 
Cependant, l' accessibilité des données ainsi obtenues est en général difficile vu l' importance 
et le volume de données disponibles. MiRBase , la base de données de référence en matière de 
micro-ARNs, est la principale ressource pour accéder à des micro-ARN s cités dans la 
littérature chez les plantes. Cependant, cette ressource ne contient que 42 micro-ARNs de blé 
validés expérimentalement dans sa dernière révision (révision 20; Kozomara et Griffiths-
Jones, 2014). En outre, l' interface de miRBase rend difficile la recherche et l'évaluation de 
ces micro-ARNs en fonction de leurs origines biologiques et des conditions expérimentales 
dans lesquelles elles se sont retrouvées exprimées. 
Nous présentons, dans ce travail, un portail Web permettant la présentation et l' analyse de 
l' expression différentielle de micro-RNAs retrouvés chez le blé. Dix bibliothèques de petits 
ARNs générées dans l'étude de Agharbaoui et al. (20 15) sont ainsi disponibles pour la 
recherche. Ce portail permet également aux chercheurs d'accéder directement aux pré-micro-
ARNs, aux structures en épingle à cheveux (repliement 20). Il permet aussi la recherche de 
nouveaux micro-ARNs candidats in silico à l'aide de deux outils de prédiction différents dont 
miRDup (Leclercq et al., 20 13) et MirCheck (Jones-Rhoades et al. , 2006) . 
5.3.3 Contenu et stat istiques de la banque de données 
La base de données actuelle présente des données de dix petites bibliothèques d'ARNs, 
produites à partir de plantes cultivées sous différents stress abiotiques et stades de 
développement (Agharbaoui et al. , 20 15). Il permet ainsi d ' avoir accès aux caractéristiques 
de 1369 micro-ARNs candidats, 6 481 gènes cibles associés à ces derniers, à 1.4 million de 
ESTs et à 127 039 groupes de séquences Uniref collectées à partir de sept principales bases 
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de données portant sur le génome du blé. Au total, 168 834 petits ARNs exprimés dans les 
différentes bibliothèques sont présentés, ainsi que 466 micro-ARNs conservés chez d'autres 
végétaux selon le portail miRBase. Pour chacun des micro-ARNs prédits, les gènes cibles 
candidats ont été identifiés en utilisant le logiciel Tapir (Bonnet et al. , 201 0). Seules des 
séquences avec un score Tapir de moins de 3 (indiquant un appariement de nucléotides 
presque parfait) ont été considérées dans cette version de la base de données. L'ontologie 
(Gene Ontology, GO) des gènes cibles a aussi été réalisée menant à un enrichissement de 
1 'annotation de ces séquences. Ainsi , 19 418 processus biologiques (biological process), 
10 980 composants cellulaires (cellular compone nt), et 10 4 78 fonctions moléculaires 
(molecular fonction) ont été associés à ceux-ci. Pour améliorer la visualisation et 
l' identification des micro-ARNs candidats, la structure en épingle à cheveux de chacun des 
pre-miRNAs a été générée en utilisant la suite Varna (Darty et al. , 2009). La Figure 5.6 met 
en évidence les principales caractéristiques présentées pour chaque micro-ARN candidat. 
5.3 .4 1 nterface uti 1 isateur 
Six options principales sont disponibles pour l'utilisateur du portail: 1) Recherche de base 
(Search) : l'utilisateur peut rechercher à l'aide d ' un ou plusieurs mots-clés provenant des 
catégories suivantes: micro-ARN validé, pré-miARN ou structures en épingle à cheveux, la 
structure des motifs (dotbracket notation), les gènes cibles associés aux micro-ARNs, les 
identifiants Uniref ou le nom officiel d ' un micro-ARN , les séquences d 'ESTs ou leurs 
identifications, des mots-clés contenus dans la description de Gene Ontology (GO) ou 
leurs identificateurs (par exemple G0:0008152). 2) Recherche avancée (Advanced search) : 
un utilisateur peut rechercher des micro-ARNs exprimés de manière différentielle entre les 
conditions expérimentales. Ici , l'utilisateur peut sé lectionner une condition expérimentale et 
sélectionner la liste des motifs d ' expression de micro-ARN s à explorer soit : régulés à la 
hausse (upregulated) , régulés à la baisse (downregulated), exprimés de manière différentielle 
ou non, ou encore retrouvés dans chacune des conditions. Il peut également ajuster les 
paramètres de signification statistique (p-value) et la valeur minimale de transcription des 
différents micro-ARN retrouvés dans les bibliothèques cibles. 3) Les bibliothèques et les 
conditions d'entrée permettent d'explorer l' ensemble des micro-ARNs exprimés dans une 
bibliothèque ou encore sous une contrainte (c.-à-d. une valeur d ' expression minimale ou 
maximale). 4) Dans le menu des données (Data) : l'utilisateur peut accéder directement, soit 
aux micro-ARNs candidats retrouvés dans les dix différentes bibliothèques du blé ou encore, 
seulement afficher les micro-ARNs conservés, ou l'ensemble des gènes et ESTs cibles 
associés aux micro-ARNs candidats. Ce menu donne également accès à divers regroupements 
(clusters) de micro-ARNs candidats. Ces regroupements de micro-ARNs sont établis en 
fonction de la similarité de séquences des micro-ARNs, de leur origine et de leurs gènes 
cibles. Ce premier jeu de données contient un ensemble 345 micro-ARNs identifiés dans 
l'étude de Agharbaoui et al. (20 15). 5) Le menu d'expression (Tools 7Expression database) : 
permet à l'utilisateur de rechercher à l'aide d'une seule requête, plusieurs séquences dans 
notre base de données contenant les micro-ARNs candidats et les petit ARNs exprimés. 6) Le 
menu Outils (Tools): donne accès à deux outils de prédiction des micro-ARNs, soit Mircheck 
vi.O (Jones-Rhoades et Bartel, 2004) et Mirdup vl.2 (Leclercq et al. , 2013) (voir les Figures 
5.3 et 5.5). Pour ces deux prédicteurs, l'utilisateur peut évaluer ses propres séquences de 
micro-ARNs, précurseurs de micro-ARNs et structures secondaires en épingles à cheveux. 
L'outil Mircheck permet deux paramétrages différents (paramètres par défaut utilisés par 
Jones-Rhoades et Bartel (2004), ou encore les paramètres optimaux utilisés par Meyers et al. 
(2008) pour l'annotation de micro-ARNs chez les végétaux). Le prédicteur Mirdup (basé sur 
AdaBoost) permet de sélectionner parmi quatre jeux de données d'apprentissage. Ces jeux de 
données, validés expérimentalement, sont tirés de séquences de micro-ARNs et proviennent 
de la banque de données miRBase (Kozomara et Griffiths-Jones, 20 14). Les quatre jeux de 
données disponibles sont: l'ensemble de miRBase, Viridiplantae (plante), monocotylédones 
ou uniquement des séquences retrouvées chez le blé (Triticum aestivum L.). Ces deux outils 
ont été réalisés à l'aide de la plate-forme Armadillo. Nous utilisons une forme réduite de la 
plate-forme pour exécuter le flux de travaux décrit à la Figure 5.5 sous la forme d' un 
formulaire Web. À terme, nous voulons permettre à l'utilisateur de créer lui-même son flux 
de travaux d'analyse permettant ainsi de reproduire les conditions de l' étude, sans y 
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Figure 5.5 Flux de travaux du portail Wheat micro-RNAs portal. Ce flux de travaux 
utili se en entrée les données d' un formula ire Web24 (panneau A) qui est chargé dans le flux 
de travaux vi a le composant Load Text Files (panneau 8 ). Se lon le contenu de ce lui-c i, 
refl étant les choix de l' utili sateur, les données vont être dirigées, par le flux de travaux de 
type control-flow (If), vers le logicie l mi rDup (C; Lec lercq et al. , 20 13) ou encore vers le 
logic iel miRCheck avec soit ses paramètres par défaut (D; Jones-Rhoades et Barte l, 2004), 
soit les paramètres de Meyers et al. (2008) (panneau E). Dans le cas de la base de données de 
référence utili sée par mi rDup, le logicie l gère directement ce paramètre à partir du fichier 
d 'entrée . 
24 p.ex. http://wheat. bioinfo.uqam.ca/ index.php?action=mircheck 
Figure 5.6 Vue d'ensemble 
des caractéristiques principales du 
portail Web. Ce lles ci incluent : A) 
structure bidimensionnelle (20) en 
épingle à cheveux, ainsi que les scores 
de prédiction pour le apMir 20123, B) 
vue de l'expression de toutes les 
librairies et groupes de micro-ARNs 
associés (clusters) , C) association 
d'onto logie de gènes (GO) pour un jeu 
de micro-ARNs ou une condition 
expérimentale, D) description des 
gènes cibles associés à chaque micro-
ARN candidat, E) vue de l'expression 
et de la position calcu lée des micro-
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5.3.5 Étude de cas 
L' étude de cas suivante illustre la variété d ' information accessible pour étudier les stress 
associés aux petits ARNs à partir de ce portail unique. Cette étude concerne aussi 
l' identification d ' un lien entre l'exposition du blé à l'aluminium et l' expression du gène wheat 
alurninum-induced (wali) présent dans notre base de données. L'aluminium (Al) représente 
7.5 % de la composition des sols et constitue une limite majeure à la production agricole 
(Snowden et Gardner, 1993). Dans des conditions acides, l'aluminium provoque l'inhibition 
rapide de la croissance des racines et réduit la disponibilité de l'eau, tout en limitant 
l'absorption des nutriments chez les plantes (Zeng et al., 2012). La famille du gène wali 
comprend 7 gènes (wali 1, 2, 3, 4, 5) (Snowden et Gardner, 1993) ainsi que (wali 6, 7) 
(Richards et al. , 1994). Ceux-ci sont exprimés dans la racine du blé suite aux traitements à 
l' aluminium (Snowden et Gardner, 1993 ; Houde et Diallo, 2008), mais aussi après d'autres 
stress abiotiques (walil, wali5) tels que l' exposition au cadmium, à la chaleur, au froid , à la 
déshydratation , à la salinité et le stress oxydatif produit par l' ajout de peroxyde (H20 2) 
(Snowden et Gardner, 1993; Garg et al 20 12). Les gènes walil et wali5 ont également été 
proposés comme nouveaux candidats pour les études de réponse au stress chez les végétaux 
(Garg et al. , 2012). 
Pour commencer l' étude, nous avons tout d'abord cherché le mot-clé « wali » à l' aide de 
l'option de base de recherche par mots-clés (onglet Search). Cette recherche a permis de 
trouver 6 séquences de gènes cibles associées, 1 séquence EST (voir Houde et al. , 2006 pour 
explications) et 33 résultats dans la section des associations par Gene Ontology. En utilisant 
le meilleur score Tapir comme critère, nous constatons que la cible s imilaire à waliJ (Uniref 
Q43663) (score Tapir de 1) a été repérée dans nos bibliothèques d ' expressions chez le blé et 
dans une moindre mesure les protéines associées wali5, wali6 et wali7 (score Tapir de 3). 
Bien que l'on dispose de plus d'informations pour le gène walil (Snowden et Gardner, 1993), 
aucun lien vers cette protéine n' a été repéré dans notre base de données. En regardant 
l'ontologie des gènes cibles liés à notre recherche, nous constatons que wali6 et waliJ sont 
associés à Il micro-ARNs liés à la description composant cellulaire. En cliquant sur le lien 
« link to data» pour chacune des séquences cibles associées, l'utilisateur peut avoir un aperçu 
de leur expression dans les différentes bibliothèques. Il est intéressant de constater que les 
micro-ARNs associés à wali3 ne montrent aucune expression en présence de l'aluminium 
(b ibliothèques d 'expression 8 et 1 0; voir Tableau 5.1 ), tout en affichant différents niveaux 
d' expression dans les autres conditions expérimentales. De plus, les mêmes micro-ARNs 
associés sont liés à wali3 et wali6: apMir_l9532, apMir_20346, apMir_21417, 
apMir_21655 , apMir_39212, apMir_ 40495, apMir_ 46370. En cliquant sur un micro-ARN, 
l'utilisateur peut consulter la preuve expérimentale disponible pour ce micro-ARN ou micro-
ARN candidat. Par exemple, en cliquant ou en recherchant le micro-ARN apMir_ 19532, on 
s'aperçoit que celui-ci est associé au pré-miRNAs présentant 17 épingles à cheveux. De plus, 
ce micro-ARN particulier est également associé à 3 groupes présentant des profils 
d'expression et de régulation similaires (groupes 34, 120, et 342). 
Nous pouvons contrevalider ces résultats en consultant la vue présentant l'expression de 
micro-ARNs particuliers sous différentes conditions expérimentales. Pour ce faire, nous 
utilisons l'option de recherche avancée des micro-ARNs (Advanced search). Dans cette 
option, sélectionnons « Not found microRNAs » pour la condition expérimentale : 
«Aluminium response in spring wheat » et «Aluminium response in winter wheat ». 
L'exécution de cette requête va rendre accessible la li ste des micro-ARNs n'étant pas 
exprimés dans ces deux conditions expérimentales, en plus de produire un résumé de 
l'ontologie de leurs gènes cibles. En regardant la cib le de ces micro-ARNs non exprimés dans 
les deux conditions, nous pouvons trouver les protéines wali3 et wali6 dans les gènes cibles 
candidats. 
Ainsi , selon notre ensemble de données et l'ensemble des preuves in silico disponibles dans 
le portail WMP, wali3 et wali6 pourraient être de bons candidats pour la régulation par des 
micro-ARNs sous la contrainte de l'aluminium chez le blé et pourraient être une cible 
intéressante pour une expérimentation in vivo. 
5.3 .6 Conclusions 
Notre portail présente une nouvelle ressource untque pour l'analyse des micro-ARNs en 
offrant un accès mixte aux micro-ARNs candidats, mais aussi à l'expression des petits ARNs 
dans le contexte de conditions expérimentales chez le blé. Il fournit également un accès direct 
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à des outils bioinformatiques permettant la prédiction de novo micro-ARNs candidats chez le 
blé, mais aussi pour d' autres espèces de plantes. Dans l'avenir, nous souhaitons ajouter plus 
de bibliothèques préparées par notre équipe, portant sur les plants de blé cultivés sous 
d ' autres conditions de stress abiotiques. De plus, nous mettons régulièrement à jour notre 
portail avec de nouveaux petits ARNs publiés chez le blé et d ' autres céréales. En outre, nous 
prévoyons également enrichir la base de données en utilisant les jeux de données de petits 
ARNs actuellement disponibles dans la banque de données du Gene Omnibus (GEO) (Barrett 
et al. , 2007) du site de la National Center for Biotechnology Information (NCBJ). 
5.3.7 Perspectives de l' étude sur le blé 
L'étude sur le blé nous a permis de voir l' ampleur des données générées par ce type d'étude . 
Après l' application de l' ensemble des logiciels et des méthodes, ~205 giga-octets de données 
ont été générés (Leclercq, 2012). Puisque ce genre d 'étude requiert l' utilisation de plusieurs 
logiciels et méthodes interconnectées, l' utilisation de flux de travaux à travers la plate-forme 
Armadillo a permis de réaliser des essais sur des échantillons de données et à générer des 
résultats portant sur les gènes cibles. Cependant, la version 1.1 de la plate-forme, utilisée 
dans cette étude, n' incorporait pas de mécanismes de dispersion des tâches et des données sur 
des grappes d'ordinateurs distants . D'autres plates-formes bioinformatiques, telles que 
Galaxy (Giardine et al., 2005) et Kepler (Altintas et al. , 2004) (voir section 2.6), 
implémentent ces mécanismes. 
Toutefois, pour pouvoir exposer cet énorme ensemble de données, un site Web a été réalisé et 
présenté à la section 5.3 . Dans la conception de ce s ite Web, un aspect modulaire a été 
implémenté sous la forme d ' un flux de travaux réalisant l' analyse de micro-ARNs candidats 
par les logiciels mirDup (Leclercq et al. , 20 13) et MirCheck (Jones-Rhoades et Bartel , 2004 ). 
L'utilisation de ce flux de travaux (Figure 5.5) permettra à court terme de conserver une trace 
des différentes exécutions. À plus long terme, l' utilisation de ce flux de travaux permettra 
d'ajouter rapidement au site Web de nouvelles fonctionnalités d'analyse, sans pour autant 
avoir à modifier des scripts qui peuvent contenir des centaines de lignes de code et qui , à la 
moindre erreur, ne sont pas exécutés (Turner et Lambert, 20 14). 
5.4 Étude de la pression sélective du VlH chez les femmes enceintes 
Les femmes en âge de procréer représentent 50 % des individus infectés par le virus du VlH 
(virus d'immunodéficience de type 1) (World Health Organization, 2011). Une grande 
proportion de celles-ci auront au moins une grossesse au cours de leur vie. Conséquemment, 
la réponse immunitaire chez ces patientes va subir de profonds changements incluant une 
diminution de l' immunité à médiation cellulaire (Th 1) et une augmentation de la réponse 
humorale (Th2) (Jamieson et al., 2006). Ces changements entraînent alors une augmentation 
de la gravité des infections virales (Jamieson et al., 2006). 
Le but de cette étude était de vérifier s ' il y avait une différence dans la pression sélective 
(p.ex. pression évolutive permettant une diversification des sites) s' exerçant sur l' enveloppe 
du virus (gp 120) du VIH durant les différentes phases de la grossesse. Cette partie du virus 
est une cible intéressante pour la recherche puisque des anticorps pouvant lier les épitotes 
CD4+ de cette protéine chez 90 % des souches du VlH de type 1, ont été identifiés et 
pourraient ainsi servir de point de départ pour des vaccins (Wu et al. , 201 0). Du point de vue 
bioinformatique, cette pression sélective peut être évaluée via l' observation d'une plus 
grande présence de substitutions non-synonymes (N) par rapport aux substitutions synonymes 
(S; silencieuses) à l' intérieur d ' un gène (Leal et al. , 2007). Pour ce faire, l' approche classique 
est 1 'analyse du ratio CD = dN/dS dans lequel un ratio positif (soit plus élevé que 1.0) indique 
la présence d'une pression évolutive diversifiante . Dans le cas où ce ratio est inférieur à 1.0, 
l' analyse suggère plutôt une pression négative (Nei et Gojobori, 1986). Un ratio CD proche de 
1 suggère plutôt une évolution neutre (Kimura, 1984). Pour estimer le nombre réel de 
mutations (c.-à-d. substitutions) se produisant à un même site de la séquence, on utilise le 
modèle de Jukes-Cantor ou JTT dans le calcul de ce ratio (Zhang et al. , 2006) . Cependant, 
cette approche ne permet par d ' avoir directement un niveau de confiance associé aux 
différents sites (Zhang et al., 2006). Une approche plus récente exploitant la phylogénie des 
espèces peut alors être utilisée. On utilise dans cette approche une méthode basée sur le 
maximum de vraisemblance pour évaluer la confiance de différents modèles de pressions 
sélectives par rapport aux séquences observées (Yang et al. , 2000). Cette approche est 
implémentée dans le logiciel Phylogenetic Analysis by Maximum Likelihood (PAML; Yang, 
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2007) qui fut utilisé pour vérifier différentes hypothèses de pressions sélectives sur le virus 
du VIH (Figure 5.7). 
Extraction des séquences par catégories (a) 
Rendu graphique des résultats (b) 
Exécutés dans Armadillo 
Figure 5.7 Vue d 'ensemble de l' étude sur le VIH de type 1 chez les femmes enceintes 
(Ransy et al., 2015). En gris, sections de l' étude ayant requis l' utilisation de flux de travaux 
exécutés à l' aide de la plate-forme Armadillo. Le flux de travaux d 'extraction des séquences 
par catégories (a) est présenté à la Figure 5.9 . Le flux de travaux permettant de réaliser 
l' analyse de la pression sélective par le logiciel PAML et le graphique des résultats (b) sont 
présentés à la Figure 5.10. 
5.4.1 Description de l' étude 
L' étude (Ransy et al. , 2004) comprenait 19 patientes enceintes (278 séquences au total) et 29 
femmes contrôles (678 séquences au total) . Les séquences composant l' échantillon de cette 
étude ont été soit téléchargées de la banque de données du Los Alamos H!V Sequence 
Databasi 5, ou encore prélevées durant trois trimestres de grossesse et séquencées à 1 'hôpital 
Ste-Justine (séquences avec les numéros d ' accession KF038436-KF038566; KF038595-
25 http://www.hiv.lanl.gov 
KF039148; KF039166-KF039521; KF039537-KF039675 sur GenBank6). Les trois 
trimestres ont été désignés comme l (premier trimestre), J (deuxième trimestre) et K 
(troisième trimestre) lors de l' annotation de ces séquences. Un exemple de la relation 
évolutive entre les différentes séquences durant la grossesse est présenté à la Figure 5.8. 
Lors de l'utilisation du logiciel PAML, six modèles (MO, M 1, M2, M3 , M7, M8) supposant 
des fréquences de substitutions et des hypothèses évolutives différentes ont été utilisés dans 
nos analyses (voir une définition des différents modèles dans Yang et al. , 2000). Les modèles 
d'hypothèse nulle MO, M 1, et M7 ne permettaient pas de démontrer l' existence de sites sous 
pression sélective positive puisque le ratio w dans ces modèles est compris entre 0 et 1. À 
l' inverse, les modèles M2, M3 , et M8 (Yang et al. , 2005) permettaient d ' estimer un ratio w > 
1. Pour valider la présence d'une pression sélective positive, nous avons alors comparé 
l' hypothèse d' une sélection (modèles M2, M3 et M8) versus l' hypothèse nulle présentant une 
évolution neutre ou encore une pression négative (modèles MO, M 1 et M7). Un second calcul 
du ratio w aux différents sites des séquences du VIH en utilisant le logiciel MEGA version 
5.0 (Tamura et al. , 2011) a alors servi à confirmer ces résultats à travers un test 
hypergéométrique . 
Du point de vue bioinformatique (Figure 5.7), une grande portion de l' étude a été la 
conversion des données (Figure 5.7a et Figure 5.9), le lancement de logiciels d'alignement de 
séquences (Figure 5.1 Ob), l'inférence phylogénétique (Figure 5.1 Oc) et finalement le calcul 
de cette pression sélective à l'aide du logiciel PAML (Figure 5 .10d) suivi de la présentation 
des résultats sous une forme graphique (voir par exemple les Figures 5. 11 et 5.12). Ainsi 
plusieurs étapes de l' analyse ont nécessité la conception et l' utili sation de flux de travaux 
permettant la répétition des analyses sur cet ensemble de données. Nous présenterons dans la 




5.4.2 Flux de travaux utilisés 
5.4.2.1 Sélection de groupes de séquences à partir d ' un flux de travaux 
Nous avons d'abord utilisé un premier flux de travaux pour séparer les différents groupes 
d ' échantillons et permettre leur analyse subséquente (Figure 5.9). Différents filtres (identifiés 
comme GREP, Rename Sequence et Create Groups dans la plate-forme Armadillo) 
permettant la sélection de séquences et de taxa présents dans des arbres phylogénétiques, sont 
inclus dans la plate-forme Armadillo. Le composant utilisé dans le cadre de cette étude 
(Menu Conversion-7Create Groups de la boîte à outils dans Armadillo) permet de former des 
sous-groupes de séquences en cherchant des attributs dans le nom de ces séquences ou 
directement dans les séquences en utilisant des expressions régulières. 
Dans cette étude, 956 séquences du VIH ont été collectées. Celles-ci ont été annotées à la 
main durant la phase de collecte et se retrouvaient dispersées dans plusieurs fichiers. Pour 
faire l'analyse selon les trimestres de gestation (voir la Figure 5.11) ou encore pour séparer 
les séquences des patientes enceintes, ou non (groupe contrôle) (voir la Figure 5.12) nous 
avons divisé les séquences. Dans un premier temps, nous avons chargé les séquences 
(définies comme le type MultipleSequences) dans la plate-forme Armadilio. Par la suite, nous 
avons appliqué le flux de travaux de la Figure 5.9. Une fois cette étape accomplie, nous avons 
poursuivi l' analyse par l' application du flux de travaux de la Figure 5.10 directement sur ces 
groupes de séquences. Notons que la version 1.1 de la plate-forme, utilisée dans cette étude, 
















Exemples d ' arbres phylogénétiques du gène env du VIH de deux patientes 
montrant l' évolution à différents stades de leur grossesse: 1 (premier trimestre), J (deuxième 
trimestre) et K (troisième trimestre). L' inférence phylogénétique par maximum de 
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vraisemblance a été réalisée à l'aide du logiciel PhyML 3.0 (Guindon et Gascuel , 2003) en 
utilisant le modèle d'évolution HKY et un nombre d'arbres dans le boot.strap égal à 100. 
Figure 5.9 
Parallel section (Repetition) 
M;;iÏ;pleSequ~ 
Output 
Flux de travaux ayant servi au filtrage et à la séparation des j eux de 
données avant alignement des séquences. Les composants du flux de travaux identifiés 
comme /, J et K dans la figure sont des filtres (composant Create Groups de la plate-forme 
Armadillo) permettant la sélection et la création de nouveaux groupes de séquences. 
5.4.2.2 Analyse de la pression sélecti ve pos itive à l' aide d' un flu x de travaux 
Dans une deuxième étape, l' analyse de jeux de séquences a été réalisée en trois étapes (Figure 
5. 1 0) : 1) alignement des séquences à un génome de référence du VIH (séquence HXB2 
provenant de GenBank?7) et traduction en séquence protéique pour un meilleur alignement, 2) 
inférence de l' arbre phylogénétique des séquences et 3) analyse de la pression sélective par 
différents modèles. L'alignement des séquences au génome de référence (F igure 5.1 Ob) a été 
réalisé avec le logiciel Muscle (Edgar, 2004) . Pour réduire le bruit associé au nombre élevé 
de mutations dans ces séquences (Louwagie et al., 1993), nous avons utilisé dans cette étape 
les séquences traduites en séquences protéiques. Par la suite, nous avons généré les arbres 
phylogénétiques (Figure 5 .lOc) correspondants aux séquences protéiques retransformées en 
séquences nucléotidiques. Le logiciel PhyML v3 .0 (Guindon et al. , 201 0) a été utilisé avec le 
modèle d ' évolution HKY et 100 réplicas dans le bootstrap. Finalement, l' évaluation de la 
pression sélective par le logiciel PAML (Yang, 2007) version 4.4c (Figure 5.1 Od) a été 
réalisée. Dans cette étude, nous avons utilisé l' application CODEML de PAML. Cependant, 
les applications ynOO et BASEML sont aussi incluses dans la plate-forme Armadillo. Ces 
étapes qui sont coûteuses en temps de calcul , avec nos jeux de données comprenant 77 jeux 
de séquences, ont été parallélisées pour réduire le temps d' exécution en exécutant en parallèle 
le flux de travaux (Figure 5.10a). Cette parallélisation du flux de travaux en utilisant 
différents threads est incluse par défaut dans la version 2.0 de la plate-forme Armadillo, mais 
n'était pas incluse dans la première version utilisée dans cette étude. Ainsi , les flux de 
travaux ont simplement été exécutés sur différents ordinateurs. L' architecture de Armadillo 
facilite cette distribution en sauvegardant toutes les données dans un seul fichier projet (voir 
chapitre 3), qui peut alors être partagé sur différents ordinateurs en installant Armadillo dans 
un répertoire partagé (par exemple en utilisant Dropbox28). Notons aussi que, suite à 
l' exécution de ces flux de travaux, une vérification manuelle des alignements de séquences et 
des arbres phylogénétiques inférés a été effectuée pour les valider, ou ajuster les paramètres 
d' exécution, si requis . De plus, nous avons séparé la génération de la vue graphique des 
résultats dans la version actuelle (non montré) en utilisant les fonctions graphiques de 
Armadillo (version 2. 0; Figures 5. 11 et 5.12 présentées dans l' étude de Ransy et al. , 20 15). 





Figure 5.10 Flux de travaux permettant l' évaluation de la press ton sé lective. Le 
panneau (A) présente une répétition de j eu de données analysée en parallè le. Le panneau (B) 
présente l' alignement des séquences, à l' aide du logiciel Muscle (Edgar, 2004), du gène env 
préalablement traduit en séquences protéiques. Le panneau (C) présente l' inférence de l' arbre 
phylogénétique à partir d' une méthode de maximum de vraisemblance (dans cet exemple on 
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Exemples de sites positivement sélectionnés entre les patientes enceintes, 
suivant l' évolution des trimestres pour la protéine gp 120 (gène env). La figure complète est 
présentée dans Ransy et al. (20 15). Ces résultats ont été obtenus après exécution du flux de 
travaux présenté à la Figure 5.10 et filtrage des a lignements de séquences composant les 
différents trimestres dans le flux de travaux présenté à la Figure 5.9. La partie représentée 
englobe les segments encodant les sous-régions Cl, V l , V2, C2, V3 et C3 . Les AA 
représentés (sites 110-348) font référence au génome de référence du VIH de type 1 HXB229 . 
Les caractéristiques de cette partie incluent : les régions variables (en rose) , les régions 
constantes (en orange clair), les domaines internes (mauve clair) et externes (mauve foncé) 
de la protéine, les sites de N-glycosylation potentiels (PNGS; orange), les régions 
polymorphiques V 1 et V2 (bleu pâle), le feuillet beta d'ancrage (vert pâle), les sites de 
liaison de co-récepteurs (bleu foncé) , les sites de liaison des épitopes humains (jaune) et des 
cellules T, CD4+ (vert foncé) et CD8+ (rouge). La région V3 est hyper-variable. 
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Figure 5.12 Exemples de sites pos iti vement sé lectionnés entre les pati entes enceintes 
ou no n pour la proté ine gpl20 (gène env) . La fi gure complète est présentée dans Ransy et al. 
(20 15). Ces résultats ont été obtenus après exécution du flu x de travaux présenté à la Figure 
5.10 et filtrage des alignements de séquences pour sélectionner les patientes enceintes ou non. 
La partie représentée englobe les segments encodant les sous-régions C 1, V 1, V2, C2, V3 et 
C3. Les AA représentés (sites Il 0-348) font référence au génome de référence du VIH de 
type 1 HXB2. Les caractéristiques de cette partie incluent: les régions variables (en rose), les 
régions constantes (en orange clair), les domaines internes (mauve clair) et externes (mauve 
joncé) de la protéine, les sites de JY-glycosylation potentiel (PNGS; orange), les régions 
polymorphiques VI et V2 (bleu pâle), le feuillet beta d 'ancrage (vert pâle), les sites de 
liaison de co-récepteurs (bleu foncé) , les sites de liaison des épitopes humains (jaune) et des 
cellules T CD4+ (vert foncé) et CD8+ (rouge). La région V3 est hyper-variable. 
5.4 .3 Résultats et conclusions de l'étude 
L'analyse de la pression sélective chez les femmes enceintes a montré une diminution du 
nombre de sites où s' exerçaient celle-ci tout au long de la grossesse (diminution de 1.6 1 site 
par trimestres) (Ransy et al., 2015). Ainsi , 39 sites de la protéine gp120 ont été identifiés 
statistiquement comme étant sujets à une pression sé lective. La grande majorité de ceux-ci se 
trouvaient dans des sites identifiés comme responsables de l' attachement d ' anticorps associés 
à la neutralisation non-spécifique (cross reacting-antibodies) . Cependant, seulement quatre 
sites entre les patientes enceintes ou non ont été identifiés statistiquement par un test 
hypergéométrique (p<0.05; Trame de la Figure 5.12) comme étant réellement sous pression 
sélective: Ll34, 0137 (sites présentés à la Figures 5.12), R308, et S347. En définitive, il y a 
effectivement des sites propres à une certaine pression sélective sur la protéine gp 120 chez 
les femmes enceintes durant la grossesse. Cependant, il est prématuré de les associer à des 
causes spéc ifiques (Ransy et al. , 20 15). Du côté bioinformatique, la conception et la 
modélisation de l'analyse ont été compliquées par l' utilisation de formats de fichiers non 
standardisés par le logiciel PAML (Yang, 2007). De plus, dans la partie B du flux de travaux 
(Figure 5. 1 Ob), nous avons dû enlever les sites contenant des codons stop en les remplaçant 
par des gaps. Ces codons stop ne pouvaient être pris en charge par le logiciel PAM L. Dans le 
cas du virus de VIH , évoluant rapidement, plusieurs de ces sites étaient présents dans nos 
jeux de données (voir Louwagie et al., 1993). Puisque la cohorte de femmes enceintes était 
assez petite et l'analyse était limitée à cette section du virus du VIH de type 1, une plus 
grande étude portant sur la pression sélective sur la totalité du génome et sur une plus grande 
151 
152 
cohorte est présentement en cours en utili sant le même flux de travaux. On vo it a ins i 
l'avantage de l' utili sation des flux de travaux dans les analyses phy logénomiques, lorsque 
v ient le temps de reproduire l'expérimentation in silico sur de nouveaux j eux de données. 
Pour finali ser l'automatisation du protocole, l'ajout d ' un module de calcul de ratio dN/dS 
(Zhang et al., 2006), réalisé en util isant le logic iel MEGA (Tam ura et al., 20 Il ) a insi que 
l'aj out de routines en langage R30 (langage gratu it déd ié aux calcul s mathématiques) pour 
cal cul er la probabilité hyper-géométrique, s ' avéreraient nécessai res. 
5.5 Conclusio ns 
Dans ce chapitre, nous avons présenté deux études touchant le domaine de la 
phylogénomique, ayant été réali sées en utili sant des flux de travaux exécutés sur la plate-
forme Armadillo. Pour l' instant, seulement certa ines parties des études complètes (Figure 5. 1 
et 5.7) ont pu être réali sées en utili sant des flux de travaux. Ceci est comparab le à ce qui a été 
observé dans d ' autres études par Goderis (2008) . La diffi cul té princ ipa le rencontrée dans 
notre cas pour la réali sation complète de l' expérimentation in silico des deux études est le 
nombre insuffisant d 'outils disponibles dans la plate-forme au moment de leur réali sation. Par 
exemple, nous sommes présentement à inclure dans la plate-fo rme des out ils propres à la 
génomique et les nouve lles technologies de séquençage à haut débit (p.ex. suite de logicie ls 
MAQ, Bowtie 2 et BWA; revus par Bao et al. , 20 I l) permettant la réali sation de te lles études 
sans que l' utili sateur n' a it à « inclure » ce lles-c i manuellement tel que dans le travail de 
Leclercq (20 12; sect ion 5.2.2. 1 ). De plus, certaines étapes subséquentes à la réalisation des 
études, te lles que la présentation des données sous la fo rme de graphiques, ne sont pas encore 
incluses dans la plate-fo rme Armadillo . Néanmoins, puisque la plate-forme permet 
l' exécution de scripts en R avec des sorties graphiques, de même que l' ajout de logic ie ls par 
l' utili sateur, ces diffic ultés pourraient être réso lues. 
Finalement, nous avons auss i présenté un artic le décrivan t l' utili sat ion de flux de travaux 
pour fournir des services computat ionne ls via le porta il Web WMP (Section 5.3 et Figure 
30 http://www.r-project.org/ 
5.5). Dans ce cas, les flux de travaux sont diss imulés à l' utili sateur qui interagit directement 
avec la plate-forme via un formula ire Web standard (F igure 5.5). 
~ !/ ·:_:_) 
Parauer secuon (100 repe1111on 
MulbpleSequences 
Figure 5.13 
r.lusde Paral!el sec110n (Aggregclle ) 
Vue de l' interface Web de la plate-forme Armadillo vers ion 2.031. 
Cependant, pui sque la programmation de la plate-fo rme Armadillo a été réalisée en langage 
de programmation Java avec la libra irie processing32 (Fry, 2004), e lle pourrait être convertie 
en application Web (en développement; Figure 5.1 3). Une te lle plate-forme Web pourra, sans 
avoir recours à une insta llation locale, permettre aux sc ientifiques de partager des données et 
des protocoles de recherche de manière simila ire à la plate-fo rme Galaxy, en restant orientée 
vers la phylogénétique et la phylogénomique. Ainsi, les utili sateurs d'un te l portail Web 
auraient la poss ibilité de produire eux-mêmes leurs protocoles d 'analyses personna lisés. 
31 http : //www.trex.uqam.ca/~armad i ll o _ workflow/ (Lord et al. En préparation, version alpha) 
32 http ://process ing.org/ 
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CHAPITRE VI 
CONCLU SIONS ET PERSPECTIVES 
Les flux de travaux en sciences dev iennent des techniques de plus en plus exploitées (De 
Olive ira et al. , 20 13; Oakley et al., 20 14). En sciences de la vie, plusieurs études font 
mention de plateformes de gestion de flux de travaux Galaxy (G iardine et al., 2005) et 
Tavema (Oinn et al. , 2007) . Mais ces plateformes généralistes, n'ont pas un niveau 
conceptuel préc is assoc ié à un doma ine comme la phylogénétique (p.ex. usage de type de 
données liées à ce domaine). Cependant, il s apportent divers avantages re liés aux propriétés 
de réutili sation, de fac ilité d ' utili sation, d ' adéquation aux grandes données, de para llélisation 
et de l'encapsulation et la conceptua lisation de méthodes complexes. Dans cette thèse, nous 
avons modé lisé et conçu une plate-fo rme explo itant la technique des flu x de travaux adaptée 
à un domaine complexe de la bio info rmatiq ue (l' ana lyse phy logénétique). Cette plate-forme 
de flux de travaux, nommée Armadillo, permet la réa lisation d ' une centa ine de procédures 
distinctes pour des études phylogénétiques et phy logénomiques complexes en un simple c lic. 
Cela est poss ible grâce à l'automatisation des tâches, l' accès à des bibliothèques d ' opérations 
et des techniques adéq uates de vi sua lisation. Dans cette thèse, nous avons mis l' emphase sur 
les types de flu x de travaux et leurs rô les dans la recherche en phy logénom ique et en 
phy logénétique. 
Avec le niveau de conceptuali sation assoc ié au domaine de la phylogénétique, la plateforme 
Armadillo est adaptée au travail des bio logistes qui n' ont aucune base en programmation . 
Cette plate-forme comporte des types de données défini s comme : Alignement, Sequence, 
Arbre, qui facilitent l' intégration des opérations sans se souc ier du déta il d ' interconnexion, 
des formats des entrées et des sorties et de la gestion des fi chiers intermédia ires . 
Actuellement, plusieurs centaines de flu x de travaux décrivant des procédures 
phylogénétiques décrites dans la littérature sont implantés. Cependant, de nouvelles 
fonctionnalités et flux de travaux peuvent êtres ajoutés par les utilisateurs .. 
L'instanciation de procédures phylogénétiques (avec des choix de paramètres, de paradigmes 
et d' algorithmes) pour une problématique donnée entraine souvent une multiplication des 
flux de travaux associée à cette problématique (voir le chapitre 3). Ainsi , il est souvent 
important de pouvoir grouper, ordonnancer et/ou sélectionner des flux répondant à un critère 
défini. Pour y arriver, il est important de disposer de méthode de comparaison de flux de 
travaux. Par conséquent, le chapitre 4 présente des algorithmes pouvant classifier des flux de 
travaux, sans a priori, et en permettant: 1) un regroupement par mots-clés, 2) un 
regroupement selon un contexte d'exécution. De plus, nous avons présenté une nouvelle 
mesure de support qui permet une meilleure compréhension de la classification de différents 
éléments lors de l' utilisation d' algorithmes de partitionnement. Ce faisant, nous avons validé 
l' utilisation de la distance eosine et l' utilisation de la méthode k-medoids pour le 
regroupement des flux de travaux par des méthodes de partitionnement. Ainsi , ces approches 
permettraient d' analyser et classer tous les flux de travaux répertoriés dans la littérature, et de 
pouvoir en extraire des connaissances associées à ces types de problématiques. Ces 
connaissances peuvent être une source importante dans la construction de système de 
recommandation . 
Au chapitre 5, nous avons présenté des cas réels de recherches ayant profités de l' utilisation 
de flux de travaux et de la plate-forme Armadillo. Le premier cas concerne l' utilisation de la 
plate-forme de manière incrémentale en vue d' inclure d' autres méthodes bioinformatiques 
telles que l'analyse de structure secondaire d' ARN, la prédiction de micro-ARNs, le 
traitement de données issues du séquençage de nouvelle génération, etc. Ainsi , nous avons 
conçu une plateforme sur mesure intégrant les éléments précédents en vue de prédire des 
micro-ARNs associés à la réponse à plusieurs stress abiotiques chez le blé. La seconde 
application concerne la conception de flux de travaux en vue de 1 'analyse de pression 
sélective associée à des protéines de l'enveloppe virale du VIH collectées chez plusieurs 




6.1 Principales contributions 
-Analyse, conception et implémentation d ' une plate-forme de flux de travaux qui permet les 
études phylogénétiques et phylogénomiques sous plusieurs environnements (Linux, Mac et 
Windows). 
- Modé lisation des concepts phylogénétiques en structures et procédures en vue de leur 
intégration dans un flux de travaux comme types de données défini s. 
-Proposition et test par s imulations de quatre types d 'encodage de flu x de travaux permettant 
le regroupement en fonction d ' un contexte d 'exécution ou par la sé lection d 'é léments 
présents dans ceux-ci 
- Création d ' un nouveau critère de support pour mesurer l' appartenance d' un flux de travaux 
à une classe donnée. De même, nous avons proposé un critère de support g lobal d ' une 
solution de partitionnement. 
- Création de deux jeux de données permettant l' étude des similarités entre flu x de travaux 
dans un contexte d 'exécution (présentés au chapitre 4 et en Annexe 8 ). 
- Conception et implantation d ' une base de données contenant de nouveaux micro-ARN s du 
blé obtenus à partir de différents flux de travaux intégrés dans la plate-forme Armadillo. 
- Étude de la press io n sé lective sur la protéine de l' enveloppe du VIH de type 1 chez les 
femmes enceintes à parti r de notre flux de travaux. 
6.2 Perspectives 
Dans cette thèse, nous avons décrit une plate-forme de flux de travaux locale, permettant la 
réali sation d'études phylogénétiques et phylogénomiques. La plateforme en version locale 
atteint rapidement ses limites lorsqu ' il faut manipuler de larges données. Ainsi, il serait 
important de proposer des di spositifs exploitant des serveurs de calculs distants, incluant les 
ressources de l' infonuagique (cloud) . Une vers ion permettant l' utili sation de la plate-forme 
Armadillo directement sur le Web est en cours de développement et devra it permettre ce 
genre de déploiement en utilisant une logique de distribution des tâches Min-Max ou encore 
celle basée sur le principe du chemin critique dynamique (DCP-G; Rahman et al. , 20 13) (voir 
la section 5.5). Par ailleurs, il serait important de suivre à la trace l' utilisation et la 
provenance des données (De Oliveira et al. , 20 13) et avoir une plus grande visualisation de 
l' historique des exécutions. De plus, l'exécution de grands jeux de données peut mener à une 
multitude de flux de travaux (Ramakrishnan et Gannon, 2008). Pour répondre à ces 
exigences, il serait important d'intégrer dans la plateforme Armadillo la classification des 
flux de travaux développée dans un contexte d'exécution. 
Finalement, d'autres domaines scientifiques, pris avec une augmentation dramatique du 
volume des données, commencent à s' intéresser aux flux de travaux. Ainsi , une étude de 
Turner et Lambert (2014) fait état de l' usage de flux de travaux dans le domaine des sciences 
sociales. Plus de 250 flux de travaux se retrouvant sur le portail myExperiment portent sur le 
logiciel RapidMiner33 , une plate-forme d'intelligence d' affaires construite autour de 
l'utilisation de flux de travaux, permettant la répétition d' analyses dans les domaines de 
l'assurance, des communications, etc. Il serait envisageable d' étendre le 
« langage applicatif> de la plate-forme Armadillo (Figure 6.1) pour prendre en compte 
d 'autres contextes d' exécution. Une avenue serait d'y rajouter les concepts associées aux 
utilitaires systèmes comme la ligne de commande Linux. Il serait alors possible d'effectuer 
des opérations de surcharge sur les classes de base du modèle objet sur lequel repose la plate-
forme pour intégrer ces nouvelles fonctionnalités . La conception évolutive de cette plate-




Une sélection de commamles Linux 
cp 
sep rcp 
si oc a te 1 oc a te 
l'hylogénéti«JUC pas te fi nd 
t op ps bg cron crontab time env export kil) 
1 et de ela re set 
printf cl ca r echo 
command function if 
for whil e 
Figure 6.1 Modification du « langage applicatif » de la plate-forme Armadillo pour 
un autre domaine. 
ANN EXE A 
AUTRES FLUX DE TRAVAUX 
A. l Introduction 
Cette thèse ne serait pas complète sans la présentation de flux de travaux incorporés comme 
exemples dans la plate-fo rme Armadillo v 1.1 , actuellement di sponible sur le Web34 . Dans 
cette section, nous donnons un aperçu de ceux-ci comme démonstration des méthodes et 
structures incluses dans la plate-fo rme (Tableau C 1 ). Ces flux de travaux présentent ainsi 
certaines des caractéri stiques de la plate-forme qui n'ont pu être mises de l'avant dans les 
sections précédentes. De plus, on peut ainsi voi r la diversi té des fl ux de travaux pouvant être 
créés et exécutés sur notre plate-fo rme. 
Tableau A.l Sélection de flu x de travaux inclus dans la plate-fo rme Armadillo 
Flux de Caractéristiques particulières 
travaux 
A Méthode d' infé rence phylogénétique par maximum de 
parc imonie et méthode de distance. 
8 Exécution parallèle de BLAST (version 2. 0). 
c Recherche condi tionnelle (lj) de l' ontologie des gènes 
(Utilisé dans l' étude de des micro-ARNs du blé, version 2.0) . 
D Comparaison d' arbres par la méthode de Robinson et Foulds. 
E Méthode d'alignement de séquences Musc le et ClustaiW. 
F Flux de travaux génomique (version 2.0) 
34 http://adn .bioin fo. uqam.ca/armadi llo 
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TABLEAUX SUPPLÉMENT AIRES DU CHAPITRE 4 
Cette section présente plus en détails les flux de travaux décrits au chapitre 4 (voir ci-
dessous). 
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Tableau B.l Le jeu de données Armadillo comprenant 120 flux de travaux et leur classe 
respective . 




4 Pro beons 
5 Kalign 
6 ClustaiW2 + Kalign 
7 ClustaiW2 + Muscle 
8 Probcons + BaliPhy 
9 2 x Muscle + Probcons 
10 ClustaiW2 + Baliphy + Muscle 
11 Muscle+ BaliPhy + Kalign 
12 Muscle+ BaliPhy + Probcons 
13 Kalign + ClustaiW2 + Muscle 
14 Kalign + ClustaiW2 + Muscle + Probcons 
15 Kalign + ClustaiW2 + Muscle+ BaliPhy 
16 2 x Muscle+ 2 x BaliPhy + Probcons 
17 Muscle + ClustaiW2 + 2 x BaliPhy + Probcons 
18 2 x Muscle + 2 x BaliPhy + 2 x Probcons 
19 2 x Kalign + ClustaiW2 + Muscle 
20 2 x Kalign + ClustaiW2 + 3 x Muscle 
21 Kalign + 2 x ClustaiW2 + 2 x Muscle + Probcons + Baliphy 
22 3 x ClustaiW2 + 4 x Muscle 
23 2 x Kalign + ClustaiW2 + 3 x Muscle 
24 2 x Kalign + ClustaiW2 + Muscle+ Alignment information 
25 2x Kalign + ClustaiW2 +Muscle+ Probcons 
26 2x Kalign + ClustaiW2 + Muscle+ BaliPhy 
27 Kalign + ClustaiW2 + Muscle+ BaliPhy + Probcons 
28 2 x Muscle+ BaliPhy + Kalign 
29 2 x ClustaiW2 + Baliphy + Muscle 
30 2x Kalign + ClustaiW2 +Muscle+ Bali Phy 
31 2 x Kalign + ClustaiW2 + Muscle + Probcons 
32 2 Gari y 
33 2 PhyML 
34 2 ProtML 
35 2 ProtPars 
36 2 Seqboot + ProtPars 
37 2 Garly + PhyML 
38 2 Garly + ProtML 
39 2 Garly + Seqboot + NeighBor 
40 2 PhyML + ProtML 
41 2 PhyML + Seqboot + Neighbor 
42 2 Garly + PhyML + ProtML 
43 2 Garly + PhyML + Seqboot + Neighbor 
44 2 PhyML + ProtML + ProtPars 
45 2 PhyML + ProtPars + Seqboot + Neighbor 
46 2 PhyML + ProtML + Seqboot + Neighbor 
47 2 Garly + ProtPars + ProtML 
48 2 Garly + ProtPars + Seqboot + Neighbor 
49 2 Garly + ProtML + Seqboot + Neighbor 
50 2 ProtML + ProtPars + Seqboot + Neighbor 
51 2 Garly + PhyML + ProtML + ProtPars + Seqboot + Neighbor 
52 2 Garly + ProtML + ProtPars + PhyML 
53 2 Garly + ProtPars + PhyML + Seqboot + Neighbor 
54 2 Garly + ProtML + PhyML + Seqboot + Neighbor 
55 2 2 x PhyML + ProtPars + Seqboot + Neighbor 
56 2 2x PhyML + ProtML + Seqboot + Neighbor 
57 2 2x PhyML + ProtML + ProtPars 
58 2 2x Garly + Seqboot + NeighBor 
59 2 2 x Garly + PhyML + ProtPars + ProtML 
60 2 2x PhyML + ProtML + ProtPars 































































7 x PhyML 
2 x Garly + ProtPars + 3 x ProtML 
3 x PhyML + ProtML + Seqboot + Neighbor 
4 x PhyML + ProtML 
2 x Garly + ProtML + Seqboot + Neighbor 




Robinson and Fould distance (RF) 
Random Tree 
HGT Detecter + Riata 
HGT Detecter+ Random Tree 
Riata + BLAST 
Riata + Random Tree 
HGT Detecter+ Riata + Blast 
HGT Detecter+ Riata + Random Tree 
Riata + RF + Random Tree 
2 x Riata + RF+ 2 x Random Tree 
HGT Detecter+ Riata + RF + Random Tree 
HGT Detecter + Riata + RF + BLAST 
HGT Detecter + BLAST + Riata + RF + Random Tree 
2 x HGT Detector + Riata + RF + Random Tree 
2 x HGT Detector + Riata + RF + BLAST 
2 x HGT Detector + Riata + RF 
2 x Riata + RF + Random Tree 
2 x HGT Detector + RF+ Random Tree 
2 x Riata + RF + Random Tree 
2 x HGT Detecter + Riata + Random Tree 
RF + 6 x Random Tree 
Riata + 6 x Random Tree 
2 x HGT Detecter+ Riata + RF + 2 x BLAST 
Riata + 7 x Random Tree 
ClustaiW2 + PhyML 
ClustaiW2 + Garly 
Muscle + PhyML 
Muscle + Gari y 
Muscle + PhyML + HGT Detecter 
Muscle + Gari y + HGT Detecter 
Muscle+ Garly + HGT Detecter+ Random Tree 
Muscle + Gari y + HGT Detecter + BLAST 
Muscle+ PhyML + HGT Detecter+ Random Tree 
ClustaiW2 + PhyML + HGT Detecter+ Random Tree 
Muscle+ 2 x PhyML + HGT Detecter+ Random Tree 
ClustaiW2 + 2 x PhyML + HGT Detecter + Random Tree 
PhyML+ HGT Detecter+ Riata + RF+ Randem Tree 
Muscle+ HGT Detecter+ Riata + RF + Random Tree 
2 x HGT Detecter + Riata + 2 x Randem Tree 
Muscle+ ClustaiW2 + Riata + RF + Randem Tree 
2 x Muscle + PhyML + HGT Detecter 
2 x Muscle + Garly + HGT Detecter 
ClustaiW2 + PhyML +CiustaiW2 + Gari y + Muscle + PhyML 
2 x Muscle+ Garly + HGT Detecter+ Randem Tree 
2 x Muscle+ Garly + HGT Detecter+ BLAST 
2 x Muscle+ PhyML + HGT Detecter+ Randem Tree 
3 x Muscle+ PhyML + Alignment Information 
2 x ClustaiW2 + PhyML + HGT Detecter+ Randem Tree 
ClustaiW2 + Muscle + 2 x PhyML + 2 x HGT Detecter + 2 x Random Tree 




Tableau B.2 Le jeu de données myExperiment comprenant 100 flux de travaux et leur 
classe respective. Chaque flux de travaux est représenté par des métadonnées (définies par les 





































































Workfl ow metadata 
Mygrid, example, taverna, biomoby , , snapdragon, image, annotation 
Biomoby , text mining, gene symbol , disambiguation 
Biomoby , disambiguation. gene symbol. text m ining 
Biomoby , disambiguation. gene symbof, text mining, svg 
Biomoby . disambiguation. gene symbol. text mining 
Biomoby , microarray , affymetrix , nugo, R, quality contro l 
Biomoby, affymetrix , microarray , nugo, R, normaJization 
Pubmed, xml , text mining , ucompare 
Exon, p53, regex , text mining 
Exon, p53, regex , text mining 
Exon. p53, regex . text mining 
lntron, p53, regex ,text mining 
lntron, p53, regex , text mining 
rntron, p53, regex , text mining 
Annotation . ex ample, biomoby , image, mygrid, snapdragon 
EBI. sequence sim ilarity search , ssearch, Smi th-Waterman, FASTA 
EBI. sequence similarity search. Smith-Waterman, ssearch,FASTA 
EBI, protein , sequence similarity search, smîth-waterman. scanps 
EBI, protein. proteîn annotation. sequence similarity search, Smith-Waterman, mpsrch 
EBI, sequence sim ilarity search, ncbi blast, BLAST. blasta11 
Sequence, BLAST, ddbj , protein, services 
Sequence. seNces , , BLAST, DDBJ, protein 
Nucleotide, sequence. services 
BLAST, DDBJ, sequence. similarily 
DDBJ, sequence, similarity , BLAST, simplifier 
DDBJ , protein. services , xml . BLAST 
DDBJ, BLAST, protein, sequence 
DDBJ, BLAST, protein. sequence 
BLAST, sequence 
Protein, sequence. neuroscience, newcastle, BL.AST 
BLAST, services , protein, sequence 
BLAST, nucleotide, sequence. services 
BL.AST, nucleotide, sequence. services 
BLAST, nucleotide, sequence. services 
BLAST, accession 
DNA , sequence. alignment. grid, moteur. Wrowser. BL.AST, conversion 
Alignment , BLAST, blat . convers ion, ONA , grid, moteur, sequence 
EBI, ncbi blast. sequence similarity search, user_interact ion. BLAST blastall 
Blastall , blastp, EBI, ncbi blast. sequence similarity search. BLAST 
8/astaiJ, EBI, ncbi blast, sequence similarity search, blastp, BlAST 
BLAST, EBI , ncbi blast , sequence similarity search, PSI-BLAST, blastpgp 
BLAST, services , sequence. nucleotide 
BLAST, nucleotide, services 
BLAST, 
BLAST, sequence 
BLAST, wu-blast, EBI, sequence simi larity search 
BLAST, wu-blast , EBI. sequence similarity search , user_interact ion 
EBI, clustal, clustalw, multiple sequence alignment 
EBI, multiple sequence alignment, clusta l, clustalw 
EB I. clustal , c lustalw, tree, phylogenetic tree, neighbor-joining 
Alignment, clus talw, phylogeny , protein, tree, clustal. sequence 
Phylogenet ic tree, BLAST, clustalw, protein, BLAST, clustalw, database 
BLAT 
EBI, interpro, interproscan, GO terms , protein annotation, gff, protein family , protein motif 
EBI, GO terms , interpro. interproscan, protein annotat ion. user_interaction, 
Network , bioquali , pyquali . interaction 
Bioquali , interaction . network , pyquali 
EBI, protein, protein annotation, transmembrane, trans membrane prediction . phobius , gff 
EBI. interproscan, protein . protein annotation, trans membrane, trans membrane prediction, gff 
Image, compound, compound info +image, . inchi, ncbi, pubchem . pccompound 
----- ----------------------------------------------------------------------------------------------------------------










































Table B.2 (suite) 
Classes Workfl ow meta data 
Pubchem . pug, compound info image 
Com pound, structure, open source. open science 
EBI, emboss , em boss tmap, transmem brane, transmembrane prediction,protein. gff 
EBI, alignment, mult iple sequence alignment . kalign 
8 EBI, alignment, multiple sequence alignment. mafft. 
8 Phylogenomics , sitter. automatic function prediction, mafft. . tree, moby , 
EB l, al ignm ent. ,multiple sequence alignment. muscle 
8 Kbws , g-language. sequence, protein, fasta . blast. muscle, weblogo, togows 

























Accurate mass. chemspider. mass spectrometry , metabolom ics , massbank 
Alignment , conversion, DNA , grid, moteur, sequence, tavema, vbrowser, blat 
BIOMart, mygrid, tavema, emboss 
EBI , emboss, emboss seqret, sequence retrieval . dbfetch 
EBI, dbfetch 
EBI, dbfetch ,fasta format , ncbi , efetch, gi , sequence identifier. sequence retrieva l 
EBI, fas ta format , gi , interpro, protein, unipare. uniprot archive, picr. upi , dbfetch 
EBI, pdb, protein, protein structure, structure. pairwise structure comparison 
EB I, pdb, protein. protein structure , structure. structure retrieval, dbfetch 
EBI, protein , struc ture, pdb, backbone, 
Mygrid, soaplab, sequence. retrieval, rendering 
EBI, gi, picr, protein. sequence identifier, unipare 
EBI, protein, sequence identifier, sequence retrieval , dbfetch 
EBI. srs , interpro. protein. protein annotation, unipare 
EBI, nucleotide sequence, protein. censor, repeat mask ing 
Web ser\1ce. repeat , opal, example 
Web service, repeat. opal , elus ter, ex ample 
Tmascan-se . trnascan . tRNA , nucleotide sequence 
Transformation, transgenic . translation 
EBI , emboss , emboss getorf 
Sanger sequencing, satellite, scaffold 
GeNS . proteins , genomic name server, genomics , proteomics , 
GeNS, proteomics , genomic name server. genomics , protein, convert 
GeNS. database. regex 
GeNS, database, list, regex 
GeNS, database. organisms , regex 
EBI. interpra, interproscan, protein 
EBI. interpro, interproscan. protein 





LOGICIELS BIOINFORMATIQUES PARALLÉLISÉS 
Tableau C.l Survol de quelques logiciels bioinformatiques parallélisés 
Logiciels Types APl Références 
GARD Détection de MPI Kosakovsky Pond et al. (2006) 
recombinants 
fastDNAml Inférence MPI , PYM Stewart et al. (200 1) phylogénétique 
mpiBLAST Recherche de MPI Darling et al. (2003) 
séguences 
Clustai-MPI MSA MPI Li (2003) 
pCLUSTAL MSA MPI Cheetham et al. (2003) 
MSA-CUDA MSA CUDA Liu et al. (2009a) 
MSAProbs MSA CUDA Liu et al. (20 1 Oa) 
Hybrid MSA MPI!OpenMP Tan et al. (2005) Clusta!W (hybrid) 
CU DA- Recherche de CUDA Liu el al. (20 1 1 a) BLASTP séquences 
mpiCUDA- Recherche de MP!ICUDA Liu el al. (20llb) BLASTP séquences (hybrid) 
MPI- Recherche de MPI Walters et al. (2007) HMMER séquences 
GPU- Recherche de CUDA Walters el al. (2009) HMMER séquences 
Inférence MPI 1 Ph y ML phylogénétique OpenMP Guindon et al. (20 1 0) (hybrid) 
Recodon Simulation de MPI Arenas et Posada (2007) 
coalescence 
Modélisation de 
PyEvolve l' évo lution des MPI Butterfield el al. (2004) 
séquences 
CUDASW++ MSA CUDA Liu et al. (2009b) 
CUDA 
Smith- MSA CUDA Manavski et Valle (2008) 
Waterman 
~------------------------------------------------------------------------------------- ---- ---
MAFFT Inférence Pthreads Katoh et Toh (20 1 0) phylogénétique 
MPI , Pthreads, 
Inférence CUDA, Stamatakis (2006) RAxML phylogénétique OpenMP (Voir pour revue Pfeiffe r and (p lusieurs Stamatakis, 20 1 0) 
versions) 
Garli Inférence MPI Zwickl (2006) phylogénétigue 
MrBayes Inférence MPI Altekar et al. (2004) glly logénétique 
Analyse de la 
PAML pression MPI Chen et al. (2009) 
sélecti ve 
Tree-Puzzle In férence MPI Schmidt et al. (2002) 
_jl_h_y log_énétigue 
PHYLIP Inférence MPI Ropelewski et al. (20 1 0) phylogénétique 
BEAST Inférence MPI Drummond et Rambaul (2007) Q_hylog~nétique 
CUDA- Recherche de CUDA Y ongchao et al. (20 1 Ob) MEME motifs 
mCUDA- Recherche de MPI/CUDA/0 
MEME motifs penMP Liu et al. (20 Il c) (hybride ) 
Dialign-TX MSA MPI/OpenMP Subramanian et al. (20 Il ) (hybride) 
Dialign-P MSA MPI Schmollinger et al. (2004) 
Recherche 
Autodock4 d' appariement MPI Co !lignon et al. (20 I l ) 
de structure 3D 
MSA (Alignement multip le de séquences), MPI (message passing interface), 
CUDA (Compute Unified Deviee Architecture) 
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ANNEXE D 
SUPPLÉM ENT SUR LE NOUVEAU C RITÈRE DE SU PPORT DE C LASS IFI CATION 
D.1 Introduction 
Nous poursuivo ns, dans cette annexe, l' analyse du critère de support des flux de travaux 
individuel PSG (Section 4) en utili sant deux nouveaux j eux de données externes au doma ine 
des flu x de travaux. Ce critère de support en paire (PSG), basé sur la comparaison de 
plusieurs partitions, pourrait ainsi être utili sé pour l' évaluation d ' autres types de données par 
des méthodes de partitionnement. L'é laborati on de ce critère fait sui te à 1 'observation que 
même en supposant un même nombre de c lasses, les a lgorithmes te ls que k-mean s et k-
medoids, qui sont des heuri stiques, ne produisent pas touj ours les mêmes résultats de 
partitionnement, c.-à-d. ne classe pas to ujours dans la même classe les di fférentes paires 
d ' é léments (voir par exemple la Figure D. l ). 
D.2 Méthodes 
Nous avons étudié ce nouveau critè re sur deux j eux de données di stincts : le j eu de données 
quantitatives c lass ique de lris35 (F isher, 1936), utilisé dans plus de 45 études (X u et Wunsch, 
2005), et le j eu de données de Zoo36 (Forsyth , 1990) utili sé dans 16 études (Bache et 
Lichman, 20 13). Ces deux j eux de données mult ivariables ont été sé lectionnés car il s ne 
contenaient pas de données manquantes. De plus, ces deux j eux de données peuvent 
difficilement être traités par des méthodes linéaires de séparation en groupes. Nous avons 
utilisé dans cette parti e de l'étude les a lgorithmes de partitionnement k-means et k-medo ids 
35 https ://archi ve. ics . uci .edu/m Il datasets/1 ri s 
36 https:l/arch ive. ics. uci.edu/m 1/datasets/Zoo 
avec 1000 répétitions (random starts). Nous avons utilisé la distance Euclidienne et, quand 
applicable, soit l' indice de Calinski-Harabasz, soit l' indice Silhouette comme critères 
d'optimisation. Les figures des différentes classes ont été générées avec le logiciel ELKI 37 
(Achtert et al. , 2008). Les statistiques ont été obtenues avec le logiciellnstat v3 .0 et le test de 
Student-Newman-Keuls. 






Figure D.l Différents résultats de l' algorithme k-means sur le jeu de données de Iris. 
La figure du haut représente la classification originale des données en trois classes (K=3), 
selon Fisher ( 1936). Les différentes classifications du bas ont été obtenues avec différentes 
exécutions de l' algorithme de regroupement par partitionnement k-means en utilisant des 
random starts différents. 
37 http://elki .dbs .ifi.lmu.de/ 
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0.2. 1 Jeu de données de Iris 
Le jeu de données de Iris (Fisher, 1 936) contient trois (K=3) classes (espèces d ' iris: Iris 
setosa, Iris versicolore et Iris virginica) composées chacune de 50 échantillons. Chacun de 
ces échantillons est décrit par quatre mesures : longueur des sépales, largeur des sépales, 






(a) Classification originale 
/ Iris virginica 
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0 §: 0.0 
::J 
(j) Iris setosa Iris versico}or 
~ Ca li ns ki -Hara basz 
-tr- S ilhouette 
Iris virginica 
Jeu de données de Iris. En (a) classification originale des données. En (b) 
c lassification des données par la méthode k-means en utilisant la distance Euclidienne. En ( c) 
classification des données par la méthode k-medoids en utilisant la distance Euclidienne. On 
retrouve à gauche le résultat du regroupement des échantillons en trois classes (K==3). À 
droite, de chaque c lassification obtenue, nous présentons les valeurs de support individuelles 
(PSG) pour chacun des échanti llons. L'axe des abscisses indique les classes originales 
retrouvées par Fisher ( 1936) pour ce jeu de données. 
Ce jeu de données présente des difficultés pour la classification par les algorithmes de types 
k-means car les espèces Iris versicolore et Iris virginica sont difficilement classifiable en 
utilisant les méthodes linéaires (F isher, 1936; Xu et Wunsch , 2005; Geh lenborg et Wong, 
2012). 
0.2 .2 Résultats et conc lusions pour le jeu de données de Iris 
L'analyse des résu ltats, suite au regroupement et au calcu l du support individuel par paires, 
démontre que suite à l' app lication des deux a lgorithmes de partitionnement k-means et k-
medoids, les classes Iris versicolor et Iris virg inica sont effectivement difficilement 
séparables par ces algorithmes (Figure 0.2). 
Tableau D.l Support moyen individuel (PSG±SO) des différentes espèces d ' iris de la 
Figure 0 .2 en fonction du type du regroupement et de l' indice d'optimisation 
Méthode de Indices d'optimisation Iris Iris Iris 
regroupement setosa versicolor virginie a 
Calinski-Harabasz 0.99±0.01 0.92±0.02 0.91±0.03 
k-mean 
Si lhouette 0.98±0.0 1 0.94±0.02 0.90±0.03 
Calinski-Harabasz 0.98±0.01 0.90±0.08 0.94±0.01 
k-medoids 
S ilhouette 0.90±0.01 0.76±0.01 0.78±0.01 
Toutefois, le calcul du nouveau critère de support individuel (PSG) des différents 
échantillons d ' iris permet de comparer le support de chacune des classes. Ainsi , on peut 
remarquer que dans le cas de 1 'algorithme k-means, les classes fris versicolore et Iris 
virginica sont beaucoup moins supportées que la classe Iris setosa (Figure 0 .2a). On observe 
le même phénomène en utilisant l 'a lgorithme k-medoids (Figure 0 .2b). On retrouve, dans le 
cas de l' algorithme k-means, une valeur de support moyen respectif de 0.99 et de 0.98 pour la 
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classe Iris setosa (Tableau D.l) pour les indices Calinski-Harabasz (C H) et S ilhouette (Sil). 
Cependant, le support individuel moyen est plutôt de 0.92 avec C H et de 0 .94 avec S il pour la 
c lasse Iris versicolor et de 0 .91 pour C H et de 0 .90 pour Sil pour la c lasse Iris virginica 
(p <O.OOI ; Iris setosa vs Iris versicolor et Iris setosa vs Iris virginica). Dans le cas de la 
méthode de part itionnement k-medo ids, on peut observer que cette diffé rence est encore plus 
marquée. Soulignons qu ' un support de 1.0 signi fie , dans le cas de ce c ri tère, que les pai res 
d 'échantillons évaluées se retrouvent touj ours dans la même c lasse (voir le chapitre 4). 
En conclusion, dans le cas du j eu de données de fris, le nouveau critère de support par pa ires 
permet, sans avo ir à recourir à des méthodes de v isua li sation, te lles que les scatter-plot 
matrix, suggérées par Gehlenborg et Wong (20 12), de connaître le support de certa ines 
c lasses lors du regroupement. 
D.2.3 Jeu de données de Zoo 
Le j eu de données de Zoo (Forsyth , 1990) est composé des données sur 10 1 animaux. Ces 
données sont di visées en 7 c lasses empiriques (Tableau D.2). Chaque a nima l dans ce j eu de 
données zoologique est a lors déc ri t pa r 16 variables bina ires ind iquant la présence ( 1) ou 
l'absence (0) de certaines caractéri stiques de ces espèces. On retrouve a insi dans ce j eu de 
données les variables suivantes : présence de po ils, les plumes, œufs, la it, vo lant, aquatique, 
prédateur, avec dent ition, avec co lo nne vertébra le, respiration, venimeux, pa lmé, queue, 
domestique, grosseur d ' un chat. De plus, une dernière variable numérique non-
continue indiq ue le nombre de pattes que possède chacun e des espèces a nimales. 
·oo 
calf, cavy, 
~ i raffe , girl , 
lynx, mink, 
.IS, po lecat, 
1, rei ndeer, 
aby,wo lf 




:k, he rring, 
Jth , termi te, 
scorpton, 
npara tson avec 
SG) plus basse 
e peut pas être 
:fe données de 
les réseaux de 
' ana lyse que le 
par la méthode 
~ i c i e l Neighbor 
es. 
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Tableau D.2 C lasses empiriques du jeu de données de Zoo 
C lasses Animaux * (nombre d'animaux) 
aardvark, ante lope, bear, boar, buffa lo , calf, cavy, 
cheetah, deer, dolphin, elephant, fru itbat, giraffe, girl, 
1. Mammifères (41 ) goat, gorilla, hamster, hare, leopard , lion, lynx, mink, 
mo le, mongoose, opossum, oryx, platypus, polecat, 
pa ny, porpoise, puma, pussycat, raccoon, reindeer, 
seal, sealion, sq uirrel, vampire, vo le, wallaby,wo lf 
2 . O iseaux (20) chicken, crow, dave, duck, tlamingo, gull, hawk, kiwi, lark, ostri ch, parakeet, pengum, pheasant, rhea, 
skimmer, skua, sparrow, swan, vulture, wren 
3. Re ptiles (5) pitviper, seasnake, slowworm, tortoise, tuatara 
4. Poissons ( 13) bass, carp, catfi sh, chub, dogfi sh, haddock, herring, 
pike, piranha, seahorse, so le, stingray, tuna 
5. Amphibiens (4) frog, frog, newt, toad 
6. Insectes (8) tlea, gnat, honeybee, housetly, ladybird, ma th , termite, 
wasp 
7. Invertébrés ( 1 0) c lam, crab, crayfi sh, lobster, octopus, scorpton, 
seawasp, slug, starfis h, worm 
' ' 
.. Les noms d 'especes ont ete conserves en angla ts pour fac tltter la comparatson avec 
d 'autres études . En gras, les espèces ayant un e va leur de support individuel (PSG) plus basse 
à la Figure 0 .4. 
Comme le j eu de données de Iris, le jeu de données multivariables de Zoo ne peut pas être 
bien partitionné à l'aide des méthodes linéaires . Il est utili sé comme jeu de données de 
référence pour des a lgorihmes tels que le k-Nearest Neighbor (k-NN) o u les réseaux de 
neurones (voir par exemple McKenzie et Forsyth, 1995) . 
0 .2.4 Résultats et di scussion pour le j eu de données de Zoo 
Nous avons examiné le j eu de données de Zoo en utili sant la même méthode d 'analyse que le 
jeu de données de Iris (Figure 0 .3). Cependant, un regroupement hiérarchique par la méthode 
de Ne ighbor-Joining (Saitou et Nei, 1987) a auss i été réali sé en utili sant le logic iel Neighbor 
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Valeurs de support individue l, PSG, des animaux du j eu de données de 
Zoo pour les di ffé rentes méthodes de regroupement par partitionnement, les di stances eos ine 
et Euclidienne et les indices de Calinski -Harabasz ou S ilhouette. L' axe des abscisses présente 
le s classes ori ginales définies par Forsyth ( 1990) pour ce jeu de données . 
(a) Neighbor-Joining 
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2 3 4 5 6 
hiérarchique par Neighbor-Joining (a) ou par 
partitionnement de type k-means (b) des animaux du jeu de données de Zoo. La distance 
Euclidienne a été utili sée dans les deux cas. En (b), certaines espèces montrent une valeur de 
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support individuel PSG moins importante par rapport à leur groupe respectif. Elles sont mises 
en évidence dans la classification hiérarchique en (a) par des étoiles accolées aux noms des 
espèces. Les grandes classes sont aussi indiquées dans cette classification hiérarchique 
(numérotées de 1 à 7; voir le Tableau D.2). L' axe des abscisses, en (b), présente les classes 
originales définies par Forsyth ( 1990) pour ce jeu de données. 
Notre première observation, Figure D.3 , est que 1 ' application de certaines méthodes de 
partitionnement sur ce jeu de données (p. ex. k-medoids et distance eosine) résulte en des 
valeurs de supports individuels (PSG) beaucoup plus faibles pour certains groupes lorsque 
l' on utilise l' indice de Calinski-Harabasz comme critère d ' optimisation. Les valeurs de 
support obtenus en utilisant l'indice Silhouette sont moins affectées dans toutes les conditions 
(voir Figure DJ). De plus, on peut observer que certains animaux ont une valeur de support 
moins importante que les autres : dolphin , girl, goril/a, etc. (Figure D.4b; les animaux en gras 
dans le Tableau 0 .2). On observe aussi que, en utilisant la distance Euclidienne, ces animaux 
se retrouvent dans les mêmes sous-arbres dans la classification hiérarchique par Neighbor-
Joining (Figure D.4a). Par exemple, le marsouin (porpoise), un parent du dauphin de la 
famille des Phocoenidae, est souvent mal identifié comme mammifère (mammal) par les 
algorithmes de types k-NN en utilisant la distance Euclidienne (McKenzie et Forsyth, 1995). 
Bien que ce ne soit pas le cas dans nos regroupements, le marsouin étant classé avec les 
dauphins dans le cas du regroupement par k-means (non montré) et Neighbor-Joining (voir 
Figure D.4), l'information apportée par le nouveau critère de support par paires, PSG, permet 
de croire que le classement de cet animal devrait quand même faire l' objet d ' une vérification 
additionnelle. C' est aussi le cas de girl et du gorille dans notre classification qui ont un 
support beaucoup plus faible que les autres animaux en utilisant l' indice de Calinski-
Harabasz (Figure D.4b). Dans ce cas, il pourrait être intéressant de créer une autre classe pour 
les animaux qui sont plus souvent regroupés ensemble qu 'aux autres animaux de leur classe 
respective. 
D.3 Conclusions 
Ce nouveau critère, sans avoir à utiliser des techniques telles que le bootstrap ou jacknife 
(Henning, 2008), permet de mesurer le support de chacun des éléments à sa classe respective 
en mesurant un support par paires. Il permet, en outre, de déterminer les éléments pouvant 
être considérés comme aberrants (outliers) de façons algorithmiques. Les éléments aberrants 
sont connus pour influencer négativement différents types de classification, en outre, la 
classification par k-means et k-medoids (Henning, 2007). On emploie normalement pour 
répondre à cette problématique des techniques graphiques comme le tracé ordonné des 
données versus une approximation de leur moyenne (Q-Q plot) (Wilk et Gnanadesikan, 1968) 
ou encore on utilise une scatter-plot matrix (Gehlenborg et Wang, 20 12). Toutefois, de telles 
méthodes graphiques ne peuvent être appliquées lors de simulations sur de grands jeux de 
données. 
Récemment, une technique pour détecter les biais dans des regroupement hiérarchiques lors 
de l' inférence d 'arbres phylogénétiques, basée sur l'analyse des bipartitions, a été développée 
pour des jeux de données de milliers d'espèces (Dao et al., 20 13). Cependant, à notre 
connaissance, aucune technique semblable n' existe pour les méthodes de partitionnement 
pour des ensembles de données d' une telle envergure. Le nouveau critère de support, 
développé à la base pour les flux de travaux, permet ainsi de détecter les éléments aberrants 
dans des ensembles de données volumineux. De plus, notre nouvelle approche peut être 
appliquée en se servant de plusieurs critères d' optimisation (voir le chapitre 4). On peut ainsi 
l' utiliser avec la méthode de partitionnement k-means, dans laquelle le critère de Calinsk-
Harabasz est préféré (voir chapitre 5), ou encore avec la méthode de partitionnement k-
medoids pour laquelle l' indice Silhouette est recommandé. En conclusion , il serait intéressant 
d'appliquer ce nouveau critère sur des jeux de données très volumineux, mais ayant des biais 
bien établis, pour pouvoir le comparer aux différentes techniques de détection de valeurs 
aberrantes existantes dans le cadre des méthodes de partitionnement. 
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