A new video segmentation algorithm using a combined segmentation measure for content-based coding is presented. The combined segmentation measure is a weighted sum of intensity, motion, and a change segmentation measure. The change segmentation measure is defined from a change image, which is obtained from the proposed change detector. The proposed change detector performs morphological erosion filtering to eliminate many inaccurate components, included in the resulting image obtained from a conventional change detector. Since the change segmentation measure is defined as an absolute change value difference between a pixel and its neighboring region, it can be an efficient segmentation measure for the accurate segmentation of neighboring moving objects and static background regions. Therefore, the proposed combined segmentation measure can determine exact boundaries even though the estimated motion vectors around the boundaries of moving objects and static background regions are inaccurate and the intensities around the boundaries are similar. From the experimental results for a video segmentation, since the combined segmentation measure can accurately segment the boundaries between moving objects and static background regions, the motion compensated images produced by the proposed segmentation algorithm show improved image quality compared to the conventional segmentation.
Introduction
Content-based coding of visual information is currently becoming an active field of research as a second generation coding technique. This research has been stimulated by some of the Motion Picture Experts Group-4 ͑MPEG-4͒ activities that try to provide acceptable visual quality at a high compression ratio and the various services such as interactive video services, video mobile terminals, remote control, etc. [1] [2] [3] The MPEG-4 enables content-based functionalities by introducing the concept of video object planes ͑VOPs͒. Each frame of the input sequence is segmented into arbitrarily shaped image regions such that a VOP describes one semantically meaningful object or video content of interest. For more meaningful segmentation, various segmentation algorithms using intensity or motion information have been widely studied. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] In the video segmentation for content-based coding, accurate segmentation between neighboring moving objects and static background regions is required because this will reduce the motion compensation errors in the following frames and produce a good image quality at a high compression ratio. Segmentation measures such as intensity, motion, or spatiotemporal ͑intensity and motion͒ information have been usually used as segmentation criteria. Intensity-based algorithms including morphological segmentation algorithms, [4] [5] [6] [7] [8] [9] [10] [11] [12] a split-and-merge algorithm, 13 and an algorithm using recursive shortest spanning tree 14 ͑RSST͒ have been researched that use only intensity information as a segmentation criterion. However, when the intensities of pixels around the boundaries of moving objects and static background regions are similar, intensity-based algorithms cannot determine accurate boundaries. A motion-based algorithm, 16 which uses motion information as a segmentation criterion, usually segments an image by grouping the pixels represented as homogeneous motion model. However, the segmentation results are not satisfactory because the estimated motion vectors by the existing motion estimation algorithms 16, 17 are inaccurate either around the boundaries of moving objects and static background regions, or in static background regions. Recently, an attempt 15 was made to use information from both spatial and temporal domains. Intensity and motion information are simultaneously considered as a spatiotemporal measure. The segmentation results using this measure can be more accurate than those using only intensity or a motion measure. If the estimated motion vectors around the boundaries of moving objects and static background re-gions are inaccurate and the intensities of pixels around the boundaries are similar, however, the segmentation result using this measure can also be inaccurate.
A change detector 18 was developed to separate moving objects from static background regions. By thresholding a frame difference ͑FD͒ image, a change image is obtained as result image that consists of both changed and unchanged regions. A changed region consists of changed pixels. And an unchanged region is composed of unchanged pixels. A detected changed region corresponds to an object region that has any motion; whereas a detected unchanged region corresponds to a static background region, which has no motion. A considerable number of pixels, which are adjacent to moving objects and belong to static background regions, however, may be misclassified into changed regions.
In this paper, a new change detector is developed to remove these misclassified pixels and extract a useful segmentation measure. It performs morphological erosion filtering for the resulting image obtained from the conventional change detector. 18 The resulting image obtained from the proposed change detector can be used as essential information for accurate segmentation. Accordingly, a new segmentation measure can be defined from the resulting image. It is called a change segmentation measure. A combined segmentation measure is proposed that is the weighted sum of intensity, motion, and the change segmentation measure. This combined measure is used as the segmentation criterion in the proposed segmentation algorithm. From experimental results, the proposed segmentation algorithm shows that it can determine accurate boundaries between moving objects and static background regions.
We review the conventional segmentation measure in Section 2. In Section 3, we describe the proposed change detector, the change segmentation measure, and the combined segmentation measure. In Section 4, we propose a video segmentation algorithm using the combined segmentation measure. Section 5 outlines the experimental results and discussions. Finally, conclusions are made in Section 6.
Overview of Conventional Segmentation Measures

Intensity-Based Methods
Intensity and motion information have been widely used as useful segmentation measures in image segmentation for content-based coding. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] In intensity-based segmentation, the absolute intensity difference between an uncertain pixel and its adjacent region can be used as an intensity segmentation measure. If I(x,y) is an intensity value at the (x,y) position and I a (R) is the average value of the pixels inside a region R, the intensity segmentation measure can be written as
Many segmentation algorithms based on an intensity segmentation measure have been developed. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] In particular, morphological segmentation algorithms 4-12 using morphological tools, such as morphological filters and watershed algorithms, have been widely developed because mathematical morphology can extract useful criteria such as shape, size, contrast, and connectivity. However, segmentation algorithms that use only intensity information cannot determine accurate boundaries between moving objects and static background regions if the intensities of the pixels around the boundaries are similar.
Motion-Based Method
Motion information among frames can be a useful segmentation measure. If v x (x,y) and v y (x,y) are x and y components of an estimated motion vector at a position (x,y), and v x (x,y) and v y (x,y) are x and y components of motion vector represented as motion parameter model , respectively, a motion segmentation measure can be defined as
where e x 2 (x,y) and e y 2 (x,y) denote ͓v x (x,y)Ϫv x (x,y)͔ 2 and ͓v y (x,y)Ϫv y (x,y)͔ 2 , respectively. As motion parameter model , six or eight motion parameter models have been widely studied. A motion-based algorithm 16 segments an image by grouping the pixels represented by homogeneous motion parameters. In view of the coding framework, the performance of a motion-based segmentation algorithm can be superior to that of spatiotemporal or intensity-based algorithms if the estimated motion vectors are accurate. However, since the estimated motion vectors by existing motion estimation algorithms 16, 17 are often inaccurate either around the boundaries between moving objects and static background regions, or in static background regions, the segmented boundaries can be usually inaccurate.
Spatiotemporal-Based Method
Recently, an algorithm was proposed that simultaneously considers intensity and motion information. Such a spatiotemporal measure 15 is defined as
where k m and ␣ are a scaling and a weighting factors, respectively. Since the spatiotemporal information is simultaneously considered as a segmentation measure, segmentation results can be more accurate than those determined by only intensity or a motion measure. However, this measure cannot accurately segment the boundaries of moving objects and static background regions when the intensities of the pixels around the boundaries are similar and the estimated motion vectors around the boundaries are not precise. Besides, a change detector 18 shown in Fig. 1 was proposed to separate moving objects from static background regions between two successive frames: I tϪ1 and I t . In the first step, the algorithm calculates pelwise the frame difference of two successive frames. Next, the absolute frame differences are summed up using a measurement window with the size of a 3ϫ3 picture element. After comparing the result to a threshold T ch (t), which is used to discriminate changed regions and unchanged regions at the FD image between I tϪ1 and I t , the central picture element is assigned either to a changed state, if the result exceeds T ch (t), or to an unchanged state if the result is below or equal to T ch (t). Here T ch (t) is the standard deviation of the mean squared FD computed in the unchanged regions. 18 As a result, an initial change image is obtained that consists of both changed and unchanged regions. Since the initial change image contains both small isolated changed and unchanged regions, or inaccurate unchanged regions that are adjacent to moving objects, median filtering is performed using a measurement window of a 5ϫ5 picture element. In the last step of the change detection, all small regions are eliminated and a change image is obtained. Despite median filtering and a small region elimination process, a considerable number of pixels, which are adjacent to moving objects and included in the static background region, are misclassified into the changed region because of either noisy environments or the difficulty of the threshold T ch (t) selection.
Proposed Combined Segmentation Measure
Proposed Change Detector
In this paper, we propose a change detector that can efficiently eliminate inaccurate changed regions. The proposed change detector is shown in Fig. 2 . After thresholding an FD image using a standard deviation computed in the static background of the previous FD image, 5ϫ5 median filtering and small region elimination ensue. Accordingly, a change image by a conventional change detector is produced. However, since inaccurate changed regions may be contained in this change image, 9ϫ9 binary morphological erosion filtering is performed to extract the inaccurate change regions. If A and B are an image and a structuring element, respectively, which are subsets of a Euclidean or digital space E, a binary morphological erosion of A by B is defined as
ABϭ͕xE͉xϩbA,bB͖. ͑4͒
Then, inaccurate changed regions can be extracted from the difference operation between the change image and the eroded change image. The resulting change image consists of all regions except for the extracted inaccurate changed regions. In this paper, it is called the change image used as a change segmentation measure ͑CI -CSM͒. However, the structure of the proposed change detector is somewhat more complex than that of the conventional change detector because of the morphological erosion filtering process and difference operation between the change image and the eroded change image. Yet a useful measure such as the intensity or the motion segmentation measure can be defined from the CI -CSM, hereafter, referred to as the change segmentation measure. For the exact segmentation between moving objects and static background regions, this measure can be used as an important segmentation measure along with intensity and motion segmentation measure.
Definition of a New Change Segmentation Measure
In this paper, a change segmentation measure is defined from the CI -CSM. If I ch (x,y) is a change value at position (x,y) and I ch (R) is an average change value of pixels inside a region R, the absolute change value difference between a pixel and its neighboring region is defined as the change segmentation measure. It is expressed as
where I ch (x,y) is 255 for a changed pixel and 0 for an unchanged pixel at position (x,y). In the segmentation procedure, the extracted inaccurate changed pixels are not considered as the change segmentation measure. Since our algorithm considers only accurate change information as a change segmentation measure, this measure can be used as a useful segmentation criterion such as intensity or motion measure.
Proposed Combined Segmentation Measure
In this paper, a combined segmentation measure is proposed to determine accurate boundaries between moving objects and static background regions, which is the weighted sum of intensity, motion, and the change segmentation measure. It can be expressed as
where ␣ 1 and ␣ 2 are the weighting factors for intensity and motion segmentation measure, respectively; and k m and k c are the scaling factors for motion and change segmentation measures, respectively. In the combined segmentation measure, intensity and motion segmentation measures are calculated for all pixels in the input image. However, the 
͑8͒
By taking the partial derivatives with respect to b 1 , ...,b 6 and equating to zero, a set of six equations is obtained for region R. Finally, the function can be computed from the following equations:
As a useful segmentation criterion, this combined measure can be used as the segmentation measure for the accurate segmentation between moving objects and static background regions. Even though the intensities of the pixels around the boundaries between moving objects and static background regions are similar or the estimated motion information is inaccurate, the proposed combined measure can segment the exact boundaries between them because the change segmentation measure can play a role as an efficient segmentation measure.
Video Segmentation Using the Combined Segmentation Measure
The proposed video segmentation algorithm is depicted in Fig. 3 . It consists of two stages: spatiotemporal marker extraction and decision using the combined segmentation measure. The spatiotemporal marker extraction stage has two separate paths. For the spatial marker extraction path, as shown in the right most path in Fig. 3 , first, the current frame I t is simplified and then the marker is extracted from this simplified frame. For the other path, as shown in the middle path in Fig. 3 , motion estimation using the block matching algorithm ͑BMA͒ is performed over the previous frame I tϪ1 and the current frame I t . Since the estimated motion vectors with BMA are generally inaccurate around the boundaries between moving objects and static background regions, or inside the static background regions, median filtering is performed for the estimated motion vector field. Then the bilinear interpolation is performed to obtain a motion vector for each pixel. Finally, the spatiotemporal markers are extracted by grouping the pixels that have the same motion value inside each intensity marker, followed by small marker elimination, which is a kind of postprocessing to remove the noisy small markers. In the decision stage, any uncertain pixels that do not belong to any adjacent region are mapped into the adjacent region that is the most homogeneous in a viewpoint of the proposed combined segmentation measure.
Spatiotemporal Homogeneous Marker Extraction
In morphological segmentation structures, [4] [5] [6] [7] [8] [9] [10] [11] [12] 15 a marker is used as the seed of a region. Any uncertain pixels around the markers are mapped recursively into their adjacent regions in turn according to their priority value. Therefore, the selection of meaningful markers is important. 15 Salembier and Pardas 7 extracted spatial markers from a simplified intensity image by using a size or a contrast criterion. If the intensities of the pixels around the boundaries between moving objects and static background regions are similar, however, the interiors of objects and background regions can be represented by the same marker and thus an adjacent object and a background region can be segmented as an identical region. If intensity and motion information are simultaneously considered in the marker extraction process, this problem can be solved.
A simple spatiotemporal marker extraction method was proposed. 15 It detects the interior of each region by using both motion and intensity information. After the simplification using morphological open-close by reconstruction filtering, 7 the intensity markers can be simply identified by labeling flat regions with a simple labeling algorithm.
BMA is used in the motion estimation processing. To eliminate any false estimated motion vectors in the static background, median filtering is performed. Bilinear interpolation ensues to produce the dense motion field of each pixel unit. Then the homogeneous motion markers inside each intensity marker, which is obtained from the simplified image, can be extracted by grouping the pixels represented by homogeneous affine motion model. However, since this motion marker extraction method using the affine motion model is very sensitive to a given threshold that is used as the criterion of homogeneity, it may not be able to separate accurately the different motion markers inside an intensity marker.
In this paper, homogeneous motion markers inside each intensity marker are extracted by grouping the pixels represented with the same motion vector instead of using the affine motion model. 15 Therefore, the extracted spatiotemporal markers are more reliable. After extracting the spatiotemporal markers, the small markers are eliminated.
Decision Using Combined Segmentation Measure
After the extraction of the spatiotemporal markers, the decision is performed by mapping any uncertain pixels, which
are not yet assigned to any region, into their homogeneous adjacent regions. The proposed combined segmentation measure is used as a criterion for the region mapping of uncertain pixels and a modified watershed algorithm 7 is used for efficient implementation.
The modified watershed algorithm is composed of initialization and flooding steps. In the initialization step, the locations of all pixels corresponding to the spatiotemporal markers are inserted into a queue for region growing from these markers. The flooding assigns a pixel extracted from the queue to the most homogeneous adjacent region. If an extracted pixel does not yet belong to any region, it denotes that at least one of its neighboring pixels belongs to an adjacent region. Therefore, all neighboring regions of the extracted uncertain pixel are examined.
The distance between an uncertain pixel and its neighboring regions is assessed by the combined segmentation measure. If the computed distance is small, it means that their similarity is high. Therefore, an uncertain pixel is mapped into the most homogeneous adjacent region with the minimum distance. Once an uncertain pixel has been assigned to an adjacent region, average intensity value, average change value, and motion parameters of each region are updated, respectively. The motion parameters for each region are updated using the equations in Eq. ͑8͒. In particular, the error measure ␦, which is a standard deviation of a motion vector associated with a computed affine transform, is computed after the region mapping of an uncertain pixel. If the standard deviation for an assigned pixel is below a given threshold , the motion vector of the mapped pixel is considered in the update process. Otherwise, it is excluded because it may not be a reliable motion vector. Here, the threshold value is set at 0.5.
After the region mapping of an uncertain pixel, its priority is computed when the adjacent uncertain pixels are inserted into a hierarchical queue. The priority for uncertain pixels is decided according to the distance computed by the combined segmentation measure. The priority between an uncertain pixel located at position (x,y) and its adjacent region R is inversely proportional to its distance. It can be expressed as
Then, an uncertain pixel with the highest priority is inserted at the top of the hierarchical queue. These procedures are repeated until all uncertain pixels are mapped onto adjacent regions. Table 1 shows the image sequences used in the experiment and their characteristics. Image sequences with various characteristics are simulated to compare the segmentation performances of the proposed segmentation algorithm with those of conventional segmentation algorithms. The average peak signal-to-noise ratios ͑PSNRs͒ of the motion compensated images are compared for ''Claire'' and ''Miss America'' image sequences under 10 Hz condition, and is given by 
Experimental Results and Discussion
where M is the number of samples and o k and ␥ k are the amplitudes of the original and motion compensated images, respectively.
Intraframe Segmentation
In the intraframe segmentation experiments, two frames, I tϪ1 and I t , of each image sequence are used, as shown in Fig. 4 . Figures 4͑a͒ and 4͑b͒ are considered as frame I tϪ1 , and Figs. 4͑c͒ and 4͑d͒ are considered as frame I t , and they are the frames to be segmented, respectively. As shown in Fig. 4͑c͒ , the frame I t of the ''Claire'' image has similar intensities around the boundaries between the right part of face region and static background region because of the large rotation of the face region. The results using the proposed segmentation algorithm are shown in Fig. 5 . The initial change image obtained after the thresholding of a FD image is shown in Fig. 5͑a͒ . Here T ch (t) is the standard deviation computed from the unchanged regions of the previous FD image. Figures 5͑b͒  and 5͑c͒ show the resulting images after median filtering with a 5ϫ5 window and the small region elimination process, respectively. As a threshold value, 400 is used in the small region elimination process to remove small changed or unchanged regions. Figure 5͑d͒ shows the eroded image obtained after morphological erosion filtering with a 9ϫ9 structuring element. Inaccurate changed pixels around a moving object are efficiently removed. Figure 5͑e͒ shows the difference image between Figs. 5͑c͒ and 5͑d͒ . The pixels that are not considered as the change segmentation measure are shown because these pixels have bad effects on accurate segmentation between moving objects and static background regions. Figure 5͑f͒ shows the simplified image obtained after morphological open-close by reconstruction filtering. The area of the structuring element used in this experiment is chosen as 13ϫ13 because a larger structuring element produces much coarse segmentation, whereas a smaller structuring element produces much fine segmentation. Initial intensity markers are obtained by labeling the simplified image. The intensity markers extracted after small marker elimination process are shown in Fig. 5͑g͒ . The threshold value used in the small marker elimination is the area of the structuring element used in the simplification step. Figure 5͑h͒ shows the motion vectors estimated by BMA. For each 8ϫ8 block, the search range is chosen as Ϯ10 in consideration of the image size. In particular, the estimated motion vectors around the boundary of the face and static background region are inaccurate. These results are attributed to the large rotation of the face region or noisy components in the background region. Therefore, 3 ϫ3 median filtering is performed to remove the inaccurate motion vectors. Then, bilinear interpolation is applied to produce a motion vector for each pixel. Figure 5͑i͒ shows the dense motion field after median filtering. Many inaccurate motion vectors occurred in the background region are effectively removed. In Fig. 5͑j͒ , the spatiotemporal markers extracted by the proposed marker extraction method are shown. Each marker represents effectively the interior of each homogeneous region.
The segmented contour image is shown in Fig. 5͑k͒ . Even though the estimated motion vectors are inaccurate and intensities around the boundaries are similar, the accurate boundary between the right part of the face region and background region is determined because of the combination process of the proposed spatiotemporal marker extraction and decision using the combined segmentation measure.
The value of the two weighting factors ␣ 1 and ␣ 2 used in the experiment are chosen as 1/3. Therefore, the weighting value for the change segmentation measure is 1/3. The value of the scaling factor k m is 255/10 because the search range used in the motion estimation process is Ϯ10. Since the pixel value at the CI -CSM is either 255 if it is a changed pixel or 0 if it is an unchanged pixel, the value of k ch is 255/3, which is empirically decided to normalize the change segmentation measure for the intensity and motion segmentation measure.
The frame I t of the ''Miss America'' sequence used in the intraframe segmentation has similar intensities around the boundaries between the upper part of head region and the background region. The results using the proposed segmentation algorithm are shown in Fig. 6 . They are similar to those of the ''Claire'' image, particularly in the spatiotemporal marker extraction process, since the proposed spatiotemporal marker extraction method groups only neighboring pixels represented by the same motion vector, a threshold value is not required unlike the method using affine motion model. 15 Therefore, the proposed marker extraction method is more reliable than the conventional marker extraction method, 15 which produces very different results relative to the given threshold value. The extracted spatiotemporal markers are shown in Fig. 6͑j͒ . Finally, the boundaries between the head and the background regions are accurately determined as shown in Fig. 6͑k͒ .
In Fig. 7 , the original images and segmented images are overlapped to compare the segmentation results, respectively. And the results achieved by the proposed method are compared with those acquired by the conventional methods for the ''Claire'' and ''Miss America'' images.
With the intensity-based algorithms, [4] [5] [6] [7] [8] [9] [10] [11] [12] since only intensity information is used for marker extraction and the decision stages, the boundary around the adjacent moving object and static background region is inaccurate as shown in Figs. 7͑a͒ and 7͑b͒. For Fig. 7͑a͒ , the right part of face region and the background region are segmented as the same region because of the similar intensities around the boundary of two regions. This can increase the motion compensated errors when the motion vectors of the background region and face region are quite different due to the movement of the face region in the following frames. Moreover, since intraframe segmentation affects the performance of interframe segmentation, the image quality can be degraded in ensuing frames. For the ''Miss America'' image, Fig. 7͑b͒ shows that the right part of head region and the background region are segmented as the same region due to the similar intensities between them.
The segmentation results using the spatiotemporal-based algorithm 15 are shown in Figs. 7͑c͒ and 7͑d͒. For Fig. 7͑c͒ , since the estimated motion vectors around the right part of face region and background region are not accurate and the intensities around the boundaries are similar, accordingly, the segmented boundary between them are not accurate like the result of the intensity-based method. However, with the ''Miss America'' image of Fig. 7͑d͒ , the boundaries between the background region and the head region are accurately determined because the estimated motion vectors are accurate.
The simulation results using the proposed algorithm are shown in Figs. 7͑e͒ and 7͑f͒ . For the ''Claire'' image of Fig. 7͑e͒ , the proposed algorithm precisely determines the boundaries between a moving object and static background region because the proposed change segmentation measure can be used as an important criterion even though the estimated motion vectors with BMA are inaccurate. When the estimated motion vectors are accurate, the segmentation results are very similar to those of spatiotemporal segmentation measure as shown in Fig. 7͑e͒ . From the experimental results, the proposed algorithm can accurately determine the boundaries between a moving object and static background region due to the combination of the proposed spatiotemporal marker extraction method and decision using the combined segmentation measure. However, since the proposed algorithm performs image segmentation considering intensity, motion, and change segmentation measure simultaneously, it requires more computation load than the intensity or spatiotemporal algorithm because of the computation load in calculating the change segmentation measure.
Interframe Segmentation
Generally, successive frames in a sequence are highly correlated unless a scene change occurs. If interframe segmentation is performed without considering the correlation between the frames, the coding efficiency will decrease. Thus, in this paper, we use the interframe segmentation algorithm 19 through region projection. After region projection, a decision using the combined segmentation measure is performed for uncovered pixels which occur around the projected regions. Figure 8 shows the simulation results for interframe segmentation. Experiments for 10 frames of the 10 Hz ''Claire'' and ''Miss America'' images are performed. The results are illustrated in Figs. 8͑a͒ and 8͑b͒ . Since the proposed combined segmentation measure can determine accurate boundaries between a moving object and static background region in the intraframe segmentation, the image quality of motion compensated images, which are obtained after the interframe segmentation through the region projection, can be improved by about 1 to 3 dB in a PSNR.
From a viewpoint of shape coding, since the interframe segmentation is performed by estimating motions for the segmented regions using six parameter motion model and projecting the regions, the segmentation result for the intraframe affects the interframe segmentation. Therefore an accurate segmentation of the intraframe can reduce the bit rate required for the shape coding in the image sequence.
Conclusions
A new video segmentation algorithm using a combined segmentation measure was proposed. A change detector was developed to produce a change image that can provide essential information in video segmentation. From this change image, a new change segmentation measure was defined. Then a combined segmentation measure was proposed that combines the weighted sum of intensity, motion, and the change segmentation measure. This is used as the segmentation criterion in the proposed segmentation algorithm. The proposed combined segmentation measure can determine the exact boundaries between moving objects and static background regions even though the estimated motion vectors are inaccurate and the intensities of pixels around the boundaries are similar, as the change segmentation measure can play a role as an important segmentation criterion.
From the experimental results for image sequences, the proposed segmentation algorithm shows an improvement in the image quality by about 1 to 3 dB compared with conventional methods because it can precisely segment the boundaries between moving object and static background region. Therefore, a video code based on the proposed video segmentation scheme will significantly improve coding efficiency.
In further work, a study of the real time implementation of the proposed video segmentation algorithm will be developed. 
