Probability currents are fundamental in characterizing the kinetics of non-equilibrium processes. Notably, the steady state current J ss for a source-sink process is exactly equal to the inverse of the mean-first-passage time for the process. Because transient non-equilibrium behavior is quantified in some modern path sampling approaches, such as the "weighted ensemble" strategy, there is strong motivation to determine bounds on J ss as the system evolves in time. Here we show that J ss is bounded from above and below by the maximum and minimum, respectively, of the current as a function of the *spatial* coordinate at any time t for one-dimensional systems undergoing over-damped Langevin (i.e., Smoluchowski) dynamics and for higher-dimensional Smoluchowski systems satisfying certain assumptions when projected onto a single dimension. These bounds become tighter with time, making them of potential practical utility in a scheme for estimating J ss . Conceptually, the bounds result from the fact that the transient currents relax monotonically toward the steady state current. arXiv:1810.09964v2 [cond-mat.stat-mech] 
Introduction
Non-equilibrium statistical mechanics is of fundamental importance in many fields, and particularly in understanding molecular and cell-scale biology 1, 2 . Furthermore, fundamental theoretical ideas (e.g., [3] [4] [5] have often been translated into very general computational strategies (e.g., [6] [7] [8] [9] [10] .
Here, we develop a bound on the non-equilibrium steady-state current in a class of Markovian stochastic systems, with potential value for kinetic computations. An application of potential importance is the estimation of a rate constant k AB for transitions between non-overlapping "macrostates" A and B, each consisting of a set of microstates. In particular, the "weighted ensemble" path sampling strategy 6, [11] [12] [13] can estimate rate constants using the exact "Hill relation" between the steady-state probability current J ss (sometimes called flux) and the mean first-passage time (MFPT) 1, 12, 14 :
In this relation, A is a source and B is a sink for probability, so procedurally, any trajectory or probability arriving to B is fed back to A. The Hill relation is very general 15 and is not restricted to one dimensional systems or to particular distributions of feedback within the source state A.
Discrete-state formulation: Bounds and Intuition
The essence of the physics governing the bounds can be appreciated from a one dimensional continuous-time discrete-state Markov process as shown in Fig. 1 . The dynamics will be governed by the usual master equation
where probabilities P i = P i (t) vary in time while rate constants k i j ≡ k i, j for i → j transitions are time-independent. We will assume only nearest-neighbor transitions are allowed -i.e., that which is valid for continuous-time systems because large transitions in infinitesimal time increments are unphysical. The net current in the positive direction between any neighboring pair of states with is given by the difference in flows in the two directions,
Because the probabilities P i vary in time, so too do the currents:
Using (4), the master equation (2) can be re-written as
which is merely a statement of the familiar continuity relation: the probability of a state increases by the difference between the incoming and outgoing currents.
To establish a bound, assume without loss of generality that a local maximum of the current occurs between states 5 and 6. That is,
Differentiating J 56 based on Eq. (4) and employing Eq. (5) yields
where both terms are negative because rate constants are positive and the signs of the current differences are determined by the assumptions (6) . The local maximum current must decrease in time.
If instead J exhibited a local minimum at the 5 → 6 transition, reversing the directions of the inequalities (6), then the corresponding time derivative would be positive, implying a local minimum must increase.
We have therefore shown regardless of boundary conditions that a local extremum of the current must decay with time in the discrete-state case with nearest-neighbor transitions. Under stationary boundary conditions, the current will decay to its steady value J ss and thus any local extremum is a bound on the current. Physically, the changes in the probability produced by local differences in current -Eq. (5) -necessarily cause relaxation of the current toward its steady value. We note that in a one-dimensional steady state, whether equilibrium or non-equilibrium, the current J ss is a constant independent of position.
Boundary behavior in a discrete-state source-sink system
The preceding conclusions were obtained for local extrema without any assumptions about boundary conditions. We now want to examine boundary conditions of particular interest, namely a feedback system with one absorbing boundary state and one emitting boundary state that 're-initializes' probability reaching the boundary. In such a source-sink system, we will see that similar conclusions are reached regarding the relaxation of current extrema at the boundaries.
For concreteness, suppose in our linear array ( Fig. 1 ) that state 0 is the source and state 9 is the sink: any probability arriving to state 9 is immediately fed back to state 0.
Consider first the case where the maximum of the current occurs at the source at some time t -i.e., J 01 is the maximum. To analyze this case, note that by assumption, the source state 0 in fact receives probability that arrives to the sink state 9. That is, Eq. (5) applies in the form
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This, in turn, implies that the analog of Eq. (14) applies directly, and we deduce that if J 01 is the maximum J values, then it must decrease in time.
Because analogous arguments apply to all the other boundary cases (maximum at sink, minimum at either boundary), we conclude that any boundary extremum current must decay with time toward J ss in a source-sink discrete-state system.
For completeness, we note that in principle feedback of probability reaching the sink state could occur at a set of source states, in contrast to the single source state assumed above. However, because of the locality property (3) which has been assumed, if we consider a current maximum neighboring -but not part of -the set of source states, the same arguments will apply.
Current bounds for continuous systems in the Smoluchowski framework
Our primary interest is continuous systems, and so we turn now to a formulation of the problem via the Smoluchowski equation, which describes over-damped Langevin dynamics 16, 17 . Conceptually, however, it is valuable to note that the preceding discrete-state derivation of current bounds depended on the locality and Markovianity of dynamics, two properties that are preserved in the Smoluchowski picture.
Our derivation proceeds in a straightforward way from the one-dimensional Smoluchowski equation. Defining p(x,t) and J(x,t) as the probability density and current at time t, we write the Smoluchowski relation as the continuity relation
with current given by
where D > 0 is the (possibly) position-dependent diffusion "constant", k B T is the thermal energy at absolute temperature T , and f = −dU/dx is the force resulting from potential energy U(x).
We now differentiate the current with respect to time and examine its behavior at extrema -local minima or maxima. we find
where the third line is derived by equating ∂ 2 p/∂t∂ x = ∂ 2 p/∂ x∂t and then substituting for ∂ p/∂t in all three terms using the continuity relation (9) . The last line is obtained because ∂ J/∂ x = 0 at a local extremum (in x). Eq. (14) is the sought-for result: it implies monotonic decay with time of local extrema in the current J. If x is a local maximum, then ∂ 2 J/∂ x 2 < 0 and conversely for a minimum; recall that D(x) is strictly positive. (Strictly speaking, for a local maximum one has ∂ 2 J/∂ x 2 ≤ 0 rather than a strict inequality, but we do not consider equality to be meaningful for physical systems.) Hence, the currents at any local extrema monotonically relax toward the steady value J ss and provide upper and lower bounds at any given t that tighten with time.
It is interesting to note that Eq. ], this is a "resemblance" only, in that the right-hand side cannot be written as the divergence of an effective current and hence the integral of the current is not a conserved quantity. However, the similarity may suggest why the current has a "self healing" quality like the probability itself -i.e., the tendency to relax toward the steady state distribution.
Mathematically, it is known that a "uniformly parabolic" equation like (13) must obey a "maximum principle" 18 which implies the monotonic decay of extrema noted above (away from boundaries) and only requires the inequality ∂ 2 J/∂ x 2 ≤ 0. However, it is unknown whether a maximum principle applies to cases of source-sink boundaries. 
Boundary behavior in a continuous source-sink system
When the global maximum or minimum occurs at a boundary of a source-sink feedback system -either at the sink or neighboring the source -additional consideration is necessary because the condition ∂ J/∂ x = 0 generally will not hold. Further, a maximum principle does not imply monotonic decay of extrema on the boundaries. 18 We leave a more mathematical discussion of the boundary cases for the future, and here merely point out that the same continuity arguments leveraged in the discrete case apply in the continuous case as well, at least for the case of feedback to a single source state x src which also is the boundary of the system: p(x,t) = 0 for x < x src .
We have examined the numerical behavior of a one-dimensional simple diffusion process with source and sink boundary conditions. Fig. 2 shows clearly that spatial maximum and minimum value bracket the true steady-state current.
Discussion of more complex systems
Should we expect that analogous bounds exist in cases of practical interest, where the current from a high-dimensional system is projected onto a one-dimensional coordinate q? Although we have not derived any general results for this case, there are interesting hints in the literature that a more general formulation may be possible.
Most notably Berezhkovskii and Szabo showed that the probability density p(φ ,t) of the "committor" coordinate φ evolves according to a standard Smoluchowski equation under the assumption that "orthogonal coordinates" (along each iso-committor surface) are equilibrium-distributed according to a Boltzmann factor 20 . Note that the committor 0 ≤ φ ≤ 1 is defined at each point in the full domain to be the probability of reaching a chosen target state before visiting the given initial state. Because our preceding derivation of current bounds for one-dimensional systems relied entirely on the Smoluchowski equation, it follows that the current projected onto the committor, J(φ ) would be subject to the same bounds -so long as the additional assumption about equilibrated orthogonal coordinates holds.
It is intriguing to note that the equilibration assumption is true in steady state. Consider the steady-state flux lines which are orthogonal to the iso-committor surfaces. By definition there is no net flow of probability orthogonal to flux lines, which can only occur if those microstates are in detailed balance with one another -and detailed balance in turn implies the equilibrium distribution 1 . If we restrict our attention to systems which are initiated from an initial state "A" which, internally, is equilibrium-distributed, the question is whether transient behavior -orthogonal to flux lines -can deviate from equilibrium.
We also provide numerical evidence for the monotonic relaxation behavior of the current in a highly complex system, an atomistic model of the protein NTL9 undergoing folding. Fig. 3 shows the current displayed as a function of a collective variable, the RMSD, which here is the minimum root mean-squared deviation of atom pair distances between a given configuration and a fixed reference folded configuration -minimized over all translations and rotations of the two configurations. Data were harvested from a prior study using the weighted ensemble (WE) approach, which was implemented with a source at one unfolded configuration and a sink at the folded state, defined as RMSD ≤ 1 13 . Although the RMSD is a distance measure from an arbitrary configuration to the folded state, it is not claimed to be a proxy for the committor coordinate described above. Note that the WE method runs a set of unbiased trajectories and performs occasional unbiased resampling in path space 6 ; thus WE . Numerical data for a complex system -atomistic protein folding. The data show protein folding current (flux) for atomistic, implicitly solvated NTL9 13 as a function of a projected coordinate (RSMD) averaged over several time intervals during a simulation. Data were obtained from weighted ensemble simulation, which orchestrates multiple trajectories to obtain unbiased information in the full space of coordinates over time -i.e., Fokker-Planck-equation behavior is recapitulated 6 . Only positive (folding direction) current is shown, although some RMSD increments exhibit negative currents in some time intervals due to incomplete sampling/noise.
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provides the correct time-evolution of currents and probability distributions, which are derived directly from the path ensemble.
In the realm of speculation, motivated in part by our numerical data, one can ask whether a variational principle should hold. That is, if there are projected coordinates with higher and lower current maxima, is the lower maximum always a valid bound? This is a question for future investigation.
Implications for Numerical Computations
If upper and lower bounds for the current exist in high-dimensional systems, and if these bounds can be approximated based on currents derived from projections onto easy-to-obtain collective coordinates, then novel estimators for rate constants based on the Hill relation 1 can be derived. Here we have pointed out that the former condition is suggested (though not proven) by the present one-dimensional calculation along with the Berezhkovskii-Szabo work 20 and the latter is suggested by our numerical data of Fig. 3 .
In terms of practical estimators, having upper and lower bounds based on the "spatial" variation of the current J implies that any spatial average of the current is a valid estimator for the steady-state J ss that must converge to the true value at large t. For a high-dimensional system, the "spatial" average would correspond to an average along the collective coordinate exhibiting the bounds. Such an avereage could be linear or non-linear.
The potential value of such average-based estimators can be seen from the right plot of Fig. 2 , where the normal estimator based on the Hill relation (1) is essentially minimum current (red curve). This is the case because, with current initiated at the source, the current at the sink -which is typically used in the Hill relation 13 -tends to exhibit the minimum current. It seems clear that averaging among values between the minimum and maximum would yield, at moderate t, values much closer to the steady J ss reached after long times.
Such estimators will be explored in the future.
