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ABSTRACT 
A general determinantal identity of Sylvester type over arbitrary commutative 
fields is derived. While its proof is rather short and conceptually simpler than earlier 
attempts, the result contains Sylvester’s classical determinantal identity and more 
recent extensions as well as some old and some new determinantal identities. An 
application to the E-algorithm is added. 
1. INTRODUCTION 
Histo y 
Sylvester’s classical determinantal identity [15] (see Example 3 below) can 
be interpreted as an extension of Leibniz’s definition of the determinant of a 
matrix. The underlying extension principle is known as Muir’s law of 
extensible minors [S]. Actually, it was discovered and proved earlier by Reiss 
[14]. A . pl p slm e roof based upon classical Schur complements or, equivalently, 
on Gaussian elimination is given by Brualdi and Schneider [5] (see also [6], 
where determinantal identities are considered from a more formal point of 
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view). Following the ideas of [5], Muir’s law has been extended by Miihlbach 
[13], making use of generalized Schur complements with respect to more 
general elimination strategies. By applying this extension to Leibniz’s defini- 
tion of the determinant of a real or complex matrix, a generalized Sylvester 
identity was derived (see Example 6 below). It should be noted that the index 
lists involved all must have the same cardinality but may overlap differently 
than in Gaussian elimination. 
In this note we present a simple new approach weakening the overlapping 
conditions of [I31 and allowing the index lists to have different car&m&ties. It 
should be emphasized that already Theorem 1 gives a rather general determi- 
nantal identity of Sylvester’s type. It is based upon a very simple lemma of 
linear algebra. The constant contained in Theorem 1 can be determined 
explicitly by checking and exploiting the “chain property” of a family of index 
lists (see the definition in Section 3). Thus Theorem 2 yields a general 
determinantal identity of Sylvester’s type, which moreover holds for matrices 
over arbitrary commutative fields. 
Notation 
By Z, N, N, we denote the sets of integers, positive integers, and nonneg- 
ative integers, respectively. An index list S of length k = #S is a k-tuple of 
integers. An index list S = (j,, . . . , j,> is called ordered if a < ~3 implies 
j, < j,. If nothing is said to the contrary, index lists are assumed to be 
ordered. Throughout, we shall use the same symbols E , c , U , n, \, x 
for ordered index lists as used for sets; however, the result of these operations 
for ordered lists shall always be an ordered index list. 
If Z = (i,, . . . , il> and J = (j,, . . . , j,) are two index lists, we denote the 
nonordered list (ii, . . . , i,, j,, . . . , j,) by (I, J). As usual, for any index list Z 
we define sign(Z) = ( - ljt, where t is the number of transpositions (modulo 
2) necessary to order 1. 
Let S and 2 be two index lists. Then a matrix 
= (a,, j)Jzi 
of elements a,, j of a commutative field 06 with rows labeled by i E Z and 
columns labeled by j E S will be called a matrix over S x Z. When 
Z = (i 1, . . . , ill c Z and J = (ji, . . . . j,) c S and zl, . . . . zfi E K#’ are row 
vectors z, = (zJ>j’ s, we shall denote the matrix obtained by bordering A ’ 
0 I 
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with the row vectors (~jh)*\=‘,...,~, 7 = 1 ,***> CL, by 
If Z c Z, J c S, and #Z = #], then we denote the determinant of the 
square submatrix A 
0 




empty products have the value 1, and void sums equal 0. 
2. AUXILIARY RESULTS 
Let S, Z be two ordered index lists, and let p E N be fured. Suppose that 
S’,..., S’*CS and Z,,...,Z,cZ (I) 
are index lists such that. 
#ST = #Z, + 1 for 7 = 1,. . .) p. 
For 7 = 1,. . . , p we shall use the abbreviations 
SC’) := fi Sj and ZC7, := 6 Zj. 
j=l j=l 
THEOREM 1. Assume that ( 1) through (3) hold and that 
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Then, given any matrix A over S X Z, there exists an element c E K 
depending only on A such that for all row vectors zl, . . . , .zp E KgS 
COROLLARY 1. Under the assumptions of Theorem 1, f #Z,,, > #SC’) - 
7 for some 7 E (2, . . . , pj, then (5) holds with c = 0. 
COROLLARY 2. Zf #S ( p) < p, then for all choices of vectors zl, . . . , zp 
the left hand side of (5) is zero. 
We can base the proof of Theorem 1 and its corollaries on the following 
LEMMA 1. Let p, k E N, and let F : (Wk)p -+ 06 be a multilinear and 
alternating function. 
(a) i’f p > k, then F is the zero function, F = 0. 
6) Zf 1 < p < k and if yl,. . . , yk E Kk is a basis of Kk such that for 
allj, 1 <j < k - IL, andfor all x2, . . . . xW E Kk 
then F is a determinantal function. More precisely, F is the mapping 
(~k)“3(x~T...,~p) -F(rl,...,x,) =cdet(y, ,..., Y~_~,x~ ,..., x,), 
where c = F( yk_p+l,. . . , yk)/det(yi,. . . , yk) is a constant depending on F 
and on yl,. . . , yk-p. 
Proof of Lemma 1. For fields with arbitrary characteristic, following [7, 
p. 4491, we say that the multilinear map F is alternating if F(x,, . . . , x,) = 0 
whenever two adjacent arguments are equal. Consequently, by [7, Proposition 
4.11, when interchanging two adjacent arguments in F, the value of F 
changes sign. Moreover, both observations also hold if the two arguments are 
not adjacent. 
Due to multilinearity it is sufficient to look at values F( yjCl), . . . , yjcp)) 
withj(1) ,..., j(p) E {l,..., k}. If p > k, then at least two of the arguments 
are equal and hence F = 0. If p < k, we can define a second multilinear 
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alternating function by 
(W”)” 3 (Xl >...> x,) ++f(X1 ,..., x,) 
F(Yk-~+l~-*~ Yk) 
= det(y,,..., yk) 
det( y1 ,..., ykmpl’ x1,..., x,J, 
where det is the classical nontrivial determinant function making the denomi- 
nator different from zero [7, Corollary 4.51. By the assumption of part (b), we 
immediately obtain F( yjclj, . . . , y.( P,> = f< yiclj, . . . , yjlj(P,> for all 1 <j(l) < 
j(2) < *se < j( CL) < k, which yre ds 4 F = f. Actually c is independent of the 
extension of yl,. . . , yk_p to a basis yl,. . . , yk of Kk. n 
Proof of Theorem 1. With no loss of generality let 2 := (1,2, . . . ,[ > and 
ScP) = S with #S = k. We may suppose that the rows a, := A i (“) Of A(;) 
with indices i E Z, are linearly independent, for otherwise, because Z, C Z, 
for all 7 = 1,. . . , /J, every element of the determinant on the left hand side 
of (5) vanishes, and we can take c = 0. Setting ( yr, . . . , yk_ P) = (a, : i E Z,), 
we can extend this system of row vectors of Kk to a basis ( yr, . . . , yk) of Kk. 
For arbitrary row vectors z, , . . . , z,, E K k we define 
F(z r,..., z,) := det(det A( z~~zv))~:~~::~:. 
Clearly, F is multilinear and alternating. Moreover, taking zr to be any row 
a, with fez,,, since i E Z, for all r = 1,. . . , p, all entries of the first 
column of the determinant defining F vanish. Hence F( yi, z2,. . . , z,) = 0 
for all i = 1,. . . , k - p and all z2,. . . , z, E Kk. Thus by Lemma 1 
F(” 1,“” zp) = c det( yl,. . . , yk-p, zl,. . . > Q)> 
where c := F( yk_ p+ 1, . . . , yk)/det( yr, . . . , yk) is independent of the spe- 
cific basis extension chosen and 
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Proof of Corollay 1. We can use the Laplace expansion 
1 
det B I”“” 
( ) >*--,p 
c sign( I, I”) det B 
#I=7 
( I,.;.,r)det B( ‘+ ‘;‘/+), 
rc(l,...,~)ordered 
where I” := {l, . . . , ZL} \ I. Hence if we show Corollary 1 for T = /.L, the 
assertion for r < /.L is immediate, since the first determinant on the right 
hand side vanishes for arbitrary lists I. If 2, c ZCr, but 2, # ZcP,, then we 
can extend y 1, . . . , yk_p with row vectors ykPr+ r, . . . , yk to form a basis of 
Kk such that one of them, say ~~_~+r, is in ZcP, \ Z,. In this case, by 
definition of F we have F( Y~_~+~, . . . , yk) = 0, hence c = 0. W 
Proof of Corollay 2. If #ScW) < /_L, then by (a) of Lemma 1 we get 
F = 0. n 
REMARK. The relation (5) actually establishes a method to obtain other 
determinantal identities, since c depends on A but not on the rows corre- 
sponding to indices from Z \ Z,. Accordingly, the vectors zr, . . . , zp can be 




In simple cases c can be computed explicitly as 
in the following examples. Here we impose the additional condition that 
As we are going to see in Section 3, this regularity assumption can be 
dropped. 
EXAMPLE 1. Schwein’s identity [l] 
det “i;::., K - 1 K K + 1 ( K-1,1+,l,K+2)detA(::::::::) 
DETERMINANTAL IDENTITY 
can be derived by setting 
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S = (l,..., K + 2), S’=S\(K- 1 + T), z,= (l,...,K) 
for T= 1,2,3. 
Since #SC3' = K + 2 < #Zc3, + 3, from Corollary 1 we can conclude that 
c = 0 in (5) for any choice of row vectors zl, .z2, z3 E Kbw+2. Choosing 
where 6 is the Kronecker symbol, Theorem 1 yields 
( 
d?t A “;;::-;~‘;,+,l;:; “) -det A( “;;-;,,“,“,: “) det A( “;;-“,,“,“: ‘)’ 
0 = det det A ( l,...,a,.K+Z l....,K,K+ 1 (;;::‘;:) 
det A l,....K ( 1 l,...,K 
+-,A( ;;:::;:; :) det A o 
f 
which gives Schwein’s identity after expansion. 
EXAMPLE 2. Monge’s identity [l] 
K--e,K+1,K+2)detA(:::::::) 
,..., K-2,K-l,K 
_ det A ;> . . . 1 ,._.,;-;.;.~;~ l,;..>K- l,K+ 1 
,...,K- 1,K ) 
+ det A 1 ""' 
1 
,...,;:;I;>:;; 1,;4-I++2 =o 
,...,K- 1,K ) 
can be derived as in Example 1 by setting 
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= [det A( f::::: :)]‘-‘det A( ::::::: 1 E) (6) 
is an immediate consequence of Theorem 1. In fact, by setting 
S=Z=(l,..., K,K+~ ,..., ~+p) with K,/_LE N, 
S’= (l,..., K, K + T) for 7=1 >***> P, 
z, = (l,..., K) for i- = 1,. . . ) p, 
z, = zcp, = (I,..., K) (7) 
and taking z, = A for v = 1,. . . , /.L, from (5) we conclude that 
“=“...‘~=cdetA(:::::::::), (8) 
7=1,...,p 




Here c can be determined explicitly by 
choosing the particular row vectors .z, = (S,, K+ y)AE ’ (V = 1, . . . , /.L) in (5). 
With this choice the determinant on the left hand side of (5) equals 
[det A(k::::: )lp, 
since the matrix is diagonal, whereas the right hand side equals 
c det A 
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From this we have 
provided this determinant is nonzero. 
3. A GENERAL DETERMINANTAL IDENTITY AND 
SOME EXAMPLES 
For applications of Theorem 1 it would be convenient to find row vectors 
21, * * * 1 Zp E K#‘, possibly depending on A or on S’ and 2, (T = 1,. . . , /.L), 
such that 
As in Example 3, in this case the left hand side of (5) is the determinant of a 
triangular matrix, and it will be easy to compute the factor c. 
DEFINITION. Assume that (1) through (3) hold. The family 
(ST7 U=i,..... of index lists S’ c S, 2, c 2 will be called a chain provided 
#q) = #ST’ - 7 for r= l,...,p. (10) 
IfW> a=1,...,. is a chain, then for every T E {2,3,. . . , p}, in the step 
from T - 1 to T, either the union grows by one element when the intersec- 
tion is unchanged or the intersection decreases by one element when the 
union is unchanged, i.e., either 
(II) 
or 
S’ c S(‘- ‘) and ZC7_ i) \ 2, =: ( &) . (12) 
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LEMMA 2. Assume the row vectors z2, z3,. . . , iTp are defined by 
either 5, := ( 8, (r ) 
AES 
. 7 or 2, == A 
i.e., they satisfy (11) or (12). Then (9) holds. Moreoverfor 2 G r < p 
det A( ZrTzT) = sign( SC7-‘) n S’, S’\S”-“sign(Z,, Z,,_,,\Z,) 
Proof of Lemma 2. To show (9), let r, v be fixed with 1 < 7 < v < p. 
In case S’\ S(“-l) = (a;> we know that a; E S’, and ZCV_ Ij \ Z,, = (&,> 
obviously implies I&, E Z,. Hence in both cases we have 
The additional assertion follows directly from the definition of 5,. n 
We are now prepared to prove a rather general determinantal identity. 
THEOREM 2. Suppose that the family (ST, Z,>,= 1,, __, ~ of the ordered 
index lists S’ c S, Z, c Z is a chain such that for 1 < A < /.L 
and 
(11) holds for 2 < T(2) < T(3) < ... < 7(h) =G /J 
(12) holds for 2 <++1)<++2)< ... <T(E.L)<P. 
Then for all row vectors zl, . . . , z E K#’ the determinantal identity I* 
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holds, where E = Ed l 2 cg l 4 E { - 1, + 1) is a sign factor, not depending on 
Z1>...>ZP> &jned by 
El = sign( S’, a,(,), . . . , qca)), 
E2 = S@(Z(p), &;(h+l)~..., 5,(,))> 
6s = &sign(S(‘-‘) fl S’, S’\S”~“)sign(Z,,Z~,-,,\Z,), 
l q = sign(r(A + l),...,T( /-L),l,7(2),...,r(A>). 
The proof of Theorem 2 will be based upon Theorem 1. By taking 
Z” = Z[pL, in (5) and using (10) for r = p, the relation 
det (det A(z”‘L.i)~~;-_~~~ = Cd& A( Z(& s:::.., $) 
results, where it remains to prove that 
In order to do this we may assume that for a suitably chosen row vector Z, 
Otherwise-if for every choice of Zr this determinant were zero-then 
either by (11) or by (12), for 7 = 2 necessarily 
s(l) n s2 
det A z(1) u z, = O, 
i 1 
and in view of (9) 
det (det A( z~‘:_.))~~~~:::: = fidet A( zrz7) = 0. 
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Hence c = 0 will do, which proves (13) in this case. 
Choosing z2, . . . , Zp according to Lemma 2, we get 
= e1e2e4 det A 
On the other hand, in view of (9), 
From this equation (13) is obvious. 
We will close this section by considering some examples, thus deriving 
known and new determinantal identities from (13). 
EXAMPLE 4. The family (Y, Z,>,= 1,, , I* of index lists defined by (7) is a 
chain. Here (11) holds with U, = K + T for T = 2, . . . , A with A = /J. 
Therefore, taking 
(v= l,...,p) 
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reduces Equation (13) to Sylvester’s identity (8), where no regularity assump- 
tions are required. 
Similarly, Schwein’s and Monge’s identities can be derived without any 
regularity assumptions ( p = 2). 
EXAMPLE 5. Let 
s = z = (I,..., K, K + I,..., K + ,U) with K,/.L=hd, 
ST= (l,...,K + T) for 7 = 1,. . .) /_L, 
z, = (I,..., K f T- 1) for 7= 1 > *..> I-L* 
Then (ST, Z,),=,,...,, is a chain satisfying (11) for T = 2,. . . , h with h = p 
and a, = K + T. As a consequence, E = 1. Hence, for arbitrary z, E od”+* 
(V’ l,..., /_L) we have 
1 
x det A “..’ 
K+P 
1 
’ , . . . , K, Z1,. . . , Zp 
(14) 
We remark that the chain used in Example 5, when taken in the inverse 
ordering, leads to the same determinantal identity (14) apart from the sign 
factor (-l>(:>. 
EXAMPLE 6. Let 
s = z = (I,..., K, K + I,..., K + /.L) with K,P E N, 
z,= (I,..., K) for 7= l,...,~, 
106 B. BECKERMANN AND G. MtiHLBACH 
and S’ c S be such that 
#ST = K + 1 for 7= 1 1***> I-L 
and 
#SC’) = K + 7 for 7 = 2,. . . , j_L. 
Then (ST, Z,),=l,...,, is a chain with (11) for r = 2,. . . , A and h = CL. 
Clearly e4 = es = 1. For instance, the Neuille chain S’ = (T, . . . , K + T) for 
7= I..., p fits into this frame with 0; = K + r for r = 2, . . . , p. Conse- 
quently, in this case E = 1. In general, taking 
zv=A ( 1 ,f y for Y = 1,. . . ) /_L, 
we get 
tT K + v 1) 
v=l,...,y 
>.‘., 7 T=l,...,w 
= E1E3 .(~detAIS;3.~~~‘))detA(::::::::~), (15) 
where l i, es are defined in Theorem 2. Equation (15) is the generalization of 
Sylvester’s identity obtained more recently by Miihlbach and Gasca [ll]. In 
[13] the relation (15) is derived and interpreted by a method for extending 
determinantal identities using elimination strategies. There all row lists are 
extended by one fixed index list, and the columns are extended by different 
index lists, possibly depending on the lists they extend, but all of the same 
length. In contrast, the new identity (13) of Sylvester type given here (cf. also 
121) can be interpreted as the result of a more general extension method 
where the extended lists may now have different lengths. 
4. APPLICATION: RECURRENCE 
FORMULAS FOR THE E-TRANSFORMS 
As an application of Theorems 1 and 2 we are going to derive recurrence 
relations for the E-transforms, some of which are new. 
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Let _S = (S(n)>,, N, and gj= (gj(n)),, N, (j = 1,2,. . .) be given se- 
quences in K. For K E N, suTficiently large and fuced the following matrix 
will be basic: 
1 1 . . . 1 
S(9) S(1) **a S(K) 
= g1(0) g1(1) **. gG) 
\ g&) g,(I) *** g!CiK) 
Brezinski’s E-transformation of order k E N, [4], which essentially is identi- 
cal with Miihlbach’s general Neville-Aitken algorithm [9] (cf. also [3]) is the 
sequence-to-sequence transformation 
E, : _S - E, , E, = EL(S) = (E~“)),,N,> - - 
where 
Ef”’ := El”‘(S) := (16) 
depending on given auxiliary sequences g,, . . . , gk. Of course, for Ef”) to be 
well defined it must be assumed that theJenomGators of (16) do not vanish. 
In computing the E-transforms El”) recursively, the E-transforms of the 
auxiliary sequences 
Ekz gj c, gk,j 7 gk,j = Ek(gj) =’ (d?j)n.,, - -~ - 
where 
gk”; := Ek”)( gj ) := - 
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are important. Note that 
E6”) = S(n), E6”‘( gj) =gj(n)T 
- 
El”’ = gp; gp, = 1, and gi”j=O for l<:j<k. 
As proved by the second author [lo] and also by Brezinski [3], the E-trans- 
forms obey an (S + l)-term recurrence relation for arbitrary s E N: 
Thus E,,, = E,(E,), where E, must be constructed from auxiliary sequences 
gk,k+j= Ek(gk+j)Tj = 1, * * * > s>. 
The simp= and most important particular case, s = 1, explicitly reads as 
(18) 
Theorem 2 enables us to prove a more general recurrence relation for the 
E-transforms. For n, k, s E N,, let the triangle T,fk c NE be defined by 
T” n,k = {(U, K) : Z’>, ?I, K > k, U + K < n + k + s]. 
We say that the integer coordinates (n,, k,), . . . , (n, , k,) have distance s if 
Ti,,k is the smallest triangle which contains all the data, or, equivalently, if 
s = ozyg(nj + kj> - oT,'=,(kj) - o$:,(nj)* . . . . 
THEOREM 3. Let (n,, k,), , . . ,(nsr k,) E T;,k be such that all trans- 
forms Efy~‘, T = 0,. . . , s, are well defined and 
det (1, d::k+,, . . . P sf::l+s),=, ,,, s # 0 (19) , 2 
then 
Ef”? = 
s . (20) 
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Proof of Theorem 3. Let S = (n, . . . , n + k + s> and Z = 
(- LO, 1, . . . , k + s>. After transposing both determinants on the right hand 
side of (20) and multiplying each column entry by the denominator common 
to all elements of a column, we obtain 
(21) 
where for r = 0,. . ,, s we have S’ = (n,, n, + 1,. . . , n7 + k,) and Z, = 
(1,. . . , k,). Since S(p) c (n,. . . , n + k + s) and (1, . . . . k) c ZCp,, we can 
apply Theorem 1 to both determinants. Observing that the resulting constants 
are equal and, by the assumption (191, d ff i erent from zero, we arrive at (20). 
n 
Let us have a closer look at the assumptions of Theorem 3. Obviously, if 
(19) fails but det (gi”~? )~~~.;~.;;~ # 0 for suitable j,, . . . , j, E N, U { - 11, 
then the transform Eti: . 1s not well defined. Moreover, according to Corol- 
lary 1, the condition (19) ’ pl rm ies that each r + 1 integer coordinates among 
(n,, k,), . . . , hs, k,) must have a distance of at least T (T = 1,. . . , s). An 
extreme case is discussed in the next theorem. 
THEOREM 4. Let (no, k,), . . . . (n,, k,) E T,” k be such that all trans- 
forms E,$‘, T = 0, . . . , s, are well defined. Suppo$e that for r = 1,. . . , s the 
coordinates (n,, k,), . . . , (n,, k,) have distance r and that 
n7 + 1,. . . , n, + k, 
if k, < mm kj, 
osj<7 
if n7 < min nj, 
o<j<7 
if n, + k, > o~I~,(nj + kj). 
(22) 
Note that all these determinants are numerators of suitable g!r?+ 1. Then EL?, 
is well defined and can be computed according to (20) if and only if (19) 
holds. 
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Proof of Theorem 4. With the notation of the proof of Theorem 3, we 
have for r = 0, . . . , s 
s”’ = 
( 
min n. . . . . 
O<j<T J’ 
ma (nj + 5))> 
O<j<T 
Z@, = l,..., 
Hence by assumption, (Y, Z,),= a,, , s is a chain, and we 
numerator and denominator of (21) by applying Theorem 
mm kj . 
Ogj$T 1 
can compute 
2. Here, the 
constant is explicitly known, and in view of (22) it is different from zero. w 
REMARKS. 
1. Notice that (17) is contained in Theorem 3 and 4 for n7 = n + r, 
k, = k (7 = 0,. . . , s). 
2. The results of Section 4 extend a recurrence relation for the general 
Neville-Aitken algorithm given by the second author [12] by replacing the 
generalization (15) of Sylvester’s identity with its more powerful generaliza- 
tions (5) and (13). 
3. Those particular cases of (20) are of practical interest which have 
many zero entries in the determinants involved. 
E-algorithm 
The new recursion for the 
det g:“i+ 1 gllk=l)1 
I 
0 
gkT”l+z g$lk=1)2 gl”,::1+, 
which holds if all entries are well defined and if 
det A n + l,...,n + k 




,...,k + 1 
=+ 0, 
is a rather simple example. Alternatively, (23) can be derived directly 
tedious calculation, applying (18) twice to express El22 in terms of 




4.. Finally, the recursion 
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follows from Theorem 3. It can be easily shown that in this case the 
denominator does not vanish if Efy4 is well defined and if gifk++2)1 * 
k &3d~~+1 - &kf+2M~~+2 > # 0. This gives an example where it is not 
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