Abstract Starting from a succession rule for Catalan numbers, we define a procedure for encoding and listing the objects enumerated by these numbers such that two consecutive codes of the list differ only by one digit. The Gray code we obtain can be generalized to all the succession rules with the stability property: each label (k) has in its productions two labels c 1 and c 2 , always in the same position, regardless of k. Because of this link, we define Gray structures as the sets of those combinatorial objects whose construction can be encoded by a succession rule with the stability property. This property is a characteristic that can be found among various succession rules, such as the finite, factorial or transcendental ones. We also indicate an algorithm which is a very slight modification of Walsh's one, working in O(1) worst-case time per word for generating Gray codes.
Introduction
The problem of encoding and listing the objects of a particular class is common to several research areas, ranging from computer science and hardware or software testing to chemistry, biology and biochemistry. Often, it is very useful to have a procedure for listing or generating the objects in a particular order [1] . A very special kind of list is the so called Gray code, where two successive objects are encoded in such a way that their codes differ as little as possible (see below for more details and [17] ). There are many applications of the theory of Gray codes to several combinatorial objects, involving permutations [11] , binary strings, Motzkin and Schröder words [16] , derangements [7] , involutions [18] . They are also used in other technological subjects as circuit testing, signal encoding [12] , data compression and others.
The generation of a Gray code is often closely connected with the nature of the objects we are dealing with. Indeed, the generation of a Gray code for a particular class of objects in general does not help in the construction of a Gray code for a different one; so, it seems to have some importance to define a Gray code for the objects of classes having some common characteristic, such as the classes enumerated by the same sequence. Following the approach in [1] , briefly recalled hereafter, in this work we develop a procedure for listing the objects of those structures whose exhaustive generation can be encoded by succession rules (see below) satisfying the so called stability property (see Sect. 5). In order to point out the relation between such structures and the possibility of listing their objects in a Gray code, we define them to be Gray structures.
The starting point is the ECO method (see [5] for a survey). This useful enumerative tool is based on the concept of succession rule [10, 19, 20] , which is a rewriting system defined by an axiom a ∈ N and a set of productions. The usual notation for a succession rule is the following:
The succession rule can also be described as a rooted tree where the nodes are the labels of : the axiom (a) is the root of the tree and each node with label (k) generates k sons with labels (e 1 (k)), (e 2 (k)), . . . , (e k (k)) (each e i (k) is an integer). The structure we obtain is the so called generating tree of [3, 10] . A classical illustration is provided by the well known succession rule C [3, 5] ,
defining the sequence of Catalan numbers and whose first levels of the related generating tree are shown in Fig. 1 . Each object x of size n corresponds to a node at level n − 1 (the root of the tree is at level 0, corresponding to the object of size 1) and can be described by a word w = w 1 w 2 · · · w n encoding the path from the root to the node corresponding to x: each w i is the label of a node of the path and is generated by C . In [1] the authors give a method to exhaustively generate all the objects (words) of a given size n which substantially coincides with the reading from left to right in the (n − 1)th level of the tree. Hence, the words at level 3 are generated in the following order (see Fig. 1 In the above list it is possible that two consecutive words differ by more than one digit: for instance, 2223 and 2232 differ by two digits, 2234 and 2322 differ by three different digits. Our aim is to generate all the words of length n (naturally without repetitions) in such a way that two consecutive words differ only by one digit. Such a property is naturally related to the concept of "Gray code", whose definition can be found in [17] . In Fig. 1 , the number under each word indicates the position of that word in Gray code order. Roughly speaking: a Gray code is an infinite set of word-lists with unbounded word-length such that the Hamming distance between any two adjacent words is bounded independently of the word-length (the Hamming distance is the number of positions in which two words differ). For a complete discussion on Gray codes we refer the reader to the paper of T. Walsh [17] .
In Sect. 2 an informal description of the strategy used for our purpose is presented, referring to objects whose construction can be described by C . Then, in Sect. 3, a rigorous definition of the list (Definition 3.1) and a proof that it is a Gray code (Theorem 3.1) are given. Section 4 presents the application and the analysis to the particular case of Dyck paths, enumerated by Catalan numbers. Finally, Sect. 5 generalizes the construction of the Gray code to those objects whose generation can be described by succession rules having the stability property.
In that section, we also present some examples of Gray structures.
The procedure
The strategy used in [1] for listing the objects of size n corresponds to a visit of all the nodes at level n − 1 in the generating tree from left to right. It follows that once the visit of a subtree T i is completed, the path from the root to the leftmost node of the next subtree T i+1 has at least two different node labels (the last two in the path) with respect to those at the corresponding level of the last path of the preceding subtree T i . This is due to the fact that the labels of the sons of a node are visited in the same order as they were in the production of the succession rule C , where the list of the successors of a label (k) is 2, 3, . . . , k, k + 1 .
For our purpose we must arrange that when a subtree has been completely visited, if v is the last path generated in such a visit, then the successive path w has only one different digit with respect to the digits of v. We now illustrate the procedure we are going to use referring to Fig. 1 , where the words of length 4 are generated.
The first object of the list is the word 2222, corresponding to the path from the root to the leftmost node at level 3 in the generating tree. Then, in order to complete the visit of the current subtree, the second word is 2223. At this point, the next path in the list has a different digit with respect to the digits of 2223, which is not the last one: in order to respect the above definition of Gray code, the third word in the list could be 2323 or 2233. The choice is determined by the property that the next path w = aw 2 . . . w n must have as many as possible of the same edges as the preceding path v = av 2 . . . v n in the list subject to the constraint that if v j and w j are the first nodes necessarily different in v and w, then all the nodes v r and w r must have the same labels for r = j + 1, . . . , n − 1, n, in order to respect the Gray code definition. Therefore, the third word is 2233. For the fourth and fifth words we choose 2234 and 2232, respectively; this choice is compatible with the above-mentioned property. From the generation of these last two words we can deduce that only the last digit is changed when the same subtree is visited and that the order for changing the last digit is shifted with respect to the classical one in a cyclic way in order to complete the set of the sons of the second-last digit: for sake of clarity in this case the shifted list of successors of the second-last digit 3 is 3, 4, 2 , while the classical one would be 2, 3, 4 . This fact can be generalized. Let e be the first path of a new subtree and let i and k be the last and the second-last digit of e, respectively (i = 2, see below). Then the right order for changing the last digit is i, i + 1, . . . , k, k + 1, 2, 3, . . . , i − 1 .
The sixth path which is now generated is f = 2332, according to the above property. Note that the second digit is changed with respect to the second digit of the fifth word and that the third and the fourth digits in f are the same we find in 2232. The word f is the first path of a new subtree and then only the last digit has to be changed, till the whole set of sons of the second-last digit 3 is completed. Since the last digit of f is 2, one could think that in this case the shifted production of the digit 3 coincides with the classical production 2, 3, 4 , obtaining that the sixth, seventh and eighth words are 2332, 2333, 2334, respectively. But such a procedure fails when it is used to list the words of length 6, as the reader can easily figure) ; generation of the words of length 4 (lower figure) check when attempting the generation for the word 234565. The reason of the failure will be clear in the next section, where the rigorous formalization of our procedure is presented. The right way for changing the last digit of f is to consider the list 2, 4, 3 of sons of the digit 3, thus obtaining the sixth, seventh and eighth words as follows: 2332, 2334 and 2333, respectively. This fact suggests that if f is the first word of a new subtree, if its last digit is 2 and if k is its second-last digit, then the right order for changing the last digit is 2, k + 1, k, k − 1, k − 2, . . . , 4, 3 . The remaining objects can be now easily obtained, as in Fig. 1 .
We now summarize the definition of the shifted production which is used to change the last digit in the words. Let v = v 1 v 2 · · · v n be the first path of a new subtree. Let k and i be the second-last and the last digit of v, respectively, then the list s(k, i) of the sons of k such that the first son is i, is:
A Gray code for Catalan structures
First we define the lists for the objects whose generating tree can be described by the succession rule for the Catalan numbers presented in the previous section; then we prove (Theorem 3.1) that these lists form a Gray code in the sense of the definition in Sect. 1. The following notation is used:
• L k = list of codes of the objects of length k;
Our definition is a recursive definition and it is based on a generation of sublists with increasing lengths:
The list L n of all the elements of length n is
where
The list L 1 n is obtained by linking together the first element of the list of the objects of size n − 1 (i.e. l 1 n−1 ) with the elements of the list s(2, 2) = 2, 3 ; then L 1 n has always two elements: l 1 n−1 2 and l 1 n−1 3. The next lists L i n with i > 1 are obtained as follows:
• consider the ith element of L n−1 (i.e. l i n−1 ); • consider the list of successors of the rightmost digit of l i n−1 shifted starting from the rightmost digit of the rightmost element of
n−1 with each element of the list s( Proof We can proceed by induction on n: 
From the definition of the shifted list of successors we deduce that the first element of a list s(i, k) is always k. Then:
Since l i n−1 and l i+1 n−1 differ only by one digit by inductive hypothesis, this statement also holds for last (L i n ) and f irst(L i+1 n ). Thus, the theorem is proved.
At this point it is easily seen that
n ) and that
We remark that it is not possible that
does not belong to the set of sons of the second-last digit of f irst(L i+1 n ), since from the definition of the shifted production, the construction described above and the axiom of C (which is 2), we deduce that
, which are present in the production of each possible label.
The algorithm to generate L n
In this section we present a non-recursive algorithm for generating all words of length n encoding the objects of size n. We base our procedure on the property that if a word c j has been generated, then a single digit must be changed to generate the next word c j+1 , as the authors did in [1] .
The first word of the list is w = 222 . . . 2, where w i = 2, for i = 1, 2, . . . n. The digit w i to be modified at each step is determined using the algorithm of Walsh [17] , i.e. using a (n + 1)-dimensional array e, which is updated in such a way that, at each step, e n+1 points to w i . Once w i is determined, it can not be modified by simply increasing it by 1 as in [1] , but the definition of the shifted production must be taken in account. Therefore, we use another array d of size n, which is defined as follows: d i = 0 if w i is modified according to the shifted production s(k, 2); d i = 1 if w i is modified according to s(k, 3). It is easy to prove that the introduction of the array d does not change the complexity of the abovementioned procedure of Walsh for generating Gray codes in O(1) worst-case time per word [17] : his clever algorithm, which is a generalization of the Bitner-Erlich-Reingold method [8] , remains the starting point for the implementation of our method.
We note that d can also be used to establish when w i is no longer modifiable: from the definition of
The generating procedure stops when the digit to be modified is w 1 .
The case of Dyck paths
We now consider the specific class of Dyck paths. Each of them can be associated with a binary string according to the substitution, for example, of the up steps with the 1 bit and the down steps with 0. We consider a word of length n of the Gray code defined in Sect. 3. It has a corresponding Dyck path which, in turn, is associated with a binary string, both of length 2n (in Sect. 4.2 we present an algorithm to directly translate a word into the associated binary string). We prove that, if we consider two consecutive binary strings corresponding to two consecutive words in the Gray code, then they differ only by two bits (note that the Hamming distance between two binary strings encoding two Dyck paths is at least 2). For that purpose we recall the ECO construction of Dyck paths [5] : if p is a Dyck path of length 2n with the last descent of k steps, then it has k + 1 active sites (roughly speaking, a site is a locus where it is possible to perform a local expansion of the object, obtaining an object of the same class but of larger size. The active sites of the objects of a certain size are those ones such that performing the local expansion in these sites makes it possible to obtain all objects of larger size, without duplicated objects). In the case of Dyck paths the active sites are the k + 1 points of the last descent, in the sense that inserting a peak (an up step followed by a down step) in the active site at hight h generates a Dyck path of length 2n + 2 with h + 2 active sites. For more details about the above discussion see [5] . Now we state the next proposition:
Proposition 4.1 Two words of the Gray code differing by one digit correspond to binary strings which differ only by two bits.
Proof The last digit of a word denotes the number of active sites of the corresponding Dyck path; so if it is k, then the path has k − 1 down steps in the last descent, according to the above mentioned ECO construction.
A We consider the case where the two words differs in the last digit. Let their codes be:
We indicate a generic bit with the star * ; so w 1 · · · w i corresponds to 1 * * · · · * * 1
The adding of w i+1 corresponds to the insertion of a peak at height w i+1 − 2 in the last descent of the Dyck path associated with w 1 w 2 · · · w i . Therefore, the corresponding binary string is 1 * * · · · * * 1
1 00 · · · 0
(note that after the adding of w i+1 , the total number of bits is 2i + 2 as it should be). In particular we have:
• in the case w i+1 = w i + 1, when the peak is inserted in the active site with maximal height, the binary string becomes 1 * * · · · * * 1
in other words, the last ascent is longer than one step with respect to the Dyck path coded by the word w 1 w 2 · · · w i ; • in the case w i+1 = 2, when the peak is added at height 0 at the end of the Dyck path corresponding to w 1 w 2 · · · w i , the binary string is 1 * * · · · * * 1
10.
In a similar manner, the addition of z i+1 after w i transforms the corresponding binary string into 1 * * · · · * * 1
We suppose that z i+1 = w i+1 + j, where j can also assume negative values. If j > 0, then j ∈ {1, w i + 1 − w i+1 }; if j < 0, then j ∈ {−1, 2 − w i+1 }. The word w 1 w 2 · · · w i z i+1 corresponds to the binary string 1 * * · · · * * 1
The difference between the words (1) and (2) is the location of the rightmost 1 bit, which in (2) is shifted by | j| positions towards the left ( j > 0) or right ( j < 0) with respect to (1). It is easily seen that the two strings differ only by the two bits in position w i+1 and w i+1 + j from the right of the word. B We now consider the case where the two words differ by two digits which are not the last ones:
and
The associated binary strings after the insertion of w i+2 (i.e. the binary strings coding
where, as in the preceding case, z i+1 = w i+1 + j. The insertions of the next digits w k with k = i + 3, . . . , n, which are equal in the two words, modify in the same way the last descent in the corresponding Dyck paths. Then, the difference between the two binary strings corresponding to them is not due to these insertions. So, also in this case, the binary strings in Equations (3) and (4) differ only by two bits.
From a binary string to the next one
The structure of the above proof can be used to derive an algorithm to generate a binary string p h+1 from the preceding one p h , taking into account the generation order of the corresponding words in the Gray code. If u h and u h+1 are two consecutive words in the Gray code and p h is the binary string corresponding to u h , then:
• if u h and u h+1 differ in the last digit and j = − − → u h+1 − − → u h is the difference between these ones, then p h+1 is obtained from p h by shifting | j| positions of the rightmost 1 bit towards left if j > 0 or right if j < 0;
• if u h and u h+1 differ in the ith digit and j is the difference between the ith digit of u h+1 and the ith digit of u h , then p h+1 is obtained from p h by shifting | j| positions of the second rightmost 1 bit towards left if j > 0 or right if j < 0.
The correctness of the above procedure can be easily checked and the algorithm is based on the proof of the preceding proposition.
From words to binary strings
The proof of Proposition 4.1also suggests a recursive algorithm for deriving the binary string corresponding to a given word in the Gray code. We suppose we have already encoded a word w 1 · · · w n−1 in the binary string u. Adding a new digit w n modifies only the final part of u, as we can deduce from the first part of the proof of Proposition 4.1. In particular, the w n−1 − 1 rightmost 0 bits of u corresponding to the last descent of the related Dyck path are replaced by w n−1 + 1 bits as in the following:
. It corresponds to adding a peak in some site of the last descent of the Dyck path related to u.
Then, starting from the binary string 10 encoding the minimal Dyck path whose corresponding word in the Gray code is 2, it is possible to get the binary string corresponding to w 1 · · · w n from the knowledge of the one related to w 1 · · · w n−1 by means of the following inductive procedure:
Base: The binary string corresponding to the word 2 is 10. Inductive hypothesis: Assume that u is the binary string coding the word w 1 · · · w n−1 . Inductive step: Then the binary string corresponding to w 1 · · · w n is obtained by replacing the w n−1 − 1 rightmost 0 bits of u with the w n−1 + 1 bits 000 · · · 0
In the following example the encoding of the word 2334 is shown:
Note. The algorithm of Sect. 4.1 makes it possible to find a binary string p h+1 starting from the preceding one p j and the words u h and u h+1 of the Gray code corresponding to p h and p h+1 , respectively. The algorithm of this subsection, by contrast, generates the binary string from the corresponding word by means of a recursive procedure which can be too heavy for large values of n (the length of the word). Hence, the preceding algorithm, having a low complexity, can be used to generate p h+1 in the case where the string p h and the words u h and u h+1 are known.
There are many other Gray codes, some with loopfree implementations, for Dyck words, the first one being the Ruskey-Proskurowski Gray code for which a loopfree implementation was given in [14] .
Generalization to stable succession rules
The crucial point in the construction of the lists L n is that each label k in the succession rule C has in its production the two labels 2 and 3, as we pointed out at the end of Sect. 3. This property, together with the definition of the shifted production of k, allows last (L i n ) and f irst(L i+1 n ) to be different only by one digit (which is not the last one). Starting from this remark, we generalize the procedure to define the Gray code for all those succession rules having a particularity similar to C which we call the stability property, meaning that in each production of k we always find two labels, say c 1 and c 2 , regardless of k. Definition 5.1 (stability property). We say that a succession rule
is stable if there exist two indexes i, j (i < j) such that for all k e i (k) = c 1 and e j (k) = c 2 , for some fixed positive integers c 1 and c 2 such that c 1 ≤ c 2 .
We also need to extend the definition of shifted production for the labels of succession rules with the stability property, in order to arrange that each list of successors of any k ends with c 1 or c 2 . We have the following generalized shifted productions of k, such that e i (k) = c 1 and e j (k) = c 2 :
In Fig. 2 we use two walks, similar to the factorial walks on the integer half-line [3] , to visualize the generalized shifted production of k, the upper one starting from c 1 and ending in c 2 (corresponding to s(k, c 1 ) ) and the lower one starting from c 2 and ending in c 1 (corresponding to s (k, c 2 ) ). Now, it is easy to prove: 
Proposition 5.1 If is a succession rule with the stability property, then the lists L n defined by:
L 1 = a L n = M i=1 L i n if n > 1,where M = |L n−1 | and L i n is defined by ⎧ ⎨ ⎩ L 1 n = l 1 n−1 • s( − − → l 1 n−1 , c 1 ) L i n = l i n−1 • s( − − → l i n−1 , − −−−−−− → last (L i−1 n )) if i > 1,
form a Gray code in the sense of the definition of Sect. 1, where two consecutive words of length n differ by one digit (Hamming distance equals to one).
The proof is similar to that one of Theorem 3.1 and it is omitted. Note that in the special case i = 1, j = 2 the generalized shifted production is:
We now analyze some particular cases of succession rules having the stability property.
Example 1 Consider the following rule F o ,
defining the odd Fibonacci numbers. It is easily seen that it satisfies the stability property, while the rule F ,
defining Fibonacci numbers, does not satisfy the stability property. This shows that such a property is not common to all succession rules of a certain family (finite succession rules, in this case), and justifies its use.
In the following examples it is shown that a similar behavior can be also found in factorial or transcendental rules.
Example 2 The factorial rule:
defining the sequence of Motzkin numbers, does not satisfy the stability property, since only for k ≥ 3 each label has c 1 = 1 and c 2 = 2 in its production. However the rules A of type
) are factorial and stable rules, with i = 1, j = 2, c 1 = a and c 2 = a + 1. The following well-known succession rule t , related to the Gray structure of the t-ary trees [4] , is a particular case:
and the generalized shifted production is:
We show below the construction of the list L 3 in the case t = 3 in the above succession rule If t = 2, then we find the succession rule C for Catalan numbers, enumerating, among other things, the binary trees. In [15] the author proposes a constant-time algorithm for generating binary trees Gray codes. We note that our procedure, combined with the results of Sect. 4, is an alternative approach for this aim.
Example 3 Another particular case of A is the following family:
with r ≥ 2. They satisfy the stability property too, with i = 1, j = 2, c 1 = r and c 2 = r +1. If r = 3, then r is the well-known succession rule defining the sequence of Schröder numbers. The following rule s also codes the construction of Schröder paths, two-colored parallelogram polyominoes, (4231, 4132)-pattern avoiding permutations, (3142, 2413)-pattern avoiding permutations [6, 19, 20] (these latter patterns are also considered in [2] for pattern matching decision problem for permutations):
In this case it is c 1 = 3, c 2 = 4 and the associated shifted production is:
where the indexes differentiate labels with the same value. Note that s(k 2 , * ) = s(k 1 , * ) ( * = 3 or 4). The construction of the list L 3 is: 
with l ≥ 2, b < a, m = a − l − 1, satisfy the stability property with i = 1, j = 2 and,
which encodes a construction for Grand Dyck paths [13] . The associated generalized shifted production is
The list L 3 is obtained as follows: Example 5 It is possible to find some examples among the transcendental succession rules that are stable and some that are not. The classical rule defining the factorial numbers, which describes the construction of the permutations of length n by inserting the element n in any active site of any permutation of length n − 1, is not stable (its production is: (k) (k + 1) k ). By contrast, the following one p , defining the same sequence, is stable: The stability property is satisfied since each label (2k) generates in the first two positions labels (2) and (4). The associated generalized shifted production is:
where the indexes are used to distinguish different labels but with the same value. In order to illustrate the combinatorial interpretation of p we propose an ECO construction, which we believe to be new, for the permutations which can be described by this rule. Let π = π 1 π 2 · · · π n be a permutation of S n . We define an operator ϑ : S n −→ 2 S n+1 (the power set of S n+1 ) which acts as follows (n ≥ 1): It can be easily proved that if π ∈ S n+1 , then there exists a unique π ∈ S n such that π ∈ ϑ(π) (n ≥ 1). Thus the operator ϑ satisfies Proposition 2.1 of [5] , which ensures that the family of sets {ϑ(π) : π ∈ S n } is a partition of S n+1 , so that ϑ provides a recursive construction of the permutations of S = S n . In Fig. 3 the action of ϑ on two different permutations of S 6 (the first one starting with an entry different from n = 6) is illustrated. The permutations π (i) , i = 1, 2, . . . , 2k, generated from π by means of ϑ are listed from the top to the bottom, with π (1) at the top.
Conclusions and further developments
It is possible to find many succession rules satisfying the stability property, but we are interested in the rules having some combinatorial relevance, such as the ones presented in the above examples. In this way, with our procedure we are able to give a Gray code for the words (i.e. the paths whose nodes are the labels in the generating tree) encoding combinatorial Gray structures, i.e. those structures whose exhaustive generation can be described by a rule satisfying the stability property, which is, as we have seen, a powerful property.
Clearly, it would be better to have a Gray code for the objects instead of their codes. Nevertheless, as we stated in Sect. 1, our procedure generates a Gray code which is not related to the nature of a particular class of combinatorial objects. Moreover, in some cases it is possible to translate the word of labels (the path in the generating tree) into the corresponding object. A further effort in this sense could be the search for algorithms for this translation in order to generalize the approach of Sect. 4 for Dyck paths. For this aim the ECO method can be useful, since by means of it each code is associated to a single object of the structure.
From the above examples it is possible to argue that the stability property of a succession rule does not depend on its "structural properties" , which have been discussed in [3] . In the light of this fact, it is reasonable to ask if a stable succession rule can be considered as the representative, say the canonical form, of a set of rules which are all equivalent to it (two rules are said equivalent if they define the same number sequence [9] ).
Moreover, the same numerical sequence can be defined by a stable rule or by a non-stable rule; so, the particular sequence does not induce the stability property of a rule. For example, the factorial number sequence can be defined by a stable or a non-stable rule, as shown in Example 5. Consequently, a problem which naturally arises from this note is the existence of a succession rule having the stability property for any given number sequence. As a particular case, the following problem is, to our knowledge, open: is there a stable rule defining Motzkin numbers?
