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Abstract   
Many systems suffer from major problems with implementation, integration, performance and other lifecycle problems and 
unexpected and unacceptable behaviour often arises when they are introduced into the real world, yet the systems were believed 
to be “ready” for use.  Often, certain aspects about the real world context are not always appreciated until surprise problems 
arise when the system is introduced and used.  This could be thought of as a failure in “systems understanding”.   We are not 
good enough at understanding system implementation and integration issues (in their widest sense) and the associated Risk 
issues in assessing a System‟s Maturity and Readiness within a development programme and overall lifecycle.  This challenge is 
increasing interest and emphasis on System Maturity assessments and in the use of System Readiness Levels and on achieving 
the overall Capability of a system in its intended operational environment.   
 
In this paper, we investigate the issues by addressing the following key questions: Why are “Maturity” and “Readiness” 
important in Systems Engineering (SE)?  Is there a sufficiently clear distinction between „System Maturity‟ (SM) and „System 
Readiness‟ (SR)?  What do we mean by SM and SR?  How is the term „Capability‟ currently being used in SE?  Why do we need 
to assess the Capability of the system?  What do we mean by „Capability Readiness‟ (CR)?   We define SM, SR and CR and map 
these to the System Development and overall Lifecycle and then provide recommendations for further research. 
 
Key words – System Maturity; System Readiness; Capability Readiness; System Development Lifecycle.  
1 Introduction 
The Twenty-first Century has been called “The Systems 
Century”.  In an increasingly, highly-integrated 
technological world the nature of Systems Design and its 
conduct within engineering projects is also increasingly 
complex.  Complex systems products cannot be designed in 
isolation and decisions must be made in the face of 
increasing complexity, uncertainty and rapid change. 
The crucial objective of a lifecycle is to achieve a system 
that is “successful” in use in the “real world” and decisions 
made in the development of a system must be made with 
this aim and hence, they must understand what “success” 
would be (to different stakeholder perspectives) and what 
real world context and environment will the system be 
exposed to / interoperate with / be affected by and how 
would a potential system concept behave in such a context.  
These are issues that are often causes of problems in real 
world projects. 
 
 
During the development of a system, assessing the 
“maturity” of the system definition towards a successful 
outcome is important, as is the assessment of the 
“readiness” of a system to undertake roles within the real 
world. 
2 Methodology 
We address the issues associated with “maturity” and 
“readiness” by providing answers to the following key 
questions: 
 
1) Why are “Maturity” and “Readiness” important in 
Systems Engineering (SE)? 
 
2) Is there a sufficiently clear distinction between 
„System Maturity‟ (SM) and „System Readiness‟ 
(SR)? 
 
3) What do we mean by SM and SR? 
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4) How is the term „Capability‟ currently being used 
in SE? 
 
5) Why do we need to assess the Capability of the 
system?  
 
6) What do we mean by „Capability Readiness‟ 
(CR)? 
3 Why are “Maturity” and “Readiness” important in 
Systems Engineering?  
The issue of “Maturity” and “Readiness” and its importance 
within the systems engineering decision making process is 
clearly evident with the increasing interest in recent years in 
the ability to judge “metrics” such as “Technology 
Readiness Levels” (TRLs) [01], [02], “System Readiness 
Levels” (SRLs) [03], [04], “Integration Readiness Levels” 
(IRLs) [05] and “Manufacturing Readiness Levels” (MRLs) 
[06], [07].    
 
However, the recent work [08], [09], [10], [11] has also 
exposed the difficulty of achieving meaningful, clear and 
quantifiable metrics.  One aspect of this difficulty arises 
because the notions of “maturity” and “readiness” are 
completely meaningful only within a contextual setting: 
“mature enough for what?” and “ready for what?”  
Therefore, we need to be able to judge and express a 
system‟s Maturity to assess when we have achieved a 
defined and implemented system.  Questions arise about the 
form with which a meaningful, useful metric for Maturity 
would take.  What issues should be considered in forming 
the Maturity judgement and how it should be expressed?  A 
meaningful view of the Maturity of “a system” is key to the 
determination of Risks associated with its development and 
operation.  This notion applies at all system levels: for the 
integration of a system into a wider environment and other 
systems, for the design of a system itself and for any 
particular part of that system. 
 
We want to reach a situation where we are more confident 
that we shall not experience the unexpected and 
unacceptable problems we have often seen in the lifecycle.  
This has led to an increasing emphasis in assessing 
“Maturity” and “Readiness”.  We need to judge Readiness 
to assess when a system is fit for purpose for a particular 
context. 
 
4 Is there a sufficiently clear distinction between 
„System Maturity‟ (SM) and „System Readiness‟ 
(SR)? 
Current definitions of Readiness seem to assess SM in 
order to determine SR.  If you look at the formal definitions 
below for TRLs, SRLs and IRLs for example, you will note 
that they all refer to the key term of “maturity” in their 
definitions:   
 
TRLs: “TRLs are a Technology Management tool that 
provides an indication of the technical maturity of a project 
by identifying risk associated with technology and system 
integration.  They are a graduated scale that uses specific 
criteria to define the maturity of technology.  TRLs were 
developed by NASA in the 1980s and in 2001 Mckinsey 
recommended that the MOD adopt their use [12].” 
 
TRLs: “A systematic metric/measurement system that 
supports assessment of the maturity of a particular 
technology and the consistent comparison of maturity 
between different types of technologies (J. C. Mankins, 
2002) [13].” 
 
SRLs: “System Readiness Levels (SRLs) have been 
developed as a project management tool to capture 
evidence, and assess and communicate System Maturity in 
a consistent manner to stakeholders.  SRLs define a set of 
nine maturity steps from Concept to in-service across a set 
of systems engineering disciplines.  Each of the SRL steps 
align to key outputs from systems disciplines such as 
Training, Safety and Environmental, or Reliability and 
Maintainability.  SRLs track a project‟s progress against 
the systems engineering „V‟ diagram [14].” 
 
IRLs: “A systematic measurement of the interfacing of 
compatible interactions for various technologies and the 
consistent comparison of the maturity between integration 
points [13].” 
 
Based on this evidence, you could infer that the notion of 
“maturity” is encapsulated within the notion of 
“readiness”.  This explains why in texts they are not 
considered to be two distinct and separate entities and are 
not used in isolation, but interchangeably.  Maturity is 
therefore regarded as a part of Readiness (in software/UML 
terms, an aggregation type of relationship) and you cannot 
talk about readiness without discussing or mentioning 
maturity and vice versa; they are not mutually exclusive.  It 
could be argued that the existing Readiness Levels actually 
provide a “Maturity” metric as opposed to a “Readiness” 
metric.   
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According to [15], ““Readiness” values tend to be soft 
metrics that are: relatively easy to derive, but require a 
complementing rationale that explains the assessment, 
human-intensive, subjective, contain inherent variations or 
ambiguity that is averaged away.”  According to [16], “the 
common methods to determine any Readiness Levels 
(xRLs) is to use an individual expert: an expert assesses its 
state of maturity; Group: the maturity is determined 
through a discussion among the stakeholders; and 
Assessment Tool: the use of guidance documentation or a 
software tool that directs the maturity assessment.” 
5 What do we mean by SM and SR? 
We would argue that the notions of “maturity‟ (System 
Maturity) and “readiness” (System Readiness) should be 
treated as two clear and distinct entities both of which are 
actually addressing two completely different questions 
within the scope and context of the System Development 
and overall Lifecycle.  To illustrate this argument, we have 
mapped SM and SR against the System Development and 
overall Lifecycle as depicted in Figure 1.  We also provide 
a definition for SM and SR: 
 
Figure 1 - What is System Maturity and System Readiness? 
 
 
 
We would define „System Maturity‟ as follows: 
 
“System Maturity (SM) is the verification within an 
iterative process of the system development lifecycle and 
occurs before System Readiness, i.e. the system must first be 
fully „mature‟ before it can be „ready‟ for use.  The process 
starts from System Requirements and finishes at System 
Verification.  System Maturity asks the question: Do we 
have a complete, well defined design that has been 
implemented and verified (i.e. we have decided what we 
want to implement and we have achieved this; the designed 
product now physically exists)?   
Three phases or states of „System Maturity‟ could be 
envisaged: 
 
 System is Immature (SI) - have not started yet and 
have not produced anything (for example, at the 
System Requirements stage of the System 
Development Lifecycle). 
 
 System Maturity is in Progress (SMP) - working 
your way through the System Development 
Lifecycle (for example, the design, development 
and testing part of the System Development 
Lifecycle) in order to decide and define the system 
design and bring it into existence. 
 
 System Maturity has been Achieved (SMA) - the 
design, development and testing of the system is 
now complete, fully „mature‟ and tested. To 
achieve System Maturity the System must be 
verified against the System Requirements, i.e. you 
have achieved SM by building the system right.  
(Tetlay and John, 2009)”.   
 
Verification confirms that the system element meets the 
design-to or build-to specifications.  It answers the question 
“Did you build it right? [17]”.   
 
We would define „System Readiness‟ as follows: 
 
“System Readiness (SR) is the validation and Boolean 
(either the system is „ready‟ for use or not) aspect of the 
system development and overall lifecycle and occurs after 
System Maturity, i.e. the system must first be fully „mature‟ 
before it can be made „ready‟ for use.  The process starts 
from User Requirements and finishes at System Validation.  
System Readiness determines whether or not the system is 
now „ready‟ for use in its intended operational 
environment.  Therefore, System Readiness is context 
dependent.  To achieve System Readiness the System must 
be validated against the User Requirements, i.e. you will 
achieve SR by building the right system for a given context 
(Tetlay and John, 2009)”. 
 
Validation answers the question of “Did you build the right 
thing? [17]”.  Note that this question is implicitly context 
dependent, i.e. “right” for what? 
6 How is the term „Capability‟ currently being used 
in SE? 
First, here are some definitions for the term „Capability‟:  
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“A measure of the system‟s ability to achieve the mission 
objectives, given that the system is dependable and suitable.  
Examples of „capability measures‟ are: accuracy; range; 
payload; lethality; information rates; number of 
engagements; destructiveness; design constraints; and/or 
technical exit criteria. Capability is a systems engineering 
metric [18].”   
 
“Capability is the enduring ability to generate a desired 
operational outcome or effect, and is relative to the threat, 
physical environment and the contributions of coalition 
partners.  Capability is not a particular system or 
equipment [19]”.   
 
We prefer the second definition from [19] because it 
emphasis the fact that „Capability‟ is associated with the 
System‟s ability to produce an operational outcome, but 
also taking into consideration other factors, such as the 
environment which may affect the „Capability‟ of the 
overall system operating in the real world.  Also, note that 
both definitions emphasise that „Capability‟ has a strong 
association with the ability of the system to achieve an 
operational outcome which we concur with. 
 
Next, we will investigate the use of Capability Models to 
determine how „Capability‟ is often used.  According to 
[20], “several versions of a systems engineering assessment 
model were developed, starting as early as 1993 with the 
development of the Capability Assessment Model for 
Systems Engineering (Widmann, 1993) and the Systems 
Engineering Maturity Model (Mar, 1993).  These early 
models grew out of the work of the INCOSE Capability 
Assessment Working Group (CAWG) (Widmann, 1993; 
Mar, 1993).  Soon, there was a growing effort in the 
systems engineering community to develop a systems 
engineering maturity model like the one developed for 
software engineering by the Software Engineering Institute 
(SEI) at Carnegie Mellon University (Brill and Brammer, 
1993; Kuhn and Garcia, 1994).  By 1995, the CAWG had 
released the Systems Engineering Capability Assessment 
Model (SECAM), which was being used for self-
assessments in companies such as Computer Sciences 
Corporation (Mackay, 1993).  Concurrently, the Industry 
Collaboration Group (later EPIC) had gone forward with a 
modified Software CMM model for systems engineering, 
known as the SECMM (Kuhn, 1985).  By 1996, companies 
such as Texas Instruments had employed the SECMM to 
perform assessments of their own (Kuhn, 1996).  Allied 
Signal had developed their own systems engineering 
assessment models for consideration in the systems 
engineering community (Booth and Oran, 1996).  The 
systems engineering community recognised it would be 
best if different systems engineering capability assessment 
models were combined into one accepted industry standard 
model (Widmann et al., 1996).  To a degree, this was 
accomplished in 1997 by the release of a draft combined 
assessment model known as EIA/IS-731-1 Systems 
Engineering Capability Model (SECM) (Widmann and 
Mindlin, 1998).  This model served as a foundation for the 
development of another merged assessment standard based 
on the work performed by the SEI in developing the 
Software Capability Maturity Model (SW-CMM) (Ahern, 
1999; Schoening and Clouse, 1999).  The Capability 
Maturity Model Integration (CMMI) project, sponsored by 
the US Secretary of Defense for Acquisition and 
Technology, merged assessment models for software 
engineering, systems engineering, project management, and 
integrated product and process development (IPPD) in both 
a staged and continuous model representation (Ferguson, 
1999).  The latest version of the CMMI model is Version 
1.02, dated November 2000 (SEI, 2000)”. 
 
In précis, historically, systems (and software) engineers 
have used „Capability‟ in the form of process improvement 
of systems (or software) engineering processes and not 
within the context of the operational outcome of the system, 
i.e. the Capability of the system operating in its 
environment for a given real world context.  It is important 
to note that we are only interested in using the term 
„Capability‟ in this latter context. 
7 Why do we need to assess the Capability of the 
system? 
The concept of Readiness may be further expanded and 
related to Capability.  We need to assess the Capability of 
the system because if we used for example, the US Defense 
Acquisition Life Cycle Framework, any Readiness Levels 
(xRLs) only make an assessment from Pre-Concept through 
to Production and Deployment.  There is no „formal‟ 
assessment of the „operational and support capability‟ 
of the system [07].  However, Manufacturing Readiness 
Levels (MRLs) do attempt to address this, but from a 
manufacturing perspective.   
 
TRLs or IRLs for example, only assess the „Technology‟ or 
„Integration‟ aspects of the system, rather than other key 
aspects which are equally important and are also likely to 
affect the „Capability‟ of the system operating in the real 
world.  Other aspects could include the Defence Lines of 
Development (DLoD) – TEPIDOIL [21] for example.  
According to [11], “TRL is not an end state to 
determining a system‟s readiness based on: TRL is only 
a measure of an individual technology and not systems 
readiness.  There is no proven, tested, systematic index 
of systems readiness”. 
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8 What do we mean by „Capability Readiness‟ (CR)? 
In the illustration in Figure 2, we have mapped „Capability 
Requirements‟ at the very beginning of the V-Model and 
before User Requirements which has traditionally been the 
starting point of the model.  The premise for this is to 
ensure that we capture the full “complete” requirements 
starting from and including the „Capability Requirements‟ 
which we need to build and factor into the System 
Development and overall Lifecycle. 
 
Figure 2 - What do we mean by CR? 
 
 
 
We would define „Capability Readiness‟ as follows: 
 
“Capability Readiness (CR) determines whether or not the 
system has the ability and the capacity to completely fulfil 
the operational capability of the system for a given context 
in its intended operational environment within the scope of 
the Capability Requirements and its aims and objectives.  
Once we know that the system has achieved System 
Readiness then we can raise the Capability Readiness 
question.  Like System Readiness, Capability Readiness is 
looking at the validation of the system and is also context 
dependent. The process starts at Capability Requirements 
and finishes at Capability Validation.  To achieve 
Capability Readiness the system must be validated against 
the Capability Requirements, i.e. you will achieve CR if you 
can “demonstrate” (using the Defence Lines of 
Development (DLoD) – TEPIDOIL for example) that the 
system does have the ability and the capacity to completely 
fulfil the operational capability of the system for its 
intended operational environment as prescribed by the 
Capability Requirements (Tetlay and John, 2009)”. 
9 Conclusions 
“Maturity” and “Readiness” are important in Systems 
Engineering because we need to be able to judge and 
express a system‟s Maturity to assess when we have 
achieved a defined and implemented system.  We need to 
judge Readiness to assess when a system is fit for purpose 
for a particular context.  A meaningful view of the Maturity 
of a “system” is key to the determination of Risks 
associated with its development and operation and the 
progress that has been made in dealing with them and 
achieving an end system product.   
 
However, the notion of “maturity” appears to be 
encapsulated within the notion of “readiness” and they are 
often used interchangeably.  This is likely to lead to the 
confusion in the understanding of these terms and in the use 
of existing Readiness Levels.  Existing Readiness Levels do 
not provide an „end state‟ to determining a system‟s 
readiness and there is no proven, tested, systematic index of 
real systems readiness.   
 
We propose that it is both useful and necessary to treat 
“maturity” as distinct from “readiness”.  „System Maturity‟ 
is to do with the verification within an iterative process of 
the System Development Lifecycle.  System Maturity is 
focusing on the design maturity of a system product and is 
only verified against the System Requirements if it is 
successfully implemented as intended by the design.  
Whereas, „System Readiness‟ is to do with the validation 
and Boolean (either the system is „ready‟ for use or not) 
aspect of the System Development and overall Lifecycle as 
well as being context dependent.  System Readiness 
validates whether or not the system can satisfy the User 
Requirements for a given context. 
 
„Capability Readiness‟ determines whether or not the 
system has the ability and the capacity to completely fulfil 
the operational capability of the system for a given context 
in its intended operational environment within the scope of 
the Capability Requirements and its aims and objectives.  
Like System Readiness, Capability Readiness is looking at 
the validation of the system and is also context dependent.  
Capability Readiness validates (against the Defence Lines 
of Development (DLoD) – TEPIDOIL for example) 
whether or not all aspects of a system are available for a 
given context. 
 
Historically, systems (and software) engineers have used 
„Capability‟ in the form of process improvement of systems 
(or software) engineering processes and not within the 
context of the operational outcome of the system, i.e. the 
Capability of the system operating in its environment for a 
given real world context.  It is important to note that we are 
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only interested in using the term „Capability‟ in this 
context.   
 
We need to assess the Capability of the system because 
there is no „formal‟ assessment and measurement for the 
Capability of the system for a given context in its intended 
operational environment.  There is no proven, tested, 
systematic index of „Capability Readiness‟.  We need novel 
approaches for evaluating the progress of design decisions 
towards a successful “Capability” operating in the real 
world. 
10 Recommendations 
We provide the following recommendations for further 
research: 
 
 Create a new set of „Capability Readiness Levels‟ 
(CRLs) to assess and measure a system for a given 
context in its intended operational environment, 
i.e. to determine the degree of „Capability 
Readiness‟ (CR).   
 
 Establish a clear, useful Framework for assessing 
and measuring „Capability Readiness‟ (CR), 
including the development of a rigorous “Metric”, 
a process for its use within a development 
programme and overall lifecycle and how it 
applies at different System Levels, from individual 
Subsystem to Networked Systems of Systems 
(SoS).   
 
 Provide a link between the CRLs and the CR 
Framework in the form of a Decision Tree.   
 
 Apply and test the CRLs with the CR Framework 
together with the Metric for „Incremental 
Capability‟.   
 
 Apply and test the CRLs with the CR Framework 
and the Metric against an industrial based case-
study.   
 
 Refine the CRLs, the CR Framework and the 
Metric, as necessary, to give an assessment and 
measurement method a wider applicability.  This is 
directly linked to a reduction in Risk. 
 
 Design, develop and test a systematic index for 
„System Maturity‟; „System Readiness‟; and 
„Capability Readiness‟. 
 
 Extend the „System Readiness‟ Boolean scale (0 or 
1) to include other relevant factors such as 
„robustness‟ of use.  This scale could be applied 
across the attributes or components of „System 
Readiness‟ which first may need to be defined 
(this could be equivalent to the Defence Lines of 
Development (DLoD) – TEPIDOIL for example).   
 
 “Readiness” is context specific, but what about for 
different and multiple contexts?  
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