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We prove monotone convergence theorems for quadratic forms on a Hilbert 
space which improve existing results. The main tool is a canonical decomposi- 
tion for any positive quadratic form h = h, + h, where h, is characterized as 
the largest closable form smaller than h. There is also a systematic discussion 
of nondensely defined forms. 
1. INTRODUCTION 
In this note, we wish to prove precise theorems for monotone convergence 
of quadratic forms on a complex Hilbert space, X. For convenience we only 
consider positive forms although semibounded forms can be treated. In order 
to describe the existing theorems and to establish some notation, we first review 
some of the main ideas in the theory [2, 41: a positive quadratic form is a 
sesquilinear form t(-, *) on a domain D(t) x D(t) with t(v, CJJ) > 0 for all 
y E D(t). Until Section 4, we follow the standard theory and consider only 
the case of densely defined forms where D(t) = X. t is called closed if and 
only if D(t) with the norm 
II v I/t = [t(p), p’) + II F 11$11’2 
is a Hilbert space. t is called closable if it has a closed extension. 
There is a standard construction associated with forms which will be basic 
to our approach and which simply characterizes closable forms. D(t) always 
has a completion Xt as a Hilbert space. At the risk of being pedantic, we will 
view the natural inclusion D(t) in Zt as a formal mapping I,: D(t) - Pt. 
Since 
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the identity mapping of D(t) into 2 extends to a contraction i,: Zt - 2. 
If Ker i, = {0}, then &[&$I with form t(v, Y) = (It?, &Y), - (v, Y) is easily 
seen to be a closed extension of t. It is the smallest closed extension of t, called 
the closure of t. If Ker i, # {0}, then by choosing vn E D(t) so that I,(?,) ---t 
YE Ker C\(O), we find II vn !Iw - 0, t(s - %L 9 Fn - %n) - 0, +?%I ! %I) + 07 
showing that t is not closable. Of course i,l, = 1 on D(t). 
There is a one-one correspondence (see, e.g., [2, p. 331; or 4, p. 2761) 
between closed (positive) densely defined quadratic forms, t, and positive 
self-adjoint operators, T given by D(t) = D(T1/2), t(p), Y) = (T1i2v, Tl/zY). 
Given forms t, , t, we say that t, + t, in strong resolvent sense (s.r.s.) if 
(Tn + 1)-l + (T + 1)-l strongly. 
Given two densely defined quadratic forms, t, and t, , we write t, < t, 
if and only if D(tl) r) D(t,) and t,(v, y) < t,(p, F) for all q E D(t,). One has 
the following basic result [2, Theorem VI.2.211: 
PROPOSITION 1.1. Let t, , t, be forms corresponding to self-adjoint operators 
TIandT2.Thent,<t2ifandonZyif(T,+1)-1~(T,+l)-1. 
Given a sequence of quadratic forms t, , we define the “limit form” Lim(t,) 
as the form given with domain, D, of those vectors ~JJ E &>N D(tn) for some N 
for which lim, t,(cp, ‘p) exists. We define 
[LW,)lb, FP) = lim t,(cp, 9). 
If D is a dense vector space, then we can define a quadratic form by polarization 
so that [Lim(t,)](v, Y) = lim t,(v, Y). In this case we write t, for the limit 
and D(tm) for D. 
In this paper we want to consider two situations: 
(A) t,>t,a...; all ti densely defined and closed; 
(B) t, < t, < ... < t, ; all ti densely defined and closed. 
In either case t, is defined as above with D(tm) = (Jn D(tn) in case A and 
D(tm) = (9’ E nn D(tn) / supn t,(v, p’) < 0} r) D(tO) in case B. Convergence 
theorems for these cases are due to Kato [2] (see also Faris [l]), who bases 
his proofs on the remark that by Proposition 1.1, (T,, + 1)-l is monotone 
so that it has a limit (T + 1)-l for some self-adjoint T: in case A, one uses 
(T, + 1)-l < 1 to be sure the limit exists and (TI + 1)-l < (T + 1)-l to be 
sure that (T + 1)-l is invertible and in case B, (T,, + 1)--l < (T + 1)-l to be 
sure that (T + 1)-l is invertible. Kato also considers the connection between 
t, and T. In case A, he proves that if t, is closable then t = t, [2, Theorem 
VIII.3.11] and gives an example [2, Example VIII.3.10, Remark VIII.3.121 
to show that t, may not be closable. In case B, he proves that if t, is closable, 
then t, is closed and t, = t (this is a remark in the second edition of his book) 
and in any case t, is an extension of t. 
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Our goal in this paper is to prove two refinements of these results: 
Case B. t, is always closed. 
Case A. t = (t&. where (.),. is the regular part of t, defined in Section 2. 
Along the way we will also give direct proofs of some of Kato’s results. 
Our basic tool is a decomposition theorem for any quadratic form t = 
t, + t, where t, is the largest closable quadratic form less than t; the existence 
of such a largest object is the heart of the proof. 
We also want to extend many of these ideas to nondensely defined forms. 
While this extension is simple, it is quite useful in applications, as we shall 
explain. 
It is a pleasure to thank D. Mattis for raising a problem which led to my 
reconsideration of monotone convergence theorems for forms. 
2. THE DECOMPOSITION THEOREM 
Let t be a densely defined (positive) quadratic form. Decompose Zt = 
(Ker it) @ (Ker it)‘- (’ in ( , )J, and let Qt and P, be the orthogonal projections 
onto the subspaces Ker i, and (Ker it) I. Define two new quadratic forms 
on D(t) by: 
t,b, Y) = (Q&b), Wh 3 
a4 ‘u) = (ptud, w% - (% y>. 
Clearly t, + t, = t since 
(ts + t&P> 9 = wP)>> w9t - (w Y) = +P, Y). 
More importantly: 
THEOREM 2.1. t, is a positive closable quadratic form. 
Proof. Let v E D(t) and let 7 = I,(y). Then y = it7 = i,Pt7 since i,Q,r] = 0. 
Thus: 
II g, II2 = II itPt7 II2 < II PPI IIf = t,(w 9)) + 6~~ v) 
so t, is positive. Moreover, by this calculation, if we let f: D(t) + Ran P, = 2 
by fv = P,(I,v) and i: &? -+ X by i = i r 2, then 
in ~ 6) Ran f? is dense in 2 since Pt is continuous and Ran It is dense 
t, 
(4 (J(v), W)) = t,(cp, yu> + (v, yh 
(iii) for p E D(t), iI = y (since i,Q,(I,v) = 0), 
(iv) i is injective. 
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By (i) and (ii) we can identify 2 and St, and by (iii) we can identify i and it7 . 
Thus (iv) asserts that t, is closable. 1 
The critical theorem in the theory of this decomposition is: 
THEOREM 2.2. Let t and s be two (positive) quadratic forms with s < t. 
Ifs is closable, then s < t, . 
Proof. Since D(s) 1 D(t) = D(tr) we need only prove that for 9 E D(t), 
t,(v, y) > s(p), p’) or equivalently that: 
II P&V ilt 3 II I.8 Ils . (1) 
Now, on D(t), /I I,p, lls < 11 Its, /It since s < t by hypothesis. Thus, by extending 
the identity map we can define a map jat: Ht -+ x$ so that jstIt = I, and 
IIist~ IIs < II rl IIt . We claim that 
isjst = 4 (2) 
for (2) need only be checked on Ran I, and clearly i, jS,I, = iJ, = 1 = iJt . 
Since s is closed, i, is an injection so that (2) implies that Ker it = Ker jst . 
Thus for v E D(t), j,,Q& = 0. It follows that 
II I&J IIS = ll~&,, lls (by (2)) 
= IljZAp, IIs (since js,Qt = 0) 
G II Ptk I/t (since jst is a contraction) 
verifying (1). 1 
Theorems 2.1 and 2.2 mean that one can give a characterization of t, and t, 
which is independent of our explicit construction: namely, t, is the largest 
closable quadratic form less than t and t, = t - t,. . This is important because 
there is at least one a priori arbitrariness in the construction of t, ; namely, 
one could construct Xt with the equivalent inner product ( , )’ = t( , ) + 
a( , ) for any fixed positive 01. Ker it is not effected by this change but P, and 
Qt are. What we learn by the above characterization is that t, and t, are not. 
More generally: 
COROLLARY 2.3. Let t be a positive quadratic form and let b be the (everywhere 
dejined) quadratic form of a bounded positive operator. Define t + b on D(t) 
in the obvious way. Then 
(t + b>r. = t, + 6; (t + b)S = t, . 
Remarks 1. If we extend the notion here to semibounded forms the restric- 
tion that b be positive can be removed. 
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(2) This result does not extend to general closable b with D(t) C D(b). 
For example, if 2 = L2(R, dx) 
D(t) = D(b) = coy 6, ?J) = I d0)12; 4% T) = J I v’(x)12 dx (3) 
then t is easily seen to be purely singular and b + t is well known to be closable 
[2]. Example (3) will be used several times again. 
COROLLARY 2.4. Ifs < t, then s, < t, . 
Proof. s, < s < t. 1 
Remark. It is not true that if s < t, then s, < t, , for in example (3) 
t < b + 1 = h. h, = 0 (h is closable) but t, # 0. This asymmetry between 
singular parts and regular parts is responsible for the asymmetry between 
the two monotone convergence theorems of Section 3 (t, automatically closed 
in one case but not in the other). 
There is an elementary example of the decomposition that illustrates quite 
clearly some aspects of the theory by suggesting an analogy. Let X be a compact 
Hausdorff space and let p be a (positive) Baire measure with sf dp > 0 for 
every positive, nonzero continuous function. Let Y be another (positive) Baire 
measure and let Y = v, + V, be the Lebesgue decomposition of Y into the sum 
of a piece, V, , absolutely continuous with respect to t.~ and a piece, vs, mutually 
singular to CL. Let % = L2(X, dp). Let D(t) = C(X) and t(v, Y) = 
Jr&x) Y(x) dv. Then t,(v, Y) = s @Y dv, and t,(q, Y) = j FY dv, . Thus our 
decomposition can be viewed as a kind of generalized Lebesgue decomposition 
theory. This is not surprising since our construction of the decomposition is 
reminiscent of von Neumann’s proof [3] of the Lebesgue decomposition theory. 
From this point of view the fact that closed forms are associated to self-adjoint 
operators can be thought of as a kind of Radon-Nikodym theorem! The big 
difference between forms and measures is the existence of closable forms 
dominating singular ones. The above analogy suggests that one think of the 
decomposition of two positive sesquilinear forms on a vector space. In fact, 
by the methods above one finds without trouble that: 
THEOREM 2.5. Let w(., .) and t(., .) be two positive semidefinite forms on a 
$xed complex vector space V. Then there is a canonical decomposition t = t, + t,? 
where t, is the largest form obeying (i) t, < t, (ii) Ker(t,) 2 Ker(w), (iii) t, “lifted” 
to the Hilbert space V/Ker(w)W is a closable form. 
This result may be of interest if applied to states on C*-algebras. One 
interesting open question is whether there is a canonical description of t, 
independent of either t, = t - t,. or the construction and analogous to mutual 
singularity of measures. 
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3. MONOTONE CONVERGENCE THEOREMS 
We emphasize that parts of the two theorems below are due to Kato; see 
Section 1 and [2, Chap. VIII]. 
THEOREM 3.1. Let h, , h, ,..., be closed densely defined (positive) forms on a 
Hilbert Space. Suppose that 
h, <h, < ... <h,. 
Let D(h,) = {g’ E nn W,) I SUPn ha&,, Y) < 03) with 
(which exists by polarization). Then h, is a densely defined closed form and 
h, --+ h, in s.r.s. 
Proof. Since D(h,) 3 D(h,), h, is densely defined. Moreover, since h, is 
closable, h, < (h,), . It follows that h, < (h,), so that h, = (h& is closable. 
Let vnz E D(h,) with h,(v, - vrnj vn - ~4 - 0; II vn - pm 11.~ + 0. First 
note that hk(vn - vnl , vn - ?J + 0 so v E D(h,) since h, is closed. Then, 
since 
supm h&m , q+n) < ~0. Thus 
sup h,(v, 9) = SUP 1,” h,(s , VA 
n n 
< SUP SUP 44s , ~4 
n nl 
= SUP SUP UT, > ~1 
nl n 
= sup hm(v, , s) < CQ. 
111 
Thus v E D(h,). Let u’, = vn - v. Then ‘y, is Cauchy in hz2 and 11 lu, )I + 0 
so h&Y-, Yn) - 0 since h, is closable. It follows that h, is closed. 
By Proposition 1.1, (H, + 1)-r is monotone decreasing to a limit (H + 1)-l 
which is invertible since (H + 1)-l >, (H,, + 1)-l. Let h be the quadratic 
form of h. Then (H, + 1)-r > (H + 1)-l implies that h, < h so h, < h. 
It follows that (H, + 1)-i > (H, + 1)-r 3 (H + 1)-r from which it follows 
that H = H, . 1 
THEOREM 3.2. Let h,, , h, ,... be closed densely defined (positive) forms on a 
Hilbert space Z. Suppose that 
h, 2 h, > .‘.. 
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Let D(h,) = Un D(h,) and hm(~, ‘p) = lim, h,(v, v). The92 h, converges in 
S.T.S. to (h,), . 
Proof. By Proposition 1.1, (Ii, + 1)-l is increasing to a limit (H + 1)-l < 1. 
Let h be the form of H. Then h, 3 h so h, 3 h. It follows that (h,), > h 
(by Theorem 2.2) and thus (h,), 3 h (f or, under general circumstances, if 
s and t are closable and 0 < s < t, then s < t). It follows, as at the end of 
the proof of Theorem 3.1 that h(,), = h. 
Remark. It can happen in Theorem 3.2 that h, is not closable. See Remark 
VIII.3.12 of [2]. See Section 2 for a discussion of the asymmetry between 
Theorems 3.1 and 3.2. 
4. NONDENSELY DEFINED FORMS 
The extension of the usual theory of densely defined forms to the general 
case is quite elementary. Our primary purpose here is not so much to present 
this extension as to present propaganda for the general case. Consider the 
following two examples: 
EXAMPLE 1. Let IR C RY be open. The form taD(v, Y) = s (Vv)(VY) dYx 
on Cop(Q) is a densely defined closable form on L2(sZ). The closure defines 
the Dirichlet Laplacian --doD on Q. Now let Q, C Q, C ... and let Q = (Jz=, G’, . 
In a natural sense t& 4 tQD as forms on L2(Q) but the tin are not densely defined. 
EXAMPLE 2. Let Sz CRY be an open set. Let ho be the quadratic form of 
--d $- Cx where x is the characteristic function of RY\Q. On the basis of Wiener 
path integrals, one can see that as C + co 
exp[--t(---d + Cx)l(x, y) - exp(--t&“)(x, y) 
if x, y E Q and zero for other x, y. In some sense, h, t tDD, but ----do” is not 
densely defined. 
Let t be a quadratic form on D(t) CX, with D(t) not necessarily dense. 
The notions of closed, closability, and closure are unchanged. If t is closed, 
we define its yesolvent as the operator which is (T - z)-’ on D(t) and zero 
on D(t)‘. More generally, if F is a bounded continuous function on R, then 
F(t) is the operator which is zero on D(t)’ and F(t) on D(t). We have 
THEOREM 4.1. The convergence theorems of Section 3 extend to arbitrary 
closed forms with the addendum that in Theorem 3.1, one only needs 4 < h, < . . . 
without the necessity of an upper bound h, . 
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The proofs of Section 3 require no changes. The notion of s.r.s. convergence 
is defined as before. Define F(t) as above. 
THEOREM 4.2. Let t, ---f t in s.r.s. If F is a continuous function vanishing 
at injinity, then F(t,,) + F(t) strongly. If F is any bounded continuous function, 
then F(t,)p, + F(t)g, in (strong) X-topology for any q~ E D(t). 
This can be proven by mimicking the proof of Theorem VIII 20 in [4]. 
With these two results, we can return to Examples 1 and 2. Clearly, in 
Example 1, tin J tDD in the sense of the extended Theorem 3.2. This gives 
a continuity of Dirichlet Green’s functions from within. Such a result allows 
one to extend the well-known connection between Dirichlet Green’s functions 
and Wiener path integrals from regions with smooth boundary to arbitrary 
open regions (this can also be proven directly [5]). Example 2 is discussed 
in the next section. 
5. SOME DIFFERENTIAL OPERATORS 
Consider first the one-dimensional case: 
THEOREM 5.1. Let H,, = xF=,“=, a ( -i d/dx)“’ with a,, > 0, a, real on 
D(H,,) = {Y 1 !? the Fourier transform obeys s I kznlfi I2 dk < WI}. Let H, = 
H, + C’X(-~,~) . Let H, be the operator on L2(0, co), given by the deferential 
operator C a,( -i(d/dx))” with boundary condition Y(0) = Y’(0) = ... = 
Y(+l)(O) = 0. Then H, + H, in s.r.s. a~ C + co. 
Proof. Let h, , h, be the corresponding quadratic forms and let h, be the 
form of H,, . Then D(h,) =: D(h,,) = D((d/dx)n) = {u’ / Y is P-l and its 
(n - 1) derivative is absolutely continuous with L2 derivative}. Now, if 
YE D(h,) and supc h,(Y, ‘P) < cc, then Y(x) = 0 for a.e. x < 0 and thus 
for all x < 0. Since Y is C(71-1) it follows that 
P’ I SUP MY, Y) < a) 
C 
= {YE D(h,) / Y(x) = 0, x < 0; Y(0) = ... = !W-l)(O) = O> 
which proves the theorem by Theorem 3.1 extended. 1 
For the multidimensional case, we conjecture that for D any open set in RV 
whose compliment is perfect H, + cxRY,o ---f H,&, , the closure of the quadratic 
form on C,m(sZ), in s.r.s. as c - cc. 
THEOREM 5.2. Let Sz be an open set in RY with the property that each connected 
component of Ry\Q has the property of either having a smooth boundary or being 
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asc+ co. 
Proof. Clearly Ho + cx t so that in s.r.s. there is convergence to an operator 
H, in s.r.s. Now clearly D(h,) = {YE D(h,) 1 Y = 0 a.e. on RY\Q}. It suffices 
to approximate such F’s in &-norm by functions in C,m(~). By a partition 
of unity argument we need only prove this for Y living in a neighborhood 
of the boundary of a component. If it is star shaped we dialate about the star 
shaped point and then mollify. The smooth case is similar. 
Added Note. We have learned that T. Kato has found a very different proof that 
t, is closed in Case B. Kato’s work is independent and approximately simultaneous to 
ours. 
Note added in proof. That tm is closed in case B has been proven implicitly by D. W. 
Robinson, The Thermodynamic Pressure in Quantum Statistical Mechanics, Springer, 1971 
and E. B. Davies, Helv. Phys. Acta. 48 (1975), 365-382. Both authors use methods 
similar to those that Kato has used and very different from ours. 
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