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Abstract
A model of a multiple heating zone Rapid Thermal Processing (RTP) system is developed to study
wafer thermal dynamics during a processing cycle. The system is discretized with trial functions gen-
erated from the linearized wafer energy balance equation eigenfunctions, and careful analysis of the
solution residual reveals a slow, but predictable, convergence rate. A modied set of trial functions is
derived from a subset of the original eigenfunctions combined with the dominant modes identied by the
Karhunen-Loeve expansion of the wafer temperature variance component that contributes most to the
slow convergence. Since the wafer temperature variance is computed explicitly from an eigenfunction
expansion solution of the linearized system with specied processing statistics, the collocation procedure
eectively links RTP model reduction and simulation in one discretization procedure. The convergence
rate of the modied collocation method is shown to be superior to collocation methods based on the
original eigenfunction and polynomial sequences.
1 Introduction
This paper presents a collocation discretization technique developed in the context of simulating a Rapid
Thermal Processing (RTP) system. In RTP systems, single semiconductor wafers are processed in a cold-
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walled chamber with wafer heating provided by one or more incoherent lamp banks. This process is used,
or has potential for use, in a number of semiconductor device fabrication steps (Larrabee, 1994; Lord, 1988;
Moslehi, 1994; Roozeboom, 1993; Singer, 1993), but is known to suer from spatially nonuniform wafer
temperature proles during the short (on the order of one minute) processing cycle.
Numerous simulation studies aimed at understanding or controlling wafer temperature uniformity have been
conducted, and the variety of discretization techniques used to discretize the wafer temperature partial dif-
ferential equation number almost as large. Simulation results based on nite dierence discretizations in
one, two, and three dimensions (Dilhac et al., 1995; Sorrell et al., 1992), nite elements (Cole et al., 1994),
orthogonal collocation with Jacobi polynomial trial functions (Breedijk et al., 1993), and wafer temperature
representations in terms of Bessel function expansions (Belikov and Friedland, 1995) have been reported.
While many of these studies compare simulated temperature proles to experimental measurements as a
means of model verication, there has been little explicit discussion of discretization errors and the compu-
tational eciency of the discretization methods.
Because of the complexity of some of the simulators developed and the computational expenses of perform-
ing simulations for process optimization and control, interest in developing reduced-order models from the
high delity simulations has emerged (Aling et al., 1996; Theodoropoulou et al., 1996). These models are
based on collecting \snapshots" of the RTP system at points in time during processing cycles designed to
excite as many spatial temperature modes as possible, and processing them with the Proper Orthogonal
Decomposition method (Sirovich, 1987) to determine the dominant temperature spatial modes. Because the
original modeling equations are projected onto these modes with some type of weighted residual method,
the reduced-order models have a predictive capability not found in models generated from purely empirical
model identication schemes.
A common characteristic of the cited model reduction methods is that detailed simulations or highly resolved
experimental measurements must be performed prior to generating the reduced order models. This paper
considers the problem of generating an optimized set of trial functions before performing simulations with
the nonlinear wafer thermal dynamics model. The overall procedure developed begins with determining an
eigenfunction expansion solution to the linearized system. By treating the individual lamp power inputs as
R. A. Adomaitis 3
normal, independent random variables with specied mean and variance, we examine the expected conver-
gence behavior of the solution as a function of the number of terms used in the eigenfunction expansion. From
this information we rearrange the eigenfunctions with the Karhunen-Loeve expansion (Fukunaga, 1990) to
form a set of orthogonal trial functions which, when used in a collocation discretization technique, gives far
superior convergence rates. It is important to stress that we compute the elements of the mode amplitude
variance array explicitly using an eigenfunction expansion solution. While this procedure may be suboptimal
with regard to capturing features made important by system nonlinearities, its advantage is that the trial
functions are generated prior to any nonlinear simulations. The method works because the nonlinearities
of the RTP system, while signicant, do not result in bifurcations or dynamical behavior that would have
signicant impact on the relative importance of dierent spatial modes (Graham and Kevrekidis, 1996).
The paper's focus on developing ecient collocation schemes was motivated by the natural connection
between interpreting simulation results from discrete-ordinate models with measuring wafer temperatures at
discrete points, and by the ease with which collocation methods are applied to discretizing nonlinear problems
with nonlinear boundary conditions. The techniques developed in this work build on the collocation methods
based on trial functions other than polynomials (see, e.g., Guertin et al., 1977; Srensen and Stewart, 1982).
The previous collocation studies based trial function selection on rules developed for the individual problems
solved. The method described in this paper has potential for generating ecient trial functions for a wide
range of boundary value problems.
2 RTP System Model
Consider the problem of modeling the spatially varying wafer temperature dynamics of an RTP system where
the wafer is heated by three individually controllable heating lamp banks. A representative furnace design is
shown in Fig. 1; this heating lamp bank conguration was patterned after the three-zone system RTP system
of Kiether et al. (1994). A relatively simple model is developed here (c.f., Breedijk et al., 1993; Merchant
et al., 1996; Theodoropoulou et al., 1996) so accurate residual calculations can be performed. The model is
based on the following assumptions:






































Figure 1: The dimensions of a three-zone RTP system (top) and the computed radiant ux distributions at
the wafer surface QA(r), QB(r), and QC (bottom).
1. The wafer thermal conductivity k and heat capacity Cp are not functions of temperature;
2. Wafer temperature does not vary with z (thin wafer assumption);
3. The wafer is round (no chord), and azimuthal lamp radiation ux and wafer temperature variations
are negligible;
4. The process operates at low pressure and suciently low deposition rates so that heat transfer to the
process gas and contribution of heat of chemical reaction are negligible compared to the radiation
emitted from the wafer and absorbed from the heating lamps; and
5. Radiation is emitted from both wafer sides and the wafer edge to a blackbody enclosure (the RTP
chamber) maintained at Tamb in this cold-walled process.
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+ w(1  T 4) + qA(r)uA(t) + qB(r)uB(t) (1)
subject to boundary conditions




r = 1 :
@T
@r
= e(1  T 4) + qeuC(t)
(2)
with
qA(r) = QA(r) qB(r) = QB(r) qe = eQ
C
and initial condition
T (r; t = 0) = T0(r) r < 1: (3)
The constants are dened in Table 1; numerical values are computed from the parameters and furnace design
specications listed in Table 2.
2.1 Radiant energy ux distributions
The lamp radiation intensity at specic points on the wafer surface will depend on the lamp power output,
the distance from the wafer point to each bulb, and the angle of incidence the ray makes with the wafer
surface. For our RTP system, we assume the heating lamp bulbs are arranged in three concentric circles of
radius rA, rB , and rC , the rst two at height h above the wafer surface and the last positioned at a horizontal
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Table 1: Constants of the wafer thermal dynamics PDE and boundary conditions.




2(5:677 10 12 J/s cm2 K4)(0:7)(7:6 cm)2(300 K)3
























(2:3 gm/cm3)(2:3 J/gm K)(7:6 cm)2
0:22 W/(cm K)
1389 s
distance w from the wafer edge so as to heat only the edge. We assume the total power output of each bank
is emitted uniformly over the circular bulb arc. Given this heating lamp arrangement, the distance D from
a wafer point (r; ) to the \bulb axis" ring of lamp bank A can be written as
D =
p
h2 + (r cos    rA cos A)2 + (r sin    rA sin A)2
=
q
h2 + r2 + r2A   2rrA cos(   A):
If the total power output of lamp bank A is 5 kW, and the true power output is proportional to the input







h2 + r2 + r2A   2rrA cos A
 3=2
dA
having assumed symmetry in the  direction. The lamp bank locations and total bank power outputs are
listed in Table 2. An identical expression is found for lamp bank B. For the total radiant energy ux at a
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Table 2: Physical constant table (top) and RTP furnace design parameters (bottom).
Parameter Value Description
k 0.22 W/(cm K) Si thermal conductivity
 2.3 gm/cm3 Si density
Cp 2.3 J/(gm K) Si heat capacity
 0.7 Wafer emissivity
b 5.67710 12 J/(s cm2 K4) Boltzmann's constant
Tamb 300 K Reference temperature
z 0.05 cm Wafer thickness
R 7.6 cm Wafer radius
Lamp Bank Height Ring Radius Total Power Output
A 2.5 cm 2 cm 5,000 W
B 2.5 cm 6 cm 20,000 W
C 0 cm 10 cm 20,000 W






(R + w) cos C  R
[R2 + (R+ w)2   2R(R+ w) cos C ]3=2
dC
with 0C being determined as the smallest positive solution to cos C = R=(R+ w).
2.2 Nominal lamp power inputs
The \attest" possible radiation ux distribution across the wafer that balances the radiation emitted by
the wafer at its soak temperature T  = 1000 K (T = 10=3) is determined from
qAuA + qB uB =  w(1  (10=3)4)
= 138 or 11:3 W/cm2:
The values of the dimensionless power input to each lamp bank giving a radiation ux that most closely
approximates the at power distribution calculated above is determined by minimizing the residual D dened
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by the square of the weighted 2-norm
D =




qAuA + qBuB   1382 rdr:




hqA; qAi hqB ; qAi















and uC = e

(10=3)4   1 =qe
with inner product denition
h(r);  (r)i =
Z 1
0
 r dr: (4)
We nd, for this system, the nominal lamp power inputs
uA = 0:2131 uB = 0:3301 uC = 0:2879
and use these values of the heating lamp power inputs to compute the nominal radiant energy ux distribution
prole plotted in Fig. 1. We will now consider the problem of simulating a 60-second wafer heating cycle
followed by a 60-second cooling period.
3 Eigenfunction Expansion Solution
With the model of the RTP system in hand, we turn to the problem of determining a sequence of trial
functions fjg10 that will be used to express the solution to (1) subject to the boundary and initial conditions:
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and TN(r; t) =
NX
j=0







a choice of trial functions that guarantees that we will be able to satisfy the wafer edge boundary conditions
in the numerical techniques to be used1. Linearizing the wafer temperature partial dierential equation (1)




= LT + F (r; t) (7)






=  4e(10=3)3T (1; t) +G(t) (8)
T (r; 0) = T0(r):












F (r; t) = w + 3w(10=3)
4 + qAuA + qBuB
G(t) = e + 3e(10=3)
4 + qeu
C
1While the additional trial function 0 can be approximated inside the wafer domain by the complete eigenfunction sequence
generated by the linearized problem, 0 does not satisfy the linearized boundary condition and so will not vanish at the wafer
edge.
2We choose to linearize the problem at its soak temperature T = 10=3, since little deposition takes place at ambient
conditions. Note, however, that there will be oset in the steady-state solution at all but the point of linearization.
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3.1 Eigenfunctions and eigenvalues











  4w(10=3)3 =  
r200 + r0 + r2
 4w(10=3)3 +  = 0
where the prime denotes dierentiation with respect to r, and so dening x = r = r
p
  4w(10=3)3
implies x200 + x0 + x2 = 0. A solution (x) to this form of Bessel's equation is the Bessel function of the




=  4e(10=3)3J0 =) J1() = 0:548J0():
The innite number of solutions j to this nonlinear equation can be used to calculate the eigenvalues j
and determine the corresponding normalized eigenfunctions j
j(r) =
J0(jr)phJ0(jr); J0(jr)i with j = 
2
j + 4w (10=3)
3 : (9)
The normalized eigenfunctions corresponding to the four smallest eigenvalues are plotted in Fig. 2. We also
include a plot of the orthonormal trial functions  j generated by the Gram-Schmidt procedure applied to
the combined set of eigenfunctions and the single at mode 0.
It is interesting to consider the relative contributions of each term comprising the eigenvalues (9); the values
of the terms divided by tref to obtain numerical values with units sec
 1 are tabulated in Table 3. In this
table, we see that the rate of heat transfer through the wafer by conduction becomes comparable to bulk
heating at about the fth spatial mode. This means spatial perturbations of the wafer temperature can last
though a signicant portion of the 60-second wafer processing cycle (see the last row of Table 3, where the
fraction remaining of perturbations to each mode amplitude after 20 seconds are tabulated). Because we
linearize at the soak temperature, the spatial modes actually will dissipate even more slowly at the start of
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Figure 2: The rst four normalized eigenfunctions j plus the at mode (top) and the trial functions  j
generated from the Gram-Schmidt orthogonalization procedure (bottom).
wafer processing; the bulk heating dynamics, however, will not change signicantly because the rate of wafer
heating equals the rate of radiant energy dissipation at the soak temperature. We will see that the dynamics
of the linearized system gives an accurate rst approximation to the nonlinear system.
3.2 Eigenfunction expansion solution
By choosing the trial functions j , j  1 of (5) as the eigenfunctions (9), the trial functions will satisfy the
boundary condition at r = 0 by construction, and if we substitute (5) into the nonhomogeneous boundary
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Table 3: Eigenvalues with units sec 1.
Mode j 0 1 2 3 4 5
2j =tref 0 0.0007 0.0114 0.0362 0.0753 0.1286
4w (10=3)
3 =tref 0.1205 0.1205 0.1205 0.1205 0.1205 0.1205
exp( 20j=tref) 8.98% 8.85% 7.15% 4.35% 1.99% 0.69%




































ajLj + F (r; t)
1X
j=1






If we now approximate the nonhomogeneous terms of the right-hand-side of (11) by the trial function










hj ; qAij + uB
1X
j=1
























with inner product denition (4). Using (11) to dene a residual R(r; t) = P1j=1 [ _aj + jaj  Mj ]j , kRk
is minimized by setting each of the j coecients equal to zero (recall that the j , j  1 are elements of an
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ejMj d j  1: (12)







1  e jt 0  t < t
= aj(t)e
 jt t  t  2t
provided all wafer heating lamp power inputs are held constant during the powered processing segment (so
_a0 = 0, and a0 and M are constant). Initial conditions are determined from






so aj(0) = h1 
p
2a0; ji j  1






with a0 dened in (10). The nal values of the mode amplitude coecients during the powered segment are
denoted a(t
 




Alternatively, we can solve by interior collocation (Villadsen and Stewart, 1967) the nonhomogeneous PDE
problem generated by dening T = a00 + T̂ with T̂ = a and projecting the nonhomogeneous terms of
(11) onto the j , j = 1; : : : ; N :
@T̂
@t
= LT̂ + M: (14)
Here we use the vector notation for the trial functions 1N , mode amplitudes aN1, and Fourier coe-
cients MN1 resulting from projecting the forcing function onto the trial functions. If we write the wafer
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temperature measured at a distinct point r = rj as T̂j(t),
T̂j = (rj)a or T̂ = Qa: (15)
We choose the N collocation points rj as the roots of N+1 which guarantees the invertibility of Q, a fact
crucial to computing the discretization array for the Laplacian operator3. The choice of collocation points
also forces the residual to be orthogonal to the rst N trial functions, making this interior collocation method
equivalent to the eigenfunction expansion (Michelsen and Villadsen, 1981; Villadsen and Stewart, 1967). We
rst dierentiate (15) with respect to r and rearrange the result to nd:
r2T̂ = r2Qa
= [r2Q]Q 1T
= BT with B =
r2QQ 1:





subject to initial conditions T̂(t = 0) = 1.
Solving the collocation-discretized ODEs in time will give a solution equivalent to particular form of the
eigenfunction expansion solution (12) by our choice of trial functions, since the array  consists of the
eigenvalues (9) on the diagonal, and the mode amplitudes can be recovered from (15). The solution for the
eigenfunction expansion/interior collocation solution is shown in Fig. 3. We now discuss its convergence
properties.
3If Q was singular, we could rearrange Q to nd row of zeros, which means it would be possible to generate a function from
a nontrivial combination of the j which either vanishes entirely (impossible) or vanishes at a number of points greater than or
equal to the number of collocation points. The latter is also impossible because the function would then have some component
orthogonal to the rst N trial functions.


















































Figure 3: Eigenfunction expansion solution for N = 58 under nominal processing conditions (left); expected
convergence behavior for the specied processing statistics.
3.4 Solution convergence
Because the eigenfunction expansion solution satises the nonhomogeneous boundary condition exactly, the
accuracy of the truncated temperature trial function expansion (6) depends only on the accuracy with which
the initial conditions, lamp radiant ux distributions, and other nonhomogeneous terms of the linearized
wafer thermal dynamics dierential equation (11) are represented by the trial function expansions in j ,
j = 1; : : : ; N . Given the trial function expansion for the wafer temperature (6) and the solution dening the
time-dependent mode amplitude coecients aj(t), we can quantify the error associated with using a nite
number N by computing the expected squared norm of the residual:
2 = E
n
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with expectations Efxg dened in the Appendix. The constant
h = kTambz = 10:4 W
gives the residual the same dimensions as the dimensional form of (1). Therefore, we can compare the
residual magnitude directly with other physical quantities, such as the total amount of radiation emitted





R2zCp  1W: (17)
Representative results are shown in Fig. 3, which indicates that an eigenfunction expansion of approximately
50 terms would be required to meet the accuracy requirements specied above.
The nominal process is taken to consist of 60-second deposition runs followed by a 60-second cooling period.
The initial wafer temperature is uniform and set to ambient temperature (see eqn. 13). The power inputs
ui are held constant during the soak period, and are zero when the wafer is cooled. In the expectation
computations, we dene the ui to be continuous, normally-distributed, independent random variables with
expectations equal to the nominal power inputs ui; numerical values of the variances for each power input
were set to the square of half the expected value for each lamp bank power input. The probability distribution
functions that result are shown in Fig. 4. The variable t denes the time since the start of the particular
processing interval, and we take t as a uniformly distributed random variable in the range 0  t < t during
the powered segment.
4 Mixed Collocation Solution
We now write the wafer temperature in terms of the orthonormal  j , truncated after the Nth term (giving
N + 1 functions, including the at  0), or in vector notation,  
1(N+1) and a(N+1)1 such that
T =  a: (18)
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Figure 4: Probability density distribution functions describing the lamp bank power input random variables.
Once again, if the wafer temperature measured at a distinct point r = rj is Tj(t), we can write Tj =  (rj)a
or T = Qa. Dierentiating with respect to r gives the discretization array for the rst-order derivative
dT
dr




The N interior collocation points are chosen as the roots of the last trial function used  N , with one
additional point placed at r = 1 so the wafer edge boundary condition can be satised. The discretized






BjT+ w(1  T 4j ) + qA(rj)uA + qB(rj)uB (nonlinear)
BjT  4w(10=3)3Tj + F (rj ; t) (linearized)
(19)




e(1  T 4N+1) + qeuC(t) (nonlinear)
 4e(10=3)3TN+1 +G(t) (linearized)
(20)
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and initial conditions









T (r = 1)
3
777777777777775
Aj = [Aj;1; Aj;2; : : : ; AJ;N+1]
Bj = [Bj;1; Bj;2; : : : ; BJ;N+1]
The boundary condition at r = 0 is automatically satised, since all the trial functions satisfy this condition.
4.1 Linearized system: computing the residual
The residual generated from the solution of the linearized, discretized wafer temperature equation (19) will
live in the space spanned by the  j , j = 0; : : : ; N if F is replaced by the projection of F onto the  j ,
j = 0; : : : ; N (this approximation should converge to the true F for large N). Therefore, we can write
R(r; t) =  b or Rj = R(rj ; t) = Qjb
and because the last column of Q is entirely zero save the element in the last row by our choice of collocation




 0(rN+1)  1(rN+1)  2(rN+1) : : :  N 1(rN+1)  N (rN+1)

bN+1:
Following Theodoropoulou et al. (1996), this implies the bj of b̂ must be zero since the N  N top left
subarray Q̂ of Q must be invertible by the choice of collocation points, and so the residual is simply
R(r; t) = bN+1 N+1. This collocation solution under the stated assumptions, therefore, is equivalent to the
tau method (Gottlieb and Orszag, 1977), an implementation of Galerkin's method where the residual is made
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orthogonal to the rst N trial functions and the last trial function is used to satisfy the nonhomogeneous
boundary condition. It is important to observe how well this equivalence holds for larger N (N  5) for
solutions where F is used directly { see Fig. 6 for the residuals corresponding to the solution of the linearized,
nonhomogeneous problem. Here, we project the residual R onto the trial functions  j to nd bj = hhR;  ji,
j = 0; 1; : : : and plot the values of the root-mean squared bj found during the powered segment of a nominal
processing cycle. We also note how the discretization error drops to nearly zero during the unpowered
segment of the processing run, reecting the accuracy possible when eigenfunctions of the linearized problem























































































Figure 5: Linearized system collocation simulation results presented as snapshots of the full, two-minute
simulation. The simulator results are shown as the wafer temperature deviation (solid curve) from the mean
(dashed line) in each left-side plot, with the mean temperature marked as the point on the right-side plots
of mean wafer temperature versus processing time. Collocation points are marked with circles, and the
eigenfunction expansion solutions are plotted as the dotted curves. The time-dependent residual norm is
plotted in the lower right corner.
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Figure 6: Expected residual mode amplitudes over the initial 60 seconds of linearized system collocation
simulation.
The overall accuracy of the computed solution for the linearized problem is determined from the residual R
norm:
2 = h2kRk
= h2k _T  r2T + 4w(10=3)3T   w   3w(10=3)4   uAqA   uBqBk
= h2k _a r2 a+ 4w(10=3)3 a  w   3w(10=3)4   uAqA   uBqBk:
Accurate values of the mode amplitude coecient time derivatives are computed from (19) combined with
dierentiating (18) and (20) with respect to time. The norm is evaluated by numerical quadrature over the
wafer domain using a discretization of the trial and forcing functions suciently ne to resolve the lamp
radiation ux proles. The residual, therefore, becomes a truly independent check of the numerical accuracy
of the collocation technique.
From this careful residual analysis, we conclude that there is potential for generating a better set of trial
functions. We take the slow, regular convergence behavior as a sign that for larger N , each additional
trial function contributes only a small component, orthogonal to all higher and lower frequency modes,
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to the solution convergence. The higher-frequency modes, therefore, are highly correlated with respect to
solution convergence, and so can be combined in some manner to speed up the convergence of the collocation
discretization solution procedure. This will be the subject of Section 5.
4.2 A least-squares-type collocation
One consequence of using a collocation technique based on a weight function that vanishes at r = 0 is
demonstrated by the wiggles at t = 0 caused by the jump discontinuity of the enthalpy ux at the r = 1
boundary (see the top left plot of Fig. 5). This wiggling is to be expected when the wafer temperature initial
conditions do not satisfy the heated edge boundary condition for t  0. Because the weight vanishes at the
wafer center, the visibly large deviation from zero at r = 0 does not add signicantly to the discretization
error; it does, however, signal potential problems of using these interpolation functions for determining the
temperature at the wafer center.
Following Theodoropoulou et al. (1996), we consider the possibility of using m more collocation points than
trial functions
T(N+1+m)1 = Q(N+1+m)(N+1)a(N+1)1
to give a non-square Q array. Therefore, recovering the mode amplitudes from the collocation points is a
solution to the least-squares problem
a = (QTQ) 1QTT
(note that this solution can be used directly in dening the A and B discretization arrays). We nd that for
low-order discretizations, the solution computed does not pass through the collocation points, but rather,
appears to be a best t to the collocation points. This behavior is most prominent in situations such as the
initial condition, where trial function ts to the solution are dicult. This collocation method results in
smoother solutions since the condition of exact boundary condition solution has been relaxed (see Fig. 7).
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Figure 7: A comparison of the initial temperature proles (left) and expected residual mode amplitudes over
the initial 60 seconds of linearized system least-squares collocation simulation (right).
5 Optimized trial functions
The eigenfunction expansion solution procedure determines a solution in the form of a time-varying, linear
combination of temperature mode shapes j . We have shown that even though these eigenfunctions form a
complete sequence and so can approximate any function living in the space spanned by the j , the shapes
of the radiant ux distribution and initial wafer temperature proles are such that a large number of terms
are required for an accurate approximation. We expect that the choice of the most ecient trial function
sets should depend on a combination of the initial conditions, the length of time the system evolves, the
boundary conditions, the homogeneous system eigenfunctions, and forcing functions. Therefore, by having an
approximate knowledge of the initial and boundary condition statistics, and approximate expected solutions
to the PDE, we can construct a better set of trial functions.
With this in mind, we propose splitting the trial function expansion (6) into two parts TN = TN M + T c.
The original trial functions  j , j = 0; : : : ; N M will be used in the expansion dening TN M ; the remaining
trial functions that form the basis of T c =
PN
j=N+1 M ajj will be rearranged to improve the convergence
rate of the eigenfunction expansion solution of the linearized system. Writing the latter orthonormal trial
functions ̂1M and the mode amplitude coecients âM1 in vector notation, we would like to nd the




Rj;i̂j = ̂ri so  = ̂R; (21)
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Mode j No. roots Origin j (for , )
 0 0 at 34,201 J
 1 1 1 8,107
 2 2 2 971
 3 4 1 616
 4 4 2 81.5
 5 5 3 18.6
 6 6 4 6.2
 7 7 5 2.3
 8 8 6 0.9
 9 9 7 0.3
Figure 8: Optimized trial functions and summary of the total set of optimized functions. The point where
the trial function switch from the original to optimized functions was chosen as j = 3.
the wafer temperature component T c would converge more quickly with i as trial functions compared to
the original ̂j . We choose this convergence criterion over optimizing the convergence rate of the wafer
temperature \acceleration" modes (Aling et al., 1997; Sirovich, 1991) { trial functions that would maximize
the rate of residual convergence { because k@T=@tk does not converge at t = 0 as a result of the initial
conditions not satisfying the boundary condition. The need for careful accounting for the inuence of the
initial wafer conditions was made clear in the analysis of the linearized system eigenvalues, where it was
shown how spatial features of the initial condition can persist through a signicant portion of the processing









with ci = h̂â; ii
= h̂â; ̂rii
= âTri
if the i are also orthonormal. Our new set of trial functions i will be computed as linear combinations
of the original, the combinations determined according to the magnitude of the E2i corresponding to the
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conditional variances

















We wish to nd the elements of ri corresponding to the extrema of (22), subject to the condition which
normalizes the ̂i:
ri
Tri = 1 (23)
and so dierentiating (22) and (23) with respect to the elements Rj;i and introducing the Lagrange multiplier
 to solve the minimization problem gives the eigenvalue problem
Cri = ri
or Cri = 
2
i ri:
The optimized trial functions i are constructed with (21); the four dominant modes and their corresponding
expected squared mode amplitudes i are given in Fig. 8.
5.1 Nonlinear simulations
Having computed the optimized trial functions  j , simulations of the nonlinear wafer thermal dynamics
model4 consist of computing the discretization arraysA andB, discretizing the wafer model and its nonlinear
boundary condition (see equations 19 and 20), and integrating the system over the processing cycle with
a second-order accurate Runge-Kutta integrator written in MATLAB for mixed algebraic-ordinary dierential
equation sets. The nonlinear boundary condition (20) is solved by Newton's method as part of the numerical
4Since the optimized trial functions appeared to work equally well for both the linearized and nonlinear wafer thermal
dynamics models, we present only the results from the nonlinear simulations.
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integration of the combined AE/ODE set. In computing the collocation solution using the optimized trial
functions, we make use of the least-squares collocation procedure described earlier, since for the case of
N = 3, we nd four interior collocation points. The accuracy of the computed solution is determined from
the residual norm:



















































































Figure 9: Optimized collocation simulation results presented as snapshots of the full, two minute simulation
for the nonlinear system. The format of the plots is the same as in Fig. 5.
Simulations with the optimized trial functions show a dramatic increase in solution accuracy for N  3
(4 total collocation points). The simulation results are displayed in Fig. 9, and a better view of the drop
in residual magnitude is shown in Fig. 10. Two additional dierences are seen between the linearized
system/original collocation simulations and the nonlinear simulations based on the optimized trial functions:
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1) a far better t of the initial conditions can be obtained with the optimized trial functions; and 2) during
the cool-down phase, while the residuals calculated for both cases are small, it appears that the radiative
heat transfer nonlinearity, both in the wafer thermal dynamics equation and its boundary condition, results
in a much larger temperature dierence across the wafer.


















3 tot tfuns 
4 tot tfuns 
5 tot tfuns 
6 tot tfuns 
7 tot tfuns 
8 tot tfuns 
9 tot tfuns 
10 tot tfuns
Figure 10: Expected residual mode amplitudes over the initial 60 seconds for the collocation simulation using
optimized trial functions.
6 Concluding Remarks
This paper presents an ecient collocation method developed in the context of simulating a multizone
RTP system. The collocation technique is based on splitting the set of linearized wafer temperature model
eigenfunctions into two subsets: the rst set is used as-is; the second is rearranged by computing the singular
value decomposition of the wafer temperature variance, obtained explicitly from the eigenfunction expansion
solution. Generating the trial function expansion in this manner leads to a sequence of trial functions
featuring a nondecreasing number of zeros provided the mode number of the split point is suciently large.
This progression of trial function zeros allows us to use the roots of the highest-order trial function as the
collocation points { a least-squares-type collocation method is used in cases where the total number of
collocation points exceeds the number of trial functions.
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The overall eect of the collocation procedure is a sudden increase in solution accuracy when the trial
function expansion switches to include the optimized trial functions. This increased accuracy is seen in
Fig. 11, where a comparison is made between collocation methods based on dierent types of trial functions.
When three trial functions are used (N + 1 = 3), the polynomial and eigenfunction collocation techniques
perform comparably. However, since the fourth trial function and higher modes are optimized (see Fig. 8),
the residual of the new collocation procedure drops quickly relative to the polynomial and eigenfunction
collocation results. The polynomial collocation results become comparable to those produced by the new
procedure when 10 or more collocation points are used. Because at least three independent trial functions
are required to simulate this RTP system (due to the three independently controllable lamp banks), the
improved accuracy possible with the proposed collocation method in the range of four to nine trial functions
should be useful for generating reduced-order RTP system models.
























Figure 11: A nal comparison of the convergence rates of collocation techniques based on the wafer thermal
eigenfunctions, orthogonal polynomial sequences in r2, and the optimized trial functions. All results are
obtained from solution of the nonlinear model.
An advantage of the proposed collocation scheme is that optimized trial functions are generated prior to
nonlinear simulations, a benet that requires intricate expectation calculations. While similar, explicit calcu-
lations for more complicated modeling problems might be impractical, there is strong evidence { in particular,
the excellent agreement between the results listed in the Appendix and those generated from numerical ap-
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proximations as part of verifying our calculations { that suggests that good numerical approximations to the
optimized trial functions can be generated.
As a nal note, we see the numerical techniques developed and discussed in this paper as steps towards
reducing the common problem of wiggling interpolation functions in applications of collocation based on
global trial function expansions.
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Appendix
The expected values of the mode amplitude coecients are computed as

















with EfMjg = fAj uA + fBj uB + w
h
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The quantities u and a refer to the nominal lamp power inputs and initial mode amplitudes, respectively.
The expectation of the forcing function and its norm are found to be






4 + hqA; 1iuA + hqB ; 1iuB
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