A time-fractional diffusion process defined in a discrete probability setting is studied. Working in continuous time, the infinitesimal generators of random processes are discretized and the diffusion equation generalized by allowing the time derivative to be fractional, i.e. of non-integer order. The properties of the resulting distributions are studied in terms of the MittagLeffler function. We discuss the computation of these distribution functions by deriving new global rational approximations for the Mittag-Leffler function that account for both its initial Taylor series and asymptotic power-law tail behaviours. Furthermore, we derive integral representations for both the continuous and the discrete time-fractional distributions and use these to prove a convergence theorem.
Introduction
Working in continuous time, random processes can be studied on both continuous and discrete spaces. Markov processes have been researched in depth, in both these settings; having the Markov property means that, given the present state of the process, future states are independent of the past states. Markov processes have been studied in numerous books including c 2011 Diogenes Co., Sofia pp. 201-232 , DOI: 10.2478/s13540-011-0013-9 those by Feller [14] , and Chung [8] provides a thorough account of the general theory for Markov chains. The theory of continuous-time Markov chains is presented in Grimmett and Stirzaker [19] , and also in Anderson [2] with focus on their applications. These are typically defined by specifying a generator from which the transition semigroup can be defined. One can also start with a time-parametrized random variable that maps the sample space of a probability space to some countable set. With the resulting discrete probabilities one can interpret the coordinate elements of the generator as the infinitesimal transition probabilities.
Approximating diffusion processes with continuous-time Markov chains has also been studied in, for example, Platen [38] . One way to do this is to discretize the generator of a diffusion, define a discrete-space process with the discretized generator and work with the diffusion equation in discrete space. The convergence of such discrete processes to their continuous counterparts has been studied by Kushner and Dupuis [26] and Albanese and Mijatovic [1] .
One can construct random processes with different properties from the standard Markov and Gaussian ones by employing fractional derivatives in the diffusion equation. Fractional calculus involves the generalization of differentiation and integration to non-integer orders; for example, can one rigorously define the square root of the operator d dx ? The study of fractional calculus has a long history dating back to Leibniz and Euler in the 17th and 18th centuries, to a series of papers by Liouville 1832-1937 and an 1847 paper by Riemann defining the fractional integral. Books covering the topic of fractional calculus began to emerge in the 20th century in such works as Oldham and Spanier [37] , McBride and Roach [33] , Samko et al. [44] , Kiryakova [23] , Rubin [43] and Kilbas et. al. [22] . Integral transforms play an important role in the study of fractional calculus and we refer to McBride [32] for a treatment of fractional calculus and integral transforms of generalized functions, and to Mainardi [29] for a study of the roles played by integral transforms and their importance in the study of fractional diffusion processes. For the history of fractional calculus, one can see also in the recent surveys by Tenreiro Machado, Kiryakova and Mainardi [49] , [50] , [51] .
While the fractional derivative known as the Riemann-Liouville derivative had existed for many years, Caputo [5] introduced a slightly different definition, which ultimately came to be named after him as the Caputo fractional derivative. The key difference between the two is that the Caputo derivative of a function incorporates the initial values of the function and of its integer derivatives of lower order, compared to the RiemannLiouville derivative which incorporates initial values of the function and of its fractional derivatives. When dealing with physical applications in which solutions to boundary value problems are required, especially those which lend themselves to solution via Laplace transform techniques, the Caputo derivative is the more natural of the two when it comes to interpreting the boundary conditions with respect to the fractional derivative. Specifically, this is because the initial conditions are typically expressed in terms of the values of the field variables at the boundary and its derivatives of integer-order.
A fractional differential equation is specified by generalizing the standard integer-order derivatives to fractional ones of arbitrary order. Such equations differ from standard ones in that the nature of the fractional derivative introduces a memory effect, thus increasing its modeling ability. Time-fractional diffusion equations generalize the standard diffusion equations, and the interpretation of the fractional derivative is that it represents a degree of memory in the diffusing material. Research into such equations has been the subject of increased interest in science and engineering applications where dynamical systems can be described by fractional order equations, and these are the subject of recent books as those by Miller and Ross [34] , Podlubny [39] , Diethelm [9] , and many papers such as Kochubei [25] .
In the context of probability theory one typically applies fractional calculus to partial differential equations such as the diffusion equation, and the resulting processes are the subject of recent interest, e.g. Gorenflo and Mainardi [18] [31] . When the time derivative is taken to be fractional in the diffusion equation, the "time-fractional process" is that whose spatial probability density function evolves in time according to the equation. Such processes are characterized by variances given by
when α, the real number that replaces the order one of the time derivative, is in the range 0 < α ≤ 1. The case of α = 1 is non-fractional, and the variance is given by 2t as expected; for α < 1 these processes are said to be sub-diffusive. Furthermore, these processes exhibit initial exponential-like decay and asymptotic hyperbolic decay, with the cross-over between these two behaviours occurring at smaller values the further α is from one. The Mittag-Leffler functions arise naturally as solutions of fractional differential and integral equations. These entire functions generalize the exponential function and are characterized by a parameter α related to that of the order of fractional differentiation. The Mittag-Leffler function is discussed in, amongst other places, Erdélyi [12] in the context of it being a special function in its own right, and its behaviour in the complex plane studied by Cartwright [6] . This behaviour is studied further in such works as Gorenflo et. al. [17] in which its computation is studied for various arguments z in the complex plane. Like many special functions, its properties must be explored differently in different regions of the complex plane. Additionally, early insights into the complete monotonicity of the Mittag-Leffler function date back to Pollard [42] and Feller [13] . For multiindex analogues of the Mittag-Leffler function, related to many important cases of special functions of fractional calculus, one can see recent papers by Kiryakova, among them [24] .
Solutions to time-fractional equations have been investigated by several authors, other than the books on fractional differential equations like those by Miller and Ross [34] , Podlubny [39] , Kilbas, Srivastava and Trujillo [22] , Diethelm [9] , etc. For example, Wyss [56] derives a closed-form solution for the time-fractional diffusion equation in terms of the Fox functions, and Wyss and Schneider [46] the fractional diffusion and wave equations. Mainardi et. al. [30] solve the space-time fractional diffusion equation providing a Mellin-Barnes integral representation of the Green functions in the complex plane. See also our recent paper, Atkinson and Osseiran [3] .
Another representation of the fractional derivative was introduced by Grunwald in 1867 and Letnikov in 1868. By starting with the limit definition of a function f at a point x, the authors generalize the limit definition of the nth order derivative to one or non-integer order q. This definition lends itself naturally to the study of discrete fractional calculus, and is utilized by Podlubny [40] and Podlubny et. al. [41] with a matrix approach. Gorenflo and Abdel-Rehim [16] study the convergence of the GrunwaldLetnikov scheme for the time-fractional diffusion. Other works on discrete fractional calculus include that of Lubich [28] in which the author discretizes the fractional integral. Shen et. al. [47] provide a detailed analysis of a conservative difference approximation, and Lin and Xu [27] apply finite difference and spectral approximations, both for the time-fractional diffusion equation. Other works on numerical solutions to fractional equations are discussed by, amongst others, Boyadjiev et. al. [4] , Diethelm and Ford [10] and Diethelm and Luchko [11] .
While discretizations of the time-fractional diffusion equation have been studied, these have been done from a numerical perspective, and the discretespace time-fractional process has itself not been studied in its own right.
Our goal is to work in continuous-time and define and study a discretespace time-fractional process. To this end, in Section 2 we describe a natural discrete probability setting, starting with the generator of a random process. This is generalized to obtain a time-fractional diffusion equation, taking the time derivative to be Caputo's fractional derivative of order 0 < α ≤ 1. The time-fractional case leads us to study Mittag-Leffler functions of generator matrices, the computation of which is discussed in Section 3. In Section 4, the derivation of integral representations for the time-fractional process's probability functions allows us to prove a convergence result. Specifically, the convergence of the time-evolution of the probability mass function in space of the discrete space process to that of the probability density function of the continuous one as the spacing in the discrete space goes to zero.
Fractional calculus and time-fractional processes
A fractional differential equation is specified by the generalization of the standard integer-order derivatives to fractional ones of arbitrary order. In an ordinary differential equation, when the values of the derivatives in the problem are known at a particular point, then the value of the solution of the problem can be found. In a fractional differential equation, however, the previous values of the derivatives and of the solution are required to find the solution. That is to say, these equations differ from standard ones in that the nature of the fractional derivative introduces a memory effect. This is due to the convolution effect appearing in the fractional case, which we see in the above definition of the fractional derivative.
Consider a random process whose spatial probability density evolves according to a time-fractional diffusion equation in which the time derivative is generalized to fractional order
where ∂ α ∂t α denotes a fractional derivative of order α, taken to be the Caputo fractional derivative of order α, where 0 < α ≤ 1. The operator on the right hand side is a linear operator which represents the generator of Brownian motion. In the case where 0 < α < 1, the Caputo derivative of a suitable function f (t) is given by
When α = 1 the fractional derivative reduces to the standard derivative ∂ ∂t f (t) and equation (2.1) describes the time-evolution of the probability density function in space of Brownian motion. In the discrete case the operator on the right hand side of equation (2.1) is given by a matrix, specifically, half the discrete Laplace operator in this case. A process whose density satisfies this equation is referred to as a timefractional process; equation (2.1) defines the time-evolution of its probability density function in space. Owing to the memory introduced by using the fractional derivative a process whose space PDF time-evolution satisfies this equation is now non-Markovian, in fact it has long-term memory.
Continuous-time discrete-space processes
With the goal of defining a discrete-space time-fractional equation, we begin this section with a discussion of generators and diffusion equations before discretizing space and generalizing to the time-fractional case. Let X t be an Itô diffusion satisfying the stochastic differential equation
where B t is a 1-dimensional Brownian motion, and μ and σ are the drift and diffusion coefficients. It is a well-known fact that the infinitesimal generator A of X t , as defined by the limit
can be calculated explicitly in terms of the coefficients of the above SDE, [36] . The real value x is the initial point of the process X t , i.e. X 0 = x. The infinitesimal generator A of the process X t of equation (2.3), is the operator defined to act on functions f in C 2 0 (R) as 6) subject to an initial condition p 0 (x), describes the time evolution of probability density function of X t .
To obtain a time-fractional diffusion, we again generalize the time derivative of order one in the above PDE with a fractional derivative of arbitrary order 0 < α ≤ 1 and specify the equation
where A is the generator given in equation (2.5), acting on the space coordinate. The processes whose probability density function is defined as the solution to this equation, owing to the memory introduced by using the fractional derivative, is now non-Markovian. We note that the generator of Brownian motion B t is given by
∂x 2 , half the Laplace operator. When this is used as the generator in equation (2.6) we obtain the standard diffusion equation, the underlying process of which is both Gaussian and Markov. When used in equation (2.7) the result is the time-fractional diffusion equation studied in the literature.
In order to work with a more general process, i.e. not be constrained to the Laplace operator and the related processes, but to be able to use any required generator, we describe and work with a discrete setting.
Discrete space
Our goal is to discretize the state-space of the time-fractional diffusion, retaining the linear non-fractional order of the space derivatives, but taking time to be fractional. Specifically, we look for a discretization of the partial differential operators that form the generator of equation (2.5). Natural discretizations of these operators are the discrete Laplacian Δ h and discrete gradient ∇ h operators given by
where h, a small positive real number, defines the spacing between the states of the discrete space Ω, and f is a function defined on Ω. In the limit as h → 0, we pass to the continuum, and these finite difference operators approach the first and second order derivatives respectively. Written in coordinate terms x and y in Ω, these operators are
8) The discrete state space Ω can be taken to be hZ, viewed as a discrete subset of R. This state space can be truncated at points on the far left and right so that it becomes a finite state space. These can be chosen at a state to which the transition is of a very low order of probability; in this case the generator is a matrix. We return to this in more detail in Section 3. We now define G to be the discrete operator version of the above generator in equation (2.5). Acting on a suitable function f (x), the tri-diagonal matrix G is given by
The discrete space time-fractional diffusion equation is the analogue of equation (2.7) using G, defined as 10) subject to the condition lim t→0+ P α t (x, y) = δ x,y , the Kronecker delta. When α = 1, the Caputo derivative reduces to the standard derivative ∂ ∂t , and the solution is given by the matrix exponential e tG ; in this case the process in question is a continuous-time Markov chain. The solution for general α involves the Mittag-Leffler matrix function which is the subject of the next section.
The coordinate values of the generator G of a process taking values in a countable state space Ω can be intuitively thought of as the first order change in the transition probabilities between states x and y in Ω during the infinitesimal time-interval dt. As equations, we have
and
We note that by its definition, the operator G allows the process to transit from its current state to the neighbouring states only. Furthermore it satisfies the properties of generating positive probabilities and conserving probability in that G(x, y) ≥ 0 for all x = y, and y G(x, y) = 0 for all x, where x and y are in Ω.
The Mittag-Leffler matrix function
We now solve the discrete-space time-fractional diffusion equation to obtain the Mittag-Leffler function of the generator matrix as the solution P α t . Applying the Laplace transform to the time-fractional equation, we have
where F (s) is the Laplace transform of the function P α t (acting on the time parameter). The equation is subject to the condition P α 0 = I, and we solve the above equation to obtain F (s):
From here, F (s) can be expanded in powers of s and the inverse Laplace transform computed term by term to yield the Mittag-Leffler matrix function
In the literature, Mittag-Leffler matrix functions appear in [21] as the solution of systems of time-fractional differential equations, and in [7] in a game-theory context.
We note the case where α = 1 the Gamma function in the denominator becomes Γ(1 + k) = k!, because k is an integer, and the Mittag-Leffler reduces to the matrix exponential.
We justify the existence of the Laplace transform in the matrix case in Section 2.5 below by assuming a spectral decomposition for G.
Convergence of Mittag-Leffler matrix series.
To establish convergence of the Mittag-Leffler matrix series, for an arbitrary N × N square matrix G and 0 < α ≤ 1, we write
The series is thus bounded by
and it remains to verify that the series on the right hand side, which is the Mittag-Leffler function of Nδ is convergent * . The limit of the ratio of the (n + 1)th and nth coefficients, lim n→∞
Γ(1+α(n+1)) goes to zero, for all 0 < α ≤ 1, and the series thus converges via the ratio test. The limit can be seen by taking Stirling's approximation of the Gamma function.
Infinitesimal probability conservation
Here we discuss the probability conservation condition of the generator, in its specification, specifically equation (2.9). Firstly, to see the behaviour for small t, we let δt be a small time; then, using the Mittag-Leffler matrix series of equation (2.12) we have
(2.16) * The term |G n (x, y)| denotes the absolute value of the x, y entry of the matrix G n .
That is, the Mittag-Leffler function starts at t = 0 as a stretched exponential, and in terms of coordinates x and y is
which when x = y is
For x = y the probability of moving away from x in time dt is the sum over all possible states y (y = x) given by
because δ xy = 0 for x = y. For each of these to be an infinitesimal probability, they must all be positive:
and probability conservation must also be satisfied, i.e.
From the analysis here we can see that these conditions are actually the same as those of the well known continuous time Markov chain: despite the fact that the time-fractional process is not Markovian, the constraints on the discrete space specification are the same. However, in equation (2.17) the error term, which is of order (δt) 2α , must be smaller than δt for these conditions to be consistent with the Markov case; this would require α > 1 2 .
Spectral properties of generator matrices
A square N × N matrix G is diagonalizable if there exists an invertible matrix U such that U −1 GU is a diagonal matrix, which we denote D, and the matrix G has the spectral decomposition given by
The eigenvalues d j can be complex, but for a matrix G satisfying the generator properties above, the eigenvalues lie along the negative real axis or are complex with a negative real part. When the matrix is symmetric, the eigenvalues are real. In general, when complex, the eigenvalues appear in conjugate pairs. A matrix is said to be stable if and only if all its eigenvalues have negative real part, and a matrix G can be shown to be stable if all the solutions of x (t) = Gx(t) converge to zero as t goes to infinity. The matrices G obtained from the above discretization of second order differential operators are all stable as they satisfy this property. For example, the generator of discrete Brownian motion,
In the general case, we write the jth complex eigenvalue as
The spectral properties of the generator matrix G become important: to have a meaningful Laplace transform of equation (2.10), specifically, a matrix argument, leading to equation (2.11), and a meaningful inverse, the function F must be well defined along the real line. If we think about the matrix function in terms of the diagonalized form, we immediately see that given these elements have negative real parts, the specification of the Laplace transform and its inverse are both meaningful.
Furthermore, given a generator G with the spectral properties described in this section, one can apply asymptotic formulae for the Mittag-Leffler function to the case of large t. Assuming G is an invertible matrix, then
This can also be derived using the well defined Laplace transform pair
noting that under certain conditions satisfied here, the limit of the Laplace transform F of a function f satisfies
by the final value theorem.
Computing the Mittag-Leffler Function
In this section we discuss the computation of the Mittag-Leffler function, specifically that of matrix argument. To highlight the complexity of being in a non-Markov environment, we contrast the Markov case of α = 1 and the matrix exponential with the Mittag-Leffler case.
The Matrix Exponential
When α = 1, the Mittag-Leffler function reduces to the exponential function, and likewise, as discussed in the matrix case, the Mittag-Leffler matrix function reduces to the matrix exponential. Amongst other uses, the matrix exponential can be utilized to solve systems of linear ordinary differential equations, and exponentiating the generators of Markov chains yields their transition probability matrices. Accordingly, many methods for computing the matrix exponential have been developed and refined; these are surveyed in Moler and Van Loan [35] .
The "scaling and squaring" method, which has recently been refined by Higham [20] , takes advantage of the fact that it is possible to multiply matrices with a large number of elements efficiently. More importantly, it uses the property of the exponential e A = e A n n . We describe the algorithm in the context of computing the transition probability matrix of a continuous-time Markov chain: Obtaining the matrix of transitions from time 0 to time t involves exponentiating the generator matrix G, i.e. finding e tG . For a small enough time scale δt, we can approximate e (δt)G with a truncated Taylor series I + (δt)G + · · · , or via a Padé approximation. Then the transition matrix can be computed as e tG = e (δt)G t δt . If we select δt so that t/δt is a power of 2, say 2 j , then this involves just squaring the matrix j times. A common criteria for the selection of δt is that t/δt is the smallest power of 2 for which * δt G ≤ 1.
We refer to [20] and [35] for more details, but note that this property of the probabilities as exponentiated generators is essentially the ChapmanKolmogorov equation, written in matrix format. In the context of MittagLeffler functions, as discussed earlier, the memory introduced by the fractional derivative means the processes that are governed by the time-fractional diffusion equations will be non-Markovian, and will thus not satisfy the Chapman-Kolmogorov equation. The "scaling and squaring" algorithm, and any other algorithm that benefits from such properties of the exponential function, will fail in the Mittag-Leffler case. We note that while the * The 2-norm defined for a matrix
addition of memory makes the processes interesting, it also makes their use more difficult.
The Mittag-Leffler function
In the non-matrix case, the computation of the Mittag-Leffler function is studied in [17] .
In the context of computing the Mittag-Leffler matrix function itself, Kaczorek [21] solves a system of time-fractional linear ODEs in terms of a Mittag-Leffler matrix and then extends the classical Cayley-Hamilton theorem to fractional systems. This method is discussed under polynomial methods in the computation of the matrix exponential in the survey [35] . While it is interesting that this method works for the Mittag-Leffler matrix function in the same way it does for the matrix exponential, the inefficiency of the method carries over. While possible for systems involving only a handful of equations, i.e. a matrix with few elements, for larger sized matrices it is not viable.
Weideman and Trefethen [52] study various contours in the search for an effective method for the numerical inversion of the Laplace transform, based on the Bromwich contour. Specifically, they obtain the function f (t)
where σ 0 is the convergence abscissa and σ is chosen as such so that the singularities of F (z) all lie in the open half plane Re z < σ. The two deformations of the Bromwich contour are the parabola and a hyperbola, both beginning and ending in the left hand plane, winding around the negative real axis. The goal behind this is to increase the decay in the integrands thus speeding up convergence and making the use of a quadrature viable. * The Mittag-Leffler function admits the following series; these appear in Erdélyi [12] but the later of the two dates back to Wiman [53] , [54] :
for | arg z| ≤ 3 4 απ, |z| → ∞, and
for 3 4 απ ≤ | arg z| ≤ 2π − 3 4 απ, |z| → ∞.
As an application the authors apply these to computing the solution of the time-fractional diffusion equation
∂t α u t = u xx by changing the problem to one on a discrete space and working with matrices. Specifically the use of the discrete Laplace operator whose eigenvalues lie along the negative real axis and are thus inside the selected Bromwich contours.
Firstly, starting with the series definition of the Mittag-Leffler function, if t α G is sufficiently small, then the Mittag-Leffler matrix function E α (t α G) can be computed with a truncated Taylor series, the error from which can be easily approximated. The size of t α G determines how many terms one will ultimately have to compute to achieve a specific degree of accuracy. On the other hand, if t α G is large, then one can apply the asymptotic series of the function, again truncating with a number of terms.
Global rational approximations
Padé approximations for the Mittag-Leffler function are discussed in Starovoitov and Starovoitova [48] , where the authors show that the approximants serve uniformly on the compact set {|z| ≤ 1}. While the Padé approximation is better than a truncated Taylor series, it is not necessarily compatible with the asymptotic behaviour for large arguments. These are naturally extendable to matrices. However, when t α G 1 both Taylor series and Pade approximations require many terms, making them in efficient, and these methods also suffer from roundoff errors, which make them unreliable.
In a detailed study of fractional-order viscoelasticity, Freed et. al. [15] provide a table of coefficients of rational approximants to the function E α (−x α ), x ≥ 0, α ∈ {0.01, 0.02, 0.03, . . . , 0.98, 0.99}, noting the need for a method that covers intermediate values of x, where neither the Taylor series nor asymptotic series of the function will suffice. The authors begin with an integral representation of the function that can be used to calculate values to arbitrary accuracy in a finite element setting, then using these exact values of the function for a set of points x in [0.1, 15] the coefficients of the approximant are solved for. These results are superior to those of [48] because it is the exact values of the function at intermediate values being approximated with a rational function, compared to just the Taylor series. Nonetheless, we find it interesting to derive rational approximations in a different manner.
Winitzki [55] discusses a global rational approximation, that provides uniform approximations for transcendental functions. These allow one to use both Taylor and asymptotic series that the author uses to find good approximations of several functions including the error function, the inverse tangent and some Bessel functions. We apply this method to the MittagLeffler function.
The function E α (−x) is finite everywhere on the interval (0, ∞) and the function admits the two series:
To get the first coefficient of the asymptotic series to be 1, we work instead with the function Γ(1 − α)xE α (−x), which admits the two series above, multiplied by Γ(1 − α)x. We now look for a rational approximation of the form
for some integer v to be optimally chosen. The problem is to find the coefficients p i and q i such that equation (3. 3) has the correct expansions at x = 0 and x = ∞. Since the leading term of equation (3. 3) at x = ∞ is p v /q v , we can set p v = q v = 1. This formulation is similar to the problem of Hermite-Pade interpolation with two anchor points, except that one of the points is at infinity, where we use an expansion in x −1 . The unknown coefficients p i and q i are found from the system of linear equations
After the choice p v = q v = 1, these two equations form an inhomogeneous linear system of (m + n − 1) equations for 2v unknowns
Therefore when a solution exists it is unique if m + n is odd.
As an example, we take v = 2 and are thus searching for an approximation for the function Γ(1 − α)xE α (−x) of the form
where the two series for Γ(1 − α)xE α (−x) are truncated to orders m = 3 and n = 2, yielding the functions
Making the necessary substitutions and collecting powers of x, we find the following values:
Separating the function E α (−x), its global rational approximation is given, in terms of these parameters as
for α in (0, 1) and x ≥ 0. As an example, for α = 1/2, using the values Γ(1/2) = √ π and Γ(3/2) = 1 2 √ π, we have
What is interesting about approximations such as this is that it agrees with the behaviour of E α (−x) very well for small x and large x while providing a good approximation over intermediate values, uniformly. For example, the maximum error over the negative real axis for the v = 2 global rational approximation in the case of α = 1/2 is less than 0.8% (this, as expected occurs at an intermediate value of x). Higher-order approximations, i.e. values of v greater than 2, can be computed to gain greater accuracy, and these require nothing more than solving a system of equations * . Heuristically the approximation is best when m and n are close.
In terms of matrices, this rational approximation can be applied to compute the function E α (t α G). If the matrix admits a known real spectrum, such as the discrete Laplacian as discussed in Section 2.5, then the rational approximation which has a unique solution for specified powers, * We note that these systems of equations can even be solved symbolically in terms of the Gamma functions via any number of packages. This yields the coefficients pi and qi to any degree of accuracy.
can be applied to approximate each of the terms E α (t α d i ) in one matrix computation, and thus approximate E α (t α G). Alternatively this can be applied directly to the matrix, but the terms on the denominator will need to be inverted after being summed * . We end this section by returning to the earlier discussion of the dimension of the state space. The space hZ is countable, but to work with finite matrices one must truncate this. Two points can be selected, one on either side of the initial state of the process, so that the probability of reaching these states is negligibly small. One can continue to expand the state space until the end points have such probability.
It remains to specify the behaviour of the process at the boundary of the domain, i.e. at these two points. The choice of absorbing boundary conditions works well as long as the discrete state-space is large enough so that the process doesn't reach the boundary. In terms of the generator, these conditions are imposed by simply setting (all elements of) the first and the last row to zero identically; and this does not violate the pervious conditions on the generator.
We also note that this discrete space setup also lends itself to boundary value problems. If one wishes to impose an absorbing condition at a point L in Ω, then one assigns row L of the matrix, and all rows beyond it (be * A matrix inversion is less computationally intense than a full matrix diagonalization, assuming both exist.
it above or below the starting point) to be zero. The same holds for two absorbing states.
Time-fractional convergence
In this section we first derive integral representations for the evolution of both the continuous-space time-fractional process and a discrete-space time-fractional process which we describe below. These integral representations play a key role in our convergence theorem. We denote, with p α t (x, y), the solution of the time-fractional diffusion equation: 
Continuous-space time-fractional PDF
To solve equation (4.1) in terms of a Mittag-Leffler function we first obtain a spectral representation of the space operator, half the Laplace operator, on the right hand side of equation (4.1) using the Fourier transform * . It is well known that
Thus, F(Δf )(p) = −p 2 F(f )(p) and so the spectral representation of our space operator is
Noting that by applying Laplace transforms to the equation
, we combine this with * We take the definition of the Fourier transform of an integrable function f as
and the inverse Fourier transform
e ipx dp.
the above Fourier transform to find the following representation:
ip(x−y) dp. (4.4) This reduces to the non-fractional case when α = 1, and the Mittag-Leffler function reduces to the exponential function. In this case one obtains
exp −(x − y) 2 /2t that we recognize as the transition probability density function of a Gaussian process. We note that the integral representation of equation (4.4) is consistent with those derived in the literature, for example in [45] .
Discrete-space time-fractional PMF
In this section we again search for an integral representation in this case of the time-evolution of the probability mass function of the discrete state space process. This function, which we denote as P 
subject to the condition lim t→0 P h,α t (x, y) = δ xy , the Kronecker deltafunction.
In this case we have defined the operator Δ h as in Section 2.2 and we assume the countable state space hZ, viewed as a subset of R. To proceed to the integral representation of P h,α t (x, y) we must obtain a spectral representation for the discrete Laplace operator Δ h . Before attempting a spectral decomposition we know that as a real symmetric matrix, Δ h will have a real spectrum. To find this spectrum we apply a semi-discrete Fourier transform, essentially the analogue of the fourier transform above, defined by:
where φ is any element of
The representation of the probability mass function P h,α t now follows, using the spectral decomposition of equation (4.7), we have
This function gives the time evolution of the probability mass function in discrete space. We note that the integral representations obtained so far have the distinct property that the time and space parameters appear independently; the integrand is a product of two functions, one depending on t, the other on the difference x − y. This will ultimately allow us to bound the difference between these two in the limit as h goes to zero and establish convergence of the discretization in the time-fractional case.
The convergence
We have established representations for both the time evolution of the continuous-space time-fractional probability density function, and the time evolution of the discrete-space probability mass function, both as integrals, given by equations (4.4) and (4.7) respectively. In this section we state and prove a theorem about the convergence of the discrete-space timefractional process PMF to the continuous-space time-fractional PDF as the spacing h goes to zero. In the time-fractional context the numerical schemes in the difference approximations, in space and in time, in both Shen et. al. [47] and Lin and Xu [27] are shown to be convergent. Results for the Markov case can be found in Kushner and Dupuis [26] in which * Operating with F h on Δ h (f ) for suitable functions f gives
the authors discretize both space and time, and analyse the convergence in distribution of the approximating Markov chains to the diffusion process. Also, Albanese and Mijatovic [1] establish the optimal convergence rate for the probability density function of the discretized process as the distance h between the nodes of the state-space of the Markov chain goes to zero. We can now state and prove the convergence theorem. P r o o f. To prove this result, we need to estimate the difference which we denote as
Since P t (x, y) is defined on the discrete space hZ, then for a fixed y this should be compared with the probability that the continuous process lies in the interval [y,
t (x, y) should converge to p α t (x, y) which as h goes to zero is the limit of the average of p α t (x, y) over the interval [y, y + h).
We define a(h) to be the function 8) so that the function a(h) goes to infinity as h → 0 but is bounded above by the function π/h as h → 0. We also note that a(h) satisfies the limit ha(h) 5 → 0 as h → 0. We now split the domains of integration into 3 the regions:
, over each of which the integrands behave differently. Writing the difference D(h) over these new domains, we obtain the following inequality:
ip(x−y) dp
The modulus is taken inside yielding this inequality, and the terms e ip(x−y) vanish as they are of modulus one. The factors of 2, appearing in front of each term, are the result of omitting the integrals over the symmetric regions and noting that the integrands are even functions. The removal of the modulus from the integrand of the last term is justified by the positivity of the E α (−x), x ≥ 0 as discussed above. In the remainder of the proof, we handle each of these integrals separately, labeling them by I 1 (h), I 2 (h) and I 3 (h) respective to the order they appear in equation (4.10). The combined results for all three integrals yield the required result of the theorem.
because the error from truncating an alternating series with monotonically decreasing terms is bounded above by the absolute value of the first term after the truncation, here being h 2 p 4 4! 4 t α σ 2 . Our strategy is to approximate the difference in I 1 (h) by exploiting these properties along with the monotonicity of the Mittag-Leffler function, specifically E α (−x) being monotone decreasing for all x ≥ 0, 0 < α < 1, that gives us the inequalities
The term E α −p 2 + h 2 p 4 3!t α σ 2 we now expand as follows:
where the series appearing after the equality is alternating, by virtue of the completely monotonic nature of the function, and in which each of the derivatives of the function E α −p 2 are bounded for p ∈ 0,
2 a(h) . The inequality follows again from the bound on a truncated alternating series, and the fact that h is small. To conclude our bound on the integral I 1 (h) we note that ∂ ∂p 2 E α −p 2 is an increasing function on the domain of integration, again in reference the complete monotonicity which tells us that its derivative, the second derivative of E α −p 2 with respect to p 2 , is positive. Using these, we now find
a(h) 0 p 4 dp (4.17)
The first inequality follows from equation (4.15) . The second uses the fact that the term inside the brackets of equation (4.16) is both positive and bounded on the interval 0,
2 a(h) , and the integral of equation (4.16) is thus bounded by that in equation (4.17) multiplied by the maximum preceding it. It is also the case that owing to the monotonic decreasing nature of this term, the point p = 0 appearing in equation (4.18) is where the maximum is attained over the domain of integration. The Gamma function appearing in equation (4.19) , the value of the derivative at zero, is seen by conducting a term by term differentiation of the Mittag-Leffler series and evaluating at the point zero. Equation (4.20) concludes by expressing the bound on the first of our integrals in terms of powers of h and a(h), and a positive constant C 1 independent of h.
Bounds for the integral I 2 (h): The integral I 2 (h) is given by
The strategy here is to obtain the asymptotic behaviour of this integral as h → 0, making use of the asymptotic power series for Mittag-Leffler function given in equation (3.2) . Knowing that the arguments of both Mittag-Leffler functions in the integrand of I 2 (h) lie along the negative real axis, we have the following asymptotic power series as x → ∞: , we apply linearity of the asymptotic series to obtain an asymptotic series, to N terms, for their difference:
as h → 0. By definition the function a(h) goes to infinity in this limit and thus both these series are justified on the domain of integration [a(h), π/h], independently and then combined. We now apply the following property of asymptotic power series: the difference between a function f (x) and the first two terms b 0 and b 1
x of its N term asymptotic power series, when it exists, is integrable. The series appearing here involves only even powers of p, so b 1 is zero, as is the term b 0 , implying that the right hand side of the above equation is integrable. We have:
The difference inside the brackets is negative for all k ≥ 1, p ∈ [a(h) via by definition of the function a(h) we know that lim h→0 ha(h) = 0. We conclude that
as h → 0, for arbitrary N . The coefficients c k are a set of decreasing terms in k which we pick up through the various integral evaluations, the first of which, c 1 , is observed in and only in equation (4.27) , and is c 1 = − 2 π . The first term of the series of equation (4.30) is thus positive, noting that Γ(1−α) > 0 when 0 < α < 1, and this concludes our analysis of the integral I 2 (h).
Bounds for the integral I 3 (h): The integral I 3 (h) is given by
2 dp (4.31)
which we treat using the following limit:
x E α −λp 2 dp xE α (−λx 2 ) = 1 , for any λ ∈ (0, ∞). (4.32) That is to say, ∞ x E α −λp 2 dp and xE α −λx 2 are asymptotically equivalent as h → 0.
To establish this limit we shall need to know the asymptotic behaviour of the derivative of the Mittag-Leffler function E α (−x 2 ) with respect to x. Firstly, the asymptotic power series for E α (−x 2 ), can be obtained from equation (4.22) . Noting that the derivative of the Mittag-Leffler function E α (−x) is a monotone increasing on [0, ∞) and is a bounded function, it admits an asymptotic series for x → ∞. The existence of the asymptotic series for the derivative, and knowledge of the series for the function itself mean we can legitimately differentiate the latter, term by term, to obtain that of the former: 
Conclusion
In this paper we defined and studied in continuous-time a discrete-space time-fractional process. This involved the application of a natural discretization scheme to the generator of a diffusion and generalizing the time derivatives to one of arbitrary order. Using fractional calculus we solved these equations and studied the solutions given in terms of Mittag-Leffler matrix functions. The computation of such matrix functions was studied and new global rational approximations derived. The derivation of integral representations for the time-fractional process's probability functions allows us to prove the convergence of the time-evolution of the probability mass function in space of the discrete space process to that of the probability density function of the continuous one as the spacing in the discrete space goes to zero.
