We propose a method to analyze family-based samples together with unrelated cases and controls. The method builds on the idea of matched case-control analysis using conditional logistic regression. For each trio within the family, a case (the proband) and matched pseudocontrols are constructed, based upon the transmitted and untransmitted alleles. Unrelated controls, matched by genetic ancestry, supplement the sample of pseudo-controls; likewise unrelated cases are also paired with genetically matched controls. Within each matched stratum, the case genotype is contrasted with control/pseudo-control genotypes via conditional logistic regression, using a method we call matched-conditional logistic regression (mCLR).
Introduction
In addition to sample collections for specific diseases, genotype data from large samples of unrelated controls are freely available for common use [5] . Examples include the Welcome Trust's Case Control Collaboration and the databases in the Genotypes and Phenotypes (dbGaP) archive from tens of thousands of individuals.
The two most common sampling techniques for studies of association are the case-control design and the family-based design. Due to demographic, biological and random forces, genetic variants differ in allele frequency in populations around the world, creating population structure or stratification reflected by ancestry. As a consequence, case-control studies are susceptible to spurious associations between genetic variants and disease status [6] . As more data are assimilated for combined analysis, the challenge of spurious associations due to population structure increases [7; 8; 9] .
For the case-control design, a large panel of genetic markers can be used to estimate genetic ancestry by using principal components analysis (PCA) [10; 11] or related dimension reduction techniques [12] , which are referred to as eigenmaps. These low dimensional maps encode the relative genetic similarities and differences amongst individuals. Indeed, the principal eigenvectors often reflect geographical distribution as well as hidden structure in human populations [13; 14] . Given ancestry coordinates, the effects of population stratification can be removed either by regressing out their effects [10] , or by matching cases and controls of similar ancestry and performing conditional logistic regression [15; 16; 17; 18; 12].
Family-based designs are robust to population stratification. For simplicity, we will only consider the trio design, in which both parents are genotyped along with the affected offspring. Analysis involves designation of a case (the affected offspring) and matched "pseudocontrols" inferred on the basis of the transmitted and untransmitted alleles of the parents [19; 20; 21; 22] . The structure of the data is equivalent to a matched case-control sample and hence can be analyzed via conditional logistic regression [23; 24] . An extension to more general types of family data can be found in the discussion.
The research problem we address here is how to use both case-control and family-based data in a test for association that is powerful yet robust to population stratification. Toward this purpose, the combined association analysis method was developed by [25] and refined by [26] . Those approaches provide greater power in association studies than using either case-control or family-based samples separately. The drawback is that they make a strong assumption about the sample with respect to population structure. If the assumption fails, the tests can lead to spurious associations. Although this assumption can be met by partic-ularly well planned studies, it is impossible to guarantee if data are combined across many studies.
We propose a hybrid analytical approach that is robust to differences in sampling distribution across studies, controls Type I error and yet attains good power. This method requires that sufficient genotyping is available on all samples to permit matching samples based on genetic ancestry. To test for association, the matched strata are analyzed within a conditional logistic regression framework. To this end, we will refer to our method as a matched-CLR (mCLR) approach.
The success of our approach depends upon the quality of the eigenmap. In practice the map can be constructed from the full sample of individuals available, or a representative base sample. The base sample might include individuals from a broad range of ancestry, or a fairly homogeneous sample. Once constructed, new individuals can be projected onto the ancestry map based on their genotypes using the Nystrom approximation [27] . To illustrate how the map varies depending upon the choice of base sample we use two public databases that have samples of people of European ancestry and sufficient demographic data to permit classification of each person to country of origin. In the first sample, individuals were collected for the Human Genome Diversity Project (HGDP) to reflect the genetic diversity of current human populations, thereby enhancing studies of human evolutionary history [28] . This sample emphasizes distinct populations, including isolated and geographically well-separated peoples. In contrast the Population Reference Sample (POPRES) was assembled with the goal of bringing together a set of DNA samples that would support a variety of efforts related to pharmacogenetics research [29] . It tends to represent major populations. The features of these collections will be used to examine the performance of eigenmaps constructed using a variety of base samples. (45) , and other (647). From the more than 650,000 markers typed on HGDP and 450,000 on POPRES, focusing on the fraction that were present on both platforms, we selected tag SNPs using H-clust [30] to ensure that pairs of SNPs have correlation of 0.04 or less. Ultimately, we chose 14,650 (approximately) independent SNPs that passed our quality control in both European databases.
Methods Data

Matched Analysis
Let G denote the minor allele count for a subject (0,1 or 2) and D denote the disease outcome (1 = affected and 0 = unaffected). Define the genotype relative risk (GRR) [21] as
For a multiplicative model, ψ 1 = ψ and ψ 2 = ψ 2 ; equivalently, the log GRR is linear in G with coefficient β = log(ψ). We wish to test the hypothesis β = 0, using both case-control and family-based data.
The Euclidean distance between individuals in the eigenmap are representative of their ancestral differences. Either the fullmatch or the pairmatch algorithm [31] can be used to find genetically homogeneous strata. For the case-control design, the fullmatch algorithm minimizes distances between individuals within strata with the constraint that each stratum consists of either a single case matched to one or more controls, or a single control matched to one or more cases within. Alternatively, the pairmatch algorithm minimizes the distances between cases and controls in strata with the constraint that each case is matched with a single control. The contribution to the likelihood for the k'th matched stratum, including 1 case (i = 0) and m controls (i = 1, . . . , m), follows the conditional logistic form, e x 0 β / m i=0 e x i β .
A traditional approach to family-based analysis of parents and a single affected offspring (trios) is to treat the transmitted alleles as the case genotype and the remaining possible but unrealized genotypes as pseudo-controls using conditional logistic regression [23; 24; 21; 22] ; X-linked loci are treated analogously for alleles. As noted by Self et al. [23] , conceptually the family-based design is essentially equivalent to a case-control study in which the controls are sampled from hypothetical siblings. Thus for the purpose of analysis both case-control and family-based designs can lead to strata, each consisting of a case and one or more controls.
Eigenmaps
As a first step we estimate the genetic background of unrelated individuals (unrelated cases, unrelated controls, and trio probands) using a dimension reduction technique. Let x ij be the minor allele count for the i'th subject and the j'th SNP in a matrix X. Center and scale the columns of X by subtracting the mean and dividing by the standard deviation. Assuming a sample size of N , traditional PCA decomposes XX t using eigenvalue decomposition to obtain the eigenvectors, (u 1 , . . . , u N ), and eigenvalues, λ 1 ≥, . . . ≥ λ N . Rescaled eigenvectors map the i'th subject into an s-dimensional space according to
Rather than using traditional PCA, we utilize a variant of this approach that arises from spectral graph theory [12] . The basic idea is to represent the population as a weighted graph, where the weights reflect the degree of similarity between pairs of subjects. As with PCA, the graph is then embedded to a lower-dimensional space using the top eigenvectors of a function of the weight matrix. Lee et al. (2010) show that the spectral graph approach leads to more meaningful clusters than ancestry estimated via PCA. Eigenvectors calculated based upon PCA are strongly affected by uneven sampling of populations [32] . While somewhat susceptible to this bias, the spectral graph approach (SGA) is more robust to cluster size [33] . Moreover, SGA also identifies eigenvectors that successfully separate the data into homogeneous clusters that frequently correspond to demographic labels [12] .
To perform spectral graph analysis (SGA), we start with the PCA kernel, XX t and create a weight matrix W for spectral analysis:
where x i and x j are row vectors of X. These w ij are the edge weights of the graph. Let The base sample, consisting of subject i = 1, . . . , n corresponding to the centered and scaled allele count vectors x 1 , . . . , x n , defines X and determines the eigenmap. To project a new individual with scaled allele count vector z onto this basis we use the Nystrom approximation. The weight associated with an edge between z and x is
The degree associated with z is
The eigenvector coordinates for dimensions k = 1, . . . , S for z are
Using these eigenvector coordinates we can map new individuals into an existing eigenmap using (1).
Combining Trios, Cases and Controls
As a first step we estimate the genetic background of unrelated individuals (cases, controls, and trio probands) using a dimension reduction technique. Here as an illustration we consider genotypic data from the International HapMap Project (30 CEU trios) and from the POPRES database [29] . Trio probands are matched to one or more controls that are genetically similar based on the eigenmap (Fig. 1) [17]. The Euclidean distance between individuals in this eigenspace are representative of their genetic differences. When data consist of family-based samples as trios of parents and their affected offspring, as well as additional controls, we will prefer one case:many control matching.
For trios, pseudo-controls are automatically matched by ancestry with the corresponding proband, and will be contrasted to the case genotype. Additional information can be garnered by clustering trio probands with unrelated controls. In this way we identify additional controls who are matched by ancestry to the probands (Fig. 1) . The structure of the data is equivalent to a matched case-control sample and hence can be analyzed via conditional logistic regression.
Some adjustments to the fullmatch algorithm are necessary in practice. There is a computational advantage to limiting each stratum to include only one case. Specifically, for computational reasons, the conditional logit algorithm works best for 1 : m or m : 1 matching.
In the general case of n:m matching the contribution of the k-th stratum to the conditional likelihood is
. One can see that by adding multiple cases to a stratum we are increasing the number of terms in the denominator. For instance, if m = 20 and n = 1, 20 terms are in the denominator, whereas at n = 2 it is 190 terms, and at n = 3 it is 1140 terms.
By design there are multiple pseudo-controls per case. Therefore we maintain the 1 : m structure by matching additional controls to the case, if the ancestral match is suitable.
Moreover, to be useful in the association analysis, every unrelated case must be matched to an unrelated control. Thus we first match unrelated cases to one or more unrelated controls.
These individuals are then set aside as matched strata. Next we use fullmatch to cluster trio probands with the remaining unrelated controls. If fullmatch defines a cluster that includes multiple trio probands, one proband is selected at random to remain in the stratum. The extra probands are each moved to their own strata together with their ancestrally identical pseudo-controls. We now have K strata consisting of 1 case and n k controls in stratum k.
Some unrelated controls will not be similar enough to any probands to merit inclusion in the study. For example, the HapMap trios can only be successfully matched to a subset of the full European sample in POPRES (Fig. 1 ). Likewise some unrelated cases might not be well matched by any unrelated controls in the study. SpectralGEM provides features that facilitate the removal of individuals who can not be successfully matched because their genetic ancestry is too remote, relative to the others in the sample [17; 12]. These individuals should be removed from further consideration in the association study. Once the strata are established, a natural next step is to compare the differences in genotypes between the case and controls by using conditional logistic regression (CLR).
Results
Ensuring a robust eigenmap for matching by ancestry.
Based on our analysis of eigenmaps estimated from data for each continent in the HGDP sample, we can see that individuals cluster with remarkable consistency by population and geographic region ( In essence, the eigenspace aims to separate clusters like those included in the base. As a result, when using HGDP as a base, the axes do not highlight the differences in the POPRES sample causing them to clump together in the center of the eigenspace (a). Likewise, when using a POPRES base, the axes do not capture the strong differences in the HGDP data (b).
Using data from both repositories produces an eigenspace that better reflects the full range of variability in the data (c,d). Using a balanced sample from the available data improves the separation between these populations (d).
Using the balanced sample we compare the HGDP populations with particular subsets of the POPRES data ( In total the similarity of the populations of like ancestry suggests that the eigenmap based on ancestrally balanced samples is providing a meaningful representation of ancestry that can be used to match cases and controls of unknown ancestry in practice.
Assuming a public reference sample is available to serve as a control, the objective is to select a set of controls with ancestry similar to the cases without the aid of detailed demographic records of ancestry. To this end we conduct an experiment to see how well we can match individuals in the projected sample to those in the base sample by pair matching to minimize the total pairwise distance in the eigenmap [31] ; and by matching at random within each of the 7 strata in POPRES and 8 strata in HGDP. Distances observed for the two different matching criterion are similar ( Supplementary Fig. 4 ), which suggests that the eigenvectors are mapping populations in correspondence with subtle demographic labels.
We conjecture that eigenmaps are most successful when the base sample is a diverse but representative sample. If our conjecture is correct we predict that analysis of worldwide samples will highlight continental differentiation, but obscure fine-scale ancestral differentiation.
To examine this prediction we construct an eigenmap using the full sample of 51 populations from HGDP. Using this base, we identified 12 significant dimensions of ancestry. In clustering individuals based on this 12 dimensional space, we successfully clustered individuals by continent, but lost the ability to identify many of the individual populations within continents that were apparent at the continental level (Supplementary Fig. 1 and 5 ). For example, the 6 formerly distinct African populations now cluster together; the 6 regionally distinct clusters of East Asians now cluster into a southern and northern component; and all Europeans cluster together.
Simulations to demonstrate effectiveness of control over stratification in mixed population and family-based samples.
To simulate the marker information for the unrelated case-control data we use the BaldingNichols model [34] . We generate samples from C subpopulations with a fixed F st to model the difference in allele frequencies between populations. Trios are also generated from each of the C populations.
To simulate genotypes for case individuals drawn from subpopulation c = 1, . . . , C, allele counts 0, 1 and 2 are assigned with probabilities
respectively, where p c is the minor allele frequency in population c for controls
c and ψ is the GRR. For the trio data, there are ten family types. For every locus or marker, l, and c, a family type was generated using the probabilities found in Table 1 . These probabilities are based on the assumption of the Hardy-Weinberg equilibrium in the parental generation.
To compare the mCLR method with the combined association approach, we simulated a simple scenario including population stratification by sampling the trio data in proportion, q and 1 − q, from C = 2 subpopulations. The unrelated controls were sampled with equal probability from the two subpopulations. For this sampling scenario, the two samples were combinable without concern for population heterogeneity only when q ≈ .5. To examine the false positive rate when the sampling proportions in subpopulations are not the same, we varied q between .1 and .5, and set the GRR at ψ = 1 (under a multiplicative model with no risk). Each simulation included 500 controls and 500 trios. Three levels of stratification were simulated: F st = .001, .01, .05. As expected the mCLR did a better job than the combined association analysis in controlling for spurious associations in the presence of population stratification (Fig. 5) . When F st = .05, the combined association analysis produced unacceptably high Type I errors at every level of q. Even when the two populations are quite similar genetically (F st = .001), the combined association analysis produced false positives at a rate above the threshold value of α = .05 when sampling ratios are substantially unbalanced. Epstein et al. [26] recommends testing whether the data should be combined prior to performing the analysis. If that test were successful, it would prevent inflated Type I errors, but would also fail to capture the information in the unrelated controls samples.
We next compared the power of the mCLR design with the combined association analysis using a model that favors the combined association analysis. Data are generated with no population structure (C = 1) so that matching is unnecessary. In this scenario it is well known that matching leads to a modest loss in power [35] . Using 500 controls and 500 trios, we calculated the power for ψ ranging from 1 to 2. From Figure 6A , we can see that even in the worst case scenario, mCLR exhibits only a modest loss of power. The greatest loss of power occurred in the interval 1.1 < ψ < 1.4, with a maximum reduction of 6% occurring at ψ = 1.2.
Thus far power calculations were based on simulations restricted to 1:1 matching of probands to unrelated controls. Next we examined what would happen to the power if we increased the ratio of controls matched to the trio proband within each stratum. For instance in Figure 1 each HapMap trio could be matched to many POPRES controls. Therefore, we decided to vary the ratio of unrelated controls to each trio proband for three levels of relative risk (ψ = 1.3, 1.4, 1.5). To make the simulations more realistic we used features of the POPRES database [29] . In the European sample of POPRES we identified C = 6 large, genetically homogenous clusters [12] . Within each of these 6 clusters we computed the allele frequencies for 10,000 randomly selected SNPs, each with minor allele frequency greater than .05. Using these allele frequencies we generated 50 trios from each of the 6 subpopulations.
Next, we generated unrelated controls from these 6 subpopulations to obtain, on average, a matching ratio of R. We vary R from 0 to 20. From Figure 6B we can see that the power increases as we add in controls to every case but it appears to plateau as R approaches 10.
Adding many more controls does not add any new information to the model.
Application to Type 1 Diabetes
In previous studies Type 1 diabetes (T1D) has demonstrated a strong association with the HLA region of chromosome 6 [36] . To illustrate our method we consider joint analysis of 19 T1D trios with just over 2000 independent controls. All family and control samples are of European ancestry; for details about the data see Luca et al. [17] . First, we estimated the ancestry of the controls and plotted them against their two most significant axes of genetic variation using SpectralGEM. We then projected the 19 trio probands onto the control's eigenmap using the Nystrom approximation (Supplementary Fig. 6 ). The fullmatch algorithm identified 19 distinct strata, each including exactly one trio proband, and between 19 and 359 controls. We call these unbalanced strata "all controls", to indicate that we matched the full sample of controls. For our analysis we also chose the closest m controls to each case, where m=5 and 10. For SNPs in the HLA region, we evaluated mCLRs success at detecting association with T1D. From our results it is apparent that as m increases our power to detect certain SNPs increases (Fig. 7) . The best p-value is over an order of magnitude better for m=10 than m=0 and well over two orders of magnitude better when using all of the controls. The strongest signals occur at SNPs rs241427 and rs9273363 located near the confirmed T1D susceptibility locus HLA-DQB1 within the HLA class II region [36] .
Discussion
In a genetic association study, as the sample size grows, the effect of population substructure becomes more serious. If not modeled correctly, even subtle correlations between individuals of common ancestry begin to affect the distribution of tests of association causing a greater number of spurious associations [7; 8; 9] . Thus, for sound inferences from GWAs, especially those using samples of diverse ancestry, it is important to control for ancestry differentiation.
Family-based samples and association analyses, such as trios of parent and affected offspring and analyzed by FBAT [37] , are robust to population structure.
Current data repositories include samples of families large enough to generate intriguing results, but typically not large enough to yield genome wide significance for variants with small to moderate effect size. We propose a hybrid design we call mCLR that simultaneously utilizes the information from unrelated case-control samples, trio data, and freely available controls obtained from a generic database. The method builds on the principal of matching by ancestry to remove potential confounding effects of population stratification. Thus trio probands are matched to unrelated controls based on ancestry, and pseudo-controls based on genetic transmission. Unrelated cases are matched to unrelated controls based on ancestry. Both family-based and case-control study designs produce genetically matched strata consisting of a single case and one or more controls. These data can be analyzed using the conditional logistic model. Simulations show that the resulting method is both powerful and robust to population stratification. Thus through careful matching, the mCLR approach has the advantages of family-based studies, but the enhanced power of a case-control study.
A cautionary note about combining case-control and family-based samples is worthwhile.
While mCLR controls for ancestry, it cannot control for hidden biases inherent in the designs.
For example, family-based studies require relatively intact families [37] , which could impose conditions quite different from those inherent in a case-control collection. Combining the data by mCLR has advantages for a genetic study only when case-control and family-based samples are not strongly differentiated for risk factors correlated with the genetics of risk.
Up to this point we considered only families consisting of trios. Our method extends to more general family-based designs. Larger pedigrees can be split into trios. When one or more parent is not genotyped, transmissions can be inferred, provided a sufficient number of relatives have been sampled [38] . When families include multiple affected siblings, the contributions of multiple transmissions are independent if there are no disease loci in the region under examination. Nonindependence due to linkage is usually handled using a robust Huber-White variance estimation [39; 40] . This method makes an empirical adjustment to the variance/covariance matrix of the parameter estimate to account for the correlation among siblings [41; 42; 43] .
Other methods have been proposed for the joint analysis of family-based and unrelated samples. Zhu et al. [44] suggest a model that utilizes PCA to estimate the genetic ancestry of sampled individuals. The effect of ancestry is regressed out of both genotypes and phenotypes prior to testing for assocation. Rather than modeling transmissions, the approach treats families as correlated clusters of observations. This is in contrast to our method, which preserves the family structure inherent in the trio design. Finally, these authors assume that parents and offspring are phenotyped, which is often not the case in practice. Another more general approach is known as ROADTRIPS [45] . This procedure uses a covariance matrix estimated from genome-screen data to correct for unknown population and pedigree structure, as well as accounting for known pedigree information. While this method has Given pairwise distances or similarities, strata can be formed using the fullmatch algorithm, implemented in R (cran.r-project.org) via the optmatch library [31] . Finally, provided the pseudo-controls are delineated, and the matched strata defined, analysis can be performed using any standard software for conditional logistic analysis. For example, the clogit function, part of the survival library is available in R. We provide a suite of R programs to implement all of the algorithms necessary to perform the full set of analyses described herein from our website (see mCLR source code).
Web Resources
The URL for data presented herein is as follows: mCLR source code, http://wpicr.wpic.pitt.edu/WPICCompGen/software.htm 
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