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SUMMARY
The aging of military and civilian aircraft in the United States has prompted a
movement towards condition-based maintenance strategies to allow these vehicles to
continue to operate safely and cost eectively over the length of their service life and
inmany cases beyond. Improvements in NDE techniques could aid in the continuing
development of reliable condition-based maintenance routines that reduce the growing
operating costs for these aging aircraft.
The objective of this thesis is to present methods for the acquisition and analysis
of ultrasonic waveeld data for characterizing angle-beam bulk wave propagation and
scattering in plates. The motivation behind studying angle-beam waveelds is that
better understanding of the both the incident waveeld and subsequent scattering
has the potential to increase the reliability of data interpretation for ultrasonic non-
destructive evaluation (NDE) techniques, provide reliable means of ultrasonic model
validation, and lead to the development of new waveeld-based inspection methods.
The specic contributions of this work include: a reliable means for high-resolution
measurement of angle-beam waveelds in plates; a framework for the analysis of
angle-beam waveeld data; a method for characterizing scattering behavior by isolat-
ing scattered waves from full waveeld data via baseline subtraction; and a method
for generating angle-beam scattering patterns from waveeld data.
A description of the experimental setup for the waveeld scanner used to record
high resolution waveeld images of wave propagation is provided. Additionally, the
trade-os between data quality and scan time are discussed. Initial experiments are
used to characterize angle-beam wave propagation in undamaged plates to establish
a foundation on which to build an understanding of angle-beam scattering. Two
xiii
classical analysis techniques, the Radon and Fourier transforms, are used to provide
a reliable means to identify the direction, speed, and mode of propagating waves;
however, they do not allow for the separation of incident and scattered waves, which
is needed to provide for more complete characterization of scattering. To this end,
baseline subtraction, a technique commonly used to separate incident and scattered
waves in ultrasonic structural health monitoring, is formulated for and applied to
angle-beam waveeld data.
Existing image processing algorithms are adapted to the problem of separating
incident and scattered waves in waveeld images. Two methods for aligning the
waveeld data in space and time prior to performing baseline subtraction to compen-
sate for spatial misalignment are presented and their ecacy is evaluated using data
acquired before and after introducing notches that originate from a through-hole. Al-
though perfect baseline subtraction is not achieved, the improvement in performance
after alignment using either method allows for scattered waves from small defects to
be separated and visualized.
Isolation of scattered waves allows for new waveeld-based means of quantifying
scattering to be used for characterization. A method is described for generating
radial energy maps, which quantify scattering as a function of both scattered angle
and phase velocity. These maps allow for scattering of dierent wave modes to be
studied, and they can be converted into angular scattering patterns,for phase velocity
ranges of interest. Both the radial energy maps and the scattering patterns are used
to characterize scattering from corner notches of various sizes. Lastly, the ecacy
of the scattering characterization methods developed in this work is discussed and




This rst chapter provides a brief description of the pressing need for improved main-
tenance strategies and methodologies in an era when the United States infrastructure
consists of structures being used well beyond their designed service lives. Motivated by
safety and cost concerns, there is a movement towards condition-based maintenance
supported by various nondestructive evaluation (NDE) techniques. Research goals
are proposed next that aim to study angle-beam ultrasonic NDE techniques using
waveeld imaging. The rst problem addressed is acquisition of high frequency bulk
waveelds, which is dicult because of the high temporal and spatial frequencies in-
volved. The second is the study and characterization of angle-beam wave propagation
and scattering using waveeld data. Lastly, research contributions are summarized
and the organization of the remaining chapters is provided.
1.1 Background
The United States of America relies on an aging transportation system made up
of structures and vehicles that, for economic and political reasons, are being used
well beyond their designed service lives. Failures in these aging structures, such as
the I-35 bridge collapse in Minneapolis, have drawn national media attention and
prompted plans to develop solutions to the aging vehicle and infrastructure problem
[1]. Although some of the most overt examples of the dangers of the United States'
aging infrastructure have involved the highway system, the problem is widespread.
One of the most dangerous and costly examples of aging structures in the United
States is civilian and military aircraft. The operation and maintenance of civilian and
military aircraft are quite dierent; however, the trend in aging aircraft service life is
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similar. The cost of operating and maintaining aircraft grows with age. The United
States Air Force (USAF) estimates that 70% of of the funds required to develop,
qualify, and operate an aircraft in service are spent in operation and maintenance [2].
In an eort to reduce the costs associated with aircraft maintenance, there is
a movement away from schedule-based maintenance (SBM) and towards condition-
based maintenance (CBM). SBM sets a periodic interval to perform preventive main-
tenance on a system component regardless of the condition of the component. CBM
relies on monitoring of system components so that maintenance actions can be rec-
ommended based on the information collected on the condition of the component.
CBM attempts to avoid unnecessary maintenance by taking actions only when there
is evidence of undesirable changes to a system or component. There are two strategies
for condition monitoring in CBM: continuous and periodic. Usually involving the use
of mounted or embedded sensors, continuous monitoring measures the operation of
a system in situ. Continuous monitoring is often limited by three factors: (1) it is
expensive, (2) it is often to heavy to be used on aircraft, and (3) the continuous mon-
itoring of raw signals is aected by the system operation, resulting in inaccuracies in
data interpretation. Because of the limitations of continuous monitoring and the ad-
vantages of periodic inspection including cost eectiveness and accuracy of diagnosis,
periodic inspection has become the standard in most industries [3].
Periodic inspection of aircraft components is based on a variety of nondestructive
evaluation techniques. NDE techniques involve the evaluation of the properties of a
material, component, or system without changing its functionality or causing damage.
Since NDE does not alter the article under inspection, it is a valuable tool that
can save both time and money in product inspection. Ultrasonic nondestructive
evaluation is one of the most widely used NDE methods because ultrasonic energy
can eectively penetrate materials of interest, is sensitive to defects of interest, and
does not pose environmental hazards.
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1.2 Motivation and Research Goals
Bulk wave and more specically angle-beam ultrasonic NDE is a well established
technique, serving as a preferred industrial NDE method for years; however, recent
advances in technology have created opportunities for improvement. Angle-beam
transducers and wedges are used to introduce a refracted shear wave into a test spec-
imen; the angled path allows defects to be interrogated from dierent angles, which
improves the detectability of certain defects. Waveeld imaging, the measurement
of time-domain waveforms over a 2-D rectilinear grid resulting from a xed source,
oers a relatively new way to analyze wave propagation and scattering that has his-
torically not been possible. As applied to lower frequency (under 1 MHz) guided
waves, waveeld imaging has been shown to be a powerful tool to both determine
the nature of wave propagation and provide quantitative scattering information from
defects [4]. Acquisition of higher frequency bulk waveelds in the 1-10 MHz range
over larger areas is more challenging because of not only the bandwidth requirements
but also the need for ne spatial sampling to prevent aliasing. Advances in ultrasonic
equipment, data acquisition, signal processing techniques, computational power, and
memory have mitigated some of the challenges associated with bulk waveeld imaging
and allowed it to be employed at higher frequencies and on larger areas.
Waveeld imaging has been applied to a wide array of applications including the
measurement of angle-beam waves in pipes [5]; however, it has not been used to
rigorously study the propagation and scattering of angle-beam waves in plates. The
study of angle-beam propagation in plates is of interest to a variety of industries
because angle-beam techniques are commonly used in industrial NDE applications
and because plates mimic many of the structures on which NDE methods are used.
Existing analysis techniques used to study waveeld data are application specic
and do not lend themselves well to studying angle-beam scattering from defects.
Studying angle-beam scattering using waveeld imaging requires not only developing
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new analysis methods, but also understanding how the properties of angle-beam waves
inuence interpretation of results.
Many of the existing means of quantifying ultrasonic scatting behavior, both
experimentally and analytically, have been developed for guided waves and there
has been little research into generating experimental angle-beam scattering patterns.
Most likely the lack of experimental studies into characterizing bulk wave scattering
behavior is due to (1) the large amount of data required to characterize scattering,
and (2) large transducer dimensions (relative to wavelength) that make it diculty
to obtain ne enough angular sampling when using conventional transducers.
The primary focus of this work is to study ultrasonic angle-beam wave propaga-
tion and scattering, specically by using waveeld imaging to characterize bulk wave
scattering. Methods for the acquisition and analysis of ultrasonic waveelds are de-
veloped and described to characterize angle-beam wave propagation and scattering in
plates. Greater understanding of the both the incident waveeld and the subsequent
scattering from a variety of scatterers and geometrical features, gained from these
methods, could be used to increase the reliability of data interpretation of ultrasonic
nondestructive evaluation (NDE) techniques, provide a reliable means of ultrasonic
model validation, and lead to the development of new waveeld-based techniques.
Improvements in NDE techniques could also aid in the continuing development of re-
liable condition-based maintenance routines that reduce the growing operating costs
for aging civilian and military aircraft.
1.3 Contributions
The main objective of this work is to develop methods for the measurement and
analysis of angle-beam waveeld data; data that may be used to gain a better under-
standing of angle-beam propagation, improve ultrasonic NDE, and provide for more
rigorous model validation. The rst contribution of this work is a reliable means
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for high-resolution measurement of angle-beam waveelds in plates. Waveeld ac-
quisition systems have been employed in a variety of applications; however, few of
these systems meet the temporal and spatial sampling frequencies required to study
angle-beam waves at frequencies of interest for aerospace NDE.
The second contribution of this work is a framework for the analysis of angle-
beam waveeld data. Radon and Fourier transforms are used in combination with
ray-tracing and nite element models to study angle-beam wave generation and prop-
agation in undamaged plates. These preliminary results provide insight into angle-
beam wave propagation that is used to guide scatterer characterization.
The third contribution is a method for characterizing scattering behavior by iso-
lating scattered waves from full waveeld data via baseline subtraction. Using image
registration techniques to align sets of waveeld data allows for isolation of the scat-
tering behavior from a defect; in the absence of the incident waves, the scattering can
be clearly identied and studied.
The nal contribution is a method for generating angle-beam scattering patterns
from waveeld data. Scattering patterns can be produced from the waveeld data
by partitioning the waveeld data radially outward from the scatterer of interest
and using the Fourier transform to separate waves of dierent velocities. Producing
scattering patters that are a function of both angle and velocity can be used not only
to study scattering by dierent wave modes but also to study mode conversion caused
by the defect or scatterer.
1.4 Thesis Organization
The remainder of the thesis is organized as follows. Chapter II presents a review of the
existing literature focused on prior research on angle-beam ultrasonic NDE methods,
waveeld imaging for measuring wave propagation, methods of characterizing wave
propagation and scattering behavior, and image registration techniques for improving
5
scattering isolation using baseline subtraction. The objective and scope of the research
presented in this thesis is then placed in the context of this prior work.
Chapter III introduces the experimental methodology used to acquire high delity
angle-beam waveeld data including an description of equipment, sampling consider-
ations, excitation, signal quality, and various experimental trade-os. This chapter
summarizes all of the data used throughout the paper and provides snapshots of rep-
resentative waveeld data used for scatterer characterization. Portions of this chapter
can be found in Dawson et al. [6], which is a extension of the work reported in [7]
and [8].
Chapter IV provides initial characterization of angle-beam wave propagation in
undamaged plates to establish a foundation on which to build an understanding of
angle-beam scattering. Three methods are used to characterize angle-beam wave
propagation. The rst method is a simple ray-tracing model that is used to described
the reections of angle-beam waves between the surfaces of the plate, which are com-
monly called skips or V-paths. The second method is to use experimental waveeld
measurements to gain a better understanding of angle-beam wave propagation not
captured by the ray-tracing model. Finally, a simple 2-D nite element model is
constructed and compared to the experimental data, which is published in [9].
Chapter V describes methodologies for analyzing scattering behavior using the
waveeld data described in Chapter III. These methods include baseline subtrac-
tion, analysis of radially propagating waves referred to as radial energy maps, and
scattering pattern techniques. The rst portion of this chapter, related to baseline
subtraction performance and used for isolating scattering, can be found in Dawson et
al. [6] and the second portion, related to the radial energy analysis and the scattering
patterns, can be found in Kummer et al. [10].
Chapter VI presents a detailed analysis of scattering behavior from crack-like
corner notches emanating from a through-hole using the analysis techniques described
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in Chapter V. The eect of notch size on the scattering behavior is presented and
discussed. In addition to the characterization results, the ecacy of the scattering
characterization methods is discussed.
Chapter VII concludes this thesis and provides recommendations to guide future
research. Specically, future work should focus on applying the methods described in





The purpose of the literature review, presented in this chapter, is to discuss prior
research related to angle-beam wave propagation and scattering, waveeld imaging,
and analysis techniques for ultrasonic waves. Section 2.1 begins with a brief overview
of the fundamentals of ultrasonic wave propagation with a focus on waves produced
by angle-beam transducers. Section 2.2 discusses the use of ultrasonic waves for non-
destructive evaluation (NDE). Section 2.3 outlines current research eorts into the
modeling of ultrasonic wave propagation. Section 2.4 describes the acquisition of
waveeld data and outlines applications in which waveeld imaging has been em-
ployed. Common methods of presenting and analyzing ultrasonic measurement data
which are used throughout the paper are then presented in Section 2.5. Specically,
Section 2.5 focuses on four analysis techniques used to study ultrasonic wave propa-
gation and scattering: the Radon transform, the Fourier transform, baseline subtrac-
tion, and scattering pattern estimation. Section 2.6 outlines work in the area of image
registration that can be used to improve waveeld baseline subtraction discussed in
Section 2.5.4. Finally, Section 2.7 discusses the scope of the research presented in this
thesis placed in the context of this prior work and outlines the objectives of the work.
2.1 Fundamentals of Ultrasonic Wave Propagation
The fundamentals of ultrasonic wave propagation in isotropic solids have been well
understood since the early twentieth century. The works of Rayleigh, Lamb, and
Stonely serve as the foundation for understanding of ultrasonic wave propagation
[11, 12, 13]. Ultrasonic waves are divided into two classications: bulk waves and
guided waves; both have been studied extensively for use in ultrasonic NDE.
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2.1.1 Types of Ultrasonic Waves in Plates
Bulk elastic wave propagation occurs in an innite medium or a medium with di-
mensions large relative to the wavelength of the propagating wave. Bulk waves are
relatively simple in nature; they propagate along paths dened by the wavenumber.
The wavenumber is a vector in three-dimensional space that contains information
about the direction and velocity of a propagating wave. There are two types of bulk
waves which exist in solid media: longitudinal and shear waves. Longitudinal waves
are characterized by particle motion parallel to the direction of wave propagation.
Shear waves, on the other hand, are characterized by particle motion perpendicu-
lar to the direction of wave propagation. Theoretically, shear waves are dened as
shear-horizontal or shear-vertical depending the polarization relative a surface of the
medium [14]. Bulk waves have been used extensively for industrial ultrasonic NDE
applications because of their well understood propagation characteristics, sensitivity
to defects, and ease of interpretation.
Guided elastic waves are formed from the interaction of shear and longitudinal
waves with boundaries of a medium. Guided waves are typically categorized by the
type of boundary condition that produces them. The main categories of guided waves
that propagate in plates include: Rayleigh waves [11], Lamb waves [12], and Stoneley
waves [13]. Rayleigh waves are a type of surface wave generated by the interaction
of longitudinal and shear waves at a free boundary of a solid body and travel along
that boundary. Lamb waves propagate in thin, solid plate or plate-like media with
free boundaries and unlike surface waves excite the media throughout its thickness.
Stoneley waves are similar to Rayleigh waves only they propagate at the interface of
two solid half-spaces.
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2.1.2 Ultrasonic Wave Propagation Equations
Bulk waves and guided waves are governed by the same wave equations, however, the
nature of their propagation diers. Here, the general equations for wave propagation
are presented.
Propagating wave displacement is expressed as 3-D vector that is a function of
time, t, and three-dimensional space, (x, y, z), i.e., u(x, y, z, t). Propagating elastic
waves in a homogeneous, isotropic medium obey the elastodynamic wave equation,




where u is the 3-D displacement vector and (µ, λ) are the Lamè parameters. The
solution to the elastodynamic wave equation, i.e., the particle displacement in one
direction, can be expressed as a plane wave of the form,
u(t, x, y, z) = A cos (ωt− kxx− kyy − kzz), (2)
where ω is the frequency and kx, ky, and kz are the wavenumber in the x-, y-, and z-













respectively. Often times, the wavenumber will be expressed as a vector quantity such
that
~k = kx~x+ ky~y + kx~z. (4)
There is a fundamental relationship between the frequency of the propagating wave,
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In essence, the wavenumber describes both the direction and the velocity of the wave
propagation [14].
2.2 Nondestructive Evaluation
A variety of existing nondestructive evaluation (NDE) methods are being used to meet
the growing need for accurate and reliable means of periodic inspection of aircraft
components and other aging infrastructure elements discussed in Section 1.1. The
American Society for Nondestructive Testing denes NDE as the examination of an
object with technology that does not aect the object's future usefulness [15]. The
purpose of this section is to provide a general overview of NDE methodology and an
in-depth description of ultrasonic angle-beam NDE.
2.2.1 Overview of NDE
The terms nondestructive evaluation (NDE) and nondestructive testing (NDT) are
often used interchangeably; however in practice, NDE is more quantitative in nature
than NDT. NDT is concerned with assuring, by detecting defects or damage, that
structural components and systems are capable of performing their function in a
reliable and cost eective fashion. NDE, on the other hand, refers to not only locating
a defect, but also measuring the characteristics of the defect such as its size, shape,
and orientation. In an eort to reduce the costs associated with maintenance, there
is a movement towards condition-based maintenance. NDE engineers are working to
develop and implement tests that locate and characterize conditions and defects that
may cause critical system components to fail. Since NDE inspection methodologies
allow for the inspection of a structure without interfering with its future performance;
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they provide a balance between quality control and cost-eectiveness that is critical
in maintaining the safety of important civilian and military equipment [16].
There are a variety of common inspection methods that are used for NDE includ-
ing: Visual and Optical Testing (VT), Radiography (RT), Magnetic Particle Testing
(MT), Ultrasonic Testing (UT), Penetrant Testing (PT), Electromagnetic Testing
(ET), Leak Testing (LT), and Acoustic Emission Testing (AE). Of these, ultrasonic
testing is one of the most widely used NDE methods since it can typically interrogate
specimens at depths that cannot be achieved with other methods and is sensitive to
a variety of defects [15, 17].
2.2.2 Ultrasonic Waves for NDE
In general, ultrasonic NDE, regardless of the technique used, generates elastic waves in
a specimen or structure under test with an initial excitation and based on the received
echoes, quantitative judgments are made about the specimen. Since ultrasonic NDE
relies on the reception of these echoes, the performance of ultrasonic NDE is dependent
on the size of a defect relative to the wavelength and the degree to which the defect
scatters waves. Ultrasonic NDE employs a variety of waves to detect dierent kinds
of defects.
The waves used predominate in ultrasonic NDE are bulk waves, Rayleigh waves,
and Lamb waves. Bulk waves oer several advantages over Rayleigh and Lamb waves.
As surface waves, Rayleigh waves do not penetrate into the depth of specimen; con-
sequently, can only be used to detect surface-breaking or near-surface defects, e.g.,
[18, 19]. Bulk waves are not conned to the surface of the specimen and can be used
to detect and locate a much wider variety of defects. Also high frequency bulk waves
can detect and locate smaller defects than Lamb waves.
Lamb waves propagate in elastic media with a thickness that is small relative to
the wavelength [20]. Due to the ability of Lamb waves to travel long distances with
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lower losses in amplitude as compared to bulk waves, they have become an active
topic in current ultrasonic NDE research, e.g., [21, 22, 23]. Although Lamb waves
present some advantages over bulk waves for use in ultrasonic NDE, there are sev-
eral disadvantages that have prevented widespread implementation of Lamb waves
methods in practical NDE systems. Lamb waves are dispersive; i.e., the velocity of
propagation is a function of the frequency. As a result, the shape of the wave changes
as it propagates through the media. Lamb waves are also multimodal, propagating
as symmetric and anti-symmetric modes. Depending on the wavelength of the Lamb
wave relative to the thickness of the plate, multiples wave modes exist, each propa-
gating at a dierent velocity. The dispersive and multimodal nature of Lamb waves
makes interpretation and diagnosis of Lamb wave signals for ultrasonic NDE more
challenging and less reliable than for bulk waves [24, 25].
2.2.3 Angle-Beam Ultrasonic NDE
Angle-beam ultrasonic testing is one of the most common NDE practices that uses
bulk waves for the detection, location and characterization of a variety of material
defects and damage. Angle-beam ultrasonic NDE is a specic type of bulk wave NDE
that is performed using probes consisting of the transducer itself and a plexiglass or
acrylic wedge that allows a variety of refracted angles to be achieved. The typical
conguration for an angle-beam transducer as well as relevant parameters can be
seen in Figure 1. The refracted angle, θR, is the angle at which the refracted wave
is transmitted into the specimen under test. The refracted angle in a particular
material (typically steel) is noted on the incidence wedges. The skip distance, the
distance measured along the surface of the specimen where the beam reaches the
surface of the plate, and the V-path distance, the distance the beam travels within the
specimen, are a function of both the refracted angle, θR, and the specimen thickness,
T . Inspectors or technicians use calculations of the V-path and skip distance to
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establish a relationship between the transducer location on the surface of the material
and corresponding locations of internal defects.
Figure 1: Diagram and equations for angle-beam wave propagation, reproduced from
[16].
In addition to the refracted angle, there are two other characteristics of angle-beam
transducers: the probe index and the beam spread. The probe index, or incident
point, is the point along the wedge where the transducer beams emerges from the
bottom of the incidence wedge. Like the refracted angle, the probe index is noted
on the incidence wedge. Although Figure 1 depicts the sound path propagating as a
line, angle-beam waves propagate as a diverging beam. The dimensions of this beam
increase as a function of the propagation distance; the beam spread is a measure of the
change in beam's angular width as as it propagates through the medium. Generally
a beam spread diagram can be determined from calibration measurements [15, 17].
Techniques for angle-beam testing are well established and have been used in a
variety of industries for both manual and automated testing. In general angle-beam
inspection is accomplished by moving the angle-beam probe along the surface of the
specimen under inspection and observing the received, or backscattered, echo. The
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size and shape of the received echo may be used as an indicator of defect proper-
ties. Angle-beam methods can be categorized as pulse-echo (common transmitter
and receiver) or pitch-catch (separate transmitter and receiver). For the pitch-catch
method, the receiver may be located either opposite the transmitter, where it re-
ceives the forward propagated wave, or adjacent to the transmitter, where it receives
backscattered waves [26]. In addition to using angle-beam wedges for inspection, it
is also common practice to use arrays for the pulse-echo conguration where appro-
priate delay laws are employed to steer the beam through a range of refracted angles
[27, 28].
Ultrasonic angle-beam inspection is frequently used to locate cracks and corrosion
and to inspect fastener holes and welds in both plates and pipes. Locating planar
cracks is accomplished by sweeping a shear wave angle-beam probe over the region of
interest and observing the rise and fall of the received echo. Detecting planar cracks is
challenging because often the crack scatters waves in a direction other than back to the
probe and pulse-echo techniques have little likelihood of detection. For example, when
operating in a pulse-echo conguration, a probe is more likely to receive backscattered
waves when the waves are incident on the broadside of the crack. The performance
of angle-beam inspections is dependent on the relative position of the probe and the
defect.
High-angle longitudinal wave angle-beam probes have also been employed to detect
corrosion. These probes are applied in a pitch-catch mode and the presence of a
travel-time change is used to detect corrosion [26].
Angle-beam inspection of fastener holes is typically used to detect fatigue cracks
emanating from the hole. Cracks can be detected by sweeping the probe around the
hole and observing if there are echoes received other than those scattered from the
hole. The interaction of waves scattered from the hole and the fatigue crack can often
make locating and sizing of these defects dicult [26]. Waves diracting from the tips
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of a crack can be used instead of the direct reections for detecting and sizing cracks
in a method referred to as time-of-ight diraction (TOFD). Since, the diracted
energy from the tip of a crack is distributed over a range of angles it is less sensitive
to defect orientation. One limitation of TOFD is the diculty of sizing cracks that
are not perpendicular to the inspection surface [29, 30].
There are several weld defects, e.g., slag, inclusions, and porosity, that can be
detected using angle-beam methods. The type of defect and weld geometry often
dictates the wedge angle used for the inspection. Typically, weld inspections are
performed by placing the probe at a distance of one skip from the weld and then
moving the probe along the length of the weld. Perturbing distance of the probe from
the weld and observing the received echoes provides indication about the presence
and characteristics of defects [26].
Many of the angle-beam techniques used to inspect plates are also used to inspect
pipes. Inspection of pipes using pulse echo is complicated by the curvature of the pipe,
which can often direct scattered energy away from the probe, by irregularities in the
pipe wall thickness, and by waves propagating around the circumference of the pipe.
A pitch-catch conguration can mitigate some of these complications; however, great
care must be taken to control the location and orientation of the probe relative to the
pipe surface. Special probe designs that focus the ultrasonic energy more precisely
can also improve the inspection quality [26].
2.3 Modeling Ultrasonic Wave Propagation
Prior to the development of the computer, ultrasonic modeling eorts were restricted
to analytical models developed from solutions to the elastodynamic wave equation
summarized in Section 2.1.2. Although limited mainly to simplied geometries, ana-
lytical or quantitative models were able to explain and provide insight into a variety
of wave propagation phenomena. Initially, the solutions to the elastodynamic wave
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equation provided insight into bulk wave propagation in free space [31, 32]. Improved
analytical models were developed based on extensions of the wave equation and pro-
vided information relevant to ultrasonic NDE techniques including transducer radia-
tion/reception, material attenuation, NDE measurement, scattering from defects, and
defect sizing [33]. Recently, analytical models have been developed, which have been
able to approximate realistic NDE scenarios, including a model of scattering of oblique
incidence shear waves from a cylindrical cavity [34], and a modular Gaussian beam
model was developed to predict corner crack pulse-echo signals for an angle-beam
contact transducer [35].
Analytic models are powerful tools for developing understanding into the funda-
mentals of wave propagation and scattering; however, they are often limited to an-
alytically tractable problems. In the mid-1970's, developments in computing power
allowed for more widespread implementation of nite element (FE) and nite dier-
ence (FD) methods to the modeling of ultrasonic wave propagation that were too
complex or tedious for analytical methods. Examples of these early modeling ef-
forts include determination of static stress elds, study of the vibration modes in
piezoelectric transducer arrays, investigation of the motion of rigid wave guides and
surface acoustic wave (SAW) devices [36], and predicting 2-D displacement in bars
and blocks [37]. More recent models have been used to simulate ultrasonic imaging
arrays [38], to generate full matrix capture data for studying an ultrasonic array post-
processing technique for determining crack depth [39], to simulate wave propagation
in isotropic media using the commercial software package COMSOL [40], and to sim-
ulate ultrasonic elds and received signals from an angle-beam transducer [41] similar
to those used here. Although nite element/dierence methods are powerful tools,
even with modern computers, they are still limited by memory and computational
power constraints.
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In addition to purely analytical and nite element/dierence models, several semi-
analytical or hybrid models that blend aspects of both have been developed. Recent
examples of these hybrid or semi-analytical models include using a combination of
FD methods and the Rayleigh integral to model ultrasonic elds scattered by defects
[42], using the distributed point source method to model wave propagation for oblique
incidence ultrasonic waves in an immersed plate [43], and using a combination of
continuity equations and the commercial software package ABAQUS [44] to allow for
the simulation of larger 3-D problems.
One popular semi-analytic simulation software for modeling realistic NDE scenar-
ios is CIVA. Developed by the CEA (the French Atomic Energy Commission) and
collaboration of academic and industrial partners, CIVA is composed of simulation,
imaging, and analysis modules, which allow for the design, simulation, and optimiza-
tion of inspection techniques. CIVA has the capabilities to simulate ultrasonic (CIVA
UT), x-ray/gamma-ray/computed tomography (CIVA RT-CT), eddy current (CIVA
ET), and guided waves (CIVA GW) techniques [45, 46]. CIVA has been used recently
to simulate the inspection multi-layered metallic structures [47] and scattering from
cracks [48].
Although some aspects of the models presented in this section were veried exper-
imentally, full waveeld data, which is described in the next section, would be useful
for a more complete validation. Finite element and nite dierence methods could
be used to model angle-beam wave propagation, but there do not appear to be any
results in the literature that show model data similar to what can be measured via
waveeld imaging; it is presumed that computational issues are the limiting factor.
2.4 Ultrasonic Waveeld Measurements
Waveeld imaging generally refers to the measurement of time-domain waveforms
over a 2-D rectilinear grid resulting from a xed source. Waveeld imaging produces
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three-dimensional data, f(t, x, y), that is a function of time, t, and two spatial coor-
dinates, x and y. Waveeld imaging typically measures the surface displacement of a
specimen and can be performed using either a scanning air-coupled ultrasonic trans-
ducer (SAUT) [49] or a scanning laser Doppler vibrometer (SLDV) [50]. SLDV can be
accomplished by either mechanically scanning a commercially available single-point
or multi-point laser Doppler vibrometers (LDV) or by employing a commercial SLDV
system, which moves the laser point-to-point using a system of mirrors [51]. Wave-
eld imaging, as applied to lower frequency (under 1 MHz) guided waves, has been
shown to be a powerful tool to both determine the nature of wave propagation and
provide quantitative scattering information from defects [4]. Waveeld imaging has
been used to study, for example, Rayleigh waves propagating in heterogeneous granite
slabs [52], surface wave propagation in concrete [53], laser generated wave interaction
with welds in steel plates [54], and guided wave interaction with delaminations in
composites [55, 56].
Acquisition of higher frequency bulk waveelds in the 1-10 MHz range over larger
areas is more challenging because of not only the bandwidth requirements but also the
need for ne spatial sampling to prevent aliasing. The diculties associated with bulk
waveeld imaging have, historically, limited its use to either lower frequencies (e.g.,
under 1 MHz) or to scans over small areas such as the characterization of disc-shaped
compression and shear-mode piezoelectric transducers [57], the characterization of
bulk wave devices over small areas [58], and the measurement of surface acoustic
wave propagation over small distances or areas [59, 60].
Recent advances in ultrasonic equipment, data acquisition, signal processing tech-
niques, computational power, and memory have mitigated some of the challenges
associated with bulk waveeld imaging and allowed it to be employed on higher fre-
quency and larger scale applications. Acquisition of waveelds in the 1-10 MHz range
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over larger areas have been used to measure surface acoustic waves to visualize reec-
tions from a complex, surface-breaking crack [61], to measure waves generated by a
pulsed infrared laser in an eort to simulate laboratory scale seismic waves [62], and
to measure bulk wave propagation in pipes and blocks [5].
2.5 Analysis Techniques for Ultrasonic Waveelds
Although waveeld imaging is used in a wide array of applications to measure a vari-
ety of wave types, the analysis techniques for ultrasonic waveelds generally rely on
fundamental wave propagation governed by the mathematic relationships summarized
in Section 2.1.2. Two techniques that are particularly useful for identifying propagat-
ing wave modes are the Radon and Fourier transforms. Another technique, baseline
subtraction, can be used to isolate and study scattering behavior. The nal technique
described here, scattering patterns, are typically used by the ultrasonic community
to quantify scattering as a function of incident and scattered angle. Waveeld data
is partitioned and formatted depending on the type of analysis being performed.
2.5.1 Formatting Ultrasonic Data for Analysis
Waveeld data can be partitioned into the common means of ultrasonic data presen-
tation for analysis. The three common means of ultrasonic data presentation are the
A-scan, the B-scan, and the C-scan, which are illustrated in Figure 2. Since the three
scan types are drawn from the waveeld data, the terminology and purpose of pre-
senting the data in the formats used here is dierent the traditional use in ultrasonic
testing.
The A-scan is a display of the received ultrasonic signal as a function of time.
In traditional ultrasonics, the A-scan can be used to estimate relative discontinuity
sizes by comparing the signal amplitude of known and unknown reectors. Here, the
one-dimensional A-scan, f(t), is obtained from the waveeld data by observing the
data at a single spatial (x, y) sample.
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Position Wavefield  
Measurement  
Region 
(a) A-Scan: single point in the waveeld data
Transmitter 
Position Wavefield  
Measurement  
Region 
(b) B-scan: line of points in the waveeld data
Transmitter 
Position Wavefield  
Measurement  
Region 
(c) C-Scan: waveeld energy for each point in the waveeld
Figure 2: Waveeld data partitioned into common ultrasonic data formats for pre-
sentation and analysis.
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In the traditional B-scan, the time-of-ight (travel time) of the sound energy is
displayed along the vertical axis and the linear position of the transducer is displayed
along the horizontal axis. It can be used to estimate the depth of the reector and
its approximate linear dimensions in the scan direction. The two-dimensional B-scan,
f(r, t), as dened here, is obtained from the waveeld data by observing the waveeld
data along a coordinate line and is used to analyze the propagation characteristics of
waves.
Traditionally, the C-scan provides an image of the features that reect and scatter
the sound within and on the surfaces of the test piece. The plane of the image is
parallel to the scan pattern of the transducer. The two-dimensional C-scan, f(x, y),
as dened here, is obtained from the waveeld data by observing the data at a single
time sample, referred to as a frame, or by calculating the energy over many frames.
The most common ultrasonic analysis techniques utilizes data that is formated in one
of these three formats [16, 63].
2.5.2 Radon Transform
The slant-stack Radon transform, also referred to as τ -p mapping, is a technique
commonly used in geophysical signal processing to identify and localize seismic waves
[64, 65]. Because of the similarity in the ratio of the wavelength of the propagating
wave to the dimensions of the body in which the waves propagate, there are many
analogs between the techniques used to analyze ultrasonic and seismic waves [66].
Here the slant-stack Radon transform is used primarily for identication of the prop-
agating waves based on their velocity. From the B-scan data, f(t, x), the Radon




f(τ + px, x)dx, (6)
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where τ is the time oset, p is the slowness, and x is the distance oset (distance from
the transducer). In essence, the Radon transform maps from the space-time domain
into the oset-slowness domain. It is important to note that the oset time is the
time of a straight line in the x-t plane at the source location (x = 0), not the arrival
time of the wave. Angle-beam data are measured on the surface of the plate and as
a result the slowness, p = 1/cp, is a function of the phase velocity, cp, as projected
on the surface, which is not the same as the phase velocity along the direction of
propagation. The slowness or phase velocity can be used identify the wave modes
that are propagating in the plate.
2.5.3 Frequency-Wavenumber Analysis
Frequency-wavenumber analysis is a common analysis technique used to identify prop-
agating wave modes. General frequency-wavenumber analysis is performed using a
Fourier transform which maps a four-dimensional time-space function, f(t, x, y, z), of
three spatial coordinates, x, y, and z, and a single time coordinate, t, into a four
dimensional frequency-wavenumber function, g(ω, kx, ky, kz), of three wavenumber
coordinates, kx, ky, and kz, and a single frequency coordinate, ω [67]. The dimen-
sionality of the general frequency-wavenumber analysis can be restricted to analyze
either the full waveeld data or any subset of it described in Section 2.5.1. Although
all operations are performed on discrete waveeld data sets, the continuous notation
is used for ease of presentation. The waveeld data,w(t, x, y), can be transformed into
the frequency-wavenumber domain, W (ω, kx, ky), using a three dimensional Fourier
transform,







w(t, x, y) exp (−(ωt− kxx− kyy))dtdxdy. (7)
The frequency-wavenumber domain can be used to identify the propagating wave
modes as described in [68]. In addition to being used as an analysis technique for
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identify propagating wave modes, the Fourier transform can be used to lter dierent
wave modes [69].
2.5.4 Baseline Subtraction
Baseline subtraction is a technique used to isolate the eect of changes in a system by
examining the dierences in signals taken before and after the changes occurred. It
was previously used on signals obtained from discrete transducers and not on complete
waveelds; however, both applications will be discussed here.
2.5.4.1 Baseline Subtraction Methodology
The ultrasonic baseline subtraction paradigm typically used in structural health mon-
itoring (SHM) involves the subtraction of a signal recorded when a structure is in
pristine condition, referred to as the baseline, from the current test signals in order to
isolate changes, such as damage, to the structure. Baseline subtraction in the SHM
framework uses a permanently mounted array of transducers that typically produce
guided waves to interrogate a structure throughout its service life. Comparison of
the signals from various times during the structure's life with a baseline can be used
to detect and monitor changes to the structure. The goal of waveeld baseline sub-
traction, as dened here, is the separation of waves scattered o a known defect from
the full waveeld to provide quantitative scattering information about the defect. To
quantify a known defect using waveeld baseline subtraction, rst a baseline scan is
performed on a specimen. Then the specimen, in this case the plate, is typically re-
moved from the waveeld scanning xture and the defect is introduced. The specimen
is then remounted and a second scan is performed. The success of baseline subtrac-
tion methods is dependent on their ability to suppress benign structural features and
isolate damage [70].
The sensitivity of the baseline subtraction is dependent on the degree to which
signals resulting from structural elements remain consistent from measurement to
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measurement. Generally, signal inconsistencies that reduce the sensitivity of baseline
subtraction techniques are the result of uncontrolled environmental conditions the
structure is subjected to during measurement. Although the environmental conditions
that have an eect on the sensitivity of baseline subtraction can vary greatly between
industries, the eect of temperature is both universal and pervasive. Unlike SHM
applications for which the transducers are permanently attached to the specimen,
spatial alignment issues also aect the performance of waveeld baseline subtraction
techniques.
2.5.4.2 Eects of Temperature on Baseline Subtraction
The temperature of a structure aects its dimensions due to thermal expansion and
the velocity at which the ultrasonic waves propagate. Both of these factors aect the
quality of baseline subtraction techniques, making it dicult to distinguish structural
damage from temperature eects. For waveeld baseline subtraction, since the re-
ceivers are not axed to the structure, changes in structural dimensions do not aect
the spacing and pattern of the receiver locations, but the location of the pattern on
the specimen could be shifted. It is virtually impossible to calculate how much the
pattern will shift for a given temperature change because the shift is a function of the
thermal expansion of not only the plate itself but any relative motion between the
laser vibrometer and the specimen mounting. Regardless, the net eect is a transla-
tion of the receiver pattern on the surface of the plate, which is essentially identical
to other sources of spatial misalignment.
A great deal of research has been devoted to developing methods to compensate for
temperature dierences between measurements used for baseline subtraction in SHM
applications. These methods can be divided into two categories: optimal baseline
subtraction (OBS) and baseline signal stretch (BSS).
OBS is a data-driven approach, rst developed by Lu and Michaels, which records
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a set of baseline measurements at a variety of temperatures spanning the expected op-
erating operating range of the structure and then selects the baseline that most closely
matches the current measurement. Once the optimum baseline has been selected it
is adjusted to bast match the current measurement [71].
BSS is a model-driven approach that relies on model of the eects of temperature
change on the wave propagation. In general these models assume that temperature
inuences the wave velocity and results in a time-dependent delay between the base-
line and current measurement. BSS methods compensates for the time-dependent
delay by stretching or compressing the baseline measurement to match the current
signal [71]. The stretching of the baseline signal can be accomplished using data re-
sampling via the FFT [72], the scale transform [73], or instantaneous phase matching
via the Hilbert transform [74].
Although the model of the eects of temperature eliminates the need to to take
multiple baseline measurements, the combination of the OBS and BSS methods often
improves the performance of baseline subtraction. Lu et al. improved the method
developed by the Lu and Michaels by incorporating BSS methods such as stretch/shift
algorithms and weighted averaging of the baselines taken at dierent temperatures.
The exibility of the new method increased the sensitivity of the baseline subtraction
by reducing the variability between the baseline and current measurements adaptively
[75].
2.5.4.3 Eects of Spatial Misalignment on Baseline Subtraction
Unlike SHM applications for which the transducers are permanently attached to the
specimen, spatial alignment issues must be considered for waveeld baseline subtrac-
tion. The rst source of spatial misalignment is a result of removing and remounting
the specimen. If the plate is not remounted in exactly the same position, then a
global spatial misalignment will result between the two waveeld scans. A second
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source of spatial misalignment is lack of repeatability in the mechanical motion of the
scanning operation, resulting in local spatial misalignment. Such local variations may
be random or systematic depending upon the specic scanning system employed.
2.5.5 Characterizing Scattering Behavior
In the area of NDE, a great deal of current research is focused on integrating informa-
tion from defect characteristics, ultrasonic modeling techniques, and statistical mea-
sures of reliability to improve NDE inspection capabilities. NDE, especially ultrasonic
NDE, is performed by highly trained technicians to reliably detect and characterize
defects in a variety of structures. Technicians rely on their training and knowledge
of ultrasonic scattering by the defects they are likely to encounter. Researchers, by
investigating interactions of ultrasonic waves with defects and methods for distin-
guishing between defects, help improve the reliability and accuracy of NDE methods.
Eective defect characterization is fundamental to the improvement of NDE methods.
The scattering behavior of a defect is a function of the properties of the defect
such as location, type, orientation, shape, and size [16]. Common defect locations
include surface-breaking, near-surface, and sub-surface. Common defect types include
linear defects such as cracks and volumetric defects such as inclusions or voids. The
orientation of a defect is typically described relative to the surface over which the
inspection is being performed; dierent NDE methods are sentive to defects at certain
orientation [15, 17]. For example, cracks oriented normal to the inspection surface
can be dicult to detect with normal incident waves. Given the variety of scatterers,
the methods used to describe scattering behavior generally distill this behavior into
a function of the incident and scattered angles.
There are several methods of characterizing defect scattering behavior; however,
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they share some common characteristics. Early analysis of ultrasonic scattering fol-
lowed many of the methods used for electromagnetic and acoustic scattering and usu-
ally evolved from solutions for simplied geometries such as cylinders and spheres [76].
Scattering behavior is usually quantied by either transmission and reection coe-
cients or by scattering coecients. Transmission and reection coecients are dened
as the amplitude or energy ratio between the transmitted (or reected) wave and the
incident wave [14] and are usually used to characterize linear scatters such as bonds or
welds. Scattering coecients are used to characterize scattering in multiple directions
and are dened as the amplitude or energy ratio between the scattered wave and the
incident wave. Early analysis of ultrasonic scattering produced models for bulk wave
scattering in innite solids, generally called scattering patterns, as a function of the
scattered angle for some xed angle of incidence [76] and then validated these models
experimentally [77]. The procedure for xed angles of incidence has been extended to
all angles of incidence to form scattering matrices [78], which express the scattering
behavior for incident and scattered angles ranging from 0◦ to 360◦.
Scattering information has been obtained for both bulk and guided waves for a
variety of defects; however, scattering patterns are mostly produced using ultrasonic
models, like those described in Section 2.3, because the amount of data required
to produce experimental scattering patterns/matrices is often prohibitive. Scatter-
ing behavior in the form of transmission/reection coecients has been obtained
for Lamb wave scattering from strip welds [79], rivet holes with edge cracks [80],
adhesively bonded joints [81, 82], and through-thickness cracks [83]. Lamb wave
scattering behavior in the form of scattering patterns/matrices has been obtained
from models and/or experiment measurements for through-holes [84, 85], notches
and cracks [86], and crack-like defects emanating from through-holes [87]. Scattering
patterns/matrices have been produced from models for bulk wave scattering from
near and surface-breaking defects [88] and from rough crack-like defects [89]. In some
28
cases the scattering patterns produced from these models have been validated exper-
imentally [90].
Although there has been great deal of work into quantifying Lamb wave scatter-
ing, both experimentally and analytically, there has been little research into producing
bulk wave and more specically angle-beam scattering patterns for defects in plates.
Most likely the lack of experimental studies into characterizing angle-beam wave scat-
tering behavior is because of (1) the large amount of data required to characterize
scattering, and (2) large transducer dimensions (relative to wavelength) makes it dif-
cult to obtain ne enough angular sampling with discrete transducers. Fortunately,
waveeld imaging alleviates these issues and allows for robust and detailed the char-
acterization of bulk wave scattering.
2.6 Image Registration
In the presence of the unavoidable eects of temperature and spatial misalignment
on the baseline subtraction of waveeld images, means of compensating for these
eects are necessary to achieve the level of baseline subtraction performance required
to isolate scattered waves. The eld of image processing, specically the area of
computer vision, has been concerned with developing algorithms that can robustly
measure and correct for dierences in images due to changes in location, rotation,
and illumination similar to those resulting from temperature and misalignment in
waveeld measurements. Section 2.6.1 describes the common motion changes that
can occur between a pair of images and Section 2.6.2 outlines the common image
alignment or registration methods that exist to estimate and correct for the alignment
dierences between images. Both Sections 2.6.1 and 2.6.2 are drawn extensively from
[91, 92], which provide a comprehensive overview of image registration techniques,
and additional references are included where necessary.
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2.6.1 Models for Image Motion
Image registration methods rely on mathematical models that map between the pixel
coordinates in two images; specically parametric motion models can be constructed
for 2-D and 3-D image motion. The misalignment of waveeld images will be assumed
to be the result of 2-D image motion and not 3-D image motion due to changes in the
viewing angle, thus the discussion in this section will be limited to 2-D coordinate
transformations. The general equation for a 2-D coordinate transformation is
x′ = Tx. (8)
where x is the augmented original pixel coordinates (x, y, 1) and x′ is the transformed
coordinates (x′, y′) following the image motion represented by the transformation ma-
trix T. The degrees of freedom (DoF), which describes the complexity of the image
motion, determines both the composition and dimensionality of the transformation
matrix, T. Table 1 describes the most common image transformation including com-
position, dimensionality, and complexity; visually these transforms are displayed in
Figure 3. As a note, the transformations increase in complexity moving down Ta-
ble 1; each simpler transformation, i.e., the groups above are a subset of the more
complicated groups below.
Table 1: Summary of 2-D coordinate transformations; reproduction of Table 2.1 from
[91].
Name Matrix Expression Description DoF
Translation T = [I|t]2×3 Motion in one or both the x- and
y-directions
2
Euclidean T = [R|t]2×3 Translation and rotation 3
Similarity T = [sR|t]2×3 Translation, rotation, and scaling 4
Ane T = [A]2×3 Transformation that preserves
collinearity and distance ratios
6




2.1. 2D (planar) Motions 5
Fig. 2.1 Mapping from pixel coordinates to normalized device coordinates.
Note that if we work with images in a pyramid, we need to halve the
S value after each decimation step rather than recomputing it from
max(W,H), since the (W,H) values may get rounded off or truncated
in an unpredictable manner. Note that for the rest of this paper, we use
normalized device coordinates when referring to pixel coordinates.
2.1 2D (planar) Motions
Having defined our coordinate system, we can now describe how coor-
dinates are transformed. The simplest transformations occur in the 2D
plane and are illustrated in Figure 2.2.






where I is the (2 × 2) identity matrix and x̃ = (x,y,1) is the homoge-
neous or projective 2D coordinate.
Fig. 2.2 Basic set of 2D planar transformations.Figure 3: Visualization of 2-D image tr nsformations; reproduction of Figure 2.2 from
[91].
2.6.2 Overview of Image Registration Methods
Image registration methods are methods used to estimate the transformation matrix
that maps between two identical or similar images using an error metric to quantify the
dierences between the pair of images. A variety of image registration algorithms exist
that estimate and correct for the alignment dierences between two images. These
techniques can be divided into two main classications: direct (pixel-based) alignment
and feature-based registration. The methods that fall into these two classications
focus on the registration of a pair of images; an extension of these methods, referred
to as global registration, focuses on aligning sets of images to minimize the total
mis-registration.
2.6.2.1 Direct (pixel-based) Alignment
Direct methods align two image to produce the best match between the values of the
pixels in each image. To determine what constitutes the best match, error metrics are
established. These metrics include the sum of squared dierences (SSD), weighted
or windowed SSD (WSSD), sum of absolute dierences (SAD), median of absolute
dierences (MAD), root mean squared (RMS) intensity error, bias and gain (BG)
31
error, and normalized cross-correlation (NCC). Typically, the error metric being used
depends on the nature of the data and of the registration operation as described
in Section 2.6.1. In general, direct alignment methods do not allow for subpixel
registration; however, subpixel registration can be achieved by performing the image
registration in the Fourier domain or by using an incremental renement method.
2.6.2.2 Feature-Based Registration
Feature-base image registration is a two-part operation that rst extracts distinc-
tive features from each image in the registration pair and then aligns the extracted
features. The feature extraction required for alignment makes these methods more
complicated than direct alignment methods. Features identied by these methods
are often referred to as keypoints, interest points, or salient points in the literature.
Common feature detectors are corner detectors, blob detectors, and ane-invariant
detectors. Features are typically identied by contour-based methods that identify
features by examining image changes along curves, by intensity-based methods that
use various forms of correlation or auto-correlation, or by parametric model-based
methods that use an analytical model to approximate the image and features are
detected based on the parameters of the approximation [93, 94].
Once the key features have been identied, feature matching is performed to iden-
tify the correspondence between the features in the two images. For registration
of images containing simple features such as in rectied stereo pairs, several of the
techniques and error metrics used for direct alignment such as SSD or NCC can be
applied. Also incremental matching can be used to improve the feature matching
in cases where features points are not exactly located, however, it can be time con-
suming and depending on the feature matching algorithm may decrease performance.
For more complicated features, feature matching can be accomplished simply using a
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exhaustive search; however, the computation for an exhaustive search grows quadrat-
ically with the number of features and is therefore infeasible for large numbers of
features. More computationally ecient methods include: (1) rapid indexing and
matching, which is based on nding nearest neighbors in high-dimensional spaces,
and (2) random sample consensus (RANSAC) and least median of squares (LMS),
which select a random subset of correspondences, perform motion estimation, and
then update the estimation using a set number of random correspondences.
After the correspondence between the features in the two images being registered
has been identied it can be used to estimate the motion transformation that best
registers the two images. For motions that are linear operations, such as transla-
tion, similarity, and ane transformations, a simple least squares solution, either
weighted or unweighted, can be used to identify the unknown transformation. For
nonlinear motion, such as the projective transformation, more complicated estimation
techniques like homography updating are required [91, 92].
2.6.2.3 Global Registration
The direct and feature-based alignment methods described in Sections 2.6.2.1 and
2.6.2.2 are limited to the alignment of pairs of images and not larger sets of images,
which are the focus of global registration methods. The rst type of global regis-
tration, bundle adjustment, is an extension of the image pair methods that simply
aligns additional images to the previous ones in the collection. The second and better
method is to simultaneously align all the images using a least squares framework or
by optimizing over some error function. Often the least squares framework can be op-
timized with the same error metrics used for the direct alignment methods extended
to multiple images.
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2.6.3 Image Registration for Baseline Subtraction
Exploiting the assumption that the scattered waves resulting from a defect are small,
the second of two waveeld measurements can be treated as a linear transformation
of the rst. Under this assumption the alignment waveeld images for baseline sub-
traction is closer to the registration of video frames than it is to the alignment of
a collection of images. Typically, video registration algorithms are concerned with
(1) moving object detection, tracking, and classication [95], (2) video to site-model
registration [96], (3) video georegistration [97, 98] or (4) frame-by-frame registration
[99]. The frame-by-frame registration of video is traditionally used as a stabilization
technique to minimize eects of camera motion and not as a means to align images
to the degree necessary to facility baseline subtraction of waveeld images.
As a technique, the alignment and subtraction of waveeld images is similar to
digital subtraction angiography (DSA), a medical technique used to study the ow
of blood in vessels [100]. DSA uses a set of X-ray images prior to the introduction of
a contrast medium, where blood vessels are not visible, as a mask that is subtracted
from the images containing the contrast medium to improve the visualization of the
blood vessels. The voluntary or involuntary patient motions during the X-ray acquisi-
tion make aligning angiograms dicult, especially considering that the human tissues
move non-rigidly. Fortunately, the alignment of waveeld images can be performed
using only simple transformations.
There are several properties of the waveeld data that makes registration simpler
than for either DSA or video. In video frames and to a lesser extent angiograms,
the pixel values are arbitrary functions of brightness and viewing angle; however, in
waveeld images the pixel values correspond to a physical measure of displacement.
As a result, direct-alignment methods are much more eective at aligning waveeld
images than feature-based methods. Second, because the laser vibrometer is mounted
on a xed scanning stage waveeld images do not suer from projective and rotation
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transformations that are common in video frames due to camera motion. The prop-
erties of waveeld data allow techniques similar to direct global registrations method
to be used to nd a globally consistent set of alignment parameters to minimize the
mis-registrations between the two sets of waveeld measurements over all frames.
2.7 Research Context and Objectives
The literature review shows that waveeld imaging has been applied to a wide array
of applications including the measurement of angle-beam waves in pipes [5], outlined
in Section 2.4; however, it has not been used to rigorously study the propagation and
scattering of angle-beam waves in plates. The study of angle-beam propagation in
plates is of interest to a variety of industries because angle-beam techniques are one
of the preferred methods of NDE used in industry. Second, analysis techniques for
waveeld data are generally limited to the Fourier and Radon transforms, outlined in
Section 2.5, or are application specic and do not lend themselves well to studying
angle-beam scattering from defects. Using waveeld imaging to study angle-beam
scattering requires not only developing new analysis methods, but also understanding
how the properties of angle-beam waves culminate in dierent analysis methods.
The main purpose of this work is to obtain and study angle-beam waveeld data;
data that can be used to gain a better understanding of angle-beam propagation,
improve ultrasonic NDE, and for more rigorous model validation. First, this work
presents a reliable means for high-resolution measurement of angle-beam waveelds in
plates. Then a framework for the analysis of angle-beam waveeld data is described
and used to study angle-beam propagation in undamaged plates. Next, a method
for characterizing scattering behavior by isolating scattered waves from full waveeld
data via baseline subtraction is discussed and its performance quantied. Lastly, a
method for generating angle-beam scattering patterns from waveeld data is described




This chapter presents an experimental methodology used to acquire high-delity ul-
trasonic bulk waveeld data including a discussion of the relevant experimental pa-
rameters, the rationale for the selected parameters, and the trade-os in the selection
of experimental parameters. The chapter concludes with a summary of the experi-
mental data used throughout the remainder of the thesis.
3.1 Experimental Setup
Initial waveeld measurements were performed to determine parameters for subse-
quent experiments. An angle-beam probe consisting of an o-the-shelf wedge (Olym-
pus part number ABWM-4T-70) and a 5 MHz, 6.35 mm diameter transducer (Olym-
pus part number C543-SM) was mounted on a 6061 aluminum plate with dimensions
of 610 mm × 610 mm × 6.35 mm. The wedge was designed to generate shear vertical
waves with a refracted angle of 70◦ in steel, which corresponds to 65.2◦ in aluminum.
The probe was liquid coupled to the plate using Sonotech Pyrogel ultrasonic couplant
and was secured with adhesive mounts and plastic ties. It was located on the cen-
terline of the plate 205 mm from one edge, and was oriented so that outward waves
propagated towards the opposite edge of the plate. A diagram of angle beam wave
propagation in a plate can be seen in Figure 4, which shows the center line of the
ultrasonic beam as it exits the transducer, propagates as a longitudinal wave through
the wedge, refracts and mode converts into a shear-vertical wave at the wedge-plate
boundary, and propagates two V-paths before it is received; the V-path refers to one
cycle of the wave traveling from the top surface of the plate, reecting o the bottom
surface of the plate, and returning to the top surface.
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θr 
N = 2 
Figure 4: Illustration of the angle-beam propagation trajectory to a point receiver for
a refracted angle of θr and two skips.
Initially, two excitations were considered: a spike excitation using a Panametrics
(Olympus) model 5058PR pulser-receiver, and a chirp excitation using an arbitrary
waveform generator amplied by a Ritec RAM-5000 gated amplier. The 5058PR
generates a typical negative spike whose amplitude can be adjusted from 100 to 900 V.
The chirp was a linear frequency-modulated sine wave from 1-10 MHz with a duration
of 180 µs and an amplitude of 200 Vpp. This chirp duration was selected to fall within
the 200 µs gate window of the RAM-5000.
Waveeld measurements were obtained using a single point Polytec laser ber
vibrometer, model OFC-551, controlled by a Polytec vibrometer controller, model
OFV-5000. The Polytec laser vibrometer has a laser spot size of 16 µm, resulting in
minimal spatial averaging of the measured wave motion. The laser vibrometer's ber
optic sensor head was mounted on an XYZ scanning stage, which was programmed via
custom LabViewTM software to move in a point-to-point raster pattern. The output of
the vibrometer controller was bandpass ltered between 1-10 MHz with a Panametrics
(Olympus) model 5072PR pulser-receiver, and then subsequently digitized with a
Cleverscope model CS328A digital oscilloscope at a sampling frequency of 100 MHz.
3.1.1 Sampling Considerations
Waveeld measurements sample the surface displacement of the plate in both time
and space; considerations must be given to both the temporal and spatial sampling
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intervals. The temporal sampling interval is chosen based on the bandwidth of the re-
ceived signal. The received signal is ltered to 10 MHz prior to sampling and requires
a sampling interval of at least 20 MHz. To avoid jitter in the measurements and
minimize error, the sampling rate was increased to 100 MHz. The spatial sampling
interval is chosen based on the maximum wavenumber of the propagating waves in





where fmax is the maximum frequency of the propagating wave and cmin is the min-
imum of the propagating wave velocities. Based on the maximum frequency of the





The frequency spectrum of the input, a linear frequency-modulated sine wave from
1-10 MHz, has a maximum frequency component of 10 MHz. The slowest propagating
wave mode in the aluminum plate is the Rayleigh wave, which propagates at a velocity
of 2.90 mm/µs. Substituting these quantities into Eq. 10 gives a Nyquist sampling
interval of 0.15 mm.
3.1.2 Excitations, Averaging and Noise Reduction
Laser vibrometer waveeld measurements are sensitive to both temporal and spatial
noise, particularly at the frequencies of interest for bulk wave inspection. Both types
of noise can be eectively reduced by signal averaging, but the trade-o is increased
acquisition time. For guided waveeld measurements, it is typical to use reective
tape to increase signal amplitudes and thus increase the signal-to-noise ratio (SNR)
[101], particularly for a scanning laser vibrometer, and the use of a reective tape is
considered in this study. Another approach to increase the SNR is to use a broadband
38
excitation such as a linear frequency modulated (LFM) chirp excitation and post-
process the received signals. Here the processing was performed via deconvolution
as described in [102] and various target waveforms were considered. Signals were
bandpass ltered after deconvolution by multiplication in the frequency domain with
a tapered cosine window from 0 to 10 MHz with a taper width on each end of 1 MHz
(20% Tukey window [103]). This technique yields the equivalent response to the
target excitation but with a higher SNR because of both the larger energy of the
chirp and the additional ltering.
The left side of Figure 5 shows four signals obtained from the 65.2◦ wedge and
5 MHz transducer (referred to as a probe) at a distance of 50 mm, referenced from the
point where the center of the beam exits the wedge, i.e., the incident point or probe
index; each signal was normalized to the peak of its absolute value. For Figure 5(a),
the excitation was a 400 V spike and 16 averages were taken to reduce incoherent
noise. Figure 5(b) is the corresponding signal using a chirp excitation and is shown
after deconvolution to an impulse; it is essentially identical to that of Figure 5(a) but
with an improved SNR. Although not shown here, increasing the number of averages
for the spike to 512 yielded a SNR similar to that achieved with the chirp using
16 averages. It is common in guided waveeld acquisition to apply reective tape to
the testing surface to improve the quality of the laser signal. Figure 5(c) shows an
undesirable distortion and reduction in amplitude caused by adding such reective
tape; the excitation and processing were the same as for Figure 5(b). Figure 5(d) was
computed from the same measured signal as Figure 5(b) but the deconvolution target
was a 5 MHz, 2 cycle, Hann-windowed tone burst. The resulting center frequency
is higher than that of Figures 5(a) and 5(b), which is manifested in the improved
resolution of the three arrivals between 21 and 24 µs.
Another important advantage of the chirp excitation, or any broadband excitation,
is that various target signals can be investigated during post-processing. The right
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side of Figure 5 shows processed chirp responses for the same measured signal as
Figure 5(b) for 2 and 5 cycle tone bursts at 2 and 8 MHz. Clearly the ability to
discriminate and identify the various arrivals is strongly dependent upon the frequency
and number of cycles. As compared to the other signals in Figure 5, the 5 MHz, 2 cycle
target signal of Figure 5(d) oers improved separation of arrivals, has a comparable
SNR, and minimizes lower frequency clutter; this target signal is used for the rest of
the data reported in this work.










































Figure 5: Signals recorded at a distance of 50 mm from the 65.2◦ probe. (a) 400 V
spike excitation, 16 averages. (b) 200 V chirp excitation, 16 averages, deconvolution to
an impulse. (c) 200 V chirp excitation, 16 averages, deconvolution to an impulse, with
reective tape. (d) 200 V chirp excitation, 16 averages, deconvolution to a 5 MHz,
2-cycle Hann-windowed tone burst. (e) 2-cycle, 2 MHz, Hann-windowed tone burst.
(f) 5-cycle, 2 MHz, Hann-windowed tone burst. (g) 2-cycle, 8 MHz, Hann-windowed
tone burst. (h) 5-cycle, 8 MHz, Hann-windowed tone burst.
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3.1.3 Trade-os in Experimental Parameters
Practical measurement systems involve trade-os between the quality of the acquired
data and the acquisition time. In practice, the acquisition of waveeld measurements
is heavily dependent on the measurement setup; however, there are generalities that
can be made. The acquisition time, ta, for a single point in the waveeld is related to
the number of averages, Navg and the pulse repetition interval, PRI of the transmitted
signal,
ta = NavgPRI. (11)
The PRI is chosen based on the power limits of the amplier and transducer and to
minimize wrap-around in the measurements. The number of averages is restricted by
the specications of the measurement system. For the Cleverscope Model CS328A
digital oscilloscope used here, the maximum number of on-board averages is 128 and
the maximum number of samples is 4 million. The Cleverscope performs waveform
averaging by dividing the maximum number of samples amongst the frames to be aver-
aged, which gives the maximum number of samples that can be taken for a particular
number of averages. For example, at 128 averages the length of the measurement
would have to be less than 31,250 samples.
In addition to trade-os in the measurement time, there are also trade-os related
to the scanner motion between the measurement points. There is a trade-o between
the velocity of the scanner motion, the dwell time prior to measurement, and the
data quality. Faster motion between measurement points comes at the expense of
measurement quality unless the dwell time prior to measurement is increased to allow
for the laser to stabilize. In general, the selection of the scanner velocity and dwell
time must be done empirically because of dierences between the motion control
and lasers in dierent systems. The importance of motion and dwell time selection
increases as the scan area and measurement interval increases as a result of the larger
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distance between scan points.
Combining the considerations for the scanner motion as well as the measurement
time per scan point, the total scan time, ts,Total, can be estimated as
ts,Total = Np(NavgPRI + tm + td) + ti, (12)
where NP is the total number of scan points, tm is the motion time between two scan
points, td is the dwell time at each point, and ti is a constant initialization time for
each scan.
3.2 Summary of Experiments
Once the experimental setup and parameters were nalized, data sets were acquired
that are used throughout this work. The rst sets of data are line scans, i.e., the scan
was performed along a line in the direction of propagation moving away from the
transducer. These scans were performed to study the angle-beam wave propagation
characteristics and the eect of refracted angle on those characteristics. The line scan
experiments were performed on the 610 mm × 610 mm × 6.35 mm aluminum plate
used in the initial experiments. The plate was excited with the Olympus Model C543
transducer used in conjunction with ABWM-4T-45◦, ABWM-4T-60◦, or ABWM-4T-
70◦ wedges. The line scans are summarized in Table 2 and the respective B-scans can
be seen in Figure 6 .
Subsequent waveeld data reported here, which are all area scans obtained for the
purpose of studying scattering, were acquired on a 305 mm × 305 mm × 6.35 mm,
mirror-nish, aluminum plate using the chirp excitation followed by post-processing
to a 5 MHz, 2 cycle, Hann-windowed target signal as previously described. The mirror
nish was selected to provide a higher SNR with fewer averages since reective tape
was found to produce signicant signal distortion. A 6.35 mm diameter through-hole


































(c) Refracted angle of 65.2◦
Figure 6: B-scans for the three dierent wedge angles: (a) 43.1◦, (b) 56.8◦, and
(c) 65.2◦.
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far side of the plate at an angle of 0◦ relative to the hole. The same 5 MHz transducer
was installed on a wedge designed to generate a 60◦ shear wave in steel (Olympus
part number ABWM-4T-60), which corresponds to 56.8◦ in aluminum. This probe
was mounted to the plate in the same manner as previously described at a distance
of 32.5 mm from the hole, which corresponds to 1.5 skips, and at an angle of −90◦.
A second transducer was mounted at the same distance of 1.5 skips at a angle 45◦
relative to the notch. A diagram of the area scans experiments can be seen in Figure 7.
The diagram depicts the front and side views of the angle-beam propagation for the
−90◦ orientation, which includes the beam path. Also depicted is the top view of the
experimental setup, which includes both the −90◦ and 45◦ transducer orientations.
Multiple scans were performed over a 30 mm × 30 mm area at a spatial resolu-
tion of 0.25 mm as summarized in Table 2. All scans were recorded under typical
laboratory conditions at nominally the same temperature; although not measured, it
is estimated that the temperature changed no more than ±2◦ during and between
scans. Note that the rst set of area scans (#4-8) were all recorded over a one-week
period, the dierences being the addition and enlargement of the corner notch. The
next three scans (#9-11) were recorded about 1 month after the rst three with no
changes in the scatterer; the purpose of these last three scans was to investigate base-
line subtraction performance on nominally identical waveelds. The nal ve scans
(#12-16) were recorded over the same week period as scans #4-8. They are identical
to scans #4-8 except the transducer is at an angle of 45◦ to the notch to allow for
the scattering from more than one incident angle to be studied.
Although the calculated Nyquist spatial sampling interval, based on the slowest
propagating wave velocity, was 0.15 mm at 10 MHz, recorded data using the 5 MHz
transducer manifests in minimal spatial aliasing at 0.25 m. This spacial increment was
used and the scan time was signicantly reduced. The temporal sampling frequency
was set to 100 MHz to reduce measurement jitter and the time window acquired
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Notch is  
oriented at 0º 
Figure 7: Illustration of the angle-beam transducer conguration for the area scan
experiments.
was 400 µs, which after chirp deconvolution resulted in signals 200 µs in length. The
surface nish of the aluminum plate improved the SNR so that only four averages were
performed. The resulting scan time was approximately 1.1 seconds per scan point,
which translates to a total scan time of roughly 3.5 hours for the 30 mm × 30 mm
region. The limiting factor in the acquisition speed was the maximum allowable pulse
repetition rate of the Ritec amplier.
Waveeld snapshots for Scans #4-8 are shown in Figure 8 at times of 18, 19, and
20 µs. These images illustrate overall data quality and show scattering from the hole
and notches. The incident waves encounter the hole in the following order: (1) the
rst shear wave skip overlapped with the Rayleigh wave, (2) the second shear wave
skip, and (3) the third shear wave skip. As a note, although the shear wave velocity
is higher than the Rayleigh wave velocity, the rst shear wave and the Rayleigh wave
overlap at distances near the hole because the shear wave travels along a longer path
as it bounces between the two plate surfaces. In each case, scattering from the notch
is overpowered by the incident waves and the waves scattered from the hole; scattering
from the smallest 1 mm notch is barely visible.
Figure 9 shows corresponding plots of spatial energy maps and histograms for
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scans. The spatial energy map of a waveeld, w(t, x, y), is calculated from the total
energy at each pixel referenced to the maximum energy and is expressed in dB as














The energy map for the 1 mm notch is essentially the same as that for the no notch
case, and the 4 mm notch has only a small eect on the energy map near the notch
location. The snapshots and energy maps in both Figures 8 and 9 show slight asym-
metry, which indicates that the transducer beam is not perfectly aligned with the
through-hole. The histograms are essentially the same for all the notch sizes. Al-
though not shown here, data from scans #9, 10, and 11 are essentially identical to
those of scan #8 except for a slight spatial shift in scan #11.
For comparison, waveeld snapshots for Scans #12-16 are shown in Figure 10 at
times of 16, 17, and 18 µs. The change in transducer orientation does not change the
order of wave arrivals, but does change the scattering behavior. As is for the case
when the transducer was oriented -90◦, the scattering from 1 mm is almost invisible in
the waveeld snapshots; however, scattering from the larger notches is clearly visible,
especially the scattered wave propagating out along the length of the notch. Figure 11
shows corresponding plots of spatial energy maps and histograms.
46








#1 Line 43.1◦ Undamaged plate
#2 Line 56.8◦ Undamaged plate
#3 Line 65.2◦ Undamaged plate
#4 Area 56.8◦ 6.35 mm through-hole Baseline through-hole scan
#5 Area 56.8◦ 6.35 mm through-hole
with 1 mm corner
notch
Plate removed to cut the
notch and reinstalled
#6 Area 56.8◦ 6.35 mm through-hole
with 2 mm corner
notch
Plate removed to cut the
notch and reinstalled
#7 Area 56.8◦ 6.35 mm through-hole
with 3 mm corner
notch
Plate removed to cut the
notch and reinstalled
#8 Area 56.8◦ 6.35 mm through-hole
with 4 mm corner
notch
Plate removed to enlarge
the notch and reinstalled
#9 Area 56.8◦ 6.35 mm through-hole
with 4 mm corner
notch
Data recorded 1 month
after Scan #8
#10 Area 56.8◦ 6.35 mm through-hole
with 4 mm corner
notch
Data recorded after Scan
#9 without remounting the
plate
#11 Area 56.8◦ 6.35 mm through-hole
with 4 mm corner
notch
Data recorded after Scan
#10 after removing and
remounting the plate
#12 Area 56.8◦ 6.35 mm through-hole Identical to Scan #4 but
wedge 45◦ to notch
#13 Area 56.8◦ 6.35 mm through-hole
with 1 mm corner
notch
Identical to Scan #5 but
wedge 45◦ to notch
#14 Area 56.8◦ 6.35 mm through-hole
with 2 mm corner
notch
Identical to Scan #6 but
wedge 45◦ to notch
#15 Area 56.8◦ 6.35 mm through-hole
with 3 mm corner
notch
Identical to Scan #7 but
wedge 45◦ to notch
#16 Area 56.8◦ 6.35 mm through-hole
with 4 mm corner
notch
Identical to Scan #8 but


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CHARACTERIZATION OF ANGLE-BEAM WAVE
PROPAGATION: EXPERIMENTAL AND MODELING
RESULTS
Bulk waves in innite media, as outlined in Section 2.1, are relatively simple in nature;
however, the measurement and analysis of angle-beam bulk waves is complicated
by the reections of these waves between the surfaces of the plate. Understanding
the nature of these reections, commonly called skips or V-paths, is fundamental
to understanding the propagating waves recorded on the surface of the plate from
waveeld measurements. The purpose of this chapter is to present a simple and
widely know analytical model of angle-beam wave propagation and then use that
model to study the features of angle-beam wave propagation in scatterer-free plates
by characterizing and comparing results from experimental data and a 2-D nite
element model .
4.1 Simple Analytical Propagation Model
Angle-beam bulk waves reect between the surfaces of the plate and are measured
on the surface of the plate; a simple ray-tracing model [104] can be used to relate the
2-D waveeld measurements and 3-D propagation characteristics. The reection of
the angle-beam bulk waves between the two surfaces of the plate is referred to as a
V-path. When measured on the surface of the plate, as in waveeld imaging, angle-
beam bulk waves propagate along a hyperbolic trajectory in space-time, as displayed
in the B-scan. The path function, g(r), for a angle-beam shear wave, which is also
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the V-path distance, along the direction of propagation is
g(r) =
√
r2 + (2Nh)2, (14)
where r is the measurement distance (along the surface) referenced to the incident
point, N is the number of skips, and h is the plate thickness. The arrival times






where c is the velocity of the propagating waves and t0 is the time oset which
accounts for the propagation time through the angle-beam wedge and delay resulting
from wave generation mechanisms. Because the angle-beam waves propagate at an
angle within the medium, the velocity measured on the phase velocity measured on
the surface of the plate,
cp = c/ sin θr, (16)
is a function of the refracted angle, θr, and the wave velocity, c. Figure 12 provides
a graphical representation of the interaction of the wavefronts with surface of the
plate and the resulting phase velocity. Since the magnitude of the sine function is
bounded from 0 to 1, the lower bound of the phase velocity is either the shear (cs)
or longitudinal (cl) wave velocity depending on the wave mode. There is no upper
bound on the phase velocity, which can lead to ambiguity between the wave modes
for dierent combinations of refracted angles.
Although angle-beam bulk waves are often presented as propagating along a spe-
cic ray trajectory determined by their nominal refracted angle, as seen in Fig-
ure 13(a), the nature of bulk wave propagation is more complex. Bulk waves do
not propagate in an innitely narrow beam; thus, it is more accurate to describe
bulk wave propagation in terms of a range of refracted angles and xed number of
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θr 




Figure 12: Illustration of the relationship between the wave velocity, c, and the phase
velocity, cp, for angle-beam wave propagation.
skips. Although Eq. 15 does not explicitly include the refracted angle, θr, or the beam
width, an arrival is only present if the beam path falls within the beam width of the
transducer. Larger amplitude arrivals correspond to beam paths centered about the
nominal refracted angle. The skip distance, d, measured along the surface of the plate
where a wave breaks the surface is a function of the refracted angle, θr, the number
of skips, N , and the thickness of the plate, h,
d = 2Nh tan θr. (17)
Substituting the skip distance from Eq. 17 in for r in the arrival time equation,
Eq. 15, gives an expression that characterizes the shear wave arrivals in the B-scan





In eect angle-beam bulk waves propagate as function of the refracted angle due to
the beam width of the transducer [7]. Figure 13(a) gives a graphical representation of
the skip patterns for a range of refracted angles, which can be used to understand the
wave behavior at the surface. Figure 13(b) plots the hyperbolic arrival time curves,
given by Eq. 15 with 5 skips for an angle-beam wave propagating at a refracted angle
56.8◦ of in a 6.35 mm thick plate.





N = 2, θr = θnom 
N = 1, θr > θnom 
















Figure 13: Theoretical angle-beam bulk wave propagation (a) diagram and (b) shear
wave arrival time curves for a refracted angle of 56.8◦ and N = 1, 2, 3, 4, and 5 skips.
by the angle-beam wedge and it propagates along the surface of the plate. Since the
Rayleigh wave propagates along the surface and not along a V-path, it's path function,
g(r) = r, (19)
is much simpler than for the shear and longitudinal waves.
4.2 Experimental Measurements
To study the features of angle-beam wave propagation in scatterer-free plates, the
B-scans measurements for the 43.1◦, 56.8◦, and 65.2◦ wedge transducer congura-
tions were compared to the theoretical wave propagation behavior in the x-t do-
main, summarized in Section 4.1. Two Rayleigh waves are present in the B-scan for
each refracted angle; theoretical Rayleigh wave arrival times were calculated from
Eq. 15 using the linear path function from Eq. 19. Theoretical shear wave arrival
times were calculated from Eq. 15 using the hyperbolic path function from Eq. 14
for up to 5 skips; i.e., N=1,2,...,5. The nominal Rayleigh and shear wave velocity
in aluminum were used for plotting the arrival time curves and are 2.902 mm/µs







where ν is Poisson's ratio (0.32 for aluminum) and cs is the shear wave velocity.
Table 3 summarizes the wave velocities measured on the surface of the plate and
the time osets, t0, used in Eq. 15 for each angle and wave type. Time osets were
calculated based on the travel time through the wedge and then adjusted to account
for inaccuracies in the velocity to produce the best match with the experimental
curves. The time oset for the second Rayleigh wave and the shear waves is the
same, which suggests that these waves are generated simultaneously, whereas the
rst Rayleigh wave is either generated earlier or closer to the front of the wedge.
Table 3: Summary of phase velocities measured on the surface of the plate and time









Time oset (µs) for
1st Rayleigh wave
2.6 4.0 4.8
Time oset (µs) for
2nd Rayleigh wave
3.4 4.6 5.3
Time oset (µs) for
shear waves
3.4 4.6 5.3
*Calculated from Eq. 16.
Figure 14 shows the comparison of these theoretical arrival time curves and the
B-scan for all three refracted angles for both the Rayleigh (Figure 14(a), 14(c), and
14(e)) and shear waves (Figure 14(b), 14(d), and 14(f)). Comparison of the theoretical
arrival time curves and the propagating shear waves are in good agreement for all three
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wedge angles. The slight dierences can be explained by minor inaccuracies in the
wave velocities and osets.
As can be seen by Eq. 14, the theoretical travel time curves for the shear waves
follow hyperbolic trajectories. The asymptotic nature of these curves as the distance
approaches zero corresponds to normal incidence shear waves reecting back and
forth through the thickness, which cannot happen physically because of the non-zero
incident angle. From Figure 14, it can be seen that the shear wave for each skip,
regardless of refracted angle, follow the same hyperbolic trajectories, however the
refracted angle changes the nature of the waves in two ways. Both the skip distance,
given by Eq. 17, and the waves visible window about the skip distance increases as a
function of the refracted angle.
In addition to the propagating shear waves, the B-scan also reveals two propa-
gating Rayleigh waves, which will be referred to as a Rayleigh wave doublet. Theo-
retically, Rayleigh waves should only be present for refracted angles that are greater






where cl is the longitudinal wave velocity in the rst medium and cs is the shear
wave velocity in the second medium. For the refraction between the acrylic wedge
and aluminum plate, the second critical angle is 48.7◦. The presence of such a strong
Rayleigh wave is surprising since the incident angles (31.2◦, 39.3◦, and 43.4◦ for the
43.1◦, 56.8◦, and 65.2◦ refracted angles, respectively) of all three wedges is less than
the second critical angle. The existence of the propagating Rayleigh wave doublet is
thought to arise from the nite extent and the beam spread of the 6.35 mm diameter
transducer as well as from wave interactions at the interface between the wedge and


























































































(f) Refracted angle of 65.2◦:
Shear Waves
Figure 14: Overlay of theoretical Rayleigh (left) and shear (right) wave arrival time
curves on the B-scans for the three dierent wedge angles: 43.1◦ (top), 56.8◦ (middle),
and 65.2◦ (bottom).
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the refracted angle and the second critical angle increases.
In addition to using overlaid trajectories, the propagating wave modes can be
identied using either the Radon transform or frequency-wavenumber analysis. The
Radon transform, described in Section 2.5.2, maps straight lines in the x-t domain to
points in the τ -p domain. Traditionally the Radon transform is expressed in terms of
the slowness, p; however, since it is being used here to identify dierent wave modes
it is more convenient to express the Radon transform in terms of phase velocity, i.e.,
in the τ -cp domain.
The left side of Figure 15 expresses the Radon transform in terms of the phase
velocity for the B-scan data of Figure 14. The Rayleigh waves propagate along linear
trajectories and thus appear as localized points in the Radon transform. The shear
waves do not map to points in the τ -cp domain since their trajectories are hyperbolic
in the x-t domain; instead they form a family of curves, one for each number of skips.
The velocity measured on the surface of the plate and the time osets measured by
the Radon transform can be found in Table 4. Comparing the values used for the
overlaid curves to those measured from the Radon transform shows good agreement
for all values except for the rst shear wave time osets. The shear wave time oset
measured by the Radon transform is inaccurate because the shear waves do not follow
linear trajectories and thus the Radon overshoots the actual time oset. Creating a
Radon transform that follows the hyperbolic trajectories of the shear waves is dicult
because of the number of independent variables inherent in the hyperbolic trajectory,
as seen in Eq. 14, is greater than for a linear trajectory (3 vs. 2).
Frequency-wavenumber analysis, described in Section 2.5.3, can provide similar
information about the propagating wave modes as the Radon transform; however, it
does not provide any temporal information about the propagating waves. The right
side of Figure 15 shows the 2-D Fourier transform for the B-scan data of Figure 14.
Generally, a wave propagating along a linear trajectory in the B-scan culminates as
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Time oset (µs) for
1st Rayleigh wave
2.7 4.1 4.9
Time oset (µs) for
2nd Rayleigh wave
3.5 4.6 5.3
Time oset (µs) for
1st shear wave
6.4 6.9 7.1
a line of energy in the 2-D Fourier transform. The slope of this line is a function of
the velocity of the propagating wave, which relates the frequency and the wavenum-
ber as seen in Eq. 5. Since the Rayleigh wave propagates along a linear trajectory
in the B-scan it culminates in the 2-D Fourier transform as a well dened line with
a slope equal to the inverse of the velocity. The hyperbolic trajectory of the shear
waves complicates the 2-D Fourier transform by essentially spreading the energy over
a variety of velocities since the hyperbolic trajectory can be thought of as a contin-
uum of refracted angles and thus phase velocities. The interaction of the hyperbolic
trajectories of dierent skips produces the band of striations seen below the Rayleigh
wave. This interaction complicates the velocity determination using the 2-D Fourier
transform. Table 5 gives the best estimate for the phase velocity obtained by tting
a line to the peak energy at each frequency in the 2-D Fourier transform. Comparing
Table 4 and 5, the Rayleigh velocity measured in the frequency-wavenumber domain
is close to that obtained using the curve tting and Radon transform methods; how-
















































































































(f) Refracted angle of 65.2◦:
Fourier Transform
Figure 15: Radon (left) and Fourier (right) transforms of the B-scans for the three
dierent wedge angles: 43.1◦ (top), 56.8◦ (middle), and 65.2◦ (bottom).
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Although it is plain to see in the experimental B-scans and the wave identica-
tion method that Rayleigh waves are generated, traditional angle-beam experiments
seldom acknowledge the presence of these waves. Two possible explanations for the
presence of the Rayleigh wave in these measurements and its apparent absence in
traditional angle-beam experiments are: (1) Traditional angle-beam measurements
employ a wedge transducer both on transmit and receive; the received waveforms
are scaled by the wedge eects twice. Since the wedge refracts the transducer beam
down into the plate the wedge transducer is not very sensitive to waves propagating
on the surface and these waves are greatly attenuated. The attenuation eect can be
seen in the comparison in the Rayleigh wave magnitude between the 65.2◦ and 43.1◦
wedges. (2) At shallower refracted angles, even though the attenuation is less severe,
the Rayleigh wave is often masked due to its overlap with the rst shear wave arrival.
Although few experiments acknowledge the presence of the Rayleigh waves, previous
authors such as Rose [14] and Krautkramer [105] have noted the possible existence of
such waves.
4.3 2-D Finite Element Model
Although waveeld measurements allow for complete characterization of wave prop-
agation on the surface of the plate, they do not provide information on the nature of
wave propagation within the plate. To gain insight into the behavior of the waves as
they propagate through the plate, a simplied 2-D model was developed over a two
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week period with the help of Dr. Jim Blackshire at Air Force Research Labs (AFRL)
using PZFlex, a commercially available software package for nite element analysis.
PZFlex is a time domain solver that uses a combination of both explicit and implicit
numerical methods to solve large wave propagation problems. The remainder of this
section outlines the model parameters and presents the results for a model that mim-
ics the experimental scenario for the Olympus Model ABWM-4T-60◦ wedge. These
results are then compared to the experimental measurements presented in Section 4.2.
The PZFlex model, which can be seen in Figure 16, consists of a Rexolite plastic
wedge modeled after the Olympus Model ABWM-4T-60◦, the dimensions of which
are summarized in Figure 17, liquid coupled to an 6.35 mm thick aluminum plate
with silicone oil. The incident angle in the wedge, θw, and the refracted angle in the
aluminum plate, θr, are 39.3
◦ and 56.8◦, respectively. The properties of the materials
that constitute the model can be seen in Table 6. The wedge was excited using a
uniform pressure load applied to a silicone coupling layer with the same diameter
(6.35 mm) as the Model ABWM-4T-60◦ transducer. Absorbing boundary conditions
were applied to the left and right sides of the plate and free boundary conditions were
applied to the bottom and top. The grid size was set at 30 elements per wavelength
(0.01 mm elements), which resulted in 11.124 million elements. The model was run
for a duration of 25 µs with a time step of 1.2685 ns. A snapshot of the magnitude
of particle displacement over the modeled area was obtained every 0.5 µs. The total
execution time was 8.9 hours. To mimic the experimental B-scans in Section 4.2 the
y-displacement (out-of-plane displacement) on the surface of the plate was recorded
during the simulation at each 1.2685 ns time step.
The magnitude of the particle displacement over the modeled area obtained from
the PZFlex model at several time instances between 4 µs and 20 µ scan be seen in
Figure 18. The reection of the shear waves between the two surfaces of the plate
creates a complicated displacement prole through the plate, especially as the wave
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fronts propagate further from the transducer. The Rayleigh wave doublet, noted in
the experimental data in Section 4.2, can also be seen propagating along the surface
of the plate at 8, 10, and 12 µs before it is overtaken by the shear waves.
By displaying the magnitude of particle displacement over the modeled area for
time instances between 4.0 µs and 6.0 µs at a ner time interval, as is done in
Figure 19, the generation of the Rayleigh wave doublet can be studied. A Rayleigh























43.1◦ 12.4 16.8 11.4 5.8
56.8◦ 10.9 15.5 10.9 6.0
65.2◦ 12.2 18 10.9 6.8
Figure 17: Physical dimensions of Olympus angle-beam transducers, reproduced from
[106].







Aluminum 6.306 3.114 2690
Rexolite 2.340 1.100 1060
Silicone Oil 0.960  818
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clearly seen in the wake of the shear wave at time instances 5.0 and 5.5 µs. Another
Rayleigh wave is generated by the interaction of the shear wave with the corner of
the wedge, which can be seen at 7.0 µs. Because of the locations they were generated,
the rst Rayleigh wave generated will arrive later in the B-scan; to avoid confusion
the Rayleigh waves will be denoted based on their appearance in the B-scan; i.e., the
Rayleigh wave generated by the interaction of the shear wave with the corner of the
wedge is the rst wave in the doublet and the Rayleigh wave generated at the incident
point is the second wave in the doublet.
4.4 Comparison of Models and Experiments
To validate the modeling results presented in Section 4.3, the surface displacement of
the model was compared to the surface displacement obtained from waveeld mea-
surements. Figure 20 gives a side-by-side comparison of the B-scan obtained from
the waveeld measurement (left) and the PZFlex model (right) with and without the
overplotted arrival time curves. Even given the geometric simplications made in
the PZFlex model, the modeling results are in excellent agreement with the measure-
ments. Both the linear Rayleigh wave and hyperbolic shear wave trajectories agree
almost perfectly with each other and with the arrival time curves generated using
the ray-tracing model and parameters from Section 4.2. One of the more notable
dierences between the experimental and modeled B-scans are the sporadic arrivals
in the modeled B-scan that occur both before and after the arrivals in the experi-
mental B-scan. There are several possible explanations for these arrivals. (1) The
arrivals could be the result of internal reections within the wedge propagating into
the plate. These reections are typically damped by the 3-D geometry of the wedge.
(2) The uniform pressure loading used as the excitation produces secondary reections
within the coupling layer that produce propagating waves that are not produced by











Figure 18: Magnitude of particle displacement in the plate obtained from the PZFlex











Figure 19: Magnitude of particle displacement in the plate obtained from the PZFlex
model at various time instances, which highlight Rayleigh wave generation.
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for some of the spurious arrivals, especially those at later time instances; modeling
errors tend to be propagated through the model as the simulation time progresses.
(4) Imperfect absorbing regions allow reections from the ends of the plate.
In addition to the B-scan comparison, the experimental and modeling results can
also be compared on a waveform-by-waveform basis as shown in Figure 21. As in
the B-scans in Figure 20, the dierent wave arrivals have been identied in Fig-
ure 21; the convention for identication is as follows. Incident waves are identied
by an abbreviation of the form: R (Rayleigh doublet), SN (N
th shear wave skip), or
RSN (overlapping Rayleigh doublet and N
th shear wave skip). Comparing the two
waveforms, the experimental data is slightly delayed when referenced to the model
results. The delay most likely results from the wave generation within the piezoelec-
tric transducer that is not captured by the simple uniform pressure loading used as an
excitation in the PZFlex model. The dierences between the piezoelectric transducer
used in the experiments and the uniform pressure load used in the model may also
account for the dierences in the wave shapes. Dierences in the waveforms may also
arise from dierences between the model and actual wedge material and dimensions.
Contrary to normal experiment/model comparisons, the experimental waveeld data
is less noisy than the model data; this most likely caused by the spurious wave arrivals
giving the appearance of noise in the modeling data.
Despite minor dierences in wave shapes, there is excellent agreement in over-
all wave propagation behavior including the presence of the Rayleigh wave doublet,
the propagation trajectories, and the arrival times of the various waves. The size
and complexity associated with solving more sophisticated 3-D angle-beam models
makes waveeld imaging experiments an attractive method for developing a better






































































(f) PZFlex Model Results:
Shear Waves
Figure 20: Overlay of theoretical arrival Rayleigh and shear waves time curves on the
experimental (left) and PZFlex model (right) B-scans.
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(a) Waveforms at 20 mm.



















(b) Waveforms at 30 mm.





















(c) Waveforms at 40 mm.





In this chapter, a methodology is described for performing waveeld baseline subtrac-
tion to separate scattered waves from the total waveeld; that is, baseline waveeld
data acquired from a defect-free specimen is subtracted from analogous data acquired
after introduction of a defect. Two methods for aligning the waveeld data in space
and time prior to performing baseline subtraction are presented and metrics for as-
sessing their performance are discussed. Lastly, a method to generate radial energy
maps is outlined. These radial energy maps provide a measure of the energy of waves
propagating out from a point in the waveeld and can be used to generate scattering
patterns.
5.1 Waveeld Data Preprocessing
Spatial windowing is applied to the waveeld data at dierent stages during the pro-
cessing to reduce edge artifacts and remove noisy data from the empty hole where the
laser vibrometer is out-of-focus. These steps are described in the following sections.
5.1.1 Edge Windowing
The nite scan window results in abrupt termination of the data at its outer edges,
which causes spectral leakage in the wavenumber domain. To mitigate this problem,
a 10% Tukey window was applied along the 30 mm extent of each spatial (x, y)
dimension [103] to smooth the sharp transition between signal and no-signal at these
edges.
71
5.1.2 Automated Through-Hole Windowing
Interruptions such as holes or changes in surface quality of the specimen are mani-
fested as changes to the statistical distribution of the laser vibrometer measurements.
If the correlation between the physical changes in the specimen and the changes in the
signal distributions is well understood or can be accurately approximated, then the
signal distribution can be used to spatially segment the data into dierent regions. Of
particular interest here is the automatic location of the through-hole. Inconsistencies
in plate mounting make the exact position of the hole unknown; automatic location
of the hole eciently accounts for spatial shifts caused by small mounting variations.
The presence of the through-hole introduces a region where the laser vibrometer is
out-of-focus, resulting in noisy, large amplitude signals. It is convenient to apply gray
level thresholding [107] of the waveeld data to distinguish between the through-hole
and the plate by calculating Λ(x, y), the sum of the absolute value of each waveform,




|W (ti, x, y)|, (22)
where W is the waveeld data. Pixels for which Λ > γ are identied as "though-
hole," where γ is a threshold. Since the nominal size of the hole is known a priori,
the threshold is adaptively set such that the total area of the pixels identied as "hole"
matches the actual area of the hole. Various image ll techniques [108] can be used
to remove points within the hole that are misidentied by the threshold test. Here,
the MATLABTM function "imll" [109] is used for this purpose so that an accurate
hole area can be determined from the identied pixels.
Once the through-hole pixels are identied, the centroid [110] is calculated using
the MatlabTM function "regionprops" [111] and used as the center of a spatial window
to remove the noisy signals. A 6th order circular Butterworth window with a 4 mm
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where rc is the radial cuto and n = 6 is the window order. For the 6.35 mm
hole a 4 mm radial cuto is used. Windowing the through-hole noise improves both
the visual presentation of the waveeld data and reduces undesirable edge eects
resulting from the sharp transition between signal and noise when utilizing frequency-
wavenumber analysis methods.
5.2 Waveeld Baseline Subtraction
Waveeld baseline subtraction is performed by subtracting the corresponding wave-
forms in each waveeld to isolate the dierences between them,
r(t, x, y) = wc(t, x, y)− wc(t, x, y) (24)
The residual waveeld, r(t, x, y), is the point-wise dierence between signals contained
in the current waveeld, wc(t, x, y), and a baseline waveeld, wB(t, x, y); all signals
here are expressed in the 3-D time-space domain.
5.2.1 Metrics for Baseline Subtraction Performance
The ecacy of baseline subtraction can be evaluated qualitatively by inspection of the
residual waveeld at time instances of interest. Poor baseline subtraction is typically
manifested as feed-through of larger amplitude incident waves, which obscure the
smaller amplitude scattered waves. Performance can be quantied by computing the
energy of each residual signal either relative to the maximum baseline signal energy
or relative to the energy of the baseline at each point in the waveeld.
The energy of the residual at pixel location (xl, ym), referenced to the maximum
73
of the energy of the baseline, is expressed in dB as,














Since the reference is the maximum energy of the baseline, EG is referred to as
the globally referenced residual energy. The peak and mean of EG can be readily
calculated and are also useful as performance metrics.
It is also informative to reference the energy of the residual to the local energy of
the baseline; i.e., each spatial location is referenced to the energy of the baseline at
that same location:











This metric, EL, is referred to as the locally referenced residual energy.
If no damage is introduced in between acquisition of the baseline and current
waveeld, both metrics should ideally be zero. If damage has been introduced, then
either measure of residual energy should be related to the strength of the scatterer.
5.2.2 Factors Aecting Baseline Subtraction Performance
Baseline subtraction performance is dependent on the degree to which signals result-
ing from structural elements remain consistent from measurement to measurement.
Generally, signal inconsistencies that reduce the performance of baseline subtraction
are the result of uncontrolled environmental conditions the structure is subjected to
during measurement. Here, the two factors that most negatively aect the perfor-
mance of waveeld baseline subtraction are temperature changes and spatial misalign-
ment. Of these two factors, spatial misalignment is the most detrimental to waveeld
subtraction performance.
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5.2.2.1 Eects of Temperature
As discussed in Section 2.5.4.2, the primary eect of a change in temperature is a
change in the ultrasonic velocity. The change of ultrasonic velocity aects received
signals by introducing a time-dependent time shift [71]. Assuming a wave arrival time
of t0 and a temperature change of ∆T , the change in the time of arrival for a shear








where cs is the shear wave velocity (3080 m/s for 6061 aluminum) and κs is the
coecient of change in shear velocity with temperature (-0.752 m/s/◦C for shear
waves in aluminum [112]). A 2◦C change in temperature would thus result in a time
shift of about 0.012 µs for an echo arriving at 25 µs and 0.024 µs for an echo arriving
at 50 µs. Given that the period of a 5 MHz sinusoid is 0.2 µs and times of arrivals of
interest are generally less than 50 µs, time shifts caused by temperature changes of
±2◦C or less will not have a signicant eect on baseline subtraction.
5.2.2.2 Eects of Spatial Misalignment
Spatial misalignment errors can be evaluated relative to the smallest wavelength
present in the data, which is approximately 0.3 mm (Rayleigh wavelength at 10 MHz).
For good baseline subtraction, the spatial misalignment error should be no bigger than
about 10% of the wavelength, which is about 0.03 mm. It is highly unlikely that the
specimen can be manually repositioned this accurately, although 0.1-0.2 mm should
be possible. The estimated repeatability of the scanner used for these experiments is
approximately 0.05 mm, which is close to 0.03 mm. Given that the energy is centered
at 5 MHz (Rayleigh wavelength of 0.6 mm), the scanner repeatability, although not
negligible, is likely not the primary source of misalignment.
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5.2.3 Alignment Methods for Baseline Subtraction
The primary source of poor baseline subtraction for the waveeld data reported here
is global spatial misalignment caused by specimen repositioning, which should be
manifested as a simple translation. With this assumption, a variety of global image
registration algorithms could be candidates to compensate for dierences between
the measurements; these include direct (pixel-based) registration or feature-based
registration [92, 91]. The problem at hand is simpler in some ways than typical image
registration problems in that there are no changes in rotation or magnication, but
the time-dependence of the waveeld introduces challenges. Although temperature
changes are not expected to be signicant, the possibility of temporal misalignment
should also be considered.
Two methods for the aligning the baseline waveeld with the current waveeld are
proposed and compared. The rst method globally aligns the baseline waveeld with
the current waveeld in three dimensions (two spatial dimensions and time). The
second method spatially aligns the baseline waveeld with the current waveeld on
a frame-by-frame basis, but searches the baseline waveeld forward and backward in
time for several frames to select the one with the best registration after spatial align-
ment. The second method provides more exibility in both spatially and temporally
aligning the waveelds, which could potentially give a better degree of registration
in the presence of a global temperature change. Both alignment methods are per-
formed on the rst 30 µs (750 frames) of data , which contains most of the signals of
interest for the spatial scan window. The methods are applied to the data following
deconvolution, and spatial windowing as described in Section 5.1 is applied following
determination of the optimum spatial shift to compute the residual waveeld.
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5.2.3.1 Global Space-Time Alignment
The rst method of waveeld image registration, global space-time alignment (GSTA),
optimally registers the baseline waveeld with the current waveeld by applying sub-
pixel spatial and temporal global shifts. This method, which is similar to the well-
known phase correlation method [113], should correct for simple shifts in the plate
position as well as a constant time shift, providing a rst order correction for a global
temperature change.
The GSTA method is accomplished in the frequency domain by minimizing the
L2 norm of the residual with respect to (∆t,∆x,∆y), which are the shifts in t, x and
y that are applied to the baseline waveeld prior to subtraction:
(∆t0,∆x0,∆y0) = arg min
∆t,∆x,∆y
||WC(ω, kx, ky)−WB(ω, kx, ky)e−i(ω∆t+kx∆x+ky∆y)||. (28)
Here WB and WC are the baseline and current waveeld data, respectively, in the
ω-k domain and (∆t0,∆x0,∆y0) are the optimal shifts along the three waveeld data
dimensions that minimize the L2 norm of the residual. The residual waveeld in the
ω-k domain is thus calculated as,
R(ω, kx, ky) = WC(ω, kx, ky)−WB(ω, kx, ky)e−i(ω∆t0+kx∆x0+ky∆y0), (29)
which is converted back to the (t, x, y) domain via an inverse 3-D Fourier transform.
Since the shifts are performed in the frequency-wavenumber domain, subpixel regis-
tration of the discrete waveeld data is possible and is achieved using the MATLABTM
function "fminsearch" [114]. As applied here, both the baseline and current wave-
elds are down-sampled in time to 25 MHz prior to alignment, which signicantly
reduces the processing time. The down-sampling does not compromise performance
since 25 MHz is a suciently high sampling frequency to prevent temporal aliasing,
and sub-sample shifts are possible in the frequency-wavenumber domain.
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5.2.3.2 Time Slice Spatial Alignment
The second method of waveeld image registration, time slice spatial alignment
(TSSA), spatially aligns each time slice of the current waveeld with a corresponding
time slice (frame) of the baseline waveeld prior to calculating the residual wave-
eld. The frame of the baseline waveeld used for the spatial alignment is selected
by looking forward and backward in time by several frames to nd the one that is
best aligned with the current frame. This method should correct for simple shifts in
the plate position as well as time-varying time shifts, which would provide a second
order correction for a temperature change.
This method is performed by rst transforming each frame of both the current
and baseline waveelds into the kx-ky domain via a spatial 2-D Fourier transform.
For the nth time slice of the current waveeld, which is at tn, a range of frames in the
baseline waveeld are considered both before and after tn. The one is selected that
minimizes the L2 norm of the residual in the kx-ky domain after spatial alignment:
(tBn ,∆xn,∆yn) = arg min
∆tk,∆x,∆y
||WC(tn, kx, ky)−WB(tk, kx, ky)e−i(kx∆x+ky∆y)||∀k ∈ [nLnu],
(30)
where WC and WB are the 2-D Fourier transforms of each frame in the current and
baseline waveelds. Here nL and nU and the lower and upper bounds of the baseline
frame index k, tBn is the selected time slice of the baseline waveeld corresponding
to the nth time slice of the current waveeld, and (∆xn,∆yn) are the corresponding
spatial shifts. The residual waveeld in the wavenumber domain at time tn is thus
calculated as,
R(tn, kx, ky) = WC(tn, kx, ky)−WB(tBn , kx, ky)e−i(kx∆xn+ky∆yn), (31)
which is converted back to the (t, x, y) domain via an inverse 2-D Fourier transform at
each time step. Subpixel registration of the discrete waveeld data is again possible
78
and is achieved using the built in MATLABTM function "fminsearch" [114] at each
time slice. By performing the optimal spatial alignment on a frame-by-frame basis and
by allowing some play in the correspondence between frames in the two waveelds, the
alignment is more robust to environmental variations such as a temperature change.
As a note, the temporal sampling of the two waveelds does not have to be the same
to use the TSSA method. As applied here, the current waveeld is down-sampled
to 25 MHz prior to alignment but the baseline waveeld is retained at 100 MHz.
This ner sampling interval for the baseline improves the performance of TSSA by
increasing the resolution of the frames available for matching.
5.3 Analysis of Scattering Behavior
Waveeld imaging eliminates many of the challenges associated with experimental
characterization of angle-beam scattering and allows for techniques similar to those
outlined in Section 2.5.5 for SHM to be used. The use of waveeld data to obtain
angle-beam scattering patterns is more complicated than for guided waves because
guided waves excite the plate throughout its thickness whereas angle-beam waves
reect between the plate surfaces. Since waveeld measurements are performed on
the surface of the plate, there is the potential for ambiguity between dierent wave
modes because the phase velocity, Eq. 16, is a function of both the wave velocity
and the refracted angle. Another complication to producing angle-beam scattering
patterns is mode conversion. Mode conversion is a function of the incident wave
mode and incident angle as well as the defect type and orientation. The combination
of phase velocity ambiguity and mode conversion makes analyzing angle-beam bulk
wave scattering dicult. Any method to characterize angle-beam scattering must
be able to accurately measure and quantify scattering in the presence of multiple
waves modes propagating at dierent refracted angles. The remainder of this section
outlines a method to use waveeld data to obtain estimated scattering patterns that
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can both separate waves propagating at dierent velocities and provide a means for
estimating mode conversion.
The ow chart in Figure 22 details a methodology to calculate the energy of the
outward propagating waves as a function of the angle and the wave velocity, referred
to as a radial energy map, which can be used to generate angle-beam scattering
patterns as a function of wave mode. In addition to the ow chart, Figure 22 provides
examples of representative data (Scan #4) at each step of the process. In Step 1 of
the ow chart, preprocessing may include spatial Tukey windowing and automated
hole-windowing, described in Section 5.1, and waveeld alignment using either GSTA
or TSSA, described in Section 5.2.3, if the scattering patterns of two sets of waveeld
data are being compared.
For Step 2, the B-scan data at each angle, θ from a specied reference point, is
interpolated from the full waveeld data. The length of the interpolated B-scan, R,
is set such that none of the points in the B-scan fall outside of the smallest circle,
centered on the automatically detected hole, that can be inscribed in the scan area.
In the case where the origin of the radial B-scans is centered on a point, (xref ,yref ),
other than the center of the hole, as seen in Figure 23, R will be a non-constant
continuous function of θ, which follows from the cosine rule,
R =
√
r21 − r22 sin2 (θ)− r2 cos (θ), (32)
where r1 is the radius of the inscribed circle and r2 distance from the origin of the
radial B-scan to the center of the inscribed circle. Restricting the value of R in this
way prevents sharp changes in the energy calculation by removing the corner eects.
Since the scattered energy is of interest, only the energy of the wave propagating
outwards (positive velocity) from the origin of the radial B-scan is calculated in Step 4.
By computing the energy in the frequency-wavenumber domain, there is an inherent
ability to separate the energy from waves propagating at dierent velocities.
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Figure 22: Flow chart of the methodology for generating radial energy maps with











Figure 23: Diagram of the radius used for the radial B-scans based on a o-centered
reference point.
After calculating the radial energy map, it can be used to characterize scattering
or as a means determining or isolating the eects of a scatterer by comparing two
radial energy maps. When comparing two scatterers or scattering scenarios, the radial
energy maps can be subtracted to isolate the scattering from the defect,
ED(θ, c) = EC(θ, c)− EB(θ, c) (33)
where EC is the current radial energy map containing the defect or scatterer of interest
and EB is the radial energy map being used as the baseline. In addition to subtracting
the radial energy maps, the log ratio of the the modal scattering patterns,






can be used to investigate the changes in the scattering behavior resulting from the
addition of the defect and is similar to the scattering coecients used to quantify
Lamb wave scattering described in Section 2.5.5.
Despite the potential ambiguity between dierent wave modes caused by the fact
that the phase velocity is a function of both the wave velocity and the refracted angle,
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the ability to measure the radial energy as a function of the phase velocity is a powerful
means to separate and study the scattering of dierent wave modes, especially for wave
velocities where this ambiguity does not exist. Scattering patterns for the three wave
modes of interest: Rayleigh, shear, and longitudinal, can be generated by summing
along the range of phase velocities corresponding to the desired wave mode in the
radial energy map. Table 7 summarizes the phase velocity ranges that are used to
produce scattering patterns for each wave mode. Since the Rayleigh wave propagates
along the surface, its range of phase velocities is much smaller than the range for the
shear and longitudinal waves. There is an ambiguity between longitudinal and shear
waves for velocities above 6.306 mm/µs; however most of the shear wave energy is
captured by the chosen velocity range.












Rayleigh 2.902 2.6-3.0  
Shear 3.114 3.2-6.2 76.7◦-30.1◦ 
Longitudinal 6.306 6.4-14 29.1◦-12.9◦ 80.2◦-26.8◦
*Calculated from Eq. 16.
Figure 24 shows the radial energy map, of a 6.35 mm through hole with the
radial B-scans referenced to the center of the whole. The angle interval for the
radial energy maps is 5◦ and the velocity interval is 0.2 mm/µs. Figure 24 also
shows plotted on the radial energy map the velocity ranges, which were summed over
to generate scattering patterns for each mode, identied as well scattering patterns
for the Rayleigh, shear, and longitudinal waves. The lack of symmetry in the radial
energy map and the scattering patterns is a result of the transducer not being perfectly
centered on the through hole. The radial energy map was generated without the use of
baseline subtraction to remove the incident waves and so the presence of the incident
83



















































(d) Scattering Pattern: Longitudinal
Figure 24: Scattering patterns for scan #4 including (a) the radial energy map with
velocity ranges for each mode identied and scattering patterns for the (b) Rayleigh,
(c) shear, and (d) longitudinal waves.
waves, which form the asymptotes at 0◦ and 180◦, are clearly visible. The asymptotic
behavior of the phase velocity of the incident waves results from the fact that the
direction of propagation of the incident waves is perpendicular to the radial B-scan
at these angles, so the incident waves appear to move through the B-scan much faster
than they are actually traveling. The scattering patterns for the longitudinal waves,
Figure 24(d), is the most aected by this phenomenon because the velocity range
used to generate it is much greater. The shear wave scattering pattern is aected as
well, although to a lesser extent. The presence of the incident waves can often be
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removed using baseline subtraction. The remainder of radial energy maps presented
here will focus on isolating scattering by removing the incident waves using either




The purpose of this chapter is to evaluate the performance of the baseline subtraction
methods outlined in Section 5.2, to use the methods described in Section 5.3 to
analyze scattering from corner notches, and to discuss the ecacy of the methods
for characterizing angle-beam scattering. First, the performance of the two baseline
subtraction methods is evaluated and compared on nominally identical data sets with
and without spatial misalignment. Second, the two baseline subtraction methods are
used to isolate the scattered waves from notches of four dierent sizes for two dierent
transducer orientations: -90◦ and 45◦ relative to the notch. Radial energy maps and
scattering patterns are generated from the TSSA aligned waveelds using the methods
described in Section 5.3 and the scattering from the notches is discussed. Finally, the
ability of the analysis methodology to characterize scattering is discussed.
6.1 Quantifying Baseline Subtraction Performance
Scans #9, #10, and #11 were all recorded from the specimen containing a through-
hole with a 4 mm corner notch. Scan #10 was recorded immediately after scan #9
with no repositioning of the specimen and no signicant temperature changes. Scan
#11 was recorded immediately after scan #10 and the specimen was repositioned.
Although the notch is a scatterer of interest, scan #9 is rst used as a baseline for
scan #10 and #11 to assess the performance of baseline subtraction for nominally
identical waveelds without and with spatial misalignment.
Figure 25 shows direct baseline subtraction results between scans #9 and #10 in
the form of a snapshot of the residual waveeld at 19 µs (Figure 25(a)), the globally
referenced residual energy map (EG from Eq. 25, Figure 25(c)), and a histogram of
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the raw residual energy values (Figure 25(e)). Note that the gray scale for this and
subsequent snapshots is identical to those of Figure 8. Aside from artifacts around
the hole, it can be seen that the performance of baseline subtraction is the worst in
the high amplitude area of the incident waveeld directly in front of the hole, which is
not unexpected since even a small phase mismatch will cause incomplete cancellation.
The mean and peak of the residual energy are 24.5 and 5.9 dB lower, respectively,
than the mean energy of the baseline waveeld (scan #9). As a means of comparison,
the peak value of the baseline scan (scan #9) is 11.5 dB higher than the mean value.
Both the GSTA and TSSA methods were performed prior to baseline subtraction
of scans #9 and #10 and reduce the mean and peak residual energy as compared
to direct subtraction. There is not much improvement since the waveelds were
already well-aligned and so the results are not shown. As seen in Table 8, GSTA
performs slightly better than TSSA for this case. The primary dierence between
these waveelds is the random noise in the hole, and the TSSA method has enough
degrees of freedom so that this noise can be partially suppressed. A side eect is that
performance is slightly reduced as compared to GSTA since nal residual waveelds
are computed after spatial windowing where as alignment is performed prior to spatial
windowing.
To investigate the eects of spatial misalignment, baseline subtraction was per-
formed using scan #10 as the baseline waveeld and scan #11 as the current waveeld.
The result of direct baseline subtraction of these two scans can be seen in Figure 25.
The slight spatial misalignment between the two measurements, which was estimated
to be less than 0.5 mm in both the x and y directions, is large enough so that no
appreciable cancellation can be seen in the snapshot of the residual waveeld.
Comparison of Figures 25(a) and 25(b) shows a substantial reduction in the per-
formance of the baseline subtraction. Comparing the residual energy maps, the degra-



























































(d) Remounted Scans: Energy




















(e) Back-to-Back: Energy Histogram












(f) Remounted: Energy Histogram
Figure 25: Baseline subtraction results for back-to-back scans without (scan #10,
left) and with (scan #11, right) specimen remounting using scan #9 as the baseline
without alignment.
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Table 8: Comparison of the performance of baseline subtraction methodologies with-
















#10 #9 Baseline: 4 mm notch
Current: 4 mm notch
No specimen remounting
None -24.5 -5.9
#10 #9 GSTA -27.4 -9.1
#10 #9 TSSA -25.4 -7.7
#11 #10 Baseline: 4 mm notch
Current: 4 mm notch
Specimen Remounted
None -4.7 7.1
#11 #10 GSTA -19.8 -2.8
#11 #10 TSSA -21.0 -2.9
in amplitude. A comparison of the energy histograms in Figure 25(e) and 25(f) also
shows the ineectiveness of baseline subtraction after the specimen has been removed
and remounted. The histogram of Figure 25(f) can also be compared to that of the
total waveeld in Fig. 4(c). There is an increase in the proportion of energy values
close to zero after baseline subtraction, but the distribution is still much more sim-
ilar to that of the total waveeld than to the residual waveeld of Figure 25 with
no specimen remounting. Instead of a 24.5 dB reduction in the mean energy, there
is only a 4.7 dB reduction, and a 7.1 dB increase in the peak energy rather than
a 5.9 dB decrease. This increase indicates that the subtraction has actually caused
constructive interference of the two waveelds, at least in some locations, rather than
cancellation.
Figure 26 shows the corresponding results of baseline subtraction of scans #10
and #11 after applying the GSTA and TSSA alignment methods, respectively. A
comparison of these gures to those of Figure 25 shows that using either alignment
method signicantly improves baseline subtraction performance following specimen
remounting. The TSSA method performs somewhat better than GSTA, particularly
89
in the lower portion of the scan area (below the hole) where signals are the largest
amplitude. It can be seen that both alignment methods remove the double-peak
structure from the energy histogram and yield distributions more comparable to that
of Figure 25(e), which was generated from successive scans without specimen re-
mounting. The mean energy of the residual after remounting is reduced from that
of the baseline by 19.1 dB and 21.1 dB for GSTA and TSSA, respectively, and the
peak energy by 2.8 dB and 2.9 dB. While not quite as good as the 24.5 dB and 5.9
reductions (mean and peak) obtained from the back-to-back scans, it is nevertheless
a substantial improvement as compared to direct subtraction.
Although both alignment methods have similar baseline subtraction performance,
there are some noteworthy dierences. Since the TSSA method aligns the waveelds
on a frame-by-frame basis (i.e., as a function of time), it has the capability of compen-
sating for the time-dependent time shifts that would be indicative of a temperature
change. Even though temperature was not expected to be a signicant issue for
the data recorded here, nevertheless it was not measured to the accuracy required
to verify this assumption, and the somewhat improved performance of the TSSA
method over GSTA indicates that temperature may indeed have been a secondary
but non-negligible factor.
A further comparison of the methods can be made from maps of the locally ref-
erenced residual energy (EL from Eq. 26), which can be seen in Figure 27. For the
case of no specimen remounting, the energy of the residual referenced to the local
energy of the baseline, Figure 27(a), has the appearance of speckled noise with little
structure, indicating that random variations in the signals are proportional to signal
amplitudes. This characteristic is indicative of laser speckle noise rather than additive
random noise, which would be independent of signal amplitude. The only exception is
in the shadow zone (i.e., near 90◦), where the signal strength is very low to begin with
















































































(e) GSTA: Energy Histogram




















(f) TSSA: Energy Histogram
Figure 26: Baseline subtraction results for back-to-back scans for a remounted speci-
men (scan #11) with the baseline (scan #9) aligned using the GSTA (left) and TSSA
(right) methods.
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similar, Figure 27(b) and 27(c) both have more structure than that of Figure 27(a),
for which the specimen was not remounted. Although not shown here, for TSSA the
structure of the locally referenced energy maps is more pronounced if a coarser tem-
poral sampling interval is used for the baseline (e.g., 25 MHz vs. 100 MHz). Since the
frame-by-frame matching does not allow for sub-pixel temporal shifts, performance
of the TSSA method decreases with coarser sampling and becomes comparable to
that of GSTA. Although temperature changes in between scans were small for the






















































Figure 27: Locally referenced residual energy for dierent baseline subtraction sce-
narios.
6.2 Isolation and Analysis of Scattering Behavior
Baseline subtraction is used to separate and highlight scattering from 1, 2, 3 and
4 mm corner notches originating from the 6.35 mm drilled through-hole for both the
-90◦ and 45◦ transducer orientations; specically, the eect of notch size on scatter-
ing will be studied. For each transducer orientation, waveeld snapshots and energy
maps are shown after baseline subtraction. Radial energy maps and scattering pat-
terns are generated from the TSSA aligned waveelds using the methods described
in Section 5.3 and the scattering from the notches is discussed.
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6.2.1 -90◦ Transducer Orientation
For the transducer oriented at -90◦, baseline subtraction is performed for each notch
size using scan #4 as the baseline, snapshots of which can be seen in the left column
of Figure 8. Figures 8 and 9 show waveeld snapshots and energy maps, respectively,
for scans #5-8 prior to baseline subtraction.
Figure 28 shows snapshots of the residual waveelds for the four notch sizes, in
order of increasing notch size, after application of the TSSA method; results are
similar for the GSTA method and are not shown. The incremental increase in the
scattering as the notch size increases can be clearly seen moving along each row.
Performance metrics for both alignment methods and each notch size are compared
in Table 9; although baseline subtraction does not result in perfect cancellation of the
incident waves, the energy of the residual waveeld is positively correlated with the
size of the notch.
Although the residual images show both some baseline waveeld feed-through and
minor imaging artifacts, many interesting features of the scattered waves are visible.
At 18 µs, a fast longitudinal wave is visible for each notch size that originates from the
notch location at 0◦. The snapshots also show an artifact near the hole boundary at
about 30◦ that is likely also in the baseline waveeld. For every notch but the 1 mm
notch, the start of two scattered shear waves can be seen: one at 0◦ propagating in
the 0◦ direction and another at 180◦ propagating in the 180◦ direction. The wave at
0◦ is directly scattered from the notch whereas the one at 180◦ is likely formed by
evanescent waves that have traveled around the hole from the notch and reformed
as a propagating shear wave, similar to those reported in [17]. These waves are not
visible for the 1 mm notch in the 18 µs snapshot. They may be obscured by imaging
artifacts, or, since the notch is further from the measurement surface, they may not
have yet arrived at the surface. As time progresses, the scattered waves propagate as
expected, although the 180◦ wave never becomes clearly visible for the 1 mm notch.
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Table 9: Comparison of the baseline subtraction residual energy of dierent notch
















#5 #4 Baseline: No notch
Current: 1 mm notch
Transducer at -90◦
None -2.9 6.5
#5 #4 GSTA -16.5 2.8
#5 #4 TSSA -17.1 -2.9
#6 #4 Baseline: No notch
Current: 2 mm notch
Transducer at -90◦
None -5.4* 3.7*
#6 #4 GSTA -15.7* 3.4*
#6 #4 TSSA -15.7* 2.8*
#7 #4 Baseline: No notch
Current: 3 mm notch
Transducer at -90◦
None 1.4* 14.8*
#7 #4 GSTA -12.3* 3.1*
#7 #4 TSSA -12.6* 3.1*
#8 #4 Baseline: No notch
Current: 4 mm notch
Transducer at -90◦
None 1.3 13.9
#8 #4 GSTA -10.5 3.4
#8 #4 TSSA -10.8 3.5
*A single noisy measurement was removed prior to calculation.
The three frames shown in Figures 8 and 28 of 18, 19 and 20 µs were selected
to highlight scattering of the shear wave with the notch as manifested by the second
skip. Since the probe is located 1.5 skips from the bottom edge of the hole, the
second skip on the top surface is most strongly inuenced by the bottom surface
notches. Snapshots of the residual waveeld at dierent times, although not shown
here, illustrate weaker scattering of several other skips. All of the skips interact with
the through-hole, as does the Rayleigh wave; although there is some feedthrough of
these arrivals, they have been reduced enough by the baseline subtraction to be able
to see details of the notch scattering that were not otherwise visible.
The top row of Figure 29 shows the radial energy map for the baseline subtraction
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residual using the TSSA method. The radial energy dierence, seen on the middle
row of Figure 29, was produced by subtracting the radial energy map for the baseline
waveeld from the radial energy map for the current waveeld. The radial energy
ratio, seen on the top row of Figure 29, was produced by taking the log ratio of the
current and baseline measurements. The radial energy maps were obtained using
the method described in Section 5.3 for each notch size; the center of the notch
in the current measurements was the reference point for the radial B-scans used to
calculated the energy. All three energy map types in Figure 29 are colored such that
red denotes an increase and blue denotes a decrease in energy of the waves propagating
at the velocity and in the direction indicated. The radial energy map for the baseline
subtracted residual is a measure of energy and is therefore always a positive quantity.
The radial energy dierence and ratio can be either positive or negative depending on
whether there is an increase or a decrease in the absolute or relative energy. All three
energy maps convey similar information; however, the dierence (both the energy and
baseline subtraction residual) gives an indication of absolute eect of the scatterer and
the ratio gives an indication of the relative eect of the scatterer. Figures 30 and 31
provides scattering patterns for each notch size and wave modeRayleigh (top), shear
(middle), and longitudinal (bottom)produced using the methodology in Section 5.3
on the baseline subtraction radial energy and radial energy dierence, respectively,
in Figure 29.
Comparison of the baseline subtraction radial energy maps and the radial energy
dierences in Figure 29, which should be similar, show some notable dierences.
The baseline subtraction radial energy map is much smoother and more symmetric
than the radial energy dierence. Also, producing the radial energy map on the
baseline subtraction residual rather than subtracting the radial energy maps results
in less baseline feed-through, which is manifested as the asymptotic behavior at 0◦
and 180◦. When producing scattering patterns, the characteristics of the baseline
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subtraction radial energy map are superior to those of the radial energy dierence as
can be seen by comparing Figures 30 and 31. The scattering patterns produced from
the baseline subtraction radial energy map are much smoother, match more closely
with expected scattering from the defects studied, and produce clear trends in the
eect of the increasing notch size.
Both the radial energy dierence and ratio show the addition of the notch increases
shear wave scattering in backward direction (−90◦) and decreases shear waves prop-
agating in forward direction (90◦). The shear wave scattering patterns in Figure 30
conrm this and show the reduction in shear wave scattering in the forward direction
is greater than the increase in the backward direction; most likely some of the shear
waves propagating in the forward direction prior to the addition of the notch have
undergone mode conversion into longitudinal waves following the introduction of the
notch, which can be seen in the radial energy dierence and ratio maps. Figure 30
shows that the magnitude of both the shear and longitudinal wave scattering is di-
rectly proportional to the size of the notch, as expected. Some baseline feed-through
can be seen in the baseline subtraction radial energy map and manifests itself in the
longitudinal scattering pattern as a slight spike at 5◦. The Rayleigh wave scattering
pattern is two orders of magnitude below the shear and longitudinal scattering, which
is not surprising since the Rayleigh waves propagate along the surface of the plate
and should not be greatly perturbed by the notch. Despite the fact that the notch
is not close to the surface, there is a positive correlation between scattered energy in
the 0◦ and 90◦ directions and the size of the notch. The scattered Rayleigh waves
are likely the result of mode conversion of the scattered shear and longitudinal waves

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.2.2 45◦ Transducer Orientation
For the transducer oriented at 45◦, baseline subtraction is performed for each notch
size using scan #12 as the baseline, snapshots of which can be seen in the left col-
umn of Figure 10. Figures 10 and 11 show waveeld snapshots and energy maps,
respectively, for scans #13-16 prior to baseline subtraction.
Figure 32 shows snapshots of the residual waveelds for the four notch sizes, in
order of increasing notch size, after application of the TSSA method; results are
similar for the GSTA method and are not shown. The incremental increase in the
scattering as the notch size increases can be clearly seen moving along each row.
Performance metrics for both alignment methods and each notch size are compared
in Table 10; although baseline subtraction does not result in perfect cancellation of
the incident waves, the energy of the residual waveeld is positively correlated with
the size of the notch.
The residual images are similar to the snapshots for the −90◦ transducer orienta-
tion in that there is undesirable baseline feed-through and minor imaging artifacts;
however, the features of the scattered waves are dierent. At 16 µs, a longitudinal
wave is visible for every notch size that originates from the notch location at 0◦. For
every notch but the 1 mm notch, a shear wave scattering from the notch at 0◦ and
propagating in the 0◦ direction along the notch can be seen at 17 µs. The arrival
time when this wave reaches the surface of the plate and appears in the waveeld is
positively correlated with the size of the notch. At 18 µs several shear waves can be
seen emanating from the notch for all notch sizes including the 1 mm notch; the waves
are fairly omnidirectional except around the notch at 0◦. As these waves propagate,
they bend around the edges of the hole.
The top row of Figure 33 shows the radial energy map for the baseline subtraction
residual using the TSSA method. The radial energy dierence, seen on the middle
row of Figure 33, was produced by subtracting the radial energy map for the baseline
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Table 10: Comparison of the baseline subtraction residual energy of dierent notch
















#13 #12 Baseline: No notch
Current: 1 mm notch
Transducer at 45◦
None -8.2 5.5
#13 #12 GSTA -16.1 0.6
#13 #12 TSSA -16.2 0.3
#14 #12 Baseline: No notch
Current: 2 mm notch
Transducer at 45◦
None -10.0 2.1
#14 #12 GSTA -10.4 1.0
#14 #12 TSSA -10.6 0.7
#15 #12 Baseline: No notch
Current: 3 mm notch
Transducer at 45◦
None -2.7 9.5
#15 #12 GSTA -10.4 1.3
#15 #12 TSSA -10.4 1.3
#16 #12 Baseline: No notch
Current: 4 mm notch
Transducer at 45◦
None -4.6 6.2
#16 #12 GSTA -8.8 4.0
#16 #12 TSSA -8.8 2.9
*A single noisy measurement was removed prior to calculation.
waveeld from the radial energy map for the current waveeld. The radial energy
ratio, seen on the top row of Figure 29, was produced by taking the log ratio of the
current and baseline measurements. The radial energy maps were obtained using the
method described in Section 5.3 for each notch size; the center of the notch in the cur-
rent measurements was the reference point for the radial B-scans used to calculated
the energy. Figures 34 and 35 show the corresponding scattering patterns for each
notch size and wave mode: Rayleigh (top), shear (middle), and longitudinal (bottom)
obtained from the baseline subtraction radial energy map and the radial energy dif-
ference, respectively. These maps are the same as those described in Section 6.2.1,
only for the transducer oriented at 45◦. Similar to those for the −90◦ transducer
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orientation, the scattering patterns produced from the the baseline subtraction radial
energy map are of better quality.
The baseline subtraction radial energy and the radial energy dierence both show
shear wave scattering from the notch at angles between −90◦ and 90◦ for the 2, 3, and
4 mm notches. The velocities of the scattered shear waves at the angles between −45◦
and 45◦ vary smoothly from 3.6 mm/µs to 6.0 mm/µs, suggesting the waves scattered
parallel to the notch at 0◦ are scattered at a larger refracted angle. These waves are
fairly directional and can be clearly seen in the 17 µs snapshots of Figure 32. The
shear waves at 18 µs scatter much more omnidirectionally except for in the vicinity
of the notch at 0◦ where there is a slight reduction in amplitude. These waves, which
bend around the hole as they propagate, account for much of the energy in the shear
wave scattering pattern between −120◦ and 120◦. The shear waves scattering in
these directions are accompanied by longitudinal scattering, which can be seen in
the baseline subtraction radial energy and the longitudinal wave scattering pattern.
The longitudinal scattering is the result of shear waves undergoing mode conversion.
The angle of the incident wave relative to the notch results in a stronger longitudinal
wave scattering perpendicular to the notch, which results in the increased scattering
at 90◦ seen in the scattering pattern. Looking at both the radial energy maps and
the scattering patterns it is clear the magnitude of both the shear and longitudinal
wave scattering is proportional to the notch size.
Although it is several orders of magnitude below the shear and longitudinal scat-
tering, there is also Rayleigh wave scattering in the direction parallel to the notch at
0◦. With the exception of the 3 mm notch the Rayleigh wave scattering is proportional
to the notch size as well. The reduction in Rayleigh wave scattering for the 3 mm
notch could be the result of coherent interaction of secondary scattering between the
notch and the hole, which would also account for the similar levels of residual energy
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seen in Table 10 for the 2 mm and 3 mm notches. In cases like this where dier-
ent wave modes are propagating in the same direction, the velocity/refracted angle
ambiguity can make it dicult to distinguish dierent wave modes using only time
domain methods; however, the dierent wave modes can be reliably identied using
the radial energy maps and scattering patterns.
In addition to the scattering radiating out from the notch, there is also a reduction
in forward shear wave scattering in the −135◦ direction. This reduction in forward
scattering is clearly visible in the baseline subtraction radial energy and radial energy
dierence at every notch size, except for the 1 mm notch. It is less clear in the
corresponding radial energy ratios. The reduction in forward scattering is only visible
in the 3 and 4 mm shear wave scattering patterns. The reduction in the forward
scattering should be a function of the notch size, i.e., a larger notch size should
should prevent more of the waves from propagating around the hole. Although it can
be clearly seen in the radial energy map, the reduction in forward scattering is not


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.2.3 Eect of Transducer Orientation on Scattering
The performance of angle-beam ultrasonic NDE is dependent on the placement and
orientation of the probe relative to the defect. Comparison of the scattering patterns
for the two transducer orientations in Figures 31 and 35 gives an indication of the sig-
nicant change in scattering that results from a change in the transducer orientation.
The scattering from the notch is more directional when the transducer is oriented at
−90◦ rather than at 45◦ relative to the notch, especially for the shear wave scattering.
The shear wave scattering for the −90◦ orientation is almost completely oriented in
the forward and backward directions with some small sidelobes at ±45◦. The shear
wave scattering for the 45◦ orientation, on the other hand, scatters fairly uniformly
at angles between −120◦ and 120◦, bending around the hole as it scatters. The lon-
gitudinal scattering for both transducer orientations is similar in shape; it emanates
out from the notch at angle between −120◦ and 120◦. The notable dierence in the
longitudinal scattering between the two orientations is the angle of strongest scatter-
ing. For the −90◦ orientation, the strongest scattering is in the −90◦ direction, and
for the 45◦ orientation, the strongest scattering is in the 90◦ direction. The Rayleigh
wave scattering for both orientations is also similar; however, the −90◦ orientation
has a strong forward scattered component in the 90◦ direction.
Generally, angle-beam NDE is performed in a pulse-echo conguration, which re-
quires scattered energy to return to the angle-beam transducer to detect a defect.
Comparing the scattered energy in the direction of the transducer can assess the
relative performance of each orientation. The scattered shear waves in the direction
of the transducer is slightly larger at 0.08 for the 45◦ orientation than for the −90◦
orientation at 0.06. The longitudinal scattering is almost identical at 0.58 for both
orientations. Traditionally inspectors attempt to detect cracks in through-holes by
orienting the transducer at 45◦ relative to the crack. The scattering plots gener-
ated here support this methodology. Also, cracks emanating from through-holes are
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generally located by scanning the angle-beam probe around the hole. The more om-
nidirectional nature of the scattering pattern at the 45◦ allows for a greater margin
of error than if the transducer was oriented at 90◦. Scattering studies such as these
can guide detection methodologies employing angle-beam waves.
6.3 Discussion of Methodology Ecacy
The measurement of scattering is in general challenging, especially when the scatterer
of interest exists in the presence of a geometric feature, such is the case for the crack-
like notch emanating from a through-hole studied here. Both the radial energy maps
in Figures 29 and 33 and the scattering patterns in Figures 30 and 34 provide a great
deal of information about scattering from the notch either in isolation or relative to
the scattering from the hole. Although these plots contain artifacts from imperfect
baseline subtraction, such as incident wave feed-through, they can still be used to
quantify the scattering behavior of the notch and demonstrate the ways in which
that behavior changes as a function of the notch size.
The methodology presented here, which combines the use of waveeld alignment,
baseline subtraction, and radial energy estimation in the frequency-wavenumber do-
main, allows for the detailed characterization of angle-beam scattering and presents
several advantages over existing methods. First, the use of waveeld imaging to study
scattering addresses one of the unavoidable shortcomings of using discrete transduc-
ers for generating scattering patterns: the paucity of sampling points. Second, the
ability to align the waveelds in both time and space prior to subtraction allows
for much better removal of incident waves than can often be achieved with other
methods of scattering characterization. Waveeld baseline subtraction allows for rea-
sonable removal of scattering from structural features to characterize scatters that
are additions to these features. Third, performing the scattering characterization in
the frequency-wavenumber domain produces some inherent ltering, which further
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removes the incident waves and allows for the scattering of dierent wave modes to
be isolated and studied. Additionally, studying scattering as a function of both angle
and wave velocity provides information about mode conversion that is dicult to
obtain with existing scattering pattern methodologies. Lastly, waveeld imaging has
been employed to study ultrasonic wave propagation and scattering in a variety of
scenarios; the techniques presented here are not limited to the study of angle-beam
scattering and could be applied to other waveeld measurements.
Despite the numerous advantages, there are several challenges to the use of these
methods to characterize scattering. First, the acquisition and analysis of waveeld
data is time consuming and computationally intensive. Second, because of the ne-
cessity of a constant temperature environment and the restrictions of the waveeld
scanner itself, the methods presented here are practically limited to being performed
under laboratory conditions. Third, even with application of the baseline subtrac-
tion alignment methods, there are baseline feed-through artifacts which distort the
scattering patterns generated from the waveeld data. Keeping these benets and
challenges in mind, it is clear to see how the methods presented here can be used to
robustly characterize angle-beam scattering and provide insights that can be used to





Described in this thesis are experimental procedures for recording ultrasonic angle-
beam waveelds in the 1-10 MHz frequency range using a laser vibrometer followed
by a methodology to characterize scattering behavior using baseline subtraction of
the measured waveelds. Intermediate to this goal, angle-beam wave propagation in
undamaged plates was investigated through experimental studies, ray-tracing models,
and 2-D FE models. These preliminary studies provide a clear understanding of the
properties of angle-beam waves and reveal some of the complications of analyzing
angle-beam wave propagation. These complications arise from the reection of the
waves between the surfaces of the plate, which culminates in the hyperbolic trajec-
tories in space/time and ambiguities in velocity/refracted angle. In addition to these
complications, a propagating Rayleigh wave doublet, which is typically not discussed
in traditional angle-beam studies, was identied. From the 2-D FE model it was
determined that the Rayleigh wave doublet originates from mode conversion at the
wedge/plate interface and from shear wave interaction with the corner of the wedge.
Deeper understanding of angle-beam wave propagation and the challenges associated
with analyzing these waves help guide the development of methods to characterize
angle-beam scattering.
The isolation of scattering behavior is essential to the characterization methods
presented in this work; alignment of the baseline waveeld to the current waveeld in
both space and time prior to subtraction allows for sucient suppression of incident
waves to study scattering in isolation. Both of the proposed baseline subtraction
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methodologies, global space-time alignment (GSTA) and time slice spatial alignment
(TSSA), are shown to be capable of removing the baseline waveeld to a sucient de-
gree to visualize small amplitude waves scattered from far-surface notches emanating
from through-holes. The smallest notch (1 mm) is comparable in length to the shear
wavelength at the center frequency of 5 MHz, which is about 0.6 mm. The isolation
of scattered waves achieved by waveeld baseline subtraction allows for visualization
of the eect of scatterers in addition to providing qualitative information.
The isolation of the scattering behavior also allows for the development of new
waveeld-based means of quantifying scattering to be used for defect characterization.
The radial energy maps are able to quantify scattering as a function of both the
scattered angle and the phase velocity. Using these maps, scattering of dierent
wave modes and mode conversion can be studied. The radial energy maps can be
transformed into scattering patterns, providing a means of quantifying scattering that
is of interest to ultrasonic community. Both the radial energy maps and the scattering
patterns are used to rigorously characterize scattering from corner notches. Scattering
patterns were produced for all three wave modes common in angle-beam ultrasonic
testing: Rayleigh, shear, and longitudinal for two transducer orientations. The eect
of notch size on scattering is as expected; the scattering pattern shape is roughly
the same for every notch size, but larger notches scatter more energy. Also the
transducer orientation with respect to the notch has a profound eect on the shape
of the scattering pattern. Of the two transducer orientations investigated here, the
−90◦ orientation produced a much more directional scattering pattern than the 45◦
orientation.
Although the alignment methods presented here are applied to angle-beam shear
waves, the techniques are generally applicable to any 3-D waveeld data, such as
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those commonly measured for guided waves. Regardless of the application, success-
ful isolation of scattered waveelds permits better characterization of defects by re-
moving interfering incident waves. This problem is particularly dicult when the
base structure already contains a scatterer, such as was the case here for the initial
through-hole. The ability to study the scattered waves in isolation allows for better
quantication and characterization of scattering phenomena than would otherwise be
possible, which can be used to improve ultrasonic NDE methods and models.
In conclusion, this work has met its main objective by providing the following
contributions: a reliable means for high-resolution measurement of angle-beam wave-
elds in plates; a framework for the analysis of angle-beam waveeld data; a method
for characterizing scattering behavior by isolating scattered waves from full waveeld
data via baseline subtraction; and a method for generating angle-beam scattering
patterns from waveeld data.
7.2 Recommendations for Future Work
Although, the work performed to date has established a systematic methodology to
measure, analyze, and characterize angle-beam wave propagation and scattering using
waveeld data, a considerable amount of work remains to both study a wider array
of ultrasonic defects using the methods presented here and to improve the methods
themselves. The remainder of this section provides recommendations for the direction
of future work studying dierent scattering scenarios, improving the methodology, and
exploring alternatives to baseline subtraction for isolating scattered waves.
7.2.1 Analyze a Variety of Scattering Scenarios
Methods for reliable separation and characterization of ultrasonic waves have been
developed and must be tested on a variety of ultrasonic defect congurations to ensure
that they provide meaningful information about the nature of the scattering behavior.
The experimental aspect of the future work should focus on developing meaningful
114
experiments that mimic real-world ultrasonic defects or that provide insight for ul-
trasonic wave propagation models. Common defects found in aerospace structures
such as cracks emanating from fastener holes and welds should be the focus of ex-
periments to characterize real-world defects. Additional experiments should focus on
the eects of boundary conditions on wave propagation and scattering. The experi-
mental and analytical aspects of these studies have the potential to work together to
provide a more complete, characterized picture of wave propagation that will benet
the ultrasonic NDE community at large.
7.2.2 Improve Methodology for Scattering Characterization
Although the methodology presented here can successfully isolate and characterize
scattered waves, there are several areas that could be improved. First the number
of degrees-of-freedom for the alignment methods could be increased to include scale
and rotation, at the expense of increased computation, to improve the incident wave
removal using baseline subtraction. Baseline subtraction could also be improved
by manipulating the amplitude of the baseline prior to subtraction through energy
normalization or histogram reweighting. With any manipulation of the baseline, care
must be taken to not reduce the eect of the scatterer. In addition to improving
the isolation of the scattered waves, it would also be benecial to be able to isolate
specic V-paths so that the scattering from dierent wave arrivals could be studied
separately. Second, alternative methods to using the radial B-scans for producing the
radial energy maps and the subsequent scattering patterns should be explored. Most
obviously, the radial energy maps could be produced directly in the 3-D frequency-
wavenumber domain rather then from the 2-D frequency-wavenumber domain of the
radial B-scans. Calculating the energy in the 3-D frequency-wavenumber domain
would eliminate the need to interpolate the radial B-scans in the time-space domain
and may produce more accurate measurements of the energy. Lastly, for the sake of
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presentation and to make comparison with ultrasonic models more straightforward,
it may be benecial to apply some smoothing or approximation to the scattering
patterns generated from the baseline subtraction residual as was done in [87].
7.2.3 Explore Alternatives to Baseline Subtraction for Wave Separation
Although baseline subtraction has proven to be a useful technique for the separation
of incident and scattered waves, it would be benecial to develop a method that is
able to perform wave separation in the absence of a well-matched baseline. There are
several promising methods, borrowed from the eld of image processing, that may be
able to separate incident and scattered waves in waveeld images. The rst method
would treat the scattered waves as areas of undesired image corruption in an otherwise
pristine image. Sparse low-rank texture repair algorithms [115] and corrupt matrix
recovery algorithms [116] could then be applied to remove the scattered waves. The
challenge to this approach would be developing a method to robustly identify the
scattered waves as corruption. Another method that may prove promising is image
segmentation using boundary compression; however, such methods would be highly
dependent on the degree in which incident and scattered waves form boundaries in
the images [117]. The challenges associated with both methods may be mitigated by
leveraging the availability of a baseline image, even a mismatched one, which may
allow for global identication of scattering that can then be isolated locally.
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