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あらまし 近年，ムーアの法則の減速が予測されており，それに伴い特に CPUに比べ電力効率の良い FPGA等の
CPU以外のハードウェアの活用が増している．しかし，CPU以外のヘテロなハードウェアの利用には，OpenCL等の
技術スキルの障壁が高い．それを踏まえ，私は，一度書いたコードを，配置されるハードウェアに応じて，自動変換，
設定し，高性能で運用できるようにする環境適応ソフトウェアを提案している．GPUへのオフロードについては，一
部を自動化してきた．本稿では，FPGAへのオフロードの最初のステップとして，ソースコードの適切なオフロード
対象ループ文の自動抽出手法について提案，評価する．提案手法を市中のアプリケーションで有効性を評価する．
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Abstract In recent years, with the prediction of Moore’s law slowing down, utilization of hardware other than
CPU such as FPGA which is energy effective is increasing. However, when using heterogeneous hardware other
than CPUs, barriers of technical skills such as OpenCL are high. Based on that, I have proposed environment
adaptive software that enables automatic conversion, configuration, and high-performance operation of once written
code, according to the hardware to be placed. Partly of the offloading to the GPU was automated previously. In
this paper, I propose and evaluate an automatic extraction method of appropriate offload target loop statements of
source code as the first step of offloading to FPGA. I evaluate the effectiveness of the proposed method using an
existing application.
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1. は じ め に
近年，CPUの半導体集積度が 1.5年で 2倍になるというムー
アの法則が減速するのではないかと言われている．そのよう
な状況から，マルチコアの CPU だけでなく，FPGA（Field
Programmable Gate Array）や GPU（Graphics Processing
Unit）等のハードウェアの活用が増えている．特に FPGAは
電力効率が CPU に比べて良く，FPGA の活用により電力削
減も期待されている．例えば，Microsoft社は FPGAを使って
Bingの検索効率や DCの電力効率を高めるといった取り組み
をしており [1]，Amazon社は，FPGA, GPU等をクラウド技
術（例えば，[2]- [14]）でインスタンスとして提供している [15]．
しかし，CPU以外のハードウェアをシステムで適切に活用
するためには，ハードウェアを意識した設定やプログラム作成
が必要であり，OpenCL（Open Computing Language）[16]，
CUDA（Compute Unified Device Architecture）[17]といった
知識が必要になってくるため，大半のプログラマーにとっては，
スキルの壁が高い．
一方，IoT（Internet of Things）技術（例えば，[18]- [22]）は
普及してきており，ネットワークにつながるデバイスも，既に
数百億と増えており，2030年には兆台がつながると予測されて
いる．IoTを用いた応用は，医療，流通，製造，農業，エンタ
メ等に広がっており，サービス連携技術等（例えば，[23]- [30]）
を活用して，製品が届くまでの過程を可視化するなどの数多く
— 1 —
の応用がされている．
IoTを用いたシステムで，IoTデバイスを詳細まで制御する
ためには，組み込みソフトウェア等のスキルが必要になるこ
とがある．Raspberry Pi等の小型端末をゲートウェイ（GW）
に，多数のセンサデバイスを集約管理することも頻繁にされる
が，小型端末の計算リソースは限定されるため，利用環境に応
じて管理の設計が必要となる．
背景を整理すると，CPU以外の GPUや FPGA等のハード
ウェア，多数の IoTデバイスを活用するシステムは今後ますま
す増えていくと予想されるが，それらを最大限活用するには，
壁が高い．そこで，そのような壁を取り払い，CPU以外のハー
ドウェアや多数の IoTデバイスを十分利用できるようにするた
め，プログラマーが処理ロジックを記述したソフトウェアを，
配置先の環境（FPGA，GPUや IoT GW等）にあわせて，適
応的に変換，設定し，環境に適合した動作をさせるような，プ
ラットフォームが求められている．
Java [31]は 1995年に登場し，一度記述したコードを，別メー
カーのCPUを備える機器でも動作可能にし，環境適応に関する
パラダイムシフトをソフト開発現場に起こした．しかし，移行
先での性能については，適切であるとは限らなかった．そこで，
私は，一度記述したコードを，配置先の環境に存在する GPU
や FPGA，IoT GW等を利用できるように，変換，リソース設
定等を自動で行い，アプリケーションを高性能に動作させるこ
とを目的とした，環境適応ソフトウェアを提案した．合わせて，
環境適応の一要素として，ソフトウェアの GPUへのオフロー
ドの自動化を，ある範囲のアプリケーションに対して実現して
いる [32] [33]．本稿では，FPGAへのオフロードの自動化の第
一段として，ソフトウェアのループ文の適切なオフロード領域
の自動抽出手法を提案する．提案手法を実装し，市中のアプリ
ケーションで FPGA自動オフロードの有効性評価をする．
2. 既 存 技 術
環境適応ソフトウェアとしては，Javaがある．Javaは，仮
想実行環境である Java Virtual Machineにより，一度記述し
た Javaコードを再度のコンパイル不要で，異なるメーカー，異
なる OSの CPUマシンで動作させている（Write Once, Run
Anywhere）．しかしながら，移行先で，どの程度性能が出るかは
わからず，移行先でのデバッグや性能に関するチューニングの稼
働が大きい課題があった（Write Once, Debug Everywhere）．
GPU の並列計算パワーを画像処理でないものにも使う
GPGPU（General Purpose GPU）（例えば [34]）を行うため
の環境として CUDA が普及している．CUDA は GPGPU 向
けの NVIDIA社の環境だが，FPGA，メニーコア CPU，GPU
等のヘテロなハードウェアを同じように扱うための仕様として
OpenCLが出ており，その開発環境 [35] [36]も出てきている．
CUDA，OpenCLは，C言語の拡張を行いプログラムを行う形
だが，プログラムの難度は高い（FPGA等のカーネルと CPU
のホストとの間のメモリデータのコピーや解放の記述を明示的
に行う等）
CUDAやOpenCLに比べて，より簡易にヘテロなハードウェ
アを利用するため，指示行ベースで，並列処理等を行う箇所を
指定して，指示行に従ってコンパイラが，GPU等に向けて実行
ファイルを作成する技術がある．仕様としては，OpenACC [37]
や OpenMP等，コンパイラとして PGIコンパイラ [38]や gcc
等がある．OpenACCは，Fortran/C/C++向けの仕様である
が，Java向けには，IBMの Java JDK [39]が，Javaのラムダ
記述に従った GPUオフロード処理を行える．
CUDA，OpenCL，OpenACC等の技術仕様を用いることで，
FPGAや GPUへオフロードすることは可能になっている．し
かしハードウェア処理自体は行えるようになっても，高速化す
ることには課題がある．例えば，マルチコア，メニーコア CPU
向けに自動並列化機能を持つコンパイラとして，Intel コンパ
イラ [40]等がある．これらは，自動並列化時に，コードの中の
for文，while文等の中で並列処理可能な部分を抽出して，並列
化している．しかし，FPGAや GPUを用いる際は，CPUと
FPGA，GPUの間のメモリデータ転送のオーバヘッドのため，
並列化しても性能がでないことも多い．FPGAや GPUにより
高速化する際には，OpenCLや CUDAの技術者がチューニン
グを繰り返したり，PGIコンパイラ等を用いて適切な並列処理
範囲を探索し試行することがされている．
このため，OpenCLや CUDA等の技術スキルが乏しいプロ
グラマーが，FPGAや GPUを活用してソフトウェアを高速化
することは難しいし，自動並列化技術等を使う場合も並列処理
箇所の試行錯誤等の稼働が必要だった．
3. ループ文の FPGA 自動オフロード手法の
提案
3. 1 環境適応処理のフロー
ソフトウェアの環境適応を実現するため，図 1の処理フロー
を提案している．環境適応ソフトウェアは，環境適応機能を中
心に，検証環境，商用環境，テストケース DB，コードパターン
DB，設備リソース DBの機能群が連携することで動作する．
Step1 コード分析：
Step2 オフロード可能部抽出：
Step3 適切なオフロード部探索：
Step4 リソース量調整：
Step5 配置場所調整：
Step6 実行ファイル配置と動作検証：
Step7 運用中再構成：
ここで，Step 1-7で，環境適応するために必要となる，コード
の変換，リソース量の調整，配置場所の決定，Jenkins等 [41] [42]
使った検証，運用中の再構成を行うことができるが，実施した
い処理だけ切り出すこともできる．例えば，本稿で対象とする
FPGA 向けのコード変換だけ実施する場合は，Step 1-3 だけ
処理すればよく，利用する機能も環境適応機能や検証環境等だ
け利用する形でよい．
3. 2 FPGA自動オフロードに向けた考慮事項
Step 1のコード分析処理では，Clang [43]等の市中の構文解
析ツールを用いて，ソースコードのパース分析を行う．コード
分析は，オフロードする移行先デバイスを想定した分析が必要
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図 1 環境適応ソフトウェアのフロー
になると考えるため，一般化することは難しいが，変数参照関
係やループ文等のコード構造のプリミティブな把握と，例えば
フーリエ変換処理を行う機能である事やフーリエ変換処理を行
うライブラリを呼び出している等の機能ブロック利用を把握す
る．利用している機能ブロックの分析は，機械が自動判断する
ことは極めて難しいが，Deckard等の類似コード検出ツール等
を活用して類似度等で分析することを考えている．なお，Clang
は C言語，C++向けツールであるが，解析する言語に合わせ
て市中ツールを選ぶ必要がある．
Step 2及び 3はCPU処理をオフロードする，FPGA，GPU，
IoT GW等の，オフロード先に合わせた検討が必要であるため，
個々のオフロード先毎に処理機能をプラグインする形を想定す
る．ただし，一般的に，性能は，最大性能になる設定を自動発
見する事は難しいため，オフロードするパターンを準備し，性
能測定を検証環境で試行し，より高速化できるパターンを見つ
ける方針をとる．GPUについては，[32]で，進化的計算手法で
ある遺伝的アルゴリズム（GA）[44]を用いてループ回数の多い
ループ文の自動オフロードの実現性を確認している．そこで，
本稿では，FPGA向けオフロード手法について検討する．
オフロードしたいアプリケーションは，多様であるが，映像
処理のための画像分析（ [45] [46]等），センサデータを分析する
ための機械学習処理等，計算量，時間が多いアプリケーション
では，ループ文による繰り返し処理が長時間を占めている．そ
こで，本稿では，ループ文を FPGAに自動でオフロードする
事での高速化を狙う．
しかし，高速化にはオフロードするコードの適切なパイプラ
イン処理，並列処理等が必要である．特に，FPGAを使う場合
は，CPUと FPGA間のデータ転送が生じるため，データのサ
イズやループの回数が大きくないと性能が出ない．FPGAのク
ロック速度も CPUより遅いため，FPGAに適した計算でない
と性能が出ない．また，メモリプロセス持ち方やメモリのデー
タ転送タイミング等によっては，FPGA で高速化できる個々
のループ文の組み合わせが，最速とならない場合も考えられる
（例：5個の for文で，1番，3番，5番の 3つが CPUに比べて
高速に FPGAで処理出来る場合に，1番，3番，5番の 3つの
組み合わせが最速になるとは限らない）．
GPU の場合は，OpenACC を用いて#pragma acc kernels
のディレクティブ記述で，指定したループ文のGPU実行をした
り，CUDAでより細かい指定が出来た．FPGAでは，OpenCL
を用いた指定や，より抽象的な高位合成ツールを用いた FPGA
処理の指定が可能である．OpenCLでは，以下の 10ステップ
の記載が必要である．デバイスの準備，カーネルの準備，デバ
イスメモリの割り当て，ホストからデバイス方向のデータ転送，
カーネル関数の引数設定，カーネル関数の実行，デバイスから方
向のデータ転送，デバイスメモリの解放，カーネルの解放，その
他オブジェクト（デバイス）の解放．高位合成ツールは提供ベ
ンダにより仕様は大きく異なるが，例えば，Xilinx社の vivado
HLS では，OpenACC と類似の#pragma HLS UNROLL 等
のディレクティブで FPGA 処理を指定できる．Intel FPGA
SDK for OpenCLでは，OpenCL標準に加え，#pragmaディ
レクティブで指定もできるよう拡張している．
以前の研究である [32] は，CPU 向けの汎用的コードから，
GPUオフロードに向けて，適切な並列処理領域を自動抽出す
るため，並列処理可能なループ文群に対して GAを用いて，よ
り適切な並列処理領域を探索する事を，GPUを備える検証環
境で性能検証を反復しながら行っている．しかし，FPGA で
は，プログラムサイズやマシンスペックにもよるが，コンパイ
ルして FPGA実機で動作させるのに数時間程度かかるのが一
般的である．そのため，[32]のように GA等で，多数のパター
ンの性能測定を繰り返し行うのは現実的でない．そこで，実際
に性能測定するパターンを絞ってから検証環境に配置し，コン
パイルして FPGA実機で性能測定する回数を減らすことを想
定する．
3. 3 FPGA自動オフロード手法
前サブ節の考慮事項を踏まえて，ループ文の FPGA自動オ
フロード手法を提案する．
本手法は，まず，オフロードしたいソースコードの分析を
行う．前サブ節記載の通り，ソースコードの言語に合わせて，
ループ文や変数の情報を把握する．
次に，把握したループ文に対して，FPGA オフロードを試
行するかどうか候補を絞っていく処理を行う．ループ文がオフ
ロード効果があるかどうかは，算術強度が一つの指標となりう
る．算術強度は，ループ回数やデータ量が多いと増加し，アク
セス数が多いと減少する指標であり，算術強度が高い処理はプ
ロセッサにとって重い処理となり時間がかかる．そこで，算術
強度分析ツールで，ループ文の算術強度を分析し，密度が高い
ループ文をオフロード候補に絞る．
高算術強度のループ文であっても，それを FPGAで処理す
る際に，FPGAリソースを過度に消費してしまうのは問題であ
る．そこで次に，高算術強度ループ文を FPGA処理する際の
リソース量の算出に移る．FPGAにコンパイルする際の処理と
しては，OpenCL等の高位言語からハードウェア記述の HDL
等のレベルに変換され，それに基づき実際の配線処理等がされ
る．この時，配線処理等は多大な時間がかかるが，HDL等の途
中状態の段階までは時間は分単位でしかかからない．HDL等
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図 2 ループ文の FPGA 自動オフロード手法
のレベルで，FPGA で利用する Flip Flop や Look Up Table
等のリソースは分かるため，利用するリソース量はコンパイル
が終わらずとも短時間でわかる．対象のループ文を OpenCL
等の高位言語化し，リソース量を算出することで，ループをオ
フロードした際の算術強度とリソース量が決まるため，算術強
度/リソース量をリソース効率とする．本手法では，高リソー
ス効率のループ文をオフロード候補として更に絞り込む．
ここで，ループ文を OpenCL等の高位言語化する際には，2
つ処理が必要である．一つは，CPU処理のプログラムを，カー
ネル（FPGA）とホスト（CPU）に，OpenCL等の高位言語の
文法に従って分割することである．もう一つは，分割する際に，
高速化するための技法を盛り込むことである．一般に，FPGA
を用いて高速化するためには，ローカルメモリキャッシュ，ス
トリーム処理，複数インスタンス化，ループ文の展開処理，ネ
ストループ文の統合，メモリインターリーブ等がある．これら
は，ループ文によっては，絶対効果があるわけではないが，高
速化するための手法として，よく利用されている．
次に，高リソース効率のループ文が幾つか選択されたため，
それらを用いて性能を実測するオフロードパターンを作成す
る．FPGAでの高速化は，1個の処理だけ FPGAリソース量
を集中的にかけて高速化する形もあれば，複数の処理に FPGA
リソースを分散して高速化する形もある．まず，選択された単
ループ文に対してパターンを作って FPGA実機で動作するよ
うコンパイルして性能測定する．次に，高速化できる単ループ
文に対してはその組み合わせのパターンも 2回目に作り，同様
に性能測定する．
最後に，検証環境で性能測定された複数パターンの中で，高
速のパターンを解として選択する．
このように，ループ文の FPGA自動オフロードは，算術強
度が高くリソース効率が高いループ文に絞って，オフロードパ
ターンを作り，検証環境で実測を通じて高速なパターンの探索
を行う（図 2）．
4. 実 装
3 節提案技術の有効性を確認するための実装を説明する．
FPGA 自動オフロードの有効性確認のため，対象アプリケー
ションは C/C++言語のアプリケーションとし，FPGAは In-
tel PAC with Intel Arria10 GX FPGAを用いる．なお，コン
パイルするマシンは，DELL EMC PowerEdge R740（CPU：
Intel Xeon Bronze 3104 / 1.70GHz，RAM：32GB RDIMM
DDR4-2666 × 2）である．
FPGA 処理は，Intel Acceleration Stack Version 1.2（In-
tel FPGA SDK for OpenCL 17.1.1，Quartus Prime Version
17.1.1）を用いる．Intel FPGA SDK for OpenCL は，標準
OpenCL に加え Intel 向けの#pragma 等を解釈する高位合成
ツール（HLS）であり，FPGAで処理するカーネルと CPUで
処理するホストプログラムを記述したOpenCLコードを，解釈
しリソース量等の情報を出力し，FPGAの配線作業等を行い，
FPGAで動作できるようにする．FPGA実機で動作できるよ
うにするには，100行程度の小プログラムでも 3時間程の長時
間がかかるが，リソース量オーバーの際は早めにエラーとなる．
また，FPGAで処理できない OpenCLコードの際は，数時間
後にエラーを出力する．
実装の動作概要を説明する．言語は python 2.7 で行い，以
下の処理を行う．
実装は，C/C++アプリケーションの利用依頼があると，ま
ず，C/C++アプリケーションのコードを解析して，for文を発
見するとともに，for文内で使われる変数データ等の，プログラ
ム構造を把握する．構文解析には，LLVM/Clang の構文解析
ライブラリ (libClangの python binding)を使う．
実装は，次に，各ループ文の FPGAオフロード効果がある
かの見込みを得るため，算術強度分析ツールを実行し，ループ
回数，データサイズ，アクセス数等で定まる算術強度の指標を
取得する．算術強度上位 a個のループ文のみ対象とするように
する．算術強度分析には，PGIコンパイラ 19.4を用いる．な
お，PGIコンパイラは GPU向けのコンパイラであるが，算術
強度分析には利用できるので，算術強度分析部分だけ利用する
（gcov [47]，gprof等もループ回数算出には利用できる）．
実装は，次に，高算術強度の個々のループ文に対して，FPGA
オフロードする OpenCLコードを生成する．OpenCLコード
は当該ループ文を FPGA カーネルとして，残りを CPU ホス
トプログラムとして分割したものである．FPGAカーネルコー
ドとする際に，高速化の技法としてループ文の展開処理を bだ
け行う．ループ文展開処理は，リソース量は増えるが，高速化
に効果があり，展開する数は一定数 bに制限してリソース量が
膨大にならない範囲で行う．
実装は，次に，a個のOpenCLコードに対して，Intel FPGA
SDK for OpenCL を用いて，プレコンパイルをして，利用す
る Flip Flop，Look Up Table等のリソース量を算出する．使
用リソース量は全体リソース量の割合で表示される．ここで
算術強度とリソース量から，各ループ文のリソース効率を計
算する．例えば算術強度が 10，リソース量が 0.5 のループ文
は 10/0.5=20，算術強度が 3，リソース量が 0.3のループ文は
3/0.3=10がリソース効率となり，前者が高い．各ループ文で，
リソース効率が高い c個を選定する．
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実装は，次に，c個のループ文を候補に，実測するパターン
を作る．例えば，1番目と 3番目と 5番目のループが高リソー
ス効率であったとしたら，まず，1番をオフロード，3番をオフ
ロード，5番をオフロードの OpenCLパターンを作成しコンパ
イルする．最初に実測するパターンは d個以内で作成し，検証
環境の FPGAを備えたサーバで性能測定を行う．性能測定に
は高速化したいアプリケーションで指定されたサンプル処理を
行う．例えば，フーリエ変換のアプリケーションであれば，サ
ンプルデータでの変換処理をベンチマークに性能測定をする．
この中で，1 番と 3 番のオフロードで効果があった場合は，2
回目は 1番と 3番の両方をオフロードする OpenCLパターン
を作成し，コンパイルする．なお，ループの組み合わせを作る
際は，利用リソース量も組み合わせになるため上限値に納まら
ない場合は，その組合せパターンは作らない．
実装は，最後に，検証環境で測定された複数のパターンから
高速なパターンを解として選択する．
5. 評 価
5. 1 評 価 条 件
5. 1. 1 評 価 対 象
評価対象は，信号処理の時間領域有限インパルス応答フィル
タと画像処理のMRI-Qとする．
時間領域有限インパルス応答フィルタは，システムにインパ
ルス関数を入力したときの出力に対して有限時間で打ち切る処
理を行う，フィルタの一種である．実装は種々あるが，[48]の
Cコードを用いて，性能測定に用いるサンプルテストも備え付
けのテストを用いる．IoT等で，デバイスからの信号データを
ネットワーク転送するアプリケーションを考えた際に，ネット
ワークコストを下げるため，フィルタ等の信号処理をして送る
ことは想定される．そのため，信号処理の FPGAでの自動高
速化は応用範囲が広いと考える．
MRI-Q [49]は，MRI (Magnetic Resonance Imaging) 3D画
像を処理するプログラムである．IoT領域では，カメラを用い
た自動検知等のため，画像処理は頻繁に利用されるため，高速
化のニーズは強い．
5. 1. 2 評 価 手 法
GPUでのオフロード検討 [33]と異なり，FPGAでは数多く
のパターンで性能測定は行わない．検証では，検証対象アプリ
ケーションループ文の，算術強度，リソース効率，コンパイル
中の HDL相当情報等の途中情報と共に，検証環境での複数の
オフロードパターンのサンプルアプリでの性能測定結果を記録
している．性能測定を通じて，最高性能パターンが，オフロー
ド探索の解であり，その解の性能を，全て CPU処理に比べて，
改善度を評価する．
実験の条件は以下で行う．
オフロード対象：ループ文数（時間領域有限インパルス応答
フィルタは 36．MRI-Qは 16．）
算術強度絞り込み：算術強度分析の上位 5つのループ文に絞
り込み
ループ文展開数：1（展開処理や複数インスタンス化はリ
図 3 性能測定環境
図 4 提案 FPGA 自動オフロード手法での性能改善度
ソース量を使うほど高速化できるケースが多いため，検証では
OpenCLでの FPGAオフロードした効果だけ確認するため）
リソース効率絞り込み：リソース効率分析の上位 3つのルー
プ文に絞り込み（算術強度/リソース量が高い上位 3つのルー
プ文を選定）
実測オフロードパターン数：4（1回目は上位 3つのループ文
オフロードパターンを測定し，2回目は 1回目で高性能だった
2つのループ文オフロードの組み合わせパターンで測定．）
5. 1. 3 評 価 環 境
検証FPGAとして Intel PAC with Intel Arria10 GX FPGA
を用いる．FPGA処理は，Intel Acceleration Stack Version 1.2
を用いる．評価環境とスペックを図 3に示す．ここで，Client
ノート PC から，ユーザが利用する C/C++言語アプリケー
ションコードを指定し，Verification Machineを用いてチュー
ニング後，実際のユーザが使う Running environmentにデプ
ロイする形である．
5. 2 性 能 結 果
FPGA で手動高速化が良く行われるアプリケーションとし
て，時間領域有限インパルス応答フィルタ，MRI-Qでの高速
化を確認した．
今回の FPGA自動化の提案手法の実装により，どの程度性能
が改善されたかの測定結果を図 4に示す．図 4は，最終解の性
能が，全 CPU処理に比べて何倍になっているかを示した表で
ある．図 4より，時間領域有限インパルス応答フィルタについ
ては，今回提案手法により 4.0倍の性能が実現できていること
がわかる．MRI-Qについては，今回提案手法により 7.1倍の性
能が実現できていることがわかる．自動化時間に関しては，大
きく時間がかかるのは FPGAのコンパイル時間であり，一つ
のオフロードパターンのコンパイルに 3時間ほどかかっている
ため，4パターンの検証を自動で行う事で約半日かかっている．
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6. ま と め
本稿では，私が提案している，ソフトウェアを配置先環境に
合わせて自動適応させ FPGA等を適切に利用して，アプリケー
ションを高性能に運用するための環境適応ソフトウェアの要素
として，ソフトウェアループ文を電力効率の良い FPGAへ自
動オフロードする手法を提案し，評価した．
提案した FPGAオフロードの自動化手法は，コードを分析
して for等のループ文を発見するまでは，GPUでの手法 [32]と
同様であるが，FPGA実機へのコンパイルは長時間かかる現状
の対応のため，オフロード候補の for文を絞ってから，実測試
行を行う．発見されたループ文に対して，算術強度分析ツール
を用いて算術強度が高いループ文を抽出し，更に，高算術強度
のループ文に対して，展開処理等の FPGAオフロード化を行
う OpenCL をプレコンパイルして，リソース効率が高いルー
プ文を見つけ，更に対象に絞り込む．絞り込まれたループ文に
対して，個々のループ文をオフロードした OpenCL やそれら
ループ文を組み合わせた OpenCLを生成し，FPGA実機へコ
ンパイルして，性能測定を行い，高速の OpenCLを解として選
択する．
市中アプリケーションに対して提案手法での FPGA自動オ
フロードを行い，方式の有効性を確認した．今後は，多数のア
プリケーションで評価を行うとともに，ループ文だけでなく，
FFT等大きな機能ブロック単位でのオフロードも検討する．
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