Based upon a new coordinate system, we explore periodic orbits near relative equilibrium solutions. We consider only Lagrange relative equilibrium of the three-body problem and Euler relative equilibrium of the N-body problem, although we believe that there are similar results for general relative equilibrium solutions. All of these periodic orbits lie on a 2d-dimensional central manifold of the planar N-body problem. Besides d one parameter family of periodic orbits which are well known as Lyapunov's orbits or Weinstein's orbits, we further prove that periodic orbits are unexpectedly abundant:generically the relative measure of the closure of the set of periodic orbits near relative equilibrium solutions on the 2d-dimensional central manifold is close to 1. These abundant periodic orbits are named Conley-Zender's orbits, since to find them is based on an extended result of Conley and Zender on the local existence result for periodic orbits near an elliptic equilibrium point of a Hamiltonian. In particular, the results provide some evidences to support the well known claim of Poincaré on the conjecture of periodic orbits of the N-body problem.
Introduction
We consider N particles with positive mass moving in an Euclidean space R 2 interacting under the laws of universal gravitation. Let the k-th particle have mass m k and position r k ∈ R 2 (k = 1, 2, · · · , N), then the equation of motion of the N-body problem is written m krk = ∑ 1≤ j≤N, j =k m k m j (r j − r k ) |r j − r k | 3 , k = 1, 2, · · · , N.
where | · | denotes the Euclidean norm in R 2 . Since these equations are invariant by translation, we can assume that the center of mass stays at the origin. The importance of periodic orbits (or solutions) are especially emphasized by Poincaré in his celebrated work [22] . As a matter of fact, Poincaré wrote extensively on periodic orbits in his Les méthodes nouvelles de la mécanique céleste [22] .
In particular, on periodic orbits of the three-body problem, Poincaré wrote : ". . . In fact, there is a zero probability for the initial conditions of the motion to be precisely those corresponding to a periodic solution. However, it can happen that they differ very little from them, and this takes place precisely in the case where the old methods are no longer applicable. We can then advantageously take the periodic solution as first approximation, as intermediate orbit, to use Gyldén's language.
There is even more: here is a fact which I have not been able to demonstrate rigorously, but which seems very probable to me, nevertheless.
Given equations of the form defined in art. 13 and any particular solution of these equations, we can always find a periodic solution (whose period, it is true, is very long), such that the difference between the two solutions is as small as we wish, during as long a time as we wish. In addition, these periodic solutions are so valuable for us because they are, so to say, the only breach by which we may attempt to enter an area heretofore deemed inaccessible." ( [22] , ch. 3, a. 36).
This conjecture was often quoted by Birkhoff as a main motivation for his works on fixed point theorems and related topics (see [4] ).
Poincaré suggested two approaches to establish the existence of periodic orbits in the N-body problem. One approach is global and the other is local.
The first approach is purely variational: since a solution of the N-body problem is a critical point of the corresponding Lagrangian action, an action minimizer should be a classical solution. However, due to the potential of the N-body problem is singular at collision configurations, the main problem involved in variational minimizations is that collisions could occur for an action minimizer and this may prevent an action minimizer from being a true solution. As a result, the successful time of obtaining periodic orbits by variational methods in the Nbody problem was much later than that in general Hamiltonian systems. Indeed, as recently as 2000, Chenciner and Montgomery got the first and well known result on periodic orbits of the N-body problem by variational methods [8] , then variational approaches are extensively exploited to study the N-body problem with numerous work appearing in recent years, please see [5, 6, 7, 11, 31, etc] and the references therein.
The second approach is based on the principle of analytic continuation of periodic orbits. The method is effective and feasible all the time. Since the work of Poincaré, by the continuation method, there is a good deal of literature on the existence and nature of periodic orbits of the N-body problem, especially the restricted three-body problem. please see [22, 26, 12, 15, etc] and the references therein.
Besides, the fixed-point method developed by Birkhoff also goes back to Poincaré. And many different methods have been used to establish the existence of periodic orbits in the N-body problem, such as: averaging-see Moser [20] , the Lagrangian manifold intersection theory-see Weinstein [28] , majorants-see Lyapunov [14] and Siegel [25] , and so on.
However, we remark that the orbits Poincaré investigates are not periodic in the standard sense [22, 26, 15, 17] . Indeed, the concept of periodic orbits is related to the selected refer-ence frame physically. For example, the motion of an object is periodic in an inertial frame, but probably not in another inertial frame. Thus periodic orbits in the N-body problem are 'relative periodic orbits' traditionally: a motion r(t) will be called 'relative periodic' with period T if there is an orthogonal transformation A such that r(t + T ) = Ar(t). Or in Meyer's words, relative periodic orbits are not necessarily periodic in fixed space, but are periodic when the rotational symmetry is eliminated, i.e., in the 'reduced space'. Therefore, we follows from Poincaré and Siegel and others that to find relative periodic orbits of the N-body problem as periodic orbits of the N-body problem.
Classical Results of Hamiltonian System
In this section, let's recall some aspects of Hamiltonian system. We consider a C l -smooth (2 ≤ l ≤ ω and C ω means analytic) Hamiltonian system, with n degrees of freedom, having the origin as an equilibrium point:
2)
where H k is a homogeneous polynomial of degree k in (p, q) for every 2 ≤ k ≤ m; hereafter O( (p, q) m+1 ) stands for the terms which vanish at the origin together with all its partial derivatives of the first m-th order. We will not specify the order of differentiability explicitly in each point. From the context it will be clear what regularity is needed in a certain step. Theorem 2.1 (Lyapunov [14, 26] ) Consider a C ω -smooth Hamiltonian H, suppose that the 2n eigenvalues λ 1 , · · · , λ n , −λ 1 , · · · , −λ n of the quadratic part H 2 of the Hamiltonian are all distinct. Let λ 1 be purely imaginary, and assume that none of n − 1 quotients λ 2 λ 1 , · · · , λ n λ 1 is an integer. Then there exists a family of real periodic orbits to the Hamiltonian system which depend analytically on one real parameter ε, with ε = 0 corresponding to the equilibrium solution. The period T (ε), likewise, is analytic in ε and, moreover, T (0) = 2π |λ 1 | .
Theorem 2.2 (Weinstein [27, 28] ) Consider a C 2 -smooth Hamiltonian H, if the quadratic part H 2 of the Hamiltonian is positive definite, then for sufficiently small ε > 0, there are at least n geometrically distinct periodic orbits on energy surface ε ) whose periods are close to those of the linear system corresponding to H 2 .
Given m ≥ 4, assume that λ 1 , · · · , λ n are nonresonant up to order m:
3)
The well-known Birkhoff theorem [4, 26, 15] states that, in some neighbourhood of the origin, there exists a symplectic change of variables (p, q) → (x, y), near to the identity map, such that in the new variables the Hamiltonian function is reduced to a Birkhoff normal form H m (ρ) of degree m up to terms of degree higher than m:
is a polynomial of degree m in symplectic variables x, y that is actually a polynomial of degree [m/2] in the variables x k y k . First we confine ourself to the eigenvalues of the quadratic part H 2 of the Hamiltonian are all distinct and purely imaginary. Let's recall the important concepts of non-degenerate and isoenergetically non-degenerate (see [1] ): 
The Hamiltonian system (2.2) is called to be isoenergetically non-degenerate in a neighbourhood of the equilibrium point if
Then it is well known that: [2, 21] ) Consider a sufficiently smooth Hamiltonian with a nonresonant frequency vector up to order 4 in a neighbourhood of an equilibrium point, if the Hamiltonian is non-degenerate or isoenergetically non-degenerate, then the Hamiltonian has invariant tori close to the tori of the linearized system. These tori form a set whose relative measure in the polydisc ρ < ε tends to 1 as ε → 0. In an isoenergetically non-degenerate system such tori occupy a larger part of each energy level passing near the equilibrium position.
Furthermore, on the relative measure of the set of invariant tori in the polydisc ρ < ε we have ). If the frequency vector ϖ satisfies the strong incommensurability condition, i.e., (c, υ)-Diophantine condition, then this measure is 1 − O(exp(−cε −1 υ+1 )) for a positive numberc = const, now it'necessary that the Hamiltonian is analytic.
It turns out that the invariant tori constructed by the KAM Theorem lie in the closure of the set of periodic orbits. This is the following well known result of Conley and Zender. Remark 2.1 As Conley and Zender pointed out, the periods of these periodic orbits could be very large. Furthermore, according to the proof of the above theorem, for any given T > 0, it's easy to see that there must exist a periodic orbit such that whose period is an integer multiple of T .
Next, let's consider more general Hamiltonian H whose quadratic part H 2 has eigenvalues being not purely imaginary. Suppose the 2n eigenvalues λ 1 , · · · , λ n , −λ 1 , · · · , −λ n of the quadratic part H 2 of the Hamiltonian are of the following form
We introduce the notation λ k = iω k , 1 ≤ k ≤ d for the purely imaginary eigenvalues, we assume that ω 1 , · · · , ω d are nonresonant up to order 4:
The well-known Birkhoff theorem [4, 26, 15] states that, in some neighbourhood of the origin, there exists a symplectic change of variables
near to the identity map, such that in the new variables the Hamiltonian function is reduced to a Birkhoff normal form:
As a general result, Mielke [16] showed that there are always symplectic coordinates (x, X, y,Y ) such that the center manifold is given by (X,Y ) ≡ 0. In these coordinates the reduction is trivial: The reduced Hamiltonian is H(x, y) = H(x, 0, y, 0) and (x, y) are symplectic coordinates on the center manifold. This result goes back to Moser [19] .
be a Hamiltonian having an equilibrium in the origin with a (non-trivial) center manifold. Then for any m < l there exists an analytical symplectic transformation (x, X, y,Y ) = ψ(u, U, v, V) such that the center manifold is given by
Taking (u, v) as symplectic coordinates on the center manifold and using H(u, v) = H(ψ(u, 0, v, 0)) as Hamiltonian gives the correct terms up to order 2m of the true reduced Hamiltonian system. Theorem 2.7 ( [16, 24] ) Consider a C l -smooth (4 ≤ l ≤ ω) Hamiltonian H(x, X, y,Y ) (2.5) in a neighbourhood of the origin. Assume d < n, then there exists a 2d-dimensional invariant center manifold W c loc : (X,Y ) = F c (x, y) = O( (x, y) 3 ) of class C l−1 , and we can take (x, y) as symplectic coordinates on the center manifold and using H(x, y) = H(x, 0, y, 0) as Hamiltonian gives the correct terms up to order 6 of the true reduced Hamiltonian system.
Remark 2.2
In general, we cannot claim that the center manifold is analytical for analytical Hamiltonian systems. However, there is some hope that center manifolds for analytic Hamiltonian systems are again analytic. For example, if the center manifold is two-dimensional and is filled with periodic solutions of bounded period the the results is true, please see [18, 3] . Indeed, one conjectured [16] : "If the center manifold of an analytic Hamiltonian system is completely filled with bounded solutions for more restrictive: the reduced Hamiltonian has a positive (negative) definite second derivative at the fixed point), then the center manifold is analytic." 
Preliminaries
In this section we recall some notations and definitions given in [30, 29] that will be needed later.
Let (R 2 ) N denote the space of configurations for N point particles in Euclidean space R 2 : (R 2 ) N = {r = (r 1 , · · · , r N ) : r j ∈ R 2 , j = 1, · · · , N}. It would be well if the cartesian space (R 2 ) N is considered as a column space. Then r ∈ (R 2 ) N can be written as
here " " denotes transposition of matrix. It's also true that r j = (ξ 2 j−1 , ξ 2 j ) for j = 1, 2, · · · , N.
Consider the opposite of the potential energy (force function), kinetic energy, total energy, angular momentum, the moment of inertia and Lagrangian, respectively, defined by where |r j | = ξ 2 2 j−1 + ξ 2 2 j , r jk = |r k − r j |, r j ×ṙ j = ξ 2 j−1ξ2 j −ξ 2 j−1 ξ 2 j and r c is the center of mass.
Then it's well known that the equations (1.1) of motion are the Euler-Lagrange equations of the the action functional A defined by A(r(t)) = L(r(t),ṙ(t))dt.
here "diag" means diagonalmatrix. Let's introduce a scalar product and a metric on the space (R 2 ) N :
Observe that the equations (1.1) of motion are invariant by translation, there is usually an assumption that the center of mass r c is at the origin. Let X denote the space of configurations whose center of mass is at the origin; that is, X = {r = (r 1 , · · · , r N ) ∈ (R 2 ) N : ∑ N k=1 m k r k = 0}, or,
where E 1 = (1, 0, · · · , 1, 0) , E 2 = (0, 1, · · · , 0, 1) .
Note that, for a configuration r ∈ X, we have r = I(r).
Let ∆ be the collision set in (R 2 ) N . Then the set X\∆ is the space of collision-free configurations.
Let's recall the important concept of the central configuration:
6)
or
7)
where ∇U is the gradient of U with respect to scalar product , .
The value of λ in (3.6)(or (3.7)) is uniquely determined by
Given m j ( j = 1, 2, · · · , N) and a fixed λ , let CC λ be the set of central configurations satisfying equations (3.6).
There are several equivalent definitions of central configurations, one of the equivalent definitions considers a central configuration as a critical point of the function I 1 2 U. Let O(2) and SO(2) be the orthogonal group and special orthogonal group of the plane respectively. Set
Given a configuration r, letr := r r be the unit vector corresponding to r henceforth. In particular, the unit vectorr is called the normalized configuration of the configuration r.
For a configuration r = (r 1 , · · · , r N ), let
as an illustration, we have E 2 = E ⊥ 1 . Similarly, set
A central configuration E 3 will be called nondegenerate, if the kernel of the Hessian of I
3 is another central configuration. Given a central configuration
a straight forward computation shows that the Hessian of I 1 2 U evaluated at E 3 is
where B is the Hessian of U evaluated at E 3 and can be viewed as an N × N array of 2 × 2 blocks:
The off-diagonal blocks are given by:
where I is the identity matrix of order 2. However, as a matter of notational convenience, the identity matrix of any order will always be denoted by I, and the order of I can be determined according context. The diagonal blocks are given by:
Let us investigate the matrix
which can be viewed as the linearization of the gradient ∇U at the central configuration E 3 .
Since the matrix D is symmetric linear mapping with respect to the scalar product , , there are 2N orthogonal eigenvectors of D with respect to the scalar product , . It's easy to see that:
Therefore an orthogonal basis {E 1 , E 2 , E 3 , E 4 , · · · , E 2N } can be chosen as 2N orthogonal eigenvectors of D, that is,
where λ j ∈ R is the eigenvalue of D corresponding to E k (k = 1, 2, · · · , 2N), in addition,
then
and E k is a unit vector if and only if g k = I(E k ) = 1.
It follows that
(3.10)
It is noteworthy that the subspaces span{E 1 , E 2 }, span{E 3 , E 4 } and span{E 5 , · · · , E 2N } of the space (R 2 ) N are invariant under the action of the transformation (2)) and ρ > 0.
Then let's give a moving frame to describe the motion of the particles in some neighbourhood of a relative equilibrium solution of the Newtonian N-body problem effectively.
For any configuration r ∈ X\span{E 5 , · · · , E 2N }, it's easy to see that there exists a unique point A(θ (r))E 3 on S such that
θ in the point A(θ (r)) can be continuously determined as a continuous function of the independent variable r. Set
} is the moving frame for us. Set r = r , then r = rr. In the moving frame,r can be written asr = ∑ 2N k=3 z k Ξ k . It's easy to see that z 4 = 0 and
Then the total set of the variables r, θ , z 5 , · · · , z 2N can be thought as the coordinates of r ∈ X\span{E 5 , · · · , E 2N } in the moving frame. Geometrically, to make the direct-viewing understanding of the coordinates r, θ , z 5 , · · · , z 2N , please see Figure 1 . Note that the z-axis in Figure 1 
So we have legitimate rights to use the coordinates (r, θ , z 5 , · · · , z 2N ) in a neighbourhood of a relative equilibrium.
As in [30, 29] , we can write the equations of motion in the above given coordinates. Recall that, by using the coordinates r, θ , z 5 , · · · , z 2N , the kinetic energy and force function can be respectively rewritten as
It's noteworthy that the variable θ is not involved in the function U(z 3 E 3 + ∑ 2N j=5 z j E j ), this is a main reason of introducing the moving frame. In particular, the variable θ is not involved in the Lagrangian L, that is, the variable θ is an ignorable coordinate. Figure 1 : the coordinates in the moving frame
only contains the variables z j ( j = 5, · · · , 2N), we will simply write it as U(z) henceforth. Of course, we always think that z = (z 5 , · · · , z 2N ) .
We can expand U(z) as
where "· · · " denotes higher order terms of z j ( j = 5, · · · , 2N), and dU|Ê
Then it follows from (3.7) (3.8) (3.10) (3.11) that
, then a i jk is symmetric with respect to the subscripts i, j, k.
Thus the Lagrangian L can be rewritten as
Generally, for convenience's sake, we would better introduce the following transformation to reduce the Lagrangian L:
Then the Lagrangian L becomes
where
it follows that the equations of motion are the following:
It's noteworthy that the degeneracy of x 3 , x 4 according to intrinsic symmetrical characteristic of the N-body problem (i.e., the Newton equations (1.1) are invariant under the transformation (r,t) → (ρAr, ρ 3 2 t)) has been reduced in the coordinates r, θ , x 5 , · · · , x 2N . Note that, by using the coordinates r, θ , x 5 , · · · , x 2N , the angular momentum J can be represented as
where r ⊥ j ·ṙ j denotes the Euclidean scalar product of r ⊥ j andṙ j in R 2 . Since the variable θ is an ignorable coordinate, we can reduce the Lagrangian L to just a function of the variables x, r:
It follows from the Legendre Transform that the corresponding Hamiltonian is
This Hamiltonian has been obtained in [29] by another method essentially. A straight forward computation shows that:
We will consider the existence of periodic orbits in a neighbourhood of a relative equilibrium ρA(ωt)E 3 of the Newtonian N-body problem. Without loss of generality, suppose that ρ = 1 and E 3 = 1 or g 3 = 1. Then a straight forward computation shows that the angular momentum J of the relative equilibrium ρA(ωt)E 3 is just ω and λ = ω 2 .
By the coordinates (r, θ , x 5 , · · · , x 2N ), the relative equilibrium ρA(ωt)E 3 is just a solution of (3.18) such that r = 1, θ = ωt, x 5 = 0, · · · , x 2N = 0.
By the coordinates (r, x, s, y), the relative equilibrium ρA(ωt)E 3 is just an equilibrium solution of the Hamiltonian system of (3.21) such that r = 1, x = 0, s = 0, y = 0.
As a matter of notational convenience, the above equilibrium point of the Hamiltonian (3.23) will be translated to the origin by substituting r for r + 1. Then the Hamiltonian (3.23) be-comes:
where · · · denotes higher order terms.
It is easy to see that the manifold {(r, x, s, y) : x = y = 0} is an invariant manifold and the problem is reduced to the following problem of single degree of freedom:
Therefore the invariant manifold {(r, x, s, y) : x = y = 0} is constituted by periodic orbits. However, this fact is trivial. Indeed, when x = y = 0, the primary three-body problem is reduced to the two-body problem, the periodic orbits are just Keplerian elliptic orbits generated by the central configuration E 3 . We call them the trivial family of periodic orbits in a neighbourhood of the equilibrium point.
4 Three-body Problem
Lagrange relative equilibrium
Set β = m 1 m 2 + m 3 m 2 + m 1 m 3 . As which has been obtained in [29] , without loss of generality, suppose
.
Then 
Let Ω be the space of masses of the planar three-body problem, then Ω could be represent as
As a result, the quadratic part H 2 of the Hamiltonian (3.24) is
and the 6 eigenvalues are
where i denotes the imaginary unit, and
or more precisely,
The eigenvalues ±ω 0 i are only purely imaginary, periodic orbits in a neighbourhood of the origin are all in the central manifold W c loc : x = y = 0, thus there are only the trivial family of periodic orbits in a neighbourhood of the the origin and these periodic orbits constitute the central manifolds W c loc : x = y = 0. the problem is reduced to the following problem of single degree of freedom:
Therefore the central manifolds W c loc : x = y = 0 is constituted by periodic orbits. However, this fact is trivial. Indeed, when x = y = 0, the original three-body problem is reduced to the two-body problem, the periodic orbits are just Keplerian elliptic orbits generated by the central configuration E 3 .
the trivial family of periodic orbits in a neighbourhood of the equilibrium point.
Except the trivial family of periodic orbits in a neighbourhood of the the origin (near the origin), we don't know other periodic orbits in a neighbourhood of the the origin (near the origin).
Without loss of generality, suppose m 1 ≥ m 2 ≥ m 3 . Then it's easy to see that
The 6 eigenvalues are ±ω 0 i, ± ω 1 i, ± ω 2 i, are all purely imaginary. First, it's easy to see that ω 1 ω 0 , ω 2 ω 0 ∈ (0, 1). By Lyapunov Theorem 2.1, to the eigenvalues ±ω 0 i there corresponds a one parameter family of periodic orbits that lie near the origin and have the approximate period 2π ω 0 . However, these periodic orbits are just the trivial family of periodic orbits.
It's easy to see that
. By Lyapunov Theorem 2.1, to the eigenvalues ±ω 2 i there corresponds a one parameter family of periodic orbits that lie near the origin and have the approximate period 2π ω 2 . It's easy to see that
, integer n ≥ 2}. By Lyapunov Theorem 2.1, to the eigenvalues ±ω 1 i there corresponds a one parameter family of periodic orbits that lie near the origin and have the approximate period 2π ω 1 . The above results by Lyapunov Theorem have been obtained by Siegel [26] . Thus generically there are three one parameter family of periodic orbits that lie near the origin, in other words, there are three two-dimensional invariant manifold constituted by periodic orbits. However, we can further prove that periodic orbits are unexpectedly abundant: generically the relative measure of the closure of the set of periodic orbits near the origin is close to 1.
To prove this fact, it's necessary to get the Birkhoff normal form of the Hamiltonian (3.24).
If we confine ourselves to the following space of masses of the planar three-body problem 
where ρ j ( j = 0, 1, 2) are action variables, and ω 00 = −3,
,
. Thus the set V f deg of points (β , m 1 ) such that the Hamiltonian (4.36) is degenerate is a real algebraic variety. Moreover, the real algebraic variety V f deg is union of a finite number of zero-dimensional points and one-dimensional "curves". For convenience's sake, to make the direct-viewing understanding of sizes of geometric areas Ω and Ω ps etc, we would better draw their pictures in a new system of variables µ, y via the diffeomorphism:
The spaces Ω and Ω ps of masses in the variables µ, y can be seen Figure 2 . Please note that the space Ω ps is much smaller than Ω.
To make the direct-viewing understanding of the real algebraic variety V f deg , we give the plot of zero locus set of f deg , please see Figure 4 .
As a result, it follows from Theorem 2.5 that The set Γ r of β ∈ (0, 1 27 ) corresponding to resonant frequency vectors ϖ = (ω 0 , −ω 1 , ω 2 ) is countable and dense. The set Γ d of β ∈ (0, 1 27 ) corresponding to (c, υ)-Diophantine frequency vectors ϖ = (ω 0 , −ω 1 , ω 2 ) is a set of full measure for υ > 6.
Euler relative equilibrium
As r is an Euler central configuration such that r = 1 and whose center of masses is at the origin, without loss of generality, suppose
and
Then
and the matrix λ
As a result of (3.10), λ 5 , λ 6 and {E 5 , E 6 } can be obtained by calculating eigenvectors of the above matrix. A straight forward computation shows that the remaining eigenvalues and eigenvectors are
For convenience's sake, since the equations (4.29) can not be solved explicitly, one can use the parameters σ , κ as independent variables. Then
, and the parameters σ , κ satisfy one of the following conditions:
, ω 1 > ω 0 . Furthermore, it's shown that ω 1 , ω 0 satisfies a resonance relations of order 3 at most:ω 1 = 2ω 0 . So by Lyapunov Theorem 2.1, to the eigenvalues ±ω 1 i there corresponds a one parameter family of periodic orbits that lie near the origin and have the approximate period 2π ω 1 . Thus generically there are two one parameter family of periodic orbits that lie near the origin, in other words, there are two two-dimensional invariant manifold constituted by periodic orbits.
The above results by Lyapunov Theorem have been obtained by Siegel [26] . However, we can further prove that periodic orbits are unexpectedly abundant: generically the relative measure of the closure of the set of periodic orbits near the origin in the fourdimensional central manifold is close to 1.
To prove this fact, by Theorem 2.8, it's necessary to get the Birkhoff normal form of the Hamiltonian (3.24) in the central manifold.
First, some tedious computation further yields 
As a matter of notational convenience, set q 0 = r, q 1 = x 5 , q 2 = x 6 , p 0 = s, p 1 = y 5 , p 2 = y 6 .
Then the Hamiltonian H for the three-body problem is
We now look for a change of variables from (p, q) to (p, q) such that H 2 takes the form
Let J denote the usual symplectic matrix −I I
. A straight forward computation shows that the eigenvalues of the matrix J ∂ 2 H 2 ∂ 2 (p,q) are ±ω 0 i, ±ω 1 i, ±ω 2 . Note that we can restrict our attention to the variables p 1 , p 2 , q 1 , q 2 . For the eigenvalues ω 1 i, ω 2 , −ω 2 , the corresponding eigenvector are ω 0( 2λ 6 +ω 2
It follows that we can introduce the following symplectic transformation to reduce the Hamiltonian H:
Then the Hamiltonian H becomes
But we'd better introduce the following complex symplectic transformation to reduce the Hamiltonian H:
We perform the change of variables (ζ , η) → (u, v) with a generating function
such that in the new variables (u, v) the Hamiltonian function reduces to a Birkhoff normal form of degree 4 up to terms of degree higher than 4:
where S 3 and S 4 are forms of degree 3 and 4 in u, η, and
First, it's shown that up to resonance relation of order 4, ω 1 , ω 0 satisfies a resonance relation of order 3 at most:ω 1 = 2ω 0 for a curve in the space of masses. Fortunately, this resonance relation do not appear in the process of obtaining the Birkhoff normal form. So for every choice of masses, there is no resonance for the Hamiltonian function H.
We make use of the relation
to find the Birkhoff normal form of degree 4.
Equating the forms of order 3 in u, η of (4.34) we obtain
It follows that S 3 can be determined. Then by equating the forms of order 4 in u, η of (4.34) we obtain
where H 3→4 is the forms of order 4 of H 3 (u + ∂ S 3 ∂ η , η). It follows that S 4 and the Birkhoff normal form of degree 4 can be determined. However, we remark that it needs only determine ω 00 , ω 01 , ω 11 for the Birkhoff normal form on the center manifold.
For the Birkhoff normal form of degree 4 on the center manifold:
we can switch to action-angle variables, the above Birkhoff normal form becomes
where ρ j = iu j v j ( j = 0, 1) are action variables, and ω 00 = −3,
A straight forward computation shows that for every choice of masses, ω 00 ω 11 − ω 2 01 = 0. Aa a result, it follows from Theorem 2.8 that Furthermore, we can prove the following result that generically frequency vectors ϖ = (ω 0 , ω 1 ) are (c, υ)-Diophantine. Therefor the relative measure in the above theorem is at least 1 − O(exp(−cε −1 υ+1 )) generically.
Theorem 4.4 The masses set Γ r corresponding to resonant frequency vectors ϖ = (ω 0 , ω 1 ) is a union of countable number of zero-dimensional points and one-dimensional "curves" and dense. The masses set Γ corresponding to (c, υ)-Diophantine frequency vectors ϖ = (ω 0 , ω 1 ) is a set of full measure for υ > 6?.
Euler Relative Equilibrium of the N-body Problem
It's natural to conjecture that generically there are abundant periodic orbits near an relative equilibrium solution, although it's not easy to prove this. For example, suppose an relative equilibrium solution corresponds a nondegenerate central configuration, then the elements such as λ , ω, λ k , E k , ω jk etc smoothly depend on the masses near the masses corresponding to a nondegenerate central configuration having d unequal imaginary eigenvalues, and it should prove that there are abundant periodic orbits near the relative equilibrium on the 2d-dimensional center manifold by Theorem 2.8.
In this section we will prove rigorously that there are abundant periodic orbits near Euler relative equilibrium on the 2N − 2-dimensional center manifold of the N-body Problem. By Theorem 2.8, the key point is judging that the reduced Hamiltonian the planar N-body problem on the center manifold is nondegenerate. Because Euler central configurations, i.e., collinear central configurations are nondegenerate, the elements such as λ , ω, λ k , E k , ω jk etc smoothly depend on the masses on the whole, indeed, algebraically depend on the masses on the whole. As a result, it is easy to believe that the reduced Hamiltonian on the center manifold is nondegenerate except a proper algebraic subset of the mass space for the planar N-body problem. However, one can not simply claim Theorem 5.1 is correct, since we can not simply exclude constant value functions, or more precisely, the elements such as the frequency ω k might be constant and resonant for all the masses of the N-body Problem, then we even can't obtain the Birkhoff normal form of degree 4; even if the frequency ω k are not resonant and we could obtain the Birkhoff normal form of degree 4, the determinant of ω jk on the center manifold might be invariably zero, that is, the reduced Hamiltonian on the center manifold is degenerate for all the masses of the N-body Problem. So one need prove rigorously that the elements such as ω k , det(ω jk ), as algebraic functions of the masses, are not constant. We prove this by the inductive method.
Collinear Central Configurations 1
When the central configuration E 3 is collinear, suppose
where D = −2 0 0 1 and the diagonal blocks are given by:
[29] has pointed out that
As a preliminary to the following sections, let's recall the results of collinear central configurations. For simplicity, we confine ourselves to the configuration space R N and suppose e 2 = (ξ 1 , ξ 2 , · · · , ξ N ) ∈ R N is a collinear central configuration.
The equations (3.6) of central configurations become:
Without loss of generality, we fix λ = 1, m 1 = 1 and assume ξ 1 < ξ 2 < · · · < ξ N . Then the equations (5.38) are N algebraic equations of N Unknowns r k ∈ R (k = 1, 2, · · · , N) with N − 1 parameters m k (k = 2, · · · , N). The equations (5.38 ) are independent at the central configuration e 2 if and only if the matrix
is nonsingular at the central configuration e 2 . And the central configuration e 2 is degenerate if and only if the matrix D is degenerate at the central configuration e 2 . When masses parameters m k > 0 (k = 2, · · · , N), it's easy to see that all the eigenvalues of D are positive, this is also true even for one of masses parameters m k (k = 2, · · · , N) being zero (and for some of masses parameters m k (k = 2, · · · , N) being zero under some additional conditions). So collinear central configuration are all nondegenerate, and algebraic functions of masses parameters.
Since the matrix D is symmetric linear mapping with respect to the scalar product , , there are N orthogonal eigenvectors e 1 , e 2 , · · · , e N of D with respect to the scalar product , . The eigenvectors e 1 , e 2 , · · · , e N and the corresponding eigenvalues ι 1 , ι 2 , · · · , ι N are also algebraic functions of masses parameters. One can fix e 1 = (1, 1, · · · , 1) and ι 1 = 1 = λ . The eigenvalue ι 2 = 3λ = 3. It's noteworthy that ι k /ι 1 or ι k /λ do not depend on scale of the central configuration e 2 . The similar is true for λ k /( √ g 3 λ ). It's obvious that for k = 1, 2, · · · , N
Collinear Central Configurations 2
A. The two-body case. First, let's consider the two-body problem: N = 2. Then by the equations of central configurations
we have
Suppose m 2 = ε 1 is small, then 
To sum up, we have
, r n(n+1) (ε 1 , · · · , ε N ) = c n ε 
For the relative equilibrium A(ωt) E 3 , we know that the angular momentum J is just ω and λ * = ω 2 , so the Hamiltonian (5.44) becomes:
a hi jk x h x i x j x k + · · · (5.45)
where · · · denotes higher order terms. The quadratic part H 2 of the Hamiltonian (5.45) is
(5.46) and the 2N − 2 eigenvalues are
A straight forward computation shows that ω 0 , ω 2k−5 (3 ≤ k ≤ N) are not resonant. As a result, the frequency are not resonant and we could obtain the Birkhoff normal form of degree 4 for all the masses of the N-body Problem except at most a proper algebraic subset of the mass space.
The Reduced Hamiltonian is Nondegenerate
In this section, we prove that the determinant of ω jk on the center manifold can be not zero for appropriate masses. Then it follows that the reduced Hamiltonian on the center manifold here
where O(ε) denotes the terms that whose coefficients are bounded with respect to ε, and
is same as the Hamiltonian of the N − 1-body Problem up to degree 4. As a matter of notational convenience, set q 0 = r, p 0 = s, q k = x k+4 , p k = y k+4 , f or k ∈ {1, · · · , 2N − 4} First, an argument similar to the one used in the previous sections, [iω 2k−1 ζ 2k−1 η 2k−1 +ω 2k ζ 2k η 2k ]+H 3 (ζ , η)+H 4 (ζ , η)+· · · , By the way, it's obvious that the reduced Hamiltonian on the center manifold is positive definite. Therefore, one can obtain N − 1 one parameter family of periodic orbits that lie near Euler relative equilibrium by Theorem 2.2.
Since the Hamiltonian H • could reduce to a Birkhoff normal form of degree 4:
2ω jk (u j v j u k v k )]
it is easy to see that there is a change of variables (ζ , η) → (u, v) such that the Hamiltonian H of (5.49) becomes ∂ v , v). After careful consideration, it's necessary to consider the Birkhoff normal form of the Hamiltonian 
Since we will prove that the determinant of the Birkhoff normal form is the order of 1 ε , but the omitted part only yields error of O(1) with regard to ε.
An argument similar to the one used in the previous sections show that
where ω 2N−5,2N−5 = 1 where the central configuration (ξ 1 , ξ 2 , · · · , ξ N−1 ) is the unique solution of the equations of collinear central configurations of the N − 1-body problem such that ξ 1 < ξ 2 < · · · < ξ N . A straight forward computation shows that |ω 2N−5,2N−5 ε| > δ > 0, so we have
where det(ω jk ) is the determinant of the Birkhoff normal H • . In a word, we have proved Theorem 5.1.
