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Open innovation represents an emergent paradigm by which organizations make use of internal and
external resources to drive their innovation processes. The growth of information and communication
technologies has facilitated a direct contact with customers and users, which can be organized as open
innovation communities through Internet. The main drawback of this scheme is the huge amount of
information generated by users, which can negatively affect the correct identiﬁcation of potentially appli-
cable ideas. This paper proposes the use of evolutionary computation techniques for the identiﬁcation of
innovators, that is, those users with the ability of generating attractive and applicable ideas for the orga-
nization. For this purpose, several characteristics related to the participation activity of users though
open innovation communities have been collected and combined in the form of discriminant functions
to maximize their correct classiﬁcation. The right classiﬁcation of innovators can be used to improve
the ideas evaluation process carried out by the organization innovation team. Besides, obtained results
can also be used to test lead user theory and to measure to what extent lead users are aligned with
the organization strategic innovation policies.
 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The concept of open innovation, launched by Chesbrough
(2003) and others, has become increasingly popular among schol-
ars and industry practitioners since the term was coined. Open
innovation refers to the use of external sources and actors to
achieve innovation, and it is based on the idea that companies
should not just rely on internally developed ideas and knowledge,
but increasingly also on ideas and knowledge developed externally
(Chesbrough, Vanhaverbeke, & West, 2006; Tödtling, Prud’homme
van Reine, & Dörhöfer, 2011). It assumes that useful knowledge is
widely diffused and abundant. There is, for example, a growing
availability of knowledge from multiple innovation actors, includ-
ing universities, specialized suppliers, inventors and knowledge
brokers. In this conditions, the ‘‘old’’ model of closed innovation
where innovation processes are controlled by the company needs
to be changed in favor of the detection and assimilation of exter-
nally developed knowledge (Barge-Gil, 2010; De Jong, Kalvet, &
Vanhaverbeke, 2010; Poetz & Schreier, 2012). Previous studies
agree that open innovation is not a general phenomena and de-
pends on certain company characteristics as well as external con-
ditions. Chesbrough (2003) identiﬁed various external factors that
explain why enterprises increasingly adopt the open paradigm. The
availability of a strong public knowledge base, a mobile and edu-
cated working population or the availability of ample external ﬁ-
nance for innovation are the three conditions enabling open
innovation to emerge.
From the viewpoint of the organization, there are various mech-
anisms and channels used for sourcing and acquiring external
knowledge such as the absorption of local knowledge spillovers,
collaboration in R&D and innovation with ﬁrms and universities,
relations to spin-off companies, informal knowledge interactions,
customer contributions through design toolkits or idea competi-
tions (Keeble & Wilkinson, 2000; Schwab, Koch, Flachskampf, &
Isenhardt, 2011; Tödtling, Lehner, & Trippl, 2006; von Hippel &
Katz, 2002). The strategic challenge is how ﬁrms can best organize
the sourcing, codiﬁcation and exploitation of the internal and
external knowledge and informational resources to maximize
and sustain innovation (Love & Roper, 2009). One of the most pop-
ular mechanism for open innovation implementation is user inno-
vation communities (Dahlander, Frederiksen, & Rullani, 2008).
Firms such as Microsoft, Dell, IBM, BMW, and Nokia increasingly
invest in virtual communities to solicit user contributions as part
of their innovation processes. This trend is explained by the in-
crease in digitalization and the decrease in the costs of communi-
cation that have lead to an exponential growth of user innovation
platforms (Mahr & Lievens, 2012). Internet have facilitated the
accessibility of these platforms by users geographically distributed
all over the world. However, this accessibility is also causing the
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generation of a huge amount of information which it is difﬁcult to
process and evaluate by the innovation departments or experts
within organizations. Posted ideas must be evaluated one by one
by the innovation department or even some speciﬁc experts of
the organization, and this evaluation consists of reading the idea,
assessing its applicability attending to the strategic innovation pol-
icies of the organization and planning their possible implementa-
tion in case they are ﬁnally accepted. The problem is that online
user innovation communities can generate hundreds or even thou-
sands of solutions in a short period of time, saturating the capacity
of internal evaluators and hiding the really attractive innovations.
That is the reason why online user innovation communities typi-
cally include some type of scoring systems so that the community
can evaluate potential solutions. This scoring scheme is based on
the idea that the crowd can do a better evaluation than individuals
since they own a group-based intelligence which can outperform
individual knowledge (Surowiecki, 2004).
However, strategic innovation policies of organizations are not
always aligned with users’ desires. Some non affordable ideas
can be excellent for users but prohibitive for the company, and
these ideas would probably receive a high score by other commu-
nity users. In this sense, it is muchmore useful for the company the
identiﬁcation of users posting ideas that will be ﬁnally adopted.
This information can be easily collected from innovation commu-
nities websites as they usually inform users about the status of
their posted ideas. The purpose of this paper consists of the identi-
ﬁcation of these innovators, deﬁned as those users generating ideas
that will be ﬁnally adopted by the company. The condition of being
innovator or non innovator is a dichotomic property of each user.
Therefore, the identiﬁcation of innovators is a classiﬁcation prob-
lem that can be solved using a discriminant function over a set
of variables characterizing the activity and behavior of users within
the community, which on the other hand is the main available
information. The main problem associated to this identiﬁcation is
that the considered dependent variable contains a high number
of zeros (non-innovators), leading to the so called zero inﬂated
problem. To solve this issue, a optimization procedure consisting
of ﬁnding the values of the variables coefﬁcients so that the dis-
criminant function can maximize the percentage of correct classi-
ﬁcation of innovators and non innovators is formulated. Three
different evolutionary computation techniques are used to solve
the problem for evaluating the reliability of results. Additionally,
a bootstrapping technique has also been implemented to obtain
the conﬁdence intervals of the resulting coefﬁcients.
The rest of the paper is structured as follows. Section 2 details
previous works related to the open innovation paradigm and the
identiﬁcation of users with special proﬁles. Section 3 describes
the formulation of the problem in the form of an optimization
problem and presents the three proposed evolutionary computa-
tion techniques: simulated annealing, particle swarm optimization
and genetic algorithms. The three algorithms are then applied to
the case study of IdeaStorm website, which is introduced in Sec-
tion 4, as well as those variables measuring the activity and behav-
ior of users within this innovation community. Obtained results are
discussed in Section 5. Finally, conclusions are provided in
Section 6.
2. Related work
Online user innovation communities make use of Internet as the
prime communication channel, allowing company-to-customer as
well as customer-to-customer communications (Di Gangi & Was-
ko, 2009; Rohrbeck, Steinhoff, & Perder, 2008). This strategy as-
sumes that new product developments require interactions
among like-minded customers who talk about their usage experi-
ences, raise questions, present solutions, and offer answers (Fueller
& Matzler, 2007). These interactions enable users to build on one
another’s knowledge and experiences, which plays a critical role
in developing ideas (Rowley, Kupiec-Teahan, & Leeming, 2007).
Previous research on open innovation communities have been
mainly focused on their operational level. The ﬁrst studies in this
line discussed the characters of user innovation community based
on the example of open-source software projects, which was a rel-
atively well-developed and very successful form of internet-based
innovation community (Martínez-Torres, 2012; Von Hippel, 2001;
West & O’mahony, 2008). Later, Von Hippel and Von Krogh (2003)
proved that user innovation communities illustrate a ‘‘private-col-
lective’’ model of innovation incentive. However, there are some
differences between open source software communities and open
innovation communities. The most important one is that open
source communities works based on user requests for information
or help, while open innovation communities are more impersonal
and users share information with others but not responding to any
speciﬁc request of information. The effectiveness of open innova-
tion is another interesting issue treated in the previous literature.
Laursen and Salter (2006) found a non linear relationship between
open innovation and performance, concluding that too much open
innovation hurts organization performance. More speciﬁcally, they
found that innovative performance is curvilinearly related through
an inverted U-shape to the number of sources. The size is explained
because ﬁrms gain innovative opportunities as they implement a
wider and deeper search over a huge number of sources. However,
innovation search is not costless and can be time consuming,
expensive, and laborious. In the case of online innovation commu-
nities, the most important cost is the one associated to evaluation
of posted ideas. Although the marginal evaluation cost of each idea
is low, the cumulative evaluation cost when thousands of ideas are
posted can be tremendous. Community based voting methodolo-
gies like simple discussion forums, community ratings (Carbone,
Contreras, Hernández, & Gomez-Perez, 2011; Frey, Lüthje, & Haag,
2011) or more complex methodologies like prediction markets
(Blohm, Riedl, Leimeister, & Krcmar, 2011; Spann & Skiera, 2009)
that are based on stock-market trading algorithms can help to
solve this challenge. Any assessment system based on a commu-
nity scoring model, in which ideas can be awarded with a speciﬁc
number of points, can help selecting the best idea (Hüsig & Kohn,
2011). However, obtained results through these procedures may
be contradictory with the innovation strategic policies of organiza-
tions. Some of the top ranked ideas may be in the opposite direc-
tion of organization priorities or their implementation costs can
be prohibitive. An alternative to the scoring model is the identiﬁca-
tion of best ideas through the identiﬁcation of a particular subset of
users called lead users. Lead users are characterized because they
anticipate early on innovative characteristics, which are relevant
only much later for other customers (Von Hippel, 1986, 1988).
Additionally, lead users have the ability to develop a fully func-
tional solution for their needs (Mahr & Lievens, 2012; Morrison,
Roberts, & Midgley, 2004). They hence possess not only need infor-
mation, but equally also solution information. Previous research
about lead user have been focused on issues like their identiﬁca-
tion (Urban & von Hippel, 1988). The behavior of lead users have
been described in the literature by several characteristics. For in-
stance, their ability to bear innovative solutions is fundamentally
linked to a person’s individual creativity (Amabile, Barsade,
Mueller, & Staw, 2005). They also make regular contributions to
the community as they are actively engaged in problem-solving.
However, some authors criticizes that their behavior is biased by
their interest in obtaining a beneﬁt from their proposed solutions.
For instance, Berthon, Pitt, McCarthy, and Kates (2007) consider
the idea of creative users as opposed to lead users. Creative users
do not necessarily face needs that will become general as lead
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users do. They innovate as an exercise of creativity and not to solve
some speciﬁc need. Besides, creative users don’t need to beneﬁt di-
rectly from their innovations, although they may obviously beneﬁt
indirectly through thanks, peer recognition, and so forth. In sum-
mary, creative users constitute a more wider category than lead
users, although obviously there is an overlap between both groups.
This paper follows a similar approach to creative users and consid-
ers a wider scope for innovators deﬁnition using those users whose
ideas have been implemented by the company. They can be iden-
tiﬁed using the available information through open innovation
websites, which basically is information related to their participa-
tion activity and interactions with other users.
3. Methodology: Evolutionary computation techniques
The dependent variable in this study is the condition of being an
innovator. Typically, open innovation communities generate a
huge number of ideas but only a small fraction of them are ﬁnally
adopted by the company. As a result, a high proportion of non-
innovators is prevalent in a representative sample. Such high pro-
portion of zeros in the dependent variable leads to zero-inﬂated
problems. The application of regression methods or discriminant
analyses with a disproportionately high number of zeros in the
dependent variable may result in biased parameter estimates and
misleading inferences (Lee, Wang, Scott, Yau, & McLachlan,
2006). To address this problem, this section propose the search
of discriminant rules for optimizing the classiﬁcation problem
using three different evolutionary computation techniques.
3.1. Formulation of the problem
Mathematically, the proposed optimization problem can be for-
mulated as follows. Estimated innovators (Innovators⁄) represent a
dichotomous variable that is deﬁned in terms of the activity and
behavior of users within the community.
Innovators ¼ 1 if P
n
i¼1hi Vari þ C > 0
0 otherwise

ð1Þ
where Vari are the set of features (variables) characterizing the
behavior of users, hi are the set of coefﬁcients for each variable
and C is a constant term. If Innovators represent the vector of users
whose ideas have been actually implemented according to the
available information, the optimization problem consists of select-
ing a set of hi values so that the confusion matrix between Innova-
tors⁄ and Innovators maximize the identiﬁcation ratios.
Table 1 details the confusion matrix. TP and TN are true posi-
tives and negatives, respectively, and they refer to those innova-
tors/non innovators that were correctly classiﬁed while FP and
FN are false positives and negatives, respectively, and they refer
to innovators/non innovators incorrectly classiﬁed. The last col-
umn of Table 1 details the TN rate, TP rate, and the percentage of
correct classiﬁcation. The last metric has been used as the cost
function for the optimization problem.
3.2. Simulated annealing (SA)
Simulated annealing is a method for solving unconstrained and
bound-constrained optimization problems based on the analogy
between the physical annealing of metals and the process of
searching for the optimal solution in a combinatorial optimization
problem (Cerny, 1985; Kirkpatrick, Gelatt, & Vecchi, 1983).
SA randomly generates a new point at each iteration of the algo-
rithm. The distance of the new point from the current point is
based on a probability distribution with a scale proportional to
the temperature. The algorithm accepts all new points that lower
the objective, but also, with a certain probability P given by Eq.,
(2) points that raise the objective.
P ¼ 1
1þ e DmaxðTÞ
ð2Þ
where D is the difference between current and last objective func-
tion values and T is the current temperature. Since both D and T are
positive, the probability of acceptance is between 0 and 1/2. Smaller
temperature leads to smaller acceptance probability. Also, larger D
leads to smaller acceptance probability.
By accepting points that raise the objective, the algorithm
avoids being trapped in local minima, and is able to explore glob-
ally for more possible solutions. An annealing schedule is selected
to systematically decrease the temperature as the algorithm pro-
ceeds. As the temperature decreases, the algorithm reduces the ex-
tent of its search to converge to a minimum. Eqs. (3)–(5) details
several options to update the temperature:
T ¼ T0  0;95k ð3Þ
T ¼ T0=k ð4Þ
T ¼ T0= logðkÞ ð5Þ
being k the iteration number and T0 the initial temperature.
The algorithm stops when the average change in the objective
function is smaller than a ﬁxed value or a minimum temperature
is attained.
3.3. Genetic algorithms
Genetic algorithms are a family of computational models in-
spired by evolution (Goldberg, 1989; Holland, 1975). These algo-
rithms encode a potential solution to speciﬁc problem on a
simple chromosome-like data structure and apply genetic opera-
tors to these structures in order to preserve critical information
(Martínez-Torres & Toral-Marín, 2010). An initial population Pi
composed of Nt chromosomes is considered. Goldberg (1989) stud-
ied the optimum number of chromosomes for a population accord-
ing to the chromosome’s length. His main conclusion was that the
optimum population’s size value gets higher as the chromosome’s
length increases. This initial population is generated randomly in
order to preserve the diversity in the population and the ﬁtness
function is calculated to evaluate the goodness of each chromo-
some. The mechanism for generating the subsequent generations
is based on the selection scheme from (lþ k) evolution strategy
(Reina, Toral, Johnson, & Barrero, 2012). The l best chromosomes
are included directly in the next generation. The crossover and
mutation operations are responsible of generating k chromosomes
of a new population. The crossover consists of using two members
of a population Pj to generate two new members of the next pop-
ulation Pj+1 by crossing their genetic information. The new chromo-
somes contain genetic information from the predecessors. The
purpose of mutation is to change the genetic information of a chro-
mosome included in Pj to generate a new chromosome of Pj+1.
The ﬁtness function quantiﬁes the suitability of each chromo-
some as a solution. Genetic operators make selections based on
Table 1
Confusion matrix.
Observed Estimated
Innovators⁄ Percentage correct
.00 1.00
Innovators .00 TN FP TN/(TN + FP)
1.00 FN TP TP/(FN + TP)
Total percentage correct TN/(TN + FP)+TP/(FN + TP)
M.R. Martínez-Torres / Expert Systems with Applications 40 (2013) 2503–2510 2505
Author's personal copy
individual ﬁtness. That means that chromosomes with high ﬁtness
value have more chances of being selected, passing their genetic
material (via reproduction, crossover or mutation) to the next gen-
eration. As a result, the ﬁtness function provides the pressure for
evolution towards a new generation with chromosomes of higher
ﬁtness than the previous ones.
3.4. Particle swarm optimization
Particle swarm optimization (PSO) is an evolutionary computa-
tion technique developed by Kennedy and Eberhart (1995), which
was inspired by the social behavior of bird ﬂocking and ﬁsh school-
ing. It is based on the swarm intelligence concept, which refers to
artiﬁcial intelligence systems where the collective behaviors of
unsophisticated agents that are interacting locally with their envi-
ronment create coherent global functional patterns (Del Valle,
Venayagamoorthy, Mohagheghi, Hernandez, & Harley, 2008). Basi-
cally, PSO uses a population of particles that ﬂy through the prob-
lem hyperspace. All the particles have ﬁtness values which are
evaluated by the ﬁtness function to be optimized, and have veloc-
ities which direct the ﬂying of the particles. These velocities are
stochastically adjusted according to the historical best position
for the particle itself and the neighborhood best position (Del Valle
et al., 2008; Majhi and Panda, 2011). The particles ﬂy through the
problem space by following the current optimum particles.
Mathematically, PSO is formulated as follows. First, a set of P par-
ticles (population) is randomly initialized, where the position of
each particle represents a solution to the problem, represented by
a d-dimensional vector in problem space si ¼ ðsi1; si2; . . . ; sidÞ;
i ¼ 1;2; . . . ; P; s 2 R. Thus each particle is randomly placed in the
d-dimensional space as a candidate solution, and its performance
is evaluated using a predeﬁned ﬁtness function. The velocity of the
ith particle v i ¼ ðv i1; v i2; . . . ;v idÞ; v 2 R, is deﬁned as the change
of its position.
The information available for each individual is based on its
own experience and the knowledge of the performance of other
individuals in its neighborhood. Therefore, each particle adjusts
its trajectory based on its own previous best position and the pre-
vious best position attained by any particle of the swarm, namely
pid and pgd. The velocities and positions of particles are updated
using Eqs. (6) and (7) respectively:
v idðt þ 1Þ ¼ wv idðtÞ þ cirandiðpid  sidðtÞÞ þ c2rand2ðpgd  sidðtÞÞ ð6Þ
sidðt þ 1Þ ¼ sidðtÞ þ v idðtÞ ð7Þ
where t is the iteration counter, w is the inertia weigh, c1 and c2 are
the acceleration coefﬁcients, and rand1, rand2 are two random num-
bers in [0,1]. The inertia weight w controls the impact of previous
histories of velocities on current velocity, and it is used to control
the convergence behavior of the PSO. To reduce this weight over
the iterations, allowing the algorithm to exploit some speciﬁc areas,
the inertia weight w is updated according to Eq. (8):
w ¼ wmax wmax wminitermax iter ð8Þ
where wmax, wmin are the maximum and minimum values that the
inertia weight can take, iter is the current iteration of the algorithm
and itermax is the maximum number of iterations. The acceleration
coefﬁcients c1 and c2 control how far a particle will move in a single
iteration. Typically, these are both set to 2, although assigning dif-
ferent values to c1 and c2 sometimes leads to improved perfor-
mance. The velocity update Eq. in (6) has three major
components. The ﬁrst one is the inertia, which models the tendency
of the particle to continue in the same direction it has been travel-
ing. The second component is usually referred as memory, and it is
the linear attraction towards the best position ever found by the gi-
ven particle pid scaled by a random weigh c1rand1. Finally, the third
component usually referred as cooperation or social knowledge is
the linear attraction towards the best position found by any particle
pgd, scaled by another random weight c2rand2.
The newly formed particles are evaluated according to the ﬁt-
ness function and the algorithm iterates for a predetermined num-
ber of iterations, or until a convergence criterion has been met.
Finally, the best solution obtained across all iterations is returned.
4. The data
4.1. Description of the case study
Dell IdeaStorm (http://www.dellideastorm.com) is an open
innovation community where end users freely reveal and share
innovative ideas with community members and Dell (Di Gangi &
Wasko, 2009). Using IdeaStorm website, customers can post their
ideas about existing or new Dell products, services and operations
(Lambropoulos, Kampylis, & Bakharia, 2009). Moreover, users can
also make comments about previously posted ideas, for instance
reﬁning or supporting proposed innovations, or just commenting
their suitability. As a result, a debate is generated around those
ideas arousing more interest among community members. Idea-
Storm website also provides the possibility of scoring posted ideas
using a collective intelligence procedure consisting of promoting or
demoting ideas. Promotion means adding ten points to the current
rating of the idea while demotion means subtracting ten points.
Using all this information, Dell shares the ideas with top manage-
ment, department managers, and key employees that work within
relevant subject domains. The period 2008–2010 was considered
for collecting data. During this period of time, a total of 6720 ideas
were posted on IdeaStorm website by 3987 different users.
4.2. Deﬁnition of variables
Innovators are deﬁned as those users whose ideas have been
implemented by Dell. Collected results show that during the period
2008–2010 a total of 309 ideas posted by 228 different users were
implemented or partially implemented by the company. That
means that the immense majority of community users are non
innovators and the dependent variable contains a high number of
zeros. Regarding the 228 innovators, Table 2 shows the distribution
of their posted ideas. It can be observed that more of 90% of inno-
vators only post one or two ideas.
Activity of users through open innovation communities is asso-
ciated to the available types of participation, that is, posting, com-
menting, promoting and demoting ideas. A set of eight variables
has been collected from IdeaStorm website using a speciﬁc devel-
oped crawler. First of all, the crawler extracts the alias of commu-
nity users. Users are required to be registered with an alias to
participate in the community. Once registered, they can decide
about the way they want to participate. That means users are not
Table 2
Distribution of posted ideas per author.
Posted ideas Frequencies Percentage Cumulative percentage
1 203 89,04 89,04
2 11 4,82 93,86
3 6 2,63 96,49
4 1 0,44 96,93
5 2 0,88 97,81
6 3 1,32 99,12
9 1 0,44 99,56
25 1 0,44 100,00
Total 1381 100
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necessarily required to post ideas. In this work, we are speciﬁcally
interested in those users who have posted at least one idea and
have the potential of being an innovator. Therefore, the following
variables have been considered for this subset of users:
 N_ideas: Number of posted ideas by each user.
 Cat: Number of categories that posted ideas by a given author
are covering. Whenever a user posts an idea to the IdeaStorm
website, it should be classiﬁed attending to a limited number
of tags.
 Comments_r: Number of comments that posted ideas by a given
user have received.
 Comments_s: Number of comments that each user have sent to
other users’ posted ideas.
 Prom_r: Number of promotions that posted ideas by a given
user have received.
 Prom_s: Number of promotions that each user have sent to
other users’ posted ideas.
 Dem_r: Number of demotions that posted ideas by a given user
have received.
 Dem _s: Number of demotions that each user have sent to other
users’ posted ideas.
5. Results
The three considered optimization techniques have been ap-
plied to solve the optimization problem consisting of ﬁnding the
optimum coefﬁcient values hi from Eq. (1) able to maximize the
percentage of correct classiﬁcation of IdeaStorm community users.
Table 3 details the parameters setting for the proposed optimiza-
tion algorithms.
Obtained results are expressed in the form of a confusion ma-
trix, Table 4. Columns show the estimated non innovators and
innovators using the three optimization techniques and how they
are classiﬁed with respect to the real non innovators/innovators
according to the data extracted from IdeaStorm website. The last
column shows the percentage of correct classiﬁcations. The maxi-
mum possible value of the total percentage correct is 2, and it
would corresponds to a perfect classiﬁcation of both innovators
and non innovators users.
According to Table 4, simulated annealing only reach an opti-
mum value of 1.2948 which is a logical consequence of its lower
performance in terms of exploration capabilities. Fig. 1 shows the
best value evolution for three different temperature functions.
The exponential temperature function reach the optimum value
in 5482 iterations, much faster than the two other temperature
functions. The best results in terms of percentage of correct classi-
ﬁcation are provided by genetic algorithms and particle swarm
optimization, with best values of 1.4351 and 1.4664, respectively.
GA requires 85 generations to converge while PSO reaches the
optimum solution after 264 iterations (Figs. 2 and 3, respectively).
The obtained set of coefﬁcients and their conﬁdence intervals
for the three methods are detailed in Table 5. It can be noticed that
SA gives always higher coefﬁcients and wider conﬁdence intervals
when compared with GA and PSO, which on the other hand pro-
vides the best results in terms of classiﬁcation. The obtained coef-
ﬁcients deﬁne the discriminant functions able to distinguish
innovators from non innovators, see Eq. (1). According to the deﬁ-
nition of innovators given by Eq. (1), a positive coefﬁcient value
means that the corresponding variable positively discriminates
innovators while a negative coefﬁcient value acts in the opposite
direction.
The bootstrap method was used to compute the estimated
mean and conﬁdence bounds for the set of coefﬁcients. The boot-
strap method is a computer-based method which is useful for esti-
mating a parameter when the underlying distribution function of
the parameter is unknown (Efron, 1979). Bootstrapping uses
resampling with replacement to createm resampled data sets (also
known as bootstrap samples) that contain the same number of
observations (n = 9 in this case) as the original data set. To perform
resampling with replacement, an observation or data point is ran-
domly selected from the original data set and then copied into the
resampled data set being created. As a result, the same observation
may be included in the resampled data set one, two, or more times,
or not at all. Next the statistic of choice, in this case the mean value,
is computed for each resampled data set. A conﬁdence interval for
the mean value is calculated from the collection of values obtained
for the statistic. There are several options for computing conﬁ-
dence intervals. In this case, the bias-corrected and accelerated
(BCa) method has been applied running 25 times each algorithm
and usingm = 2000 resampled data sets (Efron & Tibshirani, 1998).
The obtained mean values and conﬁdence intervals of Table 5
shows that three of the eight coefﬁcients are positive, three nega-
tives and two of them cannot be guaranteed to be positive or neg-
ative for the three considered techniques. The positive coefﬁcient
deﬁne the main features of innovators:
Received comments: The number of received comments is re-
lated to the debate generated around posted ideas. That means that
innovators are not only active users involved with the develop-
ment of the community, but they also post ideas that arouse the
interest of other users.
Sent comments: It is a measure of activity and involvement of
users within the community. Active participation is one of the dis-
tinctive characteristics of lead users according to Von Hippel
(1986) lead user theory.
Sent demotions: Demotions are also part of IdeaStorm scoring
system and consists of negatively evaluating ideas posted by other
users. This variable considers to what extent users are critical with
ideas posted by other users. The obtained positive coefﬁcient
means that innovators are critical with other users’ ideas.
As a difference, the following features are not applicable to
innovators according to the results of Table 5
Number of posted ideas: The number of posted ideas is the most
creative way in which users can participate. Although it is another
way of participation and according to Von Hippel (1986) lead user
theory, this variable should be an antecedent of the condition of
being an innovator, our results clearly show a negative depen-
dence. The explanation can be found in the distribution of posted
ideas per author of Table 2. Almost the 90% of users have only
Table 3
Parameter settings for the three considered optimization techniques.
Simulated annealing
Parameter Value
Acceptance function 1=1þ e DmaxðTÞ
Temperature T0  0, 95k
Error gradient tolerance 1e-6
Genetic algorithms
Population size 100
Generations 100
Crossover fraction 0.8
Migration fraction 0.15
Mutation factor 0.05
Error gradient tolerance 1e-6
Particle swarm optimization
Number of particles 75
PSO Mode Common PSO with inertia weights
Acceleration constants [c1,c2] [2.1,2.1]
Inertia weights [wmax,wmin] [0.9,0.3]
Error gradient tolerance 1e-6
Iterations without error gradient change 40
Maximum number of iterations 400
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posted one idea. Therefore, the number of posted ideas cannot be a
distinctive feature of an innovative proﬁle within the population.
Users posting a high number of ideas could be considered as outli-
ers in our sample.
Number of categories covered by posted ideas: The number of cat-
egories shows the scope of the posted ideas. Users are able to clas-
sify their posted ideas but using a set of predeﬁned tags, and they
can choose among several topics of products. The obtained results
is that those ideas with a wider scope are less likely to be adopted
by the company. This results seems to be contradictory with the
idea that innovations are usually the result of combining pieces
of knowledge from different areas. However, the list of tags pro-
vided by Dell is short and they refer to clearly independent areas
or products, so those ideas focused on several tags tends to be quite
generic. This fact can explain the negative value for this coefﬁcient.
Received promotions: Promotions are part of IdeaStorm scoring
system. It is a way of putting in practice the evaluation of ideas
using collective intelligence. The negative coefﬁcient value for pro-
motions means that the community is evaluating ideas following
their possible beneﬁts and not the applicability of these ideas.
Ideas that receive a high number of votes are those ideas who sat-
isfy to the majority of users, but they are usually difﬁcult to be
adopted by the company. Consequently, the number of received
promotions is not a good indicator of innovators. Notice that we
have deﬁned innovators are those users proposing ideas ﬁnally
adopted by Dell. However, strategic innovation policies of Dell
are not always aligned with users’ desires. Some non affordable
ideas can be excellent for users but prohibitive for the company.
The two variables in which conﬁdence intervals do not clearly
show a positive or negative value are ‘Sent promotions’ and ‘Re-
ceived demotions’. The ﬁrst one is related to the activity of users.
This result suggests that the activity of author commenting ideas
is quite different from the activity promoting ideas. The fact of
commenting an idea requires a good understanding and knowl-
edge of the posted idea, while promotions are frequently done as
a result of a feeling about the possible outcomes. Therefore, com-
menting is a form of participation more related to an innovative
Table 4
Confusion matrix obtained by the three considered optimization techniques.
Observed Estimated
Innovation
solvers
Userisolvers
Percentage
correct
.00 1.00
Simulated annealing
(SA)
Innovation
solvers
.00 2394 1365 0.6369
Userisolvers 1.00 78 150 0.6579
Total
percentage
correct
1.2948
Genetic algorithm
(GA)
Innovation
solvers
.00 2394 1365 0.6369
Userisolvers 1.00 46 182 0.7982
Total
percentage
correct
1.4351
Particle swarm
optimization (PSO)
Innovation
solvers
.00 2462 1297 0.6550
Userisolvers 1.00 43 185 0.8114
Total
percentage
correct
1.4664
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character. With respect to the ‘Received demotions’, it is again the
result of applying a collective intelligence method for evaluating
ideas and the same that received promotions is not revealing an
innovative proﬁle.
6. Conclusion
This paper deals with the problem of identifying innovators in
open innovation communities using variables related to their
activity. Mathematically, innovators are estimated using discrimi-
nant functions obtained by a linear combination of the selected
variables. Due to the zero inﬂated characteristic of the dependent
variable, the problem has been formulated as an optimization
problem consisting of determining the coefﬁcient values of the dis-
criminant function so that the innovators and non innovators iden-
tiﬁcation ratios are maximized. Three different optimization
techniques have been used for this purpose in order to validate
the results. Each algorithm was executed 25 times to average the
coefﬁcients’ values and a bootstrapping technique was then ap-
plied to obtain the 95% conﬁdence interval. From the viewpoint
of the methodology, obtained results show that GA and PSO solve
the optimization problem better than SA, leading to best results in
terms of classiﬁcation as well as in terms of smaller ranges in the
conﬁdence intervals. From the viewpoint of the application prob-
lem, obtained results clearly show that the interactions among
users through comments (both sent and received) are better indi-
cators of innovative proﬁles than the interactions though the scor-
ing system.
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