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Abstract We derive a priori residual-type bounds for the Arnoldi approximation of
a matrix function and a strategy for setting the iteration accuracies in the inexact
Arnoldi approximation of matrix functions. Such results are based on the decay be-
havior of the entries of functions of banded matrices. Specifically, we will use a priori
decay bounds for the entries of functions of banded non-Hermitian matrices by using
Faber polynomial series. Numerical experiments illustrate the quality of the results.
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1 Introduction
Matrix functions have arisen as a reliable and a computationally attractive tool for
solving a large variety of application problems; we refer the reader to [26] for a
thorough discussion and references. Given a complex n×nmatrix A and a sufficiently
regular function f , we are interested in the approximation of the matrix function f (A).
More precisely, assuming n large and v a unit norm vector, we want to approximate
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f (A)v. In this case, we can consider the orthogonal projection onto a subspace Vm of
dimension m, obtaining the approximation
f (A)v ≈Vm f (Hm)w, (1.1)
with m much smaller than n, Vm an n×m matrix whose columns are an orthogonal
basis of Vm, Hm = V
∗
mAVm, and w = V
∗
mv. In this paper, we will focus on the case in
which Vm is the Krylov subspace
Km(A,v) = span{v,Av, . . . ,Am−1v}
andVm is the orthogonal basis obtained by the Arnoldi algorithm; see, e.g., [26, chap-
ter 13]. Notice that the case of Arnoldi approximation for the matrix exponential has
been especially considered. Estimates of the error norm ‖e−tAv−Vme−tHme1‖ for A
non-normal have been given for instance by Saad [37], by Lubich and Hochbruck
in [27], and recently by Wang and Ye in [42] and [41]. Other methods related to
Arnoldi approximation can be found in [1,17,21,22] where restarted techniques are
considered. Regarding rational Krylov approximations of matrix functions we refer
the reader to the review [24] and to the black-box rational Arnoldi variant given in
[25].
When Vn is the output of the Arnoldi algorithm, Hm is an upper Hessenberg ma-
trix. Therefore the elements of f (Hm) are usually characterized by a decay behavior.
Indeed, given a square banded matrix B, the entries of the matrix function f (B) for
a sufficiently regular function f are characterized by a - typically exponential - de-
cay pattern as they move away from the main diagonal. This phenomenon has been
known for a long time, and it is at the basis of approximations and estimation strate-
gies in many fields, from signal processing to quantum dynamics and multivariate
statistics; see, e.g., [3,4,7] and their references. The interest in a priori estimates that
can accurately predict the decay rate of matrix functions has significantly grown in
the past decades, and it has mainly focused on Hermitian matrices [12,18,34,5,43,7,
11,9]; the inverse and exponential functions have been given particular attention, due
to their relevance in numerical analysis and other fields. Upper bounds usually take
the form
|( f (B))k,ℓ| ≤ cρ |k−ℓ|, (1.2)
where ρ ∈ (0,1); both ρ and c depend on the spectral properties of B and on the
domain of f , while ρ also strongly depends on the bandwidth of B.
In the case of a banded Hermitian matrix, bounds of the Arnoldi approximation
have been used to obtain upper estimates for the entries decay of a related matrix
function; see for instance [7] for the exponential function. Here we will exploit this
connection but in the reverse direction. More precisely, we will first derive decay
bounds for the entries of banded non-Hermitian matrices. Then we will apply such
bounds to the matrix function f (Hm), with Hm the upper Hessenberg matrix given
by Arnoldi algorithm, obtaining a priori bounds for a specifically defined residual
associated with the approximation (1.1); these bounds complement those available in
the already mentioned literature for the Arnoldi approximation. Furthermore, we will
use the described bounds in the inexact Krylov approximation of matrix function; in
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particular, the bounds can be used to devise a priori relaxing thresholds for the inexact
matrix-vector multiplications with A, whenever A is not available explicitly. These
last results generalize the theory developed for f (z) = z−1 and for the eigenvalue
problem in [39] and [38]; see also [14,30].
The analysis of the decay pattern for banded non-Hermitian matrices is signif-
icantly harder compared to the Hermitian case, especially for non-normal matrices.
In [6] Benzi and Razouk addressed this challenging case for diagonalizable matrices.
They developed a bound of the type (1.2), where c also contains the eigenvector ma-
trix condition number. In [32] the authors derive several qualitative bounds, mostly
under the assumption that A is diagonally dominant. The exponential function pro-
vides a special setting, which has been explored in [28] and in [41,42]. In all these
last articles, and also in our approach, bounds on the decay pattern of banded non-
Hermitian matrices are derived that avoid the explicit reference to the possibly large
condition number of the eigenvector matrix. Specialized off-diagonal decay results
have been obtained for certain normal matrices, see, e.g., [20,11,23], and for analytic
functions of banded matrices overC∗-algebras [3].
Starting with the pioneering work [13], most estimates for the decay behavior
of the entries have relied on Chebyshev and Faber polynomials as technical tool,
mainly for two reasons. Firstly, polynomials of banded matrices are again banded
matrices, although the bandwidth increases with the polynomial degree. Secondly,
sufficiently regular matrix functions can be written in terms of Chebyshev and Faber
series, whose polynomial truncations enjoy nice approximation properties for a large
class of matrices, from which an accurate description of the matrix function entries
can be deduced. Using Faber polynomials we will present an original derivation of
a family of bounds for function of banded non-Hermitian matrices. Such family can
be adapted to several cases, depending on function properties and matrix spectral
properties. Very similar bounds can be obtained combining Theorem 10 in [3] with
Theorem 3.7 in [6]. Another similar bound is given in [32, Theorem 2.6] for the case
of multi-banded matrices and in [41, Theorem 3.8] for the exponential case. See also
[35] where the bound we present here have been extended to matrices with a more
general sparsity pattern. The bound we will present and the ones just cited above are
based on the approximation of the field of value (numerical range) of a matrix, which
is in general expensive to compute. Nevertheless, it is not necessary to have a precise
approximation of the field of value in order to use such bounds. Moreover, in several
cases an approximation of the field of value can be obtained more easily, see, e.g.,
[16] (in particular section 3 for for Toeplitz matrices), and [35, Section 5.3] for the
adjacency matrix of a network.
The paper is organized as follows. In section 2 we use Faber polynomials to give
a bound that can be adapted to approximate the entries of several functions of banded
matrices; as an example we consider the functions eA and e−
√
A. In section 3 we first
show that the derived bounds can be used for a residual-type bound in the approxi-
mation of f (A)v, for certain functions f by means of the Arnoldi algorithm. Then we
describe how to employ this bound to reliably estimate the quality of the approxima-
tion when in the Arnoldi iteration the accuracy in the matrix-vector product is relaxed.
Numerical experiments illustrate the quality of the bounds. We conclude with some
remarks in section 4 and with technical proofs in the appendix.
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All our numerical experiments were performed using Matlab (R2013b) [33]. In
all our experiments, the computation of the field of values employed the code in [10].
2 Decay bounds for functions of banded matrices
We begin recalling the definition of matrix function and some of its properties. Matrix
functions can be defined in several ways (see [26, section 1]). For our presentation it
is helpful to introduce the definition that employs the Cauchy integral formula.
Definition 2.1 Let A ∈ Cn×n and f be an analytic function on some open Ω ⊂ C.
Then
f (A) =
∫
Γ
f (z)(zI−A)−1 dz,
with Γ ⊂ Ω a system of Jordan curves encircling each eigenvalue of A exactly once,
with mathematical positive orientation.
When f is analytic Definition 2.1 is equivalent to other common definitions; see
[36, section 2.3].
For v ∈ Cn we denote with ||v|| the Euclidean vector norm, and for any matrix
A ∈ Cn×n, with ||A|| the induced matrix norm, that is ||A|| = sup||v||=1 ||Av||. C+
denotes the open right-half complex plane. Moreover, we recall that the field of values
(or numerical range) of A is defined as the set W (A) = {v∗Av |v ∈ Cn, ||v|| = 1},
where v∗ is the conjugate transpose of v. We remark that the field of values of a
matrix is a bounded convex subset of C.
The (k, ℓ) element of a matrix A will be denoted by (A)k,ℓ. The set of banded
matrices is defined as follows.
Definition 2.2 The notation Bn(β ,γ) defines the set of banded matrices A ∈ Cn×n
with upper bandwidth β ≥ 0 and lower bandwidth γ ≥ 0, i.e., (A)k,ℓ = 0 for ℓ−k> β
or k− ℓ > γ .
We observe that if A ∈Bn(β ,γ) with β ,γ 6= 0, for
ξ :=
{ ⌈(ℓ− k)/β⌉, if k < ℓ
⌈(k− ℓ)/γ⌉, if k ≥ ℓ (2.1)
it holds that
(Am)k,ℓ = 0, for every m< ξ . (2.2)
This characterization of banded matrices is a classical fundamental tool to prove the
decay property of matrix functions, as sufficiently regular functions can be expanded
in power series. Since we are interested in nontrivial bandedmatrices, in the following
we shall assume that both β and γ are nonzero.
Faber polynomials extend the theory of power series to sets different from the
disk, and can be effectively used to bound the entries of matrix functions. Let E be
a continuum (i.e., a non-empty, compact and connected subset of C) with connected
complement, then by Riemann’s mapping theorem there exists a function φ that maps
Title Suppressed Due to Excessive Length 5
the exterior of E conformally onto the exterior of the unitary disk {|z| ≤ 1} and so
that
φ(∞) = ∞, lim
z→∞
φ(z)
z
= d > 0.
Hence, φ can be expressed by a Laurent expansion φ(z) = dz+ a0+
a1
z
+ a2
z2
+ · · · .
Furthermore, for every n> 0 we have
(φ(z))n = dzn+ a
(n)
n−1z
n−1+ · · ·+ a(n)0 +
a
(n)
−1
z
+
a
(n)
−2
z2
+ · · · .
Then, the Faber polynomial for the domain E is defined by (see, e.g., [40])
Φn(z) = dz
n+ a
(n)
n−1z
n−1+ · · ·+ a(n)0 , for n≥ 0.
If f is analytic on E then it can be expanded in a series of Faber polynomials for E ,
that is
f (z) =
∞
∑
j=0
f jΦ j(z), for z ∈ E;
[40, Theorem 2, p. 52]. If the spectrum of A is contained in E and f is a function
analytic on E , then the matrix function f (A) can be expanded as follows (see, e.g.,
[40, p. 272])
f (A) =
∞
∑
j=0
f jΦ j(A).
If, in addition, E contains the field of valuesW (A), then for n≥ 1 we get
‖Φn(A)‖ ≤ 2, (2.3)
by Beckermann’s Theorem 1.1 in [2].
By using the properties of Faber polynomials, in the following theorem we will
derive decay bounds for a large class of matrix functions. Notice that the estimate
in [3, Theorem 10] combined with the results presented in [6, Theorem 3.7] results
in similar bounds (see also [19]); moreover, in section 2 of [32], and in particular in
Theorem 2.6, analogous results are discussed. Another similar bound can be found
in [41, Theorem 3.8] for the exponential case. The derivation we will describe differs
from the ones listed above by using inequality (2.3).
Theorem 2.3 Let A ∈Bn(β ,γ) with field of values contained in a convex continuum
E. Moreover, let φ be the conformal map sending the exterior of E onto the exterior
of the unitary disk, and let ψ be its inverse. For any τ > 1 so that f is analytic on the
level set Gτ defined as the complement of the set {ψ(z) : |z|> τ}, we get∣∣∣( f (A))k,ℓ∣∣∣≤ 2 ττ− 1 max|z|=τ | f (ψ(z))|
(
1
τ
)ξ
,
with ξ defined by (2.1).
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Proof By Properties (2.2) and (2.3) we get
|( f (A))k,ℓ|=
∣∣∣∣∣ ∞∑
j=0
f j (Φ j(A))k,ℓ
∣∣∣∣∣=
∣∣∣∣∣ ∞∑
j=ξ
f j (Φ j(A))k,ℓ
∣∣∣∣∣≤ 2 ∞∑
j=ξ
| f j |,
where the Faber coefficients f j are given by (see, e.g., [40, chapter III,Theorem 1])
f j =
1
2pi i
∫
|z|=τ
f (ψ(z))
(z) j+1
dz.
Since | f j | ≤ 1(τ) j max|z|=τ | f (ψ(z))| we get
∣∣∣( f (A))k,ℓ∣∣∣ ≤ 2 max|z|=τ | f (ψ(z))| ∞∑
j=ξ
(
1
τ
) j
= 2
τ
τ − 1 max|z|=τ | f (ψ(z))|
(
1
τ
)ξ
.
⊓⊔
The choice of τ in Theorem 2.3, and thus the sharpness of the derived estimate,
depends on the trade-off between the possible large size of f on the given region, and
the exponential decay of (1/τ)ξ , and thus it produces an infinite family of bounds
depending on the problem considered. In our examples, we will apply Theorem 2.3
to the approximation of the functions: f (z) = ez and f (z) = e−
√
z, with z in a properly
chosen domain.
Corollary 2.4 Let A ∈ Bn(β ,γ) with field of values contained in a closed set E
whose boundary is a horizontal ellipse with semi-axes a ≥ b > 0 and center c =
c1+ ic2 ∈C, c1,c2 ∈ R. Then
∣∣∣(eA)
k,ℓ
∣∣∣≤ 2ec1 ξ +√ξ 2+ a2− b2
ξ +
√
ξ 2+ a2− b2− (a+ b)
(
a+ b
ξ
eq(ξ )
1+
√
1+(a2− b2)/ξ 2
)ξ
,
for ξ > b, with q(ξ ) = 1+ a
2−b2
ξ 2+ξ
√
ξ 2+a2−b2 and ξ as in (2.1).
The proof can be found in the appendix. Notice that for ξ large enough, the decay
rate is of the form ((a+b)/(2ξ ))ξ , that is, the decay is super-exponential. Moreover,
in the Hermitian case we can let b→ 0 in Corollary 2.4, thus obtaining a bound with
a similar decay rate to the one derived in [7].
The function f (z) = e−
√
z is not analytic on the whole complex plane. This prop-
erty has crucial effects in the approximation.
Corollary 2.5 Let A ∈ Bn(β ,γ) with field of values contained in a closed set E ⊂
C+, whose boundary is a horizontal ellipse with semi-axes a ≥ b > 0 and center
c ∈ C. Then,∣∣∣∣(e−√A)
k,ℓ
∣∣∣∣≤ 2q2(a,b,c)
(
a+ b
|c|
1
|1+
√
1− (a2− b2)/c2|
)ξ
,
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with ξ defined by (2.1) and
q2(a,b,c) =
∣∣∣c+√c2− (a2− b2)∣∣∣∣∣∣c+√c2− (a2− b2)∣∣∣− (a+ b).
The proof is given in the appendix. Notice that when c is not real (e.g., when A is
not real), then the bound in Corollary 2.5 can be further improved since the ellipses
considered in the proof are not the maximal one.
Remark 2.6 For the sake of simplicity in the previous corollaries horizontal ellipses
were employed. However, more general convex sets E may be considered. The pre-
vious bounds will change accordingly, since the optimal value for τ in Theorem 2.3
does depend on the parameters associated with E. For instance, for the exponential
function and a vertical ellipse, we can derive the same bound as in Corollary 2.4 by
letting b > a (notice that this is different from exchanging the role of a and b in the
bound). The proof of this fact is non-trivial but technical, and it is not reported.
3 Residual bounds for exact and inexact Arnoldi methods
Given a matrix A ∈ Cn×n and a vector v ∈ Cn, then for m ≥ 1, the mth step of the
Arnoldi algorithm determines an orthonormal basis {v1, . . . ,vm} for the Krylov sub-
space Km(A,v), the subsequent orthonormal basis vector vm+1, an m×m upper Hes-
senberg matrix Hm, and a scalar hm+1,m such that
AVm =VmHm+ hm+1,mvm+1e
T
m,
where Vm = [v1, . . . ,vm]. Due to the orthogonality of the columns of [Vm,vm+1], the
matrix Hm is the projection and restriction of A onto Km(A,v), that is Hm = V
∗
mAVm.
Assuming, without loss of generality, that ‖v‖ = 1, the Arnoldi approximation to
f (A)v is given as Vm f (Hm)e1; see, e.g., [26, chapter 13]. The quantity
|eTm f (Hm)e1|
is commonly used to monitor the accuracy of the approximation ‖ f (A)v−Vm f (Hm)e1‖.
Notice that |eTm f (Hm)e1|= |( f (Hm))m,1|, the last entry of the first column of f (Hm).
In the case of the exponential, e−tAv, the quantity
rm(t) = |hm+1,meTme−tHme1|
can be interpreted as the “residual” norm of an associated differential equation, see [8]
and references therein; this is true also for other functions, see, e.g., [15, section 6].
Indeed, assume that y(t) = f (tA)v is the solution to the differential equation y(d) = Ay
for some dth derivative, d ∈ N and specified initial conditions for t = 0. Let ym(t) =
Vm f (tHm)e1 =: Vmŷm(t). The vector ŷm(t) is the solution to the projected equation
ŷ
(d)
m = Hmŷm with initial condition ŷm(0) = e1. The differential equation residual
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rm = Aym− y(d)m can be used to monitor the accuracy of the approximate solution.
Indeed, using the definition of ym and the Arnoldi relation, we get
rm(t) = Aym− y(d)m = AVm f (tHm)e1− y(d)m
= VmHm f (tHm)e1−Vm( f (tHm))(d)e1+ vm+1hm+1,meTm f (tHm)e1
= Vm(Hmŷm− ŷ(d)m )+ vm+1hm+1,meTm f (tHm)e1
= vm+1hm+1,me
T
m f (tHm)e1.
Therefore rm(t) = ‖rm(t)‖.
Without loss of generality in the following we consider t = 1. Hence, for sim-
plicity, we will denote rm = rm(1), and rm = rm(1). We remark that the property
Hm = V
∗
mAVm ensures that the field of values of Hm is contained in that of A, so that
our theory can be applied using A as reference matrix to individuate the spectral re-
gion of interest. Let a, b be the semi-axes and c = c1+ ic2 the center of an elliptical
region E containing the field of values of A and ξ = m− 1. From Corollary 2.4 for
m> b+ 1 we get the inequality
|rm| ≤ hm+1,m2e−c1 p(m)
(
eq(m−1)(a+ b)
m− 1+
√
(m− 1)2+(a2− b2)
)m−1
, (3.1)
with
q(m− 1) = 1+ (a
2− b2)
(m− 1)2+(m− 1)
√
(m− 1)2+(a2− b2)
and
p(m) =
m− 1+
√
(m− 1)2+(a2− b2)
m− 1+
√
(m− 1)2+(a2− b2)− (a+ b).
In [41,42] a similar bound is proposed, where however a continuum E with rect-
angular shape is considered, instead of the elliptical one we take in Corollary 2.4.
Experiments suggest that the sharpness of these bounds depends on which set E bet-
ter approximates the matrix field of values.
Example 3.1 Figure 3.1 shows the behavior of the bound in (3.1) for the residual of
the Arnoldi approximation of e−Avwith v=(1, . . . ,1)T/
√
n. The top plots refer to A∈
B200(1,2) with Toeplitz structure, A = Toeplitz(−1,1,2,0.1), where the underlined
element is on the diagonal, while the previous (resp. subsequent) values denote the
lower (resp. upper) diagonal entries. The bottom plots refer to the matrix pde225 of
the Matrix Market repository [31]. The left figure shows the field of values of the
matrix A (yellow area), its eigenvalues (“×”), and the horizontal ellipse used in the
bound (red dashed line). On the right we plot the residual associated with the Arnoldi
approximation as the iteration proceeds (black solid line), and the corresponding
values of the bound (blue crosses). Matrix exponentials were compute by the expm
Matlab function.
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Fig. 3.1 Example 3.1. Approximation of e−Av, with v = (1, . . . ,1)T /
√
n. Top: A =
Toeplitz(−1,1,2,0.1) ∈ B200(1,2). Bottom: matrix pde225. Left: W(A) (yellow area), eigenvalues
of A (blue crosses), and enclosing ellipse E (red dashed line). Right: residual norm as the Arnoldi iteration
proceeds in the approximation (black solid line), and residual bound in (3.1) (blue crosses).
In an inexact Arnoldi procedure A is not known exactly. This may be due for
instance to the fact that A is only implicitly available via functional operations with
a vector, which can be approximated at some accuracy. To proceed with our analysis
we can formalize this inexactness at each iteration k as
v˜k+1 = Avk+wk ≈ Avk. (3.2)
Typically, some form of accuracy criterion is implemented, so that ‖wk‖< ε for some
ε . It may be that a different value of this tolerance is used at each iteration k, so that
ε = εk. The new vector v˜k+1 is then orthonormalized with respect to the previous
basis vectors to obtain vk+1. In compact form, the original Arnoldi relation becomes
(A+Em)Vm =VmHm+ hm+1,mvm+1e
T
m, Em = [w1, . . . ,wm]V
∗
m.
Here Hm is again upper Hessenberg; however, Hm = V
∗
m(A+ Em)Vm. Moreover, Em
changes as m grows. The differential equation residual can be defined in the same
way as for the exact case, rm = Aym− y(d)m ; however the inexact Arnoldi relation
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should be considered to proceed further. Indeed,
rm = Aym− y(d)m = AVm f (Hm)e1− y(d)m
= −EmVm f (Hm)e1+VmHm f (Hm)e1− y(d)m + vm+1hm+1,meTm f (Hm)e1
= −[w1, . . . ,wm] f (Hm)e1+ vm+1hm+1,meTm f (Hm)e1.
Note that ‖rm‖ is not available, since A cannot be applied exactly. However, with the
previous notation we can write ‖rm‖ ≤ |‖rm‖− rm|+ rm where
|‖rm‖− rm| ≤ ‖[w1, . . . ,wm] f (Hm)e1‖;
we remark that in this case rm 6= ‖rm‖. Therefore, checking the available rm
provides a good measure of the accuracy in the function estimation as long as
‖[w1, . . . ,wm] f (Hm)e1‖ is smaller than the requested tolerance for the final accuracy
of the computation.
Clearly, ‖[w1, . . . ,wm] f (Hm)e1‖≤ ‖[w1, . . . ,wm]‖‖ f (Hm)e1‖ so that the criterion
‖wk‖< ε can be used to monitor the quality of the approximation to f (A)v by means
of rm. However, a less stringent criterion can be devised. Following similar discus-
sions in [39],[38], we write
‖[w1, . . . ,wm] f (Hm)e1‖= ‖
m
∑
j=1
w je
T
j f (Hm)e1‖ ≤
m
∑
j=1
‖w j‖|eTj f (Hm)e1|,
where we assume that ‖w j‖< ε j , that is the accuracy in the computationwith A varies
with j. Hence, ‖[w1, . . . ,wm] f (Hm)e1‖ is small when either ‖w j‖ or |eTj f (Hm)e1| is
small, and not necessarily both. By exploiting the exponential decay of the entries of
f (Hm)e1, we can infer that ‖w j‖ is in fact allowed to grow with j, according with
the exponential decay of the corresponding entries of f (Hm)e1, without affecting
the overall accuracy. A priori bounds on |eTj f (Hm)e1| can be used to select ε j when
estimating Av j. This relaxed strategy can significantly decrease the computational
cost of matrix function evaluations whenever applying A accurately is expensive.
However, notice that the field of values of Hm is contained in the field of values of
A+Em. Hence if W (A) is contained in an ellipse ∂E of semi-axes a,b and center c
thenW (A+Em)⊂W (A)+W(Em). Since
sup
‖z‖=1
|z∗Emz| ≤ sup
‖z‖=1
‖Emz‖ ≤
√
m
∑
j=1
‖w j‖2 ≤
√
m
∑
j=1
ε2j =: ε
(m),
the setW (Em) is contained in the disk centered at the origin and radius ε
(m). There-
fore, W (A)+W(Em) is contained in any set whose boundary has minimal distance
from ∂E not smaller than ε(m). One such set is contained in the ellipse ∂Em with
semi-axes a(1+ ε(m)/b), b+ ε(m) and center c. Indeed, z ∈ ∂Em can be parameter-
ized as
z=
(
1+
ε(m)
b
)
ρ
2
(
Reiθ +
1
Reiθ
)
+ c, 0≤ θ ≤ 2pi ,
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Fig. 3.2 Example 3.3, approximation of e−Av with v= (1, . . . ,1)T /
√
n. Residual norm ‖r j‖ with constant
accuracy ε j = tol/m, and residual norm ‖r¯ j‖with ε j = ε¯ j by (3.3) as the inexact Arnoldi method proceeds.
Left: For A = Toeplitz(1,2,0.1,−1) ∈ B200(1,1). Right: For matrix pde225 from the Matrix Market
repository [31].
with ρ =
√
a2− b2, R= (a+ b)/ρ . The distance between z and the ellipse ∂E is∣∣∣∣∣ε(m)b ρ2
(
Reiθ +
1
Reiθ
)∣∣∣∣∣≥
∣∣∣∣∣ε(m)b ρ2
(
R− 1
R
)∣∣∣∣∣= ε(m).
Hence we can provide the following strategy for the choice of the accuracy in inexact
Arnoldi.
Theorem 3.2 Let r j = Ay j − y(d)j be the residual obtained by the jth step of the
inexact Arnoldi algorithm, with accuracy ‖w j‖ ≤ ε¯ j , for j = 1,2, . . . . Consider an
ellipse with semiaxes a ≥ b > 0 and center c containing W (A). Moreover, let us fix
a tolerance tol > 0, a maximum number of iterations m and a value ε(m) > 0. Then,
the following choice for the accuracies
ε¯ j =

tol
m
max
(
1,
1
s j
)
, if
tol
ms j
<
√
(ε(m))2−∑ j−1k=1 ε¯2k
m− j+ 1√
(ε(m))2−∑ j−1k=1 ε¯2k
m− j+ 1 , otherwise
(3.3)
for j = 1, . . . ,m, gives√
m
∑
j=1
ε¯2j ≤ ε(m), and |‖rm‖− rm| ≤ tol,
where s j is the upper bound for |eTj f (Hm)e1| from Theorem 2.3 with f the function
associated with the solution of the differential equation y(d) = Ay, and E the ellipse
with semiaxes a(1+ε(m)/b), b+ε(m) and center c. The bound can be specialized for
the functions f (z) = ez and f (z) = e−
√
z using respectively corollaries 2.4 and 2.5.
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Fig. 3.3 Example 3.4. Approximation of e−Av with A = Toeplitz(−1,1,3,0.1) ∈ B200(1,2) and v =
(1, . . . ,1)T /
√
n. Left: spectral information. Right: Residual norm ||r j || with constant accuracy ε j = tol/m,
and residual norm ‖r¯ j‖ with ε j = ε¯ j by (3.3) as the inexact Arnoldi method proceeds.
Example 3.3 We consider the inexact Arnoldi procedure for the approximation of
exp(−A)v, so that the norm of the differential equation residual is lower than a toler-
ance tol. The inexact matrix-vector product was implemented as in (3.2), where w j is
a random vector of norm ε j . Figure 3.2 reports our results for v=(1, . . . ,1)
T/
√
n and
the same matrices as in Example 3.1: A= Toeplitz(1,2,0.1,−1) ∈ B200(2,1) (left),
and the matrix pde225 from the Matrix Market repository [31] (right). For constant
accuracy ε j = tol/m (dashed line), the solid line shows the residual norm ||r j|| as
the iteration j proceeds. For variable accuracy ε j = ε¯ j obtained from (3.3) (stars)
the circles display the residual norm ‖r¯ j‖. We set tol = 10−10 and ε(m) = 10−1. The
maximum approximation space dimension m was chosen as the smallest value for
which the bound (3.1) is lower than tol, respectively m= 20 and m = 31. The fields
of values of the matrices can be obtained starting from those reported in the left plots
of Figure 3.1, where however now the original semi-axes a,b of the elliptical sets
considered for the computation of s j are increased by ε
(m)/b and ε(m) respectively.
The plots show visually overlapping residual norm histories for the two choices of
ε j, illustrating that in practice no loss of information takes place during the relaxing
strategy.
Consider the differential equation y(2) = Ay, with y(0) = v. Its solution can be
expressed as y(t) = exp(−t√A)v, and our results can be applied to this case as well.
This time the upper bound s j for |eTm f (Hm)e1| is obtained from Corollary 2.5.
Example 3.4 For the same experimental setting as in Example 3.3 we con-
sider approximating exp(−√A)v, for A = Toeplitz(−1,1,3,0.1) ∈ B200(1,2), v =
(1, . . . ,1)T/
√
200 and m= 35. Figure 3.3 reports on our findings, with the same de-
scription as for the previous example. Here s j in (3.3) is obtained from Corollary 2.5,
and it is used to relax the accuracy ε j. Similar considerations apply.
4 Conclusions
Exploiting the described bounds for the off-diagonal decay pattern of functions of
non-Hermitian banded matrices, we have derived bounds for the residual associated
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with the matrix function approximation given by the Arnoldi algorithm. As expected,
the described bounds are influenced by the dependence between the predicted decay
rate and the shape and dimension of the set enclosing the field of values of A. The
closer E is to the field of values, the sharper the bound. We have also used the de-
scribed decay estimates to define a strategy for setting the accuracy of the inexactness
of matrix-vector products in Arnoldi approximations of matrix functions applied to a
vector. Similar results can be obtained for other Krylov-type approximations whose
projection and restriction matrix Hm has a semi-banded structure. This is the case for
instance of the Extended Krylov subspace approximation; see, e.g., [29] and refer-
ences therein.
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A Technical proofs
Proof of corollary 2.4
Let ρ =
√
a2−b2 be the distance between the foci and the center of the ellipse (i.e., the boundary of E),
and let R= (a+b)/ρ . Then a conformal map for E is
φ(w) =
w− c−
√
(w− c)2−ρ2
ρR
, (A.1)
and its inverse is
ψ(z) =
ρ
2
(
Rz+
1
Rz
)
+ c, (A.2)
see, e.g., [40, chapter II, Example 3]. Notice that
max
|z|=τ
|eψ(z) |=max
|z|=τ
eℜ(ψ(z)) = e
ρ
2 (Rτ+
1
Rτ )+c1 .
Hence by Theorem 2.3 we get
∣∣∣∣(eA)k,ℓ
∣∣∣∣≤ 2 ττ −1 ec1 e ρ2 (Rτ+ 1Rτ )
(
1
τ
)ξ
.
The optimal value of τ > 1 that minimizes e
ρ
2 (Rτ+
1
Rτ )
(
1
τ
)ξ
is
τ =
ξ +
√
ξ 2+ρ2
ρR
.
Moreover the condition τ > 1 is satisfied if and only if ξ > ρ
2
(
R− 1
R
)
= b. Finally, noticing that
ψ
(
ξ +
√
ξ 2+ρ2
ρR
)
− c1 = 1
2
(
ξ +
√
ξ 2+ρ2+
ρ2
ξ +
√
ξ 2+ρ2
)
= ξq(ξ ),
and collecting ξ the proof is completed. ⊓⊔
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Proof of corollary 2.5
The function f (z) = exp(−√z) is analytic on C \ (−∞,0). Since we consider the principal square root,
then ℜ(
√
z)≥ 0, and so
|exp(−√z)|= exp(−ℜ(√z))≤ 1.
Hence, by Theorem 2.3 we can determine τ for which∣∣∣∣(e−√A)k,ℓ
∣∣∣∣≤ 2 ττ −1
(
1
τ
)ξ
.
For every ε > 0 close enough to zero, we set the parameter
τε = |φ(ε)|=
∣∣∣∣∣ c− ε +
√
(c− ε)2−ρ2
ρR
∣∣∣∣∣ ,
with φ(w) as in (A.1) and ψ(z) its inverse (A.2). Then the ellipse {ψ(z), |z| = τε} is contained in C \
(−∞,0]. Letting ε → 0 concludes the proof. ⊓⊔
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