The current report summarizesmuch of the work reported in the third paper listed above (the Inverse Problems paper) which is the major contribution of the work performed in the grant. In particular, a generalized diffraction tomographic (DT) algorithm is derived for subsurfaceimaging from multi frequencymulti-monostatic ground penetrating radar (GPR) data. The algorithm is based on the Born approximation for vector electromagnetic scattering and incorporates realistic near field models for the receivingand transmitting antennas. The forward scattering model is inverted analytically using the regularizedpseudo inverseoperator to yield an algorithm for imaging the underground region based on scattered field measurementsat a set of receiving antennas. Whereas the usual inversionalgorithmsof DT requirea losslessbackground medium and ideal point sources and receivers, the algorithm described here allows an attenuating background and arbitrary transmitting and receiving antennas. The algorithm places no restrictions on the radar frequency, and can thus include shallow imaging applications where the wavelengthsare on the same order as the depth of buried objects of interest. Versions of the algorithm are given for both the 3 dimensional and the 2.5 dimensional cases. Results are given of computer simulations designed to test the algorithm.
Introduction.
In this report we present a new approach for subsurface imaging from multi frequency multimonostatic data measurements obtained using ground penetrating radar (GPR) in a reflection geometry. The method employs a linear scattering model for electromagnetic wave fields based on the Born approximation, which is inverted analytically to yield an image of the subsurface based on scattered field measurements. Thus, our imaging algorithm is related to the well established method of diffraction tomography (DT), which is used in various forms for such applications as optical inverse scattering [15] , medical ultrasonic imaging [6, 14] , and geophysical imaging [7, 8, 20, 26, 27, 28, 29] . In contrast with many applications of DT [6, 7] , however, in GPR imaging background losses are significant and evanescent wave field components are important since radar wavelengths are often times on the same order as the depth and size of underground objects of interest [22] . Therefore in this development, unlike the usual treatments of DT, we incorporate soil attenuation into the mathematical inversions, and include evanescent components to help combat the restrictions on image resolution imposed by the relatively low frequencies used. Moreover, we employ realistic near field models for the transmitting and receiving antennas, in contrast with most treatments that employ ideal point sources and receivers. Our method can be used with band limited pulses, and can include a constant spatial offset between the transmitter and receiver in each monostatic experiment.
Several authors have addressed, within the context of DT, the problem of inverse scattering using multi-monostatic field measurements. In [19] exact inversion formulas, within the Born approximation, are derived using broadband multi-monostatic measurements conducted on planar, spherical, and cylindrical surfaces. The authors use an ideal point source and receiver approximation, and assume the distance to scattering objects is much greater than a wavelength. This treatment requires transmitted pulses which are not band limited although the authors suggest Wiener filtering as a means to circumvent this restriction. An iterative, time domain, approach to the multi-monostatic imaging problem is suggested in [25] based on the Born approximation. The background medium is assumed to be lossless and nondispersive, and the ideal point source and receiver approximation is used. In [27] DT algorithms for GPR imaging are derived and tested on experimental data. The Born approximation is employed, as well as the approximations that the background is lossless and the distance between antennas and scatterers is much greater than a wavelength. A target detection algorithm is also given which can incorporate an attenuating background. Efficient DT imaging methods are described in [29] using multi frequency multi-monostatic data for both constant and vertically varying backgrounds. Inversion formulas are given using both the Born and the physical optics approximations, assuming a lossless background medium and ideaI point sources and receivers. With these algorithms the final image is formed by coherent superposition of sub images from each frequency, whereas we show in this report that an optimum multi frequency algorithm must exploit the correlation between the data L .
at different frequencies.
The approach employed in this report consists of several steps. We first define a vector electromagnetic forward scattering model based on the Born approximation, which incorporates near field characteristics of the transmitting and receiving antennas via the scattering matrix models developed by Kerns [13] . This model then yields a coupled set of integral equations relating the data at each excitation frequency to the sought after "object function" defining the complex index of refraction profile of the subsurface. After casting the integral equations in a mathematical operator formalism, we are then able to find the minimum L2 norm solution to the object function by deriving and applying the regularized pseudo inverse operator [2, 17, 21] . The method is found to be similar to filtered backpropagation algorithms of DT described in the literature [4, 6, 7] , and like these algorithms it is quantitative, and is designed to yield a solution which is mathematically consistent with the measured data. The inversion is fully analytic, and therefore relatively efficient to compute.
In Section 2 we derive the forward scattering model in detail, then in Section 3 we derive the regularized inversion of this model for the case when the scatterer is three dimensional and monostatic experiments are conducted over the q plane defining the ground surface. In Section 4 we modify the three dimensional method to the 2.5 dimensional case where the scatterer is invariant in the~direction and experiments are conducted along the~axis. The report includes computed results from synthetic data in Section 5, as well as a discussion of future directions for the methodology of this report in Section 6.
Forward model for electromagnetic scattering.
By probing the earth with electromagnetic wave fields we wish to estimate the electrical permittivity distribution in the underground region z <0 from scattered field measurements at the surface z = O (where the orientation of the coordinate axes are illustrated in Fig. 1 ). The incident (probing) fields are generated by a ground penetrating radar (GPR) system operating in either a pulsed time domain or step frequency mode. Our scattering model is developed here in the frequency domain, related to the time domain through the standard Fourier and inverse Fourier transform definitions.
The GPR survey is assumed to consist of a number of monostatic experiments, each corresponding to a different location of the transmitting/receiving antenna on the ground surface, and each incorporating data collected over a band of frequencies w. In each experiment the scattered field results from the interaction of the incident field with inhomogeneities in the subsurface, described by the object function
Here, r = (z, g, z) is the three dimensional spatial coordinate ancl C(r,w) = C'(r,W) + io (r, w)/w is the complex permittivit y in the underground, i.e. the soil with the embedded inhomogeneities. The quantity C'(r, w) is the real dielectric constant and a(r, w) is the conductivity, while E.(w) is the complex permittivity of the homogeneous background soil medium. It is assumed that the magnetic permeability in the underground is equal to POin a vacuum. Throughout the discussion, MKS units are used. The Fourier amplitude of the electric field vector generated in any given experiment satisfies the well known Lippmann Schwinger equation [3, 11, 16] E(rj w) = E~~c(r,w) + E~Jr, W)
where E~nC(r, w) is the incident field for the experiment, E~C.(r, w) is the scattered field component of the electric field vector, k.(w) = w~z is the complex wavenumber of the homogeneous background soil medium, and the Green's Dyadic G(r, w) satisfies
In the above equation the scattering effects of the air-soil surface interface are ignored but could, in principle, be incorporated in the Green's Dyadic. The Born approximation to the electric field is the leading term in the Liouville Neumann expansion of the solution of the above integral equation and results in the following expression for the scattered field component of the electric E~M~(r,Q) = -k~(w)~d3r'~(rfield vector [7, 16] :
It is evident that the Born approximation results in the replacement of the total field E(r', w) within the r' integration by the incident field E~nC (r', o). Thus the Born approximation is valid for applications where multiple scattering effects can be neglected. The Born approximation is convenient for us because it allows a linear relation between O(r, w) and Es@~(r, w), which will generally be easier to invert than the non-linear Eq. (2), where E~m(r, W) appears implicitly both on the left hand side and within the r' integration. It has been shown [24] that DT using the Born approximation is adequate for quantitatively reconstructing objects -,O(W) I < 1.2), or 20 percent contrast, when the object size is on the order with roughly (0.8 < I@ _ of a wavelength. This size to wavelength ratio is not unrealistic for GPR imaging, therefore the Born approximation should not be overly restrictive. Generally, as the object size decreases the allowable contrast increases. Thus our algorithm is suitable not only for imaging larger weak scatterers, but also for imaging smaller strong scatterers such as metal pipes. The Born approximation is often used, either implicitly or explicitly, for inverse problems in geophysics [7, 20, 26, 27] and it is assumed to be valid throughout this discussion.
To incorporate the characteristics of the transmitting and receiving antennas into the scattering equation, we first transform Eq. (4) into the spatial frequency domain, and then use Kerns' antenna scattering matrix formulation [13] to model the near-field interactions between antennas and scatterers. To convert Eq. (4) to the spatial frequency domain we employ the piane wave expansion for the Green's Dyadic [3] 'i w d2K
where we have assumed z > z' and where K = Kz$? + KY~is the spatial frequency variable, k+(w) = K + v(K, w)2 is the wave vector for each plane wave e;k+twj"(r-r')in the expansion, and T(K, w) = +~~with the sign chosen to render Q(y)~O. For the lossless case (real ko) the above plane wave expansion includes both homogeneous (propagating) plane waves (/K I < Ito) having purely real wave vectors k+(u) and evanescent (non-propagating) plane waves (IKI > /co) whose wave vectors are complex and which decay exponentially with increasing (z -z'). In the lossy case treated here (complex ko) all plane waves will have complex wave vectors, however those corresponding to the higher spatial frequency range IKI > !R[ko]will decay most quickly with increasing (z -z'). Thus, in the lossy case the term "evanescent" is often applied to plane waves corresponding to the range IKI > !R [ko] . In most formulations of DT the evanescent waves are discarded [7] since it is tacitly assumed that the measurements are conducted more than several wavelengths from the scatterers, i.e. (z -z') >> %. In GPR imaging we should not discard evanescent components since objects of interest may be near the surface and wavelengths are relatively long (for adequate penetration), and therefore evanescent waves may contain valuable information [22] . We substitute Eq. (5) into Eq.(4) and evaluate the resulting expression at z = O to find the scattered electric field at the ground surface. We then convert this expression to the spatial frequency domain by Fourier transforming relative to the X = xi + @ coordinate to obtain u) . (7) 87r2'y(K, w) ./<()
Using Kerns' scattering matrix formulation, a transmitting antenna centered at a position Xj = Zjfi + yjy on the ground surface and driven by give rise to the following plane wave expansion for the the negative 2 direction: [13, 23] matched terminal voltage C(U) will incident electric field propagating in '2 E~nC(r, M) = C(w)~d KO e-~KO"xJSIO(KO, w)e~ki(W)"r, 
In Eqs. (8) and (9), S1Oand Sol are off-diagonal scattering matrix coefficients for the antennas, with each vector component corresponding to a Cartesian electric field polarization. It should be emphasized that Eqs. (8) and (9) are valid in the near field of the antennas, thus we need not make the point source approximation typical to other inversion algorithms of diffraction tomography. If the transmitting and receiving antennas are reciprocal, as would be the case for a typical monostatic radar system, then [13, 23] T(GJ)Slo(-K,w)t
where Y. is the antenna terminal admitt ante. Combining Eqs. (6)- (10), the measured voltage V(U) for a single monostatic experiment with the transmitter/receiver centered at Xj is:
and -ic ((,+k:(w) '(w) = gT2uy~(W)~0"
If the receiver in each experiment is spatially offset from the transmitter by a constant amount Xo, then we must multiply B(K, KO; W) given above by the factor eiK"xO. Notice in Eq. (ll)that theobject function isexpressed ma frequency independent (dispersion less) quantity O(r, w) = O(r). This assumption, although not necessary, allows us to couple the measured data at each frequency, thus incorporating more information into the mathematical inversions and Ieading to "better" solutions for the object function. There are alternatives to this approach that will work using the methodology of this report, including: (i) solve for the frequency dependent object function O(r, M) independently at each single radar frequency; (ii) treat the object function as the product of a known frequency dependent factor @(w) and an unknown frequency independent factor O(r), then incorporate the known function~(o) into P(u} given above, subsequently solving for the unknown O(r) in the standard manner discussed below. In any case, we note that the assumption of a dispersion less object function in GPR is common (e.g. [27] ) and models many important applications over relatively large frequency bands.
A typical GPR survey consists of multiple experiments, each corresponding to a different position Xj for the transmitting/receiving antennas, thus we have a coupled set of equations, each in the form of Eq. (11). The objective of the present work is to estimate the object function O(r) by inverting the coupled equations using the regularized pseudo inverse formula as described below.
In this section we construct a mathematical operator formalism for the coupled set of Eqs. (n), where each equation corresponds toadifferent transmitter/receiver position. This mathematical framework allows us to use well known linear inversion methods to analytically solve for the object function in terms of the measured data.
We consider a three dimensional survey where a series of monostatic experiments are performed over the ground surface at evenly spaced locations corresponding to points on a two dimensional grid. For each experiment we store data from N different excitation frequencies Wn. If the grid spacing is small enough to satisfy the Nyquist sampling criterion for the voltage measurements, we can treat the transmitter/receiver position as a continuous variable X = (z, y) (below we discuss the spatial sampling requirements in further detail). Thus, from Eq.(11) the measured voltage as a function of frequency and transmitter/receiver position is
We make the change of variable K = K -Ko, and drop the bar notation on K to 
to the X variable to obtain
J-m J-m to define Hilbert spaces for the various quantities entering into Eq.(19) equation in compact operator formalism. Thus, we introduce the vector space U of object functions O(r) and the vector space Y of transformed measured voltages (w.; K). We will employ the standard L2 inner products in both spaces and will assume the elements of each space to have finite L2 norms, i.e.
. O(r) E U, where U is the space of square integrable functions on -co < (z, g) < cm, -m<z <o;
. 
where H is a linear operator which maps U into Y. Our goal is to find the object function O(r') which satisfies the set of Eqs. (22). Since we use only a finite number of excitation frequencies, the set of equations (22) are under determined so that there are an infinite number of object functions which will produce the data. The minimum L2 pseudo inverse operator norm solution is approximately found by applying the regularized [1, 2, 12, 17] to the data, i.e.
where Hf is the Hermitian adjoint of H. In the limit as @ goes to zero, d9 (r) is equal to the minimum L2 norm solution to Eq. (22)1. The number~is known as the TikhonovPhillips regularization parameter [21, 17] , and is necessary to stabilize the inversion against noise from measurements or numerical truncations. The regularization parameter is also necessary in the event that (HHt)'1 does not exist. Generally there is a tradeoff between selecting~small enough such that Op(r) approximately satisfies the data yet large enough that the inversion is stable, and typically /3 is selected by trial and error. We show below that Eq. (23) is in the form of a filtered backpropagation operation, where lHHf +~11-1 is the filtering operator and the Ht is a coherent sum over frequencies of the filtered, back propagated, data. Before proceeding with the inversion algorithm, we should make several comments about our solution strategy. First, in GPR imaging there will be a significant amount of noise associated both with the receiver electronics and scattering from ground clutter, and this noise may profoundly affect computed solutions. One can modify Eq. (22) to include this additive noise component n explicitly as follows: lIn practice one does not have access to an infinite number of monostatic measurements, rather the received voltage is sampled at discrete spatial intervals over a finite area of the xy plane. Representing this sampled voltage as~= RF-l~= RF-lHO, where R is the sampling operator and F-l is the inverse Fourier transform, we can show that 06=0 from Eq. (23) is also the minimum L2 norm solution tõ = RF-lHO if the linear operator (RF-l)
can be inverted. In practice,(RF-l) can be inverted if the Nyquist sampling criterion is satisfied and the spatial extent of the sampling area is large relative to the support region dimensions (depth and horizontal) of the object function.
The minimum variance (Wiener filtering) solution [2, 12] to this equation is
where~and n are assumed to be zero-mean random processes having covariances Rv and %, respectively. If V and n are Gaussian white processes with variances o; and O:, respectively (the Gaussian white assumption may be sensible if no other information is available), then Eq.(25) reduces to [2, 12] Note that Eqs. (23) and (26) are identical for~= IS~/0~, and thus we expect that the optimum value for~in Tikhonov-Phillips regularization is roughly proportional to the noise variance. Note that there are other robust alternatives to Tikhonov-Phillips regularization and Wiener filtering, for example the reduced rank pseudo inverse operator [1, 10] . We choose the method of Tikhonov-Phillips regularization because it allows us to derive analytical formulas.
Let us now analytically expand the operator notation in Eq. (23) to obtain explicitly the pseudo inverse solution. Given the vector space definitions, the Hermitian adjoint Ht of H maps the space Y onto the space U so that
From this inner product relation the action of Hf is found to be
where the (x) denotes the complex conjugate, r' = (X', z'), and where we have added a "hat" to~for later notational purposes. In typical filtered backpropagation algorithms [4, 6, 7 ] the backpropagation operation is the adjoint of the forward propagation. Similarly, each term in the summation in Eq. (28) is the adjoint of the forward scattering operator at a single excitation frequency. Because of this analogy, we refer to each term in the summation as a backpropagation, although this is not true in the usual sense.
Let us now consider the operation; = [HHt +PI] 'lV, which corresponds to the filtering operation in standard DT filtered backpropagation algorithms, where~is the filtered data and~is the raw, un filtered, data. From Eqs. (19) and (28) 
The integral over X' reduces to a Dirac delta function, and the integral over z' can be solved since~(~) >0, therefore 
,.
which can be inverted by standard methods of linear algebra to yield the filtered data~in terms of the raw, un filtered data~. The regularized pseudo inverse solution~P(r) can then be found by operating on the filtered data by the backpropagation operator Ht as given in Eq.(28).
As an example of the object function reconstruction, let us consider the case where there are two radar frequencies WI and W2. Inverting the 2 x 2 version of Eq. (38), we have the following solutions for the filtered data:
where
According to Eq. (23), we then reconstruct the object function Op(r) by back propagating the filtered data using Eq. (28) with N = 2.
4 Data inversion for 2.5D surveys.
The 2.5 dimensional case corresponds to assuming a two dimensional object function O(X, z), invariant in the~direction, but fully three dimensional incident and scattered wave fields. We can treat the 2,5 dimensional case in a manner completely analogous to the three dimensional analysis of Section 3. Whereas for the three dimensional case we conducted a series of monostatic experiments over a two dimensional grid on the Zy plane, here we conduct experiments at intervals along a one dimensional line corresponding to the i axis. From the scattered fieId measurements we wish to reconstruct the object function O(X, Z). The receiver voltage for each experiment is related to the object function by Eq. (11). We emphasize that the antennas are three dimensional, such that the incident and scattered electric fields vary in three dimensions and have three Cartesian polarizations. Foreach experiment we store data from N different excitation frequencies w.. We assume the interval spacing along the i axis is small enough to satisfy the Nyquist sampling criterion for the voltage measurements, thus we can treat the measured voltage V(w.; z) as a function of the continuous variable z (the discussion of the sampling requirements from the footnote in Section 3 is valid here also). The data is defined as the spatial Fourier transform relative to the z coordinate of the measured voltage. By methods similar to the three dimensional analysis, this data is found to be (42) Given the vector space definitions, the adjoint of A is specified by the action ,.
The filtered data~and the raw, un filtered, data~are related by the filtering relation .
= [AAt +~1]-1~, which is expanded by combining Eqs. (42) and (48) and evaluating the x' and .z' integrals as in Section 3. In this manner we obtain the following relation between the filtered and un filtered data:
,. 
fi(tim; K.) =~Qmn(KJ@n
which can be inverted by standard methods of linear algebra to yield the filtered dataĩ n terms of the raw, un filtered data~. The regularized pseudo inverse solution 08(r) can then be found by operating on the filtered data by the operator At as given in Eq.(48).
I """ , , 5 Computed results from synthetic data.
We present here the results of computer simulations designed to test the reconstruction algorithm. For simplicity, we treat the two dimensional problem where the transmitted electric field has only a~polarization, and the antennas and scatterers do not vary in thẽ direction2. Thus, K = Ki, K. = Ko$i, X = xi, and S1O (K, w) = S1O (K, w)j. Using this two dimensional model, we can simplify all results in Sections 2 and 3 by converting vector quantities to scalars, reducing by one the dimensions of all integrations over K, K., and r, and changing some constant factors.
More explicitly, the forward model for the two dimensional case can be shown to be
As we discussed in the previous sections, the object function is reconstructed by a filtered backpropagation algorithm. The filtering operation consists of inverting the matrix Eq. (53) for each value of KZ where, for the two dimensional case, the matrix elements can be shown to be
Qmn(Kz) = ./-dKo /-dK~8 i7r3P(Um)P* (LJ.)B(K. + Ko, Ko; wm)~*(K. + K& K:; un) [7(KZ + Ko!%.) + 'Y(KO,%2) -'Y"(KZ + W>%)
-7*(%%)] "
Once the data is filtered, the object function is reconstructed by the following two dimensional backpropagation, analogous to Eqs. (28) and (48): Fig.2 shows a purely real two dimensional object function O(Z, z) which is embedded in a soil background having a penetration depth of 3 meters at all frequencies. The value of the object function is O(Z, z) = 0.2 within the cross region at alI frequencies, therefore the dielectric contrast is -= 0.8. The antennas are characterized as being fairly directional, with (two dimensional scalar) transmitting coefficients given by 3
where a(w) is a constant chosen such that e-~IW)I~(~O}12 x 1/10. For each simulation, the synthetic data is obtained by numerically applying Eq. (54) to the object of Fig.2. 21n practice, this model will be valid for one dimensional linear antennas, and scatterers that vary slowly in the~direction.
3For comparison, it can be shown from the plane wave expansion of the Green's Dyadic in Eq. (5) (57) with N = 1. The magnitude of the filter l/(Q1l (KZ) + @ is plotted vs. the spatial frequency K. in Fig. 3 for several different values of the regularization parameter~. It is evident that this filter tends to amplify the high spatiaI frequency components of the data relative to the low frequency components. Without regularization, high frequency components from. additive noise will be amplified without bound, thus leading to unstable inversions. By using a non-zero~this amplification is limited, thus stabilizing the inversion. The real part of the minimum norm reconstruction is shown in Fig. 4 , where /3 = le -9 was chosen by trial and error. The criterion used in the selection of~was that both the original object of Fig. 2 and the reconstruction of Fig. 4 should yield nearly identical data since they are both solutions to Eq. (54). Note from Fig. 4 that the outline of the original object function is evident, however there is considerable periodic ambiguity in the image.
Next we compute a reconstruction based on 9 frequencies corresponding to 0.375m < A < 3.375m using the N = 9 versions of Eqs. (57) and (53). The regularization parameter is set tõ = le-9, as before. It can be noted from the real part of the reconstruction, shown in Fig. 5 , that by using multiple frequencies the periodic ambiguity observed in Fig. 4 is diminished, and we obtain a fairly good representation of the original scattering object. In Fig. 6 we plot the cross section of Fig. 5 along the line x = O, as well as cross sections from reconstructions using 15 and 21 frequencies corresponding to the range 0.375m < A < 3.375m. It is evident that increasing the number of frequencies leads to a significant quantitative improvement. This concept is supported also by Fig. 7 , which shows decreasing en-or= J d2r10(r) -OP(r)12 with increasing numbers of frequencies corresponding to the range O.375m < A < 3.375m.
As a test that the minimum norm reconstruction is consistent with the data, and therefore satisfies Eq. (54), we implement the forward scattering relation of Eq. (54) on both the original object function of Fig. 2 and the reconstructed object function of Fig. 5 computed from 9 frequencies. The real part of the data~(w.; Kz) is plotted in Figs. 8a and 8b for both the original and reconstructed object functions, at 2 of the 9 frequencies corresponding to A = 1.125m and A = 2.25m (to avoid redundancy, data from all the frequencies is not plotted). Based on the excellent match obtained between data from the original and reconstructed objects at all frequencies (the plots are almost completely overlapping in the a thin linear antenna, exciting an omni-directional field, will have the transmitting coefficient S1O(K, u) = l/~(K, w). The exponential numerator in Eq. (59) makes the antenna directional. scale shown), we conclude that the reconstruction expected.
in Fig. 5 is consistent with the data, as 
Summary and Conclusions
In this report we derived a direct, non-iterative, inversion formula for multi-monostatic GPR datawhich wmtested successfully onsynthetic radar data. Tosolve this problem wecast the forward scattering relation in a mathematical operator framework, allowing computationally efficient, analytical expressions to be found for both the adjoint and pseudo inverse operators. This type of approach has been used with similar success in other tomographic imaging applications [4], and we anticipate future uses as well.
We mentioned above that significant noise will be inevitable in realistic GPR imaging applications. In preliminary studies, we have verified that our algorithm is robust in the presence of both additive noise at receivers, and noise due to scattering from ground clutter. In these noisy simulations, the results were quite sensitive to the value of the regularization parameter~, as expected. In a future publication we plan to present the results of these noisy simulations, as well as results using experimental GPR data.
The work carried out in this project is now (1999) being applied to GPR imaging in both DOE and commercial applications. A new project is currently under consideration by the DOE to image low level nuclear waste in Idaho and an on-going ARL project is employing these algorithms in problems of mine detection. In the commercial world a company (Witten Technologies) is investigating the use of these algorithms to located buried cables and utilities from multi-monostatic surveys. 
