Vector-borne diseases cause more than 1 million deaths annually. Estimates of epidemic risk at high spatial resolutions can enable effective public health interventions. Our goal is to identify the risk of importation of such diseases into vulnerable cities at the granularity of neighborhoods. Conventional models cannot achieve such spatial resolution, especially in real-time. Besides, they lack real-time data on demographic heterogeneity, which is vital for accurate risk estimation. Social media, such as Twitter, promise data from which demographic and spatial information could be inferred in real-time. On the other hand, such data can be noisy and inaccurate. Our novel approach leverages Twitter data, using machine learning techniques at multiple spatial scales to overcome its limitations, to deliver results at the desired resolution. We validate our method against the Zika outbreak in Florida in 2016. Our main contribution lies in proposing a novel approach that uses machine learning on social media data to identify the risk of vector-borne disease importation at a sufficiently fine spatial resolution to permit effective intervention. It will lead to a new generation of epidemic risk assessment models, promising to transform public health by identifying specific locations for targeted intervention.
I. INTRODUCTION
Vector-borne diseases account for more than 17% of infectious diseases, causing more than 1 million deaths annually from infections such as malaria, dengue fever, and yellow fever [1] . Large scale spread of these diseases often happens by importation from a region experiencing a localized outbreak or a region where it is endemic. Our application focus is on places to which such diseases can be imported from endemic regions or regions experiencing an outbreak. We will demonstrate our technique on the 2016 Zika outbreak in Florida, focusing on importation from Puerto Rico. Most of the importation was from the Caribbean, with Puerto Rico being the largest single source, and we assume that the spatial pattern of importation from Puerto Rico reflects the broader pattern of importation from the Caribbean.
Previous approaches to prevent the spread of several vectorborne diseases are limited by new developments in the cost of vector control and the increase in human travel. For example, insecticide resistance has led to the need for integrated vector control measures, which are too expensive to apply on a large scale [2] , leading to frequent outbreaks of Chikungunya, Dengue, and Zika in Florida [3] .
Precise spatial identification of epidemic risk can enable cost-effective control. This requires estimating the risk, at a fine spatial scale, of infected and susceptible persons being present in places with an abundance of the vector [4] . Changes in travel patterns, for example, due to economic problems in Puerto Rico, make it difficult to acquire data on human movement and behavior with real-time information required in an emergency. Another challenge arises from conventional data for epidemic risk models not being available at the necessary spatial resolution. In addition, models of human movement have to account for demographic heterogeneity, because we need to estimate the travel patterns of a sub-population that has visited a disease-affected region.
Social media data could provide real-time information, and also information from which spatial and demographic information can be inferred. However, it suffers from inaccuracies, noise, and paucity of geo-tagged data. We use a multi-scale approach to deal with these. We first identify the population flux of those who have visited Puerto Rico recently and then input it to a metapopulation epidemic model to identify risk at the county level. This leverages a low-resolution Natural Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Language Processing (NLP) technique for tweet location that uses tweet text content to deal with the paucity of geo-tagged tweets. We then identify specific vulnerable neighborhoods in high-risk counties using a computationally intensive deeplearning-based high-resolution Twitter user home-location prediction technique to deal with the noise and inaccuracies of geo-tagged tweet metadata.
Our risk map at the level of a county accurately reflects the relative risks observed during the 2016 Zika epidemic. This resolution is novel in itself. More importantly, our risk map at the level of a neighborhood correctly identifies two of the three neighborhoods of the order of a square mile resolution each that CDC identified as high risk after observing the outbreak. Our results are a major breakthrough in epidemic modeling, and such a methodology could have helped mitigate the tragic impact of recent epidemics.
The rest of this paper is organized as follows. In Section II, we present background material on epidemic models. We present a high level view of our proposed approach in Section III followed by data preparation in Section IV. Section V discusses county level prediction, while Section VI discusses neighborhood level prediction. We summarize our conclusions and present directions for future work in Section VII. Further details on our work are available in [5] .
II. RELATED WORK An epidemic model that predicts the number of infected persons in different geographical regions can be used to generate a Zika risk map. For this purpose, meta-population models [6] can be applied that formulate the system as a directed graph, with vertices being geographic regions (called patches) with edges denoting movement of people between patches with edge weight being a measure of the population flux.
Conventional models typically have the granularity at the level of countries or states. However, there has been much recent interest in the development of high-resolution models that use new sources of data, such as from social media, location based services, cell phones, air traffic, and land cover maps [7] - [9] .
Recent works have attempted to obtain higher resolution. Little et al. [10] have related vector characteristics with ecological factors in New York City to estimate risk at the zip code level. However, this work does not consider human mobility in the introduction of the disease, which is known to play the primary role in disease spread [11] . Bogoch et al. [12] overlaid results of vector characteristics with air traffic data from affected countries. They determined vector-associated risk at 5 km 2 resolution. However, their model for human mobility did not account for heterogeneity in neighborhoods within a city to which people move after arriving in a city. Consequently, their validation was at the coarser scale of the country.
III. OUR APPROACH a) Problem: Our goal is to identify locations at highrisk of a vector-borne disease outbreak, where the disease is imported from a different affected region and then transmitted locally by vectors. Identification of risk will be at the level of a neighborhood in a city, with a spatial resolution of the order of a square mile. Our goal is not a precise prediction of the number of morbid persons. Rather, it is on the identification of specific locations that could be targeted for intensive public health intervention to limit the likelihood of a major epidemic.
b) Promises and Limitations of Twitter Data: User home location in the Twitter profile provides location information. It is available for a large fraction of users but is usually available at only a coarse granularity -typically at the level of a city or state -and also does not capture mobility information. Geo-tags associated with tweets provide highresolution information, but only around 1% of tweets contain a geo-tag. Finally, one may infer location from the text contents of the tweet using NLP techniques, but their spatial resolution is low.
c) Basic Strategy: The fundamental novelty of our strategy lies in using Twitter data to determine, with high spatial resolution, the home locations of people who have visited a region already experiencing an outbreak of a disease. We leverage a new deep-learning algorithm that we recently developed to identify home locations of Twitter users with a reasonable number of geo-tagged tweets [13] .
d) Challenges: One challenge is that the above algorithm is too computationally intensive to apply to all neighborhoods in a large region, such as Florida. Another is that modeling the local spread of the disease requires simultaneously accounting for vector characteristics and human mobility. e) Multi-Scale Approach: We use a multi-scale approach to deal with the above challenges, as illustrated in Figure 1 . We first prepare a data sample that is likely to contain a much larger fraction of Twitter users who had visited Puerto Rico than the general population. We deal with the paucity of geotagged tweets by using an NLP algorithm that identifies the location using tweet content at a coarse spatial resolution. We incorporate this into a metapopulation epidemic model to identify disease risk at the county level, accounting for local spread through mosquitoes and human mobility simultaneously. We then focus on the most high-risk counties and apply our computationally intensive algorithm to identify the high-risk neighborhoods there.
IV. DATA PREPARATION
We explain below our preparation of Twitter data and mention other data sets that we used. a) Florida-Puerto Rico (FL-PR) Twitter data.: We prepared our primary data, for prediction of mobility in Florida of people who had been to Puerto Rico, by extracting publicly available Twitter data using the Twitter API. We started with a seed user with profile home location in Puerto Rico and obtained the list of that user's followers. We recursively applied the same procedure to any follower whose profile home was in Puerto Rico or Florida. We repeated the same process with several seed users. This yielded a list of over Fig. 1 . Overview of our approach 500,000 users who either lived in Puerto Rico or Florida or followed someone who lived there. b) Florida morbidity data.: The Florida Department of Health (FDH) makes publicly available monthly morbidity data for various vector-borne diseases at the granularity of counties [3] . c) Training datasets: We used Twitter-World-EX dataset for training the NLP algorithm [14] and we used the dataset of geo-tagged Twitter metadata for tweets in Chicago between May 2014 and April 2015 [15] to train our deep learning algorithm for high-resolution home location prediction.
V. COUNTY-LEVEL PREDICTION
Our first goal is to identify counties at highest risk of disease through importation and subsequent spread through local mosquitoes. We use a metapopulation epidemic model for this purpose. It requires the population flux from Puerto Rico as input, which we estimate using Twitter data. We describe below our Twitter analysis and county-level risk prediction using the metapopulation model.
A. Twitter Analysis for Population Flux
Pigeo is an NLP geo-tagging tool that is used to estimate tweet location and Twitter user location at coarse resolutions [16] . We use it to determine tweet location on the FL-PR twitter dataset to predict population flux from Puerto Rico to each Florida county as follows. For each Florida county, we multiply the fraction of users with tweets in that county and Puerto Rico with a normalization factor that accounts for the total air traffic from Puerto Rico to Florida.
B. Epidemic Model
We employ a metapopulation epidemic model to predict the number of infected persons in different counties, which we use as estimates of risk. Metapopulation models formulate the system as a directed graph, with vertices being geographic regions and edge weights being the population flux from the source vertex to the destination vertex, as explained in [5] .
For each county in Florida, we set up a system of equations for transmission from Puerto Rico to that county. We then solve these equations for steady-state to obtain an estimate of the number of infected humans in each county. This is multiplied by 100 365 to account for an active mosquito season of 100 days a year [5] . Note that the epidemiological parameters for Zika are not well understood. Consequently, the predictions above should be interpreted as estimates of relative risk between counties, rather than as actual estimates of morbidity. The analysis of Section V shows that Zika risk in Miami-Dade county is more than that of all other counties combined. Consequently, we focus our high-resolution search solely on this county. We identify neighborhoods with high counts of persons who have been in both Miami and Puerto Rico.
C. County-Level Risk Assessment

A. Puerto Rico Residents Who Visited Miami
These Twitter users are identified through their home profile location indicating Puerto Rico, with tweets having geo-tags in Miami. One deficiency of this result is that locations visited may not reflect the time spent there, and consequently, the risk. For example, a Puerto Rico resident may visit a relative in Florida, but tweet predominantly from tourist attractions.
B. Miami Residents Who Visited Puerto Rico
We now consider the risk of a Miami resident who may have visited Puerto Rico. Residents spend considerable time around their home neighborhood, and so neighborhoods with a large number of such people could be at risk. We use our high-resolution deep learning algorithm for home-location prediction based on the metadata of geo-tagged tweets to identify the risk based on this criterion. Our algorithm is designed to predict home locations to within 100m [13] .
We use the same features as [15] ; we apply DBSCAN to cluster tweets of a user that are within a range of 100 meters of each other and create a record for each cluster as in [15] . Our algorithm, however, is very different. We first use a random forest to make the data balanced by removing records that are clearly not the home. We then use two deep neural networks. One predicts, for each user, a single record as the potential home. Another either accepts or rejects this candidate home. Thus, we obtain estimated home locations for a subset of users.
C. Results
We present below the most popular Miami neighborhoods for (a) Puerto Rico residents and (b) Miami residents who visited Puerto Rico. Each result has its deficiencies. With the former, geo-tag location may not indicate time spent. With the latter, the home location is inferred through an algorithm, rather than directly being available from the data. In order to produce robust results, we identify a neighborhood as at high risk if it is indicated as high risk according to both criteria. On the other hand, public health officials may prefer to be on the safe side and target high-risk neighborhoods in either category for intensive intervention.
Puerto Rico residents with trips to Miami: The most popular neighborhoods in Miami for people who lived in Puerto Rico were Miami Airport, Marlin Parks, Wynwood, InterContinental, and Miami Beach.
Miami residents with trips to Puerto Rico: The five most popular home neighborhoods for people from Miami who visited Puerto Rico are Downtown, Miami Beach, Wynwood, Miami Airport, and Allapattah.
Our results identified the following neighborhoods as high risk through both criteria: Miami Beach, Wynwood, and Miami Airport. The first two were also identified by CDC as highrisk "red zones" well into the outbreak. On the other hand, our algorithm incorrectly identified the airport neighborhood as at high risk. Twitter geo-tags show the Miami residents tweeted within the airport area. Given the context of the airport, public health officials would probably understand that the airport is not likely to be a place where users spend much time exposed to vectors. CDC had also identified Little River as another high-risk zone, which our algorithm did not capture, likely because it was not strongly related to importation from the Caribbean [5] .
VII. CONCLUSIONS AND FUTURE WORK
We showed that we could identify locations at risk of importation of Zika at high spatial resolution using Twitter data. Our risk maps at the county level were very accurate, and we correctly identified two high-risk Miami neighborhoods associated with the importation of the disease. This is an unprecedented resolution for vector-borne disease risk estimation using data sources that can provide real-time information that can also help account for demographic heterogeneity. As mentioned in Section 2, the current state of the art cannot predict the risk of vector-borne diseases at the fine spatial granularity that we obtain. Furthermore, our machine learning models were trained on unrelated data. Thus, our results promise to be generalizable.
We expect this work to lead to next-generation highresolution models that have an impact on public health. Our algorithm can directly be transferred to diseases such as Dengue and Chikungunya that are spread by the same Aedes mosquitoes. We will also examine the potential of multiple data sources, such as Yelp and location based services, in reducing false positives (Miami International Airport in this instance).
