Stochastic differential equations of zero-dimensional reactor kinetics have been derived assuming that the discrete branching process and its continuous analog have moments of distribution converging up to the second order inclusively. The notion of weak external neutron source has been defined more accurately. Cohn's model has been comparatively analyzed against the reactivity noise model introduced by analogy with the Schottky effect.
In [1] , Eq. (8 ) was obtained for the characteristic function F (t, z 1 , z 2 ) of the distribution P α 1 , α 2 (t ) for the number α 1 of the T 1 -type particles and for the number α 2 of the T 2type particles at the time t , if these two types did not exist at t = 0. It is obvious that, apart from the exact solution F of Eq. (8 ) , it is also possible to obtain the approximate value ˜ F -by representing the coefficients at F, ∂F ∂ z 1 , ∂F ∂ z 2 in the equation by respective approximate expressions. For example, it is possible to expand these coefficients in a Taylor series in the powers of z 1 и z 2 and, while leaving the needed number of summands in these series (say, n ), to obtain approximate values ˜ F n for F (t, z 1 , z 2 ) . The index n , as we shall see at a later stage, does not only denote the degree of approximation, but also defines the maximal order for the coincident initial moments of the distribution P α 1 , α 2 (t ) which are obtained from the exact solution F and the approximate solution ˜ F n of Eq. (8 ) .
One can easily make sure from Eq. (8 ) that, e.g. for ˜ F 2 (t, z 1 , z 2 ) , Eq. (1) is true
which has the boundary conditions ˜ F 2 (0, z 1 , z 2 ) = ˜ F 2 (t, 0, 0) = 1 (2) similar to conditions ( 9 ) in [1] . The obtained equation for ˜ F 2 (t, z 1 , z 2 ) is the equation in first-order partial derivatives with coefficients containing powers of z 1 and z 2 that do not exceed 2. Therefore, according to [2] , this equation, along with conditions ( 2 ), is the equation for the characteristic function of the two-dimensional diffusion process y(t ) = { y 1 (t ) , y 2 (t ) } , the paths for which are described by stochastic differential equations ( 3 )
where ξ 1 (t) , ξ 2 (t) are standard Gaussian independent white noises, and g ij are the solutions of the matrix equation
where B is the matrix with the entries
It is possible to write a generalization for m groups of delayed neutrons for the vector continuous random process
where g ij are the entries of matrix Eq. (4) with the entries of the ( m + 1) th -order matrix B of the following form:
We shall use a ratio for the i th-order initial moments
It is clear that, with n → ∞ , the moments M (n) i−l,l (t ) become the moments of the exact distribution defined by the characteristic function F (t, z 1 , z 2 ) .
By writing from (8 ) the equation for ˜ F n (t, z 1 , z 2 ) , differentiating it with respect to z 1 , z 2 as many times as needed, and equating the coefficients to zero, with the summands having equal powers z 1 and z 2 , one can obtain the system of equations for the moments M (n) i−l,l (t ) :
where χ = max ( j − n, l ) , u = min (n, j) , u = min (n, l ) , q i, j are the initial moments for the distribution q α 1 , α 2 of the numbers α 1 (prompt neutrons) and α 2 (precursors of delayed neutrons generated in one fission event). It can be seen from system of Eqs. (6) that: (1) the system is linear; (2) all moments M (n) gg (t ) in its right-hand side have an order of not higher than j , that is, it is closed; and (3) the moments M (n) j−l,l (t ) obtained from the approximate solution ˜ F 2 (t, z 1 , z 2 ) and the moments M j−l,l (t ) found by the exact solution F (t, z 1 , z 2 ) of Eq. (8 ), are described for j ≤ n by one and the same system of equation. Therefore, the moments of the distribution P α 1 , α 2 (t ) obtained from the exact solution F (t, z 1 , z 2 ) and the approximate solution ˜ F 2 (t, z 1 , z 2 ) of Eq. (8 ) agree up to the order n inclusively.
One can judge about the quality (accuracy) of the selected approximation from the number n of coincident moments. Besides, the system of equations ( 6 ) can be always used to estimate the error when finding moments of a higher order based on an approximate model. Therefore, the continuous analog y(t ) = { y 1 (t ) , y 2 (t ) } of the discrete random process α(t ) = { α 1 (t ) , α 2 (t ) } obtained at n = 2, has probabilistic characteristics that agree with the same characteristics of the discrete process to within the second-order moments inclusively. Therefore, the diffusion process y ( t ), the paths for which are described by system of equations ( 3 ), has a mathematical expectation (mean) and the second moments (dispersion, correlation functions) that agree exactly with the mathematical expectation and the second moments of the discrete numbers of prompt neutrons and precursors.
We shall write explicitly the systems of equations for the mathematical expectation and the second central moments D ij ( t ) of the continuous random process y(t ) = { y 1 (t ) , y 2 (t ) } :
Exactly as one could expect, the equations for the mathematical expectations y 1 (t ) and y 2 (t ) fully agree with the zerodimensional reactor kinetics equations with only one group of delayed neutrons taken into account. The equations for the second central moments are similar to the results obtained by Sudek in [4] from the immediate computation of probabilities for the discrete process
With k < 1 and the initial conditions
systems of Equations (7) and ( 8 ) have steady-state solutions y (0) i and D 0 i, j , from which it follows that
which is a generalization for the case when one group of delayed neutrons of a known [4] ratio is taken into account for the relation of the dispersion of the number of neutrons to the average number, as obtained with no delayed neutrons taken into account. It is not difficult to show that D 0 12 ≥ 0 when k < 1, so the relation is smaller than when only prompt neutrons are taken into account. This is explained by the fact that the extent to which the model is noisy, with delayed neutrons taken into account, is becoming greater when one more channel for the process evolution appears. Estimates show that, when k = 1a β, where a ≥ 0,
Therefore, the approximation of prompt neutrons describes fairly well the neutron population at k < 1 only when the reactor is highly subcritical, for instance, if the reactor subcriticality ≈10 β ( a = 10), then δ ≈ 10%. Near the critical state, estimates of the relation 
are expected to give significant errors. It can be seen from systems of differential Eqs. (3) and ( 3a ) that they have their regular part fully agreeing the zerodimensional reactor kinetics equations. The presence of white noise in the right-hand side reflects the stochastic nature of the elementary neutron generation and disappearance processes, the representative times for which are ≈10-22 s. So these equations can be called stochastic differential equations of zero-dimensional reactor kinetics. They describe the time paths of the random process which represents the neutron population with rather a large number of neutrons in the reactor. The fact that a large number of neutrons is required to be present in the reactor to describe correctly the neutron population in time by the continuous analog y ( t ) can be seen from how equations (8 ) were obtained -leaving in the equation for ˜ F n (t, z 1 , z 2 ) the powers z 1 and z 2 not exceeding 2, that is, neglecting higher powers automatically leads to an assumption that α 1 ( t ) and α 2 ( t ) are rather large.
We shall note that stochastic differential equations of zerodifferential reactor kinetics ( 3 ) and ( 3a ) for the continuous analog y ( t ) of the discrete process α( t ) were used to proceed from the description of the neutron population in a probabilistic space (using the distribution of the probabilities P α 1 , α 2 (t ) ) to its description in a space of paths (parameters) using the process y ( t ). We shall also note that the approach used here with the expansion of the coefficients in the equation for the characteristic function F (t, z 1 , z 2 ) to series and the use of the approximation ˜ F n (t, z 1 , z 2 ) permits [2] the description of the neutron population in the parameter space to be further improved, that is, the process with independent increments of a general type to be put in the right-hand side of Eqs. (3) , ( 3a ).
Distribution of the number of neutrons in a subcritical reactor with a weak external neutron source

What is weak neutron source?
The question in the above heading is not trifling. The answer in [5] is as follows: if SL 1, the neutron source is weak. But another question arises then, which becomes more practical rather than theoretical: how much is that much less than unity? That is, with the neutron life taken as L (with the given material composition of the reactor), what power shall the external neutron source have to be actually considered weak?
To answer the latter question, we shall solve the problem of the distribution of the number of neutrons in a steady-state subcritical reactor in the following definition: (1) the reactor is equipped with an external neutron source with the intensity S ; (2) only prompt neutrons are considered; (3) the behavior of the neutron population is described by a continuous analog (a diffusion-type random process).
In such definition, Eq. (1) for the characteristic function ˜ F 2 (z) = lim t→∞ ˜ F 2 (t, z) of the steady-state process y ( t ) assumes the following form
with the initial condition
where y = SL 1 −k is the average number of neutrons in a steadystate subcritical reactor; and
The solution to Eq. (11) with initial condition ( 12 ) is
The characteristic function and the distribution of the random quantity are interlinked through Fourier transform [3] . The application of inverse Fourier transform to ˜ where Г( a ) is the gamma function. It can be easily shown that, as one could expect, the first two moments of this distribution coincide with the same moment of the distribution of the discrete number of neutrons in a steady-state subcritical reactor. Distribution ( 13 ) belongs to the class of gamma distributions ( [6] ). Let us discuss the solution obtained. The function p ( y ) of type ( 13 ) may be dealt with as distribution only if y ≥ − y χ . It means that this model permits "nonphysical" negative values y in the interval [ − y χ , 0 ] 1 . Such property of the obtained distribution is an inevitable consequence of the pattern selected above for building the continuous analog y : it is a diffusion process governed by the stochastic differential equation
where α = 1 −k L ; ξ (t ) is standard Gaussian white noise. There are no formal restrictions on the path signs for the given process. The diffusion process y ( t ) is sure to be controlled by Eq. (14) such that this process is highly unlikely to enter the domain of negative values practically at any reactor parameters ( Fig. 1 ) . The lower boundary does not practically depends on the breeding factor and, when k ≥ 0.9, is absolutely dozens or hundreds times as less as the average number of neutrons in the reactor. The "negativity" (unlikely though) of some paths of the process y (t) is the inevitable cost of being able to find out which class of distributions the distribution of the number of neutrons in a subcritical reactor with a weak neutron source is close to, and for being able to have a simple (though approximate) analytical expression for the given distribution. The type of the obtained distribution p ( y ) depends greatly on the value of its parameter a . As can be seen from formula ( 13 ), a ≈ SL . The representative value here is a = 1. In this case, the distribution starts to be exponential. If a > 1, then the distribution p ( y ) is equal to zero and has the only maximum at the point y m = (a−1) χ 2 − y χ < y . When a < 1, the density of the distribution p ( y ) has an infinite ordinate at the point y = − y χ . The last-mentioned means that, when the powers of the source are very small, the most probable state for a subcritical reactor is that with the absence of neutrons in it (naturally provided the "nonphysical" part of the solution is dropped). Estimates show that a ≈1 when
that is, the distribution of the number of neutrons in a subcritical reactor is close to being exponential when the power of the source is such that approximately one source neutron appears in the reactor on the average for the neutron lifetime. Fig. 1 presents distributions p ( y ) for different powers of the neutron source in the reactor with U-235 when k = 0.95 and L = 10 −3 s, wherefrom it can be seen that:
• the distribution p(y) is heavily skewed towards small values of the number of neutrons when the powers of the external neutron source are low, that is, the coordinate of the distribution maximum is less than the average value of the number of neutrons in the reactor; • in the vicinity of the representative value of the parameter a = 1 minor variations in value S lead to the distribution form to change greatly (one may compare, for example, the curves at S = 0.9145 103 1/s and at S ≥1 103 1/s); • the growth in the power of the source S causes the symmetry to decrease and the distribution of the number of neutrons starts to be symmetrical relative to the average distribution, which results from the operation of the law of large numbers, when with S and, therefore, a being rather large, the gamma distribution starts to be close to Gaussian distribution [6] .
Thus, we have obtained the result that provides for a more accurate definition of the notion weak external neutron source [5] and calls for tougher requirements [7] to the external source power from the point of view of nuclear safety. The obtained boundary SL ≈ 1 of the reactor changeover from the state SL < 1 when the reactor is most unlikely to have a single neutron inside, to the state SL > 1 when any nonzero number of neutrons is most likely to be in the reactor, may serve a more distinct criterion of the neutron source weakness ( the source shall be considered to be weak already when S ≤1/ L ) than the "fuzzy" inequality SL 1.
Analysis of Cohn's model
In Cohn's model [8] , similarly to the Schottky effect, equivalent reactivity noise is put in the right-hand side of conventional reactor kinetics equations. As shown above, zerodimensional kinetics equations describe the neutron population in mean, that is, they are followed by deterministic time functions (mathematical expectations). Besides, breeding factor and, accordingly, reactivity are deterministic reactor characteristics. So putting equivalent reactivity noise in an equation is an artificial operation and requires such model to be accurately assessed.
We shall limit ourselves to taking into account one effective group of delayed neutrons. According to Cohn's model, the neutron population in the reactor is described by the system of equations
where δk ( t ) is the equivalent reactivity noise. It has been obtained from the analogy with Cohn's Schottky effect that δk(t) is white noise with the spectral density
We shall analyze Cohn's model as follows. We shall compare the spectral densities of the continuous random processes, the paths for which are described by Eqs. (3) and ( 16 ). If these processes are equivalent in terms of behavior in time and in the parameter space, their spectral densities are expected to be equal. Since the spectral densities are connected with correlation functions by one-to-one Fourier transform, then the correlation functions are expected to be equal too (the second central moments of a special form). The second moments are expected to be equal in the diffusion process y ( t ) (if the noise part in its description has been chosen correctly) and in the discrete process α( t ). This is true for the process described by system of equations ( 3 ) . Therefore, with no assumptions made as to the form of the spectral density S δk (ω) of equivalent reactivity noise, we shall find it from the relation of the spectral density
for the process y 1 ( t ), obtained using system of Eq. (16) , to the spectral density
for this process obtained based on system of equations ( 3 ):
It follows from this that the equivalent reactivity noise needs to have S δk (ω) = const. for the two first moments of the distribution of the values of the process y 1 ( t ) to agree. As can be seen from formula ( 18 ) The value S δk (ω) varies just slightly when the value k ≤ 1 varies.
Therefore, Cohn's estimate S δk (ω) ( 17 ) is very close to that obtained from the general model built here for the spectral density S δk (ω) of equivalent reactivity noise. This gives confidence that Cohn's model can be used, with a perfect accuracy, for the practical applications in estimating the two first moments of the distribution of the number of neutrons. It should be however remembered that the reason for this is not the nature of the neutron breeding and death process, but a remarkable (very small) value β (effective fraction of delayed neutrons) for all known fissionable neutrons. And the preferred way to simulate the paths of the random process y ( t ) is to use the obtained system of equations ( 3 ) rather than system of Eq. (16) , because this system stems directly from the general model of the branching process (no physical analogies are used) and shall therefore reflect more correctly the detailed structure of the time variations in the neutron population.
