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1. INTRODUCTION 
The Benjamin-Bona-Mahony (BBM) equation 
ut + u.x + UU.Y - unt = 0 
and its counterpart, the Kortewegde Vries (KdV) equation 
(1.1) 
Uf + u.x + ex + %.Y.X =0 (1.2) 
have both been proposed as models for long waves in nonlinear dispersive 
systems [4, 123. Both equations have a family of stable solitary-wave 
solutions of permanent form. Moreover, numerical studies indicate that 
equation (1.1) exhibits many of the striking phenomena associated with 
KdV and the inverse scattering theory, such as exact or nearly exact 
interaction of solitary waves, and the break-up of fairly general initial 
profiles into solitary waves (see [6] and the references quoted therein). 
In this paper we consider the generalizations of the above equations 
given by 
and 
u, + 4 + W(u)), - uxxt = 0, (1.4) 
in which F lF! + IF! is a C” function. (Equations (1.3) and (1.4) will be 
referred to as GKdV and GBBM, respectively.) It has been shown that for 
a wide class of functions F, these equations have solitary-wave solutions 
[3, 71. In fact, for the special case F(S) = sp + ‘/(p + 1) (p 2 0), explicit for- 
* This paper is a portion of the author’s Ph. D. thesis, written at the University of Chicago 
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mulas for the solitary-wave solutions are known. If, for C > 0, the function 
(pp” is defined by cp,C(y)= {((p+ l)(p+2)/2)C sech’[(p/2) fiy]}l’P; then 
uS(x, t) = cp,“(x - (1 + C) t) solves ( 1.3), while solutions of (1.4) are given 
by ii,“(x, t) = @,“(x - (l/( 1 - C)) t), where Q,‘(v) = (l/( 1 - C))“P cp,C( v). At 
least for p = 2,3, or 4, numerical studies due to Fornberg and 
Whitham [9] suggest that the solitary waves U; resemble solitary-wave 
solutions of KdV in that they retain their identity to a considerable extent 
after interacting with one another. (In fact, for p = 2, interactions are 
exact.) 
The existence of solitary-wave solutions of an equation such as (1.3) or 
(1.4) has been attributed to a balance between the effects of the non-linear 
and dispersive terms present in these equations: i.e., the tendency of non- 
linear effects to steepen wave profiles is counteracted by the tendency of 
dispersion to spread them out. However, for certain choices of the function 
F, there exist solutions of (1.3) and (1.4) in which dispersive effects eem to 
dominate (despite the fact that solitary-wave solutions may exist as well). 
For (1.3), this is the content of a result of Strauss (see Theorem 1 below), 
which states that if IF’(s)1 = O(/S~~+“) as s + 0, then solutions of ( 1.3) with 
sufficiently small initial data decay to zero, uniformly in x, as t + cc. The 
main result of the present paper (Theorem 2) is an analogue of Strauss’ 
result for Eq. (1.4). The proof is based on an adaptation of Strauss’ 
method, and utilizes an estimate for the uniform decay of solutions of the 
linearized version of ( 1.4). 
A consequence of Theorems 1 and 2 is that the equations 
and 
u, + u, + llpu, + u,,, = 0 (1.5) 
24, + u, + upu, - u,,t = 0 (1.6) 
behave differently for p near 1 than for larger values of p, with regard to 
the asymptotic behavior of solutions which are small in a certain norm (see 
Sect. 3 for details). It is possible that a similar situation exists with regard 
to other properties of solutions of Eqs. (1.5) or (1.6). For example, it is 
known that the initial-value problem for (1.5) is globally well-posed in HZ 
for p < 4, but the question of global well-posedness remains open for p 2 4 
(for explanation of terminology and references to the literature, see Sect. 2). 
There is also a similar question concerning the stability of solitary waves. 
For p = 1,2, or 3 it has been shown (see [ 1,2,5]) that the solitary waves 
US are stable solutions of (1.5); in the sense that initial data which are small 
perturbations of (p; in H’ norm give rise to solutions which, at any future 
time, are small perturbations of some translate of (pp”. (The identical result 
holds for (1.6).) However, the method of proof used to obtain these results 
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fails for p > 4. In light of these facts, it is natural to conjecture a connection 
between dispersive decay of small solutions of (1.5) or (1.6) and instability 
of solitary-wave solutions. 
2. NOTATION AND PRELIMINARY REMARKS 
The well-posedness properties of the initial-value problems for Eqs. (1.3) 
and (1.4) have been studied, for example, in [4, 8, 10, 111. Here some of 
the results from these papers will be recalled for use in later sections. 
Suppose X and Y are Banach spaces, with X continuously contained in 
Y, and let fi X+ Y be continuous. For an interval [0, T] E R, let 
C(0, T; X) denote the Banach space of continuous functions from [0, T] to 
X. Following Kato [ 111, we will say that the initial-value problem 
$=f@, 
(2.1) 
40) = cp 
is locally well-posed in X if 
(i) for any cp E X, there exists a real number T>O and a unique 
function u E C(0, T; X) (hence du/dt E C(0, T; Y)) which satisfies (2.1) for 
t E (0, T]; and 
(ii) the map cp H u defined in (i) is continuous from X to C(0, r; X). 
If T can be taken arbitrarily large in (i) and (ii), problem (2.1) is said to 
be globally well-posed in X. 
Before stating well-posedness results for Eqs. (1.3) and (1.4), the 
definitions of the function spaces used in this context will be given, and 
some of their properties noted. For 1 < p < co, Lp will denote the space of 
measurable functions f: IR + R! with the norm 
lflp=(,” lf(x)lpdx)i’p (lgp<a) 
-cc 
or 
If loo =ess sup If(x)1 
XCR 
For smooth functions f(x) with compact support in R, we define the 
Fourier transform of f by f(k) = J”loo egkXf(x) dx; and this definition is 
extended in the usual way to the set of all tempered distributions on R. 
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Then for any r E R, the Sobolev space H’ is defined to be the set of all tem- 
pered distributions f such that f(k) is a function and 
llfllr=(i” ( 
l/2 
1 + k2)r l&)12 dk < co. 
-cc > 
With the norm II II,, H’ becomes a Hilbert space. In case r 2 0 is an 
integer, H’ consists of the set of L2 functions whose distributional 
derivatives up to order r are also in L2; lifll, being equivalent to 
I&, I&tW’lz. Wh en r = 0, we use the special notation I/ \I for II I/,,.) 
Finally, C.‘: will denote the Banach space of functions with k continuous 
bounded derivatives on R; and N will denote the “weighted Sobolev space” 
consisting of all real-valued functions f such that 
IfIN= ll(l+ Ixl)f(x)ll*< co. 
The following inequalities hold for all $ EN, with constants A, A,, A2 
which do not depend on $: 
P-2) 
lU+k*)$l,6A ltil, (2.3) 
(2.4) 
111/l, bA IIc/Irv. (2.5) 
Inequality (2.2) is a consequence of Plancherel’s theorem, while (2.4) 
follows from (2.2) and Holder’s inequality. Finally, (2.3) and (2.5) follow 
from the fact that the inclusion of L” in H’ is continuous. 
In this paper, when Sobolev, Lp, or N norms are taken of functions of 
two variables x and t (or of the Fourier transforms of these functions), they 
will always be assumed to be taken with respect to the x (or k) variable 
only. 
The following proposition summarizes ome of the results given by Kato 
in [ 111 for the well-posedness of GKdV. 
PROPOSITION 1. Suppose F: R -+ R is C”, and consider the initial-value 
problem 
u, + u, + (F(u)), + uxxx = 0 (XER, t>O) 
(2.6) 
4% 0) = P(X) (XER) 
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(a) Problem (2.6) is locally well-posed in H’ for any r > 4. 
(b) There exists a number yF> 0 such that tf cp E H’, r > 2, and 
llrpll 1 c yF, then for any T> 0, (2.6) has a unique solution u such that 
u E C(0, T; H’); and the map cp c, u is continuous from H’ to C(0, T; H’). 
W Iflim su~~,~ .+ m IsI p4 F’(s) < 0, then problem (2.6) is globally well- 
posed in H’ for all r > 2. 
As compared to the situation for GKdV, the well-posedness theory for 
GBBM is relatively simple. 
PROPOSITION 2 [4]. Suppose F: R -+ R is’C”. The initial-ualue problem 
ut + u.x + (F(u)), - ~,,I = 0 (XER,?>O) 
4% 0) =44x) (XER) 
(2.8 1 
is globally well-posed in Ci n H” tf k 3 2 and s 2 1, and is globally well-posed 
in Czn N. The solution u(x, t) satisfies llulll = llqljl for all t 20. 
The original version of this result, stated for (1.1) can be found in [4]. 
Since no new ideas are required to adapt the methods appearing there to 
prove Proposition 2, the details of the proof are omitted. Instead, we 
record here a simple estimate which is needed to prove Proposition 2, and 
which will be used again in Section 5. 
Define the function K(x) for x E R by K(x) = t(sign x) e-‘“‘. 
LEMMA 1. If $ E N, then 
K* ~(ti)lN~~(If-‘(ICI)Im) l4vN (2.9) 
where A does not depend on $. 
Proof The Fourier transform of K(x) is I?(k) = -ik/(k2 + 1). It follows 
that I(K* F($)) h (k)l <A (1 + lkl))’ l(F(ll/)) A (k)l, and therefore, by (2.2) 
and Plancherel’s theorem, 
IK* F(IcI)IlvG IIF($)III + Ilx*~(Ic/)II*~ (2.10) 
But I(1 + I--4)~(tW)N < I~(~(x)M~)l, ll(l+ 1x1) ~(xNl < (I~‘(~)I,) 
WIN; and ll(1 + I-4 )(d/dxM’(W)))ll G IJ”(W))l co ll( 1+ I-4 1 W)ll I G 
(IF’($)1 ,) I$[,,,. Hence (2.9) follows from (2.10). 
Finally, we remark that the hypothesis FE C” in Propositions 1 and 2 
may be relaxed. In particular, to prove the global well-posedness of (2.8) 
in Ci n N, it is enough to assume that F(x) has two continuous derivatives 
on R. 
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3. STRAUSS'THEOREM. STATEMENT OF THE MAIN RESULT 
In [14], Strauss proved the following result concerning solutions of 
GKdV: 
THEOREM 1. Let F: Iw + [w be a C”function such that IF’(s)1 = O(ls14+“) 
as s + 0 for some E > 0; and let yF be as defined in part (b) of Proposition 1. 
Then there exists a number a,, 0 < 6,~ yF, such that if q(x) E H2 n L’ and 
IJcpI) 1+ IqI 1 < 6,, then the solution ZJ of (2.6) satisfies 
lu(x, t)l <A(1 + t)-“3 
for all x E iw and t 3 0, where A is independent of x and 1. 
(3.1) 
Remarks. The theorem shows that if p>4, then solutions of (1.5) with 
small initial data in H’n L’ norm decay according to (3.1). Notice that 
this does not contradict the existence of the solitary wave solutions of ~6 
(defined in Sect. l), because for p > 2, the quantity Ij(p,CII, + Iq,CI, is boun- 
ded away from 0 as C ranges over (0, cc ). If, on the other hand, p < 2, then 
II cp,CII, + I (ppC[ 1 + 0 as C + 0, and hence the conclusion of the theorem is not 
valid. When 2 < p < 4, it remains an open question whether solutions of 
(1.5) with small initial data in H’ n L’ exhibit decay. 
The main result of this paper is the following analogue of Theorem 1 for 
GBBM. 
THEOREM 2. Let F: II4 -+ [w be a C” function such that IF’(s)] = 0( ls16+‘) 
as s-+0, for some E >O. Then there exists a number a,>0 such that zf 
cp E C$n N and IqIN < S,, then the solution u of (2.8) satisfies 
lu(x, t)l 9 A(1 + t)-“3 
for all x E Iw and t > 0, where A is independent of x and t. 
Remarks. (1) For both Theorems 1 and 2, it is not necessary to 
assume FE C”; in fact, for Theorem 2 it is enough to assume that F is C2. 
Thus the theorem applies, for example, when F(s) = (sign s)( IsI p+‘/(p + 1)) 
and p is any real number greater than 1 (ignoring for the moment the con- 
dition on F’). In this case the equation under consideration becomes 
u,+u,+ (uIpu,-u,,,=o. (3.3) 
Since the solitary-wave solutions $’ of (1.6) are positive, tip’ is also a 
solution of (3.3) for any real p > 0. 
(2) If F(s) is chosen as in Remark (l), then all the hypotheses of the 
theorem are satisfied when p> 6. On the other hand, if p < $, then 
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Ij,CI N + 0 as C + 0, so that the conclusion of the theorem is not valid. It is 
not known whether the conclusion of the theorem holds for (3.3) when 
$< p < 6: notice that this gap is wider than the corresponding gap for 
Theorem 1 and (3.2). 
(3) A comparison of Theorems 1 and 2 shows that the latter theorem 
requires stronger assumptions on both F and the initial data cp in order to 
obtain the same estimate for the decay of U. Possible ways to attack the 
problem of relaxing the hypotheses of Theorem 2 are discussed at the end 
of Section 5. 
4. ESTIMATE FOR THE LINEARIZED EQUATION 
The first step in obtaining the estimate of Theorem 2 for solutions of 
(2.8) is to consider the linearized problem 
u, + u, - u,t = 0 (XER,f>O) 
4x, 0) = cp(x) (x E R). 
(4.1) 
An application of the Fourier transform method to (4.1) shows that for any 
cp EL*, there exists a unique solution u(x, t), given by the formula 
u(x, t) =&IT e-ikxe’(k’~(l +@))@(k) dk. (4.2) 
00 
The integral on the right-hand side of (4.2) will be denoted by S,cp(x). (In 
other words, { SI}trO is the semigroup of operators on L* generated by the 
bounded operator (1 - &/dx’)-’ (d/dx).) 
The object of this section is to prove the following lemma. 
LEMMA 2. IfqcN, then 
IStcpbN G-4 IdAl + t)-1’3 (4.3) 
for all x E R and t > 0, where A is independent of cp, x, and t. 
Note that from (4.2) there follows IS,cp(x)l < 141  < A IqI N for all t 2 0. 
Hence in proving Lemma 2, we may assume that t 2 1. 
To simplify notation, define 
g(k)=k/(l +k*) 
ci=xlt 
and 
h,(k) = g(k) - uk, 
50516311-9 
124 JOHN ALBERT 
so that S,cp(x) may be written 
s,(x) = & jy eihack)$?(k) dk. 
m 
The idea of the proof of Lemma 2 is to apply Kelvin’s method of 
stationary phase [ 13, Chap. 31 to the interval in (4.4). If [a, b] is an inter- 
val on which h&(k) does not vanish, then integration by parts shows that 
and it follows that 
(4.5) 
eWk)‘@(k) & 
~ 1 t (4.6) 
The size of the terms on the right-hand side of (4.6) can then be estimated 
by taking into account the behavior of hi(k) and hi(k) as k approaches a 
zero of h&. 
In our use of (4.6), some care must be taken to obtain an estimate which 
is uniform in a (and hence also in x) and which demands as little regularity 
as possible on the function 4. Hence the procedure will be described in 
some detail. It will be convenient o divide the proof into three parts, which 
appear below in Lemmas 3,4, and 5. 
For the remainder of this section, the function e’h*“k”$(k) will be denoted 
by Z,(k, t). Also, the symbol A will be used throughout to represent con- 
stants which do not depend on c1 or cp: different occurrences of this symbol 
need not represent he same constant. 
LEMMA 3. Suppose g”(k) #O for k, <k < k,. Then there exists a con- 
stant A > 0 such that 
II 
k2 
I,(k, t) dk <A lqlN t-l’* (4.7) 
kl 
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Proof. We may assume that g”(k) > 0 on [k,, k2]. Define LYE= g’(k,) for 
i = 1,2; and for any a E R, define k, E [k,, k2] by 
k,=kl if a<a, 
h;(k,) = 0 if a,<a<u, 
k,=k, if a2 d a. 
Since h,“(k) = g”(k) is bounded away from zero on [k,, k2], it follows from 
Taylor’s theorem that there exist positive constants A, 6, and q such that 
for all CXE[CI~-~?,CI~+~], 
Ihj(k)l B A Ik - k,l if [k-k,1 ~6 (4.8) 
and 
IW)l>, A if Ik - k,l > 6. (4.9) 
Now if c1# [cri -7, a, + q], then [h&(k)1 > A > 0 for all kE [k,, k2], so 
that (4.7) follows easily from (4.6) with a = k,, b = k,: in fact, one has 
IS~Z,(k,t)dkl~At-‘{l~l,+ld~/dkl,+I~I,}~A IqINt-‘. Therefore it 
suffices to consider UE [ai -q, a2 + q], and so we may assume that (4.8) 
and (4.9) hold. 
From (4.9) and (4.6), it follows as in the preceding paragraph that 
IS kECk,,k2,,,k--k.,,bZd(k, t)dkl <A lqINt-‘. It remains to estimate 
Slk-kk,W a Z (k, t) dk, and this is done by considering separately the cases 
t~‘/~>6 and I-“~<& In the first case lS,k-k.,dSZ,(k,t)dkl~26 141,~ 
2 ItpI,,, t-‘12. For the second case, one has jj,k--k,,Sr-~,,Z,(k, t) dkl 6 
2tr112 I@1 o3 < 2 ]qIN tP112; and by (4.6) and (4.8), 
Of course, the integral over [k, - 6, k, - t -1/2] is estimated similarly. This 
completes the proof. 
LEMMA 4. Supposeg”(kl)=O, g”‘(kl)#O, andg”(k)#Ofor k,<k<k,. 
Then there exists a constant A > 0 such that 
Z,(k, t) dk <A IqI,v t-“3 
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for all a E Iw and t > 1. The same result holds if g”(k,) = 0, g’“(k,) # 0, and 
g”(k)#Ofor k,<k<k,. 
Proo$ We may assume that g”(k) > 0 on (k,, k2], and that g”‘(kl) > 0. 
Define ai= g’(k,) for i= 1,2; and for any aELF& define k,E [k,, k2] as in 
the proof of Lemma 1. 
If a E [al, az], then hh(k,) = 0, and the Taylor expansion of hj(k) about 
k=k, is 
h;(k)=g”(k,)(k-k,)+q(k-k,)*+O((k-kJ3). (4.10) 
Now expand g”(k,) and g”‘(k,) about k, = k, to obtain 
d’&) = g”‘(h)W, - k,) + W(k, - k,)‘) (4.11) 
g”‘(k) = s”‘(k,) + W(k, - k,)), (4.12) 
and substitute (4.11) and (4.12) into (4.10). The result is 
h&(k) = g”‘(k,)((k, - k,)(k - k,) + +(k -k,)*) + R (4.13) 
where R is of higher order in (k, -k,) and (k - k,). Since (k, -k,) -+ 0 and 
(k-k,) + 0 as a + a1 and k + kl, it follows from (4.13) that there exist 
a3 > a1 and k3 = k,, > k, such that for all a E [aI, a31 and k E [k,, k3], 
IUk)l aA I&-k,l L-U if lk-k,l 6 Ik,-k,I (4.14) 
lh&(k)l >A lk-k,12 if Ik-k,l 3 Ik,--kll (4.15) 
where A is independent of a. Moreover, (4.14) and (4.15) also hold for 
aE [aI -q, a3 + q] for some q >O, since Jh&(k)l > /h&,(k)/ for ad a,, and 
Ih&(k)l > (h&,(k)1 for a > a3. 
Note also that (4.11) implies that 
Is”(kl GA Ik,-k,l if jk-k,l < jk,-kIj (4.16) 
Ig”(k)l G A Ik - kxl if Ik-k,l >Ik,-k,l (4.17) 
forallkE[kl,k3] andaE[al-qq,a3+q]. 
By assumption, g”(k) # 0 on [k3, k2], and so the desired estimate for 
12 Z,(k, t) dk foll ows from Lemma 3. Furthermore, if a q! [al - q, a3 + 11, 
then )h&(k)( 2 A for all ke [k,, k3], and hence the desired estimate for 
J$ Z,(k, t) dk follows easily from (4.6). Therefore it is enough to estimate 
s$ Z,(k, t) dk when a E [al - q, a3 + q], and we may assume henceforth that 
(4.14)-(4.17) are valid. 
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Define 6 = Ik, - kll and s = k - k,, and consider first JIS, S 6 Z,(k, t) dk. If 
6 < t- ‘13, then this integral is majorized by A 141 co t - ‘I3 < A 1~1 Nt - 1/3. If, 
on the other hand, 6 > t-‘13, write 
The first integral on the right-hand side is again majorized by A 141 o. t -‘j3; 
while (4.14) and (4.16), together with (4.6), yield the following estimate for 
the second integral: 
W, t) dk 
+ (~+A-)(j&J} 
<A IqIN t-1F1t1’3< A IqIN t-1’3. 
It remains to consider jlS, B S,k E Ck,,kj, Z,(k, t) dk = Jk + d Z,(k, t) dk. Again, 
look separately at the cases 6 > t -‘I3 and 6 < t-‘13. In the first case, (4.15), 
(4.17) and (4.6) imply that 
I.ik,t)dk~GAt-l{l~l~~~m~d~+(~~~ +lgi,)$} 
1 
<A lqlN t-‘6-‘< A IqIN t-“3. (4.18) 
In the second case, write 
Zz(k t) dk < j”‘“-“‘Z,(k, t) dkl + / j;+tA,,3 Z,(k, t) dkl. I I k, + 6 
Then the first integral on the right-hand side is majorized by 
@I, t-“3< A lqlN t-“3, while the second integral can be estimated as in 
(4.18), with the 6 appearing there replaced by t-‘13. Thus the proof of 
Lemma 4 is complete. 
LEMMA 5. There exists a constant A > 0 such that 
Z,(k, t) dk <A ((PIN t-1’3 
-cc 
.for all c( E R and t > 0. 
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ProofI By symmetry, it is enough to prove the result for JT I,(k, t) dk. 
For a < 0, define k, E [2, co ) by 
k,=2 if a< g’(2) 
h&(k,) = 0 if g’(2) < a < 0. 
2 Note first of all that lim,, o. k 1 g’(k)1 = 1, lim,, o. k3 1 g”(k)1 = 2, and 
lim k - m k4 I g”‘(k)1 = 6. In particular, there exists A > 0 such that for all 
k E C2, ~0 1, 
g”(k) 6 A/k3 (4.19) 
g”‘(k) < A/k4. (4.20) 
Next, let r be any number such that 0 < Y-C 1 and (1 - r)4 > 2, and 
choose p so that O<p< 1 and (1 -p)/(l +p)>max[(l -r)‘, 3/4(1 -r)4]. 
Then there exists M > 0 such that if k > M, then 
(l-dGk2 Id( G(~+P) 
2(1 -p)<k3 [g”(k)1 <2(1 +p) 
6(1-p)<k4 Ig”‘(k)l <6(1 +p). 
(4.21) 
Finally, q > 0 can be chosen so small that if a E C--q, 0), then 
k, > M/( 1 - r). We then claim that for all a E [ -q, 0), the following 
estimates hold: 
IMk)l a-$ Ik-kl if [k-k,1 drk, 
m 
(4.22) 
Ih&(k)l 2 A/k2 if Ik - k,l 3 rk, (4.23) 
where A > 0 is independent of a. 
To prove (4.22), assume Ik- k,l < rk, and write h&(k) = 
g”(k,)(k -km) + (g”‘(z)/2)(k - k,)2, where Iz - k,l < Ik - k,l < rk,. From 
(4.21) it then follows that I/z&(k)1 > ((k - k,l/k:){ 2( 1 - p) - 3(1 + p)/ 
2( 1 - r)4 >; and the constant in brackets is positive. 
For (4.23), consider separately the cases 2 < k < M, ii4 < k d k,( 1 - r), 
and k,( I- r) <k. Since h&(k) is bounded away from zero when k E [Z, M] 
and a E C-q, 0), (4.23) is obvious in the first case. 
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In case M <k < k,( 1 - P), it follows from (4.21) and the definition of p 
that IUW = k’(k)- g’(kdl2 Is’Wl - Ig’WJ 2 (1 -d/k’- (I+ d/k2 
2 ((l-+(l+p)(l-r)*)/k2&4/k2. 
Finally, if k,( 1 + r) < k, we have, for some z in [k,, k,( 1 + r)]: I&(k)1 > 
lhL(k,( 1 + r))l = IhA(k,( 1 + r)) - h&(k,)J = /g”(z)1 rk, 2 (A/z3) rk, > A/k2. 
With (4.22) and (4.23) in hand, the integral j? Z,(k, t) dk can now be 
estimated for a E C-q, 0). Let s = k L k,, and define xb(k) to be the charac- 
teristic function of the set IsI > rk,. Then 
I O” Z,(k, t) dk 2 
= 5:“’ Z,(k t) x.(k) dk + i,; L(k t) x&J dk + j- Z,(k, t) dk. (4.24) 
IsI S rk, 
If c1 E [-q, 0), then (4.23) holds when X.(k) # 0. Therefore, for the first 
integral on the right of (4.24), the estimates (4.19) and (4.23) may be used 
with (4.6) to give 
Z,(k, t) xa(k) dk < At- 1, ’ {j;“‘k @(k)l dk+j;l:lk2 igl dk+ 1@1, t2’3} 
,. 
lkc$l, t1’3+ k2g t”6+ lcj31, t2’3 
I I 2 
6 A IqIN t-1’3. 
For the second integral in (4.24), one has the simple estimate 
t-“3<Ik@l, t-“3<A jcPjNt-1’3. 
Finally, for the last integral on the right of (4.24) consider separately the 
cases k, 2 rt213 and k, < rt 2’3. In the first case, one has &, Srk, Z,(k, t) dk( < 
A IWld(k(l-r))<A IANt- . *I3 If on the other hand k, <rt2/3 , write 
IS Uk t) dkl < lj ,s, <A ZcAk t) di + IJ lGlsl<rk Z&, ti@ where A= 
k2i:bG’ Then the integra‘is on the right-hand side ‘are estimated as follows: a * 
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and, by (4.6), (4.19), and (4.22), 
Thus the proof of the lemma is completed in the case a E C-q, 0). 
When a 2 0, one has I/z&(k)1 2 I g’(k)1 > A/k2 for all k E [2, 00). Therefore 
the integral j? Z,(k, t) dk may be written as 5:‘” Z,(k, t) dk + j,oP,, Z,(k, t) dk, 
and each of the latter two integrals may be handled in exactly the same 
way as the first two integrals on the right of (4.24). 
Finally, if a < -q, then there exists MI > 0 such that h&(k) is uniformly 
bounded away from zero when k E [MI, 00). Therefore, by (4.6), 
I~~Z,(k,t)dk(~At-‘(~~(I~I+Id~/dkl)dk+I~(,}~AIcpl,t-‘, while 
Is33 Z,(k, t) dkl < t-‘13 j$, lkcjl dk < A IqI,+, t-‘13. This gives the desired 
estimate for $‘$, Z,(k, t) dk, and the estimate for JFl Z,(k, t) dk is then 
obtained by appealing to Lemma 3. The proof of Lemma 5 is now com- 
plete. 
Once Lemmas 3,4, and 5 have been proved, Lemma 2 follows 
immediately. Start from the formula S,cp(x) = jaJ, Z,(k, t) dk, and write the 
integral on the right-hand side as the sum of the integrals of Z,(k, t) over 
the intervals ( - DC), -21, [2, co), and a finite number of intervals satisfying 
the hypotheses of Lemma 4. Then for each of these integrals, apply 
Lemma 5 or Lemma 4 to obtain the desired estimate. 
5. PROOF OF THE MAIN RESULT 
Theorem 2 may now be proved. The first step is to show that if 
cp E Cz n ZV, and U(X, t) is the corresponding solution of (2.8), then 
4~ t) = S,cp(x) +1; S,,- .,W * Jlu(r)))(x) dt (5.1) 
where K(x) = i(sign x) e-IX’, and * denotes convolution with respect o the 
x variable. 
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To verify that the solution u of (2.8) also satisfies (5.1), denote the right- 
hand side of (5.1) by w(x, t), and apply to w the operator 
L = alax + a/at - (a*/ax*)(ajat). There results Lw(x) = -(I- a*/ax*) 
(K * F@(t)))(x). But g(k) = AC/( 1 + I%*), hence - (1 - a*/ax*)(K * F(u(t))) 
= (a/ax)(F(u(t))). Therefore Lw = Lu. But clearly w(x, 0) = u(x, 0), and so 
the identity (5.1) follows from the uniqueness of the solution of the initial- 
value problem 
Lv=O (XER, t>O) 
4% 0) = $6) (x E R). 
Suppose now that the hypotheses of Theorem 2 are satisfied, and that ZJ 
is a solution of (2.8) with initial data cp. The main step in the proof of the 
theorem is to use (5.1) to show that the quantity 
q(t)= sup UW,(l ++3+ lu(r)lhA1 +$‘I 
Od7Gf 
satisfies the inequality given below in (5.7). 
For this purpose, the following estimates will be needed. Let 1+9 E N and 
r>O. Then 
Iml, <A(1 +r)-1’3 l$lN (5.2) 
IWI.N~41 +r) IlCllN (5.3) 
IK*F($)I,~A IlCllN IJ/l6,‘“, (5.4) 
where A is independent of Ic/ and r. In fact, (5.2) is just Lemma 2; and (5.4) 
follows immediately from Lemma 1, given the assumption on F. To prove 
(5.3), note that 
IS&I,<A{I(l +k2)eig(k)r$(k)j2+ I(1 +k2)(d/dk)(eig”“‘~(k))(,} 
WIU +k2) $Wl,+(l +r) I(1 +k*W$/~kN,} <A(1 +r) I$I,. 
To proceed with the proof of the theorem, take the L” norm of both 
sides of (5.1), and apply (5.2) and (5.4). There results 
+ j-;(K*F(u(r))l,(l+(t-r))-1’3di )~&(l+f)-~‘~ 
+ (q(t))7+eJ-; (1 +z)-l-ql +(t-T))-%iz 
1 
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where E’ = s/3 > 0. (Here and in the remainder of the proof, A denotes a 
constant which is independent of t.) The integral in the last expression of 
the preceding string of inequalities is easily seen to be dominated by 
A(1 + t)-‘13 as t + cc. Hence 
for all t > 0. 
Cl+ w3 l4t)l, 64 IdA/+ MtN7+“} (5.5) 
Next, take the N-norm of both sides of (5.1). With the use of 
Minkowski’s inequality and differentiation under the integral, this norm 
may be brought inside the integral sign, so that we have 
By (5.3), the right-hand side is less than 
A (1+I)I~IN+S~ln*F(u(~))l,(l+(t-r))~~ 
i 0 i 
GA (I+t)l~lN+~‘lu(z)lNlu(r)16,+“(l+(t-r))di 
i 0 
<A 
1 
(l+t)l~lN+(q(t))7+‘S’(l+~)-‘-E’(l+(t-r))~~ . 
0 I 
Here the integral in the last expression may be majorized by A( 1 + t) as 
t + cc, and it follows that 
(1 +v l4t)lN~444N+ MN”“~ for all t 2 0. (5.6) 
Combining (5.5) and (5.6) gives 
q(t)G4ld,+ MN7’“) for t 20. (5.7) 
Now choose a number q > 0 such that q > Aq7+‘, where A is the same con- 
stant as in (5.7); and then choose 6 so small that if 1~ I N c 6, then 
Mm + Iddtl and 
?>N44N+~7+E). (5.8) 
Then if lrpl N < 6, it follows that q(t) < q for all t > 0. For otherwise, by the 
continuity of q(t) as a function of t (Proposition 2) and the fact that 
q(O)= lc~l~+ /cpIN<q, q(t) would necessarily equal ‘1 for some t>O. But 
(5.7) would then contradict (5.8). 
Hence q(t) is bounded, and the theorem has been proved. 
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Remarks. In the above proof, it is clear that the final form of the result 
depends strongly on the form of the estimate for the linearized equation. 
The situation for Strauss’ proof of Theorem 1 is similar: there, essential use 
is made of the fact that solutions of 
satisfy the estimates 
and 
w, 111 fA ldltw1’3 
with A independent of cp, x, and t. Notice that the quantity IqIN appearing 
in the estimate (4.3) for solutions of (4.1) is here replaced by the smaller 
quantity ((cpj, + llqll 1). In fact, it is this difference between the two 
estimates which is responsible for the hypothesis of Theorem 2 being more 
restrictive than that of Theorem 1. 
With regard to the possible strengthening of Theorem 2, it is easily seen 
that if a norm 1 I ,,,, could be found for which the following estimates hold: 
IS,+I, <A Ill/l,dl +t)-1’3 (5.9) 
IS&l,GA 1~4~ (5.10) 
K* F(rCI)I,GA I~‘(lcI)I, Wl,u (5.11) 
(where A is independent of ij and t), then the condition on F’ in the 
hypothesis of Theorem 2 could be weakened to F’(s) = O( (s13+&) as 3 --t 0; 
with the condition Ii+5 I ,,, < 6 being replaced by I $ I ,,, < 6, and the conclusion 
of the theorem remaining unchanged. 
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