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LOCAL EQUIVALENCE OF SYMMETRIC
HYPERSURFACES IN C2.
MARTIN KOLA´Rˇ
Abstract. The Chern-Moser normal form and its analog on finite
type hypersurfaces in general do not respect symmetries. Extend-
ing the work of N. K. Stanton, we consider the local equivalence
problem for symmetric Levi degenerate hypersurfaces of finite type
in C2. The results give for all such hypersurfaces a complete nor-
malization which respects the symmetries. In particular, they ap-
ply to tubes and rigid hypersurfaces, providing an effective classifi-
cation. The main tool is a complete normal form constructed for a
general hypersurface with a tube model. As an application, we de-
scribe all biholomorphic maps between tubes, answering a question
posed by N. Hanges. Similar results for hypersurfaces admitting
nontransversal symmetries are obtained.
1. Introduction
One of fundamental problems in CR geometry concerns local bi-
holomorphic classification of real hypersurfaces in complex space. An
extrinsic approach to the problem, originating in the work of Poincare´
([27]), is to analyze directly the action of local biholomorphisms on the
defining equation of the hypersurface.
In the Levi nondegenerate case this approach was completed in the
normal form construction of Chern and Moser ([11]). A similar con-
struction for Levi degenerate hypersurfaces of finite type in dimension
two was obtained in ([22]).
As an immediate application, normal forms can be used for a closely
related geometric problem, to determine local symmetries of a hyper-
surface. In fact, except for the sphere and its blow-ups, all local auto-
morphisms (i.e. those fixing the given point) of finite type hypersur-
faces in C2 are linear in some normal coordinates. The symmetries are
then immediately visible from the defining equation (in the nondegen-
erate case it follows from a result of Kruzhlin and Loboda [24], in the
degenerate case from [23]. See also Section 8 below).
On the other hand, for automorphisms not fixing the point this is
no longer true. The simplest example is given by rigid hypersurfaces
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(admitting a transversal infinitesimal CR automorphism). The normal
forms mentioned above do not respect this symmetry.
For local analysis on domains which admit symmetries not fixing the
boundary point, it is desirable to have a normalization which reflects
the symmetries. This problem was first considered by N. K. Stanton
([30]), who considered the local equivalence problem for rigid hyper-
surfaces of finite type in C2 and constructed a rigid normal form. The
results of [30] describe all transformations preserving the rigid normal
form and give a complete classification of rigid hypersurfaces, provided
that the model is not a tube.
In this paper we consider real analytic Levi degenerate hypersurfaces
of finite type with a tube model. In view of Stanton’s results, this is
the only case of further interest. On the one hand, any hypersurface
which admits a transversal infinitesimal CR vector field is necessarily
rigid. On the other hand, if it admits a nontransversal one, its model
has to be a tube.
The case of real analytic tubes is interesting also in connection with
the work of G. Francsics and N. Hanges. In [17] they analyze boundary
behaviour of the Bergman kernel for Levi degenerate tubes. In relation
to this work, Nicholas Hanges formulated the problem of describing all
biholomorphic maps between tubes ([18]).
In recent years, the local equivalence problem on Levi degenerate
hypersurfaces has been intensively studied (see e.g. [13], [15], [22]).
In particular, we mention the result of Kim and Zaitsev ([20]), which
shows that the second, intrinsic approach of Cartan, Chern and Tanaka
is in general not available. There has been substantial progress in
understanding the problem also for CR manifolds of higher codimension
(e.g. [29], [16], [28])
After introducing notation, we define in Section 3 a complete tubular
normal form for a general hypersurface with a tube model. It gives the
main tool for analyzing biholomorphisms of symmetric hypersurfaces.
The construction is analogous to that of [22] and is given on the level
of fomal power series. The fact that such a construction can be used
for classification problems relies on the essential result of Baouendi,
Ebenfelt and Rothschild on convergence of formal equivalences ([1]).
Rigid hypersurfaces are considered in Section 4, where a rigid normal
form is obtained. Then we analyze biholomorphisms preserving this
normalization.
In Section 5 we consider tubes. The symmetry preserving biholomor-
phisms are shown to be linear, described by three real parameters. In
particular, we obtain an answer to the question of Hanges. Further we
prove that the complete normal form of Section 3 is convergent for all
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tubes, thus providing a complete, convergent and symmetry preserving
normal form.
For non-tubular rigid hypersurfaces we show in Section 6 that only
a one parameter family of dilations preserves the rigid normal form.
We apply this result to show that Stanton’s normal form ([30]) has
the same property, and provides therefore a complete, convergent and
symmetry preserving normal form for the class of rigid hypersurfaces.
Section 7 we consider hypersurfaces which admit nontransversal in-
finitesimal CR automorphisms and define a complete normalization for
this class of hypersurfaces.
In Section 8 we give a proof of linearity of local automorphisms in
the normal coordinates of [22]. As a consequence, we obtain a refine-
ment of the classification result of [23]. It applies to hypersurfaces with
finite local automorphism group, and allows to determine immediately
the size of this cyclic group from the defining equation in normal coor-
dinates.
As already mentioned, the normal coordinates are a priori only for-
mal. On the other hand, by the classification result, the local automor-
phism group is noncompact if and only if the hypersurface is a model,
when the local automorphisms are linear already in the canonical coor-
dinates. In the remaining cases, when the group is compact, it follows
from Bochner’s theorem ([7], [26]) that there exist genuine (convergent)
coordinates in which the local automorphisms are linear.
Part of this work was done when the author was visiting the follow-
up program Complex Analysis, Operator Theory, and Applications
to Mathematical Physics in ESI. He would like to thank Friedrich
Haslinger for the invitation and hospitality, and for the support re-
cieved from ESI.
2. Preliminaries
Let M ⊆ C2 be a real analytic hypersurface and p ∈ M be a point
of finite type k in the sense of J. J. Kohn ([21]).
We will describe M in a neighbourhood of p using local holomorphic
coordinates (z, w) centered at p, where z = x + iy, w = u + iv. The
hyperplane {v = 0} is assumed to be tangent to M at p. M is then
described near p as the graph of a uniquely determined real valued
function
v = F (z, z¯, u).
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Recall that p ∈ M is a point of finite type if and only if there exist
local holomorphic coordinates such that M is given by
(1) v =
k−1∑
j=1
ajz
j z¯k−j + o(|z|k, u),
where the leading term is a nonzero real valued homogeneous polyno-
mial of degree k, with aj ∈ C and aj = ak−j .
The model hypersurface to M at p is defined using the leading ho-
mogeneous term,
(2) MH = {(z, w) ∈ C
2 | v =
k−1∑
j=1
ajz
j z¯k−j}.
When the leading term is equal to |z|k, we will write
(3) Sk = {(z, w) ∈ C
2 | v = |z|k}.
Two basic integer valued invariants used in the normal form con-
struction in [22] will be needed. The first one, denoted by e, is the
essential type of the model hypersurface. It can be described as the
lowest index in (1) for which ae 6= 0.
When e < k
2
, the second invariant is defined as follows. Let e =
m0 < m1 < · · · < ms <
k
2
be the indices in (1) for which ami 6= 0. The
invariant, denoted by L, is the greatest common divisor of the numbers
k − 2m0, k − 2m1, . . . , k − 2ms.
It was proved in [22] that for e < k
2
the local automorphism group
Aut(MH , p) of MH consists of linear transformations
z∗ = δ exp iθz, w∗ = δkw,
where exp iθ is an L-th root of unity and δ > 0 for k even or δ ∈ R\{0}
for k odd.
For e = k
2
the local automorphism group of Sk has dimension three.
Its elements are of the form z∗ = f˜(z, w), w∗ = g˜(z, w), where
(4) f˜(δ, µ, θ; z, w) =
δ exp iθz
(1 + µw)
1
e
, g˜(δ, µ, θ; z, w) =
δkw
1 + µw
,
for δ > 0, and θ, µ ∈ R.
3. a tubular normal form
We will assume that the model at p ∈ M is a tube. By appropriate
scaling and adding a harmonic term we may assume that the leading
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term is equal to ( z+z¯
2
)k. In particular, e is equal to one. The model
hypersurface is now
(5) Tk = {(z, w) ∈ C
2 | v = xk}.
Aut(Tk, 0) is isomorphic to R
∗, and consists of dilations
z∗ = δz, w∗ = δkw,
where δ ∈ R∗.
A standard weight assignment will be used. The variables z, x, y are
given weight one and w and u weight k. The defining equation has
form
(6) v = F (x, y, u),
where
(7) F (x, y, u) = xk +
∑
j+l+km≥k+1
Aj,l,m x
jylum.
Hence F (x, y, u) − xk contains precisely terms of weight greater or
equal to k + 1. Consider the partial Taylor expansion of F in x, y and
write
F (x, y, u) = xk +
∑
j,l
Xjl(u)x
jyl,
where Xjl(u) =
∑
mAj,l,m x
jylum.
We decompose F into parts containing terms of equal weight:
F = xk +
∞∑
ν=k+1
Fν ,
and subject F to a transformation of the form
(8)
z∗ = z + f(z, w)
w∗ = w + g(z, w),
where
(9)
f(z, w) =
∑
wt.>1
fjmz
jwm
g(z, w) =
∑
wt.>k
gjmz
jwm.
Such transformations preserve form (6), (7). Conversely, it’s easy to
verify that any transformation preserving form (6), (7), can be written
uniquely as a composition of an element of Aut(Tk, 0) and a transfor-
mation of this form (this factorization will be used repeatedly in the
sequel).
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Again we decompose the power series into parts of the same weight
f =
∞∑
ν=2
fν and g =
∞∑
ν=k+1
gν ,
and denote such a transformation by (f, g). Let v∗ = F ∗(x∗, y∗, u∗) be
the new defining equation, where
F ∗(x∗, y∗, u∗) = (x∗)k +
∑
j+l+mk≥k+1
A∗j,l,m(x
∗)j(y∗)l(u∗)m.
We will have to consider also formal hypersurfaces and formal trans-
formations. From now on we allow both F, F ∗ and f, g to be formal
power series. The power series formulae are then interpreted in this
sense.
Substituting (8) into v∗ = F ∗(x∗, y∗, u∗) and restricting the variables
to M , we get the transformation formula
(10)
F ∗(x+Re f(x+ iy, u+ iF (x, y, u)), y + Im f(x+ iy,
u+ iF (x, y, u)), u+Re g(x+ iy, u+ iF (x,y, u)) =
Im f(x+ iy, u+ iF (x, y, u)) + F (x, y, u).
In principle, by multiplying out one can obtain equations for coeffi-
cients of F ∗, expressed in terms of F, f, g. The group of formal trans-
formations (8) acts on formal power series (7) via this transformation
formula.
Definition 3.1. We say that F is in t-normal form if
(11) X0,j = X1,j = Xk−1,j = Xk,j = 0,
for all j = 0, 1, . . . , and
(12) X2k−1,0 = X2k−1,1 = 0.
Proposition 3.1. There is a unique formal transformation (8) which
takes M into t-normal form.
proof. Using induction on weight we will prove that the normal form
conditions on F ∗ determine uniquely all coefficients of f and g in (8).
Let us consider terms of weight µ > k in (10). We have
F ∗µ (x, y, u) + kRe x
k−1fµ−k+1(x+ iy, u+ix
k) =
= Fµ(x, y, u) + Im gµ(x+ iy, u+ ix
k) + . . .
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where dots denote terms depending on fν−k+1, gν, Fν , F
∗
ν for ν < µ. We
denote
(13) Lµ(f, g) = Re{igµ(x+iy, u+ix
k)+kxk−1fµ−k+1(x+iy, u+ix
k)},
an analog of the Chern-Moser operator. For individual monomials in
(13) we have
(14)
kxk−1Re {fjm(x+ iy)
j(u+ixk)m} = kxk−1Re {fjm(x+ iy)
j}um
−mkx2k−1Im {fjm(x+ iy)
j}um−1 +O(x2k)
and
(15)
Re {igjm(x+ iy)
j(u+ ixk)m} = −Im {gjm(x+ iy)
j}um
−mxkRe {gjm(x+ iy)
j}um−1 +O(xk+1).
In this expansion we will collect coefficients of xjylum in (10). Denote
B∗j,l,m = Aj,l,m−A
∗
j,l,m. First we consider j = 0 and j = 1. Since k > 2,
all terms in (14), (15) are multiples of x2, except for the first term in
(15). That gives for l = 1, 2, . . .
(16)
B∗0,0,m = −Im g0,m + . . .
B∗0,l,m = −Im (i
lgl,m) + . . .
B∗1,l−1,m = −l Im (i
l−1gl,m) + . . . ,
where dots denote terms depending on fν−k+1, gν, Fν , F
∗
ν for ν < µ,
which have been already determined. Hence the condition thatA∗0,0,m =
0 determines Im g0,m and A
∗
0,l,m = 0 determines gl,m for l = 1, 2, . . . .
Further we consider j = k−1 and j = k. For l ≥ 2, we get contribution
from the first term in (14) and the two terms in (15). This gives
(17)
B∗k−1,l,m = kRe (i
lfl,m)− C1Im (i
lgk+l−1,m) + . . .
B∗k,l−1,m = kl Re (i
l−1fl,m)− C2Im (i
l−1gk+l−1,m)−
(m+ 1)Re (il−1gl−1,m+1) . . . ,
where C1 =
(
k+l−1
l
)
and C2 =
(
k+l−1
l−1
)
. That determines fl,m for l =
2, 3, . . . . Next we consider (j, l) = (k−1, 0), with contribution from the
first terms in (14) and (15). For (j, l) = (2k−1, 0) all terms contribute,
and we obtain
(18)
B∗k−1,0,m = kRe f0,m − Im gk−1,m + . . .
B∗2k−1,0,m−1 = kRefk,m−1 − kmImf0,m
− Im g2k−1,m−1 −mRe gk−1,m + . . . .
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That determines f0,m, since all other entries have been already deter-
mined. For (j, l) = (k−1, 1) the first terms in (14) and (15) contribute,
for (j, l) = (2k − 1, 1) all contribute. That gives
(19)
B∗k−1,1,m = −kIm f1,m − kRe gk,m + . . .
B∗2k−1,1,m−1 = −k(k + 1)Im fk+1,m−1 − kmRe f1,m
− 2kRe g2k,m−1 + kmIm gk,m,
which determines f1m. For (j, l) = (k, 0) we get contribution from the
first term in (14) and the two terms in (15), which gives
(20) B∗k,0,m = kRe f1,m − Im gk,m − (m+ 1)Re g0,m+1 + . . . .
That determines Re g0,m+1. It is immediate to verify that the first
appearance of each equation agrees with the normalization conditions
on f and g.
Remark 3.1. Note that the same result is obtained if the conditions
X2k−1,0 = X2k−1,1 = 0 are replaced by X2k−1,0 = A and X2k−1,1 = B,
for any fixed real numbers A,B. This remark will be used in the proof
of Proposition 6.1.
From the factorization of a general map preserving form (6), (7), we
obtain the following corollary.
Corollary 3.1 The only transformations which preserve the t-normal
form are the elements of Aut(Tk, 0).
4. A rigid normal form
In this section we consider rigid hypersurfaces with tube models and
define a rigid t-normal form.
Consider a rigid hypersurface with a tube model, given by
(21) v = xk + F (x, y),
where
(22) F (x, y) =
∑
j+l≥k+1
Aj,lx
jyl,
and k > 2.
Definition 4.1. We say that F is in rigid t-normal form if
(23) A0,j = A1,j = Ak−1,j = Ak,j = 0
for all j = 0, 1, . . . .
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Lemma 4.1. There exists a unique transformation of the form
(24)
z∗ = z +
∞∑
i=2
fiz
i
w∗ = w +
∞∑
i=k+1
giz
i,
which takes F into rigid t-normal form.
proof: We will again determine by induction the coefficients fi, gi in
such a way that (23) is satisfied. Let
(25) v∗ = (x∗)k + F ∗(x∗, y∗)
in the new coordinates, where
(26) F ∗(x∗, y∗) =
∑
j+l≥k+1
A∗j,l(x
∗)j(y∗)l.
The transformation formula takes form
(27)
(x+Ref(x+ iy))k + F ∗(x+Re f(x+ iy), y + Im f(x+ iy))
= Im g(x+ iy) + xk + F (x, y).
Terms of degree m > k in this equation depend linearly on terms of
degree m− k + 1 in f and degree m in g, and nonlinearly on terms of
lower degree in f . For the terms specified in (23) we have the following
equations
(28)
B∗0,l = −Im (i
lgl) + . . .
B∗1,l−1 = −l Im (i
l−1gl) + . . . ,
and
(29)
B∗k−1,l = kRe (i
lfl)− C1Im (i
lgl+k−1) + . . .
B∗k,l−1 = klRe (i
l−1fl)− C2Im (i
l−1gl+k−1) + . . . ,
where B∗j,l = Aj,l − A
∗
j,l, C1 =
(
k+l−1
l
)
, C2 =
(
k+l−1
l−1
)
, and dots denote
already determined numbers. The first two equations determine gl,
l = k + 1, k + 2, . . . , the second two determine fl, l = 2, 3, . . . . 
Using the complete t-normal form we will analyze biholomorphic
transformations which preserve the rigid t-normal form.
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5. Biholomorphic equivalence of tubes
Since a tube hypersurface satisfies automatically all t-normal form
conditions except for A2k−1,0,0 = 0, this normalization can be used
effectively to classify tubes.
Proposition 5.1. Let M1 and M2 be two tubular hypersurfaces of
finite type k > 2 at the origin, given by v = F (x) and v = G(x),
respectively. If Ψ is a local biholomorphism preserving the origin, which
maps M1 to M2, then it has form
z∗ = az + ibw, w∗ = cw
for a, c ∈ R∗ and b ∈ R. In this case, F and G satisfy
G(ax− bF (x)) = cF (x).
proof. By assumption, F (x) = c1x
k + o(xk) and G(x) = c2x
k + o(xk)
for some nonzero real constants c1, c2. First we make those coefficients
equal to one, using the dilations w∗ = c−1j w, j = 1, 2. In the second
step, we put M1 into t-normal form by a transformation
z∗ = z + ihw, w∗ = w.
In (10) we have Re (ih(u+iF )) = −hF , so the transformation equation
becomes
(30) F ∗(x− hF (x)) = F (x).
Equating coefficients of x2k−1 we obtain A∗2k−1,0,0 − kh = A2k−1,0,0.
Hence for h = − 1
k
A2k−1,0,0 the t-normal form is obtained. Next we
perform the same normalization on M2, and consider the two resulting
hypersurfaces in t-normal form. By Corollary 3.1., a biholomorphic
equivalence between them is an element of Aut(Tk, 0). By composing
the five linear mappings, we obtain the claimed form of the biholomor-
phism. The transformation formula gives G(ax− bF (x)) = cF (x).
By the same reasoning, we obtain the following corollary.
Corollary 5.1. For any tube hypersurface the complete t-normal form
is convergent and preserves the tubular symmetries.
6. Nontubular hypersurfaces
The t-normal form preserves tubular symmetries, but does not in
general preserve rigidity. In this section we determine biholomorphisms
which preserve the rigid t-normal form for hypersurfaces other than
tubes. Then we obtain the same result for Stanton’s normal form.
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Proposition 6.1. Let M be a rigid hypersurface, which is not equiva-
lent to a tube. Then the only transformations which preserves the rigid
t-normal form are the dilations
(31) z∗ = δz w∗ = δkw,
where δ ∈ R∗.
proof: Let M1, M2 be two hypersurfaces in rigid t-normal form,
given by v = F (x, y) and v∗ = F ∗(x∗, y∗), respectively. F satisfies
all t-normal form conditions, except possibly for A2k−1,0,0 = 0 and
A2k−1,1,0 = 0, and the same holds for F
∗. Let Ψ be a local biholomor-
phism preserving the origin, which maps M1 to M2. Since Ψ preserves
form (6), (7), we write it again as the composition of an element of
Aut(Tk, 0) and a transformation of the form
z∗ = z +
∑
wt.>1
fjmz
jwm, w∗ = w +
∑
wt.>k
gjmz
jwm.
We consider this transformation and show that all the coefficients of f
and g have to vanish. The transformation formula now takes form
(32)
F ∗(x+Ref(x+ iy,u+ iF (x, y)), y + Imf(x+ iy, u+ iF (x, y))
= Im g(x+ iy,u+ iF (x, y)) + F (x, y).
Let
F (x, y) = H(x) +Q(x, y) + owt(p),
where
Q(x, y) =
p∑
j=1
djy
jxp−j .
Hence Q is the first homogeneous level containing y. Let j0 be the first
index for which dj0 is nonzero. Similarly, let
F ∗(x∗, y∗) = H∗(x∗) +Q∗(x∗, y∗) + owt(p
∗),
with Q∗(x∗, y∗) =
∑p∗
j=1 d
∗
j(y
∗)j(x∗)p
∗−j .Without any loss of generality,
we assume that p ≤ p∗.
Consider (10), (32) and the resulting equations for coefficients of each
monomial zj z¯lum. We will use the notation introduced in the proof of
Proposition 3.1.
First, since F and F ∗ satisfy all t-normal form conditions for weight
less than 2k − 1, it follows from Proposition 3.1. that all terms in f
of weight less than k and in g of weight less than 2k − 1 are zero. In
particular, f20, ..., fk−1,0 and g11, ..., gk−2,1 all vanish. Next we consider
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equations for terms of weight 2k − 1 and 2k. By (16), (17) we obtain
fk,0 = fk+1,0 = 0 and gk−1,1 = gk,1 = g2k−1,0 = g2k,0 = 0. By rigidity
and (18), (19), we get Re f0,1 = 0 and Im f1,1 = 0. Hence the only
possibly nonzero coefficients in f of weight less than or equal to k+1 and
in g of weight less than or equal to 2k are Im f0,1 and Re f1,1. Further,
consider equations for terms in the range of weights 2k + 1, . . . , p+ k.
Terms in F and F ∗ of weight greater than p enter these equations
only through f20, ..., fk,0 and g11, ..., gk−1,1, which we already know to
be zero. So the equation for the coefficient of xp−j0yj0−1u comes only
from Q, namely
(33) B∗p−j0,j0−1,1 = j0Imf01.
It follows from rigidity that Imf01 = 0. From (19), the equation for
the coefficient of xj0yp−j0u is
(34) B∗j0,p−j0,1 = −k(p− j0)Re f11,
so Re f11 = 0. From (18) and (19) we have
(35)
B∗2k−1,0,0 = kRefk,0 − kmImf0,1
− Im g2k−1,0 −mRe gk−1,1 + . . . .
and
(36)
B∗2k−1,1,0 = −k(k + 1)Im fk+1,0 − kmRe f1,1
− kRe g2k,0 + kmIm gk,1,
All terms on the right hand sides are zero, hence A2k−1,0,0 = A
∗
2k−1,0,0
and A2k−1,1,0 = A
∗
2k−1,1,0. By Proposition 3.1. and Remark 3.1., all
coefficients of f and g vanish, and Ψ is an element of Aut(Tk, 0).

We use the above result to show that Stanton’s normal form of a non-
tubular hypersurface with a tube model is preserved only by dilations.
Hence this normal form provides a convergent, symmetry preserving
complete normalization for the class of rigid hypersurfaces.
Recall that Stanton’s normal form for a hypersurface with a tube
model uses the complex Taylor expansion of F ,
v = xk +
∑
j,l
Ajlz
j z¯l.
The normal form conditions are
A0,l = A1,l = 0,
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for all l = 1, 2, . . .
Proposition 6.2. Let M1,M2 be two nontubular rigid hypersurfaces
in Stanton’s normal form and let Φ1 be a local biholomorphic map pre-
serving the origin, which maps M1 to M2. Then Φ1 is a dilation of the
form (31).
proof: By Lemma 4.1., there is a formal transformation Ψ1 of the form
(24), which takesM1 into rigid t-normal form, and a formal transforma-
tion Ψ2 of the same form which takes M2 into rigid t-normal form. We
denoted by MT1 and M
T
2 the corresponding hypersurfaces (apriori only
formal). Then Φ2 = Ψ
−1
1 ◦ Φ1 ◦ Ψ2 is a formal equivalence of M
T
1 and
MT2 . By Proposition 6.1., Ψ2 is a dilation. Since Φ1 = Ψ1 ◦Φ2 ◦Ψ
−1
2 , it
follows that Φ1 has form (24). By the results of [30], the only transfor-
mations of this form which preserve Stanton’s normal form are dilations
of the form (31). 
By the same argument we obtain the following corollary.
Corollary 6.1. For nontubular rigid hypersurfaces the only transfor-
mations preserving rigidity are transformations of the form (24).
7. nontransversal symmetries
We now consider a hypersurfaceM which admits a nontransversal in-
finitesimal CR automorphism. By straightening the corresponding vec-
tor field, we obtain local holomorphic coordinates in which the defining
equation has form
(37) v = xk +G(x, u),
where G(x, u) is owt(k), and
G(x, u) =
∞∑
j=0
Xj(u)x
j.
Definition 7.1. M is in normal form if the defining equation has
form (37), and satifies
(38) X0 = Xk−1 = Xk = X2k−1 = 0.
Proposition 7.1. There exists a transformation of the form
(39) z∗ = z + ψ(w), w∗ = w + φ(w)
which takes M into normal form.
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proof: First we show that the transformations of the form (39) preserves
form (37). We have
(40)
G∗(x+Re ψ(u+ iG(x, u)), y + Im ψ(u+ iG(x, u), u) =
G(x, u) + Im φ(u+ iG(x, u)).
Since the right hand side is independent of y, it follows immediately
that G∗ is independent of y∗. By (16) - (19), the equations for B∗0,0,m,
B∗k−1,0,m B
∗
k,0,m and B
∗
2k−1,0,m involve precisely the coefficients fj,m and
gj,m with j = 0. Hence, setting all other coefficients equal to zero, the
induction argument of Proposition 3.1. determines the coefficients f0,m
and g0,m so that (38) is satisfied. 
Now we show that the conditions in Definition 7.1. define a complete
normalization.
Proposition 7.2. Let Ψ be a transformation which preserves (37)
and the normal form conditions (38). Then Ψ is a dilation
z∗ = δz, w∗ = δkw.
proof: We decompose again Ψ into an element of Aut(Tk, 0) and a
transformation (f, g) of the form (8), and consider the effect of this
transformation. Assume (f, g) is not the identity and let µ be the
first weight where it differs from the identity. The defining equation of
M satisfies all t-normal form conditions except possibly for X10 = 0.
Hence, as in Remark 3.1., the equations for weight µ have to contain
the one for xum, with some m > 0, and B∗1,0,m has to be nonzero.
Consider the equation for the coefficient of x2k−1y2um−2. From 14 and
15 we obtain
(41)
0 = −k
(
k + 2
2
)
Re fk+2,m−2 +mkIm f2,m−1
+
(
2k + 1
2
)
Im g2k+1,m−2 +m
(
k + 1
2
)
Re gk+1,m−1.
By (16) and (17), we have Regk+1,m−1 = Img2k+1,m−2 = Re fk+2,m−2 =
0. Hence also Im f2,m−1 = 0. Now consider the second equation in
(17), with l = 2. It gives Im g1,m = 0. So by (16), the equation for
xum is B∗1,0,m = 0, which is a contradiction. Thus we proved that the
only transformations preserving the normalization conditions are the
elements of Aut(Tk, 0). 
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8. Linearity of local automorphisms
In this section we consider a general hypersurface of finite type and
prove linearity of local automorphisms in normal coordinates.
We will use also Taylor expansion of F in terms of z, z¯, u,
F (z, z¯, u) =
∑
j,l
Zjl(u)z
j z¯l,
where
Zjl(u) =
∑
m
ajlmu
m,
and consider the complete normal forms obtained in [22]. The following
result in the case e = k
2
was obtained in [23].
Proposition 8.1. Let M be a Levi degenerate hypersurface of finite
type, not equivalent to v = |z|k. Then all local automorphisms expressed
in normal coordinates are linear.
proof: First we consider the case e < k
2
. If MH is different from a tube,
the normal form conditions are
Zj0 = 0, j = 1, 2, . . . ,
Zk−e+j,e = 0, j = 0, 1, . . . ,
Z2k−2e,2e = 0,
(Zk−1, Pz) = 0,
.
where
(Zk−1, Pz) =
k−2∑
j=1
Zj,k−1−j(j + 1)a¯j+1.
The symmetry group of the model acts on normal forms. We will
prove that each element of Aut(MH , p) preserves the normal form,
hence its action on normal forms is direct (no renormalization is needed).
Since every element of Aut(MH , p) is linear, its application clearly pre-
serves the first three conditions. In order to see that the last condition
is also preserved, we write P as
P (z, z¯) =
c∑
j=1
ajLz
jLz¯(c−j)L,
where c = k
L
, and
Zk−1(u) =
∑
j
βj(u)z
k−1z¯k−1−j .
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We have
Pz(z, z¯) =
c∑
j=1
jLajLz
jL−1z¯(c−j)L,
and consider the action of a transformation z∗ = αz, where αL = 1.
We obtain
(Z∗k−1, Pz) =
c∑
j=1
jLajlβjL−1(u)α
jL−1α¯(c−j)L =
= α−1
c∑
j=1
jLajlβjL−1(u)α¯
(c−j)L = (Zk−1, Pz) = 0.
Now let the model be a tube. In this case L = 2 or L = 1, depending
on the parity of k. The normal form from [22] are
Zj0 = 0, j = 1, 2, . . . ,
Zk−1+j,l = 0, j = 0, 1, . . . ,
and
Z2k−2,2 = Re Zk−2,1 = Re Zk,k−1 = 0.
Clearly this normalization is preserved when an element of Aut(Tk, 0)
is applied.
Next consider the third case, e = k
2
. For completeness we repeat
the argument here. Let us consider normal coordinates for M , i.e. F
satisfies
Zj0 = Ze,e+j = 0
for all j = 0, 1, 2, . . . , and
Z2e,2e = Z3e,3e = Z2e,2e−1 = 0.
We separate the first two leading terms in the Taylor expansion of F ,
(42) F (z, z¯, u) = |z|k + P˜ (z, z¯, u) + owt(p),
where P˜ is a nonzero weighted homogeneous real valued polynomial of
weight p > k
(43) P˜ (z, z¯, u) =
∑
j+l+km=p
ajlmz
j z¯lum,
and owt(p) denote terms which are of weight greater then p. We define
the index (j0, l0, m0) to be the smallest one in inverse lexicographic
ordering (the last components are compared first, then the second ones)
for which aj0l0m0 6= 0.
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Let (f, g) be a local automorphism ofM , i.e. a transformation which
preserves F . Its general form is
(44) f(z, w) = δeiθz + owt(1) g(z, w) = δ
kw + owt(k).
The numbers δ, θ and µ = Re gww are the initial data of the automor-
phism. We consider simultaneously M with the automorphism (f, g)
and the model Sk with the automorphism (f˜ , g˜) having the same initial
data as (f, g). We will use (10) to compare the coefficients of (f, g) and
(f˜ , g˜).
In two steps we will show that f and g may be replaced by f˜ and g˜
when considering terms of weight less or equal to p + k in (10). More
precisely,
(45) f(z, w) = f˜(z, w) + owt(p+1), g(z, w) = g˜(z, w) + owt(p+ k).
First, since P˜ has weight p, all equations obtained from (10) for coef-
ficients of monomials up to weight p − 1 are the same as those for Sk
and (f˜ , g˜). Hence f is equal to f˜ modulo owt(p− k) and g˜ equal to g
modulo owt(p − 1). For terms of weight p, P˜ enters (10) only via the
linear part of (f, g), as P˜ (δeiθz, δe−iθ z¯, δku). Since P˜ (and in particular
aj0,l0,m0) has to be preserved, we obtain immediately that δ = 1 and
ei(j0−l0)θ = 1. For terms of weight p+ 1, p+ 2, . . . , p+ k, P˜ enters (10)
only through the initial data Regww, and the coefficients f20, . . . fk0 in
f and g11, . . . gk1 in g. But we already know these coefficients to be the
same as in (f˜ , g˜), namely zero (if k > p − k we use an obvious step
by step argument). Since by the result of [22] a local automorphism is
uniquely determined by its initial data, it follows that f˜ has to agree
with f modulo terms of weight greater than p + 1 and g˜ has to agree
with g modulo terms of weight greater than p + k. This proves the
claim.
Now we consider all terms of weight k+1, . . . , k+p in the transforma-
tion formula (10) . On the right hand side, using g(z, w) = w−µw2+. . .
we have
(46)
Im g(z, u+ iF ) = F − Im µ(u+ i(|z|k + P˜ + owt(p)))
2 + J1+
+ owt(k + p) = F + 2µu|z|
k − 2µuP˜ + J1 + owt(k + p),
where J1 denotes terms of weight ≤ k + p which come only from |z|
k,
in other words terms which appear in the corresponding expansion for
the model and (f˜ , g˜) (we will not need this expression explicitly). On
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the left, we get from the leading term
(47)
|f(z, u+i(|z|k+P˜+owt(p)))|
k = |z−
µ
e
z(u+i(|z|k+P˜+owt(p)))+owt(2k)|
k
which gives
(48) |z|k − 2µIm |z|kP˜ + J2 + owt(p+ k) = |z|
k + J2 + owt(p+ k),
where again J2 denotes all terms of weight ≤ k + p which come only
from |z|k. From the second term in F = F ∗ we get
(49)
P˜ (f, f¯ , Re g) = P˜ (eiθz − eiθ
µ
e
z(u + i|z|k) + owt(k + 1)), ¯,
u− Re µ(u+ i(|z|k + owt(k)))
2 + owt(2k)).
By the same argument as we used before for P˜ , since f20, . . . fk0 and
g11, . . . gk1 vanish, terms of weight greater than p and less or equal to
p+k in F ∗ influence (10) only via the linear part of (f, g). Multiplying
out and taking into account that terms coming only from |z|k have
to eliminate each other, we calculate the coefficients of zj0 z¯l0um0+1 in
(10). We obtain
(50) aj0,l0,m0+1−aj0,l0,m0(
1
e
µ(j0+l0+lm0)) = −2µaj0,l0,m0+aj0,l0,m0+1.
It will hold if and only if
(51) aj0,l0,m0(2µ−
1
e
µ(j0 + l0 + lm0)) = 0,
hence
(52) j0 + l0 + lm0 = k
(recall that e = k
2
). It follows that either µ = 0, or m0 = 1 and
j0 + l0 = e. If m0 = 1 we consider the coefficients of z
j0+kz¯l0+k. From
the formulas above we get
(53) aj0+k,l0+k,0 + µaj0,l0,1 = aj0+k,l0+k,0,
and so µ = 0. Hence there is no automorphism of M with µ 6= 0,
and we proved that every local automorphism in normal coordinates is
linear. 
The following is a refinement of the classification result obtained in
[23]. It allows to determine immediately the size of the discrete (cyclic)
group of local symmetries.
Proposition 8.2. For a given hypersurface exactly one of the following
possibilities occurs.
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(1) Aut(M, p) has real dimension three. This happens if and only
if M is equivalent to v = |z|k.
(2) Aut(M, p) is isomorphic to R+ ⊕Zm. This happens if and only
if M is a model hypersurface with l < k
2
(3) Aut(M, p) is isomorphic to S1. This happens if and only if the
defining equation for M in normal coordinates has form
v = G(|z|2, u).
(4) Aut(M, p) is isomorphic to Zm . This happens if and only if M
is not a model hypersurface and in the normal coordinates m is
the largest index such the defining equation of M can be written
in the form
v = G(|z|2, zm, z¯mu).
proof: Follows immediately from Proposition 8.1, since all local au-
tomorphisms are linear in normal coordinates and act on each term
separately. 
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