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ABSTRACT
The Milky Way ultra-faint dwarf (UFD) galaxies contain some of the oldest, most metal-poor stars in the universe.
We present [Mg/Fe], [Si/Fe], [Ca/Fe], [Ti/Fe], and mean [α/Fe] abundance ratios for 61 individual red giant
branch stars across eight UFDs. This is the largest sample of alpha abundances published to date in galaxies with
absolute magnitudes MV > −8, including the first measurements for Segue 1, Canes Venatici II, Ursa Major I, and
Leo T. Abundances were determined via medium-resolution Keck/DEIMOS spectroscopy and spectral synthesis.
The sample spans the metallicity range −3.4 < [Fe/H] < −1.1. With the possible exception of Segue 1 and Ursa
Major II, the individual UFDs show on average lower [α/Fe] at higher metallicities, consistent with enrichment
from Type Ia supernovae. Thus, even the faintest galaxies have undergone at least a limited level of chemical
self-enrichment. Together with recent photometric studies, this suggests that star formation in the UFDs was not
a single burst, but instead lasted at least as much as the minimum time delay of the onset of Type Ia supernovae
(∼100 Myr) and less than ∼2 Gyr. We further show that the combined population of UFDs has an [α/Fe] abundance
pattern that is inconsistent with a flat, Galactic halo-like alpha abundance trend, and is also qualitatively different
from that of the more luminous CVn I dSph, which does show a hint of a plateau at very low [Fe/H].
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1. INTRODUCTION
Ultra-faint dwarf (UFD) galaxies are the least luminous
(MV > −8) known galaxies in the universe (Willman et al.
2005a, 2005b; Belokurov et al. 2006, 2007; Zucker et al.
2006a, 2006b; Sakamoto & Hasegawa 2006, Walsh et al. 2007;
Irwin et al. 2007). Spectroscopic observations of individual
stars demonstrate that UFD galaxies are dark matter dominated
(Simon & Geha 2007). They obey the metallicity–luminosity
relation found in the brighter, classical spheroidals (dSphs),
and have large internal metallicity spreads greater than 0.5 dex
(Kirby et al. 2008b).
Recent Hubble Space Telescope photometry extending below
the main sequence turn-off demonstrates that at least three
UFDs (Hercules, Ursa Major I, and Leo IV) are composed
exclusively of ancient stars ∼13 Gyr old (Brown et al. 2012).
These data further suggest that the star formation lasted for
less than ∼2 Gyr. In spite of this small age spread, the large
metallicity spread in UFDs is indicative of a complex formation
history. Metallicity spreads can arise in different ways. Star
formation in a UFD may proceed continuously or in bursts
within a single halo, on average increasing its metallicity
over time (e.g., Lanfranchi & Matteucci 2004; Revaz et al.
2009). Inhomogeneous gas mixing can also lead to a wide
range of stellar metallicities within a single satellite (e.g.,
Argast et al. 2000; Oey 2000). Finally, the merger of multiple
progenitors with different mean metallicities may also produce
a wide metallicity spread, as seen in recent simulations of more
massive satellites (Wise et al. 2012). Determining more detailed
abundances of stars in the UFDs will provide insight into the
history of star formation at these very early epochs.
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The [α/Fe]5 abundance ratios, including [Mg/Fe], [Si/Fe],
[Ca/Fe], and [Ti/Fe], provide important constraints on the
chemical evolution history of a stellar population. In the most
metal-poor stars, the interstellar medium (ISM) is polluted by
the products of massive stellar evolution and core-collapse
Type II supernovae (SNe). The chemical yields from these
explosions (Woosley & Weaver 1995; Nomoto et al. 2006)
result in super-solar [α/Fe] values. These yields may depend
on the mass, metallicity, and explosion energy of the supernova.
Hence, individual Type II SNe may leave a unique signature
in the observed abundance patterns, provided that (1) the gas
did not have sufficient time to mix prior to the formation of
the next generation of stars, or (2) the number of SNe was
small, leading to stochastic sampling of the stellar initial mass
function (IMF). This would lead to intrinsic scatter in the [α/
Fe] ratios and/or abnormal abundance ratios. Given their low
average metallicities, the UFDs are one of the best places to
search for the signature of chemical enrichment from metal-
free Population III stars (Frebel & Bromm 2012).
Type Ia SNe put out negligible amounts of alpha-elements in
contrast to iron-peak elements resulting in lower [α/Fe] with
rising [Fe/H]. Due to the time delay in the onset of Type Ia
SNe, the low [α/Fe] signature is indicative of star formation
lasting longer than the minimum time delay, tmin,Ia ∼ 100 Myr
(Totani et al. 2008; Maoz et al. 2012). The [Fe/H] at which
[α/Fe] starts to decrease helps constrain the efficiency of star
formation (Pagel 2009 and references therein). It thus provides
a means to distinguish stellar populations with different origins.
Spectroscopic studies of classical dSphs (e.g., Shetrone et al.
2001; Venn et al. 2004; Kirby et al. 2011) reported significantly
lower [α/Fe] in comparison to the observable Milky Way halo
5 We reserve the use of unsubscripted [α/Fe] to refer to alpha abundance
ratios in general; individual alpha elements are introduced where appropriate.
For any elements A and B, we use the standard notation [A/B] ≡
log10(NA/NA,) − log10(NB/NB,).
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at [Fe/H]  −2.5. This result has been used to show that
the classical dSphs had a different chemical evolution than the
progenitor(s) of the bulk of the inner Milky Way halo, which
were likely more massive dwarf systems (Robertson et al. 2005).
In contrast to the inner halo pattern, Nissen & Schuster (2010)
have reported a population of nearby, low [α/Fe] stars consistent
with outer halo membership based on their kinematics, thus
providing some indication that accreted systems with low
[α/Fe] abundance ratios were important contributors to the
outer halo.
Our knowledge of the distribution of chemical abundances in
UFDs, their chemical evolution, and their similarity/difference
with the halo stars, is still limited. High-resolution (R  20,000)
abundance studies have begun to address these issues in the
UFDs by targeting the brightest red giant branch (RGB) stars
for abundance analysis. These include studies of Ursa Major II
and Coma Berenices (Frebel et al. 2010, 3 stars in each galaxy),
Segue 1 (Norris et al. 2010a, 1 star), Leo IV (Simon et al. 2010,
1 star), Boo¨tes I (Feltzing et al. 2009; 7 stars; Norris et al.
2010c, 1 star; Gilmore et al. 2013, 7 stars), and Hercules (Koch
et al. 2008, 2 stars; Ade´n et al. 2011, 11 stars). These studies
have primarily targeted the [Fe/H] < −2.0 regime. Ade´n et al.
(2011) reported decreasing [Ca/Fe] with [Fe/H] in a sample
of nine stars in Hercules with [Fe/H] < −2.0. In contrast,
Frebel et al. (2010) found similar [α/Fe] abundance patterns at
[Fe/H] < −2.5 between the Coma Berenices and Ursa Major II
UFDs, and the (flat) [α/Fe]−[Fe/H] pattern in the inner Milky
Way halo. Thus, the role of the UFDs in building even the most
metal-poor end of the inner halo is still unclear.
High-resolution abundance studies of UFDs are currently
limited to relatively bright stars with apparent magnitude V 
19. Coupled with the sparseness of the RGBs in UFD systems,
high-resolution abundance studies using 8–10 m class telescopes
remain impractical for large samples. For example, the faintest
star in a UFD studied to date at high-resolution is the brightest
known RGB star in Leo IV with an apparent magnitude of
V ∼ 19.2 (Simon et al. 2010). In order to build statistically
meaningful samples of abundance measurements, we turned to
medium-resolution spectroscopy.
Medium-resolution studies (R ∼ 2000–10,000) have recently
begun to play a major role in obtaining precise abundances
for larger stellar samples in both classical dSphs and UFDs.
While lower spectral resolution reduces the number of chemical
species available for study, medium-resolution spectroscopy
has been used to successfully measure both iron (Allende
Prieto et al. 2006; Lee et al. 2008; Kirby et al. 2008a) and
alpha-element abundances (Kirby et al. 2009; Lee et al. 2011).
Kirby et al. (2010) presented homogeneous Keck/DEIMOS
medium-resolution abundances for thousands of stars in eight
of the classical dSphs, showing that these systems may share
a common trend of rising [α/Fe] with decreasing [Fe/H]
down to [Fe/H] ∼ −2.5. Lai et al. (2011) reported halo-like
[α/Fe] ratios in Bo¨otes I spanning −3.8  [Fe/H]  −1.5, and
Norris et al. (2010b) presented [C/Fe] for 16 stars in Bo¨otes
I and 3 stars in Segue 1, showing a wide range of carbon
enhancements.
In this paper, we present the first homogeneous abundances
for [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe] for 61 stars in eight
of the UFDs: Segue 1 (Seg 1), Coma Berenices (Com Ber),
Ursa Major II (UMa II), Ursa Major I (UMa I), Canes Venatici
II (CVn II), Leo IV, and Hercules (Herc). Our observations
and abundance measurement technique are summarized in
Sections 2–3. We present our abundance results in Sections 4–5
and discuss their implications in Section 6.
2. OBSERVATIONS AND SAMPLE SELECTION
We determine spectroscopic abundances for the sample of
UFD stars first presented by Simon & Geha (2007, hereafter
SG07), Geha et al. (2009), and Simon et al. (2011, hereafter
S11). The sample was observed with the Keck/DEIMOS
spectrograph (Faber et al. 2003) using the 1200 line mm−1
grating, which provided wavelength coverage between 6300
and 9100 Å with a resolution of ∼1.3 Å FWHM. Spectra
were reduced using a modified version of the spec2d software
pipeline (version 1.1.4) developed by the DEEP2 team (Newman
et al. 2012; Cooper et al. 2012) optimized for stellar spectra
(SG07). The final one-dimensional spectra include the random
uncertainties per pixel. Radial velocities are measured by cross-
correlating the science spectra with stellar templates, and are
used in this work to shift the science spectra to the rest frame.
We analyze only stars identified as UFD members by SG07
and S11. These authors selected members on the basis of
(1) position in color–magnitude space relative to an M92
isochrone shifted to the UFD distance; (2) radial velocity within
∼3σ of the systemic UFD velocity; (3) Na i λλ8183, 8195
equivalent width 1 Å, and (4) a loose cut based on a Ca ii
infrared triplet (CaT) estimate of the stellar metallicity. The
Na i criterion prevents contamination by disk dwarfs that share
similar radial velocities and magnitudes as the UFD RGB stars.
We refer the reader to SG07 for a detailed explanation of the
data reduction and membership selection for each UFD.
3. ABUNDANCE ANALYSIS
The metallicities6 of stars in our sample have been pre-
viously presented in Kirby et al. (2008b) and Simon et al.
(2011). Here, we measure for the first time [Mg/Fe], [Si/Fe],
[Ca/Fe], [Ti/Fe], and an overall [α/Fe] abundance ratio using
the spectral matching technique described in Kirby et al. (2010),
with an expanded error analysis accounting for asymmetric un-
certainties in the abundance ratios.
3.1. Spectral Grid and Element Masks
Our technique consists of a pixel-by-pixel matching between
each stellar spectrum and a finely-spaced grid of synthetic spec-
tra optimized for our spectral wavelength range. To measure
stellar parameters, we rely on the synthetic spectral grid syn-
thesized by Kirby (2011) from plane-parallel ATLAS9 stellar
atmospheres using the LTE abundance code MOOG (Sneden
1973). In addition, we make use of an unpublished extension
to the grid to measure individual alpha abundance ratios, as
described in Section 3.4.
The primary synthetic spectral grid has four dimensions: Teff ,
log g, [Fe/H], and [α/Fe]atm. The quantity [α/Fe]atm is defined
as the [α/Fe] abundance ratio of O, Ne, Mg, Si, S, Ar, Ca, and
Ti used to synthesize each spectrum. The grid spans 3500 K 
Teff  8000 K, 0.0  log g  5.0, −5.0  [Fe/H]  0.0, and
−0.8  [α/Fe]atm  +1.2. Our sample is comprised of RGB
stars (log g < 3.6), making this grid sufficient for our analysis.
The microturbulent velocity, ξ , used for each synthesis was
determined using an empirical ξ– log g relation valid for RGB
stars, derived from high-resolution spectroscopic measurements
(Kirby et al. 2009, Equation (2)).
We perform our analysis using only spectral regions with
Fe, Mg, Si, Ca, or Ti features to maximize sensitivity to
each element. The mask of usable spectral regions for a
6 Throughout this paper, we use metallicity and [Fe/H] interchangeably.
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given element X is constructed by synthesizing three spectra
with [X/H] = [−1.8,−1.5,−1.2], while all other abundances
remained fixed at [X/H] = −1.5. The mask is comprised of
those wavelength segments where a 0.3 dex difference in [X/H]
changes the normalized flux by 0.5%. To incorporate regions
sensitive at a wide range of Teff , the procedure was repeated
at 1000 K intervals between 4000 K and 8000 K, and the
resulting masks joined. The Mg, Si, Ca, and Ti element masks
do not share wavelength segments in common, allowing us to
measure individual abundances in Section 3.4. The combined
alpha mask is defined as the union of the Mg, Si, Ca, and
Ti masks. We remove from the element masks spectral lines
that are not modeled accurately by the LTE synthesis code, as
determined by Kirby et al. (2008a) and listed in their Table 2.
These include the Ca ii triplet and the Mg i λ8807 feature. The
Fe, Mg, Si, Ca, and Ti masks have roughly 222, 10, 20, 14, and 52
good segments each (i.e., not overlapping with telluric regions
or with badly modeled spectral lines), where each segment
corresponds to a spectral feature. The combined spectral widths
of the wavelength segments for each element are ∼500, 16, 20,
14, and 52 Å, respectively.7
3.2. χ2 Pixel-by-pixel Matching
To perform the pixel fitting, we degrade the synthetic models
to the DEIMOS spectral resolution. We account for a small
quadratic dependence of the spectral FWHM on wavelength by
fitting to unblended sky lines. We then convolve the synthetic
spectra with this variable FWHM Gaussian kernel. For each
star, we determine log g by fitting the Sloan Digital Sky Survey
photometry to a grid of Yale-Yonsei isochrones, as detailed
in Kirby et al. (2010). The alternate spectroscopic approach,
based on obtaining ionization equilibrium between Fe i and Fe ii
abundances8, is not applicable to our data due to the dearth of
absorption lines from ionized species in our red spectra. We
normalize the flux-calibrated spectrum using a low order spline
fit to wavelength regions not sensitive to any of Fe, Mg, Si,
Ca, or Ti. The normalization is later refined during the fitting
process.
The best-fit parameters (Teff , [Fe/H], and [α/Fe]atm) and
individual abundance ratios ([αj/Fe], where αj = Mg, Si,
Ca, and Ti in this work) are determined by minimizing the
χ2 statistic between the rest-frame science spectrum and the
convolved model grid in a multi-step process described by Kirby
et al. (2010). We briefly describe the fitting procedure for the
various stellar parameters and abundance ratios, highlighting
the modifications implemented for this paper. In particular, we
have updated our uncertainty analysis to provide more accurate
asymmetric [α/Fe]atm and [αj/Fe] uncertainties. Throughout,
we maintain the order of steps described in detail by Kirby et al.
(2010).
3.3. Teff and [Fe/H]
We fit Teff and [Fe/H] simultaneously using the Fe mask.
Due to the wavelength overlap between the Fe and combined
alpha masks, we do not fit [Fe/H] and [α/Fe]atm simultaneously.
In order to optimize the fitting process in the two-dimensional
Teff−[Fe/H] parameter space, we perform the χ2 minimization
7 The number of segments will vary slightly from star to star due to slightly
varying wavelength coverage and the presence of bad pixels and other
imperfections in each spectrum.
8 More generally, any element with two measurable species, e.g., Ti i−Ti ii;
however, Fe contains the most signal by far.
using the code mpfit (Markwardt 2009), which is an IDL
implementation of the Levenberg–Marquardt χ2 algorithm.
We determine the random uncertainty in [Fe/H], σ[Fe/H],ran,
by using the covariant error matrix of Teff and [Fe/H] calculated
by mpfit. Due to the non-zero cross-terms, σ[Fe/H],ran is larger
than if the [Fe/H] uncertainty was calculated by varying [Fe/H]
alone. The total uncertainty in [Fe/H], σ[Fe/H], is equal to the
addition in quadrature of σ[Fe/H],ran to a systematic uncertainty
component σ[Fe/H],sys. Kirby et al. (2010) estimated σ[Fe/H],sys by
calculating the residual difference between DEIMOS and high-
resolution abundances of globular cluster stars, after accounting
for the random uncertainty in both sets of measurements added
in quadrature. In order to check the reliability of the mpfit-
derived uncertainties, we calculate χ2 around the best-fit Teff
and [Fe/H]. We find that χ2 contours for Teff and [Fe/H] are
symmetric about the minimum χ2 value for σ[Fe/H]  0.4,
justifying our use of the symmetric mpfit random uncertainties.
Henceforth, we only include stars with σ[Fe/H]  0.4.
3.4. [α/Fe]atm and [αj/Fe] Abundance Ratios
We calculate [α/Fe]atm while fixing Teff and [Fe/H] to
the best-fit values, using the combined alpha mask defined
in Section 3.1. We compute χ2 contours for [α/Fe]atm by
measuring the sum of the pixel-to-pixel variation between the
stellar spectrum and the primary spectral grid. We measure the
best-fit [α/Fe]atm value by finding the value corresponding to
the minimum in the χ2 contour. The measurement of best-fit
[α/Fe]atm is analogous to that of Kirby et al., who performed
this optimization using mpfit. After all stellar parameters (Teff ,
[Fe/H], and [α/Fe]atm) have converged to their best-fit values,
we fit for the individual alpha abundances while keeping all
stellar parameters fixed.
To measure individual [αj/Fe] abundance ratios, we compare
each spectrum to a supplementary spectral grid that samples
values of [αj/Fe] from −0.8 to +1.2 dex, while keeping all
other abundances and stellar parameters fixed. The grid was
synthesized only for spectral regions included within each
[αj/Fe] mask. We compute χ2 contours for each [αj/Fe] by
measuring the pixel-to-pixel variation between each spectrum
and the supplementary spectral grid, instead of the primary grid.
In contrast to [Fe/H], we find that a significant number of
[α/Fe]atm and [αj/Fe] contours are asymmetric about χ2min. We
therefore estimate the random uncertainties by finding the two
abundance values corresponding to χ2min + 1 without assuming
symmetry. We refer to the positive and negative difference
between these values and the best-fit abundance ratio, [α/Fe] as
σ +[α/Fe] and σ
−
[α/Fe], respectively, where [α/Fe] stands for any of
[α/Fe]atm or [αj/Fe].
We also account for non-random errors due to, e.g., uncertain-
ties in the other stellar parameters, by introducing a systematic
error floor different for each abundance ratio, σ[α/Fe] sys, mea-
sured by Kirby et al. (2010) in the same way as σ[Fe/H],sys
(Section 3.3). The systematic uncertainties for [α/Fe]atm
[Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe] are 0.08, 0.11, 0.18,
0.09, and 0.10 dex, respectively. We calculate the total uncer-
tainty by adding σ[α/Fe] sys to the σ +[α/Fe] ran and σ +[α/Fe] ran ran-
dom components in quadrature. We note that σ[α/Fe] sys only
contributes significantly to the error budget when the random
uncertainty is 0.1 dex.
All abundances are referenced to the Asplund et al. (2009)
solar abundance scale. The offsets between the abundance scale
used by Kirby et al. (2008b, 2010) and this work are minimal:
+0.02, −0.04, +0.02, +0.00, +0.02 dex for [Fe/H], [Mg/Fe],
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Figure 1. Left: we plot the uncertainty in [Fe/H] and [α/Fe]atm as a function of [Fe/H] for stars with S/N > 20 Å−1 and 10 Å−1 < S/N < 20 Å−1. In the case of
[α/Fe]atm, we have averaged the σ + and σ− components for each measurement. The colors and plot symbols denote uncertainties in [Fe/H] or [α/Fe]atm for different
ranges of S/N. At a fixed S/N (Å−1), [α/Fe]atm uncertainties increase toward lower [Fe/H] due to progressively weaker features, whereas such a trend is not visible
for [Fe/H], at least for those stars with σ[Fe/H] < 0.4. The plot shows a minimum at σ ∼ 0.1 due to the element-dependent systematic uncertainty σsys added in
quadrature to each random uncertainty. Right: we show the asymmetry between uncertainties σ +[α/Fe]atm and σ
−
[α/Fe]atm for the same data, defined as σ
+ − σ−, plotted
as a function of the mean uncertainty (average of σ + and σ−). The negative component σ− is generally equal or larger than σ +. A similar trend is present for the
individual [αj/Fe] measurements.
(A color version of this figure is available in the online journal.)
[Si/Fe], [Ca/Fe], and [Ti/Fe], respectively, in the sense of this
work minus Kirby et al. There is no difference in the mean
[α/Fe]atm between the old and new abundance scales.
We show the uncertainty in [Fe/H] and [α/Fe]atm for all
UFD stars in the left panel of Figure 1. At a fixed S/N, the
uncertainty increases toward lower [Fe/H] due to progressively
weaker spectral features. The right panel shows the associated
asymmetry in the [α/Fe]atm uncertainty as a function of its av-
erage value. We find that σ−[α/Fe]atm is preferentially larger than
σ +[α/Fe]atm , with a similar effect present for each [αj/Fe] (not
shown in the figure). In our analysis, we include only abun-
dances with σ[Fe/H]  0.4 and σ +[α/Fe]atm  0.4 dex (σ +[αj/Fe] 
0.4 dex.) The final sample includes 61, 10, 34, 45, and 36 mea-
surements of [α/Fe]atm, [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe],
respectively.
In addition to the individual [αj/Fe], we report an overall
alpha abundance ratio, which we denote as [α/Fe]avg. There
is no homogeneous definition of [α/Fe]avg in the literature.
Different authors use different combinations of [αj/Fe] to
estimate [α/Fe]avg. We choose [α/Fe]atm as our initial estimate
of [α/Fe]avg because it was measured using the combined alpha
mask, and thus is sensitive to Mg, Si, Ca, and Ti. [α/Fe]atm has
the added advantage of being measurable even when individual
[αj/Fe] are not, because it is measured from the combined signal
of four elements.
In Figure 2, we compare [α/Fe]atm against the weighted mean
of [αj/Fe] for the nine stars with measurements for all elements.
The comparison shows that [α/Fe]atm is offset relative to the
weighted mean by −0.063 ± 0.010 dex. We attribute this off-
set to the influence of the [Mg/Fe] measurements, which are
systematically higher than [α/Fe]atm for all stars in this sub-
sample. While the mean assigns equal weight to each ele-
ment when the uncertainties are comparable, the measurement
of [α/Fe]atm is less affected by the Mg abundance due to the rel-
atively small number of Mg lines in the DEIMOS spectrum. We
adjust the definition of [α/Fe]avg to be [α/Fe]atm + 0.063 dex
Figure 2. We plot [α/Fe]atm against [α/Fe]avg the mean of [Mg/Fe], [Si/Fe],
[Ca/Fe], and [Ti/Fe] for the nine stars with measurements available for all
elements. The dashed (red) line is the y = x line. The small offset between
the data and the red line suggests a small difference between [α/Fe]atm and
[α/Fe]avg. The mean vertical offset is +0.063 dex. The dot-dash (blue) line
shows the improved agreement obtained after adding the offset to [α/Fe]atm.
We thus define [α/Fe]avg as [α/Fe]atm +0.63, and apply this correction to all
stars in our sample.
(A color version of this figure is available in the online journal.)
in order to account for the systematic discrepancy described
above.
We note that although use of an [α/Fe]avg blurs nuanced dif-
ferences that may be present between the different elements, it is
a useful quantity because of the closely related nucleosynthetic
origin of these elements. We report [α/Fe]avg measurements
for 61 stars (equal to the number of [α/Fe]atm measurements),
including seven stars for which no individual [αj/Fe] were de-
tected due to a lack of signal. Table 1 summarizes basic prop-
erties for each UFD, the number of stars with available [α/Fe]
4
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Figure 3. Left: we compare our DEIMOS [Fe/H] measurements against published high-resolution (HRS) measurements in Com Ber, UMa II (Frebel et al. 2010),
Leo IV (Simon et al. 2010), and Herc (Ade´n et al. 2011). We add to the comparison halo and classical dSphs stars presented in Kirby et al. (2010). Right: comparison
of [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe] abundance ratios for the same sample. The [αj/Fe] abundance uncertainties for the UFD stars were measured as described
in Section 3.4. All measurements have been transformed to the Asplund et al. (2009) abundance scale. The dotted lines indicate a difference of +0.4 and −0.4 from
equality, comparable to our largest allowed uncertainty. Both panels show good agreement between DEIMOS and HRS measurements (see Section 3.4).
(A color version of this figure is available in the online journal.)
Table 1
UFD Basic Data
UFD Rhelioa Vradb σVb MV c NMg NSi NCa NTi N[α/Fe]avg 〈[Fe/H]〉d
(kpc) (km s−1) (km s−1)
Segue 1 23 208 ± 0.9 3.7 ± 1.4 −1.5 3 4 5 4 5 −2.03 ± 0.06
Coma Berenices 44 98 ± 0.9 4.6 ± 0.8 −4.1 1 5 7 4 9 −2.53 ± 0.06
Ursa Major II 32 −116 ± 1.9 6.7 ± 1.4 −4.2 2 5 4 4 6 −2.15 ± 0.06
Canes Venatici II 151 −128 ± 1.2 4.6 ± 1.0 −4.9 1 2 4 5 8 −2.18 ± 0.06
Leo IV 158 132 ± 1.4 3.3 ± 1.7 −5.0 0 4 2 4 4 −2.89 ± 0.11
Ursa Major I 106 −55 ± 1.4 7.6 ± 1.0 −5.5 2 7 9 8 11 −2.04 ± 0.05
Hercules 138 45 ± 1.1 5.1 ± 0.9 −6.6 1 5 13 3 13 −2.42 ± 0.05
Leo T 417 38 ± 2.0 7.5 ± 1.6 −7.1 0 2 1 4 5 −1.94 ± 0.08
Notes.
a Rhelio from Martin et al. (2008b); see references therein for each UFD.
b Vrad and σV taken from Simon & Geha (2007) except for Segue1, taken from Simon et al. (2011).
c MV from Martin et al. (2008b) except for Leo T, taken from Irwin et al. (2007).
d 〈[Fe/H]〉 is the mean metallicity for each UFD using only the stars with good [α/Fe]avg measurements (see Section 3.4.)
measurements, and the weighed average metallicity for each
UFD using only these stars.
3.5. Comparison with High-resolution Studies
To validate our technique, we compare our results against
high-resolution (HRS) abundances for overlapping stars in Com
Ber, UMa II (Frebel et al. 2010), Leo IV (Simon et al. 2010),
and Herc (Ade´n et al. 2011). Figure 3 shows the results of this
comparison for [Fe/H] (left panel) and the individual [αj/Fe]
abundance ratios (right panel), where all abundances have been
placed in the Asplund et al. (2009) abundance scale. Due to the
small number of matching stars, we add to the comparison a set
of halo stars with DEIMOS and high-resolution measurements
analyzed by Kirby et al. (2010) using the same technique. We
note that our modification to Kirby et al.’s (2010) approach lies
in the determination of abundance uncertainties, and hence does
not affect the comparison in Figure 3.
We find good agreement between [Fe/H] in both samples,
with a mean difference of −0.035 ± 0.022 dex in the sense
of HRS–DEIMOS, where the uncertainty is the standard error
of the mean. The individual abundance ratios do not show
any systematic offsets. The mean differences for [Mg/Fe],
[Si/Fe], [Ca/Fe], and [Ti/Fe] are +0.018 ± 0.035, −0.005 ±
0.057, −0.004 ± 0.029, and 0.022 ± 0.033 dex, respectively,
demonstrating that we obtain accurate abundances over our
entire range of values.
4. ABUNDANCE RESULTS I: INDIVIDUAL UFDs
The alpha abundances reflect the enrichment from SNe,
and thus help constrain the underlying star formation history
of a galaxy. In this section, we highlight the most salient
qualitative trends for each UFD. We present the abundance
measurements for all eight UFDs in Table 2. Figure 4 shows the
[α/Fe]avg−[Fe/H] trends for each UFD in our sample, in order
of increasing luminosity. The stars in each of our UFDs spans
a range in metallicity greater than 1 dex. We discuss the
implications of these trends in Section 6.1.
Segue 1. Seg 1 is the faintest and nearest UFD known to date.
We measure [α/Fe] abundances for the five stars for which
S11 reports metallicities (excluding the star with only an upper
metallicity limit, [Fe/H] < −3.4). In spite of its low luminosity,
the spread in metallicity is remarkably large, spanning 2 dex
from our five stars alone. The [α/Fe]avg abundance ratios do
not show any noticeable decrease with [Fe/H] and are roughly
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Figure 4. [α/Fe]avg as a function of [Fe/H] for each UFD in our sample, ordered by increasing galaxy luminosity. The bottom-right panel shows the combined UFD
sample, also seen in Figure 5. Each UFD is assigned a different color. We use the same color scheme throughout the paper. Five of the UFDs have ancient stellar
populations and show an overall decrease in [α/Fe]avg with increasing [Fe/H]. We discuss their evolution in Section 6.1.1. We use filled squares for stars in these
galaxies and empty squares for the others. The presence of low [α/Fe]avg stars at higher [Fe/H] strongly suggests that Type Ia SNe chemically enriched the ISM of
these UFDs. Due to the time delay for Type Ia SNe after the onset of star formation, tmin,Ia, our data suggests that most UFDs underwent at least a limited time period
of extended chemical evolution, no shorter than tmin,Ia ∼ 100 Myr.
(A color version of this figure is available in the online journal.)
Table 2
Abundance Results
UFD R.A. Decl. [Fe/H] [α/Fe]avg [Mg/Fe] [Si/Fe] [Ca/Fe] [Ti/Fe]
(J2000) (J2000)
Seg 1 10 : 06 : 52.33 +16 : 02 : 35.8 −3.42 ± 0.28 +0.70+0.29−0.74 +0.76+0.29−0.53
Seg 1 10 : 07 : 10.08 +16 : 06 : 23.9 −1.61 ± 0.12 +0.62+0.09−0.09 +0.70+0.12−0.14 +0.68+0.12−0.14 +0.58+0.13−0.13 +0.39+0.11−0.13
Seg 1 10 : 07 : 14.58 +16 : 01 : 54.5 −1.59 ± 0.12 +0.42+0.09−0.09 +0.43+0.14−0.14 +0.52+0.12−0.11 +0.33+0.14−0.17 +0.25+0.12−0.13
Seg 1 10 : 07 : 42.71 +16 : 01 : 06.9 −2.43 ± 0.13 +0.78+0.10−0.10 +0.87+0.20−0.31 +0.99+0.14−0.13 +0.59+0.14−0.14 +0.71+0.15−0.19
Seg 1 10 : 07 : 02.46 +15 : 50 : 55.2 −2.32 ± 0.15 +0.64+0.12−0.13 +0.74+0.17−0.25 +0.66+0.19−0.19 +0.58+0.20−0.29
Com Ber 12 : 26 : 29.01 +24 : 04 : 03.8 −2.52 ± 0.29 +0.89+0.26−0.40
Com Ber 12 : 26 : 45.14 +23 : 50 : 44.7 −2.92 ± 0.22 +0.67+0.23−0.30 +1.07+0.24−0.33 +0.26+0.34−0.71 +0.76+0.31−0.69
Com Ber 12 : 26 : 55.46 +23 : 56 : 09.8 −2.70 ± 0.12 +0.86+0.09−0.09 +0.97+0.17−0.18 +1.20+0.11−0.12 +0.68+0.14−0.14 +0.57+0.13−0.11
· · · · · · · · · · · · · · · · · · · · ·
(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
constant at ∼ +0.6 dex; a similar trend is seen in [Ca/Fe]. The
two stars at [Fe/H] ∼ −1.6 have slightly lower [Si/Fe] and
[Ti/Fe] abundances than the two stars at [Fe/H] ∼ −2.4 (only
by ∼0.15). In summary, Seg 1 shows enhanced abundance ratios
even up to [Fe/H] ∼ −1.6, suggestive of a lack of pollution by
Type Ia SNe. The only published [α/Fe] abundance ratios in
Seg 1 are those of Norris et al. (2010b). Using high-resolution,
they report [Mg/Fe] = +0.94, [Si/Fe] = +0.80, [Ca/Fe] =
+0.84, and [Ti ii/Fe] = +0.65 for a [Fe/H] = −3.52 CEMP-no9
star (not in our sample). Their measurement agrees with the
9 CEMP-no: Carbon-enhanced, metal-poor star without heavy neutron
element enhancements, see summary of CEMP nomenclature in Norris et al.
(2013).
abundances measured in our most metal-poor star, which has a
comparable metallicity.10
Coma Berenices. Although there is no published constraint
on its age spread, Com Ber’s color–magnitude diagram (CMD)
appears consistent with a very old age, with no intermediate
age stars (Figure 3 of Mun˜oz et al. 2010). Com Ber shows
high [α/Fe]avg, greater than +0.4, at lower [Fe/H] and lower
[α/Fe]avg by ∼0.4 dex for the two highest [Fe/H] stars. [Si/Fe]
and [Ca/Fe] also appear higher toward lower [Fe/H]. We do
10 We cannot comment on the CEMP classification of our star, but note that a
significant fraction of metal-poor stars are carbon-enhanced (Norris et al.
2013). Thus, we caution the reader that this abundance comparison may only
be fully warranted if our star is also a CEMP-no object.
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not detect any clear trend in [Ti/Fe], and there is insufficient
data for [Mg/Fe]. Using high-resolution spectroscopy, Frebel
et al. (2010) also reported enhanced alpha abundances at
[Fe/H] < −2.5, whereas their most metal-rich star shows
systematic lower [α/Fe] abundance ratios by ∼0.4 dex. Their
results show broad agreement with ours.
Ursa Major II. As for Com Ber, the CMD of UMa II is
suggestive of a very old stellar population with no interme-
diate age stars (Mun˜oz et al. 2010). In contrast to Com Ber,
UMa II shows signs of tidal stripping, suggesting that it may
have originally been a more luminous satellite. All of our
[α/Fe]avg measurements cluster at [α/Fe]avg∼ +0.4, spanning a
large range of metallicities up to [Fe/H] ∼ −1.1. The three
most metal-poor stars are overabundant in [Si/Fe] by ∼0.3
relative to the rest of the sample. Except for [Si/Fe], other
abundance ratios appear to have flat abundance patterns. Frebel
et al.’s (2010) measurements of three stars are in agreement with
our result. They show roughly constant abundance ratios for
[Mg/Fe], [Ca/Fe], and [Ti/Fe] for their three stars, all with
[Fe/H] < −2.3. We measure [Si/Ca] = +1.17 ± 0.37 for
a single star, which was also studied by Frebel et al. (2010;
their UMa−S2). They only measure an upper limit on [Si/Fe],
[Si/Fe] < +1.46. In combination with their [Ca/Fe] measure-
ment, their upper limit for [Si/Ca] is +1.08, in agreement with
our measurement. We defer the discussion of anomalous abun-
dance ratios to Section 5.3.
Canes Venatici II. The next five UFDs are at considerably
larger distances than the previous three (see Table 1). Ground-
based photometry suggests that CVn II is composed exclusively
of an old (>10 Gy) stellar population (Sand et al. 2012; Okamoto
et al. 2012). We present for the first time [α/Fe] abundance ratios
for this galaxy. At [Fe/H] < −2, we find both high and low
[α/Fe]avg abundance ratios, hinting at some intrinsic scatter. On
average, [α/Fe]avg is higher at lower [Fe/H]. The distribution of
[Ca/Fe] and [Ti/Fe] abundance ratios tentatively supports the
presence of significant scatter at low [Fe/H].
Leo IV. Brown et al. (2012) have recently constrained the
spread of ages of the stellar population to less than ∼2 Gyr. We
have measured [α/Fe]avg for four stars, which are consistent
with either a shallow increase in [α/Fe]avg with decreasing
[Fe/H], or a constant enhancement of ∼0.3 dex. [Si/Fe] shows
some evidence for slightly higher abundance ratios, >0.5 dex,
but again no trend with [Fe/H] can be discerned. [Ti/Fe] is
likewise relatively high. [Ca/Fe], measured in only two stars, is
comparable to [α/Fe]avg. We note that the larger uncertainties
in all abundance ratios (relative to other UFDs) are due to the
low S/N of the DEIMOS spectra for this satellite. In agreement
with our result, Simon et al. (2010) report enhanced [α/Fe]
abundance ratios for the brightest RGB, Leo IV S1. This star
is also included in our sample; a comparison of the abundance
ratios can be seen in Figure 3.
Ursa Major I. Brown et al. (2012) have shown that the stellar
population is ancient, and constrained the spread in ages to
less than ∼2 Gyr. We present the first [α/Fe] abundance ratios
measured in UMa I. The [α/Fe]avg abundance pattern for UMa I
shows on average increasing [α/Fe]avg abundance ratios toward
lower [Fe/H], with the possible exception of [Ca/Fe]. There is
a hint of increased intrinsic scatter in [α/Fe]avg and [Ca/Fe] at
low [Fe/H], indicating that this galaxy might have experienced
inhomogeneous chemical enrichment.
Hercules. Brown et al. (2012) have constrained the age
and age spread in star formation to be similar to that in Leo
IV and UMa I. We present measurements of [α/Fe]avg for
13 stars, currently the largest published sample of [α/Fe] for
this UFD. One of our stars has [Mg/Ca] = +0.72 ± 0.21.
We discuss its abundance pattern further in Section 5.3. Herc
shows a clear trend for rising [α/Fe]avg, [Si/Fe], and [Ca/Fe]
toward lower [Fe/H], with little scatter, reaching [α/Fe]avg
∼ +0.5 at the lowest [Fe/H]. The [α/Fe]avg enhancement seems
systematically lower at fixed [Fe/H] than in Seg 1 and Com
Ber. The data is insufficient to suggest any pattern in the case
of [Mg/Fe] and [Ti/Fe]. Recently, Ade´n et al. (2011) reported
high-resolution [Ca/Fe] abundance ratios for 10 RGB stars in
Hercules (eight overlap with our sample), with [Ca/Fe] varying
from ∼ +0.3 at [Fe/H] ∼ −3.1 to [Ca/Fe] ∼ −0.5 at [Fe/H]
∼ −2, concluding that Herc experienced very inefficient star
formation. Our measurements confirm the trend of decreasing
[Ca/Fe] with rising [Fe/H].
Leo T. Leo T (Irwin et al. 2007) is the only UFD with evidence
for recent star formation (e.g., Weisz et al. 2012; Clementini
et al. 2012). It also has a large amount of H i gas (Ryan-Weber
et al. 2008). These two properties distinguish it from all the
other UFDs in this study. We have measured [α/Fe]avg for five
stars, four of which cluster around [Fe/H] ∼ −2. and have a
range of [α/Fe]avg from ∼−0.1 to ∼ +0.7. The only element
with >2 measurements is [Ti/Fe], which was measured for the
four stars at [Fe/H] ∼ −2. All [Ti/Fe] measurements cluster
between −0.1 and +0.3 dex. The presence of low [α/Fe] stars
is expected for systems with extended star formation.
In summary, we observe the following trends for the individ-
ual UFDs:
1. All UFDs have on average high [α/Fe] abundance ratios
( +0.3) at [Fe/H] < −2.5. High [α/Fe] abundance ratios
are consistent with chemical enrichment by Type II SNe.
2. Most stars with [Fe/H] > −1.5 (excluding our Seg 1 and
UMa II samples) have relatively low [α/Fe]avg abundance
ratios, [α/Fe]avg< +0.4, suggesting that chemical evolution
lasted at least as long as the minimum time delay for Type
Ia SNe.
3. Seg 1 and UMa II are alpha-enhanced across their entire
metallicity range. They do not show a statistically signifi-
cant decrease in [α/Fe] abundance ratios as a function of
[Fe/H], in contrast to the other UFDs.
4. The degree of alpha enhancement shows some hint of being
different between UFDs, with Com Ber and Seg 1 having
higher [α/Fe] abundance ratios than Herc or UMa II at
[Fe/H] ∼ −3. This could be a reflection of a different mix
of SNe across the various UFDs, stochastic sampling of the
same IMF, and/or inhomogeneous mixing.
5. ABUNDANCE RESULTS II: THE ENSEMBLE OF UFDs
A comparison of chemical abundances can shed light on
the relationship between different stellar populations. It has
been previously shown that the [α/Fe] −[Fe/H] pattern in the
classical dSphs disagrees with the Milky Way inner halo pattern
for [Fe/H]  −2. Building on this difference, simulations by
Robertson et al. (2005) have suggested that the major building
blocks of the inner halo had different star formation history than
the extant classical dwarf galaxies.
Here, we compare the abundance patterns in our UFD
sample against the inner halo, and also against one classi-
cal dSph, CVn I. With MV = −8.6 (Martin et al. 2008b),
CVn I is ∼2 mag brighter than Leo T (the brightest UFD
in our sample) and it is composed primarily of an old
(10 Gy) population (Martin et al. 2008a; Okamoto et al. 2012).
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Figure 5. We compare [α/Fe]avg abundance ratios in the UFDs (left panels: filled/empty colored squares, same color and point scheme as in Figure 4), the Milky Way
inner halo (small gray crosses in both panels), and the CVn I classical dSph (right panels: filled black squares). In the left panels, we ask whether the UFD population
shares a similar abundance pattern as the inner halo. In the right panels, we compare CVn I and the inner halo. From top to bottom, we plot the [α/Fe]avg, [Mg/Fe],
[Si/Fe], [Ca/Fe], and [Ti/Fe] abundance ratios. For the inner halo, we rely on the metal-poor star abundance compilation by Frebel (2010), with all abundances
referenced to the Asplund et al. (2009) solar abundance scale. For CVn I, we use Kirby et al.’s (2010) CVn I sample, reanalyzed using our updated analysis technique
(Section 3). We qualitatively summarize the results of the statistical comparison described in Section 5. Both the UFDs and CVn I show lower [α/Fe] abundances
than the inner halo at higher [Fe/H]. In addition, CVn I shows a hint of a turnover in [α/Fe] at a metallicity between −2.5 and −2.0, not detected for the UFD sample
(regardless of using the entire UFD sample, or the subsample marked with filled squares). This provides a hint that the (less luminous) UFDs underwent less efficient
star formation than the classical dSphs, based on the non-detection of a turnover at [Fe/H] > −3. Our data highlights that both UFDs and classical dSphs have a
different chemical evolution than the inner halo.
(A color version of this figure is available in the online journal.)
We use the CVn I sample from Kirby et al. (2010), reanalyzed to
reflect our updated uncertainty analysis, which does not assume
symmetric uncertainties (Section 3.4). We include the reana-
lyzed abundance measurements for CVn I (referenced to the
Asplund et al. 2009 solar abundance scale) at the bottom of
Table 2. The CVn I sample actually extends to [Fe/H] < −3
and can be used as a comparison sample to the UFDs. For the
halo, we rely on the chemical abundance compilation by Frebel
(2010).
Since most of the UFDs have similar observed abundance
trends, we merge the samples for the different UFDs to obtain
a combined sample of more than 30 stars for each element,
excluding Mg (due to very weak lines, Mg is only detectable in
10 stars). Figure 5 (left panels) compares the [α/Fe] abundance
ratios for our combined UFD sample against the inner halo
population. For the halo sample, we calculated [α/Fe]avg as the
mean of the available [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe]
abundance ratios. The right panels show a comparison of the
[α/Fe] abundance patterns of the more massive dSph CVn I
against Milky Way inner halo stars. We explain our statistical
comparison method in Section 5.1, and describe the results in
Section 5.2. We comment on the presence of two stars with
anomalous abundance ratios in Section 5.3.
5.1. MCMC Modeling of Empirical [αj/Fe]−[Fe/H] Trends
In order to identify the best-fitting trend in [α/Fe] −[Fe/H]
space in a statistically robust way, we define simple parameter-
izations of the various trends predicted by chemical evolution
models. In these models, the ISM is quickly enriched by ejecta
from Type II SNe, resulting in high [α/Fe] at low [Fe/H]. The
onset of Type Ia SNe ejects more Fe-peak rich material and acts
to lower [α/Fe]. Due to the delayed onset of Type Ia relative to
Type II SNe, the change in [α/Fe] can be seen as a turnover or
knee at a particular [Fe/H]. Afterward, the decrease in [α/Fe]
is modulated by the number of Type II and Type Ia SNe that ex-
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plode. It is possible to increase [α/Fe] with a late-time starburst
(Gilmore & Wyse 1991).
5.1.1. Empirical [αj/Fe]−[Fe/H] Models
We consider three simple models describing a path in
[αj/Fe]–[Fe/H] space, where [Fe/H] and [αj/Fe] are defined
as the x and y coordinates. The “Constant [α/Fe] Model”
(Model A) is a single-parameter model with a constant value
of [αj/Fe] at all [Fe/H], i.e., a flat line with y = y0. It is
representative of Type II SNe enrichment. The “Single Slope
Model” (Model B) is a two parameter linear model with a freely-
adjustable slope,m = dy/dx and y–intercept, b, y(x) = mx+b.
This model is representative of Type Ia SNe enrichment.
Equations (1) and (2) parameterize the “Knee Model”
(Model C), which is a combination of flat and decreasing [αj/Fe]
segments. It represents early Type II SNe enrichment followed
by a phase where Type Ia SNe contributed to the chemical
evolution:
y(x) = m [Fe/H]0 + b ; x  [Fe/H]0 (1)
y(x) = mx + b ; x > [Fe/H]0. (2)
Here, [Fe/H]0 defines the boundary between the two seg-
ments, and is typically referred to as the knee. Parameters m and
b are defined as in Model B.
5.1.2. Probability Distribution Functions for Each Model
We seek to calculate the best-fit parameters and associated
confidence intervals for each model given a datasetD, whereD is
a set of [Fe/H] and [αj/Fe] abundances. Due to our asymmetric
uncertainties, we cannot rely on a simple regression analysis.
For this purpose, we use a Markov chain Monte Carlo method to
calculate P(θ |D), the joint probability density functions for each
model as a function of its parameters θ givenD. Specifically, we
measure the probability density functions PA(y0), PB (m, kicpt),
and PC (m, kicpt, [Fe/H]0) for models A, B, and C. The primary
input to the Markov chain are likelihoods for the full dataset D
given a realization of θ ,L(D|θ). This in turn requires calculating
Li , the likelihood of star i being drawn from the model.
Due to the non-Gaussian [α/Fe]atm and [αj/Fe] uncertainties
discussed in Section 3.4, we make use of the probability
distribution for each abundance to calculate Li . We denote these
probability distributions as F, to avoid confusion with P(θ |D).
We compute the random component of F([αj/Fe]) from the
χ2 contours described in Section 3.4. The probability of a star
having abundance y is given by Equation (3), and peaks at χ2min:
Fran(y) ∝ exp
[
−1
2
(
χ2(y) − χ2min
)]
. (3)
We incorporate the systematic uncertainty in each measure-
ment by convolving Fran with a Gaussian with zero mean and
standard deviation equal to σsys. The full probability function
for [αj/Fe] is given in Equation (4):
F (y) =
∫
Fran (y ′) 1√
2πσ 2sys
exp
[
−1
2
(
y − y ′
σsys
)2]
dy ′. (4)
In contrast to [αj/Fe], the [Fe/H] χ2 contours are symmetric
for total uncertainties up to σ[Fe/H] ∼ 0.4 (Section 3.3). We
thus define the probability distribution for [Fe/H], F (x), as a
Gaussian with σ[Fe/H], centered on the best-fit [Fe/H] value. We
now calculate Li using Equation (5):
Li ∝
∫
F (x) F (y (x)) dx. (5)
The full likelihood L(D|θ) is the product of the individual
likelihoods for stars 1  i  N, L = ∏Ni=1 Li . We run the
Markov chain using the Metropolis–Hastings algorithm with a
Gaussian-distributed kernel. We constrain [Fe/H]0 to lie more
than 0.3 dex away from the minimum in the sample, and below
[Fe/H] = −2. We chose this prior by noting that no knee has
been observed in brighter dSphs at higher metallicities.
We constrain the slope in Models B and C to m < 0. We run
each chain for 100,000 steps for models A and B, and 250,000
steps for Model C. The larger number of steps is needed to better
sample the larger parameter space in this model. In all cases, the
first 1000 steps are discarded as a burn-in period. For each step
k, we compute the ratio of likelihoods r ≡ Lk/Lk−1 between
the k and k − 1 steps.11
We accept the new set of parameters if r > 1 or 0 <
U (0, 1) < r < 1, where U (0, 1) is a uniform deviate between 0
and 1. Otherwise, we reject the trial step and save the parameters
from step k − 1 in step k.
The density of points in the chain defines P(θ |D). We
determine the best-fit parameters from the peak of the one-
dimensional probability distribution of each parameter. We
determine the associated 68% Bayesian confidence intervals
by constructing the cumulative probability function for each
parameter and finding the parameters associated with values
of 0.16 and 0.84 in the cumulative function. We then obtain
an optimal set of parameters for each model, as well as an
associated likelihood.
5.2. Abundances in the UFDs versus the Inner Halo
and the Classical dSphs
High-resolution studies have shown that local Milky Way halo
stars (mostly belonging to the inner halo) have approximately
constant [αj/Fe] abundance ratios in the [Fe/H] range sampled
by our data, −3.5 < [Fe/H] < −1.0 (e.g., McWilliam et al.
1995; Cayrel et al. 2004; Cohen et al. 2004). Figure 5 shows
that the halo [αj/Fe] is indeed flat in all four elements in our
[Fe/H] range. In contrast, the classical dSphs are known to have
lower [α/Fe] at [Fe/H]  −2, while their [α/Fe] abundance
patters may broadly resemble the halo at [Fe/H]  −3 (e.g.,
Cohen & Huang 2010).
In order to compare the UFD abundance pattern to the halo
and the dSphs, we use the technique described in Section 5.1 to
fit each of the three models to (1) a restricted sample of the five
UFDs with ancient stellar populations and a trend of increasing
[α/Fe] with decreasing [Fe/H] (denoted by filled squares in
Figure 4); (2) the full UFD sample; and (3) the CVn I sample.
For each dataset, we obtain the best-fitting Models A, B, and
C, and the associated maximum likelihoods, LA ,LB ,LC . We
then assess the goodness of fit between each of the best-fitting
models. We note that these are nested models, such that Model
A is a subset of Model B, which is itself a subset of Model C.
We can thus use the likelihood ratio test in order to compare
11 The ratio r is actually defined using the ratio of posterior probabilities for
parameters θk and θk−1 given data D, P (θk |D)/P (θk−1|D). P and L are
related by Bayes’ Theorem as Pk(θ |D),∝ Lk (D|θ) π (θk), where π (θk) is the
prior probability of the set of parameters θk . Under our assumption of uniform
priors, the two ratios are identical.
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Table 3
Relative Statistical Likelihood for Halo, Linear, and Knee Models
Element RB,A (UFDsa) RC,B (UFDsa) RB,A (UFDsb) RC,B (UFDsb) RB,A (CVn I) RC,B (CVn I)
[α/Fe] +29.82 −0.20 +10.70 −0.36 +48.66 +4.10
[Mg/Fe] −0.72 −0.18 −0.68 −0.24 +5.78 −0.72
[Si/Fe] +20.68 −0.36 +36.56 +0.18 +28.18 +2.24
[Ca/Fe] +6.02 −0.10 +2.50 −0.14 +9.96 +1.40
[Ti/Fe] +24.04 +0.08 +22.58 −0.16 +40.06 +0.54
Notes. Comparison of likelihood of best-fit parameters for the models discussed in Section 5.2. Equation (6) defines Rx,y for any two
models x and y. The letters A, B, and C stand for “Flat Model,” “Linear Model,” and “Knee Model.” The best model fits for the UFDs
and CVn I are presented in Figure 6.
a Restricted UFD sample: systems with ancient stellar populations and qualitative trends of increasing [α/Fe] with decreasing [Fe/H]:
Com Ber, CVn II, Leo IV, UMa I, and Herc.
b All UFDs.
whether the more complex model is statistically a better fit than
the simpler one. We compare two models at a time. Given the
best-fit set of parameters for each of two models, e.g., A and B,
the simpler model can be rejected at the (1 − α) × 100% level
using the inequality in Equation (6):
RB,A ≡ 2 ln LBLA > Fχ (α; nB − nA) = Fχ (α; k = 1). (6)
Here, Fχ (α; nB − nA), is the cumulative χ2 function with
nB − nA free parameters. In our case, nB − nA = 1.
We report the likelihood ratio (R values) in Table 3. The best-
fit models for the restricted UFD sample and the CVn I sample
in the [α/Fe]avg–[Fe/H] plane are presented in Figure 6. In both
the CVn I and UFD panels, the blue band represents the range
of slopes consistent within the joint 1σ uncertainty contour of
m and y0.
We first ask whether the UFD population has an abundance
pattern consistent with the flat inner halo, using both the
restricted and the full UFD sample. The Flat Model can
be ruled out at the 90% (99.5%) level if RB,A  +2.7 (+7.9).
We measure RB,A = 6.02 for [Ca/Fe] in the UFD restricted
sample (+2.50 for the full sample), and RB,A > 10 for [Si/Fe],
[Ti/Fe], and [α/Fe]avg for both samples, thus strongly ruling
out the Flat Model. This is also evident from a visual inspection
of Figure 6 in the case of [α/Fe]avg. We have noted that only
10 stars have [Mg/Fe] measurements, and these are not evenly
distributed among all UFDs. Hence, we do not regard this fit as
significant. We also perform a comparison of the Flat and Linear
Models for CVn I, and similarly conclude that the Linear Model
is a better fit than the Flat Model for all abundance ratios (RB,A
ranges from +5.78 to +48.66). Hence, both UFDs and brighter
dSphs have alpha abundance patterns different than the Milky
Way inner halo.
Next, we test the UFD sample and CVn I for the influence of
Type Ia SNe enrichment by comparing the Linear Model against
the Knee Model, which has one more free parameter. Again, we
perform this test for the five UFDs with a clear [α/Fe] trend,
and for the full UFD sample. In both cases, the likelihood ratio
test indicates that the UFD data is consistent with the Linear
Model (within the range of [Fe/H] of our data), so that adding
a knee does not improve the fit. In contrast, we find that the
CVn I [α/Fe]avg data is best-fit by a Knee Model with a knee
at [Fe/H] = −2.45+0.13−0.21 dex. The [Fe/H] value of the knee in
the [α/Fe] and [Si/Fe] plots agree within their 1σ uncertainties.
While the RC,B value for [α/Fe]avg suggests that a knee is
present at this low [Fe/H], our data cannot rule out a model
without a knee in the case of the individual alpha elements,
Figure 6. Top panel: fits to models for [α/Fe]avg − [Fe/H] trends for the five
UFDs with ancient stellar populations and increasing [α/Fe] with decreasing
[Fe/H] (shown with filled squares). The empty squares indicate stars in the
three excluded UFDs (see Figure 4). Bottom panel: fits to models for the CVn
I dSph. The green (dashed), blue (solid), and red (dot-dashed) lines indicate
the best-fitting “Flat Model” (A), “Linear Model” (B), and “Knee Model” (C),
respectively. The shaded blue band denotes the range of slopes within the joint
68% confidence region of the two parameters in the Linear Model. In the CVn I
panel, the best-fitting trend for the Knee Model is clearly distinct from the 68%
band of the Linear Model. Using a likelihood ratio test applied to both models,
we show that the Knee Model is significantly preferred over the Linear Model
in the case of [α/Fe]avg for CVn I The same test cannot distinguish between
the Linear and Knee Models when applied to the combined UFD sample, even
for [α/Fe]avg. The results are unchanged if using all eight UFDs. Thus, the
UFD sample is consistent with rising [α/Fe]avg toward lower [Fe/H], but its
abundance pattern may differ from that of CVn I at [Fe/H] −2.5 and below.
This suggests that chemical evolution is not universal at the faintest galaxy
luminosities, since brighter systems, e.g., CVn I, appear to have a knee at higher
[Fe/H] than the UFDs. The results of the likelihood ratio test are provided in
Table 3.
(A color version of this figure is available in the online journal.)
for which RC,B < 2.2. The hint of a knee in CVn I at [Fe/
H] > −2.5 suggests that chemical evolution may not be a
uniform process across dwarfs with different luminosities, since
the population of fainter UFDs does not have a knee at [Fe/H]
 −3.
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We caution that the crudeness of these toy models means
that the evidence for a knee and flat abundance trend at lower
[Fe/H] should be better interpreted broadly as evidence for a
change in behavior in the [α/Fe]–[Fe/H] plane indicative of the
onset of Type Ia SNe, and not as strictly “flat” [α/Fe] ratios at
low metallicities. Even in the absence of Type Ia SNe, chemical
enrichment likely depends on the mass of the progenitor Type II
SNe (Woosley & Weaver 1995; Nomoto et al. 2006). If the
number of Type II SNe is small, then the first (most massive)
SNe enrich the ISM with higher alpha abundance ratios, which
then decrease as less massive SNe explode. This can result
in a non-zero negative slope in [α/Fe]–[Fe/H], if the UFDs
metallicity increases with time.
5.3. Anomalous Abundance Ratios
Anomalous abundance ratios may be associated with enrich-
ment from individual Type II SNe, given the mass-dependence
of Type II SNe ejecta (e..g, Nomoto et al. 2006). Recent papers
(e.g., Koch et al. 2008; Feltzing et al. 2009) have reported a few
stars with anomalous abundance ratios, but the presence of such
stars remains controversial (e.g., Gilmore et al. 2013 do not con-
firm the measurement by Feltzing et al. 2009). In the context of
the UFDs studied here, Koch et al. (2008) reported a [Mg/Ca] =
+0.94 star (their Her−2 object) and estimated that its abundance
pattern could be matched by the ejecta of a ∼35 M Type II SN.
We search our sample for anomalous [Mg/Ca] and [Si/Ca]
abundance ratios. We conservatively define an abundance ratio
between two alpha elements ([X/Y]) as anomalous if (1) the
abundance ratio is more than 1σ greater than +0.5 or 1σ less
than −0.5, and (2) the abundance ratio is discrepant by more
than 1σ from the mean computed for the entire UFD sample,
〈[X/Y]〉.
We tentatively identify anomalous abundance ratios in two
stars, one of which is the object reported in Koch et al. (2008).
Our measurement for that star is [Mg/Ca] = +0.72 ± 0.21
at [Fe/H] = −2.09 ± 0.12. The mean [Mg/Ca] for the
subsample with both [Mg/Fe] and [Ca/Fe] measurements is
〈[Mg/Ca]〉 = +0.32 ± .07 (error on the mean). We caution that
only 10 stars have a [Mg/Fe] measurement, due to the weakness
of Mg spectral features, making this subsample small. We also
identify in UMa II a single star ([Fe/H] = −2.90±0.16) with an
anomalous [Si/Ca] abundance ratio ([Si/Ca] = 1.17 ± 0.37),
where the mean [Si/Ca] ratio for our sample is 〈[Si/Ca]〉 =
+0.20 ± .05. This star is also studied by Frebel et al. (2010)
as UMa II−S2, but they only report an upper limit on [Si/Fe].
Using their [Si/Fe] upper limit and their [Ca/Fe] measurement,
we obtain [Si/Ca] < +1.08, consistent with our measurement.
In total, we measure a moderately anomalous [Si/Ca] ratio in
1 out of 26 stars, and an anomalous [Mg/Ca] ratio in 1 out
of 10 stars. Our results suggest that the fraction of stars with
anomalous ratios of two alpha elements is small.
6. DISCUSSION
6.1. Chemical Evolution in Individual UFDs
The distribution of alpha abundances allows to us to build
a general picture of chemical evolution in the UFDs. The first
explosions from Population III and/or massive Population II
stars provide the initial chemical enrichment of the UFD’s
ISM, depositing large quantities of alpha elements into the
gas from which later stars form. The low [Fe/H], high [α/Fe]
stars in our sample are formed from metal-enriched gas from
these early SNe. This is a general feature in all of our UFDs.
In contrast, our sample includes UFDs with and without low
[α/Fe] abundance ratios at high [Fe/H]. We note that the two
dwarfs without low [α/Fe]avg both have MV > −4.2. Hence,
this distinction may still hint at a threshold for significant
chemical evolution at MV ∼ −4. However, Com Ber also has
MV > −4.2 but does contain low [α/Fe]avg stars. In addition to
the general trend with [Fe/H], we note that there is a hint for
an increase in scatter (beyond the observational uncertainties) in
[α/Fe]avg at lower [Fe/H]. This may hint toward inhomogeneous
chemical enrichment (e.g., Argast et al. 2000; Oey 2000), where
the products of individual SNe contaminate different regions
of the ISM without complete mixing. We discuss the two
different abundance patterns in turn, but strongly caution that
this distinction may only be the result of small samples for
individual UFDs.
6.1.1. MV < −4.2 UFDs and Com Ber
Every bright UFD in our sample with MV < −4.2 (CVn II,
Leo IV, UMa I, Herc, and Leo T) contain stars with solar or
subsolar [α/Fe] abundance ratios, the majority of which cluster
at high [Fe/H]. The presence of low [α/Fe] ratios is a strong
indicator that star formation proceeded at least as long as needed
for Type Ia SNe to explode. The minimum time delay between
the onset of star formation and the first Type Ia SNe, tmin,Ia, is
not yet constrained precisely, but may be as short as ∼100 Myr
(see review by Maoz & Mannucci 2012). In our discussion, we
adopt tmin,Ia = 100 Myr. Thus, the low [α/Fe] stars suggest
that star formation in these UFDs lasted longer than tmin,Ia, and
that the first generation of Type II SNe does not succeed in
quenching star formation in these systems. Additionally, the
decrease in [α/Fe] ratios at [Fe/H] ∼ −2.5 suggest a very small
level of self-enrichment prior to the onset of Type Ia SNe. This
is consistent with a system with a very low star formation rate.
6.1.2. Seg 1 and UMa II (MV > −4.2)
The Seg 1 and UMa II UFDs are the only systems that do
not show any low [α/Fe] stars. This suggests that star formation
lasted less than ∼100 Myr. In contrast to all other UFDs, the
high [α/Fe] stars extend to much higher [Fe/H]. Such high
[Fe/H] stars are difficult to explain using the trends found for the
other UFDs, i.e., systems with low star formation efficiencies.
Frebel & Bromm (2012) have recently described a scenario for
such one-shot chemical enrichment. In this picture, after the first
Population III stars, there is a single epoch of star formation,
after which all gas is blown out of the system by SNe feedback
or reionization. In this picture, the large spread in [Fe/H] arises
from highly inhomogeneous gas mixing, as also pointed out by
Argast et al. (2000) and Oey (2000). Large [Fe/H] spreads can
perhaps instead be the result of accretion of multiple progenitor
systems, each with a different metallicity (Ricotti & Gnedin
2005). An alternative explanation for the early loss of gas before
tmin,Ia is gas stripping due to accretion onto the Milky Way. We
thus consider in more detail the different possibilities for the
quenching of star formation, taking into account our [α/Fe]
results for each UFD.
6.2. Quenching of Star Formation
We saw above that UMa II and Seg 1 show hints of truncated
star formation. If this is due to gas stripping due to accretion
into the Milky Way, then the time of accretion into the halo
should be comparable to the time of star formation quenching.
Recently, Rocha et al. (2012) have studied the relation between
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time of infall and present-day galactocentric position and line-
of-sight velocities of subhalos in the Via Lactea 2 simulation,
calculating the probability distribution of the infall time for
UFDs and classical dSphs (their Figure 4). Interestingly, only
Seg 1 and UMa II, the two UFDs with flat [α/Fe]−[Fe/H]
patterns, show a significant probability of infall onto the Milky
Way halo more than 12 Gyr ago (Com Ber may have an infall
time as old as ∼11 Gyr ago). The early infall suggests that
gas stripping and/or heating due to accretion played a role in
terminating star formation before low [α/Fe] stars could form.
However, the presence of high [Fe/H] stars poses a problem
to this interpretation, since the presence of high [α/Fe], high
[Fe/H] stars is attributed to systems with high star formation
efficiencies. Thus, it is also possible that internal effects, e.g.,
winds from SNe, managed to get rid of or heat all of the
remaining cold gas reservoir.
In contrast to Seg 1 and UMa II, the other UFDs have inferred
infall times younger than 10 Gyr (Rocha et al. 2012). Brown
et al. (2012) have reported upper limits on the duration of star
formation of less than ∼2 Gyr for three UFDs (UMa I, Herc,
Leo IV), implying that star formation was terminated in the first
few Gyr after the big bang. Okamoto et al. (2012) also report
a lack of a significant age spread in CVn II. Therefore, gas
stripping due to accretion likely occurred only after quenching
of star formation, thus limiting this process’s role in the chemical
evolution of the majority of UFDs.
The presence of low [α/Fe] abundance ratios suggests that
star formation lasted for at least ∼100 Myr in most UFDs.
Assuming that the first Population III stars form ∼180 Myr
(z ∼ 20) after the big bang (e.g., Abel et al. 2000), the end of
star formation likely occurred after z ∼ 14.5. This approximate
upper limit on the redshift at which quenching occurred changes
depending on the actual minimum time delay for Type Ia SNe.
If the minimum time delay for Type Ia SNe is on the order
of 500 Myr instead (five times the value adopted above), then
quenching happened no earlier than z ∼ 7.7. The process of
reionization likely extends for an extended range in redshift:
14  z  6 (Fan et al. 2006). Our data are thus consistent with
either internal evolutionary processes, i.e., Type II SNe blowing
out the gas or providing enough thermal feedback to suppress the
formation of additional stars, or reionization-driven quenching
(Bullock et al. 2000; Ricotti & Gnedin 2005). In both scenarios,
the effect of the first SNe explosions (from Population III and/or
massive Population II stars) must still allow for star formation
to proceed long enough for Type Ia SNe to explode and enrich
the ISM.
6.3. The UFDs and the Halo
In Section 5.2, we characterized the distribution of [α/Fe]
abundances as a function of [Fe/H]. We showed that the
probability that this distribution is drawn from a flat, inner-
halo-like abundance pattern is less than a few percent. This
fully agrees with a picture where the bulk of the inner halo
forms from the accretion of a few massive satellites undergoing
efficient star formation (Robertson et al. 2005), rather than
the UFDs.
The fractional contribution of stars to the halo from UFDs may
rise toward lower metallicities. The Milky Way halo is known
to host extremely metal-poor stars (EMPs) with [Fe/H]  −3.
In contrast to the classical dSphs, the UFDs host a significant
fraction of EMPs. Our sample, which is not metallicity-biased,
has 10 EMP stars out of 61. At these low [Fe/H], the similarity
in alpha enhancement between the halo and the combined UFD
sample alone does suggest a larger contribution of the UFDs or
UFD-like systems to the low metallicity tail of the inner halo.
Since star formation likely ceased in the UFDs significantly
prior to being accreted into the Milky Way potential, it suggests
that the present-day UFD abundance patterns may be similar to
those of UFDs accreted in the past, so that a large population
of UFDs with similar abundance patterns may have contributed
to the build-up of the EMP inner halo. This picture will need to
be refined and tested by comparing other species with different
nucleosynthetic origins, such as neutron-capture elements. For
example, high-resolution studies of small numbers of stars in the
UFDs suggest that the mean [Ba/Fe] ratio in Com Ber (Frebel
et al. 2010) is lower than in UMa II or Boo¨tes I (Gilmore et al.
2013). In contrast to Com Ber, these two UFDs have [Ba/Fe]
ratios more similar to those of the Milky Way inner halo at
[Fe/H] ∼ −2.5.
As a final note, it is worth emphasizing that a comparison of
UFD abundances to the outer halo may provide circumstantial
evidence for a stronger link between these two populations.
The few studies to date rely on kinematically selected, nearby
halo stars consistent with outer halo membership based on their
kinematics and/or calculated orbital motions (e.g., Fulbright
2002; Roederer 2009; Ishigaki et al. 2010). Nissen & Schuster
(2010) in particular show a clearly distinguishable population
of low [α/Fe] stars in the range −1.6 < [Fe/H] < −0.4.
These are likely outer halo stars with high eccentricities, which
thus take them as close as the Solar radius. However, orbits
calculated to date for a few dSphs (e.g., Piatek et al. 2005) show
that these systems are not likely to pass as close as the Solar
Galactocentric radius. All UFDs are at present at least as far as
RGC ∼ 28 kpc. Thus, a full understanding of the UFD/dSph-
outer halo connection awaits a detailed mapping of chemical
abundances in the in situ outer halo.
7. CONCLUSIONS
We analyze Keck/DEIMOS spectroscopy of RGB stars in
eight UFDs using a spectral matching technique to measure and
characterize the distribution of [α/Fe] abundance ratios. In this
paper, we report [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe], as
well as a combined alpha to Fe abundance ratio, [α/Fe]avg, for
61 stars in these systems. We summarize our main conclusions
as follows.
1. Out of seven UFDs with ancient stellar populations, five
(Coma Berenices, Canes Venatici II, Ursa Major I, Leo
IV, and Hercules) show an increase of [α/Fe] toward lower
[Fe/H], and low [α/Fe] ratios for their highest [Fe/H] stars,
implying that Type Ia SNe had enough time to pollute the
ISM. This suggests that star formation was an extended
process, lasting at least ∼100 Myr, corresponding to the
minimum time delay between the onset of star formation
and the first Type Ia SNe. Leo T, which has a much more
extended star formation history, shows the same abundance
pattern.
2. The remaining two UFDs with old populations, Segue 1
and Ursa Major II, show enhanced [α/Fe] ratios at all
metallicities, ranging from −3.5  [Fe/H]  −1.0. On
average, the mean level of alpha-enhancement in Segue 1
is higher than in UMa II by ∼0.2 dex. The absence of low
[α/Fe] stars suggests that the star formation period was
very short, less than ∼100 Myr.
3. The combined population of UFDs shows a clear increasing
trend in [α/Fe] with decreasing [Fe/H], with no evidence
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for a plateau within our entire metallicity range. Although
this rise in [α/Fe] disagrees with the flat inner halo
abundance pattern, a significant number of [Fe/H] < −2.5
stars in the UFDs have abundance ratios consistent with the
halo values within the uncertainties.
4. The abundance pattern in the UFDs shows some difference
with respect to the brighter CVn I dSph. We show that, in
contrast to the UFD population, there is a hint for a plateau
at [Fe/H] ∼ −2.3 in CVn I. This difference suggests that
the star formation efficiency in the UFDs was lower than in
the more luminous dSphs.
We have shown based on [α/Fe] abundance ratios that
most of the UFDs were able to retain gas and form stars
long enough for the first Type Ia SNe to explode, and that
this evolution proceeded inefficiently. The use of medium-
resolution spectroscopy has been instrumental in providing us
with large enough samples to begin to address the evolution
of these systems. Future studies will aim to study the details
of this evolution by comparing the shape of the metallicity
distribution function of each UFD to chemical evolution models.
For instance, evidence for a rapid shutdown in star formation due
to reionization may appear as an abrupt cutoff in the metallicity
distribution function at the higher [Fe/H] end. Due to the
sparseness of the RGBs of the UFDs, it will become necessary
to extend the power of multiplex spectroscopic observations to
the main sequence of the UFDs in order to obtain statistically
significant samples to achieve this goal.
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