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 Bioreactors are of interest for value-upgrading of stranded or waste industrial gases, 
such as CO, CH4, or syngas. Process economics requires reduction of reactor cost and 
size while maintaining high production rate via rapid delivery of gas feedstock to the 
liquid phase which in turn requires a high volumetric mass transfer rate (𝑘!𝑎). One 
strategy to achieve this goal is to increase interfacial area density, a, to >3000 m2 m-3, 
while minimizing use of energy. Here we show a novel reactor column design that uses a 
micro-jet array to break feedstock at ambient pressure into a downward microbubble 
flow. The performance of this device exceeds known technology in terms of volumetric 
gas transfer energy efficiency defined as reactor 𝑘!𝑎 divided by reactor power density 
(achieving values near 0.34 s-1 m3 kW-1) while simultaneously achieving high 𝑘!𝑎 values 
near 0.7 s-1. A suite of hydrodynamic measurements reveal the character and mechanisms 
affecting reactor performance, specifically that variations in bubble and velocity 
properties are homogenized radially by turbulence, whereas axial gradients in turbulence 
are strong. Axial gradients in bubble diameter are negligible if small concentrations of 
surfactant additives are used (concentrations of order 10-4 M) due to suppression of 
bubble coalescence. The key to increased 𝑘!𝑎 and energy efficiency appears to be the 
bubble breakage mechanism by the liquid jets in the reactor, which produces highly 
	 iv	
sheared liquid layers at the jet edges, where bubbles break up and then rapidly move 
away after being broke up. At low or moderate gas injection rates, the liquid phase is 
always continuous with bubbles dispersed in it, while at the highest gas injection rates a 
gas-continuous layer forms at the top of the reactor underneath the pore plate. However 
we hypothesize that the bubble breakage mechanisms are still similar in both cases. We 
present measurements from four reactor heights (height-to-diameter ratios of 12, 9, 6 and 
3) of 𝑘!, total interfacial area a, liquid residence time distribution, energy consumption, 
turbulence parameters, bubble breakup size, and bubble size distribution. A physical 
model for predicting 𝑘!  is validated, and suggests that 𝑘! is governed by different 
hydrodynamics at different locations below the micro-jet array: 1) “entrance effects” due 
to Higbie (1935) type penetration mechanisms due to the creation of ‘new’ surfaces as 
bubbles are broken up and formed dominate at short distances, 2) turbulent convective 
mechanisms on the liquid side of the bubble interfaces (Calderbank & Moo-Young 1961) 
dominate at intermediate distances, and finally 3) convective effects due to the bubble 
rise velocity (Clift 1978) dominate at large distances. A persistent eddy is always found 
below the reactor’s pore plate, and appears to be an inescapable phenomenon related to 
the Coanda Effect. Recent advances in the understanding of molecular and hydrodynamic 
effects are applied to our data, including the effects of sodium dodecyl sulfate (SDS) and 
potassium chloride (KCl). Here we make experimental measurements of bubble breakup, 
bubble size distribution, and surface tension in the microbubble reactor with various 
concentrations of SDS and KCl. We find that surface tension is not the leading physical 
force that controls bubble breakage and coalescence rate, and neither surface tension nor 
critical Weber number predict the effect of additives on bubble size distribution. The 
	 v	
presence of surfactants is found to increase the 𝑘!𝑎 of the bubble dispersion, contrary to 
intuition. Our measurements of bubble breakup by the micro-jet array shows no effect 
from surfactant concentrations, thus we ultimately explain the effect of surfactants as a 
reduction in the rate of coalescence that leads to smaller average bubble size in the bulk 
locations of the reactor, which in turn leads to higher 𝑘!𝑎. Generalized energy efficiency 
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Chapter 1  
Introduction and Background 
1.1 Motivation and Objectives 
Volatility in the global liquid petroleum market needs for national energy security, and 
preparation to limit greenhouse gas emissions have focused considerable attention on domestic 
renewable fuels [1], with an emphasis on the need for liquid fuels for portable applications. 
Globally, billions of cubic feet per year of waste petro-gas is vented or flared from oil/gas 
operations [2] or other industrial facilities [3]. A potential solution for these issues is to convert 
natural gas into liquid transportation fuels. Natural gas has been considered as one of the cleanest 
alternative fuels for transportation vehicles [4]. As can be seen in Figure 1.1, US natural gas 
production has increased by 30% since 2002 [1]. The International Energy Agency estimates that 
the production of natural gas will keep increasing, with 25% of global energy derived from 
natural gas by 2035. As shown in Figure 1.2, US prices for natural gas are low [5]. Currently, 5% 
of the annual natural gas production is flared or vented at many places around the globe [6]. This 
unutilized gas is worth $13 billion per year and is equivalent to 27% of US electricity production 
[6]. This valuable resource is wasted because the development of the pipelines and processing 
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facilities needed to handle the unwanted natural gas has not kept pace with production and there 
is no economic incentive to capture it at present. However, with the volatility in the price of 
crude oil, the conversion of natural gas to liquid fuel is an attractive business prospect. 
 
 
Figure 1. 1. The US natural gas gross withdrawals from 1936 to 2018 [5].  
 
  
Figure 1. 2. US natural gas wellhead price [5]. 
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The technology for conversion of natural gas into hydrocarbon liquid fuels has been 
extensively researched, but only Fischer–Tropsch (FT) technology has been widely deployed [1]. 
Scale up of Fischer–Tropsch has poor economics. Fig 1.3 and Table 1.1 show economics of 
Fischer–Tropsch facilities. Simple economics requires that  
 
Profit = Production - Capital Costs - Operation and Maintenance Costs  
 
Assuming that the market for oil gives $50 per barrel, profit can only be achieved when 
facility size is greater than 70,000 barrel per day. Unfortunately US (and global) natural gas 
resources are often distributed in remote locations off the pipeline grid. These remote resources 
require small local GTL facilities, and therefore are not compatible with FT technology. 
Moreover, only up to 50 % carbon conversion efficiency can be achieved by the conventional FT 
process [7]. Therefore, in order to profitably and efficiently convert small remote gas resources 
to liquid fuels, alternative GTL processes are needed.  
 
 
Figure 1. 3. Economics of FT technology [8]. 
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Table 1. 1. Economics of FT technology [9]. 
 
 
Biological GTL is a new technology for effective conversion of natural gas to liquid 
fuels, which is capable of transforming the natural gas industry utilizing the significant portion of 
the world's reserves of natural gas in remote regions [10]. Furthermore, biological GTL 
processes depend mainly on sugars as an energy and carbon source [1]. However, the cost of 
sugars such as glucose is estimated to be about half of the final products [1]. Methane, the major 
component of natural gas (about 80–95% v/v) can be a possible alternative carbon source to 
sugar-based biological GTL processes [1]. 
The biological GTL technology is based on a fast-growing group of microorganisms, namely 
aerobic methanotrophic bacteria, which are able to oxidize methane as both energy and carbon 
sources to lipid biomass [1]. In contrast to the traditional chemical processes of fossil fuel 
production, biological GTL processes could be less complex (low temperature/ low pressure), 
more scalable, economic and environmentally friendly.  Based on these advantages, it has been 
suggested that the methane-based diesel fuels could compete with petroleum-based fuels [1]. 
Advances in biocatalysis combined with a global abundance of byproduct methane and 
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carbon monoxide are opening avenues for bioreactor gas-to-liquid (GTL) production of 
commodity liquid hydrocarbons. Recent programs at the US Department of Energy focused 
research on GTL fermentation of gases produced at oil-producing wellheads located far away 
from pipelines [8, 10, 11]. Similarly, GTL fermentation with microbes that metabolize carbon 
monoxide can hypothetically be applied to the waste gas output of steel mills [3]. Typically these 
byproduct gases are flared on-site because transporting them is not economical and existing GTL 
technology (Fischer-Tropsch) is not economical at small scale. Bioreactors offer an opportunity 
for economical GTL processing at small scale. However, key technical challenges need to be 
overcome.  
Broths of these microbes show biomass doubling time of 7 to 20 hours and cell densities up 
to 62 g/L dry weight [12, 13]. Enzyme turnover of 6 /s and activities near 100 𝜇mol product /g 
enzyme /min have been measured [14, 15]. One of the key technical challenges for bioreactor 
GTL is intensification of bioreactor production rate, toward 50 g product L-1 hr-1 and toward 
feedstock-to-product energy efficiency above ~65% [8, 10]. Research on the biocatalyst itself is 
necessary to achieve this target. Part of this key hurdle is to improve bioreactor hydrodynamics 
such that feedstock gas is fed to the microbes at sufficiently high rate [1, 10, 12, 16-21], while 
maintaining costs as low as possible. Target production rates require kLa above 0.5 s-1 at a 
minimum. For example, reactor CAPEX should be below $100,000 / BPD for production of 
transportation fuel [8], which places strict limitations on the complexity of the bioreactor 
components. Reactor size limitations also exist because many gas feedstock sources require the 
reactor to fit in a shipping container, e.g., at well pads or brownfield industrial sites. High 
volumetric gas-liquid transfer kLa and low cost are therefore simultaneously needed. Here we use 
reactor power consumption as a proxy for reactor cost, because they typically scale 
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proportionately to each other. In Section 1.4 we compare the performance of all available 
reactors published in the literature. 
 
1.2 Literature Theories for Predicting Gas Transfer Rates  
The volumetric rate of gas transfer from bubbles to broth, per volume, is symbolized 𝐹! and 
is defined as   
𝐹! =  𝑘!𝑎(𝐶∗ − 𝐶!)                                                    (1.1) 
where 𝐶∗is the dissolved gas concentration at equilibrium with the gas phase (at the interface), 
𝐶! is the dissolved gas concentration in the bulk liquid phase, 𝑘! is the transfer coefficient 
averaged over volume and time, and a is the time-averaged gas-liquid surface area in a volume. 
Interaction between 𝑘! and a is weak. Therefore, for the sake of simplicity and flexibility, we 
discuss models of 𝑘! separate to those for a. Four methods exist for predicting 𝑘! as follows:             
i) Dimensional analysis of a speculative collection of parameters, [22-25];   
ii) Empirical least-squares regression fit to a speculated equation that isn’t dimensionally correct;  
iii) Assumption that Higbie-Danckwert’s surface renewal events dominate the process and then 
speculating a calculation of renew frequency, such as done in the “small eddy” model [26] or the 
“large eddy” model [27];  
iv) Asymptotic analysis of the advection-diffusion equation such as in Deen [28] (Chapter 10) 
and in “surface divergence” models [29-31]. 
Use of dimensional analysis to predict the behavior of physical systems dates back to 
Buckingham [32] and was first applied to interfacial chemical transfers in a reactor by Frössling 
[33] in the 1930s who studied mass transfer from solid particles to a turbulent liquid. Application 
of the Buckingham-Frössling approach to gas-liquid dispersions was researched over the 
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following two decades and reviewed in Griffiths [24] and Calderbank and Moo-Young [25]. 
Creation of a predictive equation for 𝑘! from dimensional analysis requires more information via 
empirical data or speculation to set the values of exponents on each non-dimensional group (e.g., 
𝑆ℎ = 𝑅𝑒!𝑆𝑐!), and also to select the length or velocity scale to use inside the non-dimensional 
groups (e.g. which velocity scale to use in Re). For example, Frössling’s [33] dimensional 
analysis used extensive experimental data along with the bubble terminal rise velocity, i.e., the 
velocity difference between the concentration boundary layer and bulk liquid, to give 
                                            𝑆ℎ = 2+ 0.55 𝑅𝑒!/!𝑆𝑐!!/!                                            (1.2) 
where the non-dimensional groups in the equation are defined as 
!!!!
!




)! !                                       (1.3) 
for which 𝑣!" is the terminal settling velocity of the particles, 𝑑! is the diameter of the particles, 
and turbulent velocities are ignored because they are just barely high enough to create a 
suspension of particles. Calderbank used dimensional reasoning with empirical fitting to show 
that at low turbulence, when most bubbles are moving through the liquid at their terminal rise 
velocity, 𝑘! for rigid-interface bubbles follows: 





)!/! = 0.31(𝑅𝑒)! !(𝑆𝑐)!! !                  (1.4)  
where  ∆𝜌  is the difference in density between dispersed and continuous phases, 𝜈  is the 
kinematic viscosity, 𝑔 is the acceleration due to gravity and D is the diffusion coefficient in 
continuous phase. For bubbles with mobile surfaces (large bubbles) at low turbulence, 
Calderbank and Moo-Young [25] again used dimensional reasoning with an empirical fit for the 






)!/! = 0.42(𝑅𝑒)! !(𝑆𝑐)!! !                         (1.5) 
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Many years later, Calderbank and Moo-Young [25] confirmed that Eqs. 1.2 and 1.3 are 
empirically valid for dispersions of small (i.e. rigid interface) bubbles in agitated reactors, and, 
further, they created a dimensional analysis to predict 𝑘! when the turbulent velocities dominate 
over the terminal rise velocity 𝑣!", in which case Eq. 1.2 or 1.3 are not valid. Turbulence consists 
of a spectrum of scales for velocity, length, and time, and thus it is not immediately clear which 
scales should be entered into Re. This ambiguity is still not settled after many decades of work 
[25, 30, 31, 34-37]. For such a highly turbulent flow, Calderbank and Moo-Young [25] 
speculated that the key velocity scale for Re was the velocity difference across the bubble 
diameter due to random shear or strain flows, both of which create a velocity in the concentration 
boundary layer. This speculation matches well with recent work on surface divergence models of 
𝑘!, as explained later. Calderbank and Moo-Young [25] then used a turbulence model from 
Batchelor [38] to predict the velocity difference across a bubble as a function of energy 
dissipation density, which was then combined with Eq. 1.3 to produce  







                                             (1.6) 
where P/V is the power per volume of turbulent energy dissipation.  
Later, Akita and Yoshida [22, 23] and others created a separate dimensional analysis for a 












                                    (1.7) 
Thereafter the literature shifted away from dimensional analysis models in favor of models that 
use the advection-diffusion equation and better descriptions of the liquid flow in the bubble 
concentration boundary layer.  
The third method is the “surface renewal” model, which originated from Dankwerts' 
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hypothesis [39] that mass transfer occurs into stagnant interfacial liquid, and at random times the 
interfacial liquid is instantaneously “renewed” with bulk liquid, thus producing the following 
equation  
𝑘! = 𝐷𝑟                                                         (1.8) 
Where r is the rate of interfacial-liquid renewal events. Surface renewal models are popular in 
the literature in spite of the fact that Dankwerts’ hypothesis [39] of a stagnant liquid is certainly 
not true in most flows. Its accuracy is therefore a concern. Another problem is that r is too 
ambiguous for real measurement. The surface renewal models are often divided into two groups:  
“small-eddy” models and “large-eddy” models. Turbulence is composed of large “energy 
containing” eddies, which are unstable and convert into smaller eddies, which in turn produce 
smaller eddies until the energy is dissipated by viscous flow. Fortescue & Pearson [27] 
speculated that r is determined by the largest turbulent eddies, the turbulence intensity u’ and the 
large eddy length scale L, r = u’/L, which together with Eq. 1.8 creates the “large-eddy” surface 
renewal model 





!(𝑆𝑐)!! !                                (1.9) 
where Ret = Lu’ /υ is a turbulent Reynolds number. Similarly, Banerjee [26]
 and Lamont and 
Scott [40] speculated that r is best predicted by the smallest turbulent eddies, i.e. Kolmogorov 
scales, 𝑟 = 𝑣!/ℓ! = (𝜈/𝜖)!!/!. Kolmogoroff (1941) proposed small eddies are kinematically 
independent of the large eddies and the properties of small eddies are determined by the local 
energy dissipation rate per unit mass of fluid. In this case the energy dissipating motions are 
controlling and r is determined by the rate of dissipation per unit mass  𝜖 = 𝑢′
!
𝐿 and t =
(𝜈/𝜖)!/! producing the “small-eddy” surface renewal model 
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!(𝑆𝑐)!! !                         (1.10) 
The unknown constants 𝐶! in Eqs 1.9 and 1.10 arise because the Danckwerts theory does 
not fit empirical data without a correction factor, e.g. 0.5 [17], 0.3 [43], 1.1 [42, 44], 0.4 [40], 
and 0.6 [41]. In 1976, Theofanous et al. explained that, because the turbulent Reynolds number is 
correlated to the difference between small-eddy time scales and large-eddy time scales, the 
empirical measurements of 𝑘!  agree with the small-eddy model at high Reynolds number 
(Ret>>1) and with the large-eddy model at low Reynolds number (Ret<<1). Surface renewal 
theory is falling out of favor during the past decade due to the search for models that match the 
true hydrodynamics in the concentration boundary layer. Recent quantitative analysis shows a 
method to determine when the interfacial fluid may be considered stagnant [31]. 
The fourth and final category of 𝑘! models use direct analysis of the advection-diffusion 
equation (with asymptotic approximations) to create predictive equations of 𝑘! under specific 
hydrodynamic conditions. The foundation to this approach is given by Deen [28]. Since this is 
the method most-closely based on physical fundamentals, it is the only one that can predict a 
priori that 𝑘! is proportional to D2/3 for a rigid gas-liquid interface and proportional to D1/2 for a 
free gas-liquid interface. Its predictive capabilities are generally better than the other methods, 
therefore it is receiving more attention from researchers in recent years. In the case of a mobile 
interface it leads to the surface divergence theory [28-31, 45] (i.e., stagnation flow of strength 𝛽 
directed up against the gas-liquid interface) to create the following equation  
               𝑘! = 2𝐷𝛽/𝜋                                                          (1.11) 
where β is  and . In upwelling flow (-β) the interfacial transfer is high 
due to sharpening of the concentration gradient at the interface while in downwelling flow (+β) 
the interfacial transfer is low due to reducing of the concentration gradient. It was later 
β = ∂u /∂x +∂ω /∂z ν = βy
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discovered that the upwelling’s “persistence time” was important also, and was a means to 
connect the surface renewal theory with the surface divergence theories (Turney and Banerjee 
2014). For rigid interfaces, this method leads to similar equations pioneered by Campbell and 
Hanratty [35, 36] wherein the fluid flow in the concentration boundary layer is modified by the 
no-slip boundary condition and produces the same equation proposed by dimensional analysis by 
Calderbank and Moo-Young [25] and Frossling [33]. 
A final category for predicting 𝑘!  is to empirically fit a least-squares regression to a 
speculated equation for 𝑘! that does not hold itself to dimensional consistency. Although this 
approach is the most expedient, it is not recommended because it offers scant physical insight, its 
equations do not make dimensional sense, and its range of applicability is made ambiguous by a 
lack of non-dimensional groups. Examples of this approach are plentiful [18, 19, 48-54] but 
future research will hopefully offer physics based models as opposed to these raw correlations. 
 
1.3 Intensification of 𝒌𝑳 based upon Theories in Literature  
Both the “surface renewal” model and the Calderbank turbulence model generate a 
prediction for 𝑘! that depends on turbulent energy dissipation raised to a ¼ power. Based on 
these models the mass transfer rate can be intensified by either: a) increasing interfacial area by 
increasing bubble density or reducing bubble size, or b) by increasing 𝑘!  by increasing 
turbulence intensity or reducing viscosity. The mass transfer rate in many gas-liquid processes is 
mass transfer-limited, such as synthesis-gas fermentation [55]. Without input of mechanical 
energy the 𝑘! is often low [16]. In order to enhance mass transfer rates in gas-liquid reactors 
usually high mechanical energy such as impeller rate is required [16, 55, 56]. This results in an 
increase in average shear rate that enhances 𝑘! and bubble breakup [57]. Although increasing 
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mechanical energy seems effective to increase mass transfer rate, it is costly for large-scale 
reactors since the dependence of 𝑘! on dissipation is via a ¼ exponent, and extra equipment is 
necessary and power consumption is proportional to impeller rate to the third power and impeller 
diameter to the fifth power [57]. 
There are some potential approaches used to enhance mass transfer rate while maintaining 
low power consumption and shear rates.  One potential way to increase mass transfer rate is 
sparging with microbubble dispersions [58]. The volumetric surface area is inversely 
proportional to the bubble diameter. Therefore, microbubbles offer larger gas−liquid interfacial 
areas and longer residence times compared to conventional larger bubbles [55, 56]. 
Turning now to interfacial area density, a, which is typically estimated geometrically from 
the mean bubble diameter as 𝑎 = 6𝜀!/𝑑! . The physical phenomena that set mean bubble 
diameter are complex and micro-physical, similar to the situation for 𝑘!.  Research on predictive 
models for 𝑑! are still developing, but a moderate consensus exists that a critical Weber (𝑊𝑒!) 




                                                         (1.12) 
where 𝑢!  is the average of the squared velocity difference across the bubble, and 𝑊𝑒! 
experimentally ranges [59] from 1 to ~ 5. For simplicity, this dissertation uses direct 
measurements of 𝑑! to calculate a via 6𝜀!/𝑑! rather than a predictive model for a or 𝑑!.  
 
1.4 Comparison of Reactors from the Literature for Use in GTL  
 Currently, Fischer-Tropsch is the only commercially successful GTL technology in wide use 
[2], but it has unacceptably high capital cost when constructed for output below ~20,000 barrels 
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per day [8]. For this reason, Fischer-Tropsch is not used for GTL of waste gases because waste 
gas resources are usually much smaller, and geographically disperse. 
Bioreactors are often envisioned for small-scale on-site GTL because they previously were 
commercially successful for the similar process of corn-to-ethanol at ~500 barrel-per-day. The 
typical capital cost of corn-to-ethanol reactors is $60,000 per barrel-per-day capacity [8]. 
Therefore bioreactors for GTL are under active research and development [1, 3, 10, 60-64]. 
A major technology difference between corn-to-ethanol and GTL bioreactors is the cost of 
delivery of feedstock materials to the microbes inside the reactor. Corn-to-ethanol benefits from 
the high solubility of corn sugars, carbohydrates, and proteins, which put the microbes in ample 
contact with feedstock materials. In contrast, oxygen and methane gases have very low solubility 
in the aqueous broth, thus the molar transfer rate of gas from bubbles to the liquid phase (𝐹!) is 
often the rate-limiting-step on reactor output [1, 16-21, 43, 65-67]. Based on Eq. 1.1 this gas-
liquid transfer process is physically proportional to the difference between gas concentration in 
the bubbles 𝐶! and gas equilibrium concentration in the liquid 𝐶∗, and also to the interfacial area 
𝑎 and a transfer coefficient 𝑘! that is dependent on hydrodynamics. 
 The gas feedstock transfer to the microbes comprises multiple steps in series: i) transfer 
from the gas injection port into bubbles that disperse throughout the reactor, ii) transfer from 
inside a bubble across the gas-liquid interface into the liquid, iii) transfer from the liquid to the 
microbes’ surfaces, iv) transfer across the microbes’ surface into the microbe, v) transfer within 
the microbe to intracellular enzymes. The intracellular transport inside the microbes is usually 
rapid compared to other processes [1], and the mass transport across the liquid-microbe interface 
𝑘!𝑎! is also rapid because microbe surface area of microbes 𝑎! is usually greater than 5,000 m2 
m-3 [13, 62] and the lowest possible transfer coefficient (i.e. when Sh ~ 2) at the microbe-liquid 
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interface 𝑘! is 𝑘! ~ 0.005 m s-1 thus 𝑘!𝑎! is very high (𝑘!𝑎! ~10 s-1). In comparison, 𝑘!𝑎 is 
much lower (𝑘!𝑎 ~ 0.1 s-1), especially when ambient pressure reactors or low power reactors are 
used. This bubble-liquid mass transfer limitation is exacerbated in GTL bioreactors because both 
the O2 and the feedstock gases (CO2, CH4) cannot dissolve well in the bulk liquid. Empirical 
measurements for the special case of CH4 fermentation find that intracellular transport is rapid, 
enzyme turnover is of order 5 s-1, and enzyme activities are near 100 𝜇mol product / g enzyme / 
min [12, 14, 15]. For these reasons, a key technology hurdle is to design a bioreactor that 
achieves 𝑘!𝑎 ~ 1 s-1 at ambient pressure and with as little power dissipation as possible [8, 10]. 
 
 
Figure 1. 4. Three common types of bioreactor [16]. 
	
Maximum production in bioreactors typically requires the following features: high 
transfer of gas from the gas phase to a microorganism suspended in a bioreactor, minimal 
damage to the biological matter and high bioreactor volume utilization [48]. Although gas–liquid 
mass transfer is typically the limiting process in the transport route, there might be additional 
limitations regarding the biological process, such as: sensitivity of some microorganism to shear 
and high turbulent flow while others may not grow well in laminar flow [48]. In this section the 
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three most common types of bioreactor are described. They are stirred-tank bioreactors (STRs), 
bubble column bioreactors, and airlift bioreactors. 
  A stirred tank reactor is usually a cylindrical vessel having a small height-to-diameter 
ratio (aspect ratio) relative to other reactor types (Figure 4.b), [16, 48]. The diameter of tank 
varies from about 0.1 m for experimental units to 10 m for industrial scale. STRs are equipped 
with an impeller or multi-impeller or baffles. A sparger is placed under the impeller to distribute 
the gas phase [48]. The impeller and baffle dimensions are a specified fraction of the tank 
diameter hence, the liquid height-to-diameter ratio, is highly variable and depends on the number 
and arrangement of impellers and the reactor application [48]. The dissipation of mechanical 
energy inside the reactor by means of faster impeller speed and higher gas flow rates enhances 
mass transfer through introducing small gas bubbles with a high surface area per unit volume as 
well as through increasing the level of turbulence in the liquid [16, 48]. 
A bubble column (BC) is a vessel of any shape without any mechanical or moving parts 
(Figure 4.a).  Mass transfer rate in BCs depends mostly on the physical properties of the fluids, 
the type of the sparger and the gas flow rate [16, 68]. A sparger is placed at the bottom of the 
column: perforated or sintered plates, domes or tubes, or membranes [16, 48]. The range of 
superficial gas velocity in BCs is about (0.03–1) m s-1 [16, 68]. Understanding of the flow 
regime in BCs is important due to its significant impact on the productivity of these reactors 
[68]. It is observed from Figure 1.5 that in column diameters less than 0.1 m and higher than 0.2 
m, as the superficial gas velocity increases the flow regime changes from homogenous to slug 
flow and heterogeneous flow, respectively [68]. At a superficial gas velocity higher than 0.05 m 
s-1, as bubble column diameter increases the flow regime changes form slug flow to 
heterogeneous flow [68]. 
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Figure 1. 5. Flow regimes in bubble columns [68]. 
 
 
Airlift reactors (ALR) are pneumatic devices made of four sections: riser, gas separator, 
downcomer, and base (Figure 1.4.c) [48]. In the riser gas flows up from the gas sparger located 
on the base such that causing the upward fluid motion.  The base is the section that connects the 
downcomer to the riser. The gas separator is at the top of the reactor where gas disengages from 
the liquid phase. The industrial range of ALR height and diameter are 10–40 m and 2–10 m, 
respectively [48]. However, for the biological applications these ranges are smaller since 
increase of turbulence with scale leads to an increase in shear stresses which could damage and 
lower cell densities [48]. The liquid circulation depends on the gas flow rate and disengagement 
of gas in the separator. Therefore, in order to achieve the adequate conversion the height is used 
to adjust the gas residence time [48]. The gas fraction in the riser is larger than in the 
downcomer, which creates a hydrodynamic pressure difference leading to the circulation of 
liquid–gas mixture in a controlled manner [48]. 
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Table 1.2 gives values of 𝑘!𝑎 and energy efficiency for the leading publications in this area. 
Comparing the different technologies, bubble column reactors offer the best energy efficiency 
but cannot operate at 𝑘!𝑎 above ~0.1 s-1, while impinging-jet and ejector reactors can achieve 
𝑘!𝑎 ~ 1.0 s-1 but require high power per 𝑘!𝑎. Stirred tanks present a confusing history, wherein 
recently reported values [48] are greatly different than historically reported values [69, 70]. Here 
we study a new reactor design, different than any in Table 1, comprising a gas-liquid reactor 
holding an array of downward micro-jets at its top, thus creating downward flow of 
microbubbles. Here, we push the gas injection rate much higher than previous publications [60, 
71] in order to gain higher 𝑘!𝑎. Comparison of 𝑘!𝑎 and energy efficiency measured from this 
new reactor and from a survey of technology is given in Table 1.2. We here physically assessed 
by hydrodynamic measurements in the following sections. Physical insights are reported 
regarding the bubble production mechanism and gas-liquid transfer mechanism.  
This current work fits into this historical context by describing a new reactor design that 
has unusually high kLa capability and low power consumption per kLa. Spatial resolution of this 
new reactor’s gas-liquid mass transfer is studied by experiments with different reactor heights, 
then by analysis with a mathematical model. It will be seen that the reactor is neither a bubble 
column nor a stirred tank, but is a hybrid of the two. Based upon the understanding gained from 








Table 1. 2. Comparison of the best demonstrated reactor performance from various publications within 
the past 15 years [104].  
 
References Reactor type Demonstrated 𝑘!𝑎 per P/V 
Demonstrated 
𝑘!𝑎 
  (m3 kW-1 s-1) (s-1) 
Boualfi et al. [70] bubble column 0.111 0.083 stirred tank 0.004 0.042 
Balamurugan et al. [69] 
gas-jet ejector upflow 0.014 1.667 
bubble column 0.014 0.111 
stirred tank 0.011 0.083 
Evans et al. [72] plunging jet downflow 0.014 0.556 
Mandal [73] liquid-jet ejector downflow 0.020 0.100 
Terasaka et al. [74] 
bubble column: fine bubble 0.097 0.011 
gas-fed Venturi < 0.002 0.006 
spiraling liquid orifice 0.002 0.028 
liquid-jet ejector 0.006 0.042 
pressurized dissolution 0.000 0.003 
Moucha et al. [52, 53] triple-impellor stirred tank 0.028 0.083 
Kadic and Heindel  [48] 
stirred tank, Rushton turbine 0.250 0.333 
stirred tank, Techmix 335 up* 0.194 0.250 
bubble column 0.111 0.278 
airlift reactor 0.111 0.139 
de Jesus et al. [75] stirred airlift  bioreactor < 0.012 0.008 
This work and Ansari et 
al. [61, 76, 104] Inverse jet-array 0.490 0.733 
*impeller-stirred tank data of Kadic and Heindel [48], which is based upon Moucha et al., 
[52, 53] is an outlier when compared to other publications on stirred tank reactors (e.g. 
Boualfi et al. [70]; Balamurugan et al. [69]; Fujasova et al. [77]; Moucha et al. [52]) 
 
1.5 Review of the Effect of Bubble Size on kl  
According to Calderbank and Moo-Young [25], when bubble diameter is in the range of 
(0.2-8) mm, liquid-phase mass transfer coefficients are independent of bubble size and depend 
only on the physical properties of the system. Small bubbles (< 2.5 mm) usually have rigid 
interface and kL is proportional to the D2/3 power of the diffusion coefficient based on 
dimensional analysis from Deen [28]. Whereas, for larger bubbles (>2.5 mm) the interfacial 
liquid can flow, causing greater kL proportional to the D1/2 power of the diffusion coefficient 
based on Higbie theory [25]. Figure 1.6 demonstrates Calderbank’s data.  
	 19	
 




However, the results from other studies are not in agreement with the Calderbank's 
assertion that kL is independent of bubble size. In the work by Raymond and Zieminski [78] the 
effects of aliphatic alcohols on mass transfer of a carbon dioxide bubble were investigated in 
very dilute alcohol aqueous solutions. Their experiments used bubble radii from 1.3 to 2.0 cm. 
The variation of kL with bubble size passed through a definite maximum that was believed is a 
result of transition from free interface to rigid interface at Reynolds number of about 750 [78, 
79]. According to the Akita and Yoshida [23] for given hydrodynamic properties in a column 
with the perforated or porous plate spargers, kL values increase with average bubble diameter to 
the ½ power. In addition, they assumed that liquid phase mass transfer coefficient kL should vary 
even on the surface of one bubble and depend on the bubble size (kL is an average value) [23]. 
Furthermore, in the work by Motarjemi and Jameson [80] it was showed that kL is a function of 
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Figure 1. 7. From Motarjemi et al. [80]: Measured values of the mass transfer coefficient kL for oxygen 
adsorption in tap water Δ, Motarjemi et al. [80], Ο, Pasveer [81], ☐ , Coppock [82], Θ, Toda [83]. The 
theoretical prediction of Frosseling, and Higbie et al. are shown Calderbank and Moo-Young ----, Eq. 1.4, 
- - - -, Eq. 1.5. 
 
For analyzing the variation of the kL values with the bubble diameter, three zones of 
variation between dB and kL coefficients proposed by Painmanakul et al. [20] and Sardeing et al. 
[85]: 




) [85, 86]. Either the model proposed by Frössling [33] or the one proposed 
by Calderbank and Moo-Young [25] could be used in this range [17, 18, 86-88] dealing with 
spherical bubbles having rigid interface. 
• Zone B, transition region (1.5<dB <3.5mm): the kL values increase from 1 × 10
−4 m s
−1 to 
the value reached at 3.5 mm bubble diameter, 4 × 10
−4 m s
−1
. According to Sardeing et al. 
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[85, 86] this increase depends on both bubble geometry (change from sphere to ellipsoid) 
and physical-chemical properties of surfactant. Eq 1.13 proposed by Sardieng could be used 
in this range [85, 86, 88].  
• Zone C, large bubbles (dB >3.5mm): in this region, the kL values are constant (4 × 10
−4 m 
s
−1)and independent of bubble diameter. These results are in agreement with those of 
Calderbank and Moo-Young [25] and Higbie’s model [17, 18, 79, 85-88] showing that 
bubbles with diameters bigger than 3 mm behaving like fluid particles with a mobile 
surface.  
Figure 1.8 demonstrates the liquid-side mass transfer coefficient predicted by the models 
proposed by Sastaravet et.al [86] versus bubble size for different liquid phases. They have shown 
that the kL only depends on bubble sizes due to a modification of the gas-liquid interface (size 
and shape of bubbles) coupled with local hydrodynamic changes such as terminal rising bubble 





Figure 1. 8. Liquid-side mass transfer coefficient predicted by the models proposed by Sastaravet and 
et.al [86] versus the bubble size for different liquid phases. 
 
1.6 Effect of Surfactants and Salt on kLa in Gas-Contacting Reactors 
The surface-active molecules in the liquid phase diminish the surface tension [89]. In gas-
liquid bubbly flow the stability of bubbles (microbubbles) could be increased by increasing 
surfactant concentration [56]. The most widely used structure of microbubbles in the surfactant 





Figure 1. 9. Microbubble with a surfactant film on its shell Sebba [90]. 
 
Based on this structure, surfactants create an electrostatic double-layer charge that lowers 
bubble coalescence by electrostatic repulsion between bubbles [90]; hence the size distribution 
does not change even if bubbles are densely packed [89]. It is hypothesized that the presence of 
surfactants not only decreases the interfacial tension but also slows down the gas diffusion by 
making a shell (e.g. double-layer charge) around gas bubble as a barrier to gas diffusion [56]. 
Calderbank & Moo-Young  [25] showed that liquid side mass transfer coefficients for bubbles 
with diameters larger than 2.5 mm are significantly higher than mass transfer coefficients for 
small rigid bubbles, which is due to the unhindered flow situation for large bubbles. As 
explained in Section 1.5 in the three zones of variation between dB and kL, surfactant reduces kL 
values. For a given surfactant concentration these kL values are constant in the two regions of 
small and large bubbles. While in the transition region between small and large bubbles 
surfactants or impurities promote the rigid-interface mode of bubble behavior. In the work done 
by Painmanakul et al. and Sardeing et al. [20, 85] the effect of various surfactants (anionic, 
cationic and non-ionic) on the mass transfer parameter kL was studied. In order to understand the 
effect of surfactant on the mass transfer efficiency they considered static surface tension, critical 
micelle concentration and the surface coverage ratio at equilibrium (Se). Figure 1.10 shows the 
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result of Sardeing’s experimental work [85]; for whatever the liquid phase, they found three 
zones on the kL variation with the bubble diameter. In the first region for bubble diameter of less 
than 1.5 mm, kL values were constant and not affected by surfactants. However, in the third zone 
for bubble diameter of bigger than 3.5 mm the kL values were roughly constant and affected by 
surfactants. Furthermore, for the bubble diameters in the range of (1.5-3.5) mm, kL values 




Figure 1. 10. Experimental liquid-side mass transfer coefficient versus bubble diameter and comparison 
with Frosseling and Calderbank’s models [85]. 
 
 For each bubble diameter region they proposed a model [85]. For the small bubble region 
two correlations proposed by Frossling and Calderbank (Eqs. 1.3, 1.4) are used. They assumed 
that liquid-side mass transfer coefficient in the transition zone change from the kL values for rigid 
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bubbles to the kL values for bubbles with diameter bigger than 3.5 mm, presumably because there 
is a modification of bubble shape from spherical to ellipsoidal. Regarding this region they 
proposed the following correlation: 
 










!)                                        (1.13)                                                                   
 
where zone A, B and C are defined in Section 1.5 and Figure 1.10 d1B is the maximum bubble 
diameter in region A, d0B is the minimum bubble diameter in region C and 𝑘!
!"#"$  is defined to be 
the same as kAL and is obtained from Eq. 1.4 and kCL is a function of Se as defined by: 
 
                                                𝑘!! = 𝑆𝑒𝑘!! + (1− 𝑆𝑒)𝑘!!                                          (1.14) 
 
where the 0 exponent denotes Se=0 (an interface free of surfactant ) and the 1 exponent denotes 
Se=1 (an interface saturated with surfactant). k0L is calculated from Eq. 1.5 and  k1L is a function 
of surfactant properties is expressed as: 
 
                                             𝑘!! = 1.744𝐾!!.!"#$𝑘!
!"#"$                                             (1.15) 
 
where K is the adsorption constant at equilibrium which is the ratio of adsorption kinetic constant 
and the desorption kinetic constant. At high K values surfactant molecules get to the interface 
more quickly than they leave it, meaning that the diffusion of gas through the interface decreases 
that leads to lower kL values. Figure 1.8 shows the kL values predicted by the proposed models 
for different liquid phases. 
1.7 On Surface Tension and Bubble Coalescence 
 Due to the Van der Waals attraction between bubbles in a bubbly flow normally they 
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coalesce [91]. Also the hydrogen bonding that creates surface tension promotes bubble 




+], SDS molecules adsorb on the gas-liquid interface with hydrophobic 
part into the gas phase (O2) and hydrophilic part into the liquid phase (water) [92]. At low SDS 
concentration these molecules are very far apart from each other, as concentration is increased 
they get closer together and they develop negative electrostatic charge on each bubble that repels 
bubbles and keeps them stable. Adding salt to the liquid phase in the presence of SDS has two 
different effects on the bubble surface tension and the hydrostatic repulsion between bubbles [91, 
92]: a) Na+ ions allow closer packing of surfactant molecules at the gas-liquid interface, which 
diminishes surface tension because surface tension is inversely proportional to the density of 
surfactant molecules at the surface [91, 92], and b) decreases the repulsion between bubbles 
because the electrostatic Debye length decreases [92]. Typically when Debye length is ≥ 1 nm 
then bubbles do not coalesce. Therefore, depending on the salt concentration, the stability can be 
remarkably changed from very stable to unstable.  
The salt concentration that we have used in our experiments is too low therefore provides 
large repulsion and keeps the small bubbles away from each other. As demonstrated in Figure 
1.11, the surface tension at very low NaCl concentrations is independent of NaCl concentration. 
However, as the concentration of NaCl is increased, the surface tension decreases and eventually 
reaches a constant value. The reduction in surface tension could be one of the factors responsible 





Figure 1. 11. Effect of NaCl concentration on the surface tension at 0.05% SDS [91]. 
 
 
      1.8 Review of the Effect of Gas Fraction on kl  
Little work has been done on investigating the effect of gas fraction (εg) on kL. In 1974 




Figure 1. 12. Liquid-side mass transfer coefficient versus gas void fraction [23]. 
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However, in the work by Bredwell et al. [55] it is observed from Figure 1.13 that for low 
range of gas fraction < 10%, kL values decrease as gas fraction increases and this decrease in kL 




Figure 1. 13. kL is shown as a function of column gas void fraction for different concentrations of Tween 
20 surfactant in the carrier or bulk liquid (0, one times the CMC, and five times the CMC). Also shown 
are empirical correlations for small bubbles from literature [25, 93] and the Sh = 2 correlation [55]. 
 
These results are consistent with those obtained experimentally by Colombet et al. [94, 
95] for the higher range of gas fraction up to 35%. They observed that gas fraction below ~30% 
does not have any effect on the mass transfer in a bubble swarm at high Peclet number claiming 
that the increase of bubble diameter with gas fraction compensates for the decrease of kL so that 





Figure 1. 14. Mass transfer coefficient (a) and Sherwood number (b) versus gas fraction. Experiments: ☐ , 
Colombet et al.  [95]; Ο, Colombet et al. [94]; Predictions for an isolated bubble:▲ , single bubble (with 
the parameters measured for an isolated bubble detached from a single capillary); — . —, Boussinesq 
[96]; …… , Winnikow [97]; – – –, Takemura & Yabe [98]; ——, Colombet et al. [99]; —— , Figueroa & 
Legendre [100]. 
 
1.9 Requirements of Microorganisms  
The biological GTL process is based on methanotrophic bacteria, which are capable of 
converting methane into renewable diesel. To achieve the maximum production of desired 
products, it is essential to supply the appropriate substrate and nutrient components to 
methanotrophs [1]. The culture medium for this project’s type of fermentation process is 
methane (as carbon source), oxygen and nitrate mineral salts media [1]. Other nutrient 
components required for growth are phosphorus, potassium, and copper (Cu2+). Copper has an 
effect on the oxidation rate of methane [101]. Besides optimization of culture medium, 
standardization of culture conditions is vital. Temperature and pH are also important. Depending 
on the species of methanotroph, the optimum range of pH for oxidation of methane is from 5.0 to 
10.0 [1]. The optimum temperature for methanotrophic varies between 25 and 30 °C in most 
strains [1]. Another crucial parameter affecting the rate of oxidation of methane is O2 
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concentration. In addition, methane and O2 ratio has a significant effect on reaction kinetics in 
methanotroph culture [102]. As it was mentioned in the Section 3.1, CSTRs are the most used 
bioreactors for fermentations processes. Increasing agitation speed or modifying the impeller 
design achieves high mass transfer rate in CSTRs by providing more energy to generate smaller-
size bubbles for increasing the gas–liquid interfacial area. However, increased power dissipation 
reduces its economic viability in large-scale fermentations, and also high shear rates from 















Material and Methods 
2.1 Reactor Design 
 The two experimental reactors followed the design of Li [103-105]. Schematics and 
photographs of both are shown in Figure 2.1. The reactor design comprises a transparent PMMA 
column of 10 cm inner diameter (small reactor) with height ranging from 31 to 128 cm, or 
alternatively a 30 cm inner diameter (large reactor) with 150 cm height. In all cases, liquid was 
pumped into the top of the column above a pore plate with an array of small circular holes (with 
an array of 375 µm diameter cylindrical pores, separated 3 mm from each other) creating an 
array of downward-pointing jets. Gas was injected into the column via a symmetric three-arm 
sparger below the micro-jets, producing ~1.5 cm bubbles. The jet-array entrained and breaks 
these ~1.5 cm bubbles into microbubbles (~250 µm) that flow downward, exchanging gas with 
the liquid during the journey. This downward bubble flow is also called an inverse bubble 
column [59]. Due to the small size of the bubbles and turbulence intensity being ~10x higher 
than the mean velocity, the flow visually appears to be homogenous, well-mixed, milky-white, 
and to have no obvious structure. The mixture exits the bottom of the reactor to a gas-liquid 
	 32	




Figure 2. 1. Schematics of piping, flow, instrumentation, and photographs are shown for the large reactor 
(upper panels) and small reactor (bottom panels), where a) is the reactor column, b) is the gas-liquid 
separator, c) is a pump reservoir, d) is a dissolved oxygen sensor, e) is a pressure sensor, and f) is a 
conductivity sensor. In the photographs, the bubble mixture is illuminated externally. The small reactor is 
photographed in its 62 cm tall configuration, but taller configurations up to 128 cm height were tested 
[104]. 
 
 To imitate a microbial broth, the fluid comprised a solution of deionized water with KCl salt 
and various surfactants, such as sodium dodecyl sulfate (SDS), isopropyl alcohol, and acetic 
acid. The concentrations of surfactants were varied to better understand their effects on bubble 
dynamics, ultimately in an attempt to understand a real microbial broth. Gas and liquid flow 
were controlled with high-precision mass flow controllers or rotameters. Temperature was 
monitored with thermocouples. 
Measurements performed on the mixture inside the reactor include the volumetric mass transfer 
coefficient kLa, the bubble size distribution to calculate the interfacial area density a, spatial 
distribution of velocity and turbulence intensity via particle image velocimetry (PIV), spatial 
distribution of the gas fraction (𝜖!), residence time distribution (RTD), and power dissipation. 
Superficial gas and liquid input velocities were measured by rotameters.  
 
2.2 Bubble Size Distributions and Total Interfacial Area  
Bubble size distribution was measured by capturing a photograph of the bubbles (Fuji 
FinePix S9800, super-macroscopic lens, 1/1700 s exposure time) resting outside the reactor, 
looking inward. As discussed later, radial mixing in the reactor was strong enough to 
homogenize (to within 15% spatial variation) bubble size and gas fraction in the radial direction, 
so measurements near the wall were representative of measurement in the interior Figure 2.2. 
The bubble photographs were then processed by measuring of the diameter of randomly selected 
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bubbles in Image J software then used to produce probability density functions (pdfs) of 
diameter, volume-weighted average diameter, and interfacial-area-weighted average diameter 
(which were always within 15% of each other). We chose to use area-weighted mean diameter as 
our reported 𝑑! because gas-liquid interfacial area is more important than volume, thus “Sauter 
diameter” is inappropriate. A measurement of gas fraction was then combined with each pdf of 
bubble diameter to produce a calculation of bubbles concentration for each bubble size class. 
Figure 2.3 shows one of these microscopic images and the corresponding bubble size pdf.  
For a given flow condition, bubble size distribution was observed to be spatially invariant 
in the radial direction, as shown in the data of Figures 2.2 and 3.3. The bubble size is spatially 




Figure 2. 2. Radial profile of gas fraction in the reactor, showing that mixing was strong enough to 
homogenize the mixture in the radial direction. Radial variation of gas fraction measurements in 62cm 
bubble column reactor using Gamma densitometry at superficial liquid velocity of 9.6 cm/s and 




Figure 2. 3. Left: image of the bubbles in the bubble column, right: bubble size distribution measurement 
[61].  
 
 In the large reactor a borescope (Hawkeye Pro Hardy) was used to take photographs of the 
bubble mixture in the interior of the gas-liquid mixture at radial locations r/R=0, r/R=0.5, 
r/R=0.9. These images were processed in a similar method to above to produce 𝑑! measurements 
at various radial locations, but measurement uncertainty was high because the field of view of 
the borescope was very small. An example borescope image is shown in Figure 2.4. 
 
 
Figure 2. 4. Example images from the borescope, in the large reactor [104]. 
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2.3 Gas Fraction Measurements 
 Gas fraction was measured by three different methods: a) 𝛾-beam absorption densitometry, 
b) measurement of density via hydrostatic pressure, and c) sudden-valve-closure isolation. 
Densitometry to 𝛾-beam comprised a 5 mCi Cs-137 source emitting 662 keV photons, set behind 
10 cm (4 inch) of lead with a 0.4 cm diameter aperture defining the beam. A 7.5 x 7.5 cm sodium 
iodide (NaI) scintillation detector was placed on the opposite side of the reactor, with no lead 
shielding. Lead’s absorption coefficient for 662 keV photons is 7.76 cm-1 [106], therefore the 
beam was defined with 99% contrast. The 𝛾-beam source and detector were mounted on a single 
rigid metal fixture on PTFE tracks and moved via a linear actuator. This setup ensured the 𝛾-
beam was reliably positioned with 1 mm precision as it was moved back-and-forth to intersect 
the column at different locations. Additionally a laser-beam was mounted on the 𝛾-beam source 
to provide additional accuracy. The detector was unshielded, thus +/- 1 mm changes in beam 
alignment caused no changes in photon count. Gas fraction along the beam path was thus 
calculated as   





                                                       (2.1) 
where Ig and IL are the transmitted 𝛾-beam intensitiy when the reactor is filled purely with gas 
and liquid, respectively, and IM is intensity with a gas-liquid mixture.   
 The second method for measuring gas fraction was by hydrostatic pressure using pressure 
transducers (PX409, Omega Engineering), thus allowing the volume-averaged gas fraction to be 
calculated as 
𝜖! = 1−
!!"#!!!"# !"#! !!"#!!!"# !"#
!!"#!!!"# !"#! !!"#!!!"# !"#
                                   (2.2) 
where 𝑃!"# is pressure at the bottom transducer, 𝑃!"! is at the top transducer, and subscripts mix, 
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gas, and liq denote if the reactor is full of gas-liquid mixture, or pure gas, or pure liquid, 
respectively. 
 Lastly, the sudden-valve-closure isolation method measures volume-averaged gas fraction 
by suddenly closing all inlets and outlets to the reactor. Then over the subsequent minutes the 
gas and liquid separate gravitationally and the gas fraction is easily measured by the 




                                                  (2.3) 
 
2.4 kLa Measurements 
Two methods of measuring 𝑘!𝑎 were employed, both using O2 gas to imitate delivery of 
feedstock gas to the bioreactor broth. The first of these methods had no chemical reactant in the 
liquid, and measured the dynamic rise in dissolved O2 concentration via two sensors. The second 
method used sodium sulfite to convert the dissolved oxygen and imitate a biocatalyst via the 
reaction of sulfite to sulfate. 
 
2.4.1 Rate of Change of Dissolved Oxygen, no Chemical Reaction 
 The reactor’s volumetric mass transfer coefficient kLa was measured by fitting a 
mathematical model of dissolved oxygen concentration to experimental measurements during 
absorption and desorption of oxygen into the liquid phase. Two dissolved oxygen probes (RDO-
PRO-X Optical Dissolved Oxygen Probe) were employed to measure dissolved oxygen 
concentration transients in the reactor liquid (water reservoir and separator tanks). Before 
performing oxygen absorption, the reactor’s dissolved oxygen was removed by sparging with 
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pure N2 gas. Then the gas was switched to pure O2 at the beginning of the experiment, vice versa 
for oxygen desorption.  
 A mathematical model of dissolved oxygen and nitrogen content in the gas and liquid 
phases of control volumes comprising the reactor is given in Eqs 2.4 to 2.8 of Table 2.1.  
 
Table 2. 1. Control volume equations used to model dissolved oxygen concentration dynamic O2 
absorption experiments [61]. 
 










































































𝑆𝐶!,!! − 𝐶!,!! +
!!
!!!!
𝐶!,!!!! − 𝐶!,!!    (2.8) 
 
Since the turbulent velocities were much higher than the time-averaged velocity, the reactor 
was well mixed in the radial direction, e.g., see gas fraction radial profiles in Figures 2.2 and 3.3, 
and therefore the reactor was modeled as “stirred tanks in series”. The number of stirred-tanks-
in-series was independently measured with RTD experiments; therefore kLa was the only 
adjustable parameter. A simple Taylor-dispersion model was also used to predict the gas 
concentration (N2/O2 mole ratio) in the tubes carrying gas from the N2 or O2 storage tanks. Table 
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2.2 shows the constant parameters used for the reactor model.  
 




2.4.2 Conversion of a Chemical Buffer, with Chemical Reaction 
  The second method used sodium sulfite to convert the dissolved oxygen and imitate a 
biocatalyst via the reaction of sulfite to sulfate 
2𝑆𝑂!!! + 𝑂! → 2𝑆𝑂!!!                                                       (2.9) 
 The kinetic rate of reaction (2.9) is controllable via changes to the concentration of 
dissolved sodium cobalt. The liquid residence time in the reactor is ~5 s, meaning that when 
𝑘!𝑎 < 0.2 𝑠!!, the liquid does not endure sufficient time residing in the reactor to saturate its 
dissolved gas concentration. Therefore, use of this second method of measuring 𝑘!𝑎 (i.e. with 
reactant) is only necessary when 𝑘!𝑎 is greater than ~0.2 s-1. During execution of this second 
𝑘!𝑎 method, we measured the concentration of sulfite in the reactor via 1 mL liquid samples 
taken from the system every ~3 minutes. The time series of sulfite concentration yields 𝑘!𝑎 by 
Constant Parameters Value 
Separator Tank (kLS)(ms-1) 3.3E-4 
Pump Reservoir (kLP) (ms-1) 2.0E-4 
Liquid Flow (FL) (m3 s-1) 7.6E-4 
Gas Flow (FG) (m3 s-1) 2.0E-5 
Liquid Fraction (1-εg) measured 
Separator tank area (AS) (m2) 0.246 
Pump Reservoir Area (AP) (m2) 0.102 
Vtotal (m3) 9.73E-02 
Bubble Column Volume (VR) (m3) 5.04E-03 
Separator Tank (VS) (m3) 4.92E-02 
Pump Reservoir Volume (VP) (m3) 4.30E-02 
Bubble Column c.s. Area (m2) 7.85E-03 
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means of 





                                                 (2.10) 
where 𝐴∗ is solubility of gas A under the condition of experiment The kinetics of reaction (2.9)  
were carefully measured for each batch of reactor broth in a 1 L bench-top stirred tank, as 
explained in the supplementary text. Careful measurement and planning of the Hatta number 
[107] was executed to ensure the chemical reaction was fast enough to reduce 𝑂!  to near ~0 
mole per L in the bulk liquid but not so fast that it increased 𝑘!. The necessary quantitative 
analysis and measurements of the chemical kinetics is given in Appendix A. 
 
2.5 Velocity Measurements Using Particle Image Velocimetry (PIV) 
Bubble velocity measurements were made by particle image velocimetry (PIV) of 
photographs from a high-speed camera (Photron FASTCAM Mini UX 100). Two different 
methods of PIV were employed, both of which are described in paragraphs below.  PIV 
calculation was always based on the hierarchical PIV strategy and software described in Turney 
et al. [108], which in turn employs an image cross-correlation approach as described previously 
[109, 110]. 
The first method of PIV measured velocity of the ~200 µm bubbles themselves, and no fluid 
tracer particles were used. Terminal rise velocity of these bubbles is ~2 cm/s, which is small 
compared to the turbulent velocities and time-averaged velocity, therefore these PIV results are 
approximately equal to the velocity of the liquid phase. We performed this bubble-PIV at eight 
azimuthal locations, i.e. every 45° around the circumference of the reactor column, and at 
different heights. The high-speed camera sat outside the reactor and pointed toward the middle of 
the column, focused on the flow located ~5 mm into the reactor from the inside wall. Due to the 
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turbulence intensity being much greater than mean velocity, the time-averaged velocity was well 
mixed in the radial direction right up to the inside wall of the reactor, which had a momentum 
boundary layer set by the turbulent velocities. Therefore, the PIV velocity measurements had low 
contamination by wall-effects, as discussed in the results section near Table 3.2. 
The second PIV measurement method was identical to the first except only one location was 
measured (15 cm above the bottom of the reactor) and the PIV tracers were fluorescent red 
microspheres (50 µm diameter) [111] so that PIV could be performed with no gas injection could 
be measured.  
2.6 Measurement of Liquid Residence Time Distribution (RTD) 
Liquid residence time distribution (RTD) in the reactor allowed calculation of the reactor’s 
turbulent dispersion coefficient, number of stirred-tanks in series, and distribution of bubble 
contact time with the reactor liquid. The RTD measurements were of conductivity between 
electrode pairs (10x19 mm rectangles, 1 cm separation) as a salt pulse passed through the 
reactor. The locations of electrode pairs are shown in Figure 2.1 small reactor (bottom panels). 
The electronics (ITS p2000 ERT) measured conductivity between eight electrode pairs 
simultaneously at 50 Hz per pair. One pair was above the pore plate then three pairs were located 
16.5 cm below the pore plate, another three pairs were 16.5 cm above the reactor bottom, and a 
final pair was located in the outlet pipe 5.5 cm below the bottom.  
The RTD salt concentration curves allowed the following calculations [112] of mean 
residence time 














 .                               (2.12) 
The number of tanks-in-series N and hydrodynamic dispersion coefficient 𝒟 are given by the 
following equations, all with closed boundary conditions, respectively 
                                                               𝑁 = ∆!
!
∆(!!)










1− 𝑒!!" 𝒟                                 (2.14) 
Appendix A: Measurements of 𝒌𝑳𝒂 via Absorption and Reaction of Oxygen 
with Sulfite 
 To measure volumetric mass transfer coefficient values 𝑘!𝑎 accurately in the range >2000 
hr-1, absorption process can be accompanied by a chemical reaction. When absorbed gas reacts 
with the liquid, the concentration profiles of the absorbed species change due to the reaction and 
the absorption rate might be enhanced by reaction. We employ the chemical method “film 
theory” described by Danckwert [113] with the following reaction: 
𝐴 + 𝑧𝐵 → 𝑃                                                       (A.1) 
which is irreversible and mth order in A gas phase and nth order in B liquid phase, the local rate of 
reaction per unit volume can be expressed by 
−𝑟! = 𝑘!"[𝐴]![𝐵]!                                                  (A.2) 
the overall rate of absorption Ra is given by [113]: 




!                            (A.3) 
 Experiments to measure 𝑘!𝑎 require that the reaction between the dissolved gas (A) and the 
dissolved ionic reactant (B) is too slow to affect the diffusion of the dissolved gas through the 
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concentration boundary layer. For this to be true, the rate of reaction in the concentration 
boundary layer must be smaller than the rate of entry of the dissolved gas into the concentration 
boundary layer, both measured as moles per interfacial area per second. Mathematically the 







≪ 1                                       (A.4) 
where 𝑀 is called Hatta number which is the ratio of the rate of reaction in a liquid film to the 
rate of diffusion through the film. Moreover, for reaction to be sufficiently fast to ensure that the 
concentration of dissolved gas in the bulk of the liquid phase is negligible ([AB]=0) [113] the 




≫ 1                                                (A.5) 
 
If condition A.4 and A.5 are fulfilled then Eq. A.3 reduces to [113]: 
𝑅𝑎 = 𝐴∗ 𝑘!𝑎                                                     (A.6) 
Therefore, kLa can be calculated from experimentally determined absorption rate, Ra by titration 
(iodometry) and solubility of gas A under the condition of experiment. 
 Experiments to measure 𝑎 require that the reaction between the dissolved gas A and the 
dissolved ionic reactant B is fast enough that it dominates the diffusion of the dissolved gas into 
the concentration boundary layer. For this to be true, the rate of reaction in the concentration 
boundary layer must be much larger than the rate of entry of the dissolved gas into the 
concentration boundary layer, both measured as moles per interfacial area per second. 
Mathematically the following conditions must be satisfied [113]: 






                                                       (A.8) 
then Eq. A.3 reduces to [113]: 




!                              (A.9) 




!                              (A.10) 
 Researchers sometimes wish to measure kLa and a simultaneously. To accomplish this, the 
process must be in a regime where the effects of hydrodynamics and chemical reaction on the 
mass transfer coefficient are comparable. Then if Ra is measured with different values of kmn, but 
constant hydrodynamics, by considering Eq. A.3, then a plot of (Ra)2 vs. kmn[B0]n gives a straight 
line with slope (a[A*])2DA and intercept (𝑘!𝑎[A*])2. Therefore, for a known [A*] and DA both 
kLa and a can be determined. This method is called Danckwert’s Plot [87, 113-115].  
 
Sulfite-to-Sulfate Reaction Kinetics Measured in a Bench Top Stirred Cell  
 Pure oxygen absorption into sodium sulfite solution in the presence of cobalt catalyst as a 




𝑂! → 𝑆𝑂!!!                                           (A.11) 
 Measurements of the rate of this reaction were done in a bench top stirred cell of 100 mm ID 
and 145 mm height with a flat gas-liquid interface (Figure A.1) [87]. A two bladed impeller of 
84 mm diameter and 10 mm width was used for agitation. The impeller attached to a shaft of 
electric motor with variable speed. The stirred cell was filled up to 40 mm such that the liquid 




Figure A. 1. Benchtop stirred cell setup [104]. 
 
 Oxygen absorption into sodium sulfite solution in the presence of cobalt catalyst has been 
studied. In our lab appropriate range of cobalt catalyst concentration for a particular method of 
measuring kLa and a is investigated experimentally in a stirred cell from dependence of oxygen 
absorption rate Ra on the catalyst concentration (remaining operation conditions kept constant). 
The resulting profile is presented in Figure A.2. As it is observed, in region “I” the absorption 
rate is independent of catalyst concentration and Eq. A.6 can be applied to determine kLa. By 
increasing catalyst concentration in region “II” the effect of hydrodynamics and the reaction on 
kLa is comparable, meaning by use of the relation A.3, both kLa and a can be determined [113, 
114]. Finally, in region “III” absorption rate is independent of hydrodynamics (fast-reaction 




Figure A. 2. Total absorption rate of oxygen as a function of cobalt catalyst concentration [104]. 
 
 Since kinetics of sulfite system is very sensitive to impurities, kinetic parameters, m, n and 
kmn for this system should be determined experimentally rather than employing published results 
[18, 19, 87, 114-117]. Considering Eq. A.9 for a fast reaction, reaction order with respect to the 
oxygen concentration m usually is determined by determining the slope from a plot of absorption 
rate against the concentration of oxygen at interface [A*] in a log-log coordinate system [18, 19, 
87, 113]. Also, the reaction order with respect to the sulfite concentration n can be determined by 
plotting absorption rate vs. concentration of sulfite [18, 19, 87, 113]. The slope of the graph 
gives the n value. Figure A.3 shows the conversion of sulfite to sulfate as a function of time 
where half of the slope of the plot gives the absorption rate. To determine n the data of Figure 
A.4 was used to measure the change in gas absorption rate as a function of sulfite concentration. 
To determine m the data of Figure A.5 was used to measure the change in gas absorption rate as 
a function of oxygen concentration at interface. 
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Figure A. 5. Absorption rate as a function of oxygen concentration at interface [104]. 
 
 Figure A.4 shows that the absorption rate is independent of sulfite concentration i.e. “n= 0”. 
In addition, Figure A.5 demonstrates that the order of reaction with respect to the oxygen 













Chapter 3  
Effect of Hydrodynamics on the Reactor 
Performance (kL, kLa) 
Bioreactors are of interest for value-upgrading of stranded or waste industrial gases. 
Reactor intensification requires development of low cost bioreactors with fast gas-liquid mass 
transfer rate. In Chapter 1 we assessed published reactor technology in comparison with a novel 
downward bubble flow created by a micro-jet array. Compared to known technology, the 
advanced design achieves higher volumetric gas transfer efficiency (kLa per power density) while 
operating at higher kLa.  In the first part of this chapter, we measure the effect of four reactor 
heights (height-to-diameter ratios of 12, 9, 6 and 3) on the gas transfer coefficient kL, total 
interfacial area a, liquid residence time distribution, energy consumption, and turbulent 
hydrodynamics. Leading models for predicting kL and a are appraised with experimental data. 
The results show kL is governed by “entrance effects” due to Higbie penetration dominate at 
short distances below the micro-jet array, while turbulence dominates at intermediate distances, 
and finally terminal rise velocity dominates at large distances. 
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Performance showed high 𝑘!𝑎  and low power usage. However, the most stable 
hydrodynamic mode under a jet array includes a large and persistent eddy, likely similar to the 
“Coanda effect” reported much earlier. Therefore, in the second part we test swirling 
hydrodynamics to prevent momentum positive feedback that hypothetically creates this 
backmixing. Particle imaging velocimetry (PIV), salt-pulse tracking residence time distribution 
(RTD), and 𝑘!𝑎 data are collected from the swirl case and compared to the non-swirl case in the 
62cm column.  
This current work fits into this historical context by describing a new reactor design that has 
unusually high kLa capability and low power consumption per kLa. Spatial resolution of this new 
reactor’s gas-liquid mass transfer is studied by experiments with different reactor height, then by 
analysis with a mathematical model. It will be seen that the reactor is neither a bubble column 
nor a stirred tank, but is a hybrid of the two. Based upon the understanding gained from this 
effort we analyze methods of intensifying gas transfer to the liquid broth.  
The test reactor was a PMMA column of 10 cm inner diameter and four different heights: 
31, 62, 93, and 124 cm. A schematic of the equipment is shown in Figure 2.1 (bottom panels), 
and further details are available in section 2.1 [61, 76, 103-105]. The reactor operates by 
pumping liquid downward past a circular flat plate containing an array of straight pores, creating 
an array of downward-pointing jets at the top of the reactor [103]. Two different pore plates were 
used for this work’s experiments, both had pore holes of diameter between 350 to 400 𝜇m and 3 
mm pitch, with a) all pores straight, or b) 90% of the pores straight and 10% of the pores angled 
at 35º off-straight so as to create a swirling motion in the resulting flow.  
To imitate a microbial broth, the liquid was made from 95 L of deionized water with 25 ppm 
w/w sodium dodecyl sulfate (SDS) (0.086 mM) and 15 ppm w/w KCl (0.2 mM). During RTD 
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experiments the salt concentration was increased to 70 ppm.  
Measurements performed on the mixture inside the reactor include the volumetric mass 
transfer coefficient kLa, the bubble size distribution to calculate the interfacial area density a, 
mixture velocity near the wall via particle image velocimetry (PIV), gas fraction, and residence 
time distribution (RTD). Except where otherwise noted, all measurements were carried out with 
reactor superficial liquid velocity of 9.6 cm s-1 and superficial gas velocity of 0.2 cm s-1, which is 
known from drift-flux analysis to give the lowest bubble density for which the bubbles are 
significantly interacting with each other [111]. Superficial gas and liquid input velocities were 
measured by rotameters.  
 
3.1 Turbulent and Time-Averaged Hydrodynamic Measurements 
Measurements of bubble size distribution, particle image velocimetry (PIV), gas fraction, and 
residence time distribution (RTD) were performed on the mixture inside the bubble column.  In 
order to calculate the interfacial area density a, the bubble size distribution was measured via 
analysis of photographs (Fuji FinePix S9800, super-macroscopic lens, 1/1700 s exposure time). 
Gas fraction in the reactor was also measured by the sudden-valve-shutoff method.  
For a given flow condition, bubble size distribution was observed to be spatially invariant 
due to the SDS and KCl additives, which prevent coalescence, as shown in Table 3.1.  The time-
average bubble-liquid mixture velocity near the wall was measured by two-dimensional particle 
image velocimetry (PIV) with a high-speed camera (Photron FASTCAM Mini UX 100) and the 
~300 µm bubbles as flow tracers. These PIV measurements were performed at eight azimuthal 
locations around the circumference of the reactor column, i.e. every 45°, and at different heights. 
For each location, the high-speed camera sat outside the reactor and pointed toward the middle of 
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the column, focused on the bubble-liquid dispersion ~5 mm into the reactor from the inside wall. 
Forty image-pairs were PIV processed at each location. Using these data, a time-averaged 
velocity vector was calculated for each location. The two-dimensional version of a hierarchical 
PIV method was used [30, 108]. Due to the turbulence intensity being much greater than mean 
velocity, the time-averaged velocity was well mixed in the radial direction right up to the inside 
wall of the reactor, which had a momentum boundary layer set by the turbulent velocities. 
Therefore, these PIV velocity measurements had low contamination by wall-effects, as discussed 
in the results section near Table 3.2. 
 
Table 3. 1. Bubble size distribution at different axial locations for two conditions of sparger at the top and 












62 Bottom 230 40 
62 Top 220 30 
46 Bottom 240 33 
46 Top 210 39 
31 Bottom 240 53 
31 Top 210 36 
15 Bottom 240 59 
15 Top 230 56 
 
 
Figure 3.1 shows a map of time-averaged PIV velocity results for each reactor height. The 
velocity maps show that a persistent eddy always exists under the perforated plate. The persistent 
eddy comprises persistently-faster downward velocity on one side of the column near the pore 
plate, and slower or upward velocity on the opposite side. The size and strength of this eddy is 
larger when the reactor is shorter. We inspected the pore plate by microscope but could find no 
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asymmetry in the plate or pores. After a literature search, we hypothesize this persistent eddy is 
due a Coanda-feedback effect that makes the eddy hydrodynamically stable [118-120]. This 
effect occurs because small spatial inhomogeneity in the downward flow has positive feedback 
upon itself, by affecting the direction in which the micro-jets point. This is evident in Figure 3.1, 
which shows flow must be sweeping from left to right near the pore plate, which in turn bends 
the jets towards the right, thus reinforcing the faster downward flow on the right. This persistent 
eddy is likely to hinder kLa of the reactor, because the faster downward flow carries newly-
created microbubbles out of the reactor prematurely, i.e. before they can deliver their feedstock 
gas to the liquid.  
 
Table 3. 2. PIV data for the 62 cm tall column. All velocity data are in cm s-1 [61]. 
 
Azimuthal Location (degrees) 
 
Height (cm) 0 45 90 135 180 225 270 315 
 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 𝑢 ,𝑢′ 
7.00 1.36, 6.78  -1.41, 4.43 -5.22, 7.12 -6.12, 9.00 -5.46, 6.03 0.86, 5.72 1.28, 3.62 6.41, 9.60 
20.00 4.17, 7.21 -1.25, 7.70 -7.61, 9.89 -6.76, 8.45 -2.29, 4.88 -0.40, 4.44 -0.62, 3.87 2.02, 7.82 
32.00 3.09, 5.43 -0.42, 5.94 -2.90, 5.25 -4.32, 5.84 -3.08, 6.21 -1.46, 7.21 0.11, 7.12 2.38, 6.00 
44.00 2.17, 4.81 0.64, 4.82 -2.47, 5.63 -1.97, 5.89 -2.19, 4.64 -0.91, 4.47 0.49, 3.59 2.91, 5.05 
56.00 2.17, 3.59 0.85, 3.57 -0.10, 3.62 -1.11, 4.19 -1.48, 3.85 -1.19, 3.15 -0.75, 3.46 0.81, 3.98 
 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 𝑣 , 𝑣′ 
7.00 7.35, 12.72 9.27, 10.11 6.55, 9.02 2.62, 12.65 -15.15, 15.27 -12.74, 12.83 -17.81, 17.79 0.90, 8.48 
20.00 -1.28, 7.60 1.93, 3.95 0.57, 7.53 -7.39, 10.1 -13.03, 13.58 -16.00, 18.55 -21.17, 21.78 -12.04, 15.9 
32.00 -5.50, 7.80 -2.58, 4.75 -2.78, 6.08 -2.99, 7.29 -2.79, 6.80 -9.85, 11.89 -8.78, 12.94 -7.76, 10.39 
44.00 -6.18, 8.67 -2.88, 7.26 -4.59, 6.18 -4.66, 7.51 -4.46, 5.39 -6.38, 8.55 -9.50, 10.89 -9.03, 10.68 





Figure 3.1. PIV data from near the reactor wall, from heights 31 cm, 62 cm, 93 cm and 124 cm [61]. 
 
Table 3.2 shows the raw PIV data that was plotted in Figure 3.1, for the 62 cm tall reactor. 
The average downward PIV measurement is approximately equal to the average downward 
velocity measured by rotameters (i.e. superficial mixture velocity) minus the ~2 cm/s terminal 
rise velocity of the bubbles. This suggests the PIV measurements were not contaminated with 
wall effects, however, the PIV data do show directional anisotropy in the turbulence intensity, 
which is a known effect of bubble flows near a wall [121]. Away from the wall the turbulence 
should be isotropic [122]. 
Figure 3.2 uses the same PIV dataset to plot turbulence intensity at various distances below 
the pore plate. The decay of turbulence versus distance follows approximately the classic trend 
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from turbulence literature [123,124]. The solid red line is from the semi-empirical model of 
Mydlarski [123], as described in Appendix A. From a time-averaged perspective, new gas-liquid 
interface is born in the high turbulence region within ~ 1 cm of the pore plate, then it moves 
downward at the superficial mixture velocity through a field of decaying turbulence until it exits 
the reactor. Insignificant bubble breakage occurs outside the high-turbulence region because the 
small bubbles created in the high-turbulence region are resistant to breakup by weaker 
turbulence, as discussed in the introduction regarding critical Weber numbers. The 25 ppm SDS 
surfactant and 15 ppm KCl salt reduces bubble coalescence. Therefore the mixture maintains a 
spatially homogeneous bubble size distribution except for shrinkage due to mass transfer. 
 
 
Figure 3.2. PIV data (blue diamonds) showing the decay of turbulence in the reactor. The solid red line is 
from the model of Mydlarski [123].  
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The second PIV measurement method was identical to the first except only one location was 
measured (15 cm above the bottom of the reactor) and the PIV tracers were fluorescent red 
microspheres (50 µm diameter) [111] so that PIV could be performed with no gas injection could 
be measured. For this second method of PIV, three gas flow conditions were measured: i) gas 
sparger at the reactor bottom, ii) gas sparger at the reactor top, and iii) no sparging at all. The 
purpose was to measure the effect of sparger bubbles on turbulence intensity.  
Data from our second method of PIV is given in Table 3.3, and shows turbulence intensity 
was ~30% stronger when the sparger was at the bottom of the reactor as compared to the top, and 
~9% stronger when the sparger was at the bottom of the reactor as compared to no gas-sparging 
at all. These results suggest the presence of bubbles reduces turbulence intensity, likely due to 
turbulent energy absorbed by either bubble breakage or bubble buoyancy [125], but if the gas is 
sparged into the bottom of the reactor the turbulence intensity is increased due to bubble rise 
wakes. 
As it is presented in section 2.6 salt pulse injections were tracked with high-speed resistance 
measurements between electrode-pairs, 2which were located as shown in Figure 2.1, specifically, 
three pairs were located 16.5 cm below the pore plate, another three pairs were 16.5 cm above 
the reactor bottom, one pair was before the reactor inlet, and the final pair was after the reactor 
outlet. These salt pulse data enabled measurement of liquid residence time distribution (RTD) 
measurements, the turbulent dispersion coefficient, the number of stirred-tanks in series, and the 
efficiency of bubble contact time with the reactor liquid by using Eqs. 2.11-2.14. 
Table 3.4 shows results from salt-pulse RTD measurements. The temporal dispersion of the 
salt detected at the reactor exit can be expressed by either a) the number of stirred-tanks-in-series 
	 57	
that would create the same salt dispersion, or b) by a turbulent dispersion coefficient. Both of 
these calculations are given in Table 3.4, which shows a large turbulent dispersion coefficient, 
~103 times greater than molecular viscosity, which is the same as reported in the literature for 
stirred-tank reactors. The number of stirred-tanks-in-series rises monotonically with reactor 
height, almost linearly. 
 
Table 3. 3. PIV for different column heights and sparger positions. Liquid input superficial velocity was 
9.6 cm s-1. Turbulence generated by the array of micro-jets dies away quicker when bubbles are present. 









Location of PIV 
Measurements, 
Distance Below 













124 0 115 No sparger 0 5.4 3.0 0 
124 1 115 Bottom 6.27 7.0 7.5 0.023 
124 1 115 Top 4.15 6.0 3.5 0.022 
93 0 84 No sparger 0 5.4 4.1 0 
93 1 84 Bottom 5.64 7.9 8.0 0.024 
93 1 84 Top 3.99 7.0 3.0 0.021 
62 0 53 No sparger 0 7.8 8.9 0 
62 1 53 Bottom 6.23 11.2 11.5 0.024 
62 1 53 Top 4.37 7.2 4.0 0.021 
31 0 22 No sparger 0 10.1 13.2 0 
31 1 22 Bottom 8.12 11.3 12.5 0.024 
31 1 22 Top 4.77 9.9 7.6 0.023 
 
 
Figures 3.3, 3.4 and 3.5 show time series data of the salt pulse passing through the reactor. 
The data show clear hydrodynamic separation between different axial locations in the reactor, 
and much less separation between radial locations. However, Figures 3.3 and 3.5 and Table 3.4 
demonstrate the salt to arrive at electrode pair 3 first in plane 1 and at electrode pair 6 first in 
plane 2, further confirming the presence of the persistent eddy. 
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Table 3. 4. Salt pulse hydrodynamics measurements results including number of tanks in series, 
dispersion coefficient for different reactor heights and different sparger locations. Data are the average of 
three repetitions, which showed statistical uncertainty of +/- 20%. Liquid superficial velocity was 9.6 cm 


























plane 1  





(cm)    (m2s-1)     
31 Bottom 4.3 2 0.0059 3 6 1.36 -- 
62 Bottom 5.2 5 0.005 3 6 1.64 1.64 
93 Bottom 5.3 9 0.005 3 6 1.67 0.93 
124 Bottom 5.0 11 0.0055 3 6 1.77 0.87 
31 Top 4.6 2 0.0054 3 6 1.69 -- 
62 Top 3.8 6 0.006 3 6 1.67 1.44 
93 Top 5.2 15 0.003 3 6 2.13 0.58 
124 Top 4.4 18 0.0035 3 6 1.92 2.34 
31 None 0.0 2 0.0064 3 6 1.61 -- 
62 None 0.0 8 0.003 3 6 1.19 1.01 
93 None 0.0 15 0.003 3 6 1.45 0.79 




Figure 3.3. Residence time distribution measured by all eight electrode-pairs for 93 cm height reactor, 




Figure 3.4. Salt concentration time series for the first measurement plane for 124 cm reactor height [61]. 
 
 
Figure 3.5. Salt concentration time series for both measurement planes for 124 cm reactor height [61]. 
 
3.2 Physical Understanding and Prediction of kLa 
In this part the reactor’s volumetric mass transfer coefficient kLa was measured by collecting 
the dynamic rise in dissolved O2 concentration via two dissolved oxygen probes. This method is 
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explained in details in the section 2.4.1. 
Figure 3.6 shows data from the model and the experiments plotted together. The model fits 
the experimental data very well. In Figure 3.6.c the sensor was partially obscured by clinging 






Figure 3.6. kLa measurement of 0.18, 0.12, 0.08 and 0.075 1 s-1 for different reactor heights of a) 31 cm, 
b) 62 cm, c) 93 cm and d) 124 cm, respectively. Model sensitivity to +/-30% changes in kLa is shown by 
the light green lines [61]. 
 
Separate experiments were performed to measure the maximum kLa possible with this new 
reactor design, which show the reactor is capable of kLa above 0.8 s-1. 
As explained in the introduction, the Calderbank and Moo-Young [25] theory has more 
evidence to support it than other models for locations where turbulent velocities are higher than 
the slip velocity of the bubbles. When turbulence is lower than this slip velocity, the Frössling 
[33] equation is likewise the model with the most support from evidence. However, an entrance 
effect will occur at the top of the reactor where the micro-jets create new gas-liquid interface. 
According to Higbie’s “penetration theory” [84] this new interface forces strong mass transfer 
according to the formula 
      𝑘! =
!
!"
                                                                (3.1) 
Note in this equation that kL is very high during the initial moments after new interface is 
created, so high that liquid motion in the concentration boundary layer does not affect kL. For 
analysis of when liquid motion is capable of affecting kL see Turney [31]. Figure 3.7 shows the 
kL created by this non-steady-state entrance effect, i.e. Eq. 3.1, alongside a calculation of the 
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steady-state values of kL due to the Calderbank and Moo-Young [25] model of Eq. 1.6 and the 
Frössling [33] model of Eq. 1.3. Values of P/V for Eq. 1.6 was estimated as u’3/L, where u’ and L 
are explained in Appendix A. The Higbie “entrance effect” is dominant only for the first 50 
milliseconds after a new bubble is created at the pore plate. After the entrance-effect time period, 
turbulent motions dominate kL for approximately 5 or 6 seconds as the mixture travels downward 
away from the pore plate. Then, lastly, at distances greater than ~60 cm from the micro-jet array, 
kL becomes controlled by the bubble rise velocity. 
 
 
Figure 3.7.  Spatially resolved prediction of kL in the reactor using our hydrodynamic measurements to 
feed various models of kL. The thick black line is the kL due to entrance effects from Hibgie penetration, 
which dies to zero after ~0.1 seconds.  The grey line is the kL prediction from the Calderbank and Moo-
Young [25] turbulence model. The dashed black line is the kL prediction from terminal rise velocity of 
bubbles using the Frössling equation [33, 61].  
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We test the accuracy of the kL models by spatially integrating the kL prediction over the 
height of the rector, using the largest of the three kL models of Figure 3.7 at any one location. 
The interfacial area concentration a is calculated by 6𝜀!/𝑑! using measurements of bubble size 
and gas fraction. The result is a comparison of predicted versus experimental kLa, shown in 
Figure 3.8. Good agreement exists between the predictions and measurements. Values of kLa 
decrease as the height of the reactor increases, due to the lower turbulence and different kL 
hydrodynamics at the bottom of the reactor. This effect levels off after the reactor height exceeds 
~93 cm because the reactor becomes spatially dominated by Frössling [33] effects.  
 
 
Figure 3.8. Comparison between experimental kLa and predicted kL a [61].  
 
 The small-eddy surface renewal model (Eq. 1.10) was also calculated using a typical leading 
coefficient of 0.35, producing kL predictions higher than those from the Calderbank’s [25] model 
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by a factor of eight. A likely cause of this discrepancy is that surface renewal models inherently 
assume that no contamination exists at the gas-liquid interface. As mentioned in the introduction, 
surface renewal models also postulate an incorrect flow model for the concentration boundary 
layer.  
The prediction of kLa from a recent empirical model that Moucha [53] created for stirred 
tank reactors is kLa = 0.30 s-1 (for our 124 cm tall reactor), which is higher than the experimental 
value by a factor of three. This discrepancy highlights the caution needed when extrapolating an 
empirical model. Another comparison may be made with the downward bubble flow reactor of 
Kulkarni et al. [126] where we find that our kL has significant spatial variation that should be 
similar to the downward bubble flow reactor 
of Majumder et al., [59]. 
 An increase of gas injection rate up to 1.0 cm s-1 into this new reactor design causes kLa to 
rise up to 0.7 s-1 or higher. However, a dissolved-oxygen chemical-buffer is necessary to 
measure the kLa values above ~ 0.5 s-1. Without the buffer, dissolved oxygen would rise too 
quickly for accurate measurement with our first method of measuring kLa. Therefore a second 
method of measuring kLa was performed with Na2SO3 reactant and gas injection rates of 0.2 to 
1.0 cm s-1.  
 
3.3 Effect of Swirling Hydrodynamics on Reactor Performance 
In the previous part, a new reactor design was studied, which had unusually high 𝑘!𝑎 
capability and low power consumption. The spatial resolution of this new reactor’s 𝑘! and 𝑎 was 
measured by experiments using different reactor heights, each with measurements of particle 
image velocimetry (PIV), liquid residence time distribution (RTD), and 𝑘!𝑎, then by analysis 
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with mathematical modeling [61]. It was shown that performance of this novel reactor had room 
for improvement due to back-mixing from a persistent eddy below the micro-jet array.  This 
eddy caused faster downward flow on one side of the column, which causes some of the 
feedstock microbubbles to exit the reactor faster than they would in plug flow, and others to 
uselessly stay in the reactor too long. The hydrodynamic cause of this eddy is thought to be due 
to positive momentum feedback of the micro-jets in the confinement of the column, very similar 
to the Coanda effect found for a jet in a pipe [118-120, 127, 128]. In this current study our aim is 
to eliminate this persistent eddy and measure the corresponding response of performance. We 
again apply PIV, RTD, and 𝑘!𝑎 measurements to determine performance improvements from 
eliminating the persistent backmixing eddy.  
The experiments were performed in the same column described in Figure 2.1 with 10 cm 
inner diameter and height of 62 cm from a plane of jets to the exit. Two different pore plates 
were used for this section, both had pore holes of diameter between 350 to 400 𝜇m and 3 mm 
pitch, with a) all pores straight, or b) 90% of the pores straight and 10% of the pores angled at 
35º off-straight so as to create a swirling motion in the resulting flow.  
Data from PIV and salt-pulse sensors reveal the existence of a large persistent eddy 
underneath the plate with straight pores, as documented in previous literature  [61]. This eddy’s 
size extends several column diameters below the jet-array. The hydrodynamic origin of the 
persistent eddy is due to positive feedback of momentum from the jets due to confinement in a 
container, historically called a “Coanda effect” [118-120, 127, 128]. The eddy reduces the gas-
liquid mass transfer performance of the reactor due to back-mixing, which reduces (𝐶∗ − 𝐶!) 
due to inefficient contact of feedstock gas and liquid [30]. In order to prevent this persistent 
eddy, the pore plate with 10% swirl holes was tested with the hypothesis that its swirl motion 
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would redirect momentum such that positive feedback of momentum is destroyed. Figure 3.9 
shows the time-averaged velocity for the case without swirl as compared to the case with swirl. 
The persistent eddy is eliminated by use of the swirling jet-array. 
  
  
Figure 3.9. PIV on the wall of the 62 cm column with non-swirl (left) and swirl (right) perforated plate at 
different axial and azimuthal locations [76].  
 
 Figure 3.10 shows time series data of the salt pulse passing through the reactor when the 
swirl jets are used. The data show clear hydrodynamic separation between different axial 
locations in the reactor. In addition, these data document when the salt arrives at the first and the 
second plane of electrodes. The salt hits all electrodes in each plane at the same time, further 
confirming the absence of the persistent eddy. 
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RTD results in Table 3.5 shows the number of tanks in series (Eq. 2.13) is increased in 
comparison to when the eddy exists. Intense backmixing from the eddy over long axial length 
scales causes this reduction in number of stirred tanks. Classic reactor engineering shows that 
higher number of stirred tanks is a good approximation of plug flow, and is the optimal flow 
configuration for reacting two phases together when first-order reaction kinetics is dominant. 
The gas-liquid mass transfer process of Eq. 1.1 operates mathematically in the same manner as a 
first-order reaction. Consequently, gas transfer should increase when the swirl pore plate is used. 
 
  
Figure 3.10. Residence time distribution of salt concentration measured by the same electrode pairs 
labeled in figure 1 for the 62 cm height reactor. The gas-liquid flow was created with superficial liquid 
velocity of 96 mm s-1, superficial gas velocity of 2.1 mm s-1, and the 10% swirl pore plate [76].   
 
Table 3. 5. Results from salt-pulse transport measurements [76]. 


















Swirl 62 9.6 2.1 Bottom 6.2 9.8 0.0032 
Non-Swirl  62 9.6 2.1 Bottom 5.2 5 0.005 
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Figure 3.11 shows salt concentration time series at the reactor outlet for the case 𝑣!,! = 96 
mm s-1, and demonstrates that the residence time distribution is much improved in the case where 
swirl destroys the persistent eddy. A more tightly grouped residence time distribution in the 
reactor allows to more complete conversion to the desired product, because fewer bubbles are 
lost prematurely to the outlet of the reactor and fewer “spent” bubbles are entrained too long in 
the reactor.  
 
 
Figure 3.11. Salt concentration series at the reactor outlet for the case 𝑣!,! = 96 mm s-1, where the green 
curve has been shifted to the left by 2 s for plotting visibility [76].   
 
 Results from 𝑘!𝑎 measurements and power dissipation measurements are compared in 
Tables 3.6 and 3.7. With the swirling pore plate, the 𝑘!𝑎 values increased by ~25% with respect 
to the non-swirl pore plate, and power dissipation per volume decreased by ~15%. Therefore, as 
Table 3.8 shows the value of 𝑘!𝑎 per (P/V) increases by 40% by use of the swirling flow, a 
significant intensification to an already high-performance gas-liquid contactor. In separate 
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experiments, which are be the subject of an upcoming chapter that focuses on maximizing gas 
throughput, we increased 𝑣!,! to 10.1 mm s-1 to produce a maximum a 𝑘!𝑎 of 0.73 s-1.  
 
Table 3. 6. 𝑘!𝑎 measurements [76]. 
 
  𝑣!,! = 80 mm s-1 𝑣!,! = 96 mm s-1 
Pore plate type 𝑣!,! 
mm s-1 𝑘!𝑎 (s
-1) 𝑘!𝑎 (s-1) 
Swirl  2.1 0.139 0.125 
Swirl  6.4 0.444 0.417 
Non-Swirl  2.1 0.111 0.114 
Non-Swirl  6.4 0.333 0.333 
 
Table 3. 7.  Power dissipation per volume (kW/m3) measurements [76]. 
  
  𝑣!,! = 80 mm s-1 𝑣!,! = 96 mm s-1 
Pore plate type 𝑣!,! 
mm s-1 
P/V (kW m-3) P/V (kW m-3) 
Swirl  2.1 1.254 2.432 
Swirl  6.4 1.301 2.280 
Non-Swirl  2.1 1.45 2.675 
Non-Swirl  6.4 1.45 2.706 
 
Table 3. 8. Energy efficiency 𝑘!𝑎 / (P/V)  (s-1 kW-1m3 ) measurements [76].  
 
  𝑣!,! = 80 mm s-1 𝑣!,! = 96 mm s-1 
Pore plate type 𝑣!,! 
mm s-1 
𝑘!𝑎 per P/V  
(s-1 kW-1 m3) 
𝑘!𝑎 per P/V (s-1 
kW-1 m3) 
Swirl  2.1 0.108 0.0514 
Swirl  6.4 0.342 0.183 
Non-Swirl  2.1 0.0767 0.0426 





A literature review of published bioreactor designs shows that high kLa per power 
consumption is usually not achieved when high kLa is achieved. Here we study a new design 
based upon downward flow from a pore plate microbubble generator, that can simultaneously 
deliver high kLa per power expenditure (280 m3 kW-1 hr-1) at the same time as high kLa (~3000 
hr-1). The chemical hydrodynamics of this new reactor are studied. To build deeper 
understanding we vary the reactor’s height-to-diameter ratio (values of 12, 9, 6 and 3) and 
measure i) the mass transfer coefficients (kL), ii) total interfacial area (a), iii) liquid residence 
time distribution, iv) energy consumption, and v) broth hydrodynamics via high-speed bubble 
image velocimetry. The results show us that spatial variations in kL exist due to spatial variations 
in the turbulence intensity and, further, kL is dominated by a different hydrodynamic forcing in 
the top versus bottom of the reactor. In the top ~1 cm of the reactor near the microjet array, kL is 
controlled by Higbie penetration “entrance effects” and strong turbulence effects, meanwhile at 
locations ~5 to ~45 cm  below the microjet array kL is controlled by decaying turbulence, and 
finally in the bottom of the reactor kL is controlled by bubble terminal rise velocity. As the 
typical micro-bubble moves from the jet-plate region (high turbulence) to the bottom of the 
reactor (low turbulence), kL decreases with a length scale set by the diameter and velocity of the 
microjets. On the other hand, total interfacial area, a, is relatively spatially homogeneous due to 
salts and surfactants in the liquid that prevent coalescence from changing the bubble size 
distribution. Therefore, the reactor-average kLa is lower in the taller reactors.  
Prevalent predictive models for kLa are reviewed, with preference for models based upon 
accurate descriptions of both the advection-diffusion equation and the hydrodynamics in the 
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concentration boundary layer. Ultimately we found agreement with empirical data with models 
from Calderbank and Moo-Young [25] and Frössling [33] to predict kLa. In their present 
implementation, these two models use a combination of dimensional analysis and asymptotic 
analysis of the advection-diffusion equation. Their predictions compared well with experimental 
measurements of kLa.  
A persistent eddy was discovered below the micro-jet array, which caused faster downward 
flow on one side of the reactor column. The eddy size in the axial direction was approximately 
three times larger than the reactor diameter. The existence of the eddy was likely due to 
hydrodynamic feedback similar to the Coanda effect, and therefore this eddy will be an 
inescapable part of the hydrodynamics of this design reactor [118-120]. The eddy is not desired 
because it forces some microbubbles to exit the reactor faster than in plug flow, which spreads 
the residence time distribution out in the time-dimension and decreases the efficiency of the 
reactor. The data confirm the hypothesis about the hydrodynamic origin of the eddy and suggests 
that it must be considered during reactor design. 
The persistent eddy is found to be destroyed by eliminating hydrodynamic positive 
feedback from the micro-jet array. This is supported by the ability of swirling hydrodynamics to 
disrupt the circulation’s momentum loop. Particle imaging velocimetry (PIV), and salt-pulse 
tracking residence time distribution (RTD), and 𝑘!𝑎 data were collected from experiments with 
the non-swirl vs. swirl case. The elimination of backmixing shifts the overall reactor 
hydrodynamics closer to plug flow by increasing the number of stirred tanks in series, more 
homogenous turbulence, and making the residence time distribution more tightly clustered. This 
leads to effects on the mass-transfer efficiency, and ultimately the swirl hydrodynamics unlock a 
~40% intensification of the gas-liquid mass transfer rate. The intensified reactor shows high 
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values of efficiency (𝑘!𝑎 per power density, 0.342 s-1 m3 kW-1) while operating at high 𝑘!𝑎 of 
0.444 s-1 (to as high as ~0.73 s-1 in experiments to be reported in Chapter 5).  
 
Appendix B: Decaying Turbulence, Turbulent Length and Velocity Scales 
To calculate energy dissipation per volume (P/V) in Calderbank’s [25] model of eq. 1.6, we 
used the approximation P/V ~ u’3/L where L is the turbulence integral length scale. The 
turbulence intensity (u’) at each location in the reactor was determined by the same PIV dataset 
that produced Figure 3.1. The turbulence length scale (L) was determined using a well 
established relation [129]: 








where A = 0.5 cm5 s-2, 𝐶!=1.5 and t0 = 1x10-4 s, in accordance with the original literature. 
As observed from the data of Figure 3.2, the turbulence beneath the micro-jet array decayed 
as u’/u!"! = 1.15𝑈(𝑦/1mm)!!.!"# where y is the distance below the pore plate, u!"# is the jet 
velocity, and 1 mm is the “mesh size” estimated as the average of the 3 mm distance between 
jets and the 300 µm diameter of the jets. This turbulence decay rate closely matches the widely-













Effect of Surfactant and Salt on Bubble 
Dynamics in a Microbubble Reactor 
 
4.1 Introduction 
 Intensification of gas-liquid dispersions is a research thrust for many industrial processes, 
such as bioreactors, wastewater treatment facilities, mineral flotation, and future atmospheric 
carbon recapture processes. A leading strategy for intensification is to increase the gas-liquid 
interfacial area concentration to values to 5000 1/m or higher with minimal use of power. Full 
understanding of the effects of surfactants, salts, and anti-foaming agents is desired to achieve 
the best results. Unfortunately, the literature understanding of connections between the chemical 
properties of additives and bubble coalescence and breakage dynamics are poor, creating great 
difficulty in choosing an optimal additive or setting its concentration to the best value. Here we 
make experimental measurements of bubble breakup, bubble size distribution, gas transfer 
coefficient, surface tension, and in a gas-liquid microbubble reactor with various concentrations 
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of sodium dodecyl sulfate (SDS) and potassium chloride (KCl). We find that neither surface 
tension nor critical Weber number predict the effect of additives on bubble size distribution. The 
presence of surfactants is found to increase the kLa of the bubble dispersion, contrary to intuition 
based on previous findings [54]. Our high-speed camera data explains why this reactor achieves 
high energy, because the larger bubbles that need to be broken up are efficiently attracted by 
buoyancy to the micro-jet array, and the smaller bubbles are efficiently advected away from the 
micro-jet array, which allows the micro-jets to selectively interact with the larger bubbles, and 
allows the micro-jets to be run at lower power than a typical impinging-jet reactor. 
 
4.2 Experimental Methods 
4.2.1 Reactor Design and Operation Data Set 
 The test reactor was a PMMA column of 10 cm inner diameter and 62 cm height, containing 
a downward gas-water flow of microbubbles created by the shear of an array of downward 
pointing micro-jets at the top of the reactor, in the same fashion as Li  [103], and as studied in 
other publications [61, 104] and drawn in Figure 4.1. The array of micro-jets was created by 
water flowing through 1600 holes in a 1.5 mm thick plate. Each hole was cylindrical and 400 µm 
diameter. The array of holes was in close-packed coordination (i.e., triangular) with center-to-
center separation of 2.6 mm. Superficial velocity liquid flow was -8.0 cm s-1 or -9.6 cm s-1, where 
negative denotes downward flow. This flow creates jet velocities of -290 or -350 cm s-1 
respectively. Gas input gas flow was 0.0, -2.1, or -6.2 cm s-1. The experiments with ~0.0 mm/s 
gas input released individual bubbles, one at a time, so their breakup and evolution could be 
measured by high-speed camera (Photron MINI UX100) as shown on the right in Figurer 4.1, 
setup B. 
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 The reactor solution comprised deionized water (> 1 MΩ cm) to which salt and surfactant 
were added. Potassium chloride (KCl) was used as the salt with concentrations from 15 ppm to 
75 ppm w/w (0.2 to 1.0 mM respectively). Sodium dodecyl sulfate (SDS) was the surfactant, 
used at concentrations from 15 to 35 ppm w/w (0.05 to 0.12 mM respectively, which is well 
below the critical micelle concentration). These generic salts and surfactants were chosen 
because their molecular behaviors are relatively well understood, and physical explanations that 
connect their molecular properties to macroscopic hydrodynamics would be useful. Bioreactors 
typically hold up to a few thousand ppm of nutrient salts (i.e. ~50 mM) [11, 130] and also hold 
natural or purposeful surfactants that range from <1 to ~1000 ppm in total [55, 62, 131-136]. 
Wastewater treatment mixtures hold a typically lower range of salt concentrations, and a 
narrower range of surfactants, both from to 1 to >50 ppm [137]. Flotation vessels typically use 




Figure 4. 1. Schematic of the experimental setup. 
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 The total data set included two superficial liquid input velocities, two superficial gas 
velocities, three SDS concentrations, and two salt concentrations, for a total of 24 hydrodynamic 
conditions. For each such condition, measurements were taken of bubble diameter at a location 
40 cm below the pore plate, gas-liquid surface tension, reactor gas fraction, and reactor gas-
liquid interfacial mass transfer coefficient kLa. Bubble diameter was also measured at the 
location immediately after breakage by the micro-jet array, but this measurement was only 
possible for low gas superficial velocity, as described in the next section. Measurements of the 
reactor’s gas fraction proceeded by gamma-beam densitometry as well as by dynamic gas 
disengagement, both described in Ansari et al., [61]. The reactor’s kLa was measured via 
measurements of the transient absorption of oxygen into the reactors liquid phase, also described 
in Ansari et al., [61]. Reactor temperature always remained within a few degrees of 25 C°. 
 
4.2.2. Bubble Size Distributions in the Reactor Bulk and Immediately after Jet Breakage 
 Bubble size distribution was measured by analysis of photographs of the bubbles. Two 
experimental methods were used, one to measure the bubble diameters in the bulk reactor, and 
the other to measure bubble diameters immediately after bubble breakage by the micro-jets. For 
the first of these methods, bubbles near the transparent reactor wall were photographed with a 
digital camera with 0.5 ms exposure time and resolution of ~15 microns per pixel (Fujifilm X-
S1). Diameters of 50 randomly selected bubbles were measured, then statistics were calculated, 
e.g. bubble diameter probability density function (pdf), mean diameter, volume-weighted mean, 
and area-weighted mean. Gas fraction measurements from gamma-beam densitometry were 
coupled with these bubble diameter pdfs to calculate the amount of gas fraction per increment of 
diameter-space. Figures 4.2.a and 4.2.b show examples of the images and pdfs that resulted from 
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Figure 4. 2. a) raw photograph of bubbles while the reactor operated with superficial liquid velocity -9.6 
cm s-1 and superficial gas velocity of -6 cm s-1, b) bubble size distribution probability density and 
corresponding gas fraction size distribution, c) four sequential raw photographs from high-speed camera 
of bubble breakage by the micro-jet array. 
 
 The second measurement method for bubble size targeted the bubbles immediately after their 
breakage by the micro-jets. This happens within a few millimeters of the micro-jet array because 
shear and turbulence are drastically larger there as compared to anywhere else in the reactor, as 
found in Chapter 3. To understand the physical mechanisms of the bubble breakage, and the 
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effect of salts and surfactants on breakage, we released bubbles individually into the shear zone 
from a 300 µm syringe tip, as shown in Figures 4.1.b and 4.2.c. The syringe released individual 
bubbles at a repeatable location between the micro-jets, with repeatable initial bubble size. The 
breakage of each individual bubble was recorded by a high-speed camera (Photron Mini UX 
100) and analyzed manually to create a bubble size distribution probability density of jet-broken 
bubbles. 
 
4.2.3 Surface Tension Measurements 
 The surface tension measurements of different SDS and KCl solutions were performed by 
use of a tensiometer (Biolin Scientific, model Theta) using an inverted pendant drop method. In 
this method, surface tension is obtained by image detection of a bubble’s curvature when at 
steady-state and attached to a pendant syringe tip. The Young–Laplace equation is used to 
calculate surface tension. Temperature was ensured to be near 25° C. Results are shown in 
Figure 4.3. A literature survey of surface tension measurements with SDS and salt solutions at 
nearly 25° C is also included [92, 138, 139]. 
 
4.3 Results and Discussion 
4.3.1 Bubble size distributions 
 The concentrations of KCl and SDS studied in the experiments of this dissertation did not 
affect surface tension significantly. Figure 3 shows our measurements of surface tension and also 
shows literature measurements from more concentrated SDS and salt solutions. Changes in 
surface tension were only observed when we used 350 pm of SDS, which is ~10 times higher 





Figure 4. 3. Surface tension measurements of the SDS and KCl solution used for this work coincide well 
with previously published literature of similar or same solutions. 
 
 Our measurements of the microbubble size distribution after jet-breakup, ~1 cm below the 
jets, show values that are highly correlated with surface tension, see Figure 4.4 and Table 4.1. 
The salient feature is that no significant change in microbubble size is observed until 350 ppm of 
SDS is added. Table 4.1 also shows results of the measurements of microbubble diameter in the 
bulk reactor 40 cm below the micro-jet array, which are much more sensitive to surfactant 




Figure 4. 4. Bubble size p.d.f.s at a location 1.0 cm below the micro-jet array. The average bubble 
diameters of these pdfs are in Table. 4.1. 
 
Table 4. 1. Local microbubble diameter at two axial locations. 
 
Axial Location 0 ppm SDS             0 ppm KCl 
15 ppm SDS 
15 ppm KCl 
35 ppm SDS 
75 ppm KCl 
350 ppm SDS       
75 ppm KCl 
1 cm below jets 0.21 mm 0.19 mm 0.20 mm 0.16 mm 
40 cm below jets >5 mm 0.4 to 0.7 mm 0.26 mm 0.15 mm 
 
 At locations ~1 cm below the micro-jet array, the jet-bubble interaction breaks apart larger 
bubbles thus creating smaller bubbles of size ~200 um independent of surfactant concentration. 
Breakup is controlled by bubble deformation. Thus, Laplace pressure determines if breakup 
occurs, and high concentration of surfactants is required for Laplace pressure to change, which 
explains the insensitivity of bubble breakup size to low surfactant concentrations [125, 140, 141]. 
 Coalescence occurs at locations 1 cm to 5 cm below the micro-jets. Film drainage rate is 
sensitive to whether the bubble interface is immobile or mobile. Immobility is caused by very 
small amounts of surfactant, even ~0.1% deviation in the surface tension can cause immobility, 
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thus meaning that coalescence is sensitive to small amounts of surfactant. Larger bubbles are 
more resistant to coalescence because film drainage radius is larger. Thus coalescence becomes 
inactive after bubble size grows. And in the bulk location, mean bubble size is highly sensitive to 
surfactant concentration (ranges from 200 to 2000 um). 
 
Table 4. 2. Weber numbers at two axial locations, and for the microbubbles or sparger bubbles. 
 
Axial Location 0 ppm SDS             0 ppm KCl 
15 ppm SDS 
15 ppm KCl 
35 ppm SDS 
75 ppm KCl 
350 ppm SDS       
75 ppm KCl 
Local microbubbles     
     1.0 cm below micro-jet array 11.5 10.4 11.2 10.0 
      40 cm below micro-jet array 0.45 0.05 0.02 0.02 
Sparger bubble (~1 cm diameter)     
     1.0 cm below micro-jet array 546 549 559 623 
      40 cm below micro-jet array 0.91 0.91 0.93 1.03 
 
 
The data of Table 4.2 is difficult to analyze with a critical Weber number model. A simple model 
based on Critical Weber Number is too simple to explain the bubble dynamics in our reactor.  
We need a more sophisticated bubble population balance model where Weber number controls 
breakup only, but not coalescence. 
 
4.3.2 Effects of Bubble-Surfactant Dynamics on the Reactor Performance  
 Our measurements produced a database of kLa, bulk bubble diameter, and surface tension as 
functions of SDS concentration, KCl concentration, liquid injection rate, and gas injection rate. 
The first order linear dependencies of reactor performance on operating conditions is measured 
with a multiple linear regression, see Table 4.3. The resulting regression coefficients are 
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normalized such that their value represents the percent change in 𝑘!𝑎 caused by a 100% increase 
(i.e., a doubling) of the parameter: 79% for a doubling of SDS concentration, 44% for doubling 
of KCl concentration, -131% for doubling of average bubble diameter, 270% for doubling of gas 
superficial input velocity, and -81% for a doubling of liquid superficial input velocity. 
Surprisingly, increasing SDS concentration causes an increase of 𝑘!𝑎, which is against some 
researcher’s intuition and against some published literature that shows 𝑘! and 𝑘!𝑎 to be lower 
when surfactants are present [54]. This contradiction is explained by two more multiple linear 
regression of i) bubble size vs. operating parameters, or ii) gas fraction versus operating 
parameters, which show a doubling of SDS concentration causes a 94% reduction in bubble size, 
but causes little effect on gas fraction, consequently the total bubble surface area goes up when 
SDS is added. Another non-intuitive trend is that a doubling of the jet velocity (a.k.a. liquid 
superficial velocity 𝑣!"#) causes a decrease in 𝑘!𝑎 by 81%, which is counterintuitive but is 
explained by the regression coefficient showing that a doubling of 𝑣!"# causes a 61% reduction in 
gas fraction. An important finding is the strong connection between 𝑘!𝑎 and reactor operating 
parameters is mediated mainly through the bubble surface area term, i.e. 𝑎, not through the 𝑘! 
term, because 𝑘!  is weakly dependent on liquid superficial velocity via the turbulence it 
generates,  𝑘! ∝  𝑣!








Table 4. 3. Multiple linear regression coefficients for the range of parameters studied. All velocities in the 
table are superficial input velocities. 
 
gas transfer coefficient (𝑘!𝑎) vs. SDS concentration (CSDS) 79% 
gas transfer coefficient (𝑘!𝑎) vs. KCl concentration (CKCl) 44% 
gas transfer coefficient (𝑘!𝑎) vs. bubble diameter (db) -131% 
gas transfer coefficient (𝑘!𝑎) vs. superficial gas velocity (𝑣!!") 270% 
gas transfer coefficient (𝑘!𝑎) vs. superficial liquid velocity (𝑣!"#) -81% 
bubble diameter (db) vs. SDS concentration (CSDS) -94% 
bubble diameter (db) vs. KCl concentration (CKCl) -14% 
bubble diameter (db) vs. superficial liquid velocity (𝑣!"#) -19% 
bubble diameter (db) vs. superficial gas velocity (𝑣!"#) 31% 
surface tension (𝛾) vs. SDS concentration (CSDS) -0.3% 
surface tension (𝛾) vs. KCl concentration (CKCl) -0.1% 
 
 
 Figure 4.5 displays a subset of this database, corresponding to gas superficial velocity of -
1.1 cm s-1 and liquid superficial velocity of -9.6 cm s-1.  Surprising results were the behavior of db 
and 𝑘!𝑎 when surfactant concentration was increased. Figure 4 shows these results via data from 
a subset of operating conditions. Gas-liquid surface tension is seen to be insensitive to SDS 
concentration in this range of SDS concentrations, changing by only ~1% over the range of 
concentrations used in our core experiments (up to 35 ppm SDS and 75 ppm KCl), but at the 
same time db and 𝑘!𝑎 respond very strongly to the presence of the SDS, as seen in the plot. The 
literature consensus is that surfactants cause a reduction in 𝑘![17-19, 55, 56, 78, 85, 88, 89]. We 
hypothesize this surprising result is mediated by hydrodynamic slip versus non-slip flow at ~10 
µm spatial scales on the gas-liquid interface during bubble collisions, such that <1% change in 




Figure 4. 5. Reactor bulk bubble size, kLa and liquid surface tension for the case of superficial liquid 
velocity of -9.6 cm s-1 and superficial gas velocity of -1.1 cm s-1.  
 
4.4 Conclusion 
Broth solutions of bioreactor vessels, and also of flotation vessels, use a wide range of additives 
that include surfactants, salts, and anti-foaming agents, but presently the connection between 
molecular properties of these additives and bubble behavior is poorly understood. Here we make 
experimental measurements of bubble breakup, bubble size, gas transfer, and surface tension in a 
gas-liquid microbubble reactor with various concentrations of sodium dodecyl sulfate (SDS) and 
potassium chloride (KCl). We found that, in our range of SDS and salt concentrations, surface 
tension is not related to the bubble breakup size during the bubble interaction with the micro-jets. 
Our range of SDS and salt concentrations also do not affect the bubble breakup size, unless we 
increase the concentrations by an order of magnitude. In the bulk of the reactor, far below the 
micro-jets, we find that addition of salt and SDS results in increased bubble size in the bulk 
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reactor but does not affect surface tension by more than 1%. Therefore we conclude that the 
appropriate physical phenomenon mediating bubble size in the bulk reactor is bubble 
coalescence. A simple model based on Critical Weber Number is too simple to explain the 
bubble dynamics in our reactor.  We need a more sophisticated bubble population balance model 
where Weber number controls breakup only, but not coalescence, and where we include a sub-













Chapter 5  
Towards Industry Scale Measurements of a 
Jet-Array Gas-Liquid Reactor 
5.1 Introduction 
Separate experiments were performed to measure the maximum kLa possible with this new 
reactor design. We show this bioreactor outperforms all known technology in terms of gas 
transfer energy efficiency (𝑘!𝑎 per power density) while operating at high 𝑘!𝑎 (near 0.8 s-1). 
Here, we push the gas injection rate much higher than previous publications [60, 71] in order to 
gain higher 𝑘!𝑎 (Table 1.2). The reactor design uses a micro-jet array to break feedstock gas at 
ambient pressure into a downward microbubble flow. Hydrodynamic and surfactant 
measurements show the reactor’s advanced performance arises from in its bubble breakage 
mechanism, which limits fluid shear to a thin plane located at a strategic location for bubble 
breakage. Power dissipation and 𝑘! are shown to scale with jet diameter rather than reactor 
diameter, and the micro-jet array achieves improved performance compared to classical 
impinging-jet, ejector, or U-loop reactors. The hydrodynamic mechanism by which the micro-jet 
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breaks bubbles apart is shown to be shearing into filaments and fragmentation by surface tension 
rather than “cutting in half” of bubbles. Guided by these hydrodynamic insights, strategies for 
industrial design are given. 
 The two experimental reactors followed the design of Li [103]. Schematics and photographs 
of both are shown in Figure 2.1. The reactor design comprises a transparent PMMA column of 
10 cm inner diameter (small reactor) with 62 cm height, or alternatively a 30 cm inner diameter 
(large reactor) with 150 cm height. The experimental system is the same as our previous reports 
(Section 2.1) [61, 76]. 
 The fluid comprised a solution of deionized water with various surfactants, such as sodium 
dodecyl sulfate (SDS), KCl salt, isopropyl alcohol, and acetic acid. The concentrations of 
surfactants in the liquid were varied (SDS of 0 to 35 ppm w/w and KCl of 0 to 75 ppm w/w) to 
better understand their effects on bubble dynamics, ultimately in an attempt to understand a real 
microbial broth. Gas and liquid flow were controlled with high-precision mass flow controllers 
or rotameters. Temperature was monitored with thermocouples. 
 The experimental parameter space includes two test reactors (5 L and 130 L), four levels of 
SDS concentration (0, 15, 25, and 35 ppm or 0, 0.052, 0.086, and 0.12 mM, respectively), three 
levels of KCl concentration (0, 15, and 75 ppm or 0, 0.2, 1.0 mM, respectively), two levels of 
acetic acid (0 and 75 ppm or 0 and 1.3 mM, respectively), at least two levels of liquid superficial 
input velocity (𝑣!"#), and at least three levels of gas superficial input velocity (𝑣!"#). Adding all 
these independent parameters together, the total parameter space holds more than 500 unique 
operating conditions, see Table 5.1 for full ranges. Our measurements covered approximately 1/3 
of these operating conditions, spread across the entire parameter space to learn the first-order 
trends at all conditions, and also strategically focused on conditions that lead to high 𝑘!𝑎.  
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Table 5. 1. The range of values explored for five independent experimental parameters [104]. 
 
Reactor Size Pore Plate Surfactants 𝒗𝒔𝒍𝒗 𝒗𝒔𝒈𝒗 
130 L reactor 
227 L of fluid 
1 mm pores, 
12 mm pitch 
SDS:  
0 to 35 ppm* 
large reactor:     
9 to 100 mm s-1 
large reactor:  
0.3 to 20 mm s-1 
5 L reactor 
100 L of fluid 
1 mm pores,   
3 mm pitch 
KCl:  
0 to 75 ppm 
small reactor:  80 
and 96 mm s-1 
small reactor:     
2 to 11 mm s-1 
 0.4 mm pores, 
3 mm pitch 
Acetic Acid:  
0 and 75 ppm 
  
 0.4 mm pores, 
swirl plate 
Isopropyl Alcohol: 
0 and 2000 ppm 
  
*tests at 300 ppm SDS are in an upcoming publication on the effects of surfactants 
^the location of gas injection was also varied, see Ansari et al., [61]. 
 
Measurements were made of volumetric mass transfer coefficient 𝑘!𝑎, spatial distribution of 
the gas fraction (𝜖!), statistical distribution of the bubble diameter (𝑑!), gas-liquid interfacial 
area density (𝑎), spatial distribution of velocity and turbulence intensity via particle image 
velocimetry (PIV), statistical distribution of liquid residence time (RTD), and power dissipation. 
Chapter 2 describes all of these methods in detail. 
 
5.2 Best 𝒌𝑳𝒂 and Power Density Performance from Small Reactor  
 The reactors’ key performance metrics are 𝑘!𝑎 and cost of capital and operation. All 
operating conditions here use ambient pressures, which is a requirement for low capital cost. 
Performance is then estimated by the reactor’s energy efficiency as 𝑘!𝑎 per power density (P/V). 
Table 5.2 shows the best results from each of the various reactors and operating conditions, 
showing excellent performance in comparison to the state-of-the-art shown in Table 1.2. The 
pore plate with 375 𝜇m diameter pores (+/- 25 𝜇m) performs better than the pore plate with 1 
mm diameter pores. Previous research on this reactor identified hydrodynamics and a persistent 
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mode of hydrodynamic backmixing, which was overcome by use of a pore plate that creates 
swirling motion [61, 76, 142]. This swirling pore plate was able to increase 𝑘!𝑎 to 0.73 s-1 for the 
same operating conditions, thus intensifying 𝑘!𝑎 per P/V to 0.49 m3 kW-1 s-1. 
 
Table 5. 2. Best performance measured from our two reactor sizes and multiple plates. All data in this 
table is further explained and presented in the following tables of this paper [104]. 
 










5 L reactor, 375 𝜇m pores, 3 mm pitch 35% 230 9,200 0.73 1.7 
5 L reactor, 1 mm pores, 12 mm pitch 55% 550 6,200 0.47 1.7 
      
130 L reactor, 375 𝜇m pores, 3 mm pitch 45% 400 7,000 * 2.9 
130 L reactor, 1 mm pores, 12 mm pitch 55% 600 5,500 * 11 
*measurement of 𝑘!𝑎 with the sulfite reactant was not possible in the 130 L reactor, thus 
the highest 𝑘!𝑎 values were not measureable.  
 
5.3 Multiple Linear Regression on the Parameter Space 
 The first order dependencies of performance on operating conditions is measured with a 
multiple linear regression across all measurements made. The resulting linear regression 
coefficients for 𝑘!𝑎 dependence on operating conditions are normalized such that their value is 
the percent change in 𝑘!𝑎 caused by a 100% increase (i.e., a doubling) of the parameter: 79% for 
a doubling of SDS concentration, 44% for doubling of KCl concentration, -131% for doubling of 
average bubble diameter, 270% for doubling of gas superficial input velocity, and -81% for a 
doubling of liquid superficial input velocity. Surprisingly, increasing SDS is an effective means 
to increase 𝑘!𝑎, which seems to conflict with the results of recent publications that show 𝑘! to be 
lower when surfactants are present. This is explained by a multiple linear regression of bubble 
size or gas fraction versus operating parameters, which shows a doubling of SDS surfactant 
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causes a 94% reduction in mean bubble size, but little effect on gas fraction, consequently the 
total interfacial area goes up when SDS is added. Another non-intuitive trend is that a doubling 
of the jet velocity (a.k.a. liquid superficial velocity) causes a decrease in 𝑘!𝑎 by 81%, which is 
also explained by the fact that a doubling of 𝑣!"# causes a 61% reduction in gas fraction. The raw 
value of 𝑘! is known to be weakly dependent on liquid velocity (i.e., 𝑘! ∝  𝑣!
!/!) via turbulence 
[30, 61]. Therefore an important finding is that the strong connection between 𝑘!𝑎 and reactor 
operating parameters is mediated mainly through the bubble surface area (𝑎) term, i.e., not 
through the 𝑘! term. 
 A surprising set of non-linear results were the responses of db and 𝑘!𝑎  to surfactant 
concentration. Figure 5.1 shows these results via data from a subset of operating conditions. Gas-
liquid surface tension is seen to be insensitive to SDS concentration in this range of SDS 
concentrations, changing by less than 2%, but at the same time db and 𝑘!𝑎 respond very strongly 
to the presence of the SDS, as seen in the plot. The literature consensus is that surfactants cause a 
reduction in 𝑘! [17, 19, 55, 56, 78, 85, 88, 89]. We hypothesize this surprising result is mediated 
by hydrodynamic slip versus non-slip flow at ~10 µm spatial scales on the gas-liquid interface 
during bubble collisions, such that <1% change in surface tension is sufficient to alter the 




Figure 5. 1. A plot of data from a subset of operating conditions, showing dependence of bubble size (or 
𝑘!𝑎) on SDS concentration [104]. 
 
5.4 Spatial Distributions of Gas Fraction and Bubble Diameter 
 Characterization of bubble columns requires knowledge of the radial distribution of gas 
fraction, bubble size, and gas/liquid velocities [143]. Figure 5.2 shows example radial profiles of 
gas fraction in the large reactor. The strong mixing homogenizes the bubbles in the radial 
direction, causing flat radial distributions. Flat radial distributions of gas fraction, e.g., similar to 
Figure 5.2, were found under all experimental conditions and pore plates of this study. A recent 
hydrodynamic simulation from Mutharasu et al., [142] also predicts a flat radial distribution of 
gas fraction and bubble size, due to turbulent mixing, lending further confidence to this finding. 
Visual observation of the bubbles through the transparent reactor wall also support the 
conclusion that the gas fraction is homogenized up to the wall.  
 Figure 5.3.a shows the radial distribution of db in the large reactor for different pore plates 
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and gas/liquid flow conditions. Similar to gas fraction, the radial distributions of bubble diameter 
are flat to within measurement error. Figures 5.2 and 5.3.a show the gas-liquid dispersion is 
homogenized in the radial directions. In contrast, the hydrodynamics vary significantly in the 
axial direction due to a rapid decay in turbulence by over an order of magnitude, which was 
shown in Ansari et al [61].  Without any surfactant or salt in the liquid, the bubble size should 
increase strongly due to decay of turbulence. However, when the SDS concentration is increased 
above a few ppm w/w, the coalescence rate plummets. For example in Figure 5.3.b with 20 ppm 
w/w SDS, we find mean bubble size to change less than 25% over the 1.2 meters journey from 
the pore plate to the reactor exit. This absence of bubble coalescence with very small amounts of 
SDS concentration is a remarkable finding, and is hypothesized to be due to change in the bubble 
collision hydrodynamics rather than bubble breakup.  
 
 
Figure 5.2. Gas fraction from the larger reactor with pore plate PP1 (1 mm pores, 12 mm pitch) at 𝑣!"#= 
80 mm s-1, with 𝑣!"# varying from 2.1 to 20.5 mm s-1.  The overlap of repeat data points show the 




Figure 5. 3. (a) Radial variations of bubble size measured by borescope photographs in the large reactor 
(SDS = 20 ppm, KCl = 0 ppm). Measurement uncertainty is shown for the 𝑣!"# = data series, and is 
similar for all data in this plot. Anomalous measurement error in two 𝑣!"# = 68 and 102 mm s-1 data 
points led us to only plot those data series at the 0 cm location. (b) Axial variation of bubble size in the 
small reactor (SDS = 25 ppm, KCl = 15 ppm) [104]. 
 
5.5 Comparing Performance Between Two Pore Plates, and Between Two 
Reactor Sizes 
 Table 5.3 explores the effect of different pore plate design on the performance of the small 
reactor. Table 5.4 does the same but for the larger reactor. Different SDS and KCl concentration 
were used in Table 5.3 vs. Table 5.4 because the larger reactor’s gas-liquid separator couldn’t 
function properly when SDS concentration was above 20 ppm. Comparing the performance 
when different pore plates are used discovers that the diameter of the micro-jets greatly effects 
performance. Smaller bubbles, higher 𝑘!𝑎, and higher energy efficiency (𝑘!𝑎 per P/V) is found 
when the pore plate holes are of diameter ~375 𝜇m rather than 1 mm. Even higher 𝑘!𝑎 up to 0.73 
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s-1 was achieved for similar energy expenditure with a swirling pore plate [76]. A drawback of 
the 375 𝜇m pores is the risk of clogging. An industrial application of this technology would 
perhaps prefer the 1 mm pores due to their resilience against clogging, but further research is 
required. 
 
Table 5. 3. Data from the small reactor, comparing PP1 (1 mm diameter pores and 12 mm pitch) with PP2 


















PP1 2.1 40 22% 410 3220 0.14 1.7 
PP1 6.2 40 42% 460 5478 0.25 1.6 
PP1 10.7 40 54% 524 6183 0.47 1.7 
PP1 2.1 72 6% 267 1348 0.13 6.7 
PP1 6.2 72 18% 268 4030 0.33 6.9 
PP2 2.1 80 6% 250 1440 0.11 1.5 
PP2 6.2 80 14% 210 4000 0.33 1.5 
PP2 10.7 80 35% 229 9170 0.75 1.7 
 
Table 5. 4. Data from the large reactor comparing PP1 (1.0 mm diameter pores and 12 mm pitch) with 












 PP1 PP2  PP1 PP2  PP1 PP2  PP1 PP2  
2.1 69  21% 16%  481 492  0.04 0.08  5.9 1.1  
2.1 80  11% 11%  443 483  0.05 0.05  9.1 1.6  
2.1 96  11% 11%  437 477  0.07 0.06  11.7 2.7  
6.3 80  23% 23%  518 516  0.07 0.10  9.1 1.6  
6.3 96  22% 21%  555 526  0.11 0.11  11.7 2.7  
 
 From a practical or industrial perspective, the performance of the reactor must be 
understood when applied greater sizes (300 to 10,000 L), i.e. “scale up” is an important topic. 
Here we investigate scale-up by comparing the performance of the small versus large reactor. 
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We tested the small reactor with gas injection rates of 𝑣!"# = 0, 2.1, 6.3, or 10.5 mm s-1, but in 
the large reactor we were limited by gas supply and could only test gas injection rates of 𝑣!"# =
 0, 2.1, or 6.3 mm s-1. A performance comparison of the large vs. small reactors at the same gas-
liquid injection rates is given in Table 5.5. For each specific gas injection rate, the measurements 
show better 𝑘!𝑎 in the small reactor compared to the large reactor. An explanation is found in 
our previous paper by Ansari et al. [61], which showed that 𝑘! decays strongly as a function of 
distance away from the pore plate, following a decay length-scale set by the jet diameter (rather 
than the reactor diameter). If distance is non-dimensionalized by jet diameter, the large reactor 
has more volume located at greater distances away from the pore plate. Thus we expect the value 
of 𝑘! to be greatly decreased by the larger reactor height, and in this context the scale-up results 
in Table 5.4 makes sense. From a practical perspective, an industrial designer would be wise to 
include multiple pore plates in series (separated ~1.0 meter apart) to keep 𝑘! at reasonably high 
levels. 
 
Table 5. 5. Scale up comparison of small reactor (s.r.) to large reactor (l.r.), both using PP2 (pore plate 












 s. r. l. r.  s. r. l. r.  s. r. l. r.  s. r. l. r.  
2.1 80  11% 11%  388 483  0.08 0.05  1.5 1.6  
2.1 96  4% 9.4%  369 477  0.06 0.06  2.7 2.7  
6.3 80  42% 24%  686 516  0.25 0.10  1.6 1.6  
6.3 96  29% 23%  599 526  0.26 0.11  2.8 2.7  
 
5.6 Hydrodynamics that Control 𝒌𝑳𝒂 
 Previous work reported in Ansari et al. [61], showed key hydrodynamic principles of this 
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reactor, such as i) the high turbulence near the array of micro-jets, ii) the decay of turbulence 
following similar behavior to classical turbulence decay after a wire mesh, iii) that the 
hydrodynamic dispersion coefficient is well-predicted by stirred tanks in series, and iv) that 𝑘!𝑎 
is successfully predicted by theory a priori. However, several hydrodynamic questions remained 
unanswered by Ansari et al. [61], such as i) how high the 𝑘!𝑎 and energy efficiency values could 
go when the gas injection rate is pushed to maximum, ii) how the microbubbles are physically 
created, and iii) why the micro-jet array creates better performance than a traditional ejector-
reactor or impinging-jet reactor.  
 Table 5.6 shows measurements of gas fraction at a location 1 cm below the pore place and 
also 40 cm below the pore plate. These data shed light on the remaining hydrodynamic 
questions. Gas fraction is seen to vary with SDS and KCl concentrations, and with gas input. 
Focusing first on the gas fraction at 40 cm distance below the pore plate, the increased 
concentration of SDS or KCl strongly reduce gas fraction in most experimental conditions. This 
effect is caused by the decrease in bubble size that occurs when more SDS and KCl is added, 
which causes the bubbles to have lower rise velocity and thus “flush out” of the reactor faster.  
 This leads into the question as to how the microbubbles are physically created. A hypothesis 
existed before this paper that the microbubbles were created when the micro-jets cut across the 
middle of a bubble like a knife that “sliced” or “cut” the larger bubbles in half, thus creating two 
smaller bubbles. This process hypothetically goes on until microbubbles exist and cannot be cut 
in half. However, our bubble size measurements show the microbubbles produced by this reactor 
(~300 µm) are usually smaller than the micro-jet diameter (1 mm or 0.4 mm), thus the “cut in 
half like a knife” hypothesis cannot be accurate. Therefore a competing hypothesis was put forth, 
that below the pore plate a gas-continuous headspace exists from which gas is pulled downward 
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alongside the micro-jets into annular filaments surrounding each micro-jet, subsequently these 
filaments eventually break apart into microbubbles. This sequence of events is the same was 
hypothesized in an impinging-jet reactor or ejector reactor [59, 144-149]. However, our 𝛾-beam 
measurements shown in Table 5.6 confirm that, for most operating conditions, no gas-continuous 
headspace layer exists below the pore plate. Only at very high gas injection rate does a gas layer 
develop. Thus, for most operating conditions, the bubble breakup mechanism cannot be similar 
to that of an impinging-jet reactor.  
 
Table 5. 6. Gas fraction (small reactor) at two distances below the pore plate 2 for liquid injection rate of 
𝑣!"#= 93 mm/s (upper table) and 80 mm/s (lower table) [104]. 
 
   vsgv = 2.06 mm s-1 vsgv =  6.17 mm s-1 vsgv =  10.3 mm s-1 
 KCl: 15 ppm 75 ppm 15 ppm 75 ppm 15 ppm 75 ppm 
 SDS        
1 cm 
below  
15 ppm  8.6 11.9 29.4 48.2 78.9 67.5 
25 ppm  10.5 7.4 16.8 22 24.9 28.9 
35 ppm  4.9 5.50 21.7 15.1 22.8 23.8 
 
 
       
40 cm 
below  
15 ppm  3.5 4.4 28.6 21.5 39.1 35.6 
25 ppm  2.5 3.2 14.8 13.7 20.7 20.4 
35 ppm  1.8 4.4 10.3 12.9 17.5 20.3 
         
   vsgv = 2.06 mm s-1 vsgv =  6.17 mm s
-1 vsgv =  10.3 mm s-1 
 KCl:  15 ppm 75 ppm 15 ppm 75 ppm 15 ppm 75 ppm 
 SDS         
1 cm 
below  
15 ppm  14.9 17.1 79.7 72.4 - 91.3 
25 ppm  12.8 14.3 85.6 93.2 92.3 91.1 
35 ppm  9.7 9.2 87.7 91.9 91.7 92.5 
         
40 cm 
below  
15 ppm  11.5 6.5 41.8 38.0 - 36.7 
25 ppm  7.6 6.3 17.7 20.6 37.3 30.2 
35 ppm  4.6 5.6 13.5 13.4 40.4 36.91 
         
 
 Using these insights, the bubble breakup process is most-logically hypothesized to occur by 
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the events shown in Figure 5.4, in which the larger bubbles (~10 mm diameter) are stretched in a 
water-continuous phase by shear from an individual micro-jet into a (~100 µm tubular) unstable 
gas filament that collapses into several microbubbles.  This is a process found in many other 
methods for producing microbubbles [150]. This hypothesis is supported by high-speed 
photographs of a single bubble breaking up in the micro-jet array, an example of which is shown 
in Figure 5.4.c. At the highest gas flow rates, Table 5.6 shows that a gas-continuous layer forms 
(a photograph of which is shown in Figure 5.5) and the impinging-jet bubble creation mechanism 
may begin to contribute to bubble production. Micro-jet array becomes visible when high gas 
input creates gas-continuous layer. 
 Regarding the question of why the micro-jet array reactor outperforms an impinging-jet or 
ejector reactor, the evidence supports a hypothesis utilizing the length-scale of decay of 
turbulence around a jet. Our measurements of the spatial decay of turbulence in the region 
downstream of the micro-jet array [61] agree with previous classical fluid dynamics studies of 
jets insofar as the decay length of a jet scales with the jet diameter [151, 152]. Since the bubble 
breakup mechanism requires only a very small distance to operate, a micro-jet can perform the 
same tasks as a macroscopic jet and also avoid unnecessary downstream shear that a 
macroscopic jet would create. In other words, the large jet diameter of impinging-jet reactors 
causes long length scales of turbulence which waste energy and do not contribute to bubble 
breakup, which explains the lower energy efficiency of impinging-jet reactors and ejectors 
compared to our new micro-jet array reactor. The bubble interaction downstream of the pore 
plate was found in our previous work to behave as an infinite dilution (no bubble collisions) 
when the gas injection rate was below a threshold level, and to behave as a unique form of the 
drift-flux model at higher gas injection rate [111]. Bubble collision and coalescence is 
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particularly important for the bubble population dynamics downstream of the pore plate, a 
detailed study of which will be forthcoming. 
 
Figure 5. 4. Hypothesized bubble-jet interaction and breakup mechanism under conditions of a) low gas 
input (vsgv < 10 mm s-1), and b) high gas input (vsgv > 10 mm s-1). Panel c) shows a high-speed microscopic 
photograph of a single ~500 𝜇m bubble being sheared by a single micro-jet [104]. 
 
 
Figure 5. 5.  When high gas input is used (𝑣!"# > 10 mm s-1) a gas-continuous layer forms at the top of the 
reactor column (immediately underneath the pore plate) [104]. 
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 From a practical perspective, two challenges exist for this technology to overcome before it 
can be used in industrial operations. First, clogging of the micro-jet pores may be a problem 
when liquid and gas injection materials have particulates larger than the micro-jet pore diameter, 
such as is the case with geological drilled oil-gas flows. Additional filters and screens may be 
necessary.  Second, the effect of very small bubbles on microbial growth and replication needs to 
be benign, since there is unknown risk of cell accumulation on the gas-liquid interface or harm to 
cells from very small bubbles. These issues are the subjects of future works on this topic. 
 
5.7 Conclusions 
 Here we show a novel reactor design that achieves higher 𝑘!𝑎 per power expenditure than 
any previously known technology that can operating at 𝑘!𝑎 near 0.8 s-1. The reactor uses simple 
inexpensive construction and operates at ambient pressure. These features are key for the 
economics of bioprocessing waste gases into liquid hydrocarbons. The key enabling feature of 
the new reactor is the small jet diameter and distributed geometry of the micro-jet array at the top 
of plane of the reactor, which limits fluid shear energy expenditures to a thin layer where large 
bubbles naturally accumulate. Bubble coalescence is suppressed because of the fast decay of 
turbulence away from the micro-jet array. Bubble breakage mechanism is found to be shear 
around each micro-jet, not “knifing” or “slicing” of bubbles in half. The value of 𝑘! is found to 
decay with distance away from the pore plate with a characteristic length-scale equal to the 
micro-jet diameter or pitch between micro-jets, which explains the reactor scale-up results found 
here wherein the smaller reactor produced higher 𝑘!𝑎 than the larger reactor. To maintain 
performance, larger industrial designers are encouraged to include several pore plates in series in 




Chapter 6  
Energy Efficiency and Performance of 
Bubble Generating Systems  
 The energy efficiency of bubble generating systems of gas-liquid contacting reactors is 
reviewed and analyzed quantitatively. The key metrics that emerge from a new theoretical 
analysis are: i) gas fraction of the output dispersion (𝜖!"#), ii) interfacial area density of the 
output dispersion (𝑎!"#), iii) the energy necessary to create interfacial area (𝜉), and iv) cost and 
maintenance.  These metrics are then used to create a literature review of the performance of 
existing technologies for bubble generation. Thus producing a conceptual framework for process 
intensification and future designs for bubble generating systems. A novel micro-ejector device is 
then studied within this framework, and is found to have desirable performance, hypothetically 
because it limits fluid shear to be located on at the gas injection site, on micron size scales. A 
physical model of the gas entrainment and bubble creation mechanisms in the micro-ejector is 
described and validated with empirical data. 
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 6.1 Introduction 
 Performance of gas–liquid dispersion reactors and flotation separators are often limited by 
the efficiency of generating of gas-liquid interfacial area. Notable examples are gas delivery to 
the liquid phase of bioreactors [1, 21, 153], chemical reactors that require oxidation [153, 154] or 
esterification [153, 155], wastewater digestion, flue-gas CO2 capture [156], and mineral flotation 
[157-161]. As one example, municipal wastewater treatment consumes ~1% of US national 
electricity and the energy needed for the aeration portion of the treatment is 45% to 75% of the 
total [162, 163]. Research consortiums and government organizations have recently prioritized 
research for new low-cost, high-output, energy-efficient gas bioreactors in major funding 
programs [8] or public technology challenges [164]. The low-cost goal is necessary, for example, 
in methane-to-liquid bioreactors that are highly sensitive to cost and therefore cannot use 
heightened reactor pressure or increased pumping power [1, 8, 10, 21]. Microbubbles become the 
key technology to intensification. Most existing literature focuses on measuring the gas-liquid 
mass transfer rate [75, 165], the bubble size [74, 150], or hydrodynamics [153, 166]. In contrast to 
existing literature, this current paper focuses on the energy-efficiency and on process 
intensification, and specifically focuses on the energetics of bubble generation. We develop a 
design and performance theory for bubble generation systems, and apply it to a literature review 
of published technology for bubble generation. Then we apply this framework to a novel gas-
liquid micro-ejector, which generates small bubbles efficiency by minimizing shear and co-
locating it with the gas inlet. 
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6.1.1 Gas-liquid mass transfer intensification via bubble miniaturization 
 In the case of gas-liquid transfer, the desire to increase bubble interfacial areas is understood 
by studying the volumetric transfer rate of a gas species between the gas and liquid phase (𝑁!")  
 𝑁!" = 𝑘!𝑎!"#!(𝐶∗ − 𝐶!"#!)                                                  (6.1) 
where 𝐶!"#! is the dissolved gas concentration in the reactor’s bulk liquid, 𝐶∗ is the saturation 
dissolved gas concentration, 𝑎!"#! is the reactor’s gas–liquid interfacial area per volume of liquid 
in the mixture, and kL is reactor’s liquid-side mass transfer coefficient. The mass transfer rate 
(𝑁!") can be intensified [16, 17, 19, 20, 55-57, 61, 105, 153, 166] by 1) intensifying agitation of 
the bulk gas-liquid mixture such that kL increases, 2) increasing the pressure of the overall 
reactor chamber such that solubility 𝐶∗ in the bulk liquid increases, or 3) decreasing the average 
bubble size such that 𝑎!"#! , kL, and bubble pressure all increase simultaneously as will be 
explain. Method 1) has a low energy efficiency because increased turbulent power causes only a 
small increase in the mass transfer [25, 30, 31, 42, 80].  
𝑘! ∝ (𝑃/𝑉)!/!                                                              (6.2) 
where P is the turbulent power dissipation occurring in the liquid volume V of the gas-liquid 
mixture. Method 2) also has a low energy efficiency because increasing reactor pressure requires 
expensive high-pressure reactor components and pumping costs. Method 3), on the other hand, 
offers a high energy efficiency for three reasons. First, 𝑁!" is affected by smaller bubble size via 
                                               𝑎!"#! = 6𝜖!"#!/𝑑!,!" = 𝑛!"#!𝜋𝑑!,!"!                                           (6.3) 
where 𝜖!"#! is the reactor’s average gas fraction, 𝑑!,!" is the bubble diameter average-weighted 
by surface area, and 𝑛!"#! is the reactor’s volumetric density of bubbles, and where we have used 
the fact that small bubbles (~10s to 100s of 𝜇𝑚 diameter) are predominantly spherical. Note that 
𝑑!,!" is distinct from the Sauter diameter, which is the bubble diameter average-weighted by 
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volume (𝑑!,!"#). Second, 𝑁!" is sensitive to smaller bubble size due to the bubble’s internal 
pressure (𝑃!"! = 4𝛾/𝑑!) which causes 𝐶∗ of Eq. 6.2 to be 𝐶∗ = 𝐻4𝛾/𝑑! where H is Henry’s 
solubility constant and 𝛾 is surface tension. Third, and lastly, 𝑁!" is sensitive to bubble size due 
to 𝑘!  being affected by spherical diffusion [61] which for very small bubbles causes 𝑘! =
2𝐷/𝑑! where D is diffusivity. As shown in Figure 6.1, this creates a route toward massive 
intensification of 𝑁!".  
 
 
Figure 6. 1. A pathway to intensification of kLa is shown, arising from the effect of bubble size on 
interfacial area per unit volume of gas (6/𝑑!,!") which is shown as the red line, right axis), Laplace 
pressure 𝑃!"! = 4𝛾/𝑑! (blue line, right axis), and kL of spherical diffusion 𝑘! = 2𝐷/𝑑! (shown as the 
dotted black line, left axis). Empirical data from the literature [25, 80] is shown as the dashed black line 
(left axis). Existing literature is almost entirely absent of measurements for bubble sizes less than 100 µm 
[152]. 
6.1.2 A Framework for Bubble Generator Design and Energy Expenditures 
 Despite keen interest from industry and governmental organizations [8, 74, 75, 150, 164, 
165], only scant measurement or analysis exists on energy efficiency of bubble generating 
systems. In this section we analyze three physical design equations that bubble-generating 
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systems must satisfy. These design equations are basic, but are not found in the published 
literature. We use the special case of a well-stirred tank reactor containing a region or device for 
bubble generation, as shown in Figure 6.2, and we will assess inflows and outflows from the 
bubble generator separately from those of the reactor. In the case of an impellor or jet stirred 
tank, the region near the impellor or jets contains the predominant amount of turbulence [61] or 
bubble breakage [168-170] and thus can be considered the “bubble generator”. 
 
 
Figure 6. 2. A model of a generic bubble generating device or region within a gas-liquid reactor or 
flotation vessel. All symbols are defined in the main text [152]. 
 
 The first design requirement is that the bubble generator’s gas output must be sufficient for 
the reactor’s gas transfer rate. Assuming the material in the reactor is well mixed and maintains 
approximately homogenous time-average values of interfacial area (𝑎!"#!), gas concentration 
(𝐶!"#!) the first design criteria is 
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         𝑞!"#,!"#𝐶!"#,!"# ≥ 𝑘!𝑎!"#!(𝐶∗ − 𝐶!"#!)𝑉!"#!                                  (6.4) 
or in a slightly different form 
   𝑞!"#𝜖!"#𝐶!"#,!"# ≥ 𝑘!𝑎!"#!(𝐶∗ − 𝐶!"#!)𝑉!"#!                                 (6.5) 
where 𝑞!"#,!"#  is the volumetric gas output rate from the bubble generator, 𝐶!"#,!"#  is the 
molarity of the gas in the bubble generator’s output, 𝑞!"# is the total volumetric output from the 
bubble generator, 𝜖!"# is gas fraction output from the bubble generator, and 𝑉!"#! is the volume 
of liquid in the reactor vessel neglecting the bubble generator.  
 The second design requirement is that the interfacial area in the dispersion created by the 
device (𝑎!"#) must be high enough to create the desired 𝑎!"#! in the reactor. This requirement is 





= 0 = 𝐺 − 𝑆!"#,!" − 𝑆!"#$% − 𝑆!"#$ − 𝑆!"#$                             (6.6) 
where G is the source term due the bubble generator’s output, and the sink terms are  𝑆!"#,!" for 
the dispersion removed from the reactor that becomes input to the microbubble generator, 𝑆!"#$% 
for the dispersion removed from the reactor for product extraction (replaced with an equal 
volume of fresh broth), 𝑆!"#$ for the loss of 𝑎!"#! due to gas absorption, and 𝑆!"#$ for the loss of 
𝑎!"#! due to bubble coalescence. Each reactor may have special additional terms in Eq. 6.7, such 
as a term for bubble popping at a top gas-liquid interface, should one exist. Here we assume the 
top interface is a solid wall of the reactor. Estimating the 𝑆!"#$ term from prior literature [143, 
167-170, 171-173], the balance equation may be written more explicitly as 
0 = 𝑞!"#,!"#𝑎!"# − 𝑞!"#,!"𝑎!"#! − 𝑘!𝑎!"#! 𝐶∗ − 𝐶!"#! 𝑉!"#!𝜒 − 𝑎!!"#! 𝑢!! 𝑉!"#! − 𝑞!"#$%𝑎!"#!            (6.7) 
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where 𝑞!"#,!"#  is the volumetric liquid output from the bubble generator, 𝑞!"#,!"  is the 
volumetric liquid input to the bubble generator, 𝑉!"#!  is as already defined above, 𝜒 is the 
average interfacial area per mole of gas phase (m2 mole-1), and the 𝑆!"#$ term is estimated as 
[171]  𝜆𝑛!"#!! (𝑑!!𝜋/4)𝑢!! 𝑉!"#!𝑑!!𝜋, where 𝜆 is the coalescence efficiency and 𝑢!!  is the turbulent 
velocity fluctuations of the bubbles. Coalescence efficiency is the fraction of collisions that result 
in coalescence. This 𝑆!"#$ term simplifies by use of the geometric conversions 𝑎!"#! = 6𝜖!"#!/𝑑! 
and 𝜖!"#! = 𝑛!"#!𝜋𝑑!!/6 (meaning 𝑎!"#! = 𝑛!"#!𝜋𝑑!!), to produce 𝑆!"#$ ≈ 𝜆𝑎!"#!! 𝑢!! 𝑉!"#!/4. The 
most reliable microphysical measurements of coalescence [172, 173] suggest that coalescence 
cannot occur when the collision trajectory is askew from the line connecting the centers of the 
two bubbles, by more than ~0.1𝑑!, which suggests that 𝜆 should be of order 0.01. The 𝜒 term 
may be modeled by assuming gas absorption is due to bubbles of size 𝑑! disappearing, thus 
giving 𝜒 ≈ 1/(𝑑!𝐶!"#,!"!) where 𝐶!"#,!"! is the molar gas concentration inside the bubble (i.e. 
𝐶!"#,!"! = 𝑃!"!/𝑅𝑇). The 𝑞!"#,!"#  term may be approximated as being the same order of 
magnitude as the 𝑞!"#,!" term, both of which we henceforth refer to as 𝑞!"#. This amount of 













                                    (6.8) 
which provides a physical equation to design the bubble generator’s 𝑎!"# and 𝑞!"# such that the 
reactor liquid’s 𝑎!"#! is maintained at a desired level. For an example system of water with O2 
bubbles at standard temperature and pressure, 𝐶∗ ≈ 1.3 moles m-3, 𝐶!"#,!"! = 41 moles m-3,  
𝑑!𝑎!"#! = 6𝜖!"#! ≈ 1 , and assuming typical values of 𝑘! = 10!!  m s-1 , 𝑢!! ≈ 1  cm s
-1, 
𝑑! = 200 µm, and 
!!"#$%
!!"#!





− 1 ≈ 0.1 s!!                                                  (6.9) 
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uncovering the valuable physical insight, for this particular example, that the coalescence term 
(order of magnitude 0.1 s!!) dominates over the product extraction term (order 0.01 s!!) and the 
gas absorption terms (of order 0.01 s!!). This equation can guide the selection if bubble 
generator size and output, for example if 𝑎!"# = 2𝑎!"#! then Eqs. 6.8 and 6.9 state that the liquid 
volumetric output from the bubble generator needs to be larger than 0.1 𝑉!"#! per second in order 
to keep 𝑎!"#! at the desired steady-state value.  
 Eq. 6.9 can be used for an order of magnitude estimate of the power needed by the bubble 
generation system under the ideal case that coalescence can be damped, and the leading sink of 




                                               (6.10) 
where 𝜉 is the energy (J m-2) needed by the bubble generator to produce a m2 unit of interfacial 






                                                   (6.11) 
which for 𝑘!𝑎!"#! = 0.5 s!! and 𝑑! = 100 µm equals ~1000 W m-3 for typical industrial values 
of 𝜉 and equals 3 W m3 for the idealized frictionless value of 𝜉. Comparison of this energy 
expenditure with other processes in the reactor is given in Table 6.2 below. Most of the 
uncertainty in Eqs. 6.8 through 6.11 is in the coalescence term, which is unavoidable considering 
the uncertainty in scientific understanding on that topic [167]. Improving the uncertainty in the 
coalescence term is outside the scope of this paper.   
 Finally, the pumping power requirement for injecting the gas bubbles at a depth h is 
𝑃/𝑉 = 𝑞!"#,!"#𝜌𝑔ℎ/𝑉!"#! assuming gas compression is not significant [171]. Using Eq. 6.4 to 





                                                   (6.12) 
which for example means 3 W m-3 is needed for this process if we assume the target mass 
transfer rate is 𝑘!𝑎!"#! = 0.5 s!!  and the depth of bubble introduction to be h = 0.1 m. 
Additional energy is of course needed to move the bubbles down to the full depth of the reactor 
vessel, which we consider in the next paragraph. 
 Maintaining homogenous bubble and dissolved gas concentration throughout the agitated-
tank reactor is a final design consideration. For a traditional bubble column, stirring comes from 
the rise of the bubbles themselves, and in this case Eq. 6.12 is the only power necessary for the 
reactor to operate. On the other hand, for a stirred-tank reactor, additional power is needed for 
the impeller to homogenize bulk concentrations. Again taking the example case that the desired 
value of 𝑘!𝑎!"#! is of order 0.5 s-1 and that microbubbles are used (such that 𝑎!"#! is above 
10,000 m!!), the necessary kL is approximately 5 x 10-5 m s-1 which is easily maintained by the 
microbubbles’ terminal rise velocity or spherical diffusion, without any need for agitation by an 
impellor [61]. Therefore the main task of the impellor is to continuously homogenize the spatial 
distribution of the bubbles, which requires a power density of  
𝜌𝑔𝑢!"#$𝜖!"#!                                                           (6.13) 
(~10 W m-3 for 𝜖!"#!~0.2 and bubble size ~100 µm). Much of this mixing power may be 
supplied by the output kinetic energy of the bubble generator system itself.  
 Table 6.1 collects for comparison the above physical design requirements and energy 
expenditure estimates, to identify the most effective pathway to process intensification. The 
physical phenomenon requiring the most power is creation of gas-liquid interface, which is 
estimated to require ~500 W m-3. An idealized “frictionless” bubble creation process has of 
1000x less power for the same task, as explained in the next section. Therefore it’s important to 
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note that most of this energy is spent on unnecessary friction within the bubble generating 
device. 
 
Table 6. 1. Hydrodynamic design requirements and typical energy expenditures of bubble generator 
systems for stirred-vessel reactors, from Eqs. 6.4, 6.11, 6.12 and 6.13. Example values are given 
assuming water and pure O2 gas with parameters 𝑘!𝑎!"#! ≈ 0.5 s!!, (𝐶∗ − 𝐶!"#!)/𝐶!"#,!"# ≈ 0.015, 𝜉 of 
0.1 kJ m-2, 𝑑! ≈ 200 µm, h = 0.1 to 1.0 m,  𝑎!"# = 2𝑎!"#!, and 𝜖!"#! ≈ 0.15 [152]. 
 
Description Equation Range 
gas volume output 






                           !!"#,!"#
!!"#!
= 0.007 s!!  


















= 0.2 s!!  






  ~500 W m-3 
Power density for  






           7 to 70 W m-3 
Power density to 




6.1.3 Performance Metrics and Performance Comparison of Prior Art 
 Section 6.1.1 showed the kL term to be an inefficient route for intensification of NGL, and 
that the more energy-efficient route is via 𝑎!"#!. Section 6.1.2 then created a physical framework 
to calculate the design requirements on the bubble generation system given the desired 
performance of the overall reactor. Table 6.1 shows that the key tasks for process intensification 
of bubble production with high energy efficiency are: reduction of bubble diameter (𝑑! ), 
reduction of energy needed per surface area created (𝜉), increase of 𝑎!"#, and reduction of 𝑢!! . 
Table 6.2 employs this theoretical framework to compare the performance of industrial bubble 
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generating systems, by comparison of the 𝑎!"# and 𝜉 metrics. This framework is also relevant to 
flotation vessels, where the goal is to efficiently generate bubbles of a specific diameter, often 
down to 50 µm. Values of 𝜉 were calculated for as many papers as we could find that reported 
sufficient information to calculate 𝜉, e.g., we typically used the reported value of total power 
expenditure along with estimates of surface area production rate.  
 The term 𝜉 has the most variability. Energy is wasted on fluid friction, thus causing values 
of 𝜉 to depend on the hydrodynamic and geometric details of each bubble generating device. For 
example, micro-channels are dominated by friction in long thin channels, causing 𝜉  to be 
drastically higher and causing their energy efficiency to be poor. Bubble coalescence and 
dissipation is another important uncertainty. Current literature on breakup or coalescence 
dynamics [125, 140] is still developing, and is especially uncertain for bubble sizes below 100 
µm. 
 
Table 6. 2. Performance comparison of industrial bubble generating systems [152]. 
 
References Reactor Type 𝝃 (kJ m-2) a (m-1) 
Linek et al.,  [174] Stirred tank, Rushton turbine 0.1 - 0.3 not reported 
Majumder et al., [175] Downward impinging jet 0.04 3000 
 
Burns et al., [176] 
Electro flotation 1.8 not reported 
Dissolved air flotation 1.1 ~0.1 
Electrostatic spraying 2.7 not reported 
Hsu et al., [177] Gas-inducing dual turbine 0.002 to 0.02 10 to 60 
Gagnon et al., [178] Stirred tank, Rushton turbine 0.02 to 0.04 ~500 
Majumder et al., [146] Inverse bubbly flow column ~0.04 2,000 to 7,000 
Yue et al., [179] Micro-channel ~1000 1000 to 10,000 
Kasundra et al., [180] Stirred tank, multi-impeller 1 to 33 not reported 
Terasaka et al., [74] Spiral flow microbubbler ~0.1 ~100 
Ansari et al., [61]  Downward micro-jet array 0.015 1000 to 10,000 
Perfect efficiency, frictionless Theoretical, perfect efficiency 0.00007 no limit 
This current work Micro-ejector, best case, pure water ~0.015 ~15,000 
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 Table 6.2 includes an idealized “frictionless” case wherein the only energy expenditure is 
that needed to break and reorient the liquid molecular bonds to form the gas-liquid interface from 
the bulk material, i.e., surface tension of 72 mJ m-2. Compared to this ideal case, improvement of 
bubble generator performance is possible by factors up to 200x.  
 
6.1.4 Existing Technology for Bubble Generation 
 Prior published technology for bubble generation includes gas-orifice or frit spargers181, 
impeller-stirred tanks [75, 182, 170], ejectors or impinging-jets reactors [69, 72,74, 183, 184-
196], micro-ejectors [197-202], Venturi-pipes [56, 74, 203-207] spiraling flow outlet generators 
[56, 74, 208] microchannel T or Y junctions [179], and other devices [209-211]. Each of these 
devices is described in Appendix C. In this Chapter we study a micro-ejector for generating 
microbubbles with high energy-efficiency and high output capacity. The motivation for a micro-
ejector arises from the hypothesis that macroscopic ejectors create turbulent shear that is usually 
not spatially co-located with gas-liquid interface that is susceptible to breakage. This waste of 
hydrodynamic energy can be mitigated by miniaturizing the shear and purposefully co-locating it 
with the source of gas phase that is susceptible to breakage down to microbubble sizes. We chose 
the geometry based upon previous studies. As mentioned in the previous section about 
macroscopic ejectors, venturi shaped throats perform better than straight throats, and shorter 
throats perform similar to longer throats but have less energy loss. Therefore we designed our 
micro-ejector to have a short venturi-shaped throat. Our geometry was very similar to previous 
publications on micro-ejectors [201, 202].  In retrospect we should have shortened our diffusor 
length as well. In this study here, we only test one ejector geometry, but we spend extra effort to 
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measure the important performance metrics 𝜖!"#, 𝑎!"#, and 𝜉 to validate the hypothesis that 
energy-efficiency can be improved through mechanical co-location of gas phase and fluid shear 
 
6.2. Experimental Methods 
6.2.1 Micro-Ejector Device 
 The micro-channel shape was fabricated by placing together three layers of flat, rectangular, 
PMMA sheet of 15 mm width and length. The thickness of the bottom and top layer was 3 mm, 
and the thickness of the middle layer was 150 µm. The shape shown in Figure 6.3 was laser cut 
(ULS-VLS6.6) through the middle layer, such that when the three layers of PMMA were fixed 
together a venturi channel was created by the middle sheet. At the location of gas injection, the 
cross section is 150 by 150 µm. Figure 6.3.c shows a dark-field optical microscope image of the 
actual device. The thinnest section of the venturi throat is 150 µm wide. The ejector’s geometry 
was chosen using previous literature and to purposefully co-locate fluid shear with a source of 
gas phase susceptible to breakage to become microbubbles, all described in the previous section. 
Barbed tube adapters were then fixed onto ports on the flat PMMA sheets that allowed injection 




Figure 6. 3: a) CAD drawing of the device from the fabrication process. b) Experimental setup used to 
measure gas and liquid volume output at various liquid and gas injection pressures. When gas injection 
pressure is set to 0 kPa there experimental setup has a minor difference to this figure in that no syringe 
connected to the gas injection line.  c) Dark-field microscopic photograph of the micro-ejector device. d) 
Flow diagram of the device in operation [152].  
 
6.2.2 Hydrodynamics Measurements 
 Flow through the device was regulated by pressure on the liquid and gas injection ports. 
Liquid pressure was controlled by applying a known pressure to the plunger of a 10 mL syringe. 
A full load of the syringe (10.9 mL) was delivered during each measurement. Liquid pressure 
was maintained constant during the delivery of the entire syringe load, at 50 kPa, 100 kPa, 200 
kPa, 300 kPa, or 400 kPa. Gas pressure was controlled by either leaving the gas injection port 
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open to ambient air, or applying 25 kPa gas pressure using a 10 mL syringe. These operating 
conditions were chosen because they produce liquid and gas flow rates within the range of 
previous publications.  
 The output gas-liquid dispersion from the micro-ejector was directed upward into an 
inverted graduated cylinder, as shown in Figure 6.3.b, such that a measurement was made of the 
volume of gas output from the device during its delivery of the syringe load of liquid. Gas 
fraction was thus measured by dividing the volume of gas output by the total output volume of 
gas-liquid mixture. The output bubble size distribution was measured via high-speed 
photography, as explained in the next section. The total amount of interfacial area generated by 
the device during its delivery of 10.9 mL of liquid was calculated using the mean bubble 
diameter and the total volume of gas. The output gas-liquid interfacial area density was 
calculated by dividing this total interfacial area by the total volume of gas and liquid that were 
output from the device.  
 The energy expended during delivery of the 10.9 mL of liquid was calculated from the 
liquid pressure multiplied by volume of liquid injected, and likewise for the gas. Energy per 
surface area (𝜉) was calculated by dividing the energy expended during injection of one syringe 
load of liquid by the total gas-liquid interfacial area generated by one syringe load. 
 Two liquid solutions were used, pure deionized water and a 20 ppm aqueous solution of 
sodium dodecyl sulfate (SDS). This small concentration of SDS is known to not to affect 
viscosity or surface tension [92, 212] by more than a small fraction of a percent. However, even 
this small amount of SDS reduces bubble coalescence and maintains a homogeneous bubble size 
distribution. Therefore, as it will be demonstrated in the result section, smaller bubble size, 
higher interfacial area and lower energy expenditure is expected when SDS solution is used. 
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Many gas-liquid dispersion reactors operate with surfactant laden fluids, e.g. bioreactors, 
flotation, wastewater processing, or with less polar fluids, e.g. hydrogenation. Similar ionic 
additives are common in prior research efforts [17, 18, 69, 191, 192]. Therefore, SDS solution 
was used to explore the hydrodynamics when bubble coalescence is muted. In Table 6.2 and 
Section 6.3 when we compare performance of various devices, we make sure that SDS or 
surfactant concentration was not different between different devices. 
 
6.2.3 Bubble Size Measurements 
 Bubble size distribution was measured by high-speed microscopic photography (Photron 
FASTCAM Mini UX 100) equipped with a Sigma 70-300 mm f/4-5.6 DG macro tele zoom lens 
in series with an Edmund Optics M Plan APO 2x lens, to produce a controllable field-of-view 
down to a few millimeters. The images were processed manually by measuring the diameter of 
~100 randomly selected bubbles. Then calculations were made of relevant statistics of bubble 
diameter, such as probability density function (pdf) and surface area weighted bubble size 
(𝑑 ,!"). Gas fraction was measured as explained in the previous subsection. Combining the gas 
fraction measurement with the area-weighted mean diameter allows calculation of the output 
interfacial area density. Bubble size measurements were collected at distances away from the 
outlet of the diffuser section, at distances of 2 mm, 6 mm, and 10 mm. Figure 6.4 shows 
examples of these microscopic photographs, and also shows some of the corresponding bubble 




Figure 6. 4. The top four images are raw images from the high-speed camera. The bottom plots show the 




Table 6. 3. Hydrodynamic measurements collected from the micro-ejector. All numbers here are direct 
measurements, with methods given in the Section 6.2.2 [152].  
 
6.3. Results and Discussion 
 The established understanding is that the flow obeys Bernoulli’s equation (e.g. 
𝑃!"#,!" = 𝜌𝑢!!!"! /2) in the upstream chamber and throat section, where 𝑢!!!" is the velocity in 
  Pure Water, No Gas Pressure Pure Water, 25 kPa Gas Pressure 
Liquid Pressure (kPa) 50 100 200 300 400 50 100 200 300 400 
Gas Pressure (kPa) 0 0 0 0 0 25 25 25 25 25 
db,sa at 2 mm from outlet (µm) 75  78  48 359  95  68 
db,sa at 6 mm from outlet (µm) 76  108  104 407  151  108 
db,sa at 10 mm from outlet (µm) 82  116  102 429  183  126 


















Energy of Liquid Injection (J) 0.55 1.11 2.22 3.33 4.44 0.55 1.11 2.22 3.33 4.44 
Energy of Gas Injection (J) 0.0 0.0 0.0 0.0 0.0 0.33 0.23 0.19 0.16 0.15 









Gas Fraction at outlet (%) 9.7 13.8 20.6 23.0 24.7 54.7 45.7 40.2 37.1 35.5 
Liquid Flow Rate (cm3 s-1) 0.12 0.19 0.28 0.35 0.42 0.11 0.16 0.23 0.29 0.35 
Gas Flow Rate (cm3 s-1) 0.01 0.03 0.07 0.11 0.14 0.13 0.13 0.16 0.17 0.19 
Energy Input/Gas Volume (kJm-3) 475 634 783 1024 1238 68 146 328 544 765 
             SDS soln, No Gas Pressure SDS soln, 25 kPa Gas Pressure 
Liquid Pressure (kPa) 50 100 200 300 400 50 100 200 300 400 
Gas Pressure (kPa) 0 0 0 0 0 25 25 25 25 25 
db,sa at 2 mm from outlet (µm) 63  51  45 190  98  35 
db,sa at 6 mm from outlet (µm) 56  67  69 242  125  80 
db,sa at 10 mm from outlet (µm) 53  70  74 257  134  77 


















Energy of Liquid Injection (J) 0.55 1.11 2.22 3.33 4.44 0.55 1.11 2.22 3.33 4.44 
Energy of Gas Injection (J) 0.0 0.0 0.0 0.0 0.0 0.31 0.22 0.17 0.15 0.14 









Gas Fraction at outlet (%) 9.7 13.3 17.1 18.7 20.6 53.1 44.5 37.7 34.5 33.2 
Liquid Flow Rate (cm3 s-1) 0.12 0.19 0.28 0.35 0.42 0.11 0.16 0.23 0.29 0.35 
Gas Flow Rate (cm3 s-1) 0.01 0.03 0.06 0.08 0.11 0.12 0.13 0.14 0.16 0.18 
Energy Input/Gas Volume (kJm-3) 475 665 986 1331 1566 70 152 362 604 844 
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the throat, but at downstream locations or after gas enters the throat the flow becomes turbulent 
and poorly predictable due to losses of energy to friction, bubble breakage, and entropy [69, 186-
188]. The dataset presented here gives insight into an unusual ejector geometry, i.e., reduced to 
~100 µm size. Table 6.3 gives the core data set collected from the experimental campaign. The 
output dispersion from the micro-ejector held bubble sizes from ~15 to ~700 µm. Mean 
diameters weighted by surface area (𝑑!,!") ranged from 35 to 429 µm, as shown in Table 6.3. 
Bubble size distributions typically had a +/- 40% spread as shown in the examples of Figure 6.4.  
The bubble size distributions were mono-modal except when 25 kPa gas pressure was 
applied to the gas injection chamber or while the liquid injection pressure was 50 kPa, in which 
cases a bimodal distribution arose as shown in Figure C.1. All bimodal distributions comprised a 
~500 µm peak superimposed with a ~100 µm peak. In other words, the bimodal cases contain 
much larger (~500 µm diameter) bubbles alongside the bubbles typical of the mono-modal cases. 
A related phenomenon is shown in Figures 6.5.a and 6.5.b, which show the ejector’s output gas 
fraction and mean bubble size (𝑑!,!"), respectively. These data show that, when no external gas 
injection pressure is applied, an increase in liquid flow causes gas fraction to rise higher, but the 
exact opposite relationship occurs when 25 kPa gas injection pressure is applied, i.e., an increase 
in liquid flow causes gas fraction to decrease. The above two phenomena can be understood by 
observing in Figure 6.4 that bimodal bubble distributions occur only when the gas phase extends 
continuously through the diffuser and into the bulk liquid, which we call a gas “filament”. A gas 
filament can exist when shear in the diffuser is too weak to break it apart. Practically speaking, 
this occurs when the liquid flow rate is low (i.e. 50 kPa or below) or when external gas pressure 
is strong (i.e. 25 kPa or above). This operational regime makes the micro-ejector function similar 
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to a purely-gas orifice, which is confirmed by the prediction [181] that ~600 µm bubbles should 
emerge from a pure-gas orifice of the same size as our micro-ejector’s outlet.  
 The response of the ejector’s gas fraction to gas and liquid injection pressure is understood 
by modeling gas flow as similar to a Poiseuille-flow, wherein the volumetric flow rate is 
proportional to pressure drop across the narrow channel that connects the gas injection chamber 
to the ejector throat, see Figure 6.3. We measure -18 kPa of gas suction pressure (all pressures 
are gauge) in the ejector when only liquid is flowing through the ejector at the fastest flow rates, 
but at the lowest liquid flow rates the gas is driven only by the gas injection pressure. Thus, at 
our lowest liquid flow rate (50 kPa liquid injection pressure), the 25 kPa of external gas pressure 
is the predominant driving force for gas flow, which causes gas flow to be large, and also causes 
liquid flow to be slightly reduced because it reduces the driving pressure drop for liquid flow, see 
Table 6.3 to compare liquid flow rates. As the liquid injection pressure ramps up to our highest 
values of 200 kPa or 400 kPa, and gas injection pressure is held constant at 25 kPa, the gas flow 
remains constant while liquid flow increases greatly, thus gas fraction decreases as the liquid 
flow rate increases. See Figure 6.5.a for this relationship. In contrast, when no external gas 
pressure is applied, as liquid flow increases the ejector suction pressure increases and gas inflow 
rises, thus gas fraction increases as liquid flow rate increases, shown in Figure 6.5.a. 
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Figure 6. 5: a) Gas volume fraction of the output mixture as a function of liquid injection pressure with 
data point labels of gas volumetric flow rate. b) mean bubble size weighted by surface area, with data 
labels of gas fraction [152]. 
 
 Energy expenditures on the liquid and gas flow are shown in Figure 6.6. As expected, the 
liquid energy expenditure increases as liquid flow rate increases. Energy expended on the 25 kPa 
gas injection is a large fraction of the total when liquid injection pressure is at comparable 
magnitude (i.e., 50 kPa), but at higher liquid injection rates the energy expended on gas flow is 
negligible. This further corroborates the perspective from the previous paragraph, which found 
the micro-ejector to have a different hydrodynamic regime when liquid injection pressure is low 
(i.e. 50 kPa) as compared to when the liquid injection pressure was higher. Further insights to the 
hydrodynamic regime are given at the end of this section. 
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Figure 6. 6. Energy expenditures on liquid throughput and gas throughput during the delivery of one 
syringe volume (10.9 mL) of liquid. Solid lines are data collected with no 0 kPa external gas injection 
pressure. Dashed lines are for 25 kPa of gas injection pressure [152]. 
  
 The micro-ejector’s output interfacial area density (𝑎!"#) and energy expenditure per m2 
of surface area (𝜉) are shown in Figures 6.7 and 6.8. As a reminder, a quantitative design 
analysis of a bubble generator system was given in the introductory sections, and these 
performance metrics (𝑎!"# and 𝜉) were identified to have key importance for a stirred-tank. The 
micro-ejector’s performance metrics are competitive with the leading technologies shown in 
Table 6.3. The data of Figures 6.7 and 6.8 show that application of external gas pressure to the 
gas injection port is beneficial to the performance, and allows an increase to gas flow rate 
without causing reductions to 𝑎!"# or 𝜉. As mentioned in the introductory sections, a stirred-tank 
reactor mixture will have lower interfacial area density than the micro-ejector’s output, and 
lower gas fraction too, but, in contrast, in a loop reactor the value of arctr or 𝜉 could be higher or 




Figure 6. 7. Energy per surface area (𝜉) as a function of gas entrainment rate. Numbers next to data points 
represent average bubble size in microns [152]. 
 
 
Figure 6. 8. Interfacial area density as a function of gas entrainment rate. Numbers next to data points 
represent mean bubble size in microns[152]. 
 
 The remainder of this paper discusses the physical hydrodynamic understanding of how the 
micro-ejector works. Figure 6.9 shows a close up view of the micro-ejector throat (6.9.d), 
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diffuser (6.9.c), and outlet (6.9.b). Location (a) in Figure 6.9 has ambient pressure, while location 
(d) holds a suction pressure. Location (c) hosts shear of the gas stream, which attempts to break 
up the gas stream into bubbles. When capillary and Weber numbers were low (< 0.02 and < 15, 
see Table 6.5), the gas flow forms a continuous “filament” from location (d) to location (b), 
whereas when Weber number and capillary numbers were high, the gas broke up into droplets at 
location (c). This behavior is governed by an interaction of turbulence with Kelvin-Helmholtz 
instabilities of the gas filament, then subsequent shear-breakup and inertial-breakup of the 
bubbles that result. This identifies Reynolds number, capillary number, and Weber number as the 
primary determinants of hydrodynamics. The first-principles fluid dynamics are unsolved at 
current date, but approximate solutions exist [215-218]. 
 
  
Figure 6. 9. Several locations in the micro-ejector from Figure 6.3 are identified: (a) is in the liquid phase, 
(b) is the tip of the gas phase filament that is connected unbroken to the injection port, (c) is the liquid 
phase where shear exerts destabilizing force on the gas filament, (d) is at the confluence of the gas flow 
with the liquid flow, and (e) is in the gas injection chamber [152]. 
 
 Semi-empirical modeling of the dispersion hydrodynamics in the throat and diffuser of 
ejectors is a current topic of research [69, 184, 186, 187, 202, 219]. At current date, detailed 
spatiotemporal understanding of the multiphase flow is incomplete. Predictions of gas 
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entrainment, suction pressure, and other scaling laws are largely empirical. Existing literature is 
based upon ejectors with throat diameters 100x larger than ours. Therefore it is not surprising to 
find in Table 6.4 that the scaling laws from previous literature, for example those found in a 
recent literature survey [69], do not translate accurately to the empirical measurements from our 
micro-ejector. Interfacial area density is also not well predicted by previous literature, e.g. see 
Figure C.3. A physical reason for this failure of previous scaling laws is that the diameter of our 
micro-ejector’s liquid jet is comparable to bubble diameter, which is not true for traditional 
ejectors. Bubble breakage and entrainment into a ~100 µm liquid jet is a much different physical 
process than for a ~1 cm liquid jet. A rigorous analysis is beyond the scope of this perspective 
paper, but we hypothesize that the macro-ejector wastes much of it’s power on unnecessary 
shear, while the micro-ejector is more efficient because it co-locates gas introduction with shear 
on small spatial scales. 
 
Table 6. 4. A table of predicted gas fraction (𝜖!"#) from prior literature, using our flow conditions as 
input, as compared with our empirically measured 𝜖!"# [152]. 
 
Gas Fraction  Pure Water, No Gas Pressure Pure Water, 25 kPa Gas Pressure 
Liquid flow rate (mL/s) 0.12 0.19 0.28 0.35 0.42 0.11 0.16 0.23 0.29 0.35 
Model: Dutta et al. (1987) 9E-4% 1E-3% 2E-3% 3E-3% 4E-3% 6E-4% 1E-3% 2E-3% 3E-3% 3E-3% 
Model: Mandal et al. (2003) 4% 4% 3% 3% 3% 4% 4% 3% 3% 3% 
Model: Zahrednik et al. (1997) 50% 100% 210% 290% 380% 350% 360% 420% 460% 500% 
Empirical: this micro-ejector 9.7% 14% 21% 23% 25% 55% 46% 40% 37% 36% 
 
 We physically model the ejector with the Navier-Stokes and Young-Laplace equations, 
comprising fluid shear, inertia, pressure, and gas-liquid interfacial tension. These equations 
identify the Weber and capillary numbers as the key force-ratios that mediate the hydrodynamic 
regime. A Weber number above ~5 indicates [59, 220-224] that inertial forces can overwhelm 
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interfacial tension, and a capillary number above ~0.01 indicates [140, 225] that shear can 
overwhelm interfacial tension. Table 6.5 gives the Weber and capillary numbers for the diffuser 
section of our micro-ejector, where gas and liquid interact. The capillary numbers and Weber 
numbers both change hydrodynamic regime, from a stable regime at liquid injection pressure of 
50 kPa to an unstable regime at higher pressures. Instability means that the gas “filament” breaks 
up into bubbles of diameter smaller than the diffuser gap, such that the small bubbles have small 
Weber and capillary numbers such that the bubbles do not break down further. This agrees with a 
concept of a critical Weber number (Wec) [59, 140, 220-224], which states that the size of the 







)!!/!                                                  (6.14) 
where Wec ranges from 1 to 5 depending on the literature reference. Calculations of the predicted 
bubble size from Eq. 6.14 for our micro-ejector cases are shown in the final rows of Table 6.5, 
where the input values of power dissipation density are from the database in Table 6.3, and the 
volume (V) of dissipation is assumed to be a ~23 mm volume because the energy dissipated by 
the micro-ejector occurs mostly in the diffuser and in the bulk immediately outside the diffuser. 
The value of V here and in previous literature is somewhat arbitrary because turbulent energy 
dissipation is rarely spatially homogenous, so definition of V is fundamentally ambiguous. With 
this caution, the predicted bubble sizes are smaller than our empirically measured bubble sizes 
by a factor of ~2. This discrepancy is possibly because the bubble size distribution is 
dynamically changing as it flows within the micro-ejector (i.e. bubble size is not at equilibrium). 
Thus, the critical Weber number will predict a smaller bubble size. Bubble coalescence in the 
output bubble dispersion is also a possible reason. Our measurements of bubble size from Table 
6.3 show the of bubble size as a function of distance from the ejector’s outlet. The slight increase 
	 127	
in bubble size is likely due to coalescence, which occurs due to bubble collisions [167]. When 
SDS is used, the coalescence is seen to be much lower. Even when SDS is absent, the increase in 
bubble size levels off asymptotically after ~8 mm from the micro-ejector’s outlet, likely because 
bubble density decreases as the mixture flows away. In a simple side-experiment, we operated 
the micro-ejector in a 1000 mL bath of water and found similar bulk bubble size distribution as 
that at micro-ejector’s outlet, see Figure C.2, suggesting that coalescence is not a major player 
for the flows considered by this paper. The micro-ejector’s output flows with a divergence angle 
of ~20!, therefore the bubble concentration decreases strongly as a function of distance away 
from the outlet.  
 Practical considerations of cost and maintenance must also be considered. Dozens or 
hundreds of these devices must operate in parallel for a large industrial reactor. An array of these 
micro-ejectors is similar to the jet-array [61] or wire screens [226] of other publications. These 
devices can be located side-by-side or scattered individually throughout the reactor, at key 
locations. Fabrication of parallel micro-ejectors may be achieved on a single plate via established 
wafer micro-machining technologies, or with three-dimensional printing. In contrast to gas 
orifices, performance of micro-ejectors should be unaffected by parallelization because the gas 
entrainment rate is not sensitive to external hydrodynamics, and further because fewer micro-
ejectors are necessary thus they can be distanced apart further that orifices. Maintenance is the 
greatest risk for the micro-ejector, as particulates in the liquid phase can jam the ejector throat, 






Table 6. 5. Hydrodynamic ratios determining flow behavior in the micro-ejector [152].  
 
 
Pure Water, No Gas Pressure Pure Water, 25 kPa Gas Pressure 
Liquid Pressure (kPa) 50 100 200 300 400 50 100 200 300 400 
Gas Pressure (kPa) 0 0 0 0 0 25 25 25 25 25 
Velocity in the diffuser (m s-1) 6.1 10 16 20 25 10 13 17 21 24 
Liquid Reynolds number 343 565 880 1141 1393 584 727 970 1170 1363 
Capillary Number 0.01 0.02 0.03 0.04 0.04 0.02 0.02 0.03 0.04 0.04 
Weber number 4 11 27 45 67 12 18 33 48 64 
Predicted bubble size (µm) 65 41 28 21 18 57 41 28 22 18 
             SDS soln, No Gas Pressure SDS soln, 25 kPa Gas Pressure 
Liquid Pressure (kPa) 50 100 200 300 400 50 100 200 300 400 
Gas Pressure (kPa) 0 0 0 0 0 25 25 25 25 25 
Velocity in the diffuser (m s-1) 6.1 10 15 19 24 10 13 17 20 23 
Liquid Reynolds number 343 561 843 1081 1321 564 712 930 1125 1316 
Capillary Number 0.01 0.02 0.03 0.03 0.04 0.02 0.02 0.03 0.04 0.04 
Weber number 4 11 25 41 61 11 18 30 44 60 
Predicted bubble size (µm) 65 41 27 21 17 58 41 28 22 18 
 
6.4 Conclusion 
Here we derive quantitative design equations for assessing performance and guiding industrial 
design of bubble generation systems in homogenized reactor vessels. These equations show the 
key metrics for the bubble generator are i) gas fraction of output (𝜖!"#), ii) interfacial area 
density of output (𝑎!"#), iii) energy expenditure needed per unit interfacial area of output (𝜉), 
and iv) cost and maintenance.  These quantitative performance metrics were applied to a 
literature review of industrial bubble generators using data from the published literature. We 
applied this conceptual framework to a novel micro-ejector. The micro-ejector produced a gas-
liquid dispersion with interfacial density of ~20,000 m-1, mean bubble size of 56 µm, and 
relatively efficient energy expenditure of ~15 J per m2 of interfacial area produced. A physical 
understanding of the micro-ejector device was tested via Webber, Capillary, and Reynolds 
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numbers. The ranges of Weber number agree with the concept of a “critical Weber number” that 
sets the bubble size in the diffuser and output. Scale-up requires parallelization of the micro-
ejector device, thus performance should scale linearly with reactor size. We find competitive 
energy efficiency and performance for the micro-ejector, suggesting that co-location of fluid 
shear with gas injection is a route to intensification of ejector performance or bubble generation 
in general. 
 
Appendix C: Prior Published Technology for Bubble Generation 
C.1 Prior art: Gas Orifice Spargers and Frit Spargers 
 A widespread method to disperse gas in bubble columns is with a tube or plate with holes 
for gas to emerge as bubbles into the liquid. Alternatively a sintered frit may be used. An 
excellent review exists by Kulkarni and Joshi [181]. For gas orifices of size ~1 mm or greater, 
bubble diameter from an isolated gas orifice is of the order of 3x the diameter of orifice itself 
when gas superficial velocity through the orifice is below ~100 cm s-1 for a 1 mm diameter 
orifice, and significantly larger at higher gas flow rates. Shear is very low during the bubble 
generation process relative to other bubble generation systems, which makes this method very 
energy efficient for a single gas orifice at low gas flow rate. However, a matrix of orifices 
encounters setbacks due to preference of the gas to flow through a small portion of the orifices, 
and for neighboring orifices to cause bubble-bubble interactions that increase bubble diameter. 
The review by Kulkarni and Joshi [181]. stresses that the literature understanding is poorly 
developed. 
 
C.2 Impeller Agitated Tanks 
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 Stirred-tanks are perhaps the most commonly employed gas-liquid contacting equipment. 
Inside the impellor sweep region the impeller breaks bubbles down to smaller sizes via strong 
shear, while at locations far enough away from the impeller sweep region coalescence is more 
dominant and causes an increase in bubble diameter. A small amount of recent literature makes 
progress in understanding the bubble dynamics inside and outside the impeller’s region of sweep 
of stirred tanks [75, 170, 182] but at current date the physical understanding is poor from a first-
principles perspective. A first-principles detailed understanding is necessary for simulations of 
stirred tank reactors to be predictive, and it is what this current paper aims to develop in a micro-
ejector device. 
 
C.3 Ejectors and Impinging Liquid Jets 
 Ejectors are widely used industrial devices to produce high interfacial area of two 
immiscible fluids. They work by directing a high-velocity fluid stream into a vena contracta, and 
by placing an inlet for a second immiscible fluid phase at the low pressure point of the vena 
contracta, such that bubbles or droplets are entrained [56, 69, 74, 183, 184-186]. The dispersion 
then enters a diffusor pipe of widening diameter, where strong turbulence is dissipated before the 
mixture enters the main reactor vessel. Ejectors enable higher 𝑘!𝑎!"#! than traditional bubble 
columns or stirred tanks, but have worse energy efficiency in terms of kg O2 transfer per Joule 
[69]. In the upstream and vena contracta of the ejector, the Bernoulli equation holds true with 
only minor corrections for friction [69, 184-188]. In the highly turbulent downstream region the 
Bernoulli equation breaks down due to turbulent frictional energy losses, and the flow is poorly 
understood such that the entrainment rate, mass flow ratio, and energy dissipation are not 
predictable. The best literature understanding [69, 184-189] uses dimensional analysis fit to 
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empirical measurements to explain a subset of parameter space. Trends in the empirical data 
show that output bubble size decreases as the jet velocity increases, and gas fraction increases 
roughly linearly with gas throughput. Other empirical studies show that ejectors of different 
length [190] show less energy expenditure in shorter throats and diffusors without much harm to 
output bubble size or gas flow rate, and the performance of a Venturi shaped throat superior to 
that of a straight throat [191, 192]. Very few of the existing publications give predictive 
equations for interfacial area density (𝑎!"#) or for the energy expenditure necessary to produce a 
target 𝜖!"# or 𝑎!"# or bubble size (i.e. the value of 𝜉 is rarely disclosed). Therefore, physical 
understanding sketchy, and of all the publications in a literature survey, including all the 
publications in a recent collection of ejector literature [69], we can find only a very few [191, 
195] that give sufficient information to know 𝜖!"# , 𝑎!"#  or 𝜉  (energy expenditure). It is 
recommended that future publications report measurements of 𝜖!"# , 𝑎!"# , and energy 
expenditure, so that a real comparison of performance can be made. 
  Novel approaches to the ejector concept have recently been reported. For example, a 
downward micro-jet array microbubble generator was also recently described, and operates with 
improved efficiency compared to the macroscopic single-jet device [61]. Additionally, a recent 
paper describes a gas-liquid contactor comprised of a single downward jet impinging on the air-
water surface [72, 175, 196]. In this current paper, we research a micron-scale ejector. 
 
C.4 Micro-Ejectors 
 Several research groups have attempted to increase the energy efficiency of microbubble 
generation via reducing the spatial scale of fluid shear to be microscopic scale, and focus it on 
the location of gas introduction Sadatomi et al. [197-200] placed obstructions in a ~1 cm 
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diameter tube of flowing water to focus shear on microbubbles emerging from micron sized 
holes on the inside surface of the tube. Other groups [201, 202] micro-machined small ejectors 
with throat diameters of 100 to 250 µm, and measured the vacuum pressure produced in the vena 
contracta for different throat diameters and lengths, but unfortunately did not test bubbles or gas-
liquid dispersions.  
 In this paper here we study a micro-ejector for generating microbubbles with high 
energy-efficiency and high output capacity. The motivation for a micro-ejector arises from the 
hypothesis that macroscopic ejectors create turbulent shear that is usually not spatially co-located 
with gas-liquid interface that is susceptible to breakage. This waste of hydrodynamic energy can 
be mitigated by miniaturizing the shear and purposefully co-locating it with the source of gas 
phase that is susceptible to breakage down to microbubble sizes. We chose the geometry based 
upon previous studies. As mentioned in the previous section about macroscopic ejectors, 
Venturi-shaped throats perform better than straight throats, and shorter throats perform similar to 
longer throats but have less energy loss. Therefore we designed our micro-ejector to have a short 
Venturi-shaped throat. Our geometry was very similar to previous publications on micro-ejectors 
[201, 202].  In retrospect we should have shortened our diffusor length as well. In this paper here, 
we only test one ejector geometry, but we spend extra effort to measure the important 
performance metrics 𝜖!"#, 𝑎!"#, and 𝜉 to validate the hypothesis that energy-efficiency can be 
improved through mechanical co-location of gas phase and fluid shear. 
 
C.5 Venturi Tubes, Non-Ejectors 
 Venturi microbubble generators feed bubbles into the upstream end of a Venturi 
constriction typically of ~1 cm throat diameter. The shear at the constriction breaks the bubbles 
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to  ~100 µm size [56, 74, 203-207]. Unfortunately, the published literature has not reported the 
key performance metrics like 𝜖!"# or 𝑎!"# or 𝜉. 
 
C.6 Spiralling Flow Outlet  
 Spiral flow microbubble generators were developed recently. They push liquid backwards 
through an empty centrifugal pump casing, thus creating a single intense eddy inside, which 
spirals towards the device’s outlet where strong shear exists [56, 74, 208]. Gas is input to the 
upstream axis of rotation of the eddy and is advected toward the outlet where it is broken into 
microbubbles by the intense shear. Ohnari [208] utilized this method to produce microbubbles of 
diameter 10-50 µm. Further understanding of the hydrodynamics is not available, nor are data 
showing the key performance metrics like 𝜖!"# or 𝑎!"# or 𝜉. In our own brief experiments with 
this device (model number), gas fraction must be kept very low to produce small bubbles. 
Detailed performance testing of this technology is beyond the scope of this paper. 
 
C.7 Other Microbubble Generating Devices 
 Many other, more rare, designs of microbubble generators are reported in the research 
literature. Using electrolysis of water, microbubbles can also be produced in the range of 15 to 
100 µm, however the type of gas produced is limited [209]. Another microbubble generator 
developed by Hasegawa et al. [210] uses slits at specific angles serving as shearing sites, creating 
lower pressure inside the pipe. The range of bubble diameter generated by this method is 40 to 
50 µm, depending on the slit angle. Ultrasonic cavitation in a viscous flow is another technique 
to produce microbubbles. Xu et al. [211] were able to produce microbubbles with an average 
diameter of 46 µm by applying this method. When possible, we include all of these methods in 
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our performance comparison of Table 2. Unfortunately most of these prior publications do not 
report physical concepts close to 𝜖!"# or 𝑎!"# or 𝜉. 
 
 
Figure C. 1. Measured bubble size distribution at 6 mm from the micro-ejector’s outlet, with 25 kPa gas 




Figure C. 2. Bubble size distribution of the micro-ejector in steady-state operation in a 1.0 Liter beaker 
with stir-bar creating turbulence sufficient to sweep bubbles away from the air-water interface [152]. 
 
 
Figure C. 3. Comparison of the gas fraction predictions of Cramer et al. 1992 with the output of the 
current micro-ejector [152]. 
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Symbols and Notation 
a            gas-liquid interfacial area concentration, m2.m-3 
AS          cross-sectional area, i.e. gas-liquid interfacial area, of separator tank, m2 
AP          cross-sectional area, i.e. gas-liquid interfacial area, of pump reservoir tank, m2 
𝑎!"#       reactor’s average gas–liquid interfacial area per volume of mixture, m2.m
-3 
𝑎!"#!      interfacial area in the bulk reactor locations, m-1 
𝑎!"#,!"# interfacial area output from the bubble generator, m-1 
C            concentration of dissolved oxygen in the liquid phase, kmol.m-3 
Ci           concentration of salt at time step i, kmol.m-3 
Cb           concentration of dissolved oxygen in the bulk liquid, kmol.m-3 
C*            saturation concentration of the gas, kmol.m-3 
𝐶!"#        dissolved gas concentration in the bulk liquid, kmol.m
-3 
𝐶!"#!       concentration of dissolved gas in the bulk reactor liquid 
𝐶!"#,!"!  molarity of the gas in the bubble generator’s output, kmol.m
-3 
D            diffusion coefficient, m2.s-1 
𝒟            dispersion coefficient, m2.s-1 
𝐷!          diameter of channel at narrowest point, m 
𝑑!          diameter of particle, m 
𝑑!          diameter of bubble, m 
𝑑!,!"     mean bubble diameter produced by bubble generator, weighted by surface area, m 
𝑑!,!"#   mean bubble diameter from generator, weighted by volume, aka Sauter diameter, m 
𝑑!,!"#  mean bubble diameter of the whole reactor’s bubble mixture, weighted by diameter, m 
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FG         volumetric flow of gas into bubble column, m3.s-1 
FL          volumetric flow of liquid into bubble column, m3.s-1 
𝐹!          rate of gas transfer from bubbles to broth, per volume, mol.L-1.s-1 
𝑔           acceleration due to gravity, m.s-2 
G           source term, generation of interfacial area from the bubble generator 
HG         height of gas layer inside reactor several minutes after sudden valve-closure, m  
HL         height of liquid layer inside reactor several minutes after sudden valve-closure, m 
h           liquid depth, m 
H          Henry’s Law, solubility constant, moles L-1 Pa-1 
IL      gamma intensities detected with bubble column filled completely with liquid, photons.cm-
2.s 
IG     gamma intensities detected with bubble column filled completely with gas, photons.cm-2.s 
IM        gamma intensities detected with bubble column filled with gas and liquid mixture, 
photons/cm2s 
kL         time and space averaged liquid-side mass transfer coefficient, m.s
-1 
kLa       time and space averaged volumetric mass transfer coefficient, s-1 
L          turbulence integral length scale, m 
l           height of the column, m 
ℓ!         Kolmogorove length scale, m 
M          size of the mesh, m 
𝑀!        mass flow ratio, mass of gas per mass of liquid, non-dimensional 
N           number of tanks-in-series 
𝑛!"#!     reactor’s volumetric density of bubbles. 
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𝑁!!       volumetric transfer rate, mol L-1 s-1 
𝑃!"#,!"   pressure in the gas inlet to the micro-ejector 
𝑃!"!      pressure inside the average bubble 
P/V       turbulent energy dissipation per volume, W m-3 
Δ𝑃!"#     pressure of liquid injected into the Venturi, Pa 
r            surface renewal rate, s-1 
𝑞!"#       total volumetric output from the bubble generator, m3 s-1 
𝑞!"#,!"#  volumetric total flow output from bubble generator, m3 s-1 
𝑞!"#,!"    volumetric flow input to bubble generator, m3 s-1 
𝑞!"#,!"#  volumetric gas flow output from bubble generator, m3 s-1 
R             gas constant, J.mol-1.K-1 
S              gas solubility, mole fraction 
𝑆!"#,!"    sink term for interface removed to become input to microbubble generator, m2 m-3 s1 
𝑆!"#$%     sink term for interface removed due to product extraction, m2 m-3 s-1 
𝑆!"#$      sink term for the rate of loss of 𝑎!"#! due to gas absorption, m2 m-3 s-1 
𝑆!"#$       sink term for the rate of loss of 𝑎!"#! due to bubble coalescence, m2 m-3 s-1 
t              time, s 
𝑡             mean residence time, s 
T             temperature, C° 
U            velocity of the micro-jets emanating from the pore plate, m. s-1 
𝑢!         average of the squared velocity difference across the bubble, m2.s-2 
𝑢′            turbulence intensity, equal to (𝑢′! + 𝑣′!)!/!, m.s-1 
𝑢!!!"       fluid velocity in the throat of the micro-ejector      
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𝑢!!            turbulent velocity fluctuations of the bubbles, m s
-1 
𝑢!"#$       terminal rise velocity of the bubbles, m s-1 
VR           volume of bubble column, 5.04E-03, m3 
Vn           volume of stirred tank n, m3 
VS           volume of gas-liquid separator, 4.92E-02, m3 
VP           volume of reservoir, 4.30E-02, m3 
V             volume of total gas-liquid mixture, i.e., total reactor volume, m3 
𝑉!"#!       volume of the reactor vessel, m3 
𝑣!           slip velocity of gas, m.s-1 
𝑣!"           terminal settling velocity of the particles or bubbles, m.s-1 
𝑣!           Kolmogorov velocity scale, m.s-1 
y             vertical location in bubble, m 
We        Weber number, 𝜌𝑢!"#$! 𝑑!,!"/𝛾 
Wec        Critical Weber number for equilibrium bubble size 
 
Greek letters 
εg          gas void fraction 
𝜖           energy dissipation, W.kg-1 
𝜖!"#     gas fraction output from the bubble generator 
𝜖!"#!     reactor’s average gas fraction  
σ          surface tension mN.m-1 
σ 2        variance, s2 
β          strength of surface divergence, s-1 
𝜌          density of liquid phase, kg m-3 
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𝜈           kinematic viscosity, m2.s-1 
𝛾          surface tension of gas-liquid interface, N m-1 
µ          dynamic viscosity of liquid phase, kg m-1 s-1 
𝜆          the coalescence efficiency, (non-dimensional) 
𝜉          energy needed per surface area created, J m-2 
𝜆          coalescence efficiency, non-dimensional 
𝜒          average interfacial area per mole of gas phase, m! mole!! 
 
Dimensionless groups 
Re = Reynolds number, 𝑅𝑒 = !"
!
 
Ret = turbulent Reynolds number 
Sc = Schmidt number 𝑆𝑐 = !
!
 
Sh = Sherwood number  𝑆ℎ = !!!
!
 
𝑊𝑒!=  critical Weber number 
We        Weber number, 𝜌𝑢!"#$! 𝑑!,!"/𝛾 
 
Subscripts 
G = gas phase 
𝐿 = liquid phase 
𝑅!= reactor tank in series number, n 
R = reactor 
S = separator Tank 
P = pump reservoir 
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