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Abstract —In  interactive  visual  machine  learning  (IVML),  humans  and  machine  learning                    
algorithms  collaborate  to  achieve  tasks  mediated  by  interactive  visual  interfaces.  This                      
human-in-the-loop  approach  to  machine  learning  brings  forth  not  only  numerous  intelligibility,                      
trust  and  usability  issues,  but  also  many  open  questions  with  respect  to  the  evaluation  of  the                                
IVML  system,  both  as  separate  components,  and  as  a  holistic  entity  that  includes  both  human                              
and  machine  intelligence.  This  article  describes  the  challenges  and  research  gaps  identified  in                          
an  IEEE  VIS  workshop  on  the  evaluation  of  interactive  visual  machine  learning  systems.   
⬛  RECENT  ADVANCES  in  machine  learning          
saw  the  rise  of  powerful  automatic  methods  to                
build  robust  predictive  models  from  data.  In  an                
attempt  to  enhance  understanding  and  improve            
performance,  researchers  have  pursued        
human-centered  approaches.  For  instance,  in          
interactive  visual  machine  learning  (IVML),  a          
human  operator  and  a  machine  collaborate  to              
achieve  a  task  (e.g.,  to  classify  points  using                
GAN,  to  cluster  them  using  DBSCAN,  or  to                
learn  a  mathematical  fitness  or  objective            
function),  mediated  by  an  interactive  visual            
interface  (e.g.,  [3,4,7,15]).     
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Figure  1.  Examples  of  IVML  systems  where  the  analyst  interacts  with  the  visualization,  and  the  
system  updates  the  machine  learning  model  and  adapts  the  visualization  accordingly.  (1)  
Semantic  Interaction  [6]  enables  analysts  to  modify  a  suggested  projection  of  documents  (top),  
that  updates  the  underlying  weighted  distance  of  two  alternative  projection  models  (bottom).  (2)  
mVis  [11]  helps  the  analyst  interactively  partition  an  unlabeled  dataset  or  explore  and  verify  the  
partitions  of  a  labeled  one.  The  machine  learning  labeling  model  gets  updated  accordingly.  (3)  
GAN  Lab  [24]  helps  analysts  learn  about  GAN  models  by  visualizing  their  structure  and  
enabling  users  to  interactively  train  and  experiment  with  the  models.  (4)  iCluster  [14]  helps  
users  sort  and  cluster  large  numbers  of  documents.  The  user  adds  items  to  clusters,  and  the  
system  learns  from  those  interactions  and  recommends  new  items  and  clusters.   
Typically,  an  IVML  system  comprises  an             
automated  service,  a  user  interface,  and  a             
learning  component.  Often  the  goal  of  IVML               
(examples  in  Figure  1 )  is  to  help  the  human  and                     
the  machine  intelligence  work  together  more             
efficiently  and  effectively  than  they  would            
individually.     
The  interactive  and  visual  approach  to             
Machine  Learning  (ML)  is  appealing  for  many               
reasons.  For  example,  it  allows  for  the               
integration  of  valuable  expert  knowledge,           
guidance,  and  model  steering  [12].  It  can  also                 
aid  analysts  in  reasoning  about  uncertainty  in               
machine  learning  output,  and  makes  output             
more  interpretable  and  likely  to  increase  user               
trust.     
Recent  work  in  interactive  visual  machine             
learning  has  focused  more  on  developing             
working  prototypes,  and  less  on  methods  to               
evaluate  IVML  systems  and  their  various             
components.  Most  of  the  work  that  exists  in  the                   
evaluation  arena  focuses  on  explainable           
machine  learning  (e.g.,  [28]).  This  body  of  work                 
aims  to  test  whether  users  appropriately  trust  a                 
machine  learning  algorithm  when  it  is  more  likely                 
to  be  correct  than  they  are,  and  whether  they                   
understand  what  the  Artificial  Intelligence  (AI)  is               
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“learning”  (while  it  is  being  trained)  or  “thinking”                 
(when  it  makes  or  suggests  decisions).     
Human-in-the-loop  approaches  to  machine         
learning  extend  the  role  of  the  human  beyond                 
interpreting  and  understanding  the  underlying           
models  or  decisions.  Humans  can  also  act  on                 
their  reactions  to  these  models,  such  as  by                 
altering  model  parameters.  This  brings  forth  not               
only  numerous  intelligibility  and  usability  issues,             
but  also  many  open  questions  with  respect  to                 
the  evaluation  of  the  various  facets  of  the  IVML                   
system,  both  as  separate  components,  and  as  a                 
holistic  entity  that  includes  both  human  and               
machine  intelligence  [5,31].  For  example,  IVML             
tools  need  to  be  assessed  more  generally  on                 
their  ability  to  increase  task  efficiency  and               
correctness,  as  well  as  other  possible  metrics.     
We  believe  that  the  evaluation  of  IVML               
systems  is  harder  than  the  evaluation  of  their                 
individual  components  in  isolation  (i.e.,  the             
automated  service,  the  visualization  and  user             
interface,  and  the  learning  component).  In  what               
follows,  we  describe  four  important  challenges             
to  consider  when  evaluating  IVML  systems,             
identified  in  a  IEEE  VIS  2019  workshop  on  the                   
evaluation  of  interactive  visual  machine  learning             
systems  (EVIVA-ML,  https://eviva-ml.github.io/ ).       
The  workshop  brought  together  visualization           
researchers  and  practitioners  to  discuss           
experiences  &  viewpoints  on  how  to  effectively               
evaluate  IVML  systems.  We  first  transcribed  the               
workshop,  including  the  keynote,  paper           
presentations  and  panel  discussion.  Then  two             
co-authors  performed  open  coding  to  identify             
distinct  topics  discussed  in  the  workshop,  and               
to  group  them  in  bigger  themes  (following               
grounded  theory  [10]).      
Four  major  challenges  and  associated           
research  opportunities  emerged  from  our           
analysis.  We  highlight  challenges  in  (1)             
identifying  the  human  and  AI  roles  within  an                 
IVML  system  partnership,  such  that  it  is  clear                
what  each  contributes  to  the  analysis;  (2)               
defining  the  success  criteria  of  the  partnership,               
taking  into  account  multiple  possible  trade-offs ;             
(3)  assessing  the  effects  of  different  sources  of                 
uncertainty  on  the  use  of  IVML  systems;  and  (4)                   
providing  practical  evaluation  guidelines  &           
metrics  for  IVML  systems.     
  
 #1  IDENTIFICATION  OF  ROLES  WITHIN  THE             
PARTNERSHIP      
IVML  systems  are  particularly  complex           
because  they  integrate  multiple  components  that             
are  themselves  complex,  such  as  large  datasets               
and  potentially  uncertain  ground  truth,           
probabilistic  and  black-box  machine  learning           
models,  function-rich  interfaces  and         
visualizations,  and  last  but  not  least,  human               
analysts  that  may  have  biases,  or  imprecise  or                 
hard  to  express  goals.  There  is  also  the  complex                   
interplay  and  tight  coupling  between  those             
components.  Take  for  example  the           
co-adaptation  phenomenon  between  the  user           
and  the  machine  learning  component  [29].  As               
the  user  sees  suggestions  from  the  system,  for                 
example,  when  working  with  clustering,  they             
may  adjust  or  refine  their  original  clustering               
criteria  influenced  by  the  system           
recommendations.  Or  if  they  use  the  system               
over  time,  their  analysis  goals  may  evolve  as                 
their  understanding  of  the  data  improves.  Thus  it                 
is  the  ML  component  that  learns  and  evolves,                 
but  so  does  the  human  operating  it.  Evaluating                 
such  complex  dynamic  systems  can  be             
challenging,  as  the  desired  outcome  of  the  IVML                 
process,  from  the  perspective  of  the  human,               
may  continuously  evolve  and  both  partners             
(humans  and  ML)  will  adapt  to  it.   
Considering  the  evaluation  methodologies         
currently  adopted,  on  the  one  hand,  holistic               
evaluations  that  take  an  IVML  system  as  an                 
integrated  entity  suffer  from  the  attribution             
problem .  Observed  results  are  loosely  attributed             
to  the  system  as  a  whole,  but  without  accurate                   
explanations  or  insights  as  to  what  component               
or  components  played  a  bigger  role  to  achieve                 
those  results.  For  example,  was  an  improvement               
in  the  results  (compared  to  not  using  an  IVML)                   
due  to  a  more  robust  machine  learning               
algorithm,  to  users’  expertise  and  their  pertinent               
feedback  to  the  AI,  or  to  the  iterative  tuning  of                     
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results  going  back  and  forth  between  the  human                 
and  the  AI?  Such  integrated  evaluations  are               
perhaps  easier  to  run,  but  they  struggle  to  tease                   
out  where  success  or  failure  occurs,  since  IVML                 
elements  are  intertwined.     
On  the  other  hand,  reductionist  evaluation             
approaches  break  down  the  IVML  into  multiple               
components  and  study  different  variants  of  the               
system.  This  type  of  evaluation  requires  many               
considerations  including  how  to:  (a)  break  down               
the  system;  (b)  identify  IVML  configurations  to               
compare  (accounting  for  their  unique  properties             
and  potential  interaction,  e.g.,  VIS  alone  versus               
ML  alone  versus  VIS+ML);  (c)  decide  what  tasks                 
and  evaluation  method  to  use  to  test  the                 
different  combinations  (e.g.,  quantitative,         
qualitative,  insight  or  simulation-based  [34]).     
The  coupling  of  elements  and  their  inherent               
co-evolution  makes  it  hard  to  isolate  any  one  of                   
those  components  at  one  time  (more  so  than                 
other  non-ML  visual  analytics  systems),  leading             
to  complicated  study  designs.  Even  when  a               
viable  slicing  and  dicing  of  the  IVML  is  identified,                   
it  may  only  be  appropriate  in  specific  study                 
designs.  For  example,  isolating  interaction  from             
the  ML  may  be  appropriate  for  simulation-based               
studies,  but  could  create  potential  study             
confounds  if  the  number  of  insights  is  selected                 
as  an  evaluation  metric.  Since  it  is  often  the                   
continuous  dialogue  between  the  human  and  the               
AI  (and  their  co-evolution)  that  can  lead  to                 
insights,  removing  or  reducing  interaction  can             
hamper  insight  generation.     
Multiple  kinds  of  evaluations  are  adopted  to               
evaluate  a  single  IVML  system,  combining             
user-centered  and  algorithm-centered       
evaluations  (e.g.,  insight  evaluation  and           
algorithmic  convergence  tests  [4]).  Apart  from             
being  time-consuming  and  complicated  to  run,             
those  studies  have  the  additional  challenge  of               
having  to  “stitch’’  the  results  back  together  to  a                   
set  of  unified  and  meaningful  results,  that  can                 
inform  future  research  and  provide  insights             
useful  to  the  community  that  goes  beyond  the                 
usefulness  of  the  specific  IVML  system.   
  
Research  Opportunities :  Moving  forward,         
we  need  to  identify  the  role  of  each  component                   
in  IVML  and  create  a  taxonomy  of  the  different                   
types  of  partnerships  and  how  to  evaluate  them.                 
These  roles  can  be  identified  based  on,  for                 
example,  a  level  of  abstraction,  such  as  the                 
high-level  and  low-level  roles  proposed  in  [16].               
Here,  the  analyst  is  focused  on  the  high-level                 
ideas  and  the  big  picture,  and  the  AI  algorithm  is                     
learning  and  filling  in  the  details.      
To  evaluate  the  different  types  of  roles  and                 
partnerships,  we  need  methods  that  are  able  to                 
tell  us  what  the  human  versus  what  the  ML                   
contributed  to  the  analysis.  Depending  on  the               
target  use  case,  it  may  make  sense  to  de-couple                   
and  compare  components  (e.g.,  run  a  head  to                 
head  study  between  human+AI  against  AI,             
against  human).  These  roles  can  also  guide  us  in                   
identifying  appropriate  metrics  for  evaluating           
each  of  the  different  IVML  components  in  our                 
studies.  Given  these  observations,  IVML  system             
designers  need  to  consider  designing  IVML             
systems  where  the  different  components  can  be               
more  easily  isolated.   
  
 #2  MANY  TRADE-OFF  CONSIDERATIONS   
An  important  consideration  when  evaluating           
any  interactive  system  is  to  define  success               
criteria.  That  is  to  say,  how  do  we  know  that  the                       
system  in  question  helps  people  achieve  their               
goals?  For  example,  are  we  trying  to  build                 
systems  that  help  people  get  insights?  Or  is  our                   
goal  to  hit  the  export  model  button  at  the  end                     
and  get  a  really  good  model?     
For  IVML,  multiple  conflicting  success  criteria             
may  be  in  play,  such  as  accuracy,  complexity                 
and  interpretability  ( Figure  2 ).  While  a             
sophisticated  AI  model  can  capture  some             
relationships  in  the  data  accurately  and  can  find                 
unexpected  groupings,  the  model  and  results             
may  be  too  complex  for  a  human  to  understand,                   
reducing  trust.  A  more  human-readable  and             
perhaps  simpler  model,  on  the  other  hand,  may                 
not  be  able  to  capture  important  relationships  in                 
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the  data  and  can  yield  poorer  results  despite                 
greater  interpretability.     
  
  
Figure  2.  IVML  evaluations  can  be  modeled  as  
a  set  of  optimal  evaluation  studies  along  a  
Pareto  front  [27].  Multiple  Pareto  fronts  can  
exist  when  it  comes  to  the  evaluation  goal,  
such  as  between  (Left)  measuring  insights  
and  model  complexity,  where  simplified  
models  may  be  easier  to  understand,  while  
complex  black-box  models,  may  fit  the  data  
better,  but  can  be  hard  to  understand;  or  
between  (Right)  measuring  training  time  and  
model  quality,  where  automatic  solutions  
optimize  time  at  the  expense  of  quality,  and  
manual  solutions  improve  quality  but  
increase  time.    
  
Trade-off  considerations  for  IVML  evaluation           
are  not  limited  to  those  three  dimensions  (i.e.,                 
accuracy,  complexity,  and  interpretability),  and           
can  be  found  in  any  visual  analysis  system  that                   
includes  an  automated  component.  But  other             
factors  can  be  in  conflict  in  IVML.  For  instance,                   
an  interpretable  IVML  may  be  aimed  at               
optimizing  for  analysts’  insight  [20].  Analysts  in               
such  settings  might  end  up  abusing  the  model,                 
however,  e.g.,  by  extensively  experimenting  with             
it,  affecting  the  learning  process,  or  by  actively                 
simplifying  it  to  increase  understandability,           
making  it  worse  in  terms  of  performance               
accuracy.  For  example,  when  using  an             
interactive  evolutionary  algorithm  to  iteratively           
model  biological  processes  in  an  IVML  system               
(essentially  building  mathematical  functions),         
agronomists  evolved  both  functions  that  had             
high  fitness  (but  also  high  mathematical             
complexity),  but  also  ones  that  sacrificed             
accuracy  for  the  sake  of  simpler  and  more                 
interpretable  models  [9].  Or  if  we  want  to                 
optimize  time,  we  automate  more  tasks  (possibly               
sacrificing  accuracy  along  the  way)  and  reduce               
the  amount  of  interaction  in  the  machine  learning                 
process.  If  insight  is  a  process,  then  by                 
automating  away  pieces  of  the  “reasoning”,  we               
may  also  be  reducing  the  total  or  deeper  insight.   
  
Research  Opportunities :  We  can  think  of  the               
IVML  evaluation  as  a  set  of  optimal  evaluation                 
studies  along  a  Pareto  front,  which  represents  a                 
diverse  set  of  compromise  points  between             
conflicting  objectives  [27].  The  dimensions  of             
this  Pareto  front  can  be  decided  together  with                 
experts  in  the  application  domain,  visualization,             
and  machine  learning.  Such  dimensions  could             
include:  time  of  executing  the  task,  quality  of  the                   
model,  quality  of  insights,  difficulty  level  and               
cognitive  load,  as  well  as  the  cost  of  interaction                   
[34].  We  need  to  parameterize  our  evaluation               
space  and  identify  the  objectives  we  want  to                 
optimize.  Some  of  those  objectives  may  be               
subjective  in  nature,  which  means  we  may  need                 
to  involve  the  end  user  in  setting  those                 
parameters.     
Furthermore,  when  it  comes  to  IVML             
evaluation,  important  metrics  should  not  be             
evaluated  independently,  say  between  accuracy           
and  interpretability.  Recent  work  shows,  for             
example,  that  a  more  accurate  AI  can  lead  to                   
worse  decisions  by  a  human-AI  pair  when  the                 
newly  updated  model  conflicts  with  the  human’s               
expectations  about  how  the  model  works  [2].               
Rather,  a  range  of  possible  optimal  IVML               
configurations  (i.e.,  trade-offs)  need  to  be             
considered  and  compared,  much  like  in  a  Pareto                 
front  optimization.  For  example,  a  non-optimal             
solution  according  to,  say  model  accuracy  and               
time,  might  turn  out  to  be  the  best  solution                   
because  it  leads  to  more  data  insights  and                 
understanding,  or  simply  because  it  is  preferred.   
  
 #3  MULTIPLE  SOURCES  OF  UNCERTAINTY     
The  evaluation  of  IVML  systems  needs  to               
account  for  multiple  sources  of  uncertainty;             
pertaining  to  the  predictions  of  the  IVML  system                 
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itself  as  well  as  the  context  in  which  IVML  is                     
operated.  The  first  source  of  uncertainty             
concerns  the  fact  that  ML  predictions  are               
typically  probabilistic,  producing  outputs  that           
can  be  assessed  via  various  error  typologies               
such  as  signal  detection  methods  capturing             
false  positives  and  false  negatives  [1].  The               
degree  to  which  the  model  architecture,  or               
specification,  truly  captures  the  generating           
process  simulated  by  the  ML  contributes             
persistent,  unquantifiable  uncertainty.  This  is  a            
concern  in  any  system  that  includes  a  ML                 
component.     
Beyond  these  sources,  in  IVML  the  human               
component  contributes  further  uncertainty  into           
how  human+ML  decisions  will  be  made.  The               
analysts  trying  to  build  intuitions  (e.g.,  mental               
models)  and  reason  with  the  algorithms  may               
themselves  be  inconsistent  in  how  they  respond               
to  information  such  as  model  confidence  in  a                
classification.  In  this  context  the  evaluation  is               
not  simply  about  assessing  how  accurate  the               
analysts’  reading  of  a  dataset  is,  but  also  about                   
how  effectively  the  IVML  system  supports             
reasoning  and  decision  making  under           
uncertainty.  While  analysts  might  properly           
interpret  a  visualization  of  predictions,  they  may               
not  necessarily  make  optimal  decisions  [18]  or               
update  their  beliefs  about  the  outcome  in  ways                 
that  align  with  statistical  mechanisms  [26].  They               
may  thus  provide  inappropriate  feedback  to  the               
ML  component  (resulting  in  poor  training)  .     
Evaluating  reactions  to  uncertain  predictions           
is  a  challenging  task  given  that  people’s               
intuitions  about  statistical  processes  are  often             
biased  but  may  appear  correct  under  certain               
evaluation  approaches  [22].  Evaluations  of           
human-in-the  loop  approaches  may  not  capture             
different  types  of  cognitive  biases,  including             
priming  and  anchoring  effects  [13,30,33],  which             
may  appear  in  some  contexts  but  not  others.                 
Even  without  uncertainty,  the  same  person             
presented  with  the  same  visualization,  say  a               
scatterplot,  might  reach  a  different  conclusion             
based  on  what  they  have  seen  before  [32].     
Another  evaluation  challenge  is  accounting          
for  uncertainty  due  to  circumstantiality  and             
variability  in  the  IVML  context  of  usage  (e.g.,                 
user  tasks,  dataset  characteristics,  ...);  in  IVML               
systems  it  is  their  end-users  that  train  the  model.                   
There  are  various  contexts  in  which  machine               
learning  models  are  created,  and  evaluators  may               
not  be  able  to  foresee  the  possible  use  cases  to                     
evaluate  (e.g.,  validate  what  is  going  on  in  the                   
machine  learning  under  the  hood,  as  every  user                 
may  utilize  it  very  differently).  A  particular               
example  of  circumstantiality  is  when  people             
have  private  data  (e.g.,  health  data)  and  so  they                   
want  to  be  able  to  build  a  model  themselves                   
[14].  In  such  IVML  systems,  evaluators  may  not                 
have  access  to  raw  private  data  and  thus  they                   
study  the  system  with  alternative  datasets  at  the                 
expense  of  having  results  that  are  perhaps  less                 
certain,  or  less  pertinent  to  the  target  audience.                 
Thus,  the  circumstances  of  evaluating  this             
particular  IVML  are  unique,  as  there  are  privacy                 
requirements  and  the  problems  attacked  may             
vary  from  one  user  to  another.      
  
Research  Opportunities :  We  need  more           
research  on  how  to  evaluate  the  effects  of                 
uncertainty  in  the  use  of  IVML  systems.  In                 
particular,  it  is  useful  to  explore  how               
communicating  various  forms  of  uncertainty,           
which  characterize  model  development  and           
usage,  impacts  how  humans  draw  conclusions             
from  data-driven  estimates  or  models,  how  they               
affect  trust  and  confidence  in  model  predictions,               
and  how  in  turn  these  affect  the  feedback                 
humans  give  to  the  ML  component.  Recent               
applications  of  Bayesian  inference  to           
visualization  evaluation  may  offer  one  promising             
avenue  for  evaluating  IVML  [26].     
Bias  from  the  ML  side  alone  (e.g.,  due  to                   
class-imbalance  in  the  datasets  used  to  train               
these  machine  learning  algorithms),  is  a  well               
known  problem  and  research  suggests  how  to               
tackle  this  issue  before  reaching  the  stage  of                 
evaluation  with  humans  (e.g.,  using  different             
forms  of  re-sampling,  adjusting  the  decision             
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threshold,  or  combining  the  results  of  many               
classifiers  [21]).  While  cognitive  biases  (from  the               
human  side)  are  difficult  to  eliminate  and  may                 
require  implementing  specific  exploration         
strategies  [13].  IVML  evaluations  should           
consider  biases  during  evaluations,  and  strive  to               
highlight  their  possible  sources  and  calibrate  the               
results  accordingly.  We  can  be  inspired  by  work                 
[33]  that  has  started  to  look  at  what  can  be                     
measured  and  communicated  to  IVML  users  in               
real-time  in  an  attempt  to  mitigate  such  biases.      
Finally,  given  that  the  ML  component  of  IVML                 
systems  is  trained  by  the  end  user,  we  need  to                     
consider  their  evaluation  as  circumstantial,  i.e.,             
prone  to  variations  in  IVML  use  context,  user                 
tasks,  privacy  concerns  and  dataset           
characteristics.  
  
 #4  -  EVALUATION  GUIDELINES  &  METRICS   
There  is  a  lack  of  guidelines  to  design  IVML                   
systems  and  taxonomies  to  characterize  those             
systems  and  their  associated  tasks  (with  a  few                 
recent  exceptions  [1,23]).  Even  when  it  comes  to                 
existing  usability  guidelines,  IVML  systems  can             
breach  established  guidelines  such  as           
consistency  due  to  changes  as  a  result  of                 
learning  over  time,  or  failing  to  prevent  errors                 
due  to  some  poorly  understood  probabilistic             
behaviors  [1].  As  such,  IVML  tool  builders               
struggle  to  select  the  most  appropriate             
evaluation  methods.  As  different  types  of  IVML               
systems  exist  [3,17],  there  are  no  guidelines  to                 
help  determine  what  degree  of  integration  is               
needed  to  support  what  analysis  tasks,  and  the                 
corresponding  pertinent  evaluation  method.   
In  terms  of  metrics  used  to  evaluate  IVML                 
systems,  besides  performance  metrics  such  as             
accuracy  of  model  predictions,  existing           
evaluations  measure  interpretability,  trust,  and           
user  confidence  in  ML  results.  However,  most               
evaluations  do  not  explain  why  the  collaboration               
between  the  AI  and  the  human  was  successful                 
(or  a  failure).  They  are  not  able  to  explain                   
whether  or  how  the  human  was  able  to  use  the                     
model  predictions,  and  whether  this  information             
resulted  in  changes  in  how  they  are  looking  at                   
the  ML  problem  to  be  solved.  Some  recent  work                   
tries  to  elicit  people's  predictions  (that  express               
the  mental  model  they  have  developed),  as  a                 
way  to  gauge  how  well  they  are  interpreting  a                   
model  [25].  But  it  is  still  difficult  to  prescribe  how                     
people’s  mental  model  of  the  underlying  ML               
model  should  be  developing  when  interacting             
with  model  predictions  that  change  over  time.   
  
Research  Opportunities :  A  number  of           
evaluation  metrics  have  been  recently  proposed             
such  as  intelligibility,  quality  of  explanation  [28],               
and  appropriate  trust.  There  is  a  need  to                 
investigate  how  reliable  these  metrics  are.  For               
example,  when  it  comes  to  trust  as  a  metric,  it  is                       
important  to  create  IVML  systems  that  foster               
“appropriate”  user  trust  [19].  Thus,  IVML             
systems  should  maximize  not  only  cases  where               
the  machine  learning  is  correct  and  the  user                 
trusts  and  accepts  the  ML  recommendation,  but               
also  cases  where  the  ML  is  incorrect  and  the                   
user  rejects  the  system’s  advice.  In  cases  where                 
confidence  in  model  prediction  is  low,  we  need                 
to  investigate  smooth  hand-off  mechanisms           
between  the  AI  and  the  user.     
Another  metric  is  user  engagement  level.  A               
high  level  of  engagement  (e.g.,  through             
increased  interaction  and  inference  tasks  [8])             
could  indicate  that  users  enjoy  the  tool,  and  that                   
they  are  likely  to  learn  more  through  the  usage.                   
However,  soliciting  frequent  user  feedback  and             
interaction  may  be  counterproductive,  due  to             
user  fatigue.  This  opens  avenues  for  research  on                 
how  to  measure  engagement  itself,  directly             
(through  user  self-reporting)  or  indirectly           
(through  logging  of  interactions).  This  question  of               
how  to  elicit  feedback  from  the  analyst  does  not                   
only  pertain  to  measuring  success.  IVML             
systems  can  be  trained  by  user  interactions  that                 
are  implicit  or  explicit  [5],  and  it  is  possible  we                     
need  to  adapt  our  metrics  accordingly.   
We  can  also  be  inspired  by  other  fields  in                   
learning  and  behavioral  sciences  to  help  us               
better  understand  how  people  respond  to             
information  and  learn  from  it,  which  will  be  very                   
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useful  in  helping  us  evaluate  people’s  trust  in                 
and  use  of  ML  and  human-in-the-loop  AI.   
Finally,  although  this  challenge  is  more             
general  and  broad  than  the  previous  three,               
addressing  the  first  three  challenges  could  go  a                 
long  way  to  providing  starting  guidelines  and               
metrics  for  evaluating  IVML  systems.      
  
 CONCLUSION  
Interactive  visual  machine  learning  (IVML)           
systems  combine  human  and  machine           
intelligence  to  collaboratively  achieve  a  task.             
Human  analysts  and  ML  are  partners  solving               
problems  as  a  unit:  analysts  do  not  merely                 
interpret  the  decisions  and  ML  models,  but  they                 
actively  act  on,  and  react  to,  these  models.  By                   
acting  on  their  interpretation  of  model  decisions,               
the  role  of  humans  in  IVML  goes  beyond  just                   
understanding  the  underlying  model  and           
predictions.  Therefore  tackling  some  of  the             
aforementioned  challenges  in  evaluating  IVML           
systems  would  result  in  IVML  systems  that  could                 
also  serve  as  effective  explainable  ML  tools.   
We  have  identified  unique  challenges  with             
respect  to  the  evaluation  of  the  various  facets  of                   
IVML  systems,  as  well  as  research  opportunities               
associated  with  them.  We  highlight  the  roles  of                 
people  and  machine  learning  and  how  they  can                 
inform  future  evaluations,  consider  the  different             
tradeoffs  related  to  the  objectives  of  these               
systems,  discuss  the  effect  of  different  types  of                 
uncertainty  and  context  of  use  on  the  decisions                 
reached  when  using  IVML,  and  highlight  the               
subtleties  of  selecting  appropriate  guidelines  &             
metrics  to  evaluate  the  different  components  of               
interactive  visual  machine  learning  systems.   
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