Figure 1: Example of aligning (a) trustworthy video and audio, with (b) non-trustworthy video and audio. (c) frame to frame mapping between the two shape trajectories (only first mode is shown). (d) trustworthy video with non-trustworthy audio, (e) experiment results

Introduction
Trust is a key aspect to human communication due to its link to cooperation and survival. Recent research by [Ballew and Todorov 2007] has shown that humans can generate an initial trustworthiness judgement based on facial features within 100ms. However, in that work, perceived trustworthiness has been studied solely in the context of facial information. It has been suggested by [Surawski and Ossoff 2006] that trustworthiness cues are also prevalent in the auditory channel. There is however, no prior empirical evidence to suggest that visual cues are more important than audio cues and how people deal with inconsistent cues between the audio and visual channels.
In this paper we present research on how the perception of trustworthiness can be manipulated by effecting the audio-visual stimuli and also discuss the method for producing the stimuli. Based on several audio-visual recordings of real actors saying the same phrase, but with different expressive intonations, we describe how to transfer (intra or inter person) the audio of one actor to another while maintaining audio-visual synchronisation. This stimuli is used to test the perceived trustworthiness of that recording.
Stimuli
A database of 12 speakers (6 male, 6 female) was created, with each speaker saying the phrase "Hello, my name is Jo". This was chosen as the sentence is gender neutral and does not contain any inherent trustworthiness cues. Moreover, it allows for the verbal content to be ignored, leaving a high degree of certainty that any trustworthiness cues are transferred in the paralinguistic properties of the speech signal. Each of the 12 speakers was asked to say the phrase in a neutral manner, trustworthy (as though trying to convince someone) and non-trustworthy (as though trying to deceive someone) manner.
Given two sequences from the database, the audio or facial dynamics of one recording can be mapped to any other (intra or inter person) which will allow for a new video or audio signal to be synthesized. The work in [Aubrey et al. 2011 ] presented a technique based on Dynamic Time Warping (DTW), in which the signals to be warped were obtained from a shape model of the speaker. The shape parameters obtained from each video have a trajectory through the video. As each actor is performing the same phrase there should be similarities between the trajectories, thus allowing accurate alignment of the signals. Here, the warping parameters obtained from facial dynamics are used to control the warping of a speech signal, thus ensuring audio-visual synchronisation. The * e-mail:A.J.Aubrey@cs.cardiff.ac.uk,e.krumhuber@jacobs-university.de existing speech signal can be used to synthesise new speech either by using a phase vocoder or the pitch synchronous overlap add (PSOLA) method. In our work we find that PSOLA produces higher quality synthesised speech signals which is an important point as any artifacts may affect the perceived trustworthiness. This synthesised audio can then be combined with the appropriate original video track to create new stimuli, or the warping parameters can be used to sythesise new video as well.
Evaluation
For each speaker, in addition to the original neutral recording the following four combinations were obtained: neutral face + trustworthy voice, neutral face + non-trustworthy voice, trustworthy face + neutral voice, non-trustworthy face + neutral voice. In the evaluation study, 25 participants viewed 60 stimulus clips for which they were asked How trustworthy is this person? and How confident are you in this answer?, using a 7-point Likert scale.
Results showed that varitation of the trustworthiness of the voice (neutral face + trustworthy voice, neutral face + non-trustworthy voice) had no noticeable effect on perceived trustworthiness. These conditions together with the original neutral recording all received higher trustworthiness ratings than the non-trustworthy face + neutral voice condition and lower trustworthiness ratings than the trustworthy face + neutral voice condition. Therefore we can conclude that the trustworthiness information was conveyed by the facial cues. This further supports the work by [Oosterhof and Todorov 2008] who suggest there is a strong coupling between trustworthiness information and emotional valence.
