Abstract. Fast direct methods are presented for the solution of linear systems arising in highorder, tensor-product orthogonal spline collocation applied to separable, second order, linear, elliptic partial dierential equations on rectangles. The methods, which are based on a matrix decomposition approach, involve the solution of a generalized eigenvalue problem corresponding to the orthogonal spline collocation discretization of a two-point boundary value problem. The solution of the original linear system is reduced to solving a collection of independent almost block diagonal linear systems which arise in orthogonal spline collocation applied to one-dimensional boundary value problems. The results of numerical experiments are presented which compare an implementation of the orthogonal spline collocation approach with a recently developed matrix decomposition code for solving nite element Galerkin equations.
1. Introduction. In recent years, much attention has been devoted to the formulation, analysis and implementation of spline collocation methods for the approximate solution of a broad class of elliptic boundary value problems. The primary emphasis in this work is on orthogonal spline collocation, that is, spline collocation at Gauss points (see, for example, [30] ), although modied nodal cubic spline collocation methods have been developed [24] . Many of the implementations involve solely piecewise bicubic polynomial spaces (in some instances, dened only on uniform partitions), see, for example, [31] , and as a consequence provide approximations which are no more than fourth order accurate. The purpose of this paper is to present several new algorithms for the solution of the systems of linear algebraic equations which arise when the method of tensor-product orthogonal spline collocation with high-degree piecewise-polynomial spaces is applied to separable, second order, linear elliptic boundary value problems on rectangular regions. The algorithms implement a matrix decomposition technique for obtaining high-order orthogonal spline collocation solutions dened on non-uniform partitions, and may be considered as generalizations of the algorithms developed by Bialecki et al. [7] . In contrast to the alternating direction implicit (ADI) iterative methods examined recently in [4] , [12] , and [18] for the solution of orthogonal spline collocation equations, the algorithms presented here are essentially direct and are based on the solution of a generalized eigenvalue problem. Like these ADI methods, the algorithms have two exceedingly attractive features, namely modularity and natural parallelism. The modularity of the algorithms enables new software to be incorporated with little eort as it becomes available.
In this paper, we consider boundary value problems of the form (L 1 + L 2 )u = f(x 1 ; x 2 ); (x 1 ; x 2 ) 2 = (0; l 1 ) 2 (0; l 2 );
(1.1a)
u(x 1 ; x 2 ) = 0; (x 1 ; x 2 ) 2 @; (1.1b) where, for i = 1; 2, where the matrices A i , B i , i = 1; 2, arise in one-dimensional orthogonal spline collocation problems, and are almost block diagonal (ABD) [10] . After introducing additional notation and some theoretical results in Section 3, we present in Section 4 the new matrix decomposition algorithms for solving (1.3) along with a brief analysis of their computational complexity and a comparison with other direct methods and ADI methods. In Section 5, we describe a procedure for treating more general boundary conditions which preserves the tensor product structure of the collocation linear system. In Section 6, we present the results of a series of numerical experiments. We rst compare, on a set of homogeneous Dirichlet problems, an implementation of one of our algorithms with the matrix decomposition algorithm for nite element Galerkin equations developed by Kaufman and Warner [25, 26] . We show that, when the approximate solution in each algorithm is in a space of C 1 piecewise polynomials, the execution time of our algorithm compares favorably with that of the Kaufman-Warner algorithm for a specied (global) accuracy. Moreover, our algorithm provides superconvergent approximations to derivatives of the solution at the nodal (grid) points. We also give a numerical example to demonstrate the viability of the approach of Section 5 for more general boundary conditions. It should be mentioned that systematic numerical comparisons of collocation and nite element Galerkin methods are presented in [19] and [33] . Some concluding remarks are given in Section 7.
The idea of matrix decomposition is not new, and has its roots in the work of Bickley and McNamee [9] . In [6] , an overview of matrix decomposition algorithms for nite dierence, nite element Galerkin, orthogonal spline collocation methods, and spectral collocation methods is given in a unifying algebraic framework.
2. Orthogonal spline collocation. In this section, we introduce some notation and describe briey orthogonal spline collocation for solving (1.1). Let N i , i = 1; 2, be positive integers, and let i = fx ), then the matrix-vector form of (2.2) is given by (1.3) where
3. Additional notation and some theoretical results. In order to describe the new matrix decomposition algorithms, we require additional notation and some theoretical results. First let W i , i = 1; 2, represent the diagonal matrix of order M i dened by The following lemma plays a key role in our considerations. , whereas the matrices F 1 and G 1 of (3.4) are symmetric and can be considered as banded. In step 1, the symmetric generalized eigenvalue problem (4.1) could be solved using the method of Crawford [13] , which would take advantage of the band structure of F 1 and G 1 . Obviously, any future parallel software for the solution of either the band symmetric generalized eigenvalue problem or the ABD nonsymmetric generalized eigenvalue problem (4.2) can be used in this step. Clearly steps 2 and 4 are well suited for parallel computation. Since the matrix Z will, in general, be full, these steps each require M 2 matrix-vector multiplications involving full matrices of order M 1 , with a total cost of O(M 2 1 M 2 ) operations.
Step 3 is also highly parallel since it consists of solving M 1 independent ABD linear systems of order M 2 , the coecient matrix of the j-th system being of the form A 2 + j B 2 . Each system can be solved eectively using the package COLROW [14, 15] , one of the new packages described in [27, 28] , or ABD solvers from the NAG software library, depending on the choice of the basis functions f operations; the total cost will, of course, depend on how step 1 is performed.
The matrices 3 and Z in step 1 can be computed in a more direct way using a modication of the \Cholesky-Wilkinson" algorithm [32] for the solution of the generalized symmetric eigenvalue problem. In this approach, the decomposition then it is easy to verify that 3 and Z satisfy (4.1). Therefore, using (4.5), we arrive at the following modication of Algorithm I which does not require the explicit formation of the matrix Z:
ALGORITHM II 1. Determine 3 and Q satisfying (4.4).
If the determination of the matrices 3 and Q in step 1 involves the explicit formation of the symmetric matrix C of (4.3), then this can be accomplished eciently using the relation It should be noted that the solution of the symmetric eigenvalue problem (4.4) based on the explicit formation of the matrix C given by (4.3) does not make use of the ABD structure of the matrices A 1 and B 1 ; the matrix C will, in general, be full. It is expected that a signicant reduction in the cost of step 1 in Algorithm II could be achieved by using iterative methods that require only matrix-vector multiplications involving the matrix C or C 01 .
Bialecki et al. [7] formulated a matrix decomposition algorithm for solving the linear systems arising in orthogonal spline collocation with piecewise Hermite bicubics on a uniform partition with stepsize h applied to (1.1){(1. [2] , [8] and [20] .
For their ecient implementation, alternating direction implicit (ADI) methods for the solution of the orthogonal spline collocation equations (1.3) also require knowledge of certain properties of the matrix 3. Dyksen [18] used the 2N 1 diagonal elements of 3 as iteration parameters in an ADI orthogonal spline collocation method with piecewise Hermite bicubics for the solution of (1.1). For the case b i = 0, i = 1; 2, Bialecki [4] considered the problem of determining optimal iteration parameters, justied the use of Jordan's acceleration parameters for higher-degree piecewise polynomial spaces and discussed ways of determining these. With this selection of parameters, which, it should be noted, requires only estimates of the smallest and largest eigen-values, the number of iterations in the ADI method for solving (1.3) is proportional to log N if N 1 = N 2 = N. Cooper and Prenter [12] examined the convergence of the ADI piecewise Hermite bicubic orthogonal spline collocation method applied to a large class of linear separable self-adjoint elliptic partial dierential equations on a rectangular domain, but they did not address the problem of determining optimal iteration parameters. 4 which, along with (4.10), leads to the following matrix decomposition algorithm for solving (1. )] 01=2 V )ṽ. As described in [22] , step 4 reduces essentially to solving linear systems with upper Hessenberg coecient matrices.
It is still possible to use the more general approach of Section VII in [22] to solve the linear system (1.3) without reducing it to the Sylvester equation (4.10). In this case, for i = 1; 2, let orthogonal Q i and U i , upper quasi-triangular S i , and upper triangular T i be such that The matrices Q i , U i , S i , and T i , i = 1; 2, in step 1 can be computed by the EIS-PACK routines of Section 2.1.9 in [21] which implement the QZ algorithm of [29] . As described in [22] , step 3 involves solving linear systems with upper quasi-triangular matrices.
As in the case of Algorithms IV and V, Algorithm VI can be modied so that an upper Hessenberg matrix is used in place of the matrix S 2 . It should be noted that, when applied to the pair of matrices A 2 and B 2 , the QZ algorithm rst computes orthogonal matrices Q and U, an upper Hessenberg matrix H, and an upper triangular matrix T such that Q ) operations for N 1 = N 2 = N. However the cost of Algorithm V is signicantly less than the cost of Algorithm IV since operation counts given in [22] show that using the upper Hessenberg decomposition in the solution of the Sylvester equation is more ecient than using the upper Schur decomposition. As in the case of Algorithms I and II, steps 2, 3, and 4 of Algorithm III are well suited for parallel computation. Moreover, any future parallel software developments for steps 1 and 3 of Algorithms III can be easily incorporated. Unfortunately, it appears that the methods presented in [1] and [22] for solving linear systems in steps 3 of Algorithm IV and VI and step 4 of Algorithm V are sequential in nature.
In the context of spectral collocation methods for separable boundary value problems, matrix-diagonalization and Schur-decomposition algorithms were discussed by Canuto at al. in Section 5.1.3 of [11] . It appears that for Chebyshev spectral collocation applied to Poisson's equation, the matrix-diagonalization algorithm requires the solution of a nonsymmetric eigenvalue problem. As was shown by Bialecki and Fairweather [6] , this is not the case for Legendre spectral collocation applied to variable coecient separable self-adjoint partial dierential equations. 5 . Treatment of more general boundary conditions. For simplicity, we consider (1.1a) subject to the boundary conditions The matrix-vector form of (2.2) The preceding discussion shows that for nonhomogeneous mixed boundary conditions, the tensor product structure of the collocation linear system is preserved at the expense of minor modications to the right hand side vector. More importantly, for the case in which (3.3) holds, the matrix F i is again symmetric and positive denite and G i is symmetric.
To determine B-spline basis functions forM 1 (r; 1 ) and a B-spline type function then it is easy to verify that 
given by (5.9) and (1) n , n = 2; : : : ; r, constitute the desired B-spline basis functions forM 1 (r; 1 ) on the rst subinterval of 1 then it is easy to verify that f (1) n g M1 n=1
is a basis forM 1 (r; 1 ) and that
(1) 0 satises (5.4). 6 . Numerical experiments. In this section, we describe an implementation of Algorithm II and examine its performance on a number of test problems. We rst compare this implementation with the matrix decomposition algorithm developed by Kaufman and Warner [25] The test problems used in this study are given in Table 6 .1. The domain is the unit square and the boundary conditions are homogeneous Dirichlet. A uniform partition with stepsize h = 1=N was imposed in both the x 1 and x 2 directions. In each algorithm, the approximate solution was in the space M 1 (r; 1 )M 2 (r; 2 ), and B-spline bases for the spaces M 1 (r; 1 ) and M 2 (r; 2 ) were determined using routines from de Boor's B-spline package [10] or variants of them. While the Kaufman-Warner algorithm allows the use of more general piecewise polynomial spaces, the choice made in this study permits a reasonable comparison of the two algorithms.
In the implementation of Algorithm II, the matrix C of (4.3) was computed from (4.6) using an extension of COLROW written by P. Keast (private communication) which enables one to use the decomposition of an ABD matrix, in this case [W 1 D 1 (1=a 1 )] 1=2 B 1 , to solve systems whose coecient matrices are the transpose of 0 1) the ABD matrix. As in [26] , the matrices 3 and Q satisfying (4.4) were obtained using the EISPACK routines TRED2 and TQL2, the rst of which reduces C to a tridiagonal matrix using orthogonal similarity transformations with accumulation, while TQL2 computes the eigenvalues and the corresponding normalized eigenvectors. COLROW was also used in steps 3 and 4 of Algorithm II to solve the ABD linear systems with the coecient matrices A 2 + j B 2 , j = 1; : : : ; M 1 , and B 1 , respectively. Finally, the vectorũ in step 4 was obtained using COLROW with the decomposition of [W 1 D 1 (1=a 1 )] 1=2 B 1 determined previously in the computation of C. The values of U, @U=@x 1 , @U=@x 2 , and @ 2 U=@x 1 @x 2 at any point in the unit square were determined using routines from the B-spline package.
In Tables 6.2{6 .6, we present, for various values of N and r, the results for Problem 4, the problem involving the most complicated dierential equation; the results obtained for the other problems are similar. In the tables, e (N ) , e It is easy to see from Tables 6.2-6.6 that, for xed values of N and r, the approximate solutions are of comparable global accuracy (rows (a) and (b)), and that, for a xed global error, the execution time of our implementation of Algorithm II compares favorably with that of the Kaufman-Warner algorithm. As was observed in [26] , it is usually much more ecient to increase the order of the piecewise polynomial approximation than to increase the number of subintervals. As can be seen in row (c), at the nodes, the orthogonal spline collocation method exhibits superconvergence of order 2r 0 2 in the approximations to the solution (for r > 3) and its derivatives (for r 3). No superconvergence was observed nor expected in the results obtained using the Kaufman-Warner algorithm. It should be emphasized that the superconvergence properties of the orthogonal spline collocation approximation have not been proved theoretically even in the case of piecewise Hermite bicubics, for which superconvergence results were reported in [7] and [20] .
From Tables 6.2-6.6, it is evident that, in both algorithms, there is a degradation in the accuracy as the size of the problem increases and the ratio of the largest eigenvalue to the smallest eigenvalue becomes large. This appears to be due to the fact that the matrices 3 and Q are determined by solving an eigenvalue problem, using the same EISPACK routines in each algorithm. This conjecture is supported by the numerical results presented in [7] for bicubics, where explicit expressions for the eigenvalues and eigenvectors are used and, for values of N up to 512, no drop o in accuracy is observed.
Finally, to demonstrate the viability of our approach for solving problems with more general boundary conditions, we used our implementation of Algorithm II with the space of piecewise Hermite bicubics to solve It should be noted that the Kaufman-Warner algorithm is not applicable to this test problem since the dierential operator is not self-adjoint with respect to either variable.
The results given in Table 6 .7 are the errors at the nodes of an N 2 N uniform partition of the unit square when the functiong is obtained by collocating g, and those in Table 6 .8 are for the case in whichg is the piecewise Hermite cubic interpolant of g. The results given in Table 6 .7 clearly demonstrate the fourth order accuracy not only of U but also of @U=@x 1 , whereas the fourth order accuracy of @U=@x 2 appears more slowly. The accuracy of @ 2 U=@x 1 @x 2 is only third order. The results in Table 6 .8 show immediately the fourth order rates of convergence of U, @U=@x 1 and @U=@x 2 , with fourth order accuracy of @ 2 U=@x 1 @x 2 developing much more slowly. This dierence in behavior between collocating and interpolating g on the boundary has also been observed in other experiments conducted by the authors. 7 . Concluding remarks. It is obvious from remarks in [26] that the matrix decomposition approach for orthogonal spline collocation can also be applied to boundary value problems in higher dimensions. In fact, Bennett [3] has extended the algorithm of [7] to the Helmholtz equation and more general separable elliptic problems in the unit cube, and has implemented this algorithm on two distributed memory machines.
While separable boundary value problems on rectangular regions are rather restrictive, the algorithms for solving such problems prove to be very useful for the approximate solution of nonseparable problems. Linear systems arising in such problems are typically solved by preconditioned iterative methods in which preconditioners are obtained by approximating the corresponding separable problem. See [5] for the 
