INJ-R~DuOTI~N
Throughout this paper we shall always use the following notations.
(1) F denotes a field of characteristic different from 2 and which is not formally real.
(2) qF (or q) denotes the order of the multiplicative group of nonzero elements of F modulo squares. a E F, the length of a in F, means the smallest integer II such that a can be expressed as a sum of n squares of elements of F*, F* = F -(O}.
(5) (a>, a E F, denotes the square class represented by a in F.
(6) &(n) means the maximal number of the system of i-sets of an n-set in which every (i -l)-set is contained in at most one i-set, in other words, D&z) is the maximal number of i-set of an n-set such that the ordinary (or asymmetric) difference of any two of them contains at least two elements.
(7) 1 S 1 denotes the cardinality of S.
Remarks. It follows immediately from the above definitions that (1) q is either infinite or, if finite, a power of 2.
(2) Since F is not formally real, s is finite, and therefore [4] (4) D&r) = D&z), for all i, n E N, 1 < i < n -1.
Some relationships between q and s were found by Kaplansky [2] and by Tsuzuku [6] . Later on, Kaplansky [3; p. 491 and Pfister [5] improved the relationship between q and s very much:
In this paper, we shall establish some new formulae connecting q and s. They greatly improve the result of Kaplansky and Pfister.
2. SOME LEMMAS LEMMA 1. 
Proof. Let N be an n-set and M be the set of all i-sets of N. Then I M I = (3.
Let D1 be a family of subsets of N with maximal cardinality and satis fying the following two conditions: (i) 1 (Y ) = i, for all (11 E Dt (ii) 1 a\~-1 3 2, for all a, 7 E Di , a # T.
Clearly ) Di 1 = D&).
Let us put N = {q, a, ,..., a,}. Our strategy is to construct a family Di' of subsets of N such that Di' satisfies (i), (ii) and
By the definition of Di , this implies Lemma 2.
Consider the following Next, let i~,.+~ be the first element in the table that has not been removed, and denote by fi2 the subset of the first i -2 element of 01,.+~ . Repeating the above process, we obtain the &-sequence. In a similar manner, we will obtain more and more @sequences and therefore more and more elements in Di', and finally we obtain Di. Although (i) has already been established by Tsuzuku [6, p. 3261, his proof is repeated here for the sake of completeness. 1 <i#j<s.
(9
Without loss of generality, we may assume i < j. If (u> = (T), then there exists some b E F* such that b20 = T. Therefore 0 = T + T' = b2a + 7' = a sum of (i + s + 1 -j) squares of elements of F*, where {T'} means the complement of (T> in {*}.
We have a contradiction, for i < j implies i + s + 1 -,j < s + 1 and therefore X(0) < s + 1. So (CT) f ( We note that all those square classes are not only different to each other, but also different from the zero class (which is not counted in q), since otherwise the representation of 0 as a sum of squares could be shortened.
It is not difficult to see that Theorem 1 therefore follows from (i) and (ii). 
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Proof.
It follows immediately from Lemmas 1 and 2, Theorem 1, and the fact that q is either infinite or, if finite, a power of 2.
Moreover from Lemmas 1 and 2, Theorem 1, and the fact that D&z) = D,-,(n), we deduce the following Consider the equation
It is easy to see thatf(i) is increasing in this interval, and has maximal absolute value (~/2)~ + 1 at i = s/2. Since For s = 2t, t 2 4, we have (16 * 2")/s2 = 221-2t+4. Clearly 2t -2t + 4 > (t(t + 1))/2 as t gets larger and larger. The following The author would like to venture the following conjecture:
