Abstract. We prove that potentials with summable variations on topologically transitive countable Markov shifts have at most one equilibrium measure. We apply this to multidimensional piecewise expanding maps using their Markov diagrams.
Introduction
Let S be a countable set and A = (t ij ) S×S together with the action of the left shift σ : → . The topology on is assumed to be the relative product topology inside S N∪{0} , S being discrete. A shift invariant probability measure µ is called a maximal measure if h µ (σ ) is maximal and an equilibrium measure for φ : → R if h µ (σ ) + φ dµ is well-defined and maximal. Parry proved in [19] that if S is finite and σ is topologically transitive, then there exists exactly one maximal measure and that this measure is the Markov measure with initial distribution (p i ) and transition matrix (p ij ) where p i = u i v i , p ij = u j t ij /λu i and u = (u i ), v = (v i ) and λ > 0 are given by vA = λv, Au = λu and u, v = 1.
Ruelle [20] improved on this and showed that if S is finite, σ is topologically transitive and var n (φ) = O(θ n ) for some θ ∈ (0, 1), where var n (φ) := sup{φ(x) − φ(y) : x i = y i for i = 0, . . . , n − 1}, then φ has exactly one equilibrium measure. Furthermore, he showed that if L φ is the operator L φ f = σy=x e φ(y) f (y), then the unique equilibrium measure is given by h dν J. Buzzi 
and O. Sarig
where h and ν are a positive continuous function and a Borel probability measure such that h dν = 1, L φ h = λh and L * φ ν = λν for λ > 0. The condition var n (φ) = O(θ n ) was relaxed to var n (φ) < ∞ by Walters [27] .
If S is infinite there may be no maximal measure, but if it exists it must be unique as long as σ is topologically transitive (Gurevich [10, 11] ). Indeed, Gurevich showed that in this case there exists a maximal measure if and only if A is R-recurrent and R-positive and also in this case the unique maximal measure can be determined as in the case |S| < ∞ (the R-positivity and R-recurrence conditions are necessary and sufficient conditions for the existence of u and v). The same techniques yield the uniqueness of equilibrium measures of potentials of the form φ(x) = φ(x 0 , . . . , x N ) (Gurevich and Savchenko [12] ).
Our aim in this paper is to give a Ruelle-type generalization of these results for φ which depend on an infinite number of coordinates such that n 2 var n (φ) < ∞. We then apply this generalization to certain (non-Markovian) multidimensional piecewise expanding maps.
The Gurevich pressure of φ is P G (φ) := lim n→∞ (1/n) log σ n x=x e φ n (x) 1 [a] (x) where a ∈ S is fixed, [a] := {x ∈ : x 0 = a} and φ n := n−1 i=0 φ • T i . Let P σ ( ) denote the collection of σ -invariant Borel probability measures on . The metric pressure (or just pressure) of µ ∈ P σ ( ) is:
P µ (φ) = P µ (φ, σ ) := h µ (σ ) + φ dµ.
Note that this is not always well-defined (φ might not be integrable, or it might happen that h µ (σ ) = +∞ and φ dµ = −∞). One of us showed [22, 23] that if σ is topologically mixing and sup φ < ∞, then P G (φ) = sup{P µ (φ) : µ ∈ P σ ( ), P µ (φ) is well-defined}.
The condition sup φ < ∞ guarantees that φ dµ is well defined (though possibly infinite), so the 'well defined' condition reduces to a preclusion of the µ for which h µ (σ ) = ∞ and φ dµ = −∞. † We prove the following. 
These two theorems show that for φ with summable variations and finite Gurevich pressure, if φ has an equilibrium measure then it is positive recurrent in the terminology of [23, 24] . The opposite is not true, because it might happen that dµ = h dν where
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L * φ ν = λν, L φ h = λh and f dν = 1, satisfies h µ (σ ) = ∞ and φ dµ = −∞ (in which case h µ (σ ) + φ dµ is meaningless). Nevertheless, even in these situations, the measure dµ = h dν can still be interpreted as some kind of weak equilibrium measure. We refer the reader to [23, 24] for details.
Finally, we remark that if the equilibrium measure of φ is a Gibbs measure (see [2] ), then its uniqueness can be deduced from the uniqueness of Gibbs measures, as in [2] . Unfortunately, if |S| = ∞ this never happens, unless A satisfies the BIP property (see [18] and [26] for statements and definitions), so the general case cannot be treated this way. Theorem 1.1 can be applied to non-Markov, multidimensional piecewise expanding maps by using the connected Markov diagram introduced in [5] . To state our result we need some definitions.
A piecewise expanding map (X, P, T ) is a locally connected compact metric space X together with a 'partition' P which is simply a finite collection of non-empty, pairwise disjoint open subsets of X with dense union and a map T : A∈P A → X such that for each A ∈ P , each restriction T | A can be extended to an expanding homeomorphism between a neighborhood ofĀ and one of T A.
The boundary of such a system is ∂P := A∈P ∂A. P n−1 0 denotes the collection of n-cylinders, i.e. the non-empty intersections
A piecewise Hölder-continuous potential is φ : X → R such that the restriction of φ to any element of P is Hölder-continuous, i.e. for all x, y in the same element of P ,
for some α > 0, K < ∞ (the values of φ on ∂P are irrelevant for our purposes).
The pressure of a subset S ⊆ X (not necessarily invariant) is
An equilibrium measure is, as in the case of Markov shifts, an invariant probability measure µ for which the metric pressure P µ (φ, T ) is equal to the topological pressure P top (φ, T ). THEOREM 1.3. Let (X, P , T ) be a piecewise expanding map with a piecewise Hölder-continuous potential φ. Assume that
Then: To see that the corollary follows from the theorem observe that, ∂P being included in a finite union of hyper planes, Proposition 4 of [4] gives
with λ 1 · · · λ d the logarithms of the moduli of the eigenvalues of B lin . It follows that
so that one can indeed apply Theorem 1.3 to get the finiteness. The uniqueness follows from Proposition 1 of [4] , according to which the lower-bound on the expansion of the statement of the Corollary implies strong topological mixing. Theorem 1.3 generalizes a result of [6] which required the existence of a conformal measure with full support-which had only been proved under additional assumptions (especially covering, a strong form of mixing) by [8] . Indeed, it is easy to build examples where the equilibrium measure is supported by a Cantor set and this shows that [6] cannot apply, since in this case the support would contain a non-empty open set (more precisely, the support would be equal to an open set modulo a set with zero conformal measure).
The core of the proof of this statement is the isomorphism theorem, Theorem 3.2, identifying T and the Markov shift defined by its so-called connected Markov extension with respect to all measures with metric pressure sufficiently close to P top (φ, T ). → R is such that sup n 1 var n+1 (φ n ) < ∞. Let ν be a conservative σ -finite measure which is finite and positive on some partition set. If L * φ ν = λν for some λ > 0, then ν is ergodic. Proof. We indicate the proof, which is well known (see [1, Ch. 4] ). If ν is such a measure, then its transfer operator is λ −1 L φ and it is easy to see that if C := exp sup n 1 var n+1 (φ n ), then for every
Equilibrium measures on the Markov shift
[a] = [a 0 , . . . , a n−1 ] ∈ α n−1 0 , [b] ∈ α m−1 0 with [b] ⊆ [a n−1 ] and x ∈ [a], 1 C λ −(n−1) e φ n−1 (x) ν[b] ν([a] ∩ σ −(n−1) [b]) Cλ −(n−1) e φ n−1 (x) ν[b].
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Summing over
This proves that every cylinder which ends with a state c such that ν[c] > 0 has positive ν-measure. By transitivity, we can always find a cylinder contained in [a] with this property. Therefore, ν is finite positive on all cylinders (although the total mass may be infinite). This argument also shows that
Substituting this in the first displayed inequality gives
A monotone class argument shows that for every Borel set E,
We can now prove ergodicity. Suppose E is an invariant set of positive measure. The previous estimate shows that
By conservativity, x n−1 = x 0 for infinitely many n. Consequently
We claim that the right-hand side is positive. This will prove the lemma, since the righthand side is equal (by the Martingale Convergence Theorem) to 1 E and an indicator of a set can only be positive almost everywhere if E = modulo ν.
by the choice of y 0 . Recoding ( i , σ p ) by the partition into cylinders of length p, we may view it as a topologically mixing topological Markov shift.
In order to prove Theorem 1.1 for σ , it is enough to prove that there exists a unique ergodic invariant µ ∈ P σ ( ) with h µ (σ ) + φ dµ = P G (φ), because if there were more than one invariant equilibrium measure, there would have been more than one ergodic equilibrium measure. Suppose, then, that µ is an ergodic equilibrium measure.
Note that 
It is easy to check that L φ h = λ 0 h and L * φ ν = λ 0 ν. It follows from this that m is invariant. It is an ergodic measure, since ν is ergodic by Lemma 2.1. Our equilibrium measure µ is also ergodic, because almost all its ergodic components are equilibrium measures and there is only one such measure. Therefore, µ and m are two ergodic invariant probability measures and by construction µ| 0 and m| 0 are proportional. Ergodicity now implies that they are equal. This shows that µ has the form h dν where h and ν are eigenvectors of L φ .
2
For the remainder of the section, we only treat topologically mixing Markov shifts (the previous lemma states that this is enough).
Definition 1. Let ( , σ ) be a topologically mixing countable Markov shift. A function g :
→ R is called a sub g-function if g is strictly positive, P G (log g) = 0 and for all x ∈ , σy=x g(y) 1.
We recall the following known results.
LEMMA 2.3. If ( , σ ) is topologically mixing, then every φ :
→ R such that P G (φ) < ∞ and n 2 var n (φ) < ∞ is of the form log g + ϕ − ϕ • σ + P G (φ) where g is a sub g-function and ϕ is continuous with var n (ϕ) k n+1 var k (φ) for all n 1.
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Proof. See Lemma 1 in [25] . We remark that this proof uses the generalized Ruelle's Perron-Frobenius Theorem of [24, 25] . This is the only place we use this theorem and it would be a significant improvement to have a different argument which does not require it. 2 
Our strategy of proof is to show that every ergodic equilibrium measure µ satisfies
(Here and throughout an equilibrium measure means an invariant probability measure µ for which h µ (σ ) + φ dµ is well defined and maximal.) Once we prove this we can proceed as follows. Assume by way of contradiction that there is more than one invariant equilibrium measure. Every equilibrium measure is a barycenter of the collection of ergodic equilibrium measures, since almost every ergodic component of an equilibrium measure is itself an equilibrium measure. Therefore, if there is more than one equilibrium measure, there must be more than one ergodic equilibrium measure. Let µ 1 and µ 2 be two different ergodic equilibrium measures and set µ := 1 2 (µ 1 + µ 2 ). This is a non-ergodic measure which satisfies (2), in contradiction to Lemma 2.1 †. This contradiction proves the theorem.
Recall that an invariant probability measure µ is said to satisfy the Rokhlin formula, if
and deduced that
. † The conditions of Lemma 2.1 are satisfied: (1) e −ϕ µ is conservative since it is equivalent to the invariant probability measure µ; (2) e −ϕ µ is finite and positive on some partition set, since µ is a probability measure and var 1 
. Therefore, Rokhlin's formula holds whenever H µ (α) < ∞.
A key step in the proof of (2) is to show that every ergodic equilibrium measure µ satisfies the Rokhlin formula, the difficulty being that, in general, H µ (α) may be infinite so it is not obvious a priori that H (α|α ∞ 1 ) = h µ (σ ). Let µ be an ergodic probability measure for which h µ (σ ) + φ dµ is well defined and equal to zero. Note that φ dµ must then be finite. [a]
This is a probability measure, since 
Consequently, h µ B (σ ) + φ dµ B is well-defined although it may be equal to +∞.
Therefore, by the variational principle, h µ B (σ ) − φ dµ B < ∞. Since µ B is ergodic, Abramov's Formula applies and so h µ B (σ ) = (1/µ[a])h µ B (σ ) = (1/µ[a])H µ B (β) = (1/µ[a])H µ (β). Therefore,
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This implies that µ satisfies the Rokhlin formula. Since µ is ergodic, the Kac and Abramov formulas both apply and so
Therefore, µ satisfies the Rokhlin formula as well. This shows that every ergodic equilibrium measure satisfies the Rokhlin formula. Our next step is to prove that if µ is an ergodic equilibrium measure, then dµ/dµ • σ = g mod µ • σ where g is as in (1). Our argument is a variation on an argument of Ledrappier [17] (see also [28] ) †.
We begin by showing that log g ∈ L 1 (µ) and that (ϕ − ϕ • σ ) dµ = 0. Since L log g 1 1, log g 0 and so log g is one-sided integrable. We show that it is absolutely integrable. Set g (n) 
Therefore, log g ∈ L 1 (µ). It follows that ϕ − ϕ • σ = φ − log g is absolutely integrable, because φ must be absolutely integrable ( φ + < ∞ as sup φ < ∞ and φ − < ∞, otherwise µ will not be an equilibrium measure). By the ergodic theorem,
We check that the transfer operator of µ is given by σ µ f = σy=x g µ (y)f (y). The invariance of µ implies that σy=x g µ (y) = σ µ 1 = 1 µ-almost everywhere, so g µ is a g-function. Since µ satisfies Rokhlin's Formula,
All inequalities must be equalities, so (2) holds. By the discussion at the beginning of the proof, this proves the theorem. 
This means that
so L φ h = h ν-almost everywhere. The identity L * φ ν = ν can be used to show that ν is finite and positive on cylinders and so since both h and L φ h are continuous, L φ h = h everywhere. 
Equilibrium measures for piecewise expanding maps
We prove Theorem 1.3. Let (X, P , T ) be a piecewise expanding map together with a piecewise Hölder-continuous potential φ : X → R. We continue using the cylinder notation [A 0 , . . . , A n ] := n i=0 T −i A i . Fix some T -invariant probability measure m on X. We prove that P m (φ, T ) P top (φ, T ). We prove this under the extra assumption that m is ergodic (otherwise use the ergodic decomposition).
The proof is based on a reduction to the symbolic dynamics of T , which we proceed to describe. Let dom(T n ) ⊆ X denote the domain of definition of T n . The symbolic dynamics of (X, P, T ) is the left-shift σ on:
where Clos(·) denotes the closure in the compact space P N∪{0} (it is endowed with the product topology of the discrete topologies on P ). Define π :
As T is piecewise expanding, π is well defined. Moreover,
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is bi-measurable, injective, surjective and satisfies
It is easy to check that is Hölder-continuous (respectively continuous) if φ is piecewise Hölder-continuous (respectively piecewise uniformly continuous); the distance on (T ) is, as usual d(A, B) = 2 −n , where n is the smallest integer such that A n = B n or n = ∞.
, because of the variational principle for the topological pressure of a continuous function with respect to a homeomorphism of a compact metric space (see [27] ). Therefore, P m (φ, T ) P top ( , σ ). It is routine to check that P top ( , σ ) = P top (φ, T ) and it follows that P m (φ, T ) P top (φ, T ) whenever m(S) = 0.
Suppose now that m(S) > 0. We claim that P m (φ, T ) < P top (φ, T ).
Indeed, m(S) > 0 implies by invariance of m that m(∂P ) > 0. Thus our assumption that P top (φ, ∂P , T ) < P top (φ, T ) and the following observation (the proof of which is given in §4) imply the claim. 
This proves that sup m∈P T (X) P m (φ, T ) P top (φ, T ).
We now show that there exists m such that P m (φ, T ) = P top ( , σ ). Note that σ :
(T ) → (T ) is expansive and that is continuous (in fact, it is Hölder-continuous). It follows that there is a σ -invariant probability measure µ on (T ) for which P µ ( , σ ) = P top ( , T ) [ 
which is a contradiction. Therefore, m(S) = 0.
It follows that π is an isomorphism between ( (T ), B( (T )), µ, σ ) and (X, B(X), m, T ), and so
P m (φ, T ) = P µ ( , σ ) = P top ( , σ ); we have already remarked that P top ( , σ ) = P top (φ,
T ). This proves Theorem 1.3(i).
We now turn to the finite multiplicity of the equilibrium measure, point (ii) of the theorem. We shall prove it by reduction to a Markov shift using the connected Markov diagram introduced in [5] by generalizing the construction of Hofbauer [13] for multidimensional dynamical systems. Let us recall its definition. There is a natural projection onto the symbolic dynamics:
defined by q(α) = A such that A n ∈ P contains α n for all n ≥ 0. Obviously q • σ = σ • q and q is countable-to-one. We extend to by setting := • q on . The proof of the second part of the theorem is based on constructing a certain type of isomorphism between the natural extensions of and X. We begin with some generalities. A weighted measurable dynamical system (X, T , φ) is a measurable map T : X → X together with a measurable function φ : X → R called the potential. A set S ⊆ X is P -negligible if there exists p < sup µ P µ (φ, T ) such that for every ergodic invariant probability measure µ, if P µ (φ, T ) > p then µ(S) = 0. We will deduce part (ii) of the theorem from the following.
THEOREM 3.2. Let (X, P , T ) be a piecewise invertible map with a piecewise uniformly continuous potential
(1) the natural extensions † of (X, T ) and of ( , σ ) are P -isomorphic; (2) ( , σ ) contains only finitely many maximal irreducible subchains (defined just after this) with pressure close to P top (φ, T ).
Recall that an irreducible part of an oriented graph is a subgraph with the property that any two vertices can be joined in both directions. A graph splits into its maximal irreducible parts (and a remaining part made of those vertices to which no path returns, but this part plays no role dynamically speaking). Recall also that the support of any ergodic invariant measure is contained in exactly one maximal irreducible subchain, i.e. the subchain defined by one of these maximal irreducible parts of the graph.
Before proving this theorem, let us see how it can be used to deduce part Theorem 1.3(ii). Note that | is bounded from above and is Hölder continuous, and therefore has finite Gurevich pressure since
The second equality follows from Theorem 3.2. Under these conditions, Theorem 1.1 implies that each irreducible sub-shift has at most one equilibrium measure. Theorem 3.2 (2) states that contains only finitely many maximal irreducible subchains with maximum pressure. Hence, has only finitely many ergodic equilibrium measures. By Theorem 3.2(1) this must then also be true for T , concluding the proof of Theorem1.3(ii).
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Proof of Theorem 3.2. The strategy of the proof is the same as in [5] where the same statements were proved in the case ≡ 0 (entropy replacing pressure). Let p − : (X − , T − ) → (X, T ) be the natural extension, n∈Z , and
We also extend φ to X − by setting φ :
and on − similarly. Let − : − → X − be the natural extension of := π • q : → X to a map from − to X − . It is well known that the projection m → m • p − is a bijection between P T − (X − ) and P T (X) which preserves ergodicity, entropy and metric pressure.
The following notion plays a key role in the construction.
Definition 4.
An invariant probability measure µ of T − is said to be shadowed by the boundary if, for some integer N and for µ-almost every x ∈ X − , there exist infinitely many positive integers n such that P n−1 0 To prove that the above restriction of − is a P -isomorphism, we need to show that X − \ X − and − \ − are P -negligible.
We begin with the P -negligibility of X − \ X − . Property (1) says that every ergodic invariant probability measure µ carried by X − \ X must be shadowed by the boundary. The P -negligibility of X − \X − follows from the following proposition and our assumption that P top (φ, ∂P , T ) < P top (φ, T ).
PROPOSITION 3.3. Let µ be an invariant measure of (X − , T − ). If µ is shadowed by the boundary then P µ ( , T − ) P top (φ, ∂P , T ).
The proof of Proposition 3.3 is given in §4. Next, we prove the P -negligibility of − \ − . Consider some ergodic invariant probability µ measure carried by − \ − . It is enough to prove that P µ ( , σ − ) Buzzi 
and m → m • q −1 both preserve entropy, because the first is a natural extension and the second is countable-to-one (see, e.g., Proposition 2.8 in [5] ). Therefore,
In the second case, µ • −1 − is shadowed by the boundary and Proposition 3.3 implies that
∂P , T ).
This proves that − \ − is P -negligible and concludes the proof of part (1) of Theorem 3.2.
We now turn to part (2), which says that there are only finitely many subchains with large pressure. This is a strengthening of [5, Theorem C] even in the case of the zero potential, but under the additional assumption that T is expanding. We obtain it by adapting Proposition 1.1 of [9] .
Let B(x, r) ⊆ X denote the ball of radius r and center x and define for α ∈ (α) := sup{r ≥ 0 : ∃n 0 such that B( (σ n α), r) ⊆ α n }. This is a finite union, because P is finite. Therefore, it is enough to prove that V 0 (A) is finite for every A. If this is not true, there are distinct C 1 , C 2 , C 3 , . . . ∈ V 0 (A) with C i ⊇ B δ 0 /2 (x i ). These balls are pairwise disjoint, because C i are pairwise disjoint (being connected components of the same set). Thus {x i } is a δ 0 /2-separated sequence, which contradicts the compactness of X. This proves that V 0 is finite. Recall formula (2.1) of [5] . We defer the proof of this lemma to the next section.
Proof of Theorem 1.3(ii) . Fix ∈ (0, P top (φ, T ) − P top (φ, ∂P , T )). Let δ > 0 be given by Lemma 3.5. Let V 0 be the finite part defined by Lemma 3.4.
CLAIM. Any invariant probability measure µ of such that µ({α ∈ : α 0 ∈ V 0 }) = 0 satisfies P µ ( , σ ) P top (φ, ∂P , T ) + .
To prove this claim observe that by Lemma 3.4, µ must satisfy (α) δ 0 for µ-almost every α. But then we can apply Lemma 3.5 and get the claim.
It follows from the claim that any ergodic measure with pressure closer to P top (φ, T ) than this right-hand side must live on an irreducible subchain meeting V 0 , hence it must live on a finite number of maximal irreducible subchains as V 0 is finite. 
Note that µ(S ∩ X 1 ) > µ(S)/2 > 0. Observe that |φ n (x) − φ n (y)| < n
for all x, y in the same n-cylinder, for n large enough. This is because of the piecewise uniform continuity of φ and because lim n→∞ diamP n = 0. Consider C n , the collection of n-cylinders meeting S. By definition, for some constant C < ∞ and all n. Remove from C n any cylinder that does not meet X 1 . The resulting C n is a cover of X 1 ∩ S. By (5) and then (4), 
