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PRODUCTS OF MATRICES
[
1 1
0 1
]
AND
[
1 0
1 1
]
AND THE
DISTRIBUTION OF REDUCED QUADRATIC IRRATIONALS
FLORIN P. BOCA
Abstract. Let Φ(N) denote the number of products of matrices [ 1 1
0 1
] and [ 1 0
1 1
] of trace
equal to N , and Ψ(N) =
∑N
n=3Φ(n) be the number of such products of trace at most N .
We prove an asymptotic formula of type Ψ(N) = c1N
2 logN + c2N
2 +Oε(N
7/4+ε) as
N → ∞. As a result, the Dirichlet series
∑
∞
n=3 Φ(n)n
−s has a meromorphic extension
in the half-plane ℜ(s) > 7
4
with a single, order two pole at s = 2. Our estimate also
improves on an asymptotic result of Faivre concerning the distribution of reduced quadratic
irrationals, providing an explicit upper bound for the error term.
1. Introduction
Consider the matrices
A =
[
1 0
1 1
]
and B =
[
1 1
0 1
]
and the (free) multiplicative monoid M they generate. The problem of estimating
Φ(N) = #{C ∈ M : Tr(C) = N}
and
Ψ(N) =
N∑
n=3
Φ(n) = #{C ∈M : Tr(C) ≤ N}
for large N came across in the study of a number-theoretic spin chain model in statistical
mechanics introduced in [10], and further investigated in [5] and [2]. In [9] the estimate
(1.1) Ψ(N) =
N2 logN
ζ(2)
+O(N2 log logN) (N →∞)
was proved, using L-functions and a result from [4] concerning the distribution of reduced
quadratic irrationals.
In this paper we improve the estimate (1.1). Our approach relies on a result concern-
ing the distribution of multiplicative inverses, which is a consequence of Weil’s bound on
Kloosterman sums.
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2Theorem 1.1. We have
(1.2) Ψ(N) = c1N
2 logN + c2N
2 +Ψ0(N),
where
(1.3) Ψ0(N)≪ε N
7
4
+ε (N →∞),
and
c1 =
1
ζ(2)
, c2 =
1
ζ(2)
(
γ − 3
2
− log 2− ζ
′(2)
ζ(2)
)
.
Using the Mellin transform representation of Dirichlet series and changing N to N − 2
in the right-hand side of (1.2) we obtain for ℜ(s) > 2
Z(s) =
∞∑
n=3
Φ(n)n−s = s
∫ ∞
3
Ψ(x)(x− 2)−s−1 dx
= s
∫ ∞
1
(c1x
2 log x+ c2x
2)x−s−1 dx+ s
∫ ∞
1
Ψ0(x)x
−s−1 dx
=
2c1
(s − 2)2 +
c1 + 2c2
s− 2 + c2 + s
∞∫
1
Ψ0(x)x
−s−1 dx.
Since the function Ψ0(x) satisfies the growth condition (1.3) the integral above converges
for ℜ(s) > 74 , and thus the right-hand side defines an analytic continuation of Z(s) to the
half-plane ℜ(s) > 74 with the point s = 2 removed.
The contribution to the main term in the asymptotic formula above only comes from
words of odd length inM. We estimate the contribution Ψev(N) to Ψ(N) of words of even
length which begin in A and end in B, proving
Proposition 1.2. Ψev(N) =
N2 log 2
2ζ(2)
+Oε(N
7
4
+ε) (N →∞).
This extends Proposition 4.5 in [9] which states that
Ψev(N) ∼ N
2 log 2
2ζ(2)
,
without any estimate on the error term.
Using a transfer operator associated with the Gauss map, Fredholm theory, and Ikehara’s
tauberian theorem, Faivre [4] proved the asymptotic formula∑
ρ(ω)<X
1 ∼ e
X log 2
2ζ(2)
(X →∞)
for the number of reduced quadratic irrationals ω of length ρ(ω) at most X. Since the final
argument relies on a tauberian theorem, no explicit bound was found for the error term.
In the last section we use Proposition 1.2 and an explicit identification from [9] between
3products of matrices A and B starting with B and ending with A, and reduced quadratic
irrationals, to prove
Proposition 1.3.
∑
ρ(ω)<X
1 =
eX log 2
2ζ(2)
+Oε(e
( 7
8
+ε)X) (X →∞).
2. Products of A’s and B’s and continued fractions
If
α = [a1, a2, . . . ] =
1
a1 +
1
a2+
1
a3+
1
...
is a reduced continued fraction with positive integers ai, the k
th convergent
pk
qk
= [a1, . . . , ak]
is given by pairs (pn, qn) of relatively prime integers defined recursively as
(2.1)
p0 = 0, p1 = 1, pn = anpn−1 + pn−2,q0 = 1, q1 = a1, qn = anqn−1 + qn−2,
and satisfying 0 ≤ pn ≤ qn and the equality
pn−1qn − pnqn−1 = (−1)n.
If (pn) and (qn) satisfy (2.1) for every 0 ≤ n ≤ k, then
qn−1
qn
=
qn−1
anqn−1 + qn−2
=
1
an +
qn−2
qn−1
,
showing that
(2.2)
qk−1
qk
= [ak, . . . , a1].
Consider the matrices
J =
[
0 1
1 0
]
and M(a) =
[
a 1
1 0
]
.
If (pn, qn) is as in (2.1) then, as noticed in [9], we have
(2.3) M(a1) . . .M(an) =
[
qn qn−1
pn pn−1
]
.
When combined with
BkAℓ =M(k)M(ℓ), k, ℓ ∈ Z,
equality (2.3) yields
(2.4) Ba1Aa2 · · ·Ba2m−1Aa2m =M(a1) · · ·M(a2m) =
[
q2m q2m−1
p2m p2m−1
]
.
4From (2.1), (2.4), and
B = AT = JAJ, A = JBJ,
we also infer that
Aa1Ba2 · · ·Aa2m−1Ba2m = J
[
q2m q2m−1
p2m p2m−1
]
J =
[
p2m−1 p2m
q2m−1 q2m
]
,
Ba1Aa2 · · ·Aa2mBa2m+1 =
[
q2m q2m−1
p2m p2m−1
][
1 a2m+1
0 1
]
=
[
q2m q2m+1
p2m p2m+1
]
,
Aa1Ba2 · · ·Ba2mAa2m+1 =
[
p2m+1 p2m
q2m+1 q2m
]
.
(2.5)
All matrices in the products from (2.4) and (2.5) have determinant 1. We denote
Wev(N) = {(a1, . . . , a2m) ∈ N2m : m ≥ 1, Tr(Ba1Aa2 · · ·Ba2m−1Aa2m) ≤ N},
Wodd(N) = {(a1, . . . , a2m+1) ∈ N2m+1 : m ≥ 1, Tr(Ba1Aa2 · · ·Aa2mBa2m+1) ≤ N}.
We consider the sets
Sev(N) =
{[
q′ q
p′ p
]
:
0 ≤ p ≤ q, 0 ≤ p′ ≤ q′, q′ > q,
p+ q′ ≤ N, pq′ − p′q = 1
}
and
Sodd(N) =
{[
q q′
p p′
]
:
0 ≤ p ≤ q, 0 ≤ p′ ≤ q′, q′ ≥ q,
p′ + q ≤ N, p′q − pq′ = 1
}
,
of cardinality Ψev(N) and respectively Ψodd(N), and the maps defined as
βev(a1, . . . , a2m) =M(a1) · · ·M(a2m), βodd(a1, . . . , a2m+1) =M(a1) · · ·M(a2m+1),
from ∪∞1 Wev(N) to ∪∞1 Sev(N), and respectively from ∪∞1 Wodd(N) to ∪∞1 Sodd(N). As
a consequence of (2.2), βev and βodd are injective. It follows from (2.4) and (2.5) that
βev(Wev(N)) ⊆ Sev(N) and βodd(Wodd(N)) ⊆ Sodd(N). To check Sev(N) ⊆ βev(Wev(N)),
let
[
q′ q
p′ p
]
∈ Sev(N). With K =
[ q′
q
]
we have 0 ≤ q′ − Kq < q, 0 ≤ p′ − Kp, and
(p′−Kp)q−(q′−Kq)p = 1. Since q′ > q are relatively prime, we also have K ≤ q′−1q ≤ q
′−p′
q−p ,
and thus p′ −Kp ≤ q′ −Kq. Since[
q′ q
p′ p
][
0 1
1 −K
]
=
[
q′ q
p′ p
]
M(K)−1 =
[
q q′ −Kq
p p′ −Kp
]
,
it follows, by replacing (q, q′) by (q′−Kq, q) and (p, p′) by (p′−Kp, p) and performing this
process until q′ − Kq becomes equal to 1, that the matrix
[
q′ q
p′ p
]
is written as a product
of k matrices of form M(K). Since q′ > q, k ought to be even and therefore
[
q′ q
p′ p
]
∈
βev(Wev(N)). One shows in a similar way that Sodd(N) ⊆ βodd(Wodd(N)).
5This proves that the elements ofM are uniquely represented as products of A’s and B’s.
It also implies that
(2.6) Ψ(N) = 2Ψev(N) + 2Ψodd(N).
3. Estimating Ψev(N)
To estimate Ψev(N), we first keep q
′ and q constant. From pq′ − p′q = 1 and q < q′,
it follows that q and q′ are relatively prime, and that p is uniquely determined as p = q′,
where q′ is the unique integer in {1, . . . , q} for which q′q′ = 1 (mod q). It is obvious that
p′ := pq
′−1
q ≤ q′ and the map{
(q, q′) :
q < q′ ≤ N, (q, q′) = 1
q′ + q′ ≤ N
}
∋ (q, q′) 7→
[
q′ q
p′ = q
′q′−1
q p = q
′
]
∈ Sev(N)
is a one-to-one correspondence. Replacing q′ by y and q′ by x we can write
(3.1) Ψev(N) =
∑
q<q′≤N
q′+q′≤N
1 =
∑
q<N
∑
q<y≤N
0<x≤min{q,N−y}
xy=1 (mod q)
1.
For each y ∈ (0, N ], there is at most one x ∈ (0, q) such that xy = 1 (mod q); whence
the trivial estimate
Ψev(N)≪ N2.
To give a more precise estimate for Ψev(N), we shall define for q > 1 integer and Ω subset
in R2 the number Nq(Ω) of (relatively prime) integers (x, y) ∈ Ω such that xy = 1 (mod q).
It is known (see for instance [1]) that Weil’s bound on Kloosterman sums yields for any
intervals I and J of length at most q the estimate
Nq(I × J) = ϕ(q)
q2
|I| |J | +Oε(q
1
2
+ε).
This immediately extends to intervals of arbitrary size as
(3.2) Nq(I × J) = ϕ(q)
q2
|I| |J | +Oε
(
q
1
2
+ε
(
1 +
|I|
q
)(
1 +
|J |
q
))
.
Another easy but useful consequence of (3.2) is given next.
Lemma 3.1. Suppose that
Ω = {(x, y) : α ≤ x ≤ β, f1(x) ≤ y ≤ f2(x)},
with C1-functions f1 ≤ f2 on [α, β]. For every positive integer T we have
Nq(Ω) = ϕ(q)
q2
Area(Ω) + Eq,
6with
Eq ≪ε β − α
Tq
(
V βα (f1) + V
β
α (f2)
)
+ Tq
1
2
+ε
(
1 +
β − α
Tq
)(
1 +
‖f1‖∞ + ‖f2‖∞
q
)
,
where V βα (fi) denotes the total variation of fi on [α, β].
Proof. One can take without loss of generality f1 = 0 and f2 ≥ 0. Partitioning [α, β]
into T intervals Ii of equal size and denoting by Mi and mi the maximum, respectively the
minimum, of f2 on Ii, we clearly have
T−1∑
i=0
Nq
(
Ii × [0,mi]
) ≤ Nq(Ω) ≤ T−1∑
i=0
Nq
(
Ii × [0,Mi]
)
.
By (3.2) we infer that
Nq
(
Ii × [0,mi]
)
=
ϕ(q)
q2
· β − α
T
mi +Oε
(
q
1
2
+ε
(
1 +
β − α
Tq
)(
1 +
‖f2‖∞
q
))
.
The statement follows from this, the similar estimate for Nq
(
Ii × [0,Mi]
)
, and from∫ β
α
f2(x) dx =
T−1∑
i=0
β − α
T
mi +O
(
β − α
T
V βα (f2)
)
=
T−1∑
i=0
β − α
T
Mi +O
(
β − α
T
V βα (f2)
)
.

Equality (3.1) can also be written as
(3.3) Ψev(N) =
∑
q<N
Nq(ΩN,q),
where ΩN,q = {(x, y) : q < y ≤ N, 0 < x ≤ min{q,N − y}} coincides with the trapezoid
Ω
(1)
N,q = {(x, y) : 0 < x ≤ q < y ≤ N − x} if q ≤ N2 , and with the triangle Ω
(2)
N,q = {(x, y) :
0 < x < N − q, q < y ≤ N − x} if q > N2 . Employing (3.3) and applying Lemma 3.1 to
Ω
(1)
N,q and Ω
(2)
N,q we infer that
Ψev(N) =
∑
q≤N
2
Nq(Ω(1)N,q) +
∑
N
2
<q<N
Nq(Ω(2)N,q)
=
∑
q≤N
2
ϕ(q)
q2
· q(2N − 3q)
2
+
∑
N
2
<q<N
ϕ(q)
q2
· (N − q)
2
2
+ E1(N) + E2(N),
with
E1(N)≪ε
∑
q≤N
2
(
q
Tq
· q + Tq 12+ε · N
q
)
≪ε N
2
T
+ TN
3
2
+ε,
E2(N)≪ε
∑
N
2
<q<N
(
N
Tq
·N + Tq 12+ε
(
1 +
N
Tq
)N
q
)
≪ε N
2
T
+ TN
3
2
+ε.
7Taking T = [N
1
4 ] and using standard summation results (see formulas (4.6), (4.7), (4.8)
below) this gives
Ψev(N) =
N2 log 2
2ζ(2)
+Oε(N
7
4
+ε),
which ends the proof of Proposition 1.2.
4. Estimating Ψodd(N)
To estimate Ψodd(N), we first keep q and p fixed. The general solution of p
′q − pq′ = 1
is given by
p′ = q + pt, q′ =
p′q − 1
p
=
qq − 1
p
+ qt, t ∈ Z,
where q is the unique integer in {1, . . . , p} for which qq = 1 (mod p). Since p′ > p, one has
t ≥ 1. The map{
(q, p, t) :
0 ≤ p < q, (p, q) = 1
1 ≤ t ≤ [N−q−qp ]
}
∋ (q, p, t) 7→
[
q q′ = qq−1p + qt
p p′ = q + pt
]
∈ Sodd(N)
is a bijection. Replacing p by a, q by y, and q by x, we can write
Ψodd(N) =
∑
q<N
∑
p<q
q+q≤N
[
N − q − q
p
]
=
∑
a<N
∑
a<y<N
0<x≤min{a,N−y}
xy=1 (mod a)
[
N − y − x
a
]
.
When N − y < a we have N − y− x < a, and the contribution of such terms to Ψodd(N) is
null. So we only consider N − y ≥ a. This gives a < N2 and thus
Ψodd(N) =
∑
a<N
2
∑
a<y≤N−a
0<x≤a
xy=1 (mod a)
[
N − y − x
a
]
.
From [
N − y − x
a
]
≤ N − y − x
a
<
N − a
a
=
N
a
− 1
it follows that [
N − y − x
a
]
≤
[
N
a
]
− 1.
The set of points (x, y) ∈ (0, a]× (a,N − a) for which [N−x−ya ] = i coincides with
ΩN,a,i := {(x, y) ∈ (0, a] × (a,N − a) : N − (i+ 1)a < x+ y ≤ N − ia}.
8We can thus write
Ψodd(N) =
∑
a<N
2
[
N
a
]
−1∑
i=1
iNa(ΩN,a,i)
=
∑
a<N
2
[
N
a
]
−1∑
j=1
(
jNa(Ω(1)N,a,j) + (j − 1)Na(Ω(2)N,a,j)
)
,
(4.1)
where the sets
Ω
(1)
N,a,j =
{
(x, y) ∈ (0, a] × (N − (j + 1)a,N − ja], x+ y ≤ N − ja},
Ω
(2)
N,a,j =
{
(x, y) ∈ (0, a] × (N − (j + 1)a,N − ja], x+ y > N − ja}, 1 ≤ j ≤ [N
a
]
− 2,
Ω
(1)
N,a,[N/a]−1 =
{
(x, y) :
0 < x ≤ N − [Na ]a, a < y ≤ N − ([Na ]− 1)a,
x+ y ≤ N − ([Na ]− 1)a
}
,
Ω
(2)
N,a,[N/a]−1 =
{
(x, y) :
0 < x ≤ a, a < y ≤ N − ([Na ]− 1)a,
x+ y > N − ([Na ]− 1)a
}
,
give a partition of the trapezoid {(x, y) : 0 < x ≤ a < y ≤ N − a − x}. Since Na(Ω) does
not change when Ω is translated by integer multiples of (a, 0), the right-hand side in (4.1)
can also be expressed as [
N
a
]
−2∑
j=1
Na(SN,a,j) +Na(SN,a,[N/a]−1),
where for 1 ≤ j ≤ [Na ]− 2 we set
SN,a,j =
{
(x, y) ∈ (0, ja] × (N − (j + 1)a,N − ja], x+ y ≤ N − a},
and for j =
[
N
a
]− 1 we set
SN,a,[N/a]−1 =
{
(x, y) : 0 < x ≤ N − 2a, a < y ≤ N −
([
N
a
]
− 1
)
a, x+ y ≤ N − a
}
.
The sets SN,a,j, 1 ≤ j ≤
[
N
a
]− 1, are mutually disjoint and their union is the triangle
TN,a = {(x, y) : 0 < x ≤ N − 2a, a < y ≤ N − a− x},
and thus we get
Ψodd(N) =
∑
a<N
2
Na(TN,a).
Since Na(Ω) is invariant under translations by (0, a), this further gives
(4.2) Ψodd(N) =
∑
a<N
2
Na(T˜N,a),
9where
T˜N,a = {(x, y) : 0 < x ≤ N − 2a, 0 < y ≤ N − 2a− x}
is the translated triangle TN,a − (0, a).
Lemma 4.1. For every 0 < c < 1 we have∑
a≤Nc
Na(T˜N,a) =
∑
a≤Nc
ϕ(a)
a2
· (N − 2a)
2
2
+O(N1+c).
Proof. Set K =
[
N
a
]− 2 ≥ 1. We partition the triangle T˜N,a as DN,a ∪RN,a, with
DN,a =
K⋃
i=1
(0, ia] × ((K − i)a, (K − i+ 1)a]
and RN,a = T˜N,a \DN,a. As DN,a is the union of 1 + 2+ · · ·+K = K(K+1)2 disjoint squares
of size a, we have
(4.3) Na(DN,a) = K(K + 1)
2
ϕ(a) =
ϕ(a)
a2
AreaDN,a.
On the other hand it is clear that
Na(RN,a) ≤ (K + 1)ϕ(a) ≤ N
a
· a = N,
which gives in turn
(4.4)
∑
a≤Nc
Na(RN,a) ≤ N1+c.
We also have
(4.5)
∑
a≤Nc
ϕ(a)
a2
AreaRN,a ≤
∑
a≤Nc
1
a
AreaRN,a ≤
∑
a≤Nc
1
a
·(K+1)·a
2
2
≤
∑
a≤Nc
N
a
·a ≤ N1+c.
Employing (4.4), (4.3) and (4.5), we gather∑
a≤Nc
Na(T˜N,a) =
∑
a≤Nc
Na(DN,a) +O(N1+c) =
∑
a≤Nc
ϕ(a)
a2
·AreaDN,a +O(N1+c)
=
∑
a≤Nc
ϕ(a)
a2
(AreaT˜N,a −AreaRN,a) +O(N1+c)
=
∑
a≤Nc
ϕ(a)
a2
·AreaT˜N,a +O(N1+c)
=
∑
a≤Nc
ϕ(a)
a2
· (N − 2a)
2
2
+O(N1+c).

10
Lemma 4.2. For every 0 < c < 1 and every integer T > 1 we have∑
Nc<a<N
2
Na(T˜N,a) =
∑
Nc<a<N
2
ϕ(a)
a2
· (N − 2a)
2
2
+Oε
(
N2 logN
T
+ TN
3
2
+ε +N2+(ε−
1
2
)c
)
.
Proof. Applying Lemma 3.1 we get
Na(T˜N,a) = ϕ(a)
a2
·Area(T˜N,a) +Oε
(
N
Ta
·N + Ta 12+ε
(
1 +
N
Ta
)
· N
a
)
=
ϕ(a)
a2
· (N − 2a)
2
2
+Oε
(
N2
Ta
+ TNa−
1
2
+ε +N2a−
3
2
+ε
)
,
which is summed in the range a ∈ (N c, N2 ) to get∑
Nc<a<N
2
ϕ(a)
a2
· (N − 2a)
2
2
+Oε
(
N2 logN
T
+ TN
N∑
a=1
a−
1
2
+ε +N2
∑
a>Nc
a−
3
2
+ε
)
=
∑
Nc<a<N
2
ϕ(a)
a2
· (N − 2a)
2
2
+Oε
(
N2 logN
T
+ TN
3
2
+ε +N2+(ε−
1
2
)c
)
.

Taking T = [N
1
4 ] and (any) c ∈ [12 , 34 ], the previous two lemmas, together with (4.2),
yield
Corollary 4.3. Ψodd(N) =
∑
a<N
2
ϕ(a)
a2
· (N − 2a)
2
2
+Oε(N
7
4
+ε).
Lemma 4.4. SN :=
∑
a<N
2
ϕ(a)(N − 2a)2
2a2
= CN +O(N), where
CN =
N2
2ζ(2)
(
logN + γ − log 2− 3
2
− ζ
′(2)
ζ(2)
)
.
Proof. Employing the Dirichlet series
∞∑
a=1
ϕ(a)
as
=
ζ(s− 1)
ζ(s)
, s = σ + it, σ > 2,
and the Perron integral formula (σ0 > 0)
1
2πi
∫ σ0+i∞
σ0−i∞
ys
s(s+ 1)(s + 2)
ds =
0 if 0 ≤ y ≤ 1,1
2
(
1− 1y
)2
if y ≥ 1,
with y = N2a we infer that
SN =
1
2πi
∫ σ0+i∞
σ0−i∞
g(s) ds,
11
with
g(s) =
N s+2
2s(s+ 1)(s + 2)ζ(s+ 2)
· ζ(s+ 1)
s
=
N s+2
2s(s+ 1)(s + 2)ζ(s+ 2)
(
1
s2
+
γ
s
+O(1)
)
(s→ 0).
In the region ℜs > −2 the function g is meromorphic with a removable singularity at s = −1
and a pole CN = h
′(0) at s = 0, where
h(s) =
N s+2(1 + γs)
2s(s+ 1)(s + 2)ζ(s+ 2)
.
A direct calculation gives
CN = h
′(0) =
N2
2ζ(2)
(
logN + γ − log 2− 3
2
− ζ
′(2)
ζ(2)
)
.
We seek to change the contour of integration from σ = σ0 to the contour Γ consisting
of the five line segments s = σ0 ± it (t ≥ T ), s = σ ± iT (−1 ≤ σ ≤ σ0), s = −1 + it
(−T ≤ t ≤ T ), getting
(4.6)
1
2πi
∫ σ0+i∞
σ0−i∞
g(s) ds = CN +
1
2πi
∫
Γ
g(s) ds.
It remains to show that the contribution of the integral on Γ is small. Note first that
|ζ(s)| = |ζ(s)| gives |g(s)| = |g(s)|. As a result only the case ℑs ≥ 0 will be considered
next. Using standard estimates on ζ (cf., e.g., [3],[7],[8]) we have
(4.7)
∫ ∞
T
|g(σ0 + it)| dt≪σ0
∫ ∞
T
N2+σ0 log t dt
2σ0t3
≪σ0,ε
N2+σ0
T 2−ε
and ∫ σ0
−1
|g(σ + iT )| dσ ≪
∫ σ0
−1
N2+σ0
T 3
· |ζ(1 + σ + iT )| · 1|ζ(2 + σ + iT )| dσ
≪σ0
N2+σ0
T 3
(T 1/2 log T ) log7 T ≪σ0,ε
N2+σ0
T 5/2−ε
.
(4.8)
To estimate the contribution of the integrand on the segment −1+ it (0 < t ≤ T ) we follow
closely the argument from [6], pp. 216-217. The functional equation
ζ(it)
ζ(1 + it)
= χ(it) · ζ(1− it)
ζ(1 + it)
, χ(s) =
(2π)s
2Γ(s) cos πs2
,
and the equality
|Γ(it)|2 = π
t sinhπt
yield ∣∣∣∣ ζ(it)ζ(1 + it)
∣∣∣∣ = |χ(it)| = 12√ πt sinhπt · cosh πt2 =
√
t tanh πt2
2π
.
12
Employing also tanh t ≤ max{t, 1} (t ≥ 0), we get (independently of T ≥ 2π )
(4.9)
∫ T
0
|g(−1 + it)| dt ≤
∫ 2/π
0
+
∫ T
2/π
≪
∫ 2/π
0
Ndt
1 + t2
+
∫ T
2/π
N
√
t dt
t(1 + t2)
≪ N.
The estimates (4.6)-(4.9) with, say, T = N2 conclude the proof. 
Note also
Corollary 4.5.
∑
a<N
ϕ(a)
a2
=
1
ζ(2)
(
logN + γ − ζ
′(2)
ζ(2)
)
+O
(
logN
N
)
.
Proof. This is a consequence of Lemma 4.4 and of the well known formulas∑
a<N
ϕ(a) =
N2
2ζ(2)
+O(N logN),
∑
a<N
ϕ(a)
a
=
N
ζ(2)
+O(logN).

Theorem 1.1 now follows from (2.6), Proposition 1.2 and Lemma 4.4.
Remark 4.6. Numerical computations show that the error O(N) given by Lemma 4.4 on
SN − CN =
∑
a<N
2
ϕ(a)(N − 2a)2
2a2
− N
2
2ζ(2)
(
logN + γ − 3
2
− log 2− ζ
′(2)
ζ(2)
)
may not be optimal. Moreover, the graph of SN − CN exhibits a surprising regularity (cf.
Figure 1). This was brought to our attention by the referee, who also kindly provided the
Mathematica notebook. One could hope to improve the theoretical estimate of the error
by shifting the segment s = −1 + it further left to the line ℜs = −1 − δ. The problem
however is that the argument 2 + s will enter the critical strip 0 < ℜs < 1 where lower
bound estimates for ζ are problematic.
Figure 1. The plot of SN − CN , N ≤ 3000, and respectively N ≤ 20000.
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Figure 2. The plot of
∑
a<N/2
ϕ(a)(N−2a)
a − N
2
4ζ(2) , N ≤ 10000.
5. An application to the distribution of quadratic irrationals
Let x be an irrational number in (0, 1) with continued fraction [a0(x), a1(x), . . . ] and
pn(x)
qn(x)
be its nth convergent. A classical result of P. Le´vy states for almost every x that
lim
n→∞
1
n
log qn(x) =
π2
12 log 2
.
The Gauss map T : [0, 1) → [0, 1) defined as T (0) = 0 and T (x) = 1x −
[
1
x
]
if x 6= 0, has
the well-known properties
T
(
[a1, a2, . . . ]
)
= [a2, a3, . . . ],
xT (x) · · ·T n−1(x) = (−1)n(xqn(x)− pn(x)).
When ω is a quadratic irrational, it is well-known that the limit β(ω) of 1n log qn(ω)
exists, and is called the Le´vy constant of ω. Let AX2 + BX + C be the minimal integer
polynomial of ω and ∆ = B2−4AC. The length of ω is defined as ρ(ω) = 2 log ε0(ω), where
ε0(ω) =
1
2(u0 + v0
√
∆) is the fundamental solution of the Pell equation u2 −∆v2 = 4.
We are interested in the set R of all purely periodic quadratic irrationals, aiming to
evaluate
π0(X) =
∑
ω∈R
ρ(ω)<X
1 (X →∞).
Following [9], one defines for each such ω = [a1, . . . , an] with n = per(ω) the quantities
eper(ω) =
n, if n = per(ω) even,2n, if n = per(ω) odd,
M(ω) =M(a1) · · ·M(an),
M˜(ω) = Ω+ =
M(ω), if n even,M(ω)2, if n odd.
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According to [4], Proposition 2.2, we have
ε0(ω) = ωT (ω)T
2(ω) · · · T eper(ω)−1(ω),
ρ(ω) = 2 log ε0(ω).
Writing ∆ = f2∆0 for some fundamental discriminant ∆0 and some positive integer f ,
one considers the group of units of O∆
E∆ =
{
u+ v
√
∆
2
: (u, v) ∈ Z2, u2 −∆v2 = ±4
}
with fundamental unit ε∆ > 1, in the quadratic field K = Q(
√
∆0) endowed with Q-valued
norm N and trace tr. One also considers the subgroup
E+∆ =
{
u+ v
√
∆
2
: (u, v) ∈ Z2, u2 −∆v2 = 4
}
of the totally positive units, which is generated by
ε+∆ =
ε∆ if N (ε∆) = +1,ε2∆ if N (ε∆) = −1.
In [9], Section 2, the explicit isomorphism
λω : Fω → E∆, λω
([
a b
c d
])
= cω + d
between the fixed point group
Fω = {g ∈ G = GL2(Z)/± I : gω = ω}
and E∆ was studied. The inverse of λω acts as
λ−1ω
(
u+ v
√
∆
2
)
=
[
u−Bv
2 −Cv
Av u+Bv2
]
.
It sends ε+∆ = Qℓω +Qℓ−1 with ℓ = eper(ω), to Ω
+ = M˜(ω). Moreover, one has
N ◦ λω = det and tr ◦λω = Tr .
This implies in particular that ε0(ω) coincides with the spectral radius R(M˜ (ω)) of M˜(ω),
thus
ρ(ω) = 2 logR
(
M˜(ω)
)
.
Denote by R(∆) the set of reduced quadratic irrationals of discriminant ∆ and consider
the set
T (N) =
{
(k, ω) : ω ∈ R =
⋃
∆>0
R(∆), tr (ε+∆(ω)k) ≤ N}.
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As seen in Section 2, the latter has cardinality Ψev(N). As shown in [9], Proposition 4.3,
the map given by
j(a1, . . . , a2m) =
(
2m
eper(ω)
, ω
)
, where ω = [a1, . . . , a2m],
defines a one-to-one correspondence between Wev(N) and T (N). Denote
r(N) =
∑
ω∈R
ε+(ω)<N
1 = π0(2 logN).
Then the identification between Wev(N) and T (N) plainly implies as in the proof of [9],
Proposition 4.5, the inequalities
(5.1)
∑
1≤k≤2 logN
r
((
N − 1
2
) 1
k
)
< Ψev(N) <
∑
1≤k≤2 logN
r(N
1
k ).
From the first inequality we infer
(5.2) r(N) < Ψev(N + 1)≪ N2.
From (5.1), (5.2), and Proposition 1.2 we derive
Ψev(N) <
∑
1≤k<2 logN
r(N
1
k ) <
∑
1≤k<2 logN
Ψev
(
(N + 1)k
)
= Ψev(N + 1) +O
( ∑
2≤k<2 logN
N
2
k
)
= Ψev(N + 1) +O(N logN)
=
N2 log 2
2ζ(2)
+Oε(N
7
4
+ε).
(5.3)
The estimate
r(N) =
N2 log 2
2ζ(2)
+Oε(N
7
4
+ε)
follows now immediately from (5.2) and (5.3). This completes the proof of Proposition 1.3
by taking N = e
X
2 .
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