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Izvajanje nadzora nad omrežnim prometom je s pravim orodjem lahko zelo eno-
stavno. Če se uporablja več orodij in več omrežij, ki jih je potrebno nadzorovati,
pa lahko tudi z dobrim orodjem pride do težav. Zato se je v Operativnem centru
kibernetske varnosti porodila ideja, da bi se razvilo platformo, ki bi vsa nadzorna
orodja in nadzorovana omrežja združila v en sistem. S takim orodjem bi se poe-
nostavilo delo nadzornikov in lahko bi se opravljalo povezovanje med različnimi
omrežji ter lažje iskalo napake in jih odpravljalo. Zaznavanje in odziv na napake
in napade v sistemu bi se s tem skrajšala.
Platforma, ki je opisana v zaključni nalogi, bo zbirala podatke iz sistemov
SIEM, drugih omrežnih nadzornih naprav, kot so IDS/IPS in požarne pregrade,
ter sistemskih strežnikov, kot so DNS, domenski krmilniki in avtentikacijski stre-
žniki. Iz teh podatkov bo platforma delala analize in iskala korelacije med njimi.
S tako celovito analizo in pregledom nad omrežjem bo razvidno, kaj se v omrežju
dogaja v stvarnem času.
Ko bo platforma pripravljena, bo s pomočjo strojnega učenja prepoznala ano-
malije v omrežju in pri uporabniku. Za znane anomalije bodo postopki njihovega
reševanja avtomatizirani, za nove anomalije pa bo avtomatizirano obveščanje pri-
stojnih tehnikov in intervalno stopnjevanje obveščanja.
Platforma bo avtomatizirala postopke reševanja različnih anomalij iz različ-
nih omrežij glede na prioritete omrežja. V zaključnem delu je opisano razvijanje
platforme, kako se je delo zastavilo ter kaj je namen in cilj platforme. Trenu-
tno je ogrodje platforme že izdelano. Naslednje korake pri razvoju pa narekujejo
potrebe, ki se pojavljajo ob razvoju platforme, ter potrebe, ki nastajajo v sami
delovni organizaciji. Opisani so tudi različni deli platforme, njihovo delovanje in
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medsebojno povezovanje. Trenutno je najpomembneje dokončati osnovno funk-
cionalnost platforme, to je obveščanje o anomalijah. Dodajanje vmesnikov za
nadzorne naprave in sisteme SIEM pa bo naslednja stopnja razvoja.
Ključne besede: platforma, aplikacije, programska orodja, nadzor, računalni-
ško omrežje, sistemi SIEM, podatkovne baze, razvoj aplikacije, Python, Flask,
JavaScript, CSS, HTML
Abstract
Implementing network traffic control can be very easy with the right tools. How-
ever, if more tools are used and more networks need to be monitored, problems
can also occur with good tools. Therefore, the idea was born in the Cyber Secu-
rity Operations Center to develop a platform that would combine all monitoring
tools and monitored networks into one system. Such a tool would simplify the
work of technicians and make it possible to connect between different networks
and make it easier to find and correct errors. Detecting and responding to errors
and attacks in the system would be shortened.
The platform described in the final thesis will collect data from SIEM systems,
other network monitoring devices such as IDS / IPS and firewalls, and system
servers such as DNS, domain controllers, and authentication servers. From col-
lected data, the platform will do analyses and look for correlations between them.
With such a comprehensive analysis and overview of the network, it will be clear
what is happening in the network in real time.
When the platform is ready, it will use machine learning to find anomalies in
the network and users behavior changes. For known anomalies, the procedures
for their resolution will be automated, and for new anomalies, the notification of
technicians and interval escalation of notification will be automated.
The platform will automate the procedures of resolving various anomalies
from different networks according to network priorities. The final part describes
the development of the platform, how the work was set and what the purpose and
goal of the platform is. Currently, the platform framework is already in place.
The next steps in development are dictated by the needs that arise during the de-
velopment of the platform, as well as the needs that arise in the work organization
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itself. The different parts of the platform, their operation and interconnection are
also described. Currently, the most important thing is to complete the basic func-
tionality of the platform, which is to inform about anomalies. Adding interfaces
for SIEM control devices and systems will be the next stage of development.
Key words: platform, applications, software tools, control, computer network,
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xii SEZNAM PROGRAMSKE KODE
1 Uvod
1.1 Kratek opis širšega področja dela
Operativni center kibernetske varnosti (OCKV) skrbi za omrežno varnost upo-
rabnikov in naprav v organizaciji. Organizacija je podjetje ali ustanova, ki ima
OCKV kot del svoje informacijsko-komunikacijske infrastrukture (IKT), ponu-
dnik internetnih storitev (ang. Internet Service Provider – ISP), ponudnik, ki
ponuja OCKV storitve strankam, veja državne varnosti, ki ima OCKV za nad-
zor kibernetske varnosti države. Primarno delo OCKV je nadziranje omrežnega
prometa in reagiranje na pojav anomalij v normalnem omrežnem prometu. Take
anomalije so lahko:
• strežnik ali računalnik ne pošilja več dnevnikov v centralni strežnik za zbi-
ranje dnevnikov,
• naprava v omrežju je začela oddajati ali sprejemati večjo količino mrežnih
paketov kot običajno,
• uporabnik se zatipka pri vpisovanju svojih podatkov (uporabniško ime in
geslo) pri prijavi na oddaljen strežnik,
• ...
Če se zadnji primer pojavi velikokrat (npr: 300-krat v minuti), smo lahko
prepričani, da je to narejeno programsko in ne ročno.
Za vse take anomalije in obnašanja naprav v omrežju, ki sestavljajo infra-
strukturo organizacije, je treba hitro in učinkovito aktivirati pristojne tehnike,
da se anomalija preveri, ustavi ali blokira, in da se ne ponovi, če je nedovoljena.
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Zaradi tega se uporabljajo agregatorji dnevnikov, ki vse te anomalije odkrivajo.
1.2 Predstavitev izbranega problema
Eden od problemov, ki nastane pri delu v OCKV, je prevelika količina informacij
in nepreglednosti. Vsak dan se v kibernetski varnosti pojavljajo nove ranljivosti
in novi načini vdiranja v računalniške sisteme. Slika 1.1 prikazuje SI-CERT-ove
obravnavane incidente od leta 2008 do 2018 [1], kjer je razvidna rast prijav in
obravnavanih incidentov. Slika 1.2 prikazuje obsežnejšo klasifikacijo obravnava-
nih incidentov.
Slika 1.1: Obravnavani incidenti iz letnega poročila o kibernetski varnosti za
leto 2018, objavljeno s strani SI-CERT.
Poleg vsakodnevnih obvestil o dogajanju kibernetskih varnostnih organizacij
(Symantec, Cisco, IBM, McAfee ...) vsaka naprava (strežnik, računalnik, tele-
fon, mrežna oprema, bring your own device – BYOD) pod nadzorom organizacije
1.2 Predstavitev izbranega problema 3
Slika 1.2: Porazdelitev in kategorizacija incidentov.
ustvari veliko količino dnevnikov (ang. event log) in uporabnih informacij. Pri-
mer: Windows krmilnik domene (ang. Domain Controller – DC) je centralni
strežnik organizacije, ki ima računalniško infrastrukturo zasnovano na produktih
podjetja Microsoft. Zaradi tega je “zgovornejši” strežnik in proizvede tudi mili-
jon in več dnevnikov na uro. Vsak varnostni dnevnik je obvestilo o potencialni
napaki, ki jo lahko nekdo izkoristi v svojo korist ali v škodo nekomu drugemu.
Dnevnike brez programskih orodij je zelo težko analizirati v pravem času.
Veliko lažje je pogledati graf ali grafični prikaz, ki razvidno prikaže anomalijo.
Dobro orodje lahko že samo naredi primarno analizo problema in predlaga na-
daljnje postopke. Tehniku, ki ga spremlja, preostane samo še preverjanje, ali je
problem lažni alarm (ang. false positive), je mogoče potrebna dodatna analiza,
ali pa je treba hitro ukrepati, da se zajezi nastajanje večje škode od že narejene.
Taka orodja spadajo v kategorijo varnostne informacije in upravljanje z do-
godki (ang. Security Information and Event Management – SIEM). Vsako pod-
jetje, ki se ukvarja s kibernetsko varnostjo, ima vsaj eno orodje SIEM. Orodja
SIEM, ko imajo pravilno kalibrirana pravila, poenostavijo delo tehnikov, ki orodja
uporabljajo na dnevni ravni. Z njimi lahko v skoraj pravem času zaznavamo za-
četke težav. Orodja niso vse mogočna in ne morejo narediti vsega. Njihovo dobro
delovanje je odvisno od pravil, ki jih morajo tehniki spremljati in vzdrževati. Zato
je potrebno aktivno spremljanje globalnega dogajanja v kibernetski varnosti. To
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je v pomoč pri pisanju pravil, ki bi zaznala dogodke, preden bi nastali. Preventiva
je cenovno ugodnejša za večja dela, če ne celo za vse težave, ki se lahko pojavijo
v kibernetski varnosti. Celotna platforma, ki jo želimo predstaviti v nadalje-
vanju zaključnega dela, je orodje za poenostavitev dela tehnikov, ki spremljajo
delovanje orodij SIEM in spremljajo kibernetsko varnost v organizaciji na dnevni
ravni.
1.3 Cilji zaključnega dela
Cilj zaključnega dela je opisati nastajanje univerzalne platforme, s katero bi lažje
nadzorovali varnostne incidente, nepravilno delovanje in napake na računalniških
sistemih. Platforma bi iz zbranih dnevnikov celotnega mrežnega prometa, ki ga
nadzirajo orodja SIEM, opravila analizo prometa. Rezultate bi vizualno predsta-
vila operaterjem OCKV, da bi se nadaljnji procesi lahko opravili čim hitreje in
učinkoviteje. Končni cilj je avtomatizirana integracija analize in sistemov za dele-
giranje incidentov (ang. IT Service Management - ITSM). S tem bi se platforma
lahko klasificirala v sklop aplikacij za varnostno orkestriranje, avtomatiziranje in
odziv (ang. security orchestration, automation and response – SOAR).
1.4 Metodologija dela
Za izdelavo platforme, ki bo preverjala vsa orodja SIEM, se je treba najprej
vprašati:
• katera orodja SIEM obstajajo,
• katera orodja se trenutno uporabljajo v OCKV,
• katera od teh so “popularna”,
• kako pridobiti potrebne podatke iz vsakega orodja SIEM
• in kako prikazati informacije uporabniku.
Na vprašanje o preverjanju trenutnega stanja v OCKV že imamo odgovor. To
je QRadar. Naslednji vprašanji imata zelo enostavna odgovora. S preprostim is-
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kanjem na internetu dobimo informacije o orodjih SIEM in njihovi popularnosti.
S preverjanjem popularnosti omejimo izdelavo trenutno nepotrebnih funkcij plat-
forme in se osredotočimo na tiste SIEM-e, ki so potrebni. Osredotočili se bomo
na QRadar, ki je v času pisanja zaključnega dela najbolj popularno orodje SIEM
v krogu delovanja naše organizacije. Za pridobivanje podatkov iz računalniških
aplikacij je že nekaj časa nepisano pravilo, da imajo svoj aplikacijski vmesnik
(ang. application programming interface – API). Za platformo je treba napisati
aplikacijski vmesnik, ki se bo znal “pogovarjati”, bo združljiv z vmesnikom orodij
SIEM. Ena od težav, ki lahko nastane, je slabo dokumentiran vmesnik API orodja
SIEM. Na srečo ima veliko orodij SIEM zelo dobro dokumentirane vmesnike API.
Pri prikazovanju informacij uporabnikom se je treba dodatno vprašati, katere
podatke rabi tehnik, da začne primeren postopek za nastali incident. Najosnov-
nejši so:
• ID anomalije oziroma incidenta,
• opis incidenta,




• informacija o tem, ali se že kdo ukvarja z incidentom.
Zgornji podatki so osnovni podatki, navzoči v vseh orodjih SIEM, saj brez
njih orodja ne delujejo pravilno. Ko imamo odgovore na prvi sklop vprašanj,
je treba premisliti o sami implementaciji platforme. Tudi tu nastane nov sklop
vprašanj:
• katera orodja SIEM implementirati najprej;
• kako bo izdelana platforma:
– v katerem programskem jeziku bo napisana,
– kakšno strojno opremo potrebujemo,
– kakšno programsko opremo potrebujemo,
– ali potrebuje dodane podporne strežnike;
6 Uvod
• kako in kje se bo izvajala (kot spletna stran ali nameščena na računalnik);
• v katerem programskem jeziku bo napisana;
• katere funkcije potrebuje na začetku izdelave;
• katere funkcije bo potrebovala, ko bo integrirana;
• kako jo lahko enostavno naredimo;
• kako in kdo jo bo vzdrževal.
Ker je prihodnost računalniških sistemov oblak (ang. cloud) in s tem eno-
staven dostop od kjerkoli, bo platforma narejena kot spletna aplikacija. S tem
tudi delno odgovorimo na vprašanja o potrebni strojni opremi. Za spletno apli-
kacijo sta potrebna vsaj dva strežnika: spletni strežnik in strežnik, na katerega
shranjujemo podatke, ki jih zbira aplikacija (strežnik s podatkovnimi bazami). Z
odločitvijo, da bo spletna aplikacija, odgovorimo tudi na vprašanja o vzdrževanju
in nadgradnji. Ko platforma postane prevelika za obstoječe strežnike, se lahko
enostavno dodaja dodatna infrastruktura (spletni strežniki, izravnalniki obreme-
nitve (ang. load balancer), strežniki s podatkovnimi bazami …). Ko odgovorimo
na zgornja vprašanja, lahko razmišljamo o varnosti aplikacije:
• o zaščiti spletne aplikacije,
• kdo vse bo dostopal do nje,
• ali bo dostopna iz javnega omrežja, zasebnega omrežja ali obeh,
• katere spletne tehnologije bodo zaščitile uporabnike in bazo podatkov.
Na vsa ta vprašanja lahko v prihodnje odgovarjamo in iščemo rešitve spotoma
ter dodajamo uporabne funkcije, ko jih potrebujemo oziroma ko pride potreba
po njih. Mi smo izbrali Flask za strežniški del platforme (ang. back end) in
JavaScript za uporabniški vmesnik (ang. front end).
2 Pregled področja dela in obstoječih
rešitev
Orodja SIEM zbirajo dnevnike in obveščajo o anomalijah v omrežju in na končnih
napravah (ang. endpoint). Zbrani dnevniki in obvestila so suhoparno in nepre-
gledno prikazani tabelarno. V taki obliki se lahko pomembne informacije hitro





• Swimlane SOAR Platform
(https://swimlane.com/platform/);
• SOC 3D od CyberBit
(https://www.cyberbit.com/solutions/security-
-operations-automation-orchestration/soar-platform/);
• TheHive od TheHive-Project
(https://thehive-project.org/).
Vsaka navedena obstoječa rešitev ima svoje prednosti in slabosti. Za komerci-
alne primere je slaba točka visoka cena licence za uporabo aplikacije. Licence se
prodajajo na osnovi spremenljivih parametrov. S tem je uporaba orodja omejena.
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Primer: imamo licenco, ki nam dovoljuje obdelavo 10 tisoč dogodkov na mi-
nuto. V normalnem obratovanju omrežja in infrastrukture število dogodkov ne
presega limita in ima dovolj prostora za dodatne dogodke. Ko pa se pojavi napad
DDoS, je dogodkov lahko več milijonov. Tako omejena licenca nam v tem napadu
ni v pomoč, ker nam ne pokaže vseh nastalih dogodkov. Posledic takih omejitev
ne moremo oceniti ne pri takojšnji analizi napada ne kasneje, ker ne vemo, kaj
vse ni bilo prikazano zaradi omejene licence.
Dobra stran komercialnih aplikacij je podpora in pomoč pri reševanju proble-
mov s svojo programsko opremo. Za vsako napako, ki jo najdemo v delovanju
orodja, ponudnik opreme “skoči” v reševanje težave.
Za brezplačne rešitve je dobra stran “cena”. Direktno je ni, strošek pa lahko
nastane pri izobraževanju uporabnikov za delo z orodjem in pri prilagajanju apli-
kacije z že obstoječo infrastrukturo organizacije. Taki stroški so lahko večji kot
licenca komercialnega orodja.
Brezplačna orodja, običajno poimenovana odprtokodni projekti (ang. open
source project), imajo lahko težave z dokumentacijo uporabe orodja in z daljšim
časom odpravljanja napak. Obe težavi po navadi lahko nastaneta zaradi organi-
zacije dela razvijalcev. Manjši timi, slabše ali neobstoječe financiranje, človeške
napake idr. lahko hitro pripeljejo do neizpopolnjenega orodja. Težavi se lahko
hitreje uredita, ko uporabniki začnejo prispevati k razvoju orodja s svojimi pre-
dlogi, zahtevami, željami in potrebami, ki nastanejo pri uporabi. Prilagodljivost
programske opreme je lahko dobra ali slaba stvar. Pozitivna stran prilagodljivosti
je lažja integracija novega orodja v obstoječo infrastrukturo organizacije. Preko-
merno prilagajanje pa ni ugodno. Lažje je najti drugo, primernejšo aplikacijo ali
celo zgraditi lastno po potrebah infrastrukture.
Naša platforma je trenutno v stanju osnovnega delovanja. Ima zelo specifične
funkcije, ki delujejo izključno v okviru trenutnih potreb OCKV-ja. Zato je zelo
neprilagodljiva za druge infrastrukture in še nima dokumentacije. Če bi želeli
platformo komercializirati, bi morali vložiti vanjo še veliko dela.
3 Opis izbranih metod in njihovih
izvedb
Pri izvajanju dolžnosti v našem OCKV-ju se je pojavila potreba po preglednejšem
sistemu nadzora nad kršitvami v omrežju organizacije. Sistem nadzora mora
pomagati in biti pregleden pri avtomatizaciji dela.
SIEM in druge aplikacije se trenutno preoblikujejo v obliko sistem odjemalec-
strežnik1 (ang. client-server system), kjer končni uporabnik dostopa do aplikacije
prek spletnega brskalnika. To olajša delo uporabniku, da mu ni treba posodabljati
odjemalčevega dela aplikacije.
Na strežniku se zbirajo podatki in dnevniki, pridobljeni iz naprav, poveza-
nih v omrežju. SIEM s pomočjo pravil, ki jih je definiral uporabnik, ustvari
varnostna obvestila. Odjemalec je del sistema, ki ta varnostna obvestila prikaže
končnemu uporabniku. Ti sistemi imajo tudi aplikacijske vmesnike, ki poma-
gajo pri dodatnem razvoju in komunikaciji med aplikacijami. Med pogovorom
odjemalec-strežnik se pošiljajo povpraševanja in odgovori, ki so predstavljeni v
obliki parov ključ-vrednost2 (ang. key-value pair). Taka oblika prenosa je tre-
nutno standardna za prenos podatkov med API-ji. Enostavnost zapisa in branja
parov je razlog, da je veliko programskih jezikov sprejelo in implementiralo svoja
orodja za tak prenos. Platforma, ki jo izdelujemo, mora biti preprosta za upo-
rabo, prikazati mora vse potrebne podatke za nadaljnjo obravnavo. Njena širitev
mora biti enostavna, ker je odvisna od rasti in količine zahtev.
1Sistem odjemalec-strežnik je sestavljen iz dveh delov: prvi del je strežnik, ki ponuja razne
vire (informacije ali storitve), in drugi del je odjemalec, ki uporablja te vire.
2Par ključ-vrednost je konceptualna oblika predstavitve informacij, kjer je vrednost vezana
na ključ. Več o tem je napisanega v nadaljevanju poglavja.
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Zato smo se odločili, da bo naša platforma modularna, ker se tako lažje dodaja
in odstranjuje funkcije po potrebi. Imela bo povezave API z orodji SIEM. Trenu-
tno je povezana le na QRadar. Platformo je bilo treba napisati v programskem
jeziku, ki je hitro učljiv ali vsaj enostavno razumljiv. Trenutno je to program-
ski jezik Python (https://www.tiobe.com/tiobe-index/, dostopano: 10. 12.
2020). Ima veliko knjižnic3, ki omogočajo implementacijo dodatnih funkcij z
majhno količino napisane kode. Ker spada Python v programske jezike visokega
nivoja (ang. high-level), in ker njegova razvojna oziroma oblikovalna filozofija
poudarja berljivost kode, je sama sintaksa zelo preprosta. Po naših izkušnjah
učna krivulja jezika Python ni strma, to pa v praksi pomeni, da ne potrebujemo
velikega učnega vložka za razumevanje sintakse in uporabe. Eden od trenutnih
trendov nastajanja aplikacij je izdelava v obliki SaaS (ang. Software as a Service)
ali kasnejša pretvorba vanjo. To najlažje izvedemo tako, da aplikacija teče na
strežniku, na katerega se lahko prijavi vsak uporabnik prek oddaljenega dostopa.
Ker smo za našo platformo izbrali Python, smo imeli veliko možnosti glede
izbire spletnega vmesnika. Osredotočili smo se na Django in Flask. Ti dve
ogrodji (ang. framework) imata zelo dobro, natančno in obsežno dokumentacijo.
Oblikuje ju veliko število prostovoljnih razvijalcev, ki ju redno podpirajo in poso-
dabljajo. Izbira ni bila enostavna. Obe ogrodji imata svoje pozitivne in negativne
strani. Končna odločitev je bil Flask, in sicer zaradi:
• enostavnejšega programiranja,
• manjše količine osnovne programske opreme in
• večje modularnosti.
Z modularnostjo Flaska lahko “vplivamo” na zmanjšanje izpostavljenosti plat-
forme neznanim nevšečnostim. Osnovno Flaskovo število modulov je manjše od
Djangovega, zato je površina možnosti napada manjša. S preprostim programi-
ranjem Flaska si tudi olajšamo delo na razvoju in vzdrževanju platforme.
Skoraj vsaka aplikacija potrebuje način shranjevanja podatkov in informacije
o svojem internem stanju. Tu pridejo prav podatkovne baze in njihova orodja.
3Knjižnica je koda, set funkcij in metod, ki razširijo funkcionalnost osnovnega programskega
jezika.
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Oblik podatkovnih baz je veliko, med njimi so:
• relacijske zbirke podatkov (ang. relational databases – bolj znana kot baza
SQL),
• porazdeljene baze podatkov (ang. distributed database),
• zbirke podatkov NoSQL (ang. NoSQL database),
• operativne baze podatkov (ang. operational database),
• baze podatkov v oblaku (ang. cloud database),
• grafične baze podatkov (ang. graph database),
• predmetno usmerjene baze podatkov (ang. object-oriented database).
Python ima že implementirano knjižnico, s katero se povezujemo na baze
SQLite. Ker pa se podatkovna baza platforme lahko spremeni, moramo najti
rešitev, ki bo neodvisna od uporabljane strežnikove podatkovne baze. Izbor za
naše potrebe je bil preprost. Izbrali smo modul4 SQLAlchemy, ki je set orodij
za komunikacijo z obliko baz SQL. Razvijalcem omogoča vso funkcionalnost po-
datkovnih baz SQL in uporablja objektno-relacijsko preslikavanje (ang. object
relational mapper). Omogoča nam, da samo enkrat napišemo interakcijo s po-
datkovno bazo in pot do nje. Na podlagi orodij SQLAlchemy razvijalcu ni treba
popravljati kode za komuniciranje z bazo, če/ko se v prihodnosti baza spremeni.
Ker se ukazi preslikajo v novo obliko baze, je treba popravljati samo pot do nje.
V kodi 3.1 je prikazana pot do podatkovne baze, ki jo uporabljamo v platformi.
Programska koda 3.1: Prikaz definiranja relacijske povezave do baze tipa SQLite
1 app.config['SQLALCHEMY_DATABASE_URL'] = 'sqlite:///
tsbaza.db'
Iz kode je tudi razvidno, da bo platforma imela nastavitve v for-
matu, podobnem parom ključ-vrednost. V našem primeru je ključ
app.config['SQLALCHEMY_DATABASE_URL'] in vrednost ’sqlite:///tsbaza.db’.
4Enako kot knjižnice je modul koda, ki razširja funkcionalnost programskega jezika. Namen
drugačnega poimenovanja je razlikovati kodo, ki so jo razvili v PSF, in kodo, ki jo razvijajo
posamezniki ali skupine v skupno korist. Razlika je narejena zaradi dokumentacije (https://
docs.python.org/3/), kjer se modul in knjižnica uporabljata enakovredno. V tem dokumentu
poimenujem knjižnice kodo od PSF in drugo kodo kot module.
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Vrednost pove modulu SQLAlchemy, da je SQLite implementacija relacijske baze
in naj shrani podatke v korensko mapo (ang. root folder) platforme.
Baze SQLite so napisane v C-jeziku in sama baza zato zasede malo prostora
na napravi, kjer gostuje. Celotna baza je samostojen sistem. To jo, zaradi hi-
trosti in majhnosti, umešča v najbolj primerne baze za mobilne naprave. Vsi
podatki, ki se shranijo v bazo, sama shema baze, tabele in relacije med tabelami
so v eni datoteki. S Flaskom in SQLAlchemy imamo izdelan večji del platforme.
Potrebovali bomo še nekaj dodatnih modulov:
• za načrtovanje opravil,
• za preverjanje pristnosti uporabnika,
• za komunikacijo v realnem času,
• za opravljanje statistične analize.
Za načrtovanje opravil smo izbrali modul APScheduler, ki je kot SQLAlchemy
skupek orodij, ki omogoča načrtovanje izvedbe opravila. Ima tri nastavitve vrste
sprožilcev:
• datum (date) – uporablja se, ko želimo zagnati opravilo samo enkrat;
• interval (interval) – ko želimo opravilo izvesti v fiksnih časovnih intervalih;
• periodično opravilo (cron) – ko moramo opravilo izvesti ob določenem času
v dnevu.
APScheduler ima možnost shranjevanja opravil v podatkovno bazo, kjer jih
oblikuje v tabelo in jih nato izvaja po določenih sprožilcih. S tem si lahko “privo-
ščimo”, da se platforma ponastavi ali ustavi za posodobitve in se bodo opravila
ponovno izvajala, ko platformo ponovno zaženemo.
Za preverjanje pristnosti uporabnika smo izbrali LDAP3LoginManager in Lo-
ginManager. Dva modula, ki omogočata povezljivost s strežnikom LDAP (ang.
Lightweight Directory Access Protocol) in dostopom do posameznih strani v plat-
formi. Modul potrebuje naslov strežnika (LDAP_HOST), pot do mape, kjer so upo-
rabniki shranjeni (LDAP_BASE_DN in LDAP_USER_DN) in podatke o zaščiti povezave
13
(LDAP_USE_SSL). Nastavitev LoginManagerja je lažja. Treba ga je le vključiti
(login_manager = LoginManager(app)). LDAP3LoginManager skrbi o pravil-
nosti uporabnika, LoginManager pa o delih platforme, do katerih ima uporabnik
dostop. V trenutnem razvoju platforme je dovolj zaščita s tema dvema modu-
loma. Ko bo platforma primerna za produkcijsko okolje, bo potrebna nadgradnja
zaščite.
Za komunikacijo platforme v realnem času smo izbrali SocketIO. To je modul,
s katerim bo platforma hitreje komunicirala z uporabniki. Omogoča dvosmerno
komunikacijo v realnem času in se uporablja za internetne relejne načine klepeta
(ang. Internet Relay Chat – IRC). Z njim bi lahko tudi prenašali podatke iz
podatkovne baze v platformo, za potrebe analize, kar je osnovni namen modula.
Platforma bo uporabljala SocketIO za komuniciranje s podatkovno bazo in ne
za komuniciranje med uporabniki (IRC-anje). Obstajajo že druge bolj izpiljene
rešitve v ta namen.
Python ima kar nekaj modulov posvečenih analizi podatkov. Med njimi so
numpy, pandas in matplotlib. Zadnji med naštetimi se uporablja predvsem za
vizualni prikaz podatkov, saj nam pomaga pri izrisovanju grafov, ki jih manipu-
liramo z moduloma numpy in pandas.
Poleg navedenih knjižnic in modulov je seveda treba napisati še kar nekaj
kode, da bo platforma delovala, kot je načrtovano. Pri pisanju nam pomaga Agile5
metodologija razvoja novih aplikacij. Metodologija pospeši izdelavo aplikacij, ker
je že v njenem procesu razvoja vpeljano testiranje in revizija aplikacije, ki jo
razvijamo. Revizije se nato implementirajo, testirajo in objavijo. Ponovni cikli
revizij se nadaljujejo, dokler iz njih ni razvidno, da produkt nima napak in ga
lahko pošljemo v produkcijsko okolje.
Zato bi bilo dobro, da razmišljamo tudi o prihodnosti platforme in jo prilago-
dimo predvidenim nadgradnjam in povezavam do drugih SIEM API-jev. To smo
naredili tako, da smo celotno aplikacijo razdelili na logične segmente, ki zajemajo
enotno funkcionalnost. Primer: vse funkcije, ki skrbijo za delo s prijavo v sis-
tem, smo dali v samostojen segment. Če je segment prevelik, ga lahko razdelimo
5Agile - ime je relativno nov pojem v razvoju programske opreme. Metode in principi
delovanja, ki jih Agile zajema, pa obstajajo že od samih začetkov programiranja (okoli 1960).
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na manjše segmente, da so bolj berljivi. Tako se hitreje najde in reši morebitne
napake v segmentu in platformi ter poenostavi nadgrajevanje.
3.1 Postavitev razvojnega okolja
Najboljša praksa za razvijanje aplikacij je pisanje kratkih in specifičnih funkcij
v katerem koli programskem jeziku, podobno načelu KISS6. Pisanje specifičnih
funkcij povzroči, da razvijalci napišejo veliko modulov in knjižnic, ki izvajajo
podobna opravila. Za urejanje vseh modulov, ki jih rabimo in jih bomo rabili
za razvoj naše platforme, smo se odločili, da uporabimo virtualna okolja Python
(ang. Python Virtual Environment – venv) [3]. Virtualna okolja venv so nastala
kot dodatni modul jezika Python. S časom so virtualna okolja venv integrirali v
jezik Python.
Virtualna okolja venv so izolirana okolja, ki omogočajo ločevanje programskih
projektov in modulov, ki spadajo v te projekte. Ko ustvarimo virtualno okolje
venv, se vanj namestijo nove knjižnice Python. Knjižnice so lahko enake tistim
na razvijalskem računalniku ali pa tistim iz druge verzije jezika Python. Specifi-
ciramo lahko določene knjižnice za namestitev v virtualno okolje venv. To je bilo
uporabnejše, ko je Python imel dve zelo različni verziji: Python 2.X in Python
3.X. Imeli sta različne module in različne funkcije. Z začetkom leta 2020 je verzija
2.X prišla do konca svojega vzdrževalnega obdobja. In Python uradno podpira
samo še verzijo 3.X.
Za uporabo virtualnega okolja venv je potrebna predhodna aktiva-
cija. To naredimo tako, da zaženemo skripto, ki se nahaja v mapi
“<pot-do-korenske-mape-projekta>\venv\Scripts\activate”. Pot je dru-
gačna pri različnih operacijskih sistemih (ang. Operation System - OS) in pri
ureditvi programskih projektov. Virtualna okolja venv za vsak OS naredi svojo
skripto za aktiviranje okolja. Aktivirano okolje v terminalu spremeni pozivni del
(ang. prompt) ukazne vrstice, kot prikazuje koda 3.2.
6KISS (ang. keep it simple, stupid) je načelo, ki so ga začeli uporabljati v ameriški morna-
rici že leta 1960. Načelo poudarja gradnjo in izvajanje preprostih sistemov in opravil v vseh
situacijah.
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Programska koda 3.2: Zagon in aktivacija virtualnega okolja Python za potrebe
tega projekta
1 PS C:\Users\<šuporabniko ime>\Projekti\tsdashboard >
C:\Users\<šuporabniko ime>\Projekti\
tsdashboard\venv\Scripts\Activate.ps1
2 <venv> PS C:\Users\<šuporabniko ime>\Projekti\
tsdashboard >
V virtualno okolje venv nameščamo module, ki jih potrebujemo za sam pro-
jekt. Vsak modul, ki ga namestimo, je omejen na narejeno virtualno okolje. S
tem, ko smo virtualizirali razvijalsko okolje, smo tudi poenostavili prenos naše
aplikacije v produkcijsko okolje. Paziti moramo samo, da v produkcijskem oko-
lju namestimo enake module, kot jih imamo v razvojnem sistemu. Ker se skozi
razvojno obdobje lahko doda ali odstrani veliko modulov, nam z gradnjo novega
virtualnega okolja venv pomaga sam Pythonov sistem za upravljanje z moduli
(ang. Pip Installs Packages – pip7 oziroma pip3 za Python 3.X različice).
Pip je standardni upravljalec modulov za Python, ki ga lahko namestimo
z istim čarovnikom za namestitev, kot smo namestili programski jezik Python.
Pip uporabljamo v vmesniku ukazne vrstice (ang. Command-line interface) za
nameščanje ali odstranjevanje modulov. Poleg omenjenih dveh funkcij ima pip
še funkcijo freeze, ki nam prikaže trenutno nameščene module in njihove verzije
(priloga A).
Da pridobimo seznam vseh nameščenih modulov, moramo izvesti ukaz:
Programska koda 3.3: Ukaz za pridobivanje seznama uporabljenih knjižnic
1 pip3 freeze > requirements.txt
Ukaz v kodi 3.3 prenese seznam nameščenih modulov v datoteko require-
ments.txt8. To datoteko uporabimo ko gradimo novo okolje.
7Pip je naslednik pyinstalla, ki ga je ustvaril Ian Bicking. Avtor je preimenoval pyin-
stall v pip, ki je kratica in izjava, tako je dobil rekurzivno kratico pip = pip installs packa-
ges https://www.ianbicking.org/blog/2008/10/28/pyinstall-is-dead-long-live-pip/
index.html. [Dostopano: 11. 12. 2020].
8Vsebina datoteke requirements.txt se nahaja v prilogi A.
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Programska koda 3.4: Ukaz za namestite knjižnic iz seznama
1 pip3 install -r requirements.txt
Z ukazom v kodi 3.4 namestimo vse module s seznama. Pri takem name-
ščanju modulov lahko pride do težave, če se med tem moduli v svojem razvoju
posodobijo. Ker smo s paketno namestitvijo naložili staro verzijo modula, mo-
ramo ročno namestiti novo. Nato je treba preveriti, če spremembe v modulu
vplivajo na delovanje aplikacije. Pri prenosu naše platforme v produkcijsko oko-
lje smo morali ročno posodobiti enega od modulov: Flask-Login. Modul se je
namreč med razvojem naše platforme posodobil v novo verzijo.
3.2 Flask in njegova konfiguracija ter posebnosti
Flask je mikro spletno ogrodje (ang. micro web framework), napisano v jeziku
Python. Mikro zato, ker nima podpore za podatkovne baze, forme, predloge ali
podobne funkcionalnosti, ki jih imajo večja spletna ogrodja. Flask je programer
Armin Ronacher razvil na podlagi svojih predhodnih modulov:
• Click – modul za ustvarjanje vmesnikov za ukazno vrstico;
• ItsDangerous – paket pomočnikov (ang. helpers) za prenos in prejemanje
podatkov prek nezaščitenih komunikacijskih kanalov, podatki so kripto-
grafsko podpisani in s tem zagotavljajo, da se podatki niso spreminjali med
prenosom;
• Jinja2 – je mehanizem za predloge (ang. template engine);
• MarkupSafe – varno preslika nezaupljive nize oziroma znake v formatu HT-
ML/XML in
• Werkzeug – obsežna zbirka različnih pripomočkov za aplikacije WSGI.
Moduli so del Flaska, vendar jih lahko namestimo tudi posamično. Flaskova
dokumentacija priporoča, da se večji projekti razdelijo na manjše in logične mo-
dule. Priporoča tudi uporabo blueprintov oziroma načrtov, kjer logično povezane
funkcije zapakiramo v svoj paket. Flaskovi načrti delujejo podobno kot Pythonovi
moduli. Razvijalci lahko prek načrtov, ki so modularni, popravljajo posamezen
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del aplikacije, ne da bi ogrožali njene celotne strukture. Našo platformo smo
razdelili na več načrtov:
• apis – vse, kar je povezano s povezovanjem z orodji SIEM;
• info – zapiski, ki jih lahko vnese uporabnik (opombe, popravki, ugotovitve
…);
• main – vse, kar je povezano z aplikacijo, vendar ni prioriteta, kot na primer
stran about;
• offenses – vse, kar je povezano z offensi9, napakami na sistemih in alarmi,
ki jih SIEM-i generirajo;
• stats – povezano s statistiko;
• users – vse, kar je povezano s končnim uporabnikom (logiranje v aplikacijo,
ldap povezava, korelacija delovanja ...) in
• casi – vse, kar je povezano s časovno občutljivimi funkcijami in časovniki.
Programska koda 3.5: Razdelitev aplikacije na posamezne načrte oziroma blue-
printe
1 from tsdashboard import routes
2 from tsdashboard.apis.routes import apis
3 from tsdashboard.info.routes import info
4 from tsdashboard.main.routes import main
5 from tsdashboard.offenses.routes import offenses
6 from tsdashboard.statistika.routes import stats
7 from tsdashboard.users.routes import users









9Izraz offense je obvestilo o varnostnem dogodku, ki ga generira QRarad. S tem izrazom je
opisan vsak dogodek, ki predstavlja odstopnaja od pravil, napade, alarme ali lažne alarme, vdore
in ostale anomalije, pri katerih mora tehnik preveriti stopnjo resnosti anomalije. Ker offese
predstavlja različne varnostne dogodke z različnimi stopnjami nevarnosti bomo v nadaljevanju
zaključnega dela uporabljali izraza varnostni dogodek ali prestopek.
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Koda 3.5 je izsek iz korenske datoteke __init__.py10 in prikazuje, kako so
načrti nastavljeni v sami kodi. Da koda funkcionira pravilno, je treba ustvariti
hierarhijo map. Vsak načrt ima svojo mapo, ki jo logično poimenujemo po funkci-
onalnosti, ki jo zajema. Primer: api načrt mapo poimenujemo “apis”. Ko imamo
hierarhijo map narejeno, v vsako dodamo svojo datoteko __init__.py. Tako bo
Python razumel, da je to dodaten modul. Pri tem je treba paziti, kako module
uvažamo (ang. import) v glavno aplikacijo, in kaj uvažamo v posamezne module.
Saj lahko pride do krožnega uvažanja (ang. Circular Import), kjer podvajanje
uvoženega povzroči napake v sistemu. Vsak načrt ima svoji datoteki routes.py
in forms.py, kjer so navedene povezave na različne spletne strani (routes.py) in
delovanje form (forms.py) na teh straneh. Vsak načrt ima lahko svojo datoteko
models.py, kjer so zapisana navodila za uporabo podatkovnih baz. Naša plat-
forma bo imela samo eno podatkovno bazo. Ker podatki o rešenih prestopkih
hitro zastarajo, se bodo v bazi hranili le podatki zadnjega leta. Manjši arhiv
je preglednejši za analizo prestopkov, ki se bo shranjevala od samega začetka
delovanja platforme. Zaradi ene baze bo platforma imela samo eno datoteko mo-
dule.py11. S tem smo poenostavili razvoj platforme, saj nam ni bilo treba za vsak
načrt pisati dodatnih funkcij povezav. Sedaj, ko je arhitektura platforme nare-
jena, jo je treba povezati in nastaviti, da bodo moduli med seboj komunicirali.
Programska koda 3.6: Inicializacija vseh uporabljenih knjižnic
1 app = Flask(__name__)
2 app.config['SECRET_KEY'] = 'secretTestKey'
3 app.config['SQLALCHEMY_DATABASE_URI'] = 'sqlite:///
tsbaza.db'
4 db = SQLAlchemy(app)
5
6 # SOCKETIO
7 socketio = SocketIO(app)
8
9 # LDAP Server and settings
10 app.config['LDAP_HOST'] = '<LDAP žstrenik>'
11 app.config['LDAP_BASE_DN'] = '<LDAP osnova>'
12 app.config['LDAP_USER_DN'] = '<LDAP uporabnik >'
13 app.config['LDAP_GROUP_DN'] = '<LDAP skupina>'
14 app.config['LDAP_USER_RDN_ATTR'] = 'cn'
10Celotna koda se nahaja v prilogi B.
11Koda se nahaja v korenski mapi aplikacije in je dokumentirana v prilogi B.
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15 app.config['LDAP_USER_LOGIN_ATTR'] = 'cn'
16 app.config['LDAP_BIND_USER_DN'] = '<LDAP uporabnik >'
17 app.config['LDAP_BIND_USER_PASSWORD'] = '<geslo>'
18 app.config['LDAP_USE_SSL'] = True
19 app.config['LDAP_PORT'] = 636
20
21 # flask-admin settings
22 app.config['FLASK_ADMIN_SWATCH'] = 'Superhero'
23 admin = Admin(app, template_mode='bootstrap3')
24
25 # Setup a Flask-Login Manager
26 login_manager = LoginManager(app)
27 login_manager.login_view = 'users.login'
28
29 # Setup a LDAP3 Login Manager.
30 ldap_manager = LDAP3LoginManager(app)
31
32 # scheduler settings
33 class SchedConfig(object):




37 SCHEDULER_API_ENABLED = True
38
39 app.config.from_object(SchedConfig())
40 scheduler = APScheduler()
41 scheduler.init_app(app)
42 from tsdashboard.utile import app_scheduler
43 scheduler.start()
Zaradi varnostnih razlogov12 so podatki v kodi 3.6 delno prirejeni. Primer: v
vrsticah od 11 do 20 so podatki zamenjani z rezerviranimi mesti (ang. placehol-
der), ki nakazujejo, kaj je treba vnesti. Vrstici 4 in 36 sta trenutno nastavljeni
na prikaz lokalne baze. V produkciji bosta kazali na strežnik podatkovnih baz.
Vsak modul ima svoje posebne nastavitve. Iz kode 3.6 je razvidno, da je na-
12Platforma razvijamo v okvirju OCKV oddelka Slovenske nacionalnega ponudnika telekomu-
nikacijskih storitev, zato zahteva pisanje posameznih delov zaključne naloge določeno stopnjo
diskretnosti.
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stavitev posameznih modulov enostavna. Za nastavitev baze potrebujemo samo
ključ, ki zagotavlja zaščiten prenos podatkov, in lokacijo podatkovne baze. Lahko
bi dodali dodatne parametre, vendar jih v razvojnem obdobju platforme ne po-
trebujemo.
Naslednja večja datoteka, pomembna za našo platformo, je routes.py. Vanjo
vpisujemo poti in preusmeritve, ki jih spletni strežnik interpretira kot povezave
na druge spletne strani v platformi. V nadaljevanju bomo prikazali različne
tipe spletnih povezav v modulu offenses. Vse routes.py v posameznih načrtih so
napisane na enak način. Najprej smo deklarirali vse potrebne knjižnice in module,
ki smo jih uporabili v offenses načrtu, (vidno v kodi 3.7, vrstici 13).
Programska koda 3.7: Deklaracija knjižnic in poimenovanje načrtov oziroma blu-
eprintov
1 from datetime import datetime
2 import time
3
4 from flask import Blueprint , render_template , request,
jsonify, make_response
5 from flask_login import login_required
6 from flask_socketio import send, emit
7 from tsdashboard import scheduler , socketio
8 from tsdashboard.models import ApiModel
9 from tsdashboard.utile.siem import Qradar, QradarConfig
10
11 offenses = Blueprint('offenses', __name__)
Najbolj osnovna oziroma začetna povezava je po navadi vstopna stran načrta.
Programska koda 3.8: Prva stran modula offenses




5 srch = Qradar('ALL')
6 podatki = srch.getOffenses()
7 legenda = srch.getLegenda()
8 domene = srch.getDomains()
9
10 return render_template('offenses.html', title='
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Offenses', name='Offenses',
11 podatki=podatki, legenda=legenda, domene=domene
)
Koda 3.8, vrstica 2, je Falsku definirala pot (ang. route) do vstopne strani
načrta. Enotni naslov virov (ang. Uniform Resource Locator - URL) do vstopne
strani načrta je bil v tem primeru “<domena>/offenses”. Koda 3.8, vrstica 3,
je namenjena modulu login_manager, ki ustavi dostop do strani, če uporabnik
ni logiran v platformo. Deluje na osnovi žetonov (ang. token). Ko se uporabnik
prijavi v platformo, dobi unikaten žeton, ki je šifriran. Žeton se preveri vsakič, ko
želi uporabnik dostopati do strani z vrstico @login_manager. Od vrstice 4 dalje
smo definirali delovanje spletne strani. Za sam prikaz smo poskrbeli v vrstici
9, ko kličemo funkcijo render_template(). Funkcijo smo opremili s podatki,
ki smo jih dobili v vrsticah 6, 7 in 8. Funkcija render_template Flasku pove,
da je treba uporabiti predlogo (ang. template), ki se nahaja v mapi template13.
V to mapo smo dali vse predloge, napisane v sintaksi HTML (ang. Hypertext
Markup Language). Vrstice od 5 do 8 prikazujejo uporabo razreda (ang. class)
Qradar in njegove metode14 (ang. methods) getOffenses(), getLegenda() in
getDomains(). Metode razreda Qradar bomo podrobneje opisali v naslednjem
poglavju. Vse tri metode pridobijo potrebne podatke za delovanje strani /offen-
ses.
Programska koda 3.9: Pot (ang. route) do specifičnega offensa
1 # EN OFFENSE
2 @offenses.route('/offenses/<int:apiId>/<int:offensId >')
3 @login_required
4 def offense(apiId, offensId):
5 srch = Qradar()
6 data = srch.getOffense(apiId, offensId)
7
8 return render_template('offense.html', title=
offensId, name='Offense ID',
13Privzeta nastavitev Flask-a, ko se izvede funkcija render_template() ali katerakoli Fla-
skova funkcija, ki potrebuje predloge, da poišče mapo template v korenu projekta. To funkcio-
nalnost lahko spremenimo in navedemo kakšno drugo mapo za predloge.
14Metoda je v bistvu funkcija, ki je omejena na razred (ang. class). Razlika je samo v tipu
programiranja, metode so v objektno usmerjenem programiranju (ang. Object Oriented Pro-
gramming – OOP), funkcije so v funkcijskem programiranju (ang. Functional Programming).
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9 offens_id=offensId , data=data)
Druga pot je prikazana v kodi 3.9. Razlika med njo in potjo v kodi 3.8
je druga vrstica. Pot iz kode 3.9 potrebuje dodatne parametre, da lahko
dostopamo do spletne strani. Primeren URL z dodatnimi parametri bi bil
“<domena>/offenses/2/12345”. Iz vrstice 4 je razvidno, da sta apiId in
offenceId vhodna parametra funkcije offense(). S tem ju posredujemo ra-
zredu Qradar in tako pridobimo podatke o specifičnem prestopku. Omenjena
parametra, ki sta tukaj navedena kot int (ang. integer/celo število), sta lahko
tudi v obliki string (ang. string/niz črk). To bo prikazano v kodi 3.10. Preostale
vrstice kode 3.9 so podobne poti iz kode 3.8.
Programska koda 3.10: Pot (ang. route) za prikazovanje prestopkov posameznih
uporabnikov





V kodi 3.10 vidimo, da ima parameter username obliko niza črk. Trenutno je
funkcija v kodi 3.10 rezervirano mesto za nadaljnje korake v razvoju. To so trije
načini izražanja poti v Flask, ki jih največkrat uporabljamo pri razvijanju naše
platforme. Prikazujemo še četrti način prenašanja podatkov med uporabnikom
in strežnikom (koda 3.11), ki pa ga pri razvijanju platforme uporabljamo redkeje.
Programska koda 3.11: “Skrita” pot do funkcije offense_new()




5 req = request.get_json()
6 srch = Qradar("".format(req["siem"]))
7 podatki = srch.getOffenses()
8 res = make_response(jsonify(podatki), 200)
9 return res
V kodi 3.11 je viden dodaten parameter v vrstici 2. Tako smo nakazali, da bo
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prenos narejen v načinu POST15. Prevzeta nastavitev katerekoli spletne povezave
v naši platformi pa deluje v načinu GET16, ki ga ni treba eksplicitno navajati,
kot je to potrebno pri načinu POST. S temo postopki smo tako nastavili Flask in
spletne stani so postale aktivne. Ker podatki na odprtih straneh niso posredovani
na primeren oziroma uporabniku prijazen način, smo uporabili orodja Jinja2,
JavaScript, CSS in HTML, ki jih zažene funkcija render_template().
3.2.1 Jinja2
Jinja2 je generator predlog s polno funkcionalnostjo, ki podpira Python. Ima pod-
poro za standardni nabor znakov unikode, varno okolje (ang. sandbox) za testira-
nje kode. Ima licenco BSD in ga uporabljajo v številnih projektih Python17. Pre-
prosto razloženo: ko damo Flasku ukaz za uporabo funkcije render_template(),
gre Flask po predlogo, ki je navedena v funkciji, in jo s pomočjo Jinja2 prikaže
uporabniku.
Vsaka spletna stran v naši platformi ima celostno grafično podobo (slika 3.1),
ki se na podstraneh ne spreminja. Jinja2 nam pri grafični podobi pomaga tako,
da naredimo predlogo v jeziku HTML, ki se enostavno prenaša na vse podstrani.
S tem smo se izognili grafični nekonsistentnosti spletnih strani platforme in za-
ključili z vizualnim oblikovanjem platforme.
S tem smo ločili grafično podobo v samostojno enoto, ki jo bomo kasneje
delegirali oblikovalcem. Mi smo se s tem lažje posvetili nadaljnjemu razvoju
platforme.
Programska koda 3.12: Odsek kode v datoteki layout.html
1 <div class="navbar-nav ml-auto" >
15Metoda prenosa POST se uporablja pri pošiljanju podatkov strežniku za ustvarjanje ali
posodobitev vira.
16Metoda prenosa GET se uporablja pri zahtevanju podatkov iz določenega vira. Metodi
POST in GET sta HTML metodi prenosa podatkov med uporabnikom in strežnikom. Obstajajo
še metode PUT, HEAD, DELETE, PATCH in OPTIONS.
17Prevedel avtor zaključne naloge: “Jinja2 is a full-featured template engine for Python. It
has full unicode support, an optional integrated sandboxed execution environment, widely used
and BSD licensed.” Dosegljivo na domači strani Jinja2: https://palletsprojects.com/p/
jinja/ [Dostopano: 11. 12. 2020].
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Slika 3.1: Prikaz spletne strani Offenses naše platforme.
2 {% if current_user.is_authenticated %}
3 <a class="nav-item nav-link ml-auto material -
icons" href="{{ url_for('users.profil', 
username=current_user.username) }}">
settings</a>
4 <a class="nav-item nav-link ml-auto" href="{{ 
url_for('users.logout ') }}" >Log out</a>
5 {% else %}
6 <a class="nav-item nav-link ml-auto" href="{{ 
url_for('users.login') }}" >Log in</a>






13 <main class="container -fluid">
14 {% with messages = get_flashed_messages(
with_categories=true) %}
15 {% if messages %}
16 {% for category, message in messages %}
17 <div class="aler alert -{{ category }}">
18 {{ message }}
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19 </div>
20 {% endfor %}
21 {% endif %}
22 {% endwith %}
23 <div class="px-3 py-2">




28 <!-- Javascript - optional -->
29 {% block optional_js %} {%endblock optional_js %}
30
31 <footer id="main-footer" class="container -xl footer">
V kodi 3.12 je vidno, kako smo uporabili vse tri glavne načine uporabe predlog
Jinja2. Vrstice od 3 do 12 prikazujejo izjavo if-else, kjer se sprašujemo, ali je iz-
raz pravilen ali napačen. Spraševali smo se, ali je trenutni uporabnik avtenticiran.
Ob pravilni avtentikaciji uporabniku prikažemo povezavo, s katero se lahko od-
javi. Če pa se uporabnik ni prijavil, se mu izpiše povezava, s katero se lahko vpiše.
Spremenljivka current_user.is_authenticated je funkcija login_managerja,
ki nam s povratno informacijo vrača vrednost True, kadar je uporabnik prija-
vljen v našo platformo, in vrednost False, kadar ni. Vrstica 23 prikazuje način,
s katerim prikažemo spremenljivko, ki je definirana v vrstici 21 v zanki for. Ta
zanka pregleda vsa sporočila, ki jih funkcija get_flashed_messages() pridobi
iz uporabnikove seje. Vrstica 21 prikazuje zanko Jinja2 for, ki je funkcionalno
zelo podobna zanki for v Pythonu. Razlika je v zaključku, Pythonova zanka se
zaključi z zamiki kode, v Jinji2 pa se zanka zaključi s kodo {% endfor %}. Vr-
stici 29 in 34 sta rezervirani mesti v predlogi platforme. Na podstraneh imamo
identična rezervirana mesta, kjer vpisujemo kode v obliki HTML, ki so specifične
za posamične podstrani. Podstran Offensi generira tabelo nastalih varnostnih
dogodkov, podstran Statistika bo generirala analize statističnih podatkov in pod-
stran API generira seznam vseh ključev API. Kode za vse te dinamične podatke so
in bodo napisane po svojih specifičnih predlogah. Vsaka predloga podstrani ima
{% block body %} in {% endblock body %}, kjer je napisana koda, ki generira
dinamične podatke, odvisne od zahtev in potreb podstrani. Te kode se “prena-
šajo” v glavno predlogo naše platforme in skupaj sestavljajo strani in podstrani,
ki jih uporabnik išče.
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Programska koda 3.13: Primer uporabe predloge layout.html
1 {% extends "layout.html" %}
2 {% block head %}
3 <!-- <meta http-equiv="refresh" content="5" > -->
4 {% endblock head %}
5
6 {% block body %}
7 <!-- <h1>Test page</h1> -->
8 <p>-----</p>
9 {{ data }}
10 <p>-----</p>
11
12 {% endblock body %}
13
14 {% block optional_js %} {%endblock optional_js %}
Koda 3.13 prikazuje testni primer uporabe glavne predloge (datoteka:
layout.html). V prvi vrstici je Jinja2 izraz {% extends … %}, ki določuje po-
vezavo glavne predloge s podpredlogo kode 3.13. Prikazan je primer dinamično
generiranih podatkov v rezerviranem mestu body. Rezervirani mesti head in op-
tional_js tukaj nimata kode, saj je koda 3.13 le ogrodje podpredloge [4]. Mesto
head je namenjeno CSS-ju, kar naredi stran vizualno bolj atraktivno. Mesto
optional_js pa je namenjeno JavaScriptu, ki naredi stran bolj dinamično.
3.2.2 JavaScript - JS
Razvijalec Brendan Eich je leta 1995 za podjetje Netscape ustvaril skriptni jezik
JavaScript, ki se je prvič pojavil v brskalniku Navigator 2.0. Microsoft je ta-
krat jezik prilagodil svojim potrebam in ustvaril JScript. Uradno ECMAScript,
danes poznan kot JavaScript, je sestavljen iz Netscapeovega JavaScripta in Mi-
crosoftovega JScripta. Leta 1997 je postal standardni skriptni jezik [5], ki ga
uporabljamo v brskalnikih in spletnih straneh. Od leta 2015 se razvijalci sple-
tnih strani ukvarjajo že s šesto različico skriptnega jezika, do manjših sprememb
pa prihaja vsako leto. Sprememba iz JS5 v JS6 je bila obširnejša. V naši plat-
formi je JS uporabljen večinoma za izboljšavo uporabniške izkušnje. Poskrbi za
prikaz in interaktivnost podatkov. Prenos podatkov med strežnikom in brskal-
nikom pa prenašamo s pomočjo Pythona oziroma Flaska. JS uporabljamo pri
3.2 Flask in njegova konfiguracija ter posebnosti 27
razvoju čelnega dela platforme (ang. frontend), s Flaskom pa razvijamo zaledni
del platforme (ang. backend). V platformi smo implementirali dva načina pre-
nosa podatkov med strežnikom in brskalnikom. V prvem načinu Flask pošilja
podatke brskalniku. V drugem načinu JS sprejema podatke iz strežnika. Obe
metodi pri prenosu uporabljata JSON (ang. JavaScript Object Notation). JSON
je tekstovna sintaksa, ki olajša izmenjavo strukturiranih podatkov med program-
skimi jeziki [6]. Z uporabo oklepajev, dvopičij in vejic ustvarimo strukturiran
dokument, ki ga razumejo vsi programski jeziki.
Programska koda 3.14: Izsek kode za prenos podatkov iz datoteke offenses.html
1 {% block optional_js %}
2 <script>
3 document.getElementById('naslov ').innerHTML = '
DashBoard - ' + '{{ name }}';
4
5 init();






12 {%endblock optional_js %}
V kodi 3.14 sta prikazani obe metodi prenosa podatkov. Prva metoda v vr-
stici 3, kjer Jinja2 prejme Flaskov podatek in ga preslika v spremenljivko {{
name }}. JS poišče elementov HTML z ID-jem naslov in spremeni vsebino ele-
menta z ’DashBoard – ’ in vsebino {{ name }} spremenljivke. Druga metoda je
bolj kompleksna in je uporabljena v funkcijah init() in checkNew(). Funkcija
checkNew() je prikazana v kodi 3.15.
Programska koda 3.15: Funkcija checkNew() izsek iz datoteke offenses.js




5 body: JSON.stringify({"siem": "ALL"}),
6 cache: "no-cache",
7 headers: new Headers({"content-type": "
application/json"})
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8 })
9 .then(function(response) {











Koda 3.15 prikazuje JS funkcijo fetch() [7] in njeno uporabo [8]. Fetch()
je v času pisanja zaključnega dela še v eksperimentalnem obdobju in se njena
funkcionalnost lahko še spremeni. Trenutno funkcijo fetch() podpirajo skoraj vsi
brskalniki razen IE, ki ga Microsoft kmalu ne bo več posodabljal [9]. Fetch()
za delovanje rabi naslov, na katerega pošlje poizvedbo in parametre, kako naj
obravnava zahtevo. V kodi 3.15 je prikazana nastavitev te poizvedbe, v kodi 3.14
pa je razvidno, da se bo ukaz ponavljal. V našo platformo smo vnašali parametre,
ki so se nam zdeli potrebni za osnovno delovanje sistema:
• način prenosa (method),
• poverilnice (credentials),
• vsebina (body) in
• glava zahtevka (header).
3.2.3 HTML in CSS
HTML je označevalni jezik, s katerim oblikujemo dokumente v obliko, primerno
za spletne strani18. Z razvojem spletnih tehnologij HTML v svoji 5. in zadnji
18Prevedel avtor zaključnega dela: “HTML is the language for describing the structure of Web
pages.” Dosegljivo na strani specifikacije HTML jezika: https://www.w3.org/standards/
webdesign/htmlcss.html [Dostopano: 12. 12. 2020].
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različici deluje pod okriljem inštituta W3C19. Leta 2019 je W3C prepustila vzdrže-
vanje standarda WHATWG20 skupini zaradi počasnega “prilagajanja” standarda
novi tehnologiji [10]. Od takrat je HTML postal živeč standard (ang. Living
Standard), ki se bo sproti posodabljal. V platformi HTML uporabljamo pred-
vsem kot ogrodje spletne strani in njenih elementov. JavaScript pa uporabljamo
za manipuliranje z njimi.
CSS [11] je jezik, s katerim opisujemo predstavitev spletne strani, to vključuje
barve, postavitev in pisavo21. CSS je bil priročen, ko smo oblikovali celostno gra-
fično podobo. Ker je trenutni cilj razvoja naše platforme njeno pravilno delovanje
in odzivnost, smo oblikovalske elemente (barva, postavitev, pisava ...) prevzeli iz
že obstoječega ogrodja bootstrap.
3.3 Povezava sistema SIEM s platformo prek API-ja
Vsak API ima svojo dokumentacijo. Iz nje lahko pridobimo podatke o prenosu in
metodah komunikacije med QRadar API-jem in našo platformo. Trenutno imamo
na razpolago samo QRadarjev API. V načrtu imamo implementacijo vmesnikov
do drugih sistemov SIEM, ko jih bomo dobili na oddelek OCKV. QRadarjev API
je razdeljen na več segmentov. Nam je najbolj uporaben siem del API-ja, kjer
dobivamo trenutne prestopke in njihove pripadajoče podatke. Najprej moramo
vzpostaviti komunikacijo z API-jem. To naredimo enostavno tako, da ustvarimo
pakete z ustreznimi podatki in jih pošljemo na naslov API-ja. S klicem, ki ga
opravimo na “<domena>/api/siem/offenses”, pridobimo seznam prestopkov, ki
jih je QRadar zaznal. Za določene prestopke in njegove pripadajoče podatke je
potreben nov klic.
19W3C – World Wide Web Consortium – je mednarodni inštitut, v katerem člani sodelujejo
in razvijajo nove standarde za splet.
20WHATWG – Web Hypertext Application Technology Working Group – skupina, ustvarjena
leta 2004 zaradi skrbi, da W3C zanemarja standard HTML in ne upošteva mnenj in nasvetov
razvijalcev. Ustvarili so jo posamezniki iz podjetij Apple, Mozilla Foundation in Opera Software.
21Prevedel avtor zaključnega dela: “CSS is the language for describing the presentation of
Web pages, including colors, layout, and fonts.” Dosegljivo: https://www.w3.org/standards/
webdesign/htmlcss.html [Dostopano: 12. 12. 2020].
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Programska koda 3.16: Funkcija s katero se povezujemo na API
1 def povezavaZapi(self, url, version=None, num_of_items=
None):
2 if self._srch is not None:
3 odgovor = {}
4
5 for x in self._srch:






12 with self._connection as s:
13 r = s.get(x.url + url, headers=
glava, verify=False)
14 r.raise_for_status()
15 odgovor[x.ime] = r.json()
16 except requests.exceptions.HTTPError as err
: # od tega dobim error 403 in podobne
17 print("ERROR ERROR ERROR: {}".format(
err))
18 # testiranje da je 403 error
19 if r.status_code == requests.codes.
forbidden:
20 print("403 403 403 403 403 403 403 
403 403")
21 except requests.exceptions.ConnectionError
as errc: # se izvede na testnih apijih





Prva verzija kode 3.16 je trenutno zelo skopa in veliko podatkov je vkodiranih
v samo funkcijo. Vrstici 9 in 10 sta primer trdega kodiranja. Iz kode 3.16 je razvi-
dno, da je med vrsticami od 11 do 22 implementirano ravnanje z napakami (ang.
Error handeling). Tu preverjamo, kakšno napako dobimo ob neuspešni povezavi
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z API-jem in ali je nastala napaka 403 [12] (ang. http error 403 Forbidden22). Ta
različica kode je v platformi namenjena testiranju povezave in preverjanju napak,
ki jih lahko dobimo. Funkcijo povezavaZapi() je treba popraviti zaradi pravic,
s katerimi lahko dostopamo do API-ja. Druga različica kode 3.16 je koda 3.17,
ki ima implementirano preverjanje pravilnosti verzije API-ja in koliko elementov
bomo od API-ja zahtevali.
Programska koda 3.17: Funkcija za vzpostavitev povezave z API
1 if version is not None and num_of_items is not None and
filter is None:
2 glava = {'SEC': api_key, 'Content-Type':'
Application/Json', 'Accept':'Application/Json',
'Version': '{}'.format(version), 'Range': '
items=0-{}'.format(num_of_items)}
3 elif version is None and num_of_items is not None and
filter is None:
4 glava = {'SEC': api_key, 'Content-Type':'
Application/Json', 'Accept':'Application/Json',
'Version': '12.0', 'Range': 'items=0-{}'.
format(num_of_items)}
5 elif version is not None and num_of_items is None and
filter is None:
6 glava = {'SEC': api_key, 'Content-Type':'
Application/Json', 'Accept':'Application/Json',
'Version': '{}'.format(version), 'Range': '
items=0-10'}
7 else:
8 glava = {'SEC': api_key, 'Content-Type':'
Application/Json', 'Accept':'Application/Json',
'Version': '12.0'}
Funkcijo povezavaZapi() smo dali v svoj razred. Vsak nov vmesnik API bo
22Ko strežnik odgovori na prošnjo brskalnika, je v glavi (ang. header) odgovora koda stanja
odziva. Pri protokolu http je ta lahko:
• informativni odziv (ang. Informational responses) (100–199),
• uspešen odziv (ang. Successful responses) (200–299),
• preusmeritev (ang. Redirects) (300–399),
• napaka odjemalca (ang. Client errors) (400–499),
• napaka strežnika (ang. Server errors) (500–599).
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zajet v svojem razredu. Z razrednim dedovanjem bo lahko vsak vmesnik API
uporabljal funkcijo, ne da bi jo ponovno pisali. Tako pridobimo modularnost,
vsak SIEM ima svoj razred, v katerem je zajeta vsa njegova funkcionalnost. Same
povezave med platformo in različnimi sistemi SIEM so si zelo podobne, ker API-
ji delujejo po enakih protokolih in principih. Zato smo se odločili narediti v
platformi enako povezavo za obstoječ API kot za vse dodatne API-je.
Programska koda 3.18: Funkcija za pridobivanje varnostnih dogodkov iz klica
API
1 def getOffenses(self):
2 siem_podatki = {}
3 url2 = "siem/offenses?filter=status%3Dopen&sort=-id
"
4 api_podatki = ApiModel.query.filter_by(izbor="
qradar").all()
5 for i in api_podatki:
6 siem_podatki[i.ime] = super().povezavaZapi2(i.




V kodi 3.18 je prikazana zahteva za pridobivanje vseh prestopkov. Omejili
smo jo na zadnjih devet varnostnih dogodkov, prikazano v vrstici 6, ker bi zah-
teva vseh varnostnih dogodkov koristila preveliko količino procesorskih virov in
upočasnjevala delovanje QRadarja. Funkcija getOffenses() je nastavljena z
dvema filtroma: status in sort. Filter status je nastavljen na open, s tem dobimo
prestopke, ki so odprti in še nerešeni. Filter sort razvrsti prestopke padajoče,
po njihovem ID-ju. V razredu Qradar imamo funkcije, ki od API-ja pridobivajo,
poleg varnostnih dogodkov, še druge podatke (koda 3.19). Funkciji getCategory()
v vrstici 8 in getVulnerabilities() v vrstici 10 še nista narejeni. Implemen-
tirali ju bomo, ko se pojavi potreba. Trenutno imata le rezervirani mesti (ang.
placeholder) v razredu Qradar.
Programska koda 3.19: Izpis razreda Qradar in njegovih metod
1 class Qradar(Siem):
2 def __init__(self, kdo=None): ...
3
4 def getOffense(self, apiID, offenseID): ...
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5
6 def getOffenses(self): ...
7
8 def getCategory(self, categoryID , tip): pass
9
10 def getVulnerabilities(self): pass
11
12 def getLegenda(self): ...
13
14 def getDomains(self): ...
15
16 def domainsToDB(self): ...
17
18 def getUserAdmin(self): ...
3.4 Podatkovna baza
Podatkovne baze so del skoraj vsakega računalniškega programa. Obstajajo raz-
lični tipi podatkovnih baz, vsak s svojimi prednostmi in pomanjkljivostmi. V
primeru naše platforme smo iskali bazo, s katero bi lahko podatke shranili per-
manentno, bazo, kjer bi bili podatki povezani med seboj in bi jo bilo mogoče
razširiti, če bi nastala potreba po tem. Baza podatkov mora imeti tudi kakovo-
stno definirano strukturo shranjevanja podatkov. Bolj kot je strukturiran način
shranjevanja, lažje prikličemo zahtevane podatke z iskalnikom. Zato smo za našo
platformo izbrali predmetno-relacijski preslikovalni sistem SQLAlchemy [13], ki
nam olajšuje delo z bazami. Z orodjem SQLAlchemy nam ni treba skrbeti za
podatkovni strežnik. Vsaka poizvedba, ki jo posredujemo bazi, SQLAlchemy pre-
tvori v pravilno oblikovano zahtevo, da jo podatkovni strežnik prepozna. S takim
“prevajalskim” orodjem nam je lahko na voljo kakršenkoli podatkovni strežnik,
pa bo komunikacija med njim in našo platformo tekoča. Ker v platformi upo-
rabljamo Flask, smo se odločili za uporabo Flask-SQLAlchemy, ki je razširitveni
modul oziroma vmesnik, s katerim še lažje uporabljamo orodje SQLAlchemy. Da
se platforma lahko začne “pravilno” pogovarjati s podatkovno bazo, smo morali
definirati dva parametra:
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• naslov URL strežnika podatkovne baze ter
• varnostni ključ za zaščito prenosa podatkov in poizvedb med platformo in
strežnikom.
Programska koda 3.20: Dekleracija povezave do padatkovne baze
1 app.config['SQLALCHEMY_DATABASE_URI'] = 'sqlite:///
tsbaza.db'
URL nam pove, s kakšnim tipom baze se povezujemo. V kodi 3.20 je to baza
SQLite [14]. SQLite je majhen, hiter in zanesljiv mehanizem za implementacijo
baze SQL. Zaradi majhnosti se ga uporablja v mobilnih telefonih. SQLite je
navzoč v aplikacijah, kot sta brskalnika Firefox in Chrome, glasbeni program
iTunes, komunikacijska aplikacija Skype, operacijski sistemi Android, Mac iOS
in Windows, programska jezika Python in PHP ter drugi. Ker se baza SQLite
zbira in shranjuje v eno datoteko, je hkrati preglednejša za uporabo razvijalcev.
Zaradi vseh teh pozitivnih lastnosti smo izbrali SQLite za bazo, ki jo uporabljamo
med razvojem platforme. Če jo bo treba v prihodnosti zamenjati, je postopek
enostaven. V nastavitvah platforme se spremeni URL parameter do podatkovnega
strežnika. Prikazan URL v kodi 3.20 s tremi poševnicami nakazuje, da je baza
navzoča lokalno. Če bomo bazo kdaj spreminjali, bi URL spremenili v “mysql:
//username:password@server/db”. V njem je naveden tip baze, uporabniški
podatki in strežnik, na katerem je baza nameščena. Sama uporaba SQLAlchemy
je relativno preprosta. Poleg konfiguracijskih parametrov je treba aktivirati še
orodje SQLAlchemy (koda 3.21, vrstica 5).
Programska koda 3.21: Konfiguracija SQLAlchemy
1 app = Flask(__name__)
2 # database settings
3 app.config['SECRET_KEY'] = 'secretTestKey'
4 app.config['SQLALCHEMY_DATABASE_URI'] = 'sqlite:///
tsbaza.db'
5 db = SQLAlchemy(app)
Ko je konfiguracija narejena, je treba ustvariti tabele za shemo baze. Tabelo
definiramo s preprostim zapisom razreda in definicijo vrednosti stolpcev (koda
3.22).
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Programska koda 3.22: Definicija tabele User
1 class UserModel(db.Model, UserMixin):
2 id = db.Column(db.Integer, primary_key=True)
3 dn = db.Column(db.String(255), nullable=False)
4 username = db.Column(db.String(30), nullable=False)
5 data = db.Column(db.Text, nullable=False)
6 mail = db.Column(db.String(255), nullable=False)
7 ldapuser = db.Column(db.String(20), nullable=False,
default='None')
8
9 pravice_id = db.Column(db.Integer, db.ForeignKey('
user_roles_model.id'), nullable=False)





Iz definiranega razreda UserModel v kodi 3.22, nastane tabela, ki ima 8 polj:
id, dn, username, data, mail in ldapuser. Relacijske baze uporabljajo za pove-
zovanje podobnih podatkov v bazi navidezna23 stolpca pravice_id in api_id v
vrsticah 9 in 10. V kodi 3.22 je tabela uporabniških pravic, user_roles_model,
povezana s stolpcem pravice_id, ki ima zabeležene pravice uporabnika. Stolpec
api_id pa je povezan s tabelo ApiModel, ki vsebuje vse ključe API. Povezavi
se razlikujeta zaradi strukture in odnosa med tabelami in stolpci. V obeh pri-
merih sta povezavi one-to-one in prikazujeta različne odnose. Tabela ApiModel
črpa podatke iz tabele UserModel in tabela UserModel črpa podatke iz stolpca
pravice_id, povratne povezave ni. V prilogi C zaključne naloge je celotna shema
tabel za platformo in njihove povezave. Iz sheme v dodatku C lahko vidimo tudi
nekaj povezav many-to-many. Te povezave potrebujejo za pravilno delovanje še
dodatno tabelo, ki združuje vse tabele v povezavi many-to-many. Največkrat
vsebuje indekse iz vseh tabel, ki predstavljajo vnose v njih.
23“Navidezna” v tem primeru pomeni referenco, ki si jo baza zapomni za podatek v tabeli.
S to referenco lahko baza povezuje podatke med tabelami.
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3.5 Uporabljene aplikacije
Za razvoj platforme uporabljamo VScode IDE (ang. integrated development
environment) z dodatki (ang. add-on):
• Skripta Python podjetja Microsoft, https://marketplace.
visualstudio.com/items?itemName=ms-python.python;
• Skripta SQLite razvijalca alexcvzz, https://marketplace.
visualstudio.com/items?itemName=alexcvzz.vscode-sqlite;
• Skripta REST Client razvijalca Huachao Mao, https://marketplace.
visualstudio.com/items?itemName=humao.rest-client.
Dodatki so nam olajšali razvoj platforme. Vse dodatke smo prek povezav
VScode dobili v Microsoftovi spletni trgovini (ang. Marketplace) z aplikacijami
in skriptami. Dodatek Python nam je pomagal:
• s preverjanjem pravilne sintakse kode in navigacijo med knjižnicami in mo-
duli: IntelliSense (avtomatsko dokončanje kode);
• z razhroščevanjem skript Python: Debugging (debagiranje);
• z avtomatsko aktivacijo virtualnih okolij venv: Environments (okolja).
Dodatek SQLite nam omogoča pregled baznih datotek SQLite. REST Client
smo uporabljali pri odpravljanju napak v API povezljivosti s platformo. Za pre-
nos platforme med razvojnim in produkcijskim okoljem smo uporabili Microsoft
Terminal, ki je izboljšana verzija PowerShella in okna CMD. PowerShell in CMD
sta prevzeta programa v operacijskem sistemu Windows, Microsoft Terminal pa
je trenutno dosegljiv v njihovi spletni trgovini ali na GitHubu.
4 Opis metodologije ovrednotenja
uspešnosti izvedenih metod
Platforma je trenutno povezana s štirimi sistemi SIEM. Vsak sistem predstavlja
svojo stranko. Njegovi parametri so nastavljeni na potrebe strank in njihovih
omrežij, njihove zahteve po stopnji varnosti, organizacijo in specifiko dela posa-
meznih strank … Slika 4.1 predstavlja upravitelja pravil enega od štirih sistemov
SIEM.
Slika 4.1: Prikaz upravitelja QRadar pravil.
Pravila so razdeljena na dve kategoriji:
• pravila, ki spremljajo dogodke (ang. event) in
• pravila, ki spremljajo pretok paketov v omrežju (ang. flow).
Na sliki 4.2 je prikazano eno od pravil, ki se aktivira, ko je napad DDoS večji
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od 10 Gbit/s. Zaznati ga morata naprava za preprečevanje napadov DoS in na-
paden strežnik, ko se približa 10 Gbit/s. Takrat se sprožita postopek ublaževanja
napada (ang. mitigation) in prestopek, ki obvesti tehnike o napadu. Ker se stre-
žniki konstantno pogovarjajo z zaščito DoS, je napad zaznan skoraj instantno.
Za omejitev reakcijskega časa pravila na 10 Gbit/s smo se odločili na osnovi pre-
teklih izkušenj z napadi DoS. Kako hitro se pravilo sproži, je odvisno od oblike
napada DoS.
Slika 4.2: Vsebina DDoS pravila.
Pravilo na sliki 4.2 ni edino pravilo za napade DoS. Pravila se pišejo za po-
trebe vsake stranke in za vsak strežnik v naši organizaciji. Za ovrednotenje od-
zivnosti naše platforme, kako hitro po napadu se pojavi varnostni dogodek, ali
se prestopek pojavi ob vsakem napadu in ali je ločevanje prestopkov pravilno,
bi potrebovali dva ločena sistema. Testni sistem bi deloval po “tovarniških” na-
stavitvah, drugega bi uporabljali v praksi. Za tako, standardno metodologijo
eksperimenta, trenutno nimamo finančne podpore, ker tudi naša platforma ni
na primerni razvojni stopnji. Ocena zanesljivosti sloni na kakovosti pravil in
izkušnjah iz testnega okolja.
Pravila določajo tudi časovne parametre. Kot primer je slika 4.3, kjer je prika-
zano preverjanje prestopka, kot je zaklenjen domenski račun. Ko se račun zaklene
trikrat v 24 urah, se sproži varnostni dogodek. Varnostni dogodek se sproži tudi,
ko se račun zaklene 30 krat v uri. Napaka, ki sproži varnostni dogodek, je v obeh
primerih enaka, napačna login prijava, časovni parametri pa so različni. Zato je
treba napisati čim več natančnih pravil in podpravil (ang. building block), da je
nadzor uspešnejši. V naši platformi dopisujemo pravila konstantno, vsakič ko se
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Slika 4.3: Časovno določeno pravilo.
pojavi potreba po njih. Na trenutni stopnji razvoja se zanašamo na kakovostno
napisana pravila, da sistem deluje uspešno. Uspešnost bomo v prihodnosti izbolj-
šali z vzporednim testiranjem. Trenutno platforma še nima dovolj zmogljivosti,
da bi lahko opravljali obsežnejše teste.
V sistemu, ki ga nadzoruje OCKV, so naprave, ki so slabše nadzorovane:
prenosniki, delovne postaje in naprave BYOD. Nerealni podatki o nadzoru teh
naprav pripomorejo k nenatančnim statističnim podatkom in rezultatom testi-
ranj. Ker se nadzor nad temi napravami izboljšuje, bomo v prihodnosti lažje
dobivali natančnejše podatke za analizo delovanja platforme.
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5 Rezultati ovrednotenja poskusov
Trenutna povezava naše platforme s strežniki SIEM je nastavljena na interval
30 sekund. V povprečno 1,65 sekunde prenese in obdela podatek (slika 5.1) iz














Slika 5.1: Čas izvajanja osnovne funkcionalnosti platforme.
Od nastanka oddelka OCKV marca 2018 je imel eden od sistemov SIEM le
trikrat nenapovedano prekinitev. Pri zadnji prekinitvi nam je uspelo opraviti test
odzivnosti platforme. Rezultati so prikazani na sliki 5.2.
Pri vsaki nenapovedani prekinitvi je bila težava diskovno polje, na katerega je
sistem SIEM nameščen. Kljub temu da se sistem SIEM ni odzival, smo s pomočjo
naše platforme zaznali neaktivnost. Platforma nas je obvestila, ker se je sistem
SIEM odzval šele po 140 sekundah.
Trenutno delovanje platforme je v začetni stopnji razvoja, podatkov je pre-
malo, da bi jih lahko razporedili, strukturirali in izolirali posamezne anomalije.
Z razvojem platforme in povečanjem števila varnostnih dogodkov se bo povečala
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Slika 5.2: Delovanje platforme ob prekinitvi enega od sistemov SIEM.
količina podatkov, ki jih bo možno analizirati. Razbrati bo možno, ob kate-
rem času se varnostni dogodki največkrat kreirajo, ob kakšni situaciji se kreirajo,
kateri uporabniki so najbolj “aktivni” v uporabi nedovoljenih aplikacij, katere
naprave opravljajo nedovoljeno dodatno delo ali delo podvajajo ...
6 Zaključni komentar in načrti za
nadaljnje delo
OCKV v našem podjetju je bil osnovan zaradi vedno večje potrebe po kibernetski
varnosti samega podjetja in naročnikov. Kmalu po začetku delovanja oddelka se
je izkazalo, da sta preglednost pridobljenih podatkov in njihova analiza dokaj
nepregledni in nestrukturirani. Zato smo prišli na idejo platforme, ki bi dobljene
podatke strukturirala, shranjevala in analizirala ter nam jih posredovala v upo-
rabniku všečni obliki. Osnovo platforme smo razvili, manjkajo pa ji še elementi
do optimalnega delovanja. S konstantnim razvojem platforme bo v nadaljevanju
treba ustvariti pregled in vzorčenje dnevnikov in mrežnih paketov, ki jih obrav-
navamo pri orodjih SIEM. S tem bi implementirali strojno učenje (ang. machine
learning), ki bi pomagalo pri zaznavanju novih anomalij oziroma prestopkov. Na
osnovi mrežnih in računalniških dogodkov bi s strojnim učenjem teoretično za-
znali ranljivost ničtega dne (ang. zero-day1) in jo tudi ustavili. Treba bo povezati
vsa orodja SIEM s platformo, ne samo QRadarja, da bomo dobili boljši pregled
dogajanja in lažji nadzor nad celotnim sistemom. Da bo povezovanje delovalo,
bo treba pregledati delovanje API-jev drugih orodij SIEM. Tako bi lahko zaznali
anomalije in varnostne dogodke, hitreje začeli reševanje težave in jih omejili tako,
da bi informirali uporabnike, ki še niso bili ogroženi ali kompromitirani, da se
zaščitijo. Zaznavanje prestopkov želimo v celoti avtomatizirati, kot tudi njihov
sistematični nadzor dela. V prihodnosti bomo implementirali tudi povezave do
orodij, ki jih uporabljamo v OCKV-ju, kot so:
1Zero-day ali 0-day ali ranljivost ničtega dne je ranljivost, ki se pojavi, preden se nastavijo
parametri za njeno preprečevanje.
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• Cisco FirePOWER: IDS ali IPS (intrusion detection system / intrusion
prevention system);
• CheckPoint: požarna pregrada (firewall);
• VirusTotal: spletna stran, kjer se zbirajo rezultati številnih protivirusnih
programov;
• CarbonBlack: zaščita končne naprave (Endpoint security ali endpoint pro-
tection).
Ko bodo vse povezave realizirane in pripravljene za testiranje, bo slika stanja
v sistemu, ki ga bo platforma nadzirala, jasnejša. Z zgoraj opisanimi nadgra-
dnjami bomo lahko zbirali statistične podatke tudi iz drugih naprav v omrežju
organizacije. S tako integracijo orodij bi lahko spremljali vse korake uporabni-
škega delovanja na mrežnih, računalniških in mobilnih napravah sistema. Vsako
orodje, ki ga bomo integrirali v platformo, bo s seboj prineslo dodatno količino
dnevnikov, ki jih bo treba analizirati. Ob dodatni količini podatkov bo treba
razmisliti o iskalniku. V mislih imamo Elasicsearch2, ker iskalne zahteve in po-
datke hkrati indeksira in jih strukturira v baze podatkov. Skrajšal in poenostavil
bi nam razvijanje platforme, saj je sposoben analizirati različne oblike podatkov,
tako numeričnih kot vizualnih. Pozitivno je tudi, da je dostopen kot odprta koda.
Ves prihodnji razvoj platforme trenutno sloni na postopku implementiranja var-
nosti povezav https med platformo in sistemi SIEM. Ko bo končan ta korak v
razvoju, se bomo lotili naslednjega in naslednjega in prišli nekoč, kmalu, do op-
timalnega delovanja platforme, saj je bila vsaka odločitev premišljena in izbrana
na osnovi že obstoječe infrastrukture in drugih faktorjev.
2Povzeto po: https://www.elastic.co/what-is/elasticsearch, [dostopano: 12. 12.
2020].
7 Terminološki slovar (seznam in opis
tehniških izrazov)
ang. – angleško
AGILE metodologija – v programiranju ta metoda predstavlja proces razvoja
aplikacije od ideje do zagona.
API (ang. Application Programming Interface) – programski vmesnik, ki
omogoča lažje prenašanje podatkov med aplikacijami.
blueprint – načrt, koncept v Flasku, ki omogoča modularnost projekta.
BYOD (ang. Bring your own device) – prinesi svojo napravo, s tem so zajete
vse naprave, ki so v lasti uporabnika. To so mobilni telefon, tablica in podobne
naprave, s katerimi lahko uporabnik uporablja vire organizacije.
command line interface – vmesnik ukazne vrstice, ki procesira ukaze,
posredovane med računalniškimi programi.
CSS (ang. Cascading Style Sheets) – jezik, s katerim opisujemo prikaz doku-
menta, napisanega v HTML.
DoS (ang. denial-of-service) – napad s pošiljanjem velikega števila zahtev v
obravnavo, s ciljem ohromitve delovanja storitve oziroma vira.
DDoS (ang. distributed denial-of-service) – porazdeljen napad, ki ohromi
delovanje storitev, glej tudi DoS.
Error – napaka
Event Log – dnevnik dogodkov ali sistemski dnevnik, glej tudi Log.
GUI (ang. Graphical User Interface) – grafični vmesnik, ki omogoča interakcijo
z napravo prek grafičnih podob, kot so ikone in okna.
HTML (ang. Hypertext Markup Language) – označevalni jezik za oblikovanje
večpredstavnostnih dokumentov, ki omogoča povezave znotraj dokumenta ali
med dokumenti.
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http (ang. Hypertext Transfer Protocol) – protokol za izmenjavo hiperteksta
ter grafičnih, zvočnih in drugih večpredstavnostnih vsebin na spletu.
IDE (ang. Integrated Development Environment) – program, ki s svojimi orodji
omogoča celovito okolje za računalniškega programerja.
IDS (ang. Intrusion Detection System) – sistem strojne in/ali programske
opreme, ki zaznava nepooblaščene aktivnosti v informacijskem sistemu.
IE (ang. Internet Explorer) – spletni brskalnik podjetja Microsoft.
IKT – informacijsko-komunikacijska tehnologija
IPS (ang. Intrusion Prevention System) – sistem za preprečevanje vdorov,
podobno kot IDS, le da ima še zmožnosti odzivanja na zaznano anomalijo.
ISP (ang. Internet Service Provider) – ponudnik internetnih storitev
IT (ang. Information Technology) – informacijska tehnologija
JS (ang. JavaScript) – programski jezik, s katerim naredimo spletne strani
dinamične.
KB (ang. knowledge base) – baza znanja, kjer so procesi in nestrukturirani
dokumenti zbrani za uporabo pri delu.
load balancer – naprava, ki porazdeli obremenitev. Pogosto uporabljena pred
spletnimi strežniki, da porazdeli zahteve, namenjene spletnim strežnikom.
Log – dnevnik, tekstna oblika obvestila, ki jo generira naprava (strežnik,
računalnik, telefon ...).
NGIPS (ang. Next-Generation Intrusion Prevention System) - požarne pregrade
naslednje generacije
OCKV (Operativni center za kibernetsko varnost) – oddelek v Telekomu
Slovenije, ki se ukvarja s kibernetsko varnostjo podjetja in strank.
OS (ang. Operation System) – skupek sistemskih programov, ki omogoča
delovanje računalniškega sistema. Primeri so: Windows podjetja Microsoft,
macOS podjetja Apple in Red Hat Enterprise Linux podjetja Red Hat.
PHP (ang. PHP: Hypertext Preprocessor) – splošno uporaben skriptni pro-
gramski jezik, ki ga tolmači strežnik in je namenjen za izdelavo dinamičnih
spletnih strani.
Prompt – poziv, ki je po navadi prikazan v terminalu in nakazuje pripravljenost
naprave, da sprejme ukaze od uporabnika.
PSF (ang. Python Software Foundation) – fundacija, ki razvija sintakso jezika
Python in dodaja knjižnice za dodatno funkcionalnost jezika.
Resource – vir: datoteke, aplikacije, računalniški cikli na strežnikih, v skupni
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rabi sistema ...
SEM (ang. security event management) – izraz za upravljanje z dogodki v
nadzorovanem sistemu v realnem času
SI-CERT (Slovenian Computer Emergency Response Team) – Slovenski
nacionalni odzivni center za kibernetsko varnost
SIEM (ang. Security Information and Event Management) – kombinacija SIM
in SEM, ki ponuja prikaz alarmov v računalniških sistemih v realnem času.
SIM (ang. security information management) – izraz za zbiranje raznih
dnevniških datotek na centralno lokacijo, kjer jih lahko analiziramo.
SOAR (ang. Security, orchestration, automation and response) – aplikacije, s
katerimi orkestriramo in avtomatiziramo odzive na varnostne dogodke.
SQL (ang. Structured Query Language) – strukturiran povpraševalni jezik za
delo s podatkovnimi bazami
TCP/IP (ang. Transmission Control Protocol / Internet protocol) - paket
protokolov, ki opisujejo način prenosa podatkov prek internetnega omrežja
videowall (video stena) – ponavadi stena, kjer je več skupaj povezanih ekranov,
ki prikazujejo stanje nadzorovanega sistema.
WSGI (ang. Web Server Gateway Interface) – izraz za orodja, ki posredujejo
spletne zahteve programskemu jeziku Python.
Kratice so bile prevedene oziroma razložene s pomočjo iSlovar-ja. Dosegljiv:
http://www.islovar.org/islovar.
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B Programska koda projekta
Zaradi licenčnih in varnostnih razlogov je koda na spodnji povezavi bolj okrnjena
in deluje v omejenem obsegu.
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C Grafični prikaz strukture podatkovne
baze
Slika C.1: Grafični prikaz strukture podatkovne baze.
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