Time-varying graphs (T-graph) consist of a time-evolving set of graph snapshots (or graphlets). A T-graph property with potential applications in both computer and social network forensics is T-reachability, which identifies the nodes reachable from a source node using the T-graph edges over time period T. In this paper, we consider the problem of estimating the T-reachable set of a source node in two different settings -when a time-evolution of a T-graph is specified by a probabilistic model, and when the actual T-graph snapshots are known and given to us offline ("data aware" setting). Since the value of T could be large in many applications, we propose two simple techniques, namely T-graph sampling and T-graph smashing for significantly reducing the complexity of this computation, while minimizing the estimation error. We show that for the data-aware case, both T-graph sampling and smashing problems are NP-hard, but they are amenable to reasonably good approximations. We also show that for the probabilistic setting where each graphlet in a T-graph is an Erdos-Renyi random graph, sampling yields a loose lower bound for the T-reachable set, while different styles of smashing yield more useful upper and lower bounds. Finally, we show that our algorithms (both dataaware and data-oblivious) can estimate the T-reachable set in real world time-varying networks within reasonable accuracy using less than 0.5% of the number of graphlets.
Introduction
Suppose that a forensic expert needs to pore through large amounts of time-varying graph data (e.g., linked * Research was sponsored by the Army Research Laboratory and was accomplished under Cooperative Agreement Number W911NF-09-2-0053. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the Army Research Laboratory or the U.S. Government. The U.S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation here on. data) and find out who could have communicated with whom over a certain period of time and therefore, who (or at least how many nodes) could have potentially received a piece of information that had originated at a certain node. Instead of processing the entire Tgraph data set to make T-reachability queries, he/she is allowed to access to a much smaller data set that would consume less storage and computation resources on his/her yield results with a high degree of accuracy at the cost of a lower algorithmic space/time complexity. In other words, it is desirable to compress a T-graph to a much smaller one, on which the forensic expert can make his/her queries.
Estimating the extent of information spreading in time-varying (or dynamic) networks within a given window of time is also of interest to viral marketing researchers. For example, they may be interested in learning how many people in a dynamic social network such as Facebook could be or could have been reached by viral marketing with a week. Other applications include estimating the spread of diseases given large time-varying network connectivity data.
In this paper, we consider the problem of estimating the T-reachable set of a node when we are allowed to use only a probabilistic model for the T-graph or only a limited subset of the given T-graph data to perform this estimation. First, we study a simple probabilistic version of the problem where no T-graph data is given but a random graph model G n,p [1, T ] is known -this denotes a random T-graph on n nodes and T snapshots where each edge in each graphlet could exist with probability p -a special case of the setup studied by Clementi et al. [5] . We exact and approximate polynomial time algorithms to compute the expected size of the T-reachable set under certain forwarding models and show that these both yield better estimates than well-known models from epidemiology literature.
Then we tackle the "data oblivious" problem where we are only allowed to use the size parameters of a T-graph but not the actual connectivity data in order to compress the given T-graph. We propose two simple operations on a given T-graph with the goal of minimizing the estimation error in the T-reachable set from a given node. First, we propose T-graph sampling, where we aim to select k out of T graphlets such that the T-reachable set can be estimated from these k graphlets with the minimum possible error. Then we show that the estimation error can be further reduced if we smash or take a union of several contiguous graphlets around the k sampled graphlets. In data-oblivious schemes, the time instants corresponding to these k graphlets are selected according to some mathematical function and without taking the actual time-varying connectivity into account.
Finally, we investigate "data aware" schemes where the k time instants for sampling or smashing are determined after processing the T-graph data. While data aware schemes have higher computational complexity than data oblivious schemes, they are expected to yield significantly better performance.
We show that the optimal data-aware k-sampling and k-smashing problems are NP hard but intelligently designed greedy heuristics can yield very good performance. We also show that while sampling at any budget k yields a loose lower bound for the T-reachable set, different styles of smashing yield more useful upper and lower bounds.
Using two real world time-varying network data sets (MIT Reality Mining Bluetooth traces and Facebook traces) we showed that a fraction of graphlets is adequate for a reasonably accurate estimation, thus validating the need for T-graph compression.
Related Work Graphscope [10] has focused on the community detection problem in time-varying networks -a T-graph is represented by a 3-mode tensor and minimum description length (MDL) methods are used to compress the graph for detecting communities. Aggarwal and Wu propose an exponentially weighted sampling algorithm [1] for minimizing the error of recovering certain properties of T-graphs. However, these ideas are inadequate for the T-reachable set problem owing to the global nature of the reachability problem, thus necessitating the development of new techniques.
Reachability problems have received significant attention in the graph theory and networking literature -Xuan et al. studied the evolving graph model and gave algorithms for computing optimal journeys through such graphs [11] . Clementi et al. have studied the expected flooding time problem extensively for probabilistic dynamic graphs (in particular, edge-Markovian dynamic graphs [5] as well as graphs under more general Markovian dynamics [4] ). They characterized the scaling laws as a function of network size n and dynamics parameters such as p, q. Singh et al. have looked at the Dynamic Reachability Set problem [8] . None of these works, however, focus on the problem of estimation of reachability using a subset of the input data.
2 T-graph models and problems 2.1 Preliminaries Assume slotted time starting at time 0. Slot t starts just after time t−1 and ends at time
is a basic deterministic model for a network whose connectivity is evolving over time. Each G(t) is referred to as a temporal graphlet or simply graphlet. Indeed, some networks may be varying over time continuously. We assume the existence of a sampling process (distinct from the sampling of a T-graph discussed in this paper) which samples the continuously time-varying network at uniformly spaced points in time and generates a T-graph. Indeed this is common in several application scenarios where network data is gathered periodically; or even they are gathered in an event-driven fashion, they are aggregated into graphlets which are uniformly spaced in time. The unit of time in such cases could vary in a wide range of time scales (e.g., seconds in case of computer network traffic data to years in case of geo-political data).
While traditional graph theory only considers properties in the "horizontal" (space) dimension, we consider properties across both space and "vertical" (time) dimensions.
For instance, u → v is T -reachable iff there exists a sequence of edges
That is, there are graphlets (not necessarily consecutive) between 1 and T such that there is a sequence of segments (a segment is an edge or a sequence of edges), one in each graphlet, with the destination of a segment being the source of a segment in the temporally following graphlet.
Assume a node v wants to send a message to a certain node u. At the beginning of a slot the node that has the message can store it or forward it to another neighboring node. At the end of the slot the graph may change according to the T-graph. There are two models for measuring progress accomplished by a message under the circumstances. Given a T-graph (which may be very large in both space and time dimensions), it is an important problem to estimate the set of nodes that can be reached over a period of time. This is the problem of central focus in this paper.
is the set of nodes that can be reached within the next T time slots.
In addition to considering deterministic T-graphs, we also study the T -reachability properties of random T-graphs. Researchers have proposed adding a time dimension to the static random graph model such that time is slotted and each edge in the graph exists in each time slot with probability p and does not exist with probability 1 − p [6] .
, where graphlet G t in slot t is drawn from the family of random graphs ER(n, p).
T-graph representations
In the age of "Big Data", a T-graph can grow to be very large in size (n) and time (T ), hence it is useful to think about alternate representations which not only save storage space but allow a user to query the graph about its properties with low error. Hence we propose the following representations and methods.
where E c is a set of "directed cross edges" connecting vertices of adjacent (in time) graphlets. That is, E c = ∪ t,i (u i (t), u i (t + 1)).
We note that the "evolving graph" representation proposed in [11] which labels edges with the times at which they are active is equivalent to the stacked graph, but an evolving graph is not a traditional graph. Hence reducing to an evolving graph does not allow us to easily leverage existing algorithms or code.
Storing a large StG (i.e., large value of nT ) can consume large amounts of disk or memory (depending on the application), hence we explore more parsimonious representations of StG.
, where E c is the set of directed cross edges connecting vertices of adjacent graphlets in set
where each sequence of u(t), u(t + 1), . . . is replaced by a single vertex u ∈ V M , and E M = ∪ t E(t) with endpoints of edges mapped to the replaced vertices in V M .
, where the smashing operation is not performed on the entire G[1, T ] but on different segments of contiguous graphlets, e.g., of
Various aforementioned representations of the Tgraph are illustrated in Figure 1 .
It is imaginable that k-SpG, SmG, or k-SmG can be used to quickly answer on-line queries for graph properties in large T-graphs even though such queries may only be answered approximately. Therefore, it is interesting and worthwhile to compare the complexity vs. accuracy tradeoffs of sampling and smashing for various temporal graphs.
Note that both sampling and smashing are lossy representations. In the process of generating SpG, full graphlets are discarded while no graphlets are discarded in the process of generating SmG. However, SmG is lossy because of a more subtle reason -temporal ordering information is lost during the smashing of graphlets. This can result in some false positives, e.g., in the smashed graphs in Fig. 1 ), c → a is a valid spatio-temporal path, whereas that is not the case in reality.
Problems studied in this paper
In this paper, we study the problem of estimating the T -reachable set of a T-graph (or its properties) under a variety of settings, and systematically study the tradeoffs offered by the various lossless and lossy T-graph representations described in Section 2.2. We study both data-aware and probabilistic settings.
We first study probabilistic T-graphs in order to gain analytical insights into the problem, and then study the data-aware problem where a T-graph and a storage budget are given to us, and we are required to find the optimal sampling and smashing schemes in order to minimize the error in computing the T -reachable set of node v,
The time complexity of exactly computing
, where V S and E S are the sets of vertices and edges in the corresponding StG (following breadth first traversal). Typically, |V S | = nT , where each graphlet has n nodes; and |E T | = O(n 2 T ) in the dense case, thus yielding an overall time complexity of O(n 2 T ). In contrast, the time complexity of estimating
Similarly the storage/space complexity is reduced from O(n 2 T ) to O(n 2 k). These reductions obviously come at a cost, i.e., the loss of estimation accuracy and additional preprocessing time complexity for determining which graphlets to sample or smash within a given T-graph.
We are not only interested in solving the optimal (minimum error) offline sampling and smashing problems given budget k, but also in characterizing the values of k which yield good performance.
Estimating the expected size of the T -reachable set in random T-graphs
Consider a random T-graph G n,p [1, T ], which consists of T random graphlets, each of which is an Erdos-Renyi random graph G(n; p). The problem of computing the flooding time has been considered by Clementi et al. for a slightly more general class of T-graphs with Markovian dynamics [5] . Flooding time is the time taken to reach all nodes in the T-graph starting from a random source node. We are interested in solving the dual problem, i.e., what fraction of the n nodes are reachable in time T from a certain random node. Essentially, we are interested in estimating
is the set of nodes that are reachable from node v in G n,p [1, T ]. Unless otherwise specified, we omit the source vertex v from the notation and refer to this set as R(G n,p [1, T ]). We consider the idealized SoA model here where a message takes one unit of time to traverse an active edge. However, if a node has active edges with multiple neighbors in a certain graphlet, all of them can be reached simultaneously after one unit of time.
Our reachability estimation problem is similar to another problem in the epidemics literature, namely "SI epidemics" [2] . In the SI model of epidemics, nodes in a population N of size n may be susceptible (set S) to a contagious disease or may be already infected (set I = N \ S), in which case they can spread it to others with whom they come in contact with. The mean number of contacts made by a node per unit time is denoted by β, hence the overall rate of infection is |I|β|S| n . Solving a pair of simultaneous differential equations, it is well known that the time evolution of the expected number of reachable nodes is given by E[|R(n; β; T )|] = r0e βT 1−r0+r0e βT , where r 0 is the fraction of nodes infected at t = 0.
The above serves as a simple continuous-time approximation to our discrete-time problem with mean contact rate β = p(n − 1). This is because the number of neighbors of a node in each graphlet obeys the Binomial distribution with parameters n − 1 (maximum number of neighbors in each graphlet) and p (link to neighbor is up with this probability). Hence the mean number of neighbors in each graphlet is (n−1)p. Therefore, the time-evolution of the expected value is given by (plugging r 0 = 1/n into the SI equation):
While the above is a nice closed form expression, it is not a very accurate estimate. Similarly, more recent methods by Arif and Olariu [3] which yield the distribution of SI epidemics using Markov chain techniques do not yield accurate estimates for the T -reachable set evolution problem. However, it turns out that it is possible to algorithmically compute the expected value exactly as shown in Algortithm 1. We actually compute a Probability Generating Function f (x, y) = T i=0 n m p i,j x i y j , where p i,j is the probability that at time i flooded set has size j. The time complexity of this algorithm is O(T n 2 ). It is also possible to compute another estimate of
time. This could be useful for very large graphs evolving over relatively short periods of time. We outline the recursive procedure here. Let m i be a r.v. between 1 and n denoting the number Algorithm 1 Algorithm to compute p i,j = P r(m i = j) 1: p0,m = 1 2: for i = 1; i ≤ T ; i + + do 3: for j = m; j ≤ n; j + + do Let q = 1 − p 4:
end for 6: end for of nodes already reached at the current time instant i. Denote by r.v. m i+1 the number of additional nodes that can be reached in a single step, say from graphlet G i to G i+1 . It is easy to see that m i+1 = m i +BinomialDist(n−m i , 1−(1−p) mi ). This is because at least one node among m i nodes that have already been reached will be connected to one of the n − m i nodes with probability 1
which can be expressed as follows:
In general, it is difficult to compute a closed form expression for Equation 3.2; hence we develop a mean field recursive procedure namely Recur to compute an estimate.
We first define a function f (x) = n−(n−x)(1−p) x . Assuming a mean field approach, one can replace the r.v.'s m i with their expected values E[m i ] while applying the recursion.
We now prove that the recursive estimation procedure (Recur) in Equation 3.3 is in fact an upper bound of the exact value denoted by Equation 3.2 and computed by Algorithm 1.
Proof. From Equation 3.2, it follows that
Applying Lemma 3.1 and Jensen's inequality, the result follows. Figure 2 shows the relative comparison between the SI, Recur and Exact curves for a few different random network parameters. In most of the cases, the Recur curve lies between the SI curve and the Exact curve, and hence yields a better estimate than SI.
Since we have proved that Recur is always greater than Exact, it is evident that the mean field assumption overestimates the expected flooding size. Therefore, the SI model is also likely to overestimate the exact flooding size. When p is small, we find that E[m 1 ] is very close to x(1) in the SI model, which means that for small p, both Recur and SI approximations are close to each other. While we have found some theoretical evidence that neither of these approximations strictly dominates the other, Recur provides a significantly better estimate than SI for most values of n and p.
We remark that estimating E[|R(G n,p [1, T ])|] analytically for the CuT model is difficult. This is because in CuT, a node can instantly reach any node in its connected component in the current graphlet. This causes difficulties in the application of the standard combinatorics and probability arguments used in this section. However, we will see in Section 5 that the CuT model is in fact easier to study than the SoA model in the deterministic (i.e., data-aware) setting.
Data-oblivious Sampling and Smashing
In Section 2.3, we argued the computational and storage benefits of sampling and smashing T-graphs. Note that sampling or smashing can be performed on Tgraphs in a data-oblivious or a data-aware manner. In data-oblivious operations, one can determine the timeinstants for performing sampling or smashing from high level parameters of a given T-graph (for example, the number of graphlets T ) but not the actual graph dynamics data. On the contrary, in data-aware operations, the actual graph dynamics data can be used for determining the time instants to perform sampling or smashing. While the former is computationally more efficient, the latter is likely to yield better performance, i.e., estimation accuracy.
Recall from Definition 2.6 that several k-SpG graphs are possible corresponding to a given T-graph G[1, T ], each of them yielding a different estimation error in the reachability set, which is denoted by: the corresponding k-SmG as per Definition 2.8. Essentially, given a k-SpG with sampling time instants t 1 = 1, t 2 , . . . , t k ≤ T , smashing the T-graph segments
into k graphlets and then stacking them up would yield a valid k-SmG. The estimation error corresponding to this k-SmG is given by:
We realize that the optimal k-SpG (the T-graph that yields the minimum estimation error) may not yield the same sampling time instants that yield the optimal k-SmG. However, these time instants do yield a valid smashed T-graph.
We consider two classes of sampling and analogous smashing schemes which partition T into k segments that are either equal or unequal in length; and then we study the effect on such partitioning on Sm .
Uniform partitioning schemes
Consider a kSpG generated from a T-graph G[1, T ] by k-uniform sampling, where all the sampled graphlets are equidistant from each other in time (precisely, m = T k units apart). Similarly, we also consider a k-SmG generated from a T-graph G[1, T ] by smashing graphlets between k uniformly sampled points in time.
We consider the following models for estimating Treachability under sampling/smashing under the SoA model. Sp(k, 1): message assumed to propagate only to a node's one hop neighbors between two consecutive graphlets in k-SpG (even though m units of time may have elapsed between two consecutive graphlets). Sp(k, m): message assumed to propagate to nodes within a node's m hop neighborhood (this is the maximum since the SoA model uses one unit of time per hop). Sm(k, 1): message assumed to propagate only to a node's one hop neighbors between two consecutive graphlets in k-SmG.
Sm(k, m): message assumed to propagate to nodes within a node's m hop neighborhood in k-SmG.
Denote by R 
Since each smashed graphlet in k-SmG is a union of each single sampled graphlet, under the same flooding scheme (1-hop or m-hop), the reachable set in k-SmG will be a superset of that in k-SpG. Also, it is clear that the m-hop flooding scheme can reach more nodes than the 1-hop flooding scheme. Since SpG is a subset of the original T-graph G[1, T ], the reachable set of 1-hop flooding in SpG will be a subset of that in G[1, T ]; similarly, each graphlet of G[1, T ] is contained in its corresponding SmG, hence the reachable set in G[1, T ] is a subset of the m-hop smashed graph.
The above observation has been illustrated in Figure 3 where various sampling and smashing schemes were executed on a synthetic data set that was generated using the random T-graph model G 50,0.001 [1, 300] .
This observation could be generalized to nonuniform partitioning schemes (Sec. 4.2). Note that if the partitioning is not uniform, multi-hop flooding is not uniform m-hop anymore, the number of hops is equal to the number of graphlets smashed or the interval of sampling.
Non-uniform partitioning schemes
There is no reason for restricting the sampling/partitioning operation to graphlet segments of equal length. In fact, Aggarwal and Yu propose a non-uniform method for Figure 3 : Comparison between various sampling and smashing schemes for various budgets k ∈ {12, 60} for a synthetically generated Erdos-Renyi T-graph.
estimating another more local graph property -they increase the segment sizes exponentially from current time into the past, since they believe that older information is not as critical as newer information [1] . For the problem of T -reachability, one can hypothesize that preserving structural information near the source is more helpful early in time, but topology information farther away from the source and later in time can be potentially aggregated more aggressively.
Motivated by the sampling idea of Aggarwal and Yu [1] (which is really a hybrid between uniform and pure exponential proposed earlier in this section), we develop a k-smashing approach as follows: Given T graphlets in the T-graph, and a budget k, we want an exponential-uniform hybrid partitioning scheme for sampling and smashing. Notice that in the original paper [1] , the idea is for selecting sampling time instants. Here we are using those sampling time instants as partitioning points. For deriving a k-SpG, those instants are the same as the original; however, for deriving a kSmG, we propose to smash the graphlets between the partitioning points.
Details of the aforementioned non-uniform partitioning scheme have been included in the supplementary document.
Data-aware Sampling and Smashing
In this section, we consider sampling and smashing algorithms that utilize the actual T-graph data to determine the times instants. In what follows, we concentrate on the CuT model; thus Sp(k, 1) is equivalent to Sp(k, m), hence we refer to it as just k-Sampling. Similarly Sm(k, 1) is equivalent to Sm(k, m), hence we refer to it as just k-Smashing.
k-Sampling
Given a series of graphlets G [1, T ] , and a budget k, we want to find the partitioning points such that a CuT flooding (from a given source vertex) on a k-SpG
gives the largest reachable set. Here a 1 + a 2 + . . . + a k = T . Maximization is appropriate here because sampling provides a lower bound to the exact value.
In the CuT flooding model, there is no difference caused by erasing all the copies of sampled graphlets; therefore the above SpG will be the same as
Theorem 5.1. The k-Sampling problem is NP hard.
From Maximum Coverage Problem, we know that an approximation factor 1
k is the best possible result and is achieved by a greedy algorithm [7] . Therefore, the k-sampling problem is at least hard to approximate within factor 1
k-Smashing Given a series of graphlets G[1, T ]
, and a budget k, we want to find the partitioning points such that a CuT flooding (from a given source vertex) on a k-SmG
gives the smallest reachable set. Minimization is appropriate here because smashing provides a upper bound to the exact value.
Theorem 5.2. The k-Smashing problem is NP hard.
Approximation heuristics
We now develop some approximation heuristics based on a key observation about the growth of the T -reachable set.
Jumping graphlets
..V T be the actual flooded set at the respective time instants, then we have
Since the cardinality of vertex set is n, there are at most n distinguished vertices in any flooded set. Assume that the sequence of these distinguishable flooded sets is the following:
We refer to a 1 , a 2 , ...a m as the stepping points, and graphlets G 1 , G 1+a1 , G 1+a1+a2 , ...G 1+a1+...am as the jumping graphlets, i.e., where the cardinality of the flooded/reachable set "jumps".
We observed that these jumping graphlets have key importance with respect to the flooding/reachability process in T-graphs. Essentially, the smallest set of jumping graphlets J * for a given T-graph G[1, T ] yields a compressed version of the T-graph. Thus, if the input budget k is larger than the cardinality of J * , then it is always optimal to return this set alone. However, if k < |J * |, we still have a problem of selecting the best set of k graphlets to compress the original G [1, T ] .
Due to the above reasons, it is worthwhile studying the properties of jumping graphlets with the ultimate goal of developing approximation heuristics for both ksampling and k-smashing.
5.3.2
Calculating the number of jumping graphlets in random T-graphs Given a random Tgraph G n,p [1, T ] . The jumping graphlets are a series of graphlets such that the flooded set size strictly increases (due to symmetry of random graphs, flooding from any node will give the same result).
We want to estimate the expected number of such jumping graphlets. Consider a Markov Chain, with states S 1 , . . . , S n denoting the sizes of flooded sets; the transition probability from S i to S j is P ij . In a traditional flooding process, it is possible that the size of a flooded set does not increase over two consecutive graphlets. Hence
Therefore, in the jump flooding process (conditioning on size of flooded set strictly increasing),
Hence, the "hitting time" of a random walk from state S i to S n (absorbing state) will be H i,n (the expected number of steps needed), which obeys the following recursive formula:
where H n,n = 0. We do not have closed form for H i,n , but by Dynamic Programming, we have a bottom-up algorithm with complexity O(n).
It is easy to see that H i,n is the expected number of jumping graphlets.
5.3.3
Step Sampling Algorithms We consider the following approximation heuristic starting from the jumping graphlets.
Consider the flooding/reachability process on the reduced T-graph {G 1 , G 1+a1 , G 1+a1+a2 , ...G 1+a1+...am },  where G 1 , G 1+a1 , G 1+a1+a2 , ...G 1+a1+. ..am are the jumping graphlets of the T-graph. If k < m, the ksampling problem can be heuristically solved by selecting k graphlets from these m jumping graphlets.
We propose two greedy algorithms that solve the kSampling problem approximately, namely, GreedySampling and EnhancedGreedySampling. The pseudocode for these algorithms has been given in the supplementary document.
Performance Evaluation
We compared the performance of various algorithms mentioned in this paper using two real world data sets: (1) MIT Reality Mining intermittent Bluetooth connectivity traces -this comprises of n = 106 nodes and T = 48000 (each graphlet corresponds to 5 minutes); and a (2) longitudinal data set capturing the interaction between approximately 1900 Facebook users [9] . We had T = 4650 graphlets here with each graphlet corresponding to an hour's worth of interactions. Figures 4(a-b) show the performance of dataoblivious algorithms on the MIT-RM data set for a representative node. First, we choose a very low budget, i.e., k = 50 << T = 48000 and observe that dataoblivious sampling schemes (unif Sp and expo Sp) do not perform well whereas smashing schemes (marked Sm) perform much better. For the same budget of k = 50, data-aware Greedy sampling schemes perform better (Figures 4(c) ), as expected. When the budget is increased fourfold to k = 200, the performance of the Sp schemes improves expectedly. Note that for the data-aware scheme k = 200 will yield the same result as k = n = 106 since n jumping graphlets are enough to exactly capture the T -reachability set.
Next, we examine the performance of data-oblivious and data-aware schemes for various budget (k) values on the larger Facebook data set. We observe that as k is increased beyond a certain value (775), which is significantly less than T = 4650 and also less than half of n, data-aware schemes perform almost as good as the optimal scheme. However, for the same value of k, data unaware schemes (Unif/Expo Sp) do not perform well. Therefore, the message is that data aware schemes, while computationally more expensive than data-oblivious schemes are likely to yield significantly better performance for a low storage budget. However, if one can spare a high storage budget, data-oblivious schemes may be good enough as they are computationally cheaper.
Concluding Remarks
We studied the problem of compressing dynamic graphs with the goal of accurately estimating the reachability set of a node over a window of time. We showed that smashing (aggregation) schemes perform well at low storage budgets whereas sampling schemes have good performance only if the budget is high enough. The proposed set of schemes yields a good spectrum of possibilities for navigating the accuracy vs. computation/storage complexity space as demanded by the specific problem at hand. In future, we will focus on the compression problem with respect to other graph properties.
