Abstract. We study the extremal solution for the problem (−∆) s u = λf (u) in Ω, u ≡ 0 in R n \ Ω, where λ > 0 is a parameter and s ∈ (0, 1). We extend some well known results for the extremal solution when the operator is the Laplacian to this nonlocal case. For general convex nonlinearities we prove that the extremal solution is bounded in dimensions n < 4s. We also show that, for exponential and power-like nonlinearities, the extremal solution is bounded whenever n < 10s. In the limit s ↑ 1, n < 10 is optimal. In addition, we show that the extremal solution is H s (R n ) in any dimension whenever the domain is convex. To obtain some of these results we need L q estimates for solutions to the linear Dirichlet problem for the fractional Laplacian with L p data. We prove optimal L q and C β estimates, depending on the value of p. These estimates follow from classical embedding results for the Riesz potential in R n . Finally, to prove the H s regularity of the extremal solution we need an L ∞ estimate near the boundary of convex domains, which we obtain via the moving planes method. For it, we use a maximum principle in small domains for integrodifferential operators with decreasing kernels.
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Introduction and results
Let Ω ⊂ R n be a bounded smooth domain and s ∈ (0, 1), and consider the problem where c n,s is a constant. It is well known -see [4] or the excellent monograph [16] and references thereinthat in the classical case s = 1 there exists a finite extremal parameter λ * such that if 0 < λ < λ * then problem (1.1) admits a minimal classical solution u λ , while for λ > λ * it has no solution, even in the weak sense. Moreover, the family of functions {u λ : 0 < λ < λ * } is increasing in λ, and its pointwise limit u * = lim λ↑λ * u λ is a weak solution of problem (1.1) with λ = λ * . It is called the extremal solution of (1.1).
When f (u) = e u , we have that u * ∈ L ∞ (Ω) if n ≤ 9 [12] , while u * (x) = log 1 |x| 2 if n ≥ 10 and Ω = B 1 [23] . An analogous result holds for other nonlinearities such as powers f (u) = (1 + u) p and also for functions f satisfying a limit condition at infinity; see [30] . In the nineties H. Brezis and J.L. Vázquez [4] raised the question of determining the regularity of u * , depending on the dimension n, for general nonlinearities f satisfying (1.2). The first result in this direction was proved by G. Nedev [26] , who obtained that the extremal solution is bounded in dimensions n ≤ 3 whenever f is convex. Some years later, X. Cabré and A. Capella [7] studied the radial case. They showed that when Ω = B 1 the extremal solution is bounded for all nonlinearities f whenever n ≤ 9. For general nonlinearities, the best known result at the moment is due to X. Cabré [6] , and states that in dimensions n ≤ 4 then the extremal solution is bounded for any convex domain Ω. Recently, S. Villegas [36] have proved, using the results in [6] , the boundedness of the extremal solution in dimension n = 4 for all domains, not necessarily convex. The problem is still open in dimensions 5 ≤ n ≤ 9.
The aim of this paper is to study the extremal solution for the fractional Laplacian, that is, to study problem (1.1) for s ∈ (0, 1).
The closest result to ours was obtained by Capella-Dávila-Dupaigne-Sire [10] . They studied the extremal solution in Ω = B 1 for the spectral fractional Laplacian A s . The operator A s , defined via the Dirichlet eigenvalues of the Laplacian in Ω, is related to (but different from) the fractional Laplacian (1.3). We will state their result later on in this introduction.
Let us start defining weak solutions to problem (1.1). Definition 1.1. We say that u ∈ L 1 (Ω) is a weak solution of (1.1) if
where δ(x) = dist(x, ∂Ω), and
for all ζ such that ζ and (−∆) s ζ are bounded in Ω and ζ ≡ 0 on ∂Ω. Any bounded weak solution is a classical solution, in the sense that it is regular in the interior of Ω, continuous up to the boundary, and (1.1) holds pointwise; see Remark 2.1.
Note that for s = 1 the above notion of weak solution is exactly the one used in [5, 4] .
In the classical case (that is, when s = 1), the analysis of singular extremal solutions involves an intermediate class of solutions, those belonging to H 1 (Ω); see [4, 25] . These solutions are called [4] energy solutions. As proved by Nedev [27] , when the domain Ω is convex the extremal solution belongs to H 1 (Ω), and hence it is an energy solution; see [8] for the statement and proofs of the results in [27] .
Similarly, here we say that a weak solution u is an energy solution of (1.1) when u ∈ H s (R n ). This is equivalent to saying that u is a critical point of the energy functional
(1.8) Our first result, stated next, concerns the existence of a minimal branch of solutions, {u λ , 0 < λ < λ * }, with the same properties as in the case s = 1. These solutions are proved to be positive, bounded, increasing in λ, and semistable. Recall that a weak solution u of (1.1) is said to be semistable if
for all η ∈ H s (R n ) with η ≡ 0 in R n \ Ω. When u is an energy solution this is equivalent to saying that the second variation of energy E at u is nonnegative. Proposition 1.2. Let Ω ⊂ R n be a bounded smooth domain, s ∈ (0, 1), and f be a function satisfying (1.2). Then, there exists a parameter λ * ∈ (0, ∞) such that:
The family of functions {u λ : 0 < λ < λ * } is increasing in λ, and its pointwise limit u * = lim λ↑λ * u λ is a weak solution of (1.1) with λ = λ * . (iii) For λ > λ * , problem (1.1) admits no classical solution. (iv) These solutions u λ , as well as u * , are semistable.
The weak solution u * is called the extremal solution of problem (1.1). As explained above, the main question about the extremal solution u * is to decide whether it is bounded or not. Once the extremal solution is bounded then it is a classical solution, in the sense that it satisfies equation (1.1) pointwise. For example, if f ∈ C ∞ then u * bounded yields u * ∈ C ∞ (Ω) ∩ C s (Ω). Our main result, stated next, concerns the regularity of the extremal solution for problem (1.1). To our knowledge this is the first result concerning extremal solutions for (1.1). In particular, the following are new results even for the unit ball Ω = B 1 and for the exponential nonlinearity f (u) = e u .
Theorem 1.3.
Let Ω be a bounded smooth domain in R n , s ∈ (0, 1), f be a function satisfying (1.2), and u * be the extremal solution of (1.1).
(i) Assume that f is convex. Then, u * is bounded whenever n < 4s. (ii) Assume that f is C 2 and that the following limit exists:
Then, u * is bounded whenever n < 10s. (iii) Assume that Ω is convex. Then, u * belongs to H s (R n ) for all n ≥ 1 and all s ∈ (0, 1).
Note that the exponential and power nonlinearities e u and (1 + u) p , with p > 1, satisfy the hypothesis in part (ii) whenever n < 10s. In the limit s ↑ 1, n < 10 is optimal, since the extremal solution may be singular for s = 1 and n = 10 (as explained before in this introduction).
Note that the results in parts (i) and (ii) of Theorem 1.3 do not provide any estimate when s is small (more precisely, when s ≤ 1/4 and s ≤ 1/10, respectively). The boundedness of the extremal solution for small s seems to require different methods from the ones that we present here. Our computations in Section 3 suggest that the extremal solution for the fractional Laplacian should be bounded in dimensions n ≤ 7 for all s ∈ (0, 1), at least for the exponential nonlinearity f (u) = e u . As commented above, Capella-Dávila-Dupaigne-Sire [10] studied the extremal solution for the spectral fractional Laplacian A s in Ω = B 1 . They obtained an L ∞ bound for the extremal solution in a ball in dimensions n < 2 2 + s + √ 2s + 2 , and hence they proved the boundedness of the extremal solution in dimensions n ≤ 6 for all s ∈ (0, 1).
To prove part (i) of Theorem 1.3 we borrow the ideas of [26] , where Nedev proved the boundedness of the extremal solution for s = 1 and n ≤ 3. To prove part (ii) we follow the approach of M. Sanchón in [30] . When we try to repeat the same arguments for the fractional Laplacian, we find that some identities that in the case s = 1 come from local integration by parts are no longer available for s < 1. Instead, we succeed to replace them by appropriate inequalities. These inequalities are sharp as s ↑ 1, but not for small s. Finally, part (iii) is proved by an argument of Nedev [27] , which for s < 1 requires the Pohozaev identity for the fractional Laplacian, recently established by the authors in [29] . This argument requires also some boundary estimates, which we prove using the moving planes method; see Proposition 1.8 at the end of this introduction.
An important tool in the proofs of the results of Nedev [26] 
This estimate and the Sobolev embeddings lead to L q (Ω) or C α (Ω) estimates for the solution u, depending on whether 1 < p < n 2 or p > n 2 , respectively. Here, to prove Theorem 1.3 we need similar estimates but for the fractional Laplacian, in the sense that from Let Ω ⊂ R n be a bounded C 1,1 domain, s ∈ (0, 1), n > 2s, g ∈ C(Ω), and u be the solution of
there exists a constant C, depending only on n, s, r, and |Ω|, such that
.
. Then there exists a constant C, depending only on n, s, and p, such that
(iii) Let n 2s < p < ∞. Then, there exists a constant C, depending only on n, s, p, and Ω, such that
We will use parts (i), (ii), and (iii) of Proposition 1.4 in the proof of Theorem 1.3. However, we will only use part (iii) to obtain an L ∞ estimate for u, we will not need the C β bound. Still, for completeness we prove the C β estimate, with the optimal exponent β (depending on p). Remark 1.5. Proposition 1.4 does not provide any estimate for n ≤ 2s. Since s ∈ (0, 1), then n ≤ 2s yields n = 1 and s ≥ 1/2. In this case, any bounded domain is of the form Ω = (a, b), and the Green function G(x, y) for problem (1.14) is explicit; see [2] . Then, by using this expression it is not difficult to show that
Proposition 1.4 follows from Theorem 1.6 and Proposition 1.7 below. The first one contains some classical results concerning embeddings for the Riesz potential, and reads as follows. Theorem 1.6 (see [34] ). Let s ∈ (0, 1), n > 2s, and g and u be such that 12) in the sense that u is the Riesz potential of order 2s of g. Assume that u and g belong to L p (R n ), with 1 ≤ p < ∞.
(i) If p = 1, then there exists a constant C, depending only on n and s, such that
, then there exists a constant C, depending only on n, s, and p, such that
(iii) If n 2s < p < ∞, then there exists a constant C, depending only on n, s, and p, such that
Parts (i) and (ii) of Theorem 1.6 are proved in the book of Stein [34, Chapter V]. Part (iii) is also a classical result, but it seems to be more difficult to find an exact reference for it. Although it is not explicitly stated in [34] , it follows for example from the inclusions
, which are commented in [34, p.164] . In the more general framework of spaces with non-doubling n-dimensional measures, a short proof of this result can also be found in [19] .
Having Theorem 1.6 available, to prove Proposition 1.4 we will argue as follows. Assume 1 < p < n 2s
and consider the solution v of the problem
where g is extended by zero outside Ω. On the one hand, the maximum principle yields −v ≤ u ≤ v in R n , and by Theorem 1.6 we have that v ∈ L q (R n ). From this, parts (i) and (ii) of the proposition follow. On the other hand, if p > n 2s
we write u =ṽ + w, whereṽ solves (−∆) sṽ = g in R n and w is the solution of
As before, by Theorem 1.6 we will have thatṽ ∈ C α (R n ), where α = 2s − n p
. Then, the C β regularity of u will follow from the following new result.
for some α > 0, and u be the solution of
, with β = min{s, α}, and
where C is a constant depending only on Ω, α, and s.
To prove Proposition 1.7 we use similar ideas as in [28] . Namely, since u is harmonic then it is smooth inside Ω. Hence, we only have to prove C β estimates near the boundary. To do it, we use an appropriate barrier to show that
in Ω, where x 0 is the nearest point to x on ∂Ω, δ(x) = dist(x, ∂Ω), and β = min{s, α}. Combining this with the interior estimates, we obtain C β estimates up to the boundary of Ω.
Finally, as explained before, to show that when the domain is convex the extremal solution belongs to the energy class H s (R n ) -which is part (iii) of Theorem 1.3-we need the following boundary estimates.
n be a bounded convex domain, s ∈ (0, 1), f be a locally Lipschitz function, and u be a bounded positive solution of
(1.14)
Then, there exists constants δ > 0 and C, depending only on Ω, such that
where
This estimate follows, as in the classical result of de Figueiredo-Lions-Nussbaum [14] , from the moving planes method. There are different versions of the moving planes method for the fractional Laplacian (using the Caffarelli-Silvestre extension, the Riesz potential, the Hopf lemma, etc.). A particularly clean version uses the maximum principle in small domains for the fractional Laplacian, recently proved by Jarohs and Weth in [22] . Here, we follow their approach and we show that this maximum principle holds also for integro-differential operators with decreasing kernels.
The paper is organized as follows. In Section 2 we prove Proposition 1.2. In Section 3 we study the regularity of the extremal solution in the case f (u) = e u . In Section 4 we prove Theorem 1.3 (i)-(ii). In Section 5 we show the maximum principle in small domains and use the moving planes method to establish Proposition 1.8. In Section 6 we prove Theorem 1.3 (iii). Finally, in Section 7 we prove Proposition 1.4.
Existence of the extremal solution
In this section we prove Proposition 1.2. For it, we follow the argument from Proposition 5.1 in [7] ; see also [16] .
Proof of Proposition 1.2. Step 1. We first prove that there is no weak solution for large λ.
Let λ 1 > 0 be the first eigenvalue of (−∆) s in Ω and
The existence, simplicity, and boundedness of the first eigenfunction is proved in [31, Proposition 5] and [32, Proposition 4] . Assume that u is a weak solution of (1.1). Then, using ϕ 1 as a test function for problem (1.1) (see Definition 1.1), we obtain
But since f is superlinear at infinity and positive in [0, ∞), it follows that λf (u) > λ 1 u if λ is large enough, a contradiction with (2.1).
Step 2. Next we prove the existence of a classical solution to (1.1) for small λ. Since f (0) > 0, u ≡ 0 is a strict subsolution of (1.1) for every λ > 0. The solution u of (−∆)
is a bounded supersolution of (1.1) for small λ, more precisely whenever λf (max u) < 1. For such values of λ, a classical solution u λ is obtained by monotone iteration starting from zero; see for example [16] .
Step 3. We next prove that there exists a finite parameter λ * such that for λ < λ * there is a classical solution while for λ > λ * there does not exist classical solution. Define λ * as the supremum of all λ > 0 for which (1.1) admits a classical solution. By Steps 1 and 2, it follows that 0 < λ * < ∞. Now, for each λ < λ * there exists µ ∈ (λ, λ * ) such that (1.1) admits a classical solution u µ . Since f > 0, u µ is a bounded supersolution of (1.1), and hence the monotone iteration procedure shows that (1.1) admits a classical solution u λ with u λ ≤ u µ . Note that the iteration procedure, and hence the solution that it produces, are independent of the supersolution u µ . In addition, by the same reason u λ is smaller than any bounded supersolution of (1.1). It follows that u λ is minimal (i.e., the smallest solution) and that u λ < u µ .
Step 4. We show now that these minimal solutions u λ , 0 < λ < λ * , are semistable. Note that the energy functional (1.6) for problem (1.1) in the set {u ∈ H s (R n ) : u ≡ 0 in R n \ Ω, 0 ≤ u ≤ u λ } admits an absolute minimizer u min . Then, using that u λ is the minimal solution and that f is positive and increasing, it is not difficult to see that u min must coincide with u λ . Considering the second variation of energy (with respect to nonpositive perturbations) we see that u min is a semistable solution of (1.1). But since u min agrees with u λ , then u λ is semistable. Thus u λ is semistable.
Step 5. We now prove that the pointwise limit u * = lim λ↑λ * u λ is a weak solution of (1.1) for λ = λ * and that this solution u * is semistable. As above, let λ 1 > 0 the first eigenvalue of (−∆) s , and ϕ 1 > 0 be the corresponding eigenfunction. Since f is superlinear at infinity, there exists a constant C > 0 such that
Using ϕ 1 as a test function in (1.5) for u λ , we find
In the last inequality we have used (2.3). Taking λ ≥ 3 4 λ * , we see that f (u λ )ϕ 1 is uniformly bounded in L 1 (Ω). In addition, it follows from the results in [28] that
for some positive constants c 1 and C 2 , where δ(x) = dist(x, ∂Ω). Hence, we have that
for some constant C that does not depend on λ. Use now u, the solution of (2.2), as a test function. We obtain that
for some constant C depending only on f and Ω. Here we have used that u ≤ C 3 δ s in Ω for some constant C 3 > 0, which also follows from [28] .
Thus, both sequences, u λ and λf (u λ )δ s are increasing in λ and uniformly bounded in L 1 (Ω) for λ < λ * . By monotone convergence, we conclude that u
and hence u * is semistable.
Remark 2.1. As said in the introduction, the study of extremal solutions involves three classes of solutions: classical, energy, and weak solutions; see Definition 1.1. It follows from their definitions that any classical solution is an energy solution, and that any energy solution is a weak solution.
Moreover, any weak solution u which is bounded is a classical solution. This can be seen as follows. First, by considering u * η and f (u) * η , where η is a standard mollifier, it is not difficult to see that u is regular in the interior of Ω. Moreover, by scaling, we find that
(Ω), we can integrate by parts in (1.5) to obtain
n \ Ω, and therefore u is an energy solution. Finally, bounded energy solutions are classical solutions; see Remark 2.11 in [28] and [33] .
3. An example case: the exponential nonlinearity
In this section we study the regularity of the extremal solution for the nonlinearity f (u) = e u . Although the results of this section follow from Theorem 1.3 (ii), we exhibit this case separately because the proofs are much simpler. Furthermore, this exponential case has the advantage that we have an explicit unbounded solution to the equation in the whole R n , and we can compute the values of n and s for which this singular solution is semistable.
The main result of this section is the following.
Proposition 3.1. Let Ω be a smooth and bounded domain in R n , and let u * the extremal solution of (1.1). Assume that f (u) = e u and n < 10s. Then, u * is bounded.
Proof. Let α be a positive number to be chosen later. Setting η = e αu λ − 1 in the stability condition (1.9) (note that η ≡ 0 in R n \ Ω), we obtain that
Next we use that
for all real numbers a and b. This inequality can be deduced easily from the CauchySchwarz inequality, as follows
Using (3.2), (1.8), and integrating by parts, we deduce
Thus, using that (−∆) s u λ = λe u λ , we find
Therefore, combining (3.1) and (3.3), and rearranging terms, we get
From this, it follows from Hölder's inequality that for each α < 2
for some constant C which depends only on α and |Ω|. Finally, given n < 10s we can choose α < 2 such that n 2s < 2α + 1 < 5. Then, taking p = 2α + 1 in Proposition 1.4 (iii) (see also Remark 1.5) and using (3.4) we obtain
for some constant C that depends only on n, s, and Ω. Letting λ ↑ λ * we find that the extremal solution u * is bounded, as desired.
The following result concerns the stability of the explicit singular solution log Then, u 0 is a solution of (−∆) s u = λ 0 e u in all of R n for some λ 0 > 0. Moreover, u 0 is semistable if and only if
As a consequence:
• If n ≤ 7, then u is unstable for all s ∈ (0, 1).
• If n = 8, then u is semistable if and only if s 0 28206....
• If n = 9, then u is semistable if and only if s 0 63237....
• If n ≥ 10, then u is semistable for all s ∈ (0, 1).
Proposition 3.2 suggests that the extremal solution for the fractional Laplacian should be bounded whenever Γ 6) at least for the exponential nonlinearity f (u) = e u . In particular, u * should be bounded for all s ∈ (0, 1) whenever n ≤ 7. This is an open problem.
Remark 3.3. When s = 1 and when s = 2, inequality (3.6) coincides with the expected optimal dimensions for which the extremal solution is bounded for the Laplacian ∆ and for the bilaplacian ∆ 2 , respectively. In the unit ball Ω = B 1 , it is well known that the extremal solution for s = 1 is bounded whenever n ≤ 9 and may be singular if n ≥ 10 [7] , while the extremal solution for s = 2 is bounded whenever n ≤ 12 and may be singular if n ≥ 13 [13] . Taking s = 1 and s = 2 in (3.6), one can see that the inequality is equivalent to n < 10 and n 12.5653..., respectively.
We next give the Proof of Proposition 3.2. First, using the Fourier transform, it is not difficult to compute
Thus, u 0 is a solution of (−∆) s u 0 = λ 0 e u 0 . Now, since f (u) = e u , by (1.9) we have that u 0 is semistable in Ω = R n if and only if
is known as the fractional Hardy inequality, and the best constant
was obtained by Herbst [24] in 1977; see also [18] . Therefore, it follows that u 0 is semistable if and only if λ 0 ≤ H n,s , which is the same as (3.5).
Boundedness of the extremal solution in low dimensions
In this section we prove Theorem 1.3 (i)-(ii). We start with a lemma, which is the generalization of inequality (3.2). It will be used in the proof of both parts (i) and (ii) of Theorem 1.3.
, γ > 0, and
Then,
for all nonnegative numbers a and b.
Proof. We can assume a ≤ b. Then, since
, the inequality can be written as
which follows from the Cauchy-Schwarz inequality.
The proof of part (ii) of Theorem 1.3 will be split in two cases. Namely, τ ≥ 1 and τ < 1, where τ is given by (1.10). For the case τ ≥ 1, Lemma 4.2 below will be an important tool. Instead, for the case τ < 1 we will use Lemma 4.3. Both lemmas are proved by Sanchón in [30] , where the extremal solution for the p-Laplacian operator is studied.
Lemma 4.2 ([30]).
Let f be a function satisfying (1.2), and assume that the limit in (1.10) exists. Assume in addition that
where g is given by (4.1).
Lemma 4.3 ([30]).
Then, for every ∈ (0, 1 − τ ) there exists a positive constant C such that
The constant C depends only on τ and .
The first step in the proof of Theorem 1.3 (ii) in case τ ≥ 1 is the following result.
Lemma 4.4. Let f be a function satisfying (1.2). Assume that γ ≥ 1 satisfies (4.2), where g is given by (4.1). Let u λ be the solution of (1.1) given by Proposition 1.2 (i), where λ < λ * . Then,
for some constant C which does not depend on λ.
Proof. Recall that the seminorm · • H s is defined by (1.7). Using Lemma 4.1, (1.8), and integrating by parts,
Moreover, the stability condition (1.9) applied with η = f (u λ ) γ yields
This, combined with (4.3), gives
Finally, by (4.2) and since f (t)/f (t) → 1 as t → +∞, it follows from (4.4) that
for some constant C that does not depend on λ, and thus the proposition is proved.
We next give the proof of Theorem 1.3 (ii).
Proof of Theorem 1.3 (ii). Assume first that τ ≥ 1, where
By Lemma 4.4 and Lemma 4.2, we have that
for each γ ∈ (1, 1 + √ τ ). Now, for any such γ, we have that f 2γ is increasing and convex (since 2γ ≥ 1), and thus
Therefore, we have that
and thus,
Let now w be the solution of the problem
where v is given by (4.7). Then, by (4.6) and Proposition 1.4 (i) (see also Remark 1.5),
Since f (u λ ) 2γ is a subsolution of (4.8) -by (4.7)-, it follows that
, where C is a constant that does not depend on λ. This can be done for any γ ∈ (1, 1 + √ τ ), and thus we find
Hence, using Proposition 1.4 (iii) and letting λ ↑ λ * it follows that u * ∈ L ∞ (Ω) whenever n < 6s + 4s √ τ .
Hence, the extremal solution is bounded whenever n < 10s. Assume now τ < 1. In this case, Lemma 4.3 ensures that for each ∈ (0, 1 − τ ) there exist a constant C such that
. Next we show that if n < 10s by a bootstrap argument we obtain u * ∈ L ∞ (Ω). Indeed, by Proposition 1.4 (ii) and (4.10) we have
. Now, we define recursively
Now, since
then the bootstrap argument yields u * ∈ L ∞ (Ω) in a finite number of steps provided that (m − 1)n/m < 2sp 0 . This condition is equivalent to n < 2s + 4s
, which is satisfied for small enough whenever n ≤ 10s, since 1+ √ τ τ > 2 for τ < 1. Thus, the result is proved.
Before proving Theorem 1.3 (i), we need the following lemma, proved by Nedev in [26] .
Lemma 4.5 ([26]
). Let f be a convex function satisfying (1.2), and let
where f (t) = f (t) − f (0).
As said above, this lemma is proved in [26] . More precisely, see equation (6) in the proof of Theorem 1 in [26] and recall that f /f → 1 at infinity.
We can now give the Proof of Theorem 1.3 (i). Let g be given by (4.11). Using Lemma 4.1 with γ = 1 and integrating by parts, we find
(4.12)
The stability condition (1.9) applied with η = f (u λ ) yields
which combined with (4.12) gives
This inequality can be written as
In addition, since f is convex we have
Hence, by Lemma 4.5 we obtain
Now, on the one hand we have that
since f is increasing and convex. This yields, as in (4.7),
On the other hand, let w the solution of the problem
By (4.14) and Proposition 1.4 (i) (see also Remark 1.5),
, and using Proposition 1.4 (iii), we find u * ∈ L ∞ (Ω) whenever n < 4s, as desired.
Boundary estimates: the moving planes method
In this section we prove Proposition 1.8. This will be done with the celebrated moving planes method [21] , as in the classical boundary estimates for the Laplacian of de Figueiredo-Lions-Nussbaum [14] .
The moving planes method has been applied to problems involving the fractional Laplacian by different authors; see for example [11, 1, 17] . However, some of these results use the specific properties of the fractional Laplacian -such as the extension problem of Caffarelli-Silvestre [9] , or the Riesz potential expression for (−∆) −s -, and it is not clear how to apply the method to more general integro-differential operators. Here, we follow a different approach that allows more general nonlocal operators.
The main tool in the proof is the following maximum principle in small domains. Recently, Jarohs and Weth [22] obtained a parabolic version of the maximum principle in small domains for the fractional Laplacian; see Proposition 2.4 in [22] . The proof of their result is essentially the same that we present in this section. Still, we think that it may be of interest to write here the proof for integro-differential operators with decreasing kernels.
n , radially symmetric and decreasing, and satisfying
for some positive constants c and ν, and let
Let V ∈ L ∞ (Ω) be any bounded function, and
where x * is the symmetric to x with respect to the hyperplane {x 1 = 0}. Then, there exists a positive constant C 0 such that if
that the left hand side of (5.3) can be written as
where y * denotes the symmetric of y with respect to the hyperplane {x 1 = 0}. Choose ϕ = −w − χ Ω , where w − is the negative part of w, i.e., w = w + − w − . Then, we claim that
Indeed, first, we have
where we have used that w
Thus, rearranging terms and using that w
We next use that, since K is radially symmetric and decreasing, K(x−y * ) ≤ K(x−y) for all x and y in R n + . We deduce
and since w − (y * ) ≤ w + (y) for all y in R n + by assumption, we obtain (5.4). Now, on the one hand note that from (5.4) we find
and therefore w
On the other hand, it is clear that
Thus, it follows from (5.3), (5.5), and (5.6) that
Finally, by the Hölder and the fractional Sobolev inequalities, we have
, where q = 2n n−ν
. Thus, taking C 0 such that C 0 < (C 1 C 2 ) −1 the lemma follows.
Now, once we have the nonlocal version of the maximum principle in small domains, the moving planes method can be applied exactly as in the classical case.
Proof of Proposition 1.8. Replacing the classical maximum principle in small domains by Lemma 5.1, we can apply the moving planes method to deduce u L ∞ (Ω δ ) ≤ C u L 1 (Ω) for some constants C and δ > 0 that depend only on Ω, as in de Figueiredo-Lions-Nussbaum [14] ; see also [3] .
Let us recall this argument. Assume first that all curvatures of ∂Ω are positive. Let ν(y) be the unit outward normal to Ω at y. Then, there exist positive constants s 0 and α depending only on the convex domain Ω such that, for every y ∈ ∂Ω and every e ∈ R n with |e| = 1 and e · ν(y) ≥ α, u(y − se) is nondecreasing in s ∈ [0, s 0 ]. This fact follows from the moving planes method applied to planes close to those tangent to Ω at ∂Ω. By the convexity of Ω, the reflected caps will be contained in Ω. The previous monotonicity fact leads to the existence of a set I x , for each x ∈ Ω δ , and a constant γ > 0 that depend only on Ω, such that
The set I x is a truncated open cone with vertex at x. As mentioned in page 45 of de Figuereido-Lions-Nussbaum [14] , the same can also be proved for general convex domains with a little more of care.
Remark 5.3. When Ω = B 1 , Proposition 1.8 follows from the results in [1] , where Birkner, López-Mimbela, and Wakolbinger used the moving planes method to show that any nonnegative bounded solution of
is radially symmetric and decreasing. When u is a bounded semistable solution of (5.7), there is an alternative way to show that u is radially symmetric. This alternative proof applies to all solutions (not necessarily positive), but does not give monotonicity. Indeed, one can easily show that, for any i = j, the function w = x i u x j −x j u x i is a solution of the linearized problem (−∆)
Then, since λ 1 ((−∆) s − f (u); B 1 ) ≥ 0 by assumption, it follows that either w ≡ 0 or λ 1 = 0 and w is a multiple of the first eigenfunction, which is positive -see the proof of Proposition 9 in [31, Appendix A]. But since w is a tangential derivative then it can not have constant sign along a circumference {|x| = r}, r ∈ (0, 1), and thus it has to be w ≡ 0. Therefore, all the tangential derivatives ∂ t u = x i u x j − x j u x i equal zero, and thus u is radially symmetric.
H s regularity of the extremal solution in convex domains
In this section we prove Theorem 1.3 (iii). A key tool in this proof is the Pohozaev identity for the fractional Laplacian, recently obtained by the authors in [29] . This identity allows us to compare the interior H s norm of the extremal solution u * with a boundary term involving u * /δ s , where δ is the distance to ∂Ω. Then, this boundary term can be bounded by using the results of the previous section by the L 1 norm of u * , which is finite. We first prove the boundedness of u * /δ s near the boundary.
Lemma 6.1. Let Ω be a convex domain, u be a bounded solution of (1.14), and
for some c 1 > 0. Then, there exists constants δ > 0, c 2 , and C such that
, where Ω δ = {x ∈ Ω : dist(x, ∂Ω) < δ}. Moreover, the constants δ, c 2 , and C depend only on Ω and c 1 .
Proof. The result can be deduced from the boundary regularity results in [28] and Proposition 1.8, as follows. Let δ > 0 be given by Proposition 1.8, and let η be a smooth cutoff function satisfying η ≡ 0 in Ω \ Ω 2δ/3 and η ≡ 1 in Ω δ/3 . Then, uη ∈ L ∞ (Ω) and uη ≡ 0 in R n \ Ω. Moreover, we claim that
for some function g ∈ L ∞ (Ω), with the estimate
To prove that (6.1) holds pointwise we argue separately in Ω δ/4 , in Ω 3δ/4 \ Ω δ/4 , and in Ω \ Ω 3δ/4 , as follows:
Since uη − u vanishes in Ω δ/3 and also outside Ω, g is bounded and satisfies (6.2).
• In Ω 3δ/4 \ Ω δ/4 , g = (−∆) s (uη). Then, using
and that η is smooth, we find that g is bounded and satisfies (6.2).
s (uη). Since uη vanishes in Ω \ Ω 2δ/3 , g is bounded and satisfies (6.2). Now, since u is a solution of (1.14), by classical interior estimates we have
see for instance [28] . Hence, by (6.1) and Theorem 1.2 in [28] , uη/δ s ∈ C α (Ω) for some α > 0 and
In the last inequality we have used (6.2) and (6.3). Then, the result follows from Proposition 1.8. , and hence we find that u L r (Ω) ≤ C for all r < n n − 2s for some constant that depends only on n, s, and |Ω|.
(ii) The proof is analogous to the one of part (i). In this case, the constant does not depend on the domain Ω.
(iii) As before, we assume g L p (Ω) = 1. Write u =ṽ + w, whereṽ and w are given byṽ
and
Then, from (7.1) and Theorem 1.6 we deduce that
Moreover, since the domain Ω is bounded, then g has compact support and henceṽ decays at infinity. Thus, we find
for some constant C that depends only on n, s, p, and Ω. Now, we apply Proposition 1.7 to equation (7.2). We find
where β = min{α, s}. Thus, combining (7.4), and (7.5) the result follows.
Note that we have only used Proposition 1.7 to obtain the C β estimate in part (iii). If one only needs an L ∞ estimate instead of the C β one, Proposition 1.7 is not needed, since the L ∞ bound follows from the maximum principle.
Lemma 7.4. Let s ∈ (0, 1). Then, there exist constants , c 1 , and C 2 , and a continuous radial function ϕ satisfying
The constants c 1 and C 2 depend only on n, s, and β.
Proof. We follow the proof of Lemma 2.6 in [28] . Consider the function
It is a classical result (see [20] ) that this function satisfies
for some positive constant κ n,s . Thus, the fractional Kelvin transform of u 0 , that we denote by u * 0 , satisfies
Recall that the Kelvin transform u * 0 of u 0 is defined by
Then, it is clear that
while u * 0 is bounded at infinity. Let us consider now a smooth function η satisfying η ≡ 0 in B 3 and
Indeed, it is clear that ϕ ≡ 0 in B 1 . Moreover, taking C big enough it is clear that we have that (−∆) s ϕ ≥ 1. In addition, the condition c 1 (|x| − 1) s ≤ ϕ ≤ C 2 (|x| − 1) s is satisfied by construction. Thus, ϕ satisfies (7.7), and the proof is finished.
Once we have constructed the supersolution, we can give the Proof of Lemma 7.3. First, we can assume that h C α (R n \Ω) = 1. Then, by the maximum principle we have that u L ∞ (R n ) = h L ∞ (R n ) ≤ 1. We can also assume that α ≤ s, since h C s (R n ) ≤ C h C α (R n \Ω) whenever s < α.
Let x 0 ∈ ∂Ω and R > 0 be small enough. Let B R be a ball of radius R, exterior to Ω, and touching ∂Ω at x 0 . Let us see that |u(x) − u(x 0 )| is bounded by CR β in Ω ∩ B 2R .
By Lemma 7.4, we find that there exist constants c 1 and C 2 , and a radial continuous function ϕ satisfying Moreover, since this can be done for each x 0 on ∂Ω, h(x 0 ) = u(x 0 ), and we have u L ∞ (Ω) ≤ 1, we find that u(x) − u(x 0 ) ≤ Cδ β in Ω, (7.10) where x 0 is the projection on ∂Ω of x.
Repeating the same argument with u and h replaced by −u and −h, we obtain the same bound for h(x 0 ) − u(x), and thus the lemma follows.
The following result will be used to obtain C β estimates for u inside Ω. For a proof of this lemma see for example Corollary 2.4 in [28] .
Lemma 7.5 ([28])
. Let s ∈ (0, 1), and let w be a solution of (−∆) s w = 0 in B 2 . Then, for every γ ∈ (0, 2s)
where the constant C depends only on n, s, and γ. Now, we use Lemmas 7.3 and 7.5 to obtain interior C β estimates for the solution of (1.13). Lemma 7.6. Let Ω be a bounded domain satisfying the exterior ball condition, h ∈ C α (R n \ Ω) for some α > 0, and u be the solution of (1.13). Then, for all x ∈ Ω we have the following estimate in B R (x) = B δ(x)/2 (x) u C β (B R (x)) ≤ C h C α (R n \Ω) , (7.11) where β = min{α, s} and C is a constant depending only on Ω, s, and α. Moreover, using Lemma 7.3 we obtain ũ L ∞ (B 1 ) ≤ C h C α (R n \Ω) R β . (7.13)
Furthermore, observing that |ũ(y)| ≤ C h C α (R n \Ω) R β (1 + |y| β ) in all of R n , we find
14)
with C depending only on Ω, s, and α. Now, using Lemma 7.5 with γ = β, and taking into account (7.12), (7.13), and (7.14), we deduce ũ C β (B1/4) ≤ C h C α (R n \Ω) R β ,
where C = C(Ω, s, β). Finally, we observe that
[u] C β (BR/4(x)) = R −β [ũ] C β (B1/4) .
Hence, by an standard covering argument, we find the estimate (7.11) for the C β norm of u in B R (x). Now, Proposition 1.7 follows immediately from Lemma 7.6, as in Proposition 1.1 in [28] .
Proof of Proposition 1.7. This proof is completely analogous to the proof of Proposition 1.1 in [28] . One only have to replace the s in that proof by β, and use the estimate from the present Lemma 7.6 instead of the one from [28, Lemma 2.9].
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