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Resumo
 Os sistemas de observação da Terra consistem em ferramentas que fornecem 
medições da temperatura do ar, da água e da superfície da Terra. Estas medições podem 
ser realizadas a partir do espaço com o recurso a satélites.
 Os dados recolhidos são vitais para o dia-a-dia das populações já que fornecem 
diversas informações sobre o ar, a água e solo. As informações fornecidas podem ser 
úteis na recolha de dados para modelos de previsão, para a detecção de problemas 
relacionados com a contaminação da água dos oceanos por parte de navios que possam 
estar a libertar combustíveis ou outras matérias perigosas para as águas; incêndios, 
cheias e catástrofes naturais; humidade dos solos e problemas relacionados com a 
poluição atmosférica e no apoio às actividades agrícolas. 
 Este trabalho insere-se num destes sistemas de observação da Terra, o projecto 
Land Surface Analysis Satellite Application Facility (Land SAF) que é financiado pela 
organização europeia para a exploração de satélites meteorológicos, a EUMETSAT, 
que designou o Instituto de Meteorologia, como a entidade responsável pelo 
desenvolvimento do projecto.
 O trabalho desenvolvido inclui tarefas de suporte e manutenção da aplicação 
utilizada no sistema Land SAF. Em particular a realização de testes de sistema e de 
integração e a actualização das interfaces da página da Land SAF e da aplicação HMI.





 The Earth observation systems are tools that provide measurements of air, water 
and surface of the Earth temperature. These measurements can be taken from space with 
the use of satellites.
 The data collected are vital to the day-by-day life of people already providing 
information on the air, water and soil. The information may be useful for detecting: 
problems related to the water contamination of the oceans from ships that may have 
released fuel or other hazardous materials to water, fires, floods and other natural 
disasters; soil moisture and problems related to air pollution.
 This project is based in one of these Earth observation systems, the Land Surface 
Analysis Satellite Application Facility (Land SAF) project belong to the European 
organization for the exploitation of meteorological satellites, EUMETSAT, which 
designated the Institute of Meteorology, as the entity responsible for developing the 
project.
 The work includes tasks of application support and maintenance of the Land 
SAF system. In particular making the integration and system testing, updating of the 
interfaces of the page of the Land SAF and the application HMI.
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 Com o evoluir dos tempos existe a necessidade de criar sistemas que 
possibilitem um controlo mais rígido e constante das condições atmosféricas da Terra. 
 É importante para a sociedade que exista uma boa distribuição dos dados 
atmosféricos recolhidos de forma a que seja possível efectuar uma melhor previsão de 
tempo para uma determinada região. Estes dados são particularmente importantes para a 
previsão e prevenção de catástrofes naturais relacionadas com as diferentes condições 
atmosféricas, no controlo ambiental da poluição do ar, na monitorização da humidade e 
temperatura do solo.
 Assim, com base nos dados resultantes das observações por satélite são 
desenvolvidos diferentes produtos relevantes para as mais diversas áreas como a 
previsão do tempo e modelação do clima, gestão do ambiente e utilização do solo, 
gestão de desastres naturais, aplicações climatológicas e potencialmente, quando as 
series forem suficientemente longas, a detecção de alterações do clima.
1.2 Objectivos e enquadramento do trabalho
 Este trabalho insere-se dentro de um projecto de controlo e monitorização da 
superfície da Terra, denominado como Land Surface Analysis Satellite Application 
Facility (LSA SAF ou Land SAF). Tem como propósito a manutenção de um sistema 
distribuído que tem como principal objectivo aumentar os benefícios dos dados 
relacionados com a observação terrestre, interacções Terra-Atmosfera e aplicações 
biofísicas.
 O projecto LSA SAF tem como fundamento principal aproveitar, em benefício 
da sociedade, os dados recolhidos pelos satélites espaciais da EUMETSAT. Este é um 
projecto que tem previsto um longo período de utilização de mais de 20 anos. Estando a 
tecnologia em constante evolução é necessário que este projecto esteja em constante 
alteração e adaptação. 
 Na fase de manutenção deste projecto, é necessário que exista um sistema de 
testes para o projecto de modo a que este garanta uma qualidade elevada do serviço 
prestado.
 O trabalho desenvolvido insere-se na fase de manutenção do projecto. Com base 
nas normas de qualidade inicialmente propostas, devem ser desenvolvidos mecanismos 
de suporte aos testes de modo a facilitar a sua execução já que se trata de um sistema 
bastante complexo e com alguns componentes bastante diversificados.
 Para além disso, o projecto encontra-se numa fase de transição de tipos de 
sistemas de satélite e para isso é necessário que exista uma actualização da aplicação de 
interface de modo a que seja possível a utilização simultânea dos dois sistemas em 
questão.
1.3 Definições e abreviaturas
ACE Adaptive Communication Environment
ADD Architecture Design Document
AL Surface Albedo
AM Archive Manager
ARDRP Auxiliary Reference Data Receiver and Preparer
CORBA Common Object Request Broker Architecture
DDD Detailed Design Document
DM Dissemination Manager
DSLF Downwelling Surface Long-wave Fluxes
DSSF Downwelling Surface Short-wave Fluxes
DTD Document Type Definition
DVB Digital Video Broadcast
ECMWF European Centre for Medium-Range Weather Forecasts
EM Emissivity
EPS EUMETSAT Polar System
ESA European Space Agency
ET Evapotranspiration
EUMETSAT European Meteorological Satellite Organization
FCUL Faculdade de Ciências da Universidade de Lisboa
FTP File Transfer Protocol
GRAS GNSS Receiver for Atmospheric Sounding
HMI Human Machine Interface
IDL Interface Description Language
IM Instituto de Meteorologia, Portugal
JacORB Java ORB
LAI Leaf Area Index
LAN Local Area Network
LSM LandSAF System Manager
LST Land Surface Temperature
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MARF Meteorological Archive & Retrieval Facility
METEOSAT Geo-stationary Meteorological Satellite
METOP Meteorological Operational Polar Satellite
MSG Meteosat Second Generation
NOAA National Oceanic and Atmospheric Administration, USA
NRT Near Real Time
NWC Nowcasting
NWP Numerical Weather Prediction
ORB Object Request Broker
PP Products Processor
RPC Remote Procedure Call
SAF Satellite Application Facility
SC Snow Cover
SDP Satellite Data Pre-Processor
SM Soil Moisture
SQL Structured Query Language
SRD System/Software Requirements Document
SVVP Software Verification and Validation Plan
SSL Secure Sockets Layer
TAO The ACE ORB
UMARF Unique Meteorological Archive & Retrieval Facility
URD User Requirement Document
1.4 Panorâmica do documento
 Este documento está organizado da seguinte forma.
 O Capítulo 2 apresenta uma visão panorâmica da arquitectura e tecnologias 
utilizadas no sistema. No Capítulo 3, descreve-se o projecto, explicando qual é a 
organização responsável, qual o conceito do projecto e o projecto propriamente dito. No 
Capítulo 4, é  descrito como o sistema está implementado e quais as ferramentas 
utilizadas para o seu desenvolvimento. Os Capítulos 5 e 6, descrevem as tarefas 
realizadas ao longo do projecto. E, por fim, no Capítulo 7 é feita a conclusão do 
trabalho realizado.
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 Neste capítulo é feita uma breve descrição dos conceitos que são abordados ao 
longo deste documento e que também são utilizados no sistema Land Surface Analysis 
Satellite Application Facility. Inicialmente, é descrito o tipo de arquitectura do sistema a 
que se segue uma abordagem aos protocolos e tecnologias utilizados para a 
comunicação. São descritas também as principais características de sistemas 
informáticos que são essenciais para o projecto. Por fim descrevem-se os conceitos 
principais das fases para o desenvolvimento de projectos de software.
2.1 Características do sistema
 A arquitectura de um sistema é uma descrição de como um sistema funciona e 
está organizado de modo a explicar as propriedades estruturais do sistema. É a 
arquitectura organizacional do sistema que define como os componentes do sistema,  o 
software e o hardware, se organizam e como se interligam.
 2.1.1 Sistema distribuído
 Segundo Andrew S. Tanenbaum, um sistema distribuído define-se como sendo 
um conjunto de computadores independentes que aos olhos dos utilizadores do sistema 
é um único computador (Tanenbaum, 2002). Outras definições são sugeridas por 
Coulouris e por Lamport. Segundo a definição de Coulouris, um sistema distribuído 
consiste numa colecção de computadores autónomos ligados por uma rede e equipados 
com software para sistemas distribuídos. Lamport define um sistema distribuído como 
sendo um sistema em que a falha de um computador que nem se sabia existir pode 
tornar o nosso computador inutilizável.
 Existem para muitas pessoas a noção de que um sistema distribuído é apenas 
uma rede de computadores, mas é muito mais que isso. É uma rede de computadores é 
um conjunto de computadores que estão inter-ligados através dos protocolos comuns de 
ligações. Assim, trata-se de um conjunto de computadores que têm processos 
partilhados e que comunicam através de protocolos próprios do sistema.
 O sistemas distribuídos tem algumas vantagens conhecidas sobre os sistemas 
centralizados, como as mainframes (Veríssimo e Rodrigues, 2000). Economicamente os 
microprocessadores, computadores comuns, oferecem uma melhor relação qualidade/
preço. Para além disso, um sistema distribuído pode ter um maior poder computacional 
que uma mainframe. 
 É também muitas vezes necessário que as aplicações estejam a ser processadas 
em diferentes máquinas. Assim no caso de alguma máquina avariar, o sistema pode 
continuar a funcionar. Para além disso é possível aumentar o poder de processamento do 
sistema integrando apenas novo componentes ao sistema.
 2.1.1.1 Características dos sistemas distribuídos
 As propriedades que a seguir se descrevem são requisitos específicos que o 
sistema ou serviço devem ter. Assim, é importante que se tenha noção das principais 
propriedades utilizados e quais os objectivos.
 Redundância
 Trata-se de uma configuração, estado de um sistema ou informação extra. Estes 
elementos redundantes servem para compensar possíveis erros ou falhas que possam vir 
a acontecer no sistema. A aplicação de redundância pode ser feita tanto em termos de 
hardware, software ou informação.
 No hardware a redundância pode ser feita acrescentando, por exemplo, novos 
discos, servidores, computadores ou cabos ao sistema. Isto aumenta a tolerância a faltas 
do sistema. Quanto ao software, a redundância pode ser utilizada acrescentando cópias 
extras do código crítico de modo a prevenir que os programas acidentalmente 
corrompam o código. Outra maneira é ter componentes de software como salvaguarda e 
no caso de o componente principal falhar, o componente de salvaguarda assume o 
controlo.
 A redundância associada à informação é feita verificando se a informação está a 
ser transmitida, existem mecanismo como a codificação de Hamming que corrigem 
possíveis erros de transmissão (Feibel, 2001).
 O conceito de redundância está directamente ligado ao conceito de 
disponibilidade que é descrito em seguida.
 
 Disponibilidade
 A disponibilidade é uma medida que caracteriza a qualidade de um determinado 
componente ou serviço. Trata-se da percentagem do tempo que o mesmo esta disponível 
para utilização. Em sistemas críticos é importante que a disponibilidade dos 
componentes esteja perto dos 100%, podendo ser necessário recorrer ao factores como a 
escalabilidade e a redundância (Tanenbaum, 1999).
 Escalabilidade
 A escalabilidade é a possibilidade de uma determinada rede ou sistema ser 
aumentado. Este é um dos factores mais importantes para o desenho da arquitectura de 




 São conhecidas quatro regras que distinguem os sistemas escaláveis daqueles 
que não são :
1. Nenhuma máquina tem a informação completa sobre o estado do sistema.  
2. As máquinas tomam decisões com base na informação local
3. A falha de uma das máquinas não deve impedir o funcionamento do algoritmo
4. Não é implícita a existência de um relógio global do sistema.
 2.1.2 Conceito Near Real Time
 O conceito de sistema Near Real Time ou sistemas NRT surge da necessidade de 
sincronizar determinadas acções  com um determinado ambiente. Os sistemas NRT 
podem ser vistos como sistemas que têm a capacidade de executar acções com 
intervalos pré-especificados. Quando se trata de um sistema Near Real Time distribuído, 
é necessário ter em consideração aspectos relacionados com a arquitectura e 
funcionalidade do sistema, o conceito do tempo e da sincronia dos componentes do 
sistema. 
 O conceito timeliness, e está relacionado com a exactidão de um determinado 
processo ser executado, sendo que a sua não realização poderá afectar todo o sistema ou 
serviço.
 Outra questão importante, é quando e como os componentes devem funcionar, 
podendo se tratar de acções dependentes do tempo ou de eventos. Deve ser levada em 
conta o tipo de ligação, protocolos a utilizar e também a localização geográfica dos 
componentes do sistema. 
2.2 Protocolos e tecnologias de comunicação
 Os protocolos de comunicação são um conjunto de regras definidas para a 
comunicação entre dois sistemas. Assim, para que uma ligação seja estabelecida há que 
cumprir essas regras. As tecnologias da comunicação são ferramentas que possibilitam 
que se estabeleça uma ligação sobre um determinado protocolo.
 2.2.1 Remote Procedure Call
 A ideia básica do Remote Procedure Call, ou RPC é fazer com que a chamada a 
um procedimento remoto possa parecer como uma chamada local. Isto é, um 
determinado computador pode aceder a um programa que se encontre noutra máquina 
de uma maneira transparente como se estivesse a aceder a um programa que estaria a 
correr localmente na máquina.
 2.2.2 CORBA
 CORBA, acrónimo para Common Object Request Broker Architecture, é um 
standard definido pelo Object Management Group. Esta tecnologia permite que objectos 
de “software” desenvolvidos em diferentes tipos de linguagens possam comunicar entre 
si. Utiliza uma linguagem própria para a definição das interfaces dos objectos, o IDL ou 
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Interface Definition Language, que especifica os objectos que vão ser utilizados na 
comunicação.
 Para a comunicação entre os componentes é necessário um Object Request 
Broker, ou ORB. O ORB é o núcleo “midleware” do CORBA que permite que se 
possam fazer chamadas de programas de um computador ou aplicação para outra 
através da rede. É também o ORB que faz a conversão dos dados transferidos, tanto de 
estruturas para uma sequência de bytes, como a operação inversa (Wikipédia 1).
 A figura 2.1 ilustra o funcionamento do CORBA onde a máquina do cliente faz 
uma chamada a um procedimento local e através do stub é construida uma mensagem 
que é posteriormente enviada para a máquina servidor para que seja realizado o 
processamento local do procedimento enviado pela máquina cliente. Todos os passos 
estão descritos na figura.
 2.2.3 File Transfer Protocol
O protocolo de comunicação File Transfer Protocol, ou FTP, é um protocolo 
bastante utilizado para a transferência de ficheiros através da Internet e em redes. Este 
protocolo de comunicação pressupõe a existência de duas entidades importantes:  o 
cliente, que deseja obter os ficheiro ou informações sobre os mesmos e o servidor, que é 
quem tem os ficheiros que podem ser obtidos.
 Os objectivos do FTP descritos no documento Request for Comment: 959, são os 
seguintes: 
•Promover a partilha de ficheiros, sejam programas de computadores e ou 
dados;
•Encorajar directa ou indirectamente à utilização de computadores remotos;
•Proteger os clientes da variação de ficheiros armazenados em diferentes 
servidores;
•Transferir os dados com consistência e eficiência;.
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Figura 2.1 Exemplo de um RPC
 2.2.3 JSP e Servlets
 JavaServer Pages (JSP) é uma tecnologia utilizada no desenvolvimento de 
aplicações para Web, similar às tecnologias Active Server Pages (ASP) da Microsoft  ou 
ao PHP. Por ser baseada na linguagem de programação Java, tem a vantagem da 
portabilidade de plataforma, que permite a sua execução em diversos sistemas 
operativos, como o Windows e versões do Unix, como o Linux. 
 Esta tecnologia permite ao programador desenvolver aplicações web que 
permitam o acesso a bases de dados, manipular ficheiros no formato texto, recolher 
informações a partir de formulários e informações sobre o visitante e o servidor. Uma 
página criada com a tecnologia JSP, após instalada num servidor aplicacional 
compatível com a tecnologia Java EE, é transformada em Servlet. São exemplos de 
servidores compatíveis com a tecnologia JSP o Tomcat e o Glassfish. (Wikipédia 2)
 As aplicações baseadas em Servlet geram conteúdo dinâmico e interagem com os 
clientes, utilizando o modelo request/response. Os servlets normalmente utilizam o 
protocolo HTTP, apesar de não serem restritos a ele. (Wikipédia 3)
 2.2.4 EUMETCast
O EUMETCast é um serviço desenvolvido pela EUMETSAT para a 
disseminação de dados. Trata-se de um sistema “multicast” baseado no sistema cliente-
servidor, em que o servidor está implementado no terminal de satélite terrestre da 
EUMETSAT e os clientes, as estações individuais de recepção da EUMETSAT.
Os ficheiros são transmitidos através de uma linha de comunicação dedicada da 
EUMETSAT até ao terminal de satélite. Estes ficheiros estão cifrados e são depois 
enviados para um satélite geoestacionário de televisão, o Hot-bird 6, para serem 
distribuídos pelos utilizadores do serviço.
 Para a recepção dos dados, os utilizadores necessitam de um receptor de satélite, 
que  deve estar ligado a um computador que tenha placa-TV, para receber os dados. Os 
dados que são recebidos encontram-se cifrados, e é utilizada uma pen USB que contém 
a chave para decifrar os dados. 
 A EUMETCast distribui gratuitamente tanto o software necessário para decifrar 
o sinal DVB recebido como também a pen USB.
 A figura 2.2 ilustra o sistema de distribuição de dados da EUMETCast para as 
diferentes áreas do mundo.
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 2.3 Fases de desenvolvimento
 O ciclo de vida de um projecto é uma estrutura de fases definida para o 
desenvolvimento de software com qualidade e eficácia.
 No documento ISO 12207 (ISO 12207, 1995) são descritos todos os processos 
do ciclo de vida de um projecto. Na tabela 2.1 são descritos os nove processos mais 
importantes do ciclo de vida de um projecto.
 Dependendo da metodologia de desenvolvimento dos projectos, as fases 
referidas na tabela 2.1 podem ser iteradas de modo a se ter um bom desenvolvimento do 
projecto.
De seguida, são descritas em maior detalhe as fases relevantes para a realização 
deste projecto de mestrado. 




 A fase de testes de software tem com fundamento verificar a qualidade do 
software desenvolvido. Estes testes normalmente incidem na correcção em relação à 
especificação, na integridade e na segurança do software. Mas os testes pode ser mais 
técnicos e testar a funcionalidade, a capacidade, a eficiência, a portabilidade, a 
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Fase de desenvolvimento Descrição
Análise de domínio
Nesta fase é feita uma análise de todo o projecto, 
sendo dado especial ênfase aos problemas que se 
focam no projecto e quais as necessidades para o 
projecto tanto a nível de hardware como de software.
Análise de requisitos de 
software
Esta é a fase onde se analisa quais as componentes de 
software necessárias e como estas componentes vão 
estar interligadas.
Especificação
A especificação é a fase onde se define como o código 
vai estar escrito.
Desenho da arquitectura de 
software
Faz-se a representação abstracta do sistema 
pretendido. Tem também a preocupação de fazer com 
que o software esteja de acordo com os requisitos do 
projecto.
Implementação
É a fase onde se implementa o que está definido pela 
especificação e de acordo com a arquitectura do 
software.
Testes
Fase onde são testadas partes de software e o sistema 
como um todo.
Documentação
A documentação serve para assegurar uma melhor 
qualidade de software e em caso de necessidade, serve 
de auxílio a posteriores alterações e manutenção do 
sistema.
Suporte e treino
Fase onde é dada formação ao cliente do projecto de 
forma a que o software desenvolvido seja utilizado de 
modo correcto e eficiente
Manutenção
Fase para a correcção de erros detectados no sistema já 
implementado, mas também para a realização de 
novas actualizações e alterações ao sistema.
Tabela 2.1 Descrição das fases do ciclo de vida do software
compatibilidade, a usabilidade entre outras características definidas no documento que 
define as normas de qualidade de software, o ISO/IEC 9126 (ISO/IEC 9126, 2004).
A fase de testes contempla os testes de software propriamente ditos, e tem 
também dois processos importantes: a verificação e a validação A verificação tem como 
objectivo verificar se o software e/ou os componentes estão de acordo com os requisitos 
especificados. A validação permite avaliar se o software produzido está de acordo com o 
pretendido pelo cliente.
Este dois processos, verificação e validação, acompanham todo o ciclo de vida 
de um projecto e são iterados sempre que uma fase do ciclo de vida de um projecto 
termina. Assim se garante que o projecto vai de acordo com os objectivos propostos e 
assegura uma melhor qualidade do projecto.
 O standard da realização da fase de testes é descrito no documento IEEE 
Standard for Software Verification and Validation (IEEE 1012, 2004), no qual se 
descrevem todos os passos importantes para a realização de testes que assegurem a 
qualidade do software. 
 A realização dos testes divide-se essencialmente em seis tipos de testes que são 
descritos na tabela 2.2:
Tipo de teste Descrição
Testes unitários São testes realizados ao nível do código e do 
componente especifico a testar. Trata-se de um teste 
interno ao componente.
Testes de integração Testa a interface entre os componentes de modo a 
garantir que estes se comportam como esperado.
Testes funcionais Testa se a funcionalidade a qualquer nível (tanto 
classe, modulo, interface ou sistema) do software está 
de acordo com os requisitos
Testes de sistema Serve para testar se o sistema todo está de acordo com 
os requisitos especificados.
Testes de integração de 
sistema
Testa a integração do sistema com outros sistemas 
externos.
Testes de aceitação São realizados pelo utilizador final de modo a 
verificar se o produto final está de acordo com o 
proposto. São também conhecidos como testes de 
versões beta e alfa
 
 2.3.2 Documentação
 A produção de documentação é um processo importante no desenvolvimento de 
um projecto de software. Este processo tem a preocupação de registar todas as 
actividades que são feitas e as que devem ser realizadas. A realização de uma 
Tabela 2.2 Descrição dos tipos de testes de software
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documentação correcta faz com que seja fornecido ao projecto um bom melhoramento 
da qualidade de desenvolvimento do software. 
 Alguns tipos de documentação que acompanham o evoluir do  ciclo de vida de 
um projecto estão definidos e são descritos em seguida. 
 A documentação da arquitectura e do desenho tem como particularidade criar 
uma visão geral do software e deve incluir todos os princípios de construção para serem 
utilizados na construção dos componentes. A documentação técnica é a documentação 
do código produzido, dos algoritmos, das interfaces e das API’s. A documentação do 
utilizador final contempla os manuais de utilização, manuais de administração do 
sistema e suporte ao projecto. Por fim, a documentação de marketing é utilizada de 
modo a incentivar novos utilizadores à utilização dos produtos e aplicações 
desenvolvidos.
 2.3.3 Manutenção
 O processo de manutenção é realizado já depois de o projecto ter sido entregue 
ao cliente. Trata-se de um processo em que são realizadas as alterações a problemas que 
não tenham sido detectados na fase de implementação e o desenvolvimento de novas 
funcionalidades.
Neste processo está também incluída a possibilidade de alteração de 
componentes já implementadas. Dependendo do tempo de vida do projecto depende a 
sua manutenção. Este processo no ciclo de vida de um projecto, pode ser o de maior 






Enquadramento do projecto Land SAF
 Neste capítulo é descrito como surgiu o projecto Land SAFe qual a importância 
que o mesmo tem para a sociedade. Numa fase inicial do capítulo é feita uma descrição 
da organização que é responsável pelo Land Surface Analysis Satellite Application 
Facility e que como se engloba numa rede de outros SAF’s semelhantes. Em seguida é 
explicada a importância deste projecto.
3.1 EUMETSAT
 A EUMETSAT é a organização europeia responsável pelo programa de 
observação da Terra a partir do espaço, para utilização em meteorologia. Esta 
organização é composta por 20 países Europeus. São esses países que asseguram os 
fundos monetários dos projectos de observação da Terra que são desenvolvidos no 
âmbito da organização e que são também os principais utilizadores dos mesmos 
projectos.
O objectivo principal é estabelecer, assegurar e explorar a operacionalidade dos 
satélites meteorológicos europeus. Assim, são distribuídos em tempo quase real pela 
organização aos mais diversos utilizadores, dados de satélites que permitem a sua 
utilização para a previsão do tempo ao longo de 24 horas por dia, 365 dias por ano.
Mas a organização não trata só da distribuição dos dados recebidos dos 
satélites,tem também a preocupação de alertar para eventuais desastres naturais e fazer a 
monitorização climatérica e alterações globais do clima. Actualmente, a EUMETSAT é 
responsável por dois tipos de sistemas de satélites o Meteosat, 2ª geração MSG, satélite 
geoestacionário, e o sistema Metop que tem uma órbita polar. Depois de recebidos, os 
dados são disseminados através de um mecanismo de comunicação desenvolvido pela 
EUMETSAT, o EUMETCast que já foi referido no ponto 2.2.4 deste relatório.
3.2 Satellite Application Facility
As SAF’s são centros dedicados exclusivamente ao processamento dos dados 
dos satélites. Cada SAF é gerida por um determinado instituto meteorológico de um 
estado membro da EUMETSAT.
Todos os dados e serviços desenvolvidos pelas diferentes SAF’s são um 
complemento da informação dos produtos resultantes do processamento centralizado e 
distribuídos pela EUMETSAT.
A EUMETSAT surge como entidade que supervisiona e coordena todas as 
actividades da rede de SAF’s.
Os dados que são utilizados pelas SAF’s provêm dos satélites da EUMETSAT, 
maioritariamente, mas utilizam também dados provenientes de outras SAF’s e outras 
entidades, como o Centro Europeu de Previsão a Médio Prazo.










Previsão meteorológica a muito 
curto prazo, nunca mais que 3 
horas. 
Espanha
Ocean and Sea Ice OSI SAF
Processamento e distribuição 
em tempo quase real da 
temperatura da água dos 
oceanos, condições ambientais 
dos oceanos e correntes, 
detecção de gelo à deriva nos 
oceanos.
França
Climate Monitoring CM SAF





Modelação rápida da Atmosfera 





Observação da temperatura da 
superfície terrestre, dos fluxos 








Monitorização dos níveis de 




Medição da temperatura, 
pressão e vapor de água na 
estratosfera e troposfera com o 







Desenvolvimento de produtos 
geofísicos relacionados com a 
humidade do solo, precipitação 
e parâmetros de neve.
Itália
Tabela 3.1 Lista e descrição das SAF’s
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 Os benefícios das SAF’s focam-se em diferentes áreas da sociedade:
•A previsão a curto prazo de catástrofes por tempo severo
•Apoio à agricultura, construções, indústrias de gás, água e electricidade
•Compreensão dos efeitos da poluição nos níveis mais altos da atmosfera
•Avisos de catástrofes com maior antecedência
•Monitorização do tempo com mais precisão
• Informação relativa ao uso da terra, ecologia, monitorização de 
desastres e previsões para a agricultura
•Beneficia os transportes por via marítima e aéreas e as pescas dando 
informações importantes sobre os estados das rotas e condições marítimas.
3.3 Land Surface Analysis SAF
 A responsabilidade do projecto LSA SAF é do Instituto de Meteorologia. Teve 
início em Junho de 1999, e incluiu uma fase de desenvolvimento de cinco anos 
(1999-2004). Nos dois anos seguintes (2005-2006) esteve numa fase pré-operacional, 
tendo passado à fase operacional em 2007. Este projecto tem uma expectativa de vinte 
anos de operacionalidade podendo vir a sofrer alterações para assim garantir a 
continuidade do projecto.
 O objectivo desta SAF é a monitorização da superfície terrestre, as interacções 
da Terra com a atmosfera e o desenvolvimento de aplicações para a monitorização de 
propriedades biofísicas da Terra. Este projecto tem como principal fonte de dados os 
satélites da EUMETSAT, nomeadamente o Meteosat Second Generation (MSG) e o 
Eumetsat Polar System (EPS). A posição orbital dos satélites MSG permite que sejam 
recolhidos dados de quatro sub-áreas consideradas pelo sistema da LSA SAF, (Europa, 
Norte de África, Sul de África e Sul da América). Para a cadeia EPS, a recolha é global. 
 Para a produção dos diferentes produtos e aplicação às diferentes áreas 
continentais são recebidos diferentes parâmetros enviados pelos satélites.
 O sistema LSA SAF funciona num sistema distribuído com uma arquitectura 
cliente-servidor. Este sistema é redundante; e se um determinado componente ou 
máquina falhar deve ser automaticamente substituído. É um sistema que se baseia no 
baixo custo, tanto de hardware como de software. Como tal, recorre à utilização de 
software livre e todas as componentes de hardware são simples computadores pessoais, 
que podem ser substituídos em qualquer altura e que não necessitam de intervenções 
especiais de instalação. Para além disso o sistema pode receber novos algoritmos sem a 
necessidade de alteração das restantes componentes do sistema.
 A tabela 3.2 sumaria os parâmetros utilizados para os produtos gerados.
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Este parâmetro é importante pois serve para 
caracterizar o balanço de energia no 
sistema solo-vegetação-atmosfera. O 
Albedo quantifica a energia que é absorvida 
e transformada em calor.
Land Surface Temperature LST
Temperatura emitida pela superfície da 
Terra. Trata-se de um parâmetro importante 
p a r a a c o m u n i d a d e c i e n t í f i c a 
nomeadamente para os profissionais que 
trabalham com modelos climatéricos e 
meteorológicos.
Downwelling Surface Short-
wave Radiation Flux DSSF
Fluxo energético descendente à 
superfície da radiação solar.
Downwelling Surface Long-
wave Radiation  Fluxe DSLF
Fluxo energético descendente à 
superfície da radiação terrestre.
Fractional Vegetation Cover FVC
Distribuição da vegetação sobre a 
superfície terrestre.
Snow Cover SC
Parâmetro que mostra a presença de neve 
sobre a superfície terrestre.
Evapotranspiration ET
Fluxo de água evaporada da Terra para  a 
atmosfera.
Leaf Area Index LAI Índice de área florestal.
Fire Radiactive Power FRP Energia dos fogos.
Tabela 3.2 Descrição dos parâmetros utilizados pela Land SAF
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Descrição do sistema
 Neste capítulo descreve-se a organização do sistema. Em seguida, apresentam-se 
as ferramentas utilizadas. Descreve-se em pormenor todos os componentes e produtos 
que são gerados pela implementação dos diferentes algoritmos que o sistema utiliza.
4.1 Arquitectura do sistema
O sistema LSA SAF é um sistema distribuído que se baseia numa aproximação 
modelar e portável. Para assegurar uma boa qualidade de serviço, o sistema deve ser 
redundante e em caso de falha de algum dos componentes, o sistema tem a capacidade 
de colocar um componente de substituição em funcionamento. 
Para além disso deve-se tratar de um sistema disponível de modo a que os 
componentes estejam sempre funcionais. É possível iniciar o sistema com um ou mais 
componentes do mesmo tipo que poderão estar no mesmo computador ou em 
computadores diferentes. Este facto de ter diferentes componentes do mesmo tipo 
fornece ao sistema a possibilidade de se ter um paralelismo no funcionamento dos 
componentes que aumenta a eficiência do processamento e oferece também uma 
redundância ao componente.
A comunicação do sistema está feita de modo a possibilitar a escalabilidade do 
sistema. Para isso, a comunicação entre os diversos componentes foi minimizada. 
Existem dois domínios de comunicação do sistema: a comunicação interna entre os 
componentes e a comunicação do sistema para o exterior.
A comunicação interna do sistema é feita através do standard CORBA, 
fornecendo portabilidade dos componentes recorrendo às bibliotecas ACE+TAO. A 
comunicação com o exterior do sistema é feita por FTP e EUMETCast.
4.2 Ferramentas utilizadas
 Para o funcionamento do sistema LSA SAF recorre-se à utilização de 
ferramentas auxiliares tanto para o desenvolvimento como para o funcionamento.
No desenvolvimento utilizaram-se bibliotecas para que seja possível a 
comunicação com os componentes. Estes podem ser desenvolvidos em qualquer 
linguagem de programação, e também para se poder escrever e ler ficheiros XML que 
são importantes para definir as configurações dos componentes.
Assim, são utilizadas no desenvolvimento as seguintes ferramentas:
•Xerces C++ Parser, [no actual sistema em funcionamento, grande parte 
dos componentes está desenvolvido em C++] esta biblioteca open source desenvolvida 
pela Apache, possibilita  a validação, a leitura e a escrita de dados no formato XML.
•Adaptative Communication Environment (ACE) é uma framework 
orientada a objectos reutilizável, que possibilita a comunicação do software entre 
diferentes tipos de sistemas operativos.
•TAO – The ACE Orb é uma biblioteca que possibilita a utilização das 
especificações do Corba em tempo-real.
• JacORB, é uma implementação gratuita dos standards Corba da OMGi, 
que possibilita a ligação 
Quanto as ferramentas para utilização no funcionamento do sistema, a mais 
importante é a base de dados: MySQL, que é uma base de dados open source portável e 
escalável.
4.3 Componentes do sistema
 A eficiência do serviço prestado pela Land SAF depende especificamente de 
cada componente e é importante que cada um desempenhe a sua função especifica.
 O sistema é composto por sete componentes essenciais que se passam a 
apresentar na tabela 4.1.
 O componentes do sistema devem apresentar uma alta disponibilidade daí que se 
opte pela redundância dos vários componentes do sistema.
 A figura 4.1 apresenta a organização dos diversos componentes da Land SAF.
Figura 4.1 Organização dos componentes LSA SAF
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Componente Sigla Descrição
Satellite Data Pre-Processor SDP
Responsável pelo pré-processamento 
dos dados que são recebidos dos 
satélites EPS e MSG. Isto permite que 
os dados que vão ser utilizados pelos 
outros componentes já estejam num 
formato mais universal
Dissemination Manager DM
É o componente responsável pela 
distribuição dos dados armazenados 
para os utilizadores do Land SAF.
Products Processor PP
Componente que utiliza os dados pré-
processados que estão no sistema de 
modo a que sejam gerados os 
d i f e r e n t e s p r o d u t o s . E s t e 
processamento é realizado com base 
em algoritmos criados pelos cientistas 
que compõem o projecto Land SAF.
Auxiliary Reference Data 
Receiver and Preparer ARDRP
Este componente funciona um pouco 
como o SDP, mas trata de dados 
auxiliares que são fornecidos por 
diferentes entidades e que permitem 
um melhoramento do processamento 
dos produtos.
Archive Manager AM
O gestor do arquivo é um dos mais 
importantes componentes do sistema, 
se não o mais importante já que é 
onde são guardados todos os dados 
que são recebidos e processados pelo 
sistema. É ao AM que os dados são 
pedidos para serem distribuídos pelos 
utilizadores do sistema.
Land SAF System Manager LSM
O LSM é o gestor de todo o sistema 
este componente permite saber como 
estão a funcionar os diferentes 
componentes e também parar ou 
iniciar os mesmos.
Human Machine Interface HMI
Este componente permite ao 
utilizador interagir com o LSM, É a 
camada de interface pessoa-maquina 
do sistema Land SAF.
Tabela 4.1 Descrição dos componentes da Land SAF
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Capítulo 5
Testes de software e documentação
 Este capítulo serve para descrever a primeira fase do trabalho que incidiu sobre 
os testes e a produção de documentação. É feita uma breve descrição das tarefas a serem 
realizadas e posteriormente é indicado o planeamento dessas tarefas. E em seguida é 
descrito como foram realizados os testes e a documentação produzida durante o 
projecto. 
5.1 Considerações gerais
 No trabalho realizado no projecto Land Surface Analysis, coordenado pelo 
Instituto de Meteorologia, as tarefas realizadas consistiram essencialmente em três áreas 
da engenharia informática: testes, documentação e manutenção. Sendo este um projecto 
em que se prevê uma duração de cerca de 20 anos e com a possibilidade de continuar 
por muitos mais, é importante que o projecto acompanhe as evoluções dos novos 
algoritmos, dos dados recebidos e da tecnologia utilizada.
 A componente de testes é bastante importante pois este projecto deve assegurar 
um serviço com uma eficiência bastante alta. Os testes servem para testar os 
componentes ao máximo de modo a garantir que antes de algo novo ser implementado 
no sistema está de acordo com os padrões de qualidade exigidos.
 A documentação, assim como os testes, servem também para fornecer uma 
melhor qualidade ao projecto. Tudo o que é realizado no âmbito do projecto está 
devidamente documentado, sejam documentos de especificação do sistema ou de 
componentes, registo de tarefas realizadas até mesmo reuniões de consorcio. Sempre 
que é realizada alguma alteração, num componente ou interface, é documentado e 
depois tem de ser aprovado pelo consorcio do projecto.
 A manuntenção do sistema está directamente relacionada com a evolução do 
projecto. Com o surgir de novos algoritmos é necessária a adaptação do sistema as 
novas necessidades dos algoritmos. Também é de salientar que o projecto se encontra 
numa fase de junção de dois sistemas de satélite bastante diferentes, tanto no tempo de 
recepção dos dados como também nos dados que são enviados pelo satélite. 
 5.1.1 Organização do trabalho realizado
 
 O trabalho realizado para o projecto Land SAF iniciou-se a 30 de Julho de 2007. 
Durante aproximadamente dez meses, o trabalho desenvolvido esteve de acordo com as 
necessidades do projecto, e também esteve organizado de modo a existir um 
conhecimento e compreensão  de todo o sistema ao longo destes meses.
 No mapa de Gantt na figura 5.1 apresenta-se a carga de trabalho realizado para o 
diferente tipo de tarefas realizadas. O trabalho organiza-se em 2 fases. A 1ª fase, descrita 
neste capítulo, descreve-se os testes realizados e a produção da documentação. A 2ª fase 
do trabalho está descrita no capitulo 6 do documento e são abordadas as alterações 
realizadas à página da Land SAF e à aplicação HMI. 
 As tarefas foram organizadas de modo a que fosse possível entender todo o 
funcionamento do sistema Land SAF. 
5.2 Testes de Software
 
 5.2.1 Descrição geral dos testes
 Os testes servem para assegurar a qualidade do software desenvolvido assim 
como também verificar se os diferentes componentes se comportam da forma esperada. 
A realização dos testes ao software é um dos processos mais importantes do ciclo de 
vida de um projecto, e deve sempre que necessário voltar-se a fazer.
 O projecto Land SAF encontra-se constantemente em evolução. Com o surgir de 
novos algoritmos e novas funcionalidades dos componentes é importante que se 
realizem testes específicos para a integração do novo componente no sistema.
 Assim surgem diferentes tipos de testes para garantir a qualidade do novo 
software desenvolvido. Existem três tipos de testes realizados: testes unitários, testes de 
integração e os testes de sistema. Os testes unitários são realizados apenas com o 
componente que se está a desenvolver, normalmente tratam-se de testes em que se se 
fornece inputs específicos para verificar se obtemos os outputs esperados. Os testes de 
integração, são as fases de testes seguintes onde se começa a integrar os componentes 
todos, para assim testar a interacção de todos os componentes. Os testes de sistema são 
os testes realizados ao sistema propriamente dito. Neste tipo de testes são utilizados os 
componentes todos em conjunto.
 Nas seguintes secções deste capítulo são descritos os testes de integração e os 
testes de sistema do projecto Land SAF. São apenas descritos estes dois tipos de teste já 
que os testes unitários são realizados por quem desenvolve os componentes.
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Figura 5.1 Mapa de Gantt com tarefas realizadas
 É importante referir que todos os testes que são realizados encontram-se 
devidamente documentados no Software Verification and Validation Plan do projecto 
Land SAF.
 
 5.2.2 Testes de Integração
 Os testes de integração são testes de caixa preta (black-box tests), e têm como 
objecto testar as interfaces e também a informação trocada no sistema entre os 
componentes.
 Para facilitar a realização dos testes de integração foi desenvolvido um sistema 
semi-automatizado que realiza os testes pretendidos e assim evita também uma possivel 
falha humana involuntária, já que se tratam de bastantes testes.
 Ambiente de testes
 Para a realização destes testes de modo semi-automatizado foi desenvolvido um 
ambiente de testes. Este ambiente de testes é ilustrado na figura 5.1.
 Explicando mais detalhadamente, esta figura ilustra todas as interacções que 
existem quando se está a realizar os testes de integração a um componente específico.
 O ficheiro de configuração trata-se de um ficheiro XML onde estão definidas 
todas as configurações necessárias para o funcionamento do componente. São definidos 
os ficheiros de input, ficheiros de output, configurações relativas a tempos dos 
componentes e dependendo do componente são necessárias configurações diferentes.
Figura 5.2 Ambiente dos testes de integração
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 Os tipos de testes de integração de um componente variam com a existência de 
diferentes ficheiros de configuração, este processo é descrito mais à frente.
 Numa fase inicial dos testes de integração são utilizados stub’s. Estes são 
componentes virtuais que se comportam de modo ideal fornecendo todos os dados 
esperados ao componente em uso. Depois de devidamente testado e validado, um 
componente passa a poder ser utilizado nos testes de outros componentes. Assim vai-se 
criando uma aproximação mais directa do funcionamento do sistema.
 Para testar o processamento de um componente, são fornecidos dados através 
dos ficheiros de input podendo estes serem reais ou simulados. Todas as mensagens 
geradas pelo componente são armazenadas num ficheiro de logs. Este ficheiro serve 
mais tarde para a verificação e validação do componente quando realizadas auditorias 
ao sistema e ao desenvolvimento do componente.
 Script de testes
 A execução automática dos testes requer a existência um script de testes. Estes 
testes são feitos com base nos testes definidos pelo o SVVP.
 O script está escrito em Pearl, e para a realização dos testes consulta uma tabela 
onde estão definidos os casos de teste, os procedimentos dos testes, os modelos de teste 
a serem realizados e também os ficheiros de configuração necessários.
 A tabela encontra-se na figura 5.2.
   O script funciona lendo uma linha de cada vez, e sempre que o tester não queira 
realizar determinados testes, basta que no início da linha correspondente ao teste 
coloque o carácter cardinal (‘#’), assim quando o script estiver a ser executado e 
encontrar este carácter passa para o teste seguinte. 
 Mais detalhadamente, a tabela de testes organiza-se da seguinte forma descrita 
na tabela 5.1.
Figura 5.3 Tabela de testes de integração
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 Organização do script
 O script propriamente dito recorre a ficheiros externos para a realização das 
diferentes tarefas necessárias para a execução dos testes. Estes ficheiros são pequenos 
shell scripts que realizam pequenas tarefas como copiar ficheiros para a directoria de 
testes, parar processos, lançar componentes, definir os tempos dos componentes entre 
outras tarefas.Estes ficheiros são descritos na tabela 5.2 assim como também as suas 
funcionalidades.
 O modo de funcionamento e comunicação entre os ficheiros referidos na tabela 
anterior encontra-se ilustrada na figura 5.4 através de um diagrama de sequência.
 Este diagrama de sequências serve para uma melhor compreensão do 
funcionamento dos testes para quem os irá resolver.
 O trabalho realizado nesta parte dos testes incidiu na melhoria do desempenho 
do script de modo a que este fosse automatizado o máximo possível. Foi feita também a 
implementação de requisitos definidos no SVVP que não se encontravam 
implementados como a escrita dos logs dos testes realizados.
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Coluna da tabela de teste Descrição
T. Proc Nr
Número correspondente ao procedimento de testes 
definido no SVVP.
TestCase
Numero correspondente ao caso de testes definido no 
SVVP.
Test Template Modelo de tipo de teste a ser realizado.
Source XML file
Ficheiro de configuração do componente utilizado 
para o teste.
Required XML file
Ficheiro de configuração do componente que irá ser 
substituído pelo ficheiro indicado na coluna anterior.
Test Macro
Indicação do tipo de macro a ser realizada pelo 
componente.
Tabela 5.1 Descrição da tabela de testes de integração
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Ficheiro Descrição
IT_runAll.pl Ficheiro utilizado para correr o script dos testes de integração.
kill_proc Ficheiro que serve para parar todos os processos relacionados 
com os scripts.
bash_src Executa todas as operações de cópia de ficheiros e definição de 
variáveis globais.
corba_launch Responsável por lanchar os componentes CORBA.
source
Ficheiro temporário que executa as acções de cada caso de 
teste.
timmers Ficheiro que define os tempos para cada caso de teste 
especifico.
load_component Ficheiro que contém os comandos para lançar num novo 
terminal um componente.
load_hmi Lança uma nova janela de terminal que é utilizada para executar 
as acções do HMI.
load_stub Ficheiro que lança o stub correspondente.
Tabela 5.2 Descrição da tabela de testes de integração
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Figura 5.4 Diagrama de sequência dos ficheiros do script
 Processamento do script
 O script é iniciado através do lançamento do ficheiro IT_runAll.pl. A partir deste 
momento os testes começam a ser processados e o tester apenas tem que verificar se 
determinadas mensagens surgem nas janelas de teste.
 Durante o decorrer do script, passa-se por vários processos internos do scritpt na 
tabela 5.3, são descritas a ordem dos processos que são realizados assim como também 





1 Início do script com o IT_runAll.pl - -
2 Matar todos os processos de teste - -
3 Existem testes a serem realizados? 4 13
4 Lançar os componentes do CORBA - -
5 Limpar a directoria temporária - -
6
Copiar a directoria de casos de teste para a directoria 
temporária - -
7
Substituir o ficheiro de configuração XML  original 
pelo ficheiro XML de teste - -
8 Definir as configurações dos tempos - -
9 Iniciar o caso de teste actual - -
10 Inicar as acções dos procedimentos de teste - -
11 Continuar os testes de integração? 12 13
12 Os resultados dos testes estão correctos? 2 13
13 Matar todos os processos de teste - -
14 Terminar o script - -
  Visualmente esta transição de estados do script é melhor entendida com o 
recurso à figura 5.5.
Tabela 5.3 Processos realizados pelo script de testes 
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 Templates de testes
 Para a realização dos testes de integração foram criados doze templates, ou 
modelos de teste. Cada um destes modelos funciona como um conjunto de 
procedimentos a ser realizado para testar um componente.
 Os templates encontram-se descritos na tabela 5.4.
 Conceitos temporais dos testes
 A realização dos testes de integração é importante ter em conta a noção de tempo 
do sistema, para além disso também é importante entender o como se comportam dos 
componentes que estamos a testar.
 Os conceitos directamente relacionados com os componentes são o init, o start e 
o stop.
 Estes três conceitos são os comandos essenciais para o funcionamento dos 
componentes. Detalhadamente, os comandos são descritos na tabela 5.5.
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Figura 5.5 Diagrama de estados dos testes de integração
Comando Funcionalidade
Init
O init serve para iniciar um componente, e deixá-lo em 
modo de espera para que possa começar a processar.
Start
O comando start é a ordem para o componente iniciar o 
processamento.
Stop
É o comando para terminar o processamento, este comando 
pode ser dado pelo operador ou pelo componente quando 
este atinge o tempo final de processamento.
Tabela 5.5 Conceitos init, start e stop dos componentes 




Teste para ver o comportamento quando o componente recebe 
ordens diferentes do HMI.
Get
Verificar se o componente envia o ficheiro de configuração 
quando é pedido pelo HMI
Differences
Testa a alteração do ficheiro de configuração e verifica se os 
ficheiros que são alterados estão correctos.
Naming Service 
List
Verifica se os servidores do componente foram removidos da 
lista de Naming Service depois de pedido pelo HMI
Empty
Serve para verificar se o componente envia a informação do 
registo ( Log) para o AM quando o componente é criado.
Start and Stop
Objectivo é começar e parar o componente em teste, sendo 
que a paragem pode depender de um determinado tempo.
Missing Inputs
Serve para testar o comportamento do componente quando 
não encontra os dados necessários ao seu funcionamento.
Maximum 
Processing Time
O objectivo é ver como o componente se comporta quando o 
tempo máximo de processamento é alcançado.
Alternative Mode
Dados dois modos de processamento o componente deve 
escolher o que está correcto.
Kill Archive 
Manager
Verificar como o componente reage quando o AM  não está 
disponível ou ligado.
Wrapper
Testar o comportamento do componente quando o wrapper 
não está disponível.
Two Components Teste utilizado para ligar dois componentes em simultâneo.
Tabela 5.4 Descrição dos templates de testes
 Para que exista um esclarecimento visual do funcionamento do componentes 
podemos recorrer a figura 5.6. Em cima podemos observar o comportamento de um 
componente com uma paragem normal, isto é, uma paragem do componente agendada.
 Em baixo, podemos observar uma paragem por ordem do utilizador e assim 
verificar que o componente não pára automaticamente quando recebe a ordem de 
paragem mas pára quando termina o processamento que está a ser efectuado.
 Para além dos comando de funcionamento dos componentes, é também 
importante referir os conceitos necessários para a gestão de tempo dos componentes.
 O projecto Land SAF pretende ser um sistema Near-Real Time, assim é 
necessário que exista um agendamento dos processamentos dos componentes.
 Assim surgem três conceitos: o Earliest Start, o Latest Start e o Latest End. 
Estes conceitos são descritos na tabela 5.6.
Conceito Sigla Descrição
Earliest Start
ES Início do período de pesquisa dos ficheiros 
necessários ao início do processamento.
Latest Start LS Limite de tempo para o início do processamento do 
componente.
Latest End LE Tempo limite da conclusão do processamento do 
componente.
 Dentro do período entre o Earliest Start (ES) e o Latest Start (LS) existem 
pequenos ciclos de pesquisa dos ficheiros de input.
 Cada um desses ciclos denomina-se Polling Period (PP). A duração de cada 
Polling Period é definida apriori no ficheiro de configuração do componente. Com o 
início do Earliest Start inicia-se o primeiro PP.
 Caso a duração do PP seja superior à duração do intervalo ES, LS então o 
processamento não se inicia e é apresentado a mensagem de erro correspondente. Senão. 
Figura 5.6 Execução dos comandos star e stop
Tabela 5.6 Conceitos “Earliest Start”,  “Latest Start” e “Latest End” 
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sucedem-se PP’s até que a diferença do tempo actual para o instante LS seja inferior à 
duração de um PP. O processamento inicia-se no instante LS. 
 Em cada PP, o componente efectua a pesquisa dos ficheiros de input. Sempre 
que termina um ciclo de pesquisa de ficheiros e não encontre todos, efectua apenas a 
pesquisa dos ficheiros que faltam. No momento em que são encontrados todos os 
ficheiros necessários, o componente inicia automaticamente o processamento.
 Estes conceitos, são ilustrados na figura 5.7, onde é possível observar como se 
comporta um componente.
 Descrevendo melhor a figura, foram dadas duas ordens de processamento ao 
componente, nos instantes 00:00:00 e 00:05:00. O componente demora 40 segundos a 
processar, a variável Tp. No ficheiro de configuração do componente são indicados os 
valores em segundos do latest star, latest end e do polling period. O ES é 30 segundos. 
O LS é 130 segundos. O PP tem a duração de 5 segundos. Logo, entre o ES e o LS 
ocorrem 6 PP’s.
 5.2.3 Descrição dos templates
 Dos templates referidos no ponto anterior, existem três templates que requerem 
especial atenção. Estes templates necessitam que a pessoa responsável por definir as 
configurações tenha em consideração a variável tempo. Isto porque os componentes não 
processam todos de igual modo nem requerem o mesmo tempo para o processamento. 
Assim os templates que em seguida serão explicados são: Start e Stop, Missing Inputs e 
o Maximum Processing Time.
 Start e Stop
 Este template tem como objectivo testar o comportamento de um componente 
quando recebe uma ordem de paragem dada pelo utilizador. Para que obtenha o 
resultado do teste pretendido, o tester tem de ter conhecimento do tempo de 
processamento do componente e do tempo médio que o componente demora a fazer a 
pesquisa dos ficheiros de input. Com o conhecimento destes tempos evita que a ordem 
Figura 5.7 Processamento de um componente 
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de paragem seja dada antes de o componente começar a processar ou que a ordem seja 
dada já depois de o componente ter feito o processamento.
 A figura 5.8 mostra três possíveis ocorrências na execução do template Star e 
Stop. Em cima (5.8.a) está ilustrada a paragem do componente antes de se ter iniciado o 
processamento. No meio (5.8.b) está ilustrada uma paragem de um componente já 
depois de ter sido efectuado o processamento. E em baixo (5.8.c) está ilustrada uma 
paragem do componente  durante o processamento, sendo esta a opção pretendida no 
teste. Neste caso, o componente não pára imediatamente e deve continuar o 
processamento até terminar as tarefas que estava a executar no momento da paragem.
 Missing Inputs
 Este template tem como finalidade observar o comportamento de um 
componente quando não são fornecidos todos os ficheiros necessários para o 
processamento.
 As figuras 5.9 e 5.10 ilustram duas possíveis situações do teste. A figura 5.9 
mostra o componente a encontrar todos os ficheiros de input necessários para o 
processamento e assim começar o processamento. A figura 5.10 ilustra o caso de falta de 
inputs, depois de serem realizados todos os polling periods não foram encontrados os 
ficheiros e assim nem sequer é iniciado o  processamento do componente.
Figura 5.8 Ilustração do template “Start e Stop”
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 Maximum Processing Time
 Este template tem objectivo testar o comportamento do componente quando é 
alcançado o tempo máximo de processamento e o componente ainda não efectuou todo 
o processamento. O tempo máximo de conclusão é dado pelo Latest End: é este limite 
que define quando o componente deve parar o processamento. Assim, se queremos 
testar o componente quando é alcançado o tempo máximo de processamento, este é a 
diferença entre o LE e o LS, temos de fornecer ao componente um Latest End que seja 
alcançado antes de o processamento terminar.
 As duas figuras seguintes ilustram isso mesmo, na figura 5.11 podemos observar 
um componente a fazer um processamento de forma correcta. Já na figura 5.12 
Figura 5.9 Processamento correcto do componente
Figura 5.10 Erro do componente por falta de ficheiros de input 
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observamos uma paragem do processamento do componente por este ter alcançado o 
tempo máximo de processamento. Para a realização deste template é fornecido uma 
diferença de tempos muito pequena de modo a que seja possivel obtermos uma 
mensagem de erro do componente.
 
 5.2.4 Testes de Sistema
 Os testes de sistema estão constantemente a serem realizados. Para além da 
cadeia de produção dos algoritmos, a cadeia nominal, existe uma cadeia paralela onde 
Figura 5.11 Processamento normal do componente
Figura 5.12 Exemplo do “Maximum Processing Time”
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os algoritmos e os novos componentes que são desenvolvidos ficam em teste durante 
cerca de uma semana. Assim o teste é realizado em  ambiente real e é possível avaliar  o 





 5.3.1 Descrição geral da documentação
 Tratando-se de um projecto que tem altas exigências de qualidade, tanto do 
software como do serviço, é importante que tudo o que é feito seja devidamente 
documentado. 
 Assim, a documentação é das tarefas mais importantes que os elementos que 
participam neste projecto têm de realizar. Por este projecto estar previsto para durar 
muitos anos e para além disso ao longo dos anos as pessoas que trabalham no projecto 
vão sendo substituídas, a documentação é um elemento chave para manter a 
continuidade do projecto.
 Quando entrei para o projecto Land SAF, em Agosto de 2007, já existia muito 
trabalho realizado, e foi a documentação existente que tornou possível que eu adquirisse 
os conhecimentos necessários para realizar o meu trabalho.
 Da documentação utilizada neste projecto destacam-se cinco documentos muito 
importantes; que são apresentados na tabela 5.7.
 Cada um destes documentos especifica tanto o sistema, como os componentes e 
até mesmo os testes que devem ser feitos.
Documento Sigla Descrição
Software Validation and 
Verification Plan SVVP
Documento que especifica os planos de testes do 
sistema.




Define a interface do componente HMI para a 
interacção com os outros componentes.
User Requirement 
Document URD





SRD Define os requisitos do sistema e do software.
Architecture Design 
Document ADD
Especifica o fluxo de informação do sistema e faz 
o mapeamento da estrutura do sistema.
  
Tabela 5.7 Descrição dos documentos
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 5.3.2 Test Script Detailed Design Document
 O Test Script Detailed Design Document, ou TSDDD, foi um documento que me 
foi proposto criar. A finalidade deste documento é documentar a realização de tarefas de 
testes. Para além disso não existe a necessidade de uma pessoa a tempo inteiro para dar 
formação ao a quem irá realizar os testes. Pretendia-se que o documento fosse o mais 
simples possivel e também o mais completo possível. Assim, com a leitura deste 
documento em conjunto como SVVP, a pessoa responsável pelos testes estaria 
praticamente apto para a realização dos testes de integração e de sistema.
 O TSDDD encontra-se dividido em duas secções, os testes de integração e os 
testes de sistema. Cada uma das secções explica como devem ser realizados os testes 
com a utilização dos scripts desenvolvidos. Trata-se de um documento interno da equipa 
de engenharia pelo que apenas é disponibilizado para os membros da equipa.
  
 5.3.3 Alterações do HMI Detailed Design Document
 Um Detailed Design Document ou DDD, tem como principal objectivo fazer a 
descrição das interfaces do sistema ou componente que se está documentar. Assim o 
DDD do HMI é o documento que descreve as interfaces do componente HMI. No 
documento está especificado como as classes se organizam e com é feita a comunicação 
entre elas.
 Com as alterações realizadas no componente HMI, é muito importante que o 
documento que o especifica esteja actualizado com as novas alterações do documento. 
A alteração do DDD do HMI é feita depois de cada ciclo de alterações do componente.
 Depois de feitas as alterações, estas são revistas pelos membros do consórcio do 
projecto. Caso exista alguma dúvida ou algum erro, o membro que levantou essa 
questão envia uma revisão do problema para quem alterou o documento e caso o 
membro do consórcio esteja correcto, é feita a alteração do documento. Caso contrário, 
a revisão é respondida e em caso de discrepância, a revisão do ponto em causa é 
discutida com todos os membros do consórcio e também com quem alterou o 
documento.  Desta forma, mantém-se o documento correcto e garante-se a qualidade da 
documentação.
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Capítulo 6
Actualizações: HMI e sitio web da Land 
SAF
 Este capitulo descreve a 2ª  fase do trabalho realizado. Durante esta fase foram 
realizadas as alterações ao componente Human Machine Interface e ao sitio web da 
Land SAF. Na primeira parte do capítulo são descritas as alterações que foram feitas no 
HMI. Na segunda parte é feita a descrição das alterações feitas no sitio web da Land 
SAF.
6.1 Actualização da Human Machine Interface
 
 6.1.1 Descrição geral das actualizações
 As alterações do componente Human Machine Interface ou HMI, foram 
realizadas para que os componente se mantivesse actualizado em relação às novas 
funcionalidades do sistema. O sistema, como referido anteriormente, pode funcionar 
sem a utilização do componente HMI bastando que por isso se utilize a linha de 
comandos do componente Land SAF System Manager.
 A finalidade desta aplicação e do sitio web é para tornar a utilização do sistema 
mais user-friendly e assim possibilitar que outros utilizadores que sejam menos 
familiarizados com a utilização da linha de comandos do Linux possam utilizar o 
sistema. Para além disso, a actualização da interface serviu para corrigir alguns erros e 
incoerências da interface já que esta á muito que não era actualizada ou mesmo 
utilizada.
 A actualização da interface foi realizada na plataforma Netbeans utilizando como 
linguagem de programação o Java. Para que a interface interagisse com o sistema, era 
necessário fazer a actualização do ficheiros IDL para que a interface e o sistema 
pudessem comunicar da melhor forma. 
 A minha principal preocupação, para além de fazer com que a aplicação 
estivesse de acordo com sistema, era tornar a aplicação mais prática, fácil de utilizar, 
eliminar algumas redundâncias da interface e fazer novos mecanismos de alerta mais 
práticos.
 6.1.2 Alterações da interface
 Actualização dos ficheiros IDL
 As classes Java que correspondem aos componentes do sistema que 
implementam a comunicação entre o sistema e a interface HMI são geradas 
automaticamente pelo JacOrb. A geração automática é feita com base num ficheiro IDL 
que descreve as funções e a estrutura dos componentes implementados no sistema Land 
SAF. O ficheiro IDL, como já referido no capítulo 2, é o elemento chave para que se 
possa realizar a comunicação através do CORBA entre a interface e o sistema. Depois 
de feito o build do ficheiro IDL, são geradas duas pastas com classes.
 A primeira está associada à comunicação com o Archive Manager, sendo que a 
segunda está associada ao componente gestor do sistema, o LandSAF System Manager. 
Depois de geradas, estas classes são acrescentadas ao projecto substituíndo as classes 
anteriores. Com esta actualização, já garantimos que a interface e o sistema podem 
comunicar mesmo não estando implementados na mesma linguagem de programação.
 Actualização dos ficheiros de configuração dos componentes
 As alterações mais importantes que foram realizadas, foram as que estavam 
relacionadas com os ficheiros de configuração dos componentes. Com a evolução dos 
algoritmos e dos componentes, vai sendo necessário acrescentar novos campos aos 
ficheiros de configuração para assim fornecer novas funcionalidades aos componentes.
 O desenvolvimento e actualização das interfaces relacionadas com a criação e 
alteração dos ficheiros de configuração dos componentes do sistema foi pensado de 
modo a que visualmente a interface estivesse relacionada com a estrutura do ficheiro de 
configuração XML do componente. No anexo D estão disponibilizadas as figuras que 
ilustram as alterações realizadas à interface.
 Correcção de erros e incongruências
 Um dos grandes problemas desta aplicação foi o facto de ter sido colocada de 
lado nos últimos tempos. Isto aconteceu porque se deu mais ênfase à utilização da 
página web.
 A aplicação estava desenvolvida para ser utilizada em computadores que 
requeriam uma resolução de ecrã bastante grande. O requisito mínimo de resolução do 
ecrã era 1280 x 1024 pixels. Com esta resolução a aplicação quando utilizada, não 
mostrava toda a informação pretendida já que os computadores utilizados normalmente 
não suportam resoluções tão grandes. Assim, o que se fez foi definir uma resolução para 
a aplicação que fosse mais uniforme. Optou-se pela resolução 1024 x 768 pixels, já que 
se trata de uma resolução mais standard para as máquinas actuais utilizadas no sistema.
 Outra questão que se colocava era a utilização da aplicação no ecrã inteiro, isto é 
a aplicação devia funcionar no modo full-screen. Deste modo, foi implementado uma 
função que detecta a resolução do monitor e faz com que a aplicação tenha a resolução 
total do monitor. 
 Outra questão que se levantava quanto à utilização da aplicação dizia respeito às 
janelas de alerta de erros do sistema. Basicamente tratavam-se de duas janelas em que 
Capítulo  6. Actualizações: HMI e sitio web da Land SAF
42
sempre que era recebida uma mensagem de erro ou de aviso, apareciam como um pop-
up. Estas janelas tinham uma opção que permitia a que o utilizador minimizasse as 
janelas. Assim sempre que existisse um erro, o utilizador não era incomodado com um 
pop-up.
 Mas isto levantava um grande problema, com a janela minimizada não existia a 
possibilidade de o utilizador saber se tinha ocorrido algum erro. Para além disso caso o 
utilizador pretendesse consultar o log dos erros ou dos avisos, teria que esperar que 
aparecessem as janelas. Assim, o que se fez, foi criar na janela principal da aplicação 
dois icons que ficam a piscar sempre que ocorrer um erro ou um aviso. Assim, previne-
se que o utilizador minimize as janelas de aviso e não saiba da ocorrência dos erros ou 
aviso. Sempre que ocorre algum deste eventos, o icon só se apaga quando o utilizador 
clicar sobre o mesmo para assim abrir a janela correspondente.
 Para lidar com a necessidade de se realizar a consulta dos logs dos eventos, foi 
criado um botão na barra da janela principal que permite a consulta dos respectivos 
logs. Na figura 6.1, está ilustrada a página principal da aplicação com os avisos de 
mensagem a aparecerem. 
 Novas funcionalidades
 Comparativamente com a página da Land SAF, a aplicação tinha 
funcionalidades que não estavam implementadas.
Figura 6.1 Interface da aplicação HMI 
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 Uma destas funcionalidades era a timeline do sistema. Esta funcionalidade 
implementada na página possibilita ao utilizador saber o que se passou com o 
componente em cada slot temporal. Isto é, o utilizador consegue saber se o componente 
esteve a processar em determinada slot ou se esteve parado. Esta funcionalidade é das 
mais utilizadas na página já que visualmente se entende o estado do sistema e facilita a 
que rapidamente se detecte onde está o problema e a que componente corresponde. A 
implementação desta timeline torna a aplicação mais funcional já que assim também se 
pode saber de onde surgiu o problema.
 Outra funcionalidade implementada foi a possibilidade de saber a percentagem 
de  utilização de processador e de memória de uma máquina para um determinado 
componente. Isto permite saber se um determinado processo que esteja a correr está a 
afectar a máquina, possibilitando assim resolver o problema específico do processo que 
está a executar.
 As figuras 6.2 e 6.3 mostram respectivamente a janela da timeline da aplicação e 
a janela que mostra os estados dos componentes a serem executados nas respectivas 
máquinas.
Figura 6.2 Timeline da aplicação
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6.2 Actualização da página da Land SAF
 
 6.2.1 Descrição geral das actualizações
 As actualizações na página tiveram o mesmo motivo que as alterações da 
aplicação HMI, as novas actualizações dos componentes do sistema.
 A página funciona em ambiente JSP com suporte de uma base de dados MySQL 
e com um servidor Tomcat da Apache. O desenvolvimento é feito em ambiente Eclipse 
e para a compilação do código para gerar o ficheiro warii, que será colocado no servidor, 
é utilizado o Ant da Apache. Como a tecnologia JSP funciona com o Java como base, as 
classes para a comunicação entre o sistema e o sitio web são as mesmas que foram 
geradas pelo JacORB para a aplicação HMI.
 A página não serve só para a manutenção do sistema, é também o melhor 
mecanismo para que as pessoas que não conhecem o serviço possam ter uma ideia geral 
de como funciona e como evolui o projecto. Com a passagem do sistema de satélite EPS 
a operacional, torna-se necessário que a página esteja já preparada para fornecer tanto a 
informação relativa ao EPS como ao actual sistema de satélite MSG.
Figura 6.3 Physical View dos componentes
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ii Web Application Archive - trata-se de um ficheiro onde está contida toda a informação de uma aplicação 
web.
 6.3.2 Alterações da página web
 Actualização dos ficheiros de configuração
 Tal como nas actualizações feitas à aplicação HMI, a página também necessitou 
que a informação dos ficheiros de configuração estivesse em concordância com os 
componentes do sistema. Com as classes que foram criadas a partir do IDL, para a 
actualização da aplicação HMI, foi gerado um ficheiro jariii para acrescentar à biblioteca 
que a página utiliza. Depois de adicionado o ficheiro jar, são realizadas as alterações de 
modo a que a interface na página esteja de acordo com as novas classes que foram 
geradas.
 Novas funcionalidades
 Sendo a página da Land SAF o mecanismo mais utilizado para interagir com o 
sistema, torna-se importante que seja disponibilizada toda a informação possível sobre o 
sistema. Para garantir que o sistema se encontra nas melhores condições, o projecto 
Land SAF dispõe de operadores que estão constantemente a observar o estado do 
sistema. Esta observação é efectuada com a consulta da timeline do sistema.
 Mas, muitas vezes, o operador pode não estar atento à timeline por ter saído da 
sala ou por estar a fazer outra tarefa, e caso existisse algum erro no sistema poderia 
levar algum tempo até que operador detectasse o erro. Para evitar isso, foi desenvolvido 
um sistema de alarmes que, sempre que ocorre um erro, emite um alerta sonoro. Assim 
o operador sabe sempre que aconteceu algum problema, mesmo que não esteja atento à 
timeline do sistema.
 A figura 6.4 mostra um exemplo da timeline do sistema.  Cada rectângulo está 
associado a uma slot de processamento, onde as cores estão associadas a diferentes 
estados de processamento das slots. A verde encontram-se as slots já processadas, a azul 
as que estão agendadas, as que estão a preto são slots abortadas e a vermelho estão as 
slots que pararam.
 Sempre que na página aparecem as slots abortadas ou paradas, são emitidos sons 
diferentes para cada uma das situações de alerta: slots abortadas ou slots que são 
paradas.
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iii Java Archive - ficheiro que contém um conjunto de classes Java para poder ser distribuído.
 Outra funcionalidade que foi desenvolvida para a página, a pedido dos membros 
do consórcio, foi uma timeline que disponibilizasse as versões dos algoritmos que são 
utilizados para a geração dos produtos. Assim, para cada informação relativa a um 
produto do sistema está associada uma timeline que mostra a informação da evolução do 
algoritmo durante o último ano.
 Quando o utilizador pretender obter uma informação mais detalhada das versões 
apenas tem de clicar na opção disponibilizada na timeline da versão. A figura 6.5, 
mostra uma página de descrição de um produto, o Land Surface Temperature. Do lado 
direito é possivel observar a timeline das versões do produto ao longo do presente ano 
até ao dia em que se está a realizar a consulta dos detalhes do produto.
Figura 6.4 Timeline do sistema na página
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 Na figura 6.6 é possível ver como é mostrado o detalhe da timeline das versões. 
É apresentada a timeline do ultimo ano em que cada versão operacional entrou em 
funcionamento e e apresenta-se a data que foi colocada no sistema.
 
Figura 6.5 Descrição dos produtos
Figura 6.6 Detalhe da timeline das versões dos produtos
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 Com a realização do 3º Workshop da Land SAF, foi necessário que se desse a 
conhecer o programa do evento para os participantes, mas também foi necessário que 
existisse uma ferramenta que possibilitasse a inscrição online dos participantes.
 Posteriormente, colocaram-se no sitio da internet as apresentações que foram 
realizadas no workshop para que os participantes pudessem consultar.
 As figuras 6.7 a 6.9 ilustram as alterações realizadas no sitio relativas ao 3º 
Workshop da Land SAF.
Figura 6.7 Agenda do 3º Workshop da Land SAF
Figura 6.8 Inscrição online para o workshop
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 Ao longo da minha permanência foram realizadas outras alterações na página e 
correcção de pequenos erros, sendo que os que aqui se apresentam são as alterações 
mais importantes que foram realizadas.
 Uma nova funcionalidade que, na fase final do estágio, estava a ser 
desenvolvida, era a possibilidade de integrar os produtos gerados pelos algoritmos com 
o Google Earth. 
 As imagens 6.10 e 6.11, são dois exemplos de como irá ser feita a 
implementação da funcionalidade.
 Este exemplo apresentado é para o algoritmos Fire Radiative Power, onde é 
possível observar os focos de incêndios detectados através do satélite.
Figura 6.9 Download das apresentações do workshop
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Figura 6.10 Funcionalidade Google Earth
Figura 6.11 Funcionalidade Google Earth em detalhe
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 Este capítulo descrevem-se os conhecimentos adquiridos ao longo destes meses 
de trabalho no projecto Land SAF. É também feita a relação do conhecimentos 
adquiridos ao longo da licenciatura e como estes conhecimentos foram úteis para a 
realização do projecto que foi proposto. Em seguida é descrita uma opinião pessoal 
relativa ao projecto LSA SAF. E, a finalizar o capítulo, são descritas algumas possíveis 
implementações futuras no sistema.
7.1 Conhecimentos adquiridos
 Ao longo destes meses de trabalho no projecto fui adquirindo novos 
conhecimentos em diferentes áreas tecnológicas. Estes conhecimentos abordam áreas 
como metodologias de desenvolvimento, linguagens de programação e protocolos de 
comunicação.
 A descrição dos conhecimentos adquiridos vai ser feita pela ordem que as quatro 
fases que se seguiram: testes, documentação, actualização do sitio web e do HMI.
 A escolha desta estrutura serve para melhor explicar em cada uma das fases o 
que realmente foi aprendido e em que situações ajudou a formação académica da 
licenciatura.
 Testes
 Nesta fase foram bastante úteis os conhecimentos adquiridos na cadeira de 
Qualidade de Software. A importância que normalmente é dada aos testes é bastante 
reduzida, mas com o tempo vai-se entendendo que realmente é das fases mais 
importantes do processo de desenvolvimento de software.
 A realização de testes, na prática, foi realmente uma novidade para mim já que 
durante a licenciatura nunca se pode pôr os testes muito em prática. Excepção feita, 
quando se estava a realizar projectos académicos e era necessário testarmos o nosso 
código mas nunca nada rigoroso como estes testes.
 De modo geral, o conhecimento prévio de documentação como o SVVP foi 
bastante útil, já que todos os testes estão definidos no documento e antes de se 
realizarem os testes pretendidos seria necessário ter conhecimento da organização do 
documento.
 Em termos práticos, o desenvolvimento do script, foi uma completa novidade já 
que nunca tinha tido a possibilidade de desenvolver os scripts bash. 
 Esta fase foi o maior desafio já que tive que me adaptar a uma nova metodologia 
de programação. Inicialmente custou a adaptação mas rapidamente fui ganhando know-
how e actualmente estou bastante à vontade com bash script.
 Sendo que já na fase final do tempo de estágio foi necessário desenvolver um 
script que facilitasse o reprocessamento automático dos algoritmos.
 
 Documentação
 A documentação foi das fases do projecto menos complexas, isto porque se 
tratava de alterar os documentos já existentes, excepção feita ao Test Script Detailed 
Design Document. Para a realização do TSDDD, foi adoptada a estrutura semelhante 
aos outros DDD’s já existentes. Este documento serve de manual para a realização dos 
testes do sistema, e como referido no ponto 5.3.2. deste relatório, com a leitura do 
SVVP facilita a compreensão e a realização dos testes de integração e de sistema.
 A documentação neste projecto tem um foco bastante importante. Assim, é 
necessário que tudo esteja documentado e devidamente organizado.
 Para esta fase foram bastante úteis os conhecimentos adquiridos na cadeira de 
Qualidade de Software.
 
 Actualização da página web
 Esta foi a fase a que mais tempo estive dedicado durante o projecto. 
 A página actualmente é não só o mecanismo principal de utilização do sistema 
como é também o melhor meio de comunicação entre os utilizadores.
 A utilização da tecnologia JSP foi uma novidade para mim. Até à entrada para 
este projecto já tinha tido contacto com outras tecnologias/linguagens para o 
desenvolvimento de páginas web como o HTML+CSS, JavaScript, PHP, XML e 
algumas noções de AJAX.
 Estes conhecimentos ajudaram muito já que o JSP utiliza também algumas 
destas tecnologias/linguagens.
 Para esta fase os conhecimentos aprendidos em Interfaces Pessoa-Máquina 
revelaram-se importantes já que sempre que necessário desenvolver ou alterar uma 
interface tentei fazer com que fosse o mais prático e o mais usável possivel.
 Outra cadeira que também foi bastante importante foi a de Sistemas Socio-
Técnicos, pois a implementação do sistema de alarmes na página esteve muito 
relacionado com o que foi aprendido nas aulas.
 A página baseia-se em uma base de dados MySQL e para que os diferentes tipos 
de utilizadores possam ver os conteúdos permitidos, é necessário que seja dada a 
autorização na base de dados.
 Ao longo da licenciatura tive diversas disciplinas em que era necessário a 
utilização de SQL, exemplo disso são Tecnologias de Bases de Dados, Projecto de 
Sistemas de Informação  e Sistemas de Informação e Bases de Dados.
 Estas cadeiras formeceram-me uma melhor formação para a que não tivesse 
problemas na utilização da base de dados do sistema LSA SAF. Mas sendo os JSP 
baseados em Java, é de realçar também tudo o que foi aprendido nas cadeiras de 
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programação com Introdução à Programação, Algoritmos e Estruturas de Dados e 
também com o trabalhos da cadeira de Laboratórios de Programação.
 
 Actualização da aplicação HMI
 A aplicação HMI é uma aproximação da página web, sendo que não existe um 
controlo de permissões para utilização. O HMI actualmente apenas é utilizado pela 
equipa de engenharia da Land SAF.
 Um pouco à semelhança da página web, todos os conhecimentos que foram 
anteriormente referidos aplicam-se na actualização do HMI. Tratou-se de melhorar e 
implementar novas funcionalidades na aplicação, e tudo foi realizado no ambiente de 
desenvolvimento Netbeans.
 Anteriormente já tinha utilizado o Netbeans no desenvolvimento de uma 
interface para um projecto de Segurança, o que facilitou a adaptação à framework.
 Onde senti alguma falta de experiência foi na compreensão do funcionamento 
dos IDL’s para a comunicação, utilizando o CORBA, entre a aplicação e o sistema. Esta 
falta de conhecimento foi auxiliada pelos meus colegas de equipa que me explicaram 
detalhadamente como funcionavam os IDL’s e como deveriam ser integrados na 
aplicação.
7.2 Sistema Land SAF
 Sendo este um projecto que se pretende que seja operacional e disponível o 
máximo possível, existem alguns problemas que surgem que podem comprometer o 
serviço. O maior de todo é o armazenamento. Por dia, é processado um volume de 
dados por compactar de aproximadamente 19.4 Gb. Este enorme fluxo diário leva a que 
seja constantemente necessário adquirir novos dispositivos de armazenamento para o 
sistema. O problema do armazenamento torna-se bastante complicado caso não seja 
detectado já que isso leva a que não seja possivel receber os dados necessários para a 
geração dos produtos e também não possibilita que os mesmos produtos sejam 
armazenados.
 Outro problema está relacionado com os dados que são enviados pela 
EUMETSAT. Por vezes, as imagens enviadas pelos satélites não são recebidas seja por 
problema de comunicação entre o Instituto e a EUMETSAT ou por problemas 
relacionados com o processamento da imagem no satélite.
 A ausência da imagem leva a que não seja possível produzir determinadas slots 
de alguns produtos.
 A página pode se tornar num problema quando se utilizam diferentes browsers. 
O exemplo mais flagrante é a visualização da timeline dos componentes. Este problema 
nota-se mais com a utilização com o Internet Explorer.
 Mas este é um projecto que tem muito para evoluir. A evolução não deverá ser só 
feita com a criação de novos algoritmos para a geração de novos produtos.
 O sistema terá de se adaptar as novas tecnologias e deverá expandir-se para 
novos horizontes. A opção por uma arquitectura orientada a serviços, Service Oriented 
Architecture, num futuro bem próximo pode ser uma boa opção para o funcionamento 
do sistema. A adopção da distribuição dos produtos através de serviços permitiria a que 
outras organizações tivessem acesso aos dados mais facilmente e até mesmo integrar o 
serviço da Land SAF no serviço da organização. Isto permitiria também um bom 
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controlo dos serviços que eram disponibilizados aos utilizadores, já que seria possível 
controlar melhor os dados e fornecer os dados me modo mais prático.
 Uma possível implementação futura seria uma ferramenta de auxílio aos help-
desk do sistema. Assim facilitar-se-ia a detecção de problemas existentes e para além 
disso forneceria um processo prático para a comunicação do problema detectado com o 
sistema.
 Uma funcionalidade necessária na página é a possibilidade de se fazer o upload 
de um ficheiro de configuração para o sistema e assim se fazer a alteração da 
configuração do componente de modo mais rápido no caso de já existir um ficheiro de 
configuração XML. Isto evitaria que fosse necessário estar a preencher na página os 
campos do formulário do configuração do componente.
 Por fim, a possibilidade da integração dos outputs gerados pelos algoritmos com 
ferramentas como o Google Earth ou o Microsoft Virtual Earth encontra-se neste 
momento em desenvolvimento para um algoritmo. É bem possível que a curto prazo 
esta funcionalidade seja disponibilizada a outros algoritmos. A utilização desta 
ferramentas possibilita uma melhor percepção dos produtos gerados. Esta 
funcionalidade é compreensível com o recurso às imagens 6.10 e 6.11 do capítulo 6, 
onde é possivel ver o algoritmo Fire Radiative Power aplicado.
  





 A EUMETSAT opera uma frota de satélites meteorológicos e os respectivos 
segmentos terrestres para distribuir dados, imagens e produtos constantemente e a 
custos eficientes. Esta informação distribuída é importante para o auxílio à 
monitorização do clima e do tempo por parte das agências meteorológicas nacionais dos 
estados membros e estados cooperantes da EUMETSAT.
 O sistema de satélites actual inclui duas gerações geoestacionárias de satélites 
Meteosat que dão uma visão global da Terra. Esta visão é complementada com 
observações detalhadas feitas através de orbitas polares pelos satélites Metop.  
 A.1.1 Meteosat Second Generation
 O sistema Meteosat Second Generation, ou MSG, é uma melhoria da anterior 
geração de satélites Meteosat. O MSG consiste numa serie de quatro satélites 
meteorológicos geoestacionários associados a uma estrutura terrestre, que vai operar 
consecutivamente até 2018. O primeiro satélite MSG a ser lançado foi o Meteosat-8, em 
2002. O segundo satélite foi lançado em Dezembro de 2005. 
 O sistema foi desenhado para dar resposta às necessidades dos utilizadores e 
para servir as necessidades das aplicações de Nowcasting e Numerical Weather 
Prediction de modo a fornecer dados importantes relativos à monitorização do clima.
!
Figura A.1 Satélite Meteosat Second Generation
 A segunda geração de Meteosats são satélites rotativos com uma velocidade de 
rotação na ordem das 100 rpm. Estes satélites possuem um novo radiómetro, o Spinning 
Enhanced Visible and Infrared Imager (SEVIRI). O ciclo de imagens do satélite é de 15 
minutos fornecendo assim uma melhoria temporal para o envio de imagens para 
Nowcasting, já que o anterior sistema tinha um ciclo de imagens de 30 minutos, isto 
melhora a precisão da previsão para tempo severo com são as trovoadas, chuva intensa, 
neve e nevoeiro. 
 A Agência Espacial Europeia, ESA, é a responsável pelo desenvolvimento do 
primeiro satélite, o Meteosat-8, com base nos requisitos pretendidos pela EUMETSAT.
 O MSG é um serviço operacional com dois satélites, um dos satélites é 
operacional e o outro está em orbita em espera como reforço. Cada satélite tem um ciclo 
de vida de 7 anos. O Meteosat-8 foi lançado a 28 de Agosto de 2002 e tornou-se 
operacional em Janeiro de 2004 e encontra-se a 3.3ºOeste.
 O radiómetro SEVERI, é o elemento principal dos satélites MSG. Este pode 
analisar suficientemente rápido a superfície terrestre com um ciclo de repetição de 15 
minutos, utilizando bandas espectrais que podem fornecer imagens de padrões do tempo 
e informações térmicas.
 Os satélites possuem também o Geostationary Earth Radiation Budget (GERB), 
que é um instrumento para monitorizar a radiação da Terra no topo da atmosfera 
permitindo o calculo das radiações curtas e longas. Estes cálculos são essenciais para 
entender o balanço climático da Terra.
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Figura A.2 Satélite Meteosat Second Generation em construção
  A.1.1.1 Características
Orbita
Geoestacionária; com altitude de aproximadamente 
35 800 Km. 
Inclinação 0º 
Tempo de orbita 24 horas
Numero de instrumentos 4 incluindo o SEVERI
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Lançamento
21 Dezembro 2005, Kourou, 
Guiana Francesa






Tempo de vida 7 anos
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Cobertura de imagens e telecomunicações
Cobertura máxima teórica
Área de imagens usadas quantitativamente
Figura A.3 Imagem produzida pelo satélite Meteosat Second Generation
Figura A.4 Área de cobertura do satélite Meteosat Second Generation
Channel 1 (VIS 0.6) Channel 2 (VIS 0.8) Channel 3 (IR 1.6)
Channel 4 (IR 3.9) Channel 5 (WV 6.2) Channel 6 (WV 7.3)
Channel 7 (IR 8.7) Channel 8 (IR 9.7: O3) Channel 9 (IR 10.8)
Channel 10 (IR 12.0) Channel 11 (IR 13.4) Channel 12 (HRV)
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Figura A.5 Imagens dos diferentes canais do satélite MSG
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Figura A.6 Exemplo das diferentes camadas recolhidas
Figura A.7 Mecanismo de comunicação do MSG
 A.1.2 EUMETSAT Polar System
 
 O EUMETSAT Polar System, ou EPS, é o primeiro sistema de satélites 
meteorológicos operacionais com orbita polar e é também o contributo europeu para o 
Initial Jonit Polar-Orbit Operational Satellite System (IJPS), um consorcio entre a 
Europa e os Estados Unidos.
 Estes satélites têm a possibilidade de orbitar a uma altitude mais baixa que os 
satélites Metop geoestacionários, cerca de 800 Km de altitude. Assim fornece detalhes 
mais precisos sobre a temperatura atmosférica e os perfis de humidade, dados para a 
previsão do tempo e para a monitorização do clima. 
  Lançado a 19 de Outubro de 2006, o satélite MetOp-A tornou-se no primeiro 
satélite europeu de orbita polar dedicado à meteorologia operacional. No âmbito do 
sistema EPS, estão previstos o lançamento de três satélites MetOp sequencialmente 
durante 14 anos.
 Cada satélite tem um período de missão de aproximadamente 5 anos, sendo os 
primeiros 6 meses o período de testes e os restantes 4 anos e meio o período operacional 
do satélite.
 A orbita do satélite MetOp, passa 14 vezes nos pólos a cada 24 horas. Este é 
também o tempo que o satélite demora a fazer a cobertura total da superfície da Terra, 
assim a cada orbita é feito o varrimento de uma secção diferente da superfície. O satélite 
tem a capacidade de armazenamento total de informação recolhida num período de 5 
dias por todos os instrumentos, evitando assim que exista um problema de comunicação 
e se percam dados recolhidos.
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Figura A.8 Satélite MetOp
Figura A.9 Varrimento do satélite MetOp
 O satélite transporta 11 instrumentos diferentes que recolhem os mais diversos 
tipos de informação como a medição da temperatura e humidade, a força e direcção do 
vento sobre o oceano, perfis atmosféricos e também suporte a sistemas de emergência 
aéreos e marítimos.
 Os instrumentos que se encontram no satélite MetOp estão assinalados na figura 
A.10 e descritos em seguida na tabela A.1
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Figura A.10 Instrumentos do satélite MetOp
Figura A.11 Varrimento do satélite MetOp
Instrumento Nome Completo Função Principal
A-DCS Advanced Data Collection 
System(ARGOS)
Receptor de sinais emitidos por 
transmissores que se encontram em 




Mede o gelo no mar assim como a 
humidade e a temperatura da 
atmosfera em todas as condições 
climatéricas.
ASCAT Advanced SCATterometer Mede a velocidade e a direcção do 
vento à superfície dos oceanos.
AVHRR/3 Advanced Very High 
Resolution Radiometer
Recolhe imagens visíveis e 
infravermelhas das nuvens, oceanos e 
superfícies terrestres. 
GOME-2 Global Ozone Monitoring 
Experiment
Fornece perfis do ozono e outros 
constituintes da atmosfera.
GRAS GPS Receiver for 
Atmospheric Sounding
Mede a temperatura e a humidade no 
topo da troposfera e na estratosfera
HIRS/4 High-resolution Infrared 
Radiation Sounder
Mede a temperatura e a humidade 
global da atmosfera em condições de 
céu limpo ou pouco nublado.
IASI Infrared Atmospheric 
Sounder Interferometer
Fornece informação relativa à 
temperatura, humidade e gases que se 
encontrem na atmosfera e também a 





Mede a humidade global da 
atmosfera.
S&R Search and Rescue 
Terminal
Transmite a localização de casos de 
emergência provenientes de barcos, 
aviões e pessoas.
SEM Space Environment 
Monitor
Monitoriza as partículas e as 
radiações existentes no espaço.
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Tabela A.1 Descrição dos instrumentos do satélite MetOp
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Lançamento
19 de Outubro de 2006, Baikonur 





6,2 x 3,4 x 3,4 metros (lançamento)
17,6 x 6,5 x 5,2 metros (em orbita)
Tempo de vida 5 anos (  4,5 anos de operacionalidade)
  A.1.2.1 Características
Orbita Polar, sincronizada com o Sol.
Inclinação 98,7º para o Equador
Tempo de uma orbita 101 minutos
Repetição do ciclo 29 dias
Numero de instrumentos 11
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Figura A.12 Área de cobertura de uma orbita do MetOp
Figura A.13 MetOp-A nos testes finais





 Neste anexo estão disponibilizados os ficheiros de configuração que asseguram 
o funcionamento do sistema Land SAF. Cada ficheiro de configuração tem também o 
seu DTD correspondente.
 B.1.1 Archive Manager Configuration
  B.1.1.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>














  B.1.2.2 Ficheiro configuração DTD
<!ELEMENT AM (AM_ele)>
<!ELEMENT AM_ele (log_threshold, db_server+)>
<!ELEMENT log_threshold EMPTY>
<!ATTLIST log_threshold level (1|2|3) "1">
<!ELEMENT db_server (db_name, db_host, db_user, db_passwd, db_port, db_conn_timeout)>









B.1.2 Product Processor Configuration
  B.1.2.1 Ficheiro configuração XML




































  B.1.2.2 Ficheiro configuração DTD













<!ATTLIST input_file_path type (CURRENT|LAST|DIGEST|STATIC) "CURRENT">
<!ATTLIST input_file_path limit CDATA "0">
<!ATTLIST input_file_path limit_unit (minutes|hours|days) "hours">
<!ATTLIST input_file_path mandatory (yes|no) "yes">




<!ATTLIST log_threshold level (1|2|3) "1">
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<!ATTLIST algorithm name CDATA #REQUIRED>
<!ATTLIST algorithm type (normal|composite) "normal">
<!ATTLIST algorithm range CDATA "0">
<!ATTLIST algorithm unit (minutes|hours|days) "days">
<!ATTLIST output_file_path product CDATA #REQUIRED>
<!ATTLIST output_file_path global (yes|no) "no">
<!ATTLIST mode name CDATA #REQUIRED>
<!ATTLIST latest_start type (seconds|minutes|hours|days) "seconds">
<!ATTLIST latest_end type (seconds|minutes|hours|days) "seconds">
<!ATTLIST polling_period type (seconds|minutes|hours|days) "seconds">
<!ELEMENT cache (#PCDATA)>
<!ATTLIST cache size CDATA #REQUIRED>
 B.1.3 Auxiliar and Reference Data Configuration
  B.1.3.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>
<!DOCTYPE ARDRP SYSTEM "Auxiliar_and_Reference_Data_Configuration.dtd">
<!-- The caracter sequence :.-.: stands for / in this configuration file. When editing 





























  B.1.3.2 Ficheiro configuração DTD
<!ELEMENT ARDRP (log_threshold, static_dir, reference_data+)>
<!ELEMENT log_threshold EMPTY>
<!ELEMENT static_dir EMPTY>










<!ELEMENT input_files (staticInput*, identifier*)>
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<!ELEMENT identifier (#PCDATA)>
<!ATTLIST identifier type (CURRENT|LAST|DIGEST) "CURRENT">





<!ATTLIST log_threshold level (1|2|3) "1">
<!ATTLIST input_data type (NWC|ECMWF|CLIMA|EPS_NWC|MSG_NWC|EPS_ECMWF|MSG_ECMWF|
EPS_CLIMA|MSG_CLIMA) "EPS_ECMWF">




<!ATTLIST static_dir path CDATA "/LandSAF_Inputs/Auxiliary_Reference_Data/StaticData">
<!ATTLIST output_dir path CDATA #REQUIRED>
<!ATTLIST polling_period type (seconds|minutes|hours|days) "seconds">
<!ATTLIST latest_start type (seconds|minutes|hours|days) "seconds">
<!ATTLIST latest_end type (seconds|minutes|hours|days) "seconds">
 B.1.4 Dissemination Manager
  B.1.4.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>


























































  B.1.4.2 Ficheiro configuração DTD
<!ELEMENT DM (DM_ele)>
<!ELEMENT DM_ele (dm_method+, user*, log_threshold, catalog_path_filename, 
umarfCatalogTimersList, umarfOrdersTimersList, umarf_orders_xsd_filename, 
umarf_orders_sshcommand, umarf_orders_pathtobin, new_product_period, smtp_server, 
smtp_sender, UMARF, thumbnails_config*)>
<!ELEMENT dm_method (id,server,login,password,path,post_processing,prefix?)>



































<!ATTLIST thumbnails_config state (on|off) "on">
<!ATTLIST thumbnails_config image_generator_path CDATA "">
<!ATTLIST thumbnails_config append_text (yes|no) "yes">
<!ATTLIST thumbnails_config lsasaf_logo_path CDATA "">
<!ATTLIST thumbnails_config output_dir CDATA "">
<!ATTLIST thumbnails_config image_type (png) "png">
<!ELEMENT thumbnail_product EMPTY>
<!ATTLIST thumbnail_product acronym CDATA "">
<!ATTLIST thumbnail_product prefix CDATA "">
<!ATTLIST thumbnail_product data_set_id CDATA "">
<!ATTLIST thumbnail_product min_val CDATA "0">
<!ATTLIST thumbnail_product max_val CDATA "0">
<!ATTLIST thumbnail_product cmap_path CDATA "">
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B.1.5 Satellite Data Configuration
  B.1.5.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>







































  B.1.5.2 Ficheiro configuração DTD
<!ELEMENT SDP (log_threshold, static_dir, sat_data+)>
<!ELEMENT log_threshold EMPTY>
<!ELEMENT static_dir EMPTY>


















<!ATTLIST log_threshold level (1|2|3) "1">
<!ATTLIST input_data type (MSG|EPS_READ|EPS_LC|EPS_DEM|EPS) "MSG">
<!ATTLIST input_dir path CDATA  "/LandSAF_db/LSASAFRetrievalSystem/InputFiles/
SatelliteData/EPS">
<!ATTLIST static_dir path CDATA "/EPS_db/LSASAFRetrievalSystem/InputFiles/
AuxiliaryReferenceData/StaticData">
<!ATTLIST output_dir path CDATA #REQUIRED>
<!ATTLIST polling_period type (seconds|minutes|hours|days) "seconds">
<!ATTLIST latest_start type (seconds|minutes|hours|days) "seconds">
<!ATTLIST latest_end type (seconds|minutes|hours|days) "seconds">
 B.1.6 General Schedule Configuration
  B.1.6.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>








<startDate day='27' month='5' year='2008'/>











<startDate day='27' month='5' year='2008'/>






  B.1.6.2 Ficheiro configuração DTD
<!ELEMENT General_Schedule (schedule+)>










<!ELEMENT weekly (frequency, startDate, endDate?, weekday+)>
<!ELEMENT weekday EMPTY>
<!ELEMENT monthly (frequency, startDate, endDate?, ((daypos, weekday)|monthday+))>
<!ELEMENT daypos EMPTY>
<!ELEMENT monthday (#PCDATA)>
<!ELEMENT yearly (frequency, startDate, endDate?, ((weekday, daypos)|monthday), month)>
<!ELEMENT month EMPTY>
<!ATTLIST General_Schedule delay CDATA "0">
Anexo B. Ficheiros de configuração
75
<!ATTLIST schedule recursive (yes|no) "yes" geographical_area (Full|Euro|NAfr|SAfr|SAme|
Azor) "Euro">
<!ATTLIST timeslot days_offset CDATA #REQUIRED>
<!ATTLIST date day CDATA #REQUIRED>
<!ATTLIST date month CDATA #REQUIRED>
<!ATTLIST date year CDATA #REQUIRED>
<!ATTLIST context details CDATA #REQUIRED>
<!ATTLIST startDate day CDATA #REQUIRED>
<!ATTLIST startDate month CDATA #REQUIRED>
<!ATTLIST startDate year CDATA #REQUIRED>
<!ATTLIST endDate day CDATA #REQUIRED>
<!ATTLIST endDate month CDATA #REQUIRED>
<!ATTLIST endDate year CDATA #REQUIRED>
<!ATTLIST weekday value (none|Mon|Tue|Wed|Thu|Fri|Sat|Sun) "none">
<!ATTLIST daypos value (none|first|second|third|fourth|last) "none">
<!ATTLIST month value (none|Jan|Feb|Mar|Apr|May|Jun|Jul|Aug|Sep|Oct|Nov|Dec) "none">
 B.1.7 System Configuration
  B.1.7.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>





























  B.1.7.2 Ficheiro configuração DTD

















<!ATTLIST log_threshold level (1|2|3) "1">
<!ATTLIST operator_threshold level (1|2|3) "1">
<!ATTLIST component type (LSM|SDP|ARDRP|PP|AM|DM|VM|HMI) #REQUIRED purpose (Nominal|
ReProcessor) "Nominal">
<!ATTLIST backup host CDATA #REQUIRED name ID #REQUIRED>
<!ATTLIST subsystem type (LSM|SDP|ARDRP|PP|AM|DM|VM) #REQUIRED>
<!ATTLIST message messageCode ID #REQUIRED>
<!ATTLIST messageClass class (Error|Notification|Warning) #REQUIRED>
<!ATTLIST messageThreshold level (1|2|3) "1">
 B.1.8 User Configuration
  B.1.8.1 Ficheiro configuração XML
<?xml version='1.0' encoding='ISO-8859-1'?>
















<!ATTLIST LSM_USER_ele login ID #REQUIRED>
<!ATTLIST sec_level security (Admin|Monitor) "Monitor">
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Anexo C
Página web e HMI
C.1 Considerações gerais
 Neste anexo estão disponibilizadas todas a imagens relativas as principais 
alterações realizadas na página web e na aplicação HMI.
 C.1.1 Página web
 
Figura C.1 Página principal
Figura C.2 Detalhes dos produtos gerados
Figura C.3 Informação dos workshops
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Figura C.4 Timeline dos componentes do sistema
Figura C.5 Configuração do Product Processor
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Figura C.6 Controlo dos componentes do sistema
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 C.1.1 HMI
Figura C.7 Janela de erros
Figura C.8 Janela de avisos
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Figura C.9 Versão anterior da janela Product Processor
Figura C.10 Versão actual da janela Product Processor
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Figura C.11 Visão do estado dos componentes
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