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ABSTRACT
Resource-constrainedwireless networks, e.g. wireless sensor networks (WSNs),
small embedded devices with limited computational power and energy, have
been the subject of intense research in the past decade. Moreover, recent tech-
nological advances and growing demand for better efficiency have led to a
great number of link and network protocols for WSNs. The protocols depend
on specific interfaces to exchange necessary information. Unfortunately these
interfaces are often proprietary and highly different, thus making it harder to
port different protocols and services from one platform to another. In fact, the-
se differences are sometimes even making protocol interoperability difficult to
achieve. The underlying heterogeneity clearly has limited interoperability and
portability.
Generic interfaces have the potential to enable enhanced portability and
compatibility of different implementations. By providing powerful data acces-
sing capabilities, these interfaces enable applications to monitor the system
and react to the changes in the communications medium or environment and
thus adapt on time accordingly. Seamless communication between software
entities at different layers and different radio technologies is also a core func-
tionality of future radio resource management (RRM) in the case of software
defined radios.
In this thesis we present the generic application programming interfaces
(APIs), namely, lightweight version of the original unified link-layer API (UL-
LA), common application requirement interface (CAPRI), and universal da-
ta access engine (UDAE). We implement these frameworks on real hardwa-
re platforms and demonstrate their feasibility through several experimental
WSN andWLAN testbeds. These generic frameworks can be used not only by
applications running locally on nodes but also remotely by applications run-
ning in end-user devices.
Firstly, the ULLA offers a common interface to retrieve link layer informa-
tion independently of the deployed radio technology considerably simplify-
ing development process of link-aware protocols and applications. The ULLA
also offers a powerful notification mechanism, which can be used to monitor
the network and trigger certain actions when the communication environment
changes. Secondly, we have extended the concept of link-layer abstraction to
generic data abstraction framework, UDAE. It is fully extensible, allowing da-
ta sources and users to be added flexibly at run-time. UDAE is implemented
on two operating systems (Contiki and TinyOS). While the TinyOS implemen-
tation has been done as native code, the Contiki implementation is based on a
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reconfigurable component-oriented middleware enabling developers to fully
benefit from the flexibility offered by the UDAE. Thirdly, CAPRI allows app-
lications to register their utility functions to a radio resource controller at run-
time and in automatic way. This enables the implementation of utility-based
optimization and run-time reconfiguration of applications. In contrast to tra-
ditional utility-based optimization approaches that usually aim at optimizing
the performance of a single application or service, our approach aims to ge-
neralize and express the requirements of multiple applications. Fourthly, we
have applied the ULLA framework also to wireless sensor networks as a data
acquisition mechanism. The sensor ULLA allows very versatile data collection
and provides also capabilities for sensor networks to reorganize in the case of
changes in the communications lines.
Finally, we show how we can exploit functionalities of the generic interfa-
ces in order to develop an optimization framework that allows the implemen-
tation of utility-based and cross-layer optimization for resource-constrained
wireless networks. All the reference implementations have been made public-
ly available under an open source license.
KURZFASSUNG
Im vergangenen Jahrzehnt sind Drahtlosnetzwerke mit beschra¨nkten Ressour-
cen wie Drahtlose Sensornetzwerke (WSNs) zum Gegenstand intensiver For-
schungsbemu¨hungen geworden. Motiviert durch technologische Fortschritte
und gesteigerten Effizienzbedarf hat dieses neuartige Konzept von Netzwer-
ken, die auf eingebetteten Gera¨te mit begrenzter Rechenleistung und Batterie-
kapazita¨t basieren, zur Entwicklung einer Vielzahl neuer Link- undNetzwerk-
protokolle gefu¨hrt. Jene Protokolle nutzen dabei spezifische Schnittstellen zum
Informationsaustausch, welche sich oft stark unterscheiden und durch ihre
Herstellerabha¨ngigkeit die Portierung von einer Plattform auf eine andere er-
schweren, wenn nicht sogar zu Interoperabilita¨tsproblemen fu¨hren. Die zu-
grunde liegendeHeterogenita¨t begrenzt letztendlich Interoperabilita¨t und Por-
tabilita¨t.
Generische Schnittstellen haben das Potenzial, die Portabilita¨t und Kompa-
tibilita¨t verschiedener Implementationen zu verbessern. Mittels leistungsstar-
ker Datenzugriffstechniken ermo¨glichen diese Schnittstellen den Applikatio-
nen ein System zu u¨berwachen, auf Vera¨nderungen des Kommunikationsme-
diums oder der Umgebung zu reagieren und zeitnah ihr Verhalten zu adap-
tieren. Eine nahtlose Kommunikation zwischen Softwareentita¨ten verschiede-
ner Schichten und Funktechnologien ist des Weiteren eine Kernfunktionalita¨t
zuku¨nftiger Radioressourcenverwaltung fu¨r softwarebasierte Funksysteme.
In dieser Arbeit pra¨sentieren wir verschiedene generische Applikations-
schnittstellen (APIs), insbesondere eine vereinfachte Fassung der bekannten
Unified Link-Layer API (ULLA), das CommonApplication Requirement Inter-
face (CAPRI) und die Universal Data Access Engine (UDAE). Wir haben diese
Frameworks fu¨r echte Hardwareplattformen implementiert und demonstrie-
ren an dieser Stelle ihre Leistungsfa¨higkeit durch verschiedene Experimente
in WSNs und WLANs. Die Frameworks ko¨nnen nicht nur lokal auf einzelnen
Netzwerkknoten eingesetzt werden, sondern erlauben auch einen Fernzugriff
fu¨r in Endgera¨ten arbeitende Applikationen.
Die ULLA-API bietet eine vereinheitlichte, funktechnologieneutrale Schnitt-
stelle zumZugriff auf Informationen der Verbindungsschicht, die die Entwick-
lung von verbindungsfokussierten Protokollen und Applikationen erleichtert.
Durch einen umfangreichen Benachrichtigungsmechanismus ermo¨glicht es UL-
LA, ein Netzwerk zu u¨berwachen und Aktionen auf Grund von Umgebungs-
vera¨nderungen auszulo¨sen. In einem na¨chsten Schritt haben wir das Konzept
der Abstraktion der Verbindungsschicht um ein generisches Datenabstrakti-
onskonzept namens UDAE erweitert. Dieses erlaubt Erweiterungen durch die
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flexible Definition von Datenquellen und Konsumenten zur Laufzeit. Wir ha-
ben UDAE auf zwei unterschiedlichen Betriebssystemen (Contiki und TinyOS)
implementiert. Wa¨hrend bei TinyOS die native Implementation im Vorder-
grund steht, demonstrieren wir durch die rekonfigurierbare komponenten-
orientierte Middleware in Contiki die flexiblen Vorteile der Abstraktion mit
UDAE. Der dritte Teil dieser Arbeit untersucht CAPRI, eine API, die es Appli-
kationen erlaubt ihre Nutzenfunktionen bei einem Funkressourcenverwalter
(RRC) automatisiert und zur Laufzeit zu melden. CAPRI eignet sich zur Im-
plementation nutzenbasierter Optimierungsalgorithmen und Laufzeitrekonfi-
gurationen von Anwendungen. Im Gegensatz zu klassischen nutzenbasierten
Optimierungen, die fu¨r gewo¨hnlich auf die Optimierung einer einzigen Ap-
plikation oder Dienstes zielt, erlaubt unser Ansatz die Verallgemeinerung und
Bedarfsspezifikationen mehrerer Anwendungen. Im vierten Teil dieser Arbeit
diskutieren wir das ULLA Framework als Datenakquisitionsmechanismus fu¨r
Drahtlose Sensornetzwerke. Die Sensor-ULLA-API erlaubt ein vielfa¨ltige Da-
tenerhebungen und bietet Sensornetzwerken die Mo¨glichkeit, sich im Falle
von Verbindungsvera¨nderungen neu zu organisieren.
Im letzten Teil zeigen wir, wie die Funktionen generischer Schnittstellen
als Grundlage fu¨r Optimierungs-Frameworks eingesetzt werden ko¨nnen um
nutzenbasierte und schichtenu¨bergreifende Optimierungen in ressourcenbe-
schra¨nkten Netzwerken vornehmen. Alle Referenzimplementationen dieser
Arbeit sind o¨ffentlich und unter einer Open-Source-Lizenz verfu¨gbar.
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1INTRODUCTION
This thesis aims to contribute to a better resource management of resource-
constrained wireless networks, while providing a generic data access frame-
work to facilitate the optimization of radio resources. We first discuss the mo-
tivation of the work and summarize the major contributions of the thesis. We
provide also the description of the thesis outline in this chapter.
1.1 MOTIVATION
Wireless communication has always been a central theme in pervasive com-
puting [1]. In addition to the obvious use of transporting data without restric-
tions of cables, information obtained from wireless interfaces can be used to
derive context information.The recent proliferation of wireless interfaces on ty-
pical user terminals facilitates diverse applications. PDAs, laptops and smart
phones commonly include Wi-Fi and Bluetooth access. Besides, 3G cellular
systems are constantly gaining ground and Zigbee interfaces have recently
been introduced for more resource constrained machine-to-machine (M2M)
applications in sensor networking domain.
The key problem created by this on-going explosion of wireless interface
types for developers of pervasive computing applications is the increased dif-
ficulty of accessing information on and related to available wireless techno-
logies. Commonly used operating systems such as embedded Linux variants
and Windows Mobile of course do offer various application programming in-
terfaces (APIs) for accessing commonly used network interfaces. Unfortuna-
tely, these interfaces are completely technology and operating system specific.
For example, there is no common interface even for Wi-Fi and Bluetooth tech-
nologies in either of the mentioned operating systems. Accordingly, program-
mers have to decide in advance which wireless technologies their applications
support, and have to separately deal with each of the potentially available
technologies. This situation is already difficult for researchers who seek to
make portable prototype applications, and for commercial development it is
simply intolerable.
It is a challenge to address the seamless data retrieval in the heterogeneous
wireless networks, even in the resource-constrained wireless networks such as
wireless sensor networks (WSNs) [2]. In fact, WSNs are very resource constrai-
ned as they are typically battery operated embedded devices [2]. Additionally,
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present commercial WSN nodes mostly have only one radio interface, redu-
cing the functionality required from a link-layer API. However, even in the
single-radio case, adoption of link-layer API would bring significant benefits.
The technology-independence of the API allows link-aware programs to be
written in a portable manner, significantly reducing the overhead and costs of
porting a link-aware protocol implementation from one platform to another.
Additionally, availability of the same API both in ”high-end” wireless devices
(such as laptops, PDAs and smartphones) and sensor platforms reduces the
learning curve for programmers switching from one platform to another. In
commercial development settings this kind of advantage should not be unde-
restimated. Moreover, WSN platforms are not going to be exclusively using a
single radio interface. Compact gateway designs with multiple wireless inter-
faces are already being introduced [3, 4], and the suggestions on using separate
wake-up radios to coordinate the medium access amongst the nodes before
utilizing the main radio for actual data transfer are gaining momentum.
Furthermore, a number ofWSN platforms have emerged, offering a variety
of communication and sensing modalities, and supporting a host of operating
systems. Different sensors used in WSN applications including the usual ones
such as temperature, humidity, pressure, noise and magnetic field sensors, to-
gether with the more exotic ones such as circuits for detecting the presence of
various chemical agents. Because of this emerged heterogeneity there is now
a strong need for unifying abstractions, making it possible for the application
developers to benefit from vast array of capabilities offered by these various
WSN platforms and their components.
Such abstraction techniques could be beneficial not only for applications
development, but also for resource management methods such as cross-layer
optimization. This is especially promising as it can unleash the full use of
information residing at various levels of the protocol stack and facilitate the
implementation of joint radio resource management in the presence of dif-
ferent technologies. However, when we consider the optimization problem
in larger scale, there is still a missing common interface between various ap-
plications and the optimization software for expressing the end-to-end opti-
mization goals that the applications should follow. This is important because
multiple applications are competing for available resources.
1.2 THESIS CONTRIBUTIONS
The main contributions of this thesis are summarized as follows.
• Generic link-layer application programming interfaces. We have pro-
posed the design and implementation of the Unified Link-Layer API
(ULLA) for WSNs that is a trimmed-down version of the original ULLA
for more high-end embedded devices. It offers a common interface to re-
trieve link layer information independently of the deployed radio tech-
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nology considerably simplifying development process of link-aware pro-
tocols and applications. The proposed WSN ULLA can be used not only
by applications running locally on sensor nodes but also remotely by
applications running in an end-user device. Additionally, ULLA allows
to retrieve sensor readings via the same interface. A prototype imple-
mentation of ULLA on Telos B motes has been made to demonstrate the
feasibility of the ULLA approach. The ULLA implementation has been
made publicy available under an open source license.
• Universal data access. We have extended the link-layer abstraction in
ULLA to make it a general data abstraction concept. Universal Data Ac-
cess Engine (UDAE) allows developers to access data both locally and
over the network from a variety of sources, such as sensors, communi-
cations links and platform components in a unified manner. It is also
fully extensible, allowing data sources and users to be added flexibly
at run-time. This enables capabilities for cross-component optimization
and run-time configuration. We have implemented UDAE for two ope-
rating systems for WSNs (Contiki and TinyOS) as a proof of concept for
software platform independence. Both of these implementations have
been made publicly available under an open source license.
• A utility-based resource allocation framework. We have addressed the
use of utility-based optimization in wireless networks. The proposed op-
timizationmethod is enabled bywell-defined, platform- and technology-
independent generic interfaces. The latter provide an abstract and uni-
fied representation of data and services available from the protocol stack,
ranging from old legacy protocols to newer protocols. In particular, the
application layer abstraction interface, so called the Common Applica-
tion Requirement Interface (CAPRI), enables the expression of individual
application requirements and reconfiguration of their tunable parame-
ters. The proposed framework allows multiple applications, network
protocols, and link layer technologies to coexist and evolve indepen-
dently of each other. Therefore, it allows the resource controller to take
more efficient decisions. The prototype of the proposed framework has
been tested under different practical test cases in both non-cooperative
and cooperative environments. The prototype showed how the propo-
sed approach enhance the system performance by allowing the resource
controller to manipulate the behavior of active applications and corres-
ponding parameters in the physical layer. The source code for the appli-
cation generic interface has been made available for public.
Most of the contributions reported in this thesis have already been publi-
shed in peer-reviewed conferences and journal. Some of the results have been
also technology transferred towards industry. This thesis collects all the results
and provides more detailed descriptions.
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1.3 THESIS OUTLINE
This thesis comprises eight chapters that present, analyze and evaluate the
proposed universal data access framework. Following this introductory chap-
ter, key technologies and application domains for resource-constrained wire-
less networks are presented in Chapter 2. Then, a more specific viewpoint of
data access and resource management techniques is provided in Chapter 3.
In Chapter 4, we introduce generic interfaces and the design of these inter-
faces in both layered and component-based architectures. We also explain the
data models used to abstract technology-specific features. In Chapter 5, we
propose the query languages used to request information from the protocol
stack and software components. The implementation details of query proces-
sing and performance evaluation are provided. The frameworks are validated
through practical case studies. Further, the implementation details and per-
formance evaluation of component-based architecture are given with practical
case studies in Chapter 6. In Chapter 7, we discuss the utility-based optimiza-
tion mechanism and validate the framework in practical case studies. Finally,
we conclude the thesis and give an outlook on future work in Chapter 8.
2RESOURCE-CONSTRAINED WIRELESS
NETWORKS
In this chapter we discuss the principles of resource-constrained wireless net-
works, in particular wireless sensor networks (WSNs), covering the characte-
ristics of sensor nodes and the general architecture of WSN. We review some
practical WSN applications in four major scenarios: structural monitoring, ha-
bitat and environmental monitoring, object localization and tracking, and heal-
thcare monitoring and activity recognition.
The WSN is built out of sensor nodes, typically WSNs have anything from
a few to several hundreds nodes. WSNs enable collection of massive amounts
of data. We shall point out and attempt to identify key research questions of
the information retrieval and resource management.
2.1 WIRELESS SENSOR NETWORKS (WSNS)
In this section we first explain the components of a sensor node using Te-
losB [5] as an example. Then we discuss the general architecture of WSNs
and their characteristics. For the sake of completeness, we shall provide some
major real-life applications of WSNs: structural monitoring, healthcare, envi-
ronmental monitoring, and asset tracking.
2.1.1 Sensor Nodes
A sensor node is a small embedded device that is capable of gathering sensory
information, processing, and communicating with other nodes in the network.
A sensor node usually has five major components: microcontroller, memory,
transceiver, power source, and one or more sensors. The development of small
sensor nodes dates back to Smartdust project [6, 7] at UC Berkeley and the
NASA Sensorweb project [8]. The main objectives of both projects were to
enable autonomous sensing, computing, and communication in uncertain en-
vironments; to respond to dynamic changes of environmental conditions; and
to recover from unexpected failures.
We shall provide an example of a sensor node used in this thesis work.
TelosB [5] platform, as shown in Figure 2.1, was originally developed by UC
Berkeley. The TelosB node uses an 8 MHz TI MSP430 microcontroller having
10 kB of RAM and 48 kB of ROM, and USB interface. The TelosB node has
5
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jtag
User button
Reset button
TSR photodiode
PAR photodiode
SHT11 humidity/temp
6 pin expansion
10 pin expansion
PIFA Antenna
LEDs
ST M25P80 flash
Serial ID
(bottom)
USB-serial
Reset support
TI MSP430 F1611
CC2420 IEEE 802.15.4 radio
Pack for two AA batteries
FIGURE 2.1: TelosB.
three integrated sensors: light, humidity, and temperature. The 16-pin ex-
pansion connector allows connecting additional external sensors. The sensor
node is powered by two AA batteries for a standalone node. Alternatively,
when the sensor node is connected with the USB port of an external machine
, power is provided by the host machine and no batteries are needed. TelosB
uses an internal 2.4 GHz Planar Inverted Folded Antenna (PIFA) built into the
printed circuit board. An optional SMA coax connection may be used instead
of the internal antenna. TelosB uses the IEEE 802.15.4-compliant CC2420 [9]
radio chip to provide 256 kbps communication capability over the 2.4 GHz
ISM band. The raw RF transceiver data rate is 250 kbps, its output power is
programmable and varies between -25 and 0 dBm. Table 2.1 shows the cur-
rent consumption of the CC2420 transceiver depending on its desired output
power level. Programming and data collection are performed via the USB in-
terface.
2.1.2 Operating Systems
We shall review twomain operating systems designed for resource-constrained
wireless networks that are used in the thesis. TinyOS [11, 12] is an open source
event-driven and component-based operating system designed specifically for
wireless sensor networks. It is currently the most widely used system for aca-
demic research in the area of sensor networks. The most important feature of
TinyOS is its small code size and memory usage. The main drawback is the
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Output power (dBm) Current consumption (mA)
0 17.4
-1 16.5
-3 15.2
-5 13.9
-7 12.5
-10 11.2
-15 9.9
-25 8.5
TABLE 2.1: Output power configuration for the CC2420 [10].
event-driven concurrency model which restricts applications to be implemen-
ted as explicit state machines. TinyOS is completely non-blocking as it has
only one stack. TinyOS provides a two-level scheduling hierarchy consisting
of tasks and event handlers. In particular, it allows high-priority events to
preempt low priority tasks. TinyOS applications are written in nesC [13], an
extension to the C language, that provides compile time checks for finding race
conditions. TinyOS code is statically linked with the program code and then
compiled into a small library. Dynamic linking and loading of applications at
runtime are not feasible.
Contiki [14] is an open source operating system designed for networked
and memory-constrained systems. Contiki is in many aspects similar to Ti-
nyOS, but has an additional support for dynamic linking of code and multi-
threading. Additionally, Contiki provides a third execution model called pro-
tothreads [15]. A protothread is an extremely lightweight stackless thread-
like construct that provides linear execution on top of the event-driven kernel.
Contiki provides the built-in µTCP/IP stack [16] for TCP/IP communication.
Programming language used in Contiki is C programming which is arguably
more familiar to software developers than the nesC programming language
used in TinyOS. Similar to TinyOS, Contiki is based around an event-driven
kernel, but allows applications to be written in a multi-threaded fashion.
2.2 WSN CHARACTERISTICS
WSNs have some unique characteristics. The WSN typically consists of two
main components: sensor nodes and one or more gateways. The sensor nodes
typically consist of a processing unit with limited computational power and
limited memory as mentioned in Section 2.1.1. The gateways act as a bridge
between sensor nodes and the end user as they basically collect and forward
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FIGURE 2.2: WSN architecture.
data from the WSN on to the end user or server. Fundamentally, a gateway
is a powerful machine which has significant memory, processing, and energy
resources in comparison to a sensor node. It can be either mobile or static. For
example, a dynamic gateway is a PDA or notebook carried by then network
administrator and a static gateway is a sensor node connected to a server ma-
chine as depicted in Figure 2.2.
The compact hardware size and the low power consumption characteris-
tics of sensor nodes are the key motivation of deployment in new commercial
and scientific applications for wireless embedded networks. However, sensor
nodes are usually powered using battery packs or energy harvesting such as
solar panels. Therefore, the protocols and applications running on the sensor
nodes should be designed by taking into account the power consumption. For
example, the power consumption of the nodes transmitting data is more than
the power consumption of computing. The self-organized structure and proto-
cols of a WSN enable cost-efficient and flexible development that lead to more
novel applications. Moreover, sensor nodes should be able to cope with node
failures with a minimum support from humans. In order to survive, especially
in harsh environments, nodes are required to adapt with the dynamic changes
of the network and its environment. Sensor nodes themselves can generate no-
tification events, e.g., permanent disconnections when running out of batteries
and temporary disconnections due to their rebooting hardware. The environ-
mental changes include natural disasters and temporary unreachable nodes
due to interfering signals from moving obstacles. Hence, a WSN is required to
adapt to changes in order to stay operational as reliably as possible.
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2.3 APPLICATION DOMAINS
In this section we briefly discuss some major WSN applications in four dif-
ferent scenarios: environmental monitoring, healthcare, object tracking, and
structural monitoring. We focus on the different network architectures and
highlight open research issues.
2.3.1 Habitat and Environmental Monitoring
Habitat and environmental monitoring are common applications of wireless
sensor networks that provide enormous benefits for scientific research and so-
ciety as a whole. WSN is usually deployed in an interesting area where some
phenomenon or objects of interest are to be monitored. A typical design for
such systems is a tiered architecture consisting of the sensor nodes and WSN
gateway. Various research groups have developed environmental monitoring
techniques in projects such as PermaSense [17], GlacsWeb [18], Frisbee [19] and
Great Duck Island (GDI) [20, 21]. For example, the GDI system is used to remo-
tely monitor and collect data from seabird nesting environment to understand
behavior of birds. The sensors used include temperature, photoresistor, ba-
rometer pressure, humidity, and passive infrared sensors. In the PermaSense
project [17], a set of 10 sensor nodes have been deployed in the Swiss Alps
for measuring the temperature and the volume content of liquid and frozen
water in pores and cracks. ZebraNet [22] is a WSN for monitoring and tra-
cking wildlife. The architecture in ZebraNet is designed differently from sta-
tionary sensor network monitoring since sensors are always mobile, dynamic,
and multihop in this particular application.
Harvard scientists investigated the use of WSNs for monitoring eruptions
of active volcanoes in [23, 24]. They deployed a wireless sensor array at Volca´n
Tungurahua in central Ecuador. The system measured both seismic and infra-
sonic (low-frequency acoustic) signals with 24-bit resolution at 100 Hz. Both
sensors can be used to act in a triggering mechanism when volcanic events oc-
cur. Another research team fromWashington State University air-dropped five
monitoring wireless sensor stations into the crater of Mount St. Helens [25] in
order to provide real-time long-term volcano monitoring.
The WSN is also deployed for precision agriculture monitoring. Testbeds
of tens of sensor nodes have been deployed in vineyards [26, 27, 28, 29, 30].
In particular, these systems help farmers to control irrigation, and to adjust
fertilizer and pesticide deployments more precisely for individual parts of the
vineyard. They can monitor various environmental factors in the vineyard
such as temperature, light, and soil moisture.
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2.3.2 Object Localization and Tracking
Object localization is one of the fundamental steps in order to properly process
the data for many applications such as intruder detection, wild life tracking,
and patient monitoring. Traditional localization techniques may have some
limitations and are not suitable for some applications. For example, a global
positioning system (GPS) was never intended for indoor environments and
is expensive and energy prohibitive to equip a GPS receiver on each node.
Measurement-based techniques [31] typically used in WSN localization in-
clude angle-of-arrival (AOA), time-of-arrival (TOA), time-difference-of-arrival
(TDOA), received-signal-strength (RSS), and time-of-flight (TOF) [32].
The Cricket system [33, 34] uses a combination of RF and ultrasonic signals
to provide location information to users and applications. This enables a lis-
tening node to determine the distance to beaconing nodes by measuring the
one-way propagation time of the ultrasonic signals emitted by a beacon node.
This is based on the fact that the speed of sound in the air is much smaller than
the speed of light (RF signal) in the air. That is, on each transmission, a bea-
con node concurrently sends information over an RF signal, together with an
ultrasonic pulse. The distance is then calculated by using the time difference
between the reception of the RF and ultrasonic signals. Alternative technique,
such as Lighthouse system [35], is a laser-based location system by using a cy-
lindrical laterationmethod. However, this technique is restricted to an uninter-
rupted line-of-sight. In [36], a TDOA-based countersniper system is proposed.
The system exploits a passive acoustic sensor localization by using three inde-
pendent acoustic channels. The external acoustic sources like firing of weapon
can be detected using time difference of arrival of both the muzzle blast and
the shockwave on every node.
Object tracking systems often use an RF-based location tracking technique.
MoteTrack [37] and Whitehouse et al. [38] use the received signal strength
(RSS) to estimate distances to other nodes and therefore can localize the nodes.
Vehicle tracking in [39] exploits a time-of-flight ultrasonic ranging technique
with an anchor-based localization algorithm, whereas Ansari et at. [40] uses
a two-axis magnetometer sensor and a passive infrared (PIR) sensor. A Line
in the Sand by Arora [41] developed a system for distributed and passive in-
trusion detection that can detect, classify and track multiple objects such as
persons, soldiers, or vehicles.
2.3.3 Healthcare Monitoring and Activity Recognition
Current healthcare systems are facing new challenges on proactive managing
to reduce the burden of disease treatment to enhance the prevention and early
detection of diseases and accidents. WSNs are emerging as a key new enabling
technology for such purposes. A significant amount of research is targeting to
continuously and remotely monitor and diagnose the status of patients. The
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principle consists of integrating the outfit of a patient with tiny wearable wire-
less sensors. CodeBlue [42] provides a set of protocols for sensor nodes to dis-
cover and publish information about the wearer (e.g. identification, medical
history, severity status, etc.). Together with RF-based localization technique,
patients can be localized and tracked on the scene. Physicians and nurses car-
rying communication devices (e.g. PDAs) can retrieve the information by sub-
scribing to channels of interest via a publish/subscribe multihop routing pro-
tocol. ALARM-NET [43] and AID-N [44] allow remote monitoring of patient
status by facilitating communication between providers at the disaster scene,
medical professionals at local hospitals, and specialists available for consulta-
tion from distant facilities. Similarly in [45], patients who are in the surgical
recovery process at the home environment can be remotely monitored instead
of relying on routine visits by homecare nurses. In [46, 47], wireless sensors are
used to monitor patients with Parkinson’s disease. The proposed algorithms
are based on the accelerometer data to estimate the severity of symptoms and
motor complications in the patients.
Apart from the healthcare monitoring applications, WSNs are also used for
sensor-based activity recognition. This aims to recognize the actions of one
or more persons in order to provide personalized support for many different
applications such as medicine, human-computer interaction, or sport. Many
different applications have been studied by researchers in activity recognition.
Examples include assisting physical rehabilitation by using motion sensors to
classify activity types [48], fall detection [49]. Likewise, Mercury [50] is a wea-
rable wireless sensor platform for motion analysis of patients being treated
for neuromotor disorders such as Parkinson’s disease. Moreover, activity re-
cognition is also applied in many sports applications, including tennis serve
motion [51] and skier’s motions [52].
2.3.4 Structural Monitoring
WSNs can be used to monitor, detect, and localize damage in buildings and
infrastructure such as bridges, tunnels, etc. When such systems are built, they
would inform the existence and location of damage bymeasuring the response
of various structures to ambient or forced excitation caused by, for example,
earthquakes, wind, or even traffic load. Straser and Kiremidjian [53] were the
first to propose a system for monitoring the health of civil structures using wi-
reless sensor nodes. Their strategies are to detect the structural state both im-
mediately in extreme events and through periodic monitoring. In the extreme
event scenario, they use the normalized Arias intensity [54] as a performance
measure of a structure’s kinetic energy that is dissipated by the structure du-
ring the formation of damage. Other example systems like [55, 56, 57, 58] use
a high duty-cycle for collecting raw vibration readings. A sampling rate of 100
Hz is considered to be a minimum requirement in [55] for such applications.
Challenges arise when networks are heterogeneous, connecting devices
12 2. RESOURCE-CONSTRAINED WIRELESS NETWORKS
with different operating systems and/or protocols. The data retrieval tech-
niques in the present example WSNs appear to be application or protocol-
specific. Moreover, these example WSNs mostly pay attention on developing
target applications but do not consider much resource management problems.
In addition, most of the present example applications are single-objective. Al-
though, these questions make interesting research fields, in our opinion the
most interesting one is how to seamlessly retrieve information and efficiently
optimize the available resources. In the next chapter, we will discuss how
seamless data retrival is beneficial for the resource management problems.
3RESOURCE MANAGEMENT IN
RESOURCE-CONSTRAINED WIRELESS
NETWORKS
The rapid increase in the number of the wireless-enabled devices and their de-
mand for high-speed multimedia communications make the scarce spectrum
resources very precious. Therefore, techniques related to Radio Resource Ma-
nagement (RRM) [59] that increase the efficiency of the use of radio resources
are crucial for wireless communications. RRM techniques enable adapting the
system to dynamic situations by controlling radio parameters such as data
rates, channel allocation, and, thus, improve the overall system performance.
The core functionalities of RRM include (a) reconfigurability that allows ad-
justing radio parameters at run-time, and (b) context-aware resource optimi-
zation with respect to, e.g., delay, throughput, spectrum efficiency, and QoS
according to the end-to-end performance objectives.
However, from the software engineering and system design point of view
it is important to note that all RRM algorithms are useless without having in-
formation from the state of the system and environment they operate. Having
access to such information can be sometimes very cumbersome and difficult,
and designing easy to use and lightway interfaces have not attracted enough
effort in R&D-community. We address this problem area in this chapter and
thesis in general. In Section 3.1 we discuss several aspects for seamless data re-
trieval and controlling parameters in a standard and well-defined way. Some
related work in regard to data abstraction and generic interfaces are reviewed.
Then in Section 3.2 we review three optimization techniques used in the thesis
and provide a background on the utility optimization.
3.1 UNIFIED DATA ACCESS AND PARAMETER
RECONFIGURATION
In recent years, especially most of the implementation and prototyping efforts
of WSNs have been very platform-specific in nature. While basic unifying abs-
tractions for functions such as message sending or receiving have emerged (for
an overview of these, see [60]), especially techniques for accessing link-layer
information have remained specific to particular wireless technologies used.
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In practice, this means that most implementations needing clustering, link-
aware routing, and topology control algorithms, to name a few, are not por-
table across different platforms and link-layer technologies. In fact, their im-
plementation on present software platforms requires register-level program-
ming involving knowledge on the specific radio chips used. In our opinion
this is a major roadblock for emergence of ”real-life” and commercially viable
wireless sensor network applications.
3.1.1 Perspectives on Abstraction
The process of abstraction allows us to omit the detailed information so that
we can handle things that are different as if they were the same [61]. This is
used to simplify the data analysis by separating attributes that are relevant
from those that are not. In computer science, abstraction attempts to reduce
and filter out some details so that the programmer can concentrate on a few
concepts at a time. For this purpose, an abstraction layer is used to hide the
implementation details of a particular set of functionality. A system may have
several abstraction layers which are exposed to the programmer. For example,
hardware abstraction layer (HAL) exposes details of the low-level hardware
where the program is run. The abstraction can also be provided at the ope-
rating system level. In practice, the abstraction layer provides an application
programming interface (API) to the upper layers.
The abstraction layer is often referred to the software layer in between
operating systems and applications that is known as a middleware. The main
purpose of the middleware is to send messages to remote components, and
support and collaborate with the applications. Some examples of middleware
for WSNs include Impala [62], SINA [63], MiLAN [64], DSWare [65], Sen-
sorWare [66], Kairos [67], and RUNES [68]. In particular, these middlewares
provide a functional set of APIs to allow an application to formulate complex
high-level sensing tasks and coordinate the sensor nodes to split the task and
distribute it to the individual sensor nodes. Then, the collection of sensor rea-
dings is performed to generate a high-level result which will be reported back
to the task assigner. However, the middleware architectures are typically de-
signed to support one-to-one or many-to-one communication paradigms that
define a mechanism for information exchange. They do not focus on the abs-
traction of technology-specific characteristics.
It is usually customary to obtain requested data from the software com-
ponents or protocol stack by accessing technology-specific software entities
and to develop functions needed to process and exchange the obtained data
in technology-specific manner. Such an approach is obviously not flexible to
collaborate and inappropriate to extend with other existing and future proto-
cols and technologies. Therefore, in the following section we shall discuss the
solution to this problem in more detail.
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3.1.2 Needs for Generic Interfaces
In traditional RRM approaches, each layer of the protocol stack conducts in-
dependent optimization processes. These processes obtain the required data
using technology- or protocol-specific interfaces as depicted in Figure 3.1 for
the layered architecture and in Figure 3.2 for the component-based architec-
ture. Such approach is obviously not flexible and cannot be used for cross-
layered RRM techniques where information from different layers are required.
To remedy the situation, various ways to abstract data and services in the
protocol stack for easier access have been developed. Providing unified and
generalized access to data and services across different layers and protocol
entities is normally a key design requirement that enables such efficient op-
timization capability. Therefore, standard generic interfaces can be efficiently
used to handle this issue by enabling seamless communication between proto-
col entities at different layers and radio technologies. In addition, this allows
independent development of hardware and software. New functionalities of
the RRM can be deployed on existing devices without the need to consult the
Original Equipment Manufacturer (OEM).
In order to obtain the most efficient resource allocation solutions, the RRM
needs to have a comprehensive representation of the environment and proto-
cols’ performance. In particular, the RRM needs to be aware of the different
applications and their different goals. These goals are normally qualitative
goals and have to be translated to numerical expressions that can be unders-
tood by the manager. One possible technique is to use utility functions as
a performance metric to model these optimization goals. Basically, the uti-
lity functions combine several network attributes such as throughput or de-
lay depending on particular application requirements. This approach makes
it possible to compare differences in network configurations and applications
expressed by different utility functions. For instance, a downloading applica-
tion is a throughput-sensitive application while a video streaming application
is a delay-sensitive application. In such a case, applications can use the generic
interfaces to express their optimization goals which can subsequently be used
by the radio resource optimizer.
3.1.3 Data Abstraction in WSNs
Writing distributed applications for WSNs has traditionally been a compli-
cated affair. Until recently, it was customary to obtain sensor readings by
accessing platform-specific registers and to develop the functions needed to
process and exchange the obtained data in application specific manner. Such
an approach obviously wastes resources and distracts the developer from fo-
cusing on the core functionality of his or her application. To remedy the si-
tuation, various ways to abstract data present in the sensor networks for ea-
sier manipulation and access have been developed. Additionally, unification
16
3. RESOURCE MANAGEMENT IN RESOURCE-CONSTRAINED WIRELESS
NETWORKS
APP-1 APP-2
NWK-1
TP-1
LL-1 LL-2
           NWK-2
TP-2
In
te
rf
a
c
e
 L
L
-1
In
te
rf
a
c
e
 N
W
K
-1
In
te
rf
a
c
e
 L
L
-2
In
te
rf
a
c
e
 L
L
-2
APP-N
TP-N
NWK-N
LL-N. . .
. . .
. . .
. . .
In
te
rf
ac
e 
T
P
-2
In
te
rf
a
c
e
 L
L
-N
N
e
tw
o
rk
T
ra
n
s
p
o
rt
P
H
Y
/M
A
C
A
p
p
lic
a
ti
o
n
FIGURE 3.1: Layered architecture with proprietary interfaces.
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of data access does not only systematically simplify the development proce-
dure, but also facilitates the capabilities for optimization problems, especially
cross-component optimization and run-time configuration. These problems
can be partly carried out by having a shared data pool and a common inter-
component signaling mechanism either between different components at the
intra-node level or between the same components at the inter-node level. In
this section we briefly discuss the data and communication abstraction pro-
blem for WSNs in general.
We distinguish three models of abstraction from the related work, called
the neighborhood or link abstraction, sensor data abstraction and flash-based abstrac-
tion. The first of these provides access to sensor readings or communication
facilities of either immediate radio neighbors or groups of nodes specified ac-
cording to some flexible criteria. Sensor data abstraction on the other hand
focuses on easy access of sensor readings from the network as a whole. A
particularly common approach has been to apply the database abstraction,
resulting in SQL (or some subset thereof) being used to specify the queries
for data. Finally, by flash-based abstraction we mean presenting the available
network information as a file system. Such approaches have been common
in mainstream operating systems (especially various UNIX-variants) but have
been found to be applicable for WSNs as well.
Hood [69] and Logical Neighborhoods [70] provide a neighborhood-based
programming abstraction for sensor networks. Hood and logical neighbo-
rhoods use a mechanism which discovers neighboring nodes and shares data
among those nodes. Each node can locally access the cached data. The authors
of logical neighborhoods have claimed that their system is more flexible than
Hood because it was designed for generic purposes. Abstract Region [71] cap-
tures local information of nodes within a given region such as link connectivity
and geographic location. SP [72] implements a link layer abstraction that offers
a unified interface over some different link-layer technologies. Neighbor table
and message pool are integrated in the SP design in order to provideNeighbors
and Send interface to some network protocols. Nevertheless, these approaches
provide only link-related information. They do not generalize a link class as
another data class.
TinyDB [73] and Cougar [74, 75] are focused on querying of the sensor net-
work data. The query language is SQL-based. The systems include data aggre-
gation to reduce communication overhead. They provide a query interface to
developers that hides away communication and aggregation detail. However,
these systems are quite restricted to remote applications running on end-user
devices.
DALi [76], flash-based abstraction, provides an abstraction layer between
application and file system. It aims at organizing storage data and provides
three services, i.e. data search, naming and reduction services. Though the
file system abstraction is not naturally encapsulated by the generalized data
abstraction framework, we can foresee this as another well-defined data class.
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In summary, these approaches are only focused on simplifying access to
particular type of data. They do not provide a unified way to access informa-
tion across all data, regardless of component location. The most similar ap-
proach to one developed in this thesis is perhaps Neidas (NEIghborhood DAta
Sharing algorithm) proposed by Lachenmann et al. [77]. Neidas is a general-
purpose algorithm that supports local data exchange between software com-
ponents and data sharing between neighboring nodes. We develop a frame-
work which is more flexible that Neidas that can be used from applications
running both locally on a sensor node or remotely running on more power-
ful devices such as iPhone or laptop using the same programming interface.
Moreover, our framework should provide a more detailed description of how
developers can access and update shared data in a data storage. Data is struc-
turally defined in classes such as link-layer, sensory data, platform classes. The
data storage is used to efficiently manage shared data among software compo-
nents which is required for cross-component optimization. In addition, our
design should be software and hardware platform-independent.
3.2 RESOURCE OPTIMIZATION TECHNIQUES
In this section we introduce three optimization techniques used in this thesis,
namely cross-layer optimization, cross-component optimization, and utility-
based resource optimization.
3.2.1 Cross-Layer Optimization
Cross-layer design violates the traditional OSI-layering based approach of net-
work architecture design by merging of adjacent layers, allowing direct com-
munication, sharing of internal information between non-adjacent [78]. One
key objective of cross-layer design is to increase the information flow between
the different layers. In the last decade, cross-layer designs have been consi-
dered as important candidates for solving the problem of wireless resource
optimization since they allow information exchange across different layers of
the protocol stack [79].
There are several different proposals of the cross-layer designs for wire-
less networks. An overview of the cross-layer design for wireless communi-
cations provided in [80] discusses possible issues of cross-layer design, where
the PHY and MAC layer information of the wireless medium is shared with
higher layers. There are many other initial designs attempted to merge two
adjacent layers to accomplish a goal. For example, the PHY and MAC layers
are typically merged [81]. Subsequently, newer designs have tried to merge
two non-adjacent layers by creating new interfaces at the selected layers. An
example of such a design includes the mechanism introduced in [82] that, in
particular, merges the information at the transport layer and the PHY layer to
increase the end-to-end throughput and energy efficiency of the network. Ka-
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wadia et al. [83] pointed out that unintended interactions, created by opening
more interfaces between layers, can make the network behavior undesirably
more complex. Similar design methodologies have been applied to the WSNs,
such as shared information between the MAC and PHY layers [84] and shared
information between the MAC and network layers [85].
Furthermore, the cross-layer design concept has also been used in cognitive
radio networks [86]. In short, the cognitive radio is an extension of software-
defined radio that makes use of several techniques such as machine-learning,
knowledge representation, and cross-layer methods, to efficiently and auto-
matically control the system parameters achieving end-to-end performance
objectives. In particular, the cognitive networks use observations of network
performance such as throughput, end-to-end delay, etc., as input to a decision-
making process which is then used to provide a set of actions that can be used
to reconfigure the system. A number of authors have started to consider issues
related to cognitive wireless networks including works of Ma¨ho¨nen et al. [87],
Sutton et al. [88] and Thomas [89].
In such frameworks, the control entity that is responsible of resource ma-
nagement can build a comprehensive view of the status of the different layers.
However, the interactions between these layers are complex and have to be
performed only through standard interfaces. Otherwise, we need a structured
and generic way to define such interactions and expose layered data as men-
tioned in Section 3.1.2 in order to assist the optimization process as illustrated
in Figure 3.3. This way, cross-layer optimization modules could unleash the
full use of information that resides at the various levels of protocol stack. We
shall highlight and provide more details on the work of Ma¨ho¨nen et al. and
Petrova et al., the Cognitive Resource Manager (CRM), as it partially moti-
vates the work in this thesis and is deployed as one of validation cases of the
framework proposed within this thesis.
Moreover, wireless networks can offer better experience to users if they
can express their satisfaction and a way for the network to track it. One way
to do this is to define utility functions that are specific for applications and
users [90]. Further, these utility functions should be communicated to the re-
source manager in order to enable their use in the resource optimization pro-
cess. In [91], Riihija¨rvi et al. suggest that the application-layer utility can be
used to formulate optimization problems in cognitive wireless networks. Later
in Section 3.2.3, we shall provide details on the utility mechanism.
Cognitive Resource Manager (CRM)
The CRM is an architecture for self-optimizing wireless systems that has been
earlier proposed by some of us. In brief, the CRM is a cognitive radio extension
of traditional Radio Resource Managers (RRM). Through the principles of mo-
dularity, run-time reconfigurability, open interfaces and open policy language,
the CRM framework enables an easy implementation of cross-layer optimiza-
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tion, complex control and learning mechanisms.
The most important components in the CRM architecture as shown in Fi-
gure 3.4 are (a) the utility manager that evaluates the utility value for each in-
dividual application and for the node; and (b) the coordination component that
performs the negotiation process with remote peers to reach an agreement
on radio parameters or possible actions through a common control channel in
case cooperation is enabled; and (c) the flow manager that provides informa-
tion about available wireless adapters, established links and active flows and
also defines interfaces for the CRM to change configuration of the active adap-
ters, links, and flows; and (d) theDecision-making component that estimates the
current network performance based on information from different layers and
nodes, and then tries to identify the cause of problems and schedules actions
to resolve them; and (e) the policy engine that receives defined policies from
the policy server, reasons on them, and answers user’s queries. The optional
knowledge database can be utilized for improving learning and modeling me-
chanisms in the CRM toolbox. The CRM core acts as the kernel component of
the system. It facilitates the construction and the management of all the above
mentioned components and their interactions with the environment and the
protocol stack. These interactions are enabled by the integration of open in-
terfaces that facilitate also the implementation of cross-layer and utility-based
optimization techniques. More details on the CRM components and imple-
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FIGURE 3.4: Cognitive Resource Manager (CRM) architecture (modified
from [87]).
mentation can be found in [92] and [93].
3.2.2 Cross-Component Optimization in WSNs
By cross-component optimization we understand the obvious generalization
of cross-layer optimization problem into the component-oriented setting. It
has been argued by several authors that having dedicated cross-component
interfaces for sharing information for optimization purposes does not scale.
This is not only because of the quadratic scaling of the number of needed wi-
rings as the function of the instantiated component counts, but also because of
the need for customizing the interaction for each pair of components. This pro-
blem can be partially solved by having a common inter-component signaling
mechanism, for which purpose our framework is very well suited as depic-
ted in Figure 3.5. The core of our framework provides on each node a central
place to which components can be wired for accessing and providing signaling
information, simplifying the component communication topology and thus re-
ducing overhead.
The need for cross-component optimization and run-time configuration
arises due to the fact that WSNs usually operate in dynamic environments
which impose varying performance and functional requirements. Additio-
nally, the long deployment intervals also increase the probability that the user
requirements will change. Therefore, the system has to detect unexpected
changes and adapt itself over time to the new conditions, especially without
22
3. RESOURCE MANAGEMENT IN RESOURCE-CONSTRAINED WIRELESS
NETWORKS
C-2
C-3
C-1
C-N
Radio Resource 
Manager
FIGURE 3.5: Shared database in the component-based architecture.
presence of an external or centralized control. WSNs, in particular, should sup-
port dynamic adaptation capabilities that enable themselves to be tolerant to
abundant operating conditions. Cross-component optimization and run-time
configuration in such systems are very challenging owing to limited resources
on the sensor nodes. The benefits of cross-layer optimization have been argued
to be so significant as to warrant breaking down the layered software model.
We have designed a framework that allows similar performance gains from
optimization, while preserving clean component interfaces. Moreover, typi-
cal WSN applications do not autonomously adapt to environmental changes
at run-time and heavily rely on central controlling nodes. Such systems are
usually suboptimal and inefficient.
The remaining problem which we shall not tackle in this work is the es-
tablishment of standard data types and class definitions for describing infor-
mation useful in engineering cross-component optimization mechanisms. For
some of the existing work into this direction, see [94, 95]. In practice, cross-
component optimization can be performed by tuning of component parame-
ters and component retasking by applying either some rule-based decisionma-
king or heuristics algorithms.
If the changing environmental conditions can not be handled by cross-
component optimization alone, an optimization module will form an alter-
native by performing run-time configuration. Run-time configuration rewires
replaceable components in a component pool to form a new component graph.
This is not applied at the first place because component recomposition is more
complicated and probably requires cooperative support and synchronization
at the inter-node level. A set of replaceable components can be stored either in
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the program memory (ROM) or in an external flash memory (EEPROM). The
system can seamlessly access the needed data via our generalized data abstrac-
tion component in order to perform both operations. Another issue is how to
decide which mechanism should be used and in particular which parameters
should be tuned and which configuration should be set.
Most of the WSN applications described in the literature (see, for example,
[69, 70, 71, 72, 73, 74, 76]) do not feature optimization across several com-
ponents, except perhaps as special cases. This tends to lead into increased
complexity, memory footprint, and power consumption as many of the fea-
tures best offered by a reusable component are usually replicated in time and
across the application components. In the following subsection we shall give
some examples in cross-component optimization and run-time configuration
aspects in which the adoption of our framework would make a significant im-
pact.
3.2.3 Utility-based Resource Optimization
Shenker [90] proposed a utility mechanismwhich maps the network attributes
into the application performance. It is used to achieve the optimization goal
depending on specific application requirements. The main advantages of this
approach are a well defined value that can be used to compare network confi-
gurations and the ability to represent the differences in terms of performance
between applications. In general, the application requirements depend on the
types of applications. For instance, VoIP applications have tight requirements
on delay and packet error rate whereas streaming applications are more sen-
sitive to jitter. Shenker has carried out a Gedanken experiment in order to illus-
trate the utility in terms of the bandwidth share [90]. Figure 3.6 shows the
utility of three applications: delay-adaptive application in Figure 3.6(a), elas-
tic application in Figure 3.6(b), and rate-adaptive application in Figure 3.6(c).
Examples of elastic applications which are usually tolerant of variations in
delay normally include traditional data application such as e-mail and data
transfer. Rate-adaptive and delay-adaptive applications, such as audio and vi-
deo applications, are considered partially elastic where a portion of the utility
curve is convex. In practice, the utility can be perceived through the subjective
user experience from a number of controlled experiments in different network
conditions and computing scenarios [96]. For example, the authors in [97]
have shown that the utility for elastic applications collected from a subjective
survey of user experience can be modeled by a curve-fitting method and the
constructed utility curves are analogous to the curves defined by Shenker.
In wireless networks, utility mechanisms have been used, for example, for
rate and power allocation on of the downlink of CDMA-based network [98,
99, 100, 101], resource allocation for OFDM-based wireless networks [102, 103,
104], and opportunistic routing in multihop wireless networks [105]. InWSNs,
utility-based mechanisms have been used in various aspects. For example,
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FIGURE 3.6: Utility of various kinds of application [90].
utility-based sensor selection schemes presented in [106, 107] suggest choo-
sing which sensors’ data to retrieve to balance overall energy consumption
in the network. In [108, 109], a utility-based resource allocation system for
WSNs are introduced. Efficient data aggregations based on utility proposed
in [110, 111] are deployed to balance the energy loss through retransmissions
and improved reliability through retransmissions. Chen et al. [112] proposed
a utility-based flow control algorithm for congestion control and fairness in
resource allocation in response to changes in network conditions. There are,
however, only very few utility-based sensor network systems that have been
deployed in practice, namely glacial sensor network [113] and Utility-based
Multi-application Allocation and Deployment Environment (UMADE) [114].
In most cases, the utility functions are pre-defined and cannot be updated
during runtime. Moreover, the actual implementations of RRMs usually do
not take into account this issue directly or provide a set of predefined requi-
rements (e.g., UMTS QoS classes) since there is no interface that allows the
applications and individual flows to express dynamically and more precisely
their requirements and preferences in terms of network constraints and per-
formance. A solution for this problem is to define an API that registers the
different applications together with their utility functions to the entity respon-
sible of performing the resource management.
Utility Representing Application Requirements
Fundamentally, the utility value is a quantitative representation of the quality
of a connection measured at the application layer. It is used as a performance
metric and optimization goal, and combines several network attributes such
as throughput or delay depending on particular application requirements. A
utility function can be defined as a function of one or more attribute, depen-
ding on application requirements. The definition of utility function becomes
more complicatedwhenmultiple applications are simultaneously running and
sharing the same communication link. In this case, we need an optimization
mechanism that takes into account the system performance of these applica-
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tion interests.
A suitable solution to this problem is achieved through the utilization of
utility functions that are evaluated based on the set of various measurable at-
tributes of the connection. This gives a single real number, representing the
utility of the connection for the application.
However, it is not trivial to combine these requirements into a single ex-
pression that can represent the total utility in order to perform the optimization
process. In particular, we have to take into account that several applications
can run on the same link and share resources, while each application can ge-
nerate several data flows to/from various destinations/sources. Moreover, we
have to consider that data flows may have different levels of priority that can
be set by the administrator of the network or the user. In order to formulate
these relations, we use the simple weighted sum approach based on objec-
tive weighting as presented in [115]. The weighted sum approach attempts
to maximize the sum of the positively normalized, weighted, single objective
scores of the parameter set solution. Each application is associated with a uti-
lity function that is evaluated based on the set of various measurable attributes
of the connection. This gives a single real number, representing the utility of
the connection for the application. Hence, we define a node utility U¯n by
U¯n =
N∑
i=1
p(n,i)U (n,i)app (ai) (3.1)
where U
(n,i)
app is the utility function of application app represented by data flow i
and running on node n. This application has a non-negative priority p(n,i) (high
p(n,i) indicates high priority). In addition, ai = (ai,1, ..., ai,K) is aK-dimensional
vector of network attributes characterizing the connection used by data flow
i and N is the number of data flows running on the node. It should be noted
that the summation of priorities is normalized to be 1.
U
(n,i)
app is normally defined by the application provider. It can be a linear
combination of separable functions of the different attributes [116]. It should
be noted that our framework can handle any type of flow utilities but in our
implementation we use a particular separable utility function defined by
U (n,i)app (ai) =
∑
a∈A
w(n,i)a u
(n,i)
a , (3.2)
where u
(n,i)
a is a utility function related to attribute a from set A = {a1, ..., aK},
w
(n,i)
a is a weighting coefficient of u
(n,i)
a and
∑
w
(n,i)
a = 1. The definition of u
(n,i)
a
and the value of w
(n,i)
a are application-dependent and can be provided by the
application developer or a third party. These utility functions are normalized
to have values in the range [0,100] in order to have comparable order of ma-
gnitude of the utilities.
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The main objective of the resource management is to optimize the quality
of the connections perceived by applications. For specified flow utility func-
tions for flows running on a node, the optimization problem is to find a set of
parameters x = xopt such that U¯n is maximized. The optimal set of parameters
can be formally defined as:
xopt = argmax
x∈X
{∑
i
piU
(n,i)
app
(
ai(x)
)}
, (3.3)
where x is the cross-layer parameter tuple,X is the parameter space, xopt is the
optimum parameter tuple that maximizes U¯n. Each data flow i is associated
with a utility function U
(n,i)
app .
In the following, we shall provide the example utility functions used in
this thesis that are defined as functions of throughput, delay, and packet loss.
These functions are plotted using various constants in Figure 3.7.
Utility As a Function of Throughput
The survey results in [97] indicates that the log function is suitable for the
subjective survey as a function of throughput. The following is a normalized
utility function of throughput:
u
(n,i)
t = 100 ·
log10(min(t, Rmax) + b1)− b2
log10(Rmax + b1)− b2
, (3.4)
where t is the throughputmeasured in bit/s andRmax represents themaximum
data rate assigned to the flow. b1 and b2 are constant offsets. Figure 3.7(a) plots
the utility function in Equation (3.4) at various b1 and b2.
Utility As a Function of Delay
Boutremans and Boudec [117] suggests a utility function for the end-to-end
delay as follows. The function has three regions which reflect the average
tolerance level of humans to distortions:
u
(n,i)
d =


100− γ1d, if d < D1,
b1tanh(β(d− c2)) + b3, if D1 ≤ d < D2,
100− b4 − γ2d, if D2 ≤ d < D3
(3.5)
where d is the delay measured in microseconds, γ1, β and γ2 are parameters re-
presenting the steepness of the decrease of quality in each of the three regions.
D1, D2 andD3 are the threshold separating the three regions. b1, b2, b3 and b4 are
tuning constants chosen to ensure the continuity of u
(n,i)
d . Figure 3.7(b) plots
the utility function in Equation (3.5) at various γ1, β and γ2.
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Utility As a Function of Packet Loss
Similarly, curve fitting technique is applied to the subjective measurements in
order to derive the utility function of packet loss [118, 119, 120] as follows:
u(n,i)p = b1 + b2 ln(b3 + βp), (3.6)
where b1, b2 and b3 are constants and β represents the steepness of the increase
in the utility. Figure 3.7(c) plots the utility function in Equation (3.6) at various
β, b1, b2 and b3.
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FIGURE 3.7: Utility with different steepness parameters and constants.
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3.3 SUMMARY
In this chapter we have conceptually described how data can be accessed both
in layered and component-based architectures through generic interfaces in a
unified manner. This technique can also be used in resource optimization me-
thods to configure optimized parameters. Further, we have discussed several
resource management techniques used in cross-layered and cross-component
designs. The information required for the optimization process can be expo-
sed by generic interfaces described in Section 3.1. In the last section, we have
discussed the utility machanism in some detail. The utility functions can be
used by the resource controller in its utility-based optimization process which
can serve as optimization goals towards the resource optimizer. In the next
chapter we will explain the architectural designs of generic interfaces in more
detail.
4GENERIC INTERFACES
The goal of generic interfaces is to provide a unified access to a wide range
of data in different layers of the protocol stack if the layered architecture is
used and different software components if the component-based architecture
is used. Using a unified API also inherently improves the possibilities of ma-
king heterogeneous protocols and technologies to coexist and work together.
In many cases, the radio interfaces and protocol entities are often proprietary
that are not made publicly available for any third parties. Therefore, we do
need standard generic interfaces which enable seamless communication bet-
ween hardware and protocol entities at different levels from the protocol stack.
In summary, the desired key properties for our generic interfaces are: (a) plat-
form and technology independent; (b) transparent to the users by hiding away
proprietary interfaces; (c) extensible to support future platforms and technolo-
gies; and (d) to provide an interface to express the application requirements.
In this chapter we describe the architecture of the developed generic inter-
faces in resource-constrained wireless devices. Additionally, the APIs offered
by each interface that are used in our prototyping implementations are provi-
ded and the respected data models are discussed.
4.1 INTERFACES AND ABSTRACTION LAYERS
The concept of generic interfaces for computing platforms is well-known [121].
Generic interfaces usually describes a set of functions, parameters and ob-
jects, together with technology- and platform-independent application pro-
gramming interfaces (APIs). The goal of these interfaces is to provide a unified
representation of data and/or services available on the protocol entities. They
act as an intermediate layer between the protocol entities and the control enti-
ties as depicted in Figure 4.1.
Generic interfaces are also used as a solution to the problem of how to in-
corporate newer protocol entities to older legacy protocols. Some vendors may
use proprietary solutions by developing their own interfaces. However, these
interfaces are typically not well-defined and only tied to specific vendors, and
would not usually be fully interoperable with any other products. By using
a generic and unified interface, the system allows multiple applications, net-
work protocols, and link technologies to coexist and evolve independently of
each other.
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FIGURE 4.1: Conceptual view of utility-based cross-layer optimization.
In this thesis we extend and attempt to close the design gap of the concepts
proposed in [91, 122]. Particularly, we do not only abstract data and services
of the lower layers of the protocol stack, but also express application requi-
rements used to facilitate the resource management. Further, the framework
design proposed in this work is platform, operating system and protocol in-
dependent. We also take into account extensibility to support future applica-
tions, protocols, technologies and platforms, and as well as interoperability to
support various types of devices with different resource capabilities including
resource limited sensor devices.
The proposed framework bridges the OSI layers by providing protocol and
application independent abstractions as shown in Figure 4.1. The framework
consists of twomain parts, namely, abstraction layer and utility-based resource
optimization.
The abstraction layer provides technology- and protocol-independent inter-
faces to synchronously retrieve data (Q), to support asynchronous notifications
(NR) and to deliver control commands (C). The abstraction layer translates
these requests into abstracted, technology- or protocol-dependent program-
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ming primitives (AC, AQ).Moreover, our notificationmechanism can either be
event-based, i.e. activating once a certain condition is fulfilled upon network
changes, or periodic for updating layer information at specified intervals. The
notification event (NE) is returned if one of the conditions is met. In case le-
gacy protocols are deployed, Layer-N Adapter (L-NA) has to be used to cope
with technology-specific ways to retrieve N-layer information and to provide
transparency to the core of the abstraction layer. Moreover, via the abstraction
layer, reconfiguration of layer parameters with the optimal values (OP) ob-
tained from the resource optimizer is enabled. Finally, the utility management
API, sitting on top of the abstraction layer, provides capability of defining opti-
mization goals in a quantitative manner. For instance, the applications register
individual utility functions through this entity (AR).
The utility-based resource optimization (URO) is basically an extension of tra-
ditional RRM to support utility-based optimization. It is used to find the opti-
mized parameters of each layer that maximize applications’ utility value. The
URO uses commands, queries and notifications exposed by the abstraction
layer to retrieve the required information, either periodically or upon requests
from the optimization process, to perform utility evaluation (UE) via utility
management API.
4.1.1 ULLA
The Unified Link Layer API (ULLA) [123], which was originally developed
under the GOLLUM project [124], has been identified as a suitable candidate
for the generic link layer interface. The ULLA was designed to solve the com-
plexity and interoperability problem related to the large number of different
APIs and methods for accessing communication interfaces. In particular, the
ULLA offers a technology and operating system independent interface to ac-
cess wide variety of information on wireless networks. Hence it can be used as
the interface enabling the resource controller to gather information and update
settings of the various links connected to the interface in a unified manner and
also facilitates cross-layer methods.
The API offers an easy to use database abstraction towards the program-
mer, but can nevertheless be implemented in a very compact manner yiel-
ding only minimal overhead. Powerful notification and command interfaces
are also given, allowing applications to register conditions (such as appea-
rance of new radio neighbors or changes in link conditions) for asynchronous
notifications or change configuration of the present wireless interfaces. The
notification and command mechanisms are substantially more powerful and
flexible than found in earlier solutions, and different standards such as IEEE
802.21 [125] could easily be implemented as a part of ULLA framework in a
portable manner [126]. The system is also completely extensible, and new wi-
reless technologies can be added at runtime without need for recompilation of
application or ULLA code.
32 4. GENERIC INTERFACES
The ULLA architecture and processing of ULLA queries are further explai-
ned in Section 4.2 and in Section 5.3, respectively.
4.1.2 GENI
The Generic Network Interface (GENI) is an API that provides access to the
transport and network layer of the protocol stack. The purpose of the GENI
interface is to support interactions between the resource controller and the
network stack. This necessitates information abstractions for network inter-
faces, networks and connections together with operations to enable the re-
source controller to specify constraints and parameters required for the re-
source management. The network stack typically also has OS specific methods
for name resolution and other network related services and so this can be re-
garded as being part of the GENI domain. Similar to the ULLA, the informa-
tion retrieved through the GENI should be done in a platform independent
way. It should be noted that GENI is not an API used to send data to another
node. Basically, GENI is a control and monitoring API that does not intend to
interfere with the traditional data path used to send data. As a result, GENI is
not a replacement API for the socket interface normally used to interact with
the transport and network layer in order to send data. It simply provides a
uniform way to access information related to the transport and network layer
of the OSI model.
The general architecture of GENI is analogous to that of ULLA. As the
main command structure, parser and query engine stay unchanged, these can
be reused and the syntax of interface programming stays unchanged. For
example, GENI reuses same core infrastructure and components as defined
in ULLA specification. In other words, GENI simply extends ULLA with new
providers and information definitions for defining the notion of transport layer
connections and network layer information. Therefore, instead of traditional
Link Layer Adapters, GENI introduces Transport and Network layer adapters
to interface with the transport and network stack of the host operating system.
4.1.3 CAPRI
The Common Application Requirement Interface (CAPRI) enables applica-
tions to represent their requirements and preferences in terms of network per-
formance and constraints. In other words, CAPRI is designed to provide a
mechanism for applications and users to define their optimization goals and
objectives in a quantitative manner. One classical way is to use utility func-
tions (objective functions) for modeling these optimization goals. The CAPRI
design has been carefully made independent on the used resource manage-
ment framework it would interface to.
In addition, CAPRI allows applications to update their requirements du-
ring runtime. By using CAPRI, the application performance can be assessed
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through the computation of utility functions. Each application is associated
with a utility function that is communicated to the resource controller through
CAPRI and that specifies how its performance should be evaluated.
The CAPRI architecture and processing of application requirements are fur-
ther explained in Section 4.3 and in Section 5.4, respectively.
4.1.4 UDAE
Universal Data Access Engine (UDAE) [127] offers a unified view of the va-
rious data sources available towards the developer. The design of UDAE was
initially inspired by the ULLA design. We have further extended the concept
of link-layer abstraction in the ULLA design to general data abstraction. The
UDAE design is unique in the WSN domain by providing a common object-
oriented and database abstraction for all types of data sources whether they
are present locally on the platform or on the other nodes in the network. This
concept enables a wider range of applications that can significantly benefit
from UDAE. Examples of the data sources supported include different link-
layer technologies, networking protocols and various sensory data. The archi-
tecture is also completely extendible, allowing for new data sources being in-
troduced at run-time (given a suitable operating system). A number of modes
of interaction are supported, including synchronous query of data, asynchro-
nous notifications on the change in the data, and even actuation and configu-
ration of data sources.
The UDAE architecture and processing of UDAE queries are further explai-
ned in Section 4.4 and in Section 6, respectively.
4.2 ULLA DESIGN
The ULLA was initially prototyped on more powerful devices but characteris-
tics of embedded devices were considered throughout the whole design pro-
cess. We shortly introduce the main ULLA architecture for convenience of the
reader and continue with the WSN-specific adaptations. Further architectural
details and design rationales are available from [128]. In this work we focus
specifically on the extensions and enhancements developed to apply the ULLA
concept to WSNs.
ULLA design follows a modular approach as shown in Figure 4.2. The
main component in the ULLA framework is ULLA Core in the middle of the fi-
gure. It is an intermediate entity connecting Link Providers (LPs), an abstraction
of the sensor radio interface, and Link Users (LUs), the applications1 taking ad-
vantage of ULLA. The two interfaces between these three architectural levels
form the Unified Link-Layer API.
1In this context we do not only foresee link users being applications working on layer
seven but also entities such as routing daemons may benefit from ULLA.
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FIGURE 4.2: Architecture of the ULLA implemented on sensor nodes.
Link Layer Adapters (LLAs) are the major part of the software implemen-
tation of an LP. They implement the LP interface towards ULLA Core and
cope with technology-specific ways to retrieve lower layer information. In
the first step LLAs will be implemented as wrapper units utilizing proprie-
tary functions offered by existing link layer and radio components. Later on
ULLA-enabled components might incorporate the LLA-functionality from the
beginning avoiding the need for an extra block.
In case of sensor networks the application using the sensor readings will of-
ten be placed in a PCwith the gateway node connected to it instead of running
locally on the nodes. In order to use ULLA also in such scenarios we differen-
tiate between two kinds of LUs as shown in Figure 4.3. Local LUs run as the
name says locally on the node and represent LUs as used also with the ULLA
on desktop systems. The newly introduced Remote LUs are connected to the
sensor network via gateway nodes but run on PCs or other devices including
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FIGURE 4.3: ULLA system structure and the two types of supported Link
Users.
an end-user interface. Remote LUs can retrieve information from all nodes par-
ticipating in the connected WSN or from single devices by addressing certain
nodes. The addition of remote access to the ULLA is an enhancement compa-
red to the versions available [128, 129] for high-end devices tailored towards
the special needs of wireless sensor nodes.
4.2.1 Data model
ULLA works with Links which are described in classes following an object
oriented approach. The most important base class ullaLink has to be suppor-
ted by every LP and groups common attributes in an abstract way. Links are
described using different classes structured in a class hierarchy as shown in
Figure 4.4. Each class consists of attributes, such as received signal strength or
the length of the used encryption key, and of commands, which resemble the
methods in the object oriented view. For instance, throughput or latency are
available in each L2 technology and thus are included in the mandatory base
class. More technology-specific attributes, such as the preamble length used in
B-MAC, that might only be available in one system, are put to separate classes.
LUs can choose the abstraction level to work on, e.g., ad hoc routing agents
might only be interested in a generalized link quality metric, which is part of
ullaLink, but not in the specific implementation details, which are hidden in
the LLA. Other diagnosis tools will be aware of additional technology-specific
classes and use those still utilizing the same interface.
Attributes which are not configurable per link but more related to the hard-
ware, such as transmit power, are part of LP-classes leading to the second
mandatory base class ullaLinkProvider. One important attribute in that class,
the lpId, is used as address inside the ULLA-enabled WSN. It is initialized as
the nodeID and can be used by Remote LUs to query measurements taken at
certain nodes.
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FIGURE 4.4: ULLA classes for links.
In addition to networking information the extended WSN-ULLA also al-
lows to access the sensor measurement data via the same interface. Specific
classes are again introduced that model the sensor readings. Standard mea-
surements, such as temperature or humidity, are part of the base class sensor-
Link which can then be extended with additional classes to provide access to
sensors to present in common platforms. As the sensor configuration differs
between nodes and platforms none of those measurement classes are manda-
tory. However, each node has to support one mandatory class that includes
an attribute describing the supported sensing capabilities classes in form of a
simple but efficient bitmask.
The object oriented model inherently ensures extensibility as the classes
need not to be known at compile time. The Link-Layer adapters can regis-
ter new class descriptions at runtime, ensuring that the implementation of the
basic ULLA components need not be constantly updated as new sensors or wi-
reless technologies come available. Additionally, the combination of link layer
and sensing information in one interface using a single data model drastically
eases the application development.
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4.2.2 Link User interface
The initial ULLA design [130, 128] was focused on providing an extensible ar-
chitecture to enable the dynamic introduction of new technologies and classes
without any change to the API-calls. Therefore, also the extension of the data
model towards sensing information does not require any change in the API
itself. We present the two main parts, LU and LP interface, in concise form in
order to show the API-flexibility and as background for preceding implemen-
tation and application sections.
The LU interface offers three main features: Queries, Notifications and
Commands. Queries are used to retrieve single pieces of information using
the ullaRequestInfo()-call. Since we have adopted the database view both in
the node and throughout the network, the basic argument of the query is an
SQL query string. Since full SQL is rather complex, for parsing and processing
simplicity we have specified a compact subset of SQL to be used in the que-
ries, called the ULLA Query Language, or UQL for short. An example query
might be SELECT temperature FROM sensorLinkWHERE lpId=4, which could be
used by a Remote LU to read out the temperature-measurements taken at sen-
sor four. Local LUs might be interested in networking information: SELECT
linkId, rxSignalStrength, rxLinkQuality FROM ullaLink results in a list of signal
strength and link quality values for each available link. Using such a query
the best available link could be chosen. It should be noted that ullaRequestIn-
foDone()-call is returned as an event for completion of the ullaRequestInfo()-call
in our event-based TinyOS prototype that will be explained in Section 5.
Notifications are closely related to queries because they also use UQL state-
ments, which usually incorporate a condition. LUs use the ullaRequestNotifica-
tion()-call to ask for notifications. These notifications can either be event-based,
or periodic for updatingmeasurement values at certain intervals. Pending route
changes could be detected by registering for a notification using a query such
as SELECT linkId, rxLinkQuality FROM ullaLink WHERE (rxLinkQuality < 40)
AND (linkId = 5). Remote LUsmight want to be notified if the humiditymeasu-
red by any node in the network is above a threshold: SELECT humidity FROM
sensorLink WHERE humidity > 80. As no lpId is given the notification is floo-
ded in the whole WSN and all nodes are evaluating it each time when new
measurements are available. In order to avoid overloading the network such
operations should be carefully used and canceled as soon as not needed any-
more. The notification can be canceled by calling ullaCancelNotification()-call.
The query request calls used in our TinyOS prototype are summarized as fol-
lows.
• command uint8 t ullaRequestInfo(Query t *query, ullaResult t *result)
This function call is used to request a single attribute.
• command uint8 t ullaCancelNotification(RnId t rnId)
This function call is used to cancel an active notification.
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• event result t ullaRequestInfoDone(ResultTuple t *result, uint8 t numBytes)
This function call is returned to signal an event when ullaRequestInfo()-
call is finished.
• command uint8 t ullaRequestNotification(RnDescr t* rndescr, RnId t* rnId,
uint16 t validity)
This function call is used to initiate a notification with a desired validity
period.
The ULLA storage is also used to optimize the efficiency of the query pro-
cessing for standard queries as well as for notifications. Several consecutive
requests asking for the same attributes in a short time can be answered using
values saved in the ULLA storage. For this purpose the whole ULLA imple-
mentation offers one validity-parameter that describes the allowable staleness
of any measurement result. This feature might be extended so that the timeli-
ness can be given as an additional query-parameter or simply specified in the
WHERE-clause of the UQL-query.
The last feature offered via the LU interface are commands which enable
LUs to configure LPs but also to start procedures such as scanAvailableLinks,
(setParameter) or connect, the former one being an LP-command and the latter
one being a link-command. ULLA includes the ullaDoCmd()-call as part of
the LU interface for issuing synchronous commands and the ullaRequestCmd()-
call for issuing asynchronous commands. Upon completion of each command
execution, an event (callback) is returned. Periodic command remain in force
until they expire or they are explicitly canceled through ullaCancelCmd()-call.
The command calls used in our TinyOS prototype are summarized as follows.
• command uint8 t ullaDoCmd(LuId t luId, CmdDescr t *cmddescr)
This function call is used to issue a synchronous command.
• event result t ullaDoCmdDone(CmdDescrPtr cmddescr)
This function call is returned to signal an event when ullaDoCmd()-call is
finished.
• command uint8 t ullaRequestCmd(LuId t luId, CmdDescr t* cmddescr, RcDescr t
*rcdescr, CmdId t *cmdId)
This function call is used to issue an asynchronous command.
• event result t ullaRequestCmdDone(CmdDescr t * cmddescr)
This function call is returned to signal an event when ullaRequestCmd-
Done()-call is finished.
• command uint8 t ullaCancelCmd(LuId t luId, CmdId t cmdId)
This function call is used to cancel an active command.
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4.2.3 Link Provider interface
The LP interface is structured similarly as the LU interface but works on the le-
vel of single attribute values instead of rows in tables. LUs requesting latency
will get one value per available link, which means all entries in the latency-
row in the ullaLink-table. The respective LP interface getAttribute() is addres-
sed to one LP, asks for one single link and finally results in one attribute value.
Thus, ULLA Core performs queries, which do not limit their scope using the
WHERE-clause, by going through all available links using separate getAttri-
bute()-calls.
Also, each attribute involved in a notification is handled separately. ULLA
Core calls requestUpdate() in order to ask the respective LPs to signal events
when new values are available. Changes in such single attributes may at
the end not trigger a notification because the involved condition is only half-
fulfilled.
Commands, the methods in the object-oriented class abstraction, are hand-
led likewise. LUs issue the command using ullaDoCmd() and ULLA Core for-
wards it to the requested LP utilizing the execCmd()-call, which is part of the
LP interface. The function calls used in our TinyOS prototype are summarized
as follows.
• command uint8 t getAttribute(AttrDescr t* attDescr)
This function call is used to retrieve an attribute.
• event uint8 t getAttributeDone(AttrDescr t* attDescr, uint8 t *result)
This function call is returned when getAttribute()-call is finished.
• command uint8 t setAttribute(AttrDescr t* attDescr)
This function call is used to set an attribute.
• command void freeAttribute(AttrDescr t* attDescr)
This function call is used to free a chunk of memory allocated for an
attribute.
• command uint8 t execCmd(CmdDescr t* cmdDescr)
This function call is used to execute a command with a command des-
criptor cmdDescr.
• command uint8 t requestUpdate(RuId t ruId, RuDescr t* ruDescr, AttrDescr t*
attrDescr)
This function call is used to create a periodic or event-based notification
request with a descriptor ruDescr.
• command uint8 t cancelUpdate(RuId t ruId)
This function call is used to cancel a notification.
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FIGURE 4.5: CAPRI architecture.
4.3 CAPRI DESIGN
The CAPRI design is depicted in Figure 4.5. Themain component is the CAPRI
core in the middle of the figure. It is an intermediate entity connecting Appli-
cation Providers (APs), an abstraction of the applications, and Application Users
(AUs), the applications using CAPRI.Application Layer Adapters (ALAs) are the
key part of the software implementation of an AP. They implement the AP in-
terface towards the CAPRI core and seamlessly adapt legacy applications to
fit within the framework by abstracting away any application specific details.
ALAs are implemented as wrappers using existing functions offered by legacy
applications. Later on CAPRI-enabled applications might associate the ALA
functionality from the beginning to fully support interaction with CAPRI wi-
thout the need for an extra component.
The CAPRI supports two kinds of AUs. Local AUs run locally on the node
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Remote AUs can send commands to single nodes by addressing certain nodes.
The addition of remote access to the CAPRI is used for the cooperative deci-
sion. The functionality of the CAPRI core includes parsing utility functions,
processing and sending commands from and to applications and the resource
controller, registering and deregistering applications, and parsing the configu-
ration. CAPRI was initially designed as an interface supporting the Cognitive
Resource Manager (CRM) as introduced in Section 3.2.1. However, the reader
should note that CAPRI is not dependent on the presence of CRM. It can be
also used with any other resource manager if the data format is respected.
4.3.1 Application User Interface
We present the two major parts, Application User (AU) and Application Pro-
vider (AP) interface. The AU interface offers three commands for applications
to register, deregister and update the utility functions. The CAPRI core pro-
vides twoways for applications to register and update utility functions. Firstly,
CAPRI-aware applications can register themselves through the CAPRI core with
the registerUtility()-call. Secondly, legacy applications that are not developed
with a CAPRI interface and library, can be automatically registered by the flow
manager by loading predefined utility functions, for example, from a configu-
ration file. The utility functions of legacy applications are normally defined
by application developers or system administrator and can be updated and
automatically reloaded at runtime by overwriting the utility functions in the
configuration file.
The registered utility functions can be updated at runtime using the upda-
teUtility()-call that is used to update utility functions and to configure some
application parameters such as maximum allowed data rate and application
level options, either directly called from the CAPRI-aware applications or by
updating utility functions of the legacy applications in the configuration file.
The applications can deregister themselves from the CAPRI core using the de-
registerUtility()-call. Alternatively, an inactive application flow can be dere-
gisterd by the resource controller with the deregisterUtility()-call if there is no
activity within a certain time frame.
The AU interface contains following functions:
• INT registerUtility(flowId *id, utilitySpec *u)
This is called by an application to register a utility function.
• INT updateUtility(flowId *id, utilitySpec *new u)
This is used to update with a new utility function.
• INT deregisterUtility(flowId *id, utilitySpec *u)
This is called by an application to deregister a registered utility function.
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4.3.2 Application Provider Interface
In addition, CAPRI defines another interface to allow other components in the
resource controller to control and query the current utility value of a specific
application. The resource controller uses evaluateUtility()-call to compute a uti-
lity value of an already registered utility function with a unique flow identifier,
using the input network attribute values such as delay, throughput, packet
loss, and jitter. The resource controller can manually remove a specific flow
identifier from the CAPRI core by using removeFlowIndex()-call. Moreover, the
CAPRI design allows the resource controller to retrieve and control application
parameters by using getAppAttribute()-call and setAppAttribute()-call, respecti-
vely. This would facilitate optimization at the application layer.
The AP interface contains the following functions:
• FLOAT evaluateUtility(flowId *id, FLOAT delay, FLOAT throughput, FLOAT
packetloss, FLOAT jitter)
This is used by the resource controller to compute a utility value accor-
ding to given attribute values. The function returns a utility value, other-
wise returns 1 if utility value is not valid.
• INT removeFlowIndex(FlowID *id)
This is called by the resource controller to remove a given flow identifier
from the database.
• INT setAppAttribute(CapriAttrDescr *attr, INT appId)
This is used to adjust the value of a given attribute of an application type.
• INT getAppAttribute(CapriAttrDescr *attr, INT appId)
This is used to get the value of a given attribute of an application type.
4.4 UDAE DESIGN
The data abstraction offered by the UDAE is a combination of database abs-
traction and object oriented programming paradigm. Different types of data
are grouped as attributes of classes. The instances of the classes are presented
as rows of a database. Each class can additionally contain methods used for
issuing commands of various sorts. Besides dynamically creating new class
instances, also new classes can be introduced at run-time, making the system
very flexible. In this section we provide in detail the UDAE design. Later, we
explain generic programming interfaces provided by UDAE and how UDAE
encapsulates data abstraction and data model.
4.4.1 UDAE design
The modular components are illustrated in Figure 4.6. The main component,
UDAE Core, is an intermediate component connecting Data Providers (DPs)
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FIGURE 4.6: The application space of the UDAE framework.
and Data Users (DUs). DUs are applications that read out data through UDAE
Core via Data User interface. DPs are used to provide an abstraction layer to
data sources via Data Provider interface and hide the difficulties to retrieve
the specific information which ranges from lower layer to application layer
information.
At the architecture level, UDAE enforces that all components provide the
commonUDAE interfaces (Data Provider and Data User interfaces) and recep-
tacles in order to specify their dependencies that are chained to compose ap-
plications. This introduces a clear separation between components which are
entirely independent to each other. Consequently, the simplification of the de-
veloping process would be two-fold. First, DU developers control and retrieve
information from the other components at a high level of abstraction. Second,
DP developers are more interested in providing a UDAE-equipped software
component over their technology or protocol. As UDAE allows developers to
access data both locally and remotely over the network, we differentiate here
between two kinds of DUs. Local DUs run locally on the node whereas remote
DUs are connected to the sensor network via gateway nodes but run on PCs or
other devices that also see the network as a variety of sources, such as sensors,
communications links and platform components. It is noted that the interfaces
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and data structures used by both local and remote DUs are identical.
UDAE Core provides three main tasks such as query processing, command
processing and event processing. The UDAE Core functionalities are exported
to the Data User by means of interfaces and receptacles that can be statically or
dynamically linked to the application. Sample UDAE functionalities comprise:
• Synchronous queries.
• Synchronous and asynchronous commands.
• Event notification: UDAE supports both local and remote notifications
of changes in the system. The notification mechanism can also be used
to implement access to stream-oriented sensors.
• Component reconfigurability: UDAE-equipped components can be re-
configured through UDAE.
UDAE allows developers to construct applications from different compo-
nents that provide a subset of data and functionality required by an applica-
tion. UDAE exposes these data to any interested data user component. Speci-
fically, each component is responsible for a particular functionality. They com-
municate to each other through UDAE with an interface similar to the Unified
Link-Layer API [131]. One of major applications that we shall highlight in this
work is cross-component optimization. In particular, cross-component optimi-
zation uses shared data to reduce some development overhead generated by
application-specific components which usually leads to inefficient solutions.
Thus, a generic programming platform like UDAE is needed not only to trim
down development effort but also to make data sharing more efficient. We
will discuss about challenges in cross-component optimization in more detail
in Section 6.2.
We provide several components shown in Figure 6.4 for the Contiki imple-
mentation such as link-layer adapter (LLA), sensor adapter (SA), query assembler
unit (QAU) and UDAE application. Similarly for the TinyOS implementation,
depicted in Figure 6.5, we provide communication manager, sensor adapter, QAU
and UDAE application. Implementations for both operating systems are des-
cribed in detail in Section 6.3.
The query parser is typically not implemented in the UDAE Core because
of the resource constrained nature of wireless sensor nodes. Query proces-
sing is split into two phases. At compile time, the query strings are parsed on
a PC and then replaced with predefined data structures which are the same
structures that the local DUs use. At run time parsed queries are interpreted
on a mote. The UDAE Core processes the requested queries and thus selects
single DPs which are corresponding the requested data classes as defined in
the query strings. We adopted the preprocessing and SQL-based query par-
sing approach from [132]. Alternately, if a more powerful sensor node such as
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Imote2 [133] is used, dynamic query processing can be performed on a sensor
node. For example, the implementation overhead of a similar query parser
generated by a flex and yacc parser generator and implemented on a Linux
prototype [131] requires only about 87KB of memory.
In addition, a data storage component is implemented enabling data sha-
ring and more advanced functionality. This can be used for statistical opera-
tions or saving an effort of UDAE Core when it needs to frequently retrieve
data from the Data Provider. The storage component is also used to maintain
data shared among different application components in order to potentially
perform cross-component optimization by reducing signaling overheads.
4.4.2 UDAE interfaces
The UDAE caters for both data (sensor readings, platform information, link-
layer characteristics etc.) and actuator/configuration access. For obtaining
data either locally or over the network twomodels are supported, namely syn-
chronous queries and asynchronous notifications. In synchronous queries an
SQL-statement of the form
SELECT 〈attributes〉 FROM 〈classes〉WHERE 〈conditions〉
is used to specify the data of interest. The FROM-clause specifies the classes
the values of 〈attributes〉 are read from and the WHERE-clause can be used
to limit the scope of the query. The UDAE programming interfaces allow
users to communicate with the data storage using standard SQL syntax. For
example, the DU interface includes the function call udaeRequestInfo()which is
used to retrieve information from the storage using the SQL syntax. Similar
SQL-statements are used to set up asynchronous notifications. Notifications
are based on the function call udaeRequestNotification(). This time the WHERE-
clause is used to set up the conditions the fulfillment of which should trigger
a notification to the application with an event udaeRequestNotificationDone().
Finally, a command interface is offered allowing for local or remote configu-
ration. In the simplest case one can update the values of an attribute via a
call to udaeSetAttribute(), or invoke a method of the class with the necessary
arguments by calling udaeSetClass().
In contrast to the DU interface, the DP interface forms a connection bet-
ween UDAE and DP components. UDAE calls the function udaeGetAttribute()
or udaeGetClass() to retrieved information from requested DPs.
4.4.3 Data Abstraction
In general, data abstraction provides a way of organizing data with associa-
ted operations, enabling reusability of data/service classes or components in
another component. It provides constructive mechanisms for deploying and
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FIGURE 4.7: The example data model.
reconfiguring systems. These mechanisms have to be simple, lightweight, ef-
ficient and highly tailorable. Typically, data abstraction incorporates a generic
programming platform [134] in order to provide a set of configurable parame-
ters/services.
UDAE works with a wide range of data classes. The data model applied
in the UDAE framework follows an object-oriented design, exposed to the DU
through a data abstraction. Data sources are described using different classes.
Examples of data classes are shown in Figure 4.7. Classes can be categorized
into two types: shared classes and specific classes. Shared classes are classes
which can be accessed by all components. Examples of shared classes include
link, sensor and security classes. Each class consists of attributes and com-
mands. For example, a link class consists of received signal strength (RSSI),
link quality indicator (LQI) and neighboring links. A sensor class consists of
available sensor types such as humidity, temperature and light sensors. Spe-
cific classes, as the name says, are component-specific classes which abstract
their own attributes and commands. Examples of specific classes include rou-
ting, transport, and application classes. The key distinction between the two
classes is that attributes and commands of shared classes can be read, written
and executed by any DUs while attributes and commands of specific classes
can be written and executed only by a cross-component optimizer or a run-
time configurator performing as a centralized control component. This way, a
control component has the overview of the whole system and avoids a local
optimum that can happen if all the components can freely control the others.
DUs can retrieve attributes from any of the available classes in the storage
by sending queries to the UDAE Core. For this, DUs call udaeRequestInfo()
which is given the query string describing which attributes and data class to
be requested. The example query string SELECT LinkId, RSSI FROM LinkClass
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results in the link identifier and the received signal strength (RSSI) being retur-
ned to the DU. Moreover, DUs can also use conditions to specify more in detail
what kind of links they are interested in. For example, the query SELECT Tem-
perature, Humidity FROM SensorClass WHERE Temperature>20, will only report
the temperature and humidity when the temperature is greater than 20 de-
grees. This query string is encapsulated with the DU interface as previously
explained in Section 4.4.2 and at compile time the query string is parsed into
a data structure of the sensor class. Similarly, dedicated classes can be used
to give DUs access to flash memory. The DPs providing such classes can be
implemented with an adapter that wraps the flash-based functionality which
can be handled through DU commands.
4.5 SUMMARY
In this chapter we have introduced the concepts of generic interfaces and their
architectural frameworks, which can be used to facilitate easy flow of informa-
tion and context-based optimization. Data abstraction is defined in technology-
independent manner. Moreover, these interfaces are independent of the ope-
rating system they are implemented on. In order to give a complete picture
of the proposed design we have presented data models and programming in-
terfaces used in the proposed frameworks. Furthermore, we have presented
an abstraction layer at the application layer which allows applications to re-
gister their utility functions to a radio resource controller at run-time and in
automatic way. This enables the implementation of utility-based optimization
and run-time reconfiguration of application parameters. In the next chapter
we will describe how these generic interfaces and query languages used to
retrieve information are implemented.

5QUERY LANGUAGE AND QUERY
PROCESSING
As discussed earlier, the declarative UQL language has been developed to ac-
cess data in a unified manner from the protocol stack in the layered archi-
tecture and from the software components in the component-based architec-
ture. Declarative languages have two main advantages. First, they are rela-
tively simple to learn as queries are easy to read and understand. Second,
they allow the user to specify a query to describe desired data while the un-
derlying system can change how it runs a query. Further, the functional UFL
language is exploited by applications to specify their utility functions. Funda-
mentally, functional programming language is often used to model mathema-
tical constructs and thus to evaluate mathematical functions.
In this chapter we describe the syntaxes and implementations of the UQL
and UFL query languages. We also present their performance evaluation in
terms of memory footprint and delay in order to show that the overheads ad-
ded for the ULLA and CAPRI framework are acceptable also for small and
embedded devices.
5.1 ULLA QUERY LANGUAGE (UQL)
The ULLA query language (UQL) is used by queries to request information
from the ULLA storage and request notifications to indicate an event that
should trigger an asynchronous notification. The UQL language basically uses
a subset of SQL statements. We use the parser generator tools lex and yacc [135]
to write our UQL compiler. When parsing a UQL-statement the input is first
processed by a lexer according to a lex-specification. When the lexer finds a
token in the string it forwards it to the parser, which checks dependencies bet-
ween tokens. Yacc creates the parser by the means of the UQL grammar. Both,
the lexical specification and the grammar are written in a Backus-Naur-Form
(BNF)-like notation with regular expressions. In order for both to interact, a
header file exposed by the parser defines a list of valid tokens it can accept.
What we get is C-code to be compiled as a library.
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Tokens lex and yacc symbol Description
FROM FROM
specifies a list of class
names
AND AND logical AND operation
OR OR logical OR operation
SELECT SELECT
keyword for a UQL se-
lect statement
WHERE WHERE
keyword for the
where clause in a
UQL select statement
SAMPLE PERIOD SAMPLE PERIOD
reflection subject is a
sampling period
SAMPLE NUMBER SAMPLE NUMBER
reflection subject is a
sampling number
TABLE 5.1: UQL literal keyword tokens.
Tokens lex and yacc symbol Description
= EQUAL Equal operator
<> or ! = UNEQUAL Unequal operator
< INFERIOR Inferior operator
> SUPERIOR Superior operator
<= INFERIOR OR EQUAL Inferior or equal operator
>= SUPERIOR OR EQUAL Superior or equal operator
TABLE 5.2: Comparison tokens.
5.1.1 Lex Specification
The UQL tokens are listed in Table 5.1. Some descriptions are taken from the
respective SQL tokens from [136]. The column ”lex and yacc symbol” contains
the lex-representation of the symbol recognized by the parser. Lex and yacc
symbols, which are characters, are given here in ASCII characters. Instead of
returning a value, the lexer can also call a callback function of the parser. Mo-
reover, the comparison tokens are defined in Table 5.2 and tokens for names,
integers, and real numbers are defined in Table 5.3.
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Tokens lex and yacc symbol Description
[A-Za-z][A-Za-z0-9 ]* NAME A name token does
not start with a num-
ber and has at least
one letter
[0-9]+|
INTNUM
A plain integer
number or a decimal
value or only the
decimal places
[0-9]+”.”[0-9]* |
”.”[0-9]*
[0-9]+[eE][+-]?[0-9]+ |
FLOATNUM
A plain integer or a
decimal value or the
decimal places of
that number only
[0-9]+”.”[0-9]*[eE][+-]?[0-9]+ |
”.”[0-9]*[eE][+-]?[0-9]+
TABLE 5.3: Tokens for names and numbers.
5.1.2 UQL Grammar
This subsection presents the UQL grammar. The UQL used in the WSN do-
main is a lightweight version of the UQL used in the high-end wireless de-
vices. The syntax of the following grammar specification follows the Backus
Naur Form (BNF) as used for YACC grammar specifications. The prefix opt
in a clause-name indicates optional parts. The UQL uses a SELECT statement,
which uses a subset of the quite complex grammar from the SQL select state-
ment. For instance, it does not support sub-queries, joins, having, group-by
clauses, or temporary variables. By the means of a selection, the UQL query
specifies the set of attributes of interest. The from clause consist of a unique
class id. For instance, the ULLA Link class, which is the allquantor for all
available link class entries.
In the following CAPITAL wording indicates tokens forwarded from the
lexer.
uql_statement:
SELECT select_clause
FROM from_clause
opt_where_clause
opt_sample_period
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opt_sample_number
SEMICOLON
There are two different types of a select clause: The first option is that it
contains a FUNCTION, which can be used for post-processing on the result
of the query. However, the post-processing can be performed only on an at-
tribute list of a single attribute, which is not checked by the parser but by the
implementation of the ULLA Core. The second option is that it is composed of
a list of attribute references.
select_clause:
selection
selection:
attribute_list
| ’*’
attribute_list:
attribute_ref ’,’ attribute_list
| attribute_ref
Attribute references can be used for simple or joined queries. If using a
simple attribute reference the single table indicated in the from clause will be
as a basis for the attribute lookup. If using joined-queries the table name may
be specified for each table individually. A list of all used table names then
needs to be put to the from clause.
attribute_ref: attribute
| table ’.’ attribute
attribute: NAME
The from clause of the select statement reduces pretty simple to a list of comma-
separated names, indicating the tables containing the selected attributes. In
simple queries there is only a single class name. Joined queries may have mul-
tiple names.
from_clause: tables
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Class Description
ullaLink
ULLA link class represen-
ting a generic wireless link
with a set of attributes and
methods that allow a link
user to perform operations
on the link.
ullaLinkProvider
link provider class with a
set of common attributes
and methods that allows
link user to control and
configure the link provider
operations.
sensorMeter
sensor class with a set sen-
sory attributes and me-
thods that allow a sensor
user to perform operations
on the selected sensor
TABLE 5.4: Example classes.
tables: table_list
table_list: table_ref
| table_list ’,’ table_ref
table_ref: table
table: NAME
TheUQL uses the opt where clause tomake thewhere clause optional. The
where clause consists of a condition to further specify the set of relevant links.
opt_where_clause: /* empty */
| WHERE search_condition
The UQL search condition can be almost as complex as in original SQL. Lo-
gical concatenation can be done with AND and OR, negation with NOT, and
precedence can be set by the means of brackets. Further refinements with pre-
dicates allows for attribute conditions based on simple comparisons, range
specifications with between, similarity recognition with like, null-testing, and
comparison with well-defined sets with in.
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search_condition:
comparison_predicate AND search_condition
| comparison_predicate search_condition
| NOT search_condition
| comparison_predicate
comparison_predicate:
attribute comparison INTNUM
The UQL uses the opt sample period to make the sample period optional.
The sample period clause is used to specify the period between samples.
opt_sample_period: /* empty */
| SAMPLE PERIOD INTNUM
The UQL uses the opt sample number to make the sample number optio-
nal. The sample number clause is used specify the desired number of samples.
opt_sample_number: /* empty */
| SAMPLE NUMBER INTNUM
The basic blocks of this grammar are scalar expressions, which represent a
companionable part if the attribute values are available. However, in a first
step the parsing might result in a binary tree with nodes carrying the query-
blocks and no computed results yet. The signs - and + have precedence when
reducing a scalar expression.
The UQL-specific SYSDATA function is captioned as a new function ref
element of the grammar to be used in a selection statement. Opposed to SQL,
the table consists of a single string without any separated sub-tables, such as
name.name. The same applies for the attribute reference, because attributes in
the link classes cannot have sub-attributes and no temporary variables can be
specified, which would require this notation.
comparison :
EQUAL
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Class Attribute Description
ullaLink
rf power RF power level
rssi
received signal strength in-
dicator
lqi link quality indicator
link id link identity
ullaLinkProvider
lp id link provider identity
freq frequency
network name name of network domain
sensorMeter
temperature temperature sensor
humidity air humidity sensor
tsr total solar radiation sensor
par
photosynthetically active
radiation sensor
int volt internal voltage
int temp internal temperature
TABLE 5.5: Attributes.
| UNEQUAL
| INFERIOR
| SUPERIOR
| INFERIOR_OR_EQUAL
| SUPERIOR_OR_EQUAL
5.2 UTILITY FUNCTION LANGUAGE (UFL)
A new utility function language (UFL) was developed as a part of this thesis
and it is used to specify utility functions in the simplified form ofmathematical
expressions. This is similar to the idea of functional programming. The UFL
language consists of integers, real numbers, basic arithmetic operations, and
simple mathematic functions. Moreover, it allows complex expressions using
parentheses. Simple conditions can also be defined. An added feature to the
utility functions and conditions is that variables and constants can be used.
56 5. QUERY LANGUAGE AND QUERY PROCESSING
These variables are initialized and later tuned at run-time if necessary. We can
reuse the lex specification presented in Table 5.2 and 5.3 for the UFL tokens.
5.2.1 UFL Grammar
Combining all of the above, the grammar of the language used to express uti-
lities in the <utilitySpec> argument becomes The syntax consists of integers
and real numbers, typical basic arithmetic operations (+ for addition, − for
subtraction/negation, ∗ for multiplication, / for division, and ˆ for exponen-
tiation), together with parentheses. Arithmetic functions such as natural lo-
garithm log() and exponential function exp() are also included. The complete
description of the scalar expression of the UFL language is given as follows.
scalar_exp:
scalar_exp ’+’ scalar_exp
| scalar_exp ’-’ scalar_exp
| scalar_exp ’*’ scalar_exp
| scalar_exp ’/’ scalar_exp
| scalar_exp ’ˆ’ scalar_exp
| scalar_exp ’,’ scalar_exp
| ’+’ scalar_exp %prec UMINUS
| ’-’ scalar_exp %prec UMINUS
| scalar_exp comparison scalar_exp
| exp ’(’ scalar_exp ’)’
| log ’(’ scalar_exp ’)’
| sin ’(’ scalar_exp ’)’
| ’(’ scalar_exp ’)’
| attribute
| literal
literal:
5.2. UTILITY FUNCTION LANGUAGE (UFL) 57
STRING
| INTNUM
| FLOATNUM
Yacc allows us to explicitly specify the precedences. For example, the follo-
wing lines are added to the definition section.
%left <subtok> EXP LOG LN SQRT SIN SINH COS COSH TAN TANH
%left ’+’ ’-’
%left ’*’ ’/’
%left INFERIOR INFERIOR_OR_EQUAL EQUAL UNEQUAL SUPERIOR
SUPERIOR_OR_EQUAL
%nonassoc UMINUS
Each of these declarations defines a level of precedence. In particular, they
indicate yacc that EXP LOG LN SQRT SIN SINH COS COSH TAN TANH are left
associative and at the lowest precedence level, ’+’ and ’-’ are left associative
and at the second lowest precedence, ’*’ and ’/’ are left associative and at
the third lowest precedence, INFERIOR INFERIOR OR EQUAL EQUAL UNEQUAL
SUPERIOR SUPERIOR OR EQUAL are left associative and at the higher prece-
dence, and UMINUS , a pseudo-token standing for unary minus, has no asso-
ciativity and is at the highest precedence.
In order to express simple conditions such as step function, we use the
Iverson bracket notation. In this notation, the literal form [condition] is used
and is set to 1 if the condition is satisfied and 0 otherwise. The conditions can
be expressed using standard comparison operators as explained in Table 5.2.
Simple parentheses are also used if more sophisticated conditions need to be
formed.
comparison_predicate :
scalar_exp comparison scalar_exp
| comparison_predicate comparison scalar_exp
| ’[’ comparison_predicate ’]’
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5.2.2 Specifying Utility Functions
Utility functions can be specified by using mathematical expressions and re-
gistered by calling ”register utility(flowID, utility functions)”. For instance, the
following utility function is valid for UDP data downloading where t in bit/s
is the measured throughput of this UDP flow:
U = log10 (t+ 1000000).
Finally, measured values of different attributes of a flow, like throughput
and delay, are used as the arguments of the utility function. In the prototype,
we use t for throughput, d for delay, p for packet loss rate, and j for jitter.
For instance, if an application can only accept a maximum delay of 50 ms, the
corresponding utility function can be presented as a step function as follows:
U = [d <= 0.050].
The application can express this preference by combining the above speci-
fication with the previously mentioned utility function with different weights,
as follows.
Uflow = 0.7 ∗ log10(t+ 1000000) + 0.3[d <= 0.050].
5.3 ULLA IMPLEMENTATION
We have implemented ULLA in TinyOS 1.1.15 [12] using the nesC program-
ming language [13] in order to evaluate the performance of the proposed de-
sign. We ported ULLA to the event-based TinyOS architecture by defining
respective events for completion of most API-calls. For instance, an LLA will
signal the event getAttributeDone() when the requested attribute is available.
We successfully tested our ULLA implementation on the Telos B platform [5],
which uses a TI MSP430 microcontroller, clocked at 8 MHz, and has 10 kB of
RAM, 48 kB of Flash, and the Chipcon CC2420 radio chipset [9]. In order to
verify portability we checked that ULLA compiles for Mica2 platform [137] as
well as the TOSSIM [138] environment. The full implementation is available
from [139].
5.3.1 ULLA Core
Due to the resource constraints of the motes, the original design of ULLA had
to be trimmed down to a reduced version which has a small footprint and
lightweight features. Some of the important characteristics of TinyOS which
make it lightweight are the lack of dynamic linking andmemorymanagement.
Every module is seen as a component and the only way two components can
communicate through are well defined interfaces. The application can use
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ULLA by simply wiring the ULLA component in its configuration file. The
ULLA Core and the Link Providers are statically linked into one application
during the compilation of the TinyOS runtime. The application does not need
to knowwhich Link Provider it has to use. Instead, the appropriate Link Provi-
der will be automatically wired to the ULLA Core depending on the selected
platform. The Local LU is wired to the ULLA Core via the ullaQueryIf and
ullaCommandIf TinyOS interfaces while the Remote LU can communicate with
the ULLA Core via the standard query and command interfaces offered on the
end-user PC.
The ULLA Query Processing, or UQP for short, handles queries and noti-
fication requests sent from both Local LU and Remote LU. The only difference
is that the size of a query sent from the Remote LU is undefined and thus has
to be kept flexible. This is achieved by splitting a single query or notification
request into multiple messages. Therefore, on the destination mote we use a
Query Assembler Unit (QAU) to gather these messages and reassemble the
original query. The QAU is used to allocate the memory, gather the messages
and check whether or not the query has been completed. Although dynamic
memory allocation is not supported in TinyOS, it is allowed to allocate a static
chunk of RAM which can be parceled out dynamically. This way, UQP can
handle multiple queries at the same time. QAU uses the ullaQueryIf inter-
face and then passes the queries to UQP. From this point, QAU can be seen
as another Local LU which uses the same interface provided by the UQP. The
respective architecture is depicted in Figure 5.1.
The ULLA storage is implemented on the motes by statically allocating
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RAM since a database application requires much more resources than are af-
fordable. Simple tables of supported attributes are built up instead.
5.3.2 UQL Parser and Preprocessing
Although the structure of TinyOS ULLA function calls differs a bit from that
of standard interfaces, ULLA allows both Remote and Local LU to use the
same UQL syntax. The UQL parser is needed to support this flexibility. It will
parse the query strings into some comprehensible data structure which can
be understood by the application. For example, parsing UQL strings from a
Remote LU can be simply done in real time in a high-end device. What comes
out of the parser is the binary representation of the query strings. On the other
hand, to parse queries from a Local LU the UQL parser requires a large amount
of memory footprint and processing power which cannot be implemented on
each mote. The UQL parser implementation is left to developers’ choice of
design as it is not the focus of our architecture. We consciously implemented
the UQL parser in a more powerful device, such as a standard PC. In addition,
the UQL parsing phase has to be preprocessed before compiling and linking
of an application because the nesC compiler does not understand the UQL
syntax. Therefore, we need to translate and replace the query with the nesC
data structure before compiling with the nesC compiler. During such a text
replacing step also typechecking, one usual advantage of static interfaces, can
be performed. If the parser knows the type of each requested attribute the
correct handling can be ensured in case of both, Remote and Local, LUs.
Figure 5.2 shows the architecture of the query processing for Local as well
as Remote LU. The first case is considered as a real-time query processing
while the second case is considered as a static query processing. In a Remote
LU, the UQL translation can be performed during the runtime in the desktop
computer. However, in order to support flexible queries which do not have
a predefined number of attributes and conditions, a mechanism of splitting a
single query into multiple physical messages as previously mentioned is used.
On the destination mote, all the messages are gathered into the original query
with the QAU.
On the other hand, in a Local LU, the translation process is done before the
TinyOS compile time. One of the solutions is to use a source code replacing
method which is called before compiling and downloading the codes into the
motes. This way, the UQL query will be transparent to the nesC compiler as
well as the use of the ULLA interface will be transparent to the user.
5.3.3 CC2420-BMAC LLA
The LLA component is based on the B-MAC code which is a standard MAC
algorithm in TinyOS that supports the CC2420 radio offering the IEEE 802.15.4
physical layer and framing support. CC2420Radio provides flexible basic in-
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FIGURE 5.2: Query handling in Remote and Local LU.
terfaces to control the B-MAC by higher layers, namely CC2420Control, Mac-
Control and MacBackoff. This allows an LLA developer to write a wrapper
interface to control the radio such as setting the transmit RF power.
The LLA provides the interface linkProviderIf to the ULLA Core and on
the other hand uses the interface ullaEventIf which is provided by the ULLA
Event Processing in the ULLA Core. Attributes can be retrieved by calling
getAttribute() or requestUpdate() from the LLA. The attribute update process
in WSNs is partially different to other wireless networks. In other systems
regular messages are common. For example, WLAN APs send beacons and
also cellular base stations broadcast information about the cell regularly. In
contrast, in WSNs, such regular transmissions are usually not used in order to
save overhead and lower the energy consumption. Additionally, the periods
between data transmissions can easily increase to minutes or hours.
Therefore, when receiving a query either locally or from a Remote LU, the
information in ULLA storage will be outdated after such longer breaks wi-
thout communication and neither ULLA Core nor the LLA can be sure, whe-
ther a requested link actually still exists. The other communication peer might
have moved away or run out of battery. Therefore, when ULLA Core calls
the getAttribute function offered by each LLA, the existence of the link has to
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be checked first. This check is independent of which attribute was requested.
Once the getAttribute function is called, attributes can be retrieved using one
of the following three approaches.
• The attribute values are known by the driver component. There is no
need to ask the firmware or do any complex computation. The link iden-
tifier is a typical example.
• The attribute values are calculated frommeasurement results such as the
Packet Error Rate.
• The attribute values are obtained by either retrieving the information
from the firmware if the beacon-network is enabled or sending one or
more probe messages if the beacon-network is disabled.
The difference of retrieving attributes by using these approaches will be
hidden from the LU because the LLA provides the same interface to the ULLA
Core. However, differences in performance should be noticeable by the Link
User since each approach has a different set of procedures which means dif-
ferent levels of complexity. For instance, in the last approach if the user uses
CC2420-BMAC LLA which does not provide any beacon mechanism, the LLA
needs to send probes in order to retrieve the link information that takes longer
time than fetching the values from the firmware. This leaves to LLA develo-
pers the freedom of choosing the MAC protocol.
The performance can be improved if the optional ULLA storage is imple-
mented. It first checks the attributes in the storage. If the attribute is newer
than the given validity, described in section 4.2.1, it can be sent back to the LU.
If the attribute is expired, we need to probe neighboring nodes in order to get
refreshed information. A new attribute value will be used to update the ULLA
storage afterwards.
5.3.4 Evaluation
This subsection presents the evaluation of ULLA in terms of memory footprint
and query duration in order to explore the tradeoff between flexibility and cost
of implementation complexity and performance. Table 5.6 shows that usage of
ULLA is feasible on motes which usually have limited resources especially in
terms of memory. Taking the example of a Telos B mote ULLA requires only
about 9.5 % of the available ROM and about 16.4 % of the available RAM.
As TinyOS does not support dynamic memory allocation we preallocated me-
mory for up to 25 attributes for each of up to 10 links. If the memory footprint
is too large the storage size can be lowered or even taken out completely be-
cause ULLA storage is only an optional component.
However, it can save otherwise required probing messages as we show
with our next experiment. We measured the query duration for a single stan-
dard ullaRequestInfo() call asking for different number of attributes as part of a
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TABLE 5.6: Memory footprint of ULLA [Bytes].
Component ROM RAM
ULLA Core 3748 791
CC2420 LLA 734 245
ULLA Storage 88 607
Total 4570 1643
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FIGURE 5.3: Measurement results of query duration.
Local LU. We chose attributes that require probing to evaluate the worst case.
During our measurements five links were present and we repeated the request
2000 times. The results are shown in Figure 5.3. When querying only two at-
tributes the average query duration when using a validity of 200ms is around
1050µs and the average time when using a validity of 500ms is around 850µs.
Comparing these results to latency values measured for, e.g., the B-MAC pro-
tocol [140] shows that the latency induced by ULLA is acceptable even for
algorithms taking decisions on a per packet level. The impact of the number
of requested attributes and the required validity is obvious making clear that
careful selection of what is requested and how up-to-date the results have to
be is important during development of WSN applications.
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Introducing another entity between the application and the module inter-
facing to the radio chipset in principle increases the system complexity. Ho-
wever, the added latency is in practice negligible and from our point of view,
the improved flexibility and the added features offered by ULLA are defini-
tely well worth it. As no complex processing is performed in ULLA Core we
also do not expect considerable increase of power consumption but detailed
measurements to confirm this are a major aspect of our plans for future work.
5.3.5 Example Applications
Applications of the described sensor ULLA are as manifold as WSN appli-
cations themselves. The additional abstraction is extremely useful for Local
LUs. Routing agents require knowledge about the radio environment for op-
timizing the route selection process. Telos B motes offer a link quality indica-
tor [9], which combines packet error rate and received signal strength already
in the firmware; in contrast Mica2 motes do not offer such a value. An LLA
for Mica2s could simply combine the two single metrics and offer the same
abstract attribute. This allows the developer of the routing agent to work on
a higher abstraction level still using link layer information but not requiring
deep knowledge about the deployed technology. Porting protocols as well as
applications becomes an easier task. Advanced approaches benefiting from in-
formation about the network topology can be implemented without limiting
the deployment to one WSN platform or family of platforms.
A typical example for a Remote LU is a smart homemonitoring tool (SHMT)
that gathers environmental measurements from the sensor network to collec-
tively display them in a user interface. Additionally, the same information can
be used to control diverse functionalities such as heating, air condition or ligh-
ting. Compared to legacy WSNs ULLA-enabled systems offer a much more
convenient way of writing such applications.
At the beginning the SHMT uses one query to retrieve information about
all motes present in the network:
SELECT lpId FROM ullaLinkProvider
The query is flooded in the whole network because no lpId is specified in the
WHERE-clause. After retrieving messages from all motes in the WSN, the
SHMT knows how many motes are present. In the next step the SHMT is
interested in the capabilities of the motes and thus which sensing capabili-
ties they have. The used functionality is similar to a reflection interface but
its complexity is clearly lowered due to the limited resources of motes. The
tool retrieves another attribute providing a bitmask that describes which pre-
defined classes are supported, as explained in Section 4.2.1. As the support
for this additional attribute is mandatory for all ULLA-enabled motes it can
be read out from all. The class descriptions for classes including sensing at-
tributes are already known by the SHMT so that it can afterwards query for
specific attributes.
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SELECT supportedClasses, lpId
FROM sensorDescription
In the next step sensor readings can be requested. As an example the SHMT
asks for the temperature and the light intensity measured at a single mote.
Similar queries can easily be constructed also in a dynamic way based on the
knowledge collected during the former steps.
SELECT temperature, lightIntensity
FROM sensorMeter WHERE lpId = 3
In order to do smart monitoring the notification functionality should be used
with, e.g., one of the following queries:
SELECT lightIntensity FROM sensorMeter
WHERE (lpId = 5) AND
(lightIntensity < lightIntensityThreshold)
SELECT temperature FROM sensorMeter
WHERE (lpId = 5) AND
(temperature > temperatureThreshold)
Both requests address mote number five, which was arbitrarily chosen for this
example, and ask for notifications when the environmental conditions pass
a certain threshold. These are examples for queries that for example an air
condition control system or automatic lighting system might use.
If the SHMT should constantly monitor environmental conditions also per-
iodic notifications could be used. The tool would receive latest sensing in-
formation each time the period elapsed which is another parameter for the
ullaRequestNotification function.
Another example for notifications can be realized using link-layer attri-
butes. If the channel quality seen for the link between two motes is decrea-
sed, e.g. by increasing the distance between them or lowering the used trans-
mission power, certain link-layer attributes will constantly degrade. There-
fore a notification requesting information about the rxQuality will inform the
Remote LU about such changes. SELECT rxQuality FROM ullaLink WHERE
((lpId = 6) AND (id = 7)) If the quality of the communication channel between
mote number 7 andmote number 6 is lowered the rxQuality measured for that
link will get worse. The Remote LU will constantly be informed about those
changes because of the registered notification.
Single nodes can be addressed by specifying a certain lpId, larger groups
of sensors might all use the same groupId, which can also simply be used in
the WHERE-clause of a UQL-query, for addressing all nodes in one group.
If the user wants to know the temperature in a single room standard queries
will do the job. Monitoring the change of values over the time can be imple-
mented using periodic notifications, and alarms based on pre-defined changes
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are supported by event-based notifications. Finally, commands can be used to
remotely configure sensors or perform certain tasks. For instance, more com-
plex and energy-intensive measurements might only be done when explicitly
requested.
All these activities are supported by ULLA and are implemented with a
small number of flexible and powerful TinyOS interfaces. Additionally, the
characteristics of the underlying sensor network technology are completely
hidden as long as the user limits itself to attributes and commands that are
common to all WSN-platforms, although their implementation might still be
completely technology-dependent.
Overall, application developers greatly benefit from ULLA because the de-
velopment of software either running on the nodes as well as tools running in
gateways is much easier. Using the ULLA interface, which is currently also
being implemented on larger platforms such as PCs and PDAs [130, 129], for
Remote LUs does not require any expertise on sensor networks or the under-
lying radio and networking technologies. Assuming a completely setup and
working wireless sensor network, implementing an additional Remote LU
does also not require knowledge about the operating system and program-
ming language used on the sensor nodes. Therefore, ULLA is a great step
towards real-life setups using sensor node technology.
5.4 CAPRI IMPLEMENTATION
We have implemented CAPRI inWindows platform using Visual C++ in order
to evaluate the proposed design. The implementation architecture of CAPRI
framework is depicted in Figure 5.4. In our approach, we adopt the Cognitive
Resource Manager (CRM) (see Section 3.2.1) to perform as a core of the opti-
mization framework. We successfully tested our CAPRI implementation on
the IEEE 802.11-based WLAN access nodes and cards. The implementation is
available from [141].
The framework includes CAPRI core (themain component), anApplication
Layer Adapter (ALA), a data storage and a utility evaluator. The functionality
of the CAPRI core includes parsing utility functions, processing and sending
commands and queries from/to application users and CRM, registering and
deregistering applications, and parsing the configuration.
The role of ALA is to inspect all the newdata flows detected by the flowma-
nager in order to seamlessly adapt legacy applications to fit within the resource
controller framework by abstracting away any application specific details. The
utility evaluator is the component responsible of computing the utility values
of the different applications based on the instantaneous attributes provided by
the resource controller and the registered utility functions through the CAPRI
core. Each application will be represented by a unique flow identifier in the
data storage. The FID contains the source port, source address, destination
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FIGURE 5.4: Implementation architecture of the CAPRI framework.
port, destination address, and protocol type.
The utility evaluator is the component responsible of computing the utility
values of the different applications based on the instantaneous attributes pro-
vided by the CRM and the registered utility functions through the CAPRI core.
Each application will be represented by a flow identifier (FID) in the data sto-
rage. Parsing utility functions and evaluation are further explained in Sec-
tion 5.4.2. The data storage is implemented on the PC using C++ STL map
container to map a given FID to a parsed utility tree.
5.4.1 ALA
The ALA has been implemented in the CAPRI instead of application provi-
der as shown in Figure 4.5 for implementation purposes. This does not fully
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support the ALA features. It supports only logical registrations of utility func-
tions. The features for configuring parameters and retrieving information of
the legacy applications are not provided. The main reason is to reduce the
complexity of the implementation prototype that requires modification of ori-
ginal legacy applications. The role of ALA is to inspect all the new data flows
detected by the flow manager in the CRM in order to seamlessly adapt legacy
applications to fit within the CRM framework.
As mentioned in the previous section, the CAPRI core support utility re-
gistrations of both CAPRI-aware and legacy applications. For CAPRI-aware
applications, first, they register a utility function to the CAPRI core. The flow
manager detects an incoming flow of the utility registration. The flow mana-
ger then creates an entry for this application. However, the registration will
be completed once the actual data flow is detected by the flow manager of
the CRM. Upon first data packet detection, the flow manager notifies the ALA
that a new flow is detected. The ALA checks if the FID of the newly detected
flow match with the recently registered incomplete flow information in the
data storage. If these parameters match, the CAPRI core will update the cor-
responding entry in the data storage with the detected FID notified from the
flow manager.
For legacy applications, they do not know about the presence of the CAPRI
and CRM. The registration of utility functions can be automatically done by
the flowmanager by loading predefined utility functions from a configuration
file according to an application type that is determined by network ports an
application is using. The detection of the application type is performed using
the ALA. Once the flow manager gets a notification from the protocol stack
about a new flow created by an application, it notifies the ALA by sending the
FID. Then the ALA registers a utility function to the CAPRI core. The utility
functions of legacy applications are normally defined by application develo-
pers or system administrator and can be updated and automatically reloaded
at runtime by overwriting the utility functions in the configuration file.
5.4.2 Utility Evaluation
In CAPRI, the utility function is parsed by using lex/yacc [135] to build a uti-
lity evaluation tree. The parser repeatedly applies the scalar expression rules
defined in the language. This way, yacc can parse recursive rules very effi-
ciently. For example, Figure 5.5 shows how to parse a specific utility function
defined by U = t log(2d). Naturally, a yacc parser does not construct this tree
as a data structure. Instead, we have to dynamically allocate memory for each
constructed vertex in the tree. The tree is constructed bottom-up. There are
three possible vertex patterns, which include a value (number), an attribute
(name), and an operator. Functions, such as log() or exp(), are processed as
an operator with one input parameter. After the tree is built, it is stored in
the data storage together with a corresponding FID. C++ STL map container
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Utility Function
U = t log10 (2d)    
expression
TYPE_ATTRIBUTE
t => throughput
d => delay
function
log10(2*d)
TYPE_OPERATION
· 
U =
expression
expression
TYPE_VALUE
2 · 
TYPE_ATTRIBUTETYPE_OPERATION
FIGURE 5.5: Evaluation tree construction.
is used to map a given FID to a parsed utility tree.
The utility evaluator evaluates utility functions based on the information
collected by the CRM. When evaluateUtility() is called by the CRM, the utility
evaluator uses the FID as a key to find the associated evaluation tree. Uti-
lity evaluation is fundamentally a reverse ordering of a constructed tree. The
originally allocated vertices are visited first. This results in operations being
applied in the order that they were encountered during parsing. We also apply
recursive rules with the tree reconstruction. If a vertex type is TYPE VALUE,
then it returns a value. If a vertex type is TYPE ATTRIBUTE, then it returns a
mapped value of a given attribute. If a vertex type is TYPE OPERATION, it
will recursively call a function evaluateUtility() in order to retrieve values of the
operands. After retrieving the tree corresponding to the application, the utility
evaluator computes the utility value using the required network attribute va-
lues in the utility function, such as delay (d), throughout (t), packet loss (l) and
jitter (j), together with their weights that are provided by the application. The
interactions between the CRM, CAPRI components, and applications are illus-
trated in Figure 5.6. The interaction between applications, CAPRI and CRM is
illustrated in Figure 5.6. There are three main interaction parts: utility regis-
tration of CAPRI-aware applications, utility registration of legacy applications
and utility evaluation.
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Ports Application type Description
5000-5099 CAPRI APP UDP DOWNLOAD UDP data downloading
5100-5199 CAPRI APP VIDEO STREAMING video streaming
5200-5299 CAPRI APP HTTP STREAMING HTTP-based media streaming
TABLE 5.7: Port mapping table.
5.4.3 Configuration File
This section describes a small and lightweight parser for structured configu-
ration files, unlike standard Windows initialization (INI) format files. This
proprietary parser makes our implementation more flexible than using the
INI format. We use C++ STL map container together with lex&yacc parser
generator to parse the configuration file. Our configuration files support the
expansion of symbolic values from previously defined network attributes and
variables. The variables can be initialized in the configuration file and later
reconfigured at runtime. The configuration file is periodically checked if it is
modified by the application or system administrator. In case modifications
in the configuration file occur, the configuration file will be reloaded and the
utility functions are automatically re-registered. The variables or application
parameters can be adjusted during runtime, for example, application parame-
ters. However, these changes will not be applied to the original configuration
file so that the CAPRI can restore the adjustable variables and parameters to
the initial values as originally defined in the configuration file. The following
is a sample configuration for the video streaming application defined in the
configuration file.
vlc := CAPRI_APP_VIDEO_STREAMING;
ANY;
ANY;
ANY;
ANY;
ANY;
0.2*((a1*log(t+b1)-c1)/(log(cur_max_throughput+1000000)-6))
+ 0.8*((100-0.0004*d)[d<5000]
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+ (75-25*tanh((d-12950)/5000))[5000<=d<25000]
+ (57-(d*0.000264))[25000<=d<215000]);
a1=100, b1=1000000, c1= 600
, min_throughput = 0, max_throughput = 7000000
, cur_max_throughput = 7000000
, min_utility = 0, max_utility = 100;
port_app_video_streaming := CAPRI_APP_VIDEO_STREAMING; 5100-5199;
Weuse semicolons to separate each variable and commas to separate constraints.
The sample configuration is parsed as follows.
application := application type; protocol;
source address;
destination address;
source port;
destination port;
utilility function;
constraint1, constraint2,..., constraint N;
port_application := application type; port range;
Weuse min utility and max utility to normalize the utility values in the
range [0,100]. cur max throughtput is used to initialized the maximum allo-
wed data rate. In case the application is CAPRI-aware, cur max throughtput
can be adjusted at run-time if application parameters need to be configured.
ANY is used when configuration is unknown. a1, b1, c1 are considered as
non-predefined variables which are categorized as unknown variables. Poin-
ters to their string will be given to the CAPRI in order to create a new entry in
the storage and a corresponding attribute index. This enables reconfigurations
of non-predefined variables.
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5.4.4 Performance Evaluation
This subsection presents the evaluation of CAPRI framework implementation
in terms of memory footprint and utility evaluation duration in order to ex-
plore the tradeoff between flexibility and cost of implementation in terms of
complexity and performance. The prototyping platform is based on two stan-
dard notebooks using an Intel Core2Duo 2.20GHz CPU and 2.0GB of RAM.
Altogether, the CAPRI core, ALA, data storage and CAPRI parser represent a
static memory occupation of less than 3.5MB. It should be noted that more
than 60% of the memory is occupied by the use of C++ STL map container.
We measured the utility evaluation duration for a single standard evalua-
teUtility() call. Several degrees of complexity and different numbers of attri-
butes of utility functions were also experimented. We repeated the function
call 1000 times for each experiment trial. The results in Figure 5.7 have shown
that the latency introduced by parsing the utility functions is only around 4-
7 µs which is considered very low as compared to the total utility evaluation
time or the time needed to retrieve data. The latter, which is the order of tens
of microseconds, is independent of the number of requested attributes, which
makes the system scalable when many applications are running the same de-
vice. Therefore, the latency introduced by the CAPRI framework is acceptable
for most of RRM techniques that do not require very fast decision making.
5.4.5 Example application
In this section we shall provide a practical example using CAPRI for the re-
source optimization in the wireless communication systems. In general, the
resource optimization in the wireless communication systems is usually orien-
ted towards several objectives from different applications rather than a single
goal representing the entire system. For example, maximizing the throughput,
minimizing the delay and minimizing the packet loss could compose a set of
desirable objectives which can be achieved in the system. The utility function
of such different objectives can be expressed through CAPRI.
For this purpose, we use awireless home networking scenario as an example
of a resource management problem. The home network is a good case study as
it can significantly benefit from the resource optimization. The wireless home
networks usually consist of a home gateway such as a wireless access point
and several wireless clients. The executed applications may require Internet
access and/or ad hoc connections. Wireless home networks are becoming a
pervasive technology, and currently more than 50% of American households
are already using WiFi technology inside their houses [142]. Parallel to this,
different multimedia and Internet applications are rapidly increasing and pe-
netrating home networks as the spectrum in ISM-bands is limited. Additio-
nally, the users are often technically not capable of, or interested in, making
any complex optimization for their home networks. The problem is even har-
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FIGURE 5.7: Average processing duration of a single utility function.
der by the fact that there is typically no coordination among the networks in
the neighborhood.
The CAPRI is deployed in the Home Cognitive ResourceManager (HCRM)
[92, 143] which is an instantiation of the CRM architecture in the home net-
work context. The system consists of cognitive autonomous agents residing on
each node as depicted in Figure 5.8. These agents are capable of both coopera-
tive and non-cooperative actions allowing for both centralized and decentrali-
zed network management. Each agent jointly manages multiple components
using different optimization strategies that can be adapted in the run-time. The
optimization goals are set by network stakeholders through policies and uti-
lities with CAPRI, which express desired Quality-of-Experience (QoE) levels
and state regulatory, hardware and other systems constraints. The framework
strives to maximize performance of a home network across the whole protocol
stack using traffic redirection, dynamic spectrum access methods, and cross-
layer optimization, that includes application-layer configuration, traffic and
channel shaping.
Video streaming and data communication are the main applications exploi-
ted in our home scenario. In the following, we give some examples of utility
functions which have been used in the HCRM prototype. These equations
have been modified from [117] as introduced in Equation (3.4) in order that
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FIGURE 5.8: Conceptual design of the Home Cognitive Resource Manager is
based, among others, on the modified notion of the feedback control loop.
the weighting coefficients and thresholds are suitable for our prototype. The
following utility function was used for the data communication application
(DL).
UDL = 100 ·
log10(min(t, Rmax) + 1000000)− 6
log10(Rmax + 1000000)− 6
, (5.1)
where t is the throughputmeasured in bit/s andRmax represents themaximum
data rate assigned to the flow. It is defined by the application when registering
to the CAPRI core. Furthermore, Rmax can be adjusted during run-time by the
CRM through the setAttribute() function in order to adapt to the environment
and respect the priorities set by the administrator. In our settings, we consider
that Rmax = 8 Mbps at the beginning.
We define the utility function of the VLC application as a function of through-
put u
(n,i)
t from Equation (3.4) and delay u
(n,i)
d from Equation (3.5). Video strea-
ming application is considered as a delay-sensitive application. Therefore,
w
(n,i)
d is set to a higher value of 0.8 while w
(n,i)
t is set to 0.2, and thus U
(n,i)
VLC =
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FIGURE 5.9: Utiltity function UVLC from Equation (5.2).
0.2 · u
(n,i)
t + 0.8 · u
(n,i)
d . Therefore, the following utility functions is used for the
video streaming application (VLC) and is depicted on Figure 5.9:
UVLC =0.2
{
100 ·
log10(t+ 1000000)− 6
1.491362
}
+ 0.8 {(100− 0.4 · d) · [d < 5]
+ 75− 25 · tanh(
d− 12.95
5
) · [5 ≤ d < 25]
+(57− (d · 0.264)) · [25 ≤ d < 215]} ,
(5.2)
where d is the delaymeasured inmilliseconds andmaximum allowed data rate
Rmax can be defined by the application when registering to CAPRI or adjusted
during run-time by the CRM through CAPRI.
The utility functions used in this scenario have been modified from [117] in
order that the weighting coefficients and thresholds are suitable for our pro-
totype. The utility function as a function of the end-to-end delay in [117] was
originally defined for voice application unlike the video streaming application
used in our prototype.
We shall give an example to show the relation between utility values and
network conditions while running two applications at the same time. The uti-
lity values of the following scenario are illustrated in Figure 5.10(a). Firstly,
we start the VLC application. The utility value is around 83. After some time,
we run the UDP iperf application with the maximum bandwidth of 10 Mbps,
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while VLC is still running. The utility value is still rather high. The node
utility slightly drops from around 83 to 80. Then, we turn on a channel interfe-
rer. The utility of both applications decrease drastically. As a result, the node
utility also decreases. In particular, iperf noticeably suffers from significant
throughput degradation as depicted in Figure 5.10(c). VLC is not influenced
so much by the throughput drop. Instead, VLC deteriorates a lot as the result
of very high delay between video frames (see Figure 5.10(b)). After we turn
off the interferer, the utility rises again.
We will provide more concrete examples of the utility-based optimization
problem later in Chapter 7 in order to discuss more closely the practical impact
and importance of CAPRI.
5.5 SUMMARY
In this chapter we have presented the syntaxes of the UQL and UFL query lan-
guages. First, the declarative UQL language uses a subset of SQL statements
so that it can also be used in the resource-constrained wireless devices. The
implementations of ULLA, UQL parser, and an example of LLA have been
described. The memory footprint and query duration tests of the prototyping
implementation have shown that the overhead added for the ULLA frame-
work is acceptable also for small and embedded devices. Further, we have
provided some example applications of the sensor ULLA in order to guide
the readers how to use ULLA in practice. Second, the functional program-
ming UFL language is used by applications to specify their utility functions by
using mathematical expressions. The implementation of CAPRI, UFL parser,
and an example of ALA have been explained and used on a notebook. The
CAPRI framework has been deployed in the home network context that will
be described in more detail in Section 7. In the next section we will extend the
link layer abstraction concept to a more general data abstraction.
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FIGURE 5.10: The evolution of the utility values, throughput, and delay over
time.
6UNIVERSAL DATA ACCESS ENGINE
Universal Data Access Engine (UDAE) offers a unified view of the various
data sources available towards the developer. Examples of the data sources
supported include different link-layer technologies, networking protocols and
various sensors mentioned above. A number of modes of interaction are sup-
ported, including synchronous query of data, asynchronous notifications on
the change in the data, and even actuation and configuration of data sources.
In this chapter we provide the detailed description of the implementation
architectures of UDAE for two major WSN operating systems (Contiki and
TinyOS). The UDAE design is unique in the WSN domain by providing a
common object-oriented and database abstraction for all types of data sources
whether they are present locally on the platform or on the other nodes in the
network. The architecture is also completely extendible, allowing for new data
sources being introduced at run-time (given a suitable operating system). We
also discuss key application scenarios for UDAE in some detail, especially fo-
cusing on cross-component optimizationwhich we see as the natural extension of
traditional cross-layer optimization into component-oriented systems. The de-
sign of UDAE is particularly suited for this task, so we have adopted it as a test
case. A full case study on cross-component optimization based on our UDAE
implementation is presented together with results of a performance evaluation
of our framework. We show that UDAE is indeed lightweight and enables in-
formation exchange between components even on timescales of single packet
transmissions.
6.1 DATA ABSTRACTION AS A KEY CONCEPT
As previously introduced in Section 3.1, the abstraction is a many-to-one pro-
cess that describes only details that are relevant to the problems we are ad-
dressing and leaves out those irrelevant ones. In order to distinguish what is
relevant from what is irrelevant, it is necessary to know to the task that we
are interested in. Moreover, all the software components have to agree in the
relevant details, but can be different in the irrelevant ones. This basic concept
makes it easier for the programmers to concentrate only on the relevant de-
tails. In other words, they do not need to know the implementation details
and how to retrieve data from available software components. The program-
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mers can change from one software component to another without affecting
other software components offering the same abstraction (see Figure 6.1).
Similarly, we have extended the above concept to a more general data abs-
traction concept. UDAE provides the same programming interfaces to all sup-
ported components. The conceptual view of UDAE is illustrated in Figure 6.2.
All the components can access data of the other ones through the UDAE inter-
face. The key features of UDAE are summarized as follows.
1. UDAE supports a unified data structure which enables seamless data
retrieval to all UDAE-enabled components. Moreover, UDAE itself is a
query engine.
2. In the traditional layer abstraction approach, the abstraction component
works as an intermediate layer. In contrast, in the UDAE approach,
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UDAE works as a query engine that enables two-way data access ca-
pability, meaning that every component can both retrieve data and be
requested for data retrieval from the other components. In other words,
each UDAE-enabled component can be either data user or data provider
at the same time.
3. UDAE also behaves as a shared data pool that can be accessed by any
UDAE-enabled components. As a result, this can efficiently facilitate
cross-component optimization.
4. UDAE features core functionalities such as synchronous queries, com-
mand handling, periodic- and event-based notifications.
In summary, these features make the UDAE design unique and different
from the other designs in the literature as earlier discussed in Section 3.1.3. In
order to give a clear picture how UDAE can be deployed in reality, we provide
some example applications in the following section.
6.2 EXAMPLE APPLICATIONS
Before moving on to the implementation we shall briefly discuss potentially
significant applications of UDAE that are inherently architectural in nature,
namely cross-component optimization and run-time configuration. Later in Sec-
tion 6.5.1 we will provide a practical case study of cross-component optimiza-
tion problem in TinyOS.
We exemplify some UDAE applications in practice. The first two examples
describe potential applications for cross-component optimization, namely a
context-aware application and knowledge-based application, respectively. The
last example is focused on centralized run-time configuration.
The first applicationwe consider in detail as amajor potential application is
context-aware monitoring system. The system is equipped with components
that are dynamically reconfigurable. This application comprises of two com-
ponents that provide topology control and routing, respectively. Both are im-
plemented based on UDAE and the parameters of both components are jointly
optimized. The topology control component connects and continuously main-
tains the network based on link layer information such as the signal strength or
the link quality indicator (LQI). The routing application can also benefit from
the UDAE framework by accessing simultaneously topology information and
any other link-layer-related data. In addition to the current topology infor-
mation, the routing protocol also considers the neighboring links in order to
reduce the spatial interference and enables dynamic clustering by carefully se-
lecting the cluster heads. A similar example was practically conducted and
explained later in Section 6.5.1 using two standard TinyOS applications: link-
based routing application and report application.
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As a second example we consider here is the bootstrapping of a network
which uses distributed source coding (DSC) to save energy and bandwidth
usage of the network by exploiting the sensor data spatial correlations [144].
Before data transfer has continued for significant period of time there is little
that can be done to estimate the parameters used by the DSC framework wi-
thout the use of cross-component optimization. Knowledge of typical spatial
correlations of the phenomena being measured is not sufficient for this unless
the network topology is known. Using UDAE the components responsible for
DSC could, however, easily access such knowledge on the topology from clus-
tering or localization components in order to obtain the initial estimates on
correlations between sensor readings that are needed to bootstrap the scheme.
Similar cross-component information exchange can be used to react to signifi-
cant changes in network topology. Particularly, DSC tunable parameters such
as coding scheme, sampling rate, code rate and roles (e.g. compressing, sen-
ding side information and decoding) can be adjusted corresponding to these
changes. For example, if the node density increases, then the correlation bet-
ween nodes becomes higher. We can therefore lower the code rate in order to
reduce the energy consumption. We expect this avenue of research to signifi-
cantly extend the network lifetimes of WSNs deployed for large-scale monito-
ring applications.
The last major application we shall highlight is network management ba-
sed on the global view of network-wide link and platform information. UDAE
provides users a global view of various operating parameters such as net-
work links and lifetime in order to make network management decisions. This
eases the burden of managing WSN systems and allows developing network-
wide optimization mechanisms. The adoption of UDAEmakes it also possible
for the developer of the management solution to operate on hardware- and
platform-independent abstractions, leaving the hardware and operating sys-
tem developers the task of providing the appropriate DPs for their platforms.
Such a separation of concerns promotes portability of applications as well as
enables each party to focus on developing those parts of the system they know
best.
6.3 IMPLEMENTATION
We have implemented UDAE on two operating systems, Contiki [14] and Ti-
nyOS [12] as a proof of concept for software platform independence. Our
UDAE implementations have been successfully tested on the TelosB sensor
platform [5]. The implementations are publicly available.
In this section, we provide implementations of the two distinct operating
systems in some detail. Additionally, we give some example deployment sce-
narios in order to better explain the developers how to use UDAE to access
information across data abstraction in practice.
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6.3.1 Contiki
UDAE components have been implemented on Contiki-2.0 under the RUNES
middleware framework [145] described in more detail below. Contiki, toge-
ther with the RUNES middleware, does not only provide well-defined inter-
faces but also features dynamic reconfiguration of software components and
their connections without the need for a reboot the kernel when a component
has been loaded or unloaded [146]. Moreover, it enables support for dynamic
adaptation of component’s parameters or dynamic adaptation of replaceable
components.
RUNES middleware
The RUNES middleware runs on very resource constrained platforms. The
components are realized as Cmacroswrapped aroundContiki protothreads [15].
The component model is comprised of the following main elements: compo-
nents, interfaces, receptacles, connectors and capsules. The elements of the
component model and their dependencies are illustrated in Figure 6.3. Com-
ponents are the basic runtime unit and can be loaded (load()), unloaded (un-
load()) and deleted (destroy()). Via interfaces components can offer their func-
tionality. In case components depend on each other they can express this de-
pendency by means of receptacles. The receptacle of a component has to be
connected (connect()) to a corresponding interface of another component be-
fore it can be executed. Finally, all components and interfaces reside inside
a capsule which serves as a runtime application component offering the API
via invoke(). A connection can be established if one component is attached to
the receptacle of the other component. Once this has been performed com-
munication starts and each component invokes the functionality of the other
component. Hence, the middleware components can communicate with each
other via connectors. A connector is a component itself consisting of interface-
receptacle pairs and represents a specific behavior (for example, monitoring
communication) to be invoked in case a call occurs over one or more of its
pairs. The components can also be deployed at runtime on the target plat-
forms in the WSN. The Contiki UDAE components are implemented at the
application level.
UDAE components and practical deployment
UDAE Core, DPs and DUs depicted in Figure 6.4 can be either dynamically
or statically linked to applications. UDAE Core comprises four entities: query
processing, command processing, event processing and data storage. Queries
and commands from the remote DUs are encoded in binary and sent over the
network in order that they can be handled similarly to the local DUs.
Queries can be initiated with the function call invoke(udae r, iudae, udeaRe-
questInfo(query,queryId))where udae r is UDAE’s receptacle and iudae is UDAE’s
84 6. UNIVERSAL DATA ACCESS ENGINE
capsule
component
interface
receptacle
middleware API
connector
FIGURE 6.3: Elements of the component model (adapted from [68]).
Middleware kernel
Application space
Middleware API
Operating system
Sensor/Actuator platform
UDAE
Query Assembler 
Unit (DU)
UDAE Application
(DU/DP)
Link Layer Adapter
(DP)
Sensor/Actuator 
Adapter (DP)
DU interface DP interface
lo
a
d
c
o
n
n
e
c
t
d
e
s
tr
o
y
invoke
DP interface
FIGURE 6.4: The Contiki UDAE implementation.
6.3. IMPLEMENTATION 85
interface, queryId is an identification given by DUs and query is an SQL-based
query as previously explained in Section 4.4.3. For example, similarly to the
link abstraction in [132], UDAE Application as a DU/DP can request neigh-
borhood information by calling the above function invoke() with the a query
string SELECT LinkId FROM LinkClass. Similarly, DUs can request sensory
information by calling invoke()with the query string SELECT Light FROM Sen-
sorClass WHERE Light¿100. The light intensity is returned only if it is greater
than 100 lux. Complex queries from the remote DUs which do not have a pre-
defined number of attributes and conditions are split into multiple physical
packets and gathered in the target sensor node afterwards. In Contiki, the
transmission of packets uses the µTCP/IP [16] with packet fragmentation that
is managed by TCP/IP. The UDAE Core processes the requested queries and
thus selects single DPs which are corresponding the requested data classes as
defined in the query string.
As one can see from the examples, the function calls and query format pro-
vide a uniform access mechanism to information. The standard classes also
provide a great deal of abstraction which keeps attributes, such as BER (bit
error rate) invariant in queries regardless of the specific underlying link layer
or radio technology. This means that, for example, queries for BER is always
exactly the same function call regardless of the radio technology used, or even
if it is a query towards neighborhood information. This means, of course, that
the code is also more directly reusable and portable between different plat-
forms.
The storage is implemented on the sensor node by statically allocating
RAM because a standard database application would require more resources
than they can afford. A simple table of supported attributes is created instead.
DP provides the interface dataProviderIf to the UDAE Core. We implemen-
ted two components: LLA and SA. LLA uses information retrieved from a
CC2420 radio driver code implemented on the Contiki operating system. The
driver supports a minimum requirement for CSMA-CA-based MAC protocols
which include basic CSMA-CA, retransmission and random backoff exponent
mechanism. The packet structure complies with the IEEE 802.15.4 standard.
In case LLA needs to update the link class in the storage when there are no
incoming packet transmission, it sends out a probing packet using µTCP as
a communication mechanism. SA wraps the Hamamatsu [147] driver com-
ponent which takes readings from two light sensors: Photosynthetically Ac-
tive Radiation (PAR) and Total Solar Radiation (TSR).
6.3.2 TinyOS
UDAE has been also implemented in TinyOS 1.1.15 [12]. The TinyOS UDAE
implementation was successfully tested on the Telos B platform. We also ve-
rified portability to other sensor platforms such as Mica2, MicaZ [133] as well
as TOSSIM [138].
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FIGURE 6.5: The TinyOS UDAE implementation.
TinyOS concurrency model
TinyOS does not use traditional concurrencymechanisms such as threads used
in Contiki. In contrast, TinyOS uses an event-driven concurrency model [11]
that does not allow long running operations which block other operations in
the application. Instead, TinyOS uses a split-phase approach meaning that the
operation of a request in complete when an event or callback is invoked. For
example, an ADC component invokes the getData() command to read data
from the sensor and the ADC component signals the dataReady() event when
sensor data reading is completed. TinyOS execution model is driven by events
generated from either hardware interrupts or software components.
Our TinyOS implementation is fully aware of the TinyOS concurrency mo-
del. ThemainUDAE function calls are implemented as split-phase commands.
For example, udaeRequestClass() command is called from a DU to retrieve a
data set of a given class name. This can be read either directly from the sto-
rage, if not expired, or from the corresponding DP. The DU is then notified
with udaeRequestClassDone()when the result tuple is sent.
UDAE components and practical deployment
The TinyOS UDAE implementation is illustrated in Figure 6.5. UDAE, DPs
and DUs are statically linked at compile-time. UDAE in the TinyOS environ-
ment has almost the same functionality as in the Contiki environment. One
of restrictions is that TinyOS does not naturally allow dynamic rewiring of
components at run-time. Complex remote queries are handled similarly to the
approach in [132]. The remote query is split into several physical messages.
In a destination node, these messages are collected with a query assembler
unit (QAU) and reassembled to the original query. QAU keeps the remote
query structure flexible by employing dynamic memory allocation offered by
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the TinyOS standard component called TinyAlloc [148] and also allows QAU
to handle multiple queries at the same time. In brief, TinyAlloc allocates a
static chunk of RAM which can be divided dynamically. QAU collects the re-
mote queries and thus uses the function calls provided by the DU interface to
communicate with the UDAE Core. An example where we can exploit QAU
is the DSC application running as a remote LU on a PC. The DSC application
wants to estimate the underlying correlation structure of the network in order
to adjust code rate, coding scheme or data sampling rate. The DSC application
therefore calls the function udaeRequestInfo(). This query is then parsed into
a binary representation and perhaps split into several messages if the query
is complex. QAU collects all the sent messages and reformulates an original
query on the node. Thereafter, QAU sends the query to UDAE.
Communication Manager (CM) wraps the functionality of LLA and a trans-
ceiving component which offers the Send and Receive interfaces. The LLA
component is based on a standard BMAC [149] protocol implemented in Ti-
nyOS. SA wraps all the TelosB sensor drivers provided by TinyOS such as the
Hamamatsu sensor drivers (PAR and TSR) as well as the Sensirion [150] sen-
sor drivers (humidity and temperature).
6.4 PERFORMANCE EVALUATION AND SYSTEM VALIDATION
The main objective of performance evaluation is to illustrate the effectiveness
of the proposed architecture. Both Contiki UDAE and TinyOS UDAE which
are ported to the TelosB sensor platform are evaluated in the next three subsec-
tions in terms of memory footprint, query duration and energy consumption.
Eventually, we validate the proposed system deployed in cross-component op-
timization by porting two standard applications in TinyOS.
6.4.1 Memory footprint
Table 6.1 shows the memory occupied by the evaluated prototype. The data
storage is integrated in UDAE by statically preallocating memory for up to
5 links. These three main components feature the basic functionality which
includes the query and notification functionality. Overall, UDAE, LLA and SA
require only about 9.93 % and 7.78 % of the available ROM and about 4.62 %
and 10.4 % of the available RAMon the TelosB platform on Contiki and TinyOS
respectively.
The storage implementation in the Contiki prototype is simpler than the
TinyOS one. Indeed, the dynamic memory management (DMM) used by the
TinyOS prototype is removed from the Contiki prototype since implementa-
tion of a static memory management is more efficient than DMM without si-
gnificantly sacrificing performance. In addition, the current DMMpresents the
disadvantage of introducing a portion of processing delay that is needed for
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TABLE 6.1: Memory footprint of UDAE implementations.
Component
Operating system
Contiki TinyOS
ROM RAM ROM RAM
UDAE Core 2382B 304B 2288B 528B
UDAE Dynamic Storage N/A N/A 1918B 899B
CC2420 LLA 1894B 110B 872B 416B
Message Broker 3708 B 444B N/A N/A
QAU N/A N/A 774B 117B
SA 404B 48B 578B 96B
Total 8388 B 906B 6430B 2056B
dynamically handling the storage, especially if the operating system does not
naturally support the memory management like TinyOS.
6.4.2 Query duration
To estimate the delay introduced by UDAE, we measured the query duration
for a single standard udaeRequestInfo() call requesting for 6 attributes while five
links were present. The experiment was repeated 2000 times in order to obtain
an average time used by a single request. The use of data storage potentially
reduces a number of probing packets required by each udaeRequestInfo() call.
This can be achieved if the attribute expiring period or validity informs the sto-
rage unit that the requested attribute has to be refreshed if the attribute is older
than a given validity. When requesting eight attributes, the average query du-
ration is less than 3000µs when using a validity of 200ms and around 2000µs
when using a validity of 500ms. The average delay is considered satisfactory
when compared to the round-trip time needed for sending a probing packet
which is around 4400µs excluding local processing on a receiver.
6.4.3 Dynamic component loading
We have also experimented on how much time is consumed by dynamic com-
ponent loading on Contiki. It took less than one second to locally load local
components and approximately 9 seconds to wirelessly upload the 5468 -byte
LLA component. The file size is larger than listed in Table 6.1 because the LLA
component was converted into ELF format (Executable and Linkable Format).
This reflects howmuch time is needed to wirelessly load new components. Be-
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FIGURE 6.6: Query duration.
sides, another factor the developers should also consider is the energy consu-
med by packet transmissions.
6.4.4 Energy consumption
Due to the fact that a long battery lifetime is vital for WSNs, it is necessary to
evaluate the impact of UDAE energy usage. To determine the energy consump-
tion of our system, we chose one of the measurements performed in the pre-
vious section. It includes processing of a udaeRequestInfo() call, checking the
storage, transmitting a probing message, receiving reply messages, updating
the storage with new information, and then sending results to the Data User.
We averaged the energy over 2000 queries to obtain the energy consumed by a
single request. A chosen measurement setup requested for six attributes while
five links were present and a validity was 500ms. The energy measurement
was done by using one sensor node and one resistor of 3.7 Ω. The energy
was calculated through the current over the resister given by an oscilloscope.
The energy consumption includes costs of query processing, data caching and
communications between nodes when which are only required when the va-
lidity is expired. The averaged energy consumption of a single query was
approximately 46.7 nJ which is four times less than that of a single bit data
transmission over the radio. This mainly results from the energy being consu-
med by local processing on the node as UDAE keeps retrieving the information
from the storage as long as the validity is not expired.
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6.5 PRACTICAL CASE STUDIES
We have validated the UDAE with three different cases. In the first case, the
UDAE is used as a shared data storage in the cross-component optimization. Dy-
namic reconfigurability in the second case allows the system to tune parameters
and upload a new software component. In the last case, the UDAE enables
runtime parameters reconfiguration in order to maximize the pre-defined uti-
lity function.
6.5.1 Cross-Component Optimization in TinyOS
To verify the use of UDAE for cross-component optimization, we reimplemen-
ted two standard TinyOS applications, SurgeTelos andMultiHopLQI available
from the TinyOS CVS repository [148], as DU and DP components. SurgeTelos
is a simple report application which periodically collects sensor readings and
delivers them to a base station. MultiHopLQI is an application that handles
multihop packet delivery, based on the design of MintRoute [151]. MultiHo-
pLQI combines link reliability parameters of its direct neighbors such as hop
count and link quality indicator (LQI) to route to the base station. SurgeTelos
usually routes data to the base station with the MultiHopLQI protocol. These
two components are generally independent to each other. MultiHopLQI sim-
ply offers a Send interface to SurgeTelos. They do not exchange data with each
other. This is precisely one of the motivations where UDAE can fill in the gap
and subsequently solve the optimization problems by collaboratively sharing
resources.
In our implementation, we have inserted the UDAE component in between
SurgeTelos and MultiHopLQI as shown in Figure 6.7. Both the SurgeTelos and
MultihopLQI protocol function as DUs and DPs at the same time. In particu-
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TABLE 6.2: Memory footprint of Contiki components [Bytes].
Component ROM RAM
RUNES middleware 780 52
Network monitoring 2436 110
Environmental monitoring 1712 116
Total 4928 278
lar, when running as a DP, they regularly update the shared storage promptly
after they receive an incoming packet. Contrarily, when running as a DU,
they firstly probe the shared storage in order to avoid redundant packet trans-
missions. By default MultiHopLQI broadcasts a neighbor discovery message
every 32 seconds while SurgeTelos transmits sensor readings every 2 seconds.
With this rate, the link class in the storage is refreshed for every 2 seconds with
the message sent by the SurgeTelos component. The UDAE-enabled MultiHo-
pLQI component verifies the validity of the link class in the shared storage
before broadcasting the beacon by calling the udaeRequestInfo() function call.
As a result, the MultiHopLQI component does not necessarily need to send a
beacon message at all. Instead, it constantly retrieves the needed information
from the shared neighbor table provided by UDAE.
Similar routing protocols that also profit from this scenario are typically
proactive routing protocols. This is the case only if the network operates at
relatively high duty cycles where the data delivery rate is greater than the re-
freshing rate of the routing protocol. Aside from this particular case study,
the system can be prosperously extended to be self-adaptive to the changes of
data traffic. For example, sensor nodes operate at very low duty cycles. A run-
time reconfigurator, if in use, which is fully aware of the current duty cycle,
suggests the routing component to adjust its refreshing rate correspondingly.
Although this case study is very simple but, indeed, it illustrates a major ad-
vantage in adopting UDAE in practice. It clearly leads to fortunate outcomes
in adopting UDAE in more complex scenarios.
6.5.2 Dynamic Reconfigurability
This section presents the evaluation of the Contiki UDAE focusing on the re-
configurability aspects at the middleware level [152]. The implementation on
the Telos platform running Contiki has been chosen for demonstration. The
system is evaluated in terms of processing latency, memory consumption and
energy consumption in order to explore the trade-off between programming
flexibility, implementation overhead and performance. Dynamic reconfigura-
tion andwirelessly uploading and deployment of new components can be per-
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formed at runtime which offers great flexibility. Our example implementation
of an monitoring application allows dynamic reconfiguration by parameter
tuning and dynamic switching between components at runtime. Components
can be substituted with other components providing the same interface du-
ring execution. Furthermore, target components are reconfigured by changing
parameters such as thresholds, sampling rate or sensor modality.
The monitoring application considered uses the network monitoring com-
ponent and the environmental monitoring component. The first component
regularly updates a neighborhood table by snooping packets in the network.
The second component samples, for instance, temperature, light intensity and
humidity measurements. Both components provide the same programming
interface enabling dynamic reconfiguration. We define the latency introduced
by the RUNES middleware kernel by measuring the execution time of swit-
ching from one component to another. The operation starts with the construc-
tion of the first component. Then it is binded to the middleware kernel using
the command connect(). We execute the command setAttribute() which is used
to set a new threshold of the first component. Afterwards, we destroy (des-
troy()) the first component and then construct the second one. The second
component is similarly binded to the RUNES middleware kernel. Consequen-
tially, we set a new threshold of the second component through the same in-
terface. The experiment is repeated 100 times in order to obtain the averaged
execution time used by single component switching. The latency of a complete
switch is only 14.83µs which is equivalent to 120 instruction cycles operated
on the Telos platform. Furthermore, we measured the current and determi-
ned the average energy consumed. The average energy consumption of single
component switching is 226.7 nJ. Table 6.2 summarizes the memory consump-
tion by the RUNES middleware and the two example application components
running at the middleware level. Overall, the middleware, network and en-
vironmental monitoring require only 1.6%, 5.08% and 3.57% of the available
ROM and 0.52%, 1.1% and 1.16% of the available RAM on the Telos platform,
respectively.
6.5.3 Runtime Optimization in TinyOS
We use wireless sensors networks as an example of a component-oriented net-
work [153]. They can host a large variety of applications ranging from large-
scale relatively static environmental monitoring to mobile car tracking and
small scale heterogeneous personal area networks. Due to the application di-
versity it is highly probable that no uniform protocol stack can be ever develo-
ped for these networks. Thus, like in the case of embedded systems in general
application and scenario specific fine-tuning or a dedicated protocol and com-
ponent design need to be used. Additionally, WSN devices have very limited
hardware and power resources and therefore can host a small number of soft-
ware components. The above reasons make WSNs a perfect ”playground” for
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autonomous service-oriented network composition research. If the techniques
are successfully tested on WSNs they can be applied to other suiting network
types like wireless cognitive networks.
The runtime configurator and cross-component optimization module uses
UDAE that allows switching between components with different interfaces
which is usually a natural drawback of static component-driven operating sys-
tems like TinyOS.
The autonomous runtime configurator benefits from UDAE’s core functio-
nalities such as query processing, event notification and command processing.
Using settings from the static pre-configuration the network can be fine-tuned
to optimize performance of both individual nodes and a whole network. Local
runtime configuration allows tuning of some parameters like dynamic adjust-
ment of packet sizes to achieve power saving, desired delay constraint ormaxi-
mum throughput of a single node. Its counterpart, global runtime configura-
tion, deals with the network-level parameters which require the knowledge of
the entire network or its specific regions. Simple optimization algorithms or
lookup tables are applied at runtime to search the best performing set of para-
meters or software stacks on the motes, especially powerful gateway nodes or
cluster heads.
We portray the process of assessment of applicable software modules, their
initial parameter adjustment and configuration of a valid protocol stack in the
pre-deployment phase. We utilize initial user inputs and consider awide range
of existing TinyOS components. We also partially automate the nesC wiring
generation for the convenience of the programmer. The resulting binaries are
deployed on nodes which compose the desired network. This network is mo-
nitored and runtime tuned using the UDAE cross-component optimizer and
the state of the network is runtime depicted on one of the laptops. The run-
time adjustments include cross-layer optimization of the protocol stack, i.e.,
enabling or omitting of the routing protocol depending on the network topo-
logy. The system also alters internal component parameters, for example the
maximum packet size judging from the network power consumption and allo-
wable delay for delivery of data readings. The adjustment decisions are done
using a utility function with a consideration of the list of the available compo-
nents and their parameters that are passed to the runtime optimizer from the
static pre-configuration system component. The sample runtime behavior of
the test network is shown in Figure 6.8. The demonstrated components res-
ponsible for optimization, gathering of measurements, etc. are all generic, and
usable in other scenarios and problem domains as well.
The proposed scenario allows the demonstration to be very interactive, as
visitors can influence both runtime behavior of the system by switching motes
on and off and changing their datarate by shaking of the device. In the pre-
deployment phase visitors can change the constraints of basic network attri-
butes or the utility function and see the difference between performance of
differently configured network nodes.
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FIGURE 6.8: Sample runtime behavior of the test network.
6.6 SUMMARY
In this chapter we have proposed the concept of universal data access ap-
proach which allows application developers to seamlessly retrieve informa-
tion via a well-defined query interface. The UDAE design provides a database
abstraction for all types of data sources. This concept is useful for applica-
tions that can considerably benefit from seamlessly accessing data exposed by
UDAE. The UDAE design and its interface have been implemented on two dif-
ferent component-based operating systems, Contiki and TinyOS. The former
supports writing preemptivemultithreaded applications while in the latter ap-
plications are executed in a single threading and non-preemptive procedure.
Further, we have also presented data models and programming interfaces pro-
vided by UDAE. The proposed design has been practically evaluated with
three different cases. These cases have shown that the use of UDAE can be
deployed in various purposes including cross-component optimization, dyna-
mic software reconfiguation, and run-time parameter adaptation. In the next
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chapter, we will focus on a utility-based optimization algorithm for a small set
of resource allocation problems.

7UTILITY-BASED OPTIMIZATION
In this chapter we show how the performance of the system can be enhanced
by combining the concepts of utility-based optimization and cross-layer op-
timization offered by our proposed interfaces, ULLA, GENI, and CAPRI. In
brief, CAPRI allows applications to register their utility functions to a radio
resource controller at run-time and in automatic way. This enables the imple-
mentation of utility-based optimization and run-time reconfiguration of appli-
cations. In contrast to traditional utility-based optimization approaches that
usually aim at optimizing the performance of a single application or service,
our approach aims to generalize and express the requirements of multiple ap-
plications. Together with the ULLA and GENI interfaces, these allow the CRM
to reconfigure the parameters in the different layers in a technology-
, platform-, and protocol-independent manner. These generic interfaces also
allow the exchange of information between the different layers which can be
used to perform the cross-layer optimization [78]. Moreover, our approach
enables closer cooperation by allowing nodes to coordinate parameter confi-
gurations across the entire network. We have implemented a prototype of
the proposed system using Windows platform for a home network scenario.
A reference implementation has been made publicly available under an open
source license. The prototype has been tested under different practical test
cases and the results have been analyzed.
7.1 FRAMEWORK DESIGN
In the proposed system, we merge the concepts of utility and layer abstraction
in Figure 4.1 into a realistic and well-structured optimization framework as
shown in Figure 7.1. In our approach, we adopt the Cognitive Resource Ma-
nager (CRM) [93], a cognitive radio extension of traditional RRM approach, to
perform as a core of the URO framework. In this framework, the CRM enables
an implementation of learning mechanisms, complex control, and cross-layer
optimization to solve the resource management problems, in particular, in a
multi-objective and multi-technology context. Furthermore, utility-based op-
timization is in fact a subset of complex control within the CRM toolbox. The
implementation of the utility-based optimization framework for Microsoft Vi-
sual C++ is available from [141].
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FIGURE 7.1: Technical view of the proposed optimization framework.
7.1.1 Interfacing with CRM
As shown in Figure 7.1, the CRM is the core component of our optimization
framework. The CRMhas access to all the layers of the protocol stack (for mea-
surements and settings) via a set of well-defined APIs, and acts as an cognitive
decision-making unit that performs local and/or global optimization based on
information from the protocol stack, environmental readings or historical data
utilized for learning and modeling.
In order to optimize radio resources, the toolbox and libraries use informa-
tion that are either stored in the knowledge database or gathered by the CRM
core at run-time through the generic interfaces, namely ULLA, GENI, and CA-
PRI. The ULLA and GENI interfaces allow the CRM to interact with protocol
stacks of different technologies to facilitate the implementation of joint radio
resource management in the presence of different technologies. The CAPRI
interface enables applications to express their requirements and preferences
in terms of network constraints and performance, which can be subsequently
used by the CRM in its utility-based optimization process. Furthermore, by
using information exposed by these generic interfaces, the proposed frame-
work allows optimization across multiple layers including physical, data link,
network, transport and application layers. Cross-layer optimization is perfor-
med within the CRM by using the exposed data from the different layers. Sub-
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sequently, a set of optimized parameters will be configured via ULLA, GENI,
and CAPRI at the corresponding layers. It should be noted that ULLA, GENI
and CAPRI are not dependent on the presence of CRM. They can be also used
with any other resource manager if the data formats are respected.
To interface CRM with the protocol stack, for legacy protocols, abstraction
layer adapters are required to translate programming primitives into protocol-
or device-specific commands. In particular, the Link Layer Adapter (LLA)
implements the ULLA link provider functions. The Network Layer Adap-
ter (NLA) implements the GENI network provider functions. The Application
Layer Adapter (ALA) abstracts away any application-specific details.
7.1.2 Configuration of Application Parameters
In typical optimization problems, the resource manager attempts to perform
optimizations at physical, MAC, or transport layer, or to perform optimization
across multiple layers. Nevertheless, in some circumstances the optimizers are
bounded with physical conditions and cannot perform optimization in those
layers. For example, when a wireless device is surrounded with many other
wireless devices, it is impossible or nearly impossible to switch to another
channel that is occupied by other wireless devices due to high interference.
The other alternatives like increasing the channel width are also not appro-
priate in such situations due to the generated interference. Alternatively, the
optimization can be done at the application level by tuning application para-
meters during run-time. There are several methods to change the configura-
tions of the applications. For instance, adaptive video streaming applications
such as dynamic streaming in Adobe Flash Player [154] and IIS Smooth Strea-
ming for Microsoft Silverlight [155] vary video quality and packet sizes during
playback so that the available data rate and local CPU processing power can
be optimally used. However, all the existing methods are implemented inde-
pendently in the application itself and do not have full knowledge on network
and radio resource utilization and tradeoffs. This might lead to suboptimal so-
lutions since the optimizers work independently. Therefore, we argue that the
use of CAPRI will enhance the performance of the system since it allows infor-
mation exchange between the applications and the resource manager together
with the run-time reconfiguration of application parameters.
7.2 UTILITY-BASED OPTIMIZATION
In this section we discuss how utility-based optimization, enabled by CAPRI,
can be realized and performed on the example of cross-layer optimization in a
home networking wireless environment. The home networking scenario was
chosen as one of our major test cases due to its potential commercial value,
and because these networks tend to be small enough to be easily tested. Ad-
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FIGURE 7.2: Utility-based optimization.
mittedly, also optimization problems are easier to trace and performance gains
can be more prominent than in the case of more complex networks.
7.2.1 Components
Figure 7.2 shows the architecture of the utility-based optimization and how
the components interact. The key component here is the utility manager that is
a part of the module performing the optimization. The utility manager com-
bines individual flow utilities in a single node utility. The utility manager,
through the CAPRI interface, calculates and stores the utility values based on
the protocols’ performance information (attribute values) periodically collec-
ted by the CRM through the set of generic interfaces.
The utility is calculated based on network attributes retrieved periodically
from the protocol stack through ULLA and GENI interfaces. The utility is used
as a triggering mechanism for the optimization process. Alternative triggering
mechanisms include changes in spectrum policy, flow priority, or link load.
The utility-based triggering event reflects a change in the quality of connec-
tions as perceived by the CRM.We shall note that although the utility function
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is defined by the application, the utility is not used to maximize individual
application needs, but rather to maximize the node or network performance
as performed by the resource optimizer in the CRM.
As discussed in Section 5.4, the CAPRI interface enables this functionality
for applications and their data flows. The preferences and constraints from the
stakeholders can be conveyed to the optimizer either as part of the application
utilities, or as external inputs (e.g., from a policy database that contains user
and application priorities). The utility manager also requires inputs of the cur-
rent attribute values (e.g., information of performance of individual protocol
instances that can be realized through the ULLA and GENI interface).
The decision engine periodically investigates the recent utility values and
then reasons on it in order to raise events to the action engine. These can be,
for example, notifications on achieved levels of performance or an indication
of the lack of feedback from a certain data flow. The conditions used by rea-
soning are further explained in Section 7.2.2. When an event is triggered, it is
forwarded to the action engine. The action engine examines current protocol
configurations (e.g., its state) together with the triggering event and, if needed,
additional inputs, such as policy constraints or other performance indicators,
to decide on required configuration actions across the whole protocol stack.
The sample configuration actions may involve but not limited to network traffic
shaping, link configuration (e.g., channel switching), and application adaptation.
The latter is performed through CAPRI interface.
Link configuration includes but not limited to channel switching and chan-
nel width resizing according to the current environmental conditions and ap-
plication needs. For example, if the application is a bandwidth-hungry appli-
cation, we may need to increase the data rate. However, if the used channel is
relatively congested, it is better to move the transmission to some other chan-
nels with lower load. The network traffic shaping determines the share of data
rate for each application based on given application priorities. The applica-
tion adaptation determines which CAPRI-aware application parameters need
to be tuned based on application priorities. As an example of configurable
application parameters, we use data rate and encoding scheme. Link confi-
guration, network traffic shaping and application adaptation are performed
through ULLA, GENI and CAPRI, respectively.
The sample performance optimization algorithms that we used in our pro-
totype are further described in Sections 7.2.2 and 7.2.3, and their respective
performance evaluation is reported in Section 7.3.
7.2.2 Utility-based Event Generation
It is well known that triggering reconfiguration actions based on the instan-
taneous utility values can lead to unstable systems and low performance, es-
pecially in the wireless indoor environment that is prone to short term perfor-
mance fluctuations. For example, a short burst of high CPU processing load
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may cause a high amount of jitter in the arrival of video streaming packets.
Therefore, we apply filtering for smoothing the obtained utility values over
a period of time to ensure that the observed utility changes are long-term. Of
course, this process adds an additional delay to reaction on the network perfor-
mance changes, but it allows to prevent frequent reconfigurations that might
cause oscillatory behavior that will both degrade user experience and lead to
suboptimal network resource allocation. The smoothed utilities are then used
to trigger reconfiguration events to be addressed by the decision making com-
ponent. The list of event triggering conditions is as follows.
• Condition 1: U¯n < TUtility,
Node utility U¯n is lower than the utility threshold TUtility. This theshold
is adaptive threshold over time, i.e. it changes its value depending on
changes in the environmental conditions. For instance, if the environ-
mental conditions become worse, then TUtility gets lower, and vice versa.
• Condition 2: |U¯n − U¯avg| > TUtilityDiff
The difference between U¯n and moving average utility value U¯avg (with
window size swindow is greater than the utility difference threshold TUtilityDiff.
If the difference is positive, then the decision making component should
check if the resource usage can be optimized while keeping the current
utility high. If the difference is negative, then the decision making com-
ponent should reconfigure the protocol stack to achieve better perfor-
mance. As a result, TUtility will be updated with U¯avg.
• Condition 3: tperiodic > Ttimeout
The periodic timer tperiodic times out. We use a watchdog mechanism to
periodically check (every interval Ttimeout) the environmental conditions
have changed over time. For instance, when we start an application,
the optimizer tries to optimize the system with the best configuration to
maximize U¯n. After a certain time, U¯n is still constant even if the envi-
ronmental conditions improve. For instance, if a neighbor turns off its
wireless devices, then the system performance can be enhanced by ta-
king some actions. Without the watchdog, the optimizer will not benefit
from for improved networking conditions.
The window size swindow is chosen to trade off the stability and responsive-
ness of the system in an appropriate manner. In particular, a higher value of
swindow (greater smoothing and stability) leads to lower responsiveness and a
lower value of swindow (less smoothing and stability) leads to more responsive-
ness.
TUtility is updated to prevent frequent and unnecessary activation of the de-
cision mechanisms. For instance, if the environment conditions are bad (e.g.,
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the node utility is lower than TUtility) for a long time but there is no better confi-
guration than the actual one, the decision mechanisms will be activated very
frequently and will take the same decision all the time. For this purpose, we
use the variance of utility values (σ2Utility) in the sliding window with the size
swindow. If σ
2
Utility is less than the variance threshold Tσ2Utility , TUtility will be up-
dated with the current U¯avg. Therefore, by using the dynamic threshold, the
CRM monitors the utility values and actions that have been taken, and sees
if the utility is lower than the threshold while the CRM does not find a better
solution. In this case the threshold will be lowered to prevent the frequent and
unnecessary activation of the CRM. When the utility value starts to increase
due to changes in the channel conditions or after the CRM finds new solu-
tions, the threshold will be increased again to guarantee the best functionality
of the system.
If Conditions 1 or 2 is met, the decision engine will trigger a tuning-down
event to the action engine with a step sstep down in Mbps and if Condition 3 is
met, the decision engine will trigger a tuning-up event to the action engine
with a step sstep up in Mbps. The parameters used in our prototype are defined
later in Section 7.3.
7.2.3 Optimization in Cooperative Environment
In this section we introduce a cross-layer resource optimization algorithm that
utilizes utility information. The proposed algorithm can be used in both non-
cooperative and cooperative environments. In the non-cooperative environ-
ment, nodes are unaware of the configuration parameters of other nodes and
the application requirements whereas in the cooperative approach a set of
configuration parameters can be exchanged. The cooperative approach allows
resource optimization in both distributed and centralized manners. In the dis-
tributed approach, if the utility-based optimization is triggered in one node,
this node can make suggestions of changes to the other cooperating nodes.
The cooperation is performed through the coordination component, in parti-
cular, the commond control channel. In our implementation (see Section 7.3),
it is realized as the out-of-band signaling.
Figure 7.3 shows the activity diagram of the distributed utility-based cross-
layer optimization in the cooperative environment. All the nodes are exchan-
ging a set of requested configuration parameters (e.g., used channel frequency
for all active flows) through the control channel. Once the optimization is nee-
ded, the decision engine decides on optimization actions, which are invoked
at the physical, application and network layers, respectively. First, the opti-
mizer investigates at the physical layer whether it is possible to switch from a
current channel to another available channel, which is allowed by the policy
regulation. Additionally, the nodes will exchange information of the chan-
nels they use in order to avoid using adjacent channels. In our realization
we operate using IEEE 802.11g WLAN cards in the 2.4 GHz ISM band where
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FIGURE 7.3: Cross-layer optimization in cooperative network.
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adjacent channels are overlapping. Therefore, if there is no option of using
non-adjacent WLAN channels that are at least two, preferably three channels
apart then it is preferable to switch to the same channel due to the fact that the
adjacent-channel interference leads to a higher portion of corrupt packets than
the co-channel interference [156].
If the situation after channel reallocation does not sufficiently improve, the
optimization will be further performed at the application or network layer.
However, in contrast to the first stage where the configuration is performed
per link, this optimization stage is done per flow according to the priority of
active data flows. The lowest priority flowwill be first tuned. If there are more
than one flow with the same priority, the resources will be equally distribu-
ted between those flows. For example, if the tuning-down step sstep down of a
single flow is 2 Mbps, this will be divided to 1 Mbps per flow for two flows.
The configuration at the application layer is performed if the lowest priority
flow corresponds to a CAPRI-aware application, otherwise network-layer traf-
fic reshaping is performed.
7.3 PRACTICAL CASE STUDIES
In this section we shall provide an implementation example to show how the
proposed framework works in practice. The prototype has been implemented
and ported on the IEEE 802.11-based WLAN access nodes and cards. We have
validated the proposed framework deployed in a real-life scenario by using
two standard applications which are UDP video streaming (VLC) [157] as a
legacy application and UDP download application (DL) as a CAPRI-enabled
application. We have deployed a prototype of four standard notebooks, repre-
senting two users, A and B, that are within the same radio range. In particular,
the parts related to our proposed framework in this demonstration showed
how to perform utility-based cross-layer optimization, application adaptation,
and cooperative decisions. Therefore, in this section we shall present and ana-
lyze the experimental results generated by these showcases.
7.3.1 Scenario Description
The test scenario is depicted in Figure 7.4. First, User A starts watching amovie
through local network (i.e., VLC on Link A, corresponding to Flow 1 with
priority p(A,1)). Then, User A starts downloading some photos from the photo
library on her laptop (i.e., DL on Link A, corresponding to Flow 2 with priority
p(A,2)) while still watching the movie. The video stream has higher priority
than the downloading stream (i.e., p(A,1) > p(A,2)). The priority level is set by
the home network administrator, User A in this case. Afterwards, User B starts
to synchronize his music folders with the music server (i.e., DL on Link B,
corresponding to Flow 1with priority p(B,1)). The spectrum occupancy is rather
high due to the fact that User A and User B are surrounded by several wireless
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FIGURE 7.4: Test scenario with 2 users and 2 applications.
TABLE 7.1: Summary of the test cases.
Test cases Optimization Cooperation Available channels Priorities
1 disabled disabled 1,2,3 p(A,1) = p(A,2) = p(B,1)
2 enabled disabled 1,2,3 p(B,1) = p(A,1) > p(A,2)
3 enabled enabled 1,2,3,4,5,6 p(A,1) > p(A,2) = p(B,1)
4 enabled enabled 1,2,3 p(A,1) > p(A,2) = p(B,1)
5 enabled enabled 1,2,3 p(A,1) > p(A,2) > p(B,1)
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TABLE 7.2: Parameter setup for utility-based event generation.
Parameters Values
TUtility(initial value) 80%
TUtilityDiff 10%
Tσ2
Utility
5%
Ttimeout 16 seconds
swindow 10
sstep up 4Mbps
sstep down 2Mbps
networks and therefore there are only few channels free. The main objective is
to maximize the video quality perceived by User A while download streams
are running and sharing the medium.
When all these applications are running, the CRM discovers that the cur-
rent link is overloaded after checking the performance indicators throughULLA
and GENI. The CRM also knows that the link is already using the maximum
channel width, and thus there is no space to expand. The CRM then tries to
see if there is a solution by reconfiguring the link layer. If it finds out that the
other channels are so congested or reserved through the policy server which is
the case here, it will try to tune application parameters according to their prio-
rities. Therefore, it will re-prioritize the resource assignment to ensure that the
high priority application (i.e. VLC) gets sufficient data rate while low priority
applications have to sacrifice their bandwidth utilization.
In our example we assume that VLC has higher priority than DL. This can
be, for example, due to the fact that the user prefers to give higher priorities to
video streaming and therefore set the priorities accordingly. This is reflected in
the node utility computation, in which the high priority application has a lar-
ger weighting coefficient than that of low priority applications. For example,
we compute the node utility perceived by user A as U¯A =
2
3
U
(A,1)
VLC +
1
3
U
(A,2)
DL and
by user B as U¯B = U
(B,1)
DL .
In addition, we use the parameters in the utility-based event generation
process as defined in Table 7.2. Some parameters like Ttimeout, sstep up, and
sstep down were set to these values for measurement purposes in order that we
did not have to wait for long time to collect the results.
In order to run the experiments, we perform the following steps:
1. User A starts VLC streaming at around 6Mbps on Link A (VLCA).
2. User A starts DL with Rmax of 15Mpbs on Link A while VLC is still run-
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ning (VLCA +DLA).
3. User B starts DL with Rmax of 15Mpbs on Link B in the same channel of
Link A while both applications are running (VLCA +DLA +DLB).
4. User B removes DL on Link B (VLCA +DLA).
We have experimented with five different test cases which are summarized
in Table 7.1:
1. Test case 1: Link A and B run without optimization in the same channel.
All applications have the same priorities.
2. Test case 2: Link A and B run with optimization in a non-cooperative
environment in the same channel. VLC has higher priority than DL.
3. Test case 3: Link A and B run with optimization in a cooperative envi-
ronment when far-apart channels are available (e.g. channels 1 and 6). In
addition, DL application on Link A and B have the same priorities which
are lower than that of VLC on Link A.
4. Test case 4: Link A and B run with optimization in a cooperative envi-
ronment with the same priority pattern as Test case 2 when two links
are runing on the same channel. DLs on Link A and B have the same
priorities which are lower than that of VLC on Link A.
5. Test case 5: Similar to Test case 4 but the priority of DL in Link B is now
lower than the DL priority in Link A.
7.3.2 Optimization Performance with Non-cooperative Decision
We shall begin the experiments with Test case 1 without any optimization in
order to have a comparison with the optimization test cases. As it can be seen
in Figure 7.5(a), U¯A drops when we run both applications VLCA and DLA at
the same time. User A can see some glitches on her movie. After a short
time, User B turns on the DLB application and the utility values of user A’s
applications decrease drastically. In particular, VLCA noticeably suffers from
significant delay between video frames as depicted in Figure 7.5(b). Also, DLA
experiences high throughput drop (see Figure 7.5(c)).
In Test case 2, the optimization is applied in a non-cooperative environ-
ment. In the non-cooperative cases, the users do not share any information
including priority information. Thus, User B will get the same data rate as
User A. Link A and B are running on the same channel in order to see how
both links compete with the resources. Significant enhancement in the utility
values in the steps 2-4 can be seen in Figure 7.6(a). When VLCA and DLA are
both running, the optimizer tunes down Rmax of DLA as depicted in Figure
7.6(c), resulting in lower delay in VLCA in Figure 7.6(b) and therefore higher
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FIGURE 7.5: Test case 1: no optimization.
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flow utility value in Figure 7.6(a). It should be noted that the utility values of
DLA increase although Rmax is lowered because the utility values are not ab-
solute values but rather relative values with respect to Rmax. Thereafter, User
B starts DLB that makes the channel so congested, resulting in high delay va-
riation. The CRM starts to tune some parameters resulting that Rmax of DLA is
adjusted to the minimum rate of 1Mbps. Then, the video streaming again runs
smoothly. During the time between 120 and 150 seconds, we can observe seve-
ral pulses from the DLA application. This is due to the fact that after a certain
time the watchdog timer is fired triggering the optimizer. Hence, the optimi-
zer rapidly tries to increase Rmax of DLA. Nevertheless, during the presence of
interference from DLB, this change makes a sudden drop of utility value. As a
result, the optimizer has to quickly tune down Rmax of DLA. Finally, after we
remove DLB, The optimizer can successfully increase Rmax of DLA and returns
to the previous stage when DLB is not present.
7.3.3 Optimization Performance in Cooperative Network
In Test case 3, when User B starts his data traffic, the CRM exchanges the link
information with User A. It finds that some available channels are far apart
from the channel User A is using. Hence, User B initiates a link on one of these
channels to avoid the interference with User A’s data traffic. However, it can
be seen in Figure 7.7(c) that DLA slightly lowers Rmax when Link B is present.
In Test case 4 and 5, far channels are not available. The free channels are
all user A’s adjacent channels. User B’s CRM decides to use the same channel
User A is using to avoid the adjacent-channel interference. Without coopera-
tive information exchange, optimization on DLB will never be triggered by the
CRM as it gets enough data rate for downloading data (see Figure 7.6(c)). The-
refore, DLA has to suffer alone from data rate adaptation although both DLA
and DLB have the same priority. If the cooperative information exchange is ap-
plied, the available bandwidth can be fairly shared between the applications
which have the same priority. The results in Figure 7.8(c) show that both DLA
and DLB have to adjust their maximum allowed data rate so that VLCA gets
enough bandwidth. It should be noted that data rate of tuning steps (sstep down
and sstep up) are allotted half to DLA and half to DLB since this will give the
same impact as if one application is lowering its Rmax by a full step. In Test
case 5, we assume that p(A,1) > p(A,2) > p(B,1). It can be seen in Figure 7.9(c) that
DLB has to tune down its data rate to minimum of 1 Mbps whereas Rmax of
DLA is kept as high as 14 Mbps. After that, the video runs smoothly (see delay
in Figure 7.9(b)). It should be noted that in both test cases we can see some
attempts of DLA and DLB in Test case 4 between 120 and 170 seconds and DLA
in Test case 5 between 100 and 140 seconds trying to increase their Rmax.
Furthermore, we show the box plots of the node utility values and delay
on Link A in Figure 7.10 to compare the performance of the five test cases.
The box plot convention is described on the right side of the plots showing
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the various percentiles. From these figures we can see that Test case 1 has
the poorest performance whereas Test case 3 has the best performance among
all test cases. In the experimental step 2 where DLA and VLCA are running,
the average UA is 90% in Test case 1 while it is 97% in Test case 3. When DLB
starts in the experimental step 3, the average delay of Test case 1 increases from
12 ms to 23 ms that results in significant dropping of average utility value to
70%. In Test cases 3-5, the application adaptation and the link configuration
efficiently worked in cooperative environments. Particularly, the CRMmoved
Link B to the far-apart channel where available, otherwise it moves Link B to
the same channel where Link A is running. The averages UA in these three test
cases are around 95%. The average delay is kept around 7 ms which is more
than three times lower than the delay of Test case 1. In the last experimental
step where Link B is removed, we can observe a clear improvement in terms
of utility values and delay in Test cases 2-5 compared to Test case 1. The main
reason is that applications on Link A are gradually increasing their data rate
without harming the high priority application. This shows how the CRM can
also detect enhancement in the environmental situation and adapt application
parameters to the new situation.
7.4 SUMMARY
In this chapter we have presented a utility-based optimization framework that
deploys the CRM as a core component. The information is exposed to the CRM
through the generic interfaces allowing optimization across multiple layers in-
cluding physical, data link, network, transport and application layers. The
proposed optimization framework can be used as a powerful run-time opti-
mization tool as shown from our results. However, in the CRM context, we
realize it as an off-line background computational tool. This means that we
could position the utility-based optimization module to work in a background
as one of optimization possibilities. The optimization results could be used
as a triggering event in order to activate the execution of one or several opti-
mization algorithms, and thus the actual dynamic adaptation is handle, e.g.,
through decision trees.
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FIGURE 7.6: Test case 2: optimization in non-cooperative network.
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FIGURE 7.7: Test case 3: optimization in cooperative network when far-apart
channels are available.
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FIGURE 7.8: Test case 4: optimization in cooperative networkwhen close chan-
nels are available.
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FIGURE 7.9: Test case 5: optimization in cooperative networkwhen close chan-
nels are available.
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FIGURE 7.10: Box plots of the utility values and delay of Test cases 1-5.
8CONCLUSIONS
The unified data abstraction can support R&D, application development, and
deployments in resource-constrained wireless networks by providing genera-
lized access to various information, both across different layers in the laye-
red architecture and between software entities in the component-based archi-
tecture. This is naturally a key requirement for designing efficient systems
that accommodate resource management capability. Structured and generic
interfaces are used to expose data from protocol entities in order to allow ad-
justing radio parameters at run-time. Indeed, standardized interfaces have
been widely adopted in any modern radio interfaces and standards. However,
the functionalities inside the devices and between some software entities are
usually proprietary.
In this thesis, we have developed well-defined, technology- and platform-
independent generic interfaces that provide an abstract and unified represen-
tation of data and services available from the protocol stack, ranging from old
legacy protocols to newer protocols. We have further extended the concept
of layer abstraction to general data abstraction in the component-based archi-
tecture of WSNs. Throughout the thesis, we have practically implemented
and demonstrated the prototypes of the proposed frameworks with bothWSN
platforms and WiFi hardware. The proposed solutions have been validated in
several scenarios including smart home monitoring tool (SHMT) and home
cognitive resource manager (HCRM). In addition, we have shown how the
utility mechanism can be exploited in the resource optimization process. We
summarize the work presented in this thesis in Section 8.1 and discuss possible
directions for the future work in Section 8.2.
8.1 SUMMARY OF RESULTS
At the beginning of the thesis, as a background, we have introduced the basic
concepts of generic interfaces and radio resource management techniques. We
have discussed on the main motivation for using the generic application pro-
gramming interfaces (APIs) that are the key to more flexible solutions as they
have the potential to enable portability and compatibility of implementations.
Additionally, we have reviewed three major resource optimization methods
used in this thesis, namely cross-layer optimization, cross-component optimi-
zation, and utility-based optimization.
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We have briefly discussed how the generic APIs could be used to obtain
the requested data in a unified manner for the layered and component-based
architectures. We have introduced a lightweight version of the unified link-
layer API (ULLA) for WSNs, offering technology-independent way to access
and control link-layer information. The ULLA has originally been designed as
part of the GOLLUM collaborative project where the focus has mostly been to-
wards more high-end embedded devices. However, as we have shown, it can
be modified to be a powerful tool for WSN use as well. We have also discus-
sed the generic network interface (GENI) that abstracts the transport/network
layer. The GENI architecture is very similar to that of ULLA. Apart from the
generic APIs used at the lower layers in the protocol stack, the architecture
and APIs of a common application requirement interface (CAPRI) have been
presented. The CAPRI allows applications to register their utility functions to
a resource controller at run-time and in automatic way and enables the imple-
mentation of utility-based optimization and run-time reconfiguration of ap-
plications. Further, we have extended the concept of link-layer abstraction to
more general data abstraction, so called universal data access engine (UDAE),
that enables a wider range of applications that can significantly benefit from
UDAE. The UDAE allows data sources and users to be added flexibly at run-
time. This enables capabilities for cross-component optimization and run-time
configuration, especially in a component-based architecture.
We have proposed a utility-based optimization framework for wireless net-
works that enables cross-layer optimization at run-time through well-defined
generic interfaces. In particular, the proposed framework allows (a) the re-
source optimizer to seamlessly retrieve data and services via ULLA and GENI
interfaces; (b) the applications to express their requirements by specifying dif-
ferent utility functions via CAPRI interface; and (c) the utility-based resource
optimization to use information from all OSI layers to maximize the network
utilization across multiple layers. The optimized parameters are reconfigured
in the protocol stack via ULLA, GENI and CAPRI interfaces.
In order to access data in a unified manner, we have defined a query lan-
guage. The ULLA query language (UQL), a subset of SQL, is used by queries
to request information from the storage or directly from the device driver, and
by request notifications to indicate an event that is used to trigger an asyn-
chronous notification. The UQL has also been applied to the UDAE to access
data from various software components. The utility function language (UFL),
used in the CAPRI context, uses a simplified version of textual notation for
mathematical expressions commonly used in computer algebra systems and
also supports simple conditions. The UFL is used to define utility functions
and conditions when registering utility functions in CAPRI.
In order to validate the proposed design ofWSNULLA, we have presented
the architecture and implementation of the ULLA on wireless sensor nodes. It
enables application development for sensor networks independently of the fi-
nally deployed sensor platform both for applications running on the nodes but
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also remotely in end-user devices. ULLA supports the retrieval of link layer
information as well as sensor readings via a convenient query interface that
follows the object oriented approach ensuring extensibility. Abstract class de-
finitions ensure that the API can be used in technology-independent manner,
and the extension of the database abstraction to cover link-layer information
as well is powerful feature with numerous potential uses. The offered notifica-
tion mechanism allows flexible definition of conditions and supports periodic
updates of attribute values. The detailed description of UQL processing has
been provided.
As WSN ULLA slightly differs from the standard ULLA, it still allows both
Remote and Local Link User (LU) to use the same UQL syntax. Of course, the
features of original UQL designed for high-end devices cannot be fully sup-
ported here. Furthermore, the query processings for Remote and Local LU
are treated differently. That is, in the case of queries from the Remote LU,
UQL queries are translated at run-time in the end-user computer. On the other
hand, in the Local LU, UQL processing has to be performed before compi-
ling of the nesC code during the TinyOS compile time. In our TinyOS proto-
type, we have implemented the link layer adapter (LLA) based on a standard
MAC algorithm in TinyOS offering the IEEE 802.15.4 physical layer and fra-
ming support. The performance of ULLA has been evaluated in terms of me-
mory footprint and query duration. The memory footprint of the prototyping
implementation has shown that the overhead added for the ULLA framework
is acceptable also for small and embedded devices. Also the query duration
tests lead to the conclusion that protocols taking decisions on per packet le-
vel can be improved using ULLA. In addition, example applications of the
sensor ULLA have been described, specifically a smart home monitoring tool
(SHMT). In particular, we have shown how the SHMT works by providing
some examples of UQL queries used in our prototype which include simple
attribute queries, periodic and event-based notification requests.
Further, the architecture and implementation of the CAPRI have been ex-
plained. In contrast to traditional utility-based optimization approaches that
usually aim at optimizing a single application deployed for the entire sys-
tem, the CAPRI approach aims to generalize and express the requirements
of multiple applications by means of specifying utility functions to describe
the performance objective in a quantifiable manner. Multiple applications are
weighted according to the levels of application priority that can be assigned by
the system administrator of the application user. CAPRI allows two kinds of
applications to register and update their utility functions: CAPRI-aware and
legacy applications (applications that are not developed with the CAPRI in-
terface and library to run within the framework). In addition, we have shown
that the system can potentially be employed to tune the application parameters
in order to maximize network utilization. This is crucial especially in some cir-
cumstances when optimizer is limited with physical conditions where typical
optimization cannot be used. As CAPRI was initially designed as an interface
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supporting the cognitive resource management framework (CRM) that sup-
ports the principles of modularity, run-time reconfigurability, open interfaces
and open policy language. The CRM framework enables an easy implementa-
tion of cross-layer optimization, complex control and learning mechanisms.
Therefore, when CAPRI is enabled, it allows the CRM to control some tu-
nable applications parameters. Together with ULLA and GENI in other layers,
these allow the CRM to reconfigure the parameters in the different layers in a
technology-, platform-, and protocol-independent manner. It is important to
note that CAPRI is not dependent on the presence of CRM. It can be also used
with any other resource manager if the data format is respected.
We have proposed the concept of Universal Data Access Engine (UDAE)
into WSNs. UDAE allows application developers to access information via
a well-defined query interface either locally on the sensor nodes or remotely
in more powerful devices. Generalization and abstraction of data are defined
in technology-independent manner that simplify developing processes for the
application writers that see WSNs as database. In addition, we have descri-
bed how UDAE can be potentially employed to obtain cross-component op-
timization by having a common inter-mechanism signaling mechanism. The
UDAE design and its interfaces are independent of the operating system it is
implemented in. We have successfully ported UDAE to two distinct opera-
ting systems, Contiki and TinyOS. The implementation on Contiki is fully ba-
sed on preemptive multithreading design philosophy. Along with the RUNES
middleware, we have shown that the Contiki UDAE implementation is very
flexible and reconfigurable both on the component level and system level.
On the other hand, the implementation on TinyOS benefits from well-defined
nesC interfaces and component-based and split-phase mechanism. The per-
formance evaluation results show that the memory footprint, average query
duration and energy consumption of the prototyping implementation are de-
finitely acceptable. This indicates that our UDAE design concept is lightweight
and can be used in applications targeting the longest deployment times as
well. Furthermore, we have exhaustively discussed about challenges in cross-
component optimization and runtime configuration using UDAE.
In order to investigate the proposed architectures, we have demonstrated
and analyzed several realistic scenarios. Specifically, the UDAE has been va-
lidated with three different practical cases. First, the UDAE is employed as
a shared data storage that allows two software components (application and
routing components) to retrieve the same desired information and thus avoid
redundant packet transmissions from both components. Second, we have
shown that the UDAE can be integrated with the RUNES middleware fra-
mework that allows dynamic reconfiguration by means of parameter tuning
and switching between components at run-time. Third, the UDAE has been
performed in a live demonstration in order to provide runtime resource op-
timization according to a utility function pre-defined at the pre-deployment
phase. The live demonstration allowed the visitors to observe the changes
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in the datarate in order to maximize the utility values. Further, the CAPRI
prototype implemented in the CRM framework has shown that CAPRI could
be efficiently used resources according to applications priorities in both non-
cooperative and cooperative environments.
8.2 FUTURE WORK
The presented work can be pursued and extended in multiple directions. In
the following, we focus on tangible research directions that are related to this
work.
The basic architectural work for the generic interfaces and the utility-based
resource optimization framework is quite mature. However, there is a lot of
implementation specific research that is still required. In our work we did
not consider some specific implementation details of reconfigurable and de-
composable protocol stack. First, we could focus our study on the Physical
(PHY) and Medium Access Control (MAC) layer and make them more recon-
figurable. Second, another key area for innovation would be to study how the
designed protocol stack is systematically and efficiently decomposed at run-
time, taking into account several research issues such as task synchronization
and interoperability. This research work could pay high dividends and some
early work has been already started towards realizing this research vision.
Our future plan in the utility-based optimization framework is to get the
system as close as possible to the reality. It would be beneficial to study more
complex optimizationmethods that can be used to effectively solve the optimi-
zation problems at runtime. Further, on the experimental side, more real-life
scenarios could be tested in order to fine-tune the optimization process. To-
gether with a more reconfigurable protocol stack, this research work would
enable better resource management.
It would be also interesting to integrate an offline optimizationmethod into
our runtime optimization process that would bring complex control to better
achieve the desired network-wide optimization goal. This could be performed
in more high-end devices that enables optimization in a centralized manner.

AABBREVIATIONS
In the following we list the acronyms used throughout this thesis in the alpha-
betic order. We always list capital letters first.
ALA Application Layer Adapter
AP Access Point
API Application Programming Interface
AP Application Provider
APP Application Layer
AU Application User
CAPRI Common Application Requirement Interface
CRM Cognitive Resource Manager
CSMA-CA Carrier Sense Multiple Access with Collision Avoidance
DP Data Provider
DU Data User
FID Flow Identification
GENI Generic Network Interface
HCRM Home Cognitive Resource Manager
IP Internet Protocol
LL Link Layer
LLA Link Layer Adapter
LLC Logical Link Control
LP Link Provider
LQI Link Quality Indicator
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LU Link User
MAC Medium Access Control
NLA Network Layer Adapter
NWK Network Layer
PHY Physical layer
OSI Open System Interconnection
QAU Query Assembler Unit
QoS Quality of Service
RAM Random Access Memory
RF Radio Frequency
ROM Read Only Memory
RRM Radio Resource Management
RSSI Received Signal Strength Indicator
SA Sensor Adapter
SHMT Smart Home Monitoring Tool
SQL Structured Query Language
TCP Transmission Control Protocol
TP Transport Layer
UDAE Universal Data Access Engine
UDP User Datagram Protocol
ULLA Unified Link Layer API
UQL ULLA Query Language
UQP ULLA Query Processing
USL Utility Specification Language
VLC VideoLAN Client
WLAN Wireless Local Area Network
WSN Wireless Sensor Network
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