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ABSTRACT 
Development of an Integrated Gaussian Process Metamodeling 
Application for Engineering Design 
 
Collin Richard Baukol 
 
 As engineering technologies continue to grow and improve, the 
complexities in the engineering models which utilize these technologies also 
increase. This seemingly endless cycle of increased computational power and 
demand has sparked the need to create representative models, or metamodels, 
which accurately reflect these complex design spaces in a computationally 
efficient manner. As research into metamodeling and using advanced 
metamodeling techniques continues, it is important to remember design 
engineers who need to use these advancements. Even experienced engineers 
may not be well versed in the material and mathematical background that is 
currently required to generate and fully comprehend advanced complex 
metamodels. A metamodeling environment which utilizes an advanced 
metamodeling technique known as Gaussian Process is being developed to help 
bridge the gap that is currently growing between the research community and 
design engineers. This tool allows users to easily create, modify, query, and 
visually/numerically assess the quality of metamodels for a broad spectrum of 
design challenges. 
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NOMENCLATURE 
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ܴܯܵܧ௔௕௦ = Absolute root mean squared error 
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1. Introduction 
The Need for Metamodels 
Modern day aeronautical engineers are continually given new and 
complex grand challenges, including simultaneously reducing emissions, noise 
and cost, all while developing multi-mission aircraft. These grand challenges are 
not limited to aeronautical engineers, but are continuing to affect engineers in all 
design fields. Those engineers striving to develop further complex systems 
continually heighten the demands placed on modern computing resources. 
Thankfully, we expect computing resources to become faster and more powerful; 
however, designers cannot put progress on hold while we wait for the ultimate 
computer. The increasing complexity of systems and the tightening 
environmental, economic, and performance demands placed on them drive the 
need for a continual increase in the fidelity of analysis throughout the design 
process. Naturally, running numerous complex models in the design process 
quickly becomes prohibitive.  
Another problem plaguing engineers, specifically those working in a 
multidisciplinary design optimization field, is the problem of size1. Koch points out 
that traditional parametric design approaches which work well for small, simple 
problems, become inefficient and inappropriate when applied to large scale, 
complex systems. Three specific issues that are related to size are: the number 
of variables and responses, computational expense, and multiple objectives with 
uncertainty. As the number of input variables and responses increase, traditional 
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methods of holding variables constant while changing others become extremely 
inefficient and do not provide deep insight to the problem space. As mentioned 
earlier, as computational power increases, the need for complex codes will 
continue to increase. In a preliminary design there might be a level of uncertainty 
associated with the requirements, which drives the need for regions of good 
designs instead of an optimal design point, which becomes increasingly complex 
as data and variables are added1. 
These continuing challenges have led designers to adopt approximate 
surrogates for high fidelity models known as metamodels.  
Metamodeling Background 
Metamodels use a set of sample data to build an approximate model of 
the function used to evaluate the sample data. The metamodel may then be used 
as a surrogate for the original function. This enables entirely new approaches to 
design and allows design studies to be carried out more easily, faster, and 
cheaper. There are a wide variety of metamodeling techniques available for use, 
each with its own characteristics, strengths, and weaknesses. Regardless of the 
technique being used, metamodels can play a role in the following: model 
approximation, design space exploration, problem formulation, and optimization 
support2. Model approximation is one of the main goals of metamodeling (the 
process of building metamodels), and is discussed in the next section. Design 
space exploration not only allows the engineers to generate a better 
understanding of the design problem cheaply, but this area also has the potential 
for improved visualization of the design space. As the level of knowledge about a 
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design space increases, the ability to efficiently formulate a specific design 
problem can be enhanced, and a problem that is easier to solve can be created. 
Lastly, various types of optimization problems that require computationally 
expensive operations can be run on inexpensive metamodels. 
Goals of a Metamodel 
Some primary goals when creating any type of metamodel include building 
a good approximation, generating performance visuals and measurements, and 
providing a confidence indicator for the estimated performance measures3. 
Without these parts, the ability to confidently use the metamodel drops 
dramatically. 
 Building a good approximation is essential because that is the entire 
purpose of creating a metamodel. It is designed to model the functionality of 
computationally intensive and expensive models in a cheap and efficient manner. 
However, if this approximation is not adequate, then there is no point in having a 
metamodel. 
 Generating performance measures to assess the quality of the 
approximation is crucial because it provides a metric which allows the user to get 
an understanding of the quality of the metamodel. This knowledge allows even a 
less experienced user to make changes to a metamodel and get an 
understanding of whether the changes they made have made the model better or 
worse. This also allows for the ability to run optimization techniques on the 
metamodel to get the best possible model for the given data. 
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 Along the lines of developing performance visualizations for the 
metamodel, providing a confidence indicator for the estimated performance 
measures is important because it allows the user to obtain results relating how 
their estimated performance measurements compare to the true performance 
measurements. This is a challenge in practice because it can require additional 
analysis to obtain true performance, which can be very expensive. 
Global and Local Metamodels 
 Any metamodel can be broadly categorized into one of two forms; global 
metamodels or local metamodels4. This section will briefly touch on the 
differences and characteristics of each metamodel form, and a thorough 
explanation can be found in reference [4]. 
 Global metamodels are valid for the entire design space, and vary in the 
sense that a change in the value of one sample point, or the addition/removal of 
a sample point, changes the metamodel value throughout the entire domain. This 
type of metamodel was used particularly frequently during the initial rise of 
metamodeling because most least square regression techniques, including 
polynomial response surfaces, are global metamodels5. This global form for a 
metamodel means that the model will not be able to pass through all of the data 
points, but can only pass near them. Such behavior actually becomes desirable 
when the systems being modeled are noisy instead of deterministic. In this 
research, all of the data is based on deterministic computer codes, which means 
they are guaranteed to return the same response given the same inputs.6 
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 Local metamodels are valid in the vicinity of where they are generated or 
modified4, and vary in the sense that a change in the value of one sample point, 
or the addition/removal of a sample point, changes the metamodel value in the 
neighborhood of the change. Some examples of local metamodels include 
moving least squares regression and any type of interpolation. Unlike global 
metamodels, local metamodels assume the simplest local form of the function 
being modeled5. If the training points which define the function being modeled 
are spread out globally throughout the function space, global behavior can still be 
built, but is very complex because it is the combination of all of the localized 
behaviors. An advantage of a local metamodel is that it exploits the fact that even 
complex behavior is simple at a small enough scope. Because of the localized 
nature of these types of metamodel, the model will usually pass directly through 
the data points, which is more ideal when using deterministic data. 
 Regardless of what form of metamodel is being used, the metamodeling 
technique will have to be trained to best fit the training data. More on the specific 
training method for this research will be discussed in a later section, but it is 
important to note one more distinction between global and local metamodels, 
specifically in terms of error estimation. Because global metamodels vary 
globally, changing, removing, or adding points will affect the entire model. 
Because of this, error estimation methods involving the training data cannot be 
used, and error estimation methods that involve test points must discard the test 
points after their use. On the other hand, local metamodels can use the training 
data to perform error analysis, and any test points that are created can be added 
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as they will only affect the area in question, and actually bring the error at the 
exact point in question down to zero (assuming the metamodel goes through the 
training data). 
A History of Metamodeling 
To understand the current focus of metamodeling, it is useful to take a 
look at the history of metamodeling and what factors have driven its 
development. 
 Although the general process of creating an approximation of an 
underlying response has been used and documented as early as the early 20th 
century7, the research community did not think of these approximations as 
models of models until the rise of cheaper computational power in the 1970’s8.  
The development of complex computer codes was beneficial for analysis, but the 
codes were often computationally expensive, and it was desired to fit a cheaper 
predictor to the data9. It was this need to develop cost-effective predictors that 
drove much of the metamodeling, and metamodeling techniques research in the 
1980’s and the early 1990’s, which led to the development of two-point 
approximations10. The use of a set of design points along with a response 
surface methodology was more heavily researched and applied at this time 
because the design engineers faced the problems associated with using complex 
analysis codes. These early methods allowed designers to build approximations 
of an entire design space, but these design spaces were limited in the number of 
design variables that could be used11. 
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 Research into response surface methodologies expanded with the NASA-
funded research that was taking place due to the High Speed Civil Transport 
vehicle. As research continued, and as response surfaces became more widely 
understood, the limitations of this methodology also became clearer. The primary 
challenge for multidisciplinary design optimization at this time was computational 
expense, and organizational complexity12. Even as research continues, one of 
the primary problems in the design community is still computational expense. 
However, some other problems are starting to arise with metamodeling at this 
point in time, mainly that the response surfaces being used did not handle highly 
non-linear design spaces well, and had problems with high dimensionality11,13. 
Toward the end of the 1990’s and into the 2000’s, these problems led to the 
development of approximation models based on mathematically rigorous 
techniques. 
 In what can be considered the modern-day metamodeling research, the 
focus has shifted away from response surfaces and polynomial expressions, and 
has instead shifted toward radial-basis functions14,15, Kriging16, and neural 
network methods17,18. This shift was a response to the problems that had 
developed at the end of the 1990’s, specifically that the response surface 
methods were limited in the number of design variables that could be looked at. It 
had always been important with traditional response surface methodology to 
reduce the number of unimportant design variables, but eventually the complexity 
of design problems started making this goal more difficult to attain19. Considering 
past metamodeling problems and the responses that followed, the current 
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problems facing the metamodeling community should be looked at in order to 
guide current and future research. As discussed earlier, computational 
complexity is still a problem even though computer resources have become more 
powerful, simply because the new computational codes are even more 
complicated. This increase in model complexity has been welcomed by the 
analysis community, but puts an increased burden on design engineers20. 
One problem that has been around but is gaining more attention, is 
validating a metamodel, and producing a way of visualizing a design space11. 
Having a method of visualizing an N-dimensional hyperspace will aid a designer 
in choosing amongst multiple, competing design points21. Fast, graphical design 
interfaces have also been shown to have a positive influence on the 
effectiveness on solving a design problem22. 
A Need for a Metamodeling Tool 
Developing good engineering metamodels comes with its own set of 
challenges. Metamodeling has produced new and improved developments as 
research has continued in this field. However, as pointed out by Wang2, a gap 
appears to be growing between the research community and design engineers. 
Wang suggests that this widening gap is due to the mathematical involvement of 
metamodeling and that metamodeling evolves with information from multiple 
disciplines. Metamodeling is supposed to be a time saving process, but without a 
well designed, and useable tool, metamodeling can become counterproductive. 
This point was made clear on a visit to Lockheed Martin Aeronautics, 
Skunkworks division in fall of 2007. Engineers at the facility were enthusiastic 
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about using metamodels, but were intimidated by the metamodeling process 
itself, thinking that it was too difficult without an in depth knowledge of 
metamodeling and metamodeling techniques. These engineers expressed a 
clear need for an encompassing metamodeling tool. In order to be useful, this 
tool must be able to create and store metamodels either from scratch or from 
previous data, and it must allow users of the tool to be able to query and use the 
metamodels they have created23.  
For advanced metamodeling techniques to become more widespread it is 
important to have them in an environment that is easily understood without too 
much of a learning curve. Of course, it is possible to develop a metamodeling 
tool which will insulate the user from all the mathematical complexity; 
unfortunately, such a tool would probably just create another black box, still 
depriving the user of any confidence in the resulting metamodel. The best way to 
learn a program is to use it and gain experience, but if a tool is too complicated, it 
can have a negative impact by driving people away from the tool due to 
frustration. It is up to the designers of the metamodeling tool itself to make a 
product that is manageable for its target user. The aim of this research is to 
create a user friendly metamodeling tool for design engineers to create, modify, 
assess, and use advanced metamodels. This tool should not only be relatively 
easy to use, but it should provide insight as to how the metamodel, and the math 
generating the metamodel, work and change. 
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Although current metamodeling tools exist (such as JMP*, Dakota†, and 
OPTIMUS‡), they have downsides in that they are not very general, they do not 
have much content in terms of metamodel assessment, and they are not geared 
toward the design process. Because of this, the research community needs to 
move its focus on metamodeling toward the needs of the design engineers. The 
goal of this research is to make not only building and using, but understanding 
metamodels easier for a design engineer. 
 To successfully develop a metamodeling tool, every aspect of the 
metamodeling process needs to be looked at and enhanced. Figure 1 visually 
represents the six general steps that are involved in the metamodeling process. 
Next to each metamodeling step is a text box describing specifically how this 
research has helped advance that metamodeling step.  
                                            
* www.jmp.com 
† www.cs.sandia.gov/DAKOTA 
‡ www.noesissolutions.com 
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Figure 1 - The Metamodeling Process 
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2. Metamodeling Techniques 
The following descriptions of different metamodeling techniques are meant 
to provide a brief overview and not a thorough explanation of the many 
techniques which exist. For a more detailed description please see references 
[24], [25], and [27]. 
Simple Metamodels 
There are a variety of types of metamodeling techniques ranging from the 
very basic to the highly advanced. Many people have actually used a basic 
metamodel without even knowing it when they have used linear interpolation. 
Linear interpolation can be used in N-dimensions by choosing ܰ ൅ 1 non-
degenerate points in the neighborhood of the point of interest to specify a linear 
N-dimensional function5. As simple and as easy to implement as linear 
interpolation is, it has drawbacks in that, although continuous, the metamodel is 
not smooth, meaning that the derivatives of the metamodel are discontinuous. 
Another method that is commonly used is the response surface 
methodology. This method fits first and second-order polynomials to the system 
response, typically in the following form24: 
 
߮ሺ࢞ሻ ൌ ߚ଴ ൅ ෍ ߚ௜࢞௜
௞
௜ୀଵ
 
߮ሺ࢞ሻ ൌ ߚ଴ ൅ ෍ ߚ௜࢞௜
௞
௜ୀଵ
൅ ෍ ߚ௜௜࢞௜
ଶ
௞
௜ୀଵ
൅ ෍ ෍ ߚ௜௝࢞௜࢞௝
௞
௝வ௜
௞
௜ୀଵ
 
(1) 
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Some advantages of using response surfaces are that they have 
smoothing capabilities, which are desirable for noisy data, and the coefficients 
can be easily stored25. However, Meckesheimer states that a second-order 
response surface is not intended to fit well over the entire region of operability, 
but only in a relatively narrow region of interest that has been located by prior 
experimentation. The simplicity of using response surfaces makes them enticing, 
but their narrow scope can be a disadvantage if a large design space is being 
investigated, or if the behavior is known and is highly non-linear26. 
Advanced Metamodels 
Radial basis functions use linear combinations of radially symmetric 
functions based on a Euclidean distance as a more heuristic approach to building 
a metamodel24. A simple and commonly used form of a radial basis function is, 
 
߮ሺ࢞ሻ ൌ ෍ ߚ௜ԡ૚ ൅ ݎଷԡ
௜
 (2) 
 
where ߮ሺ࢞ሻ is replaced with ݂ሺݎ௜ሻ and the resulting system can be easily solved 
for ߚ௜. This is a method that is not yet being implemented, but should be 
investigated in the future because of its relative ease, and promising results27. 
A more advanced technique of creating a metamodel is to use a Gaussian 
Process, also known as Kriging models. A Gaussian Process is a statistical 
generalization of the Gaussian probability distribution. It works by using Gaussian 
random functions to obtain function behavior at a finite number of points. It will be 
discussed in more depth in the next section.  
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3. Gaussian Process Metamodeling 
The Gaussian Process framework is sophisticated, consistent, and is 
computationally tractable28. The mathematics behind this process are by no 
means trivial, and non-trivial steps are omitted from this discussion. The author 
recommends turning to reference [28] for a detailed and encompassing 
discussion. 
Gaussian Random Functions 
 A random function is any function drawn at random from a set domain of 
possible functions. To help understand this concept, a simple one dimensional 
function will be used as an example. This example is similar to the example 
found in reference [5].  
 ݂ሺݔሻ ൌ ߚ଴ ൅ ߚଵݔ ൅ ߚଶݔଶ (3) 
 
 If we are looking for functions that follow the form of equation (3), then the 
domain of random functions is restricted to all quadratic functions. A Gaussian 
random function follows this same logic, in that a Gaussian random function is a 
random function ݕሺ࢞ሻ where, for any number ሺ0 ൏ ݊ ൏ ∞ሻ of points ሺݔଵ, … , ݔ௡ሻ, 
the distribution of random variables ሺݕሺ࢞ଵሻ, … , ݕሺ࢞௡ሻሻ is also Gaussian5. In a 
Gaussian Process, the model is specified by its mean function, and a covariance 
function (a function which looks at the covariance between responses at a pair of 
data points). More often than not a zero mean function is used, so the covariance 
function becomes the main component of the Gaussian Process behavior28. The 
parameters that control the covariance function are called hyperparameters. 
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Bayesian Inference 
 The Gaussian Process metamodel relies on Bayesian inference, which 
uses past behavior to shape the probability of an outcome. With this notion let us 
look at a model hypothesis, ܪ, and the past observations, the evidence, ܧ. The 
term ܲሺܪ|ܧሻ should be read as the probability of the hypothesis given the 
evidence, and is known as the posterior. The term ܲሺܧ|ܪሻ is the probability of the 
evidence given the hypothesis, and is known as the likelihood. The probability of 
the hypothesis, known as the prior, is ܲሺܪሻ, and the probability of the evidence, 
known as the evidence, is ܲሺܧሻ. Bayes’s theorem can then be expressed as the 
following. 
 
ܲሺܪ|ܧሻ ൌ
ܲሺܧ|ܪሻܲሺܪሻ
ܲሺܧሻ
 (4) 
 
Bayes’s theorem can sometimes be more inherently understood if it is 
written in this form, but with the definitions from earlier. 
 
݌݋ݏݐ݁ݎ݅݋ݎ ൌ
݈݈݄݅݇݁݅݋݋݀ כ ݌ݎ݅݋ݎ
݁ݒ݅݀݁݊ܿ݁
 (5) 
 
A broad view of metamodeling consists of making predictions on the 
approximate function without knowing the true generating function. This 
approximate function takes the form of ݕሺ࢞ሻ, and is built on a set of ݊ 
observances for the function observances ݕ௜ at the input points ࢞௜29. These 
observed responses are gathered into a vector, ݕ௡ ؠ ሺݕଵ, … , ݕ௡ሻ and the input 
vectors are collected into a matrix,  ࢄ௡ ؠ ሺ࢞ଵ, … , ࢞௡ሻ. 
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In a Gaussian Process metamodeling sense, we use Bayes’s theorem to 
confirm the hypothesis, the function ݕሺ࢞ሻ, given the evidence, which is the 
training data, ࢄ௡, ࢟௡. Thus, the Gaussian random function provides the prior over 
the function space5. 
 
ܲሺݕሺݔሻ|ࢄ௡, ࢟௡ሻ ൌ
ܲ൫ࢄ௡, ࢟௡หݕሺݔሻ൯ܲሺݕሺݔሻሻ
ܲሺࢄ௡, ࢟௡ሻ
 (6) 
 
Prediction with Bayesian Inference 
 The key component for Gaussian Process metamodeling is to use this 
Bayesian inference to do two things: choose the random function that best fits 
the data, and choose the most likely generating function from the Gaussian 
random function (in other words, calculate the mean and variance for a set of 
data points). The following discussion consists of excerpts taken from reference 
[28]. Please see Rasmussen for the completely developed derivation. Also note, 
this derivation is for deterministic data, and should not be used for noisy data, 
although the same derivation technique can be applied with an extra noise term 
in the covariance matrix. 
 Starting in a function-space view, the Gaussian Process is defined as a 
collection of random variables, any finite number of which has a Gaussian 
distribution. It is also known that a Gaussian Process is completely specified by 
its mean function and covariance function. Given a real function ݂ሺ࢞ሻ we define 
the mean function as ݉ሺ࢞ሻ and the covariance function as ݇ሺ࢞, ࢞ᇱሻ. From this we 
can write the Gaussian Process as: 
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 ݂ሺ࢞ሻ~ܩܲሺ݉ሺ࢞ሻ, ݇ሺ࢞, ࢞ᇱሻሻ (7) 
 
 As mentioned earlier, it is common practice, although it is not necessary, 
to set the mean function to zero. For this research, a zero-mean function is used, 
completely defining the Gaussian Process by its covariance function. According 
to the prior, the joint distribution of the training outputs, ࢌ, and the test outputs, 
ࢌכ, is: 
 
൤
ࢌ
ࢌכ
൨ ~ܰ ൬૙, ൤
ܭሺܺ, ܺሻ ܭሺܺ, ܺכሻ
ܭሺܺכ, ܺሻ ܭሺܺכ, ܺכሻ
൨൰ (8) 
 
 It should be noted that for this Gaussian Process discussion, the test 
points refer to the point where a response is being estimated. In this form, the 
covariance matrix consists of the covariances at all pairs of training data, ܭሺܺ, ܺሻ, 
test points, ܭሺܺכ, ܺכሻ, and the cross terms, ܭሺܺכ, ܺሻ. It can be shown that the 
distribution on the right of equation (8) is conditioned based on the training 
outputs ࢌ.  
 ࢌכ|ܺ, ࢌ, ܺכ ~ ܰ൫ܭሺܺכ, ܺሻܭሺܺ, ܺሻିଵࢌ, ܭሺܺכ, ܺכሻ
െ ܭሺܺכ, ܺሻܭሺܺ, ܺሻିଵܭሺܺ, ܺכሻ൯. 
(9) 
 
 At this point, Rasmussen introduced the marginal likelihood, which is the 
integral of the likelihood times the prior. It is called the marginal likelihood 
because of the marginalization over the function values of ࢌ. To find the 
Gaussian random function that best describes the data, the marginal likelihood 
needs to be maximized. However, for improved numerical behavior, an optimizer 
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operates to minimize the negative log marginal likelihood instead of maximizing 
the marginal likelihood5. The negative log marginal likelihood can be seen below. 
 
ln ܲሺࢌ|ܺሻ ൌ
1
2
ࢌ்൫ܭሺܺ, ܺሻ൯
ିଵ
ࢌ ൅
1
2
ln|ܭሺܺ, ܺሻ| ൅
݊
2
ln 2ߨ (10) 
 
The Covariance Function 
 There are many different types of covariance functions, all of which can be 
used for different situations. As stated by McDonald, “The covariance function 
allows one to build knowledge of the underlying function into a model5.” 
Remembering that the covariance function is the covariance between the 
response of a pair of input points; to have a valid covariance function for a 
Gaussian random function, the covariance function must be positive semi-
definite. Covariance functions are also based on kernels, and therefore follow the 
rules governing kernels, namely that the sum of two kernels is a kernel, and the 
product of two kernels is a kernel28. What this implies is that on top of the vast 
selections of possible covariance functions, these functions can be combined to 
form new covariance functions for different model behavior. Another important 
quality of a covariance functions for metamodeling is that there are no restrictions 
on using different covariance functions for different input variables. This means 
that if a model is known to have sinusoidal behavior in one particular dimension, 
a sinusoidal specific covariance function can be used for that particular input 
variable, and only for that input variable. 
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 Although the process of building a semi-definite covariance function is 
non-trivial, there are many resources available that describe different covariance 
functions that can be used and the benefits and limitations of these different 
types. For an extensive look at different types of covariance functions, the author 
suggests viewing reference [28]. 
 The covariance function that was used for this research is the squared 
exponential (ܵܧ) covariance function, and it is the most commonly used 
covariance function in the metamodeling field28,30. The form of this covariance 
function that was used in this research is below. 
 
ܭ൫ݔ௜, ݔ௝൯ ൌ
1
ߠଵ
݁ݔ݌ ൤െ
1
2
൫ݔ௜ െ ݔ௝൯
ଶ
· ࢘൨ ൅ ߜ௜௝ߠଷ (11) 
 
 The ܵܧ covariance function is parameterized by the set of 
hyperparameters, દ ؠ ሺߠଵ, ߠଷ, ݎଵ, … , ݎ௠ሻ, for a function of ݉ input coordinates. One 
of the benefits of using the ܵܧ covariance function is that it is infinitely 
differentiable, which is advantageous when using the covariance function in an 
optimizer where knowing information about the derivative can be very helpful, if 
not necessary. The unconstrained optimizer that was developed for this research 
requires derivative information. This infinite differentiability means that the ܵܧ 
covariance function is very smooth, which is generally a desirable thing, but can 
become less desirable if the underlying function has discontinuities in the 
function or its derivative23. However, as mentioned earlier, different covariance 
functions can be used for different input variables if the need arises. 
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Hyperparameters 
 As mentioned previously, the hyperparameters for the ܵܧ covariance 
function are દ ؠ ሺߠଵ, ߠଷ, ݎଵ, … , ݎ௠ሻ, for a function of ݉ input coordinates. The 
different hyperparameters control different aspects of the metamodel. The ߠଵ 
hyperparameter controls the overall length scale of the function. The ߠଷ 
hyperparameter controls the scale of the input independent noise, in other words, 
how close the metamodel comes to passing through the training data points. The 
ሺݎଵ, … , ݎ௠ሻ hyperparameters measure the length scale of variation in each ݉ input 
direction. The use and definition of these hyperparameters is governed by the ܵܧ 
covariance function, and the decision to use them was made by Dr. McDonald in 
earlier research. As mentioned earlier, their use, in one form or another, is 
common in many Gaussian Process metamodeling applications30. 
Regardless of what technique is being used to develop a metamodel, the 
model needs to learn how to behave, and a set of training data is used to do this. 
For radial basis functions, the training data is used to set the ߚ௜ coefficients, and 
for a Gaussian Process metamodel, the training data is used to set the 
hyperparameters. The training data points are the only points where the true 
model function value is known, and because of this, it is generally thought that 
the more training data one has, the better one’s metamodel will be5. However, in 
a Gaussian Process, the covariance matrix needs to be inverted during 
optimization, which can become computationally expensive, depending upon the 
number of training points. Because of this, this research will examine the number 
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of training points being used in a metamodel and the associated error of the 
metamodel. 
Optimizing the Hyperparameters 
As mentioned earlier, the hyperparameter selection method used in this 
research is an optimization routine. Having an optimization routine to select the 
hyperparameters is very beneficial to the user, but does introduce some dangers. 
Depending on the starting point for the optimization search, there is a possibility 
that the optimizer might find a local optimum instead of a global optimum. This 
potential problem has been identified and there are ways that the user can 
prevent this issue. For this research, a metamodel explorer is used to help 
visually display what is happening in the hyperspace that is the metamodel. If a 
local minimum for the hyperparameters is found that is drastically different than 
the global minimum, this should be visible using the metamodel explorer. Once 
identified, the user can either manually adjust the hyperparameters, or the user 
can reset the hyperparameters to start the optimization search from a new 
position. This situation will be described in more detail in section 5. 
The specific optimization method used for this research is the Polak-
Ribiere conjugate gradient method. Conjugate gradient methods attempt to 
achieve both efficiency and reliability by associating conjugacy properties with 
the steepest descent method31. The search direction, ࢙, for a conjugate gradient 
method using the gradient, ࢍ, and the coefficient of the conjugate gradient 
method, ߚ, is defined below. 
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 ࢙ሺ௞ାଵሻ ൌ െࢍሺ௞ାଵሻ ൅ ߚሺ௞ሻ࢙ሺ௞ሻ 
 (12) 
 
 Note that for conjugate gradient methods, when ݇ ൌ 0, ߚ଴ ൌ 0. From 
equation (12), it can be seen that the necessary items required for an 
optimization routine are a method for determining ߚ, a line search method, and 
some type of decision criteria to determine when an optimal point has been 
found. For a Polak-Ribiere method, ߚ is defined as: 
 
ߚሺ௞ሻ ൌ
൫ࢍሺ௞ାଵሻ െ ࢍሺ௞ሻ൯
்
ࢍሺ௞ାଵሻ
ࢍሺ௞ሻ೅ࢍሺ௞ሻ
 (13) 
 
 This method was compared against other conjugate gradient methods, 
such as the Fletcher-Reeves method, in terms of both accuracy and efficiency. 
However, in building the unconstrained optimizer it was found that these other 
methods took more line searches and function evaluations to come to the same 
answer, or a slightly less accurate answer. These other methods also had more 
problems with converging on an answer in general. Although the data can be 
erratic sometimes, this research showed the Polak-Ribiere method consistently 
outperformed the Fletcher-Reeves method and a Conjugate descent method, 
which agrees with findings of other authors in the field31.  
 The line search that is used along with the Polak-Ribiere method is a 
custom written, cubic line search. This search method is based upon a cubic 
search written by Carl Rasmussen32. This line search, although internally 
complicated, has proven to be very robust, and given a sufficient set of training 
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data, has also proven itself to find a globally optimized hyperparameters on a 
single run from an arbitrary starting position. Another benefit to this search 
routine is that it works essentially on only four different stored points. This small 
number of stored points is desirable when the problem space has many input 
variables. 
 Along with the line search and the conjugate gradient method, some type 
of decision criteria is needed to determine if an optimum has been found. Within 
this optimization routine as a whole, there are actually two different decision 
criteria that determine two different things. The first set of criteria is built into the 
line search and determines when an optimum point has been reached in that 
particular search direction. The criteria used here are Wolfe-Powell conditions33. 
 Wolfe-Powell conditions were initially developed to allow line search 
terminations using low accuracy line searches, while still forcing convergence31. 
These conditions can be thought as a left and right bracket for the one-
dimensional line search where the goal is to find a step, ߙ, that provides a 
significant reduction in the function value, while staying away from the left and 
right extremes of the interval. The Wolfe-Powell condition to exclude the right-
side extreme of the search direction is based upon the right-hand condition of the 
Goldstein conditions:  
 ݂ሺߙሻ ൑ ݂ሺ0ሻ ൅ ߙߩ݂ᇱሺ0ሻ (14) 
 
 The left hand extreme is limited not by the function value, but by the slope 
of the initial point and by the step size. 
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 ݂ᇱሺߙሻ ൒ ߪ݂ᇱሺ0ሻ (15) 
 
 These two conditions introduce two new variables, ߪ & ߩ. There are 
restrictions on the values of these two variables which is best summarized by the 
expression 0 ൏ ߩ ൏ ߪ ൏ 1. From equation (15), it is clear that ߪ needs to be less 
than 1, but in order to guarantee that ߩ is always less than ߪ, ߩ is defined as 
ߩ ൌ ଵ
ଶ
ߪ. This also satisfies a constraint from the original Goldstein condition that 
ߩ ൑ ଵ
ଶ
. Larger values of ߪ ሺߪ ൐ 0.5ሻ are considered loose conditions, whereas 
smaller values of ߪ are considered tight conditions. Tight Wolfe-Powell conditions 
were used in this research by setting ߪ ൌ 0.1. This can be manually changed to 
speed up the optimizer, depending on the nature of the function being optimized, 
but is probably not worth loosening for most uses. 
 The second decision criterion is used outside of the line search in the 
Polak-Ribiere method to determine if the entire optimization routine has found an 
optimal point. Even though this is handled outside of the line search, it is still 
closely integrated with the line search. The line search can exit in one of two 
ways: one of the Wolfe-Powell conditions can no longer be satisfied, or the 
maximum number of function evaluations allowed per line search has been 
reached (currently set to 20 function evaluations per line search). If this second 
method of exiting the line search is used, a flag is sent to the Polak-Ribiere 
routine informing it of a line search “failure.” In this sense failure is not 
necessarily a negative term, but simply means that the line search cannot find a 
better step that satisfies the Wolfe-Powell conditions. 
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 After one line search failure, the Polak-Ribiere steps aside and the search 
direction is chosen by the method of steepest descent. This new steepest 
descent search direction is fed into the line search for another attempt. If this line 
search is successful, a new step is identified, the Polak-Ribiere technique is once 
again used, and the information regarding a “failed” line search is erased. If the 
line search using the steepest descent search direction also fails, the overall 
optimization schema sees that there have been two line search “failures” in a 
row, and exits, concluding that it is at an optimal point. This decision criteria of 
combining line search methods with the optimization technique is not commonly 
used, but has shown very promising results with this research, and is 
recommended for future research. 
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4. Metamodel Assessment 
The Need for Metamodeling Assessment 
A major goal when creating and using a metamodel is knowing that the 
model being created accurately matches the underlying function. For a 
metamodel, and a metamodeling tool to be successful, there needs to be specific 
confidence indicators that allow a user to trust the metamodel well enough to use 
it. This chapter will cover different test functions that were used in this research, 
different assessment techniques that are available, and give assessment 
technique results specific to Gaussian Process metamodeling. 
Test Functions 
To perform the error analysis to develop the code, two different test 
functions were used. Both were classic optimization and metamodeling test 
cases34. Two different functions were used because the two functions had 
different behaviors and could provide insight into different aspects of the 
research problem. The first function was initially used by Osio and Amon as an 
example problem34. The test function is highly non-linear in one dimension, and 
linear in the other direction. The function is given as: 
 yሺXሻ ൌ cos൫6ሺxଵ െ 0.5ሻ൯ ൅ 3.1ሺ|xଵ െ 0.7|ሻ ൅
2ሺxଵ െ 0.5ሻ ൅ sin ቀ
ଵ
|୶భି଴.ହ|ା଴.ଷଵ
ቁ ൅ 0.5xଶ. 
 
(16)
 
A surface plot of this function showing its characteristics can be seen in 
Figure 2. This test function was expected to be difficult to model because of the 
27 
 
cusp behavior obtained from the absolute value terms |ݔଵ െ 0.7| and |ݔଵ െ 0.5|. 
The squared exponential covariance function being used is not designed for 
discontinuous type behavior, and will most likely have error associated with this 
region.  
 
Figure 2 - First Test Function Surface Plot 
 
The second test function that was used was a two dimensional problem 
with quadratic behavior in each direction25. The equation for this problem can be 
found below and its surface plot can be seen in Figure 3. 
 
ݕሺܺሻ ൌ sinሺݔଵ ൅ ݔଶሻ ൅ ሺݔଵ െ ݔଶሻଶ െ
3
2
ሺݔଵሻ ൅
5
2
ݔଶ ൅ 1 (17) 
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Figure 3 - Second Test Function Surface Plot 
 
For these problems, a set of training data was needed in order to train the 
metamodel. Looking at previous literature, the most common technique of 
choosing the locations for test points was to use a Latin Hypercube sampling 
design35. The Latin Hypercube sampling method has better spatial separation 
than a Monte Carlo sampling method when working with a set number of training 
points. However, the statistical significance of this distribution disappears when 
an additional training point is added or removed because of the spatial 
separation. Because this research is looking at the differences in the number of 
training points used and what affect that has on the error of the metamodel, the 
number of training points needs to be varied. With this limitation, the locations of 
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the training points will be determined using a Monte Carlo sampling technique 
choosing random points. With this method, each point is just as random as the 
next, and the overall statistical significance of the model does not change as the 
individual points do3. The layout of all of the training points that were used for 
these test functions can be seen in Figure 4. 
 
Figure 4 - Monte Carlo Distribution of Training Points Used 
  
One thing to note about Figure 4 is the coverage of the different corners of 
the function space. Although there appear to be some areas where there are not 
as many points as others, there are points near all the corners, especially the 
ሾ0,0ሿ corner, which should help to capture the extreme corner behaviors of the 
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second test function. Because this is a Monte Carlo distribution, this 
advantageous coverage is lucky, but becomes more probable as the number of 
training points increases.  
Root Mean Squared Error 
 All of the assessment techniques that will be discussed in the next section 
which involve error calculations use a root mean squared error (ܴܯܵܧ) 
calculation method3. The ܴܯܵܧ error calculation method uses error at specific 
points and the total number of points being looked at to determine an estimate of 
the average error of the system. In this research, three different variations of the 
ܴܯܵܧ technique were used. The first variation is the absolute ܴܯܵܧ. 
 
ܴܯܵܧ௔௕௦ ൌ ඩ
1
݇
෍ሺݕො௜ െ ݕ௜ሻଶ
௞
௜ୀଵ
 (18) 
 
 This absolute ܴܯܵܧ uses just the differences between the actual data 
point, ݕො௜, and the predicted data point, ݕ௜. Because of this, the error will be in 
direct units of the response being measured, i.e. the ܴܯܵܧ for takeoff gross 
weight will be in pounds. This can be nice from a design perspective, but it can 
become confusing when comparing errors between responses with different 
units. Additional normalized error estimation methods are needed to handle this 
problem, the first of which is in equation (19).  
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ܴܯܵܧ௡௢௥௠ ൌ ඩ
1
݇
෍ ൬
ݕො௜ െ ݕ௜
ݕ
൰
ଶ௞
௜ୀଵ
 (19) 
 
 In this normalized ܴܯܵܧ, the difference between the absolute values for 
the actual data point and the predicted data point are divided by the range of the 
response in question. This essentially bounds the range of the response, ݕ, to lie 
between ሾ0,1ሿ. This is useful in metamodeling because it allows the error of 
response variables of different scales to be directly compared. Occasionally the 
absolute range of a response variable can be so small that normalizing the error 
by this range can cause the ܴܯܵܧ value to explode. In this case, a point 
normalization method is needed. 
 
ܴܯܵܧ௣௢௜௡௧ ൌ ඩ
1
݇
෍ ൬
ݕො௜ െ ݕ௜
ݕ௜
൰
ଶ௞
௜ୀଵ
 (20) 
 
 The difference in normalization between equation (19) and equation (20) 
is that in equation (20) the absolute error is divided by the true data value at the 
point in question. This style of normalization removes the ability of the range of 
the response variable to inadvertently skew the ܴܯܵܧ. Unless specified, the 
range normalization found in equation (19) is used in reference to a ܴܯܵܧ value. 
Assessment Techniques 
While assessing the metamodel, there are many different aspects that can 
be looked at. The approach used for this research was to first fix the number of 
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training data points and perform error analysis purely on a large set of verification 
data using a ܴܯܵܧ. The verification, or test, data is fundamentally no different 
than the training data. The only difference is that none of the test data is used to 
create the metamodel. Because the true value is known at the test points, the 
test points are a useful tool for error analysis. Having large sets of test data might 
seem useful because, as mentioned earlier, more training data should increase 
the fidelity of the model. However, this can become expensive computationally 
depending on the metamodeling technique being used, and in this case keeping 
those points for testing purposes becomes more useful. Using many test points is 
a good method to try and estimate the true error of the metamodels, and is 
considered the gold standard by the author.  
The next step is to look at the variation of the ܴܯܵܧ as the number of 
training points is decreased while using both fixed hyperparameters, and while 
using adaptive hyperparameters. The goal for this is to come to a conclusion 
about the number of training points needed before hyperparameters stop 
behaving differently and need not change anymore. 
Calculating the ܴܯܵܧ is a computationally inexpensive process, but 
getting large amounts of test data can be problematic and is not practical for real-
world applications. Because of this, alternative methods of error estimation are 
being investigated along with how they compare to the large test data standard. 
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Metamodel Assessment Using Test Points 
To look at the true error of the metamodel, the predicted output values are 
plotted against the actual output values for all of the verification points. A straight, 
thin line along ݕ ൌ ݔ is evidence that the actual and predicted values are similar. 
This can be seen for both test functions in Figure 5 and Figure 6.  
 
Figure 5 - First Test Function Actual vs. Predicted 
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Figure 6 - Second Test Function Actual vs. Predicted 
 
The actual vs. predicted results for both of the test functions were not 
surprising. The plot in Figure 5 shows linear behavior, but is not ideally diagonal 
as is desired. The reason for this is the sharp cusp that can be seen in Figure 2 
and the fact that a ܵܧ covariance function is being used. The ܵܧ covariance 
function is infinitely differentiable, and is therefore very smooth. This smoothness 
does not allow the cusp to be perfectly modeled. No matter how many more 
training points are added, and no matter how finely tuned the hyperparameters 
are, the SE covariance function simply will not model the cusp behavior, and 
there will always be differences in the actual vs. predicted plots for those 
reasons. However, continuing to add training data points will make the diagonal 
line thinner in the regions away from the cusp. 
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For the second test function actual vs. predicted plot in Figure 6, the 
behavior is much more ideal. The underlying test function is well behaved, and 
the ܵܧ covariance function Gaussian Process metamodel has a much easier time 
modeling a well behaved function. The actual vs. predicted plots are a good way 
to notice any incorrect trends in the metamodel, but this does not provide a 
numerical representation of the error. 
Another way to visually look at the error is to plot the residuals between 
the actual and predicted values. A well developed model will be a flat line with 
approximately an equal amount of variation in the points above and below the 
zero error line. The residuals for both test functions can be seen in Figure 7 and 
in Figure 8. Even if the actual vs. predicted plots and the residuals do not look 
ideal, their behavior can help show how the metamodel is behaving, and in what 
areas it needs work. 
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Figure 7 - First Function Error Residuals 
 
Figure 8 - Second Function Error Residuals 
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Figure 7 and Figure 8 present similar information as Figure 5 and Figure 
6, but in a different format by displaying the actual difference at each test point. 
Figure 7 once again shows that there is a region of the function value where the 
metamodel is having a hard time modeling, but it also shows that most of the 
error for the entire metamodel is within േ 5%, with the maximum point error being 
less than 15%. 
At first glance, the residual plot in Figure 8 might be interpreted to show 
that there are problems with the metamodel. The residuals clearly increase in 
absolute magnitude at higher function values, and also spike at two different 
points within the metamodel. This would be a cause to question the validity of the 
metamodel, except that the scale for the residual difference is on the order of 
magnitude of 10ିସ. The values of the function at each of the four corners are 
represented in Figure 8 as vertical red lines. These shows that even the most 
error prone regions of the second test function (which are influenced by the 
corners of the surface) are being modeled excellently.  
As part of developing a program that can help designers create and 
validate metamodels, the error behavior associated with the number of training 
points needs to be investigated. The starting point for this research was to take 
the test functions and vary the number of training data used to generate the 
metamodels, and use a set of 1000 known test points to estimate the true ܴܯܵܧ 
of the model. Even with this simple idea, there exist multiple ways of handling the 
process, specifically involving the hyperparameters. The author decided to run 
three separate cases, each starting with all 51 training points and ending with 
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only 2 training points: A) to fix the hyperparameters to their optimized values with 
the full set of points, B) to continuously re-optimize the training data using the 
previous values as the starting point, and finally C) to re-optimize the 
hyperparameters by reinitializing the initial starting point for each iteration. The 
ܴܯܵܧ was calculated for each case at each iteration and the trends can be seen 
in Figure 9  and Figure 10 on semi-log plots. Semi-log plots were used for the 
error convergence because if the metamodel is continuing to improve as training 
points are linearly added, the error curve should appear to continue to decrease  
in a straight line as it tries to converge to zero. 
 
Figure 9 - First Test Function RMSE Convergence 
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Figure 10 - Second Test Function RMSE Convergence 
 
These plots begin to give insight as to the behavior of the model error as 
the number of training points change. A Gaussian Process metamodel is defined 
by its hyperparameters and its training points and both Figure 9 and Figure 10 
show that all three methods do follow the same trends, with the variation of the 
hyperparameters causing the only differences. The figures also show that after 
enough training points are obtained, the three different methods will converge to 
the same amount of error, showing that eventually, depending on the test 
function in question, equivalent hyperparameters are obtained, and the remaining 
error is purely due to the number of training points.  
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It should be noted for the red lines in Figure 9 and in Figure 10 the plot 
was generated from right to left, starting with all of the training points and the 
optimized hyperparameters from those training points, and then re-optimizing 
every time a training point was removed. This was done to illustrate how 
hyperparameters only tell part of the story. In Figure 9 and Figure 10 there are 
regions towards the right hand sides of the graphs where the red line (varied 
hyperparameters) and the black line (fixed, optimum hyperparameters) line up 
exactly with one another. This indicates that a near global optimum for the 
hyperparameters has been found, and that even when the training data points 
change slightly, the hyperparameter values themselves will not be inclined to 
change. 
When creating a metamodel from scratch, it would make sense to build it 
up from the left to the right while continuously re-optimizing from the previous 
hyperparameter value, but this too can lead into an unwanted scenario. Looking 
at the blue line (reinitialized hyperparameters) in Figure 10 some sharp spikes 
are visible. These spikes prove the existence of local optima and demonstrate 
how a metamodel can become captured by these local optima. 
More about avoiding these local optima will be talked about in section 5, 
but the author suggests re-initializing the hyperparameters frequently until it 
becomes a computational burden, or if convergence can be clearly 
demonstrated. The author does not expect there to be some sort of magical 
number of training points that is ideal for all metamodels. Each different model 
will have its own peculiarities that will govern its error convergence. 
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It was noted while looking at Figure 9 that the error was not actually 
converging to zero, but was converging to a specific value greater than zero. 
Because this test function is only in two dimensions, this curious aspect could be 
visually investigated. Surface plots of the metamodel were generated for three 
different sets of training points. A model with 15 training points and with 16 
training points were looked at because, as seen in Figure 9, adding the 16th 
training point caused a large drop in the error. A surface using all 51 training 
points was also looked at to help see why the model error did not converge to 
zero. The original surface from Figure 2 and the three metamodel surfaces can 
be seen in Figure 11 through Figure 14. 
 
Figure 11 - Original Test Function 
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Figure 12 - Metamodel Using 15 Training Points 
 
Figure 13 - Metamodel Using 16 Training Points 
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Figure 14 - Metamodel Using 51 Training Points 
 
The difference between the 15 training point metamodel and the 16 
training point metamodel can be clearly seen in looking at Figure 12 and Figure 
13. The large drop in error is associated with the right hand side of the surface, 
and is due to adding a training point in that region. This additional training point is 
shown in Figure 13. The difference between the 16 training point model and the 
51 training point model is harder to see, but does still exist. Looking at the 51 
training point model and the original test function it is clear that the model has 
difficulty modeling the areas of discontinuity. Because of this, there will always be 
some type of associated error around those points. A surface plot of the error 
between the original test function and the 51 training point model showing the 
sharp peak in error at the cusp can be seen in Figure 15. This figure also has a 
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transparent overlay of the function on top of the error plot to show the original 
function behavior. This error surface plot also shows a large portion of error in 
one of the corners of the data field. This large portion of error is not due to 
function behavior, but is actually because of a lack of sufficient training points in 
that region, which can be seen in the training point distribution from Figure 4. 
 
Figure 15 - Surface Plot of Metamodel Error 
 
Metamodel Assessment Without Test Points 
For many instances it is not practical to perform a full ܴܯܵܧ value or 
convergence test with hundreds or thousands of test points because in many 
cases the test points do not exist, and if they do, they can be used to help build 
the model. Because of this, an effective and computationally inexpensive error 
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estimation method needs to be explored and implemented. Two methods that are 
growing in use and popularity are the take-1-out method and the take-k-out 
method3. Once again, there are multiple methods of performing the take-1-out 
method, including using one random point, one random point ݉ number of times, 
the most recently added point, or all points.  
The method of taking out one random point ݉ number of times was not 
looked at because that method only makes sense for extremely large training set 
sample sizes36. This is because of the equation for standard error of a mean, 
which for this method would be ଵ
√௠
. This means if the user desires to estimate the 
error within 10%, a sample size of 100 is needed. This is impractical with the 
current set of 51 training points being used, but could become a useful tool if the 
number of training points becomes extremely large. This is not currently the 
case, and will need to be looked at as research continues. The other methods of 
handling the take-1-out routine were looked at and can be seen in Figure 16 and 
Figure 17. 
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Figure 16 - First Test Function Take-1-Out Convergence 
 
Figure 17 - Second Test Function Take-1-Out Convergence 
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Two things can be learned by looking at Figure 16 and Figure 17. The 
most notable aspect is that the take-1-out error estimation method produces 
remarkably similar results to the ܴܯܵܧ method using 1000 test data points not 
only in the general trend, but in the error value as well. This is considered notable 
because of the type of error being measured with the take-1-out routine. In the 
take-1-out method, one point is removed, a model is built without the point and 
the error at that point is calculated, the point is then placed back in and the next 
point is analyzed until all of the points have been looked at. Note that only the 
number of training points is changing, and not the values of the hyperparameters. 
Once each point is placed back in, the error that was calculated at that point 
drops to zero. Because of this the error at each point is meaningless, but the 
ܴܯܵܧ type sum of the error at all of the points is a strong indication of the overall 
error for the model. 
The next aspect of Figure 16 and Figure 17 that is notable is the behavior 
of the ‘just added’ method. This method started with only two training data points, 
and then used the third as a test point, then added it into the model and used the 
fourth as a test point, and so on. The error in this method looks noisier because 
this method is purely looking at only one test point and not an average. 
Expectedly, sometimes the model gets lucky and there is not much error in the 
one point, and sometimes the model gets unlucky. The usefulness of this method 
is that computationally it is cheap to run through a large amount of training data. 
It is the author’s suggestion that this method only be used to gauge when the 
metamodel is coming within an order of magnitude or two of the desired error 
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range. Even with the noise like behavior, the general trend of the error can still be 
seen. It is then the author’s suggestion that a take-1-out routine using all training 
data points be used to estimate the error of the model overall if test data is not 
available. This statement agrees with Meckesheimer who states that this strategy 
is a reasonable indicator of the fidelity of a metamodel without the use of 
computationally expensive analyses3. 
At this point in the research, the take-k-out method was not explored in 
depth. The same challenges that exist with the take-1-out method exist in the 
take-k-out method, but some additional problems are encountered. Whereas 
using all of the training points can be desirable in the take-1-out method, 
translating this method means taking every combination of k out. As k increases, 
every combination of k increases by ݉!. This can quickly become a very 
computationally expensive method if left unchecked, and alternative methods of 
error estimation should be considered. Some literature even suggests that the 
take-1-out method is superior to the take-k-out method, and only take-1-out 
should be used3. 
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5. Metamodeling Interface Tool  
The Gaussian Process metamodel described above has been 
implemented in a program with a graphical user interface. This interface is first 
used for developing and tuning a metamodel, then the interface may be used for 
exploring the metamodel. This section highlights the primary features of the 
interface. The metamodel interface provides control for all aspects of the 
metamodel behavior as well as a mechanism appropriate for facilitating decision 
making about how the metamodel should be changed based on its behavior. The 
metamodeling assessment techniques that were described previously are also 
implemented into this tool to allow for quality and convergence tests. 
Development Tools 
 The metamodel interface tool developed in this research was written in the 
Java programming language, developed by Sun Microsystems37. Java is an 
object-oriented, platform-neutral language which is designed to be easier to learn 
than C++ and harder to misuse than C and C++38. Object-oriented programming 
takes groups of similar objects, and has these groups work together for a 
common objective. The objects are created by using a system of classes, and 
these classes allow for inheritance between these classes. One way that Java is 
easier than C++ is by limiting this class inheritance to a single direction38. 
Another benefit to programming in Java is its platform neutrality. This is made 
possible because Java programs are compiled into a bytecode that can be run 
on any platform that has a Java interpreter. This platform neutrality allows for a 
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program to be developed on one type of platform, say Windows XP, and be able 
to run on another type of platform, such as Linux Ubuntu. 
 To actually develop the software for this research in the Java language, a 
software development tool was needed. Many different development tools are 
publically available and they are geared to a wide spectrum of user experience. 
With guidance from previous Java users, the Eclipse development program was 
used39. The intricacies of the different capabilities of this development are not 
vitally important for this paper, but the Eclipse platform was very helpful in 
organizing the programming, and contained useful tools to help with the author’s 
lack of Java programming experience. An example of the Eclipse platform can be 
seen in Figure 18. 
51 
 
 
Figure 18 - The Eclpise Platform for Java Development 
  
The metamodeling interface tool was being developed as a part of a larger 
system visualization interface headed by Dr. Rob McDonald5. There were 
multiple developers working on the entire system simultaneously that all needed 
to share their work, and keep track of other people’s changes. In order to 
successfully handle both of these tasks, the distributed version control software, 
Git, by Linus Torvalds and Junio Hamano, was used in conjunction with an online 
repository, Git Hub40. A workspace could be assigned to Git GUI, a user interface 
for Git, allowing it to keep track of files within this workspace. As a developer 
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created and modified files in this workspace, Git GUI would track these changes, 
and the developer could commit these different changes at his/her leisure. An 
example of the main Git GUI window can be seen in Figure 19 showing the 
overall layout of this program. 
 
Figure 19 - Git GUI Interface 
  
A useful feature with Git GUI is that it allows users to visually see a 
programs branch history, not just for one developer, but for everyone working on 
the project. In this visualization window, shown in Figure 20, different stages of 
the program can be checked-out and multiple branches can be tracked 
simultaneously.  
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Figure 20 - Branch Tracking with Git GUI 
  
The full details of how Git GUI works, and how the two other Git products, 
Git Bash and Git Hub, were used are not crucial for this discussion, but it is 
important to point out that these programs were used to successfully have 
multiple developers work on different aspects of the same project, all in unison.  
Initializing the Metamodeling Interface Tool 
 When the metamodeling tool is first initialized, it not only allows existing 
metamodels to be opened, but it allows the user to create a metamodel from 
scratch. A metamodel can be created by two different methods, one that 
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automatically gets created using an analysis server, such as Phoenix 
Integration’s ModelCenter41, and one that the user manually creates. An example 
of this initialization screen can be seen in Figure 21. To help explain the different 
components of the metamodel interface tool, a long example will be used 
illustrating how to create a new metamodel. Each of the individual components of 
the tool will behave the same if a previously saved metamodel is being opened.  
 
Figure 21 - Metamodeling Interface Console Initialization Screen 
 
When manually creating a metamodel, the metamodel interface requires 
basic information such as the number of inputs and the number of outputs from 
the data. This is also the point when the inputs and the responses are named. 
Currently, once a metamodel has been created, the number of input variables, 
the number of responses, and the names for these inputs and responses cannot 
be changed without creating a new metamodel. A screenshot of the Input/Output 
Quantities splash screen can be seen in Figure 22.  
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Figure 22 - Manually Creating a Metamodel's Inputs and Outputs 
 
After the screen in Figure 22 is confirmed, the actual metamodel interface 
tool will pop-up. If a previously saved metamodel is being opened, the 
metamodeling interface tool window will pop-up after the screen from Figure 21 is 
confirmed. The overall layout of the interface tool is broken down into three parts. 
At the very top of the tool is a menu bar from which the metamodel can be saved, 
new metamodels can be opened, and different executions can be performed on 
the current metamodel (such as running queued points and resetting the 
normalization). Beneath this menu bar is a row of different tabs. These tabs can 
be selected one at a time, and display information about the currently selected 
tabs. Throughout this paper, tabs will be identified with italicized writing. The 
different available tabs from left to right are Hyperparameters, Inputs, Outputs, 
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Training Points, Test Points, Queue Points, and Assessment. Each of these tabs 
will be discussed in more depth later on. At the very bottom of the interface tool is 
an output only console. This console displays pertinent information regarding the 
status of optimizing the hyperparameters and information regarding different 
assessment techniques. An example of the metamodeling interface tool with the 
Input tab selected can be seen in Figure 23. 
 
Figure 23 - Inputs Tab for the Metamodel Interface Tool 
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Going back to the example of creating a new metamodel, after defining 
how many inputs and responses there are, some basic information about those 
inputs and responses is needed. In the Input tab (Figure 23) and the Output tab 
(Figure 24) parameters can be edited to set the minimum, the maximum, and 
other aspects of the variables and responses. The different inputs and responses 
can be treated differently from one another based on the amount of knowledge 
that is known about the underlying function. For example, there might be an input 
variable that has a set minimum, like passenger capacity, and there might also 
be an input variable that has no reasonable set minimum, such as gross takeoff 
weight. 
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Figure 24 - Outputs Tab for the Metamodel Interface Tool 
 
If the user has the ability to connect to an analysis server, a metamodel 
can be created automatically. The interface tool has the ability to connect to any 
server on the user’s network, and check to see what analyses different machines 
have. The user simply has to have the analysis server running, and then click the 
button that says, “Create a New Metamodel (Automated),” from the initialization 
screen in Figure 21. After clicking this, the pop-up screen from Figure 25 will 
appear. 
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Figure 25 - Automatic Metamodel Creation Window 
  
The analysis server dialogue box from Figure 25 has two windows. The 
left-hand window displays the different analysis servers that are running. This 
window can be refreshed at anytime by clicking the “Refresh Servers” button at 
the bottom of the dialogue box. The window on the right-hand side of the analysis 
server dialogue box displays the available analyses that are available on a 
particular analysis server. When this dialogue box first pops up, the analyses 
window will be empty. The user must first select a specific server from the left-
hand window, then click the “Fetch Analyses” button at the bottom of the screen. 
After doing this, the user can then select a particular analysis, and then click the 
“Create Metamodel” button to automatically fetch the inputs and responses. 
 When the desired analysis is selected, the program automatically queues 
the server and collects the input and output information. The minimums and the 
maximums for the inputs and outputs are not automatically specified, and need to 
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be given by the user before any training data are implemented. If data points are 
inserted before any minimums and ranges are given, the points will be 
considered out of bounds, and will not be placed in the metamodel.  
Training Points, Testing Points, and Queued Points 
 Whether a metamodel is being created from scratch or an existing 
metamodel is being modified, there may be a need to add new training points 
and/or test points. There are multiple ways that the interface tool can handle this, 
and the example starting from scratch will be illustrated. After creating a new 
metamodel (either manually or automatically) the Training Points and Test Points 
tabs will be empty as in Figure 26. 
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Figure 26 - Empty Training Points Tab 
 
As seen in Figure 26, the bottom of both of the Training Points and Test 
Points tabs is a bar full of action buttons. These buttons allow for data points to 
be moved between the training, test, and queued points spreadsheets, and also 
have the ability to delete selected rows or add any desired number of empty 
points. If data already exists for the metamodel in a separate storage system 
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(either Microsoft Excel or some other type of spreadsheet), the data can simply 
be copied and pasted in. The user simply needs to add the needed amount of 
empty points, and then use a standard copy and paste with shortcut keys (e.g. 
Windows – Ctrl-c, Ctrl-v). 
 If there are no existing data points to use for training data, or if a user 
wants to add training data or test data, the metamodeling interface tool can assist 
in this process. This starts by entering the Queue Points tab, then by clicking on 
the “Batch Queue” action button at the bottom of the tab, seen in Figure 27. Upon 
clicking the action button, the pop-up screen in Figure 28 appears. 
 
Figure 27 - Queued Points Tab Action Buttons 
 
Figure 28 - Add Batch Queue Splash Screen 
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 From this screen, the user can add multiple data points to add to the 
Queue Points data list. One challenge for many designers is that they do not 
know what points to use for training points when gathering data. The interface in 
Figure 28 displays all of the input variables, and the user defined range for each 
variable. This data range is editable depending on whether or not the user wants 
to do a broad investigation, or a narrow investigation. The batch queue 
functionality of the metamodeling interface not only allows the user to define the 
range of each input variable over which to choose points, but it also allows two 
different point sampling methods: Monte Carlo and Latin Hypercube. 
 The first sampling method is Monte Carlo sampling. Monte Carlo sampling 
is a statistically random sampling in every single variable dimension42. One 
benefit of Monte Carlo sampling is that it is random, so the addition or removal of 
any one individual point in the metamodel has no statistical difference from the 
addition or removal of any other individual point. This aspect of a Monte Carlo 
was particularly desirable for the error assessment portion of this research and 
was discussed in section 4. 
 The second sampling method available in the interface is Latin Hypercube 
sampling. Latin Hypercube sampling is an expansion of the Latin square in any 
number of dimensions6. The concept of the Latin square is that, for a specified 
number of points, ܰ, the square can be split into an orthogonal ܰ ൈ ܰ grid with 
each sample point as the only one in its row and column. This can be visually 
seen in Figure 29 for a 2 dimensional problem with 4 sample points.  
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Figure 29 - Example of a Latin Square 
 
The Latin Hypercube is the same concept in any number of dimensions, 
but still having each sample point being the only sample point in the axis aligned 
hyperplane containing it. An advantage of this sampling method is that if the 
design hyperspace is dominated by a only a few of the input variables, the Latin 
Hypercube method ensures that each of these variables is represented, 
regardless of which variables turn out to be dominant43.  
 Latin Hypercube sampling can be desirable for having a known statistical 
significance over the entire design space. However, because Latin Hypercubes 
are based on a set number of points, this significance becomes lost when points 
are added or removed. It is for this reason that the Latin Hypercube sampling 
distribution was not used for the error assessment portion of this research, 
however, it is still thought to be a useful, if not a preferred tool in exploring a 
design hyperspace. 
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 From the Queue Points tab the user can move specific points to either the 
Training Points spreadsheet or the Test Points spreadsheet simply by using the 
action buttons at the bottom of the Queue Points tab. When the points are moved 
in this fashion, there is no known information about the responses, so the 
responses all come up as zero. This method of moving queued points is most 
likely to be used if the data points are each going to be run manually with some 
outside program, and then the response data is going to be entered manually. 
 The response data for the queued points can also be automatically 
generated if the metamodel being looked at is linked to an analysis server. To do 
this, the user must click on the “Execute” dropdown menu at the top taskbar, and 
then click on the task “Run Queued Points” as seen in Figure 30. 
 
Figure 30 - Drop-down Menu to Run Queued Points 
 
This will open an Executor window which can be seen in Figure 31. 
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Figure 31 - Executer Running with Multiple Analysis Servers 
  
The executer window (seen in Figure 31) is broken up into four different 
windows. The top left window shows the current points that are in the Queue 
Points spreadsheet and their corresponding values. Below this window are two 
more windows, the left-hand one showing what servers are located on the 
network, and the right-hand window giving a True or False statement if that 
particular server contains the needed analysis for the metamodel being worked 
on. If multiple servers have the appropriate analysis, the executer will 
automatically run the points on the appropriate machines to expedite the 
process. If a server does not contain the appropriate analysis, that server is 
ignored when running points through the executer. The window on the right hand 
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of the screen has a Start/Stop button to actually run the queued points, and the 
window itself displays which points are being run on which servers. 
 After each point has been executed, it is then delivered to the Training 
Points spreadsheet. If the user wants the point to be in the Test Points 
spreadsheet, the user must simply go to the Training Points tab, highlight the 
desired points, and click on the “Move to Test Points” action button. This can be 
seen in Figure 32. 
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Figure 32 - Selecting and Moving Training Points to Test Points 
  
Another button that is unique to the Queue Points tab is the button 
labeled, “Predict Selected Points,” seen in Figure 27. This button allows the user 
to query the current metamodel as a predictor. To perform this action, the desired 
data points need to be inserted into the Queue Points spreadsheet, and selected 
with the index pointer. Multiple points can be selected at once. Once the 
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appropriate points are highlighted, pressing the predictor button will query the 
metamodel at those points, and display the labeled responses in the console. An 
example of the console output can be seen in Figure 33. 
 
Figure 33 - Console Display after Querying a Point 
 
Hyperparameters 
The Hyperparameters tab contains a spreadsheet with all of the 
information regarding the hyperparameters for the given model. The spreadsheet 
has one column for each response and one row for each hyperparameter. There 
are two base hyperparameters (ߠଵ, ߠଷ) and one hyperparameter for each input 
direction (ݎ௠). If the spreadsheet grows beyond the size of the panel, scroll bars 
appear to allow the user to navigate the entire spreadsheet. The data scrolls, but 
the row and column headers remain visible. When a new metamodel is created, 
the default value for each hyperparameter is 0.1. This is an arbitrary value that 
was chosen by the author. Without prior knowledge of the design space, this 
starting value allows the hyperparameters to easily move up or down in 
magnitude depending on how influential each variable is for each response. The 
data in the spreadsheet can be altered manually, or the hyperparameters can be 
optimized by clicking on the response column that is desired. All of the responses 
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can be optimized without clicking each column simply by executing the “Optimize 
All” command in the “Execute” dropdown menu in the taskbar. A screenshot of 
the Hyperparameters tab with optimized hyperparameters for the first test 
function of section 4 can be seen in Figure 34. 
 
Figure 34 - Optimized Hyperparameters in the Metamodeling Interface 
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The gradient based optimizer used in this research is rather verbose and 
outputs numerous diagnostic messages to the console. It uses a Polak-Ribiere 
search technique along with Wolfe-Powell conditions to reach its optimum 
value31. A more complete discussion of this optimization technique can be seen 
in section 3. The optimizer can be re-run after an optimum has been found to 
confirm that it has found the optimum point. The minimum number of line 
searches that are executed during the optimization routine is 2, while the 
minimum number of function evaluations that are performed is 41. The 
appearance of these numbers in the console along with a small value for the 
gradient value in the search direction confirms when an optimum point was 
obtained on the previous optimization run. In general, it should only take one 
optimization run to find a near optimum point. 
It should be noted that this is not a global optimization routine, and it can 
therefore find and get trapped in local minimums. This only seems to be a 
problem when there are not many training points and new points are continuing 
to be added on, and the starting value for the optimizer is the “optimized” 
hyperparameter values for the smaller number of training points. This can be 
avoided by re-initializing the hyperparameters when there are only a small 
number of training points being used. 
To illustrate how to identify and fix a local minimum for the 
hyperparameter values, a metamodel for the first two-dimensional test function 
was purposefully built with the intention of building a poor model. This was done 
by removing all but two of the training points, and re-initializing the 
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hyperparameters to then perform optimization. Slowly, more and more training 
points were added, re-optimizing after each additional point using the previous 
set of hyperparameters as the starting point, until all 51 training points were in 
the metamodel. A screen capture of the metamodel explorer for this metamodel 
can be seen in Figure 35. 
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Figure 35 - Metamodel Interface and Explorer for a Locally Optimized Metamodel 
  
From Figure 35, it is clear that because of the way the metamodel was 
formed, it found a non-globally optimal point for the hyperparameters that the 
optimization routine could not remove itself from. In the console of Figure 35, 
metrics are displayed confirming that the optimizer has found a local optimum. At 
74 
 
this point the user can either manually fiddle with the hyperparameter values, or 
the user can re-initialize the hyperparameters and re-run the optimization routine. 
It is the latter option that is recommended, and that is what has been done to 
produce Figure 36. 
 
Figure 36 - Metamodel Interface and Explorer for a Globally Optimized Metamodel 
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 The differences between Figure 35 and Figure 36 are striking and easily 
perceived. The metamodel explorer for Figure 36 clearly shows a much improved 
metamodel, the console is once again displaying metrics that confirm its belief 
that it has found an optimal solution, and the values of the hyperparameters are 
drastically different (three of the four are many orders of magnitude different) and 
are much more in line with the hyperparameter values from Figure 34.  
It can be noted that the hyperparameter values from Figure 34 and Figure 
36 are on the same order of magnitude, but are not the exact same values. The 
reason for this difference between metamodels that have the exact same training 
data is the starting value of the search. The metamodel in Figure 34 was built 
from a similar optimized metamodel consisting of only 40 training points, while 
the metamodel in Figure 36 was built fresh with all 51 training points. It is 
important for users to realize that having truly global, exactly optimal 
hyperparameters is not absolutely crucial. A metamodel is defined by its 
hyperparameters and its training data, so once roughly optimal training points 
have been determined, there is no need to continue to try and optimize the 
hyperparameters. Trying to optimize with too many training points can be 
problematic because the covariance matrix needs to be inverted during 
optimization, quickly bogging down computational resources. However, more and 
more training points can be added to the metamodel for increased performance, 
so long as the hyperparameters are not continually being optimized. 
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Design Space Visualization 
 First introduced in Figure 35, the metamodel explorer is a useful tool for 
exploring the metamodel. This tool is designed to help the user judge the quality 
and relevance of the metamodel, which is a stated goal of building a metamodel. 
The previous section highlighted how the metamodel explorer can be used in 
conjunction with the metamodel interface tool to help make sure the metamodel 
is truly following the training points. This section will describe in further detail how 
the metamodel explorer works, and it will describe some additional features of 
this design space visualization tool. To launch this explorer, go to the “View” 
dropdown menu and click on the “Metamodel Explorer” button.  
The metamodel explorer represents the metamodel responses as a 
function of the metamodel input variables. A gray band will appear behind the 
response curve indicating the variance of the Gaussian random function as it 
relates to the current hyperparameters for the metamodel. The narrower the gray 
band is in a region of the design space, the less varied the Gaussian distribution 
is in that region. A wide band then indicates that there is not enough knowledge 
present about the underlying function, and a training point might be necessary in 
that region. Bayesian Inference chooses the simplest model which agrees with 
the observations, but this model is only accurate if there is a sufficient amount of 
training data following that trend in a region. A narrow band around the 
metamodel is necessary to have confidence in a metamodel, but it is not 
sufficient. The methods of metamodel assessment discussed in section 4 help to 
generalize the overall quality of a metamodel.  
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In this design space visualization, the vertical line crossing each grid 
represents the response value throughout the input variable space. This variation 
essentially represents a partial derivative of each response for each input 
variable. This metamodel explorer was first developed by Dr. McDonald. 
In Figure 37, the ܺ1 component clearly follows the data set whereas ܺ2 
appears to be lower than the displayed points. This is actually because the ܺ1 
hairline is near the bottom of the test function’s cusp. If the hairline is moved to 
the right in the flat portion of the ܺ1 variable, the ܺ2 portion will appear to go 
directly through almost all of the displayed points. If the ܺ1 hairline is moved to 
the left in the linear region, the displayed training points will appear to be evenly 
distributed above and below the model. This variation of the hairlines can be 
seen in Figure 37 through Figure 42. 
Figure 38, Figure 40 and Figure 42 depict the slices through the domain 
presented by the metamodel explorer. The cutting plane of each slice is shown 
and the curve where the plane cuts the function surface is highlighted. This 
three-dimensional surface plot is very effective for a function of two variables, but 
is not possible for higher-dimensional problems. The metamodel explorer 
extends effectively to problems of any dimensionality. 
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Figure 37 - Metamodel Explorer Interface, Hairlines in the Cusp 
 
Figure 38 - Explorer Slices and Training Points, Hairline in the Cusp 
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Figure 39 - Metamodel Explorer Interface, Hairlines at the Left 
 
Figure 40 - Explorer Slices and Training Points, Hairline at the Left 
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Figure 41 - Metamodel Explorer Interface, Hairlines at the Right 
 
Figure 42 - Explorer Slices and Training Points, Hairline at the Right 
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The design space visualization tool also contains a method for displaying 
training points and a method to contain how many training points to display. A 
method of deciding which training points to display is needed because any 
arbitrary slice through a hyperspace is unlikely to pass through any of the training 
points exactly5. Not plotting any of the design points limits the user’s ability to 
effectively navigate and learn about the design space, but the opposite action 
(plotting all of the training points) becomes overwhelming and has the same 
detrimental effect. To navigate this visualization problem, points are only 
displayed if they are close enough to the input variable slice. The closer a point is 
to a slice, the smaller and darker it will appear to be. A very close point will be a 
small black circle, and as a point gets farther away it becomes larger and a 
lighter color grey. Eventually the points become an off white, before not being 
displayed at all. 
To control how close a point needs to be to be displayed, there is a radius 
threshold control at the bottom of the design space visualization window. The 
radius threshold is a non-dimensional constraint which actually determines if a 
point is considered close enough to be displayed. Points which are displayed in 
one metamodel dimension might not be displayed in another metamodel 
dimension depending on the value of this radius threshold constraint. Because of 
this, the threshold should be adjusted so that the expected behavior of the 
metamodel can be visually seen5. An example of different radius threshold levels 
can be seen in Figure 43 through Figure 45. 
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Figure 43 - Low Radius Threshold Value, 0.1 
 
Figure 44 - Medium Radius Threshold Value, 0.25 
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Figure 45 - High Radius Threshold Value, 2.0 
 
This method of displaying a multi-dimensional metamodel in conjunction 
with the contributing training data represents an advance in visualization for 
understanding any kind of metamodel. This easily implementable and intuitive 
display was originally developed by Dr. McDonald for his PhD. dissertation, and 
should be incorporated into existing metamodeling methods and tools5. While 
more work is needed to produce intuitive displays for high-dimensional problems, 
the visualization advances developed in Dr. McDonald’s research are a dramatic 
improvement over the traditional solution limited to one-dimensional problems. 
Returning to the general metamodel explorer window, below the radius 
threshold control there is a button that allows the user to queue points to be 
added to the queued points set. When the button is pressed a dialogue box 
appears with the current hairline settings in a series of entry fields. The user may 
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adjust the point and then queue the specified point when satisfied. This allows 
the user to identify a region of the input space that has been inadequately 
covered, due to insufficient points, or due to the local behavior of the function 
needing more points. This is another example of providing the user with a simple 
tuning parameter and the interface tools needed to make good decisions quickly. 
This man-in-the-loop adaptation capability is a key benefit of using a local 
metamodel. An example of the “Queue Point” dialogue box for a metamodel with 
many different input variables can be seen in Figure 46. 
 
Figure 46 - Queue Point Box in the Metamodel Explorer 
 
Assessment Integration 
 One of the most critical component advances made here for the 
metamodeling interface tool is incorporating the metamodel error assessment 
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that was discussed earlier. The first decision that needs to be made is the overall 
layout of the assessment capabilities. The different assessment techniques can 
be split into two general categories; those that need test points, and those that do 
not need test points. There was originally consideration of implementing the 
assessment techniques involving test points into the Test Points tab and the 
techniques that use only the training data into the Training Points tab, but this 
was thought to create too much clutter in each of those windows, and this idea 
was discarded. Instead, a separate Assessment tab was created that contains 
buttons to perform the different types of assessment analysis. 
 At this point another layout question arose. Because metamodel 
responses can be ܰ-dimensional, there are ܰ separate results for each different 
assessment method performed. This aspect needed to be thoroughly considered 
mainly due to the graphs that needed to be created. For all of the convergence 
charts, multiple responses can be plotted on the same graph, but depending on 
the number of responses, this could get too cluttered, and error results for 
different responses have the possibility of being in completely different orders of 
magnitude, which makes interpreting the results more difficult. Similarly, actual 
vs. predicted plots ideally are straight lines, which could cause data not to be 
seen if two responses fell over each other, and furthermore, because the actual 
vs. predicted plots are not normalized, different scales become a large factor in 
being able to read and interpret any results. 
 The first approach for a solution to this problem was to create a separate 
pop-up window for each different assessment method. For an ܰ-response 
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metamodel, this pop-up window would have ܰ different plots in it, one for each 
response. As an example, if the metamodel being looked at had 8 response 
variables and the user wanted to look at the take-1-out error convergence, a 
separate window would pop-up displaying eight different take-1-out convergence 
plots. Although this might seem like a good idea at first, it has its own problems. 
The first big issue is how to sequence all of the different plots. The easiest way 
would be to place the plots side by side for as many as are needed, but if there 
are too many responses, this would create a very large window that is not very 
user friendly. Another issue is that to create this window, the assessment method 
being performed would have to be performed on every response before the 
window could open properly. This can become computationally expensive, 
especially in the event of a multiple response metamodel with a large set of 
training data performing an expensive method such as the take-1-out 
convergence. 
 The final layout of the Assessment tab is the result of overcoming the 
issues that were mentioned above. A screenshot of the final result can be seen in 
Figure 47. 
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Figure 47 - Metamodel Assessment Tab 
  
The final Assessment tab is broken down into three different parts. In the 
top left of the tab are a sequence of buttons, at the top of which is a drop-down 
menu button which is symbolized by a downward facing arrow at the right of the 
menu button, and has the words “Choose the Response to Assess” written above 
the drop-down menu. This drop-down menu contains a list of the different 
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responses for the metamodel and allows the user to pick which response to 
analyze. The selected response stays labeled on the drop-down menu so the 
user knows what plots he/she is looking at. In Figure 47 the response being 
looked at is “out1.” 
 Below the drop-down menu is a set of five buttons which allows the user 
to select what type of metamodel assessment to perform. The first button is 
labeled “Take-1-Out ܴܯܵܧ Value” and performs the take-1-out method for 
however many training points are currently in the Training Points spreadsheet. 
After the program has performed its analysis, it prints information about the 
results to the console at the bottom of the metamodel interface. The information 
that is generated tells the user what assessment method was just performed (in 
this case the take-1-out technique), how many training points were used, the 
absolute ܴܯܵܧ value of the error, the normalized ܴܯܵܧ value of the error 
(normalized by the output data range), and the point-normalized ܴܯܵܧ value. 
The console also displays what response was looked at before displaying the 
different ܴܯܵܧ values. A screenshot of the console after performing this analysis 
can be seen in Figure 48. Note that this is the same metamodel with the same 
number of training points as Figure 47. 
 
Figure 48 - Interface Console after the Take-1-Out RMSE Value Method is Evoked 
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 The next button in the list is labeled “True ܴܯܵܧ Value.” This button 
calculates the error of the metamodel using the test points from the Test Points 
spreadsheet for the metamodel that is created using all of the data points in the 
Training Points spreadsheet. Similarly to the “Take-1-Out ܴܯܵܧ Value” button, 
this button displays its results in the bottom console after the program has 
performed the assessment technique. The first thing displayed is that the test 
point ܴܯܵܧ values are being looked at, followed by a message displaying how 
many test points were used. Below this are the same the ܴܯܵܧ values: absolute 
ܴܯܵܧ, normalized ܴܯܵܧ, and point-normalized ܴܯܵܧ. The response being 
looked at is also displayed. An example of this console display can be seen in 
Figure 49 and is based upon the same metamodel from Figure 47. 
 
Figure 49 - Interface Console after the True RMSE Value Method is Evoked 
  
If there are no test points for the metamodel, instead of the information 
seen in Figure 49, the user sees a message that says, “There are no Test Points 
to perform the True ܴܯܵܧ Value.” 
 Going back to the list of buttons seen in Figure 47, the next button is 
labeled “Take-1-Out Convergence.” This button performs the same action as the 
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“Take-1-Out ܴܯܵܧ Value” button, but then removes each training point and 
performs the analysis again, repeating this process until there are only 2 data 
points left. The ܴܯܵܧ information for each iteration is then printed to the console, 
and the normalized ܴܯܵܧ for each number of training points is displayed on the 
graph below the buttons. On Figure 47 this space is represented by the graph 
with the blue line. For this graph the axis labels will not change depending on the 
response. The vertical axis will always say “Normalized Error” and the horizontal 
axis will say “Number of Training Points.” When performing the take-1-out 
method, the minimum number of points that can be used to define and test a 
metamodel is 3, so the minimum value on the horizontal axis for the take-1-out 
convergence will be 3. The maximum value on the horizontal axis is the total 
number of data points in the Training Points spreadsheet. The value for the 
upper limit of the vertical axis is the maximum value of the normalized ܴܯܵܧ 
error seen during the take-1-out convergence. Similarly, the value for the lower 
limit of the vertical axis is the minimum value of the normalized ܴܯܵܧ value seen 
during the take-1-out convergence method. It should be noted here, that the 
vertical axis for this graph, the normalized error, is scaled logarithmically, 
whereas the scale for the horizontal axis, the number of training points, is scaled 
linearly. 
 The next button on the list is labeled “True ܴܯܵܧ Convergence.” This 
action button behaves very similarly to the “Take-1-Out Convergence” button, but 
uses test point data to determine the metamodeling error. The resulting graph is 
plotted in the same window that the other convergence graph was plotted in; 
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however the canvas is cleared so only the most currently desired graph is 
displayed. The other difference between the “True ܴܯܵܧ Convergence” and the 
“Take-1-Out Convergence” is that because the true convergence doesn’t use the 
training data to directly compute the error, a metamodel can be made out of as 
few as 2 data points. Because of this, the minimum value on the horizontal axis 
for this plot will be 2 instead of 3. The maximum value will still be the total 
number of data points in the Training Points spreadsheet. If there are no test 
points available and this method is evoked, a message is displayed in the 
console which says, “There are no test points available to perform the True 
ܴܯܵܧ Convergence.” 
 The final action button in the Assessment tab is labeled “Actual vs. 
Predicted.” This assessment method requires test points, and if it is called 
without there being any test points, the message, “There are no test points to 
perform Actual vs. Predicted assessment” is displayed in the console. If test data 
does exist, two plots are created. The actual vs. predicted plot, like the ones 
discussed in section 4, is displayed just to the right of all of the Assessment tab 
action buttons on the square graph. The horizontal axis represents the actual 
response value, and is labeled as such, and the vertical axis is the predicted 
function value, and is labeled as such. Because it is an actual vs. predicted plot, 
the upper and lower bounds are the same for both the actual and predicted axis, 
and the values are pulled from the output data of the given response. It is also 
most intuitive to have this plot be in a square box to help see if there is any 
underlying bias within the metamodel for the particular response. Because of 
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this, the user is not allowed to change the shape of this plot, but can change the 
size of it by changing the size of the entire interface tool. The quality of a 
metamodel in one response can be viewed with this plot by seeing how straight 
the actual vs. predicted line is. Ideally, it should be a perfectly straight line going 
from the bottom left corner to the upper right corner. 
 Also seen in Figure 47 just to the left of the actual vs. predicted plot is a 
plot of the response variable error residuals, like the ones discussed in section 4. 
This plot provides a different perspective at looking at the same error as the 
actual vs. predicted plot for a metamodel. The horizontal axis for the residual plot 
is the same as the actual vs. predicted plot, but the vertical axis is now 
determined by the error of the test points. The vertical axis has both positive and 
negative values, and always has a value of zero in the middle of the axis. Trends 
can be seen in a residual plot to help determine if there is a response value 
range that is not being modeled well. 
 The Assessment tab is an essential part of building a metamodel because 
it allows users to quickly and easily make decisions about the quality and the 
validity of their models. 
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6. Case Study Validation 
In order to demonstrate the usefulness and practicality of the 
metamodeling interface tool, a real world case study was developed. The real 
problem that was looked at was based on a project by Craig Nickol, the technical 
director for the NASA Research Assignment grant NNX07AO14A, which 
sponsored this research. The particular problem space that is being looked at is 
for a Blended Wing Body (ܤܹܤ) design configuration. This design is controlled 
by a Flight Optimization Software package (ܨܮܱܲܵ)44 and the necessary 
technical information required to correctly run ܨܮܱܲܵ for the ܤܹܤ design 
configuration was provided45. 
The goal of performing this case study was not to solve any pressing 
design challenge for the ܤܹܤ, but was to demonstrate how a metamodel could 
benefit this design research, and to show the versatility of metamodeling in 
general. This section of the paper will give background on the tools needed for 
the case study, and will demonstrate a real world example of a working 
metamodel. 
Flight Optimization Software (FLOPS) 
 ܨܮܱܲܵ is a multidisciplinary computer program specifically designed for 
conceptual and preliminary design, as well as evaluation of advanced aircraft 
concepts. The ܨܮܱܲܵ system consists of different modules, such as weights and 
aerodynamics, to perform different aspects of the evaluation. Each one of these 
modules was built by experts in the specific module field. The version of ܨܮܱܲܵ 
used in this research (version 7.41, December 2008) was designed to be able to 
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handle ܤܹܤ designs. Although it was not necessary to learn in detail any of the 
specific modules in ܨܮܱܲܵ, it was important to learn how the program was 
executed, what was required for inputs, and what was returned for an output. 
 ܨܮܱܲܵ contains an executable file, flops.exe, that can be run as a stand-
alone program from the command line. All one needs to do is simply direct the 
command prompt into the appropriate directory, and insert the command seen in 
Figure 50. It is not necessary to have the input file with a file extension of “.in,” 
nor is it necessary to have an output file with the extension “.out,” this is just done 
as good practice to avoid confusion. 
 
Figure 50 - Running FLOPS from the Command Line 
  
 ܨܮܱܲܵ has very detailed documentation describing all aspects of the 
program, including how to set up an appropriate input file. There are only a 
couple of parts of the input file that are required to be filled in by the user, 
including the program options information, and the geometrics, weight, balance, 
and inertia information. Even within the different required modules, everything, 
such as the inertial data of the aircraft, does not need to be manually entered. 
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Most items in ܨܮܱܲܵ have default values that are used unless the input file 
specifies differently. 
One ܨܮܱܲܵ output file can look drastically different from another ܨܮܱܲܵ 
output file depending on the options which are selected by the user in the input 
file. For this research, the output file first displays a summary of all of the input 
information; including a description of the engine deck being used (the engine 
deck was provided by Craig Nichols). Next, the different analysis results are 
displayed, starting with aerodynamic data, then weights data, the mission profile 
results, and finally performance and sizing results. 
Integrating FLOPS with the Analysis Server 
 To have the metamodeling tool, and specifically the analysis server, 
correctly integrated to work with ܨܮܱܲܵ, a file wrapper needs to be created. The 
file wrapper essentially creates a bridge between the metamodel explorer, where 
it grabs variable input data, then gives all of the necessary information to the 
ܨܮܱܲܵ executable, and returns the desired response data from the output file 
back to the metamodel interface. The following discussion for integrating the 
metamodel interface tool with an analysis server is specifically referencing how 
this is done with Phoenix Integration’s Analysis Server41. 
The first step in creating an analysis is to create an input template file. The 
input template file is the exact same as the baseline ܨܮܱܲܵ input file that is going 
to be modified (in the case of this research, the ܤܹܤ input file), with a different 
file extension (“.in.template”). This input template file is read in the file wrapping 
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process, but is never modified, thereby keeping a record of the original design 
variables. After this is done, work can begin on creating the file wrapper itself. 
The file wrapper consists of multiple sections, each of which has a 
different purpose. The first section is simply a header section and is not 
necessary for the wrapper to run properly. The next section is the 
“RunCommands” section and contains three different commands. The first 
command, “generate FLOPSinputFile,” instructs the file wrapper to write an input 
file containing the variables from the metamodel interface tool. The next 
command is, “run “flops.exe <flopsIN.in> flopsOUT.out”,” which instructs the file 
wrapper to actually run the ܨܮܱܲܵ executable file. The ܨܮܱܲܵ executable file 
must be in the same directory as the file wrapper and other necessary files to use 
the file wrapper and analysis server. The last line of the run commands is, “parse 
FlopsOUT,” which instructs the file wrapper to retrieve the desired responses for 
the metamodel interface from the ܨܮܱܲܵ output file. 
The next section of the file wrapper is the input file section. This section is 
identified by the line, “RowFieldInputFile FLOPSinputFile.” This line tells the file 
wrapper to treat the input file as a set of rows, each line being considered a row. 
The first two lines of this section tell the file wrapper what the template file from 
earlier is named, and then specifies the name of the file to generate, in this case 
“flopsIN.in.” It is in this section where the input variables for the metamodel are 
defined. An example of the range variable definition would be: 
keyVar: range  double "DESRNG" units="nmi" description="Design Range" 
97 
 
The final section of the file wrapper is signified by the line, 
“RowFieldOutputFile FlopsOUT.” This section is very similar to the input section, 
but pertains to the ܨܮܱܲܵ output file. The first line in this section tells the file 
wrapper which file to parse, in this case, “flopsOUT.out.” After this, the response 
variables for the metamodel are defined, and their locations specified for the file 
wrapper. An example of the approach velocity definition is: 
markAsBeginning "#OBJ/VAR/CONSTR SUMMARY" 
variable: VAPP double 4 3 description="Approach Speed" 
The input variables looked at for the ܤܹܤ case study consist of the 
amount of dihedral on the wing, different numbers of first class, business class, 
and tourist class passengers, a wing weight scaling factor (݇-factor), the design 
range, the aspect ratio, the taper ratio, and the maximum takeoff and landing lift 
coefficients. A summary of the input variables and their respective ranges can be 
seen in Table 1. The responses that are looked at for the metamodel are the 
approach speed of the aircraft, the landing field length, the takeoff field length, 
the mission fuel weight, and the takeoff gross weight of the aircraft. These input 
variables were chosen in conjunction with the responses because the inputs will 
have an effect on the responses, but the specific effects are not necessarily 
known. This is an ideal situation in which to create a metamodel. 
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Table 1 - Case Study Inputs and Ranges 
Input Variable Minimum Maximum
Design Gross Weight (lbs) DGW 550000 700000
Number of First Class Passengers FrstPass 5 45
Number of Business Class Passengers BusPass 20 60
Number of Touring Class Passengers TourPass 100 350
Wing Weight Factor kwwing 0.85 1.15
Design Range (n. mi.) range 6000 9000
Maximum Takeoff Lift Coefficient clmxto 0.7 1.1
Maximum Landing Lift Coefficient clmxld 0.7 1.1
Fuel Flow Factor FACT 0.9 1.1
Lift-Independent Drag Factor FCDo 0.9 1.1
Lift-Dependent Drag Factor FCDi 0.9 1.1
Constraint Altitude Ceiling HCeiling 30000 40000
Constraint Mach Number Ceiling MCeiling 0.78 0.89  
Case Validation Results 
 The ܤܹܤ metamodel was created using the automated creation method 
described in section 5, and will not be discussed here in great detail. After 
initializing the metamodel, 50 training points were generated using a Monte Carlo 
sampling method with the batch queuing. The responses for these 50 points 
were automatically generated utilizing the file wrapper with an analysis server. 
Another 1000 points were generated using this same method to be used for test 
points. After getting the training points, the hyperparameters were optimized, and 
the results of this optimization can be seen in Figure 51. 
With the hyperparameters optimized, the quality of the metamodel needs 
to be investigated. To do this, the metrics from the Assessment tab were utilized. 
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Figure 51 - BWB Optimized Hyperparameters 
  
All aspects of the error (ܴܯܵܧ values, and ܴܯܵܧ convergences, actual vs. 
predicted plots, and residual plots) were investigated for each response variable, 
and a summary of this data will be discussed noting any peculiarities that were 
discovered.  
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To first get a numerical representation of the quality of the metamodel, the 
ܴܯܵܧ values for each of the responses were looked at. The different ܴܯܵܧ 
values for each of the responses can be seen for the test point assessment 
method and for the take-1-out assessment method in Table 2 and Table 3 
respectively. 
Table 2 - RMSE Values for the 50 TP BWB Metamodel Using Test Data 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 18,803 3.69% 3.10%
Mission Fuel Weight lbs 11,118 4.45% 4.76%
Takeoff Field Length ft. 340 5.14% 3.48%
Landing Field Length ft. 127 2.44% 1.37%
Approach Velocity knots 1.34 2.00% 0.75%
  
Table 3 - RMSE Values for the 50 TP BWB Metamodel Using Take-1-Out 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 7,906 1.56% 1.48%
Mission Fuel Weight lbs 4,451 1.79% 2.23%
Takeoff Field Length ft. 232 3.51% 2.23%
Landing Field Length ft. 56 0.11% 0.63%
Approach Velocity knots 0.55 0.82% 0.32%  
The response ܴܯܵܧ data provided in Table 2 confirms that the ܤܹܤ 
metamodel is a quality metamodel. Even the largest of the normalized ܴܯܵܧ 
errors for any of the responses is around 5%. The more notable aspect of these 
two tables is that every take-1-out ܴܯܵܧ value is lower than its corresponding 
test point ܴܯܵܧ error. This is most likely due to the fact that the hyperparameters 
were optimized for having all 50 of the training points in the model, and the 
behavior of the metamodel with the one point missing is similarly behaved.  
Because both the test point error assessment method and the take-1-out error 
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assessment method are trying to estimate the true error of the metamodel, it 
would follow that adding more training data points, even without changing the 
hyperparameters, should result in similar values between the ܴܯܵܧ values for 
both techniques. An additional 100 points were added to the metamodel without 
changing the hyperparameters, and the ܴܯܵܧ errors can be seen in Table 4 and 
Table 5. 
Table 4 - RMSE Values for the 150 Training Point BWB Metamodel Using Test Data 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 23,524 4.61% 3.97%
Mission Fuel Weight lbs 9,668 3.87% 4.52%
Takeoff Field Length ft. 299 4.54% 3.11%
Landing Field Length ft. 148 2.85% 1.66%
Approach Velocity knots 1.89 2.82% 1.09%
  
Table 5 - RMSE Values for the 150 Training Point BWB Metamodel Using Take-1-Out 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 24,441 4.79% 4.65%
Mission Fuel Weight lbs 8,050 3.22% 4.20%
Takeoff Field Length ft. 236 3.57% 2.42%
Landing Field Length ft. 113 2.18% 1.35%
Approach Velocity knots 1.62 2.42% 0.97%  
 Table 4 and Table 5 show that the difference between the ܴܯܵܧ error 
values in the test point and take-1-out methods does decrease as the number of 
training points increases. Even though a couple of the error values actually 
increased with the increased number of training points, the maximum values are 
still less than 5%, and give a better idea of the true error of the metamodel. This 
does bring up the interesting aspect that the error metrics being looked at are not 
actually monotonic as the number of training points increases. This seems to 
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contradict the earlier statement that adding points to a local metamodel should 
increase the accuracy of the metamodel in that area. In reality, as points are 
being added, the error at the points themselves drops to zero, but the model 
around the points is still affected. The likely answer to what is happening is that 
there is a type of functional behavior that is not being captured in the hyperspace 
by the metamodel with the given training points. 
The final aspect of error assessment looked at was the convergence of 
the metamodels. All of the test point ܴܯܵܧ convergence plots looked similar to 
one another. The only strange behavior is that some of the errors seemed to 
increase very slightly as the number of test points increased. This shows that the 
hyperparameters from the 50 training point model might not be ideal for the extra 
100 points that were added. An example of one a typical test point ܴܯܵܧ 
convergence plot can be seen in Figure 52. It is for the ܨܷܧܮ response. 
 
Figure 52 - Test Point Convergence for ࡲࢁࡱࡸ, 50 Training Point Hyperparameters 
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In order to see if changing the hyperparameters could smooth out the 
extreme training point behavior of the convergence plot in Figure 52, the ܤܹܤ 
metamodel was recreated using the original 50 training points, and then an 
additional 50. The hyperparameters were re-initialized, and then re-optimized. 
Another 50 training points were added to this new model, bring the total number 
of training points to the exact same 150 that were used to create Figure 52. The 
test point convergence plot can be seen in Figure 53. 
 
Figure 53 - Test Point Convergence for ࡲࢁࡱࡸ, 100 Training Point Hyperparameters 
 
Figure 53 shows that optimizing off of the 100 training point model creates 
a higher quality model with better behaved convergence. Looking at the vertical 
axis, it also shows that even though the model is better behaved, the actual 
ܴܯܵܧ error values are very similar. Both of convergence plots also indicate that 
the metamodel error is not converging to zero, but to a specific number. This 
would imply that there is some type of functionality that the ܵܧ covariance 
function Gaussian Process is having difficulty modeling. 
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Similarly to the test point convergence plots, the take-1-out convergence 
plots for the ܤܹܤ metamodel for all of the responses behaved in a similar 
manner to one another. Figure 54 shows the results of the take-1-out 
convergence plot for the ܨܷܧܮ response using 150 data points, and the 
metamodel trained off 50 data points. 
 
Figure 54 - Take-1-Out Convergence for ࡲࢁࡱࡸ, 50 Training Point Hyperparameters 
 
The take-1-out convergence plot in Figure 54 looks significantly different 
than the corresponding test point convergence plot from Figure 52. Especially at 
the lower numbers of training points, the convergence plot is very choppy and 
even drops down before rising again, and then flattening out. This can be 
partially explained by returning to Table 3 and Table 5. In these tables it is seen 
that the error level actually increases from the 50 point model to the 150 point 
model for the ܨܷܧܮ response. The flattened area towards during the greater 
number of training points is most likely the take-1-out method settling closer to 
the true error of the metamodel. 
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Following the analysis done on the test point convergence, the metamodel 
hyperparameters were re-initialized and rebuilt with 100 training points, then the 
remaining 50 training points from the earlier analysis were added to the training 
data. The results are shown in Figure 55. 
 
Figure 55 - Test Point Convergence for ࡲࢁࡱࡸ, 100 Training Point Hyperparameters 
 
The convergence plot from Figure 55 appears to be much more well 
behaved than the convergence plot from Figure 54. It still jumps around when 
there are a small number of training data points, but remains smoother than the 
metamodel with hyperparameters which are optimized off of 50 training points. 
This is further evidence that the original metamodel had room for improvement, 
and the newest metamodel ܴܯܵܧ values were looked at and can be seen in 
Table 6 and Table 7.  
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Table 6 - RMSE Values for the Highest Quality BWB Metamodel Using Test Data 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 11,843 2.32% 1.97%
Mission Fuel Weight lbs 6,095 2.45% 2.94%
Takeoff Field Length ft. 313 4.83% 3.28%
Landing Field Length ft. 89 1.68% 0.97%
Approach Velocity knots 1.07 1.53% 0.61%
  
Table 7 - RMSE Values for the Highest Quality BWB Metamodel Using Take-1-Out 
Response Units Absolute Error Normalized Error Point-Normalized Error
Gross Weight lbs 11,395 2.23% 2.01%
Mission Fuel Weight lbs 5,130 2.05% 2.52%
Takeoff Field Length ft. 310 4.76% 3.15%
Landing Field Length ft. 78 1.47% 0.83%
Approach Velocity knots 0.98 1.40% 0.55%  
 Comparing Table 6 and Table 7 to the earlier ܴܯܵܧ tables, this newest 
metamodel shows improvement in quality in all of the responses according to the 
test point ܴܯܵܧ value metric. These tables also show that the take-1-out ܴܯܵܧ 
error estimation value has gotten significantly closer to the test point ܴܯܵܧ value. 
This fact shows confidence in the take-1-out error estimation method assuming 
there are enough data points with quality hyperparameters.  
The convergence plots along with the ܴܯܵܧ values give a good numerical 
representation of the quality of the design space, but it can be beneficial to have 
a visual representation as well. To handle this, actual vs. predicted plots and 
residual plots were generated for the highest quality metamodel created. The 
actual vs. predicted plots for the responses can be seen in Figure 56. 
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Figure 56 - BWB Metamodel Actual vs. Predicted Plots 
  
Ideally all of the actual vs. predicted plots in Figure 56 should be thin, 
diagonal lines, and this is not far from what is shown. The thinnest plots are 
those for landing field length and approach velocity. However, even the takeoff 
field length plot, which is the most scattered plot, still resembles a diagonal line 
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and gives confidence in the metamodel. One trend that can be seen in all of the 
plots is that the scattering appears to increase at higher response values. To look 
into this further, the residuals are shown for the five responses in Figure 57. 
 
Figure 57 - BWB Metamodel Residual Plots 
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Similarly to the actual vs. predicted plots in Figure 56, the residual plots 
shown in Figure 57 show promising results for the quality of the metamodel. The 
distribution of the error points appears to be randomly scattered above and below 
the zero error line, and more densely populated close to the zero error line. The 
residual plots also help to show that there does seem to be an increase in the 
amount of error at the more extreme values of the response variables. Using this 
knowledge and the knowledge gained from the design space visualization of the 
metamodel explorer, more data points can be queued for regions where larger 
response values are expected to help add information to the metamodel in those 
regions.  
Having confidence in the quality of the metamodel, the next logical step 
was to look at the metamodel explorer to attempt to see any trends within the 
data. Because of the number of inputs and responses of this metamodel, the 
metamodel explorer will be viewed in four segments, and each segment will be 
discussed individually. For all of the metamodel explorer figures, the radius 
threshold was set at 0.23. 
110 
 
 
Figure 58 - BWB Metamodel Explorer, Part 1 
  
The four input variables shown in Figure 58 are essentially four different 
scaling factors. The first factor is the wing weight factor (݇ݓݓ݅݊݃). This is a 
scaling factor that allows for weight to be either added to, or removed from the 
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weight of the wing. This scaling factor is essentially changing the empty weight of 
the aircraft, and the metamodel responses change as expected in that they all 
increase as the ݇ݓݓ݅݊݃ variable increases. All of the responses seem to 
increase relatively linearly with a ݇ݓݓ݅݊݃ increase. All of the responses also 
increase with an increase in the fuel flow factor variable (ܨܣܥܶ), and like 
݇ݓݓ݅݊݃, all of the responses change in a linear fashion. The final two input 
variables in Figure 58 are the lift-independent drag factor (ܨܥܦ݋) and the lift-
dependent drag factor (ܨܥܦ݅). The approach velocity, landing field length, gross 
weight, and fuel mission weight all increase with an increase in these two inputs, 
but the takeoff field length appears to only increase very slightly for an increase 
in ܨܥܦ݅, and actually drops slightly with an increase in ܨܥܦ݋. This knowledge can 
also be obtained by going back to Figure 51 and looking at the hyperparameter 
values for each of these input variables. The closer a hyperparameter value is to 
zero, the less of an effect that input will have on that response. All of the input 
variables that appear to have no effect from Figure 58 through Figure 61 have 
values on the order of magnitude of 10ିସ or smaller. This information might not 
be intuitive to all designers, but becomes clear with the metamodel interface tool. 
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Figure 59 - BWB Metamodel Explorer, Part 2 
  
The three input variables that are investigated in Figure 59 all involve the 
number of first class passengers (ܨݎݏݐܲܽݏݏ), the number of business class 
passengers (ܤݑݏܲܽݏݏ), and the number of tourist class passengers (ܶ݋ݑݎܲܽݏݏ) 
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for the ܤܹܤ. Not surprisingly, as the number of passengers increase for each 
class, all of the response variables increase, but at what appear to be different 
rates. It is also noteworthy that these three input variables appear to have quite a 
dramatic affect on the fuel weight and on the total gross weight of the vehicle. 
This is because the ܤܹܤ is a passenger transport, and the number of 
passengers directly dictates the cabin area, which determines the overall layout 
of the ܨܮܱܲܵ performance model45.  
Because the range is the same for both the ܨݎݏݐܲܽݏݏ and ܤݑݏܲܽݏݏ (40 
passengers being varied for each), a direct comparison can be made between 
these two variables. It appears that over the same range of people, the ܨݎݏݐܲܽݏݏ 
variable actually has a stronger influence on the metamodel responses than the 
ܤݑݏܲܽݏݏ variable. This is due to the fact that first class seats are heavier, and 
take up a larger physical volume in the aircraft than business class passenger 
seats. 
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Figure 60 - BWB Metamodel Explorer, Part 3 
  
Figure 60 shows the design range (ݎܽ݊݃݁), the maximum takeoff lift 
coefficient (݈ܿ݉ݔݐ݋), and the maximum landing lift coefficient (݈ܿ݉ݔ݈݀) input 
variables. The range coefficient behaves as expected, increasing all of the 
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responses as the design range increases. From Figure 60 it would appear that 
the mission fuel weight increases more dramatically with an increase in range 
than the gross weight, but this is also due to the scale of the two different 
responses. The gross weight has the change of the fuel weight built into it, but 
also has extra effects due to structural increases associated with this increased 
fuel weight. 
The other two input responses have a clear impact in some metamodel 
responses, and not in others. The maximum lift coefficient for takeoff only had an 
effect on the takeoff field length, whereby the field length would decrease as the 
lift coefficient increased. The maximum lift coefficient for landing affected both 
the approach speed and the landing field length, decreasing both of these 
responses as the lift coefficient increased. 
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Figure 61 - BWB Metamodel Explorer, Part 4 
  
The final screenshot from the ܤܹܤ metamodel explorer contains the input 
variables for the design gross weight (ܦܩܹ), the constraint altitude ceiling 
(ܪܥ݈݁݅݅݊݃), and the constraint Mach number ceiling (ܯܥ݈݁݅݅݊݃). Like many of the 
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design variables in this study, as the design gross weight increases, the 
responses also all increase. However, the amount of increase is not as dramatic 
as the change associated with a design range increase or an increase in the 
number of passengers. This is because the ܦܩܹ is an arbitrary value that the 
aircraft structures are designed to, and does not represent the final design, 
whereas the number of passengers has a direct effect on the final configuration. 
 The last two variables are called ceilings, but do not represent an absolute 
constraint on altitude and Mach number themselves. There is a minimum rate of 
climb constraint for this ܤܹܤ design of 300 ft/min, and these two variables 
represent the altitude and Mach number at which this constraint must be 
satisfied. Interestingly, increasing the altitude ceiling increases all of the 
responses slightly except for the takeoff field length response, where it drops 
dramatically with an increase in altitude. Maybe even more surprising is that 
increasing the Mach ceiling actually decreases all of the response values, 
although just slightly. This is more information that is not necessarily inherent 
without having a good and comprehensive metamodel interface tool. 
Overall, this case validation study has demonstrated the versatility of the 
metamodel explorer interface, and it has demonstrated the usefulness of the 
integrated assessment techniques. As the number of training points increases, 
the validity of the assessment techniques improves, but, at least for this model, 
there appears to be a point of diminishing return, where the increased training 
data does not provide the user with vastly superior knowledge.   
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7. Final Remarks 
Future Work 
 The concept of building a metamodeling environment tool has been clearly 
demonstrated, however, there are areas which can be improved. To make this 
tool more marketable, the biggest improvement would need to be in the 
aesthetics of the tool. Although useful and functionally robust, the metamodeling 
interface is missing the sleekness and the shimmer that consumers desire. 
 Beyond aesthetics, there are other improvements that can be added to the 
tool in future research. Currently, the only metamodeling technique that is 
implemented is the Gaussian Process. This process is very powerful, and can be 
used for a variety of problems, but is potentially overkill for certain design 
problems. In these circumstances, it would be beneficial for the user to have an 
option of different metamodeling techniques from which to choose. These 
different techniques could include linear interpolation, radial basis functions, 
neural networks, and others. 
 Another modification that can be made is for the Gaussian Process 
technique itself. As described in section 3, a squared exponential (ܵܧ) covariance 
is used in this research, but there are many different covariance functions 
beyond the ܵܧ. In a situation when there is some prior knowledge of the design 
space, such as being sinusoidal in a particular dimension, it could be 
advantageous to select a covariance function more tailored to the behavior in 
that dimension. A critical aspect to think about in each of these major 
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modifications is user interface. The extra functionality should not come at a cost 
to the user experience. 
Conclusions 
When this research first began, the goal was to not only produce a tool 
that would assist in the development of metamodeling, but to also investigate 
metamodeling behavior in the area of quality assessment. The knowledge that 
was gained while developing the assessment strategies has been integrated into 
the metamodeling interface tool along with this paper. 
The take-1-out error estimation method is a cheap method of gathering 
critical metamodel information with a high degree of confidence. This 
independent determination is backed by the findings of other research in this field 
which have come to the same conclusion3. Using the take-1-out method to look 
at metamodel error convergence should also be performed as a practical method 
of estimating convergence without producing extra, and perhaps costly, true data 
test points.  
One thing that was learned in this research is that every metamodel is 
unique, and will therefore have its own unique complications. Developing a 
catch-all tool is a daunting and unrealistic goal, but developing a tool that can 
bring these complications into light is realistic, and has been accomplished with 
the metamodeling interface environment. The metamodeling interface tool is a 
step towards bridging the gap between the research and design communities. 
After a small amount of user experience, this tool allows metamodels to be 
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created and assessed for quality purposes, then stored and used for everyday 
use. Once a metamodel has been created, it can also be easily modified to make 
use of additional data that might have been gathered after the fact. The 
metamodel interface tool also helps with the design of computer experiments by 
allowing for the automatic creation of a Monte Carlo or Latin Hypercube sampling 
of points for an N-dimensional design space, which, as stated by Sacks, et all, is 
especially important when dealing with complex codes which require many hours 
to run9. 
  
121 
 
References 
                                            
 1Koch, P. N., Simpson, T. W., Allen, J. K., and Mistree, F., 1999, Statistical 
Approximations for Multidisciplinary Design Optimization: The Problem of Size,” 
Janes Aircraft., 36(1), pp. 275-286. 
 
 2Wang, G. G., Shan, S., “Review of Metamodeling Techniques in Support 
of Engineering Design Optimization,” Journal of Mechanical Design, Vol 129., 
pp.370-380. 
 
 3Meckesheimer, M., Booker, A. J., Barton, R. R., and Simpson, T. W. 
“Computationally Inexpensive Metamodel Assessment Strategies.” AIAA Journal, 
40(10):2053–2060, 2002. 
 
4 Barthelemy, J. F. M., and Haftka, R. T., 1993, “Approximation Concepts 
for Optimum Structural Design – A Review,” Structural Optimization, Vol. 5, 
pp.129-144. 
 
 5McDonald, R. A., Error Propogation and Metamodeling for a Fidelity 
Tradeoff Capability in Complex Systems Design. PhD. Dissertation, Georgia 
Institute of Technology. August 2006. 
 
6 Koehler, James and Owen, Art. Computer experiments. In Ghosh, S. and 
Rao, C.R., editors,  Handbook of Statistics, 13: Design and Analysis of 
Experiments, pages 261–308. North-Holland, 1996. 
 
7 Box, G. E. P., and Wilson, K. B., 1951, “On the Experimental Attainment 
of Optimal Conditions,” Journal of the Royal Statistical Society, Series B, Vol 13, 
pp. 1-45. 
 
8 Kleijnen, J. P. C., 1975,  “A Comment on Blanning’s ‘Metamodel for 
Sensitivity Analysis: The Regression Metamodel in Simulation,’” Interfaces, Vol 5, 
No. 3, pp. 21-23. 
 
9 Sacks, J., Welch, W. J., Mitchell, T. J., and Wynn, H. P., 1989, “Design 
and Analysis of Computer Experiments,” Statistical Science, Vol. 4, No. 4, pp. 
409-435. 
 
10 Haftka, R. T, Nachlas, J. A., Watson, L. T., Rizzo, T., and Desai, R., 
“Two-point Constraint Approximation in Structural Optimization,” Computational 
Methods in Applied Mechanics and Engineering, Vol. 60, No. 3, 1987, pp289-
301. 
 
11 Simpson, T. W., Toropov, V., Balabanov, V., and Viana, F. A. C., 2008, 
“Design and Analysis of Computer Experiments in Multidisciplinary Design 
122 
 
                                                                                                                                  
Optimization: A Review of How Far We Have Come – or Not,” AIIAA/ISSMO 
Multidisciplinary Analysis and Optimization Conference, AIAA 2008-5802. 
 
12 Sobieszczanski-Sobieski, J. and Hafka, R. T., , “Multidisciplinary 
Aerospace Design Optimization: Survey of Recent Developments,” Structural 
Optimization, Vol. 14, No. 1, 1997, pp. 1-23. 
 
13 Balabanov, V., Kaufman, M., Knill, D. L., Golovidov, O., Giunta, A. A., 
Grossman, b., Mason, W. H., and Watson, L. T., “Dependence of Optimal 
Structural Weight on Aerodynamic Shape for High Speed Civil Transport,” 6th 
AIAA/USAF/NASA/ISSMO Symposium on Multidisciplinary Analysis and 
Optimization, Bellevue, WA, 1996, pp 599-612. 
 
14 Dyn, N., Levin, D., and Rippa, S., “Numerical Procedures for Surface 
Fitting of Scattered Data by Radial Basis Functions,” SIAM Journal of Scientific 
and Statistical Computing, Vol. 7, No. 2 1986, pp.639-659. 
 
15 Mullur, A. A., and Messac, A., “Metamodeling using Extended Radial 
Basis Functions: A Comparative Approach,” Engineering with Computers, Vol. 
21, No. 3, 2006, pp.203-217. 
 
16 Martin, J. D., and Simpson, T. W., “Use of Adaptive Metamodeling for 
Design Optimization,” 9th AIAA/ISSMO Symposium on Multidisciplinary Analysis 
and Optimization, 2002, AIAA 2002-5631. 
 
17 Sellar, R. S., Renaud, J. E., and Batill, S. M., “Optimization of Mixed 
Discrete/Continous Design Variable Systems Using Neural Networks,” 5th 
AIAA/ISSMO Symposium on Multidisciplinary Analysis and Optimization, 
Panama City, FL, 1994, AIAA 1994-4348. 
 
18 Liu, W., and Batill, S., “Gradient-Enhanced Neural Network Response 
Surface Approximations,” 9th AIAA/ISSMO Symposium on Multidisciplinary 
Analysis and Optimization, Atlanta, GA, 2002, AIAA-2000-4923. 
 
19 Lin, Y., Mistree, F., Allen J. K., Tsui, K., and Chen, V. P., “Sequential 
Metamodeling in Engineering Design,” AIAA ISSMO Multidisciplinary Analysis 
and Optimization Conference, 2004, AIAA-2004-4304. 
 
20 Venkataraman, S., and Haftka, R. T., “Structural Optimization 
Complexity: What has Moore’s Law Done for Us?,” Structural and 
Multidisciplinary Optimization, Vol. 13, No. 4, 1998, pp. 455-492. 
 
21 Agrawal, G., Lewis, K., Chugh, K., Huang, C. H., Parashar, S., and 
Bloebaum, C. L., “Intuitive Visualization of Pareto Frontier for Multi-Objective 
Optimization in n-Dimensional Performance Space,” 10th AIAA/ISSMO 
123 
 
                                                                                                                                  
Multidisciplinary Analysis and Optimization Conference, Albany, NY, 2004, AIAA-
2004-4434. 
 
22 Ligetti, C. B., and Simpson, T. W., “Metamodel-Driven Design 
Optimization Using Integrative Graphical Design Interfaces: Results From a Job-
Shop Manufacturing Simulation Experiment,” ASME Journal of Computing and 
Information Science in Engineering, Vol. 5, No. 1, 2005, pp. 8-17. 
 
23 Baukol, C. R., McDonald, R. A., and Delmas, N., “A User Friendly 
Interface for Gaussian Process Metamodeling,” AIAA Aerospace Sciences 
Conference, 2009, AIAA-2009-802. 
 
 24 Meckesheimer, M., Barton, R. R., Simpson, T., Limayem, F., Yannou, 
B., “Metamodeling of Combined Discrete/Continuous Responses,” AIAA Journal.,  
39(10):1950-1959, 2001. 
 
25 Jin, R., Chen, W., and Simpson, T. W., 2001, “Comparative Studies of 
Metamodeling Techniques Under Multiple Modeling Criteria,” Structural 
Multidisciplinary Optimization, Vol. 23, pp. 1-13. 
 
26 Khuri, A. I., Response Surface Methodology and Related Topics., World 
Scientific, Singapore, 2006. 
 
 27 Bors, A., Introduction of the Radial Basis Function (RBF) Networks. 
University of New York. New York. 
 
 28 Rasmussen, C. E., Williams, C. K. I., Gaussian Processes for Machine 
Learning. MIT Press, 2006. 
 
29 Martin, J. D., and Simpson, T. W., “A Monte Carlo Simulation of the 
Kriging Model,” 10th AIAA/ISSMO Multidisciplinary Analysis and Optimization 
Conference, Albany, NY, 2004, AIAA-2004-4483. 
 
30 Simpson, T. W., Mauery, T. M., Korte, J. J., and Mistree, F., 
“Comparison of Response Surface and Kriging Models for Multidisciplinary 
Design Optimization,” 7th AIAA/USAF/NASA/ISSMO Symposium on 
Multidisciplinary Analysis & Optimization, St. Louis, MO, Vol. 1, pp. 381-391. 
 
31 Fletcher, R., Practical Methods of Optimization, Edition 2., John Wiley & 
Sons Ltd., 2000. 
 
32 Rasmussen, C. E., “minimizing a Differentiable multivariate Function,” 
minimize.m, Ver. 6-9-08, 2006. 
 
124 
 
                                                                                                                                  
33 Powell, M. J. D., “Some Global Convergence Properties of a Variable 
Metric Algorithim for Minimization Without Exact Line Searches,” SIAM-AMS 
Proceedings, Vol 9., 1976. 
 
 34 Osio, I. G., Amon, C. H., “An Engineering Design Methodology with 
Multistage Bayesian Surrogate and Optimal Sampling,” Research in Engineering 
Design, 8(4), pp. 189-206, 1996. 
 
 35Keane, A. J., Nair, P. B., Computational Approaches for Aerospace 
Design: The Pursuit of Excellence., John Wiley & Sons Ltd., West Sussex, 2005. 
 
 36 Devore, J., Farnum, N., Applied Statistics for Engineers and Scientists. 
Thomson Brooks/Cole. Belmont. 2005. 
 
37 Sun Microsystems, Java Programming Language, Sun Microsystems, 
2009. 
 
38Cadenhead, R., and Lemay, L., Sams Teach Yourself Java 6 in 21 Days, 
Sams Publishing, Indianapolis, 2007. 
 
39Apache Software Foundation, Eclipse Platform, Ver. 3.4.2, 2009. 
 
40 Pearce, S., Git, Ver. 1.5.5.1015.g9d258, 2007 
 
 41Phoenix Integration, Inc., ModelCenter Ver. 8.0, 2008. 
 
42 Rubinstein, R. Y., and Kroese, D. P., Simulation and the Monte Carlo 
Method, John Wiley & Sons Inc, Hoboken, New Jersey, 2008. 
 
43 McKay, M. D., Conover, W. J., “A Comparison of Three Methods for 
Selecting Values of Input variables in the Analysis of Output From a Computer 
Code,” Technometrics, 1979, pp. 239-245. 
 
44 McCullers, A., FLOPS User’s Guide, Release 7.41, Technical Report, 
NASA Langely Research Center, 2008. 
 
45 Nickol, C. L., and McCullers, L. A., “Hybrid Wing Body Configuration 
System Studies,” AIAA Aerospace Sciences Meeting, Orlando, FL, 2009, AIAA 
2009-931. 
