The covariance of the matter power spectrum is a key element of the analysis of galaxy clustering data. Independent realisations of observational measurements can be used to sample the covariance, nevertheless statistical sampling errors will propagate into the cosmological parameter inference potentially limiting the capabilities of the upcoming generation of galaxy surveys. The impact of these errors as function of the number of realisations has been previously evaluated for Gaussian distributed data. However, non-linearities in the late time clustering of matter cause departures from Gaussian statistics. Here, we address the impact of non-Gaussian errors on the sample covariance and precision matrix errors using a large ensemble of N-body simulations. In the range of modes where finite volume effects are negli-
INTRODUCTION
The next generation of galaxy surveys will map the distribution of matter in the universe with unprecedented accuracy over large cosmic volumes. Surveys such as the Large Synoptic Survey Telescope 1 (LSST) and the Euclid mission 2 are designed to detect millions of galaxies over a wide range of scales and redshifts, potentially providing measurements of the clustering of matter to few per-cent statistical uncertainty. In order to infer unbiased cosmological parameter constraints the analysis of these data will require theoretical model predictions that account for the non-linearities of the late time gravitational collapse of matter. As an example, on the scales of the Baryon Acoustic Oscillations (BAO) deviations from linear predictions are at a few per-cent level (see e.g. ⋆ linda.blot@obspm.fr 1 www.lsst.org 2 www.euclid-ec.org Rasera et al. 2014) . However, even the availability of such accurate predictions may not suffice to correctly analyse the data, since non-linearities induce mode-couplings which cause errors on band powers to become increasingly correlated (Meiksin & White 1999; Scoccimarro, Zaldarriaga & Hui 1999) . Because of this, future galaxy survey measurements will require accurate estimation of covariance matrices.
In the case of the matter power spectrum the covariance matrix can be estimated from large ensembles of Nbody simulations (Takahashi et al. 2009; Harnois-Déraps & Pen 2012; Blot et al. 2015) . However, due to finite sampling, the estimation of the covariance is affected by statistical errors that propagates into the cosmological parameter uncertainties. The impact of such errors has been evaluated in a number of studies assuming Gaussian distributed data (see e.g. Taylor, Joachimi & Kitching 2013; Dodelson & Schneider 2013; Percival et al. 2014; Taylor & Joachimi 2014) . However, as shown by Blot et al. (2015) deviations from the linear clustering regime c 0000 The Authors induce increasingly larger non-Gaussian errors already at the BAO scale. In principle the use of analytical models of the covariance avoids sampling errors (see e.g. Takada & Hu 2013; Mohammed & Seljak 2014 , for work in this direction). Nonetheless, such models still need to match numerical simulation results and as shown by Wu & Huterer (2013) in the context of the halo model, model calibration uncertainties will propagate in the estimation of parameter errors.
In this work we set to assess what is the impact of nonlinearities on the statistical errors associated with the sample covariance estimator and what are the effects on the cosmological parameter uncertainties expected from future galaxy surveys. To this purpose we use a large ensemble of N-body simulations to compare covariance matrix estimation errors against model predictions for Gaussian distributed data. Then, assuming Euclid-like survey characteristics, we perform a Fisher matrix analysis to forecast the impact of non-Gaussian errors on cosmological parameter constraints.
The paper is organised as follows: in Section 2 we introduce the N-body simulation ensemble used in the analysis; in Section 3 we discuss Gaussian prediction of the sample covariance and precision matrix errors and present the comparison with estimates from the N-body simulation ensemble; in Section 4 we present the results of the Fisher analysis and finally we discuss the conclusion in Section 5.
N-BODY SIMULATION ENSEMBLE
We consider the simulation ensemble Set A from the Dark Energy Universe Simulation -Parallel Universe Runs (DEUS-PUR) project presented in Blot et al. (2015) . This set consists of 12288 Adaptive Mesh Refinement (AMR) N-body simulations of (656.25 h −1 Mpc) 3 volume with 256 3 particles (corresponding to a mass resolution of mp = 1.2 × 10 12 M⊙ h −1 at coarse level) of a flat Λ-Cold Dark Matter (ΛCDM) best-fit model to the WMAP-7 years data (Spergel et al. 2007 ). For each simulation the matter power spectrum is computed in the range kmin ≈ 0.01 h Mpc −1 (corresponding to the fundamental mode of the simulation box) to kmax ≈ 1.22 h Mpc −1 (half the Nyquist frequency of the grid used to compute the spectra). The spectra have been corrected for mass resolution errors as described in Blot et al. (2015) using simulation Set B consisting of 96 N-body simulations of identical volume with 1024 3 particles corresponding to a mass resolution of mp = 2 × 10 10 M⊙ h −1 at coarse level. In Fig. 1 we plot the average matter power spectrum and the standard deviation at several redshifts in the interval 0 ≤ z ≤ 2. The standard deviation is largest near kmin due to cosmic variance and reduces to less than 10% for k 0.03 h Mpc −1 . Thus, to be conservative from now on we set kmin = 0.03 h Mpc −1 unless otherwise specified.
Using this ensemble of spectra we compute the covariance matrix at each redshift with the sample covariance estimator:
where Ns is the number of independent realisations andP (k) = Ns n=1P n(k)/Ns is the sample mean, withPn(k) the matter power spectrum of the n-th realisation. This is an unbiased estimator of the covariance but, as we later explain, its inverse is not an unbiased estimator of the inverse of the covariance matrix, also called the precision matrix. Average and standard deviation of the non-linear matter power spectrum at 2 ≥ z ≥ 0 (bottom to top) from DEUS-PUR simulations Set A corrected for mass resolution errors using Set B as described in Blot et al. (2015) . The vertical dotted line indicates the point where cosmic variance errors reduce to less than 10%.
COVARIANCE AND PRECISION MATRIX ERRORS
Let us consider a set of data consisting of measurements of the matter power spectrum, P
A standard likelihood analysis will use these measurements to infer constraints on a set of parameters θ given a model prediction of the power spectrum P t k i ( θ). Assuming that the density contrast in Fourier space is Gaussian distributed, the power spectrum in each bin of width ∆k follows a χ 2 distribution with a number of degrees of freedom given by the number of k-modes contained in the bin, i.e. N k ≈ k 2 ∆k V /(2π 2 ), where V is the volume. In linear regime and in the limit of large N k the power spectrum distribution tends to a Gaussian distribution. In non-linear regime deviations from the χ 2 distribution arise (Blot et al. 2015 ) that may bias the inferred parameter values. Here we concentrate on the effect of non-linearities on the covariance estimator and we leave the study of the impact of the shape of the likelihood on parameter inference for future work.
In the case of Gaussian distributed data the likelihood reads as
where C −1 ij is the precision matrix. Notice that in writing Eq. (2) we have assumed that the covariance is independent of the parameters θ, in such a case we can neglect the normalisation factor which does not play any role in the determination of the parameter constraints. Nevertheless, it is worth remarking that the power spectrum covariance matrix may indeed vary with the cosmological parameters (see e.g. Labatie, Starck & Lachièze-Rey 2012, who have studied the impact of a cosmological model dependent covariance obtained from simulations of a lognormal galaxy field). However, the extent to which the cosmological parameter inference is affected by cosmological model dependencies of the covariance due to non-linearities is still not known and will require a dedicated study which is beyond the scope of this work.
The point that we want to address here is how non-linearities of the density field impact the estimation errors of the sample covariance and precision matrix. These errors arise from the fact that the true covariance C is unknown, we only have an unbiased estimate of it as given by Eq. (1). This has the consequence that the inverse of the sample covariance, P ≡ C −1 , is not an unbiased estimator of the precision matrix due to the noise in the sample covariance (Anderson 2003) . Moreover the noise in the sample covariance propagates in the cosmological parameter inference via Eq.(2).
Precision Matrix Bias
Let us first consider the problem of the bias of the precision matrix estimator. This can be built by inverting the sample covariance estimator such that P ≡ C −1 provided that Ns > N d + 1 otherwise the sample covariance is not full rank and the inverse is undefined (Hartlap, Simon & Schneider 2007) . For Gaussian distributed data the expectation value of the inverse of the sampled covariance matrix, assuming that the mean of the precision matrix distribution is unknown, is given by (see e.g. 
where Ns is the number of simulations used to estimate the sample covariance. It follows that an unbiased estimate of the precision matrix is given by:
which is the only unbiased estimator of the precision matrix (Taylor, Joachimi & Kitching 2013 ). This estimator is defined for Ns > N d + 2. We test the validity of Eq. (3) using the ensemble of Nt = 12288 spectra from the DEUS-PUR Set A corrected for mass resolution errors and sampled over N d = 250 bands in the range 0.03 k [h Mpc −1 ] 1.22 at z = 0. To compute the average of the sample precision matrix which appears in the left-hand-side of Eq. (3) as function of the number of simulation Ns we divide the ensemble of spectra in Ng = int(Nt/Ns) groups, where int(Nt/Ns) indicates the quotient of Nt and Ns, in each group we estimate the sample covariance using Eq. (1) and computing the inverse we obtain the biased estimate of precision matrix. Then, we compute the average biased precision matrix over the Ng groups as P = 1/Ng k P k which we compare to that obtained using the entire ensemble of Nt spectra, P, on the right-hand-side of Eq. (3). To compare the numerical results against the theoretical prediction we follow Taylor, Joachimi & Kitching (2013) and compute the fractional bias defined as:
which we plot in Fig. 2 as function of Ns from the ensemble of spectra at z = 0. In the upper panel the solid black line is the scaling expected for Gaussian distributed data, while the blue points are the numerical results, the relative difference is shown in the lower panel. We can see that for Ns > 500 the analytical prediction agrees to the N-body simulation results to better than 0.5%. 
Variance of Sample Covariance
Let us now consider the errors on the sample covariance. For Gaussian distributed data the statistics of the sample covariance is described by the Wishart distribution (Wishart 1928; Press 1982) . Taylor, Joachimi & Kitching (2013) have derived an analytical expression for the variance which reads as:
As for the estimation of the fractional bias we estimate the average and standard deviation of the covariance over Ng = int(Nt/Ns) groups of simulations as function of Ns. We can test the validity of Eq. (6) along the diagonal elements by computing the ratio:
which we plot in Fig. 3 as function of Ns having taken the sum over the diagonal elements for three different k-intervals. We can see that deviations from the expected scaling in Eq. (7) are largest ( 20%) for 0.03 < k [h Mpc −1 ] < 0.11 and decrease for increasing values of kmin. These deviations are due to finite volume effects which as shown in Fig. 1 manifest in a larger standard deviation of the estimated power spectra at low k. If we sum over the entire diagonal the cumulative error is dominated by these effects, as can be seen by comparing black octagons and magenta stars in Fig. 3 . For k > 0.11 h Mpc −1 this sample variance effect is reduced to less than 5% on the matter power spectrum and correlates with the reduced discrepancy from the scaling of Eq.(7) (blue dots). Nonetheless, we may still notice deviations up to ∼ 10% in the higher k-interval (yellow hexagons). This can be seen more clearly in Fig. 4 where we consider larger wavenumbers. In particular, we may notice increasing departures from Eq. (7) above ∼ 10% level for Ns > 1500. We interpret this systematic trend as an indication of deviations from the Wishart distribution due to the nonlinearities of the matter density field which cause non-Gaussian errors. If we exclude the bins dominated by sample variance and we sum over the remaining diagonal elements we can see that the cumulative error is dominated by the errors on non-linear scales, as shown in Fig. 4 .
The same trends can be seen in the off-diagonal components of the variance of the sample covariance. To this purpose we estimate the ratio of the sum of the left and right-hand side of Eq. (6):
over off-diagonal elements for which the corresponding elements of the matter power spectrum correlation matrix:
are below and above the 50% level. We plot the results in Fig. 5 . In the case of off-diagonal elements with correlation < 0.5 we can see that the ratio is of order unity, while for off-diagonal elements characterised by larger correlations (> 0.5) the ratio deviates from unity by more than 10% for Ns > 1500. In the latter case the scatter at low Ns values is large due to large sampling error in the elements of the covariance, but for Ns > 1500 the deviation exceeds the level of scatter. This clearly shows that on scales where r > 0.5 the non-Gaussian errors due to the non-linearities of the late-time clustering of matter cause deviations of the sample covariance errors from expectations of the Wishart distribution. It is worth noticing that even with large ensemble of simulations available to us, from the numerical analysis we are unable to asses whether these deviations saturate for very large Ns values, suggesting a significant departure from the Wishart distribution.
Variance of Sample Precision Matrix
The estimator of the precision matrix is distributed as the inverseWishart distribution (Wishart 1928; Press 1982) and an analytical expression for the unbiased variance of the precision matrix has been derived in Taylor, Joachimi & Kitching (2013):
where
As in the case of the covariance errors we test this relation along the diagonal components and compute the ratio
in the range 0.11 < k [h Mpc −1 ] < 1.22 which we plot in Fig. 6 as function of Ns. Differently from the covariance errors we notice that deviations from the expected scaling do not exceed 5% level for Ns > 1200. Similarly the off-diagonal components do not show significant departures above 5% independently of the level of correlation as shown in Fig. 7 . 
COVARIANCE ESTIMATION ERRORS AND PARAMETER FORECAST
We perform a Fisher matrix analysis (Tegmark, Taylor & Heavens 1997) to investigate the impact of sample covariance errors on the cosmological parameter uncertainties. As already mentioned in Section 3 non-linearities induce deviations of the likelihood of the power spectrum from a Gaussian distribution (Blot et al. 2015) , (for the case of primordial non-Gaussianity see Kalus, Percival & Samushia 2015) . Moreover, when inferring parameters from a likelihood constructed with an estimated covariance the likelihood function is not Gaussian even for Gaussian distributed data (Sellentin & Heavens 2015) . Understanding the impact of these effects will require a full likelihood data analysis or an extension to the Fisher matrix formalism (Sellentin, Quartin & Amendola 2014) that are beyond the scope of this work. Here, we want to focus on the impact of the covariance errors on the cosmological parameter uncertainties, thus we limit for simplicity to a Gaussian approximation of the likelihood. We consider a survey with the same volume of the simulations (656.25 h −1 Mpc) 3 and a mean galaxy density similar to the one expected by the Euclid surveys (Laureijs et al. 2011) . Despite the fact that we use a much smaller volume than the Euclid surveys, this analysis allows us to understand what is the impact of non-linearities in a shot noise regime that is compatible with future galaxy surveys. In the following we assume as fiducial cosmology the flat ΛCDM model best-fit to the WMAP-7 years used for the DEUS-PUR simulations (see Table 1 ). We consider measurements of the galaxy power spectrum at Nz = 5 redshifts in the range 6) relative to that of the right-hand side for wavenumber configurations corresponding to correlation matrix elements with values in the range 0 < r < 0.5 (black points) and 0.5 < r < 1 (blue points). Error-bars indicate the dispersion. Table 2 . Redshifts and mean galaxy number densities as expected from a Euclid-like survey (Laureijs et al. 2011). 0.5 ≤ z ≤ 2 and mean galaxy number densitiesng(z) as given in Table 2 . At each redshift we consider N d = 250 band power measurements in the range 0.03 < k [h Mpc −1 ] < 1.22. We model the galaxy power spectrum at a given redshift z as:
where bz is a constant bias parameter, P (k; z) is the non-linear matter power spectrum at redshift z while we model the galaxy power spectrum covariance matrix as in Takahashi et al. (2009) :
where we use the matter power spectrum covariance matrix at redshift z computed from the DEUS-PUR simulations as Cij(z) and the mean of the matter power spectra over the simulation set as P (k; z). Here we have neglected the effect of Redshift Space Distortions (RSD), the study of which would require a modelling of the anisotropic power spectrum in the non-linear regime that is beyond the scope of this work (see Grieb et al. 2015 , for a model of Gaussian covariance for the anisotropic galaxy power spectrum). We aim to forecast the impact of covariance errors on the following set of cosmological parameters: the cosmic matter density Ωm, the constant dark energy equation of state w, the normalisation of the power spectrum σ8, the scalar spectral index ns and the cosmic baryon density Ω b . In addition we consider constant bias parameters bz l with l = 1, Nz for each redshift with fiducial value set to 1. We define the following vector of model parameters θ = {Ωm, w, σ8, ns, Ω b , bz 1 , .., bz Nz }.
In the case of Gaussian distributed data the likelihood is given by Eq. (2). Expanding the likelihood to second order around the fiducial model parameter values we can obtain a lower bound estimate of the expected model parameter errors from the Fisher matrix, that reads as:
where we have neglected correlations among different redshift bins. We compute the derivatives of the non-linear matter power spec- trum using a five-point stencil approximation:
whereθα is the fiducial parameter value and ∆θα = 0.05θα. To account for the effect of non-linearities in the finite derivatives we compute the non-linear P (k; z) for the different cosmological parameter values using the emulator PkANN 3 (Agarwal et al. 2014 ). The emulator reproduces the non-linear matter power spectra of Nbody simulations to few percent accuracy over the range of scales and redshifts of interest for different combinations of the cosmological model parameters. Let us note here that the PkANN emulator does not allow to fix the Hubble parameter h but, given the other cosmological parameters, its value is computed by fitting the combined WMAP 7-year and BAO constraints on the acoustic scale (for more details see Agarwal et al. 2014) .
In Fig. 8 we plot the ratio of the 1σ marginalised model parameter errors σ θ as function of the number of simulations with respect to the errors obtained using the full DEUS-PUR sample. We can see that the fractional error contribution of the sample covariance to the parameter errors reduces to sub-percent level for Ns > 5000. Note that we have assumed here that the covariance estimated with 12288 simulations is the true covariance, so to validate this requirement one would need ≫ 10 4 simulations.
On the linear approximation for the covariance
In the literature of Fisher forecasting it is common to consider the power spectrum only on the largest scales, e.g. where it is believed to be well approximated by the linear power spectrum. This is because accurate modelling of non-linear effects is necessary to push the analysis to smaller scales and the flattening of the signal-to-noise ratio at large k values hints to a reduced information content in the power spectrum at these scales (Angulo et al. 2008; Smith 2009; Takahashi et al. 2009; Blot et al. 2015) . To show what is the impact of considering non-linear scales we compare in Fig. 9 the marginalised 2-parameter 1 and 2σ contours for kmax = 0.2 h Mpc −1 (dashed lines), kmax = 0.4 h Mpc −1 (dotted lines), kmax = 0.6 h Mpc −1 (dash-dotted lines) and kmax = 1.22 h Mpc −1 (solid lines). These contours are not to be interpreted as forecasts, since as we stated above the volume that we consider is much smaller than the one expected from future galaxy surveys, nevertheless these show that pushing the analysis to non-linear scales largely improves constraints on cosmological parameters. The differences can be inferred more clearly in Table 3 where we report the marginalised 1σ errors on the cosmological parameters for different values of kmax.
In the linear regime the matter density field is Gaussian and the power spectrum estimator at a given k is χ 2 -distributed with N k degrees of freedom, where N k ≈ k 2 ∆k V /(2π 2 ) is the number of modes in a bin of width ∆k. Moreover, each Fourier mode evolves independently so that the matter power spectrum covariance is diagonal and reads as:
where the diagonal components are proportional to the linear matter power spectrum of the fiducial cosmology P lin (see e.g. Jeong & Komatsu 2009) . Using this approximation in non-linear regime, as it is often done, leads to an underestimation of the errors on the cosmological parameters. To show this, we perform a Fisher analysis by substituting the matter power spectrum covariance Cij with Eq. (16) and we compare the results to those obtained with the covariance from the full ensemble of DEUS-PUR simulations. In Fig. 10 we plot the marginalised 2-parameter 1 and 2σ contours obtained with the linear approximation Eq.(16) (dashed lines) and with the fully non-linear covariance from the DEUS-PUR simulations (solid lines). The differences can be inferred more clearly in Table 4 where we report the marginalised 1σ errors on the cosmological parameters for the two cases. The discrepancy is maximal in the case of Ωm, for which the use of a linear covariance underestimates the 1σ error by a factor of ∼ 17.7. Smaller differences occur for σ8 and Ω b though still exceeding the ∼ 20% level.
CONCLUSION
Future measurements of the matter power spectrum will require accurate estimates of the covariance matrix. Independent realisa-
Ωm 9.6 × 10 −5 1.7 × 10 −3 Ω b 6.1 × 10 −4 7.7 × 10 −4 ns 7.5 × 10 −3 6.9 × 10 −3 w 1.4 × 10 −2 1.3 × 10 −2 σ 8 2.3 × 10 −3 3.4 × 10 −3 Table 4 . Marginalised 1σ Fisher matrix errors on the cosmological parameters obtained using a linear covariance (second column) and the DEUS-PUR covariance (third column).
tions of the data can be used to estimate the covariance. However, sampling errors will propagate in the cosmological parameter inference, thus potentially limiting the expected performance of future galaxy survey measurements. In this work we have studied the impact of non-Gaussian errors on the sample covariance due to the non-linearities of the matter density field during the latetime regime of clustering. To this purpose we have used a large ensemble of N-body simulations. We find that covariance sampling errors increasingly deviate from Gaussian expectations above 10% level on scales k 0.3 h Mpc −1 . To assess the impact on the cosmological parameter uncertainties from future surveys such as Euclid we have performed a Fisher analysis forecast. We have shown that including non-linear scales largely improves the constraints on cosmological parameters. We have also shown that using a linear matter power spectrum covariance at these scales will significantly underestimate errors, which emphasises the need of using a fully non-linear covariance to correctly analyse future data. However, our analysis also indicates that to reduce the effect of sample covariance errors on parameter uncertainties at sub-percent level a very large ensemble of numerical simulations will be needed. Advancements in numerical N-body simulations techniques may render this task tractable in the future. Nevertheless the development of theoretical approaches capturing the relevant features of the nonlinear collapse of matter on the scale of interest should be pursued to facilitate the statistical analysis of future data as well as to infer information on the late-time clustering of matter. Taylor, A. N., Joachimi, B., Kitching, T., 2013 , MNRAS, 432, 1928 Taylor, A. N., Joachimi, B., 2014 , MNRAS, 442, 2728 Tegmark, M., Taylor, A. N., Heavens, A. F., 1997 , ApJ, 480, 22 Wishart, J., 1928 , Biometrika, 20A, 32 Wu, H.-Y., Huterer, D., 2013 , MNRAS, 434, 2556 
