Abstract-The robust detection of red lesions in digital color fundus photographs is a critical step in the development of automated screening systems for diabetic retinopathy.
I. INTRODUCTION

D
IABETIC RETINOPATHY (DR) is the leading cause of blindness in the working population of the western world. It is an eye disease which in some form afflicts 17% of diabetic subjects five years after diagnosis of diabetes and 97% 15 years after diagnosis [3] . Early diagnosis through regular screening and timely treatment has been shown to prevent visual loss and blindness. Digital color fundus photography allows acquisition of fundus images (see Fig. 1 ) in a noninvasive manner which is a prerequisite for large scale screening.
In a DR screening program, the number of fundus images that need to be examined by ophthalmologists can be prohibitively large. The number of images without any sign of DR in a screening setting is typically over 90%. Therefore, an automated system that can decide whether or not any signs suspicious for DR are present in an image can improve efficiency; only those images deemed suspect by the system would require examination by an ophthalmologist. The method described in this paper is intended to be a first step toward such a prescreening system.
Signs of DR include red lesions such as microaneurysms and intraretinal hemorrhages, and white lesions, such as exudates and cottonwool spots. This paper concerns only the red lesions, which are among the first unequivocal signs of DR. Therefore, their detection is critical for a prescreening system.
Previously published methods for the detection of red lesions have focussed on detecting microaneurysms in fluorescein angiography images of the fundus [1] , [2] , [4] , [5] . In this type of image the contrast between the microaneurysms and background is larger than in digital color photographs. However, a mortality of 1:222 000 associated with the intravenous use of fluorescein [6] prohibits the application of this technique for large-scale screening purposes.
The detection method described by Spencer, Cree, Frame, and co-workers [1] , [2] , [4] , [5] employed a mathematical morphology technique that eliminates the vasculature from a fundus image yet left possible microaneurysm candidates untouched. This approach was first suggested by Baudoin et al. [7] . It has also been applied, in a modified version, to high-resolution redfree fundus photographs by Hipwell et al. [8] . These last authors present a sensitivity of 85% and a specificity of 76% on a per image basis.
A number of other approaches for the detection of red lesions in color fundus photographs have also been described. Gardner et al. [9] used a neural network to detect both hemorrhages and exudates. Each image was divided into 20 20 pixel grids, these were then individually classified. The per image results showed a sensitivity of 88.4% and a specificity of 83.5%.
Sinthanayothin et al. [10] applied a recursive regiongrowing procedure to segment both the vessels and red lesions in a fundus image. Next, a neural network was used to detect the vessels exclusively. The objects that remain after removal of the detected vasculature are labeled as microaneurysms. The evaluation was carried out on 10 10 pixel grids and not for individual images or lesions. A sensitivity of 77.5% and specificity of 88.7% was reported.
Results of a commercially available automatic red lesion detection system were given by Larsen et al. [11] . However, their method was not described. The system had a sensitivity of 93.1% and specificity of 71.4% on a per patient basis.
The aim of this paper is to develop an automated method which can detect images containing red lesions with a very high sensitivity and a reasonable specificity. This allows the method to be used in a prescreening setting. We address the problem of detecting red-lesions in three stages. First, each image is preprocessed; next, candidate objects that may represent red-lesions are extracted; and in the final stage the probability for each candidate to represent a red-lesion is estimated using a classifier and a large set of specifically designed features. To take advantage of prior works, and to enable comparisons between our system and previous approaches, the system of Spencer et al. [1] together with the extensions to this system proposed by Frame et al. [2] was taken as our starting point. The Spencer-Frame system employs a similar processing pipeline.
Two novel methodological contributions are made in this paper. First, a new candidate detection scheme based on pixel classification is proposed. The performance of this scheme is compared to the detection scheme based on mathematical morphology as used by Spencer-Frame. A hybrid scheme that combines both detection strategies is tested as well. Second, to improve the classification of the candidate objects into lesion and nonlesion, an extensive number of features has been added to the set proposed by Spencer-Frame. Several classifiers have been tested and best results were obtained with k-nearest-neighbors (kNN) classification.
The system is tuned and trained on a set of 50 photographs representative of those used in a screening setting, and tested on another, completely independent set of 50 photographs. An experienced ophthalmologist (MDA) carefully indicated all red-lesions in these images to provide a reference standard. A second experienced ophthalmologist (MS) indicated all red-lesions in the test set to enable comparison between the automatic systems' and human performance.
The setup of the article is as follows. Section II describes the preprocessing stage. In Section III the candidate object detection systems are described. The mathematical morphology based method of Spencer-Frame is reviewed, the pixel classification based scheme is described and it is shown how to combine the output of both systems. This section also motivates the development of the pixel classification method and explains how it avoids some of the limitations of the other system. Section IV contains details regarding the candidate classification stage and discusses the classifier and the feature set we propose. A description of the used material is given in Section V. In Section VI the experiments and results are presented. We end with a discussion and conclusion in Section VII.
II. IMAGE PREPROCESSING
In order to prepare the fundus images for red lesion extraction some image preprocessing is performed on the green-plane of the original RGB color image . As red lesions have the highest contrast with the background in the green color plane [12] information from the red and blue color planes will not be used in this step.
In this and the following sections those parts of the system proposed by Spencer et al. and Frame et al. [1] , [2] use the original parameter values wherever possible. However, because of differences in image modalities some of the parameters had to be adjusted. This is mentioned in the text where necessary.
A. Spencer-Frame
Fundus photos often contain an intensity variation in the background across the image, called "vignetting" [13] (see Fig. 1 ). This effect can deteriorate the performance of the candidate selection system. Any slow gradients in the background of were removed, resulting in a "shade corrected" image . This was accomplished by estimating the background image and subtracting that from . is produced by median filtering with a 25 25 pixel kernel. The size of the median filter was chosen such that it is wider than the widest blood vessel in our dataset of images. A typical result of the operation is shown in Fig. 2(b) .
B. Bright Lesion Removal
We extended the Spencer-Frame system in the following manner. As mentioned, bright pathologies can also appear in retinas affected by DR. These lesions can have well defined sharp edges. When they lie close together, small "islands" of normal retina are formed between them. These can be picked up as false positives (FPs) by the candidate object detection in the pixel classification based system in later steps. To prevent this, these bright pathologies were removed as follows.
The shade corrected image has negative values for all pixels which have an intensity lower than the background. By removing all pixels with a positive value from the image, bright pathologies no longer influence the later analysis. All pixels in with a positive value were set to zero resulting in the preprocessed image . The effect of this operation is shown in Fig. 2(c) .
III. CANDIDATE EXTRACTION SYSTEM
Next, objects that are potential red lesions are extracted from the preprocessed images. These objects will be called candidate objects.
A. Mathematical Morphology Based Candidate Extraction
This system is described by Spencer et al. [1] and Frame et al. [2] and is briefly reviewed here. After the image preprocessing stage the actual candidate objects were extracted from . To discriminate between circular, nonconnected red lesions and the elongated vasculature a morphological top-hat transformation [7] was used. This operation is based on morphologically opening the image with a linear structuring element at different orientations. A total of twelve rotated structuring elements were used with a radial resolution of 15 . The length of a structuring element should be such that it is larger than the biggest red lesion present in the set. It was determined empirically that a length of 9 pixels gave the best balance between vessel segmentation and red lesion detection for our set. In each of the 12 opened images only those parts of the vasculature in which the linear structuring element can fit remain. By taking the maximum pixel value at each pixel location in all 12 images a map of only the vasculature was obtained. This vasculature map was subtracted from , the result was an image containing mainly nonelongated structures such as red lesions.
To enhance the contrast between background and red lesions in a matched filter was used. The matched filter is a 2-D Gaussian with and has a size of 11 11 pixels. Next the filtered image was thresholded to produce a binary image . The threshold was fixed at a certain level above the modal value of the image. In this implementation 4 was used as the threshold. The extracted binary objects are not a good representation of the pathologies as found in . A region growing procedure was used to grow back the original pathologies. The darkest pixel under each of the binary objects serves as the starting point.
The estimated background image obtained in the preprocessing step (see Section II) can be used to find the threshold for the region growing procedure as follows: (1) where is the intensity at the starting position, i.e., the pixel under the binary object with the lowest gray value. Then is the intensity of the same pixel in the background image and . Here, , is similar to Spencer-Frame. Growing starts in the seed pixel and stops when no more connected pixels below the threshold can be found. The grown objects together form the final candidate object set.
B. Pixel Classification Based Candidate Extraction
A limitation of the previously described candidate extraction technique is that any red lesions which are larger than the linear structuring element cannot be detected. When the length of the structuring element is increased to be able to detect larger objects, the vessel segmentation deteriorates leading to more spurious candidate objects being detected on the vasculature. We have largely removed this limitation by using a pixel classification based method. This approach can detect larger candidate objects and reduces the number of spurious candidate objects on the vessels by integrating a vessel segmentation technique [14] with red lesion detection. Both vasculature and possible red lesions are extracted at once, and subsequently the vasculature is separated from the red lesion candidate objects.
The digital color photographs used in this research have a relatively low resolution, such that small red lesions typically have areas as low as four pixels, with relatively low contrast. Obviously this is not an ideal situation, but such is the image quality of data used routinely for DR screening. With pixel classification the contrast between foreground pixels (red lesions and vasculature) and pixels in the background can be improved such that a global threshold can be used to extract all relevant objects in the image.
Pixel classification is a supervised method, so it needs to be trained using example pixels. Each of the example pixels was extracted from a training set for which a labeled reference standard is available. All pixels in the training set are, thus, assigned a label and a feature vector. A classifier can now establish a decision boundary in the feature space which will optimally separate the two classes (i.e., foreground and background pixels).
A large number of sample pixels of red lesions, vasculature as well as background pixels are needed for training. A set of 40 fundus images (Set 1, see Section V), not used in the development or testing of any other part of the system, provided the training pixels. In all of the images the vasculature and red lesions were manually segmented. Each of these images was preprocessed as described in Section II before training the pixel classification procedure. This training procedure needs to be completed only once, after it has finished the system is ready to automatically process unseen images.
An important observation is the similarity, on a pixel level, in color and response to first and second order Gaussian filters for the red lesions and the vasculature. To obtain the feature vectors, filter outputs at each pixel location of were used. These filters consisted of all Gaussian derivatives up to and including second order at scales , 2, 4, 8, 16 pixels. Also the pixel intensities taken from were added to the feature vector. Preliminary experiments comparing several classifiers showed that a kNN classifier [15] produced the best results. For all experiments, . The kNN classifier (with ) allows for soft-classification in which each pixel is assigned a probability of it being a foreground pixel. To accomplish this, all neighbors in the feature space of a query pixel were examined. When neighbors were labeled as being a foreground pixel, the posterior probability that the query pixel is a foreground pixel itself was determined by (2) For the kNN classifier the optimized implementation as provided by Arya et al. [16] was used. Fig. 2(a) shows part of the green plane of a fundus image, its probabilistic map is shown in Fig. 2(d) .
To extract possible candidate locations the probabilistic map produced by the pixel classification was thresholded. To determine this threshold the maximum pixel value in the probability map under each of the objects marked in the ground truth was examined. This gave an indication of the maximum amount of objects that could be detected at a certain threshold. Further experimentation showed that 0.4 gave a good balance between the number of detected spurious objects and the number of detected red lesions. After thresholding, a binary image containing any red lesions and a large part of the vascular tree was obtained. Because red lesions in general do not appear on larger (visible) vessels they are disconnected from the vasculature. To obtain possible candidate locations, connected component analysis was applied on the binary objects. Any object which was too large to be a red lesion was removed. To determine a size threshold for this operation a histogram was made of the sizes of all lesions in the reference standard segmentation of the training set. A threshold of 300 pixels was found to include 98% of all red lesions. Most of the vasculature is connected, forming objects larger than 300 pixels and will, thus, be removed by this step. What remains are a number of small vessel fragments and those red lesions not connected to the vasculature. In Fig. 3 , a binary example image and the remaining connected components are shown.
As with the mathematical morphology based approach the extracted objects are not a good representation of the actual pathologies and objects in the original image. Therefore, the same region growing technique as described by Spencer-Frame (see Section III-A) was used to determine the actual shape of the objects.
The objects which were produced by the region growing procedure are then postprocessed such that any holes in the grown objects are filled. This post processing was done to facilitate feature extraction. The post processed objects together form the final set of candidate objects.
C. Hybrid Candidate Object Extraction
A number of experiments were conducted showing similar performance of both the pixel classification and the mathematical morphology based system in terms of detected lesions. However, when the candidates of both systems were combined a higher number of true positive (TP) candidate objects was extracted. The combination was done by putting all candidate objects in a set. Then all objects were checked to see if they overlap with another object in the set. In case of overlap one of the objects is removed. When both candidate detection systems detect the same lesion it does not matter which object is removed because the segmentation method used in both approaches is the same. Overlap also often occurs when a region growing seed point is placed in a normal area of the retina (e.g., due to noise), the region growing procedure will grow into neighboring red lesions and vessels. To exclude these relatively large spurious objects we always remove the largest of two overlapping objects.
IV. CANDIDATE CLASSIFICATION SYSTEM
The candidate extraction step results in a set of candidate objects. The purpose of the candidate classification system is to classify each of these objects as either a red lesion or a non red lesion. In order to accomplish this another classifier needed to be trained using example objects. These example objects are first extracted from a training set (part of Set 2, see Section V) using the candidate object extraction systems described in the previous section. Using the reference standard segmentation of the training set each of the example objects is appropriately labeled. Preliminary experiments comparing a Linear Discriminant Classifier, a Quadratic Discriminant Classifier and a kNN classifier [15] were performed. The kNN classifier showed the best performance.
A. Features
A total of 13 different candidate object features were proposed by Frame et al. [2] for use with the Spencer-Frame system. The features can be divided into two groups: shape features 1)-4) and pixel intensity features 5)-13). Experiments showed (see Section VI) that with just these 13 features system performance was limited.
Several new features were added to the 13 in the Spencer-Frame feature set to improve performance. To determine what features should be added the behavior of the system using the Spencer-Frame feature set was observed in a number of experiments. These showed a significant number of FP objects on the vasculature. To counter this, Gaussian filterbank outputs [feature 19)] were added to the feature set as well as a feature which can help to determine if an object is on an elongated structure [feature 20)]. As fluorescein angiograms do not contain color, color features were not used in the Spencer-Frame system. Since the color of the photographs is an extra source of information features 15)-18) were added. Feature 14 was chosen as an extra shape feature to help eliminate elongated structures. The last feature [feature 21)], was added to help improve the detection of larger circular objects. The total feature set contains 68 features, they are listed below. Some features are obtained at several image scales , these have not been individually listed.
1) The area where is the set of pixels in the candidate.
2) The perimeter which is approximated using the chaincodes [17] of the object. The number of odd and even chaincodes are counted then .
3) The aspect ratio
. is the length of the largest and of the second largest eigenvector of the covariance matrix of the object. 4) The circularity . 5) The total intensity of the object in the original green plane image where represents the th pixel in the original green plane image. 6) The total intensity of the object in the shade corrected image where represents the th pixel in the shade corrected image. 7) The mean intensity under the object in the original green plane image . 8) The mean intensity under the object in the shade corrected image . 9) The normalized intensity in the original green plane image where and are the standard deviation and average pixel value of . 10) The normalized intensity in the shade corrected image . 11) The normalized mean intensity in the original image . 12) The normalized mean intensity in the shade corrected image . 13) The intensity of the region growing seed in the match filtered image . 14) The compactness where is the distance from the centroid of the object to its th boundary pixel and is the mean of all the distances from the centroid to all the edge pixels. Here is the number of edge pixels. 15) The difference between the mean pixel values inside the object and mean values in a circular region centered on the object in the red plane from the RGB color space . Here is the set of pixels in the candidate and is the set of pixels included in the circular region excluding the pixels in . is the th pixel in the red image plane. The diameter of the circular region is determined by taking the maximum distance from the object centroid to any of the edges of an axis aligned bounding box and adding three.
and are the number of pixels in and respectively. 16) As item 15 but extracted from the green image plane. 17) As item 15 but extracted from the blue image plane. 18) As item 15 but extracted from the hue image plane taken from the HSI color space. 19) The mean and standard deviation of filter outputs under the object. The filters consist of the Gaussian and its derivatives up to second order at scales , 2, 4, 8 pixels. The total amount of features obtained in this way is . 20) The average value under the object of the absolute difference of the two largest eigenvalues of the Hessian tensor. The scale is used for the Gaussian partial derivatives that make up the Hessian. 21) The average output under the object of an iris filter as described in [18] used on with a minimum circle radius of 4, maximum radius of 12 and 8 directions. In some cases the use of feature selection schemes can help improve the performance of a classifier. We have used several feature selection methods on the feature set defined above. Experiments with the obtained feature subsets showed no clear improvement in classification performance over using all features.
V. MATERIAL
A set of 40 images (Set 1) was used to train the kNN classifier in the first candidate object extraction step as described in Section III-B. A second set of 100 images (Set 2) was used to train and test the complete system. All of the images in both sets were acquired digitally.
A. Set 1
Set 1 is a publicly available database of 40 manually segmented fundus images. All the vasculature has been manually segmented. For this research all red lesions were manually segmented and added to the existing segmentation by the first author. A complete description of the database can be found in [14] and [19] .
B. Set 2
Set 2 contains a total of 100 images and was used to train and test the presented system. This set of images ideally would be composed of just data taken from a screening program. However, because screening data typically contains less than 10% pathological images, we were not able to assemble Set 2 using only screening images. Of the images in Set 2, 74 were obtained at a tertiary referral hospital. A team of two ophthalmologists (MDA and MS), both retinal disease specialists, selected 37 images with and 37 images without pathology. These images were captured using a Topcon TRC-50 at 45 field of view. The remaining 26 images were taken from a DR screening program in the Netherlands. These images were captured using a Canon CR5 nonmydriatic 3CCD camera at 45 field of view. Of these images 13 contained red lesions and 13 showed no visible red lesions. Some patients have two images included in the set but these were never of the same eye.
All images were JPEG compressed. This lossy image compression format is not ideal for image processing but is commonly used in a screening setting. The size of the images is 768 576 pixels and the field of view is approximately 540 pixels in diameter. All personally identifiable information was stripped from all the images so that only the raw image data was available for this research.
The team separately annotated the entire set of 100 images. The annotation was performed by manually marking all pixels of a red lesion for every possible red lesion in the set. All 100 images were annotated in random order. The annotation of the first ophthalmologist was taken as the reference standard. According to the reference standard, a total of 55 images from the entire set contained pathologies. In these 55 images a total of 858 red lesions were identified. Next the complete set was randomly split into a test and a training set of 50 images each. Both the test and the training set contained 12 screening and 37 clinical images. As for red lesions, the test set contained 27 images with a total of 348 lesions while the training set contained 28 images with a total of 510 red lesions. Care was taken that, if two images were obtained from different eyes of the same patient, both images were assigned to either the test or training set.
VI. EXPERIMENTS AND RESULTS
A number of different system setups were tested to determine which provides the best performance.
• The hybrid system (HS) uses both the hybrid object candidate extraction system (Section III-C) and the complete set of features as defined in Section IV.
• The pixel classification system (PC) uses the pixel classification based candidate extraction system (Section III-B) and the complete set of features except feature 13 which is unique for the mathematical morphology based system. • The mathematical morphology based system (Section III) using the complete set of features (MMA).
• The mathematical morphology based system using the original 13 features as proposed by Spencer-Frame (MMO).
All systems used a kNN classifier for the classification of the candidate objects. As noted in the previous section, Set 2 was also annotated by a second ophthalmologist. This allowed us to compare the performance of the automatic systems with that of a human expert (HE). 
A. Settings
For each system the parameter settings as detailed in the previous sections were used.
For the candidate object classification step the optimal value of for the kNN classifier was determined using the training set. For all systems an optimal value of was found except for the MMA where . Table I shows an overview of the performance of all tested systems when extracting candidate red lesion objects from the test set. The number of true lesions that were not extracted indicates the number of lesions that were in the reference standard but were not extracted during the candidate object extraction step. These lesions are missed by the systems and are not present in the subsequent candidate classification step. For comparison the performance of the HE has been added.
B. Results
How to evaluate the final classification performance of a red lesion detection system is application dependent. When using the method as a prescreening system as described in Section I, its purpose is to determine whether or not an image is normal, i.e., free of red lesions, or abnormal, i.e., containing one or more red lesions. Receiver operating characteristic (ROC) curve analysis [20] can be used to evaluate this type of performance. The ROC curve plots the sensitivity against 1-specificity of a system. It is an indication of the capability of the system to discriminate between those images containing red lesions and those that do not contain red lesions. Fig. 4(a) shows the ROC curves of the HS and the MMO. Because the HE provides one sensitivity/specificity pair its performance can only be represented by a single point in Fig. 4 .
If the system were to be used as a tool to assist an HE in detecting (subtle) red lesions, performance can be measured using free-response operating characteristic (FROC) analysis [21] . When assisting a human, the goal of the system would be to detect as many lesions as possible while not generating an excessive number of FPs. Fig. 4(b) shows the FROC curves of both the HS and the MMO. An FROC curve plots the sensitivity of the system with regard to all the red lesions in the test set against the average number of FPs per image. This gives an indication of the actual red lesion detection performance of the systems. Please note that the horizontal axis in Fig. 4(b) has a logarithmic scale. Table II shows the final performance of all systems at two important operating points. The first operating point has the same sensitivity per image as the HE, 0.89, and the second operating point is the point on the ROC curve where the per image sensitivity first reaches 1.00. Further, the per lesion sensitivity and the One of the FNs is a lesion that was missed in the first hybrid candidate detection step and, thus, the system will not be able to detect this lesion regardless of the operating point that is used. All detected objects have been marked on the image using different shapes. When an object belongs to multiple classes (e.g., is both a TP of the HS and a FN of the HE) the indicator of the second class is displayed smaller close to the first class. The contrast in this image has been adjusted for optimal display.
TABLE II
The final performance of the different red lesion detection methods on the test set at two operating points. The first point is at a per image sensitivity equal to that of the human expert. The second point is the operating point of a prescreening system average number of FPs per image at these two operating points are shown. For comparison with the automatic systems the performance of the HE is also included.
VII. DISCUSSION AND CONCLUSION
The results show that the HS described in this paper, when used as a prescreening tool can operate at a sensitivity of 100% combined with a 87% specificity. This means a large decrease in images which have to be screened by an ophthalmologist. The performance of the system on a per image basis is close to that of a HE. Using the previously published system in a prescreening setup is not practical because it is not able to attain 100% sensitivity without its specificity dropping to 0%.
The first candidate detection step of the HS combines the detected candidates of the mathematical morphology with the candidates of the pixel classification based system. It is important to miss as few red lesions as possible in the first candidate extraction step because any lesions lost in this step cannot be retrieved later. Therefore, each system has been adjusted for maximum sensitivity in the first step, assuring that the largest number of lesions are extracted. This leads to the detection of a large number of spurious candidate objects as well. Table I shows that the HS extracted more red lesions than the other systems but it also extracted the largest number of candidate objects overall. However, 33 lesions are still not extracted by the hybrid detection system. Approximately half of them are very close to or connected with the vasculature, both the mathematical morphology as well as the pixel classification based approach have problems extracting these. An example of this type of missed lesions is shown in Fig. 5 . The other half of the missed lesions is extremely subtle or blurred. Some of these candidate objects are not detected by neither the pixel classification nor the mathematical morphology based candidate extraction procedure. If they are detected, the region growing procedure often fails to find the object border in subtle cases and grows into nearby objects.
As Fig. 4(a) , (b) and Table II show, the HE did not detect every abnormal image in the test set nor found all red lesions. This disagreement with the reference standard has several possible reasons. Because the images have been JPEG compressed and many red lesions are very small it is easy for some to be missed. Further, it is possible that the second expert (indeliberately) read the images differently than the first. When an ophthalmologist performs a clinical reading of a color fundus photograph, the precise number of lesions is less important than their location. Observation of a number of cases showed that a significant number of FN lesions of the second observer were located outside of the vascular arch. Lesions in that part of the fundus are clinically less relevant. It can be that the second HE interpreted the images more in terms of clinical relevance of the lesions than the expert who defined the reference standard even though both were given the same task description. This effect is visible in Fig. 5 . Most of the FN of the HE are located outside of the vascular arch while most TP and FP are located inside the vascular arch.
The HS reaches 100% sensitivity on a per image basis when the sensitivity on a per lesion basis is at 30%. The probable reason for this sensitivity difference is that some of the images contain more red lesions than others and, thus, the system does not need a very high per lesion sensitivity as long as it is able to detect at least one of the lesions in each of the images. On average, the 27 positive images in the test set contained 12.9 lesions with a standard deviation of 9.47. The high standard deviation indicates the diversity of the test set, in which both images containing a large number of lesions (5 images with more than 20 red lesions) and subtle images (9 images with less than 7 lesions) are represented. Generally the more lesions an image contains, the easier it will be for the automatic system to detect it as a positive. The test set used in this paper partly consisted of images obtained in a tertiary referral hospital in addition to images obtained in a screening program. When performance was assessed on both sets separately, results were very similar with slightly better performance in the screening images.
The focus of this paper is on the development of a prescreening system. However, as the HS is able to detect individual red lesions, it could be used in the role of a CAD system assisting an ophthalmologist in the detection of red lesions. When the HS is operating at an average of 2 FPs per image, which may be an acceptable number of FPs for a CAD system, it detects 21 red lesions which were not found by the HE who operated at an average of 2.6 FPs per image.
Through the use of advanced pattern recognition techniques some parts of the system may be optimized further. One possibility would be to use more advanced classifiers such as support vector machines or techniques such as boosting [15] . By increasing the amount of training data for the candidate object classification, overall system performance may be further improved. Large red lesions are not always completely segmented by the region growing procedure, by replacing it with a different segmentation method this could be improved.
The total time required by the fully automatic HS to process a single image is approximately 15 minutes. All experiments were conducted using a Intel Pentium IV based computer running at 1.7 GHz. Most of this time is spent during the initial candidate detection step, that is, the pixel classification procedure. However, our implementation is experimental and performance could be improved.
Summarizing, we have attained the aim as set out in Section I. The system presented in this paper detected every positive image in the test set while classifying only a small number of negative images as positive.
