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Os problemas de decidibilidade incluem-se entre os mais importantes e mais
frut´ıferos da a´rea dos semigrupos finitos e linguagens formais. E´ sabido que a
decidibilidade na˜o e´ preservada por alguns dos operadores de pseudovariedades
mais comuns, tais como o supremo, o produto semidirecto, o produto de Mal’cev,
entre outros [1, 58, 25]. Uma ideia recentemente explorada por va´rios autores
consiste na imposic¸a˜o de propriedades mais fortes nas pseudovariedades sob as
quais os operadores sera˜o aplicados de forma a garantir que as pseudovariedades
resultantes sera˜o decid´ıveis. Neste contexto Almeida introduziu uma forma mais
forte de decidibilidade, chamada hiperdecidibilidade [5], a qual foi mais tarde
refinada em colaborac¸a˜o com Steinberg [16, 17], originando a noc¸a˜o de mansida˜o.
Recentemente foi proposta por Almeida [7] uma extensa˜o da noc¸a˜o de mansida˜o,
designada por mansida˜o completa.
A noc¸a˜o de mansida˜o (e suas generalizac¸o˜es) revelou-se uma das mais promis-
soras para a obtenc¸a˜o de resultados de decidibilidade de pseudovariedades. Moti-
vados por esta observac¸a˜o, dedicamos a parte final deste trabalho a estas noc¸o˜es:
mostramos que LSl e´ completamente mansa e provamos a mansida˜o de pseu-
dovariedades supremo envolvendo LSl, onde LSl denota a pseudovariedade dos
semi-reticulados locais.
Anteriormente, determinamos uma base de ω-identidades para a ω-variedade
gerada por LSl. Estudamos tambe´m uma outra propriedade algor´ıtmica, rela-
cionada com a mansida˜o, da pseudovariedade LSl: o ca´lculo dos seus conjuntos






Decidability problems are among the most important and fruitful of the area
of finite semigroups and formal languages. It is known that decidability is not
preserved by some of the most common pseudovariety operators, such as join,
semidirect product, Mal’cev product, between others [1, 58, 25]. An idea which
has been recently explored by several authors is to impose stronger properties on
the pseudovarieties upon which the operators are to be applied that will guarantee
that the resulting pseudovarieties will be decidable. In this context Almeida
introduced a stronger form of decidability, called hyperdecidability [5], which was
later refined in collaboration with Steinberg [16, 17], leading to the notion of
tameness. Recently it was proposed by Almeida [7] an extension of the notion of
tameness, called complete tameness.
The notion of tameness (and its generalizations) proved to be one of the most
promising for obtaining results decidability of pseudovarieties. Motivated by this
observation, we dedicate the final part of this work to these concepts: we show
that LSl is completely tame and we prove the tameness of pseudovariety joins
involving LSl, where LSl denotes the pseudovariety of local semilattices.
Previously, we determine a basis of ω-identities for the ω-variety generated
by LSl. We also study another algorithmic property, related with tameness, of
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Introduc¸a˜o
Em 1976 foi introduzida no tratado de Eilenberg [39] a noc¸a˜o de pseudova-
riedade de semigrupos, como sendo uma classe na˜o vazia de semigrupos finitos
fechada para subsemigrupos, produtos directos finitos e imagens homomorfas.
Nesse tratado, Eilenberg provou o seu “teorema das variedades”, que estabelece
uma correspondeˆncia biun´ıvoca entre estas classes de semigrupos e certas classes
(variedades) de linguagens racionais. As pseudovariedades passaram a desempe-
nhar um papel central na teoria de semigrupos finitos e desde logo se revelaram
o meio mais adequado para estabelecer ligac¸o˜es com as teorias de linguagens
racionais e auto´matos, e mais recentemente com outras a´reas da matema´tica
tais como complexidade e lo´gicas temporais. Estas ligac¸o˜es e as consequentes
aplicac¸o˜es em cieˆncias da computac¸a˜o constituem a principal motivac¸a˜o da teo-
ria.
Uma pseudovariedade diz-se decid´ıvel se existe algum algoritmo para testar
se um dado semigrupo finito pertence ou na˜o a` pseudovariedade. Estabelecer a
decidibilidade (ou a indecibilidade) de pseudovariedades e´ um dos problemas cen-
trais da teoria de semigrupos finitos, sendo motivado principalmente pelo teorema
das variedades de Eilenberg, e pelo problema da complexidade de Krohn-Rhodes
de um semigrupo [47] que permanece em aberto ha´ 40 anos. Este u´ltimo pro-
blema surgiu apo´s Krohn e Rhodes [47] terem estabelecido que todo o semigrupo
finito pertence a algum produto semidirecto iterado da forma
A ∗ (G ∗V)n,
com n ∈ N0, onde G denota a pseudovariedade dos grupos finitos e A denota a
pseudovariedade dos semigrupos finitos aperio´dicos. Tal deu origem a` noc¸a˜o de
complexidade de um semigrupo finito S que e´ definida como sendo o menor n tal
que S ∈ A ∗ (G ∗V)n.
Sendo as pseudovariedades frequentemente definidas pela aplicac¸a˜o a outras
pseudovariedades de algum operador determinado por geradores, e sabendo-se
que alguns dos operadores mais u´teis como o supremo, o produto semidirecto
1
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e o produto de Mal’cev na˜o preservam a decidibilidade [1, 58, 25], procurou-se
obter propriedades mais finas para os argumentos de tais operadores que garan-
tissem a decidibilidade dos seus valores. Uma das mais promissoras e´ a man-
sida˜o, introduzida por Almeida e Steinberg na tentativa de encontrar condic¸o˜es
gerais que pudessem ser usadas para calcular produtos semidirectos de pseudova-
riedades [16].
Va´rios graus da noc¸a˜o de mansida˜o desempenham pape´is importantes em
a´reas desde teoria geome´trica de grupos e topologia geome´trica ate´ teoria de
modelos. Uma noc¸a˜o mais fraca, mas que tem aplicac¸o˜es na decidibilidade, em
particular de produtos de Mal’cev, e´ a de conjunto V-pontual num semigrupo
finito, onde V e´ uma dada pseudovariedade. As origens desta noc¸a˜o podem-
-se situar num caso particular da conjectura de tipo II de Rhodes [44] provada
por C. Ash [24]. Uma extensa˜o da noc¸a˜o de mansida˜o, designada por mansida˜o
completa, foi proposta recentemente por Almeida [7]. Ao contra´rio da mansida˜o,
a mansida˜o completa e´ uma noc¸a˜o auto-dual e e´ mais adequada para trabalhar
com outros operadores para ale´m do produto semidirecto.
Observe-se que as pseudovariedades de semigrupos e de outras a´lgebras
constituem uma adaptac¸a˜o para o universo das estruturas finitas do conceito,
introduzido por Birkhoff, de variedade de a´lgebras de um certo tipo. A tentativa
de transpor para o universo das pseudovariedades determinadas caracter´ısticas
das variedades de a´lgebras deparou-se com o facto de as variedades de a´lgebras
possuirem objectos livres e tal na˜o ser verdade para as pseudovariedades em
geral. E´ neste contexto que surgem os semigrupos pro´-V, ou profinitos no caso
da pseudovariedade S de todos os semigrupos finitos, os quais possuem objectos
livres. Para a sua construc¸a˜o consideramos os limites projectivos dos membros de
uma pseudovariedade V munidos da topologia discreta. As pseudopalavras sa˜o os
elementos do semigrupo pro´-V livre gerado por A, ΩAV, que e´ o limite projec-
tivo dos elementos A-gerados de V. De acordo com a introduc¸a˜o de [17], pode
afirmar-se que as propriedades alge´brico-combinato´rias gerais dos elementos de
V ficam codificadas em ΩAV. Encontra-se assim justificado o grande interesse,
que tem surgido nas u´ltimas treˆs de´cadas, no conhecimento das propriedades dos
semigrupos profinitos relativamente livres, isto e´, semigrupos da forma ΩAV, para
algum alfabeto A e pseudovariedade V.
Para provar a mansida˜o de uma pseudovariedade V espec´ıfica e´ necessa´rio,
em geral, um conhecimento profundo acerca dos seus semigrupos pro´-V livres. A
mansida˜o e´ parametrizada por uma assinatura impl´ıcita σ. Provar a σ-mansida˜o
de uma pseudovariedadeV consiste em resolver dois subproblemas: mostrar que o
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problema da σ-palavra para V e´ decid´ıvel e que V e´ σ-redut´ıvel. Informalmente,
V e´ σ-redut´ıvel quando dado um sistema de equac¸o˜es associado a um grafo finito
com restric¸o˜es racionais, a existeˆncia de uma soluc¸a˜o por pseudopalavras mo´dulo
V implica a existeˆncia de uma soluc¸a˜o do sistema por σ-palavras mo´dulo V sa-
tisfazendo as mesmas restric¸o˜es. Quando, em vez de sistemas associados a grafos,
sa˜o considerados sistemas finitos gene´ricos de equac¸o˜es de σ-termos obte´m-se a
noc¸a˜o de σ-redutibilidade completa.
Neste trabalho foram resolvidos va´rios problemas envolvendo a pseudova-
riedade LSl dos semigrupos finitos localmente semi-reticulados, ou seja, semi-
grupos S tais que eSe e´ um semigrupo idempotente e comutativo para todos
os idempotentes e ∈ S. Esta pseudovariedade esta´ associada, atrave´s da cor-
respondeˆncia de Eilenberg, a` bem conhecida variedade das linguagens localmente
testa´veis, como mostrado independentemente por Brzozowski e Simon [28] e Mc-
Naughton [52].
Esta dissertac¸a˜o encontra-se dividida em treˆs partes. A primeira parte e´
dedicada a`s definic¸o˜es e resultados que sa˜o preliminares do trabalho original
apresentado. Estes preliminares sa˜o constitu´ıdos por treˆs cap´ıtulos. O primeiro
situa-se no aˆmbito da teoria de semigrupos, auto´matos e linguagens. No segundo
cap´ıtulo abordam-se as variedades alge´bricas, as pseudovariedades de semigrupos
e as variedades de linguagens. Finalmente, o terceiro cap´ıtulo e´ dedicado aos
semigrupos profinitos relativamente livres e a`s operac¸o˜es impl´ıcitas.
A segunda parte e´ constitu´ıda pelos Cap´ıtulos 4 a 6. O Cap´ıtulo 4 consiste
na apresentac¸a˜o de alguns resultados ba´sicos acerca dos semigrupos livres pro´-
-LSl. No Cap´ıtulo 5, exibimos uma base infinita de ω-identidades para a ω-
-variedade gerada pela pseudovariedade LSl e mostramos que essa ω-variedade
na˜o e´ finitamente baseada. A finalizar a segunda parte encontra-se o Cap´ıtulo 6,
onde e´ apresentado um algoritmo para calcular os subconjuntos pontuais de um
dado semigrupo finito com respeito a` pseudovariedade LSl. O algoritmo pode ser
adaptado ao ca´lculo dos conjuntos pontuais idempotentes, como mostrado nesse
cap´ıtulo.
Na terceira parte, constitu´ıda pelos Cap´ıtulos 7 e 8, sa˜o apresentados como
resultados principais a mansida˜o completa de LSl e a mansida˜o de supremos en-
volvendo a pseudovariedade LSl. Concretamente, no Cap´ıtulo 7 provamos a κ-
-redutibilidade completa de LSl, onde κ denota a assinatura cano´nica, resultando
a sua mansida˜o completa do facto de o problema da κ-palavra para LSl ser de-
cid´ıvel. Refira-se que, a demonstrac¸a˜o de que LSl e´ completamente κ-redut´ıvel
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permitiu obter a κ-plenitude de LSl. No Cap´ıtulo 8 provamos que, se V e´ uma
pseudovariedade κ-mansa que satisfaz a pseudoidentidade xyω+1z = xyz, enta˜o a
pseudovariedade supremo LSl∨V tambe´m e´ κ-mansa. Como uma consequeˆncia,
deduzimos que LSl ∨ V e´ decid´ıvel. Em particular, os supremos LSl ∨ Ab,
LSl ∨G, LSl ∨OCR e LSl ∨CR sa˜o decid´ıveis. Aqui, Ab, OCR e CR deno-
tam, respectivamente, as pseudovariedades: dos grupos abelianos, dos semigrupos







Este cap´ıtulo e´ destinado a introduzir notac¸o˜es, definic¸o˜es e resultados ba´sicos da
teoria de semigrupos, auto´matos e linguagens. No entanto, aproveitamos tambe´m
para recordar algumas definic¸o˜es de a´lgebra universal.
De um modo geral as demonstrac¸o˜es sera˜o omitidas. As refereˆncias prin-
cipais para a obtenc¸a˜o de mais pormenores e demonstrac¸o˜es sa˜o os livros de
Howie [45], Almeida [4] e Eilenberg [39] no que diz respeito aos semigrupos, o
livro de Lothaire [49] no respeitante a`s palavras e os livros de Pin [55] e Eilen-
berg [39] para as linguagens. As definic¸o˜es referentes a`s a´lgebras em geral sa˜o
retiradas de Almeida [4, 7].
1.1 Elementos de A´lgebra Universal
Comecemos por fixar alguma notac¸a˜o e intoduzir os conceitos de semigrupo,
mono´ide e grupo; os quais va˜o ser utilizados, apo´s a introduc¸a˜o do conceito de
a´lgebra, como exemplos de estruturas alge´bricas.
Um semigrupo e´ um par ordenado (S, ·) onde S e´ um conjunto na˜o vazio e · e´
uma operac¸a˜o bina´ria associativa definida sobre S (usualmente adoptaremos uma
notac¸a˜o multiplicativa para a operac¸a˜o de semigrupo). Isto e´, · e´ uma aplicac¸a˜o
de S × S em S (que designaremos por multiplicac¸a˜o), que a cada elemento (s, t)
de S×S associa um elemento s · t de S (o qual designaremos de produto de s por
t), tal que, para quaisquer r, s, t ∈ S,
(r · s) · t = r · (s · t). (1.1)
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Quando da´ı na˜o advier confusa˜o, escreveremos habitualmente S para designar
um semigrupo (S, ·); st em vez de s · t, e por fim sn (onde n e´ um inteiro positivo)
em vez de s · · · s, o produto de n co´pias de s.
Seja X ⊆ S. Usaremos a notac¸a˜o |X| para referir a cardinalidade do conjunto
X. Em particular, o nu´mero |S| representa a cardinalidade do conjunto S e sera´
designado a ordem de S. Se |S| e´ finito, S diz-se um semigrupo finito, caso
contra´rio, diremos que S e´ um semigrupo infinito.
Um elemento 1M de um semigrupo M diz-se um elemento neutro se
1M ·m = m · 1M = m (1.2)
para qualquer m ∈ M . Num semigrupo existe no ma´ximo um elemento neutro.
A notac¸a˜o 1M sera´ por vezes simplificada escrevendo-se apenas 1. Um mono´ide e´
um semigrupo com elemento neutro.
Um semigrupo S que possui a seguinte propriedade
∀s, t ∈ S ∃u, v ∈ S, su = t e vs = t,
diz-se um grupo. Esta na˜o e´ a definic¸a˜o mais comum para grupo, mas e´-lhe
equivalente, na qual um grupo e´ definido como sendo um mono´ide G em que para
cada elemento g ∈ G existe g−1 ∈ G tal que
g−1g = gg−1 = 1G. (1.3)
Num grupo, os elementos g e g−1 sa˜o ditos inversos um do outro.
Observe-se agora que semigrupos, mono´ides e grupos sa˜o exemplos de estru-
turas alge´bricas, isto e´, de conjuntos munidos de operac¸o˜es, agrupados em classes
de acordo com o tipo de operac¸o˜es consideradas.
1.1.1 Exemplos de estruturas alge´bricas
Fixemos, para o restante desta secc¸a˜o, uma assinatura alge´brica finita σ.
Comecemos por recordar que uma assinatura alge´brica consiste de um con-
junto O de s´ımbolos de operac¸a˜o juntamente com uma func¸a˜o de aridade α de O
em N que a cada s´ımbolo de operac¸a˜o f associa a sua aridade α(f) (a qual tomare-
mos como sendo finita). Um s´ımbolo de operac¸a˜o de aridade n diz-se n-a´rio. Em
particular, os s´ımbolos de aridade 0, 1 e 2 sera˜o denominados, respectivamente,
constantes, una´rios e bina´rios. O conjunto de todos os s´ımbolos n-a´rios de O sera´
representado por On.
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Usualmente a aridade sera´ subentendida e iremos referir-nos unicamente a`
assinatura σ. Consideraremos apenas o caso em que O = {f1, . . . , fk} e´ um
conjunto finito e denotaremos σ simplesmente por
σ = {f1, . . . , fk}.
Sendo necessa´rio explicitamos a aridade ni de cada fi. Por exemplo, a assinatura
pode ser µ = {·} onde · e´ um s´ımbolo bina´rio.
Uma σ-a´lgebra A consiste de um conjunto na˜o vazio A, designado de universo
de A, juntamente com uma func¸a˜o de interpretac¸a˜o de domı´nio O que a cada
s´ımbolo de operac¸a˜o n-a´rio f associa uma func¸a˜o
fA : An → A
(ou seja, uma operac¸a˜o n-a´ria sobre A) dita de interpretac¸a˜o de f em A. Na˜o
havendo perigo de confusa˜o, a notac¸a˜o fA e´ simplificada escrevendo-se apenas f.
Uma a´lgebra e´ dita trivial, finita ou infinita conforme o seu universo e´ um
conjunto singular, finito ou infinito, respectivamente. Habitualmente, a func¸a˜o
de interpretac¸a˜o sera´ subentendida e por vezes confudiremos uma σ-a´lgebra com
o seu universo.
Podemos portanto definir um semigrupo como uma µ-a´lgebra satisfazendo a
identidade (1.1). Um mono´ide pode ser interpretado como uma µ′-a´lgebra satis-
fazendo as identidades (1.1) e (1.2), onde a assinatura µ′ = {·, 1} consiste de uma
operac¸a˜o bina´ria · e de uma constante 1 (pela sua unicidade podemos considerar o
elemento neutro como a interpretac¸a˜o de uma constante). Finalmente, um grupo
pode ser interpretado com uma µ′′-a´lgebra satisfazendo as identidades (1.1), (1.2)
e (1.3), onde a assinatura µ′ = {·, 1,−1 } consiste de uma operac¸a˜o bina´ria ·, de
uma constante 1 e de uma operac¸a˜o una´ria −1.
Aproveitamos agora para definir mais dois exemplos de estruturas alge´bricas
que encontraremos neste trabalho, a saber, os reticulados e as a´lgebras de Boole.
Consideremos a assinatura ν = {∧,∨} onde ∧ e ∨ sa˜o operac¸o˜es bina´rias. Defini-
mos enta˜o um reticulado R como sendo uma ν-a´lgebra satisfazendo as seguintes
identidades
(R.1) leis associativas: x ∧ (y ∧ z) = (x ∧ y) ∧ z, x ∨ (y ∨ z) = (x ∨ y) ∨ z;
(R.2) leis comutativas: x ∧ y = y ∧ x, x ∨ y = y ∨ x;
(R.3) leis de idempoteˆncia: x ∧ x = x, x ∨ x = x;
(R.4) leis de absorc¸a˜o: x ∧ (x ∨ y) = x, x ∨ (x ∧ y) = x;
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para quaisquer x, y, z ∈ R. Refira-se que todo o reticulado induz uma ordem par-
cial sobre o seu universo tal que quaisquer dois elementos admitem um supremo
e um ı´nfimo. Inversamente, uma ordem parcial que verifica estas condic¸o˜es define
um reticulado.
Um reticulado R diz-se distributivo se as seguintes identidades sa˜o satisfeitas
(D.1) x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z);
(D.2) x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z);
para todos os elementos x, y, z ∈ R. Consideremos a assinatura ν ′ = {∧,∨, ′, 0, 1}
onde ∧ e ∨ sa˜o os s´ımbolos que constituem a assinatura ν, a operac¸a˜o ′ e´ una´ria
e 0 e 1 sa˜o constantes. Definimos por fim uma a´lgebra de Boole B como sendo
uma ν ′-a´lgebra satisfazendo as identidades (R.1)-(R.4), (D.1), (D.2) e
• x ∧ 0 = 0, x ∨ 1 = 1;
• x ∧ x′ = 0, x ∨ x′ = 1;
para todos os elementos x, y, z ∈ B.
1.1.2 Suba´lgebras, homomorfismos, congrueˆncias, produ-
tos directos
Nesta subsecc¸a˜o introduzimos, de forma na˜o exaustiva, os conceitos de suba´lgebra,
homomorfismo, congrueˆncia e produto directo, os quais podem ser definidos de
forma similar para todas as classes de a´lgebras de um mesmo tipo. Esta abor-
dagem mais geral e´ necessa´ria para os Cap´ıtulos 2 e 5.
Sejam A e B duas σ-a´lgebras com universos, respectivamente, A e B.
• Suba´lgebras
Diz-se que B e´ uma σ-suba´lgebra de A se verifica as seguintes condic¸o˜es:
- B e´ um subconjunto na˜o vazio de A;
- toda a operac¸a˜o de B e´ a restric¸a˜o da operac¸a˜o correspondente de A, ou seja,
para todos os n ∈ N0, f ∈ On e a1, . . . , an ∈ B, tem-se
fB(a1, . . . , an) = f
A(a1, . . . , an).
Note-se que toda a intersecc¸a˜o na˜o vazia de universos de σ-suba´lgebras de A
e´ ainda o universo duma σ-suba´lgebra de A. Assim, para um conjunto X ⊆ A
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tal que X ∪ O0 6= ∅, pode-se definir a σ-suba´lgebra de A cujo universo e´ o
mais pequeno que conte´m X, a qual diremos ser gerada por X. Neste caso, o
conjunto X e´ chamado o conjunto gerador (diz-se tambe´m que X e´ um conjunto
de geradores). Uma a´lgebra e´ dita finitamente gerada se ela admite um conjunto
finito de geradores.
• Homomorfismos
Um homomorfismo de A em B e´ uma func¸a˜o ϕ : A → B tal que, para todos
os f ∈ On e a1, . . . , an ∈ A,
ϕ(fA(a1, . . . , an)) = f
B(ϕ(a1), . . . , ϕ(an)).
Para ale´m disso, diz-se que:
- B e´ imagem homomorfa de A se existe um homomorfismo sobrejectivo (dito
um epimorfismo) de A em B;
- ϕ e´ um monomorfismo se e´ injectivo;
- A e´ isomorfa a B se existe um homomorfismo bijectivo (dito um isomorfismo)
de A em B;
- um homomorfismo de uma a´lgebra A nela pro´pria e´ um endomorfismo;
- B divide (ou e´ um divisor de) A, e escreve-se B ≺ A, se B e´ imagem homo-
morfa de alguma suba´lgebra de A.
Note-se qua a relac¸a˜o ≺ e´ transitiva. Em geral identificaremos duas a´lgebras
isomorfas.
• Congrueˆncias
Uma congrueˆncia sobreA e´ uma relac¸a˜o de equivaleˆnciaR sobre o seu universo
tal que, para todos os f ∈ On e a1, . . . , an, b1, . . . , bn ∈ A, se tem
a1R b1, . . . , anR bn =⇒ f
A(a1, . . . , an)Rf
A(b1, . . . , bn).
Seja R uma congrueˆncia sobre A. Representa-se por a/R a classe de R con-
tendo a ∈ A. O conjunto quociente A/R de todas as classes a/R, munido das
operac¸o˜es
fA/R(a1/R, . . . , an/R) = f
A(a1, . . . , an)/R
onde f ∈ On e a1, . . . , an ∈ A, e´ uma σ-a´lgebra. Esta a´lgebra e´ denotada por
A/R e diz-se a a´lgebra quociente de A por R.
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A func¸a˜o natural
π : A → A/R
a 7→ a/R
e´ um epimorfismo, chamado a projecc¸a˜o cano´nica de A em A/R.
• Produtos directos






cujo universo e´ o produto cartesiano
∏
i∈I Ai dos universos das a´lgebras Ai, para
a qual se define, para f ∈ On, b1, . . . , bn ∈
∏
i∈I Ai e j ∈ I,
fD(b1, . . . , bn)(j) = f
Aj(b1(j), . . . , bn(j)).
Para cada j ∈ I, esta´-lhe associado o homomorfismo
pj :
∏
i∈I Ai → Aj
b 7→ b(j)
o qual e´ designado por projecc¸a˜o sobre a componente de ı´ndice j.
Por convenc¸a˜o, para I = ∅, D e´ a a´lgebra trivial. Se I = {1, . . . , n} com
n ∈ N, escreve-se frequentemente A1 × · · · × An em vez de
∏
i∈I Ai. No caso de
Ai = A para todo o i ∈ I, o produto directo representa-se por A
I e diz-se uma
poteˆncia de A.
1.1.3 Termos e a´lgebras livres
Recordamos agora algumas noc¸o˜es que posteriormente sera˜o u´teis.
• Termos
Seja X um conjunto tal que X∪O0 6= ∅. Os elementos de X sa˜o denominados
varia´veis. Denota-se por T σX o conjunto dos σ-termos sobre X, sendo caracteri-
zado como o mais pequeno conjunto que satisfaz as seguintes propriedades:
- X ∪ O0 ⊆ T
σ
X ;
- se t1, . . . , tn ∈ T
σ
X e f ∈ On, enta˜o f(t1, . . . , tn) ∈ T
σ
X .
O conjunto T σX e´ munido naturalmente de uma estrutura T
σ
X de σ-a´lgebra





X (t1, . . . , tn) = f(t1, . . . , tn).
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A σ-a´lgebra assim obtida e´ designada por a´lgebra dos σ-termos sobre X.
• A´lgebras livres
Para simplificar a notac¸a˜o, utilizaremos a partir daqui a mesma notac¸a˜o para
uma σ-a´lgebra e o seu universo.
Seja C uma classe de σ-a´lgebras e seja F uma σ-a´lgebra gerada por um con-
junto X. Diz-se que F satisfaz a propriedade universal para C sobre X se para
todo o C ∈ C e para toda a func¸a˜o ϕ : X → C existe um u´nico homomorfismo











(isto e´, ϕ = ϕ ◦ ι) onde ι e´ a func¸a˜o de inclusa˜o de X sobre F . Nestas condic¸o˜es,
diz-se que a a´lgebra F e´ livremente gerada por X.
Note-se que, dadas duas a´lgebras F1, F2 ∈ C, se F1 e F2 satisfazem a pro-
priedade universal para C sobre X, enta˜o F1 e F2 sa˜o isomorfas.
Teorema 1.1.1 Seja X um conjunto tal que X∪O0 6= ∅ e seja C a classe de todas
as σ-a´lgebras sobre X. A a´lgebra dos σ-termos sobre X satisfaz a propriedade
universal para C sobre X.
1.2 Semigrupos
Dado que trabalharemos essencialmente com semigrupos, dedicamos esta secc¸a˜o
a` introduc¸a˜o de notac¸o˜es, definic¸o˜es e resultados ba´sicos de semigrupos.
1.2.1 Definic¸o˜es ba´sicas
A partir de um semigrupo S e´ sempre poss´ıvel construir um mono´ide, o qual
denotaremos por S1. Se S tem elemento neutro, enta˜o S1 = S. Caso contra´rio,
tomamos um elemento que na˜o pertence a S, denotado por 1, e definimos S1 =
S ∪ {1} munido da multiplicac¸a˜o que estende a multiplicac¸a˜o de S e que tem 1
como elemento neutro.
Um elemento s de um semigrupo S diz-se cancela´vel a` direita (resp. cancela´vel
a` esquerda ) se para quaisquer r, t ∈ S
rs = ts =⇒ r = t
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(resp. sr = st implica r = t). Diz-se que s e´ cancela´vel se e´ simultaneamente
cancela´vel a` direita e a` esquerda. Um semigrupo S e´ cancela´vel se todos os seus
elementos sa˜o cancela´veis. Note-se que se G e´ um grupo enta˜o G e´ cancela´vel.
Um semigrupo S diz-se comutativo se
st = ts,
para quaisquer s, t ∈ S.
A um elemento s de um semigrupo S que verifique st = s, para todo o
t ∈ S, chama-se um (elemento) zero a` esquerda. A noc¸a˜o de (elemento) zero
a` direita e´ definida dualmente. Se um semigrupo S possui um elemento que e´
simultaneamente zero a` esquerda e zero a` direita, enta˜o esse elemento e´ u´nico e
diz-se que e´ o (elemento) zero do semigrupo (habitualmente representado por 0
ou 0S), e que S e´ um semigrupo com zero.
Um idempotente de um semigrupo S e´ um elemento e de S tal que
e = e2.
Note-se que os elementos neutro e zero de um semigrupo, se existirem, sa˜o
idempotentes. Denotaremos por E(S) o conjunto dos idempotentes de S.
Um semigrupo S diz-se um semigrupo idempotente ou uma banda se todos
os seus elementos sa˜o idempotentes, ou seja, se S = E(S). Uma banda co-
mutativa diz-se um semi-reticulado. Tem-se como exemplo fundamental de um
semi-reticulado o mono´ide U1 = {0, 1}, com dois elementos, munido do produto
00 = 01 = 10 = 0 e 11 = 1. Dado um conjunto A, o conjunto das partes (ou
conjunto poteˆncia) de A, representado por P(A), munido da operac¸a˜o bina´ria de
unia˜o e´ um mono´ide. O mono´ide P(A) e´ tambe´m um semi-reticulado.
Sejam S um semigrupo e s ∈ S. Diz-se que s e´ regular se existe t ∈ S tal que
sts = s. Se todos os elementos de S sa˜o regulares, dizemos que S e´ um semigrupo
regular. Se S e´ regular e os seus idempotentes formam um subsemigrupo, dizemos
que S e´ um semigrupo ortodoxo. Um inverso de s e´ um elemento s′ ∈ S tal que
ss′s = s e s′ss′ = s′;
os elementos s e s′ dizem-se mutuamente inversos. Note-se que um elemento de S
que admite um inverso e´ necessariamente regular. Um elemento pode ter mais do
que um inverso. Um semigrupo inverso e´ um semigrupo no qual todo o elemento
tem um e um so´ inverso.
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Portanto B2 = {a, b, ab, ba, 0}. Ale´m disso, as relac¸o˜es aa = bb = 0, aba = a e
bab = b sa˜o suficientes para obter completamente a multiplicac¸a˜o em B2. Refira-
-se que B2 e´ um semigrupo inverso e, em particular, e´ tambe´m um semigrupo
regular.
Um semigrupo S diz-se nilpotente se
es = se = e
para todos os e ∈ E(S) e s ∈ S, ou seja, se S possui um u´nico idempotente e esse
idempotente e´ o elemento zero.
Sejam X e Y subconjuntos de um semigrupo S. O seu produto e´ o conjunto
XY = {xy ∈ S | x ∈ X, y ∈ Y }.
O conjunto P(S) munido desta operac¸a˜o e´ um semigrupo, chamado o semigrupo
das partes (ou semigrupo poteˆncia) de S. Para um elemento s ∈ S, escreveremos
simplesmente Xs (resp. sX) em vez de X{s} (resp. {s}X).




Recordemos que um subconjunto na˜o vazio T de um semigrupo S e´ um sub-
semigrupo de S se T 2 ⊆ T . Um subsemigrupo T de um semigrupo S diz-se um
subgrupo de S se T e´ um grupo para a operac¸a˜o em S. A noc¸a˜o formal de sub-
grupo de um grupo e´ coerente com esta noc¸a˜o. No caso de S ser um mono´ide,
dizemos que T e´ um submono´ide de S se T e´ um subsemigrupo de S que conte´m o
elemento neutro de S. Por exemplo, para o mono´ide U1 tem-se que o subconjunto
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{0} e´ um subsemigrupo de U1 e e´ um mono´ide, mas na˜o e´ um submono´ide de U1
pois na˜o conte´m o elemento neutro 1U1 . No entanto, {0} e´ um subgrupo de U1.
Se e e´ um idempotente de um semigrupo S enta˜o o conjunto eSe e´ um sub-
semigrupo de S que tem e como elemento neutro. O mono´ide eSe e´ designado
por mono´ide local de S associado a e. Um semigrupo S diz-se localmente semi-
-reticulado (resp. localmente trivial) se para todo o idempotente e ∈ S, o mono´ide
local eSe e´ um semi-reticulado (resp. eSe = {e}).
Tendo em conta que identificaremos dois quaisquer semigrupos isomorfos,
usaremos por vezes a seguinte noc¸a˜o de subsemigrupo: T e´ um subsemigrupo
de S se existe um monomorfismo de T em S. Esta definic¸a˜o e´ consistente devido
ao pro´ximo resultado.
Proposic¸a˜o 1.2.2 Seja ϕ : S → T um homomorfismo de semigrupos.
1) Se U e´ um subsemigrupo de S, enta˜o ϕ(U) e´ um subsemigrupo de T .
2) Se V e´ um subsemigrupo de T e ϕ−1(V ) e´ na˜o vazio, enta˜o ϕ−1(V ) e´ um
subsemigrupo de S.
Seja X um conjunto na˜o vazio. Denotaremos por BX o conjunto de todas
as relac¸o˜es bina´rias sobre X. Munindo o conjunto BX da operac¸a˜o bina´ria ◦,
definida pela regra
ρ ◦ σ = {(x, y) ∈ X ×X | ∃z ∈ X : (x, z) ∈ ρ e (z, y) ∈ σ}
para quaisquer ρ, σ ∈ BX , obte´m-se um semigrupo. A operac¸a˜o ◦ sera´ designada
por composic¸a˜o.
Para um conjunto na˜o vazio X, denotamos por TX o semigrupo de todas as
func¸o˜es de X em X. O conjunto TX e´ um subsemigrupo de BX . Um semigrupo
diz-se um semigrupo de transformac¸o˜es se for um subsemigrupo de TX , para
algum conjunto X.
Dado um semigrupo S, a func¸a˜o
S → TS1
s 7→ ρs
onde ρs : S
1 → S1 aplica t ∈ S1 em ts e´ um monomorfismo. Esta observac¸a˜o da´
origem ao pro´ximo teorema, que e´ o ana´logo ao Teorema de Cayley para grupos e
mostra que todo o semigrupo e´ um semigrupo de transformac¸o˜es [4, Secc¸a˜o 5.3].
Teorema 1.2.3 Se S e´ um semigrupo, enta˜o S e´ um subsemigrupo de TS1.
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1.2.2 Subsemigrupos gerados por uma parte do semigrupo
Seja S um semigrupo. Dado um subconjunto na˜o vazio X de S, denotaremos por
〈X〉 o subsemigrupo de S gerado por X, o qual consiste de todos os elementos
de S que podem ser escritos como produtos finitos de elementos de X, isto e´,
x1x2 · · ·xn, com n ∈ N e x1, x2, . . . , xn ∈ X.
De particular interesse e´ o caso em que o conjunto de geradores e´ um conjunto
singular X = {x}, no qual escreveremos simplesmente 〈x〉 em vez de 〈{x}〉. Neste
caso referimo-nos a 〈x〉 como o subsemigrupo monoge´nico gerado pelo elemento
x. Se o semigrupo S satisfaz S = 〈x〉 para algum x pertencente a S, dizemos que
S e´ monoge´nico.
Proposic¸a˜o 1.2.4 Seja S um semigrupo monoge´nico. Enta˜o, ou S e´ isomorfo
ao semigrupo aditivo N ou S e´ finito.
O resultado seguinte e´ fundamental em teoria de semigrupos finitos.
Proposic¸a˜o 1.2.5 Se S e´ um semigrupo finito e s ∈ S, enta˜o existe k ∈ N tal
que sk e´ um idempotente.
Demonstrac¸a˜o. Seja s ∈ S. Como por hipo´tese S e´ finito, existem naturais
distintos ℓ e m tais que sℓ = sm. Supondo ℓ < m, seja n = m − ℓ. Enta˜o
sℓ = sℓ+n, donde sℓ = sℓ+2n, e mais geralmente, para cada q ∈ N0, tem-se
sℓ = sℓ+qn. Pelo algoritmo de Euclides, todo o natural t ≥ ℓ pode ser escrito na
forma t = ℓ+ qn+ r para alguns q ∈ N0 e r ∈ {0, 1, . . . , n− 1}. Logo, s
t = sℓ+r.
Conclui-se portanto que 〈s〉 = {s, s2, s3, . . . , sℓ+n−1}.
Considere-se, agora, o menor natural i tal que si = sj, para algum j > i.
Tome-se o menor natural p, tal que si = si+p. Enta˜o, pelo exposto anteriormente,
〈s〉 = {s, s2, . . . , si, si+1, . . . , si+p−1},
e, pela escolha de i e p, os elementos s, s2, . . . , si+p−1 sa˜o todos distintos. Os
nu´meros i e p sa˜o ditos, respectivamente, o ı´ndice e o per´ıodo do elemento s.
Consideremos o subsemigrupo de 〈s〉, Gs = {s
i, si+1, . . . , si+p−1}. Prova-se
que Gs e´ um grupo c´ıclico [45]. Conclui-se assim que o elemento neutro de Gs e´
o u´nico idempotente de Gs e, consequentemente, o u´nico idempotente de 〈s〉.
Resulta da demonstrac¸a˜o anterior que 〈s〉 conte´m um u´nico idempotente. Tal
idempotente e´ representado usualmente por sω. Ale´m disso, sω−1 denota o inverso
de sω+1(= sωs) no subgrupo Gs que conte´m s
ω.
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Diremos que um semigrupo finito S e´ aperio´dico se, para todo o s ∈ S,
sω+1 = sω,
o que, pelo acima exposto, equivale a dizer que todos os subgrupos de S sa˜o
triviais.
Uma consequeˆncia imediata da Proposic¸a˜o 1.2.5 e´ a seguinte propriedade.
Corola´rio 1.2.6 Todo o semigrupo finito tem pelo menos um idempotente.
Dado um semigrupo S, ao menor inteiro positivo nS, caso exista, tal que para
qualquer s ∈ S, snS e´ um idempotente, chama-se o expoente de S.
O resultado seguinte afirma que existe sempre o expoente de um semigrupo
finito.
Proposic¸a˜o 1.2.7 Seja S um semigrupo finito. Enta˜o existe n ∈ N tal que para
todo o s ∈ S, sn e´ um idempotente.
Uma demonstrac¸a˜o do seguinte resultado cla´ssico pode ser encontrada em [4,
Proposic¸a˜o 3.7.1].
Lema 1.2.8 Seja S um semigrupo finito e seja k = |S|. Para quaisquer s1, . . . , sk
∈ S, existem inteiros 1 ≤ i ≤ j ≤ k, tais que,
s1 · · · sk = s1 · · · si−1(si · · · sj)
ωsj+1 · · · sk.
1.2.3 Ideais
Um ideal de um semigrupo S e´ um subconjunto na˜o vazio I de S tal que S1IS1 =
I. Todo o ideal de S e´ em particular um subsemigrupo de S. Um ideal I de um
semigrupo S e´ dito um ideal minimal de S se, para todo o ideal J de S,
J ⊆ I ⇒ J = I,
ou seja, se I e´ um ideal minimal para a relac¸a˜o de inclusa˜o. Um ideal minimal, se
existir, e´ u´nico e dizemos que e´ o ideal mı´nimo de S. De facto, se I e J sa˜o dois
ideais minimais de S, enta˜o IJ e´ um ideal de S contido em I ∩J , mas como I e J
sa˜o ideais minimais segue que I = IJ = J . Note-se que nem todos os semigrupos
teˆm ideal minimal pois, por exemplo, o semigrupo aditivo dos inteiros positivos
na˜o possui ideal mı´nimo [48].
A existeˆncia de ideal mı´nimo esta´ assegurada em dois casos importantes.
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Exemplos 1.2.9 Seja S um semigrupo.
1) Se S e´ finito, enta˜o S tem ideal mı´nimo (que se mostra ser o produto de todos
os ideais de S).
2) Se S tem elemento zero, enta˜o {0} e´ o ideal mı´nimo de S.
Um semigrupo S diz-se simples se o u´nico ideal de S e´ o pro´prio S. Portanto um
semigrupo simples e´ ele pro´prio um ideal minimal.
1.2.4 Relac¸o˜es de Green
As relac¸o˜es de Green devem o seu nome a J. A. Green que as introduziu em
1951 e desempenham um papel fundamental no desenvolvimento da teoria de
semigrupos. Algumas das mais importantes classes de semigrupos finitos podem
ser definidas atrave´s delas.
Seja S um semigrupo. Comecemos por definir sobre S quatro relac¸o˜es de
quasi-ordem (isto e´, reflexivas e transitivas) denotadas por ≤R, ≤L, ≤J e ≤H.
Para s, t ∈ S,
s ≤R t ⇐⇒ s = tv para algum v ∈ S
1 ,
s ≤L t ⇐⇒ s = ut para algum u ∈ S
1 ,
s ≤J t ⇐⇒ s = utv para alguns u, v ∈ S
1 ,
s ≤H t ⇐⇒ s ≤R t e s ≤L t .
Cada uma delas da´ origem a uma relac¸a˜o de equivaleˆncia do seguinte modo: para
K ∈ {R,L, J,H}, define-se para quaisquer s, t ∈ S
sK t se e so´ se s ≤K t e t ≤K s.
Consideremos ainda a menor relac¸a˜o de equivaleˆncia sobre S contendo R e L,
denotada por D. Como se pode verificar, as compostas R ◦ L e L ◦ R coincidem
em cada semigrupo. Tem-se uma caracterizac¸a˜o mais simples e u´til
D = R ◦ L = L ◦ R.
As relac¸o˜es R,L, J,H e D sa˜o conhecidas como relac¸o˜es de Green.
O resultado que se segue e´ de grande importaˆncia no estudo dos semigrupos
finitos.
Proposic¸a˜o 1.2.10 Se S e´ um semigrupo finito, enta˜o D = J em S.
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Seja S um semigrupo. Para qualquer das relac¸o˜es de Green K sobre S, de-
notaremos por Ks a K-classe contendo um dado elemento s ∈ S. Diz-se que S
e´ K-trivial se K e´ a relac¸a˜o de igualdade em S, isto e´, se Ks = {s} para todo o
elemento s ∈ S. Se K e´ a relac¸a˜o universal em S, ou seja, se Ks = S para todo
o elemento s ∈ S, enta˜o S diz-se K-universal.
Cada D-classe num semigrupo S e´ tanto uma unia˜o de R-classes como de L-
-classes, enquanto que a intersecc¸a˜o na˜o vazia de uma R-classe e de uma L-classe
e´ uma H-classe. Esta observac¸a˜o esta´ na base do chamado diagrama de Green de
um semigrupo. Neste diagrama, os elementos de cada D-classe sa˜o organizados
num rectaˆngulo de quadrados onde cada quadrado constitui uma H-classe, cada
linha de quadrados uma R-classe e cada coluna de quadrados uma L-classe. Para
indicar que uma dada H-classe conte´m um idempotente e´ frequente representar
um asterisco no quadrado correspondente a essa H-classe.
Antes de apresentarmos um exemplo com o diagrama de Green de um dado
semigrupo, introduzimos a definic¸a˜o de semigrupo A-gerado onde A denota um
conjunto na˜o vazio.
Um semigrupo S diz-se gerado por um conjunto A ou A-gerado se existe uma
func¸a˜o ι : A → S tal que ι(A) gera S. Usualmente, abusando um pouco da
notac¸a˜o, representamos o elemento ι(a) de S por a.
Exemplo 1.2.11 Considere o semigrupo {a, b}-gerado
S = {a, a2, b, b2, b3, ba, ba2, b2a, b2a2, b3a, b3a2, 0}
definido pelas relac¸o˜es a3 = a; b4 = b e ab = 0. O semigrupo S pode ser re-
presentado pelo seguinte diagrama de Green, que descreve a organizac¸a˜o dos seus















Para finalizar apresentamos certas classes de semigrupos que podem ser defini-
das atrave´s das relac¸o˜es de Green, como referido anteriomente. Um semigrupo S
e´:
• um grupo, se H e´ a relac¸a˜o universal sobre S;
• aperio´dico, se H e´ a relac¸a˜o trivial sobre S;
• simples , se J e´ a relac¸a˜o universal sobre S;
• completamente regular , se toda a H-classe de S e´ um grupo.
1.2.5 Semigrupos compactos
Nesta subsecc¸a˜o introduzimos a definic¸a˜o de semigrupo compacto que sera´ usada
no decorrer deste trabalho e apresentamos algumas propriedades dos semigru-
pos compactos. A refereˆncia principal para a obtenc¸a˜o de mais pormenores e
demonstrac¸o˜es e´ o livro de Carruth, Hildebrandt e Koch [29].
Por um semigrupo topolo´gico entendemos um semigrupo S munido de uma
topologia Hausdorff para a qual a multiplicac¸a˜o e´ cont´ınua. Esta definic¸a˜o de
semigrupo topolo´gico e´ retirada de [29] mas na˜o e´ unaˆnime na literatura. Por
exemplo, em [9] na˜o e´ exigido que um semigrupo topolo´gico seja Hausdorff. Note-
-se no entanto que, em [9] o axioma da separac¸a˜o de Hausdorff e´ assumido como
parte integrante da definic¸a˜o de semigrupo compacto. Uma vez que neste trabalho
estaremos essencialmente interessados em semigrupos compactos, a definic¸a˜o de
semigrupo topolo´gico escolhida na˜o e´ determinante.
Um semigrupo topolo´gico S diz-se um semigrupo compacto se para toda a




existe um conjunto finito {j1, j2, · · · , jk} ⊆ J tal que Uj1∪Uj2∪. . .∪Ujk = S. Dado
um qualquer semigrupo S, equipando S com a topologia discreta obtemos um
semigrupo topolo´gico. No caso de S ser finito obtemos um semigrupo compacto.
Seguem algumas propriedades dos semigrupos compactos.
Teorema 1.2.12 Seja S um semigrupo compacto. Enta˜o S tem um ideal mı´nimo,
o qual e´ necessariamente fechado.
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Seja S um semigrupo topolo´gico e seja X um subconjunto na˜o vazio de S.
O fecho de X em S, denotado por X, e´ a intersecc¸a˜o dos subconjuntos fechados
de S contendo X. O conjunto 〈X〉 e´ um subsemigrupo de S e e´ designado o
subsemigrupo fechado de S gerado por X. No caso de existir um elemento s de S
tal que S = 〈s〉, dizemos que o semigrupo topolo´gico S e´ monoge´nico.
Teorema 1.2.13 Seja S um semigrupo compacto monoge´nico. Enta˜o o seu ideal
mı´nimo K e´ um grupo compacto monoge´nico, e qualquer subgrupo de S esta´
contido em K.
O Teorema 1.2.13 permite afirmar que, se s e´ um elemento de um semigrupo
compacto S enta˜o 〈s〉 conte´m um u´nico idempotente, o qual sera´ denotado por
sω. Este idempotente esta´ no ideal mı´nimo de 〈s〉, que e´ um grupo, e denotaremos
por sω−1 o inverso de sω+1 nesse grupo.
O pro´ximo resultado e´ uma consequeˆncia do Teorema 1.2.13 e estende o
Corola´rio 1.2.6 aos semigrupos compactos.




No que segue A denota um alfabeto, ou seja, um conjunto finito na˜o vazio. Os
elementos de A sa˜o chamados letras. Uma sequeˆncia finita (a1, a2, . . . , an) de
letras de A e´ denotada por a1a2 · · · an e diz-se uma palavra sobre A. A sequeˆncia
vazia e´ denotada por ε e diz-se a palavra vazia.
O conjunto de todas as palavras sobre A e´ denotado por A∗ e A+ representa
o conjunto A∗ \ {ε}. Munindo o conjunto A+ (resp. A∗) com o produto (de
concatenac¸a˜o) de palavras definido, para quaisquer duas palavras u = a1 · · · an e
v = b1 · · · bm de A
+, por
uv = a1a2 · · · anb1b2 · · · bm,
(uε = u = εu e εε = ε),
obte´m-se um semigrupo (resp. mono´ide), designado o semigrupo livre gerado
por A (resp. mono´ide livre gerado por A). O pro´ximo resultado justifica esta
designac¸a˜o de A+ (existe um resultado ana´logo para o mono´ide A∗).
1.3 Palavras 23
Proposic¸a˜o 1.3.1 Seja S um semigrupo. Se ϕ : A→ S e´ uma func¸a˜o qualquer,











comuta (ou seja, ϕ = ϕ ◦ ι), onde ι e´ a aplicac¸a˜o de inclusa˜o de A sobre A+.
O homomorfismo ϕ, da proposic¸a˜o anterior, e´ chamado a extensa˜o natural de
ϕ a A+ e e´ definido, para cada w = a1a2 · · · an ∈ A
+, em que ai ∈ A para todo o
i, por
ϕ(w) = ϕ(a1)ϕ(a2) · · ·ϕ(an).
Seja w uma palavra sobre um alfabeto A. Denota-se por |w| o comprimento
da palavra w, que e´ o nu´mero de ocorreˆncias de letras de A em w. O comprimento
de ε e´ zero. O conteu´do de w e´ o conjunto de todas as letras de A que ocorrem
em w e denota-se por c(w).
Uma palavra u ∈ A∗ e´ um prefixo de uma palavra w ∈ A∗, e w e´ uma extensa˜o
a` direita de u, se existe z ∈ A∗ tal que w = uz. Dualmente, u ∈ A∗ e´ um sufixo
de w ∈ A∗, e w e´ uma extensa˜o a` esquerda de u, se existe z ∈ A∗ tal que w = zu.
Para cada palavra w ∈ A∗ de comprimento maior ou igual a k, com k ∈ N0,
denota-se por pk(w) (resp. sk(w)) o prefixo (resp. sufixo) de w de comprimento
k. Para uma palavra w ∈ A∗ denotamos por ik(w) (resp. tk(w)) a palavra w se
|w| < k e a palavra pk(w) (resp. sk(w)) no caso contra´rio.
O seguinte resultado e´ conhecido como o Teorema de Fine e Wilf [49].
Proposic¸a˜o 1.3.2 Sejam u, v ∈ A+. Se existem duas poteˆncias uk e vn de u e
v, respectivamente, com o mesmo prefixo (ou sufixo) de comprimento pelo menos
igual a |u|+ |v|−mdc(|u|, |v|), enta˜o u e v sa˜o poteˆncias de uma mesma palavra.
Uma palavra w ∈ A+ diz-se primitiva se na˜o e´ poteˆncia de uma outra palavra,
isto e´, se w = un para algum u ∈ A+ e n ≥ 1 enta˜o w = u (e n = 1). Duas
palavras w e z dizem-se conjugadas se existem palavras u, v ∈ A∗ tais que w = uv
e z = vu.
Lema 1.3.3 Sejam w, z ∈ A+. Se w e´ primitiva e z e´ conjugada de w, enta˜o z
tambe´m e´ primitiva.
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Demonstrac¸a˜o. Por hipo´tese z e´ conjugada de w e, portanto, existem palavras
u, v ∈ A∗ tais que w = uv e z = vu. Suponhamos que z = rk, onde r ∈ A+ e
k ∈ N. Enta˜o, existem x, y ∈ A∗ e k1, k2 ∈ N0 tais que r = xy, v = r
k1x, u = yrk2
e k1+k2+1 = k. Portanto, w = uv = yr
k2rk1x = (yx)k donde, como w e´ primitiva,
k = 1. Logo, z = r. Conclui-se assim que z e´ primitiva.
Dada uma ordem total sobre o alfabeto A, estende-se esta ordem a uma ordem
total sobreA+, <lex, chamada ordem lexicogra´fica, a qual notaremos simplesmente
por < . Para um par de palavras u, v de A+ diz-se que u < v se, ou v ∈ uA+, ou
existem a, b ∈ A e x, y, z ∈ A∗ tais que u = xay e v = xbz com a < b.
Fixada uma ordem lexicogra´fica sobre A+, uma palavra de Lyndon e´ uma
palavra primitiva que e´ minimal na sua classe de conjugac¸a˜o. Por exemplo, para
A = {a, b} e a < b, a palavra w = aba na˜o e´ uma palavra de Lyndon. De facto,
tomando u = ab e v = a tem-se w = uv e vu = aab < aba. Agora, aab e´ uma
palavra de Lyndon.
1.3.2 Palavras infinitas e palavras biinfinitas
Uma palavra biinfinita (resp. infinita a` direita, infinita a` esquerda) sobre A e´ uma
sequeˆncia w = (an)n de letras de A indexada por Z (resp. N, −N). Denota-se
w(n) = an e diz-se que an e´ a letra de w na posic¸a˜o n. O conjunto de todas as
palavras biinfinitas (resp. infinitas a` direita, infinitas a` esquerda) sobre A sera´
denotado por AZ (resp. AN, A−N).
Seja w uma palavra (finita ou infinita). Para inteiros i e j tais que i ≤ j,
a notac¸a˜o w[i, j] representa a palavra ai · · · aj. No caso em que w ∈ A
Z (resp.
w ∈ AN) e i ∈ Z (resp. i ∈ N), denota-se por w[i,+∞[ a palavra infinita a` direita
aiai+1 · · · e diz-se que esta palavra e´ um sufixo (infinito) de w. Dualmente, se
w ∈ AZ (resp. w ∈ A−N) e i ∈ Z (resp. i ∈ −N), denota-se por w]−∞, i] a palavra
infinita a` esquerda · · · ai−1ai e diz-se que esta palavra e´ um prefixo (infinito) de
w.
Uma palavra x ∈ A∗ e´ um factor de uma palavra w (finita ou infinita), e w e´
uma extensa˜o de x, se x = ε ou x = w[i, j], para alguns inteiros i e j com i ≤ j.
Neste caso, w[i, j] diz-se uma ocorreˆncia do factor x em w. Diremos que duas
ocorreˆncias w[i, j] e w[k, l] de factores numa palavra w sa˜o disjuntas (ou que na˜o
se sobrepo˜em) se os intervalos de inteiros [i, j] e [k, l] sa˜o conjuntos disjuntos. Para
cada par de palavras w, x ∈ A∗, denotamos por oc(x,w) o nu´mero de ocorreˆncias
de x em w, e por doc(x,w) o nu´mero ma´ximo de ocorreˆncias disjuntas de x em
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w. O conjunto de todos os factores de w de comprimento k, com k ∈ N0, sera´
representado por Fk(w).
Denotemos
A∞ = A+ ∪ AN e A−∞ = A+ ∪ A−N.
O produto de dois elementos w, z de A∞ e´ definido como segue: se w, z ∈
A+, enta˜o wz e´ definida do modo usual; palavras infinitas a` direita sa˜o zeros
a` esquerda; finalmente, se w e´ uma palavra finita e z e´ uma palavra infinita a`




wn se n ≤ |w|
zn−|w| caso contra´rio.
O produto de elementos de A−∞ e´ definido simetricamente. Note-se que, munidos
com estas operac¸o˜es, A∞ e A−∞ sa˜o semigrupos.
A noc¸a˜o de prefixo (resp. sufixo), anteriormente introduzida para palavras
w ∈ A∗, e´ naturalmente estendida a palavras w ∈ AN (resp. w ∈ A−N).
Uma palavra infinita a` direita da forma vu+∞ = vuuu · · · , com u ∈ A+ e
v ∈ A∗, diz-se ultimamente perio´dica e u diz-se um per´ıodo de vu+∞. Cada palavra
ultimamente perio´dica w ∈ AN admite uma u´nica representac¸a˜o w = vu+∞,
chamada a forma normal de w, tal que u e´ uma palavra de Lyndon e u na˜o
e´ um sufixo de v.
Exemplo 1.3.4 Seja w = abcaca2ca2ca2 · · · uma palavra ultimamente perio´dica.
Pode escrever-se
w = abc(aca)+∞ = abca(ca2)+∞ = abcac(a2c)+∞.
Para esta u´ltima representac¸a˜o de w tem-se que u = a2c e´ um per´ıodo de w tal que
u e´ uma palavra de Lyndon e u na˜o e´ um sufixo de v = abcac. Consequentemente,
abcac(a2c)+∞ e´ a forma normal de w.
Palavras infinitas a` esquerda ultimamente perio´dicas sa˜o definidas simetricamente
como sendo palavras da forma u−∞v = · · ·uuuv. Cada palavra ultimamente
perio´dica w ∈ A−N admite uma u´nica representac¸a˜o w = u−∞v, chamada a forma
normal de w, tal que u e´ uma palavra de Lyndon e u na˜o e´ um prefixo de v. Uma
palavra ultimamente perio´dica w ∈ AN (resp. w ∈ A−N) que pode ser escrita na
forma w = u+∞ (resp. w = u−∞) para algum u ∈ A+, diz-se perio´dica.
Quando escrevemos uma palavra biinfinita espec´ıfica, e´ necessa´rio indicar qual
a letra na posic¸a˜o 0. Fazemos isso colocando um “·” a` esquerda da letra. Por
26 1 Semigrupos, auto´matos e linguagens
exemplo, dadas as palavras x = (xi)i∈−N ∈ A
−N e y = (yi)i∈N ∈ A
N, denotamos
por x · y a palavra biinfinita
w = · · ·x−2x−1 · y1y2 · · · .
Uma palavra biinfinita w diz-se ultimamente perio´dica a` esquerda (resp. ulti-
mamente perio´dica a` direita) se w = x · y para alguma palavra infinita a` es-
querda x ∈ A−N (resp. palavra infinita a` direita y ∈ AN) ultimamente perio´dica.
A palavra w diz-se ultimamente perio´dica se e´ simultaneamente ultimamente
perio´dica a` esquerda e ultimamente perio´dica a` direita, e diz-se perio´dica se e´
poss´ıvel escolher x = u−∞ e y = u+∞ para algum u ∈ A+.
Define-se o operador de translac¸a˜o σ sobre AZ como sendo a func¸a˜o σ de AZ
em AZ, definida para cada w = (ai)i∈Z por σ(w) = (ai+1)i∈Z. A relac¸a˜o ∼ sobre
AZ, dada por
w ∼ z se e so´ se ∃n ∈ Z, w = σn(z),
e´ uma relac¸a˜o de equivaleˆncia. A classe de equivaleˆncia de um elemento w ∈ AZ
relativa a∼ e´ chamada a o´rbita de w e e´ denotada por O(w). Nesta dissertac¸a˜o, na
maior parte das vezes, estaremos interessados numa palavra biinfinita unicamente
por causa dos seus factores. Uma vez que quaisquer duas palavras biinfinitas ∼-
-equivalentes teˆm os mesmos factores, usualmente na˜o distinguiremos uma palavra
biinfinita da sua o´rbita.
E´ bem sabido que uma palavra biinfinita w e´ perio´dica se e so´ se w = σn(w)
para algum n > 0 se e so´ se O(w) e´ um conjunto finito. Por exemplo, a o´rbita da
palavra perio´dica w = (aba)−∞ · (aba)+∞ e´
O(w) = {w, (baa)−∞ · (baa)+∞, (aab)−∞ · (aab)+∞}. (1.4)
Dadas palavras x ∈ A−N e y ∈ AN, denotamos por xy a o´rbita da palavra biinfinita
x · y. Para u ∈ A+, denotamos u∞ = u−∞u+∞. Por exemplo, (aba)∞ representa a
o´rbita O(w) em (1.4).
1.4 Grafos
Por um grafo Γ entendemos o que e´ usualmente chamado na literatura um multi-
grafo dirigido, dado por uma unia˜o disjunta V(Γ) ⊎ E(Γ) e duas func¸o˜es de E(Γ)
em V(Γ) denotadas por αΓ e ωΓ. Quando da´ı na˜o advier confusa˜o denotaremos
estas func¸o˜es simplesmente por α e ω. O conjunto V(Γ) ⊎ E(Γ) sera´ denotado
por Γ desde que na˜o haja confusa˜o entre conjunto e estrutura de grafo associada.
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Os elementos de V(Γ) sa˜o os ve´rtices de Γ e os elementos de E(Γ) sa˜o as arestas
de Γ. As func¸o˜es α e ω definem a orientac¸a˜o das arestas. Para qualquer aresta
e ∈ E(Γ), denota-se α(e)
e
−→ ω(e) e diz-se que e comec¸a em α(e) e acaba em ω(e),
ou que α(e) e´ a origem de e e ω(e) e´ o te´rmino de e. Uma aresta com origem
igual ao te´rmino e´ chamada um lacete.
Duas arestas e1 e e2 dizem-se consecutivas se
ω(e1) = α(e2).
Um caminho de Γ e´ uma sequeˆncia finita na˜o vazia e1, . . . , en de arestas con-
secutivas de Γ, e e´ um circuito se α(e1) = ω(en). O inteiro n e´ denominado o
comprimento do caminho.
Uma sequeˆncia e1, . . . , en diz-se um caminho na˜o orientado se e´ poss´ıvel in-
verter a orientac¸a˜o de algumas arestas de modo a obter um caminho. Similar-
mente, um caminho na˜o orientado e´ um circuito na˜o orientado se for poss´ıvel
inverter a orientac¸a˜o de algumas arestas de modo a obter um circuito.
Um grafo diz-se fortemente conexo se entre quaisquer dois ve´rtices distintos v1
e v2 existe um caminho de v1 para v2. Diz-se conexo se para todo o par de ve´rtices
distintos de Γ existe um caminho na˜o orientado entre eles. Um subgrafo de um
grafo Γ e´ um grafo Γ′ tal que V(Γ′) ⊆ V(Γ), E(Γ′) ⊆ E(Γ), e as func¸o˜es αΓ′ e ωΓ′ sa˜o
restric¸o˜es de αΓ e ωΓ, respectivamente. A componente conexa (resp. fortemente
conexa) de um ve´rtice v de Γ e´ o maior subgrafo conexo (resp. fortemente conexo)
de Γ contendo v.
Uma etiquetagem de um grafo Γ por um semigrupo S e´ uma func¸a˜o δ de Γ
em S1 tal que δ(E(Γ)) ⊆ S. A etiqueta de um caminho e1, . . . , en e´ por definic¸a˜o
δ(e1) · · · δ(en). Se γ : E(Γ) → A
+ e´ uma func¸a˜o, a etiqueta de um caminho na˜o
orientado e1, . . . , en e´ a forma reduzida da palavra
γ(e1)
ǫ1 · · · γ(en)
ǫn
no grupo livre gerado por A, onde ǫi = 1 se no caminho na˜o orientado a aresta
ei e´ lida no sentido directo e ǫi = −1 no caso contra´rio. Dizemos que a func¸a˜o
γ comuta se a etiqueta de qualquer circuito na˜o orientado e´ igual a 1. Se γ e´
a restric¸a˜o a`s arestas de uma etiquetagem δ de Γ, enta˜o dizemos tambe´m que δ
comuta se γ comuta.
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1.5 Auto´matos e linguagens
1.5.1 Definic¸o˜es ba´sicas
Um auto´mato e´ um quintuplo A = (Q,A,E, I, F ), onde Q e´ o conjunto dos
estados de A, A denota o alfabeto, E e´ o conjunto das transic¸o˜es (um subconjunto
de Q×A×Q), e I e F sa˜o subconjuntos de Q. Os elementos de I sa˜o os estados
iniciais de A, e os de F sa˜o os estados finais. Para uma transic¸a˜o e = (p, a, q),
tambe´m denotada p
a
−→ q, p e´ a origem, a e´ a etiqueta, e q e´ o te´rmino. Diz-se
tambe´m que a transic¸a˜o e comec¸a em p e acaba em q. Dizemos que um auto´mato
e´ finito se o conjunto dos seus estados e´ finito. Recordemos que o alfabeto e´
assumido ser finito.
Um auto´mato e´ usualmente representado por um grafo: os ve´rtices represen-
tam os estados e as arestas representam as transic¸o˜es. Os estados iniciais sa˜o
assinalados com uma seta a entrar e os estados finais sa˜o indicados por um duplo
c´ırculo.
Exemplo 1.5.1 Seja A = (Q,A,E, I, F ) onde Q = {1, 2}, A = {a, b}, I = {1},












As definic¸o˜es usadas para grafos sa˜o adoptadas para os auto´matos. Assim, uma
transic¸a˜o que comec¸a e acaba no mesmo estado, isto e´, da forma (p, u, p) e´
chamada um lacete; duas transic¸o˜es (p, a, q) e (p′, a′, q′) dizem-se consecutivas
se q = p′. Um caminho p num auto´mato A e´ uma sequeˆncia finita na˜o vazia
p : q0
a1−→ q1
a2−→ q2 . . . qn−1
an−→ qn
de transic¸o˜es consecutivas. O estado q0 e´ a origem de p e o estado qn e´ o te´rmino
de p. A etiqueta de p e´ a palavra a1 · · · an sobre A e n, o nu´mero de transic¸o˜es que
compo˜e p, e´ o seu comprimento. Convenciona-se ainda que existe um caminho
vazio (ou seja, sem transic¸o˜es) de origem (e te´rmino) em cada estado e a sua
etiqueta e´ a palavra vazia ε. Uma palavra w ∈ A+ diz-se reconhecida por um
auto´mato A se w e´ a etiqueta de pelo menos um caminho com origem num estado
inicial e te´rmino num estado final.
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Uma linguagem e´ um subconjunto do mono´ide livre A∗. Uma linguagem
de A+ e´ um subconjunto do semigrupo livre A+. A linguagem reconhecida por
um auto´mato A e´ o conjunto de todas as palavras reconhecidas por A. No que
segue trabalharemos em geral com linguagens de A+; no entanto as definic¸o˜es e
resultados podem ser adaptadas a`s linguagens de A∗.
Recordemos agora algumas operac¸o˜es definidas sobre linguagens.
• Unia˜o de linguagens: (L,K) 7−→ L ∪K.
• Concatenac¸a˜o de linguagens: (L,K) 7−→ LK.
• Fecho positivo de uma linguagem: L 7−→ L+, onde
L+ = {u1 · · ·un ∈ A
+ |n ∈ N e u1, . . . , un ∈ L},
ou seja, L+ e´ o subsemigrupo de A+ gerado por L.
Uma linguagem de A+ diz-se racional se pode ser obtida a partir do conjunto
vazio e dos subconjuntos singulares de A usando um nu´mero finito de vezes as
operac¸o˜es: unia˜o, concatenac¸a˜o e fecho positivo.
1.5.2 Reconhecimento de linguagens
Seja A = (Q,A,E, I, F ) um auto´mato finito. A cada palavra w ∈ A+, cor-
responde uma relac¸a˜o bina´ria sobre Q, denotada por µ(w), e definida por (p, q) ∈
µ(w) se existe um caminho em A de p para q com etiqueta w. O conjunto
µ(A+) = {µ(w) |w ∈ A+}
e´ um subsemigrupo de BQ. O semigrupo µ(A
+) e´ usualmente denotado por S(A)
e designado por semigrupo de transic¸a˜o de A. A func¸a˜o µ : A+ → S(A) e´ um
homomorfismo, chamado o homomorfismo de transic¸a˜o de A.
A linguagem de A+ reconhecida por A e´ o conjunto
L = {w ∈ A+ |µ(w) ∩ (I × F ) 6= ∅} = µ−1(µ(L)).
Dizemos que uma linguagem L de A+ e´ reconhecida por um semigrupo S se
existe um homomorfismo ϕ : A+ → S tal que L = ϕ−1(ϕ(L)).
O resultado seguinte enuncia a equivaleˆncia das noc¸o˜es de linguagem reco-
nhecida por um auto´mato finito e linguagem reconhecida por um semigrupo finito.
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Teorema 1.5.2 (Myhill [53]) Uma linguagem L de A+ e´ reconhecida por um
auto´mato finito se e so´ se e´ reconhecida por um semigrupo finito.
Esboc¸o de uma demonstrac¸a˜o. Tendo em considerac¸a˜o o descrito acima, facil-
mente conclu´ımos que, se um auto´mato finito A reconhece uma linguagem L
enta˜o o seu semigrupo de transic¸a˜o S(A) reconhece L, o que justifica a implicac¸a˜o
no sentido directo. Inversamente, se L = ϕ−1(ϕ(L)) para um homomorfismo
ϕ : A+ → S num semigrupo finito S, pode construir-se um auto´mato que reco-
nhece L como segue. Considerando a acc¸a˜o direita de A sobre S1 definida por
s · a = sϕ(a), o auto´mato A = (S1, A,E, {1}, ϕ(L)), onde E = {(s, a, s · a) | s ∈
S1, a ∈ A}, reconhece L. Para mais detalhes consultar [55].
Uma linguagem deA+ diz-se reconhec´ıvel se e´ reconhecida por algum auto´mato
finito.
O pro´ximo resultado e´ considerado como um dos fundadores da teoria das
linguagens racionais e dos auto´matos finitos.
Teorema 1.5.3 (Kleene [46]) Uma linguagem de A+ e´ racional se e so´ se e´
reconhec´ıvel.
Consideremos um semigrupo S e um subconjunto P de S. Diz-se que uma
congrueˆncia σ sobre S satura P se P e´ uma unia˜o de classes de equivaleˆncia
mo´dulo σ. Denotamos por σP a relac¸a˜o de equivaleˆncia sobre S definida por
s σP t se e so´ se ∀u, v ∈ S
1, (usv ∈ P ⇔ utv ∈ P ),
a qual e´ uma congrueˆncia, chamada a congrueˆncia sinta´ctica de P sobre S. Ale´m
disso, σP e´ a maior congrueˆncia sobre S (no sentido de inclusa˜o) que satura P .
O semigrupo quociente S/σP e´ designado por semigrupo sinta´ctico de P em S. A
congrueˆncia sinta´ctica foi introduzida em 1957 por Croisot [37] e e´ muito utilizada
na teoria de semigrupos e linguagens.
Reparemos que toda a linguagem L de A+ e´ reconhecida pelo seu semigrupo
sinta´ctico S(L) = A+/σL. Com efeito, se considerarmos a projecc¸a˜o cano´nica
ηL : A
+ → S(L), que denominamos de homomorfismo sinta´ctico de L, pela
definic¸a˜o de σL tem-se que η
−1
L (ηL(L)) = L.
O pro´ximo resultado mostra que S(L) e´ o menor semigrupo (no sentido da
relac¸a˜o de divisa˜o) que reconhece L.
Proposic¸a˜o 1.5.4 (Lallement [48]) Uma linguagem L de A+ e´ reconhecida
por um semigrupo S se e so´ se S(L) divide S.
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1.5.3 Linguagens localmente testa´veis
A classe Lt(A+), das linguagens localmente testa´veis sobre um alfabeto A, pode
ser definida como sendo a a´lgebra de Boole gerada pelas linguagens da forma
wA∗, A∗w e A∗wA∗ com w ∈ A+. Refira-se que esta e´ uma classe importante
de linguagens racionais. O resultado seguinte, provado independentemente por
Brzozowski e Simon [28] e McNaughton [52], fornece um algoritmo que permite
decidir se uma linguagem e´ localmente testa´vel ou na˜o.
Teorema 1.5.5 Uma linguagem L ⊆ A+ e´ localmente testa´vel se e so´ se S(L) e´
um semigrupo finito localmente semi-reticulado.
A relac¸a˜o ∼k sobre A
+ definida por
u ∼k v se e so´ se ik−1(u) = ik−1(v), tk−1(u) = tk−1(v) e Fk(u) = Fk(v),
e´ uma congrueˆncia de ı´ndice finito. Alternativamente, uma linguagem L de
A+ e´ localmente testa´vel se existe um natural k tal que L e´ saturada por ∼k.
Informalmente, para verificar se uma dada palavra u de A+ pertence a` linguagem
L basta considerar os factores de u de comprimento k (a ordem pela qual estes
factores ocorrem e a sua frequeˆncia na˜o e´ relevante) e os seus prefixo e sufixo de
comprimento k − 1.
Observe-se que a terminologia usada para estas linguagens e´ justificada pelo
facto do problema da pertenc¸a de uma dada palavra a uma destas linguagens
poder ser decidido usando apenas informac¸a˜o “local”. Note-se que, existe um
tipo especial de auto´matos, designados por scanners, que podem ser considerados
como um modelo para computac¸o˜es que requerem apenas informac¸a˜o “local”.
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Informalmente, um scanner e´ um auto´mato equipado com uma memo´ria finita
e uma janela “deslizante” de um comprimento fixo, digamos k, para fazer o scan
da palavra de entrada. Para uma definic¸a˜o formal de scanner veja-se [26].
Podemos considerar um tipo especial de scanner em que a janela pode ser
movida para tra´s da primeira letra e fora do alcance da u´ltima letra da palavra de
entrada, permitindo assim a leitura dos factores de comprimento k e dos prefixos
e sufixos de comprimento menor do que k. Por exemplo, para k = 3 e bcbacb
como palavra de entrada, representam-se no seguinte diagrama va´rias posic¸o˜es
da janela.
b cbacb bc bacb bcb acb b cba cb . . . bcbac b
Intuitivamente, para este tipo de scanner, podemos considerar a memo´ria do
scanner como um triplo (P, F, S), onde P codifica o conjunto de poss´ıveis prefixos,
F o conjunto de poss´ıveis factores, e S o conjunto de poss´ıveis sufixos.
Nestas condic¸o˜es, apo´s o scan, o scanner memoriza os prefixos e sufixos de
comprimento menor do que k e o conjunto dos factores de comprimento igual a k
da palavra de entrada. Uma palavra e´ aceite pelo scanner se as listas de prefixos,
factores e sufixos, obtidas apo´s o scan, se encontram codificadas respectivamente
por P , F e S. Assim, as linguagens localmente testa´veis podem ser definidas em
termos de scanners. Para uma abordagem mais formal consultar [26, Secc¸a˜o 2.3].
Existe um conceito de semigrupo localmente testa´vel, estudado por Zalcstein
em [67], que e´ similar ao de linguagem localmente testa´vel. Um semigrupo S e´
localmente testa´vel se e´ k-testa´vel para algum k > 0, o que significa que, se duas
palavras sobre o alfabeto S teˆm o mesmo conjunto de factores de comprimento k,
o mesmo prefixo e o mesmo sufixo de comprimento k − 1, enta˜o os produtos em
S determinados por estas palavras sa˜o iguais. Tambe´m em [67], Zalcstein provou




Neste cap´ıtulo comec¸amos por abordar as variedades alge´bricas e apresentar
alguns resultados, destacando-se o teorema de Birkhoff que estabelece que as
variedades sa˜o definidas por equac¸o˜es.
A Secc¸a˜o 2.2 e´ dedicada a`s variedades de semigrupos finitos, as quais designa-
mos por pseudovariedades de semigrupos. E´ recordado, nessa secc¸a˜o, o teorema
de Eilenberg-Schu¨tzenberger que mostra que as pseudovariedades sa˜o definidas
“ultimamente” por equac¸o˜es.
Na Secc¸a˜o 2.3 sa˜o introduzidas as variedades de linguagens e e´ recordado
um resultado de 1976, o teorema das variedades de Eilenberg, o qual constitui
a formalizac¸a˜o das fortes ligac¸o˜es que existem entre os semigrupos finitos e as
linguagens racionais.
As refereˆncias principais para este cap´ıtulo sa˜o os livros de Almeida [4], de
Eilenberg [39] e de Pin [55].
2.1 Variedades alge´bricas
O conceito de variedade alge´brica deve-se a Birkhoff. Para a introduc¸a˜o deste
conceito comecemos por referir alguns operadores sobre as classes de a´lgebras.
Consideremos σ uma assinatura alge´brica arbitra´ria. Fixemos uma classe C de
σ-a´lgebras. Denota-se,
• H(C) a classe das imagens homomorfas das a´lgebras de C;
• S(C) a classe das suba´lgebras de a´lgebras de C;
• P (C) a classe dos produtos directos de a´lgebras de C.
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Seja O ∈ {H,S, P}. Diz-se que C e´ fechada para o operador O se O(C) ⊆ C.
Diz-se que C e´ fechada para a divisa˜o se C e´ fechada para os operadores H e S.
Uma classe na˜o vazia de σ-a´lgebras, V, diz-se uma variedade de σ-a´lgebras ou
uma σ-variedade se e´ fechada para os operadores H,S e P. De forma equivalente,
V e´ uma variedade se e´ fechada para a divisa˜o e para produtos directos. Por
exemplo, se µ = {·} e´ a assinatura introduzida na Subsecc¸a˜o 1.1.1, a classe de
todos os semigrupos forma uma variedade de µ-a´lgebras enquanto que a classe
de todos os grupos na˜o (pode ter-se um subsemigrupo de um grupo, o qual na˜o
e´ um grupo).
A intersecc¸a˜o de variedades tambe´m e´ uma variedade. Podemos portanto
definir a variedade gerada por uma classe C de σ-a´lgebras, denotada por V (C),
como sendo a intersecc¸a˜o das variedades que conteˆm C. Mais geralmente, temos
o seguinte resultado [4, Proposic¸a˜o 1.3.4].
Proposic¸a˜o 2.1.1 A variedade de σ-a´lgebras gerada por C e´ a classe dos divi-
sores de produtos directos de elementos de C.
2.1.1 Variedades definidas por equac¸o˜es
Seja X um conjunto tal que X ∪O0 6= ∅. Uma σ-equac¸a˜o sobre X e´ um par (t, r)
de σ-termos sobre X, normalmente representada pela igualdade formal t = r.
Uma equac¸a˜o da forma t = t diz-se trivial. Denotaremos por EqσX o conjunto de
todas as σ-equac¸o˜es sobre X.
Diz-se que uma σ-a´lgebra B verifica ou satisfaz uma σ-equac¸a˜o t = r, e
escreve-se B |= t = r, se para qualquer func¸a˜o ϕ : X → B, o u´nico homomorfismo
ϕ : T σX → B que estende ϕ e´ tal que ϕ(t) = ϕ(r). Por exemplo, qualquer
semigrupo satisfaz a equac¸a˜o (xy)z = x(yz). Uma classe C de a´lgebras satisfaz
um conjunto Σ de equac¸o˜es sobre X, e denota-se C |= Σ, se
∀B ∈ C ∀t = r ∈ Σ, B |= t = r.
Dado um conjunto Σ de σ-equac¸o˜es, verifica-se que a classe de todas as σ-
-a´lgebras que satisfazem todas as equac¸o˜es de Σ e´ uma variedade, a qual se diz ser
definida por Σ. A notac¸a˜o [Σ] e´ utilizada para representar essa variedade. Uma
classe de σ-a´lgebras V diz-se equacional se existe um conjunto Σ de equac¸o˜es tal
que V = [Σ]. Neste caso, diz-se que Σ e´ uma base (de equac¸o˜es) de V.
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O resultado fundamental seguinte foi demonstrado em 1935 por Birkhoff.
Teorema 2.1.2 (Birkhoff [27]) Uma classe de a´lgebras do mesmo tipo e´ uma
variedade se e so´ se ela e´ equacional.
Consideremos agora Σ ∪ {t = r} ⊆ EqσX . Denota-se por Σ |= t = r, e diz-se
que Σ implica t = r, se para qualquer σ-a´lgebra B, B |= Σ implica B |= t = r.
Vejamos como obter “construtivamente” t = r a partir de Σ.
Definimos, recursivamente, os subtermos de um termo t por:
i) t e´ um subtermo de t;
ii) se f ∈ On e f(t1, . . . , tn) e´ um subtermo de t, enta˜o cada ti tambe´m e´ um
subtermo de t.
Seja Σ um conjunto de σ-equac¸o˜es sobre X. Chama-se fecho dedutivo de Σ
ao menor subconjunto D(Σ) de EqσX tal que Σ ⊆ D(Σ) e:
1) t = t ∈ D(Σ), para todo o t ∈ T σX ;
2) t = r ∈ D(Σ) =⇒ r = t ∈ D(Σ);
3) t = r, r = s ∈ D(Σ) =⇒ t = s ∈ D(Σ);
4) se t = r ∈ D(Σ), s tem t como subtermo e s′ e´ obtido a partir de s por
substituic¸a˜o de uma ocorreˆncia de t como um subtermo por r, enta˜o s = s′ ∈
D(Σ);
5) se t = r ∈ D(Σ), x ∈ X, s ∈ T σX , t
′ e r′ sa˜o obtidos de t e r, respectivamente,
substituindo todas as ocorreˆncias de x por s, enta˜o t′ = r′ ∈ D(Σ).
Seja Σ ∪ {t = r} um conjunto de σ-equac¸o˜es sobre X. Dizemos por fim que
t = r e´ dedut´ıvel a partir das equac¸o˜es de Σ, e escrevemos Σ ⊢ t = r, se existir
uma deduc¸a˜o de t = r a partir de Σ, isto e´, uma sucessa˜o finita
t1 = r1, t2 = r2, . . . , tn = rn
de equac¸o˜es sobre X, tais que, cada ti = ri ou pertence a Σ, ou e´ trivial ou e´
obtida de equac¸o˜es que a precedem na sucessa˜o, usando uma das transformac¸o˜es
indicadas em 2) a 5), e tn = rn e´ a equac¸a˜o t = r.
Teorema 2.1.3 (Completude da lo´gica equacional-Birkhoff) Seja
Σ ∪ {t = r} ⊆ EqσX . As condic¸o˜es seguintes sa˜o equivalentes:
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i) Σ |= t = r;
ii) Σ ⊢ t = r;
iii) t = r ∈ D(Σ).
Uma variedade diz-se finitamente baseada se admite uma base de equac¸o˜es
finita. O resultado seguinte e´ bastante u´til como veremos na Secc¸a˜o 5.1.
Corola´rio 2.1.4 Seja Σ uma base qualquer de uma variedade finitamente baseada
V. Enta˜o Σ conte´m uma base finita de V.
Demonstrac¸a˜o. Seja Υ uma base finita de V. Enta˜o, para cada υ ∈ Υ, como
V = [Σ], Σ |= υ, donde Σ ⊢ υ. Como uma deduc¸a˜o de υ a partir de Σ envolve
apenas um nu´mero finito de fo´rmulas de Σ, existe algum Συ ⊆ Σ finito tal que
Συ ⊢ υ. Enta˜o
⋃
υ∈ΥΣυ e´ uma base nas condic¸o˜es pretendidas.
2.2 Pseudovariedades de semigrupos
Para as classes de σ-a´lgebras finitas dispomos de um conceito ana´logo ao de va-
riedade definido na secc¸a˜o anterior. Trata-se do conceito de pseudovariedade de
σ-a´lgebras introduzido por Eilenberg. Contudo, neste trabalho estaremos parti-
cularmente interessados nas pseudovariedades de semigrupos, noc¸a˜o que passamos
a introduzir.
Uma pseudovariedade de semigrupos e´ uma classe na˜o vazia, V, de semigru-
pos finitos fechada para a divisa˜o e produtos directos finitos. Dada uma pseu-
dovariedade V, o reticulado de todas as pseudovariedades contidas em V, ditas
subpseudovariedades de V, denota-se por PS(V).
Como exemplos de classes de semigrupos finitos que formam pseudovariedades
de semigrupos podemos referir:
• S, a classe dos semigrupos finitos;
• I, a classe constitu´ıda pelos semigrupos com um u´nico elemento, chamada a
pseudovariedade trivial ;
• Sl, a classe dos semi-reticulados finitos;
• G, a classe dos grupos finitos;
• CR, a classe dos semigrupos finitos completamente regulares;
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• N, a classe dos semigrupos nilpotentes finitos;
• K, a classe dos semigrupos finitos cujos idempotentes sa˜o zeros a` esquerda;
• D, a classe dos semigrupos finitos cujos idempotentes sa˜o zeros a` direita.
Refira-se tambe´m as pseudovariedades definidas pelas relac¸o˜es de Green. De-
notamos por R, L, J e A respectivamente as classes dos semigrupos finitos R-
-triviais, L-triviais, J-triviais e H-triviais, as quais sa˜o pseudovariedades de semi-
grupos.
Pelo contra´rio, as seguintes classes na˜o constituem pseudovariedades de semi-
grupos:
• A classe dos mono´ides finitos;
• A classe dos semigrupos inversos finitos.
Para a primeira classe apresentada, note-se que um mono´ide finito pode ter sub-
semigrupos que na˜o sa˜o mono´ides. Quanto a` segunda tem-se, por exemplo, o
semigrupo B2 do Exemplo 1.2.1 que pertence a` classe dos semigrupos inversos
finitos. No entanto, se considerarmos T = B2\{b} verifica-se que T e´ um sub-
semigrupo de B2 mas na˜o e´ um semigrupo inverso, pois a na˜o tem inverso em
T.
Como referido inicialmente, a noc¸a˜o de pseudovariedade de semigrupos pode
ser transferida para outras classes de a´lgebras finitas do mesmo tipo. Por exemplo,
uma pseudovariedade de mono´ides e´ uma classe de mono´ides finitos fechada para
a formac¸a˜o de submono´ides, imagens homomorfas e produtos directos finitos.
Como referido, a classe de todos os mono´ides finitos na˜o e´ uma pseudovariedade
de semigrupos, no entanto, e´ uma pseudovariedade de mono´ides a qual denotamos
por M.
A intersecc¸a˜o de pseudovariedades e´ ainda uma pseudovariedade. Dada uma
classe C de semigrupos finitos, define-se a pseudovariedade gerada por C como
sendo a intersecc¸a˜o das pseudovariedades que conteˆm C, denotando-se por V(C).
A pseudovariedade de semigrupos V(C) pode ainda ser definida de uma forma
construtiva por:
V(C) = {S ∈ S : ∃n ∈ N ∃S1, . . . , Sn ∈ C, S ≺ S1 × . . .× Sn}.
No caso de C = {S1, . . . , Sn}, escreve-se simplesmente V(S1, . . . , Sn) para
denotar a pseudovariedade gerada por C, a qual e´ tambe´m designada por pseu-
dovariedade gerada pelos semigrupos S1, . . . , Sn. Note-se que V(S1, . . . , Sn) =
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V(S1 × . . .× Sn). Como exemplo de uma pseudovariedade gerada por um u´nico
semigrupo, refira-se a pseudovariedade de semigrupos Sl, a qual e´ gerada pelo
semi-reticulado U1 [55].
A unia˜o de pseudovariedades na˜o e´ em geral uma pseudovariedade. Por
exemplo, N ∪ Sl na˜o e´ uma pseudovariedade. Consideremos o semigrupo nilpo-
tente {a, b}-gerado, N = {a, b, 0}, definido pelas relac¸o˜es aa = ab = ba = bb = 0 e
o semi-reticulado U1. De facto, N ×U1 na˜o e´ um semigrupo nilpotente (pois ape-
sar de ter elemento zero possui um outro idempotente) nem e´ um semi-reticulado
(porque nem todos os seus elementos sa˜o idempotentes). Isto so´ e´ poss´ıvel porque
Sl na˜o e´ uma subpseudovariedade de N e tambe´m N na˜o e´ uma subpseudova-
riedade de Sl. Dadas duas pseudovariedades V e W tem-se que V ∪W e´ uma
pseudovariedade se e so´ se V ⊆W ou W ⊆ V.
2.2.1 Pseudovariedades na˜o equacionais
Nesta subsecc¸a˜o referimo-nos apenas a equac¸o˜es para semigrupos. Assim, con-
sideremos a assinatura alge´brica µ = {·} onde · e´ uma operac¸a˜o bina´ria. Note-se
que, dado um alfabeto A, o semigrupo dos µ-termos sobre A coincide com A+,
o semigrupo livre gerado por A. Deste modo, no que segue, quando escrevemos
“equac¸a˜o” subentende-se uma igualdade formal entre dois elementos de A+.
Apesar dos conceitos de variedade e de pseudovariedade de semigrupos serem
similares, o teorema de Birkhoff apresentado para variedades na˜o se aplica no caso
das pseudovariedades. Contudo, a classe dos semigrupos finitos que satisfazem
um conjunto Σ de equac¸o˜es constitui uma pseudovariedade, que denotaremos
por [Σ]F ou [[Σ]]. Esta u´ltima notac¸a˜o foi introduzida agora por convenieˆncia,
mas sera´ utilizada posteriormente num contexto mais abrangente. Observe-se
que [Σ]F e´ a intersecc¸a˜o da variedade de semigrupos [Σ] com a pseudovariedade
S, ou seja, e´ a subclasse dos semigrupos finitos da variedade de semigrupos [Σ].
Assim, uma pseudovariedade de semigrupos V diz-se equacional se V = [[Σ]] para
algum conjunto Σ de equac¸o˜es, ou seja, se V = VF para alguma variedade V de
semigrupos. Neste caso, diz-se que Σ e´ uma base de equac¸o˜es de V. As seguintes
pseudovariedades sa˜o equacionais
S = [[x = x]], I = [[x = y]], Sl = [[xy = yx, x = x2]].
Pelo contra´rio, as pseudovariedades G [41] e N [39] sa˜o pseudovariedades na˜o
equacionais uma vez que na˜o satisfazem equac¸o˜es na˜o triviais. Tem-se portanto
o seguinte resultado.
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Proposic¸a˜o 2.2.1 Toda a pseudovariedade, distinta de S, contendo G ou N e´
na˜o equacional.
Como ja´ referimos, nem todas as pseudovaridades sa˜o equacionais. No en-
tanto, o pro´ximo teorema mostra que toda a pseudovariedade e´ a unia˜o de uma
cadeia de pseudovariedades equacionais, podendo assim ser definida ultimamente
atrave´s de equac¸o˜es.
Teorema 2.2.2 (Eilenberg-Schu¨tzenberger [39]) Seja V uma pseudovarie-







n≥k[[xn = yn]], ou seja, Vk e´ a pseudovariedade constitu´ıda pelos
semigrupos que satisfazem todas as equac¸o˜es xn = yn, com n ≥ k.
Refira-se que a pseudovariedade V =
⋃
k∈NVk e´ constitu´ıda pelos semigrupos
que satisfazem todas as equac¸o˜es xn = yn a partir de uma certa ordem. Dize-
mos portanto que V e´ definida ultimamente pela sucessa˜o (xn = yn)n∈N. Como
exemplos, apresentamos:
• A = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= xn = xn+1};
• L = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= (xy)n = y(xy)n};
• G = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= xn!y = yxn! = y};
• N = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= xny = yxn = xn}.
Esta notac¸a˜o pode ser bastante simplificada se utilizarmos pseudoidentidades
em vez de equac¸o˜es. O conceito de pseudoidentidade sera´ introduzido mais a`
frente na Secc¸a˜o 3.5.
2.2.2 Operadores sobre pseudovariedades
• Operadores de reticulados
Dadas duas pseudovariedades V e W,
1) o ı´nfimo V ∧W e´ a intersecc¸a˜o V ∩W;
2) o supremo V ∨W e´ a pseudovariedade gerada pela unia˜o V ∪W.
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Pode verificar-se que V ∨W e´ a classe de todos os divisores de todos os
produtos directos da forma S × T com S ∈ V e T ∈W.
O ca´lculo da intersecc¸a˜o de duas pseudovariedades V eW na˜o coloca grandes
dificuldades. Se V = [[Σ1]] e W = [[Σ2]] (onde Σ1 e Σ2 sa˜o bases de pseudoidenti-
dades para V e W, respectivamente), enta˜o
V ∩W = [[Σ1 ∪ Σ2]].
Pelo contra´rio, o ca´lculo deV∨W e´, em geral, muito complexo e este problema
ainda esta´ relativamente pouco estudado. A t´ıtulo de exemplo recordemos que
K ∧D = N e K ∨D = LI.
• Operador L
Seja V uma pseudovariedade de semigrupos. Enta˜o, VM = V ∩M e´ uma
pseudovariedade de mono´ides. Utilizaremos, no que segue, a mesma notac¸a˜o
para representar uma pseudovariedade de semigrupos V e a pseudovariedade de
mono´ides VM.
Para uma pseudovariedade V de mono´ides denotamos
LV = {S ∈ S | eSe ∈ V para todo o e ∈ E(S)}.
Ou seja, LV e´ a classe dos semigrupos finitos cujos mono´ides locais esta˜o em
V. A classe LV e´ uma pseudovariedade de semigrupos. Note-se que, se V e´ uma
pseudovariedade de semigrupos, enta˜o LV pode ser definida da mesma forma e,
claramente, LV = L(V ∩M).
Aproveitamos agora para introduzir duas pseudovariedades deste tipo, as
quais desempenham um papel central neste trabalho. Sa˜o elas a pseudovariedade
LI dos semigrupos finitos localmente triviais, e a pseudovariedade LSl dos semi-
grupos finitos localmente semi-reticulados, isto e´, semigrupos S tais que eSe e´
um semigrupo idempotente e comutativo para todos os idempotentes e ∈ S.
• Operador ∗
Sejam S e T semigrupos e denotemos por EndS o mono´ide de todos os en-
domorfismos de S. Consideremos agora ϕ : T 1 → EndS um homomorfismo de
mono´ides. Para t ∈ T 1 e s ∈ S, denotemos ϕ(t)(s) por ts. O produto semidirecto
S ∗ϕT e´ o semigrupo que consiste do conjunto S×T munido da seguinte operac¸a˜o
(s1, t1)(s2, t2) = (s1
t1s2, t1t2),
para todos os s1, s2 ∈ S e t1, t2 ∈ T. Em geral, o produto semidirecto de S e T
denota-se simplesmente por S ∗ T.
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Dadas duas pseudovariedades de semigrupos V eW, denotamos por V∗W a
pseudovariedade gerada por todos os produtos semidirectos da forma S ∗ T com
S ∈ V e T ∈W, a qual e´ tambe´m designada por produto semidirecto de V eW.
A pseudovariedade LSl admite a seguinte decomposic¸a˜o em produto semidi-
recto
LSl = Sl ∗D,
a qual foi determinada independentemente por Brzozowski e Simon [28] e Mc-
Naughton [52].
• Operador hm
Um morfismo relacional µ : S ◦−→T entre dois semigrupos S e T e´ uma func¸a˜o
µ de S em P(T ), tal que, para todos os s1, s2 ∈ S,
1) µ(s1) 6= ∅;
2) µ(s1)µ(s2) ⊆ µ(s1s2).
Reparemos que se e e´ um idempotente de T tal que µ−1(e) 6= ∅ enta˜o µ−1(e) e´
um subsemigrupo de S. De facto, se s1, s2 ∈ S sa˜o tais que e ∈ µ(s1) e e ∈ µ(s2),
enta˜o e ∈ µ(s1)µ(s2) ⊆ µ(s1s2).
Sejam V e W duas pseudovariedades de semigrupos. Definimos o produto de
Mal’cev de V por W, e escrevemos V hm W, como sendo a pseudovariedade dos
semigrupos finitos S para os quais existe um morfismo relacional
µ : S ◦−→T
num elemento T de W que verifique µ−1(e) ∈ V para cada idempotente e de T
tal que µ−1(e) 6= ∅.
Pseudovariedades importantes admitem decomposic¸o˜es em produto de Mal’cev.
Por exemplo, J =N hm Sl, R =K hm Sl e L =D hm Sl [55].
Observe-se, por outro lado, que as pseudovariedades S e A sa˜o irredut´ıveis
para o produto de Mal’cev, o produto semidirecto e o supremo [50].
2.3 Variedades de linguagens
Prosseguimos com a classificac¸a˜o das linguagens racionais que consiste em agrupa´-
-las em variedades de linguagens racionais. Em seguida, apresentamos o nota´vel
teorema de Eilenberg [39] que estabelece uma bijecc¸a˜o natural entre as pseu-
dovariedades de semigrupos e as variedades de linguagens racionais: a cada pseu-
dovariedade V corresponde a variedade das linguagens racionais cujo semigrupo
sinta´ctico pertence a V.
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Uma variedade de linguagens e´ uma correspondeˆncia V que associa a cada
alfabeto A um conjunto V(A+) de linguagens racionais de A+ com as seguintes
propriedades, para quaisquer alfabetos A e B,
1) V(A+) e´ uma a´lgebra de Boole;
2) se L ∈ V(A+) enta˜o, para qualquer a ∈ A, as linguagens {w ∈ A+ : aw ∈ L}
e {w ∈ A+ : wa ∈ L} pertencem a V(A+);
3) para todo o homomorfismo ϕ : A+ → B+, L ∈ V(B+) implica ϕ−1(L) ∈
V(A+).
Alternativamente, podemos considerar a variedade de linguagens V como
sendo a classe das linguagens L sobre alfabetos espec´ıficos A tais que L ∈ V(A+).
Seja V uma pseudovariedade. Uma linguagem L de A+ diz-se V-reconhec´ıvel
se for reconhecida por um semigrupo de V. Usaremos a notac¸a˜o V para repre-
sentar a classe das linguagens racionais que associa a cada alfabeto A o conjunto
V(A+) das linguagens V-reconhec´ıveis de A+. Para uma linguagem L, ser re-
conhecida por um semigrupo de V equivale a dizer, devido a` Proposic¸a˜o 1.5.4,
que S(L) pertence a V. Segue o resultado anunciado.
Teorema 2.3.1 (Eilenberg [39]) Para qualquer pseudovariedade V de semi-
grupos a classe V e´ uma variedade de linguagens. A correspondeˆncia V → V
define uma bijecc¸a˜o entre as pseudovariedades de semigrupos e as variedades de
linguagens.
A classe das linguagens localmente testa´veis, que denotamos anteriormente
por Lt, pode tambe´m ser denotada por LSl. Esta introduc¸a˜o de notac¸a˜o e´ baseada
na caracterizac¸a˜o das linguagens localmente testa´veis apresentada no resultado
seguinte, o qual consiste de uma reformulac¸a˜o do Teorema 1.5.5.
Teorema 2.3.2 (Brzozowski e Simon [28], McNaughton [52]) A varieda-
de de linguagens correspondente a` pseudovariedade LSl e´ a classe das linguagens
localmente testa´veis.





Neste cap´ıtulo apresentamos os resultados fundamentais da teoria das operac¸o˜es
impl´ıcitas e dos semigrupos profinitos relativamente livres. A teoria aqui apre-
sentada baseia-se nos limites projectivos, mas existem outras abordagens alterna-
tivas [4, 7, 60]. No que segue, os limites projectivos constituem uma ferramenta
fundamental: para cada pseudovariedade V de semigrupos e cada alfabeto A,
associamos o limite projectivo dos elementos A-gerados de V, chamado o semi-
grupo pro´-V livre sobre A e denotado por ΩAV.
O conceito de operac¸a˜o impl´ıcita e´ introduzido na Secc¸a˜o 3.4, procedendo-
-se em seguida a` identificac¸a˜o das operac¸o˜es impl´ıcitas A-a´rias sobre V com os
elementos de ΩAV.
Na Secc¸a˜o 3.5 e´ introduzido o conceito de pseudoidentidade e recordado o
teorema de Reiterman [57]. Em seguida sa˜o apresentados treˆs exemplos simples,
mas importantes para o decorrer deste trabalho, de semigrupos da forma ΩAV.
O cap´ıtulo termina com uma secc¸a˜o dedicada a`s assinaturas impl´ıcitas.
Em geral na˜o apresentaremos as demonstrac¸o˜es. Escolhemos os trabalhos de
Almeida e Weil [20, 21], Almeida [9] e o livro de Rhodes e Steinberg [60] como
refereˆncias principais para a obtenc¸a˜o de mais pormenores e demonstrac¸o˜es.
3.1 Limites projectivos
Um conjunto I munido de uma ordem parcial ≤ diz-se dirigido se para quaisquer
i, j ∈ I existe k ∈ I tal que i ≤ k e j ≤ k. Seja (I,≤) um conjunto dirigido e
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seja (Si)i∈I uma famı´lia de a´lgebras tal que, para cada par (i, j) de elementos de
I com i ≥ j, existe um homomorfismo ϕi,j : Si → Sj. A famı´lia
F = {ϕi,j : Si → Sj | i, j ∈ I, i ≥ j}
diz-se um sistema dirigido se, para todos os i, j, k ∈ I com i ≥ j ≥ k, verifica as
seguintes condic¸o˜es (a notac¸a˜o idSi e´ usada para representar a func¸a˜o identidade
em Si)
(SD. 1.) ϕi,i = idSi ;
(SD. 2.) ϕj,k ◦ ϕi,j = ϕi,k.
A famı´lia F e´ por vezes representada pela famı´lia de a´lgebras (Si)i∈I com a famı´lia
(ϕi,j)i,j∈I,i≥j subentendida. O limite projectivo (ou limite inverso) associado ao




lim←−F = {(si)i∈I ∈
∏
i∈I
Si | i ≥ j ⇒ ϕi,j(si) = sj}.
Chamamos homomorfismo cano´nico a cada restric¸a˜o
πi : lim←−(Si)i → Si
da projecc¸a˜o cano´nica de
∏
i∈I Si sobre Si. Note-se que πj = ϕi,j ◦ πi para todos
os i, j ∈ I com i ≥ j.
Seja (Si)i∈I uma famı´lia de a´lgebras indexada por um conjunto dirigido (I,≤).
Definimos um sistema dirigido de homomorfismos sobre uma a´lgebra T como
sendo uma famı´lia de homomorfismos (ρi : T → Si)i∈I indexada por I, tal que
• para cada par (i, j) de elementos de I com i ≥ j, existe um homomorfismo
ϕi,j : Si → Sj, e estes homomorfismos tornam (Si)i∈I um sistema dirigido;
• para todos os i, j ∈ I com i ≥ j, tem-se ρj = ϕi,j ◦ ρi.
O limite projectivo possui a seguinte propriedade universal.
Proposic¸a˜o 3.1.1 Seja (ρi : T → Si)i∈I um sistema dirigido de homomorfismos
sobre uma a´lgebra T e seja S = lim←−(Si)i. Enta˜o, existe um u´nico homomorfismo
ρ : T → S tal que ρi = πi ◦ ρ para todo o i ∈ I. Ale´m disso, ρ e´ definido, para
todo o t ∈ T, por ρ(t) = (ρi(t))i.
Esta propriedade define lim←−(Si)i a menos de isomorfismo.
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O homomorfismo ρ descrito na Proposic¸a˜o 3.1.1 diz-se induzido pelo sistema
dirigido de homomorfismos (ρi)i.
Uma vez que estaremos interessados em pseudovariedades de semigrupos, va-
mos agora assumir que as a´lgebras Si sa˜o semigrupos finitos. Os conjuntos finitos
sera˜o considerados munidos com a topologia discreta. Obtemos assim um sistema
dirigido de semigrupos finitos , isto e´,
F = {ϕi,j : Si → Sj | i, j ∈ I, i ≥ j}
em que os Si sa˜o semigrupos compactos e os homomorfismos ϕi,j : Si → Sj sa˜o
cont´ınuos (ou seja, a imagem inversa de qualquer subconjunto aberto de Sj e´
um aberto em Si). Consideremos agora o produto directo
∏
i∈I Si equipado com
a topologia produto. Por definic¸a˜o, uma base de abertos para esta topologia e´




onde Ui e´ um subconjunto aberto de Si para cada i ∈ I, e Ui 6= Si apenas para
um nu´mero finito de ı´ndices. Um limite projectivo de semigrupos finitos sera´
enta˜o o limite projectivo de um sistema dirigido de semigrupos finitos, o qual
consideraremos munido com a topologia induzida a partir da topologia produto.
O pro´ximo resultado consiste de uma particularizac¸a˜o de [40, Teorema 3.2.13].
Proposic¸a˜o 3.1.2 Seja (Si)i∈I um sistema dirigido em que os Si sa˜o semigru-
pos compactos e os homomorfismos ϕi,j sa˜o cont´ınuos. Enta˜o, lim←−(Si)i e´ um
subsemigrupo compacto do produto directo
∏
i∈I Si e os homomorfismos cano´nicos
πi : lim←−(Si)i → Si sa˜o cont´ınuos.
Da Proposic¸a˜o 3.1.2 resulta que um limite projectivo de semigrupos finitos e´
um semigrupo compacto e que os homomorfismos cano´nicos πi sa˜o cont´ınuos.
3.2 Semigrupos profinitos
Um semigrupo profinito e´ um semigrupo compacto S tal que, para quaisquer
dois elementos distintos s1 e s2 de S, existe um homomorfismo cont´ınuo ϕ de S
num semigrupo finito T tal que ϕ(s1) 6= ϕ(s2). Equivalentemente, um semigrupo
profinito e´ definido como sendo um limite projectivo de semigrupos finitos.
Recordemos agora alguns conceitos de Topologia Geral. Seja X um espac¸o
topolo´gico. Dizemos queX e´ conexo seX na˜o pode ser representado como a unia˜o
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disjunta, X1⊎X2, de dois subconjuntos abertos na˜o vazios de X. O espac¸o X diz-
-se totalmente desconexo se as suas componentes conexas sa˜o conjuntos singulares
e diz-se zero-dimensional se possui uma base de conjuntos abertos consistindo de
abertos-fechados. Recordemos que um aberto-fechado de um espac¸o topolo´gico e´
um conjunto da topologia que e´ simultaneamente aberto e fechado. Um espac¸o
compacto e´ zero-dimensional se e so´ se e´ totalmente desconexo [65, Teorema 29.7].
Como refereˆncias para consultar estas ou outras definic¸o˜es e resultados ba´sicos
de Topologia Geral recomendam-se os livros de Engelking [40] e Willard [65].
O seguinte resultado e´ devido a Numakura [54]. Para uma demonstrac¸a˜o veja-
-se, por exemplo, Almeida [7, Proposic¸a˜o 4.2].
Teorema 3.2.1 Um semigrupo compacto e´ profinito se e so´ se e´ zero-dimensional.
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Seja V uma pseudovariedade de semigrupos. Um semigrupo pro´-V e´ um semi-
grupo compacto S tal que, para quaisquer dois elementos distintos s1 e s2 de
S, existe um homomorfismo cont´ınuo ϕ de S num semigrupo T ∈ V tal que
ϕ(s1) 6= ϕ(s2). Equivalentemente, um semigrupo pro´-V e´ definido como sendo
um limite projectivo de semigrupos de V. E´ agora conveniente constatar que os
semigrupos pro´-S sa˜o exactamente os semigrupos profinitos. Seguem algumas
propriedades dos semigrupos pro´-V, retiradas de [7, Secc¸a˜o 4].
1. O produto directo de semigrupos pro´-V e´ pro´-V.
2. Um subsemigrupo fechado de um semigrupo pro´-V tambe´m e´ pro´-V.
3. Um semigrupo finito e´ pro´-V se e so´ se pertence a V.
Seja A um alfabeto. Um semigrupo profinito A-gerado e´ uma func¸a˜o ϕ de
A num semigrupo profinito S tal que o subsemigrupo gerado por ϕ(A) e´ denso
em S. Assim, por vezes diremos que S, um semigrupo profinito, e´ A-gerado se
existe uma func¸a˜o ϕ : A→ S que verifique as condic¸o˜es acima descritas, sendo ϕ
referida como uma func¸a˜o geradora de S.
Consideremos a categoria CA na qual os objectos sa˜o os semigrupos profinitos
A-gerados e cujos homomorfismos (de semigrupos profinitos A-gerados) θ : ϕ→ ψ
de ϕ : A → S em ψ : A → T, sa˜o dados pelos homomorfismos cont´ınuos de
semigrupos θ : S → T tais que θ ◦ ϕ = ψ. Note-se que entre dois objectos ϕ e ψ
de CA existe no ma´ximo um homomorfismo de semigrupos profinitos A-gerados,
o qual sera´ designado por homomorfismo de ligac¸a˜o.
3.3 Semigrupos profinitos relativamente livres 47
Podemos considerar um sistema dirigido em CA, dado por um conjunto di-
rigido I de ı´ndices, para cada i ∈ I um objecto ϕi : A → Si de CA e, para cada
par (i, j) de elementos de I com i ≥ j, um homomorfismo de ligac¸a˜o
ϕi,j : ϕi → ϕj
tal que para todos os i, j, k ∈ I com i ≥ j ≥ k sa˜o verificadas as condic¸o˜es (SD.1)
e (SD.2).
Denotemos por V0 um conjunto contendo um representante de cada classe
de isomorfismo dos elementos A-gerados de V, os quais sa˜o objectos de CA.
O conjunto V0 munido dos homomorfismos de ligac¸a˜o entre os seus elementos
determina um sistema dirigido de semigrupos finitos. Assim, o limite projectivo
deste sistema, que sera´ denotado por ΩAV, e´ um semigrupo compacto. Note-se
que ΩAV na˜o depende, a menos de isomorfismo, da escolha de V0 [9]. Podemos
assumir, por [20, Lema 1.3], que os homomorfismos cano´nicos πi : ΩAV → Si
(Si ∈ V0) sa˜o sobrejectivos.
Para cada semigrupo profinito A-gerado ϕS : A → S com S ∈ V0, podemos
considerar, de acordo com a Proposic¸a˜o 1.3.1, a extensa˜o natural
ϕS : A
+ → S
de ϕS a A
+. Uma vez que S e´ finito, tem-se ϕS(A
+) = S. Agora, pela propriedade
universal dos limites projectivos, Proposic¸a˜o 3.1.1, estes homomorfismos ϕS in-
duzem um homomorfismo u´nico
ι : A+ → ΩAV
o qual sera´ designado o homomorfismo natural de A+ em ΩAV. Em geral, ι e´
injectivo se e so´ se V na˜o satisfaz qualquer equac¸a˜o sobre A na˜o trivial. Nesse
caso, podemo-nos referir a A+ como um subsemigrupo de ΩAV. A restric¸a˜o de ι
a A sera´ denotada por ιA.
O teorema seguinte constitui um suma´rio das principais propriedades de ΩAV
que podemos encontrar em [9, Secc¸a˜o 3.2].
Teorema 3.3.1 Seja A um alfabeto e seja V uma pseudovariedade de semigru-
pos.
1. Se V na˜o e´ a pseudovariedade trivial enta˜o a func¸a˜o ιA : A → ΩAV e´
injectiva, pelo que os elementos de A podem ser identificados com as suas
imagens por ιA.
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2. ΩAV e´ um semigrupo topolo´gico A-gerado (com ιA uma func¸a˜o geradora)
donde o subsemigrupo ΩAV gerado pela imagem de ιA e´ denso em ΩAV.
3. Para todo o semigrupo pro´-V S e para toda a func¸a˜o ϕ : A → S existe um
u´nico homomorfismo cont´ınuo ϕ : ΩAV→ S tal que ϕ ◦ ιA = ϕ, ou seja, ϕ e´











Em particular, se A e´ um subconjunto de um conjunto finito B, enta˜o o u´nico
homomorfismo cont´ınuo ΩAV → ΩBV induzido pela func¸a˜o inclusa˜o A →֒ B e´
injectivo [7, Proposic¸a˜o 4.6]. Identificaremos ΩAV com a sua imagem e portanto
veremos ΩAV como o subsemigrupo fechado de ΩBV gerado por A.
O semigrupo ΩAV sera´ designado como o semigrupo pro´-V livre gerado por A.
Esta designac¸a˜o e´ justificada pelo ponto 3 do Teorema 3.3.1. No caso particular
de ΩAS usaremos a designac¸a˜o de semigrupo profinito livre gerado por A. Note-
-se que, para alfabetos A e B com a mesma cardinalidade, ΩAV e ΩBV sa˜o
semigrupos compactos isomorfos, pelo que o semigrupo ΩAV pode ser tambe´m
denotado por ΩnV onde n = |A|. Um semigrupo profinito diz-se relativamente
livre se e´ da forma ΩAV para algum alfabeto A e alguma pseudovariedade V.
Pelo ponto 3 do Teorema 3.3.1 resulta que ΩAV e´ o semigrupo livre na variedade
gerada por V.
Designaremos os elementos de ΩAV por pseudopalavras mo´dulo V sobre A e
os de ΩAS por pseudopalavras sobre A. Contudo, na˜o havendo perigo de confusa˜o,
os elementos de ΩAV sera˜o designados apenas por pseudopalavras. Ale´m disso,
os elementos de ΩAV (resp. ΩAV\ΩAV) sera˜o tambe´m referidos como sendo
pseudopalavras finitas (resp. pseudopalavras infinitas).
Sejam S um semigrupo finito A-gerado e ψ : ΩAS → S um homomorfismo
cont´ınuo que respeita a escolha dos geradores. Denotamos por Sε o mono´ıde
obtido de S por acre´scimo de um novo elemento neutro ε. Por convenc¸a˜o, o
homomorfismo (ΩAS)
ε → Sε que estende ψ e que envia ε em ε sera´ tambe´m
denotado por ψ.
Dado π ∈ ΩAS, dizemos que ρ ∈ ΩAS e´ um factor (resp. um prefixo, um
sufixo) de π se existem π1, π2 ∈ (ΩAS)
1 tais que π = π1ρπ2 (resp. π = ρπ2,
π = π1ρ). Uma palavra biinfinita w e´ um factor (biinfinito) de π se toda a
3.3 Semigrupos profinitos relativamente livres 49
palavra finita que e´ um factor de w e´ tambe´m um factor de π. Note-se que, uma
palavra biinfinita w e´ um factor de π se e so´ se todo o elemento de O(w) e´ um
factor de π.
Dada uma pseudopalavra π de ΩAV, a sequeˆncia (π
n!)n converge em ΩAV. O
seu limite, denotado por πω, e´ idempotente e, se σ e´ um homomorfismo cont´ınuo
de ΩAV num semigrupo finito S, enta˜o σ(π
ω) e´ a u´nica poteˆncia idempotente de
σ(π).
O pro´ximo resultado ([4, Corola´rio 5.6.2]) apresenta uma decomposic¸a˜o u´til
dos elementos infinitos dos semigrupos ΩAS.
Lema 3.3.2 Se π e´ uma pseudopalavra infinita de ΩAS, enta˜o existem π1, ρ, π2 ∈
ΩAS tais que π = π1ρ
ωπ2.
Referimos agora uma situac¸a˜o na qual os semigrupos da forma ΩAV sa˜o par-
ticularmente simples de descrever. Se V e´ uma pseudovariedade gerada por um
conjunto finito de semigrupos, enta˜o
ΩAV = ΩAV.
Ale´m disso, ΩAV e´ finito e e´ um elemento A-gerado de V [20]. A t´ıtulo de
exemplo refira-se a pseudovariedade Sl a qual, como referido anteriormente, e´
gerada pelo semi-reticulado U1 [55]. Portanto, ΩASl = ΩASl e ΩASl e´ finito.
De facto, na˜o e´ dif´ıcil provar que, o semigrupo ΩASl e´ isomorfo ao semigrupo
P′(A) = P(A)\{∅} com a operac¸a˜o de unia˜o, o qual e´ um subsemigrupo de P(A),
e munido da topologia discreta.
Como exemplo de uma pseudovariedade em que ΩAV = ΩAV mas ΩAV e´
infinito apresentamos V = [[x2y = x2 = yx2]] [2].
Por outro lado, a pseudovariedade N, dos semigrupos nilpotentes, constitui
um caso em que ΩAV 6= ΩAV. Como referido na Subsecc¸a˜o 2.2.1 a pseudova-
riedade N so´ satisfaz equac¸o˜es triviais, pelo que ΩAN e´ isomorfo a A
+. Refira-se
que uma sucessa˜o (wn)n∈N de elementos de A
+ e´ convergente em ΩAN quando e´
verificada uma das seguintes situac¸o˜es:
(1) wn e´ constante, digamos igual a u, a partir de uma certa ordem;
(2) limn |wn| = +∞.
No primeiro caso (wn)n converge em ΩAN para u ∈ A
+. No segundo caso (wn)n
converge em ΩAN para um “ponto no infinito” que e´ um zero e que denotamos
por 0 como habitualmente.
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Portanto, ΩAN = ΩAN∪{0} e´ a compactificac¸a˜o de Alexandroff de ΩAN, ou
seja, ΩAN e´ o semigrupo topolo´gico obtido de ΩAN pela adic¸a˜o de um “ponto
no infinito”, o qual e´ um zero. Os semigrupos ΩAV com V ∈ {K,D,LI} sera˜o
abordados posteriormente na Secc¸a˜o 3.6.
Apresentamos agora uma importante aplicac¸a˜o do ponto 3 do Teorema 3.3.1.
Se V eW sa˜o duas pseudovariedades tais que V ⊆W 6= I, enta˜o visto que ΩAV
e´ um semigrupo pro´-W existe um u´nico homomorfismo cont´ınuo
pW,V : ΩAW→ ΩAV
cuja restric¸a˜o a A e´ a func¸a˜o geradora ιA : A → ΩAV. Este homomorfismo e´
sobrejectivo e e´ designado por projecc¸a˜o cano´nica de ΩAW em ΩAV. Se π ∈
ΩAW, dizemos que pW,V(π) e´ a restric¸a˜o de π a ΩAV ou a projecc¸a˜o de π em
ΩAV. Usaremos a notac¸a˜o simplificada pV para denotar pS,V.
No caso particular em que V = Sl ⊆W, denotamos pW,Sl por c e designamos
c(π) por o conteu´do de π. Recordemos que ΩASl e´ isomorfo a P
′(A) e c(a) = {a}
para todo o a ∈ A.
A topologia de ΩAV pode ser vista como a topologia induzida por uma
distaˆncia d, conforme o breve resumo seguinte. As demonstrac¸o˜es podem ser
consultadas em [9, Subsecc¸a˜o 3.4].
Seja S um semigrupo profinito. Para u, v ∈ S, denotamos por r(u, v) a
cardinalidade mı´nima de um semigrupo finito T que admite um homomorfismo
cont´ınuo ϕ : S → T com ϕ(u) 6= ϕ(v). Definimos agora uma distaˆncia d sobre S
fazendo




2−r(u,v) se u 6= v
0 caso conta´rio.
Pode verificar-se que esta func¸a˜o d e´ mesmo uma ultrame´trica, isto e´, satisfaz as
seguintes propriedades, para todos os u, v, w ∈ S,
• d(u, v) = 0 se e so´ se u = v;
• d(u, v) = d(v, u);
• d(u,w) ≤ max{d(u, v), d(v, w)}.
A func¸a˜o d sera´ designada por me´trica natural sobre S.
Apresentamos agora o resultado anunciado, o qual consiste de uma particu-
larizac¸a˜o de [9, Proposic¸a˜o 3.9].
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Proposic¸a˜o 3.3.3 Para um semigrupo profinito relativamente livre ΩAV, a topo-
logia de ΩAV coincide com a topologia induzida pela me´trica natural.
O resultado seguinte ([9, Teorema 3.10]) fornece uma construc¸a˜o alternativa
de ΩAV.
Teorema 3.3.4 O completado do semigrupo ΩAV com respeito a` me´trica natural
e´ um semigrupo profinito isomorfo a ΩAV.
A finalizar esta secc¸a˜o apresentamos um resultado que estabelece uma inte-
ressante ligac¸a˜o entre a topologia dos semigrupos pro´-V livres e as propriedades
combinato´rias da variedade das linguagens V-reconhec´ıveis, quando V conte´m
N. Para um resultado mais geral veja-se [4, Subsecc¸a˜o 3.6] ou [9, Subsecc¸a˜o 3.3].
Proposic¸a˜o 3.3.5 Seja V uma pseudovariedade tal que N ⊆ V. Uma linguagem
L de A+ e´ V-reconhec´ıvel se e so´ se o fecho topolo´gico, L, de L em ΩAV e´ um
aberto-fechado.
Ale´m disso, a colecc¸a˜o de todos os L, com L uma linguagem V-reconhec´ıvel
de A+, constitui uma base para a topologia de ΩAV.
3.4 Operac¸o˜es impl´ıcitas e semigrupos pro´-V
Introduzimos nesta secc¸a˜o a noc¸a˜o de operac¸a˜o impl´ıcita. As pseudopalavras
de um semigrupo profinito relativamente livre ΩAV sa˜o por vezes designadas
tambe´m por operac¸o˜es impl´ıcitas A-a´rias sobre V. Justificamos, no que segue,
esta terminologia.
Seja V uma pseudovariedade de semigrupos e consideremos A = {a1, . . . , an}
um alfabeto de cardinalidade n ∈ N. Dado um semigrupo pro´-V S, podemos
interpretar SA quer como o conjunto de todas as func¸o˜es de A em S quer como
uma poteˆncia directa de S, podendo neste u´ltimo caso ser tambe´m representado
por Sn. Pelo ponto 3 do Teorema 3.3.1, para cada ϕ ∈ SA existe um u´nico homo-
morfismo cont´ınuo ϕ : ΩAV→ S tal que ϕ ◦ ιA = ϕ. Isto permite-nos interpretar
cada π ∈ ΩAV como uma operac¸a˜o |A|-a´ria (ou n-a´ria) em S, nomeadamente a
aplicac¸a˜o πS : S
A → S que envia cada ϕ ∈ SA em ϕ(π).
A func¸a˜o πS assim definida, designada a interpretac¸a˜o natural de π como uma
operac¸a˜o em S, e´ cont´ınua e comuta com homomorfismos entre dois semigrupos
pro´-V, ou seja, se ψ : S → T e´ um homomorfismo cont´ınuo entre dois semigrupos
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isto e´, ψ ◦ πS = πT ◦ ψ
A onde ψA(ϕ) = ψ ◦ ϕ para toda a func¸a˜o ϕ de SA.
Uma operac¸a˜o π = (πS)S∈V com uma interpretac¸a˜o πS : S
A → S sobre cada
S ∈ V e´ chamada uma operac¸a˜o impl´ıcita A-a´ria (ou n-a´ria) sobre V se comuta
com todo o homomorfismo ψ : S → T entre elementos de V. Munido da operac¸a˜o
bina´ria definida para π, ρ operac¸o˜es impl´ıcitas A-a´rias sobre V, S ∈ V e ϕ ∈ SA,
por
(π · ρ)S(ϕ) = πS(ϕ) · ρS(ϕ),
o conjunto de todas as operac¸o˜es impl´ıcitas A-a´rias sobre V, que denotamos (pro-
visoriamente) por IAV, forma um semigrupo. Como exemplos, os mais simples,
de operac¸o˜es impl´ıcitas sobre V temos as operac¸o˜es expl´ıcitas que passamos a
definir.
Para cada ai ∈ A, xai (tambe´m denotada por ai desde que na˜o haja con-
fusa˜o entre letra e operac¸a˜o ı´mplicita) e´ designada por projecc¸a˜o sobre a i-e´sima
componente e e´ definida para S ∈ V, como sendo a aplicac¸a˜o
(xai)S : S
n → S
(s1, . . . , sn) 7→ si.
Os elementos do subsemigrupo de IAV gerado pelo conjunto das projecc¸o˜es
{xa1 , . . . , xan} dizem-se operac¸o˜es expl´ıcitas A-a´rias (ou n-a´rias) sobre V.
Refira-se que as operac¸o˜es expl´ıcitas n-a´rias sa˜o operac¸o˜es impl´ıcitas n-a´rias
induzidas pelas palavras de A+. Por exemplo, se A = {a1, a2, a3}, a palavra finita
u = a1a2a
2
3a2a1 define uma operac¸a˜o expl´ıcita 3-a´ria sobre V, em que para cada
S ∈ V, a aplicac¸a˜o uS : S
3 → S e´ definida, para cada (s1, s2, s3) ∈ S
3, por
uS(s1, s2, s3) = s1s2s
2
3s2s1.
Pela interpretac¸a˜o natural tem-se que a cada elemento de ΩAV esta´ associada
uma operac¸a˜o impl´ıcita A-a´ria sobre V. Por exemplo, para A = {a, b}, a pseu-
dopalavra π = ab e´ interpretada, em cada S ∈ V, como a multiplicac¸a˜o de S×S
em S. Consideremos assim a seguinte aplicac¸a˜o
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Θ : ΩAV → IAV
π 7→ (πS)S∈V.
Teorema 3.4.1 A aplicac¸a˜o Θ e´ uma bijecc¸a˜o.
Demonstrac¸a˜o. Comecemos por mostrar que Θ e´ injectiva. Como ΩAV e´ um
semigrupo pro´-V, dados dois elementos distintos ρ, ρ′ de ΩAV existem S ∈ V e
um homomorfismo cont´ınuo ϕ : ΩAV → S tais que ϕ(ρ) 6= ϕ(ρ
′) o que, por [4,
Lema 3.4.9], significa que ρS(ϕ ◦ ιA) 6= ρ
′
S(ϕ ◦ ιA), e portanto tem-se ρS 6= ρ
′
S,
concluindo assim a primeira parte da demostrac¸a˜o.
Provemos agora que Θ e´ sobrejectiva. Seja π = (πS)S∈V uma operac¸a˜o
impl´ıcita A-a´ria sobre V. Apresentaremos, no que segue, um elemento w de ΩAV
tal que Θ(w) = π. Nesse sentido, recordemos que ΩAV pode ser representado
como um limite projectivo de elementos de V, nomeadamente como o limite pro-
jectivo de um sistema dirigido V0 contendo um representante de cada classe de
isomorfismo dos elementos A-gerados de V: ϕi : A → Si (i ∈ I) com os homo-
morfismos de ligac¸a˜o ϕi,j : ϕi → ϕj (i ≥ j). Seja si = πSi(ϕi). Como π e´ uma
operac¸a˜o impl´ıcita, tem-se
ϕi,j(si) = ϕi,j(πSi(ϕi)) = πSj(ϕi,j ◦ ϕi) = πSj(ϕj) = sj
sempre que i ≥ j. Portanto w = (si)i∈I e´ um elemento do limite projectivo ΩAV.
Para concluir a demostrac¸a˜o resta mostrar que de facto Θ(w) = π, ou seja, que
wS = πS para todo o S ∈ V. Seja ϕ ∈ S
A. A imagem de ϕ em S e´ um elemento
A-gerado de V e, portanto, e´ isomorfo a algum Si. Uma vez que ambas w e π sa˜o
operac¸o˜es impl´ıcitas, podemos assumir que S = Si e ϕ = ϕi. Assim, tem-se
wS(ϕ) = wSi(ϕi) = ϕi(w) = si = πSi(ϕi) = πS(ϕ),
onde a igualdade ϕi(w) = si resulta da observac¸a˜o de que ϕi e´ precisamente
o homomorfismo cano´nico πi : ΩAV → Si. Isto completa a demonstrac¸a˜o da
igualdade Θ(w) = π e conclui a demonstrac¸a˜o do teorema.
Observe-se que como um elemento de ΩAV, a operac¸a˜o xai e´ precisamente
a imagem do elemento ai ∈ A pela func¸a˜o geradora ιA : A → ΩAV. Assim, o
subsemigrupo ΩAV (gerado pela imagem de ιA) corresponde, atrave´s da func¸a˜o Θ,
ao semigrupo das operac¸o˜es impl´ıcitas A-a´rias sobre V gerado pelas projecc¸o˜es
xai (ai ∈ A), ou seja, ao subsemigrupo das operac¸o˜es expl´ıcitas A-a´rias sobre
V. Por esta raza˜o, os elementos de ΩAV sa˜o tambe´m designados por operac¸o˜es
expl´ıcitas.
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No domı´nio dos semigrupos finitos, existem duas outras operac¸o˜es impl´ıcitas
que aparecem com frequeˆncia na literatura e que sera˜o muito utilizadas no decor-
rer deste trabalho. Sa˜o elas as operac¸o˜es una´rias ω ou aω, chamada ω-poteˆncia,
e ω−1 ou aω−1, chamada (ω − 1)-poteˆncia, as quais associam a cada elemento s,
de um semigrupo finito S, os elementos sω e sω−1 respectivamente. Tendo em
considerac¸a˜o os resultados apresentados na Subsecc¸a˜o 1.2.5, estes dois exemplos
de operac¸o˜es impl´ıcitas estendem-se naturalmente a semigrupos profinitos.
Observemos agora que, se π = (πS)S∈W e´ uma operac¸a˜o impl´ıcita sobre uma
pseudovariedade W e V e´ uma subpseudovariedade de W, enta˜o (πS)S∈V e´ uma
operac¸a˜o impl´ıcita sobre V. De facto, a projecc¸a˜o cano´nica pW,V pode agora ser
abordada como a aplicac¸a˜o
pW,V : ΩAW → ΩAV
(πS)S∈W 7→ (πS)S∈V.
Tendo em conta o Teorema 3.4.1, identificaremos operac¸o˜es impl´ıcitas A-a´rias
sobre V com elementos de ΩAV. No entanto, sera´ por vezes conveniente encarar
os elementos do semigrupo pro´-V livre como operac¸o˜es impl´ıcitas sobre V. E´
neste contexto que introduzimos a seguinte observac¸a˜o.
Observac¸a˜o 3.4.2 Uma sucessa˜o (πn)n∈N de operac¸o˜es impl´ıcitas A-a´rias sobre
V converge para π ∈ ΩAV se e so´ se, para todo o S ∈ V, πS = (πn)S, a partir
de uma certa ordem, isto e´, se e so´ se a sucessa˜o (πn)n∈N coincide ultimamente
com π em cada S ∈ V.
Por exemplo, o limite da sucessa˜o de operac¸o˜es expl´ıcitas (an!)n∈N sobre V e´
a operac¸a˜o impl´ıcita aω sobre V. De facto, para cada semigrupo S ∈ V e cada
elemento s ∈ S, sn! coincide com o idempotente sω para todo o n ≥ |S|.
3.5 Pseudoidentidades
Uma pseudoidentidade e´ uma igualdade formal π = ρ onde π, ρ ∈ ΩAS para algum
alfabeto A. Quando π, ρ ∈ ΩAS, π = ρ e´ tambe´m designada uma identidade.
Veremos de seguida que esta designac¸a˜o e´ coerente com o conceito de equac¸a˜o
para semigrupos, anteriormente introduzido. Diz-se que um semigrupo profinito
S verifica ou satisfaz uma pseudoidentidade π = ρ, e escreve-se S |= π = ρ, se
para qualquer func¸a˜o ϕ : A → S, o u´nico homomorfismo ϕ : A+ → S e´ tal que
ϕ(π) = ϕ(ρ). Note-se que, S |= π = ρ se e so´ se for verificada a igualdade de
func¸o˜es πS = ρS.
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Uma classe C de semigrupos finitos satisfaz um conjunto Σ de pseudoiden-
tidades, e denota-se C |= Σ, se qualquer semigrupo S de C satisfaz qualquer
pseudoidentidade de Σ. Segue das definic¸o˜es o seguinte resultado.
Lema 3.5.1 Seja V uma pseudovariedade de semigrupos e seja pV a projecc¸a˜o
cano´nica. Enta˜o, para π, ρ ∈ ΩAS, tem-se que V |= π = ρ se e so´ se pV(π) =
pV(ρ).
Da mesma forma que para as equac¸o˜es, se Σ e´ um conjunto de pseudoidenti-
dades, a classe dos semigrupos finitos que satisfazem todas as pseudoidentidades
de Σ e´ uma pseudovariedade de semigrupos dada por
[[Σ]] = {S ∈ S : S |= Σ}.
Enunciamos de seguida um resultado que e´ o ana´logo para pseudovariedades
ao teorema de Birkhoff para variedades.
Teorema 3.5.2 (Reiterman [57]) Uma classe V de semigrupos finitos e´ uma
pseudovariedade de semigrupos se e so´ se existe um conjunto Σ de pseudoidenti-
dades tal que V = [[Σ]].
Na realidade, o teorema de Reiterman e´ um pouco mais preciso, descreve as
subpseudovariedades de uma pseudovariedade V por pseudoidentidades sobre V,
as quais sa˜o igualdades formais entre elementos de ΩAV para algum alfabeto A
(veja-se [4]).
Quando V = [[Σ]] diz-se que Σ e´ uma base de pseudoidentidades para V. Es-
tamos agora em condic¸o˜es de apresentar algumas das pseudovariedades referidas
anteriormente de forma mais simples. Por exemplo, G e N podem ser definidas
por pseudoidentidades da seguinte forma:
G = [[xωy = yxω = y]] = [[xω = 1]]
N = [[xωy = yxω = xω]] = [[xω = 0]].
Seguem ainda descric¸o˜es por pseudoidentidades de algumas das pseudova-
riedades mais importantes neste trabalho:
• K = [[xωy = xω]], D = [[yxω = xω]], LI = [[xωyxω = xω]];
• LSl = [[xωyxωyxω = xωyxω, xωyxωzxω = xωzxωyxω]], A = [[xω = xω+1]];
• CR = [[x = xω+1]].
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3.6 Subpseudovariedades de LSl
Esta secc¸a˜o e´ dedicada a` apresentac¸a˜o de treˆs exemplos simples de semigrupos da
forma ΩAV, onde V ∈ {K,D,LI}. A escolha destas pseudovariedades prende-
-se com a sua relevaˆncia para o que segue. Note-se que K, D e LI constituem
importantes subpseudovariedades de LSl. Refira-se Almeida [4] como refereˆncia
principal para os resultados apresentados nesta secc¸a˜o.
Recordemos que N e´ uma subpseudovariedade das pseudovariedades K, D e
LI. Assim, comec¸amos por introduzir o seguinte resultado.
Proposic¸a˜o 3.6.1 Para uma pseudovariedade de semigrupos V e um alfabeto
A, ΩAV e´ o semigrupo livre gerado por A e um espac¸o topolo´gico discreto se e so´
se N ⊆ V.
3.6.1 As pseudovariedades K e D
Consideremos a pseudovariedade K = [[xωy = xω]] dos semigrupos nos quais os





onde Kr = [[x1 · · ·xry = x1 · · ·xr]] .
Como N ⊆ K, resulta da Proposic¸a˜o 3.6.1 que ΩAK = A
+ e´ um espac¸o
topolo´gico discreto. Para cada inteiro r ∈ N, consideremos o semigrupo
ΩAKr.
Prova-se que este semigrupo e´ isomorfo ao semigrupo Sr cujo conjunto suporte
e´ formado por todas as palavras sobre A de comprimento menor ou igual a r, e
onde o produto e´ dado para todos os u, v ∈ Sr por u · v = ir(uv).
Os semigrupos Sr = ΩAKr (r ≥ 1) formam um conjunto gerador da pseu-
dovariedade K nos quais podemos testar a validade de poss´ıveis propriedades
de K. Neste contexto, estes semigrupos sa˜o designados como semigrupos-teste.
Mostra-se atrave´s deles que uma sucessa˜o (wn)n∈N de A
+ converge em ΩAK se e
so´ se e´ constante a partir de uma certa ordem, ou |wn| → ∞ e
∀r ∈ N ∃nr ∈ N, i, j ≥ nr ⇒ wi e wj teˆm o mesmo prefixo de comprimento r.
De facto, seja (wn)n uma sucessa˜o de ΩAK e suponhamos que (wn)n converge
em ΩAK, digamos para π ∈ ΩAK. Uma vez que os semigrupos Sr formam um
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conjunto gerador da pseudovariedade K, (wn)n converge em cada Sr e, portanto,
ou wn = u para algum u ∈ A
+ e para todo o n suficientemente grande, ou
|wn| → ∞ e pr(wn) e´ constante para todo o n suficientemente grande. Conclui-se
assim que, ou π = u e´ finita, ou π na˜o e´ finita e e´ um zero a` esquerda em cada Sr
e portanto π e´ um zero a` esquerda. Conclui-se ainda no caso de π na˜o ser finita
o seguinte.
Corola´rio 3.6.2 Se π ∈ ΩAK\ΩAK, enta˜o π pode ser identificada com a palavra
infinita a` direita
a1a2a3 · · · ∈ A
N
em que ai e´ a i-e´sima letra de π, isto e´, se (wn)n∈N e´ uma sucessa˜o de pseu-
dopalavras finitas a convergir para π, enta˜o ai e´ a i-e´sima letra de todos os termos
de wn a partir de uma certa ordem.
Conclui-se assim que ΩAK = A
+ ∪ AN. O produto em ΩAK e´ estendido do
produto em A+ tendo os elementos de AN como zeros a` esquerda, ou seja, wu = w
para todo o w ∈ AN. Em ΩAK a palavra infinita a` direita vu
+∞, onde v ∈ A∗
e u ∈ A+, corresponde a` pseudopalavra vuω. A topologia sobre A+ e´ a discreta,
enquanto que a topologia sobre AN e´ a topologia produto da topologia discreta
sobre A.
As linguagens K-reconhec´ıveis de A+ constituem a a´lgebra de Boole gerada
pelas linguagens da forma wA∗ com w ∈ A+. Uma base de abertos-fechados para
a topologia de ΩAK e´ a famı´lia formada pelas linguagens da forma {w} e wA
∞
com w ∈ A+. Observe-se que wA∞ e´ o conjunto de todas as palavras finitas e
infinitas com prefixo w.
Como D = [[yxω = xω]] e´ a pseudovariedade dos semigrupos nos quais os
idempotentes sa˜o zeros a` direita, um estudo para D, ana´logo ao efectuado para




r∈NDr, onde Dr = [[yx1 · · ·xr = x1 · · ·xr]] ;
• ΩAD = A
+∪A−N, ou seja, as pseudopalavras infinitas de ΩAD sa˜o identificadas
com palavras infinitas a` esquerda de A−N e o produto em ΩAD e´ estendido do
produto em A+ definindo-se uw = w se w ∈ A−N, o que significa que os
elementos de A−N sa˜o zeros a` direita;
• em ΩAD a palavra infinita a` esquerda u
−∞v, onde v ∈ A∗ e u ∈ A+, e´ identifi-
cada com a pseudopalavra uωv.
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Consideremos r ≥ 1 e π ∈ ΩAS uma pseudopalavra infinita ou finita com
comprimento pelo menos r. Nestas condic¸o˜es podemos falar do prefixo (resp.
sufixo) de comprimento r de π como sendo a palavra u de comprimento r tal que
pKr(π) = u (resp. pDr(π) = u).
O pro´ximo resultado apresenta uma propriedade bem conhecida relativa a`s
pseudopalavras mo´dulo K.
Lema 3.6.3 Sejam π, ρ ∈ ΩAS pseudopalavras infinitas tais que pK(π) = pK(ρ).
Enta˜o existem factorizac¸o˜es π = π1π2 e ρ = π1ρ2 onde π1, π2, ρ2 sa˜o infinitas.
Em particular, se pK(π) = vu
+∞ onde v ∈ A∗ e u ∈ A+, enta˜o pode-se escolher
π1 = vu
ω.
Um resultado dual pode ser estabelecido para D.
3.6.2 A pseudovariedade LI
Consideremos agora a pseudovariedade LI = [[xωyxω = xω]] dos semigrupos




[[x1 · · ·xryz1 · · · zr = x1 · · ·xrz1 · · · zr]] .
Como N ⊆ LI, deduz-se da Proposic¸a˜o 3.6.1 que ΩALI = A
+ e´ um espac¸o
topolo´gico discreto. Prova-se que uma sucessa˜o (wn)n∈N de A
+ converge em ΩALI
se e so´ se e´ constante a partir de uma certa ordem, ou |wn| → ∞ e
∀r ∈ N ∃tr ∈ N, i, j ≥ tr ⇒
wi e wj teˆm o mesmo prefixo e
o mesmo sufixo de comprimento r.
Portanto, as pseudopalavras infinitas mo´dulo LI podem ser identificadas com
o conjunto {(w,w′) : w ∈ AN, w′ ∈ A−N}, ou seja, ΩALI = A
+ ∪ (AN × A−N).
O produto em ΩALI e´ dado, para todos os u, v ∈ A
+ e todos os (w, z), (w′, z′) ∈
AN × A−N, por
• u · v = uv;
• u · (w, z) = (uw, z) e (w, z) · u = (w, zu);
• (w, z) · (w′, z′) = (w, z′).
A topologia sobre AN×A−N e´ a topologia produto da topologia discreta sobre A.
As linguagens LI-reconhec´ıveis de A+ constituem a a´lgebra de Boole gerada
pelas linguagens da forma wA∗ e A∗w com w ∈ A+. Uma base de abertos-fechados
para a topologia de ΩALI e´ a famı´lia formada pelas linguagens da forma {w} e
wA+w′ ∪ (wAN × A−Nw′) com w,w′ ∈ A+.
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3.7 Assinaturas impl´ıcitas
Uma assinatura impl´ıcita σ e´ um conjunto de pseudopalavras contendo a multi-
plicac¸a˜o. E´ na˜o-trivial se conte´m pelo menos uma pseudopalavra que na˜o e´ uma
palavra. Um σ-semigrupo e´ uma a´lgebra sobre a assinatura σ. Por exemplo para
ω = {·, ω}, a assinatura impl´ıcita consistindo da multiplicac¸a˜o e da ω-poteˆncia,
um ω-semigrupo e´ uma ω-a´lgebra finita (S, ·, ω), onde · e´ uma operac¸a˜o asso-
ciativa, pelo que (S, ·) e´ um semigrupo finito, e a operac¸a˜o una´ria ω tem a sua
interpretac¸a˜o natural no semigrupo S. Qualquer semigrupo profinito tem uma
estrutura natural de um σ-semigrupo, pela interpretac¸a˜o natural das operac¸o˜es
impl´ıcitas como operac¸o˜es sobre semigrupos profinitos.
Para uma pseudovariedadeV de semigrupos, denotaremos porVσ a variedade
de Birkhoff dos σ-semigrupos gerada porV. Denotaremos por ΩσAV o σ-semigrupo
livre gerado por A na variedade Vσ, o qual e´ o σ-subsemigrupo de ΩAV gerado
por A. Os elementos de ΩσAV sera˜o designados por σ-palavras mo´dulo V sobre A
e os de ΩσAS por σ-palavras sobre A. Contudo, na˜o havendo perigo de confusa˜o,
os elementos de ΩσAV sera˜o simplesmente referidos como σ-palavras. Uma σ-







e´ agora usada para representar o homomorfismo de σ-semigrupos determinado
pela escolha dos geradores. Refira-se que esta notac¸a˜o e´ consistente com aquela
introduzida anteriormente uma vez que, como referido, ΩσAS pode ser visto como




Dado que nos pro´ximos cap´ıtulos trabalharemos essencialmente com semigru-
pos, denotaremos por T σA a σ-a´lgebra livre gerada por A na variedade definida
pela equac¸a˜o x(yz) = (xy)z. Note-se que esta notac¸a˜o foi anteriormente intro-
duzida, na Subsecc¸a˜o 1.1.3, num contexto mais abrangente. Os elementos de T σA







o homomorfismo de σ-semigrupos que envia cada letra a ∈ A nela pro´pria. Dado
w ∈ T σA referimo-nos a ǫ
σ
A,V(w) como sendo o valor de w sobre V. O problema da
σ-palavra para V consiste em decidir, dados dois quaisquer σ-termos x, y ∈ T σA,
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Por simplicidade de notac¸a˜o, por vezes na˜o distinguiremos um σ-termo x ∈ T σA
da correspondente σ-palavra ǫσA,S(x) ∈ Ω
σ
AS. Por exemplo, dados dois σ-termos




A assinatura que e´ mais comum ser encontrada na literatura e´ a assinatura
κ = {·, ω−1}, usualmente designada por assinatura cano´nica. Contudo, quando
se trabalha com pseudovariedades aperio´dicas, as quais satisfazem xω = xω−1, os
resultados formulados com a assinatura κ podem tambe´m ser formulados com
a assinatura ω = {·, ω}. Por uma questa˜o de simplicidade e dado que na
segunda parte desta dissertac¸a˜o trabalharemos apenas com pseudovariedades
aperio´dicas usaremos a assinatura ω. A terceira parte, dedicada a` mansida˜o,
conte´m o Cap´ıtulo 8 envolvendo pseudovariedades na˜o aperio´dicas. Assim, ape-
sar do outro cap´ıtulo que a constitui na˜o envolver pseudovariedades na˜o apero´dica







Operac¸o˜es impl´ıcitas sobre LSl
Dado que os treˆs cap´ıtulos que constituem esta segunda parte sa˜o dedicados a
estudos envolvendo apenas a pseudovariedade LSl, por uma questa˜o de simplici-
dade, optamos por trabalhar com a assinatura ω.
Este cap´ıtulo reu´ne alguns resultados ba´sicos acerca dos semigrupos pro´-
-LSl livres. Descrevemos uma forma normal para ω-termos de rank 1, a qual e´
pro´xima da fornecida por McCammond [51] onde ficou provado que diferentes ω-
-termos em forma normal na˜o podem representar a mesma pseudopalavra sobre
A. Contrariamente ao caso de A, esta forma normal na˜o e´ u´nica para LSl em
geral. Contudo, o que na˜o e´ totalmente surpreendente tendo em considerac¸a˜o a
definic¸a˜o de semigrupos e linguagens localmente testa´veis, a igualdade sob ǫωA,LSl
de dois tais termos depende apenas da igualdade dos seus prefixos e sufixos en-
volvendo uma u´nica ω-poteˆncia e da igualdade dos seus factores envolvendo duas
ω-poteˆncias (aos quais chamamos 2-factores).
Para cada ω-termo em forma normal w ∈ T ωA , apresentamos uma construc¸a˜o
de um auto´mato que fornece todos os ω-termos em forma normal que teˆm o mesmo
valor que w sobre LSl. Estas construc¸o˜es sa˜o ainda utilizadas na identificac¸a˜o de
ω-termos em forma normal cujo valor sobre LSl e´ um idempotente.
4.1 Propriedades ba´sicas de LSl
Comecemos por recordar que a pseudovariedade LSl e´ associada atrave´s da
correspondeˆncia de Eilenberg com a classe das linguagens localmente testa´veis,
conforme o Teorema 2.3.2. Denotemos por LT a classe de todos os semigrupos
localmente testa´veis e por LTk a classe de todos os semigrupos k-testa´veis. Por
resultados de Zalcstein, sabemos que LT e LTk sa˜o pseudovariedades e que LT
e´ precisamente LSl. Portanto, LTk e´ tambe´m denotada por LSlk.
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Recordemos que a relac¸a˜o ∼k, introduzida na Subsecc¸a˜o 1.5.3, e´ uma con-
grueˆncia de ı´ndice finito. Isto significa que o quociente A+/ ∼k e´ um semigrupo
finito. Como uma consequeˆncia, temos a seguinte caracterizac¸a˜o dos semigrupos
pro´-LTk livres.
Proposic¸a˜o 4.1.1 Para todo o k ≥ 1, ΩALTk = ΩALTk = A
+/ ∼k.
Recordemos que LSl e´ uma subpseudovariedade de A e que K, D e LI sa˜o
subpseudovariedades importantes de LSl. Recordemos ainda que LI e´ o supremo
de K e D, o que significa que uma pseudoidentidade π = ρ e´ satisfeita por LI
se e so´ se e´ satisfeita por ambas K e D. Como N ⊆ LSl, podemos identificar o
subsemigrupo ΩALSl de ΩALSl com o semigrupo livre A
+.
Seja n um inteiro positivo. Denotamos por ≡n a congrueˆncia sobre ΩAS
definida, para todos os π, ρ ∈ ΩAS, por
π ≡n ρ sse π e ρ teˆm o mesmo prefixo, sufixo e factores de comprimento n.
A pro´xima proposic¸a˜o sintetiza algumas propriedades das pseudoidentidades
satisfeitas por LSl. Este resultado e´ uma consequeˆncia imediata de [30, Teo-
rema 3.3].
Proposic¸a˜o 4.1.2 Sejam π, ρ ∈ ΩAS. As condic¸o˜es seguintes sa˜o equivalentes:
i) pLSl(π) = pLSl(ρ);
ii) π ≡n ρ para todo o n ∈ N;
iii) pLI(π) = pLI(ρ) e π e ρ teˆm os mesmos factores finitos;
iv) pLI(π) = pLI(ρ) e π e ρ teˆm os mesmos factores biinfinitos.
Ale´m disso, se π e ρ sa˜o pseudopalavras infinitas, enta˜o uma palavra biinfinita
w ∈ AZ e´ um factor de πρ se e so´ se w e´ um factor de π ou um factor de ρ, ou
w ∈ O(←→πρ) onde ←→πρ e´ a palavra biinfinita pD(π) · pK(ρ).
Como uma consequeˆncia imediata, temos as seguintes propriedades de cance-
lamento.
Corola´rio 4.1.3 Sejam π1, π2, ρ ∈ ΩAS tais que LSl verifica ρπ1 = ρπ2 ou π1ρ =
π2ρ. Se ρ e´ uma palavra finita ou c(ρ) e´ disjunto de ambos c(π1) e c(π2), enta˜o
LSl |= π1 = π2.
Uma outra consequeˆncia da Proposic¸a˜o 4.1.2 e´ a seguinte propriedade de
factorizac¸a˜o.
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Lema 4.1.4 Sejam π1, . . . , πr, ρ1, ρ2 ∈ ΩAS pseudopalavras infinitas e supo-
nhamos que LSl |= π1 · · ·πr = ρ1ρ2. Enta˜o, ou
←−→ρ1ρ2 ∼
←−−→πiπi+1 para algum i ∈
{1, . . . , r−1}, ou existe um j ∈ {1, . . . , r} e pseudopalavras infinitas π′j, π
′′
j ∈ ΩAS










Demonstrac¸a˜o. Para cada inteiro positivo k sejam uk e vk, respectivamente,
o sufixo e o prefixo de pD(ρ1) e pK(ρ2) de comprimento k. Como ukvk e´ um
factor de ρ1ρ2 e LSl verifica π1 · · ·πr = ρ1ρ2, resulta da Proposic¸a˜o 4.1.2 que
ukvk tambe´m e´ um factor de π1 · · ·πr. Suponhamos que
←−→ρ1ρ2 6∼
←−−→πiπi+1 para todo
o i ∈ {1, . . . , r − 1}. Enta˜o, existe um j ∈ {1, . . . , r} tal que ukvk e´ um factor
de πj para todo o k. Logo, existe uma factorizac¸a˜o πj = xkukvkyk para todo o
k e, como ΩAS e´ compacto, podemos assumir que ambas as sequeˆncias (xkuk)k e














Uma demostrac¸a˜o do seguinte resultado simples, mas que sera´ essencial para
o Cap´ıtulo 7, pode ser encontrada em [35].
Lema 4.1.5 Seja S um semigrupo finito e seja n um inteiro positivo. Se π ∈ ΩAS
e´ uma pseudopalavra infinita, enta˜o existe uma palavra w ∈ A+ tal que w ≡n π e
S satisfaz w = π.
4.2 O problema da ω-palavra para LSl
Nesta secc¸a˜o recordamos brevemente a soluc¸a˜o do problema da ω-palavra para
LSl obtida por Costa [30]. No restante desta segunda parte, o homomorfismo de




AS sera´ simplesmente denotado por ǫ. Para simpli-
ficar a notac¸a˜o, o homomorfismo ǫ sera´ mesmo omitido por vezes: quando nos
referimos a um ω-termo x ∈ T ωA , queremos considerar nesses casos a correspon-
dente ω-palavra ǫ(x) ∈ ΩωAS.
Seja w ∈ T ωA um ω-termo. O comprimento de w, denotado por |w|, e´ definido
indutivamente por |a| = 1 para a ∈ A, |uv| = |u| + |v| e |uω| = |u| + 1 para
u, v ∈ T ωA .
O rank de um ω-termo e´ o nu´mero ma´ximo de poteˆncias ω encaixadas umas
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representa um ω-termo w de rank 3 sobre o alfabeto {a, b}. Deste modo, um
ω-termo de rank 0 e´ simplesmente uma palavra de A+. Um ω-termo de rank 1 e´





2 · · ·x
ω
nun (4.1)
com n ≥ 1, u0, . . . , un ∈ A
∗ e x1, . . . , xn ∈ A
+. E´ claro que ǫωA,K(w) e´ a palavra
infinita a` direita u0x
+∞
1 , enquanto que ǫ
ω
A,D(w) e´ a palavra infinita a` esquerda
x−∞n un. Para um inteiro 1 ≤ ℓ ≤ n, um ℓ-factor de w e´ qualquer subtermo de w
do tipo
w(i, i+ ℓ− 1) = xωi uix
ω
i+1 · · ·x
ω
i+ℓ−1
com i+ ℓ− 1 ≤ n. Denotamos por F ωℓ (w) o conjunto dos ℓ-factores de w.
Definic¸a˜o 4.2.1 (ω-termo em forma normal) Um ω-termo em forma
normal e´ um ω-termo de rank 1 da forma (4.1) onde:
(1) cada xi e´ uma palavra de Lyndon;
(2) x1 na˜o e´ um sufixo de u0;
(3) xn na˜o e´ um prefixo de un;
(4) se xωyxω e´ um 2-factor de w, enta˜o xωyxω tem exactamente uma ocorreˆncia
em w;
(5) cada 2-factor xωuyω de w verifica as treˆs condic¸o˜es seguintes:
(a) u na˜o e´ um prefixo de xj para qualquer inteiro j;
(b) u na˜o e´ um sufixo de yj para qualquer inteiro j;
(c) se u = xju′ ou u = u′yj para algum inteiro j ≥ 1, enta˜o xωu′yω falha
pelo menos uma das condic¸o˜es (a) ou (b).
Notemos que esta forma normal para 2-factores foi definida por McCam-
mond em [51]. A sua construc¸a˜o destas formas normais e´ usada, no pro´ximo
cap´ıtulo, no quinto passo da demonstrac¸a˜o do Teorema 5.1.3.
Recordemos tambe´m a seguinte propriedade bem conhecida que permite
reduzir o problema da ω-palavra para LSl a equac¸o˜es envolvendo apenas ω-termos
de rank no ma´ximo 1.
Lema 4.2.2 Se w ∈ T ωA \ A
+, enta˜o LSl |= wω = w2.
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Observe-se por fim que, se uma pseudoidentidade π = ρ e´ va´lida em LSl,
enta˜o ou π e ρ sa˜o a mesma palavra finita ou ambas sa˜o pseudopalavras infinitas.
Portanto, no problema da ω-palavra para LSl e´ suficiente considerar equac¸o˜es
envolvendo ω-termos infinitos (i.e., ω-termos de rank pelo menos um). O seguinte
crite´rio de decisa˜o para testar se dois ω-termos infinitos sa˜o iguais sobre LSl e´
uma simples reformulac¸a˜o de [30, Teorema 7.1].





2 · · ·x
ω
nun em forma normal tal que LSl |= w = w
′.





2 · · · y
ω
mvm







ii) xωnun = y
ω
mvm;
iii) F ω2 (w
′) = F ω2 (z
′) (i.e., w′ e z′ teˆm os mesmos 2-factores).
Ale´m disso, pode-se decidir efectivamente se LSl satisfaz w = z.
Claramente (e´ uma consequeˆncia da proposic¸a˜o anterior), dado um ω-termo
w de T ωA \ A
+, podemos ter mais do que um ω-termo em forma normal com o
mesmo valor que w sobre LSl. Contudo, ilustramos no pro´ximo exemplo um
procedimento (descrito mais a` frente na demonstrac¸a˜o do Teorema 5.1.3, noutro
contexto) o qual, como se pode verificar, e´ convergente no sentido em que partindo
de w produz um u´nico ω-termo w′ em forma normal tal que LSl |= w = w′.















(ba)ωbaa pelo Lema 4.2.2
= b(bab)ωbaaωb(ab)ωabaaωb(ab)ωaba(ba)ωbaa pois LSl |= (xr)ω = xω
= bbab(bab)ωbaaωb(ab)ωabaaωb(ab)ωaba(ba)ωbaa pois LSl |= xω = xxω
= bb(abb)ωabbaaωb(ab)ωabaaωb(ab)ωab(ab)ωabaa pois LSl |= x(yx)ω = (xy)ωx
= bb(abb)ωabbaaωb(ab)ωabaaωb(ab)ωab(ab)ωaa pois LSl |= xω = xωx
= bb(abb)ωabbaaωb(ab)ωabaaωb(ab)ωaa pois LSl |= xωx = xω = xωxω
= bb(abb)ωabbaaaωaab(ab)ωabaaaωaab(ab)ωaa pois LSl |= xω = xωx = xxω.
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Enta˜o, w′ = bb(abb)ωabbaaaωaab(ab)ωabaaaωaab(ab)ωaa pois este ω-termo ja´ esta´
em forma normal.
4.3 Caracterizac¸a˜o de ω-termos sobre LSl por
auto´matos
Nesta secc¸a˜o comec¸amos por introduzir o conceito de ω-auto´mato. Refira-se que
os ω-auto´matos sera˜o tambe´m usados no Cap´ıtulo 6, como uma ferramenta para
o ca´lculo dos subconjuntos LSl-pontuais de um semigrupo finito.
Em seguida fornecemos uma caracterizac¸a˜o, atrave´s de ω-auto´matos, de ω-
-termos infinitos que representam uma mesma ω-palavra sobre LSl. Como referido
acima, para cada w ∈ T ωA \ A
+ existe pelo menos um ω-termo em forma normal,
digamos w′, tal que LSl |= w = w′. Recordemos que e´ poss´ıvel obter um tal
ω-termo w′ a partir de w usando o procedimento ilustrado no Exemplo 4.2.4.
Assim, dado um ω-termo w em forma normal, a ideia consiste em construir um
ω-auto´mato que fornec¸a todos os ω-termos, em forma normal, com o mesmo valor
que w sobre LSl.
A finalizar a secc¸a˜o apresentamos uma caracterizac¸a˜o, com recurso aos referi-
dos ω-auto´matos, dos ω-termos em forma normal cujo valor sobre LSl e´ um
idempotente.
4.3.1 ω-auto´matos
Um ω-auto´mato e´ um sexteto
A = (Q,A, λ,E, q0, qm),
onde:
• Q = {q0, q1, . . . , qm} com m ≥ 2 e´ chamado o conjunto dos estados ;
• A e´ um alfabeto;
• λ : Q→ (T ωA)
ε e´ uma func¸a˜o;
• E ⊆ Q× A∗ ×Q e´ chamado o conjunto das transic¸o˜es ;
• q0 ∈ Q e´ dito o estado inicial;
• qm ∈ Q e´ dito o estado final.
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Um ω-auto´mato verifica ainda as seguintes condic¸o˜es:
(a.1) λ(q0) = λ(qm) = ε e ale´m do mais q0 e qm sa˜o os u´nicos elementos de Q
etiquetados por ε;
(a.2) q0 e´ a origem de uma u´nica transic¸a˜o, denominada transic¸a˜o inicial, e
nenhuma transic¸a˜o acaba neste estado;
(a.3) qm e´ o te´rmino de uma u´nica transic¸a˜o, chamada transic¸a˜o final, e nenhuma
transic¸a˜o tem origem neste estado.
O estado onde acaba a transic¸a˜o inicial (resp. comec¸a a transic¸a˜o final) sera´
designado o segundo estado (resp. penu´ltimo estado) e denotado por q1 (resp.
qm−1). Se estes dois estados coincidem, o segundo e o penu´ltimo, enta˜o denota´mo-
-lo por q1. Denotamos por Tr = {u ∈ A
∗ : (qi, u, qj) ∈ E} o conjunto das etiquetas
das transic¸o˜es e por St = {λ(q) : q ∈ Q} o conjunto das etiquetas dos estados.
4.3.2 ω-auto´mato associado a ω-termos em forma normal
Antes de introduzirmos o conceito de ω-auto´mato associado a um dado ω-termo
em forma normal, refira-se que podemos ter tambe´m ω-auto´matos associados a
ω-termos noutras formas, como veremos mais a` frente no Cap´ıtulo 6. Contudo
as condic¸o˜es suplementares que teˆm que ser verificadas por um ω-auto´mato para
que este seja considerado um ω-auto´mato associado a ω-termos em certa forma
variam consoante a forma considerada para os ω-termos.




2 · · ·x
ω
nun em forma normal. Associemos a
w a seguinte linguagem de A∗
Lw = {u0, u1, . . . , un}.
O ω-auto´mato associado a w e´ o ω-auto´mato
Aw = (Q,A, λ,E, q0, qm),
onde St = F
ω
1 (w) ∪ {ε}, Tr = Lw e:
(a.4) para todo o qi ∈ Q\{q0, qm}, λ(qi) = zi com zi ∈ F
ω
1 (w). Se qi 6= qj enta˜o
λ(qi) 6= λ(qj). Portanto |Q| = |F
ω
1 (w)|+ 2.
(a.5) λ(q1) = x
ω






n, enta˜o o segundo estado coincide
com o penu´ltimo).
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(a.6) as transic¸o˜es inicial e final sa˜o dadas por (q0, u0, q1) e (qm−1, un, qm),
respectivamente.
(a.7) para cada i ∈ {1, . . . , n−1} definimos uma transic¸a˜o com origem no estado
etiquetado por xωi e te´rmino no estado etiquetado por x
ω
i+1 etiquetada por
ui. E´ uma consequeˆncia imediata da Definic¸a˜o 4.2.1 que ui e´ uma palavra
finita na˜o vazia distinta de xi e de xi+1.
Dado que estados diferentes possuem etiquetas diferentes, a` excepc¸a˜o dos
estados inicial e final, por vezes identificamos o estado com a sua etiqueta.
Note-se que entre dois estados podemos ter mais do que uma transic¸a˜o. Por
exemplo, suponhamos que xωuyω e xωvyω, com u, v ∈ A+ tais que u 6= v, sa˜o dois
elementos de F ω2 (w). Enta˜o (qi, u, qj) e (qi, v, qj), com i, j ∈ {1, . . . ,m − 1} tais
que λ(qi) = x
ω e λ(qj) = y
ω, sa˜o duas transic¸o˜es de Aw.
A etiqueta de um caminho num ω-auto´mato associado a um dado ω-termo em
forma normal e´ o produto das etiquetas dos estados e das etiquetas das transic¸o˜es
pela ordem em que estas ocorrem no caminho. Por exemplo, consideremos A =








em que λ(q0) = ε, λ(q1) = a
ω, λ(q2) = b
ω e λ(q3) = c
ω. Nestas condic¸o˜es, o
ω-termo w = bbaωcbωabacω e´ a etiqueta de p.
Seja A um ω-auto´mato associado a um dado ω-termo em forma normal. Um
caminho p em A diz-se bem sucedido se e´ um caminho com origem no estado
inicial e te´rmino no estado final que percorre todas as transic¸o˜es e cada lacete de
A tem exactamente uma ocorreˆncia em p. Um ω-termo z diz-se reconhecido por
A se z e´ a etiqueta de um caminho bem sucedido em A. Denotaremos por L(A)
o conjunto de todos os ω-termos reconhecidos por A.
O interesse destes conceitos e´ justificado pelo seguinte resultado, o qual fornece
uma caracterizac¸a˜o, atrave´s de ω-auto´matos, de ω-termos infinitos com o mesmo
valor sobre LSl.
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ω
nun um ω-termo em forma normal e
seja z ∈ T ωA \ A
+. As seguintes condic¸o˜es sa˜o equivalentes:
i) z ∈ L(Aw);
ii) z esta´ em forma normal e LSl |= w = z;
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iii) Aw = Az.
Demonstrac¸a˜o. i) ⇒ ii). Suponhamos que z ∈ L(Aw). Enta˜o, pela
construc¸a˜o de Aw e pela definic¸a˜o de elemento reconhecido por Aw resulta,
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2 (w) = F
ω
2 (z).
Portanto, pela Proposic¸a˜o 4.2.3, LSl |= w = z.




2 · · · y
ω
mvm e´ um ω-termo em









mvm e w e z teˆm os mesmos 2-factores. Em particular,
dado que w e z esta˜o em forma normal, u0 = v0, x1 = y1, xn = ym e un =
vm. Consequentemente, w e z possuem o mesmo ω-auto´mato associado, ou seja,
Aw = Az.
iii)⇒ i). E´ trivial.
Observac¸a˜o 4.3.2 Seja w um ω-termo em forma normal. A Proposic¸a˜o 4.3.1
permite-nos observar que Aw e´ o u´nico ω-auto´mato associado a ω-termos em
forma normal tal que w ∈ L(Aw). Ale´m disso, existe um u´nico caminho em Aw
com etiqueta w que claramente e´ bem sucedido em Aw.
Para ilustrar o que tem vindo a ser descrito nesta subsecc¸a˜o consideremos o
seguinte exemplo.
Exemplo 4.3.3 Considere A = {a, b, c, d} e assuma a < b < c < d. Para
w = c(ab)ωda(bc)ωad(ab)ωac(bc)ωdaωbcaωε,
um ω-termo em forma normal, verifica-se:
- F ω1 (w) = {a
ω, (ab)ω, (bc)ω};
- Lw = {c, d, ac, ad, bc, da, ε}.
Pelo processo de construc¸a˜o acima descrito, tem-se que o ω-auto´mato associado
a w, Aw = (Q,A, λ,E, q0, qm),, verifica as seguintes condic¸o˜es:
• m = 4;
• St = {ε, a
ω, (ab)ω, (bc)ω} e Tr = {ε, c, d, ac, ad, bc, da};
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• as transic¸o˜es inicial e final sa˜o dadas por (q0, c, q1) e (q3, ε, q4), respectiva-
mente, onde λ(q0) = ε, λ(q1) = (ab)
ω, λ(q3) = a
ω e λ(q4) = ε. Final-
mente, λ(q2) = (bc)
ω e criamos as transic¸o˜es em falta de acordo com o processo
descrito em (a.7).



















Consideremos z1 = c(ab)
ωac(bc)ωad(ab)ωda(bc)ωad(ab)ωac(bc)ωdaωbcaω. Note-




















o qual e´ bem sucedido. Assim, tem-se que z1 ∈ L(Aw). Logo, pela Proposic¸a˜o 4.3.1,
conclui-se que z1 e´ um ω-termo em forma normal e que LSl |= w = z1.
Consideremos agora, o ω-termo em forma normal
z2 = c(ab)
ωda(bc)ωad(ab)ωac(bc)ωdaω.
Este ω-termo na˜o e´ reconhecido por Aw, porque na˜o e´ poss´ıvel obter z2 como a
etiqueta de um caminho bem sucedido em Aw. De facto, o 2-factor resultante da
leitura do lacete de Aw na˜o pertence a F
ω
2 (z2). Segue, pela Proposic¸a˜o 4.3.1, que
LSl na˜o satisfaz w = z2.
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um ω-termo em forma normal e seja Aw o ω-auto´mato associado a w. Pretende-
mos identificar as condic¸o˜es em que LSl |= w2 = w. Neste caso o ω-termo w sera´




na˜o verificar a condic¸a˜o (5) da Definic¸a˜o 4.2.1. Se for este o caso, enta˜o temos
uma das seguintes situac¸o˜es:
(I) α e´ da forma xωxjxω com j ∈ {0, 1}, ou seja, xn = x1 e unu0 ∈ {ε, x1}.
Neste caso, podemos aplicar as regras de reescrita xωxω → xω e xωx→ xω, se
necessa´rio, para obtermos a partir de α o ω-termo xω1 . Observe-se que estas
regras de reescrita na˜o alteram o valor do ω-termo sobre LSl.
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(II) α na˜o e´ da forma considerada em (I). Neste caso, e´ suficiente aplicar as
regras de reescrita xxω ⇄ xω e xωx⇄ xω, no sentido conveniente e o nu´mero
de vezes necessa´rio, de modo a obtermos o ω-termo xωnumx
ω
1 que verifica a
condic¸a˜o (5) da Definic¸a˜o 4.2.1. Tambe´m neste caso, as regras de reescrita







1 esta´ em forma normal.
Caso contra´rio, α verifica a` partida a condic¸a˜o (5) da Definic¸a˜o 4.2.1. Para o que
segue inserimos este caso em (II) e consideramos um = unu0.
Supondo que w verifica o caso (II), diremos que Aw e´ especial se possui uma
transic¸a˜o etiquetada por um que comec¸a no penu´ltimo estado e acaba no segundo
estado, a qual sera´ denominada transic¸a˜o especial. Observe-se que, se w verificar
o caso (I) enta˜o o segundo e o penu´ltimo estados de Aw coincidem e unu0 ou
e´ a palavra vazia ou e´ a palavra x1. Pore´m, pela condic¸a˜o (a.7), Aw na˜o pode
admitir q1
ε
−→ q1 nem q1
x1−→ q1 como transic¸o˜es. Portanto, neste caso, a definic¸a˜o
de ω-auto´mato especial na˜o pode ser aplicada a Aw.
O pro´ximo resultado fornece a caracterizac¸a˜o anunciada de ω-termos idempo-
tentes sobre LSl. A demonstrac¸a˜o sera´ omitida uma vez que e´ imediata.
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nun um ω-termo em forma normal.





ω-auto´mato associado a w, Aw, e´ especial.
Terminamos com um exemplo ilustrativo desta caracterizac¸a˜o.
Exemplo 4.3.5 Considere A = {a, b, c, d} e assuma a < b < c < d. Considere
ainda o seguinte ω-termo em forma normal
w = babcωd(ab)ωabccωacωa(ab)ωa.
Note-se que w situa-se no caso (II) e α = (ab)ωababcω na˜o satisfaz a condic¸a˜o (5)
da Definic¸a˜o 4.2.1. Usando as regras de reescrita xxω ⇄ xω e xωx⇄ xω pode-se
obter a partir de α o ω-termo (ab)ωabccω, que verifica a condic¸a˜o acima referida.
Portanto, um = abc. Como α e c
ω na˜o teˆm o mesmo valor sobre LSl, resulta da
Proposic¸a˜o 4.3.4 que w e´ idempotente sobre LSl se e so´ se Aw e´ especial, isto e´,
possui uma transic¸a˜o com etiqueta abc que comec¸a no penu´ltimo estado e acaba
no segundo estado. Uma vez que Aw e´ dado por:
















conclu´ımos que Aw e´ especial e, portanto, LSl |= w = w
2.
Cap´ıtulo 5
Bases de equac¸o˜es para a
ω-variedade LSlω
Recordemos que para uma pseudovariedade de semigrupos V, Vω denota a ω-
-variedade gerada por V, ou seja, a variedade de Birkhoff gerada por todos os
ω-semigrupos (S, ·, ω), onde (S, ·) e´ um semigrupo finito de V.
Pelo teorema de Birkhoff, a ω-variedade Vω e´ definida por um conjunto de
ω-equac¸o˜es. O problema de encontrar uma base de ω-equac¸o˜es para Vω (e por-
tanto para ΩωAV) recebeu alguma atenc¸a˜o nos u´ltimos tempos, uma vez que esta´
intimamente ligado com o problema da ω-palavra para V. O caso da pseudova-
riedade J, resolvido por Almeida em [3], constitui um exemplo importante. Um
outro exemplo nota´vel e´ dado pela pseudovariedade A, o qual pode desem-
penhar um papel fundamental na resoluc¸a˜o do problema da complexidade de
Krohn-Rhodes de um semigrupo. Uma base para Aω foi descoberta por McCam-
mond [51]. Mais recentemente, Almeida e Zeitoun [23] encontraram uma base
para Rω.
Neste cap´ıtulo exibimos uma base de ω-equac¸o˜es para LSlω. Embora esta
base na˜o seja usada para resolver o problema da ω-palavra para LSl o qual,
como referido no cap´ıtulo anterior, foi descrito por Costa em [30], o trabalho aqui
apresentado permite aprofundar o conhecimento existente acerca de ΩωALSl.
Os resultados obtidos neste cap´ıtulo sa˜o essencialmente combinato´rios e foram
publicados no artigo [32]. Recordemos que no cap´ıtulo anterior foi descrita uma
forma normal para ω-termos de rank 1 e que a igualdade sobre LSl de dois
tais termos depende apenas da igualdade dos seus prefixos e sufixos envolvendo
uma u´nica ω-poteˆncia e da igualdade dos seus 2-factores. Assim, as te´cnicas
envolvidas nas demonstrac¸o˜es inseridas neste cap´ıtulo sa˜o delineadas para lidar
com a combinato´ria sobre estes 2-factores.
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5.1 A ω-variedade gerada por LSl
Nesta secc¸a˜o, estudamos bases de ω-equac¸o˜es para a ω-variedade LSlω gerada
pela pseudovariedade LSl. Antes de introduzirmos uma tal base, aproveitamos a
Subsecc¸a˜o 5.1.1 para fixar algumas notac¸o˜es e definic¸o˜es que sera˜o u´teis ao longo
deste cap´ıtulo. Em seguida introduzimos uma base de ω-equac¸o˜es, Σ, para LSlω
e mostramos que esta ω-variedade na˜o e´ finitamente baseada. A prova de que Σ
e´ de facto uma base e´ completada nas Subsecc¸o˜es 5.1.3 e 5.1.4.
5.1.1 Preliminares
Estaremos particularmente interessados em ω-termos em forma normal do tipo
w = xω1u1x
ω
2 · · ·x
ω
n.
Um termo deste tipo sera´ chamado um ω-termo restrito (ou em forma restrita), e
o nu´mero n sera´ chamado o ω-comprimento de w e denotado por |w|ω. Neste caso
o ℓ-factor w(1, ℓ) (resp. w(n− ℓ+ 1, n)) e´ designado o ℓ-prefixo (resp. o ℓ-sufixo)
de w. Um ℓ-factor γ de w diz-se ocorrer na posic¸a˜o i quando γ = w(i, i+ ℓ− 1).
E´ claro que um ℓ-factor pode ocorrer em diferentes posic¸o˜es. Por exemplo, o
2-factor aωaab(ab)ω do ω-termo restrito
w = (aab)ωaabb(ab)ωbaωaab(ab)ωabaaaωbbaωaab(ab)ω (5.1)
tem duas ocorreˆncias em w, nas posic¸o˜es 3 e 6. Em particular, e´ um 2-sufixo de
w. O nu´mero de ocorreˆncias de um ℓ-factor γ em w sera´ denotado por oc(γ, w).
Um ω-termo em forma normal z diz-se uma 2-permutac¸a˜o de um ω-termo em
forma normal w, quando w e z teˆm o mesmo valor sobre LSl e teˆm o mesmo
nu´mero de ocorreˆncias de cada 2-factor. Por exemplo,
z = (aab)ωaabb(ab)ωabaaaωbbaωaab(ab)ωbaωaab(ab)ω
e´ uma 2-permutac¸a˜o do ω-termo w em (5.1). Evidentemente, dois ω-termos em
forma normal na˜o precisam de ser 2-permutac¸o˜es um do outro para terem o
mesmo valor sobre LSl. Um exemplo deste facto e´ dado por
aωbcωabωacωbaω e aωbcωbaωbcωabωacωbaω.
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5.1.2 A base Σ
Seja Σ o seguinte conjunto de ω-equac¸o˜es (que, quando conveniente, tambe´m




(xr)ω = xω, r ≥ 2 (5.2)
xωxω = xω, (5.3)
xω = xωx, (5.4)
(xy)ωx = x(yx)ω, (5.5)
(xyωz)ω = (xyωz)2, (5.6)
xωyxω = xωyxωyxω, (5.7)
xωyxωzxω = xωzxωyxω. (5.8)
Observe-se que xωx = xxω e´ dedut´ıvel a partir das equac¸o˜es (5.2) e (5.5). De
facto, delas deduzimos xωx = (xx)ωx = x(xx)ω = xxω. Agora, tendo em conta a
equac¸a˜o (5.4), e´ imediato concluir que
xω = xxω (5.9)
e´ dedut´ıvel a partir de Σ.
Facto 5.1.1 Por (5.4) e (5.5), temos que Σ ⊢ (xy)ω = (xy)ωxy = x(yx)ωy.
E´ importante referir ainda as seguintes treˆs ω-equac¸o˜es que tambe´m sa˜o
dedut´ıveis a partir de Σ.
Lema 5.1.2 As seguintes ω-equac¸o˜es sa˜o dedut´ıveis a partir do conjunto Σ.


(xω)ω = xω, (5.10)








Demonstrac¸a˜o. A ω-equac¸a˜o (5.10) e´ dedut´ıvel a partir de (5.3) e (5.6). De
facto, fazendo uso destas ω-equac¸o˜es podemos deduzir que
(xω)ω = (xωxωxω)ω = (xωxωxω)2 = xω.
Agora, de (5.8) e (5.7) obtemos a ω-equac¸a˜o (5.11) como segue
xωyxωzxωyxω = xωyxωyxωzxω = xωyxωzxω.
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Finalmente, temos que (onde sublinhamos as ω-poteˆncias que sa˜o usadas para


























o que estabelece (5.12).
Apresentamos agora o resultado principal deste cap´ıtulo.
Teorema 5.1.3 1) O conjunto Σ e´ uma base de ω-equac¸o˜es para LSlω.
2) A ω-variedade LSlω na˜o admite uma base finita de ω-equac¸o˜es.
Demonstrac¸a˜o. Para a demonstrac¸a˜o de 2) e´ suficiente seguir passo a passo a
demonstrac¸a˜o de [23, Teorema 6.1 (b)], onde Almeida e Zeitoun mostraram que
Rω na˜o e´ finitamente baseada. Vamos inclu´ı-la aqui apenas por uma questa˜o de
completude. Pelo Corola´rio 2.1.4, e assumindo 1), e´ suficiente provar que nenhum
subconjunto finito de Σ define a variedade LSlω. Para cada inteiro positivo p,
seja Sp o semigrupo dado por
Sp = 〈a, e, f : a
p = 1, ea = ef = e2 = e, fa = fe = f 2 = f,
ae = e, af = f〉.
Este semigrupo tem p + 2 elementos e e´ realizado, por exemplo, como o semi-
grupo de transformac¸o˜es do conjunto {1, . . . , p, p+ 1, p+ 2}, onde a actua sobre
{1, . . . , p} como o ciclo (1, . . . , p) e fixa os outros dois pontos, e e e f sa˜o aplicac¸o˜es
constantes, respectivamente com valores p+ 1 e p+ 2. Seja τ a operac¸a˜o una´ria
definida sobre Sp por
τ(e) = e, τ(f) = f, τ(1) = e, τ(ak) = f (k ∈ Z \ pZ),
a qual determina um semigrupo una´rio Sp = (Sp, ·, τ). Note-se que τ(a
p) =
τ(1) = e 6= f = τ(a) e portanto Sp na˜o satisfaz a equac¸a˜o (x
p)ω = xω. Agora e´
simplesmente uma questa˜o de rotina verificar que Sp satisfaz as equac¸o˜es (5.3)-
(5.8) e (5.2) para r primo com p, o que completa a demonstrac¸a˜o de 2).
Para 1) temos de provar que, para todos os ω-termos w, z ∈ T ωA ,
LSl |= w = z se e so´ se Σ ⊢ w = z.
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Suponhamos que Σ ⊢ w = z. Para provar que LSl |= w = z basta notar que
LSl |= Σ. De facto, as ω-equac¸o˜es (5.2), (5.3) e (5.5) sa˜o verificadas por qualquer
semigrupo finito. Por outro lado, LSl e´ aperio´dica e e´ definida pelas pseudoidenti-
dades xωyxω = xωyxωyxω e xωyxωzxω = xωzxωyxω. Portanto satisfaz (5.4), (5.7)
e (5.8). Por fim, resulta imediatamente do Lema 4.2.2 que (5.6) e´ va´lida em LSl.
Mostramos agora que, dado um ω-termo α ∈ T ωA \A
+, Σ ⊢ α = α′ para algum
ω-termo em forma normal α′ ∈ T ωA . O procedimento que segue para calcular um
tal termo α′ consiste em seis passos (ver Exemplo 4.2.4 para uma ilustrac¸a˜o deste
algoritmo). O termo obtido apo´s o j-e´simo passo sera´ denotado por αj, e α
′ = α6.
Em primeiro lugar, como na deduc¸a˜o de (5.10), usando as ω-equac¸o˜es (5.6) e (5.3)
se necessa´rio, derivamos a partir de α um ω-termo α1 de rank 1. Depois, com a
aplicac¸a˜o de (5.2) obte´m-se um ω-termo de rank 1 α2 cujos 1-factores x
ω sa˜o todos
tais que x e´ uma palavra primitiva. Seguidamente, pelo Facto 5.1.1, deduzimos
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onde x1, . . . , xn sa˜o palavras de Lyndon. Este ω-termo satisfaz a condic¸a˜o (1)
da definic¸a˜o de ω-termo em forma normal (Definic¸a˜o 4.2.1), e esta situac¸a˜o na˜o
sera´ alterada pelos restantes passos de reduc¸a˜o. No quarto passo usamos a ω-
-equac¸a˜o (5.9) para cancelar de u0 a maior poteˆncia de x1 que e´ um sufixo de u0,
e usamos (5.4) para cancelar de un a maior poteˆncia de xn que e´ um prefixo de
un. O ω-termo resultante α4 satisfaz as condic¸o˜es (2) e (3) da Definic¸a˜o 4.2.1.
Apo´s o quinto passo, aplicado ao termo α4, todos os 2-factores estara˜o em
forma normal. Primeiro, usamos as ω-equac¸o˜es (5.4) e (5.3) para eliminar os
2-factores da forma xωxjxω, onde j ≥ 0. De seguida, seja β = xωuyω um 2-
-factor do ω-termo resultante e sejam j, k ≥ 1 os menores inteiros tais que |xj| ≥
|x| + |y| e |yk| ≥ |x| + |y|. O ω-termo β1 = x
ωxjuykyω e´ dedut´ıvel a partir
das ω-equac¸o˜es (5.4) e (5.9). Ale´m disso, visto que β na˜o e´ da forma xωxjxω,
afirmamos que a Proposic¸a˜o 1.3.2 garante que β1 satisfaz as condic¸o˜es (a) e (b)
da Definic¸a˜o 4.2.1. De facto, suponhamos por exemplo que (a) na˜o e´ verificada.
Enta˜o xjuyk e´ um prefixo de uma poteˆncia de x, donde uyk tambe´m e´. Logo yk e´
um factor de uma poteˆncia de x e, portanto, yk e´ um prefixo de alguma poteˆncia
zp de alguma conjugada z de x. Assim, como
|z| = |x| e |yk| ≥ |x|+ |y|,
yk e zp teˆm um prefixo comum de comprimento pelo menos |y|+|z|−mdc(|y|, |z|).
Enta˜o, a Proposic¸a˜o 1.3.2 implica que y e z sa˜o poteˆncias de uma mesma palavra.
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Como y e z sa˜o ambas primitivas, resulta que sa˜o a mesma palavra e portanto
z e´ uma palavra de Lyndon. Uma vez que z e´ uma conjugada de x e ambas
sa˜o palavras de Lyndon, deduzimos que x = z e, consequentemente, que x = y.
Portanto uxk e´ um prefixo de uma poteˆncia de x. Agora, o facto de x ser uma
palavra primitiva implica que u = xℓ seja uma poteˆncia de x pois, caso contra´rio,
ter´ıamos x = rs = sr para alguns r, s ∈ A+ e, como consequeˆncia,
r = tp, s = tq e x = tp+q
para algum t ∈ A+ e p, q ≥ 1. Conclu´ımos que β = xωxℓxω, o que contradiz as
nossas suposic¸o˜es e prova a afirmac¸a˜o.
Usamos agora (5.4) e (5.9) para cancelar de xjuyk qualquer prefixo xℓ e qual-
quer sufixo ym que preserve as propriedades (a) e (b). O ω-termo resultante β2
esta´ em forma normal, isto e´, satisfaz as condic¸o˜es (a), (b) e (c). O ω-termo α5
e´ obtido atrave´s da substituic¸a˜o de cada um dos 2-factores β acima referidos por
β2. O termo α5 verifica, claramente, as condic¸o˜es (1)-(3) e (5) da Definic¸a˜o 4.2.1.
Finalmente, usamos a ω-equac¸a˜o (5.11) para eliminar em α5 todas as ocorreˆn-
cias, excepto uma (aquela mais a` esquerda), de cada 2-factor da forma xωuxω.
O ω-termo resultante α6 esta´ em forma normal e, tomando α
′ = α6, temos que
Σ ⊢ α = α′.
Portanto, para completar a demonstrac¸a˜o do teorema, e´ suficiente provar que
para todos os ω-termos w e z em forma normal
LSl |= w = z ⇒ Σ ⊢ w = z. (5.13)
Isto sera´ feito no restante deste cap´ıtulo.
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2 · · · y
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mvm sa˜o ω-









mvm e w e z teˆm os mesmos 2-factores. Em particular










2 · · · y
ω
m.




2 · · ·x
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2 · · · y
ω
m,
com x1 = y1 e xn = ym. Mais formalmente, para estabelecer o Teorema 5.1.3
resta provar o seguinte resultado.
Teorema 5.1.4 Sejam w e z dois ω-termos restritos tais que LSl verifica a ω-
-identidade w = z. Enta˜o a ω-equac¸a˜o w = z e´ dedut´ıvel a partir de Σ.
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5.1.3 Resultados interme´dios
Mais a` frente, na Subsecc¸a˜o 5.1.4, sera´ mostrado que a igualdade sobre LSl de dois
ω-termos w e z e´ caracterizada pela igualdade sobre LSl de certos subtermos (aos
quais chamamos “blocos”) de w e z. Portanto, a demonstrac¸a˜o do Teorema 5.1.4
sera´ reduzida para blocos. Na presente subsecc¸a˜o, provamos alguns resultados
interme´dios te´cnicos. Informalmente falando, a ideia geral do algoritmo e´ derivar
(sob certas condic¸o˜es, que sa˜o verificadas por blocos) a partir de ω-termos dados
w e z tais que LSl |= w = z, novos ω-termos w′ e z′ com um prefixo igual α de
ω-comprimento suficientemente grande e depois cancelar os sufixos. Desta forma,
conseguimos passar de w para z (w → w′ → α → z′ → z) usando as ω-equac¸o˜es
de Σ, o que mostra que Σ ⊢ w = z.
Comec¸amos por mostrar que z pode ser reduzido a um novo ω-termo com um
2-prefixo igual ao de w.
Proposic¸a˜o 5.1.5 Sejam w = xω1u1x
ω
2 · · ·x
ω




2 · · · y
ω
m dois ω-termos
restritos tais que LSl |= w = z.
i) Se n ≤ 2, enta˜o w = z.





e´ o 2-prefixo (resp. xωn−1un−1x
ω
n e´ o 2-sufixo) de z1.
Demonstrac¸a˜o. Se n = 1, enta˜o w = xω1 e na˜o tem 2-factores. Portanto,
como LSl |= w = z, z tambe´m na˜o tem 2-factores, o que significa que m = 1,
e por conseguinte z = yω1 = x
ω
1 = w. Suponhamos agora que n = 2, donde
w = xω1u1x
ω
2 . Se x1 6= x2, e´ claro que z coincide com w pois ambos teˆm o u´nico 2-
-factor xω1u1x
ω
2 . Se x1 = x2, enta˜o z tambe´m coincide com w ja´ que, por definic¸a˜o
de forma restrita, xω1u1x
ω
1 tem apenas uma ocorreˆncia em z. Isto prova i).
Provamos a condic¸a˜o ii) no caso do prefixo. O caso do sufixo prova-se sime-
tricamente. Seja n > 2, donde tambe´m m > 2. Como x1 = y1, se v1 = u1 e
y2 = x2, enta˜o tomamos z1 = z. Caso contra´rio, como LSl |= w = z, o 2-factor
xω1u1x
ω




2 de z tambe´m e´ um
2-factor de w. Suponhamos que eles teˆm ocorreˆncias na posic¸a˜o i em z e j em w,












z = xω1 v1y
ω
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Se j = 2, enta˜o x2 = x1. Neste caso,
z = xω1 v1y
ω



















′. Logo z1 e w teˆm o mesmo 2-prefixo
xω1u1x
ω
1 , e Σ ⊢ z = z1 por (5.8). Suponhamos agora que j > 2. Vamos definir um
processo iterativo que ira´ produzir o ω-termo desejado z1 num ma´ximo de j − 2
passos.
Passo 1. Uma vez que xω2u2x
ω
3 e´ um 2-factor de w tem-se que ele ocorre em z,
digamos na posic¸a˜o k1. Se k1 = 1, enta˜o x1 = x2 e este caso foi tratado acima (z
e´ da forma (5.14)). Se 1 < k1 < i, como x
ω
2 ocorre na posic¸a˜o k1, enta˜o z pode


















′, que e´ dedut´ıvel a partir de (5.12) e
portanto de Σ.







3 , donde x1 = x2 = x3 e u1 = u2 o que na˜o e´ poss´ıvel uma vez
que w e´ um ω-termo em forma restrita.
Suponhamos agora que k1 > i. Enta˜o x
ω
3 ocorre em z numa posic¸a˜o maior do
que i+ 1.
Passo ℓ (com 1 < ℓ ≤ j − 2). No passo ℓ consideramos o 2-factor xωℓ+1uℓ+1x
ω
ℓ+2
de w e supomos que ele ocorre em z na posic¸a˜o kℓ. Para cada p < ℓ, assumimos
que kp > i, o que significa que x
ω
p+2 tem uma ocorreˆncia em z numa posic¸a˜o maior
do que i+ 1.
Se kℓ = 1 ou kℓ = i, enta˜o x1 = xℓ+1. Como estamos a assumir, devido ao
passo p = ℓ− 1, que xωℓ+1 tem uma ocorreˆncia em z numa posic¸a˜o maior do que
















1α3, que claramente satisfaz as
propriedades do enunciado.




















ℓ+1α4, que como anteriormente
possui a forma desejada.
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Finalmente suponhamos que kℓ > i. Assumimos neste ponto que alcanc¸amos o









1 e ocorre em z numa posic¸a˜o > i. Em
particular, xω1 ocorre depois da posic¸a˜o i+ 1 e portanto z e´ da forma (5.15) e z1
e´ definido como nesse caso.
Note-se que, como as u´nicas ω-equac¸o˜es usadas no processo acima para derivar
z1 a partir de z foram a (5.8) e a (5.12), as quais na˜o transformam os 2-factores
e na˜o alteram o seu nu´mero de ocorreˆncias, z1 e´ uma 2-permutac¸a˜o de z. Isto
conclui a demonstrac¸a˜o da proposic¸a˜o.
Sob certas condic¸o˜es, e´ poss´ıvel aplicar repetidamente a Proposic¸a˜o 5.1.5 para
obter prefixos iguais com um ω-comprimento grande.
Proposic¸a˜o 5.1.6 Sejam w = xω1u1x
ω
2 · · ·x
ω




2 · · · y
ω
m ω-termos
restritos tais que LSl |= w = z. Para cada 1 ≤ r ≤ n, denotamos por αr =
xω1u1x
ω
2 · · ·x
ω
r o r-prefixo de w. Para um 1 < ℓ ≤ n fixo, suponhamos que a
seguinte condic¸a˜o
(Cℓ) ∀γ ∈ F
ω
2 (αℓ−1), ou oc(γ, w) = oc(γ, z),
ou oc(γ, w),oc(γ, z) > oc(γ, αℓ−1)
e´ verificada. Enta˜o existe uma 2-permutac¸a˜o zℓ−1 de z da forma zℓ−1 = αℓz
′
ℓ tal
que Σ ⊢ z = zℓ−1.
Demonstrac¸a˜o. Provamos o resultado por induc¸a˜o sobre ℓ. O caso ℓ = 2 e´
uma consequeˆncia imediata da Proposic¸a˜o 5.1.5. Consideremos agora 2 < ℓ ≤ n e
suponhamos que (Cℓ) e´ verificada. Enta˜o e´ claro que (Cℓ−1) tambe´m e´ verificada.
Suponhamos, por hipo´tese de induc¸a˜o, que o resultado e´ va´lido para ℓ−1, donde
existe uma 2-permutac¸a˜o zℓ−2 = αℓ−1z
′
ℓ−1 de z tal que
Σ ⊢ z = zℓ−2. (5.16)
Enta˜o LSl |= zℓ−2 = z = w e portanto, pela Proposic¸a˜o 4.2.3, w, z e zℓ−2 teˆm
os mesmos 2-factores. Como zℓ−2 e´ uma 2-permutac¸a˜o de z, z e zℓ−2 teˆm o
mesmo nu´mero de ocorreˆncias de cada 2-factor (donde, em particular, |zℓ−2|ω =
|z|ω = m). Portanto, resulta das hipo´teses que, para cada 2-factor γ de αℓ−1,
ou oc(γ, w) = oc(γ, zℓ−2), ou oc(γ, w),oc(γ, zℓ−2) > oc(γ, αℓ−1). Em ambos os
casos, deduzimos que
LSl |= w(ℓ−1, n) = xωℓ−1uℓ−1x
ω
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De facto, σ = w(ℓ−1, n) = xωℓ−1uℓ−1x
ω
ℓ · · ·x
ω




ℓ−1 teˆm o mesmo 1-
-prefixo, o mesmo 1-sufixo e os mesmos 2-factores (que sa˜o precisamente os
2-factores de w e z, excepto aqueles γ para os quais oc(γ, w) = oc(γ, z) =
oc(γ, αℓ−1)).
Portanto, aplicando a Proposic¸a˜o 5.1.5 aos ω-termos σ e τ , obtemos uma





′ de τ tal que
Σ ⊢ τ = τ1. (5.17)
Segue que
Σ ⊢ z = zℓ−2 por (5.16)
= αℓ−1z
′
ℓ−1 pela definic¸a˜o de zℓ−2






ℓ−1 pela definic¸a˜o de αℓ−1
= xω1 · · ·x
ω
ℓ−2uℓ−2τ pela definic¸a˜o de τ
= xω1 · · ·x
ω
ℓ−2uℓ−2τ1 por (5.17)







′ pela definic¸a˜o de τ1
= αℓ τ
′ pela definic¸a˜o de αℓ.
De seguida tomamos zℓ−1 = αℓ τ
′, o que conclui a demonstrac¸a˜o.
O pro´ximo resultado e´ um corola´rio simples do dual da Proposic¸a˜o 5.1.6 para
sufixos, e apresenta uma espe´cie de lei de absorc¸a˜o.




ω tem pelo menos duas ocorreˆncias em α1x
ω, enta˜o Σ ⊢ w =
α1x
ω.
Demonstrac¸a˜o. Um ω-termo restrito z diz-se 2-linear se cada 2-factor tem
exactamente uma ocorreˆncia em z. Primeiro provamos o resultado para o caso
em que β = xωα2x
ω e´ um ω-termo 2-linear. Neste caso, para cada 2-factor γ de
β, oc(γ, β) = 1 < oc(γ, α1x
ω). Logo, como LSl |= w = α1x
ω pelas hipo´teses,
deduzimos a partir do dual da Proposic¸a˜o 5.1.6 que existe um ω-termo da forma
α3x
ωα2x




Σ ⊢ w = α1x
ωα2x










ω pela ω-equac¸a˜o (5.7)
= α1x




5.1 A ω-variedade gerada por LSl 85
o que prova o resultado quando xωα2x
ω e´ 2-linear.
Provamos agora o caso geral. Para mostrar que
Σ ⊢ w = α1x
ω, (5.18)
basta iterar o seguinte procedimento. Se xωα2x
ω e´ 2-linear, enta˜o (5.18) ja´
esta´ provado. Caso contra´rio escolhemos qualquer subtermo 2-linear de xωα2x
ω
da forma yωσyω, deste modo w = α3y
ωσyωα4 para alguns ω-termos α3 e α4
com α4 possivelmente vazio. Como cada 2-factor de y
ωσyω possui pelo menos
duas ocorreˆncias em α3y
ω, podemos aplicar o caso 2-linear para eliminar o sub-
termo σyω. Obtemos um ω-termo restrito w1, Σ-equivalente a w, da forma
w1 = α1x
ωα′2x
ω, onde |α′2|ω < |α2|ω. Aplicando o mesmo procedimento a w1,
e iterando-o se necessa´rio, obtemos enfim, apo´s um nu´mero finito de passos, o
ω-termo α1x
ω, o que prova (5.18) e completa a demonstrac¸a˜o do corola´rio.
5.1.4 Factorizac¸a˜o em blocos de um ω-termo em forma
normal
O objectivo desta subsecc¸a˜o e´ reduzir o Teorema 5.1.4 ao caso em que w e z sa˜o
blocos (a definir abaixo). Neste caso, a Proposic¸a˜o 5.1.6 pode ser aplicada para
obtermos dois ω-termos w′ e z′ verificando as seguintes condic¸o˜es: w = w′ e z = z′
sa˜o dedut´ıveis a partir de Σ; w′ e z′ teˆm o mesmo prefixo α “suficientemente
grande”; o prefixo α conte´m todos os 2-factores de w (e de z). Em seguida
usamos o Corola´rio 5.1.7 para concluir que w′ = α = z′ e´ dedut´ıvel a partir de Σ
e, consequentemente, para estabelecer o Teorema 5.1.4.
Um ω-termo restrito w = xω1u1x
ω
2 · · ·x
ω
n (n > 1) diz-se um bloco se ou n = 2 e
x1 = x2, ou n > 2 e
∀i ∈ {2, . . . , n− 1} ∃ℓ, r ∈ {1, . . . , n}, ℓ < i < r, xℓ = xr.
Ou seja, w e´ um bloco se pode ser “coberto” por subtermos da forma xωαxω.
Note-se que, em particular, xω1 e x
ω
n teˆm que ter mais do que uma ocorreˆncia em
w.
A seguinte propriedade de blocos sera´ u´til para mostrar que o Teorema 5.1.4
e´ va´lido para blocos.
Lema 5.1.8 Seja w = xω1u1x
ω
2 · · ·x
ω
n um bloco. Existe um bloco w
′, Σ-equivalente
a w, e uma factorizac¸a˜o w′ = xω1α1x
ω
1α2 tal que todo o 2-factor de w (e de w
′)
tem pelo menos uma ocorreˆncia em xω1α1x
ω
1 .
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Demonstrac¸a˜o. Seja i a maior posic¸a˜o de w contendo uma ocorreˆncia de xω1 .
Pela definic¸a˜o de um bloco, i > 1 e portanto
w = xω1u1x
ω






i+1 · · ·x
ω
n.
Seja f(w) o nu´mero de 2-factores de w que na˜o ocorrem no i-prefixo w(i) =
xω1u1x
ω




1 de w. Ou seja, f(w) e´ o nu´mero de 2-factores que na˜o teˆm
a propriedade pretendida para w′. A demonstrac¸a˜o prossegue por induc¸a˜o sobre
k = f(w). Se k = 0, na˜o ha´ nada a provar. Basta tomar w′ = w neste caso.
Suponhamos agora que k ≥ 1 e assumamos, por hipo´tese de induc¸a˜o, que o
resultado e´ va´lido para todo o bloco z com f(z) < k. Seja p a menor posic¸a˜o de
w onde ocorre um 2-factor que na˜o ocorre em w(i). Enta˜o xωpupx
ω
p+1 e´ o 2-factor
referido e, obviamente, i ≤ p < n.







definic¸a˜o de bloco, existem ℓ, r ∈ {1, . . . , n} tais que xℓ = xr, onde ou (1) ℓ <
i + 1 < r ou (2) ℓ < i + 1 = n = r. Note-se que, como r > i, xr 6= x1 pela



















i+1 no caso (2).


















A ω-equac¸a˜o w = w1 e´ dedut´ıvel a partir de Σ, pois w1 e´ obtido a partir de
w usando a ω-equac¸a˜o (5.7). Contudo w1 e´ possivelmente na˜o restrito, uma
vez que em xωr β2x
ω




r podem ocorrer 2-factores da forma y
ωvyω
e, portanto, eles aparecem duas vezes em w1. E´ suficiente, nessa situac¸a˜o, usar
a equac¸a˜o (5.11) para eliminar a ocorreˆncia mais a` direita de cada um desses



























todos os 2-factores de w(i)). Portanto f(w2) < k. O caso (2) pode ser tratado
analogamente e, assim, o resultado para blocos w tais que f(w) = k segue por
induc¸a˜o.
Consideremos agora o caso em que p > i. Pela definic¸a˜o de p, o 2-factor
xωp−1up−1x
ω
p ocorre em w numa posic¸a˜o q < i. Para sermos mais precisos q < i−1,
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pois xp 6= x1. Portanto, x
ω











Como w e´ um bloco, existem ℓ, r ∈ {1, . . . , n} tais que xℓ = xr, onde ou ℓ <
p + 1 < r ou ℓ < p + 1 = n = r. Se xr = xp, prosseguimos como no caso p = i
acima, usando as ocorreˆncias de xp nas posic¸o˜es q + 1 < i e r ≥ p+ 1 para obter
um bloco w2 tal que f(w2) < k. O resultado para f(w) = k segue depois por
hipo´tese de induc¸a˜o. O caso em que ℓ < i pode ser tratado analogamente, usando
as ocorreˆncias de xr nas posic¸o˜es ℓ < i e r ≥ p + 1. Logo, podemos assumir que
xr 6= xp, donde ℓ < p, e que ℓ > i. Portanto, a factorizac¸a˜o (5.19) de w pode ser














































tal que f(w2) < k. Enta˜o, a hipo´tese de induc¸a˜o implica a validade do resultado
no caso f(w) = k.
O lema segue por induc¸a˜o.
Estamos agora em condic¸o˜es de mostrar que o Teorema 5.1.4 e´ verificado
quando w e z sa˜o blocos.
Proposic¸a˜o 5.1.9 Se w e z sa˜o dois blocos tais que LSl |= w = z, enta˜o
Σ ⊢ w = z.
Demonstrac¸a˜o. Suponhamos primeiro que w possui um u´nico 1-factor xω.
Como LSl |= w = z, resulta que xω tambe´m e´ o u´nico 1-factor de z. Neste caso
e´ imediato que Σ ⊢ w = z, pois w = z e´ dedut´ıvel a partir da ω-equac¸a˜o (5.8).
Assumimos agora que w (e tambe´m z) tem pelo menos dois 1-factores dife-
rentes, digamos xω e yω onde xω e´ o 1-prefixo de w (e de z). Seja vω o 1-sufixo de w
(e de z). Pelo Lema 5.1.8, existe um bloco w1 = x
ωα1x
ωα2v
ω tal que Σ ⊢ w = w1
e xωα1x
ω conte´m todos os 2-factores de w. Em particular, yω e vω sa˜o factores
de α1. Aplicamos a ω-equac¸a˜o (5.7) treˆs vezes para derivar a partir de w1 um
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A necessidade de quatro co´pias de xωα1 deve ser clara pela definic¸a˜o do ω-
-termo w3 (apresentado abaixo) obtido a partir de w2. Contudo adiantamos
que: o prefixo xωα1x
ωα1x
ω conte´m pelo menos duas ocorreˆncias de cada 2-factor,
o que permitira´ aplicar o Corola´rio 5.1.7 a w3; a terceira co´pia de x
ωα1 conte´m
uma ocorreˆncia de vω, a qual aparecera´ como a primeira ocorreˆncia diferenciada
em (5.20); a quarta co´pia permite obter uma ocorreˆncia extra de cada 2-factor, o
que garantira´ que o nu´mero total de ocorreˆncias de cada 2-factor (que na˜o e´ da
forma uωu′uω) em w3 sera´ maior do que o seu nu´mero de ocorreˆncias no prefixo
xωα3v
ω de w3 e que permitira´ aplicar a Proposic¸a˜o 5.1.6.
Agora, usando a ω-equac¸a˜o (5.11) em w2 para apagar todas excepto a ocorreˆn-
cia mais a` esquerda de cada 2-factor da forma uωu′uω, obtemos um ω-termo






i) LSl verifica a ω-identidade w3 = x
ωα3v
ω (o que e´ equivalente a dizer que
cada 2-factor de w3 ocorre em x
ωα3v
ω);
ii) cada 2-factor de w3 ocorre em v
ωα4v
ω excepto os da forma uωu′uω;
iii) para cada 2-factor γ de vωα4v
ω, oc(γ, xωα3v
ω) ≥ 2.
Reparemos que estas condic¸o˜es sa˜o de facto verificadas, pois a existeˆncia do 1-
-factor yω garante a existeˆncia de 2-factores que na˜o sa˜o da forma uωu′uω.
Por outro lado, LSl |= w = z por hipo´tese. Assim, como acima e aplicando,
se necessa´rio, as ω-equac¸o˜es (5.7) e (5.11) um nu´mero de vezes suficientemente
grande, podemos encontrar um ω-termo restrito z1 tal que Σ ⊢ z = z1 e, para
cada 2-factor γ de z1, oc(γ, z1) ≥ oc(γ, w3). Em particular, para cada 2-factor
γ da forma uωu′uω, oc(γ, z1) = oc(γ, w3) = 1. Portanto, como LSl |= w3 = z1,






tal que Σ ⊢ z2 = z1.
Agora, pelo Corola´rio 5.1.7, Σ ⊢ w3 = x
ωα3v
ω = z2. Como a sequeˆncia de
ω-equac¸o˜es w = w3 = z2 = z1 = z e´ dedut´ıvel a partir de Σ, a demonstrac¸a˜o da
proposic¸a˜o esta´ completa.
5.1 A ω-variedade gerada por LSl 89
Introduzimos agora a factorizac¸a˜o em blocos de um ω-termo em forma normal,
que permitira´ reduzir o Teorema 5.1.4 a blocos. Como acabamos de resolver esse
caso na Proposic¸a˜o 5.1.9, o caso geral sera´ enta˜o obtido. Assim, consideremos





2 · · ·x
ω
mum.
Se cada 1-factor xωk tem exactamente uma ocorreˆncia em w, enta˜o definimos
α0 = w. Caso contra´rio, denotamos por i1 o menor k ∈ {1, . . . ,m} tal que x
ω
k
possui pelo menos duas ocorreˆncias em w, e definimos α0 = u0x
ω






















. Agora, aplicando o mesmo
procedimento ao subtermo z1 = uj1x
ω
j1+1




uj1+1 · · ·x
ω
i2−1









. Iteramos este processo
ate´ obtermos αn = zn em algum passo n + 1, onde n ≥ 0 e z0 = w. Enta˜o w
admite a seguinte factorizac¸a˜o
w = α0w1α1w2 · · ·wnαn (5.21)
chamada a factorizac¸a˜o em blocos de w. Note-se que a factorizac¸a˜o em blocos
possui as seguintes propriedades:
• para cada 1 ≤ i ≤ n, o factor wi e´ um bloco;
• para cada 1 ≤ i < n, αi e´ na˜o vazio. De facto wi termina com uma ω-poteˆncia e
wi+1 comec¸a com uma outra ω-poteˆncia e, pela definic¸a˜o de ω-termo em forma
normal, w na˜o tem duas ω-poteˆncias como factores consecutivos;
• se um 1-factor xω possui pelo menos duas ocorreˆncias em w, enta˜o todas as
ocorreˆncias de xω esta˜o contidas num u´nico bloco wi;
• se um 1-factor de w ocorre em algum αi, enta˜o tem exactamente uma ocorreˆncia
em w.
Pore´m, o rec´ıproco desta u´ltima propriedade na˜o e´ verdadeiro. Se um 1-factor
de w possui exactamente uma ocorreˆncia, enta˜o esta ocorreˆncia na˜o acontece
necessariamente em algum αi. De facto, pode ocorrer em algum wi desde que um
outro 1-factor tenha uma ocorreˆncia antes da sua e uma outra ocorreˆncia depois
da sua, ambas em wi.
O pro´ximo resultado estabelece que para LSl, o problema da ω-palavra para
ω-termos arbitra´rios pode ser reduzido ao problema da ω-palavra para blocos.
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Proposic¸a˜o 5.1.10 Sejam w = α0w1α1 · · ·wnαn e z = β0z1β1 · · · zmβm as
factorizac¸o˜es em blocos de dois ω-termos em forma normal w e z. Enta˜o,
LSl |= w = z se e so´ se
i) n = m;
ii) αi = βi, para todo o i ∈ {0, 1, . . . , n};
iii) LSl |= wj = zj, para todo o j ∈ {1, . . . , n}.
Demonstrac¸a˜o. A condic¸a˜o suficiente e´ trivial. Reciprocamente, assumimos
sem perda de generalidade que n ≤ m e que w e z sa˜o restritos. A demonstrac¸a˜o
e´ feita por induc¸a˜o sobre n.





2 · · ·x
ω
k .
Se k ≤ 2, enta˜o o resultado segue imediatamente da Proposic¸a˜o 5.1.5 i). Assim,
assumimos que k > 2. Pela definic¸a˜o de factorizac¸a˜o em blocos, xω1 possui uma
u´nica ocorreˆncia em w. Logo, como LSl |= w = z por hipo´tese, xω1 e´ o 1-prefixo
de z e tem uma u´nica ocorreˆncia em z, pois caso contra´rio z (e tambe´m w) teria





2 · · · y
ω
ℓ
com y1 = x1. Agora, como x
ω





um 2-factor de z, xω1u1x
ω
2 tem uma u´nica ocorreˆncia em z, na posic¸a˜o 1 para
sermos mais precisos. Ale´m disso, xω2 possui uma u´nica ocorreˆncia em w, o que
implica que tambe´m possui uma u´nica ocorreˆncia em z, pois caso contra´rio z (e




2 . Isto implica
que ℓ ≥ 2 e que u1 = v1 e x2 = y2. Iterando o processo anterior, deduzimos
que ℓ ≥ k e que ui−1 = vi−1 e xi = yi para todo o i ≤ k. Agora, uma vez
que xωk tem precisamente uma ocorreˆncia em w, conclu´ımos, como acima, que
necessariamente z = β0 (donde m = 0) e α0 = β0.
Suponhamos agora que n ≥ 1 (donde tambe´m m ≥ 1) e assumamos, por
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s .
Como anteriormente pode-se mostrar que α0 e´ na˜o vazio se e so´ se β0 e´ na˜o vazio.




2 · · ·x
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2 · · · y
ω
ℓ vℓ, pode-se mostrar que
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z na posic¸a˜o k, pois xk = yk e y
ω
k possui uma u´nica ocorreˆncia em z. Portanto
uk = vk e e1 = g1. Isto prova que α0 = β0 e que w1 e z1 teˆm o mesmo 1-prefixo.
Para provar que LSl |= w1 = z1, mostramos agora que os blocos w1 e z1 teˆm os
mesmos 2-factores.
Suponhamos que existe algum 2-factor eωi fie
ω
i+1 de w1 que na˜o ocorre em z1 e
vamos assumir que 1 ≤ i < r e´ minimal com esta propriedade. Como eωi ocorre




i+1 ocorre em z na u´ltima posic¸a˜o de
z1, donde e
ω













i+2, . . . , e
ω
r pode ocorrer em
z simultaneamente dentro e fora de z1, deduzimos que todos estes 2-factores
ocorrem a` direita de z1. Mas w1 e´ um bloco, donde existem p, q ∈ {1, . . . , r}, com
p < i < q ou 1 = p = i < q, tais que ep = eq, o que e´ absurdo pois e
ω
p ocorre em
z1 pela minimalidade de i. Portanto, todos os 2-factores de w1 ocorrem em z1.
Por simetria, deduzimos que w1 e z1 teˆm os mesmos 2-factores. Para estabelecer
que LSl |= w1 = z1, resta provar que er = gs.
Suponhamos que o sufixo
w′ = α1w2 · · ·wnαn
de w e´ na˜o vazio e seja uxω o u´nico prefixo de w′ com u, x ∈ A+. Enta˜o eωr ux
ω e´
um 2-factor de w com uma u´nica ocorreˆncia, pois caso contra´rio xω na˜o poderia
ocorrer fora de w1. Logo e
ω
r ux
ω tambe´m e´ um 2-factor de z e, como anteriormente,
pode-se mostrar que tem uma u´nica ocorreˆncia em z, na u´ltima posic¸a˜o de z1 para
sermos mais precisos. Portanto er = gs e o sufixo
z′ = β1z2 · · · zmβm
de z e´ na˜o vazio. Conclu´ımos em particular que LSl |= w1 = z1. Ale´m disso,
se vyω e´ o u´nico prefixo de z′ com v, y ∈ A+, enta˜o u = v e x = y. Reparemos
que, pelos argumentos acima referidos, e´ agora claro que w′ e´ vazio se e so´ se
z′ e´ vazio. Neste caso eωr e g
ω
s sa˜o, respectivamente, os 1-sufixos de w e de z.
Portanto eles coincidem, pois LSl verifica w = z por hipo´tese, e o resultado esta´
provado. Assim, podemos assumir que w′ e z′ sa˜o ambos na˜o vazios. Denotamos
por w′′ e z′′ os ω-termos restritos obtidos a partir de w′ e z′, respectivamente, por
eliminac¸a˜o do prefixo u. Enta˜o
LSl |= w′′ = z′′
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pois w′′ e z′′ teˆm o mesmo 1-prefixo xω, o mesmo 1-sufixo (que e´ o de w e de
z) e os mesmos 2-factores (que sa˜o os de w e z excepto aqueles que ocorrem em
α0w1ux
ω). Ale´m disso, as factorizac¸o˜es em bloco de w′′ e z′′ sa˜o precisamente
w′′ = α′1w2 · · ·wnαn e z




1 sa˜o os ω-termos obtidos
a partir de α1 e β1, respectivamente, por eliminac¸a˜o do prefixo u. O resultado e´
agora uma consequeˆncia imediata da hipo´tese de induc¸a˜o.
Estamos finalmente em condic¸o˜es de completar a demonstrac¸a˜o de que Σ e´
uma base de ω-equac¸o˜es para LSlω.
Demonstrac¸a˜o do Teorema 5.1.4. Sejam
w = α0w1 · · ·wnαn e z = β0z1 · · · zmβm
as factorizac¸o˜es em blocos de w e z. Enta˜o, pela Proposic¸a˜o 5.1.10,
i) n = m;
ii) αi = βi, para todo o i ∈ {0, 1, . . . , n};
iii) LSl |= wj = zj, para todo o j ∈ {1, . . . , n}.
Logo, da condic¸a˜o iii) e da Proposic¸a˜o 5.1.9, deduzimos que Σ ⊢ wj = zj, para
todo o j ∈ {1, . . . , n}. Portanto, resulta imediatamente das condic¸o˜es i) e ii)
que Σ ⊢ w = z. Isto prova o Teorema 5.1.4 e, consequentemente, completa a
demonstrac¸a˜o do Teorema 5.1.3.
Cap´ıtulo 6
Subconjuntos LSl-pontuais de um
semigrupo finito
Recordemos que, um subconjunto X de um semigrupo S diz-se pontual com
respeito a uma pseudovariedade V, ou V-pontual, se para cada morfismo rela-
cional de S num semigrupo V de V, existe v ∈ V tal que todos os elementos de
X esta˜o em relac¸a˜o com v. Note-se que, se na definic¸a˜o de conjunto V-pontual
substituirmos “existe v ∈ V ” por “existe um idempotente v ∈ V ” obtemos a
definic¸a˜o de conjunto pontual idempotente com respeito a V, ou V-pontual idem-
potente.
Os conjuntos pontuais teˆm vindo a ser estudados por va´rios autores, entre
os quais Almeida, Costa, Henckell, Rhodes, Steinberg, Zeitoun [13, 42, 43, 59,
62, 64]. Diz-se que uma pseudovariedade V tem pontuais decid´ıveis se, dados um
semigrupo finito S e um subconjunto X de S, podemos decidir se X e´ V-pontual.
Os conjuntos pontuais idempotentes podem ser usados para provar a decidi-
bilidade de produtos de Mal’cev. O produto de Mal’cev W hm V foi descrito, por
Pin e Weil [56], por uma base de pseudoidentidades obtida substituindo numa
base de W as varia´veis {x1, · · · , xn} por pseudopalavras {π1, · · · , πn} tais que
V satisfaz π21 = π1 = · · · = πn. A projecc¸a˜o de um tal conjunto {π1, · · · , πn}
num semigrupo finito por um homomorfismo cont´ınuo sobrejectivo e´ V-pontual
idempotente. Assim, conforme [43, Proposic¸a˜o 4.3], se W e´ decid´ıvel e V tem
pontuais idempotentes decid´ıveis, enta˜o W hm V e´ decid´ıvel.
No que diz respeito ao ca´lculo de conjuntos pontuais, existem relativamente
poucos resultados na literatura. Refiram-se alguns desses resultados. Henckell
apresentou algoritmos para o ca´lculo dos conjuntos A-pontuais [42] e dos conjun-
tosA-pontuais idempotentes [43]. Como uma consequeˆncia, o produto de Mal’cev
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V hm A e´ decid´ıvel para qualquer pseudovariedade V decid´ıvel. Foi provado por
Steinberg, em [64], que os subconjuntos pontuais de um semigrupo finito sa˜o de-
cid´ıveis com respeito a LSl. Uma outra prova e´ fornecida pela ω-mansida˜o de
LSl [35]. Em [13] foram apresentados algoritmos para o ca´lculo dos conjuntos R-
e J-pontuais e pontuais idempotentes, o que forneceu uma nova demonstrac¸a˜o da
decidibilidade de V hm R e V hm J quando V e´ decid´ıvel.
Neste cap´ıtulo apresentamos um algoritmo para calcular os subconjuntos LSl-
-pontuais e pontuais idempotentes de um semigrupo finito dado. Em particular,
o ca´lculo dos subconjuntos LSl-pontuais idempotentes implica a decidibilidade
do produto de Mal’cev V hm LSl, para toda a pseudovariedade V decid´ıvel.
Este cap´ıtulo esta´ organizado em treˆs secc¸o˜es. Introduzimos definic¸o˜es e
fixamos notac¸o˜es, referentes aos conjuntos pontuais, na Secc¸a˜o 6.1. Em seguida,
introduzimos o conceito de ω-termo reduzido para um semigrupo finito e apresen-
tamos uma caracterizac¸a˜o destes ω-termos sobre LSl, usando ω-auto´matos. Na
Secc¸a˜o 6.3, apresentamos um algoritmo que permite calcular os subconjuntos pon-
tuais de um semigrupo finito com respeito a` pseudovariedade LSl. Finalmente,
na Secc¸a˜o 6.4, mostramos que o algoritmo descrito na secc¸a˜o anterior tambe´m
pode ser usado para calcular os subconjuntos LSl-pontuais idempotentes de um
semigrupo finito.
6.1 Conjuntos pontuais
O conceito de morfismo relacional ja´ foi introduzido na Subsecc¸a˜o 2.2.2. A
definic¸a˜o apresentada para um morfismo relacional µ : S ◦−→T , entre dois semi-
grupos S e T , equivale a dizer que o conjunto
R = {(s, t) ∈ S × T | t ∈ µ(s)}
e´ um subsemigrupo de S×T cuja projecc¸a˜o em S e´ o pro´prio S. Assim, atendendo
a que um morfismo relacional µ : S ◦−→T pode ser visto como uma relac¸a˜o em
S × T , podemos compor morfismos relacionais por meio da usual composic¸a˜o de
relac¸o˜es. Homomorfismos de semigrupos, vistos como relac¸o˜es, sa˜o exemplos de
morfismos relacionais.
Dado um morfismo relacional µ, diz-se que um subconjunto X de um semi-
grupo S e´ µ-pontual se existe t ∈ T tal que X ⊆ µ−1(t), ou seja,
⋂
x∈X µ(x) 6= ∅.
Dizemos que X e´ V-pontual se X e´ µ-pontual para todo o morfismo relacional
µ entre S e um semigrupo de V. Denotamos por PV(S) o conjunto constitu´ıdo
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por todos os subconjuntos V-pontuais de S. Recordemos algumas propriedades
de PV(S).
• PV(S) consiste precisamente dos subconjuntos singulares se e so´ se S ∈ V.
• Se Y ⊆ X e X ∈ PV(S), enta˜o Y ∈ PV(S).
• PV(S) e´ um subsemigrupo de P(S).
Dados um semigrupo finito A-gerado S e um homomorfismo cont´ınuo respei-
tando a escolha dos geradores ψ : ΩAS → S, denotamos por µV o morfismo
relacional entre S e ΩAV dado por µV = pV ◦ ψ
−1. O morfismo µV pode ser
chamado de morfismo universal, no sentido em que e´ suficiente para testar se um
subconjunto de um semigrupo finito A-gerado e´ V-pontual [6, 7, 13].
Proposic¸a˜o 6.1.1 Seja ψ : ΩAS→ S um homomorfismo cont´ınuo respeitando a
escolha dos geradores, com S um semigrupo finito A-gerado, e seja µV = pV◦ψ
−1.
Enta˜o, um dado subconjunto de S e´ V-pontual se e so´ se e´ µV-pontual.
Assim, dito de outra forma, os subconjuntos V-pontuais de um semigrupo finito
A-gerado S sa˜o obtidos pela projecc¸a˜o sobre S de pseudopalavras de ΩAS as quais
coincidem quando projectadas em ΩAV por pV.
E´ sabido que LSl e´ ω-mansa [35]. Como uma consequeˆncia, no ca´lculo
dos subconjuntos LSl-pontuais podemos substituir as pseudopalavras por ω-
-palavras. Deste modo, um subconjunto {s1, . . . , sn} de um semigrupo finito A-
-gerado S e´ LSl-pontual se existem ω-termos w1, . . . , wn tais que ǫ(w1), . . . , ǫ(wn)
sa˜o projectadas atrave´s de ψ : ΩAS → S, um homomorfismo cont´ınuo respei-
tando a escolha dos geradores, respectivamente em s1, . . . , sn, e LSl satisfaz
ǫ(w1) = ǫ(w2) = · · · = ǫ(wn). Pretende-se, agora, obter uma forma reduzida
para os ω-termos w1, . . . , wn mas e´ necessa´rio que a reduc¸a˜o na˜o altere o seu
valor sobre LSl nem da projecc¸a˜o de ǫ(w1), . . . , ǫ(wn) em S. A pro´xima secc¸a˜o e´
dedicada a este problema.
6.2 Resultados interme´dios
Nesta secc¸a˜o introduzimos algumas definic¸o˜es e resultados que sera˜o u´teis para as
secc¸o˜es que seguem. Destaque-se o conceito de ω-termo em forma reduzida para
um semigrupo finito, que abreviamos para ω-termo f.r.s.f..
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6.2.1 ω-termos em forma reduzida para um semigrupo
finito
Sejam S um semigrupo finito e w ∈ T ωA \A
+ um ω-termo. Pela Proposic¸a˜o 4.2.3
existe um ω-termo em forma normal w′ tal que LSl satisfaz w = w′. No entanto,
a ω-equac¸a˜o w = w′ na˜o e´ necessariamente satisfeita por S. Este facto sugere-nos
a introduc¸a˜o de um novo conceito, o de ω-termo f.r.s.f., que passamos a definir.
Fixemos um semigrupo finito A-gerado S e seja nS o expoente de S. Consi-














com n ≥ 1; j1, . . . , jn ∈ {0, . . . , nS − 1}, u0, . . . , un ∈ A
∗ e x1, . . . , xn ∈ A
+.
Definic¸a˜o 6.2.1 (ω-termo em forma reduzida para S) Seja S um semigru-
po finito. Um ω-termo em forma reduzida para S e´ um ω-termo de rank 1 da
forma (6.1) onde:
(1) cada xi e´ uma palavra de Lyndon;
(2) xi na˜o e´ um prefixo de ui;
(3) xi na˜o e´ um sufixo de x
k
i−1ui−1, para todo o k ∈ N0.
No restante desta subsecc¸a˜o mostramos que dado w ∈ T ωA \ A
+, e´ poss´ıvel
obter a partir de w um ω-termo w′ em forma reduzida para S tal que a ω-equac¸a˜o
w = w′ e´ satisfeita quer por S quer por LSl.




(xr)ω = xω, r ≥ 2 (6.2)
xωxω = xω, (6.3)
xω = xωxnS , (6.4)
(xy)ωx = x(yx)ω, (6.5)
(xyωz)ω = (xyωz)pS , (6.6)
onde pS = max{2, nS}.
Claramente, o semigrupo S verifica todas as equac¸o˜es de ΣS. Note-se que as
ω-equac¸o˜es (6.4) e (6.6) dependem do semigrupo finito considerado. Reparemos
ainda que a pseudovariedade LSl satisfaz todas as ω-equac¸o˜es de ΣS, indepen-
dentemente da escolha do semigrupo finito S.
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Pode-se verificar que para cada j ≥ 2 a ω-equac¸a˜o
xωxj = xjxω (6.7)
e´ dedut´ıvel a partir de (6.2) e (6.5).
Facto 6.2.2 Por (6.4) e (6.5), tem-se que
ΣS ⊢ (xy)
ω = (xy)ω(xy)nS = x(yx)ω(yx)nS−1y.
De modo ana´logo ao descrito na demonstrac¸a˜o do Lema 5.1.2, pode-se provar que
a ω-equac¸a˜o (xω)ω = xω e´ dedut´ıvel a partir de ΣS (de (6.3) e (6.6) para sermos
mais precisos).
Estamos agora em condic¸o˜es de estabelecer o pro´ximo resultado, o qual e´
essencial para o nosso propo´sito.
Proposic¸a˜o 6.2.3 Sejam S um semigrupo finito e w ∈ T ωA \ A
+ um ω-termo.














tal que quer S quer LSl satisfazem w = w′.
Demonstrac¸a˜o. Uma vez que S satisfaz todas as ω-equac¸o˜es de ΣS, para
mostrar que S satisfaz w = w′ basta provar que w = w′ e´ dedut´ıvel a partir
das ω-equac¸o˜es de ΣS. Para calcular um tal ω-termo w
′ usa-se um algoritmo
que segue o racioc´ınio apresentado na Secc¸a˜o 5.1.2 para a partir de α ∈ T ωA \A
+
obtermos α′, um ω-termo em forma normal, tal que LSl |= α = α′, pelo que
omitiremos a sua descric¸a˜o.
Para completar a demonstrac¸a˜o da proposic¸a˜o e´ suficiente notar que como
LSl |= ΣS, tambe´m e´ verdade que LSl satisfaz w = w
′.
Dado um ω-termo infinito w, a aplicac¸a˜o do algoritmo que permite obter um
ω-termo w′, nas condic¸o˜es referidas na Proposic¸a˜o 6.2.3, produz de facto um u´nico
ω-termo w′ em forma reduzida para S. O pro´ximo exemplo ilustra o algoritmo e
a sua convergeˆncia.
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e assuma que a < b < c. O semigrupo S (e tambe´m a pseudovariedade LSl)
verifica as seguintes ω-equac¸o˜es
w = aa((ba)4)ωc(abb)ωc(bc)ωbbω(bbωa)3 pois S satisfaz (6.6)
= aa(ba)ωc(abb)ωc(bc)ωbbω(bbωa)3 pois S |= (xr)ω = xω
= aab(ab)ω(ab)2ac(abb)ωc(bc)ωbbω(bbωa)3 pelo Facto 6.2.2
= a(ab)ω(ab)3ac(abb)ωc(bc)ωbωb(bωba)3 pois S |= xjxω = xωxj
= a(ab)ω(ab)3ac(abb)ω(abb)3c(bc)ωbωbbωbabωbabωba pois S |= xω = xωxnS
= a(ab)ω(ab)3ac(abb)ω(abb)2ab(bc)ωbcbωbωb2abωbabωba pois S |= xjxω = xωxj
= a(ab)ω(ab)3ac(abb)ω(abb)2ab(bc)ωbcbωb2abωbabωba pois S |= xωxω = xω
= a(ab)ωac(abb)ω(abb)2ab(bc)ωbcεbωb2abωbabωba pois S |= xωxnS = xω.
Enta˜o, w′ = a(ab)ωac(abb)ω(abb)2ab(bc)ωbcεbωb2abωbabωba pois este ω-termo ja´
esta´ em forma reduzida para S.
Tendo em considerac¸a˜o os comenta´rios efectuados logo apo´s a Proposic¸a˜o 6.1.1,
resulta da Proposic¸a˜o 6.2.3 a seguinte afirmac¸a˜o.
Observac¸a˜o 6.2.5 Um subconjunto X = {s1, . . . , sn} de um semigrupo finito A-
-gerado S e´ LSl-pontual se existem ω-termos em forma reduzida para S, w1, . . . ,
wn, tais que ψ(wi) = si para todo o i ∈ {1, . . . , n}, onde ψ : ΩAS → S e´ um
homomorfismo cont´ınuo respeitando a escolha dos geradores, e LSl |= w1 = w2 =
· · · = wn.
6.2.2 Reformulac¸a˜o da caracterizac¸a˜o de ω-termos sobre
LSl
Nesta subsecc¸a˜o apresentamos uma reformulac¸a˜o simples da caracterizac¸a˜o de ω-
-termos infinitos que representam uma mesma ω-palavra sobre LSl, fornecida na
Secc¸a˜o 4.3. Esta reformulac¸a˜o tem por base a substituic¸a˜o de ω-termos em forma
normal por ω-termos f.r.s.f.. Assim, comec¸amos por notar que, tendo em conta a
Proposic¸a˜o 6.2.3, o crite´rio de decisa˜o para testar se dois ω-termos infinitos teˆm
o mesmo valor sobre LSl, fornecido pela Proposic¸a˜o 4.2.3, pode ser adaptado por
forma a usar ω-termos f.r.s.f. em vez de ω-termos em forma normal.
Proposic¸a˜o 6.2.6 Sejam S um semigrupo finito e w ∈ T ωA \ A
+ um ω-termo.












n un em forma reduzida
para S tal que quer LSl quer S satisfazem w = w1.
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Depois, se z e´ outro ω-termo de T ωA \ A













um ω-termo em forma reduzida para S tal que quer LSl quer S satisfazem z = z1,
























Ademais, e´ efectivamente decid´ıvel se LSl satisfaz w = z.
Prosseguimos com a definic¸a˜o de ω-auto´mato associado a ω-termos f.r.s.f..














em forma reduzida para S. A palavra de Lyndon xi diz-se a base do 1-factor x
ω
i de
w, com i ∈ {1, . . . , n}. Denotamos por Cw o conjunto constitu´ıdo pelas bases de
todos os 1-factores de w. Mantemos a notac¸a˜o Lw para representar o conjunto das
palavras {u0, u1, . . . , un}. O ω-auto´mato associado a w sera´ denotado por Bw =
(Q,A, λ,E, q0, qm). Para Bw os conjuntos St e Tr sa˜o dados, respectivamente, por
F ω1 (w)∪{ε} e Lw∪Cw. A construc¸a˜o de Bw verifica todas as condic¸o˜es impostas,
na Secc¸a˜o 4.3.2, para a construc¸a˜o de ω-auto´matos associados a ω-termos em
forma normal, ou seja, (a.1)-(a.7). Ale´m disso, verifica ainda a seguinte condic¸a˜o:
(a.8) cada estado, excepto o inicial e o final, possui um lacete etiquetado pela
base do 1-factor que e´ etiqueta desse estado. Estas transic¸o˜es sa˜o chamadas
transic¸o˜es na base.
Um caminho num ω-auto´mato associado a ω-termos f.r.s.f. diz-se bem suce-
dido se tem origem no estado inicial, te´rmino no estado final e percorre obri-
gatoriamente todas as transic¸o˜es com excepc¸a˜o das transic¸o˜es na base, as quais
podem ou na˜o ser percorridas. Ale´m disso, uma transic¸a˜o na base na˜o pode ser
percorrida mais do que nS − 1 vezes consecutivas.
Diz-se que um ω-termo z e´ reconhecido por um ω-auto´mato B, associado a
ω-termos f.r.s.f., se z e´ a etiqueta de um caminho em B bem sucedido. Mantemos
a notac¸a˜o L(Bw) para representar o conjunto
L(Bw) = {z ∈ T
ω
A \ A
+ | z e´ reconhecido por Bw}.
A etiqueta de um caminho num ω-auto´mato associado a ω-termos f.r.s.f. que
na˜o percorre qualquer transic¸a˜o na base, e´ o produto das etiquetas dos estados
100 6 Subconjuntos LSl-pontuais de um semigrupo finito
e das etiquetas das transic¸o˜es pela ordem em que estas aparecem no caminho.
Se um caminho p conte´m transic¸o˜es na base enta˜o, eliminando todos os estados
que sa˜o o te´rmino de transic¸o˜es na base, obtemos a partir de p um “caminho”
simplificado p′. Neste caso, a etiqueta de p e´ definida como sendo a etiqueta de
p′, ou seja, e´ o produto das etiquetas dos estados e das etiquetas das transic¸o˜es
pela ordem em que estas aparecem em p′.
Exemplo 6.2.7 Considere um semigrupo finito S, com nS ≥ 3, e assuma que
a < b < c < d. Para o ω-termo em forma reduzida para S
w = a(bc)ω(bc)2ba(ab)ωc(ab)ωd(bc)ωa(ab)ωc


















Note-se que F ω1 (w) = {(ab)
ω, (bc)ω}. Portanto, e como se pode constatar,
Bw possui quatro estados, q0 e q3 denotam, respectivamente, o estado inicial e o
estado final.


















De facto, como p percorre uma transic¸a˜o na base, (q1, bc, q1), duas vezes con-


















A etiqueta de p e´, por definic¸a˜o, o produto das etiquetas dos estados e das
etiquetas das arestas pela ordem em que estas aparecem em p′. Ou seja, e´ dada
por λ(q0) · a · λ(q1) · bc · bc · ba · λ(q2) · c · λ(q2) · d · λ(q1) · a · λ(q2) · c · λ(q3) =
a(bc)ωbcbcba(ab)ωc(ab)ωd(bc)ωa(ab)ωc = w.
Como uma consequeˆncia das definic¸o˜es acima introduzidas temos o seguinte
resultado, que consiste na adaptac¸a˜o da Proposic¸a˜o 4.3.1 de modo a usar ω-termos
f.r.s.f. em vez de ω-termos em forma normal.













um ω-termo em forma reduzida para S e z ∈ T ωA \ A
+. As seguintes condic¸o˜es
sa˜o equivalentes:
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i) z ∈ L(Bw);
ii) z esta´ em forma reduzida para S e LSl |= w = z;
iii) Bw = Bz.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ imediata tendo em conta a Proposic¸a˜o 6.2.6,
a Definic¸a˜o 6.2.1 e as definic¸o˜es de ω-auto´mato associado a ω-termos em forma
reduzida para S e de elemento reconhecido por um tal ω-auto´mato.
6.3 Ca´lculo dos subconjuntos LSl-pontuais de
um semigrupo finito
Nesta secc¸a˜o comec¸amos por descrever um algoritmo para o ca´lculo dos subcon-
juntos pontuais “maximais” de um dado semigrupo finito com respeito a` pseu-
dovariedade LSl, o qual sera´ designado por ACPM . Posteriormente, obtemos o
resultado principal desta secc¸a˜o, a Proposic¸a˜o 6.3.4, que fornece os subconjuntos
LSl-pontuais de um dado semigrupo finito.
Fixemos um semigrupo finito A-gerado S e consideremos uma representac¸a˜o
a` custa dos geradores de S para cada elemento s ∈ S. Para cada X ∈ P(E(S))\∅
consideremos todos os pares da forma (X,Y ) com Y ∈ P(Sε)\∅. O algoritmo
ACPM consiste na construc¸a˜o, para cada par (X, Y ) fixo, de todos os auto´matos
poss´ıveis da forma
A = (Q,A, λ,E, q0, qm),
onde a definic¸a˜o de cada um dos paraˆmetros e´ a introduzida na Subsecc¸a˜o 4.3.1
a` excepc¸a˜o da func¸a˜o λ, aqui tem-se λ : Q → Sε, St = X ∪ {ε} e Tr = Y , que
verifiquem as condic¸o˜es (a.1)-(a.3) e as seguintes condic¸o˜es:
(p.1) para todo o qi ∈ Q\{q0, qm}, λ(qi) = ei com ei ∈ X. Ale´m disso, se qi 6= qj
enta˜o λ(qi) 6= λ(qj). Portanto, |Q| = |X|+ 2.
(p.2) possui pelo menos um caminho com origem no estado inicial e te´rmino no
estado final que percorre todas as transic¸o˜es.
Reparemos que, dado um semigrupo finito qualquer S, existe apenas um
nu´mero finito de elementos de P(E(S))\∅ e de P(Sε)\∅. Agora, e´ importante
referir que para cada par (X,Y ) fixo, com X ∈ P(E(S))\∅ e Y ∈ P(Sε)\∅, obte-
mos um nu´mero finito de auto´matos nas condic¸o˜es acima descritas. Portanto, a
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aplicac¸a˜o do algoritmo ACPM a um semigrupo finito S da´ origem a um nu´mero
finito de auto´matos.
Seja A um auto´mato obtido pela aplicac¸a˜o do algoritmo ACPM ao semigrupo
S. Um caminho p em A diz-se bem sucedido se tem origem no estado inicial,
te´rmino no estado final e percorre todas as transic¸o˜es. A etiqueta de um caminho
em A e´ o produto das etiquetas dos estados e das etiquetas das transic¸o˜es pela
ordem em que estas aparecem no caminho. Um elemento s ∈ S diz-se reconhecido
por A se s e´ a etiqueta de pelo menos um caminho bem sucedido em A. O
subconjunto de S consistindo de todos os elementos de S reconhecidos por A
sera´ denotado por L(A), isto e´,
L(A) = {s ∈ S : s e´ reconhecido por A}.
Dizemos que um subconjuntoX de S e´ reconhecido porA quando todo o elemento
s ∈ X e´ reconhecido por A, ou seja, quando X ⊆ L(A).
Denotaremos porMPLSl(S) o conjunto constitu´ıdo por todos os subconjuntos
de S da forma L(A), onde A e´ um auto´mato obtido atrave´s da aplicac¸a˜o do
algoritmo ACPM ao semigrupo S. Pretendemos provar o seguinte resultado.
Lema 6.3.1 Seja S um semigrupo finito A-gerado e seja A um auto´mato obtido
atrave´s da aplicac¸a˜o do algoritmo ACPM a S. Enta˜o L(A) = {s1, . . . , sn} e´ um
subconjunto LSl-pontual de S.
Comecemos por recordar que estamos a admitir uma representac¸a˜o a` custa
dos geradores de S para cada elemento s ∈ S. Com o propo´sito de provar o
Lema 6.3.1, associamos ao auto´mato A o ω-auto´mato, denotado por DA, que
coincide com A em tudo excepto na etiquetagem dos estados qi ∈ Q\{q0, qm},
ou seja, DA e´ obtido a partir de A pela simples reetiquetagem de todos os
estados qi ∈ Q\{q0, qm} de A que indicamos a seguir. Recordemos que cada
estado qi ∈ Q\{q0, qm} de A e´ etiquetado por um idempotente de S, mais
precisamente e´ utilizada uma representac¸a˜o do idempotente a` custa dos gera-
dores de S. A etiqueta de cada estado qi ∈ Q\{q0, qm} de DA sera´ enta˜o a ω-
-poteˆncia da representac¸a˜o do idempotente que e´ etiqueta de qi enquanto estado
de A. As transic¸o˜es manteˆm as mesmas etiquetas. No entanto, e uma vez que
todos os elementos de S esta˜o representados por expresso˜es envolvendo apenas
os elementos de A, em A as etiquetas das transic¸o˜es sa˜o interpretadas como ele-
mentos de Sε enquanto em DA sa˜o interpretadas como palavras de A
∗.
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Exemplo 6.3.2 Considere o semigrupo {a, b}-gerado
S = {a, b, a2, ab, a2b, ba, ba2, ba2b}
definido pelas relac¸o˜es a3 = a; b2 = b; aba = a e bab = b. Tem-se E(S) =
{b, a2, ab, ba}. Para X = {a2, ab} e Y = {a, b, a2, ba, ε}, apresentamos o auto´mato
abaixo, denotado por A, como exemplo de um dos auto´matos obtidos pela aplicac¸a˜o



























L(DA) = {w ∈ T
ω
A \ A
+ : w e´ reconhecido por DA}.
Diz-se que w e´ reconhecido por DA se w e´ a etiqueta de um caminho bem sucedido
em DA, ou seja, de um caminho em DA com origem no estado inicial e te´rmino
no estado final que percorre todas as transic¸o˜es. Note-se que, se w e´ reconhecido
por DA enta˜o w e´ um ω-termo de rank 1.
Estamos agora em condic¸o˜es de provar o lema anterior.
Demonstrac¸a˜o do Lema 6.3.1. A cada si ∈ L(A) associamos um caminho
em A com etiqueta si. Depois, percorrendo o mesmo caminho no ω-auto´mato
DA (o qual e´ obtido como descrito acima) obtemos um ω-termo de rank 1
wsi = ui,0x
ω




onde ni ≥ 1, ui,0, ui,1, . . . , ui,ni ∈ A
∗ e xi,1, . . . , xi,ni ∈ A
+. Pelo acima descrito,
e´ imediato que wsi ∈ L(DA) e que ψ(wsi) = si, onde ψ : (ΩAS)
ε → Sε e´ um
homomorfismo cont´ınuo respeitando a escolha dos geradores. Agora, como os










2 (wsi) = F
ω
2 (wsj), para quaisquer i, j ∈ {1, . . . , n}.
Portanto, resulta da Proposic¸a˜o 4.1.2 que LSl |= ws1 = · · · = wsn . Finalmente,
como ψ(wsi) = si para todo o i ∈ {1, . . . , n} e LSl |= ws1 = · · · = wsn , conclu´ımos
pela Proposic¸a˜o 6.1.1 que L(A) e´ LSl-pontual.
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Exemplo 6.3.3 Considere o semigrupo {a, b}-gerado S do Exemplo 1.2.11. Tem-
-se E(S) = {a2, b3, ab}. Para X = {a2, b3} e Y = {a, b, ε}, o auto´mato abaixo,

















Pode-se mostrar que L(A) = {ba, ba2, b2a, b2a2, b3a, b3a2}. Portanto, estamos em
condic¸o˜es de concluir que o conjunto {ba, ba2, b2a, b2a2, b3a, b3a2} e´ um subcon-
junto LSl-pontual de S. Refira-se que para este exemplo na˜o tinha interesse con-
siderar os subconjuntos X ⊆ E(S) contendo o elemento ab, pois ab e´ o elemento
zero de S.
Relativamente ao Exemplo 6.3.2, acima apresentado, L(A) coincide com o
conjunto {ab, a2b}, pelo que este e´ um subconjunto LSl-pontual de S.
Apresentamos agora o resultado principal desta secc¸a˜o.
Proposic¸a˜o 6.3.4 Seja S um semigrupo finito A-gerado. Enta˜o,
PLSl(S) =
{
{s} : s ∈ S
} ⋃
↓MPLSl(S).
Demonstrac¸a˜o. Comecemos por recordar que






Que {{s} : s ∈ S} ∪ ↓ MPLSl(S) ⊆ PLSl(S) e´ imediato, bastando para isso
notar que pelo Lema 6.3.1 todo o subconjunto de S da forma L(A) ∈MPLSl(S)
e´ LSl-pontual e que os pontuais sa˜o fechados para a inclusa˜o.
Para provar a inclusa˜o no outro sentido, basta mostrar que o algoritmoACPM
fornece todos os subconjuntos pontuais “maximais” de S com respeito a` pseu-
dovariedade LSl. Por outras palavras, resta provar que se X e´ um subcon-
junto na˜o singular LSl-pontual de S, enta˜o existe pelo menos um auto´mato,
digamos A, obtido pela aplicac¸a˜o do algoritmo ACPM a S, tal que X ⊆ L(A).
Suponhamos enta˜o que X = {s1, . . . , sn}, com n ≥ 2, e´ um subconjunto LSl-
-pontual de S. Pela Observac¸a˜o 6.2.5 existem ω-termos em forma reduzida para
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S, w1, . . . , wn, tais que ψ(wi) = si, com ψ : (ΩAS)
ε → Sε um homomorfismo
cont´ınuo que preserva a escolha dos geradores, e LSl |= w1 = · · · = wn. Enta˜o,
pela Proposic¸a˜o 6.2.8, existe um ω-auto´mato associado a ω-termos em forma
reduzida para S, digamos B = (Q,A, λ,E, q0, qm) com St = F
ω
1 (w) ∪ {ε} e Tr =
Lw ∪ Cw para w um qualquer ω-termo em forma reduzida para S que verifique
LSl |= w = wi para todo o i ∈ {1, . . . , n}, tal que w1, . . . , wn ∈ L(B).
Pretendemos agora construir, a partir do ω-auto´mato B, um auto´mato
Bψ = (Q
′, A, λ′, E ′, q′0, q
′
m′),
que possa ser obtido atrave´s da aplicac¸a˜o do algoritmo ACPM ao semigrupo S,
ou seja, para Bψ devemos ter: St = X
′ ∪ {ε} com X ′ ∈ P(E(S))\∅; Tr = Y
′
com Y ′ ∈ P(Sε)\∅ e, ale´m disso, Bψ deve verificar as condic¸o˜es (a.1)-(a.3) (ver
Secc¸a˜o 4.3.1) e (p.1)-(p.2). Procedemos enta˜o do seguinte modo: os estados
inicial e final de B da˜o origem, respectivamente, aos estados inicial e final de Bψ
e definimos λ′(q′0) = ε e λ
′(q′m′) = ε; a transic¸a˜o inicial q0
u
−→ q1 com u ∈ A
∗ da´




−−→ q′1, o estado q1 da´
origem ao estado q′1 e definimos λ
′(q′1) = ψ(λ(q1)). Iteramos este procedimento
para as restantes transic¸o˜es e estados. Refira-se que a transic¸a˜o final qm−1
v
−→ qm




−−→ q′m′ onde λ
′(q′m′−1) =
ψ(λ(qm−1)).
Reparemos que podemos ter diferentes estados deB, pertencentes aQ\{q0, qm},
a darem origem a um mesmo estado em Bψ. Pela definic¸a˜o de ω-auto´mato, qi 6= qj
se e so´ se λ(qi) 6= λ(qj), mas podemos ter λ(qi) 6= λ(qj) e
ψ(λ(qi)) = ψ(λ(qj)).




m′}. Em relac¸a˜o a`s transic¸o˜es, tambe´m podemos ter diferentes transic¸o˜es
em B a darem origem a uma u´nica transic¸a˜o em Bψ. E´ este o caso, por exemplo,
quando qi
u
−→ qj e qi
v
−→ qj, com u, v ∈ A
∗ tais que u 6= v, sa˜o transic¸o˜es de B
e ψ(u) = ψ(v). No caso de qi e qj serem identificados em Bψ com um mesmo
estado q′, as transic¸o˜es acima referidas dariam origem em Bψ ao lacete q
′ ψ(u)−−→ q′.
Recordemos que os estados qj ∈ Q\{q0, qm} de B sa˜o etiquetados por ω-termos
da forma xωi com xi ∈ A
+ uma palavra de Lyndon, donde cada ω-palavra ǫ(xωi )
e´ enviada por ψ num idempotente de S, obtendo-se assim o conjunto
X ′ = {ψ(λ(qj)) ∈ E(S) | qj ∈ Q\{q0, qm}}. (6.8)
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Ou seja, os estados q′j ∈ Q
′\{q′0, q
′
m′} de Bψ sa˜o etiquetados sob λ
′ pelos elementos
de X ′ ∈ P(E(S))\∅.
Pode-se facilmente verificar que o auto´mato Bψ satisfaz as condic¸o˜es (a.1)-
(a.3) e (p.1)-(p.2), ou seja, Bψ pode ser visto como um dos auto´matos resultantes
da aplicac¸a˜o de ACPM a S quando considerado o par (X ′, Y ′) com X ′ definido
em (6.8) e
Y ′ = {ψ(u) ∈ Sε | ∃qi, qj ∈ Q : (qi, u, qj) ∈ E, u ∈ A
∗} ∈ P(Sε)\∅.
Para concluir a prova resta verificar que os elementos
ψ(w1), . . . , ψ(wn),
que coincidem respectivamente com s1, . . . , sn, pertencem a L(Bψ). Comec¸amos
por recordar que ψ(wi) e´ reconhecido por Bψ se e so´ se ψ(wi) e´ a etiqueta de pelo
menos um caminho bem sucedido em Bψ, ou seja, um caminho com origem no
estado inicial e te´rmino no estado final que percorre todas as transic¸o˜es.
Uma vez que wi e´ um ω-termo em forma reduzida para S que pertence a
L(B), wi e´ a etiqueta de um caminho bem sucedido pi em B, ou seja, pi tem
origem no estado inicial, te´rmino no estado final e percorre todas as transic¸o˜es
(na˜o necessariamente as transic¸o˜es nas bases). Agora, pela construc¸a˜o de Bψ e
tendo em conta que S satisfaz as ω-equac¸o˜es (6.3), (6.4) e (6.7), podemos deduzir
a existeˆncia de um caminho bem sucedido p′i em Bψ com etiqueta ψ(wi). De
facto, como wi e´ a etiqueta de um caminho bem sucedido pi em B, para obtermos
ψ(wi) basta percorrer em Bψ o caminho p
′
i ao qual pi “da´ origem” em Bψ, mas
tendo em atenc¸a˜o a particularidade que passamos a descrever.
• Para obtermos caminhos bem sucedidos em B na˜o e´ necessa´rio percorrer as
transic¸o˜es nas bases. No entanto, estas transic¸o˜es da˜o origem a transic¸o˜es
(lacetes) em Bψ que teˆm de ser percorridas para obtermos caminhos bem suce-
didos em Bψ. Assim, se uma transic¸a˜o na base em B na˜o ocorre em pi, para
obtermos p′i, percorremos o caminho ao qual pi “da´ origem” e quando passamos
pelo estado com o lacete no qual a tal transic¸a˜o na base foi enviada percorremos
esse lacete em Bψ nS vezes consecutivas.
Recordemos que a etiqueta de um caminho p em B que possui transic¸o˜es na
base e´ a etiqueta do “caminho” simplificado que se obte´m de p pela eliminac¸a˜o
dos estados que sa˜o o te´rmino de transic¸o˜es na base (veja-se os comenta´rios acima
do Exemplo 6.2.7 na Subsecc¸a˜o 6.2.2). Reparemos, no entanto, que uma transic¸a˜o
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na base em B da´ origem a um lacete em Bψ e que a etiqueta de um caminho em
Bψ e´ obtida da forma usual.
Estas duas u´ltimas situac¸o˜es, que surgem do facto de as transic¸o˜es nas bases
terem um tratamento diferenciado, na˜o sa˜o problema´ticas no sentido em que na˜o
alteram o valor da etiqueta de p′i sobre S. Isto e´ verdade porque a ω-equac¸a˜o
xω(xxω)nS = xω e´ dedut´ıvel a partir das ω-equac¸o˜es (6.3), (6.7) e (6.4); e a ω-
-equac¸a˜o xω(xxω)j = xωxj com j ≥ 0 e´ dedut´ıvel a partir das ω-equac¸o˜es (6.3)
e (6.7).
Conclu´ımos assim que os elementos s1, . . . , sn pertencem a L(Bψ). Logo,
tomando A = Bψ, tem-se X ⊆ L(A) como pretendido.
O pro´ximo exemplo ilustra o processo de construc¸a˜o do auto´mato Bψ a partir
do ω-auto´mato B e ajuda a compreender como e´ que dado um caminho bem
sucedido pi em B, com etiqueta wi, e´ poss´ıvel obter um caminho bem sucedido
p′i em Bψ tendo como etiqueta um elemento que em S e´ igual a ψ(wi).
Exemplo 6.3.5 Sejam S o semigrupo do Exemplo 6.3.2 e ψ : (ΩAS)
ε → Sε um
homomorfismo cont´ınuo respeitando a escolha dos geradores. Considere ainda
o subconjunto X = {a2b, ab} de S que, como referido anteriormente, e´ LSl-
-pontual. Denotemos s1 = a






Reparemos que nS = 6 e que os ω-termos w1 e w2, que esta˜o em forma reduzida
para S, sa˜o tais que ψ(wi) = si para i ∈ {1, 2}. Ale´m do mais, LSl satisfaz
w1 = w2. Segue o ω-auto´mato associado a ω-termos em forma reduzida para S

































o qual e´ bem sucedido.
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Agora, como ψ : (ΩAS)
ε → Sε e´ um homomorfismo que preserva a escolha
dos geradores, tem-se ψ(ε) = ε; ψ(a) = a; ψ(b) = b; ψ(a2) = a2; ψ(aω) = aω =
a2; ψ(ba) = ba; ψ(ab) = ab; ψ((ab)ω) = (ab)ω = ab; ψ(a3b) = a3b = ab e
ψ((a3b)ω) = ab. Assim, uma vez que ψ((a3b)ω) = ψ((ab)ω) = ab, os estados q2 e
q3 de B, etiquetados respectivamente por (ab)
ω e (a3b)ω, da˜o origem em Bψ a um
mesmo estado com etiqueta ab. O auto´mato Bψ, que se obte´m a partir de B pelo














a, ab, a2, ε
Notemos que, uma vez que q2 e q3 deram origem em Bψ ao estado q
′
2 etiquetado
por ab e como ψ(a3b) = ψ(ab), tem-se que as transic¸o˜es q2
ab
−→ q2 e q3
a3b
−−→ q3





Agora, das ω-equac¸o˜es (6.3), (6.4) e (6.7), resulta que, em S, ψ(w1) = s1 = s
′
para
s′ = a2[a · a2]6ba · ab · a · ab[ab · ab]6ε · ab · a2 · ab · b.


















De acordo com o descrito na demonstrac¸a˜o da Proposic¸a˜o 6.3.4, p′1 e´ o caminho
ao qual p1 “da´ origem” em Bψ. Note-se que p
′
1 e´ um caminho bem sucedido
em Bψ. Conclu´ımos assim que s1 pertence a L(Bψ). Pode-se proceder de modo
ana´logo para s2 e concluir que X ⊆ L(Bψ). Finalmente, notemos que Bψ pode
ser obtido pela aplicac¸a˜o do algoritmo ACPM a S considerando o par (X, Y )
com X = {a2, ab} e Y = {a, b, a2, ab, ba, ε}.
6.4 Conjuntos pontuais idempotentes
Seja S um semigrupo finito. Recordemos que um elementoX de PV(S) e´ chamado
V-pontual idempotente se, para todo o morfismo relacional µ : S ◦−→T com
T ∈ V, existe um idempotente e ∈ T tal que X ⊆ µ−1(e). E´ fa´cil verificar que se
X ∈ PV(S) e X = X
2, enta˜o X e´ V-pontual idempotente.
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Uma vez que a Proposic¸a˜o 6.1.1 tambe´m e´ va´lida para conjuntos pon-
tuais idempotentes, dados um semigrupo finito A-gerado S e um homomorfismo
cont´ınuo ψ : ΩAS→ S respeitando a escolha dos geradores, X = {s1, . . . , sm} ⊆
S e´ V-pontual idempotente se existem ω-termos w1, . . . , wm tais que ψ(wi) = si,
para todo o i ∈ {1, . . . ,m}, e V satisfaz w21 = w1 = · · · = wm. A colecc¸a˜o de
todos os subconjuntos V-pontuais idempotentes de S sera´ denotada por EPV(S).
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1 . Se αw na˜o verificar as
condic¸o˜es da Definic¸a˜o 6.2.1, de ω-termo em forma reduzida para S, enta˜o: no
caso de αw ser da forma x
ωxixωxj, usando as ω-equac¸o˜es (6.7), (6.3) e (6.4), se




1 com 0 ≤
t < nS; no caso contra´rio, usando as ω-equac¸o˜es (6.4) e (6.7), pode-se deduzir a








1, onde ur ∈ A
∗, p, q ∈ {0, . . . , nS},
que verifique as condic¸o˜es: x1 na˜o e´ um sufixo de x
k
nur para todo o k ∈ N0 e xn
na˜o e´ um prefixo de ur. No caso de αw satisfazer as condic¸o˜es da Definic¸a˜o 6.2.1
denotamos ur = unu0.
Dado um ω-termo w em forma reduzida para S tal que αw na˜o e´ da forma
xωxixωxj, dizemos que o ω-auto´mato associado a w e´ especial se possui uma
transic¸a˜o especial, isto e´, uma transic¸a˜o com origem no penu´ltimo estado e
te´rmino no segundo estado com etiqueta ur. Note-se que, no caso de αw ser
da forma xωxixωxj a definic¸a˜o de ω-auto´mato especial na˜o faz sentido para o
ω-auto´mato associado a w.
No pro´ximo resultado e´ apresentada uma caracterizac¸a˜o dos ω-termos f.r.s.f.
idempotentes sobre LSl. Este resultado e a sua demonstrac¸a˜o constituem uma
adaptac¸a˜o simples da Proposic¸a˜o 4.3.4.
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1 ou o ω-auto´mato associado a
w e´ especial.
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6.4.2 Ca´lculo dos subconjuntos LSl-pontuais idempotentes
de um semigrupo finito
Mostramos agora como usar o algoritmo ACPM , descrito na Secc¸a˜o 6.3, para cal-
cular os subconjuntos LSl-pontuais idempotentes “maximais” de S. Recordemos
que o ca´lculo dos subconjuntos LSl-pontuais idempotentes implica a
decidibilidade do produto de Mal’cev V hm LSl, para toda a pseudovariedade V
decid´ıvel [43, 56].
Pelo exposto no in´ıcio da Secc¸a˜o 6.4, a pro´xima observac¸a˜o resulta como
consequeˆncia da ω-mansida˜o de LSl e da Proposic¸a˜o 6.2.3.
Observac¸a˜o 6.4.2 Sejam S um semigrupo finito A-gerado e ψ : ΩAS → S um
homomorfismo cont´ınuo respeitando a escolha dos geradores. Um subconjunto de
S, digamos X = {s1, . . . , sm}, e´ LSl-pontual idempotente se existem ω-termos
em forma reduzida para S, w1, . . . , wm, tais que ψ(wi) = si, para todo o i ∈
{1, . . . ,m}, e LSl |= w21 = w1 = · · · = wm.
Seja S um semigrupo finito A-gerado. Consideremos um dos auto´matos A
obtidos pela aplicac¸a˜o do algoritmo ACPM ao semigrupo S. Dizemos que A e´
um auto´mato caracter´ıstico se verifica uma das seguintes condic¸o˜es:
• A possui uma transic¸a˜o, com origem no penu´ltimo estado e te´rmino no segundo
estado, etiquetada pelo produto das etiquetas da transic¸a˜o final e da transic¸a˜o
inicial, respectivamente;
• as transic¸o˜es inicial e final teˆm ambas como etiqueta a palavra vazia e o segundo
estado de A coincide com o penu´ltimo.
Os subconjuntos LSl-pontuais idempotentes “maximais” de S podem ser obti-
dos atrave´s da aplicac¸a˜o do algoritmo ACPM a S. Basta considerar apenas os
auto´matos caracter´ısticos por ele produzidos. O conjunto constitu´ıdo por todos
os subconjuntos de S da forma L(A), com A um auto´mato caracter´ıstico obtido
pela aplicac¸a˜o do algoritmo ACPM a S, sera´ denotado por MEPLSl(S).
Estamos agora em condic¸o˜es de estabelecer o resultado que fornece os sub-
conjuntos LSl-pontuais idempotentes de um dado semigrupo finito.
Proposic¸a˜o 6.4.3 Seja S um semigrupo finito A-gerado. Enta˜o,
EPLSl(S) =↓MEPLSl(S).
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Demonstrac¸a˜o. A prova deste resultado envolve os auto´matos denotados por
DA e Bψ cujas construc¸o˜es foram apresentadas na Secc¸a˜o 6.3, respectivamente,
para a prova do Lema 6.3.1 e da Proposic¸a˜o 6.3.4. No que segue referimo-nos a
estes auto´matos omitindo a sua construc¸a˜o.
Consideremos um dos auto´matos caracter´ısticos A obtidos pela aplicac¸a˜o do
algoritmo ACPM a S e seja L(A) = {s1, . . . , sm}. Comec¸amos por mostrar
que L(A) e´ um subconjunto LSl-pontual idempotente de S. Podemos ter dois
casos. Consideremos primeiro que as transic¸o˜es inicial e final de A sa˜o ambas
etiquetadas pela palavra vazia e que o segundo e o penu´ltimo estados coincidem.
Neste caso, o ω-auto´mato obtido a partir de A, DA, tambe´m verifica as condic¸o˜es
referidas para A e, consequentemente, qualquer ω-termo wi reconhecido por DA
e´ da forma wi = x
ωαix
ω com x ∈ A+ e αi um ω-termo de rank 0 ou 1. Conclui-se
assim que os ω-termos,
ws1 , . . . , wsm
reconhecidos por DA (que se obteˆm como descrito na Secc¸a˜o 6.3 e que possuem
todos o mesmo valor sobre LSl), teˆm neste caso como valor sobre LSl um idem-
potente.
Tratemos agora o outro caso. Suponhamos que A possui uma transic¸a˜o com
origem no penu´ltimo estado e te´rmino no segundo estado etiquetada pelo produto
das etiquetas da transic¸a˜o final e da transic¸a˜o inicial, respectivamente. Neste
caso, DA e´ um ω-auto´mato com uma transic¸a˜o com origem no penu´ltimo estado
e te´rmino no segundo estado etiquetada pelo produto das etiquetas da transic¸a˜o
final e da transic¸a˜o inicial, respectivamente. Portanto, tambe´m neste caso, os
ω-termos de rank 1, ws1 , . . . , wsm , reconhecidos por DA, teˆm como valor sobre
LSl um idempotente.
De acordo com o descrito na Secc¸a˜o 6.3, tem-se ψ(wsi) = si para todo o
i ∈ {1, . . . ,m}. Portanto, pela Observac¸a˜o 6.4.2, conclu´ımos, em ambos os casos,
que L(A) e´ um subconjunto LSl-pontual idempotente de S. Recordemos ainda
que, por definic¸a˜o, os pontuais idempotentes sa˜o fechados para a inclusa˜o.
Para completar a demonstrac¸a˜o resta verificar que se X e´ um subconjunto
LSl-pontual idempotente de S, enta˜o existe um auto´mato caracter´ıstico, digamos
AC, obtido pela aplicac¸a˜o do algoritmo ACPM a S tal que X ⊆ L(AC).
Suponhamos que X = {s1, . . . , sm} e´ um subconjunto LSl-pontual idempo-
tente de S. Enta˜o, pela Observac¸a˜o 6.4.2, existem ω-termos em forma reduzida
para S, w1, . . . , wm, tais que ψ(wi) = si e LSl satisfaz w
2
1 = w1 = · · · = wm.
Como
LSl |= w21 = w1 = · · · = wm,
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onde βi e´ um ω-termo (possivelmente vazio) e ki, ji ∈ {0, . . . , nS − 1}. Ale´m
disso, pela Proposic¸a˜o 6.4.1, ou LSl satisfaz yωyjivuxω = xω ou existe um ω-
-auto´mato especial B associado a ω-termos em forma reduzida para S tal que
w1, . . . , wm ∈ L(B).
Suponhamos primeiro que LSl satisfaz yωyjivuxω = xω. Como LSl verifica
w1 = · · · = wm, pela Proposic¸a˜o 6.2.8 existe um ω-auto´mato associado a ω-
-termos em forma reduzida para S, digamos B′, tal que w1, . . . , wm ∈ L(B
′). De
acordo com a hipo´tese assumida, o segundo e o penu´ltimo estados de B′ coincidem
e ou (1) vu = x ou (2) vu = ε.
• No primeiro caso, como o segundo e o penu´ltimo estados de B′ψ sa˜o o mesmo, o
qual possui um lacete etiquetado por ψ(x), conclu´ımos que B′ψ e´ um auto´mato
caracter´ıstico. De facto, B′ψ possui uma transic¸a˜o com origem no penu´ltimo
estado e te´rmino no segundo estado etiquetada por ψ(v)ψ(u).
• O caso (2) e´ imediato.
Recordemos que pelo descrito na Secc¸a˜o 6.3, o auto´mato B′ψ pode ser encarado
como um auto´mato obtido pela aplicac¸a˜o de ACPM a S. Tomando AC = B
′
ψ,
conclu´ımos a prova para o caso em que LSl satisfaz yωyjivuxω = xω.
Finalmente, suponhamos que existe um ω-auto´mato especial B associado a
ω-termos em forma reduzida para S tal que w1, . . . , wm ∈ L(B). Como os ω-
-termos w1, . . . , wm sa˜o da forma (6.9), tem-se que ur, a etiqueta da transic¸a˜o
especial, e´ um factor de yknSyjivu com k ∈ N tal que |yknS | ≥ |x|. De facto,
yknSyjivu pode ser escrito na forma ypiurx
q com pi, q ≥ 0.
Para o que segue denotamos por Bψ o auto´mato que difere de Bψ apenas na
etiqueta da transic¸a˜o a` qual a transic¸a˜o especial de B da´ origem. O auto´mato B
possui uma transic¸a˜o especial etiquetada por ur que da´ origem a uma transic¸a˜o
em Bψ etiquetada na˜o por ψ(ur) como aconteceria em Bψ, mas sim por ψ(v)ψ(u).
Portanto Bψ e´ um auto´mato caracter´ıstico. Agora, pela definic¸a˜o de Bψ e tendo
em conta que ψ e´ um homomorfismo e S satisfaz as ω-equac¸o˜es (6.3), (6.4)
e (6.7), pode-se deduzir que os elementos ψ(w1), . . . , ψ(wm) pertencem a L(Bψ).
Tomando AC = Bψ completamos a demonstrac¸a˜o da proposic¸a˜o.
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E´ importante referir que, se A e´ um dos auto´matos obtidos pela aplicac¸a˜o do
algoritmo ACPM a um semigrupo finito A-gerado S, enta˜o L(A) e´ calcula´vel.
Isto significa que basta percorrer um nu´mero finito de caminhos em A para obter-
mos todos os elementos de S que pertencem a L(A). Vejamos que e´ suficiente
percorrer os caminhos de comprimento menor ou igual a r = |S| · |E(S)|+ 1.
Recordemos que se s e´ um elemento de S que pertence a L(A), enta˜o s e´ a
etiqueta de um caminho bem sucedido p em A. Suponhamos que s ∈ L(A) e´ a




u2−→ q2 . . .
ur−→ qr
ur+1
−−→ qr+1 . . . qt−1
ut−→ qt,
onde t > r e u1, . . . , ut ∈ S
ε. De acordo com o estabelecido, o estado inicial
q0 e o estado final qt sa˜o etiquetados pela palavra vazia e os outros estados sa˜o
etiquetados por elementos de E(S). Para cada 1 ≤ i < t, seja yi o produto de
ui pela etiqueta de qi (que denotamos por ei). Observe-se que yi = uiei pertence
a S. Consideremos agora os pares (y1, e1), (y1y2, e2), . . ., (y1y2 · · · yr, er). Estes
pares pertencem ao conjunto S × E(S) e |S × E(S)| = |S| · |E(S)|. Portanto,
como r > |S × E(S)|, existem i e j com 1 ≤ i < j ≤ r tais que
(y1y2 · · · yi, ei) = (y1y2 · · · yj, ej).
Em particular, y1 · · · yi = y1 · · · yi · · · yj e ei = ej. Isto significa que, se percor-
rermos o caminho de comprimento i e etiqueta y1 · · · yi ou o caminho de com-
primento j e etiqueta y1 · · · yj obtemos o mesmo elemento de S. Ale´m disso, os
caminhos terminam no mesmo estado. Portanto basta percorrer o caminho com
menor comprimento. Depois, avanc¸amos para a transic¸a˜o seguinte e quando o
caminho atingir novamente comprimento r aplicamos o mesmo racioc´ınio. Se
iterarmos este procedimento podemos concluir que e´ suficiente percorrer cami-
nhos com comprimento no ma´ximo r.
Reparemos que, dado um semigrupo finito A-gerado S, para testar se um
subconjunto X de S e´ LSl-pontual, o algoritmo apresentado vai gerando subcon-
juntos pontuais ate´ que ou X e´ encontrado, ou todos os subconjuntos pontuais
foram gerados.
Para LSl, considerando o facto de um subconjunto ser LSl-pontual, podemos
limitar os comprimentos dos ω-termos. O pro´ximo resultado fornece esse limite.
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Proposic¸a˜o 6.4.4 Sejam S um semigrupo finito A-gerado e ψ : ΩAS → S um
homomorfismo cont´ınuo respeitando a escolha dos geradores. Se X = {s1, . . . , sn}
e´ um subconjunto LSl-pontual de S, enta˜o existe um conjunto de n ω-termos, Y =
{w1, . . . , wn}, de comprimento ma´ximo 2|S|
3+ |S|2+ |S|, que verifica ψ(wi) = si
para todo o i ∈ {1, . . . , n} e todos os ω-termos de Y possuem o mesmo valor sobre
LSl.
Demonstrac¸a˜o. O caso em que X e´ singular e´ trivial. Assim, assumimos que
X e´ na˜o singular. Como X e´ LSl-pontual, existe um auto´mato A obtido pela
aplicac¸a˜o do algoritmo ACPM a S tal que
X ⊆ L(A).
Como referido anteriormente A obedece a certas condic¸o˜es. Em particular, as
transic¸o˜es possuem como etiquetas elementos de Sε e os ve´rtices possuem como
etiquetas idempotentes de S. Recordemos ainda que sa˜o utilizadas representac¸o˜es
dos elementos de S a` custa dos geradores. Usando um racioc´ınio ana´logo ao apre-
sentado acima, na prova de que e´ suficiente percorrer caminhos de comprimento
ma´ximo r, pode-se considerar que cada uma destas representac¸o˜es possui com-
primento menor ou igual a |S|.
Recordemos que L(A) e´ calcula´vel e que para obtermos L(A) basta percorrer,
em A, caminhos de comprimento menor ou igual a r. Como X ⊆ L(A), para
cada si ∈ X e´ poss´ıvel seleccionar, em A, um caminho pi de comprimento menor
ou igual a r cuja etiqueta e´ si.
Partindo deA podemos construir o auto´matoDA, como descrito na Secc¸a˜o 6.3.
Agora, se percorrermos em DA os n caminhos de comprimento no ma´ximo r,
associados aos n caminhos em A pi com i ∈ {1, . . . , n} acima referidos, obtemos
n ω-termos ws1 , . . . , wsn que como verificado na Secc¸a˜o 6.3 sa˜o tais que ψ(wsi) = si
para todo o i ∈ {1, . . . , n} e LSl |= ws1 = · · · = wsn .
Finalmente, reparemos que wsi e´ a etiqueta de um caminho, em DA, de com-
primento no ma´ximo r com origem e te´rmino em ve´rtices etiquetados pela palavra
vazia. Portanto, o caminho do qual wsi e´ a etiqueta possui no ma´ximo r transic¸o˜es
etiquetadas por palavras de comprimento no ma´ximo |S| e r − 1 ve´rtices etique-
tados por ω-termos da forma xωi cujas bases xi sa˜o tambe´m palavras de compri-
mento no ma´ximo |S|. Conclui-se assim que |wsi| ≤ r|S| + (r − 1)(|S| + 1) ≤
2|S|3 + |S|2 + |S|.
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Dado um subconjunto X de um semigrupo finito A-gerado S, para testar se
X e´ LSl-pontual podemos portanto adivinhar um conjunto Y com |X| elementos
de T ωA , cada um dos elementos de comprimento O(|S|
3), e depois verificar que as
ω-palavras correspondentes aos elementos de Y sa˜o projectadas sobre X atrave´s
do homomorfismo cont´ınuo natural ψ : ΩAS→ S, e que todos os elementos de Y
teˆm o mesmo valor sobre LSl. Ambas as verificac¸o˜es podem ser conclu´ıdas em
tempo polinomial com respeito ao comprimento dos termos. Conclui-se assim que
para |X| fixo, testar se um subconjunto X de S e´ LSl-pontual e´ um problema
que pertence a` classe NP.





Mansida˜o completa de LSl
Existem va´rios exemplos de resultados de redutibilidade na literatura mas
relativamente poucos resultados de redutibilidade completa. Recordemos alguns
desses resultados. E´ bem sabido, por exemplo, que a pseudovariedade G e´ κ-
-mansa [24, 5, 16] mas na˜o e´ completamente κ-mansa [36]. Se G e´ comple-
tamente σ-mansa para alguma outra assinatura σ permanece uma questa˜o em
aberto. A pseudovariedade Gp de todos os p-grupos finitos, com p primo, na˜o e´
κ-mansa [16] mas Almeida exibiu uma assinatura impl´ıcita infinita com respeito
a` qual Gp e´ mansa [8]. A pseudovariedade Ab de todos os grupos abelianos
finitos e´ completamente κ-mansa [15]. A κ-mansida˜o da pseudovariedade OCR,
dos semigrupos completamente regulares ortodoxos, foi provada em [18] e a κ-
-mansida˜o de CR foi estabelecida em [19] (uma propriedade da qual este resul-
tado depende foi observada mais tarde por K. Auinger). A κ-mansida˜o completa
destas duas pseudovariedades permanece ainda um problema em aberto. Para
exemplos aperio´dicos, escolhemos mencionar as pseudovariedades J e R. A κ-
-mansida˜o completa de J foi provada explicitamente em [7], mas esta´ tambe´m
impl´ıcita nas demonstrac¸o˜es de [63]. A demonstrac¸a˜o da κ-mansida˜o completa
de R foi obtida recentemente [11, 12], enquanto a sua κ-mansida˜o ja´ tinha sido
estabelecida pelos mesmos autores em [10].
Foi provado por J. Costa e L. Teixeira que a pseudovariedade LSl e´ κ-
-mansa [35]. Neste cap´ıtulo estendemos esse trabalho provando a κ-mansida˜o
completa de LSl, resultados estes que foram publicados em [33]. Este trabalho
esta´ organizado como passamos a descrever. Apresentamos as noc¸o˜es de σ-
-redutibilidade (completa) e σ-mansida˜o (completa) na Secc¸a˜o 7.1. Em seguida
introduzimos o conceito de σ-plenitude. Como veremos a κ-plenitude de LSl e´
obtida como uma consequeˆncia da demonstrac¸a˜o da sua κ-redutibilidade com-
pleta. A Secc¸a˜o 7.3 e´ dedicada a` soluc¸a˜o do problema da κ-palavra para LSl,
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a qual e´ necessa´ria para provar o resultado principal deste cap´ıtulo. Apresen-
tamos, em seguida, alguns resultados te´cnicos sobre combinato´ria de palavras
que sa˜o essenciais para os nossos propo´sitos. Finalmente, a Secc¸a˜o 7.5 fornece a
demonstrac¸a˜o da κ-redutibilidade completa de LSl.
E´ de salientar que as secc¸o˜es 7.1, 7.3 e 7.4, aqui apresentadas, sa˜o igualmente
necessa´rias para o Cap´ıtulo 8. Assim, o uso da assinatura κ, neste cap´ıtulo, tem
como objectivo uma certa uniformizac¸a˜o da terceira parte desta tese.
7.1 Redutibilidade (completa)
Recordamos nesta secc¸a˜o as noc¸o˜es principais de redutibilidade e mansida˜o. Para
mais detalhes o leitor e´ remetido para [7, 12]. Comec¸amos com uma apresentac¸a˜o
formal do problema da redutibilidade (completa) de um sistema de equac¸o˜es para
uma pseudovariedade de semigrupos V gene´rica.
Seja σ uma assinatura impl´ıcita e sejam X e P conjuntos finitos disjuntos. Os
elementos de X sa˜o designados por varia´veis e os elementos de P sa˜o designados
por paraˆmetros. Seja S um semigrupo finito A-gerado.
Suponhamos que nos sa˜o dadas as seguintes func¸o˜es, ilustradas no diagrama
ΩAS
































Soluc¸a˜o δ e func¸o˜es envolvidas
onde:
• ψ : ΩAS → S e´ um homomorfismo cont´ınuo que respeita a escolha dos
geradores;
• γ : X → S fornece uma restric¸a˜o em S para cada varia´vel;
• ϕ : P → ΩAS e´ uma avaliac¸a˜o dos paraˆmetros tal que ϕ(P ) ⊆ Ω
σ
AS;
• δ : X → ΩAS e´ uma avaliac¸a˜o das varia´veis por pseudopalavras;
• ζ : ΩσX∪PS→ ΩAS e´ o σ-homomorfismo definido por ζ|X = δ e ζ|P = ϕ.
Seja S um sistema finito de σ-equac¸o˜es
ui = vi (i = 1, . . . , h), (7.1)
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onde cada um dos σ-termos ui e vi pertence ao semigrupo T
σ
X∪P . Dizemos que δ
e´ uma soluc¸a˜o do sistema S mo´dulo V com respeito a (ϕ, γ, ψ) se


∀i ∈ {1, . . . , h} V |= ζ(ui) = ζ(vi)
ψ ◦ δ = γ.
Ademais, se δ(X) ⊆ ΩσAS, enta˜o δ e´ denominada uma σ-soluc¸a˜o de S mo´dulo V
com respeito a (ϕ, γ, ψ). O triplo (ϕ, γ, ψ) estara´, por vezes, subentendido. Se
P = ∅, enta˜o falamos de soluc¸o˜es com respeito apenas a (γ, ψ). Neste caso, usare-
mos a notac¸a˜o δ para representar tanto a avaliac¸a˜o das varia´veis como tambe´m
a sua extensa˜o a um σ-homomorfismo ΩσXS→ ΩAS.
Uma pseudovariedade V diz-se σ-redut´ıvel para um sistema S se a existeˆncia
de uma soluc¸a˜o δ de S mo´dulo V com respeito a um triplo (ϕ, γ, ψ) implica a
existeˆncia de uma σ-soluc¸a˜o δ′ de S mo´dulo V com respeito a (ϕ, γ, ψ). Dize-
mos que V e´ completamente σ-redut´ıvel se e´ σ-redut´ıvel para todo o sistema da
forma (7.1).
Consideremos agora o caso particular em que S e´ um sistema de equac¸o˜es
associado a um grafo finito Γ, usualmente denotado por ΣΓ, formado por todas
as equac¸o˜es da forma α(e)e = ω(e) com e ∈ E(Γ), onde o conjunto das varia´veis e´
X = Γ e P = ∅. Por simplificac¸a˜o de notac¸a˜o, o par (γ, ψ) sera´ por vezes omitido
e, por abuso de linguagem, referimo-nos por vezes a` “soluc¸a˜o de Γ”em vez da
“soluc¸a˜o de ΣΓ”. Se V e´ σ-redut´ıvel para ΣΓ para todo o grafo finito Γ, enta˜o
dizemos que V e´ σ-redut´ıvel .
Na linguagem de [60, Cap´ıtulo 3], onde um conceito ana´logo e´ desenvolvido,
γ diz-se uma substituic¸a˜o V-inevita´vel com respeito ao sistema S se existe uma
soluc¸a˜o δ.
Uma pseudovariedade V diz-se (completamente) σ-mansa se e´ recursivamente
enumera´vel, (completamente) σ-redut´ıvel e o problema da σ-palavra para V e´ de-
cid´ıvel. Finalmente, dizemos que uma pseudovariedade e´ (completamente) mansa
se e´ (completamente) σ-mansa com respeito a uma assinatura impl´ıcita recursi-
vamente enumera´vel σ consistindo de operac¸o˜es impl´ıcitas computa´veis.
7.2 Plenitude
Esta secc¸a˜o e´ dedicada a uma breve introduc¸a˜o de uma outra propriedade de pseu-
dovariedades, envolvendo assinaturas impl´ıcitas, que sera´ considerada na Sub-
secc¸a˜o 7.5.5. Para a obtenc¸a˜o de mais pormenores o leitor e´ remetido para [16,
17, 14].
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Seja V uma pseudovariedade de semigrupos e seja σ uma assinatura impl´ıcita.
Recordemos que, para um semigrupo finito A-gerado S e um homomorfismo
cont´ınuo respeitando a escolha dos geradores ψ : ΩAS→ S, µV denota o morfismo
relacional pV ◦ ψ




entre S e ΩσAV dado por µ
σ
V
= pV ◦ (ψ|Ωσ
A
S)





= µV ∩ (S × Ω
σ





para todos os tais homomorfismos ψ : ΩAS→ S num semigrupo finito





As pseudovariedades G [24], Ab [38], J [17] e R [14] sa˜o alguns exemplos
de pseudovariedades κ-plenas. Pelo contra´rio, a pseudovariedade Gp [61] na˜o e´
κ-plena. Pore´m, na˜o e´ sabido se toda a pseudovariedade σ-redut´ıvel e´ σ-plena.
7.3 O problema da κ-palavra para LSl
Nesta secc¸a˜o apresentamos uma simples reformulac¸a˜o do problema da κ-palavra
para LSl [30], envolvendo κ-termos em forma reduzida (que introduzimos abaixo)
em vez de ω-termos em forma normal (veja-se Secc¸a˜o 4.2). Por abuso de notac¸a˜o,
de agora em diante vamos denotar simplesmente por ǫ o homomorfismo de κ-




AS. Em conformidade com o estabelecido para os
cap´ıtulos anteriores, o homomorfismo ǫ sera´ por vezes omitido: quando nos refe-
rimos a um κ-termo x ∈ T κA, queremos considerar nesses casos a correspondente
κ-palavra ǫ(x) ∈ ΩκAS.
Seja x ∈ ΩκAS uma κ-palavra. Note-se que x
ω−1x = xω pois, para cada
elemento s de um semigrupo finito, sω−1s = sω−1sωs = sω−1sω+1 = sω pela




(xω−1)−i se i < 0
xω se i = 0
xωxi se i > 0.
As seguintes κ-identidades, onde x, y ∈ ΩκAS e i, j ∈ Z, sa˜o facilmente
demostradas
(xω+i)ω+j = xω+ij, (7.2)
(xi)ω+j = xω+ij, (i > 0) (7.3)
xω+ixω+j = xω+i+j, (7.4)
xixω+j = xω+jxi = xω+i+j, (i > 0) (7.5)
(xy)ω+i = x(yx)ω+i−1y. (7.6)
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Adoptamos a notac¸a˜o xω+i tambe´m para κ-termos e denotamos {ω+i | i ∈ Z},
chamado o conjunto dos expoentes infinitos, por ω + Z. O rank de um κ-termo
e´ o nu´mero ma´ximo de poteˆncias infinitas encaixadas umas nas outras que nele










representa um κ-termo w de rank 2 sobre o alfabeto {a, b}. Recordemos que um
κ-termo de rank 0 e´ uma palavra de A+. Um κ-termo de rank 1 e´ um elemento












com m ≥ 1, u′0, . . . , u
′
m ∈ A
∗, u1, . . . , um ∈ A
+ e α1, . . . , αm ∈ ω+Z. Note-se que
se αi = ω para todo o i enta˜o w e´ um ω-termo de rank 1. Recordemos que ǫ
κ
A,K(w)
e´ a palavra infinita a` direita u′0u
+∞
1 , enquanto que ǫ
κ
A,D(w) e´ a palavra infinita a`
esquerda u−∞m u
′
m. O κ-termo w diz-se em forma reduzida quando u1, . . . , um sa˜o




j+1 e´ uma palavra biinfinita na˜o perio´dica para
j = 1, . . . ,m− 1.
Para um κ-termo w, denotamos por Bw o conjunto dos factores biinfinitos










m e´ um κ-termo de








j+1 | j = 1, . . . ,m− 1}. (7.8)
Note-se que como LSl e´ uma pseudovariedade aperio´dica, verifica a pseu-
doidentidade xω+i = xω para todo o inteiro i. Assim, o Lema 4.2.2 pode ser
reescrito da seguinte forma.
Lema 7.3.1 Se w ∈ T κA \ A
+, enta˜o LSl |= wω+i = w2 para todo o inteiro i.
Tal como a Proposic¸a˜o 4.2.3, tambe´m o seguinte crite´rio de decisa˜o para testar
se dois κ-termos infinitos (i.e., κ-termos de rank pelo menos 1) sa˜o iguais sobre
LSl consiste numa simples reformulac¸a˜o de [30, Teorema 7.1].
Proposic¸a˜o 7.3.2 Seja w ∈ T κA um κ-termo infinito. Enta˜o, existe um κ-termo












m em forma reduzida tal que LSl |= w = w1.













e´ um κ-termo de rank 1 em forma reduzida tal que LSl |= z = z1, enta˜o LSl |=














n e Bw1 = Bz1. Ale´m disso, e´
efectivamente decid´ıvel se LSl |= w = z.
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Seja π ∈ ΩAS uma pseudopalavra infinita tal que LSl |= π = w para algum
κ-termo w. Como uma consequeˆncia da Proposic¸a˜o 4.1.2, podemos definir Bπ
como sendo o conjunto Bw1 , onde w1 e´ um qualquer κ-termo de rank 1 em forma
reduzida tal que LSl |= π = w1. Em particular, dado um κ-termo infinito w ∈ T
κ
A
tem-se Bw = Bw1 , onde w1 e´ um qualquer κ-termo de rank 1 em forma reduzida





























a por (7.4) e (7.5)
= a(ab)ω−3b4baω−2baω−2a por (7.2) e pelo Lema 7.3.1
= a(ab)ωb5aωbaω por (7.5) e ja´ que LSl |= xω+i = xω.
Agora, como este u´ltimo κ-termo esta´ em forma reduzida, deduzimos que
Bw = {(ab)
−∞b5a+∞, a−∞ba+∞}.
7.4 Alguns resultados de combinato´ria
Nesta secc¸a˜o, recordamos brevemente algumas definic¸o˜es sobre palavras e alguns
resultados de [35, Secc¸a˜o 4] que sera˜o usados mais tarde neste cap´ıtulo e tambe´m
no Cap´ıtulo 8.
7.4.1 Factores marcados
No que segue recordamos algumas noc¸o˜es, e as suas propriedades ba´sicas,
introduzidas em [35]. Fixaremos tambe´m va´rios inteiros ja´ usados nesse artigo.
Comecemos por recordar alguns deles.
Definic¸a˜o 7.4.1 (constantes k, k′ e k′′) Consideremos que:
• k representa o nu´mero |S|+2 de elementos de um semigrupo finito A-gerado S
mais 2. Assumimos para o restante desta terceira parte que S e k esta˜o fixos.
• k′ = 6k|A|3k, e note-se que esta constante e´ grande o suficiente para garantir
que, se u1, . . . , ur sa˜o todos os factores de uma palavra w ∈ A
+ com 2k ≤ |ui| <
3k e se doc(ui, w) > k
′−2 para todo o 1 ≤ i ≤ r, enta˜o e´ poss´ıvel escolher uma
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ocorreˆncia de cada factor ui de modo que estas ocorreˆncias sejam disjuntas
duas a duas. Estaremos interessados nestes factores ui porque eles podem ser
factorizados na forma ui = ui,1ui,2ui,3 com |ui,1| = |ui,3| = k e |ui,2| < k.
• k′′ = [2k′(3k − 1)]|A|
3k−1+1, e observe-se que a definic¸a˜o de k′′ e´ motivada pelo
Lema 7.4.3 abaixo.
Uma palavra finita v diz-se k′-abundante se doc(y, v) ≥ k′ para todos os
factores y de v com comprimento 3k − 1. Seja w = a1a2 · · · an (ai ∈ A) uma
palavra finita, com n ≥ 3k− 1. Uma k′′-vizinhanc¸a de uma ocorreˆncia u = w[i, j]
de um factor u em w e´ uma ocorreˆncia v = w[i′, j′] estendendo w[i, j] (i.e., tal que
i′ ≤ i e j′ ≥ j) e tal que |v| ≤ k′′. Uma ocorreˆncia u = w[i, j], com |u| = 3k − 1,
diz-se livre se existe uma k′′-vizinhanc¸a v de w[i, j] tal que v e´ k′-abundante.
Portanto, neste caso, toda a ocorreˆncia de um factor y de comprimento 3k − 1
em v e´ livre. A ocorreˆncia w[i, j] (e as letras ai, ai+1, . . . , aj) diz-se marcada se
na˜o e´ livre.
O pro´ximo lema segue facilmente das definic¸o˜es anteriores.
Lema 7.4.2 Existe uma u´nica factorizac¸a˜o
w = w0v1w1v2 · · · vqwq
tal que q ≥ 0 e
• w0, wq ∈ A
∗, w1, . . . , wq−1, v1, . . . , vq ∈ A
+;
• para cada 1 ≤ i ≤ q, as letras de vi sa˜o marcadas;
• para cada 0 ≤ j ≤ q, as letras de wj na˜o sa˜o marcadas.
Esta factorizac¸a˜o e´ denominada a factorizac¸a˜o marcada de w (para k). Os
factores v1, . . . , vq e w0, . . . , wq dizem-se, respectivamente, os factores marcados
e os factores livres de w (para k).
O processo acima, de marcar letras de uma dada palavra w ∈ A+, e´ uma forma
de identificar os factores de um determinado comprimento 3k−1 que (localmente)
teˆm “poucas” ocorreˆncias: a definic¸a˜o do que significa “poucas” e´ dada de modo
que os factores marcados tenham comprimentos limitados, como e´ mostrado pelo
pro´ximo lema. Pelo contra´rio, os factores livres sa˜o “grandes” e na˜o teˆm limites
para os seus comprimentos.
Lema 7.4.3 Seja w = w0v1w1v2 · · · vqwq a factorizac¸a˜o marcada de uma palavra
w ∈ A+ de comprimento pelo menos 3k − 1. Se q ≥ 1, enta˜o 3k − 1 ≤ |vi| < k
′′
para todo o 1 ≤ i ≤ q.
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7.4.2 Transformar palavras em κ-termos de rank 1
Em [35] e´ definida uma func¸a˜o que associa a determinadas palavras finitas u
certos κ-termos u de rank 1. Aqui, fazemos um pequeno ajuste nessa definic¸a˜o
e note-se que, no que respeita a` pseudovariedade LSl, a modificac¸a˜o e´ inofensiva
(no sentido em que a nova versa˜o podia substituir a antiga que os resultados
em [35] permaneceriam va´lidos).
Atrave´s de uma simples reformulac¸a˜o do Lema 1.2.8, tem-se que, para cada
palavra u = a1 · · · ak ∈ A
+ de comprimento k = |S|+ 2, existem inteiros 1 < i ≤
j < k tais que
S |= u = a1 · · · ai−1(ai · · · aj)
ω+1aj+1 · · · ak. (7.9)
Suponhamos que a palavra ai · · · aj na˜o e´ primitiva. Enta˜o ai · · · aj = (ai · · · aℓ)
n
para alguns i ≤ ℓ < j e n > 1 tais que ai · · · aℓ e´ uma palavra primitiva. Logo, S
verifica
u = a1 · · · ai−1((ai · · · aℓ)
n)ωai · · · ajaj+1 · · · ak
= a1 · · · ai−1(ai · · · aℓ)
ωai · · · ajaj+1 · · · ak
= a1 · · · ai−1(ai · · · aℓ)
ω+1aℓ+1 · · · ajaj+1 · · · ak.
Portanto, podemos assumir sem perda de generalidade que, em (7.9), a palavra
ai · · · aj e´ primitiva. Agora, existe um inteiro i ≤ i
′ ≤ j tal que ai′ · · · ajai · · · ai′−1
e´ uma palavra de Lyndon. Definimos u como sendo o seguinte κ-termo
u = a1 · · · ai−1ai · · · ai′−1(ai′ · · · ajai · · · ai′−1)
ωai′ · · · ajaj+1 · · · ak (7.10)
e note-se que S |= u = u por (7.6). Recordemos que existe um inteiro positivo nS,
chamado o expoente de S, tal que snS = sω para todo o s ∈ S. Seja mS = pnS+1
para algum p tal que pnS + 1 > k, e note-se que s
mS = sω+1 para todo o s ∈ S.
Portanto, em particular, se v ∈ A+ e´ uma qualquer palavra de Lyndon, enta˜o o
semigrupo S satisfaz vmS = vω+1 e podemos definir
u = vmS e u = uω+1 = vω+mS , (7.11)
sem conflito com o caso anterior, pois |u| = mS|v| > k. Note-se que tambe´m neste
caso S |= u = u. De facto, S satisfaz uω+1 = (vmS)ωvmS = vωvω+1 = vω+1 =
vmS = u. Note-se ainda que em ambos os casos, se V e´ uma pseudovariedade
que verifica a pseudoidentidade xyω+1z = xyz, enta˜o V tambe´m verifica u = u.
Com efeito, no caso em que u e´ dado por (7.10), basta notar que V satisfaz a
pseudoidentidade (7.6). Quando u e´ dado por (7.11), V verifica u = vvmS−2v =
v(vmS−2)ω+1v = vvω+mS−2v = vω+mS = u.
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7.4.3 Centros de palavras biinfinitas
Seja w ∈ A+ e seja u = w[ℓ, r] uma ocorreˆncia de um factor u em w. Uma
ocorreˆncia v = w[ℓ, r′], com r ≤ r′, de um factor v em w diz-se uma extensa˜o
a` direita da ocorreˆncia w[ℓ, r]. Neste caso, a pro´pria palavra v e´ referida como
sendo uma extensa˜o a` direita (em w) da ocorreˆncia w[ℓ, r]. Extenso˜es a` esquerda
sa˜o definidas simetricamente.
Definic¸a˜o 7.4.4 (ocorreˆncia permitida) Seja u ∈ A+ e seja −→u uma extensa˜o
a` direita de u. Dizemos que uma ocorreˆncia u = w[ℓ, r] numa palavra w ∈ A+
e´ permitida em w em relac¸a˜o a −→u , se −→u e´ uma extensa˜o a` direita em w da
ocorreˆncia w[ℓ, r]. (Ocorreˆncias permitidas em relac¸a˜o a extenso˜es a` esquerda ←−u
sa˜o definidas de forma ana´loga.)
Por exemplo, seja u = aba e consideremos −→u = abaabc. Enta˜o
w = cababaabcaabaabaabc
tem duas ocorreˆncias de u permitidas em relac¸a˜o a −→u : w[4, 6] e w[14, 16]; e duas
ocorreˆncias de u na˜o permitidas: w[2, 4] e w[11, 13]. Se −→u = ababb enta˜o u na˜o
tem ocorreˆncias permitidas em w.
Definic¸a˜o 7.4.5 (centros de uma palavra biinfinita) Seja w ∈ AZ uma
palavra biinfinita. Para todo o par de inteiros p, q ∈ N0, o factor w[−p, q] diz-se
um centro de w.
O dual (para extenso˜es a` esquerda) do seguinte resultado foi provado em [35,
Lema 4.2].
Lema 7.4.6 Seja B = {w1, . . . ,wn} um conjunto finito de palavras biinfinitas
na˜o perio´dicas tais que wi 6∼ wj para todos os i, j ∈ {1, . . . , n} com i 6= j. Para
cada ℓ ∈ {1, . . . , n} consideremos tambe´m cℓ = wℓ[−pℓ, qℓ] um centro de wℓ com
pℓ ≥ Q para um Q fixo (dependendo de B) escolhido suficientemente grande.
Enta˜o, para cada ℓ existe um centro −→cℓ = wℓ[−pℓ, q
′
ℓ] de wℓ com qℓ ≤ q
′
ℓ (donde
−→cℓ e´ uma extensa˜o a` direita de cℓ) tal que a seguinte propriedade e´ verificada, para
todos os i, j ∈ {1, . . . , n} (onde i e j podem ser o mesmo):
quaisquer duas ocorreˆncias distintas de ci e cj numa palavra finita
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Esta propriedade (7.12), de ocorreˆncias permitidas de determinados centros
de palavras biinfinitas serem necessariamente disjuntas, e´ essencial para os nos-
sos propo´sitos. De facto, na Secc¸a˜o 7.5 (e tambe´m na Secc¸a˜o 8.3 do Cap´ıtulo 8),
sera´ necessa´rio transformar ocorreˆncias de certos factores (os quais sa˜o centros de
palavras biinfinitas) numa palavra e, portanto, precisamos que estas ocorreˆncias
sejam disjuntas. A definic¸a˜o de ocorreˆncias permitidas numa palavra foi intro-
duzida com este propo´sito. Vamos transformar apenas ocorreˆncias permitidas
destes centros.
7.5 κ-redutibilidade completa de LSl
Nesta secc¸a˜o, provamos o resultado principal deste cap´ıtulo.
Teorema 7.5.1 A pseudovariedade LSl e´ completamente κ-redut´ıvel.
A demonstrac¸a˜o estende-se pelas subsecc¸o˜es 7.5.1 a 7.5.6. Como o problema
da κ-palavra para LSl e´ decid´ıvel pela Proposic¸a˜o 7.3.2, a mansida˜o completa de
LSl resulta imediatamente do Teorema 7.5.1.
Corola´rio 7.5.2 A pseudovariedade LSl e´ completamente κ-mansa.
Uma consequeˆncia da decidibilidade da mansida˜o completa de LSl e´ apre-
sentada no pro´ximo teorema, um resultado que segue de [60, Cap´ıtulo 3]. O
leitor e´ remetido a este livro para detalhes e definic¸o˜es em falta. Para uma pseu-
dovariedade R de morfismos relacionais e uma pseudovariedade V de semigrupos,
denotemos por Rq(V) a seguinte pseudovariedade de semigrupos,
Rq(V) = {S ∈ S : existe θ ∈ R e T ∈ V com θ : S ◦−→T}.
Teorema 7.5.3 A pseudovariedade Rq(LSl) e´ decid´ıvel sempre que R e´ uma
pseudovariedade de morfismos relacionais com uma base finita de pseudoiden-
tidades da forma (A, u = v, S) com S um sistema finito de κ-identidades.
7.5.1 Considerac¸o˜es iniciais
Suponhamos que nos sa˜o dados um sistema finito S de κ-equac¸o˜es e uma soluc¸a˜o δ
de Smo´dulo LSl com respeito a um triplo (ϕ, γ, ψ). Para provar a κ-redutibilidade
completa de LSl, e´ necessa´rio construir uma κ-soluc¸a˜o δ′ de S mo´dulo LSl com
respeito a (ϕ, γ, ψ). Como observamos de seguida, a liberdade para escolher a
etiqueta δ′ de algumas varia´veis e´ muito restrita.
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Obs. 1. Suponhamos que x ∈ X e´ uma varia´vel tal que δ(x) = u com u ∈ A+.
Pela definic¸a˜o de κ-redutibilidade completa, tem-se ψ ◦ δ = γ = ψ ◦ δ′. Assim,
em particular, ψ(δ′(x)) = ψ(u). Uma vez que nos e´ dado um homomorfismo
ψ : ΩAS→ S, com S um semigrupo finito fixo (mas arbitra´rio), e´ poss´ıvel que a
igualdade ψ(δ′(x)) = ψ(u) seja verificada apenas quando δ′(x) = u. E´ este o caso,
por exemplo, quando u = a e S = {a, 0} e´ o semigrupo monoge´nico gerado por a,
definido pela relac¸a˜o a2 = 0. Portanto, nesse caso na˜o ter´ıamos qualquer escolha;
ser´ıamos obrigados a definir δ′(x) = u. Contudo, como queremos definir um
algoritmo para construir δ′ que funcione com qualquer sistema e soluc¸a˜o dados,
e´ assim “necessa´rio” definir δ′(x) = u = δ(x) em geral.
Obs. 2. Suponhamos agora que x ∈ X e´ tal que LSl |= δ(x) = uω com u ∈
A+. Como S e´ um sistema arbitra´rio de κ-termos, pode incluir, por exemplo,
a equac¸a˜o x = yω com y uma varia´vel tal que δ(y) = u, porque nesse caso
LSl |= δ(x) = δ(y)ω. Dado que LSl |= δ′(x) = δ′(y)ω, e “temos de ter” δ′(y) = u
pela Obs. 1, e´ assim “necessa´rio” escolher para δ′(x) uma κ-palavra tal que
LSl |= δ′(x) = uω = δ(x).
Mais geralmente, suponhamos que δ(x), quando projectada em ΩALSl, e´ dada
por uma κ-palavra infinita (ver Exemplo 7.5.17 para um caso em que δ(x) na˜o
e´ ela pro´pria uma κ-palavra). Pela Proposic¸a˜o 7.3.2 e como LSl |= xω+i = xω
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ω
nvn em forma reduzida tal que LSl |= δ(x) = w. Portanto,
por similaridade com a situac¸a˜o anterior, na˜o e´ dif´ıcil deduzir que devemos ter
LSl |= δ′(x) = w = δ(x).
Obs. 3. Finalmente suponhamos que x ∈ X e´ tal que K |= δ(x) = vuω com
v ∈ A∗ e u ∈ A+. Enta˜o δ(x) = vπ para alguma pseudopalavra π tal que K |=
π = uω. Portanto, pela Proposic¸a˜o 4.1.2, e´ claro que LSl |= π = uπ, e podemos
assumir que x = yz e z = tz sa˜o equac¸o˜es de S com δ(y) = v, δ(z) = π e δ(t) = u.
Logo LSl tem de verificar δ′(x) = δ′(y)δ′(z) e δ′(z) = δ′(t)δ′(z) = uδ′(z), o que
implica que K verifique δ′(z) = uω e tambe´m δ′(x) = δ′(y)δ′(z) = vuω = δ(x).
Dualmente, se x ∈ X e´ tal que D |= δ(x) = uωv com v ∈ A∗ e u ∈ A+, enta˜o
devemos ter D |= δ′(x) = uωv = δ(x).
As observac¸o˜es 1 e 2 acima sugerem que, para uma varia´vel x etiquetada
sob δ por uma κ-palavra quando projectada em ΩALSl, temos de escolher para
δ′(x) uma κ-palavra que verifique LSl |= δ′(x) = δ(x). Por outro lado, a
observac¸a˜o 3 sugere que se x e´ uma varia´vel tal que a projecc¸a˜o de δ(x) em
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ΩAK (resp. em ΩAD) e´ uma palavra ultimamente perio´dica vu
+∞ (resp. u−∞v),
enta˜o temos de escolher para δ′(x) uma κ-palavra cuja projecc¸a˜o em ΩAK (resp.
em ΩAD) tambe´m seja vu
+∞ (resp. u−∞v). A κ-soluc¸a˜o δ′, definida posteriormente
na Subsecc¸a˜o 7.5.5, vai respeitar estas restric¸o˜es.
7.5.2 Simplificac¸o˜es no sistema de equac¸o˜es
Prosseguimos com a introduc¸a˜o de algumas simplificac¸o˜es no sistema de equac¸o˜es,
as quais sa˜o o objectivo desta subsecc¸a˜o. Pelo pro´ximo resultado, provado em [12,
Proposic¸a˜o 3.1], podemos restringir o problema a considerar apenas sistemas sem
paraˆmetros.
Proposic¸a˜o 7.5.4 SejaV uma pseudovariedade arbitra´ria e seja σ uma qualquer
assinatura impl´ıcita. Se V e´ σ-redut´ıvel para sistemas de equac¸o˜es de σ-termos
sem paraˆmetros, enta˜o V e´ completamente σ-redut´ıvel.
No restante do cap´ıtulo, vamos trabalhar apenas com a pseudovariedade LSl e
todas as soluc¸o˜es que consideramos sa˜o mo´dulo LSl. Assim, pela Proposic¸a˜o 7.5.4,
e´ suficiente considerar um sistema finito S de κ-equac¸o˜es
ui = vi (i = 1, . . . , h), (7.13)
com ui, vi ∈ T
κ
X . Consideremos tambe´m uma soluc¸a˜o δ de S mo´dulo LSl com
respeito a um par (γ, ψ).
Antes de descrevermos novas simplificac¸o˜es no sistema e na soluc¸a˜o ilustramo-
-las com um exemplo.
Exemplo 7.5.5 Suponhamos que X = {x, y, z, w, t} e´ o conjunto das varia´veis
e que S tem a u´nica equac¸a˜o de κ-termos de rank ≤ 2
(xωy)ωz = (wt)ωz.










Como δ e´ um κ-homomorfismo e portanto, em particular, comuta com ω-poteˆncias,









Aplicando agora o Lema 7.3.1, obtemos
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Enta˜o, δ e´ uma soluc¸a˜o mo´dulo LSl com respeito a (γ, ψ) do sistema S0 com
a u´nica equac¸a˜o de κ-termos de rank ≤ 1
xωyxωyz = (wt)ωz.
Suponhamos ainda que δ(w) e δ(t) sa˜o pseudopalavras finitas e que δ(x) e´ uma
pseudopalavra infinita. Consideramos uma nova varia´vel v e uma nova equac¸a˜o
v = wt e definimos func¸o˜es δ1 e γ1 estendendo δ e γ a X1 = X ∪ {v} tomando









Suponhamos que S1 admite uma κ-soluc¸a˜o δ
′
1 mo´dulo LSl com respeito a
(γ1, ψ) tal que δ
′
1(x) e´ infinita. [Vamos provar, na Subsecc¸a˜o 7.5.5, que existe
uma tal κ-soluc¸a˜o para tal tipo de equac¸o˜es.] Enta˜o δ′ = δ′1|X e´ uma κ-soluc¸a˜o
de S mo´dulo LSl com respeito a (γ, ψ).
Motivados por este exemplo, vamos considerar sistemas finitos de κ-equac¸o˜es
ui,1 · · ·ui,pi = ui,pi+1 · · ·ui,qi (i = 1, . . . , h), (7.14)
com soluc¸o˜es δ mo´dulo LSl com respeito a um par (γ, ψ) onde, para cada j ∈
{1, . . . , qi}, ui,j e´ uma varia´vel ou ui,j = x
ω
i,j com xi,j uma varia´vel tal que δ(xi,j) ∈
A+.
O Exemplo 7.5.5 (nomeadamente a propriedade requerida pela κ-soluc¸a˜o δ′1)
tambe´m motiva a seguinte definic¸a˜o.
Definic¸a˜o 7.5.6 (κ-redutibilidade PT) Dizemos que LSl e´ PT (“primeiro
tipo”) κ-redut´ıvel se, para cada sistema S e soluc¸a˜o δ da forma (7.14) existe
uma κ-soluc¸a˜o δ′ mo´dulo LSl tal que, para cada x ∈ X, δ′(x) e´ infinita quando
δ(x) e´ infinita.
Mostramos agora que a κ-redutibilidade completa de LSl e´ uma consequeˆncia
da sua κ-redutibilidade PT.
Proposic¸a˜o 7.5.7 Se LSl e´ PT κ-redut´ıvel, enta˜o LSl e´ completamente κ-
-redut´ıvel.
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Demonstrac¸a˜o. Pela Proposic¸a˜o 7.5.4, basta considerar um sistema finito S
do tipo (7.13). Note-se que podemos considerar que as equac¸o˜es de S sa˜o ω-
-equac¸o˜es, ou seja, podemos considerar ui, vi ∈ T
ω
X , pois LSl |= x
ω+i = xω para
todo o inteiro i. Seja δ uma soluc¸a˜o de S mo´dulo LSl com respeito a um par
(γ, ψ), e apliquemos o processo ilustrado no Exemplo 7.5.5.
Escolhemos qualquer subtermo da forma uω, com u um κ-termo infinito, e
substitu´ımos uω por u2. Repetimos o mesmo passo no novo sistema assim obtido,
e iteramos este processo enquanto poss´ıvel. Uma vez que o rank dos subtermos
substitu´ıdos decresce, este processo pa´ra necesariamente com um sistema S0 de
equac¸o˜es de κ-termos de rank ≤ 1. Note-se que S0 e´ u´nico, ou seja, S0 na˜o
depende da ordem das substituic¸o˜es. Ale´m disso, δ e´ uma soluc¸a˜o de S0 mo´dulo
LSl com respeito a (γ, ψ).
Consideremos agora cada subtermo, das equac¸o˜es de S0, da forma u
ω (com
u ∈ X+ claro). Se δ(u) e´ uma pseudopalavra infinita, enta˜o substitu´ımos uω por
u2. Caso contra´rio δ(u) e´ uma palavra finita. Neste caso adicionamos uma nova
varia´vel vu ao conjunto das varia´veis, adicionamos uma nova equac¸a˜o vu = u
ao sistema de equac¸o˜es, e estendemos δ e γ a novas func¸o˜es δ1 e γ1 tomando
δ1(vu) = δ(u) e γ1(vu) = ψ ◦ δ1(vu). Obtemos assim um sistema finito S1 da
forma (7.14) tendo δ1 como uma soluc¸a˜o mo´dulo LSl com respeito a (γ1, ψ). Por
hipo´tese existe uma κ-soluc¸a˜o δ′1 de S1 mo´dulo LSl com respeito a (γ1, ψ) tal que
δ′1(x) e´ infinita quando δ1(x) e´ infinita. Portanto δ
′ = δ′1|X e´ uma κ-soluc¸a˜o de S
mo´dulo LSl com respeito a (γ, ψ).
Prosseguimos com a nossa pro´xima reduc¸a˜o no problema. Consideremos um
sistema de equac¸o˜es de palavras, ou seja, um sistema S de equac¸o˜es da forma
xi,1 · · ·xi,pi = xi,pi+1 · · ·xi,qi (i = 1, . . . , h) (7.15)
onde xi,j e´ uma varia´vel para todo o j ∈ {1, . . . , qi}, e seja δ uma soluc¸a˜o de S
mo´dulo LSl com respeito a um par (γ, ψ), etiquetando cada varia´vel por uma
pseudopalavra infinita.
Definic¸a˜o 7.5.8 (κ-redutibilidade ST) Dizemos que LSl e´ ST (“segundo
tipo”) κ-redut´ıvel se, para todo o sistema S e soluc¸a˜o δ da forma (7.15) e todo o
inteiro M ≥ 1, existe uma κ-soluc¸a˜o δ′ = δ′(S, δ,M) mo´dulo LSl com respeito a
(γ, ψ) tal que para cada varia´vel x ∈ X,
(ST.1) δ′(x) e´ infinita;
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(ST.2) se LSl |= δ(x) = vuω, onde u 6= 1 e v sa˜o palavras finitas, enta˜o LSl |=
δ′(x) = δ(x);
(ST.3) se δ(x) = uπ, onde u ∈ A∗ com |u| ≤ M e π ∈ ΩAS, enta˜o δ
′(x) = uπ′
onde π′ ∈ ΩκAS e´ tal que ψ(π) = ψ(π
′).
Ale´m disso, se y e´ uma outra varia´vel, v ∈ A∗ com |v| ≤M e ρ ∈ ΩAS sa˜o
tais que δ(y) = vρ e LSl |= π = ρ, enta˜o δ′(y) = vρ′ onde ρ′ ∈ ΩκAS e´ tal
que ψ(ρ) = ψ(ρ′) e LSl |= π′ = ρ′. Em particular, se LSl |= δ(x) = δ(y),
enta˜o LSl |= δ′(x) = δ′(y).
Como se percebe pela definic¸a˜o, para permitir a simplificac¸a˜o do sistema e
da soluc¸a˜o, e´ necessa´rio requerer que propriedades mais complexas sejam preser-
vadas. Por outro lado, apesar de LSl ser uma pseudovariedade autodual, as
condic¸o˜es (ST.2)-(ST.3) supracitadas na˜o sa˜o sime´tricas. Isto acontece porque
(cf. a demonstrac¸a˜o da Proposic¸a˜o 7.5.9 abaixo) para reduzir o problema a um
sistema S e soluc¸a˜o δ da forma (7.15), quando nos sa˜o dados um sistema geral
e soluc¸a˜o “absorvemos” as varia´veis etiquetadas por pseudopalavras finitas nas
varia´veis a` sua direita.
Proposic¸a˜o 7.5.9 Se LSl e´ ST κ-redut´ıvel, enta˜o LSl e´ completamente κ-
-redut´ıvel.
Demonstrac¸a˜o. Pela Proposic¸a˜o 7.5.7, basta mostrar que a κ-redutibilidade
ST implica a κ-redutibilidade PT de LSl. Assim, seja S um sistema finito e seja
δ uma soluc¸a˜o de S mo´dulo LSl com respeito a um par (γ, ψ), do tipo (7.14). Ou
seja, S e´ um sistema de equac¸o˜es
ui,1 · · ·ui,pi = ui,pi+1 · · ·ui,qi (i = 1, . . . , h)
onde ui,j e´ uma varia´vel ou ui,j = x
ω
i,j com xi,j uma varia´vel tal que δ(xi,j) ∈ A
+.
Reduzimos primeiro ao caso em que os u´ltimos factores ui,pi e ui,qi de cada
equac¸a˜o i sa˜o etiquetados sob δ por pseudopalavras infinitas. Ou seja, supo-
mos que para tais sistemas e soluc¸o˜es existe uma κ-soluc¸a˜o nas condic¸o˜es da
Definic¸a˜o 7.5.6, e provamos que um sistema S e soluc¸a˜o δ sem esta condic¸a˜o
extra tambe´m admite uma κ-soluc¸a˜o nas condic¸o˜es da Definic¸a˜o 7.5.6. Consi-
deremos um alfabeto alargado B = A ⊎ {b}, um conjunto de varia´veis estendido
Y = X ⊎ {#} e um novo sistema S1 com equac¸o˜es
ui,1 · · ·ui,pi# = ui,pi+1 · · ·ui,qi# (i = 1, . . . , h)
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obtidas a partir das equac¸o˜es de S simplesmente pela multiplicac¸a˜o de ambos os
membros da equac¸a˜o por #. Como referido na Secc¸a˜o 3.3, ΩAS pode ser visto
como um subsemigrupo de ΩBS. Assim, definimos δ1 como sendo a extensa˜o de δ
a Y tal que δ1(#) = b
ω. Consideremos agora o semigrupo finito S1 = S
1×P′(B),
onde P′(B) = ΩBSl. Seja ψ1 : ΩBS → S1 o u´nico homomorfismo cont´ınuo tal
que ψ1(b) = (1, {b}) e ψ1(a) = (ψ(a), {a}) para cada a ∈ A, e seja γ1 : Y → S1
definida por γ1 = ψ1 ◦ δ1. Uma vez que δ e´ uma soluc¸a˜o de S mo´dulo LSl com
respeito a (γ, ψ), e´ claro que δ1 e´ uma soluc¸a˜o de S1 mo´dulo LSl com respeito a
(γ1, ψ1). Por suposic¸a˜o, existe uma κ-soluc¸a˜o δ
′
1 de S1 mo´dulo LSl com respeito
a (γ1, ψ1) tal que, para cada y ∈ Y , δ
′
1(y) e´ infinita quando δ1(y) e´ infinita.
Portanto,
∀i ∈ {1, . . . , h} LSl |= δ′1(ui,1 · · ·ui,pi#) = δ
′
1(ui,pi+1 · · ·ui,qi#), (7.16)
ψ1 ◦ δ
′
1 = γ1 = ψ1 ◦ δ1. (7.17)
Pela definic¸a˜o de ψ1, segue de (7.17) que
ψ ◦ δ′ = ψ ◦ δ = γ (7.18)
c ◦ δ′1 = c ◦ δ1, (7.19)
onde δ′ : X → ΩAS e´ a restric¸a˜o de δ
′
1 a X. Note-se que δ
′ esta´ bem definida pois,
por (7.19), c(δ′1(x)) ⊆ A para todo o x ∈ X. Ale´m disso, c(δ
′
1(#)) = c(δ1(#)) =
{b}, donde, por (7.16) e pelo Corola´rio 4.1.3,
∀i ∈ {1, . . . , h} LSl |= δ′(ui,1 · · ·ui,pi) = δ
′(ui,pi+1 · · ·ui,qi).
Como ψ ◦ δ′ = γ por (7.18), deduzimos que δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl
com respeito a (γ, ψ). Ale´m disso, para cada x ∈ X, δ′(x) e´ infinita quando δ(x)
e´ infinita, o que conclui a primeira reduc¸a˜o.
Assim, assumimos que o sistema S e a soluc¸a˜o δ acima referidos sa˜o tais que
δ(ui,pi) e δ(ui,qi) sa˜o pseudopalavras infinitas, e mostramos como transformar estes
dados num sistema finito S1 e numa soluc¸a˜o δ1 de S1 mo´dulo LSl com respeito a
um par (γ1, ψ) da forma especial (7.15). O novo conjunto das varia´veis, denotado
por X1, sera´ uma extensa˜o de X, e δ1 e γ1 sera˜o extenso˜es de δ e γ a X1.
Suponhamos que algum ui,j e´ etiquetado sob δ por uma pseudopalavra
infinita e que ℓ < j e´ minimal tal que ui,ℓ, . . . , ui,j−1 sa˜o varia´veis etiquetadas sob
δ por pseudopalavras finitas. Neste caso, considerando yi,j uma nova varia´vel,
substitu´ımos o subtermo
ui,ℓ · · ·ui,j−1ui,j (7.20)
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γ(ui,ℓ) · · · γ(ui,j−1)γ(ui,j) se ui,j e´ uma varia´vel
γ(ui,ℓ) · · · γ(ui,j−1)γ(xi,j)
ω se ui,j = x
ω
i,j.
Deste modo, todas as varia´veis da forma ui,m etiquetadas sob δ por pseudopalavras
finitas sa˜o substitu´ıdas. Suponhamos agora que algum subtermo da forma ui,j =
xωi,j ainda permanece no novo sistema. Neste caso, δ(xi,j) e´ finita e substitu´ımos
ui,j por uma nova varia´vel zi,j e definimos δ1(zi,j) = δ(xi,j)
ω e γ1(zi,j) = γ(xi,j)
ω.
Depois de todas estas substituic¸o˜es serem feitas, o processo de construc¸a˜o de S1
fica conclu´ıdo. Ale´m disso, δ1 e´ claramente uma soluc¸a˜o de S1 mo´dulo LSl com








Por hipo´tese LSl e´ ST κ-redut´ıvel. Portanto, existe uma κ-soluc¸a˜o δ′1 =
δ′1(S1, δ1,M) de S1 mo´dulo LSl com respeito a (γ1, ψ) satisfazendo as condic¸o˜es
(ST.1) a (ST.3). Usamos δ′1 para construir uma κ-soluc¸a˜o δ
′, do sistema original
S, mo´dulo LSl com respeito a (γ, ψ) como segue. Seja x ∈ X.
• Se δ(x) e´ finita, enta˜o definimos δ′(x) = δ(x).
• Se δ(x) e´ infinita e x na˜o ocorre em qualquer equac¸a˜o do sistema original S,
enta˜o definimos δ′(x) = δ′1(x).
• Suponhamos que δ(x) e´ infinita e que x ocorre em (alguma equac¸a˜o de) S.
Note-se que x pode ter va´rias ocorreˆncias em S. Veremos que cada uma dessas
ocorreˆncias determina um candidato para δ′(x) e vamos provar que todos os
candidatos sa˜o iguais quando projectados em ΩALSl, donde qualquer um dos
candidatos pode ser escolhido para ser o valor de δ′(x).
Seja ui,j uma ocorreˆncia de x. Se o subtermo ui,j na˜o foi substitu´ıdo nas





um candidato para δ′(x). Caso contra´rio ui,j (o subtermo (7.20) para sermos
mais precisos) foi substitu´ıdo pela nova varia´vel yi,j. Neste caso δ1(yi,j) = uπi,j,
onde u = δ(ui,ℓ) · · · δ(ui,j−1) ∈ A
+ e πi,j = δ(ui,j). Por (7.21), M > |u|.






AS e´ tal que
ψ(πi,j) = ψ(π
′
i,j), e tomamos π
′
i,j como um candidato para δ
′(x).
Suponhamos agora que π′i1,j1 e π
′
i2,j2
sa˜o dois candidatos para δ′(x). Segue ime-
diatamente da definic¸a˜o dos candidatos e da segunda parte da condic¸a˜o (ST.3)
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que LSl |= π′i1,j1 = π
′
i2,j2
. Portanto, escolhemos para δ′(x) qualquer um dos
seus candidatos.
Por construc¸a˜o δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl com respeito a (γ, ψ).
De facto, a igualdade ψ ◦ δ′ = γ e´ uma simples consequeˆncia de ψ ◦ δ = γ. Ale´m
disso, pelo acima exposto, deve ser claro que para mostrar que
∀i ∈ {1, . . . , h} LSl |= δ′(ui,1 · · ·ui,pi) = δ
′(ui,pi+1 · · ·ui,qi)
basta verificar que:
(a) LSl |= δ′1(yi,j) = δ
′(ui,ℓ · · ·ui,j) para toda a substituic¸a˜o da forma
ui,ℓ · · ·ui,j 7→ yi,j;
(b) LSl |= δ′1(zi,j) = δ
′(ui,j) para toda a substituic¸a˜o da forma ui,j 7→ zi,j.
Reparemos que para (a) temos dois casos a considerar (podemos ter ui,j uma
varia´vel ou ui,j um subtermo da forma x
ω
i,j), enquanto para (b) o u´nico caso a
considerar e´ quando ui,j e´ um subtermo da forma x
ω
i,j. Sendo o outro caso ana´logo,
apenas provamos este resultado quando ui,j e´ um subtermo da forma x
ω
i,j, donde
xi,j ∈ X e´ uma varia´vel tal que δ(xi,j) e´ uma pseudopalavra finita.
Para (a), temos δ1(yi,j) = uδ(xi,j)
ω, onde u = δ(ui,ℓ) · · · δ(ui,j−1) ∈ A
+. Logo,
pela condic¸a˜o (ST.2), LSl satisfaz δ′1(yi,j) = δ1(yi,j) e portanto tambe´m satisfaz
δ′1(yi,j) = δ
′(ui,ℓ · · ·ui,j) pois, pela definic¸a˜o de δ
′, δ′(xi,j) = δ(xi,j) e δ
′(ui,m) =
δ(ui,m) para todo o m ∈ {ℓ, . . . , j − 1}.
Para (b), temos δ1(zi,j) = δ(xi,j)
ω e, usando de novo (ST.2), deduzimos
sucessivamente que
LSl |= δ′1(zi,j) = δ1(zi,j) = δ(xi,j)
ω = δ′(xi,j)
ω = δ′(ui,j).
Portanto δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl com respeito a (γ, ψ). Para
concluir a demonstrac¸a˜o da proposic¸a˜o note-se que para cada varia´vel x ∈ X,
δ′(x) e´ infinita quando δ(x) e´ infinita.
Para realizar a nossa u´ltima reduc¸a˜o no problema e´ necessa´rio introduzir
alguma notac¸a˜o. Apesar de irmos reduzir a um sistema mais complicado, isso
vai simplificar a descric¸a˜o da soluc¸a˜o do problema. Assumimos que sa˜o dados um
sistema e uma soluc¸a˜o da forma (7.15). Note-se primeiro que tambe´m podemos
assumir que, se LSl e´ ST κ-redut´ıvel, enta˜o cada varia´vel x ∈ X tem uma e ape-
nas uma ocorreˆncia em S. De facto, se uma varia´vel na˜o ocorre em S podemos
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removeˆ-la do conjunto X. Por outro lado, se uma varia´vel x possui mais do que
uma ocorreˆncia em S, enta˜o podemos substituir cada ocorreˆncia extra de x por
uma nova varia´vel etiquetada por δ(x). Se y e´ uma dessas novas varia´veis e δ′1 e´
uma κ-soluc¸a˜o do novo sistema, enta˜o LSl |= δ′1(x) = δ
′
1(y) pela condic¸a˜o (ST.3).
Logo, para cada varia´vel x ∈ X, podemos escolher δ′(x) = δ′1(x) para obter uma
soluc¸a˜o do sistema original S.
No restante do cap´ıtulo vamos introduzir va´rios paraˆmetros associados aos
elementos de X. Para um tal paraˆmetro f e uma varia´vel x ∈ X, o valor de x
por f sera´ denotado por fx. Quando estamos interessados em identificar a (u´nica)
posic¸a˜o onde x ocorre em S, digamos quando x = xi,j, denotaremos fx tambe´m
por fi,j (e adoptaremos livremente esta dupla notac¸a˜o).
Definic¸a˜o 7.5.10 (palavras kx, dx, w(i,j) e conjuntos KS, DS, WS) Para
cada varia´vel x, denotamos por kx ∈ A
N e dx ∈ A
−N as projecc¸o˜es de δ(x)
em ΩAK e ΩAD, respectivamente, e definimos
KS = {kx | x ∈ X} e DS = {dx | x ∈ X}.
Para cada par de inteiros (i, j) com i ∈ {1, . . . , h} e j ∈ {2, . . . , pi, pi +
2, . . . , qi}, denotamos por w(i,j) a palavra biinfinita
w(i,j) = di,j−1 · ki,j
que e´ determinada pelo factor xi,j−1xi,j da i-e´sima equac¸a˜o de S (i.e., w(i,j) =
←−−−−−−−−→
δ(xi,j−1)δ(xi,j)), e representamos por WS o conjunto de todas estas palavras w(i,j).
Para cada i ∈ {1, . . . , h} definimos ainda
Ki(0) = {ki,j | j = 1, . . . , pi}, Ki(1) = {ki,j | j = pi + 1, . . . , qi},
Di(0) = {di,j | j = 1, . . . , pi}, Di(1) = {di,j | j = pi + 1, . . . , qi},
Wi(0) = {w(i,j) | j = 2, . . . , pi}, Wi(1) = {w(i,j) | j = pi + 2, . . . , qi}.
Note-se que WS pode ser vazio (quando cada equac¸a˜o e´ do tipo xi,1 = xi,2).
Este caso e´ mais simples e poderia ser tratado separadamente. No entanto,
para evitar considerar dois casos, podemos assumir que este conjunto e´ na˜o
vazio uma vez que pod´ıamos, por exemplo, proceder como na demonstrac¸a˜o da
Proposic¸a˜o 7.5.9 e multiplicar ambos os membros de pelo menos uma equac¸a˜o de
S por uma nova varia´vel #.
Dizemos que duas palavras infinitas a` direita w1, w2 ∈ A
N sa˜o ultimamente
iguais se teˆm um sufixo v ∈ AN comum, ou seja, se w1 = u1v e w2 = u2v para
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algumas palavras u1, u2 ∈ A
∗. Como se pode facilmente verificar, a relac¸a˜o θ1
definida, para cada kx,ky ∈ KS, por
kxθ1ky se e so´ se kx e ky sa˜o ultimamente iguais
e´ uma equivaleˆncia sobre KS. O conceito de palavras infinitas a` esquerda ulti-
mamente iguais pode ser introduzido simetricamente. Uma equivaleˆncia θ0 sobre
DS tambe´m pode ser definida por simetria.
Note-se que, como δ e´ uma soluc¸a˜o de S mo´dulo K e tambe´m mo´dulo D,
temos as igualdades
ki,1 = ki,pi+1 e di,pi = di,qi para todo o i ∈ {1, . . . , h}. (7.22)
Definic¸a˜o 7.5.11 (sistema sincronizado) Dizemos que o par (S, δ) esta´ sin-
cronizado se as seguintes condic¸o˜es sa˜o verificadas:
(Si.1) se dx e dy sa˜o duas palavras ultimamente iguais de DS, enta˜o dx = dy.
Ale´m disso, se dx e´ ultimamente perio´dica, enta˜o dx = u
−∞ onde u e´ uma
palavra de Lyndon;
(Si.2) se w(i,j),w(ℓ,m) ∈ WS sa˜o tais que w(i,j) ∼ w(ℓ,m), enta˜o w(i,j) = w(ℓ,m);
(Si.3) Wi(0) =Wi(1) para todo o i. Portanto, por (7.22), tambe´m Ki(0) = Ki(1)
e Di(0) = Di(1);
(Si.4) Wi(0) conte´m o conjunto Bδ(xi,j) dos factores biinfinitos na˜o perio´dicos de
δ(xi,j), para toda a varia´vel xi,j tal que δ(xi,j) e´ uma κ-palavra quando
projectada em ΩALSl;
(Si.5) WS na˜o conte´m palavras perio´dicas.
Quando a soluc¸a˜o esta´ subentendida, dizemos simplesmente que o sistema S
esta´ sincronizado.
Definic¸a˜o 7.5.12 (κ-redutibilidade TT) Dizemos que LSl e´ TT (“terceiro
tipo”) κ-redut´ıvel se, para todo o par sincronizado (S, δ) e todo o inteiro M ≥ 1,
existe uma κ-soluc¸a˜o δ′ = δ′(S, δ,M) mo´dulo LSl com respeito a (γ, ψ) tal que
para cada varia´vel x ∈ X,
(TT.1) δ′(x) e´ infinita;
(TT.2) se K |= δ(x) = vuω, onde u 6= 1 e v sa˜o palavras finitas, enta˜o K |=
δ′(x) = δ(x);
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(TT.3) se D |= δ(x) = uω, onde u 6= 1 e´ uma palavra finita, enta˜o D |= δ′(x) =
δ(x);
(TT.4) se LSl |= δ(x) = w para alguma κ-palavra w, enta˜o LSl |= δ′(x) = δ(x);
(TT.5) se δ(x) = uπ, onde u ∈ A∗ com |u| ≤ M e π ∈ ΩAS, enta˜o δ
′(x) = uπ′
onde π′ ∈ ΩκAS e´ tal que ψ(π) = ψ(π
′).
Ale´m disso, se y e´ uma outra varia´vel, v ∈ A∗ com |v| ≤M e ρ ∈ ΩAS sa˜o
tais que δ(y) = vρ e LSl |= π = ρ, enta˜o δ′(y) = vρ′ onde ρ′ ∈ ΩκAS e´ tal
que ψ(ρ) = ψ(ρ′) e LSl |= π′ = ρ′. Em particular, se LSl |= δ(x) = δ(y),
enta˜o LSl |= δ′(x) = δ′(y).
Vamos provar nas restantes subsecc¸o˜es que LSl e´ TT κ-redut´ıvel. Por agora
mostramos que de facto a κ-redutibilidade TT de LSl implica a κ-redutibilidade
completa de LSl.
Proposic¸a˜o 7.5.13 Se LSl e´ TT κ-redut´ıvel, enta˜o LSl e´ completamente κ-
-redut´ıvel.
Demonstrac¸a˜o. Pela Proposic¸a˜o 7.5.9, basta mostrar que a κ-redutibilidade
TT implica a κ-redutibilidade ST de LSl. Assim, seja S um sistema finito, seja δ
uma soluc¸a˜o de S mo´dulo LSl com respeito a um par (γ, ψ) do tipo (7.15), e seja
M ≥ 1 um inteiro. Mostramos primeiro que podemos reduzir ao caso em que o
sistema e a soluc¸a˜o verificam as condic¸o˜es (Si.1)-(Si.4).
De facto, para (Si.1), seja Θ uma θ0-classe arbitra´ria. Enta˜o existe uma
palavra sΘ ∈ A
−N e existem palavras ux ∈ A
∗, para cada varia´vel x com dx ∈ Θ,
tais que
dx = sΘux.
Note-se que, se dx e´ ultimamente perio´dica, enta˜o podemos escolher sΘ da forma
u−∞ onde u ∈ A+ e´ o u´nico per´ıodo de dx que e´ uma palavra de Lyndon. Logo
existe uma pseudopalavra ρΘ (cuja projecc¸a˜o em ΩAD e´ sΘ) e, para cada varia´vel
x com dx ∈ Θ, existem pseudopalavras πx tais que δ(x) = πxρΘux. Procedendo
novamente como na demonstrac¸a˜o da Proposic¸a˜o 7.5.9 se necessa´rio, podemos
assumir que para cada tal varia´vel x existe uma varia´vel x′ tal que xx′ ocorre
em S. Substitu´ımos as varia´veis x e x′ pelas varia´veis x1 e x
′
1, respectivamente,
e definimos δ1(x1) = πxρΘ e δ1(x
′
1) = uxδ(x
′). Isto define uma soluc¸a˜o δ1 de
um novo sistema S1 satisfazendo a condic¸a˜o (Si.1). Seja M1 > M + |ux|. Se
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δ′1 = δ
′
1(S1, δ1,M1) e´ uma κ-soluc¸a˜o deste novo sistema e verifica as condic¸o˜es
(ST.1)-(ST.3), enta˜o por (ST.3) δ′1(x
′






para alguma pseudopalavra π′x′ , donde podemos obter uma κ-soluc¸a˜o δ
′ =
δ′(S, δ,M) de S satisfazendo as condic¸o˜es (ST.1)-(ST.3) tomando δ′(x) = δ′1(x1)ux
e δ′(x′) = π′x′ . Portanto podemos assumir que S verifica a condic¸a˜o (Si.1). Note-se
que o dual da condic¸a˜o (Si.1) para palavras ultimamente iguais de KS na˜o pode
ser assumido, pois na˜o pode ser garantido em simultaˆneo com (Si.1).
A condic¸a˜o (Si.2) e´ uma consequeˆncia de (Si.1) no caso em que w(i,j),w(ℓ,m) ∈
WS sa˜o palavras tais que w(i,j) ∼ w(ℓ,m) e w(i,j) na˜o e´ ultimamente perio´dica
a` esquerda (nem w(ℓ,m)). Se w(i,j) = di,j−1 · ki,j e´ ultimamente perio´dica a`
esquerda, enta˜o w(ℓ,m) = dℓ,m−1 · kℓ,m tambe´m e´ ultimamente perio´dica a`
esquerda e, por (Si.1),
di,j−1 = dℓ,m−1 = u
−∞
onde u e´ uma palavra de Lyndon. Uma vez que w(i,j) ∼ w(ℓ,m), podemos assumir,
sem perda de generalidade, que kℓ,m = u
pki,j para algum inteiro p ≥ 0. Assim,
como no caso da condic¸a˜o (Si.1), podemos transferir o sufixo up de δ(xi,j−1) para
δ(xi,j). Isto na˜o altera o valor de di,j−1 e torna kℓ,m = ki,j, donde w(i,j) = w(ℓ,m)
no novo sistema. Podemos portanto assumir que (Si.1) e (Si.2) sa˜o verificadas
por S.
Note-se agora que, pelo Lema 4.1.4, podemos assumir que uma palavra w(i,j)
pertence a Wi(0) se e so´ se existe uma palavra w(i,m) em Wi(1) tal que w(i,j) ∼
w(i,m). Assim, a igualdadeWi(0) =Wi(1) e´ uma consequeˆncia da condic¸a˜o (Si.2),
o que mostra que a condic¸a˜o (Si.3) tambe´m pode ser assumida.
Seja x = xi,j uma varia´vel tal que δ(x) e´ uma κ-palavra quando projectada em
ΩALSl. O conjunto Bδ(x) dos factores biinfinitos na˜o perio´dicos de δ(x) e´ finito.
Portanto, como cada elemento de Bδ(x) e´ um factor de δ(xi,1 · · ·xi,pi), podemos
assumir, novamente pelo Lema 4.1.4, que Bδ(x) ⊆ Wi(0). Logo podemos assumir
que S verifica as condic¸o˜es (Si.1)-(Si.4), o que conclui a reduc¸a˜o.
Suponhamos agora que WS conte´m uma palavra perio´dica w(i,j) = u
∞. Enta˜o
di,j−1 = u
−∞ e ki,j = u
+∞. Consideramos uma nova letra bu e modificamos o
sistema de equac¸o˜es introduzindo uma nova varia´vel yℓ,m, etiquetada por b
ω
u ,
entre todos os pares de varia´veis xℓ,m−1 e xℓ,m (e assim, em particular, entre
xi,j−1 e xi,j) tais que w(ℓ,m) = u
∞. Iterando este procedimento, e visto que
por (Si.3) Wi(0) = Wi(1) para todo o i, obtemos um novo sistema S1 e uma
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nova soluc¸a˜o δ1 mo´dulo LSl satisfazendo as condic¸o˜es (Si.1)-(Si.5). Por hipo´tese
LSl e´ TT κ-redut´ıvel. Portanto, existe uma κ-soluc¸a˜o δ′1 = δ
′
1(S1, δ1,M) deste
novo sistema que verifica as condic¸o˜es (TT.1)-(TT.5). Enta˜o por (TT.2) e (TT.3)
D |= δ′1(xℓ,m−1) = δ1(xℓ,m−1) = u
ω e K |= δ′1(xℓ,m) = δ1(xℓ,m) = u
ω, e por (TT.4)
LSl |= δ′1(yℓ,m) = δ1(yℓ,m) = b
ω
u . Portanto, a restric¸a˜o de δ
′
1 a X define claramente
uma κ-soluc¸a˜o mo´dulo LSl do sistema original S satisfazendo as condic¸o˜es (ST.1)-
(ST.3), o que conclui a demonstrac¸a˜o da proposic¸a˜o.
O objectivo do resto do cap´ıtulo e´ provar a κ-redutibilidade TT de LSl.
Assumimos, portanto, que S e´ um sistema finito e fixo de equac¸o˜es de palavras
da forma
xi,1 · · ·xi,pi = xi,pi+1 · · ·xi,qi (i = 1, . . . , h) (7.23)
onde cada xi,j e´ uma varia´vel, e δ e´ uma soluc¸a˜o de S mo´dulo LSl com res-
peito a um par (γ, ψ), etiquetando cada varia´vel por uma pseudopalavra infinita.
Assumimos ainda que este sistema e soluc¸a˜o esta˜o sincronizados e que cada
varia´vel ocorre exactamente uma vez em S. Supomos tambe´m que um inteiro
positivoM esta´ fixo (cf. Definic¸a˜o 7.5.12). O objectivo e´, portanto, construir uma
κ-soluc¸a˜o δ′ = δ′(S, δ,M) de S mo´dulo LSl com respeito a (γ, ψ) satisfazendo as
condic¸o˜es (TT.1) a (TT.5).
7.5.3 Regra de reduc¸a˜o
O algoritmo para a construc¸a˜o da κ-soluc¸a˜o δ′ sera´ pro´ximo, em algumas partes,
do utilizado por J. Costa e L. Teixeira em [35] para provar a κ-redutibilidade de
LSl.
Comec¸amos por dar uma descric¸a˜o geral do algoritmo. Seja n um inteiro
suficientemente grande (especificado mais a` frente). Para cada varia´vel x ∈ X
fixamos uma palavra wx ∈ A
+, dada pelo Lema 4.1.5, tal que wx ≡n δ(x) e
ψ(wx) = ψ(δ(x)). Quando estamos interessados em identificar a (u´nica) posic¸a˜o
onde x ocorre em S, digamos quando x = xi,j, denotaremos wxi,j tambe´m por
wi,j. Cada uma destas palavras wx sera´ transformada, de acordo com um pro-
cesso descrito na Subsec¸a˜o 7.5.5, num κ-termo de rank 1 ŵx tal que ǫ(ŵx) sera´
seleccionada para ser δ′(x). Este processo de transformac¸a˜o consiste de uma u´nica
regra de reduc¸a˜o, a qual substitui certos factores u de wx por certos κ-termos de




1 · · ·umu
′
m




1 · · ·umu
′
m. Prosseguimos com a descric¸a˜o da regra de reduc¸a˜o.
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Seja A¯ o alfabeto
A¯ = A ⊎ {u | u ∈ A+ e u esta´ definido por (7.10) ou por (7.11)}.
Seja w ∈ A¯+ \ A+. Note-se que se w ∈ A¯+ \ A+ enta˜o w e´ um κ-termo de
rank 1 de T κA. Dizemos que um factor w
′ de w e´ essencial se w′ e´ da forma u1zu2,
com u1, u2 ∈ A¯ \ A e z ∈ A
∗, e w′ na˜o e´ da forma uuℓu, com u = vω+mS dado
por (7.11) (i.e., w′ na˜o e´ igual a u sobre LSl). O u´nico prefixo de w da forma zu,
onde u ∈ A¯ \ A e z ∈ A∗, e´ denominado o prefixo essencial de w. A definic¸a˜o do
sufixo essencial de w e´ dual.
Definic¸a˜o 7.5.14 (regra de reduc¸a˜o) A regra de reduc¸a˜o (aplicada a termos
no alfabeto A¯) e´ a seguinte:
(R) t1u t2 → t1u t2, onde t1, t2 ∈ A¯
∗, u ∈ A+ e u esta´ definido.
Note-se que esta regra define um sistema Nœteriano, pois reduz o compri-
mento de termos no alfabeto A¯. Ale´m disso, ψ(t1u t2) = ψ(t1u t2). Como, pelo
Lema 4.1.5, S satisfaz δ(x) = wx, esta igualdade assegurara´ ψ ◦ δ
′ = γ. Portanto,
para obtermos uma κ-soluc¸a˜o δ′ de S mo´dulo LSl, basta-nos garantir que a pseu-
doidentidade δ′(xi,1 · · ·xi,pi) = δ
′(xi,pi+1 · · ·xi,qi), ou seja, a pseudoidentidade
ŵi,1 · · · ŵi,pi = ŵi,pi+1 · · · ŵi,qi , (7.24)
e´ verificada por LSl para todo o i ∈ {1, . . . , h}. Note-se que cada ŵi,j pode ser
encarado como uma palavra sobre A¯. Para provar que LI satisfaz (7.24) basta
assegurar que os prefixos essenciais de ŵi,1 e ŵi,pi+1 sa˜o os mesmos, e que os
sufixos essenciais de ŵi,pi e ŵi,qi tambe´m coincidem. Portanto, para garantir que
LSl verifica (7.24) e´ suficiente, pela Proposic¸a˜o 7.3.2, assegurar que as palavras
ŵi,1 · · · ŵi,pi e ŵi,pi+1 · · · ŵi,qi teˆm os mesmos factores essenciais.
7.5.4 Centros de S
Como mencionado na subsecc¸a˜o anterior, a κ-soluc¸a˜o δ′ sera´ definida, para cada
varia´vel x, como δ′(x) = ǫ(ŵx). Ale´m disso, pela definic¸a˜o da regra de reduc¸a˜o,




1 · · ·umu
′
m onde wx =
u′0u1u
′
1 · · ·umu
′
m.
O objectivo principal desta subsecc¸a˜o e´ determinar o prefixo lx = u
′
0u1 e o
sufixo rx = umu
′
m da palavra wx, ou seja, e´ identificar a primeira e a u´ltima
ocorreˆncias de factores de wx sobre os quais a regra (R) vai ser aplicada. Estas
utilizac¸o˜es da regra va˜o determinar o prefixo essencial e o sufixo essencial de ŵx.
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Note-se que wx e δ(x) teˆm o mesmo prefixo e o mesmo sufixo de comprimento
n. Assim sendo, vamos escolher um n suficientemente grande de modo a que as
palavras lx e rx tambe´m sejam um prefixo e um sufixo de δ(x) (o que e´ equivalente
a dizer que elas sa˜o um prefixo e um sufixo das projecc¸o˜es kx ∈ A
N e dx ∈ A
−N
de δ(x) em ΩAK e em ΩAD, respectivamente). Ale´m disso, como pela condic¸a˜o
(TT.5) queremos preservar prefixos de comprimento M , vamos impor |u′0| ≥M .
Note-se que, se a varia´vel acima referida x e´ tal que x = xi,j com j ∈












(que e´ o produto entre o sufixo essencial de ŵi,j−1 e o prefixo essencial de ŵi,j) e´ um
factor essencial de ŵi,j−1ŵi,j e portanto, como mencionado no final da subsecc¸a˜o




0u1 ocorra, na igualdade (7.24), no lado




0u1, que e´ ri,j−1li,j, sera´ denominada
um centro do sistema.
Seja Θ uma θ1-classe. Enta˜o existe uma palavra pΘ ∈ A
N e existem palavras
px ∈ A
∗, para cada varia´vel x com kx ∈ Θ, tais que
kx = pxpΘ. (7.25)
Fixamos uma factorizac¸a˜o como em (7.25) satisfazendo determinadas condic¸o˜es.
Primeiro, assumimos que o comprimento de cada palavra px e´ pelo menosM . Em
seguida, se y e´ uma varia´vel tal que kx = ky, enta˜o definimos px = py. Ale´m disso,
se kx e´ ultimamente perio´dica, enta˜o assumimos que pΘ = u
+∞ onde u ∈ A+ e´ o
u´nico per´ıodo de kx que e´ uma palavra de Lyndon. Outras condic¸o˜es que (7.25)
tem de satisfazer sera˜o impostas abaixo.
Por outro lado, e uma vez que a condic¸a˜o (Si.1) e´ va´lida, para cada θ0-classe
Θ e cada varia´vel x tal que dx ∈ Θ, existe uma factorizac¸a˜o
dx = sΘ, (7.26)
com sΘ ∈ A
−N tal que, se dx e´ ultimamente perio´dica, enta˜o sΘ = v
−∞ onde
v ∈ A+ e´ o u´nico per´ıodo de dx que e´ uma palavra de Lyndon.
Definic¸a˜o 7.5.15 (palavras lx, l̂x, rx, r̂x, c(i,j), ĉ(i,j) e conjunto CS) Seja x
uma varia´vel. Fixamos um prefixo lx de kx, e um κ-termo de rank 1 l̂x, como
segue
lx = pxuΘ e l̂x = pxuΘ (7.27)
onde:
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• Θ e´ a θ1-classe de x;
• se pΘ na˜o e´ ultimamente perio´dica, enta˜o uΘ e´ o prefixo de pΘ de comprimento
k e uΘ e´ dado por (7.10);
• se pΘ = u
+∞ e´ ultimamente perio´dica, enta˜o uΘ = u




e´ dado por (7.11). Neste caso, dizemos que lx e´ ultimamente perio´dica e a
palavra u e´ denominada o per´ıodo de lx.
Note-se que, em particular, as palavras lx podem ser escolhidas de modo que
kx = ky ⇐⇒ lx = ly e l̂x = l̂y. (7.28)
Tambe´m fixamos um sufixo rx de dx, e um κ-termo de rank 1 r̂x, como segue




• Θ e´ a θ0-classe de x;




Θ e´ um sufixo de sΘ, onde
|v′Θ| = k, e v
′
Θ e´ determinado por (7.10);
• se sΘ = v
−∞ e´ ultimamente perio´dica, enta˜o vΘ = v




determinado por (7.11). Neste caso, dizemos que rx e´ (ultimamente) perio´dica
e a palavra v e´ denominada o per´ıodo de rx.
Note-se que, em particular, as palavras rx podem ser escolhidas de modo que
dx = dy ⇐⇒ rx = ry e r̂x = r̂y. (7.30)
Finalmente, para um par de inteiros (i, j) com i ∈ {1, . . . , h} e j ∈ {2, . . . , pi,
pi + 2, . . . , qi}, definimos
c(i,j) = ri,j−1li,j e ĉ(i,j) = r̂i,j−1l̂i,j (7.31)
e denotamos por CS o conjunto de todas estas palavras c(i,j).
Note-se que a palavra c(i,j) e´ um centro de w(i,j). Para ale´m disso,
w(i,j) = w(ℓ,m) ⇐⇒ c(i,j) = c(ℓ,m) ⇐⇒ ĉ(i,j) = ĉ(ℓ,m). (7.32)
O conjunto CS sera´ referido como sendo o conjunto dos centros de S. Um centro
c(i,j) sera´ chamado ultimamente perio´dico quando a palavra w(i,j) e´ ultimamente
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perio´dica (ou equivalentemente ri,j−1 e li,j sa˜o ultimamente perio´dicas). Em tal
caso c(i,j) e´ da forma v
mSpi,ju
mS . Note-se que, por (Si.5), nenhuma das palavras
w(i,j) e´ uma palavra perio´dica. Por esta raza˜o, diremos que os centros ultima-
mente perio´dicos c(i,j) = v
mSpi,ju
mS de CS sa˜o na˜o perio´dicos, significando que
v 6= u ou, v = u e pi,j na˜o e´ uma poteˆncia de v.
As palavras c(i,j) e rx tambe´m teˆm de satisfazer as treˆs condic¸o˜es seguintes:
(Ce.1) se c(ℓ,m) e w(i,j) sa˜o ultimamente perio´dicas e w(ℓ,m) 6= w(i,j), enta˜o c(ℓ,m)
na˜o e´ um factor de w(i,j);
(Ce.2) para todo o w(i,j) ∈ WS e toda a varia´vel x, se w(i,j) na˜o e´ um factor
biinfinito de δ(x), enta˜o c(i,j) na˜o e´ um factor de δ(x);
(Ce.3) |rx| ≥ Q para toda a varia´vel x, onde Q e´ um inteiro positivo nas condic¸o˜es
do Lema 7.4.6 para B = WS.
Uma vez que a palavra c(i,j) e´ um centro do elemento w(i,j) de B = WS, e
como |ri,j| ≥ Q pela u´ltima condic¸a˜o acima, o Lema 7.4.6 garante a existeˆncia de
uma extensa˜o a` direita −−→c(i,j) de c(i,j) tal que, para todos os w(i,j),w(ℓ,m) ∈ WS, e
para toda a palavra w ∈ A+,
se duas ocorreˆncias distintas de c(i,j) e c(ℓ,m) sa˜o permitidas em w
em relac¸a˜o a −−→c(i,j) e
−−−→c(ℓ,m) respectivamente, enta˜o essas ocorreˆncias
de c(i,j) e c(ℓ,m) sa˜o disjuntas.
(7.33)
A extensa˜o a` direita −−→c(i,j) de c(i,j) sera´ designada por centro estendido de w(i,j).
Finalmente, fixamos o inteiro n, mencionado no in´ıcio da Subsecc¸a˜o 7.5.3.
Definic¸a˜o 7.5.16 (constantes L e n e palavras wx) Seja L um inteiro maior
do que os comprimentos de todas as palavras lx, rx, c(i,j) e
−−→c(i,j). Enta˜o fixamos
um inteiro n > 3L + k′′ e, para cada varia´vel x, fixamos uma palavra wx ∈ A
+
tal que wx ≡n δ(x) e ψ(wx) = ψ(δ(x)).
7.5.5 Transformac¸o˜es nas palavras wx
Nesta subsecc¸a˜o descrevemos o algoritmo que permite transformar cada palavra
wx num κ-termo de rank 1 ŵx, sendo depois δ
′(x) definido como ǫ(ŵx). Recorde-
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para algum w′x ∈ A
+.
Uma varia´vel y tal que δ(y) e´ uma κ-palavra quando projectada em ΩALSl sera´
denominada, a partir de agora, uma κ-varia´vel. Apesar do nosso procedimento
para obter ŵx ser gene´rico, preferimos apresentar primeiro o caso sugestivo em
que x e´ uma κ-varia´vel. Comec¸amos por ilustrar este caso com um exemplo.
Exemplo 7.5.17 Suponhamos que x e´ uma varia´vel tal que
LSl |= δ(x) = dωadωbdω (7.35)
com a, b, d ∈ A, donde Bδ(x) = {d
−∞ad+∞, d−∞bd+∞} ⊆ WS por (Si.4). Logo, pela
Definic¸a˜o 7.5.15, dmSdℓadmS , dmSdℓbdmS ∈ CS para algum inteiro ℓ.
Note-se que (7.35) na˜o significa que δ(x) e´ uma κ-palavra. Isto e´ ilustrado pelo
seguinte exemplo (que emergiu numa colaborac¸a˜o de J. Costa com J. Almeida e M.




ω · · · aid
ω, onde a1a2a3 · · · = abaababaabaababaababa · · · ∈ {a, b}
N
e´ a palavra de Fibonacci.
Pela definic¸a˜o, wx verifica δ(x) ≡n wx. Logo, existem inteiros positivos p, i1,
. . . , ip tais que wx = d
i1b1d
i2 · · · bpd
ip com {b1, . . . , bp} = {a, b}. Pela escolha de
n segue-se que lx = rx = d
mS e wx = lxd
i′1c1d
i′2 · · · cpd

















que e´ claramente igual a δ(x) sobre LSl. Assim δ′(x) = ǫ(ŵx) verifica (TT.4).
Primeiro Caso: x e´ uma κ-varia´vel. Note-se que isto e´ equivalente a dizer que










p em forma reduzida.
Logo, cada ui e´ uma palavra de Lyndon e Bδ(x) = {wi | i = 1, . . . , p − 1},






i+1. Portanto, pela Definic¸a˜o 7.5.15 e como o sistema S esta´
sincronizado, podemos assumir que u′p e´ a palavra vazia e que, para cada i ∈









algum inteiro ℓi. Ale´m disso, por (7.32), ci = cj se e so´ se wi = wj.
Lema 7.5.18 Toda a ocorreˆncia de um centro ci em wx e´ uma ocorreˆncia
permitida disjunta de lx e de rx.
Demonstrac¸a˜o. Fixemos uma ocorreˆncia ci = wx[m,m







i+1 em wx. O facto de que δ(x) ≡n wx e LSl |= δ(x) = ǫ(t) implica que





1 teˆm o mesmo prefixo de comprimento n. Agora, podemos assumir que
mS e´ maior do que |u
′
0|, pois mS pode ser escolhido ta˜o grande quanto se queira.
Por outro lado ci e´ na˜o perio´dico, por (Si.5), e n > 3max{|lx|, |ci|}. Portanto,
a ocorreˆncia de ci e´ necessariamente disjunta de lx. Simetricamente, toda a
ocorreˆncia de ci e´ disjunta de rx. Para ale´m disso como n > 3|
−→ci |, para o centro
estendido −→ci de ci, e |
−→ci | > |ci|, ci na˜o ocorre no sufixo de wx de comprimento




tal que |c′i| = |
−→ci |. Note-se que









para alguma palavra v ∈ A+, e que c′i e´ um factor de ǫ(t) pois δ(x) ≡n wx.






j+1 de t. Como






i+1 na˜o e´ um factor
de u−∞j nem de u
+∞
j+1. Portanto, como mS e´ arbitrariamente grande, podemos
concluir que o prefixo u′ de ci (e de u
mS
i ) de comprimento |ui| + |uj| ocorre em
u−∞j . Assim, u
′ e´ um prefixo comum de uma poteˆncia de ui e de uma poteˆncia
de uma conjugada u¯j de uj. Logo, pelo Teorema de Fine e Wilf, ui e u¯j sa˜o
poteˆncias de uma mesma palavra. Como ui e u¯j sa˜o ambas palavras primitivas
resulta que ui = u¯j e, consequentemente, u¯j e´ uma palavra de Lyndon. Mas u¯j e´
uma conjugada da palavra de Lyndon uj, donde u¯j = uj. Conclu´ımos portanto
que ui = uj. Por simetria, tambe´m deduzimos que um sufixo suficientemente
grande de ci ocorre em u
+∞
j+1, o que como acima permite concluir que ui+1 = uj+1.
Ale´m disso isto tambe´m permite deduzir, juntamente com o facto de que c′i = civ
e´ uma extensa˜o a` direita de ci, que o sufixo v de c
′
i e´ da forma v = u
mi+1
i+1 u¯ para
algum inteiro mi+1 > 0 e algum prefixo u¯ de ui+1. Portanto c
′
i =
−→ci , o que
prova que a ocorreˆncia fixa ci = wx[m,m
′] e´ uma ocorreˆncia permitida e conclui
a demonstrac¸a˜o.
Uma consequeˆncia deste lema e´ que as ocorreˆncias de centros ci em wx sa˜o
disjuntas duas a duas. Ale´m disso, com argumentos similares aos da prova do



















• q ≥ 1, v′0 = u
′





i+1 | i = 1, . . . , q − 1} = Bδ(x);
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1 para algum inteiro ℓ1 ≥ 0 e uΘ = v
mS
1 , rx = vΘ = v
mS
q ;

















































































q . Agora, a
Proposic¸a˜o 7.3.2 juntamente com as igualdades acima, mostram que a pseudoiden-
tidade ǫ(ŵx) = δ(x) e´ satisfeita por LSl. Portanto, definindo δ
′(x) = ǫ(ŵx), as
condic¸o˜es (TT.1) a (TT.4) sa˜o va´lidas para esta varia´vel x.
Para verificar que (TT.5) tambe´m e´ va´lida para esta varia´vel x, suponhamos
que δ(x) = w1π, onde w1 ∈ A
∗ e π ∈ ΩAS com |w1| ≤ M . Como |px| ≥ M por
definic¸a˜o (ver as condic¸o˜es assumidas no para´grafo abaixo de (7.25)), existe uma
factorizac¸a˜o px = w1w
′
1, e podemos assumir seguramente que wx foi escolhido




2 · · · cfqv
i′q







2 · · · ĉfqv
i′q







2 · · · cfqv
i′q
q rx) = ψ(π
′).
Suponhamos agora que y e´ uma outra varia´vel e que δ(y) = w2ρ, onde w2 ∈ A
∗ e
ρ ∈ ΩAS sa˜o tais que |w2| ≤ M e LSl |= π = ρ. Como δ(x) = w1π, δ
′(x) = w1π
′
e LSl |= δ(x) = δ′(x), segue do Corola´rio 4.1.3 que LSl |= π = π′, donde LSl |=
δ(y) = w2ρ = w2π = w2π
′. Portanto, δ(y) e´ uma κ-palavra quando projectada
em ΩALSl e, como anteriormente para x, deduzimos que LSl |= δ
′(y) = δ(y).
Logo, δ′(y) = w2ρ
′ para algum ρ′ ∈ ΩκAS, e LSl |= ρ
′ = ρ = π = π′, o que prova
que (TT.5) e´ verificada por x.
Reparemos que no Primeiro Caso ficou provado, em particular, que se x e´
uma κ-varia´vel enta˜o LSl |= δ′(x) = δ(x). Assim, tendo em conta o exposto na
Secc¸a˜o 7.2, o seguinte resultado segue como uma consequeˆncia do Primeiro Caso.
Corola´rio 7.5.19 A pseudovariedade LSl e´ κ-plena.
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Segundo Caso: x na˜o e´ uma κ-varia´vel. Neste caso aplicamos o seguinte
algoritmo:
Passo 1. Comec¸amos por localizar em wx todas as ocorreˆncias permitidas dos
centros c(ℓ,m) de S (em relac¸a˜o a`s suas extenso˜es a` direita
−−−→c(ℓ,m)). Como observado
anteriormente, as ocorreˆncias permitidas de centros sa˜o disjuntas. Ale´m disso,
uma vez que podemos escolher as extenso˜es a` direita −−−→c(ℓ,m) ta˜o grandes quanto
queremos, podemos assumir que qualquer ocorreˆncia permitida em wx de um
centro e´ disjunta do sufixo rx de wx. Por outro lado, afirmamos que qualquer
ocorreˆncia permitida em wx de um centro e´ disjunta do prefixo lx de wx. De
facto, suponhamos que x = xi,j. Podemos assumir que j 6∈ {1, pi + 1} pois, caso
contra´rio, poder´ıamos reduzir a um novo sistema multiplicando (a` esquerda) a
i-e´sima equac¸a˜o de S por uma nova varia´vel # etiquetada por bω com b uma nova
letra. Portanto c(i,j) = ri,j−1lx. Se existisse uma ocorreˆncia permitida em wx de
um centro c(ℓ,m), na˜o disjunta do prefixo lx, enta˜o seria uma ocorreˆncia permitida
em ri,j−1wx de c(ℓ,m), na˜o disjunta do prefixo c(i,j) = ri,j−1lx de ri,j−1wx. Isto na˜o
e´ poss´ıvel, o que prova a afirmac¸a˜o. Note-se que podemos assumir na˜o apenas que
as ocorreˆncias de centros permitidos sa˜o disjuntas, mas que sa˜o, para ale´m disso,
separadas por factores de comprimento pelo menos 3k − 1 (para isso bastaria
considerar centros estendidos grandes).
Este procedimento determina uma u´nica factorizac¸a˜o
wx = lxwx,0cx,1wx,1cx,2 · · · cx,ixwx,ixrx (7.38)
de wx tal que ix ≥ 0 e
• cx,1, . . . , cx,ix sa˜o centros de S, chamados os centros permitidos de wx;
• wx,0, wx,1, . . . , wx,ix ∈ A
∗ com |wx,j| ≥ 3k − 1;
• a factorizac¸a˜o conte´m todas as ocorreˆncias permitidas dos centros de S em wx.
Em seguida, usamos esta factorizac¸a˜o de wx para transformar wx no seguinte
κ-termo
wx(1) = l̂xwx,0ĉx,1wx,1ĉx,2 · · · ĉx,ixwx,ix r̂x. (7.39)
Isto conclui o primeiro passo do algoritmo.
Note-se que no Primeiro Caso (ver equac¸a˜o (7.37) acima), o algoritmo terminou
neste ponto. Isso aconteceu porque ǫ(ŵx) tinha os mesmos factores biinfinitos
(todos eles ultimamente perio´dicos) e a mesma projecc¸a˜o em LI que δ(x), e esse
foi o objectivo. Neste caso e´ preciso ir mais ale´m e transformar tambe´m (algumas
das) palavras wx,j.
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Note-se tambe´m que a necessidade de localizar todas as ocorreˆncias permitidas de
centros c(ℓ,m) em cada wx, que e´ ilustrada em (7.36) para κ-varia´veis, e´ para garan-
tir que ambos os membros da pseudoidentidade (7.24) tera˜o os mesmos factores
essenciais, i.e., factores da forma uzv. De facto, cada ocorreˆncia permitida de
c(ℓ,m) sera´ transformada em ĉ(ℓ,m) que e´ deste tipo uzv. Por outro lado c(ℓ,m) tem
uma ocorreˆncia permitida na palavra wi,1 · · ·wi,pi se e so´ se tem uma ocorreˆncia
permitida em wi,pi+1 · · ·wi,qi , o que garante que ĉ(ℓ,m) e´ um factor de ŵi,1 · · · ŵi,pi
se e so´ se e´ um factor de ŵi,pi+1 · · · ŵi,qi . Contudo, o nu´mero de ocorreˆncias
permitidas de c(ℓ,m) em wi,1 · · ·wi,pi e wi,pi+1 · · ·wi,qi pode ser muito diferente.
Por exemplo, wi,1 · · ·wi,pi pode ter exactamente uma ocorreˆncia ao passo que
wi,pi+1 · · ·wi,qi pode ter muitas; portanto, neste caso, se na˜o substitu´ıssemos cada
ocorreˆncia permitida de c(ℓ,m) em wi,pi+1 · · ·wi,qi por ĉ(ℓ,m), correr´ıamos o risco
de criar, noutros passos do algoritmo, novos factores essenciais em ŵi,pi+1 · · · ŵi,qi
que poderiam na˜o ser obtidos em ŵi,1 · · · ŵi,pi .
Passo 2. Neste passo transformamos as palavras wx,j (j ∈ {0, . . . , ix}) na facto-
rizac¸a˜o (7.39) de wx(1). Na realidade, nem todas essas palavras sera˜o transfor-
madas. Para cada q ∈ {1, . . . , ix}, cx,q e´ algum centro c(ℓ,m) e c(ℓ,m) = rℓ,m−1lℓ,m.
Em seguida, denotamos rx,q = rℓ,m−1 e lx,q = lℓ,m donde cx,q = rx,qlx,q, e denota-
mos ainda rx,ix+1 = rx e lx,0 = lx. Seguindo o procedimento do Primeiro Caso,
na˜o vamos transformar as palavras wx,j para as quais lx,j e rx,j+1 sa˜o ultimamente
perio´dicas com o mesmo per´ıodo, digamos u, e wx,j e´ uma poteˆncia de u. Note-se
que neste caso
LSl |= l̂x,jwx,j r̂x,j+1 = l̂x,j.
Assim, consideramos uma palavra wx,j (j ∈ {0, . . . , ix}) que na˜o e´ desta forma e
mostramos como transforma´-la num κ-termo de rank 1 ŵx,j. Isto sera´ feito em
quatro subpassos, que reproduzem [35, Subsecc¸a˜o 6.5].
Passo 2.1. Consideremos a factorizac¸a˜o marcada, descrita na Subsecc¸a˜o 7.4.1,
wx,j = w0v1w1v2 · · · vqwq
de wx,j. Pela definic¸a˜o de factores marcados, se q ≥ 1, enta˜o |vi| ≥ 2k para todo
o i ∈ {1, . . . , q}, donde podemos escrever vi = vi,1vi,2vi,3 para algumas palavras
vi,1, vi,2 e vi,3 com |vi,1| = |vi,3| = k. Definimos v̂i = vi,1 vi,2 vi,3, e consideramos
wx,j(1) o seguinte κ-termo de rank 1
wx,j (1) = w0v̂1w1v̂2w2 · · ·wq−1v̂qwq.
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Passo 2.2. E´ claro, a partir da definic¸a˜o de factores livres, que cada wi ou e´ a
palavra vazia (isto pode acontecer apenas para i = 0 ou i = q), ou tem compri-
mento maior do que k (na realidade e´ muito maior do que k). Assim, se w0 na˜o
e´ a palavra vazia, definimos
ŵ0 = w0,1w0,2
onde w0,1 e´ o prefixo de comprimento k de w0 e w0 = w0,1w0,2. Simetricamente,
se wq 6= 1, definimos
ŵq = wq,1wq,2
onde wq,2 e´ o sufixo de comprimento k de wq e wq = wq,1wq,2. Agora, seja
wx,j (2) = ŵ0v̂1w1v̂2w2 · · ·wq−1v̂qŵq.
Passo 2.3. Seja y ∈ A+ um factor de wx,j tal que 2k ≤ |y| < 3k. Podem ocorrer
dois casos.
(Caso I) Toda a extensa˜o de comprimento 3k−1 em wx,j, de uma ocorreˆncia
de y, e´ uma ocorreˆncia marcada (ver Subsecc¸a˜o 7.4.1). Neste caso toda a
ocorreˆncia de y em wx,j esta´ contida nos factores marcados.
(Caso II) Existe uma ocorreˆncia livre em wx,j de uma extensa˜o y˜, de com-
primento 3k − 1, de uma ocorreˆncia de y. Neste caso, pela definic¸a˜o de
ocorreˆncia livre (cf. Subsecc¸a˜o 7.4.1), existe uma k′′-vizinhanc¸a v de y˜ tal
que v e´ k′-abundante. Em particular, doc(y˜, v) ≥ k′. Para ale´m disso, toda
a ocorreˆncia de um factor z de comprimento 3k − 1 na k′′-vizinhanc¸a v e´
livre. Isto significa que pelo menos k′−2 das ocorreˆncias disjuntas de y˜ em
v ocorrem disjuntas dos factores marcados. Mais precisamente, existe um
inteiro 0 ≤ i ≤ q tal que doc(y˜, wi) ≥ k
′ − 2. Logo, como y e´ um factor de
y˜, doc(y, wi) ≥ k
′− 2. Neste caso, dizemos que y tem uma ocorreˆncia livre
em wx,j.
Consideremos o conjunto F de todos os factores y de wx,j tais que 2k ≤ |y| < 3k
e y tem uma ocorreˆncia livre em wx,j. Pelo segundo caso acima, para cada y ∈ F
existe um inteiro 0 ≤ i ≤ q tal que doc(y, wi) ≥ k
′ − 2. Portanto, a escolha de k′
permite-nos seleccionar uma ocorreˆncia para cada y ∈ F de tal forma que estas
ocorreˆncias sa˜o disjuntas duas a duas. Estas ocorreˆncias sa˜o seleccionadas nos
factores wi e, se i = 0 ou i = q, enta˜o podemos selecciona´-las, respectivamente,
em w0,2 e em wq,1. Como 2k ≤ |y| < 3k, podemos escrever
y = y1y2y3
152 7 Mansida˜o completa de LSl
para algumas palavras y1, y2 e y3 com |y1| = |y3| = k. Substitu´ımos em wx,j (2) a
ocorreˆncia seleccionada de y por ŷ = y1 y2 y3. Obtemos assim um termo wx,j (3).
Passo 2.4. Neste passo, admitimos a substituic¸a˜o de qualquer ocorreˆncia, nos
factores de wx,j (3) que foram obtidos a partir das transformac¸o˜es nas palavras
wi, de um factor y ∈ A
+ de comprimento k por y. Dizemos que um termo
obtido a partir de wx,j (3) usando estas substituic¸o˜es e´ irredut´ıvel quando na˜o e´
poss´ıvel fazer mais substituic¸o˜es (ou seja, quando na˜o existem mais ocorreˆncias de
factores y ∈ A+ de comprimento k nos factores que resultaram das substituic¸o˜es
nas palavras wi). Escolhemos um termo irredut´ıvel e denota´mo-lo por wx,j (4).
Isto conclui o processo de transformac¸a˜o da palavra wx,j.
Definimos ŵx,j = wx,j (4). Isto conclui o processo de transformac¸a˜o dos
factores de wx na factorizac¸a˜o (7.38). Definimos agora
ŵx = l̂xŵx,0ĉx,1 · · · ĉx,ixŵx,ix r̂x. (7.40)
Definic¸a˜o 7.5.20 (etiquetagem δ′) A etiquetagem δ′ de X por κ-palavras de
ΩκAS e´ definida por δ
′(x) = ǫ(ŵx) para qualquer x ∈ X.
Que as condic¸o˜es (TT.1) a (TT.3) tambe´m sa˜o verificadas pelas na˜o κ-varia´veis
e´ imediato. Portanto, para estabelecer a κ-redutibilidade TT de LSl, resta
mostrar que δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl com respeito a (γ, ψ) e que
a condic¸a˜o (TT.5) e´ verificada por todas as varia´veis x que na˜o sa˜o κ-varia´veis.
Isto sera´ feito na pro´xima subsecc¸a˜o.
7.5.6 Prova da κ-redutibilidade TT
Como mencionado na Subsecc¸a˜o 7.5.3, a etiquetagem δ′ verifica ψ ◦ δ′ = γ e, por
isso, para provar que δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl com respeito a (γ, ψ),
basta mostrar que LSl satisfaz a pseudoidentidade
δ′(xi,1) · · · δ
′(xi,pi) = δ
′(xi,pi+1) · · · δ
′(xi,qi) (7.41)
para todo o i ∈ {1, . . . , h}. Isto e´ imediato se todas as varia´veis xi,j sa˜o κ-
-varia´veis. De facto, neste caso temos LSl |= δ′(xi,j) = δ(xi,j), pela condic¸a˜o
(TT.4), que e´ va´lida conforme mostrado no Primeiro Caso. Portanto, como δ e´
uma soluc¸a˜o de Smo´dulo LSl, donde LSl verifica δ(xi,1) · · · δ(xi,pi) = δ(xi,pi+1) · · ·
δ(xi,qi), e´ claro que (7.41) e´ verificada por LSl.
Assim, assumimos que pelo menos uma varia´vel xi,j na˜o e´ uma κ-varia´vel (o
que significa que pelo menos duas vara´veis xi,j1 e xi,j2 , com j1 ≤ pi e j2 > pi, na˜o
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sa˜o κ-varia´veis). Note-se primeiro que, por (7.22), (7.28) e (7.30) ambos os lados
da pseudoidentidade (7.41) teˆm o mesmo prefixo essencial (i.e., l̂i,1 = l̂i,pi+1) e o
mesmo sufixo essencial (i.e., r̂i,pi = r̂i,qi), o que significa que LI verifica (7.41).
Portanto, pela Proposic¸a˜o 7.3.2, resta provar que as κ-palavras
z′0 = δ
′(xi,1) · · · δ
′(xi,pi) = ŵi,1 · · · ŵi,pi
e
z′1 = δ
′(xi,pi+1) · · · δ
′(xi,qi) = ŵi,pi+1 · · · ŵi,qi
teˆm os mesmos factores biinfinitos na˜o perio´dicos, para o que e´ suficiente veri-
ficar que os κ-termos teˆm os mesmos factores essenciais, como ja´ mencionado na
Subsecc¸a˜o 7.5.3.
Comec¸amos por observar que, como δ e´ uma soluc¸a˜o mo´dulo LSl e ≡n e´ uma
congrueˆncia sobre ΩAS, deduzimos a partir do Lema 4.1.5 que z0 ≡n z1, onde
z0 = wi,1 · · ·wi,pi e z1 = wi,pi+1 · · ·wi,qi . As observac¸o˜es no Lema 7.5.21 abaixo sa˜o
simples consequeˆncias deste facto (ver [35, Lema 6.9] para uma demonstrac¸a˜o de
um resultado similar). Dizemos que uma ocorreˆncia de um factor de comprimento
3k − 1 e´ relativamente livre em z0 (resp. z1) se ocorre em algum wi,j, com 1 ≤
j ≤ pi (resp. pi + 1 ≤ j ≤ qi), e e´ livre em wi,j. Analogamente, dizemos que um
factor de z0 (resp. z1) e´ relativamente marcado se e´ um factor marcado em algum
wi,j, com 1 ≤ j ≤ pi (resp. pi + 1 ≤ j ≤ qi).
Lema 7.5.21 As seguintes condic¸o˜es sa˜o verdadeiras.
a) z0 e z1 teˆm os mesmos factores de comprimento 3k − 1 com ocorreˆncias
relativamente livres.
b) z0 e z1 teˆm os mesmos factores relativamente marcados.
Para provar que z′0 e z
′
1 teˆm os mesmos factores essenciais, mostramos que
cada factor essencial u z v de z′0 tambe´m e´ um factor de z
′
1 (o rec´ıproco segue por
simetria). Podem ocorrer os seguintes casos:
Caso 1. u z v sobrepo˜e dois factores consecutivos ŵi,j−1 e ŵi,j de z
′
0, com j ∈
{2, . . . , pi}. Enta˜o u z v = ĉ(i,j) para o centro c(i,j) do sistema. Por (Si.3) e (7.32),
e´ claro que u z v tambe´m e´ um factor essencial de z′1.
Caso 2. u z v ocorre dentro de algum ŵi,ℓ com ℓ ∈ {1, . . . , pi}. Denotamos por
x a varia´vel xi,ℓ e note-se que ŵx = l̂xŵx,0ĉx,1 · · · ĉx,ixŵx,ix r̂x foi definida em (7.40).
Podem ocorrer os seguintes subcasos:
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Caso 2.1. u z v = ĉx,j para algum j ∈ {1, . . . , ix}. Como cx,j e´ um centro do
sistema, a conclusa˜o segue como no Caso 1.
Caso 2.2. u z v sobrepo˜e l̂x e ŵx,0. Seja wx,0 = w0v1w1v2 · · · vqwq a factorizac¸a˜o
marcada de wx,0.
Se w0 e´ a palavra vazia, enta˜o q ≥ 1 e resulta do Passo 2.1 que u z v = l̂xv1,1, onde
v1,1 e´ o prefixo de comprimento k do factor marcado v1 de wx,0. Pelo Lema 7.4.3,
|v1| ≤ k
′′. Observe-se agora que lxv1 e´ um prefixo de wx de comprimento no
ma´ximo |lx| + k
′′, que e´ menor do que n pela definic¸a˜o de n. Por (Si.3), existe
alguma varia´vel y = xi,m, com m ∈ {pi + 1, . . . , qi}, tal que kx = ky. Portanto,
pela definic¸a˜o de wx e wy, δ(x), δ(y), wx e wy teˆm todos o mesmo prefixo de com-
primento n. Como n e´ suficientemente grande, conclui-se que v1 na˜o e´ apenas um
prefixo de wy,0 mas tambe´m um factor marcado de wy,0. Ale´m disso, por (7.28),
lx = ly. Portanto u z v = l̂yv1,1 tambe´m ocorre em z
′
1.
Se w0 na˜o e´ a palavra vazia, enta˜o u z v = l̂xw0,1 pelo Passo 2.2, onde w0,1 e´ o
prefixo de comprimento k de w0. Este caso pode ser tratado como o anterior.
Caso 2.3. u z v sobrepo˜e ŵx,ix e r̂x. Este caso e´ sime´trico ao Caso 2.2.
Caso 2.4. u z v sobrepo˜e ŵx,j−1 e ĉx,j, ou sobrepo˜e ĉx,j e ŵx,j, para algum j ∈
{1, . . . , ix}. Estes casos sa˜o similares aos Casos 2.2 e 2.3, e podem ser tratados
de forma ana´loga usando o facto de que δ(x) e wx (resp. z0 e z1) teˆm os mesmos
factores de comprimento n.
Caso 2.5. u z v ocorre dentro de algum ŵx,j com j ∈ {0, . . . , ix}. Conside-
remos a factorizac¸a˜o marcada wx,j = w0v1w1v2 · · · vqwq. Pela definic¸a˜o de ŵx,j
no Passo 2, ou u z v = v̂m e uzv = vm para algum factor marcado vm de wx,j (e
u z v foi criado no Passo 2.1), ou a ocorreˆncia correspondente de uzv em wx,j esta´
contida numa ocorreˆncia livre (e u z v foi criado no Passo 2.3 ou no Passo 2.4).
Pelo Lema 7.5.21, uzv e´ um factor relativamente marcado de z1 no primeiro caso
e esta´ contido numa ocorreˆncia relativamente livre em z1 no segundo caso. Em
ambos os casos, resulta do Passo 2 do algoritmo que u z v tambe´m e´ um factor
essencial de z1.
O descrito acima mostra que z′0 e z
′
1 teˆm os mesmos factores essenciais, e
conclui a prova de que δ′ e´ uma κ-soluc¸a˜o de S mo´dulo LSl com respeito a (γ, ψ).
Para deduzir a κ-redutibilidade TT de LSl, mostramos finalmente que a
condic¸a˜o (TT.5) e´ verificada por cada varia´vel x tal que x na˜o e´ uma κ-varia´vel.
A primeira parte desta condic¸a˜o estabelece que todo o prefixo u ∈ A∗ de δ(x) com
comprimento no ma´ximoM , e´ um prefixo de δ′(x) quando δ′(x) e´ encarado como
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uma palavra sobre o alfabeto A¯. Mas, isto e´ uma consequeˆncia do facto de que,
por (7.40), δ′(x) tem l̂x como um prefixo e, por (7.27), l̂x = pxuΘ com px ∈ A
+
assumido (imediatamente apo´s (7.25)) como sendo uma palavra de comprimento
pelo menos M .
Para provar a segunda parte da condic¸a˜o (TT.5), suponhamos que δ(x) = uπ
e δ(y) = vρ, onde y e´ uma outra varia´vel e u, v ∈ A∗ e π, ρ ∈ ΩAS sa˜o tais que
|u|, |v| ≤ M e LSl |= π = ρ. Sabemos pela primeira parte que δ′(x) = uπ′ e
δ′(y) = vρ′. Temos que mostrar que LSl |= π′ = ρ′. Pelo Lema 4.1.5, como
LSl |= π = ρ, podemos assumir que wx = uwπ e wy = vwρ com wπ ≡n wρ. Por
outro lado, K |= π = ρ donde, como
kx = u pK(π) e ky = v pK(ρ),
deduzimos que kx e ky sa˜o ultimamente iguais, i.e., que kx θ1 ky. Mas, por (7.25),
kx = pxpΘ e ky = pypΘ onde Θ e´ a θ1-classe de x e de y. Logo, px = uz e
py = vz para alguma palavra z ∈ A
∗. Por (7.27), l̂x = pxuΘ e l̂y = pyuΘ, donde
zuΘ e´ o prefixo essencial de ambos π
′ e ρ′. Que π′ e ρ′ tambe´m teˆm o mesmo
sufixo essencial e´ uma consequeˆncia de (7.30) e do facto de D |= δ(x) = δ(y).
Finalmente, como wπ ≡n wρ, pode-se mostrar que as palavras wπ e wρ teˆm
os mesmos centros permitidos, os mesmos factores de comprimento 3k − 1 com
ocorreˆncias relativamente livres e os mesmos factores relativamente marcados.
Por isso, a prova de que π′ e ρ′ teˆm os mesmos factores essenciais e´ ana´loga a`
apresentada acima para z′0 e z
′
1. Portanto LSl |= π
′ = ρ′, e a condic¸a˜o (TT.5) e´
verificada por x.
Isto estabelece a κ-redutibilidade TT de LSl. A κ-redutibilidade completa
de LSl, ou seja o Teorema 7.5.1, e´ depois obtida como uma aplicac¸a˜o directa da
Proposic¸a˜o 7.5.13.




Recordemos que o supremo V ∨W de duas pseudovariedades V e W e´ a menor
pseudovariedade contendo ambas V e W. Ha´ va´rios exemplos de pseudova-
riedades κ-mansas da forma V∨W na literatura. Este e´ o caso, por exemplo, de
K∨V [31] e J∨V [10] para qualquer pseudovariedade V κ-mansa (J∨V ja´ tinha
sido provado ser κ-mansa para V ⊆ CR [63]), e de R ∨ V [10] para qualquer
pseudovariedade κ-mansa que safisfac¸a a pseudoidentidade x1 · · ·xry
ω+1ztω =
x1 · · ·xryzt
ω.
Neste cap´ıtulo estabelecemos a κ-mansida˜o de supremos da forma LSl ∨V,
onde V e´ uma qualquer pseudovariedade κ-mansa que satisfac¸a a pseudoidenti-
dade xyω+1z = xyz. Em particular, conclui-se que as pseudovariedades LSl∨Ab,
LSl ∨ G, LSl ∨ OCR e LSl ∨ CR sa˜o κ-mansas e, portanto, decid´ıveis. Os
resultados deste cap´ıtulo consistem do artigo [34].
Este trabalho esta´ organizado em treˆs secc¸o˜es. A maior parte dos conceitos e
resultados introduto´rios sa˜o comuns aos do cap´ıtulo anterior e foram a´ı
apresentados. Assim, a Secc¸a˜o 8.1 funciona como um complemento a esses preli-
minares. As restantes secc¸o˜es, Secc¸a˜o 8.2 e Secc¸a˜o 8.3, sa˜o dedicadas a` prova da
κ-redutibilidade de algumas pseudovariedades supremo da forma LSl ∨V.
8.1 Preliminares
Comecemos por recordar que as secc¸o˜es 7.1, 7.3 e 7.4, do cap´ıtulo anterior,
integram os preliminares do trabalho apresentado neste cap´ıtulo. Recordemos
ainda que, de acordo com a Secc¸a˜o 7.4, S denota um semigrupo finito A-gerado
fixo e k = |S|+ 2.
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O lema seguinte, que e´ de grande utilidade para a pro´xima secc¸a˜o, esta´ provado
em [31]. Para sermos mais precisos, a condic¸a˜o (a) do lema foi provada apenas
para arestas mas a sua extensa˜o a ve´rtices pode ser provada de forma similar.
Lema 8.1.1 Seja V uma pseudovariedade σ-redut´ıvel para uma assinatura impl´ı-
cita na˜o trivial σ e seja δ : Γ → ΩAS uma soluc¸a˜o de um grafo finito Γ mo´dulo
V com respeito a (γ, ψ). Existe uma σ-soluc¸a˜o δ′ de Γ mo´dulo V com respeito a
(γ, ψ) que verifica as condic¸o˜es, para todo o g ∈ Γ:
(a) se δ(g) e´ uma pseudopalavra infinita, enta˜o δ′(g) e´ uma σ-palavra infinita;
(b) se δ(g) e´ uma palavra finita, enta˜o δ′(g) = δ(g).
Ver [10, Proposic¸a˜o 3.3] para uma extensa˜o deste lema. Em particular, como
observado nesse artigo, tem-se a seguinte observac¸a˜o.
Observac¸a˜o 8.1.2 Assuma as condic¸o˜es do Lema 8.1.1. Podemos restringir os
valores sob δ′ de cada g ∈ Γ com respeito a propriedades que, como a de (b),
possam ser testadas num semigrupo finito.
Consultar tambe´m [10, Secc¸a˜o 3.2] para uma explicac¸a˜o detalhada de como o
Lema 8.1.1 (ou as suas extenso˜es) e a Observac¸a˜o 8.1.2 podem ser usados para
provar a redutibilidade de supremos. Seguiremos essa te´cnica, na pro´xima secc¸a˜o,
para obter uma reduc¸a˜o no problema da κ-redutibilidade de LSl ∨V.
Daqui por diante, quando nos referimos a uma soluc¸a˜o de um certo grafo Γ
mo´dulo uma determinada pseudovariedade com respeito a um par (γ, ψ), assu-
mimos que γ : Γ→ S e ψ : ΩAS→ S sa˜o aplicac¸o˜es no semigrupo fixo S.
8.2 κ-redutiblidade de supremos envolvendo LSl
O restante do cap´ıtulo sera´ dedicado a` prova do seu resultado principal.
Teorema 8.2.1 Se V ⊆ Jxyω+1z = xyzK e´ κ-redut´ıvel, enta˜o tambe´m o e´
LSl ∨V.
Uma vez que o problema da κ-palavra e´ decid´ıvel para LSl ∨ V se e´ de-
cid´ıvel para ambas LSl e V, o seguinte resultado e´ uma consequeˆncia imediata
da Proposic¸a˜o 7.3.2 e do Teorema 8.2.1.
Corola´rio 8.2.2 Se V ⊆ Jxyω+1z = xyzK e´ κ-mansa, enta˜o tambe´m o e´ LSl∨V.
Em particular, segue dos resultados de mansida˜o ja´ mencionados na introduc¸a˜o
do Cap´ıtulo 7 que LSl ∨Ab, LSl ∨G, LSl ∨OCR e LSl ∨CR sa˜o κ-mansas.
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8.2.1 κ-redutibilidade do primeiro tipo
De agora em diante V denota uma pseudovariedade κ-redut´ıvel que verifique a
pseudoidentidade xyω+1z = xyz. Comec¸amos por reduzir o problema ao caso em
que todos os ve´rtices sa˜o etiquetados por pseudopalavras infinitas.
Definic¸a˜o 8.2.3 (κ-redutibilidade PT) Dizemos que LSl∨V e´ PT (“primeiro
tipo”) κ-redut´ıvel se, para todo o inteiro M ≥ 1 e toda a soluc¸a˜o δ∗ de um grafo
finito Γ∗ mo´dulo LSl ∨V tal que δ∗(v) e´ infinita para cada ve´rtice v ∈ Γ∗, existe
uma κ-soluc¸a˜o δ′∗ = δ
′
∗(Γ∗, δ∗,M) de Γ∗ mo´dulo LSl ∨V satisfazendo a seguinte
condic¸a˜o, para cada ve´rtice v ∈ Γ∗,
(PT) se δ∗(v) = uπ onde u ∈ A
+ e´ uma palavra de comprimento M e π ∈ ΩAS,
enta˜o δ′∗(v) = uπ
′ onde π′ ∈ ΩκAS e´ tal que ψ(π) = ψ(π
′).
Mostramos que a κ-redutibilidade de LSl ∨ V e´ uma consequeˆncia da sua
κ-redutibilidade PT.
Proposic¸a˜o 8.2.4 Se LSl ∨V e´ PT κ-redut´ıvel, enta˜o e´ κ-redut´ıvel.
Demonstrac¸a˜o. Seja δ uma soluc¸a˜o de um grafo finito Γ mo´dulo LSl∨V com
respeito a um par (γ, ψ). Constru´ımos um novo grafo Γ∗ e uma nova soluc¸a˜o δ∗ na
qual todos os ve´rtices sa˜o etiquetados por pseudopalavras infinitas como segue.
Eliminamos todos os ve´rtices v tais que δ(v) e´ uma palavra finita e eliminamos
todas as arestas com origem em v. Seja Eω o conjunto de todas as arestas e ∈ Γ
tais que δ(α(e)) e´ uma palavra finita e δ(e) e´ uma pseudopalavra infinita. Para
cada e ∈ Eω, introduzimos um novo ve´rtice ve e uma nova aresta ve
fe−→ ω(e).
Como δ(e) e´ infinita, podemos escrever
δ(e) = xeye
para algumas pseudopalavras infinitas xe e ye. Denotamos por Γ∗ o novo grafo
assim obtido e definimos δ∗ : Γ∗ → ΩAS como sendo a etiquetagem que coincide
com δ em Γ∗ ∩ Γ e que, para cada e ∈ Eω, e´ tal que δ∗(ve) = δ(α(e)) · xe e
δ∗(fe) = ye. Consideremos tambe´m γ∗ : Γ∗ → S a etiquetagem de Γ∗ definida por
γ∗ = ψ ◦ δ∗. Como δ e´ uma soluc¸a˜o de Γ mo´dulo LSl∨V com respeito a (γ, ψ), e´
claro que δ∗ e´ uma soluc¸a˜o de Γ∗ mo´dulo LSl∨V com respeito a (γ∗, ψ). Fixemos
um inteiro M tal que M ≥ |δ(v)| para cada ve´rtice v ∈ Γ com δ(v) finita.
Por hipo´tese LSl ∨ V e´ PT κ-redut´ıvel. Portanto, existe uma κ-soluc¸a˜o
δ′∗ = δ
′
∗(Γ∗, δ∗,M) de Γ∗ mo´dulo LSl ∨ V com respeito a (γ∗, ψ) satisfazendo
a condic¸a˜o (PT) acima. Logo, para cada e ∈ Eω, δ
′
∗(ve) = δ(α(e)) · x
′
e para algum
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x′e ∈ Ω
κ
AS tal que ψ(xe) = ψ(x
′
e). Enta˜o, definimos δ
′ coincidente com δ′∗ em
Γ∗ ∩ Γ e tal que δ
′(e) = x′e · δ
′
∗(fe) para cada e ∈ Eω. Os restantes elementos g de
Γ, ou seja g ∈ Γ\ (Γ∗∪Eω), sa˜o etiquetados sob δ por palavras finitas, e definimos
δ′(g) = δ(g). Portanto δ′ e´ claramente uma κ-soluc¸a˜o de Γ mo´dulo LSl ∨V com
respeito a (γ, ψ).
Com o objectivo de provar a κ-redutibilidade PT de LSl∨V, assumimos que
M e´ um inteiro positivo e que δ∗ e´ uma soluc¸a˜o de um grafo finito Γ∗ mo´dulo
LSl ∨V com respeito a um par (γ∗, ψ), etiquetando cada ve´rtice de Γ∗ por uma
pseudopalavra infinita. Precisamos de construir uma κ-soluc¸a˜o δ′∗ = δ
′
∗(Γ∗, δ∗,M)
de Γ∗ mo´dulo LSl ∨V satisfazendo a condic¸a˜o (PT).
8.2.2 Alguma notac¸a˜o para o grafo e a soluc¸a˜o
Seja E0(Γ∗) o conjunto de todas as arestas de Γ∗ etiquetadas sob δ∗ por uma
palavra finita e tomemos Γ = Γ∗ \ E0(Γ∗). Sejam tambe´m δ e γ respectivamente
as restric¸o˜es de δ∗ e γ∗ a Γ, e note-se que δ e´ uma soluc¸a˜o de Γ mo´dulo LSl∨V com
respeito a (γ, ψ). No resto do cap´ıtulo, vamos usar va´rios paraˆmetros associados
aos elementos de Γ. Para um tal paraˆmetro f e g ∈ Γ, o valor de g sob f sera´
usualmente denotado por fg. Comec¸amos por recordar alguns destes paraˆmetros,
que foram introduzidos em [35, Secc¸a˜o 6.3] e esta˜o relacionados com a soluc¸a˜o δ.
Para cada elemento g ∈ Γ e cada aresta e ∈ Γ, denotamos
kg = pK(δ(g)), dg = pD(δ(g)), we = dα(e) · ke, (8.1)
e note-se que kg ∈ A
N, dg ∈ A
−N e we ∈ A
Z. Ale´m disso, como δ e´ uma soluc¸a˜o
de Γ mo´dulo K e mo´dulo D, temos as igualdades kv = kw e de = dω(e) para todos
os ve´rtices v e w na mesma componente conexa de Γ e todas as arestas e.
Para cada ve´rtice v e cada aresta e, definimos
lv = kv[1,M + k], rv = dv[−iv,−1], (8.2)
le = ke[1, ie], re = rω(e), ce = rα(e)le, (8.3)
onde iv, ie ≥ M + k sa˜o inteiros fixados na Definic¸a˜o 8.2.5 abaixo. Note-se que
lg, rg, ce ∈ A
+ e que a palavra ce = we[−iα(e), ie[ e´ um centro da palavra biinfinita
we. Seja FΓ um conjunto de arestas de Γ,
WE = {we : e ∈ E(Γ)}, CE = {ce : e ∈ E(Γ)}, (8.4)
WF = {wf : f ∈ FΓ}, CF = {cf : f ∈ FΓ}, (8.5)
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com FΓ escolhido de modo que WF conte´m exactamente um representante de
cada o´rbita O(we) com e ∈ E(Γ). O conjunto CE sera´ denominado o conjunto dos
centros de E(Γ), enquanto CF sera´ chamado o conjunto dos centros de FΓ. Um
centro ce diz-se perio´dico quando a palavra biinfinita we e´ perio´dica.
Seja g ∈ Γ. Factorizamos lg e rg, e definimos κ-termos de rank 1 l̂g e r̂g, como
segue
lg = lg,1lg,2, rg = rg,2 rg,1, (8.6)
l̂g = lg,1lg,2, r̂g = rg,2 rg,1, (8.7)
onde:
h.1) se g e´ um ve´rtice ou kg na˜o e´ ultimamente perio´dica, enta˜o lg,2 e´ o sufixo de
lg de comprimento k e lg,2 e´ dado por (7.10);
h.2) se g e´ uma aresta e e ke e´ ultimamente perio´dica, enta˜o ke = le,1v
+∞
e , com
|le,1| ≥ M , e le,2 = v
mS
e para alguma palavra de Lyndon ve e le,2 = l
ω+1
e,2 =
vω+mSe e´ dado por (7.11);
h.3) se g e´ uma aresta e, enta˜o re = rω(e) por (8.3), e definimos r̂e = r̂ω(e);
h.4) se g e´ um ve´rtice v e dv na˜o e´ ultimamente perio´dica, enta˜o rv,2 e´ o prefixo
de rv de comprimento k e rv,2 e´ dado por (7.10);











Finalmente, para cada aresta e ∈ Γ, recordemos que ce = rα(e)le por (8.3).
Logo, definimos
ĉe = r̂α(e) · l̂e. (8.8)




2 z3, onde α, β ∈
{ω, ω + mS}, x1, x3, y, z1, z3 ∈ A
∗ e x2, z2 ∈ A
+ sa˜o palavras de Lyndon. Ale´m




Definic¸a˜o 8.2.5 (inteiros iv e ie) Os inteiros iv e ie, em (8.2) e (8.3), sa˜o
escolhidos suficientemente grandes de modo a que h.1)–h.5) sa˜o va´lidas e, para
cada g ∈ Γ, e ∈ E(Γ), f ∈ FΓ e v,w ∈ V(Γ):
i.1) se we ∼ wf , enta˜o LSl |= ĉe = ĉf ;
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i.2) se dv = dw, enta˜o rv = rw (donde r̂v = r̂w por h.4) e h.5)). Note-se que se
kv = kw, enta˜o lv = lw pela definic¸a˜o (8.2);
i.3) se wf na˜o e´ um factor biinfinito de δ(g), enta˜o cf na˜o e´ um factor de δ(g);
i.4) if ≥ Q, onde Q e´ um inteiro positivo nas condic¸o˜es do Lema 7.4.6 com B o
conjunto dos elementos na˜o perio´dicos de WF .
Note-se que os inteiros iv e ie podem efectivamente ser escolhidos satisfazendo
estas condic¸o˜es. De facto, as condic¸o˜es i.3) e i.4) sa˜o trivialmente verificadas pois,
pela definic¸a˜o, podemos tomar iv e ie arbitrariamente grandes. Para garantir a
condic¸a˜o i.2) basta definir iv = iw. Agora, para i.1), sejam e ∈ E(Γ) e f ∈ FΓ
tais que we ∼ wf . Em particular, dα(e) (resp. ke) e´ ultimamente perio´dica com
per´ıodo u se e so´ se dα(f) (resp. kf) e´ ultimamente perio´dica com per´ıodo u.
Assim, se podemos escolher ce = cf , enta˜o claramente ĉe = ĉf , donde LSl |=
ĉe = ĉf trivialmente. Assumimos portanto que ce = cf na˜o e´ poss´ıvel. Enta˜o,
como se pode facilmente verificar, ja´ que le e lf sa˜o escolhidas quase livremente
(no sentido em que a sua u´nica restric¸a˜o e´ o seu comprimento, que tem de ser
suficientemente grande), dα(e) e dα(f) teˆm de ser ultimamente perio´dicas, com
per´ıodo v = vα(e) = vα(f). Ale´m disso, podemos tomar ce = v
mSu e cf = v
mSu′
para algumas palavras u e u′ tais que u = vpu′ ou u′ = vpu. Consideremos apenas
o primeiro caso, pois o outro e´ sime´trico. Enta˜o,
ĉe = v
ω+mSvpx e ĉf = v
ω+mSx,
para algum κ-termo de rank 1 x, donde LSl |= ĉe = v
ωx = ĉf . Isto conclui
a prova de que a condic¸a˜o i.1) tambe´m e´ satisfaz´ıvel, mostrando assim que
os inteiros iv e ie, fixados na Definic¸a˜o 8.2.5, esta˜o bem definidos. Devemos
tambe´m notar que i.1) substitui a condic¸a˜o (a) em [35, Definic¸a˜o 6.4], a ana´loga
da Definic¸a˜o 8.2.5. Desta forma corrigimos um erro em [35] uma vez que essa
condic¸a˜o (a), que estabelece que “se e e e′ sa˜o duas arestas tais que we ∼ we′ ,
enta˜o ce = ce′”, na˜o e´ satisfaz´ıvel. De facto, suponhamos que e e e
′ sa˜o arestas
tais que α(e) = α(e′) = v, dv = a
−∞, ke = ba
+∞ e ke′ = aba
+∞. Enta˜o we ∼ we′ ,
rv = a
iv , le = ba
ie−1 e le′ = aba
ie′−2, donde ce = a
ivbaie−1 6= aivabaie′−2 = ce′ .
Terminamos esta subsecc¸a˜o fixando os inteiros N e n que sera˜o muito impor-
tantes no resto do cap´ıtulo. Note-se que, para cada aresta f ∈ FΓ tal que wf e´
na˜o perio´dica, como a palavra cf e´ um centro de wf e if ≥ Q pela condic¸a˜o i.4)
acima, o dual do Lema 7.4.6 garante a existeˆncia de uma extensa˜o a` esquerda←−cf
de cf tal que: para todos os wf , wf′ ∈ B e toda a palavra w ∈ A
+,
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se duas ocorreˆncias distintas de cf e cf′ sa˜o permitidas em w em relac¸a˜o a
←−cf e
←−cf′ respectivamente, enta˜o essas ocorreˆncias de cf e cf′ sa˜o disjuntas.
Definic¸a˜o 8.2.6 (constantes L, n e N) Seja L um inteiro maior do que os
comprimentos de todas as palavras lg, rg, ce e
←−ce , e seja n > 3L + k
′′. Enta˜o
fixamos um inteiro N > (2n+ k + 1)|A|2n+k + 6n.
Note-se que L e n ja´ foram usados em [35]. Note-se ainda que |A|2n+k e´ o nu´mero
de palavras diferentes de comprimento 2n + k sobre o alfabeto A. Assim, para
toda a palavra w ∈ A+ de comprimento (2n + k + 1)|A|2n+k existe uma palavra
de comprimento 2n+ k que possui pelo menos duas ocorreˆncias disjuntas em w.
8.2.3 Aplicac¸a˜o da κ-redutiblidade de V
Vamos iniciar a construc¸a˜o da κ-soluc¸a˜o δ′∗ de Γ∗ mo´dulo LSl∨V aplicando a κ-
-redutiblidade de V. No entanto, como precisamos que δ′∗ satisfac¸a a condic¸a˜o
(PT), na˜o vamos aplicar a κ-redutiblidade de V directamente a` soluc¸a˜o δ∗.
Primeiro estendemos o grafo Γ∗ e a soluc¸a˜o δ∗ a um grafo Γ• e uma soluc¸a˜o
δ• de uma forma adequada, e so´ depois aplicamos a κ-redutiblidade de V (a`
soluc¸a˜o δ•). Obteremos assim uma κ-soluc¸a˜o δ
′′
∗ de Γ∗ mo´dulo V. E´ claro que,
esta κ-soluc¸a˜o δ′′∗ na˜o e´ necessariamente uma soluc¸a˜o mo´dulo LSl. No entanto,
vamos mostrar que e´ poss´ıvel obrigar δ′′∗ a ser uma soluc¸a˜o mo´dulo LSlP para
algum P grande, e em seguida transformar δ′′∗ numa κ-soluc¸a˜o δ
′
∗ mo´dulo LSl
sem perder a propriedade de ser uma soluc¸a˜o mo´dulo V. Para isso, e´ necessa´rio
observar primeiro alguns factos relativos a δ∗ (ver [22, 35] para mais detalhes).
Recordemos que E0(Γ∗) e´ o conjunto das arestas e ∈ Γ∗ tais que δ∗(e) e´ uma
palavra finita. Para simplificar a notac¸a˜o, denotamos simplesmente E0 = E0(Γ∗)
e definimos Eω = E(Γ∗) \ E0. Seja φ a relac¸a˜o de equivaleˆncia sobre V(Γ∗) gerada
pela relac¸a˜o
{(v,w) ∈ V(Γ∗)× V(Γ∗) : existe uma aresta v
e
−→ w com e ∈ E0}.
Para cada ve´rtice v, seja φ(v) a φ-classe de v e definamos
• Eφ(v) = {e ∈ E0 : ω(e) ∈ φ(v)} = {e ∈ E0 : α(e) ∈ φ(v)},
• Ev = {e ∈ E(Γ∗) : ω(e) = v},
• Ev,0 = Ev ∩ E0 e Ev,ω = Ev ∩ Eω.
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Seleccionamos um ve´rtice v0, chamado o representante da classe φ(v0), tal
que Eφ(v0) e´ na˜o vazio. Seja mφ(v0) o comprimento ma´ximo das etiquetas dos
caminhos na˜o orientados, sem arestas repetidas, consistindo de arestas de Eφ(v0).
Como δ∗(v0) e´ uma pseudopalavra infinita, existe uma factorizac¸a˜o
pD ◦ δ∗(v0) = zφ(v0)sv0 (8.9)
onde sv0 e´ uma palavra de comprimento mφ(v0) e zφ(v0) ∈ ΩAD e´ uma pseu-
dopalavra infinita. Seja v ∈ φ(v0). Seleccionamos um caminho na˜o orien-
tado de v0 para v consistindo de arestas de Eφ(v0) com comprimento mı´nimo
das etiquetas. Note-se que podemos assumir, sem perda de generalidade, que
M ≥ 2 max{mφ(v) : v ∈ V(Γ∗),Eφ(v) 6= ∅}. Seja h a etiqueta deste caminho e
tomemos sv = sv0h. Como o comprimento de h e´ no ma´ximo mφ(v0), e uma vez
que a acc¸a˜o h sobre sv0 esta´ definida, sv pertence a A
∗. Como δ∗ e´ uma soluc¸a˜o
de Γ∗ mo´dulo LSl ∨V, tambe´m e´ uma soluc¸a˜o de Γ∗ mo´dulo D, donde
pD ◦ δ∗(v) = zφ(v0)sv.
Ale´m disso, para toda a aresta e ∈ Ev,ω,
pD ◦ δ∗(e) = pD ◦ δ∗(v) = zφ(v0)sv. (8.10)
Como consequeˆncia, deduzimos que, para todos os v ∈ φ(v0) e e ∈ Ev,ω,
δ∗(v) = ρv · πφ(v0) · sv (8.11)
δ∗(e) = ρe · πφ(v0) · sv (8.12)
para algumas pseudopalavras infinitas πφ(v0), ρv e ρe. Para ale´m disso, se a
restric¸a˜o de δ∗ a Eφ(v0) na˜o e´ uma etiquetagem comutativa, enta˜o zφ(v0) = v
−∞u
para algumas palavras finitas u e v 6= 1, e pode-se escolher πφ(v0) = v
ωu pelo dual
do Lema 3.6.3.
Agora, seja P = N +M onde N e´ o inteiro fixado na Definic¸a˜o 8.2.6. Note-se
que, pela Proposic¸a˜o 4.1.1, ΩALSlP e´ isomorfo ao semigrupo finito A
+/∼P . Para
cada ve´rtice v ∈ Γ∗, consideremos uma factorizac¸a˜o
δ∗(v) = uvπv (8.13)
onde uv e´ uma palavra finita de comprimento M (donde πv e´ uma pseudopalavra
infinita). Estendemos o grafo Γ∗ a um grafo Γ• e estendemos a soluc¸a˜o δ∗ de Γ∗ a
uma soluc¸a˜o δ• de Γ• mo´dulo LSl∨V com respeito a um par (γ•, ψ) como segue.
Para cada ve´rtice v ∈ Γ, inserimos um novo ve´rtice zv e uma nova aresta zv
ev−→ v
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em Γ•, e definimos δ•(zv) = uv e δ•(ev) = πv. Consideremos tambe´m γ• : Γ• → S
a etiquetagem de Γ• definida por γ• = ψ ◦ δ•. Claramente, δ• e´ de facto uma
soluc¸a˜o de Γ• mo´dulo LSl ∨V com respeito a (γ•, ψ).
Como δ• e´ uma soluc¸a˜o de Γ• mo´dulo V, podemos aplicar o Lema 8.1.1 a`
pseudovariedade κ-redut´ıvel V com a finalidade de obtermos uma κ-soluc¸a˜o δ′•
mo´dulo V. Ale´m disso, tendo em conta a Observac¸a˜o 8.1.2, podemos assegurar
que os prefixos e os sufixos de comprimento ℓ < P e os factores de comprimento
ℓ ≤ P de δ•(g) sa˜o preservados para cada g ∈ Γ•, porque estes paraˆmetros de δ•(g)
podem ser testados no semigrupo finito ΩALSlP . Ou seja, LSlP |= δ
′
•(g) = δ•(g)
para todo o g ∈ Γ•. Como δ• e´ uma soluc¸a˜o mo´dulo LSlP , resulta que δ
′
• tambe´m
e´ uma soluc¸a˜o mo´dulo LSlP . Conclu´ımos que δ
′
• e´ uma κ-soluc¸a˜o de Γ• mo´dulo
LSlP ∨V com respeito a (γ•, ψ) tal que,
∀g ∈ Γ•, LSlP |= δ
′
•(g) = δ•(g). (8.14)
Uma vez que δ′• verifica as condic¸o˜es (a) e (b) do Lema 8.1.1, deduzimos ainda
que, para todo o g ∈ Γ•: δ•(g) e´ uma pseudopalavra infinita se e so´ se δ
′
•(g) e´ uma
κ-palavra infinita; se δ•(g) e´ uma palavra finita, enta˜o δ
′
•(g) = δ•(g). Definimos
uma nova etiquetagem δ′′∗ : Γ∗ → ΩAS de Γ∗ como segue. Para cada ve´rtice


















• e´ uma soluc¸a˜o de Γ• mo´dulo LSlP ∨V
e zv
ev−→ v e´ uma aresta de Γ•. Portanto, tem-se o seguinte lema.
Lema 8.2.7 A etiquetagem δ′′∗ e´ uma κ-soluc¸a˜o de Γ∗ mo´dulo LSlP ∨ V com
respeito a (γ∗, ψ) tal que, para cada g ∈ Γ∗ e cada ve´rtice v ∈ Γ∗:
(a) δ∗(g) e´ uma pseudopalavra infinita se e so´ se δ
′′
∗(g) e´ uma κ-palavra infinita.
Em particular, δ′′∗(v) e´ infinita. Ale´m disso, para cada aresta e ∈ E0(Γ∗),
δ′′∗(e) = δ∗(e);
(b) se δ∗(v) = uπ onde u ∈ A
+ e´ uma palavra de comprimento M e π ∈ ΩAS,
enta˜o δ′′∗(v) = uπ
′′ onde π′′ ∈ ΩκAS e´ tal que ψ(π) = ψ(π
′′);
(c) LSlP |= δ
′′
∗(g) = δ∗(g).
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Note-se que a condic¸a˜o (b) acima resulta imediatamente de (8.15) e mostra
que δ′′∗ verifica a condic¸a˜o (PT). Como referimos acima, δ
′′
∗ na˜o e´ necessariamente
uma soluc¸a˜o mo´dulo LSl. Vamos usar o facto de δ′′∗ coincidir com δ∗ mo´dulo LSlP ,
para transformar δ′′∗ numa κ-soluc¸a˜o δ
′
∗ mo´dulo LSl sem perder a propriedade de
ser uma soluc¸a˜o mo´dulo V que satisfaz (PT).
8.2.4 κ-redutibilidade do segundo tipo
O nosso pro´ximo objectivo e´ reduzir ao caso em que as etiquetas sa˜o infinitas
tambe´m nas arestas e na˜o apenas nos ve´rtices. Seguimos a te´cnica da reduc¸a˜o
ana´loga apresentada em [35, Proposic¸a˜o 6.1] para o caso da pseudovariedade LSl.
Informalmente falando, a ideia e´ eliminar as arestas e etiquetadas por palavras
finitas e transferir o sufixo sω(e) da etiqueta de ω(e) para a etiqueta de todas
as arestas com origem em ω(e). Depois, se somos capazes de determinar uma
soluc¸a˜o do grafo reduzido que verifica a condic¸a˜o (PT) estendida a`s arestas, enta˜o
podemos voltar atra´s e reverter as modificac¸o˜es acima, obtendo-se assim a κ-
-soluc¸a˜o pretendida de Γ∗.
Consideremos de novo o subgrafo Γ = Γ∗ \ E0(Γ∗) de Γ∗ introduzido na
Secc¸a˜o 8.2.2. Sejam v ∈ V(Γ) e e ∈ Ev,ω. Por (8.11), (8.12) e pelo Lema 8.2.7(c),
como P > M ≥ |sv|, deduzimos que existem κ-palavras infinitas τv e τe tais que
δ′′∗(v) = τv · sv, (8.16)
δ′′∗(e) = τe · sv. (8.17)
Definimos uma nova etiquetagem δ′0 : Γ → Ω
κ
AS de Γ como segue. Para cada




τv se Eφ(v) 6= ∅





τe se Eφ(α(e)) = ∅ e Eφ(v) 6= ∅
sα(e) · τe se Eφ(α(e)) 6= ∅ e Eφ(v) 6= ∅
τe · sv se Eφ(α(e)) = ∅ e Eφ(v) = ∅
sα(e) · τe · sv se Eφ(α(e)) 6= ∅ e Eφ(v) = ∅.
Consideremos tambe´m γ0 : Γ → S a etiquetagem de Γ definida por γ0 = ψ ◦ δ
′
0.
Como cada palavra sv tem comprimento menor do queM e N = P−M , e´ simples
verificar o seguinte.
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Lema 8.2.8 A etiquetagem δ′0 e´ uma κ-soluc¸a˜o de Γ mo´dulo LSlN com respeito
a (γ0, ψ) tal que δ
′
0(g) e´ uma κ-palavra infinita para cada g ∈ Γ. Ale´m disso, se





Suponhamos que constru´ımos uma κ-soluc¸a˜o δ′ de Γ mo´dulo LSl com respeito
a (γ0, ψ) de tal forma que, para cada g ∈ Γ e v,w ∈ V(Γ),
(ST.1) se δ′0(g) = uπ
′
0 onde u ∈ A
+ e´ uma palavra de comprimentoM e π′0 ∈ Ω
κ
AS,




(ST.2) se D |= δ(g) = δ′′∗(g) = x
−∞y, onde x 6= 1 e y sa˜o palavras finitas, enta˜o
D |= δ′(g) = δ′0(g);




0(w), enta˜o LSl |= δ
′(v) = δ′(w);
(ST.4) V |= δ′(g) = δ′0(g).
Se uma tal κ-soluc¸a˜o δ′ existe, enta˜o dizemos que LSl∨V e´ ST (“segundo tipo”)
κ-redut´ıvel. Devemos notar que:
(1) por (ST.1), se e e´ uma aresta tal que Eφ(α(e)) 6= ∅, enta˜o δ
′(e) = sα(e) ·π
′
e para
algum π′e ∈ Ω
κ
AS;
(2) as condic¸o˜es h.3) e h.5) na Secc¸a˜o 8.2.2 sera˜o fundamentais para garantir a
validade de (ST.2). Esta condic¸a˜o (ST.2) e´ necessa´ria para tratar o caso na˜o
comutativo. Por exemplo, se temos uma aresta e ∈ Γ∗ que e´ um lacete num
ve´rtice v e δ∗(e) e´ uma palavra finita z, enta˜o E(φ(v)) 6= ∅ e δ(v) = δ∗(v) pode
ser escrita na forma ρvv
ωusv, como vimos em (8.11) e no para´grafo abaixo
dele. Note-se que D |= δ∗(v) = δ∗(v)z, donde D |= δ∗(v) = v
ωusv = z
ω. Ale´m




Logo D |= δ∗(v) = δ
′′
∗(v) = z




δ′∗(e) como sendo z e δ
′
∗(v) como sendo δ
′(v)sv. Por outro lado, como δ
′
∗ vai
ser em particular uma soluc¸a˜o mo´dulo D, teremos que D |= δ′∗(v) = δ
′
∗(v)z,
donde D |= δ′∗(v) = z
ω. Portanto, temos de ter D |= δ′(v)sv = z
ω = vωusv e,
consequentemente, D |= δ′(v) = vωu = δ′0(v);
(3) suponhamos que v e´ um ve´rtice tal que Eφ(v) 6= ∅ e v0 e´ o representante da
classe φ(v). Recordemos que sv = sv0h onde h e´ a etiqueta de um caminho na˜o
orientado de v0 para v consistindo de arestas de Eφ(v0). Enta˜o LSl |= δ∗(v) =




∗(v0)h pelo Lema 8.2.7(c). Uma vez que
|sv| ≤M e P = N+M , resulta da definic¸a˜o de δ
′





Portanto, por (ST.3), LSl |= δ′(v) = δ′(v0);
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(4) no caso em que E0 6= ∅, a propriedade de ser uma soluc¸a˜o mo´dulo V pode
ter-se perdido na passagem da etiquetagem δ′′∗ para δ
′
0. Contudo, como uma
consequeˆncia da condic¸a˜o (ST.4), vamos recuperar essa propriedade na pas-
sagem de δ′ para δ′∗ pois nessa passagem vamos reverter as transformac¸o˜es
feitas de δ′′∗ para δ
′
0.
Definimos δ′∗ como sendo a etiquetagem de Γ∗ tal que:




δ′(v) · sv se Eφ(v) 6= ∅
δ′(v) se Eφ(v) = ∅;
• para cada aresta e ∈ E0, δ
′
∗(e) = δ∗(e);




δ′(e) · sv se Eφ(α(e)) = ∅ e Eφ(v) 6= ∅
π′e · sv se Eφ(α(e)) 6= ∅ e Eφ(v) 6= ∅
δ′(e) se Eφ(α(e)) = ∅ e Eφ(v) = ∅
π′e se Eφ(α(e)) 6= ∅ e Eφ(v) = ∅.
Enta˜o, como se pode facilmente verificar, δ′∗ e´ de facto uma κ-soluc¸a˜o de Γ∗ mo´dulo
LSl∨V com respeito a (γ∗, ψ) que satisfaz a condic¸a˜o (PT). Isto prova o seguinte
resultado.
Proposic¸a˜o 8.2.9 Se LSl ∨V e´ ST κ-redut´ıvel, enta˜o e´ κ-redut´ıvel.
O objectivo do resto do cap´ıtulo e´ provar a κ-redutibilidade ST de
LSl ∨ V. Assumimos portanto que M e N sa˜o inteiros positivos (com N dado
pela Definic¸a˜o 8.2.6) e que δ′0 e´ uma κ-soluc¸a˜o de um grafo finito Γ mo´dulo LSlN
com respeito a um par (γ0, ψ), etiquetando cada elemento de Γ por uma κ-palavra
infinita. Precisamos de construir uma κ-soluc¸a˜o δ′ de Γ mo´dulo LSl com respeito
a (γ0, ψ) satisfazendo as condic¸o˜es (ST.1)–(ST.4).
Apenas para nos permitir usar as notac¸o˜es relativas a δ ja´ introduzidas na





e γ = γ∗ = γ0. Note-se que, pelo Lema 8.2.7(c), LSlP |= δ
′′
∗(g) = δ∗(g) para todo
o g ∈ Γ∗. Portanto, essa suposic¸a˜o e´ inofensiva pois serve apenas para evitarmos
ter de reorganizar a notac¸a˜o a fim de lidar com a transfereˆncia do sufixo sω(e) da
etiqueta de alguns ve´rtices ω(e) para a etiqueta de todas as arestas com origem
em ω(e). Assim, com esta nova notac¸a˜o e para futura refereˆncia, temos que
∀g ∈ Γ, LSlN |= δ
′
0(g) = δ(g). (8.18)
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8.3 Algoritmo de transformac¸a˜o
Iniciamos a descric¸a˜o do algoritmo de transformac¸a˜o de δ′0 na κ-soluc¸a˜o δ
′
explicando alguns detalhes do processo. Para cada g ∈ Γ, fixamos um κ-termo
wg,0 ∈ T
κ
A tal que ǫ(wg,0) = δ
′
0(g). Vamos aplicar a cada um destes κ-termos wg,0
um processo de transformac¸a˜o, consistindo de 5 passos, descrito nas subsecc¸o˜es
que se seguem. O κ-termo que surge apo´s o j-e´simo passo sera´ denotado por wg,j
e definimos δ′j(g) = ǫ(wg,j). Assim, para cada j ∈ {0, . . . , 5},





define uma etiquetagem de Γ por κ-palavras. A κ-soluc¸a˜o δ′ mo´dulo LSl sera´
enta˜o definida como δ′ = δ′5. Assim, a etiquetagem de partida δ
′
0, que e´ uma
soluc¸a˜o mo´dulo LSlN , pode ser encarada como uma espe´cie de “aproximac¸a˜o ini-
cial” da soluc¸a˜o δ′ e o objectivo do nosso algoritmo e´ determinar as etiquetagens
δ′1, . . . , δ
′
5 “convergindo” para essa soluc¸a˜o. O u´ltimo passo do processo de trans-
formac¸a˜o vai reproduzir algumas partes do algoritmo descrito por Costa e Teixeira
em [35] para provar a κ-redutibilidade de LSl, o que vai tornar o nosso trabalho
mais simples. Ale´m de ter de preservar o valor mo´dulo V (condic¸a˜o (ST.4)), o
que e´ fa´cil, existe no entanto uma grande diferenc¸a que torna o nosso algoritmo
mais complexo: os κ-termos de partida wg,0 sa˜o infinitos, ao passo que em [35]
sa˜o finitos. Assim, enquanto que para LSl foi usada apenas uma regra de trans-
formac¸a˜o, para o processo de transformac¸a˜o no caso de LSl ∨V sera´ necessa´rio
usar va´rias regras de reescrita para κ-termos, as quais passamos a descrever.
8.3.1 Regras de reescrita
Usaremos o seguinte conjunto Σ de regras de reescrita para κ-termos (onde x, y ∈
T κA e i, j ∈ Z)
(R.1) (xω+i)ω+j → xω+ij,
(R.2) (xi)ω+j ⇄ xω+ij, (i > 0)
(R.3) xω+ixω+j ⇄ xω+i+j,
(R.4) xixω+j ⇄ xω+i+j, xω+jxi ⇄ xω+i+j, (i > 0)
(R.5) (xy)ω+i → x(yx)ω+i−1y,
(R.6) u→ u, (u ∈ A+ com u definido em (7.10) e (7.11)).
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Como se pode observar, as regras (R.1)–(R.5) proveˆm das identidades (7.2)–(7.6)
acima, as quais sa˜o va´lidas em S. Pelo contra´rio, a regra (R.6) na˜o preserva
o valor do κ-termo sobre S, mas preserva o valor sobre V como referido na
Subsecc¸a˜o 7.4.2. Observemos tambe´m que, como nas regras (R.2)–(R.4), pode-
riamos permitir tambe´m nas regras (R.1), (R.5) e (R.6) as transformac¸o˜es dos
termos da direita nos da esquerda. Como na˜o precisamos de usar essas trans-
formac¸o˜es, na˜o as inclu´ımos nas regras. Se comec¸armos com um κ-termo que
conte´m um subtermo escrito na forma do κ-termo do lado esquerdo da regra (R.m)
e reescrevermos este subtermo na forma do que se encontra do lado direito, enta˜o
esta aplicac¸a˜o da regra (R.m) sera´ chamada uma transformac¸a˜o da esquerda para
a direita do tipo m. A transformac¸a˜o no sentido oposto sera´ denominada uma
transformac¸a˜o da direita para a esquerda do tipo m. Para as transformac¸o˜es do
tipo 4, distinguiremos ainda entre 4E e 4D dependendo se e´ usada x
ixω+j ⇄ xω+i+j
ou xω+jxi ⇄ xω+i+j.
Como mencionado anteriormente, partindo de cada wg,0, usaremos Σ para
derivar sucessivamente os κ-termos wg,1, . . . , wg,5 e definimos δ
′
j(g) = ǫ(wg,j), para
j ∈ {1, . . . , 5}, e δ′ = δ′5. Uma vez que cada regra de Σ preserva o valor sobre
o semigrupo fixo S, teremos ψ(wg,0) = ψ(wg,j). Assim, como ψ ◦ δ
′
0 = γ0, esta
igualdade garante que ψ ◦ δ′j = γ0 e, em particular,
ψ ◦ δ′ = γ0.
Note-se que pretendemos que δ′5 seja uma κ-soluc¸a˜o mo´dulo LSl. Como δ
′
0 e´ uma
soluc¸a˜o mo´dulo LSlN e, portanto, na˜o e´ necessariamente uma soluc¸a˜o mo´dulo
LSl (nesse caso na˜o ter´ıamos nada a fazer), e´ a regra (R.6) que nos vai permitir
converter δ′0 numa soluc¸a˜o δ
′
5 mo´dulo LSl. De facto, esta regra e´ a u´nica que altera
o valor dos κ-termos sobre S (e sobre LSl). A escolha de um N suficientemente
grande foi para tornar essa conversa˜o poss´ıvel. Ale´m disso, como cada regra de
Σ preserva o valor sobre V, a condic¸a˜o (ST.4) sera´ trivialmente verificada.
8.3.2 Passos iniciais
Comec¸amos por notar que o κ-termo wg,0 pode ser escolhido a` partida na forma
wg,0 = lgw
′
g,0rg, onde lg e rg sa˜o as palavras finitas definidas em (8.2)–(8.3). De
facto, lg e rg teˆm comprimento no ma´ximo L e, assim, menor do que N pela
Definic¸a˜o 8.2.6. Portanto, por (8.18), lg e rg sa˜o, respectivamente, um prefixo
e um sufixo da κ-palavra δ′0(g). Assim, dado um qualquer κ-termo w tal que
ǫ(w) = δ′0(g), para fazer aparecer lg e rg seria suficiente, se necessa´rio, aplicar
transformac¸o˜es da direita para a esquerda dos tipos 4E e 4D, para obter o κ-
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-termo wg,0 da forma pretendida. O objectivo principal desta escolha de wg,0 e´
explicado na seguinte observac¸a˜o.
Observac¸a˜o 8.3.1 Os pro´ximos passos na˜o va˜o alterar o prefixo lg nem o sufixo
rg de wg,0, ate´ ao passo 5 onde estes sera˜o substitu´ıdos respectivamente por
l̂g = lg,1lg,2 e r̂g = rg,2 rg,1, os κ-termos de rank 1 definidos em (8.7).
Como consequeˆncia, podemos concluir antecipadamente que a etiquetagem
δ′ = δ′5 sera´ uma κ-soluc¸a˜o mo´dulo LI. Para justificar esta afirmac¸a˜o vamos






mo´dulo LI. Pela condic¸a˜o h.3) na Secc¸a˜o 8.2.2, r̂e = r̂ω(e), donde a pseudoiden-
tidade sera´ verificada mo´dulo D. Por outro lado, por (8.1), kα(e) = kω(e) pois δ
e´ uma soluc¸a˜o de Γ mo´dulo K. Portanto lα(e) = lω(e) por (8.2), e l̂α(e) = l̂ω(e)
por h.1), donde a pseudoidentidade sera´ va´lida mo´dulo K.
Para ale´m disso, como l̂g = lg,1lg,2 e lg,1 e´ por definic¸a˜o uma palavra de compri-
mento pelo menos M , a condic¸a˜o (ST.1) sera´ verificada. Por outro lado, como
r̂g = rg,2rg,1, (ST.2) e´ uma consequeˆncia das condic¸o˜es h.3) e h.5). Portanto,
uma vez que a condic¸a˜o (ST.4) tambe´m esta´ garantida antecipadamente, basta
assegurar que δ′5 verificara´ (ST.3).
Dizemos que uma palavra u ∈ A+ e´ uma base de um κ-termo w se w tem
um subtermo da forma uα onde α ∈ ω + Z. Por exemplo, as bases do κ-termo
em (7.7) sa˜o ba, a3 e a2.
Passo 1. Descrevemos o primeiro passo do algoritmo que vai transformar cada
κ-termo wg,0 num κ-termo wg,1, com as seguintes propriedades:
p1.1) todas as bases de wg,1 sa˜o palavras de Lyndon com comprimento no ma´ximo
k;
p1.2) todo o factor de comprimento N da κ-palavra ǫ(wg,0) e´ tambe´m um factor
da κ-palavra ǫ(wg,1);
p1.3) wg,1 e´ da forma wg,1 = lgw
′
g,1rg.
Apesar de na˜o ser necessa´rio, podemos assumir que wg,0 na˜o tem subtermos
da forma (xω+i)ω+j pois, caso contra´rio, poder´ıamos aplicar-lhes todas as trans-
formac¸o˜es poss´ıveis do tipo 1 para obter um κ-termo com essa propriedade. Con-
sideremos cada ocorreˆncia em wg,0 de um subtermo da forma u
ω+p com u ∈ A+ e
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p ∈ Z. Seja ℓu um inteiro positivo tal que u
ℓu possui todos os factores de compri-
mento N da palavra biinfinita u∞. Consideremos tambe´m p′ um inteiro tal que
ℓup
′ + p ≥ ℓu e fixemos uma factorizac¸a˜o u
ℓu = u1u2u3 com |u1| ≥ N , |u2| = k e
|u3| ≥ N . Transformamos a ocorreˆncia u
ω+p como apresentado abaixo, aplicando










Denotamos por wg,1 o κ-termo obtido apo´s todas estas transformac¸o˜es. Recorde-
mos que, por (7.10), u2 e´ da forma u2 = a1 · · · ai′−1(ai′ · · · ajai · · · ai′−1)
ωai′ · · · ak.
Deste modo, com as modificac¸o˜es acima, cada base u de wg,0 foi transformada
numa base ai′ · · · ajai · · · ai′−1 de wg,1 de comprimento no ma´ximo k. Como
ai′ · · · ajai · · · ai′−1 e´ uma palavra de Lyndon, isto mostra a propriedade p1.1).
Ale´m disso, uℓup
′+p possui todos os factores de comprimento N de u∞ porque
uℓu tem essa propriedade e ℓup
′ + p ≥ ℓu. Portanto, como |u1|, |u3| ≥ N , a pro-
priedade p1.2) tambe´m se verifica. Note-se que o rec´ıproco de p1.2) pode na˜o se
verificar porque a utilizac¸a˜o da regra (R.6) pode ter introduzido novos factores
de comprimento N na κ-palavra ǫ(wg,1). Logo, contrariamente ao que acontece
com δ′0, a etiquetagem δ
′
1 pode na˜o ser uma soluc¸a˜o mo´dulo LSlN . Finalmente,
a propriedade p1.3) verifica-se porque wg,0 = lgw
′
g,0rg e as transformac¸o˜es acima
na˜o alteraram o prefixo lg nem o sufixo rg.
Note-se que para o propo´sito deste passo, a factorizac¸a˜o uℓu = u1u2u3 que
determina a ocorreˆncia de u2 onde a regra (R.6) e´ aplicada poderia ser escolhida
arbitrariamente. Pore´m, no Passo 3 abaixo sera´ necessa´rio que a factorizac¸a˜o
verifique algumas condic¸o˜es que passamos a descrever. Primeiro, fazemos uma
lista z1, z2, . . . , zr enumerando as poteˆncias u
ℓu para todas as bases u de todos os
κ-termos wg,0. Para cada q ∈ {1, . . . , r}, escolhemos um factor z
′
q = uq,1uq,2uq,3
de zq, com |uq,1| = |uq,3| = n e |uq,2| = k, onde n e´ o inteiro positivo fixado na
Definic¸a˜o 8.2.6. Ale´m disso, para q ∈ {2, . . . , r},
se q e´ tal que z′m e´ um factor de zq para algum m < q, enta˜o




Fixamos uma ocorreˆncia de z′q = uq,1uq,2uq,3 em zq e a ocorreˆncia do meio uq,2 e´
onde a regra (R.6) e´ aplicada.
Antes de prosseguirmos com o pro´ximo passo, introduzimos alguma termi-
nologia. Seja w um κ-termo e suponhamos que w pode ser factorizado como
w = w1w
′w2. Se w
′ = uα11 u
′uα22 e´ um κ-termo de rank 1 em forma reduzida, enta˜o
w′ e´ chamado um factor crucial de w. Se w1 = 1 e w
′ = u′uα e´ um κ-termo
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de rank 1 em forma reduzida, enta˜o w′ e´ denominado um prefixo crucial de w.
Note-se que w possui no ma´ximo um prefixo crucial. A definic¸a˜o de um sufixo





o prefixo crucial a(ab)ω−3, na˜o tem factores cruciais nem sufixo crucial. Agora,







O κ-termo w1 possui o prefixo crucial a(ab)
ω−3, o sufixo crucial aω−2a e os factores
cruciais (ab)ω−3b5aω−2 e aω−2baω−2. Note-se que ǫκA,K(w) = a(ab)
+∞, ǫκA,D(w) =
a−∞ e Bw = {(ab)
−∞b5a+∞, a−∞ba+∞}.
Passo 2. Consideremos o κ-termo wg,1. Mostramos que e´ poss´ıvel aplicar apenas
transformac¸o˜es da direita para a esquerda do tipo 4 a wg,1 para derivar um κ-
-termo wg,2 tal que:
p2.1) se ǫκA,K(wg,1) = u
′u+∞, enta˜o wg,2 tem um prefixo crucial da forma u
′uα;
p2.2) se ǫκA,D(wg,1) = u
−∞u′, enta˜o wg,2 tem um sufixo crucial da forma u
αu′;
p2.3) wg,2 tem um factor crucial da forma u
α1
1 u
′uα22 se e so´ se u1
−∞u′u2
+∞ ∈ Bwg,1 ;
p2.4) wg,2 e´ da forma wg,2 = lgw
′
g,2rg;
p2.5) o κ-termo wg,2 e as κ-palavras ǫ(wg,1) e ǫ(wg,2) teˆm os mesmos factores
finitos de comprimento N .
Para transformar o κ-termo wg,1 num κ-termo de rank 1 z1 tal que LSl |=
wg,1 = z1, seria suficiente, pelo Lema 7.3.1, aplicar todas as transformac¸o˜es
poss´ıveis xω+i → x2 com x um κ-termo infinito. Como as bases de wg,1 (e
tambe´m as de z1) ja´ sa˜o palavras de Lyndon, para transformar z1 num κ-termo
z2 em forma reduzida bastaria enta˜o aplicar transformac¸o˜es da esquerda para a
direita dos tipos 4 e 3 para substituir todos os subtermos poss´ıveis da forma
uω+iuℓuω+j por uω+i+ℓ+j. Por outro lado, Bwg,1 = Bz2 pela Proposic¸a˜o 4.1.2.
Assim, como se pode verificar facilmente, e´ poss´ıvel obter a partir de wg,1 um
κ-termo wg,1(1), usando transformac¸o˜es da direita para a esquerda do tipo 4
da forma xω+i → xω+i−2x2 e xω+i → x2xω+i−2 com x infinito, tal que wg,1(1)
verifica p2.1)–p2.3). Note-se que na˜o esta´vamos interessados em definir uma
forma u´nica para representar uma palavra biinfinita u1
−∞u′u2
+∞, por isso esta




todos os inteiros na˜o negativos i e j. Assim, para um dado factor biinfinito na˜o
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perio´dico w′ de wg,1, o que p2.3) expressa e´ que wg,2 conte´m um factor crucial da
forma uα11 u
′uα22 para alguma representac¸a˜o u1
−∞u′u2
+∞ de w′. Que wg,1(1) veri-
fica p2.4) resulta de p1.3) e do facto de as transformac¸o˜es acima na˜o modificarem
o prefixo lg nem o sufixo rg de wg,1.







A,D(wg,1) e Bwg,1(1) = Bwg,1 . Seja v ∈ A
+ uma
palavra de comprimento N . Se v e´ um factor do κ-termo wg,1(1) (i.e., se wg,1(1)
pode ser factorizado como wg,1(1) = w1vw2), enta˜o v e´ trivialmente um factor
da κ-palavra ǫ(wg,1(1)). Reciprocamente, suponhamos que v e´ um factor da κ-
-palavra ǫ(wg,1(1)). Enta˜o v ou e´:
1) um factor de ǫκA,K(wg,1(1)); ou
2) um factor de ǫκA,D(wg,1(1)); ou
3) um factor de um factor biinfinito u1
−∞u′u2
+∞ ∈ Bwg,1(1).
No caso 3), wg,1(1) possui um factor crucial da forma u
α1
1 u
′uα22 por p2.3). Enta˜o,
aplicando transformac¸o˜es da direita para a esquerda do tipo 4 se necessa´rio,








2 para um inteiro
positivo suficientemente grande i tal que v e´ um factor de ui1u
′ui2, donde v seria
um factor do κ-termo assim obtido a partir de wg,1(1). Os casos 1) e 2) sa˜o
tratados de forma ana´loga. Procedendo deste modo para todas as palavras v
de comprimento N , obtemos um κ-termo wg,2 com os mesmos factores finitos de
comprimento N da κ-palavra ǫ(wg,2). Por outro lado, como a regra (R.6) na˜o
foi aplicada neste passo, as κ-palavras ǫ(wg,1) e ǫ(wg,2) teˆm os mesmos factores
finitos de comprimento N . Portanto, wg,2 verifica p2.1)–p2.5).
8.3.3 Construc¸a˜o das mesmas bases
Recordemos que queremos construir δ′ = δ′5 uma κ-soluc¸a˜o mo´dulo LSl. Pela
Observac¸a˜o 8.3.1, se preservarmos alguns paraˆmetros simples, obteremos uma
soluc¸a˜o mo´dulo LI. Assim, tendo em conta a Proposic¸a˜o 7.3.2, basta para ale´m
disso construir os κ-termos wg,5 de modo a que, para cada aresta e ∈ Γ, os κ-
-termos wα(e),5we,5 e wω(e),5 tenham os mesmos factores biinfinitos na˜o perio´dicos,
ou seja, Bwα(e),5we,5 = Bwω(e),5 . Como se pode facilmente verificar, uma condic¸a˜o
necessa´ria para que isso acontec¸a e´ que, para cada aresta e ∈ Γ, os κ-termos
wα(e),5we,5 e wω(e),5 tenham as mesmas bases. Ale´m disso, como precisamos que a
condic¸a˜o (ST.3) seja va´lida, tambe´m e´ necessa´rio que, se v,w ∈ V(Γ) sa˜o ve´rtices
tais que LSlN |= wv,0 = ww,0, enta˜o os κ-termos wv,5 e ww,5 teˆm as mesmas bases.
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Com a finalidade de assegurar estas propriedades, vamos transformar as bases
de cada κ-termo wg,2. Uma vez que os κ-termos wα(e),5we,5 e wω(e),5 envolvem
treˆs elementos de Γ (nomeadamente e, α(e) e ω(e)), na˜o podemos efectuar as
transformac¸o˜es em cada g ∈ Γ de forma independente dos outros elementos g′
de Γ; cada elemento de Γ interfere com todos os elementos da sua componente
conexa (esta e´, naturalmente, a raza˜o da dificuldade em provar a redutibilidade
de pseudovariedades em geral).
Passo 3. Neste passo constru´ımos κ-termos wg,3 verificando as condic¸o˜es:
p3.1) todas as bases de wg,3 sa˜o palavras de Lyndon de comprimento no ma´ximo
k;
p3.2) para cada aresta e ∈ Γ, os κ-termos wα(e),3we,3 e wω(e),3 teˆm as mesmas
bases;




p3.4) para todos os ve´rtices v,w ∈ Γ tais que LSlN |= wv,0 = ww,0, os κ-termos
wv,3 e ww,3 teˆm as mesmas bases;
p3.5) para todos os ve´rtices v,w ∈ Γ tais que LSlN |= wv,0 = ww,0, LSln |= wv,3 =
ww,3;
p3.6) todo o factor de comprimento n de ǫ(wg,2) e´ tambe´m um factor de ǫ(wg,3);
p3.7) wg,3 e´ da forma wg,3 = lgw
′
g,3rg.
No processo, as bases de wg,2 na˜o sa˜o perdidas e wg,3 adquire as bases v que
estavam em falta. Podem ocorrer os seguintes casos.
Caso 1. v e´ uma base de wα(e),2we,2 e na˜o e´ uma base de wω(e),2, para alguma
aresta e ∈ Γ. Enta˜o v e´ uma base de wα(e),2 ou de we,2, e precisamos de criar
a base v em wω(e),3. A base v foi criada pelas transformac¸o˜es (8.20) no Passo
1, onde uma certa ocorreˆncia de um subtermo uω+p em wα(e),0 ou em we,0 foi
substitu´ıda por (u1u2u3)
ω−p′uℓup
′+p com |u2| = k. Note-se que u2 e´ da forma
u2 = a1 · · · ai′−1(ai′ · · · ajai · · · ai′−1)
ωai′ · · · ak, donde v = ai′ · · · ajai · · · ai′−1.
Suponhamos que uℓu = zq para algum zq definido no Passo 1. Recordemos
que z′q = uq,1uq,2uq,3 e´ um factor de zq, com |uq,1| = |uq,3| = n e uq,2 = u2,
donde |z′q| = 2n + k. Podemos assumir, sem perda de generalidade, que




quq,4 de zq, com |z
′′
q | = N e
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|uq,0|, |uq,4| ≥ 3n. Portanto z
′′
q e´ um factor de ǫ(wα(e),0we,0) de comprimento N ,
donde z′′q tambe´m e´ um factor de ǫ(wω(e),0), pois δ
′
0 e´ uma κ-soluc¸a˜o mo´dulo
LSlN pelo Lema 8.2.8. Assim, z
′′
q e´ um factor do κ-termo wω(e),2 por p1.2)
e p2.5). Portanto, podemos escolher uma ocorreˆncia do factor z′′q em wω(e),2 e
substitu´ı-la por uq,0uq,1uq,2uq,3uq,4, criando assim a base v em wω(e),3. Note-se
que isto tambe´m faz aparecer em wω(e),3 todos os eventuais novos factores de
comprimento n que foram criados em wα(e),1we,1 quando o subtermo u
ω+p em
wα(e),0we,0 foi substitu´ıdo por (u1u2u3)
ω−p′uℓup
′+p. E´ necessa´rio fazer aparecer
estes novos factores para obtermos a condic¸a˜o p3.3). Note-se por outro lado
que a transformac¸a˜o
uq,1uq,2uq,3 → uq,1uq,2uq,3
pode, eventualmente, fazer com que algum factor u′ de comprimento n de
uq,1uq,2uq,3 se perca. Como n ≤ N , a condic¸a˜o p1.2) estabelece que essa
transformac¸a˜o em wα(e),0we,0 na˜o causa a perda de u
′ (porque u′ tem outras
ocorreˆncias em wα(e),0we,0). No entanto, essa transformac¸a˜o em wω(e),2 pode-
ria fazer desaparecer o factor u′. Para evitar que isso acontec¸a note-se que,
pela observac¸a˜o que se segue a` Definic¸a˜o 8.2.6, podemos assumir que z′q =
uq,1uq,2uq,3 possui pelo menos duas ocorreˆncias disjuntas em z
′′
q . Como trans-
formamos apenas uma das ocorreˆncias de z′q, tem-se que u
′ tambe´m na˜o e´
perdido no caso de wω(e),2.
Tambe´m devemos observar que o procedimento acima pode ser aplicado para
todas as bases poss´ıveis v nas condic¸o˜es acima, sem conflito umas com as outras
(ou com os casos 2 e 3 abaixo). De facto, suponhamos que v1 e v2 sa˜o duas
bases distintas que foram originadas, respectivamente, pelas transformac¸o˜es
um,1um,2um,3 → um,1um,2um,3 e uq,1uq,2uq,3 → uq,1uq,2uq,3 com m < q. As
ocorreˆncias de z′m = um,1um,2um,3 e z
′
q = uq,1uq,2uq,3 onde essas transformac¸o˜es
devem ser feitas em wω(e),2 sa˜o necessariamente disjuntas pela condic¸a˜o (8.21).




m e consequentemente z
′
m na˜o e´ um factor de
zq. Portanto z
′




quq,4 de zq. Como ambos
uq,0 e uq,4 teˆm comprimento pelo menos 3n, tem-se que as ocorreˆncias de z
′
m
e z′q, onde se devem fazer as transformac¸o˜es em wω(e),2, sa˜o disjuntas. Para
ale´m disso, essas ocorreˆncias de z′m e z
′
q tambe´m sa˜o disjuntas das segundas






m, respectivamente, onde as transformac¸o˜es
na˜o sa˜o aplicadas.
Caso 2. v e´ uma base de wω(e),2 e na˜o e´ uma base de wα(e),2we,2, para alguma
aresta e ∈ Γ. Este caso pode ser tratado como o anterior. A u´nica diferenc¸a
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e´ que encontramos uma ocorreˆncia da extensa˜o z′′q = uq,0z
′
quq,4 em: 1) exacta-
mente um dos wα(e),2 e we,2; 2) ambos wα(e),2 e we,2; 3) nenhum dos wα(e),2 e
we,2. No primeiro caso substitu´ımos a ocorreˆncia de z
′′
q por uq,0uq,1uq,2uq,3uq,4,
criando assim a base v em wα(e),2we,2. No segundo caso tambe´m substitu´ımos
z′′q por uq,0uq,1uq,2uq,3uq,4, mas basta fazeˆ-lo apenas em we,2. No terceiro caso,
z′′q tem uma ocorreˆncia em wα(e),2we,2 com sobreposic¸a˜o em ambos wα(e),2 e
we,2. Como z
′
q possui duas ocorreˆncias disjuntas em z
′′
q , pela observac¸a˜o que
se segue a` Definic¸a˜o 8.2.6, e pelo menos uma delas na˜o esta´ em sobreposic¸a˜o
com o factor ce de wα(e),2we,2, onde ce = rα(e)le e´ o centro da aresta e, podemos
substituir essa ocorreˆncia de z′q por uq,1uq,2uq,3.
Caso 3. v e´ uma base de wv,2 e na˜o e´ uma base de ww,2, onde v,w ∈ V(Γ)
sa˜o tais que LSlN |= wv,0 = ww,0. Como nos casos anteriores, poder´ıamos
encontrar uma ocorreˆncia de alguma extensa˜o z′′q de z
′
q em ww,2 e substitu´ı-la
por uq,0uq,1uq,2uq,3uq,4. Isto tambe´m faria aparecer em ww,3 todos os even-
tuais novos factores de wv,2 de comprimento n, e garantiria a validade da
condic¸a˜o p3.5).
Para cada g ∈ Γ, denotamos por wg,2(1) o κ-termo que surge de wg,2 apo´s todas
as transformac¸o˜es acima. Como wg,2(1) pode ter algumas bases que na˜o estavam
presentes em wg,2, o procedimento acima tem de ser iterado ate´ os casos 1.–
3. deixarem de ocorrer. Note-se que a iterac¸a˜o tem de terminar de facto, pois
as bases v teˆm comprimento no ma´ximo k e existe apenas um nu´mero finito
dessas bases. Denotamos por wg,3 o κ-termo assim obtido. Que wg,3 verifica
as condic¸o˜es p3.1), p3.2), p3.4), p3.6) e p3.7) deve ser claro tendo em conta as
observac¸o˜es feitas durante a construc¸a˜o acima. Para mostrar p3.3), consideremos
e uma aresta de Γ. Afirmamos que as κ-palavras
ǫ(wα(e),3we,3) e ǫ(wω(e),3)
teˆm os mesmos factores de comprimento n. Para provar a afirmac¸a˜o, comec¸amos
por notar que, por p1.2), p2.5) e p3.6), cada factor de comprimento n de ǫ(wg,0) e´
tambe´m um factor de ǫ(wg,3) para todo o g ∈ Γ. Seja u
′ um factor de ǫ(wα(e),3we,3)
de comprimento n. Suponhamos primeiro que u′ e´ um factor de ǫ(wα(e),0we,0).
Neste caso, como δ′0 e´ uma soluc¸a˜o mo´dulo LSln tem-se que u
′ e´ um factor de
ǫ(wω(e),0), donde u
′ tambe´m e´ um factor de ǫ(wω(e),3). Suponhamos agora que u
′
na˜o e´ um factor de ǫ(wα(e),0we,0). Enta˜o u
′ e´ um factor de ǫ(wα(e),3we,3) porque
foi criado, no Passo 1 ou no princ´ıpio do Passo 3, como uma consequeˆncia da
aplicac¸a˜o de alguma transformac¸a˜o uq,1uq,2uq,3 → uq,1uq,2uq,3. Mas, como vimos
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acima, a mesma transformac¸a˜o teve de ser aplicada a wω(e),0 ou a wω(e),2, criando
assim o factor u′ em ǫ(wω(e),3). A prova de que todo o factor de comprimento n de
ǫ(wω(e),3) tambe´m e´ um factor de ǫ(wα(e),3we,3) e´ ana´loga e, por isso, deduzimos
a afirmac¸a˜o. Para concluir p3.3) basta notar que ǫ(wω(e),3) e ǫ(wα(e),3we,3) teˆm o
mesmo prefixo e o mesmo sufixo de comprimento n − 1 uma vez que δ′0 e´ uma
soluc¸a˜o mo´dulo LSlN , n ≤ N e os Passos 1 a 3 na˜o alteram o prefixo nem o
sufixo de comprimento n de qualquer ǫ(wg,0). Finalmente, a condic¸a˜o p3.5) pode
ser provada de forma ana´loga.
8.3.4 Passos finais
Esta subsecc¸a˜o vai ser dedicada a` apresentac¸a˜o dos dois passos finais do algoritmo
de construc¸a˜o da κ-soluc¸a˜o δ′ mo´dulo LSl.
Passo 4. Afirmamos que e´ poss´ıvel derivar a partir de wg,3 um κ-termo wg,4 com
as seguintes propriedades:
p4.1) wg,4 verifica as condic¸o˜es p3.1)–p3.7), ou seja, as condic¸o˜es p3.1)–p3.7) sa˜o
va´lidas com o 4 no lugar do 3;
p4.2) se πα e´ um subtermo de wg,4, com π um κ-termo infinito e α ∈ ω+Z, enta˜o
π = uβρuω para alguns u ∈ A+, ρ ∈ T κA e β ∈ ω + Z. Ale´m disso, toda
a ocorreˆncia de πα = (uβρuω)α em wg,4 ocorre num subtermo da forma
uω(uβρuω)αuβ.
Consideremos as ocorreˆncias de subtermos de wg,3 da forma π
α, com π e α
infinitos, e seja m = f(wg,3) o nu´mero de tais ocorreˆncias que na˜o verificam a
condic¸a˜o p4.2). Prosseguimos por induc¸a˜o sobrem. O caso m = 0 e´ trivial: basta
tomar wg,4 = wg,3. Portanto assumimos que m ≥ 1 e, por hipo´tese de induc¸a˜o,
que o resultado e´ va´lido para todos os κ-termos w tais que f(w) < m e w verifica
as condic¸o˜es p3.1)–p3.7). Seja πα11 , com π1 e α1 infinitos, uma ocorreˆncia em wg,3
que na˜o verifica a condic¸a˜o p4.2). Como π1 e´ infinito, e´ da forma π1 = y1π
α2
2 y2
para alguns y1, π2, y2 ∈ T
κ
A e α2 ∈ ω + Z, com y1 e y2 possivelmente vazios mas
na˜o em simultaˆneo. Prosseguimos por induc¸a˜o sobre o rank r de πα11 . Assumimos
primeiro que r = 2, donde π2 = u ∈ A
+ e πα11 = (y1u
α2y2)
α1 . Aplicamos uma
transformac¸a˜o da direita para a esquerda do tipo 3 e uma transformac¸a˜o do tipo
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e denotamos por wg,3(1) o κ-termo assim produzido. Note-se que f(wg,3(1)) =
m− 1 e wg,3(1) verifica as condic¸o˜es p3.1)–p3.7). Portanto, o resultado segue da
hipo´tese de induc¸a˜o sobre m. Suponhamos agora que r > 2 e, por hipo´tese de
induc¸a˜o, que a condic¸a˜o p4.2) e´ va´lida para todos os subtermos da forma πα de
rank menor do que r. Logo, como πα22 e´ um subtermo de π1, π
α2
2 e´ um κ-termo
de rank menor do que r. Assim, pela hipo´tese de induc¸a˜o sobre r, deduzimos
que y1 = y
′
1u
ω, π2 = u
βρuω e y2 = u
βy′2 para alguns u ∈ A























e denotar por wg,3(1) o κ-termo assim produzido. Tambe´m neste caso, temos que
f(wg,3(1)) = m− 1 e wg,3(1) verifica as condic¸o˜es p3.1)–p3.7), donde o resultado
segue da hipo´tese de induc¸a˜o sobre m. Isto completa a prova do resultado. Note-
-se que a prova e´ construtiva, donde o κ-termo wg,4 e´ efectivamente calcula´vel.
Passo 5. Este e´ o u´ltimo passo do algoritmo. O nosso primeiro objectivo e´ reduzir
o problema a considerar apenas κ-termos de rank 1. Para cada g ∈ Γ, seja wg,♦ o
κ-termo de rank 1 obtido a partir de wg,4 pela eliminac¸a˜o de todos os expoentes
infinitos de poteˆncias em que a base e´ um κ-termo infinito. Ou seja, wg,♦ e´ o κ-
-termo produzido quando aplicamos todas as transformac¸o˜es poss´ıveis xω+i → x
com x um κ-termo infinito. Note-se que esta transformac¸a˜o na˜o e´ deriva´vel a
partir das regras de reescrita, donde wg,♦ na˜o e´ uma derivac¸a˜o de wg,4. Portanto,
a pseudovariedade V e o semigrupo finito S podem na˜o verificar wg,4 = wg,♦. No
entanto, no procedimento que se segue vamos reverter a transformac¸a˜o acima (ou
seja, vamos colocar cada expoente na exacta posic¸a˜o onde estava antes) recu-
perando assim o valor de wg,4 sobre ambos V e S. Como lg e rg sa˜o respectiva-

















com mg ≥ 1, u
′
g,0, . . . , u
′
g,mg ∈ A
∗, ug,1, . . . , ug,mg ∈ A
+ e αg,1, . . . , αg,mg ∈ ω + Z.
Seja δ♦ : Γ→ Ω
κ
AS a etiquetagem de Γ definida por δ♦(g) = ǫ(wg,♦) para qualquer
g ∈ Γ e seja γ♦ = ψ ◦ δ♦. Tendo em conta a forma dos κ-termos wg,4 determinada
pela condic¸a˜o p4.2), e´ claro que LSln |= wg,♦ = wg,4. Como δ
′
4 e´ uma soluc¸a˜o
de Γ mo´dulo LSln com respeito a (γ0, ψ), deduzimos que δ♦ e´ uma soluc¸a˜o de Γ
mo´dulo LSln com respeito a (γ♦, ψ).
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tal que a etiquetagem δ′♦ : Γ → Ω
κ
AS definida por δ
′
♦(g) = ǫ(ŵg,♦), para qualquer
g ∈ Γ, e´ uma κ-soluc¸a˜o de Γ mo´dulo LSl com respeito a (γ♦, ψ) que verifica a
condic¸a˜o (ST.3).
Esta afirmac¸a˜o sera´ provada mais abaixo. Por agora assumimos que a afirmac¸a˜o
e´ verdadeira e note-se que, exceptuando as substituic¸o˜es de lg e rg por l̂g e r̂g,
respectivamente, todas as transformac¸o˜es ocorrem nos factores u′g,j. Assim, pela
condic¸a˜o p4.2), para recuperar os expoentes que foram eliminados na formac¸a˜o de
wg,♦, basta procurar em ŵg,♦ as poteˆncias infinitas u
αg,j
g,j que marcam as posic¸o˜es
onde os expoentes estavam em wg,4 e adiciona´-los em ŵg,♦ nas mesmas posic¸o˜es.
Denotamos por wg,5 o κ-termo assim produzido. Isto termina a construc¸a˜o de δ
′
que, como se recorda, e´ definida do seguinte modo.
Definic¸a˜o 8.3.3 (etiquetagem δ′) A etiquetagem δ′ de Γ por κ-palavras de
ΩκAS e´ definida por δ
′(g) = ǫ(wg,5) para qualquer g ∈ Γ.
Devido a` forma especial dos κ-termos wg,4 fornecida por p4.2), e´ claro que ŵg,♦ e
wg,5 sa˜o iguais sobre LSl uma vez que teˆm o mesmo prefixo l̂g, o mesmo sufixo r̂g
e os mesmos factores biinfinitos na˜o perio´dicos. Para ale´m disso, wg,5 recuperou
o valor de wg,4 sobre V e sobre S. Logo, δ
′ e´ uma κ-soluc¸a˜o de Γ mo´dulo LSl
com respeito a (γ0, ψ) que verifica as condic¸o˜es (ST.3) e (ST.4). Tem-se ainda
que, como referido na Observac¸a˜o 8.3.1, δ′ tambe´m satisfaz as condic¸o˜es (ST.1)
e (ST.2). Portanto, para estabelecer a κ-redutibilidade ST de LSl ∨V e deduzir
a κ-redutibilidade de LSl ∨V, resta provar o facto acima.
Demonstrac¸a˜o do Facto 8.3.2. O κ-termo wg,♦, dado por (8.22), na˜o esta´
certamente em forma reduzida uma vez que, por p4.2), conte´m factores da forma
uωuβ. No entanto, para o reduzir, basta aplicar transformac¸o˜es da esquerda para
a direita dos tipos 4 e 3 para substituir todos os subtermos poss´ıveis da forma
uω+iuℓuω+j por uω+i+ℓ+j. Portanto, vamos assumir que a factorizac¸a˜o p4.2) esta´
em forma reduzida. Uma vez que as poteˆncias uω+i+ℓ+j va˜o ser preservadas,
podemos depois substitu´ı-las por uω+iuℓuω+j usando as transformac¸o˜es duais da
direita para a esquerda dos tipos 4 e 3. Note-se que tambe´m podemos assumir,
sem perda de generalidade, que, para cada j ∈ {1, . . . ,mg}, u
2n
g,j e´ um sufixo de
u′g,j−1 e um prefixo de u
′
g,j.
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Aplicamos a te´cnica introduzida em [35, Secc¸a˜o 6.5], que tambe´m foi usada
na Secc¸a˜o 7.5.5 do cap´ıtulo anterior. Como o procedimento utilizado so´ se aplica
a palavras finitas, comec¸amos por associar a wg,♦ a palavra finita wg,▽ obtida a










Note-se que esta transformac¸a˜o na˜o e´ deriva´vel a partir das regras de reescrita.
Em particular, a pseudovariedade V e o semigrupo finito S podem na˜o verificar
wg,♦ = wg,▽. No entanto, uma vez mais, vamos reverter a transformac¸a˜o acima
(ou seja, vamos colocar cada expoente αg,j na exacta posic¸a˜o onde estava antes)
recuperando assim o valor de wg,♦ sobre V e S. Seja δ▽ : Γ→ Ω
κ
AS a etiquetagem
de Γ definida por δ▽(g) = wg,▽ para qualquer g ∈ Γ e seja γ▽ = ψ ◦ δ▽. E´ claro
que LSln |= wg,▽ = wg,♦. Como δ
′
♦ e´ uma soluc¸a˜o de Γ mo´dulo LSln com respeito
a (γ♦, ψ), deduzimos que δ▽ e´ uma soluc¸a˜o de Γ mo´dulo LSln com respeito a
(γ▽, ψ). Estamos agora em condic¸o˜es de aplicar o procedimento de [35, Secc¸a˜o
6.5] a cada palavra wg,▽. Reparemos que a u´nica regra que esse procedimento usa
e´ a (R.6).
Conforme mostrado em [35], existe uma factorizac¸a˜o
wg,▽ = lgzg,0cg,1zg,1cg,2 · · · cg,jgzg,jgrg (8.25)
de wg,▽ tal que jg ≥ 0 e
• cg,1, . . . , cg,jg ∈ CF sa˜o centros de FΓ;
• zg,0, zg,1, . . . , zg,jg ∈ A
+ com |zg,i| ≥ 3k − 1;
• a factorizac¸a˜o conte´m todas as ocorreˆncias permitidas dos centros na˜o perio´dicos
de FΓ em wg,▽;
• se cf e´ um centro perio´dico de FΓ que ocorre em wg,▽, enta˜o a factorizac¸a˜o
conte´m exactamente uma ocorreˆncia de cf .
Usamos a factorizac¸a˜o (8.25) para transformar wg,▽ no seguinte κ-termo
wg,▽(1) = l̂gzg,0ĉg,1zg,1ĉg,2 · · · ĉg,jgzg,jg r̂g, (8.26)
onde cada ĉg,ℓ e´ um κ-termo de rank 1 definido em (8.8).
Prosseguimos com a transformac¸a˜o de cada palavra zg,ℓ (ℓ ∈ {0, . . . , jg}) na
factorizac¸a˜o (8.26), num κ-termo de rank 1 ẑg,ℓ. Isto sera´ feito em quatro sub-
passos.
182 8 Mansida˜o de supremos envolvendo LSl
Passo 5.1. Consideremos a factorizac¸a˜o marcada, descrita na Subsecc¸a˜o 7.4.1,
zg,ℓ = z0v1z1v2 · · · vqzq (8.27)
de zg,ℓ. Pela definic¸a˜o de factores marcados, se q ≥ 1, enta˜o |vi| ≥ 2k para todo
o i ∈ {1, . . . , q}, donde podemos escrever vi = vi,1vi,2vi,3 para algumas palavras
vi,1, vi,2 e vi,3 com |vi,1| = |vi,3| = k. Definimos v̂i = vi,1 vi,2 vi,3, e tomamos
como zg,ℓ(1) o seguinte κ-termo de rank 1
zg,ℓ(1) = z0v̂1z1v̂2z2 · · · v̂qzq.
Passo 5.2. Pela definic¸a˜o de factores livres, se z0 na˜o e´ a palavra vazia, enta˜o
tem comprimento maior do que k. Neste caso, definimos ẑ0 = z0,1z0,2 onde z0,1
e´ o prefixo de comprimento k de z0 e z0 = z0,1z0,2. Simetricamente, se zq na˜o
e´ a palavra vazia, definimos ẑq = zq,1zq,2 onde zq,2 e´ o sufixo de comprimento k
de zq e zq = zq,1zq,2. Consideremos agora
zg,ℓ(2) = ẑ0v̂1z1v̂2z2 · · · v̂qẑq.
Passo 5.3. Seja y ∈ A+ um factor de zg,ℓ tal que 2k ≤ |y| < 3k. Podem ocorrer
dois casos.
(Caso I) Toda a extensa˜o de comprimento 3k−1 em zg,ℓ, de uma ocorreˆncia
de y, e´ uma ocorreˆncia marcada (ver Subsecc¸a˜o 7.4.1). Neste caso toda
a ocorreˆncia de y em zg,ℓ esta´ contida nos factores marcados vi.
(Caso II) Existe uma ocorreˆncia livre em zg,ℓ de uma extensa˜o y˜, de com-
primento 3k − 1, de uma ocorreˆncia de y. Neste caso, pela definic¸a˜o de
ocorreˆncia livre (cf. Subsecc¸a˜o 7.4.1), existe uma k′′-vizinhanc¸a v de y˜
tal que v e´ k′-abundante. Em particular, doc(y˜, v) ≥ k′. Ale´m do mais,
toda a ocorreˆncia de um factor de comprimento 3k − 1 na k′′-vizinhanc¸a
v e´ livre. Isto significa que pelo menos k′ − 2 das ocorreˆncias disjuntas
de y˜ em v ocorrem disjuntas dos factores marcados. Mais precisamente,
existe um inteiro 0 ≤ i ≤ q tal que doc(y˜, zi) ≥ k
′ − 2. Logo, como y e´
um factor de y˜, doc(y, zi) ≥ k
′ − 2. Neste caso, dizemos que y tem uma
ocorreˆncia livre em zg,ℓ.
Consideremos o conjunto F de todos os factores y de zg,ℓ tais que 2k ≤ |y| < 3k
e y tem uma ocorreˆncia livre em zg,ℓ. Pelo segundo caso acima, para cada
y ∈ F existe um inteiro 0 ≤ i ≤ q tal que doc(y, zi) ≥ k
′ − 2. Portanto, a
escolha de k′ permite-nos seleccionar uma ocorreˆncia para cada y ∈ F de modo
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a que estas ocorreˆncias sejam disjuntas duas a duas. Estas ocorreˆncias sa˜o
seleccionadas nos factores zi e, se i = 0 ou i = q, enta˜o podemos selecciona´-las,
respectivamente, em z0,2 e em zq,1. Como 2k ≤ |y| < 3k, podemos escrever
y = y1y2y3 para algumas palavras y1, y2 e y3 com |y1| = |y3| = k. Substitu´ımos
em zg,ℓ(2) a ocorreˆncia seleccionada de y por ŷ = y1 y2 y3. Obtemos enta˜o um
termo zg,ℓ(3).
Passo de Ajustamento Ate´ aqui, temos seguido passo a passo o algoritmo
de transformac¸a˜o de wg,▽ dado em [35]. Agora, como anunciado acima,
temos que fazer um pequeno ajuste no procedimento para reverter a trans-
formac¸a˜o que apagou os expoentes αg,j em wg,♦. Recordemos que assumi-
mos acima que u2ng,j e´ um sufixo de u
′
g,j−1 e um prefixo de u
′
g,j, para todo
o j ∈ {1, . . . ,mg}, donde a ocorreˆncia ug,j na factorizac¸a˜o (8.24) pode ser
estendida a uma ocorreˆncia u4n+1g,j na qual a ocorreˆncia ug,j de (8.24) e´ o
factor central. Por outro lado, nenhum centro na˜o perio´dico cg,ℓ ocorre em
u4n+1g,j . De facto, como cg,ℓ e´ ta˜o grande quanto quisermos, se cg,ℓ fosse um
factor de u4n+1g,j , enta˜o as palavras biinfinitas wg e u
∞
g,j estariam na mesma
o´rbita, o que e´ imposs´ıvel uma vez que a segunda e´ perio´dica e a primeira
na˜o e´. Ale´m disso, se cg,ℓ e´ um centro perio´dico e ocorre em u
4n+1
g,j , pode-
mos assumir sem perda de generalidade que ocorre no sufixo u2ng,j. Como
consequeˆncia, (podemos assumir que) u2n+1g,j ocorre em algum factor zg,ℓ na
factorizac¸a˜o (8.26). Para ale´m disso, (podemos assumir que) u2n+1g,j ocorre em
algum factor livre zi na factorizac¸a˜o (8.27) de zg,ℓ.
Assim, antes de aplicarmos as transformac¸o˜es previstas para o Passo 5.3,
localizamos em zi a ocorreˆncia fixa de ug,j que prove´m de (8.24). Depois
substitu´ımos essa ocorreˆncia de ug,j por u
αg,j
g,j . Como queremos controlar os
factores biinfinitos que sa˜o criados, consideramos o sufixo sg,j−1 de u
′
g,j−1 de
comprimento k e o prefixo pg,j de u
′
g,j de comprimento k. Enta˜o sg,j−1 e pg,j
ocorrem adjacentes a` ocorreˆncia fixa de ug,j, e substitu´ımos essas ocorreˆncias,
respectivamente, por sg,j−1 e pg,j. Apo´s estas treˆs substituic¸o˜es, o Passo 5.3
pode ser realizado como descrito acima, e reparamos que as substituic¸o˜es na˜o
teˆm impacto sobre o Passo 5.3 uma vez que foram feitas num factor livre e,
portanto, todos os elementos de F continuam a ter bastantes ocorreˆncias em
zg,ℓ. Isto significa que todos os factores biinfinitos que seriam obtidos sem
aquelas treˆs substituic¸o˜es sa˜o ainda obtidos com elas. A u´nica diferenc¸a e´ que
foi introduzido o factor sg,j−1u
αg,j
g,j pg,j que pode ter criado (no ma´ximo dois)
factores biinfinitos novos.
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Passo 5.4. Neste passo, admitimos a substituic¸a˜o de qualquer ocorreˆncia, nos
factores de zg,ℓ(3) que foram obtidos a partir das transformac¸o˜es nas palavras
zi, de um factor y ∈ A
+ de comprimento k por y. Dizemos que um termo
obtido a partir de zg,ℓ(3) usando estas substituic¸o˜es e´ irredut´ıvel quando na˜o e´
poss´ıvel fazer mais substituic¸o˜es (ou seja, quando na˜o existem mais ocorreˆncias
de factores y ∈ A+ de comprimento k nos factores que resultaram das substi-
tuic¸o˜es nas palavras zi). Escolhemos um termo irredut´ıvel e denota´mo-lo por
ẑg,ℓ. Isto conclui o processo de transformac¸a˜o da palavra zg,ℓ.
Com isto, estamos em condic¸o˜es de completar a construc¸a˜o do κ-termo ŵg,♦,
cuja existeˆncia foi referida no Facto 8.3.2. Para isso basta considerar a facto-
rizac¸a˜o (8.26) de wg,▽(1) e definir
ŵg,♦ = l̂gẑg,0 ĉg,1 ẑg,1 ĉg,2 · · · ĉg,jg ẑg,jg r̂g (8.28)
que e´ um κ-termo de rank 1 que, pelo Passo de Ajustamento acima, pode ser
escrito na forma (8.23). Note-se que a substituic¸a˜o de ug,j por u
αg,j
g,j no Passo de
Ajustamento recuperou o valor de wg,♦ sobre V e sobre S.
Para concluir a demonstrac¸a˜o do Facto 8.3.2, notamos que δ′♦ e´ uma κ-soluc¸a˜o
de Γ mo´dulo LSl que satisfaz a condic¸a˜o (ST.3). Na˜o apresentamos aqui uma
prova directa desta afirmac¸a˜o, pois seria uma (longa) repetic¸a˜o dos argumentos
da prova ana´loga apresentada em [35, Secc¸a˜o 6.6] para o caso da pseudovariedade
LSl. Na realidade, o algoritmo de construc¸a˜o da κ-soluc¸a˜o δ′ mo´dulo LSl, em [35],
consiste em associar a cada g ∈ Γ uma palavra finita ugδ tal que
ugδ ≡n δ(g)
e depois aplicar a ugδ o procedimento descrito acima (para transformar a palavra
wg,▽, sem o Passo de Ajustamento) de tal forma que δ
′ verifica as condic¸o˜es (c1)–
(c4) de [35, Proposic¸a˜o 6.1]. Estas condic¸o˜es (c1)–(c4) sa˜o essencialmente as que
impusemos aqui ao nosso δ′, na definic¸a˜o de segundo tipo de κ-redutibilidade de
LSl ∨ V. Existem apenas duas diferenc¸as. Em primeiro lugar, para o caso de
LSl ∨V, foi necessa´ria uma condic¸a˜o extra, (ST.4), para lidar com a pseudova-
riedade V. Em segundo lugar, as condic¸o˜es (ST.1)–(ST.4) referem-se a uma
soluc¸a˜o δ′0 mo´dulo LSlN , enquanto que (c2)–(c4) se referem a uma soluc¸a˜o δ
mo´dulo LSl. Esta diferenc¸a e´, no entanto, meramente aparente visto que neste
trabalho tivemos de aplicar a κ-redutibilidade de V (perdendo assim a pro-
priedade de ser uma soluc¸a˜o mo´dulo LSl, mas mantendo a propriedade de ser
uma soluc¸a˜o mo´dulo LSlN) antes de fazer o segundo tipo de reduc¸a˜o (ou seja, a
reduc¸a˜o ao caso em que as etiquetas de todos os elementos de Γ sa˜o infinitas),
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enquanto que em [35] primeiro foi feita a reduc¸a˜o (Proposic¸a˜o 6.1) e so´ depois foi
considerada uma “aproximac¸a˜o LSln” fornecida pelas palavras ugδ. Observamos
tambe´m que a necessidade, neste trabalho, de comec¸ar a construc¸a˜o de δ′ com
uma soluc¸a˜o δ′0 mo´dulo LSlN , para um inteiro N maior do que n, foi porque os
κ-termos de partida wg,0 tinham ranks arbitra´rios e as transformac¸o˜es que eles
sofreram ao longo dos passos 1 a 3 fizeram a soluc¸a˜o “decrescer” para LSln.
Assim, basicamente, o que fizemos neste trabalho foi procurar palavras wg,▽
que, no que respeita a` pseudovariedade LSl, estavam nas mesmas condic¸o˜es
das palavras ugδ em [35], para que pude´ssemos aplicar-lhes o mesmo algoritmo
(com as adaptac¸o˜es necessa´rias, nomeadamente o Passo de Ajustamento) de
construc¸a˜o de uma soluc¸a˜o mo´dulo LSl que, em particular, verifica a condic¸a˜o
(ST.3).
Observe-se que a introduc¸a˜o do Passo de Ajustamento torna poss´ıvel ter
ψ ◦ δ′♦ = γ♦, uma condic¸a˜o necessa´ria para δ
′
♦ ser uma soluc¸a˜o com respeito a
(γ♦, ψ). Por outro lado, como referido no Passo de Ajustamento, a u´nica diferenc¸a
e´ que criou o factor sg,j−1u
αg,j
g,j pg,j em ŵg,♦. Mas isto na˜o e´ um problema uma vez
que por p4.1), p3.2) e p3.4): para cada e ∈ E(Γ), os κ-termos wα(e),4we,4 e wω(e),4
teˆm as mesmas bases; para todos os ve´rtices v,w ∈ Γ tais que
LSlN |= wv,0 = ww,0,
os κ-termos wv,4 e ww,4 teˆm as mesmas bases. Portanto, por exemplo, se v,w ∈
V(Γ) sa˜o tais que LSlN |= wv,0 = ww,0 e foi criado um factor sv,j−1u
αv,j
v,j pv,j em ŵv,♦,
enta˜o uv,j = uw,j′ , sv,j−1 = sw,j′−1 e pv,j = pw,j′ para algum j
′. Por conseguinte, foi
criado um factor sw,j′−1u
αw,j′
w,j′ pw,j′ = sv,j−1u
αw,j′
v,j pv,j em ŵw,♦ introduzindo assim em
ŵw,♦ os mesmos (poss´ıveis) novos factores biinfinitos que sv,j−1u
αv,j
v,j pv,j introduziu
em ŵv,♦. Portanto ŵv,♦ e ŵw,♦ teˆm os mesmos factores biinfinitos na˜o perio´dicos
e, como consequeˆncia, δ′♦ verifica a condic¸a˜o (ST.3). De forma ana´loga, pode-se
mostrar que δ′♦ e´ uma soluc¸a˜o mo´dulo LSl e concluir que o Facto 8.3.2 e´ va´lido.
Isto estabelece a κ-redutibilidade ST de LSl ∨ V, completando assim a
demonstrac¸a˜o do Teorema 8.2.1.
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