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Various features come from relational data often used to enhance the prediction of statistical models. The features 
increases as the feature space increases. We proposed a framework, which generates the features for feature selection using 
support vector machine with (1) augmentation of relational concepts using classification-type approach (2) various strategy 
to generate features. Classification are used to increase the productivity of feature space by adding new techniques used to 
create new features and lead to enhance the accuracy of the model. The feature generation in run-time lead to the building of 
models with higher accuracy despite generating features in advance. Our results in different applications of data mining in 
different relations are far better from existing results. 
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Introduction 
Data analyst generally finds a very important topic 
in their research, to create a suitable reconstructing 
tool to convert the big data into more revealing and 
efficient form. Although particular specialised 
knowledge is required to design representation, 
generalised antecedent for learning data can also be 
helpful. The search for more efficient and useful 
representation of the data with the help of antecedent 
information motivates us. The objectives behind the 
data analysis as given by Breiman et al.1: 
(1) To build stochastic systems which able to fit
into the data and then draw some inferences from data 
generating method using structure of the systems. 
(2) To predict the response of the system for the
particular input variables. 
In the recent years, the popularity and success of 
machine learning and deep learning methods in the 
field of text, image video and audio has given a chance 
for the researchers to give importance to the feature 
engineering.2 These methods are efficient and effective 
when there is large numbers of computational tools and 
learning data are obtainable. The feature engineering 
wants more manual efforts in generating and selecting 
features, which is more complex and difficult. Learning 
most appropriate representation of feature is not 
insignificant job as it needs identifying manually the 
more complicated structure from data.3 To overcome 
the problem of complication, you have to deal with all 
attributes and depend on the learning system to create 
important features.4 However, this technique doesn’t 
gives good result always. Most often working with 
such huge feature space is not effective as it increases 
the cost of computation because only some features are 
useful for the system.5 It is also observed that the 
representation of such features is task-specific and suits 
accordingly.6 So, there are many complex problems 
with this method. For the new problem, it is very 
difficult to decide which representations and its 
associated method should be chosen.7 No existing 
methods are good one for the classification problem in 
real-world. The domain knowledge is useful for the 
generation of the features and thus, best expressed 
using feature constructed.8 The existing methods are 
rigid, and do not allow user to change the 
representation.9 
We present a relational statistical learning 
technique, generalised structural classification model 
(GSCM), for creating prediction model based on 
relational databases from different documents. In 








better accuracy of the given model. This technique 
has many advantages as compared to different 
existing traditional techniques. The data from SQL 
queries are combined to give Boolean and quantitative 
data. The performance of the resulting model is better 
than the logical models. This will also show how the 
relational features combined with more features to 
improve the searching results accordingly. 
Popescul et al. introduced a model to generate 
features in the relational DBMS using logistic 
regression with generating features from relational 
database.10 They used the queries to retrieve the 
appropriate data from the database as search method. 
They also used richer join, grouping and argmax 
based queries in their search. They used their method 
to get the citations results in various publications. 
 
The main features of the proposed research are as 
follows: 
 
(1) We proposed novel feature generation and 
selection in relational database using Machine 
Learning called GSCM. 
(2) We have applied natural join and SVM to 
increase the accuracy and therefore decrease the error. 
(3) We are able to increase the performance of link 
prediction and venue prediction using CiteSeer 
dataset. 
(4) We are also able to outperform the existing 
previous results.  
 
Related Works 
GSCM creates features are not similar to the 
previous generating features techniques.11–14 In 
GSCM, a relational schema is generated based on 
queries results of database. Features are generated by 
combining different views using natural join then 
combine features are again filtered to get the most 
appropriate predictors for our model. 
The relational schema is dynamically added 
containing some relations obtained by classification 
of data in the given tables. The classification is done 
according to keywords and authors name in the given 
published document and the relations between 
original data and the classified data obtained after 
classification based on keywords or authors name.15 
All searches are based on the results of queries 
obtained by aggregation using natural join and according 
to predictive features generated so far. We will show 
that features generated with the help of queries required 
less computation than the previous method. 
GSCM combines two basic techniques i.e. 
supervised model capable of outperform logical models 
and better technique to extract features from the multi-
relational views. Classification models are more 
accurate than the traditional logical methods. This 
difference is achieved when bulk features are added to 
models, many of them shows some good results 
because word are taken as features. Classification 
models also used some very good feature extraction 
techniques such as Principal Component Analysis 
(PCA), Independent Component Analysis (ICA), 
Gabor Filters, Layered Approach, Geometric Features, 
Moments Invariants, Zernike Moments and Local 
Binary Patterns to overcome over fitting problem.16 
The important components of GSCM system are 
described in Fig. 1. Two basic components: feature 
generation and classification model – are bonded in 
the single loop. Samples are taken from the 
population of the relational database. Queries are 
executed to get the various views, which are then 
aggregated by the aggregation function such as 
natural join. Features are generated from the 
combined views of the relational model. Further, 
classification model are selected and assessment of its 
performance is done on the basis of accuracy. Based 
on the performance of the classification model some 
more features are added to enhance the performance 
of the model. This is basically recursive model, used 
to evaluate its own performance. 
GSCM has various key properties which makes it 
better than regression models and ILP: 
 
 
Fig. 1 — Learning Process 




 The use of classification model instead of 
regression and logic permits us to use more effective 
summaries of the keywords used for searching in any 
document. 
 The use of classification model for generating 
new features from the set of relations. Classification 
gives more useful model for relational data and 
produce better representation and scalability. For 
example, classification of the documents based on the 
given keyword can be easily separated. 
 The use of relational database management 
system and SQL produce more realistic results as 
compared to PROLOG. Most of the data in real world 
depends on RDBMS due to its scalability and 
optimisation techniques, having more information and 
metadata. 
 Binding up of feature generation and 
classification model in the single loop gives more 
efficient result as compared to pre-feature generation 
technique. Features are not generated in advance but 
generated in run time which allows us to give more 
attention on useful features. They can be generated 
one by one and keeping only few selected features. 
The results are verified on two sets of task applied 
on the data in the CiteSeer, online database of 
different journals. It contains different paper title, 
abstracts, keywords and journal names. We used 
CiteSeer as a relational database for our experiments. 
The results based on keywords and last name of 
authors are analysed using machine learning. 
 
Relations for Classification 
GSCM uses classification to produce new relations 
and incorporated them into schema for statistical 
learning technique. Entities and relationship produced 
from the classification increase the productivity of the 
feature space. These features are added to the 
database schema which are then utilized to enhance 
the performance of the queries (Fig. 2). For example, 
in CiteSeer papers are classified based on words or 
keywords and on authors with the journal name. The 
original database is used to describe which entities to 
be taken and relations between these entities for 
classification of the results. For example, database can 
be classified using keywords, authors and journal 
name. Some important features are selected among so 
many features, kept in the classification model, based 
on the statistical selection technique. Classification 
enhances the accuracy as well as generation of 
efficient predictive features.17,18 
The aggregation used in the model works 
differently from cluster and ILP; produce some new 
features from the relational database.11 Aggregation is 
used to represent the results from the relational 
database in the tabular form, and some logical queries 
in the scalar form. For example, average number of 
keywords used in the research paper and counting the 
citations of each paper in the journal. Aggregation 
when incorporated with classification is very efficient 
to create new features and then this model used 
repeatedly to create new queries and tables to enhance 
the performance of the model. 
 
Run-time Feature Generation 
GSCM also supports feature generation and 
selection at run-time. The most challenging and 
computational part of GSCM is feature generation. 
The generation of huge features takes lot of CPU time 
to get the results of SQL queries, but our model 
generates more efficient features with fewer 
calculations at run-time. The problem of over fitting 
should not be ignored even if we generate the features 
and also test them to include in the model is 
determined at run-time. The aggregation using natural 
join reduces the calculations. 
Query results are categorised into various streams 
based on the different expressions taken by the users. 
Size of each feature is different for example; number 
of keywords is greater than the number of journal. It 
is very easy to classify selected features into different 
categories. The features which utilize most of the 
other features are chosen to get the next generated 
feature. The query having most dominating results 
among all queries should be taken first. 
 
Proposed Methodology 
GSCM binds two basic concepts: feature 
generation from relational database, feature selection 
using classification model. We developed an 
optimised algorithm for GSCM. In GSCM, views are 
aggregated using Natural Join and classification using 
SVM. The efficient algorithm depends upon the CPU 
and accuracy of the model. These two factors decide 
when to stop the algorithm. 
 
 
Fig. 2 — Feature generation from database schema 




We use SQL, due to its connectivity and efficiency 
with database engines.19 We use the given schema in 
this paper: 
 
Keyword (Documents, count, Keyword) 
 
Authors Publications (Documents, Journal name) 
 
Citations (SourceDoc, Target Doc) 
 
Coauthors (Documents, Coauthors) 
 
The domains are different from the SQL. 
Individual queries produce tables for each query. 
Further, they are aggregated using natural join. 
Aggregate functions are used with subscript with the 
variables. For example, the sum of counting of word 
“Human” in the database where document is written 
by author or co-author is given by: 
 
Results (R) = Sum (AuthorsPublications (D, N) ⋈ 
Keyword (D, count, Human)) 
The RHS of the above expression is used to 
generate features to test our classification model. 
 
SELECT DISTINCT * 
 
FROM Author Publications R1 
 
WHERE R1.D=’N’ AND R1.D=’Human’ 
 
The above query produces the results that counting 
of “keyword” in the document for the given “author”. 
 
Experiments and Results 
We evaluate GSCM using CiteSeer database, a 
relational online journal of computer science. This 
database includes author name, title of the paper, 
journal name, citation information etc. We used the 
same database as in the work by Popescul et al.10 
Further, we try to compare the results of them with 
the results of our GSCM model. 
There are 2122 journal unique journals and 
conferences, 32640 coauthors are present,  
123420 are the total words and 27820 are the total 
citations.20 The relations and their instances are shown 
in Table 1. 
We produce results of combination of two tasks: 
Author total publications and in the publication count 
the frequency of given word. The two tasks are Authors 
Publications (Documents, Journal name) and Keyword 
(Documents, count, Keyword). In both tasks the search 
space is based on the given relations such that quantity 
of authors, journal and conference, frequency of words 
etc. and response are Boolean in nature. 
Above three relations are many-to-many relations 
and one is one-to-one relation. Model is learned using 
sequential feature selection i.e. each feature is 
generated, it is added to the model if accuracy 
improves otherwise removed from the model. We use 
n-fold cross validation rule to enhance the model 
using SVM classification rule. All observations are 
divided equally into n sets, n-1 set is used to train the 
model and each set is used to test the model. In the 
prediction of venue (Journalname), there are 12000 
observations. Out of 12000, 6000 are the positive 
taken out from the relation <Document, Journalname> 
and 6000 are negative samples taken out randomly 
from the remaining documents. The size of the Author 
publications is decreases by 6000 after removing 
positive samples. In the prediction of the link, the 
6000 samples are taken for the experiment. Out of 
6000 samples, 3000 are the positive samples taken 
from the <sourcedoc, targetdoc> and remaining 3000 
are the negative samples taken randomly from the 
database. The number of samples of citations 
decreases by 3000 due to positive samples. 
A total of 3500 features are used to train the 
classification model, equal to the total features 
considered by Popescul et al.10 The features are 
numeric in nature because it is easy to compare the 
difference in accuracy of both model i.e. our model 
and model of Popescul et al. 
The accuracy of our model with respect to features 
considered from 0 to 3500 in both prediction of venue 
as well as link are presented in Table 2. The 
Table 1 — Total relations and instances 
Relations Size 
Authors Publications (Documents, Journalname) 2122 
Citations (SourceDoc, TargetDoc) 27820 
Coathors (Documents, Coauthors) 32640 
Keyword (Documents, Count, Keyword) 123420 
Table 2 — Accuracies with number of features considered in venue prediction and link prediction 
Features considered 0 250 500 750 1000 1250 1500 1750 2000 2250 2500 2750 3000 3250 3500 
Accuracies in venue prediction 0 74.1 76.2 78.1 81.3 80.2 80.9 86.5 85.9 86.1 86.2 86.2 86.2 86.4 86.5 
Accuracies in link prediction 0 83.8 92.1 91.4 92.2 91.9 91.3 90.4 92.3 92.1 92.4 92.3 92.5 92.4 92.5 




difference between the plot of average accuracy of 
our model for the features considered with the 
Popescul’s model for the venue and link prediction is 
shown in Fig. 3 and Fig. 4. The plot shows that the 
accuracy of prediction changes with addition of more 
features at equal intervals and also shows better 
performance of our proposed model with Popescul’s 
model in terms of accuracy. The average of our 
accuracy found to be 82.1% and 91.3% for the 
prediction of venue and link prediction, which is 
better than the Popescul’s accuracy. The difference 
between accuracy in the prediction of venue and link 
are presented in Fig. 5 and Fig. 6 respectively.  
The classification relations above have higher 
accuracy as compared to cluster relations. Another 
advantage of working in SVM classification model is 
that it is cheaper than the cluster relations because it 
filter all the data from the database. This also reduced 
the cost of computation for producing features from 
the relational database. 
Conclusions and Future Works 
We introduced Generalised Structural Classification 
Model (GSCM), which uses natural join and SVM for 
the analysis of CiteSeer database. GSCM combines the 
power of natural join and SVM with automatically 
generation of features from the relational database. 
Existing models generate features comparably slow, 
derived rigorous procedure produced from the 
regression and ILP based models. GSCM is applicable 
to large database which are noisier, complex and 
distributed in nature, efficient feature generation from 
the large database, query optimisation makes it more 
efficient, robust and accurate model. 
We also showed how SVM can be used to derive 
new important features from the feature space in the 
relational statistical learning. SVM improves accuracy 
with the help of dimensionality reduction. Entities 
build from our model increase the expressivity of the 
given feature space. 
We also showed that feature generation in advance 
is less reliable than the feature generation at run time 
 
 
Fig. 3 — Comparison between SGLR method with proposed




Fig. 4 — Comparison between SGLR method with proposed
method in Link Prediction 
 
 
Fig. 5 — Difference between accuracy between Proposed Method




Fig. 6 — Difference in accuracy between Proposed Method with
SGLR method in Link Prediction 




which requires fewer calculations. Our model is also 
able to reduce computational cost to some extent. Our 
model will very helpful to the modelling of hyperlinks, 
social networks, bioinformatics, biosciences and some 
control over statistical database. In the future, some 
more machine learning techniques will be used in the 
given model to improve its accuracy such as Logistic 
Regression, Naïve Bayes, KNN etc. 
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