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Abstract
In this paper we introduce and study a new property of infinite words: An infinite word x ∈ AN,
with values in a finite set A, is said to be k-self-shuffling (k ≥ 2) if x admits factorizations:
x =
∏∞
i=0 U
(1)
i · · ·U
(k)
i =
∏∞
i=0 U
(1)
i = · · · =
∏∞
i=0 U
(k)
i . In other words, there exists a shuffle of
k-copies of x which produces x. We are particularly interested in the case k = 2, in which case we
say x is self-shuffling. This property of infinite words is shown to be independent of the complexity
of the word as measured by the number of distinct factors of each length. Examples exist from
bounded to full complexity. It is also an intrinsic property of the word and not of its language (set
of factors). For instance, every aperiodic word contains a non self-shuffling word in its shift orbit
closure. While the property of being self-shuffling is a relatively strong condition, many important
words arising in the area of symbolic dynamics are verified to be self-shuffling. They include for
instance the Thue-Morse word fixed by the morphism 0 7→ 01, 1 7→ 10. As another example we
show that all Sturmian words of slope α ∈ R \ Q and intercept 0 < ρ < 1 are self-shuffling (while
those of intercept ρ = 0 are not). Our characterization of self-shuffling Sturmian words can be
interpreted arithmetically in terms of a dynamical embedding and defines an arithmetic process
we call the stepping stone model. One important feature of self-shuffling words stems from its
morphic invariance: The morphic image of a self-shuffling word is self-shuffling. This provides a
useful tool for showing that one word is not the morphic image of another. In addition to its
morphic invariance, this new notion has other unexpected applications particularly in the area of
substitutive dynamical systems. For example, as a consequence of our characterization of self-
shuffling Sturmian words, we recover a number theoretic result, originally due to Yasutomi, on a
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classification of pure morphic Sturmian words in the orbit of the characteristic.
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1. Introduction
Let A be a finite non-empty set. We denote by A∗ (resp. AN) the set of all finite (resp. infinite)
words u = x0x1x2 · · · with xi ∈ A.
Given k finite words x(1), x(2), . . . , x(k) ∈ A∗ we let S (x(1), x(2), . . . , x(k)) ⊆ A∗ denote the
collection of all words z for which there exists a factorization
z =
n∏
i=0
U
(1)
i U
(2)
i · · ·U
(k)
i
with each U
(j)
i ∈ A
∗ and with x(j) =
∏n
i=0 U
(j)
i for each 1 ≤ j ≤ k. Intuitively, z may be
obtained as a shuffle of the words x(1), x(2), . . . , x(k). For instance, it is readily checked that
011100110 ∈ S (0010, 101, 11). Analogously, given k infinite words x(1), x(2), . . . , x(k) ∈ AN we
define S (x(1), x(2), . . . , x(k)) ⊆ AN to be the collection of all infinite words z for which there exists
a factorization
z =
∞∏
i=0
U
(1)
i U
(2)
i · · ·U
(k)
i
with each U
(j)
i ∈ A
∗ and with x(j) =
∏∞
i=0 U
(j)
i for each 1 ≤ j ≤ k.
Finite word shuffles were extensively studied in [11]. Given x ∈ A∗, it is generally a difficult
problem to determine whether there exists y ∈ A∗ such that x ∈ S (y, y) (see Open Problem 4
in [11]). The problem has recently been shown to be NP-complete for sufficiently large alphabets
[5, 16]. However, in the context of infinite words, this question is essentially trivial: In fact, it is
readily verified that if x ∈ AN and each symbol a ∈ A occurring in x occurs an infinite number of
times in x, then there exists at least one (and typically infinitely many) y ∈ AN with x ∈ S (y, y).
Instead, in the framework of infinite words, a far more delicate question is the following:
Question 1. Given x ∈ AN, does there exist an integer k ≥ 2 such that x ∈ S (x, x, . . . , x︸ ︷︷ ︸
k
)?
If such a k exists, we say x is k-self-shuffling. In case k = 2, we say x is self-shuffling. It is not
difficult to see that every self-shuffling word is k-self-shuffling for each k ≥ 2.
If x ∈ AN is k-self-shuffling, then there exists at least one word s ∈ {1, 2, . . . , k}N (called the
steering word) which defines the shuffle. Typically a k-self-shuffling word x can be shuffled in more
than one way so as to reproduce itself, i.e., may define more than one steering word. In contrast,
every word s ∈ {1, 2, . . . , k}N is a steering word for some k-self-shuffling word. Moreover, if s begins
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in a block of the form arb with a and b distinct symbols in {1, 2, . . . , k}, then s is the steering word
of a unique (up to word isomorphism) non-constant k-self-shuffling word x(s) on an alphabet of
size r. In general, the relationship between properties of s and x(s) is a mystery. For instance, it
may be that s is uniformly recurrent and x(s) not. An infinite word w is uniformly recurrent, if
for each its factor u there exists an integer n such that each factor of w of length n contains u as
its factor. In this paper, we are primarily interested in k-self-shuffling words, and less importance
is placed on the corresponding steering words. In fact, we mainly focus on self-shuffling words,
although many of the results presented here extend to general k. Thus x ∈ AN is self-shuffling if
and only if x admits factorizations
x =
∞∏
i=1
UiVi =
∞∏
i=1
Ui =
∞∏
i=1
Vi
with Ui, Vi ∈ A
+.
The simplest class of self-shuffling words consists of all (purely) periodic words x = uω. We note
that if x ∈ AN is self-shuffling, then every letter a ∈ A occurring in x must occur an infinite number
of times. Thus for instance, the ultimately periodic word 01ω is not self-shuffling. On the opposite
extreme, we show the existence of self-shuffling words having full complexity (i.e., they have all
finite words over a given alphabet as their factors). Thus, the property of being self-shuffling is
largely independent of the usual (subword) ”complexity” of an infinite word as measured by the
number of blocks of each given length. Moreover it is also an intrinsic feature of the word and not
of its language (or set of factors). For instance, the Fibonacci word
x = 0100101001001010010100 · · · ,
defined as the fixed point of the substitution 0 7→ 01, 1 7→ 0, is self-shuffling while 0x and 1x are
not (see §2). More generally, we will show that given any aperiodic word x ∈ AN, the shift orbit
closure of x always contains at least one point which is not self-shuffling.
While the property of being self-shuffling is quite strong, many important words arising in
symbolic dynamics turn out to be self-shuffling. This includes the famous Thue-Morse word
T = 0110100110010110100101100110100110010110 · · ·
whose origins go back to the beginning of the last century with the works of the Norwegian math-
ematician Axel Thue [18]. The nth entry tn of T is defined as the sum modulo 2 of the digits in
the binary expansion of n. The Thue-Morse word is linked to many different areas of mathematics:
from discrete mathematics to number theory to differential geometry (see for example [1, 2]). While
much is already known on the combinatorial properties of the Thue-Morse word, proving that T is
self-shuffling is less straightforward than expected.
Sturmian words constitute another important class of aperiodic self-shuffling words. Sturmian
words are infinite words having exactly n+1 factors of length n for each n ≥ 1. Their origins can be
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traced back to the astronomer J. Bernoulli III in 1772. Sturmian words arise naturally in different
areas of mathematics including combinatorics, algebra, number theory, ergodic theory, dynamical
systems and differential equations. They are also of great importance in theoretical physics (as
basic examples of 1-dimensional quasicrystals) and in theoretical computer science where they are
used in computer graphics as digital approximation of straight lines. Sturmian words are regarded
as the most basic non-ultimately periodic infinite words. Perhaps the most famous and well studied
Sturmian word is the Fibonacci word defined above. In the 1940’s, Hedlund and Morse [14] showed
that each Sturmian word is the symbolic coding of the orbit of a point x (called the intercept) on the
unit circle under a rotation by an irrational angle α (called the slope), where the circle is partitioned
into two complementary intervals, one of length α and the other of length 1− α. Conversely each
such coding defines a Sturmian word. It is well known that the dynamical/ergodic properties of
the system, as well as the combinatorial properties of the associated Sturmian word, hinge on the
arithmetical/Diophantine qualities of the angle α given by its continued fraction expansion. As
in the case of the Fibonacci word, we show that for every irrational number α, all (uncountably
many) Sturmian words of slope α and intercept ρ are self-shuffling except for the two Sturmian
words corresponding to ρ = 0.
In this paper, we derive a number of necessary (and in some cases sufficient) conditions for a
word to be self-shuffling. For instance, if a word x is self-shuffling, then x begins in only finitely
many Abelian unbordered words. As an application of this we show that the well-known paper-
folding word is not self-shuffling. Infinite Lyndon words [17] constitute another class of words which
are shown not to be self-shuffling. A word x ∈ AN is said to be Lyndon if there exists an order
on A with respect to which x is lexicographically smaller than each of its tails. We prove that
if x is Lyndon, then any z ∈ S (x, x) is lexicographically smaller than x, from which it follows
immediately that x is not self-shuffling. While this may appear rather intuitive, our proof of this
fact is both long and delicate. We further prove that each aperiodic word x admits a Lyndon word
in its shift orbit closure, i.e., there exists a Lyndon word y each of whose factors is a factor of x.
From this it follows that each aperiodic word x admits a non-self-shuffling word in its shift orbit
closure.
An important feature of the self-shuffling property stems from its invariance under the action
of a morphism: The morphic image of a self-shuffling word is again self-shuffling. Many important
classes of words (e.g., Sturmian words, pure morphic words, and Toeplitz words) are not preserved
by the action of an arbitrary morphism. This invariance provides a useful tool for showing that one
word is not the morphic image of another. For instance, the paper-folding word is not the morphic
image of any self-shuffling word. However this application requires knowing a priori whether a
given word is or is not self-shuffling. In general, to show that a word is self-shuffling, one must
actually exhibit a shuffle. Self-shuffling words have other unexpected applications particularly in
the study of substitutive dynamical systems. For instance, as an almost immediate consequence
of our characterization of self-shuffling Sturmian words, we recover a result, originally proved by
Yasutomi via number theoretic methods, which gives a characterization of pure morphic Sturmian
words in the orbit of the characteristic.
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The paper is organized as follows: In §2 we establish some general properties of k-self-shuffling
words and along the way give various examples and non-examples. Here we also consider self-
shuffling words which are fixed points of primitive substitutions. Under some additional assump-
tions on the substitution, we deduce the self shuffling property for other points in the shift orbit
of x. For instance, if τ is a primitive substitution having a unique periodic point x, then if x is
self-shuffling then the same is true of each shift of x. In §3 we establish the self-shuffling of the
Thue-Morse word by explicitly constructing a shuffle. Our proof makes use of different morphisms
associated with the Thue-Morse word. In §4 we prove that Lyndon words are not self-shuffling.
In §5 we obtain a characterization of self-shuffling Sturmian words and derive various applications
including Yasutomi’s result mentioned above. In §6 we give an arithmetic interpretation of our
characterization of self-shuffling Sturmian words in terms of a dynamical embedding of an infinite
graph into the dynamical system corresponding to a circle rotation. In this framework we describe
an arithmetic process we call the stepping stone model which may be of independent interest in the
theory of Diophantine approximations. We end the paper with a few open questions.
A preliminary and incomplete version of this paper has been reported at ICALP 2103 conference
[7].
2. General properties
In this section we develop some basic properties of k-self-shuffling words. Let A be a finite non-
empty set. We denote by A∗ the set of all finite words u = x1x2 · · · xn with xi ∈ A. The quantity
n is called the length of u and is denoted |u|. For a letter a ∈ A, let |u|a denote the number
of occurrences of a in u. The empty word, denoted ε, is the unique element in A∗ with |ε| = 0.
We set A+ = A∗ − {ε}. We denote by AN the set of all one-sided infinite words x = x0x1x2 · · ·
with xi ∈ A. The shift map is the mapping defined by x0x1x2 · · · 7→ x1x2x3 · · · . The shift orbit
closure of an infinite word x could be defined, e.g., as the set of infinite words whose sets of factors
are included in the set of factors of x. Given x = x0x1x2 · · · ∈ A
N and a finite or infinite subset
N = {N0 < N1 < N2 < · · · } ⊆ N, we put x[N ] = xN0xN1xN2 · · · ∈ A
N.
Definition 2.1. Let x ∈ AN and k ∈ {2, 3, . . .}. We say x is k-self-shuffling if x satisfies any one
of the following two equivalent conditions:
• x ∈ S (x, x, . . . , x︸ ︷︷ ︸
k
).
• There exists a k-element partition of N into infinite subsets N1, N2, . . . , Nk with x[N i] = x
for each i = 1, . . . , k.
In case x is 2-self-shuffling we say simply that x is self-shuffling. It is evident that if x is self-
shuffling, then x is k-self-shuffling for each k ≥ 2. Later we give an example of a 3-self-shuffling
word which is not self-shuffling.
5
If x is k-self-shuffling, then there exists a word s on a k-letter alphabet which defines or steers
the shuffle. We call such a word a steering word for the shuffle. More precisely, if x ∈ AN is k-
self-shuffling, then there exists a k-element partition of N into infinite subsets N1, N2, . . . , Nk with
x[N i] = x for each i = 1, . . . , k. The corresponding steering word s = s0s1s2 · · · ∈ {1, 2, . . . , k}
N is
then defined by sn = j ⇔ n ∈ N
j. In general, a k-self-shuffling word defines many different steering
words, i.e., the shuffle is not unique. We begin with a few simple examples:
Fibonacci word: The Fibonacci infinite word
x = 0100101001001010010100 · · ·
is defined as the fixed point of the substitution ϕ given by 0 7→ 01, 1 7→ 0. It is readily verified that
ϕ2(a) = ϕ(a)a for each a ∈ {0, 1}. Whence, writing x = x0x1x2 · · · with each xi ∈ {0, 1} we obtain
x = x0x1x2 · · · = ϕ(x0)ϕ(x1)ϕ(x2) · · · = ϕ
2(x0)ϕ
2(x1)ϕ
2(x2) · · · =
ϕ(x0)x0ϕ(x1)x1ϕ(x2)x2 · · ·
which shows that x is self-shuffling. It is readily verified that the corresponding steering word
s = 00101001001010010100 · · · is equal to the second shift of x.
Period doubling word: The period-doubling word
x = 01000101010001000100010101 · · ·
is defined as the fixed point of the substitution σ given by 0 7→ 01, 1 7→ 00. The period doubling
word is also an example of a Toeplitz word (see [6]). It is readily verified that x admits factorizations
x =
∏∞
i=0 UiVi =
∏∞
i=0 Ui =
∏∞
i=0 Vi with U0 = 0100, V0 = 01, and Ui = σ
i+1(1), Vi = σ
i(1) for
i ≥ 1. (It suffices to show that each of the above products is fixed by σ). Thus the period-doubling
word is self-shuffling.
The self-shuffling property appears largely independent of the usual subword complexity of an
infinite word as measured by the number of factors of each given length. In fact, on one extreme
are the purely periodic infinite words all of which are easily seen to be self-shuffling. The following
example illustrates the existence of a self-shuffling word having full complexity:
A recurrent binary self-shuffling word with full complexity: For each positive integer n, let
zn denote the concatenation of all words of length n in increasing lexicographic order. For example,
z2 = 00011011. For i ≥ 0 put
vi =
{
zn, if i = n2
n−1 for some n,
0i1i, otherwise,
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and define
x =
∞∏
i=0
Xi = 010100110
30113040102120114 · · · ,
where X0 = X1 = 01, X2 = 0011, and for i ≥ 3, Xi = 0
iyi−21
i, where yi−2 = yi−3vi−2yi−3, and
y0 = ε. We note that x is recurrent (i.e., each prefix occurs twice) and has full complexity (since it
contains zn as a factor for every n).
To show that the word x is self-shuffling, we first show that Xi+1 ∈ S (Xi,Xi). Take Ni =
{0, . . . , i − 1, i + 1, . . . , 2i − i, 2i − i + vi−1|1, 2
i+1 − i − 1}, where u|1 denotes the positions j of
a word u in which the j-th letter uj of u is equal to 1. Then it is not hard to to see that
Xi = Xi+1[Ni] = Xi+1[{1, . . . , 2
i+1}\Ni]. The self-shuffle of x is built in a natural way concatenat-
ing shuffles of Xi starting with U0 = V0 = 01, so that X0 · · ·Xi+1 ∈ S (X0 · · ·Xi,X0 · · ·Xi).
The property of being self-shuffling is quite strong. Nevertheless, every infinite word s =
s0s1s2 · · · ∈ {1, 2, . . . , k}
N is a steering word for some k-self-shuffling word. To see this, we define
ℓ : N → N by ℓ(n) = |s0s1 · · · sn|sn − 1. Let ∼ denote the equivalence relation on N generated by
n ∼ ℓ(n). Then ∼ partitions N into r-many equivalence classes where r is defined by the condition
that arb is a prefix of s for distinct symbols a, b ∈ {1, 2, . . . , k}. Let x(s) = x0x1x2 · · · be the
infinite word over the alphabet {a1, . . . , ar} defined by: for all n ∈ N and i ∈ {1, . . . , r}, xn = ai if
and only if n ∼ i. For each j ∈ {1, . . . , k}, let tj : N→ N be defined by: for all n ∈ N, ℓ(tj(n)) = n
and stj(n) = j. This defines a new partition of N into k classes N1, . . . , Nk: for each j ∈ {1, . . . , k},
Nj = {t
j(0) < tj(1) < · · · }. Then, for all n ∈ N and each i ∈ {1, . . . , r}, we have
xtj(n) = ai ⇔ t
j(n) ∼ i⇔ ℓ(tj(n)) ∼ i⇔ n ∼ i⇔ xn ∼ i.
Hence for each j ∈ {1, . . . , k}, x(s)[Nj ] = x(s). This shows that x(s) is k-self shuffling and that s
steers the described shuffle of x(s).
We illustrate this with an example: Suppose s ∈ {1, 2, 3}N begins in s = 1111231223123 · · ·
then (ℓ(n))n≥0 begins in 0, 1, 2, 3, 0, 0, 4, 1, 2, 1, 5, 3, 2, . . . This defines an equivalence relation with 4
classes given by : {0, 4, 5, 6, 10, . . .}, {1, 7, 9, . . .}, {2, 8, 12, . . .} and {3, 11, . . .} which in turn defines
the 3-self-shuffling word x(s) = abcdaaabcbadc · · · {a, b, c, d}N having s as a steering word. It follows
from Proposition 2.2 that any coding of x is also 3-self-shuffling. It follows that every binary word
s ∈ {1, 2}N beginning in a2b with {a, b} = {1, 2} determines as above a unique binary self-shuffling
word x. In general there is no evident relationship between the words s and x. For instance, s may
be uniformly recurrent while x need not be.
The next two propositions show the invariance of self-shuffling words with respect to the action
of a morphism:
Proposition 2.2. Let A and B be finite non-empty sets and τ : A→ B∗ a morphism. If x ∈ AN is
k-self-shuffling, then so is τ(x) ∈ BN.
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Proof. Let x ∈ AN be k-self shuffling. This implies the existence of factorizations
x =
∞∏
i=0
U
(1)
i · · ·U
(k)
i =
∞∏
i=0
U
(1)
i = · · · =
∞∏
i=0
U
(k)
i .
Whence
τ(x) =
∞∏
i=0
τ(U
(1)
i · · ·U
(k)
i ) =
∞∏
i=0
τ(U
(1)
i ) · · · τ(U
(k)
i ) =
∞∏
i=0
τ(U
(1)
i ) = · · · =
∞∏
i=0
τ(U
(k)
i )
as required.
For instance, consider the fixed point x of the substitution ψ : a 7→ abb, b 7→ a. It is readily
checked that x is the morphic image of the period doubling word under the morphism τ : 0 7→ a,
1 7→ bb. This follows from the fact that τ(σi(0)) = ψi(a), τ(σi(1)) = ψi(bb) (here σ : 0 7→ 01,
1 7→ 00 is the morphism fixing the period doubling word), which is proved by induction. Since the
period doubling word is k-self-shuffling for each k ≥ 2, the same is true of x.
Following [9], if x ∈ AN is uniformly recurrent, and u a non-empty prefix of x, then one defines
the derived sequence Du(x) by coding x as a concatenation of first returns to u. Recall that a
nonempty word v is called a first return to a factor u of x if vu is a factor of x, the word u is a
prefix of vu and vu does not contain other occurrences of u than suffix and prefix. The following
is an immediate consequence of Proposition 2.2 since in fact x is the morphic image of Du(x):
Corollary 2.3. Let x ∈ AN be a uniformly recurrent word and u a non-empty prefix of x. If the
derived word Du(x) is k-self-shuffling, then x is k-self-shuffling.
The notation w = v−ru means u = vrw.
Proposition 2.4. Let τ : A→ A∗ be a morphism, and x ∈ AN be a fixed point of τ .
1. Let u be a prefix of x and l be a positive integer such that τ l(a) begins in u for each a ∈ A.
Then if x is k-self-shuffling, then so is u−1x.
2. Let u ∈ A∗, and let l be a positive integer such that τ l(a) ends in u for each a ∈ A. Then if
x is k-self-shuffling, then so is ux.
Proof. We prove only item (1) since the proof of (2) is essentially identical. Suppose
x =
∞∏
i=0
U
(1)
i · · ·U
(k)
i =
∞∏
i=0
U
(1)
i = · · · =
∞∏
i=0
U
(k)
i
with each U
(j)
i ∈ A
+. By assumption, for each i ≥ 1 and j = 1, 2, . . . , k, we can write τ l(U
(j)
i ) =
uV
(j)
i with each V
(j)
i ∈ A
∗. Put X
(j)
i = V
(j)
i u. Then since
x = τ l(x) =
∞∏
i=0
τ l(U
(1)
i · · ·U
(k)
i ) =
∞∏
i=0
τ l(U
(1)
i ) · · · τ
l(U
(k)
i ) =
∞∏
i=0
τ l(U
(1)
i ) = · · · =
∞∏
i=0
τ l(U
(k)
i ),
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we deduce that
u−1x =
∞∏
i=0
X
(1)
i · · ·X
(k)
i =
∞∏
i=0
X
(1)
i = · · · =
∞∏
i=0
X
(k)
i .
A substitution τ : A→ A∗ is primitive if for each pair a, b ∈ A there exists n such that b occurs
in τn(a).
Corollary 2.5. Let τ : A → A∗ be a primitive substitution, and a ∈ A. Suppose τ(b) begins
(respectively ends) in a for each letter b ∈ A. Suppose further that the fixed point τ∞(a) is k-self-
shuffling. Then every right shift (respectively left shift) of τ∞(a) is k-self-shuffling.
Proof. Since τ is primitive, the lengths of the images τ l(b), b ∈ A, grow as l grows. Suppose τ(b)
begins (respectively ends) with a for each letter b ∈ A (the other case is symmetric). So for every
prefix u of τ∞(a) there exists l such that u is a prefix of τ l(b) for all letters b. Since the word τ∞(a)
is also a fixed point of the morphism τ l, the claim follows from Proposition 2.4.
Remark 2.6. Since the Fibonacci word is self-shuffling and is fixed by the primitive substitution
0 7→ 01, 1 7→ 0, it follows from Corollary 2.5 that every tail of the Fibonacci word is self-shuffling.
There are a number of necessary conditions that a self-shuffling word must satisfy, which may
be used to deduce that a given word is not self-shuffling. For instance:
Definition 2.7. The shuffling delay of a self-shuffling word x is the length of the shortest prefix u
of x such that (ua)−1x ∈ S (u−1x, a−1x) where a is the letter following the prefix u in x. In other
words, the shuffling delay is the length of the shortest prefix of x after which one can actually start
self-shuffling x.
Two finite words are abelian equivalent if for each letter a they have the same number of
occurrences of a. A word u has a border (resp., an Abelian border) of length n, 0 < n < |u|, if the
prefix of length n of u is equal (resp., Abelian equivalent) to its suffix of length n. A word u is
unbordered (resp., Abelian unbordered) if it does not have borders (resp., Abelian borders).
Proposition 2.8. If x ∈ AN is self-shuffling, then for each positive integer N there exists a positive
integer M such that every prefix u of x with |u| ≥M has an Abelian border v with |u|/2 ≥ |v| ≥ N .
Moreover, every prefix of x longer than the shuffling delay is Abelian bordered. In particular, x
must begin in only a finite number of Abelian unbordered words.
Proof. Suppose to the contrary that there exist factorizations x =
∏∞
i=0 UiVi =
∏∞
i=0 Ui =
∏∞
i=0 Vi
with Ui, Vi ∈ A
+, and there exists N such that for everyM there exists a prefix u of x with |u| ≥M
which has no Abelian borders of length between N and |u|/2. Take M = |
∏N
i=0 UiVi| and a prefix
u satisfying these conditions. Then there exist non-empty proper prefixes U ′ and V ′ of u such that
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u ∈ S (U ′, V ′) with |U ′|, |V ′| > N . Without loss of generality we may assume |V ′| ≤ |u|/2. Writing
u = U ′U ′′ it follows that U ′′ and V ′ are Abelian equivalent. This contradicts that u has no Abelian
borders of length between N and |u|/2.
For the second part of the statement, just observe that every prefix of x longer than the shuffling
delay is the shuffle of two proper prefixes, and hence is Abelian bordered.
We illustrate some applications of Proposition 2.8:
Fibonacci word (revisited): We already saw that the Fibonacci word x = 0100101001 · · · is
self-shuffling. In contrast, the word y = 0x is not self-shuffling. It is well known that y begins
in infinitely many prefixes of the form 0B1 with B a palindrome. It is clear that 0B1 is Abelian
unbordered. It follows from Proposition 2.8 that y is not self-shuffling.
Paper-folding word: The paper-folding word
x = 00100110001101100010 · · ·
is a Toeplitz word generated by the pattern u = 0?1? (see, e.g., [6]). It is readily verified that x be-
gins in arbitrarily long Abelian unbordered words and hence by Proposition 2.8 is not self-shuffling.
More precisely, the prefixes uj of x of length nj = 2
j − 1 are Abelian unbordered. Indeed, it is
verified that for each k < nj, we have |prefk(uj)|0 > k/2 while |suffk(uj)|0 ≤ k/2. Here prefk(u)
(resp., suffk(u)) denotes the prefix (resp., suffix) of length k of a word u.
A 3-self-shuffling word which is not self-shuffling: Let y denote the fixed point of the
substitution σ : 0 7→ 0001 and 1 7→ 0101, and put
x = 0−2y = 01000100010101000100010001010100010001000101010001010100 · · ·
Then for each prefix uj of x of length 4
j − 2, the longest Abelian border of uj of length less than
or equal to (4j − 2)/2 has length 2. This could be proved by induction on j using the fact that
σj(1) differs from σj(0) in j positions and has 1 instead of 0 in these positions. Hence x is not
self-shuffling (see Proposition 2.8). The 3-shuffle is given by the following:
U0 = 0100, U1 = 01, . . . , U4i+2 = ε, U4i+3 = σ
i+1(0100),
U4i+4 = σ(0), U4i+5 = (σ(0))
−1σi+1(01),
V0 = 0100, V1 = 01, . . . , V4i+2 = (σ(0))
−1σi+1(0), V4i+3 = σ(0),
V4i+4 = (σ(0))
−1σi+1(01)σ(0), V4i+5 = ε,
W0 = 01, W1 = (σ(0))
2, . . . , W4i+2 = ε, W4i+3 = (σ(0))
−1σi+1(01),
W4i+4 = ε, W4i+5 = σ
i+2(0)σ(0).
It is then verified that
x =
∞∏
i=0
UiViWi =
∞∏
i=0
Ui =
∞∏
i=0
Vi =
∞∏
i=0
Wi.
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To prove this, this it is enough to prove that the morphism σ fixes all the four products of words,
from which it follows that x is 3-self-shuffling.
An extension of the abelian borders argument (Proposition 2.8) gives both a necessary and
sufficient condition for self-shuffling in terms of Abelian borders (which is however difficult to check
in practice). For u ∈ A∗ let Ψ(u) denote the Parikh vector of u, i.e., Ψ(u) = (|u|a)a∈A.
Definition 2.9. For x ∈ AN and integer k ≥ 2, define a directed graph Gkx = (V
k
x , E
k
x) with the
vertex set
V kx = {(i1, . . . , ik) ∈ N
k :
k∑
j=1
Ψ(prefij (x)) = Ψ(pref i1+···+ik(x))},
and the edge set
Ekx =
{(
(i1, . . . , ik), (i
′
1, . . . , i
′
k)
)
∈ V kx × V
k
x : ij ≤ i
′
j for j = 1, . . . , k and
k∑
j=1
ij + 1 =
k∑
j=1
i′j
}
.
We say that Gkx connects ~0 to ~∞ if there exists an infinite path v
0v1v2 · · · in Gkx such that v
0 =
(0, . . . , 0) and vnj →∞ as n→∞ for any j = 1, . . . , k, where v
n = (vn1 , . . . , v
n
k ) ∈ V
k
x .
Theorem 2.10. An infinite sequence x ∈ AN is k-self-shuffling if and only if the graph Gkx connects
~0 to ~∞.
Proof. If x = x0x1 · · · with the xi ∈ A is k-self-shuffling, then there exists a partition of N into
infinite subsets N j ⊂ N for j = 1, . . . , k such that x[N j] = x. Let N j = {N j0 < N
j
1 < N
j
2 < · · · }
for every j ∈ {1, . . . , k}. For any j ∈ {1, . . . , k} and n ∈ N, let tj(n) be the integer m such that
N jm−1 < n ≤ N
j
m. Then Ψ(prefn(x)) =
∑k
j=1Ψ(preftj(n)(x[N
j ])). Since x[N j ] = x for j = 1, . . . , k,
we have
k∑
j=1
Ψ(preftj(n)(x)) = Ψ(prefn(x)).
Moreover t1(n) + · · ·+ tk(n) = n. Therefore v
n := (t1(n), . . . , tk(n)) ∈ V
k
x for all n ∈ N. Since
tj(n+ 1) =
{
tj(n) + 1 if n ∈ N
j
tj(n) else,
we obtain (vn, vn+1) ∈ Ekx . Since this holds for any n ∈ N and each N
j is an infinite set, Gkx
connects ~0 to ~∞.
Conversely, assume that Gkx connects ~0 to ~∞. Let v
0v1v2 · · · be an infinite path in Gkx such that
v0 = (0, . . . , 0) and vnj →∞ as n→∞ for any j = 1, . . . , k, where v
n = (vn1 , . . . , v
n
k ) ∈ V
k
x . Define
N j = {n ∈ N : vn+1j > v
n
j } for j = 1, . . . , k.
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Then the sets N j give a partition of N. Let N j = {N j0 < N
j
1 < N
j
2 < · · · } for j = 1, . . . , k. For any
j = 1, . . . , k and m ∈ N, let n = N jm. Since (vn, vn+1) ∈ Ekx , we have
Ψ(prefn+1(x))−Ψ(prefn(x)) = Ψ(prefm+1(x))−Ψ(prefm(x)).
Hence (x[N j ])m = xn = xm. Thus, the sets N
j satisfy Definition 2.1, so we have a k-self-shuffle.
3. The Thue-Morse word is self-shuffling
Theorem 2.10 gives a constructive necessary and sufficient condition for self-shuffling since a
path to infinity defines a self-shuffle. While the sufficient conditions in the previous section can
be applied to show that certain words are not self-shuffling, in general to prove that a word is
self-shuffling, one must actually explicitly exhibit a shuffle.
Theorem 3.1. The Thue-Morse word T = 011010011001 · · · fixed by the substitution τ mapping
0 7→ 01 and 1 7→ 10 is self-shuffling.
Proof. For u ∈ {0, 1}∗ we denote by u¯ the word obtained from u by exchanging 0s and 1s. Let
σ : {1, 2, 3, 4} → {1, 2, 3, 4}∗ be the substitution defined by
σ(1) = 12, σ(2) = 31, σ(3) = 34, σ(4) = 13.
Set u = 01101 and v = 001; note that uv is a prefix of T. Also define morphisms g, h : {1, 2, 3, 4} →
{0, 1}∗ by
g(1) = vu¯, g(2) = v¯u¯, g(3) = v¯u, g(4) = vu
and
h(1) = uv, h(2) = u¯v¯, h(3) = u¯v¯, h(4) = uv.
We will make use of the following lemmas:
Lemma 3.2. g(σ(a)) ∈ S (g(a), h(a)) for each a ∈ {1, 2, 3, 4}. In particular ug(σ(1)) ∈ S (ug(1), h(1)).
Proof. For a = 1 we note that
g(σ(1)) = g(12) = vu¯v¯u¯ = 0011001011010010.
Factoring 0011001011010010 = 0 · 011 · 0 · 010 · 11 · 01 · 0010 we obtain
g(σ(1)) ∈ S (00110010, 01101001) = S (vu¯, uv) = S (g(1), h(1)).
Similarly, for a = 2 we have
g(σ(2)) = g(31) = v¯uvu¯ = 1100110100110010.
12
Factoring 1100110100110010 = 1 · 100 · 1 · 1 · 010 · 0110 · 010 we obtain
g(σ(2)) ∈ S (11010010, 10010110) = S (v¯u¯, u¯v¯) = S (g(2), h(2)).
Exchanging 0s and 1s in the previous two shuffles yields
g(σ(3)) = g(34) = v¯uvu ∈ S (v¯u, u¯v¯) = S (g(3), h(3))
and
g(σ(4)) = g(13) = vu¯v¯u ∈ S (vu, uv) = S (g(4), h(4)).
It is readily verified that
Lemma 3.3. h(σ(a)) = τ(h(a)) for each a ∈ {1, 2, 3, 4}.
Let w = w0w1w2w3 · · · with wi ∈ {1, 2, 3, 4} denote the fixed point of σ beginning in 1. As a
consequence of the previous lemma we deduce that
Lemma 3.4. T = h(w).
Proof. In fact τ(h(w)) = h(σ(w)) = h(w) from which it follows that h(w) is one of the two fixed
points of τ . Since h(w) begins in h(1) which in turn begins in 0, it follows that T = h(w).
Lemma 3.5. T = ug(w).
Proof. It is readily verified that:
ug(1) = h(1)u¯, u¯g(2) = h(2)u¯, u¯g(3) = h(3)u, ug(4) = h(4)u.
Moreover, each occurrence of g(1) and g(4) in ug(w) is preceded by u while each occurrence of g(2)
and g(3) in ug(w) is preceded by u¯. It follows that ug(w) = h(w) which by the preceding lemma
equals T.
To proceed with the proof of Theorem 3.1, set
A0 = ug(σ(w0)) and Ai = g(σ(wi)), for i ≥ 1
B0 = ug(w0) and Bi = g(wi), for i ≥ 1
Ci = h(wi), for i ≥ 0.
It follows from Lemma 3.4 and Lemma 3.5 that T =
∏∞
i=0Ai =
∏∞
i=0Bi =
∏∞
i=0Ci and it follows
from Lemma 3.2 that Ai ∈ S (Bi, Ci) for each i ≥ 0. Hence T ∈ S (T,T) as required. Theorem
3.1 is proved.
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4. Infinite Lyndon words are not self-shuffling
Definition 4.1. Let y ∈ AN. We say y is Lyndon if there exists an order ≤ on A with respect to
which y is lexicographically smaller than all its proper suffixes (or tails).
Recall that if (A,≤) is a linearly ordered set, then ≤ induces the lexicographic order, denoted
≤lex, on A
+ and AN defined as follows: If u, v ∈ A+ (or AN) we write u ≤lex v if either u = v
or if u is lexicographically smaller than v. In the latter case we write u <lex v. Thus y ∈ A
N is
Lyndon if and only if there exists an order ≤ on A with respect to which y <lex y
′ for all proper
suffixes y′ of y. Note that the property of being Lyndon is an intrinsic property of a word in the
sense that if y is Lyndon and z is word isomorphic to y, then z is Lyndon. For instance 10ω and
01ω, are each Lyndon. Similarly, any suffix of x = 101001000100001 · · · beginning in 1 is Lyndon.
Note that in this last example, all Lyndon words in the shift orbit closure of x begin in 1. Indeed,
if y is any Lyndon word beginning with 0 then the blocks if 0’s are bounded in length. It follows
from Definition 4.1 that a Lyndon word is never purely periodic (although it may be ultimately
periodic) as in the first two examples above. We also note that if y is Lyndon with respect to ≤,
then every prefix u of y is minimal in y with respect to ≤, i.e., u ≤lex v for all factors v of y with
|v| = |u|.
Theorem 4.2. Let y ∈ AN be Lyndon relative to some order ≤ on A and let z ∈ AN be any point
in the shift orbit closure of y. Then for each w ∈ S (y, z), we have w <lex z. In particular, taking
z = y, it follows that y is not self-shuffling.
In order to prove Theorem 4.2 we will make use of the following four lemmas. In each of the
following lemmas, assume (A,≤) is a linearly ordered set and x ∈ AN.
Lemma 4.3. Let u = u1u2 · · · un be a factor of x with each ui minimal in x. Then u is minimal
in x.
Proof. It is readily verified by induction on k that each prefix u1u2 · · · uk is minimal in x.
Lemma 4.4. Let u be a minimal factor of x and let v be the longest unbordered prefix of u. Then
v is a period of u, i.e., u is a prefix of vn for some positive integer n.
Proof. The result of the lemma is clear in case v = u. So suppose |v| < |u| and let us write u = vu′.
Since every prefix of u of length longer than |v| is bordered, and since v itself is unbordered, it
follows that u′ is a product vkvk−1 · · · v1 where each vi is a prefix of u. In fact, since u is bordered,
there exists a border v1 of u. Moreover since v is unbordered, the suffix v1 of u does not overlap
v, and hence v1 is a suffix of u
′. If v1 = u
′ we are done, otherwise the prefix uv−11 of u admits a
border v2. Again since v is unbordered, the suffix v2 of uv
−1
1 does not overlap v and hence v2v1 is
a suffix of u′. (See Figure 1). Continuing in this way we can write u′ as a product of prefixes of
u whence u′ is a product of minimal factors of x. It follows from Lemma 4.3 that u′ is a minimal
factor of x and hence u′ is both a prefix and a suffix of u. If |u′| ≤ |v| then u′ is a prefix of v and
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u =
v u′
v2v2 v3 v1
v1
Figure 1: u′ as a product of prefixes of u.
u =
v u′
u′
v
Figure 2: u has period v.
hence u is a prefix of v2. Otherwise, if |u′| > |v| then the occurrences of u′ at the beginning and
end of u overlap; whence v is a period of u (see Figure 2).
Lemma 4.5. Let u and v be factors of x with u minimal. Then either uv <lex v or else v is
minimal.
Proof. Suppose ¬(uv <lex v). Since u is minimal, v is a prefix of uv. If |v| ≤ |u| then v is a prefix
of u and hence v is minimal. If |v| > |u| then the prefix v of uv overlaps the suffix v of uv whence
u is a period of uv and hence u is also a period of v. Thus by Lemma 4.3 we deduce that v is
minimal.
Given two finite non-empty words u and v we say that s ∈ S (u, v) is a proper shuffle of u and
v if there exists a positive integer k and factorings
u =
k∏
i=0
Ui and v =
k∏
i=0
Vi
and either
s =
k∏
i=0
UiVi
with each of U0, V0 and U1 non-empty, or
s =
k∏
i=0
ViUi
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with each of V0, U0 and V1 non-empty. In other words, s is a proper shuffle of u and v means that s
is obtained as a non-trivial shuffle of u and v. We let S ∗(u, v) denote the set of all proper shuffles
of u and v.
Let C(x) denote the set of all factors v of x with the property that no suffix of v (including v
itself) is minimal in x.
Lemma 4.6. Let u and v be factors of x with u minimal in x and v ∈ C(x). Let s ∈ S ∗(u, v).
Then s <lex v.
Proof. Let 0 denote the minimal element of A with respect to the linear order ≤. We proceed
by induction on |u| + |v|. Since s is assumed to be a proper shuffle of u and v, it follows that
|u| + |v| ≥ 3. For the base case |u| + |v| = 3 we have either u = 0a and v = b with b 6= 0 or u = 0
and v = cd with d 6= 0. In the first case s = 0ba <lex b and in the second case s = c0d <lex cd.
Let N ≥ 4. By induction hypothesis we suppose the result of the proposition is true whenever
|u|+ |v| < N . Now suppose u and v are factors of x with u minimal in x, v ∈ C(x) and |u|+ |v| = N .
Let
u =
k∏
i=0
Ui and v =
k∏
i=0
Vi
be factorings of u and v with each Ui and Vi non-empty except for possibly Uk or Vk.
Case 1. We consider first the case in which v dishes out the initial segment V0 of s, i.e.,
s =
∏k
i=0 ViUi. Set v
′ = V1 · · ·Vk so that v = V0v
′ (see Figure 3). Since s is assumed to be a
s :
u :
v :
V0
V0 v′
s′
Figure 3: Case 1: v dishes out the initial segment of s.
proper shuffle of u and v, it follows that v′ is non-empty and v′ ∈ C(x). Let us write s = V0s
′. We
have two possibilities: either s′ = uv′ or s′ ∈ S ∗(u, v′). If s′ = uv′, then, because v′ is not minimal,
we have s′ = uv′ <lex v
′ by Lemma 4.5. If s′ ∈ S ∗(u, v′), then by induction hypothesis s′ <lex v
′.
Then, in both cases, we have s = V0s
′ <lex V0v
′ = v.
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Case 2. We may now suppose that u dishes out the initial segment U0 of s, i.e., s =
∏k
i=0 UiVi.
Let Ub denote the shortest non-minimal prefix of v with U ∈ A∗ and b ∈ A. Then Ub belongs to
C(x) for otherwise Ub would be the concatenation of two minimal factors, and hence itself minimal
by Lemma 4.3. Since U0 is a prefix of s and U0 is minimal, we deduce that either U0 is a prefix of
v (and hence of U) or s <lex v. Thus we may suppose that U0 is a prefix of U so that |U | ≥ |U0|.
We consider two sub-cases according to the length of u.
Case 2.1. Suppose |u| > |U |, i.e., U is a proper prefix of u. In this case let s′ denote the prefix
of s of length |Ub| (see Figure 4). Then s′ is the prefix of a proper shuffle z of U and Ub. Remark
b
s :
u :
v :
U0 V0
V0
U0
U
U
s′
Figure 4: Case 2.1: |u| > |U |.
that here we mean a prefix of some proper shuffle of U and Ub, not necessarily the same shuffle
we have in s. We have |U | + |Ub| < |u| + |v|, U is minimal and Ub ∈ C(x). Hence by induction
hypothesis z <lex Ub, and hence s
′ <lex Ub as s
′ is the prefix of length |Ub| of z. Thus s <lex v.
Case 2.2. Suppose |u| ≤ |U |, i.e, u is a prefix of U . Let r denote the longest unbordered prefix
of u. Suppose first that |r| > |U0|, then we can write r = U0r
′. Let s′ be such that |s′| = |r′| and
U0s
′ is a prefix of s (see Figure 5). Then s′ is a prefix of a proper shuffle z of r (which is minimal)
and r′ (which is in C(x) since r is unbordered). By induction hypothesis z <lex r
′. This implies
s′ <lex r
′ as s′ is the prefix of length |r′| of z. Thus s <lex v.
Thus we can assume that |r| ≤ |U0|. In this case let v
′ be such that v = rv′ and u′ such that
u = ru′. By Lemma 4.4, r is a period of u and hence u′ is also a prefix of u and hence minimal. Let
s′ be such that rs′ is a prefix of s of length |Ub| (see Figure 6). Then s′ is a prefix of a proper shuffle
z of u′ and Ub and hence by induction hypothesis z <lex Ub. As Ub = rv
′ <lex v
′ by Lemma 4.5
we obtain z <lex v
′. This implies s′ <lex v
′ as s′ is the prefix of length |v′| of z. So, we get s <lex v
as required. This concludes the proof of Lemma 4.6.
Proof of Theorem 4.2. Suppose y ∈ AN is Lyndon relative to some order ≤ on A. We will apply
the previous lemmas to x = y. Recall that every prefix of y is minimal relative to ≤lex. We first
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bs :
u :
v :
U0
U0
U0 r′
r′
s′
r
r
Figure 5: Case 2.2: u is a prefix of U and |r| > |U0|.
b
s :
u = ru′ :
v :
U0
U0
U0
rr r r r
r
r
s′
v′
Figure 6: Case 2.2: u is a prefix of U and |r| ≤ |U0|.
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consider the case where z = y, i.e, when w ∈ S (y, y). Set
w =
∞∏
i=0
(UiVi)
where
y =
∞∏
i=0
Ui =
∞∏
i=0
Vi
with each Ui and Vi non-empty. Since y is Lyndon, and hence in particular not purely periodic, it
follows from Lemma 4.4 that y contains arbitrarily long unbordered prefixes. Let v be an unbordered
prefix of y with |v| > |U0|. Writing v = U0v
′, since v is unbordered and y is Lyndon, v′ ∈ C(y). Let
s be such that U0s is a prefix of w and |s| = |v
′|. Then s is a prefix of a proper shuffle x of v′ and
a prefix of y. By Lemma 4.6 we deduce that x <lex v
′. Then s <lex v
′ as s is the prefix of length
|v′| of x. Whence U0s <lex U0v
′ = v and hence w <lex y.
Next suppose z 6= y. Let
w =
∞∏
i=0
(UiVi)
where
y =
∞∏
i=0
Ui and z =
∞∏
i=0
Vi
with each Ui and Vi non-empty except for possibly U0. Suppose first that U0 is non-empty, that is
to say y dishes out the initial segment of w. Let r be the shortest non-minimal prefix of z. Then by
Lemma 4.3, r ∈ C(y). Let t denote the prefix of w of length |r|. If |r| ≤ |U0| then t <lex r. Suppose
that |r| > |U0|. Let u be the prefix of length |r| of y. Then t is a prefix of a proper shuffle x of u
and r. By Lemma 4.6, x <lex r, whence t <lex r. So in both cases w <lex z. Finally suppose that
U0 is empty, so that z dishes out the initial segment of w. Let z
′ be a tail of z so that z = V0z
′.
Writing w = V0w
′, it follows that w′ is a shuffle of z′ and y in which y dishes out the initial segment
of z′. If z′ 6= y then we are done by the preceding case, i.e, w′ <lex z
′ whence w <lex z. If z
′ = y,
then as we saw in the beginning of the proof, we again have w′ <lex y = z
′ whence w <lex z.
Remark 4.7. Let x = 11010011001011010010110 · · · denote the first shift of the Thue-Morse
infinite word. Let us first show that x is Lyndon. In [3] it was proved that the Thue-Morse word
T is the lexicographically maximal overlap-free word beginning with 0. A word is overlap-free, if
it does not contain factors of the form avava, a ∈ A, v ∈ A∗. Now, assume that x is not Lyndon,
i.e., there is a tail y of x such that x <lex y. Then considering the left extension 01
ky of y till the
closest 0 in the Thue-Morse word, we get that T <lex 01
ky, a contradiction. So, x is Lyndon and
hence is not self-shuffling; yet it can be verified that x begins in only a finite number of Abelian
unbordered words.
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Now we prove the following fact about Lyndon words:
Proposition 4.8. Let x ∈ AN be aperiodic. Then x admits a Lyndon word in its shift orbit closure.
Proof. We first note that the condition that x is aperiodic is necessary. For instance, if x =
(10)ω or x = 10(1100)ω , then in each case the shift orbit closure of x does not contain a Lyndon
word. So suppose x ∈ AN is aperiodic and let ≤ be any order on A. First suppose x admits an
aperiodic uniformly recurrent word z in its shift orbit closure. For each n ≥ 1 let z<n denote the
lexicographically smallest factor of z of length n. Then for each n we have that z<n is a prefix of
z<n+1. Let y = limn→∞ z
<
n . Then y is in the shift orbit closure of z and hence in the shift orbit
closure of x. Moreover since z is both aperiodic and uniformly recurrent it follows that y is Lyndon.
So we may suppose that every uniformly recurrent word z in the shift orbit closure of x is
ultimately periodic, and hence purely periodic. For each n ≥ 1 let x<n and x
>
n , respectively, denote
the lexicographically smallest and largest, respectively, factor of x of length n. We claim that for
some positive integer n, either x<n or x
>
n is not uniformly recurrent in x (i.e., does not occur with
bounded gaps). In fact, suppose to the contrary that both x<n and x
>
n are uniformly recurrent
in x for each n ≥ 1. Let y< = limn→∞ x
<
n and y
> = limn→∞ x
>
n . Since each x
<
n is a prefix of
y<, and since each x<n is uniformly recurrent in y
<, it follows that y< is uniformly recurrent and
hence periodic. Similarly, we deduce y> is also periodic. Again, since each x<n and x
>
n is uniformly
recurrent in x, it follows that y< and y> have the same set of factors. Hence, each is a suffix of
the other. Fix a prefix v of y< so that y< = vy>. Now since x is aperiodic, there exist a prefix u
of y< and distinct letters a, b ∈ A with |u| > |v|, ua a prefix of y< and ub a factor of x. Since ua is
a prefix of y<, we deduce that ua < ub and hence that a < b. On the other hand, since v−1ua is a
prefix of y>, we deduce that v−1ua > v−1ub and hence that a > b. This contradiction establishes
the desired claim.
Fix a positive integer n such that either x<n or x
>
n is not uniformly recurrent in x. Up to replacing
≤ by the opposite order, we can assume that x<n is not uniformly recurrent in x. It follows that
the shift orbit closure of x contains an infinite word y such that i) x<n is a prefix of y and ii) x
<
n is
uni-occurrent in y. It follows immediately that y is Lyndon.
As an immediate consequence of Theorem 4.1 and Proposition 4.8 we have
Corollary 4.9. Every aperiodic word x contains a point y in its shift orbit closure which is not
self-shuffling.
5. A characterization of self-shuffling Sturmian words
Sturmian words admit various types of characterizations of geometric and combinatorial nature,
e.g., they can be defined via balance, complexity, morphisms, etc. (see Chapter 2 in [13]). In [14],
Morse and Hedlund showed that each Sturmian word may be realized geometrically by an irrational
rotation on the circle. More precisely, every Sturmian word x is obtained by coding the symbolic
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orbit of a point ρ(x) on the circle (of circumference one) under a rotation by an irrational angle α
where the circle is partitioned into two complementary intervals, one of length α (labeled 1) and
the other of length 1 − α (labeled 0) (see Fig. 7). And conversely each such coding gives rise to a
Sturmian word. The irrational α is called the slope and the point ρ(x) is called the intercept of the
Sturmian word x. A Sturmian word x of slope α with ρ(x) = α is called a characteristic Sturmian
word. It is well known that every prefix u of a characteristic Sturmian word is left special, i.e., both
0u and 1u are factors of x [13]. Thus if x is a characteristic Sturmian word of slope α, then both
0x and 1x are Sturmian words of slope α and ρ(0x) = ρ(1x) = 0. The fact that ρ is not one-to-one
stems from the ambiguity of the coding of the boundary points 0 and 1− α.
0
1
r
ρ(x)
0
❳
1− α
Figure 7: Geometric picture of a Sturmian word of slope α.
Theorem 5.1. Let S, M and L be Sturmian words of the same slope α, 0 < α < 1, satisfying
S ≤lex M ≤lex L. Then M ∈ S (S,L) if and only if the following conditions hold: If ρ(M) = ρ(S)
(respectively, ρ(M) = ρ(L)), then ρ(L) 6= 0 (respectively ρ(S) 6= 0).
Before proving the theorem, we mention two corollaries. In particular (taking S =M = L), we
obtain the following characterization of self-shuffling Sturmian words:
Corollary 5.2. A Sturmian word x ∈ {0, 1}N is self-shuffling if and only if ρ(x) 6= 0, or equiva-
lently, x is not of the form aC where a ∈ {0, 1} and C is a characteristic Sturmian word.
As another immediate consequence we have:
Corollary 5.3. Let C ∈ {0, 1}N be a characteristic Sturmian word beginning in anb with {a, b} =
{0, 1}. Then every point x in the shift orbit closure of C beginning in an belongs to S (C,C).
Proof. Let X denote the shift orbit closure of C. In case x = C the result follows from Corollary 5.2.
Next suppose x 6= C. Suppose bx ∈ X. Then by Theorem 5.1 it follows that bx ∈ S (bC,C) whence
x ∈ S (C,C). Next suppose ax ∈ X. Then again by Theorem 5.1 we have ax ∈ S (aC,C). Since
ax begins in an+1, then for any shuffle of aC and C which produces ax, one of the initial n + 1
leading a′s in ax must come from the leading a in aC. Thus it can always be arranged that the
first a in ax comes from the leading a in aC. Thus again we have that x ∈ S (C,C).
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Proof of Theorem 5.1. We begin by showing that the conditions stated in Theorem 5.1 are in fact
necessary for M ∈ S (S,L). To see this, suppose ρ(M) = ρ(S) and ρ(L) = 0 (the other symmetric
condition works analogously). This implies that L ∈ {0x, 1x} where x is the characteristic Sturmian
word of slope α. If L = 0x, then as 0x is minimal in the Sturmian subshift of slope α, it follows
that S = M = L. Whence by Proposition 2.8, M /∈ S (M,M) = S (S,L). If L = 1x, we consider
the lexicographic order induced by 0 > 1. Then L ≤lex M ≤lex S and moreover L is minimal.
Since ρ(M) = ρ(S) we have that either case i) M = S or case ii) S = 0x and M = 1x or case
iii) there exists u ∈ {0, 1}∗ such that S = u01x and M = u10x where in each case x denotes the
characteristic Sturmian word of slope α. In case i), using Theorem 4.2 we deduce that each element
of S (S,L) is lexicographically smaller than S and hence since M = S we have M /∈ S (S,L).
In case ii), if M ∈ S (S,L), then x ∈ S (x, 0x) which contradicts Theorem 4.2. Finally, in case
iii), suppose to the contrary that M ∈ S (S,L). Then since u0 is not a prefix of M , it follows
that there exists a non-empty prefix v of L and a prefix w of M such that |w| = |u0| + |v| and
M ′ ∈ S (L′, 1x) whereM ′ and L′ are defined byM = wM ′ and L = vL′. But this impliesM ′ = L′,
whence L′ ∈ S (L′, 1x) which again contradicts Theorem 4.2.
We next show that the conditions stated in Theorem 5.1 are sufficient. Without loss of generality
we can assume 0 < α < 1/2.
Our proof explicitly describes an algorithm for shuffling S and L so as to produce M . It is
formulated in terms of the circle rotation description of Sturmian words. Geometrically speaking,
points ρ(S) and ρ(L) will take turns following the trajectory of ρ(M) so that the respective codings
agree; as one follows the other waits its turn (remains neutral). The algorithm specifies this following
rule depending on the relative positions of the trajectories of all three points and is broken down
into several cases. The proof can be summarized by the directed graph in Fig. 8 in which each
state n corresponds to “case n” in the proof.
1.2 1.1 2.1
3.2
3.1 6.1 6.2
2.2
4 5
Figure 8: Graphical depiction of the proof of Theorem 5.1.
The states: We denote by s, m, and ℓ the current tail of the words S, M , and L. They are
initialized as
s := S, ℓ := L, and m := M.
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While m is always a tail of M , the letters s and ℓ may be tails of S or L, depending on which
is the current lexicographically largest3. Each state, or case in the proof, is described by a figure
depicting the relative positions of ρ(s), ρ(m) and ρ(ℓ), which for the sake of simplicity, are actually
labeled s,m and ℓ respectively. If x ∈ {s,m, ℓ} is depicted inside the interval (0, 1 − α) (resp.
(1− α, 1)), then this implies that the first letter of the coding of x is 0 (respectively 1). Moreover
the endpoints of the partition interval are regarded as both open and closed. For example, even if
s and m are both depicted in the interval (0, 1 − α), it could be that ρ(s) = 0 and ρ(m) = 1 − α.
In the same way, even if s and m are depicted in distinct intervals of the circle partition, it could
be that ρ(s) = ρ(m). In addition to their relative positions on the circle, each state lists a set of
relations which the variables s, m and ℓ must satisfy. These conditions are written to the right of
the circle picture and are described in terms of the following predicates:
C(s,m, ℓ) ≡ [ρ(m) = ρ(s) and ρ(ℓ) = 0] or [ρ(m) = ρ(ℓ) and ρ(s) = 0];
P1(s,m, ℓ) ≡ ρ(s) = α and ρ(m) = 0 and ρ(ℓ) = 1− α;
P2(s,m, ℓ) ≡ [(ρ(ℓ) − ρ(m)) mod 1 = α and ρ(s) = 1− α] or ρ(m) = 0.
All states, except those labeled 4 and 5, can be taken to be initial states.
The edges: Each directed edge corresponds to a precise set of instructions which specify which of
s or ℓ is neutral, which of s or ℓ follows m and for how long, and in the end a possible relabeling of
the variables s and ℓ. In each case the outcome leads to a new case in which there is a switch in the
follower. In other words, if there is an edge from case i to case j in the graph, then either the instruc-
tions for case i and case j specify different followers (as is the case for cases 1.1 and 2.1) in which
case the passage from i to j leaves the labeling of s and ℓ unchanged, or the instructions for case i
and case j specify the same follower (as is the case for cases 1.2 and 1.1) in which case the passage
from i to j exchanges the labeling of s and ℓ. The proof of Theorem 5.1 amounts to showing that
for each state n in the graph, the specified instructions will take n to an adjacent state in the graph.
What follows is a complete listing of all ten cases with their respective set of instructions.
Case 1.1:
rs
r
m r
ℓ
0
❳
1− α
s ≤lex m <lex ℓ; ¬C(s,m, ℓ)
3The choice of the letter s,m, and ℓ is intended to refer to small, medium, and large respectively.
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Instruction: s is neutral and ℓ follows m until they lie in different elements of the circle partition.
No relabeling of s and ℓ.
Case 1.2:
rs
r
m, ℓ
0
❳
1− α
s ≤lex m = ℓ; ¬C(s,m, ℓ)
Instruction: s is neutral and ℓ follows m until 0 < ρ(m) = ρ(ℓ) < ρ(s). We note that this is
always possible since ρ(s) 6= 0 and the set {(ρ(m) + nα) mod 1: n ∈ N} is dense in the unit circle.
Exchange the labels s↔ ℓ.
Case 2.1:
r
s r
m
r
ℓ
0
❳
1− α
s <lex m; ¬C(s,m, ℓ)
Instruction: ℓ is neutral and s follows m until they lie in different elements of the circle partition.
No relabeling of s and ℓ. Three cases are possible according to the relative position of m and ℓ in
the partition (1− α, 1).
Case 2.2:
r
s,m
r
ℓ
0
❳
1− α
s = m; ¬C(s,m, ℓ)
Instruction: ℓ is neutral and s follows m until ρ(m) = ρ(s) > ρ(ℓ). This is possible because ρ(ℓ) 6= 0.
Exchange the labels s↔ ℓ.
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Case 3.1:
rs
rm
r
ℓ
0
❳
1− α
m <lex ℓ; ¬C(s,m, ℓ)
Instruction: s is neutral and ℓ follows m until they lie in different elements of the circle partition.
No relabeling of s and ℓ. Three cases are possible according to the relative position of m and s in
the partition (0, 1− α).
Case 3.2:
rs
rm, ℓ
0
❳
1− α
m = ℓ; ¬C(s,m, ℓ)
Instruction: s is neutral and ℓ follows m until 0 < ρ(m) = ρ(ℓ) < ρ(s). This is possible because
ρ(s) 6= 0. Exchange the labels s↔ ℓ.
Case 4:
r
s
rℓ
r
m
0
❳
1− α
m >lex ℓ; ρ(s) ≥ α; ¬P1(s,m, ℓ)
Instruction: s is neutral and ℓ follows m for just one rotation by α. Exchange the labels s ↔ ℓ.
Because ρ(s) ≥ α, we have either m <lex s or m = s.
Case 5:
r
m
r
s
rℓ
0
❳
1− α
m <lex s; (ρ(ℓ)− ρ(m)) mod 1 ≤ α; ¬P2(s,m, ℓ)
Instruction: ℓ is neutral and s follows m for just one rotation by α. Exchange the labels s ↔ ℓ.
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Because (ρ(ℓ)− ρ(m)) mod 1 ≤ α, we have either m >lex ℓ or m = ℓ.
Case 6.1:
rs
r
m
r
ℓ
0
❳
1− α
s <lex m ≤lex ℓ; ¬C(s,m, ℓ)
Instruction: ℓ is neutral and s follows m until they lie in different elements of the circle partition.
No relabeling of s and ℓ.
Case 6.2:
rs,m
r
ℓ
0
❳
1− α
s = m ≤lex ℓ; ¬C(s,m, ℓ)
Instruction: ℓ is neutral and s follows m until ρ(m) = ρ(s) > ρ(ℓ). This is possible because ρ(ℓ) 6= 0.
Exchange the labels s↔ ℓ.
Here we verify four of the ten cases in the proof of Theorem 5.1. The verifications of all cases
are similar to one another.
Verification of Case 1.1: To see that Case 1.1 leads to Case 2.1, letm′ and ℓ′ denote the positions
of m and ℓ respectively, the first time they lie in different elements of the circle partition. Then
clearly 0 ≤ ρ(s) < ρ(m′) ≤ 1 − α ≤ ρ(ℓ′) as required. It remains to show that after the rotation
¬C(s,m′, ℓ′) holds. Suppose to the contrary that C(s,m′, ℓ′) holds. Because ρ(m′) > ρ(s), we must
have ρ(m′) = ρ(ℓ′) and ρ(s) = 0. But this implies ρ(m) = ρ(ℓ) and ρ(s) = 0, which is impossible
since we had assumed ¬C(s,m, ℓ).
Verification of Case 1.2: To see that Case 1.2 leads to Case 1.1, letm′ and ℓ′ denote the positions
of m and ℓ respectively, the first time 0 < ρ(m′) = ρ(ℓ′) < ρ(s). Then clearly after exchanging
the labels s ↔ ℓ the points s,m, and ℓ are situated as specified in Case 1.1. It remains to show
that ¬C(ℓ′,m′, s). Suppose to the contrary that C(ℓ′,m′, s) holds. Because m′ = ℓ′, we must have
ρ(m′) = ρ(ℓ′) and ρ(s) = 0. But this implies ρ(m) = ρ(ℓ) and ρ(s) = 0, which is impossible since
we had assumed ¬C(s,m, ℓ).
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Verification of Case 2.1: Let s′ and m′ denote the positions of s and m respectively, the first
time they lie in different elements of the circle partition. Note that since we have assumed α < 1/2,
it follows that ρ(s′) ≥ α for otherwise m and s would have already differed earlier. Three cases are
possible: m′ <lex ℓ, m
′ = ℓ or m′ >lex ℓ. We show that this leads to cases 3.1, 3.2 and 4 respectively.
Assume first that m′ ≤lex ℓ. To show that this leads to Case 3.1 or Case 3.2, we must verify that
¬C(s′,m′, ℓ). However we have α ≤ ρ(s′) ≤ 1 − α, and hence ρ(s′) 6= 0. If ρ(m′) = ρ(s′), then
ρ(m) = ρ(s), and hence ρ(ℓ) 6= 0 since we had assumed ¬C(s,m, ℓ). Next we suppose that m′ > ℓ.
To show this result in Case 4, we must show that
¬P1(s
′,m′, ℓ).
Assume to the contrary that P1(s
′,m′, ℓ), that is, that ρ(s′) = α, ρ(m′) = 0 and ρ(ℓ) = 1−α. This
implies m = 0m′ and s = 0s′, and hence ρ(m) = 1 − α = ρ(ℓ) and ρ(s) = 0, which is impossible
since we had assumed ¬C(s,m, ℓ).
Verification of Case 4: Let ℓ′ andm′ denote the positions of ℓ andm after rotation by α, Because
ρ(s) ≥ α, we have either m′ <lex s or m
′ = s. We will show that this leads to cases 1.1 and 1.2
respectively. In view of the label exchange s ↔ ℓ, the relative positions of the three points is as
required. It remains to check in both cases that ¬C(ℓ′,m′, s) holds. Since ρ(s) ≥ α, it follows that
ρ(s) 6= 0. If ρ(m′) = ρ(s), then we actually have ρ(m′) = ρ(s) = α. This implies ρ(m) = 0. Because
we had assumed ¬P1(s,m, ℓ), we obtain ρ(ℓ) 6= 1− α, and hence ρ(ℓ
′) 6= 0 as required.
We know by Proposition 2.8 that the shuffling delay is necessarily longer than the longest
Abelian unbordered prefix of x. We will show that, in the case of self shuffling Sturmian words, we
can actually start the shuffle right after the longest Abelian unbordered prefix.
Lemma 5.4. Given a Sturmian word x of slope α < 1/2 and beginning in 0 (resp. in 1), and u a
non-empty prefix of x, the following are equivalent:
(a) u is the longest Abelian border free prefix of x;
(b) u is the longest border free prefix of x;
(c) |u| is the smallest positive integer n such that T n(x) <lex x (resp. T
n(x) >lex x).
Proof. Unbordered factors of a Sturmian word are of the form 0B1 or 1B0 where B is a palin-
drome (see, e.g., [10]). Consequently, a Sturmian factor is unbordered if and only if it is Abelian
unbordered. Hence (a)⇔ (b).
(a)⇔ (c): Let us denote by D the shuffling delay of x, by L the length of the longest (Abelian)
unbordered prefix of x, and by N (resp. M) the smallest positive integer n such that T n(x) <lex x
(resp. T n(x) >lex x). We know that D ≥ L by Proposition 2.8. From the proof of Theorem 5.1,
we also know that D ≤ N (resp. D ≤ M) if x begins in 0 (resp. in 1). Suppose u is the longest
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unbordered prefix of x: |u| = L. We will show |u| = N whenever x begins in 0 and |u| = M
whenever x begins in 1. First, suppose that x begins with the letter 0. Then |u| ≤ D ≤ N . We
will show N ≤ |u|. Let v be the shortest prefix of x such that v−1x <lex x. Hence |v| = N . We
claim that v is unbordered. Proceed by contradiction and suppose that v is bordered: v = zs = pz
for some non-trivial word z. Then we would have z(v−1x) = p−1x >lex x = zs(v
−1x). But this
would imply v−1x >lex s(v
−1x) >lex x, a contradiction with the definition of v. Hence the claim
follows and |u| = N . Second, suppose that x begins with the letter 1. Let v be the shortest prefix
of x such that v−1x >lex x. Hence |v| = M . Again we can show that v is unbordered, and hence
|u| =M .
Proposition 5.5. Let x be a self-shuffling Sturmian word. Then the shuffling delay of x equals the
length of the longest Abelian unbordered prefix of x.
Proof. Follows from Lemma 5.4 and the proof of Theorem 5.1.
We are able to exhibit explicitly self-shuffles of the words 01C and 10C, where C is a charateristic
Sturmian word. These shuffles are described by the palindrome construction of Sturmian words
(see for instance [8]). Let Pal be the operator that maps a finite word w onto its palindromic
closure Pal(w), that is, the shortest palindrome having w as a prefix. Given an arbitrary binary
sequence (a1, a2, a3, . . .), called the directive sequence, we can build a characteristic Sturmian word
by iterating the operator Φ: N→ {0, 1}∗ defined recursively by:
Φ(0) = ε and Φ(k) = Pal(Φ(k − 1)ak) for k ≥ 1.
Moreover, any characteristic Sturmian word may be obtained thanks to this construction. For ex-
ample, if the directive sequence is d = (0, 0, 1, 0, 1, 1, 0, 1, . . .), we obtain the following characteristic
Sturmian word:
C = lim
k→+∞
Φ(k) = 0ˆ0ˆ1ˆ000ˆ1001ˆ0001001ˆ0001000ˆ100100010010001001ˆ000 · · ·
To keep track of the directive sequence, we mark these letters by a “hat”.
Let us split the positive integers according to the fact that ak = 0 or ak = 1: For all i ≥ 1, we
define k0(i) (resp. k1(i)) to be the i-th positive integer k such that ak = 0 (resp. ak = 1). In the
case of the directive sequence d, we have
(k0(i))i≥1 = (1, 2, 4, 7, . . .) and (k1(i))i≥1 = (3, 5, 6, 8, . . .).
For k ≥ 1, we define the words wk by Φ(k) = Φ(k − 1)wk.
We can now describe the shuffles of 01C and 10C:
Proposition 5.6. Suppose that the directive sequence begins in 0. Then
01C = 01
∏
k≥1
wk = 01
∏
i≥2
wk0(i) = 0
∏
i≥1
wk1(i) (1)
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and
10C = 10
∏
k≥1
wk = 10
k1(1)
∏
i≥2
wk1(i) = 1
∏
i≥1
wk0(i). (2)
Proof. Note that we have
wk0(i) = wi = 0 for 1 ≤ i < k1(1) and wk1(1) = 10
k1(1)−1.
This implies 01w1 = 01wk0(1) = 010 ∈ S (01, 0) and
10
k1(1)∏
k=1
wk = 10
k1(1)wk1(1) ∈ S
(
10k1(1), 1
k1(1)−1∏
i=1
wk0(i)
)
= S
(
wk1(1)0, 1
k1(1)−1∏
i=1
wi
)
.
Therefore it is sufficient to prove the equalities (1) and (2). In both cases, these equalities follow
from the following observation due to Risley and the fourth author [15]: For a ∈ {0, 1} and i ≥ 1
such that ka(i) > k1(1), we have
wka(i) =
(
Φ(ka(i− 1)− 1)
)−1
Φ(ka(i) − 1). (3)
In other words, this means that, if the letter ak is equal to 0 (resp. to 1), the k-th iteration Φ(k) is
obtained from Φ(k− 1) by concatenating to Φ(k− 1) its suffix starting from the last 0ˆ (resp. from
the last 1ˆ).
For the words built on the directive sequence d we obtain:
01C = (01)(0ˆ)( 0ˆ︸︷︷︸
w2
)( 1ˆ00︸︷︷︸
w3
)(0ˆ100︸︷︷︸
w4
)(1ˆ0001001ˆ000100︸ ︷︷ ︸
w5w6
)(0ˆ10010001001000100︸ ︷︷ ︸
w7
)(1ˆ000 · · ·
and
10C = (100ˆ0ˆ︸︷︷︸
w30
)(1ˆ000ˆ100︸ ︷︷ ︸
1w1w2w4
)(1ˆ0001001ˆ000100︸ ︷︷ ︸
w5w6
)(0ˆ10010001001000100︸ ︷︷ ︸
w7
)(1ˆ000 · · ·
Remark 5.7. It turns out that this shuffle is the same as the one described by the general algo-
rithm for shuffling Sturmian words described in the proof of Theorem 5.1. We will show this fact in
the case of 01C. The other case can be handled similarly. Because we have assumed that the direc-
tive sequence starts with 0, we know that 0 < α < 1/2. We start in Case 1.2 with s = m = ℓ = 01C:
ss,m, ℓ
0
❳
1− α
s ≤lex m = ℓ; ¬C(s,m, ℓ)
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According to our general algorithm, ℓ follows m until 0 < ρ(m) = ρ(ℓ) < ρ(s). In this case, this
means ℓ = m = C. We exchange the labels s ↔ ℓ, hence s = m = C and ℓ = 01C. The first copy
of 01C has output 01. We are now in Case 1.1 and so, ℓ follows m as long as possible. When it
stops, we arrive in Case 2.1. At this point, depending on the directive sequence, the second copy
has dished out 0
∏j
i=1 wk1(i) for some j ≥ 0. For the next step, s follows m as long as possible,
and the first copy dishes out
∏j
i=2 wk0(i) for some j ≥ 2. When it stops, in principle, we arrive in
Case 3.1, Case 3.2 or Case 4. Let us show that, in the case we are concerned with, we necessarily
arrive in Case 3.1. Clearly, we cannot arrive in Case 3.2 because we started with s = m = ℓ and
the intercepts of m and ℓ (resp. m and s) cannot coincide more than once while the algorithm is
performed. The fact that we actually arrive in Case 3.1 follows from (3): m and ℓ coincide until m
sees 0ˆ and ℓ sees 1ˆ, meaning that m <lex ℓ. Using the same kind of arguments, we can show that
from Case 3.1, we necessarily arrive in Case 2.1. Then, following the general algorithm, we simply
alternate between Case 2.1 and Case 3.1. At each step, this corresponds to dishing out either a
product of wk0(i) or a product of wk1(i).
We can also exhibit an explicit self-shuffle of the characteristic Sturmian words. This shuffle is
described in Proposition 5.9. We will need the following auxiliary lemma. For a self-shuffling word
x = x0x1x2 · · · we say that letters xi and xj are congruent modulo its self-shuffle defined by N
1
and N2 (see Definition 2.1), if i, j ∈ N1 or i, j ∈ N2.
Lemma 5.8. Let x ∈ {0, 1}N be of the form
∏∞
i=1(0
ki1) with ki ∈ N. Suppose that for each n ≥ 1
n∑
i=1
ki ≤ min{
2n∑
i=n+1
ki,
2n+1∑
i=n+2
ki}
and for each n ≥ 2
n∑
i=1
ki ≥ max{
2n−1∑
i=n+1
ki,
2n∑
i=n+2
ki}.
Then x is self-shuffling, and moreover there exists a self-shuffle of x such that no two consecutive
1’s in x are congruent modulo this shuffle.
Proof. For each n ≥ 1, define
u1n =


k1, if n ≤ 2
n−1∑
i=1
ki −
2n−2∑
i=n+1
ki, if n ≥ 3
, v1n =
2n∑
i=n+1
ki −
n∑
i=1
ki
and
u2n =


k1, if n = 1
n∑
i=1
ki −
2n−1∑
i=n+1
ki, if n ≥ 2
, v2n =
2n+1∑
i=n+2
ki −
n∑
i=1
ki.
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Then, for each n ≥ 1, we have
u1n ≥ 0, v
1
n ≥ 0, u
2
n ≥ 0, v
2
n ≥ 0
by our assumption. Moreover, it is easy to see that
x =
∞∏
n=1
(0u
1
n10v
1
n) =
∞∏
n=1
(0u
2
n10v
2
n) =
∞∏
n=1
(0u
1
n10v
1
n)(0u
2
n10v
2
n).
Thus, this self-shuffle of x holds in a way that no two consecutive 1’s in x are congruent modulo
this shuffle.
Proposition 5.9. Let x =
∏∞
i=1(0
ki1) be a characteristic Sturmian word beginning in 0. Then x
satisfies each of the inequalities of the previous lemma and hence is self-shuffling.
Proof. We shall verify only the first inequality as the second is proved analogously. Let x =∏∞
i=1(0
ki1) be a characteristic Sturmian word. We begin by observing that if u is a prefix of x
ending in 0, then u is rich in 0, i.e., there exists a factor v of x with |u| = |v| such that |u|0 = |v|0+1.
In fact we can take v = 1u0−1. Similarly if u ends in 1 then u is poor in 0, i.e., rich in 1. Fix n ≥ 1
and consider the prefix X =
∏n
i=1(0
ki1). Then X is poor in 0. Set
Y =
2n∏
i=n+1
(0ki1) and Z =
2n+1∏
i=n+2
(0ki1).
We claim that
|X| ≤ min{|Y |, |Z|}
from which it follows that
n∑
i=1
ki = |X|0 ≤ min{|Y |0, |Z0} = min{
2n∑
i=n+1
ki,
2n+1∑
i=n+2
ki}.
In fact, suppose to the contrary that |X| > min{|Y |, |Z|}; note that 0X1−1, 1Y and 1Z are each
factors of w and |0X1−1| ≥ min{|1Y |, |1Z|}. But |0X1−1|1 = n − 1 while |1Y |1 = |1Z|1 = n + 1
contradicting that x is balanced.
As an almost immediate application of Corollary 5.2 we recover the following result originally
proved by Yasutomi in [19] and later reproved by Berthe´, Ei, Ito and Rao in [4] and independently
by Fagnot in [12]. We say an infinite word is pure morphic if it is a fixed point of some morphism
different from the identity.
Theorem 5.10 (Yasutomi [19]). Let x ∈ {0, 1}N be a characteristic Sturmian word. If y is a pure
morphic word in the orbit of x, then y ∈ {x, 0x, 1x, 01x, 10x}.
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Proof. We begin with some preliminary observations. Let Ω(x) denote the set of all left and right
infinite words y such that F(x) = F(y) where F(x) and F(y) denote the set of all factors of x
and y respectively. If y ∈ Ω(x) is a right infinite word, and 0y, 1y ∈ Ω(x), then y = x. This is
because every prefix of y is a left special factor and hence also a prefix of the characteristic word
x. Similarly if y is a left infinite word and y0, y1 ∈ Ω(x), then y is equal to the reversal of x. If τ
is a morphism fixing some point y ∈ Ω(x), then τ(z) ∈ Ω(x) for all z ∈ Ω(x).
Suppose to the contrary that τ 6= id is a substitution fixing a proper tail y of x. Then y is self-
shuffling by Corollary 5.2. Put x = uy with u ∈ {0, 1}+. Using the characterization of Sturmian
morphisms (see Theorem 2.3.7 & Lemma 2.3.13 in [13]) we deduce that τ must be primitive. Thus
we can assume that |τ(a)| > 1 for each a ∈ {0, 1}. If τ(0) and τ(1) end in distinct letters, then as
both 0τ(x), 1τ(x) ∈ Ω(x), it follows that τ(x) = x. Since also τ(y) = y and |τ(u)| > |u|, it follows
that y is a proper tail of itself, a contradiction since x is aperiodic. Thus τ(0) and τ(1) must end in
the same letter. Whence by Corollary 2.5 it follows that every left extension of y is self-shuffling,
which is again a contradiction since 0x and 1x are not self-shuffling.
Next suppose τ 6= id is a substitution fixing a point y = uabx ∈ Ω(x) where u ∈ {0, 1}+ and
{a, b} = {0, 1}. Again we can suppose τ is primitive and |τ(0)| > 1 and |τ(1)| > 1. If τ(0) and τ(1)
begin in distinct letters, then τ(x˜)0, τ(x˜)1 ∈ Ω(x) where x˜ denotes the reverse of x. Thus τ(x˜) = x˜.
Thus for each prefix v of abx we have τ(x˜v) = x˜τ(v) whence τ(v) is also a prefix of abx. Hence
τ(abx) = abx. As before this implies that abx is a proper tail of itself which is a contradiction.
Thus τ(0) and τ(1) begin in the same letter. Whence by Corollary 2.5 it follows that every tail of
y is self-shuffling, which is again a contradiction since 0x and 1x are not self-shuffling.
Remark 5.11. In the case of the Fibonacci infinite word x, each of {x, 0x, 1x, 01x, 10x} is pure
morphic. For a general characteristic word x, since every point in the orbit of x except for 0x and
1x is self-shuffling, it follows that if τ is a morphism fixing x (respectively 01x or 10x), then τ(0)
and τ(1) must end (respectively begin) in distinct letters.
6. Dynamical embedding and the stepping stone model
Let A be a finite set with at least 2 elements. For k = 2 and z ∈ AN, let Gkz be the directed
graph defined in Definition 2.9. We denote this Gkz by Gz = (Vz, Ez).
We can sometimes embed the graph Gz into a dynamical system nicely in the following sense.
Definition 6.1. Let X be a compact metric space and R be a continuous mapping from X onto
itself. Let x0 ∈ X and K be a Borel subset of X
2. We say that the quadruple (X,R, x0,K) is a
dynamical embedding of the graph Gz if (i, j) ∈ Vz if and only if (R
ix0, R
jx0) ∈ K.
Definition 6.2. Let (X,R, x0,K) be a dynamical embedding of the graph Gz. The minimum
subset D of X2 satisfying
1. D ⊃ X2 \K, and
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2. (x, y) ∈ D if (Rx, y) ∈ D and (x,Ry) ∈ D
is called the dead set. Let
T = {(x, y) ∈ K : exactly one of (Rx, y) or (x,Ry) is in D}
and F = K \ (D ∪ T ). We call T the deterministic set and F the free set.
Definition 6.3. If 0 < α < 1 is an irrational number and 0 ≤ ρ < 1 is any real number, we let
z(α, ρ) = z0z1z2 · · · ∈ {0, 1}
N denote the Sturmian word defined by
zn = ⌊(n + 1)α+ ρ⌋ − ⌊nα+ ρ⌋.
We also define z(α, 1) to be the limit of z(α, ρ) as ρ → 1. That is, z(α, 1)0 = 1 and z(α, 1)n =
z(α, 0)n for any n ≥ 1.
Remark that here α is the slope of the Sturmian word z(α, ρ) and if ρ < 1, then ρ is its
intercept. In Section 5, we noted that the intercept ρ(x) of a Sturmian word x is not one-to-one.
So the intercept of z(α, 1) is 0 and not 1. This will not be confusing in any way in the following.
For x′, x′′ ∈ R, we will use the following notation:
1x′≥x′′ =
{
1, if x′ ≥ x′′,
0, if x′ < x′′.
Theorem 6.4. Let z = z(α, ρ). Then the graph Gz has a dynamical embedding (T, Rα, 0,K), where
T = R/Z = [0, 1), Rα is the rotation by α on T, and
K = {(x, y) ∈ [0, 1)2 : 1x≥1−ρ + 1y≥1−ρ = ⌊x+ y + ρ⌋}.
The set K is illustrated on Figure 9.
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Figure 9: The set K of Theorem 6.4.
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Proof. Let Gz = (Vz, Ez). Let z(α, ρ) = z0z1z2 · · · with each zi ∈ {0, 1}. If 0 ≤ ρ < 1 then
|z0z1 · · · zn−1|1 =
n−1∑
i=0
zi =
n−1∑
i=0
(⌊(i + 1)α+ ρ⌋ − ⌊iα+ ρ⌋) = ⌊nα+ ρ⌋.
The same holds for ρ = 1 since in this case,
|z0z1 · · · zn−1|1 =
n−1∑
i=0
zi = 1 +
n−1∑
i=1
(⌊(i + 1)α⌋ − ⌊iα⌋) = 1 + ⌊nα⌋ = ⌊nα+ 1⌋.
Hence it holds that
(i, j) ∈ Vz ⇔ ⌊(i+ j)α+ ρ⌋ = ⌊iα+ ρ⌋+ ⌊jα + ρ⌋
⇔ {(i+ j)α + ρ} = {iα + ρ}+ {jα + ρ} − ρ
where {x} means x− ⌊x⌋. Since
{(i+ j)α + ρ} = {{iα} + {jα} + ρ} = {iα} + {jα} + ρ− ⌊{iα} + {jα} + ρ⌋
and, for each k ∈ {i, j},
{kα+ ρ} = {{kα} + ρ} = {kα} + ρ− 1{kα}≥1−ρ,
we obtain that
(i, j) ∈ Vz ⇔ 1{iα}≥1−ρ + 1{jα}≥1−ρ = ⌊{iα} + {jα} + ρ⌋
⇔ ({iα}, {jα}) ∈ K
⇔ (Riα0, R
j
α0) ∈ K.
This implies that the quadruple (T, Rα, 0,K) is a dynamical embedding of Gz .
Theorem 6.5. Let z = z(α, ρ). Then z is self-shuffling if and only if there exists a sequence
(in, jn) ∈ N
2 such that
1. in ≤ in+1, jn ≤ jn+1, in + jn = n for any n ∈ N,
2. lim
n→+∞
in = lim
n→+∞
jn =∞, and
3. 1{inα}≥1−ρ + 1{jnα}≥1−ρ = ⌊{inα}+ {jnα}+ ρ⌋ for any n ∈ N.
Proof. Clear from Theorems 2.10 and 6.4.
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Figure 10: The stepping stone for 0 < ρ < 1 and a stepping stone path: (0, 0) → (α, 0) → (2α, 0) → (3α, 0) →
(3α, α)→ (3α, 2α) → (4α, 2α)→ (5α, 2α) → (5α, 3α) → (5α, 4α)→ (5α, 5α) → · · ·
·····························
·····························
·····························
····························· ·····························
·····························
·····························
·····························
Figure 11: The stepping stones for ρ = 0 (left) and ρ = 1 (right).
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Put iα = x, jα = y and consider the condition ({x}, {y}) ∈ K, where K is defined as in
Theorem 6.4. That is, (x, y) is in K + Z2 (see Figures 10 and 11).
We call K+Z2 the stepping stone for ρ. Hence, z is self-shuffling if and only if there is a sequence
(inα, jnα) ∈ K + Z
2 satisfying the conditions (1) and (2) of Theorem 6.5. We call it a stepping
stone path with respect to (α, ρ). Therefore, by Theorem 5.1, we have the following corollary.
Corollary 6.6. There exists a stepping stone path with respect to (α, ρ) if 0 < ρ < 1.
Now we give another proof of the fact that Sturmian words of the form aC, where C is a
characteristic Sturmian word, are not self-shuffling.
Theorem 6.7. Let C be a characteristic Sturmian word. Both 0C and 1C have no stepping stone
path, and hence, are not self-shuffling.
Proof. We have 0C = z(α, 0) and 1C = z(α, 1). Let pk/qk, with k ≥ 1, be the convergents of α.
Assume first that ρ = 0 and z = z(α, 0). By Theorem 6.4, (i, j) ∈ Vz if and only if {iα}+{jα} <
1 since in this case, 1{iα}≥1−ρ = 1{jα}≥1−ρ = 0. Since {q2k+1α} is so close to 1, we do not have
{iα} + {jα} < 1 for any (i, j) ∈ N2 such that either i = q2k+1 and 1 ≤ j ≤ q2k+1 or j = q2k+1 and
1 ≤ i ≤ q2k+1. Therefore, for each k ≥ 1, no point in
{q2k+1} × {1, 2, . . . , q2k+1} ∪ {1, 2, . . . , q2k+1} × {q2k+1}
belongs to the vertex set Vz. Hence, there is no path in Gz connecting ~0 to ~∞. Thus, z(α, 0) is not
self-shuffling.
We have a similar proof for ρ = 1 and z = z(α, 1). By Theorem 6.4, (i, j) ∈ Vz if and only if
{iα} + {jα} ≥ 1 since in this case, 1{iα}≥1−ρ = 1{jα}≥1−ρ = 1. Since {q2k+2α} is so close to 0, we
have {iα}+ {jα} < 1 if either i = q2k+2 and 1 ≤ j ≤ q2k+2 or j = q2k+2 and 1 ≤ i ≤ q2k+2. Hence,
there is no path in Gz connecting ~0 to ~∞. Thus, z(α, 1) is not self-shuffling.
Let z = z(α, ρ). Let (T, Rα, 0,K) be the dynamical embedding of the graph Gz in Theorem 6.5.
Let z = z(α, ρ). Let (T, Rα, 0,K) be the dynamical embedding of the graph Gz in Theorem 6.5.
We determine the dead set, the deterministic set and the free set in the easy case where (1−ρ)/2 <
α < min{ρ, 1 − ρ}. In fact, let
D1 = {(x, y) ∈ [0, 1)
2 : (Rαx, y) ∈ T
2 \K}, and
D2 = {(x, y) ∈ [0, 1)
2 : (x,Rαy) ∈ T
2 \K}.
Then, D1 ∩D2 ∩K is obtained as in Figure 12.
Therefore,
D1 ∩D2 ∩K = {(x, y) ∈ [0, 1− α− ρ)
2 : x+ y ≥ 1− α− ρ}.
It is easily verified that:
1. If (Rαx, y) ∈ D1 ∩D2 ∩K, then (x,Rαy) /∈ (D1 ∩D2 ∩K) ∪ (T
2 \K).
36
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
K
K
K
K
1− ρ
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
D1
D1
1− ρ− α 1− α
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
D2
D2
1− ρ− α
1− α
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
❅
❅
❅
❅❅
··········
❅
❅
❅
❅
············································
··
··
··
··
··
❅
❅
····
··
············
··················································
········································································································································································································································································································
Figure 12: The sets K, D1, D2 (above) and their intersection (below left), D (below right).
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2. If (x,Rαy) ∈ D1 ∩D2 ∩K, then (Rαx, y) /∈ (D1 ∩D2 ∩K) ∪ (T
2 \K).
Hence, D = (D1 ∩D2 ∩K) ∪ (T
2 \K) is the dead set.
Let
T1 = {(x, y) ∈ T
2 \D : (x,Rαy) ∈ D} and T2 = {(x, y) ∈ T
2 \D : (Rαx, y) ∈ D}.
Then,
T1 = {(x, y) ∈ (1− ρ− α, 1 − ρ]× [0, 1 − ρ− α) : x+ y < 1− ρ}
∪ {(x, y) ∈ [1− ρ, 1) × [1− ρ− α, 1 − ρ) : x+ y < 2− ρ− α}
∪ {(x, y) ∈ [0, 1 − ρ)× [1− ρ, 1): x+ y ≥ 2− 2α − ρ}
holds. If (x, y) ∈ T1, then (Rαx, y) ∈ T
2 \ D since otherwise, (x, y) ∈ D by the definition of D.
Hence, (Rαx, y) ∈ T
2 \D and (x,Rαy) ∈ D holds if (x, y) ∈ T1. The same things hold for T2 in the
symmetrical sense.
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Figure 13: The dead set D together with T1 ∪ T2.
Let T = T1 ∪ T2 and F = K \ (D ∪ T ). By the definition, it holds that (Rαx, y) /∈ D and
(x,Rαy) /∈ D for any (x, y) ∈ F . For each i ∈ {1, 2}, define a mapping R˜α,i : F → F . For
(x, y) ∈ T2, we denote
Rα,i(x, y) =
{
(Rαx, y), if i = 1
(x,Rαy), if i = 2.
Take an arbitrary (x0, y0) ∈ F . Let (x1, y1) = Rα,i(x0, y0). If (x1, y1) ∈ F , then let R˜α,i(x0, y0) =
(x1, y1). If (x1, y1) /∈ F , then either (x1, y1) ∈ T1 or (x1, y1) ∈ T2. Let (x2, y2) = Rα,1(x1, y1) in the
former case, and let (x2, y2) = Rα,2(x1, y1) in the latter case. If (x2, y2) ∈ F , then let R˜α,i(x0, y0) =
(x2, y2). Repeat this procedure until we get (xn, yn) ∈ F . Then, we define R˜α,i(x0, y0) = (xn, yn).
If (xn, yn) /∈ F for any n ≥ 1, then R˜α,i(x0, y0) is not defined, which never happens in our case.
This is easily seen from Figure 13. That is, if (x, y) ∈ T1, then Rα,1(x, y) ∈ F except for the
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case when (x, y) is in the ∗-marked region. If (x, y) is in the ∗-marked region, then take the first
n > 0 such that Rnα,1(x, y) /∈ T1. Then, either R
n
α,1(x, y) ∈ F or R
n
α,1(x, y) ∈ T2. In the latter
case, Rnα,1(x, y) is not in the #-marked region so that Rα,2R
n
α,1(x, y) ∈ F . The same for the case
(x, y) ∈ T2. Therefore, the infinite paths starting (0, 0) in Gz correspond bijectively to the infinite
sequences of mappings applied to (0, 0)
· · · R˜α,i3R˜α,i2R˜α,i1(0, 0)
with i1, i2, . . . ∈ {1, 2}. Note that both of R˜α,1 and R˜α,2 are domain exchange transformations on
F .
7. Open questions
Typically a self-shuffling word can be shuffled in more than one way, i.e., it defines several
different steering words. One may ask:
Question 7.1. Does there exist a self-shuffling word admitting a unique steering word, i.e., which
can be self-shuffled to produce itself in one and only one way?
We saw that every aperiodic uniformly recurrent word contains an element in its shift orbit
closure which is not self-shuffling.
Question 7.2. Does there exist a word x ∈ AN for which no element of its shift orbit closure is
self-shuffling?
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