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We define a class of permutations called generaked shuffles and study their basic properties. 
The usual perfect shuffle and some permutations defined by Lenfant belong to that class. 
Generalized shuffles can be used in the design of various switching devices, for example 
rotators, permutation networks, etc., or in parallel processing. 
Several authors have studied the properties of a permutation called the perfect 
shuffle [2,8, lo]. It draws its name from the operation of card-shuffling, where a 
pack of 2N cards is reordered by interlacing the cards of its two halves. Ideally, 
this operation maps the card at place 
X=Na+b, (1) 
where O~XX~N, O<a<2 and O<b<N, onto the place 
X’=2b+a. (2) 
This operation is the (2, N&shuffle, and it has been generalized by the (peflect) 
(M, N)-shufle for arbitrary N and A4, which can be defined by replacing 2 by A4 
in the equations (1) and (2). 
The (M, N)-shuffle can be seen as the rearrangement of A4 groups of N objects 
into N groups of A4 objects, the jth object of the ith group becoming the ith 
object of the jth group (0 G i CM, 0 ~j <N). It is thus the type of permutation 
that interconnects the different stages of the square Clos’ Network, and it is used 
in the design of Permutation Networks or the 2-stage expansion of Rotator 
Networks [3]. Similarly, a binary adder on N bits can be built with the help of an 
interconnection realizing a (2, N)-shuffle, as we show in Fig. 1. Davio used perfect 
shuffles for Kronecker products [2], while Stone showed [lo] that the (2,2”-l)- 
shuffle can have many applications in parallel processing, for example in the Fast 
Fourier Transform, polynomial evaluation, sorting networks, matrix transposition, 
etc. 
The perfect shuffle became famous with Stone’s shuffle-exchange netw.wk [ll]. 
He showed that for any positive integer n, there exist two permutations of the set 
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Z,n={O,... ,2” - l}, called the shuffle and the shuffle-exchange, such that for any 
X, y in Z,, there is a permutation & y) of Zzn mapping x onto y, such that 
T(X, y) is the product of n permutations, each one of them being the shuffle or the 
shuffle-exchange. This result is optimal. One consequence is that one can con- 
struct a dynamic memory in which each word is connected to two other ones (by 
the shuffle and the shuffle-exchange), in such a way that the access time for a word 
is proportional to the logarithm in base 2 of the size of the memory. Here the 
shuffle is the (2,2”-‘)-shuffle, while the shuffle-exchange is the product of that 
shuffle with the exchange permutation interverting even and odd numbers in Zzn 
(0 with 1,2 with 3, etc.). 
This result can be generalized to any base k > 2 instead of 2. 
Stone’s shuffle-exchange network led to Lawrie’s omega-network [12], which is 
also based on the (2,2”-‘)-shuffle. 
When numbers of Z& are represented as n-dimensional binary vectors, then 
the (2,2”-‘)-shuffle corresponds to a rotation of the coordinates. Lenfant [7] 
generalized it by defining other permutations of the coordinates of these vectors. 
Another generalization of the perfect shuffle was found by Gossart [5]. 
In this paper, we make a wide generalization of the perfect shuffle, which 
contains all above-mentioned shuffles as particular cases. It is based on permuta- 
tion of digits in mixed radix number representutions. The author has found that 
while many 2-stage design for switching networks (for example rotator or permu- 
tation networks, see above) use perfect shulTles in their interconnection pattern, 
some multistage designs use our generalization of the perfect shuffle for this 
purpose. In particular, we used generalized shuffles in [9] to describe several 
designs of permutation networks and to prove the equivalence between some of 
them. Similarly, the relation between certain forms of shuffles and permutation 
networks is considered in [2]. Moreover, a study of the method used in [3] shows 
that generalized shuffles could also be used for expandable rotator design. We 
think that other applications of the same type as those of the perfect shuffle can 
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be found for our generalized shuffles, in particular in the design of switching 
circuits. 
We give at the end of this paper a few properties of the group generated by 
generalized shuffles and give a generating subset among these permutations. 
Indeed, it is possible in some cases to generate large groups with a small number 
of such generators, a property which is useful in cryptography. 
Notations 
Lower-case Latin letters will denote nonnegative integers. Permutations and 
maps will be written as lower-case Greek letters. The image of x by T will be 
written x7r. 
The composition of 7r followed by p will be written 7~ ?? p or simply 7rp. The 
inverse of a permutation 7r will be written ?T-‘. 
Given two maps CL: U ---, V and cc’ : U’ -+ V’, then p x CL’ will be the map 
U X U’ --+ V X V’ mapping (24,~‘) onto (up, 2.4’~‘). 
For a positive integer n, we write Z, for the set (0, . . . , n - 1) and Sym(n) for 
the set of all permutations of Z.,,. 
2. Mixed radix number repre!sen~ns 
Before defining our generalized shuffles, we need to recall certain known facts 
about number representations. 
Consider k integers no, . . . , nk_l larger than 1. Let N = no + + . nk-1. We set 
and then we can define the map 
bY 
forevery&EZ, (i=O,... , k - 1). Note that for i = 0, the empty product J’J;Jo is 
set equal to 1. 
The following result is well known [2]; its proof is elementary and is left to the 
reader : 
Lemma 1. A(Z) is a bijection Z --, Z,. 
The map A(Z) is called the lexicographic map, because it induces on Z a 
‘lexicographic’ order which is the same as the one used for strings of characters. 
On the other hand, the map A(Z)-’ is called the mixed radix representation of 
Z, with respect to the basis [nk_1, . . . , no] (see [2]). 
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For example, if one takes n, = 10 for every i, then one gets with A(Z) the 
ordinary decimal representation of integers; if one takes k = 3, no = nl = 60, 
yt2 = 24, then one gets the usual representation of daytime in hours, minutes and 
seconds. 
The map A(Z) has an interesting property: a mixed radix representation of 
mixed radix representations is itself a mixed radix representation. More precisely, 
we have: 
ProposiGon2. L.etN=nk-l...nO and 2=&-1X.*.X&. Fori=O,...,k-1, 
let ?li = nim(i)_l * * * &,o and Zi =~,Ci,_Ix. * ‘xG.os Let Z*=Zk-lx* ’ *XZo. 
Then 
MZk-1) x - - - x A(Z,,))A(Z) = A(Z*). (6) 
In other words, if we have 
(%c-1, - - - , xo)A@) = x 
and fori=O,...,k-1 
then 
(&n(i)-19 - - * 9 q,o)A(Zi) = pi, 
(=Ck-I,,,++I,. - -3 xk-1.0,:. . , Xo,,(o)-1,. . . ., xo,oF@*)=x. 
Again the proof is left to the reader, it consists in a simple algebraic computa- 
tion. 
We can give some concrete examples the meaning of this result: 
(a) The mixed radix representation of the number 99 with respect to the basis 
[16,8] is [12,3]. Now the binary representation of 12 (with respect to the basis 
[2,2,2,2j) is [l, 1, 0, 01, while the binary representation of 3 (with respect to the 
basis [2,2,2]) is [0, 1, 11. It follows then that the binary representation of 99 (with 
respect to the basis [2,2,2,2,2,2,2-J) is [l, 1, 0, 0, 0, 1, 11. 
(b) Consider again the example of the representation of daytime in hours, 
minutes and seconds. We make the decompositions 24 = 2.12 and 60 = 6.10. 
Then the time [nineteen (hours), fifty (minutes), thirty five (seconds)] becomes 
expressed as [l, 7,5,0,3,5] (that is: p.m., 7 hours, 50 minutes, 35 seconds). 
Now we are able to define the generalized shuffle. It can be considered as a 
permutation of digits in the mixed radix representation. 
3. The generaGzed shuflle: defmition and basic properties 
Consider again the product Z = 2&_, x . . . x Z,,,,. We can change the order of the 
factors of this product by any permutation of Sym(k). Indeed, take ?T E Sym(k). 
Then we can put the factor Z& which is at the ith place, at the iTth place. We get 
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Fig. 2. 
thus the product 
where 7 = w-l, since at place i now stands Z,-,. 
Now the group Sym(k) acts in a natural way on the set Z* of all 2_, 
?T E Sym(k). In fact, if p* is the action of the permutation p on Z*, then we have: 
(z,)P* = z,. 
For simplicity, we will write A (or A,) for A(Z) and A, for A(Zm). Now we can 
define the generalized shufle CT(~) with respect to the basis [nk_l, . . . , no] as 
follows: 
a(;) : ZN-+ZN: A,+ - (v-‘p)* - A,. (8) 
This map is a bijection. We illustrate it in the diagram of Fig. 2; this diagram 
commutes, in other words sequences of arrows having the same beginning and the 
same end give the same result as maps. 
Now (8) can be expressed as follows in terms of the numbers n,: 
06) : kf ( ‘-l x,77-’ n ni.l,-’ 
i=O j=O 
) -+ kf (&,_I tfl qp_l), 
i=O j=O 
(9) 
where each 4 E G and all void products are set equal to 1. 
This permutation corresponds to the following change of basis in the mixed 
radix representation: 
Note 
place i 
bqk-l)a% . . ., ~Oa-1~+[n(k-l)p-'9 - . . , nOp-']. (W 
that a permutation 7~ E Sym(k) can be represented by a vector giving at 
the element j E Zk such that j?r = i. Thus we can write 
v = [(k - l)w-‘, . . . ,0+-j (11) 
and this notation (with square brackets deleted) can be used for e(z). 
Example. Take k = 3 and choose v and p as follows: 
7CO-*1,1~2,2-,0, 
p:o+1,1+0,2+2, 
in other words v = (0, 1,2) and p = (0,l). 
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Then we can write T = [1, 0,2], p = [2,0, l] and a(z) = a($:::). Moreover u(z) 
maps every number 
[xl, x0, x21 = XI - non2 + x0 - n2 + x2, 
where q E &,+ for i = 0, 1,2, onto 
[x2, x0, x1] = x2 - non1 + x0 - n1 + x1. 
Now we can give some elementary properties of the generalized shuffle: 
Proposition 3. Let w, d and p E Sym(k). If n,,-1 = qm+l for every i E Zk, then 
CT<;&J = a(&). 
Proof. Indeed, we have then Z, = Z+ and so Z, = Z,.,. Thus A, = &, &, = &,, 
and so the result follows from (8). 
Note that the converse of this proposition ‘is not true. Take for example k = 3, 
n2 = n, nl = n/a (with a dividing n) and no = a. Take m = 1, m’= (0, 1), T = 
(0, 1,2), T’ - (0,2) = ~‘7, p = r and p’ = p-l. Then 
proposition 4. Let v, p E Sym( k). Then : 
(i) If a, bEZ, and a+b=N-1, then aa(~)+ba(~)=N-1. 
(ii) a(T) fixes 0 and N- 1; if N is odd, then cr.(r) fixes i(N- 1). More generally, 
if the integer d divides every n, - 1 (i = 0, . . . , k - l), then a(z) fixes (N - 1) - c/d for 
everyc=O,...,d-1. 
Proof. (i) Write ah,-] = (ak_-l,. . . , a,) and b&-l = (&_l,. . . , b,). As a+ b = 
N - 1, we have pi + bi = n,,-~ - 1. Now the same holds if we replace m by p. Thus 
we have 
ah,+ - (n-‘p)* + bA,-1 - (T-‘p)* = ah,-, + bAp-l, 
and so the result holds by (8). 
(ii) Let us prove the third portion of this statement (concerning d). It is easily 
checked that ((N - 1) - c/d)A,-1 = (x,_~, . . . , x0), where q = (n,,-I- 1) - c/d for i = 
0 * - 7 k - 1. Again this is also true if we replace v by p and so (8) implies that 
0:;) fixes (N - 1) . c/d, because ((N- 1) . c/d)A=-1 . (r-‘p)” = ((N- 1) - c/d)A.,-1. If 
we take d = 1, then it follows that o(T) fixes 0 and N - 1. If N is odd, then we 
take d = 2 and c = 1 and so (z) fixes i(n - 1). 
Propos%ion 5. Let w, p, T E Sym(k). Then: 
(9 4:) - 49 = d3. 
(ii) C(G) is the identity permutation of 2,. 
(iii) o(g) = o(z)-‘. 
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This result is an immediate consequence of (8). 
The next result of this section is the correspondent for generalized shuffles of 
Proposition 2 for mixed radix representation: 
PropoM~n 6. Suppose that for i = 0, . . . , k - i we have n, = Q,,(i)_1 - - - n, o 9 (with 
m(i)>O). Let k’= m(O)+. - - + m(k - 1). For any T E Sym(k), let 7’ be the pemuta- 
tion of the k’ pairs 
(k - 1, m(k - l)- l), . . . , (k - 1, 0), . . . , (i, m(i)- l), 
. . . , (i, 0), . . . , (0,40- 11, * * . , (O,O) 
induced by r. Then for any n; p E Sym(k), a(z) (with respect to the basis 
[ nk_l, . . . , n,]) is equal to a(;‘) (with respect to the basis 
[nk-l,m~k-l)-l? - - . , nk-l,09 - . . , n0,m(0)-19. . . ) nO,Olh 
The proof is left to the reader; it follows from Proposition 2. 
Example. Take k = 2, It1 = 8, no = 4 and make the decomposition 8 = 2 - 2 - 2 
(thus m(1) = 3) and 4= 2 - 2 (thus m(O)= 2). Then the shuffle I (w.r.t. the 
basis [S, 41) is equal to c&4,3,2 , * *1Vo) (w.r.t. the basis [2, 2,2, 2,2]). 
Now that we have given the main properties of the generalized shuffles, we will 
show how it relates to the perfect shuffle and ‘to Lenfant’s permutations. We will 
also define some other particular generalized shuffles. 
4. SOme pwtidar cases of the generalbed shuffle 
We will describe here the perfect shuffle, and then the permutations of Lenfant 
[7] as generalized shuffles, and finally we will define the cross-product of shuffles. 
Let N= a - b. Then the (a, b)-shuffle is the permutation a(a, b) = &~) w.r.t. 
the basis [a, b]. Thus a(a, b) maps x - b + y (with x E 2, and y E 2,) onto y - a + x. 
It is clear that it is the simplest form of generalized shuffle. 
The following result is well known [l, 2,4,6, lo]: 
ProposSon 7. Let N be an integer and let a, b be divisors of N. Then we have: 
(i) a(a, N/a) fixes N- 1, while if x E ZN_l, then xcr(a, N/a) is the residue of xa 
module N - 1. 
(ii) The order of o(a, N/a) is the order of a in the multiplicative group of Z,_, 
(containing all elements of Z,_, which are prime with N- 1). In particular 
a(a N/a)&(N-‘) = 1, where +(N- 1) is the Euler number of N- 1. 
(iii) If ab divides N, then a(a, N/a) - o(b, N/b) = a(ab, Nlab). 
(iv) a(a, N/a) commutes with a(b, N/b). 
(v) For any x E &, x =(a, N/a) is the residue of ax + [ax/N] module N. 
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Proof. (i) Indeed a(a, N/a) fixes N- 1 by Proposition 4(ii). If x E G-r, then we 
can write x=i.N/a+j, where i~2, and FEZ&. Then xa(a,b)=j.a+i= 
XQ - i(N- 1). As ~(a, N/a) is a permutation fixing N- 1, xa(u, N/u) <N- 1 and 
so (i) holds: =(a, N/u) is the residue of xu modulo N - 1. 
(ii) follows from (i): a(u, N/u) ties N- 1 and behaves on Z,_, as the multipli- 
cation modulo N - 1. 
(iii) and (iv) are also a consequence of (i). 
(v) For any x E Z,, write again x = i . N/u + j, where i E Z, and j E Z,,,. Then 
ax = iN+ ju and [ax/N] = i because ju <n. As xo(u, N/u) = ju + i = 
ax + [ax/N] - iN, the result holds. 
Let us note how in the literature the perfect shuffle is implicitly described as a 
generalized shuffle on a basis of size larger than 2. In [7], a(2,2”-‘) is defined in 
the same way as a(~I~::::~:$-J w.r.t. the basis [2,. . . ,2,2]. This property of 
0(2,2”-l) was also noted in [lo]. In [2, Theorem 41, Davio showed in fact that if 
N=n,...nk-l, then @(n&r, N/n,_,) = O(k?..‘l’O  2 ,.._, O,k-& In fact this equality is a 
consequence of Proposition 6. 
Now the permutations defined by Lenfant in [7] for a basis [2, . . . ,2] of size n 
are the following: 
-The bit reversal p’“‘; it is: 
4 n-l,...,0 0 9 - * - , ) n-l ’ 
-The permutation c@ (where j < n); it is: 
4 n-l,..., n-j,n-j--l,...,0 n-l ,..., n-j,0 ,..., n-j-l ) ’ 
-The segment shuffle ~i’j,‘,,~ (where j+Z+m+h~n); it is the shuffle 
E, D, C, B, A 
O(E ) ,B,C,D,A ’ 
where 
E=(n-l,...,n-j), D=(n-j-l,...,n-j-Z), 
C=(n-j-Z-1,. . . , n-j-l-m), 
B=(n-j-I-m-l,...,n-j--I-m-h) and 
A=(n-j-1-m-h-1,. . . ,O). 
The segment shuffle was also studied in [5], but this time on an arbitrary basis. 
In the study of generalized shuffles, it is interesting to find relatively complex 
ones from simpler ones with the use of some operations. We will indeed do this 
with the operation called cross-product of shuffles. Moreover, this operation has 
two particular cases called the left and tight scalar multiplication. 
Given two positive integers k and k’, v E Sym(k), T’E Sym(k’), then we can 
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define 7r U d E Sym(k + k’) as follows: 
-If x E Zk, then X(T U d) = XT. 
-If y E Zkt, then (k + y)(~ U v’) = k + yd. 
Thus 7~ U d is the permutation resulting from the joint action of T and T’ on 
two disjoint copies of 2, and Zkf. Note that this operation U is associative. 
Now we can define the cross-product of two generalized shuffles. Consider two 
positive integers k and k’, T, p E Sym(k), T$, P’E Sym(k’), two bases [Q__,, . . . , no] 
and [mkf_l,. . . , m,]. Then the cross-product of the two generalized shuffles o(z) 
and ocf’) (w.r.t. [Q_~, . . . , n,] and [Q~-~, . . . , m,] respectively) is the following 
generalized shuffle w.r.t. the basis [RQ+~, . . . , mo, nk-_l, . . . , no]: 
(12) 
As an example, we show in Fig. 3 the generalized shuffle a(3,3) x a(2,2). 
Note that the associativity of U implies the associativity of the cross-product. 
As a particular case, we can define the left and right scalar multiplication of a 
shuffle by an integer. Indeed, consider the basis [m] of size 1, which admits only 
one shuffle, the identity shuffle q_+,) = a($. Then, given a generalized shuffle 
Fig. 3. 
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Fig. 4. 
u(T) w.r.t. some basis, we can write 
(13) 
(14) 
These are the left and right scalar multiplication of u(T) by m. In Fig. 4, 
show 2u(2,2) and u(2,2)2. 
It is easily shown from Proposition 6 and from the associativity 
cross-product that for any generalized shuffle a and any positive integers 
m’ we have: 
m’(mu) = (m’m)u, (um)m’ = u(mm’), m(0-m’) = (mu)m’. 
of the 
m and 
we 
(1% 
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5. The group generated by generalized shatlies 
Generalized shujjle 
It would be interesting to know the properties of the group generated by 
generalized shuffles w.r.t. some basis. Indeed, if this group is relatively large and 
has a small number of generators, then generalized shuffles can be used for the 
encyphering of clear-text in an encryption algorithm. We will indeed show that the 
group generated by generalized shuffles is in fact generated by a small number of 
them, which are all scalar products of a perfect shuffle by a positive integer. 
On the other hand, the size of that group depends on the chosen basis. For 
example if we choose a basis [Q-,, . . . , n,] such that all numbers r+ are equal to 
some number n, then the generalized shuffles form a group, the group Sym(k) 
acting on nk points. On the other hand, if the numbers n, are relatively prime, 
one can expect the group generated by generalized shuffles to be relatively large. 
For example, the author computed that for the basis [S, 3,2], that group is 
transitive on the set X = (1, . . . ,28} and induces the group Sym(14) on the set of 
pairs (a, b) in X such that a + b = 29 (we know by Proposition 4(i) that the set of 
those particular pairs is preserved by the group). 
We will now introduce certain particular types of generalized shuffles and show 
how they generate all other generalized shuffles. We can assume that the size k of 
the basis is larger than 2, otherwise the group is generated by a perfect shuffle. 
Consider a basis [nk_1,. . . , no]. kt N= no - - - nk_l. Take any integer v = 
0 - * , k-2 and let p(v)=(O,. . . , 
pose that 7~ maps &, . . 
k - 1 -v). Take any permutation T, and sup- 
. , j,,} onto {k - 1, . . . ,. k-v} and i onto k-v-l, where 
L - . . , j,, and i are pair-wise distinct elements of 2,. Let M be the product of the v 
numbers q,, . . . , ni,. Then by Proposition 6 we have: 
7r 4 ) dd = MC& N/m&). (16) 
Let us write S, for the set of all generalized shuffles of that form. 
We can also define the set GV of all shuffles of the form Ma, where M is as 
above and Q is any generalized shuffle on the basis remaining after the deletion of 
nj,, - - - , ni,, instead of a perfect shuffle as above. Then the element of G, satisfy 
the following equation: 
(17) 
where r(v) E Sym( k) and fixes k - 1, . . . , k - v. 
It is clear that Go is the set of generalized shuffles w.r.t. the basis [&-_l, . . . , no]. 
Let us recall some notations from group theory: given a set S of permutations, 
one writes (S) for the group generated by S, and the product ST of two sets S and 
T of permutations is the set of all permutations O-T with 0 E S and T E 7’. We have 
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the following result: 
M 8. For any v=O,.. ., k-2 and w=v+l,.. ., k-2 we have: 
(i) Gk-2 = Sk_-2. 
(ii) If u < k - 2, then G,, s (S,,) . G,,,. 
(iii) GU c fl;Lz (Sj). 
(iv) If at least one of k-v and k -w is even, then (G,,) = (S,,, S,,,). 
Inparticular,G,c_~~~~(Si)andforanyw=1,...,k-2,ifkork-wiseuen, 
then (Go) = (So, S,,,). 
Proof. (i) is obvious and (iii) is an immediate consequence of (i) and (ii). We have 
thus only to prove (ii) and (iv). 
(ii) We can write Sym(k - v) for the set of permutations of Sym(k) which fix 
k-l,... , k - v. The following result about permutations is well known: 
Sym(k -v) = (p(v)) - Sym(k - v - l), 
where p(v) = (0,. . . , k - 1 -v) as we explained above. 
Thus for any ~(v)~Sym(k -v), there is some positive integer m and some 
r(v + 1) E Sym(k -v - 1) such that T(U) = p(v)” - T(V + 1). Thus by Proposition S(i) 
we have for any m E Sym(k): 
As each Q($~~$+I)E SV by (16) and as cr(~$~~ETC,,+l,) E G,+l and a&,(,$ is an 
arbitrary element of G,, (ii) holds. 
(iv) We apply Proposition 5(i) in the same way as in the preceding paragraph. 
We have thus only to show that the group H = (p(v), p(w)) is equal to Sym(v). 
For this purpose, we will use concepts of permutation group theory which are 
defined in [13]. 
First H is transitive on Z,_, because of p(u). If H is not primitive on &_,,, then 
the imprimitivity blocks of H are imprimitivity blocks for p(v), and so they are m 
sets of the form Xt(m) = {t, t + m, . . . , t +(s- l)m}, where m is a fixed divisor of 
k-v, s=(k-v)/m and t=O,...,m- 1. But it is clear that p(w) does not 
preserve this set of m blocks. Thus H must be primitive on 2;_,. 
If k - w (4, then H contains a cycle of length at most 3, namely p(w). If 
k-w 24, then let 7 = p(w)-‘p(v)-‘p(w)p(v). Then TEH and in fact T is the 
permutation (1, 0, k - w). 
Thus H contains a cycle of length at most 3 in any case. By [13, Theorem 13.31, 
H contains the alternating group Alt(k - v). As at least one of k - v and k - w is 
even, one of the two cycles p(v) and p(w) (of respective lengths k - v and k - w) 
is an odd permutation, and so H = Sym(k - v). Thus the result holds. 
It follows from our result that generalized shuffles can be generated by a 
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relatively small number of left scalar products of perfect shuffles by integers, 
which are easily generated. Note that the size of SV is equal to (k -u) - (2). 
Concerning the size of the group generated by the generalized shuffles with 
respect to a basis [nk-l,. . . , no], we said earlier that it depends on the differences 
between the numbers q: if every r+ = n, then that group is Sym(k), otherwise it is 
larger. Anyway, there are constraints on this group: it preserves the set X, of 
pairs {a, b} such that a + b = N- 1 and a, bf 0, N - 1, where N = no. . . nk-l. But 
it can induce the symmetric group on this set of pairs, as it is the case with the 
basis [5,3,2], as we stated above. We make the following conjecture: 
Conjectnre. If gcd (r~~-~, . . . , no) = gcd (r~~-~-- 1,. . . , no- 1) = 1, then the group 
generated by all generalized shujjles w. r. t. the basis [nk--l, . . . , no] is transitive on 
2, \{O, N - 1) and induces the symmetric or alternating group on X, 
5. condusion 
We have defined a type of arithmetic permutation called the generalized shuffle 
which generalizes the perfect shuffle and Lenfant’s permutations. As these permu- 
tations, the generalized shuffle can be used for the design of various switching 
networks, in particular permutation networks. 
Let us note some interesting particular cases as the cross-product of two shumes 
and the left and right scalar multiplication. . 
We have described certain basic properties of the generalized shumes and show 
how to generate them from a restricted subset among them consisting of left 
scalar multiplications of perfect shuffles by integers. Moreover, in some cases, the 
group generated by the generalized shuffles can be very large. 
We hope that our results may be useful for the understanding and the 
description of various network designs. 
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