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Abstract
Ageing phenomena far from equilibrium naturally present dynamical scaling and in
many situations this may generalised to local scale-invariance. Generically, the absence
of time-translation-invariance implies that each scaling operator is characterised by two
independent scaling dimensions. Building on analogies with logarithmic conformal invari-
ance and logarithmic Schro¨dinger-invariance, this work proposes a logarithmic extension
of local scale-invariance, without time-translation-invariance. Carrying this out requires
in general to replace both scaling dimensions of each scaling operator by Jordan cells.
Co-variant two-point functions are derived for the most simple case of a two-dimensional
logarithmic extension. Their form is compared to simulational data for autoresponse
functions in several universality classes of non-equilibrium ageing phenomena.
1 Introduction
Scale-invariance has become one of the main characteristics of phase transitions and critical
phenomena. In many situations, especially when in the case of sufficiently local interactions,
scale-invariance can be extended to larger Lie groups of coordinate transformations. For the
analysis of phase transitions at equilibrium, conformal invariance has played a central roˆle,
especially in two spatial dimensions [103, 10]. It is then natural to inquire into the equilibrium
critical dynamics at a critical point, where the spatial dilatations r 7→ λr are extended to
include a temporal dilatation as well, viz. t 7→ λzt, r 7→ λr, and where the dynamical exponent
z describes the distinct behaviour of time with respect to space. Indeed, it was attempted to
use 2D conformal invariance in this context [16].
However, known results concerning the dynamical symmetries of free diffusion (or Schro¨dinger)
equations suggested a different line of inquiry. It has been known since the 18th century to
mathematicians as Lie and Jacobi [78, 66] that the following set of space-time transformations
t 7→
αt + β
γt + δ
, r 7→
Rr + vt+ a
γt+ δ
; αδ − βγ = 1 (1.1)
maps any solution of the free diffusion or Schro¨dinger equation onto another solution of the same
equation, provided the wave function is transformed accordingly with a known projective factor.
This makes up the so-called Schro¨dinger group Sch(d), and with its Lie algebra denoted by
sch(d). Herein, the transformations are parametrised by R ∈ SO(d), a, v ∈ Rd and α, β, γ, δ ∈
R. Clearly, the Schro¨dinger group includes conformal transformations in the time t, and the
spatial transformations admitted are selected in order to close the group product (or the Lie
algebra commutators). In particular, one may read off the dynamical exponent z = 2, by
considering in the representation (1.1) the dilatations (where β = γ = 0, v = a = 0 and
R = 1). Therefore, the Schro¨dinger group might be seen as an useful starting point for
studying consequences of dynamical scaling, where z 6= 1.
During the last decade, the relevance of the Schro¨dinger algebra to non-equilibrium dy-
namical scaling has become increasingly clear. In contrast to equilibrium critical scaling, which
requires the fine-tuning of physical parameters to a well-defined critical point, dynamical scaling
may arise naturally in a large variety of many-body systems far from equilibrium, and without
having to fine-tune physical parameters.
A paradigmatic example of non-equilibrium dynamics are ageing phenomena. An often-
studied realisation of ageing may arise in systems which are initially prepared in a high-
temperature initial state, by bringing them into contact with a heat-bath. The system is then
brought out of equilibrium by rapidly changing the heat-bath temperature rapidly to low values
(‘quenching’), either (a) into a coexistence phase with more than one stable equilibrium state
or else (b) onto a critical point of the stationary state [12, 24, 56]. Based on many experimental
observations and numerical studies of models, it has emerged that from a phenomenological
point of view, ageing can be defined through the properties:
1. slow, non-exponential relaxation,
2. breaking of time-translation-invariance,
3. dynamical scaling.
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Although ageing was first systematically studied in glassy systems, where the dynamics is char-
acterised by the simultaneous effects of both disorder and frustrations, very similar phenomena
have also been found even in quenched simple magnets (ferromagnetic, without disorder).1
A possible use of dynamical scaling is suggested by drawing an analogy with equilibrium
critical phenomena, where scale-invariance can often be extended to conformal invariance [103,
10] (under rather weak conditions). One of the first applications of such an approach is the
prediction of some elementary two- and three-point functions of the quasi-primary scaling
operators in a given theory. Therefore, one may ask whether analogous extensions of simple
dynamical scaling with a dynamical exponent z might exist. If that is so, such a dynamical
symmetry could be called local scale-invariance (lsi). Applied to ageing, it is clear that the full
Schro¨dinger algebra sch(d) cannot be used, even if z = 2. Rather, one should consider the sub-
algebra obtained when leaving out the time-translation generator. This algebra will be called
ageing algebra and is denoted by age(d). Since ageing systems are far from equilibrium, there no
longer exists a fluctuation-dissipation theorem which could relate correlators and responses. It
turns out that far from equilibrium the response functions transform covariantly under age(d)
– and in contrast to conformal invariance at equilibrium, ageing-invariance is needed to fix the
form of an universal, but non-trivial scaling function. Indeed, the form of the linear two-time
autoresponse function of the order-parameter φ(t, r) with respect to its canonically conjugated
external field h(s, r), in the scaling limit where s → ∞, 0 < t − s → ∞ such that y = t/s is
kept fixed, reads [49, 51, 52, 58]
R(t, s) =
δ〈φ(t, r)〉
δh(s, r)
∣∣∣∣
h=0
=
〈
φ(t, r)φ˜(s, r)
〉
= s−1−afR
(
t
s
)
,
fR(y) = f0y
1+a′−λR/z(y − 1)−1−a
′
Θ(y − 1) (1.2)
where 〈.〉 denotes a thermodynamic average. The re-writing of the response R as a correlator
between the order-parameter φ and an associated ‘response field’ φ˜ is a well-known consequence
of Janssen-de Dominicis theory [67, 24]. In eq. (1.2), the autoresponse exponent λR and the
ageing exponents a, a′ are universal non-equilibrium exponents.2 The causality condition y =
t/s > 1 is explicitly included via a Theta function. The foundations and extensive tests of (1.2)
are reviewed in detail in [56].
Clearly, a prediction such as (1.2) can merely provide a first step towards a construction
of a fully local form of dynamical scaling. Although eq. (1.2) is indeed very well reproduced
in several exactly solved models, as well as in many simulational studies, we shall describe
in section 4 that in certain models of non-equilibrium ageing, the scaling function given in
(1.2) only captures partially the model data. In this work, we describe a possible extension
of lsi, which draws on one side on specific features of the representation theory of the ageing
algebra age(d), coming from the absence of time-translation-invariance, and on the other hand
is inspired by the well-known logarithmic extensions of conformal invariance. In the remainder
of this introduction, we shall recall this latter aspect, before we construct logarithmic extensions
of age(d) and discuss some applications in the later sections.
1At this stage, several distinct types of dynamical scaling, corresponding to full ageing (e.g. in simple
magnets) or sub-ageing (e.g. in glassy systems), remain possible. In this paper, only models with full ageing
are considered.
2In simple magnets, mean-field theory suggests that generically a = a′ for quenches to T < Tc and a 6= a
′
for T = Tc [56]. Hence co-variance under age(d) is required for deriving (1.2), whereas sch(d)-covariance would
produce therein the extra constraint a = a′ [52].
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In the case of a degenerate vacuum state, conformal invariance (of equilibrium phase transi-
tions) can be generalised to logarithmic conformal invariance [39, 34, 104, 40, 41], with interest-
ing applications to disordered systems [18, 82], percolation [32, 87, 113] sand-pile models [102],
or critical spin systems [112]. For reviews, see [31, 35]. Here, we shall be interested in possi-
ble logarithmic extensions of local scale-invariance and in the corresponding generalisations of
(1.2).
Logarithmic conformal invariance in 2D can be heuristically introduced [39, 104] by replac-
ing, in the left-handed chiral conformal generators ℓn = −w
n+1∂z − (n+1)w
n∆, the conformal
weight ∆ by a Jordan matrix.3 Non-trivial results are only obtained if that matrix has a Jordan
form, so that one writes, in the most simple case
ℓn = −w
n+1∂w − (n+ 1)w
n
(
∆ 1
0 ∆
)
(1.3)
Then the quasi-primary scaling operators on which the ℓn act have two components, which we
shall denote as Ψ :=
(
ψ
φ
)
. The generators (1.3) satisfy the commutation relations [ℓn, ℓm] =
(n−m)ℓn+m with n,m ∈ Z. Similarly, the right-handed generators ℓ¯n are obtained by replacing
w 7→ w¯ and ∆ 7→ ∆¯. A simple example of an invariant equation can be written as SΨ = 0,
with the Schro¨dinger operator
S :=
(
0 ∂w∂w¯
0 0
)
(1.4)
Because of [S, ℓn] = −(n+1)w
nS−(n+1)nwn+1
(
0 ∆
0 0
)
∂w¯, and if one chooses the conformal
weights ∆ = ∆ = 0, the generators (1.3) act as dynamic symmetries in that solutions of the
equation SΨ = 0 are mapped onto other solutions.
Of particular importance are the consequences for the form of the two-point functions of
quasi-primary operators, for which only co-variance under the finite-dimensional sub-algebra
〈ℓ±1,0〉 ∼= sl(2,R) is needed [39, 104] (we suppress the dependence on w¯i, but see [26]). Set
F := 〈φ1(w1)φ2(w2)〉 , G := 〈φ1(w1)ψ2(w2)〉 , H := 〈ψ1(w1)ψ2(w2)〉 (1.5)
Translation-invariance implies that F = F (w), G = G(w) and H = H(w) with w = w1 − w2.
Combination of dilation- and special co-variance applied to F,G leads to ∆ := ∆1 = ∆2 and
F (w) = 0. Finally, consideration of H(w) leads to
G(w) = G(−w) = G0|w|
−2∆ , H(w) = H(−w) = (H0 − 2G0 ln |w|) |w|
−2∆ (1.6)
where G0, H0 are normalisation constants. We emphasise here the symmetric form of the two-
point functions, which does follow from the three co-variance conditions (see appendix A for a
reminder).
Recently, ‘non-relativistic’ versions of logarithmic conformal invariance have been studied
[61]. Besides the consideration of dynamics in statistical physics referred to above, such studies
can also be motivated from the analysis of dynamical symmetries in non-linear hydrodynamical
3Throughout, the complex coordinates w = wx + iwy will be used, in order to avoid possible confusion with
the dynamical exponent z.
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equations [98, 94, 64, 45, 97], or from studies of non-relativistic versions of the AdS/CFT
correspondence [85, 5, 108, 88, 33, 77, 44, 89]. Two distinct non-semi-simple Lie algebras have
been considered:
1. the Schro¨dinger algebra sch(d), identified in 1881 by Lie as maximal dynamical symmetry
of the free diffusion equation in d = 1 dimensions. Jacobi had observed already in the
1840s that the elements of sch(d) generate dynamical symmetries of free motion. We
write the generators compactly as follows
Xn = −t
n+1∂t −
n+ 1
2
tnr ·∇r −
M
2
(n+ 1)ntn−1r2 −
n+ 1
2
xtn
Y (j)m = −t
m+1/2∂j − (m+
1
2
)tm−1/2rj
Mn = −t
nM (1.7)
R(jk)n = −t
n(rj∂k − rk∂j)
whereM is a dimensionful constant, x a scaling dimension, ∂j = ∂/∂rj and j, k = 1, . . . , d.
Then sch(d) = 〈X±1,0, Y
(j)
±1/2,M0, R
(j,k)
0 〉j,k=1,...,d is a dynamical symmetry of the free
Schro¨dinger equation Sφ = (2M∂t −∇
2
r
)φ = 0, provided x = d/2, see [71, 42, 93, 65],
and also of Euler’s hydrodynamical equations [98]. An infinite-dimensional extension is
sv(d) := 〈Xn, Y
(j)
m ,Mn, R
(jk)
0 〉n∈Z,m∈Z+ 1
2
,j,k=1,...,d [47], with applications to Burger’s equa-
tion [64].
2. The Schro¨dinger algebra is not the non-relativistic limit of the conformal algebra. Rather,
from the corresponding contraction one obtains the conformal Galilei algebra cga(d) [46],
which was re-discovered independently several times afterwards [48, 92, 51, 2, 86]. The
generators may be written as follows [20]
Xn = −t
n+1∂t − (n+ 1)t
n
r ·∇r − n(n + 1)t
n−1
γ · r − x(n + 1)tn
Y (j)n = −t
n+1∂j − (n+ 1)t
nγj (1.8)
R(jk)n = −t
n(rj∂k − rk∂j)− t
n(γj∂γk − γk∂γj )
where γ = (γ1, . . . , γd) is a vector of dimensionful constants and x is again a scaling
dimension. The algebra cga(d) = 〈X±1,0, Y
(j)
±1,0, R
(jk)
0 〉j,k=1,...,d does arise as a (conditional)
dynamical symmetry in certain non-linear systems, distinct from the equations of non-
relativistic incompressible fluid dynamics [116, 20].4 The infinite-dimensional extension
av(d) := 〈Xn, Y
(j)
n , R
(jk)
n 〉n∈Z,j,k=1,...,d is straightforward.
For both algebras sch(d) and cga(d), the non-vanishing commutators are given by
[Xn, Xn′] = (n−n
′)Xn+n′ , [Xn, Y
(j)
m ] =
(n
z
−m
)
Y
(j)
n+m , [R
(jk)
0 , Y
(ℓ)
m ] = δ
j,ℓY (k)m −δ
k,ℓY (j)m (1.9)
together with the usual commutators of the rotation group so(d), and where the dynamical
exponent z = 2 for the representation (1.7) of sch(d) and z = 1 for the representation (1.8) of
cga(d). For the Schro¨dinger algebra sch(d), one has in addition [Y
(j)
1/2, Y
(k)
−1/2] = δ
j,kM0.
4The generatorX0 leads to the space-time dilatations t 7→ λ
zt, r 7→ λr, where the dynamical exponent z takes
the value z = 2 for the representation (1.7) of sch(d) and z = 1 for the representation (1.8) of cga(d). We point
out that there exist representations of cga(d) with z = 2 [51]. From this, one can show that age(1) ⊂ cga(1)
as well.
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The algebras sch(d) and cga(d) arise, besides the conformal algebra, as the only possi-
ble finite-dimensional Lie algebras in two classification schemes of non-relativistic space-time
transformations, with a fixed dynamical exponent z, namely: (i) either as generalised conformal
transformations [28] or (ii) as local scale-transformations which are conformal in time [50].
Now, using the same heuristic device as for logarithmic conformal invariance and replacing
in the generators Xn in (1.7,1.8) the scaling dimension by a Jordan matrix
x 7→
(
x 1
0 x
)
(1.10)
both logarithmic Schro¨dinger-invariance and logarithmic conformal galilean invariance can be
defined [61]. Adapting the definition (1.5), one now has F = F (t, r), G = G(t, r) and H =
H(t, r), with t := t1−t2 and r := r1−r2 because of temporal and spatial translation-invariance.
Since the conformal properties involve the time coordinate only, the practical calculation is
analogous to the one of logarithmic conformal invariance outlined in appendix A (alternatively,
one may use the formalism of nilpotent variables [90, 61]). In particular, one obtains x := x1 =
x2 and F = 0. Generalising the results of Hosseiny and Rouhani [61] to d spatial dimensions,
the non-vanishing two-point functions read as follows: for the case of logarithmic Schro¨dinger
invariance
G = G0|t|
−x exp
[
−
M
2
r
2
t
]
, H = (H0 −G0 ln |t|) |t|
−x exp
[
−
M
2
r
2
t
]
(1.11)
subject to the constraint [7]M :=M1 = −M2.
5 For the case of logarithmic conformal galilean
invariance, we have in an analogous way
G = G0|t|
−2x exp
[
−2
γ · r
t
]
, H = (H0 − 2G0 ln |t|) |t|
−2x exp
[
−2
γ · r
t
]
(1.12)
together with the constraint γ := γ1 = γ2. Here, G0, H0 are again normalisation constants.
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The causality condition t > 0 can be derived, for both (1.11) and (1.12), after a dualisation
of the ‘mass parameters’ quite analogous to the AdS/CFT correspondence, by extending the
postulated symmetry to a maximal parabolic sub-algebra of the (complex) conformal algebra
conf(d + 2) in d + 2 dimensions, see [58] for the detailed proof. Because of this causality, the
most natural physical interpretation of co-variant two-point functions is in terms of responses,
rather than correlators. We shall adopt this point of view in section 4 below.
From the comparison of the results (1.11,1.12) with the form (1.7) of logarithmic conformal
invariance, we see that logarithmic corrections to scaling are systematically present. As we shall
show, this feature is a consequence of the assumption of time-translation-invariance, since the
5In order to keep the physical convention of non-negative masses M ≥ 0, one may introduce a ‘complex
conjugate’ φ∗ to the scaling field φ, withM∗ = −M. In dynamics, co-variant two-point functions are interpreted
as response functions, written as R(t, s) =
〈
φ(t)φ˜(s)
〉
in the context of Janssen-de Dominicis theory, where the
response field φ˜ has a mass M˜ = −M, see e.g. [24, 56] for details.
Furthermore, the physical relevant equations are stochastic Langevin equations, whose noise terms do break any
interesting extended dynamical scale-invariance. However, one may identify a ‘deterministic part’ which may
be Schro¨dinger-invariant, such that the predictions (1.11) remain valid even in the presence of noise [101]. This
was rediscovered recently under name of ‘time-dependent deformation of Schro¨dinger geometry’ [91].
6There is a so-called ‘exotic’ central extension of cga(2) [81], but the extension of the known two-point
functions [3, 4, 86] to the logarithmic version has not yet been attempted.
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time-translation operator X−1 = −∂t is contained in both algebras. On the other hand, from
the point of view of non-equilibrium statistical physics, neither the Schro¨dinger nor the confor-
mal Galilei algebra is a satisfactory choice for a dynamical symmetry, since time-translation-
invariance can only hold true at a stationary state and hence eqs. (1.7,1.8) can only be valid
in situations such as equilibrium critical dynamics. For non-equilibrium systems, it is more
natural to leave out time-translations from the algebra altogether. An enormous variety of
physical situations with a natural dynamical scaling is known to exist, although the associated
stationary state(s), towards which the system is relaxing to, need not be scale-invariant [56].
We then arrive at the so-called ageing algebra age(d) := 〈X0,1, Y
(j)
±1/2,M0, R
(jk)
0 〉j,k=1,...,d ⊂ sch(d)
and shall study the consequences of a logarithmic extension of ageing-invariance, to which we
shall also refer as logarithmic lsi or llsi for short.
In section 2, the generators of logarithmic ageing-invariance will be specified and we shall
see that an essential distinction from logarithmic conformal or Schro¨dinger invariance is that
each scaling operator is characterised by two independent scaling dimensions, which will have to
be replaced by a Jordan matrix. The co-variant two-point functions will be derived in section 3.
In section 4, some possible applications to ageing phenomena will be discussed. We shall see
that the scaling of the two-time autoresponse function in non-equilibrium ageing phenomena
can be well fitted to the predictions of llsi. We conclude in section 5. Appendix A recalls
the derivation of two-point function in logarithmic conformal invariance and appendix B shows
that a logarithmic scaling form frequently encountered in ageing phenomena is distinct from
logarithmic lsi.
2 Logarithmic extension of the ageing algebra age(d)
For definiteness, consider the ageing algebra age(d) = 〈X0,1, Y
(j)
±1/2,M0, R
(jk)
0 〉j,k=1,...,d ⊂ sch(d),
which is a sub-algebra of the Schro¨dinger algebra. The generators of the representation (1.7)
can in general be taken over, but with the important exception
Xn = −t
n+1∂t −
n+ 1
2
tnr ·∇r −
M
2
(n+ 1)ntn−1r2 −
n + 1
2
xtn − (n+ 1)nξtn (2.1)
where now n ≥ 0 and (1.9) remains valid. In contrast to the representation (1.7), one now has
two distinct scaling dimensions x and ξ, with important consequences on the form of the co-
variant two-point functions [101, 52], to be derived below.7 To simplify the discussion, we shall
concentrate from now on the temporal part 〈Ψ(t1, r0)Ψ(t2, r0)〉, the form of which is described
by the two generators X0,1, with the commutator [X1, X0] = X1. At the end, the spatial part
is easily added.
Logarithmic representation of age(d), analogously to section 1, can be constructed by con-
sidering two scaling operators, with both scaling dimensions x and ξ identical, and replacing
x 7→
(
x x′
0 x
)
, ξ 7→
(
ξ ξ′
ξ′′ ξ
)
(2.2)
in eq. (2.1). The other generators (1.7) are kept unchanged. Without restriction of generality,
one can always achieve either a diagonal form (with x′ = 0) or a Jordan form (with x′ = 1) of
7If one assumes time-translation-invariance, the commutator [X1, X−1] = 2X0 leads to ξ = 0 and one is back
to (1.7). Physical examples with ξ 6= 0 are mentioned below.
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the first matrix, but for the moment it is not yet clear if the second matrix in (2.2) will have
any particular structure. Setting r = 0, we have from (2.1) the two generators
X0 = −t∂t −
1
2
(
x x′
0 x
)
, X1 = −t
2∂t − t
(
x+ ξ x′ + ξ′
ξ′′ x+ ξ
)
(2.3)
and we find [X1, X0] = X1 +
1
2
t x′ξ′′
(
−1 0
0 1
)
!
= X1. The condition x
′ξ′′
!
= 0 follows and we
must distinguish two cases.
1. x′ = 0. The first matrix in (2.2) is diagonal. In this situation, there are two distinct
possibilities: (i) either, the matrix
(
ξ ξ′
ξ′′ ξ
)
→
(
ξ+ 0
0 ξ−
)
is diagonalisable. One
then has a pair of quasi-primary operators, with scaling dimensions (x, ξ+) and (x, ξ−).
This reduces to the standard form of non-logarithmic local scale-invariance [52]. Or else,
(ii), the matrix
(
ξ ξ′
ξ′′ ξ
)
→
(
ξ¯ 1
0 ξ¯
)
reduces to a Jordan form. This is a special case
of the situation considered below.
2. ξ′′ = 0. Both matrices in (2.2) reduce simultaneously to a Jordan form. While one can
always normalise such that either x′ = 1 or else x′ = 0, there is no obvious normalisation
for ξ′. This is the main case which we shall study in the remainder of this paper.
In conclusion: without restriction on the generality, one can set ξ′′ = 0 in eqs. (2.2,2.3).
For illustration and completeness, we give an example of a logarithmically invariant Schro¨dinger
equation. Consider the Schro¨dinger operator
S :=
(
2M∂t −∇
2
r
+
2M
t
(
x+ ξ −
d
2
))(
0 1
0 0
)
(2.4)
Using (2.3) with the spatial parts restored, we have [S, X0] = −S and [S, X1] = −2tS and
furthermore, S commutes with all other generators of age(d). Therefore, the elements of age(d)
map any solution of S
(
ψ
φ
)
=
(
0
0
)
to another solution of the same equation.
3 Two-point functions
Consider the following two-point functions, built from the components of quasi-primary oper-
ators of logarithmic lsi
F = F (t1, t2) := 〈φ1(t1)φ2(t2)〉
G12 = G12(t1, t2) := 〈φ1(t1)ψ2(t2)〉
G21 = G21(t1, t2) := 〈ψ1(t1)φ2(t2)〉 (3.1)
H = H(t1, t2) := 〈ψ1(t1)ψ2(t2)〉
Their co-variance under the representation (2.3), with ξ′′ = 0, is expressed by the conditions
Xˆ
[2]
0,1F
!
= 0,. . . , where Xˆ
[2]
0,1 stands for the extension of (2.3) to two-body operators. This leads
to the following system of eight equations for a set of four functions in two variables.
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[
t1∂1 + t2∂2 +
1
2
(x1 + x2)
]
F (t1, t2) = 0[
t21∂1 + t
2
2∂2 + (x1 + ξ1)t1 + (x2 + ξ2)t2
]
F (t1, t2) = 0[
t1∂1 + t2∂2 +
1
2
(x1 + x2)
]
G12(t1, t2) +
x′2
2
F (t1, t2) = 0[
t21∂1 + t
2
2∂2 + (x1 + ξ1)t1 + (x2 + ξ2)t2
]
G12(t1, t2) + (x
′
2 + ξ
′
2)t2F (t1, t2) = 0[
t1∂1 + t2∂2 +
1
2
(x1 + x2)
]
G21(t1, t2) +
x′1
2
F (t1, t2) = 0[
t21∂1 + t
2
2∂2 + (x1 + ξ1)t1 + (x2 + ξ2)t2
]
G21(t1, t2) + (x
′
1 + ξ
′
1)t1F (t1, t2) = 0 (3.2)[
t1∂1 + t2∂2 +
1
2
(x1 + x2)
]
H(t1, t2) +
x′1
2
G12(t1, t2) +
x′2
2
G21(t1, t2) = 0[
t21∂1 + t
2
2∂2 + (x1 + ξ1)t1 + (x2 + ξ2)t2
]
H(t1, t2)
+(x′1 + ξ
′
1)t1G12(t1, t2) + (x
′
2 + ξ
′
2)t2G21(t1, t2) = 0
where ∂i = ∂/∂ti. One expects an unique solution, up to normalisations. It is convenient to
solve the system (3.2) via the ansatz, with y := t1/t2
F (t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2f(y)
G12(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2
∑
j∈Z
lnj t2 · g12,j(y)
G21(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2
∑
j∈Z
lnj t2 · g21,j(y) (3.3)
H(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2
∑
j∈Z
lnj t2 · hj(y)
1. The function F does not contain any logarithmic contributions and its scaling function
satisfies the equation f ′(y) = 0, hence
f(y) = f0 = cste. (3.4)
This reproduces the well-known form of non-logarithmic local scaling [52].
Comparing this with the usual form (1.2) of standard lsi with z = 2, the ageing exponents
a, a′, λR are related to the scaling dimensions as follows:
a =
1
2
(x1 + x2)− 1 , a
′ − a = ξ1 + ξ2 , λR = 2(x1 + ξ1) (3.5)
For example, the exactly solvable 1D kinetic Ising model with Glauber dynamics at zero tem-
perature [37] satisfies (1.2) with the values a = 0, a′ − a = −1
2
, λR = 1, z = 2 [101]. Further
examples of systems well described by lsi with a′ − a 6= 0 are given by the non-equilibrium
critical dynamics of the kinetic Ising model with Glauber dynamics, both for d = 2 and d = 3
[52, 56]; or the critical three-states voter-Potts model [19].
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2. Next, we turn to the function G12. Co-variance under X0 leads to the condition(
g12,1(y) +
1
2
x′2f(y)
)
+
∑
j 6=0
(j + 1) lnj t2 · g12,j+1(y) = 0 (3.6)
which must hold true for all times t2. This implies
g12,1(y) = −
1
2
x′2f(y) , g12,j(y) = 0 ; ∀j 6= 0, 1 (3.7)
In order to simplify the notation for later use, we set
g12(y) := g12,0(y) , γ12(y) := g12,1(y) = −
1
2
x′2f(y) (3.8)
and these two give the only non-vanishing contributions in the ansatz (3.3). Furthermore, the
last remaining function g12 is found from the co-variance under X1, which gives∑
j∈Z
lnj t2
(
y(y − 1)g′12,j(y) + (j + 1)g12,j+1(y)
)
+ (x′2 + ξ
′
2)f(y) = 0 (3.9)
for all times t2. Combining the resulting two equations for g12 and γ12 with (3.8) leads to
y(y − 1)g′12(y) +
(
x′2
2
+ ξ′2
)
f(y) = 0 (3.10)
3. The function G21 is treated similarly. We find
g21(y) := g21,0(y) , γ21(y) := g21,1(y) = −
1
2
x′1f(y) , g21,j(y) = 0 ; for all j 6= 0, 1 (3.11)
and the differential equation
y(y − 1)g′21(y) + (x
′
1 + ξ
′
1) yf(y)−
1
2
x′1f(y) = 0 (3.12)
4. Finally, dilatation-covariance of the function H leads to hj(y) = 0 for all j 6= 0, 1, 2 and
h1(y) = −
1
2
(x′1g12(y) + x
′
2g21(y))
h2(y) =
1
4
x′1x
′
2f(y) (3.13)
The last remaining function h0(y) is found from co-variance under X1 which leads to
y(y − 1)h′0(y) +
(
(x′1 + ξ
′
1) y −
1
2
x′1
)
g12(y) +
(
1
2
x′2 + ξ
′
2
)
g21(y) = 0 (3.14)
Using (3.4), the equations (3.10,3.12,3.14) are readily solved, hence
g12(y) = g12,0 +
(
x′2
2
+ ξ′2
)
f0 ln
∣∣∣∣ yy − 1
∣∣∣∣
g21(y) = g21,0 −
(
x′1
2
+ ξ′1
)
f0 ln |y − 1| −
x′1
2
f0 ln |y|
h0(y) = h0 −
[(
x′1
2
+ ξ′1
)
g21,0 +
(
x′2
2
+ ξ′2
)
g12,0
]
ln |y − 1| −
[
x′1
2
g21,0 −
(
x′2
2
+ ξ′2
)
g12,0
]
ln |y|
+
1
2
f0
[((
x′1
2
+ ξ′1
)
ln |y − 1|+
x′1
2
ln |y|
)2
−
(
x′2
2
+ ξ′2
)2
ln2
∣∣∣∣ yy − 1
∣∣∣∣
]
(3.15)
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where f0, g12,0, g21,0, h0 are normalisation constants. Summarising:
F (t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2f0
G12(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2
(
g12(y) + ln t2 · γ12(y)
)
G21(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2
(
g21(y) + ln t2 · γ21(y)
)
H(t1, t2) = t
−(x1+x2)/2
2 y
ξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2 (3.16)
×
(
h0(y) + ln t2 · h1(y) + ln
2 t2 · h2(y)
)
where the scaling functions, depending only on y = t1/t2, are given by eqs. (3.8,3.11,3.13,3.15).
Although the algebra age(d) was written down for a dynamic exponent z = 2, the space-
independent part of the two-point functions is essentially independent of this feature. The
change (x, x′, ξ, ξ′) 7→ ((2/z)x, (2/z)x′, (2/z)ξ, (2/z)ξ′) in eq. (3.16) and eqs. (3.8,3.11,3.13,3.15),
for both scaling operators, produces the form valid for an arbitrary dynamical exponent z. This
observation will be used in the next section when discussing some applications.
Since for z = 2, the space-dependent part of the generators is not affected by the passage
to the logarithmic theory via the substitution (2.2), one recovers the same space-dependence
as for the non-logarithmic theory with z = 2. For example,
F (t1, t2; r1, r2) = δ(M1 +M2) Θ(t1 − t2) t
−(x1+x2)/2
2 f0
×yξ2+(x2−x1)/2(y − 1)−(x1+x2)/2−ξ1−ξ2 exp
[
−
M1
2
(r1 − r2)
2
t1 − t2
]
(3.17)
where we also included the causality condition t1 > t2, expressed by the Heaviside function Θ,
which can be derived using the methods of [51, 58]. Similar forms hold true for G12, G21, H .
Comparison with the result (1.11,1.12) of logarithmic Schro¨dinger- or conformal galilean-
invariance shows:
1. Logarithmic contributions may arise, either as corrections to the scaling behaviour via
additional powers of ln t2, or else through logarithmic terms in the scaling functions
themselves. These can be described independently in terms of the parameter sets (x′1, x
′
2)
and (ξ′1, ξ
′
2).
In particular, it is possible to have representations of age(d) with an explicit doublet in
only one of the two generators X0 and X1.
2. Logarithmic corrections to scaling arise if either x′1 6= 0 or x
′
2 6= 0, but the absence of
time-translation-invariance allows for the presence of quadratic terms in ln t2.
3. If one sets x′1 = x
′
2 = 0, there is no breaking of dynamical scaling through logarithmic
corrections. However, the scaling functions g12(y), g21(y) and h0(y) may still contain
logarithmic terms.
This is qualitatively distinct from logarithmic Schro¨dinger-invariance (1.11): for example
H(t1, t2; 0) = δx1,x2 t
−x1
2 (H0 −G0 ln(y − 1)−G0 ln t2) (y − 1)
−x1 , with y = t1/t2 > 1.
In that case, logarithmic corrections to scaling, parametrised by G0, are coupled to a
corresponding term in the scaling function itself. Evidently, an analogous result holds for
the logarithmic cga.
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4. The constraint F = 0 of both logarithmic conformal invariance and logarithmic Schro¨-
dinger/conformal galilean invariance is no longer required.
5. If time-translation-invariance is assumed, one has ξ1 = ξ2 = ξ
′
1 = ξ
′
2 = 0, x1 = x2 and
f0 = 0. The functional form of eqs. (3.16,3.17) then reduces to the Schro¨dinger-invariant
forms of eq. (1.11).
4 Applications
Several candidate model systems for an application of logarithmic lsi (llsi) in physical ageing
will be discussed. The models analysed here, namely the universality classes of the Kardar-
Parisi-Zhang equation and directed percolation, are widely considered to be the most simple
models for the non-equilibrium phase transitions they describe – and in this sense play about
the same roˆle as the Ising model in equilibrium critical phenomena. It has been established in
recent years that they undergo ageing in the sense that the three defining properties listed in
the introduction hold true, see e.g. [68, 27, 29, 105, 25, 57, 62].
4.1 One-dimensional Kardar-Parisi-Zhang equation
An often-studied situation is the growth of interfaces, which on a lattice may be described in
terms of time-dependent heights hi(t) ∈ N (and i ∈ Z), and subject to a stochastic deposition
of particles. If one further admits a RSOS constraint of the form 0 ≤ |hi+1(t)− hi(t)| ≤ 1 [72],
this goes in a continuum limit to the paradigmatic model equation proposed by Kardar, Parisi
and Zhang (KPZ) [69], described by a time-dependent height variable h = h(t, r)
∂h
∂t
= ν
∂2h
∂r2
+
µ
2
(
∂h
∂r
)2
+ η (4.1)
where η(t, r) is a white noise with zero mean and variance 〈η(t, r)η(t′, r′)〉 = 2νTδ(t−t′)δ(r−r′)
and µ, ν, T are material-dependent constants. Its many applications include Burgers turbulence,
directed polymers in a random medium, glasses and vortex lines, domain walls and biophysics,
see e.g. [6, 43, 75, 74, 106, 111, 8, 22] for reviews. In 1D the height distribution can be
shown to converge for large times towards the gaussian Tracy-Widom distribution [107, 15, 36].
Experiments on the growing interfaces of turbulent liquid crystals reproduce this universality
class [110].
Physical ageing of two-time quantities in this universality class having been studied sev-
eral times in the past [68, 14, 21, 25, 73, 57]; here we concentrate exclusively on the lin-
ear response of the height hi(t) with respect to the local particle-deposition rate pi(t), viz.
R(t, s) = δ〈hi(t)〉/δpi(s)|p=0. In practise, an integrated response can be defined for the discrete-
height model [72] by considering a space-dependent deposition rate pi = p0+aiε/2 with ai = ±1
and ε = 0.005 a small parameter. Then consider, with the same stochastic noise η, two reali-
sations: system A evolves, up to the waiting time s, with the site-dependent deposition rate pi
and afterwards, with the uniform deposition rate p0. System B evolves always with the uniform
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deposition rate pi = p0. Then, the time-integrated autoresponse function is
χ(t, s) =
∫ s
0
du R(t, u) =
1
L
L∑
i=1
〈
h
(A)
i (t; s)− h
(B)
i (t)
εai
〉
= s−afχ
(
t
s
)
(4.2)
together with the generalised Family-Vicsek scaling [57]. The autoresponse exponent is read off
from fχ(y) ∼ y
−λR/z for y → ∞. In 1D, one has the well-known exponents a = −1/3, λR = 1
and z = 3/2.
In figure 1a, the resulting scaling behaviour (4.2) of data for the autoresponse as obtained
from intensive numerical simulations [57] is shown (generated from an initial flat surface).
There is a clear data collapse for sufficiently large values of s and the data clearly confirm the
expected values of the ageing exponent a = −1
3
and, from the power-law decay for y ≫ 1, the
autoresponse exponent λR/z =
2
3
[68, 14, 25, 73, 57]. The data can be compared successfully
with the prediction (1.2) of non-logarithmic lsi, with the estimated exponent a′ ≃ −0.5.
Although in this kind of plot the agreement between the data and lsi appears to work very
well, it has been realised in recent years that there are better and more meaningful ways to test
the agreement of numerical data with theoretical shapes, such as predicted by lsi, in a much
more precise way. In this way, it has turned out that when data for increasingly larger values of
s can be obtained, increasingly finer details in the shape of the scaling function for values y ≈ 1
must be taken into account. A first step in our slowly improving understanding of the shapes of
these scaling functions had been the observation that a′−a 6= 0 in general (which distinguishes
the predictions of age(d)-invariance from those of sch(d)-invariance) [101, 52, 96, 80, 19]. As we
shall show below, it turns out that plotting data as in figure 1a is not yet sufficient to reliably
analyse finer details of the shape of fχ(y) in the limit y → 1
+.
We propose to use llsi for that purpose. In order to test eq. (3.16) (with the tacit exten-
sion to generic z as outlined above) in the 1D KPZ universality class, we make the working
hypothesis R(t, s) = 〈ψ(t)ψ˜(s)〉, where the two scaling operators ψ and ψ˜ are described by the
logarithmically extended scaling dimensions(
x x′
0 x
)
,
(
ξ ξ′
0 ξ
)
and
(
x˜ x˜′
0 x˜
)
,
(
ξ˜ ξ˜′
0 ξ˜
)
(4.3)
In principle, one might have logarithmic corrections to scaling, according to eq. (3.16). However,
we interpret the clear data collapse in figure 1ab as evidence that no such corrections should
arise. Hence the two functions h1,2(y) must vanish. Because of eq. (3.13), this means that
x′ = x˜′ = 0. Furthermore, the requirement of a simple power-law for y ≫ 1, implies ξ′ = 0 from
the explicit form (3.15) of h0(y). Logarithmic representations of lsi are then described by ξ˜
′
only, which can always be normalised to ξ˜′ = 1. If we take R(t, s) =
〈
ψ(t)ψ˜(s)
〉
= s−1−afR(t/s),
it remains
fR(y) = y
−λR/z
(
1− y−1
)−1−a′ [
h0 − g0 ln
(
1− y−1
)
−
1
2
f0 ln
2
(
1− y−1
)]
(4.4)
with the exponents 1 + a = (x+ x˜)/z, a′− a = 2
z
(
ξ + ξ˜
)
, λR/z = x+ ξ and the normalisation
constants h0, g0 = g12,0, f0. Using the specific value λR/z− a = 1 which holds for the 1D KPZ,
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Figure 1: Scaling of the integrated autoresponse χ(t, s) = s+1/3fχ(t/s) of the 1D Kardar-
Parisi-Zhang equation, as a function of y = t/s, for several values of the waiting time s. (a)
Standard scaling plot of fχ(y) over against y. (b) Scaling of the reduced scaling function
fred(y) = fχ(y)y
−1/3
[
1− (1− y−1)1/3
]−1
. The dash-dotted line labelled lsi gives a fit to non-
logarithmic lsi (see text) and the dashed line labelled l2lsi gives the prediction (4.5,4.6). The
inset in (b) displays the ratio fχ(y)/fL2LSI(y) over against y. The data are from [57].
the integrated autoresponse χ(t, s) = s−afχ(t/s) becomes
fχ(y) = y
+1/3
{
A0
[
1−
(
1− y−1
)−a′]
+
(
1− y−1
)−a′ [
A1 ln
(
1− y−1
)
+ A2 ln
2
(
1− y−1
)]}
(4.5)
where A0,1,2 are normalisations related to f0, g0, h0. Indeed, for y ≫ 1, one has fχ(y) ∼ y
−2/3,
as expected. The non-logarithmic case would be recovered for A1 = A2 = 0.
In figure 1b, the simulational data from [57] are compared with the predicted form (4.5).
Since we are interested in finer features of the scaling function fχ(y), and in order to be able
to distinguish a non-trivial shape of fχ(y) from the omnipresent finite-time corrections, very
large values of the waiting time s must be considered. This is especially the case for values
y ≈ 1, where deviations of fχ(y) from the asymptotic power-law are the strongest but also the
finite-time corrections become maximal. The form chosen here for the scaling plot is selected
for a good sensitivity to the shape of fχ(y).
Although we have already observed a good data collapse, we also observe from figure 1b that
data with s < 103 are not yet fully in the scaling regime. Still, we conclude that logarithmic
corrections to scaling should be unimportant. The chosen plot readily permits several tests.
First, if non-logarithmic lsi with the extra hypothesis a = a′ would hold, one should observe
fred(y) = cste., which clearly is not the case. Second, a much better agreement is found if a
′ is
allowed to differ from a. The dashed-dotted curve labelled ‘lsi’ in figure 1b, with an assumed
value a′ = −0.5, shows that while the data can be described by non-logarithmic lsi with an
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accuracy of about 5%, the earlier plot in figure 1a did not permit to detect such differences.
Third, and interestingly, if one tries to include only the first of the logarithmic terms in the
scaling function (4.5) by constraining A2 = 0, the best fit cannot be distinguished from the
non-logarithmic one, with an estimate |A1| . 6 ·10
−4. Finally, only if one uses the full structure
of logarithmic lsi, an excellent representation of the data is found, labelled ‘l2lsi’ in figure 1b,
and to an accuracy better than 0.1% over the range of data available. A least-squares fit leads
to the estimates [57]
a′ = −0.8206 , A0 = 0.7187 , A1 = 0.2424 , A2 = −0.09087 (4.6)
This fit should be meaningful since all amplitudes are of a comparable order of magnitude. In
the inset the ratio χ(t, s)/χL2LSI(t, s) is shown and we see that at least down to t/s ≈ 1.03,
the data collapse indicating dynamical scaling holds true, within the accuracy limits set by
the stochastic noise, within ≈ 0.5%. For the largest waiting time s = 4000, this observation
extends over the entire range of values of t/s considered.
4.2 One-dimensional critical directed percolation
The directed percolation universality class is the paradigmatic example of a non-equilibrium
phase transition with an absorbing state. It has been realised in countless different ways, with
often-used examples being either the contact process or else Reggeon field theory, and very
precise estimates of the location of the critical point and the critical exponents are known,
see [60, 95, 55] and references therein. Its predictions are also in agreement with extensive
recent experiments in turbulent liquid crystals [109]. Since it is well-understood that critical
2D isotropic percolation can be described in terms of conformal invariance [76],8 one might
wonder whether some kind of local scale-invariance might be applied to directed percolation.
In the contact process, a response function can be defined by considering the response of
the time-dependent particle concentration with respect to a time-dependent particle-production
rate. The relaxation from an initial state is in many respects quite analogous to what is seen
in systems with an equilibrium stationary state [29, 105, 9]. In figure 2, we show simulational
data of the autoresponse function R(t, s) = s−1−afR(t/s) of 1D critical directed percolation,
realised here by the critical contact process and as initial state uncorrelated particles at a finite
density [29, 30]. Plotting directly the scaling function fR(y) over against y = t/s has led to a
very good agreement of the data with non-logarithmic lsi, with a′ − a ≃ 0.27 [29, 105], quite
analogously to figure 1a above. In order to study the shape of the scaling function in detail,
especially for y → 1+, consider
hR(y) := fR(y)y
λR/z(1− y−1)1+a (4.7)
with the exponents taken from [55]. We see in figure 2 that while for y = t/s large enough, the
data collapse is excellent, finite-time corrections become increasingly more important when y
is lowered toward unity.
The definition of hR(y) permits several tests of lsi on different levels of precision, beginning
at large values of y and proceedings towards y → 1. First, a non-logarithmic form with the
8Cardy [17] and Watts [115] used conformal invariance to derive their celebrate formulæ for the crossing
probabilities. A precise formulation of the conformal invariance methods required in their derivations actually
leads to a logarithmic conformal field theory [87].
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Figure 2: Reduced scaling function hR(y) = fR(y)y
λR/z(1− 1/y)1+a the autoresponse R(t, s) =
s−1−afR(t/s) of the 1D critical contact process, as a function of y = t/s, for several values of
the waiting time s. The dashed line labelled ‘lsi’ is from (1.2), with a′ − a = 0.26. The full
curve labelled ‘l2lsi’ is obtained from eq. (4.8), derived from logarithmic lsi with f0 = 0, and
the parameters (4.9), see text.
extra assumption a = a′ would from (1.2) lead to a constant from hR(y) = cste., which only
describes the data for y & 3 − 4. Second, a better fit, which assumes a′ − a = 0.26 describes
the data down to y ≈ 1.1, is obtained when a′ is allowed to be fitted to the data [52]. Still,
further systematic deviations exist when t/s is yet closer to unity and we shall now try to use
logarithmic lsi in order to account for the data.
Again, we propose to use llsi. We make the working assumption R(t, s) =
〈
ψ(t)ψ˜(s)
〉
and interpret the good quality of the data collapse as evidence for the absence of logarithmic
corrections to scaling. This implies that x′ = x˜′ = 0. Then logarithmic lsi eq. (3.15) predicts
hR(y) =
(
1−
1
y
)a−a′ (
h0 − g12,0ξ˜
′ ln(1− 1/y)−
1
2
f0ξ˜
′2 ln2(1− 1/y)
− g21,0ξ
′ ln(y − 1) +
1
2
f0ξ
′2 ln2(y − 1)
)
(4.8)
Further constraints must be obeyed, in particular the resulting scaling function should always
be positive.
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Numerical experiments reveal that the best fits are obtained by fitting the generic form (4.2)
to the data. It then turns out that the terms which depend quadratically on the logarithms have
amplitudes which are about 10−4 times smaller than those of the other terms. We consider this
as evidence that f0 = 0. Making this assumption, one has the phenomenological scaling form
hR(y) = h0(1 − 1/y)
a−a′ (1− (A+B) ln(1− 1/y) +B ln(y − 1)), where h0 is a normalisation
constant and A,B are two positive universal parameters. The best fit is found if
a− a′ = 0.00198 , A = 0.407 , B = 0.02 , h0 = 0.08379 (4.9)
and gives a good description of the data, down to y − 1 ≈ 2 · 10−3 (for smaller values of y, we
cannot be sure to be still in the scaling regime).
Note that our current estimate a′ − a ≃ −0.002 is quite distinct from the earlier estimate
a′ = a ≈ 0.27 [52] and also implies a small logarithmic contribution in the y ≫ 1 limit.
5 Conclusions
We have discussed the extension of dynamical scaling towards local scale-invariance in the
case when the physical scaling operator acquires a single ‘logarithmic’ partner with the same
scaling dimension. Since in far-from-equilibrium relaxation, time-translation-invariance does
not hold, one cannot appeal directly to the known cases of logarithmic conformal, logarithmic
Schro¨dinger- or logarithmic conformal galilean invariance. Indeed, analogously to the non-
logarithmic case, the doublets of scaling operators are described by pairs of Jordan matrices
of the two distinct and independent scaling dimensions of each quasi-primary scaling operator.
When computing two-point functions transforming co-variantly under logarithmic represen-
tations of the algebra age(d), the absence of time-translation-invariance renders independent
logarithmic corrections to scaling and also non-trivial logarithmic modification of the scal-
ing functions, see eqs. (3.15,3.16). These results generalise the forms found from logarithmic
Schro¨dinger-invariance [61].
These predictions have been compared to simulational data in two non-equilibrium model
systems undergoing physical ageing, namely the 1D Kardar-Parisi-Zhang equation and 1D
critical directed percolation. A close analysis of the shape of the scaling function of the linear
autoresponse of the order parameter revealed systematic deviations of the numerical data from
the predictions of non-logarithmic lsi, even if the exponent a′ 6= a is introduced as a further
free parameter. On the other hand, logarithmic lsi fits the available data well, and over the
entire range of the scaling variable y = t/s for which numerical data were available.
However, the large number of undetermined normalisation constants gives a considerable
flexibility to these fits. It remains an open question if logarithmic lsi might be construed in
a way which would produce more constraints between these so far independent normalisation
constants. Finding an exactly solvable example of llsi is another desideratum. It is conceivable
that the logarithmic terms found in the scaling function in the simple phenomenological scheme
proposed here are but the first few terms of an infinite logarithmic series, perhaps in analogy to
ideas raised long ago in [38, 39]. Of course, further independent tests of the proposal presented
here would be desirable.
In a sense, since ordinary critical 2D percolation is described in terms of logarithmic confor-
mal invariance, such that there must exist a logarithmic partner to the physical order parameter
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(still unidentified to the best of our knowledge) [87], it might appear natural that a similar phe-
nomenon should also occur for directed percolation. It remains an important open question how
to physically identify the logarithmic partners whose effects seem to be present in the shape
of the autoresponse scaling function. Given the quite distinct nature of the two universality
classes studied in this work, it is conceivable that analogous findings may hold true in other
models as well, for example in 2D critical majority voter models [59].
Since logarithmic conformal theories are thought to be closely related to non-local observ-
ables [17, 115, 87], one might also wonder whether the empirical observation of llsi might be in-
dicative of some sort of non-locality. Possibly, there might exist a link with the celebrate scaling
relations which link the global persistence exponent θg with the autoresponse/autocorrelation
exponent of ageing and equilibrium critical exponents,9 and which can be derived both at criti-
cality [83] and in the entire ordered phase [23, 54]. These relations depend in their derivation on
the assumption that the global order parameter is gaussian and that even after renormalisation,
its long-time dynamics is markovian. However, these scaling relations are known to be invalid
in most systems, with the only exception of some integrable models, based on free fields (see
[56, ch. 1.6 & 3.2.4] for a compilation of explicit model results). Since in turn these scaling
relations for θg are equivalent to a certain global correlator having a pure power-law form, it
is possible that the derivation and test of a prediction of llsi of this correlator could illustrate
this question from a new angle. We hope to return to this question in the future.
Since logarithmic conformal invariance also arises in disordered systems at equilibrium, it
would be of interest to see whether logarithmic local scale-invariance could help in improving
the understanding of the relaxation processes of disordered systems far from equilibrium, see
e.g. [100, 53, 79, 99].
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Appendix A. Two-point functions in logarithmic confor-
mal invariance
We briefly recall the derivation of the form (1.6) of the two-point functions (1.5) – which
transform co-variantly under the logarithmic representations of conformal invariance [39, 104].
We shall restrict to the most simple case when a quasi-primary scaling operator Ψ =
(
ψ
φ
)
is a doublet and also concentrate on the left-moving part described by the variable w. The
conformal generators act as follows on the components
ℓnφ(w) =
(
−wn+1∂w − (n+ 1)∆w
n
)
φ(w)
ℓnψ(w) =
(
−wn+1∂w − (n+ 1)∆w
n
)
ψ(w)− (n+ 1)wnφ(w) (A.1)
Using the definition (1.5) of the two-point functions, it is obvious from translation-invariance
(with generator ℓ−1) that F = F (w), G = G(w), H = H(w) with w = w1 − w2. Furthermore,
9This exponent describes the long-time decay of the probability Pg(t) ∼ t
−θg that the global order parameter
has not changed its sign until time t.
17
standard dynamical scaling gives F (w) = F0w
−2∆. Next, co-variance of the ‘mixed’ two-point
function gives ℓ
[2]
n G = 〈(ℓnφ(w1))ψ(w2)〉 + 〈φ(w1) (ℓnψ(w2))〉
!
= 0, which gives, for n = 0, 1,
respectively
(−w∂w − 2∆)G(w)− F (w) = 0 ,
(
−w2∂w − 2∆w
)
G(w) = 0 (A.2)
Combination of these yields wF (w) = 0, hence
F (w) = 0 , G(w) = G0w
−2∆ (A.3)
Similarly, for the last two-point function one has for n = 0, 1, respectively
(−w∂w − 2∆)H(w)−G(w)−G(−w) = 0(
−w2∂w − 2∆w
)
H(w)− 2wG(w) + 2w2 [(−w∂w − 2∆)H(w)−G(w)−G(−w)]︸ ︷︷ ︸
=0
= 0 (A.4)
and where the first of these is to be used again. Combination of the two equations (A.4) gives
2G(w) = G(w) +G(−w), such that the ‘mixed’ two-point function G(w) is even
G(w) = G(−w) = G0|w|
−2∆ (A.5)
as stated in (1.6). Integration of the remaining equation (−w∂w − 2∆)H(w)− 2G0|w|
−2∆ = 0
completes the derivation, where the normalisation constants G0, H0 remain undetermined.
The same result can be found from the formalism of nilpotent variables [90, 61].
Appendix B. On logarithmic scaling forms
In the ageing of several magnetic systems, such as the 2D XY model quenched from a fully
disordered initial state to a temperature T < TKT below the Kosterlitz-Thouless transition
temperature [13, 11, 1] or fully frustrated spin systems quenched onto their critical point [114,
70], the following phenomenological scaling behaviour
R(t, s) = s−1−afR
(
t
ln t
ln s
s
)
(B.1)
has been found to describe the simulational data well. Is this scaling form consistent with llsi ?
He´las, this question has to be answered in the negative. If one fixes y = t/s and expands the
quotient ln s/ ln t = ln s/(ln y+ln s) for s→∞, eq. (B.1) leads to the generic scaling behaviour
R(t, s) = s−1−a
∑
k,ℓ
fk,ℓ y
k
(
ln y
ln s
)ℓ
(B.2)
Comparison with the explicit scaling forms derived in section 3 shows that there arise only
combinations of the form lnn y · lnm s or lnn(y − 1) · lnm s, where the integers n,m must satisfy
0 ≤ n+m ≤ 2. This is incompatible with (B.2).
In conclusion, the logarithmic scaling form (B.1) cannot be understood in terms of logarith-
mic local scale-invariance, as presently formulated.
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