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Abstract—Numerical investigations using TELEMAC-2D on a 
German waterway section of the Danube River, have raised 
the question over the inclusion of secondary flow 
parameterization, in particular in the strongly-curved region 
known as the Mühlhamer Oxbow. Currently the secondary 
currents parameterization is not widely used, primarily due to 
lack of experience with the recommended values for the 
empirical parameters in (large) rivers. For this purpose, a 
study was performed to investigate result sensitivity in 
relation to the empirical constants’ selected values from 
secondary flow parameterization in TELEMAC-2D.
I. INTRODUCTION
In curved channels and river bends secondary flow 
effects introduce cross-channel water level gradients and 
flow circulation. This also has an important effect on the 
sediment transport and morphology in river bends. In 
depth-averaged (2D) models, these effects can only be 
included in a parameterized way, by modifying the 
streamwise velocity distribution and the bottom shear stress 
e.g. [1].
In a project at the Bundesanstalt für Wasserbau (BAW) 
on the Danube river a TELEMAC-2D model is used for 
predicting water levels, navigation depth, flow velocities 
and at a later stage also sediment transport and 
morphological changes (coupled with the module 
SISYPHE), with the aim to optimize ship navigability and 
sediment management. The river reach under consideration 
is the last free-flowing, without weirs and canal walls, 
German waterway section of the Danube River, which 
includes several strong bends, in particular in the region 
known as the Mühlhamer Oxbow. In comparison to 
measurements, it was found that the largest deviations 
occurring in the model are located in the strong bends. For 
this purpose, the question was raised whether the depth-
averaged model could be improved by including the 
secondary-flow method, developed by [2]. In contrast to the 
already existing approach for secondary flow based on the 
Engelund model [3], this method does not only influence 
sediment transport processes but also the flow field. 
The aim of this paper is two-fold: Firstly, to investigate 
whether the quality of the numerical model can be 
improved by incorporating the secondary currents (SC) 
parameterization. Secondly, to quantify how sensitive the 
model results are in regard to the two calibration 
parameters introduced by the method.
II. MATERIALS AND METHODS
In [2], Wang and Tassi describe the newly-
implemented approach for including the effect of secondary 
flow in TELEMAC-2D, based on the method originally 
developed by [4].
In this method, the secondary flow effect is 
included in the governing equations as an additional force 
or acceleration, based on an enhanced shear stress which 
depends on the streamwise vorticity Ω. The vorticity is 
computed from a separate transport equation:???? ? ? ???? ? ? ???? ? ??????????? ?? ? ????? ???????? ???? ? ?? ??????? (1)
where t represents time, u and v are the Cartesian 
components of the flow velocity vector u, h is the water 
depth, Cf is a friction coefficient, R is the local radius of 
flow curvature, ν is the (turbulent) viscosity and As and Ds 
are both empirical coefficients.
In (1), the second and third terms on the left-hand 
side correspond to the advection of vorticity, the first and 
second terms on the right-hand side correspond respectively 
to the production and dissipation of vorticity where the 
third term on the right encapsulates the (turbulent) diffusion 
of vorticity.
The local radius of curvature R is computed from, 
an approximation of the streamline [4]:? ? ? ??????????????????????? (2)
Above vy, ux, vx und uy represent the spatial derivatives of u 
and v. After computation of the vorticity Ω from (1), the 
XXVth Telemac & Mascaret User Conference Norwich, UK, 10-11 October, 2018
68
enhanced bed shear stress (due to secondary flow) is 
computed as: ?? ? ?????????      (3)
where ρ represents fluid density. Finally, the acceleration S 
that is used as additional ‘forcing’ in the momentum 
equations is computed (in a Cartesian coordinate system) 
as: ? ? ? ??? ? ??? ? ? ?? ???? ??????????????????? ? ????? ? (4)
Further details can be found in [2] and [4].
It can be seen that the vorticity equation contains a 
production and a dissipation term, with two empirical 
coefficients As and Ds, respectively. These coefficients have 
default values in TELEMAC-2D As = 7.071 and Ds = 0.5.
In Section III, the sensitivity to these empirical coefficients 
is investigated.
III. NUMERICAL TESTS AND
SENSITIVITY ANALYSIS
For this study a pre-existing 70 km long 2D hydro-
numerical model was used. The model applies the Elder 
turbulence model [5] and advection is computed using the 
MURD Scheme (TYPE OF ADVECTION = 14) [6]. A 
spatially-varying bed roughness is prescribed, based on an 
earlier model calibration, which did not include SC 
parameterization.
The river topography was integrated from sonar 
measurements dating from 2014. Two measurement 
campaigns were also selected from March and August 
2014, corresponding respectively to low and high water 
levels. The water level and velocity distribution were 
evaluated at seven cross-sections. In this work, only three 
cross-sections at Danube-km 2272.9, 2270.3 and 2252.0 are 
shown.
The secondary flow option in TELEMAC-2D was 
switched on using the following changes to the steering 
file:
SECONDARY CURRENTS = YES
TYPE OF ADVECTION = 14; 5; 14
Here the third entry on the line of the TYPE OF 
ADVECTION keyword corresponds to the type of advection 
scheme used for the vorticity in (1).
Starting with the TELEMAC-2D default empirical 
values for secondary currents:
PRODUCTION COEFFICIENT FOR SECONDARY 
CURRENTS =7.071
DISSIPATION COEFFICIENT FOR SECONDARY 
CURRENTS = 0.5
a sensitivity analysis was carried out. The analysis was 
done in multiple steps. First, cross-sectional distribution of 
the streamwise velocity was adjusted to meet the 
distribution of the measured data. Next, the local roughness 
was adjusted to re-obtain a better agreement of simulated 
and measured water levels.
 A comparison was carried out by calculating the 
normalized root-mean-square error (NRMSE) for the 
different velocity profiles obtained using the different 
settings. The NRMSE is calculated as the ratio of the 
RMSE and the standard deviation of measured data:
????? ? ??????????????????????????????? ? ? ?? (5)
Figure 1: Model domain (source: © GeoBasis-DE / BKG (2018)). Colours 
indicate the water level (m+NN).
Sensitivity analysis of numerical models investigates 
the relationship between model outputs and model input 
parameters. This kind of analysis allows modellers to 
determine which input parameters contribute the most to 
output variability, which input parameters are less 
significant and can be neglected in the calibration process. 
Although closely related, uncertainty analysis and 
sensitivity analysis are two different concepts. Sensitivity 
analysis is the systematic investigation of the reaction of 
model outputs to variations in model inputs. In uncertainty 
analysis the model inputs are sampled from certain 
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distributions to quantify the consequences of the 
uncertainties in the model inputs, for the model outputs.
In this study case the sensitivity analysis was carried out 
evaluating the sensitivity derivatives (S) by means of finite 
differences. That means, a small perturbation has been 
applied to each model input parameter (p) and the effects to 
each model output (M) have been independently analysed. 
Mathematically, S is given by:
? ? ???? ? ???? ?? (6)
Figure 2: Cross-sectional depth averaged velocity distribution and bed 
level for discharge Q = 395 m3/s. bottom: Danube-km 2252.0, middle: 
Danube-km 2270.3, top: Danube-km 2272.9.
IV. NUMERICAL RESULTS
A. Influence of the secondary currents parameterization 
For this section the relationship between SC default 
values is investigated. Physical parameters such as friction 
coefficient and turbulence parameterization are kept 
constant during the numerical experiments. 
Figure 3: Water level along cross-section for discharge Q = 395 m3/s. 
bottom: Danube-km 2252.0, middle: Danube-km 2270.3, top: Danube-km 
2272.9.
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In the present investigations, the measured and 
simulated water levels and depth averaged velocities were 
compared at a slightly curved section (Danube-km 2272.9) 
at the strongest bend (Danube-km 2270.3) and at a straight 
section (Danube-km 2252.0). Fig. 2 shows the simulation 
results for each case with and without SC and the 
measurements for a low water discharge (395 m3/s). Fig. 4 
presents the results for a bank-full discharge of 1146 m3/s 
accordingly. 
Figure 4: Cross-sectional depth averaged velocity distribution and bed 
level for discharge Q = 1146 m3/s. bottom: Danube-km 2252.0, middle: 
Danube-km 2270.3, top: Danube-km 2272.9.
The agreement between simulated and measured 
velocities is generally good. The largest differences 
between the simulation results with and without SC are 
observed at the strongest bend (Danube-km 2270.3), then 
less in the slight bend (Danube-km 2272.9) and not at all in 
the straight section (Danube-km 2252.0). As expected the 
differences are higher for the bank-full discharge (Fig. 4). 
With SC the position of the maximum velocity (vertex) in 
the cross-section can be better reproduced. 
Figure 5: Water level along cross-section for discharge Q = 1146 m3/s. 
bottom: Danube-km 2252.0, middle: Danube-km 2270.3, top: Danube-km 
2272.9.
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According to (1), the implemented secondary currents 
approach acts as an additional friction / loss term. 
Therefore an effect on the water levels is to be expected. 
Figures 3 and 5 visualise the simulated water levels for the 
three cross-sections Danube-km 2272.9, 2270.3 and 2252.0 
and for the two discharges 395 and 1146 m3/s with two 
different measurements (measurements were not available 
for Danube-km 2252.0). The dotted blue lines originate 
from the cross-sectional velocity measurements. The red 
dots come from water level measurements along the river 
stretch. The agreement fulfils the BAW requirements of +/- 
5-10 cm for low water discharges and +/- 10-20 cm for high 
water discharges. 
Figure 6. Difference in water level (cm) between results with and without 
secondary flow parameterization (Q=1146m³/s)
The comparison of the water levels for the 
simulations with and without the SC correction shows a 
similar behaviour as for the velocities. In contrast, the water 
levels including SC effects are higher in conjunction to 
river curves, as observed in the bends for a high discharge 
scenario.
In Fig. 6 the water level difference between model 
results with and without the SC correction is presented. The 
highest differences (up to a 3 cm) are located in the large-
amplitude bends.
A statistical analysis of the current velocities is 
presented in Table 1. For each profile the normalised root 
mean square error (NRMSE) was calculated using (5), 
according to [7] values below 0.5 are considered to be very 
good. However, the default SC coefficients should be 
calibrated in order to improve the current model and 
roughness should be re-calibrated for the reasons already 
mentioned.
Table 1: NRMSE of the 6 measured velocity profiles, for the scenario with 
SC correction, where the default values of As and Ds were used.
B. Sensitivity Analysis 
The sensitivity analysis on As and Ds coefficients was 
carried out by applying a variation of ±1.0 and ±0.1 
respectively and then calculating the partial derivative of 
model results with respect to each parameter by means of 
central numerical difference, referenced as sensitivity 
derivative. Fig. 7 shows the sensitivity of the model related 
to free surface results. Fig. 8 shows the sensitivity of the 
model related to the current velocity magnitude. 
In Fig. 7 it can be seen how each parameter 
significantly affects the free surface computation. For 
example, the sensitivity derivative of the free surface with 
regards to As presents a positive variation up to 0.005 m in 
the oxbow curve. On the other hand, in the same region the 
sensitivity derivative with regard to Ds varies negatively 
down to -0.08 m. While the model was calibrated before 
this study, the change in free surface caused by SC triggers 
the need to re-calibrate roughness such that the computed 
free surface elevation best fits the measured data.
In Fig. 8 the effect of each parameter on current 
velocities is presented. As expected, it affects only regions 
where the flow is deflected from its original direction i.e. 
river bends. At the bends it can be seen a positive variation 
up to 0.02 m/s for the sensitivity derivative of the current 
velocity with regard to As in the outer edges, and a negative 
variation in the same order of magnitude in the inner edges. 
As with Ds in Fig. 7, the sensitivity derivative shows an 
opposing effect with an absolute variation up to 0.3 m/s.
Based on the sensitivity results, it can be seen that the 
dissipation parameter Ds is one order of magnitude more 
sensitive than the production parameter As. It is not by 
coincidence that their default values also differ in one order 
of magnitude (7.071 and 0.5).
Profile Num. results without SC correction [-]
Num. results with SC 
correction [-]
2270.30 0.3601 0.4293
2270.77 0.5089 0.5052
2271.15 0.2808 0.2851
2272.35 0.2780 0.3002
2272.90 0.3327 0.3247
2273.52 0.3441 0.3535
average 0.3508 0.3663
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Figure 7. Sensitivity analysis of production As (top) and dissipation Ds 
(bottom) parameters w.r.t. free surface.
Figure 8. Sensitivity analysis of production As (top) and dissipation Ds 
(bottom) parameters w.r.t. current velocity.
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V. DISCUSSION AND CONCLUSIONS
The differences in depth-averaged velocities and in 
water levels due to the incorporation of the secondary flow 
approach are generally small. Nevertheless the position of 
the maximum velocities in a cross-section is better 
reproduced by simulations including the secondary currents 
approach. As the approach induces additional friction, the 
water level is increased. The agreement with water level 
measurements could be improved by decreasing the 
roughness coefficient, decreasing the production coefficient 
(As) and/or increasing the dissipation coefficient (Ds). 
A sensitivity analysis on the two coefficients showed 
that the default values are certainly within the range of 
application, in particular when model calibration is 
performed with the secondary flow approach already 
implemented. Since including the secondary flow approach 
affects the water levels, it is recommended for modellers to 
carry out a sensitivity analysis on these parameters and 
decide whether or not to include the secondary flow 
approach prior to model calibration.
The method was tested on a strongly-curved stretch of 
the Danube River. The method contains two empirical 
coefficients, which can be used as additional calibration 
parameters. Using the default values for these coefficients a 
good agreement was found between the measured and 
computed water levels and flow distribution.
The available method for secondary currents in 
TELEMAC-2D can be enabled for a more accurate 
representation of secondary flow effects in two-
dimensional simulations. The default values of As and Ds 
(7.071 and 0.5 resp.) can yield improved results. However, 
due to expected changes in water level, adjustments in 
roughness should be considered.
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