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Abstract
A ring R is called an E-ring if the canonical homomorphism from R to the
endomorphism ring End (RZ) of the additive group RZ, taking any r ∈ R to the
endomorphism left multiplication by r turns out to be an isomorphism of rings.
In this case RZ is called an E-group. Obvious examples of E-rings are subrings
of Q. However there is a proper class of examples constructed recently, see [8].
E-rings come up naturally in various topics of algebra, see the introduction. So
its not surprising that they were investigated thoroughly in the last decade, see
[7, 21, 4, 10, 18]. This also led to a generalization: an abelian group G is an
E-group if there is an epimorphism from G onto the additive group of End (G).
If G is torsion-free of finite rank, then G is an E-group if and only if it is an
E-group, see [14]. The obvious question was raised a few years ago which we
will answer by showing that the two notions do not coincide. We will apply
combinatorial machinery to non-commutative rings to produce an abelian group
G with (non-commutative) End (G) and the desired epimorphism with prescribed
kernel H. Hence, if we let H = 0, we obtain a non-commutative ring R such
that End (RZ) ∼= R but R is not an E-ring.
1 Introduction
Easy examples for E-rings are subrings of Q and further examples up to size 2ℵ0 coming
from p-adic integers are known for a long time. Details on those rings can be found in
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the two monographs [12, 13]. Arbitrarily large E-rings are constructed more recently
first in [8] and then in [7]. The examples in [7] share additional properties related
with their automorphism groups. E-rings are important in connection with (strongly)
indecomposable modules, see [1], Pierce [21] and Paras [20]. They are also crucial
for investigating problems in homotopy theory, see the work of Farjoun [10], [18] and
Casacuberta, Rodriguez, Tai [4] or [22]. So it is not surprizing that they were studied in
detail over the last decade. In this connection, some years ago Feigelstock, Hausen and
Raphael extended the notion of E-rings and called an abelian group G an (EE-group,
we use the shortcut) E-group if we find an epimorphism from G onto the additive group
of End (G). The results are published only recently in [14]. In particular the authors
show that, if G is torsion-free of finite rank, then G is an E-group if and only if G is
an E-group - the two notions coincide for groups of finite rank. The obvious question
was clear: It was asked whether this is true in general. Here we want to answer this
open question. The nice feature about this problem is the fact that combinatorial
arguments are needed and must be applied to non-commutative ring theory to produce
the required examples.
We recall the two definitions.
Definition 1.1 If R is a ring, then δ : R −→ End(RZ) denotes the homomorphism
which takes any r ∈ R to the Z-endomorphism δ(r) which is multiplication by r on the
left. If this homomorphism is an isomorphism, then R is called an E-ring and RZ is
called an E-group.
Recall from Schultz [23] that E-rings are necessarily commutative. The rings R we will
construct are definitely not commutative and so not E-rings. However they are close
to E-rings in the sense that the following definition holds.
Definition 1.2 If R is the endomorphism ring of some abelian group G and there
is an epimorphism G −→ R −→ 0 with kernel H, then G is called an E(H)-group.
Moreover, G is called an E-group if G is an E(H)-group for some abelian group H and
G is a strong E-group if G is an E(0)-group, i.e. the epimorphism is an ismorphism.
Note that trivially a strong E-group G is in fact a ring R with RZ = G and such
that End (RZ) ∼= R as rings.
One of the main results in a paper by Feigelstock, Hausen and Raphael [14] is the
following
Theorem 1.3 Let G be any torsion-free abelian group of finite rank. Then G is an
E-group if and only if G is an E-group.
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We want to prove the following result which complements the theorem by Feigel-
stock, Hausen and Raphael and answers their problem.
Theorem 1.4 For any infinite cardinal λ = µ+ with µℵ0 = µ we will find an ℵ1-free
abelian group G of cardinality |G| = λ which is a (strong) E-group.
Remark 1.5 A modification of our construction would also ensure that the constructed
E(H)-groups are proper in the sense that they are not strong E-groups. All one has to
do is to satisfy that Gα/H 6∼= Gα for all α < λ where G =
⋃
α<λ
Gα is the E(H)-group.
Then the group G can not be a strong E-group.
An R-module is ℵ1-free if all its countable subgroups are free. Recall that endomor-
phism rings of ℵ1-free abelian groups have ℵ1-free additive group. The key tool of this
paper can be found in Section 2, where we invesitgate non-commutative polynomial
rings over rings. The construction of G is based on a strong version of (Shelah’s) Black
Box as stated in [24] or slightly modified in [17], see also [5]. The paper is based on
our notes from 1998 which just haven’t been in final form for publication.
2 Almost free rings over non-commuting variables
Polynomial rings R[X ] over a ring R with commuting variable X are obviously free
R-modules. We will extend this to the non-commutative case, showing that the non-
commutative polynomial ring R〈X〉 as abelian group is ℵ1-free if RZ is so. This will
be needed in Section 3. The ring construction is easy and well-known, see Bourbaki [3,
pp. 216, 446 ff.]. Let R be a ring of characteristic 0, then M denotes all monomials,
the elements
r1X
i1 · · · rnX
in, ij 6= 0 (j < n), rj ∈ R \ {1} (1 < j ≤ n) and rj 6= 0, (j ≤ n). (2.1)
The ring R〈X〉 is formally generated by all sums of the monomials in M . First we
assume that RZ =
⊕
t∈T
Zt is freely generated as abelian group by T = {ti : i ∈ I}
and t0 = 1 without loss of generality. Then the multiplication on RZ is coded into the
so-called “constants of structure”, see Bourbaki [3, p. 437], which are
γijk ∈ Z (i, j, k ∈ Z) with tj · tk =
∑
i∈I
γijkti (2.2)
The constants are well-defined by independence. We want to use T to find a rep-
resentation for elements in R〈X〉. Any element in R can be expressed as a sum over
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T with coefficients in Z. If r ∈ R〈X〉 is a sum of monomials in M , then we may
substitute any ri ∈ R from (2.1) as indicated, and the polynominal in M turns into a
sum of what we will call T -monomials.
m = ti1X
j1 · · · tinX
jn ∈ TM, with jk 6= 0 (k < n), tik 6= 1 (1 < k ≤ n). (2.3)
Hence R〈X〉 is generated as abelian group by all T -monomials and multiplication
is ruled by the structure constants (2.2) restricted to T -monomials. Hence it seems
plausible that the next lemma holds. We use the structure constants on R to define the
ring multiplication on R〈X〉. If m,m′ ∈ TM , let m = mt,m′ = t′m′ with m,m′ ∈ TM
and m ending with X n˜, m′ beginning with Xm˜
′
. Then the product is defined by cases.
If t 6= 1 = t′, then mm′ = mtm′, and if t′ 6= 1 = t, then mm′ = mt′m′, (2.4)
if t′ = 1 = t, then mm′ = mm′, with ‘middle term’ Xm˜+m˜
′
(2.5)
if t′ 6= 1 6= t, (2.2) for tt′ =
∑
i∈I
γijkti, t = tj , t
′ = tk, is mm
′ =
∑
i∈I
γijkmtim
′. (2.6)
If t0 = 1 is involved in the last equation, then the summand γ
0
jkmm
′ has a ‘middle
term’ Xm˜+m˜ as in case t = t′ = 1. So clearly mm′ is a sum of T -monomials.
Lemma 2.1 If R is a ring with RZ =
⊕
t∈T
Zt, T = {ti : i ∈ I} and structure constants
(2.2) as above, then let R′
Z
=
⊕
m∈TM
Zm be the direct sum taken over all T -monomials
TM as above. The multiplication on R′ is now defined by (2.4) - (2.6) and it follows
that R′ = R〈X〉 as rings with center zR′ = 1Z.
Proof: Reducing elements in R〈X〉 to sums of T -monomials we have seen that R′ =
R〈X〉 as sets. Moreover, considering sums of T -monomials it is obvious that R′
Z
=
R〈X〉Z as abelian groups. We finally must show equality as rings. There are two
natural ways to do this. Either we extend the structure constants on R to R′, R〈X〉 and
check their ring properties (see Bourbaki [3, p.438]) or we check that R′-multiplication
is R〈X〉-multiplication. We prefer the second way. Hence we must show that (2.2),
(2.4) - (2.6) and its linear extension define uniquely the ring structure on R′ which is
the same as R〈X〉. Any case of the ring laws reduces to consider distributivity of a
product
(zm+ z′′m′′)m′ (2.7)
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with z, z′′ ∈ Z, m,m′ as in (2.4) - (2.6) andm′′ = m′′t′′ similar tom above. If t = t′′ = 1
or t′ = 1, then (2.7) becomes immediately the unique T -monomial zmm′ + z′′m′′m′ by
(2.4) - (2.6) and linear extension. If m = m′′, then (2.7) can be treated with (2.4) and
distributivity in T given by (2.2):
m(zt + z′′t′′)t′m′ = m(ztt′ + z′′t′′t′)m′ = zmtt′m′ + z′′m′′t′′t′m′ = zmm′ + z′′m′′m′
showing the unique R〈X〉-multiplication (by m′) in this case. If m 6= m′, then zmm′
and z′′m′′m′ are sums of distinct T -monomials, hence (2.7) defines the unique R〈X〉-
multiplication by linear extension. 
Our main interest in Lemma 2.1 is extracted as the following
Corollary 2.2 (a) If R is the ring above with RZ free, then R〈X〉Z/RZ is free.
(b) If RZ is ℵ1-free, then R〈X〉Z/RZ is ℵ1-free.
Proof: By Lemma 2.1 we have T ≤ TM and TM is a Z-basis of R〈X〉Z, hence (a)
follows. For (b) choose any countable set C of R and let RC = 〈〈C〉〉 be the subring
generated by C and RC〈X〉 the subring of R〈X〉 generated by C and X respectively.
The ring RC is free by hypothesis and RC〈X〉/RC is free by (a), hence (b) follows. 
If J denotes the sum of all those monomials with at least one factor X , then J is
a two sided ideal of R〈X〉 (of ’non-constant’ polynomials). We have R〈X〉 = R ⊕ J
and if R is a field, then J is a maximal ideal of R〈X〉. Separating summands of higher
order becomes more complicated and fortunately is not needed.
Corollary 2.3 Let R be as above. The set J of sums of monomials which are not
constant are a two-sided ideal of R〈X〉 and R〈X〉 = R ⊕ J is a ring split-extension.
3 A class of quadruples for constructing E-groups
We want to find an abelian group G with R = EndG and σ : G −→ R an epimorphism
with prescribed kernel ker (σ) = H and pure image Im (σ) ⊆∗ R. Hence G is a left
R-module and the epimorphism σ induces a Z-homomorphism
σ∗ : G −→ R
such that σ∗(x) ∈ R = EndG is defined by
σ∗(x)(y) = σ(y)x for all y ∈ G. (3.1)
The construction of (G,R, σ, σ∗) is inductively extending approximations of such quadru-
ples such that the final one is as required. Let H be a fixed but arbitrary abelian group
which is ℵ1-free. We say that
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Definition 3.1 The quadruple q = (Rq, Gq, σq, σq∗) = (R,G, σ, σ∗) belongs to the class
KH if the following holds.
(a) R is a unital ring of characteristic 0.
(b) G is a left R-module,
(c) GZ, RZ are ℵ1-free,
(d) σ : G −→ R is a Z-homomorphism with ker σ = H, and 1R ∈ Im (σ) ⊆∗ R
(e) σ∗ : G −→ EndG is a Z-homomorphism defined by (3.1) and σ∗(g) ∈ R for each
g ∈ G, hence σ∗ : G −→ R,
(f) Ann RG = 0 and R ⊆∗ End (G).
We often use qα = (Rα, Gα, σα, σα∗) ∈ KH for those quadruples. The next lemma is
used to prove Proposition 3.3.
Lemma 3.2 (a) If G is a free abelian group of finite rank, then EndG is a free abelian
group.
(b) If G is ℵ1-free, then EndG is an ℵ1-free abelian group as well.
Proof: Any endomorphism of G can be represented as an element of the cartesian
product GG and EndG ⊆ GG as abelian group. However ℵ1-freeness is closed under
cartesian products and subgroups, hence EndG is ℵ1-free. If G is freely generated by
a finite set E, we may replace GG by GE which is free and (a) follows. 
The class KH of quadruples is partially ordered by inclusion, i.e. if
q = (R,G, σ, σ∗), q
′ = (R′, G′, σ′, σ′∗) ∈ KH ,
then
q ≤ q′ if and only if R ⊆ R′, G ⊆ G′, σ ⊆ σ′ and (hence) σ∗ ⊆ σ
′
∗.
The following proposition will ensure that our construction of an E(H)-group will take
place within KH .
Proposition 3.3 (a) If qi = (Ri, Gi, σi, σi∗), (i ∈ I) is a continuous, ascending chain
of quadruples in KH , and Gi ⊆∗ Gi+1, 1Ri = 1Ri+1 for all i ∈ I, then
⋃
i∈I
qi = (
⋃
i∈I
Ri,
⋃
i∈I
Gi,
⋃
i∈I
σi,
⋃
i∈I
σi∗) ∈ KH .
(b) (Z,Z⊕H, σ, σ∗) ∈ KH where σ : Z⊕H → Z is the canonical projection.
(c) If q ∈ KH , then there exists q ≤ q
′ ∈ KH such that Rq ⊆ σq′(Gq′) and Gq ⊆∗ Gq′.
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Proof: (a) By continuity and (3.1) we have σ∗ = (
⋃
i∈I
σi)∗ =
⋃
i∈I
σi∗, hence σ∗ : G→ R
with pure image, where G =
⋃
i∈I
Gi and R =
⋃
i∈I
Ri. Moreover, R is a unital ring with
1R = 1Ri for all i ∈ I and G is a left R-module. GZ is ℵ1-free since Gi is pure in Gi+1
for all i ∈ I and therefore R ⊆ End ZG is ℵ1-free as well by Lemma 3.2 (b). Note
that Ann RG = 0. Finally, ker σ = H and 1R ∈ Im (σ) is clear. Hence it remains
to show that R is pure in End ZG. Assume that ϕ ∈ End ZG and nϕ ∈ R for some
integer n. Thus there is some i ∈ I such that nϕ = r′ ∈ Ri ⊆∗ End ZGi. We claim
that ϕ ↾Gj∈ End ZGj for all j ≥ i. Let g ∈ Gj , then nϕ(g) = r
′g ∈ Gj and hence
ϕ(g) ∈ Gj by purity. Thus ϕ ↾Gj= rj ∈ Rj for all i ≤ j ∈ I because Rj ⊆∗ End ZGj.
Since nϕ = r′, we obtain nrj = r
′ for all j and therefore r := rj = rk for all j, k ≥ i by
torsion-freeness. Thus ϕ = r ∈ R.
(b) is obvious, and
(c) needs some work: Let R′′ = Rx0 ⊕ Rx be a ring direct sum, x, x0 two central
orthogonal idempotents. We put Rx0 = R if there is no ambiguity. Let G
′ = G⊕ Re
an R′′-module with R′′ acting component-wise, hence Ann R′′e = Rx0 = Ann x and
Ann R′′G = Rx. Next we extend σ and let σ ⊆ σ
′ such that σ′(re) = rx for all r ∈ R
(and σ′(g) = σ(g)x0, g ∈ G). Hence σ
′ : G′ −→ R′′ satisfies ker σ′ = ker σ = H and
R ⊆ Im σ′ as required. Clearly, Im σ′ = Im σx0 ⊕ Rx ⊆∗ R
′′ since Im σ was pure in
R. Note that σ′∗ is actually defined by (3.1), such that σ
′
∗ : G
′ −→ End ZG
′, hence R′′
must be enlarged for σ′∗ : G
′ −→ R′ in Definition 3.1(e). The ring R′′ acts by scalar
multiplication (on the left) on G′. The action is faithful by hypothesis (Definition 3.1
(f)), hence R′′ can be viewed as a subring of End ZG
′. Let R′ = R′′[Im σ′∗]∗ be the pure
unital subring of End ZG
′ generated by R′′ and Im σ′∗.
Obviously q ≤ q′ for q′ = (R′, G′, σ′, σ′∗) and σ
′ = σ′q satisfies (c) of Proposition
3.3. It remains to show that q′ ∈ KH . We must check Definition 3.1 (c), (d) and
(f). We have ker σ′ = ker σ = H . Moreover, if g ∈ G′, then σ′∗(g)(G
′) = 0 implies
σ′∗(g) = 0, hence Ann R′G
′ = 0 and (f) follows. It remains to show that Im σ′ is pure
in R′. As shown above, Im σ′ is pure in R′′, hence it suffices to show that R′′ is pure
in R′. We will even show that R′′ is pure in End ZG
′. Let ϕ ∈ End ZG
′ and assume
that nϕ = rx0 ⊕ r
′x ∈ R′′ for some integer n. By the torsion-freeness of G′ and RZ
it follows that ϕ is of the form ϕ′ ⊕ r∗ for some ϕ′ ∈ End ZG and r
∗ ∈ R. Hence
r′ = nr∗ and nϕ′ = r and therefore ϕ′ = r′′ ∈ R since R is pure in End ZG. Thus
ϕ = r′′x0 ⊕ r
∗x ∈ R′′ and the purity of R′′ is established. Finally, the abelian groups
G,RZ are ℵ1-free by hypothesis on q, hence G
′ is ℵ1-free and End ZG
′ is ℵ1- free by
Lemma 3.2, and therefore q′ ∈ KH . 
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From the last proof we extract a useful
Definition 3.4 If σ∗ : G −→ End ZG is a Z-homomorphism and R acts faithful on
the left R-module G by scalar multiplication, then we denote by
Rσ∗ ⊆∗ End ZG
the pure unital subring of End ZG generated by R ⊆ End ZG and Im σ∗.
The next proposition provides the link to our construction in Section 4.
Proposition 3.5 Let q = (R,G, σ, σ∗) ∈ KH . Then there exists a ‘transcendental
extension’ q ≤ q′ ∈ KH such that the following holds for q
′ = (R′, G′, σ′, σ′∗).
(a) G′ = G⊕R〈X〉e as R〈X〉-module where X acts as identity on G.
(b) σ′(g) = σ(g)Xe, σ′(re) = re if r ∈ R and σ′(re) = rXe else.
(c) R′ = (R〈X〉)σ′
∗
with R〈X〉 from Section 2.
(d) R ⊆ Im (σ).
Proof: We must show that q′ ∈ KH. The ring R is ℵ1-free by hypothesis,
hence R〈X〉 is ℵ1-free by Corollary 2.2(b) and R
′ is ℵ1-free by Lemma 3.2. Clearly,
ker σ′ = ker σ = H and Im σ′ ⊆∗ R
′ with R ⊆ Im (σ) follow as in the proof of Proposi-
tion 3.3. Moreover, G′ is ℵ1-free and Ann R′G
′ = 0, so the proposition follows. 
We have an immediate corollary-definition.
Corollary 3.6 If KoH = {q ∈ KH , σq maps onto Rq}, then K
o
H is dense in KH .
Proof: Apply Proposition 3.3(c) ω times and note that Proposition 3.3(a) can be used
because the union of the countable sequences of rings and modules respectively are
ℵ1-free by construction. Hence any q ∈ KH is below some q
′ ∈ KoH . 
4 Construction of E-groups by black box arguments
The combinatorial ideas of Sections 4 and 5 can be found in Shelah [24], see also the
appendix Shelah’s Black Box in Corner, Go¨bel [5] and this Black Box could be used.
However, we will use a stronger version of the Black Box as developed in [17]. The
Black Box needs, as usually, some harmless alterations, which are obvious and the
proof is left to the reader.
Let λ be some infinite cardinal, and {Xα : α < λ} a sequence of transcendental
elements which will be used to define ring extensions:
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First we define ring extensions ‘locally’ and let Rα+1 ⊇ Rα (Xα) = Rα 〈Xα〉 =
Rαcα ⊕ Jαc
′
α a ring direct sum with central idempotents cα and c
′
α where Jα is defined
as in Corollary 2.3. Since there is no danger of confusion we usually will omit the ’place
holders’ cα and c
′
α. The sequence of rings Rα with |Rα| < λ (α < λ) will be completed
during the construction of the abelian group G (with End ZG =
⋃
α<λ
Rα), taking unions
at limit steps, i.e. Rα =
⋃
β<α
Rβ if α is a limit ordinal. Note that
⋃
α<λ
Rα =
⋃
α<λ
Rα (Xα).
Similarly we define
B =
⊕
α<λ
Rα (Xα) eα ⊆ G ⊆ B̂
where B̂ denotes the p-adic completion of B (as an abelian group) for some fixed prime
p. Since we want to apply the Black Box later on we need a free basis-module inside B.
Therefore, assume that our rings Rα (and hence Rα(Xα)) (α < λ) are ℵ1-free, hence
homogeneous of type Z. By a well-known result [16, Theorem 128] there exists for each
α < λ a completely decomposable group Fα ⊆∗ Rα(Xα) such that |Rα(Xα)| ≤ |Fα|
ℵ0
and
Fα ⊆∗ Rα(Xα) ⊆∗ F̂α
where F̂α is the p-adic completion of Fα (α < λ). Note that Fα is a free abelian group
since Rα(Xα) is ℵ1-free. We collect all those Fα (α < λ) and define F :=
⊕
α<λ
Fαeα.
Thus F is a free abelian group of cardinality at most λ such that
F ⊆∗ B ⊆∗ F̂ .
Let Fα =
⊕
ε<ρ
Zaε where ρ = |F |. Writing e(ε,α) for aεeα it follows thatB
′ =
⊕
(ε,α)∈ρ×λ
Ze(ε,α)
satisfies B̂ = B̂′. For later use we put the lexicographic ordering on ρ × λ; since ρ, λ
are ordinals ρ× λ is well ordered.
We are ready to define supports of elements in Bˆ. If 0 6= g ∈ B̂ then we can write
g =
∑
α∈I
gαeα and I ⊆ λ, |I| ≤ ℵ0, gα ∈ Rα(Xα). Moreover, each gα = g
′
α + g
′′
α with
g′α ∈ Rα and g
′′
α ∈ Jα. We define:
The λ-support of g is the set [g]λ = {α < λ : gα 6= 0}. (4.1)
(4.2)
The notion of λ-support naturally extends to subsets of B̂, see again [17].
On the other hand, any element 0 6= g ∈ B̂ = B̂′ can be written as
g = (g(ε,α)e(ε,α))(ε,α)∈ρ×λ ∈ B̂′ ⊆
∏
(ε,α)∈ρ×λ
Ẑe(ε,α)
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and we define the ’usual’ support of g by [g] = {(ε, α) ∈ ρ × λ|g(ε,α) 6= 0}. Note that
|[g]| ≤ ℵ0 and that the λ-support of g is [g]λ = {α < λ|∃ε < ρ : (ε, α) ∈ [g]}. As usual
we may define a norm on B̂′ by ||α|| = α+1 (α < λ), ||M || = sup α∈M ||α|| (M ⊆ λ) and
||g|| = ||[g]λ|| (g ∈ B̂′), i.e. ||g|| = min{β < λ|[g]λ ⊆ β}. Note, [g]λ ⊆ β holds if and
only if g ∈ B̂′β where B
′
β =
⊕
α<β
Rα (Xα) eα. Finally, we also have a ring support and
ring norm defined by [g]ring = {ε < ρ|∃α < λ : (ε, α) ∈ [g]} and ||g||ring = ||[g]ring||.
We will now state a suitable version of the Strong Black Box as developed in [17]. The
proof is almost identical with the one in [17, Section 1] and will therefore be left to the
reader but we will give all the necessary definitions and results.
Fix cardinals κ ≥ ℵ0, µ = µ
κ such that λ = µ+. We need to say what we mean by a
canonical homomorphism. For this we fix bijections gγ : µ→ γ for all γ with µ ≤ γ < λ
where we put gµ = idµ. For technical reasons we also put gγ = gµ for γ < µ. Moreover,
let g(ε,α) = gε × gα for all (ε, α) ∈ ρ× λ.
Definition 4.1 We define P to be a canonical summand of B′ if P =
⊕
(ε,α)∈ I
Ze(ε,α)
for some I ⊆ ρ× λ with |I| ≤ κ such that:
• if (ε, α) ∈ I then (ε, ε) ∈ I;
• if (ε, α) ∈ I, α ∈ ρ then (α, ε) ∈ I;
• if (ε, α) ∈ I then (I ∩ (µ× µ)) gε,α = I ∩ Im gε,α; and
• ||P || < λo, where λ0 = {α < λ| cf(α) = ℵ0}.
Accordingly, ϕ : P → B̂′ is said to be a canonical homomorphism if P is a canonical
summand of B′ and Imϕ ⊆ P̂ ; we put [ϕ] = [P ], [ϕ]λ = [P ]λ and ||ϕ|| = ||P ||.
If we denote by C the set of all canonical homomorphisms, then |C| = λ holds (see
[17]). Our version of the Strong Black Box reads as follows (compare [17, Theorem
1.1.2.]):
Black Box Theorem 4.2 Let E ⊆ λ0 be a stationary subset of λ with λ = µ+,
µκ = µ.
Then there exists a family C∗ of canonical homomorphisms with the following properties:
(i) If ϕ ∈ C∗, then ||ϕ|| ∈ E.
(ii) If ϕ, ϕ′ are two different elements of C∗ of the same norm α then ||[ϕ]λ∩[ϕ
′]λ|| < α.
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(iii) PREDICTION: For any homomorphism ψ : B′ → B̂′ and for any subset I of λ
with |I| ≤ κ the set
{α ∈ E|∃ϕ ∈ C∗ : ||ϕ|| = α, ϕ ⊆ ψ, I ⊆ [ϕ]}
is stationary.
For the proof of the above Theorem we have to define an equivalence relation on C:
Definition 4.3 Canonical homomorphism ϕ, ϕ′ are said to be equivalent or of the
same type (notation: ϕ ≡ ϕ′), if [ϕ] ∩ (µ × µ) = [ϕ′] ∩ (µ × µ) and there exists
an order-isomorphism f : [ϕ] → [ϕ′] such that (xf¯)ϕ′ = (xϕ)f¯ for all x ∈ domϕ
where f¯ : d̂omϕ→ d̂omϕ′ is the unique extension of the R-homomorphism defined by
e(ε,α)f¯ = e(ε,α)f ((ε, α) ∈ [ϕ]).
As in [17] it is easy to see that there are at most µ different types. Next we have
to recall the definition of an admissible sequence.
Definition 4.4 Let ϕ0 ⊂ ϕ1 ⊂⊂ · · · ⊂ ϕn ⊂ · · · (n < ω) be an increasing sequence of
canonical homomorphisms.
Then (ϕn)n<ω is said to be admissible if [ϕ0]∩(µ×µ) = [ϕn]∩(µ×µ) for all n < ω. Also,
we say that (ϕn)n<ω is admissible for a sequence (βn)n<ω of ordinals in λ if (ϕn)n<ω is
admissible satisfying ||ϕn|| ≤ βn < ||ϕn+1|| and [ϕn] = [ϕn+1]∩ (βn×βn) for all n < ω.
Moreover, two admissible sequences (ϕn)n<ω and (ϕ
′
n)n<ω are said to be equivalent or
of the same type if ϕn ≡ ϕ
′
n for all n < ω.
Note that the union
⋃
n<ω
ϕn of an admissible sequence (ϕn)n<ω is also an element
of C. Moreover, if we let T be the set of all possible types of admissible sequences of
canonical homomorphisms, then clearly |T | ≤ µκ = µ. If (ϕn)n<ω is admissible of type
τ , then we also use the notion of τ -admissible. As in [17], the following proposition is
the main ingredient of the proof of the Black Box Theorem 4.2.
Proposition 4.5 Let ψ : B′ → B̂′ be a homomorphism, I ⊆ ρ× λ a set of cardinality
at most κ and H = Hψ,I = {ϕ ∈ C|ϕ ⊆ ψ, I ⊆ [ϕ]}.
Then there exists a type τ ∈ T such that
∃ϕ0 ∈ H∀β0 ≥ ||ϕ0|| · · · ∃ϕn ∈ H∀βn ≥ ||ϕn|| · · ·
with (ϕn)n<ω is τ -admissible.
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The proof is contained in [17] and also for the proof of the Black Box Theorem 4.2
we refer to [17, Section 1]. Finally we have a corollary suitable for application.
Corollary 4.6 Let the assumption be the same as in the Black Box Theorem 4.2.
Then there exists an ordinal λ∗ ≥ λ with |λ∗| = λ and a family (ϕβ)β<λ∗ of canonical
homomorphisms such that
(i) ϕβ ∈ C
∗ and ||ϕβ|| ∈ E for all β < λ
∗.
(ii) ||ϕγ|| ≤ ||ϕβ|| for all γ ≤ β < λ
∗.
(iii) ||[ϕβ]λ ∩ [ϕγ ]λ|| < ||ϕβ|| for all γ < β < λ
∗.
(iv) PREDICTION: For any homomorphism ψ : B′ → B̂′ and for any subset I of λ
with |I| ≤ κ the set
{α ∈ E|∃β < λ∗ : ||ϕβ|| = α, ϕβ ⊆ ψ, I ⊆ [ϕβ]}
is stationary.
5 The inductive steps in the construction of q =
(R,G, σ, σ∗).
We now use induction along α < λ∗ given by the Black Box to find quadruples
qα = (Rα, Gα, σα, σα∗) ∈ KH for a fixed ℵ1-free group H , see Definition 3.1. Let H
be given and choose q0 ∈ KH arbitrary, e.g. q0 = (Z,Z ⊕ H, σ, σ∗) which is in KH by
Proposition 3.3 (b). Necessarily we have to assume that |H| < λ. Let (ϕβ)β<λ∗ be
a family of canonical homomorphisms as given by Corollary 4.6. For any β < λ∗ let
Pβ = domϕβ . Suppose that the quadruples qβ = (Rβ, Gβ, σβ, σβ∗) are constructed for
all β < α subject to the following conditions:
(i) Rβ is a unital ring with 1Rβ = 1Rγ for all γ ≤ β
(ii) Rβ, Gβ are ℵ1-free
(iii) σβ(Gβ) ⊆ Rβ
(iv) Gβ ⊆∗ Gβ+1
(v) Rβ ⊆ Im σβ+1 if β 6∈ E
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(vi) Gβ =
⋃
γ<β
Gγ if β is a limit ordinal
(vii) Bβ =
⊕
γ<β
Rγ (Xγ) eγ ⊆∗ Gβ ⊆∗ B̂β where B̂β is the p-adic completion of Bβ.
We first have to prove a Step Lemma.
Step Lemma 5.1 Let P =
⊕
(ε,α)∈I∗
Ze(ε,α) for some I
∗ ⊆ ρ×λ∗ and letM be a subgroup
of B̂′ with P ⊆∗ M ⊆∗ B̂′ which is ℵ1-free and an R-module, where R =
⋃
α∈I′
Rα (Xα)
with I ′ = {α < λ : ∃ε < ρ, (ε, α) ∈ I∗}. Assume that q = (R,M, σ, σ∗) ∈ KH . Also
suppose that there is a set I = {(εn, αn) : n < ω} ⊆ [P ] = I
∗ such that α0 < α1 <
· · · < αn < · · · (n < ω) and
(i) M =
⋃
n<ω
Gαn, R =
⋃
n<ω
Rαn;
(ii) (Rαn , Gαn , σαn , σαn∗) ∈ KH for all n < ω
(iii) Iλ ∩ [g]λ is finite for all g ∈M (Iλ = [I]λ).
Moreover, let ϕ : P →M be a homomorphism which is not multiplication by an element
from R.
Then there exists an element y ∈ P̂ and an element q ⊆ q′ = (R′,M ′, σ′, σ′∗) ∈ KH such
that M ⊆∗ M
′ ⊆∗ B̂′, y ∈M
′ and yϕ 6∈M ′.
Proof: By assumption M is an R-module and hence the completion M̂ is an R̂-
module. Thus for any y ∈ P̂ and r ∈ R̂ it follows that ry is defined inside M̂ and
[ry] ⊆ [y].
We construct a new group M ⊆∗ My for y ∈ P̂ as follows:
Put M1y = 〈M,Ry〉∗ ⊆ B̂
′. Since Im σ is a pure subgroup of R there is a unique
extension
σ̂ : M̂ → R̂
of σ such that ker σ̂ = ker σ = H . Moreover, Im σ̂ is pure in R̂. We choose R1y =
R[Im σ̂ ↾M1y ]∗ ⊆ R̂ and let
M2y =
〈
R1yM,R
1
yy
〉
∗
⊆ B̂′.
Again we may choose R2y = R
1
y[Im σ̂ ↾M2y⊆ P̂ ]∗ ⊆ R̂. Continuing this way we obtain a
sequence of groups Mny and rings R
n
y (n ∈ ω) such that
Mn+1y is an R
n
y -module and σ̂(M
n
y ) ⊆ R
n
y .
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Taking My =
⋃
n∈ω
Mny and R
′
y =
⋃
n∈ω
Rny we get that My is an R
′
y-module and σy =
σ̂ ↾My :My → R
′
y. It is a standard support argument to see thatMy and (hence) R
′
y are
still ℵ1-free. Finally take Ry =
(
R′y
)
σ∗y
⊆ End Z(My). By construction Im σy is pure in
Ry and hence qy = (Ry,My, σy, σ
∗
y) ∈ KH .
At this stage we determine y more specific in order to obtain that ϕ 6∈ End ZMy. Let
y =
∑
n∈ω
pne(εn,αn) and x = ϕ(y) ∈ M̂ . If x 6∈ My, then choose M
′ = My and R
′ = Ry
and hence qy ∈ KH with ϕ 6∈ End ZMy.
If x ∈My, then there are integers k and n such that
pkϕ(y) = rng + r
′
ny
for some rn, r
′
n ∈ R
n
y and g ∈M . It follows that
(
pkϕ− r′n
)
y = rng.
Since
(
pkϕ− r′n
)
6= 0 there is b′ ∈ P such that
(
pkϕ− r′n
)
b′ 6= 0.
Note that b′ has finite support. Moreover, by the cotorsion-freeness of R there exists
pi ∈ R̂ such that pib 6∈ M with b =
(
pkϕ− r′n
)
b′. Let y′ = y + pib′. We claim that
ϕ 6∈ End Z(My′). By way of contradiction assume that
plϕ(y + pib′) = r∗mg
∗ + r
′∗
m(pib
′ + y)
for some integer l ≥ k and elements r∗m, r
′∗
m ∈ R
n
y′ and g
∗ ∈ M . Without loss of
generality, we may assume n = m, hence
plϕ(y + pib′) = r∗ng
∗ + r
′∗
n (pib
′ + y).
Let s = pl/pk. Hence
plϕ(pib′) = plϕ(y + pib′)− spkϕ(y) = r∗ng
∗ + r
′∗
n (pib
′ + y)− s(rng + r
′
ny) =
= (r∗ng
∗ − srng) + r
′∗
n pib
′ + (r
′∗
n − sr
′
n)y.
Since [pib′] = [b′], [ϕ(pib′)] = [ϕ(b′)] and g∗, g ∈M an easy support argument shows that
r∗
′
n = sr
′
n and hence
spkϕ(pib′) = (r∗ng
∗ − srng) + sr
′
npib
′
and thus
spi(pkϕ(b′)− r
′
nb
′) = (r∗ng
∗ − srng) ∈M.
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By purity we get pi(pkϕ(b′) − r
′
nb
′) = pib ∈ M - a contradiction. Finally we put
M ′ =My′ , R
′ = Ry′ and q
′ = qy ∈ KH. Thus
M ′ = R′M +
∑
k<ω
R′y(k),
where y(k) =
∑
n≥k
pn
pk
e(εn,αn) or y
(k) =
∑
n≥k
pn
pk
e(εn,αn) + pi
(k)b. 
We will now carry on the construction to α and distinguish three cases.
Case 1: Suppose α is a limit ordinal. Then Gα =
⋃
β<α
Gβ is ℵ1-free by (iii) and hence
Proposition 3.3 (a) shows that we can take unions, i.e. qα =
⋃
β<α
qβ.
Case 2: Suppose α = β + 1, then ||ϕβ|| ∈ λ
0. Assume that Imϕβ 6⊆ Gβ or
ϕβ ∈ Rβ. In this case we let Gβ+1 = Gβ ⊕ Rβ〈Xβ〉eβ as in Proposition 3.5 with
R′α = Rβ 〈Xβ〉 = Rβ (Xβ) with X acting as identity on Gβ. We let Rα = (R
′
α)σ∗α and
by Proposition 3.5 it follows that (Rα, Gα, σα, σ
∗
α) ∈ KH where σα and σ
∗
α = σα∗ are
taken from Proposition 3.5. Put yβ = 0.
Case 3: Suppose that α = β + 1 and Imϕβ ⊆ Gβ, ϕβ 6∈ Rβ. In this case we try to
‘kill’ our undesired homomorphism ϕβ which comes from the Black Box prediction.
Recall that ||ϕβ|| ∈ λ
0, hence there are (εn, βn) ∈ [ϕβ ] (n ∈ ω) such that β0 <
β1 < · · · < βn < · · · and sup n∈ωβn = ||ϕβ||. Without loss of generality we may as-
sume that βn 6∈ E for all n ∈ ω and hence Gβn+1 = Gβn ⊕ Rβn 〈Xβn〉 eβn. We put
I = {(εn, βn)|n < ω}. Then Iλ∩ [g]λ is finite for all g ∈ Gβ. We apply the Step Lemma
5.1 to I as above, P = domϕβ and M = Gβ. Therefore there exists an extension
qα = qβ+1 of qβ and an element yβ ∈ Gα such that yβϕβ 6∈ Gα and ||yβ|| = ||ϕβ|| = ||Pβ||.
Finally put qH = (GH , RH , σH , σH∗) =
⋃
α<λ
qα ∈ KH . Obviously, GH has cardinality
λ and R ⊆ End ZG. Moreover,
GH = B +
∑
β<λ∗
∑
k<ω
Rβy
(k)
β .
Next we describe the elements of GH .
Lemma 5.2 Let GH be as above and let g ∈ GH\B. Then there are k < ω and a
finite subset N of λ∗ such that g ∈ B +
∑
β∈N
Rβy
(k)
β and [g]λ ∩ [yβ]λ is infinite if and
only if β ∈ N . In particular, if ||g|| is a limit ordinal then ||g|| = ||yβ∗|| = ||ϕβ∗|| for
β∗ = maxN .
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Proof: Let g ∈ GH = B +
∑
β<λ∗
∑
n<ω
Rβy
(n)
β . Then there are a finite subset N
′ of λ∗,
b ∈ B, k ∈ ω, aβ,n ∈ Rβ (β ∈ N
′, n ≤ k) such that
g = b+
∑
β∈N ′
∑
n≤k
aβ,ny
(n)
β .
Since y
(n)
β −
pk
pn
y
(k)
β ∈ B
′ ⊆ B this expression reduces to
g = b′ +
∑
β∈N ′
aβy
(k)
β
for some aβ ∈ Rβ (β ∈ N
′), b′ ∈ B′. Putting N = {β ∈ N ′ | aβ 6= 0} (N 6= ∅ for g /∈
B) the conclusion of the lemma follows since [yβ]λ ∩ [yβ′]λ is finite for β 6= β
′ by
Corollary 4.6 (iii). 
Using the above lemma we prove further properties of GH .
Lemma 5.3 Let GH be as above and define G
α (α < λ) by Gα := {g ∈ GH | ||g|| <
α, ||g||ring < α}. Then:
(a) GH ∩ P̂β ⊆ Gβ+1 for all β < λ
∗;
(b) {Gα |α < λ} is a λ-filtration of GH ; and
(c) if β < λ∗, α < λ are ordinals such that ||ϕβ|| = α then G
α ⊆ Gβ.
Note, we used the lower index (β < λ∗) for the construction while we use the upper
index (α < λ) for the filtration.
Proof: First we show (a). Let g ∈ GH ∩ P̂β for some β < λ
∗. Since Bβ+1 ⊆ Gβ+1
we assume g ∈ GH \ Bβ+1. Then, by Lemma 5.2, g ∈ B +
∑
γ∈N
Rγy
(k)
γ for some finite
N ⊆ λ∗, k < ω such that [g]λ ∩ [λyγ]λ is infinite for γ ∈ N .
Since g ∈ P̂β we also have [g]λ ⊆ [Pβ]λ (= [P̂β]λ).
If ||g|| < ||Pβ|| then N ⊆ β by Corollary 4.6(ii) and thus g ∈ Gβ ⊆ Gβ+1.
Otherwise, if ||g|| = ||Pβ|| (∈ λ
o) then ||g|| = ||yγ∗|| = ||ϕγ∗|| for γ∗ = maxN and
[g]λ ∩ [yγ∗ ]λ ⊆ [ϕβ ]λ ∩ [ϕγ∗ ]λ is infinite. Hence β = γ∗ by condition (iii) of Corollary 4.6
and so g ∈ Gβ+1 as required.
Condition (b) is obvious.
To see (c) let β < λ∗, α < λ with ||ϕβ|| = α and let g ∈ G
α. If g ∈ Bβ we are finished.
Otherwise, by Lemma 5.2, we have g ∈ B +
∑
γ∈N
Rγy
(k)
γ (N ⊆ λ∗ finite, k ∈ ω) with
[g]λ ∩ [yγ]λ is infinite for γ ∈ N . This implies ||ϕγ|| = ||yγ|| ≤ ||g|| < α = ||ϕβ|| for all
γ ∈ N and thus N ⊆ β by Corollary 4.6(ii), i.e. g ∈ Gβ, which finishes the proof. 
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6 Proof of the Main Theorem
In this final section we want to prove our Main Theorem which reads as follows:
Main Theorem 6.1 Let λ be an infinite cardinal such that λ = µ+ with µℵ0 = µ
and let H be an ℵ1-free abelian group of size less than λ. Then there exists an ℵ1-free
E(H)-group of cardinality λ with non-commutative endomorphism ring. In particular,
there is a strong E-group of cardinality λ.
Proof: Let λ and H be given as stated in the theorem and choose a stationary sub-
set E of λ whose members have cofinality ω. We construct qH = (RH , GH , σH , σH∗) =⋃
α<λ
qα as in the previous section. Thus RH ⊆∗ End ZGH and σ : GH → RH with kernel
ker σH = H . Moreover, GH is ℵ1-free and RH is obviously non-commutative. We first
claim that σH is surjective. Therefore let r ∈ RH , hence there exists α < λ such that
r ∈ Rα. Without loss of generality we may assume that α 6∈ E. By (v) we conclude
that r ∈ Rα ⊆ Im σα+1. Since σα+1 ⊆ σH as functions it follows that r ∈ Im σH and
thus σH is surjective.
It remains to prove that RH = End ZGH . Assume that ϕ ∈ End ZGH\R. Let ϕ
′ =
ϕ ↾B′ , hence ϕ
′ 6∈ R. Let I = {(εn, αn)|n < ω} ⊆ ρ×λ such that α0 < α1 < · · ·αn < · · ·
and Iλ∩[g]λ is finite for all g ∈ GH . Note that the existence of I can be easily arranged,
e.g. let E ( λ0, α ∈ λ0\E, εn ∈ ρ(n < ω) arbitrary and (αn)n<ω any ladder on α.
By Lemma 5.1 there exists an element y ∈ B̂′ such that yϕ′ 6∈ G′H which is an extension
of GH . By the Black Box Theorem 4.2 the set
E ′ = {α ∈ E|∃β < λ∗ : ||ϕβ|| = α, ϕβ ⊆ ϕ
′, [y] ⊆ [ϕβ ]}
is stationary since |[y]| < ℵ0. Note, [y] ⊆ [ϕβ] implies that y ∈ d̂omϕβ. Moreover, the
set C = {α < λ : ϕ(Gα) ⊆ Gα} is a cub in λ, hence E ′ ∩ C 6= ∅. Let α ∈ E ′ ∩ C.
Then Gαϕ′ ⊆ Gα and there exists an ordinal β < λ∗ such that ||ϕβ|| = α, ϕβ ⊆ ϕ
and y ∈ d̂omϕβ. The first property implies that G
α ⊆ Gβ by Lemma 5.3 and the
latter properties imply that ϕβ 6∈ R. Moreover, domϕβ ⊆ B
′ with ||domϕβ||ring ≤
||domϕβ|| = α and hence domϕβ , and also (domϕβ)ϕ are contained in G
α ⊆ Gβ.
Therefore ϕβ : domϕβ → Gβ with ϕβ 6∈ Rβ and thus it follows form the construction
that yβϕβ 6∈ Gβ+1. On the other hand it follows from Lemma 5.3 that yβϕβ = yβϕ ∈
GH ∩ P̂β ⊆ Gβ+1 - a contradiction. Thus End ZGH = R. 
Corollary 6.2 Let λ be an infinite cardinal such that λℵ0 = λ. Then there is a non-
commutative ring R such that End Z(RZ) ∼= R.
Proof: Let H = {0} and apply Theorem 6.1 to obtain a strong E-group G. Thus
σ : G→ End ZG is an isomorphism, where End ZG is non-commutative. Hence, R := G
has a non-commutative ring structure such that End Z(RZ) ∼= R. 
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