Abstract-Financial time sequence analysis has been a popular research topic in the field of finance, data science and machine learning. It is a highly challenging due to the extreme complexity within the sequences. Mostly existing models are failed to capture its intrinsic information, factor and tendency. To improve the previous approaches, in this paper, we propose a Hidden Markov Model (HMMs) based approach to analyze the financial time sequence. The fluctuation of financial time sequence was predicted through introducing a dual-state HMMs. Dual-state HMMs models the sequence and produces the features which will be delivered to SVMs for prediction. Note that we cast a financial time sequence prediction problem to a classification problem. To evaluate the proposed approach, we use Shanghai Composite Index as the dataset for empirically experiments. The dataset was collected from 550 consecutive trading days, and is randomly split to the training set and test set. The extensively experimental results show that: when analyzing financial time sequence, the mean-square error calculated with HMMs was obviously smaller error than the compared GARCH approach. Therefore, when using HMM to predict the fluctuation of financial time sequence, it achieves higher accuracy and exhibits several attractive advantageous over GARCH approach.
I. INTRODUCTION
Along with the continuous development of economic globalization, financial market is playing an increasingly great role in our economic development. Financial theory is developed based on the notations of profit and risk, so the fluctuation of assets price could be used to reflect the risk characteristics of assets. Thus, for investors, how to understand and master the change of price over time better is a key problem in the decision-making process [1, 2] . The marker investors can use the prediction of fluctuation to efficiently manage the risk selection investment portfolio and seize the marketing opportunities. And the analysis of financial time sequence is a discipline evolved from asset value over time, so it is highly empirical [3] . However, the financial theory of financial time sequence and its empirical time sequence are uncertain and highly fluctuant, which is the key feature of financial time sequence differing from other time sequence. For example, the fluctuation ratio of the sequence of the return on stock could not be directly observed [4] . Therefore, when investors would like to correctly make investment policies and administrators would like to correctly manage and control financial market [5] , it has important significance for both theory and practice to understand the fluctuation characteristics of financial market better and thereby find the law of change. So the study on the fluctuation of stock market is always paid much attention to by scholars.
In the recent years, more and more methods based on data mining techniques have been widely used in the analysis of financial time sequence, which mainly include artificial neural networks, support vector machine (SVMs), wavelet analysis method and GARCH approach, etc [6] . The approximation and self-organized learning of neural networks are high, but the application in the analysis of financial time sequence is limited due to its principle of local minimization and empirical risk minimization. The classification performance of SVMs is highly dependent on parameters. SVMs with proper parameters are greatly advantageous, while SVMs with improper parameters would have much negative affection on the prediction of the fluctuation of financial time sequence. And for SVMs, how to select the parameter has been a key problem in the application since this year [2, 7] . Wavelet analysis method shows its high long-term memory and non-stationary in the analysis of financial time sequence, so it is widely used in the analysis of financial time sequence. However, from the perspective of signal decomposition, different basis functions usually would lead to different signal decomposition results. Hence its signal decomposition is highly dependent on basis function. As a result, if using wavelet analysis method in the stock market analysis, the result may not be optimal. Most of traditional analysis of stock market, such as GARCH approach, is based on statistic or method of average, and the method of moving average is hysteretic in terms of time, therefore it could not reflect the real changing trend of stock market [5] [6] [7] [8] .
Through analyzing the shortages of the traditional machine learning methods in the financial time sequence, this paper proposed the application of HMMs in the financial time sequence. In 1870, Markov model was proposed for the first time by the Chemist Vladimir V. Markovnikov. If the "future" state of a process was only dependent on its "present" state rather than its "past" state, the process was Markov, or it was called Markov process [4, 6] . And the state of hidden Markov models (HMMs) was uncertain and invisible. The random process of sequence could be presented only through observation. However, the observed events didn't correspond to the state one by one. And they were connected through a set of probability distributions. HMMs are dual random process, which consisted of two random processes, Markov chain and general random process [9] . Markov chain described the state transition by means of transition probability, while general random process described the relationship between state and observation sequence by means of observation probability. HMMs are probability models which describe the statistic property of random process by means of parameters. And the model has been widely used in the areas of speech recognition, character recognition, genetic analysis and bioinformatics and so on.
In view of this, in the paper, HMMs were applied into the analysis of financial times equence. tT  , for 1 tt  and execute it again from step 2, or exit. The actual data were compared with that obtained through HMMs model and GARCH approach irrespectively. The experimental results indicate that, when analyzing financial time sequence, under the evaluation criterion of mean-square error (MSE), the MSET of our HMMs based approach was obviously smaller than that of GARCH approach. Therefore, when using HMMs to predict the fluctuation of financial time sequence, the performance is greatly improved, in comparison with GARCH approach. In this paper, when verifying the effectiveness of the proposed method, only few extended models were compared for demonstration. Otherwise, when calculating MSE, a constant k was introduced for adjustment [10] .
The main contributions of the proposed approaches are threefold: (1) to our best knowledge, this is first groups of dual-states HMMs based approaches for time sequence analysis; (2) the advantages of dual-state HMMs and SVMs are cooperated in the same framework. Specifically, HMMs model the distribution of time sequence data and provide the informative features while SVMs make decision and prediction on the basis of features; (3) the proposed approach achieves the stat-ofthe-art performance, with low computational cost. For real applications, the proposed approach can be greatly accelerated using a standard technique. That is, train the dual-state HMMs and SVMs in the way of offline. And then perform prediction when needed. The prediction is highly fast and can be real time. Moreover, when comes to large dataset, we can resort to the parallel computation platform such as Hadoop. Note that, the parallel versions of HMMs and SVMs are already available.
The remainder part of this paper is organized as follows. We proposed our approach for time sequence analysis in Section2, and empirically evaluate the proposed approach as well as the state-of-the-art approach GARCH in Section 3.In Section 4, we will draw a conclusion
II. PROPOSED APPROACH
In this section, we will propose the approach for time sequence analysis based on HMMs. The approach essentially cooperate the abilities of HMMs and SVMs. The framework of the proposed approach of time sequence analysis is graphically illustrated in Figure 1 [11]. 
A. Data Collection and Processing
In the paper, artificial data were adopted to verify that the method proposed in the paper could efficiently solve the problem when analyzing financial time sequence by means of GARCH approach. An artificial data set with a total length of 550 was used to represent the state transition between two processes of GARCH approach. . In this experiment, a smooth process was implemented on all the data sets. And then 500 data (about 2 years) of them were selected for estimation inside samples, and the others were for estimation outside samples [12] .
B. Hidden Markov models
The quintuple ( , , , , )
was used to describe HMMs, or simply denoted as ( , , ) AB
 
, where the meaning of each element was shown in Table I . HMMs could be used to solve the following problems. (1) For a given financial time sequence 
In initial state, space probability distribution 
If  is given, the probability for the output state is 1 2 3 ( , , ... )
T could be calculated by means of the following equation.
Thus, the conditional density equation approximately represents the estimation probability of observation sequence, which is expressed as:
An observation time sequence may have more than one corresponding state transition sequence, so all the state transition sequence are considered to be expressed as:
Theoretically, if all the state groups were listed, the probability of a given observation sequence could be estimated. However, it is impractical. For 
The procedure of forward algorithm is shown as Table  II .
C. Sequence Analysis based on HMMs
Classifiers evolved from the optimal classification of linearly separable case. Optimal classification requires the classification line not only can classify two kinds in a right way, but also can make the classification interval to be the biggest one. It is a binary classifier [14] . If we want to solve the more types of classification problems, we need to combine with multiple ways to complete multiple classification purposes. In general there are two ways of dealing with the multiple classification problems:
When one-against-all dealing with k problems, it will produce k classifiers. For a group of labeled training samples For one-against-one method, each binary data will create a classifier like support vector machine. Therefore, for the classification problems which have k categories, it will have ( 1) / 2 kk support vector machines. Namely, if there are five types of data, it will be divided into 10 support vector machines.
III. EXPERIMENT
In this section, we will empirically evaluate the proposed approach based on HMMs and SVMs for financial time sequence analysis.
A. Data Collection and Feature Extraction
It is known from the previous analysis that: when investors would like to correctly make the investment decisions and administrators would like to correctly manage and control the financial market, it has great theoretical and practical significance to understand the fluctuation characteristics of financial market better and thereby find the law of change. In the paper, two types of data set, artificial and real financial time sequence, were adopted in the experiment. The real financial time sequence was from Feb. 1st, 2010 to May 1st, 2013. And the data were the data of 5 stocks on 550 consecutive trading days, whose stock ID number were expressed irrespectively as: 1, 3, 11, 17, and 179. And then these data were trained. The Shanghai Composite Index is published by China's securities market authority. Therefore it could reflect the company profile index well after the reform of non-tradable shares is implemented. Thus, it is highly authoritative and persuasive to select the Shanghai Composite Index as the example in the paper. Furthermore, the predictions both inside and outside the samples were taken into consideration in the experiment of the paper [15].
B. Experimental Procedure
Dual HMMs were adopted in the paper, in which S1 and S2 represented the states in high-angle and low-angle ray irrespectively. The experimental procedure is shown in Table II . The fluctuation in the time t could not be observed, so some measurement indices are needed to estimate fluctuation prediction. In the paper, where y represents the mean value during the time sequence is trained. Mean-square error is a common index in result assessment, which was expressed in the paper as follows:
C. Experimental Procedure
In the first experiment it both used the GARCH and HMMs the two methods, so through the experiment it can verify the effectiveness of the proposed method in this paper. During the experiments it used the real financial time sequence data, and the data is from February 1, 2010 to May 1, 2013, 550 consecutive trading day data of the Shanghai index. The data is composed of five stocks, and they respectively represented as ID: 1, 3,11,17,179 to do the train. In the experiment it also produces artificial data set whose total length is 550.During the experiment process, it used a two state Hidden Markov Model. And it compared the real data respectively with the experimental results of HMMs model and GARCH approach. Then it selected 500 data from the training set (about two years)as the sample inner evaluation, and the rest as the sample output evaluation. The experimental parameter C is the conditions average of the volatility quantitative in the observing process; K is the adjustment mount during the mean square error calculating; G1 and A1 respectively are the explanatory variables and disturbance item coefficients during the calculating ofMean Square Error (MSE); S1 andS2respectively represents the states in the low and high level.
In the experiment process, it made the diagonal element values of state transition matrix A respectively are 11 22 0.98 0.96
Because the volatility at time t can't be observed, we need to adopt some measures to evaluate the volatility of the forecasting results, and the mean square error (MSE) is a commonly used evaluate index. From the results in Table III we can see the two mean square errors (MSE) of the time sequence data about the five stocks data in the HMMs are lower than that of the GARCH approach. The reasons for these results are mainly manifested in the following two aspects: (1) In this paper, the selected experimental data is artificial data sets, and the HMMs method can effectively solve the excessive smooth problems that exist in GARCH approach during the volatility analysis of the financial time sequence data, so it can effectively improve the forecasting accuracy rate of the financial time sequence. (2) For the traditional stock analysis method, ARCH usually adopted the statistical methods or is based on the moving average method. Because the moving method has the time lag features, it cannot better reflect the real change trend of the stock market.
This experiment compared the two mean square errors (MSE) about the five stocks under HMMs and GARCH the two algorithm. It also produced an artificial data set that it is length is 550. In the experiment procedure, two states Hidden Markov Model are used. The HMMs model will be compared with GARCH approach over the dataset. For this experiment, we select 500 samples from the training set for inner evaluation, and the rest samples for output evaluation. C is the experimental parameter that is defined as the average value of the volatility of the observed data; and K is the adjustment mount of mean square error; A1 and G are the disturbance item coefficients and explanatory variables respectively. For MSE, S1 andS2are the low level state and the high level state respectively. As to the parameters, this experiment set the element of the diagonal of state transition matrix to 11 22 0.98 0.96     ， respectively. In order to test the effectiveness of HMMs, it adopted mean square error (MSE) as the evaluate stander. From the experiment results in Table IV , we found that the MSE measure of HMMs based approach the time sequence from five stocks data is significantly lower than that of GARCH approach. More specifically, the MSE of stock 003 of our HMMs based approach are overcome the excessive smooth problems of GARCH approach when analyzing financial time sequence. Therefore, it is able to improve the prediction accuracy of the financial time sequence effectively. Second, the Shanghai composite index is from the Chinese securities the authority branch, which can reflect the circumstance of the company better. And during the experiment it selected the 500 data (about two years) from the training set to do the out-evaluation and the rest used to the innerevaluation, which can greatly improve the effectiveness and flexibility of the predict [8] .
In the third experiment, we train the HMMs and GARCH using five stocks of the collected dataset, and then evaluate the effectiveness of two approaches in financial time sequence analysis by testing them for 20 rounds, where the training time is used as the evaluation criterion. The length of the data is 550. We randomly select data of about 2 years (500 samples) for training and rest data for test. The HMMs is a dual-state HMMs. The experimental results of HMMs and GARCH over 20 rounds are shown in Table V. Note that, C is the experimental parameter of the conditional average of the volatility of the observed sequence. In the computation of for mean square error, parameter K is the adjustment mount. G1 and A1 are the explanatory variables and disturbance coefficients respectively. S1 and S2 represent the low level state and the high level state. Throughout the experiment, the elements of the state transition matrix A are respectively set to 11 0.98  and 22 0.96  . In validate the effectiveness of our HMMs based approach, we employ MSE as the evaluate criterion. From the experimental results in Table V , the training time of HMMs overthe data of five stocks is lower than 2.5s, while the training time of the GARCH approach is about 4s. The reasons for the above come from two aspects. Firstly, the traditional approaches (such as GARCH) are mostly based on average operation or simple statistics, and are not satisfied enough to explain the sequence within a short time. Second, collected from the Chinese securities of the authority, the Shanghai composite index is able to reflect the status of companies well. Also, this experiment choose 500 samples from about two years as the training set to perform the out-evaluation and the rest samples to perform inner-evaluation, which significantly improves the flexibility and effectiveness of the prediction [8] . 
IV. DICUSSION
In the paper, HMMs was applied into the analysis of financial time sequence. And the fluctuation of financial time sequence was predicted through introducing a dualstate HMMs. Shanghai Composite Index was taken as an example in the experiment. And the data on 550 consecutive trading days from Feb. 1st, 2010 to May 1st, 2013 were selected and trained. The training process is: firstly, (1) for t=1, select an initial state 1 qi  according to probability distribution π of initial state; (2) output the probability distribution () i bk according to the state i and select an output value tk Ov  ; (3) select a subsequent state 1 t qj   according to probability distribution ij a of state transition; (4) if tT  make t t 1  and execute it again from step 2, or exit. The actual data were compared with that obtained through HMMs model and GARCH approach irrespectively. It was indicated in the experiment that: when analyzing financial time sequence, the mean-square error calculated with HMMs was obviously smaller than GARCH approach. So, when using HMMs to predict the fluctuation of financial time sequence, the accuracy is greatly high, and more advantageous than GARCH approach. In the paper, when verifying the effectiveness of the method, only a few of extended models were compared during analysis and demonstration. Otherwise, when calculating the meansquare error in the paper, a constant k was introduced for adjustment. And in general, k is varied. Determining k is the next important research.
