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Hopf bifurcation which produces oscillations is a very important phenomena in the theory
and application of dynamical systems. Almost all works available about Hopf bifurcations
are related to a non-degenerate focus or center. For the case of a degenerate focus or
center, the study of the bifurcations becomes challenge. In this paper, we consider the
bifurcation of limit cycles for a quartic near-Hamiltonian system by perturbing a nilpotent
center. We take coeﬃcients as parameters, then we can get six limit cycles.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The so-called center problem for planar vector ﬁelds has been intensively and extensively studied over the last century,
and it is also closely related to Hilbert’s sixteenth problem [19] of which there exist very good surveys and results: [5–10,20,
22,25–28,30], etc. The center can be elementary or non-elementary in the sense that if the corresponding Jacobian matrix
is nilpotent or not. When the center or focus is elementary, the bifurcations of limit cycles from the elementary singular
point are related to Hopf bifurcations widely studied in dynamical systems.
If the singular point of the system is a non-saddle, nor nilpotent, the related Hopf bifurcations are elementary and the
number of limit cycles and the corresponding bifurcations are characterized by the so-called Lyapunov coeﬃcients [1,13,21],
etc. And the Hopf bifurcations from the elementary focus type of singularities have found broad and important applications
in biology, chemistry and physics and engineering, see [3,11,18,29] for examples. Yet for the bifurcation of limit cycles from
a non-elementary center in a more general planar vector ﬁeld, its intrinsic dynamics is still far away from understanding
due to the complexity and technical diﬃculties in dealing with such bifurcations.
Then it was natural to restrict the study of the nilpotent center by assuming the system is a perturbation of a Hamilto-
nian system. Recent studies of the bifurcations of a nilpotent center started in [23] and [24]. In [4] the authors studied the
cyclicity of period annuli of degenerate quadratic Hamiltonian systems with elliptic segment loops. And the Abelian integral
was employed to carry out the studies. In this paper, we consider singularities of codimension more than two with nilpotent
linear part in vector ﬁelds. By using the blowing-up technique, we ﬁnd more limit cycles near the singularities than those
in [24].
Consider the following perturbed Hamiltonian system:
x˙= Hy + P (x, y),
y˙ = −Hx + Q (x, y), (1.1)
E-mail address: jiaojiang08@yahoo.cn.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.10.051
J. Jiang / J. Math. Anal. Appl. 365 (2010) 376–384 377where 0<   1. Assume that Hamiltonian function having the form:
H(x, y) = 1
2n
x2n + 1
2m
y2m, (1.2)
and
P (x, y) =
s∑
i+ j=0
aijx
i y j, Q (x, y) =
s∑
i+ j=0
bijx
i y j,
where m,n and s are arbitrary positive integers, aij,bij are arbitrary real numbers, and
∑s
i+ j=0 |aij| +
∑s
i+ j=0 |bij| = 0.
Assume that the equation H(x, y) = h deﬁnes a closed curve Lh surrounding the origin for h in an interval I ⊂R, which
intersects the positive x-axis at A(h) = (a(h),0). Let B(h, ) denote the ﬁrst intersection point of the positive orbit of (1.1)
starting at A(h) with the positive x-axis. Then, we have
H(B) − H(A) =
∫
AB
dH = [M(h)+ O ()], (1.3)
where
M(h) =
∮
Lh
Q dx− P dy. (1.4)
The Abelian integral M above is called the ﬁrst order Melnikov function of Eq. (1.1). Then the problem of ﬁnding an upper
bound N(m,n, s, H, P , Q ) for the number of isolated zeros of the Abelian integrals (1.4) is called the weakened sixteenth
Hilbert problem, which is proposed by Arnold [2]. Let N(m,n, s) be the supremum of N(m,n, s, H, P , Q ) when H is the
polynomial given in (1.2), and P and Q vary inside the class of all polynomials of degree at most s. In Llibre and Zhang [24],
they obtained N(m,n, s) is
l ifm = n,
l(l + 3)
2
if l < k andm = n,
k(2l − k + 3)
2
− 1 if l k andm = n,
where l = s−12 (respectively s−22 ) if s is an odd (respectively even), k = max{p,q} and m = rp and n = rq with p and q
coprime. They indicated that N(m,n, s) is the greatest lower bound for the number of limit cycles of system (1.1). In this
paper, we ﬁnd it is not the greatest lower bound for some quartic near-Hamiltonian systems.
2. A lower bound for the number of limit cycles
In this paper, we study a planar system of the form
x˙= y + P4(x, y),
y˙ = −x3 + Q 4(x, y), (2.1)
where
P4(x, y) =
∑
1i+ j4
aijx
i y j, Q 4(x, y) =
∑
1i+ j4
bijx
i y j, (2.2)
 > 0 is a small parameter. For  = 0 Eq. (2.1) is Hamiltonian system with a unique nilpotent center and Hamiltonian
function H is
H(x, y) = 1
2
y2 + 1
4
x4. (2.3)
From (2.2) we have
Px + Q y = c00 + c10x+ c01 y + c20x2 + c11xy + c02 y2 + c30x3 + c21x2 y + c12xy2 + c03 y3,
where
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c11 = 2a21 + 2b12, c02 = a12 + 3b03, c30 = 4a40 + b31, c21 = 3a31 + 2b22,
c12 = 2a22 + 3b13, c03 = a13 + 4b04. (2.4)
Now we apply the result of N(m,n, s) in [24] to system (2.1), in which m = 1,n = 2, s = 4, l = 1,k = 2. Then we easily obtain
Theorem 2.1. The perturbed Hamiltonian system (2.1) can have two limit cycles surrounding the unique nilpotent center, and the
number two is a lower bound for the number of limit cycles of system (2.1).
In the following, we ﬁnd the suﬃcient conditions for (2.1) to have two or one limit cycles. Let
Wij =
h
1
4∫
0
ui
(
h − u4) j+12 du. (2.5)
By using integral formulas we can ﬁnd that
Wij = wijh
2( j+1)+i+1
4 , (2.6)
where
wij =
1∫
0
ui
(
1− u4) j+12 du,
where i, j are positive integers. It is easy to see that wij > 0. Then we have
Theorem 2.2. Suppose the coeﬃcients ai j,bij in (2.2) are constants. If the following three conditions are satisﬁed:
(1) c220w
2
20 >
4
7 c00c02w
2
00 ,
(2) c20c02 < 0,
(3) c00c02 > 0,
then system (2.1) has two limit cycles for  > 0 small.
Proof. It is direct from (1.4) that
M(h) = c00
∮
Lh
y dx+ c20
∮
Lh
x2 y dx+ 1
3
c02
∮
Lh
y3 dx. (2.7)
Note that∮
Lh
y3 dx=
∮
Lh
y
(
2h − 1
2
x4
)
dx= 2h
∮
Lh
y dx− 1
2
∮
Lh
(−xy) y˙ dx
= 2h
∮
Lh
y dx+ 1
2
∮
Lh
(
xy2
)
y˙ dt = 2h
∮
Lh
y dx+ 1
2
∮
Lh
xy2 dy
= 2h
∮
Lh
y dx− 1
6
∮
Lh
y3 dx,
then we have∮
Lh
y3 dx= 12
7
h
∮
Lh
y dx. (2.8)
Further, by (2.5) and (2.6) we have
∮
Lh
y dx= 2
(4h)
1
4∫
1
4
(
2h − 1
2
x4
) 1
2
dx= 8
h
1
4∫
0
(
h − z4) 12 dz = 8w00h 34 . (2.9)−(4h)
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Lh
x2 y dx= 16w20h 54 . (2.10)
Hence, we obtain from (2.7)–(2.10)
M(h) = 8c00w00h 34 + 16c20w20h 54 + 32
7
c02w00h
7
4 . (2.11)
It follows that (2.11) has at most two isolated zeros for h ∈ (0,+∞). Let √h = ρ . Then we have
M(ρ) = 8ρ 32
(
c00w00 + 2c20w20ρ + 4
7
c02w00ρ
2
)
. (2.12)
It is easy to see that M(ρ) = 0 has two positive solutions for h ∈ (0,+∞) under conditions (1)–(3). Then the conclusion
follows easily and the proof is completed. 
Similarly to Theorem 2.2, we can prove
Theorem 2.3. Suppose the coeﬃcients ai j,bij in (2.2) are constants. If one of the following conditions is satisﬁed:
(i) c02 = 0 and c20c00 < 0,
(ii) c20 = 0 and c02c00 < 0,
(iii) c00 = 0 and c20c02 < 0,
then system (2.1) has one limit cycle for  > 0 small.
3. Unfolding of the nilpotent center and perturbation
We make use of blowing-up technique. By means of the rescaling
x=  12 x1, y =  y1, t = − 12 t1,
then system (2.1) reduces to
x˙1 = y1 +
∑
1i+ j4

1
2 i+ jai jxi1 y
j
1,
y˙1 = −x31 + b10x1 + −
1
2
(
b01 y1 +
∑
2i+ j4
bij
1
2 i+ jxi1 y
j
1
)
. (3.1)
Let
4 = ˜, aij 12 i+ j−4 = a˜i j, bij 12 i+ j− 92 = b˜i j, (3.2)
and x1, y1, t1 are still denoted by x, y, t . Then system (3.1) becomes
x˙= y + ˜ P˜ (x, y),
y˙ = −x3 + b10x+ ˜ Q˜ (x, y), (3.3)
where
P˜ (x, y) =
∑
1i+ j4
a˜i jx
i y j, Q˜ (x, y) = b˜01 y +
∑
2i+ j4
b˜i jx
i y j .
For ˜ = 0, the Hamiltonian function of system (3.3) is
H(x, y) = 1
2
y2 + 1
4
x4 − 1
2
b10x
2.
There are two cases for system (3.3).
(i) If b10 < 0, system (3.3) has unique singular point (0,0), which is center.
(ii) If b10 > 0, system (3.3) has three singular points, (0,0) is saddle point, and (
√
b10,0) and (−
√
b10,0) are center points.
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x˙= y + ˜ P˜ (x, y) ≡ f (x, y),
y˙ = −x3 + x+ ˜ Q˜ (x, y) ≡ g(x, y), (3.4)
where
P˜ (x, y) =
∑
1i+ j4
a˜i jx
i y j, Q˜ (x, y) = y +
∑
2i+ j4
b˜i jx
i y j .
Let L = {(x, y) | H(x, y) = 0}, L1 = L|x0, L2 = L|x0. For ˜  0 small, system (3.4) has separatrices Lsi and Lui near Li
(i = 1,2) so that Ls1 ∪ Ls2 and Lu1 ∪ Lu2 consist of the stable and unstable manifolds of the origin respectively. Let
a0 = a˜10 + b˜01, a1 = 2a˜20 + b˜11, a2 = 3a˜30 + b˜21,
a3 = 1
3
a˜12 + b˜03, a4 = 4a˜40 + b˜31, a5 = 2
3
a˜22 + b˜13. (3.5)
We take a = (a0,a1,a2,a5) as a vector parameter. As we know, the directed distance from Lui to Lsi is measured by
di(˜,a) = ˜NiMi(a) + O
(
˜2
)
, (3.6)
where a is a vector parameter, Ni > 0, i = 1,2, and
Mi(a) =
∮
Li
Q˜ (x, y)dx− P˜ (x, y)dy, i = 1,2.
For expression of Mi (i = 1,2) the straightforward computation gives
Lemma 3.1. For system (3.4), we have
M1(a) = 4
3
a0 −
√
2π
4
a1 + 16
15
a2 + 16
35
a3 −
√
2π
4
a4 − 3
√
2π
32
a5, (3.7)
M2(a) = 4
3
a0 +
√
2π
4
a1 + 16
15
a2 + 16
35
a3 +
√
2π
4
a4 + 3
√
2π
32
a5. (3.8)
Consider the equations d1 = 0 and d1 = d2 = 0, respectively. By (3.6)–(3.8), the implicit function theorem implies that
there exist two functions
φ1(˜,a0,a2,a3,a4,a5) = 16
3
√
2π
a0 + 64
15
√
2π
a2 + 64
35
√
2π
a3 − a4 − 3
8
a5 + O (˜)
= φ∗1(˜,a0,a2,a3,a4,a5) + O (˜),
φ2(˜,a0,a3) = −5
4
a0 − 3
7
a3 + O (˜) = φ∗2(˜,a0,a3) + O (˜),
such that for ˜ > 0 small,
d1  (<) 0 ⇐⇒ a1  (>) φ1,
d1 = 0, d2  (<) 0 ⇐⇒ a1 = φ1, a2  (<) φ2.
Thus, a homoclinic loop L∗1 exists near L1 as a1 = φ1, and a double homoclinic loop L∗1 ∪ L∗2 exists near L1 ∪ L2 as a1 = φ1
and a2 = φ2.
In the following, we consider the stability of the homoclinic loops and the double homoclinic loop. Under a1 =
φ1(˜,a0,a2,a3,a4,a5) and a2 = φ2(˜,a0,a3), we have div(3.4)|(0,0) = ˜a0.
By [12,15], we know that if a0 = 0 then the integral
∮
L∗i
( P˜ x + Q˜ y)dt ≡ σ1i(˜) converges ﬁnitely, and it holds that
σ1i(˜) =
∮
L∗i
( P˜ x + Q˜ y)dt =
∮
Li
( P˜ x + Q˜ y)dt + O (˜).
The straightforward computing gives
σ11 = −
√
2πa1 + 4a2 + 4a3 −
√
2πa4 − 3
√
2π
4
a5 = 16
7
a3 − 3
√
2π
8
a5 + O (˜), (3.9)
σ12 =
√
2πa1 + 4a2 + 4a3 +
√
2πa4 + 3
√
2π
a5 = 16a3 + 3
√
2π
a5 + O (˜). (3.10)
4 7 8
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φ3(˜,a3) = 128
21
√
2π
a3 + O (˜) = φ∗3(˜,a3) + O (˜)
such that for ˜ > 0 small
σ11  (<) 0 ⇐⇒ a5  (>) φ3.
Under σ11 = 0, we have σ12 = 327 a3 + O (˜).
Let R1 denote the ﬁrst saddle value at (0,0) of system (3.4). Under a1 = φ1(˜,a0,a2,a3,a4,a5), a2 = φ2(˜,a0,a3), a0 = 0,
a5 = φ3(˜,a3), we have by [14]
R1 =
(
−3
2
a0 − a2 + 3a3
)
˜ + O (˜2)= 24
7
a3˜ + O
(
˜2
)
.
From [15,17] we have
Lemma 3.2. For ˜ > 0 small, the homoclinic loop L∗i is inner stable (unstable) if a0 < 0 (> 0) or a0 = 0, σ1i < 0 (> 0) or a0 = σ1i = 0
and R1 > 0 (< 0), where i = 1,2.
Lemma 3.3. For ˜ > 0 small, the double homoclinic loop L∗1 ∪ L∗2 is outer stable (unstable) if a0 < 0 (> 0) or a0 = 0, σ11 + σ12 < 0
(> 0) or a0 = 0, σ11 + σ12 = 0 and R1 < 0 (> 0), where i = 1,2.
Next we consider the stability of singular points of system (3.4). Denote by Z1 = (X1, Y1), Z2 = (X2, Y2) the focus points
of system (3.4), where
X1 = −1+ 1
2
(b˜20 − b˜30 + b˜40)˜ + O
(
˜2
)
, Y1 = (a˜10 − a˜20 + a˜30 − a˜40)˜ + O
(
˜2
)
,
X2 = 1+ 1
2
(b˜20 + b˜30 + b˜40)˜ + O
(
˜2
)
, Y2 = (−a˜10 − a˜20 − a˜30 − a˜40)˜ + O
(
˜2
)
.
Under a1 = φ1(˜,a0,a2,a3,a4,a5),a2 = φ2(˜,a0,a3),a0 = 0, we have
div(3.4)|Z1 = ˜(a0 − a1 + a2 − a4) + O
(
˜2
)= ˜
(
−3
7
a3 + 3
8
a5
)
+ O (˜2), (3.11)
div(3.4)|Z2 = ˜(a0 + a1 + a2 + a4) + O
(
˜2
)= ˜
(
−3
7
a3 − 3
8
a5
)
+ O (˜2). (3.12)
Lemma 3.4. If a3 > 0, then there exist two functions φ4(˜,a3) = 87a3 + O (˜), φ5(˜,a3) = − 87a3 + O (˜) such that
(i) for a5 > φ4(˜,a3), Z1 is unstable and Z2 is stable,
(ii) for a5 < φ5(˜,a3), Z1 is stable and Z2 is unstable,
(iii) for φ5(˜,a3) < a5 < φ4(˜,a3), Z1 is stable and Z2 is stable.
Proof. By
∂ div(3.4)|Z1
∂a5
= 0, using the implicit function theorem, there exists a unique function a5 = φ4(˜,a3) = 87a3 + O (˜)
such that div(3.4)|Z1  0 ⇐⇒ a5  φ4(˜,a3). Similarly, there exists a unique function a5 = φ5(˜,a3) = − 87a3 + O (˜) such
that div(3.4)|Z2  0 ⇐⇒ a5  φ5(˜,a3). As a3 > 0 and φ4(˜,a3) > φ5(˜,a3), the conclusion follows easily and the proof is
completed. 
Let m ⊃ (i, j) denote system (3.4) having m + i + j limit cycles, where m, i, j are the number of large limit cycles, limit
cycles on the left plane, limit cycles on the right plane, respectively.
Theorem 3.1. Let a3 > 0 be ﬁxed and ˜ > 0 small. Then if 0 < a1 − φ1(˜,a0,a2,a3,a4,a5)  φ2(˜,a0,a3) − a2  −a0 
φ3(˜,a3) − a5  1, system (3.4) has six limit cycles. The distribution is 1⊃ (3,2).
Proof. Note φ3 > φ4 > φ5. Suppose
a1 = φ1(˜,a0,a2,a3,a4,a5), a2 = φ2(˜,a0,a3), a0 = 0, a5 = φ3(˜,a3),
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then we have
div(3.4)|Z1 > 0, div(3.4)|Z2 < 0, σ11 = 0, R1 > 0, σ12 > 0, σ11 + σ12 > 0.
By Lemmas 3.2–3.4, Z1 is unstable, Z2 is stable, L∗1 is inner stable and L∗2 inner unstable, L∗1 ∪ L∗2 is outer unstable.
Now we change the stability of L∗1, that is, keep a1,a2,a0 ﬁxed and let a5 satisfy 0< φ3−a5  1, then by σ11 > 0, L∗1 has
changed its stability from inner stable into unstable, thus a small stable limit cycle has appeared inside L∗1 (see Fig. 3.1).
Next keep a1,a2 ﬁxed and let a0 satisfy 0 < −a0  φ3 − a5  1, then by div(3.4)|(0,0) < 0, L∗1, L∗2 and L∗1 ∪ L∗2 have
changed its stability from unstable into stable, thus three unstable limit cycles have appeared (see Fig. 3.2). Then keep a1
ﬁxed and let a2 satisfy 0 < φ2 − a2  −a0  φ3 − a5  1, then by d2 < 0, L∗2 has broken and a small stable limit cycle has
appeared inside L∗2 (see Fig. 3.3). Finally, let a1 satisfy 0< a1 − φ1  φ2 − a2  −a0  φ3 − a5  1, then L∗1 has broken and
a small stable limit cycle has appeared inside L∗1 (see Fig. 3.4). Therefore, system (3.4) has six limit cycles. This ends the
proof. 
In the following, we discuss the bifurcation of a large homoclinic loop. By (3.7) and (3.8), we have
M(a) = M1(a) + M2(a) = 2
(
4
3
a0 + 16
15
a2 + 16
35
a3
)
.
Then
d(˜,a) = ˜NM(a) + O (˜2).
Similarly to the above analysis, we directly have by [16]
Theorem 3.2. Let a3 > 0 be ﬁxed and ˜ > 0 small. If
0< a2 − ψ1(˜,a0,a3)  −a0  a1 − ψ2(˜,a3,a4)  ψ3(˜,a3) − a5  1,
where
ψ1(˜,a0,a3) = −5
4
a0 − 3
7
a3 + O (˜),
ψ2(a3,a4, ˜) = 3
7
a3 − a4 + O (˜),
ψ3(a3, ˜) = −29
28
a3 + O (˜),
then system (3.4) has four limit cycles. The distribution is 2⊃ (0,2).
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and (3.4) as follows
a0 = − 72 (a10 + b01) = − 72 c00, a1 = −3(2a20 + b11) = −3c10,
a2 = − 52 (3a30 + b21) = − 52 c20, a3 = − 32
(
1
3
a12 + b03
)
= 1
3
−
3
2 c02,
a4 = −2(4a40 + b31) = −2c30, a5 = −1
(
2
3
a22 + b13
)
= 1
3
−1c12.
Therefore, by Theorems 3.1 and 3.2 we obtain
Corollary 3.1. Let c02 = 3a3 32 , where a3 > 0 is ﬁxed, and  > 0 small. If c00, c10, c20 and c12 satisfy
0< c10
1
2 − Φ1(, c00, c20, c02, c30, c12)  Φ2(, c00, c02) − c20  −c00  Φ3(, c02) − 1
3
c12
5
2   72 ,
where
Φ1(, c00, c20, c02, c30, c12) = 16
3
√
2π
c00 + 64
15
√
2π
c20 + 64
105
√
2π
c02
2 − c30 32 − 1
8
c12
5
2 + O (4),
Φ2(, c00, c02) = −5
4
c00 − 1
7
c02
2 + O (4),
Φ3(, c02) = 128
63
√
2π
c02
2 + O (4),
then system (2.1) has six limit cycles.
Corollary 3.2. Let c02 = 3a3 32 , where a3 > 0 is ﬁxed, and  > 0 small. If c00, c10, c20 and c12 satisfy
0< c20 − Ψ1(, c00, c02)  −c00  c10 12 − Ψ2(, c02, c30)  Ψ3(, c02) − 1
3
c12
5
2   72 ,
where
Ψ1(, c00, c02) = −5
4
c00 − 1
7
c02
2 + O (4),
Ψ2(, c02, c30) = 1
7
c02
2 − c30 32 + O
(
4
)
,
Ψ3(, c02) = −29
84
c02
2 + O (4),
then system (2.1) has four limit cycles.
In Theorem 2.1, [24] indicates that two limit cycles is the greatest lower bound for the number of limit cycles of sys-
tem (2.1). But now it is clear that the results get improved.
4. Conclusion
Comparing the above two corollaries with Theorem 2.1, we conclude that if we take ci j in (2.4) as constants, we only get
two limit cycles in system (2.1), but if we take them as parameters, we can get six limit cycles.
Acknowledgment
The author would like to thank Professor Maoan Han for his valuable suggestions and comments helping to complete this work.
References
[1] A. Andronov, E. Leontovich, I. Gordon, A. Maier, Theory of Bifurcations of Dynamical Systems on a Plane, Israel Program for Scientiﬁc Translations,
Jerusalem, 1971.
[2] V.I. Arnold, Loss of stability of self-oscillation close to resonance and versal deformations of equivariant vector ﬁelds, Funct. Anal. Appl. 11 (1977) 1–10.
[3] T. Carmon, R. Uzdin, C. Pigier, Z. Musslimani, M. Segev, A. Nepomnyashchy, Rotating propeller solitons, Phys. Rev. Lett. 87 (2001) 143901.
[4] S.N. Chow, C. Li, Y. Yi, The cyclicity of period annuli of degenerate quadratic Hamiltonian systems with elliptic segment loops, Ergodic Theory Dynam.
Systems 22 (2) (2002) 349–374.
384 J. Jiang / J. Math. Anal. Appl. 365 (2010) 376–384[5] F. Dumortier, Yu.S. Ilyashenko, C. Rousseau, Normal forms near a saddle-node and applications to ﬁnite cyclicity of graphics, Ergodic Theory Dynam.
Systems 22 (3) (2002) 783–818.
[6] F. Dumortier, M. Morsalani, C. Rousseau, Hilbert’s 16th problem for quadratic systems and cyclicity of elementary graphics, Nonlinearity 9 (5) (1996)
1209–1261.
[7] F. Dumortier, R. Roussarie, C. Rousseau, Hilbert’s 16th problem for quadratic vector ﬁelds, J. Differential Equations 110 (1994) 86–133.
[8] F. Dumortier, R. Roussarie, C. Rousseau, Elementary graphics of cyclicity 1 and 2, Nonlinearity 7 (1994) 1001–1043.
[9] F. Dumortier, R. Roussarie, S. Sotomayor, Bifurcations of cuspidal loops, Nonlinearity 10 (6) (1997) 1369–1408.
[10] J. Écalle, Introduction aux Functions Analysables et Preuve Constructive de la Conjecture de Dulac, Hermann, Paris, 1992.
[11] J. Guckenheimer, P. Holmes, Non-Linear Oscillations, Dynamical Systems and Bifurcation of Vector ﬁelds, Appl. Math. Sci., vol. 42, Springer-Verlag, New
York, 1983.
[12] M. Han, Cyclicity of planar homoclinic loops and quadratic integrable systems, Sci. China Ser. A 40 (12) (1997) 1247–1258.
[13] M. Han, On Hopf cyclicity of planar systems, J. Math. Anal. Appl. 245 (2000) 404–422.
[14] M. Han, Bifurcation Theory and Periodical Solution of Dynamic Systems, Science Press, Beijing, 2002.
[15] M. Han, J. Chen, On the number of limit cycles in double homoclinic bifurcations, Sci. China Ser. A 43 (2000) 914–928.
[16] M. Han, C. Fan, On the number and distributions of limit cycles in a quartic system, Chinese Ann. Math. Ser. A 26 (6) (2005) 825–834.
[17] M. Han, S. Hu, X. Liu, On the stability of double homoclinic and heteroclinic cycles, Nonlinear Anal. 53 (2003) 701–713.
[18] B.D. Hassard, N.D. Kazarinoff, Y.H. Wan, Theory and Applications of Hopf Bifurcation, London Math. Soc. Lecture Note Ser., vol. 41, Cambridge University
Press, Cambridge, 1981.
[19] D. Hilbert, Mathematical problems, translated by M. Newton, Bull. Amer. Math. Soc. 8 (1902) 437–479.
[20] Yu.S. Ilyashenko, Finiteness for Limit Cycles, Transl. Math. Monogr., vol. 94, American Mathematical Society, Providence, RI, 1991.
[21] Y.A. Kuznetsov, Elements of Applied Bifurcation Theory, Springer-Verlag, New York, 1995.
[22] J. Li, Hilbert’s 16th problem and bifurcations of planar polynomial vector ﬁelds, Internat. J. Bifur. Chaos 13 (1) (2003) 47–106.
[23] C. Li, W. Li, J. Llibre, Z. Zhang, Polynomial systems: A lower bound for the weakened 16th Hilbert problem, Extracta Math. 16 (3) (2001) 441–447.
[24] J. Llibre, X. Zhang, On the number of limit cycles for some perturbed Hamiltonian polynomial systems, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math.
Anal. 8 (2001) 161–181.
[25] A. Mourtada, Degenerate and non-trivial hyperbolic polycycles with two vertices, J. Differential Equations 113 (1994) 68–83.
[26] M. Morsalani, A. Mourtada, R. Roussarie, Quasi-regularity for unfoldings of hyperbolic polycycles, in: C. Camacho, et al. (Eds.), Complex Analytic Meth-
ods in Dynamical System, in: Astérisque, vol. 222, 1994, pp. 303–326.
[27] C. Rousseau, Hilbert’s 16th problem for quadratic vector ﬁelds and cyclicity of graphics, Nonlinear Anal. 30 (1997) 437–445.
[28] C. Rousseau, H. Zhu, PP-graphics with a nilpotent elliptic singularity in quadratic systems and Hilbert’s 16th problem, J. Differential Equations 196 (1)
(2004) 169–208.
[29] S. Wiggins, Global Bifurcations and Chaos: Analytical Methods, Appl. Math. Sci., vol. 73, Springer-Verlag, New York, 1988.
[30] H. Zhu, C. Rousseau, Finite cyclicity of graphics with a nilpotent singularity of saddle or elliptic type, J. Differential Equations 178 (2) (2002) 325–436.
