We provide a nonasymptotic analysis of convergence to stationarity for a collection of Markov chains on multivariate state spaces, from arbitrary starting points, thereby generalizing results in [Khare and Zhou Ann. Appl. Probab. 19 (2009) 
1. Introduction. The theory of Markov chains plays a prominent role in the fields of statistics and applied probability. Markov chains have a wide range of applications in numerous areas from particle transport through finite state machines to the theory of gene expression. Some important applications include modeling scientific phenomena in population genetics, statistical physics and image processing. Another important use is simulating from an intractable probability distribution. It is a well-known fact that, under mild conditions discussed in [1] , a Markov chain converges to its stationary distribution. In the applications mentioned above, often it is useful to know exactly how long to run the Markov chain until it reaches sufficiently close
for the total variation distance from stationarity after n steps. Here π(x) denotes the mass put by the stationary distribution at x, and λ denotes the second largest eigenvalue. However, the upper bounds derived in this paper mostly provide a significant improvement over the crude upper bound. See the remarks in Section 3.2.1 and Section 3.3.1.
Here is an example of our results. The Unified Neutral Theory of Biodiversity and Biogeography (UNTB) is an important theory proposed by ecologist Stephen Hubbell in his monograph [7] which is used in the study of diversity and species abundances in ecological communities. There are two levels in Hubbell's theory, a metacommunity and a local community.
We concentrate here on the evolution of the local community. The local community has constant population size N with d different species. At each step, one individual is randomly chosen to die and is replaced by a new individual. With probability m, the new individual is chosen randomly from the metacommunity, which has proportion p i of species i (i = 1, 2, . . . , d). With probability 1 − m, the new individual is randomly chosen from the remaining N − 1 individuals in the local community. This process is a variant of the so-called multi-allele Moran model in population genetics [5] . The metacommunity evolves at a much larger time scale and is assumed to be fixed during the evolution of the local community.
A very important issue of both practical and theoretical interests is to determine how soon a local community reaches equilibrium (see McGill [11] ). Let K(·, ·) be the transition density of our local community Markov chain with state space X and stationary density π. Let x ∈ X be the initial state of the Markov chain. We are interested in answering the following question. For arbitrary ε > 0, how many steps, n, are needed so that the total variation distance between the density of the Markov chain after n steps and the stationary density is less than ε? More precisely, we want to find n such that
where K n x denotes the density of the chain started at state x after n steps. 1 Khare and Zhou [9] provide an exact answer to this question in terms of the "chi-square distance" by using spectral techniques, when all individuals belong to the same species to begin with. So providing any nonasymptotic convergence bounds from an arbitrary starting point was still unresolved. Convergence bounds for the general local community Markov chain are provided in Section 3.1, with an arbitrary starting point. Note that the upper and lower bounds obtained are not exactly matching, but they are within a reasonable range of each other. Considering the fact that no useful analysis was available from an arbitrary starting point, the bounds provided are definitely a significant step forward.
As an illustration, note that under suitable parametrization (see [9] ), the local community process by Hubbell is the same as the Pólya down-up model; see Section 3.2. Suppose that the local community has population size N = 100 with d = 5 species. With probability m = 0.9, the new individual is chosen randomly from the meta-community with uniform species frequencies p = (0.2, 0.2, 0.2, 0.2, 0.2). Let X = (X 1 , . . . , X d ) be any (random) count vector of the local community, where X i is the count of individuals of species i. From Section 3.2, for a starting state x = (0, 10, 0, 10, 80), the bounds on the total variation distance are obtained as
For ε = 0.01, (1.1) tells us that at least 401 steps are necessary and at most 1018 steps are sufficient for the total variation distance to be less then 0.01. The crude upper bound for total variation distance is (2.2186 × 10 19 )(1 − 1/111) n which gives 5432 steps are sufficient for the total variation distance to be less then 0.01.
The paper is organized in the following way. In Section 2, we provide the necessary background for stochastic monotonicity, and then proceed to prove Theorem 2.1, which generalizes the results in [3] and [17] to multivariate partially ordered finite state spaces to obtain convergence bounds, under appropriate monotonicity assumptions. In Section 3, three classes of Markov chains: multi-allele Moran model, generalized Ehrenfest urn model and generalized Pólya urn model are considered. Each of these Markov chains is shown to be stochastically monotone with respect to an appropriate partial ordering, and also shown to satisfy the other assumptions in Theorem 2.1. All these are combined to provide nonasymptotic convergence bounds for these classes of Markov chains from arbitrary starting points. We conclude the paper with a short discussion in Section 4.
Monotone Markov chains have been thoroughly studied and applied. See Lund and Tweedie [10] , Stoyan [15] and the references therein. They are currently popular because of "coupling from the past." See David Wilson's website on perfect sampling, http://research.microsoft.com/en-us/um/ people/dbwilson/exact, for extensive references on this subject.
Alternatively, if the state space X of a Markov chain is totally ordered (e.g., a subset of Z and R), then the Markov chain with corresponding transition operator K is stochastically monotone if for every monotone function f : X → R, the function Kf is also monotone. There is a standard coupling technique available for monotone Markov chains on totally ordered spaces. Wilson [17] uses this coupling technique in the presence of an explicit eigenfunction to provide general convergence bounds for stochastically monotone Markov chains on totally ordered finite state spaces. Diaconis, Khare and Saloff-Coste [3] provide extensions for general state spaces and use these results to analyze certain two-component Gibbs samplers.
However, for multivariate state spaces, there is often no natural total ordering, but there exists a natural partial ordering. For example, if X consists of d-dimensional vectors, then entry-wise domination gives rise to a standard partial ordering. A Markov chain with corresponding transition operator K is monotone with respect to a partial ordering, if whenever f : X → R is monotone with respect to the partial ordering, Kf is monotone with respect to the partial ordering. See Fill and Machida [6] , Beskos and Roberts [2] , Roberts and Rosenthal [14] and the references therein for varied applications. The literature on perfect sampling mainly consists of various techniques for simulating from specific distributions on partially ordered spaces with a unique minimal and maximal element; see Propp and Wilson [13] 
Then for any starting state x,
where Y ∼ π.
Proof. Let x * ∈ X and y * ∈ X satisfy x * y * . It is well known that if a probability distribution µ on X is stochastically dominated by another probability distribution ν on X , that is, f dµ ≤ f dν for every monotone function f , then we can construct random variables X and Y such that X ∼ µ, Y ∼ ν and X Y; see for example [8] . Since K is monotone with respect to the partial ordering, , by repeated application of this result, we can construct two coupled Markov chains, {X n } n≥0 and {Y n } n≥0 such that
It follows that for any n ≥ 1,
The previous inequality uses X n Y n , the strict monotonicity of f and the hypothesis that f (y) − f (x) ≥ c 1 if x y, x = y. Next, since f is an eigenfunction of K, it follows that
Note that the argument above holds for any x * y * . Note that for any x = y, by the pair-wise dominance assumption, there exists z(x, y) (depends possibly on x and y) such that z dominates both x CONVERGENCE ANALYSIS OF MARKOV CHAINS 7 and y or is dominated by both x and y. Hence,
The previous equality follows from the fact that z either dominates or is dominated by both x and y, and f is monotone with respect to , which implies that f (x) − f (z) and f (y) − f (z) are either both positive or both negative. Convexity now yields
To get the lower bound, note that
Hence the theorem is proved.
Remark.
(1) It is to be noted that Theorem 2.1 works for any arbitrary starting point without requiring the assumption of reversibility. In Section 3.1, we show that the bounds on the total variation distance can be obtained without explicit knowledge of the stationary distribution.
(2) In all our examples, there will be a unique minimal element (and no maximal element), which is clearly sufficient to satisfy the pair-wise dominance condition.
We now apply this general result for a variety of Markov chains in population genetics.
Applications.
3.1. The Moran process in population genetics. The classical Moran process in population genetics models the evolution of a population of constant size by random replacement followed by mutation. Suppose there are d species in a population of size N . At each step, one individual is chosen uniformly to die and independently another is chosen uniformly to reproduce. They may be the same individual. If the latter is of species i, the offspring has probability m ij , 1 ≤ j ≤ d, to mutate to type j. Let X n = (X n1 , . . . , X nd ) be the vector of counts of species 1, 2, . . . , d at the nth step. Let N 0 := N ∪ {0}. 
Let K denote the transition density of this Markov chain. Note that the size of the state space is
. The one-step transition probabilities are
where e i is the unit vector with ith entry equal to 1. The mutation matrix M is assumed to be irreducible. This ensures the irreducibility and aperiodicity of the transition function K; see proof in the Appendix. Hence, the stationary distribution of K exists. Let π denote the density of the stationary distribution with respect to the counting measure. This model (d = 2) is due to Moran [12] . Background and references can be found in the text by Ewens [5] . When d = 2, in the continuous-time setting, Donnelly and Rodrigues [4] obtain an upper bound in terms of the separation and total variation distances, when all the individuals belong to the same generation initially. Watkins [16] analyzes the infinite allele Moran model in the discrete-time setting. However, unlike the multi-allele case, the (infinite) vector of species counts does not form a Markov chain. Instead, the N -dimensional vector whose ith entry is the number of species with i individuals at the current stage, forms a Markov chain. It is this fundamentally different Markov chain that is analyzed in Watkins [16] using strong stationary times.
In the multi-allele case, which we analyze, a standard choice of the mu-
where 0 < m ≤ 1 is the mutation probability of the offspring, and P is a stochastic matrix with each row (p 1 , . . . , p d ), a probability vector with positive entries. If mutation happens, the offspring will change to species i with probability p i . It is known from the literature that for this standard choice of the mutation matrix M, the corresponding Markov chain is reversible. Khare and Zhou [9] analyze this Markov chain and provide nonasymptotic convergence bounds in terms of the "chi-square distance" for some natural selected starting points. In this paper, we generalize this analysis in two directions. First, instead of considering the choice M = (1 − m)I + mP, we consider a general subclass of mutation matrices described in (3.3)-(3.5) which includes this choice as a special case. Second, we provide nonasymptotic convergence bounds from an arbitrary starting point. Consider the class of mutation matrices M satisfying one of the monotonicity conditions specified below:
and M * has an eigenvector which has all strictly positive entries.
Each of these conditions essentially says that there is a species, which we call species d without loss of generality, such that the mutation probability from this species to any species is smaller than the mutation probability from every other species to this species.
It is to be noted that for a general M satisfying any one of these three conditions, the Markov kernel K is nonreversible, and in this case, often the stationary distribution of K is not known. Note that condition (3.5) is satisfied by the standard choice of M = (1 − m)I + mP, and hence the analysis of this standard choice will come out as a special case. An example where conditions (3.3) and (3.4) are satisfied would be the following: Suppose m d1 = δ and m dd = 1 − δ, that is, the offspring born to species d can possibly mutate only to species 1 with a small probability δ. Suppose m 1d > 0, that is, species 1 can also mutate to species d with a positive probability. If all the mutation probabilities among species 1, 2, . . . , d − 1 are larger than δ, that is, m ij > δ for 1 ≤ i, j ≤ d − 1, then conditions (3.3) and (3.4) are satisfied.
Let us introduce a partial ordering on X d N . We define x, y ∈ X d N to be partially ordered, that is,
To get bounds on the total variation distance, according to Theorem 2.1, we need an eigenfunction f which is strictly monotone in , that is, if x, y ∈ X d N with x y, then f (x) ≤ f (y).
Proposition 3.1. Let K denote the Moran process specified by (3.1) , and suppose the mutation matrix M satisfies any one of conditions (3. 3)- (3.5) . Then K has a linear and strictly monotone eigenfunction f .
Proof. Note that
Letã = (ã i ) 1≤i≤d be any eigenvector corresponding to an eigenvalueλ of M. Then we have
We now show that M has an eigenvector a such that a i > a d for every 1 ≤ i ≤ d − 1. It follows from condition (3.3) that m * ij > 0, and from condition (3.4) that m * ij ≥ 0, and M * is irreducible. Hence, under condition (3.3) or (3.4), by the Perron-Frobenius theorem, the largest eigenvalue λ * of M * is positive with multiplicity 1, and there exists an eigenvector a * = (a * j ) 1≤j≤d−1 corresponding to λ * , such that a * has all positive entries. Also, in condition (3.5), we have directly assumed a * has all positive entries. Note that
since the mutation matrix M is assumed to be irreducible.
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Let c be defined by
and a be defined by
Note that, by the definition of c,
We have
Note that
Adding (3.6) and (3.7), we get Ma = λ * a. This shows a is an eigenvector of M corresponding to eigenvalue λ * .
Thus,
, which is strictly monotone with respect to , is an eigenfunction of K corresponding to the eigen-
We now show that for the Moran process, K is monotone with respect to the partial ordering, .
Theorem 3.1. Let K denote the Moran process specified by (3.1) , where the mutation matrix M satisfies one of the conditions specified in (3.3)- (3.5) . Then K is monotone with respect to the partial ordering, .
Proof. Consider any x ∈ X d N and y ∈ X d N with x y. We construct two random vectors X and Y such that X Y with X ∼ K(x, ·) and Y ∼ K(y, ·). This will immediately imply that Kf (x) ≤ Kf (y) for any monotone function f and any x, y with x y.
Let x = (x 1 , x 2 , . . . , x d ) and y = (y 1 , y 2 , . . . , y d ). Then by assumption x i ≤ y i for every 1 ≤ i ≤ d − 1. We now describe the procedure for obtaining X and Y. In order to specify the coupling argument, consider two populations with N individuals each. Population 1 has x i individuals of species i, and population 2 has y i individuals of species i, for every 1 ≤ i ≤ d. We label the individuals in the two populations as follows. The individuals of the ith species of population 1 are labeled from ( In Table 1 , we label the individuals of population 1 from 1 to 17 based on x. For the 1st species of population 2, there are 2 individuals, the first individual gets the label 1, same as the label of the first individual of population 1, and the second individual is an "extra individual," to be labeled later. Now, for the 2nd species, there are the same number of individuals for both the populations, so these individuals get the same labels. For the 3rd species, there is one "extra individual," to be labeled later; other individuals get the same labels. The 4th species has 2 individuals in population 2, who get the same labels as the first 2 individuals of the 4th species in population 1. Last, 2 extra labels 16 and 17 are assigned to the "extra individuals" of species 1 and 3 of population 2, respectively.
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Let us return to the general proof, and define k 1 := (IV) Finally, the individual corresponding to the label i 1 dies for both the populations. If 1 ≤ i 1 ≤ k 1 + k 2 , then the individual belongs to the same species for both the populations. If k 1 + k 2 + 1 ≤ i 1 ≤ N , then the individual corresponding to the label i 1 belongs to species d for population 1 and is an "extra individual" in the first d − 1 species of population 2. In either case, the partial ordering is preserved.
Let X and Y be the resulting species configurations of population 1 and population 2, respectively. Note that marginally the movement from both x to X and y to Y follows the transition mechanism of K, and X Y. This completes the proof.
Bounds on total variation distance.
For the partial ordering, , discussed above, applying Theorem 2.1 in the case of the Moran model, provides us with bounds on the total variation distance. We have shown that for the Moran process, K is monotone with respect to the partial ordering, ; see Theorem 3.1. It is easily seen that 0 (with first d − 1 entries equal to zero, and the dth entry equal to N ) is dominated by x for every x ∈ X d N . Hence, the pair-wise dominance property is satisfied. Recall that by Proposition 3.1, there exists an eigenfunction
N , such that f is strictly monotone with respect to the partial ordering, . Hence, the conditions of Theorem 2.1 are satisfied, and the bounds on the total variation distance are obtained as
where
Note that a d < 0. Note again that the stationary distribution π in not known in general, but the analysis above leads to upper and lower bounds which do not depend on the stationary distribution, and are reasonably close to each other.
Bounds on total variation distance in the special case.
We now provide a nonasymptotic convergence analysis for the special choice of M = (1 − m)I + mP. It has been proved earlier in Khare and Zhou [9] 
Since Proof. Consider any x ∈ X d N and y ∈ X d N with x y. We construct two random vectors X and Y such that X Y with X ∼ K(x, ·) and Y ∼ K(y, ·). This will immediately imply that Kf (x) ≤ Kf (y) for any monotone function f and any x, y with x y.
In order to specify the coupling argument, we consider two populations of N balls each, with N balls distributed in d urns based on x and y, respectively. We use the same labeling technique for both the populations as discussed in Theorem 3.1 (regarding species as urns and individuals as balls).
We now change the urn configuration of population 1 and population 2 in three sub-steps which are described below: (I) Choose s labels without replacement from 1 to N . (II) This sub-step will consist of s sequential urn draws, and after each draw, an extra ball will be added to the chosen urn for both the populations as described below. Repeat the following for j = 1, 2, . . . , s.
Generate U j ∼ Uniform[0, 1]. Now, at the beginning of the jth draw in this sub-step, there are, in total, N + j − 1 balls each in both the populations. Hence the total weight of the urns (with balls) in both the populations is |α| + N + j − 1. Let X j−1 := (x 
The following is the procedure to choose urn for population 2 at the jth draw:
If 0 ≤ U j < p
or, q
, choose urn 2 and so on. Finally, if q
Add a ball to the chosen urn.
(III) Remove the balls corresponding to the s labels in sub-step (I) from both the populations.
It is to be noted that in sub-step (II), assuming X j−1 Y j−1 (and hence p j−1 q j−1 ), the mechanism for drawing urns is such that either the same urn is chosen for both the populations or when the dth urn is chosen for population 1, then any of the first d − 1 urns is chosen for population 2. Hence, X j Y j (and hence p j q j ). Since X 0 = x and Y 0 = y, it follows by induction (on j) that X j Y j for j = 1, 2, . . . , s. In sub-step (III), the balls with the same s labels are removed from both the populations. Based on the labeling procedure, either balls with the same label lie in the same urn for both the populations, or the ball lies in the dth urn for population 1 and is an "extra ball" in the first d − 1 urns for population 2. In either case, removing balls with the same label from both the populations does not change the partial ordering of the urn configurations.
Let X and Y be the resulting urn configurations of population 1 and population 2, respectively. It follows from the discussion above that X Y. Note that marginally the movement from both x to X and y to Y follows the transition mechanism of K. To see this, note that the probability of choosing the ith urn at the jth draw in sub-step (II) for population 1 is P(
; and the corresponding probability for population 2 is P( 
. Thus, the bounds on the total variation distance are obtained as
Similarly, in the case of Pólya down-up models, the second largest eigenvalue is given by λ = (1 − These can be substituted in (3.11) and (3.12) to get the corresponding total variation bounds for these models.
Remark. Note that the coefficient of λ n in the upper bound derived in (3.12) is at most 2N . Let us try and compare it to the coefficient of λ n in the crude upper bound, which is given by
At one possible extreme, when all entries of x except the ith one are zero, the coefficient is essentially a polynomial in N of degree The main fact is that the coefficient of λ n in the upper bound derived in (3.12) is linear in N , whereas the coefficient of λ n in the crude upper bound almost always behaves like a polynomial of a higher degree in N . For ε = 0.01, (3.13) tells us that 178 steps are necessary and 518 steps are sufficient for the total variation distance to be less than 0.01. The crude upper bound for total variation distance is (6.1094 × 10 13 )(1 − 9 500 ) n which would have implied 2002 steps are sufficient for the total variation distance to be less then 0.01.
3.3.
A generalized Ehrenfest urn model. There are N indistinguishable balls to be distributed to d urns. At each step, s balls are chosen at random from the total of N balls, and each of them is redistributed independently according to the same probability p = (p 1 , p 2 , . . . , p d ). Let X ni be the number of balls in the ith urn at the nth step of the Markov chain. Then {X n = (X n1 , X n2 , . . . , X nd ), n = 0, 1, 2, . . .} forms a multivariate Markov chain on X d N . Let K denote the transition density of this Markov chain. Consider the same partial ordering, , as defined in the case of the Moran process. We now show that K is a monotone Markov chain with respect to the partial ordering, . Proof. Consider any x ∈ X d N and y ∈ X d N with x y. We construct two random vectors X and Y such that X Y with X ∼ K(x, ·) and Y ∼ K(y, ·). This will immediately imply that Kf (x) ≤ Kf (y) for any monotone function f and any x, y with x y.
We now change the urn configuration of population 1 and population 2 in five sub-steps which are described below:
(I) Choose s labels without replacement from 1 to N . (II) Remove the balls with the chosen labels from both x and y. (III) Choose an urn, such that urn i is chosen with probability p i for every i = 1, 2, . . . , d.
(IV) Add a ball to the chosen urn for both the current X and Y configurations.
(V) Repeat steps (III) and (IV) s times independently.
Let
x i be the total number of balls in the first d − 1 urns of population 1, and k 2 := y d be the number of balls in the dth urn of population 2. Consider sub-steps (I) and (II). Without loss of generality, let us assume out of s labels chosen, r labels are between 1 and k 1 + k 2 and s − r labels are between k 1 + k 2 + 1 and N .
• Each of the r balls corresponding to labels 1 to k 1 + k 2 lies in exactly the same urn for both the populations. Removing these does not change the partial ordering between the urn configurations.
• Each of the s − r balls corresponding to labels k 1 + k 2 + 1 to N lie in urn d for population 1, and are "extra balls" lying in the first d − 1 urns for population 2. Hence, removing them does not change the partial ordering between the urn configurations of population 1 and population 2.
Consider sub-steps (III), (IV) and (V). Since the balls are put in the same urn for both the populations, adding the new balls does not change the partial ordering between the urn configurations.
Let X and Y be the resulting urn configurations of population 1 and population 2, respectively. Note that marginally the movement from both x to X and y to Y follows the transition mechanism of K, and X Y. This completes the proof.
The following example illustrates the one-step movement of the above construction in population 1 and population 2 for Theorem 3.3.
Example 3.3.1. Consider the same x and y as in Table 1 . Suppose the 4 balls chosen in sub-step (I) are with labels 6, 8, 14 and 16. It is evident that the removal of the balls with the chosen labels in sub-step (II) does not alter the partial ordering between the urn configurations of the two populations. Since the urn chosen in sub-step (III) is same for both the populations, adding a ball to the urn in sub-step (IV) does not change the partial ordering between the urn configurations of the two populations.
3.3.1. Bounds on total variation distance. For the partial ordering, , discussed above, applying Theorem 2.1 in the case of the generalized Ehrenfest urn model, provides us with bounds on the total variation distance.
It has been proved earlier in Khare and Zhou [9] that the generalized Ehrenfest urn model has second largest eigenvalue λ = 1 − 
corresponding to the eigenvalue λ is strictly monotone in . Again, it is easily seen that 0 is dominated by x, for every x ∈ X d N . Hence, the conditions of Theorem 2.1 are satisfied. We have c 1 = 1 and
Thus, the bounds on total variation distance are
Remark. Note that the coefficient of (1 − s N ) n in the upper bound derived in (3.15) is at most 2N . We compare it to the coefficient of (1 − s N ) n in the crude upper bound, which is given by
At one possible extreme, when all entries of x except the ith one are zero, the coefficient is (1− 1/100) n = (1.02× 10 15 )(1− 1/100) n would have implied that 3897 steps are sufficient for the total variation distance to be less then 0.01.
Discussion.
We use a probabilistic technique based on a monotone coupling argument for analyzing all the examples in this paper. We obtain reasonable upper and lower bounds for the total variation distance for any arbitrary starting point of the Markov chain, significantly broadening previous results in [9] . This analysis is very simple to implement, requiring the knowledge of a single eigenfunction and its corresponding eigenvalue. In addition, the analysis does not require the assumption of reversibility. As an illustration, we provide the nonreversible Moran model in Section 3.1. The next goal is to sharpen the bounds to obtain matching upper and lower bounds, and to generalize the techniques developed in this paper for continuous state spaces.
APPENDIX
Lemma 1. If the mutation matrix M is irreducible, then the transition density K in (3.1) is irreducible and aperiodic.
Proof. We first show irreducibility. Let x ∈ X d N be arbitrarily chosen. Let i = j be such that 1 ≤ i, j ≤ d and x i > 0. By the irreducibility of M, there exists n ∈ N such that (M n ) ij > 0. As a result, there exist i = k 0 , k 1 , k 2 , . . . , k n−1 , k n = j such that n−1 l=0 m k l k l+1 > 0. Let x 0 = x, and x l = x l−1 + e k l − e k l−1 for 1 ≤ l ≤ n. Note that by construction, x l k l > 0, which implies x l ∈ X d N for every 1 ≤ l ≤ n. Hence,
> 0.
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We have thus shown that if x and y are neighbors in X d N , that is, if y can be obtained from x by removing an individual in one species and adding an individual in another, then there exists n ∈ N such that K n (x, y) > 0. Since any two elements of X d N are connected by a path such that successive elements in the path are neighbors, it follows that K is irreducible.
We now show aperiodicity. Since M is irreducible, there exist i, j such that 1 ≤ i = j ≤ d and m ij > 0. If x ∈ X d N is such that x i , x j > 0, then
Since K is irreducible, and there exists at least one x ∈ X d N such that K(x, x) > 0, it follows that K is aperiodic.
