I. INTRODUCTION
The first order linear FDEs may appear in many applications such as finance [1] , engineering [2] , and medicine [3] . The theory of differential equations (DEs) involving uncertainty is known as FDEs. The initial values are fuzzy numbers.
The initial value problem (IVP) and the FDEs are handled by Kaleva [4] and Seikkala [5] . Consider a first-order fuzzy IVP is given 
where a fuzzy function is denotes by y , a fuzzy number is 0 y , the fuzzy derivative of y is ' y and ( ) , f t y as a fuzzy function. One of the most general solutions to the fuzzy IVP is Seikkala derivative.
The Euler method introduced by Ma et al. [6] is the earliest numerical research for solving this problem. It can be solved numerically whereby a new system of two classic ODEs are formed when the FDEs is replaced by its parametric form. Other numerical methods are discussed by several researchers to solve FDEs such as Abbasbandy and Viranloo [7] with Runge-Kutta method of order four, Palligkinis et al. [8] with an s-stage Runge-Kutta method, Ghazanfari and Shakerami [9] with the extended Runge-Kutta-like formulae, Allahviranloo et al. [10, 11, 12] propose predictor-corrector method by using Adams methods, Mehrkanoon et al. [13] and Zawawi et al. [14] present block methods.
The FDEs can be translated to system of ODEs. In [15] , the system of ODEs and FDEs are equivalent under certain conditions by characterization theorem. Therefore, any numerical method can be used to solve the FDEs.
Block method is one of the numerical methods that approximate solutions in a block of n-steps. There are only a few researches solving the FDEs by using the block method. However, the convergences of the methods are not being discussed. In this research, a diagonally implicit multistep block method of order five is introduced for solving FDEs under the Seikkala derivative. The purpose of this research is to implement the 2-point diagonally implicit multistep block method to solve FDEs using a constant step size. The block method has the advantage of reducing the number of function evaluations, total steps and execution times but still manage to obtain better or comparable accuracy when compared to the existing method.
II. PRELIMINARIES
Some of the fuzzy numbers basic definitions are reviewed. For more details, see Xu et al. [16] . 
c. u is normal, i.e., 0 x R ∃ ∈ for which ( )
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> is the support of the u , and its
Suppose that E be the set of fuzzy numbers on R . The rlevel set of a fuzzy number ,0
The r -level set of a fuzzy number is a closed and bounded 
D is a metric in E . The properties as follow [17] : a. 
where I is a real interval. The Seikkala derivative of ( )
r y t y t r y t r t I r
whereby the equation defines a fuzzy number ( ) 
For more details, refer [15, 19] .
III. FORMULATION OF BLOCK METHOD
Based from [20] 
is separated into a several of block.
FIGURE 1. Block method of 2-point
The method proposed is a 2-point 1 block method. It operates by approximating two points simultaneously at 1 n t + and 2 n t + in a block. Since it is a multistep method, more than one back values are needed as shown in FIGURE 1. 
For the predictor formulas, the derivation is the same as the corrector formulas. However, the order is one less.
Based from Lambert [21] , the error coefficients are obtained. For
Since 7 0 C ≠ , then 2 n y + is order six. Hence, the 2-point 1 block method is order five as it considered the smaller order.
IV. BLOCK METHOD FOR SOLVING FIVP
Consider the FIVP (1), where f is a mapping from E into E and 0 y E ∈ with r -level sets
The interval [ ] 0,T is substituted with a set of grid points n n n n n n n n n n n n n n n n n n n n n n n n n n h n n n n n n n n n n n n n n h 
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by following the lemma shown below. (11) and (12) 
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h Y ζ 646  19  106  1  720  720  720   264  251  3  ,  720 720 160 In Table I , the results for RK(5) in terms of maximum error is slightly better than 2P1DI(5) when the iteration, m=1. When the number of iteration increased to two (m=2), the 2P1DI(5) obtained comparable accuracy compared to RK (5) . However, at m=2, the 2P1DI(5) needed a smaller amount of function evaluations, total steps and execution times than the RK(5). Thus, the 2P1DI(5) is less costly and faster than RK(5) from the point of maximum error and execution time.
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In Table II , the 2P1DI(5) give a slightly better result than the RK(5) in terms of maximum error when m=1. The accuracy improved for 2P1DI(5) when m=2 and it managed to obtain less function evaluations and even faster in terms of timing compared to RK (5) . This is because the method converged faster and it can be observed from the results of number of function evaluations. The accuracy improved as the step size gets smaller.
The graphical representations of the approximated and exact solutions are given in Figure 2 and Figure 3 . It confirmed the validity and feasibility of the method. 
VI. CONCLUSIONS
In this research, the 2P1DI(5) has been successfully implemented for solving FDEs using Seikkala derivative. It approximated two points concurrently. The performance of the block method is better than the existing method from the point of accuracy and timing. The function evaluations number is less and it converges faster. Hence, the 2P1DI(5) is suitable for solving first-order FDEs.
