If G is the special orthogonal group O + ( K ) of a quadratic space V over a finite field of characteristic p, and r is a positive integer, we determine the abelian ^-subgroups of largest order in G whose fixed subspaces in V have dimension at least r. In particular, we determine the abelian subgroups of largest order in a Sylow p-subgroup of G, extending some results obtained with different methods by Barry (1979) .
Introduction
Interest in the large abelian subgroups of a finite/>-group P goes back at least to Burnside (1912) , and has more recently been stimulated by their use in the definition of the important Thompson subgroup J(P) , Thompson (1964) . A particularly interesting case arises when P is a Sylow/>-subgroup of a group G of Lie type defined over a finite field of characteristic p, since the study of the unipotent elements and subgroups of G appears to be a key to understanding its structure and properties. If G is a Chevalley group of type A n , B n , C n or D n , the abelian subgroups of largest order in P were determined by Barry (1979) , applying an inductive method on a suitable parabolic subgroup of G, and using extensive calculations with the Chevalley commutator formula. In applications, however, G often arises not as abstract group, but as a classical group of linear transformations on a vector space V, and then the abelian />-subgroups of G W.J.Wong [2] having certain properties in this representation become of interest. In this paper we consider the case that G is an orthogonal group, and study the abelian /^-subgroups of G of largest order fixing the vectors of an /--dimensional subspace of V. Our methods are again inductive, but use the geometry of the situation rather than the Chevalley formula. We begin by explaining some necessary notation and terminology in Section 1. In Section 2, we obtain a recursion formula for the largest order of an abelian -subgroup of G fixing the vectors of an /--dimensional subspace, and we find its explicit value in Section 3. The description of the groups which occur is given in Section 4, except for a few cases in low dimensions. In Section 5 we show how our results give the largest abelian subgroups in a fixed Sylow/?-subgroup of G, thus providing an alternate method to that of Barry, and completing his results for the case of the orthogonal groups. The paper closes with some remarks in Section 6.
Most of the work in this paper is independent of the value of p. However, it is convenient to omit the case when p = 2 and dim V is odd, so as to avoid the "defective" situation in which the bilinear form on V is degenerate.
Notation and terminology
We take a finite field F of q elements, having characteristic p, and consider a finite-dimensional vector space V over F, equipped with a quadratic form. This is a map Q: V^> F such that
Q(av + bw) = a 2 Q(v) + b 2 Q(w) + abB(v, w),
for all v, w e V, a, b G F, where B is a bilinear form. In general our terminology will be similar to (but not identical with) that of Dieudonne (1955) . In the following glossary, W and Z are subspaces of V, with W C Z. W x = orthogonal complement of W in V, relative to B. w£ = w 1 -n z.
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Finite orthogonal groups 225 We assume throughout that V is nondefective of dimension n. Then v = (j)(n -1) if n is odd, while v = (i)« or v = {^)n -1 if n is even. In the latter case we shall occasionally say B is of hyperbolic type or nonhyperbolic type according as v = (\)n or v = (\)n -1. If p = 2, B is an alternating form, so that M must be even and B is of hyperbolic type.
The orthogonal group O{ V) consists of all linear transformations a on V such that Q(ov) = Q (v) , for all v G V. For technical reasons, we restrict to the special orthogonal group O + (V) (of index 2 in O(V)\ which is the set of all a in O{ V) for which dim(a -1) V is even, Dye (1977) .
We shall say an element or subgroup of O + (V) fixes a subspace X of V if it fixes every vector in X. More generally, it fixes a quotient X/ Y of two subspaces of V such that 1 2 Y, if it maps every coset x + Y on itself (JC e A").
We shall frequently use the following facts.
The only element a of O + (V) fixing a hyperplane of V is the identity (since dim(a -\)V < 1 and dim(o -l)V is even).
Recursion formula
For 0 < /• < n, we let <35 (V, r) denote the set of all abelian /^-subgroups A of O + {V) such that A fixes some subspace of dimension r, and let &(V, r) be the set of all members of % (V, r) having largest possible order. We write the order of an element of &(V, r) as q K "' r) . This is an incomplete notation, since, for a given n, there can be different quadratic forms, giving different orthogonal groups (when n is even). However, it will turn out that two quadratic forms whose associated bilinear forms have the same type (hyperbolic or nonhyperbolic) give the same value of f(n, r). Thus ambiguity will be avoided if it is understood that, for even dimension, the notation is always used for spaces whose bilinear forms have the same type as the space V in which we are interested. We shall use such spaces in our inductive argument.
If is clear that /(/i, r) is a nonincreasing function of r, and that /(«, n) = 0. Also /(«, n -1) = 0, since only the identity element of O + (V) fixes a hyperplane. The following result shows that/(n, 0) = f(n, 1), and also allows us to set up our basic inductive situation. Dieudonne (1955) , pages 33, 34. Write W = X © Y, where Y is a nondefective subspace (possibly 0), and set Z = Y x . Then X C X% c Z, and all these subspaces are invariant under P. If X =£ X£, then P fixes some nonzero element of X£ /X, so that there exists a vector (av -v) , and so Q(av -v) = 0, av -v E radg W = 0, by nondegeneracy of W. Thus v G W n Z = X, a contradition. Hence A'/ = *, dim Z = 2, and W is a hyperplane of F. Since only the identity element of O + (V) fixes a hyperplane, this is a contradiction, and Lemma 1 is proved.
If x is a singular vector of V, we can choose another singular vector y, such that B(x,y) = 1, by Dieudonne (1955) , pages 20, 33. Then x,y is called a hyperbolic pair, and spans a nondefective subspace <x, >>). The restriction of B to the orthogonal complement <JC, >' >" L is of the same type as Z?.
LEMMA 2. Suppose x,y is a hyperbolic pair in V, and Z = {x,y} ± , so that V = (x} © Z © <_y). For ju G O(Z), / 6 Z , cfe/i/ie a /mear transformation If L = {a G 0
with kernel iV = {a(l, 01' £ Z} isomorphic to the additive group of Z, and in fact L is a splilt extension of Z by O + (Z). In applying Lemma 2, it will be convenient to use a standard notation as follows.
BASIC SITUATION 1. The initial ingredients are a singular vector x, and a subspace X of K whose radical contains x. Take y and Z as in Lemma 2, and define the transformations a(/i, /)• Set W = X n Z, so that Z = <JC> © JF. We note that o(ja, 0 fixes X/(x} if, and only if, fi fixes W, and a(fi, i) fixes X if, and only if, /i fixes W and r G W / .
We shall make reference to this situation in constructing groups .n &(V, r). We shall also use Lemma 2 when we already have a group in &(V, r). Here we have a rather more elaborate configuration, and use a standard notation as follows.
BASIC SITUATION 2. The initial ingredient is a group A in &(V, r), with A ^ \. By Lemma 1, there is a degenerate /--dimensional subspace X fixed by A (possibly not the subspace of all vectors fixed by A), and a singular vector x may be chosen in rad X. From x and X, we set up Basic Situation 1, with its notation. The homomorphism 9: L-> O + (Z) shows that \A\ = \M\ \A X \, where M = A n N and
(/I, is "essentially the same" as the group of transformations induced by A on <x> where d = dim( W + S), and we remind the reader that /(« -2, <;?) refers to the space Z, whose bilinear form has the same type as that of V. We now proceed to find an upper bound for f (n, r) . By Lemma 1, we may assume r > 1, and also n > 3, since O + (V) has no nontrivial /^-subgroup if n < 2, as only the identity fixes a hyperplane.
LEMMA 3. Let n > 3, 1 < r < n, and set
Then,f(n, r) < max{g(n, r, .s)|0 <s <n -r -1}.
PROOF. We set up Basic Situation 2. Clearly To show that we have equality in Lemma 3 requires the construction of some abelian/^-subgroups of O + (V). The /--dimensional fixed subspaces will lie in a certain family, defined as follows.
Let §>(V) be the set of all subspaces
LEMMA 4. Let r, s be nonnegative integers, r + s < n, X G S(F), and
Then there exist subspaces W, S of X of dimensions r, s respectively, such that W is orthogonal to S, and W, S G S ( F ) .
(\)n -1, and, since X G §>(F), ^D J f 1 . Take any subspace W of dimension [7] Finite orthogonal groups 229 (^)n with X L c W c X, and let 5 = W x , also of dimension (|)n. Then c S c J f , and rad »T = rad S = A'-1 , so that W, S B S(K). Now suppose we do not have the case r = s = (\)n, v = (|)n -1. Then dim X = max(r, s), and we have symmetry between r and 5. We may assume r > s, so that dim A' = r, and we take W = X.lf X D X x , then dim *-1 = n -dim A' = /I -r > s, and we take 5 to be any j-dimensional subspace of A'
x . If X C X-1 , we take 5 to be any s-dimensional subspace of X. If r = (5)/!, dim(rad A") = v -(j)n -1, thens # (j)n by supposition, so that s < (5)/! -1, and we take S to be any ^-dimensional subspace of rad X. In all three cases, S C S ± , so that 5 G S(F). This proves Lemma 4.
max(r -I, s + I)), ifr>v. There exist an r-dimensional subspace X G S(F) and a subgroup A G &(V, r), such that A fixes X.
PROOF. We prove this result by induction on n. As noted before, Lemma 1 gives /(n, 0) = f(n, 1), and also f(n, r) = 0 for n < 2. Assume n > 3, and let 0 < s < n -r-1. 
, fixing the r-dimensional subspace X = <x> © W, which lies in S (F).
Choice of the value of s giving the largest value of g(n, r, s), together with Lemma 3, completes the proof of the Recursion Formula.
It is easy to verify that, if the group A, of the proof is elementary abelian, then so is A. Thus the induction proof shows that &{V, r) always contains at least one elementary abelian group. The descriptions obtained in Section 4 will show that in fact the groups in &(V, r) are almost always elementary abelian. We note that the equality in the Recursion Formula imphes that, in the Basic Situation 2, we have M -{o(l, 01' G S), and
Explicit values
For small values of n, calculation with the Recursion Formula gives the values of f(n, r) shown in the table. PROOF, (a) We use induction on n, the result being true for n < 2. Suppose n > 3. lfO<s<n-r-\, then s + \ < n -r < r -l , so that g{n, r, s) = s + f(n -2, r -1). Thus, in the expression for fljn, r) given in the Recursion Formula, the maximum value of g(n, r, s) occurs (only) at s = n -r -1, and f(n, r) = n -r -1 + f(n -2, r -1). By inductive hypothesis, f(n -2, r -1) = (iX» -r -1)(« -r -2). Hence,/(«, r) = (±X» -rX» -r -1).
(b) We use induction on m, the result being true for m = 4 by the table. Let m > 5. If J < r -1, then g(n, r, s) = s + f(n -2, r -1) is a strictly increasing function of s, and so /(«, /•) = max{ g(n, r, s)\r -\ < s <, n -r -1}. Ifr-1 < j < m -1, then g(n, r, s) = s + f(n -2, s) = s + (j)(m -l)(m -2) + 1, by inductive hypothesis, and so the maximum value of g(n, r, s) for 5 in this range is m -1
. This is a convex function of J, whose maximum value on the closed interval from m to n -2 is m + (|)(n -2 -w)(/i -3 -m) = ( j M m -1) + 1. Thus, /(«, r) = (j)m(m -1) + 1, and the maximum of g(n, r, s) occurs at s = m -\,m.
(c), (d) We omit the proof in these cases, as it is similar to that in case (b). We simply state the values of s for which the maximum value of g(n, r, s) occurs. 
The groups
We shall give descriptions of the groups in &(V, r) in most cases, including the "general" cases covered by Theorem I. Most of the groups occurring will be given as the group of all elements of O + (V) fixing some elements x or subspaces W or quotients X/ Y of subspaces of V. It will be convenient to use the notation exemplified by
The subspaces of fixed vectors of elements of &(V, r) are usually, but not always, in the family S ( V) defined in Section 2. We enlarge this family slightly by defining %(V) to be the set of all subspaces
X is degenerate and dim A" = n -2, or (e) Jf is degenerate, dim X < 3, n = 6 and r = 2. We shall write % r ( V) for the set of all /--dimensional subspaces of V lying in use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700024575 W.J.Wong [10] We shall describe the groups in &(V, r) in a series of propositions, labelled in accordance with the cases of Theorem I. We shall give proofs for the propositions corresponding to cases (a) and (b), and omit proofs for the remaining cases, which use the same basic ideas although some cases require more elaborate calculations.
Of course, &(V, r) contains only the identity group if r > n -2.
We use induction on n, the result being vacuously true if n < 3. Assume n > 4, X G % r (V). Either r < / j -2 a n d A ' -L C A r , or r = n -2 and * is degenerate. Since rad G X has codimension at most 1 in rad X, we can in any case choose a nonzero vector x in rad e X, and set up Basic Situation 1 as in Section 2. Then A(X) consists of all a(/i, 0 such that \i fixes Wand / G W^. If r = n -2, then W is a hyperplane of Z, A(X) = {a(l, t)\t G W^} is an abelian group of order q, and thus . We can choose t\ in (W,)^ such that fi(«, ?' ,) ^ 0, since otherwise ( W^ would be totally isotropic of dimension greater than (j)dim Z,. Use this t\ with a suitable X' to get an element \t! of A u and choose t' so that o(/it', t') EL A. Then we see that c = &5(M, /,), where k is independent of \i and f.
A
calculation now shows that (o(n, t) -l)u = -B{u, t l )(x l + kB(u, u)x).
Since X^ = X © <w>, and ^ fixes A", we see that A C ^(A", A r X /<x'», where x' = x, + AC5(M, M)X, and hence y4 = A(X, A x / < x ' » . This proves Proposition Bl. -and set up Basic Situation 1. Then A(x, < J C > X / < X » = {a(l, 01' e 2 } is an abelian group of order q 1 , and so lies in<£(K, 1). Conversely, suppose A G $(K, r), and set up Basic Situation 2. We now introduce a new method for studying^. For ft G v4,, we set <:"-{ / e z|a(ju, / ) e / ( ) .
For a(ju, /) to fix W, / must lie in W£, so that C M C W£. The equation a(l, t')a{n, t) = o(n, t + t') shows that C M is a coset of 5 in W^, and so we have a map y^.-^/S, given by y(n) = C^. Since A x fixes 5 1 and W, W£/S is an /1,-module, and the equation a( /x, <)a( ju', f') = a( ju/x', t + ju/') shows that y is a crossed homomorphism. The group A is determined by A, and y.
The "kernel" of y, use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700024575
[13]
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The same argument works when s = m = 4, if K =£ 1. Suppose K = 1, so that y is a bijection of ^, on Z/S (and r = 1). Since A x fixes S, /I, also fixes Z / 5 / . Also, 5 / is singular, since 5 / c S and p ¥= 2. Finally, suppose that m = 4, r = 1, j = 7. Then ^4, = 1, and A = {a(l, /)|/ G Z}, so thatv4 = A(x, <x> J -/<x». This proves Proposition B2.
As previously mentioned, we omit the proofs of the remaining propositions in this section.
Before stating the next result, we define some groups that occur in the case n = 8, p = 2. First suppose v Q = 4, and take a singular subspace X of dimension 4 in V. Let x be a nonzero element of X, and set up Basic Situation 1. is an abelian subgroup of order q 6 in O + ( K ) , fixing x. There are # -1 such groups for each pair X, x, depending on the choice of e. Now suppose n = 8, q = 2, and let X be a totally isotropic subspace of dimension 4 in V which is not singular. Let x be a nonzero element of radg X. Again set up Basic Situation 1. Take a basis x x , x 2 , x 3 of W = X n Z such that x t , x 2 e rad e W (and (?(x 3 ) = 1), and extend to a basis *,, If we define the "unipotency class" of A to be the least number c = c(A) such that (CT, -l)(a 2 -1) • • • (a c -1) = 0, for all a v a 2 , . . . , a c G A, it can be verified that c(A) < 3 for all the groups A occurring in this section, except when n -8, p = 2, and A = A(x, X/(x}; e) as in Proposition C2, in which case c{A) = 4. If p is odd, then it follows that A is elementary abelian, since O P -i = ( a _ \y> = 0, a e ^. If p = 2, it still holds that ^ is elementary abelian, with the single exception when n = 8, q = 2, and A = A(x, X/(x}; e) with X not singular, in which case A has exponent 4.
The Sylow group
We shall use our results to determine the abelian subgroups of largest order in a given Sylow /^-subgroup P of O + (V). We first give a description of P. A sequence of singular subspaces of V, For each type of group A in &{V, 1), we determine the conditions under which A is contained in a given Sylow /^-subgroup P. Usually A G $ ( F , i>), where P is the index of V, and we begin with this case. where k = \{\){n -1)], and let A (E &(V, v) . PROOF. We consider the three cases in turn. In each case, X is a maximal totally isotropic subspace (of dimension v).
(a) Suppose A C P. Since the image of X x under {a -l\a G A) is <x, + «c 2 > if f = cl and <*,, x 2 } if f is not a scalar multiple of 1, we obtain x x + cx 2 G W k _ x or x,, x 2 G W^_! accordingly.
The converse is proved by the same argument as in (a). This proves Lemma 6. symplectic and unitary groups G are more complicated, as the group of transformations in G fixing an isotropic vector is the semidirect product of a lowerdimensional group with a unipotent group which is not abelian, but nilpotent of class 2. We hope to deal with these cases in a later paper.
(c) Results of this paper (for the case n -8), together with some properties of Cayley algebras, have been applied in current work of the author and William Higgins to find the abelian unipotent subgroups of largest order in finite Chevalley groups of type E 6 .
