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x0. Introduction.
In his treatment of Kalman Bucy lters Bougerol B1] , B2] uses the Riemannian metric on the set of positive de nite matrices considered as a Riemannian symmetric space.
Graphs of symmetric linear maps from R n to R n are Lagrangian subspaces in the standard linear symplectic space R n R n . We call a Lagrangian subspace positive if it is a graph of a positive de nite linear map. Further we call a linear symplectic map monotone if it maps positive Lagrangian subspaces onto positive Lagrangian subspaces. Bougerol discovered that the symplectic matrices in Kalman ltering theory are monotone. He shows that the action of any monotone map on the manifold of positive Lagrangian subspaces contracts the metric of the Riemannian symmetric space. It is the only (up to scale) Riemannian metric which has this property.
The goal of this paper is to introduce a natural Finsler metric in the manifold of positive de nite matrices which in addition to being contracted by the action of any monotone map has striking geometric properties. In particular we obtain that the coe cient of least contraction is equal to the hyperbolic tangent of one half of the diameter of the image. This is the same relation which was obtained by Birkho Bir] for the Hilbert projective metric.
In the case of the positive orthant the Hilbert metric is also only Finsler (cf. W2]) which re ects the nonsmoothness of the cone. It is natural that the generalization of the Hilbert metric to the space of positive de nite matrices is not smooth because its boundary in the Lagrangian Grassmannian is not smooth.
After this paper was written we learned that this metric was discussed earlier by Vesentini Ves] from a completely di erent point of view which is applicable also
The second author gratefully acknowledges the hospitality of Forschungsinstitut f ur Mathematik at ETH Z urich, where this paper was written. He is partially supported by the NSF Grant DMS{9017993 and the Sloan Foundation Typeset by A M S-T E X in the in nite dimensional setting. In Vesentini's approach our metric becomes a Caratheodory-type metric on the convex cone of positive de nite matrices. We call V 1 and V 2 the sides of the sector. Equivalently we de ne rst the quadratic form associated with an ordered pair of transversal Lagrangian subspaces Q(w) = 2!(v 1 ; v 2 ) where w = v 1 + v 2 ; v i 2 V i ; i = 1; 2; is the unique decomposition. The factor 2 is introduced here to simplify some of the future formulas. We have now C = fw 2 WjQ(w) 0g:
In the standard symplectic space if we take V 1 = R n f0g and V 2 = f0g R Since any two pairs of transversal Lagrangian subspaces are symplectically equivalent we can consider only this case without any loss of generality. We will keep using the coordinate free language to expose the geometric character of some formulas.
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The Lagrangian subspaces which are contained in the boundary of the sector C can be described in the following way. Let Y 1 V 1 be any linear subspace and let Y 2 V 2 be the intersection of V 2 with the skeworthogonal complement of Y 1 . Then Y 1 + Y 2 is a Lagrangian subspace in the boundary of the sector. The increasing of the quadratic form implies trivially monotonicity but the converse holds only because of a very special geometric structure of the sector and it is not true in general for cones de ned by arbitrary quadratic forms. Let us describe those symplectic matrices which are monotone in the weakest form, namely they preserve the quadratic form Q: We will call such matrices Q- For any monotone symplectic map L and two vectors u; w 2 intC we have
Hence by Theorem 1 a monotone map does not increase the absolute value of the symplectic angle and the contraction of the symplectic angle can be estimated by the least coe cient of expansion of Q under the monotone map. We will nd an explicit formula for this coe cient. For a linear symplectic map L monotone with respect to the sector C we de ne the coe cient of expansion at w 2 intC by
We de ne further the least coe cient of expansion (L) by For a monotone L the matrix C B is equal to the product of two positive semide nite matrices (C B = PR) and so it has only real nonnegative eigenvalues. Let us denote them by 0 t 1 t n .
Proposition 4. and all the inequalities become equalities with appropriate choice of w: Thus the Proposition is proven for strictly monotone matrices. To extend it to all monotone matrices we proceed as follows. For any > 0 we choose a strictly monotone matrix L so close to the identity that m (L L) < m (L)+ : Let w 2 intC j (u; w)j:
We will check that s(U; W) is indeed a metric by computing it in coordinates. We assume that we have the standard linear symplectic space R For a monotone L if U > 0 then also LU > 0. We will be introducing a Finsler metric in the manifold of positive Lagrangian subspaces L such that all monotone maps act on L as contractions. In particular since Q-isometries are monotone together with their inverses they act on L as isometries. Since Q-isometries act transitively on L such a Finsler metric is uniquely de ned by its value on the tangent space at any chosen point in L. We will use the parametrization of L by positive de nite matrices. Since L is an open subset of the linear space of symmetric matrices all tangent spaces of L can be identi ed with the linear space.
We de ne the Finsler metric in the tangent space at the identity matrix I. For X 2 T I L its Finsler norm jX j is one half of the usual operator norm, i.e., In contrast to the Riemannian metric which is uniquely determined (up to scale) there are in nitely many Finsler metrics of this kind and our choice seems to be rather arbitrary. It is easily justi ed though by the following 10 Theorem 3. The distance function de ned by the Finsler metric j j on L coincides with the metric s of De nition 4.
Proof. Since the Q-isometries act transitively on L and are isometries with respect to both metrics that we are comparing it is su cient to consider the distances between I and an arbitrary positive de nite U. Let U(t); 0 t 1; be a path connecting I and U, i.e., U(0) = I and U (1) We will achieve this by choosing U = uI and X = I. By straightforward computation we obtain that in this case j(I + U) ?1 X(I + U) ?1 j jX j = u (1 + u)(t 1 (1 + u) + u) where t 1 is the smallest eigenvalue of T. We nd further that the function g(u) = (1 + u)(t 1 (1 + u) + u) u has a minimum at u = p t 1 p t 1 + 1 which is equal to ( p 1 + t 1 + p t 1 ) 2 = (L) 2 : This proves the Theorem for strictly monotone maps. To extend it to all monotone maps we proceed in the same way as at the end of Proposition 3. For any > 0 we choose a strictly monotone map L so close to the identity that 1 (L L) 2 1 (L) 2 ? :
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We have
2 which ends the proof.
Theorem 4 combined with Theorem 2 yields (L) = tanh diam(LL) 2 for any monotone linear map L. This formula is identical with the formula obtained by Birkho Bir] for the contraction of Hilbert's projective metric under the action of a matrix with all positive entries. (Birkho has one fourth of the diameter but it comes from di erent scaling.)
