Introduction
The focus of this paper is to study the nonanalytic analogs and the generalizations of the following two classical theorems. Zorn's Theorem ( [22] ). Let F(x, y) be a double power series with complex coefficients. If for each (ξ, η) ∈ C 2 , the t-series F(ξt, ηt) is convergent then F(x, y) is convergent as a double series. The Bochnak-Siciak Theorem ( [3, 20] ). If a C ∞ function f : R m → R is analytic on every line segment through a point x 0 , then f is analytic in a neighborhood of x 0 .
For any integer r ≥ 0, one can easily construct a nonanalytic function f ∈ C r (R n ) whose restriction to each line segment in R n is analytic. In fact, there are examples (see Bierstone, Milman, and Parusinski [2] ) of discontinuous functions that are arc-analytic i.e. analytic when restricted to analytic arcs.
A power series may converge only along a countable set of directions (Example 4.3) or it may not converges at all in any nonzero direction (Example 4.4). But Zorn's theorem is not optimal. First, R. Ree [18] improved Zorn's theorem by showing that one needs to consider only the real substitutions (ξ, η) ∈ R 2 to conclude the convergence of F. The complete answer was given by P. Lelong [9] . More precisely, since F(ξc, ηc) and F(ξ, η) are simultaneously convergent or divergent for c = 0 and F(0, 0) is a constant, by excluding (0, 0) from consideration, the substitution set S can be considered as a subset of the complex projective space CP 1 . Then S can then be identified, modulo the point (1, 0), with the 'slope' set S = {ξ/η : (ξ, η) ∈ S} ⊂ C. Lelong's theorem says that for an arbitrary power series F(x, y), the convergence of the t-series F(ξt, ηt) for each (ξ, η) ∈ S implies the convergence of F if and only if S is not contained in a F σ (countable union of closed sets) set of logarithmic capacity zero. Moreover, for given any subset S of an F σ set of logarithmic capacity zero, Lelong constructs a power series F(x, y) such that F(sξ, sη) converges if and only if ξ/η ∈ S . This result was later rediscovered by A. Sathaye [19] (see also Abhyankar and Moh [1] , Levenberg and Moh [10] , and Neelon [15, 16] ).
The above mentioned results can be viewed as the results about the restrictions of formal power series to formal lines or simply the linear restrictions of formal power series. These results were extended by Levenberg and Molzon [10] by considering the restrictions to formal hyperplanes or the linear substitutions in several variables.
In Neelon [16] the restrictions of families of algebraic curves parameterized by polynomial maps were considered. In this paper I show that the same approach also works for restrictions to families of surfaces parameterized by polynomial maps.
Let {M k } ∞ k=0 be a sequence of positive numbers. In place of the real analytic I consider more general classes of the Carleman C{M k } and the Beurling C(M k ) classes of ultradifferentiable functions associated with an arbitrary sequence {M k } of positive numbers. Similarly, the ring of convergent series is replaced by the subrings of formal power series whose k-th order coefficients have bounds of the type εh k M k . As in Neelon [16] , this approach yields new proofs of results mentioned above.
Notations. Throughout this paper I will use the following notations.
K will denote either the field of real or complex numbers; {M k } ∞ k=0 will denote an arbitrary sequence of positive numbers; Z + the set of nonnegative integers and d, m and D are fixed positive integers. I also use the multiindex notations;
Z n + is equipped with the degree-lexicographic order:
κ ·· denotes a double sequence κ ·· = {κ i j : i, j = 1, 2, 3, . . . }, when either i or j is fixed I write κ i· = {κ i j : j = 1, 2, 3, . . . } and κ · j = {κ i j : i = 1, 2, 3, . . . }.
For a function f : R n → R and a set F, put
Carleman and Beurling classes of C ∞ functions and formal power series
Let E be a subset of R n . Let C{M k }(E) (resp. C(M k )(E)) be the class of all functions f ∈ C ∞ (R n ) satisfying the following condition.
∃h > 0 (resp. ∀h > 0),
If E is compact, the classes C{M k }(E) and C(M k )(E) are normed spaces via the norms defined by the optimal value of C above. 
It follows from the Cauchy inequalities and Taylor's theorem that C {k!} is precisely the class of analytic functions. I will refer to the elements of C(k!) as ultraanalytic functions. The classes C{(k!) ν }, ν > 1, known as Gevrey classes, are especially important in partial differential equations and harmonic analysis.
The Taylor expansions of Carleman and Beurling functions belong to the space of Carleman series F n {M k /k!} and the space of Beurling series
The space F n {1}, {1} := {1, 1, . . . } , is precisely the ring of convergent power series in n variables with coefficients in K. I will refer to the elements of F n (1) as ultraconvergent power series. The space
in particular e x but no geometric series.
In the study of ultradifferentiable classes
it is often necessary to put certain conditions on the sequence {M k }. For example, the condition of logconvexity M 2 k ≤ M k−1 M k+1 yields the ring structure under the product of functions and power series. The condition M k+1 ≤ A k M k , for some A > 0, makes these classes closed under the differentiation. There are many other commonly used conditions on the sequence {M k } for various other purposes as well; see Mouze [11] , Neelon [14] , Thilliez [21] and references there.
Remark 2.1
The spaces F n {M k } have been of recent interest; see e.g. Mouze [11] , Neelon [14] [15] [16] , and Thilliez [21] . It is seems only place where F n (M k ) occur naturally is studying Taylor expansion of functions in C(M k ).
Remark 2.2
The classes of functions and power series under study here need not be rings or be quasi or nonquasianalytic. The sequences {M k } considered are arbitrary, and therefore, the results here can be interpreted as estimations on the mixed derivatives of functions of several variables in terms of the derivatives of their restrictions to families of algebraic surfaces.
Capacities in C N . The Bernstein-Walsh inequality
For a compact subset K of C or R 2 and an integer k ≥ 2, define the k-th diameter of K as
ists and is called the transfinite diameter of K. In C, the notion of transfinite diameter coincides with the notion of logarithmic capacity. This is no longer true for the corresponding notions in higher dimensions. In higher dimensions there are several different notions of capacities. The correct capacity for our purposes is so called Siciak's L-capacity or simply logarithmic capacity because it is defined exactly as the one-dimensional logarithmic capacity is defined. To define this capacity I need to recall some concepts from potential theory and several complex variables.
Let be an open subset of C N or R N . Let u : → [−∞, ∞) be an upper semicontinuous function which is not identically −∞ on any connected component of . The function u is said to be plurisubharmonic (or just subharmonic if N = 1 or ⊆ R N ) if for each w ∈ and each ξ ∈ C N , the function z → u(w + zξ) is either subharmonic or identically −∞ on every connected component of the set {z ∈ C : w + zξ ∈ }. For example, for a holomorphic function f , the function log | f | is plurisubharmonic.
A subset E ⊆ C N is said to be locally pluripolar (or polar when N = 1 or E ⊆ R N ) if for each point a ∈ E there is a neighborhood V of a and a plurisubharmonic function u :
By Josefson's theorem a locally pluripolar set E ⊆ C N is pluripolar in the sense that E is contained in the set {u = −∞} for some plurisubharmonic function u on C N . A countable union of pluripolar subsets of C N is pluripolar.
Let L denote the class of all plurisubharmonic functions f :
The fact that for any complex polynomial P, the function 1 deg P log |P| ∈ L plays an important role in the definition of the capacity. For E ⊆ C N , define
Let V * E be its upper semicontinuous regularization i.e. V * E is an upper semicontinuous function on E and if v :
Now Siciak's L-capacity or logarithmic capacity Cap(E) is defined to be
where γ(E) is the Robin constant of E;
The advantage of using this capacity is that pluripolar sets are precisely the sets of zero logarithmic capacity and this fact makes the Bernstein-Walsh inequality available to us. There is another characterization of pluripolar sets. Let U be a family of locally bounded plurisubharmonic functions defined on an open set in C N . Let
A set E ⊂ is called negligible if for some family U as above I have
where u * is the upper semicontinuous regularization of u. A set is pluripolar if and only if it is negligible. I need the following property that is satisfied by all notions of capacity.
E j is a compact set and E j 's are closed. If Cap(E j ) = 0 for all j, then Cap(K ) = 0 also. The pluripolar characterization of sets of zero capacity implies that if E is a set of positive capacity then it is also of positive capacity locally i.e. there exists a x ∈ E such that Cap(B r (x) ∩ E) > 0 for all r > 0, where B r (x) is the ball of radius r centered at x.
There is a notion of smallness of sets that is finer than the notion pluripolarity. A subset E ⊂ C N is called plurithin (thin if E is real) at a ∈ E if either a is an isolated point or there exists a plurisubharmonic (subharmonic) function u such that lim sup
Plurithin sets are negligible and thus pluripolar but converse is not true. For example, the complex plane C×{0} in C 2 or more generally a complex algebraic subvariety of C N is pluripolar but not plurithin. The plurithin sets are too small for our purposes (Example 5.8).
Let K be a compact subset of R N or C N . For every ε > 0, let N K (ε) be the minimum number of sets of diameter ≤ ε needed to cover K. Then the Hausdorff dimension of K is defined as the limit
log ε .
In general, the limit d H (K ) could be a noninteger in which case K is called a fractal. If K is a regular surface then d H (K ) is equal to the topological dimension of K.
In C N , the zero set of any nonzero holomorphic function is pluripolar. Thus, in C 2 , any complex plane is pluripolar while any totally real plane (e.g. R 2 ) is nonpluripolar. There exists a generalized Cantor subset C of [0, 1] that is nonpolar but has zero Hausdorff dimension. Since the product E 1 × E 2 × · · · × E n of nonpolar sets E j ⊂ C is easily seen to be nonpluripolar in C N , now E = C × C × · · · × C is an example of a nonpluripolar subset in R N ⊂ C N of zero Hausdorff dimension.
The central tool I use is The Bernstein-Walsh inequality. Let K ⊆ C N be a compact set with Cap(K ) > 0. Then for any relatively compact neighbourhood U of K there is a constant A ≥ 1 such that the inequality P U ≤ A deg P P K holds for all complex polynomials P : C N → C.
Mixed partial derivative inequality
The classic Faa Di Bruno formula expresses the k-th order derivatives of the composition f • g of two single-variable C ∞ functions as a polynomial expression in the derivatives of f and g (see e.g. Krantz [7] ).
Fix an m-tuple ν · ∈ Z 
in m · m D variables. Here I have used the multivariate binomial symbol
Then with f (·) = { f (λ·) } where 
where G j· = {G jβ : 1 ≤ j ≤ m, 0 < |β| ≤ D} and ζ = {F (λ · ) : |λ| ≤ n = |ν · |}.
Proof: By taking (4.2) into account, (i) follows from the multivariable version of the Faa Di Bruno formula (see Constantine and Savits [4]).
Since every formal power series is a Maclaurin's expansion of a C ∞ function, the Faa Di Bruno formula remains valid when functions are replaced by formal power series. Let F and G p be Maclaurin's series of f and g p , respectively. Now (ii) follows from (i) by substituting 
Each element q is the jet at 0 of a unique polynomial map, with image into a holomorphic surface of complex dimension at most m in K m , defined by the
Observe that F(q(w)) and F(cq(w)), c = 0, converge and diverge together. 
The set Conv(F) := S 1 1 (F; {1}) is called the convergence set of F and was introduced by Abhyankar and Moh [1] . The generalized convergence sets S 1 d (F; {1}) were studied by Levenberg and Molzon [10] . I will refer to the set UltraConv S 1 1 (F; (1) ) as the ultracovergence set of F. 
which implies that there is a constant C > 0 such that
It follows that there exists a subsequence λ j k of λ j approaching λ as k → ∞. Thus (μ 1 , μ 2 ) ∈ S, the projective closure of S.
Example 4.4 (cf. [1]) If
Example 4.5 The series
In particular, a convergent series need not be ultraconvergent in some directions.
Proposition 4.6 Let be a compact subset of K m D with Cap( ) > 0. (i). There exists a constant C > 0 such that the inequality
holds for all power series 6) and for all power series
where f
Then by Lemma 4.1(ii), I have
Let r ≥ 1 be such that ⊂ {z ·· ∈ K m D : |z ·· | < 2r} . Since is positive logcapacity, by the Bernstein-Walsh inequality there exists a constant (independent of the polynomial P and hence ν · ) A ≥ 1 such that
An application of Cauchy's inequalities to the polynomial P (z) yields
Thus the (4.5) follows. Similarly, (4.6) from Lemma 4.1(i).
Results
Now I state my first main theorem. 
Theorem 5.1 Let F(Z ) be a formal power series in m variables. The following statements are equivalent for the Carleman class
F m {M k }. (i) F ∈ F m {M k }. (ii) S D d (F; {M k }) = K m D for all D > 0. (iii) Cap S D d (F; {M k }) > 0, ∀ D > 0. (iv) ∃D > 0 such that Cap S D d (F; {M k }) > 0.
The analogous statements for the Beurling class F m (M k ) are also equivalent i.e. the theorem remains true if
where
is everywhere finite and lower semicontinuous function, and therefore the sets
are closed and := ∪ a a . Since Cap( ) > 0, there exists a > 0 such that Cap ( a ) > 0. It follows from inequality (4.5) with a in place of , that there is a constant
Because Cap ( a ) > 0, there exists a q * ∈ a such that Cap (B r (q * ) ∩ a ) > 0 for all r > 0, where B r (q * ) denotes the closed ball of radius r and centered at q * . Let G q * (w) = F(q(w) + q * ). As the class Using the notion of transfinite diameter, Sathaye [19] strengthen the above result, and moreover, proved that convergence sets of divergent power series are precisely the sets contained in an F σ set of zero transfinite diameter, and thus, rediscovered Lelong's result. The results in Abhyankar and Moh [1] and Sathaye [19] hold for power series with coefficients from general valued fields. Because of the use of the Bernstein-Walsh inequality, our methods work only for power series with real or complex coefficients.
For a
. As in the study of separate analyticity (Neelon [12] , Krantz and Parks [7] ) an ambient or uniformity hypothesis of the type 5.1 below is required when dealing with function classes containing nonanalytic functions. 
The case d = 1 and D = 1 of Theorem 5.7 was proved in Neelon [13] with = S m−1 , and the case d = 1 and D ≥ 1 was proved in Neelon [16] .
Proof: Let a C ∞ function f : R m → R, a subset E ⊆ R m , and a constant h > 0 be such that the condition 5.1 is satisfied. Since the function q → h,E (q) is everywhere finite on and is lower semicontinuous, the sets
are closed and := ∪ m m . Since Cap( ) > 0, there is m such that Cap( m ) > 0. Now the inequality 4.6 with = m implies that there is a constant C > 0 such that
The hypothesis of nonpluripolarity or Cap(S D d (F; {M k })) > 0 can not be weakened to non-plurithin. If f 0q ∈ C{k!} (resp. f 0q ∈ C(k!)) then F(q(w)) is convergent (resp. ultraconvergent) in an open neighbourhood of the origin. Since has positive capacity in C m D , by Theorem 5.1 there is a r > 0 such that F(x) is convergent (resp. ultraconvergent) in x ≤ r. I can choose r > 0 to be sufficiently small so that the ball B r (0) in R m D of radius r and centered at the origin is contained in the set in (5.2). Let x ∈ B r (0) be arbitrary. Let q ∈ and τ, τ < r, be such that x = q(τ). Since by our hypothesis again f(q(τ)) = F(q(τ)), ∀ τ ≤ 1, q ∈ , I have f(x) ≡ F(x), ∀x, x < r.
Example 5.8 The series
If I take d = 1 and = {x : x ≤ 1} I obtain the Bochnak-Siciak Theorem as well as its ultraanalytic analog. The hypothesis on the jet set , in the results stated above, depends on the ambient complex structure. But the hypothesis in Corollary 5.6 and in the case m = 2 and d = 1 of Theorem 5.7 can be stated without invoking the ambient complex structure e.g. by requiring that the transfinite diameter of ⊆ R 2 be positive. When dealing with real functions and real power series it would be desirable to have purely 'real' hypothesis on but the author is unable to find such a hypothesis.
Since the jet set of a family of C ∞ or analytic maps or even algebraic maps without an upper on degrees (i.e. D = ∞) lives in an infinite dimensional space, the BernsteinWalsh inequality or Proposition 4.6 is not available. In Neelon [15] , the author obtained, by direct methods, some partial results in the case of C ∞ plane curves (m = 2). The problem remains open in the case m > 2.
