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3Zusammenfassung
Die enumerative tropische Geometrie erlaubt es, schwierige Probleme aus der algebraischen
Geometrie mit kombinatorischen Methoden zu lo¨sen. Mo¨glich ist dies durch den degenerativen
Prozess der Tropikalisierung, der z.B. algebraische Kurven in metrische Graphen mit speziellen
Eigenschaften u¨berfu¨hrt. Bereits bekannte Resultate aus der komplexen Geometrie, wie die In-
varianz von enumerativen Zahlen, die Kontsevich-Formel zum Za¨hlen von rationalen Kurven in
der Ebene oder die Caporaso-Harris-Formel lassen sich so mit weniger Aufwand gewinnen. Die
enumerative reelle Geometrie hingegen hat sich lange dem komplexen Ansatz widersetzt. Hier
konnte die tropische Herangehensweise ihre Sta¨rken ausspielen und z.B. rekursive Formeln fu¨r
Invarianten von reellen rationalen Kurven durch generische Punkte in der Ebene, d.h. speziellen
Welschinger -Zahlen, hervorbringen. Im Fall von nur reellen Punkten konnten die Invarianz der
Zahlen und rekursive Formeln bereits tropisch bewiesen werden. Ein wesentlicher Beitrag
dieser Arbeit ist die Behandlung des Falls von beliebigen Punkten. Mithilfe von neuen, bislang
rein tropischen Invarianten, den Broccoli-Zahlen, ko¨nnen wir die Invarianz der entsprechenden
Welschinger-Zahlen zeigen und Formeln zu ihrer Berechnung angeben. Ferner zeigt dieser
Ansatz die Mo¨glichkeit auf, Invarianten fu¨r reelle Kurven vom Geschlecht g zu definieren.
Außerdem konnten Resultate zur Charakterisierung von Punkten in spezieller Lage in tropisch-
enumerativen Problemen gewonnen werden.
Abstract
Enumerative tropical geometry allows to solve technical problems from enumerative algebraic
geometry using combinatorial methods. This is possible due to the degenerative process of trop-
icaliziation, which e.g. transforms algebraic curves into metric graphs with specific properties.
Well known results from complex algebraic geometry, such as the invariance of enumerative
numbers, the Kontsevich formula to count rational curves in the plane or the Caporaso-Harris
formula are easier to obtain. Enumerative real geometry, however, has resisted for a long time
to the complex approach. Here, the tropical approach can show its advantage by producing
recursive formulas for invariants of real rational curves through generic points in the plane,
which are special Welschinger numbers. In the case of only real points the invariance of the
numbers and recursive formulas have already been proven by purely tropical means. A major
contribution of the present work is the treatment of the case of arbitrary points. Via the
introduction of new, at the moment purely tropical invariants, which we call broccoli numbers,
we can prove the invariance of the corresponding Welschinger numbers and also formulas to
compute them. Furthermore, this approach indicates the possibility to define invariants of
real curves of any genus. Moreover, results characterizing points in special position in tropical
enumerative problems have been obtained.
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What is this thesis about?
Some tropical history
Tropical geometry is as much varicolored as the grains of sand of a beach are. Based on
the idea of replacing objects from algebraic geometry by combinatorial objects, that we call
tropicalization, the subject evolves now in many directions including commutative algebra,
symplectic geometry, optimization, low-dimensional topology, knot theory and physics. The
key feature of tropicalization is that important information about the objects are conserved.
Hence, one could think of the tropicalization of algebraic objects as focusing on the important
information about the problem considered.
In this work, we will focus on the interplay of algebraic geometry and tropical geometry, more
precisely on enumerative aspects. In the beginning of the tropical era, Grisha Mikhalkin sur-
prised the mathematical community with the tropical computation of certain Gromov-Witten
numbers N(d, g) [Mik05]. N(d, g) is the number of plane complex projective curves of degree
d and genus g passing through a given number of points in the plane, whose configuration ω is
in some sense generic. It turns out that N(d, g) does not depend on the actual configuration
ω, it is an invariant number. To determine these numbers in terms of recursive formulas one
had to make use of the high-tech but efficient tools of symplectic or algebraic intersection
theory. Instead, Mikhalkin studied carefully the degeneration of complex curves to tropical
objects that we call tropical curves. He showed that one can count tropical curves with mul-
tiplicities instead of complex curves and this gives the same number N(d, g). That is known
to be the Correspondence Theorem. By this theorem also the tropical N(d, g) are invariant.
Over the years, tropical moduli spaces and intersection theory have been developped [AR10],
[Mik07], [GKM09]. For instance, tropical moduli spaces of rational curves carry the structure
of a weighted fan which satisfies the so called balancing condition, see definition 2.8. This let
to a proof of the invariance of the tropical N(d, g) without use of algebraic geometry [GM07b].
Even more, this idea can be transfered to prove the invariance of tropical relative enumerative
numbers, that cannot be obtained by the Correspondence Theorem.
Mikhalkin came also up with a purely combinatorial algorithm, the lattice path algorithm, to
compute the numbers N(d, g). For big numbers d, g this is still a long-running computation
and therefore, it would be nice to have recursive formulas for these numbers. Maxim Kontse-
vich [KM94] found one for rational curves; a formula that works for any degree d and genus
g has been discovered by Lucia Caporaso and Joe Harris [CH98]. These formulas could been
reproven by tropical means in a much simplier way by Andreas Gathmann and Hannah Mark-
wig using Mikhalkin’s numbers, once the invariance of the relative tropical numbers has been
shown [GM08], [GM07a].
One can also start to study properties of related objects in this tropical algebraic geometry like
tropical structures in general, irreducibility of varieties, divisors, etc. It appears that not all
properties from algebraic geometry translate one to one into tropical geometry. For instance,
there is no unique decomposition into irreducible components of a tropical variety, see remark
3.4, and the set of all configurations of n = 3d− 1 generic points for the enumerative problem
of counting rational plane curves of degree d is a tropical subvariety of codimension 1 in (R2)n,
although in algebraic geometry it is only a subvariety of (P2)n, see chapter 3. This is a first
contribution of this thesis.
However, tropical geometry is not only a mirror of known facts in algebraic geometry but can
even enlighten the situation in algebraic geometry. One of the main examples where tropical
geometry does not only simplify proofs and provides means to compute things in an easier way
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6is real enumerative geometry. The situation in real algebraic geometry is not as easy as the
situation in complex algebraic geometry. It is due to the fact that real curves may be deformed
into non-real curves, in particular real singularities may be deformed into complex singularities
and vice versa. This implies that it is harder to prove the independence of the point configura-
tion when we want to count plane real curves. It turns out that e.g. the number of real rational
cubics through 8 real generic points is not invariant, see example 1.14. The invariance has
been regained thanks to Jean-Yves Welschinger [Wel03] by the introduction of the sign of a
rational curve that passes through a given point configuration, which depends on the number
of a certain type of real singularities that the plane real rational curve can have. Notice that
we consider here the case g = 0. By an approach from symplectic geometry he proved for a
real rational symplectic manifold X of dimension 4 that the (signed) number of real rational
J-holomorphic curves in a given homology class on X through a generic point configuration
does not depend on the actual configuration, it is a Welschinger invariant. Unfortunately, his
proof gives no hint how to compute these numbers! Looking at this in a toric-algebraic sense
the statement says for a real toric unnodal Del Pezzo surface X that the number of real rational
nodal curves in a certain linear system on X, corresponding to the degree of the curve, counted
in a signed manner and passing through a real generic point configuration, does not depend
on the choice of this configuration. We restrict ourselves here to toric surfaces as this is a
condition to translate the setting into tropical geometry. Namely in this case, one can consider
the underlying lattice polytope P of X to which we can associate certain tropical rational
curves. Depending on the weight of each such curve it can be used to count complex rational
curves, or real rational curves through real points. I.e. the difference between the real and the
complex count in tropical geometry is made by the choice of weights, see definition 4.11. This
weight equals the number of complex or real curves which tropicalize to the tropical curves,
respectively, by the Correspondence Theorem, that also holds in a similar way for Welschinger
numbers. Namely in this situation, one can show that the weighted tropical count of these
rational tropical curves of given degree equals a certain Welschinger invariant and is therefore
invariant itself. It is even possible to show the tropical invariance without having reference
to this real Correspondence Theorem. Namely, as in the tropical proof of the invariance of
the numbers N(d, g), it can be proven by a local study of the corresponding tropical moduli
space as the movement of a point in a non-generic configuration in order to obtain a generic
configuration can be translated into the transition of one cell of codimension 1 into other cells
of codimension 0 in the moduli space [IKS09]. The verification of invariance then turns out to
be the check of a certain balancing condition in the moduli space. Again, this allows to define
and to prove the invariance of relative tropical Welschinger numbers, and hence to obtain a
recursive formula that computes tropical Welschinger numbers [IKS09]. Using the real Cor-
respondence Theorem, this also gives a recursive formula for the Welschinger invariants from
real algebraic geometry which are therefore now computable.
Until now we have only considered real rational curves passing through real points. But a real
curve may also have pairs of complex conjugate points that may be refound in the generic
point configuration through which the curves have to pass. In this case, the invariance of the
corresponding Welschinger numbers has also been shown by Welschinger [Wel05a] and there
exists also a Correspondence Theorem to relate these invariants to certain tropical Welschin-
ger numbers. So these tropical Welschinger numbers are also invariant. The latter count in
a weighted manner a new type of tropical curves whose introduction is necessary as these
curves should be the tropicalization of the corresponding real curves. However, one cannot
prove their invariance using a local moduli space argument as before. The reason is that the
structure of the moduli space is such that cells containing curves passing through a given point
configuration do not lie necessarily next to each other and hence a local proof fails.
7The birth of broccoli curves
This is the initial situation in which we started to work. A new type of tropical curves, broccoli
curves of genus 0, was built such that a local proof in their moduli space is possible again, see
definition 5.21. Note that they have so far no interpretation as a certain class of real curves as
this is the case for curves contributing to Welschinger numbers. The main part of this thesis,
chapter 5, covers their discovery and their relation to tropical Welschinger invariants. Given a
generic configuration ω of r + s points in R2 and a collection ∆ = (v1, . . . , vn) of vectors in
Z2 \ {0} satisfying r+ 2s = n− 1, then the broccoli number NB(r,s)(∆, ω) is roughly speaking
the number of broccoli curves (counted with multiplicities) having Newton polygon P∆ and
passing through ω, see definition 5.25.
Theorem 1 - see theorem 5.26: The broccoli number NB(r,s)(∆, ω) does not depend on the
concrete point configuration ω as long as the latter is generic.
At a first glance they have nothing to do with Welschinger invariants. But ω can be seen as
the tropicalization of a configuration ω′ of r real and s pairs of complex conjugate points in
a real toric unnodal Del Pezzo surface X. For such a surface X we could find an algorithm
which tells us how to deform a broccoli curve in order to obtain a curve or several curves
contributing to the corresponding Welschinger number. This yields:
Theorem 2 - see corollary 5.60: Let X be real toric unnodal Del Pezzo surface and ω′ a
generic point configuration containing r real and s pairs of complex conjugate points in
X and given a tautological linear system on X corresponding to ∆ above. Then the
broccoli invariant NB(r,s)(∆, ω) equals the corresponding tropical Welschinger invariant
NW(r,s)(∆, ω), where ω is the tropicalization of ω
′.
The curves that appear while we deform broccoli curves into curves contributing to Welschinger
numbers constitute a new type of curves, namely bridge curves, see definition 5.46. Broccoli
curves and curves contributing to Welschinger numbers are respectively a subclass of bridge
curves, see lemma 5.52. The ensemble of bridge curves between all broccoli curves through a
given configuration ω and all the curves contributing to the corresponding Welschinger numbers
constitute the so called bridge, see remark 5.56. The equality of the numbers is due to the
fact that the bridge can be seen as a weighted graph and we have invariance along this graph,
see theorem 5.58. One other feature of this algorithm is that there is a direction on the bridge
that informs us in which sense one has to deform a bridge curve to obtain a broccoli curve or
a curve contributing to a Welschinger number.
Using Theorem 2 we could prove a recursive formula for Welschinger invariants counting curves
passing through real and pairs of complex conjugate points. This formula is actually a recursive
formula for broccoli invariants:
Theorem 3 - see theorem 5.75: By a Caporaso-Harris type formula the broccoli invariants
NB(r,s)(∆, ω) can be computed recursively.
Bridge curves have the property that their weight is the product of the weights that we can
associate to each of the vertices of the curve. In particular, this let us hope for a generalization
of rational broccoli curves to genus g > 0 and therefore of Welschinger invariants to genus
g > 0. This is work in progress. So far, the authors of [IKS09] have only defined tropical
Welschinger invariants for g > 0 in the case of purely real points in the configuration ω. At
least in some cases I could prove the invariance of broccoli numbers and this approach has
chances to be generalized.
Theorem 4 - see theorems 6.2, 6.12: In certain cases the local invariance of broccoli num-
bers for broccoli curves of genus 1 holds.
8One major open question is the intepretation of broccoli curves in real algebraic geometry, i.e.
the translation from tropical geometry into algebraic geometry this time. Unfortunately, this
direction is much harder as there are several options of interpretation. Namely, as we said in
the beginning, tropical geometry concentrates on the important information about the object
and situation you consider. The reconstruction of the thereby lost information is difficult.
Nevertheless, exactly this fascinating interplay between tropical and algebraic geometry makes
it worth to study this junction.
Organization of the material
Chapter 1 summarizes facts from enumerative algebraic geometry, in particular the kind of real
algebraic geometry necessary to understand the range of the tropical results exposed in this
thesis. We recommend this chapter to the not so experienced reader in algebraic geometry.
It is written in a survey style and does not focus on details. The second chapter (2) is of a
more profound nature and treats basic and known facts about tropical enumerative geome-
try. It covers tropical structures, different approaches to moduli spaces and Correspondence
Theorems. Chapter 3 presents joint work with Andreas Gathmann that studies tropical config-
urations of points in special position for an enumerative problem. We discuss two notions of
these configurations and describe them explictly in terms of push-forwards of divisors in tropical
moduli spaces. In chapter 4 we aim to explain the relation between real algebraic enumerative
geometry and real tropical enumerative geometry. The key words here are patchworking, real
Correspondence Theorems and tropical Welschinger invariants. The main part of this thesis,
i.e. the joint work with Andreas Gathmann and Hannah Markwig about rational broccoli curves
is exposed in chapter 5. Finally, chapter 6 gives an idea of my work in progress about broccoli
curves of genus 1.
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1 An introduction to real enumerative geometry
Counting objects seems to be – at a first glance – something childlike: small kids conceive
numbers by counting. Asking the same type of questions in the context of geometry, the issue
becomes harder. Which types of objects do we want to count and where do they live? Which
conditions on the objects do we have to impose to ensure an answer that is useful? Often
these questions are asked for objects originating in algebraic geometry and which are defined
(only) over the field of complex numbers C. For non-mathematicians this is confusing as the
real numbers R are more natural and easier than complex numbers!
On the following few pages we try to resolve this supposed contradiction by presenting ob-
structions we encounter. Meanwhile we intend to enlighten the reader about the historical
background of this exciting and still active field of mathematics. Our focus will be on the real
situation – to prepare the following chapters.
1.1 Classical enumerative geometry
Main references are [Bru08, Kle87, KV07]. The Greek Apollonius of Perga (ca. 262 BC –
ca. 190 BC) was interested in the following question: “Given a configuration of three disjoint
circles in the (Euclidean) plane, how many circles are tangent to these three circles?” This
can be considered as one of the earliest enumerative problems explictly stated. Important to
mention here is that Apollonius clearly asked for a particular class of objects, circles in this
case, and he did not ask for circles satisfying no conditions, nor for circles tangent to whatever
configuration of three cycles. The setting of the problem is chosen such that he expects only
a finite number of circles fulfilling his conditions. Even more: he assumed that there is only
one answer – one number independent of the particular configuration of the three circles. The
right answer is 23 as he figured out. Actually, the idea behind his proof is that solutions come
in pairs; for each pair pn of solutions n of the three given circles lie inside or outside the
solution circle, n ∈ {0, 1, 2, 3}. In the following figure the three black circles are given and
pairs of solutions appear in yellow, magenta, blue and grey.
Figure 1.1: Circles of Apollonius. [Wik]
We want to call such a number an invariant number or shortly invariant if it does not depend
on the conditions imposed. Observe that if we do not ask the three circles given to be disjoint,
the number of solutions can be in the worst case zero! Let us summarize:
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(Well-posed) Enumerative problem: Choose a class of objects and conditions such that
there is only a finite number of objects satisfying these conditions. This number must
not depend on the actual configuration of the conditions.
Using the first achievements of algebraic geometry like the notions of degree d, (geometric)
genus g, the complex projective plane P2 and Be´zout’s theorem (proof in 1764, [Kle87])
Jakob Steiner determined in 1848 the number of plane rational cubics through 8 points in
general position to be 12 [Ste48]. General or generic position means roughly speaking that
the points impose independent conditions, i.e. no three points lie on a line, no 6 points lie
on a conic, etc. to ensure that the answer to the problem is finite. To be accurate, the set
of all possible configurations of n points in the plane P2, which are in general position for a
given enumerative problem is an open, dense subset of the space of conditions (P2)n. We are
interested in N(d, g), which is the number of irreducible plane curves of degree d and genus g
passing through n = 3d − 1 + g points in general position. The choice of n makes sure that
the number N(d, g) is finite or in other words that the parameter space of curves fulfilling the
conditions is 0-dimensional. To see this, remember that for a given curve C ⊂ P2 of degree d,
the linear system |C| on P2 is a projective space of dimension d(d+3)2 (Riemann-Roch or number
of coefficients defining C). |C| can be seen as an appropriate parameter space for our curves
[Cap98]. Consider the subvariety Vg(d) ⊂ |C|, which is the closure of all irreducible curves of
genus g and degree d, and which is called Severi variety [Sev21]. It was conjectured by Severi
and shown by Joe Harris that Vg(d) is irreducible [Har86]. Note that there are reducible curves
in Vg(d). A general point in Vg(d) is an irreducible curve having δ =
(d−1)(d−2)
2 − g nodes
by the genus formula for irreducible curves. Curves having worse singularities lie in lower-
dimensional strata. Vg(d) has dimension rg(d) = −(KP2 · C) + g − 1 = dim |C| − δ where
KP2 is the canonical divisor of P
2 and where we use again the genus formula for irreducible
curves. Hence:
rg(d) =
d(d+ 3)
2
− δ = d(d+ 3)
2
− (d− 1)(d− 2)
2
+ g = 3d− 1 + g.
Roughly speaking, we see that each node imposes one condition on the space of curves. Hence
the number of point conditions (each point lowers the dimension by one) that we need in order
to obtain a 0-dimensional space is rg(d). The degree deg(Vg(d)) equals N(d, g) as long as
the rg(d) points are in general position, hence we get an invariant for generic points.
The numbers N(d, g) are nowadays called Gromov-Witten invariants (GW invariants) of the
plane due to their study in quantum cohomology by Mikhail Gromov and Edward Witten in
the late 20th century [Wit91]. Note that the concept of Severi varieties can be generalized:
one can also construct varieties such that plane reducible curves of given degree and genus
are in its open part. The numbers that we get thereby, called Severi degrees, are in general
different from the Gromov-Witten invariants. The invariant N(1, 0) = 1 of lines through
two generic points and the invariant N(2, 0) = 1 of conics through five generic points are
known for a long time, but their origin is unclear. Chasles’ student Georg Zeuthen determined
the number N(4, 0) = 640 in 1873 [Zeu73]. The next number, N(5, 0) = 87304 was only
computed more than 100 years later by Israel Vainsencher [Vai95] using recursive formulas.
In meantime the study of the relation of intersection theory and enumerative geometry was
pioneered by Hermann Schubert ([Sch79]) and its rigorous study encouraged by David Hilberts
15th problem [Hil01] on the ICM in Paris (1900). The modern intersection theory was not
completed before the late 20th century.
Let us finish this section with an example that we will need later.
Example 1.1 (A classical way to compute N(0, 3) = 12)
See [KV07, example 3.1.4] or [Cap98, section 4]. This example traces back to Schubert.
Consider the Severi variety V0(3) ⊂ P9 of dimension 8. Its degree can be computed as the
intersection number N of L∩V0(3) in P9 by Be´zout for a general line L ∼= P1 in P9. L can be
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described as pencil of plane cubics {t1C1 +t2C2}[t1:t2]∈P1 where C1, C2 are smooth irreducible
cubics intersecting in a configuration ω = (p1, . . . , p9) of 3
2 = 9 points (by Be´zout), such that
8 of them are in general position. As C1 and C2 pass through ω, every cubic in the pencil
passes through them. Hence by genericity of the points there are at worst nodal curves in the
pencil. Deforming C1 and C2 infinitesimally we see that any two curves in the pencil intersect
transversally in each pi, i.e. these 9 points are nonsingular points for all cubics in the pencil.
Blowing up P2 at each pi of ω we obtain a surface S and the blow-down morphism pi : S → P2.
The pencil as linear system Γ on P2 has base points p1, . . . , p9. Its moving part gives rise to
the rational map P2 99K P1, [x : y : z] 7→ [f1(x, y, z) : f2(x, y, z)], where the homogeneous
polynomial fi defines Ci such that they are w.l.o.g. C-linear independent in the generating
space L(Γ). pi then extends to a morphism t : S → P1. As the blow-up is isomorphic except
at its exceptional divisor pi−1(ω), but the curves in the pencil are nonsingular at ω, the fiber
of t over [t1 : t2] is isomorphic to the cubic t2C1 − t1C2 ⊂ P2. We require that the cubics
pass through 3d − 1 + g = 8 points, so there is only a finite number of nodal curves in the
pencil passing through ω. The number N can be computed as the cardinality of the set Fsing
of fibers [t1 : t2] over which the cubic in S is isomorphic to a nodal curve ⊂ P2. We do this
by determing the Euler characteristic χ(S) in two different ways using a formula for the Euler
characteristic for holomorphic maps [GH78, p. 509]. First, when we blow up a point pi from
ω, it is replaced by P1 in S, hence applying the formula to pi yields:
χ(S) = χ(P2 \ ω) + 9χ(P1) = 3− 9 + 18 = 12. (1.1)
The formula for the map t translates to:
χ(S) = χ(t−1(P1\Fsing))+χ(t−1(Fsing)) = χ(P1\Fsing)·χ(smooth cubic)+N ·χ(nodal cubic).
(1.2)
As the Euler characteristic of a smooth cubic is 0 and that one of a nodal cubic is 1, we obtain
by comparison of the two equations N = 12.
1.2 Modern approach to enumerative geometry
The numbers N(d, g) can be also computed as appropriate intersection products on moduli
spaces. This idea goes back to 1994 when Maxim Kontsevich discovered strong relations
between string theory and enumerative geometry [KM94]. This input from physics pushed a
lot on the study of enumerative questions. Nowadays, the theory of Gromov-Witten invariants
is an own field of mathematics where scientists from algebraic geometry, symplectic geometry
and mathematical physics fruitfully collaborate. We will discuss this subject only shortly as we
are more interested in its tropical version, that we are going to consider in section 2.3.
Definition 1.2 (Moduli spaces of stable maps Mg,n(X,β))
See [FP96]. Fix integers g, n ≥ 0. Furthermore, let X be a smooth projective variety and
β ∈ H2(X,Z) a homology class.
An n-marked stable map of genus g is a collection (C, x1, . . . , xn, f) of a projective nodal
connected curve C of arithmetic genus g, smooth points xi ∈ C which are pairwise disjoint,
and a morphism f : C → X satisfying f∗([C]) = β such that every irreducible component
isomorphic to P1 which is mapped to a point in X contains at least 3 special points, i.e.
markings or intersection points with other components, and every irreducible component of
(geometric) genus 1 being mapped to a point contains at least one special point (stability).
The second part of the stability condition is only necessary to exclude the case g = 1, n = 0, and
β = 0. Two stable n-marked maps (C, x1, . . . , xn, f) and (C
′, x′1, . . . , x′n, f ′) are isomorphic
if there exists a scheme isomorphism ϕ : C → C ′ such that ϕ(xi) = x′i and f ′ ◦ ϕ = f .
Mg,n(X,β) is the set of isomorphism classes of n-marked stable maps.
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Remark 1.3 (Properties of Mg,n(X,β))
Let g, n,X, β be as above.
• The description as set of Mg,n(X,β) seems to be simple, but the proof of the follow-
ing assertions is long and technical. Mg,n(X,β) exists as (compact) Deligne-Mumford
stack/ projective coarse moduli space of expected dimension −KX ·β+ (dimX−3)(1−
g)+n [FP96, theorem 1]. Note that in general this expected dimension does not coincide
with the actual dimension. Compactness is necessary to build an intersection theory on
Mg,n(X,β). For g = 0 and n ≥ 3 M0,n(X,β) is a smooth projective variety and a fine
moduli space [FP96, theorem 2].
• If X = {pt}, and hence β = 0, we have Mg,n({pt}, 0) = Mg,n, the moduli space
of n-marked curves of (arithmetic) genus g. When X ∼= Pr is a projective space, we
simplify the notation by writing Mg,n(P
r, d) instead of Mg,n(P
r, d[line]).
• The open part Mg,n(X,β) of Mg,n(X,β) consists of smooth n-marked stable maps. The
boundary Mg,n(X,β)\Mg,n(X,β) is a divisor with normal crossings [FP96, theorem 3].
Observe that the proofs of theorem 1-3 in [FP96] are for the special case of g = 0 and a convex
variety X, as e.g. P2. The generalization to non-convex varieties needs virtual fundamental
classes and is highly non-trivial (see below). For g = 0 and a convex variety the fundamental
class coincides with the virtual class [HKK+03, chapter 26.1.].
Remark 1.4 (The moduli space Mg,n)
A related, somewhat simpler object is the moduli space of n-marked stable curves of genus g.
This space is made to classify abstract projective curves and will be needed in section 2.2. An
n-marked stable curve of genus g is a collection (C, x1, . . . , xn) of a projective nodal connected
curve C of arithmetic genus g, smooth points xi ∈ C which are pairwise disjoint, such that
every rational irreducible component of C contains at least 3 special points, i.e. markings or
intersection points with other components, and every irreducible component of (geometric)
genus 1 contains at least one special point. Two stable n-marked curves (C, x1, . . . , xn) and
(C ′, x′1, . . . , x′n) are isomorphic if there exists a scheme isomorphism ϕ : C → C ′ such that
ϕ(xi) = x
′
i. Mg,n is the set of isomorphism classes of n-marked stable curves. Hence, Mg,n
can be seen as Mg,n(X,β) but forgetting the information of the variety X and the map f .
Its properties are similar to the ones of remark 1.3.
Definition 1.5 (Evaluation maps, (algebraic) Gromov-Witten numbers)
We define the i-th evaluation morphism evi : Mg,n(X,β)→ X as (C, x1, . . . , xn, f) 7→ f(xi).
On the cohomology ring H∗(Mg,n(X,β),Z) one can define an intersection product ∩. Choose
cohomology classes γ1, . . . , γn ∈ H∗(X,Z), e.g. classes of points, which can be considered as
conditions that the curves we want to count have to satisfy, such that the following intersection
product, the (algebraic) Gromov-Witten invariant w.r.t. g, n,X, β, γ1, . . . , γn, is 0-dimensional:∫
[Mg,n(X,β)]vir
ev∗1(γ1) ∩ . . . ∩ ev∗n(γn),
where [Mg,n(X,β)]
vir denotes the virtual class of Mg,n(X,β) as in [BM96]. Its introduction
is necessary as for most varieties X the actual dimension of Mg,n(X,β) is bigger than the
expected one. The crucial point then is to interpret this intersection product correctly. A priori,
it does not give the number of curves in X satisfying the conditions γ1, . . . , γn. The reason is
that we have to choose a compactification Mg,n(X,β) of Mg,n(X,β) in order to do intersection
theory. But components of Mg,n, often in the boundary Mg,n(X,β) \Mg,n(X,β), can have
too high dimension and may give contributions that we do not want. A general strategy to
find enumerative numbers is as follows:
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• find a suitable moduli space M (in general open) for your enumerative problem that
parametrizes the objects that you want to count
• compactify this space in order to be able to apply intersection theory
• each condition of your problem corresponds to a subspace of your moduli space, e.g. a
point condition for curves on a surface, cuts out a hypersurface in the moduli space
• the intersection of these subspaces corresponds to curves satisfying the conditions
• analyse this intersection product and correct by removing contributions that come from
components of excessive dimension.
For instance, when M is the space of conics ⊂ P2 passing through 5 generic points in the plane,
each conic is parametrized by its coefficients (a0 : . . . : a5) ∈ P5. Its natural compactification
is P5. The 5 points correspond to the intersection of 5 independent hyperplanes of degree 1.
The intersection of the hyperplanes is zero-dimensional as the points are generic, so there is
an unique solution. The boundary P5 \M contains only reducible conics, i.e. pairs of lines and
double lines which cannot pass through 5 generic points, so this solution lies in the open dense
part M . Note that the boundary is necessary and has an interpretation as set of degenerations
of curves in M .
More generally, for moduli spaces M = Mg,n(X,β) where X is a homogeneous space like P
2,
P1×P1 ([FP96, lemma 14]) or the blow-up of P2 in up to 3 points ([GP98, theorem 4.1]) this
intersection number equals the corresponding GW invariant, and therefore the contributions
at the boundary are not relevant.
So, for n = 3d − 1 + g, X = P2 and choosing the γi as cohomology classes of points in P2
in a generic point configuration we obtain:
N(d, g) =
∫
[Mg,n(P2,d)]vir
ev∗1(γ1) ∩ . . . ∩ ev∗n(γn).
Remark 1.6 (Symplectic Gromov-Witten numbers)
It is also naturally possible to define Gromov-Witten numbers via symplectic geometry [Rua96],
[RT95]. Nevertheless, it has been proven that the algebraic and symplectic numbers coincide
for any complex projective manifold [Sie99].
Definition 1.7 (Psi-classes ψi)
The Psi-class ψi is the (first) Chern class of the i-th cotangent line bundle to a given stable
curve/map in Mg,n/Mg,n(X,β). Considering a Psi-class as a condition that plane n-marked
curves can satisfy, this condition can be interpreted as tangency condition at the marked points
in most cases.
Remark 1.8 (Characteristic numbers)
Another type of conditions for an enumerative problem are tangency conditions. The condition
for a plane curve of being tangent to a line in P2 is a condition of codimension 1, i.e. is a
divisor in Mg,3d−1+g(P2, d). When we ask for the number of plane curves of degree d and
genus g passing through a points and being tangent to b lines such that 3d− 1 + g = a+ b,
this number is a characteristic number. Some, but not all of these characteristic numbers can
be computed as appropriate intersection products, e.g. [KV07, section 3.6.2].
The moduli space language is useful for producing recursive formulas for the numbers N(d, g)
which makes it easier to compute these numbers.
Remark 1.9 (Computing Gromov-Witten invariants)
A formula for the numbers N(d, 0) was found by Maxim Kontsevich [KM94]. He considers the
forgetful map pi : M0,n(P
2, d) → M0,4. As M0,4 is isomorphic to P1, all points in M0,4 are
linear equivalent as divisors. After choosing two points he pulls them back along pi, intersects
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them appropriately and compares their so obtained 0-dimensional intersection products. In
this way, he finds linear relations between boundary components of M0,n(P
2, d).
Lucia Caporaso and Joe Harris gave in [CH98] a general approach to compute the numbers
N(d, g). The main idea here is to specialize the markings xi sucessively to lie on a line. When
we do so, the number of curves satisfying the conditions remains the same, but it can happen
that the curves degenerate and split off components. Studying systematically how points can
specialize and counting the degenerated curves instead yields a recursive formula.
Note that these formulas and their proof require a large machinery of involved tools of algebraic
geometry like stacks, etc. Fortunately, the proofs become low-tech in the framework of tropical
geometry [GM08, GM07a].
In [CH98] Caporaso and Harris have to make use of generalized Gromov-Witten invariants for
their formula, for which they consider curves satisfying point and tancency conditions to a
given line. Note that these numbers are equal in some cases to characteristic numbers, see
1.8.
Definition 1.10 (Relative Gromov-Witten numbers)
[GM07a, definition 2.2]. A (finite) sequence is a collection α = (α1, α2, ...) of natural numbers
almost all of which are zero. Let d ≥ 0 and g be integers, and let α and β be two sequences
with Iα + Iβ = d, where Iα = 1α1 + 2α2 + 3α + . . .. Choose a fixed line L ⊂ P2. The
so-called relative Gromov-Witten number Nα,β(d, g) (of the plane) is defined as the number
of stable maps (C, x1, . . . , xn, f) of genus g with X = P
2 and with homology class d[line]
such that f(C)
• intersects L in αi fixed general points of L with intersection multiplicity i each for all
i ≥ 1,
• intersects L in βi more arbitrary points of L with intersection multiplicity i each for all
i ≥ 1, and
• passes in addition through 2d+g+ |β|−1 more general points in P2, where |β| = ∑i βi.
In the case where α is the zero sequence and β = (d, 0, . . .) this number is the usual Gromov-
Witten number N(d, g). These numbers are also invariant as proven in [CH98] using gen-
eralized Severi varieties. The formula given there is a recursive formula involving relative
Gromov-Witten numbers, in particular the numbers N(d, g). The formula of [CH98] also
works for other surfaces than P2.
1.3 Real enumerative geometry
Definition 1.11 (Real curve, real structure)
Let C be a (-n irreducible, but not necessary smooth) complex projective curve, ϕ : C ↪→ PN
a closed embedding for some N and its complex locus (w.r.t. ϕ) CC = ϕ(C). The map
τC : CC → PN , [p0 : . . . : pN ] 7→ [p0 : . . . : pN ] is induced by complex conjugation on C
(and depends on ϕ). An antiholomorphic map σ : CC → CC is a map such that τC ◦ σ is
holomorphic. σ is called antiholomorphic involution if in addition it holds σ2 = idCC . In this
case, σ is said to be a real structure on C and the pair (C, σ) is called a real (projective)
curve. The real part/locus of C (w.r.t. ϕ and σ) is defined as the set of fixed points of C
under σ and is written as RC. If σ = τC , then RC is contained in the real projective space
PNR and CC is defined by a real homogeneous polynomial. In general we have for each real
curve (C, σ) a closed embedding of C into PN such that the real structure is τC w.r.t. that
embedding [Har06, Exercise II 4.7 (a)]. Therefore, a real curve can always be described by a
real homogeneous polynomial. CC can carry several real structures. Two real structures σ, σ
′
on C are equivalent if there exists a C-automorphism g of CC such that σ = g
−1σ′g.
Of course, these definitions can be generalized to projective varieties.
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Example 1.12 (Real structures)
On P1 we have two non-equivalent real structures: the standard real structure τP1 and the
structure given by [z1 : z2] 7→ [−z1 : −z2]. In the second case, we have RP1 = ∅. In general,
Pn has two (non-equivalent) real structures if n is odd and one real structure, i.e. τPn , if n is
even [DIK00, remark 6.11.9.].
By abuse of notation, a real plane curve C ⊂ P2 is in the following given by a homogeneous
polynomial f ∈ R[x, y, z].
The degree of a real plane curve is the degree the defining polynomial f and its (geometric)
genus is the one of the corresponding complex plane curve.
Remark 1.13 (Generic points for a real plane curve)
If we want to play the enumerative game for real plane curves of degree d and genus g, we first
observe that we have two choices of point types in the point conditions of our enumerative
problem, namely real points and pairs of complex conjugate points (f(z) = 0 ⇒ f(z) = 0).
The space of real curves of degree d has (real) dimension d(d+3)3 (argumentation as for complex
curves, see 1.1). Each real point imposes one condition and each pair of complex conjugate
points two. Hence the number r of real points and the number s of pairs of complex conjugate
points should satisfy r + 2s = 3d − 1 + g to obtain a 0-dimensional space of real curves of
degree d and genus g satisfying the point conditions. It turns out when we count such curves
through 3d − 1 + g generic points, the count depends on the position of the points and not
only on the numbers r and s! A first example of this fact was given in 2000 by Degtyarev and
Kharlamov:
Example 1.14 (The number of real rational cubics through 8 real points)
See [DK00, proposition 4.7.3] or [Sot11, theorem 9.4]. Here, the argument is similar to example
1.1 and that is why we stick to the same notation. Instead of 9 points in P2 we consider 9 real
points pi such that 8 of them are generic and blow up P
2
R in these nine points. The surface
that we obtain is contained in some PMR . When we compute the Euler characteristic of S via
pi we have to replace each pi by P
1
R in S. Hence we get:
χ(S) = χ(P2R \ ω) + 9χ(P1R) = 1− 9 + 0 = −8. (1.3)
Making use of the map t to compute χ(S) we should figure out which types of real curves
lie in S over the regular and the singular fiber Fsing. Smooth real cubics have one or two
topological components homeomorphic to P1R and hence their Euler characteristic is zero. For
Fsing we will have a closer look to the real locus RC of a cubic C lying in the complex pencil
and over the (complex) fiber Fsing. There are three types of nodes:
• a node that can be seen in RC as crossing of two complex lines in P2 intersecting in a
real point. This is called an isolated node and denoted by A+1 by Arnold’s classification
of simple singularities [AGZV88].
• it looks like the union of two real lines (real node), written as A−1 .
• the last option is the empty set in RC. This is the case when we have a pair of complex
conjugate isolated nodes and occurs only for reducible cubics.
The following pictures are in the affine chart R2 of P2R. The nodes there can be described
locally by the equations indicated.
x2 − y2 = 0x2 + y2 = 0
isolated node conjugate nodesreal node
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We denote by i the number of curves with an isolated node and by n the number of curves
with a real node. A curve with an isolated node has Euler characteristic 1 while the one of
a cubic with a real node is −1 (union of two circles). By the result of example 1.1 we have
i+ n ≤ 12. Proceeding as in this example yields:
χ(S) = χ(t−1(P1R \ Fsing)) + χ(t−1(Fsing)) = χ(P1R \ Fsing) · χ(smooth cubic)
+ i · χ(cubic with sol. node) + n · χ(cubic with real node) = i− n. (1.4)
By the computation of χ(S) via pi, we have i − n = −8. Of course it holds i, n ≥ 0. The
solutions of this system of (in-)equalties then are (i, n) ∈ {(0, 8), (1, 9), (2, 10)}.
Hence the number of real rational cubics through 8 generic real points can be 8, 10 or 12. All
these cases are realizable, for instance if we choose a pencil generated by two cubics with an
isolated node each, then we have 12 real curves over Fsing.
What is going on here? The reason for this varying number is that the different types of
nodes can be deformed to others when the generic points are moved, e.g. an isolated node can
easily become a pair of complex conjugate nodes. The solution of this problem is the study
of deformations of real curves and the conclusion that each curve should be counted with a
sign to obtain an invariant. This is the work of Yves-Jean Welschinger in the framework of
symplectic geometry. He considers in [Wel03, Wel05a] real rational symplectic manifolds of
dimension 4 and counts real rational J-holomorphic curves in a given homology class. In the
case of P2 or more general in the case of del Pezzo surfaces (for a definition see 1.19) the
count of these J-holomorphic curves gives the same as the count of real rational curves, whose
underlying complex curves are irreducible. This is due to the fact that the complex structure
is generically symplectic for these surfaces [Wel03, corollary 2.3], [Rua93, theorem 7.1], which
also makes sure that the number of curves is finite, [Wel03, theorem 1.11]. This celebrated
result has to be considered as a milestone in real enumerative geometry which has ever since
attracted much attention.
Definition 1.15 (Welschinger invariants for P2 [Wel03, Wel05a])
Let C ⊂ P2 be a real nodal curve of degree d whose underlying complex curve is irreducible.
The mass of C is defined as m(C) := # of isolated nodes in C. Fix a point configuration ω
of r real and s pairs of complex conjugate points such that #ω = 3d − 1 = r + 2s and the
points in ω are in general position. Then the Welschinger number w.r.t. d, g and ω is
W (d, g, ω, r, s) =
∑
C through ω
(−1)m(C).
(−1)m(C) is called the Welschinger sign of C.
Theorem 1.16 (Invariance of W (d, 0, ω, r, s) for P2 [Wel03, Wel05a])
The number W (d, 0, ω, r, s) does not depend on the actual configuration ω as long as the
points in ω are generic.
We will therefore write W (d, r, s) for the Welschinger invariant.
Remark 1.17 (Natural bounds of Welschinger invariants)
Let RC(d, 0, ω, r, s) be the number of real rational nodal curves of degree d whose underlying
complex curves are irreducible and pass through a generic point configuration ω with r+ 2s =
3d− 1 points. Then we have:
|W (d, r, s)| ≤ #RC(d, 0, ω, r, s) ≤ N(d, 0).
Sketch of proof of thm 1.16. We stick to [IKS03a]. Consider configurations ω of r real points
and s pairs of complex conjugate points in general position such that r + 2s = 3d − 1 = m.
Order the points in each ω as (p1, . . . , pr, pr+1, pr+1, . . . , pr+s, pr+s) ∈ (P2)m. Define a real
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structure c on (P2)m by setting c(x1, . . . , xr, xr+1, . . . , xr+2s) = (x1, . . . , xr, xr+2, xr+1, . . . ,
xr+2s, xr+2s−1). This structure c is made such that the real part R(P2)m of (P2)m w.r.t. c
consists of all configurations ω as above. Observe that every generic configuration ω ∈ R(P2)m
is also generic in (P2)m. The idea of proof is that we choose a real point (possible if r > 0)
or a pair of complex conjugate points (if s > 0) that we move continuously in R(P2)m (while
keeping the other points in a generic configuration fixed) in such a way that the configuration
remains generic and show that the Welschinger number keeps the same along this move.
To make this more precise, we start with the move of a real point, say pr of a generic ω.
Consider the configuration ω′ that we get when omitting pr in ω. Let RV (ω′) be the real part
of the closure of the smooth projective variety of complex irreducible rational nodal curves
of degree d passing through ω′ w.r.t. the standard real structure. RV (ω′) then contains
real curves of degree d through ω′. The linear system Γ(pr) on RV (ω′) is the subset of
curves passing through ω. When we move pr in P
2
R also Γ(pr) changes. Define a projection
pi : RV (ω′)→ P2R by pi−1(p) = Γ(p). It can be shown that W (d, 0, ω, r, s) may only change
(as long as ω remains generic)
a) in points of Γ(pr) ∩RV (ω′) \RV (ω′),
b) when pr crosses a node (not in ω
′) of a curve in RV (ω′).
For a) let us check case by case the invariance ofW (d, 0, ω, r, s). A curve C ∈ RV (ω′)\RV (ω′)
can have:
• nodes and one cusp (singularity of type A2) at a point p0. For a neighborhood U(C)
of C in RV (ω′) the intersection U(C)∩ pi−1(p) is either the empty curve or consists of
two points, namely a curve C1 having the cusp replaced by an isolated node and a curve
C2 with a real node instead of the cusp. The claim then follows with m(C1) = 1 and
m(C2) = 0.
(−1)1 + (−1)0 = 0
∅
0
• nodes and only one tacnode with 2 branches (A−3 ) at a point p0. Then U(C)∩pi−1(p) is
a point corresponding either to a curve where the tacnode is replaced by two real nodes
or a curve where the tacnode is replaced by a part without singularities:
(−1)0 = 1(−1)0 = 1
• nodes and only one isolated tacnode (A+3 ) at p0. In this case U(C) ∩ pi−1(p) is a point
corresponding either to a curve where the tacnode is replaced by two isolated nodes or
a curve where the tacnode is replaced by a part without singularities.
(−1)2 = 1 (−1)0 = 1
• p0 ∈ C ∈ RV (ω′) \ RV (ω′) can be also of type D−4 , a singularity consisting of three
branches (again, all the other singularities of C are nodes). Then U(C) ∩ pi−1(p) is a
point which corresponds to a curve with three real nodes instead of the D−4 singularity.
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(−1)0 = 1 (−1)0 = 1
• the singularity in p0 may be of type D+4 , i.e. may consist of a line. Here U(C)∩pi−1(p) is
a point which corresponds to a curve with one isolated node instead of the D+4 singularity.
(−1)1 = −1 (−1)1 = −1
• there are two more types appearing: a reduced reducible curve consisting of two rational
nodal curves intersecting transversely and not at nodes, or a rational nodal irreducible
curve where one node is at a point of ω′. Also in these cases W (d, 0, ω, r, s) remains
invariant.
Concerning b): if the node at pr of a curve C ∈ RV (ω′) is isolated, then U(C)∩pi−1(p)\{C}
is empty. On the other hand, when the node at pr is real, U(C)∩pi−1(p) contains always two
points when pr leaves the position of the node. If we move pr, say on a line, the two curves
appearing before crossing and after crossing the node are real regular homotopy equivalent and
hence W (d, 0, ω, r, s) also does not change.
When we move a pair of complex conjugate points, the cases we have to consider are those
of a) and the argument is similar to that one above. 
Unfortunately, this result is only true for g = 0.
Theorem 1.18 (Non-Invariance of W (d, 1, ω, r, s) for P2, [IKS03b, theorem 3.1])
Let d ≥ 4. The number W (d, 1, ω, r, s) depends on the actual configuration ω and does not
yield an invariant.
Proof. Comparing with the proof of theorem 1.16 the problem occurs when considering case
b). When we move pr away from the real node of a real elliptic curve C ∈ RV (ω′) on e.g. a
line, then we get on one side the empty set and on the other two points which correspond to
real nodal elliptic curves with the same number of isolated nodes. 
As already noted, the concept of Welschinger numbers can be generalized to other surfaces.
Welschinger numbers are originally defined as signed numbers of real rational J-holomorphic
curves, so the properties of the surface should be such that this count gives the same as the
count of real rational projective curves. As J-holomorphic curves are in some sense limits of
complex projective curves, some curves can split off when forming the limit. This is the case
when the surface contains (−n)-curves for n ≥ 2.
Definition 1.19 ((−n)-curves, unnodal real Del Pezzo surface, toric unnodal Del Pezzo surface)
Let S be a smooth projective irreducible surface over C.
For n ∈ N>0 a (−n)-curve (on S) or exceptional curve is an irreducible smooth rational curve
with self-intersection number −n [DIK00, 6.1.4.]. A (−1)-curve can be obtained by blowing-up
S in a point p. Blowing-up Blp(S) in a point of the exceptional curve yields an (−2)-curve,
etc. In the other direction, the Castelnuovo-Grauert criterion [DIK00, 6.2.1] says that every
(−1)-curve in a surface can be blown-down to a nonsingular surface.
S is called unnodal Del Pezzo surface if its anticanonical divisor −KS is ample. The degree
of an unnodal Del Pezzo surface is (−KS)2. If S is an unnodal Del Pezzo of degree d, then
it is one of the following surfaces [DIK00, 6.12.1.]:
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• P2 for d = 9,
• P1 × P1 for d = 8,
• for d ∈ {1, . . . , 7} the blow-up Blp1,...,pk(P2), where k = 9 − d and the k points are
distinct and in general position.
In particular, they are rational surfaces. It can be shown that the previous definition of unnodal
Del Pezzo surface is equivalent to the fact that S does not contain (−n)-curves for n ≥ 2 or
equivalently for every effective divisor D on S it holds D ·KS < 0 [DIK00, 6.12.2.]. It is also
equivalent to say that S is 2-dimensional Fano variety.
An unnodal real Del Pezzo surface is a unnodal Del Pezzo surface equipped with a real struc-
ture. Up to equivalence P1 × P1 has 4 real structures [DIK00, 6.11.7.], and Blp1,...,pk(P2)
supports in general also several real structures. Note that their real part is not always con-
nected, i.e. this can happen for d ∈ {1, . . . , 4} and a bad choice of real structure, see [DIK00,
17.3].
If S is an unnodal Del Pezzo surface and the equivariant compactification of a 2-dimensional
torus TZ2 = (C
∗)2, then it is called toric. All unnodal Del Pezzo surfaces are toric for d ≥ 6
[CLS11, example 8.3.7. and 10.5.8.], i.e. there are in total 5 toric unnodal Del Pezzo surfaces:
P2, P1 × P1 or P2 blown up in up to 3 points.
Remark 1.20 (Toric surfaces)
(Projective smooth) toric surfaces S have a nice combinatorial counterpart, namely (convex)
lattice polygons. They can be used to study and express properties of the toric variety in
terms of combinatorics as for instance intersection numbers of torus-invariant divisors. Let
M = {m1, . . . ,ms} ⊂ Z2 denote the set of lattice points of a lattice polygon P in R2.
Then P gives rise to a toric variety SP which is the Zariski closure Φ(M) of the image
of M under the map Φ : (C∗)2 → Ps−1, t 7→ [tm1 : . . . : tms ]. For instance, denoting
the 2-dimensional standard simplex ∆2, Φ is the d-th Veronese embedding for P = d∆2
of SP = P
2. Furthermore, each facet F of P comes with a unique supporting hyperplane
HF = {m ∈ R2| 〈m,uF 〉 = −aF } where uF ∈ Z2 is the inward pointing facet normal of F
and unique aF ∈ Z. We then can associate to SP and each facet F the hyperplane section
Φ(HF ) ∩ SP , which is a prime divisor DF in SP . Then DP =
∑
F in P aFDF is a divisor on
SP .
Example 1.21
[CLS11, example 10.5.9]. Let (e1, e2) be the standard basis of R
2. P1 = ∆2 = Conv(0, e1, e2)
yields the toric variety SP1
∼= P2 embedded in P2 together with hyperplane sections Φ(HF )∩
SP1 which are lines and linearly equivalent to the divisor of a line ` of P
2. For P2 = 2∆2 =
Conv(0, 2e1, 2e2) the toric variety SP2 is also P
2, but this time embedded into P5. The
hyperplane section Φ(HF )∩SP2 ⊂ P2 is a curve of degree 2 in P2 for each facet F , which as
divisor is linearly equivalent to 2` .
Remark 1.22 (Tautological linear system)
[IMS09, section 2.2.4]. For toric surfaces, Φ is always an embedding. This means that the
linear system |DP | on SP generated by the monomials ti, i ∈ P ∩Z2, is very ample. It is called
a tautological linear system on SP . The divisor class of each hyperplane section in example
1.21 is such a tautological linear system on SPi .
The lattice polygons P of the toric unnodal Del Pezzo surfaces are depicted below:
P2 P1 ×P1 Blp1(P2) Blp1,p2(P2) Blp1,p2,p3(P2)
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The explanation of the numbers di follows.
Even if it is enough to restrict from the point of view of Welschinger’s proof to real unnodal
Del Pezzo surfaces we will consider here only those which are also toric. The reason is that
the Welschinger numbers of real toric unnodal Del Pezzo surfaces can be computed tropically.
Definition 1.23 (Welschinger numbers for real toric Del Pezzo surfaces)
Let S be P2, P1 × P1 or P2 blown-up in up to 3 (generic) real points equipped with the
standard real structure and let |D| be the tautological linear system on S as in remark 1.22
w.r.t. to fixed toric coordinates. For S = P2 and D of degree d the polygon P is a triangle
with lattice edge lengths d. If S = P1 × P1 and D is of bi-degree (d1, d2), then P is the
polygon with vertices (0, 0), (d1, 0), (d1, d2), (0, d2). Finally, if S = Blp1,...,pk(P
2) and D is
linear equivalent to d` −∑ki=1 diEi where ` denotes a line and Ei is the exceptional divisor
of the blow-up at pi, then P is the polygon as depicted above. Define r(P ) as the number of
integer points on the boundary of P minus 1 and δ(P ) as the number of interior lattice points
of P . Then r(P ) = −KS · D − 1 and δ(P ) is the arithmetic genus of curves in the linear
system |D|.
Let 0 ≤ g ≤ δ(P ) and ω be a generic point configuration of −KS ·D−1 = r+2s points lying
in one connected component of RS. Let C be a real nodal curve in S of genus g, lying in
|D|, whose underlying complex curve is irreducible and which passes through ω. The number
of isolated nodes in a such a curve C is denoted by m(C) and by (−1)m(C) its Welschinger
sign. The (weighted) number of all these curves is
WS(g, ω, r, s) =
∑
C through ω
(−1)m(C),
the Welschinger number w.r.t. S, g, ω, r and s.
Theorem 1.24 (Invariance of WS(0, ω, r, s) for real toric Del Pezzo surfaces)
[Wel03, Wel05a]. The number WS(0, ω, r, s) does not depend on the actual configuration ω
as long as the points in ω remain generic.
Therefore, we will write WS(r, s) for them. In the case of S = P
2 and when we consider
curves of degree d we just write W (d, r, s) as before.
Welschinger numbers for more general surfaces will be discussed in section 4.3.
Remark 1.25 (Welschinger invariants as intersection products)
A natural question is if it is possible to write Welschinger numbers as intersection numbers
like the Gromov-Witten invariants N(d, g). The first obstruction is to find the “right” moduli
space for real curves or more precisely real stable maps. One can consider real isomorphisms
of real curves, complex isomorphisms of real curves or the real locus of M0,n(X,β) w.r.t. an
suitable real structure, which gives different spaces [Sep89], [Sil92]. The latter approach was
developed by Jake Solomon in his thesis [Sol06]. Based on the Teichmu¨ller space description of
RM0,n(X,β) due to Welschinger [Wel05b, section 1.1], which implies that RM0,n(X,β) is a
real algebraic variety, he characterized Welschinger numbers als intersections [Sol06, theorem
1.8] on moduli spaces of J-holomorphic maps mapping to symplectic manifolds with boundary.
Remark 1.26 (Computational aspects of Welschinger invariants)
Welschinger himself computed the numbers W (4, 1, 5) = 0, W (5, 0, 7) = 64, W (6, 1, 8) =
1024, W (7, 10, 0) = −14336, W (8, 1, 11) = −280576 in [Wel07, corollaire 3.12]. Unfortu-
nately, these are just computations of some special numbers, i.e. he doesn’t give a general
approach. More global results have been obtained in tropical geometry. Computations using
lattice path algorithms were obtained in [Mik05], [IKS03b] and using floor diagrams in [BM08]
for only real point configurations. For configurations containing also complex conjugate points
the papers [Shu06b] and [ABLdM11] are helpful.
2 The state of the art: tropical curves and their moduli
Tropical geometry is not that recent anymore: tracing back to late 80s [Sim88] it has grown
rapidly since 2003 [RGST05, Mik05]. This is mainly due to the fact that people from different
fields such as combinatorics, algebraic geometry and (computer) algebra worked hand in hand
on problems. Since the topic is too large to expose it entirely we will have to restrict ourselves
to certain aspects. For this text, it seems to be sufficient to present tropical curves from a
graph-theoretical point of view keeping in mind that we are interested in counting algebraic
curves and stressing this connection. We will also address their moduli spaces and what they
are useful for.
2.1 Amoebas and a correspondence theorem
Consider a plane (complex) projective curve V in the torus (C∗)2. Applying to V the map
Logt : (C
∗)2 → R2, (z1, z2) 7→ (− log |z1|log t ,− log |z2|log t ) for t = 1/ exp(1) and where log is the
natural logarithm yields the so called amoeba A(V ) of V [GKZ94, Section 6.1]. For instance,
the following picture shows the amoeba of the variety V (f) defined by f(z1, z2) = z1 +z2−1,
i.e. we restrict Log := Log1/ exp(1) to {(z1,−z1 + 1)|z1 ∈ C} ∩ (C∗)2. Note that the amoeba
only depends on the absolute value of z1 and −z1 + 1 here, e.g. when we replace f by
g(z1, z2) = −z1 + z2− 1 the amoeba is the same, A(V (f)) = A(V (g)). A(V (f)) is closed in
R2 since V (f) ⊂ (C∗)2 is closed and Log is a continuous, proper map. Amoebas have many
interesting properties [GKZ94, The02, Mik04a], reflecting some properties of the curve. But
still, they are hard to handle because of their analytic nature. For t→ 0 however, the amoeba
gets thinner and converges to a piece-wise linear object [IMS09, theorem 1.4], which we call a
tropical line and which is a special case of a tropical curve.
We now describe these tropical curves without using limits. Consider the field K = C{{t}}
of Puiseux series over C, whose non-trivial elements are formal power series of the form
p(t) = p1t
a1 + p2t
a2 + . . . with pi ∈ C∗, ai ∈ Q which have a common denominator and
a1 < a2 < . . .. It is the algebraic closure of the field C((t)) of Laurent series over C [Rib99, p.
22
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186] and has a natural non-archimedean valuation v : K → R = R∪{∞} given by v(p) = a1
and v(0) = ∞. Note that v is not surjective. Let f = ∑i cixi ∈ K[x±1 , x±2 ] be a non-trivial
Laurent polynomial in 2 variables x1, x2 with coefficients ci in K, and where i = (i1, i2) is
a multi-index. Define furthermore the tropicalization of f , denoted trop(f), which is the
function R2 → R, y = (y1, y2) 7→ maxi{−v(ci) + i · y}. With this setting we can define two
related objects
a) trop(V (f)) = {y ∈ R2| trop(f)(y) is achieved at least twice}, and
b) the topological closure of the set {(−v(z1),−v(z2))| (z1, z2) ∈ V (f)} in R2 w.r.t. the
Euclidean norm.
Kapranov’s theorem published in [EKL06, theorem 2.1.1] states that the sets in a) and b)
coincide. This implies that the set b) only depends on the valuation of the coefficients of f !
More generally, the theorem holds for every non-archimedean valuation val on K. When val
is surjective, we can leave out the “closure” in b). The set in b) can be seen as generalized
amoeba, called non-archimedean amoeba. Indeed, given a non-archimedean valuation val on
K one can consider the induced norm on K given by |p| = exp(−val(p)) and |0| = 0. Then
Log((z1, z2)) = (log |z1|, log |z2|) = (−val(z1),−val(z2)) for (z1, z2) ∈ (K∗)2. Observe that
for val = v the non-archimedean amoeba equals the tropical curve of f as defined in the
beginning, when allowing also zero sets in (K∗)2 of Laurent polynomials. This follows from
the fact that log |p(t)|log t equals v(p(t)) for small t and p(t) ∈ K [Gat06, section 1.2]. There is
also a third characterization of a tropical curve via initial forms, which is not relevant in this
thesis and will be omitted here (see, for example, [MS11, definition 3.1.1]). The equivalence
of the three characterizations for an irreducible variety V (I) in (K∗)n is called Fundamental
Theorem of tropical geometry [SS04, theorem 2.1]. Note that some people prefer to phrase
tropicalizations with min instead of max, for instance in [MS11].
Example 2.1
For f = z1 +z2−1 the tropicalization of f is trop(f)(y1, y2) = max{y1, y2, 0}. The maximum
is achieved at least twice for y1 = y2 ≥ 0, 0 = y1 ≥ y2 and 0 = y2 ≥ y1. The non-archimedean
amoeba w.r.t. v consists of the closure of points which can be described as follows [MS11,
example 3.1.4] using the inequality v(a+b) ≥ min{v(a), v(b)} characterizing non-archimedean
valuations:
(−v(z1),−v(−z1 + 1)) =

(−v(z1), 0), if v(z1) > 0
(−v(z1),−v(z1)), if v(z1) < 0
(0,−a), if v(z1) = 0 and z1 = 1 + αta + z˜1
with v(z˜1) > a > 0,
(0, 0), otherwise.
Hence, the sets of a) and b) agree here. So this tropical line can be seen as the union of three
half rays meeting in (0, 0) with direction vectors (−1, 0), (1, 1) and (0,−1). Note that these
three vectors satisfy the zero tension condition or balancing condition, namely that their sum
equals the zero vector in R2. This property is true for all tropical varieties [Spe05, theorem
2.5.1] and will be a feature of our combinatorial definition of tropical varieties 2.8, in particular
parametrized tropical curves 2.23.
Given a plane (complex) projective curve V of degree d and of genus g in the torus (C∗)2
passing through a configuration ω of 3d−1+g points in general position in (C∗)2 one might be
interested in tropicalizing this picture, i.e. one can consider trop(V (f)) and (−v(p1),−v(p2)) ∈
R2 for p = (p1, p2) ∈ ω. Then one is tempted to ask questions like what is the number
of tropical curves being the tropicalization of plane (complex) projective curves of degree d
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and of genus g passing through the tropicalization of ω? Answering this question with the
actual notion of tropical curve is very hard as we have always to pass through the process
of tropicalization. The next section is devoted to the presentation of a more combinatorial
definition of a tropical curve, which will be called parametrized tropical curve. However, the
answer to the question above will given already here and is due to Grisha Mikhalkin [Mik05,
theorem 1 in section 7.1].
Theorem 2.2 (Mikhalkin’s Correspondence Theorem (Version 1))
Given d and g and the tropicalization of a configuration ω of 3d − 1 + g points in (C∗)2 in
general position, then the number of tropical curves trop(V ) being the tropicalization of plane
(complex) projective curves V of degree d and of genus g passing through the tropicalization
of ω, counted each with a certain multiplicity mult(trop(V )) ∈ N>0, equals N(d, g) and does
not depend on ω. The multiplicity mult(trop(V )) will be defined in 2.35.
Note that – from the amoeba point of view from the beginning – it seems to be plausible that
several classical curves are mapped to the same tropical curve.
2.2 Abstract tropical curves and their moduli spaces
The notion of n-marked abstract tropical curve of given genus g, as well as that one of the cor-
responding moduli spaceMg,n, is due to Grisha Mikhalkin and has been studied in more detail
by Andreas Gathmann, Michael Kerber and Hannah Markwig in [GM07b, GKM09, Mar06].
The dual bijection between cells in the classical moduli space Mg,n of n-marked stable curves
of genus g andMg,n is known since a while, but only proven explictly in [Cap11, theorem 4.7].
Lucia Caparaso uses there a modified notion of abstract tropical curve introduced in [BMV11],
which is more useful for compactifying Mg,n nicely. But let us explain the necessary notions
step by step. First, we give the definitions as in [GKM09], which differ slightly from those of
Mikhalkin.
Definition 2.3 (n-marked abstract tropical curve of genus g)
A metric graph Γ is a graph with a function l on the set of its edges, taking values inR>0∪{∞},
assigning to each edge E its length l(E). If l(E) is finite, then E is called a bounded edge,
otherwise an unbounded edge. Furthermore, a vertex V in Γ is called m-valent, if there are
m edges being adjacent to V . We define an n-marked (abstract) tropical curve to be a
tuple (Γ;x1, . . . , xn), where Γ is a connected metric graph with first Betti number g, i.e. the
number of independent cycles in the graph, all of whose vertices are least 3-valent, and where
x1, . . . , xn is a labeling of its unbounded edges, which we require to be ends of the graph. In
the following, we will sometimes write marked edge xi or marked end xi for the unbounded
edge with label xi.
Definition 2.4 (Combinatorial type of an abstract curve)
The combinatorial type of an n-marked abstract tropical curve of genus g is just the curve,
but forgetting the information about the edge lengths.
Example 2.5
In the following sequence of 5-marked abstract tropical curves of genus 2 vertices are depicted
by green dots, i.e. the first graph has a crossing of edges which is not a vertex (this is because we
have drawn the abstract graph in the plane). The first two curves have the same combinatorial
type while the third and the fourth curve have a different one, respectively. The lengths of the
bounded edges are pictured in red.
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Remark 2.6
These curves are the tropical analogues of n-marked stable curves over C as defined in remark
1.4. In particular, this is motivated by the fact that the underlying graph Γ is not embedded
and the stability condition is reflected by the condition that vertices are at least 3-valent. This
correspondence will be studied more carefully in 2.21.
To describe tropical varieties combinatorially, we need the following basic definitions.
Definition 2.7 (Polyhedral complex, fan)
Pick some r ≥ 0 and a lattice Λ ∼= Zr; set V := Λ⊗Z R.
a) A (closed) polyhedron σ ⊂ V in V is a set σ = {x ∈ V | f1(x) = s1, . . . , fn(x) =
sn, fn+1(x) ≥ sn+1, . . . , fN (x) ≥ sN} for some N ∈ N, linear forms fi ∈ Λ∨, and
numbers si ∈ R. If in addition si = 0 ∀i, then σ is called a (closed) cone in V . τ ⊂ σ
is called a face of σ, if τ can be described by replacing some (or none) inequalities
in the characterization of σ by equalities. Alternatively, a cone can be written as σ =
{λ1u1 + . . .+ λnun| λ1, . . . , λn ∈ R≥0} with ui ∈ Λ and we then say that σ is spanned
by u1, . . . , un.
b) The vector subspace of V spanned by a polyhedron moved to the origin/cone σ in V
will be denoted Vσ and its lattice by Λσ = Λ ∩ Vσ.
c) The relative interior
◦
σ of a polyhedron/cone σ in V is the interior of σ in Vσ.
d) An (abstract) polyhedral complex is a topological space X, which is a finite disjoint
union unionsqϕi( ◦σi) of images of injective maps ϕi : σi → X of the relative interior of convex
polyhedra σi in Vi satisfying
• the intersection ϕi(σi) ∩ ϕj(σj) is a closed set of X for all i, j,
• the transition maps ϕ−1i ◦ ϕj are affine linear for i 6= j where they are defined.
The polyhedra σi are called the cells of X.
e) A fan in V is a finite set X of cones σi in V with the following properties
• each face of a cone in X is in X and
• the intersection σi ∩ σj of two cones σi and σj is a face of σi and σj .
The cones in X are also called the cells of X.
Definition 2.8 (Pure dimension of a polyhedral complex/fan, simplicial and tropical fans)
A polyhedral complex or fan X is of pure dimension N if the dimension dim Vσ of each maximal
cone σ (w.r.t. inclusion) is N .
Let now X be a fan in V . A cone σ is called simplicial, if it is spanned by linear independent
vectors ui. We say that X is simplicial, if all cones of X are simplicial.
We assume now that X is of pure dimension N . For 0 ≤ k ≤ N we denote the collection
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of its k-dimensional cones by X(k). We call X a tropical fan if it is equipped with a weight
function w : X(N) → N such that the balancing condition∑
σ>τ
w(σ) vσ/τ = 0 ∈ V/Vτ
holds for all (N − 1)-dimensional cones τ , where vσ/τ is the primitive outer normal vector of
σ relative to τ . The union of all cones of X will be written as |X| ⊂ V .
Definition 2.9 (Morphism of polyhedral complexes, morphism of fans)
Let the notation be as above.
a) A morphism f : X → Y of polyhedral complexes X and Y is a continuous map f such
that for each cell σi the image f(σi) is contained in only one cell of Y , and f |σi is an
affine linear map.
b) A morphism f : X → Y of fans X and Y is a Z-linear map, i.e. a map f˜ : |X| → |Y |
induced by a Z-linear map between the underlying lattices ΛX and ΛY .
Moduli spaces of abstract tropical curves of genus 0 are well-known and easy to characterize,
which is not the case for higher genus.
Definition 2.10 (Moduli space M0,n of rational n-marked abstract tropical curves)
An isomorphism of rational n-marked tropical curves (Γ;x1, . . . , xn) and (Γ˜; x˜1, . . . , x˜n) is a
homeomorphism Γ→ Γ˜ sending xi to x˜i and mapping edges of Γ bijectively onto edges of Γ˜ by
affine maps of slope ±1. As in [Mik07] and [GKM09], we will denote by M0,n the parameter
space of all rational n-marked tropical curves modulo isomorphisms.
The moduli space M0,n can be given the structure of a simplicial tropical fan (see remark
2.11 for the fan structure) of dimension n− 3 in a quotient space of R(n2) ([GKM09, theorem
3.7]); in fact, it can be described as the tropical Grassmannian G(2, n) modulo its lineality
space (see [SS04, theorem 3.4] or [GKM09, remark 3.9]) and is denoted there G′′(2, n). More
precisely, for each n-marked tropical curve (Γ;x1, . . . , xn) and 1 ≤ i < j ≤ n let distΓ(xi, xj)
be the distance between the unbounded edges xi and xj in Γ. We thus get a map
v˜ : M0,n → R(
n
2)
(Γ;x1, . . . , xn) 7→ (distΓ(xi, xj))i<j
where we choose the lexicographic ordering of the pairs (i, j) for the coordinates in R(
n
2). We
will call v˜(Γ;x1, . . . , xn) the distance vector of (Γ;x1, . . . , xn).
The following vectors inR(
n
2) will be of particular importance: let I ⊂ {1, . . . , n} be any subset,
and denote by v˜(I) ∈ R(n2) the vector whose (i, j)-coordinate is equal to 1 if I contains exactly
one of the numbers i and j, and 0 otherwise. Note that v˜(Ic) = v˜(I), where Ic denotes the
complement of I in {1, . . . , n}.
The vectors di := v˜({i}) for i = 1, . . . , n form a basis of the so-called lineality space mentioned
above; i.e. by taking the quotient by this subspace we obtain a map
v : M0,n → R(
n
2)/〈d1, . . . , dn〉
(Γ;x1, . . . , xn) 7→ (distΓ(xi, xj))i<j
that embeds M0,n as a tropical fan in R(
n
2)/〈d1, . . . , dn〉 [GKM09, theorem 3.7]. For this
structure of a tropical fan the weights of all top-dimensional cones are chosen to be 1, and the
underlying lattice Λ is taken to be the one generated by the classes v(I) of the vectors v˜(I)
for all I ⊂ {1, . . . , n} modulo the lineality space. In the remainder, we will always view M0,n
as a tropical fan with this embedding. We mod out the lineality space in order to make the
distance distΓ(xi, xj) independent of start/end point on the unbounded edges xi and xj .
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Remark 2.11 (Fan structure of M0,n)
Each cone of the tropical fan M0,n w.r.t. the coarsest fan structure corresponds to curves
of the same combinatorial type, i.e. curves which differ just by the lengths of their bounded
edges. These cones are open convex polyhedra of dimension
n− 3−
∑
vertices V in Γ
(val V − 3),
where val V is the valence of the vertex V of any curve Γ of the given type. The one-
dimensional rays of M0,n are generated by the vectors v(I) of definition 2.10 for all I ⊂
{1, . . . , n} with 2 ≤ |I| ≤ n− 2; by construction these are just the distance vectors of curves
(Γ;x1, . . . , xn) in M0,n having exactly one bounded edge of length 1, with markings in I on
one and Ic on the other side. Hence there is only a finite number of combinatorial types of
curves in M0,n. Note that the fan structure of M0,n as in definition 2.10 coincides with the
fan structure of the quotient G′′(2, n), see [SS04, theorem 4.2 & proof of theorem 3.4].
Example 2.12
The space M0,4 can be embedded into R6/〈d1, d2, d3, d4〉 ∼= R2. It has one top-dimensional
cell corresponding to curves with a 4-valent vertex and three cells of codimension 1 associated
to combinatorial types of curves with one bounded edge. Drawing its picture in R2 it can be
seen as the tropical line of the beginning of this section (example 2.1) satisfying the balancing
condition
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Remark 2.13 (Grassmannian description of M0,n and tropical compactification)
Kapranov [Kap93] described M0,n as Chow quotient of the classical Grassmannian G(2, n)
by a certain torus in Pn−1. Tevelev [Tev07, theorem 5.5] has shown that it is the tropical
compactification of G′′(2, n), i.e. the closure of M0,n in the smooth toric variety associated
to G′′(2, n), which is compact. Note that this compactification seems to depend on the fan
structure. Fortunately, in the case of M0,n, there is only one coarsest fan structure [HKT09,
theorems 1.10 & 1.11], hence the compactification is unique.
M0,n is not compact, but can be compactified. Mikhalkin proposed a compactification of
M0,n, where all edges are allowed to be of infinite length [Mik06, proposition 5.14]. This
coincides with the tropicalization of the tropical compactification of M0,n defined over K
[Mey11, theorem 6.6].
Remark 2.14 (Intersection theory on M0,n)
For many purposes M0,n plays the tropical role of the classical moduli space of rational n-
marked stable curves — even if it is not compact. Compactness is not necessary for tropical
intersection theory on M0,n so that intersection products have an enumerative significance
[AR10, Rau08]. This is a particularly nice feature of the tropical world.
Remark 2.15 (M0,n as parameter space)
So far, this description of M0,n is only focused on M0,n as a set. A more categorial char-
acterization in the sense of representable moduli functors and universal families as in [Knu83]
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was initiated by [Rau08, proposition 2.19], and achieved by [FH11, theorem 5.6 and corollary
5.7].
Remark 2.16 (Problems with higher genus)
Consider a 3-valent, n-marked abstract tropical curve of genus g. This curve has N = n−3+g
bounded edges of a certain length in R>0. So we can identify this curve with a point in R
N
>0.
If we aim to construct a moduli space for curves of genus g > 0 with a similar structure as for
g = 0, we have to allow the length of one (or several) bounded edge to go to zero in order
to obtain the polyhedron RN≥0. But doing so, we obtain a curve with a possibly lower genus
g′ < g, as depicted below. This means that each closed polyhedron of shape RN≥0 parametrizes
curves of genus ≤ g.
g′ = 0g = 1
Also, we want to consider curves up to isomorphisms. Unfortunately, curves of genus g > 0 can
have non-trivial automorphisms. For instance, in the picture below we have two edges E1 and
E2 that are not distinguishable. The case l(E1) 6= l(E2) is then problematic. One gets rid of
the problem if one folds the polyhedron R2≥0, whose points are of the form (l(E1), l(E2)), along
the line l(E1) = l(E2). This works fine for one polyhedron but gluing these fold polyhedra is
not easy - one obtains an orbifold, see also 2.29.
E1
E2
So let us now turn to a generalized concept of an abstract tropical curve due to Brannetti,
Melo and Viviani [BMV11] which allows us to get rid of the problem of changing genus of
curves in the moduli space.
Definition 2.17 (n-marked abstract tropical curve of genus g (version 2))
Let (Γ;x1, . . . , xn;w) be a tuple consisting of a connected metric graph Γ with a weight
function w : V (Γ)→ N on the set of vertices such that every vertex of weight 0 has valence
at least 3, every vertex of weight 1 has valence at least 1 and where x1, . . . , xn is a labeling
of its unbounded edges. This condition can be satisfied only if 2g − 2 + n > 0. We define its
genus to be g(Γ, w) = g(Γ) +
∑
V ∈V (Γ)w(V ).
Note that this definition is equivalent to the one given in [Cap11, Cap12] by [Cap12, proposition
2.32].
Definition 2.18 (Combinatorial type of an abstract curve (version 2))
[Cap12, definition 3.1.2]. The combinatorial type of an n-marked abstract tropical curve as
above is the data of the curve but forgetting the information about the edge lengths.
Remark 2.19
When w is the zero function, hence Γ has at least 3-valent vertices, we retrieve the abstract
tropical curve from definition 2.3.
Important is the process of weighted contraction, which transforms tropical curves into tropical
curves of the same genus g(Γ, w) and the same markings [Cap11, remark 3.1.3]. Let therefore
(Γ;x1, . . . , xn;w) be a n-marked tropical curve and S ⊂ E(Γ) a subset of its bounded edges.
The weighted contraction of S consists in skrinking the edges of S to a point each such that
we obtain a tropical curve (Γ/S;x1, . . . , xn;w/S), the associated map σ : Γ→ Γ/S and the
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surjective map of vertices σV : V (Γ) → V (Γ/S). The weight function w/S is as follows.
Given v ∈ V (Γ/S) we define w/S(v) = b1(σ−1(v)) +
∑
v∈σ−1V (v)w(v), where b1 is the first
Betti number.
Revising the first example from remark 2.16 in this light, the genus remains constant if we
choose S to be the set of the three edges in the loop.
g(Γ, w) = 1 g(Γ/S,w/S) = 1
0
10
0
Remark 2.20 (Moduli space of n-marked abstract tropical curve of genus g)
(Γ;x1, . . . , xn;w) and (Γ˜; x˜1, . . . , x˜n; w˜) are isomorphic if there there are bijections of the
vertices, bounded edges of Γ and Γ˜ respectively, preserving lengths of bounded edges, weights
of vertices, vertices adjacent to edges and mapping xi to x˜i [Cap12, definition 3.1.2(7)]. This
definition generalizes the one given in 2.10.
The set of isomorphism classes of n-marked abstract tropical curves of genus g is called its
moduli space and is denoted Mtropg,n . It is a connected, Hausdorff topological space of pure
dimension 3g− 3 +n [Cap12, remark 3.20, theorem 3.21(4), remark 3.23], but not a manifold
[Cap12, example 3.24]. The set of curves with zero function w is open and dense in this space
[Cap12, theorem 3.21(3)]. It can be compactified by letting go each bounded edge to infinity
[Cap12, theorem 3.30].
Remark 2.21 (Comparison with the classical moduli spaces)
Given an n-marked stable curve (C, x1, . . . , xn) of genus g, it is known (e.g. [FP96]) that
we can associate to it its dual graph. It has a vertex for each irreducible component of C
connected by bounded edges, one for each node of C lying on the components corresponding to
the connected vertices. Furthermore, there is an unbounded edge for each marking xi adjacent
to the vertex corresponding to the component which contains xi. This graph becomes the
combinatorial type of an n-marked tropical curve (Γ, w), when one associates to each vertex
the (geometric) genus of the corresponding irreducible component. For a given dual graph
(Γ, w) we can consider the set of isomorphism classes Malgg,n(Γ, w) of n-marked stable curves of
genus g having (Γ, w) as dual graph, which is a subset of Mg,n. Similarly, one can define the
set of isomorphism classesMtropg,n (Γ, w) of tropical curves of that combinatorial type supported
on (Γ, w), i.e. where only the length function on bounded edges (taking values in R≥0) is a
degree of freedom. This is a subset ofMtropg,n . Then by [Cap12, theorem 4.7] there is a bijection
{Malgg,n(Γ, w) with combinatorial type (Γ, w)} → {Mtropg,n (Γ, w)}, Malgg,n(Γ, w) 7→ Mtropg,n (Γ, w)
with dim Malgg,n(Γ, w) = codim Mtrop(Γ, w) = 3g − 3 + n− |E(Γ)|, where E(Γ) is the set of
bounded edges of Γ as in 2.19 and dim/codim should be read in the respective context.
Example 2.22 (g = 1 and n = 2)
The bijection of cells in Mtrop1,2 and the cells in M1,2 looks as follows.
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1
1
dim/codim= 2
dim/codim= 0
In this figure, curves are represented by the corresponding Riemann surfaces. There is one cell
of dimension 2 in M1,2, which equals the open part M1,2. The boundary consists of two cells
of dimension 1 and 0, respectively. An irreducible component of a curve is represented in red,
a marking in green and a node in blue. Furthermore, the lines between different cells show
the structure of the moduli space, i.e. one goes from a cell of lower dimension to one cell of
higher dimension by resolving nodes, or in the context of dual graphs, by skrinking bounded
edges to zero length.
2.3 Parametrized tropical curves and their moduli spaces
The tropical curves and their moduli spaces in the previous section are not useful for enumer-
ative purpose as these curves are not embedded into some space. Indeed, we have seen in
the classical context that we can write Gromov-Witten invariants as intersection product on
Mg,n(P2, d), i.e. the moduli space of stable curves embedded into P2. This works similarly
in the tropical context. To study this in more details we first start with some definitions. If
the weight function w in 2.17 is the zero function (what is always the case for g = 0), more
details about the following can be found in [GKM09, section 4].
Definition 2.23 (n-marked (labeled) parametrized tropical curve of degree ∆ and genus g in
R2)
We denote a tuple (v1, . . . , vm) ∈ (Z2 \ {0})m by ∆.
A n-marked (labeled) parametrized tropical curve of degree ∆ and genus g in R2 is a pair
(C, h) consisting of an (n+m)-marked abstract tropical curve C = (Γ;x1, . . . , xn+m) of genus
g in the sense of 2.17 and a continuous map h : Γ→ R2 such that the following holds.
• The map h is integer affine linear on each edge E of Γ, i.e. of the form h(t) = a + ut
for some a ∈ R2 and u ∈ Z2. If we start parametrizing E at the vertex V ∈ ∂E we call
u the direction u(E, V ) of E with respect to V .
• At each vertex V the balancing condition ∑E:V ∈∂E u(E, V ) = 0 holds.
• The direction of xi is 0 for all i = 1, . . . , n (contracted ends).
• The direction of xi is vi−n for all i = n+ 1, . . . , n+m (non-contracted ends).
Let V be a 3-valent vertex which is not adjacent to a contracted end. Let u1, u2, u3 be the
direction vectors of its adjacent edges. Then we define the multiplicity mult(V ) of V to be
|det(u1|u2)| = |det(u1|u3)| = |det(u2|u3)|.
In our pictures we will usually only draw the image curve h(Γ) together with the points
h(x1), . . . , h(xn). This image then has m (labeled) unbounded edges whose directions are
contained in ∆. We can think of the degree ∆ as the tropical equivalent of the homology
class of an algebraic stable map. Note that the stability condition translates to the requirement
that Γ has at least 3-valent vertices for g = 0.
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In the following we will sometimes abbreviate “n-marked (labeled) parametrized tropical curve
of degree ∆ and genus g in R2” by “parametrized tropical curve”.
Definition 2.24 (Combinatorial type of a parametrized tropical curve)
The combinatorial type of a parametrized tropical curve consists of the combinatorial type of
the underlying abstract tropical curve and the directions of all edges in the parametrized curve.
Remark 2.25 (Tropical degree d)
Let (e1, e2) be the standard basis of R
2 and e0 := −e1 − e2.
If ∆ = (−e0, . . . ,−e0︸ ︷︷ ︸
d times
, . . . ,−e2, . . . ,−e2︸ ︷︷ ︸
d times
) we say that the parametrized tropical curve is of
degree d and write instead of ∆ simply d. The reason is that in this case the convex hull of
the vectors in ∆ is the lattice polygon P = d∆2 corresponding to the toric surface SP = P
2
with associated divisor D of degree d as in remark 1.20.
Definition 2.26 (Moduli space Mg,n(R2,∆) )
Two parametrized tropical curves (C, h) and (C˜, h˜) are isomorphic if there is an isomorphism
ϕ between the underlying abstract tropical curves C and C˜ satisfying h˜ ◦ ϕ = h. The set of
n-marked (labeled) parametrized tropical curves of given degree ∆ and genus g in R2 modulo
isomorphisms is denoted by Mg,n(R2,∆).
Remark 2.27 (Moduli space for g = 0)
Let us first consider M0,n(R2,∆). Observe that the directions of the bounded edges in a
parametrized tropical curve are not fixed by ∆. But when fixing a combinatorial type (see
remark 2.11) in M0,n+m for m = |∆| there is a unique choice for the directions of the
bounded edges for a parametrized tropical curve of degree ∆ in R2 such that the underlying
graph Γ is of this combinatorial type. Hence there is a bijection between combinatorial types
of the moduli spacesM0,n(R2,∆) and combinatorial types ofM0,n+m [GKM09, lemma 4.6].
Note that the number of combinatorial types in M0,n(R2,∆) is finite, too, for this reason.
Coordinates in M0,n(R2,∆) are given by the position of a root vertex in R2 of the para-
metrized tropical curve and the lengths of the bounded edges (see [GM08, proposition 2.11]).
Hence, given a parametrized tropical curve inM0,n(R2,∆) we can send it to the image under
the map v of its underlying graph Γ (see definition 2.10). So we get an isomorphism of
polyhedral complexes [GKM09, proposition 4.7]
M0,n(R2,∆)
∼=→ v(M0,n+m)×R2.
In particular, we can consider M0,n(R2,∆) as a tropical fan of dimension (n+m− 3) + 2.
Remark 2.28 (Moduli space for g > 0)
The problems/obstructions described in 2.16 have to be overcome. In addition, we have
to take into account that the moduli space should be constructed such that it contains the
correct enumerative information, i.e. that the number of parametrized tropical curves of genus
g and degree d passing through the right number of points in general position is finite and
invariant, see 2.35. This means that we have to take out cells of too high dimension [Mar06,
definition 4.26]. This relevant subset M˜g,n(R2,∆) [Mar06, definition 4.36] of Mg,n(R2,∆) is
a polyhedral complex of (pure) dimension 2n, extending the argument of [Mar06, lemma 4.56].
To simplify the notation we will write in the following Mg,n(R2,∆) instead of M˜g,n(R2,∆).
Remark 2.29 (M1,n(R2,∆) is not a tropical fan)
M1,n(R2,∆) can not be made into a tropical fan so easily. This has been studied by
Matthias Herold [Her09]. Note that cells of codimension-0 of his moduli space coincide with
codimension-0 cells of our moduli space since we have w = 0 there. Problems occur only in
cells of codimension > 0. Considering only curves of genus 1, he divides out the automorphism
group of each polyhedron and glues the so obtained objects together. The result is an orbifold.
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Furthermore, a balancing condition as for tropical fans holds at most polyhedra of codimension
1, but not at those where the genus disappears. Therefore, it is in general hard to construct
a tropical structure for Mg,n(R2,∆) if g > 0.
Definition 2.30 (Evaluation map)
For all i = 1, . . . , n define the i-th evaluation map by evi : Mg,n(R2,∆) → R2, (C, h) 7→
h(xi). These maps are well-defined and are morphisms of fans for g = 0 [GKM09, proposition
4.8] using remark 2.27 and morphisms of polyhedral complexes in general [Mar06, lemma 4.45].
The evaluation map ev :=
∏n
i=1 evi : Mg,n(R2,∆) → R2n is a morphism of fans for g = 0
and of polyhedral complexes in general, extending [Mar06, lemma 4.56].
If we want to count parametrized tropical curves such that we obtain an invariant number, we
have to say, similarly to the classical situation, what we mean by points in general position.
Unfortunately, there are several (canonical) definitions, but the definition depends on what we
want to do with it. Version (v2) below is due to Grisha Mikhalkin.
Definition 2.31 (Points in tropical general position)
Fix n > 0 and a degree ∆ such that n = |∆| + g − 1 (i.e. so that the source and target of
ev have the same dimension and we expect a finite number of curves of degree ∆ through n
given points). A collection ω = (P1, . . . , Pn) of n points in R
2 is said to be
• in special position (v1) if ev−1(ω) is infinite;
• in special position (v2) if ev−1(ω) is infinite or intersects polyhedra/cones ofMg,n(R2,∆)
of codimension > 0.
Otherwise we say that ω is in general position (for (v1) or (v2)). As ev is linear on each
polyhedron/cone of Mg,n(R2,∆), note that ev−1(ω) being infinite is equivalent to say that
the map ev is not injective on (at least) one polyhedron/cone of Mg,n(R2,∆) that intersects
ev−1(ω).
Remark 2.32
Version (v2) is typically used for enumerative purposes while version (v1) is closer to the
classical definition of points in general position. In particular, parametrized tropical curves
passing through a generic configuration of points (v2) do not have 4-valent vertices, and also
none of the points Pi is at a vertex of h(Γ). More details about this can be found for g = 0 in
the next chapter 3 which is based on part 2 of the joint work with Andreas Gathmann [GS12,
section 3].
Convention 2.33
We will stick in the following to version (v2) as this definition agrees with [Mik05, definition
4.7].
Definition 2.34 (Weight of an edge)
Let (C, h) be an n-marked parametrized tropical curve and E a (non-contracted) edge of
h(Γ) ⊂ R2 with direction vector u =
(
ux
uy
)
∈ R2. We define the weight of E to be the
greatest common divisor (gcd) of ux and uy. We denote it w(E). If w(E) = 1 we call E a
primitive edge.
In the remainder we will draw edges of even weight as bold lines while edges of odd weight
stay thin.
Definition 2.35 (Multiplicity of a parametrized tropical curve, tropical number N trop(∆, g))
Let (C, h) be a 3-valent parametrized tropical curve, i.e. the underlying graph Γ has only 3-
valent vertices. We define the multiplicity mult (C, h) of (C, h) as the product
∏
V in Γ mult(V ),
where mult(V ) is the multiplicity of the vertex V as in 2.23, [Mik05, definition 4.15]. Given
g,∆ and point configuration ω of n = |∆|+g−1 points in general position in R2, we are inter-
ested in the number of parametrized tropical curve of genus g and degree ∆ passing through
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ω, that is
∑
C∈ev−1(ω) mult(C, h). This number is finite by the definition of ω. A priori, it
depends on ω. However, it turns out that this number does not depend on the choice of ω,
see [GM07b, theorem 4.8] for a purely tropical proof. We denote it therefore by N trop(∆, g).
For ∆ = d and if the ends are all primitive, this statement also follows from Mikhalkin’s
Correspondence Theorem 2.2.
Remark 2.36 (Sketch of proof of [GM07b, theorem 4.8] or [Mar06, theorem 4.53])
The proof uses a connection between cells in Mg,n(R2,∆) and R|∆|+g−1 given by the eval-
uation map. Namely, in order to prove the invariance of N trop(∆, g), i.e. that the function
ω ∈ R|∆|+g−1 → N trop(∆, g) is globally constant, the authors first note that the function is
locally constant on the open subset of R|∆|+g−1 of points in general position. This is true as
the multiplicity of a curve just depends on its combinatorial type and the latter is the same
in each top-dimensional cell of Mg,n(R2,∆) and furthermore by definition, only curves in
codimension 0 of Mg,n(R2,∆) pass through points in general position. As points in special
position lie in cells of codimension > 0 in R|∆|+g−1 but every pair of top-dimensional cells can
be connected through some codimension-1 cells, it remains to prove that the function does not
jump when considering curves lying in the boundary of top-dimensional cells in Mg,n(R2,∆).
Here is an example. Consider the following 3-marked parametrized tropical curve of degree
∆ = ((−1, 1), (−2,−1), (2,−3), (1, 3)), which lies in codimension 1 of M0,3(R2,∆). This
means that the 3 points are in special position. (If the reader prefers, it can be regarded as
a part of a curve of degree d.) When we move the point P , for instance, a little bit up or
down, we obtain curves lying in codimension 0 of M0,3(R2,∆) and passing through 3 points
in general position. Moving the point P up there are two curves counting with multiplicity
27 and 5, respectively. When we move the point P downwards we see one curve having an
edge of weight 2 as defined in 2.34 and counting with multiplicity 32(= 5 + 27), so we have
local invariance here. Note that each of these three curves lies in the open part of distinct
top-dimensional cells having all the codimension-1 cell corresponding to the curve on left hand
side as boundary.
(
2
−3
)
Moving P down:Moving P up:(−1
1
) (
1
3
)
(−2
−1
)
3 · 9 = 27 5 · 1 = 5 4 · 8 = 32
2
P
mult(C, h) :
Let v1, . . . , v4 be the vectors in ∆ (in this order). Then the general case follows from the
equation det(v1, v2)det(v3, v4) + det(v1, v3)det(v2, v4) + det(v1, v4)det(v2, v3) = 0 and an
analysis which types appear for which movement of P .
Example 2.37 (The number of rational tropical cubics through 8 points)
Here is a picture how the 8-marked parametrized tropical curves of genus 0 through 8 points
in generic position may look like. Each curve has multiplicity 1 beside the last one, which
has multiplicity 4. The total number of curves counted with multiplicities is hence 12 and
agrees with the classical number as in 1.1. Observe that each curve, beside the last one, has a
crossing of 2 perpendicular edges. This reflects that they have 1 node each. However for the
last curve, this node can be seen as a point being located exactly in the middle of the edge of
weight 2. A more precise study of tropical singularities is contained in [MMS11].
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2
mult(C, h) = 4
N trop(3, 0) = 12
Remark 2.38 (N trop(∆, g) as intersection number)
There is an intersection theory for N trop(∆, g) developped in [Rau08], based on [AR10].
Among other results, the author shows that N trop(∆, 0) can be written as intersection product
on M0,n(R2,∆) [Rau08, 3.9 & 3.10]. The extended study can be found in [MR09].
Remark 2.39 (Multiplicities coincide)
The Correspondence Theorem 2.2 proves for ∆ = d and only primitive ends that the multiplicity
mult(trop(V )) there coincides with the combinatorial multiplicity mult(C, h) [Mik05, theorem
1]. This means that the number of n-marked plane projective curves of genus g and degree d
tropicalizing to h(Γ) of a given parametrized tropical curve (C, h) can be computed with help
of the embedded graph h(Γ)!
For the general Correspondence Theorem stated as follows we need an even more restricted
version of points in general position than version (v2).
Definition 2.40 (Simple n-marked parametrized tropical curve)
[Mik05, definition 4.2]. An n-marked parametrized tropical curve (C, h) is called simple if
• Γ is 3-valent,
• there are at most two elements in h−1(y) for any y ∈ R2,
• a, b ∈ Γ with a 6= b and h(a) = h(b) are not vertices of Γ.
Definition 2.41 (Restricted general position of point configurations)
Best presentation is [Mar06, definition 5.33]. In the setting of 2.31 a collection ω = (P1, . . . , Pn)
of n points in R2 is called in restricted special position if it is in special position (v2) and in
addition ev−1(ω) contains only simple curves.
Theorem 2.42 (Mikhalkin’s Correspondence Theorem (version 2))
[Mik05, theorem 1 in section 7.1]. Let N(∆, g, ω) be the number of irreducible complex
algebraic curves V ⊂ (C?)2 of genus g defined by a polynomial f : (C?)2 → C with Newton
polygon ∆ passing through a configuration ω of |(∂∆ ∩Z2)|+ g − 1 generic points in (C?)2.
∆ can then also be seen as collection of primitive ends in R2 as in 2.34. Then it holds
N(∆, g, ω) = N trop(∆, g).
Moreover, given a point configuration ω′ of |∆| − 1 + g points in R2 in restricted generic
position, then there exists a point configuration ω which contains |∆| − 1 + g points in (C?)2
in generic position with trop(ω) = ω′ such that for each tropical curve (C, h) passing through
ω′ there are exactly mult(C, h) complex curves passing through ω.
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Remark 2.43
In this theorem, it is crucial that the weights of the unbounded edges in the sense of 2.34 of the
considered tropical curves are all equal to 1. In fact, Mikhalkin’s proof uses unparametrized
tropical curves, i.e. just the data h(Γ), and only in this case there is a one-to-one corre-
spondence of the number of unparametrized and parametrized tropical curves, forgetting the
labeling of the unmarked ends, through a given point configuration [Mar06, lemma 5.34]. This
means that each unparametrized curve can uniquely (up to the labeling of the unmarked ends)
be parametrized by a graph Γ′ such that the (embedding) map to R2 identifies only finitely
many points. Adding an end for each marking this gives a graph Γ together with a map
h : Γ→ R2 satisfying the properties of an n-marked tropical curve.
Remark 2.44
The numbers N(∆, g, ω) do not depend on the choice of ω as the curves considered are curves
in the toric surface S∆ defined by the lattice polygon ∆ if S∆ is a Del Pezzo surface. Hence
N(∆, g, ω) is an enumerative number for S∆ in this case.
Remark 2.45 (Tropicalization of points in classical general position)
It follows from theorem 2.42 that points in tropical restricted general position are tropicaliza-
tions of points in classical general position.
Remark 2.46 (Tropical relative Gromov-Witten numbers)
In [GM07a] the authors prove the Caporaso-Harris formula [CH98] for the corresponding trop-
ical numbers. In particular, they define tropical relative Gromov-Witten numbers analogous
to 1.10. For a simple n-marked curve of degree d and genus g with αi fixed and βi non-fixed
unbounded ends to the left of weight i for all i such that n = 2d+g+
∑
i βi−1 we define the
(α, β)-multiplicity of (C, h) as multα,β(C, h) = 1Iαmult(C, h), where I
α = 1α1 · 2α2 · . . .. It is
clear that the αi and βi define a finite sequence as in 1.10, respectively. So for given d ≥ 0,
g and finite sequences α, β with Iα + Iβ we define Nα,βtrop(d, g) as the number of (simple)
n-marked tropical curves of degree d and genus g with αi fixed and βi non-fixed unbounded
edges to the left of weight i for all i that pass through n = 2d+ g +
∑
i βi points in general
position counted with the multiplicity multα,β(C, h). It follows from [GM07b] that this number
is invariant. By [GM07a, theorems 3.11 & 4.2] it equals also Nα,β(d, g).
3 The set of points in special position for rational n-marked
plane tropical curves
In this chapter we would like to characterize points in special position as defined in 2.31 for
rational n-marked tropical curves in the plane. This is part of the joint work with Andreas
Gathmann and is published in [GS12]. We have seen that they play an important role for
enumerative problems. Remember that in the classical situation, when the ambient space for
the rational stable maps is X = P2, it is known that the points in special position — in
the sense that there are infinitely many curves passing through them — form a subvariety of
(P2)n (see [Gro66, corollaire 13.1.5] applied to the (product) evaluation map). In the tropical
context a more striking result holds, namely that these points form a tropical subfan of (R2)n
of codimension one, that we can describe as a push-forward of some divisor in M0,n. To be
more precise, we deal here with two notions of “points in special position” which both as sets
arise as a divisor pushed forward by the evaluation map. We restrict ourselves to the case
where the ambient space is R2 as our arguments just hold there.
But let us start by recalling the necessary tropical vocabulary.
Definition 3.1 (Tropical subfans, codimension-k skeleton)
Pick some r ≥ 0 and a lattice Λ ∼= Zr; set V := Λ⊗Z R.
a) A (tropical) subfan Y of a (tropical) fan X in V is itself a (tropical) fan Y in V with
the property that each cone of Y is contained in a cone of X. Note that the weight
function of Y is not necessarily inherited by X.
b) The codimension-k skeleton X
(N−k)
sk of a fan X in V of pure dimension N (for 0 ≤ k ≤
N) consists of all cones of dimension at most N − k in X. It is a pure-dimensional fan
of dimension N − k, however with no canonical weight function associated to it.
Definition 3.2 (Notions of intersection theory for our purpose)
See [AR10] for more details. A tropical (affine) k-cycle is a weighted fan of pure dimension k
in V satisfying the balancing condition but such that the weight function takes values in Z.
Hence the difference between a tropical fan of dimension k and a tropical k-cycle is just the
range of the weight function. A tropical k-cycle in a tropical fan X is simply a k-cycle that is
a subfan of X. More precisely, a tropical k-cycle in X is an equivalence class of weighted fans
of pure dimension k, where two fans are equivalent if they have a common refinement [AR10,
definition 2.8]. However, in this chapter we will not distinguish between equivalence classes
and representatives of the equivalence class as the difference does not concern us here.
As before, we will denote by |X| the subset of V of all cones of X (with non-zero weight). A
(Weil) divisor D on X is a cycle in X of codimension 1.
Let X be a k-cycle. A (non-zero) rational function on X is a continuous function f : |X| → R
which is integer affine linear on each cone σ ⊂ |X|. We denote the linear part of the restriction
of f to σ by fσ.
Let X be a k-cycle and f : |X| → R a rational function on X. The Weil divisor D(f)
associated to f is the divisor in X consisting of the codimension-1 cones τ ∈ X(k−1) with
weights
w(τ) =
∑
σ>τ
w(σ) fσ(vσ/τ )− fτ
(∑
σ>τ
w(σ) vσ/τ
)
,
36
37
where the sum runs over all cones σ such that τ ( σ is a face of σ, and vσ/τ denotes the
primitive normal vector of σ relative to τ . It has been shown in [AR10, proposition 3.7] that
this is indeed a tropical cycle.
Definition 3.3 (Irreducible tropical cycles)
A tropical cycle X in V = Λ ⊗Z R is said to be (globally) irreducible if there does not exist
a tropical cycle Y of the same dimension in V such that |Y | ( |X|. Of course, this definition
then applies to tropical fans as well.
Remark 3.4
Lemma 3.6 implies that, just as in the classical situation, the support of a tropical cycle can
always be written as the union of the supports of irreducible tropical cycles. However, such a
decomposition is in general not unique [GKM09, remark 2.19].
Remark 3.5
In definition 3.3 the cones of Y are just required to be contained in the union |X| of the cones
of X. However, the definition does not change if one requires all cones of Y to be actually
cones of X, just with possibly different weights. To see this, assume there is a tropical cycle
Y satisfying |Y | ( |X|. By passing to a common refinement with X, we can then first of all
make sure that every cone of Y is contained in a cone of X. But then all cones of Y contained
in the same cone of X must have the same weight due to the balancing condition, and hence
can be made into a single cone.
Lemma 3.6
A tropical cycle X is irreducible if and only if “its weight function is unique up to a global
multiple”, i.e. if and only if for every cycle Y of the same dimension and consisting of at most
the cones of X there is a rational number λ ∈ Q such that wY (σ) = λwX(σ) for every cone
σ of X.
Proof. “⇒”: This is [GKM09, lemma 2.21].
“⇐”: Let Y be a cycle with |Y | ( |X|. By remark 3.5 we can assume that each cone of Y
is a cone of X, so there must be a cone σ of X with wY (σ) = 0. But this requires λ = 0 in
our assumption, so Y would have to be the zero cycle. 
Definition 3.7 (Tropical Psi-classes ψi)
Fix n > 2 and i ∈ {1, . . . , n}. The Psi-class ψi ⊂ M0,n is the subfan of M0,n consisting
of all cones of M0,n of curves (Γ;x1, . . . , xn) such that the marked edge xi is adjacent to a
vertex of valence at least 4 [Mik07]. Giving each top-dimensional cone the weight 1 it has the
structure of a tropical subfan of M0,n of codimension 1. Using the language of [AR10], we
can rephrase this as: ψi is a tropical Weil divisor associated to a rational function as proven
in [KM09b, proposition 3.5]. Note that a Psi-class is not defined up to rational equivalence as
it is the case in classical geometry 1.7 (and should therefore better be named Psi-divisor).
Convention 3.8
When we talk in the following of “the” codimension-k skeleton of M0,n respectively ψi, we
mean this w.r.t. the fan structure of remarks 2.11 and 3.7.
3.1 Tropical fan description of codimension-k skeletons and Psi-classes in
M0,n
We now want to check that codimension-k skeletons ofM0,n and Psi-classes inM0,n are in fact
tropical fans, i.e. that they satisfy the balancing condition. So let us fix k ∈ {0, . . . , n− 3} and
a weight function w :M(n−3−k)0,n → Z>0 on the codimension-k skeleton of M0,n. Moreover,
let τ ∈M(n−3−k−1)0,n be a cone, corresponding by remark 2.11 to a certain combinatorial type
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of n-marked curves. In order to verify the balancing condition for w at τ , the following toolkit
will be useful.
Remark 3.9 (About the balancing condition in M0,n)
The cones σ ∈ M(n−3−k)0,n containing τ can be obtained by resolving one chosen vertex V of
valence r at least 4 in τ in the same way as it can be resolved inM0,r by adding one bounded
edge. More precisely, this means that we replace V by two vertices joined by a bounded edge,
with the r edges of V split up in every possible way onto the two new vertices such that there
are at least two such edges on each side of the bounded edge. The following picture shows
these types of resolutions; it can either be seen as a picture of curves in M0,r or as a local
picture of curves in M0,n around V .
++ etc.−→ +
V
In order to check the balancing condition at τ it therefore suffices to split the total sum∑
σ>τ w(σ) vσ/τ into parts, where each part corresponds to the resolution of one vertex V ,
and verify it for each part separately. This leads to the following lemma which states that the
balancing condition for codimension-k cells in M0,n can be split up into several conditions in
lower-dimensional moduli spaces.
Lemma 3.10 (Splitting the balancing condition)
With notations as above, let {V1, . . . , Vm} be the set of 4- or higher valent vertices of a curve
in τ , and let r1, . . . , rm be their respective valences. Then to verify the balancing condition
at τ in M0,n it suffices to check the balancing at all 0-dimensional cones τi in M0,ri for
i ∈ {1, . . . ,m} (corresponding to curves (“stars”) having only one vertex of valence ri).
−→
τ
V3
V1 V2
τ1 τ2 τ3
V2V1 V3
Proof. Consider a 4- or higher valent vertex V ∈ {V1, . . . , Vm} of τ , let r be its valence, and
denote by Ai for i = 1, . . . , r the set of marked edges behind the i-th edge of V . Thus we
have unionsqiAi = {1, . . . , n}. Define a linear map φ by
φ : R(
r
2) → R(n2), (xi,j)i<j 7→ (x˜k,l)k<l
where
x˜k,l =
{
xi,j if (k, l) ∈ Ai ×Aj or (l, k) ∈ Ai ×Aj for some 1 ≤ i < j ≤ r,
0 otherwise
for 1 ≤ k < l ≤ n. Then by construction the distance vectors of construction 2.10 are
transformed by φ as
φ(v˜(I)) = v˜
(⋃
i∈I
Ai
)
(1)
for all subsets I ⊂ {1, . . . , r}. In particular, for i = 1, . . . , r the i-th basis vector di of the
lineality space of M0,r is mapped to φ(di) = v˜(Ai).
Let τ? be the 0-dimensional cone in M0,r, corresponding to the star curve with one vertex.
By remark 3.9 a 1-dimensional cone σ? around τ? corresponds to a cone σ around τ in M0,n
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describing the same local resolution. Let us assume that the balancing condition holds at τ?,
i.e. that ∑
σ?>τ?
w(σ) v˜σ?/τ? =
∑
i
ai di ∈ R(
r
2) (2)
for some ai ∈ R. By remark 2.11 the normal vectors v˜σ?/τ? in M0,r are exactly v˜(I) for the
corresponding subset I ⊂ {1, . . . , r} with 2 ≤ |I| ≤ r−2, and by (1) these vectors are mapped
by φ to the corresponding normal vectors v˜σ/τ in M0,n. So applying φ to (2) we get∑
σ∗>τ∗
w(σ) v˜σ/τ =
∑
i
ai v˜(Ai) ∈ R(
n
2).
The vectors v˜(Ai) lie in the lineality space for |Ai| = 1 and in Vτ otherwise, so taking the
quotient by these spaces this sum reduces to zero. The claim of the lemma thus follows with
the second part of remark 3.9. 
Proposition 3.11 (Codimension-k skeleton of M0,n)
Let k ∈ {0, . . . , n− 3}. Then the codimension-k skeleton M(n−3−k)0,n sk of M0,n with the
weight function w :M(n−3−k)0,n → {1} is balanced. Hence, it is a tropical fan.
Proof. By lemma 3.10 we can reduce the proof to the local situation of a star curve with a
vertex of some valence r ∈ {4, . . . , k + 3}, i.e. to the balancing condition around the vertex
τ? in M0,r.
Let us think of this balancing condition in terms of coordinate vectors in R(
r
2). We have
to compute the sum v˜ of all normal vectors v˜σ?/τ? arising from resolving the vertex of the
star. Consider the first entry of this vector: here, we sum up 1 a number of times, a 1 for
each type where the marked edges 1 and 2 lie on opposite sides of the bounded edge. By
symmetry (i.e. no marked edge is distinguished), this sum is the same in each other entry of
v˜. So v˜ is a multiple of the vector (1, . . . , 1)>. Consider now the lineality space: summing up
all vectors d1, . . . , dr gives 2 ·(1, . . . , 1)>. So v˜ is the zero vector modulo the lineality space. 
Proposition 3.12 (Codimension-k skeleton of a Psi-class ψi in M0,n)
Let k ∈ {0, . . . , n− 4} and i ∈ {1, . . . , n}. Then the codimension-k skeleton ψ(n−4−k)i sk of
the i-th Psi-class ψi ofM0,n is balanced for the weight function w : ψ(n−4−k)i → {1}. Hence,
it is a tropical fan.
Proof. Again we can use lemma 3.10 to reduce the proof to the local situation of a star with
a vertex of some valence r ∈ {4, . . . , k+ 4}. If the i-th unbounded edge is not adjacent to the
chosen vertex then the computation is exactly the same as in the proof of proposition 3.11,
so let us assume that it is adjacent to the chosen vertex. Then, as in the picture of example
3.13 below, we only have to consider resolutions of the star in which the i-th edge remains
adjacent to a vertex of valence at least 4.
Think again in terms of coordinate vectors in M0,r. Again, denote the sum of all normal
vectors of these resolutions by v˜. Then the (j, k)-coordinates of v˜ with j, k 6= i are all the
same by symmetry, and likewise for the (j, k)-coordinates where j = i or k = i. So if we set
w.l.o.g. i = 1 then we can write v˜ as
v˜ = (M, . . . ,M︸ ︷︷ ︸
r−1 times
, N, . . . , N)> = M d1 +
N
2
(−d1 + d2 + · · ·+ dr)
for suitable M,N ∈ N. As this is a vector in the lineality space, the balancing condition
follows. 
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Example 3.13 (Codimension-2 skeleton of ψ1 in M0,7)
The codimension-2 skeleton of ψ1 inM0,7 is 1-dimensional, and thus there is only one balancing
condition to check, namely that around the 0-dimensional cell corresponding to the star curve
with only one vertex. Allowed resolutions of this type are:
+
(c)
1+
(b)
1
(a)
1−→1
As in the proof of proposition 3.12 let v˜ be the sum of all normal vectors of these resolutions.
Write v˜ as v˜ = v˜(a) + v˜(b) + v˜(c), where the summands denote the parts of v˜ arising from
resolutions of type (a), (b), (c) as in the picture above, respectively. Note that each such type
corresponds to various resolutions corresponding to the choice of labeling of the marked ends.
In the array below, for each resolution type the coordinates of v˜ are listed, where j, k 6= 1.
coordinate v˜(a) v˜(b) v˜(c) v˜
(1, j)
(
5
4
)
= 5
(
5
3
)
= 10
(
5
2
)
= 10 25
(j, k) 2 · (43) = 8 2 · (42) = 12 2 · (41) = 8 28
For example, the (1, j)-coordinate 10 of v˜(b) corresponds to the 10 choices of distributing the
remaining labels on the ends in type (b) if the unbounded edge j has been put at the left
vertex.
So we have
v˜(a) = 4
7∑
j=1
dj − 3d1, v˜(b) = 6
7∑
j=1
dj − 2d1, v˜(c) = 4
7∑
j=1
dj + 2d1.
Note that it is not just the sum v˜ that is zero modulo the lineality space, but also the
individual vectors v˜(a), v˜(b), v˜(c) corresponding to the resolution types themselves. In fact, the
proof of proposition 3.12 shows that the analogous statement holds for the (one-dimensional)
codimension-(n−5) skeleton of a Psi-class inM0,n for all n ≥ 5 since the symmetry argument
given there also applies if we only consider a single resolution type.
Remark 3.14 (Choice of weight function)
Of course, the computations above depend on the chosen weight function. The moduli spaces
M0,n and the Psi-classes ψi, considered as tropical cycles, have all weights of their facets
equal to 1, and thus it was natural in propositions 3.11 and 3.12 to also equip the k-skeletons
of these cycles with the constant weight function 1. For other cycles such as for instance
intersection products ψm11 · . . . ·ψmnn of Psi-classes (where m1, . . . ,mn ∈ N0) this is in general
no longer the case, especially when they are of codimension 2 or higher.
3.2 The tropical structure of sets of points in tropical special position
Definition 3.15 (More intersection theory and tropical morphisms)
We extend the definitions of definition 3.2.
a) Let X and Y be two k-cycles. After possibly adequately refining X and Y we can
construct a k-cycle on X ∪ Y , called the sum of the cycles X and Y , which is denoted
by X + Y [AR10, construction 2.13].
b) A morphism f : X → Y of cycles X and Y is a Z-linear map, i.e. a map f˜ : |X| → |Y |
induced by a Z-linear map between the underlying lattices ΛX and ΛY .
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c) Let f : X → Y be a morphism of a cycle X to an m-cycle Y , Z an n-cycle in X where
n ≤ m. Using an appropriate refinement of X we can assume that the image of each cone
in X is a cone of Y . We define the push-forward of Z along f by f∗(Z) = {f(σ)| σ ∈ Z}.
This polyhedral complex f∗(Z) becomes an n-cycle in Y by giving the weights
wf∗(Z)(σ
′) =
∑
σ∈Z
f(σ)=σ′
wZ(σ) · |Λσ′/f(Λσ)|
to the n-dimensional cones σ′ ∈ Y in the image of Z under f [AR10, proposition 4.6],
where Λσ is the sublattice of ΛX generated by σ.
d) The tropical Psi-classes of definition 3.7 can be written as the divisors associated to
certain rational functions [KM09b, chapter 3]. As such, we can intersect several Psi-
classes by consecutively intersecting with these rational functions. The product ψk11 ·
· · · ·ψknn is then a cycle whose support consists of all curves such that a vertex with the
markings i1, . . . , im has valence at least ki1 + · · ·+ kim + 3 [KM09b, chapter 4].
We now want to derive formulas for the locus in R2n of points in special position, for both
versions (v1) and (v2).
Remark 3.16 (Strings)
A parametrized tropical curve has a string if the underlying graph Γ contains a subgraph
homeomorphic to R which does not intersect the closures xi of the markings x1, . . . , xn. By
[GM08, remark 3.7] curves lying in codimension 0 of M0,n(R2,∆) passing through points in
special position have at least one string. Such a curve can have several strings which are not
necessarily disjoint.
Definition 3.17 (Free and fixed edges (in this chapter))
Let (C, h) with C = (Γ, x1, . . . , xn) be a parametrized tropical curve in R
2. Let V be a vertex
of C and E an adjacent edge. Then E is called a free edge at V if it can be connected in
Γ \ (V ∪⋃ni=1 xi) to an unmarked end. Otherwise we call E a fixed edge at V .
Proposition 3.18 (Points in special position (v1))
Let n = |∆| − 1 and assume n > 1. Then the set of points in special position (v1) for curves
in M0,n(R2,∆) equals the support of the cycle ev∗(ψ1 + · · ·+ ψn).
Proof. We have to show two inclusions.
In order to prove that the set of points in special position is contained in the support of
ev∗(ψ1 + · · ·+ψn) we consider curves lying in codimension 0 ofM0,n(R2,∆) passing through
points in special position. By remark 3.16 these curves have at least one string. The idea of the
proof is that moving such a string yields a curve passing through the same point configuration,
but lying in a codimension-one cone of M0,n(R2,∆) and having one 4-valent vertex where
one of the adjacent edges is a marking x1, . . . , xn. (Remember that a marking xi is an edge of
the underlying abstract tropical curve that is mapped to a point in the parametrized curve, it
is a contracted end. So a marking xi adjacent to a vertex is depicted by a point on the vertex
below.) This cone is often not unique as we might move the string in different directions.
Moreover, the resulting curve does not necessarily lie in the boundary of the original cone:
it might happen that the string first runs into a 4-valent vertex such that no marking xi is
adjacent to it. When resolving this vertex a new string appears which can be moved again. The
following sequence of pictures shows the idea of these movements; there is one string which
is drawn in dashed lines. In the second picture there is a 4-valent vertex without adjacent
marking. The final curve has a marking at a 4-valent vertex xi, so it lies in the support of ψi,
which means that our set of points in special position lies in the support of ev∗ψi and thus
also of ev∗(ψ1 + · · ·+ ψn).
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To make this argument rigorous we have to give an algorithm how to move a string so that
it runs into a marking. For this let us first consider a curve with a 4-valent vertex on a string
without adjacent marking (as in the second picture above). The following picture shows the
types of 4-valent vertices without marking, where the types distinguish which of the adjacent
edges are parallel.
Note that at most two of the adjacent edges are fixed by the point conditions since at least
two of them lie on a string. If none of the adjacent edges is fixed, the 4-valent vertex arises
from the string movement in curves in codimension 0 having at least two strings joining in
codimension 1 at the 4-valent vertex. In this case, it is possible to move one of the strings
differently in order to obtain a 4-valent vertex with at least one adjacent fixed edge. Let us
assume this in the following. Then, considering all possibilities which of the edges can be fixed
in each of the above types, one can see that in each case there is a resolution of the 4-valent
vertex such that at least one of the fixed adjacent edges becomes shorter. For instance, for the
first 4-valent vertex from the left in the picture above the table below lists the resolution(s)
(A), (B) or (C), where at least one of the fixed edges a, b, c or d gets shorter, depending
on which of the adjacent edges are fixed. Note that, in the case of one fixed edge, this edge
becomes shorter in each of the resolutions.
(A) (C)(B)
c
a
b
d
edges fixed a, b a, c a, d b, c b, d c, d
resolutions (A), (C) (B) (A), (B) (A), (B) (B), (C) (A), (C)
The algorithm now works as follows. Start with a triple (C, S,E) where C is the original
curve, S a string on C, and E a fixed edge adjacent to S (such a choice is possible since there
is at least one marking). Denote by M = M(C, S,E) the maximum distance in C from S
to a marking behind E which can be reached from S without passing other markings. The
following picture on the left shows such a choice; S is again drawn with dashed lines, and M
is the length of the two line segments drawn in bold.
x4
x1
x3
x2
S
SE
x2
x4
x5
x6
x1
x3
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We now claim that we can always change the curve by moving the string (as indicated by the
arrows) so that M decreases — until either M becomes zero and thus the string runs into a
marking (x1 in the picture above), or the string runs into another marking elsewhere earlier
(maybe x6 in the picture above). The possibility of such a movement is obvious as long as
the length of E is positive. If E shrinks to a point in the movement (as in the picture above
on the right) we have a 4-valent vertex at the string with at least one fixed adjacent edge,
and by our above argument we know that we can always continue to move the string so that
at least one of the fixed adjacent edges becomes shorter. Choosing this edge to be E we can
thus continue to decrease M (note that by changing E the set of first markings behind E is
replaced by a smaller one, so this step cannot make the maximum M of their distances to S
bigger). This completes the argument and yields the first inclusion of the proposition.
For the other direction, we have to show that ev∗(ψ1 + · · ·+ψn) contains no points in general
position. As
∑n
i=1 ψi is a divisor, we just have to consider curves lying in codimension one
of M0,n(R2,∆). So consider such a curve C = (Γ;x1, . . . , xn) in ψi, i.e. a curve with one
4-valent vertex V with an adjacent marking xi and only 3-valent vertices otherwise. We have
to prove that we can deform C to a codimension-0 curve that still satisfies the same point
conditions.
This is obvious if C contains a string, so let us assume that this is not the case. Note that
removing xi from Γ separates Γ into 3 parts, whereas removing each of the other n−1 = |∆|−2
causes one more separation. So Γ\⋃nj=1 xj consists of |∆| + 1 connected components. As
none of these components can have more than one end (otherwise we would have a string)
we conclude that there is precisely one bounded component with no end, whereas all other
|∆| components contain exactly one end. This means that at V (which has ψi and three
more edges adjacent to it) at least two of the unmarked adjacent edges must be connected in
Γ\⋃nj=1 xj to an unbounded edge. We can then resolve V so that these two edges E1 and
E2 remain together but separate from xi, forming a string and thus a movement of the curve
with the positions of the markings fixed.
xi
E1
E2
move
xi
E2
E1
Hence the points are by definition in special position. 
Corollary 3.19
In the same situation as above, the set of points in special position (v1) for curves in
M0,n(R2,∆) can be given the structure of a tropical subfan in R2n of codimension one.
Proof. Observe that ev is a morphism of fans of dimension 2n. The claim then follows directly
from proposition 3.18 and definition 3.15 a) and c). 
Remark 3.20 (Comparison to the classical situation)
As stated in the introduction of this chapter, the set of n points in special position (v1) in the
corresponding classical situation is a subvariety of (P2)n. But in contrast to corollary 3.19 it
is not necessarily a subvariety of codimension one: consider for instance conics in P2 through
5 points. There are infinitely many conics through these points if and only if two of them
coincide or four of them lie on a line — and this forms a subvariety of codimension 2 in (P2)5.
The reason for the bigger dimension on the tropical side is that there are infinitely many liftings
in the sense of [JMM08] to P2 of the points in R2. When tropicalizing, the algebraic curves
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through each such configuration in (P2)n give rise to tropical curves passing through the
given configuration of points in (R2)n. As a consequence, the number of such tropical curves
through the given points can be infinite although the number of algebraic curves through any
lifting of them is not, i.e. the point configuration in (R2)n can be in special position (v1)
although their liftings are not in special position classically.
On the other hand, returning to the case of conics, the locus of points where we find reducible
curves through them (which roughly corresponds to (v2)) is the image of the locus of reducible
curves in M0,5(P
2, 2) under the evaluation map. Here, both this locus in M0,5(P
2, 2) and its
image in (P2)5 have codimension 1, the latter being the space of all points where three of
them lie on a line.
Remark 3.21 (Generalization to curves with Psi-class conditions)
One can generalize the result of proposition 3.18 as follows to the case of counting curves
satisfying Psi-class conditions (i.e to tropical descendant Gromov-Witten invariants) as in
[MR09]: fix n > 0, a degree ∆, and k1, . . . , kn ≥ 0 such that n = |∆| − 1 − k1 − · · · − kn.
If we then modify definitions 2.30 and 2.31 so that they use the moduli space ψk11 · · · · ·
ψknn ·M0,n(R2,∆) instead of M0,n(R2,∆) we count curves through given points in R2 with
additional Psi-class conditions, i.e. such that the valence of the vertex with attached marking
xi is (at least) ki + 3 for all i [KM09b, theorem 4.1]. The proof of proposition 3.18 can then
easily be adapted to show that the set of points in special position (v1) equals the support
of the cycle ev∗(ψk11 · · · · · ψknn · (ψ1 + · · · + ψn)). In fact, the first direction in the proof
of the proposition remains unchanged since it is still true that curves passing through points
in special position contain a string. In the second direction the curves in question will still
contain exactly one bounded region in Γ\⋃nj=1 xj ; it follows that the required movement of
the curve is still possible, now resolving a (ki+4)-valent vertex to a (ki+3)-valent (containing
the marking) and a 3-valent vertex.
Proposition 3.22 (Points in special position (v2))
Fix ∆ and let n equal |∆| − 1. Then the set of points in special position (v2) for curves
in M0,n(R2,∆) equals the support of the push-forward ev∗(M0,n(R2,∆)(2n−1)sk ) of the codi-
mension-1 skeleton of M0,n(R2,∆) (note that this codimension-one skeleton is a cycle by
proposition 3.11 and construction 2.26).
Proof. By definition the support of the cycle ev∗(M0,n(R2,∆)(2n−1)sk ) contains only points in
special position. In the other direction, if the points are in special position we can use the
same argument as in the proof of proposition 3.18 to show that they lie in the push-forward
of the codimension-one skeleton of M0,n(R2,∆). 
Corollary 3.23
In the same situation as above, the set of points in special position (v2) for curves in
M0,n(R2,∆) can be given the structure of a tropical subfan in R2n of codimension one.
Proof. Observe that ev is a morphism of tropical fans of dimension 2n. The claim thus follows
directly from proposition 3.22 and definition 3.15 c). 
Remark 3.24 (Reducible cycles)
Using the characterization of proposition 3.18, the set of points in special position (v1) for
curves in M0,n(R2,∆) cannot be an irreducible cycle of R2n as it is the push-forward of the
reducible divisor ψ1 + · · ·+ ψn. Likewise, the set of points in special position (v2) for curves
in M0,n(R2,∆) is not an irreducible cycle as example 3.26 shows.
Remark 3.25 (Psi-condition)
As in remark 3.21 we can easily generalize proposition 3.22 to the case of curves satisfying a
Psi-condition ψi in addition to incidence conditions with points; the result is then that the set
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of points in special position is the push-forward by ev of the codimension-one skeleton of ψi
(which is a cycle by proposition 3.12). However, for more than one Psi-condition there is no
similar statement as the codimension-one skeleton of a product of Psi-classes does not have a
canonical choice of weights.
Example 3.26
Consider M0,2(R2,∆) with ∆ = {e1 + e2,−e1,−e2} where ei is the i-th standard basis
vector of R2 (i.e. curves of degree one in the notation of [GKM09, definition 4.1]). Then
M0,2(R2,∆) =M0,5 ×R2 by construction 2.26. The space M0,5 can be represented by the
Petersen graph, depicted below twice. The Petersen graph is a nonplanar, connected graph
with 10 vertices denoted here ij with i, j ∈ {1, . . . , 5} and i < j, which are connected by 15
edges such that a vertex ij is only linked to the three vertices kl with k, l ∈ {1, . . . , 5}\{i, j}.
In this graph, the two-dimensional cones of M0,5 appear as edges, and the one-dimensional
cones as vertices. The vertex ij corresponds to the ray of M0,5 generated by the vector
v({i, j}).
M0,2(R2,∆) is particularly interesting as in this case the sets of points in special position of
the two versions coincide, more precisely they even coincide as tropical fans with the weights
of corollaries 3.19 and 3.23. To see this, we observe that the codimension-one skeleton of
M0,5 contains the cone 12 which is not contained in ψ1 +ψ2. Furthermore, the cones 34, 35,
and 45 have each weight 2 in the fan ψ1 + ψ2 but just weight 1 each in the codimension-one
skeleton of M0,5. But these cones 12, 34, 35, 45 vanish when pushed forward by ev, since ev
is not injective on them (in fact their images consist of the configurations of two equal points
in R2 and thus have codimension 2 in R2 × R2). The picture on the most right hand side
shows the reducible fan ev∗(ψ1 + ψ2) = ev∗(M0,2(R2,∆)(3)sk ) in R2. It can be obtained from
the fan living in R4 by choosing relative coordinates, i.e. setting h(x1) = 0 and considering
the position of h(x2) in R
2 relative to h(x1).
For more markings, the notions (v1) and (v2) will in general differ.
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ev is injective
ev has a 2-dim. kernel
ev has a 1-dim. kernel
3.3 Computation of the weights of the top-dimensional cones of ev∗(Z)
To be able to interpret propositions 3.18 and 3.22 numerically we now want to compute the
weights of the cells of codimension-1 cycles in R2n that are of the form ev∗(Z) for a cycle
Z in M0,n(R2,∆). For this we first need to recall some well-known linear algebra results on
elementary divisors.
Lemma 3.27 (Theorem on elementary divisors)
Let M be a finitely generated free module over a principal ideal domain R, and N ⊂ M a
submodule of M . Then there exists a basis (u1, . . . , um) of M , a basis (v1, . . . , vn) of N
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and e1, . . . , en ∈ R \ {0} such that vi = uiei for i = 1, . . . , n and ei+1 ≡ 0 mod ei for
i = 1, . . . , n− 1. The ei are called the elementary divisors of N and are unique up to units in
R.
For the quotient module it follows that M/N ∼= Rm−n ⊕⊕ni=1R/Rei. Hence in the case
R = Z the number of elements of the torsion part of M/N is |∏ni=1 ei|. In the following we
will denote this number by D(M/N).
Proof. See for example [Lan02, theorem III.7.8]. 
In the rest of the chapter we will always use this result for the ring R = Z. We then choose
the ei to be positive.
Lemma 3.28
In the situation of lemma 3.27 (for R = Z) the number D(M/N) is the greatest common
divisor (gcd) of the n× n minors of any matrix A representing the Z-linear map N ↪→M .
We therefore denote this number by D(A).
Proof. See remark 3 of chapter 12.2 on page 6 of [Wae91]. From lemma 3.27 it follows
that the map N ↪→ M can be represented by a matrix B with the elementary divisors on
the diagonal and all other entries zero. As A represents the same map there exist matrices
S ∈ GL(m,Z) and T ∈ GL(n,Z) such that A = S B T . The n × n minors of A are then
integer linear functions of the n × n minors of B, and vice versa. As the gcd of the n × n
minors of B equals the product D(M/N) =
∏n
i=1 ei, this means that, up to units in Z, the
gcd of the n× n minors of A equals D(M/N) as well. 
Corollary 3.29
Let B ∈ Z(n+1)×n be a matrix having a (n − k) × (n − k) part B1 in the upper left corner,
a block B2 of dimensions (k + 1) × k in the lower right corner, an arbitrary (non-quadratic)
block in the upper right corner, and just zeros in the lower left corner:
B =
(
B1 ∗
0 B2
)
.
Then
D(B) = | det(B1)| ·D(B2).
Proof. To compute the n × n minors of B, we have to erase one row of B and look at the
determinants of these matrices. If we delete one of the first n − k rows, the vectors in the
columns of the quadratic part that remain are linearly dependent, hence these minors vanish.
Deleting the j-th row with n− k+ 1 ≤ j ≤ n+ 1, we obtain a matrix that contains the block
B1 in the upper left corner, a quadratic block Cj of dimensions k× k in the lower right corner
and 0 in the lower left part. Hence the determinant of such a matrix equals the product of
det(B1) and det(Cj). So by lemma 3.28 we get
D(B) = gcd {det(B1) · det(Cj) : j = n− k + 1, . . . , n+ 1}
= |det(B1)| · gcd {det(Cj) : j = n− k + 1, . . . , n+ 1}
= |det(B1)| ·D(B2),
using the property gcd(ma,mb) = m gcd(a, b) for m ∈ N and a, b ∈ Z. 
We will now apply these results to obtain formulas for the weights of push-forwards of
codimension-1 cycles along the evaluation map. For this we first have to classify those cycles.
Remark 3.30 (Codimension-1 types in M0,n(R2,∆))
In the following, a connected component of Γ\
n⋃
j=1
xj will be called a region of the curve.
47
Consider a cell of a codimension-1 cycle in M0,n(R2,∆) on which the evaluation map is
injective. It corresponds to a combinatorial type of curves having exactly one 4-valent vertex,
with all other vertices being 3-valent.
If this 4-valent vertex has an adjacent marking, an argument as in the proof of the second
part of proposition 3.18 shows that there is exactly one region that is bounded (by markings),
whereas the others contain exactly one end. We will call this type (A); in the picture below
the bounded region is drawn with dotted lines.
If the 4-valent vertex has no adjacent marking it lies in a unique region. The same argument
as above then shows that
• either all regions have exactly one end (type (B) below, with the region containing the
4-valent vertex drawn with dotted lines); or
• the region with the 4-valent vertex has exactly two ends, there is one other bounded
region, and all other regions have exactly one end (type (C) below, where the bounded
region is drawn with dotted lines).
(A) (B) (C)
The weights of the images of those cycles under the evaluation map can be computed by the
following formula.
Lemma 3.31
Let Z be a cycle of dimension 2n− 1 in M0,n(R2,∆) and σ′ ∈ ev∗(Z) ⊂ R2n a cone of the
same dimension, i.e. of codimension 1 in R2n. Then, with the convention and notations from
definition 3.15 c), the weight of σ′ in the cycle ev∗(Z) is
wev∗(Z)(σ
′) =
∑
σ∈Z
ev(σ)=σ′
wZ(σ) ·mult(σ)
where the multiplicity of a cone σ of dimension 2n− 1 in M0,n(R2,∆) is defined as
mult(σ) := D(Z2n/ev(Λσ)).
If C is any curve corresponding to a point in σ, we will write the multiplicity mult(σ) also as
mult(C, h).
Proof. By definition 3.15 c) we have to sum over the numbers wZ(σ) · |Λσ′/ev(Λσ)| for all
σ ∈ Z with ev(σ) = σ′. But as Λσ′ is by definition a saturated lattice in Z2n ⊂ R2n, we have
Z2n = Λσ′ ⊕Z, and thus the torsion parts of Λσ′/ev(Λσ) and Z2n/ev(Λσ) agree. 
Remark 3.32
By lemma 3.27, the number mult(σ) = D(Z2n/ev(Λσ)) in lemma 3.31 can be computed as
the D(A) of any (2n)× (2n− 1) matrix A representing the Z-linear map ev : Λσ → Z2n. By
[GKM09, remark 5.2] and [GM08, example 3.3] one possibility to set up this matrix is to use
the lengths of all bounded edges and the position in R2 of a root vertex as coordinates for Λσ.
We will now compute explicitly the multiplicities in lemma 3.31 for the cases of remark 3.30
and proceed in several steps.
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Lemma 3.33 (Splitting off vertex multiplicities)
Let C be a curve in a codimension-1 cone of M0,n(R2,∆) as in remark 3.30. Assume that
there is an edge of C such that splitting this edge yields two parts C1 and C2 of C, where C2
contains only regions with exactly one end and having only 3-valent vertices. Then
mult(C, h) = mult(C1, h1) ·
∏
V ∈C2
mult(V ),
where the product runs over all vertices in C2 with no adjacent marking, and the multiplicity
mult(V ) of such a vertex V is defined as usual as the absolute value of the determinant of
two of the adjacent direction vectors [GM08, definition 3.5]. The following picture shows an
example.
= multmult ·mult(V1) ·mult(V2)
split
V1
V2
C2C1
Proof. Let k be the number of unbounded ends of C2. Then C2 has k − 1 markings and
2k − 2 bounded edges (including the split edge). Choosing the root vertex to be in C1 (see
remark 3.32), only the 2k − 2 coordinates of the k − 1 markings in C2 depend on the 2k − 2
lengths of the bounded edges in C2. Hence the matrix for ev as in remark 3.32 has the form
as in corollary 3.29, with B1 the (2k − 2) × (2k − 2) block consisting of these coordinates
and lengths. As the absolute value of the determinant of B1 equals the product of the vertex
multiplicities in C2 by [GM08, proposition 3.8] and B2 is precisely the matrix for the evaluation
map on C1, the claim follows from corollary 3.29. 
Lemma 3.34 (Multiplicity of a bounded region)
Let C be a 3-valent curve that has exactly one bounded region, with all other regions being
single ends (such a curve occurs for instance as a part of the types (A) and (C) in remark
3.30). Then the multiplicity of C is
mult(C, h) = gcd{w(E) : E end in C} ·
∏
V ∈C
mult(V ),
where the weight w(E) of the edge E is the gcd of the two coordinates of the direction vector
of E, and the product is taken over all vertices of C with no adjacent marking. The following
picture shows an example.
V1
E2
V2
E4
E3
E1
mult = gcd{w(E1), . . . , w(E4)} ·mult(V1) ·mult(V2)
Proof. We set up the matrix A for the evaluation map as in remark 3.32, with the root vertex
within the bounded region. To compute the minors of A as required by lemma 3.28 we have to
erase one of its rows. Note that the rows of A correspond to the coordinates of the markings
in R2. So let us assume that we erase the row for the i-th coordinate of the marking xj for
some i = 1, 2 and j = 1, . . . , n. Note that the length of the bounded edge Ej adjacent to
xj is needed only for the coordinates of xj in R
2, and so in the remaining matrix the column
corresponding to Ej has at most one non-zero entry, namely for the other coordinate of xj in
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R2. Laplace expansion of the determinant w.r.t. the Ej column thus simply gives the product
of this coordinate of xj in R
2 and the determinant of the evaluation matrix for the curve where
the marking xj is deleted (and thus Ej becomes an unbounded end). But this determinant
just equals the product of all vertex multiplicities by [GM08, proposition 3.8].
Altogether we see that D(A) is the product of all vertex multiplicities times the gcd of both
coordinates of all markings in R2, as we have claimed. 
Corollary 3.35 (Multiplicity of the types (A) and (C))
Let C be a curve in codimension 1 as in remark 3.30. If C is of type (A) with bounded region
Cb then its multiplicity is
mult(C, h) = gcd{w(E) : E edge in Cb with adjacent marking} ·
∏
V ∈C
mult(V ).
If it is of type (C) with bounded region Cb then its multiplicity is
mult(C, h) = gcd{w(E) : E edge in Cb with adjacent marking} · | det(v, v′)| ·
∏
V ∈C
mult(V )
where v and v′ are the directions of the two fixed adjacent edges at the 4-valent vertex (i.e. the
ones that do not connect to an end within their region when coming from the 4-valent vertex).
In both formulas, the product is taken over all 3-valent vertices without adjacent marking in
C.
Proof. Let V be the 4-valent vertex of C. If C is of type (A) we can first use lemma 3.33
to split off all vertices behind the two unmarked edges adjacent to V that do not lead to the
bounded region. This way we get the multiplicities of all split-off vertices as a factor, and are
left with a curve where two of the unmarked edges adjacent to V are solitary ends (as it is
already the case in the example picture in remark 3.30). Now the evaluation matrix of this
curve is precisely the same as for the curve where these two ends with direction vectors v1 and
v2 are replaced by one end with direction v1 +v2. Now in the remaining curve we can continue
to split off all vertices that lie outside of the (closure of the) bounded region. This way we are
left with a curve whose multiplicity has been computed in lemma 3.34. Altogether, we get the
result stated in the corollary.
If C is of type (C) the procedure is very similar. We first split off all vertices behind the two
free edges adjacent to V and replace the resulting two solitary ends at V by one. This makes
the 4-valent vertex V into a new 3-valent one for which two adjacent direction vectors are v
and v′. As above, we continue to split off all vertices that are outside of the bounded region
(one of which will be the new one with multiplicity |det(v, v′)|), and use lemma 3.34 to obtain
the result. 
Lemma 3.36 (Multiplicity of a region with 4-valent vertex and one end)
Let C be a curve in codimension 1 as in remark 3.30 that has a region with a 4-valent vertex
and one end directly adjacent to it, all other vertices being 3-valent and all other regions being
single ends. Then the multiplicity of C is
mult(C, h) = gcd{w(E) · | det(v1E , v2E)| : E end with marking in C} ·
∏
V ∈C
mult(V ),
where the product is taken over all 3-valent vertices of C with no adjacent marking, and v1E
and v2E denote the direction vectors of the two fixed edges adjacent to the 4-valent vertex that
do not connect to E. The following picture shows an example.
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E3E4
E2
mult = gcd{w(E1) |det(v, v2)|, w(E2) |det(v, v1)|,
w(E3) |det(v1, v2)|, w(E4) |det(v1, v2)|} ·mult(V )
v1 v2
V
E1 v
Proof. The proof is very similar to that of lemma 3.34. Let V ′ be the 4-valent vertex of
C and E its unique free end. We set up the matrix A of the evaluation map using V ′ as
the root vertex. To compute a maximal minor of A we delete the row corresponding to the
i-th coordinate of the marking xj . Performing a Laplace expansion of the minor w.r.t. the
column corresponding to the length of the bounded edge adjacent to xj we obtain the other
coordinate of xj in R
2 times the determinant of the evaluation matrix corresponding to the
curve where the marking xj has been deleted. In this new curve we can use the technique
of lemma 3.33 to split off all vertices behind the one that lead to xj . We can then replace
the two resulting solitary ends at V ′ (E and the one just created by splitting off vertices) at
V ′ by one, leading to a new 3-valent vertex with multiplicity |det(v1E , v2E)|. The resulting
determinant gives the product of all vertex multiplicities by [GM08, proposition 3.8]. Taking
the gcd of these expressions for all rows of A yields the desired result. 
Corollary 3.37 (Multiplicity of the type (B))
Let C be a curve in codimension 1 as in remark 3.30. If C is of type (B), and C ′ denotes the
region with the 4-valent vertex, then its multiplicity is
mult(C, h) = gcd{w(E) · | det(v1E , v2E)|} ·
∏
V ∈C
mult(V )
where
• the product is taken over all 3-valent vertices without adjacent marking in C;
• the gcd is taken over all edges in C ′ that are adjacent to a marking and lie behind one
of the three fixed edges adjacent to the 4-valent vertex; and
• v1E and v2E denote as in lemma 3.36 the directions of the two fixed edges adjacent to
the 4-valent vertex that do not connect to E.
Proof. The proof is similar to that of corollary 3.35: first we can split off all vertices outside
of C ′ and behind the one free end of the 4-valent vertex, and then we use lemma 3.36 for the
resulting curve. 
Summarizing, we can now rephrase lemma 3.31 as follows.
Corollary 3.38
Let Z be a cycle of dimension 2n− 1 in M0,n(R2,∆) and σ′ ∈ ev∗(Z) ⊂ R2n a cone of the
same dimension, i.e. of codimension 1 in R2n. Then, with the convention and notations from
definition 3.15 c), the weight of σ′ in the cycle ev∗(Z) is
wev∗(Z)(σ
′) =
∑
σ∈Z
ev(σ)=σ′
wZ(σ) ·mult(σ)
where the multiplicity mult(σ) of a cone σ of dimension 2n − 1 in M0,n(R2,∆) is given by
corollaries 3.35 and 3.37 depending on their type as in remark 3.30.
In particular, this gives an explicit formula for the cycles in R2n of points in special position
(v1) and (v2) as in propositions 3.18 and 3.22.
4 Real tropical geometry
The purpose of this section is to describe known facts about parametrized tropical curves that
can be used to translate classical Welschinger theory to the tropical world.
4.1 Real tropical curves
We first start with the definition of real tropical curves passing through only real points. In
order to illustrate the relationship of real tropical curves to real algebraic curves we have first
to understand combinatorial patchworking. Therefore, we need some vocabulary.
Remark 4.1 (Dual/Newton subdivision of a simple parametrized tropical curve)
[IMS09, section 2.5.1]. For an n-marked parametrized tropical curve (C, h), let P∆ be the
Newton polygon associated to ∆, i.e. the convex lattice polygon that we obtain when we
rotate all vectors vi in ∆ by −pi/2 and draw them in Z2 one after the other, each with lattice
length equal to the weight of the corresponding edge, in a chain, starting at a lattice point of
Z2. This chain is closed since h(Γ) is balanced at each vertex. (C, h) defines a subdivision
P∆ = P1 ∪ . . . ∪ PN into smaller polygons Pi which is dual to h(Γ) in the sense that:
• components of R2 \ h(Γ) are in bijection to vertices in the subdivision,
• edges of h(Γ) are in bijection to edges of the subdivision such that an edge E of h(Γ)
is dual to an orthogonal edge of the subdivision of lattice length w(E),
• vertices of h(Γ) are in bijection to the polygons Pi such that the valence of a vertex
V ∈ h(Γ) equals the number of sides of the dual polygon.
Note that the multiplicity of a 3-valent vertex V ∈ h(Γ) can then be computed as the lattice
area of dual triangle.
A parametrized tropical curve is simple iff the dual subdivision contains only triangles and
parallelograms [Mik05, lemma 4.5]. Some authors [IMS09, p. 52] call such a tropical curve
also nodal. This is motivated by the fact that they are the tropicalization of a nodal algebraic
curve [Shu06a, lemmata 3.5 & 3.6].
Example 4.2
The picture below gives on the left hand side the image h(Γ) of a parametrized tropical curve
of degree 3. This means that all edges are of weight 1 and there are exactly 3 of direction
(−1, 0),(0,−1) and (1, 1) respectively. Observe the crossing of two edges in the lower left
corner. Knowing only the image h(Γ) but not the underlying curve Γ, we cannot say if this
curve is of genus 0 or 1! On the right hand side we drew the dual subdivision of this curve.
Remark 4.3 (Combinatorial patchworking)
[IV96], [IMS09, section 2.3.3]. Roughly speaking, combinatorial patchworking due to Oleg
Viro is a method to construct plane real algebraic curves of degree d from weighted convex
triangulations of the triangle Conv((0, 0), (d, 0), (0, d)). It is useful for instance to classify real
plane curves of given degree. Also, it is a special case of Viro’s more general patchworking
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method as described in [IMS09, section 2.3]. In this work, we want to generalize this method
to subdivisions of P∆ containing triangles and parallelograms. We will restrict ourselves to
combinatorial patchworking as the general version takes more time to explain and patchworking
is not in the focus of this thesis. However, we hope that the following exposition helps to
understand the flavor of patchworking and to get a feeling for why the theorems of this section
are true.
Let us start with the case where ∆ = d, i.e. P∆ is the triangle with corners (0, 0), (d, 0) and
(0, d). We attach to each vertex (i, j) in the subdivision of P∆ a sign σi,j ∈ {+,−}. Now,
we reflect this subdivision without signs at the x-axis to obtain a subdivided triangle below
the x-axis. Afterward, we reflect this new triangle with corners (0, d), (d, 0) and (0,−d) at the
y-axis to obtain finally a square S which is symmetric w.r.t. the x- and y-axes. We extend
the signs from a point (i, j) from the original triangle to the mirror image w.r.t. an axis by
preserving the sign if the (lattice) distance from (i, j) to the axis is even and changing the sign
otherwise. For instance, study the example below where d = 3. We draw a broken line segment
in S by connecting midpoints of edges whose endpoints have different signs, respectively.
- - -
-
-
+
-
+
+
-
-
-
+
+
+-
-+
+-
+
x
y
+
+
+
+
Observe that there is only a line in a triangle iff exactly two of the signs of the corners are
the same and there are up to two lines in a parallelogram. The curve has one node in the
parallelogram of the first quadrant. The sign distribution there is chosen such that the signs
on each diagonal are the same. In principle, one could also associate one of the following
broken lines to this paralleleogramm.
+
+
-
-
+
-
-
+
But this choice corresponds to a non-nodal curve. The space T we obtain if we glue the directed
edge from (0,−d) to (d, 0) to the directed edge from (0, d) to (−d, 0) and the directed edge
from (0, d) to (d, 0) to the directed edge from (0,−d) to (−d, 0), respectively, as indicated
on the figure is homeomorphic to the real projective space P2R. In this space the broken line
segment can be deformed to a connected curve of the same topology. The main result is now
Theorem 4.4 (Patchworking theorem)
[Vir80]. For every convex triangulation of the triangle with corners (0, 0), (d, 0) and (0, d) and
every choice of signs at its vertices as described above there is a nonsingular real algebraic
plane projective curve of degree d and a homeomorphism P2R → T mapping the set of real
points of this curve onto the line segment in T .
This theorem generalizes to the case where we also take account of the parallelograms [Shu06a,
lemma 3.5]. Then, we get possibly nodal curves. Indeed: in total there are 4 choices of signs
for a parallelogram – up to a global sign as depicted below. Case a) is in the example above.
Case b) gives a node in the 4th quadrant, i.e. a square as in a) in the 4th quadrant, case c)
yields no node at all and case d) correspond to a node in the third quadrant.
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a) b) c) d)
This theorem can be generalized to other real toric surfaces like the real unnodal Del Pezzo
surfaces as in 1.19.
The next step is to explain how to construct real tropical curves.
Remark 4.5 (Construction of simple real tropical curves)
[Mik05, definition 7.8]. Let (C, h) be a simple n-marked parametrized tropical curve such
that the unbounded edges are all of weight 1 or 2. Let E be an (non-contracted) edge of
direction vector u and weight w in h(Γ). We define an equivalence relation on (Z/2Z)2 by
(x, y) ∼ (x′, y′) :⇔ (x, y) + u ≡ (x′, y′) mod 2. This gives us the set of equivalence classes
SE := (Z/2Z)
2/ ∼. The choice of an element (x, y) ∈ SE for an edge E is called a phase of
E. Note that SE ∼= (Z/2Z)2 if w is even and SE has two elements if w is odd. We assign an
element (x, y) ∈ SE to each edge E of h(Γ) such that the phases of three edges adjacent to
a (3-valent) vertex are subject to the following conditions:
a) they are equal if the three edges are all of even weight
b) they have all a common representative in (Z/2Z)2 if two of the edges are odd and one
is even
c) each element in (Z/2Z)2 being the representative of at least one phase is the represen-
tative of exactly two phases of edges adjacent to the vertex if all the three edges are
odd.
We then say that the phases are compatible. In the following we will identify 0 = + and
1 = −.
Here is an example. The 2 means that the edge c with direction vector (0,−2) is of weight 2
while the other edges a and b (of direction vectors (−1, 1) and (1, 1)) are of weight 1. For the
edges a and b we choose the equivalence class of (+,+) as phase with representatives (+,+)
and (−,−). For the edge c we also take as phase the equivalence class of (+,+) with unique
representative (+,+). This is then a compatible choice of phases.
a
c
b
2
(+,+) ∼ (−,−)
(+,+) ∼ (+,+)
(+,+) ∼ (−,−)
Compatible phases define a real curve as follows. Given the torus part V = V (f) ∩ (C∗)2 ⊆
R2 × (S1)2 of a plane projective curve the tropicalization trop(V ) forgets the argument ϕ =
(ϕ1, ϕ2) ∈ (S1)2 of a point z = (|z1| · eiϕ1 , |z2| · eiϕ2) ∈ V , where S1 is the unit circle.
Conversely, given a parametrized tropical curve (C, h), we have to determine the argument of
a point in h(Γ) in order to lift this tropical curve to the torus part in (C∗)2 of a projective
curve as studied in [Mik04b, section 5]. Mikhalkin associates there to each 3-valent vertex a
pair of pants which all have to be glued together appropriately, i.e. we have to identify the
boundary circles of the pairs of pants correctly. Each pair of pants is diffeomorphic to a sphere
S2 with three punctures, corresponding to the green boundary circles in the figure below and
which can be associated to the edges of the tropical curve.
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Such a pair of pants corresponds to the torus part V (f) ∩ (C∗)2 of a projective line f =
x1 +x2−x3 which has 3 holes associated to xi = 0 each, i.e. they are associated to the three
coordinates axes of P2. So, given a curve (C, h) we have to equip each edge with compatible
data which tell us where the boundary circles of the corresponding decomposition into pairs of
pants are located in (C∗)2. These are so called phases of the edges [Mik, section 18]. Writing
(S1)2 as [0, 2pi]2 where we identify 0 with 2pi the coordinates of the three boundary circles of
the line f = x1 + x2 − x3 are depicted below as red lines. Note that the direction vector of
an edge coincides with the direction vector of the corresponding line in [0, 2pi]2.
(0, 0) pi 2pi
pi
2pi
If, in addition, we want our projective curve to be real, we have to make sure that the lifted
curve of h(Γ) has non-zero intersection with (R∗)2 (we use the standard real structure here).
Writing again (S1)2 as [0, 2pi]2 we see that the (standard) complex conjugation restricted to
(S1)2 has four fix points, namely (0, 0), (pi, 0), (0, pi) and (pi, pi) to which we can assign pairs
of signs as depicted below.
2pi
pi
2pipi
(−,−)
(+,−)
(−,+)
(+,+)
(0, 0)
So for real curves we have to make sure that the lines in [0, 2pi]2 corresponding to the position
of the boundary circles pass through at least two fix points each under the complex conjugation.
E.g. if the phase of an edge in our real tropical curve is (+,+) ∼ (−,−) then we choose the
red line in the picture.
Each edge of even weight m in a tropical curve defines at least m real structures [Mik05,
theorem 3 proven with help of lemma 8.24].
Remark 4.6 (Motivation for construction 4.5)
Let (C, h) be a simple parametrized tropical curve having only edges of odd weight and whose
edges are equipped with compatible phases as in 4.5. Assume that it is of degree d. It defines
a real projective curve of degree d as explained below. First, we mirror the triangle with
corners (0, 0), (d, 0) and (0, d) as in 4.3. But this time we also reflect the phases! Secondly,
we assign to the first quadrant the pair (+,+), to the second (−,+), to the third (−,−)
and to the fourth (+,−). Then we choose in each quadrant the edges having a phase with
an representative coinciding with the pair assigned to the quadrant. This gives a broken line
segment similiar to 4.3 by condition c) imposed on the phases in 4.5. Indeed, this condition
makes sure that once chosen a representative of a phase of an edge there is exactly one other
edge with a phase with the same representative, so a line continues at a vertex in exactly one
other direction.
The following figure, taken from [Mik04c], shows a real plane projective curve of degree 3
constructed in this way. We start with a simple parametrized tropical curve (without markings)
of degree 3. For edges of direction vector (−1, 0) we have two choices for a phase as we have
(0, 0) + (−1, 0) ≡ (1, 0) mod 2 and (1, 1) + (−1, 0) ≡ (0, 1) mod 2. Similarly, we have for an
edge of direction (0,−1) the equivalences (0, 0) ∼ (0, 1) and (1, 1) ∼ (1, 0); for an edge of
direction (1, 1) the equivalences (0, 0) ∼ (1, 1) and (1, 0) ∼ (0, 1). Our choice of phases is
depicted on the left hand side. The tropical curve, reflects to the other quadrants, appears on
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the right hand side in blue and the broken line segment is colored in red. If we identify the
edges of the square as in 4.3 we obtain a connected curve which is homeomorphic to a nodal
curve of degree 3 in P2R.
(−,−) (+,−)
(+,+)(−,+)
II
IVIII
(+,+)
I
∼ (−,+)
(+,−)
(+,−)
∼ (−,+)
∼ (−,−)
(+,+)
∼ (−,+)
∼ (−,+)
(+,−)
(+,+)
∼ (+,−)
(+,+)
∼ (+,−)
(−,+)
∼ (−,−)
(−,+)
∼ (−,−)
(+,+)
∼ (+,−)
(+,−)
∼ (−,+)
(+,+)
∼ (−,+)
(+,+)
∼ (−,+)
(+,+)
∼ (−,+)
(+,−)
∼ (−,−)
Definition 4.7 (Toric Del Pezzo degrees)
We say that a degree ∆ is toric Del Pezzo if it consists of the primitive normal directions
of edges of one of the polytopes P depicted just before definition 1.23, where each direction
appears l times if l is the lattice length of the corresponding edge. We will denote the
corresponding toric Del Pezzo surface S∆ instead of SP .
Theorem 4.8 (Realization of real tropical curves by algebraic curves I)
[Shu06a, proposition 6.1 b)] for irreducible curves and edges of odd weight and [Mik05, theorem
3] for the general case.
Let S∆ be the toric surface associated to a toric Del Pezzo degree ∆ with tautological linear
system |D|, g ∈ N, and ω = (P1, . . . , Pr) a configuration of r = −D · KS∆ − 1 points in
general position in R2. Let furthermore (C, h) be a simple r-marked parametrized tropical
curve of degree ∆ and genus g having only edges of odd weight, endowed with a compatible
choice of phases on its edges, and passing through ω. Then there is generic point configuration
ω′ = (Q1, . . . , Qr) with trop(ω′) = ω and exactly one nodal real projective plane curve lying
in |D| and of genus g, passing through ω′ and tropicalizing to h(Γ).
For tropical curves in the setting above having at least one edge of even weight there are
several real projective plane curves tropicalizing to h(Γ).
Remark 4.9
Note that the proof of this theorem uses a more general version of patchworking than 4.3.
Also, [Mik05, theorem 3] says even more than this. In fact, it is a Correspondence Theorem
for real plane projective curves of degree d and genus g passing a generic configuration ω′ of
points. It implies that if we count real tropical curves of genus g > 0, this number generally
depends on the point configuration ω′ by theorem 1.18.
4.2 Tropical Welschinger numbers
Let us first consider the case of real points only.
Remark 4.10 (Nodes of simple real parametrized tropical curves)
We may wonder which types of nodes are meant as we have seen in 1.14 that there are
several types of nodes for real projective plane curves. How nodes of parametrized tropical
curves in general might look like was displayed in example 2.37. For parametrized real tropical
curves the proof of the Correspondence Theorem [Mik05, theorem 6] gives up a partial answer.
Unfortunately, the proof is by algebraic patchworking, so in context of this thesis we can only
state the results. It says that if we have in the dual subdivision of the tropical curve (C, h)
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a triangle with an edge of even lattice length, then there are always one or several pairs of
real nodal curves having real isolated nodes of different parity each tropicalizing to (C, h).
If each triangle in the subdivision has only edges of odd weight then each triangle N with
l = Int(N)∩Z2 integer interior points gives a multiplicative factor of l mod 2 to the parity of
isolated nodes that real nodal curves tropicalizing to (C, h) have, see also [Shu06b, lemma 2.3].
This motivates the following definition which we need for the definition of tropical Welschinger
numbers.
Definition 4.11 (Welschinger multiplicity of a simple parametrized tropical curve )
[Mik05, definition 7.19]. Let (C, h) be a marked or non-marked simple parametrized trop-
ical curve and V a (3-valent) vertex of h(Γ). Define its real multiplicity as multR(V ) =
(−1)mult(V )−12 if mult(V ) is odd and multR(V ) = 0 otherwise. The Welschinger multiplicity
or tropical Welschinger sign multW (C, h) is then defined as product
∏
V multR(V ) where V
ranges over all vertices in h(Γ).
Remark 4.12
The definition of Welschinger multiplicity is equivalent to
multW (C, h) :=

0, if mult(C, h) ≡ 0 mod 4,
1, if mult(C, h) ≡ 1 mod 4,
0, if mult(C, h) ≡ 2 mod 4,
−1, if mult(C, h) ≡ 3 mod 4.
Note also that the Welschinger multiplicity is defined for tropical curves of any genus!
Example 4.13
The figure below shows a subgraph of h(Γ) of a marked parametrized tropical curve. With the
rule of 4.12 its Welschinger multiplicity can be easily computed as 27 mod 4 ≡ −1.
(
1
3
)(−1
1
)
(
2
−3
)(−2
−1
) mult(C, h) = 27multW (C, h) = −1
Example 4.14
Note that given a parametrized tropical curve having only edges of odd weight passing through
points in general position, then there is only one possibility to define compatible phases on
this curve. Hence, there is only one real curve tropicalizing to it by theorem 4.8 and by 4.12,
this tropical curve has Welschinger multiplicity −1. Hence if g = 1 the real curve has only one
real isolated node.
Definition 4.15 (Tropical Welschinger numbers)
Let S∆ be the toric surface associated to a toric Del Pezzo degree ∆ with tautological linear
system |D|, g ∈ N, and ω = (P1, . . . , Pn) a configuration of n = −D · KS∆ − 1 points in
general position in P2R. Then we define the tropical Welschinger number W
trop
∆ (g, ω, r, 0) to
be the number of r-marked simple parametrized tropical curves (C, h) of genus g and lying in
|D| counted with multiplicity multW (C, h) and passing through the tropicalization of ω.
Convention 4.16
If S∆ is the projective plane P
2 and D is of degree d we will write W trop(d, g, ω, 3d+ g− 1, 0)
instead of W trop∆ (g, ω, r, 0).
We are now ready to establish the correspondence between Welschinger and tropical Welschin-
ger numbers for curves passing through a real point configuration.
Theorem 4.17 (Correspondence Theorem for Welschinger numbers I)
[Mik05, theorem 6]. In the setting above there exists for a given configuration ω′ of 3d+g−1
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generic points in R2 a configuration ω of 3d + g − 1 generic points in P2R s.t. ω′ = trop(ω)
and W trop(d, g, ω′, 3d+g−1, 0) = W (d, g, ω, 3d+g−1, 0). That is, the tropical Welschinger
number coincides with the classical Welschinger number as defined in 1.15.
Convention 4.18 (Immediate consequences of this theorem)
It follows from theorems 4.17 and 1.16 that for g = 0 the number W trop(d, g, ω, 3d+ g− 1, 0)
does not depend on the choice of ω. We will write therefore in this case W trop(d, 3d − 1, 0)
instead of W trop(d, g, ω, 3d+ g − 1, 0).
Example 4.19
Let us review example 2.37 in this light. All the curves there have Welschinger signs which equal
the multiplicity mult(C, h) = 1 each besides the last curve which has (by rule 4.12) Welschinger
multiplicity 0 due to the edge of weight 2. In total we then have W trop(3, 8, 0) = 8, a number
that we have seen already in 1.14.
2
mult(C, h) = 4
W trop(3, 8, 0) = 8
multW (C, h) = 0
Remark 4.20 (Local proof of invariance similar to [GM07b, theorem 4.8])
In [IKS09] the authors prove the invariance of W trop(d, 3d−1, 0) by a local study in the moduli
space as in [GM07b, theorem 4.8]. In the example of 2.36 the two curves corresponding to
the movement upwards have Welschinger multiplicity −1 and 1, respectively, and the curve
that we obtain when we move the point downwards has Welschinger multiplicity 0. So the
general argument shows that these tropical Welschinger numbers are invariant by purely tropical
means. They also proved a Caporaso-Harris type formula [IKS09, theorem 3] similar to 1.9
which enables us to compute also Welschinger numbers for high degrees recursively. For this
formula they need relative Welschinger numbers in the sense of 1.10 which are invariant, too.
Remark 4.21 (Invariance of tropical Welschinger numbers of higher genus g)
The authors of [IKS09] also prove the invariance of tropical Welschinger numbers for higher
genus g [IKS09, section 3.1] as they realized that the proof can be generalized. But this is
only a tropical concept which has no classical counterpart yet, cf. theorem 1.18.
Until now we only considered real plane curves passing through a configuration of real points.
To define tropical Welschinger numbers which count tropical curves passing also through pairs
of complex conjugate points we have to explain which curves we are going to consider.
Convention 4.22
Let (C, h) be an n-marked parametrized tropical curve. Then we call an edge E of the
underlying graph Γ even/odd, if the image h(E) has an even/odd number of edges in the
preimage.
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The following definition is an adapted version of [BM08, definition 4.11] to fit with [Shu06b].
This generalizes construction 4.5 as we can also associate to edges of Shustin curves compatible
phases.
Definition 4.23 (Shustin tropical curve)
Let (C, h) be a simple (n = r + 2s)-marked rational parametrized tropical curve of toric
Del Pezzo degree ∆ and assume that n = |∆| − 1 with r, s ≥ 0 integers. Furthermore, let
σ : Γ→ Γ be an isometric involution such that h = h ◦ σ and there is a permutation τ ∈ Sn
with σ(xi) = xτ(i) for all 1 ≤ i ≤ n and such that the following properties hold:
a) the unbounded edges of h(Γ) are all of weight 1 or 2,
b) the images h(xi) of real markings x1, . . . , xr lie on edges of odd weight and are disjoint,
c) for the images of the complex markings xr+1, . . . , xr+2s we have xi and xτ(i) are adjacent
to the same 5-valent vertex in Γ or they lie on edges E1, E2 such that h(E1) and h(E2)
are parallel, and there are exactly s disjoint images h(xi) of complex markings,
d) the set Fix(σ) equals the set of odd edges of Γ.
Convention 4.24
In the following, we will draw images of real markings as small dots and images of complex
markings as big dots. When we are in c) in the case of parallel edges E1, E2, then the images
under h of these two edges coincide by d): it is an edge of even weight. Therefore, we will
draw the image under h of these two edges as a pair of parallel edges of odd weight, each with
a big dot h(xi) on them. When they are ends, we will call this pair a double end.
Remark 4.25
Fix(σ) is connected since we consider rational curves. It follows from the definition that images
of complex markings lie on edges of even weight or on 3-valent vertices to which only edges of
odd weight are adjacent, and each connected component of even edges meets the component
of odd edges Fix(σ) in exactly one vertex. Also, there are r + s image points h(xi).
Theorem 4.26 (Realization of real tropical curves by algebraic curves II)
[Shu06b, lemma 3.2]. Let ∆ be a toric degree and S∆ equipped with the standard real
structure. Furthermore, let r, s ≥ 0 be such that r + 2s = |∆| − 1 and ω = (P1, . . . , Pr+2s)
a complex conjugation invariant configuration of r+ 2s points in general position in S, where
P1, . . . Pr are conjugation invariant points each. Given an n-marked Shustin tropical curve
(C, h) of degree ∆ equipped with patchworking data similiar to the phases above and passing
through the tropicalization of ω. Then there is at least one real projective plane rational nodal
curve tropicalizing to (C, h).
The following Shustin-multiplicity was originally defined for unparametrized curves. But we
will see that it can also be redefined for parametrized curves.
Definition 4.27 (Shustin-multiplicity, see [Shu06b] section 2.5)
Let (C, h) be a Shustin curve. Denote by a the number of lattice points inside triangles of this
subdivision, by b the number of triangles such that all sides have even lattice length, and by c
the number of triangles whose lattice area is even. Then we define the Shustin-multiplicity of
h(Γ) to be
multS(h(Γ)) := (−1)a+b · 2−c ·
∏
V
mult(V ),
where the product goes over all triangles with even lattice area or dual to vertices with a
complex marking.
For an unparametrized curve h(Γ), this coincides with the definition of multiplicity in [Shu06b]
section 2.5.
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Remark 4.28
Note that the Shustin multiplicity does not only take values in {−1, 0, 1} as it was the case in
4.11.
Example 4.29
The following picture shows the image h(Γ) of a Shustin tropical curve and its dual Newton
subdivision. The triangles V contributing to multS(h(Γ)) are shaded and labeled with their
integer area; we have multS(h(Γ)) = (−1)1+1 · 2−2 · 4 · 2 · 3 · 1 = 6.
4
3
1
2
We now want to understand how parametrized and unparametrized Shustin curves differ.
Remark 4.30 (Labeled and unlabeled curves)
Note that we consider parametrized curves with labeled unmarked ends, whereas the un-
parametrized curves in [Shu06b] come without this data. There is a 1 : 1 correspondence
of parametrized and unparametrized curves due to Mikhalkin as mentioned in 2.43. But we
overcount each unparametrized curve by a factor that records the different ways to label the
(non-fixed) unmarked ends so that we get different labeled parametrized curves. If k denotes
the number of double ends then this overcounting factor is |G(∆)| · 2−k, where the 2−k term
arises because interchanging the two labels of a double end does not change the parametrized
curve and G(∆) is the subgroup of Sn that permutes the unbounded edges of the same
direction.
Lemma 4.31 (Comparison of the Shustin-multiplicity of a labeled parametrized and an un-
parametrized curve)
Let (C, h) be a Shustin curve of degree ∆ with image h(Γ), and passing through points in
general position. Then there are |G(∆)| · 2−k labeled parametrized Shustin curves having the
same image h(Γ), where k is the number of double ends of h(Γ).
Definition 4.32 (Tropical Welschinger numbers II)
Let ∆ be a toric degree, r, s ≥ 0 be such that r + 2s = |∆| − 1 and ω = (P1, . . . , Pr+s)
a configuration of r + s points in general position in R2. Then the number W trop∆ (0, ω, r, s)
of Shustin curves (C, h) having r real markings and s complex markings passing through ω
counted with multiplicity multWS (h(Γ)) = multS(h(Γ))·2k/|G(∆)| (using the notation of 4.30)
is called tropical Welschinger number w.r.t. ∆, ω, r and s.
Theorem 4.33 (Correspondence Theorem for tropical Welschinger numbers II)
[Shu06b, theorem 3.1]. Let ∆ be a toric degree and S∆ equipped with the standard real
structure. Furthermore, let r, s ≥ 0 be such that r + 2s = |∆| − 1 and ω = (P1, . . . , Pr+2s)
a complex conjugation invariant configuration of r+ 2s points in general position in S, where
P1, . . . Pr are conjugation invariant points each and Pr+1, . . . , Pr+2s are not. Then it holds
WS∆(0, ω, r, s) = W
trop
∆ (0, ω
′, r, s),
where ω′ is the tropicalization of ω.
Remark 4.34
Again, an immediate consequence is that the tropical Welschinger numbers W trop∆ (0, ω, r, s)
do not depend on ω, as this was already proven for the algebraic Welschinger numbers, see
theorem 1.24. Therefore we will write W trop∆ (r, s). Also, we will write W
trop(d, r, s) instead of
W trop∆ (r, s) if ∆ corresponds to P
2 and we consider curves of degree d.
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Remark 4.35 (A local proof of the invariance similar to 4.20 fails)
Unfortunately, this time it is not possible to prove the invariance of the numbers W trop∆ (r, s)
by a local study in the corresponding moduli space. Consider for instance the following image
h(Γ) of a marked curve which can be seen as a part of a Shustin curve. It is of degree
∆ = ((−2,−1), (0,−1), (1, 0), (1, 2)) and passes through a non-generic point configuration of
r = 1 and s = 1 points.
h(Γ) h(Γ1) h(Γ2)
Moving P up: Moving P down:
(
1
0
)
(
1
2
)
(−2
−1
)
(
0
−1
)
P
h(Γ3)
If we move the big dot P upwards we get curves with image h(Γ1), respectively h(Γ2) having
multiplicities multWS equal to −3, respectively 1 and passing through a generic point configura-
tion. But when we move P downwards there is no Shustin curve at all passing through generic
points! The curve with image h(Γ3) depicted on the right hand side is the parametrized curve
that we get, but it is not a Shustin curve as the connected component of edges of even weights
meets two connected components of odd weight and also the position of the complex marking
is not allowed.
Curves as the latter will be studied in the next chapter 5.
Remark 4.36 (Relative tropical Welschinger numbers)
One can define relative tropical Welschinger numbers as it was done for Gromov-Witten num-
bers in 2.46. In particular, this implies that unmarked ends can be of weight > 2. In this case
the Shustin-multiplicity multS(C, h) can be defined as in 4.27. Relative tropical Welschinger
numbers depend on the configuration of points as observed in [ABLdM11, section 7.2]. The
following picture shows the three Shustin curves with images h(Γ1), h(Γ2), h(Γ3) of degree
∆ = ((−3, 0), (0,−1), (0,−1), (0,−1), (1, 1), (1, 1), (1, 1))
passing through some given configuration ω of points. Each counts with multiplicity multWS (C, h)
= 3, so for this configuration we have in sum 9. For the configuration on the right however,
there is only one Shustin curve with image h(Γ) passing through it, and it is of multiplicity
one. So in this case the total number is 1, i.e. the number depends on the choice of ω.
3
3
3
3
h(Γ1)
h(Γ2)
h(Γ3)
h(Γ)
4.3 Properties of Welschinger invariants
In this section we want to collect general facts about Welschinger numbers. Although they
concern also classical Welschinger invariants, most of the proofs concern tropical Welschinger
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numbers, which are equal to the classical Welschinger numbers by the Correspondence The-
orem(s). These proofs are possible due to the more accessible combinatorial nature of these
invariants on the tropical side and reflect one of the advantages of tropical geometry.
The probably most natural question is:
Question 1: Given a configuaration ω of say 3d− 1 points in RP2 is there at least one real
rational curve of degree d passing through ω?
Answer 1a: A first answer was obtained in [IKS03b, th 1.1], namely for any d ≥ 1 there can
be traced at least d!/2 real rational curves of degree d through any 3d−1 generic points
in RP2. We can skip the word generic if we also allow reducible curves. This follows
directly from the inequality W (d, 3d − 1, 0) ≥ d!/2. The proof uses Mikhalkin’s lattice
path algorithm presented in [Mik05].
Answer 1b: [IKS04, theorem 3] generalizes this positivity result to the toric del Pezzo sur-
faces S = P2,P1 × P1,P2k with k ≤ 3 with the standard real structure and D a real
ample divisor on S: it holds there WnD ≥ exp(a · nlog(n) + O(n)) with a = c1(S) ·D
and WS,nD is the shortcut for Welschinger invariant on S of real rational curves in |nD|
passing through −KnD · nD − 1 generic points and whose underlying complex curve is
irreducible. This is again a tropical result.
Answer 1c: In [IKS07, theorem 1] the authors prove that the analogue result to answer 1b
is true for the following surfaces equipped with a non-standard real structure: S =
P1 × P1, (P1 × P1)k, (P1 × P1)0,2 with k ≤ 2 and 0,2 means that the surface is blown
up in one pair of complex conjugate points. These surfaces are the 5 unnodal real
toric Del Pezzo surfaces with a non-tautological real structures (note that P1 × P1)0,2
can be endowed with two different structures). But still, the tropical approach can be
generalized to this situation.
Answer 1d: Generalization to non-toric Del Pezzo surfaces S = (P1)20,1 and P
2
q,s with 4 ≤
q + 2s ≤ 5, s ≤ 1 and assuming D to be nef and big in [IKS10, theorem 7.1]. The
main idea in the proof here is to blow-down exeptional divisors to obtain toric surfaces.
One manages the problem of multiple fixed points which appear when blowing-down a
generic point configuration in the original non-toric surface. Then one can use tropical
arguments again.
Answer 1e: Even more general is [IKS12, theorem 2]. The authors prove the statement for
S = P2q,s with q + 2s ≤ 6, s ≤ 2. The proof is does not use tropical geometry but
arguments from algebraic geometry and involves a real Caporaaso-Harris type formula
for S.
The second question concerns the behavior of Welschinger numbers of e.g. P2 when d goes
to infinity compared to the corresponding Gromov-Witten numbers.
Question 2: Are logWS,nD and and the logarithm of the corresponding Gromov-Witten num-
ber NS,nD on a surface S asymptotically equivalent when D is an ample divisor on
S?
Answer 2: It holds
logW,nD
logNS,nD
= 1 for all the cases mentioned above. This is proven in the
papers mentioned respectively.
It follows from the definition of Welschinger numbers that they equal the corresponding
Gromov-Witten numbers modulo 2. Less obvious is the observation due to Grigory Mikhalkin
saying that W (d, 3d−1, 0) and N(d, 0) are equal modulo 4 as mentioned in [Bru08, proposition
6.3].
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Question 3: Does the analogue statement hold for other Del Pezzo surfaces?
Answer 3: Yes, this works also for P2k for 1 ≤ k ≤ 6 and P1×P1. See [IKS10, theorem 7.4],
[IKS12, theorem 5].
5 Broccoli curves of genus 0
The following chapter is part of the joint paper with Andreas Gathmann and Hannah Markwig
[GMS13] beside of the introduction and constitutes the main contribution of this thesis.
5.1 Motivation for broccoli curves
Let us consider the example of remark 4.35 again. As the tropical Welschinger numbers
W trop∆ (r, s) are (globally) invariant, but not locally, this implies that there is (at least) an
additional curve passing through the points of ω in special position. At the corresponding
codimension-1 cell local invariance also does not hold. The differences to the invariance cancel
exactly. If we consider the example as a local picture of the curve of degree 3 below, then there
is a second curve passing through the points in special position such that the two differences
cancel. The following picture shows these two codimension-1 curves passing through ω not in
general position:
We have alraedy seen that the left picture produces a local difference of −2: locally, the
difference between the numbers of curves passing through the configuration in which we move
the complex point up and down is −2. The right picture now produces a local difference of
+2:
∅
There are again two Shustin curves that have this codimension-1 curve in their boundary. They
both satisfy the conditions when the complex point is moved up. Their multiplicity is 1 each.
But no Shustin curve satisfies the conditions if the complex point is moved down.
So an idea would be to find out if the types above can be connected in the moduli space of
Shustin curves, or more generally if we can find an algorithm that tells us how to find the other
types in the moduli space. This approach is strongly related to the question how this moduli
space of Shustin curves actually looks like. It is clear that Shustin curves as in definition 4.23
should lie in top-dimensional cells of this space. Assume that a Shustin curve passes through
points in general position. Then we would like to see that when we move one or several of
these points infinitesimally and when we consider the corresponding deformation of the curve,
this deformation is also contained in the moduli space. But it is not possible to keep all
deformations. Consider for instance the picture below. There, the point configuration on the
left hand side is obtained from the point configuation in the middle by moving down the point
P . The configuration on the right hand side comes from moving P up. Some of the curves
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had been considered before. When we move the point P in the (generic) point configuration
on the right to the configuration on the left, we have two curves A and B passing through
this generic point configuration. But both are not Shustin curves! We want our moduli space
to contain Shustin curves through generic points, but we shouldn’t allow top-dimensional cells
with non-Shustin curves.
1
−3
1
1
P
a)
b)
c)
d)
e)
B
A
The column in the middle of the example shows a so called bridge connecting the Shustin curves
on the right hand side. Observe that all the curves a)-e) pass through a fixed configuration of
points in special position, so they lie in codimension 1 or higher of the moduli space. The curves
a) and e) are Shustin curves while the curves b) - d) are not. The curve b) arises from the curve
a) by pulling out an edge of weight 2 of the vertex to which P is adjacent. It looks like taking
the curve A and displacing the point P to the other side of the edge of weight 2. Curve b)
has a string which can be moved without changing the property that the curve passes through
the points. By some algorithm one can then get from curve b) to the curve e). Hence, in
total the contribution of the four Shustin curves is 0 to the Welschinger number W trop(3, 6, 1).
Instead of doing so, one can also generalize the definition of the curves contributing such that
we can assign to the curve A multiplicity −2 and to the curve B multiplicity 2. Furthermore
if we can construct a bridge connecting curve A to the curve B in the moduli space of these
generalized curves we can also prove the invariance, as explained below. For this example, the
corresponding bridge is depicted below.
C BA −2 2
A bridge can be seen as a connected graph. Its edges are families of curves having a string.
Its vertices are – in this example – either curves with a 4- or higher valent vertex in which the
movement of a string of a family of curves corresponding to an edge (adjacent to this vertex)
stops (as curve C) or being the curve A or B. This means that the movement along a bridge
is a sequence of movements in 1-dimensional families. If we assign to the family of curves on
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the edge connecting A and C multiplicity −2 and to the family on the edge connecting C with
B we observe that we have some sort of balancing condition at the vertex C: the sum of the
multiplicities of the edges adjacent to this vertex equals 0. These local balancing conditions
along a bridge ensure that the multiplicities of the curves we start with are not lost. As the
multiplicities of the latter are chosen to be equal each to the sum of Shustin curves shown on
the right hand side of the first bridge, this implies that the total sum of the four Shustin is
equal to zero and hence does not change in example 4.35. Curves on a bridge will be called
bridge curves; special cases of bridge curves are Shustin curves and the so called broccoli curves
like the curves A and B.
Why should we consider this second bridge and not the first one? The main reason is that
once we have defined broccoli curves, section 5.3, we can prove the invariance of broccoli
numbers by a local argument similar to 4.20 in its moduli space. It is also possible to define
relative broccoli numbers allowing to formulate and to prove a Caporaso-Harris type formula,
see section 5.5.
Let us close this section with the observation that bridges do not only connect broccoli curves
to other broccoli curves, but in general, they connect Shustin curves inside the class of Shustin
curves, broccoli curves with broccoli curves, and Shustin curves with broccoli curves. Here is
an example of a bridge connected the Shustin curve A to the broccoli curve E.
A B C D E
The strings occuring on the bridge are drawn in green. First, we pull the double end of direction
vector (0,−1) apart, thus introducing a string in the tropical curve. Hence the curve B is not
fixed by the points but varies in a 1-dimensional family. We move the string until we hit the
next vertex, which is then a 4-valent vertex, C. This is a codimension-1 cell of the bridge;
the curve is fixed again by the points. To continue on the the bridge, we have to resolve the
4-valent vertex in all possible ways. Here, there is just one possible resolution D. (The precise
definition explaining what resolutions are possible on a bridge can be found in section 5.4.
We require that the string remains adjacent to the same even edge as before.) We move the
string in D until we hit curve E. As we consider labeled curves and hence we have respectively
two options to label the double end of direction (0,−1) and (1, 1), the bridge is actually this
picture:
B
C
B’
C’
A
8 4
4 −2
−2
−2
−2
D1
D2
D’1
D’2
E1
E2
E’1
E’2
−2
−2
−2
−2
Let us start by oriented marked curves and their multiplicities which constitute the class of
curves in which bridge curves, hence also broccoli and Shustin curves lie.
5.2 Oriented marked curves
Let us redefine tropical curves and make the distinction between real and complex markings
that we will later need to consider real enumerative invariants.
Definition 5.1 (Marked curves)
Let r, s ∈ N. An (r, s)-marked (plane tropical) curve is a is parametrized tropical curve (C, h)
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of genus 0 in R2 in the sense of 2.23 with C = (Γ, x1, . . . , xr+s, y1, . . . , yn) and of degree
∆ = (v(y1), . . . , v(yn)).
x1, . . . , xr+s is a labeling of the contracted ends, y1, . . . , yn a labeling of the non-contracted
ends of C. We call x1, . . . , xr+s the markings or marked ends; more specifically the r ends
x1, . . . , xr are called the real markings, the s ends xr+1, . . . , xr+s the complex markings of C.
The other ends y1, . . . , yn are called the unmarked ends.
Convention 5.2
When drawing a marked curve (C, h) we will usually only show the image h(Γ) ⊂ R2, together
with the image points h(x1), . . . , h(xr+s) of the markings. As before, these image points will
be drawn as small dots for real markings and as big dots for complex markings. The other
edges will always be displayed as thin lines for odd edges and as thick lines for even edges.
Unmarked contracted edges would not be visible in these pictures, but (although allowed) they
will not play a special role in this chapter.
Example 5.3
Using convention 5.2, the picture shows a (1, 1)-marked plane curve of degree
((−2, 1), (0,−1), (1,−1), (1, 1)). It has two 3-valent vertices and one 4-valent vertex.
h(x2)
h(x1)
h(y4)
h(y3)h(y2)
h(y1)
The thick edge has direction (−2, 0) starting at the complex marking. For clarity we have
labeled all the ends in the picture, but in the future we will usually omit this as the actual
labeling will not be relevant for most of our arguments.
Definition 5.4 (Combinatorial types)
Let (C, h) ∈ M0,r+s(R2,∆) be a marked curve and let α be its combinatorial type in the
sense of 2.24. For such a combinatorial type α we denote by Mα(r,s)(∆) the subspace of
M0,r+s(R2,∆) of all marked curves of type α.
Remark 5.5 (M0,r+s(R2,∆) as a polyhedral complex)
Our moduli spaceM0,r+s(R2,∆) is a polyhedral complex in the sense of 2.7, and in fact even
a tropical variety (see 2.27). In this chapter we will not need its structure as a tropical variety
however, but only considerM0,r+s(R2,∆) as an abstract polyhedral complex with polyhedral
structure induced by the combinatorial types of the curves. The open cells of this complex
are exactly the subspaces Mα(r,s)(∆), where α runs over all combinatorial types of curves in
M0,r+s(R2,∆). The curves in such a cell (i.e. for a fixed combinatorial type) are parametrized
by the position in R2 of a chosen root vertex and the lengths of all bounded edges (which need
to be positive). Hence Mα(r,s)(∆) can be thought of as an open polyhedron whose dimension
is equal to 2 plus the number of bounded edges in the combinatorial type α. We will call this
dimension the dimension dimα of the type α.
Let us now consider enumerative questions for our curves. In addition to the usual incidence
conditions we want to be able to require that some of the unmarked ends are fixed, i.e. map to
a given line in R2. To count such curves we will now introduce the corresponding evaluation
maps. Moreover, to be able to compensate for the overcounting due to the labeling of the
non-fixed unmarked ends we will define the group of permutations of these ends that keep the
degree fixed. First we have to generalize our definition 2.30 of the evaluation map.
Definition 5.6 (Evaluation maps and G(∆, F ))
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let F ⊂ {1, . . . , n}.
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a) The evaluation map evF (with set of fixed ends F ) on M0,r+s(R2,∆) is defined to be
evF : M(r,s)(∆) −→ (R2)r+s ×
∏
i∈F
(
R2/〈vi〉
) ∼= R2(r+s)+|F |
((Γ, x1, . . . , xr+s, y1, . . . , yn), h) 7−→
(
(h(x1), . . . , h(xr+s)), (h(yi) : i ∈ F )
)
.
In our pictures we will indicate ends that we would like to be considered fixed with a
small orthogonal bar at the infinite side.
b) We denote by G(∆, F ) the subgroup of the symmetric group Sn of all permutations
such that σ(i) = i for all i ∈ F and vσ(i) = vi for all i = 1, . . . , n.
For the case F = ∅ of no fixed ends we denote evF simply by ev as we recover definition 2.30
and G(∆, F ) by G(∆).
Remark 5.7
As in 2.30 these evaluation maps are morphisms of polyhedral complexes in the sense that
they are continuous maps that are linear on each cell Mα(r,s)(∆) ofM0,r+s(R2,∆). Note that
G(∆, F ) acts on M0,r+s(R2,∆) by permuting the unmarked ends, and that evF is invariant
under this operation. By definition, if
ω =
(
(P1, . . . , Pr+s), (Qi : i ∈ F )
) ∈ (R2)r+s ×∏
i∈F
(
R2/〈vi〉
)
then the inverse image ev−1F (ω) consists of all (r + s)-marked curves (C, h) of degree ∆ that
pass through Pi ∈ R2 at the marked point xi for all i = 1, . . . , r+s and map the i-th unmarked
end yi to the line Qi ∈ R2/〈vi〉 for all i ∈ F . We call ω a collection of conditions for evF .
Of course, when counting curves we must assume that the conditions we impose are in general
position so that the dimension of the space of curves satisfying them is as expected. Let us
define this notion rigorously in the context of this chapter. This definition is more general than
the one given in 2.31.
Definition 5.8 (General and special position of points)
Let N ∈ N, and let f : M → RN be a morphism of polyhedral complexes (as e.g. the
evaluation map evF of definition 5.6 a)). Then the union
⋃
α f(M
α) ⊂ RN , taken over all
cells Mα of M such that the polyhedron f(Mα) has dimension at most N − 1, is called the
locus of points in special position for f . Its complement is denoted the locus of points in
general position for f .
Remark 5.9
Note that the locus of points in general position for a morphism f : M → RN is by definition
the complement of finitely many polyhedra of positive codimension in RN . In particular, it is
a dense open subset of RN .
Example 5.10
Let M ⊂ M0,r+s(R2,∆) be a polyhedral subcomplex, and let F ⊂ {1, . . . , |∆|}. Then a
collection of conditions ω ∈ R2(r+s)+|F | as in remark 5.7 is in general position for evF :
M → R2(r+s)+|F | if and only if for each curve in M satisfying the conditions ω and every
small perturbation of these conditions we can still find a curve of the same combinatorial type
satisfying them.
Collections of conditions in general position for the evaluation map have a special property
that will be crucial for the rest of the chapter: in [GM08, remark 3.7] it was shown that every
3-valent curve (C, h) ∈ M0,r+s(R2,∆) through a collection of r + s = |∆| − 1 points in
general position for the evaluation map ev : M0,r+s(R2,∆) → R2(r+s) without fixed ends
has the property that each connected component of Γ\(x1 ∪ · · · ∪ xr+s) contains exactly one
unmarked end. For the purposes of this chapter we need the following generalization of this
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statement to curves that are not necessarily 3-valent and evaluation maps that may have fixed
ends.
Lemma 5.11
Let M ⊂M0,r+s(R2,∆) be a polyhedral subcomplex, and let ω be a collection of conditions
in general position for the evaluation map evF : M → R2(r+s)+|F |. Consider a curve (C, h) ∈
ev−1F (ω) satisfying these conditions. Then:
a) Each connected component of Γ\(x1 ∪ · · · ∪ xr+s) has at least one unmarked end yi
with i /∈ F .
b) If the combinatorial type of C has dimension 2(r + s) + |F | and every vertex of C that
is not adjacent to a marking is 3-valent then every connected component of Γ\(x1 ∪
· · · ∪ xr+s) as in 5.11 has exactly one unmarked end yi with i /∈ F .
Proof. Consider a connected component of Γ\(x1 ∪ · · · ∪ xr+s) and denote by Γ′ its closure
in Γ. We can consider Γ′ as a graph, having a certain number a of unbounded fixed ends,
b unbounded non-fixed ends, and c bounded ends (i.e. 1-valent vertices) at markings of C.
The statement of part a) of the lemma is that b ≥ 1, with equality holding in case b). For
an example, in the picture below on the right Γ′ consists of the solidly drawn lines; the curve
continues in some way behind the dashed lines. Recall that fixed ends are indicated by small
bars at the infinite sides. Hence in our example we have a = 1, b = 1, and c = 2.
By the same argument as in remark 5.5, the graph Γ′ as well as the map h|Γ′ is fixed by
the position of a root vertex in Γ′ and the lengths of all bounded edges of Γ′. But an
easy combinatorial argument shows that the number of bounded edges of Γ′ is equal to
a+ b+ 2c− 3−∑V (valV − 3), with the sum taken over all vertices V that are not adjacent
to a marking. Hence Γ′ and its image h|Γ′ can vary with a+ b+ 2c− 1−
∑
V (valV − 3) real
parameters in M .
On the other hand, Γ′ together with h|Γ′ fixes a+2c coordinates in the image of the evaluation
map, namely the positions of the a fixed ends and the c markings in Γ′.
Hence b = 0 is impossible: then these a + 2c coordinates of the evaluation map would vary
with fewer than a + 2c coordinates of M , meaning that the image of evF on the cell of C
cannot be full-dimensional and thus ω cannot have been in general position. This proves a).
But in case b) b > 1 is impossible as well: then by assumption we have valV = 3 for all
V as above, and thus one could fix a position for the fixed ends and markings at Γ′ in R2
and still obtain a (b − 1)-dimensional family for Γ′ and h|Γ′ . As a movement in this family
does not change anything away from Γ′ this means that evF is not injective on the cell of M
corresponding to C. But evF is surjective on this cell as ω is in general position. This is a
contradiction since by assumption the source and the target of the restriction of evF to the
cell corresponding to C have the same dimension. 
Remark 5.12
The important consequence of lemma 5.11 b) is that — whenever it is applicable — it means
that there is a unique way to orient every unmarked edge of (C, h) so that it points towards
the unique unmarked non-fixed end of the component of Γ\(x1 ∪ · · · ∪ xr+s) containing the
edge.
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The picture shows this for the curve of example 5.3. Note that the arrow will always point
inwards on fixed ends, and outwards on non-fixed ends.
To be able to talk about this concept in the future we will now introduce the notion of oriented
curves.
Definition 5.13 (Oriented marked curves)
An oriented (r, s)-marked curve is an (r, s)-marked curve (C, h) as in definition 5.1 in which
each unmarked edge of Γ is equipped with an orientation (which we will draw as arrows in
our pictures). In accordance with our above idea, the subset F = F (C) ⊂ {1, . . . , n} of all
i such that the unmarked end yi is oriented inwards is called the set of fixed ends of C. The
space of all oriented (r, s)-marked curves with a given degree ∆ and set of fixed ends F will
be denotedMor0,r+s(R2,∆, F ); for the case F = ∅ of no fixed ends we writeMor0,r+s(R2,∆, ∅)
also as Mor0,r+s(R2,∆). We denote by ft :Mor0,r+s(R2,∆, F )→M0,r+s(R2,∆) the obvious
forgetful map that disregards the information of the orientations.
Remark 5.14
Obviously, our constructions and results for non-oriented curves carry over immediately to the
oriented case: Mor0,r+s(R2,∆, F ) is a polyhedral complex with cells Mα(r,s)(∆, F ) correspond-
ing to the combinatorial types α of the oriented curves (which now include the data of the
orientations of all edges). The forgetful map ft is a morphism of polyhedral complexes that is
injective on each cell. There are evaluation maps on Mor0,r+s(R2,∆, F ) as in definition 5.6 a)
that are morphisms of polyhedral complexes; by abuse of notation we will write them as in the
unoriented case as evF .
So far we have allowed any choice of orientations on the edges of our curves inMor0,r+s(R2,∆, F ).
To ensure that the orientations are actually as explained in remark 5.12 we will now allow only
certain types of vertices. In the rest of the chapter we will study various kinds of oriented
marked curves — broccoli curves and Shustin curves in section 5.3, bridge curves in section
5.4 — that differ mainly in their allowed vertex types. The following definition gives a complete
list of all vertex types that will occur anywhere in this chapter.
Definition 5.15 (Vertex types and multiplicities)
We say that a vertex V of an oriented (r + s)-marked curve C is of a certain type if the
number, parity (even or odd), and orientation of its adjacent edges is as in the following table.
In addition, two arrows pointing in the same direction (as in the types (6b) and (8)) require
these odd edges to be two unmarked ends with the same direction, and an arc (as in the types
(6a) and (9)) means that these two odd edges must not be two unmarked ends with the same
direction. Hence the type (6) splits up into the two subtypes (6a) and (6b). All other types
in the list are mutually exclusive.
(4)
mV = a · ia−1
(3)
mV = i
a−1
(2)
mV = 1
(1)
mV = a · ia−1 = a · i−1
mV = a · ia−1
(5)
mV = i
a−1
(6)
mV = i
a−1
(6a) (6b)
mV = i
a−1 = i−1
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mV = i
a−1
(9)
mV = −a
(8)
mV = 1
(7)
In addition, each vertex V of one of the above types is assigned a multiplicity mV ∈ C that
can also be read off from the table. Here, the number a denotes the vertex multiplicity in the
sense of 2.23. For the type (8) it is the absolute value of the determinant of the two even
adjacent directions.
If (C, h) consists only of vertices of the above types, we denote by nβ = nβ(C) the number
of vertices in C of a given type β. In addition, we then define the multiplicity of C to be
mC :=
n∏
k=1
iω(yk)−1 ·
∏
V
mV ,
where the second product is taken over all vertices V of C. Although some of the vertex
multiplicities are complex numbers, the following lemma shows that the curve multiplicity mC
is always real. In fact, the complex vertex multiplicities are just a computational trick that
makes the “sign factor”, i.e. the power of i, the same for all the vertex types (2) to (6) (which
will be the most important ones), leading to easier proofs in the rest of the chapter.
Remark 5.16 (Pick’s formula)
Let P be a (simple) lattice polygon having lattice area A and let denote I the number of
lattice points in the interior of P and by B the number of lattice points on the boundary of
P . Then we have A = 2I +B − 2 [Pic99].
Lemma 5.17
Every oriented marked curve that has only vertices of the types in definition 5.15 has a real
multiplicity.
Proof. Let V be a vertex of C, and denote by E1, . . . , Eq the adjacent unmarked edges
(so q ∈ {2, 3, 4} depending on the type of the vertex). Pick’s formula 5.16 implies that the
complex vertex multiplicity a as in definition 5.15 satisfies a = ω(E1) + · · ·+ ω(Eq) ∈ Z/2Z.
By checking all vertex types we thus see that in each case
mV ∈
q∏
k=1
iω(Ek)−1 ·R.
Now every unmarked edge is adjacent to exactly two vertices if it is bounded, and adjacent to
exactly one vertex if it is unbounded. Hence
mC ∈
∏
E
i2(ω(E)−1) ·R = R,
where the sum is taken over all unmarked edges. 
Example 5.18
The picture of example 5.3 and remark 5.12 shows an oriented marked curve C with F (C) = ∅.
Its vertices V1, V2, V3, labeled from left to right, are of the types (1), (3), and (6), respectively,
so that e.g. n(6) = 1. The vertex V3 is also of type (6a). The multiplicities of the vertices are
mV1 = 1, mV2 = 2 · i2−1 = 2i, and mV3 = i2−1 = i. As all unmarked ends of C have weight
1 the multiplicity of C is thus mC = −2.
Let us now check that, with our list of allowed vertex types, in the situation of lemma 5.11 b)
the only way to orient a given curve is as explained in remark 5.12.
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Lemma 5.19 (Uniqueness of the orientation of curves)
Let the notations and assumptions be as in lemma 5.11 b). If there is a way to make C into
an oriented curve with vertices of the types (1) to (7) and so that the orientations of the
unmarked ends are as given by F , this must be the orientation that lets each unmarked edge
point towards the unique unmarked and non-fixed end in the component of Γ\(x1∪· · ·∪xr+s)
containing it.
Proof. By lemma 5.11 b) there is a unique orientation on C pointing on each unmarked edge
towards the unmarked and non-fixed end in the component of Γ\(x1 ∪ · · · ∪ xr+s) containing
the edge. Now assume that we have any orientation on C with vertices of types (1) to (7).
Denote by Γ′ the subgraph of Γ where these two orientations differ; we have to show that
Γ′ = ∅.
Note that Γ′ is a bounded subgraph since the orientation on the ends is fixed by F . Moreover,
Γ′ cannot contain an edge adjacent to a marking since all possible vertex types (1), (5), (6),
and (7) with markings require the orientation on the adjacent edges precisely as in remark
5.12. So if Γ′ is non-empty it must have a 1-valent vertex somewhere that is not adjacent
to a marking. This can only be a vertex of the types (2), (3), or (4), and the condition of
Γ′ being 1-valent means that the two orientations differ at exactly one adjacent edge. But
this is impossible since both orientations have the property that they have one adjacent edge
pointing outwards and two pointing inwards at this vertex. 
We will end this section by computing the dimensions of the cells of Mor0,r+s(R2,∆, F ).
Lemma 5.20
Let C ∈Mor0,r+s(R2,∆, F ) be an oriented marked curve all of whose vertices are of the types
listed in definition 5.15. Let α be the combinatorial type of C. Then the cell of Mor(r,s)(∆, F )
corresponding to α has dimension
dimα = |∆|+ r + n(7) − n(8) − 1 = 2(r + s) + |F |+ n(9).
Proof. By remark 5.5 it suffices to show that the number of bounded edges of C is equal to
both |∆|+ r + n(7)(C)− n(8)(C)− 3 and 2(r + s) + |F |+ n(9)(C)− 2.
This is easily proven by induction on the number of vertices in C: if C has only one vertex
(and thus no bounded edge) it has to be one of the types in definition 5.15, and the statement
is easily checked in all of these cases. If the curve C has more than one vertex we cut it at
any bounded edge into two parts C1 and C2, making the cut edge unbounded in both parts.
If Ci ∈ M(ri,si)(∆i, Fi) for i = 1, 2, then r = r1 + r2, s = s1 + s2, |∆| = |∆1| + |∆2| − 2,
|F | = |F1| + |F2| − 1, and nβ(C) = nβ(C1) + nβ(C2) for β ∈ {(7), (8), (9)}. The number
of bounded edges of C is now just the number of bounded edges in C1 and C2 plus 1, i.e. by
induction equal to
|∆1|+ r1 + n(7)(C1)− n(8)(C1)− 3 + |∆2|+ r2 + n(7)(C2)− n(8)(C2)− 3 + 1
= |∆|+ r + n(7)(C)− n(8)(C)− 3
as well as
2(r1 + s1) + |F1|+ n(9)(C1)− 2 + 2(r2 + s2) + |F2|+ n(9)(C2)− 2 + 1
= 2(r + s) + |F |+ n(9)(C)− 2.

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5.3 Broccoli curves and Shustin curves revised
In this section we will introduce the most important type of curves considered in this paper:
the broccoli curves. We define corresponding enumerative numbers, and show that they are
independent of the chosen point conditions. Broccoli curves can be defined with or without
orientation. Both definitions have their advantages: the oriented one is easier to state and
local at the vertices, whereas the unoriented one is easier to visualize (as one does not need
to worry about orientations at all). So let us give both definitions and show that they agree
for enumerative purposes.
We also define tropical curves that we call Welschinger curves. Their count (for certain
choices of ∆) yields Welschinger invariants. We will parametrize even non-fixed unmarked
ends of Welschinger curves as two ends of half the weight— this way we can avoid this kind of
splitting on the bridges of section 5.4. We will refer to such ends, i.e. pairs of non-fixed ends of
the same odd direction adjacent to the same 4-valent vertex, as double ends. In the following,
we will first settle how to deal with these double ends. Then we define oriented and unoriented
Welschinger curves and prove that they are equivalent. We relate unoriented Welschinger
curves to Shustin curves, and discuss some invariance and non-invariance properties of tropical
Welschinger numbers.
Definition 5.21 (Broccoli curves)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let F ⊂ {1, . . . , n}.
a) An oriented curve C ∈ Mor0,r+s(R2,∆, F ) all of whose vertices are of the types (1) to
(6) of definition 5.15 is called an oriented broccoli curve.
b) Let (C, h) ∈ M0,r+s(R2,∆). Consider the subgraph Γeven of Γ of all even edges
(including the markings). The 1-valent vertices of Γeven as well as the yi ⊂ Γeven with
i /∈ F are called the stems of Γeven. We say that C is an unoriented broccoli curve (with
set of fixed ends F ) if
(i) all complex markings are adjacent to 4-valent vertices;
(ii) every connected component of Γeven has exactly one stem.
Example 5.22
The picture below shows an oriented broccoli curve in which every allowed vertex type appears.
We have labeled the vertices with their types. Note that by forgetting the orientations of the
edges (and thus also disregarding the vertex types) one obtains an unoriented broccoli curve.
Its subgraph Γeven of even edges consists of all markings and thick edges. It has four connected
components Γ1, . . . ,Γ4, and each component has exactly one stem: the non-fixed unmarked
end in Γ1, the vertex of type (3) in Γ2, and the unique vertices in Γ3 and Γ4.
(4)
(4)
(4)
(1)
(2)
(2)
(2)
(3) (5)
(6)
(6)
Γ1 Γ3
Γ2
Γ4
(6)
(6)
Of course, to count these curves we have to fix the right number of conditions to get a finite
answer. This dimension condition follows e.g. for oriented broccoli curves from lemma 5.20:
we must have r + 2s+ |F | = |∆| − 1 since n(7) = n(8) = n(9) = 0.
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Proposition 5.23 (Equivalence of oriented and unoriented broccoli curves)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let F ⊂ {1, . . . , n}
such that r+ 2s+ |F | = |∆| − 1. Moreover, let ω ∈ R2(r+s)+|F | be a collection of conditions
in general position for evF :M0,r+s(R2,∆)→ R2(r+s)+|F | (see example 5.10).
Then the forgetful map ft of definition 5.13 gives a bijection between oriented and unoriented
(r, s)-marked broccoli curves through ω with degree ∆ and set of fixed ends F .
Proof. We have to prove three statements.
a) ft maps oriented to unoriented broccoli curves through ω: Let C ∈ Mor0,r+s(R2,∆, F )
be an oriented broccoli curve. The list of allowed vertex types for C implies immediately
that C then satisfies condition (i) of definition 5.21.
To show (ii) let Γ′ be a connected component of Γeven. If Γ′ contains no vertex of type
(4) it can only be a single marking (types (1) or (5)) or a single unmarked edge with
possibly attached markings (vertex types (3) together with (6), (3) with a fixed unmarked
end, or (6) with a non-fixed unmarked end), and in each of these cases condition (ii) is
satisfied. If there are vertices of type (4) they must form a tree in Γ′, and obviously every
such tree made up from type (4) vertices has exactly one outgoing end. This unique
outgoing end must be a non-fixed end of C or connected to a type (3) vertex, hence
in any case it leads to a stem. On the other hand, the incoming ends of the tree must
be fixed ends of C or connected to a type (6) vertex, i.e. they never lead to a stem.
Consequently, Γ′ satisfies condition (ii).
b) ft is injective on the set of curves through ω: Note that the conditions of lemma 5.11
b) are satisfied by the dimension condition of lemma 5.20 and our list of allowed vertex
types. Hence lemma 5.19 implies that there is at most one possible orientation on C.
c) ft is surjective on the set of curves through ω: Let C ∈M0,r+s(R2,∆) be an unoriented
broccoli curve through ω with set of fixed ends F . Then by (i) the curve C has s 4-valent
vertices at the complex markings, so by [GM08, proposition 2.11] the combinatorial type
of C has dimension |∆|−1+r−∑V (valV −3) = 2(r+s)+ |F |−∑V (valV −3), with
the sum taken over all vertices V that are not adjacent to a complex marking. But as ω
is in general position this dimension cannot be less than 2(r + s) + |F |. So we see that
all vertices without adjacent complex marking are 3-valent, and that the combinatorial
type of C has dimension equal to 2(r + s) + |F |. Hence we can apply lemma 5.11 b)
again to conclude that there is an orientation on C that points on each edge towards
the unique non-fixed unmarked end in Γ\(x1 ∪ · · · ∪ xr+s).
It remains to be shown that with this orientation the only vertex types occurring in C
are (1) to (6). For this, note that for a vertex V
• as we have said above, V is 4-valent if there is a complex marking at V , and
3-valent otherwise;
• by the construction of the orientation, all edges at V are oriented outwards if there
is a marking at V , and exactly one edge is oriented outwards otherwise;
• by the balancing condition, it is impossible that exactly one edge at V is odd.
With these restrictions, the only possible vertex types besides (1) to (6) would be the
ones in the picture below.
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To exclude these three cases, note that in all of them V would be contained in a
connected component Γ′ of Γeven that contains at least one unmarked edge. So let us
consider such a component, and let W ∈ Γ′ ∩ (Γ\Γ′) be a vertex where Γ′ meets the
complement of Γ′. Then there must be an odd as well as an unmarked even edge in Γ
at W , so by the balancing condition as above there are exactly two odd edges and one
even unmarked edge at W . Hence W is a stem if and only if there is no marking at W .
So a connection in Γ\(x1 ∪ · · · ∪ xr+s) from a point in the interior of Γ′ to a non-fixed
unmarked end can only be via a stem — which is unique by (ii). This means that every
point in the interior of Γ′ must be connected in Γ\(x1 ∪ · · · ∪ xr+s) to the stem. In
particular, the interior of Γ′ can have no further markings, which rules out the first two
vertex types in the picture above. The third vertex type is impossible since this would
have to be the stem and thus the connection from Γ′ to the non-fixed unmarked end,
which does not match with the orientation of the even edge.

Let us now make the obvious definition of the enumerative invariants corresponding to broccoli
curves. Proposition 5.23 tells us that it does not matter whether we count oriented or unori-
ented broccoli curves. We choose the oriented ones here as their definition is easier. So we
make the convention that from now on a broccoli curve will always mean an oriented broccoli
curve.
Notation 5.24
We denote by MB(r,s)(∆, F ) the closure of the space of all broccoli curves inMor0,r+s(R2,∆, F );
this is obviously a polyhedral subcomplex. By lemma 5.20 it is non-empty only if the dimension
condition r+2s+ |F | = |∆|−1 is satisfied. Moreover, in this case it is of pure dimension 2(r+
s) + |F |, and its maximal open cells correspond exactly to the broccoli curves in MB(r,s)(∆, F ).
Definition 5.25 (Broccoli invariants)
As above, let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let
F ⊂ {1, . . . , n} such that r + 2s + |F | = |∆| − 1. Moreover, let ω ∈ R2(r+s)+|F | be a
collection of conditions in general position for broccoli curves, i.e. for the evaluation map
evF : M
B
(r,s)(∆, F )→ R2(r+s)+|F |. Then we define the broccoli invariant
NB(r,s)(∆, F, ω) :=
1
|G(∆, F )| ·
∑
C
mC ,
where the sum is taken over all broccoli curves C in MB(r,s)(∆, F ) of degree ∆, set of fixed ends
F , and ev(C) = ω. The group G(∆, F ) as in definition 2.30 b) takes care of the overcounting
of curves due to relabeling the non-fixed unmarked ends. The sum is finite by the dimension
statement of notation 5.24, and the multiplicity mC is as in definition 5.15.
The main result of this section — and in fact the most important point that distinguishes our
new invariants from the otherwise quite similar Welschinger invariants that we will study later
in this section — is that broccoli invariants are always independent of the choice of conditions
ω.
Theorem 5.26
The broccoli invariants NB(r,s)(∆, F, ω) are independent of the collection of conditions ω. We
will thus usually write them simply as NB(r,s)(∆, F ) (or N
B
(r,s)(∆) for F = ∅).
Proof. The proof follows from a local study of the moduli space MB(r,s)(∆, F ). Compared
to the one for ordinary tropical curves in [GM07b] theorem 4.8 it is very similar in style and
conceptually not more complicated; there are just (many) more cases to consider because we
have to distinguish orientations as well as even and odd edges.
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By definition, the multiplicity of a curve depends only on its combinatorial type. So it is obvious
that the function ω 7→ NB(r,s)(∆, F, ω) is locally constant on the open subset of R2(r+s)+|F | of
conditions in general position for broccoli curves, and may jump only at the image under evF
of the boundary of top-dimensional cells of MB(r,s)(∆, F ). This image is a union of polyhedra in
R2(r+s)+|F | of positive codimension. It suffices to show that the function ω 7→ NB(r,s)(∆, F, ω)
is locally constant around a cell in this image of codimension 1 in R2(r+s)+|F | since any two
top-dimensional cells of R2(r+s)+|F | can be connected to each other through codimension-1
cells.
Hω1 ω2
R2(r+s)+|F |
evF
Uα
Mα(r,s)(∆, F )
CII
CI
CIII
So let α be a combinatorial type in MB(r,s)(∆, F ) of dimension 2(r+s)+ |F |−1 such that evF
is injective on Mα(r,s)(∆, F ) and thus maps this cell to a unique hyperplane H in R
2(r+s)+|F |.
As in the picture let Uα ⊂MB(r,s)(∆, F ) be the open subset consisting of Mα(r,s)(∆, F ) together
with all adjacent top-dimensional cells of MB(r,s)(∆, F ). To prove the theorem we will show
that for a point ω in a neighborhood of evF (M
α
(r,s)(∆, F )) the sum of the multiplicities of the
curves in Uα ∩ ev−1F (ω) does not depend on ω, i.e. is the same on both sides of H. In our
picture this would just mean that mI+mII = mIII, where mI,mII,mIII denote the multiplicities
of CI, CII, CIII, respectively.
Actually, we will show this in a slightly different form: to each codimension-0 type αk in Uα
we will associate a so-called H-sign σk that is 1 or −1 depending on the side of H on which
evF (M
αk
(r,s)(∆, F )) lies (it will be 0 if evF (M
αk
(r,s)(∆, F )) ⊂ H). So in the picture above on
the right we could take σI = σII = 1 and σIII = −1. We then obviously have to show that∑
k σkmk = 0, where the sum is taken over all top-dimensional cells adjacent to α.
To prove this, we will start by listing all codimension-1 combinatorial types α in MB(r,s)(∆, F ).
They are obtained by shrinking the length of a bounded edge in a broccoli curve to zero,
thereby merging two vertices into one. Depending on the merging vertex types we distinguish
the following cases:
(A) a vertex (1) merging with a vertex (2)/(3), leading to a 4-valent vertex with one real
marking, two outgoing edges, and one incoming edge.
(B) a vertex (2)/(3)/(4) merging with a vertex (2)/(3)/(4), leading to a 4-valent vertex with
no marking, one outgoing edge, and three incoming edges.
(C) a vertex (5)/(6) merging with a vertex (2)/(3)/(4), leading to a 5-valent vertex with
one complex marking, three outgoing edges, and one incoming edge.
More precisely, noting that by the balancing condition it is impossible to have exactly one odd
edge at a vertex, the cases (A), (B), and (C) split up into the following possibilities depending
on the orientation and parity of the adjacent edges.
(A4)(A3)(A2)(A1)
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(B6)(B5)(B4)(B3)(B2)(B1)
(C6)(C5)(C4)(C3)(C2)(C1)
Next, we will list the adjacent codimension-0 types in MB(r,s)(∆, F ) (called resolutions) that
make up Uα in the cases (A), (B), and (C). In this picture, the dashed lines can be even or
odd depending on which of the subcases (A · ), (B · ), (C · ) we are in. The vectors v1, . . . , v4
will be used in the computations below; they are always meant to be oriented outwards (i.e.
not necessarily in the direction of the orientation of the edge), so that v1 + v2 + v3 = 0 in
case (A) and v1 + v2 + v3 + v4 = 0 in the cases (B) and (C).
v1
v2
v3
v1
v2
v3
v1
v2
v3
V
V
W
W
(A) I II
v1
v2
v4
v3
v1
v2
v3
v4
V
W
v1
v2
v3
v4
V
W
v1
v2
v3
v4
W
V
(B) I II III
v1
v2
v3
v4
V
v1
v2
v3
v4
V
v1
v2
v3
v4
VW
W
W
III(C)
v1
v2
v4
v3
III
Note that the allowed vertex types for broccoli curves fix the orientation of the newly inserted
bounded edge in all these resolutions; it is already indicated in the picture above. Moreover,
the requirement that there cannot be exactly one odd edge at a vertex fixes the parity of the
new bounded edge in all cases except (B1) and (C1). In the (B1) and (C1) cases, there are
two possibilities: the four vectors v1, . . . , v4 can either be all the same in (Z2)
2 (in which case
the new bounded edge joining V and W is even in all three types I, II, III; we call this case
(B13) and (C13), respectively), or they make up two equivalence classes in (Z2)
2 (in which
case the new bounded edge is even in exactly one of the types I, II, III; we call this case (B11)
and (C11), respectively). In the (B11) and (C11) cases, we can assume by symmetry that the
even bounded edge occurs in type I. So in total we now have 18 codimension-1 cases (A1),
. . . , (A4), (B11), (B13), (B2),. . . (B6), (C11), (C13), (C2),. . . (C6) to consider, and in each of
these cases we know the resolutions together with all parities and orientations of all edges of
the curves — in particular, with the vertex types of V and W (as in the picture above). For
example, in case (B6) the new bounded edge must be even in all three resolutions. Hence in
all three resolutions all edges are even, and thus both vertices V and W are of type (4).
The following table lists the vertex types for V and W for all resolutions I, II, III of all
codimension-1 cases. The symbol “—” means that the required vertex type is not allowed in
broccoli curves and thus that a corresponding codimension-0 cell does not exist. The columns
labeled m∗ and µ∗/µ∗ will be explained below.
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codim-1 resolution I resolution II
case V W mI V W µII/µI mII
A1 (2) (1) 1 (2) (1) −1 1
A2 (3) (1) (v1, v2) (3) (1) 1 (v1, v3)
A3 — (1) 0 (3) — 1 0
A4 (4) — 0 (4) — 1 0
codim-1 resolution I resolution II resolution III
case V W mI V W µII/µI mII V W µIII/µI mIII
B11 (3) — 0 (2) (2) 1 1 (2) (2) −1 1
B13 (3) — 0 (3) — 1 0 (3) — 1 0
B2 — (2) 0 — (2) 1 0 — (2) 1 0
B3 (3) (2) (v1, v2) (2) (3) 1 (v4, v2) (2) (3) −1 (v2, v3)
B4 (4) — 0 — (3) 1 0 — (3) 1 0
B5 (3) (3) (v1, v2)(v3, v4) (3) (3) 1 (v1, v3)(v4, v2) (3) (4) 1 (v1, v4)(v2, v3)
B6 (4) (4) (v1, v2)(v3, v4) (4) (4) 1 (v1, v3)(v4, v2) (4) (4) 1 (v1, v4)(v2, v3)
codim-1 resolution I resolution II resolution III
case V W mI V W µII/µI mII V W µIII/µI mIII
C11 (3) (6) (v1, v2) (2) (5) 1 (v4, v2) (2) (5) −1 (v2, v3)
C13 (3) (6) (v1, v2) (3) (6) 1 (v1, v3) (3) (6) 1 (v1, v4)
C2 (3) (5) (v1, v2)(v3, v4) (3) (5) 1 (v1, v3)(v4, v2) (3) (5) 1 (v1, v4)(v2, v3)
C3 — (5) 0 (2) (6) 1 1 (2) (6) −1 1
C4 (4) (6) (v1, v2) (3) (6) 1 (v1, v3) (3) (6) 1 (v1, v4)
C5 — (6) 0 — (6) 1 0 (3) — 1 0
C6 (4) — 0 (4) — 1 0 (4) — 1 0
Let us now determine the H-sign of the resolutions above, i.e. figure out which of them occur
on which side of H. To do this we set up the system of linear equations determining the
lengths of the bounded edges of the curve in terms of the positions of the markings in R2.
For such a given position of the markings (on the one or on the other side of H), a given
resolution type is then possible if and only if the required length of the new bounded edge is
positive.
More concretely, let a be the length of the newly created bounded edge, and denote by P ∈ R2
in the cases (A) and (C) the required image point for the marking. In the cases (A) and (C)
the end v1 is fixed, so say there is another marking on the v1 end at a distance of l1 on the
graph that is required to map to a point P1 ∈ R2. In the case (B) the ends v2, v3, and v4
are fixed, so we do the same then with lengths l2, l3, l4 and points P2, P3, P4 ∈ R2. As an
example, these notions are illustrated for the resolution I in the following picture.
P
a
l3
l2
l4
P2
P3
P4
aP1
P1
l1l1
P
a
(A)-I (B)-I (C)-I
The systems of linear equations that determine the relative positions of P, P1, . . . , P4 in terms
of a, l1, . . . , l4 are then as follows (where all entries are in R
2 and thus each row stands for
two equations).
(A)-I
l1 a
−v1 v3 P − P1
(A)-II
l1 a
−v1 v2 P − P1
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(B)-I
l2 l3 l4 a
−v2 v3 0 v3 + v4 P3 − P2
−v2 0 v4 v3 + v4 P4 − P2
(B)-II
l2 l3 l4 a
−v2 v3 0 v1 + v3 P3 − P2
−v2 0 v4 0 P4 − P2
(B)-III
l2 l3 l4 a
−v2 v3 0 0 P3 − P2
−v2 0 v4 v1 + v4 P4 − P2
(C)-I
l1 a
−v1 v3 + v4 P − P1
(C)-II
l1 a
−v1 v2 + v4 P − P1
(C)-III
l1 a
−v1 v2 + v3 P − P1
To determine a in terms of P, P1, . . . , P4 we use Cramer’s rule: if M is the (quadratic) matrix
of a system of linear equations as above and M ′ the matrix obtained from M by replacing the
a-column by the right hand side of the equation, then a = detM ′/ detM . But within a case
(A), (B), (C) the matrix M ′ does not depend on the resolution I, II, III, and thus it is simply
the sign of detM that tells us whether a is positive or negative, i.e. whether this resolution
exists for the chosen points P, P1, . . . , P4. We can therefore take the H-sign to be the sign
of detM (note that this will be 0 if and only if the relative position of P, P1, . . . , P4 is not
determined uniquely by the equations and thus if and only if the codimension-0 cell maps to
H). An elementary computation of the determinants shows that these H-signs are as in the
following table, where (vi, vj) stands for the determinant of the 2 × 2 matrix with columns
vi, vj (and where we have used v1 + v2 + v3 = 0 in case (A) as well as v1 + v2 + v3 + v4 = 0
in the cases (B) and (C)).
H-sign for I H-sign for II H-sign for III
(A) sign(v1, v2) sign(v1, v3)
(B) sign
(
(v1, v2)(v3, v4)
)
sign
(
(v1, v3)(v4, v2)
)
sign
(
(v1, v4)(v2, v3)
)
(C) sign(v1, v2) sign(v1, v3) sign(v1, v4)
Note that these H-signs follow a special pattern: for each of the vertices V and W that is
of type (2), (3), or (4) we get a factor of sign(vi, vj) in the H-sign of the resolution, where
(i, j) ∈ {(1, 2), (1, 3), (1, 4), (3, 4), (4, 2), (2, 3)} is the unique pair such that the vi and vj
edges are adjacent to the vertex. On the other hand, by definition 5.15 the multiplicity of
such a vertex is 1 in type (1), i|(vi,vj)|−1 in types (2) and (6), and |(vi, vj)| · i|(vi,vj)|−1 in
types (3), (4), and (5). If one replaces |(vi, vj)| by −|(vi, vj)| in these expressions, the vertex
multiplicities remain the same for the types (1), (5) and (6), and are replaced by their negatives
for the types (2), (3), and (4). It follows that the H-sign can be taken care of by replacing
a = |(vi, vj)| by (vi, vj) in the vertex multiplicities of definition 5.15 for V and W .
More precisely, if σ denotes the H-sign and m the multiplicity of a curve in a given resolution,
then σm = λ m˜V m˜W , where m˜V and m˜W are the multiplicities of the vertices V and W
as in definition 5.15 with a replaced by (vi, vj) as above, and λ is the product of the vertex
multiplicities of all other vertices. To show that the sum of these numbers over all resolutions
is zero we can obviously divide by the constant λ (which is the same for the resolutions I, II,
III) and only consider m˜V m˜W . Let us split this number as m˜V m˜W = µm, where µ collects
all factors i(vi,vj)−1 and m all factors (vi, vj) for V and W . The values for m = mI,mII,mIII
are listed in the table of resolutions above. As for µ, note that this number is
• in case (A): µI := i(v1,v2)−1 for I and µII := i(v1,v3)−1 for II;
• in cases (B) and (C): µI := i(v1,v2)+(v3,v4)−2 for I, µII := i(v1,v3)+(v4,v2)−2 for II, and
µIII := i
(v1,v4)+(v2,v3)−2 for III.
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To simplify these expressions we divide them by µI and get (using v1 + v2 + v3 = 0 in (A) and
v1 + v2 + v3 + v4 = 0 in (B) and (C))
• in case (A): µII/µI = i2(v2,v1) = (−1)(v2,v1);
• in cases (B) and (C): µII/µI = i2(v2,v1) = (−1)(v2,v1) and µIII/µI = i2(v1,v4) = (−1)(v1,v4).
The values for these quotients are also listed in the table of resolutions above. Using these
values for the quotients and mI,mII,mIII, one can now easily check the required statement
µI ·mI + µII ·mII + µIII ·mIII = µI ·
(
mI + µII/µI ·mII + µIII/µI ·mIII
)
= 0
in all 18 codimension-1 cases, using the identities
• (v1, v2) + (v1, v3) = 0 for (A),
• (v1, v2) + (v4, v2) + (v3, v2) = 0, (v1, v2)(v3, v4) + (v1, v3)(v4, v2) + (v1, v4)(v2, v3) = 0,
and (v1, v2) + (v1, v3) + (v1, v4) = 0 for (B) and (C),
that follow from v1 + v2 + v3 = 0 and v1 + v2 + v3 + v4 = 0, respectively. 
Let us now turn to Welschinger curves.
Definition 5.27 (Double ends and end-gluing)
Let α be a combinatorial type of M(r,s)(∆) with ∆ = (v1, . . . , vn), and let F ⊂ {1, . . . , n} be
a set of fixed ends. Assume that there are exactly k pairs i1 < j1, . . . , ik < jk in {1, . . . , n}\F
such that the unmarked ends yil and yjl have the same odd direction and are adjacent to the
same 4-valent vertex, for all l = 1, . . . , k. We refer in the following to such a pair of ends as
a double end. We then set
∆′ =
(
(v(yi) : i 6= i1, j1, . . . , ik, jk), (2 · v(yi1), . . . , 2 · v(yik))).
Moreover, we define α′ by gluing each pair of double ends yil and yjl to one unmarked end of
direction 2 · v(yil), and denote by F ′ ⊂ {1, . . . , n− k} the set of entries of ∆′ corresponding
to the fixed ends F in ∆. There is then an associated map Mα(r,s)(∆)→Mα
′
(r,s)(∆
′) which we
call the end-gluing map.
The analogous end-gluing map (Mor(r,s))
α(∆, F ) → (Mor(r,s))α
′
(∆′, F ′) also exists for oriented
curves. The map sending a combinatorial type α of M(r,s)(∆) as above to α
′ is injective,
because if we want to produce a preimage α from α′, we just have to split the last k ends of
∆′, producing 4-valent vertices.
Example 5.28
The following picture shows a curve C and its image C ′ under the end-gluing map. Although
mainly following convention 5.2, we draw double ends separately even though this is actually
a feature of the graph Γ and cannot be seen in h(Γ).
ΓevenC
V
C ′
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Remark 5.29
It follows from example 5.10 that if a collection of conditions ω ∈ R2(r+s)+|F | as in remark
5.7 is in general position for evF : M
α
(r,s)(∆) → R2(r+s)+|F | then it is also in general posi-
tion after end-gluing for evF ′ : M
α′
(r,s)(∆
′) → R2(r+s)+|F |, and vice versa. Notice also that
dimMα(r,s)(∆) = dimM
α′
(r,s)(∆
′): by [GM08, proposition 2.11] a combinatorial type has di-
mension |∆|−1+r+s−∑V (val(V )−3) where the sum goes over all vertices V of Γ, and the
end-gluing map decreases the number of entries of ∆ by the same number as it decreases the
number of 4-valent vertices. As orienting the edges does not change dimensions we conclude
that the end-gluing map does not change the dimension of combinatorial types of oriented
curves either.
Definition 5.30 (Γeven and roots)
Let (C, h) ∈M0,r+s(R2,∆) and C ′ be the image of C under the end-gluing map of definition
5.27 and call the underlying graph Γ′. Consider the subgraph Γ′even of Γ′ of all even edges
(including the markings), and its preimage Γeven. That is, Γeven consists of all even edges and
all double ends of Γ. Vertices of Γeven ∩ Γ\Γeven as well as unmarked non-fixed even ends of
Γeven are called the roots of Γeven.
Example 5.31
For the curve of example 5.28, the part Γeven is encircled. It has one root, namely the vertex
denoted by V .
Definition 5.32 (Welschinger curves)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let F ⊂ {1, . . . , n}.
a) An oriented curve C ∈ Mor0,r+s(R2,∆, F ) all of whose vertices are of the types (1) to
(5), (6b), (7), or (8) of definition 5.15 is called an oriented Welschinger curve.
b) Let (C, h) ∈ M0,r+s(R2,∆), and let Γeven be as in definition 5.30. We say that C is
an unoriented Welschinger curve (with set of fixed ends F ) if
(i) complex markings are adjacent to 4-valent vertices, or non-isolated in Γeven;
(ii) each connected component of Γeven has a unique root.
Example 5.33
The following picture shows an oriented Welschinger curve with an even and an odd fixed end.
As in example 5.28, we indicate double ends in the picture while otherwise following convention
5.2. Each vertex is labeled with its type, every allowed vertex type occurs. If we forget the
orientations of the edges, we get an unoriented Welschinger curve. There are four connected
components of Γeven. Γ3 consists of a complex marking and Γ4 of a real marking. Γ1 and Γ2
both have one root, namely the vertex of type (3). Three complex markings are adjacent to
4-valent vertices, four are non-isolated in Γeven.
(6b)
(3)
(6b)
(4)
(2)
Γ2
Γ3
(1)
Γ4
Γ1
(7)(3)
(8)
(7)
(2)
(5)
(8)
As for broccoli curves, we want to show that oriented and unoriented Welschinger curves
are equivalent for enumerative purposes. The following remark and lemma are needed as
preparation.
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Remark 5.34
Let C ∈Mor0,r+s(R2,∆, F ) be an oriented Welschinger curve.
a) By lemma 5.20, the curve C has |∆| − |F | = r+ 2s+ 1− n(7) + n(8) outward pointing
ends. In particular, if |∆| − 1 = r + 2s+ |F | then n(7) = n(8).
b) If C consists only of vertices of types (4), (6b), (7) and (8), then we have r = 0,
s = n(6b) +n(7), and the number of odd outward pointing ends is 2n(6b) + 2n(8). Hence
in this case it follows from 5.34 that C has exactly 1+n(7)−n(8) even outward pointing
ends.
Lemma 5.35
Let |∆| − 1 = r+ 2s+ |F |, let C ∈Mor0,r+s(R2,∆, F ) be an oriented Welschinger curve, and
let Γeven be as in definition 5.30. Then every connected component of Γeven has exactly one
root.
Proof. If Γeven = Γ then Γ has only vertices of type (4), (6b), (7), and (8). By remark 5.34
a) we have n(7) = n(8), so from remark 5.34 b) it then follows that Γ has exactly one even
outward pointing end, which is the unique root.
If Γeven 6= Γ, every connected component Γ˜ of Γeven needs to be adjacent to odd edges which
are not double ends. The only allowed vertex type for oriented Welschinger curves to which
both even edges (resp. double edges) and odd edges (which are not double ends) are adjacent
is type (3). Each vertex of type (3) yields a 1-valent vertex in Γeven. Remove these 1-valent
vertices from the component Γ˜, and call the resulting graph Γ˜◦. A vertex of type (3) leads
to an outward pointing end of Γ˜◦. Note that Γ˜◦ has vertices of types (4), (6b), (7), and (8).
Thus by remark 5.34 b) we have nΓ˜
◦
(8) ≤ nΓ˜
◦
(7), where the superscripts indicate that we refer to
numbers of vertices of Γ˜◦. By remark 5.34 a) we have nC(7) = n
C
(8). Since any vertex of type
(7) or (8) belongs to exactly one graph Γ˜◦ associated to a connected component Γ˜ of Γeven,
and since the inequality nΓ˜
◦
(8) ≤ nΓ˜
◦
(7) holds for any such Γ˜, we conclude that it is an equality.
Then by remark 5.34 b) every Γ˜◦ has exactly one even outward pointing end. It follows that
every Γ˜ has exactly one root. 
With this preparation we can prove the following statement analogously to proposition 5.23.
Proposition 5.36 (Equivalence of oriented and unoriented Welschinger curves)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0} , and let F ⊂ {1, . . . , n}
such that r+ 2s+ |F | = |∆| − 1. Moreover, let ω ∈ R2(r+s)+|F | be a collection of conditions
in general position for evF :M0,r+s(R2,∆)→ R2(r+s)+|F | (see example 5.10).
Then the forgetful map ft of definition 5.13 gives a bijection between oriented and unoriented
(r, s)-marked Welschinger curves through ω with degree ∆ and set of fixed ends F .
Proof. As in proposition 5.23, we have to prove three statements.
a) ft maps oriented to unoriented Welschinger curves through ω: Let C ∈Mor0,r+s(R2,∆, F )
be an oriented Welschinger curve. The list of allowed vertex types for C implies that C
satisfies condition (i) of definition 5.32. Condition (ii) follows from lemma 5.35.
b) ft is injective on the set of curves through ω: Notice that under the end-gluing map
of definition 5.27, a vertex of type (8) becomes a vertex of type (4), and type (6b)
becomes (7). Thus the image C ′ under the end-gluing map satisfies the conditions of
lemma 5.11 b) by lemma 5.20 and remark 5.29. Lemma 5.19 implies that there is at
most one possible orientation on C ′, and it follows immediately that there is only one
possible orientation on C, since double ends have to point outwards (types (6b) and
(8)).
82
c) ft is surjective on the set of curves through ω: Let C ∈M0,r+s(R2,∆) be an unoriented
Welschinger curve through ω with set of fixed ends F . Let α be the combinatorial type
of C and Mα(r,s)(∆) its corresponding cell in M0,r+s(R2,∆). Denote by s1 the number
of isolated complex markings in Γeven, and by k the number of double ends. As this
means by definition 5.27 and condition (i) that there are at least s1+k vertices of valence
4 it follows from [GM08] proposition 2.11 that the dimension of Mα(r,s)(∆) is at most
|∆|+ r+ s− 1− s1− k = 2r+ 3s+ |F | − s1− k. On the other hand, C passes through
a collection of conditions in general position, so dim(Mα(r,s)(∆)) ≥ 2r + 2s + |F |. It
follows that
s− s1 − k ≥ 0. (∗)
In fact, we want to show that we always have equality here. For this let Γ˜ be a connected
component of Γeven\
(
Γ\Γeven
)
— i.e. we remove from Γeven all attachment vertices to
its complement — which is not an isolated marked end. Denote by Γ˜′ its image under
the end-gluing map. Let s˜ be the number of complex markings belonging to Γ˜, and let
k˜ be the number of its double ends. Then Γ˜′ contains possibly fixed even ends, the k˜
ends coming from the double ends, and one extra end (which is either the root itself
or the edge with which it is adjacent to Γ\Γeven). If s˜ > k˜ it follows that there is a
component of Γ˜′ minus the s˜ complex markings which does not contain a non-fixed end,
which would be a contradiction to lemma 5.11 a). Thus s˜ ≤ k˜. Summing this up over
all such components Γ˜ it follows that the number s− s1 of complex markings which are
non-isolated in Γeven satisfies s − s1 ≤ k. Together with (∗) this yields s − s1 = k, as
desired.
Hence equality holds in all our estimates above. There are various consequences of this:
first of all, we have dim(Mα(r,s)(∆)) = 2r + 2s + |F |, and C has exactly s vertices of
valence 4, namely s1 adjacent to complex markings which are isolated in Γeven, and s−s1
adjacent to double ends. All other vertices have valence 3. In particular, if the root of
a connected component of Γeven is not an end, it has to be at a 3-valent vertex. Also,
since we have s˜ = k˜ complex markings on the components Γ˜ above, it follows that there
cannot be additional real markings on these components, since otherwise there would
be a connected component of Γ˜′ without the markings again which does not contain a
non-fixed end. Thus there are no real markings which are non-isolated in Γeven.
The combinatorial type of the image C ′ of C under the end-gluing map is of dimension
dim(Mα(r,s)(∆)) = 2r + 2s + |F | by remark 5.29. Since C has 4-valent vertices only
at complex markings resp. double ends, it follows that C ′ has 4-valent vertices only
at complex markings, and so we can apply lemma 5.11 to C ′ to see that there is an
orientation on C ′ that points on each edge towards the unique non-fixed unmarked end
in Γ′\(x1∪ · · · ∪xr+s). We can define an orientation on C by orienting double ends just
as the end they map to under the end-gluing map.
It remains to be shown that, for this orientation of C, we only have the vertex types (1)
to (5), (6b), (7) or (8). As in the proof of proposition 5.23 c), all edges adjacent to
a vertex V point outwards if there is a marking at V , and exactly one points outwards
otherwise. It is impossible that exactly one edge at V is odd. We have seen that V
is 4-valent if it is adjacent to a double end, or to a complex marking, and 3-valent
otherwise. The only vertex types compatible with all these restrictions are the types (1)
to (8), and the three special ones in the picture of the proof of proposition 5.23 c). Type
(6a) cannot appear since each root has to be 3-valent by the above. The left picture in
the proof of proposition 5.23 c) is excluded since there are no non-isolated real markings
in Γeven. The middle picture is excluded since we have 4-valent vertices only at isolated
complex markings or double ends. The right picture would be a root of a component
Γ˜ as above. But because of the orientation there is no connection from this vertex via
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one of the odd edges to a non-fixed unmarked end without passing a marking. With
k˜ non-fixed ends and k˜ complex markings in Γ˜ this would again lead to a connected
component of Γ minus the markings with no non-fixed end, a contradiction to lemma
5.11 a).

Remark 5.37 (Unoriented Welschinger curves after end-gluing)
In addition to definition 5.32 b) we can also describe unoriented Welschinger curves after the
end-gluing: fix a degree ∆ = (v1, . . . , vn) and F ⊂ {1, . . . , n}. We then allow curves of
any degree ∆′ =
(
(v(yi) : i 6= i1, j1, . . . , ik, jk), (2 · v(yi1), . . . , 2 · v(yik))) for some i1 <
j1, . . . , ik < jk in {1, . . . , n} \ F such that the unmarked ends yil and yjl have the same odd
direction. For a curve C = (Γ, x1, . . . , xr+s, y1, . . . , yn−k, h) ∈M(r,s)(∆′), we define Γeven as
in definition 5.21 as the subgraph of all even edges. We then require that complex markings
are adjacent to 4-valent vertices, or non-isolated in Γeven; and that each connected component
of Γeven has a unique root.
Now we define enumerative numbers of Welschinger curves. As for broccoli curves, we work
with oriented Welschinger curves from now on, keeping in mind that it does not matter whether
we count oriented or unoriented Welschinger curves by proposition 5.36.
Notation 5.38
Let r + 2s + |F | = |∆| − 1, and denote by MW(r,s)(∆, F ) the closure of the space of all
Welschinger curves in Mor0,r+s(R2,∆, F ). This is obviously a polyhedral subcomplex. By
lemma 5.20 it is of pure dimension 2(r + s) + |F |, and its maximal open cells correspond
exactly to the Welschinger curves in MW(r,s)(∆, F ). For F = ∅ we write MW(r,s)(∆, F ) also as
MW(r,s)(∆).
Definition 5.39 (New Welschinger numbers)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in Z2\{0}, and let F ⊂ {1, . . . , n}
such that r+ 2s+ |F | = |∆| − 1. Moreover, let ω ∈ R2(r+s)+|F | be a collection of conditions
in general position for Welschinger curves, i.e. for the evaluation map evF : M
W
(r,s)(∆, F ) →
R2(r+s)+|F |. Then we define the new Welschinger number
NW(r,s)(∆, F, ω) :=
1
|G(∆, F )| ·
∑
C
mC ,
where the sum is taken over all Welschinger curves C in with degree ∆, set of fixed ends F ,
and ev(C) = ω. As in the case of broccoli invariants, the group G(∆, F ) compensates for the
overcounting of curves due to relabeling the non-fixed unmarked ends (see remark 4.30). The
sum is finite by the dimension statement of notation 5.38, and the multiplicity mC is as in
definition 5.15. For F = ∅ we abbreviate the numbers as NW(r,s)(∆, ω).
In contrast to the broccoli invariants of definition 5.25 we will see in remark 5.43 that these
Welschinger numbers will in general depend on the choice of conditions ω.
Example 5.40 (New Welschinger numbers for degrees with non-fixed even ends)
In two special cases when the degree ∆ = (v1, . . . , vn) contains one or several non-fixed even
ends we can actually compute the new Welschinger numbers directly:
a) Assume that ∆ contains more than one non-fixed even end. Consider a Welschinger curve
(C, h) contributing to the number NW(r,s)(∆, F, ω). Every even non-fixed end belongs to
a connected component of Γeven and is a root. Since every connected component has
a unique root by definition 5.32 b) (ii) it follows that such a component cannot meet
the remaining part Γ \ Γeven. But as the curve is connected this means that Γeven can
have only one connected component and thus only one root. This is a contradiction,
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showing that there is no Welschinger curve with more than one non-fixed even end, and
thus that in this case
NW(r,s)(∆, F, ω) = 0.
b) Assume now that ∆ contains exactly one non-fixed end of weight 2, of direction v1, and
only non-fixed edges of weight 1 otherwise.
Assume that NW(r,s)(∆, ω) 6= 0. By the same argument as in a) each curve contributing
to NW(r,s)(∆, ω) is totally even (containing one even and
|∆|−1
2 double ends). Hence |∆|
must be odd and must contain each vector vi (i 6= 1) twice. Without restriction we can
assume that vi = vi+ |∆|−1
2
for 1 < i ≤ |∆|−12 + 1. Furthermore, it then follows that
r = 0 and s = |∆|−12 .
In other words, each curve contributing to NW(0,s)(∆, ω) contains only vertices of type
(4), (6b), (7), and (8). We can thus interpret the number NW(0,s)(∆, ω) as a “double
complex enumerative number” in the following sense: let ∆′ = (12v1, v2, . . . , v |∆|−1
2
+1
)
and denote by N trops (∆′, 0, ω) the number of (3-valent) tropical curves (without labeled
ends) passing through ω similar to 2.35, i.e. each curve is counted with its usual complex
multiplicity as in 2.35. If we forget the labels of the non-marked ends, the set of
curves contributing to NW(0,s)(∆, ω) is then obviously in bijection to the set of curves
contributing to N trops (∆′, 0, ω) by multiplying each direction vector (after end-gluing)
with 12 . However, N
W
(0,s)(∆, ω) is not quite equal to N
trop
s (∆′, 0, ω) since the multiplicities
of the curves are slightly different:
• If the vector 12v1 occurs d times in ∆′ then there are d choices in the count of
NW(0,s)(∆, ω) which of the ends of the “double complex curve” is the weight-2 end
of the Welschinger curve.
• As we count Welschinger curves with labeled ends to get the number NW(0,s)(∆, ω),
we overcount each curve without labeled ends by a factor of |G(∆)| · 2− |∆|−12 (see
remark 4.30), since |∆|−12 is the number of double ends.
• Under the bijection, each vertex of type of type (4) and (8) maps to a vertex of
complex multiplicity a4 . Denote by Γ
′ the graph after end-gluing and forgetting
the marked points. This graph has |∆|−12 + 1 ends and is 3-valent, thus we have
n(4) + n(8) =
|∆|−1
2 − 1. Therefore we overcount each Welschinger curve by an
additional factor of 4
|∆|−1
2
−1.
• In addition, we count each Welschinger curve with a sign, namely i · (−1)n(8) ·
i−n(4)−n(6b) , where the factor of i arises because of the end of weight 2 and the other
factors arise because of the vertex multiplicities. The number of ends of the graph
Γ′ equals n(6b) +n(7) + 1 =
|∆|−1
2 + 1, thus we have n(4) +n(8) + 1 = n(6b) +n(7).
Since n(7) = n(8) by 5.34, we can conclude n(4) + 1 = n(6b), thus the sign above
equals (−1)n(8) · i−2n(4) = (−1)n(4)+n(8) = (−1) |∆|−12 −1.
Taking all these factors together, it follows that
NW(0,s)(∆, ω) = d · (−1)
|∆|−1
2
−1 · 2− |∆|−12 · 4 |∆|−12 −1 ·N trops (∆′, 0, ω)
= d · (−1) |∆|−12 −1 · 2 |∆|−12 −2 ·N trops (∆′, 0, ω).
In particular, in this case NW(0,s)(∆, ω) does not depend on the exact position of the
points ω.
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We will see in example 5.65 that in some cases these results hold for broccoli invariants as
well.
Remark 5.41 (Welschinger curves compared to Shustin curves 4.23)
Notice that (unoriented) Welschinger curves af end-gluing where all unmarked ends are non-
fixed and of weight 1 or 2 correspond precisely to Shustin curves considered in 4.23 (in the
way described in remark 5.37). Namely, adding an end for each marking and splitting each
even unmarked end into a double end then gives a graph Γ together with a map h : Γ→ R2
satisfying the conditions of definition 5.32 b) and the involution σ. It follows from definition
4.23 that each connected component has one root.
We will now show that the multiplicity 5.15, which looks at first a little different, coincides
with the Shustin-multiplicity 4.27.
Lemma 5.42 (New Welschinger numbers compared to 4.32)
Let (C, h) be a Welschinger curve of degree ∆ with no fixed ends, satisfying w(yi) = 1 for all
i = 1, . . . , n, and passing through points in general position as in example 5.10. Then the multi-
plicity mC and the Shustin multiplicity multS(h(γ)) of C are related by mC = 2
k ·multS(h(Γ)),
where k is the number of double ends of C.
It follows therefore from remark 5.41 and remark 4.30 that for F = ∅ and ∆ consisting of
primitive vectors (i.e. of directions of weight one) our Welschinger number NW(r,s)(∆, ω) of def-
inition 5.39 equals the number 4.32 of Shustin curves, counted with their Shustin multiplicities
as in definition 4.27.
Therefore, we will now talk about Welschinger numbers.
Proof. It follows from the list of allowed vertex types and their multiplicities that a vertex V
contributes a factor of mult(V ) to mC if and only if V is adjacent to a complex marking or
dual to a triangle with even lattice area.
The number c of triangles with even lattice area equals n(3) +n(4) +n(8). Let Γ˜ be a connected
component of Γeven. We know that Γ˜ has a unique root. Since w(yi) = 1 for all i = 1, . . . , n,
this root cannot be an end of Γ, so it has to be a vertex of type (3) in Γ, i.e. a 1-valent vertex
in Γeven. Remove the 1-valent vertex from Γ˜, thus producing an end, apply the end-gluing
map of definition 5.27, and forget all markings (straightening the 2-valent vertices). Call the
resulting graph Γ˜◦. This graph is 3-valent and has 1 + nΓ˜(6b) + n
Γ˜
(8) ends, and thus it has
nΓ˜(6b) + n
Γ˜
(8) − 1 vertices. But this number of 3-valent vertices also equals nΓ˜(4) + nΓ˜(8), and so
nΓ˜(6b) + n
Γ˜
(8) = n
Γ˜
(4) + n
Γ˜
(8) + 1 = n
Γ˜
(4) + n
Γ˜
(8) + n
Γ˜
(3). Since this holds for any Γ˜, it follows that
n(6b) + n(8) = n(3) + n(4) + n(8). Thus k = c, where k denotes the number of double ends.
The factor 2k in the lemma thus corresponds exactly to the factor 2−c in the definition 4.27
of multS(h(Γ)).
Hence it only remains to show that (−1)a+b equals the sign contribution coming from factors
of i in the definition 5.15 of mC , where a denotes the number of lattice points in the interior
of triangles and b denotes the number of triangles such that all sides have even lattice length.
We refer to the power of i in the vertex multiplicity mV of definition 5.15 as the sign.
Consider a vertex V and let A = mult(V ). If V is of type (2) to (5), assume the three adjacent
(non-marked) edges have weights w1, w2 and w3. By Pick’s formula 5.16, A = 2I + B − 2,
where I denotes the number of lattice points in the interior of the triangle dual to V and B
denotes the number of lattice points on the boundary. By our assumptions, B = w1 +w2 +w3.
If V is of type (2) or (5), then its sign is
iA−1 = (−1)A−12 = (−1) 2I+w1+w2+w3−2−12 = (−1)I · (−1)w1−12 · (−1)w2−12 · (−1)w3−12 .
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If V is of type (3), its sign is
iA−1 = i−1 · iA = i−1 · (−1)A2 = i−1 · (−1) 2I+w1+w2+w3−22
= i−1 · (−1)I · (−1)w1−12 · (−1)w2−12 · (−1)w32 ,
where we assume that w3 is the even weight. For type (4), we get
iA−1 = i−1 · iA = i−1 · (−1)A2 = i−1 · (−1) · (−1) 2I+w1+w2+w32
= i−1 · (−1) · (−1)I · (−1)w12 · (−1)w22 · (−1)w32 .
We write the sign of type (6b) as i−1 = i · (−1) = i · (−1) 22 , and 2 is the weight of the even
adjacent edge (since the double ends are of weight 1 by assumption). The sign of (8) is
−1 = (−1) · iA = (−1) · (−1)I · (−1)w12 · (−1)w22 ,
where w1 and w2 are the weights of the two adjacent even edges. This is true since the
two edges of the same direction which are adjacent to (8) are ends and thus their weight
is 1 by assumption. The sign of (1) can be written as 1 = (−1)w1−12 · (−1)w2−12 , where
w1 = w2 is the odd weight of the adjacent edges. Analogously, we can write the sign of (7)
as 1 = (−1)w12 · (−1)w22 , where now w1 = w2 is the even weight of the adjacent edges.
Notice that the product of the factors (−1)I which appear for each vertex dual to a triangle
is (−1)a. Also, for each vertex of type (4) and (8) — which are the vertices dual to triangles
such that all sides have even lattice length — we have a factor of (−1) which yields (−1)b as
product. In addition, we have extra factors of i−1 for each vertex of type (3) and (4), and i
for each vertex of type (6b). But since n(4) +n(3) = n(6b) as we have seen above, these extra
factors cancel. Furthermore, we have factors of (−1)w−12 for each edge of odd weight ending
at a vertex, and (−1)w2 for each even edge. Every bounded edge ends at two vertices, so these
contributions cancel. Since we require that the weights of all ends are 1, the corresponding
factors for the ends are just 1. Thus all the factors (−1)w−12 resp. (−1)w2 cancel, and it follows
that the sign equals (−1)a+b, as required. 
Notice that a toric Del Pezzo degree consists of directions of weight one, so the requirements
of lemma 5.42 are satisfied.
Remark 5.43 (Welschinger numbers are not locally invariant in the moduli space)
It is a striking feature of the Welschinger numbers NW(r,s)(∆, ω) that, although they are invariant
under ω in the cases mentioned in theorem 4.33, one cannot show this by a local study of the
moduli space as in the proof of theorem 5.26 as we have seen in remark 4.35. In short, the
reason for this is that the absence of the vertex type (6a) breaks the local invariance argument
in the codimension-1 case (C11) (see the proof of theorem 5.26, in particular the table of
codimension-1 cases and their resolutions).
Remark 5.44 (Comparing broccoli curves with Welschinger curves)
There are broccoli curves, which are also Welschinger curves when we identify Welschinger
curves before and after after end-gluing 5.27.
∼
Hence the intersection of the subset of broccoli curves with the subset of Welschinger curves
is not empty in Mor0,r+s(R2,∆, F ) or M(r,s)(∆).
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5.4 Bridge curves and the invariance along bridges
The aim of the following section is to prove that for toric Del Pezzo degrees ∆ (see definition
4.7) the Welschinger numbers NW(r,s)(∆, ω) coincide with the broccoli invariants N
B
(r,s)(∆, ω)
(see corollary 5.60). Since broccoli invariants are independent of the chosen conditions, this
result provides a tropical proof of the invariance of Welschinger numbers, without having to use
the detour via the Correspondence and the Welschinger theorem. When considering degrees ∆
that are not toric Del Pezzo, the equivalence of Welschinger numbers and broccoli invariants
no longer holds, and consequently the Welschinger numbers may actually not be invariant.
We start with the definition of the class of bridge curves. It is a special case of the class of
oriented marked curves and includes oriented broccoli and Welschinger curves. When a bridge
curve is a broccoli curve having vertices of type (6a) or a Welschinger curve having vertices
of type (8), this curve allows to start a so called bridge, that is, a 1-dimensional family of
bridge curves connecting broccoli and Welschinger curves. We show the invariance of the
curve multiplicities mC along these bridges, which then leads to the equality of broccoli and
Welschinger numbers mentioned above.
Throughout this section let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a collection of vectors in
Z2 \ {0}, and let F ⊂ {1, . . . , n} such that |∆| − 1 = r + 2s+ |F |. Moreover, fix conditions
ω ∈ R2(r+s)+|F | in general position for evF : Mor(r,s)(∆, F ) → R2(r+s)+|F | as in definition 5.8
and example 5.10, and consider only curves satisfying these conditions.
Remark 5.45
Note that by lemma 5.20 an oriented curve C ∈Mor(r,s)(∆, F ) all of whose vertices are of the
types (1) to (9) of definition 5.15 satisfies n(7) = n(8) + n(9) (similarly to remark 5.34 a) for
Welschinger curves).
Definition 5.46 (Bridge curves)
Let r, s, ∆, and F be as in remark 5.45. A bridge curve consists of the data of:
• an oriented curve C ∈ Mor(r,s)(∆, F ) all of whose vertices are of the types (1) to (9) of
definition 5.15, and
• a bijection between its vertices of type (7) and those of types (8) or (9) (see remark
5.45),
such that the following conditions hold:
a) There is at most one vertex of type (9).
b) Each vertex of type (8) or (9) is connected to its corresponding vertex of type (7) (under
the given bijection) starting with one of its even edges by a sequence of edges with no
markings on them.
c) Consider the set M of vertices of type (6a) and (7); by abuse of notation we will
sometimes also think of it as the set of all complex markings at these vertices. We split
this set as M = M(8)
·∪M(9)
·∪M(6a), where
• M(8) contains the vertices of type (7) corresponding to vertices of type (8) under
the given bijection,
• M(9) contains the vertices of type (7) corresponding to vertices of type (9) under
the given bijection,
• M(6a) contains the vertices of type (6a).
We define a partial order on M by considering each vertex in M with one even adjacent
edge — in the case of a vertex of type (7) we take the edge that does not connect this
vertex to its corresponding vertex of type (8) or (9). For complex markings xi 6= xj in
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M we say xi < xj if the unique path connecting xi and xj does not pass through the
even edge of xi, but does pass through the even edge of xj . Refine this partial order
to a total order by considering vertices which are minimal under the partial order and
comparing the (numerical) value of their markings. Choose the numerically minimal one
and repeat the procedure without the chosen vertex until all vertices are ordered. We
require now that the labeling of the complex markings is chosen such that vertices in
M(8) are smaller than vertices in M(9), and vertices in M(9) are smaller than vertices in
M(6a).
The multiplicity mC of a bridge curve C is given as usual by definition 5.15.
Example 5.47
For an example of the partial order in definition 5.46 c) consider the picture below on the left,
in which x2, x3, and x5 are the complex markings of type (6a) or (7). We have x5 < x2 < x3,
where dotted lines stand for parts of the graph between the distinguished edges and vertices. In
this case, the total order on M of definition 5.46 c) agrees with this partial order. In the picture
on the right however we get the partially ordered sets x7 < x8 < x5 < x1, x7 < x8 < x2 < x3,
x6 < x4, and the total order x6 < x4 < x7 < x8 < x2 < x3 < x5 < x1.
x2
x3
x5
x6x4
x5
x1
x7
x8
x2
x3
Example 5.48
An example of a bridge curve (containing a vertex of type (9)) is given in the following picture;
the bijection between the vertices of type (7) and those of types (8) and (9) is indicated by
the dotted arrows. We have labeled the vertices by their types only in the cases (6), (7), (8),
and (9) since these are the most relevant ones for our study of bridge curves. In this example
we have M = {x3, x5, x6} and M(8) = {x5}, M(9) = {x6}, M(6a) = {x3}. The partial order
on M is given by x6 < x3 and the total order by x5 < x6 < x3. The dashed edges are ordinary
odd edges; they form a string as explained in definition 5.53 and remark 5.54.
x1
x2
x3 x7
(9)
(8)
(6b)
(6a)
x4 (7)
(7)x5
x6
Remark 5.49
From the allowed vertex types of definition 5.15 it follows that the sequence of edges of
definition 5.46 b) connecting each vertex of type (7) to its corresponding vertex of type (8) or
(9) just contains even edges which are then adjacent to vertices of type (4).
Remark 5.50
The choice of the total order refining the partial order in definition 5.46 c) is not important.
While the definition of bridge curves depends on this choice, the result of invariance in theorem
5.58 does not.
Remark 5.51 (Dimension of the space of bridge curves)
These (oriented) bridge curves can be constructed with the bridge algorithm 5.62 from oriented
broccoli or Welschinger curves without changing the conditions ω. In particular, bridge curves
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are curves passing through conditions in general position. In fact, since the number of our
conditions is 2(r+s)+|F | it follows from lemma 5.20 that the space of bridge curves of a given
combinatorial type through ω is 0-dimensional if there is no vertex of type (9) (i.e. if M(9) = ∅),
and 1-dimensional otherwise. If we even have M(8) = M(9) = ∅ or M(9) = M(6a) = ∅, the
bridge curves specialize to the broccoli and Welschinger curves that we already know:
Lemma 5.52 (Broccoli and Welschinger curves as bridge curves)
For fixed r, s, ∆, F the operation of forgetting the correspondence between the vertices of
type (7) and those of types (8) or (9) of definition 5.46 induces bijections between curves
through ω
{bridge curves with M(8) = M(9) = ∅} 1:1←→ {oriented broccoli curves}
and {bridge curves with M(9) = M(6a) = ∅} 1:1←→ {oriented Welschinger curves}.
Proof. First of all, given a bridge curve with M(8) = M(9) = ∅, it follows directly n(7) =
n(8) = n(9) = 0. Hence the curve consists only of vertices of types (1) to (6) and is therefore
a broccoli curve. In the same way, M(9) = M(6a) = ∅ for a bridge curve implies n(9) = 0 and
n(6a) = 0 by definition 5.46 c). So we obtain a Welschinger curve. Hence the two maps of
the lemma (from left to right) are well-defined.
Conversely, an oriented broccoli curve has only vertices of type (1) to (6). Hence M(8) =
M(9) = ∅, and the correspondence between vertices of types (7), (8), and (9) is trivial. So the
statement of the lemma about broccoli curves is obvious.
Analogously, we have M(9) = M(6a) = ∅ for each oriented Welschinger curve as we just allow
vertices of types (1) to (5), (6b), (7), and (8). Conditions a) and c) of definition 5.46 are
clear. So we have to prove the existence and uniqueness of a correspondence between the
vertices of type (7) and (8) that satisfies b). To do this, we perform an induction over the
number n(7) of vertices of type (7) in the underlying graph Γ. For n(7) = 0 there is nothing
to show. Let V be such a vertex of type (7) in a connected component Γ′ of Γeven such
that the part of Γ′ \ {V } not containing the root of Γ′ (see definitions 5.30 and 5.32 b) and
the equivalence of oriented and unoriented Welschinger curves through conditions in general
position in proposition 5.36) contains no other vertices of type (7). Using remark 5.34 b) for
the encircled part R in the picture below, we know that it has exactly one vertex W of type (8).
Now V and W are obviously connected by a sequence of even edges as required by definition
5.46 b), and moreover V is the only vertex of type (7) that W can be connected to without
passing through other markings. Cut off R and replace V by a vertex of type (6b). Applying
the induction hypothesis to the rest of Γ, we obtain the required existence and uniqueness of
the bijection between the vertices of type (7) and (8).
V
W
R
root of Γ′

We will now study the 1-dimensional types of bridge curves through ω and the boundary cases
to which they can degenerate.
Definition 5.53 (Strings)
Let C = (Γ, x1, . . . , xr+s, y1, . . . , yn, h) ∈ Mor(r,s)(∆, F ) be an oriented marked curve. As
in remark 3.16, a string of C is a subgraph of Γ (after the end-gluing of definition 5.27)
homeomorphic to R which does not intersect the closures xi of the marked points and whose
two ends are not fixed.
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Remark 5.54
A bridge curve with a vertex of type (9) contains a unique string (containing this vertex)
since the orientation of the two odd edges prescribes that they both lead in a unique way to
a non-fixed unbounded end without passing through any markings (see example 5.48). Note
that the allowed vertex types require that these paths to the non-fixed unbounded ends go
only through vertices of types (2) and (3). In particular, the string then contains only odd
edges. On the other hand, a curve without vertex of type (9) does not contain a string.
By remark 5.51, a bridge curve through conditions in general position that has a vertex of type
(9) (and thus a string) moves in a 1-dimensional family — namely by moving this string, as
already observed in [GM08, remark 3.6]. Let us now figure out what boundary cases can occur
at the end of such 1-dimensional families.
Lemma 5.55 (Codimension-1 cases for bridge curves)
Let C be a bridge curve through ω with a vertex of type (9), thus having a string as in remark
5.54. This string can be moved until two vertices of C merge. The possible resulting vertices
are as follows; we call them codimension-1 cases for bridge curves. As before, the arc in type
(D2) means that the two odd edges must not be ends of the same direction.
(B1) (B3) (B5) (C1) (C3)(A1)
two vertices of type (1) – (6) merging
(8)(6a) (D1) (D2)
one vertex of type (9) and one vertex of type (2) – (4) or (7) merging
Proof. For the terminology used in the following, we refer to the proof of theorem 5.26.
Case 1: Assume the two vertices merging are of types (1) to (6). Then V is a vertex of
type (A · ), (B · ), or (C · ). The bridge curve we started with has already a vertex W of
type (9). Hence, just resolutions that do not create a vertex of type (9) are allowed.
As C originates from a bridge curve with a string, two of the edges adjacent to V
are contained in the string; more precisely by remark 5.54 there must be one incoming
and one outgoing odd edge. If we just consider vertices where not all resolutions have
multiplicity 0, the only possible vertices which are left then are (A1), (B11), (B3), (B5),
(C11), (C13), and (C3).
Case 2: One vertex is of type (1) to (8) and the other one of type (7) or (8). Note that the
string has to pass through one of the merging vertices in order to create the codimension-
1 case. So we cannot have two vertices of type (7) and/or (8) as they do not allow
the existence of the string. We thus need one vertex of type (1) to (6) which has one
incoming and one outgoing odd edge, i.e. a vertex of type (3) merging with a vertex
of type (7). But in this case, this vertex of type (7) (which necessarily lies in M(8)) is
bigger than the type (7) vertex in M(9) corresponding to the type (9) vertex at which the
string starts — in contradiction to part c) of the definition 5.46 of a bridge curve. And
indeed, the vertex arising from merging type (3) with (7) has no other legal resolution,
so such a case does not appear. Case 2 is thus impossible.
Case 3: One of the vertices is of type (9). Then the other vertex must be of type (2) to (4)
or (7) as the other vertices of type (1), (5), (6), (8) do not fit together with the parity
and the direction of the edges adjacent to the vertex of type (9).
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• If V arises from merging a vertex of type (9) with a vertex of type (7) we obtain
a bridge curve with a vertex of type (6a), but without vertex of type (9).
• Merging a vertex of type (9) with a vertex of type (3) gives a bridge curve with a
vertex of type (8) or (D2), depending on whether the resulting two odd edges are
ends of the same direction or not.
• If the second vertex is of type (2) or (4), we obtain a vertex of type (D1) resp.
(D2).

Remark 5.56 (Bridge graphs and bridges)
We are now able to explain the idea of bridges connecting broccoli to Welschinger curves
more precisely. For this let us construct a so-called bridge graph as follows: the edges are the
1-dimensional types of bridge curves through ω (i.e. those containing a vertex of type (9) and
thus a string), and the vertices are their 0-dimensional boundary degenerations as described in
lemma 5.55 (we will see in lemma 5.59 that in the toric Del Pezzo case the string movement
actually ends at both sides and thus leads to two vertices for each edge in the bridge graph).
Note that the bijection between vertices of type (7) and those of types (8) and (9) that we have
for the 1-dimensional types can be extended to a map between vertices in the 0-dimensional
boundary types. We identify two such 0-dimensional boundary types, i.e. represent them by
the same vertex in the bridge graph, if they have the same underlying oriented curve and this
map between vertices agrees, where we discard any mapping of a vertex to itself (which can
occur if a type (7) vertex merges with a type (9) vertex to one of type (6a)).
Note that some vertices in the bridge graph correspond to bridge curves with no type (9)
vertex, whereas others (corresponding to codimension-1 cases (A · ), (B · ), (C · ), (D · )) are
not bridge curves in the sense of our definition. Included are however (as we will see in theorem
5.58) all broccoli and Welschinger curves through ω, so that we can think of the bridge graph
as connecting broccoli and Welschinger curves. We will call a connected component of the
bridge graph a bridge.
The following picture shows a schematic example of a bridge graph. Its vertices corresponding
to broccoli and Welschinger curves are drawn as big dots (on the left resp. right hand side of
the diagram), the other ones as small dots. The dashed line indicates a curve which is both
broccoli and Welschinger (i.e. has M(8) = M(9) = M(6a) = ∅), so it does not correspond to an
edge in the bridge graph. The broccoli and Welschinger curves, as well as the 1-dimensional
types of bridge curves, are labeled with their multiplicities as in definition 5.15.
+
−
broccoli Welschinger
curves curves
NB = 8 NW = 8
3
3−1
−3
2
2
−2
2
2
6
1 −1
−1
2
3
−3
2
5
3
4
5
−1 −1
The idea to prove the equality of broccoli and Welschinger numbers is now that there is a
local balancing condition on the bridge graph, i.e. that (as in the picture above) at each vertex
the sum of the incoming equals the sum of the outgoing curve multiplicities when we move
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from the broccoli to the Welschinger side. To make this idea work, we first of all have to see
that the edges of the bridge graph have a natural orientation so that it is well-defined which
direction leads to the broccoli and which to the Welschinger side.
Definition 5.57 (Direction of string movement)
For a given bridge curve C with a vertex V of type (9) consider the even edge E adjacent to
V . Changing the length of E induces the movement of the string in C. Namely, making this
edge longer makes the curve “more Welschinger”; we want to call this the positive direction
(+) of the string movement. Making E shorter leads to a “more broccoli” like curve; we want
to call this the negative direction (−) of the string movement.
Theorem 5.58 (Invariance along bridges)
Let C be an oriented curve containing a vertex V of one of the codimension-1 types (A · ),
(B · ), (C · ), (6a)/(8), or (D · ) as in lemma 5.55, and only vertices of types (1) to (9) otherwise.
Assume as in lemma 5.55 that C arises from moving a string in a bridge curve with a vertex
of type (9). Consider all bridge curves C ′ that resolve C and that have matching bijections
between their vertices of type (7) and those of type (8) and (9). (In the language of remark
5.56 this means that C corresponds to a vertex and C ′ to its adjacent edges in the bridge
graph.)
The curves C ′ all contain a string and thus we can define signC′ as the direction of the
movement of the string away from C. Then
∑
C′ signC′ ·mC′ equals either
a) mC if C is a broccoli curve (i.e. we are on the left side of the bridge graph in remark
5.56);
b) −mC if C is a Welschinger curve (i.e. we are on the right side of the bridge graph);
c) 0 in all other cases.
Proof. For the terminology used in the following, we refer to the proof of theorem 5.26. We
consider the resolving bridge curves C ′ and distinguish the types of V as in lemma 5.55.
Case 1: V is a vertex of type (A · ), (B · ), or (C · ) (we are then in case c) of the theorem).
We then compare the H-sign in the proof of theorem 5.26 with the direction of the string
movement for C ′. Imagine to put a marking m on the bounded edge adjacent to V that
connects this vertex on the string to the vertex W of type (9). We know from 5.55 that V
can be resolved into two vertices of types (1) to (6). As the two odd edges adjacent to W are
contained in the string, the 1-dimensional movement of the marking m generated by resolving
V is reflected by the 1-dimensional movement of the string and hence by varying the length
of the even edge at W :
m
V
W
Thus the H-sign equals the sign defined by the direction of the string movement (up to the
same sign for all resolutions). Since we proved
∑
C′ (H-sign)·mC′ = 0 in theorem 5.26 already,
it only remains to be shown in each case that all resolving curves are actually bridge curves,
i.e. satisfy the conditions a) to c) of definition 5.46. Condition a) is always satisfied as we do
not create a vertex of type (9).
Concerning condition b) of the definition of a bridge curve, note that in the cases (B · ) the
connection between vertices of type (7), (8), and (9) are not modified as no vertices of type
(7), (8), and (9) and no markings are involved. Hence, condition b) is satisfied in all resolutions
in this case. In the resolutions of vertices of type (A · ) and (C · ), no vertices of type (4) are
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involved, which are however necessary by remark 5.49 to connect vertices of type (7) and (8),
(9). Hence, also in these cases condition b) is satisfied in all resolutions.
Looking at condition c) of definition 5.46, the cases (A · ) and (B · ) are easy to manage as
no vertices of type (6a) and (7) are involved (the partition of M and the total order are not
changed). For the case (C · ) we have to go into more details.
(C11) Resolution (I) has a supplementary vertex V of type (6). If the supplementary vertex
is of type (6b), it is not contained in M and need not be considered, so let us assume
that V is of type (6a). Then the set M contains one more element (lying in M(6a))
compared to the resolutions (II) and (III). The string contains the edge v1 and therefore,
the vertex contained in M(9) also lies behind v1. Hence, V is bigger than the vertex of
M(9) under the partial order. As the total order refines the partial order condition c) is
still satisfied.
(C13) All three resolutions contain one more vertex of type (6a) in M(6a) than C. But also in
this case, this new vertex is bigger than the already existing vertex in M(9). Condition
c) is thus satisfied for all three resolutions simultaneously.
(C3) Here, there are just two resolutions with a vertex of type (6a), where each time the new
bounded edge is odd. The edge v2 is even as before, the vertex in M(9) lies behind v1,
so the vertex in M(9) and this vertex can be compared under the total order but not
under the partial order. Hence, condition c) satisfied in both cases simultaneously.
In total, we can conclude that conditions b) and c) are fulfilled for all resolutions (if for any).
Case 2: V is a vertex of type (6a) or (8) (note that V is a priori not unique then since C has
in general several vertices of type (6a) or (8)). We want to resolve vertices in this curve such
that the resolutions are bridge curves with a vertex of type (9). The other way around we can
ask ourselves which vertices in a bridge curve with vertex of type (9) can be merged in order
to create C. After testing all possibilities we obtain two cases:
(A) the vertex of type (9) can melt with a vertex of type (7) into a vertex of type (6a);
(B) the vertex of type (9) can melt with a vertex of type (3) into a vertex of type (8), if the
odd outgoing edge of the vertex of type (3) is an end and if one of the odd outgoing
edges of the vertex of type (9) is also an end of the same direction.
Hence if we want to go the other way around, we can resolve
(A) a vertex of type (6a) into a vertex of type (7) and a vertex of type (9);
(B) a vertex of type (8) into a vertex of type (3) and a vertex of type (9). The so newly
created bounded edge can have both orientations, due to the symmetric situation at the
vertex of type (8). The question is just which of the vertices will become the vertex of
type (3) and which one the vertex of type (9).
For these two types of resolutions we have to check if the conditions b) and c) of the definition
5.46 of a bridge curve are satisfied.
(A) The set M remains the same as before resolving. The connections between vertices
considered in condition b) also remain the same. Before resolving the marking is at a
vertex in M(6a), but after resolving it becomes a vertex in M(9). This is just allowed if
the marking was the smallest element in M(6a), which is the case for exactly one marking
if we assume M(6a) 6= ∅. Then the partial and the total order on M also remain the
same and condition c) is satisfied.
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(B) The set M is conserved also in this case. Consider the marking xi which corresponds
to the vertex of type (8). In order to satisfy condition b) of the definition we have to
meet the vertex of type (9) at its even edge if we start at the marking. This means
that we must choose the orientation of the inserted bounded edge such that this holds.
To satisfy condition c) the marking xi has to be the biggest point in M(8) (assuming
M(8) 6= ∅). We need this since, after resolving the vertex, the marking lies in M(9)
and not anymore in M(8). But note that we still have two resolutions as we have two
possibilities to enumerate the two odd edges at the vertex of type (8) that we resolve.
Observe that both the multiplicity of the curve in (A) and the sum of the multiplicities of the
two resolutions from (B) equal the multiplicity of C — due to the fact that the multiplicity
of the vertex of type (8) resolved in (B) is the double of the multiplicity of the vertex of type
(3) after the resolution. Thus, as the even edge E adjacent to the type (9) vertex becomes
longer in (A) and shorter in the resolutions (B), the invariance holds if M(8) 6= ∅ 6= M(6a) so
that both cases (A) and (B) exist. If M(8) is empty, the bridge curve we are looking at is a
broccoli curve by lemma 5.52. We then resolve a vertex of type (6a) by making E longer.
Hence signC′ ·mC′ is plus the broccoli multiplicity. In the same way, if M(6a) is empty, the
considered bridge curve is a Welschinger curve by lemma 5.52. As we then resolve a vertex of
type (8), E becomes shorter, so signC′ ·mC′ is minus the Welschinger multiplicity.
Case 3: V is a vertex of type (D1) or (D2) (we are then in case c) of the theorem). Remember
from lemma 5.55 that V can then be resolved into a vertex of type (2) to (4) and a vertex
of type (9). The vertex of type (7) corresponding to the vertex of type (9) has to lie behind
one of the even edges at the 4-valent vertex by definition 5.46 b); we choose it to be behind
the edge with direction v2. The orientation and the parity of the bounded edge which appears
when resolving are determined.
v2
v3
v1
v2
v3
V
W
v1
v2
v3
W
v2
v3
W
V
I II III(D)
v1
Vv1
v4 v4v4v4
Observe that resolution I does not exist for the vertex of type (D1) as the 3-valent vertices
that appear then are not allowed for bridge curves. The vertices appearing are listed in the
table below. The last column mI/II/III shows the absolute value of the product of the two
vertex multiplicities in the resolutions I, II, and III.
codim-1 resolution I resolution II resolution III
case V W mI V W mII V W mIII
D1 (2) (9) 1 (2) (9) 1
D2 (4) (9) |(v1, v2)| (3) (9) |(v1, v3)| (3) (9) |(v1, v4)|
We have to check if conditions b) and c) of definition 5.46 are satisfied. Connections between
vertices of type (7) to vertices of type (8) are not modified as no vertices of type (7), (8)
and markings are involved in the resolutions. Similarly, the connection between the vertex of
type (9) and the corresponding vertex of type (7) is not modified as the vertex of type (7) lies
behind the edge of direction v2. Hence, condition b) is satisfied in all resolutions or in none
of them. As no markings are involved in the resolutions, the set M , the splitting of M , and
the total order are also preserved. So condition c) holds in all three resolutions or in none of
them.
In order to prove the local invariance we also have to compute the direction of the string
movement as in definition 5.57. In resolution I we create a vertex of type (9), so the edge E
of definition 5.57 becomes longer.
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As in the proof of theorem 5.26 we can imagine to have for the other resolutions II and III
two other markings P1, P2 ∈ R2 on the edges v1, v2 as these are fixed. Hence we have two
bounded edges of lengths l1 and l2, in addition to the (by resolving) new inserted bounded
edge of length a. The direction of the string movement as in definition 5.57 is positive if
and only if l2 becomes longer when a becomes longer. We can describe the condition that
the curve has to pass through the given point conditions by the following linear systems of
equations in the variables l1, l2, a.
II
l1 l2 a
−v1 v2 −v1 − v3 P2 − P1
III
l1 l2 a
−v1 v2 −v1 − v4 P2 − P1
Obviously, these systems both have a one-dimensional space of solutions. In case II the
homogeneous solution vector (l1, l2, a) has the following entries:
l1 = (v2,−v1 − v3), l2 = −(−v1,−v1 − v3), a = (−v1, v2),
where as above (vi, vj) is the determinant of the matrix consisting of the column vectors vi,
vj . So in order to determine the direction of the string movement we have to multiply the
signs of l2 and a, that is sign(v1, v3) sign(v1, v2). In case III we just have to substitute the
vector v3 by v4 and obtain therefore as sign sign(v1, v4) sign(v1, v2). So in total the sign for
the directions of the string movements are given by the following table.
sign for I sign for II sign for III
(D) 1 sign((v1, v3)(v1, v2)) sign((v1, v4)(v1, v2))
We are now able to verify the local invariance. We will use the same identities to deal with
vertex multiplicities and signs as in the proof of theorem 5.26. Mainly, we use the formulas
sign(vi, vj)i
|(vi,vj)|−1 = i(vi,vj)−1 if |(vi, vj)| is odd and i|(vi,vj)|−1 = i(vi,vj)−1 if |(vi, vj)| is
even.
In case (D1), we then obtain for the product of the vertex multiplicities together with the
direction of the string movement in the resolutions II and III:
(II) = sign((v1, v3)(v1, v2)) · i|(v1,v3)|−1 · i|(v2,v4)|−1 = sign(v1, v2) · i(v1,v3)+(v4,v2)−2,
(III) = sign((v1, v4)(v1, v2)) · i|(v1,v4)|−1 · i|(v2,v3)|−1 = sign(v1, v2) · i(v1,v4)+(v2,v3)−2.
We have sign(v1, v2) 6= 0 since v1 and v2 cannot be parallel as our curves pass through
conditions in general position. Dividing equation (III) by (II) yields i2(v3,v1) = (−1)(v3,v1) = −1
as (v3, v1) is odd. Hence (II)+(III)= 0.
Similarly, for (D2) we obtain:
(I) = |(v1, v2)| · i|(v1,v2)|−1 · i|(v3,v4)|−1 = sign(v1, v2) · (v1, v2) i(v1,v2)+(v3,v4)−2,
(II) = sign((v1, v3)(v1, v2)) · |(v1, v3))| · i|(v1,v3)|−1 · i|(v2,v4)|
= sign(v1, v2) · (v1, v3) i(v1,v3)+(v4,v2)−2,
(III) = sign((v1, v4)(v1, v2)) · |(v1, v4)| · i|(v1,v4)|−1 · i|(v2,v3)|−1
= sign(v1, v2) · (v1, v4) i(v1,v4)+(v2,v3)−2.
Let us divide all three terms by sign(v1, v2) i
(v1,v2)+(v3,v4)−2. For (I) we then get (v1, v2). In
term (II) we obtain i2(v2,v1) · (v1, v3) = (−1)(v2,v1) · (v1, v3) = (v1, v3) as (v2, v1) is even.
Finally, for (III) we get i2(v1,v4) · (v1, v4) = (−1)(v1,v4) · (v1, v4) = (v1, v4) as (v1, v4) is also
even. So we have (I)+(II)+(III)= (v1, v2) + (v1, v3) + (v1, v4) = 0.
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Hence we have shown the invariance for all codimension-1 cases for bridge curves. 
In order to prove the equality of broccoli and Welschinger numbers with the idea of remark
5.56 we need one more final ingredient: that each edge in the bridge graph is actually bounded,
i.e. that the string movement in each 1-dimensional type of bridge curves is bounded in both
directions by a codimension-1 case. It is actually only this last step that requires a toric Del
Pezzo degree and thus spoils the equality of broccoli and Welschinger numbers (as well as the
invariance of Welschinger numbers, see example 4.36) in other cases.
Lemma 5.59 (Boundedness of bridges)
Assume that ∆ is a toric Del Pezzo degree (see definition 4.7). Let C be a bridge curve through
ω with a vertex of type (9), thus having a string as in remark 5.54. Then the movement of
the string within this combinatorial type is bounded in both directions.
Proof. Assume that we have a bridge curve through ω with a string that can be moved
infinitely far. By the proof of [GM08, proposition 5.1] such a string then has to consist of two
edges which are both ends of the curve.
As we are dealing with bridge curves the string must then consist of the two odd edges adjacent
to the vertex of type (9). From the definition of the vertex type (9) we know that the two
ends cannot have the same direction. Considering definition 4.7 of toric Del Pezzo degrees we
thus see that these ends have two of the directions shown in the picture on the right. But in
all these cases the third direction at the vertex of type (9) would be odd (in contradiction to
the definition of type (9)) or 0 (which is impossible for curves through conditions in general
position). Hence the string movement cannot be unbounded.

Corollary 5.60 (Welschinger numbers = broccoli invariants in the toric Del Pezzo case)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a toric Del Pezzo degree, and let F ⊂ {1, . . . , n} such
that |∆| − 1 = r + 2s + |F |. Fix a configuration ω of conditions in general position. Then
NW(r,s)(∆, F, ω) = N
B
(r,s)(∆, F, ω).
Proof. By theorem 5.58 and definitions 5.25 and 5.39 we have
|G(∆, F )| · (NB(r,s)(∆, F, ω)−NW(r,s)(∆, F, ω)) = ∑
C
∑
C′
signC′ ·mC′ ,
where the sum is taken over all C as in theorem 5.58 and all resolutions C ′ of C (i.e. over
all vertices and adjacent edges in the bridge graph of remark 5.56). Note that this in fact
a finite sum since there are only finitely many types of bridge curves. Now by lemma 5.59
each 1-dimensional type C ′ of bridge curves occurs in this sum exactly twice with the same
multiplicity, once with a positive and once with a negative sign. Hence the sum is 0, proving
the corollary. 
This also gives a tropical proof of
Corollary 5.61 (Invariance of Welschinger numbers in the toric Del Pezzo case)
With the assumptions and notations as in corollary 5.60, the Welschinger numbersNW(r,s)(∆, F, ω)
are independent of the conditions ω.
Proof. This follows from corollary 5.60 and theorem 5.26. 
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In the remaining part of this section we want to construct bridges explicitly and give some
examples. The following algorithm, which follows from the proof of theorem 5.58, shows how
to construct a bridge from a given starting point.
Algorithm 5.62 (Bridge algorithm)
Let r, s ≥ 0, let ∆ = (v1, . . . , vn) be a toric Del Pezzo degree, and let F ⊂ {1, . . . , n} be such
that |∆| − 1 = r+ 2s+ |F |. Fix a configuration ω of conditions in general position. Consider
a bridge curve C passing through ω; we want to construct the bridge that contains C.
(1) If C is a broccoli and Welschinger curve simultaneously (hence M(8) = M(9) = M(6a) =
∅), do nothing.
(2) Given a bridge curve C with M(9) 6= ∅ (hence with a string) together with a direction for
the movement of the string, move the string in the direction until we hit a codimension-1
type C ′ as in lemma 5.55. Go to (2) with each new resolution in the direction away
from C ′.
(3) If the curve is a broccoli curve, that is M(8) = M(9) = ∅, choose the smallest vertex in
M(6a) under the total order defined in 5.46 c). Pull out an even edge of this vertex of
type (6a) in order to create a vertex of type (7) and a vertex of type (9), thus producing
a bridge curve with a string and a direction for the movement. Go to (2).
(4) If the curve is a Welschinger curve, that is M(9) = M(6a) = ∅, choose the vertex of type
(8) corresponding to the biggest vertex in M(8) under the total order defined in 5.46 c).
Pull apart the two odd edges in order to create a string between the two even edges and
a direction for the movement. We thus transform the vertex of type (8) into a vertex of
type (3) and a vertex of type (9). Go to (2).
(5) If the curve is a bridge curve with M(9) = ∅, but M(8) 6= ∅ 6= M(6a), we can choose
the biggest vertex (under the total order) in M(8) or the smallest in M(6a) in order to
construct the bridge in direction “broccoli” or in direction “Welschinger”. Transform
the vertex as described in the two last items, respectively, thus producing a bridge curve
with a string and a direction. Go to (2).
Example 5.63 (A bridge connecting only broccoli curves)
Following algorithm 5.62, the following picture shows a bridge connecting one broccoli curve
(a) to another broccoli curve (e) (and to no Welschinger curve). In curve (c) we resolve
a 4-valent vertex of type (D1). The types (b) and (d) are 1-dimensional, the other three
0-dimensional.
(a) (b) (c) (d) (e)
An example of a bridge connecting a broccoli curve with a Welschinger curve can be found in
section 5.1.
Example 5.64 (Two cases that are not toric Del Pezzo)
The boundedness of bridges of lemma 5.59, and consequently the equality of broccoli and
Welschinger numbers as well as the invariance of Welschinger numbers, are false in general for
degrees that are not toric Del Pezzo:
a) Consider the following Newton polytope and its subdivision. It is obviously not toric Del
Pezzo. A broccoli curve having this Newton subdivision is depicted on the right hand
side. Starting the bridge as in algorithm 5.62 yields a string going to infinity (very right
hand side), so the broccoli curve is not connected to a Welschinger curve by a bridge.
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(1, 2)
(1, 0) (4, 0)
b) Recall example 4.36 where we have shown that Welschinger numbers are not invariant
if we do not have a toric Del Pezzo degree. If we choose the point configuration P as
in example 4.36, the Welschinger curves C1, C2, C3 with multiplicity 3 shown there are
also broccoli curves, and in addition there are 4 more broccoli curves passing through P
as depicted below.
3 3
33
Each of them has multiplicity −2, so the broccoli invariant is NB(r,s)(∆, ω) = 3 · 3 + 4 ·
(−2) = 1. In particular, it is not equal to NW(r,s)(∆, ω) = 9. Indeed, starting a bridge
at the complex marking of each of the four curves above gives a curve having a string
going to infinity as in a), so the contribution of −8 to the broccoli invariant is not seen
on the Welschinger side.
Example 5.65 (Broccoli invariants for degrees with non-fixed even ends)
By remark 5.54 the ends of a string are always unfixed and odd. In particular, this means that
the proof of lemma 5.59 (and thus also of the equality of broccoli and Welschinger numbers)
only requires that the unfixed odd ends in ∆ are those occurring in a toric Del Pezzo degree.
Let us review example 5.40 from this point of view.
a) If ∆ has more than one non-fixed even end, and all other non-fixed ends are only those
occurring in a toric Del Pezzo degree, then the result NW(r,s)(∆, F, ω) = 0 of example
5.40 a) implies that also NB(r,s)(∆, F ) = 0.
b) If ∆ has one non-fixed even end, and all other ends are non-fixed and among those
occurring in a toric Del Pezzo degree, then the formula for NW(r,s)(∆, ω) of example 5.40
b) holds in the same way for NB(r,s)(∆).
5.5 The Caporaso-Harris formula for broccoli curves
In this section, we establish a Caporaso-Harris formula for broccoli curves of degree dual to
the triangle with endpoints (0, 0), (d, 0) and (0, d). This is a recursive formula computing all
broccoli invariants with weight conditions on fixed and non-fixed left ends in addition to the
usual point conditions. As usual for Caporaso-Harris type formulas, the idea to obtain these
relations is to move one of the point conditions to the far left so that the curve splits into a
left part (passing through the moved point) and a right part (passing through the remaining
points). Since broccoli invariants of curves with ends of weight one (i.e. of degree d) equal
Welschinger numbers NW(r,s)(d) by corollary 5.60 and the latter equal Welschinger invariants
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WP2(d, r, s) by the Correspondence theorem 4.33, our formula then computes all Welschinger
invariants of the plane recursively.
It is also possible to use Welschinger curves directly to establish a similar formula. However,
since the numbers of Welschinger curves of degree dual to the triangle with endpoints (0, 0),
(d, 0), and (0, d) and with ends of higher weight are not invariant (as we have seen in example
4.36), the arguments are then getting significantly more complicated as one always has to
pick special configurations of points. This is the content of [ABLdM11]. There, the authors
pick a configuration of points such that the Welschinger curves passing through these points
decompose totally into floors (see proposition 5.73), and count them by means of floor dia-
grams. This yields a recursive formula for floor diagrams which also computes all Welschinger
invariants of the plane.
Let us first enlarge the notation of definition 1.10.
Notation 5.66
Let α = (α1, . . . , αm), β = (β1, . . . , βm′), α
1 = (α11, . . . , α
1
m1), . . . , α
k = (αk1 , . . . , α
k
mk
) be
finite sequences with αi, βi, α
j
i ∈ N. For simplicity, we will usually consider them to be infinite
sequences by setting the remaining entries to 0. We then define:
a) α+ β := (α1 + β1, α2 + β2, . . . ),
b) α ≤ β :⇔ αi ≤ βi for all i,
c) α < β :⇔ α ≤ β and α 6= β,
d)
(
n
α1,...,αm
)
:= n!α1!·...·αm!(n−α1−...−αm)! for |α| ≤ n,
e)
(
α
α1,...,αk
)
:=
∏
i
( αi
α1i ,...,α
k
i
)
.
Furthermore, we define ek to be the sequence having only 0 as entries except a 1 in the k-th
entry.
Definition 5.67 (Broccoli curves of type (α, β))
Let d > 0, and let α and β be two sequences satisfying Iα + Iβ = d. We define ∆(α, β)
to be the degree consisting of d times the vectors (0,−1) and (1, 1) each, and αi + βi times
(−i, 0) for all i (in any fixed order). Let F (α, β) ⊂ {1, . . . , |∆(α, β)|} be a fixed subset with
|α| elements such that the entries of ∆(α, β) with index in F are αi times (−i, 0) for all i. If
no confusion can result we will often abbreviate ∆(α, β) as ∆ and F (α, β) as F .
Broccoli curves in MB(r,s)(∆, F ) will be called curves of type (α, β). We speak of their unmarked
ends with directions (−i, 0) as the left ends. So αi and βi are the numbers of fixed and non-
fixed left ends of weight i, respectively.
Definition 5.68 (Relative broccoli invariants)
Let ∆ = ∆(α, β) and F = F (α, β) be as in definition 5.67, and r, s such that the dimension
condition |∆| − 1− |F | = 2d + |β| − 1 = r + 2s is satisfied. To simplify notation, we define
the relative broccoli invariant
Nd(α, β, s) := NB(r,s)(∆(α, β), F (α, β)).
Remark 5.69 (Unlabeled non-fixed ends)
Notice that by remark 4.30 a broccoli curve without labels on the unmarked ends yields 2−k ·
|G(∆, F )| labeled curves contributing to the broccoli invariant, where |G(∆, F )| as in definition
2.30 b) denotes the number of ways to relabel the non-fixed unmarked ends without changing
the degree, and k = n(6b) + n(8) is the number of double ends. In contrast, in the definition
5.25 of broccoli invariants we multiply the number of broccoli curves with 1|G(∆,F )| . Thus
a curve without labels contributes 2−k to the count. Hence, when counting broccoli curves
whose non-fixed unmarked ends are not labeled, we have to change the multiplicity of vertices
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of type (6b) to 12 · i−1. In the following, we will drop the labels of the non-fixed ends and
change the multiplicity accordingly. Note that for the degree ∆ and F as above we have
|G(∆, F )| = d! · d! · β1! · β2! · · · · .
Remark 5.70
It follows from theorem 5.26 that Nd(α, β, s) is invariant, i.e. does not depend on the choice
of the conditions. Note that if α = (0) and β = (d) then
Nd((0), (d), s) = NB(r,s)(d) = N
W
(r,s)(d) = WP2(d, 3d− 2s− 1, s),
where the second equality follows from theorem 5.58 and the last equality from theorem 4.33.
Now we describe the properties of configurations ω of points that we obtain by moving one
of the point conditions (w.l.o.g. P1) to the left. Let us show first that then curves satisfying
these conditions decompose into a left and a right part.
Lemma 5.71 (Decomposing curves into a left and right part)
Let ∆ and F be as in definition 5.67, and let 2d+ |β| − 1 = r + 2s. Fix a small real number
 > 0 and a large one N > 0. Choose r + s (real and complex) points P1, . . . , Pr+s and |α|
y-coordinates for the fixed left ends in general position such that
• the y-coordinates of all Pi and the fixed ends are in the open interval (−, ),
• the x-coordinates of P2, . . . , Pr+s are in (−, ),
• the x-coordinate of P1 is smaller than −N .
Let C = (Γ, x1, . . . , xr+s, y1, . . . , yn, h) ∈ MB(r,s)(∆, F ) be a broccoli curve satisfying these
conditions. Then no vertex of C can have its y-coordinate below − or above . There is a
rectangle R = [a, b]× [−, ] (with a ≥ −N , b ≤ − only depending on d) such that R∩h(Γ)
contains only horizontal edges of C.
Proof. Notice that it follows from lemma 5.11 that each connected component of C minus
the marked points contains exactly one non-fixed unmarked end, a statement analogous to
[GM07a, remark 2.10]. The fact that the y-coordinates of the vertices of C cannot be above
 or below − and the existence of the rectangle R follow analogously to the first part of the
proof of [GM07a, theorem 4.3]. 
A configuration of points and y-coordinates for the fixed left ends as in lemma 5.71 can be
obtained from any other by moving P1 far to the left. So in this situation the curves decompose
into a left and a right part connected by only horizontal edges in the rectangle R. A picture
showing this can be found in example 5.74. In the following, we study the possibilities for the
shapes of the left and right part.
Notation 5.72 (Left and right parts)
With notations as in lemma 5.71, cut C at each bounded edge e such that h(e) ∩ R 6= ∅.
Denote the component passing through P1 by C0 (the left part), and the union of the other
connected components by C˜ (the right part).
Proposition 5.73 (Possible shapes of the left and right part)
Let C0 and C˜ be the left and right part of a broccoli curve as in lemma 5.71 and notation
5.72.
a) If C0 has no bounded edges, it looks like (A), (B), or (C) in the picture below (in which
the edges are labeled with their weights). Moreover:
• In case (A), C˜ is an irreducible curve of type (α+ ek, β − ek).
• In case (B), C˜ is an irreducible curve of type (α+ ek1+k2 , β − ek1 − ek2).
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• In case (C), C˜ decomposes into two connected components C1 and C2 of types
(α1, β1) resp. (α2, β2) with Iαj + Iβj = dj for j = 1, 2, d1 + d2 = d, α
1 + α2 =
α+ ek1 + ek2 , and β
1 +β2 = β− ek1+k2 . The curve Cj for j = 1, 2 passes through
rj real and sj complex given points, where 2dj + |βj | − 1 = rj + 2sj .
In case (A) (for real P1) the left end is odd, in the cases (B) and (C) (for complex P1)
exactly one of the three edges adjacent to P1 is even.
b) If C0 has bounded edges (it is then called a floor), it looks like (D), (E), or (F) in the
picture below, and has one end of direction (0,−1) and one of direction (1, 1). We call
the ends of C0 of direction (i, 0) for i > 0 the right ends. Moreover:
• In case (D) (for real P1), C0 has only fixed left and right ends.
• In case (E) (for complex P1), P1 is adjacent to a left non-fixed end of C0, and all
other left and right ends of C0 are fixed.
• In case (F) (for complex P1), P1 is adjacent to a right non-fixed end of C0, and all
other left and right ends of C0 are fixed.
In any case, C˜ consists of some number l of connected components C1, . . . , Cl. Each
Cj is a curve of some type (α
j , βj) with Iαj + Iβj = dj and
∑l
j=1 dj = d − 1.
The curve Cj for j = 1, . . . , l passes through rj real and sj complex given points, where
2dj+|βj |−1 = rj+2sj . Note that (D), (E), and (F) are meant to be schematic pictures
in which the thin and thick horizontal edges are just examples. The non-horizontal edges
are always odd however.
(B) (C)(A)
C˜C˜
k k2
k1 k1
C1 C2
k2
(E) (F)(D)
C1
Cl
C1
Cl
C1
Cl
Proof. a) Assume C0 contains no bounded edge and P1 is real. Then C0 contains exactly one
vertex, of type (1). Both adjacent edges are ends of C0. Since C is connected, one of the
ends of C0 results from cutting a bounded horizontal edge of C. Because of the balancing
condition, it follows that the other end is of direction (−k, 0) for some k > 0, which has to
be odd since P1 is of vertex type (1). Hence we are then in case (A).
Assume now that P1 is complex. Then C0 consists of a vertex of type (5) or (6). At least
one of the adjacent edges is of direction (k, 0) for some k > 0 since it results from cutting
a horizontal bounded edge. The other adjacent edges are ends of C. It follows from the
balancing condition that all three adjacent edges are horizontal, and so we have type (B) or
(C). Exactly one of the adjacent edges is even (and so vertex type (5) is impossible). In (A)
and (B), we just cut one edge, so it follows that C˜ is irreducible and of the degree as claimed
above. In (C), we cut two edges, so C˜ consists of two connected components C1 and C2.
Ends of C1 and C2 are either ends of C or the two cut edges. Denote their weights by k1 resp.
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k2, then it follows that Cj is of a type (α
j , βj) for j = 1, 2 with α1 + α2 = α+ ek1 + ek2 and
β1 +β2 = β−ek1+k2 . If 2dj + |βj |−1 < rj +2sj for j = 1 or j = 2, then it follows that there
is a connected component of Γ minus the marked ends which does not contain a non-fixed
unmarked end, a contradiction to lemma 5.11. Thus we have 2dj + |βj | − 1 ≥ rj + 2sj , and
since 2d1 + |β1| − 1 + 2d2 + |β2| − 1 = 2d+ |β| − 3 = r + 2(s− 1) = r1 + 2s1 + r2 + 2s2 it
follows that 2dj + |βj | − 1 = rj + 2sj for j = 1, 2.
b) Now assume that C0 contains a bounded edge. By lemma 5.11, each connected component
of C minus the marked points contains exactly one non-fixed unmarked end. If P1 is real,
removing the marked end x1 satisfying h(x1) = P1 from Γ produces 2 connected components;
if it is complex it produces 3 connected components. It follows that C0 contains at most 2
non-fixed ends of C if P1 is real, or 3 if P1 is complex. Ends of C0 are of direction (k, 0) for
some k (resulting from cutting horizontal bounded edges of C) or ends of C. If C0 contains
a bounded edge then C0 cannot lie entirely in a horizontal line, since otherwise the length of
such a bounded edge could not be fixed by our conditions. It follows by the balancing condition
that C0 must have ends of direction (0,−1) and (1, 1), and in fact an equal number of them.
But since ends of these directions are non-fixed and we have at most 3 non-fixed ends of C in
C0, we conclude that there is exactly one end of direction (0,−1) and (1, 1) each. Since all
other ends of C0 are horizontal, it follows from the balancing condition that the directions of
the bounded edges of C0 are ±(a, 1) for some a. In particular, they are all odd.
If P1 is real, C0 cannot have more non-fixed ends of C than the two ends of direction (0,−1)
and (1, 1). So then all left and right ends of C0 are fixed, and we are in case (D). If P1 is
complex, there can be one non-fixed left end of C0, which then has to be adjacent to P1 as
in case (E). Otherwise, P1 has to be adjacent to a horizontal edge connecting C0 with C˜.
This is true because by the directions of the ends of C0 and the balancing condition we can
conclude that every vertex of C0 is adjacent to an edge of direction (k, 0) for some (positive
or negative) k. Thus we are then in case (F).
Assume we have to cut l edges to produce C0 and C˜, then C˜ consists of l connected compo-
nents. Each connected component is a curve of some type (αj , βj) with Iαj+Iβj = dj . It fol-
lows from the balancing condition that
∑l
j=1 dj = d−1. The equations 2dj+|βj |−1 = rj+2sj
follow as in part 5.73. 
Example 5.74
The picture shows an example of a curve C decomposing into a floor C0 of type (D) on the
left and a reducible curve C˜ on the right. C is of type ((3, 1), (3, 1)) passing through r = 7
real and s = 8 complex points satisfying 2d+ |β| − 1 = 20 + 4− 1 = 23 = r + 2s. We have
chosen to move a real point to the left of the others.
P1
R
The reducible curve C˜ consists of three connected components, C1 (green dotted), C2 (red
dashed) and C3 (blue solid). C1 is a curve of type ((0), (1)) passing through s1 = 1 complex
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points, satisfying 2d1 + |β1| − 1 = 2 + 1 − 1 = 2 = r1 + 2s1. C2 is a curve of type
((0), (2)) passing through r2 = 3 real and s2 = 1 complex points satisfying 2d2 + |β2| − 1 =
4 + 2− 1 = 5 = r2 + 2s2. C3 is a curve of type ((1), (3, 1)) passing through r3 = 3 real and
s3 = 6 complex points satisfying 2d3 + |β3| − 1 = 12 + 4 − 1 = 15 = r3 + 2s3. We have
d1 + d2 + d3 = 1 + 2 + 6 = d− 1. All three curves are connected to C0 via a horizontal edge
of weight 1. We have β = (3, 1) = β1 + β2 + β3 − 3e1 and α1 + α2 + α3 = (1) < α = (3, 1).
Note that in the situation above there is always a unique possibility for C0 once we are given
the left and right ends of C0 (together with their position for fixed ends) as well as the position
of P1. Thus, to determine N
d(α, β, s), we just have to determine the different contributions
from all possibilities for C˜. This is the content of the following theorem. We are grateful to
Inge Sandstad Skrondal, who worked in his master thesis [Skr12] on this formula, for pointing
out a small inequality mistake.
Theorem 5.75 (Caporaso-Harris formula for Nd(α, β, s))
The following two recursive formulas hold for the invariants Nd(α, β, s), where we use the
notation r := 2d+ |β|−2s−1 (resp. rj := 2dj + |βj |−2sj−1 for all j) for the corresponding
number of real markings in the invariant:
a) (Moving a real point to the left) If r > 0 then
Nd(α, β, s) =
∑
k odd
Nd(α+ ek, β − ek, s) (A)
+
∑ 1
l!
(
s
s1,...,sl
)(
r−1
r1,...,rl
)(
α
α1,...,αl
) ∏
m even
(−m)α′m
l∏
j=1
kj even
kj
·
l∏
j=1
(
βjkj N
dj (αj , βj , sj)
)
(D)
where we set α′ := α−∑lj=1 αj , and where the sum in (D) runs over all l ≥ 0 and all
αj , βj , kj ≥ 1, dj ≥ 1, sj ≥ 0 for 1 ≤ j ≤ l satisfying
∑
j α
j < α,
∑
j(β
j − ekj ) = β,∑
j dj = d− 1,
∑
j sj = s.
b) (Moving a complex point to the left) If s > 0 then
Nd(α, β, s) =
∑−12 Nd(α+ ek1+k2 , β − ek1 − ek2 , s− 1) (B)
+
∑ 1
2
(
s−1
s1,s2
)(
r
r1,r2
)(
α
α1,α2
) · 2∏
j=1
Ndj (αj + ekj , β
j , sj) (C)
+
∑ 1
l!
(
s−1
s1,...,sl
)(
r
r1,...,rl
)(
α
α1,...,αl
)
Mk
∏
m even
(−m)α′m
l∏
j=1
kj even
kj
·
l∏
j=1
(
βjkj N
dj (αj , βj , sj)
)
(E)
+
∑ 1
(l−1)!
(
s−1
s1,...,sl
)(
r
r1,...,rl
)(
α
α1,...,αl
)
M˜k1
∏
m even
(−m)α′m
l∏
j=2
kj even
kj
·Nd1(α1 + ek1 , β1, s1)
l∏
j=2
(
βjkj N
dj (αj , βj , sj)
)
(F)
where as above α′ := α−∑lj=1 αj , and where the sums run over
(B) all k1, k2 ≥ 1 such that at least one of them is odd;
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(C) all αj , βj , kj ≥ 1, dj ≥ 1, sj ≥ 0 for j ∈ {1, 2} such that at least one of k1, k2 is
odd,
∑
j α
j = α,
∑
j β
j = β − ek1+k2 ,
∑
j dj = d,
∑
j sj = s− 1.
(E) all l ≥ 0 and all αj , βj , k ≥ 1, kj ≥ 1, dj ≥ 1, sj ≥ 0 for 1 ≤ j ≤ l such that∑
j α
j ≤ α, ∑j(βj − ekj ) = β − ek, ∑j dj = d− 1, ∑j sj = s− 1.
(F) all l ≥ 1 and all αj , βj , kj ≥ 1, dj ≥ 1, sj ≥ 0 for 1 ≤ j ≤ l such that
∑
j α
j < α,
β1 +
∑
j>1(β
j − ekj ) = β,
∑
j dj = d− 1,
∑
j sj = s− 1.
Here, the numbers Mk and M˜k are defined by
Mk =
{
k if k odd,
−1 if k even and M˜k =
{
k if k odd,
1 if k even.
Of course, for both equations it is assumed that the sums are taken only over choices of
variables such that all occurring sequences have only non-negative entries and all relative
broccoli invariants satisfy the dimension condition.
Proof. As we have mentioned already we move one of the point conditions to the far left, so
that each curve satisfying the conditions decomposes into a left part C0 and a right part C˜.
Since we have studied the possibilities for C0 and C˜ in proposition 5.73 already it only remains
to understand the different contributions to the relative broccoli invariant from each of these
cases.
a) The first formula arises from moving a real point to the left, so we have the cases (A) and
(D).
(A) C0 consists of one vertex of multiplicity 1, and C˜ has the same ends as C, with one odd
non-fixed left end replaced by a fixed one. Thus we only have to sum over all possibilities
of weights of this left end.
(D) We have to sum over all possibilities for C˜ to split into l connected components
C1, . . . , Cl, where Cj is of type (α
j , βj) with Iαj + Iβj = dj and passes through rj real
and sj complex points of P2, . . . , Pr+s. The right ends of C0 are the gluing points for
C1, . . . , Cl. They are fixed for C0 and thus non-fixed for C1, . . . , Cl, i.e. they belong to
β1, . . . , βl. Let kj be the weight of the edge with which C0 and Cj are connected. Then
we have
∑l
j=1(β
j−ekj ) = β. Also, we have
∑l
j=1 α
j < α, and α′ = α−∑lj=1 αj is the
sequence of fixed left ends adjacent to C0. The multinomial coefficient
(
s
s1,...,sl
)
gives
the number of possibilities how the s complex points of P2, . . . , Pr+s can be distributed
among the Cj . The second and third multinomial coefficient give the corresponding
number for the real points and the fixed left ends, respectively.
It remains to take care of different multiplicity factors. First of all note that every fixed
left end adjacent to C0 (described by α
′) is not a fixed end of C˜ any more, so when
counting the contribution from C˜ instead of C we lose a factor of ik−1 for every such
end of weight k (remember that the weights of the ends of a curve C enter into the
multiplicity mC , see definition 5.15). Also, each such fixed end is adjacent to a vertex
of C0 whose multiplicity is i
k−1 · k if k is even and ik−1 if k is odd. Thus, we lose a
factor i2k−2 = (−1)k−1 = 1 if k is odd, and k · i2k−2 = k · (−1)k−1 = −k if k is even.
Therefore we have to multiply by
∏
m even(−m)α
′
m .
Similarly, for j = 1, . . . , l the end of weight kj with which Cj is connected to C0 yields
a factor of ikj−1 in the multiplicity of C˜ that we do not need for C. The vertex of C0
adjacent to such an edge has multiplicity kj · ikj−1 if kj is even, and ikj−1 if kj is odd.
Thus we need to multiply by
∏l
j: kj even
kj .
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The factors βjkj stand for the number of possibilities with which of the β
j
kj
non-fixed
ends of weight kj the component Cj is connected to C0. The factor
1
l! takes care of the
overcounting due to the labeling of the components C1, . . . , Cl. As C0 has one end of
direction (0,−1) and (1, 1) each it is clear that we must have ∑j dj = d− 1.
b) In the second formula we move a complex point to the left, so we have four summands
corresponding to the possibilities (B), (C), (E), and (F).
(B) We have to sum over all possibilities k1 and k2 for the weights of the two left ends which
are adjacent to P1. If we sum over all tuples (k1, k2), we overcount by a factor of 2
since these two weights are unordered. Therefore we multiply by 12 . For summands with
k1 = k2, the
1
2 takes care of the factor of
1
2 in the multiplicity of the vertex of C0 that we
have to include when counting curves without labels at the unmarked ends (see remark
5.69). We lose factors of ik1−1 and ik2−1 since these two ends are not ends of C˜, and
we lose a factor of i−1 for the vertex of C0. Instead, we have a factor of ik1+k2−1 for
the end of C˜ with which it is glued to C0. Thus, we have to multiply by −1.
(C) In this case we have to sum over all choices of the connecting weights k1 and k2 (which
are fixed ends for C1 and C2), degrees d1 and d2, and numbers s1 and s2 of complex
markings on each component. The symmetry factor 12 cancels the overcounting due to
the labeling of the two components. The binomial factors count the possibilities how
the complex and real points and the fixed ends can be distributed among C1 and C2. In
C0, we have the left end contributing i
k1+k2−1 and a vertex contributing i−1, in C˜ we
have instead the two ends contributing ik1−1 and ik2−1. So we do not need to multiply
by a factor to take care of these multiplicities.
(E) The terms are essentially as in (D) above, except that in addition we have to sum over
all possibilities for the weight k of the non-fixed left end adjacent to P1. Also, this
non-fixed end is not an end of any of the Cj , so the condition
∑
j(β
j − ekj ) = β has
to be changed to
∑
j(β
j − ekj ) = β − ek. In addition to the factors of (D) we lose a
factor of ik−1 for the end, and of ik−1 if k is even and k · ik−1 if k is odd for the vertex
at P1. So altogether we have to multiply by i
2k−2 = (−1)k−1 = −1 if k is even and by
k if k is odd.
(F) We get again a similar summand as in (E). However, here instead of summing over the
possibilities for k we now have to choose one of the Cj — call it C1 — which is adjacent
to P1. This component will then have an additional fixed end of weight k1. So in the
invariant for C1 we have to replace α
1 by α1 + ek1 ; at the same time however we do
not have to multiply this invariant by β1k1 as C1 is connected to C0 by a fixed end. The
fixed end of weight k1 of C1 contributes a factor of i
k1−1 to C˜. We lose the multiplicity
of the vertex at P1 which is i
k1−1 if k1 is even and k1 · ik1−1 if k1 is odd. Hence we have
to multiply by M˜k1 .

Of course, theorem 5.75 now gives recursive formulas for all broccoli invariants Nd(α, β, s),
and thus in particular by remark 5.70 also for the Welschinger numbers WP2(d, 3d−2s−1, s).
5.6 Explicit computations of broccoli numbers
For small degrees d, the computations of theorem 5.75 can be driven by hand. The following
table shows all invariants Nd(α, β, s) for d ≤ 3.
The numbers in the last line respectively are those that correspond to the degree d Welschinger
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invariants. They agree with ones computed with the formula in [ABLdM11]. The entries in
the second last line are all 0 in accordance with example 5.40 b).
α, β s = 0 s = 1
(1), (0) 1
(0), (1) 1 1
α, β s = 0 s = 1 s = 2
(0), (0, 1) 0 0 −1
(2), (0) 1 1
(0, 1), (0) −2 −2
(1), (1) 1 1 1
(0), (2) 1 1 1
α, β s = 0 s = 1 s = 2 s = 3 s = 4
(0, 0, 1), (0) 3 1 −1
(0, 1), (1) −12 −8 −4 0
(1, 1), (0) −8 −4 0
(1), (0, 1) 0 0 0 0
(1), (2) 8 6 4 2
(2), (1) 8 6 4 2
(3), (0) 6 4 2
(0), (0, 0, 1) 3 1 −1 −3
(0), (1, 1) 0 0 0 0
(0), (3) 8 6 4 2 0
Notice that our computations involve all cases of theorem 5.75 except case (C). So these
results verify our formula only in parts.
More test data have been computed by Inge Sandstad Skrondal in his master thesis [Skr12].
He implemented our formula in Java and got results up to degree 6. Unfortunately, his code
takes a lot of time and memory to check the conditions on the sequences αj , βj and dj . So
the program did not computed all the numbers of degree 6. We only list the numbers starting
with degree 4 as the numbers of degree ≤ 3 agree with the results of our computations. As
one can see the absolute Welschinger numbers of degree 4 and 5 coincide the ones computed
in [ABLdM11].
It is worth to have a look at Inge’s thesis as he also found analogue formulas to theorem 5.75
for S = P1 × P1 and P2k with k ≤ 2.
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α, β s = 0 s = 1 s = 2 s = 3 s = 4 s = 5
(0), (0, 0, 0, 1) 0 0 0 0 8
(0), (0, 2) 0 0 0 0 0
(0), (1, 0, 1) 108 44 12 −4 −20
(0), (2, 1) 0 0 0 0 0 16
(0), (4) 240 144 80 40 16 0
(0, 0, 0, 1), (0) −72 −16 8 32
(0, 0, 1), (1) 75 33 11 1 −5
(0, 1), (0, 1) 0 0 0 0 −16
(0, 1), (2) −288 −160 −80 −32 0
(0, 2), (0) 120 48 8 −32
(1), (0, 0, 1) 33 11 1 −5 −15
(1), (1, 1) 0 0 0 0 0
(1), (3) 240 144 80 40 16 0
(1, 0, 1), (0) 33 11 1 −5
(1, 1), (1) −240 −124 −56 −20 0
(2), (0, 1) 0 0 0 0 0
(2), (2) 240 144 80 40 16
(2, 1), (0) −124 −56 −20 0
(3), (1) 216 126 68 34 16
(4), (0) 126 68 34 16
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α, β s = 0 s = 1 s = 2 s = 3 s = 4 s = 5 s = 6 s = 7
(0), (0, 0, 0, 0, 1) 189 33 −7 −11 21 105
(0), (0, 1, 1) 0 0 0 0 0 −32
(0), (1, 0, 0, 1) 0 0 0 0 0 0
(0), (1, 2) 0 0 0 0 0 0 0
(0), (2, 0, 1) 8208 3156 1056 252 −16 −28 192
(0), (3, 1) 0 0 0 0 0 0 0
(0), (5) 18264 9096 4272 1872 744 248 64 64
(0, 0, 0, 0, 1), (0) 189 33 −7 −11 21
(0, 0, 0, 1), (1) −5184 −1600 −352 32 128 0
(0, 0, 1), (0, 1) 0 0 0 0 0 −32
(0, 0, 1), (2) 4320 1764 640 188 32 20
(0, 1), (0, 0, 1) −1080 −352 −72 16 −24 −192
(0, 1), (1, 1) 0 0 0 0 0 0
(0, 1), (3) −18192 −8544 −3744 −1488 −496 −128 −128
(0, 1, 1), (0) −864 −264 −48 8 −64
(0, 2), (1) 9792 3904 1376 352 0 128
(1), (0, 0, 0, 1) 0 0 0 0 0 0
(1), (0, 2) 0 0 0 0 0 0
(1), (1, 0, 1) 3888 1392 416 64 −48 −48
(1), (2, 1) 0 0 0 0 0 0 0
(1), (4) 18264 9096 4272 1872 744 248 64
(1, 0, 0, 1), (0) −1728 −416 −32 64 0
(1, 0, 1), (1) 2736 1012 320 68 −16 −12
(1, 1), (0, 1) 0 0 0 0 0 64
(1, 1), (2) −16272 −7392 −3104 −1168 −368 −128
(1, 2), (0) 4032 1440 416 64 128
(2), (0, 0, 1) 1152 380 96 −4 −32 −36
(2), (1, 1) 0 0 0 0 0 0
(2), (3) 18264 9096 4272 1872 744 248 64
(2, 0, 1), (0) 1044 336 84 0 −12
(2, 1), (1) −11664 −5024 −1984 −688 −176 −64
(3), (0, 1) 0 0 0 0 0 −32
(3), (2) 17304 8520 3952 1712 680 248
(3, 1), (0) −5088 −2016 −720 −208 −64
(4), (1) 13560 6472 2912 1232 488 216
(5), (0) 6504 2928 1248 504 216
α, β s = 0 s = 1 s = 2 s = 3 s = 4 s = 5 s = 6 s = 7 s = 8
(0), (0, 0, 0, 0, 0, 1) 0 0 0 0 0 0 −336
(0), (0, 0, 2) 15714 4122 762 18 −30 −6 474
(0), (0, 1, 0, 1) 0 0 0 0 0 0 0
(0), (0, 3) 0 0 0 0 0 0 0 0
(0), (1, 0, 0, 0, 1) 39150 8838 1278 −250 −274 102 1086
(0), (1, 1, 1) 0 0 0 0 0 −32 −192 −2976
(0), (2, 0, 0, 1) 0 0 0 0 0 0 0 −1152
(0), (2, 2) 0 0 0 0 0 0 0 0
(0), (3, 0, 1) 1215360 424992 136704 38592 8192 352
6 Broccoli curves of genus 1
The purpose of this section is to describe the problems we encounter when we want to carry
over the concept of broccoli curves of genus 0 to genus 1. This study is work in progress so we
are only able to present partial results. Broccoli curves of genus 1 are a good subject to study
as they could be the source of new invariants of real curves of genus 1 on the classical side
once we are able translate broccoli invariants to the classical world. Note that the construction
of new tropical invariants of curves of genus g > 0 in [IKS09] is for curves passing through
only real points.
The main interplay is between the construction of the corresponding moduli space, the local
invariance of broccoli numbers in this moduli space and the adding of new vertex types to
definition 5.15, respectively 5.21, in order to define broccoli curves of genus 1. Indeed, heuris-
tically one could start to take the vertex types of definition 5.21 and construct curves of degree
∆ with a cycle passing through |∆| − 1 + g = |∆| − 1 + 1 = |∆| points in generic position in
the sense of 5.8 (note that this definition depends on the structure of the moduli space).
First we have to exclude cells of too high dimension in our moduli space under construction
similar to 2.28 and [KM09a]. Defining the deficiency def(α) of a combinatorial type α as in
[KM09a, definition 2.7] as
def(α) =

2, if g = 1 and the cycle is mapped to a point in R2
1, if g = 1 and the cycle is mapped to a line in R2
0, otherwise.
The dimension of the corresponding cell in the moduli space is |∆| + r −∑V (val V − 3) −∑
W (val W −4)+def(α) similar to [KM09a, lemma 3.1], where V are vertices in h(Γ) without
a big dot and W are vertices in h(Γ) with a big dot. We want to eliminate cells of this moduli
space which have dimension bigger than |∆|+ r. Uncomplicated are curves with a cycle such
that the direction vectors of edges adjacent to a vertex in the cycle are not the same, i.e. they
span R2 and def(α) = 0. Note that in this case, as it can be seen below, we can treat such
curves as rational broccoli curves as in the last chapter if we cut the curve on an edge of the
cycle.
cut
=⇒cut =⇒
We can make sure that the number of conditions is the right one if we conserve the cut as one
gluing condition, i.e. the information of the two newly created unbounded edges that have to
be glued together to regain a broccoli curve of genus 1. Indeed, before we had (|∆|−1)+1 and
after cutting we need (|∆|−1+2)+0 conditions where the 2 comes from two new unbounded
edges. This approach is similar to [KM09a, remark 3.6]. If def(α) = 1 oder def(α) = 2 the
situation is more complicated.
b)a)
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In case a), where def(α) = 1, the dimension of the cell is 8, but the right dimension would be
7. This is reflected in the picture by the fact that the flat cycle can move on the horizontal
edge when we allow only 3 real markings to fix the curve. So the dimension is too big. Note
that the picture b) is dynamic: there is a curve with a moving loop. So def(α) = 2. Here,
the right dimension is |∆|+ r = 7. But as the loop is there the actual dimension is 9, i.e. the
dimension is too big, too. This is obvious as the evaluation map can not be injective, since
the loop can shrink and increase as depicted. The only type of a flat cycle that is possible is
depicted below.
Namely, it is clear that the evaluation map is never injective when the curve has a loop. So
def(α) = 1, and hence in order to be in the right dimension, we need a 4-valent vertex in the
curve. But the evaluation map is only injective if the 4-valent vertex is located next to the
cycle. We are supposed to need |∆| = 4 conditions and we actually need 4 conditions. The
dimension is 4 + 4− 1− 1 = 2|∆|. In the following we allow curves having a flat cycle next to
a 4-valent vertex as above. Note that in the case of only real conditions which are not allowed
on a vertex, flat cycles play no role as the evalution map is then not injective.
Assuming that the multiplicity of a curve of the right dimension is real we then have to prove
that if we move a point in the configuration ω such that ω remains generic and deform the
curve accordingly, then the multiplicity (or the sum of multiplicities if we cross codimension-1
cells of the moduli space) keeps invariant. When we do so, it may happen that a new vertex
type in the deformed curves appears. In this case we have to decide how to proceed: if we
want to allow this vertex type in our definition of broccoli curves of genus 1 or if we do not
need this vertex type and can establish the invariance in another way. If we keep it, then we
have to think about its multiplicity. Consider for instance the situation below.
       
       
       
       
       





2
B D
1
E
2
∅
∅2
A B’ D’C’
2
C
1
Here we have ∆ = ((−1,−1), (1, 1), (−1, 1), (1,−1)). Let us consider the first row. In the
sequence B-E we move the complex marking vertically downwards. The curves B and D pass
through points in special position, while the curves C, E pass through points in general position.
Also, the curves C-E are of topological genus 1, while the curve B is of topological genus 0
(remember that they are all of genus 1 in the sense of definition 2.17). When we move the
complex marking in the curve B upwards there is no curve that we obtain by deformation of
B. Notice that E contains only vertex types of 5.21 but the curve C has a new vertex type:
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So whatever multiplicity we assign to C, the first row will never be invariant! In order to obtain
invariance, i.e. local invariance in the moduli space, one could consider cells in the moduli space
together as indicated by the red box. This means that in the example we think of the curves C
and C’ as being in one cell of the moduli space even if we actually do not modify our moduli
space. The second row with curves A to D’ is somewhat symmetric to the first as there is e.g.
no curve E’. Considering the whole picture we have invariance if we assign to the pair C & C’
multiplicity 1. But this situation does not tell us what precisely is the multiplicity of C or C’.
Also, we cannot yet deduce what the multiplicity of the new vertex type should be.
In some special cases we can prove local invariance which we are going to present. If we can
prove local invariance in all possible cases and if we can verify that some “connectedness in
codimension-1” argument holds, then we are done. Problematic is here that multiplicities of
curves are likely not to be products of vertex multiplicities as in 5.15.
6.1 Invariance in a first case
Definition 6.1 (New codimension-1 type (E1))
We define the vertex type (E1) appearing in codimension-1 in this first class of examples as
depicted below. This completes the list given in the proof of theorem 5.26.
(E1)
Theorem 6.2 (Local picture)
Let4ABC ⊂ R2 be a lattice triangle with corners A,B, and C, whose lattice points are in the
set {A,B,C} or in the interior int(4ABC). Assume there are n lattice points in int(4ABC).
Consider a broccoli curve dual to 4ABC consisting of a vertex of type (E1) as in 6.1 and a
vertex of type (1) of 5.15 passing through one big dot marking P and one thin dot P ′ such
that (P, P ′) is a point configuration in special position.
Then it holds for the multiplicities multCl/multCr of broccoli curves Cl/Cr of genus 1 appearing
when moving P ′ to the left/right hand side and passing through P and P ′:
∑
Cl
multCl =
∑
Cr
multCr and
∣∣∑
Cl
multCl
∣∣ = n(n+ 1)
2
.
Example 6.3
To make the statement of the theorem clear, consider the following example.
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2i
1
i
Moving P ′ to the left: Moving P ′ to the right:
1
−1
1
1
−3−1
−2
−3
1
P
P ′
A
C
B
not a broccoli curve!
In this case, ∆ = ((−3, 2), (−1,−1), (4,−1)) and4ABC = Conv((1, 0), (0, 1), (2, 4)), having
n = 2 lattice points in int(4ABC). The two curves Cl are depicted on the left hand side.
Each of them corresponds to the subdivision of 4ABC where one of the lattice points inside
4ABC is connected to the 3 corners of 4ABC. They are both broccoli curves in the sense
of 5.21 with multiplicity −1 and −2, respectively. On the right hand side there is one curve Cr
corresponding to the subdivision of 4ABC in which the upper lattice points inside 4ABC
is connected to the 3 corners of 4ABC. This curve has multiplicity −3. The curve drawn
below is not a broccoli curve as the encircled vertex does not exist in the list 5.15. We observe
that the sum of multiplicities on the left and on the right hand side are the same and it holds
| − 3| = 3·22 . Also, this example motivates some remarks.
Remark 6.4
• The codimenson-1 cells in this (local) moduli space correspond to a curve with a con-
tracted cycle.
• Curves appearing as resolutions of the cycle are not always broccoli curves.
• n equals the number of possible resolutions of the contracted cycle on the left respectively
right hand side.
• No new vertex types need to be introduced for this theorem.
• An analogous statement holds when P is moved instead.
• The theorem contains actually two claims: the one of invariance while moving P and
the closed formula for the sum of multiplicities on the left and on the right hand side,
respectively.
We will now show the theorem giving two useful lemmata first.
Definition 6.5
Let 4ABC be a lattice triangle as in theorem 6.2 with corners A,B,C. When we reflect the
triangle 4ABC at the side a = BC we obtain the triangle 4BCA′ with corners B,C,A′
as indicated in the figure below. We proceed analogously in order to find the triangles with
corners A,C,B′ and A,B,C ′, respectively.
A′
C′
A
B′
C
ba
c
B
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Denoting the lattice area by ` we define the sum
SxY ′ :=
∑
Q
`(4xQ),
where x ∈ {a, b, c}, Y ∈ {A,B,C} such that the letter x is different from the letter in Y
and the sum goes over all lattice points Q inside the parallelogramm ABCY ′. In the same
manner, denoting by odd ` the function which takes value 0 if the lattice area is even and as
value the lattice area if the lattice area is odd, we then define the sum
SoddxY ′ :=
∑
Q
odd `(4xQ),
where x ∈ {a, b, c}, Y ∈ {A,B,C} such that the letter x is different from the letter in Y and
the sum goes over all lattice points Q inside the parallelogramm ABCY ′.
Remark 6.6
The points Q of 6.5 will not lie on an edge of any triangle defined in 6.5 by the assumption of
theorem 6.2.
Lemma 6.7
In the context of theorem 6.2 we have `(4ABC) = 2n+ 1 and for the sums defined in 6.5 it
holds:
SxY ′ =n(2n+ 1) and S
odd
xY ′ = n
2.
Furthermore, for any x ∈ {a, b, c} the function `(4xQ) takes every value between 1 and 2n
exactly once, where Q is a lattice point inside the parallelogramm ABCY ′.
Proof. Consider lattice points Q inside a parallelogramm ABCY ′ for w.l.o.g. Y = A and
x = c. First, we claim that the lattice areas of the triangles 4cQ are pairwise different.
Therefore, we choose w.l.o.g. B as origin of our affine coordinate system. Assume there are
points Q1 and Q2 such that it holds `(4cQ1) = `(4cQ2). Assume that the direction vector of
the side c is (x, y) and that of the vector
−−→
BQi is called (xi, yi), then `(4cQi) can be computed
as
∣∣ det(x xi
y yi
) ∣∣. So the equality of the areas is equivalent to |xy1 − yx1| = |xy2 − yx2|,
which is equivalent to say there is γ ∈ Z \ {0} with
(
x1
y1
)
=
(
x2
y2
)
+ γ
(
x
y
)
. But then one
of the points Qi cannot lie inside ABCA′ as the side a is of lattice length 1. Hence, the
areas cannot be the same. Next, we claim that `(4XYQ) takes all values between 1 and 2n,
where n is, as in theorem 6.2, the number of lattice points in the interior of 4ABC. So, as
there are 2n lattice points inside ABCX ′ and using the first claim, we only have to prove
that the lattice area (4cQ) cannot be bigger than 2n, since `(4ABC) = 2n + 1 by Pick’s
formula 5.16. But this is clear as the lattice area of 4ABC and 4BCA′ are both 2n+1, and
therefore the triangles 4cQ with Q inside ABCA′ should have a smaller area than 2n+ 1.
Hence,
ScA′ =1 + 2 + . . .+ 2n =
2n(2n+ 1)
2
= n(2n+ 1) and
SoddcA′ =1 + 3 + . . .+ (2n− 1) =
b 2n−1
2
c∑
i=1
i+
d 2n−1
2
e∑
i=1
i
=
b2n−12 c · (b2n−12 c+ 1)
2
+
d2n−12 e · (d2n−12 e+ 1)
2
=
(n− 1)n
2
+
n(n+ 1)
2
= n2.

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Lemma 6.8
Consider the parallelogramm ABCA′ as in definition 6.5. Then for each lattice point Q
in the interior of the triangle 4BCA′ there is exactly one lattice point Q′ in the interior of
4ABC such that
`(4ABQ) = `(4ACQ′) + `(4BCQ′).
Denote by fA′ the function which associates to each point Q the point Q
′ as above.
B
A
C
A′ Q
Q′
Proof. Let Q be a lattice point inside4BCA′. Then the point Q′ inside4ABC which we ob-
tain when we reflect Q at the midpoint of the side a satisfies `(4cQ′)+`(4cQ) = `(4ABC),
because
−−→
BQ+
−−→
BQ′ =
−−→
BC. The point Q′ is the only point in ABCA′ having this property
by lemma 6.7. Then, obviously we have `(4cQ) = `(4ABC) − `(4cQ′) = `(4BCQ′) +
`(4ACQ′). 
Proof of thm 6.2. Let Q be a lattice point in the interior of 4ABC. Define αQa to be the
lattice area of the triangle 4BCQ, analogously for αQb and αQc . αQi can be odd (o) or even
(e) for each i ∈ {a, b, c}. Then in total, there are four cases. Note that the case where all αi
are even is not possible since the total lattice area is 2n+ 1.
C
B
A
αc
αbP
αa
a
c
b
Case αQa α
Q
b α
Q
c
1 o o o
2 e e o
3 e o e
4 o e e
(1)
Consider now a point configuration ω = (P, P ′) as in theorem 6.2. Then, if we move P to the
left or right hand side, there is exactly one curve passing through points in general position on
each side. This curve does not contain necessarily broccoli vertices, see 5.21. Depending on
the parity of the weight of the edges E1, E2, E3 the multiplicity mult(Vi) in the sense of 2.23
contributes to the multiplicity mC as in 5.15 of each of the two curves.
P
P ′
mult(Vb)
E2
E3
E1
mult(Va)
mult(Vc)
It is clear by remark 4.1 that mult(Vi) = α
Q
i for i ∈ {a, b, c}. So, if αQi is even, then at
least one of the edges adjacent to the corresponding vertex Vi is even by Pick’s formula 5.16.
Knowing the parity of αQi for all i ∈ {a, b, c} we also know which of the edges Ej are even
or odd. Note that given a triangle 4ABC as in theorem 6.2 having lattice area 2n+ 1, then
the total sign of the multiplicity of each broccoli curve C passing through a generic point
configuration (P, P ′) is imult(Va)−1 · imult(Vb)−1 · imult(Vc)−1 = i2n+1−3 = i2n−2 ∈ {−1, 1}. So
the multiplicities mC up to global sign are as follows depending on the case.
Case mC on the left mC on the right
1 αQa α
Q
b
2 αQb α
Q
a
3 αQc /
4 / αQc
(2)
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We now intend to express the sum of multiplicities mC going over all lattice points Q inside
the triangle 4ABC taken when P is moved to the left hand side and to the right hand side,
respectively, as linear combination of the sums SxY ′ and S
odd
xY ′ . We claim that the sum on the
left hand side is
−1
2
SoddcA′ +
1
2
SoddaB′ −
1
2
SoddbC′ +
1
2
ScA′ , (3)
and that one on the right hand side
−1
2
SoddcA′ −
1
2
SoddaB′ +
1
2
SoddbC′ +
1
2
ScA′ . (4)
By lemma 6.7 each sum does not depend on the choice of the parallelogramm ABCX ′. Let
us first consider the sum (3). We have
−1
2
SoddcA′ =−
1
2
∑
Q in ABCA′
s.t. `(4cQ) is odd
`(4cQ)
=− 1
2
( ∑
Q in 4ABC
s.t. αQc is odd
αQc +
∑
Q in 4BCA′
s.t. `(4cQ) is odd
`(4cQ))
6.8
= − 1
2
( ∑
Q in 4ABC
s.t. αQc is odd
αQc +
∑
Q in 4BCA′
s.t. `(4cQ) is odd
(α
fA′ (Q)
a + α
fA′ (Q)
b )
)
=− 1
2
( ∑
Q in 4ABC
s.t. αQc is odd
αQc +
∑
Q′ in 4ABC s.t.
αQ
′
a is even
and αQ
′
b is odd
(αQ
′
a + α
Q′
b ) +
∑
Q′ in 4ABC s.t.
αQ
′
a is odd
and αQ
′
b is even
(αQ
′
a + α
Q′
b )
)
.
1
2
SoddaB′ =
1
2
∑
Q in ABCB′
s.t. `(4aQ) is odd
`(4aQ)
=
1
2
( ∑
Q in 4ABC
s.t. αQa is odd
αQa +
∑
Q in 4ACB′
s.t. `(4aQ) is odd
`(4aQ))
6.8
=
1
2
( ∑
Q in 4ABC
s.t. αQa is odd
αQa +
∑
Q in 4ACB′
s.t. `(4aQ) is odd
α
fB′ (Q)
b + α
fB′ (Q)
c
)
=
1
2
( ∑
Q in 4ABC
s.t. αQa is odd
αQa +
∑
Q′ in 4ABC s.t.
αQ
′
b is even
and αQ
′
c is odd
(αQ
′
b + α
Q′
c ) +
∑
Q′ in 4ABC s.t.
αQ
′
b is odd
and αQ
′
c is even
(αQ
′
b + α
Q′
c )
)
.
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−1
2
SoddbC′ =−
1
2
∑
Q in ABCC′
s.t. `(4bQ) is odd
`(4bQ)
=− 1
2
( ∑
Q in 4ABC
s.t. αQb is odd
αQb +
∑
Q in 4ABC′
s.t. `(4bQ) is odd
`(4bQ))
6.8
= − 1
2
( ∑
Q in 4ABC
s.t. αQb is odd
αQb +
∑
Q in 4ABC′
s.t. `(4bQ) is odd
α
fC′ (Q)
a + α
fC′ (Q)
c
)
=− 1
2
( ∑
Q in 4ABC
s.t. αQb is odd
αQb +
∑
Q′ in 4ABC s.t.
αQ
′
a is even
and αQ
′
c is odd
(αQ
′
a + α
Q′
c ) +
∑
Q′ in 4ABC s.t.
αQ
′
a is odd
and αQ
′
c is even
(αQ
′
a + α
Q′
c )
)
.
1
2
ScA′ =
1
2
∑
Q in ABCA′
`(4cQ)
=
1
2
( ∑
Q in 4ABC
αQc +
∑
Q in 4BCA′
`(4cQ))
6.8
=
1
2
( ∑
Q in 4ABC
αQc +
∑
Q in 4BCA′
(α
fA′ (Q)
a + α
fA′ (Q)
b )
)
=
1
2
( ∑
Q in 4ABC
αQc +
∑
Q′ in 4ABC
(αQ
′
a + α
Q′
b )
)
.
So in total we have
−1
2
S oddcA′ +
1
2
S oddaB′ −
1
2
S oddbC′ +
1
2
ScA′ =
∑
Q in 4ABC
in case 1
αQa +
∑
Q in 4ABC
in case 2
αQb +
∑
Q in 4ABC
in case 3
αQc ,
This is equal to the absolute value of the sum of the multiplicities mC using the tables (1)
and (2). By lemma 6.7 we can compute (3) as
−1
2
S oddcA′ +
1
2
S oddaB′ −
1
2
S oddbC′ +
1
2
ScA′ =
1
2
(n(2n+ 1)− n2) = n(n+ 1)
2
.
Proceeding in an analogous way for (4), we obtain
− 1
2
SoddcA′ −
1
2
SoddaB′ +
1
2
SoddbC′ +
1
2
ScA′
=
∑
Q in 4ABC
in case 2
αQa +
∑
Q in 4ABC
in case 1
αQb +
∑
Q in 4ABC
in case 4
αQc
=
n(n+ 1)
2
.
Hence, the sums of multiplicities mC when moving P to the left hand side, respectively to the
right hand side, are equal. 
6.2 Invariance for a second class of examples
Next, we treat a class of examples which generalizes the example of the introduction of this
chapter. In particular, we need a new vertex type in order to prove the invariance. Let us first
define the curve we deal with in this section.
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Definition 6.9 (Oriented broccoli curve of genus 1)
An oriented broccoli curve of genus 1 is a (r, s)-marked (plane tropical) curve (C, h) of genus
1 with C = (Γ, x1, . . . , xr+s, y1, . . . , yn) where
• x1, . . . , xr are its real markings,
• xr+1, . . . , xr+s its complex markings,
• y1, . . . , yn its unmarked ends,
• which is oriented in the sense of 5.13,
• and all of whose vertices are of the type (1)-(6) of 5.15 and/or of type (10)-(11) as
depicted below.
(10) (11)
We are not going to define unoriented broccoli curves of genus 1 (neigher we will show their
equivalence to oriented curves) as we did in 5.21 since definition 6.9 is work in progress and
may be modified at a later state of this work.
Definition 6.10 (New codimension-1 types (E2)-(E4))
We define vertex types (E2)-(E4) appearing in codimension-1 in this second class of examples
as depicted below. This expands the list given in the proof of theorem 5.26 and of definition
6.1.
(E2) (E3) (E4)
Definition 6.11 (n-cycles)
Let (C, h) be a parametrized tropical curve. We define an n-cycle to be a subgraph of h(Γ)
being a cycle and having n vertices.
Theorem 6.12
Let ∆ = (v(y1), . . . , v(y4)) a tropical degree containing only primitive vectors and consider
the dual subdivision (as defined in 4.1) P∆ = P1 ∪ P2 which satisfies:
• P1 is a triangle having a horizontal side c of lattice length m and lattice height h w.r.t.
c, but whose two other sides a and b are of lattice length 1. P1 may contain lattice
points in its interior.
• P1 is glued at the side c to the triangle P2 which has lattice height 1 w.r.t. the side
c and whose other two sides a′ and b′ are of lattice length 1. Therefore, it does not
contain any lattice points in its interior.
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Consider a broccoli curve dual to P∆ consisting of a vertex of type (E1) or (E2) as in 6.1
respectively 6.10, two vertices of type (1) and one vertex of type (2) or (3) of 5.15 passing
through one big dot P and two thin dots P ′ and P ′′ such that (P, P ′, P ′′) is a point configu-
ration in special position. Simultaneously, consider a broccoli curve dual to P∆ consisting of a
vertex of type (E3) or (E4) as in 6.10, two vertices of type (1) and one vertex of type (11) or
(10) of 6.9 passing through the same configuration (P, P ′, P ′′) in special position. For both
curves, there are two possiblities - P can lie on the upper vertex or on the lower vertex as
depicted below which we will call first and second codimension-1 situation in the following.
P P ′
P ′′
3
P ′
P ′′
3
P
c
P1
B
C
A
P2
D
P P ′
P ′′
P ′
P ′′
P
2 2
One obtains the second from the first situation by moving P vertically downwards. Then
it holds for the multiplicities multCl/multCr of broccoli curves Cl/Cr of genus 1 passing
through (P, P ′, P ′′) appearing when moving P upwards from the first codimension-1 situation,
respectively downwards from the second codimension-1 situation:
∑
Cl
multCl =
∑
Cr
multCr .
That is, we can define an appropriate multiplicity for the bunch of flat cycles appearing between
these codimension-1 situations as specified in 6.18, 6.19, and 6.20.
Remark 6.13 (Choice of moved points)
Analogous statements hold if we move P ′ or P ′′ instead.
Example 6.14
Considering the situation in the figure of theorem 6.12 we have three lattice points in the
interior of P1. Each of them gives rise to a cycle in the curve when we move P such that
(P, P ′, P ′′) is generic in a similar way to what happens in theorem 6.2. As there are no lattice
points inside P2, there is no cycle contribution from P2. Somewhat new compared to the
case in theorem 6.2 are 4-cycles and flat cycles. They are possible because we consider a dual
subdivision with two polygons at the same time. Curves with a 4-cycle contain only vertex
types of definition 5.21 and therefore we can compute their multiplicity mC . The multiplicity
of a curve with a flat cycle has to be determined since it contains new vertices – in this example
of type (11) and in the example of the introduction of this chapter of type (10). The study
of examples like this one gives only information about the sum of multiplicities of curves with
a flat cycle as they always appear together. In this case here the sum of the multiplicities of
the two curves in the yellow box is 6 and in the example of the introduction of this chapter
the sum is 1.
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3
∅
3
3
2
3 33
3 3
3
5
2
6
4
6
c
P1
B
C
A
P2
D
3
As we will see, this sum of multiplicities depends on the parity of the lattice lengths m and h
as defined in 6.12.
Remark 6.15 (Cases in theorem 6.12)
The following cases are possible for m and h in the situation of theorem 6.12.
Case 1: m and h are even,
Case 2: m and h are odd,
Case 3: m is even and h is odd.
The case where m is odd and h is even does not occur. Namely, assume that h is even and
m is odd. Denote by m′ and m′′ the parts of m subdivided by the height h if the h lies inside
4ABC and choose m′ and m′′ as depicted on the right hand side otherwise. As m = m′+m′′
respectively m = m′′ is odd, then w.l.o.g. m′ in the figure below is even. By the theorem of
Pythagoras m′2 + h2 = h′2 the lattice length h′ is also even, which is a contradiction to the
requirement of theorem 6.12 that the vectors in ∆ are primitive.
h
h′
P1
h′
P1
h
m′ m′′m′m′′
Lemma 6.16
Let Q be a lattice point on the side c and denote by m1 the lattice length of BQ and by m2
the lattice length of QA. Then it holds for the lattice length l of QC in the cases of 6.15:
Case 1: if m1 und m2 are odd, then l is even; if m1 and m2 are even, then l is odd,
Case 2: l is always odd,
Case 3: l is always odd.
Proof. First note that we have for a right-angled lattice triangle as below
γ = gcd(α, β), (5)
where α, β, γ are the lattice lengths of the corresponding edges.
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γ
β
α
Using relation (5) we can treat cases 2 and 3 simultaneously. Namely, given a point Q as in
the theorem choose R ∈ Z × {0} such that the lattice length of CR is h and 4CQR is a
triangle with right angle at R. Set h = α and l = γ. If the lattice length β of RQ is even,
then gcd(α, β) is odd. If the lattice length β of RQ is odd, then gcd(α, β) is odd since the
gcd of two odd numbers is always odd.
It remains to prove the statement for case 1. It is clear that the mi have the same parity. If
R ∈ Z× {0} is as above, then 4CRA and 4CRB have both a right angle at R. Since the
sides a and b are of lattice length one, the lattice lengths of BR and AR should be odd by
(5). If Q is such that the mi are of odd lattice length, then RQ is of even length. Hence,
considering the triangle 4CQR which is right at Q, we know by (5) that QC should be of
even length. If, in contrast, the mi are of even length, then RQ is of odd length and therefore
by (5) QC is of odd length. 
We now consider the cases one after the other. Let us start with a remark that will be useful
in the following. The proof of theorem 6.12 follows then from the lemmata 6.18, 6.19 and
6.20.
Remark 6.17 (Possible cycles)
Disregarding flat cycles, it is clear by the definition of a dual subdivision that tropical curves
dual to P∆ having a cycle correspond to triangulations of P∆ having an interior vertex. As
we are interested in counting curves passing through generic point configurations and as the
point configuration contains one big dot and two thin dots, curves with a non-flat cycle (that
contribute) should have an n-cycle with 3 ≤ n ≤ 4 vertices as we have only 4 ends in the
situation of theorem 6.12.
Lemma 6.18 (Case 1)
In case 1 of 6.15 invariance holds at the two codimension-1 situations of theorem 6.12. In
particular, when we move P upwards from the first codimension-1 situation we obtain only
curves with broccoli vertices from chapter 5 and the same holds for moving P downwards
from the second codimension-1 situation. The codimension-0 cells we obtain when we move P
downwards from the first codimension-1 situation or upwards from the second codimension-1
cell contain flat cycles with vertices as in 6.10 and they count in sum 0.
Proof.
• First we claim that if we move P upwards from the first codimension-1 situation then
only 4-cycles contribute. Indeed, we have seen in section 1 that lattice points in the
interior of a lattice triangle (dual to a tropical curve) should be seen as contracted 3-
cycles. In the situation of theorem 6.12 there are only lattice points inside P1. Since m
is of even lattice length, curves dual to P∆ having a 3-cycle have a vertical edge of even
weight. The types occuring just differ by the number and the position of edges of even
weight in the cycle, e.g.:
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These types have in common that they are not broccoli curves. Hence, there are no
curves with 3-cycles which contribute when we move P upwards. Curves with a flat
cycle do not appear when we move P upwards since flat cycles need to be mapped
to the edge of h(Γ) dual to c, but as the position of P ′ is fixed, this edge cannot be
prolonged for P moved upwards. Considering curves with 4-cycles they only contribute
if at most one of the four edges in the cycle is even by an argumentation similiar to the
case of 3-cycles. More precisely, they correspond to triangulations of P∆ such that there
is a lattice point Q on the side c with mi are odd, because when the mi are odd then
the two vertical edges in a 4-cycle are odd and by lemma 6.16 the upper horizontal edge
is of even weight. The lower horizontal edge must be of odd weight since P2 has lattice
height 1.
2
3
4
3
Broccoli curves with such a 4-cycle all have the same sign because the total lattice
area p = m · (h + 1) of P∆ is constant and 4-cycles correspond to decompositions
of P∆ = Q1 ∪ . . . ∪ Q4 where the Qi are triangles. Therefore, using 5.15 the sign
of a broccoli curve dual to this decomposition is (−1)q1 · (−1)q2 · (−1)q3 · (−1)q4 =
(−1)q1+q2+q3+q4−4 = (−1)p−4, where qi is the lattice area of Qi.
• When we move P downwards from the first codimension-1 situation then 4-cycles are
not possible anymore: the moved point has to be in the vicinity of the upper vertex of the
initial special configuration of points, i.e. in a 4-cycle on one of the upper vertices. But
the right vertex is not possible since then the points would not be in general position and
the left vertex corresponds to moving P upwards. But this time, 3-cycles are possible
and count if there are only odd edges in cycle:
Broccoli curves with such a 3-cycle have all the same sign and this sign equals the sign of
broccoli curves with a 4-cycle as above. This is true since the total lattice area p of P∆ is
constant and 3-cycles correspond to decompositions of P1 = Q1∪ . . .∪Q3 in P∆, where
the Qi are triangles. Therefore, using 5.15 the sign of a broccoli curve dual to P∆ with
this decomposition is (−1)q1 · (−1)q2 · (−1)q3 · (−1)p2 = (−1)q1+q2+q3+q4−4 = (−1)p−4,
where qi is the lattice area of Qi and p2 is the lattice area of P2. The last type of cycles
that appear here are flat cycles.
• If we move P downwards from the second codimension-1 situation, 4-cyles are possible
again at a certain moment but flat cycles are not anymore as the situation is symmetric
to the one above. Also, there are only 4-cycles possible which have exactly one edge
of even weight and the other being odd. But as the edge of even weight is the upper
horizontal edge in the cycle, curves with such a 4-cycle are not broccoli curves.
2
3
4
3
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3-cycles are not possible since P2 does not contain lattice points in the interior. So there
are no broccoli curves which count!
We define the sum of multiplicities of curves with a flat cycle to be zero. We then claim that
the invariance in each codimension-1 situation holds, i.e. we have to show that the sum of
multiplicities of broccoli curves with 4-cycles appearing when we move P upwards from the
first codimension-1 situation equals the sum of broccoli curves having a 3-cycle when we move
P downwards from the first codimension-1 situation. This implies that the invariance also
holds for the second codimension-1 situation since the sum of multiplicities of curves with a
flat cycle is zero and there are no other curves contributing when we move P upwards from
the second codimension-1 situation and no curves at all when we move P downwards from the
second codimension-1 situation.
Let us first consider broccoli curves with a 4-cycle. So there is a lattice point Q on the side c
with mi both odd. If the mi have different value, then there are two possible broccoli curves
with a 4-cycle associated to m1 and m2. Namely, the one with a vertical edge of weight m1
on the left hand side and a vertical edge of weight m2 on the right hand side and vice versa.
When we move P upwards from the first codimension-1 situation then the first curve has up to
sign multiplicity mC = m2 ·h and the second one mC = m1 ·h. If m1 = m2 there is only one
broccoli curve associated having multiplicity m1 · h = m2 · h = m·h2 . Hence, we are interested
in the number of partitions of m with mi odd. If 4|m there are m4 pairs (m1,m2) ≡ (m2,m1)
contributing to the sum of broccoli curves with a 4-cycle with the lattice area of P1 which is
m ·h. The mi satisfy m1 6= m2. If 4 - m then we have dm4 e pairs (m1,m2) ≡ (m2,m1), where
one is of the form m1 = m2 contributing with
m·h
2 and the others contribute with m · h.
Let us now consider broccoli curves with a 3-cycle. Lattice points Q inside P1 only contribute
if the lattice distance to each of the corners A,B and C is odd. We claim that this is the case
if Q lies on a line parallel to the side c that has odd lattice distance to c. Namely, if Q lies on
a line parallel to c with even distance, then we can project Q in an orthogonal way down to c
and get thereby a point Q′. Then the triangles 4AQ′Q and 4BQ′Q are right angled at Q′.
When the lattice lengths of BQ′ and AQ′ are even, then by property (5) also BQ and AQ
are even. If this is not the case, then QC is even. Namely, if we project C to the line parallel
to c passing through Q we get a point Q′′. QQ′′ has even lattice length, since the projection
of C to c always divides m into two odd numbers m′ and m′′. Therefore, considering the
right angled triangle 4CQQ′′ property (5) implies that QC has even lattice length. A similar
argumentation shows when Q lies on a line parallel to c which has odd lattice distance to c it
has odd lattice distance to any of the three points A,B and C. On each line parallel to c we
have m lattice points inside the parallelogram ABCB′ with corners A,B,C and B′. Taking
in account only odd heights, we have in total h2 ·m lattice points inside ABCB′, hence in
the triangle 4ABC there are h4 ·m. As we are interested in the sum of multiplicities of such
broccoli curves with a 3-cycle we have to multiply this quantity with m, as this is the lattice
area of P2.
A
C
B
B′
Q1
Q′′2
Q′1
Q2
Hence, for 4|m the contribution of the curves with a 4-cycle is
m
4
· (m · h)
and equals the contribution of the curves with a 3-cycle
h ·m
4
·m.
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For 4 - m we have for the curves with a 4-cycle
(dm
4
e − 1) ·m · h+ m · h
2
=(
m+ 2
4
− 1) ·m · h+ m · h
2
=
m− 2
4
·m · h+ m · h
2
=(
1
2
+
m− 2
4
) ·m · h
=
m2 · h
4
which is again equal (up to sign) to the sum of multiplicities of curves with a 3-cycle:
h ·m
4
·m.

Lemma 6.19 (Case 2)
In case 2 of 6.15 invariance holds at the two codimension-1 situations of theorem 6.12. In
particular, when we move P upwards from the first codimension-1 situation we obtain only
curves with broccoli vertices from chapter 5 and the same holds for moving P downwards
from the second codimension-1 situation. The codimension-0 cells we obtain when we move P
downwards from the first codimension-1 situation or upwards from the second codimension-1
cell contain flat cycles with vertices as in 6.10 and they count in sum m
2−1
4 · h up to sign.
Proof.
• When we move P upwards from the first codimension-1 situation, then there are 4-cycles
contributing as in lemma 6.18. As m is odd, we should consider this time partitions of
m, where m1 is even and m2 is odd, and vice versa. But with the point configuration
of theorem 6.12, only the case m1 even and m2 odd will contribute since otherwise the
curves are not broccoli. For instance, in example 6.14 the following curve (m1 = 1,
m2 = 2) appears on the left hand side of the picture.
3
In addition, there are also 3-cycles this time as m is odd. Since m and h are both odd,
also the lattice area `(4ABC) = m ·h is odd. Considering partitions of an odd number
N into 3 summands Ni, one observes that only the cases, where a) all numbers Ni are
odd or b) exactly two of the numbers are even, are possible. Taking these numbers Ni
to be the areas of the 3 lattice triangles in a dual subdivision of 4ABC, this implies
that only 3-cycles with at most one even edge in the cycle are possible. The sign of the
4- and 3-cycles contributing is the same as the total lattice area of P∆ is constant - see
the proof of the case in 6.18 for an exact argumentation.
• If we move P downwards from the first codimension-1 situation, 4-cycles are not longer
possible - compare with the analogous situation in the proof of 6.18. But we have 3-
cycles with up to one even edge and flat cycles. The 3-cycles have the same sign as 4-
and 3-cycles appearing when moving P upwards from the first codimension-1 situation.
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• When we move P downwards from the second codimension-1 situation, 4-cycles (that
count) are possible again. They have the property that m1 is odd and m2 is even since
otherwise they are not broccoli curves. But 3-cycles do not occur here as P2 does not
contain interior lattice points. Flat cycles also do not arise here, because of the position
of the point P relative to the point P ′′.
In order to show the invariance we first figure out what the contribution of broccoli curves
is that appear when we move P upwards from the first codimension-1 situation. Concerning
4-cycles we have to determine the number of partitions of m such that m1 is even and m2
is odd. Each such 4-cycle counts with multiplicity m1 (up to sign). The sum of all numbers
between 1 and m−1 is m·(m−1)2 and the sum of odd numbers between 1 and m−1 is (m−12 )2.
So the total contribution of 4-cycles is
m · (m− 1)
2
− (m− 1
2
)2 =
m2 − 1
4
.
For the contribution of 3-cycles one has to argue in a similar way as in the proof of theorem
6.2. Define SxY ′ and S
odd
xY ′ as in 6.5. First, we see that for S
odd
cA′ we should consider those
points in ABCA′, which lie on odd height w.r.t. the edge c. As there are m such points Q
on each height hi and the lattice area of 4cQ is hi ·m, we have
SoddcA′ = m ·
∑
1≤hi<h
with hi odd
hi ·m = (h− 1
2
)2 ·m2.
Furthermore SoddaB′ = S
odd
bA′ = (
m·h−1
2 )
2 − h · (m−12 )2 what can be seen as follows. Similar to
the proof of lemma 6.7 one can show that the values of `(4xQ) with x = a, respectively
x = b, are pairwise different. As this lattice area can be computed as absolute value of the
determinant of the vectors
−−→
BC/
−→
AC (with y-coordinate h) and
−−→
BQ/
−−→
CQ (with y-coordinate
different from h) in columns, it follows that `(4xQ) cannot be divisible by h. `(4xQ) should
be smaller than `(ABC) = m · h. Since there are m · (h− 1) points Q in the interior, all the
numbers between 1 and m · h − 1 which are not divisible by h appear exactly once as lattice
area `(4xQ). Hence, the equality SoddaB′ = SoddbC′ holds since exactly the same numbers occur in
the sums. In general, we have SoddcA′ 6= SoddbA′ . The sum of odd numbers between 1 and m ·h−1
is (m·h−12 )
2 and the sum of odd numbers between 1 and m · h− 1 divisible by h is h · (m−12 )2.
Hence
SoddaB′ = S
odd
bA′ = (
m · h− 1
2
)2 − h · (m− 1
2
)2.
The sum ScA′ equals 1 · m2 + . . . + (h − 1) · m2 = m
2·(h−1)·h
2 . Now, we claim that the
contribution of the 3-cycles can be expressed as
1
2
ScA′ − 1
2
SoddcA′ −
1
2
SoddbA′ +
1
2
SoddaB′ =
1
2
ScA′ − 1
2
S oddcA′ .
To show this, first notice that the statement of lemma 6.8 also holds here. Then, we proceed
analogously to the proof of theorem 6.2. So the multiplicities mC up to global sign are as
follows depending on the case (described in the proof there):
Case mC on the left
1 αQa
2 αQb
3 αQc
4 /
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When we split 12ScA′ , −12SoddcA′ , −12SoddbA′ , +12SoddaB′ as we did it the proof of theorem 6.2 we see
that
1
2
ScA′ − 1
2
SoddcA′ −
1
2
SoddbA′ +
1
2
SoddaB′
=
∑
Q in 4ABC
in case 1
αQa +
∑
Q in 4ABC
in case 2
αQb +
∑
Q in 4ABC
in case 3
αQc
=
1
8
· (h2 − 1) ·m2.
So the contribution of 4-cycles and 3-cycles is
m2h2 +m2 − 2
8
.
Considering the contribution from 3-cycles when we move P downwards from the first codimension-
1 situation, this is equal to
1
2
ScA′ +
1
2
SoddcA′ −
1
2
SoddbA′ −
1
2
SoddaB′ =
1
2
ScA′ +
1
2
SoddcA′ − S oddbA′ . (6)
This can be shown by observing that the multiplicities mC up to global sign are as follows
depending on the case as described in the proof of theorem 6.2:
Case mC on the right
1 αQc
2 /
3 αQa
4 αQb
and splitting the summands (on the left hand side) in (6) as in the proof of theorem 6.2. Then
it follows:
1
2
ScA′ +
1
2
SoddcA′ −
1
2
SoddbA′ −
1
2
SoddaB′
=
∑
Q in 4ABC
in case 3
αQa +
∑
Q in 4ABC
in case 4
αQb +
∑
Q in 4ABC
in case 1
αQc
=
1
8
(h2m2 − 2hm2 + 2h+m2 − 2).
So we have invariance at this first codimension-1 situation if the contribution of the flat cycles
is up to sign
m2 − 1
4
· h.
Let us now study the second codimension-1 situation. The contribution of the 4-cycles when
we move P downwards is exactly m
2−1
4 ·h since we are interested in partitions of m where m1
is odd and m2 is even and each of these curves contributes with multiplicity m1 · h (compare
with the computation for the 4-cycles in the first codimension-1 situation). As 4-cycles are the
only broccoli curves that appear when we move P downwards and there are only flat cycles
when we move P upwards (the 3-cycles only appear when we move P downwards from the
first codimension-1 situation!), we have also invariance for the second codimension-1 situation
when the flat cycles count (up to sign) m
2−1
4 · h. 
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Lemma 6.20 (Case 3)
In case 3 of 6.15 invariance holds at the two codimension-1 situations of theorem 6.12. In
particular, when we move P upwards from the first codimension-1 situation we obtain only
curves with broccoli vertices from chapter 5 and the same holds for moving P downwards
from the second codimension-1 situation. The codimension-0 cells we obtain when we move P
downwards from the first codimension-1 situation or upwards from the second codimension-1
cell contain flat cycles with vertices as in 6.10 and they count in sum m
2
4 up to sign.
Proof.
• When we move P upwards from the first codimension-1 situation, only 4-cycles with m1
and m2 odd contribute, since m is even again. Namely, this implies that only odd edges
are allowed inside 3-cycles and they are not broccoli curves by an analogous argument to
the one given in the proof of 6.18. Also, it was proven there that 4-cycles with mi both
even do not yield broccoli curves. The number of partitions of m with mi both odd is
4|m : m
4
pairs, which each counts m · h, so in total m
2 · h
4
,
4 - m : dm
4
e pairs, one is of the form m1 = m2 and counts m · h
2
and the other count m · h each, so in total m
2 · h
4
, too.
• If we move P downwards from the first codimension-1 situation, 3-cycles having only
odd edges and flat loops are possible. We have to count suitable lattice points Q inside
4ABC, namely those having odd lattice length to each point A,B and C as we did it in
the proof of 6.18. By a similar proof to the one of 6.18 in the parallelogram ABCB′
one shows that every second point (starting with the second from the left) on a line
parallel to c of odd height h satisfies the conditions and every second point (starting
with the first from the left) on a line parallel to c of even height h, too.
So in ABCB′, there are in total m·(h−1)2 points contributing each with multiplicity m,
so the total contribution of 3-cycles is
m · (h− 1)
4
·m.
• Moving P downwards from the second codimension-1 situation there are 4-cycles with
mi both odd, exclusively. The number of partitions is the same as computed for the
4-cycles above, but each pair counts with multiplicity m, if m1 6= m2 and m2 otherwise.
So in total:
4|m : m
2
4
,
4 - m :
m2
4
, too.
It is hence easy to see that invariance holds in both codimension-1 situations if the contribution
of the flat cycles is m
2
4 up to sign. 
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6.3 Outlook
The example class of the previous section can be generalized easily to the case in which the
lower triangle P2 is also allowed to contain lattice points in its interior. Namely, one has then
to consider the cases 1-3 of 6.15 for both triangles P1 (with height h1) and P2 (with height
h2), respectively. The multiplicity of the flat cycles is then depending on the case (the first
number below is for P1 and the second number for P2):
Case 1 + 1: m
2
4 · h1 · h2,
Case 1 + 3: m
2·h1
4 (h2 − 1),
Case 2 + 2: m
2−1
4 (h1 + h2 − 1),
Case 3 + 3: m
2
4 (h2 − h1 · h2 + h1).
These results are consistent with the results from the last section since if we choose h2 = 1
above we obtain the formulas from lemmata 6.18, 6.19 and 6.20. A little bit nasty is that we
cannot (so far) write these multiplicities as products of vertex multiplicities even if we allow
correction terms from the cycles. Once we constructed genus-1 broccoli curves, it is of course
an interesting question to come up with meaningful real counterparts.
In a larger context, it would be nice if one can characterize the moduli space of bridge curves
and the locus therein of broccoli curves of genus 0 and of Welschinger curves, respectively, a
bit more.
Another, in some sense natural, question is if the bridge for a given generic point configuration,
considered as a graph, is always a tree and if this is only true as long one considers curves of
genus 0.
The answer to these and similar questions will help to understand the nature of bridges and
broccoli curves better, which is so far only combinatorial.
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