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NON-NOETHERIAN GROUPS AND PRIMITIVITY OF THEIR
GROUP ALGEBRAS
JAMES ALEXANDER AND TSUNEKAZU NISHINAKA
Abstract. We prove that the group algebra KG of a group G over a field K
is primitive, provided that G has a non-abelian free subgroup with the same
cardinality as G, and that G satisfies the following condition (∗): for each subset
M ofG consisting of a finite number of elements not equal to 1, and for any positive
integerm, there exist distinct a, b, and c inG so that if (x−11 g1x1) · · · (x
−1
m
gmxm) =
1, where gi is in M and xi is equal to a, b, or c for all i between 1 and m, then
xi = xi+1 for some i. This generalizes results of [1], [9], [18], and [19], and proves
that, for every countably infinite group G satisfying (∗), KG is primitive for any
field K. We use this result to determine the primitivity of group algebras of one
relator groups with torsion.
1. Introduction
A ring R is said to be (right) primitive if it contains a faithful irreducible (right)
R-module, or equivalently, if there exists a maximal (right) ideal in R which includes
no non-trivial ideal of R. The main purpose of this work is to determine, as generally
as possible, for which fields K the group algebra KG of a non-noetherian group G
is primitive.
The study of the primitivity of general group algebras has been a topic of much
interest over the last few decades. In 1978, by a series of studies by Domanov [7],
Farkas-Passman [8], and Roseblade [23], a complete classification of the primitivity
of group algebras of polycyclic-by-finite groups was given. In particular, it was de-
termined that, for a polycyclic-by-finite group G, the group algebra KG is primitive
if and only if its FC-center is trivial and K is not an absolute field. These groups
belong to the class of noetherian groups. We note that it is known to be difficult
to find a noetherian group which is not polycyclic-by-finite (see [20]), and that al-
most all other known infinite groups belong to the class of non-noetherian groups,
including free groups, locally free groups, free products, amalgamated free products,
HNN-extensions, Fuchsian groups, one relator groups, and free Burnside groups.
In 1973, Formanek [9] showed that KG is primitive for any field K, provided that
G is the free product of non-trivial groups A and B, both of which are not isomorphic
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to the infinite dihedral group. In 1989, Balogun [1] generalized this result to one
for amalgamated free products. Since then, author Nishinaka gave two results on
primitivity of group rings KG, one in 2007 [18], and another in 2011 [19]; one is a
result for the ascending HNN-extension G of a non-abelian free group, and the other
is for a locally free group G. In this work, we will give a result which generalizes
these main results of [1], [9], [18], and [19]. Consider the following condition:
(∗) For each subset M of G consisting of a finite number
of elements not equal to 1, and for any positive inte-
ger m, there exist distinct a, b, and c in G so that if
(x−11 g1x1) · · · (x
−1
m gmxm) = 1, where gi is in M and xi is
equal to a, b, or c for all i between 1 andm, then xi = xi+1
for some i.
We will explain that if G is a countably infinite group which satisfies (∗), then KG
is primitive for any field K. More generally, we will prove the following theorem:
Theorem 1.1. Let G be a group which has a non-abelian free subgroup whose car-
dinality is the same as that of G, and suppose that G satisfies (∗). Then, if R is a
domain with |R| ≤ |G|, the group ring RG of G over R is primitive. In particular,
the group algebra KG is primitive for any field K.
As we discuss in Section 4, one can easily check that non-noetherian groups with
free subgroups often satisfy (∗); e.g., non-abelian locally free groups, amalgamated
free products, or HNN-extensions will satisfy (∗). Moreover, using Theorem 1.1, we
will show that every group algebra of a one relator group with torsion is primitive.
In order to prove Theorem 1.1, we construct a maximal right ideal in KG which
includes no non-trivial ideal of KG. We then show that the constructed right ideal
is proper. To do this, we use graph-theoretic methods. In particular, we define
what we call an SR-graph and an SR-cycle in Section 2, and show in Section 3
that the proof of Theorem 1.1 can be reduced to finding an SR-cycle in a certain
SR-graph. Applications of Theorem 1.1 and future work are then discussed in
subsequent sections.
For the remainder of this document, let N denote the set of positive integers, N0 :=
N∪{0}, and [n] := {1, 2, . . . , n} for any n ∈ N. As mentioned, the results of Section 2
are established graph-theoretically. We do not assume much prior knowledge of
graph theory, however, some basic familiarity is assumed; for any terminology and
notation which we do not define as it is assumed particularly standard, we follow [6]
(which can also serve as an introductory text if needed). Though it is nonstandard
in modern graph theory, we use script letters to denote graphs so that our notation
for graphs is easily distinguishable from our notation for groups.
2. SR-graphs
In this section, we define an SR-graph and an SR-cycle; we show that certain
SR-graphs have SR-cycles. We write G = (V,E) to denote that G is a simple
graph (undirected and without loops or multi-edges) having vertex set V and edge
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set E. We denote {v, w} ∈ E by vw when there is no risk of confusion. We let
I(G) denote the isolated vertices of G, i.e., the set of all v ∈ V for which vw /∈ E
for all w ∈ V . We denote by C(G) the set of components of G, i.e., the set of
subgraphs of G which partition G, so that in each subgraph any two vertices are
joined by a path, and so that no vertices which do not lie in the same subgraph
are joined by a path in G; we let c(G) := |C(G)|. We say that G is connected if
c(G) = 1. For any W ⊆ V , we let G[W ] denote the subgraph of G induced by W ,
i.e., G[W ] := (W, {vw ∈ E | v, w ∈ W}); let Gv := G[V \ {v}]. We let X(G) denote
the set of all cut-vertices of G, i.e., the set of all v ∈ V so that c(Gv) > c(G). We
begin with two definitions:
Definition 2.1. Let G := (V,E) and H := (V, F ). If every component of G is a
complete graph, and if E ∩ F = ∅, then we call the triple S = (V,E, F ) a sprint
relay graph, abbreviated SR-graph. We view S as the graph (V,E ∪F ), guaranteed
simple as E ∩ F = ∅, with edges partitioned into E and F ; we denote S by (G,H)
rather than (V,E, F ) when convenient.
Definition 2.2. A cycle in an SR-graph (V,E, F ) is called an SR-cycle if its edges
belong alternatively to E and not to E; more formally, we call cycle (V ′, E ′) an SR-
cycle if there is labeling V ′ = {v1, v2, . . . , vc} and E
′ = {v1v2, v2v3, . . . , vc−1vc, vcv1}
so that vivi+1 ∈ E if and only if i is odd, for some even c.
The class of SR-graphs is a subclass of the class of two-edge coloured graphs in
which an SR-cycle is called an alternating cycle (see [10]).
For the remainder of this section, fix S = (V,E, F ), G = (V,E), and H = (V, F )
so that V 6= ∅, every component of G complete, and S an SR-graph. Moreover, let
H1,H2, . . . ,Hn denote the components of H with Hi = (Vi, Ei) over i ∈ [n]. We
first address the case in which Hi is a complete graph for each i ∈ [n] as follows:
Theorem 2.3. If S is connected and each component of H is complete, then S has
an SR-cycle if and only if c(G) + c(H) < |V |+ 1.
Consider the following result of Grossman and Ha¨ggkvist [10]:
Lemma 2.4. If S has no SR-cycle, then I(G) ∪ I(H) ∪X(S) 6= ∅.
Before moving on, let us collect some straightforward observations:
Remark 2.5. Assume that S, G, and H satisfy the hypotheses of Theorem 2.3.
(I) If v /∈ X(S), then
(i) v ∈ I(G) ∪ I(H) implies c(Gv) + c(Hv) = c(G) + c(H)− 1;
(ii) v /∈ I(G) ∪ I(H) implies c(Gv) = c(G) and c(Hv) = c(H).
(II) If v ∈ X(S), then without loss of generality,
(i) Sv is an SR-graph with components (G1,H1) and (G2,H2);
(ii)
∑2
i=1(c(Gi) + c(Hi)) = c(G) + c(H) and |V1| + |V2| = |V | − 1, where V1
and V2 are the vertex sets of (G1,H1) and (G2,H2), respectively.
We are now ready to prove Theorem 2.3.
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Proof of Theorem 2.3. Before entering the heart of this proof, we show that
(1) c(G) + c(H) ≤ |V |+ 1,
which holds trivially when |V | = 1. Assume, by way of induction, that |V | > 1 and
that (1) holds for SR-graphs on fewer vertices. Fix v ∈ V . If v /∈ X(S), then Sv is
connected andHv has complete components; thus, c(Gv)+c(Hv) ≤ |V | by induction,
and so (1) follows from Remark 2.5(I). If v ∈ X(S), then Sv has components (G1,H1)
and (G2,H2) by Remark 2.5(II)(i); by induction, c(Gi) + c(Hi) ≤ |Vi|+ 1 for i ∈ [2],
and thus (1) holds by Remark 2.5(II)(ii).
We are now ready for the crux of our argument. First, assume that S has an
SR-cycle. We prove by induction on |V | that c(G) + c(H) < |V |+1, noting that we
may assume |V | ≥ 4. This holds trivially if |V | = 4, so assume |V | > 4 and, by way
of induction, that the the result holds for SR-graphs on fewer vertices. This result
holds trivially if S is an SR-cycle, so we may assume that there is C ( V so that
S[C] is an SR-cycle.
Consider v ∈ V \ C. If v /∈ X(S), then we can obtain the desired result with a
similar argument to that which we used in the first paragraph when v /∈ X(S) was
assumed. Assume v ∈ X(S), in which case Sv has components (G1,H1) and (G2,H2)
by Remark 2.5(II)(i). Since v ∈ X(S) and G and H have complete components,
either C ⊆ V1 or C ⊆ V2; say, without loss of generality, that C ⊆ V1. Then, by our
induction hypothesis, c(G1)+c(H1) < |V1|+1. Also, by (1), c(G2)+c(H2) ≤ |V2|+1.
Thus, by Remark 2.5(II)(ii) that c(G) + c(H) < |V |+ 1.
To prove the converse, by (1), it suffices to show that if S has no SR-cycle,
then c(G) + c(H) = |V | + 1. To that end, assume S has no SR-cycle. Our proof
will again be by induction on |V |. If X(S) 6= ∅ then we may consider v ∈ X(S)
and obtain the result with a similar argument to that which we used in the first
paragraph when v ∈ X(S) was assumed. Assume X(S) = ∅. By Lemma 2.4, there is
v ∈ I(G)∪I(H). By induction, c(Gv)+c(Hv) = |V |. It follows from Remark 2.5(I)(i)
that c(G) + c(H) = |V |+ 1. 
For the remainder of this section, let I := I(G), W := V \ I, Wi := Vi \ I, and
say H[Wi] = (Wi, Fi). For any m1, m2, . . . , mk ∈ N, we let Km1,m2,...,mk denote the
complete multipartite graph with partite sets of size m1, m2, . . . , mk, i.e., the graph
(V ′, E ′) so that V ′ can be partitioned into sets P1, P2, . . . , Pk called partite sets,
with |Pi| = mi and vw ∈ E ′ if and only if v and w are in different partite sets for
all v, w ∈ V . We let µ(Km1,m2,...,mk) := maxi∈[k]{mi}. We now handle the case in
which each component of H is complete multipartite.
Theorem 2.6. Assume that Hi is a complete multipartite graph for each i ∈ [n]. If
|I| ≤ n and |Vi| > 2µ(Hi) for each i ∈ [n], then S has an SR-cycle.
In order to build to a proof of Theorem 2.6, we first prove two lemmas.
Lemma 2.7. Let U ⊆ V with U ∩ I = ∅, and let U ′ := V \ U . Then, |I ∩ U ′| ≤
|I(G[U ′])| ≤ |I ∩ U ′|+ |U |.
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Proof. As I∩U ′ ⊆ I(G[U ′]), the leftmost inequality is trivial. If v ∈ I(G[U ′])\(I∩U ′),
then there is w ∈ U with vw ∈ E, by definition. Moreover, there cannot be more
than one such v for each such w; indeed, if we had v, v′ ∈ U ′ with vw, v′w ∈ E, then
we would have vv′ ∈ E by the fact that G has complete components, implying that
v /∈ I(G[U ′]). So, |I(G[U ′])| − |I ∩ U ′| ≤ |U |. 
Lemma 2.8. If H[Wi] 6≃ K1,m for all m ≥ 2 and I(H[W ]) = ∅, then S has an
SR-cycle.
Proof. We show, more strongly, that S[W ] has an SR-cycle. For ease of notation,
assume that S = S[W ], i.e., that I = ∅, I(H) = ∅, and Hi 6≃ K1,m for m ≥ 2.
Fix v1 ∈ V . As I = ∅, there is w1 ∈ V \ {v1} with v1w1 ∈ E. As I(H) = ∅ and
E ∩ F = ∅, there is v2 ∈ V \ {v1, w1} with w1v2 ∈ F . Since I = ∅, and since
G has complete components and E ∩ F = ∅, there is w2 ∈ V \ {v1, w2, v2} with
v2w2 ∈ E. Continuing this way until we no longer can (noting that |V | < ∞), we
create an E- alternating path either of the form {v1, w1, . . . , wi, vi+1} or of the form
{v1, w1, . . . , vi, wi}. First assume the form {v1, w1, . . . , wi, vi+1}. By maximality and
since I = ∅, either vi+1vj ∈ E for some j ∈ [i], or vi+1wj ∈ E. In the latter
case, edges wjvj+1, . . . , wivi+1, vi+1wj form an SR-cycle. In the former case, since
vjwj ∈ E and G has complete components, we must have vi+1wj ∈ E, thus reducing
us to the latter case.
It remains to assume that our E-alternating path has the form {v1, w1, . . . , vi, wi}.
By similar reasoning to that used in the previous paragraph, either wivj ∈ F or
wiwj ∈ F for some j ∈ [i]. In the former case, edges vjwj, . . . , viwi, wivj form an
SR-cycle. Assume wiwj ∈ F . We may assume that j is the minimum number such
that wiwj ∈ F and, moreover, that wivj′ 6∈ F for any j′. Since wjvj+1 ∈ F , there is
a component Hq = (Vq, Eq) of H such that wi, wj, vj+1 ∈ Vq. Since the subgraph of
Hq[{wi, wj, vj+1}] ≃ K1,2 and Hq 6≃ K1,m for m ≥ 2, there is w ∈ Vq \ {wi, wj, vj+1}.
Since wivj+1 6∈ F by assumption, we see that there exists h with h 6= j such that
wiwh ∈ F , where h > j by the minimality of j. It then follows, as Hq is complete-
multipatite, that whvj+1 ∈ Fq; so, the edges vj+1wj+1, wj+1vj+2, . . . , whvj+1 form an
SR-cycle. 
We are now read to prove Theorem 2.6.
Proof of Theorem 2.6. Our proof is by induction on n. Assume n = 1, and say
H1 has partite sets P1, P2, . . . , Pp. We note that if there are distinct i, j ∈ [p], and
vi, wi ∈ Pi and vj, wj ∈ Pj with viwi, vjwj ∈ E, then S[{vi, wi, vj, wj}] is an SR-cycle
by definition. So, we my assume, without loss of generality, that elements of E join
only vertices of P1 (and thus, that Pi ⊆ I for i 6= 1). However, as |V1| > 2|P1|,
this implies that |I| ≥ |V1 \ P1| > 1, so this case cannot occur, and thus the desired
result holds when n = 1. Assume, by way of induction, that this result holds for
all SR-graphs (V ′, E ′, F ′) satisfying analogous hypotheses, if (V ′, F ′) has less than
n components.
Suppose that there is i ∈ [n] with H[Wi] ≃ K1,m for some m ≥ 2. Since |Wi| =
|Vi| − |I ∩ Vi| by definition, and since |Wi| = m+ 1 by assumption, it follows from
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our hypotheses that
(2) m+ 1 > 2µ(Hi)− |I ∩ Vi| ≥ 2m− |I ∩ Vi|,
since µ(Hi) ≥ µ(H[Wi]) = m. Let P1, P2, . . . , Pk be the partite sets of Hi, and let
Q1 = {w0} and Q2 = {w1, w2, . . . , wm} be the partite sets of H[Wi]; without loss
of generality, say Q1 ⊆ P1 and Q2 ⊆ P2. Now, since |Vi| > 2µ(Hi), k ≥ 3; since
H[Wi] ≃ K1,m, this implies that there is v ∈ P3 ∩ I. Let V ′ be obtained from V
by replacing Vi with V
′
i := {w0, w1, v}, and consider S[V
′]. Since H[V ′i ] ≃ K1,1,1,
we have |V ′i | > 2µ(H[V
′
i ]). Moreover, if the vertices in Q2 \ {w1} are removed from
V , then the number of additional isolated vertices caused by the removing of those
vertices is at most |Q2 \ {w1}| by Lemma 2.7. Moreover |(I ∩ Vi)| ≥ m by (2), and
so it holds that
|I(G[V ′])| ≤ |I| − |(I ∩ Vi) \ {v}|+ |Q2 \ {w1}|
≤ n− (m− 1) + (m− 1) = n.
Therefore, S[V ′] still satisfies the hypotheses of our theorem, and clearly, if S[V ′] has
an SR-cycle then so must S. Moreover, by considering correspondingW ′i = {w0, w1},
we see that H[W ′i ] ≃ K1,1 (and, in particular, no longer isomorphic to K1,m for any
m ≥ 2). Thus, we may assume that H[Wi] 6≃ K1,m (by applying this procedure to
any component of H if necessary).
Since H[Wi] 6≃ K1,m for any m ≥ 2, if Fi 6= ∅ for all i ∈ [n] (as this is equivalent
to I(H[W ]) = ∅ in this case), then we obtain the desired result by Lemma 2.8.
So, it remains to assume that H[Wi] 6≃ K1,m, but that Fi = ∅ for some i. Let
V ′ := V \ Vi and say S[V ′] = (V ′, E ′, F ′). Since the number of components of
(V ′, F ′) is n − 1, we may apply our induction hypothesis and prove this result if
|I(G[V ′])| ≤ n− 1; we show that this must be the case. Let m := |Wi|. Since Hi is
a complete k-partite graph and Fi = ∅, Wi is contained in a partition of Hi, and so
|Vi| > 2m by assumption; thus, |I ∩ Vi| = |Vi| −m > m. Since I ∩ V ′ = I \ (I ∩ Vi)
and |I| ≤ n, we have |I ∩ V ′| ≤ n − m − 1. On the other hand, by Lemma 2.7,
|I(G[V ′])| − |I ∩ V ′| ≤ m. Hence,
m ≥ |I(G[V ′])| − |I ∩ V ′| ≥ |I(G[V ′])| − (n−m− 1),
and thus |I(G[V ′])| ≤ n− 1. 
3. Proof of Theorem 1.1
Let G be a group and M a subset of G. We denote by M˜ the symmetric closure
of M ; M˜ = M ∪ {x−1 | x ∈ M}. For non-empty subsets M1,M2 . . . ,Mn of G
consisting of elements not equal to 1, we say that M1,M2, . . . ,Mn are mutually
reduced inG if, for each finite number of elements g1, g2, . . . , gm ∈
⋃n
i=1 M˜i, whenever
g1g2 · · · gm = 1, there exists i ∈ [m] and j ∈ [n] so that gi, gi+1 ∈ M˜j . If Mi = {xi}
for i ∈ {1, . . . , n} and M1,M2, . . . ,Mn are mutually reduced, then we say that
x1, x2, . . . , xn are mutually reduced.
Let M1 and M2 be non-empty subsets of G consisting of elements not equal to
1. If there exist subgroups A and B of G such that M1 ⊆ A, M2 ⊆ B, and if
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AB is isomorphic to the free product A ∗ B of A and B, then M1 and M2 are
mutually reduced. In addition, if M1 = {x1, x2, x
−1
1 x2} and M2 = {y1, y2, y
−1
1 y2}
are mutually reduced, then two elements x1y
−1
1 and x2y
−1
2 freely generate a free
subgroup. In general, we have the following:
Remark 3.1. Let xi and yi, for i ∈ I, be distinct non-identity elements in G; let
M1 := {xi, x
−1
i xj | i, j ∈ I, i 6= j} and M2 := {yi, y
−1
i yj | i, j ∈ I, i 6= j}. If M1
and M2 are mutually reduced, then Z = {zi, | i ∈ I} is a set of free generators of
the subgroup of G generated by Z, where zi = xiy
−1
i .
For a subset M of G and element x ∈ G, we denote by Mx the set {x−1fx | f ∈
M}. Then, (∗) stated in the introduction can be restated as follows:
(∗) For each subset M of G consisting of finite number of ele-
ments not equal to 1, there exist distinct x1, x2, x3 ∈ G such
that Mxi is mutually reduced for each i ∈ [3].
In this section, we will prove Theorem 1.1 after first providing four lemmas. The
first of these lemmas is a method established by Formanek [9] to prove the primi-
tivity of group rings of free products. We call the method, which is based on the
construction of comaximal ideals, Formanek’s method. The second one is a basic
result on primitive group rings due to Passman [21]. The other two lemmas are our
own, and proofs for them will be provided after their respective statements.
Lemma 3.2. ([21, Theorem 2]) Let K ′ be a field and G be group. If ∆(G) is trivial
and K ′G is primitive, then for any field extension K of K ′, KG is primitive.
In what follows, for the pair v = (f, g) of elements f and g in G, we denote the
product fg of f and g by v˜.
Lemma 3.3. Let G be a non-trivial group, m > 0, and n > 0. For any distinct,
non-trivial elements fij in G, over i ∈ [3] and j ∈ [m], and for distinct elements gi
in G over i ∈ [n], we let Si := {fij | j ∈ [m]} and set
S :=
⋃3
i=1 Si,
T := {gi | i ∈ [n]},
V := S × T,
Mi := {f, f−1f ′ | f, f ′ ∈ Si with f 6= f ′} (i ∈ [3]),
I := {v ∈ V | v˜ 6= w˜ for any w ∈ V with w 6= v}.
Then, if M1, M2 and M3 are mutually reduced, we have |I| > n.
Proof. Suppose, to the contrary, that |I| ≤ n. We regard V as a vertex set, and
define two edge sets:
E := {vw | v, w ∈ V, v 6= w and , v˜ = w˜},
F := {vw | v ∈ Si × {g}, w ∈ Sj × {g} with i 6= j for some g ∈ T}.
In order to utilize our work in Section 2, let G := (V,E), H := (V, F ), and S :=
(V,E, F ); we begin by proving the following claim:
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Claim 3.4. S is an SR-graph which contains an SR-cycle.
Proof of Claim 3.4. Let us begin by showing that S is an SR-graph. Since each
component of G is clearly complete by definition, to see that S is an SR-graph, we
need only argue that E ∩F = ∅. To see this, assume that vw ∈ F . Then, for i 6= j,
v = (f, g) ∈ Si×{g} and w = (h, g) ∈ Sj×{g} for some g ∈ T ; since Mi and Mj are
mutually reduced and, in particular, f−1h 6= 1,we have that v˜ 6= w˜. Hence, vw /∈ E,
and so S is an SR-graph.
It remains to argue that S must contain an SR-cycle. We do this by showing that
S, G, and H satisfy the hypotheses of Theorem 2.6. To that end, let Vg := S × {g}
over g ∈ T . We first notice that C(H) = {H[Vg] | g ∈ T}; in particular, c(H) = n.
Next, we notice that, by the definition of F , each H[Vg] is a complete multipartite
graph with exactly threem-vertex parts; in particular, over all g ∈ T ,Hg is complete
multi-partite and |Vg| = 3m > 2m = 2µ(Hg). It remains to show that |I(G)| ≤ n;
as I = I(G) by definition, this follows from our assumption that |I| ≤ n. 
By Claim 3.4, there is SR-cycle in S, say C = (VC, EC) with EC = {e1, e∗1, . . . , es, e
∗
s}
in S such that et = vtwt ∈ E and e
∗
t = wtvt+1 ∈ F over t ∈ [s], and vs+1 = v1. Let
vt = (fvt , gvt) ∈ Sit × {gvt} and wt = (fwt , gwt) ∈ Sjt × gwt. By the definition of E,
vtwt ∈ E implies that fvtgvt = fwtgwt, and therefore, if fvt = fwt then gvt = gwt ,
which contradicts the fact vt 6= wt. Hence we have that
(3) fvt 6= fwt .
On the other hand, wtvt+1 ∈ F implies that gwt = gvt+1 and
(4) jt 6= it+1.
Since gwt = gvt+1, it follows that
fv1gv1 = fw1gw1,
fv2gw1 = fw2gw2,
. . .
fvsgws−1 = fwsgws,
and gws = gv1. Solving these equations yields
f−1v1 fw1f
−1
v2
fw2 · · · f
−1
vs
fws = 1.
However, since f−1vt ∈ Mit and fwt ∈ Mjt , if it = jt then f
−1
vt
fwt ∈ Mjt with
f−1vt fwt 6= 1 by (3). Moreover, f
−1
vt+1
fwt+1 ∈ Mit+1 with jt 6= it+1 by (4), which
contradicts the hypothesis that M1, M2 and M3 are mutually reduced. Thus, we
have reached the desired contradiction, and our proof is complete. 
Lemma 3.5. Let G be a non-trivial group and n > 0. For each i ∈ [n], let
fi1, . . . , fimi be distinct elements of G, fip 6= fiq for p 6= q, and let xil, i ∈ [n]
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and l ∈ [3], be distinct elements in G. We set
S :=
⋃n
i=1 Si, where Si := {fij | j ∈ [mi]},
X :=
⋃n
i=1Xi, where Xi = {xil | l ∈ [3]},
V :=
⋃n
i=1 Vi, where Vi = Xi × Si,
I := {v ∈ V | v˜ 6= w˜ for any w ∈ V with w 6= v}.
If xij are mutually reduced elements over i ∈ [n] and j ∈ [mi], then |I| > m, where
m := m1 + · · ·+mn.
Proof. Suppose, to the contrary, that |I| ≤ m. We regard V as a vertex set, and set
E := {vw | v, w ∈ V, v 6= w and v˜ = w˜},
F := {vw | v, w ∈ Vi(f), v 6= w, for some f ∈ Si and i ∈ [n]},
where Vi(f) = Xi × {f} for i ∈ [n] and f ∈ Si. Note that |V | = 3nm; in particular,
(xil, fij) = (xps, fpq) if and only if (i, l, j) = (p, s, q). In order to utilize our work in
Section 2, let G := (V,E), H := (V, F ), and S := (V,E, F ); we begin by proving the
following claim:
Claim 3.6. S is an SR-graph which contains an SR-cycle.
Proof of Claim 3.6. Following similar arguments to those used in the first paragraph
of the proof of Claim 3.4, we can see that S is an SR-graph; so, our task is to show
that S has an SR-cycle. By definition of E, we have I = I(G); by definition of F ,
we have C(H) = {H[Vi(f)] | f ∈ Si, i ∈ [n]}. Moreover, each H[Vi(f)] ∈ C(H) is
clearly a complete 3-vertex graph by definition, and in particular, c(H) = |V |/3.
Thus, our proof is complete by Theorem 2.3 if c(G)+c(H) < |V |+1; as c(H) = |V |/3,
this holds if
(5) c(G) <
2
3
|V |+ 1.
Because there exists a connected component satisfying (5) whenever S satisfies
(5).
Now, since |I| ≤ m = c(H) = |V |/3 by assumption, G can have at most |V |/3
one-vertex components (while all other components of G have at least two vertices);
thus, since the components of G partition S, c(G) ≤ |V |/3+(1/2)(2|V |/3) = 2|V |/3,
and so (5) holds. 
By Claim 3.6, there is SR-cycle in S, say C = (VC, EC) with EC = {e1, e∗1, . . . , es, e
∗
s}
such that et = vtwt ∈ E, e∗t = wtvt+1 ∈ F , for t ∈ [s], and vs+1 = v1. Let
vt = (xt, ft) ∈ Vit(ft) with ft ∈ Sit and wt = (yt, gt) ∈ Vjt(gt) with gt ∈ Sjt . By the
definition of E, vtwt ∈ E implies that vt 6= wt and xtft = ytgt, and so xt 6= yt. In
addition, wtvt+1 ∈ F implies that jt = it+1, gt = ft+1 and yt 6= xt+1. Hence,
x1f1 = y1g1,
x2g1 = y2g2,
. . .
xsgs−1 = ysgs and gs = f1,
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where xt 6= yt 6= xt+1. Eliminating f1 and gt’s in the above equations, we get
x−11 y1x
−1
2 y2 · · ·x
−1
s ys = 1.
But this contradicts the hypothesis that xi’s and yi’s are mutually reduced. 
With these lemmas in place, we are now in the position to prove Theorem 1.1.
Proof of Theorem 1.1. Let B be the basis of a non-abelian free subgroup of G whose
cardinality is the same as that of G. If |G| > ℵ0 then |G| = |B|, and in addition,
a two generator free group always contains a free subgroup generated by infinitely
many generators. Thereby, we may assume that the cardinality of B is also the same
as G. In addition, since |R| ≤ |G|, we have that |B| = |RG|. We can divide B into
three subsets B1, B2 and B3 each of whose cardinality is |B|. It is then obvious that
the elements in B are mutually reduced. Let ϕ be a bijection from B to RG \ {0}
and σs a bijection from B to Bs, s ∈ [3]. For b ∈ B, we denote σs(b) by bs.
For b ∈ B, let ϕ(b) =
∑
f∈Fb
αff , where αf ∈ R and Fb = Supp(ϕ(b)) is the
support of ϕ(b). We set
Mb = {f
±1, f−1f ′ | f, f ′ ∈ Fb, f 6= f
′}.
As G satisfies (∗), there are xb1, xb2, xb3 ∈ G with
Mxbtb = {x
−1
bt f
±1xbt, x
−1
bt f
−1f ′xbt | f, f
′ ∈ Fb, f 6= f
′} (t ∈ [3])
are mutually reduced. We next define ε(b) and ε1(b) by
(6) ε(b) =
3∑
s=1
3∑
t=1
bsx
−1
bt ϕ(b)xbt and ε
1(b) = ε(b) + 1.
Note that ε(b) is an element in the ideal of RG generated by ϕ(b). Let ρ =∑
b∈B ε
1(b)RG be the right ideal generated by ε1(b) for all b ∈ B. If w ∈ ρ, then we
can express w by
(7) w =
∑
b∈A
ε1(b)ub = w1 + w2, where w1 =
∑
b∈A
ε(b)ub and w2 =
∑
b∈A
ub,
for some non-empty finite subset A of B and ub in RG. According to Formanek’s
method; Lemma ??, in order to prove that RG is primitive, we need only to show
that ρ is proper; ρ 6= RG. To do this, it suffices to show that w 6= 1.
Let ub =
∑
h∈Hb
βhh, where Hb = Supp(ub) and βh ∈ R. Substituting ϕ(b) =∑
f∈Fb
αff into (6), we obtain the following expression of ε(b)ub:
(8) ε(b)ub =
3∑
s=1
bsEb, where Eb =
3∑
t=1
∑
f∈Fb
∑
h∈Hb
αfβhx
−1
bt fxbth.
We can see that there exist more than |Hb| isolated elements in the expression (8)
of Eb; that is, mb > |Hb|, where mb = |Supp(Eb)|. In fact, let Xb = {xb1, xb2, xb3},
Γb = Xb × Fb ×Hb, and
Ib = {c ∈ Γb | c˜ 6= c˜′ for any c
′ ∈ Γb with c
′ 6= c},
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where c˜ = x−1bt fxbth for c = (xbt, f, h). Since M
xbt
b (t ∈ [3]) are mutually reduced,
taking Ib as I, Hb as T and Γb as V in lemma 3.3, it follows from lemma 3.3 that
|Ib| > |Hb| and thus mb > |Hb| because of mb ≥ |Ib|, as desired. Now, since bs
(b ∈ A, 1 ≤ s ≤ 3) are mutually reduced, by Lemma 3.5, taking |A| as n, Supp(Eb)
as Si, and {b1, b2, b3} as Xi in Lemma 3.5, we have |Supp(w1)| >
∑
b∈Amb. Hence
we have that
|Supp(w)| ≥ |Supp(w1)| − |Supp(w2)| >
∑
b∈A
mb −
∑
b∈A
|Hb| > 0,
which implies |Supp(w)| ≥ 2. In particular, w 6= 1. Thus, RG is primitive.
Finally, we shall show thatKG is primitive for any fieldK. LetK ′ be a prime field.
Since G satisfies (∗) and |K ′| ≤ |G|, we have already seen that K ′G is primitive.
By Lemma 3.2, it suffices to show that ∆(G) = 1. Let g be a nonidentity element
in G. We can see that there exist infinitely many conjugate elements of g. In fact,
if this is not the case, then the set M of conjugate elements of g in G is a finite
set. Since G satisfies (∗), for M , there exists x1, x2 ∈ G such that Mx1 and Mx2 are
mutually reduced. Since g is in M , (x−11 gx1)(x
−1
2 fx2)
−1 6= 1 for any f ∈ M , and
thus x−11 gx1 6= x
−1
2 fx2. Hence (x1x
−1
2 )
−1g(x1x
−1
2 ) 6= f for any f ∈M , which implies
(x1x
−1
2 )
−1g(x1x
−1
2 ) 6∈M , a contradiction. 
Let G be a countably infinite group and g1, g2 ∈ G with g1 6= g2. If G satisfies (∗),
then for M = {g±1i , g
−1
i gj | i, j = 1, 2, i 6= j}, there exist x1, x2 ∈ G such that M
x1
and Mx2 are mutually reduced. By Remark 3.1, 〈z1, z2〉 is a free subgroup of G,
where zi = x
−1
1 gix1x
−1
2 g
−1
i x2. Hence in Theorem 1.1, the assumption on existence
of a free subgroup is not needed in the case of |G| = ℵ0. 
4. HNN extensions and amalgamated free products
In this section, we use Theorem 1.1 to establish results concerning the primitivity
of group algebras of HNN extensions and amalgamated free products; we extend
results from [1], [9], [18], and [19]. It is easy to see that a non-abelian free group, and
more generally, a non-abelian locally free group, satisfies (∗). In fact, if h1, . . . , hm
are elements of a locally free group H for any m ∈ N, then they lie in a free subgroup
〈X〉 of H generated by a base set X with |X| > 1. For x, y ∈ X with x 6= y, let
xi := x
2p+iyx2p+i (i ∈ [3]) where p is the maximum number of all the lengths of
hjs, over j ∈ [m], with respect to X . We see that the associated Mxis are mutually
reduced. Using Theorem 1.1, we can reprove the main theorem in [19]: KH is
primitive for any field K provided H has a free subgroup whose cardinality is the
same as that of H .
Let G be a group. For subgroups A and B of G, let G∗ = 〈G, t | t−1at = ϕ(a), a ∈
A〉 be an HNN extension with base G and a stable letter t, where ϕ : A→ B is an
isomorphism. For g0, . . . gn ∈ G and εi = ±1, where n ∈ N0 and i ∈ [n], a sequence
g0, t
ε1, . . . , tεn, gn is said to be reduced if there is no consecutive subsequence t
−1, gi, t
with gi ∈ A or t, gi, t−1 with gi ∈ B. For u = g0tε1 · · · tεngn ∈ G∗, if g0, tε1, . . . tεn , gn
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is reduced, then we say that the product g0t
ε1 · · · tεngn is a reduced form of u. By
the normal form theorem for HNN extensions, if u = g0t
ε1 · · · tεngn = 1, then either
n = 0 and g0 = 1 or n ≥ 1 and u is not reduced. Moreover, if u ∈ G∗, then u is
always uniquely expressed by the normal form, which is a reduced form, as follows:
u = g0t
ε1 · · · tεngn,
where (i) g0 is arbitrary element in G, (ii) if εi = −1, then gi is representative of a
right coset of A in G, (iii) if εi = +1, then gi is representative of a right coset of B
in G, and (iv) there is no consecutive subsequence t−11t or t1t−1. In the above, as
usual, 1 is the representative of both A and B. In what follows, for l1, . . . , ln ∈ Z,
whenever we say that u = g0t
l1 · · · tlngn 6= 1 is the normal form (resp. a reduced
form) of u, it means that it is the normal form (resp. a reduced form), and also that
li 6= 0 for each i ∈ [n] if n > 0,
g0 6= 1 if n = 0,
gi 6= 1 for 0 < i < n if n > 1.
If A = G, then G∗ is said to be an ascending HNN extension of G. In this case, G∗
is isomorphic to the cyclic extension of G∞, where G∞ = ∪∞i=1t
iGt−i. In addition,
if B ( G then G∗ is called a strictly ascending HNN extension of G. In [18], one
of the present authors proved that KG is primitive for any field K, provided that
G∗ is a strictly ascending HNN extension of a non-abelian free group G. We can
generalize this result as follows:
Theorem 4.1. Let G be a group. For nontrivial subgroups A and B of G, let
G∗ = 〈G, t | t−1at = ϕ(a), a ∈ A〉 be an HNN extension with base G and a stable
letter t, where ϕ : A→ B is an isomorphism.
(1) If A ∪ B ( G and there exists g ∈ G such that either g−1Ag ∩ A = 1 or
g−1Bg ∩ B = 1, then KG∗ is primitive for any field K.
(2) Suppose that G∗ has a free subgroup whose cardinality is the same as that of G.
If A = G, B ( G, and G satisfies (∗), then KG∗ is primitive for any field K.
The next basic result on group rings is needed in the proof below. We refer the
reader to Passman [22] for a detailed discussion of this topic.
Lemma 4.2. ([27, Theorem 1]) Let K be a field, G a group, and N a normal sub-
group of G with ∆(G) = 1 and ∆(G/N) = G/N . If KN is primitive, then so is KG.
Proof of Theorem 4.1. We begin by proving (1). By Theorem 1.1, it suffices to show
that G∗ satisfies (∗) and has a free subgroup whose cardinality is the same as that
of G∗. Replacing ϕ with ϕ−1 if necessary, we assume that there exists g ∈ G with
g−1Ag ∩ A = 1.
We shall first show that G∗ satisfies (∗). LetM be a set of finitely many non-trivial
elements in G. For u ∈M , let
(9) u = u0t
l(u1) · · · tl(unu)un
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be the normal form of u. Choose q ∈ Z so that q >
∑nu
j=1 |l(uj)| for any u ∈M , and
put xi = t
−qigth−1tqi, for i ∈ [3], where h ∈ G \ (A∪B) and qi = q+ i; we will show
that the Mxi = {x−1i uxi | u ∈M} are mutually reduced, implying that G
∗ satisfies
(∗). It suffices to show that, for each v1, . . . , vk ∈ ∪3i=1M
xi with {vj , vj+1} 6⊆ Mxi ,
there are l1, . . . ln ∈ Z and g0, . . . .gn ∈ G so that w = g0tl1 · · · tlngn is reduced and
(10) t−qiht−1wth−1tqj
is a reduced form of v1 · · · vk, where v1 ∈ Mxi and vk ∈ Mxj . Assume first that
k = 1, and then v1 = x
−1
i uxi. Let u0t
l1 · · · tlnun 6= 1 be the normal form of u. Then,
(11) v1 = t
−qiht−1g−1tqiut−qigth−1tqi, where u = u0t
l1 · · · tlnun.
If either u0 6∈ B or l1 > 0, then the expression of v1 in (11) is a reduced form. We
may assume therefore that u0 ∈ B and l1 ≤ 0. Since tu0t
−1 = ϕ−1(u0), we have
(12) tqiut−qi =


tqi−1ϕ−1(u0)t
−qi+1 if l1 = 0 (i.e., n = 0),
tqi−1ϕ−1(u0)u1t
l2 · · · tlnunt−qi if l1 = −1
tqi−1ϕ−1(u0)t
l1+1 · · · tlnunt−qi if l1 < −1.
If l1 = 0 and ϕ
−1(u0) 6∈ B, then tqi−1ϕ−1(u0)t−qi+1 is a reduced form of tqiut−qi,
because qi > 1. Similarly, if either l1 = −1 and ϕ
−1(u0)u1 6∈ B or l1 < −1 and
ϕ−1(u0) 6∈ B, then the expressions in (12) are respectively reduced. Substituting
these for tqiut−qi in (11), v1 has a reduced form as in (10) for each case. We may
assume therefore that{
ϕ−1(u0) ∈ B if l1 = 0 or l1 < −1,
ϕ−1(u0)u1 ∈ B if l1 = −1.
Note that if l1 = 0 then u0 6= 1, and also that if l1 = −1 then ϕ
−1(u0)u1 6= 1 because
1 6= u1 6∈ A and ϕ−1(u0) ∈ A. Since qi >
∑n
j=1 |lj| + i, we can proceed with this
procedure for (12) under necessary assumption until we get
tqiut−qi =
{
ϕ−qi(u0) if l1 = 0 (i.e., n = 0),
ϕ−qi−(l1+···+ln)(anun) if li < 0 (i ∈ [n]),
where a1 = ϕ
l1(u0) and ai+1 = ϕ
li+1(aiui) for i ∈ [n − 1]. Since both ϕ−qi(u0)
and ϕ−qi−l(anun) are non-trivial and in A, where l = l1 + · · · + ln, we see that
g−1ϕ−qi(u0)g 6∈ A and g−1ϕ−qi−l(anun) 6∈ A. This implies that
v1 =
{
t−qiht−1g−1ϕ−qi(u0)gth
−1tqi if n = 0,
t−qiht−1g−1ϕ−qi−l(anun)t
lgth−1tqi if n > 0
are respectively reduced forms of v1.
Now, let t−qiht−1wth−1tqj and t−qrht−1w′th−1tqs are reduced forms of v and v′
as in (10), respectively. If j 6= r then vv′ also has a reduced form as in (10), and
so it can be easily seen by induction on k that for each v1, . . . , vk ∈ ∪3i=1M
xi with
{vj, vj+1} 6⊆Mxi , v1 · · · vk has a reduced form as in (10). Thus, G∗ satisfies (∗).
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It remains to prove that G∗ has a free subgroup whose cardinality is the same as
that of G∗. We may asume that |G∗| > ℵ0. Recall that g ∈ G\A with g−1Ag∩A = 1.
If |A| = |G∗| then we set
(13)
M1 = {x±1a , x
−1
a xa′ | a, a
′ ∈ A \ {1}, a 6= a′}
and M2 = {y±1a , y
−1
a ya′ | a, a
′ ∈ A \ {1}, a 6= a′},
where xa = t
−1agt and ya = t
−2agt2.
Since ag 6∈ A and g−1a−1a′g 6∈ A, we have that xa 6= xa′ and ya 6= ya′ for a 6= a′.
In paticular, |M1| = |M2| = |G
∗|. Moreover, it is obvious that M1 and M2 are
mutually reduced, and so Z = {xay−1a , | a ∈ A \ {1}} generates the free subgroup
whose cardinality is the same as that of G∗ by Remark 3.1.
Next suppose that |A| < |G∗|. Let S be the set consisting of representatives of a
right coset of A in G. We have then that |S| = |G∗|. In (13), replacing A with S,
xa = t
−1agt with xa = t
−1at and ya = t
−2agt2 with ya = t
−2at2, since for a, a′ ∈ S
with a 6= a′, both a and a−1a′ are not in A, we repeat the same argument as in the
above, and get the desired result.
We now prove (2). Let Gi = t
iGt−i and G∞ = ∪∞i=0Gi. We can easily see that G∞
is a normal subgroup of G∗, and also that G∗ is isomorphic to the cyclic extension of
G∞. In particular, ∆(G
∗/G∞) = G
∗/G∞. If M is a set of finitely many non-trivial
elements in G∞, then M ⊆ Gi for some i ∈ N. Since Gi is isomorphic to G, Gi
satisfies (∗). It follows from Theorem 1.1 that KG∞ is primitive for any field K.
By Lemma 4.2, it remains to prove that ∆(G∗) = 1.
Suppose, to the contrary, that ∆(G∗) 6= 1. Let g be in ∆(G∗) with g 6= 1. Since
[G∗ : CG∗(g)] < ∞, we have [G : CG(g)] < ∞. On the other hand, as we saw
at the end of the proof of Theorem 1.1, ∆(G) = 1, which implies g 6∈ G. By the
normal form theorem, there exist n, l ≥ 0 and f ∈ G such that g = tnft−l, where
f 6∈ B(= ϕ(G)) if neither n = 0 nor l = 0. Replacing g with g−1 if necessary, we
may assume that n ≥ l ≥ 0, and then f 6∈ B unless l = 0. Since [G∗ : CG∗(g)] <∞,
there exists m ≥ 1 such that tmgt−m = g, and so tm+nft−l−m = tnft−l, which
implies f = ϕm(f) ∈ B. Hence we get l = 0; g = tnf , where n > 0 and f ∈ B.
Let h ∈ G \ B. Again by [G∗ : CG∗(g)] < ∞, there exists m ≥ 1 such that
(th)mg(th)−m = g. Since htn = tnϕn(h) and t−1h−1 = ϕ(h−1)t−1, we have that
(th)mg(th)−m = (th)mtnf(th)−m
= (th)m−1tn+1ϕn(h)fh−1ϕ(h−1)t−2(th)−m+2
...
...
= tm+nϕn+m−1(h) · · ·ϕn(h)fh−1ϕ(h−1) · · ·ϕm−1(h−1)t−m
= tnf,
which implies that
h−1 = f−1ϕn(h−1) · · ·ϕn+m−1(h−1)ϕm(f)ϕm−1(h) · · ·ϕ(h).
Since f ∈ B, we get h−1 ∈ B, a contradiction. 
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For the remainder of this section, let A∗H B be the free product of A and B with
H amalgamated, and suppose that A 6= H 6= B. For x ∈ A∗HB with x 6∈ H and for
ui ∈ (A∪B) \H (i ∈ [n]), x = u1 · · ·un is a normal form for x provided ui and ui+1
are not both in A or not both in B. Although a normal form x = u1 · · ·un is not
unique, the length n of x is well defined and it is denoted here by l(x). If x ∈ H , we
define l(x) = 0. For x, V1, . . . , Vm ∈ A∗H B, we write x ≡ V1 · · ·Vm and say that the
product V1 · · ·Vm is a reduced form if x = V1 · · ·Vm and l(x) = l(V1) + · · ·+ l(Vm).
We consider the following condition on A ∗H B:
(†) B 6= H and there exist elements a and a∗ in A\H such that
aa∗ 6= 1 and a−1Ha ∩H = 1.
It is clear that either aa∗ 6∈ H or a∗a 6∈ H provided a and a∗ are elements as described
in (†). We shall prove the following theorem which generalizes [1, Theorem 3.1]:
Theorem 4.3. Let R be a domain and G a non-trivial group which has a free
subgroup whose cardinality is the same as that of G. Suppose that for each n ∈ N
and f1, . . . , fn ∈ G, there exists a subgroup N containing f1, . . . , fn, such that N
is isomorphic to A ∗H B which satisfies (†). Then the group ring RG is primitive
provided |R| ≤ |G|. In particular, KG is primitive for any field K.
If A 6= H 6= B, then A ∗H B always has a countable free subgroup. Hence,
in Theorem 4.3, the assumption on existence of a free subgroup is needed only if
|G| > ℵ0. By Theorem 1.1, to prove Theorem 4.3, it suffices to show that G satisfies
(∗). Since, for each n ∈ N and f1, . . . , fn ∈ G, there is a subgroup N = A ∗H B
containing f1, . . . , fn such that N satisfies (†) by assumption, we need only show
that if A ∗H B satisfies (†), then A ∗H B satisfies (∗). In fact, if b ∈ B \ H and
a, a∗ ∈ A which satisfy the conditions aa∗ 6= 1 and a−1Ha∩H = 1, then for i ∈ [3],
xi = (b
−1a)ωia∗b
−1a−1∗ (b
−1a)ωi if aa∗ 6∈ H(14)
xi = (b
−1a−1)ωia−1∗ b
−1a∗(b
−1a−1)ωi if a∗a 6∈ H(15)
are desired elements in A ∗H B, where ωi = l + i and l is the maximum number in
the set {l(fi) | 1 ≤ i ≤ n}. That is, for M = {f1, . . . , fn}, Mxi (i = 1, 2, 3) are
mutually reduced. We shall confirm this after preparing a lemma.
Lemma 4.4. Let G = A∗H B. Suppose that G satisfies (†), and let a be an element
as in (†) above. Let 1 6= f ∈ G with l(f) = l and W = (a−1b)mf(b−1a)m, where m
is a positive integer and b ∈ B \H.
If m > l + 1, then a reduced form of W has the form
(16) W ≡ (a−1b)V (b−1a) for some non-empty word V,
otherwise W = (b−1a)±k for some k > 0.
Proof. Consider f ∈ G \ {1} with l(f) = l. If a normal form for f begins with an
element in A \H and ends with an element in B \H , then we say that f is of type
AB. Similarly, we define the types BA, AA and BB. If l > 0 then f is of type one
of the above four types. Let W = (a−1b)mf(b−1a)m with m > l + 1. If f is of type
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AA, then it is trivial that a reduced form of W has the form (16). We may therefore
assume that f is not of type AA.
We first suppose that l = 0; thus f ∈ H . Clearly, if b′ = bfb−1 6∈ H , then
W ≡ (a−1b)m−1a−1b′a(b−1a)m−1 is a normal form for W and is of the form (16). If
b′ ∈ H , then b′ 6= 1 and thus a−1b′a ∈ A \H because of (†). Since m > 1, we have
that W ≡ (a−1b)m−1a′(b−1a)m−1 is of the form (16), where a′ = a−1b′a.
Next suppose that l > 0 and f is of type AB. In this case, l ≥ 2. Let f =
α1β2 · · ·αl−1βl be a normal form for f , where αi ∈ A \H and βi ∈ B \H . If βlb
−1 ∈
B \H , then the assertion is trivial, and so we may assume that βlb−1 ∈ H and also
that α′l−1 = αl−1βlb
−1a ∈ H . If l = 2 and α′l−1 = 1, then W = (a
−1b)m(b−1a)m−1,
and hence W = (a−1b). If l = 2 and α′l−1 6= 1, then W = (a
−1b)mα′l−1(b
−1a)m−1.
Since l(α′l−1) = 0 and m − 1 > 2, W
′ = (a−1b)m−1α′l−1(b
−1a)m−1 is of the form
(16) and so is W = a−1bW ′. In the case of l > 2, we set β ′l−2 = βl−2α
′
l−1, f
′ =
α1β2 · · ·αl−3β ′l−2, and W
′ = (a−1b)m−1f ′(b−1a)m−1. Since β ′l−2 ∈ B \ H , by easy
induction on l, we see that the assertion holds for W ′ and so is for W = a−1bW ′.
Similarly, we can prove that a reduced form ofW has the form (16) provided that
f is of type BB. Moreover, if f is of type BA, then f−1 is of type AB. Therefore,
replacing W by W−1, it follows that the assertion holds when f is of type BA. 
Proof of Theorem 4.3. For some n ∈ N, say M = {f1, . . . , fn} ⊆ G. By assumption,
there exists a subgroup N with M ⊆ N and N ≃ A ∗H B which satisfies (†). As
mentioned at the beginning of this section, it suffices to show that Mxi , over i ∈ [3],
are mutually reduced, where xi are as in (14) or (15). Replacing a and a∗ in (14) by
a−1 and a−1∗ respectively, we can get the case of (15), and so we need only show the
case (14); to that end, let xi = (b
−1a)ωia∗b
−1a−1∗ (b
−1a)ωi and assume that aa∗ 6∈ H .
Let gip = x
−1
i fpxi, for p ∈ [n], be the elements in M
xi . Since ωi = l + i for i ∈ [3]
and l is the maximum number in the set {l(fi) | i ∈ [n]}, by Lemma 4.4, for each
i ∈ [3] and each p ∈ [n], a reduced form of Wip = (a−1b)ωifp(b−1a)ωi has the form
either Wip ≡ (b
−1a)±k for some k > 0 or Wip ≡ (a
−1b)Vip(b
−1a) for some non-empty
word Vip. In either case, since aa∗ ∈ A \H , a normal form of a−1∗ Wipa∗ is of type
AA. We have then that
(17) gip ≡ X
−1
i AipXi,
where Xi = b
−1a−1∗ (b
−1a)ωi and Aip = a
−1
∗ Wipa∗. If i 6= j, say i > j, then a normal
form of XiX
−1
j is b
−1a−1∗ (b
−1a)ωi−ωj−1b−1a′b which is of type BB, where a′ = aa∗.
Therefore we have
(18) gipgjq ≡ X
−1
i AipBijAjqXj,
where Bij = b
−1a−1∗ (b
−1a)ωi−ωj−1b−1a′b.
Now, let g = g1 · · · gk be the product of any finite number of elements gi’s in⋃3
j=1M
xj . Since a reduced form of gi has the form (17), if both of gi and gi+1 are
not in the same Mxj for any i, then by noting that a reduced form of gigi+1 has the
form (18), it can be easily seen by induction on k that g ≡ X−11 UXk holds for some
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non-empty word U in G. Hence, in particular, g 6= 1. We have thus shown that
Mxi ’s are mutually reduced. 
The next corollary improves [1, Theorem 3.1 and Remark 3.3].
Corollary 4.5. Let R be a domain and G = A∗HB. If G satisfies (†) and |R| ≤ |G|,
then the group ring RG is primitive. In particular, KG is primitive for any field K.
Proof. We need only to show that G has a free subgroup whose cardinality is the
same as that of G. Let I be a set with |I| = |G|, and let a ∈ A \ H such that
a−1Ha ∩ H = 1 and b ∈ B \ H . If |A \ H| = |G| (resp. |B \ H| = |G|), then
for each i ∈ I, there exists ai ∈ A \ H (resp. bi ∈ B \ H) such that ai 6= aj
(resp. bi 6= bj) for i 6= j. We have then that the subgroup of G generated by
aib(ab)
2aib (resp. (abi)
3), over i ∈ I, is freely generated by them. On the other
hand, if |H| = |G|, then for each i ∈ I, there is hi ∈ H with hi 6= hj for i 6= j. Let
M1 := { x
±1
i , x
−1
i xj | i, j ∈ I, i 6= j} and M2 := { y
±1
i , y
−1
i yj| i, j ∈ I, i 6= j} where
xi := a
−1hia and yi := b
−1a−1hiab. Since, clearly, M1 and M2 are mutually reduced,
it follows from Remark 3.1 that the subgroup of G generated by zi = xiy
−1
i , over
i ∈ I, is freely generated by them. 
We call the free product A ∗ B of two nonidentity groups A and B a strict free
product if A ∗ B 6≃ Z2 ∗ Z2. We call G a locally strict free product if, for each
m ∈ N and g1, . . . , gm ∈ G, there exists a subgroup H of G which is isomorphic to
a strict free product such that {g1, . . . , gm} ⊆ H . Clearly, if A ∗ B is a strict free
product, then it satisfies (†), and therefore, the following corollary, which generalizes
the result of [9], follows directly from Theorem 4.3:
Corollary 4.6. Let R be a domain and G a locally strict free product. Suppose that
G has a free subgroup whose cardinality is the same as that of G. If |R| ≤ |G|, then
the group ring RG is primitive. In particular, KG is primitive for any field K.
5. Primitivity of group rings of one relator groups with torsion
One relator groups, whose historical origins come from a study of the fundamental
group of a surface, are perhaps one of the most interesting and well-studied class
of infinite groups. In particular, residual finiteness of one relator groups is one of
the main topics in combinatorial group theory since the 1960s, where a group is
residually finite provided each non-identity element of it can be mapped to a non-
identity element in some homomorphism onto a finite group. Generally, one relator
groups need not to be residually finite (see [2], [4], and [15]). On the other hand,
it has been conjectured by Baumslag [3] that every one relator group with torsion
is residually finite, and it has been believed that the conjecture holds (see [26] and
[24]). More precisely, Baumslag conjectured that one relator groups with torsion
are virtually locally free by cyclic (see [4] and [5]). If G is a virtually (non-abelian)
locally free by cyclic group, then KG is primitive for any field K by [19]. We cannot
completely settle this conjecture, but, by making use of Theorem 4.3 (or Corollary
4.6), we can prove that KG is primitive when G is a one relator group with torsion:
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Theorem 5.1. If G is a non-cyclic one relator group with torsion, then KG is
primitive for any field K.
In order to prove the above theorem, we prepare necessary notation and group
theoretic results on one relator groups with torsion. Throughout this section, F =
〈X〉 denotes the free group with a base X . Let G = 〈X |R〉 denote the one relator
group with the set of generators X with a relation R, where R is a cyclically reduced
word in F . For a word W in F , if R = W n, n > 1 and W is not a proper power in
F , then G is called a one relator group with torsion.
Let W be a word in F . We denote the normal closure of W in F by NF (W ).
For a cyclically reduced word W , WF (W ) denotes the set of all cyclically reduced
conjugates of both W and W−1. If Wi, . . . ,Wt are reduced words in F and W =
Wi · · ·Wt is also reduced, that is, there is no cancellation in forming the product
Wi · · ·Wt, then we write W ≡ Wi · · ·Wt. For Y ⊆ X , 〈Y 〉G is the subgroup of G
generated by the homomorphic image in G of Y .
Lemma 5.2. Let n ∈ N and G = 〈X |R〉, where W is a cyclically reduced word in
F and R =W n.
(1) ([25, Theorem], cf. [11]) If V ∈ NF (R)\{1}, then V contains a subword S
n−1S0,
where S ≡ S0S1 ∈ WF (W ) and every generator appearing in W appears in S0.
(2) ([17, Theorem]) The centralizer of every non-trivial element in G is cyclic.
The next two results in the lemma below are probably well-known to experts, but
we include their proofs for completeness.
Lemma 5.3. For n > 1, let G = 〈X | R〉 with |X| > 1, where R = W n and W is
a cyclically reduced word in F .
(1) If S, T ⊆ X, then 〈S〉G ∩ 〈T 〉G = 〈S ∩ T 〉G.
(2) ∆(G) = 1.
Proof. (1): If S ⊆ T or T ⊆ S, then the assertion is clear, and so we may assume S 6⊆
T and T 6⊆ S. It is obvious that 〈S〉G ∩ 〈T 〉G ⊇ 〈S ∩ T 〉G. Suppose, to the contrary,
that 〈S〉G ∩ 〈T 〉G ) 〈S ∩ T 〉G. Then there exist reduced words u = u(s, a, . . . , b)
in 〈S〉 \ 〈S ∩ T 〉 and v = v(t, c, . . . , d) in 〈T 〉 \ 〈S ∩ T 〉 such that uv ∈ NF (R),
where a, . . . , b ∈ S, c, . . . , d ∈ T , s ∈ S \ (S ∩ T ), and t ∈ T \ (S ∩ T ). Let w
be the reduced word for uv, say w ≡ u1v1, where u ≡ u1u2 and v ≡ u
−1
2 v1. Then
w ≡ u1v1 ∈ NF (R). However, u1 involves s but not t, and v1 involves t but not s,
which contradicts the assertion of Lemma 5.2 (1).
(2): Suppose , to the contrary, ∆(G) 6= 1; then, there exists 1 6= g ∈ G such that
[G : CG(g)] < ∞. By Lemma 5.2 (2), CG(g) is cyclic and in fact infinite cyclic
because |G| is not finite. Thus G is virtually cyclic and so, as is well-known, there
exists a normal subgroup N of finite order such that G/N is isomorphic to either
the infinite cyclic group Z or the infinite dihedral group Z2 ∗ Z2 (See [12, p137]).
Since a one relator group with torsion is not isomorphic to Z or Z2 ∗ Z2, we may
assume N 6= 1. In both cases of G/N ≃ Z and G/N ≃ Z2∗Z2, there exists x ∈ G\N
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such that 〈x〉G is a infinite cyclic subgroup of G. Since |N | is finite, then it is easily
seen that there exists m > 0 such that x−mfxm = f for all f ∈ N , which implies
N ⊆ CG(xm); this is a contradiction, since a infinite cyclic group does not contain
non-trivial finite subgroups. 
Let X = {x1, x2, . . . , xm} with m > 1 and F = 〈X〉. To avoid unnecessary
subscripts, we denote generators, x1, x2, . . . , xm, by t, a, . . . , b. We consider the one
relator group G = 〈X |R〉, where R = W n, n > 1 and W = W (t, a, . . . , b) is a
cyclically reduced word which is not a proper power. We assume that all generators
appear in W . We shall see that there exists a normal subgroup L of G such that
G/L is cyclic and L satisfies the assumption in Corollary 4.6. That is, G has the
following type of subgroup G∞ and L is a subgroup of it, which shall be shown in
Proof of Theorem 5.1 below:
(19) G∞ = 〈X∞ | Ri, i ∈ Z〉 with Ri = W
n
i (n > 1),
where X∞ = {aj, . . . , bj | j ∈ Z} and for each i ∈ Z, Wi is a cyclically reduced word
in the free group, which is as follows: F∞ = 〈X∞〉. Let α∗,. . ., β∗ be respectively the
minimum subscripts on a, . . ., b occurring inW0, and let α
∗, . . . , β∗ be the maximum
subscript on a,. . ., b occurring in W0, respectively. Then Wi is a word expressed by
Wi = Wi(aα∗+i, . . . , aα∗+i, . . . , bβ∗+i, . . . , bβ∗+i).
Let µ be the maximum number in {α∗ − α∗, . . . , β∗ − β∗}. For t ∈ Z, we set
subgroups Qt and Pt of G∞ as follows:
(20)

If µ 6= 0, Qt := 〈at+i, . . . , bt+j | α∗ ≤ i ≤ α∗, . . . , β∗ ≤ j ≤ β∗〉G∞ and
Pt := 〈at+i, . . . , bt+j | α∗ ≤ i ≤ α
∗ − 1, . . . , β∗ ≤ j ≤ β
∗ − 1〉G∞ .
If µ = 0, Qt := 〈at+α∗ , . . . , bt+β∗〉G∞ and
Pt := 1.
Then Pt is a subgroup of Qt and Qt has the following presentation:
(21) Qt ≃ 〈at+α∗ , . . . , at+α∗ , . . . , bt+β∗ , . . . , bt+β∗ | Rt〉.
In what follows, let ν := β∗−β∗; replacing the order of ai, . . . , bi in X∞ if necessary,
assume µ = α∗ − α∗ ≥ · · · ≥ β∗ − β∗ = ν. With Magnus’ method for Freiheitssatz,
we may identify G∞ as the union of the following chain (see [14] or [13]):
(22)
G∞ =
⋃
∞
i=0Gi, where
G0 = Q0, G2i = Q−i ∗P−i+1 G2i−1, and G2i+1 = G2i ∗Pi+1 Qi+1.
Lemma 5.4. If H is a subgroup of G∞ generated by a finite subset Y of X∞; namely
H = 〈Y 〉G∞, then there is a positive integer t so that H ⊆ G2(t−1) and H ∩ Pt = 1.
Proof. Since G∞ =
⋃
∞
i=0Gi and G0 ( G1 ( · · · ( G2i ( G2i+1 ( · · · , there exists
some s ≥ 0 such that G2s ⊇ H . Let t be a positive integer satisfying
(23) s+ α∗ < t + α∗ , . . . , s+ β
∗ < t + β∗.
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Since s ≤ t − 1 and H ⊆ G2(t−1), to finish the proof, it suffices to show that
H ∩ Pt = 1. If µ = 0 in (20), then the assertion is trivial, so assume that µ 6= 0.
Suppose, to the contrary, there exists t ∈ N which satisfies (23) and H ∩ Pt 6= 1.
For brevity, we write aˆi and bˆi instead of at+α∗+i and bt+β∗+i, respectively; namely,
Pt = 〈aˆ0, . . . , aˆµ−1, . . . , bˆ0, . . . , bˆν−1〉G∞ . For j ∈ {0, 1, . . . , µ}, define P
(j)
t so that
Pt = P
(µ)
t ) P
(1)
t ) · · · ) P
(0)
t = 1
as follows:
Pt = P
(µ)
t = 〈aˆ0, . . . , aˆµ−1, . . . , bˆ0, . . . , bˆν−1〉G∞
P
(µ−1)
t = 〈aˆ0, . . . , aˆµ−2, . . . , bˆ0, . . . , bˆν−2〉G∞ ,
...
...
P
(µ−ν+1)
t = 〈aˆ0, . . . , aµ−ν , . . . , bˆ0〉G∞ ,
P
(µ−ν)
t = 〈aˆ0, . . . , aˆµ−ν−1, . . .〉G∞ ,
...
...
P
(1)
t = 〈aˆ0〉G∞ ,
P
(0)
t = 1.
That is, generators in {aˆ0, . . . , aˆµ−1}, . . . and in {bˆ0, . . . , bˆν−1}, are respectively decre-
mented one by one from P
(µ)
t to P
(0)
t . By our assumption, H ∩ Pt 6= 1, i.e., there
is u ∈ H ∩ Pt with u 6= 1. Thus, there is l ∈ {0, 1, . . . , µ − 1} with u ∈ P
(µ−l)
t
and u 6∈ P (µ−l−1)t . We shall see that this is impossible. In fact, we shall show that
u ∈ H ∩ P (µ−l)t implies u ∈ P
(µ−l−1)
t , which completes the proof of the lemma.
Let u ∈ H ∩ P (µ−l)t . By (23), s ≤ t− µ− 1 ≤ t− l − 2, which implies
(24) H ⊆ G2(t−l−2)
because H ⊆ G2s ⊆ G2(t−l−2). By the construction of P
(µ−l)
t , the set T of generators
of P
(µ−l)
t is
T = {aˆ0, . . . , aˆµ−l−1, . . . , bˆ0, . . . , bˆν−l−1},
where for instance, {bˆ0, . . . , bˆν−l−1} is ∅ if ν − l − 1 < 0. By (20), the generators of
Qt−l−1 are
aˆ−l−1, . . . , aˆ0, . . . , aˆµ−l−1, . . . , bˆ−l−1, . . . , bˆ0, . . . , bˆν−l−1,
and therefore we see that P
(µ−l)
t ⊆ Qt−l−1. Combining this with (24), it follows that
u ∈ G2(t−l−2) ∩ Qt−l−1. Since G2(t−l−2) ∩ Qt−l−1 = Pt−l−1, we have u ∈ Pt−l−1, and
thus u ∈ Pt−l−1 ∩ P
(µ−l)
t .
On the other hand, the set S of generators of Pt−l−1 in Qt−l−1 is
S = {aˆ−l−1, . . . , aˆµ−l−2, . . . , bˆ−l−1, . . . , bˆν−l−2}.
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Thus it is easy to see that 〈S ∩ T 〉Qt−l−1 = P
(µ−l−1)
t . We may regard Qt−l−1 as a
one-relator group with torsion, and therefore it follows form Lemma 5.3 (1) that
u ∈ Pt−l−1 ∩ P
(µ−l)
t = 〈S〉Qt−l−1 ∩ 〈T 〉Qt−l−1 = 〈S ∩ T 〉Qt−l−1 = P
(µ−l−1)
t ;
thus u ∈ P (µ−l−1)t , as desired. 
Lemma 5.5. If G∞ and Wi are as in (19), then for each m ∈ N and g1, . . . , gm ∈
G∞, there is t ∈ N with 〈g1, . . . , gm,Wt〉G∞ = 〈g1, . . . , gm〉G∞ ∗ 〈Wt〉G∞.
Proof. Let Y be the subset ofX∞ consisting of generators appearing in gi for i ∈ [m].
By Lemma 5.4, if H := 〈Y 〉G∞ , there is t ∈ N with H ⊆ G2(t−1) and H ∩Pt = 1. By
(22), G2t−1 = G2(t−1) ∗Pt Qt, where Qt is as described in (21) and Pt is as described
in (20). Since W nt = Rt is the relator of Qt, we have 〈Wt〉G∞ ⊆ Qt. As is well
known, Wmt 6= 1 in Qt for m ∈ [n − 1]. Moreover, Pt ∩ 〈Wt〉Qt = 1. In fact, if
not, there would be m ∈ N0 with Wmt ∈ Pt in Qt. Since Pt is a free subgroup
of Qt by Freiheitssatz, we have that 1 6= (W
m
t )
n = (W nt )
m in Qt. However, this
contradicts that W nt is the relator of Qt. We have thus shown that Pt ∩ 〈Wt〉Qt = 1.
Combining this with H ∩ Pt = 1, we see that 〈Y,Wt〉G2t−1 = 〈Y 〉G2t−1 ∗ 〈Wt〉G2t−1
= H ∗ 〈Wt〉G∞ . Since 〈g1, . . . , gm〉G∞ ⊆ H , we have that 〈g1, . . . , gm,Wt〉G∞ =
〈g1, . . . , gm〉G∞ ∗ 〈Wt〉G∞ . 
We are now in a position to prove Theorem 5.1.
Proof of Theorem 5.1. Let G = 〈X |R〉 be the one relator group with torsion, where
|X| > 1, R = W n, n > 1 and W is a cyclically reduced word which is not a proper
power. If there exists a generator x ∈ X which does not appear in W , then G is
isomorphic to the free product 〈x〉 ∗ 〈X \ {x} | R〉, and so KG is primitive for any
field K by Corollary 4.5 or by the result of Formanek [9]. Hence we may assume
that X is a finite set and all generators in X appear in W . Let X = {t, a, b, . . . , c}
and W = W (t, a, b, . . . , c).
In this case, the cardinality of G is countable, and it is well-known that G has a
non-cyclic free subgroup. Moreover, by Lemma 5.3 (2), we see that ∆(G) = 1, and
therefore, combining Corollary 4.6 with Lemma 4.2, it suffices to show that there
exists a normal subgroup L of G such that G/L is cyclic and L satisfies the following
condition:
(⋆) For any g1, . . . , gm ∈ L, there exists a free product A ∗ B in the
set of subgroups of L such that B 6= 1, a2 6= 1 for some a ∈ A, and
g1, . . . , gm ∈ A ∗B.
There are now two cases to consider: whether or not the exponent sum σx(W ) of
W on some generator x is zero. If the exponent sum σx(W ) ofW on some generator
x is zero, say σt(W ) = 0, then we set N = NF (R) and M = NF (a, b, . . . , c). In
this case, G ≃ F/N , where F = 〈X〉. Since σt(W ) = 0, we have that N ( M . By
making use of a Reidemeister-Schreier rewriting process, we get a presentation of
G∞ = M/N as follows:
G∞ = 〈X∞ | Ri, i ∈ Z〉 with Ri = W
n
i (n > 1),
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where X∞ = {ai, bi, . . . , ci | i ∈ Z}, ai = tiat−i, bi = tibt−i, . . . , ci = tict−i, and
Wi = t
iWt−i (i ∈ Z). Let L = G∞. Then L is a normal subgroup of G and G/L
is cyclic. We can see that L satisfies the (⋆). In fact, in (20), if µ = 0 then the
subgroup G1 of L(= G∞) is the free product Q0 ∗Q1. If µ 6= 0 then G1 = Q0 ∗P1 Q1.
In the former case, aα∗ = aα∗ , in the latter case, aα∗ , aα∗+1 6∈ P1, and in either case,
aα∗ ∈ Q0 and aα∗+1 ∈ Q1. Let u = aα∗aα∗+1. Then 〈u〉 is an infinite cyclic subgroup
of L. In particular, u2 6= 1 in L. By Lemma 5.5, for any finite number of elements
g1, . . . , gm and for u, there exists t > 0 such that 〈u, g1, . . . , gm〉L ∗ 〈Wt〉L, and thus
L satisfies the (⋆) because Wt 6= 1 and u2 6= 1, as desired.
On the other hand, if for each x ∈ X , σx(W ) 6= 0, say σt(W ) = β and σa(W ) =
γ, then, replacing t by tγ both in X and in R, we define Ĝ by 〈X̂ | R̂〉, where
X̂ = {tγ , a, b, . . . , c}, R̂ = (Ŵ )n and Ŵ = Ŵ (tγ, a, b, . . . , c). We set F̂ = 〈X̂〉,
N = NF (R̂) and N̂ = NF̂ (R̂). We note that F̂ , N and N̂ are subgroups of F = 〈X〉.
Clearly, Ĝ is isomorphic to G. We may regard Ĝ as a subgroup of 〈X | R̂〉 ≃ F/N .
Since F̂ /N̂ ≃ Ĝ ≃ G, we identify Ĝ with F̂ /N̂ and it suffices to show that Ĝ has a
normal subgroup L̂ which satisfies the (⋆) and Ĝ/L̂ is cyclic.
Now, let M = NF (atβ , b, . . . , c). Since σt(W ) = β and σa(W ) = γ, we see that
σt(Ŵ ) = βγ = βσa(W ) = βσa(Ŵ ),
which implies Ŵ ∈ M and thus N ( M . Similarly to the previous case, we have a
presentation of G∞ = M/N as follows:
G∞ = 〈X∞ | R̂i, i ∈ Z〉 with R̂i = (Ŵi)
n(n > 1),
where X∞ = {ai, bi, . . . , ci | i ∈ Z}, ai = tiatβ−i, bi = tibt−i, . . . , ci = tict−i, and
Ŵi = t
iŴ t−i (i ∈ Z). In this case, G∞ is not a subgroup of Ĝ, and therefore, we let
L̂ = (M ∩ F̂ )/N̂ . Then L̂ is a normal subgroup of Ĝ. Since Ĝ/L̂ ≃ F̂ /(M ∩ F̂ ) ≃
F̂M/M ( F/M ≃ 〈t〉, Ĝ/L̂ is cyclic. To finish the proof, it remains to show that L̂
satisfies the (⋆).
Since Ĝ is isomorphically embedded into F/N , it is clear that F̂ ∩N = N̂ , so
G∞ =M/N ⊃ (M ∩ F̂ )N/N ≃ (M ∩ F̂ )/(M ∩ F̂ ∩N)
= (M ∩ F̂ )/(F̂ ∩N)
= (M ∩ F̂ )/N̂ = L̂.
Hence we may assume that L̂ is a subgroup of G∞. Let g1, . . . , gm (m > 0) be in L̂
with gi 6= 1. In case of n > 2, since L̂ ( G∞, by Lemma 5.5, there exists t > 0 such
that 〈g1, . . . , gm〉G∞ ∗〈Ŵt〉G∞ . We have then that 1 6= Ŵt ∈ L̂ and (Ŵt)
2 6= 0 because
n > 2, and so L̂ satisfies the (⋆). On the other hand, in case of n = 2, let p > 0 be the
maximum number such that either tpγ or t−pγ is appeared in Ŵ = Ŵ (tγ, a, b, . . . , c).
Set v = t(p+1)γat−(p+1)γa−1 so that v ∈ F̂ . Moreover, since σt(v) = 0 and σa(v) = 0,
we have v ∈ M . That is, v ∈ M ∩ F̂ and thus the homomorphic image v of v is
contained in L̂. Suppose that v2 = 1; namely, v2 ∈ N̂ . In view of Lemma 5.3 (1),
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a reduced word v2 contains a subword S0S1S0 such that S0S1 is a cyclic shift of Ŵ
and S0 contains all generators appeared in Ŵ . Since only two letters t and a are
appeared in v2, we have that Ŵ = Ŵ (tγ , a). Moreover, S0S1S0 involves a subword
of type aε1tqaε2 with |q| ≤ |pγ|, where εi = ±1. However, since |(p + 1)γ| > |q|,
there exists no such subword in v2, which implies a contradiction. We have thus
shown that v2 6= 1. By Lemma 5.5, for g1, . . . , gm and v, there exists t > 0 such that
〈v, g1, . . . , gm〉G∞ ∗ 〈Ŵt〉G∞ . Since 1 6= Ŵt ∈ L̂ and v
2 6= 1, we have thus proved that
L̂ satisfies condition (⋆). 
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