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DECIDABILITY OF THEORIES OF MODULES OVER
CANONICAL ALGEBRAS OF TUBULAR TYPE
LORNA GREGORY
Abstract. We show that the common theory of all modules over a
canonical algebra of tubular type (over a recursively given algebraically
closed field) is decidable. This result supports a long standing conjec-
ture of Mike Prest which says that a finite-dimensional algebra (over a
recursively given field) is tame if and only its common theory of mod-
ules is decidable [Pre88]. These are the first examples of non-domestic
algebras which have been shown to have decidable theory of modules.
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1. Introduction
The study of the decidability and undecidability of theories of modules over
finite-dimensional algebras began with papers of Baur which showed that the
4-subspace problem is decidable [Bau80] and that the 5-subspace problem
is undecidable [Bau75] (also see [SF75]). For a given ring R, the theory
of R-modules is said to be decidable if there is an algorithm that decides
whether a given first order sentence in the language of R-modules is true in
all R-modules. It follows easily from the results of Baur that the theory of
modules over the path algebras of D˜4 (in subspace orientation) is decidable
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and that the theory of modules over the path algebra of D˜5 (in subspace
orientation) is undecidable.
Geisler [Gei94] and Prest [Pre85] showed that the theory of modules over
all tame hereditary algebras (over recursive fields with splitting algorithms)
is decidable. In the converse direction, Prest showed that the theory of
modules of strictly wild algebras is undecidable [Pre96] and thus all wild
finite-dimensional hereditary algebras have undecidable theories of modules.
Improving this result, the author, together with Prest, has shown that,
over an algebraically closed field, all (finitely) controlled wild algebras have
undecidable theories of modules [GP15]. Note that at this time there is no
known finite-dimensional algebra (over an algebraically closed field) which is
wild but not (finitely) controlled wild. Indeed, Ringel has conjectured that
all wild algebras (over algebraically closed fields) are controlled wild.
Toffalori and Puninski [PT09] have worked on the problem of classifying
finite commutative rings which have decidable theories of modules, which of
course includes all commutative finite-dimensional algebras over finite fields.
The main result of this paper is the following.
Theorem. Let R be a canonical algebra of tubular type over a recursive
algebraically closed field. The common theory of R-modules is decidable.
Our result supports the following long standing conjecture of Mike Prest.
Conjecture. [Pre88] Let R be a finite-dimensional algebra over a suitably
recursive field. The theory of R-modules is decidable if and only if R is of
tame representation type.
Canonical algebras of tubular type are finite-dimensional non-domestic tame
algebras of linear growth. These are the first examples of non-domestic
algebras which have been shown to have decidable theory of modules.
A finite-dimensional k-algebra is of tame representation type if for each
dimension d, almost all d-dimensional modules are in µ(d) ∈ N many 1-
parameter families. An algebra is of domestic representation type if there is
a finite bound on µ(d). So, the module categories of non-domestic algebras
are significantly more complex than those of domestic representation type.
Canonical algebras of tubular type are part of a wider family of finite-
dimensional algebras, the tubular algebras. These were introduced by Ringel
in [Rin84]. Our results in fact get very close to proving that all non-domestic
tubular algebras have decidable theory of modules (see 9.2).
Our methods for proving our main result are inspired by results of Harland
and Prest in [HP15], an understanding of the Ziegler topology for mod-
ules of a fixed rational slope, decidability for tame hereditary algebras and
decidability of Presburger arithmetic.
We also give counter-examples to corollary 8.8 of [HP15] and provide a best
possible replacement 7.9.
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2. Background
If R is a ring then we write mod − R for the category of finitely presented
right R-modules, Mod−R for the category of all right R-modules and ind−R
for the set of isomorphism classes of finitely presented right R-modules.
We start this section by introducing tubular algebras. We won’t give the
definition of a tubular algebra, for this see [Rin84, Chapter 5] or [SS07b,
XIX 3.19], instead we will describe their module categories.
If X is a class of modules then we write (M,X ) = 0 (respectively (X ,M) =
0) to mean that (M,X) = 0 (respectively (X,M) = 0) for all X ∈ X .
Let R be a finite-dimensional algebra, let S1, . . . , Sn be the simple modules
over R and for 1 ≤ i ≤ n, let Pi be the projective cover of Si. If M is a
finite-dimensional module over R then we call
dimM = (HomR(P1,M), . . .HomR(Pn,M)),
the dimension vector of M . The Grothendieck group, K0(R), of a
finite-dimensional algebra is the abelian group generated by the isomorphism
classes [X] of modules X ∈ mod−R and subject to the relation [Y ]− [X]−
[Z] = 0 whenever there exists a short exact sequence
0→ X → Y → Z → 0.
For finite-dimensional algebras of finite global dimension, the Grothendieck
group of R can be equipped with a bilinear form
〈−,−〉 :=
∞∑
i=0
dimExti(−,−),
see [ASS06, III.3.13]. All finite-dimensional modules over tubular algebras
either have injective dimension ≤ 2 and projective dimension ≤ 2. This
means that dimExtn(−,−) terms for n > 2 are zero.
Define χR(x) := 〈x, x〉. We call an element x ∈ K0(R) radical if χ(x) = 0
and a root if χ(x) = 1. We denote the subgroup of radical vectors radχ.
If R is a tubular algebra then there exists a canonical pair of linearly inde-
pendent radical vectors h0, h∞ which generate a subgroup of radχ of finite
index [Rin84, Section 5.1]. For finite-dimensional indecomposable modules
M over R we define the slope of M to be
slope(M) = −
〈h0,dimM〉
〈h∞,dimM〉
.
For q ∈ Q∞0
1, let Tq be the set of isomorphism classes of indecomposable
finite-dimensional modules of slope q. Let P0 be the preprojective compo-
nent (the indecomposable finite-dimensional modulesM with 〈h0,dimM〉 <
0 and 〈h∞,dimM〉 ≤ 0) and let Q∞ be the preinjective component (the
indecomposable finite-dimensional modules M with 〈h0,dimM〉 ≥ 0 and
〈h∞,dimM〉 > 0).
1By Q∞0 we mean the non-negative rational together with a maximal element ∞
4 LORNA GREGORY
Theorem 2.1. [Rin84] Let R be a tubular algebra. The set of indecompos-
able finite-dimensional modules is
P0 ∪
⋃
{Tq | q ∈ Q
∞
0 } ∪ Q∞
where each Tq is a tubular family separating Pq := P0 ∪
⋃
{Tq′ | q
′ < q}
from Qq :=
⋃
{Tq′ | q
′ > q} ∪ Q∞.
All finite-dimensional indecomposable modules of strictly positive rational
slope have projective and injective dimensions less than or equal to 1. Thus
for those modules
〈−,−〉 := dimHom(−,−)− dimExt(−,−).
We say a vector x = (x1, . . . , xn) ∈ K0(R) is positive if xi ≥ 0 for 1 ≤ i ≤ n
and there exists 1 ≤ i ≤ n such that xi > 0. We say x is connected if its
support is connected in the underlying quiver of R.
In [Rin84, 5.2.6, pg 278], Ringel shows that, when R is a tubular algebra,
mod − R is controlled by χ, that is for any positive connected root vector
x ∈ K0(R), there is a unique indecomposable module X ∈ mod − R with
dimX = x, for any positive connected radical vector x ∈ K0(R) there is
an infinite family of indecomposable modules with dimX = x and further
that the dimension vector of any indecomposable finite-dimensional module
is either a (positive connected) radical vector or a (positive connected) root.
If R is a finite-dimensional k-algebra and M is a right (respectively left)
R-module then we write M∗ for its k-dual the left (respectively right) A-
module Hom(M,k).
Remark 2.2. Let R be a tubular algebra. If M is a finite-dimensional
indecomposable with slope a then the slope of M∗ is 1/a, here we read 1/0
as ∞ and 1/∞ as 0. If M is preprojective (respectively preinjective) then
M∗ is preinjective (respectively preprojective).
The definition of slope on finite-dimensional indecomposable modules is ex-
tended to infinite-dimensional modules by Reiten and Ringel in [RR06] as
follows.
Definition 2.3. Let r ∈ R∞0
2. We say a module M is of slope r if (M,P ) =
0 and (Q,M) = 0 for all P ∈ Pr and Q ∈ Qr. This is equivalent to saying
that M ⊗ P ∗ = 0 and (Q,M) = 0 for all P ∈ Pr and Q ∈ Qr.
It is shown in [RR06] that all indecomposable modules except for the finite-
dimensional preprojectives and preinjectives have a slope.
We now recall some concepts and results from model theory of modules; the
necessary background can be found in [Pre09] or [Pre88].
A pp-n-formula is a formula in the language LR = (0,+, (·r)r∈R) of (right)
R-modules of the form
∃y(x, y)H = 0
2By R∞0 we mean the non-negative reals together with a maximal element ∞
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where x is a n-tuple of variables and H is an appropriately sized matrix with
entries in R. If ϕ is a pp-formula and M is a right R-module then ϕ(M)
denotes the set of all elements m ∈ Mn such that ϕ(m) holds. Note that
for any module M , ϕ(M) is a subgroup of Mn equipped with the addition
induced by addition in M . We identify two pp-formulas if they define the
same subgroup in every R-module, equivalently in every finitely presented
R-module [Pre09, 1.2.23]. After apply this identification, for each n ∈ N
the set of (equivalence classes of) pp-n-formulas forms a lattice with the
order given by implication, i.e. ψ ≤ ϕ if and only if ψ(M) ⊆ ϕ(M) for all
R-modules M . The meet of two pp-n-formulas ϕ,ψ is given by ϕ ∧ ψ and
the join is given by ϕ+ ψ.
If M is finitely presented module and m ∈Mn then there is a pp-n-formula
ϕ which generates the pp-type of m in M , that is, for all pp-formulas ψ,
ψ ≥ ϕ if and only ifm ∈ ψ(M). Conversely, if ϕ is a pp-n-formula, then there
exists a finitely presented moduleM and m ∈Mn such that ϕ generates the
pp-type of m in M . We call M together with m a free-realisation of ϕ.
For proofs of these assertions and more about free-realisations, see [Pre09,
Section 1.2.2].
A pair of pp-formulas ϕ/ϕ is a pp-pair if for all R-modules M , ϕ(M) ⊇
ψ(M). We say that a pp-pair ϕ/ψ is open on M if ϕ(M) 6= ψ(M) and
closed on M if ϕ(M) = ψ(M).
A functor from Mod− R to Ab is said to be coherent if it is additive and
if it commutes with products and direct limits. Every pp-pair gives rise to a
coherent (additive) functors ϕ/ψ : Mod−R→ Ab by sendingM ∈ Mod−R
to ϕ(M)/ψ(M). All coherent functors arise in this way. Moreover these are
exactly the functors F such that there exist A,B ∈ mod−R and f : B → A
such that
(A,−)
(f,−)
−−−→ (B,−)→ F → 0
is exact. See [Pre09, Section 10].
For example the functors (M,−) and −⊗M are coherent whenM is finitely-
presented and hence equivalent to functors defined by pp-pairs.
A definable subcategory of Mod − R is a subcategory which is closed
under pure-submodules, taking direct limits and products. Equivalently,
see [Pre09, 3.47], a full subcategory D of Mod−R is a definable subcategory
if there is a set of pp-pairs Ω such that M ∈ D if and only if ϕ(M) = ψ(M)
for all ϕ/ψ ∈ Ω.
Let R be a tubular algebra and r ∈ R∞0 . Since −⊗P
∗ is a coherent functor
for each finite-dimensional P and (Q,−) is a coherent functor for each finite-
dimensional Q, the class of all modules of slope r is a definable subcategory
which we denote Dr.
Let R be a ring. An embedding of R-modules f : M → N is pure if for
every pp-1-formula ϕ, f(ϕ(M)) = ϕ(N) ∩ f(M). A right R-module M is
pure-injective if it is injective over all pure-embeddings.
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The (right) Ziegler spectrum of a ring R is a topological space with set
of points, pinjR, the isomorphism classes of indecomposable pure-injectives
and basis of open sets given by
(ϕ/ψ) := {N ∈ pinjR | ϕ(N) 6= ψ(N)}
where ϕ/ψ is a pp-pair.
The open sets (ϕ/ψ) are exactly the compact open sets of ZgR. Note that
this means that ZgR itself is compact. We should mention here that the
open sets of the form (ϕ/ψ) where ϕ and ψ are pp-1-formulas are also a
basis for ZgR.
If D1 and D2 are definable subcategories of Mod − R then D1 = D2 if and
only if D1 ∩ pinjR = D2 ∩ pinjR. Thus, the closed subsets of ZgR correspond
to definable subcategories of Mod−R.
Let R be a tubular algebra and r ∈ R∞0 . We denote the set of all inde-
composable pure-injectives of slope r by Cr. Let Dr be the corresponding
definable subcategory.
For each rational q ∈ Q+3 the indecomposable pure-injective modules in Dq
have been completely described.
Lemma 2.4. [Har11, Lemma 50] The following is a complete list of the
indecomposable pure-injective modules in Dq:
(1) The modules in Tq
(2) A unique Pru¨fer module S[∞] for each quasi-simple S in Tq
(3) A unique adic module Ŝ for each quasi-simple S in Tq
(4) The unique generic module Gq
In section 4 we will describe the topology on Cq for q ∈ Q
+.
For r ∈ R+4 irrational this has already been done in [HP15].
Theorem 2.5. [HP15, Theorem 8.5] Let R be a tubular algebra and r ∈ R+
irrational. The definable subcategory Dr has no non-trivial proper definable
subcategories.
Since the closed subsets of ZgR correspond to definable subcategories of
Mod − R this means that, up to topological indistinguishability, there is
exactly one point in Cr for r ∈ R
+ irrational.
In section 6 we will use Prest’s elementary duality for pp-formulas and Her-
zog’s elementary duality for the Ziegler spectrum in order to transfer results
about P0 ∪ C0 to results about C∞ ∪ Q∞.
A duality between the lattice of right pp-n-formulae and the lattice of left
pp-n-formulae was first introduced by Prest [Pre88, Section 8.4] and then
extended by Herzog [Her93] to give an isomorphism between the lattice of
open set of the left Ziegler spectrum of a ring and the lattice of open sets of
the right Ziegler spectrum of a ring.
3By Q+ we mean the strictly positive rationals
4By R+ we mean the strictly positive reals
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Definition 2.6. Let ϕ be a pp-n-formula in the language of right R-modules
of the form ∃y¯(x¯, y¯)H = 0 where x¯ is a tuple of n variable, y¯ is a tuple of l
variables, H = (H ′ H ′′)T and H ′ (respectively H ′′) is a n×m (respectively
l×m) matrix with entries in R. Then Dϕ is the pp-n-formula in the language
of left R-modules ∃z¯
(
I H ′
0 H ′′
)(
x¯
z¯
)
= 0.
Similarly, let ϕ be a pp-n-formula in the language of left R-modules of the
form ∃y¯ H
(
x¯
y¯
)
= 0 where x¯ is a tuple of n variable, y¯ is a tuple of l
variables, H = (H ′ H ′′) and H ′ (respectively H ′′) is a m × n (respectively
m×l) matrix with entries in R. Then Dϕ is the pp-n-formula in the language
of right R-modules ∃z¯ (x¯, z¯)
(
I 0
H ′ H ′′
)
= 0.
Note that the pp-formula a|x for a ∈ R is mapped by D to a formula
equivalent with respect to TR to xa = 0 and the pp-formula xa = 0 for
a ∈ R is mapped by D to a formula equivalent with respect to TR to a|x.
Theorem 2.7. [Pre88, Chapter 8] The map ϕ → Dϕ induces an anti-
isomorphism between the lattice of right pp-n-formulae and the lattice of left
pp-n-formulae. In particular, if ϕ,ψ are pp-n-formulae then D(ϕ + ψ) is
equivalent to Dϕ ∧Dψ and D(ϕ ∧ ψ) is equivalent to Dϕ+Dψ.
This gives rise “at the level of open sets” to a homeomorphism from the left
Ziegler spectrum of R to the right Ziegler spectrum of R. To be precise:
Theorem 2.8. [Her93] The map D given on basic opens sets by
(ϕ/ψ) 7→ (Dψ/Dϕ)
is an idempotent lattice isomorphism from the lattice of open sets of ZgR to
the lattice of open sets of RZg.
It is unknown whether this lattice isomorphism always comes from a homeo-
morphism or even if this map always comes from a homeomorphism between
ZgR and RZg after identifying topologically indistinguishable points in both
spaces.
The lattice isomorphism between open sets in ZgR and open sets in RZg
gives rise to a lattice isomorphism between the lattices of closed sets.
Remark 2.9. Under the lattice isomorphism D, C0 in ZgR is sent to C∞ in
RZg. This follows from the proofs of 3.8 and 3.9 in section 3 and 2.2.
Lemma 2.10. [Pre09, 1.3.13] Let R be a finite-dimensional k-algebra. Let
ϕ/ψ be a right pp-pair and M a right R-module. Then ψ(M) ≤ ϕ(M) if
and only if Dϕ(M∗) ≤ Dψ(M∗).
Let ϕ/ψ be a pp-n-pair and n ∈ N. There is a sentence, |ϕ/ψ| ≥ n in the
language of (right) R-modules, which expresses in every R-module M that
the quotient ϕ(M)/(ϕ ∧ψ)(M) has at least n elements. Such sentences will
be referred to as invariant sentences.
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Theorem 2.11 (Baur-Monk Theorem). [Pre88] Let R be a ring. Every sen-
tence χ ∈ LR is equivalent to a boolean combination of invariant sentences.
If R is an algebra over an infinite field then for all pp-pairs ϕ/ψ and all R-
modulesM , |ϕ(M)/ψ(M)| is either equal to one or infinite. This is because if
M is a module over a k-algebra then ϕ(M) and ψ(M) are k-vector subspaces
of Mn and thus so is ϕ(M)/ψ(M).
A recursive field is a field k together with a bijection with N such that
addition and multiplication in the field induce recursive functions on N via
this bijection.
If R is a finite-dimensional algebra over a recursive field then the theory
of R-modules is recursively axiomatisable i.e. we can effectively list axioms
for the theory of R-modules. In this situation we may use the so called
proof algorithm, which list all sentences that are true in all R-modules by
listing all formal proofs in first order logic from the axioms for the theory of
R-modules.5.
With the proof algorithm in hand we may then compute for each sentence
Θ a a Boolean combination χ of invariant sentences that is equivalent to Ω:
In the list of formal proofs we search for entries of the form Ω↔ χ for some
Boolean combination of invariant sentences χ. By Baur-Monk the search
terminates.
Thus, given a finite-dimensional algebra R over an algebraically closed re-
cursive field k, in order to show that the theory of R-modules is decidable
it is enough to show that there is an algorithm which, given a boolean com-
bination χ of invariant sentences of the form |ϕ/ψ| > 1, answers whether
there is an R-module in which χ is true.
If χ is a boolean combination of invariants sentences, we can put it into
disjunctive normal form
∨n
i=1 χi where each χi is a conjunction of invariants
sentences and negations of invariants sentences. It is therefore enough to be
able to check whether one of the χi is true in some R-module.
Suppose χ is of the form
n∧
i=1
|ϕi/ψi| > 1 ∧
m∧
j=1
|σj/τj | = 1
where ϕi/ψi and σj/τj are pp-1-pairs. Since every module is elementary
equivalent to a (possibly infinite) direct sum of indecomposable pure-in-
jective modules [Pre88, 4.36] and solution sets of pp-formulas commute with
direct sums, there is an R-moduleM which satisfies χ if and only if there are
indecomposable pure-injective R-modulesM1, . . . ,Mn such thatMi satisfies
|ϕi/ψi| > 1 ∧
m∧
j=1
|σj/τj | = 1
5The existence of such an algorithm may be found in any standard source on first order
logic, e.g. [End01]
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for each 1 ≤ i ≤ n.
Thus, it is enough to show that there is an algorithm which given pp-1-pairs,
ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn answers whether
(ϕ/ψ) ⊆
n⋃
i=1
(ϕi/ψi) .
An interpretation functor, I : Mod − R → Mod − S, is specified (up to
equivalence) by giving a pp-m-pair ϕ/ψ and, for each s ∈ S, a pp-2m-formula
ρs such that, for all M ∈ Mod−R, the solution set ρs(M,M) ⊆M
m×Mm
defines an endomorphism of ϕ(M)/ψ(M) as an abelian group, and such that
ϕ(M)/ψ(M), together with the ρs actions, is an S-module (see [Pre97] or
[Pre09, 18.2.1]).
An interpretation functor I : Mod −R→ Mod− S gives rise to a mapping
χ 7→ χ′ from the set of sentences in the language of S-modules to the set of
sentences in the language of R-modules such that χ is true for all modules
in the image of I if and only if χ′ is true for all R-modules.
3. Basic calculations
Let k be a recursive field. In this section we list basic operations that can
be carried out effectively over k which we will need later in the paper. We
will sketch proofs of some of the less trivial operations.
Remark 3.1. Given a finite subset S of kn and v ∈ kn we can effectively
calculate a basis for SpanS, decide whether v ∈ SpanS and find a basis for a
complement of SpanS. Hence we can effectively calculate the dimension of
SpanS.
Remark 3.2. Given a matrix M ∈ Mn×l(k) we can effectively find a basis
for the kernel of M in kn and the image of M in kl when considering M as
a linear map from kn to kl. Hence we can calculate the rank of M .
Let R be a finite-dimensional algebra with k-basis r1 = 1, . . . , rs. Let α
k
ij ∈ k
be such that rirj =
∑s
k=1 α
k
ijrk. These relations and that r1, . . . , rs is a k-
basis for R completely define R as a k-algebra. An R-moduleM is now given
by a k-vector space V together with linear maps ϕ1, . . . , ϕs ∈ Homk(V, V )
such that ϕi ◦ ϕj =
∑s
k=1 α
k
ijϕk. Now, if V is finite-dimensional, say
of dimension d, by picking a basis B for V , we may identify M with
(kd, A1, . . . , As) where A1, . . . , As are d× d matrices with entries in k repre-
senting the linear maps ϕ1, . . . , ϕs respectively with respect to B. We call
(kd, A1, . . . , As) a presentation of M . Note that if A1, . . . , As are d × d
matrices with entries in k then (kd, A1, . . . , As) is a presentation of an R-
modules if and only if AiAj =
∑s
k=1 α
k
ijAk for 1 ≤ i, j ≤ s.
If (kd, A1, . . . , As) is a presentation of an R-module then we write
M(A1, . . . , As)
for the R-module it represents.
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Remark 3.3. Let R be a finite-dimensional k-algebra with k-basis r1, . . . , rs.
Given presentations of R-modules (kn, A1, . . . , As) and (k
l, B1, . . . , Bs) we
can effectively calculate a basis for the subspace
Mn×l(k) ⊇ {Φ ∈Mn×l(k) | AiΦ = ΦBi for 1 ≤ i ≤ s}.
Note that this set is Hom(M(A1, . . . , As),M(B1, . . . , Bs)) in terms of ma-
trices with respect to the standard basis.
From now on we will assume that k is a recursive algebraically
closed field and that R is a finite-dimensional algebra over k given
in terms of a k-basis r1, . . . , rs and relations.
Lemma 3.4. Given a presentation (kn, A1, . . . , As) of an R-module M , we
can effectively decide whether M is indecomposable or not. If M is decom-
posable then we can effectively find non-zero pair-wise disjoint A1, . . . , As-
invariant subspaces V1, . . . , Vm of k
n such that each Vi with the restricted
action of A1, . . . As is indecomposable as an R-module and such that V1 +
. . .+ Vm = k
n.
Proof. First we effectively find a basis for EndR(M). That is we find a basis
T1, . . . , Tl for the subspace
Mn×n(k) ⊇ {Φ ∈Mn×n(k) | AiΦ = ΦAi for 1 ≤ i ≤ s}.
We may assume T1 is the identity matrix.
NowM is indecomposable if and only if EndR(M) has no idempotents apart
from 0 and 1. For a1, . . . , al ∈ k, the condition that a1T1 + . . . + alTl is
idempotent is equivalent to a = (a1, . . . , al) being a root of a particular
system of polynomial equations with coefficients in k (and we can find this
system effectively). Using effective quantifier elimination for algebraically
closed fields, we can thus decide whether the is (a1, . . . , al) ∈ k is such that
a 6= 0, a 6= (1, 0, . . . , 0) and a1T1 + . . . + alTl is idempotent. Thus, given a
presentation of a finite-dimensional R-module, we can effectively decide if it
is indecomposable or not.
Supposing that we know that M is not indecomposable we may now search
for an idempotent e represented by a1T1 + . . . + alTl in EndR(M) which is
not the identity or zero. We know we will eventually find one because M is
not indecomposable. Now M = eM ⊕ (e − 1)M and we can easily use our
presentation of M to get presentations of eM and (e−1)M . If either eM or
(e−1)M is decomposable then we may repeat the process eventually stoping
when we get a decomposition of M into indecomposable summands. 
Lemma 3.5. There is an algorithm which lists the indecomposable finite-
dimensional representations of R.
Proof. Given 3.4, it is enough to be able to effectively decide if, given
two presentations (kn, A1, . . . , As) and (k
n, B1, . . . , Bs) of indecomposable
R-modules M and N , M is isomorphic to N .
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We can compute a basis T1, . . . , Tl for
HomA(M(A1, . . . , An),M(B1, . . . , Bn))
and S1, . . . , Sl for
HomA(M(B1, . . . , Bn),M(A1, . . . , An)).
Now M(A1, . . . , An) and M(B1, . . . , Bn) are isomorphic if and only if there
exist t1, . . . , tl ∈ k and s1, . . . , sl ∈ k such that (t1T1+ . . .+ tlTl)(s1S1+ . . .+
slSl) = 1. This can be expressed as a system of polynomial equations over
k in t1, . . . , tl, s1, . . . , sl and thus we may check, using effective quantifier
elimination for algebraically closed fields, whether it has a solution or not.

Lemma 3.6. Given a presentation of a finitely presented R-module M and
a pp-pair ϕ/ψ we can effectively decide whether ϕ/ψ is open on M or not.
Proof. Given a pp-n-formula ϕ we can calculate the dimension as a k-vector
space of the solution set of ϕ in Mn as follows. Suppose ϕ is
∃y1, . . . , ym
l∧
i=1
x1r1i + . . .+ xnrni + y1s1i + . . .+ ymsmi = 0.
The k-dimension of ϕ(M) is the k-dimension of the solution set of
l∧
i=1
x1r1i + . . .+ xnrni + y1s1i + . . . + ymsmi = 0
minus the k-dimension of the solution set of
l∧
i=1
y1s1i + . . .+ ymsmi = 0.
Since ϕ/ψ is a pp-pair, ϕ(M) ⊇ ψ(M), so the dimension of ϕ(M)/ψ(M) is
dimk ϕ(M)− dimk ψ(M). So ϕ/ψ is open on X if and only if dimk ϕ(M) >
dimk ψ(M). 
Lemma 3.7. Given a presentation of a finite-dimensional module M we
can effectively find a pp-n-formula generating the pp-type of a generating
tuple for M .
Proof. Let (kn, A1, . . . , As) be a presentation of M and let e = (e1, . . . , en)
be the n-tuple of standard basis vectors for kn. We need to write down
finitely many linear equations over R which describe the linear relations
over R which e satisfies. We can do this by describing a system of finitely
many linear equations over k which describe the linear relations between the
vectors eiAj in k
n. 
Lemma 3.8. Given a presentation of a finite-dimensional module M we
can effectively find a pp-n-pair ϕ/x = 0 such that the functor (M,−) is
equivalent to the functor defined by ϕ/x = 0.
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Proof. Given a presentation (kn, A1, . . . , As) of M , by lemma 3.7, we can
effectively find a pp-n-formula generating the pp-type of the standard basis
for kn in M . 
Lemma 3.9. Given a presentation of a finite-dimensional module M we
can effectively find a pp-n-pair x = x/ψ such that the functor − ⊗M∗ is
equivalent to the functor defined by x = x/ψ.
Proof. If ϕ is a pp-formula then Dϕ denotes the elementary dual pp-formula
in the sense of [Pre09, Section 1.3]. Computing the elementary dual of a
pp-formula is clearly effective. If ϕ/x = 0 is isomorphic to Hom(M∗,−)
then x = x/Dϕ is isomorphic to − ⊗M∗, see [Pre09, Section 10.3]. The
previous lemma 3.8 now finishes the proof. 
Lemma 3.10. Given a presentation of a finitely presented R-module M we
can calculate its dimension vector. Hence, given a presentation of a finitely
presented indecomposable R-module M over a tubular algebra R, we can
calculate the slope of M .
Proof. That we can calculate the dimension vector of a module now follows
directly from 3.3. 
Corollary 3.11. We can list presentations of the finite-dimensional inde-
composable modules of slope q. We can list the quasi-simples of slope q.
Proof. The quasi-simples of slope q are just those modules of slope q with
1-dimensional endomorphism ring. 
Lemma 3.12. Given a quasi-simple S of slope q, we can list the finite-
dimensional modules in the ray starting at S and in the coray starting at
S
Proof. Look for M indecomposable of slope q with Hom(S,M) 6= 0 (respec-
tively Hom(M,S) 6= 0). 
Lemma 3.13. There is an algorithm, which given a presentation of a finite-
dimensional indecomposable R-module M , outputs a pp-1-pair ϕ/ψ isolating
M in ZgR.
Proof. Given a finite-dimensional indecomposable module M over a finite-
dimensional algebra, [But80] gives a method of effectively constructing an
almost split sequence
0 // M
f
// L
g
// K // 0 .
Pick m ∈ M non-zero and calculate ϕ generating the pp-type of m and ψ
generating the pp-type of f(m). Then ϕ/ψ isolates M (see [Pre09, Theorem
5.3.31]).
By 3.7 we can effectively find a pp-formula ψ(x) generating the pp-type of
the standard k-basis (e1, . . . , en) of M . The pp-type of m is ∃y (ϕ(y) ∧ x =
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i=1 yiai) where m =
∑n
i=1 eiai. Thus we can effectively find a pp-formula
generating the pp-type of m.

Lemma 3.14. Given presentations of finitely many finite-dimensional inde-
composable modules X1, . . . ,Xm and a pp-1-pair ϕ/ψ we can effectively find
pp-pairs ϕ1/ψ1, . . . , ϕn/ψn such that (ϕ/ψ) \{X1, . . . ,Xm} =
⋃n
i=1 (ϕi/ψi).
Proof. Suppose we are given presentations of finitely many finite-dimensional
indecomposable modules X1, . . . ,Xm. For each j, let {Xj} = (σj/τj). By
3.13, we can find σj/τj effectively. Since (ϕ/ψ) is compact and the set
{X1, . . . ,Xm} is clopen, (ϕ/ψ) \{X1, . . . ,Xm} is compact. Thus there ex-
ists pp-pairs ϕ1/ψ1, . . . , ϕn/ψn such that
(ϕ/ψ) \{X1, . . . ,Xm} = ∪
n
i=1 (ϕi/ψi) .
This is equivalent to ϕ1/ψ1, . . . , ϕn/ψn being such that for all 1 ≤ i ≤ n,
Xj /∈ (ϕi/ψi) and
|ϕ/ψ| > 1↔
n∨
i=1
|ϕi/ψi| > 1 ∨
n∨
j=1
|σj/τj | > 1.
We can now use the proof algorithm and 3.6 to search for ϕ1/ψ1, . . . , ϕn/ψn
such that for all 1 ≤ j ≤ m and for all 1 ≤ i ≤ n, Xj /∈ (ϕi/ψi) and
|ϕ/ψ| > 1↔
n∨
i=1
|ϕi/ψi| > 1 ∨
n∨
j=1
|σj/τj | > 1.

Lemma 3.15. There is an algorithm which given a pp-1-formula ϕ outputs
a presentation of a finite-dimensional module M and an element m ∈ M
such that (M,m) freely realises ϕ.
Lemma 3.16. There is an algorithm which, given a presentation of a mod-
ule M and an element m, outputs a presentation of M/mR.
Proof. We are using the fact that given a finite subset L of kn we can
algorithmically find a basis for SpanL and a basis for a complement of SpanL.
Let (kn, A1, . . . , As) be a presentation for M and identify m with its image
in kn with respect to this presentation.
Find a basis e1, . . . , et for Span{m,mA1, . . . ,mAs} and a basis for a com-
plement f1, . . . , fl of Span{m,mA1, . . . ,mAs}. By considering the action of
A1, . . . , As on f1, . . . , fl we get a presentation of M/mR. 
4. Ziegler Spectra of tubes of rational slope
In this section we describe the Ziegler spectrum of Dq where q ∈ Q
+. That
is we describe the induced topology on Cq := ZgR ∩ Dq by describing the
closed subsets of Cq.
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Recall the complete list of indecomposable pure-injectives of rational slope
q from 2.4.
We essentially follow Ringel’s proof from [Rin98] for tame hereditary alge-
bras.
Proposition 4.1. A subset X of Cq is closed if and only if the following
hold:
(1) If S is a quasi-simple in Tq and if there are infinitely many finite
length modules M ∈ X with Hom(S,M) 6= 0 then S[∞] ∈ X.
(2) If S is a quasi-simple in Tq and if there are infinitely many finite
length modules M ∈ X with Hom(M,S) 6= 0 then Ŝ ∈ X.
(3) If there are infinitely many finite length modules in X or X contains
an infinite length module then Gq ∈ X.
Lemma 4.2. If X is a closed subset of Cq then (1) from 4.1 holds.
Proof. This is clear since the Pru¨fer module is a direct union of such modules.

Lemma 4.3. If X is a closed subset of Cq then (2) from 4.1 holds.
Proof. Suppose X contains infinitely many finite-dimensional modules M
with Hom(M,S) 6= 0. Then each of these M is in the coray starting at S.
Therefore Ŝ is an inverse limit of these M . So by [BP02, 2.3], Ŝ is in the
closure of these M . 
Lemma 4.4. If X is a closed subset of Cq then (3) from 4.1 holds.
Proof. By [Kra98, 8.10] we know that the generic is in the closure of every
adic and every Pru¨fer.
If X contains infinitely many modules from any particular tube then, by (1)
and (2), X contains an adic or a Pru¨fer, so contains the generic. OtherwiseX
contains infinitely many finite-dimensional modules with pairwise different
quasi-simple socles. Let {Ni | i ∈ I} be such a set. Then as in proposition 5
of [Rin98], Z =
∏
Ni/⊕Ni has the property that for all quasi-simple modules
S of slope q, Hom(S,Z) = 0 and Ext(S,Z) = 0. Since Ext(S,Z) = 0 for
all quasi-simples in Tq and Hom(Qq, Z) = 0, by [RR06, Theorem 6.4], Z
is a direct sum of Pru¨fer and generic modules. Since Hom(S,Z) = 0 for
all quasi-simples of slope q, Z has no Pru¨fer module as a direct summand.
Thus, the definable subcategory generated by the Ni contains the generic
module and so the closure of {Ni | i ∈ I} contains Gq. 
Proof of 4.1. The proof of proposition 4.1 now is the same as Ringel’s proof
for tame hereditary algebras but working inside Dq. 
Definition 4.5. Let E be a quasi-simple of slope q and i ∈ N. Let
R[E[i]] := {E[j] | j ≥ i} ∪ {E[∞]}
and
C[[i]E] := {[j]E | j ≥ i} ∪ {Ê}.
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Note that, by 4.1, both these sets are open in the subspace topology on ZgR∩
Dq. We call open sets of the form R[E[i]] rays and open sets of the form
C[[i]E] corays.
We now classify the compact open subsets of ZgR ∩ Dq.
Proposition 4.6. The compact open subsets of Cq are either cofinite (ex-
cluding only finite-dimensional points) or a finite union of rays and corays
plus finitely many other finite-dimensional points.
Proof. If U is an open set containing the generic then its complement only
contains finitely many points, all of which are finite-dimensional by 4.1. Such
a set is compact because it is clopen i.e. also closed.
So we now consider compact open sets not containing the generic module.
The set Cq\{Gq} is contained in a union of rays and corays. Thus, any
compact open set not containing the generic is a subset of a finite union
of rays and corays. In particular, any compact open set not containing the
generic contains only finitely many infinite-dimensional points.
If a compact open set only contains finite-dimensional points then it is finite
(since these points are isolated). Suppose U contains a Pru¨fer point S[∞].
Then its complement, by 4.1, must contain only finitely many points of the
form S[j]. Thus for some j the ray R[S[j]] must be contained in U . Similarly,
if U contains an adic point Ŝ then it contains the coray C[[j]S] for some j.
Now removing all the rays and corays (which are open) we must be left with
just finite-dimensional points. Since U is compact, we are left with finitely
many finite-dimensional points. 
5. Algorithms at slope q ∈ Q+
In this section, we present an algorithm which, given n+ 1 pp-pairs
ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn
and q ∈ Q+, answers whether
Cq ∩ (ϕ/ψ) ⊆
n⋃
i=1
Cq ∩ (ϕi/ψi) .
Note that Dq is axiomatised by saying that for each finite-dimensional in-
decomposable module Q of slope strictly greater than q, the functor (Q,−)
is zero on Dq and for each finite-dimensional indecomposable module P of
slope strictly less than q, the functor −⊗P ∗ is zero on Dq. Given a presen-
tation of a module M , by lemma 3.8 we can effectively find a pp-n-pair σ/τ
such that the functor defined by σ/τ is equivalent to (M,−) and by lemma
3.9 a pp-n-pair σ/τ such that the functor defined by σ/τ is equivalent to
−⊗M∗. By 3.5 and 3.10 we can list the indecomposable finite-dimensional
modules of slope < q and those of slope > q. Thus, given q ∈ Q+, we can
recursively list sentences which axiomatise Dq. Let Σq be the recursive list
of sentences axiomatising Dq.
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Remark 5.1. Let q ∈ Q+ and ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn be pp-pairs. Then
Cq ∩ (ϕ/ψ) ⊆
n⋃
i=1
Cq ∩ (ϕi/ψi)
if and only if
Σq ⊢ |ϕ/ψ| > 1→
n∨
i=1
|ϕi/ψi| > 1.
By compactness, this means that there is some finite subset of Σ ⊆ Σq such
that
Σ ⊢ |ϕ/ψ| > 1→
n∨
i=1
|ϕi/ψi| > 1.
We now use the results of the previous section to give canonical forms for
compact open subsets of Cq.
Lemma 5.2. Each compact open subset U of Cq is unique of the form:
(1) F ({X1, . . . ,Xn}) := Cq\{X1, . . . ,Xn} where X1, . . . ,Xn are finite-
dimensional indecomposables of slope q
(2)
⋃
E∈S R(E[jE ])∪
⋃
E∈D C([kE ]E)∪{X1, . . . ,Xm} where for each E ∈
S, if R(E[i]) ⊆ U then i ≥ jE, for each E ∈ D, if C([i]E) ⊆ U then
i ≥ kE and for 1 ≤ i ≤ m, Xi /∈
⋃
E∈S R(E[jE ]) ∪
⋃
E∈D C([kE ]E).
Proof. Proposition 4.6 gives us a description of the compact open subsets of
Cq. We just need to observe that the list above contains no repeats. 
Lemma 5.3. There is an algorithm, which given q ∈ Q+ and pp-pairs
ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn, answers whether
Cq ∩ (ϕ/ψ) ⊆
n⋃
i=1
Cq ∩ (ϕi/ψi) .
Proof. By 3.14, 3.13, 3.9 and 3.8, there is an algorithm which lists pp-pairs
defining the open sets of the form F ({X1, . . . ,Xn}), {X}, C(X) and R(X)
where X1, . . . ,Xn,X ∈ Cq.
Thus, since Dq is recursively axiomatised, there is an algorithm which given
a pp-pair ϕ/ψ, finds a compact open set U such that (ϕ/ψ) ∩ Cq = U ∩ Cq
and such that U is in the canonical form given in 5.2.
We now need to take each of the compact open sets of the form
F ({X1, . . . ,Xn}), {X}, C(X) and R(X) and write an algorithm which de-
termines whether it is contained in a finite union, W1 ∪ . . . ∪Wn of some
specified other open sets of the form F ({X1, . . . ,Xn}), {X}, C(X) and
R(X).
Case 0: {X1, . . . ,Xm} ⊆W1 ∪ . . . ∪Wn
Check directly whether each Xi is in some Wj. We can do this by 3.6.
Case 1: F ({X1, . . . ,Xm}) ⊆W1 ∪ . . . ∪Wn
If F ({X1, . . . ,Xm}) ⊆ W1 ∪ . . . ∪Wn then, by 4.6, one of the Wis must be
of the form F ({Y1, . . . , Yl}) for some Y1, . . . , Yl. So F ({Y1, . . . , Yl}) contains
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all of F ({X1, . . . ,Xm}) except the points {Y1, . . . , Yl}\{X1, . . . ,Xm}. We
now just need to check whether the finite subset {Y1, . . . , Yl}\{X1, . . . ,Xm}
is contained in W1 ∪ . . . ∪Wn. This is case 0.
Case 3: R(E[j]) ⊆W1 ∪ . . . ∪Wn
If R(E[j]) ⊆ W1 ∪ . . . ∪Wn then Ê ∈ Wi for some i. So either one of the
Wi is of the form F ({X1, . . . ,Xm}) for some X1, . . . ,Xm or is of the form
R[E[l]] for some l.
If one of the Wis is F ({X1, . . . ,Xm}) then check if any of X1, . . . ,Xm is of
the form E[k] for some k ≥ j. For any which is, check if that point is in one
of the remaining open sets.
If one of theWis is R[E[l]] then either l ≤ j, in which case R(E[j]) ⊆ R(E[l]),
or l > j. If l > j then R[E[j]]\R[E[l]] is E[j], E[j + 1], . . . , E[l − 1]. So we
just use case 0 to find out whether these are contained in the remaining open
sets.
Case 4: C([j]E) ⊆W1 ∪ . . . ∪Wn
As above but replacing E[∞] by Ê.

6. One-point extensions and coextensions
Let Tn1,...,nt be the star quiver with t arms of length n1, . . . , nt in the “sub-
space” configuration. A canonical algebra of tubular type is a one-point
extension of the tame hereditary path algebra of Tn1,...,nt by a quasi-simple
module X at the base of a homogeneous tube such that (n1, . . . , nt) ∈
{(3, 3, 3), (2, 4, 4), (2, 3, 6), (2, 2, 2, 2)} [Rin84, pg161]. These algebras may
equally well be viewed as one-point coextensions of star path algebras with
the “cosubspace” configuration by a quasi-simple module X at the base of
a homogeneous tube.
Throughout this section A will be the path algebra of a star quiver in sub-
space configuration as above, X ∈ mod − A will be a quasi-simple at the
base of a homogeneous tube and A[X] will be the one-point extension of A
by X i.e. the 2× 2-matrix algebra
.
(
A 0
kXA k
)
.
The category Mod−A[X] is equivalent to Rep(X), the category of represen-
tation of the bimodule kXA and also to, Rep(X), the k-category with objects
M = (M0,M1,ΓM ) where M0 is a k-vector space, M1 is a right A-module
and ΓM : M0 → HomA(X,M1) is a k-vector space homomorphism. Mor-
phisms in Rep(X) are given by pairs f = (f0, f1) : M = (M0,M1,ΓM ) →
N = (N0, N1,ΓN ), where f0 : M0 → N0 is a k-vector space homomorphism
and f1 : M1 → N1 is a A-module homomorphism such that the following
square commutes.
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M0
ΓM

f0 // N0
ΓN

HomA(X,M1)
HomA(X,f1) // HomA(X,N1)
Throughout this section we identify representations of A[X] with objects
in Rep(X). So, if (M0,M1,ΓM ) is a object in Rep(X), m ∈ M1, δ ∈ M0,
a ∈ A, x ∈ X and µ ∈ k then
(m, δ) ·
(
a 0
x µ
)
= (m · a+ ΓM (δ)[x], µδ).
This gives us the following two embeddings of Mod−A into Mod−A[X];
F0 : Mod−A→ Mod−A[X], M 7→ (0,M, 0)
and
F1 : Mod−A→ Mod−A[X], M 7→ (Hom(X,M),M, IdHom(X,M)).
We also have a functor r : Mod−A[X]→ Mod−A which sends (M0,M1,ΓM )
to M1. This functor is right adjoint to F0 and left adjoint to F1.
In this section we will see that F0 and F1 are interpretation functors whose
images are finitely axiomatisable and that every indecomposable pure-in-
jective in P0 ∪ D0 is in the union of the images of F0 and F1.
Remark 6.1. Let A be a k-algebra and X a right A-module. The assignment
F0 which sends a right A-module M to the right A[X]-module (0,M, 0) and
sends a morphism g : M → N to (0, g) is clearly a full and faithful exact
interpretation functor whose image is a (finitely axiomatisable) definable
subcategory of Mod−A[X].
Proposition 6.2. Let A be a k-algebra and X a finitely presented right
A-module. The functor F1 is a full and faithful (left exact) interpretation
functor whose image is a definable subcategory (after closing under isomor-
phisms) of Mod−A[X].
Proof. It is straightforward to see that F1 is indeed a functor and that it is
full, faithful and left exact (see for instance [SS07b, 1.4]).
The functor F1 is an interpretation functor if and only if it commutes with
direct limits and products [Pre11, 25.3]. In order to check that F1 commutes
with direct limits and products, it is enough to check that its composition
with the forgetful functor from Mod − A[X] to Mod − k commutes with
direct limits and products. This follows since Hom(X,−) commutes with
direct limits and products.
We now show that the image of F1 is a (finitely axiomatisable) definable
subcategory of Mod − A[X]. First note that L = (L0, L1,ΓL) is in the
(essential) image of F1 if and only if ΓL is an isomorphism. Let t1, . . . , tn
generate X as an A-module. Note that for any δ ∈ L0 and γ ∈ Hom(X,L1)
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we have that ΓL(δ) = γ if and only if ΓL(δ)[ti] = γ[ti] for 1 ≤ i ≤ n. Now
for δ ∈ L0,
ΓL(δ)[ti] = (0, δ)
(
0 0
ti 0
)
.
Let ψ ∈ ppnR be the pp-formula
∃z
n∧
i=1
xi = z
(
0 0
ti 0
)
.
Let ϕ generate the pp-type of (t1, . . . , tn) viewed as a tuple from (0,X, 0).
Now
ϕ(L) = {f(t) | f ∈ HomR((0,X, 0), L)}.
So
ϕ(L) = {(γ[t1], . . . , γ[tn]) | γ ∈ HomA(X,L1)}.
Thus ΓL is surjective if and only if ϕ(L) = ψ(L).
Let e0 =
(
0 0
0 1
)
.
Let
σ(x) := ∃z x = ze0
n∧
i=1
x
(
0 0
ti 0
)
= 0
For all M ∈ Mod−A[X], ΓM is injective if and only if σ(M) = 0.
So M is in the (essential) image of F1 if and only if σ(M) = 0 and ϕ(M) =
ψ(M). 
Let E0 be the image of the functor F0 and E1 be the image of the functor
F1. We will show, 6.8, that every indecomposable finite-dimensional module
of slope 0 is either contained in E0 or E1. Thus, if the finite-dimensional
modules of slope 0 are dense in the Ziegler closed subset corresponding to
the definable subcategory of slope 0 then all indecomposable pure-injective
modules of slope zero are either contained in E0 or E1.
Proposition 6.3. Let R be a tubular algebra. The finite-dimensional inde-
composable R-modules of slope zero are dense in the Ziegler closed subset of
indecomposable pure-injective modules of slope zero.
Proof. By an argument exactly as the first paragraph of [Pre88, Theorem
13.6] we know that every open set containing a module of slope zero contains
a finite-dimensional module of slope greater than or equal to zero.
Suppose N is an infinite-dimensional indecomposable module of slope zero
and that F is a coherent functor with FN 6= 0. Let P2, P1 ∈ mod − R be
preprojective, T2, T1 ∈ mod − R of slope zero, Q2, Q1 ∈ mod − R of slope
greater than zero and f : P1 ⊕ T1 ⊕Q1 → P2 ⊕ T2 ⊕Q2 be such that
(P2 ⊕ T2 ⊕Q2,−)
(f,−)
−−−→ (P1 ⊕ T1 ⊕Q1,−)→ F → 0
is exact.
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Let πi : Pi ⊕ Ti ⊕Qi → Pi ⊕ Ti and µi : Pi ⊕ Ti → Pi ⊕ Ti ⊕Qi be canonical
projections and embeddings for i = 1, 2. Let G be a coherent functor such
that
(P2 ⊕ T2,−)
(π2◦f◦µ1,−)
−−−−−−−−→ (P1 ⊕ T1,−)→ G→ 0
is exact.
Suppose that M is an indecomposable module of slope zero. We show that
(π2fµ1,M) is surjective if and only if (f,M) is surjective. That is, we show
that FM 6= 0 if and only if GM 6= 0.
Since there are no non-zero maps from modules of slope greater than zero
to M , for all g ∈ (P2 ⊕ T2 ⊕Q2,M), g = gµ2π2. So the following diagram
commutes.
(P2 ⊕ T2 ⊕Q2,M)
(µ2,M)

(f,M)
// (P1 ⊕ T1 ⊕Q1,M)
(µ1,M)

(P2 ⊕ T2,M)
(π2fµ1,M)
// (P1 ⊕ T1,M)
Moreover, (µ1,M) and (µ2,M) are isomorphisms. Thus g ∈ (P1 ⊕ T1 ⊕
Q1,M) is in the image of (f,M) if and only if gµ1 is in the image of
(π2fµ2,M). So for M a module of slope zero, GM 6= 0 if and only if
FM 6= 0.
Now in order to show that there is some L ∈ ind−R of slope zero such that
FL 6= 0, it is enough to show that GL 6= 0.
By the first paragraph, there exists L ∈ mod − R of slope greater than or
equal to zero, such that GL 6= 0. Suppose that the slope of L is greater
than zero and let h ∈ (P1 ⊕ T1, L) be such that it doesn’t factor through g.
Since the finite-dimensional modules of slope zero separate the preprojective
modules from those of slope greater than zero, h factors through some direct
sum of finite-dimensional modules of slope zero. One of these modules T is
such that GT 6= 0.

We gather together the facts we need in order to show that every finite-
dimensional module of slope zero over a canonical algebra of tubular type
is either in the image of F1 : Mod − A → Mod − A[X] or in the image of
F2 : Mod−A→ Mod−A[X].
A finite-dimensional moduleM over a tame hereditary algebra is regular if
there is no non-zero morphisms from P to M when P is preprojective and
no non-zero morphism from E to M when E is preinjective.
Lemma 6.4. If M = (M0,M1,ΓM ) ∈ Mod − A[X] is finite-dimensional,
indecomposable and has slope zero then M1 is regular. Moreover either M =
(0,M1, 0) with M1 indecomposable (and regular) or M1 is a sum of finite-
dimensional modules in the same tube as X.
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Proof. Suppose P is a preprojective A-module, so Hom(X,P ) = 0. Then
HomA(rM,P ) ∼= HomA[X](M,F1P ) = 0 since F1P = (0, P, 0) ∈ P0.
Note that if Q is preinjective over A then (0, Q, 0) has slope greater than
zero. This is because 〈dimX,dimQ〉 = dimHomA(X,Q)−dimExtA(X,Q) =
dimHomA(X,Q) 6= 0, since X belongs to a homogeneous tube. Then
HomA(Q, rM) ∼= HomA[X](F0Q,M) = 0 since F0Q ∈ Q0.
So for all preprojective A-modules P , HomA(rM,P ) = 0 and for all prein-
jective A-modules Q, HomA(Q, rM) = 0. Thus rM =M1 is regular. 
Lemma 6.5. For each i ∈ N,
0 // F1X[i] // F1X[i+ 1]⊕ F0X[i − 1] // F0X[i] // 0
is an almost split exact sequence, where X[0] = 0.
Proof. Apply [SS07b, XV 1.6] to the almost split sequence 0 → X[i] →
X[i+ 1]⊕X[i− 1]→ X[i]→ 0. 
The following lemma is most likely well known but since we couldn’t find a
reference, we include a proof.
Lemma 6.6. For each i ∈ N,
0 // F0X[i] // F1X[i]⊕ F0X[i+ 1] // F1X[i+ 1] // 0
is an almost split exact sequence.
Proof. We prove this by induction on i.
Suppose i = 1. First note that the embedding of X[1] into X[2] remains
irreducible in A[X] after applying F0 and the canonical embedding of F0X[1]
into F1X[1] is irreducible since it is the embedding of the radical of an
indecomposable projective.
Suppose that N is an indecomposable non-projective module and that f :
F0X[1] → N is irreducible. By [ASS06, IV 3.8], there exists an irreducible
map from τN to F0X[1]. So by 6.5, τN = F1X[2] and N ∼= F0X[2]. It now
remains to remark that HomA[X](F0X[1], F1X[1]) ∼= HomA(X[1],X[1]) and
HomA[X](F0X[1], F0X[2]) ∼= HomA(X[1],X[2]) are both one dimensional
and that the cokernel of the left minimal almost split map from F0X[1] to
F1X[1] ⊕ F0X[2] is F1X[2].
Now suppose that we have proved the assertion of the lemma for all i ≤ n.
Suppose that N is an indecomposable non-projective module and that f :
F0X[n+1]→ N is irreducible. Then, as before, there is an irreducible map
from τN to F0X[n+ 1]. So, by 6.5, τN ∼= F0X[n− 1] or τN ∼= F1X[n+ 1].
In the first case, by the induction hypothesis we have that N ∼= F1X[n] and
in the second case, by 6.5, we have that N ∼= F0X[n+1]. It remains now to
note that every map from F0X[n] to F1X[n] factors though the canonical
embedding and that IrrA[X](F0X[n], F0X[n+1]) ∼= IrrA(X[n],X[n+1]). 
Lemma 6.7. If M ∈ Mod−A[X] is indecomposable and not injective then
ΓM is an embedding.
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Proof. Note that (M0,M1,ΓM ) ∼= (ker ΓM , 0, 0)⊕(M0/ ker ΓM ,M1,ΓM ) and
the only indecomposable A[X]-module with M1 = 0 is the simple injective
module. 
Proposition 6.8. If M is an indecomposable finite-dimensional module of
slope zero then M = F0N or M = F1N for some indecomposable regular
module N .
Proof. Since M := (M0,M1,ΓM ) is not injective either M0 = 0 and M
is in the image of F0, or, M0 6= 0 and, using 6.7 and the adjunction
HomA(rM,M1) ∼= HomR(M,F1M1), there is an embedding ofM into F1M1.
From 6.4 we know that if M0 6= 0 then F1M1 is a direct sum of modules of
the form F1X[i]. Thus there is a non-zero map f = (f0, f1) from M to some
F1X[i]. Take i minimal such that f0 6= 0. First suppose i > 1. If M is not
isomorphic to F1X[i] then f factors through the right minimal almost split
map from F0X[i]⊕F1X[i−1] as in 6.6. Since f0 6= 0 there is a non-zero map
from M to F1X[i− 1] contradicting the minimality of i. Thus M ∼= F1X[i].
Now suppose i = 1. Then F1X[1] is an indecomposable projective and
F0X[1] is its radical. Thus either f :M → F1X[1] is surjective or f factors
through F0X[1]. If f : M → F1X[1] is surjective then it is split since
F1X[1] is projective. So, since M is indecomposable, M ∼= F1X[1]. The
second possibility can’t occur since f0 6= 0. 
Proposition 6.9. Every indecomposable pure-injective module of slope zero
is either in the image of F0 or in the image of F1. Note that all preprojective
modules are in the image of F0.
Proof. The pure-injective modules of slope zero form a closed subset C0 of the
Ziegler spectrum. By 6.3, the finite-dimensional indecomposable modules of
slope zero are dense in this set. We have shown, 6.1, 6.2, that the images
of F0 and F1 are definable subcategories. Let A0 and A1 be their images in
ZgA[X] intersected with C0, note that both A0 and A1 are closed. Since all
finite-dimensional points of slope zero are contained in either A0 or A1 the
closure of A0 ∪ A1 is C0. Thus A0 ∪ A1 = C0 as required. 
We now use the above to provide an algorithm which given pp-pairs
ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn
answers whether there is a preprojective or module of slope zero in (ϕ/ψ)
but not in
⋃n
i=1(ϕi/ψi).
Proposition 6.10. Let A be a tame hereditary algebra and A[X] be a canon-
ical algebra both over a recursive algebraically closed field. There is an algo-
rithm which given pp-pairs ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn answers whether there is
an indecomposable pure-injective module N such that N ∈ (ϕ/ψ)∩ (E0 ∪ E1)
and N /∈
⋃n
i=1 (ϕi/ψi) ∩ (E0 ∪ E1).
Proof. If N ∈ P0 ∪ C0 then N ∈ E0 or N ∈ E1. We now describe how
to effectively check whether there is an N ∈ E0 such that N ∈ (ϕ/ψ) and
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N /∈
⋃n
i=1 (ϕi/ψi). Given a pp-pair ϕ/ψ we can effectively translate this to
a pp-pair σ/τ in the language of A-modules via F0 such that N ∈ (σ/τ) if
and only if F0N ∈ (ϕ/ψ). Since the common theory of modules over a tame
hereditary algebra is decidable ([Gei94]) we can answer whether one Ziegler
basic open set over A is contained in a finite union of other specified Ziegler
open sets over A.
The argument is exactly the same for E1. 
We now deal with the preinjective component and modules of slope ∞. If
R is a canonical algebra of tubular type then Rop is also a canonical algebra
of the same tubular type as R. This can be easily seen from the original
definition of canonical algebra [Rin84, pg 161].
We have shown 6.3 that the finite-dimensional indecomposable R-modules
of slope zero are dense in C0. Using elementary duality, this implies the same
result for C∞.
Proposition 6.11. Let R be a tubular algebra. The finite-dimensional inde-
composable R-modules of slope infinity are dense in the definable subcategory
of modules of slope infinity.
Proof. Suppose that N ∈ C∞ and N ∈ (ϕ/ψ). By 2.10 and 2.9, Hom(N, k) ∈
D0 and Hom(N, k) ∈ (Dψ/Dϕ). Thus, by 6.3, there is an indecomposable
finite-dimensional module M of slope zero such that M ∈ (Dψ/Dϕ). Now
Hom(M,k) ∈ (ϕ/ψ) and is an indecomposable finite-dimensional module of
slope infinity. 
If E is a definable subcategory of Mod − R such that E := {N ∈ Mod −
R | ϕi(N) = ψi(N) for all i ∈ I} then let DE be the definable subcategory of
Mod−Rop such that DE := {N ∈ Mod−Rop |Dϕi(N) = Dψi(N) for all i ∈
I}.
Lemma 6.12. Let A be a tame hereditary algebra and R := A[X] be a
tame canonical algebra. Every indecomposable pure-injective module of slope
infinity and every indecomposable preinjective module over Rop is in DE0 ∪
DE1.
Proof. This is true for all finite-dimensional modules by 2.2. So by 6.11, this
is also true for all indecomposable pure-injectives of slope infinity. 
If R is a tame canonical algebra then let E ′0 (respectively E
′
1) be DE1 (re-
spectively DE0) where E0 and E1 are the images of F0 (respectively F1) as
functors to Mod −Rop.
Lemma 6.13. Let ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn be pp-pairs over R. There exists
an indecomposable pure-injective R-module N ∈ E0∪E1 such that N ∈ (ϕ/ψ)
and N /∈
⋃
(ϕi/ψi) if and only if there exists a indecomposable pure-injective
Rop-module L ∈ E ′0 ∪ E
′
1 such that L ∈ (Dψ/Dϕ) and L /∈
⋃
(Dψi/Dϕi).
Proof. Suppose L ∈ E ′0 ∪ E
′
1 is such that L ∈ (ϕ/ψ) and L /∈
⋃n
i=1 (ϕi/ψi).
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Then Hom(L, k) is in the definable category E0 ∪ E1 and Hom(L, k) opens
Dψ/Dϕ but not Dψi/Dϕi for any 1 ≤ i ≤ n. Therefore there is an indecom-
posable pure-injective module M over Rop in E ′0 ∪ E
′
1 which is in (Dψ/Dϕ)
but not in
⋃n
i=1 (Dψi/Dϕi).
The reverse direction is proved symmetrically. 
Corollary 6.14. Let A be a tame hereditary algebra and A[X] be a canonical
algebra of tubular type over a recursive algebraically closed field. There is
an algorithm which given pp-pairs ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn answers whether
there is an indecomposable pure-injective module N such that N ∈ (ϕ/ψ) ∩
(E ′0 ∪ E
′
1) and N /∈
⋃n
i=1 (ϕi/ψi) ∩ (E
′
0 ∪ E
′
1).
7. Corrections to a paper of Harland and Prest
We start by correcting some statements in section 3 of [HP15]. We then
give a counter-example to [HP15, corollary 8.8]. We prove a replacement
7.9 of [HP15, corollary 8.8] and give examples to show that this result is
best possible. Although the replacement of corollary 8.8 will not be used in
later sections, many statements in this section will be needed.
In [HP15], it is claimed that for a, b ∈ R+ the set of modules which are
direct limits of finite-dimensional modules with slope in the interval (a, b)
is a definable subcategory of Mod − R, in [HP15] this is called the set of
modules supported on (a, b). This is false for a, b ∈ Q+. The problem is,
that although the set of modules supported on (a, b) is a definable category
by [Len83, 2.1], it is not a definable subcategory of Mod−R.
Using the terminology of [HP15], the set of modules lying over (a, b), i.e.
those modulesM such that M ⊗P ∗ = 0 for all finite-dimensional P of slope
less than or equal to a and (P,M) = 0 for all finite-dimensional P of slope
greater than or equal to b, is a definable subcategory by definition. However,
the description of the indecomposable pure-injectives lying over (a, b) given
in [HP15] is not correct. The following proposition corrects this.
Proposition 7.1. Let a, b ∈ R+. The smallest definable subcategory, D+
(a,b)
,
containing all finite-dimensional indecomposable modules with slope in (a, b)
contains exactly all indecomposable pure-injectives with slope in (a, b) plus,
(1) the Pru¨fer and generic modules of slope a if a ∈ Q+
(2) the adic and generic modules of slope b if b ∈ Q+
(3) all indecomposable pure-injective modules of slope a if a /∈ Q+
(4) all indecomposable pure-injective modules of slope b if b /∈ Q+
Before we prove the proposition, we need a few lemmas and to recall a few
facts. The following remark will hold for general rings R if Hom(M,k) is
replaced an appropriate notion of dual module (see [Pre09] for notions of dual
modules in the general context). We will only need it for finite-dimensional
k-algebras.
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Remark 7.2. Let R be a finite-dimensional k-algebra. If {Mi | i ∈ I} is a
set of finite-dimensional left modules and L ∈ 〈Mi | i ∈ I〉 then Hom(L, k) ∈
〈Hom(Mi, k) | i ∈ I〉.
Lemma 7.3. [HP15, 3.4] Suppose that M is an indecomposable module of
positive slope r > 0. Then for every ǫ > 0, M is the directed union of its
finite-dimensional submodules in (r − ǫ, r], indeed in (r − ǫ, r) in the case
that r is irrational.
Lemma 7.4. Let M be a finite-dimensional indecomposable module of slope
q ∈ Q+ and let E be a quasi-simple of slope q. Then
(i) Hom(Gq,M) = 0
(ii) Hom(E[∞],M) = 0
(iii) Hom(M,Gq) = 0
(iv) Hom(M, Ê) = 0
Proof. The first two statements are a consequence of [RR06, Theorem 6.4].
The right adic modules of slope q are k-duals of the left Pru¨fer modules at
slope 1/q, the generic module of slope q is the k-dual of the generic module of
slope 1/q and k-duality sends finite-dimensional indecomposable modules of
slope q to finite-dimensional modules of slope 1/q. Thus, if Hom(M, Ê) 6= 0
(respectively Hom(M,Gq) 6= 0) then Hom(E
∗[∞],M∗) 6= 0 (respectively
Hom(G1/q,M
∗) 6= 0). But this can’t happen by parts (i) and (ii). 
Proposition 7.5. [HP15, 3.11] Let ϕ/ψ be a pp-pair and r ∈ R+ irrational.
Then the following are equivalent:
(1) there is an ǫ > 0 such for all finite-dimensional modules M lying in
homogeneous tubes with slope in (r, r + ǫ), ϕ(M) > ψ(M).
(2) there is an ǫ > 0 such for all finite-dimensional modules M lying in
homogeneous tubes with slope in (r − ǫ, r), ϕ(M) > ψ(M).
(3) there is an indecomposable pure-injective module N with slope r such
that ϕ(N) > ψ(N).
proof of 7.1. We give proofs for the case a, b ∈ Q+ and the case a, b /∈ Q+.
Note that the definable subcategory D+(a,b) is contained in the definable sub-
category of modules M such that (P,M) = 0 for all finite-dimensional P of
slope greater than or equal to b and M ⊗ P ∗ = 0 for all finite-dimensional
P of slope less than or equal to a. We will now show that this definable
subcategory is in fact D+(a,b).
By 7.3, every indecomposable pure-injective module with slope in (a, b) is
in D+(a,b).
If b ∈ Q+, ǫ ∈ R+ and a definable subcategory D of Mod − R contains
all finite-dimensional indecomposable modules with slope in (b − ǫ, b) then
D contains the generic at b and all adic modules at b. This is because
any module of slope b is a direct union of direct sums of indecomposable
finite-dimensional modules with slope in (b− ǫ, b] and no finite-dimensional
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indecomposable module of slope b is a submodule of the generic at b or any
adic module at b by 7.4.
If a ∈ Q+, ǫ ∈ R+ and a definable subcategory D of Mod − R contains all
finite-dimensional indecomposable modules with slope in (a, a + ǫ) then D
contains the generic at a and all Pru¨fer modules at a. This follows from the
above paragraph, since each left adic module at 1/a is equal to the k-dual
of some right Pru¨fer module at a, so, by [Pre09, 1.3.16], every right Pru¨fer
module at a is a pure-submodule of the k-dual of a left adic module at 1/a.
Note now that, by 4.1, if any definable subcategory contains either a Pru¨fer
module at slope c or an adic module at slope c then it also contains the
generic module at slope c.
Thus if a, b are both rational then D+(a,b) contains all pure-injective inde-
composables with slope in (a, b), the adic and generic modules at b and the
Pru¨fer and generic modules at a. These are exactly the pure-injective inde-
composable modules M such that (P,M) = 0 for all finite-dimensional P of
slope greater than or equal to b and M ⊗ P ∗ = 0 for all finite-dimensional
P of slope less than or equal to a.
If both a, b are irrational then the situation is much simpler. All indecompos-
able modules of slope b are direct unions of direct sums of finite-dimensional
modules with slope in (a, b). In order to deal with the a irrational case we use
7.5, which says that if ϕ/ψ is open on some indecomposable pure-injective
module of slope a then it is open on all homogeneous tubes with slope in
(a, a + ǫ) for some ǫ > 0. Thus if ϕ/ψ is open on some indecomposable
pure-injective module of slope a then it is open on some finite-dimensional
indecomposable module with slope in (a, b). So the indecomposables pure-
injectives of slope a are in the definable subcategory generated by the finite-
dimensional indecomposable modules with slope in (a, b). 
Definition 7.6. For a, b ∈ Q+, let C(a,b) := D
+
(a,b) ∩ pinjR.
We now give a counter-examples to corollary 8.8 of [HP15]. We work over
the canonical algebras C(2, 2, 2, 2, λ) because it is comparatively easy to do
calculations with them. There are similar counter-examples for all non-
domestic tubular algebras. The canonical algebras C(2, 2, 2, 2, λ) are path
algebras of the following quiver with relations.
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where λ ∈ k\{0, 1}. We suppress λ in our notation because it has no impact
on the examples we give in this section.
We say a pp-pair ϕ/ψ is uniformly open at q if ϕ/ψ is open on all finite-
dimensional indecomposable modules of slope q. We say that ϕ/ψ is uni-
formly closed at q if ϕ/ψ is closed on all finite-dimensional indecomposable
modules of slope q. We say that q is a non-uniform slope for ϕ/ψ if ϕ/ψ
is neither uniformly open or closed at q.
If X is finite-dimensional then the functor Hom(X,−) is equivalent to a
functor given by a pp-pair ϕ/ψ (see 3.8). Below, we give an example of a
finite-dimensional module X of slope 1 such that for infinitely many q ∈ Q+
there are finite-dimensional indecomposable modules L,M with slope q such
that Hom(X,L) 6= 0 and Hom(X,M) = 0 thus contradicting corollary 8.8
of [HP15].
Example 7.7. Let A = C(2, 2, 2, 2). The Cartan matrix of A is

1 1 1 1 1 2
0 1 0 0 0 1
0 0 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1
0 0 0 0 0 1


.
The Euler bilinear form of A is given by
〈x, y〉 =
∑
i∈{0,1,2,3,4,∞}
xiyi − y0
4∑
i=1
xi − x∞
4∑
i=1
yi + 2x∞y0.
The associated quadratic form is
χ(x) =
4∑
i=1
1
4
(2xi − x0 − x∞)
2.
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The canonical radical vectors are
h0 = (2, 1, 1, 1, 1, 0) and h∞ = (0, 1, 1, 1, 1, 2).
The slope is defined on dimension vectors by
slope(x) =
2x0 −
∑4
i=1 xi
2x∞ −
∑4
i=1 xi
.
Since χ(1, 0, 1, 1, 1, 1) = 1, [Rin84, 5.2.6 pg 278], there is a unique indecom-
posable module X with dimension vector (1, 0, 1, 1, 1, 1) and this module lies
in an inhomogeneous tube. The slope of X is 1.
Claim 1:
If (y0, y1, y2, y3, y4, y∞) is the dimension vector of an indecomposable module
Y of rational slope greater than 1, then
〈(1, 0, 1, 1, 1, 1), (y0 , y1, y2, y3, y4, y∞)〉 = dimHom(X,Y ) = y∞ − y1.
Proof of claim 1:
Suppose Y is a finite-dimensional indecomposable with rational slope greater
than 1. Then
〈dimX, dimY 〉 = dimHom(X,Y )− dimExt(X,Y )
= dimHom(X,Y )− dimHom(Y, τX)
= dimHom(X,Y )
since slope(Y ) > 1 and slope(τX) = slope(X) = 1. Further, one can quickly
check that 〈(1, 0, 1, 1, 1, 1), (y0 , y1, y2, y3, y4, y∞)〉 = y∞ − y1.
Claim 2: If Y is an indecomposable finite-dimensional module of rational
slope greater than 1 and lies in a homogeneous tube, then
dimHom(X,Y ) = 〈(1, 0, 1, 1, 1, 1), dimY 〉 > 0.
Proof of claim 2: If Y is in a homogeneous tube then there exist a, b, c ∈ N
such that dimY = 1c (ah0 + bh∞). One can check that
〈(1, 0, 1, 1, 1, 1), dimY 〉 = 1/c(2b − a− b) = (b− a)/c.
So dimHom(X,Y ) = 〈(1, 0, 1, 1, 1, 1), dimY 〉 > 0 if and only if b − a > 0 if
and only if slope(Y ) = b/a > 1.
Claim 3: For n ∈ N, χ(n, n + 1, n, n, n, n + 1) = 1 and slope(n, n +
1, n, n, n, n+ 1) = (2n + 1)/(2n − 1).
Claim 4: There are infinitely many q ∈ Q+ such that the finitely presented
functor Hom(X,−) is neither uniformly zero on all indecomposable finite-
dimensional modules of slope q nor uniformly non-zero on all indecomposable
finite-dimensional modules of slope q. In particular [HP15, Corollary 8.8] is
false. In fact the statement does not follow from the argument given there.
Proof of claim 4: By claim 2, all modules Y of slope greater than 1
in homogeneous tubes have dimHom(X,Y ) > 0 and by claim 3, there are
indecomposable finite-dimensional modules, [Rin84, 5.2.6 pg 278], with di-
mension vectors of the form (n, n + 1, n, n, n, n + 1). By claim 1 we know
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dimHom(X,Z) = 0 for indecomposable modules Z with dimension vec-
tors (n, n + 1, n, n, n, n + 1) for n ∈ N and the slope of these modules is
(2n+ 1)/(2n − 1) by claim 3.
Remark 7.8. The example above shows that 1 is an accumulation point of
non-uniform slopes for Hom(X,−).
The following theorem is intended as a best possible replacement for [HP15,
Corollary 8.8]. After proving the theorem we will indicate why we think it
is best possible.
From now on R will denote a tubular algebra.
Theorem 7.9. Let ϕ/ψ be a pp-pair and S be the set of slopes q ∈ Q+
where ϕ/ψ is neither uniformly open nor uniformly closed at q. The set
S has finitely many accumulation points in R, and all these accumulation
points are in Q.
The following series of lemmas will be used in the proof of 7.9.
Lemma 7.10. If q ∈ Q+ and ϕ/ψ is open on all finite-dimensional modules
of slope q in homogeneous tubes then ϕ/ψ is closed on at most finitely many
X ∈ ind−R of slope q.
Proof. This follows directly from 4.6. 
Lemma 7.11. Suppose that q ∈ Q+, ϕ/ψ is a pp-pair and v ∈ K0(R) is
such that dimϕ/ψ(X) = v · dimX for all X ∈ ind−R of slope q. Then ϕ/ψ
is either open on all modules in homogeneous tubes of slope q or closed on
all modules in homogeneous tubes of slope q.
Proof. Let w be the dimension vector of a finite-dimensional quasi-simple
of slope q. Then for all finite-dimensional indecomposable modules X of
slope q lying in homogeneous tubes, dimX = n · w for some n ∈ N. Since
dimϕ/ψ(X) = v · dimX for all X ∈ ind − R of slope q, ϕ/ψ is open on all
quasi-simples of slope q if v · w > 0 and ϕ/ψ is closed on all quasi-simples
of slope q if v · w = 0. 
Proposition 7.12. Suppose that q ∈ Q+, ϕ/ψ is a pp-pair and v ∈ K0(R)
is such that dimϕ/ψ(X) = v · dimX for all X ∈ ind−R of slope q. If ϕ/ψ
is closed on all modules of slope q in homogeneous tubes then ϕ/ψ is closed
on all modules of slope q.
Proof. Let E1, . . . , En be the quasi-simples at the mouth of an inhomoge-
neous tube T (ρ) of slope q. Then dimE1+. . .+dimEn is the dimension vector
of an indecomposable module in a homogeneous tube with slope q. Thus
ϕ/ψ is closed on all modules with dimension vector dimE1 + . . . + dimEn,
so v · (dimE1 + . . . + dimEn) = 0. Since v · dimEi ≥ 0 for 1 ≤ i ≤ n, it
follows that v · dimEi = 0 for 1 ≤ i ≤ n. Thus v · dimX = 0 for every finite-
dimensional module in T (ρ). Thus ϕ/ψ is closed on all finite-dimensional
indecomposable modules of slope q. So, by 4.1, ϕ/ψ is closed on all modules
of slope q. 
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Lemma 7.13. Let a < b ∈ Q∞0 , ϕ/ψ be a pp-pair and suppose there is a
v ∈ K0(R) such that dimϕ/ψ(X) = v · dimX for all X ∈ ind − R of slope
q ∈ (a, b). If ϕ/ψ is closed on all homogeneous tubes of slope q for some
rational q ∈ (a, b) then ϕ/ψ is uniformly closed on all rational slopes in
(a, b).
Proof. Let q ∈ (a, b) be such that ϕ/ψ is closed on all homogeneous tubes
of slope q. By 7.12, we may assume that ϕ/ψ is uniformly closed at q.
Thus
Cq =
⋂
ǫ>0
C(q−ǫ,q+ǫ) ⊆ ZgR\(ϕ/ψ).
So, since the closed sets C(q−ǫ,q+ǫ) form a chain and (ϕ/ψ) is compact, there
exists a δ > 0 such that
(ϕ/ψ) ⊆ ZgR\C(q−δ,q+δ).
Thus ϕ/ψ is closed on C(q−δ,q+δ). This implies that v · (ch0 + dh∞) = 0 for
all d/c ∈ (q − δ, q + δ). Thus v · h0 = v · h∞ = 0. So v · dimX = 0 for all X
in homogeneous tubes with slope in (a, b) and thus ϕ/ψ is uniformly closed
on all rational slopes in (a, b). 
Lemma 7.14. If p ∈ Q+ is such that ϕ/ψ is closed on just finitely many
indecomposable modules of slope p and p is rational then there is an ǫ > 0
such that for all q ∈ (p − ǫ, p+ ǫ)\{p}, ϕ/ψ is uniformly open at q.
Proof. Let {Z1, . . . , Zn} be the indecomposable modules of slope p which do
not open ϕ/ψ. Let σ/τ be a pp-pair such that (σ/τ) = {Z1, . . . , Zn}. Then
U := (ϕ/ψ) ∪ (σ/τ) is open and
U ∩
⋂
ǫ>0
C(p−ǫ,p+ǫ) = U ∩ Cp = Cp =
⋂
ǫ>0
C(p−ǫ,p+ǫ).
Thus ZgR\U ⊆ ∪ǫ>0ZgR\C(p−ǫ,p+ǫ). Since ZgR\U is closed and hence com-
pact, there is an ǫ > 0 such that ZgR\U ⊆ ZgR\C(p−ǫ,p+ǫ). So C(p−ǫ,p+ǫ) ⊆ U .
Thus for all q ∈ (p − ǫ, p + ǫ)\{p}, ϕ/ψ is uniformly open at q.

The following is inspired by [HP15, Theorem 3.2]
Proposition 7.15. Let ϕ be a pp-formula. There is an algorithm which
outputs n ∈ N, q0 = 0 < q1 < q2 < . . . < qn < qn+1 = ∞ ∈ Q
∞
0 and
v1, . . . , vn+1 ∈ K0(R) such that for 0 ≤ i ≤ n, for all finite-dimensional
indecomposable modules N with slope in (qi, qi+1),
dimϕ(N) = vi · dimN.
Proof. There is an algorithm, 3.15, which given ϕ outputs a presentation
(kn, A1, . . . , As) of a finite-dimensional module M and an element m ∈ k
n
such that (M,m) is a free-realisation of ϕ. Note that, [Pre09, Corollary
1.2.19] for any finite-dimensional module L, dimϕ(L) = dimHom(M,L) −
dimHom(coker(m), L).
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There is an algorithm, 3.4, which given a presentation of M outputs pre-
sentations of its indecomposable factors with multiplicity. From this we
can compute the dimension vectors of the indecomposable factors of M and
coker(m) with multiplicity. We may now, 3.10, compute the slope of each
of the indecomposable factors of M and coker(m). Let q1 < . . . < qn be the
slopes of those indecomposable factors which have slope greater than zero
and less than infinity.
For 0 ≤ i ≤ n, let wi (respectively ui) be the sum of the dimension vectors
of all indecomposable factors of M (respectively of coker(m)) with slope
strictly smaller than qi+1 (equivalently have slope less than or equal to qi).
Since all indecomposable factors of M are either preprojective or have slope
less than or equal to qi,
dimHom(M,N) = 〈wi,dimN〉+ dimExt(M,N) = 〈wi,dimN〉
and
dimHom(coker(m), N) = 〈ui,dimN〉+ dimExt(M,N) = 〈ui,dimN〉
for all finite-dimensional indecomposable N with slope in (qi, qi+1).
Thus dimϕ(N)/ψ(N) = 〈wi − ui,dimN〉 for N with slope in (qi, qi+1). For
0 ≤ i ≤ n, let vi = (〈wi−ui,dimS1〉, . . . , 〈wi−ui,dimSm〉) where S1, . . . , Sm
are the simple modules over R. 
Corollary 7.16. Let ϕ/ψ be a pp-pair. There is an algorithm which outputs
n ∈ N, q0 = 0 < q1 < q2 < . . . < qn < qn+1 = ∞ ∈ Q
∞
0 and v0, . . . , vn ∈
K0(R) such that for all for all finite-dimensional indecomposable modules N
with slope in (qi, qi+1),
dimϕ/ψ(N) = vi · dimN.
proof of theorem 7.9. By 7.16, it is enough to show that if a < b ∈ Q∞0 and
there exists v ∈ K0(R) such that for all M ∈ ind−R,
dimϕ(M)/ψ(M) = dimM · v
then there are only finitely many accumulation points of non-uniform slopes
for ϕ/ψ in (a, b).
Lemmas 7.10, 7.11, 7.12 and 7.13 show that either ϕ/ψ is uniformly closed
on all rational q ∈ (a, b) or for each rational q ∈ (a, b), ϕ/ψ is open on all
but finitely many points of slope q, all of which are finite-dimensional.
If ϕ/ψ is uniformly closed on all rational q ∈ (a, b) then ϕ/ψ is closed on
all indecomposable pure-injectives with slope in (a, b). This is because the
finite-dimensional indecomposable modules are dense in C(a,b).
If for each rational q ∈ (a, b), ϕ/ψ is open on all but finitely many points
of slope q, all of which are finite-dimensional then there are no rational
accumulation points in the set of non-uniform slopes for ϕ/ψ between a and
b by 7.14.
It remains to show that If for each rational q ∈ (a, b), ϕ/ψ is open on all
but finitely many points of slope q, all of which are finite-dimensional then
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there are no irrational accumulation points of non-uniform slopes for ϕ/ψ
inside (a, b). Note that if ϕ/ψ is closed on X ∈ ind − R then X is in an
inhomogeneous tube. We refer forward to 8.2, noting that there is a finite
set of roots of χ such that for all X ∈ ind−R lying in inhomogeneous tubes
dimX = y + w where w ∈ radχ. So v · (w + y) = 0. Thus v · w = −v · y.
Let g1, g2 generate radχ and note, since ϕ/ψ is open on all homogeneous
tubes with slope in (a, b) either vg1 6= 0 or vg2 6= 0. Now w = αg1 + βg2
for some α, β ∈ Z, so 0 = v · dimX = αv · g1 + βv · g2 + v · y = 0. So, for
fixed y ∈ Ω, either v · g1 = 0 and β is a fixed integer or α = σβ+µ for some
σ, µ ∈ Q. In the first case there are fixed rationals c, d, e, f such that the
slope of y+αg1+βg2 is of the form (cα+d)/(eα+f). So as α tends to ±∞,
the slope of y+αg1+βg2 tends to a rational or ∞. In the second case there
are fixed rationals c, d, e, f such that the slope of y+αg1+βg2 is of the form
(cβ+ d)/(eβ + f). So as β tends to infinity, the slope of y+αg1+βg2 tends
to a rational or ∞. Since Ω is finite, there are no irrational accumulation
points of non-uniform slope for ϕ/ψ in (a, b).

In the above proof we could have replaced the final argument with the
following argument using 2.5. We know that if r ∈ (a, b) is irrational and
an accumulation point of non-uniform slopes for ϕ/ψ then ϕ/ψ is open on
all points in Cr. Thus
⋂
ǫ>0 C(r−ǫ,r+ǫ) = Cr ⊆ (ϕ/ψ). So ZgR\(ϕ/ψ) ⊆⋃
ǫ>0 ZgR\C(r−ǫ,r+ǫ). Since ZgR\(ϕ/ψ) is closed, it is compact. Thus there
exists an ǫ0 > 0 such that ZgR\(ϕ/ψ) ⊆ ZgR\C(r−ǫ0,r+ǫ0). So C(r−ǫ0,r+ǫ0) ⊆
(ϕ/ψ). So r is not an accumulation point of non-uniform slopes for ϕ/ψ.
Some more C(2, 2, 2, 2) examples
The exceptional points of a pp-pair are not bounded away from
zero
The unique indecomposable projective module of slope zeroX has dimension
vector (2, 1, 1, 1, 1, 1). Thus 〈(2, 1, 1, 1, 1, 1),dimY 〉 = dimHom(X,Y ) for all
indecomposable modules Y . A quick calculation shows that
〈(2, 1, 1, 1, 1, 1), (y0 , y1, . . . , y4, y∞)〉 = y∞.
The modules in the pre-injective component of the path algebra of D˜4 with
the following orientation
have slopes of the form 1/n when embedded into mod−R via the standard
embedding. They are exactly the indecomposable finite-dimensional mod-
ules M with positive rational slope such that (X,M) = 0. These modules
lie in inhomogeneous tubes, the modules L of slope 1/n lying in homogenous
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tubes have (X,L) 6= 0. Thus the set of non-uniform slopes for Hom(X,−)
has an accumulation point at zero.
The exceptional points of a pp-pair are not bounded away from ∞
The unique indecomposable injective module of slope ∞ Y has dimension
vector (1, 1, 1, 1, 1, 2). Thus 〈dimX, (1, 1, 1, 1, 1, 2)〉 = dimHom(X,Y ) for all
indecomposable X. A quick calculation shows that
〈(y0, y1, . . . , y4, y∞), (2, 1, 1, 1, 1, 1)〉 = y0.
The modules in the pre-projective component of D˜4 with the orientation
have slopes in N when embedded into mod−R via the standard embedding.
They are exactly the modules with positive rational slope which have no
non-zero homomorphism from them to Y . Note that for finite-dimensional
X, dimHom(X,Y ) = dimX ⊗ Y ∗. The functor −⊗ Y ∗ : mod−R→ Ab is
finitely presented and thus equivalent to a functor given by a pp-pair. The
modules L in homogeneous tubes with slope in N have Hom(L, Y ) 6= 0. Thus
the set of non-uniform slopes for Hom(−, Y ) has an accumulation point at
zero.
The above examples together with 7.7 indicates that the accumulation points
of a set of non-uniform slopes can take any rational value including 0 and
∞. This means that 7.9 is a best possible replacement for [HP15, Corollary
8.8].
8. Almost all slopes and Presburger arithmetic
By Presburger arithmetic we mean Z equipped with the usual addition and
order together with a constant for 0. The theory of Presburger arithmetic
is decidable. For more information about Presburger arithmetic see [Mar02]
(see [Mar02, 3.1.21] for the proof of decidability).
Lemma 8.1. For any pure subgroup G of Zn there is an n-formula
∆(x1, . . . , xn) in the language of Presburger arithmetic such that (g1, . . . , gn)
is in G if and only if ∆(g1, . . . , gn) holds in Z.
Proof. Let V be the Q-linear span of G as a subset of Qn. Since G is pure,
V ∩Zn = G. Since V is a subspace of Qn there is a matrix A with entries from
Q such that v ∈ V if and only if vA = 0. By multiplying A by some integer,
we may assume that A has integer entries. Now, for any g ∈ Zn, g ∈ G if
and only if gA = 0. Let ∆(x1, . . . , xn) be the formula (x1, . . . , xn)A = 0.
Note that ∆ is a formula without parameters. 
Recall [Rin84, 5.2.6, pg 278] that for each q ∈ Q+, if x ∈ K0(R), x has slope
q, x is positive and connected and χ(x) = 1 then x is the dimension vector of
an indecomposable finite-dimensional module of lying in an inhomogeneous
tube.
34 LORNA GREGORY
Lemma 8.2. Let R be a tubular algebra. There is a finite subset Ω ⊆ K0(R)
such that for all x ∈ K0(R) with χ(x) = 1, there exists y ∈ Ω such that
x− y ∈ radχ.
Proof. Suppose that no such finite set Ω ⊆ K0(R) exists. Then there are
infinitely many y with χ(y) = 1 all in pairwise distinct cosets of radχ.
Note that if λ, µ ∈ Z then 〈h0, y + λh0 + µh∞〉 = 〈h0, y〉 + µ〈h0, h∞〉 and
〈h∞, y + λh0 + µh∞〉 = 〈h∞, y〉 + λ〈h∞, h0〉. Let a, b ∈ N be such that
a = 〈h0, h∞〉 and −b = 〈h∞, h0〉. Thus, there are infinitely many y with
χ(y) = 1 in pairwise different cosets of radχ such that 0 < 〈h0, y〉 ≤ a
and 0 < 〈h∞, y〉 ≤ b. Thus, there exists e, f ∈ N0 such that there are
infinitely many y with χ(y) = 1 in pairwise different cosets of radχ such
that 〈h0, y〉 = e and 〈h∞, y〉 = f .
Now pick x ∈ radχ sincere with e〈h∞, x〉 = f〈h0, x〉. Since x is sincere, for
any y in our infinite set, there is a c ∈ N0 such that y + cx is positive and
connected; note that e〈h∞, y+ cx〉 = f〈h0, y+ cx〉. Thus we have an infinite
set of elements z ∈ K0(R) such that z is connected, positive, χ(z) = 1
and e〈h∞, z〉 = f〈h0, z〉 all of which are pairwise in different cosets of radχ.
This contradicts that fact that for each slope q, R has only finitely many
inhomogeneous tubes.

Lemma 8.3. Let R be a tubular algebra. The set of dimension vectors
x ∈ K0(R) such that χR(x) = 0 or χ(x) = 1 is definable in the lan-
guage of Presburger arithmetic. Thus, the set of dimension vectors of finite-
dimensional indecomposable modules over R is definable in the language of
Presburger arithmetic.
Proof. By lemma 8.2, there is a finite subset Ω ⊆ K0(R) such that for all
x ∈ K0(R) with χ(x) = 1, there exists y ∈ Ω such that x− y ∈ radχ. By 8.1
radχ is definable in the language of Presburger arithmetic. Thus, the set of
dimension vectors x ∈ K0(R) such that χ(x) = 0 or χ(x) = 1 is definable in
the language of Presburger arithmetic.
That x = (x1, . . . , xn) ∈ K0(R) is positive is expressed by saying xi ≥ 0 for
1 ≤ i ≤ n. That x = (x1, . . . , xn) ∈ K0(R) is connected is expressed by
saying that if xi > 0 and xj > 0 then there is some path P in Q0 between i
and j such that for all vertices k in P , xk > 0.
By [Rin84, 5.2.6, pg 278], mod−R is controlled by χ. Thus any connected
positive dimension vector with χ(x) = 0 or χ(x) = 1 is the dimension vector
of an indecomposable module and all dimension vectors of indecomposable
modules are of this form. Thus we have shown that the set of dimension
vectors of finite-dimensional indecomposable modules over R is definable in
the language of Presburger arithmetic.

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Proposition 8.4. Let R be a tubular algebra and ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn be
pp-pairs such that there exist v,w1, . . . , wn ∈ K0(R) such that for indecom-
posable finite-dimensional modules M with slope in the interval (a, b),
dimϕ(M)/ψ(M) = v · dimM
and for 1 ≤ i ≤ n
dimϕi(M)/ψi(M) = wi · dimM.
If there is an indecomposable pure-injective module N with slope in (a, b)
such that N ∈ (ϕ/ψ) but N /∈
⋃n
i=1(ϕi/ψi) then there is a finite-dimensional
indecomposable module M with slope in (a, b) such that M ∈ (ϕ/ψ) but
M /∈
⋃n
i=1(ϕi/ψi).
Proof. Suppose that N is as in the statement and that N has slope q.
For any slope p ∈ (a, b) either ϕ/ψ is closed on all modules of slope p or ϕ/ψ
is open on all the indecomposable pure-injective modules of slope p except
for finitely many finite-dimensional indecomposable modules. See 7.12 and
7.10 for p rational and 2.5 for p irrational.
So, N ∈ (ϕ/ψ) implies that ϕ/ψ is open on almost all indecomposable
pure-injectives of slope q and N /∈ (ϕi/ψi) implies ϕi/ψi is closed on all
indecomposable pure-injectives of slope q. So if q is rational then there is
a finite-dimensional indecomposable module M such that M ∈ (ϕ/ψ) and
M /∈ (ϕi/ψi) for 1 ≤ i ≤ n.
If q is irrational then there is some ǫ > 0 such that ϕ/ψ is open on all
finite-dimensional indecomposable M with slope in (q − ǫ, q + ǫ) [HP15,
8.7]. Likewise, for each 1 ≤ i ≤ n, there is some ǫi > 0 such that ϕi/ψi is
closed on all finite-dimensional indecomposable M with slope in (q− ǫi, q +
ǫi). This is true because if Cq ⊆ ZgR\ (ϕi/ψi) then (ϕi/ψi) ⊆ ZgR\Cq =⋃
ǫ>0 ZgR\C(q−ǫ,q+ǫ). Since (ϕi/ψi) is compact, there exists some ǫ > 0 such
that (ϕi/ψi) ⊆ ZgR\C(q−ǫ,q+ǫ).
Thus there is some finite-dimensional indecomposable moduleM with slope
in (a, b) such that M ∈ (ϕ/ψ) and M /∈
⋃n
i=1 (ϕi/ψi).

Lemma 8.5. There is an algorithm which given w, v1, . . . , vn ∈ Z
m and
a < b ∈ Q∞0 answers whether there is an indecomposable finite-dimensional
module X with slope in (a, b) such that w · dimX > 0 and for 1 ≤ i ≤ n,
vi · dimX = 0.
Proof. Note that there are vectors g0 and g∞ such that for all x ∈ Z
m,
〈h0, x〉 = g0 · x and 〈h∞, x〉 = g∞ · x.
Thus x ∈ Zm has “slope” in (a, b) if and only if −(g0·x)/(g∞·x) ∈ (a, b). This
statement can be easily rewritten in the language of Presburger arithmetic.
In 8.3, we showed that set of dimension vectors of indecomposable finite-
dimensional modules over R is definable in Presburger arithmetic. Thus,
since Presburger arithmetic is decidable, there is an algorithm which decides
whether there is an x ∈ Zm such that x is the dimension vector of an
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indecomposable finite-dimensional module over R, x has slope in (a, b), w ·
x > 0 and for 1 ≤ i ≤ n, vi · x = 0.

9. Decidability for theories of modules over canonical
algebras of tubular type
In this section we combine the results of the previous sections in order to
prove that if R is a canonical algebra of tubular type over a recursive alge-
braically closed field then R has decidable theory of modules.
Theorem 9.1. Let R be a canonical algebra of tubular type over a recursive
algebraically closed field. The common theory of R-modules is decidable.
Proof. It is enough to show that there is an algorithm which, given pp-pairs
ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn, answers whether
(ϕ/ψ) ⊆
n⋃
i=1
(ϕi/ψi) .
First we show that there is an algorithm which answers whether there is
an indecomposable pure-injective N of positive non-infinite slope with N ∈
(ϕ/ψ) such that N /∈
⋃n
i=1(ϕi/ψi).
By 7.16, there is an algorithm which, given ϕ/ψ,ϕ1/ψ1, . . . , ϕn/ψn, outputs
0 = q0 < q1 < . . . < qm < qm+1 = ∞ and vj ,wij such that for all 0 ≤
j ≤ m and all indecomposable finite-dimensional modules N with slope in
(qj, qj+1),
dimϕ(N)/ψ(N) = vj · dimN
and
dimϕi(N)/ψi(N) = wij · dimN.
By 8.4, if there is an indecomposable pure-injective module N with slope
in (qj, qj+1) such that N ∈ (ϕ/ψ) and N /∈
⋃n
i=1(ϕi/ψi) then there is a
finite-dimensional indecomposable module with slope in (qj, qj+1) such that
N ∈ (ϕ/ψ) and N /∈
⋃n
i=1(ϕi/ψi). Thus, by 8.5, we can effectively answer
whether there is an indecomposable pure-injective module N with slope in
(qj, qj+1) such that N ∈ (ϕ/ψ) and N /∈
⋃n
i=1(ϕi/ψi).
By 5.3, there is an algorithm which, for each 1 ≤ j ≤ m answer whether
(ϕ/ψ) ∩ Cqj ⊆
n⋃
i=1
(ϕi/ψi) ∩ Cqj .
It now remains to answer whether there is an indecomposable pure-injective
module N ∈ P0 ∪ C0 or N ∈ C∞ ∪ Q∞ such that N ∈ (ϕ/ψ) and N /∈⋃n
i=1 (ϕi/ψi). Since P0 ∪ C0 ⊆ E0 ∪ E1 and C∞ ∪ Q∞ ⊆ E
′
0 ∪ E
′
1, it is enough
to check if there is an indecomposable pure-injective module N ∈ E0 ∪ E1 or
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N ∈ E ′0 ∪ E
′
1 such that N ∈ (ϕ/ψ) and N /∈
⋃n
i=1 (ϕi/ψi). For this we refer
to 6.10 and 6.14.

Remark 9.2. Our results, in fact, get very close to proving that all non-
domestic tubular algebras have decidable theory of modules. That is, we
describe an algorithm which given a sentence in the language of R-modules,
decides whether that sentence is true for all modules with slope in (0,∞).
In [AHK15] Angeleri-Hu¨gel and Kussin give a complete description of the
indecomposable pure-injective modules of slope 0 and slope ∞ over all non-
domestic tubular algebras. So, although our proof will not directly transfer to
the case of all non-domestic tubular algebras, it seems very likely that they
will also have decidable theories.
Acknowledgements I would like to thank Mike Prest for many helpful
conversations. I would also like to thank Lidia Angeleri-Hu¨gel for her show-
ing me a draft of [AHK15] and for a very useful conversation about some
of the material which is now in section 6. Although I do not directly use
the description of the pure-injective indecomposable modules over tubular
algebras given in [AHK15], the existence of this result was useful.
References
[AHK15] Lidia Angeleri-Hu¨gel and Dirk Kussin. Tilting and cotilting modules over con-
cealed canonical algebras. preprint, arXiv:1508.03752v1 [math.RT], 2015.
[ASS06] Ibrahim Assem, Daniel Simson, and Andrzej Skowron´ski. Elements of the rep-
resentation theory of associative algebras. Vol. 1, volume 65 of London Math-
ematical Society Student Texts. Cambridge University Press, Cambridge, 2006.
Techniques of representation theory.
[Bau75] Walter Baur. Decidability and undecidability of theories of abelian groups with
predicates for subgroups. Compositio Math., 31(1):23–30, 1975.
[Bau80] Walter Baur. On the elementary theory of quadruples of vector spaces. Ann.
Math. Logic, 19(3):243–262, 1980.
[BP02] Kevin Burke and Mike Prest. The Ziegler and Zariski spectra of some domestic
string algebras. Algebr. Represent. Theory, 5(3):211–234, 2002.
[But80] M. C. R. Butler. The construction of almost split sequences. I. Proc. London
Math. Soc. (3), 40(1):72–86, 1980.
[End01] Herbert B. Enderton. A mathematical introduction to logic. Harcourt/Academic
Press, Burlington, MA, second edition, 2001.
[Gei94] Gunter Geisler. Zur Modelltheorie von Moduln. Phd thesis, Universita¨t Freiburg,
1994.
[GP15] Lorna Gregory and Mike Prest. Representation embeddings, interpretation func-
tors and controlled wild algebras. preprint, arXiv:1411.3221v2 [math.RT], 2015.
[Gre11] Lorna Gregory. Ziegler Spectra of Valuation Rings. Phd thesis, University of
Manchester, 2011.
[Gre15] Lorna Gregory. Decidability for theories of modules over valuation domains. J.
Symb. Log., 80(2):684–711, 2015.
[Har11] R. Harland. Pure-injective Modules over Tubular Algebras and String
Algebras. PhD thesis, University of Manchester, 2011. available at
www.maths.manchester.ac.uk/∼ mprest/publications.html.
38 LORNA GREGORY
[Her93] Ivo Herzog. Elementary duality of modules. Trans. Amer. Math. Soc., 340(1):37–
69, 1993.
[HP15] Richard Harland and Mike Prest. Modules with irrational slope over tubular
algebras. Proc. Lond. Math. Soc. (3), 110(3):695–720, 2015.
[Kra98] Henning Krause. Generic modules over Artin algebras. Proc. London Math. Soc.
(3), 76(2):276–306, 1998.
[Len83] H. Lenzing. Homological transfer from finitely presented to infinite modules. In
Abelian group theory (Honolulu, Hawaii, 1983), volume 1006 of Lecture Notes
in Math., pages 734–761. Springer, Berlin, 1983.
[Mar02] David Marker. Model theory: An introduction, volume 217 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 2002.
[PPT07] G. Puninski, V. Puninskaya, and C. Toffalori. Decidability of the theory of mod-
ules over commutative valuation domains. Ann. Pure Appl. Logic, 145(3):258–
275, 2007.
[Pre85] Mike Prest. Tame categories of modules and decidability. preprint, 1985.
[Pre88] Mike Prest. Model theory and modules, volume 130 of London Mathematical
Society Lecture Note Series. Cambridge University Press, Cambridge, 1988.
[Pre96] Mike Prest. Epimorphisms of rings, interpretations of modules and strictly wild
algebras. Comm. Algebra, 24(2):517–531, 1996.
[Pre97] Mike Prest. Interpreting modules in modules. Ann. Pure Appl. Logic, 88(2-
3):193–215, 1997. Joint AILA-KGS Model Theory Meeting (Florence, 1995).
[Pre09] Mike Prest. Purity, spectra and localisation, volume 121 of Encyclopedia of Math-
ematics and its Applications. Cambridge University Press, Cambridge, 2009.
[Pre11] Mike Prest. Definable additive categories: purity and model theory.Mem. Amer.
Math. Soc., 210(987):vi+109, 2011.
[PT09] Gena Puninski and Carlo Toffalori. Towards the decidability of the theory of
modules over finite commutative rings. Ann. Pure Appl. Logic, 159(1-2):49–70,
2009.
[Rin84] Claus Michael Ringel. Tame algebras and integral quadratic forms, volume 1099
of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1984.
[Rin98] Claus Michael Ringel. The Ziegler spectrum of a tame hereditary algebra. Colloq.
Math., 76(1):105–115, 1998.
[RR06] Idun Reiten and Claus Michael Ringel. Infinite dimensional representations of
canonical algebras. Canad. J. Math., 58(1):180–224, 2006.
[SF75] A. M. Slobodsko˘ı and E`. I. Fridman. Theories of abelian groups with predicates
that distinguish subgroups. Algebra i Logika, 14(5):572–575, 607, 1975.
[SS07a] Daniel Simson and Andrzej Skowron´ski. Elements of the representation theory
of associative algebras. Vol. 2, volume 71 of London Mathematical Society Stu-
dent Texts. Cambridge University Press, Cambridge, 2007. Tubes and concealed
algebras of Euclidean type.
[SS07b] Daniel Simson and Andrzej Skowron´ski. Elements of the representation theory of
associative algebras. Vol. 3, volume 72 of London Mathematical Society Student
Texts. Cambridge University Press, Cambridge, 2007. Representation-infinite
tilted algebras.
Alan Turing Building, University of Manchester, Manchester M13 9PL, UK
E-mail address: Lorna.Gregory@gmail.com
