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a b s t r a c t
In this work, a functional generalization of the Cauchy–Schwarz inequality is presented for
both discrete and continuous cases and some of its subclasses are then introduced. It is also
shown that many well-known inequalities related to the Cauchy–Schwarz inequality are
special cases of the inequality presented.
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1. Introduction
Let {ai}ni=1 and {bi}ni=1 be two sequences of real numbers. It is well known that the discrete version of Cauchy–Schwarz
inequality [1,2] is(
n∑
i=1
aibi
)2
≤
n∑
i=1
a2i
n∑
i=1
b2i , (1)
while its integral representation in the space of the continuous real-valued functions C([a, b],R), which is usually known
in the literature as the Cauchy–Bunyakovsky inequality [3,2], is(∫ b
a
f (x)g(x)dx
)2
≤
∫ b
a
f 2(x)dx
∫ b
a
g2(x)dx. (2)
The above inequalities play an important role in different branches of modern mathematics such as Hilbert space theory,
classical real and complex analysis, numerical analysis, probability and statistics, qualitative theory of differential equations
and their applications.
To date, a large number of generalizations and refinements of the inequalities (1) and (2) have been investigated in the
literature (see, e.g., [4–8]; see also [9] which is a complete survey on the Cauchy–Schwarz discrete inequality). In this work,
we present a functional type generalization of the Cauchy–Schwarz inequality that contains various subclasses.
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Theorem. Let {ai1, ai2, . . . , aim}ni=1 and {bi1, bi2, . . . , bik}ni=1 be real numbers for any m, k ∈ N. If Fm(x1, x2, . . . , xm) and
Gk(x1, x2, . . . , xk) are two arbitrary functions of m and k variables then the following inequality holds:(
n∑
i=1
Fm(ai1, ai2, . . . , aim)Gk(bi1, bi2, . . . , bik)
)2
≤
n∑
i=1
F 2m(ai1, ai2, . . . , aim)
n∑
i=1
G2k(bi1, bi2, . . . , bik). (3)
Moreover, for the integral form of above inequality, if {fj(x)}mj=1 and {gj(x)}kj=1 are real functions on [a, b] then(∫ b
a
Fm(f1, f2, . . . , fm)Gk(g1, g2, . . . , gk)dx
)2
≤
∫ b
a
F 2m(f1, f2, . . . , fm)dx
∫ b
a
G2k(g1, g2, . . . , gk)dx. (4)
Thus, the inequalities (3) and (4) are respectively generalizations of (1) and (2) for m = k = 1, F1(ai1) = ai1 and
G1(bi1) = bi1 in (3) and for F1(f1) = f1(x) and G1(g1) = g1(x) in (4). Finally, the equality holds if in (3) Fm(ai1, ai2, . . . , aim) =
r Gk(bi1, bi2, . . . , bik) where r is constant and Fm(f1, f2, . . . , fm) = R Gk(g1, g2, . . . , gk) in (4) where R is constant.
Proof. Fortunately the proof of this theorem is straightforward if one defines a positive quadratic polynomial P : R→ R as
P(x; Fm,Gk) =
n∑
i=1
(Fm(ai1, ai2, . . . , aim)x+,Gk(bi1, bi2, . . . , bik))2 ≥ 0. (5)
Now since
P(x; Fm,Gk) =
n∑
i=1
F 2m(ai1, ai2, . . . , aim)x
2 + 2
n∑
i=1
Fm(ai1, ai2, . . . , aim)Gk(bi1, bi2, . . . , bik)x
+
n∑
i=1
G2k(bi1, bi2, . . . , bik) ≥ 0, (5.1)
for any x ∈ R, the discriminant1 of P must be negative, i.e.
1
4
1 =
(
n∑
i=1
Fm(ai1, ai2, . . . , aim)Gk(bi1, bi2, . . . , bik)
)2
−
n∑
i=1
F 2m(ai1, ai2, . . . , aim)
n∑
i=1
G2k(bi1, bi2, . . . , bik) ≤ 0. (6)
This proves the first part of the theorem. Similarly, the inequality (4) will be proved if one defines the positive quadratic
polynomial Q : R→ R as
Q (x; Fm,Gk) =
∫ b
a
(Fm(f1(t), . . . , fm(t))x+ Gk(g1(t), . . . , gk(t)))2 dt ≥ 0, (7)
and notes that its discriminant is negative. 
As we said, many inequalities relative to discrete and continuous types of Cauchy–Schwarz inequality are special cases of
inequalities (3) or (4). Here, due to the page limitation, we only consider a few of them. Naturally, other cases can be studied
separately.
Corollary 1. A generalization of the Callebaut inequality
In 1965, D.K. Callebaut obtained the following inequality [10]:(
n∑
i=1
aibi
)2
≤
n∑
i=1
a(1+α)i b
(1−α)
i
n∑
i=1
a(1−α)i b
(1+α)
i ≤
n∑
i=1
a2i
n∑
i=1
b2i , (8)
in which α ∈ [0, 1] and {ai}ni=1, {bi}ni=1 are two sequences of real numbers.
Clearly (8) is a refinement and a generalization of the Cauchy–Schwarz inequality for α = 1. Now, to generalize this
inequality, it is sufficient that we follow the inequality (3) and form = k and aij = bij define
Fm(x1, x2, . . . , xm) = x
1+α1
2
1 x
1+α2
2
2 · · · x
1+αm
2
m and Gm(x1, x2, . . . , xm) = x
1−α1
2
1 x
1−α2
2
2 · · · x
1−αm
2
m , (9)
where {αi}ni=1 ∈ R. By substituting these assumptions in (3) we finally get(
n∑
i=1
ai1ai2 · · · aim
)2
≤
n∑
i=1
a(1+α1)i1 a
(1+α2)
i2 · · · a(1+αm)im
n∑
i=1
a(1−α1)i1 a
(1−α2)
i2 · · · a(1−αm)im . (10)
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Proof. Again note that the proof of (10) is straightforward if one defines the positive quadratic polynomial
P2(x) =
n∑
i=1
(
a
1+α1
2
i1 a
1+α2
2
i2 · · · a
1+αm
2
im x+ a
1−α1
2
i1 a
1−α2
2
i2 · · · a
1−αm
2
im
)2
≥ 0, (10.1)
and then uses its negative discriminant.
Similarly, the continuous version of inequality (10) takes the form(∫ b
a
f1(x)f2(x) · · · fm(x)dx
)2
≤
∫ b
a
f 1+α11 (x)f
1+α2
2 (x) · · · f 1+αmm (x)dx
∫ b
a
f 1−α11 (x)f
1−α2
2 (x) · · · f 1−αmm (x)dx. (11)
A significant case of inequalities (10) and (11) is that whenm = 2 where we have(
n∑
i=1
aibi
)2
≤
n∑
i=1
a(1+α)i b
(1+β)
i
n∑
i=1
a(1−α)i b
(1−β)
i ; ∀α, β ∈ R, (12)
(∫ b
a
f (x)g(x)dx
)2
≤
∫ b
a
f 1+α(x)g1+β(x)dx
∫ b
a
f 1−α(x)g1−β(x)dx. (13)
The above inequalities may have interesting applications in statistics. For instance, if f (x) is the probability density function
of the random variable x ∈ [a, b], then for α = 0 (13) yields
E2 (g(x)) ≤ E (g1+β(x)) E (g1−β(x)) ∀β ∈ R, (13.1)
where E (g) is the expected value of arbitrary function g(x). 
Corollary 2. A generalization of the Wagner inequality
The following inequality for sequences of real numbers is known in the literature as theWagner inequality [11,12] (see also [2,
p. 85]):
Let {ai}ni=1 and {bi}ni=1 be two sequences of real numbers. If α ≥ 0 then one has(
n∑
i=1
aibi + α
n∑
i=1
ai
n∑
i=1
bi
)2
≤
 n∑
i=1
a2i + α
(
n∑
i=1
ai
)2 n∑
i=1
b2i + α
(
n∑
i=1
bi
)2 . (14)
To generalize this inequality, let us suppose that in (3)m = k = 1 and then define
F1(ai) = ai − pn
n∑
i=1
ai and G1(bi) = bi − qn
n∑
i=1
bi for p, q ∈ R. (15)
The above definitions mean that we are considering a positive quadratic polynomial such as
A2(x) =
n∑
i=1
((
ai − pn
n∑
i=1
ai
)
x+ bi − qn
n∑
i=1
bi
)2
≥ 0, (15.1)
and using its negative discriminant. So, replacing (15) in (3) gives(
n∑
i=1
(
ai − pn
n∑
i=1
ai
)(
bi − qn
n∑
i=1
bi
))2
≤
 n∑
i=1
(
ai − pn
n∑
i=1
ai
)2 n∑
i=1
(
bi − qn
n∑
i=1
bi
)2 , (15.2)
where after simplification, (15.2) eventually leads to(
n∑
i=1
aibi + pq− (p+ q)n
n∑
i=1
ai
n∑
i=1
bi
)2
≤
 n∑
i=1
a2i +
p(p− 2)
n
(
n∑
i=1
ai
)2 n∑
i=1
b2i +
q(q− 2)
n
(
n∑
i=1
bi
)2 .
(16)
The latter inequality is clearly a generalization of the Wagner inequality for pq−(p+q)n = p(p−2)n = q(q−2)n ≥ 0, which is in
fact equivalent to p = q ∈ {R− (0, 2)} and gives the inequality (14) for α = p(p− 2)/n. Note that the inequality (16) can
again be extended by appropriately defining the arbitrary functions Fm(x1, x2, . . . , xm) and Gk(x1, x2, . . . , xk) for different
values m, k ∈ N in the theorem presented. For instance, recently in [13] a new generalization of the Cauchy–Schwarz (and
Cauchy–Bunyakovsky) inequality involving four free parameters has been introduced. Fortunately, they can be reproduced
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by the main inequalities (3) and (4) as the following corollary shows:
Corollary 3. A generalization of Cauchy–Schwarz inequality with four free parameters
If {ai}ni=1 and {bi}ni=1 are two sequences of real numbers and p, q, r, s ∈ R then n∑
i=1
aibi + A1
n∑
i=1
ai
n∑
i=1
bi + B1
(
n∑
i=1
ai
)2
+ C1
(
n∑
i=1
bi
)22 ≤
 n∑
i=1
a2i + A2
n∑
i=1
ai
n∑
i=1
bi + B2
(
n∑
i=1
ai
)2
+ C2
(
n∑
i=1
bi
)2 n∑
i=1
b2i + A3
n∑
i=1
ai
n∑
i=1
bi + B3
(
n∑
i=1
ai
)2
+ C3
(
n∑
i=1
bi
)2 , (17)
in which(A1 B1 C1
A2 B2 C2
A3 B3 C3
)
= 1
n
p+ s+ ps+ qr r(1+ p) q(1+ s)2q(1+ p) p(p+ 2) q2
2r(1+ s) r2 s(s+ 2)
 . (17.1)
Moreover, the inequality (17) is equivalent to n∑
i=1
aibi + p+ s+ ps+ qrn
n∑
i=1
ai
n∑
i=1
bi + r(1+ p)n
(
n∑
i=1
ai
)2
+ q(1+ s)
n
(
n∑
i=1
bi
)22
≤
(
n∑
i=1
a2i +
1
n
n∑
i=1
(pai + qbi)
n∑
i=1
((p+ 2)ai + qbi)
)(
n∑
i=1
b2i +
1
n
n∑
i=1
(rai + sbi)
n∑
i=1
(rai + (s+ 2)bi)
)
, (18)
and is a generalization of Cauchy–Schwarz inequality for Ai = Bi = Ci = 0, i = 1, 2, 3.
Proof. To prove this inequality, it is sufficient to suppose in (3) thatm = k = 2 and then define
F2(ai, bi) = ai + pn
n∑
i=1
ai + qn
n∑
i=1
bi and G2(ai, bi) = bi + rn
n∑
i=1
ai + sn
n∑
i=1
bi, (19)
which is equivalent to defining a positive quadratic polynomial P2 : R→ R as
P2(x; p, q, r, s) =
n∑
i=1
((
ai + pn
n∑
i=1
ai + qn
n∑
i=1
bi
)
x+
(
bi + rn
n∑
i=1
ai + sn
n∑
i=1
bi
))2
. (19.1)
Consequently, by replacing the assumption (19) in the main inequality (3) one can directly reach the inequality (18). 
Corollary 4. A generalization of the Milne inequality
The following refinement of the Cauchy–Schwarz inequality is known in the literature as Milne’s inequality [9, p. 37]:
For any two sequences of real numbers {ai}ni=1, {bi}ni=1 with |ai | + |bi | 6= 0 (i = 1, . . . , n) one has the inequality(
n∑
i=1
aibi
)2
≤
n∑
i=1
(a2i + b2i )
n∑
i=1
a2i b
2
i
a2i + b2i
≤
n∑
i=1
a2i
n∑
i=1
b2i . (20)
First, it should be noted that to prove the first part of inequality (20) it is sufficient in (3) to consider
F2(ai, bi) =
√
a2i + b2i and G2(ai, bi) =
aibi√
a2i + b2i
. (20.1)
But there is a much more extensive inequality of type (20) if one defines
Fm(x1, x2, . . . , xm) =
√
x21 + x22 + · · · + x2m and Gm(x1, x2, . . . , xm) =
x1x2 · · · xm√
x21 + x22 + · · · + x2m
, (21)
substituting them in (3) form = k and aij = bij to finally get(
n∑
i=1
ai1ai2 · · · aim
)2
≤
n∑
i=1
a2i1 + a2i2 + · · · + a2im
n∑
i=1
a2i1a
2
i2 · · · a2im
a2i1 + a2i2 + · · · + a2im
. (22)
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Proof. We recall that the inequality (22) is provable if the positive quadratic polynomial
B2(x) =
n∑
i=1
√a2i1 + a2i2 + · · · + a2imx+ ai1ai2 · · · aim√
a2i1 + a2i2 + · · · + a2im
2 ≥ 0, (22.1)
is defined and then its negative discriminant is applied.
Similarly, the continuous version of inequality (22), i.e.(∫ b
a
f1(x)f2(x) · · · fm(x)dx
)2
≤
∫ b
a
(f 21 (x)+ f 22 (x)+ · · · + f 2m(x))dx
∫ b
a
f 21 (x)f
2
2 (x) · · · f 2m(x)
f 21 (x)+ f 22 (x)+ · · · + f 2m(x)
dx, (23)
can be obtained if one defines the positive quadratic polynomial
Q2(x) =
∫ b
a
√f 21 (t)+ f 22 (t)+ · · · + f 2m(t)x+ f1(t)f2(t) · · · fm(t)√
f 21 (t)+ f 22 (t)+ · · · + f 2m(t)
2 dt ≥ 0. (23.1)
Finally let us repeat that there aremany further inequalities of discrete type (3) or continuous type (4) that can be derived by
appropriately defining the discrete functions Fm(x1, x2, . . . , xm) and Gk(x1, x2, . . . , xk) in inequality (3) and the continuous
functions Fm(f1, f2, . . . , fm) and Gk(g1, g2, . . . , gk) in inequality (4). 
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