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Fig．1　コじ1（り一process（true　value）and冷1（の一process（estimated　value），　whereごτ1（り
　　　　　　in　Fig　l　is　only　a　sample　process　of　real　random　process¢1（’〉
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Fig．2　var血nce　ratioαi（の，αo（t）
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めに1つの数値をあたえることにする。よってこのようにして得られる状態変数の値の集合は
一本の見本過程である。またv、（ガは（47）であたえられる。このような準備のもとで
　　x。，，＝＝1，　X。，、＝0，　P。，、1＝L　k2　＝O．5，　qi、G）i一定＝0．5
　　ゐ11G）≡一定＝1，　　2。，1＝0
と仮定し，取得するデータの時間は0から10秒までとした。よってサンプル数は」＝1，2，3…
10001としている。そこでa、1（の≡一定；aとおいて，a＝1，　Qr5，0の3通りの場合につい
てシュミレートすることにした。Fig．1に真の状態変数（ただし，一本の見本過程）と，その
推定値を，Fig．2には（53）で定められたαi（のに対応したサンプル値αz（ノ）と（55）で定めら
れたα。（のに対応したサンプル値α。（ノ）をそれぞれaの3通りの値に対して示した。
　3．3．　考　　　察
　Fig．1において示されたように一本の見本過程としてのx、（t）と推定過程fO、（のは一見す
るとかなりかけ離れたものに思えるが，x、（の過程はあくまでも初期値が偶然1をとると仮定
したときの解の軌道であって，ある意味では当然と言えるかも知れない。推定過程亀（のにつ
いては明らかにa；1．0の場合が，a＝0．5，　Ct　・O．0の場合に対してゲインが大となっている。
a＝O．Pすなわち，　al、（の＝0の場合はコスト関数」，すなわち（8）に適用すれぽA（τ）が零行
列の場合に相当するのではあるが，この場合は明らかに従来得られているフィルタそのものに
対応している。この意味からFig．1による限り筆者り提案したフィルタの場合の方がゲイン，
いいかえれば振幅値は全体として大きく取り出せるものと思われる。直観的に見ても真の状態
変数Xl（t）の波形の傾向に近似しているものと思われる。実際にx、（のの波形はその初期値を
できるだけ多くあたえた場合の解軌道の集合平均としてデータを取得する必要がある。このよ
うにして得られたものはFig．1の推定過程との数似性は良くなるものと思われる。また，　Fig．
2におけるα。はa＝O．0の場合よりも・当然aの値が大きくなるにつれて大となる傾向がわか
り，a・＝1．0の場合が最大となるような，その曲線の時間的経過の傾向が読みとれるものと思わ
れる。このことは，もともとα。は出力側の分散比（S／N比に相当），すなわち，真の状態変
数の分散と，フィルタ出力として得られる推定a，（のと真の状態変数との誤差（雑音と考えら
れる）の分散との比であるから，初めから予想された結果であると思われる。
　いずれにしても（8），そして，その特別な場合としてあたえられた（33）で示されるコスト関
数を最小とする（最尤推定法に属する）意味でのフィルタは，適当な重み行列A（τ），あるい
はその要素砺（τ）の値によってその良さは変化しうるこが予想されたわけであって，その良
さはα。，αiによって表わされることになる。Fig．2によれぽ，入力側の分散比，すなわち，
真の状態変数x、（のと観測雑音とのドそれぞれの分散の比cri（入力側のS／N比に相当）に
比較して，かなり改善されるものと思われる。特に従来のフィルタ（a＝　O．0の場合）よりはか
なり上述の意味で改善されているものと考えられる。
4．結　　言
このようにして，前述の定理によって，あたえられる推定過程，いいかえれぽフィルタ（25）
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ある非線形フィルタのシミュレーションに関する一手法
のあるかんたんな例をとりあげ，実際に数値解を出した。それによって，筆者により提案され
た（8）で示されるコスト関数」（従来提案されているものとの本質的な相異は，積分部分の第
3項が加えられたこと）をCriterionとした場合の効果を（29）（30）のモデルをとりあげること
によってたしかめることができた。しかしながら，このようなモデルはごく特殊なものであり，
しかも数値解の際に用いた初期値および係数群に対する数値の仮定もはなはだ作為的なもので
あるといわざるをえない。しかもそれらの数値の仮定は比較的推定のしにくい，いいかえれば，
フィルタのかなり困難な場合を考えていると思われる。特に（8）におけるv（τ）に対する適当
な重み行列のあたえかた，いいかえれば，どのような要素をあたえたらばよいか，X（τ）に対
する重み行列A（τ）についても同様なことについて，より一層の考察を必要とするものと考
えられる。これらについては今後の問題となろう。
　最後に，この数値計算は昭和51年度卒業論文作製にあたった情報工学研究室のCグループの
学生諸君に負うところ大であり，特に明治大学計算センターの皆様の御助力に感謝いたします。
また，日頃何かと御世話になる本学助手，川崎浩史先生に御礼申し上げます。なお，本論文は
昭和51年度明治大学科学研究所重点研究において，筆者が取りあげたテーマに属するものであ
ることをつけ加えておく。
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