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Abstract: In order to further improve the calculation accuracy of the windowed fast fourier transform (FFT) interpolation algorithm,
this study proposes a four-order Hanning self-multiplication window, and based on this new window function, four kinds of wind-
owed FFT interpolation algorithms for harmonic analysis have been derived, include single-spectrum-line interpolation, double-spec-
trum-line interpolation, triple-spectrum-line interpolation and four-spectrum-line interpolation. Using these four harmonic analysis
algorithms, the amplitude, phase and frequency of the fundamental and harmonic in the measured voltage and current signal can
be obtained, and then the fundamental and harmonic energy can be calculated accurately by using the energy metering equation.
The simulation results show that the window function has better main lobe and side lobe performance, which can effectively suppress
the inﬂuence of spectrum leakage and fence effect, so based on this window function, the four harmonic analysis and energy metering
algorithms can inhibit the effect of fundamental frequency ﬂuctuation, and with the number of spectrum lines increasing, the com-
puting accuracy of the algorithm is improved.
1 Introduction
More and more non-linear dynamic power loads are being put into
use in power supply systems, like electriﬁed railways, electric arc
furnaces etc., which produce a lot of power harmonics, resulting
in the supply of current and voltage waveform distortion. The exist-
ence of these disturbances not only lead to the deterioration of the
quality of the power supply, endangering the safe and stable oper-
ation of the power supply system, but also affect the accuracy of
energy metering [1].
In order to accurately measure fundamental and harmonic
energy, we should ﬁrst accurately extract the amplitude, frequency
[2, 3] and phase parameters [4–6] of the fundamental and harmo-
nics in the grid voltage and current signals. The common method
is to apply the window function to the measured signal, Fourier
transform [7], interpolation correction [8, 9] and other operations.
In other words, before applying FFT to the measured signal, we
apply the appropriate window function to suppress the spectral
leakage [10] caused by asynchronous sampling and non-periodic
cut-off. Then, the windowed signal is transformed to the frequency
domain by FFT and the discrete spectrum is obtained. Finally, we
use one kind of interpolation correction algorithm to compensate
the error caused by the fence effect.
The so-called appropriate window function [11, 12] should
have the characteristics that the main-lobe width is narrow, the
side-lobe peak level is low and the side-lobe roll-off rate is
faster. Up to now, some scholars have designed a variety of
basic window functions, mainly include rectangular window,
Hanning window [13], Blackman window [14], Blackman–
Harris window [15], Rife–Vincent window [10], Nuttall
window [16], Kaiser window [17] and various combinations of
cosine windows and so on. In recent years, some scholars have
proposed a variety of improved window functions on the basis
of the existing window function. As shown in [18], the
Hanning self-convolution window function is proposed. In [19],
a self-multiplication window function is proposed. Although
the main-lobe of the self-multiplication window function
becomes wide, the frequency resolution decreases, and the
amount of calculation increases with the increase of the self-
multiplication order.
The interpolation correction is to use a single, two or more spec-
trum lines [20] around the actual measured frequency point to cal-
culate the frequency and amplitude correction coefﬁcient, and then
the actual measured frequency point spectrum amplitude, phase and
frequency parameters are calculated by interpolation. Commonly
used interpolation algorithms include the single-spectrum-line in-
terpolation (SSLI), double-spectrum-line interpolation (DSLI),
triple-spectrum-line interpolation (TSLI) [21] and
four-spectrum-line interpolation (FSLI). In the four kinds of inter-
polation correction algorithms, the SSLI algorithm is more
complex and susceptible to spectrum leakage. The DSLI algorithm
is not sufﬁcient to use the spectrum leakage near the measured fre-
quency point, and the TSLI algorithm does not fully consider the
full information of the symmetry spectrum of the measured fre-
quency point. The FSLI algorithm has the highest accuracy, but
the calculation is also the largest.
In order to further improve the computational accuracy of the
windowed FFT interpolation algorithm, this paper tries to design
a novel ﬁve-item cosine combination window function with a
narrow main-lobe width, a lower side-lobe peak level and a faster
side-lobe roll-off rate based on the widely used Hanning window
function. Then, based on the new window function, the four
kinds of harmonic analysis and energy metering algorithms of
SSLI, DSLI, TSLI and FSLI are derived separately, which can
greatly improve the computing accuracy of the fundamental and
harmonic energy metering.
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2 Design of new type ﬁve-term cosine window
The discrete time-domain expression of the basic Hanning window





· cos 2p · n
N
( )
, n = 0, 1, . . . , N − 1 (1)
where N is the width or length of the Hanning window.
The discrete expression of the four-order Hanning self-
multiplication window (FHSMW) function is
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(2)
It can be seen from the discrete expression of the FHSMW function







(− 1)mam = 0 (3)
where am and M are coefﬁcient values and the number of coefﬁ-
cients of the window function, respectively.
Therefore, this FHSMW function belongs to a new type of four-
term cosine window function, called FHSMW, and its frequency-
domain expression is obtained using the discrete Fourier transform
(DFT), which is given as












































where v is the angular frequency, and WR(v) is the DFT of a rect-





The main-lobe width of the window function is deﬁned as the dis-
tance between the nearest two zero-crossing points on both sides of
the frequency-domain origin. So, when |W (v)| = 0, the frequency-



















m = 0, 1, 2, 3, 4;
d = 0, + 1, . . . , +1
(6)
When d =+1 and m = 4, the main-lobe width of FHSMW is
Bw = (20p/N ).
The amplitude–frequency characteristics of FHSMW are shown
in Fig. 1.
Compared with the Hanning window, Blackman window and
Blackman–Harris window, the FHSMW has a wider main-lobe
width, but the side-lobe performance has been improved greatly,
the peak side-lobe level is −74.6 dB and the side-lobe roll-off
rate is 75 dB/octave.
3 Principle and derivation of four kinds of harmonic analysis
and energy metering algorithms
Assuming that a time-domain signal with multi-harmonic compo-











where M is the number of fundamental and harmonic components,
m is the order of the harmonic, f0 is the fundamental frequency, and
Am and um are the amplitude and phase of the mth harmonic, re-
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The discrete sequence of the FHSMW is w(n) and its spectrum is
W (2pf /fs), so the frequency-domain expression of the windowed
x(n) is obtained by applying DFT, as shown in the following equa-
tion:
X (f ) =
∑+1
n=−1














Due to the negative frequency, −mf0 is a calculated result and has
no effect on the actual spectrum, which can be neglected, so the
ﬁnal frequency-domain expression of the windowed x(n) is
shown as










Through discrete sampling, the expression of the DFT is obtained as










Fig. 1 Amplitude–frequency characteristics of four window
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where Df = fs/N is the frequency resolution, k is the kth spectrum
line and m is the mth harmonic order.
3.1 Derivation of SSLI harmonic analysis algorithm
In order to simplify the derivation process, it is assumed that the
signal contains only fundamental component, and then the deriv-
ation of other harmonic components is given as
X (k · Df ) = A
2j
ejuW




Due to spectral leakage and fence effect, the actual harmonic fre-
quency f0 = k0Df is generally difﬁcult to fall on the discrete spec-
trum line, that is, to say, k0 is generally not an integer. Assuming
that the two spectral lines on the left and right sides of the measured
actual frequency point are the k1th and the k2th, respectively, which
correspond to the maximum and secondary spectrum line on both
sides of the actual harmonic frequency point, the spectrum is
shown in Fig. 2, where k0 is the actual spectrum line, and k1 and
k2 are the biggest two spectrum lines around k0. When the actual
frequency of the power system is bigger than 50 Hz, the selected
two spectrum lines and actual spectrum line are shown in Fig. 2a,
else if the actual fundamental frequency of the power system is
<50 Hz, then the spectrum line distribution is shown in Fig. 2b.
Here, a parameter a = k0 − k1 (a [ [0, 1]) is introduced, and
the amplitude of spectrum lines k1 and k2 are y1 = |X (k1 · Df )|
and y2 = |X (k2 · Df )|, respectively. The ratio b = y2/y1 of the
two spectrum line amplitude is obtain as
b = |W [2p(1− a)/N ]||W [2p(− a)/N ]| = f (a) (13)
According to the polynomial ﬁtting, the inverse function
a = f −1(b) is obtained, that is, the frequency correction coefﬁcient
is
a = −4.46411652+ 8.67685357 · b− 7.67410367 · b2
+ 5.68058956 · b3 − 3.21181305 · b4 + 1.26158143 · b5
− 0.30186941 · b6 + 0.03287809 · b7
(14)
The amplitude correction formula is more complex and needs to be
further optimised. So, let g = k0 − ki, if 0 ≤ a ≤ 0.5, that is, the
actual fundamental frequency is bigger than 50 Hz, as shown in
Fig. 2a, then ki = k1, so g = a, else ki = k2, as shown in Fig. 2b,
then g = −(1− a). So, the larger amplitude of the two spectrum




· A · |W [2p(− g)/N ]|
After transformation, the amplitude correction formula is given as
A = 2yi|W [2p(− g)/N ]| (15)
where A is the amplitude of the fundamental, which can be calcu-
lated accurately by the interpolation algorithm derived later. Let
g(g) = 2N/|W [2p(− g)/N ]|. According to the polynomial
ﬁtting, the amplitude correction coefﬁcient is given as
g(g) = 7.31428569+ 1.6188229 · g2
+ 0.19212372 · g4 + 0.01689194 · g6
(16)
So, the amplitude interpolation formula of SSLI algorithm is
A = yi · g(g)/N (17)
The phase interpolation formula is
u = arg [X (kiDf )]+
p
2
− p · a (18)
Also, the frequency interpolation formula is
f0 = k0Df = (ki − 1+ a) · fs/N (19)
where if the actual frequency of the power system is larger than
50 Hz, then i equals 1, else i equals 2.
3.2 Derivation of DSLI harmonic analysis algorithm
The derivation of the DSLI algorithm is shown in Fig. 2. Assuming
that the parameter a = k0 − k1 − 0.5 (a [ [− 0.5, 0.5]), and let
the parameter of the amplitude ratio b = (y2 − y1)/(y2 + y1), we
obtain the following equation:
b = |W [2p(− a+ 0.5)/N ]| − |W [2p(− a− 0.5)/N ]||W [2p(− a+ 0.5)/N ]| − |W [2p(− a− 0.5)/N ]|
= f (a) (20)
According to the polynomial ﬁtting, the frequency correction coef-
ﬁcient is
a = 4.5 · b (21)
From the equation
y1 + y2 =
1
2
· A · {|W [2p(− a− 0.5)/N ]|
+ |W [2p(− a+ 0.5)/N |}
(22)
The amplitude correction formula of A is expressed as
A = 2(y1 + y2)|W [2p(− a− 0.5)/N ]| + |W [2p(− a+ 0.5)/N ]| (23)
Let
g(a) = 2 · N|W [2p(− a− 0.5)/N ]| + |W [2p(− a+ 0.5)/N ]|Fig. 2 Distribution of double spectrum lines
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According to the polynomial ﬁtting, the amplitude correction coef-
ﬁcient is given as
g(a) = 3.86563158+ 0.77058541 · a2
+ 0.08183360 · a4 + 0.00636824 · a6
(24)
So, the amplitude correction formula of the DSLI algorithm is
A = (y1 + y2) · g(a)/N (25)
The phase correction formula is
u = arg [X (k1 · Df )]+
p
2
− p · (a− (− 1)i · 0.5) (26)
Also, the frequency correction formula is
f0 = k0 · Df = (ki − 1+ 0.5+ a) · fs/N (27)
In which, if the actual frequency of the power system is larger than
50 Hz, then i equal 1, else i equal to 2.
The amplitude of the actual frequency point is obtained by
weighting the maximum spectral amplitude and the next
maximum spectral amplitude on both sides of the peak point.
Therefore, the algorithm is called the DSLI algorithm.
3.3 Derivation of TSLI harmonic analysis algorithm
For this kind of algorithm, three spectrum lines are selected. One of
the lines is the maximum spectrum k1 around the actual frequency
point k0, and the other two spectrum lines are k2 and k3, as shown in
Fig. 3.
When the actual fundamental frequency of the power system is
bigger than 50 Hz, the distribution of the spectrum lines is shown
in Fig. 3a, else if the actual fundamental frequency of the power
system is <50 Hz, then the distribution of the spectrum lines is
shown in Fig. 3b.
Assuming that the parameter a = k0 − k1, for
k2 = k1 − 1 ≤ k1 ≤ k3 = k1 + 1, so a [ [− 0.5, 0.5], and the cor-
responding amplitudes are y1 = |X (k2 · Df )|, y2 = |X (k1 · Df )| and
y3 = |X (k3 · Df )|, respectively. Let the parameter of the amplitude
ratio b = (y3 − y1)/y2, the following equation is obtained:
b = |W [2p(1− a)/N ]| − |W [2p(− 1− a)/N ]||W [2p(− a)/N ]| = f (a) (28)
According to the polynomial ﬁtting, the frequency correction coef-
ﬁcient is given as
a = 1.38888888 · b− 0.10716678 · b3
+ 0.01652129 · b5 − 0.00300526 · b7
(29)
For
y1 + 2y2 + y3 =
1
2
· A · {|W [2p(− 1− a)/N ]|
+ 2 · |W [2p(− a)/N ]| + |W [2p(1− a)/N ]|},
the amplitude correction formula is obtained as





|W [2p(− 1− a)/N ]| + 2 · |W [2p(− a)/N ]| + |W [2p(1− a)/N ]|
and according to the polynomial ﬁtting, the amplitude correction
coefﬁcient is
g(a) = 2.03174603+ 0.36840261 · a2
+ 0.03539348 · a4 + 0.00246968 · a6
(31)
So, the amplitude correction formula of the TSLI algorithm is
A = (y1 + 2y2 + y3) · g(a)/N (32)
The phase correction formula is
u = arg [X (k1 · Df )]+
p
2
− p · a (33)
Also, the frequency correction formula is
f0 = k0 · Df = (k1 − 1+ a) · fs/N (34)
3.4 Derivation of FSLI harmonic analysis algorithm
For this algorithm derivation, the nearest four spectrum lines k1, k2,
k2 and k4 around the actual frequency point k0 are used, and the cor-
responding amplitudes are y1 = |X (k1 · Df )|, y2 = |X (k2 · Df )|,
y3 = |X (k3 · Df )| and y4 = |X (k4 · Df )|, respectively. The distribu-
tion of the spectrum lines is shown in Fig. 4.
When the actual fundamental frequency of the power system is
bigger than 50 Hz, the distribution of the spectrum lines is as
shown in Fig. 4a, else if the actual fundamental frequency of the
power system is <50 Hz, then the illustration is as shown in Fig. 4b.
Fig. 3 Distribution of triple spectrum lines Fig. 4 Distribution of four spectrum lines
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Let the parameter a = k0 − k2 − 0.5 (a [ [− 0.5, 0.5]), the amp-
litude ratio is b = ((2y3 + y4)− (2y2 + y1))/(y1 + 2y2 + 2y3 + y4).
In order to simplify the formula, let
R=2y3+y4=2·|W [2p(−a+ 0.5)/N ]| + |W [2p(− a+ 1.5)/N ]| and
S = 2y2 + y1 = 2 · |W [2p(− a− 0.5)/N ]| + |W [2p(− a− 1.5)/N ]|,
so the amplitude ratio is simpliﬁed as
b = R− S
R+ S = f (a) (35)
According to the polynomial ﬁtting, the frequency correction coef-
ﬁcient is obtained, as shown in (36):
a = 2.98440748 · b+ 0.55435577 · b3
+ 0.24700564 · b5 + 0.14429796 · b7 + 0.10167482 · b9
(36)
The amplitude correction formula is
A = 2(y1 + 2y2 + 2y3 + y4)
R+ S (37)
Let g(a) = (2 · N/(R+ S)), according to the polynomial ﬁtting, the
amplitude correction coefﬁcient is given as
g(a) = 1.46627405+ 0.22543298 · a2
+ 0.01855742 · a4 + 0.00111283 · a6
(38)
So, the amplitude correction formula of the FSLI algorithm is
A = (y1 + 2y2 + 2y3 + y4) · g(a)/N (39)
The phase correction formula is
u = arg [X (k2 · Df )]− p · a (40)
Also, the frequency correction formula is
f0 = k0 · Df = (k2 − 0.5+ a) · fs/N (41)
3.5 Energy metering formula
The actual voltage and current signals are processed by the four
kinds of windowed FFT interpolation formulas derived above; amp-
litude, phase and frequency of the fundamental and harmonic com-
ponents of the voltage and the current signal under testing can be
obtained accurately. Furthermore, the fundamental and harmonic
energy can be calculated accurately.
For the orthogonality of the trigonometric function, it can be seen
that there is no active energy between the different harmonic com-
ponents of voltage and current. Therefore, the calculation formula




UnIn cos (an − bn)kT (42)
whereWn is the nth harmonic active energy, Un and In are the amp-
litude of the nth harmonic voltage and the nth harmonic current, re-
spectively. Parameters an and bn are the initial phase of the nth
harmonic voltage and the nth harmonic current, respectively.
Parameter T is the fundamental period, and k is the number of the
fundamental period. According to the IEC 61000-4-7 standard, it
generally takes ten fundamental periods, that is, the time window
length is about 200 ms.
The energy metering process including the fundamental harmon-
ic, is as follows:
(i) The FHSMW function is applied to the voltage and current
signals, and then the FFT transform is carried out to obtain
the spectrum of the voltage and current signals.
(ii) Use the peak detection technology to detect the peak spec-
trum lines around the fundamental and harmonics of the
voltage and current signals, respectively.
(iii) Use one of the interpolation formula to calculate the ampli-
tude ratio b around the fundamental and harmonics of the
voltage and current signals, respectively.
(iv) Use the value of b to calculate the frequency correction co-
efﬁcient a.
(v) Input a into the amplitude correction factor formula, the
amplitude correction coefﬁcient g(a) is calculated.
(vi) Input a and g(a) into the amplitude, phase and frequency
correction formula, then the amplitude, phase and frequency
parameters of fundamental and harmonics of the voltage and
current signals can be calculated accurately.
(vii) Input the calculated parameters into the energy calculation




In order to verify the new harmonic analysis and energy metering
algorithm, the mathematical model of the voltage and current
signals with multiple harmonic components is selected, as shown








Ik sin (2pkf0n/fs+ uik )
(43)
where f0 is the fundamental frequency, sampling rate fs = 4000Hz,
and the components of the voltage and current model are listed in
Table 1.
4.2 Algorithm simulation results with FHSMW
Based on the FHSMW function, four kinds of interpolation algo-
rithms are applied to energy metering. The length of the window
Table 1 Components of the simulated harmonic signal
Harmonic order Uk , V uuk , ° Ik , A uik , °
1 220 32 10 29
2 3 20 0.15 5
3 15 68 0.8 64
4 2.5 46 0.13 77
5 10 19 0.65 49
6 2 85 0.10 15
7 8 53 0.48 61
8 2 28 0.05 37
9 3.5 50 0.32 53
10 1.5 16 0.03 20
11 2 72 0.21 38
12 1 40 0.05 25
13 1.5 10 0.15 20
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is 800 points, and the fundamental frequency is 50.1 Hz. The simu-
lation results are given in Table 2.
The simulation results show that the more the spectrum lines in
the algorithm, the higher the computing accuracy. That is, the
FSLI algorithm has the highest computing accuracy and the SSLI
algorithm has the lowest computing accuracy. The DSLI, TSLI
and FSLI algorithms based on this new FHSMW can be proposed
to harmonic analysis and energy metering.
4.3 Algorithm simulation results with different windows
The Hanning window, Blackman window, Blackman–Harris
window and the new FHSMW are applied to the
four-spectrum-line interpolation algorithm to calculate the
energy metering. The length of the window function is also 800
points and the fundamental frequency is 50.1 Hz. The simulation
results are given in Table 3.
The simulation shows that the accuracy of the energy metering
algorithm based on the new FHSMW four-spectrum-line interpol-
ation FFT has the highest computing accuracy compared with the
other three algorithms, and the accuracy of the even harmonic
energy is also greatly improved. The FHSMW function proposed
in this paper has better amplitude–frequency characteristics.
4.4 Algorithm simulation results with fundamental frequency
ﬂuctuation
A large number of physical test results show that the power supply
system fundamental frequency ﬂuctuates in the range of 49.7–
50.3 Hz. So, with the fundamental frequency ﬂuctuation between
49.7 and 50.3 Hz, and a ﬂuctuation interval of 0.1 Hz, the funda-
mental frequency ﬂuctuation simulation was carried out based on
the four-spectrum-line interpolation FFT algorithm with the
Hanning window, Blackman window, Blackman–Harris window
and FHSMW, to estimate the effects of the fundamental frequency
ﬂuctuation on the algorithm. The fundamental curve and the 5th
harmonic curve are shown in Figs. 5 and 6, respectively.
It can be seen from Fig. 5 that the energy metering algorithm
based on the Blackman–Harris window has the highest accuracy
when the fundamental frequency is 49.9 Hz, but its calculation ac-
curacy is inﬂuenced by the fundamental frequency ﬂuctuation.
However, the algorithm based on the new FHSMW has higher cal-
culation accuracy of the fundamental energy, and the effect of the
fundamental frequency ﬂuctuation on this algorithm is the smallest.
It can be seen from Fig. 6 that the accuracy of the 5th harmonic
energy calculation based on the new FHSMW is higher than the
other three algorithms as the fundamental frequency ﬂuctuates.
The new algorithm based on the new FHSMW is affected least
by the fundamental frequency ﬂuctuation.
Table 2 Simulation results with FHSMW
Order Reference energy Simulated results
SSLI DSLI TSLI FSLI
1 219.6985 −1.2×10−4 0.0 0.0 0.0
2 0.0435 2.1×10−1 −1.7×10−4 −5.0×10−6 8.4×10−5
3 1.1971 5.8×10−4 2.0×10−6 −1.0×10−6 2.0×10−6
4 0.0279 6.1×10−2 −1.3×10−4 −6.5×10−5 7.4×10−5
5 0.5629 5.9×10−3 −1.1×10−5 0.0 5.0×10−6
6 0.0068 7.1×10−1 −1.3×10−3 7.7×10−4 7.7×10−5
7 0.3803 3.7×10−4 2.0×10−6 2.0×10−6 3.0×10−6
8 0.0099 8.3×10−2 −2.2×10−4 −2.1×10−4 1.5×10−4
9 0.1118 6.3×10−3×10−3 −3.0×10−6 4.0×10−6 7.0×10−6
10 0.0045 7.9×10−2 −1.8×10−4 −1.7×10−4 1.6×10−4
11 0.0348 1.0×10−2 −3.5×10−5 −6.1×10−5 1.2×10−5
12 0.0048 4.4×10−2 −1.9×10−5 1.7×10−4 7.4×10−5
13 0.0222 2.2×10−2 −2.4×10−5 1.0×10−5 6.0×10−6
total 222.1049 −1.5×10−5 0.0 0.0 0.0
Table 3 Simulation results with different windows
Order Reference energy Simulated results
Hanning Blackman Blackman–Harris FHSMW
1 219.6985 −3.2×10−5 −1.2×10−5 0.0 0.0
2 0.0435 4.8×10−3 3.2×10−3 3.8×10−4 8.4×10−5
3 1.1971 −7.3×10−4 −2.7×10−4 0.0 2.0×10−6
4 0.0279 5.9×10−3 4.3×10−3 −5.5×10−4 7.4×10−5
5 0.5629 −3.8×10−4 1.9×10−5 −2.8×10−4 5.0×10−6
6 0.0068 2.3×10−1 1.1×10−1 5.1×10−3 7.7×10−5
7 0.3803 −1.0×10−3 −3.9×10−4 −7.2×10−5 3.0×10−6
8 0.0099 −2.6×10−2 −8.2×10−3 −6.3×10−4 1.5×10−4
9 0.1118 −1.7×10−3 −5.6×10−4 −1.1×10−4 7.0×10−6
10 0.0045 −3.4×10−2 −1.2×10−2 −9.4×10−4 1.6×10−4
11 0.0348 2.7×10−3 1.2×10−3 −5.0×10−4 1.2×10−5
12 0.0048 −2.1×10−2 −7.0×10−3 −1.3×10−3 7.4×10−5
13 0.0222 3.1×10−3 1.5×10−3 −2.8×10−4 6.0×10−6
total 222.1049 −3.2×10−5 −1.1×10−5 −1.0×10−6 0.0
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5 Conclusions
In this paper, a new FHSMW function is designed, and its time-
domain expression and frequency-domain expression are also
given. The analysis results show that it has better main-lobe and
side-lobe performance. Based on the new FHSMW function, four
kinds of harmonic analysis and energy metering algorithms, includ-
ing SSLI, DSLI, TSLI and FSLI, are derived. The simulation results
with four kinds of algorithm based on FHSMW show that the more
the spectrum lines of the algorithm, the higher the computing accur-
acy. That is, the FSLI algorithm has the highest computing accuracy
and the SSLI algorithm has the lowest computing accuracy.
Compared with other three basic windows, the FSLI algorithm
based on the new FHSMW has the highest computing accuracy
and the accuracy of the even harmonic energy is also greatly
improved, and the effect of the fundamental frequency ﬂuctuation
on the algorithm is minimal.
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