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ABSTRACT 
The SVD method for frequency location in the power system containing remote harmonics has 
been investigated in the paper. It has been shown, that the location of far distant harmonics 
creates the same problems of locating the frequencies as very closely spaced sinusoidal signals, 
and that the met hods developed for latter case are appropriate tools for the investigation of the 
power system containing harmonics differing significantly in their multiplicity. The proposed 
SVD method has been compared in its performance with the standard FFT technique and 
found superior to it. 
INTRODUCTION 
Modern frequency power converters and all kinds of solid state switching devices, operating at 
different range of frequencies, generate wide spectrum of harmonic components, which deterio- 
rate the quality of the delivered energy as well as decrease the efficiency of the energetic system. 
To keep the system under control, different techniques of measurement of these harmonics, like 
FFT, application of adaptive filters, neural approach, etc. [5, 6, 71 have been developed. How- 
ever, most of them can operate adequately only in the narrow range of frequencies, at moderate 
noise contaminating the waveform and very often require the prior knowledge of the number 
and multiplicity of harmonics existing in the system. Special techniques are required to dis- 
cover the remote harmonics, for instance the fundamental and the 50th one. These techniques 
are more related to the methods applicable to the estimation of multiple, closely spaced sinu- 
soidal frequencies [2, 3, 4, 7, 81 than to the standard methods, usually applied in the power 
system. 
This paper will examine the singular value decomposition (SVD) approach for detection of 
remote harmonics in the power system at the presence of high noise contaminating the measured 
waveform. On the basis of numerical experiments it will be shown, that SVD method is very 
reliable tool for locating the harmonics far distant from each other, differing significantly in 
the magnitudes and burried in high noise. 
THE PRINCIPLE OF HARMONIC LOCATION 
To estimate the number of harmonics existing in the measured waveform and to locate them 
appropriately, we follow the SVD method originally proposed by Tufts and Kumaresan [4] and 
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developed later by many other authors [2 ,  3, 7, 81. Consider the multiple sinusoidal signal 
given by the following expression 
in which Xk, wk and rpk are the unknown amplitude, angular frequency and phase of the kth 
harmonic of the signal and N is the number of these harmonics. The variable e(t)  represents 
the additive white Gaussian noise with unity variance, and ks - the gain factor. 
It was shown in 12, 31 that the estimation of the number of harmonics and their locations 
in the case of closely spaced sinusoidal frequencies, can be done by applying the following 
algorithm. 
1. On the basis of n measured samples xi = x(ti)  of the waveform described by ( I ) ,  form 
the following overdetermined system of matrix equation 
where the matrix A and vectors h and b are given as follows 
where I is the order of predicted AR model of the data ( N  I 5 n - N/2) .  The vector 
h is composed of the coefficients of the impulse response of this model 
2. Find the solution for vector h of equation ( 2 ) .  Because the matrix relation (2)  represents 
the overdetermined system of equations, its solution is possible only in the least square 
(LS) sense, i.e. by minimizing the summed squared error between the left and right hand 
sides of the equation. The objective function to be minimized, may be expressed in the 
norm-2 vector notation form as 
One standard approach is to use the SVD method [I], in which the singular value de- 
composition of the matrix A is obtained. 
where U and V are orthogonal matrices of the dimensions n x n and I x I, respectively, 
while S is the quasi diagonal n x 1 matrix of singular values s l ,  sz, - , s, ordered in a 
descending way, i.e., sl 2 s2 2 2 s, 2 0. The essential information of the system is 
contained in the first p < I nonzero singular values and first p singular vectors, forming 
the orthogonal matrices U and V .  Cutting the appropriate matrices to this size and 
denoting them by U,, ST and V,, respectively, we get the solution of the problem (2) in 
the form 
h = V,S;'UI b (6) 
where S;' = diag I, I, . , . 
[3,  32 -?-I s~ 
3. On the basis of the already determined coefficients hi find the zeros of polynomial (3). 
The phases of the roots, closest to the unit circle, denote the angular frequencies of 
the sinusoids forming the waveform (1). On the other hand these frequencies can be 
also determined on the basis of the frequency characteristics of the system (3). They 
correspond to the frequencies in the range -0.5 < f 5 0.5, for which the magnitude 
reponse I H ( e j 2 " f )  I is equal or closest to the value of zero. 
APPLICATION T O  THE FREQUENCY LOCATION O F  R E M O T E  
HARMONICS I N  THE P O W E R  SYSTEM 
Applying the described algorithm to the location of the harmonics in the power system we 
should notice some important features of this process. 
Q If the number of evenly distributed harmonic signals taken into consideration is smaller 
than or equal 6, their distribution on the unit circle is far from each other and as a result 
their detection is simple and can be done by any method applicable to frequency estima- 
tion at the minimal computational cost. For the first 6 harmonics with the normalized 
fundament a1 frequency w = 1, placed on the unit circle, the angle distance between the 
(k-1) and kth harmonics is (if they exist) equal 1 radian (m 57"). 
a If the number of harmonic signals exceeeds 6, their distribution on the unit circle is 
becoming dense and the distances in the space between some harmonics are close. In 
the case of signal containing the first 12 harmonics, the harmonics 1 and 7, 2 and 8, etc, 
are placed in pairs, close to each other and their recognition is more complex. From this 
point of view this problem is like the recognition of closely spaced sinusoids. 
Q The situation worsens, when the number of harmonic signals taken into consideration 
is very large and at the same time certain harmonics are distant from the other. If we 
take for example the 50th harmonic signal (the fundamental frequency equal as above 
w = I ) ,  its position on the unit circle corresponds to the angle of 346.2" and is very close 
to the position of 6th harmonic (angle 343.9"). This is the reason, why the conventional 
frequency detecting methods are not satisfactory, when the number of harmonics taken 
into considerations is large. However the SVD methods, developed for closely spaced 
sinusoidal signals, are ideal tools for such cases. 
In practice instead of presenting the results on the unit circle, we will project them onto the 
frequency characteristics of H(z). The point of magnitude response equal to or closest to zero 
will mark the position of frequency that should be taken into consideration at the estimation 
process. 
The other problem that should be answered is the choice of the number of samples n and the 
order 1 of the predicted model of the system. Generally the higher the number of harmonics, 
the higher should be the number of samples and also the order I of the model. However this 
means the increase of computational complexity of the problem. 
One of the ways to asses a priori the number of harmonics is to analyse the singular values 
of the system. At the moderate noise - to - signal ratio there is a visible gap between the first 
biggest singular values corresponding to the harmonic signals and the rest of them, carrying 
time 
Figure 1: The waveform of many harmonic signals burried in the noise 
meaningless information. Consider for example the measured waveform (Fig. 1) containing 9 
harmonics distorted by the noise and described by 
where w = 2n x 50, e(t) - a white noise of zero mean and variance equal 1 and k8 is the 
noise gain factor. At k, = 0 the distribution of singular values is as following: s = [1.717e + 
04 1.538e + 04, 6.135e + 03, 6.025e + 03, 2.673e + 03, 2.665e + 03, 1.858e + 03, 1.515e + 
03, 1.363e + 03, 1.355e + 03, 1.254e + 03, 1.232e + 03, 1.010e + 03, 9.993e + 02, 3.414e + 
02, 3.316e + 02, 6.683e - 12, 6.282e - 12, 5.892e - 12, 5.758e - 121. The first two biggest 
singular values are associated with the largest component corresponding to the fundamental 
frequency. Taking into account that one harmonic corresponds to the pair of singular values, 
we see the visible gap between the 16th and 17th singular values (the 16th equal 3.316e + 2 and 
the 17th equal 6.683e - 12). The first 16 singular values correspond to the harmonic signals 
and the rest to the uncorelated noise. 
The solution worsens when the noise is comparable to  the magnitude of harmonics. For 
example at k, = 50 (the noise factor 10 times bigger than the magnitude of the 46th harmonic 
signal) we get s = [1.717e + 04, 1.505e + 04, 6.119e + 03, 6.070e + 03, 2.702e + 03, 2.676e + 
03, 2.385e + 03, 1.538e + 03, 1.395e + 03, 1.380e + 03, 1.297e + 03, 1.272e + 03, 1.056e + 
03, 1.013e+03, 6.771e+02, 4.273e+02, 3.224e+02, 3.090e+02, 3.067e+02, 3.039e+02]. 
This time there is no visible gap between the singular values, although even now the components 
corresponding to the noise reach smallest, uniform values. However this is the degenerated 
case, when the noise is extremely high and exceeds many times the smallest magnitude of the 
harmonic signal. 
Taking into consideration only the dominant singular values, we can approximately asses 
the number of harmonic signals existing in the measured waveform. It should be noted, that 
even in the second, more difficult case considered above, where the noise dominates over most 
of the harmonics, the result of SVD computation gives accurate estimation of the number 
nad placement of harmonics. Unfortunately, when the noise grows more, the singular values 
have the tendency to uniform distribution and cannot provide the accurate information on the 
number of harmonics. In such case we have to process the whole data at higher number of 
samples and higher order of the model. However in each case the final information on the 
placement of the harmonic frequencies is provided by the frequency characteristic I H(ejw) 1. 
NUMERICAL EXPERIMENTS 
To investigate the ability of the system to locate the remote harmonic frequencies we have 
performed several experiments with the signal waveform x(t) described by (7) and different 
values of k,. The sampling period was equal 0.2 ms and the number of samples n as well as 
the order 1 of the system was largely dependent on the noise - to - signal ratio. The higher 
this ratio, the more samples and higher order systems have to be applied in simulation. For 
charakrcrystyka aestotliwosciowa H(z) 
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Figure 2: Magnitude characteristic of H(z) at the SVD method - the points corrsponding to the 
values closest to zero represent localized frequencies of harmonics a) - k, = 0, b) - k, = 50 
the waveform described by the equation (7) good results have been obtained at n = 200 and 
1 = 70. Fig. 2 presents the obtained magnitude frequency characteristics of the system in this 
case. The zeros of this characteristic or the points closest to zero, determine the exact values of 
the harmonic frequencies. Fig. 2a presents the case of noise gain factor k, = 0 (no noise) and 
Fig. 2b at k, = 50. The placement of the harmonic frequencies are perfectly corresponding to 
zeros of the magnitude reponse. All of them have been discovered irrespective of their different 
magnitudes and their relative placements. Even the smallest in magnitude 46th harmonic (f = 
2300 Hz), has been discovered with very high accuracy. Fig. 2b corresponds to the wave with 
the noise gain factor k, = 50. Observe, that at this very high noise (the variance of the noise 
is much higher than the amplitude of almost all higher harmonic signals) the placement of 
harmonic frequencies is correct, although this time the appropriate magnitude response points 
corresponding to their positions are only close to zero. However further increase of the noise 
beyond the value of k, = 100 results in deterioration of the frequency location. In such cases 
the measurement system is not accurate and it is difficult to conclude on the basis of magnitude 
characteristic what is the correct number and positions of the harmonics. 
For the comparison we have repeated similar experiments using FFT with the same number 
of samples and of the same sampling period. The results for the gain factors k, = 0 and k, = 50 
are presented in Fig. 3. At high noise of the samples the system has failed to locate the 46th 
harmonic signal. The quality of location of the discovered harmonics is also far from ideal. 
The spectral characteristic at high noise suggests the existence of harmonics not present in the 
signal. The results presented in Fig 2 obtained by using SVD and on Fig. 3 by applying FFT 
are good comparison of the abilities of both methods to locate the remote harmonic frequencies. 
The superiority of the SVD method over FFT is visible. However it should be observed, that 
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Figure 3: Magnitude characteristic of H(z) at the FFT method - the points corresponding to 
the peaks represent localized frequencies of harmonics a) - k, = 0, b) - k, = 50 
CONCLUSIONS 
The SVD method for frequency location in the power system containing remote harmonics 
has been investigated in the paper and the numerical results of the investigations have been 
presented and discussed. It has been shown, that the case of far distant harmonics creates 
the same problems of locating the frequencies as very closely spaced sinusoidal signals, and 
that the methods developed for latter case are appropriate tools for the investigation of the 
power system containing harmonics differing significantly in their multiplicity. The proposed 
SVD method has been investigated numerically at different working conditions and found to 
be very reliable and efficient tool for detection and location all remote harmonics existing in 
the system. The comparison to the standard FFT technique has proved absolute superiority 
of SVD approach for signals burried completely in the noise. 
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