Key Points {#FPar1}
==========

Studies have corroborated that high intrapatient variability (IPV) of tacrolimus whole blood concentrations could contribute to graft loss, rejection, antibody formation, functional decline, and a more rapid progression of biopsy lesions in kidney transplant recipients. However, no consensus exists for methods of assessing tacrolimus IPV, in part because transplant recipients often experience changes in dosing, especially during the early phase after transplantation. This underscores the need to develop a robust estimator for IPV that fully accounts for the effect of dose changes over time.The aim of the current study was to develop a dose-adjusted tacrolimus trough-concentration model as an improved estimation method for assessing tacrolimus IPV, which relates a tacrolimus trough concentration measured at a particular time to a dose assessed at the same time using a method derived from *functional data analysis*. The primary focus was to show superior performance compared with traditional methods in terms of dynamic subject prediction and variance estimation, using phase III patient data as a basis for a comprehensive simulation study.

Introduction {#Sec1}
============

Tacrolimus is widely accepted as a profoundly effective immunosuppressive drug. However, shortly after its introduction in the 1990s, strategies to minimize tacrolimus dosage were sought as a potential means of improving long-term outcomes \[[@CR1]\] based on previous reports connecting cyclosporine, another member of the calcineurin inhibitor (CNI) class, with the appearance of progressive fibrosis on biopsy \[[@CR2]\]. Nevertheless, as more studies became available \[[@CR1], [@CR3], [@CR4]\], it appeared that the lesions commonly associated with CNI nephrotoxicity were in fact more frequent in patients who were either nonadherent to tacrolimus therapy or who had high intrapatient variability (IPV) in tacrolimus levels \[[@CR5], [@CR6]\], implicating fibrosis as a final common pathway resulting from both over-as well as under-immunosuppression.

Further studies have suggested an association between intragraft inflammation and the development of interstitial fibrosis and/or loss of the allograft \[[@CR7]--[@CR12]\]. Indeed, subclinical inflammation appearing early after transplantation may represent a failure of conventional immunosuppression to prevent a resurgence of alloimmunity \[[@CR3]\]. In such cases, optimizing (rather than minimizing) a patient's exposure to drugs such as tacrolimus may be prudent \[[@CR1]\] in order to balance the risk of adverse effects with adequate protection against the alloimmune response. However, in the case of tacrolimus, this could be complicated by intrapatient fluctuations in therapeutic tacrolimus blood concentrations \[[@CR6]\], potentially exposing patients to periods of over- as well as under-immunosuppression \[[@CR13]--[@CR15]\], as discussed above. Such IPV, which can originate from a number of biological sources or from medication nonadherence \[[@CR6], [@CR16]--[@CR18]\], has been shown to predict poor transplant outcomes. Associations with chronic allograft nephropathy and donor-specific antibody formation in renal transplant recipients are well-documented. High IPV has also been linked to allograft dysfunction, decreased patient and graft survival, and acute rejection in both renal and nonrenal allografts \[[@CR6], [@CR13], [@CR16], [@CR19]--[@CR25]\].

Although the relationship between tacrolimus IPV and transplant-related outcomes is being increasingly recognized, IPV calculation has, to date, relied on fixed-dose assumptions and linear modeling \[[@CR6], [@CR25]\]. While such an approach may be useful for research purposes, it cannot be used with predictive intent due to real-world dosing requirements, the nonlinear complexity of biological systems, and because such models fail to fully account for the changing variability of the tacrolimus trough concentration (TTC) over time. A method that accounts for higher levels of complexity is therefore needed to achieve true clinical utility.

As such, we adopted a flexible class of functional regression models \[[@CR26]--[@CR35]\] to account for the complex nonlinear relationship between TTC and patient dose over time. Performance of the model was then assessed under a variety of conditions using simulated data, as well as data from previously conducted phase III clinical trials. Simulations were designed to validate the hypothesis that, compared with conventional approaches (e.g. prediction based on linear mixed-effects models \[LME\]), this type of model can better capture the true dynamics of TTC when the knowledge of patients' past dosing and TTC observations are available. The ultimate goal of this effort was to generate a robust model for predicting dose-adjusted TTC that could be further utilized to predict the variance of TTC during treatment periods.

Methods {#Sec2}
=======

Study Model {#Sec3}
-----------

The methodology applied in this study assumed that TTC variation can be formulated as an unknown function with respect to time, with such variances considered as a series of covariances defined for each time point. Given that TTC fluctuation is high during the early phase after transplantation, we propose that because this methodology accounts for changing IPV and dosing over time, it will allow interpretation of TTC fluctuation patterns in a more clinically meaningful way.

A flexible class of functional regression models \[[@CR26]--[@CR35]\] was utilized to allow for the correct quantification of the complex nonlinear relationship between TTC and patient dose over time. The observed data were denoted as $\documentclass[12pt]{minimal}
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Due to the inherent variation in how individual patients are monitored, any model must account for the fact that the number of observations may be different for each patient, and may also be irregularly spaced. Therefore, $\documentclass[12pt]{minimal}
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Consistent with the methodology proposed by Kim et al. \[[@CR35]\], the TTC at a particular time was modeled using an unknown bivariate function that depended on the value of the drug dosing at that time, as well as the time point itself. For illustration, we posit a model of the type:$$\documentclass[12pt]{minimal}
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Model Comparisons {#Sec4}
-----------------

To formally assess the effect of dose heterogeneity on TTC, both a simulation study and a phase III data analysis compared the predictive accuracy of our approach with two alternatives: (1) LME as the comparator; and (2) a functional principal component analysis (FPCA)-based model as a positive control (Table [1](#Tab1){ref-type="table"}).Table 1List of regression models considered in simulations and phase III data analysisModelFormLME$\documentclass[12pt]{minimal}
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The FPCA procedure examines the main directions of variability within the curves as a method for understanding the major sources of variability in the data, and facilitates reconstruction of full trajectories based on a few observation points \[[@CR34], [@CR37], [@CR38]\]. Due to theoretical properties, the FPCA-based model can predict the outcome variables with minimal loss of information, and the estimated/predicted results were therefore expected to be excellent. However, this approach does not incorporate the tacrolimus dose as a covariate in the analysis, and therefore functioned only as a positive control.

Simulation Study {#Sec5}
----------------

We first investigated the finite sample performance of our model through Monte Carlo simulation. The model performance was assessed by generating 1000 samples each, under a variety of conditions. The steps followed in our Monte Carlo simulation experiments are illustrated in Table [2](#Tab2){ref-type="table"}. For each sample, we generated training sets of size $\documentclass[12pt]{minimal}
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Using these six combinations of scenarios, we investigated the amount of information lost when the sample size is small, as well as when there is a large amount of 'missingness' in the covariate and response. Fitting Eq. ([1](#Equ1){ref-type=""}) requires preprocessing steps because of the skewness in the response and the proposed estimation procedure \[[@CR35]\]. As such, we first (1) log-transformed the outcome variable, $\documentclass[12pt]{minimal}
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                \begin{document}$$y \mapsto { \log }(y + 1)$$\end{document}$; (2) applied a pointwise centering and scaling transformation (i.e. standardization) to the covariate function; and then (3) smoothed out the dose profile using FPCA \[[@CR35]\].

The primary measure of model performance is predictive accuracy, and this was assessed by in-sample and out-of-sample root mean squared prediction error (RMSPE); both are commonly used to assess goodness-of-fit and predictive accuracy, respectively. The in-sample RMSPE is given by:$$\documentclass[12pt]{minimal}
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Estimation accuracy was further assessed using the bias and variance of the estimated TTC. We used the integrated squared bias (IsBias), defined by $\documentclass[12pt]{minimal}
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                \begin{document}$$X = \left\{ {x | x \in [0,40]} \right\}$$\end{document}$ throughout the simulations, to be consistent with the range of patients' dose profiles in the actual phase III clinical data.

The performance of the pointwise prediction intervals (PIs) was evaluated in terms of average coverage probability (ACP), a measure that can inform how reliable the predicted TTC variance is across the simulations. To compute the ACP, the $\documentclass[12pt]{minimal}
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                \begin{document}$$I( \cdot )$$\end{document}$ is the indicator function (i.e. Kronecker delta). Again, for the LME, we report a similar measure using $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{Y}_{{i,{\text{test}}}}^{(r)} (t_{ij} )$$\end{document}$, respectively. Note that best model performance is indicated with the nominal coverage probability equal to the estimated coverage probability (e.g. perfect ACP for a 95% PI would be 0.95).

Phase III Data Analysis {#Sec6}
-----------------------

We used tacrolimus whole blood concentrations and dosing collected during the first 6 months following transplantation in the phase III registration studies for extended-release tacrolimus (Astagraf XL^®^; Astellas Pharma Inc., Tokyo, Japan; also known as Advagraf^®^, Graceptor^®^, and Prograf^®^ XL). Studies 02-0-158 (NCT00064701) \[[@CR40]\], FG-506E-12-03 (NCT00189839) \[[@CR41]\], and PMR-EC-1210 (NCT00717470) \[[@CR42]\] included data from a total of 960 patients who received at least one oral dose of extended-release or immediate-release tacrolimus (Prograf^®^; Astellas Pharma Inc., Tokyo, Japan) within 48 h after kidney transplantation.

All studies were conducted in accordance with the Declaration of Helsinki, Good Clinical Practice, and the International Council for Harmonisation guidelines. Each study was approved by the Independent Ethics Committee or Institutional Review Board at each study site, and all patients provided written informed consent before enrollment.

Between October 2003 and May 2004, a total of 6499 TTC (ng/mL) and drug dose (mg/day) measurements were collected at each follow-up time after transplantation ($\documentclass[12pt]{minimal}
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                \begin{document}$$m_{i} = 1 - 10$$\end{document}$measurements per patient) (Fig. [1](#Fig1){ref-type="fig"}). To investigate the performance of the model, we first randomly split the dataset into a training set with $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{\text{test}} = 100$$\end{document}$ patients.Fig. 1Observed tacrolimus dose (left) and trough concentrations (right) obtained from phase III patient data. The time domain on the horizontal axis represents the evaluation time of each data point, defined as (blood drawn date) to (first dosing date) + 1. Three subjects have been highlighted to emphasize the complexity of observed patterns with the same color. *TTC* tacrolimus trough concentration

We then fitted each of the nonlinear FCM and two alternative models for two different durations of follow-up (short- vs. long-term). The long-term follow-up period considered the full data of 171 days, $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{ij} \in [0, 171]$$\end{document}$, while the short-term case used the first 50 days post-transplantation, $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{ij} \in \left[ {0, 50} \right]$$\end{document}$. The primary reason for examining these two follow-up periods was to explore patterns of TTC fluctuations that were more complex during the early days following transplantation rather than the later days. This was illustrated by examining the out-of-sample predictive accuracy from the short-term and long-term cases. To fit the nonlinear FCM, TTC assessments were log-transformed using previously proposed methods \[[@CR35]\]. However, to aid interpretation, we compared the estimated/predicted TTC with the TTC observations in the original scale. For simplicity, the predictive accuracy evaluated from the log-transformed data and the original observed data is indicated by 'log scale' and 'original scale', respectively, throughout this paper.

Statistical analysis was implemented in the computing environment R (R Core Team, 2016) using the functions of the Mixed GAM Computation Vehicle (mgcv) package (version 1.8--2.3) \[[@CR43]\] and the programming code provided by Kim et al. \[[@CR35]\].

Results {#Sec7}
=======

Simulation Study {#Sec8}
----------------

Table [3](#Tab3){ref-type="table"} shows the RMSPE, IsBias, and ACP for the nominal levels of 85%, 90%, and 95% when the number of patients in the training and test sets was $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{\text{test}} = 100$$\end{document}$, respectively. The results indicate that the nonlinear FCM Eq. ([1](#Equ1){ref-type=""}) outperforms the standard LME in terms of predicting TTC and estimating its variance. This is true irrespective of whether there is a large amount of 'missingness' in the covariate and response. The relative percentage gain in prediction with respect to LME was:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {{\text{MSPE}}_{\text{OUT}}^{\text{LME}} }$$\end{document}$ were the out-of-sample prediction errors obtained by fitting Eq. ([1](#Equ1){ref-type=""}) and LME, respectively. Values close to zero imply that both methods have similar performance, whereas larger values are indicative of greater improvement. Based on the results from Table [3](#Tab3){ref-type="table"}, our model showed an average 16.5% improvement in prediction with respect to LME (range 11.9--21.8%).Compared with the bias obtained from the nonlinear FCM, the LME tended to produce a larger bias irrespective of the sample sizes and sampling designs. An investigation of coverage for predicted TTC showed that the nonlinear FCM achieved nominal coverage as the information increased. This could be explained by the observation that even a small sample size (i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{\text{train}} = 100$$\end{document}$) resulted in coverage probabilities approaching nominal levels. The LME consistently underestimates the coverage probabilities over different sample sizes and sampling designs. This is a poor characteristic of any estimation method as it does not improve with increased information in the data (i.e. nonconsistent statistical estimation).Table 3Summaries of $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {{\text{MSPE}}_{\text{OUT}} }$$\end{document}$IsBiasACP (0.85)ACP (0.90)ACP (0.95)Sampling design: dense (no missing observations for all patients)^a^(100, 100)Positive control0.237 (0.002)0.238 (0.002)--------LME0.264 (0.003)**0.421 (0.020)**0.3910.8030.859**0.919**Nonlinear FCM0.323 (0.007)**0.338 (0.023)**0.3190.8420.893**0.945**(200, 100)Positive control0.237 (0.001)0.238 (0.002)--------LME0.264 (0.002)**0.419 (0.018)**0.3900.8040.859**0.919**Nonlinear FCM0.325 (0.005)**0.332 (0.009)**0.3470.8460.896**0.948**(300, 100)Positive control0.223 (0.002)0.224 (0.003)--------LME0.253 (0.002)**0.408 (0.018)**0.3920.8030.858**0.918**Nonlinear FCM0.314 (0.004)**0.319 (0.009)**0.3070.8460.896**0.948**Sampling design: sparse ($\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{m}_{\varvec{i}} = 10\sim 35$$\end{document}$ observations per patient)^a^(100, 100)Positive control0.227 (0.005)0.231 (0.006)--------LME0.258 (0.005)**0.379 (0.015)**0.4460.8090.864**0.924**Nonlinear FCM0.323 (0.009)**0.334 (0.009)**0.3300.8390.890**0.943**(200, 100)Positive control0.226 (0.003)0.228 (0.004)--------LME0.258 (0.003)**0.378 (0.014)**0.4460.8090.864**0.924**Nonlinear FCM0.326 (0.006)**0.331 (0.009)**0.3450.8440.895**0.946**(300, 100)Positive control0.211 (0.005)0.213 (0.005)--------LME0.258 (0.005)**0.364 (0.013)**0.4260.8080.863**0.922**Nonlinear FCM0.314 (0.005)**0.318 (0.009)**0.3470.8440.895**0.946***ACP* average coverage probability, *FCM* functional concurrent models, *IsBias* integrated squared bias, *LME* linear mixed-effects model, *MSPE* mean squared prediction error^a^To highlight the predictive performance of nonlinear FCM, the out-of-sample prediction errors are shown in bold font

Figure [2](#Fig2){ref-type="fig"} shows the 95% prediction band obtained from a selected case in the simulation study. Note that predicted TTC from the LME is 'off-centered' from the data, as seen in the absence of observed data in the upper bound of the PI and lack of smooth estimates over time relative to the nonlinear FCM. Further investigation (although results for all other cases are not shown in this article) indicated that, on average, the nonlinear FCM provided reasonable confidence bands, and the results were remarkably robust to the choice of sample size and sampling design in the setting considered here. This implies that the undercoverage of the prediction bands from the LME is in fact a result of inaccurate characterization of TTC fluctuation, possibly caused by the strict linearity assumption imposed in the model.Fig. 2Individual-specific TTC prediction (on log scale) and pointwise PI fitted by the estimation procedure of nonlinear FCM (left panel) and the LME (right panel). Results were obtained for the case of $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{\text{train}} = 100$$\end{document}$ and sparse sampling design from the simulation study. The black dots are the observed TTC (on log scale) from a simulated test set. The red dashed lines and blue solid lines are the predicted TTC (on log scale) and the 95% prediction band obtained by fitting the nonlinear FCM and the LME, respectively. *FCM* functional concurrent model, *LME* linear mixed-effects model, *PI* prediction intervals, *TTC* tacrolimus trough concentration

The standard LME can be extended to account for a possible nonlinear relationship by incorporating additional effects of dose and time. To provide some insight, we investigated the finite sample performance of mixed effects models by incorporating a quadratic time effect; simulation results are displayed in Sect. C of the Electronic Supplementary Material. We found that the predictive performance and the coverage at different nominal levels did not improve across different simulation scenarios. Nevertheless, it is worthwhile noting that this may not always be the case in other clinical studies, depending on the actual data used in the analysis.

Phase III Data Analysis {#Sec9}
-----------------------

The in-sample and out-of-sample RMSPE (Eq. [2](#Equ2){ref-type=""}) for the nonlinear FCM, LME, and FPCA-based model are summarized in Table [4](#Tab4){ref-type="table"}. As expected, the FPCA-based model (positive control) always provided the smallest in-sample and out-of-sample prediction errors. The nonlinear FCM showed a dramatic improvement in out-of-sample prediction over the LME in all cases. For the long-term analysis, the nonlinear FCM had a relative percentage gain (Eq. [3](#Equ3){ref-type=""}) of 16.1% (log-scale analysis) over the LME. In the short term, the percentage gain was 20.4% (log-scale analysis). Therefore, the results corresponding to the early period $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{ij} \in [0, 171]$$\end{document}$), indicating that the TTC fluctuates a great deal during the early period.Table 4Summaries of (1) $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{ij} \in [0, 50]$$\end{document}$Log scale^a^Original scale^b^Log scale^a^Original scale^b^Model(1)(2)(1)(2)(1)(2)(1)(2)Positive control0.2870.2964.1114.4250.2850.2993.8274.035LME0.308**0.514**4.332**7.169**0.301**0.573**4.444**8.233**Nonlinear FCM0.414**0.431**5.677**6.047**0.430**0.456**6.044**6.537**Data presented in bold highlight the predictive performance of FCM*FCM* functional concurrent models, *LME* linear mixed-effects model, *MSPE* mean squared prediction error^a^The log scale *y* ↦ log(*y* + 1) was used for analysis, and the results obtained from the log-transformed data are indicated by 'log scale'^b^The root mean squared prediction errors computed from the data in the original scale are indicated by 'original scale'

The performance of nonlinear FCM was assessed through replication, such that we randomly split the data set into training and test sets 100 times and computed the out-of-sample RMSPE for each split. The boxplots in Fig. [3](#Fig3){ref-type="fig"} (first row) show the sampling distribution of the RMSPE, indicating that fitting the nonlinear FCM preserves greater predictive accuracy than fitting the standard LME in the current data setting. This could be further illustrated by the estimated sample mean and sample standard deviation of the RMSPE presented in the figure. The bottom row of Fig. [3](#Fig3){ref-type="fig"} shows the predicted TTC (left) given a dose profile (right) for a randomly selected single patient from the test data. This figure illustrates how the LME simply mirrors the dose profile without making allowances for the required, more complex, dose adjustment, thereby resulting in the loss of predictive accuracy.Fig. 3Results of out-of-sample predictive performance obtained from phase III data analysis. The first row displays the out-of-sample root mean squared prediction errors obtained from the log-transformed data (left panel) and from the original observed data (right panel) for the case of $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{ij} \in [0, 171]$$\end{document}$. The second row displays the individual-specific TTC prediction (left panel) and the corresponding dose profile (right panel) from a randomly selected patient. *FCM* functional concurrent model, *FPCA* functional principal component analysis, *LME* linear mixed-effects model, *MSPE* mean squared prediction error, *SD* standard deviation, *TTC* tacrolimus trough concentration

In summary, the results from Table [4](#Tab4){ref-type="table"} and Fig. [3](#Fig3){ref-type="fig"} indicate that the LME could not capture the true underlying relationship between TTC and dose because of the nonlinear complexity of TTC in relation to tacrolimus dose.

Finally, Fig. [4](#Fig4){ref-type="fig"} represents the estimated variance of log-scaled TTC, $\documentclass[12pt]{minimal}
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                \begin{document}$$F\left( { \cdot , \cdot } \right)$$\end{document}$ from different viewpoints (top-right, bottom-left, and bottom-right panels). The estimated variance displayed in the top-left panel indicates that the variability of TTC is high during the first 50 days following transplantation. The estimated 3D surface typically aids in understanding the overall trend of TTC along the values of dose and time. The thick red line in the 3D surface highlights the estimated curve on particular days. When $\documentclass[12pt]{minimal}
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                \begin{document}$$t = 10$$\end{document}$(i.e. on day 10), the amount of curvature was relatively large, indicating a strong nonlinearity between the dose and TTC (top-right and bottom-left panels). When $\documentclass[12pt]{minimal}
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                \begin{document}$$t = 100$$\end{document}$(i.e. on day 100), the amount of TTC fluctuation was relatively low (bottom-right panel).Fig. 4Estimated variance and bivariate surface obtained from phase III data analysis. The top-left panel displays the estimated variance of log-scaled TTC, $\documentclass[12pt]{minimal}
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                \begin{document}$$F( \cdot , \cdot )$$\end{document}$ along the values of dose and time; the red line represents the curve obtained by fixing the day as 10. The bottom-left panel shows the identical estimated surface from a different viewpoint, and the bottom-right panel represents the estimated surface of $\documentclass[12pt]{minimal}
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                \begin{document}$$F( \cdot , \cdot )$$\end{document}$; the red line indicates the curve on day 100. *TTC* tacrolimus trough concentration

Discussion {#Sec10}
==========

The current study used an analytical method based on functional data analysis \[[@CR26]--[@CR28]\] to describe the relationship between TTC and dose over time (not assuming a linear relationship). This model assumed that both TTC and tacrolimus dose are the functional response and functional covariate, respectively, with their relationship described using a flexible class of nonparametric functional regression models \[[@CR26]--[@CR35]\]. This framework does not include serial relationships of dosing changes based on preceding TTC values. While it is possible that this kind of relationship could be modeled with time-series methods (among others), doing so would be outside the current scope of effort evaluating the dose-adjusted IPV of TTC.

In a recent study, Ben Fredj et al. \[[@CR44]\] developed a population pharmacokinetic model to describe the evolution of dose-adjusted TTC according to the time elapsed since transplant. They used a nonparametric adaptive grid approach to better detect outliers and unsuspected subpopulations. Although their model implicitly assumes that TTC and dose are linearly associated, the benefits of a nonparametric approach improved the prediction of dose-adjusted TTC over time. In contrast to our model, their model is suited for detecting changes in tacrolimus clearance and volume of distribution. Our framework is centered on calibrating the TTC fluctuation after making a proper dose adjustment.

The functional concurrent regression \[[@CR32], [@CR35]\] used in our model represents the relationship between TTC and dose using an unknown bivariate function $\documentclass[12pt]{minimal}
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                \begin{document}$$F( \cdot , \cdot )$$\end{document}$ allowed for the description of a possibly complex nonlinear relationship between TTC and dose, and thus had the potential to improve predictive accuracy, especially when the data had a highly complex dependence structure. In this model, the linear dependence was a special case of their assumed relationship: $\documentclass[12pt]{minimal}
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                \begin{document}$$\beta_{1} (t)$$\end{document}$ were the unknown time-varying coefficients.

Knowing this, the model in Eq. ([1](#Equ1){ref-type=""}) could be viewed as a member of this wider class of functional regression models. Indeed, these constructs may be more appropriate to use in our data setting because of difficulties in subscribing strict linearity to the relationship between TTC and dose. In addition, our model framework was appealing in our data setting because the model in Eq. ([1](#Equ1){ref-type=""}) did not impose a specific form of covariance structure, such as working independence or nonstationary error covariance structures, and could accommodate any type of structure. The proposed model estimation of the variance of $\documentclass[12pt]{minimal}
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                \begin{document}$$Y_{i} (t)$$\end{document}$ was therefore free of standard assumptions and could account for within-subject correlations in estimation and inference.

While the present study enlisted a previously described modeling procedure of nonlinear FCM \[[@CR35]\] to analyze the complex nonlinear relationship between TTC and dose over time, it differed significantly from traditional TTC IPV models, which embrace an arbitrarily chosen stable dose as an important consideration. In contrast, the new, nonlinear FCM can accommodate a variety of realistic settings, such as nonlinear complexity between variables, continuously changing variability over time, sparse and irregular observations per patient, and data that are contaminated with measurement errors. However, it should be noted that preprocessing steps should be followed in order to deal with sparse and noisy functional data \[[@CR35]\].

When testing our model against a simulated data set and phase III patient data from a large kidney transplant development program \[[@CR40]--[@CR42]\], our numerical investigation provided greater insight into the expected accuracy of nonlinear FCM. In cases where tacrolimus blood concentrations are predicted based on patients' previous TTC and tacrolimus dose information, there was a 16.5% improvement in prediction using the nonlinear FCM versus the LME. This was largely due to the tendency of the LME model to improperly adjust estimates of TTC based on dosing due to the prespecified linearity assumption. In contrast, the flexibility of the new model accurately accounted for the variance of TTC during the periods of large fluctuations in dose. A 16.5% improvement in the prediction of TTC suggests that the nonlinear FCM has an enhanced ability to adjust the estimates of TTC to time and dose profiles. From a clinical perspective, since tacrolimus has a narrow therapeutic range, small changes in blood concentration can mean the difference between over-immunosuppression and its related adverse effects, such as susceptibility to infection, or under-immunosuppression, leading to graft rejection \[[@CR45], [@CR46]\]. The more accurate prediction of TTC and its variance with this robust analytical method could therefore be used to better inform treatment decisions.

The IPV function over time showed a noticeable increase around day 100 and a decrease in the following days (Fig. [4](#Fig4){ref-type="fig"}, top-left panel), possibly overlapping with recovery of a patient's post-transplant hematocrit and albumin, and/or the minimization/discontinuation of corticosteroids, frequently observed around this time. Such an aspect is in line with several previous studies that discussed the effect of changes in hematocrit and albumin, or corticosteroid discontinuation on tacrolimus clearance in pharmacokinetic models \[[@CR47]--[@CR49]\]. Future research will not only focus on replicating the results of this model in an external, real-world data set but will also seek to confirm whether these observations persist.

Surprisingly, despite knowing that TTC variability experiences temporal fluctuation, there have been no prior attempts to quantify TTC variance as a function of time. From a methodological standpoint, building more generalizable and robust models would thus allow more accurate predictions of future TTC fluctuations. In view of that, before testing any association between tacrolimus IPV and transplant outcome, developing a robust estimator for describing TTC variance would allow for more effective detection of high-risk patients. Future research on this important topic is clearly warranted.

In the meantime, building more easily interpretable and robust models is essential, and the current study demonstrated such aspects through the phase III data analysis with the estimated 3D graph (Fig. [4](#Fig4){ref-type="fig"}). The estimated result could be interpreted in two different ways: (1) by fixing time; this graph helps understand how TTC is associated with the dose at a particular moment in a patient's post-transplant course; and (2) by fixing dose; changes in TTC over time can be better understood. As this is a population-level estimation, the results provide information on how groups of patients may be affected by current therapy.

Although the proposed methodology is not new from an analytical standpoint, it is a novel application within the therapeutic area and can be applied to randomized phase III data. Additionally, the nonlinear relationship between TTC and dose is the first known example of applying nonlinear FCM in a real-world setting to recover complex relationships within a data set. In the present case, it has revealed that the true relationship underlying the response and covariate variables is in fact complex and nonlinear.

Predicting the appropriate tacrolimus dose to achieve a desired tacrolimus whole blood concentration is one future application for this model. Another application is a more accurate understanding of the effects of within-patient variability on transplant outcomes compared with standard LMEs. The influence of baseline covariates (e.g. age, sex, race) and time-dependent covariates (e.g. liver and renal function tests) can be better understood by additively incorporating relevant predictors in the nonlinear functional concurrent model (NFCM) framework, leading to more tailored immunosuppressive strategies. Given that nonparametric modeling allows for additive (multiple) covariates on a given response, this topic can be further addressed by extension of our tacrolimus model in a manner that has been discussed and investigated previously \[[@CR35]\].

Conclusion {#Sec11}
==========

To overcome the limitations associated with linear models, we have applied a flexible functional regression model to quantify the complex nonlinear relationship between TTC and tacrolimus dose over time. This model has been validated using simulation analyses and assessed directly using extensive phase III clinical trial data from kidney transplant patients. Our model accurately accounted for TTC variability during periods of large dose fluctuations, such as is frequently encountered at an early stage following kidney transplantation.

This is the first known application of a functional regression model to assess complex relationships impacting TTCs in a clinical setting. This method has applicability in the context of future clinical trials, including real-world data sets, and will be featured as an outcome measure in the ongoing ASTOUND^™^ donor-specific antibody phase IV clinical trial. Future refinement of this approach may improve post-transplant treatment by predicting the dose required to achieve desired TTCs, thus helping to reduce within-patient variability and the associated risk of poor transplant outcomes.
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