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Abstract. The complexity of virtual environments has grown specta-
cularly over the recent years, mainly thanks to the use of the currently
cheap high performance graphics cards. As the graphics cards improve
the performance and the geometry complexity grows, many of the ob-
jects present in the scene only project to a few pixels on the screen. This
represents a waste in computing eﬀort for the transforming and clipping
of maybe a lot of polygons that could be substituted by a simple point
or a small set of points. Recently, eﬃcient rendering algorithms for point
models have been proposed. However, little attention has been focused
on building a point-based modeler, using the advantages that such a re-
presentation can provide. In this paper we present a modeler that can
generate 3D geometry from an image, completely built on points. It ta-
kes as input an image and creates a point-based representation from it.
Then, a set of operators allow to modify the geometry in order to produce
3D geometry from the image. With our system it is possible to generate
in short time complex geometries that would be diﬃcult to model with
a polygon-based modeler.
1 Introduction
The complexity of virtual environments has grown spectacularly over the recent
years, mainly thanks to the, now aﬀordable, high performance graphics cards.
These highly complex models are made of objects that usually cover only a few,
or even fractions of, pixels on the screen. Polygon-based systems are advanta-
geous for the modeling of large objects, but, for small ones, many resources
are wasted by transforming and clipping geometry which is either invisible, or
very small when projected to the screen. This has led to the investigation of
alternatives to pure polygon-based rendering in recent research. An interesting
alternative is point-based rendering [1,2,3,4,5].
In this paper we present a modeler that takes advantage of a point-based
representation to easily build 3D geometry starting from a real (or synthetic)
image. It takes as input an image, builds a point-based model, and then oﬀers
a set of operators that allow the user to easily manipulate the point-based geo-
metry and create very interesting modiﬁcations of the geometry and obtain a
3D model. Our system does not pretend to reproduce exactly a real object but
oﬀers a means to create a realistic object starting from a real image. This allows
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Fig. 1. The famous Dal´i bread on the wall of the museum (left and right) and a 3D
modiﬁcation of it (center)
to create models of both small and large objects in several minutes. An example
of this is shown in Fig. 1. Figure 1-left shows a photograph of one of the famous
bread pieces that are part of the wall of the Salvador Dal´i’s museum in Figueres.
Figure 1-center shows how it looks after a manipulation the user carried out in
only two minutes and ﬁve seconds. In Fig. 1-right we can see the photograph as
seen from the same angle.
The rest of the paper is organized as follows: Sect. 2 surveys related work.
Section 3 gives an overview of our system and the user interaction method.
In Sect. 4 we describe the basic operators available and show some examples.
Finally, Sect. 5 concludes our work pointing to some lines of future research.
2 Previous Work
Modeling complex realistic objects is a diﬃcult and time consuming process.
Though there are many systems for modeling the real world from images, recon-
struction of complex and detailed geometry is still cumbersome. Reconstructing
3D geometry from one, two, or more photos is a fundamental problem that has
received extensive attention in computer vision [6,7]. Although the best results
are obtained in controlled conditions, a good and complete solution has not been
found yet. Another possibility is the use of expensive scanning devices, however
this presents serious problems for large objects such as buildings and statues [8].
Image-Based systems replace partially or completely the geometry with ima-
ges, the reconstruction techniques are similar or borrowed from Computer Vision
and therefore suﬀer from the same drawbacks. Some examples are [9,11]. As Pou-
lin et al. [10] argue, the user intervention is very important in order to improve
the quality of the results of a reconstruction. They present an interactive mo-
deling system that extracts 3D objects from photographs, using a point-based
representation that allows the user to intervene and improve the obtained model.
However, they not allow a direct intervention of the user on the geometry. In
this sense, our work can be seen as complementary to theirs.
Several approaches exist on building point based representations from a syn-
thetic geometry [2,11,12,13,14,5], where the problem of sampling is also focused.
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3 Overview of the System
Our system consists in two parts, a rendering tool, which shows the results of
the modiﬁcations to geometry, and a manipulation tool, that presents the initial
image and allows model the geometry using the provided operators. Initially,
the image is read and for each position a 3D point (with Z = 0) is created. In
order not to lose resolution, both the rendering and the manipulation tools open
windows of a size equal to the size of the image, and the point model has a point
for every pixel of the image.
The rendering tool is allows the camera movements needed inspect the
changes made to the model, that is, rotation and translation. We have decided
to render the objects in orthographic view in order to avoid the perspective
projection to hide details in the comparison of the generated model with the
initial image. Consequently, the rendering window and the manipulation one
start showing the same image. The rendering window also serves to show how
the next operator will aﬀect the resulting model (actually it shows the region
that will be aﬀected if set as modiﬁable) in order to aid the user to accurately
predict the ﬁnal changes.
The manipulation tool shows the image that will be modiﬁed and allows to
select the regions that are going to be changed, together with the operators that
will be applied. Our system allows for modiﬁcations on a single direction the Z
axis. This is due to the fact that, as we are working mainly with real photographs,
what there is lacking is the Z coordinate, which is what we want to somehow
build or imitate. We do not want to build the 3D geometry represented in the
image according to the exact measures, but, as it will be seen, our system can
be extended to work with real measures, we only need to know, as a reference,
the measure of some feature appearing in the image.
No special knowledge of computer graphics or 3D geometry is required to
work with the modeler. The user ﬁrst selects a set of regions and then sets the
operator to be applied to each region. We describe now the main issues.
Region Selection: There are two kind of regions, a) main region, and b)
secondary regions. All the points in the main region are transformed in the
same way: their Z value is changed according to the user’s deﬁnition. Secondary
regions are changed according to the operator applied. A selection may be of
three kinds: a) A set of (one or more) points, b) a single line, and c) a polygon.
Regions consisting of single points are used for the main region as they permit
very powerful manipulations to geometry, as we will see soon. In order to allow
for continuous regions selections, our selection method ﬁrst tests if the point
we want to add to our region does currently form part of a previously deﬁned
region, if the point passes this test, it also checks if there is a previously selected
region in its near environment (4 o 5 pixels around), if so, the selected point
is moved next to the close region, as we assume that two regions that are very
close are going to be modiﬁed together (maybe with diﬀerent operators) and we
do not want discontinuities (points still lying on the Z plane) on the result. We
also allow to select a region that contains another region, which is very useful
to deﬁne conic or spherical transformations.
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Fig. 2. Lineal operator
Operators: When the regions are already selected, we deﬁne an operator
for each one (main region is always modiﬁed using the stair operator). The
modiﬁcation consists in changing the Z value of the points inside the main region
and the Z values of the points belonging to the secondary regions. The main
region is assigned a constant value. Points inside secondary regions are modiﬁed
according to the distance to the closest point of the main region. For a linear
transformation, the new Z value of a point will be Z = max(0, Zinc − m · dist),
where Zinc is the Z value assigned to the main region, as depicted in Fig. 2.
Some of the regions (up to 10) can also be selected through a menu, this way it
is easy to select regions formed by single points or single lines.
Hole ﬁlling: Each change in the geometry, may generate holes. Our system
uses a hole ﬁlling process that is applied to the resulting model. Although we
have not dealt with eﬃciency issues yet, and this is a very costly process, our
system is able to work interactively for relatively large images. We have found
that there is a delay of some seconds (4 or 5) for the whole process (modiﬁcation
and hole ﬁlling) in the case of quite large images (500 × 750 pixels) if the regions
to modify are also large.
4 Operators
Diﬀerently to Poulin et al. [10], our operators allow to directly modify the 3D
geometry. In their framework they oﬀer tools for ﬁlling with points (the in-
teractive modeling tool), generating more points using rules, point jittering or
merging a neighborhood of points. Our philosophy is totally diﬀerent, we want
tools for the easy generation of shapes on the Z coordinate in order to create ob-
jects with realistic appearance. The operators implemented are: stair operator,
ﬂatten operator, lineal operator, cosine-based operator, and cape operator.
The stair operator performs a constant change on the Z axis. When applied
to any region, each point is assigned the Z value determined by the user. In Fig. 3
we can see an example of this tool. The image on the left shows the entrance
of a house, and on the right we have pulled the wall all around. Note that the
stair function has generated a realistic 3D geometry. Only at the left part of the
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Fig. 3. Stair operator
door the colours of the bricks where not copied when ﬁlling holes because the
region selection at this point overlapped a little part of the wooden material.
The ﬂatten operator restores the points of the selected region to Z = 0 and
eliminates the extra points that were added for hole ﬁlling during the geometry
update.
The lineal operator serves to create slopes. The lineal operator modiﬁes the
the points of secondary regions using the following equation: Z = max(0, Zinc −
m · dist), where Zinc is the Z value assigned to the main region, dist is the
distance to the main region and m is the slope of the linear function. Available
values for m are: 0.25, 0.5, 0.75 and 1 to 5. The conic operator, similar to this
one, creates a linear modiﬁcation with a slope determined by the closer point to
the main region (Z will be Zinc) and the farther one (Z will be 0).
Fig. 4. Cape operator
The cosine-based operators allow to create roun-ded shapes. These ope-
rators allow to modify a region with a curve that is a function of the cosine
of the distance, so the points in the secondary regions will have a new Z value
following the formula Z = max(0, Zinc − cos(m · dist)) where m has values from
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1 to 5 and from 0.5 to 0.9 (with increments of 0.1). We also oﬀer the functions
Z = max(0, Zinc − (1/2) cos ·dist) and Z = max(0, Zinc − (1/3) cos ·dist). To
help the user predicting the results, when one of this operations is selected, for
the case of a main region consisting in a single point, the prediction of the in-
ﬂuence area is shown as a disk in the rendering window. In this case the user
may not be able to easily determine which of these functions is adequate. The
operator dubbed cape operator, allows to create a spherical shape. It is the
counterpart of the the conic operator but with round shape. In Fig. 4-right we
can see a battery modeled with this operator. The user modiﬁed the model in
less than 15 seconds.
5 Conclusions and Future Work
In this paper we have presented a system based on a point representation that
is able to create very interesting eﬀects in little time. Figure 5-rigth shows two
examples where the main region consisted on isolated points and a linear (top)
and a cosine-based (bottom) operators were applied. These manipulations only
needed 90 seconds of user intervention.
Fig. 5. Diﬀerent operators applied on the same image
Some other operators should be useful, for instance texture application over
regions, or smoothing surfaces. A symmetry operator that could copy the same
image seen from the front to the back, which is straightforward, could be in-
teresting for symmetric objects. Some other extra functions are also possible
such as using real measures from a certain part of the image if available, or the
”intelligent scissors” to easily deﬁne selections that adapt to the image.
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