We study the standard Ho~ optimal control problem using state feedback for smooth nonlinear control systems. The main theorem obtained roughly states that the L2-induced norm (from disturbances to inputs and outputs) can be made smaller than a constant 3' > 0 if the corresponding Hoo norm for the system linearized at the equilibrium can be made smaller than y by linear state feedback. Necessary and sufficient conditions for the latter problem are by now well-known, e.g. from the state space approach to linear H~o optimal control. Our approach to the nonlinear Hoo optimal control problem generalizes the state space approach to the linear Hoo problem by replacing the Hamiltonian matrix and corresponding Riccati equation as used in the linear context by a Hamiltonian vector field together with a Hamilton-Jacobi equation corresponding to its stable invariant manifold.
y=h(x), f(xo)=O, h(xo)=O,
with g(x) the n × m matrix with j-th column gj(x). Furthermore we consider the linearization of (2) around x0, denoted as x=F~+Gfi, fi~R m, X'~R',
=H~, y~RP,
with ~f 3h
F=-~(Xo), G=g(xo), H=~-~(Xo).
Also, we consider nonlinear systems affected by (unknown) disturbances d,
.~ =/(x) + g(x)u + k(x)d, u~R m, y~R p, d~R q, x~M,

y=h(x), f(xo)=O, h(xo)=O,
(5b)
Introduction
Consider a smooth (i.e. C °°) nonlinear system (see [ 
where F, G, H are defined in (4), while K= k(xo).
The purpose of this note is to show that there is a close connection between the Ho~ norm (L2-induced norm) of the linearized system (3) and some 'H~ norm' of the nonlinear system (2) . In fact we will prove that if (assuming F to be asymptoti- 
(i.e. the H~ norm of the transfer matrix H(Is-F) aG of the linear system (3) is less than some constant "1 > 0), then also for the nonlinear system (2) we have (starting from the initial condition x(0) = x0) II y 112,. < "12 II u 1122 (9) for all u ~ L 2 "such that x is not driven too far from x0". Here 11 [I L~ denotes the usual L 2 norm, i.e.
Furthermore we will show that we have a similar relation between the standard state feedback Ho~ control problem for the nonlinear system with disturbances (5) and its linearization (6) . In fact we will prove that if we can find for (6) a stabilizing feedback fi = L~ such that 2 2 I1~11< + II~ll< sup -2 < "12 (11) a.o Ildll< (i.e. the H a norm from disturbances to inputs and outputs is less than "1), then also for the nonlinear system we can find, at least locally around x 0, a nonlinear feedback u = l(x) such that, if x is not driven too far from x 0,
The main technical tool, which is of some interest in itself, is a lemma given in the next section which states that the stable invariant manifold of a Hamiltonian vector field with no imaginary eigenvalues is a Lagrangian submanifold, and so has a natural generating function attached to it. This generalizes the well-known fact that the generalized stable eigenspace of a Hamiltonian matrix having no imaginary eigenvalues corresponds to a symmetric solution of its related Riccati equation. Indeed, the generating function will enable us to use a 'completion of the squares' argument, which is very similar to the one used in the linear case (see e.g. [8] ). For a discussion of the H a control problem for linear systems we refer to the lecture notes [7] , while the recent state space approach to linear H a control can be found in [6,8,1 l] and the references quoted therein.
Stable manifolds of hyperbolic Hamiltonian vector fields
Consider a Hamiltonian vector field on a symplectic manifold (N 2n, w), with Hamiltonian H : N 2~ ~ R and equilibrium z 0 c N, 
TzoS = X-(DXH(Zo) )
where X-(DXn(zo) ) is the n-dimensional eigen- Proof. By hyperbolicity and symmetry of the eigenvalues with respect to the imaginary axis, dim S = n, so we only have to prove that to restricted to S is zero. Since S is invariant for X H we can define -~H as the restriction of X H to S. Furthermore, let ~ be the restriction of to to S.
Since X H is Hamiltonian we have Lx, ' = 0 ( Lx, ' denoting the Lie derivative w.r.t. XH) and thus Ly,~ = 0, or equivalently ~*~ = ~, where_ we denote by q)t the flow of the vector field X H on S. Hence for any z ~ S and Z 1, Z 2 ~ T z S,
22) = ,,(z),Z:) (18)
for all t > 0. Now, since X H is asymptotically stable,
and thus
. Although the contents of the above lemma are plausible and its proof is simple I could not find any statement of it in the literature. Finally, we recall the following well-known fact from symplectic geometry (see e.g. [1] 
Proof. We still we have to prove (21). Since X_n(H ) = 0, H is preserved by the flow of X H (XH being the restriction of XH to S). Since X, is asymptotically stable this means that for all z ~ S,
H(z) = H(q,t(z)) --) H(zo) for t---)
(with (Pt again denoting the flow of XH), and thus (21) follows since every z ~ S is of the form as given in (20 
where we have set 
A nonlinear L2-induced norm
Let us now consider the nonlinear system (2) and its linearization (3). We make the following assumption. 
(i.e., P is the stabifizing solution to the Riccati equation (25)).
We state our first main theorem. [7, 6] 
H(x, p) =pTf(x) + ~ pVg(x)gT(x)p +½hV(x)h(x)
(where (x, p) are the natural (and thus canonical) coordinates for N= T'M). Hence X H has an n-dimensional stable invariant manifold S passing through z0=(x0, 0), which is Lagrangian by Lemma 1. Furthermore, by (16) and the fact that the generalized stable eigenspace of Ham is given in the form it follows that S is parametrized, locally around z 0, by the x-coordinates. Hence by Lemma 2, S is locally around z 0 of the form []
xOV x (( ,-~( ))]x~M, xaroundxo)
(31) Remark 1. Note that the above 'completion of the squares' argument is essentially the same as in the linear case [8, 16] . 
The nonlinear state feedback Hoo control problem
Now we come to our main theorem on the standard Hoo control problem using state feedback. For the linearized system with disturbances (6) we consider the Hoo norm of the transfer matrix of the closed-loop system
for any stabilizing state feedback fi = L2, i.e.
F + GL is asymptotically stable.
Thus for any L satisfying (35) we consider II g 112= + II 112=
11TL 112 := sup (36) a,0 IId1122
We recall the following theorem from linear H a control (see [6, 11, 15] 
For the nonlinear system (5) we obtain our second main theorem: Theorem 9. Consider the nonlinear system (5) . Let Assumption 2 be satisfied for its linearization (6) . Let y > O. Suppose that (37) is satisfied for (6) . and tt(xo, 0) = 0 we have Then by 'completing the squares', and using (46),
Then there exists a neighborhood W of xo and a nonlinear feedback u = l( x ) such that
Choosing the state feedback
u=-x(X)g(x =,l(x)
we thus obtain
Since the solution P of (38) (compare with the linear case [6, 15] ).
Finally we remark that, like in the linear case (see e.g. [5, 6] ), the infimal ~, such that (42) holds to be computed by some iterative procedure.
Conclusions
It is clear that only a few first steps have been taken towards a state space approach of 'H a control' for nonlinear systems. In particular it would be desirable to have some a priori estimate of the size of the neighborhood W in Theorem 9. Also, in this paper only the state feedback case has been considered, without entering the much more complicated dynamic output feedback case. It should be also of interest to make comparisons with recent advances in the operator and game theoretic approach to nonlinear Hoo control (see e.g. [3, 4] ), and with older work on (input-output) stability for nonlinear systems (see e.g. [9, 13, 14] ).
