Abstract. Let (G, Σ) be an ordered abelian group with Haar measure µ, let (A, G, α) be a dynamical system and let A ⋊α Σ be the associated semicrossed product. Using Takai duality we establish a stable isomorphism
introduction
In this paper we continue our study of crossed products of (mostly nonselfadjoint) operator algebras begun with our monograph [22] . The main objectives of the paper is to strengthen ties and establish new connections between our theory of crossed products and the well-established theory of semicrossed products. Using these connections we broaden our understanding for various topics of investigation in both theories, including semisimplicity and the structure of invariant ideals by the dual action.
Starting with work of Arveson in the sixties [4, 5] , the study of semicrossed products by Z + (or other discrete semigroups) has been a central topic of investigation in operator algebra theory and has produced a steady stream of important results [8, 12, 11, 9, 20, 30, 31] . Quite recently, the authors of the present paper started studying crossed products of operator algebras [22] , in connection with several problems in both selfadjoint and non-selfadjoint operator algebra theory. Throughout [22] , it was pointed out that certain semicrossed product algebras of the form A ⋊ α Z + were actually isomorphic to crossed products of operator algebras by the action of the full group Z; see for instance [22, Problem 6] . This raises the natural question as to how and to what extend these two classes of operator algebras are related to each other. The non-selfadjoint Takai duality of [22, Theorem 4.4] certainly guarantees that any operator algebra A admitting an action α by T is stably isomorphic to a crossed product of the form B ⋊ β Z, with B = A ⋊ α T and β =α. However, identifying a familiar representative of A ⋊ α T is a formidable task and it is an even more difficult task to identify how the dual action manifests on that representative of A ⋊ α T. Nevertheless, here we are able to establish that up to stable isomorphism any semicrossed product A ⋊ α Z + can be thought of as a crossed product of a very concrete operator algebra by a very explicit action of Z. (Actually our results work in much greater generality and include crossed products by other natural semigroups, including R + .) Indeed, in Theorem 2.11 we show that for any ordered abelian group (G, Σ) (see below for definitions) and dynamical system (A, G, α) there exists a stable isomorphism
Here ρ denotes the right regular representation of G and K(G, Σ, µ) the compact operators in the CSL algebra Alg L(G, Σ, µ).
Using Theorem 2.11 we now revisit the concept of semisimplicity for the crossed product of an operator algebra and answer a problem that was left open in [22] . In [22, Problem 4] we asked whether the semisimplicity of A implies the semisimplicity of A ⋊ α R and vice versa. This problem was motivated by the fact that if A is a semisimple operator algebra, then A⋊ α G is semisimple, for any discrete dynamical system (A, α, G). As it turns out, Example 2.16 shows that the answer is negative not only for crossed products by R but also for any non-discrete ordered abelian group G.
Section 3 contains several applications. First in Theorem 3.3 we give a complete lattice parametrization of all ideals of the semicrossed product A⋊ α Σ which are invariant by the dual action. We do this in an indirect way using Theorem 2.11 and the dynamical system (A ⊗ K(G, Σ, µ), G, α ⊗ Ad ρ) appearing in that theorem. This works for any abelian group admitting an ordered structure, not just discrete ones, and sheds new light on an old result of Peters [31, III.5 . Theorem]. A key step in the proof of Theorem 3.3 is a complete characterization of all ideals of the crossed product A ⋊ α Σ which are invariant by the dual action; this generalizes an old result of Gootman and Lazar [16] . In Section 3 we also (partially) solve another problem from [22] by showing that the diagonal of a crossed product is what it oughts to be, i.e., diag A ⋊ α G = diag(A) ⋊ α G, provided that G is compact and abelian, (see Theorem 3.8.) In Section 3 we also show that the crossed product of a radical operator algebra by a compact group is again a radical algebra. This leads naturally to the concept of radical tightness which is explored in the last section.
Section 4 is occupied with a detailed study of the Jacobson radical for a crossed product. A dynamical system (A, G, α) is called radically tight if Rad(A ⋊ α G) = (Rad A) ⋊ α G. This condition need not happen as was shown in [22, Example 6.8] and will be further shown in the semisimplicity discussion of Section 2. In Theorem 4.8 we establish that every dynamical system consisting of a strongly maximal TUHF algebra and a discrete abelian group is radically tight. The proof of Theorem 4.8 is technical and among others, it requires the resolution of an old problem stemming from the work of Hudson. In [19] Hudson studied various notions of a radical radical for a TAF algebra with the linkless ideal being contained in all of them and Jacobson Radical being the largest. In Theorem 4.2 we show that for any strongly maximal TUHF algebra the linkless ideal and the Jacobson Radical coincide. This validates Hudson's intuition who remarked in [19, pg. 228 ] that for all familiar examples of TAF algebras the two ideals seemed to coincide and yet he was not able to provide any specific results in that direction.
Stable isomorphisms of semicrossed products
Let G be a second countable locally compact abelian group with Haar measure µ (all groups appearing in this paper are abelian). Let Σ ⊆ G be a
Σ equals the closure of its interior. We say that the pair (G, Σ) forms an ordered abelian group. Using the ordered group structure (G, Σ) and a σ-finite Borel measure m on G, we define a commutative subspace lattice L(G, Σ, m) as follows.
Consider the partial order ≤ in G to mean s ≤ t only when s −1 t ∈ Σ. A Borel set E ⊆ G is said to be increasing if for any s ∈ E and t ∈ G, s ≤ t implies t ∈ E. This is a standard order in the terminology of [3] .
Let P E be the projection on L 2 (G, m) given by multiplication by the characteristic function of E. Then
is a commutative subspace lattice, which up to unitary equivalence depends only on the equivalence class of the measure m.
Example 2.1. G = Z, Σ = Z + , m the counting measure. By identifying closed subspaces with their orthogonal projections, it is easy to see that L(G, Σ, m) is unitarily equivalent to the discrete Z-ordered nest
where {e n } n∈Z is the standard orthonormal basis of l 2 (Z). Example 2.2. G = R, Σ = R + , m the Lebesgue measure. In this case L(G, Σ, m) is unitarily equivalent to the Volterra nest
Example 2.3. G = R 2 , Σ = R + × R + , m the Lebesgue area measure. In this case L(G, Σ, m) is the commutative subspace lattice generated by the nests
In order to utilize results on finite measures, we find it convenient to consider the finite measure m ≡ hdµ, where If L is a commutative subspace lattice, then Alg L will denote its CSL algebra, i.e., the collection of all operators leaving invariant (the range of) each element of L. The study of CSL algebras was initiated by Arveson in his seminal paper [3] . One of the important topics of investigation in that theory revolves around the density of the compact operators. It is known that the sot-density (or w * -density) of the span of rank-one operators in Alg L (rank-one density) is equivalent to L being completely distributive [24] . The complete distributivity of L is also equivalent to the density of the Hilbert-Schmidt operators in Alg L [18] . In both cases one can choose an approximate unit consisting of contractions [13] . Deciding when the compact operators are dense in a CSL algebra remains to date an open problem.
If (G, Σ) is an ordered group and m a σ-finite measure on G, then the collection of all compact operators in Alg L(G, Σ, m) will be denoted as K(G, Σ, m). In the case where m is finite and Σ-continuous, Laurie [23] has shown that the lattice L(G, Σ, m) is completely distributive and so the span of rank-one operators is dense in K(G, Σ, m) (and strongly dense in Alg L(G, Σ, µ)). By considering the measure m ≡ hdµ ∼ µ discussed earlier, the same is true for L(G, Σ, µ) and K(G, Σ, µ).
Example 2.4. Let G = Z, Σ = Z + and m be the counting measure (Example 2.1). In that case Alg L(G, Σ, m) consists of all (bounded) lower triangular infinite matrices A = [{a ij }] i,j∈Z with entries in C. It is easy to see that
provided that the finite truncations [{a ij }] n i,j=−n , n ∈ Z + , approximate A in norm.
In the case where G = R, Σ = R + and m is the Lebesgue measure (Example 2.2), there is no matricial description for either Alg L(G, Σ, m) or K(G, Σ, m).
Notice however that the Hilbert-Schmidt operators in Alg L(G, Σ, m) can be described as the integral operators on L 2 (R, m) whose kernel functions are square integrable and supported on {(s, t) | s ≥ t, s, t ∈ R}.
Our next result elaborates on that theme.
Lemma 2.5. The collection of all Hilbert-Schmidt integral operators of the form
forms a dense subset of K(G, Σ, µ).
Proof. It is enough to show that the span of the rank-one operators in Alg L(G, Σ, m) satisfying the requirements of the lemma forms a dense set. Then by unitary equivalence and the special form of h, where m = hdµ, we also have the result for K(G, Σ, µ). Let e ⊗ f denote the rank-one operator on L 2 (G) defined as (e ⊗ f )(h) = h | e f , where e, f, h ∈ L 2 (G). By [7, Lemma 23.3] if e⊗f ∈ Alg L(G, Σ, m), then there exist increasing Borel sets E, F so that e = eχ E c and f = f χ F ; furthermore if e ′ , f ′ ∈ L 2 (G, m) satisfy e ′ = e ′ χ E c and f ′ = f ′ χ F , then e ′ ⊗ f ′ ∈ Alg L(G, Σ, m) as well. Since m(ϑE c ) = m(ϑF ) = 0, we conclude that the rank-one operators of the form e⊗f ∈ Alg L(G, Σ, m), e, f ∈ C c (G), are dense in the set of all rank-one operators. By [7, Theorem 22 .5] such rank-one operators have continuous kernel supported on (G, ≤) and so the closure of all integral operators described in the statement of the Lemma contains all rank-one operators in Alg L(G, Σ, m). By [7, Theorem 23.7 (ii)], the rank-one operators in Alg L(G, Σ, m) are dense in K(G, Σ, µ) and the conclusion follows.
Let (A, G, Σ, α) be an ordered dynamical system, i.e., a dynamical system (A, G, α) with (G, Σ) an ordered abelian group. In addition to the crossed products A ⋊ α G ⊆ C * env (A) ⋊ α G, the presence of the ordered structure allows us to introduce the semicrossed product A ⋊ α Σ as the norm closed subalgebra of C * env (A) ⋊ α G generated by C c (Σ, A), i.e., all continuous Avalued functions defined on G with compact support contained in Σ Remark 2.6. (i) We make the following convention throughout this section. If X ⊆ G (resp. X ⊆ G × G), then C c (X) will denote the continuous functions on G (resp. G × G) with compact support contained in X. A similar convention applies to the A-valued functions comprising C c (X, A).
Note that in the case where X is a open subset, C c (X) can be identified naturally with the continuous functions with compact support which are defined only on X.
(ii) Alternatively one can define A ⋊ α Σ as the norm closed subalgebra of C * env (A) ⋊ α G generated by C c (Σ, A). Indeed, if f ∈ C c (Σ), then its restriction onΣ can be approximated in the L 1 -norm by elements of C c (Σ). Since µ(ϑΣ) = 0, the same L 1 -approximation applies to f itself. From this we conclude that elementary tensors in C c (Σ, A) can be approximated in the operator norm by elements of C c (Σ, A) and the conclusion follows.
In the case where G is discrete, our definition of A⋊ α Σ coincides with the one commonly appearing in the literature [11, 12, 30, 31] . The same is true in the non-discrete case as well but that requires some explanation. McAsey and Muhly [25, pg 129 ] define the semicrossed product as the norm closed subalgebra of C * env (A) ⋊ α G generated by the set of functions in L 1 (G, A) which are supported on Σ. Note however that µ(ϑΣ) = 0 and so we need only to consider functions in L 1 (Σ, A). Such functions can be approximated in the operator norm by C c (Σ, A) and so by the remark above, both definitions describe the same object.
In the sequel we utilize various actions of G (and Σ) on certain C * -algebras. For instance G acts on C 0 (G) be left and right translation, denoted as lt and rt respectively, i.e., lt s (f )(t) = f (s −1 t) and rt s (f )(t) = f (ts), s, t ∈ G. The trivial action of G on any C * -algebra is denoted as id.
Proposition 2.7. Let (G, Σ) be an ordered group. Then there exists an equivariant isomorphism ψ from
Proof. In the case Σ = G the statement of the Proposition is the content of the Stone-Von Neumann Theorem, which is actually verified using the same equivariant map ψ. What we need to additionally verify here is that
with K(s, r) ≡ f (r −1 s, s). If K(s, r) = 0, then clearly r −1 s ∈ Σ and so s ≥ r. Hence the support of K is contained in the graph of (G, ≤) and so
Note that if r / ∈ Σ, then s r −1 s and so since K supported on (G, ≤), we have
Hence the range ψ contains all integral operators appearing in the statement of Lemma 2.5 and density follows. For the equivariance note that
Under the additional assumption that Σ generates G as a group, one can deduce the surjectivity of ψ from [26, Theorem 5.1]. Note however that the proof of [26, Theorem 5.1] relies heavily on the theory of C * -dynamical systems and makes good use of the Arveson spectrum. Our proof of course is of a very different flavor as it avoids C * -dynamics and instead uses the theory of CSL algebras.
Corollary 2.8. Let (A, G, Σ, α) be an ordered dynamical system. Then there exists a completely isometric equivariant isomorphism Ψ ≡ ψ ⊗ id from
Given a dynamical system (A, G, α), we have a homomorphism
which is given byα(f )(s) = γ(s)f (s), for γ ∈Ĝ and f ∈ C c (G, A). The dynamical system (A ⋊ α G,Ĝ,α) is called the dual system andα the dual action. The well-known Takai duality [22, 36] explains what happen when we take the crossed product of the dual system. Proposition2.10 below explains what happens when we take the crossed product of a semicrossed product by the dual action. But first we need the following Lemma 2.9. Let (G, Σ) be an ordered abelian group. Let (A, G, α) and (B, G, β) be dynamical systems and let ϕ : A → B be an equivariant completely isometric isomorphism. Then the integrated form of ϕ,
Proof. Consider the completely isometric extensionφ : C * env (A) → C * env ( B) of ϕ and apply [37, Corollary 2.48] to obtain a * -isomorphism
The fact that the restriction ofφ ⋊ id on A ⋊ G produces the desired map ϕ ⋊ id with the desired surjectivity follows by examining elementary tensors.
Indeed, if a ∈ A and f ∈ C c (Σ) then ϕ⋊id(af ) = ϕ(a)f . Since elementary tensors of the form af , a ∈ A, f ∈ C c (Σ), span a dense subset of C c (Σ, A),
Proposition 2.10 (Takai duality for semicrossed products). Let (A, G, Σ, α) be an ordered dynamical system. Then there exists complete isomorphism
which is equivariant for the double dual actionα : G → Aut (A ⋊ α Σ ⋊αĜ and the action α ⊗ Ad ρ :
Proof. We appeal to the proof of the Takai Duality Theorem as it appears in [22] (and also in [37] ). There we construct an equivariant completely isometric isomorphism Φ from
From the first of the above formulas one can easily verify that
It is also true that
but this follows from a different reasoning. To verify the first of these formulas, note that Φ 2 is the integrated form of a G-equivariant isomorphism between A ⋊ idĜ and C 0 (G, A) (see [37, Lemma 7.3] ) and so Lemma 2.9 applies to show surjectivity. The second formula follows similarly (see [37, Lemma7.4 
]).
Therefore by restricting Φ we obtain a completely isometric isomorphism
and so
This shows that Φ •α t = (rt ⊗α) t ⊗ id • Φ, i.e., Φ is equivariant. The conclusion now follows from Corollary 2.8.
We have arrived at the main result of this section. It makes a very precise connection between the well-established theory of semicrossed products and the theory of crossed products of arbitrary operator algebras, which is more recent.
is an ordered dynamical system, then we have a stable isomorphism
Proof. From Proposition 2.10 we obtain
By "equating" the right sides of the above equivalences we have
which establishes the desired stable isomorphism.
Remark 2.12.
Comparing the stable isomorphism of the usual Takai du-
of Theorem 2.11, one may be tempted to conclude that (A ⋊ α Σ) ⋊αĜ is isomorphic to A ⊗ K(G, Σ, µ) and thatα is equivariant to α ⊗ Ad ρ. We want to emphasize that as natural as this isomorphism might seem, its existence is not known to us. We were only able to verify that (A ⋊ α Σ) ⋊αĜ is stably isomorphic to A ⊗ K(G, Σ, µ), which was sufficient for our purposes.
We want to understand better the structure of the algebra A ⊗ K(G, Σ, µ) appearing in the stable isomorphism of Theorem 2.11. If G is not discrete, then Corollary 2.15 below says something definitive. But first we need the following two results. Proposition 2.13. Let (G, Σ) be an ordered group and assume that G is not discrete, i.e., G has no isolated points. Then the lattice L(G, Σ, µ) has no atoms, i.e., no minimal intervals.
Proof. Since G is not discrete µ(g) = 0, for any g ∈ G. We work with the unitarily equivalent lattice
then we see that P E P E∪Ix P F and so the arbitrarily chosen interval P E P F is not minimal, as desired. Therefore we may assume that m(I x ∩ U ) = m(U ).
We will construct a decreasing sequence {x n } ∞ n=1 converging to x so that the sequence m(I xn ∩ U )} ∞ n=1 increases to m(I x ∩ U ) without eventally being constant. Notice that if such a sequence {x n } ∞ n=1 is constructed, then any term x n with m(I xn ∩ U ) > 0 satisfies P E P E∪Ix n P F and so once again the interval P E P F is not minimal.
To construct the sequence {x n } ∞ n=1 , we modify the ideas of [2,
Since m does not annihilates open sets and V n ⊆ U , we conclude that m(I xn ∩ U ) < m(U ) = m(I x ∩ U ). On the other hand, since {x n } ∞ n=1 is decreasing to x, I x = ∪ n I xn . Since the boundary of increasing sets has measure 0, we have m I x \ ∪ ∞ n=1 I xn = 0 and so
as desired. This completes the proof. Proposition 2.14. Let L be a non-atomic commutative subspace lattice and let K ∈ Alg L be a compact operator. Then any operator of the form
Proof. Since L has no atoms, the diagonal integral of K with respect to L equals 0 by [21, Theorem 5.4]. Hence K is quasinilpotent and the the conclusion follows.
Corollary 2.15. Let (G, Σ) be an ordered group and assume that G is not discrete. If A is any operator algebra, then A ⊗ K(G, Σ, µ) is a radical operator algebra, i.e., a Banach algebra consisting of quasinilpotent operators.
Proof. The proof follows from the previous result and Proposition 2.13.
If G is discrete then A ⊗ K(G, Σ, µ) may not be a radical algebra anymore but nevertheless it is often the case that its Radical is non-trivial. For instance, in the case where (G, Σ) is either (Z, Z + ) or (Q, Q + ), one has The previous results have important consequences for the study of semicrossed products. For one thing, the stable isomorphism of Theorem 2.11 implies that the lattice of the ideals of A⋊ α Σ has the same (complete) structure as the lattice of ideals for A⊗K(G, Σ, µ) ⋊ α⊗Ad ρ G. So in principle, question regarding the ideal structure of A ⋊ α Σ, e.g., semisimplicity, are delegated to corresponding questions about the ideals of A ⊗ K(G, Σ, µ) ⋊ α⊗Ad ρ G. More importantly however, Theorem 2.11 leads for the first time to a "meaningful' parametrization of the ideals of A ⋊ α Σ which are invariant by the dual action; this will be explained in Section 3. For the moment, we take the opposite route: we import results from the theory of semicrossed products in order to understand and answer problems in crossed product theory.
We begin with an example that answers a problem from the authors [22,
Example 2.16. Let G be a non-discrete abelian group that admits an ordered group structure, e.g., G = R and Σ = R + . Then there exists a dynamical system (B, β, G), with B being a radical Banach algebra so that B ⋊ β G is semisimple.
Indeed by considering A = C, α = id and G as above, the stable isomorphism of Theorem 2.11 obtains
. Therefore C ⋊ id Σ is semisimple and so by Lemma 3.1, K(G, Σ, µ) ⋊ Ad ρ G is also semisimple. On the other hand, Corollary 2.15 shows that K(G, Σ, µ) is a radical Banach algebra. By considering B ≡ K(G, Σ, µ) and β = Ad ρ, the conclusion follows.
Example 2.16 implies in particular the existence of a dynamical system (A, R, α) so that A ⋊ α R is semisimple but A fails to be such. This answers in the negative one of the questions in [22, Problem 4] . Since R is self-dual with respect to Pontryagin duality, another application of Takai duality gives a dynamical system (A, R, α) so that A is semisimple but A ⋊ α R is not. Indeed, if (B, G, β) is as in Example 2.16, with G = R, then choose A ≡ B⋊ β R and α ≡β the dual action. Thus both questions in [22, Problem 4] have a negative answer.
Even though many non-discrete groups admit an ordered group structure, there is a notable class that does not: the compact abelian groups. Not only does Example 2.16 not apply to compact abelian groups but as we shall see in Corollary 3.7, nothing like Example 2.16 can happen there.
As we mentioned before, one of the motivating results in [22] is Theorem 6.2 which asserts the permanence of semisimplicity under crossed products by discrete groups, i.e., if G is discrete and A is semisimple, the A ⋊ α G is also semisimple. Even though this is not a difficult result to establish, verifying that its converse fails required considerable effort [22 
Indeed, as we discussed in the proof of Corollary 2.15, the algebra C(X ) ⊗ K(Z, Z + , µ) is not semisimple. On the other hand a result of Muhly [27] shows that C(X )⋊ ϕ Z + is semisimple and so C(X )⊗K(Z, Z + , µ) ⋊ ϕ⊗Ad ρ Z is semisimple by Theorem 2.11 and the soon to be seen Lemma 3.1.
As it turns out, the previous example can be strengthened and it leads to the following characterization of semisimplicity for a natural class of crossed product algebras.
Let X be a locally compact metric space and ϕ : X → X be a homeomorphism. A point x ∈ X is said to be recurrent if there exists an increasing sequence {n k } ∞ k=1 so that lim k ϕ (n k ) (x) = x. Theorem 2.18. Let X be a locally compact metric space and ϕ : X → X be a homeomorphism. Then the following are equivalent
(ii) the recurrent points of (X, ϕ) are dense in X.
Proof. The semisimplicity of C(X) ⊗ K(Z, Z + , µ) ⋊ ϕ⊗Ad ρ Z is equivalent to the semisimplicity of C(X) ⋊ ϕ Z + because of the stable isomorphism. In [15] , the semisimplicity of C(X) ⋊ ϕ Z + is shown to be equivalent to the density of the recurrent points and the conclusion follows.
Invariant ideals by the dual action and the Radical
Let (X , ϕ) be a dynamical system consisting of a homeomorphism ϕ of a locally compact space X . If {X n } ∞ n=1 is a sequence of closed subsets of X satisfying
then it is easy to see that all a ∈ C(X ) ⋊ ϕ Z + whose Fourier expansion a ∼ ∞ n=0 f n U n satisfies f n (X n ) = {0}, for all n = 0, 1, . . . , form a closed ideal of the semicrossed product C(X ) ⋊ ϕ Z + which is invariant by the dual action of T, i.e., gauge invariant. In [31] Peters shows that conversely, any gauge invariant ideal of C(X ) ⋊ ϕ Z + arises that way and that the association between sequences {X n } ∞ n=1 satisfying (1) and gauge invariant ideals of C(X ) ⋊ ϕ Z + is injective. Furthermore in the case where ϕ acts freely on X , this scheme describes all closed ideals of C(X ) ⋊ ϕ Z + .
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In this section we wish to extend Peters' parametrization to more general semicrossed products in some meaningful way. Even though it is not difficult to see how to do this with discrete semigroups, moving to more general semigroups becomes tricky and literally impossible to verify whenever a Fourier series development is not available. As it turns out, the key object for doing this is the dynamical system (A ⊗ K (G, Σ, µ) , G, α ⊗ Ad ρ) of Theorem 2.11. Using this dynamical system we give a complete parametrization of the ideals invariant by the dual action; this appears in Theorem 3.3 and it is one of the main results of this section. In this section we also (partially) solve another problem from [22] by showing that the diagonal of a crossed product is what it ought to be, i.e., diag A ⋊ α G = diag(A) ⋊ α G, provided that G is compact and abelian. Finally in Corollary 3.7 we see that the crossed product of a radical operator algebra by a compact abelian group remains a radical algebra. This strongly contrasts the situation with other non-compact groups (compare with Example 2.16) and shows that the study of the Radical for a crossed product is rich in theorems as well, not just counterexamples.
In our next result, Lemma 3.1, we gather some elementary facts regarding tensor products with the compact operators. Parts of Lemma 3.1 have already been used in the previous section.
Lemma 3.1. Let A be an operator algebra and let K(H) denote the compact operators acting on a Hilbert space H.
(i) If J ⊆ A ⊗ K(H) is a closed ideal, then there exists a closed ideal I ⊆ A so that J = I ⊗ K(H). In particular
and therefore stable isomorphisms preserve semisimplicity.
Proof. Let {ξ i } i∈I be an orthonormal basis for H and let e ij be the rank one operator mapping ξ j to ξ i , i, j ∈ I. Assume that A acts on some Hilbert space H ′ . Then A ⊗ K(H) is generated as an operator algebra by all elementary tensors of the form a ⊗ e ij ∈ B(H ′ ⊗ H), a ∈ A, i, j ∈ I.
To prove (i), fix an i 0 ∈ I. It is easy to see that I ≡ {s ∈ A | s ⊗ e i 0 i 0 = (I ⊗ e i 0 i 0 )S(I ⊗ e i 0 i 0 ), for some S ∈ J } 1 Because of this result, a metatheorem would state that Peters' scheme is the broadest parametrization of ideals available for semicrossed products by Z + .
is the desired ideal. We now verify that Rad A ⊗ K(H) ⊆ Rad A ⊗ K(H) . Let x ∈ Rad A and fix an i 0 ∈ I. It is easy to see that given any A ∈ A ⊗ K(H), there exists a ∈ A so that a ⊗ e i 0 i 0 = (I ⊗ e i 0 i 0 )A(I ⊗ e i 0 i 0 ) and so
. From this it follows that x ⊗ e ij ∈ Rad A ⊗ K(H) , for all x ∈ Rad A and i, j ∈ I. Hence Rad A ⊗ K(H) ⊆ Rad A ⊗ K(H) . Since the reverse inclusion is easy, the proof of (i) is complete. To prove (ii), assume first that A is unital and let a ∈ diag A ⊗ K(H) . Clearly 1 ⊗ e ij ∈ diag A ⊗ K(H) for all i, j ∈ I and so
Since {1 ⊗ e ii } i∈I is an approximate unit for diag A ⊗ K(H) , we are to show that a i,j ∈ diag A, for all i, j ∈ I.
Consider families {b
Then,
and so a i,j = lim n (b (n) ij ) * ∈ A * , as desired. If A is not unital, then one replaces 1 ∈ A with an approximate unit for the C * -algebra diag A consisting of selfadjoint operators and then repeats the same arguments as above by taking limits.
Let (C, G, α) be a C * -dynamical system with G abelian and let
be the isomorphism which implements the Takai duality. If A ⊆ C is a closed subalgebra of C which is left invariant by the action α : G → Aut C, then the proof of Theorem 2.10 shows that
and the restriction of Φ on (A⋊ α G ⋊αĜ establishes the desired equivariance.
Here the crossed product A ⋊ α G is indeed isomorphic to the subalgebra of C ⋊ α G generated by C c (G, A) and similarly for (A ⋊ α G ⋊αĜ.
Our next theorem generalizes and strengthens a result of Gootman and Lazar [16, Corollary 2.2].
Theorem 3.2. Let (A, G, α) be a dynamical system with G a locally compact abelian group. Then the association
establishes a complete lattice isomorphism between the α-invariant ideals of A and theα-invariant ideals of A ⋊ α G.
be the isomorphism guaranteed by Takai duality, which is equivariant for the double dual actionα of G on (C * env (A) ⋊ α G ⋊αĜ and the action α ⊗ Ad ρ : G → Aut C * env (A) ⊗ K L 2 (G) . Let J ⊆ A ⋊ α G be an ideal which is invariant by the dual actionα. Then the ideal J ⋊αĜ ⊆ A ⋊ α G ⋊αĜ is mapped by Φ to an ideal of A ⊗ K L 2 (G) . By Lemma 3.1, there exists an ideal I ⊆ A so that Φ(J ⋊αĜ) = I ⊗ K(H). Notice that since J ⋊αĜ is invariant by the double dual actionα, the ideal I ⊗ K(H) = Φ(J ⋊α G) is invariant by the action α ⊗ Ad ρ (by equivariance). Hence I is invariant by α. Finally, both (I ⋊ α G) ⋊αĜ and J ⋊αĜ are mapped by Φ onto I ⊗ K(H) and so
where
is the other map guaranteed by Takai Duality for the dynamical system (C * env (A) ⋊ α G,Ĝ,α). But this last equation simply means
and so J = I ⋊ α G. Thus the association in (3) is surjective. It is easily seen to be injective as well. The fact that the association in (3) respects lattice operations is verified along similar lines; we do this with the lattice operation of "intersection" and we leave the "closure of the union" for the reader.
Assume that {I k } is a collection of α-invariant ideals of A. We are to prove that
We use again Takai duality by invoking both maps Φ andΦ of (4) and (5) respectively. Indeed notice that
and since the reverse inclusion is obvious, the conclusion follows. Theorem 3.3. Let (G, Σ) be an ordered abelian group with Haar measure µ and let (A, G, α) be a dynamical system. Then there exists a complete lattice isomorphism between theα-invariant ideals of A ⋊ α Σ and the (α ⊗ Ad ρ)-invariant ideals of A ⊗ K(G, Σ, µ).
Proof. Apply Theorem 3.2 to the dynamical system (A⋊ α Σ,Ĝ,α) to obtain a complete lattice isomorphism between theα-invariant ideals of A⋊ α Σ and theα-invariant ideals of A ⋊ α Σ ⋊αĜ.
Consider now the map
of Proposition 2.10 which is equivariant for the double dual actionα : G → Aut (A⋊ α Σ ⋊αĜ and the action α⊗Ad ρ : G → Aut A⊗K(G, Σ, µ) . By equivariance, this map Φ establishes a complete lattice isomorphism between theα-invariant ideals of A ⋊ α Σ ⋊αĜ and the (α ⊗ Ad ρ)-invariant ideals of A ⊗ K(G, Σ, µ). This completes the proof.
Remark 3.4. It is instructive to see how Theorem 3.3 recovers Peters' scheme for parametrizing the gauge invariant ideals of a semicrossed product by Z. Let (A, Z, α) be a dynamical system and let I ⊆ A ⊗ K(Z, Z + , µ) be an (α ⊗ Ad ρ)-invariant ideal. We need to uniquely associate to I a sequence {I n } ∞ n=1 of ideals of A which satisfy (6) I n ⊆ I n+1 ∩ α(I n+1 ), n = 0, 1, . . . .
(In the case where A = C(X ) and α(f ) = f • ϕ −1 , f ∈ C(X ), this is easily seen to lead to a sequence of closed sets satisfying (1) .) The algebra A ⊗ K(Z, Z + , µ) is isomorphic to the collection of all lower triangular infinite matrices A = [{a ij }] i,j∈Z with entries in A, so that the finite truncations [{a ij }] n i,j=−n , n ∈ Z + , approximate A in norm. (Compare with Example 2.4.) Given an (α ⊗ Ad ρ)-invariant ideal I ⊆ A ⊗ K(Z, Z + , µ) we define I ij ⊆ A to be the collection of all (i, j)-entries of I; it is easily seen that each I i,j is an ideal of A. Also letÎ i,j be the subspace consisting of all elements of I with all entries apart from the (i, j)-entry being zero. Clearly the (i, j)-entry ofÎ i,j varies over I ij .
Since (α ⊗ Ad ρ) s (I) = I, s ∈ G, we obtain α s (I n,0 ) = I −s+n,−n , n = 0, 1, . . . .
Thus I n,0 completely determines all other ideals appearing on the nth lower diagonal. By multiplyingÎ n,0 from the left with e n+1,n ∈ A ⊗ K(Z, Z + , µ), i.e., the matrix which is 1 at the (n + 1, n)-entry and 0 elsewhere, we obtain I n,0 ⊆ I n+1,0 , n = 0, 1, . . . and similarly, by multiplyingÎ n+1,1 from the right with e 1,0 we obtain
Putting together these two inclusions we obtain
By setting I n ≡ I n,0 we obtain (6) . Clearly the association between (α ⊗ Ad ρ)-invariant ideals of A ⊗ K(Z, Z + , µ) and sequences {I n } ∞ n=1 satisfying (6) is injective. It is easily seen to be surjective as well.
It is not difficult to extend (6) to arbitrary discrete groups and modify Peters' scheme to hold there, even without appealing to our Theorem 3.3. (The proof requires an argument with a Fejer-type kernel.) Nevertheless nothing like that seems to work when one moves beyond discrete groups; there is neither an obvious substitute for (6) nor a Fejer-type kernel to work with. The use of A ⊗ K(G, Σ, µ) seems to be the only appropriate choice.
In Theorem 3.2 we gave a complete description of all α-invariant ideals for the crossed product A ⋊ α G. Automorphism invariant ideals are a central theme in non-selfadjoint operator algebra theory with most important being the (Jacobson) Radical. Such ideals have been studied extensively [14, 15, 27, 35, 28, 29] .
The following is immediate from Theorem 3.2.
Corollary 3.5. Let G = (A, G, α) be a dynamical system with G a locally compact abelian group. Then there exists an α-invariant ideal
One would hope that J G = Rad A but as we saw in the previous section, this fails in many ways. The relation between J G and Rad A is one of the main themes of this paper. If G is discrete one can easily see that J G ⊆ Rad A, with the inclusion being proper in certain cases. In the case of a compact group, the situation reverses. Theorem 3.6. Let G = (A, G, α) be a dynamical system with G a compact abelian group. Then there exists an α-invariant ideal J G ⊇ Rad A so that
Proof. In light of Corollary 3.5, we have that Rad A ⋊ α G = J G ⋊ α G for some ideal J G ⊆ A; we only need to verify that Rad A ⊆ J G .
SinceĜ is discrete, there exists ideal I ⊆ Rad A ⋊ α G so that
Consider the isomorphism
guaranteed by Takai duality and notice that
by Lemma 3.1 (i). Hence
and since Φ is an isomorphism,
SinceĜ is discrete, we obtain
However, I ⊆ Rad A ⋊ α G and so
By another application of Takai duality Rad A ⊆ J G , as desired.
The following contrasts strongly Example 2.16.
Corollary 3.7. Let G = (A, G, α) be a dynamical system with G a compact abelian group. If A is a radical Banach algebra, then A⋊ α G is also a radical Banach algebra. Theorem 3.8. Let A be a unital operator algebra and α : G → Aut A be the continuous action of a compact abelian group. Then
By way of contradiction assume that the above inclusion is proper. Both diag A ⋊ α G and diag A ⋊ α G are invariant by the dual actionα when considered as subalgebras of C * max (A) ⋊ α G. Since they are distinct,
Now we examine separately each side of (7) under the action of the isomorphism
guaranteed by Takai duality.
For the left side, we apply Takai duality for the C * -dynamical system (diag A, G, α) and we obtain
by Lemma 3.1.
For the right side of (7) notice that sinceĜ is discrete, [22,
By comparing sides we have
But this contradicts (7) and the conclusion follows.
Radically tight dynamical systems
Trying to describe the Radical of an operator algebra is not an easy job and the literature of non-selfadjoint operator algebras is dotted with such, sometimes remarkable, efforts. We do not expect the situation to be any easier with crossed products. Quite the opposite actually and the evidence perhaps can be seen in the proof of [22, Theorem 6.9] .
Nevertheless our previous investigations suggest a different approach regarding the Radical. Indeed, as we saw in Corollary 3.5 of the previous section, even though we have Rad
This leads to the following definition. A dynamical system (A, G, α) where G is a locally compact group is said to be radically tight if and only if
The idea in general is that we don't attempt to describe the Radical of a crossed product but instead we try to verify one of its attributes in the hopes that it says something about the dynamical system. So far we have seen two important classes of radically tight dynamical systems:
(i) (A, G, α) with A semisimple and G discrete abelian (ii) (A, G, α) with A radical and G compact abelian. The objective of this section is to provide another class of radically tight dynamical systems. This is done in Theorem 4.8. In particular, we turn now to crossed products of TAF algebras. As was seen in [22] , this is a particularly tractable class of operator algebras to study.
An approximately finite-dimensional (AF) C * -algebra is the direct limit of finite-dimensional C * -algebras, A = lim − → (A n , ϕ n ). We restrict to the case of regular embeddings, without loss of generality we will assume that matrix units are mapped to sums of matrix units. For each n ∈ N assume A n ⊂ A n is the subalgebra of upper triangular matrices and that ϕ n (A n ) ⊆ A n+1 .
The subalgebra A = lim − → (A n , ϕ n ) of A is called a strongly maximal triangular AF algebra or strongly maximal TAF for short. If A n = M kn and A n = T kn then A is called a uniformly hyperfinite (UHF) algebra and A is called a strongly maximal triangular UHF or TUHF algebra. In this strongly maximal case, there is a well behaved diagonal C = A ∩ A * of A which is also given as a direct limit C = lim − → (C n , ϕ n ) where C n = A n ∩ A * n .
A detailed source for such limit algebras is Power's book [32] . In the context of this paper, we will be working with strongly maximal TAF algebras with regular ( * -extendable) embeddings as outlined in the previous paragraphs.
This class, in particular the TUHF case, is particularly tractable when dealing with crossed products since its automorphisms have a nice structure. Let
be a strongly maximal TUHF algebra with regular * -extendable embeddings. If α is a completely isometric automorphism of A then it extends to a * -automorphism of A because A = C * env (A), since it is simple. By the theory in [32] , for each n there is a diagonal unitary λ n ∈ C and an integer N ≥ n such that λ n α| T kn λ * n : T kn → T k N is a regular * -extendable embedding taking matrix units to sums of matrix units. Of course, when dealing with projections we do not need to consider the action of this diagonal unitary since it goes away.
While the Radical still remains quite elusive in the class of TAF algebras, semisimplicity in the strongly maximal case was characterized by Donsig [14, Theorem 4] . This condition is known as Donsig's criterion and says that a strongly maximal TAF algebra A is semisimple if and only if every matrix unit e ∈ A has a link, that is, eAe = {0}. Conversely, a matrix unit e ∈ A will be called linkless if eAe = {0}.
In [19] , Hudson studied many different ideals and radicals in TAF algebras. He showed that the closed span of the linkless matrix units is in fact an ideal, called the linkless ideal, which is the smallest of all the radicals [19, Theorem 4.1]. He also gave examples in the TAF class showing which radicals differed.
In the spirit of Hudson's paper, the following theorem is an extension of Donsig's criterion for TUHF algebras and completely characterizes the Radical as the linkless ideal. By contradiction assume that there is a matrix unit e (km) i 0 ,j 0 ∈ T km ⊂ A such that for every n ∈ N there is a matrix unit e
is a sub-partial isometry of e (km) i 0 ,j 0
, and
which is the same as
Now for each n ∈ N let 1 ≤ s n ≤ k m+n be the smallest number such that
that is, the first subprojection of the source projection. Similarly, let 1 ≤ r n ≤ k m+n be the biggest number such that
, the last subprojection of the range projection. In particular, this gives that s n ≤ j n and r n ≥ i n . Combining this we get that
. Now, T 0 AT 0 = {0} and by the inductivity of this closed subspace it is generated by its matrix units. Thus, there exists a matrix unit S 1 such that
and similarly e
. This gives that
In this way, recursively find matrix units T l+1 , S l+1 such that T l+1 = T l S l+1 T l for l ≥ 1. Donsig [14, Theorem 3] proves that such an arrangement implies that T 0 = e (km) i 0 ,j 0 / ∈ Rad A, a contradiction. Namely, he shows that T 0 l≥1 2 −l S l is not quasinilpotent.
One should ask if this is also true for TAF algebras in general. In fact, the Radical cannot be described this way as will be seen in the following example (cf. and so = 0 ∈ A n . In a similar manner as before one can show that
Therefore, (eb) 3 = 0 for every b ∈ A and so e ∈ Rad A, but e can never be written as a finite sum of linkless matrix units.
We now need a few lemmas before proceeding to show the main result of this section, that (A, G, α) is radically tight in the case of a strongly maximal TUHF algebra and a discrete abelian group. The following lemma is internally proved in [22, Theorem 6.9] but we will provide the proof below for convenience.
Lemma 4.4. Let (A, G, α) be a dynamical system with A a strongly maximal TAF algebra and G a discrete abelian group. If a / ∈ Rad(A ⋊ α G) then there exists g ∈ G such that aAα g (a) = {0}.
Proof. Fix a / ∈ Rad(A ⋊ α G). Suppose, by contradiction, that for all g ∈ G we have that aAα g (a) = {0}. Then for any n ∈ N, b 1 , . . . , b n ∈ A and
Therefore, by continuity, (ac) 2 = 0 for every c ∈ A⋊ α G and so a ∈ Rad(A⋊ α G), a contradiction.
Lemma 4.5. Let (A, G, α) be a dynamical system with A a strongly maximal TUHF algebra and G a discrete abelian group. If e (n) i,j ∈ T n ֒→ A is a matrix unit that is not in the Radical then for any N > n such that
Proof. By contradiction, assume that e (N )
since it is an ideal. Thus, e (n)
Now we turn to a lemma that originates from [34] and allows us to do index chasing arguments. Proof. We will need many more indices than in the statement of the lemma. Namely, by the regularity of ϕ, for every 1 ≤ k ≤ n, let I k = {i k,1 < i k,2 < · · · < i k,m/n } ⊂ {1, . . . , m} such that
As well, for every 1 ≤ k < l ≤ n, there are indices I k,l = {i (k,l),1 , . . . , i (k,l),m/n } and J k,l = {j (k,l),1 , . . . , j (k,l),m/n }, m/n element subsets of {1, . . . , m}, such that
While one does not specify an order of the indices in the I k,l and J k,l subsets we do have that since ϕ(e (n) k,l ) is strictly upper triangular then (8) i
k ) then I k,l = I k . So for any 1 ≤ r ≤ m/n we have that i l,r > i l,s for 1 ≤ s < r by definition and each of these i l,s is strictly bigger than a unique index in I k by (8) . Thus, i l,r is strictly bigger than r indices in I k and so is bigger than the rth biggest index, that is,
Repeated uses of (9) gives that
which in turn implies that
So i k 1 must appear before (n−k+1)m/n = n−(k−1)m/n indices, including itself, which means that
Similarly, repeated uses of Equation 9 give that
The last lemma is a technical argument that sets up a contradiction in the theorem. These proofs have their roots in and Theorem 4.8 supersedes [22, Theorem 6.12].
Lemma 4.7. Let (A, G, α) be a dynamical system with A a strongly maximal TUHF algebra with regular * -extendable embeddings and G a discrete abelian group. Suppose there is a matrix unit e (n)
i,j Ae 
i ) = {0}. By inductivity there exists an n 1 > n such that e (n)
is , α g (e (n)
, and e (n)
where all indices are given in increasing order. From e (n)
So, by Lemma 4.4 there exists h ∈ G such that e
where all indices are given in increasing order. By hypothesis, e
since there cannot be any links between subprojections of unlinked projections. In particular,
which implies by (12) that
Furthermore, by the definition of h we have that e
By Lemma 4.6 applied to e (n 1 ) j 1 and the regular embedding T n 1 ֒→ T N we have that (16) 
Similarly, Lemma 4.6 applied to e (n 1 ) j 1
and the regular embedding α h : T n 1 → T N we have that (17) (j 1 )
Combining (14), (15), (16) , and (17)
This ordering of indices is what will allow us to produce the desired results of the lemma.
Let N and g be as above and let k = (i n 1 /n ) N/n 1 , l = (j 1 ) 1 , and m = (j 1 ) N/n 1 . And so, by (18) and the previous equation and the very last index of each summation when embedded into T n 3 must be equal, namely by (19) ((i n 1 /n ) N/n 1 ) ′ n 3 /N = (i ′ n 1 /n ) n 3 /n 1 . Now, j 1 ≤ i ′ n 1 /n by (11) and so e (n 1 ) j 1 ,i ′ n 1 /n ∈ T n 1 . Thus, after embedding this partial isometry into T n 3 , ignoring any diagonal unitary element picked up from α g , we have that ((j 1 ) N/n 1 ) 1 < (i ′ n 1 /n ) n 3 /n 1 , that is, the first subprojection of e (n 1 /n) j 1 precedes the last subprojection of e (n 1 /n) i ′ n 1 /n . In other words, e (n 3 ) ((j 1 ) N/n 1 ) 1 ,((i n 1 /n ) N/n 1 ) ′ n 3 /N = e (n 3 ) ((j 1 ) N/n 1 ) 1 ,(i ′ n 1 /n ) n 3 /n 1 ∈ T n 3 .
Therefore, by (19) Theorem 4.8. Let (A, G, α) be a dynamical system with G a discrete abelian group and A a strongly maximal TUHF algebra with regular * -extendable embeddings. Then (A, G, α) is radically tight.
Proof. By Corollary 3.5, the result will be established if we can show that Rad A = Rad(A ⋊ α G) ∩ A.
By way of contradiction, assume that the above equality fails. By inductivity, there is a matrix unit e ∈ Rad A ∩ T n such that e / ∈ Rad(A ⋊ α G). By Theorem 4.2 there exists an m ≥ n such that if e = m/n i=1 e i ∈ T m ⊂ A then e i Ae i = {0}, for 1 ≤ i ≤ m/n. If all e i ∈ Rad(A ⋊ α G) then so is e. Thus, there exists 1 ≤ i ≤ m/n such that e i / ∈ Rad(A ⋊ α G).
Starting over with the notation, we know now that there exists a matrix unit e (n) i,j ∈ T n ⊂ A such that e Lastly, e
(n 1 ) m T n 2 α g (e (n 1 ) k ) = {0} and so (20) gives that
Using Lemma 4.6 on e (n 1 ) l with embedding T n 1 ֒→ T n 2 gives, by (20) that (24) ln 2 /n 1 ≤ l n 2 /n 1 .
And similarly, using Lemma 4.6 on e (n 1 ) l with embedding α g : T n 1 → T n 2 gives, by (20) , that (25) l ′ 1 ≤ (l − 1)n 2 /n 1 + 1 Finally, combining (24) , (21) , (23) , (22) , and (25) gives that ln 2 /n 1 ≤ l n 2 /n 1 < m 1 ≤ k ′ n 2 /n 1 < l ′ 1 ≤ (l − 1)n 2 /n 1 + 1, which is a contradiction. Therefore, Rad A = Rad(A⋊ α G)∩A and (A, G, α) is radically tight.
Combining Theorems 4.2 and 4.8 we get. Corollary 4.9. Let (A, G, α) be a dynamical system wit G a discrete abelian group and A a strongly maximal TUHF algebra with regular * -extendable embeddings. Then Rad(A ⋊ α G) = span {eU g : e ∈ A, eAe = {0}, g ∈ G} .
Remark 4.10. One should note that the Radical being equal to the linkless ideal for a strongly maximal TAF algebra does not imply that any dynamical system it is in with a discrete abelian group is radically tight. A counterexample to this is [22, Example 6.8] .
