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Introduction
All the information about inheritance, disease and individualty are contained in
the specific sequence of four different types of molecules called bases, specifically
Adenine, Thymine, Cytosine and Guanine. Each one of these bases is attached to
a sugar phosphate backbone to form a nucleotide the simple unit of a DNA strand,
the blueprint of life of any organism.
Since the discovery of the double-helix structure of DNA, widespread research has
been focused on the development of technologies suitable to sequence the human
genome to discover the genetic risk factors affecting certain individuals in order
to be able to personalize the treatments associated with complex human diseases
over the genetic map of the single patient. To reach this goal one should be able
to sequence a complete human genome at a very low cost.
Since the first draft of the human genome in 2004 within the Humane Genome
Project (HGP), great effort has been pushed to develop faster and cheaper tech-
nologies applicable to DNA analysis but we still far from accomplish the target of
sequencing a human genome for less than $1000.
Nano-scaled devices have been profused to replace the conventional biochemistry
platforms to realize this ambitious goal. These nanopore devices, either biological
or synthetic, have been studied for more than a decade but despite appreciable
progress, it has not been proved to electrically sequence a DNA strand.
New sap to this field has been provided by the discovery of a graphene in 2004.
Its one-atom thickness combined with its remarkable mechanical and electrical
properties make graphene the ideal candidate material that could scan a DNA
strand one nucleotide at a time.
1
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In this thesis we have investigated the response of graphene nanopores at the
translocation of charged particles exploting different detection methods in order to
evaluate this sensors for the proposed target.
In Chapter 1 we briefly review the methods used for DNA sequencing starting
from the Sanger method which has transformed the biochemistry world and then
describing and highligthing the features of some of the commercial platforms present
in the market.
In Chapter 2 we present the major findings in the field of nanopore devices. Both
biological and solid-state nanopores are mentioned, underlining the differences
and the features of these two kinds of nanopores as well as illustrating the most
interesting results obtain thus and future trends of this vibrant field of research.
In Chapter 3 we describe the physical models used to describe the electrolyte
environment and the graphene membrane in our calculations, and the simulation
programme implemented to numerically simulate these nano-scale systems.
In Chapter 4 we show the results of our computations for different nanopore
geometries, types and buffer concentrations.
Chapter 1
Sequencing Technology Overview
The sequencing process can be broadly outlined as a four-step procedure that
requires (Fig. 1.1) [1, 2]:
i) DNA isolation: isolation of the strand of DNA that needs to be sequenced;
ii) Sample Preparation: the DNA must be replicated and broken in Sseveral
very short strands;
iii) Sequence Production: this step can combine different components such
as chemical elongation, elctrophoresis process, optical readout;
iv) Assembly and Analysis: sequence finishing which involves the post-
processing and reassembly of the short data reads to obtain the complete
sequence of the original strand.
The suite of instruments, disposables, protocols and methods involved in the
sequencing process characterize one sequencing technology with respect to another
and as a consequence the type of data produced by each platform.
Since the early 90s, the majority of DNA sequence production has relied on some
implementation of the Sanger biochemistry. In 1977 Sanger and collegues reported
the first method to determine the order of nuclueotides of a DNA strand [3], a
revolutionary landmark that has transformed molecular biology and - thanks to
decades of continuous and unceasing improvements - has given us the first draft of
the human genome. In 2003, in an industrial and high throughput configuration,
3
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Figure 1.1: Sequencing process steps. Figure extracted from [1]
this historical milestone was eventually achieved at an estimated cost of $2.7 billion
and a 13 year effort within the Human Genome Project (HGP).
The completion of the reference sequence of the human genome did not mark
the end of this collaborative research project. Instead, in the wake of the HGP,
DNA sequencing techniques have experienced tremendous improvements and by
comparison in 2008 the sequencing of a whole human genome was performed in a
5-month period at a price tag of approxymately $1.5 million [4].
Over the past ten years, completely new strategies for DNA sequencing have been
studied and developed into novel commercial platforms. This massive research
effort has been fueled due to new incentives emerging on at least four different
levels [5]:
• few remaining strategies of optimization of conventional DNA sequencing
techniques that could lead to a significant cost reduction;
• the potential utility of short-read sequencing thanks to the availability of
complete gene maps of all major organisms;
• a broad range of biological phenomena can now be assessed by high-throughput
DNA sequencing exploiting a growing number of novel methods at the molec-
ular scale;
• substantial progresses across disparate fields including microscopy, nucleotides
biochemistry, polymerase engineering, bioinformatics and others offer new
viable methods of DNA sequencing.
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1.1 Sanger Method
The basis for Sanger sequencing is the polymerase chain reaction (PCR) in combina-
tion with dideoxynucleotide thriphosphate analogs (ddNTPs, where N stands for A,
C, T, G). The key principle of the Sanger method is the use the dideoxynucleotides
thriphosphate to prematurely terminate the elongation reaction.
The sequencing biochemistry takes place in a cycle sequencing reaction, starting
from a DNA strand to be sequenced, called the template, to which a primer is
added that is complementary to part of the template. The target DNA sample
is loaded into four separate reaction buffers, each containing the four standard
deoxynucleotides (dATP, dGTP, dCTP, dTTP), the DNA polymerase extending
the sequence starting from the primer, and one of the four dideoxynucleotides at a
lower concentration than the standard deoxynucleotides (Fig. 1.2).
Figure 1.2: Principle of the Sanger Method. Figure extracted from [3].
The extension process is shown in Fig. 1.3 and explains how the stochastically
incorporation of a ddNTP causes the interruption of the DNA elongation synthesis.
ddNTPs are chemically modified with respect to deoxynucleotides so that the
3’-OH group is removed and substituted with a hydrogen atom that is unable to
partecipate in the chain elongation reaction with the incoming nucleotide. The
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ratio dNTP/ddNTP determines the frequency of chain termination and hence the
distribution of lenghts of the terminated chains [6].
Figure 1.3: Diagram showing standard DNA synthesis (a) and a chain ter-
minated by the addition of a dideoxynucleotide chain terminator (b). Figure
extracted from [7].
The chain terminator ddNTPs convert the DNA sequence information into length
information of DNA fragments: the label on the terminating ddNTP of a given frag-
ments tells us the identity of the nucleotide occupying the terminal position of the
complementary strand. Sequence is determined by high resolution electrophoretic
separation of the end-labeled extension products (one can use either fluorescently
tagged dideoxynucleotides or fluorescently tagged deoxynucleotides) in a capillary-
based polymer gel. Laser excitation of fluorescent labels as fragments pass through
the detection region, provides the readout represented in a sequencing trace, then
translated in a DNA sequence by specific softwares thus large overlapping sequences
are required in order to match up the short DNA strands.
The Sanger biochemistry can achieve read-lengths of up to ∼1000 base pairs (bp),
and per-base “raw” accuracies as high as 99.999% (base-calling accuracy drops as
read length increases) at a costs on the order of $0.50 per kilobase [5].
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1.2 Second-generation DNA Sequencing
Starting from 2005 with the launch of the first massively parallel platfrom, DNA
sequencing approach has been dramatically changed due to novel techniques provid-
ing higher speed and throughput. In this relatively short time frame prompted by
the need for cheaper and faster genome sequencing, a variety of new platforms have
emerged from different manufactures introducing the so called “next-generation”
sequencing (NGS) technologies that have achieved tremendous success in the field
of decoding human genome toward discovery of variants [8, 9].
Although different for what concerns the sequencing biochemistry and array gen-
eration, the NGS platforms share some common traits that make them radically
different from the Sanger-based capillary sequencer. For instance, one of the main
advantages of these platforms is that they require fewer and simpler preparatory
steps than for Sanger sequencing. They do not rely on a bacterial cloning step
followed by DNA isolation, rather sequencing begins with the production of a
library formed by specific adapters. Secondly, since most imaging systems cannot
discriminate single fluorescent events, the library fragments are amplified and
spatially separated in situ on a solid surface inside a flow cell in order to produce
sufficient signals for detection by the instrument’s optical readout system and at the
same time allowing thousands to billions of sequencing reactions to be performed
simultaneously [10].
These instruments perform sequencing as an orchestrated stepwise reaction series
consisting of repeated cycles of polymerase-mediated nucleotide extensions or, in
one format, by iterative cycles of oligonucleotide ligation, that are performed and
detected automatically [5, 8, 11].
NGS platforms have contributed to reduced the cost per base by several orders of
magnitude with respect to Sanger sequencing.
1.2.1 The 454 Genome Sequencer FLX Instruments
The first next-generation sequencing platform available on the market was the
GS 20 instrument in 2005, developed by 454 Life Sciences. In 2007, Roche Applied
Science acquired 454 Life Sciences and commercialized the second version of the
454 instrument, the GS FLX.
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The 454 technology is based on the technological combination of pyrosequencing
[12, 13] - a shotgun sequencing procedure - and emulsion PCR [14]. In Roche/454
approach, short library fragments, of several hundred base pairs in length, are
created by the nebulization or sonication of longer DNA samples. These fragments
are then end-repaired and ligated with specific adapters oligonucleotides which
cause the binding of one fragments to a bead (Fig. 1.4).
Figure 1.4: DNA Fragmentation and ligation with adapters. Figure extracted
from [15].
Each bead carries a unique single-stranded library fragment. The beads are
compartmentalized into water-in-oil micelles, where emulsion PCR is carried out
for fragment amplification: this step is necessary in order to have sufficient light
intensity for a reliable detection. After amplification, the emulsion is disrupted,
and the beads, now containing millions of copies of each library fragments(Fig.
1.5).
Figure 1.5: Library attachment to DNA capture beads and emulsion PCR
amplification. Figure extracted from [15].
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Upon the completion of the PCR amplification cycles and after denaturation, each
bead with its one amplified fragment is placed inside a picotiter-plate (PTP) which
consists of a fused silica capillary structure allowing for only one bed for well at
the top end of an etched fiber in an optical chip (Fig. 1.6).
In the next step polymerase enzyme and primer are added to the beads, and one
unlabeled nucleotide only is supplied to the reaction mixture to all beads on the
chip. Each pyrosequencing incorporation of a nucleotide complementary to the
template strand by the DNA polimerase results in the release of a pyrophisphate
that triggers a series of downstream reactions yielding to a chemiluminescent
light signal proportional to the number the nucleotides incorporated, which is
transmitted through the fiber-optic plate and recorded on a charge-coupled device
camera (CCD).
Knowing the identity of the nucleotide supplied in each step and the corresponding
coordinates of the specific well, the presence of a light signal indicates the next
base incorporated into the sequence of the growing DNA strand.
A major limitation of the 454 technology relates to homopolymers (consecutive
instances of the same base) because there is no terminating moiety preventing
multiple consecutive incorporations at a given cycle. The length of all homopolymers
must be inferred from the signal intensity. If compared to other NGS platforms, the
main advantage of the 454 platform is read-length (400-500 bp) which is a critical
parameter for certain application such as de novo assembly and metagenomics, yet
it cannot reach the very-high throughoput the other platforms provide. Currently
the per-base cost of sequencing with the 454 platforms is relatively high [5].
Figure 1.6: Loading of the beads onto the PicoTiterPlate device and pyrose-
quencing chemistry. Figure extracted from [15].
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1.2.2 Illumina Genome Analyzer
Illumina Genome Analyzer was initially developed and first commercialized by
Solexa in 2006 and then acquired by Illumina in 2007. The instrument’s key
principle is on the basis of sequencing-by-synthesis chemistry, with novel reversible
terminator nucleotides for the four bases and a special polymerase enzyme able
to incorporate these. It finds its origin in the works by Turcatti and colleagues
[16, 17].
The Illumina Genome Analyzer uses a flow cell consisting of an 8-channel optical
transparent glass microfabricated slide (such that eight independent libraries can be
sequenced in parallel during the same instrument run) with bounded oligonucleotide
anchors (Fig. 1.7).
DNA fragments, of several hundred base pairs in length, are ligated at both ends
to library adapters complementary the the anchors attached to the inner surfaces
of the slide. Each single-stranded fragment, immobilized at one end on the surface,
is amplified by the use of a bridge amplification reaction which relies on captured
DNA strands “arching” over and hybridizing to an adjacent anchor oligonucleotide.
In the mixture containing the PCR amplifications reagents, the adapters on the
surface act as primers for the following PCR amplification. After denaturation and
a subsequent chemical cleavage reaction and wash, the clusters result immobilized
randomly at one end to the inner surface of the flow cell. Several PCR cycles are
repeated so that random clusters of about ∼ 1000000 copies of single-strand DNA
fragments are created in order to get a reliable light intensity.
The reversible dye terminator sequencing reaction mixture contains primers, four
reversible terminator nucleotides (blocking the extension at the 3’-OH positions
allows only a single-base incorporation to occur in each cycle) each labeled with a
base-unique chemically cleavable fluorescent dye and the DNA polymerase. After
single base-extension and an image acquisition step, a chemical cleavage removes
the 3’ blocking group to set up for the next incorporation cycle (Fig. 1.8).
This series of steps is repeated for ∼ 150 nucleotide addiction reaction. Read-
lenghts of 35bp are routine while longer reads, although feasible, incur a higher
error rate predominantly due to substitution errors (i.e. an incorrect nucleotide
identity is assigned to the base). Mate-paired reads have recently been enabled [5].
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Figure 1.7: Bridge PCR amplification. Figure extracted from [18].
1.2.3 Applied Biosystems ABI SOLiD System
The ABI SOLiD sequencing system was introduced in 2007. This technique relies
on the approach developed by Church [19] that reports the resequencing of the
Escherichia coli genome.
Sample preparation shares similarities with the 454 technology: the whole genome
DNA is randomly fragmented and two adapters are ligated at the 5’ and the 3’
ends of the DNA fragments generated, and then bound to beads. A water droplet
in oil emulsion contains the amplification reagents, after denaturation the beads
are deposited onto a glass support surface.
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Figure 1.8: Sequencing is initiated with addition of primer, polymerase and 4
reversible dye terminators. Postincorporation fluorescence is recorded. The fluor
and block are removed before the next synthesis cycle. Figure extracted from
[11].
The ABI SOLiD platform is peculiar because of its unique sequencing protocol
of the amplified fragment (Fig. 1.9). In a first step, primers hybridize to the
adapter with in the library template. Next, a mixture of oligonucleotides octamers
is added, each octamer consisting of 2 probe-specific bases (one of 16 possible
2-base combinations - i.e AG, CT, GG and so forth) followed by 6 degenerate bases
and attached with one of 4 fluorescent labels.
The probes compete for annealing to the template sequences immediately adjacent
to the primer. After annealing, a ligation step is performed, followed by wash
removal of unbound probes. Following ligation, the fluorescent label is first detected
via an imaging step and then enzymatically removed together with the three
last bases of the octamer. Multiple cycles of ligation, detection and cleavage
are performed with the number of cycles determining the eventual read length.
Following a series of ligation cycles, the extended primer is denaturated to reset the
system and and a new sequencing primer offset by 1 base in the adapter sequence
(n-1) is annealed for a second round of ligation cycles. Five rounds of primer reset
are completed for each sequence tag.
Through the primer reset process, virtually every base is queried twice in two
independent ligation cycles by two different primers such that miscalls can be easily
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Figure 1.9: Applied Biosystems SOLiD sequencing by ligation. Figure extracted
from [11].
identified.
The achieved sequence read legth is quite short (∼35 bases), sequences can be
determined in parallel for more than 50 million bead clusters, resulting in a very
high throughput.
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1.3 Single-molecule DNA sequencing
NGS platforms represent a huge step forward with respect to the Sanger-based
DNA sequencing in term of per-base cost reduction and high throughoput. Yet,
they show some drawbacks: PCR amplification has revolutionized DNA analysis,
but in some cases it may introduce base sequence errors while preforming the library
construction step as well as favour certain sequences over others thus changing the
relative frequency and abundance of various DNA fragments.
Ultimate miniaturization into the nanoscale, and the minimal use of biochemicals,
would be achieved if the sequence could be determined directly from a sigle DNA
molecule [9].
Single-molecule DNA sequencing represents a new emerging wave of sequencing
technologies that relies on base-specific features of the four bases, such as size or
optical (fluorescence), electrical and magnetic properties of each nucleotide, to de-
termine the base sequence of an individual DNA strand. In the following section we
briefly review single-molecule techniques classified as fluorescence sequencing while
we refer to Table 1.1, and [9] for further information concerning the performance
and a comparison between NGS ans Single-molecule platforms.
1.3.1 Helicos BioSciences - True Single Molecule Sequenc-
ing
This single DNA molecule technique is described in the work of Quake et al. [20],
and licensed by Helicos Biosciences. This method is based on cyclic interrogation
of a dense array of sequencing features, with no requirement of clonal amplification,
dramatically lowering the cost of individual genomic and genetic analysis.
The library preparation starts with the fragmentation of the original DNA strands,
then the double-helix is melted into single strand and it terminates upon the
addiction of a polyA tail. Billions of these single DNA molecules are captured and
anchored in random positions on a proprietary surface (a glass cover slip in a flow
cell) covered with poly-T oligomers.
A sequencing-by-synthesis step follows. Fluorescently-labeled nucleotides are added
one at a time and incorporated into the growing complementary strand by a
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Figure 1.10: After hybridization of modified genomic DNA to oligo dT capture
primers inside the flow cell, acquisition of template positions, and cleaving the
fluorescent templated lablel, the tSMS process is a cyclical process involving
multiple rounds of (1) synthesis using labeled nucleotides, (2) washing, (3)
imaging, and (4) cleaving the fluorescent label until the desired read length is
achieved. Figure extracted [21].
DNA polymerase enzyme, resulting in template-dependent extension of the surface-
immobilized primer-template duplexes. Unused nucleotides are washed away and a
highly sensitive fluorescence detection system captures images tiling the full array.
Subsequent chemical cleavage and release of the fluorescent label are needed to
permit the subsequent cycle of extension and imaging.
The raw sequencing accuracy can be substantially improved by a two-pass strategy:
in the first pass, a template is sequenced as usual, then the primers are melted off
and the same template is sequenced a second time. Second, the accuracy was at
first compromised by the polymerase adding additional bases of the same identity
in a homopolymeric stretch in a given dNTP addition. Helicos has since developed
proprietary labeled dNTPs, termed ’virtual terminators’ which the company reports
reduce polymerase processivity so that only single bases are added.
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Figure 1.11: An image taken by the HeliScope Single Molecule Sequencer.
Figure extracted [21].
The tSMS technology may be limited to the analysis of short DNA fragments
(∼30-35 bases up to 55).
1.3.2 Pacific Biosciences - Single-Molucule Real-Time Se-
quencing
Pacific Bioscences is developing a transformative single-molecule real-time (SMRT)
DNA sequencing technology combining nanotechnology with molecular biology and
highly sensitive molecular detection.
This method is based on the natural DNA synthesis by a DNA polymerase with
phospholink nucleotides attached to the bottom surface of a zero mode waveg-
uides (ZMWs) and by imaging the continuous incorporation of these dye-labeled
nucleotides. When the DNA polymerase naturally encounters the nucleotide com-
plementary to the next base in the template, the former incorporates the latter
into the growing primer strand and advances to the next base and the process
continues to repeat.
In contrast to most sequencing-by-synthesis methods, the phospholinked nucleotides
of SMRT sequencing carry their fluorescent label on the terminal phosphate rather
than the base, thus, as a natural step in the synthesis process, the DNA polymerase
cleaves the phosphate chain upon each incorporation of a new nucleotide.
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The raw accuracy was reported to be around 83% but the authors claim that
sequencing the same template 15 times could improve the accuracy up to 99%,
which would increase on the other end the time and cost of sequencing [23].
Performing circular consensus sequencing several times could also improve accuracy
and read lengths.
Chapter 1. Sequencing Technology Overview 18
Figure 1.12: Pacific Biosciences sequencing technique Figure extracted from
[22].
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Chapter 2
Nanopores Sensors for Nucleic Acid
Analysis
Over the last decade, the nanopore-based technique has emerged as a promising
method to overcome the main limitations that affect NGS technologies such as
biochemical labeling, extensive sample preparation and massive data processing
due to the short reads [2].
Nanopore sequencing is a single-molecule approach which in principle could elimi-
nate the needs of error-prone amplification, library formation and surface immo-
bilization of the analytes, reduce the computational load and promise to support
very long read lenghts and high throughput [27–29].
The principle of nanopore sequencing is analogous to that of a Coulter counter [30]
or resistive pulse technique, now a commonly used device for obtaining complete
blood cell counts. Nanopores are nanometer sized apertures either embedded
in biological membranes or fabricated in solid-state membranes separating two
acqueous reservoirs (cis and trans chamber) filled with a conductive electrolyte.
Charged molecules are electrophoretically driven through the pore under an applied
electric potential generating a steady-state ionic current commonly referred as
“open pore” current. As the analyte of interest passes through the aperture, the
ion flux across the pore is subjected to discrete fluctuations of specific duration
and amplitude revealing useful information about the structure, size, concentration
and dynamic motion of the particular molecule.
20
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In 1996, Kasianowicz and collaborators first proposed the use of the biological
α-haemolysin nanopores for DNA sequencing [31] when they were able to demon-
strate that single-stranded polynucleotide molecules (i.e. ssDNA and ssRNA) can
electrophoretically translocate through biological nanopores pulled by the negative
charges of the phosphate groups. Early studies performed by the same group have
shown that α-haemolysin nanopores can indeed discriminate between different
ssRNA homopolymers [32], as well as poly-A and poly-C DNA strands [33].
These early findings have fueled the research on understanding the biophysics of
single-molecule transport through biological and later solid-state nanopores with
the aim of inferring the DNA base sequence by monitoring the time-dependent
shifts of the ionic current, that will depend on which nucleotide or base is inside
the nanopore at a certain time.
E
A
Trans
Cis
Figure 2.1: α-haemolysin nanopore
Chapter 2. Nanopores Sensors fro Nucleic Acid Analysis 22
In the following sections we limit ourselves to highlight some of the more repre-
sentative contributions achieved thus far in nanopore sequencing and to outline
its recent trends. This brief review is by no means exaustive of the plethora of
publications available in the literature about this vibrant field of research. For
more in-depth information we refer the readers to more complete reviews published
over the years [7, 27, 34–37].
2.1 Biological Nanopores
Nanopores and nanochannels can be easily found in nature in any biological
cell playing a vital role in cellular processes as they regulate the flow of ions and
molecules into and out of the cell and the intracellular communication and signaling
between subcellular structures. Cells can produce a large numbers of biological
nanopores with atomic level of precision not reproducible by the semiconductor
industry and with remarkable heterogeneity in terms of size and composition.
The protein α-haemolysin, a toxin secreted by Staphylococcus aureus bacterium,
is widely used as the transmembrane channel of choice to study DNA transport
through biological nanopores. The α-haemolysin protein has a robust structure,
lacks any moving parts [38] and can insert spontaneously a lipid bilayer substrate
[39].
(a) (b)
Figure 2.2: 2.2(a) α-haemolysin nanopore [40]. 2.12(b) cross-sectional view of
an MspA pore with DNA passing through it [41].
The channel consists of a vestibule with a 4.6nm-wide nanocavity connected to a
∼2nm wide and ∼5nm long β-barrel which necks to just 1.4nm at the junction
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between the β-barrel and the vestibule (Fig. 2.2(a)). Hence, only ssDNA can
pass through the α-haemolysin nanopore.
However, the β-barrel can be filled by up to 10-12 nucleotides at a time all of which
contribute in the pore current modulation therefore precluding to discriminate the
contribution of the single nucleotide that occupies the 1.4nm constriction.
Moreover, ssDNA moves through the nanopore at remarkably high velocity (∼
nucleotide/µs) under typical experimental conditions. Only a small number of
ions (as few as ∼ 100) are available in the nanopore to correctly identify any given
nucleotide, so the small changes in the ionic current are likely to be overwhelmed
by thermodynamic fluctuations in the number of charge carriers and the position
of the nucleotide inside the pore making sequencing of freely translocating ssDNA
using α-haemolysin unfeasible [27].
Figure 2.3: Artifcially engineered α-haemolysin nanopores via (A) amino acid
replacement, (B) attachment of a ligand-terminated PEG chain to an engineered
cysteine residue and (C) placement of a ring-shaped adaptor inside the β-barrel.
Figure extracted from [38]
Several attempts have been made to slow down the translocation of DNA through
α-haemolysin nanopores. Researchers have exploited protein engineering to finely
tune the properties of α-haemolysin nanopore typically incorporating artificial
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binding sites for analytes (Fig. 2.3) to enhance the interaction between the side
walls and DNA strand as the latter passes through the channel [42–45].
Although α-haemolysin remains the most common biological pore in experiments,
other more efficient biological nanopores are emerging. MspA (Mycobacterium
smegmatis porin A) is a funnel-like octameric protein channel that allows the
transport of water soluble molecules across bacterial cell membranes. It does not
suffer of the structural shortcomings of α-haemolysin and contains a ∼0.5nm long
and ∼ 1.2nm wide single constriction at the point where it meets the vestibule
(Fig. 2.12(b)) and may provide the spatial resolution needed for DNA sequencing
as well as a better signal-to-noise ratio due to higher amplitude current shifts [46].
Genetically engineered MspA have proven to give relevant enhancement in sepa-
ration efficiency between trinucleotides sets with respect to native α-haemolysin
[47]. Yet, the translocation through MspA nanopores is still too fast to allow direct
real-time DNA sequencing, even faster than in α-haemolysin because MspA lacks
a barrel geometry to interact with DNA.
Biological nanopores shows heterogenity and remarkable sensitivity but they also
have some intrinsic drawbacks that still have to be address [48]:
• mechanical instability of the lipid bilayer that supports the nanopore due to
their non covalent nature (lipid bilayers are fragile and are cracked) [38];
• limited range of operation due to high sensitivity to experimental conditions
such as pH, temperature and ionic strengths;
• problematic integration of these biological systems into large-scale array
sensing devices.
2.2 Solid-state Nanopores
Nanotechnology advancements have made possible to realize biomimetic nanopores
and nanochannels with synthetic materials. Numerous groups have been studying
the features of solid state nanopores which have rapidly attracted the interest of
the scientific community to be an inexpensive and versatile alternative to biological
nanopores due to the possibility of tuning their size and shape with subnanometer
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precision [49, 50], the superior mechanical robustness of the supporing substrate,
higher chemical and thermal stability if compared to their biological counterparts
together with the likelihood of being fabricated in large high density arrays [51]
as well as integrated with electronic [52] or optical readout systems for high
throughput detection [53]. On the other hand synthetic pores generally lack
chemical and location selectivity thus have to be functionalized in order to obtain
these characteristics. Yet, direct sequencing of DNA has not yet been achieved.
Silicon nitride (SiNx) and silicon dioxide (SiO2) have over the years been used as
the nanopore membrane materials of choice for nanopore fabrication as they show
all the aforementioned properties [49, 51, 54].
(a) (b)
Figure 2.4: 2.4(a) Arrays of nanopores embedded in a Si3N4 membrane [51].
2.4(b) SiO2 membrane with pyramide-shaped aperture [49].
These membranes have tradionally been fabricated by an optimized low-pressure
chemical vapour deposition process at elevated temperatures (∼800◦C), meanwhile
not giving the subnanometer control over the membrane thickness needed to probe
DNA with single-nucleotide resolution [27]. A focused electron beam is used to
sputter atoms away from the membrane to drill the nanopore [55] (Fig. 2.5). It
must be remembered that an high salt containing conducting buffers is necessary
to screen the negatively charged surface of the SiNx or SiO2. Details of the
state-of-the-art fabrication process are reviewed elsewhere [29].
Atomic-layer deposition (ALD) can be used to deposit single layers of high dielectric
constant materials such as Al2O3 [56]. Ultrathin membranes of Al2O3 exhibit
superior mechanical attributes, better noise performance and higher lifetime [50]
with respect to SiNX or SiO2 counterparts. Indeed, DNA translocation is slower in
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Figure 2.5: Process steps for the fabrication of basic membrane and nanopore.
Figure extracted from [29]
.
Al2O3 nanopores than SiN nanopores with similar diameters and this was attributed
to the strong electrostatic interaction between the positively charged Al2O3 surface
and the negatively charged dsDNA [57].
In addition, Al2O3 can be integrated into multilayer architectures as shown in [56]
thanks to the relative low temperature required for the ALD process. Thus the
ångström-level control over the membrane thickness of Al2O3 membranes makes
them a promising candidate for single-molecule DNA sequencing, yet there are
some fabrication challenges to be overcome due to the presence of pinholes in these
ultrathin membranes and relative ionic leackage currents.
Moreover, it has been shown that prolonged electron-beam irradiation, as part of
the nanopore drilling process, can yield changes in the local stoichiometry of Al2O3
as well as direct metallization of the pore region [27].
2.2.1 Graphene Nanopores
Graphene is a flat layer of sp2-bonded carbon atoms arranged in a honeycomb
lattice and is the building block for graphitic materials of all other dimensionalities
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[58].
In 2004 Novoselov and Geim first isolated graphene sheets by mechanical exfoliation
of small mesas of highly oriented pyrolytic graphite [59] after they had been
theoretically investigated for more than sixty years [60] and were presumed not to
exist in the free state [58]. Eventually in 2010, Geim and Novoselov were awarded
the Noble prize for their pioneering work.
Graphene is an ideal 2D system and exhibits remarkable electrical and thermal
properties [61] such as very high mobility for both electrons and holes even at room
temperature and large breakdown current density [62] as well as high sensitivity
to environmental conditions and charge absorption which make graphene an ideal
material for biosensor and bioelectronic application. In addition, the thickness of a
single graphene layer ( 0.35nm) is comparable to the spacing between nucleotides
Figure 2.6: a) EDS spectrum from an Al2O3 membrane. b) TEM image of a
7-nm pore formed using a focused electron beam. Figure extracted from [57]
.
Figure 2.7: Top: 2D graphene sheet. Bottom, from left to right: fullerene, cuts
of graphene bulk in the form of a ball, carbon nanotubes, rolled-up graphene
sheets, and graphite,stacked graphene layers. Figure extracted from [58].
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Figure 2.8: Graphene nanopore. Figure extracted from [64]
.
in ssDNA (0.32− 0.52nm) hence giving the needed spatial resolution required for
DNA sequencing.
Pores fabricated in suspended graphene films have therefore attracted the intererest
of researchers and eventually in 2008 Drndic and co-workers first reported the
fabrication of single graphene nanopores and graphene nanopore arrays [63] and
illustrated the kinetics of pore formation via in situ TEM-based studies. Almost at
the same time in 2010, groups led by Golovchenko [64], Drndic [65] and Dekker [66]
detected obvious ionic current blockages of the translocation of individual dsDNA
molecules in both folded and unfolded fashion trough graphene nanopores with
diameters in the range 2−25nm. translocation velocities were extimated in the
range of 10−100 nucleotide per µs still far from the nucleotide/ms mark needed
to obtain single-nucleotide detection [64].
Graphene films have been prepared by either chemical vapour deposition (CVD) or
mechanical exfoliation containing as few as one or two layers of carbon atoms, and
exhibited remarkable durability and insulating properites in high ionic-strength
solutions.
Open pore measurements performed by Golovchenko and co-workers show that
the conductance of single layer graphene nanopores is proportional to the pore
diameter in agreement with simple geometrical model theories in the limit of
Leff→0 (see App.A). Thus the dominant component is constituted by the access
resistance Raccess with respect to the pore resistance Rpore, ergo the potential drop
in the electrolyte from the electrode to the nanopore is significantly larger than
the potential drop across the nanopore.
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On the other side, Dekker and co-workers found that the pore conductance was
proportional to the square of the diameter and largely constant with respect to
the number of graphene layers. The former result tells us that the thickness of the
membrane is not negligible, while the latter can be explained with the presence of
terrace effects induced by the nanopore formation in multilayer graphene which
could potentially [27]:
• relax the constraint of growing and transferring a large-area monolayer of
graphene to fabricate the nanopore;
• increase the stability and longevity of the sensor due to the multilayer support.
In addiction, graphene exhibits higher noise level than Si-based pores that can be
partially reduced if graphene is coated with TiO2, which insulates the pores once
drilled [65].
2.3 Beyond Ionic Current Blockade
Over the past few years, a number of possible alternatives have been proposed to
replace the ionic current blockade method.
Figure 2.9: Translocation through graphene nanopore of nonfolded (black),
partially folded (red), and fully folded (blue) DNA molecules. Figure extracted
from [66]
.
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Theorists have reported calculations of the transverse tunnneling current between
two metal electrodes under applied voltage with an ideally configured nucleotide
sandwiched in between [67] (Fig. 2.11).
The idea is that different bases have different local density of states (LDOS) owing
to their different chemical composition therefore giving different current under
the same conditions. This concept has been validated by experiments using the
conducting tip of a scanning tunnel microscope (STM) over immobilized DNA on
a substrate [69–72]. In addtion, functionalization of the tunneling electrodes with
recognition elements has been demonstrated to further enhance detection sensitivity
and modulate translocation dynamics [73]. Efforts to fabricate sensors containing
nanogap-based tunnelling detectors are currently being published [74, 75].
More recently, Postma proposed to measure the transverse conductance shifts due
to the translocation of ssDNA through a nanogap [76]. Following these results
other groups have performed first-principle simulations of graphene nanopores or
nanogaps [77–79].
Figure 2.10: Transverse tunneling current sequencing with a nanopore (dark
gray) with embedded electrodes (light gray). Figure extracted from [68]
.
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Figure 2.11: (a) Schematic of the nanopore/nanogap device. (b) Optical
image of the chip. (c-d) Free-standing Si3N4 membrane aligned to the Au
microelectrodes. (e-f) SEM images of the Pt nanoelectrodes. Figure extracted
from [74]
.
Further refinements associated with electron tunneling are needed to move the
DNA through the nanogap in a controlled manner. The weak tunneling current
signatures are often buried in the transmitted ionic currents as well. The transverse
electric field also substantially changes the DNA translocation kinetics due to the
contribution of an additional lateral electrostatic force, but this may be useful for
probing dynamics of biomolecules.
Researchers from the University of Illinois have proposed a method to detect
and to get the length of a DNA strand recording the voltage fluctuations in a
metal-oxide-silicon capacitor combined with a nanopore [80, 81] (Fig. 2.13).
Experimental results show that the voltage trace differences between the upper and
lower electrode as the DNA strand passes through the nanopore have a magnitude
that could be adequate enough to discriminate between Adenine and Thymine [80].
The same group also performed simulations [81, 82] to calculate the expected
voltage fluctuations. ssDNA was pulled rigidly through a 1nm radius pore not
allowing the strand to have any conformational variations. The maximum voltage
signal obtained is 35mV for the nucleotide, 30mV for the backbone, and 8mV for
the base (Fig. 2.14). The larger backbone signal seems to dominate over the base
one although each base shows a different voltage signal. Moreover, as the DNA
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(a) (b)
Figure 2.12: 2.2(a) Schematic view of a metallic zig-zag graphene nanoribbon
(ZGNR) with a nanopore . 2.12(a) The room-temperature conductance of (a)
an empty ZGNR nanopore and (b) witch each of the four nucleobases inserted
into the center. Edge carbon atoms passivated by either hydrogen (H-pore) or
nitrogen (N-pore). Figures exctracted from [77].
strand translocates through the pore, the corrisponding signal has been found to
be influenced by up to three nearby nucleotides
In this approach the radius of the pore plays a very important role and estimates
suggest it should be 1nm in order to provide an adequate signal [81, 82] and with
the effect of excluding a lot of water, thus reducing screening, when the DNA is
inside the hole. Moreover the 1nm radius forces DNA to be stretched as it goes
throught the pore, thus aligning the bases perpendicular to the electrodes. This
produces a larger signal than that obtained if plane of the bases were parallel to
the electrode surfaces.
Figure 2.13: Semiconductor nanopore capacitor. Figure extracted from [81]
.
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Figure 2.14: a) Calculated voltage trace of a DNA strand (circle-line) and its
backbone alone (solid line). (b) The difference between the two signals. Figure
extracted from [82]
.
Chapter 3
Physical Models
In order to understand of the electrostatics we have developed a computational
model that reproduces the bio-electronic system shown in Fig. 3.1.
It consists of a membrane of sub-nanometer thickness drilled with a nanopore of
diameter in the range of few nanometers. The whole structure is immersed in a
KCl buffer solution containing two external electrodes under electric bias which
can also measure the ionic current flowing through the nanopore.
In Chapter 2 we have reviewed various methods already studied in order to
detect the translocation of biomolecules trough a nanometer-sized hole. Here we
propose to focus the attention on the induced charge on the membrane that in
Top Gate
Bottom Gate
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z
r
particle
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φ = φ0
φ = 0
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K
Figure 3.1: Bio-electronic System
.
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our knowledge it has not thus far been investigated. Hence we envision to connect
the metallic or graphene membrane to an external circuitry connected to a charge
amplifier to effectively convert the signal detected by the nanopore.
3.1 Electrolyte Model
Electrolyte solutions are aqueous solutions containing dissolved ions (e.g. K+,Cl−)
which result from the dissociation of salts. Electrolytes that are used as biosensors
are usually buffer solution, that is its pH changes very little upon the additon of
small amount of acid or base, or upon diluition.
At room temperature, we assume that all the salt molecules in the electrolyte
solution are fully dissociated, thus in the absence of an external potential there is an
equal number of K+ and Cl− ions when the electrolyte solution is at equilibrium:
[K+]0 = [Cl
−]0 = c0 (3.1)
where c0 is the concentratioin of the buffer solution which is assumed to be constant.
In the presence of an electrostatic potential φ(r), the ion concentration in solution
obeys to the Boltzmann statistics:
ci(r) = ci0 exp[−ziqφ(r)/kBT ] (3.2)
where zi is ion valency, q the elementary electron charge, T is the temperature
and k is the Boltzmann constant. The distribution of all the ion charges in the
electrolyte solution is governed by the non linear Poisson-Boltzmann equation.
Poisson’s equation relates the charge distribution in a system to the electrostatic
potential:
∇ · [(r)∇φ(r)] = −ρ(r) (3.3)
where (r) is the local dielectric constant, φ(r) the electrostatic potential and ρ(r)
the local charge density. The distribution of mobile ions at equilibrium can be
described by a continuous charge density:
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ρsolution(r) =
∑
i
ziqni0 exp[−ziqφ(r)/kBT ] (3.4)
hence
∇ · [(r)∇φ(r)] = −
∑
i
ziqn0i exp[−ziqφ(r)/kBT ]− ρfix (3.5)
For the buffer solution we use the dielectric constant of water, i.e. solution = 80,
inside and outside the nanopore although significant local variation may be found
due to the size of the pore [83].
The non-linear Poisson-Boltzmann equation can be linearized leading to the Debye-
Hückel approximation (see App. B). However, this semplification does not apply
to our case and is only valid for limited cases.
The ionic current is computed by solving a simplified continuity equation [84, 85]:
∇ · Ji = 0 (3.6)
Neglecting the diffusion current, the current density can be expressed as
Ji = −qciµi∇φi (3.7)
where µn is the electron mobility and φn is the quasi-Fermi level for the ith ionic
species. If we suppose to be at quasi equilibrium, (3.7) becomes:
Ji = −qci0µi∇φi (3.8)
where ci0 is the ion distribution computed for a zero applied voltage. Consider-
ing constant ion mobilty, the continuity equation for the ith ionic species, and
substituting (3.8) in (3.6) we obtain:
∇ · (c0i∇φ) = 0 (3.9)
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with boundary conditions:
• small voltage ∆φ applied between the top and bottom gates;
• zero current density through lateral faces of the region, imposing the gradient
of φi in the direction perpendicular to the surface equal to zero.
3.2 Graphene Model
3.2.1 Band Strucuture of Graphene
Graphene crystal structure is made of carbon atoms arranged in a hexagonal lattice
on a two dimensional-plane. Each carbon atom is about a = 1.42Å from its three
neighbors, with each of which it shares one σ-bond. The fourth bound is a pi-bond
which is oriented in the z-direction (out of the plane).
The electronic structure of graphene can be calculated using a tight-binding
approximation (see App.C) and the resulting band structure is shown in Fig.
3.2(a). The conducion band (CB) and valence band (VB) meet at the Dirac points
so graphene is often referred as a zero-gap semiconductor. The Dirac points are
locations in the momentum space, on the edge of the Brillouin zone.
(a) (b)
Figure 3.2: 3.2(a) Graphene band structure. 3.2(b) Zoom in to low-energy
dispersion at one of the K points. Figure extracted from [86]
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In graphene, there are two sets of three Dirac points (labeled K and K ′). The
two sets of Dirac points are not equivalent to each other thus introducing valley
degeneracy of gv=2.
Looking closely at the region near of these crossing points (see Fig.3.2(b)), the
resulting low energy dispersion relation is linearly dependent on the wave vector
where electrons behave like mass-less fermions with energy independent Fermi
velocity vF within about 1 eV of the Dirac energy.
Thus, the dispersion relation of mobile pi electrons in graphene in the first Brillouin
zone reads:
E(k) = s ~ vF |k| (3.10)
where s=1 corresponds the conduction band (CB) and s=−1 corresponds to the
valence band (VB), vF is Fermi’s velocity of carriers in graphene, ~ is the reduced
Planck’s constant, |k| = √k2x + k2y is the wave vector of carriers in the x-y plane.
3.2.2 Hole and Electron Sheet Density
To find the 2D sheet density of intrinsic carries in graphene, first we must calculate
the 2D density of states (DOS). The 2D-DOS reprensents the number of states
per unit energy per unit surface, considering that each k point is twofold spin
degenerate (gs=2), and that there are two valleys in the first Brillouin zone (gv=2),
we obtain:
dΩ
dω
=
gs gv
(2pi)2
2pik dk . (3.11)
We neglect any deviation from the cone-like linear dispersion relation, hence:
D(E) dE =
dΩ
dω
=
gs gv
2pi(~ vF )2
|E| dE. (3.12)
Integrating over the energy, (3.12) allows us to write the 2D electron sheet density
in graphene as:
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n =
∫ ∞
ED
D(E)f(E) dE (3.13)
with ED energy level of the Dirac point. Substituting (3.12) in (3.13) yields:
n =
∫ ∞
ED
gs gv
2pi(~vF )2
(E − ED)(
1 + exp
(
E−EF
kBT
)) dE. (3.14)
Imposing E ′ = E−ED
kBT
we rewrite 3.14 as:
n =
gs gv
2pi
(
kBT
~vF
)2 ∫ ∞
0
E
′
1 + exp
(
E ′ − (EF−ED)
kBT
) dE ′ (3.15)
leading to the electron density and hole density:
n =
2
pi
(
kBT
~vF
)2
F1(+η) (3.16)
p =
2
pi
(
kBT
~vF
)2
F1(−η) (3.17)
where vF = 0.98 ·106m/s is the Fermi velocity of carriers, F1 is the Fermi-Dirac
integral of order 1 with argument η = (EF − ED)/kBT .
At equilibrium and in the absence of external field the Fermi level is exactly at
the Dirac point (ED = ED,0 = 0 eV ) so we obtain an analytical expression for the
intrinsic carrier density:
ni =
2
pi
(
kBT
~vF
)2
F1(0) =
pi
6
(
kBT
~vF
)2
(3.18)
If an external electrostatic potential is applied:
ED = ED,0 − q φ(r) (3.19)
then the electron and hole concentrations read [87]:
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n = ni
F1(+η)
F1(0)
; p = pi
F1(−η)
F1(0)
; (3.20)
leading to a mass-action law
n p = n2i
F1 (+η)F1 (−η)
F 21 (0)
. (3.21)
3.3 Modeling the coupled system
The system under investigation consists of different domains, each with its own
constituent equation and charge sources. In the electrolyte region the charge density
is given by:
ρelectrolyte = q {[K+](r)− [Cl−](r)}+ ρmolecule. (3.22)
In our simulations we have modeled the translocating particle as a hexahedron
region with a low dielectric constant (molecule = 4, typical for biomolecules), and a
constant fixed charge term ρmolecule, removing water and ions from its volume.
In the graphene membrane, charges come from electrons and ions, therefore:
ρgraphene = q {p(r)− n(r)}. (3.23)
In our computational model the 2D carrier density has been calculated using 3.16
and 3.17 with the Fermi-Dirac integrals evaluated by numerical integration. Our
routine follows the approach described in [88] using the composite trapezoidal rule
with variable transformation x = exp(t− e−t).
In Fig. 3.3 we report the resulting carrier densities as a function of voltage which
is in good agreement with [87].
Poisson’s equation is discretized on a 3D nonuniform grid (spacing ranging from
5Å to 1Å) and then solved numerically with a finite differences method by iterative
techniques.
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Figure 3.3: Sheet carrier density in graphene
.
Equation 3.5 is solved imposing Dirichlet boundary conditions at the top and
bottom gates and null Neumann conditions on the other boundaries:
φ|z=zmin,zmax = 0; (3.24)
∂φ
∂x
|x=xmin,xmax = 0;
∂φ
∂y
|y=ymin,ymax = 0. (3.25)
The coordinate system is chosen so that the x− and y− axes are parallel to and
the z−axis is perpendicular to the membrane (Fig. 3.1). The size is taken to
be large enough as to allow both ion concentrations to reach their corresponding
asymptotic values at the boundaries (i.e. the concentrations of ions equal to the
bulk electrolyte value c0 far from the membrane).
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The self consistent scheme is shown in Fig. 3.4: upon entering the initial potential
guess, we calculate the new charge distribution. With the new charge term, we
numerically solve the 3D-Poisson equation to obtain the new potential distribution.
The procedure is repeated until convergence is obtained. For the potential, the
convergence tolerance was set to 10−5 V .
Start
Nanopore structure
design
Initial guess
potential
Calculate new charge
distribution
Solve 3D-Poisson
equation
|φ− φold| ≤ 10−5
Exit
Yes
No
Figure 3.4: Self-consistent scheme
.
For this purpose, we have exploited the open-source device simulation package
NanoTCAD ViDES [89] originally developed to simulate graphene-based nanoelec-
tronic devices such as carbon nanotube (CNT) [90, 91] and graphene nanoribbon
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(GNR) [92, 93] field-effect transistors (FETs) as well as graphene tunnel FETs [94].
NanoTCAD ViDES exploits the flexibilty of Python, an interpreted, interactive
object-oriented programming language suitable for distributed application develop-
ment, scripting, numeric computing and system testing [95]. Hence, it has been
possible to develop a brand-new module Electrolyte.py containing all the classes
and methods needed to simulate our bioelectronic system without altering the
structure and the routines already developed in the ViDES package.
3.3.1 Electrolyte Class
The electrolyte class is devoted to the definition of the 3D-discretized region
belonging to the elctrolyte solution. As input the __init__(*args) method
requires three arrays to be passed (Synopsys: electrolyte(xg,yg,zg)) and
each array represents the discretized points along the x, y, and z axis.
The attributes and methods of the class are the following:
• x3D: (array of double, dimension Np) x coordinates of each point belonging
to the electrolyte class;
• y3D: (array of double, dimension Np) y coordinates of each point belonging
to the electrolyte class;
• z3D: (array of double, dimension Np) z coordinates of each point belonging
to the electrolyte class;
• nx: number of points along the x axis;
• ny: number of points along the y axis;
• nz: number of points along the z axis;
• Np: total number of points belonging to the electrolyte region;
• eps: relative dielectric constant of water
• Temp: temperature
• bulk_concentration: concentration of the buffer solution
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• mobility_cat: cation mobility
• mobility_ani: anion mobility
• Phi: (array of double, dimension Np) electrostatic potential in each point
beloning to the electrolyte class
• charge: (array of double, dimension Np) free charge computed in correspon-
dance of each points belonging the electrolyte class
• volumes: (array of double, dimensionNp) volume of the Voronoi cell around
each point belonging to the electrolyte class
• anions: (array of double, dimension Np) concentration of negatively-charged
ions for each point of the class
• cations: (array of double, dimensionNp) concentration of positively-charged
ions for each point of the class
• index: (array of double) defined calling the get\_indexes(*args) method,
contains the point of the class with null free charge
• set_charge(): (function) defines the arrays needed to compute the charge
for each point belonging to the elctrolyte class
• get_volumes(grid3D): (function) it gets the volume from the grid3D class
needed to compute the charge array to be passed to the interface3D class
• get_indexes(*args): (function) it gets the indexes of the points belonging
to the electrolyte class where the free charge is null (i.e. the point belonging
to the molecule region)
• charge_T(): (function) this method calculates the anion and cation con-
centrations for each point belonging to the class. Free charge is set null in
corrispondence of each point contained in index
• current(): (function) dummy function used to exploit the solve_self_consistent()
function already developed in NanoTCAD ViDES
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3.3.2 Nanopore Class
The nanopore class is devoted to the definition of the 3D-discretized region belong-
ing to the membrane. As input the __init__(self,x,y,z,array,tipo=None)
method requires three arrays representing the discretized points along respectively
the x, y, and z axis, array containing the information about the position and
size of the pore and tipo which defines the type of the membrane (Synopsys:
nanopore(xg,yg,zg,array([0,0,1.5]),tipo=’graphene’)).
The attributes and methods of the class are the following:
• x3D: (array of double, dimension Np) x coordinates of each point belonging
to the nanopore class;
• y3D: (array of double, dimension Np) y coordinates of each point belonging
to the nanopore class;
• z3D: (array of double, dimension Np) z coordinates of each point belonging
to the nanopore class;
• Np: total number of points belonging to the electrolyte region;
• x_axis: x coordinate of the center of the pore
• y_axis: y coordinate of the center of the pore
• radius: pore radius
• xmin: minimum of the x-coordinate
• xmax: maximum of the x-coordinate
• ymin: minimum of the y-coordinate
• ymax: maximum of the y-coordinate
• zmin: minimum of the z-coordinate
• zmax: maximum of the z-coordinate
• tipo: keyword argument specifing the type of nanopore we want to simulate:
’metal’ for a metallic membrane, ’graphene’ for a graphene membrane,
’none’ for a dielectric membrane. If tipo = ’graphene’ the constructor
instances some additional parameters:
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i) Temp: temperature;
ii) vF: Fermi velocity;
iii) Ed: energy level of the Dirac points;
iv) Phi: (array of double, dimension Np): electrostatic potential in each
point beloning to the nanopore class;
v) p: (array of double, dimension Np) p-type carrier density for each point
belonging to the nanopore class;
vi) n: (array of double, dimension Np) it stores the n-type carrier density
for each point belonging to the nanopore class;
vii) Ef : Fermi energy level.
• charge: (array of double, dimension Np) free charge computed in correspon-
dence of each point belonging the nanopore class;
• surface: (array of double, dimension Np) elementary surfaces needed to
calculate the free_charge attribute to be passed to the interface3D class;
• get_surfaces(grid3D): (function) gets the surfaces perpendicular with
respect to the z axis from the grid3D class for each point belonging to the
nanopore class;
• set_boundary_conditions(grid3D, interface3D): (function) sets the
proper boundary conditions depending on the membrane we want to simulate;
• charge_T(): (function) calculates the electron and hole concentration and
set the proper net charge term to be passed to the interface3D class;
• current(): (function) dummy function used to exploit the solve_self_consistent()
function already developed in NanoTCAD ViDES.
3.3.3 Molecule Function
molecule is a function which defines a region with a fixed charge density term
fixed_charge and a certain dielectric constant eps (Synopsys: molecule(’hex’,
grid3D,interface3D,fixed_charge,eps,array([xmin,xmax,ymin,ymax,zmin,zmax
]))). The function returns the array of the indexes of the grid points belonging
to the molecule region which have to passed to the electrolyte class because in
corrispondence of these points the free charge is null.
Chapter 4
Simulation Results
4.1 Metallic Membrane
Our simulation domain consists of a non-uniform 3D rectangular grid of 16× 16×
20nm3 accounting for a total of 557 685 points with the spacing ranging from 5Å to
1Å. The coordinate system is choosen so that the x- and y- axis coordinates range
from −8nm to 8nm while the z- axis coordinates range from −10nm to 10nm.
In order to assess the performance of our nanopore charge sensor, we have first
simulated an ideal metallic membrane (i.e. our membrane is considered as an
equipotential surface). The membrane has a thickness of 0.4nm and a 3nm diameter
pore.
The biomolecule occupies a hexahedron region of 1.2× 1.2× 0.4nm3 volume with
a uniform fixed charge density ρmolecule = 1 q/nm3 and it is placed in the center of
the x-y plane. Its translocation process has been monitored by taking a series of
snapshots along the z-direction with spacing of 0.1 nm between two consecutive
positions (see Fig. 4.1).
The whole system is immersed in a electrolyte buffer solution of KCl with the
concentration of ions varying from 0.01M to 1M .
In Fig. 3.4 we show a block diagram of our self-consistent scheme. Choosing
the right initial guess of the electrostatic potential is of crucial importance in
order achieve convergence of the numerical method. The closer the initial guess to
the final solution, the fewer steps are required for convergence. This simple has
47
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Figure 4.1: Snapshots of the translocation of the charged particle
utmost importance in our case because in the electrolyte region the free charge
is not compensated by fixed charges, hence the right-hand term of the Poisson
equation is considerably large and very sensitive even to tiny variations of the local
electrostatic potential thus making convergence considerably difficult expecially in
the high salt region.
For this reason, and in order to investigate the response of our sensor for a wide
range of bulk concentrations, we choose the initial guess as follows:
• case c0 = 0.01M: the initial guess is the solution of Poisson’s equation with
null free charge:
∇ · [(r)∇φ(r)] = −ρmolecule (4.1)
• case c0 > 0.01M: the inital guess is the final solution of the electrostatic
potential calculated for the immediately lower concentration.
Here we report a sample script that can be used to calculate the electrostatic
potential as well as the ion concentration for a 0.01M KCl solution.
from NanoTCAD_ViDES import ∗
from E l e c t r o l y t e import ∗
# I de f i n e the po in t s a long each ax i s o f the 3D domain
5 xg=nonuni formgrid ( array ( [ −8 ,0 .5 , −7 ,0 .5 , −5 ,0 .4 , −2 ,0 .1 ,0 ,0 .1 ] ) )
x1=−1∗xg
xg=unique ( concatenate ( ( xg , x1 ) ,0 ) )
yg=xg
zg=nonuni formgrid ( array ( [ −10 ,0 .5 , −5 ,0 .5 , −2 ,0 .1 ,0 , 0 . 1 ] ) )
10 z1=−1∗zg
zg=unique ( concatenate ( ( zg , z1 ) ,0 ) )
# I take care o f the e l e c t o l y t e c l a s s
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KCl=e l e c t r o l y t e ( xg , yg , zg )
15
# I de f i n e the g r id conta in ing the nanopore
index=f l a tnonz e r o ( ( zg<=0.2)&(zg>=−0.2) )
z=zg [ index ]
np=nanopore ( xg , yg , z , array ( [ 0 , 0 , 1 . 5 ] ) , t i po=’metal’ )
20
# I de f i n e the g r i d s
g r id=grid3D (xg , yg , zg ,KCl . x3D ,KCl . y3D ,KCl . z3D)
gr id2=grid3D (xg , yg , zg , np . x3D , np . y3D , np . z3D)
25 # I s e t the a t t r i b u t e s o f the e l e c t r o l y t e c l a s s
KCl . eps=80
KCl . bulk_concentrat ion=6e24
KCl . set_charge ( )
KCl . get_volumes ( g r id )
30
# I take care o f the r e s t o f the system ( gate s and background madium)
r=reg i on ( ’hex’ , g r id2 . xmin , g r id2 . xmax , g r id2 . ymin , g r id2 . ymax , g r id2 . zmin , g r id2 . zmax)
r . eps=80
bottom_gate=gate ( ’hex’ , g r id2 . xmin , g r id2 . xmax , g r id2 . ymin , g r id2 . ymax , g r id2 . zmin ,
g r id2 . zmin )
35 bottom_gate . Ef=0
top_gate=gate ( ’hex’ , g r id2 . xmin , g r id2 . xmax , g r id2 . ymin , g r id2 . ymax , g r id2 . zmax , g r id2 .
zmax)
top_gate . Ef=0
path=’./6e+24/’
40 os . mkdir ( path )
de l path
# Trans locat i on loop
45 f o r i in range (0 , pas s i , 1 ) :
p r i n t ’z[%s] -> %s’ %(i , coo rd ina te [ i ] )
# I c a l l the i n t e r f a c e c l a s s
p=inte r f a ce3D ( gr id2 , r , bottom_gate , top_gate )
50 # and I s e t the boundary cond i t i on s
np . set_boundary_conditions ( gr id2 , p)
# The molecule i s modeled as a r eg i on with a uniform f i x ed charge
d i s t r i b u t i o n and
# a c e r t a i n d i e l e c t r i c constant ( t y p i c a l l y 4−6)
55 m1=molecule ( ’hex’ , gr id2 , p , 1 e27 , 4 , array ( [ −0 . 6 , 0 . 6 , −0 . 6 , 0 . 6 , ( coo rd inate [ i
]−0.201) , ( coo rd inate [ i ]+0 .201) ] ) )
# Points o f the e l e c t r o l y t e r eg i on with nu l l f r e e charge
KCl . get_indexes (m1, g r id2 . swap )
60 #I n i t a l guess f o r the po t e n t i a l
f i l ename=’./6e+24/ Phi_%s’ %(i , )
p . Phi=loadtx t ( f i l ename )
# I pass the po t e n t i a l to the e l e c t r o l y t e c l a s s
KCl . Phi=p . Phi [ g r i d . swap ] . copy ( )
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65
# I s e t the a t t r i b u t e s f o r the s e l f c on s i s t e n t scheme
p . normd=1e−5
p . undere l =0.5
s o l v e_se l f_con s i s t en t ( gr id , p ,KCl)
70 f i l ename=’./%s/Phi_%s’ %(KCl . bulk_concentrat ion , i )
save txt ( f i l ename , p . Phi )
f i l ename=’./%s/anions_%s’ %(KCl . bulk_concentrat ion , i )
save txt ( f i l ename ,KCl . an ions )
f i l ename=’./%s/cations_%s’ %(KCl . bulk_concentrat ion , i )
75 save txt ( f i l ename ,KCl . c a t i on s )
de l f i l ename
de l m1, p
4.1.1 Potential and Carrier Profiles
Figure 4.2: Electrostatic potential φ along the z-axis calculated for different
bulk concentrations. Units of φ are log[φ/1V].
The obtained results of the electrostatic potential φ are shown in Figs . 4.2 and
4.3 when molecule lies exactly on the plane of the nanopore (zc = 0). The vertical
axes has a logarithmic scale and the empty circles represent the actual values of φ
in correspondace of each point belonging to the grid.
We are considering how the potential profile evolves in the electrolyte region. All the
potential curves show a similar trend with a very abrupt decrease just in proximity
of the charged molecule (where the electrostatic potential is of the same order
of magnitude of the thermal voltage), to keep falling off exponentially where the
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Figure 4.3: Electrostatic potential φ along the z-axis calculated for different
bulk concentrations. Units of φ are log[φ/1V].
Figure 4.4: Debye length as a function of the molar concentration of a 1:1
electrolyte.
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elctrostatic potential is significantly lower than Vt. As expected, the electrostatic
potential decreases more sharply as we increase the ion concentration because of a
higher screening due to the ion distribution around the charged molecule.
The Debye length is the figure of merit describing the magnitude of the screening
in a aqueous solution. We report its value in Fig. 4.4 as a function of the molar
concentration of a 1 : 1 electrolyte where the blue square represents the Debye
length in corrispondence of the values of concentration considered in our simulation.
For instance, let us focus on the electrostatic potential obtained for c0 = 0.8M as
shown in Fig. 4.5 and consider the point of the profile for which qφ(r)  KT
where therefore the Debye-Hückel approximation can be applied (see App. B).
The blue line represents the obtained linear fit, therefore making the reciprocal of
the slope of the straight line and applying the conversion of bases between log10
and ln, we obtain a debye length κ−1 = 0.39nm which is in agreement with the
theoretical value.
Figure 4.5: Electrostatic potential phi calculated for c0 = 0.8M on a logarithmic
scale. The blue line is obtained by fitting the region of the profile where qφ(r)
KT .
The normalized anion and cation concentrations are shown respectively in Fig. 4.6
and Fig. 4.7 for different bulk concentration. For higher concentrations, due to
the high salt screening, the electrostatic potential plummets rapidly to zero hence
the charged particle affects the potential and the anion and cation distributions
within a distance of just few nanometers (κ−1 = 0.3nm for a 1M KCl solution).
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For a bulk concentration of c = 1M we have that the anion and cation concentration
are respectively 1.6 and 0.6 times their bulk values.
Figure 4.6: Normalized anion concentration profile calculated for different bulk
concentration. The charged particle lies in the center of the pore.
Figure 4.7: Normalized cation concentration profile calculated for different
bulk concentration. The charged particle lies in the center of the pore.
The electrostatic potentials for different positions of the charged molecule are
shown in Fig. 4.8 for a bulk concetration of c0 = 1M. Along the z-axes we do not
observe any significant changes on the potential. The movement of the charged
particle roughly consists of a rigid shift of the potential profile along the z-axis
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(z-axis has a logarithmic scale). Significant changes are found along the plane
of the nanopore as the electrostatic potential raises very sharply as the molecule
enters the pore passing from few mV to ∼ 110mV in just a few translocation steps
thus indicating that the effects of the charged particle are limited to a small region
when the molecule is close or inside the nanopore.
(a) (b)
(c) (d)
(e) (f)
Figure 4.8: Electrostatic potental profile obtained for different positions of the
charged molecule and a bulk concentration c0 = 1M . The reported x- and z-
sections as well as the positions of the charged molecule follows the convention
of Fig. 4.1
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4.1.2 Induced Charge
In order to calculate the induced charge on the metallic membrane, we have to
apply the Gauss’ theorem to the electric field. Indeed, the electric field flux across
a closed surface is equal to the charge enclosed divided by the permittivity:
∮
S
r
−→
E · nˆ dS = Qen
0
(4.2)
For this purpose we have developed the solve_Gauss routine to numerically solve
4.2. The compulsory arguments are: one grid3D class storing all the information
about the 3D domain, one interface3D class containing the electrostatic potential
calculated for all the points belonging to the 3D grid and two arrays, one con-
taining the boundaries of a hexahedron region and the second one containing the
coordinates of center of the pore and its radius ((Synopsys: solve_Gauss(grid3D,
interface3D,array([xmin,xmax,ymin,ymax,zmin,zmax]),array([xcenter,ycenter
,radius])))).
Fig. 4.9 shows the results of the induced charge as the molecule translocates
through the nanopore for a bulk concentration of 1M. The peak of the induced
charge occurs at the coordinate z=0 of the center of the molecule (at this coordinate
the charge lies at the centre of the nanopore) and then decreases to roughly 50%
of its maximum value at z = 0.7nm.
In Fig. 4.10 we present the obtained result for four different bulk concentrations
ranging from 0.4M to 1M . As expected, the induced charge increases as the bulk
concentration decreases thus obtaining a stronger signal but on the other hand the
reduced screening extends the distance at which the membrane is able to detect
the effects of the charged molecule.
From these simple considerations we can infer that if we want to use this sensor
for DNA sequencing we need to be in the high salt regime in order to obtain
the required spatial resolution. So we can guess that when the ion concentration
is of the order of 1M , the signal detected by the nanopore sensor would be the
convolution of about 3 nucleotides.
Fig. 4.11 reports the induced charge on the metallic membrane when the charged
molecule lies exactly in the center of the nanopore. The blue squares indicate the
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Figure 4.9: Induced charge on the metallic membrane as the charged particle
translocates through the nanopore (c0 = 1M).
Figure 4.10: Induced charge on the metallic membrane as the charged particle
translocates thorough the nanopore calculated for different bulk concentrations.
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induced charge values calculated at the corresponding bulk concentration, while
the blue line is a fitting curve obtained from the actual numerical results.
Figure 4.11: Induced charge on the metallic membrane when the charged
particle is in the center of the nanopore, calculated for different bulk concentration
4.2 Graphene Membrane
After studying the performance of our ideal metallic membrane, we have substituted
the metal with a graphene sheet. In Fig. 4.12 we report the results of the
electrostatic potential φ and carriers obtained for a graphene nanopore of 3nm of
diameter and a bulk ion concentration c0 = 1M for different position of the charged
particle (see Fig. 4.1).
On the left column of Fig. 4.12 we show the electrostatic potential profile along the
plane of the graphene sheets (φ is on a logarithmic scale) while on the right column
we have the corresponding sheet densities for both n- and p- type carriers. At
room temperature (T = 300K) the intrinsic carrier density is about 8.41 · 1010m−3,
thus from the graphs we can see that both electron and hole densities do not move
away meaningfully from their instrinsic value therefore we expect that also the net
charge induced on the membrane will be significantly reduced (see Fig. 4.13 for a
comparison between different ion concentrations).
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(e) (f)
Figure 4.12: Electrostatic potential and relative carrier sheet density along the
x- axes of a graphene nanopore. Units of φ are log[φ/1V]. The bulk concentration
of the solution is c0 = 1M and the pore has a diameter of 3nm (see Fig. 4.1 for
the different positions of the molecule).
4.2.1 Induced Charge
The induced charged on the membrane is calculated by integrating the carrier
profiles over the plane of the graphene sheet. In Fig. 4.14 we show the results of
the induced charge for different bulk concentrations as the molecule translocates
through the nanopore and in Fig. 4.15 a comparison is reported between the ideal
metal and graphene membranes that shows that the signal that we got from the
latter is about one order of magnitude smaller than the former.
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(a) (b)
Figure 4.13: Profile of electron and hole sheet density for different values of
ion concentration. The profiles were calculated with the charged molecule lying
in the center of the nanopore.
These results should not surprise the reader. Indeed, graphene has a finite DOS
(while a metal has an infinite DOS) and due to its conic-like band structure, a
limited number of carriers if we consider small difference between the Fermi level
EF and the Dirac point energy level ED. Thus in order to obtain a strong signal
intensity while keeping the required spatial resolution need for sequencing, the only
viable way is to reduced the dimension of the pore and this will be investigated in
the following sections.
Figure 4.14: Induced charge on the graphene membrane as the charged particle
translocates through the nanopore for different bulk concentrations.
The comparison reported in Fig. 4.15 has been made considering a metal mem-
brane as thick as the graphene sheet. Despite interesting from the point of view of
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Figure 4.15: Comparison between the induced charge on a metal membrane
(top) and a graphene membrane (bottom) for a ion concentration of c0 = 0.01M).
analyzing the drop in performances due to a finite DOS, that is not a realistic in
terms of the actual thickness of these devices. In the literature has been reported
the growth of metal films as thick as just a few atomic layers [56] so in order to
performed a more fair comparison we have simulated the behaviour of a 1-nm thick
membrane whose performances in terms of induced charge are reported in Fig.
4.16.
(a) (b)
Figure 4.16: Induced charge on the surface of two metal membrane of different
thicknesses (c0 = 0.01M)
The two induced charged peaks do not show significant differences but we can
notice a sligthly reduction over the spatial resolution that the two sensors offer:
while for the 1-nm thick nanopore the relative attenuation of the signal between
Chapter 4. Simulation Results 61
zc = 0 and zc = 1.5nm is about 13% of the peak value, for the 0.4-nm thick
nanopore the attenuation is about 17%, thus the increased thickness is a limiting
factor if we want to use this sensor for sequencing applications.
4.2.2 Ionic Current
As already mentioned in the previous chapters, the most widely used technique
to study the performance of nanopore sensors is monitoring the trend of the ionic
current as the biomolecule translocates through the nanopore. For this reason and
to get the data for a comparison betweem this and the proposed charge sensor, we
have calculated the ionic current through the nanopore following the translocation
of the charged particle exploiting the model described in the previous chapter.
In Fig. 4.17 we report the current trace obtained for an applied voltage between
the top and bottom electrode of ∆V = 40mV. The graph shows a ionic current
blockade as the molecule approaches the nanopore and lies. The amplitude of the
blockade is of the order of 70 pA, dropping from a maximum value of 1.47nA when
the center of the molecule zc is 1.5nm far from the center to the nanopore to a
roughly constant value of 1.4nA when the molecule is partially or totally occupying
the hole.
In the following sections, we will investigate the feasibility of these methods making
some simple considerations over the noise that is present while performing this two
terminal measurement.
4.2.3 Reducing the Scale of the Nanopore
In the previous sections we have shown the weak signal obtained from a graphene
nanopore with a 3−nm diameter. Schneider and collegues have already demon-
strated the fabrication of nanopores into graphene monolayers with diameters as
small as 3−nm [66] using the highly focused electron beam of a transmission elec-
tron microscope (TEM). Thus, due to the refinements of this fabrication technique,
we can expect a reduction of the dimensions of these kind of nanopores.
Reducing the dimensions of the pore means limiting the potential drop inside the
electrolyte region thus leading to a more marked Dirac point shift into the graphene
sheet.
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Figure 4.17: Ionic current through the nanopore as a function of the position
of the charged molecule. ∆V = 40mV
On the left column of Fig. 4.18 we show the electrostatic potential profile along
the plane of the graphene sheets (φ is on a logarithmic scale) while on the right
column we have the corresponding sheet densities for both n- and p- type carriers.
If compared to Fig. 4.12 the peaks of the carrier sheet density are more marked
than in the case of the 3−nm diameter pore and therefore we expect an enhancement
of the charge induced in the membrane.
Fig. 4.19 reports the comparison between the two simulated nanopores. The
green line shows the induced charge measured by the 2−nm nanopore with respect
of the results obtained from the 3−nm: the peak value of the former is roughly 8
times the peak value of the latter showing a considerable improvement in terms of
performance due to scaling.
Keeping the same boundary conditions as in the previous case, we have calculated
the ionic current through this nanopore of reduced dimensions and the results are
shown in Fig. 4.20 highlighting larger current blockade as the molecule approaches
the hole.
The ionic current assumes a value of 915 pA when the center of the molecule is
1.5nm far from the center to the nanopore and then plummets to 660 pA when the
molecule lies in the middle of the nanopore.
Chapter 4. Simulation Results 63
(a) (b)
(c) (d)
(e) (f)
Figure 4.18: Electrostatic potential and relative carrier sheet density along
the x- axes of a graphene nanopore. The bulk concentration of the solution is
c0 = 1M and the pore has a diameter of 2nm (see Fig. 4.1 for the different
positions of the molecule).
With the obtained results it is possible to compare the two devices by calculating
the relative current blockade amplitude ∆I/I which boosts from a 5% for the
bigger pore to a 28% for the smaller pore.
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Figure 4.19: Comparison between the induced charge detect by a 1−nm (green
line) and a 1.5− nm (blue line) radius nanopore (c0 = 1M).
Figure 4.20: Ionic current through the 2−nm diameter nanopore as a function
of the position of the charged molecule. ∆V = 40mV
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4.3 Noise Considerations
Due to the small signal recorded by this graphene sensor, it is important to
investigate how the noise sources affect the output signal. For this purpose we
consider the bioelectronic system shown in Fig. 3.1.
We are interested in the peak values assumed by the induced charge that carries
some important information about the biomolecule that translocates through the
nanopore.
At a certain moment t∗ we open the switch K and after a period τ we observe the
peak due to the presence of the biomolecule inside the nanopore. Then the output
voltage can be written as the sum of the meaningful information plus the term
related to the electric noise that couples capacitively and is integrated over the
interrogation time:
Vout =
1
C
[
q +
∫ t∗
t∗−τ
i(t) dt
]
(4.3)
The output noise is completely characterized once we know its power spectral
density. The system is linear, time-invariant, so the output power spectral density
can written as:
SQ(f) = SI(f)|H(f)|2 (4.4)
with
i(t)
 SI(f) (4.5)
h(t)
 H(f). (4.6)
and SI considering just the thermal noise can be expressed in the form:
SI =
4KBT
R
(4.7)
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with R = Rpore/2
The Fourier transform of transfer function reads:
H(f) =
1
j2pif
[
1− e−j2pifτ
]
(4.8)
and after some easy algebra it holds:
H(f) =
sin(pifτ)
pif
e−j2pifτ (4.9)
Hence, substituting 4.9 into 4.4:
Sq(f) = SI(f)
[
τ 2sinc2(pifτ)
]
(4.10)
and integrating over the frequency we obtain the root mean square value:
qrms =
∫ ∞
−∞
Sq(f)df
= τ 2SI
∫ ∞
−∞
sinc2(pifτ)df
= τSI .
(4.11)
For an additive white gaussian noise (AWGN), we obtain the standard deviation:
σq =
√
SIτ . (4.12)
If we are interested in reavealing the ionic current blockade then we obtain:
i2rms =
√
SI B (4.13)
The interrogation time τ is stricly correlated with the translocation time of the
charged molecule through the nanopore. We refer to [96] where it is reported
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a translocation time of 17ns/bp (nanoseconds per base pair) for a 45bp dsDNA
through a 2.4nm diameter graphene nanopore for low applied voltage. Translated
to our problem, this means that τ ≥ ttrans which can be estimated in ∼ 10−7s.
Substituing in (4.3) we obtain σq = 7.3 ·10−19C which is a few orders of magnitude
greater than our meaningful signal. Thus if we want to exploit these sensors
for biomolecule detection we must focus our attention on both improving the
meaningful signal, for example by reducing the dimension of the pore which could
lead to an improvement of the charge signal detected, as well as reducing the current
thermal noise, and reducing the integrated noise by speeding up the translocation of
the molecule through the nanopore for example appliying a higher applied voltage
between the two electrodes.
For the current blockade we have an opposite behavior because the band B is
limited by the translocation time such as B  1/ttrans. So for a band of 108Hz
we obtain irms = 195pA a little bit more than half the meaningful signal. Very
slow translocation times are needed, i.e. of the order of ms, if we want to exploit
this method and for this reason the interactions between the membrane and the
translocating molecule must be studied in dept for instance modulating the fixed
charge on the edge of the nanopore.
Conclusion
In this work we have modeled and investigated the performance of graphene
nanopore sensors to be used for the detection of biomolecules. To do this, we
have developed a computational scheme combining the features of the simulation
package NanoTCAD ViDES as well as the python programming language. We have
modeled the electrolyte using the Poisson-Boltzmann equation for the electrolyte
medium and using a semiclassical model for the graphene membrane considering
fermion mass-less carriers.
We have studied the performance of these devices exploiting two different sensing
approaches: the widely used current blockade method where the ionic current is
constantly monitored so that the passage of the biomolecule trough the nanopore
results in a shift of the current trace flowing from a top a and bottom electrode,
and the induced charge method that here we have proposed that aims to use the
membrane as the sensing unit and to track how the induced charge evolves over
the time.
The devices have been studied by varying the concentration of ions as well as
the nanopore dimension proving that if we want to achieve the required spatial
resolution for DNA sequencing we need to work in the high salt regime and at the
same time it is important to reduce the dimension of the pore if we want to balance
the attenuation of the signal due to a stronger screening. We have also compared
the results with an ideal metallic membrane as thick as a graphene sheet to show
how the finite DOS of the latter affects the performance of these charge sensors.
Finally, we have demonstrated the different behaviour in terms of noise of the two
sensors. The charge sensor requires the translocation of the molecule to be as fast
as possible in order to integrate the noise that capacitvely couples to the system
over a very short period of time, while the current blockade method needs longer
translocation times in order to reduce the noise band.
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Future works must be focused on understanding in more detail the environment
inside the pore as the dimensions get smaller. When the pore dimensions are in
the order of the nanometer then the nanopore can accomodate just a few ions
and water molecules thus changing significantly fundamental parameters such as
the dielectric constant of the background medium, i.e water, as well the ionic
concentration and therefore the screening. All these factors affect both methods of
sensing here presented so it is of great importance to have a more realistic model
to obtain more accurate data from the numerical simulations.
Appendix A
Nanopore Conductance: A Toy
Model
We present a simple toy-model model for the conductance of a cylindrical nanopore
that captures both the pore-dominated and access-dominated regimes of resistance.
In fact in many cases, particulary when the pore is relatively wide and not very
long, we must take into account both the potential drop across the membrane
and the potential drop in the medium outside the pore. We assume to be in the
high-salt limit where one can neglet the effect of surfaces.
First, we calculate the voltage drop across a spherical layer between r and r + dr,
supposing a steady electric current that flows from a spherical electrode of diameter
D placed in the origin of a coordinate reference system (Fig. A.1).
We call σ the conductivity of the medium, the dR reads:
dR =
1
σ
dr
4pir2
(A.1)
thus
dV = − I
σ
dr
4pir2
(A.2)
Integrating A.2 from a point at a distance r from the origin and the electrode
placed at the infinity:
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x
y
z
r
r+dr
Figure A.1: Spherical electrode place in the origin of a coordinate reference
system.
∫ V (∞)
V (r)
dV =
∫ ∞
r
− I
4piσr2
dr (A.3)
yelds to:
V (∞)− V (r) = I
4piσr
(A.4)
as a result we obtain that V (r) ∝ 1/r. Calculating V (r) at r = D/2 and then
setting the potential at the infinity to be zero, we have:
∆V = V (D/2)− V (∞) = I
2piσD
(A.5)
Thus substituting A.5 into A.4 we can write V (r):
V (r) =
D/2
r
∆V (A.6)
In the case of a nanopore we must consider just a half-space and ∆V the voltage
drop between the infinity on the cis-side and the entrance of the pore (equals to
the volatge drop between the infinity on the trans-side and the entrance of the
pore). From A.5 we obtain a value for the access resistance:
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Raccess =
1
piσD
(A.7)
The access resistance does not depend on the distance between the electrodes but
only on their sizes. In this case we have one electrode of size D while the other
one is macroscopic and its access resistance is negligible. We obtain the same kind
of results even if we consider a more reasonable planar disk at the entrance of the
pore [97, 98]:
Raccess =
1
2σD
(A.8)
For a cylindrical nanopore, the pore resistance can be expressed as:
Rpore =
1
σ
Lpore
piD2/4
(A.9)
thus, the total resistance of a nanopore
R = Rpore + 2Raccess (A.10)
hence the conductance holds:
G = σ
[
1
D
+
4Lpore
piD2
]−1
(A.11)
where the conductivity σ
σ =
∑
i
q|zi|ciµi (A.12)
with ci, zi and µi are respectively the concentration, valence and mobilty of the ith
ionic species.
As one can easily argue, due to the fabrication process we have that the pore
diameter is larger at the entrance and exit than at the middle of the membrane,
thus the actual shape of a nanopore is typically much closer to an hourglass shape
than to a cylindrical shape.
Appendix B
Debye-Hückel Approximation
The full Poisson-Boltzamann equation is a nonlinear differential equation for the
electrostatic pontential and describes long-range electrostatic interactions quite
accurately and must be solved numerically.
Within the Debye-Hückel (DH) approximation we consider low electrostatic poten-
tials where it holds
qφ(r) KT. (B.1)
hence the Poisson-Boltzmann equation is linearized by expanding the exponential
of 3.4 up to the first order of φ so that:
∇2φ(r) = −1

∑
i
ziqc0i
(
1− ziqφ(r)
KT
)
(B.2)
At the reference point where concentrations assume their bulk values, the solution
is electrically neutral, so
∑
i
ziqc0i = 0 (B.3)
thus simplifing B.2
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∇2φ(r) = −1

∑
i
(ziq)
2ci0φ(r)
KT
(B.4)
The PB equation now reads:
(∇2 − κ2)φ(r) = 0 (B.5)
where the Debye screening length si given by
κ−1 =
(∑
i
KT
(ziq)2ci0
)1/2
(B.6)
The Debye screeing lenght is often used as a descriptive parameter of the system
of investigation and is of the order of a few nanometer. Effectively a diffuse
double layer at low potential behaves like a parallel plate capacitor where the
electrochemical double layer capacitance per unit area can be estimated by:
CDL =

κ−1
. (B.7)
Appendix C
Tight Binding Method
Thight Binding (TB) is an approximation to solve the Schrödinger equation with a
crystalline periodic potential. In the tight-binding model we assume the opposite
limit to that used for the nearly-free-electron approach, i.e. the potential is so
large that the electrons spend most of their lives bound to the atom to which they
belong and they should have limited interactions with states and potentials on
surrounding atoms of the solid. We follow the description of the TB method given
in [99].
The problem is to find the electronic structure of an extended system. Bloch (1928)
provided the formal mechanism for dealing with periodic system, such as crystal,
by means of the Bloch sum.
The one-electron Schrödinger equation reads:
[
p2
2m
+ V (r)
]
ψ(r) = Eψ(r) (C.1)
where
V (r+ tn) = V (r) (C.2)
is the crystalline potential, tn are the translational vectors, and the eigenfunctions
ψ(r) must be of Bloch type. In the tight binding method, the crystalline Bloch
functions are expanded on a set of orbitals of the atoms inside the unit cell:
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ψ(k, r) =
∑
i
ci(k)Φi(k, r) (C.3)
where the coefficients ci(k) are to be determined with standard variational methods.
The Bloch sum, Φi(k, r), of k wavevector can be expressed:
Φi(k, r) =
1√
N
∑
tm
eik·tmφi(r− tm) (C.4)
where N is the number of unit cells of the crystal, φi the atomic orbital of quantum
number i and Ei is the enegry of the atom centered in the reference unit cell. The
secular equation gives us the crystal’s eigenvalues and eigenfunctions
‖Mij(k)− ESij(k) ‖= 0 (C.5)
where Mij(k) = 〈Φi(k, r)|H|Φj(k, r)〉) are the matrix elements of the crystal
Hamiltonian between the Bloch sums, and Sij(k) = 〈Φi(k, r)|Φj(k, r)〉 are the
overlap matrix elements.
If we consider extremely localized orbitals then the overlap between atomic-like
functions centred on different atoms becomes negligible. This justifies the assump-
tions that localized atomic orbitals are orthonormal, and so are the corresponding
Bloch sums thus the overlap matrix Sij(k) is taken as the unit matrix δij.
Secondly, if we express the crystal potential as sum of spherically symmetric atomic-
like potentials Vα(r− tn) centred at the lattice positions then the Hamiltonian can
be written:
H =
p2
2m
+
∑
tn
Vα(r− tn) (C.6)
.
The Hamiltonian matrix elements become:
Mij(k) =
∑
tn
∫
φ∗i (r)
[
p2
2m
+ Vα(r) + V ′(r)
]
φj(r− tn) dr, (C.7)
Appendix C. The Tight Binding Method 77
where dr is the volume element in direct space, and V ′(r) denotes the sum of all
the atomic potentials of the crystal except the contribution Vα(r) of the atom at
the origin. Using the properites that the atomic orbital φi(r) is eigenfunction of
the atomic Hamiltonian with energy Ei and the orthonormality of localized atomic
orbitals, C.7 is:
Mij(k) = Eiδij +
∑
tn
eik·tn
∫
φ∗i (r)V
′(r)φj(r) dr. (C.8)
For tn = 0 we get the crystal filed integrals:
Iij =
∫
φ∗i (r)V
′(r)φj(r) dr. (C.9)
Considering an almost constant tail of the neighbouring atomic-like potentials in
the region where the wave functions φi(r) extend, the matrix with elements Iij
becomes a constant diagonal matrix.
For tn 6= 0 in C.9, assuming again localized atomic orbitals, we can limit the sum
to a small number of neighbours.
C.1 Energy Bands of Graphene
Graphene lattice is composed by regular hexagons formed py primitive vectors
t1 = aC−C(
√
3, 0) (C.10)
t2 =
√
3aC−C
2
(1,
√
3) (C.11)
where aC−C is the distance between nearest neighbours.
The unit cell contains two atoms, as shown in Fig. C.1 placed in positions:
d1 =
t1
3
+
t2
3
(C.12)
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Figure C.1: Direct lattice and unit cell for graphene. Figure extracted from
[100].
d2 = 2d1 (C.13)
The reciprocal lattice is generated by g1 and g2 which are rotated by pi/2 with
respect to t2 and t1 ( by definition gi · tj = 2piδij):
g1 =
2pi√
3aC−C
(1,− 1√
3
) (C.14)
g2 = (0,
4pi
3aC−C
). (C.15)
In order to reproduce the graphene electronic properties it is sufficient to consider
the atomic orbitals φ2s, φ2px , φ2py and φ2pz . In graphene there are three σ-bonds
originated from the hybirdization sp2 of the orbital s2 and p2 in the xy-plane with
bond angles 120, while the other orbital 2pz is perpendicular to the graphene plane.
The wave functions originated by s, px and py orbitals (σ-bands) are even under
reflection with respect to graphene plane, while pi-bands originated from pz orbitals
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are odd, therefore there is no mixing between σ- and pi-bonds and we can study it
separately.
The Bloch functions corresponding to the 2 atoms in the unit cell are expressed by
means of pz atomic orbital as:
Φ1(k, r) =
1√
N
∑
tn
eik·(d1+tn)φ(r− d1 − tn) (C.16)
Φ2(k, r) =
1√
N
∑
tn
eik·(d1+tn)φ(r− d2 − tn) (C.17)
where N is the number of unit cells in the crystal, tn are the primitive vectors and
φ is the atomic orbital. The Hamiltonian matrix elements are given by:
M(r) =
1
N
∑
tntm
eik·(tn+d1−tm−d2)〈φ(r− tm − d1)|H|φ(r− tn − d2)〉 (C.18)
Using first neighbour and two center approximation, the diagonal elements of M(k)
are equal to the on site energy E2pz , while the off diagonal elements are
M(k) =
∑
RI
eik·(RI)〈φ(r)|H|φ(r−RI)〉 (C.19)
with RI = R1,R2,R3 first neighbour vectors to the atom centered in d1. The
first neighbour integrals are all equal and are indicated with V (pppi), where the p
indicates that 2 orbitals are of p-type and the pi that the orbitals are orthogonal to
the axis joining their centres. Therefore, the matrix element M(k) is:
M(k) = V (pppi)(eik·(R1) + eik·(R2) + eik·R3) = V (pppi)f(k). (C.20)
Using the first neighbour vector coordinates:
f(k) = eikxa/2
[
2cos(
kya
√
3
2
) + e−i3kxa/2
]
. (C.21)
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The transfer matrix element HAA, given the interaction of an atom at site A with
itself an all other A atoms in the crystal, is exactly the same as HBB. Similarly,
HAB is simply the complex conjugate of HBA. Therefore the equation to solve to
obtain the pi-bands is
det
(
E2pzz − E Vpppif(k)
Vpppif
∗(k) E2pz − E
)
= 0 (C.22)
that is
E(k) = E2pz ± V (pppi)
√
|f(k)|2, (C.23)
where the + sign indicates the conduction band anf the − sign indicates the valence
band.
Bibliography
[1] Chan E.Y. Advances in sequencing technology. Mutation Research/Funda-
mental and Molecular Mechanisms of Mutagenesis, 573(1–2):13–40, 2005.
[2] Zwolak M. and Di Ventra M. Colloqium: Physical approaches to dna
sequencing and detection. Reviews of Modern Physics, 80(1):141–165, 2008.
[3] Sanger F., Nicklen S., Nicklen S., and Coulson A.R. Dna sequencing with
chain-terminating inhibitors. Proceedings of the National Academy of Sciences,
74(12):5463–5467, 1977.
[4] Wheeler D.A., Srinivasan M., Egholm M., Shen Y., Chen L., McGuire A.,
He W., Chen Yi-Ju, Makhijani V., Roth G.T., et al. The complete genome
of an individual by massively parallel dna sequencing. Nature, 452(7189):
872–876, 2008.
[5] Shendure J.and Ji H. Next-generation dna sequencing. Nature Biotechnology,
26(10):1135–1145, 2008.
[6] M.L. Metzker. Emerging technologies in dna sequencing. Genome research,
15(12):1767–1776, 2005.
[7] S.M. Iqbal and R. Bashir. Nanopores. Springer, 2011.
[8] Mardis E. A decade’s perspective on dna sequencing technology. Nature, 470
(7333):198–203, 2011.
[9] C.S. Pareek, R. Smoczynski, and A. Tretyn. Sequencing technologies and
genome sequencing. Journal of applied genetics, 52(4):413–435, 2011.
[10] M.L. Metzker. Sequencing technologies-the next generation. Nature Reviews
Genetics, 11(1):31–46, 2009.
81
Bibliography 82
[11] Voelkerding K.V., Dames S.A., and Durtschi J.D. Next-generation sequencing:
from basic research to diagnostics. Clinical Chemistry, 55(4):641–658, 2009.
[12] Ronaghi M., Karamohamed S., Pettersson B., Uhlén M., Nyrén P., et al. Real-
time dna sequencing using detection of phyrophosphate release. Analytical
Biochemistry, 242(1):84–89, 1996.
[13] Ronaghi M., Uhlén M., Nyrén P., et al. A sequencing method based on
real-time pyrophosphate. Science, 281(5375):363–365, 1998.
[14] Tawfik D.S., Griffiths A.D., et al. Man-made cell-like compartments for
molecular evolution. Nature Biotechnology, 16(7):652–656, 1998.
[15] http://my454.com.
[16] Fedurco M., Romieu A., Wiliams S., Lawrence I., and Turcatti G. Bta, a novel
reagent for dna attachment on glass and efficient generation of solid-phase
amplified dna colonies. Nucleic Acid Research, 34(3):e22–e22, 2006.
[17] Turcatti G., Romieu A., Fedurco M., and Tairi A.P. A new class of cleavable
fluorescent nucleotides: synthesis and optimization as reversible terminators
for dna sequencing by synthesis. Nucleic Acid Research, 36(4):e25–e25, 2008.
[18] Elaine R Mardis. Next-generation dna sequencing methods. Annu. Rev.
Genomics Hum. Genet., 9:387–402, 2008.
[19] Shendure J., Porreca G., Reppas N.B., Lin X., McCutcheon J.P., Rosenbaum
A.M., Wang M.D., Zhang K., Mitra R.D., and Church G.M. Accurate
multiplex polony sequencing of an evolved bacterial genome. Science, 309
(5741):1728–1732, 2005.
[20] Braslavsky I., Herbert B., Kartalov E., and Quake S.R. Sequnce information
can be obtained from single dna molecules. Proceedings of the National
Academy of Sciences, 100(7):3960–3964, 2003.
[21] http://www.elicosbio.com.
[22] E.R Mardis. Next-generation sequencing platforms. Annual Review of
Analytical Chemistry, (0), 2013.
[23] Eid J.and Fehr A., Gray J., Luong K., Lyle J., Otto G., Peluso P., Rank
D., Baybayan P., Bettman B., et al. Real-time dna sequencing from single
polymerase molecules. Science, 323(5910):133–138, 2009.
Bibliography 83
[24] http://www.illumina.com/systems/genome_analyzer_iix.ilmn.
[25] http://www.appliedbiosystems.com.
[26] http://www.pacificbiosciences.com.
[27] Venakatesan B.M. and Bashir R. Nanopore sensors for nucleic acid analysis.
Nature nanotechnology, 6(10):615–624, 2011.
[28] D.H. Stoloff and M. Wanunu. Recent trends in nanopores for biotechnology.
Current opinion in biotechnology, 2012.
[29] B.N. Miles, A.P. Ivanov, K.A. Wilson, F. Doğan, D. Japrung, and J.B. Edel.
Single molecule sensing with solid-state nanopores: novel materials, methods,
and applications. Chemical Society Reviews, 42(1):15–28, 2013.
[30] W.H. Coulter. Us patent 2,656,508, Oct. 20 1953.
[31] Kasianowicz J., Brandin E., Branton D., and Deamer D.W. Characterization
of individual polynucleotide molecule using a membrane channel. Proceedings
of the National Academy of Sciences, 93(24):13770–13773, 1996.
[32] Akeson M., Branton D., Kasianowicz J., Brandin E., and Deamer D.W.
Microsecond time-scale discrimination among polycytidylic acid, polyadenylic
acid, and polyuridylic acid as homopolymers or as segments within single
rna molecules. Biopysical Journal, 77(6):3227, 1999.
[33] Meller A., Branton D., et al. Single molecule measurements of dna transport
through a nanopore. Electrophoresis, 23(16):2583–2591, 2002.
[34] M.E. Gracheva. Nanopore-Based Technology. Humana Press, 2012.
[35] Daniel Branton, David W Deamer, Andre Marziali, Hagan Bayley, Steven A
Benner, Thomas Butler, Massimiliano Di Ventra, Slaven Garaj, Andrew
Hibbs, Xiaohua Huang, et al. The potential and challenges of nanopore
sequencing. Nature biotechnology, 26(10):1146–1153, 2008.
[36] L.Q. Gu and J.W. Shim. Single molecule sensing by nanopores and nanopore
devices. Analyst, 135(3):441–451, 2010.
[37] M. Wanunu. Nanopores: A journey towards dna sequencing. Physics of life
reviews, 9(2):125–158, 2012.
Bibliography 84
[38] S. Howorka and Z. Siwy. Nanopore analytics: sensing of single molecules.
Chemical Society Reviews, 38(8):2360–2384, 2009.
[39] F. Haque, J. Li, H.-C. Wu, X.-J. Liang, and P. Guo. Solid-state and biological
nanopore for real-time sensing of single chemical and sequencing of dna. Nano
today, 2013.
[40] Gu L.Q. and Shim J.W. Single molecule sensing by nanopores and nanopore
devices. Analyst, 135(3):441–551, 2010.
[41] http://www.artsci.washington.edu/newsletter/summer09/Gundlach.
asp.
[42] Benner S., Chen R., Roger J.A., Wislon N.A., Abu-Shumays R., Hurt N.,
Lieberman K.R., Deamer D.W., Dunbar W.B., and Akeson M. Sequence-
specific detection of individual dna plymerase comlexes in real time using a
nanopore. Nature nanotechnology, 2(11):718–724, 2007.
[43] Cockroft S.L., Chu J., Amorin M., Bayley H., and Ghadiri M.R. A
single-molecule nanopore device detects dna polymerase activity with single-
nucleotide resolution. Journal of the American Chemical Society, 130(3):818,
2008.
[44] Lieberman K.R., Cherf G.M., Doody M.J., Olasagasti F., Kolodji Y., and
Akeson M. Processive replication of single dna molecules in a nanopore
catalyzed by phi29 dna polymerase. Journal of the American Chemical
Society, 132(50):17961–17972, 2010.
[45] Olasagasti F., Lieberman K.R., Benner S., Cherf G.M., Dahl J.M., Deamer
D.W., and Akeson M. Replication of individual dna molecules under electronic
control using a protein nanopore. Nature Nanotechnology, 5(11):798–806,
2010.
[46] Faller M., Niederweis M., and Schulz G.E. The structure of a mycobacterial
outer-membrane channel. Science, 303(5661):1189–1192, 2004.
[47] Derrington I.M., Butler T.Z., Collins M.D., Manrao E., Pavlenok M., Nieder-
weis M., and Gundlach J.H. Nanopore dna sequencing with mspa. Proceedings
of the National Academy of Sciences, 107(37):16060–16065, 2010.
Bibliography 85
[48] Li J., Gershow M., Stein D., Brandin E., and Golovchenko J.A. Dna molecules
and configurations in a solid-state nanopore microscope. Nature materials, 2
(9):611–615, 2003.
[49] Storm A.J., Chen J.H., Ling X.S., Zandbergen H.W., and Dekker C. Fab-
rication of solid-state nanopores with single-nanometre precision. Nature
materials, 2(8):537–540, 2003.
[50] Venkatesan B.M., Dorvel B., Yemenicioglu S., Watkins N., Petrov I., and
Bashir R. Highly sensitive, mechanically stable nanopore sensors for dna
analysis. Advanced Materials, 21(27):2771–2776, 2009.
[51] Kim M.J., Wanunu M., Bell D.C., and Meller A. Rapid fabrication of
uniformly sized nanopores and nanopore arrays for parallel dna analysis.
Advanced Materials, 18(23):3149–3153, 2006.
[52] Nam S.W., Rooks M.J., Kim K.B., and Rossnagel S.M. Ionic field effect
transistors with sub-10 nm multiple nanopores. Nano letters, 9(5):2044–2048,
2009.
[53] McNally B., Singer A., Yu Z., Sun Y., Weng Z., and Meller A. Optical
recognition of converted dna nucleotides for single-molecule dna sequencing
using nanopore arrays. Nano letters, 10(6):2237–2244, 2010.
[54] Li J., Stein D., McMullan C., Branton D., Aziz M.J., and Golovchenko J.A.
Ion-beam sculpting at nanometre length scales. Nature, 412(6843):166–169,
2001.
[55] Wu M.Y., Krapf D., Zandbergen M., Zandbergen H., and Batson P.E. For-
mation of nanopores in a sin/ sio membrane with an electron beam. Applied
Physics Letters, 87:113106, 2005.
[56] B.M. Venkatesan, D. Estrada, S. Banerjee, X. Jin, V.E. Dorgan, M.H. Bae,
N.R. Aluru, E. Pop, and R. Bashir. Stacked graphene-al2o3 nanopore sensors
for sensitive detection of dna and dna–protein complexes. ACS nano, 6(1):
441–450, 2011.
[57] Venkatesan B.M., Shah A.B., Zuo J.M., and Bashir R. Dna sensing using
nanocrystalline surface-enhanced al2o3 nanopore sensors. Advanced functional
materials, 20(8):1266–1275, 2010.
Bibliography 86
[58] Geim A.K. and Novoselov K.S. The rise of graphene. Nature materials, 6(3):
183–191, 2007.
[59] K.S. Novoselov, A.K. Geim, SV.. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos,
I.V. Grigorieva, and A.A. Firsov. Electric field effect in atomically thin carbon
films. Science, 306(5696):666–669, 2004.
[60] Wallace P.R. The band theory of graphite. Physical Review, 71(9):622, 1947.
[61] Geim A.K. Graphene: status and prospects. Science, 324(5934):1530–1534,
2009.
[62] Laio A.D., Wu J.Z., Wang X., Taby K., Jena D., Dai H., and Pop E. Thermally
limited current carrying ability of graphene nanoribbons. Phys. Rev. Lett.,
106(25):256801, 2011.
[63] Fischbein M.D. and Drndic M. Electron beam nanosculpting of suspended
graphene sheets. Applied Physics Letters, 93(11):113107–113107, 2008.
[64] Garaj S., Hubbard W., Reina A., Kong J., Branton D., and Golovchenko
J.A. Graphene as a subnanometre trans-electrode membrane. Nature, 467
(7312):190–193, 2010.
[65] Merchant C.A., Healy K., Wanunu M., Ray V., Peterman N., Bartel J.,
Fischbein M.D., Venta K., Luo Z., Johnson A.T.C., et al. Dna translocation
through graphene nanopores. Nano letters, 10(8):2915–2921, 2010.
[66] Schneider G.F., Kowalczyk S.W., Calado V.E., Pandraud G., Zandbergen
H.W., Vandersypen L.M.K., and Dekker C. Dna translocation through
graphene nanopores. Nano letters, 10(8):3163–3167, 2010.
[67] Zwolak M. and Di Ventra M. Electronic signature of dna nucleotides via
transverse transport. Nano letters, 5(3):421–424, 2005.
[68] Johan Lagerqvist, Michael Zwolak, and Massimiliano Di Ventra. Influence of
the environment and probes on rapid dna sequencing via transverse electronic
transport. Biophysical journal, 93(7):2384–2390, 2007.
[69] Tanaka H. and Kawai T. Visualization of detailed structures within dna.
Surface Science, 539(1–3):L531 – L536, 2003.
Bibliography 87
[70] Shapir E., Cohen H., Calzolari A., Cavazzoni C., Ryndyk D.A., Cuniberti G.,
Kotlyar A., Di Felice R., and Porath D. Electronic structure of single dna
molecules resolved by transverse scanning tunnelling spectroscopy. Nature
Materials, 7(1):68–74, 2007.
[71] Xu M.S., Tsukamoto S., Ishida S., Kitamura M., Arakawa Y., Endres R.G.,
and Shimoda M. Conductance of single thiolated poly (gc)-poly (gc) dna
molecules. Applied Physics Letters, 87(8):083902–083902, 2005.
[72] Xu M., Endres R.G., and Arakawa Y. The electronic properties of dna bases.
Small, 3(9):1539–1543, 2007.
[73] Lindsay S., He J., Sankey O., Hapala P., Jelinek P., Zhang P., Chang S., and
Huang S. Recognition tunneling. Nanotechnology, 21(26):262001, 2010.
[74] Aleksandar P Ivanov, Emanuele Instuli, Catriona M McGilvery, Geoff Bald-
win, David W McComb, Tim Albrecht, and Joshua B Edel. Dna tunneling
detector embedded in a nanopore. Nano letters, 11(1):279–285, 2010.
[75] Masateru Taniguchi, Makusu Tsutsui, Kazumichi Yokota, and Tomoji Kawai.
Fabrication of the gating nanopore device. Applied Physics Letters, 95(12):
123701–123701, 2009.
[76] Postma H. Rapid sequencing of individual dna molecules in graphene
nanogaps. Nano letters, 10(2):420–425, 2010.
[77] Kamal K Saha, Marija Drndic, and Branislav K Nikolic. Dna base-specific
modulation of microampere transverse edge currents through a metallic
graphene nanoribbon with a nanopore. Nano letters, 12(1):50–55, 2011.
[78] Jariyanee Prasongkit, Anton Grigoriev, Biswarup Pathak, Rajeev Ahuja, and
Ralph H Scheicher. Transverse conductance of dna nucleotides in a graphene
nanogap from first principles. Nano letters, 11(5):1941–1945, 2011.
[79] Tammie Nelson, Bo Zhang, and Oleg V Prezhdo. Detection of nucleic acids
with graphene nanopores: ab initio characterization of a novel sequencing
device. Nano letters, 10(9):3237–3242, 2010.
[80] Heng J., Aksimentiev A., Ho C., Dimitrov V., Sorsch T.W., Miner J.F.,
Mansfield W.M., Schulten K., and Timp G. Beyond the gene chip. Bell Labs
technical journal, 10(3):5–22, 2005.
Bibliography 88
[81] Gracheva M.E., Xiong A., Aksimentiev A., Schulten K., Timp G., and
Leburton J.P. Simulation of the electric response of dna translocation through
a semiconductor nanopore–capacitor. Nanotechnology, 17(3):622, 2006.
[82] Gracheva M.E., Aksimentiev A., and Leburton J.P. Electrical signatures
of single-stranded dna with single base mutations in a nanopore capacitor.
Nanotechnology, 17(13):3160, 2006.
[83] Sansom M.S., Smith G.R., Adcock C., and Biggin P.C. The dielectric
properties of water within model transbilayer pores. Biophysical journal, 73
(5):2404–2415, 1997.
[84] Asenov A. Random dopant induced threshold voltage lowering and fluc-
tuations in sub 50 nm mosfets: a statistical 3datomistic’simulation study.
Nanotechnology, 10(2):153, 1999.
[85] Gianluca Fiori, Stefano Di Pascoli, and Giuseppe Iannaccone. Three-
dimensional simulations of quantum confinement and random dopants effects
in nanoscale nmosfets. Journal of Computational and Theoretical Nanoscience,
5(6):1115–1119, 2008.
[86] E.Y. Andrei, G. Li, and X. Du. Electronic properties of graphene: A
perspective from scanning tunneling microscopy and magneto-transport.
arXiv preprint arXiv:1204.4532, 2012.
[87] T. Fang, A. Konar, H. Xing, and D. Jena. Carrier statistics and quantum
capacitance of graphene sheets and ribbons. Applied Physics Letters, 91(9):
092109–092109, 2007.
[88] William H Press. Numerical recipes 3rd edition: The art of scientific com-
puting. Cambridge university press, 2007.
[89] Nanotcad vides. http://vides.nanotcad.com/vides/.
[90] Gianluca Fiori, Giuseppe Iannaccone, and Gerhard Klimeck. A three-
dimensional simulation study of the performance of carbon nanotube field-
effect transistors with doped reservoirs and realistic geometry. Electron
Devices, IEEE Transactions on, 53(8):1782–1788, 2006.
[91] Gianluca Fiori, Giuseppe Iannaccone, and Gerhard Klimeck. Coupled mode
space approach for the simulation of realistic carbon nanotube field-effect
transistors. Nanotechnology, IEEE Transactions on, 6(4):475–480, 2007.
Bibliography 89
[92] Gianluca Fiori and Giuseppe Iannaccone. Simulation of graphene nanoribbon
field-effect transistors. Electron Device Letters, IEEE, 28(8):760–762, 2007.
[93] Youngki Yoon, Gianluca Fiori, Seokmin Hong, Giuseppe Iannaccone, and
Jing Guo. Performance comparison of graphene nanoribbon fets with schottky
contacts and doped reservoirs. Electron Devices, IEEE Transactions on, 55
(9):2314–2323, 2008.
[94] Gianluca Fiori and Giuseppe Iannaccone. Ultralow-voltage bilayer graphene
tunnel fet. Electron Device Letters, IEEE, 30(10):1096–1098, 2009.
[95] Python programming language. http://www.python.org/.
[96] Chaitanya Sathe, Xueqing Zou, Jean-Pierre Leburton, and Klaus Schulten.
Computational investigation of dna detection using graphene nanopores. ACS
nano, 5(11):8842–8851, 2011.
[97] Hall J.E. Access resistance of a small circular pore. The Journal of general
physiology, 66(4):531–532, 1975.
[98] Jackson J.D. Classical Electrodynamics. 1962.
[99] Cheli M. Modeling of graphene electron devices. 2011.
[100] Manes J.L. Symmetry-based approach to electron-phonon interactions in
graphene. Physical Review B, 76(4):045430, 2007.
