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Let X be a complex Banach space and 9 a domain in the complex plane. 
Let f : 9 + X be an analytic function such that 11 f(5)/ is constant as 5 E 9. 
If X is the complex plane, then by the classical maximum modulus theorem f (C) 
itself is constant on 9. This is not the case in general. In the paper we study 
the norm-constant analytic functions whose values are bounded linear operators 
over an uniformly convex complex Banach space or, in particular, over a 
complex Hilbert space. 
INTRODUCTION 
Iff is a complex-valued function, defined and analytic on a domain 
g in the complex plane, such that If([)\ is constant as 5 E 9, then by 
the well-known classical resultf(<) itself is constant on 99. The same 
holds for the analytic functions with values in a complex Banach 
space X if and only if X has the property that every point of its unit 
sphere is a complex extreme point of the unit sphere (cf. [ll]). For 
example, the strictly convex complex Banach spaces have this 
property. On the other side, there are many Banach spaces which do 
not have this property-for example, all C*-algebras of dimension 
greater than one (cf. [2]). 
The aim of this paper is to study the operator-valued analytic 
functions with constant norm. The paper is divided into two parts. 
The first part deals with the norm-constant analytic functions whose 
values are operators over a complex Hilbert space. In the second part 
we study the norm-constant analytic functions whose values are 
operators over a uniformly convex complex Banach space and 
generalize some Hilbert space results of [3]. 
* This work was supported by the Boris KidriE Fund. 
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1. PRELIMINARIES 
Throughout the paper an open connected subset of the complex 
plane is called domain. If X is a complex Banach space, we denote by 
S(X) = (3 E X; I/ x I/ = l> the unit sphere of X, by X’ the dual 
space of X, and by L(X) the algebra of all bounded linear operators 
with domain X and with range in X; if A E L(X), we denote by 
B(A) and by o(A) the range and spectrum of the operator A, 
respectively. Further, we denote by {x, u) the image of x E X under 
u E X’. If X is a Hilbert space, 1 is the sign for orthogonality; if 
A E L(X), we denote the adjoint of A by A*. 
DEFINITION 1.0. Let X be a complex Banach space. A point 
a E S(X) is called real extreme point (resp. complex extreme point) 
of S(X) if /I a f y II < 1 (resp. II a + ly II < 1 (I 5 I < 1)) implies 
y = 0. 
LEMMA 1.1. Let 5 t-+f(lJ = a, + a15 + a212 + ‘*. be a function 
with values in a complex Banach space X, deJned and analytic in a 
neighborhood of the point 0 in the complex plane. If j/f(~)11 s II a, /I in a 
neighborhood of the point 0, then for each ai (i = 1, 2,...) an ri > 0 
exists such that I( a0 + &zi /I < I/ a, I/ (I 5 / < ri). 
To prove Lemma 1.1 we need the following lemma, proved by 
Harris. 
LEMMA 1.2 [6]. Let f be a complex-valued function, deJned and 
analytic on the open unit disc in the complex plane, satisfying ) f (C)J < 1 
(I 5 I < 1). Then 
I.ml + ((1 - I 5 10 I 5 I) If(r;) -ml G 1 (0 -=c I5 I < 1). 
Proof of Lemma 1 .l . Let Ilf (C)II = II a0 /I (I 1; I < R). This gives 
IGO > u> + (a, ,u>5 + *-* I G llaoll (I r; I -=c R; u E SW’)) 
Applying Lemma 1.2 to the function 5 ++ (f(R<), u)/l] a, (1, we obtain 
I<% 2 u>5 + (J%, u> it2 + *-. I d II a0 II - Iho I u>I 
(I 5 I < R/3; u E S(x’)). 
Cauchy’s estimates (if y is a complex-valued analytic function 
satisfying j r(c)/ f M (I 5 1 < Y), then j #nJ(O)I < M * r-” * n! 
(n = 1, 2,...)) give 
Pi > u>l G (3/W (II 0, II - l<ao 9 @I) (u E S(X); i = 1, 2,...), 
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SO 
I<ao v u>l + (R/3)” I(%, u>I G II 43 II (u Es(x); i = 1, 2,...) 
and 
II a0 + 5% II < II a0 II (I 5 [ < (R/3)i; i = 1, 2,...). Q.E.D. 
2. NORM-CONSTANT ANALYTIC FUNCTIONS INTO THE ALGEBRA OF 
OPERATORS OVER A COMPLEX HILBERT SPACE 
Let X be a complex Hilbert space. By the well-known result of 
Kadison [SJ, the real extreme points of S[L(X)] are exactly all semi- 
unitary operators (i.e., operators of the form A with A*A = I or 
AA* = I, where I is the identity operator). Akemann and Russo [2] 
proved recently that in every C*-algebra the real and the complex 
extreme points of the unit sphere coincide. Combining this with the 
result of Thorp and Whitley [II], we have the following simple 
consequence. 
THEOREM 2.0. Let X be a complex Hilbert space, 9 a domain in the 
complex plane, and let F: 9 + L(X) be an analytic function satisfying 
llF(5)ll = 1 (5 f 91. !ffF(W contains a semiunitary operator, then F(c) 
is constant on 9. 
Conversely, let A E S[L(X)] be a nonsemiunitary operator. Then a 
nonconstant function G exists, with values in L(X), defined and analytic 
on the open unit disc in the complex plane, which satisfies 11 G( IZJI = 1 
(I 5 1 < 1) and G(0) = A. 
The main result of this part is the following theorem. 
THEOREM 2.1. Let X be a complex Hilbert space and 
5 ++f(l> = A, + 45 + A2L2 + *-* (2.0) 
a function with values in L(X), defined and analytic in a neighborhood of 
the point 0 in the complex plane. Let 11 A, 1) = 1. 
For the existence of a neighborhood of the point 0 in which (1 f (5)/l = 1, 
the following condition is necessary: 
(4 AiQ = Ai*P = 0 (i = 1, 2,...), (2.1) 
where P and Q are the spectral projections, corresponding to the point 1 
for the selfadjoint operators A,A,* and A,*A, , respectively. 
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For the existence of a neighborhood of the point 0 in which I/f ([)[I = I, 
the following condition is su.cient: 
(ii) 6 > 0 exists such that 
A@ - PIpa) = A,*(1 - El-,) = 0 (i = 1, 2,...), 
where (I?,) and {F,} are the spectral families of the selfadjoint operators 
A,A,* and A,*A, , respectively, and I is the identity operator. 
Consequently, in the special case when 1 is an isolated point of the 
spectrum of A O A e*, the condition (i) is necessary and suficient. 
Proof of the First Part of the Theorem. Since /) A, I/ = 1, 1 is in the 
spectrum of both A,A,* and A,*A, . We have two possibilities: 
Either 1 is an eigenvalue of both A,A,* and A,*A, , or 1 is in the 
continuous spectrum of both A,A,* and A,*A, . In the latter case, 
P = Q = 0 so that (i) is trivially satisfied. So assume that 1 is an 
eigenvalue of both A,A,* and A,*A, , and let 
!If(lN = 1 (I 5 I < w. (2.2) 
The series (2.0) being convergent for j 5 / < R, it converges 
absolutely an uniformly for 1 5 / < r < R so that we have 
f(t-)*fkz) = 4*4 + &*A,5 + A,*AoC + ‘.* (I 5 I < y). 
Term-by-term integration gives 
= A,*A, + A,*A,r2 + A,*Azr4 + -.., (r -c RI, 
hence by (2.2) it follows that I/ A,*A, + A,*A,r2 + -.- 11 < 1 
(0 < r < R). Since the operators Ai*Air2i (i = 1, 2,...) are positive 
and (1 A,*A, (/ = II A,, \I2 = 1, it follows that 
I\ A,*Ao + A,*A,r2 + --a (1 3 1 
Similarly, we obtain 
(0 < r < R). (2.3) 
I/ Ad,,* + A,A,*y2 + -a* jj z 1 (0 < r < R). (2.4) 
Now, let x E B(Q). The point 1 being an eigenvalue of A,*A, , we 
have 
(A,*A,p, x) = (x, x) = j/ x /j2. (2.5) 
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Since by (2.3) 
we have 0 = (A,*&, x) = (A ix, A,x) = jl A+x /I2 (i = 1, 2 ,... ), which 
means that AiQ = 0 (i = 1, 2,...). Similarly, using (2.4), we get 
Ai*P = 0 (I = 1, 2,...) Q.E.D. 
To prove the second part of Theorem 2.0, we need the following 
lemma. 
LEMMA 2.2. Let X be a complex Hilbert space and TEL(X). Let 
{EA} and {FA} be the spectral families of the selfadjoint operators TT* 
and T* T, respectively, and let 01 < ,B. If x E W(F, - F,), then 
TX E .%?(E, - E.J. 
Proof. We can write (cf. [9]) T = W(T*T)1/2, where W is partial 
isometry: 
1) wx I/ = 11 x11(x Ea?((T*Ty)), wx = o(X~9?((T*T)v)). 
Further, by T* = (T*T)1/2W*, we have TT* = W(T*T) W*. 
Since &I?(( T*T)l12) 3 PZ( T*T), it follows that W* WT*T = T*T, 
so 
W*TT* = T*TW*. (2.6) 
Expressing EA and FA in terms of resolvents (cf. [4, p. 921]), we have 
by (2.6) W*EA = F,, W* for every X so it follows that 
FAT* = F,,(T*T)lJ2 W* = (T”T)1/2FAW’* = (T*T)1J2 W*E, = T*EA 
for every A, which implies that (FB - F,)T* = T*(E, - ES) or 
T(F, -FM) = (EB - EJT. Let x E J%‘(F, -F,). Writing x = (F, - F,)y, 
we obtain TX = T(F, -F,) y = (EB - E,) Ty E W(E, - E,). Q.E.D. 
Proof of the Second Part of Theorem 2.1. Let (ii) hold. Denote 
I - Fl--6 = Q, I - El-8 = P, and let x E 5%‘(Q). From (ii) it follows 
that an R > 0 exists such that f (c)x = A,x (1 5 1 < R), where R 
does not depend on x. Since x E 9(Q), it follows by Lemma 2.1 that 
A,x E 93(P), so that f (C)*f (5)x = A,*A,x (I 5 j -C R). Now, let 
z E S(X). We may write z = x + y, where x E L@(Q), y 1 g(Q). So 
II 4l*4lY II < (1 - WY II (2.7) 
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and 
ilf(5)z /I2 = (f(5)*f(w 4 t u-(l)*f(5)? Y) 
+ (fG)*mYY 4 + u-(5)*.f(i)Y~Y) 
= (A,*A& 4 + (4l*&,Y) 
+ (Y, 4!*4-4 + (f(5>*f(5)YTY). 
Since 9(Q) is invariant for A,*A, , we have 
(A,*&, y) = (y, A,*A”x) = 0 
so that 
I/ f0 II2 = Ml*4r% 4 + (f(5)*+m)Y> Y) (I 5 I < 4. 
Considering the seriesf(c)*f([)y = A,*A,y + -.-, we see by (2.7) 
that for any Y < R, a constant M(r) independent of y exists such that 
Ilf(5)*f(5)Y II < (1 - 6) II y ll + I 5 I M(y) It y ~ (I i I < r)v 
so 
llf(& 11’ < II x II2 + (1 - 6) I! y ii2 + I 5 I M(r) I! y i,p 
= Ii z /I2 + (I 5 I M(r) - 3 I/ Y i’2 (I 5 I -: I). 
If rD = min(r, 8/M(r)}, we have llf(5)]/ < 1 (; II I < r,,), and by the 
maximum modulus principle Ilf(i,‘)i/ 3 1 ([ [ I < Y,,). Q.E.D. 
In view of the special nature of the spectrum of compact operators 
(cf. [4]), we get the following corollary. 
COROLLARY 2.3. Let X be a complex Hilbert space and f (5) = 
A, + 45 + A2C2 + *** a function with values in L(X), de&ted and 
analytic in a neighborhood of the point 0 in the complex plane. Let A, be a 
compact operator, and let P, Q be the spectral prqjections, corresponding 
to the maximum eigenvalue of AoAo*, A,*A, , respectively. 
Then a neighborhood of the point 0 in which Ij f(C)]1 zz J j A, j/ exists if 
and only if 
AiQ = A,*P = 0 (i = 1, 2,...). 
3. NORM-CONSTANT ANALYTIC FUNCTIONS INTO THE ALGEBRA OF 
OPERATORS OVER A UNIFORMLY CONVEX COMPLEX BANACH SPACE 
First we prove two lemmas. 
LEMMA 3.0. Let X be a uniformly convex complex Banach space, and 
let A E L(X). If B EL(X) is such that // A + B/I < I/ A (1 and 
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II A -- B II < II A II, tJ1 en the point 0 is in the approximate point 
spectrum of B. 
Proof. Let )I A f B II < (I A I/. If A = 0, then B = 0, and we 
have nothing to prove. So let A # 0. With no loss of generality, we 
may assume that 11 A /I = 1. Now a sequence (xn; n = 1, 2,...) C S(X) 
exists such that limn+m jj Ax, I( = 1. Since (1 A f B (( < 1, we have 
11 Ax, f Bx, 11 < 1 (n = 1, 2,...). By the uniform convexity of X, it 
follows that lim,,, )I Bx, )I = 0. Q.E.D. 
LEMMA 3.1. Let X be a complex Banach space, 9 a domain in the 
complex plane, and let (fn; n = 1,2,...) be a sequence of functions with 
values in X, defined and analytic on 9, such that (11 f,(lJlJ; n = 1, 2,...} 
is ungorrnb bounded on each compact subset of 9. If )I f,({)j/ converges to 
zero on a subdomain of 29 as n -+ co, then it converges to zero everywhere 
on 53. 
Proof. Let llf&)ll converge to zero on a subdomain 9i C 9. 
Assume that a point 5, E 9 exists such that ]lf,(<,,)/j does not converge 
to zero. So an E > 0 and a subsequence {f,,; k = 1,2,...} exist such 
that (1 fn,(&,)[/ > E (K = 1,2,...). By the Hahn-Banach theorem, a 
sequence {uk; K = 1, 2,...) C S(X) exists such that for the complex- 
valued analytic functions < I+ p,(c) = (fJ{), uk) (12 = 1, 2,...), we 
have 
I %&)I 2 E > 0. (3.0) 
Further, by the assumptions {II f,(5)\/; n = 1, 2,...} is uniformly 
bounded on each compact subset of 9 and since 
also (I ~&II; h = l,Z...) is uniformly bounded on each compact 
subset of 9. Consequently, (cf. [lo]) we can choose a subsequence 
{vk,;j = 1,2,...), converging on 9 to an analytic function, say, y. 
Since (11 f,([)ll; n = 1, 2,...) converges to zero on 9r, by (3.1) the 
same holds for (~~~(5); j = 1, 2,...). So ~(5) = 0 (5 E 9i), and by the 
analytic continuation principle ~(5) = 0 (I E 9). This means that 
lim j+w ~~$5) = 0 (5 E g), which is in contradiction with (3.0). 
Q.E.D. 
Now we are able to prove the main result of this part, which 
generalizes a similar Hilbert-space result of Brown and Douglas [3]. 
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THEOREM 3.2. Let X be a complex Banach space, 9 a domain 
in the complex plane, and let F: 9 -+ L(X) be an analytic function, 
such that (( F(# = 1 in a neighborhood of a point i$ E 9. Let 
F(5) == A, + A,(5 - 5,) + A,(< - i,)” + ... . 
(i) Let X be strictly convex. If 11 A,x j/ = j[ x 11 for an x E X, then 
F({)x is constant on 9. In particular, if A,, is an isometry, then F(c) is 
constant on .3. 
(ii) Let X be unzjrormly convex. Then the point 0 is in the approximate 
point spectrum of each operator Ai (i = 1, 2,...). Further, let o(A,) 
contain a point X of modulus 1. Then h is in the approximate point 
spectrum of each operatorF(<) (5 E 9). In detail, (xn; n = 1,2,...} C S(X) 
and lim,,, /( A,,x, - hx, /I = 0 imply that lim,,, /I F(c)x,,, - Xx, (/ = 0 
(< E G@) and lim,,, I( Aix, j/ = 0 (i = 1, 2,...). 
Proof qf (i). By the assumptions, an R > 0 exists such that 
II F(t)11 = 1 (I 5 - 50 I < RR). So 
II W)x II < II x I! (I<-&I <R;xEX). 
If I/ Aox It = IIF(5,)x II = It x /I f or an x E X, it follows by the strong 
maximum modulus theorem (which holds for strictly convex complex 
Banach spaces-cf. [ll]) that F(<)x is constant for j 5 - co j < R. By 
the analytic continuation principle, F(Qx is constant on g. Q.E.D. 
Proof of (ii). S’ mce (( F(C)11 = 1 (1 [ - i,, [ < R), it follows by 
Lemma 1.1 that for each A, (i == 1, 2,...), an ri > 0 exists such that 
II A, + riAi jj < 1 (i = 1, 2,...). Now, X being uniformly convex, 
Lemma 3.0 applies to show that the point 0 is in the approximate 
point spectrum of each operator r,A, (i = 1, 2,...), and since yi > 0 
(i = 1, 2,...), it is in the approximate point spectrum of each operator 
Ai (i = 1, 2,-a.). 
Further, let o(A,) contain a point X of modulus 1. Since jj A, jl = 1, 
X is in the boundary of a(A,), and so it is in the approximate point 
spectrum of A,, . This means that a sequence {xn; n = 1, 2,...) C S(X) 
exists such that limn-tco (1 Aox, - Ax, I( = 0. To prove the rest of 
the theorem, one has only to prove that lim,,, /I F(&, jj = 0 (5 E 9) 
and limn+m 11 Aix, )I = 0 (i = 1, 2,...) for every such sequence. So let 
{xn; n = 1, 2,...) C S(X) and lim,,, I( Aox, - Ax, jl = 0. Denoting 
F(f;) - A, = G(c), it follows by [( F(Qj E 1 (1 [ - & j < R) that 
IV’(b, u>l = I<~P, u> + (G(&, u>l d 1 
(I 1- Co I < R, x E S(X), u E S(x’)). 
402 GLOBEVNIK AND VIDAV 
Applying Lemma 1.2 to the function !: c-t (F(i$ + R<)x, uj, it 
follows that 
IMFX, 61 + I(Wh u>l < 1 (I 5 - 5s I < R/3, x E S(X), u E S(X)). 
In particular, we have (1 A, + G(c)// < 1 (1 5 - I$ j < R/3). Now, 
limlz+co 1) f&x, - Ax, jl = 0 implies limn-tm /I A,x, )I = 1. Since 
II 4,~ I!K G(5) xn II < 1 (n = 1, 2,...; I 5 - 50 I < R/3), 
it follows by the uniform convexity of X that the sequence 
(11 G(l)x, 11; n = 1,2,...) converges to zero, uniformly for 
Using Cauchy’s formula (cf. [7]) for the coefficients A, (i = 1, 2,...), 
it follows that Iimla+, [I A,x, 11 = 0 (i = 1, 2,...). 
Further, by the preceeding discussion, the sequence {f,(S); 
n = I, 2,...) given byf,([) = F([)x, - )tx, = G(c)x, + (Aox, - hx,) 
(n = 1,2,...) converges to zero for 1 5 - &, ) < R/3. Since 
llf”(5>11 < llw)ll * II x, II + I h I * II x, II = II WJll + 1 (5 E 9; n = 1, Z-h 
it follows that {l/fn(l;)l]; n = 1, 2,...} is uniformly bounded on each 
compact subset of 9 Now Lemma 3.1 applies to show that 
Jimndm llf,(5)11 = 0 (5 E 9. Q.E.D. 
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