Wave Physics as an Analog Recurrent Neural Network by Hughes, Tyler W. et al.
Wave Physics as an Analog Recurrent Neural Network
Tyler W. Hughes,1, a) Ian A. D. Williamson,2, a) Momchil Minkov,2 and Shanhui Fan2, b)
1)Department of Applied Physics, Stanford University, Stanford, CA 94305, USA
2)Department of Electrical Engineering, Stanford University, Stanford, CA 94305,
USA
Analog machine learning hardware platforms promise to be faster and more energy-efficient than their digital
counterparts. Wave physics, as found in acoustics and optics, is a natural candidate for building analog
processors for time-varying signals. Here we identify a mapping between the dynamics of wave physics, and
the computation in recurrent neural networks. This mapping indicates that physical wave systems can be
trained to learn complex features in temporal data, using standard training techniques for neural networks. As
a demonstration, we show that an inverse-designed inhomogeneous medium can perform vowel classification
on raw audio signals as their waveforms scatter and propagate through it, achieving performance comparable
to a standard digital implementation of a recurrent neural network. These findings pave the way for a new
class of analog machine learning platforms, capable of fast and efficient processing of information in its native
domain.
INTRODUCTION
Recently, machine learning has had notable success in
performing complex information processing tasks, such as
computer vision1 and machine translation2, which were
intractable through traditional methods. However, the
computing requirements of these applications is increas-
ing exponentially, motivating efforts to develop new, spe-
cialized hardware platforms for fast and efficient execu-
tion of machine learning models. Among these are neuro-
morphic hardware platforms3–5, with architectures that
mimic the biological circuitry of the brain. Furthermore,
analog computing platforms, which use the natural evo-
lution of a continuous physical system to perform cal-
culations, are also emerging as important direction for
implementation of machine learning6–10.
In this work, we identify a mapping between the dy-
namics of wave-based physical phenomena, such as acous-
tics and optics, and the computation in a recurrent neu-
ral network (RNN). RNNs are one of the most important
machine learning models and have been widely used to
perform tasks such as natural language processing11 and
time-series prediction12–14. We show that wave-based
physical systems can be trained to operate as an RNN,
and as a result can passively process signals and infor-
mation in their native domain, without analog-to-digital
conversion, which should result in a substantial gain in
speed and a reduction in power consumption. In this
framework, rather than implementing circuits which de-
liberately route signals back to the input, the recurrence
relationship occurs naturally in the time dynamics of the
physics itself and the memory and capacity for informa-
tion processing is provided by the waves as they propa-
gate through space.
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RESULTS
Equivalence between wave dynamics and a recurrent neural
network
In this section we introduce the operation of an RNN
and its connection to the dynamics of waves. An RNN
converts a sequence of inputs into a sequence of outputs
by applying the same basic operation to each member
of the input sequence in a step-by-step process (Fig 1A).
Memory of previous time steps is encoded into the RNN’s
hidden state, which is updated at each step. The hidden
state allows the RNN to retain memory of past informa-
tion and to learn temporal structure and long-range de-
pendencies in data15,16. At a given time step, t, the RNN
operates on the current input vector in the sequence, xt,
and the hidden state vector from the previous step, ht−1,
to produce an output vector, yt, as well as an updated
hidden state, ht. While many variations of RNNs exist, a
common implementation17 is described by the following
update equations
ht = σ
(h)
(
W (h) · ht−1 +W (x) · xt
)
(1)
yt = σ
(y)
(
W (y) · ht
)
, (2)
which are diagrammed in Fig. 1B. The dense matrices
defined by W (h), W (x), and W (y) are optimized during
training while σ(h)(·) and σ(y)(·) are nonlinear activation
functions. The operation prescribed by Eq. 1 and Eq. 2,
when applied to each element of an input sequence, can
be described by the directed graph shown in Fig. 1C.
We now discuss the connection between the dynam-
ics in the RNN as described by Eq. 1 and Eq. 2, and
the dynamics of a wave-based physical system. As an
illustration, the dynamics of a scalar wave field distribu-
tion u(x, y, z) are governed by the second-order partial
differential equation (Fig. 1D),
∂2u
∂t2
− c2 · ∇2u = f, (3)
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2Figure 1. Conceptual comparison of a standard recurrent neural network and a wave-based physcal system.
(A) Diagram of a recurrent neural network (RNN) cell operating on a discrete input sequence and producing a discrete output
sequence. (B) Internal components of the RNN cell, consisting of trainable dense matricesW (h),W (x), andW (y). Activation
functions for the hidden state and output are represented by σ(h) and σ(y), respectively. (C) Diagram of the directed graph
of the RNN cell. (D) Diagram of a recurrent representation of a continuous physical system operating on a continuous input
sequence and producing a continuous output sequence. (E) Internal components of the recurrence relation for the wave equation
when discretized using finite differences. (F) Diagram of the directed graph of discrete time steps of the continuous physical
system and illustration of how a wave disturbance propagates within the domain.
where ∇2 = ∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
is the Laplacian operator,
c = c(x, y, z) is the spatial distribution of the wave speed,
and f = f(x, y, z, t) is a source term. A finite-difference
discretization of Eq. 3, with a temporal step size of ∆t,
results in the recurrence relation,
ut+1 − 2ut + ut−1
∆t2
− c2 · ∇2ut = ft. (4)
Here, the subscript, t, indicates the value of the scalar
field at a fixed time step. The wave system’s hidden state
is defined as the concatenation of the field distributions at
the current and immediately preceding time steps, ht ≡
[ut, ut−1]T , where ut and ut−1 are vectors given by the
flattened fields, ut and ut−1, represented on a discretized
grid over the spatial domain. Then, the update of the
wave equation may be written as
ht = A(ht−1) · ht−1 + P (i) · xt (5)
yt =
(
P (o) · ht
)2
, (6)
where the sparse matrix, A, describes the update of the
wave fields ut and ut−1 without a source (Fig. 1E). The
derivation of Eq. 5 and 6 are given in supplementary
materials section 1.
For sufficiently large field strengths, the dependence
of A on ht−1 can be achieved through an intensity-
dependent wave speed of the form c = clin + ut
2 · cnl,
where cnl is exhibited in regions of material with a non-
linear response. In practice, this form of nonlinearity is
encountered in a wide variety of wave physics, including
3shallow water waves18, nonlinear optical materials via
the Kerr effect19, and acoustically in bubbly fluids and
soft materials20. Additional discussion and analysis of
the nonlinear material responses is provided in supple-
mentary materials section 2. Like the σ(y)(·) activation
function in the standard RNN, a nonlinear relationship
between the hidden state, ht, and the output, yt, of the
wave equation is typical in wave physics when the out-
put corresponds to a wave intensity measurement, as we
assume here for Eq. 6.
Like the standard RNN, the connections between the
hidden state and the input and output of the wave equa-
tion are also defined by linear operators, given by P (i)
and P (o). These matrices define the injection and mea-
suring points within the spatial domain. Unlike the stan-
dard RNN, where the input and output matrices are
dense, the input and output matrices of the wave equa-
tion are sparse because they are non-zero only at the
location of injection and measurement points. Moreover,
these matrices are unchanged by the training process.
Additional information on the construction of these ma-
trices is given in supplementary materials section 3.
Most importantly, the trainable free parameter of the
wave equation is the distribution of the wave speed,
c(x, y, z). In practical terms, this corresponds to the
physical configuration and layout of materials within the
domain. Thus, when modeled numerically in discrete
time (Fig. 1E), the wave equation defines an operation
which maps into that of an RNN (Fig. 1B). Similarly to
the RNN, the full time dynamics of the wave equation
may be represented as a directed graph, but in contrast,
the nearest-neighbor coupling enforced by the Laplacian
operator leads to information propagating through the
hidden state with a finite velocity (Fig. 1F).
Training a physical system to classify vowels
We now demonstrate how the dynamics of the wave
equation can be trained to classify vowels through the
construction of an inhomogeneous material distribution.
For this task, we utilize a dataset consisting of 930 raw
audio recordings of 10 vowel classes from 45 different
male speakers and 48 different female speakers21. For
our learning task, we select a subset of 279 recordings
corresponding to three vowel classes, represented by the
vowel sounds ae, ei, and iy, as contained in the words
had, hayed, and heed, respectively (Fig. 2A).
The physical layout of the vowel recognition system
consists of a two-dimensional domain in the x-y plane,
infinitely extended along the z-direction (Fig. 2B). The
audio waveform of each vowel, represented by x(i), is
injected by a source at a single grid cell on the left
side of the domain, emitting waveforms which propagate
through a central region with a trainable distribution of
the wave speed, indicated by the light green region in
Fig. 2B. Three probe points are defined on the right hand
side of this region, each assigned to one of the three vowel
classes. To determine the system’s output, y(i), the time-
integrated power at each probe is measured (Fig. 2C).
After the simulation evolves for the full duration of the
vowel recording, this integral gives a non-negative vec-
tor of length 3, which is then normalized by its sum and
interpreted as the system’s predicted probability distri-
bution over the vowel classes. An absorbing boundary
region, represented by the dark gray region in Fig. 2B, is
included in the simulation to prevent energy from build-
ing up inside the computational domain. The derivation
of the discretized wave equation with a damping term is
given in supplementary materials section 1.
For the purposes of our numerical demonstration, we
consider binarized systems consisting of two materials:
a background material with a normalized wave speed
c0 = 1.0, and a second material with c1 = 0.5. We as-
sume that the second material has a nonlinear parameter,
cnl = −30, while the background material has a linear re-
sponse. In practice, the wave speeds would be modified
to correspond to different materials being used. For ex-
ample, in an acoustic setting the material distribution
could consist of air, where the sound speed is 331 m/s,
and porous silicone rubber, where the sound speed is 150
m/s22. The initial distribution of the wave speed con-
sists of a uniform region of material with a speed which
is midway between those of the two materials (Fig. 2D).
This choice of starting structure allows for the optimizer
to shift the density of each pixel towards either one of
the two materials to produce a binarized structure con-
sisting of only those two materials. To train the system,
we perform back-propagation through the model of the
wave equation to compute the gradient of the cross en-
tropy loss function of the measured outputs with respect
to the density of material in each pixel of the trainable
region. Interestingly, this approach is mathematically
equivalent to the adjoint method23, which is widely used
for inverse design23–25. Then, we use this gradient infor-
mation update the material density using the the Adam
optimization algorithm26, repeating until convergence on
a final structure (Fig. 2D).
The confusion matrices over the training and testing
sets for the starting structure are shown in Fig. 3A and
Fig. 3B, averaged over five cross-validated training runs.
Here, the confusion matrix defines the percentage of cor-
rectly predicted vowels along its diagonal entries and the
percentage of incorrectly predicted vowels for each class
in its off-diagonal entries. Clearly the starting structure
can not perform the recognition task. Fig. 3C and Fig.
3D show the final confusion matrices after optimization
for the testing and training sets, averaged over five cross
validated training runs. The trained confusion matrices
are diagonally dominant, indicating that the structure
can indeed perform vowel recognition. More information
on the training procedure and numerical modeling is pro-
vided in the materials and methods section.
Fig. 3E and Fig. 3F show the cross entropy loss value
and the prediction accuracy, respectively, as a function of
the training epoch over the testing and training datasets,
4Figure 2. Schematic of the vowel recognition setup and the training procedure. (A) Raw audio waveforms of spoken
vowel samples from three classes. (B) Layout of the vowel recognition system. Vowel samples are independently injected at
the source, located at the left of the domain, and propagate through the center region, indicated in green, where a material
distribution is optimized during training. The dark gray region represents an absorbing boundary layer. (C) For classification,
the time-integrated power at each probe is measured and normalized to be interpreted as a probability distribution over the
vowel classes. (D) Using automatic differentiation, the gradient of the loss function with respect to the density of material
in the green region is computed. The material density is updated iteratively, using gradient-based stochastic optimization
techniques, until convergence.
where the solid line indicates the mean and the shaded
region corresponds to the standard deviation over the
cross-validated training runs. Interestingly, we observe
that the first epoch results in the largest reduction of the
loss function and the largest gain in prediction accuracy.
From Fig. 3F we see that the system obtains a mean ac-
curacy of 92.6% ± 1.1% over the training dataset and a
mean accuracy of 86.3% ± 4.3% over the testing dataset.
From Fig. 3C and Fig. 3D we observe that the system at-
tains near perfect prediction performance on the ae vowel
and is able to differentiate the iy vowel from the ei vowel,
but with less accuracy, especially in unseen samples from
the testing dataset. Fig. 3G, Fig. 3H, and Fig. 3I show
the distribution of the integrated field intensity,
∑
t ut
2,
when a representative sample from each vowel class is in-
jected into the trained structure. We thus provide visual
confirmation that the optimization procedure produces a
structure which routes the majority of the signal energy
to the correct probe. As a performance benchmark, a
conventional RNN was trained on the same task, achiev-
ing comparable classification accuracy to that of the wave
equation. However, a larger number of free parameters
was required. Additionally, we observed that a compa-
rable classification accuracy was obtained when training
a linear wave equation. More details on the performance
are provided in supplementary materials section 4.
DISCUSSION
The wave-based RNN presented here has a number of
favorable qualities that make it a promising candidate
for processing temporally-encoded information. Unlike
the standard RNN, the update of the wave equation from
one time step to the next enforces a nearest-neighbor cou-
pling between elements of the hidden state through the
Laplacian operator, which is represented by the sparse
matrix in Fig. 1E. This nearest neighbor coupling is a
direct consequence of the fact that the wave equation is a
hyperbolic partial differential equation in which informa-
tion propagates with a finite velocity. Thus, the size of
the analog RNN’s hidden state, and therefore its memory
capacity, is directly determined by the size of the prop-
agation medium. Additionally, unlike the conventional
RNN, the wave equation enforces an energy conservation
constraint, preventing unbounded growth of the norm of
the hidden state and the output signal. In contrast, the
unconstrained dense matrices defining the update rela-
tionship of the standard RNN lead to vanishing and ex-
ploding gradients, which can pose a major challenge for
5Figure 3. Vowel recognition training results. Confusion matrix over the training and testing datasets for the initial
structure (A),(B) and final structure (C),(D), indicating the percentage or correct (diagonal) and incorrect (off-diagonal).
Cross validated training results showing the mean (sold line) and standard deviation (shaded region) of the (E) cross entropy
loss and (F) prediction accuracy over 30 training epochs and 5 folds of the dataset, which consists of a total of 279 total vowel
samples of male and female speakers. (G)-(I) The time-integrated intensity distribution for a randomly selected input (G) ae
vowel, (H) ei vowel, and (I) iy vowel.
training traditional RNNs27.
We have shown that the dynamics of the wave equa-
tion are conceptually equivalent to those of a recurrent
neural network. This conceptual connection opens up
the opportunity for a new class of analog hardware plat-
form, in which evolving time dynamics play a major role
in both the physics and the dataset. While we have fo-
cused on a the most general example of wave dynamics,
characterized by a scalar wave equation, our results can
be readily extended to other wave-like physics. Such an
approach of using physics to perform computation9,28–32
may inspire a new platform for analog machine learn-
ing devices, with the potential to perform computation
far more naturally and efficiently than their digital coun-
terparts. The generality of the approach further suggests
that many physical systems may be attractive candidates
for performing RNN-like computations on dynamic sig-
nals, such as those in optics, acoustics, or seismics.
MATERIALS AND METHODS
Training method for vowel classification
The procedure for training the vowel recognition sys-
tem is as follows. First, each vowel waveform is down-
sampled from its original recording, with a 16 kHz sam-
pling rate, to a sampling rate of 10 kHz. Next, the entire
dataset of (3 classes) × (45 males + 48 females) = 279
vowel samples is divided into 5 groups of approximately
equal size.
Cross validated training is performed with 4 out of
the 5 sample groups forming a training set and 1 out of
the 5 sample groups forming a testing set. Independent
training runs are performed with each of the 5 groups
serving as the testing set, and the metrics are averaged
over all training runs. Each training run is performed for
30 epochs using the Adam optimization algorithm26 with
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Figure 4. Frequency content of the vowel classes. The
plotted quantity is the mean energy spectrum for the ae, ei,
and iy vowel classes.
a learning rate of 0.0004. During each epoch, every sam-
ple vowel sequence from the training set is windowed to
a length of 1000, taken from the center of the sequence.
This limits the computational cost of the training proce-
dure by reducing the length of the time through which
gradients must be tracked.
All windowed samples from the training set are run
through the simulation in batches of 9 and the categorical
cross entropy loss is computed between the output probe
probability distribution and the correct one-hot vector
for each vowel sample. To encourage the optimizer to
produce a binarized distribution of the wave speed with
relatively large feature sizes, the optimizer minimizes this
loss function with respect to a material density distri-
bution, ρ(x, y) within a central region of the simulation
domain, indicated by the green region in Fig. 2B. The
distribution of the wave speed, c(x, y), is computed by
first applying a low-pass spatial filter and then a projec-
tion operation to the density distribution. The details
of this process are described in supplementary materials
section 5. Fig. 2D illustrates the optimization process
over several epochs, during which, the wave velocity dis-
tribution converges to a final structure. At the end of
each epoch, the classification accuracy is computed over
both the testing and training set. Unlike the training set,
the full length of each vowel sample from the testing set
is used.
The mean energy spectrum of the three vowel classes
after downsampling to 10 kHz is shown in Fig. 4. We ob-
serve that the majority of the energy for all vowel classes
is below 1 kHz and that there is strong overlap between
the mean peak energy of the ei and iy vowel classes.
Moreover, the mean peak energy of the ae vowel class
is very close to the peak energy of the other two vow-
els. Therefore, the vowel recognition task learned by the
system is non-trivial.
Numerical modeling
Numerical modeling and simulation of the wave equa-
tion physics was performed using a custom package writ-
ten in Python. The software was developed on top of the
popular machine learning library, pytorch33, to compute
the gradients of the loss function with respect to the ma-
terial distribution via reverse-mode automatic differen-
tiation. In the context of inverse design in the fields of
physics and engineering, this method of gradient com-
putation is commonly referred to as the adjoint vari-
able method and has a computational cost of perform-
ing one additional simulation. We note that related ap-
proaches to numerical modeling using machine learning
frameworks have been proposed previously for full-wave
inversion of seismic datasets34. The code for performing
numerical simulations and training of the wave equation,
as well as generating the figures presented in this pa-
per, may be found online at http://www.github.com/
fancompute/wavetorch/.
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SUPPLEMENTARY MATERIALS
S1. Derivation of the wave equation update relationship
In the main text, we specified that the dynamics of the scalar field distribution, u = u(x, y, z, t), are governed by
the wave equation
∂2u
∂t2
− c2 · ∇2u = f, (S1)
where ∇2 = ∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
is the Laplacian operator. c = c(x, y, z) is the spatial distribution of the wave speed and
f = f(x, y, z, t) is a source term. As discussed in the main text, nonlinear materials have a wave speed which depends
on the wave amplitude. Equation S1 can be discretized in time using centered finite differences with a temporal step
size of ∆t, after which it becomes
ut+1 − 2ut + ut−1
∆t2
− c2 · ∇2ut = ft. (S2)
Here, the subscript t is used to indicate the value of a scalar field at a given time step. To connect Eq. S2 to the
RNN update equations from Eq. 1 and 2, we exress this in matrix form as[
ut+1
ut
]
=
[
2 +∆t2 · c2 · ∇2 −1
1 0
]
·
[
ut
ut−1
]
+∆t2 ·
[
ft
0
]
. (S3)
Then, the update equation for the wave equation defined by Eq. S3 can be rewritten as
ht = A(ht−1) · ht−1 + P (i) · xt (S4)
yt =
∣∣∣P (o) · ht∣∣∣2 , (S5)
where we have defined A as the matrix appearing in Eq. (S3). The nonlinear dependence on ht−1 is defined by the
nonlinear wave speed described above.
An absorbing region is introduced to approximate an open boundary condition35, corresponding to the grey region
in Fig. 2B. This region is defined by a damping coefficient, b(x, y), which has a cubic dependence on the distance
from the interior boundary of the layer. The scalar wave equation with damping is defined by the inhomogeneous
partial differential equation36
∂2u
∂t2
+ 2b · ∂u
∂t
= c2 · ∇2u+ f, (S6)
where u is the unknown scalar field, b is the damping coefficient. Here, we assume that b can be spatially varying but
is frequency-independent. For a time step indexed by t, Eq. S6 is discretized using centered finite differences in time
to give
ut+1 − 2ut + ut−1
∆t2
+ 2b
ut+1 − ut−1
2∆t
= c2∇2ut + ft. (S7)
From Eq. S7, we may form a recurrence relation in terms of ut+1, which leads to the following update equation(
1
∆t2
+
b
∆t
)
ut+1 − 2
∆t2
ut +
(
1
∆t2
− b
∆t
)
ut−1 = c2 · ∇2ut + ft(
1
∆t2
+
b
∆t
)
ut+1 =
2
∆t2
ut −
(
1
∆t2
− b
∆t
)
ut−1 + c2 · ∇2ut + ft
ut+1 =
(
1
∆t2
+
b
∆t
)−1 [
2
∆t2
ut −
(
1
∆t2
− b
∆t
)
ut−1 + c2 · ∇2ut + ft
]
. (S8)
Equation S8 therefore represents the discretized update equation for the scalar wave equation with damping. In
matrix form, we may express Eq. S8 as[
ut+1
ut
]
=
[
2+∆t2·c2·∇2
1+∆t·b
−1−∆t·b
1+∆t·b
1 0
]
·
[
ut
ut−1
]
+∆t2 ·
[
ft
0
]
, (S9)
which also has the same form as in Eq. 5 and 6 of the main text.
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Figure S1. Saturable absorption response, for the parameters b0 = 1.0 and uth = 1.0 in Eq. S10, indicating the nonlinear
dependence of the damping parameter, b on the wave amplitude, u.
S2. Realistic physical platforms and nonlinearities
The results presented in the main text were obtained using a very general physical model for the wave dynamics,
where the field is assumed to be scalar and the hidden state to hidden state nonlinearity originates from an intensity-
dependent wave speed. In this section, we discuss in more detail how the scalar wave results can be translated
into various practical platforms, in both optics and acoustics, using various materials as well as different forms
of nonlinearity. The key experimental considerations for a practical realization of the analog wave RNN are (1)
achieving a compact (wavelength-scale) physical footprint, (2) a physical medium into which the physical weights
can be patterned, and (3) a nonlinear material response which can be achieved at reasonable signal energies, without
requiring high power sources. We emphasize that the introduction of a nonlinearity into the wave dynamics is critical
to realizing the complex information processing capabilities akin to a conventional RNN, allowing the wave dynamics
to extend beyond what is achievable with linear time-invariant system theory.
Optics
The most straightforward realization of the nonlinear wave speed in optical platforms is using Kerr nonlinearity.
Silicon (Si) and the family of chalcogenide glasses (e.g. As2S3) are two widely used nonlinear optical materials for
integrated platforms, with chalcogenide having one of the highest damage thresholds. Such a high threshold allows for
processing of sub-picosecond laser pulses with peak powers on the order of 10-50 MW37. A longer pulse duration in
such nonlinear materials will lead to irreversible damage and imposes an upper bound on the pulse length which can be
processed by the analog RNN. Such an ultra-fast optical analog RNN with Kerr nonlinearity may be useful in a number
of scientifically-relevant applications, such as diagnostics and processing for ultrafast pulses in nonlinear spectroscopy
and X-ray free electron lasers38. In such applications, the integration of conventional electronic processors is extremely
challenging due to the arrival rate of information as well as environmental factors. Additionally, a potential advantage
of sub-ps optical analog RNNs is that the training process for the RNN will not need to access regions of the device
parameter space with ultra-narrowband (high-Q) spectral features because the relative signal bandwidths of sub-ps
pulses are large. In contrast, an optical analog RNN for processing optical carriers broadened by GHz-rate electro-
optic modulators will likely be required to operate in the parameter space associated with sub-GHz, or even sub-MHz,
spectral features in order to effectively learn features found in such narrowband signals.
An alternative optical nonlinearity which could be used to construct an analog RNN is saturable absorption. Such
a nonlinear response consists of an intensity-dependent absorption/damping, which is mathematically defined as
b(u) =
b0
1 +
(
u
uth
)2 , (S10)
where b0 and uth are the saturable absorption strength and threshold, respectively. An example of the saturable
absorption response is plotted in Fig. S1. One potential realization of this effect involves the patterning of graphene
or other absorptive 2D materials on top of the linear optical circuit etched into a dielectric such as silicon. An
advantage of saturable absorption over the Kerr effect is that the resulting nonlinear response can be observed at
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Figure S2. Cross validated training results for an RNN with a saturable absorption nonlinearity. The mean (sold line) and
standard deviation (shaded region) of the (A) cross entropy loss and (B) prediction accuracy over 30 training epochs and 5
folds of the dataset, which consists of a total of 279 total vowel samples of male and female speakers. The parameters used for
the saturable absorption (Eq. S10) in these results are b0 = 0.1 and uth = 2.5 × 10−4, while a batch size of 15 samples was
used during training.
input powers on the mW scale39, making saturable absorption a promising candidate for use in optical analog RNNs.
On the other hand, the main disadvantage of saturable absorption is that it inevitably introduces power loss into the
system, which could potentially degrade the signal to noise ratio (SNR) at the detectors in a large-scale analog RNN.
Because the complexity of the analog RNN is directly related to its physical footprint, this may limit the expressive
capability of an RNN using this form of nonlinearity. However, if we assume a saturable absorption threshold intensity
of 0.5 MW/cm2 for graphene39, a structure that is 10λ wide [the y-extent of the structure in Fig. 2(D)] at an operating
wavelength of λ = 1550 nm, and an out-of-plane thickness of 1 µm, this situation would require an input power of 77
mW to achieve the intensity threshold across the input facet of the analog RNN. This nonlinear threshold is orders of
magnitude lower than that of the Kerr effect, making saturable absorption an appealing nonlinearity for the analog
RNN.
As an example, we numerically demonstrate a version of the wave RNN with saturable absorption. The training
results for this system are shown in Fig. S2(A) and (B), where we observe that this form of nonlinearity can also
perform well on the vowel classification task from the main text, achieving a training and testing classification accuracy
of 95.5%± 1.4% and 90.3%± 6.4%, respectively. These accuracies are comparable to those of the analog RNN with a
nonlinear wave speed as shown in Fig. 3 of the main text. We note however, that the saturable absorption nonlinearity
results in a larger variance in the accuracy on the testing set over the 5 cross validated training runs. The increase
in variance could be due to variations in the peak signal amplitudes of the various vowel recordings, even though we
normalize all recordings to have equal time-integrated power. Essentially, some vowel samples may not be “loud”
enough to overcome the damping and, thus, are nearly completely absorbed before they reach the detectors.
In terms of the device’s physical footprint, although we have considered a 2D simulation, the physics observed in
such systems translates well to planar integrated optical circuits. In such 3D devices, confinement of light in the
out-of-plane direction can be achieved using index confinement. We note that similar planar optical circuits produced
via inverse-design techniques have been previously demonstrated experimentally24.
Acoustics
An acoustic or elastic wave implementation of the wave RNN has several advantages over optical platforms in
terms of the availability of off-the-shelf components and nonlinear material responses, which can be much stronger.
Moreover, the typical operating frequencies used in acoustic signal processing are also orders of magnitude smaller
than typical optical carrier frequencies. This, in turn, naturally leads to much larger relative signal bandwidths and
eliminates the requirement of realizing ultra-narrowband spectral features in the parameter space of the analog RNN.
An acoustic version of the analog RNN could utilize off-the-shelf freespace ultrasonic transducers and receivers in
conjunction with a 3D-printed or laser-cut polymer. Many polymers can exhibit a slower sound speed than in air22,
as is the case in the system demonstrated in the main text. However, we emphasize that a lower sound speed in the
printed material is not a fundamental requirement for the RNN. In principle, so-called hard material sidewalls could
also be utilized, similarly to the structures of previously demonstrated acoustic metamaterials40, where c > 2000 m/s.
It’s also worth pointing out that sub-wavelength 3D-printed inclusions could be treated via an effective medium theory
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in order to achieve a range of sound speeds. This approach would offer interesting opportunities for non-binarized
implementations of the analog RNN.
In terms of a nonlinear material response, many fluids, particularly those with embedded gas bubbles (e.g. carbon-
ated water), exhibit a strongly nonlinear response. This effect is captured through a Taylor expansion of the fluid’s
equation of state, which defines the relationship between pressure, density, and entropy20. A common approach for
modeling such effects is using the nonlinear acoustic Westervelt equation41, which includes several terms in addi-
tion to the ones in the linear wave dynamics defined by Eq. S6. Typically, nonlinear fluids exhibit a second-order
nonlinear response20, where c(u) ∼ u, which is different from the third-order nonlinearity we use in the main text,
but is qualitatively similar. The Westervelt equation also includes a term that accounts for thermoviscous damping,
which introduces a frequency-dependent attenuation. One potential route towards including such nonlinearities into
an experimental realization of the RNN would be to infiltrate a 3D-printed linear structure with a highly nonlinear
fluid. Although, this approach would be different from the system considered in the main text, in terms of which
material includes a nonlinear response, it would represent a practical realization of the analog RNN. A non-freespace
platform for implementing the RNN would be to use elastic Lamb waves or surface waves on patterned slabs. The
features of such systems could be defined lithographically and nonlinearities could again be achieved by infiltrating
the patterned linear material with a nonlinear fluid.
In summary, this section shows that there are several realistic pathways for implementing the wave-based RNN
described in the main text, including the nonlinearities.
S3. Input and output connection matrices
In this section we discuss, in detail, the linear operators, P (i) and P (o), that define the injection and measurement
locations within the domain of the wave equation. We start from the vectors ut and ft, that are discretized and
flattened vectors from the field distribution ut and ft. Then, we define the linear operators, M
(i) and M (o), each
column of which define the respective spatial distributions of the injection and measurement points in this flattened
basis. With this, we can write the injection of the input vector, xt as a matrix-vector multiplication
∆t2ft ≡M (i) · xt. (S11)
Similarly, as the output of the RNN at each time step is given by an intensity measurement of the scalar fields, we
may express this in terms of the flattened scalar field as
yt = M
(o)T · ut2. (S12)
As the wave equation hidden state, ht is defined as the concatenation of ut and ut−1, we define the following matrices
for convenience, as they only act on the ut portion of ht
P (i) ≡
[
M (i)

]
(S13)
P (o) ≡ [M (o)T , ], (S14)
where  is a matrix of all zeros. These matrices are used in the injection and measurement stages of the scalar wave
update equations of the main text and thus serve a similar role to the W (x) and W (y) matrices of the traditional
RNN in Eqs. 1 and 2. However, unlike W (x) and W (y), these matrices are fixed and not trainable parameters. In
our numerical implementation, the operation of ∇2 on a spatially discretized wave field, ut is computed using the
convolution operation, defined mathematically as
∇2ut = 1
h2
0 1 01 −4 1
0 1 0
 ∗ ut, (S15)
where h is the step size of the spatial grid.
S4. Comparison of wave RNN and conventional RNN
In this section, we compare the performance of the wave RNN to that of a conventional RNN, as defined by Eq.
1 and Eq. 2. In the conventional RNN, the number of trainable parameters is determined by the size of the hidden
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Model Nonlinearity # parameters Accuracy
Training Testing
Wave Equation linear wave speed 4200 93.1% 86.6%
nonlinear wave speed 4200 92.6% 86.3%
saturable damping 4200 95.5% 90.3%
Conventional RNN linear 5250 78.8% 79.4%
leaky ReLU 5250 82.6% 80.2%
linear 10500 88.9% 88.2%
leaky ReLU 10500 89.4% 89.4%
Table S1. Comparison of scalar wave model and conventional RNN on vowel recognition task. The saturable damping nonlin-
earity is described in detail in the next section.
state, Nh, where the model is parameterized by three matrices W
(x),W (h), and W (y) of size [Nh × 1], [Nh ×Nh], and
[3×Nh], respectively. We selected Nh = 70 and Nh = 100, which correspond to a total number of free parameters
in the RNN of 5250 and 10500, respectively. This RNN model was implemented and trained using the pytorch
framework. In Table S1 we compare the final prediction accuracy of the conventional RNN on the vowel recognition
task to the wave RNN, where we observe that the conventional RNN can achieve a performance comparable to that
of the wave RNN. However, the conventional RNN is very sensitive to the total number of trainable parameters. For
a similar number of trainable parameters to that of the wave RNN, the conventional RNN achieves approximately 6%
lower classification accuracy. However, when the number of free parameters is increased to about twice that of the
wave RNN, the accuracy is higher by approximately 3 %. We note that it may be possible to achieve higher accuracy
in more advanced recurrent models such as the long short-term memory (LSTM)42 or gated recurrent unit (GRU)43
architectures. However, a detailed exploration of these models is outside the scope of the current study.
The conventional RNN and the wave RNN have a number of qualitative differences which we now discuss in more
detail. First, in the conventional RNN, the trainable parameters are given by the elements of the weight matrices.
In the case of the wave RNN, we choose to use the wave speed, c(x, y, z), defined on a discretized grid to define
the set of trainable parameters, because a specific distribution of c can be physically implemented after the training
process. Moreover, while the free parameters of the conventional RNN define a matrix which is multiplied by the
input, output, and hidden state vectors, in the wave RNN, the free parameters are multiplied element-wise with the
hidden state, which limits the influence of each individual parameter over the full dynamics of information within the
hidden state. For a given amount of expressive power, the size of the hidden state in the wave equation must arguably
be much larger than that of the conventional RNN. The reason for this is that the amount of information which can
be encoded into the spatial distribution of ut is constrained by the diffraction limit for waves. Thus, it follows that a
single element from the hidden state of a conventional RNN may be analogous to several grid cells in the scalar wave
equation. Furthermore, the discretized wave equation update matrix, A, is sparse and only contains non-zero values
around its main diagonal, which physically corresponds to a neighbor-to-neighbor coupling between spatial grid cells
(through the Laplacian operator). Due to this form of coupling, information in a given cell of ut will take many time
steps before interacting with information stored in distant cells, as determined by the wave velocity and the physical
distance between them. The presence of this form of causality practically means that one must wait longer for a full
‘mixing’ of information between cells in the domain, suggesting that in the our numerical simulations, a larger number
of time steps may be needed as compared to the typical RNN.
Finally, the form of nonlinearity used in the wave RNN is conceptually distinct from that used in the conventional
RNN, which involves the application of the nonlinear function, σ(h)(·), as in Eq. 1. In the wave RNN, nonlinearity is
provided by making the wave velocity, c, or damping, b, to be dependent on the instantaneous wave intensity ut
2, i.e.
c = c
(
ut
2
)
, or b = b
(
ut
2
)
. With this addition, the update matrix of Eq. 5, A = A(ht−1), becomes a function of the
solution at that time step, making the dynamics nonlinear. Nonlinearity is introduced into the output of the wave
system (yt) through a measurement the wave intensity, which involves a squaring operation. The practical realization
of material nonlinearities is discussed in detail in the supplementary materials section S0 S2.
S5. Binarization of the wave speed distribution
In this section we discuss how we create realistic distributions of material with a binarized c(x, y) distribution using
filtering and projection schemes during our optimization. Rather than updating the wave speed distribution directly,
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we instead update a design density ρ(x, y), which describes the density of material in each pixel. To create a structure
with larger feature sizes, a low pass spatial filter can be applied to ρ(x, y) to created a filtered density,
ρ˜(x, y) =
1/9 1/9 1/91/9 1/9 1/9
1/9 1/9 1/9
 ∗ ρ(x, y). (S16)
For binarization of the structure, a projection scheme is used to recreate the final wave speed from the filtered
density. We define ρ¯(x, y) as the projected density, which is created from ρ˜(x, y) as
ρ¯i =
tanh (βη) + tanh (β [ρ˜i − η])
tanh (βη) + tanh (β [1− η]) . (S17)
Here, η is a parameter between a value of 0 and a value of 1 that controls the mid-point of the projection, typically
0.5, and β controls the strength of the projection, typically around 100. The distribution of ρ¯ varies between 0 and
1. Finally, the wave speed can be determined from ρ¯ as
c(x, y) = (c1 − c0)ρ¯(x, y) + c0, (S18)
where c0 and c1 are the background and optimized material wave speed, respectively.
