In this paper, we relax the fully parametric distributional assumption of measurement errors (MEs) to establish mixture Bernoulli model by a centered Dirichlet process. A hybrid algorithm is presented to generate observations required for a Bayesian inference from the posterior distributions of parameters and covariates subject to MEs in Bernoulli model by combining the stick-breaking prior and the Gibbs sampler together with the Metropolis-Hastings algorithm. Two Monte Carlo studies illustrate the superiority of the measurement error estimators in certain situations.
Introduction
In a logistic regression model when covariates are subject to measurement error the naï ve estimator, obtained by regressing on the observed covariates, is asymptotically biased. A measurement error model is a linear or non-linear regression model with measurement error in the explanatory variables. Disregarding these measurement errors in estimating the regression parameters results in asymptotically biased, i.e. inconsistent estimators. This is the motivation for investigating measurement error models. On the other hand, most studies cannot be recorded exactly in the life sciences, biology, ecology and economics involve variables. Recently measurement error methods have been applied in the masking of data to assure anonymity [1] . In engineering, the cabibration of measuring instruments deals with measurement errors by definition [2] , many more examples and contribution to this field can be found in the literature, in particular in [3] - [5] .
Due to the importance of the measurement error problems, there are huge amount of papers and several books on measurement errors. It is important for us to review relatively recent developments in econometrics and statistics literature on measurement error problems. Reviews of earlier results on this subject can be found in Fuller [3] , Carroll, Ruppere and Stefanski [6] , Wansbeek and Meijer [7] , Bound, Brown and Matwiowetz [8] , Hausman [9] .
In this survey we aim at developing a semiparametric Bayesian approach to simultaneously obtain Bayesian estimations of parameters and covariates subject to MEs by combing the stick-breaking prior and Gibbs sampler together with the Metropolis-Hastings algorithm. 
(1)
c  are specific differentiable functions. The conditional mean i  is given to satisfy
where the MEs ij  's are assumed to follow an unknown distribution, and are independent of i X .
Following Lee et al. [10] , we assume the Dirichlet process (DP) mixture model to specify the distribution of ij  . The true covariate model for i X can be defined as
The joint probability density function for ) , ( , ,
Using the above presented joint probability density function and priors, we develop the generalized linear measurement error models. At the same time, utilizing the Gibbs sampler together with the Metropolis-Hastings algorithm for our defined models, we make statistical inference on parameters in
with a Bayesian approach.
Bernoulli Simulation and Bayesian Estimations
We consider data that are composed of a response and a covariate i X for n i In order to inspect sensitivity of Bayesian estimates by different prior inputs, we select the following three types of priors for  and  . can be regarded as a situation with noninformative prior information.
After 10000 burn-in iterations 5000 observations are collected in each of the generated 100 data sets, we Table 1 -2 are presented under assumption together with three types of prior inputs.
In Table 1 -2, `Bias' is the absolute difference between the true value and the mean of the estimates based on 100 replications and `RMS' is the root mean square between the estimates based on100 replications and its true value. 
Conclusion
Results from Tables 1-2 shows that 1) even if the different distributional assumptions of ij  and prior inputs of unknown parameters, Bayesian estimates the Bernoulli model with measurement error are reasonably accurate because their Bias values were less than 0.10 and their RMS values were less than 0.20; 2) using our proposed method, we can estimate the mean and standard deviation of the true distribution of ij  well; 3) the performance of the proposed procedures is developed in the Bernoulli model with measurement error.
