I. INTRODUCTION
C URRENTLY, there is a continuing need for accurate, efficient, and autonomous geometric correction algorithms [1] . Some of the reasons are the increasing complexity of contemporary remote sensing systems (some of which have significantly off-nadir viewing capabilities, e.g., National Oceanic and Atmospheric Administration (NOAA) Advanced Very High Resolution Radiometer (AVHRR) and SeaStar Sea-viewing Wide Field of view Sensor (SeaWiFS), the interest in multitemporal and multisatellite studies, and the increasing requirements of earth scientists for precision, temporal resolution and repeatability of remote sensing measurements. In many image processing applications using satellite images and specifically in those related to oceanographic studies, it is necessary to compare multiple images of the same scene acquired by different sensors or images taken by the same sensor but at different time instants [2] , [3] . Typical applications include multitemporal classification, recognition, and tracking of specific patterns, multisensor data fusion, and environment monitoring.
Such a comparison of multiple images requires either their spatial registration or their georeferencing. Several techniques for the registration (spatial alignment) of images from the same area have been proposed [4] - [11] . However, in the framework of oceanographic studies, the comparison of multitemporal and multisensor images is performed by the georeferencing of each image into a same geographic projection. Image georeferencing is the double process of correcting the remotely sensed image and transforming it into a known geographic projection (map coordinates) allowing the comparison with local ground measurements. This way, multisensor data georeferencing enables comparison and fusion of information from different sensory modalities, which often provide complementary information about the region surveyed.
The sea surface temperature (SST) and ocean color imagery remotely sensed by the AVHRR aboard the NOAA satellite series and by SeaWiFS aboard the SeaStar satellite are conveniently used in various fields, such as oceanography, meteorology, or fishery [12] , [13] . AVHRR and SeaWiFS images are subjected to different geometric distortions due to the earth's curvature and rotation, the spacecraft's speed, altitude and attitude, and the scan skew. These distortions, if not properly accounted for, will prevent meaningful comparison among images.
For a good overview of existing methods for geometric correction of satellite imagery, the reader is referred to [1] , [12] , and [14] - [17] . In these works, several models of varying complexity, based on the satellites trajectories, can be found ranging from the locally circular orbit approach to complex elliptical orbits in which perturbations caused by the earth's oblateness, the gravitation effects of the sun and moon, etc., are taken into account. The accuracy obtained from the application of these models is variable. Failures in the satellite's internal clock, inaccuracies in Kepplerian orbital elements and lack of knowledge concerning the attitude angles, lead to that even the most complex models do not offer the desired accuracy of errors of less than one pixel. To achieve this precision, an additional step is commonly applied, using ground control points (GCPs), e.g., unique geographical locations or features such as small islands, lakes, capes, etc., for each of which the location in the image can be identified and the location on a map is known [18] - [20] .
GCP manual selection is extensively used in practical applications [21] - [23] . However, obtaining a reliable number of GCPs is a very tedious and labor-intensive work. Moreover, it is subject to inconsistency problems, limited accuracy, and, in many instances, lack of availability of GCPs due to partial or total occlusions. Thus, there is a critical need to develop automated techniques requiring little or no operator intervention to georeferencing multitemporal and/or multisensor images when higher accuracy is desired. Toward this goal, automatization by area-based techniques has been used in NOAA AVHRR image navigation [24] , [25] . In these methods, a small window of points in the reference image is statistically compared with windows of the same site in the sensed image. The measure of similarity is usually the normalized cross correlation. However, correlation measures become unreliable when images have multiple partial or total occlusions and their gray-level characteristics vary, e.g., daytime and nighttime AVHRR data or SeaWiFS data [26] .
In contrast, feature-based methods, typically used in image registration, are more robust and suitable in such cases. These techniques extract and match the common structures from two images, using region boundaries and other strong edges as matching primitives [6] , [8] .
This paper proposes two new feature-based approaches to automatic georeferencing remotely sensed images, as shown in Fig. 1 , and explores their critical elements. These elements include (see Fig. 1 ) feature extraction, contour position initialization and feature correspondence by optimization of the reference image contours on the input image. To help understanding the proposed techniques, let us define two sets of terms that will be used throughout this paper.
• An input image is a sensed image (obtained by the satellite sensor), atmospherically corrected, which has been coarsely georeferenced only using an orbital prediction model. Edges are the estimated boundaries of an input image whereas regions are its homogeneous areas, which are obtained using a segmentation process.
• A reference image is a map in a specific projection containing the sea-land boundaries present in a geographical area, i.e., an overlay of geographic features such as coastlines. These sea-land boundaries will be referred to as reference contours and the areas defining these contours as objects, since they have a semantic meaning (islands, continent, ocean areas, etc.). The proposed technique uses as main features all reliable edges (coastlines not occluded by clouds). This way, it matches all reliable edges with their corresponding reference contours. Prior to the feature correspondence process, the contour initialization step associates regions in the input image to their respective objects in the reference image and performs a uniform translation of the reference contours on the input image.
In the feature correspondence process, we present two contour-matching algorithms. The main difference between them is in the optimization scheme: the first scheme initially performs a set of local optimizations prior to obtaining the global parameters, whereas the second scheme carries out a multidimensional optimization that directly yields such global parameters. In a third scheme, both algorithms are combined to achieve subpixel accuracy. Finally, the input image is resampled using the global parameters. In this paper, the cases of AVHRR and SeaWiFS have been analyzed, but the proposed method is extendable to any sensor, e.g., the Terra Moderate Resolution Imaging Spectrometer (MODIS) and European Remote Sensing (ERS) Along Track Scanning Radiometer (ATSR), among others.
A common procedure to assess the quality of georeferencing techniques is to determine the RMS error in the georeferenced image of the set of GCPs used to obtain the transformation coefficients, as well as of an independent set of test control points [1] , [18] . To overcome the problems above commented of this procedure, a new method has been developed based on the use of all the available image information, allowing us to achieve a more robust quantitative estimation of the accuracy of georeferenced images.
Finally, it has to be pointed out that both the proposed contour-matching technique and the georeferencing error estimation assume that a reference image containing the coastlines of the input image geographical area is available. This is a very common situation, and several geographical databases can be used to create such a reference image [27] . 1 .
This paper is organized as follows. Section II discusses the feature extraction procedure. Section III focuses on the contour-matching algorithms, describing the local optimization and the multidimensional global optimization schemes as well as the combined approach. Section IV details the error estimation technique proposed for assessing georeferencing results. In Section V, some experimental results are presented and analyzed. The final conclusions are included in Section VI.
II. FEATURE EXTRACTION
The proposed technique performs a contour initialization step that matches the objects in the reference image with their related regions in the input image. Afterward, the contour-matching approach aligns the reference contours with the reliable edges from the input image. Therefore, there are four different features that must be obtained: contours and objects from the geographical database and validated regions (identified land areas) and reliable edges (estimated sea-land boundaries) from the input image.
A. Extraction of Reference Contours and Objects
The reference image defining the reference contours of the area under analysis is created processing a geographical database. In our case, the overlay (reference image) is obtained from the geographical data available at the Central Intelligence Agency World Data Base II. 2 This database contains the geographical coordinates of precise geographical features such as coastlines and rivers. Coastline geographical coordinates are transformed to the desired projection (e.g., Mercator) following the classical approaches and, in our context, setting the spatial resolution of the transformation to 1.1 km, which corresponds to the AVHRR and SeaWiFS subsatellite resolution. With this information, a reference image containing the coastline position is created. In the process, reference contours are ensured to be closed, one-pixel width, eight connected contours.
Objects are easily obtained from the reference image given that contours are closed (taking into account the frame of the image defining the area under study). An example of reference image is illustrated in Fig. 2 where the reference contours are in black and the various objects in gray.
B. Extraction of Validated Regions and Reliable Edges
The presence of clouds (clutter) is a major problem in contour matching for accurate georeferencing, since it leads to matching errors and false detection. It is highly desirable to remove these irrelevant features before detection and analysis. In this work, the cloud overlay [ ] is computed using the multiband threshold method proposed in [28] , which has been extended and adapted to the region of analysis [25] . Other techniques could be used, since, as can be seen in Fig. 1 , this is a preprocessing step that is not included in the feature extraction process.
Extraction of Validated Regions:
Once the cloud areas have been extracted, land areas have to be detected. There is no unique segmentation technique that can perform best in all types of images, and most segmentation techniques are image dependent [4] , [29] . For this application, we use an iterative threshold selection technique [29] . It is based on the knowledge about the objects in the scene (land, sea and clouds), which is used to partition the gray value histogram of the input image. Since clouds have been previously extracted, the obtained histogram is bimodal (land and sea classes), and the threshold can be set to the pixel value corresponding to the valley. The segmentation is not very sensitive to the threshold value selection, since, in most input images, the histogram is sparsely populated near the valley.
After region labeling [29] , several land regions may appear. Depending on the cloud distributions, a single object (e.g., an island) may be split into various regions or even it may be completely covered and not appear in the partition. Therefore, detected land regions, that may not completely describe their associated objects, have to be matched with the objects in the reference image. Correspondences are estimated using a spatial coherency test relying on area values and centroid positions. The center of gravity of a given object ( th object of a binary image ) is estimated using objects moments [29] , (1) where represents the binary object area (zero-order moment). The same parameters are computed for the land regions detected in the input image.
The procedure sequentially compares each object from the reference image ( ) with the land regions in the input image ( ). Two tests of spatial coherence are conducted for each pair of land region and object. If a given pair fulfills both tests, the land region and the object are said to match and they are referred to as a validated region and a validated object, respectively:
2) Area test:
Threshold selections are based on the following considerations.
1) Euclidean distance test:
This test handles situations where the maximum distance error between the reference and input images is greater than an expected threshold. This threshold is established by estimating the maximum expected error in the satellite clock, a problem especially critical in AVHRR images [14] , [18] . In NOAA AVHRR and SeaStar-SeaWiFS applications, 25 pixels correspond, approximately, to a distance of 27.5 km. 2) Area test: This test rejects situations where the region area rate is too small (e.g., less than 50%). Such situations are due to large zones occluded by clouds and do not yield suitable estimations of the centroid position. Land regions in the input image that do not fulfill the spatial coherency tests are discarded.
Extraction of Reliable Edges: From the set of edges detected in the input image, those associated to actual sea-land transitions must be preserved to perform the contour matching. This process is carried out in two steps. First, all edges are estimated and, afterward, the reliable ones are detected. This way, the input image is first convolved with a Sobel operator so initial edges are estimated. Estimated edges are used to define a gradient energy map as follows: (4) where is the gradient intensity normalized to [0,1]. The energy functional defined in (4) is negative, so those image points with lower values will correspond to higher gradients. Fig. 3 presents two examples of this procedure. Fig. 3(a) and (b) shows the input images, obtained using an orbital prediction model. Note that, particularly in Fig. 3(b) , there are very few areas where the coastline is visible due to the cloud presence. Fig. 3 A morphological dilation is applied to the previously obtained binary cloud overlay [ ] to solve possible misclassifications of isolated points (5) where is a binary mask containing elements known as structuring elements, and denotes the dilation operation of by [30] . The size of the selected structuring element has to be large enough to mask the maximum number of gradient pixels from the clouds outer contours and small enough to avoid the elimination of valid edge points of the desired areas. Experimental analyses with a large amount of images have shown that 5 5 is a suitable structuring element size for this application.
Once the cloud areas have been obtained, reliable edges are computed by masking the gradient energy map with the dilated cloud regions. Fig. 3 (e) and (f) shows the respective cloud overlay. The edge classification into reliable and nonreliable ones is presented in Fig. 3(g) and (h) .
To facilitate the convergence of the optimization algorithms (see Section III), estimated edges are smoothed by means of a Gaussian filter. The modified gradient energy map is defined by a 2-D convolution (6) where is a 2-D Gaussian function and masked pixels are eliminated from the convolution computation. Fig. 3(i) and (j) presents two different types of information: the estimated edges that have been selected as reliable from the input image and the reference contours for this scene. Reference contours have been superimposed to the reliable edges for comparison purposes. Observe, particularly in Fig. 3(j) , that due to the presence of clouds the process may retain very few edges as reliable information.
III. CONTOUR-MATCHING APPROACHES
Two automatic contour-matching procedures are described in this section. In both techniques, we have assumed that the relationship between the input image, obtained from the orbital prediction model, and the reference image can be expressed by a 2-D affine transformation [1] , [23] , since the systematic errors have been previously compensated by the Kepplerian model.
For the considered affine transformation model, we can write for each pair of related points (7) where ( ), ( ) are, respectively, the initial and final positions of a contour point and , are the transformation parameters. The six transformation parameters are estimated using all pairs of accepted points ( ), through a minimum squares solution 
and (10) Finally, the input image is transformed using the following correction function:
The 2-D affine parameters will allow an accurate image georeferencing. They can be obtained as a final approximation of a set of local optimizations (e.g., by means of a bilinear regression) or directly as the result of a global optimization. In this section, both approaches are considered.
Both contour-matching approaches are iterative energy minimization processes, which start from an initial estimate. If a contour is initially placed too far from its correct position, the convergence may be slow or even erroneous. So, contour positions are initialized to allow a faster and more reliable convergence. Usually, initialization is application specific, requiring either prior knowledge of the problem or user interaction. In our case, the initialization only performs a uniform translation of the reference contours on the input image. Furthermore, different initialization strategies are required, depending on the contour optimization technique to be used.
A. Local Optimization Approach
The proposed minimization algorithm allows a contour to converge in an iterative way on an area of high-magnitude image energy: in this case, edges. In the local optimization approach, convergence is performed separately for each object and so is the initialization strategy. Contours are initialized by aligning the gravity centers of each validated region in the input image and of the corresponding object in the reference image. An example of the results from the local initialization stage is shown in Fig. 4 . Fig. 4(a) presents the segmentation of the image in Fig. 3(a) . In turn, Fig. 4(b) presents the centroid positions on the reference and input images, whereas the contours positions obtained using the local initialization are shown in Fig. 4(c) .
After contour initialization, each object is handled separately. Given a reference image with objects, let us analyze the optimization of an object (e.g., an island) whose contour has points. Let be the contour of the th object after the th iteration. Its total energy is (12) where is the energy of one point of the contour evaluated over the gradient energy map [see (6) ].
The algorithm allows uniform translations in a neighborhood (typically 5 5 pixels) centered at the current position. Every site in this neighborhood is a candidate point for updating, i.e., a one-pixel quantization step is used. The algorithm moves to a new location according to the following updating rule (13) This way, at each iteration, an exhaustive search is carried out, looking for the reference contour position leading to the minimum energy. The process is iterated reducing, at each iteration, 1) the smoothing degree and the amplitude of the gradient energy map of the reliable areas (see Section II) and 2) the search window size. When two successive iterations lead to the same minimum energy the process ends. This process is performed for all validated reference objects. Fig. 5 shows the result of the local contour optimization applied to the NOAA AVHRR image of Fig. 3(a) . Fig. 5(a) presents the iterative energy minimization for a validated region from Fig. 3(a) , whereas Fig. 5(b) shows the result for the whole set of validated regions.
The affine transformation parameters are estimated based on the final positions of the reference contours. To improve the estimation robustness, all final reference contours must pass a local consistency test. A reference contour is accepted only if enough points from its final version overlap reliable edges. Typically, a contour is accepted if more than 10% of its points overlap reliable edges.
Least Square Fitting: It consists of computing a bilinear regression from the initial and final positions for each of the points of the accepted contours (11) . Nearest neighbor resampling is applied for gray-level interpolation. This procedure is globally performed, so the positions of those parts of land that could not be detected in the contour-matching process are now estimated.
B. Global Optimization Approach
The global optimization approach is based on the simultaneous optimization of all reference contours on the energy map gradients of the input image. Therefore, the initialization strategy will simultaneously shift all the reference contours. The horizontal and vertical translation parameters defining the contour initialization are computed using different approaches, given the different nature of the errors in both directions. The horizontal displacement is, essentially, due to inaccuracies in the orbital model, in the satellite ephemeris data, and nonzero values for the roll of the spacecraft. Therefore, the horizontal translation suffered by each object is different and an average value is adopted. In turn, the vertical displacement is, mainly, due to the satellite clock drift and nonzero value for the spacecraft's pitch. Hence, all objects suffered, approximately, the same vertical displacement and that of the largest validated region is assumed.
In the global optimization, the six-dimensional (6-D) space defining the set of possible affine transformations (14) is analyzed looking for the solution leading to the lowest energy. At first, the translation parameters provided by the contour initialization are used as initial guess of a first-order bivariate polynomial transformation (11) .
Multidimensional Global Search: It is based on the transformed contour image and works on the affine transformation parameters domain. Given an initial point in the 6-D space, its neighborhood is defined by limiting and quantizing the range of possible values of each affine transformation parameter . The point in the 6-D neighborhood leading to the minimum energy is selected (15) where is the set of objects, is the number of contour points of object and is the energy of one point of the contour evaluated over the gradient energy map [see (6) ] after the th iteration.
If the new contour position reduces the global energy, the process is iterated using the selected point as center of the new 6-D neighborhood. At each iteration, the contour positions are updated (16) The global search is performed in a 6-D space that is structured. Therefore, heuristic algorithms [31] can be applied to efficiently exploit this characteristic and avoid the exhaustive exploration of the search space.
Based on the analysis of the nature of the problem, the sensitivity study of the energy function for each parameter and the parameters correlation, the following strategies are adopted.
1) Set limits to the solution space for each parameter.
Residual errors, after geometric corrections (orbital prediction model) and contours initialization, require moderate affine parameters values (e.g., translations lower than five pixels). Therefore, the search space can be restricted to a small neighborhood. 2) Discretize the solution space. Although the energy function is multimodal, the spare presence of maxima in a small neighborhood allows a multiresolution analysis of the search space. Therefore, at each iteration, the search space is finer sampled around the previous solution. 3) Exploration strategy. Given the good behavior of the energy function, each dimension (parameter) of the problem is separately searched following a conjugate gradient strategy [32] . Based on the obtained correction function (11) , the input image is transformed and resampled using nearest neighbor interpolation. Fig. 6 presents the iterative process of the global optimization on the image of Fig. 3(a) after contour initialization. For each iteration, the initial/final energy values are provided.
C. Combined Method
As it will be shown in Section V, the global optimization approach, although being more robust than the local one, may converge to solutions with higher energy values than the solution obtained by the local one. This occurs when the initial solution in the global optimization approach is too far away from the local minimum so that the heuristic approach and the discretization strategy cannot ensure a correct convergence.
In the combined method, the global optimization approach is initialized using the result of the local optimization technique [33] . That is, the initial affine parameters are computed using the solution of expression (11) . In consequence, they are very close to the optimal solution. The combined method, not only leads to a more reliable technique, but it also is computationally more efficient than the global optimization approach.
IV. GEOREFERENCING ACCURACY ESTIMATION TECHNIQUE
A common procedure to assess the quality of the georeferenced image is to compute the error in the location of a few control points. As it has been commented in Section I, this procedure is subject to problems of availability and representativity of such points as well as uncertainty in their interactive location. To overcome these problems, a new method has been developed based on the use of all the image available information. This way, the distance between the reference contours and the transformed reliable edges (see Section II) is computed. The procedure has two parts.
A. Error Field Generation
A distance map is generated computing those pixels which are at a given distance from the reference contours. In this implementation, distances are computed by successive dilations of the reference contours. Fig. 7 shows an example of the error field obtained from a reference image (see Fig. 2) . Distance values greater than 3 are not computed because errors of such magnitude do not appear after the geometric correction of the residual errors.
B. Extraction of Sea-Land Contours
The reliable outer land-sea contours are extracted and transformed by the obtained correction function, to superimpose them on the distance map. Contours are extracted from the gradient map of the relevant areas. In this application, we have used a thresholding approach given its simplicity. Since gradients are smooth, the resulting contours have to be thinned up to one pixel width.
Finally, the distance map [DM ] is evaluated at all points ( ) belonging to the binary representation of the transformed contours ( ). The final RMS error is computed by adding up these values and normalizing them by the total number of contour points in ( ) RMSE DM (17) As it will be shown in the following section, this method enables the use of a large number of points in the RMS error computation, making the measure more robust.
V. EXPERIMENTAL RESULTS
In this section, we provide some experimental results for single sensor and multisensor image georeferencing using the previous automatic contour-matching algorithms.
The proposed algorithms have been tested in a large set of satellite images. Here we present a subset that illustrates some of their relevant features. Fig. 8 shows the results obtained for the NOAA-14 AVHRR images of Fig. 3(a) and (b) . Qualitatively, the correspondence between the reference and input images obtained by the proposed algorithms is accurate to within a pixel error in average. Fig. 9(a) and (b) shows the results achieved by the proposed contour-matching technique applied to a NOAA-14 AVHRR image of the Mediterranean area and a SeaStar-SeaWiFS image of the Canary Island area. Note that both examples contain portions with partial and total occlusions. The results present accurate estimations of the location of all regions (even the nonvisible ones). It is worth mentioning that images in Figs. 8(b) and 9(b) can only be successfully georeferenced with high precision using the global optimization approach due to the presence of large occluded areas. Contours in such images will not pass the local consistency test included in the local optimization technique, disabling, in consequence, its use.
The results in Fig. 9 allow assessing the robustness of the proposed technique, since they have been obtained using different orbital prediction models to provide first-guess earth location. While the NOAA AVHRR examples have been processed using the ad hoc algorithm presented in [34] , the different processing levels applied to the SeaWiFS data are included in the SeaDAS (SeaWiFS Data Analysis System) software package. This package was developed under the NASA oceanographic biochemistry program [13] and made available for research centers and associated users within the framework of the SeaWiFS   TABLE I  RESULTS OF SATELLITE IMAGE GEOREFERENCING FOR FIVE TEST CASES   TABLE II  COMPARISON BETWEEN AN AREA-BASED TECHNIQUE AND THE  PROPOSED ALGORITHM   TABLE III  EXTRAPOLATION OF TRANSFORMATION FUNCTIONS,  EVALUATED OVER THREE TEST CASES Project, in which our receiving ground station (HCAN) is an active part. Table I shows the results obtained in a subset of NOAA-14 AVHRR and SeaStar-SeaWiFS images. In it, the captured data and the initial/final energy obtained in the minimization process are presented for the three proposed algorithms. In all cases, images present few occluded areas and therefore the local optimization scheme presents higher accuracy (around 10%) than the global one. In turn, the combination of both methods outperforms their isolated application.
From the perspective of the analysis and extraction of conclusions, two particular cases are presented which give an idea of the limits of the proposed technique. The first case corresponds to the comparison between the proposed optimization techniques with the area-based approaches, as implemented in [25] . Results are presented in Table II detailing the number of points used in the transformation parameters estimation ( ) and the total RMS error in the horizontal ( ) and vertical ( ) directions. The proposed algorithm outperforms area-based techniques by over half a pixel on the average, even when a large number of control points are available. In consequence, these algorithms are adequate for automatic georeferencing satellite images, even when they have partial or total occlusions and, thus, it is difficult to obtain a large number of well-distributed GCPs. The second case evaluates the error when extrapolating the transformation functions from a specific region to a different one in the same image. This is a common situation in oceanographic studies in which coast lines may be gathered in a small area of the image, while, relevant oceanographic structures may be present far away from this area. To be able to quantify the error in such cases, images containing coastlines in different areas are used. Three cases are presented in Table III . For each image, the first row shows the results when using the Canary Islands area to compute the transformation functions which are extrapolated over the Gibraltar area. The accuracy of the extrapolation is assessed in this last area. The second row presents the inverse situation. Results show that high precision is not achieved, exhibing maximum errors of three pixels. This circumstance is due to the fact that the transformation functions depend on the region where the coefficients were obtained and on its location with respect to the satellite track.
Finally, Fig. 10 presents the results of the proposed method in multisensor images, corresponding to sea surface temperature and ocean color data, acquired by the AVHRR and SeaWiFS sensors respectively. In Fig. 10 , the correspondence between the reference and input images shows that the georeferencing obtained by the proposed algorithms is accurate to within a pixel error in average (Table I) .
Our algorithm is reasonably efficient in terms of computational complexity. The creation of typical 517 993 (1041 1356) high-precision AVHRR (SeaWiFS) georeferenced images requires approximately 110 (325) s of computational load, on an IBM IntelliStation ZPro computer. In addition, it is important to highlight two aspects. First, the type of geometric processing we are handling is not usually required in real time, except during the oceanographic campaigns, and second, the fact that the algorithms have not been fully optimized. In spite of that, and as approximate information, Table IV includes the respective percentages of computational load required for each part of the complete system.
VI. CONCLUSION
This paper has dealt with automatic georeferencing of remotely sensed imagery. This procedure appears often in the processing of multitemporal and/or multisensor image analysis, such as multisource data fusion, multitemporal change detection, and validation of satellite data using in situ field measurements. In this work, we have explored the critical elements for an automated image georeferencing system using NOAA AVHRR and SeaStar-SeaWiFS imagery, which are first coarsely georeferenced using an orbital prediction model. These elements include feature extraction, contour initialization and contour optimization.
For this last process, we developed two contour-matching techniques, based on a general affine transformation, which model directly the corrections in the image domain without an explicit identification of the distortion sources. The local optimization scheme achieves slightly higher accuracy (around 10%) with respect to the multidimensional global optimization scheme (Table I) . However, it is less robust in the presence of large partial or total occluded land areas, due to the local consistency test restrictions. Furthermore, to achieve subpixel accuracy, both methods have been combined. In this case, a double transformation is performed and, in consequence, the final search is carried out in an area very close to the optimum solution.
Several experimental results for single sensor image georeferencing from different geographic areas and multisensor image georeferencing (AVHRR versus SeaWiFS) have verified the robustness and accuracy of the proposed algorithms, regardless the initial orbital prediction model, demonstrating their capability of georeferencing satellite images within one pixel. Furthermore, a new technique has been proposed to assess the accuracy of georeferencing approaches, which makes use of all reliable information in the image.
In summary, the proposed technique improves the analysis and data interpretation accuracy and facilitates its update to future remote sensing sensors or other applications: multitemporal classification, multisensor data fusion, structures recognition and tracking, etc. Currently, and exploiting its modularity, it has been improved with a friendly graphical user interface, and it is being used at the University of Las Palmas to produce 1-km resolution sea surface temperature and high phytoplankton concentrations maps [35] .
The favorable results from this study have spawned a follow-up project that consists of the upgrade of the developed techniques to automatic registration of any multisensor images, e.g., TERRA-MODIS and ATSR-ERS.
