Let M(Σ, P) be the mapping class group of a punctured oriented surface (Σ, P) (where P may be empty), and let T p (Σ, P) be the kernel of the action of M(Σ, P) on H 1
Introduction
A group G is said to be residually nilpotent if for every g ∈ G \ {1} there exists a homomorphism ϕ : G → N such that N is a nilpotent group and ϕ(g) = 1. For g, h ∈ G, we denote by [g, h] = g −1 h −1 gh the commutator of g and h, and, if K, H are two subgroups of G, we denote by [K, H] the commutator subgroup of K and H. This is the subgroup generated by {[g, h]; g ∈ K and h ∈ H}, and it is normal (resp. characteristic) if both, K and H, are normal (resp. characteristic). By a filtration of a group G we mean an infinite descending chain
of normal subgroups. We say that {G n } +∞ n=1 is a central filtration if [G n , G m ] ⊂ G m+n for all m, n ≥ 1, and we say that {G n } +∞ n=1 is a separating filtration if ∩ +∞ n=1 G n = {1}. It is well-known that a group G is residually nilpotent if and only if it admits a separating central filtration. A central filtration {G n } +∞ n=1 is called Z-linear if G n /G n+1 is a free Z-module for all n ≥ 1.
Let Σ ρ be an oriented closed surface of genus ρ ≥ 1, let P = {P 1 , . . . , P n } be a (possibly empty) finite collection of punctures in Σ ρ , and let Homeo(Σ ρ , P) be the group of homeomorphisms h : Σ ρ → Σ ρ which preserve the orientation and such that h(P) = P. The mapping class group of (Σ ρ , P) is defined to be the group M(Σ ρ , P) = π 0 (Homeo(Σ ρ , P)) of isotopy classes of elements of Homeo(Σ ρ , P). The natural action of M(Σ ρ , P) on H 1 (Σ ρ \ P, Z) leads to a homomorphism τ : M(Σ ρ , P) → GL(H 1 (Σ ρ \ P, Z)) whose kernel is the Torelli group T (Σ ρ , P).
The following result is more or less stated in [8] but, as far as I know, its first complete proof is given in [3] (see also [6] ). Theorem 1.1. The Torelli group T (Σ ρ , P) has a Z-linear separating central filtration. In particular, T (Σ ρ , P) is residually nilpotent.
The filtration of Theorem 1.1 is actually the well-studied Johnson filtration.
Let F = {G n } +∞ n=1 be a central filtration. Then the group commutator induces on
a Lie bracket under which it becomes a graded Lie Z-algebra. If, like in Theorem 1.1, the filtration is Z-linear, then L F (G) is torsion free and one can apply the Poincaré-Birkhoff-Witt theorem to embed L F (G) into its enveloping algebra. Theorem 1.1 also implies that T (Σ ρ , P) is biorderable (see [19] ), which implies many other properties (see [17] , [5] ).
Our goal in this paper is to prove a F p analogous to Theorem 1.1.
We say that a group G is residually p if for all g ∈ G \ {1} there exists a homomorphism ϕ : G → P such that P is a finite p-group and ϕ(g) = 1. Note that residually p groups are residually nilpotent as well as residually finite. A central filtration F = {G n } +∞ n=1 of a group G is called F p -linear if G n /G n+1 is a finite dimensional F p -vector space for all n ≥ 1. Note that, in that case, L F (G) becomes a Lie F p -algebra, and, therefore, one can apply the Poincaré-BirkhoffWitt theorem as well.
Let Σ ρ be a closed surface of genus ρ ≥ 1, and let P = {P 1 , . . . , P n } be a finite collection of punctures in Σ ρ . The natural action of M(Σ ρ , P) on H 1 (Σ ρ \ P, F p ) leads to a homomorphism τ p : M(Σ ρ , P) → GL(H 1 (Σ ρ \ P, F p )) whose kernel is the congruence subgroup T p (Σ ρ , P). This is a finite index subgroup of M(Σ ρ , P), and is torsion free if p = 2 (see [10] ).
Our main result is the following. Theorem 1.2. T p (Σ ρ , P) is residually p.
Remark. We will show in Section 2 (see Proposition 2.3) that a finitely generated group which is residually p admits a F p -linear separating central filtration. On the other hand, T p (Σ ρ , P) is a finite index subgroup of M(Σ ρ , P) which is finitely generated, thus T p (Σ ρ , P) is finitely generated. So, by Theorem 1.2, T p (Σ ρ , P) admits a F p -linear separating central filtration.
The proof of Theorem 1.2 is essentially algebraic and uses the following result known as the Dehn-Nielsen-Baer theorem (see [11] , [23] ). Theorem 1.3. (Dehn, Nielsen [18] , Baer [2] , Magnus [15] , Zieschang [22] ). Let Σ ρ be a closed oriented surface of genus ρ ≥ 1, and let P = {P 1 , . . . , P n } be a finite collection of punctures in Σ ρ . Then M(Σ ρ , P) embeds in Out(π 1 (Σ ρ \ P)). Moreover, if P = ∅, then M(Σ ρ ) = M(Σ ρ , ∅) is an index 2 subgroup of Out(π 1 (Σ ρ )).
For a group G, we denote by I p (G) the kernel of the natural homomorphism Aut(G) → GL(H 1 (G, F p )), and by I p (G) the kernel of the natural homomorphism Out(G) → GL(H 1 (G, F p )). Note that Inn(G) ⊂ I p (G) and I p (G) = I p (G)/Inn(G). Then Theorem 1.2 is a direct consequence of the following. Theorem 1.4. Suppose G is either a free group or the fundamental group of a closed oriented surface. Then I p (G) and I p (G) are both residually p.
The fact that the outer automorphism group of a free group is virtually residually p has been previously proved by Lubotzky [13] . He did not give explicitely any finite index subgroup which is residually p, but I suspect he knew that I p (F ) is an eligible one. The fact that I p (G) is residually p is more or less known to experts and follows from the following theorem which is proved in Section 2 (see Theorem 2.4). Theorem 1.5. Let G be a finitely generated and residually p group. Then I p (G) is residually p. Now, in order to prove that I p (G) is residually p for a given group G, we require some restrictions on G.
For g, h ∈ G, we use the notation g ∼ h to mean that g is conjugate to h. We say that a group G is conjugacy p-separable if for all g, h ∈ G, either g ∼ h, or there exists a homomorphism ϕ : G → P such that P is a finite p-group and ϕ(g) ∼ ϕ(h). We say that G has Property A if for every automorphism α ∈ Aut(G) such that α(g) ∼ g for all g ∈ G, we have α ∈ Inn(G).
In Section 2 we prove the following. Theorem 1.6. Let G be a finitely generated group. If G is conjugacy p-separable and has Property A, then I p (G) is residually p.
The fact that free groups and fundamental groups of oriented closed surfaces have Property A is proved in [7] . The fact that free groups are conjugacy p-separable is stated in [14] , Proposition 4.8. However, the proof given in [14] is imprecise and incomplete. We give a complete and detailed proof of this result in Section 3. In Section 4 we prove the following. Theorem 1.7. The fundamental group of a closed oriented surface is conjugacy p-separable.
From a technical point of view, Theorem 1.7 is the main result of the paper.
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The term "central" in the above definition can be used because of the following.
Proof. We argue by induction on m.
Assume m > 1. We need to prove that [g, h] ∈ γ p m+n G for every generator g of γ p m G and every element h ∈ γ p n G. There are two different cases to consider:
By induction we have
and, by induction,
The proof of the following is left to the reader.
Lemma 2.2. Let P be a finitely generated group. Then P is a finite p-group if and only if there exists some n ≥ 1 such that γ p n P = {1}.
By a p-filtration of a group G we mean a filtration {G n } +∞ n=1 such that G/G n is a finite p-group for all n ≥ 1. Note that the p-filtrations that will appear in the proofs of Theorems 2.4 and 2.5 are actually F p -linear filtrations, but this is not needed for our purpose. Recall also that a filtration {G n } +∞ n=1 is said to be a separating filtration if ∩ +∞ n=1 G n = {1}.
The main criterion we will use in the proofs of Theorems 2.4 and 2.5 are the following. Proposition 2.3.
1. Let G be a (discrete) group. If G has a separating p-filtration, then G is residually p.
2. Let G be a finitely generated group. Then G is residually p if and only if the lower F p -linear central filtration {γ
is a separating filtration.
Remark. It is easily seen that γ p n G is finitely generated for all n ≥ 1 and that {γ p n G} +∞ n=1 is a F p -linear filtration if G is finitely generated. This is not necessarily true anymore if G is not finitely generated.
Proof. Part (1) is easy to proof and left to the reader. So, we assume that G is finitely generated and turn to prove Part (2) . If {γ
is a p-filtration (apply Part (1)). Suppose that G is residually p. Let g ∈ G \ {1}. There exists a homomorphism ϕ : G → P such that P is a finite p-group and ϕ(g) = 1. By Lemma 2.2, there exists n ≥ 1 such that γ
This shows that {γ p n G} +∞ n=1 is a separating filtration. Theorem 2.4. Let G be a finitely generated group. If G is residually p, then I p (G) is residually p.
Proof. We consider the lower F p -linear central filtration {γ
We set A n = Kerπ n for all n ≥ 1 and turn to prove that {A n } +∞ n=1 is a separating p-filtration of
Proof of Claim 1. We argue by induction on k. The case k = 1 follows from the definition of A n , so we can assume k > 1. We take α ∈ A n , and turn to prove that α(g) ≡ g mod γ p n+k G for every generator g of γ p k G.
Iterating the above congruence we obtain
is well-defined.
We denote by H n the set of set-maps from G/γ
G is a finite dimensional F p -vector space and G/γ p n+1 G is finite, thus H n is finite and naturally endowed with a structure of F p -vector space. The next claim shows that A n /A n+1 is also a finite dimensional F p -vector space for all n ≥ 1, so it implies that {A n } +∞ n=1 is a p-filtration.
is a group homomorphism whose kernel is A n+1 .
Proof of Claim 4. Let α 1 , α 2 ∈ A n and let g ∈ G. We write α 1 (g) = gx 1 , α 2 (g) = gx 2 , and
This shows that u is a homomorphism.
. This shows that u α is trivial, that is, α belongs to the kernel of u.
Let α be an element of the kernel of u. Let g ∈ G, and let
Theorem 2.5. Let G be a finitely generated group. If G is conjugacy p-separable and has Property A, then I p (G) is residually p.
We denote by π n :
The kernel of π n is the group A n defined in the proof of Theorem 2.4, and {A n } +∞ n=1 is a separating p-filtration of I p (G). Let S n be the set of conjugacy classes in G/γ p n+1 G, and let Sym(S n ) denote the symmetric group of S n . The group Aut(G/γ p n+1 G) acts naturally on S n , and this action defines a homomorphism θ n : Aut(G/γ
Proof of Claim 1. The fact that {A n } +∞ n=1 is a p-filtration means that I p (G)/A n ≃ Imπ n is a finite p-group, thus I p (G)/B n ≃ Imπ n = θ n (Imπ n ) is also a finite p-group (it is the image of a finite p-group under a homomorphism).
Proof of Claim 2. The inclusion Inn(G) ⊂ ∩ +∞ n=1 B n is clear, thus we only have to prove the reverse inclusion:
Since G has Property A, there exists g ∈ G such that g is not conjugate to α(g). Since G is conjugacy p-separable, there exists a homomorphism ϕ : G → P such that P is a finite p-group, and ϕ(g) ∼ ϕ(α(g)). By Lemma 2.2, there exists n ≥ 1 such that γ
G be the quotient map. The above inclusion and the fact that ϕ(g) ∼ ϕ(α(g)) imply that µ n (g) ∼ µ n (α(g)). This shows thatπ n (α) does not fix the conjugacy class of [g] ∈ G/γ p n+1 G, thusπ n (α) = Id, therefore α ∈ B n .
Conjugacy p-separability of free groups
We start with an observation that the reader must keep in mind because it will be often used in the remainder of the paper.
Lemma 3.1. Let G be a group, and let K 1 , K 2 be two normal subgroups such that G/K 1 and
Now, we prove the following. Proof. Let F = F (X) be a free group freely generated by a set X. Let g = x
l be an element of F written in normal form (i.e. x i ∈ X, ε i ∈ {±1}, and x
for all i). The number l is called the word length of g and is denoted by |g| X , and the set {x 1 , . . . , x l } ⊂ X is called the support of g and is denoted by Sup(g).
We take two elements g, h ∈ F that are not conjugate and we prove by induction on |g| X + |h| X that there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ(g) ∼ ϕ(h).
Step 1. We assume g = 1.
We have h = 1 and F is residually p (see [4] , for example), thus there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ(h) = 1. We obviously have ϕ(h) ∼ ϕ(g) = 1.
Conclusion of Step 1.
We can assume g = 1 and h = 1.
Step 2. We assume that |Sup(g)| = |Sup(h)| = 1.
Then g and h are of the form g = x n and h = y m where x, y ∈ X and n, m ∈ Z \ {0}. Moreover, n = m if x = y. Let q = p e be a power of p strictly greater than 2|n| and than 2|m|. Set P = Z/qZ, and let ϕ : F → P be the homomorphism defined by ϕ(x) = 1, and ϕ(z) = 0 for all z ∈ X \ {x}. We have ϕ(g) = ϕ(h), thus ϕ(g) ∼ ϕ(h) since P is abelian.
Conclusion of
Step 2. We can assume that |Sup(g)| ≥ 2.
Step 3. We assume that
where x 1 , . . . , x l ∈ X and a i ∈ Z \ {0}. Let q = p e be a power of p strictly greater than 2|a 1 |. Set P = Z/qZ, and let ϕ : F → P be the homomorphism defined by ϕ(x 1 ) = 1, and ϕ(z) = 0 for all z ∈ X \ {x 1 }. We have ϕ(g) = ϕ(h), thus ϕ(g) ∼ ϕ(h).
Conclusion of Step 3. We can assume that
Step 4. We prove that there exist a homomorphism µ : F → Z/pZ and an element x ∈ Sup(g) such that µ(x) = 1 and µ(g) = µ(h) = 0.
We choose some x ∈ Sup(g) and we define µ : F → Z/pZ by µ(x) = 1, and µ(z) = 0 for all z ∈ X \ {x}. We have µ(g) = µ(h) = 0.
for some y ∈ X and a ∈ Z \ {0}. Take x ∈ Sup(g) \ {y} (this is possible because |Sup(g)| ≥ 2) and define µ : F → Z/pZ by µ(x) = 1, and µ(z) = 0 for all
The fact thatμ(T 1 ) = 0 implies thatμ([g] 1 ) =μ([h] 1 ) = 0, and the fact thatμ(T 2 ) = 0 implies that there exists x ∈ {y 1 , . . . , y l } ⊂ Sup(g) such thatμ([x] 1 ) = 0. Each element of (Z/pZ) \ {0} generates Z/pZ, thus one can find an automorphism ξ :
Then Kerµ is the free group F (Y ) freely generated by
Step
For y ∈ X \ {x} and 0 ≤ i ≤ p − 1 we set
for all y ∈ X (included y = x) and all 0 ≤ i ≤ p − 1.
l be the normal form of f with respect to X. For 1 ≤ j ≤ l we set
.
Suppose, moreover, that some y j is equal to x. We can choose i ∈ {0, 1, . . . , p − 1} so that
Conclusion of
Step 5. We can assume that |g i 0 | Y < |g| X for some 0 ≤ i 0 ≤ p − 1, and
By the inductive hypothesis, there exists a homomorphism α i :
and let β : F (Y ) → B be the quotient map. Then B is a finite p-group (by Lemma 3.1) and
It is easily seen that K is a normal subgroup of F = F (X) and that P = F (X)/K is a finite p-group. We denote by ϕ : F → P the quotient map.
Step 6. We prove that ϕ(g) ∼ ϕ(h).
Suppose not. Then there exists f ∈ F (X) such that ϕ(
Conjugacy p-separability of surface groups
In this section we prove the following.
Theorem 4.1. The fundamental group of a closed oriented surface of genus ρ ≥ 1 is conjugacy p-separable.
We fix a genus ρ ≥ 1 and we denote by Σ ρ the oriented closed surface of genus ρ. If ρ = 1, then π 1 (Σ ρ ) ≃ Z 2 which is obviously conjugacy p-separable, thus we can and will assume ρ ≥ 2.
We use in our proof the fact that π 1 (Σ ρ ) can be expressed (in many ways) as the amalgamated product of two free groups along a cyclic group. So, we start with some preliminaries on amalgamated products of groups.
Let G = H 1 * C H 2 be the amalgamated product of two groups H 1 , H 2 along a subgroup C. A normal form of an element g ∈ G \ C is defined to be an expression
Such an expression always exists but is not unique in general. However, the length l of the normal form is unique. It is called the Syllable length of g and is denoted by Syl(g). A normal form is said to be cyclically reduced if is length is either 1 or even. Note that, in the latest case (when l is even) we have the equivalences
If a normal form of g is cyclically reduced, then all its normal forms are cyclically reduced. We say in that case that g itself is cyclically reduced. We also use the convention that the elements of C are cyclically reduced and their syllable length are equal to 0. It is easily checked that every element of G is conjugate to a cyclically reduced element.
We refer to [20] for the proof of the following proposition and for a general exposition on amalgamated products of groups. Proposition 4.2. Let G = H 1 * C H 2 be the amalgamated product of two groups H 1 , H 2 along a subgroup C, and let g, h ∈ G be two cyclically reduced elements.
2. Suppose Syl(g) = Syl(h) = l ≥ 2, and let h = h 1 · · · h l be a normal form of h. We have g ∼ h if and only if there exist u ∈ C and 1 ≤ t ≤ l such that
Suppose
respectively. There exists u ∈ C such that ugu −1 = h if and only if there exist l + 1 elements u 0 , u 1 , . . . , u l ∈ C such that u 0 = u l and
An element g of a group G is said to be conjugacy p-distinguished if, for every h ∈ G, either h ∼ g, or there exists a homomorphism ϕ : G → P such that P is a finite p-group and ϕ(g) ∼ ϕ(h). Note that a group G is conjugacy p-separable if and only if all its elements are conjugacy p-distinguished.
The strategy we use to prove Theorem 4.1 is the following. We start with an element g ∈ π 1 (Σ ρ ) \ {1} and show that there exists a decomposition π 1 (Σ ρ ) = F 1 * C F 2 of π 1 (Σ ρ ) as the amalgamated product of two free groups such that g is cyclically reduced of syllable length ≥ 2 (see Proposition 4.4). Afterwards, we take an element h ∈ π 1 (Σ ρ ) which is not conjugate to g, and we prove that there exists a homomorphism ϕ : F 1 * C F 2 → P 1 * C P 2 such that P 1 * C P 2 is the amalgamated product of two finite p-groups along a cyclic subgroupC, ϕ(g) is cyclically reduced, Syl(ϕ(g)) = Syl(g) ≥ 2, and ϕ(h) ∼ ϕ(g) (see Proposition 4.5). We conclude using the following.
Theorem 4.3 (Ivanova [12])
. Let H = P 1 * C P 2 be the amalgamated product of two finite pgroups P 1 , P 2 along a cyclic groupC. Then every cyclically reduced element of H of syllable length ≥ 2 is conjugacy p-distinguished.
Remark. The exact result which can be found in [12] is that: if the amalgamated product P 1 * C P 2 of two finite p-groups is residually p, then any element of P 1 * C P 2 of infinite order is conjugacy p-distinguished. The fact that g is of infinite order if it is cyclically reduced and of syllable length ≥ 2 is a classical fact that can be found for instance in [20] . The fact that P 1 * C P 2 is residually p ifC is cyclic is proved in [9] . Note that the amalgamated product of two finite p-groups is not residually p in general (see [9] ).
We turn now to the first step of our proof of Theorem 4.1.
as an amalgamated product such that F 1 = F (x 1 , . . . , x n , y 1 , . . . , y n ) is a free group of rank 2n,
is a free group of rank 2m, C is the cyclic subgroup generated by
, and the element g ∈ F 1 * C F 2 is cyclically reduced of syllable length ≥ 2.
Proof. Let a : S 1 ֒→ Σ ρ be a separating simple closed curve of Σ ρ (see Figure 4 .1). The curve a separates Σ ρ into two subsurfaces Σ 1 and Σ 2 , each of them with a unique boundary component. Let a 1 : S 1 ֒→ ∂Σ 1 (resp. a 2 : S 1 ֒→ ∂Σ 2 ) be the boundary curve of Σ 1 (resp. of Σ 2 ). Then Σ ρ = (Σ 1 ⊔ Σ 2 )/ ∼, where ∼ is the equivalence relation which identifies a 1 (z) with a 2 (z) for all z ∈ S 1 . Set B 0 = a(1), letā : [0, 1] → Σ ρ be the loop based at B 0 defined byā(t) = a(e 2iπt ), and let γ ∈ π 1 (Σ ρ , B 0 ) be the class ofā. Then π 1 (Σ ρ ) has the amalgamated decomposition π 1 (Σ ρ , B 0 ) = π 1 (Σ 1 , B 0 ) * C π 1 (Σ 2 , B 0 ), where C is the infinite cyclic subgroup generated by γ.
Let n (resp. m) be the genus of Σ 1 (resp. Σ 2 ). Then π 1 (Σ 1 , B 0 ) = F 1 = F (x 1 , . . . , x n , y 1 , . . . , y n ) is a free group of rank 2n,
is a free group of rank 2m, and the generators can be chosen so that
→ Σ ρ be a loop based at B 0 which represents g, and let c g : S 1 → Σ ρ be the closed curve defined by c g (e 2iπt ) =c g (t). It is easily shown that an element h ∈ π 1 (Σ ρ , B 0 ) is conjugate to g if and only if c h is homotopic to c g (here the homotopies are free with no fixed point).
Let c : S 1 → Σ ρ be a closed curve homotopic to c g and which intersects a transversely. Let c : [0, 1] → Σ ρ be the loop defined byc(t) = c(e 2iπt ), and let 0 ≤ t 1 < t 2 < · · · < t l < 1 such thatc(t i ) ∈ a(S 1 ) for all 1 ≤ i ≤ l, andc(t) ∈ a(S 1 ) if t ∈ {t 1 , . . . , t l }. In other words, we have c(S 1 ) ∩ a(S 1 ) = {c(t 1 ), . . . ,c(t l )}, where the points are counted with multiplicity. For 1 ≤ i ≤ l, let s i ∈ [0, 1[ such thatc(t i ) =ā(s i ), and let
(here we assume t l+1 = t 1 , s l+1 = s 1 , and
If h i ∈ γ = C, then there is a closed curve c ′ homotopic to c such thatc ′ followsc between 0 and t i − ε,c ′ followsc between t i+1 + ε and 1, andc ′ remains in the same component of Σ ρ \ a(S 1 ) between t i − ε and t i+1 + ε. Hence, we can reduce the number l in this manner. So, if l is minimal, then
is a normal form. It is also cyclically reduced because l is even (since a is separating), and h is conjugate to g. We set l = I(a, g). By Proposition 4.2, this number is well-defined. Now, our goal is to prove that we can choose a so that I(a, g) = 0. We assume that I(a, g) = 0 for every separating simple closed curve a : S 1 ֒→ Σ ρ , and we look for a contradiction.
We take 2ρ − 3 separating simple closed curves a 1 , . . . , a 2ρ−3 : S 1 ֒→ Σ ρ that are pairwise disjoint and such that the components of the natural compactification of 
Then S is an essential subsurface of Σ ρ (i.e. π 1 (S) embeds in π 1 (Σ ρ )) which can be assumed to be included in some component of Σ ρ \ (∪ 2ρ−3 i=1 a i (S 1 )). In particular, S is either an annulus, or a pantalon, or a one-hole torus.
We denote by I(x, y) the geometric intersection number of two simple closed curves x, y (see [1] ). Let d : S 1 ֒→ Σ ρ be a boundary curve of S. Let a : S 1 ֒→ Σ ρ be a separating simple closed curve of Σ ρ such that I(a, d) ≥ 2 (the proof of the existence of such a curve is left to the reader). Let a ′ be an arc of a whose extremities, P and Q, belong to S, and let x be a path in S which joins P to Q. We consider a ′ ∪ x as a closed curve. Then one can prove (with some effort) that: if a ′ ∪ x is homotopic to a constant curve, then a ′ is included in S. This fact and the equality I(a, g) = 0 imply that c is homotopic to a curve c ′ included in S and such that c ′ ∩ a = ∅. So, c ′ is included in a connected component of S \ a(S 1 ). Such a component is either a disk or an annulus if S is either a pantalon or a one-hole torus, and is a disk if S is an annulus. We conclude that c g is homotopic to a constant curve: a contradiction.
The second step of our proof of Theorem 4.1 is given by the following.
is a free group of rank 2m, and C is the cyclic group generated by
Let g ∈ π 1 (Σ ρ ) be a cyclically reduced element of syllable length 2l ≥ 2, and let h ∈ π 1 (Σ ρ ) be another element not conjugate to g. Then there exists a homomorphism ϕ : F 1 * C F 2 → P 1 * C P 2 such that P 1 * C P 2 is the amalgamated product of two finite p-groups along a cyclic groupC, ϕ(g) is cyclically reduced of syllable length equal to 2l = Syl(g), and ϕ(h) is not conjugate to ϕ(g).
The following lemmas 4.6 to 4.9 are preliminaries to the proof of Proposition 4.5. Lemmas 4.6 and 4.9 are due to Stebe (see [21] , Lemma 1 and Lemma 6). The proof of Lemma 4.8 is long and technical, so we put it separately in the last section. Lemma 4.6 (Stebe [21] ). Let F = F (X) be a free group, let g ∈ F \{1} be a non-trivial element, and let q = p e be a fixed power of p. Then there exists a homomorphism ϕ : F → P such that P is a finite p-group and the order of ϕ(g) is exactly q.
Lemma 4.7. Let F = F (x 1 , . . . , x n , y 1 , . . . , y n ) be a free group of rank 2n, let γ = [x 1 , y 1 ] · · · [x n , y n ], and let C be the cyclic subgroup generated by γ. Let g ∈ F \ C. Then there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ(g) ∈ ϕ(C).
Proof. Since γ is primitive, the centralizer of γ in F is equal to C. Now, g ∈ C, thus [g, γ] = {1}. The group F is residually p, thus there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ([g, γ]) = [ϕ(g), ϕ(γ)] = 1. It follows that ϕ(g) ∈ ϕ(C) = ϕ(γ) .
As pointed out before, the proof of the following is the object of Section 5.
Lemma 4.8. Let F = F (x 1 , . . . , x n , y 1 , . . . , y n ) be a free group of rank 2n, and let γ = [
Lemma 4.9 (Stebe [21] ). Let P be a finite p-group. Let ξ, ω ∈ P such that [ω, ξωξ Proof. We show by induction on r that p r+1 divides a and b for all 0 ≤ r ≤ e. The case r = 0 is a direct consequence of Lemma 4.9. We assume r ≥ 1. By induction, p r divides a and b. We set a = p r a ′ and b = p r b ′ . We have
thus, by Lemma 4.9, p divides a ′ and b ′ , therefore p r+1 divides a and b.
Proof of Proposition 4.5. We can assume that
is a normal form of g, where
Step 1. We assume that h ∈ F 1 .
By Lemma 4.7, there exists a homomorphism α 1 i :
, and let β 1 : F 1 → B 1 be the quotient map. Then B 1 is a finite p-group (see Lemma 3.1) and β 1 (g i ) ∈ β 1 (C) for all 1 ≤ i ≤ l. Similarly, there exists a homomorphism β 2 : F 2 → B 2 such that B 2 is a finite p-group and β 2 (g ′ i ) ∈ β 2 (C) for all 1 ≤ i ≤ l. Let q 1 = p e 1 be the order of β 1 (γ), let q 2 = p e 2 be the order of β 2 (γ), and let q = q 1 q 2 = p e 1 +e 2 . By Lemma 4.6, there exists a homomorphism ψ j : F j → Q j such that Q j is a finite p-group and the order of ψ j (γ) is equal to q, for j = 1, 2. Let K j = Kerβ j ∩ Kerψ j , let P j = F j /K j , and let ϕ j : F j → P j be the quotient map, for j = 1, 2. Then P 1 is a finite p-group, ϕ 1 (g i ) ∈ ϕ 1 (C) for all 1 ≤ i ≤ l, and the order of ϕ 1 (γ) is equal to q. Similarly, P 2 is a finite p-group, ϕ 2 (g ′ i ) ∈ ϕ 2 (C) for all 1 ≤ i ≤ l, and the order of ϕ 2 (γ) is equal to q. Let H = P 1 * ϕ 1 (γ)=ϕ 2 (γ) P 2 = P 1 * C P 2 , whereC is the cyclic group generated by ϕ 1 (γ) = ϕ 2 (γ). Then the homomorphisms ϕ 1 , ϕ 2 induce a homomorphism ϕ :
is a normal form which is cyclically reduced. Furthermore, we have ϕ(h) ∈ P 1 , thus, by Proposition 4.2, ϕ(h) is not conjugate to ϕ(g).
Conclusion of Step 1. We can assume that h is not conjugate to an element of F 1 , and is not conjugate to an element of F 2 . So, we can assume that h is cyclically reduced of syllable length 2k ≥ 2, and has a normal form
Step 2. We assume that k = l.
It is easily proved using the same arguments as in Step 1 that there exist homomorphisms
C) for all 1 ≤ i ≤ l and all 1 ≤ j ≤ k, and the order of ϕ 1 (γ) is equal to the order of ϕ 2 (γ). Let H = P 1 * ϕ 1 (γ)=ϕ 2 (γ) P 2 = P 1 * C P 2 , wherē C is the cyclic group generated by ϕ 1 (γ) = ϕ 2 (γ). Then ϕ 1 and ϕ 2 induce a homomorphism ϕ :
By construction
are cyclically reduced normal forms. By Proposition 4.2, we conclude that ϕ(g) ∼ ϕ(h).
Conclusion of
Step 2. We can assume k = l.
For the next step we need the following.
Proof of Claim 1. Suppose that [γ n , f γ n f −1 ] = 1. Let H be the subgroup of F 1 generated by {γ, f }. Either H is free of rank 2 freely generated by {γ, f }, or H is cyclic. Since [γ n , f γ n f −1 ] = 1, the group H is not freely generated by {γ, f }, thus H is a cyclic group. The element γ is primitive, thus H is equal to γ = C, therefore f ∈ C: a contradiction.
Step 3. We construct a homomorphism ϕ : F 1 * C F 2 → P 1 * C P 2 , where P 1 , P 2 are finite p-groups,C is the cyclic group generated by ϕ(γ), and Syl(ϕ(g)) = Syl(ϕ(h)) = 2l.
, where the indices are considered mod l. By Proposition 4.2, the fact that g is not conjugate to h is equivalent to γ a h (t) γ −a = g for all a ∈ Z and all 1 ≤ t ≤ l .
Now, for a given 1 ≤ t ≤ l, we construct homomorphisms β
2 are finite p-groups.
By Lemma 4.8, there exists a homomorphism β
1 is a finite p-group and β
On the other hand, we set B 
2 is a finite p-group and β
On the other hand, we set B (t) 1 = {1}, and β
1 is the trivial map.
Moreover, since h is not conjugate to g, not all the c i 's or the c ′ i 's are zero. Let
and write u = p e v, where p does not divide v. Since F 1 is residually p, by Claim 1, there exists a homomorphism β
1 is a finite p-group and
for all 1 ≤ i ≤ l and all 0 ≤ r ≤ e. Similarly, there exists a homomorphism β
2 is a finite p-group and
, and let ψ j : F j → N j be the quotient map, for j = 1, 2. Let q 1 = p e 1 be the order of ψ 1 (γ), let q 2 = p e 2 be the order of ψ 2 (γ), and let q = q 1 q 2 = p e 1 +e 2 . By Lemma 4.6, there exist homomorphisms ψ ′ 1 :
such that N ′ 1 and N ′ 2 are finite p-groups, and the order of ψ ′ j (γ) is equal to q for j = 1, 2.
Let K j = Kerψ j ∩ Kerψ ′ j , let P j = F j /K j , and let ϕ j : F j → P j be the quotient map, for j = 1, 2. The groups P 1 , P 2 are finite p-groups, and the orders of ϕ 1 (γ) and ϕ 2 (γ) are both equal to q = p e 1 +e 2 . Let H = P 1 * ϕ 1 (γ)=ϕ 2 (γ) P 2 = P 1 * C P 2 , whereC is the cyclic group generated by ϕ 1 (γ) = ϕ 2 (γ). Then ϕ 1 and ϕ 2 induce a homomorphism ϕ : F 1 * C F 2 → P 1 * C P 2 .
Step 4. We prove that ϕ(h) ∼ ϕ(g).
By construction,
are cyclically reduced normal forms. So, by Proposition 4.2, it suffices to show that
for all a ∈ Z and all 1 ≤ t ≤ l.
By construction of β
1 , we have
for all a, b ∈ Z. By Proposition 4.2, it follows that ϕ(γ a h (t) γ −a ) = ϕ(g) for all a ∈ Z.
Case 2. Not in Case 1, and there exists 1
Then it is easily proved using the same arguments as in Case 1 that ϕ(γ a h (t) γ −a ) = ϕ(g) for all a ∈ Z.
Following the construction of the homomorphisms β 
2 we set
The above equality implies that
Moreover, by construction of β 
Proof of Theorem 4.1. Let g, h ∈ π 1 (Σ ρ ) such that g ∼ h. We can assume g = 1. By Proposition 4.4, the group π 1 (Σ ρ ) has an amalgamated decomposition π 1 (Σ ρ ) = F 1 * C F 2 , where F (x 1 , . . . , x n , y 1 , . . . , y n ) is a free group of rank 2n,
and such that g is cyclically reduced of syllable length ≥ 2. By Proposition 4.5, there exists a homomorphism α : F 1 * C F 2 → P 1 * C P 2 such that P 1 , P 2 are finite p-groups,C is the cyclic group generated by α(γ), α(g) is cyclically reduced of syllable length ≥ 2, and α(g) ∼ α(h). By Theorem 4.3, there exists a homomorphism β : P 1 * C P 2 → P such that P is a finite p-group and
A technical lemma
Let F = F (x 1 , . . . , x n , y 1 , . . . , y n ) a free group of rank 2n, and let γ = [x 1 , y 1 ] · · · [x n , y n ]. In this section we prove the following.
Lemma 4.8. Let g, h ∈ F . If γ a g = hγ b for all a, b ∈ Z, then there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ(γ a g) = ϕ(hγ b ) for all a, b ∈ Z.
The following lemmas 5.1 and 5.2 are preliminaries to the proof of Lemma 4.8.
Lemma 5.1. Let g ∈ F . Then there exist a homomorphism ϕ : F → Z/p 2 Z, and a free generating set Z for Kerϕ, such that γ ∈ Z, and gγg −1 is of the form gγg −1 = wzw −1 , with w ∈ Kerϕ and z ∈ Z.
Proof. Let Σ be a surface of genus n with one hole, and let c : S 1 ֒→ ∂Σ be the boundary curve of Σ. Let B 0 = c(1). Then we identify F with π 1 (Σ, B 0 ) and γ with the homotopy class of the loopc :
LetΣ be the surface of genus p 2 (n − 1) + 1 with p 2 holes which we represent as follows.
Choose a small ε > 0. For 1 ≤ k ≤ n − 1 and 0 ≤ l ≤ p 2 − 1 we set
These are complex numbers. We denote by C k l the circle of radius ε centered at O k l , and by D k l the interval D k l = [V k l , U k l ], for 1 ≤ k ≤ n − 1 and 0 ≤ l ≤ p 2 − 1. We denote by C 0 the circle centered at 0 of radius ε. We consider the connected graph embedded in C (see Figure 5 .1).
We embed C in R 3 = C × R by ξ → (ξ, 0), and we denote byΣ 0 the boundary of a regular neighborhood of Γ in R 3 . ThenΣ 0 is a closed oriented surface of genus p 2 (n − 1) + 1. Let H l be the plane orthogonal to Re 2iπl/p 2 and which contains (n − 1 + ε − ε 2 )e 2iπl/p 2 . It is easily seen that this construction can be made so that H l ∩Σ 0 is a circle,c l , which bounds a disk D l embedded inΣ 0 . We setΣ =Σ 0 \ (∪
ThenΣ is an oriented surface of genus p 2 (n − 1) + 1 with p 2 holes, and its boundary curves arec 0 ,c 1 , . . . ,c p 2 −1 .
Let D = {0} × R be the central vertical line, and let θ : R 3 → R 3 be the rotation of angle 2π/p 2 around D. Clearly, we can assume that θ(Σ) =Σ, and θ •c l =c l+1 for all 0 ≤ l ≤ p 2 − 1 (where the indices are considered mod p 2 ). Set G = θ ≃ Z/p 2 Z. By the above, G acts freely onΣ andΣ/G is a one-hole surface of genus n which can be identified with Σ. SetB l =c l (1) for all 0 ≤ l ≤ p 2 − 1. So, we have a regular covering π :Σ → Σ (see Figure 5. 2) which gives rise to an exact sequence 1 → π 1 (Σ,B 0 ) −→ π 1 (Σ, B 0 ) −→ G ≃ Z/p 2 Z → 1 .
For 0 ≤ l ≤ p 2 − 1, we denote byĉ l : [0, 1] →Σ the loop based atB l defined byĉ l (t) =c l (e 2iπt ), we choose a pathd l : [0, 1] →Σ fromB 0 toB l , and we set z l = [d lĉld
−1
l ] ∈ π 1 (Σ,B 0 ). For a good choice of thed l 's, the set {z 0 , z 1 , . . . , z p 2 −1 } can be completed into a generating system Z = {u 1 , . . . , u p 2 (n−1)+1 , v 1 , . . . , v p 2 (n−1)+1 , z 0 , z 1 , . . . , z p 2 −1 } for π 1 (Σ,B 0 ) so that π 1 (Σ,B 0 ) has a presentation with generating setẐ and unique relation In particular, for a chosen k 0 ∈ {0, 1, . . . , p 2 − 1}, π 1 (Σ,B 0 ) is the free group freely generated by Z =Ẑ \ {z k 0 }. Also, the pathd 0 can and will be assumed to be the constant path. k be the normal form of hγ c 1 with respect to Z. Let q = p e be a power of p strictly greater than 2|c i | and than 2|d j | for all 2 ≤ i ≤ l and all 1 ≤ j ≤ k.
The group G is the free product of |Z| copies of Z/qZ, and there is a natural homomorphism α : Kerπ = F (Z) → G which sends z to z for all z ∈ Z. Let
Note that the condition γ a gγ b g −1 = h for all a, b ∈ Z is equivalent to hγ c 1 ∈ U . Now, observe that α(hγ c 1 ) = z
k is the normal form of α(hγ c 1 ) which, by construction, does not coincide with the normal form of any element of α(U ), thus α(hγ c 1 ) ∈ α(U ).
The set α(U ) is finite and the group G is residually p, thus there exists a homomorphism β : G → B such that B is a finite p-group and (β • α)(hγ c 1 ) ∈ (β • α)(U ). Set ψ = β • α : Kerπ = F (Z) → B. Then ψ(h) = ψ(γ a uz b 0 u −1 ) for all a, b ∈ Z.
Let f ∈ F such that π(f ) = 1. Let K = ∩ p 2 −1 j=0 (f j Kerψf −j ). The group K is a normal subgroup of F and the quotient P = F/K is a finite p-group. Let ϕ : F → P be the quotient map. Then ϕ(γ a gγ b g −1 ) = ϕ(h) for all a, b ∈ Z.
Proof of Lemma 4.8. The condition γ a g = hγ b for all a, b ∈ Z is equivalent to γ a gγ −b g −1 = hg −1 for all a, b ∈ Z. By Lemma 5.2, there exists a homomorphism ϕ : F → P such that P is a finite p-group and ϕ(γ a gγ −b g −1 ) = ϕ(hg −1 ) for all a, b ∈ Z. Then ϕ(γ a g) = ϕ(hγ b ) for all a, b ∈ Z. 
