Let F (x) denote a distribution function in R d and let F * n (x) denote the nth convolution power of F (x). In this paper we discuss the asymptotic behaviour of 1 − F * n (x) as x tends to ∞ in a certain prescribed way. It turns out that in many cases 1 − F * n (x) ∼ n(1−F (x)). To obtain results of this type, we introduce and use a form of subexponential behaviour, thereby extending the notion of multivariate regular variation. We also discuss subordination, in which situation the index n is replaced by a random index N.
Introduction
Let F (x) denote a distribution function (DF) in R d with F (0+) = 0 and F (x) < 1 for all x ∈ R d . Let X, X 1 , X 2 , . . . , X n denote independent random vectors with common DF F (x). Let S(0) = 0 and, for n ≥ 1, let S(n) = S(n − 1) + X n . The marginal partial sums will be denoted by S i (n), i.e. S(n) = (S 1 (n), S 2 (n), . .
. , S d (n)).
Let N denote an integer-valued random variable independent of X with probability distribution P(N = n) = p n . The new random variable S(N ) has DF
where F * n (x) denotes the n-fold convolution of F (x), F * 0 (x) denoting the unit mass at 0. The DF W (x) is said to be subordinate to F (x) with subordinator {p n }. In the special case where P(N = n) = 1, we have W (x) = P(S(n) ≤ x) = F * n (x). In a more general approach, let N = (N 1 , N 2 , . . . , N d ) denote a vector of integer-valued random variables independent of X. A new random variable S(N ) is defined as follows:
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In this paper we discuss the relation between the asymptotic behaviour of the tails of the distributions introduced above. From now on we use the shorthand notation F = 1 − F . It turns out that, as in the univariate case, there are many cases in which F * n (x) asymptotically behaves like nF (x) and W (x) behaves like E(N)F (x). It also turns out that the asymptotic behaviour of K(x) is determined by that of F (x) and its marginals. To specify these relations, we present a form of multivariate subexponentiality.
The paper is organized as follows. In Section 2 we briefly recall some basic properties and definitions concerning univariate subexponential DFs and introduce multivariate subexponential DFs. In Section 3 we state our main results concerning the asymptotic behaviour of F * n (x), W (x), and K(x). In Section 4 we briefly discuss the relation with regular variation, and finish the paper with some applications and final remarks.
Subexponential distributions
Univariate subexponential distributions
In the one-dimensional case, let F (x) denote the DF of a positive random variable X such that F (0+) = 0 and F (x) < 1 for all x ∈ R. We say that F (x) is subexponential (written F ∈ S) if it satisfies lim x→∞ F * 2 (x)/F (x) = 2. It is well known that F ∈ S implies that F ∈ L, where L denotes the class of positive, measurable functions u(x) such that lim x→∞ u(x − y)/u(x) = 1 for all y ∈ R. The converse statement (F ∈ L implies F ∈ S) is false. Further basic properties can be found in, for example, [7] , [8] , [37] , and [12] - [16] . A survey of results was given by Goldie and Klüppelberg in [18] .
Extending the class S, Chistyakov [4] and Chover et al. [5] , [6] introduced the class S γ , γ ≥ 0. We say that F belongs to the class S γ if it satisfies the following properties.
• f (s) = E(exp(−sX)) < ∞ for s ≥ −γ .
• F ∈ L γ , where L γ denotes the class of positive, measurable functions u(x) such that, as
The class S is large and contains, for example, all DFs with regularly varying tails. For a review of regular variation, we refer the reader to the books of Bingham et al. [3] , Geluk and de Haan [17] , and Seneta [35] .
Note that S 0 = S and that L 0 = L. The next result illustrates the use of subexponential distributions in the context of subordinated DFs in the univariate case.
, and both statements imply that W ∈ S.
Lemma 1(i) shows that, for F ∈ S, we have P(S(n) > x) ∼ n P(X > x), i.e. the tail distribution of the partial sums S(n) = n i=1 X i asymptotically behaves like n times the tail distribution of X. To prove a multivariate analogue of this result, we shall frequently use the following result concerning the classes S and S γ . The result is well known if γ = 0 and easily extends to cases where γ > 0. 
Multivariate subexponential distributions
To generalize the one-dimensional results we introduce several types of multivariate subexponential behaviour. For
In [28] the following classes of DF were defined. 
Note that in (1) and (2) we assume that the marginals are subexponential and that the marginals are in class L, respectively. In [28] it was proved that F ∈ S(R d ) implies that F ∈ L(R d ). Moreover, these statements are almost equivalent, and the multivariate analogue of Lemma 1 holds.
for all x > 0 with x min < ∞ and all a ≥ 0.
By replacing the limits in (1) and (2), we extend the classes S(R d ) and L(R d ) in an obvious way. In a similar way, we will denote the limits for the marginals in Definitions 4 and 5 by ν i (x i , a i ).
We use similar conventions in the definitions below.
Other normalizations
In our definitions, we consider limits along lines of the form tx. Alternatively, we can discuss limits along curves of the form c(t)
The class L c (R d , ν) can be defined in a similar way. In most parts of our paper, this definition brings nothing new; however, when we need more precise information related to the marginal distributions, Definition 6 may be useful (see Section 3.3, below).
Consider, for example, a DF of the form 
and this relation determines a relationship between the joint DF and one (or more) of the marginals. In our definition we do not make such an assumption at first. Only in the discussion of S(N ) (see Section 3.3) do we have to make a similar assumption. 
Main results
In this section we start to obtain some useful information about the limit function in Definitions 4 and 5. In Section 3.2 we determine the limit function in Definition 3. In Section 3.3 we discuss the multivariate analogues of Lemmas 1 and 2. In Section 3.4 we discuss random vectors of the form (S 1 (N 1 ), S 2 (N 2 )).
The limit function ν(x, a)
In general it is hard to calculate ν(x, a) explicitly. In the following lemma we obtain some characteristics of this limit function. ν) and that, for all a ≥ 0, b ≥ 0, and x > 0 with x min < ∞, H satisfies
for some limit function ν i . Replacing tx by t, we find that
and we see that
and it follows that
for each of the marginals, and the previous analysis shows that
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In a similar way we find, for the ith component, that
Finally, by using a
To complete the proof, now take b = 0.
Closure property
To prove a multidimensional analogue of Lemma 2, we need the following lemma, which extends [28, Proposition 3.8]. 
where 
where
Proof. (i) Observe that
and G * H (x) = P(U + V ≤ x) = P 1 + P 2 + P 3 + P 4 , where
Using P(U + V ≤ x, V ≤ x/2) − P 2 = P 1 and P(U + V ≤ x, U ≤ x/2) − P 3 = P 1 , we find that
(ii) The proof follows from part (i).
Remark 2.
In part (ii) we can rewrite J (1) and J (2) as, respectively,
Now we come to the main result of this section. Let X ∈ R d denote a nonnegative random vector with DF F (x), and let U and V denote nonnegative random vectors with respective DFs G and H as in Lemma 3. We impose the following conditions.
(C3) For all a ≥ 0, all x > 0 with x min < ∞, and some real function α, we have
(C4) For all a ≥ 0, all x > 0 with x min < ∞, and some real function β, we have
F (tx) = β(x, a).
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Note that (C3) and (C4) imply that, for the marginals of H and G, we have
where C i and C i are nonnegative constants.
In the next theorem we provide conditions under which (C3) and (C4) imply that G * H satisfies a relation of the same form. First we consider the case where
Theorem 2. (i) Suppose that m = d and that (C2)-(C4) hold.
Then, for all a ≥ 0 and all x > 0 with x min < ∞, we have
(
ii) For vectors of different dimensions, we find that if (C2)-(C4) hold then, for all a ≥ 0 and all x > 0 with x min < ∞, we have
lim t→∞ G • * H (tx − a) F (tx) = E(α(x, a (m) + V (m) )) + E(β(x, a + (U , 0))).
Proof. (i) The proof is based on Lemma 3. Let z = tx − a with t large. We start with the term G(z/2)H (z/2). We have G(z/2)
. In a similar way, using (C4), we have
From (C2) and Lemma 2, we also have F i (tx i /2) = o(1) F i (tx i ). Using F i (tx i ) ≤ F (tx) we readily find that G(z/2)H (z/2) = o(1)F (tx). Then, applying Lemma 3, we obtain lim
Now we deal with the term
We note the following facts.
Using (C4), we have lim t→∞ H (z − u)/F (tx) = β(x, a + u).
Using H (z
Using (C4) for the marginals, as t → ∞ we have
A i → β i (a i + u i ) = β i (a i ) exp(λ(i)u i )1 {0≤u i <∞} .
For the integral T i (1) = z/2
0 A i dG(u), we have
Using F i ∈ S(λ i ) and Lemma 2, we obtain
where g i (s) = E(exp(sU i )). Now note that
From Pratt's extension of Lebesgue's theorem on dominated convergence (see [31] or [20] ), we conclude that
We can treat the term corresponding to J (2) in a similar way. The result follows.
(ii) The proof is similar to that of part (i).
The asymptotic behaviour of W and F * n
In the special case where G = H , Theorem 2 gives
Now note that H * H is the DF of V 1 + V 2 , where V 1 and V 2 are independent copies of V . Using Theorem 2 again, but now with G = H * H , we find that
By continuing in this way, we obtain the following corollary.
Corollary 1. Suppose that (C2) and (C4) hold. Then, for all n ≥ 2, we have
where (x, b) . For the limit functions β n appearing in Corollary 1, we find that
Because of independency,
It follows that
By induction on n we find that
We summarize our findings in the following result.
Corollary 2. Suppose that F ∈ L * (R d , ν) and that (C2) and (C5) hold. Then, for all
In the next result we generalize Theorem 1. We use the notation ν n (x, a), similar to β n (x, a) in Corollary 1. As in the introduction, N denotes an integer-valued random variable with probability distribution p n = P(N = n). 
, then, for all x > 0 with x min < ∞ and all a ≥ 0, we have
p n ν n (x, a).
for all x > 0 with x min < ∞ and all a ≥ 0, we have (x, x)) ).
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Proof. Only (ii) needs an explicit proof. First observe that
To apply Lebesgue's theorem on dominated convergence, note that
It is well known that, since F i ∈ S λ(i) for each ε > 0, we can find constants u i , v i > 0 such that
. It follows that we can find constants u, v > 0 such that
Part (ii) now follows from Lebesgue's theorem on dominated convergence.
Two-dimensional subordination
In the previous sections we investigated F * n and W under a variety of conditions. In this section we consider random vectors of the form
and study the asymptotic behaviour of K, where K(x) = P(S (N ) ≤ x) . For simplicity, we restrict our attention to the two-dimensional case. To start our analysis, consider independent, identically distributed copies,
For n = 0 and m ≥ 1, we define , y), (a, b) ).
y). Theorem 4 shows that if (C1) and (C2) hold, then
In the next result we consider F m,n (x, y). To prove the result we need the following additional assumption. 
where L(m, n) will be determined in the proof of the result.
Proof. Suppose that m > n and set
with DFs H = F * m (x, y) and G(x, y), respectively. Clearly
For the vector V , conditions (C1) and (C2) show that
To treat G(·, ·), note that
and that G(x, y) = F * (m−n) 1 (x). Using (C2), the univariate results show that
where c 1 (a) = exp(λ(1)a). Using (C6), we find that
Theorem 2 now yields
In a similar way, for n > m we find that
In order to simplify the complicated expressions for L 1 (m, n) and L 2 (m, n), first observe that c 1 (a) = exp(λ(1)a). It follows that
In a similar way we find that E(
To simplify the second term in the formula for L 1 we use the fact that F ∈ L * (R 2 , ν) and the relation ν(x, a+b) = ν(x, a)ν(x, b). Earlier (see Corollary 2) we found that
Using this relation, we find that
In a similar way we find that
If F ∈ L(R 2 ) we can simplify even more, to obtain
and satisfies (C2) and (C6), then
We now use this result in the context of random sums of random vectors. Let (N 1 , N 2 ) denote a pair of integer-valued random variables independent of (X, Y ). The DF of the random vector (S 1 (N 1 ), S 2 (N 2 ) ) is given by
We have F m,n (x, y) ).
Following the proof of Theorem 3(ii), we obtain the following result.
ν) and satisfies (C2) and (C6). Suppose that E(z
As a special case we have the following result.
Corollary 4. Suppose that F ∈ L(R 2 ) and satisfies (C2) and (C6). Suppose that E(z
where N + = max(0, N).
Relation with multivariate regular variation
In the univariate case, we can prove that regular variation of F implies that F ∈ S and that F ∈ L. In the multivariate case, a similar result holds. The following classes of functions have been introduced and studied by Stam [36] , Resnick [32] , Omey [25] , [26] , and de Haan et al. [10] , [11] .
In what follows, for i = 1, 2, . . . , d we assume that c i (t) ∈ RV (α i ), α i > 0, and we let h(t) denote a positive, measurable function. Let u : R d → R and, as before, let c * x = (c 1 Since F (x) is monotone, the limit function µ(x) is continuous and the convergence is locally uniform in x (see [26, p. 17] Again convergence is locally uniform and if λ(x) > 0 then P(X > x) ∈ L(R d , ν = 1). In this case, Omey [27] showed that P(S(n) > tx)/ h(t) → nλ(x).
(ii) Recently, Basrak et al. [2] with β > 0 a noninteger, then F (x) ∈ RVF(c, h) with c i (t) = t, 1 ≤ i ≤ d. In the case where β is an integer, the converse is in general false [19] .
(iii) The class RVF has proved to be useful in limit theory in probability theory and in number theory, having applications in, for example, extreme value theory, domains of attraction for sums of independent, identically distributed random vectors, renewal theory, and generalized renewal theory. For a survey of properties and applications in probability theory, we refer
