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Summary
In this thesis we have investigated the optical properties of layered and two-dimensional
materials for application in the field of plasmonics and metamaterials using Density
Functional Theory (DFT). Both of these fields, if successful in their goals, promise
new technologies for small scale photonics beyond the diffraction limit. A techno-
logical breakthrough of such a caliber would have far reaching consequences such as
enabling a practical interface to nano scale integrated electronic circuits or enable the
construction of novel devices like a superlens with resolution well beyond diffraction
limit. However, the progress of these fields is currently inhibited by large losses that
can only be resolved through the discovery of new materials.
Using linear response time-dependent DFT we calculate the optical properties of
several experimentally known layered transition metal dichalcogenides (TMDs) with
the chemical formula of MX2 where M is a transition metal and X is a chalcogen
atom (S, Se, Te). The TMDs constitute an interesting class of materials due to
their diverse range of properties including both metals and semi-conductors. We find
that the TMDs with group 5 transition metal atoms in the H monolayer exhibit a
special bandstructure in which metallic bands are separated from other valence and
conduction bands by finite energy gaps which has the potential to minimize the optical
losses by reducing the density of states for scattering. The size of the energy gaps are,
however, not sufficiently large to completely eliminate optical losses. We therefore
propose a new class of layered materials with the chemical formula 2H-MXY where
M is a group 4 transition metal atom, X is a chalcogen atom, and Y is a halogen
atom (Cl, Br, I) which increases the size of the energy gaps and significantly reduces
optical losses. This entails improved plasmonic normalized propagation lengths and
superior lifetimes compared to the best plasmonic material, namely, silver.
We show that all of the TMDs are natural hyperbolic materials, which means that
they exhibit a strongly anisotropic dielectric response reflected by a sign-difference in
their dielectric tensor resulting in hyperbolic isofrequency contours. Hyperbolic meta-
materials obtain their anisotropic response from an artificial sub-wavelength structur-
ing and are limited in their performance by the period of the structuring - the smaller,
the better. In contrast, natural hyperbolic materials suffer no such limitation due to
their lack of artificial structuring, and indeed, we find a much greater performance
for all applications of hyperbolic materials.
The possibility of stacking individual two-dimensional materials into so-called van
der Waals heterostructures is perhaps one of the most interesting technological devel-
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opments in the field of two-dimensional materials. We show that effective medium
theory for the dielectric properties of graphene and hexagonal boron nitride het-
erostructures, which treat the heterostructure as a continuous medium, break down
for atomically thin layers due to quantum mechanical effects but also for thick compo-
nents due to multiple reflection effects. We propose an extended version of effective
medium theory to account for the interface layers and show that the effective medium
description is improved.
The determination of the quality of materials for application within plasmonics
and metamaterials requires an accurate calculation of the optical properties of materi-
als which can be computationally demanding. To reduce the computational costs, the
linear tetrahedron method and the employment of symmetries have been implemented
which in some cases can reduce the computational costs by a factor of 200.
Resume
Vi har i denne afhandling undersøgt de optiske egenskaber af lagdelte og to-dimensionelle
materialer for deres anvendelse som plasmoniske- og meta-materialer ved brug af
tætheds-funktional teori (density functional theory, DFT). Begge af disse felter lover
nye teknologier indenfor nanoskala optik ved at bryde diffraktionsgrænsen. Et teknol-
ogisk gennembrud af en sådan kaliber vil have langtrækkende konsekvenser, blandt
andet ved at muliggøre fabrikationen af et praktisk interface mellem elektroniske og
optiske komponenter eller fabrikationen af banebrydende teknologier som en super-
linse med opløsning der bryder diffraktionsgrænsen. Desværre er udviklingen i disse
felter blevet hindret af store energi-tab i alle forslåede komponenter, som kun kan
blive løses igennem opdagelsen af nye materialer.
Vi har beregnet, ved brug af lineær respons tidsafhængig DFT, de optiske egen-
skaber af adskillige eksperimentelt kendte lagdelte overgangsmetal-dichalcogenider
(transition metal dichalcogenides, TMDs) med den kemiske formel MX2 hvor M er
et overgangsmetal og X er et chalcogen atom (S, Se, Te). TMDerne udgør en in-
teressant klasse af materialer da deres varierede egenskaber foresager at der både
findes metaller og halv-ledere iblandt dem. Vi har fundet at TMDerne med gruppe 5
overgangsmetaller i H-monolagsstrukturen har specielle båndstrukturer hvor lednings-
båndet er separeret fra andre valens og ledningsbånd med endelige båndgab. Disse
båndstrukturer reducere optiske tab ved at minimiere tilstandtætheden for spredning
af elektroner, men gabene er desværre ikke store nok til fulstændig at eliminere tab.
Vi foreslår derfor en ny klasse af lagdelte materialer med den kemiske formel 2H-MXY
hvor M er et gruppe 4 overgangsmetal, X er et chalcogen atom og Y er et halogen
atom (Cl, Br eller I). Dette øger størrelsen af gabene og leder dermed til en betydelig
reduktion af de optiske tab. Konsekvensen af denne reduktion er længere propaga-
tionslængder og større levetider for plasmoner sammenlignet med sølv, som hidtil har
været det bedste materiale til sådanne formål.
Vi har vist at alle de undersøgte TMDer er naturligt hyperbolske materialer,
hvilket betyder at deres dielektriske tensor udviser et stærkt anisotropisk respons,
udmøntende i en fortegnsforskel blandt nogle komponenter, hvilket betyder at deres
associerede isofrekvens-overflader bliver hyperbolske. Hyperbolske metamaterialer
opnår deres anisotropiske respons fra en kunstig strukturering, som begrænser det
hyperbolske respons til bølgelænger der er betydeligt længere end perioden af meta-
materialet. Sådan en begrænsning lider naturligt hyperbolske materialer ikke under,
og vi finder derfor de præsterer markant bedre end selv de bedste metamaterialer.
iv Resume
Muligheden for at stable individuelle to-dimensionelle materialer i såkaldte van der
Waals heterostrukturer er måske en af de mest interessante teknologiske udviklinger
indenfor 2D materiale fysik. Vi viser at effektiv medium teori bryder sammen i
beskrivelsen af de dielektriske egenskaber af graphén/hexagonal bornitrid (hBN)-
heterostrukturer når de individuelle komponenter når den atomare grænse. Dette
sammenbrud er forårsaget af kvantemekaniske effekter, altså, hybridisering i grænse-
laget mellem graphén og hBN. Ved at tage højde for disse ændrede egenskaber i
grænselagene foreslår vi en forbedret EMT model og viser, at denne leder til en bedre
beskrivelse af de dielektriske egenskaber.
Bestemmelsen af kvaliteten af materialer indenfor optiske applikationer kræver en
nøjagtig beregning af de optiske egenskaber hvilket typisk leder til beregningsmæssigt
tunge programmer. For at reducere de beregningsmæssige omkostninger er symme-
trier og den lineære tetraede integrationsmetode blevet implementeret hvilket i nogle
tilfælde kan lede til en reduktion svarende til en faktor 200.
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CHAPTER1
Introduction
The central role played by materials science in the major technological breakthroughs
throughout the history of human progress is indisputable. In the three-age system of
archaeology, the human prehistoric ages were named according to the predominant
choice of material that artefacts were made of: the Stone Age, Bronze Age and Iron
Age. Other examples of materials discoveries that have lead to significant advances
in human history, including dynamite, cement, glass, concrete, electrical conductors,
and steel, are too numerous to exhaust. It is difficult to say what the next scientific
breakthrough will be, but it seems certain that it starts with the discovery of novel
materials. The possible strategies for the exploration for novel materials can be
divided into three categories: experimental, analytic and computational. In this work
we take the strategy of computational materials science. By employing theoretical and
computational methods we are able to explore the properties of synthesized and yet-
to-be synthesized materials for potentially any application we deem interesting. This
strategy aids and guides experimental scientists in their search for novel materials by
providing detailed information that is not readily available in an experimental setup.
1.1 Plasmonics and metamaterials
As the feature size of integrated electronic circuits has reached the nanometer scale,
the delay of the electrical interconnects that transport information across electronic
chips over centimetre scales poses severe limitations to the achievable processing
speeds of integrated circuits. This limitation has nourished the interest in replac-
ing electronic interconnects with optical interconnects that are able to carry more
information at greater speeds. However, an inherent problem of optical fields that
stops the immediate transfer to optical interconnects is the diffraction limit which
restricts the degree to which light can be confined, and sets a minimum size on the
optical components employed typically in the micrometer scale which is challenging
to interface with the nanometer scale integrated electronic circuits[1].
The field of Plasmonics (Chap. 2) presents a potential solution to this problem
by offering a way to guide electromagnetic energy on metallic structures that are
not limited by the diffraction limit[2]. Unfortunately, most applications of plasmonic
subwavelength structures have so far been dominated by ohmic (resistive) losses which
can only be resolved through the discovery of new materials with lower intrinsic
losses[3].
2 1 Introduction
The potential applications of plasmonics extend further and enable the construc-
tion of artifically structured metamaterials that exhibit an unnatural response to
light. For example, a metamaterial that consists of nanometer thin alternating layers
of metal and dielectric exhibits properties that could be used to implement lenses
that are not limited by the diffraction limit[4].
The material of tomorrow is perhaps to be found in the new class of two-dimensional
(2D) materials that have only recently been discovered; the original and most famous
example of which is graphene, a single sheet of carbon atoms arranged in a honeycomb
lattice[5]. However, many other materials have since been discovered and synthe-
sized[6]. The 2D character of the materials often provide them with novel properties
unparalleled in three-dimensional crystals and give researchers microscopic control to
engineer extremely compact devices, which might be the key enable the construction
of even smaller integrated electronic circuits.
1.2 Outline
The first chapters (Chap. 2 and 3) present the necessary background information
needed to understand the papers of the thesis. Chapter 4 presents summaries of
the papers highlighting the most significant results. Chapter 5 presents the papers
and Chapter 6 supplies additional information not contained in the papers. Finally,
Chapter 7 details the implementation of the computational methods employed.
CHAPTER2
Nano-optics
background
The study of optical phenomena at the nanometer scale has intensified due to the
recent advances in nanofabrication methods that make it possible to fabricate struc-
tures with nano-meter scale features[7]. In nano-optics the goal is to understand
and utilize the interaction of light with these nano-scale components for a vast array
of applications[8]. The field of nano-optics encompasses other scientific fields such
as plasmonics[9, 10] and metamaterials[11–14]. In plasmonics, metallic components
are set up to interact with light in a way that enables a much greater focussing
of light compared to vacuum where focussing is limited by the diffraction limit[1,
15, 16], entailing the possibility for light to interact selectively with nanoscale fea-
tures[2]. Artificial metamaterials, or simply metamaterials, are materials that have
been structured on a microscopic scale with the goal of engineering an effective (and
often unusual) response to light, in some cases with the goal of achieving an effective
negative refractive index[17].
The central message that this chapter seeks to convey is the need for new materials
for plasmonic and metamaterial applications to reduce energetic losses. Besides giving
an introduction to the fields of plasmonics and metamaterials, this chapter describes
how progress in these fields currently is inhibited by large ohmic losses occurring in
the metallic components of practical devices.
2.1 Maxwell’s equations
In classical physics electric fields (E(r, t)) and magnetic fields (B(r, t)) are described
by Maxwell’s equations, a set of inhomogeneous differential equations containing two
source terms, the charge density ρ(r, t) and the current density J(r, t). These densities
substitute the discrete microscopic nature of the electrons within real materials by
continuous quantities which is why the equations are sometimes denoted as Maxwell’s
macroscopic equations[8, 10, 18]. In the presence of metals and dielectrics bound
charges and currents will be induced, which makes it convenient to introduce the
auxiliary fields known as the displacement fieldD and the magnetizing fieldH defined
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by D = ε0E + P and H = µ−10 B −M, where P the polarization density and M
is the magnetization. Here µ0 is the vacuum permeability and ε0 is the vacuum
permittivity. The auxiliary fields serve the purpose of reducing the source terms of
Maxwell’s equations to quantities that are controllable in experiments, i.e., the free
charge concentration ρf . Only non-magnetic materials are considered in this thesis
so we neglect the magnetization, M = 0 ⇒ µ0H = B. With these simplifications
Maxwell’s equations become
∇ ·D = ρf (Gauss′ Law), (2.1)
∇ ·B = 0, (2.2)
∇×E = −∂tB (Faraday′s law), (2.3)
µ−10 ∇×B = J+ ∂tD (Ampere′s law). (2.4)
2.1.1 The dielectric function
To make further progress, it is necessary to assume a dependence of the polarization
density, or equivalently the displacement field on the electric field. For so-called
linear materials, the relation between the electric field and the displacement field is
approximated as
D = εε0E. (2.5)
This introduces the dielectric function, ε, which turns out to be the central object in
the description of optical properties of linear materials. For conductive materials the
dielectric function is normally generalized to include current response of the material
in which case it becomes a complex number. This can be seen by introducing J = σE
into Ampere’s law Eq. (2.4) and Fourier transforming (f(t) = ∫∞−∞ dωf(ω)e−iωt) to
give
µ−10 ∇×B = Jf − iωε0(ε+
iσ
ωε0
)E = Jf − iωε0ε˜E, (2.6)
where the complex dielectric function ε˜ = (ε+ iσωε0 ) has been introduced. It is usual toneglect the tilde and generally refer to the complex dielectric function as simply the
dielectric function. Using that the refractive index is related to the dielectric function
as n = √ε it is straightforward to show that a finite imaginary part of the dielectric
function leads to the absorption of a propagating plane-wave with a wave-number
k = nω/c in a homogeneous medium propagating along the z-axis
E = E0e−izk0n = E0eizω
√
ε/c = E0eizωRe
√
ε/ce−zωIm
√
ε/c. (2.7)
Here the decay length is proportional to 1/Im√ε.
In the case of anisotropic media where the induced polarization and current is
dependent on the polarization of the electric field, the dielectric function must be
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described as a tensor, i.e.,
D =←→ε ε0E. (2.8)
Maxwell’s equations can be combined to yield the form of a wave equation which
will be used later to understand the properties of propagating waves in anisotropic
media. It is derived by taking the curl of Faradays law Eq. (2.3), inserting into Eq.
(2.4), using the constitutive relation for the displacement field in anisotropic linear
media Eq. (2.8) and Fourier transforming (f(r) = ∫ dkf(k)eik·r) resulting in[19]
−|k|2E+ k20←→ε E+ k(k ·E) = 0. (2.9)
where the identity ∇×∇× = |∇|2−∇∇ have been employed and k20 = ω
2
c2 is the free
space wave number. A similar wave equation can be derived for the magnetic field
but will not be presented here.
2.2 Layered and two-dimensional materials
In this thesis we investigate the optical properties of several layered materials and
their merits in plasmonic and metamaterial applications. As shown in Figure 2.1,
layered materials are anisotropic materials characterized by the fact that they can be
viewed as a collection of tightly bound atomic sheets bound together by weak van der
Waals forces to form a bulk material. Over the past decade, layered materials have
found themselves in the spotlight of mainstream science because of the discovery that
single layers, that exhibit novel physical properties due to their reduced dimensional-
ity, can be exfoliated from bulk layered crystals[20, 21]. Starting from graphite, the
first two-dimensional material to be synthesized was graphene[22, 23] (Fig. 2.1(a)), a
single sheet carbon atoms arranged in a honeycomb lattice with a thickness of approx-
imately 3 Å. Certainly, the property of graphene that most of its interesting physical
attributes can be assigned to is its special electronic structure[5, 24], namely, it be-
ing a semi-metal with light-like linear dispersion, entailing properties such as large
electron and hole mobilities. Since then, many other two-dimensional materials have
been discovered that exhibit a diverse range of electronic properties including met-
als, semimetals, semiconductors and insulators[20, 25]. Monolayer hexagonal boron
nitride (Fig. 2.1(b)), for example, is a large bandgap insulator[26]; a property it has
in common with its bulk counterpart.
Of particular interest to this work have been the class of layered materials known as
transition metal dichalcogenides (TMDs)[27, 28]. The TMDs consist of one transition
metal atom M for every two chalcogen atoms X (MX2) as shown in Fig. 2.1(c) for
the case of 2H-TaS2. The TMDs are distinguished from other layered materials such
as graphite and hexagonal boron nitride in that each monolayer can be viewed as a
collection of three stacked monolayers in the order: chalcogen layer, transition metal
layer, chalcogen layer. Aside from some rare exceptions, TMDs are observed in three
bulk structures: 1T (Fig. 2.1(d)), 2H (Fig. 2.1(e)) and 3R (Fig. 2.1(f)), where the
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numbers indicate the number of monolayers in the unit cell of the bulk crystal and the
letters refer to the symmetry of the crystal[28]. The experimentally known transition
metal dichalcogenides are marked by blue (transition metal) and yellow (chalcogen)
in the periodic table of Fig. 2.1(g)[28].
The TMDs span a wide variety of electronic properties including both metallic
compounds (such as 2H-TaS2) and semi-conducting compounds (such as 2H-MoS2).
These diverse properties can be understood from the filling of the transition metal
d-orbitals as shown in Figure 2.2[28]. The crystal field breaks the degeneracy of the
transition metal d-states into degenerate chunks (irreducible representations) depend-
ing on the phase, and the position of the Fermi level (dashed lines) is determined by
filling in the number of d-electrons of the transition metal atom. The most drastic
consequence of this splitting is perhaps that T-MoS2 is metallic (Fig. 2.2(a)) while
H-MoS2 is semi-conducting (Fig. 2.2(b)) as also observed in experiments[29].
The possibility of stacking individual atomic layers into so-called van der Waals
heterostructures (Fig. 2.3) is perhaps one of the most exciting opportunities that
2D materials provide[30]. The weak van der Waals’s bonding relaxes the conditions
of lattice matching which means that virtually all two-dimensional materials can be
combined. For example, being a large bandgap insulator hexagonal boron nitride is
often employed in heterostructures to protect other two-dimensional materials from
the environment by, for example, providing protection from oxidation[31] or minimiz-
ing the coupling of plasmons to the environment[32]. For the purposes of this thesis,
we will later show how heterostructuring enables the fine tuning of optical properties
for various optical applications.
Ti, Zr, Hf
V, Nb, Ta
Mo, W
Tc, Re
Co, Rh, Ir
Ni, Pd, Pt
(a) T-monolayers (b) H-monolayers
Ti, Zr, Hf
V, Nb, Ta
Mo, W
Tc, Re
Co, Rh, Ir
Ni, Pd, Pt
Figure 2.2: Electronic density of states of monolayer TMDs in (a) the T-phase and
(b) the H-phase. The crystal field breaks the degeneracy of the transi-
tion metal d-states (blue) and the Fermi level (dashed lines) is deter-
mined by the number of d-electrons provided by the transition metal
atom. The bonding anti-bonding states are marked by red but are not
essential for the present discussion.
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Figure 2.3: Graphene-hexagonal boron nitride heterostructure.
In this work, we almost exclusively consider the layered counterparts of the two-
dimensional materials, however, much of the insight above can be used to under-
stand the properties of the layered materials. Layered materials are not strictly
two-dimensional, but due to the weak van der Waal’s forces the interlayer bonding dis-
tances are typically larger than covalently and ionically bonded crystals. The longer
bonding distance reduces the electronic hybridization between adjacent layers and
increases the confinement of the electrons to each layer. The electronic properties of
layered materials can thus be considered to be in-between those of a three-dimensional
material and a two-dimensional material, due to the inhibited interlayer electronic
motion.
From the point of view of optics, layered materials fall under a category of ma-
terials known as uniaxial media[11]. Materials of this kind are characterized by the
fact that they possess a symmetry axis, known as the ”optic axis”, about which they
are rotationally invariant, meaning that their dielectric tensor possess two indepen-
dent components, known as the ordinary and extra-ordinary components. Light rays
propagating along the optic axis (thus polarized perpendicular to the optic axis) expe-
rience the ”ordinary” component and light-rays whose polarization is along the optic
axis experience the extra-ordinary component. In the context of layered materials, it
is useful and more intuitive to relabel to components of the dielectric tensor to ”in-
plane” (∥) and ”out-of-plane” (⊥) for ”ordinary” and ”extra-ordinary”. This means
that we write the dielectric tensor of a layered material as
ε =
εx 0 00 εy 0
0 0 εz
 =
ε∥ 0 00 ε∥ 0
0 0 ε⊥
 . (2.10)
The dispersion of light in uniaxial materials is given by Eq. (2.9) and by setting its
determinant to zero (|k|2 − k20ε∥)
(
k2⊥
ε∥
+
k2∥
ε⊥
− k20
)
= 0 (2.11)
two distinct solutions are found corresponding to different electric field polarizations.
The transverse electric (TE/s-polarized) mode has its electric field polarization per-
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pendicular to the optic axis and thus only experience the in-plane dielectric function,
whereas the transverse magnetic (TM/p-polarized) mode has its magnetic field po-
larized perpendicular to the optic axis. The dispersion relations for these two modes
are
|k|2 = k20ε∥ (TE), (2.12)
k2⊥
ε∥
+
k2∥
ε⊥
= k20 (TM). (2.13)
Most interesting optical properties of uniaxial materials are related to the dispersion
of TM-polarized light within the material and we shall rarely discuss the TE-modes.
2.3 Plasmonics
The field of plasmonics study the interaction of electromagnetic radiation with metal-
lic nanostructures and surfaces[10]. The strong interaction of electromagnetic fields
with the conduction electrons of metallic structures entail a significantly different
behaviour than the behaviour of electromagnetic fields in dielectrics, in particular, it
offers the possibility to break the diffraction limit and confine electromagnetic fields
to very small length scales[16]. This will be necessary if we are ever to achieve a
practical interface to integrated electronic circuits which, due to the ever decreasing
feature size now approaching the nano-meter scale, could benefit from the fast and
nearly lossless transfer of information that traditional photonic components offer [1,
33]. Besides providing confinement, metallic subwavelength structures can be used to
guide electromagnetic energy in equivalence to photonic wave guides[15, 34]. Other
applications of plasmonic components include the possible improvement of in the reso-
lution of microscopes (superlensing)[35, 36], quantum information processing[37] and
energy conversion [38], to name a few.
2.3.1 Surface plasmon polaritons
On a fundamental level, the extreme localization of electromagnetic energy is enabled
by the existence of a special resonant state of matter, confined to the metal-dielectric
interface, known as a surface plasmon[39]. A surface plasmon is a self-sustained
oscillation of the charge density at the surface of a metal which when coupled with
light forms a propagating mode known as a surface plasmon polariton (SPP). ’Self-
sustained’ means that they are solutions of Maxwell’s homogeneous equations, i.e.,
in the absence of sources. A trivial example of a self-sustained mode supported by
the source-less Maxwell equations is light which relies on the restoring force of the
displacement current in Ampere’s law to enable its self-sustenance. In contrast, the
restoring force that enable the self-sustenance of SPPs is the long range interaction of
charges, known as the Coulomb interaction, acting on the oscillating charges. Their
existence emerge from a fully quantum mechanical framework[40] and as such can be
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Figure 2.4: A sketch of (a) the electric field of a surface plasmon polariton and (b)
its dispersion relation (in vacuum) where ωp is the plasma frequency.
viewed as quasi-particle excitations. However, because the plasmon originates from
the long range interaction of the Coulomb force it is possible to derive most properties
of SPPs directly from Maxwell’s equations. The physical situation is sketched in
2.4(a). Starting from the ansatz of a localized SPP
Ej = (Ej∥xˆ+ Ej⊥zˆ)eik∥xeikj⊥ze−iωt, (2.14)
where j ∈ 1, 2 indicates the upper and lower half spaces, the resulting dispersion
relation become[8]
k2∥ =
ε1ε2
ε1 + ε2
k20, (2.15)
k2j⊥ =
ε2j
ε1 + ε2
k20. (2.16)
By demanding that the in-plane wave vector be real and the out-of-plane component
be imaginary the existence conditions for the SPPs become
ε1ε2 < 0 (2.17)
ε1 + ε2 < 0, (2.18)
in the case of real dielectric functions. The optical properties of a metal are mostly
determined by the free conduction electrons of the metal which to a good approxima-
tion can be described as a free electron plasma. This leads to the Drude-Sommerfeld
model for the dielectric function of a metal[8]
εDrude = 1−
ω2p
ω(ω + iη) , (2.19)
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where ωp is known as the plasma-frequency and η as the relaxation rate of the free
carriers which represent ohmic losses in the metal. The SPP dispersion relation is
presented in Fig. 2.4(b).
A commonly discussed geometry for plasmonic wave guiding is the metallic thin
film[39] (Fig. 2.5). Light in metallic thin films behave fundamentally different than
dielectric planar wave guides in that the fundamental wave guiding mode becomes
more confined as the thickness is decreased[41]; an advantageous feature if nano-scale
optics is to become reality. The single-interface SPP model gives a good description of
SPPs on interfaces of thick metal films, however, as the thickness of the film decreases
the SPPs on the two interfaces hybridize into a symmetric and an anti-symmetric
mode (Fig. 2.5(a,b)) with dispersion relations given by[39, 42] (Fig. 2.5(c))
ε1k2,⊥ + ε2k1,⊥ tanh (k1,⊥d/2) =0, anti− symmetricmode, (2.20)
ε1k2,⊥ + ε2k1,⊥ coth (k1,⊥d/2) =0, symmetricmode. (2.21)
The light-like character of the anti-symmetric mode entails fast group velocities and
small skin-depths into the metal leading to long plasmon propagating lengths on the
order of centimeters[43] but also weak field confinements as the effective refractive
index is on the order of the free space refractive index (k∥/k0 ∼ 1). Due to the long
propagation length, the anti-symmetric mode is often known as the long-range SPP
(LRSPP). The symmetric mode offers great field confinement but slower group veloc-
ities, and therefore shorter propagation lengths [44]. Due to the shorter propagation
length, this mode is typically known as the short-range SPP (SRSPP)[45, 46]. The
greater field confinement comes at the prize of greater metallic skin depth which typ-
ically entails greater losses. In this thesis, we study the properties of some layered
materials in the thin film wave guide geometry and show that they offer some benefits
over the noble metal wave guides.
2.3.2 Origin of losses in plasmonics
Even though the field of plasmonics now is more than a decade old, the promises of
plasmonics[2] have remained unfulfilled and the status of the field is currently that en-
ergetic losses in plasmonic devices are too large for nearly all practical applications[3].
Eliminating losses in plasmonic waveguides with weak field confinement (employing
the LRSPP) using gain materials have shown some promise[47], however, when the
field confinement increases extremely large injection current densities are required[48]
which questions the practicality of approaches based on gain materials. Through
general considerations of the energy balance of an electromagnetic field confined to
subwavelength length scales Khurgin and Sun [49] have shown that a self-sustained
subwavelength field dissipates at the rate of the losses in the metal regardless of the
geometry of the plasmonic component. As a consequence, the problem of losses is
actually a problem of materials science, i.e., the only way low-loss plasmonic compo-
nents can be obtained is by engineering materials to minimize intrinsic ohmic losses[3].
However, even with the large efforts already spent in the search for better plasmonic
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Figure 2.5: Sketch of the (a) symmetric and (b) anit-symmetric SPP modes in a
metallic thin film and (c) their dispersion relations..
materials[50–54], the metals employed in plasmonic components remain the noble
metals that was originally employed[55].
As shown previously, optical losses are related to a finite imaginary part of the
dielectric function. In more general terms, absorption is described by the work done by
the electric field on charge carriers in a material (Poyntings theorem),W = ∫ dr J(r) ·
E(r). Through J = ReσE = ωImεE losses are seen to be directly proportional to the
imaginary part of the dielectric function
W = ω
∫
dr Imε|E(r)|2. (2.22)
The Drude model Eq. (2.19) introduced the relaxation rate which was seen to yield
a finite frequency-dependent imaginary part of the dielectric function
Im εDrude =
ω2p
ω3
η. (2.23)
In this model the relaxation rate is a phenomenological constant, introduced to ac-
count for the losses that are inevitably observed in experiment. It describes losses
due to all scattering mechanism that exists including phonon-scattering, impurity
scattering, electron-electron scattering. For simple metals such as sodium, copper,
silver and gold, the relaxation rate is well-approximated as a constant[56], but for
other materials it may significantly depend on the frequency of the electromagnetic
field. Indeed, as we show in this thesis, the constant relaxation rate approximation
is not a good approximation for layered materials.
In electronic structure theory, optical losses can be understood as the generation
of electron-hole pairs within the absorbing material[3]. Whether or not electron-hole
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Figure 2.6: Bandstructure of silver calculated with DFT using the GLLBSC func-
tional. Absorption of electromagnetic radiation can be understood as
the generation of electron-hole pairs. For high frequencies, losses are
dominated by (b) interband transitions. For smaller frequencies the
losses are dominated by other scattering mechanisms such as (c) im-
purity scattering and (d) electron-electron scattering that provide the
required momentum to induce losses..
pairs can be excited depend on the electronic structure of the specific material. Figure
2.6 shows the electronic bandstructure of silver as calculated by density functional
theory (see Chap. 3). In this picture an absorbed photon excites an electron from
an occupied state E < EF to an unoccupied state E > EF (Fig. 2.6(a)) leaving
a hole behind. In the absence of scattering mechanisms only vertical transitions
are allowed due to the translational symmetry of the crystal along with the negligible
photon momentum (Fig. 2.6(b)). Such transitions are known as interband transitions
and the lowest energy interband transition is denoted the ’interband onset’. Losses
are typically large above the interband onset which limits the operating regime to
frequencies below the interband onset. For silver the experimental interband onset
is between 3.5 and 4 eV[57]. For frequencies smaller than the interband onset an
additional momentum must be provided to induce losses (Fig. 2.6(c)). Electron-
phonon scattering provides the additional momentum by absorbing (or emitting) a
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phonon, and in the case of impurity scattering the extra momentum is provided
by breaking the translational invariance. Finally, electron-electron scattering (Fig.
2.6(d)) can lead to losses even in the absence of crystal inhomogeneities, however, the
total momentum must be conserved as indicated.
2.3.3 Searching for new materials
The Drude model predicts that losses are proportional to the square of the plasmafre-
quency and directly proportional to the relaxation rate, Eq. (2.23). This insight has
guided the previous search for plasmonic materials[54] by showing that losses can
be reduced by reducing the plasma frequency and, unsurprisingly, by reducing the
relaxation rate. Highly doped semiconductors such as silicon, germanium, III-V semi-
conductors, transparent conducting oxides, perovskite oxides and non-stoichiometric
oxides and sulfides have been investigated previously as alternative plasmonic ma-
terials[54]. The limiting factor is typically the solid solubility of the donors in the
semiconductor which limits how large the plasma frequency can become. The best per-
formance is typically found in the mid-infrared. In addition to reducing the plasma
frequency, the relaxation rate might also be reduced due to a reduced density of
states for scattering originating from the low density of states at the fermi-level of
doped semi-conductors[58]. Instead of doping semiconductors to increase the plas-
mafrequency it has also been investigated whether metals could be diluted with the
goal of reducing the plasma frequency and therefore also the losses[54]. None of
these materials unfortunately outperform silver at the moment but show similar per-
formance to gold. The properties of two-dimensional materials are different than
their three-dimensional competitors and this may well provide new opportunities and
applications for the field of plasmonics, especially in terms of dynamically tuning
their plasmonic properties[59]. The research on two-dimonsional plasmonic materials
have until this point almost exclusively investigated graphene[60, 61] which shows
operation frequencies in the mid infrared regime.
Few computational studies on the design of new materials for plasmonics have
been performed[51, 62]. Blaber, Arnold, and Ford [62] investigated the alkali-noble
intermetallics and identify one material, namely KAu, that outperform gold. The few
computational studies are probably due to the difficulties in estimating the relaxation
rates due to different scattering processes which makes it a formidable challenge to
obtain high quality results from first principles.
The detrimental effect that losses seems to have on most plasmonic applications
led Khurgin and Sun [63] to ask the question of whether losses were fundamentally
unavoidable in all applications of plasmonics. They discovered that it is indeed theo-
retically possible for a material to have a metallic response in certain spectral regions
without having any losses. However, it requires that the metal has a characteristic
band-structure, where the metallic bands are narrow and separated from other bands
by finite band gaps (Fig. 2.7 (a)). If a metal has such a band structure and the gaps
are sufficiently big there will exist frequencies where no direct or indirect electron-
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Figure 2.7: (a) Proposed model bandstructure of the elusive loss-less metal. This
special bandstructure character greatly suppress the (b) JDOS at fi-
nite frequencies and thus potentially also also the density of states for
scattering.
hole pair excitations are possible. This is represented in the density of states for
electron-hole pairs, i.e., joint density of states (JDOS),
JDOS(ω) =
∫
dω′nocc(ω′)nunocc(ω′ + ω), (2.24)
where nocc and nunocc are the occupied and unoccupied density of states, as a region
with JDOS = 0 (Fig. 2.7 (b)) meaning that all elastic first order scattering processes
(i.e., scattering processes where only one electron-hole pair is created) are forbidden.
Khurgin and Sun termed their model the ’elusive loss-less metal’. The question of
whether metals with such bandstructures can exist in nature was unclear but they
showed that by increasing the lattice constant in a sodium crystal, thus decreasing the
hybridzation between neighboring atoms, the necessary bandstructure was obtained
for a loss-less plasmonic metal.
The quality of a particular plasmonic material depends on the specific application
that is considered. For plasmonic waveguides a typical figure of merit (FOM) is
the decay length normalized by the wavelength, i.e., Rek∥/Imk∥[50], describing the
number of wavelengths the SPP travels before it decays, which is used in our work to
asses the performance of the layered materials for plasmonic wave guiding.
In applications where the fundamental excitation is not a plasmon other figures
of merit have to be employed. In transformation optical applications[14], the goal is
to engineer an optical field through the bulk of a material the fundamental exitation
is therefore light and the typical FOM employed is simply the inverse of the optical
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losses (Imε)−1 along with the criterium that the absolute value of the permittivity is
on the order of one[50].
2.4 Quantum emitters
An integral part of achieving integrated electronic-photonic circuits is the ability to
create reliable photon sources that can emit single photons at any time the user
requires[64]. To obtain such a photon source requires the optimization many factors
but here the focus will be on the subsequent emission of a photon given an initially
excited quantum emitter. To fulfil the requirement of an on-demand supply of single
photons it is necessary to be able to engineer single emitters to have large emission
rates[65]. This section introduces the key concept of the local photonic density of
states (PDOS) describing the number of photonic modes at any point in space. The
relevance of the PDOS becomes clear when it is shown that the spontaneous emission
rate of a quantum emitter is proportional to the value of the local PDOS at its position
which can be influenced by placing the emitter in the vicinity of a photonic structure
like a planar interface. In other words the spontaneous emission rate of a quantum
emitter can be increased by increasing PDOS at the position of the emitter[8]. Its
relation to this thesis becomes clear when we show that most layered materials exhibit
very large PDOSs in finite spectral regions which provides a way of increasing the
spontaneous emission rate.
As with plasmonics, many of the relevant properties of single photon emitters can
be calculated from classical electromagnetism which is surprising because spontaneous
emission is a true quantum mechanical phenomenon that cannot be derived from
classical physics. The explanation is that while the quantum emitter itself cannot
be described classically, the PDOS can, which means that the enhancement of the
spontaneous emission rate (known as the Purcell effect) can be described classically.
2.4.1 Dyadic Green’s Functions
The first step to introducing the PDOS is to introduce the Green’s function of
Maxwell’s equations, known as the Dyadic Green’s Function (DGF) to reflect the
vector nature of the sources and fields. The DGF provides a simple tool for calcu-
lating the electromagnetic field distribution in the presence of arbitrary current and
charge sources. The electric and magnetic fields are written in terms of the vector
potential A and electric potential ϕ
E(r) = iωA(r)−∇ϕ(r) (2.25)
H(r) = 1
µµ0
∇×A(r). (2.26)
Choosing the Lorentz gauge for the vector potential ∇ · A(r) = iωµ0µε0εϕ(r) and
introducing equations (2.25) and (2.26) into Ampere’s law four scalar Helmholtz equa-
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tions can be written, one for each of the components of the vector potential and one
for the scalar potential, taking the generic form[
∇2 + ω
2
c2
ε
]
f(r) = −g(r). (2.27)
The scalar Green’s function G0(r, r′) is the solution of the equation above under a
delta function perturbation, i.e. g(r) = δ(r− r′),
G0(r, r′) =
e±ik|r−r
′|
4pi|r− r′| (2.28)
where k2 = ω2ε/c2. The Greens function then returns the vector potential as,
A(r) = µ0µ
∫
V
dr′G0(r, r′)j0(r′). (2.29)
The electric field is easily expressed in terms of the vector potential by inserting the
Lorentz gauge condition into Eq. (2.25) resulting in
E(r) = iω
[
1 + c
2
ω2ε
∇∇·
]
A(r), (2.30)
which can expressed in terms of the external current sources using the scalar Green’s
function
E(r) = iωµ0µ
∫
V
dr′
[
1 + c
2
ω2ε
∇∇·
]
G0(r, r′)j0(r′). (2.31)
This allows the definition of the Dyadic Green’s function that relates the electric field
to the external current sources,
←→
G (r, r′, ω) =
[
1 + c
2
ω2ε
∇∇·
]
G0(r, r′) (2.32)
such that
E(r) = iωµ0µ
∫
V
dr′←→G (r, r′, ω)j0(r′). (2.33)
This expression will be used in the discussion of spontaneous emission of quantum
emitters, and in the specific case of spontaneous emission near planar interfaces.
2.4.2 Two-level quantum emitters
In this section we derive the Purcell factor, i.e., the ratio of the actual spontaneous
emission rate of a quantum emitter in the presence of other materials (Γ) compared
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to vacuum (Γ0), using a fully classical description. The subsequent section then
gives a fully quantum mechanical description which shows exact agreement with the
classical treatment as long as the quantum emitter is only weakly coupled with its
environment.
Classically, the quantum emitter can be modelled as a radiating point dipole
corresponding to the current distribution
J(r) = δ(r− r0)∂tp. (2.34)
By Poynting’s theorem, the radiated power is given by the dissipated energy
P = dWdt = −
1
2
∫
drRe (J(r) ·E(r)) , (2.35)
which for the case of a radiating point dipole in vacuum yields[8]
P0 =
dW
dt =
|p|2ω4
12piε0εc3
. (2.36)
The Purcell effect can be demonstrated if the total electric field is written as the sum
of the emitted dipole field E0 and the scattered field Es of the medium
E(r) = Edipole(r) +Es(r). (2.37)
Inserting this into Eq. (2.35) and calculating the ratio of the emission rate in the
presence of an inhomogeneous medium to the free space emission rate returns the
so-called Purcell factor
P
P0
= 1 + 6pic
3ε0ε
|p|2ω3 Im[p ·Es(r0)] (2.38)
from which the importance of the scattering field strength on the emitted power is
clear. In general we can write the energy emission rate of a point dipole in terms of
the total Green’s function Eq. (2.33)
P = dWdt =
ω3
2c2ε0ε
p · Im
(←→
G (r0, r0, ω)
)
· p (2.39)
which will be used when drawing the connection to the quantum mechanical treat-
ment.
2.4.3 Spontaneous emission and the photonic density of states
A simple description of a quantum emitter can be made by considering it as a two-
level system H0 with a ground state |g⟩ with eigen-energy Eg and excited state |e⟩
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with eigen-energy Ee. The dynamics of this system is described by the Hamiltonian
of a charged particle in the presence of an electromagnetic field
Hˆ = 12m (pˆ− qA)
2 + qϕ (2.40)
= Hˆ0 − q2mA · pˆ+ pˆ ·A+
q2
2m |A|
2 (2.41)
where q is the electron charge, Hˆ0 = pˆ2m + qϕ and pˆ = −ih¯∇ is the momentum
operator. If the vector field is assumed to vary slowly over the quantum emitter then
pˆ ·A = A · pˆ and to be weak such that the |A|2 term can be neglected then we can
consider the perturbing Hamiltonian to be
Hˆ ′ = −i q2mωE · pˆ (2.42)
where E = iωA. The electric field is quantized by introducing the electric field
operator
Eˆ =
∑
k
[
E∗k(r)aˆk(t) +Ek(r)aˆ
†
k(t)
]
(2.43)
where aˆk(t) = aˆkeiωkt and aˆ†k(t) = aˆ†ke−iωkt with aˆk, aˆ†k being creation and annihila-
tion operators for photons in mode k and the frequency of each mode is given by ωk.
E∗k(r) and Ek(r) are complex field amplitudes for positive and negative frequencies.
Assuming that the system is in the initial state of an excited quantum emitter
and zero photons in the electromagnetic field, i.e., |e, 0⟩, Fermi’s golden rule[66] then
gives the decay rate of the two level system as a sum over all final states fulfilling
energy conservation
Γ =2pi
h¯2
∑
|f⟩
|⟨e|Hˆ ′|f⟩|2δ(ω0 − ωf ) (2.44)
=
∑
k
(p∗eg · (E∗k(r)Ek(r)) · peg)δ(ωk − ω0). (2.45)
where ω0 = Ee − Eg and peg = ⟨e|r|g⟩ is known as the transition dipole matrix
element. In the derivation we have used the fact that pˆ = im [r, Hˆ0]. To introduce the
concept of the PDOS it is common to introduce the normalized modes
Ek =
√
h¯ωk
2ε0
uk, E∗k =
√
h¯ωk
2ε0
u∗k. (2.46)
The decay rate can then be written as,
Γ = piω3h¯ε0
|peg|2ρp(r0, ω0) (2.47)
ρp(r0, ω0) = 3
∑
k
(n∗eg · (u∗k(r0)uk(r0)) · neg)δ(ω0 − ωk). (2.48)
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where ρp(r0, ω0) is the photonic density of states at the location of the quantum
emitter r0 projected onto the axis of the dipole of the quantum emitter, neg. This
expression clearly shows the effect of increasing the photonic density of states on the
decay rate.
The connection to the classical expression for the Purcell factor is then achieved by
showing that Eq. (2.48) is actually the spectral representation of the Dyadic Greens
function
Im←→G (r, r′, ω) = pic
2
2ω
∑
k
u∗k(r, ωk)u∗k(r′, ωk)δ(ωk − ω), (2.49)
which won’t be proven here[8]. Comparison with Eq. (2.48) then shows that
ρp(r0, ω0) =
6ω0
pic2
(n∗eg · Im
←→
G (r0, r0, ω0) · neg) (2.50)
which gives the decay rate
Γ = 2ω
2
h¯ε0c2
(p∗eg · Im
←→
G (r0, r0, ω0) · peg). (2.51)
In the case of free space it is possible to show that ρp is independent of the orientation
of the dipole moment which becomes ρ0 = ω20/pi2c3 resulting a free space decay rate
of
Γ0 =
ω30 |peg|2
3piε0h¯c3
. (2.52)
This makes it straightforward to confirm that the predicted Purcell factor is identical
to the classical treatment, i.e.,
Γ
Γ0
= P
P0
. (2.53)
2.4.4 Emission near planar media
To determine the effect of a planar substrate on the decay rate of a quantum emitter
Eq. (2.38) shows that we need calculate the scattered field of the substrate at the lo-
cation of the quantum emitter. Making use of the Dyadic Green’s function formalism
it is possible to express the scattered field in terms of the Dyadic Green’s function.
We consider the free space Dyadic Green’s function for the specific case of a radiating
dipole at a position r0 = (x0, y0, z0), j = −iωpδ(r − r0), in a medium characterized
by the dielectric function ε1. The resulting electric field is then given by Eq. (2.33)
E0(r) = ω2µ0µ
←→G 0(r, r0)p. (2.54)
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The dipole is placed above a planar substrate with interface in the xy-plane at
z = 0. The so-called angular spectrum representation is a convenient representa-
tion that makes it easy to implement the boundary conditions of Maxwell’s equa-
tions by expressing the Dyadic Green’s function in terms of propagating and evanes-
cent planes waves. It is equivalent to a two-dimensional Fourier transform in the
in-plane coordinates x, y, the out-of-plane dependence is then given as eikzz where
kz = ±(k21 − k2x− k2y)1/2 (with the sign determined by the condition that Im(kz) > 0)
where k21 = ε1ω2/c2. The free space Dyadic Greens function then takes the angular
spectrum form[8]
←→G 0 = i8pi2
∫ ∞
−∞
∫ ∞
−∞
dkxdky
←→Mei[kx(x−x0)+ky(y−y0)+kz|z−z0|] (2.55)
←→M = 1
k21kz1
 k21 − k2x −kxky ∓kxkz1−kxky k21 − k2y ∓kykz1
∓kxkz1 ∓kykz1 k21 − k2z
 . (2.56)
The upper sign applies when z > z0 and the lower sign when z < z0. The expansion
in terms of evanescent waves is clear: when k2x+k2y > ω2ε1/c2, kz becomes imaginary
and the electric field decays exponentially as the distance to the dipole is increased.
The total electric field is the sum of the emitted dipole field and the reflected field
E = E0 + Eref and likewise it is possible to split the total Dyadic Green’s function
into a dipole and reflected contributions,
←→G =←→G 0 +←→G ref . (2.57)
If the incident field E0 was a plane-wave then the reflected field would be trivially
given in terms of Fresnel’s reflection and transmission coefficients as E = E0+ rs,pE0
where rs (rp) is the Fresnell reflection coefficient for s-polarized (p-polarized) light[8].
The reflected Dyadic Green’s function is simply the free space Green’s function where
each Fourier component has been multiplied by Fresnell’s reflection coefficients. Tak-
ing into account different polarizations the reflected Dyadic Green’s function is split
into p and s-polarized contributions and which results in[8]
←→G ref = i8pi2
∫ ∞
−∞
∫ ∞
−∞
dkxdky
[←→Msref +←→Mpref] ei[kx(x−x0)+ky(y−y0)+kz(z+z0)] (2.58)
where
←→Msref =
rs(kx, ky)
(k2x + k2y)kz1
 k2y −kxky 0−kxky k2x 0
0 0 0
 (2.59)
←→Mpref =
−rp(kx, ky)
k21(k2x + k2y)
 k2xkz1 kxkykz1 kx(k2x + k2y)kxkykz1 k2ykz1 ky(k2x + k2y)
−kx(k2x + k2y) −ky(k2x + k2y) −(k2x + k2y)2/kz1
 . (2.60)
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If the substrate is a layered material, such as the materials investigated in this thesis,
then the rotational symmetry reduces the complexity of the problem to a simple
calculation of the integral[8]
P
P0
=1 +
p2∥
|p|2
3
4
∫ ∞
0
dsRe
{
s
sz
[
rs − s2zrp
]
eik1z0sz
}
+
p2⊥
|p|2
3
2
∫ ∞
0
dsRe
{
s3
sz
rpeik1z0sz
}
, (2.61)
where s = kρk1 , sz =
√
1− s2 and p∥, p⊥ are the in-plane and out-of-plane projections
of the dipole moment.
2.5 Hyperbolic metamaterials
A metamaterial is an artificial material that has been structured on a subwavelength
scale such as to obtain an unusual response to external radiation[67]. By creating
an artificial material with engineered ”meta-atoms” it is possible to engineer a re-
sponse to optical fields unlike any naturally occuring material[13]. If the meta-atoms
are small compared to the optical field within the material, then the response of
the metamaterial can be understood in terms of effective/average permittivities and
permeabilities[14]. In conventional optical metamaterials, the goal is to obtain both
(a) (b)
Figure 2.8: Examples of (a) a planar layered hyperbolic metamaterial and (b) a
metal nanowire hyperbolic metamaterial.
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(a)
k‖
k⊥
k⊥ = −pi/d
k⊥ = pi/d
(b)
Figure 2.9: (a) Hyperbolic isofrequency surfaces showing the difference between
type 1 and 2 hyperbolicity, compared to an isotropic dielectric isofre-
quency surface (blue). (b) When the wavelength of the fields within
the material approaches the period of the structure the EMT picture
breaks down and the isofrequency surfaces deviate from the hyperbolic
approximation (dashed lines).
negative effective permeability and permittivity which results in a negative refractive
index[17], n < 0, entailing a number of interesting applications such as perfect lens-
ing. Unfortunately, achieving optical negative index materials have been challenged
by limitations of engineering a strong magnetic response[55].
In this thesis we have investigated a different class of metamaterials, known as hy-
perbolic metamaterials[4] (HMM), that do not require a negative permeability. They
are characterized by an extreme anisotropy in their dielectric response, resulting in a
sign difference of the diagonal components of the dielectric tensor. In HMMs such an
anisotropy is typically obtained by restricting the charge carrier movement in some
directions. In a planar layered heterostructure HMM consisting of alternating metal
and dielectric layers (Fig. 2.8(a)) movement is restricted to the in-plane direction
resulting in an in-plane metallic response (εeﬀ∥ < 0) and an out-of-plane dielectric
response (εeﬀ⊥ > 0). Another example of a HMM is the metal nanowire medium in
which the electron motion is restricted in two directions (Fig. 2.8(b)). Effective per-
mittivities for the planar layered HMM are derived from the boundary conditions of
Maxwell’s equations, i.e., continuity of the parallel component of the electric field and
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the normal component of the displacement field, resulting in
εeﬀ∥ = fεa + (1− f)εb, (2.62)
1
εeﬀ⊥
= f
εa
+ 1− f
εb
(2.63)
where f is the fill fraction of component a with dielectric function εa and component
b has dielectic function εb. The sign difference of their dielectric tensor results in
hyperbolic iso-frequency surfaces given by Eq. (2.13) shown in Figure 2.9(a), in
contrast to the elliptical or spherical iso-frequency surfaces found in most dielectrics.
Depending on the number of negative components in the dielectric tensor, two types of
hyperbolic behaviour can be observed. Type 1 (one negative component, green curve)
support hyperbolic modes for all in-plane wave vectors in contrast to type 2 (two
negative components, red curve) which only support wave vectors above an in-plane
cut-off wave vector. For low-frequencies, the planar layered metamaterial exhibit type
2 behaviour, while the metallic nanowire medium shows type 1 behaviour[19].
Hyperbolic metamaterials have become the subject of intensive research because
of the potential benefits they provide, most of which can be understood in terms of
their hyperbolic isofrequency surfaces. For this thesis the most relevant of these bene-
fits is the enhancement of the spontaneous emission rate in the vicinity of hyperbolic
metamaterials[68, 69] caused by the large area of the isofrequency surfaces of a HMM
entailing large photonic density of states (Eq. (2.48)), determined by Eq. (2.61).
Enhanced Purcell factors have been measured in planar layered metamaterials con-
sisting of silver and titanium-oxide (TiO2) in the order of 10[70]. Of other properties
and applications of HMMs we mention the possitiblity of achieving hyperlensing[71,
72] in slabs of hyperbolic metamaterials.
2.5.1 Limitations of hyperbolic metamaterials
Effective medium theory (EMT), Eqs. (2.62, 2.63), predict a practically unlimited
purcell factor limited only by the distance of the dipole to hyperbolic substrate, i.e.,
limited by the exponential factor in Eq. (2.48). This is an illness of the EMT descrip-
tion and in reality infinitely large wave-vectors are not supported by a hyperbolic
metamaterial substrate. When the wavelength within the hyperbolic metamaterial
approaches the period of the metamaterial, the artificial structuring is no longer sub-
wavelength and effective medium theory breaks down. The implications of the finite
subwavelength structuring can be recognized by solving Maxwell’s equations in the
case of a true, infinite multilayer structure. Using the transfer matrix method Kidwai,
Zhukovsky, and Sipe [46] showed that the introduction of a finite period introduced
a cutoff for the hyperbolic modes thus limiting the photonic density of states. Using
Bloch’s theorem, the dispersion of hyperbolic modes in a planar hyperbolic metama-
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terial is determined by the solutions of
cos(kB(dd + dm)) = cos(km,⊥dm) cos(kd,⊥dd)+ (2.64)(
εmkd,⊥
εdkm,⊥
+ εdkm,⊥
εmkd,⊥
)
sin(km,⊥dm) sin(kd,⊥dd) (2.65)
where dd and dm are the dielectric and metal layer thicknesses, respectively, k(d,m),⊥ =√
k20ε(d,m) − k2∥ are the out-of-plane wave numbers and kb is the out-of-plane Bloch
wavenumber representing propagation through the heterostructure. The associated
iso-frequency surface is shown in Figure 2.8(b) where the deviation from the hyper-
bolic dispersion is clear for large wave-vectors (dashed).
The hyperbolic response is on a fundamental level a result of the hybridizing
SPPs that each interface in the HMM support[73, 74]. A HMM is therefore actually
a plasmonic device and thus subject to the same limitations[3], namely, large losses.
It can be argued that these limitations are even more severe for HMMs since very
thin films are needed to achieve large photonic density of states which make surface
roughness a considerable source of losses[75, 76].
Even if the heterostructure period is subwavelength quantum mechanical effects
can lead to the breakdown of the effective hyperbolic response[77]. A consequence
of quantum mechanics is that the dielectric function becomes non-local, i.e., the
polarization at one point in space P(r) is dependent on the electric field in another
point E(r′). Mathematically, this translates to a spatial dependence of the dielectric
function
ε = ε(r, r′). (2.66)
In the Drude description of the metallic response the discrete atomic nature of the
metal is neglected and in this picture the non-local response only depends on the
relative distance of r and r′, |r − r′|, that is ε(|r − r′|) which in reciprocal space is
expressed as ε(k) where k is the wave-vector of the electric field within the material. A
more rigorous treatment of the dynamics of the electronic system within the Thomas-
Fermi approximation leads to [78]
ε(ω,k) = 1− 1
ω(ω + iη)− β2|k|2 (2.67)
where β2 = 35v2F with vF being the Fermi velocity[79]. Since ε → 1 when |k| → ∞
the metallic (and thus the hyperbolic) response is limited to small wave vectors and
the achievable PDOS no longer diverges[77].
In addition to the spontaneous emission enhancement achieved by emission into
propagating hyperbolic modes or SPPs, other competing decay mechanisms exists.
The decay of a quantum emitter under the excitement of electron-hole pairs is known
as quenching and can be a significant contribution to the Purcell Factor as the results
of this thesis will show. Quenching has been rigorously treated previously[80–82] from
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which it is known that the effect decays as d−3, where d is the distance to the substrate,
just like the spontaneous emission enhancement due to hyperbolic modes[68]. Since
both the electron-hole pair and the quantum emitter can be thought of as dipoles
with near-fields decaying as d−3, the distance dependence extracted from Fermi’s
golden might be expected to be ∝ d−6, making the d−3-dependence surprising. The
d−3-dependence comes about when summing up all excited electron-hole pairs within
the substrate which cancels the distance dependence of the substrate[83].
CHAPTER3
Density Functional
Theory Background
This chapter describes the theoretical framework used in this thesis for calculating
properties of matter. Since the development of quantum mechanics for describing
physical events on the atomic length scale we have known the mathematical equations
that describe most properties of matter. However, even with the necessary theoretical
framework, the problem of calculating properties of matter remain a challenging task.
The challenges of calculating properties of matter are technical rather than principal,
i.e., it is the complexity of the equations and the difficulties in solving them that has
inhibited the progress of the field for many decades. Therefore, the most important
discoveries within the field are those that have been able reduce the computational
complexity of the problems without introducing significant errors.
3.1 The problem of the structure of matter
On the microscopic level all matter consists of atoms. The enormous diversity in
kind and properties of materials we find in nature emerge from the specific atomic
composition that constitute every single material. Gasses consist of freely floating
atoms or molecules, liquids are more dense and solids consists of fixed configurations
of atoms. Even for a single element of the periodic table it is possible to create
materials of many different properties, which the many allotropes of carbon testifies
to (Diamond, graphite, carbon-nanotubes, fullerenes etc.[84]). A theory that can
predict the properties which emerge from the structuring of matter in different forms
must therefore depend not only on the type of atoms investigated but also on their
specific spatial configuration.
Since the development of quantum mechanics it has in principle been possible to
calculate material properties from theory[85]. In quantum mechanics, a material is
described by its wavefunction Ψ(r1, r2, ...,R1,R2, ..., t) where r∗ andR∗ are electronic
and nuclear coordinates, respectively. The wavefunction represents the statistical
probability of an electron (or nuclei) to occupy a certain position in space, in contrast
to classical mechanics where electrons and nuclei are treated as point particles. The
28 3 Density Functional Theory Background
time-dependent Schrödinger equation describes the evolution of the wave-function
−i∂tΨ({r}, {R}, t) = HˆΨ({r}, {R}, t) (3.1)
where {r} and {R} denote the set of all electronic and nucleic coordinates, respec-
tively, and Hˆ is the Hamiltonian operator of the system. The Hamiltonian is given
by
Hˆ = −
∑
{r}
h¯2
2m∇
2
r −
∑
{R}
h¯2
2M∇
2
R +
1
2
∑
ri∈{r},rj∈{r},ri ̸=rj
e2
|ri − rj |+
1
2
∑
Ri∈{R},Rj∈{R},Ri ̸=Rj
ZiZj
|Ri −Rj | +
∑
ri∈{r},Rj∈{R}
eZj
|ri −Rj | , (3.2)
where Z is the charge of the nuclei, m is the electron mass and M is the proton
mass. The first and second term describes the kinetic energy of the electrons and
the nuclei, respectively, and the latter terms describe their Coulomb (electrostatic)
repulsion. Because the wave-function contain all information about the material and
all properties can be derived from its knowledge, it might be surprising that this is
still an active field of science. The reason is the monstrosity that is the wave-function.
For example, to store a wave-function for a system consisting of 4 electrons requires,
if every coordinate is represented on a three dimensional grid of 10×10×10 = 1000 of
grid-points, storing 10004 numbers or an equivalent of more than 14 terabytes of data.
Simply adding one electron to this fictitious material results in a memory demand of
more than 14 petabytes. The exponential increase in the computational demands is
the essential problem that inhibits progress in the field of computational materials
design and a significant part of research is dedicated to finding new methods and
simplifications that can reduce the strain on computing facilities.
The first simplification to make is to separate the dynamics of the electrons and the
nuclei’s. The large mass of nuclei’s compared to electrons(me/mp = 10−4) make this
separation of variables a good approximation in most cases and is known as the Born-
Oppenheimer approximation[86]. Mathematically, the approximation is equivalent of
the product ansatz for the full wave-function[87]
Ψ({r}, {R}, t) = Θ({R}, t)Φ({r}; {R}), (3.3)
where Φ is the solution of HˆeΦ({r}; {R}) = E({R})Φ({r}; {R}). Hˆee is the electronic
Hamiltonian defined by
Hˆe = Tˆ + Uˆee + Vˆne (3.4)
where Tˆ is the kinetic energy, Uˆee is the electron-electron interaction and Vˆne is the
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electrostatic potential from the nuclei given by
Tˆ = −
∑
{r}
h¯2
2m∇
2
r (3.5)
Uˆee =
1
2
∑
ri∈{r},rj∈{r},ri ̸=rj
e2
|ri − rj | (3.6)
Vˆne =
∑
ri∈{r},Rj∈{R}
eZj
|ri −Rj | . (3.7)
For a dynamic system of moving atoms, the Born-Oppenheimer approximation can be
understood by imagining the electrons as instantaneously adjusting to the potential
landscape created by the nuclei. From this point we restrict ourselves to the electronic
subsystem and disregard the nucleic subsystem. The subscript for the electronic
subsystem is neglected as no confusion should be possible.
3.2 Density Functional Theory
The exponential increase in computational costs with system size was seen to be the
main limiting factor in treating systems of little more than 4 particles. Partly because
it has broken this scaling, density functional theory[87, 88] (DFT) has been one of
the most successful advances of theoretical materials science throughout history. The
scaling is broken by taking advantage of the fact that the complex electronic structure
problem can be reduced significantly by employing the electronic density as relevant
parameter, as opposed to the many-body wave-function. At the basis of DFT lies the
fundamental theorems of Hohenberg and Kohn[89] which will be summarized in the
following.
In DFT jargon the potential originating from the static nuclei’s is known as the
’external’ potential, and the Hamiltonian is written as the sum of the kinetic energy,
the electron-electron interaction and the external potential.
Hˆ = Tˆ + Uˆee + Vˆext. (3.8)
First Hohenberg-Kohn Theorem. The external potential is uniquely determined
by the electronic density.
The total energy is trivially a functional of the external potential. The first
Hohenberg-Kohn theorem then proves that the total energy of a system is also a
functional of the electronic density by establishing a one-to-one relationsship between
the electronic density and the external potential. Because the many-body wave-
function is determined by the external potential the first Hohenberg-Kohn theorem
also establishes its relationship to the electronic density as a functional of it, that is,
Φ = Φ[Vˆext[ρ]].
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Second Hohenberg-Kohn Theorem. The ground state energy can be obtained
variationally; the density that minimizes the total energy is the ground state density.
The variational energy is given by,
Ev[ρ] = F [ρ] +
∫
ρ(r)vext(r)d3r (3.9)
with F [ρ] = ⟨Φ[ρ]|Tˆ + Uˆee|Φ[ρ]⟩.
The second Hohenberg-Kohn theorem introduces an energy functional F [ρ] which
describes the contributions to the total energy from the electron-electron interaction
and the kinetic energy. The theorem gives a recipe for finding the ground state energy
of a system; i.e., the one that minimizes the energy functional F . However, the cal-
culation requires the knowledge of the unknown many-body electronic wavefunction.
The Hohenberg-Kohn theorems give no practical scheme to overcome this problem
but establishes the property of DFT as an, in principle, exact theory.
3.2.1 Kohn-Sham Theory
The calculation the kinetic energy ⟨Φ[ρ]|Tˆ |Φ[ρ]⟩ in principle requires the knowledge
of how the kinetic energy operator acts on the many-particle wavefunction. Since
the wave-function is unknown this is not a straight-forward operation. In Kohn-
Sham theory[90] the system of interacting electrons is replaced by a system of non-
interacting electrons embedded in an effective potential vR constructed to reproduce
the density of the interacting system. This is a significant simplification since it
makes it possible to represent the contribution from the kinetic energy by simple
single particle matrix elements. The model system is typically known as the non-
interacting reference system and is described by the Hamiltonian
HˆR =
N∑
i=1
[
− h¯
2
2m∇
2
i + vR(ri)
]
. (3.10)
Here N is the number of electrons and vR, the potential of the reference system, is
chosen such that the ground state density of HˆR reproduces the density of interacting
system.
Because the reference system is non-interacting its ground state will be a Slater
determinant and the corresponding density of the reference system is simply given by,
ρ(r) = 2
∑N/2
i=1 |ϕi(r)|2, the kinetic energy becomes TR[ρ] = h¯
2
m
∑N/2
i=1 ⟨ϕi|∇2|ϕi⟩, and
the total energy of the Kohn-Sham system reduces to
EKS[ρ] = TR[ρ] +
∫
ρ(r)vext(r)d3r + EHartree + Exc[ρ]. (3.11)
Here, according to custom, the electrostatic energy contribution to the total energy
EHartree (the Hartree energy) has been separated out from the electron-electron in-
teraction and the so-called exchange-correlation (xc) energy Exc has been introduced
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to account for all left-over energy contributions. The xc-energy contain contributions
to the total energy originating from the anti-symmetric nature of the many-particle
wave-function (exchange) as well as contributions resulting from many-body correla-
tion effects.
3.2.2 Exchange-correlation functionals
The most rudimentary approximation to the xc-energy is known as the Local Density
Approximation (LDA). Here the energetic contributions to exchange and correlation
is derived from the homogeneous electron gas and applied locally to each point in
space. For optical properties the LDA approximation suffers from the fact that it
underestimates electronic band-gaps by 40%[87, 91] leading to an overestimation of
the dielectric constant in semiconductors on the order of 5-20%[92].
Generalized gradient approximations (GGAs) are semi-local xc-functionals that
go beyond the LDA by employing information about the gradient of the density in
every point of space. The band gap energies typically only improves marginally and
thus the description of the dielectric constant is not significantly better described
compared to LDA[87, 93].
The layered materials that have been investigated in this thesis are bonded through
the long range van der Waals force. These forces originate from instantaneous dipole
interactions at a long range and is a purely quantum mechanical effect. Due to the
inherent non-local nature of van der Waals interactions, both the LDA and GGAs fail
to describe bonding distances in the layered van der Waals systems treated in this
work[94]. To accurately describe the bonding of our layered systems it is necessary
to employ xc-functionals that explicitly take into account the non-local interactions
and in this thesis we consider two of such functionals: the BEEF-vdW[94] and the
optB88-vdW[95] functionals. These functionals are fitted to experimental data and
their success or failure will be discussed in our application of the functionals.
As a general remark, we note that although the commonly used approximations
to the exchange-correlation energy does not always give quantitative agreement with
experiment, trends are often preserved and this important fact is often used to com-
pare the performance of different compounds as predicted by DFT, as has also been
done in this thesis[87].
3.3 Linear response theory for the dielectric function
As explained in Chapter 2, the calculation of the dielectric function is the primary goal
of any theory that describes the linear optical response of matter. The microscopic
dielectric function, describing microscopic variation of the polarization throughout
the material, generally exhibits large fluctuations due to the discrete atomic nature
of any material. However, in Maxwell’s macroscopic equations (2.1-2.4) the deviations
on the order of the atomic scale were substituted by the use of average macroscopic
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fields and this section we will briefly describe how to connect the microscopic and the
macroscopic pictures.
The (longitudinal) microscopic dielectric function is defined as
←→ε (r, r′, ω) = 1
ε0
δD(r)
δE(r′) = δ(r− r
′) + 1
ε0
δP(r)
δE(r′) . (3.12)
Here, non-locality is implied by the dependence of the dielectric function on both r
and r′, i.e., an electric field at r′ can induce a polarization at another position r (see
Sec. 2.5.1). For longitudinal fields it is convenient to introduce the total potential
−∇vtot = E and external potential −ε0∇vext = D such that the inverse dielectric
function becomes
ε−1(r, r′, t− t′) = δvtot(r, t)
δvext(r′, t′)
= δ(r− r′) + δvind(r, t)
δvext(r′, t′)
. (3.13)
The inverse dielectric function represents a more intuitive quantity as it describes the
response in the total potential to an external perturbation in contrast to the dielectric
function. The induced potential has been introduced through vtot = vext + vind.
In the Kubo formalism of linear response theory the induced potential is expanded
to first order in the external potential, using the Kubo Formula[96]. Given a time-
independent Hamiltonian Hˆ0 subject to a perturbation Hˆ ′ at times t > t0 the linear
response of the mean value of an observable Oˆ is given by the Kubo formula
δ⟨Oˆ(t)⟩ =
∫ ∞
t0
(
−iθ(t− t′)⟨[Oˆ(t), Hˆ ′(t′)]⟩0
)
. (3.14)
Here ⟨Aˆ⟩0 = (Z0)−1Tr[ρ0Aˆ] denotes equilibrium average of Aˆ with respect to H0,
ρ0 is the density operator, Z0 = Tr[ρ0Aˆ] is the density operator and [, ] denotes the
commutator. In this case the observable Oˆ is the induced potential associated with
the operator
vˆind(r, t) =
∫
dr′′vc(r− r′′)nˆ(r′′, t) (3.15)
where vc(r) = |r|−1 is the Coulomb kernel and the perturbation is
Hˆ ′ =
∫
dr′δvext(r′, t′)nˆ(r′). (3.16)
Using the Kubo formula to get the induced potential and Fourier transforming in
time the dielectric function becomes
ε−1(r, r′, ω) = δ(|r− r′′|) +
∫
vc(|r− r′′|)χ(r′′, r′, ω)dr′′. (3.17)
χ is known as the interacting density response function and is given by
χ(r, r′, ω) = −i lim
η→∞
∫
d(t− t′)ei(ω+iη)(t−t′)θ(t− t′)⟨[nˆ(r, t), nˆ(r′, t′)]⟩, (3.18)
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where nˆ is the density operator and η is a small parameter introduced to ensure conver-
gence of the Fourier transform. Within the random-phase approximation (RPA), the
interacting density response function is approximated through the Dyson equation[97,
98]
χˆ = χˆ0 + χˆ0vˆcχˆ, (3.19)
where χˆ is to be understood as an operator in r and r′ and χ0 is known as the non-
interacting density response function. In this approximation the dielectric function
reduces to
ε(r, r′, ω) = δ(|r− r′′|)−
∫
vc(|r− r′′|)χ0(r′′, r′, ω)dr′′. (3.20)
For periodic systems like crystals it is more convenient to represent the dielectric
function in terms of its Fourier transform
εGG′(q, ω) =
∫
Vcell
dr
∫
Vcell
dr′e−i(q+G)rε(r, r′, ω)ei(q+G
′)·r′ . (3.21)
Here G denotes a reciprocal lattice vector and q the wave-vector of the external
potential i.e. vext ∝ e−iq·r. The connection to macroscopic electrodynamics is made
by averaging the total potential resulting from an optical field (∝ e−iq·r) over a single
unit cell. In the reciprocal space representation this can be conveniently expressed
as[97, 98]
εM(q, ω) =
1
[ε−1GG′(q, ω)]00
. (3.22)
This formula provides the recipe for obtaining the macroscopic dielectric response
from the microscopic dielectric function.
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Starting from Eq. (3.18) the non-interacting density response function can be written
as[99]
χ0G,G′(q, ω) =
2
Ω
BZ∑
k
∑
n<m
(fnk − fmk+q)⟨unk|e−iG·r|umk+q⟩⟨umk+q|eiG′·r|unk⟩×(
1
ω˜ + ϵnk − ϵmk+q −
1
ω˜ − (ϵnk − ϵmk+q)
)
. (3.23)
where ω˜ = ω+ iη, Ω = ΩcellNk with Ωcell and Nk being the unit cell volume and the
number of k-points, respectively, n,m denote band indices, f are occupation numbers,
|u⟩ are the periodic part of the Bloch states of the crystal and ε are the eigenenergies.
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The limit η → 0+ is taken as implied but often a finite η is used when integrating
the response function in practice. This expression can be calculated directly for finite
q by sampling the Brillouin zone with a homogeneous k-point sampling of ∆k = q.
In the optical limit, however, where q → 0 this finite sampling becomes practically
impossible. Instead, the asymptotic limit of the matrix elements, the occupation
numbers and the energy denominator when q→ 0 is taken. For interband transitions
when n ̸= m the density response function in the optical limit becomes
χ0,inter0,0 (q→ 0, ω) =
2
Ω
BZ∑
k
∑
n<m
(fnk − fmk)|q · ⟨unk|∇qumk⟩|2× (3.24)(
1
ω˜ + ϵnk − ϵmk −
1
ω˜ − (ϵnk − ϵmk)
)
. (3.25)
where we have used that |umk+q⟩ ≈ |umk⟩+q ·∇q|umk⟩ and the orthogonality of the
Bloch states ⟨unk|umk⟩ = 0 for n ̸= m. The matrix elements can then be obtained
from k · p-perturbation theory[99] as
⟨unk|∇qumk⟩ = ⟨nk|pˆ|mk⟩
εm − εn (3.26)
where pˆ = −i∇ is the momentum operator (not to be confused with the dipole
moment of the previous chapter). The treatment for the intraband contribution
n = m to the density response function takes a slightly different form. In this case
⟨unk|unk+q⟩ → 1 but the energy difference and the occupation factor difference go to
zero. A careful analysis shows that
fnk − fnk+q ≈ −q · ∇kfnk = −q · ∂f(εnk)
∂εnk
∇kεnk (3.27)
1
ω˜ + ϵnk − ϵmk −
1
ω˜ − (ϵnk − ϵmk) ≈
2
ω˜2
q · ∇kϵnk. (3.28)
The intraband contribution to the density response function then becomes
χ0,intra0,0 (q→ 0, ω) = −
4
Ωω2
BZ∑
k
∂f(εnk)
∂εnk
(q · ∇kεnk) (q · ∇kεnk) (3.29)
The ∇kεnk can be determined using the Hellman-Feynman theorem
∇kεnk = ∇k⟨unk|Hˆ(k)|unk⟩ = ⟨unk|∇kHˆ(k)|unk⟩ = ⟨nk|pˆ/m|nk⟩ (3.30)
In the case of low temperatures ∂f(εnk)∂εnk ≈ −δ(εnk−εF ) and the intraband contribution
reduces to an integral over Fermi surface. These results show that χ0 ∝ q2 and that
the density response function therefore goes to zero in the optical limit q → 0. The
dielectric function, however, assumes a finite value in the optical limit because of the
q-dependence of the Coulomb kernel vc(q) = 4piq−2 which cancels the q-dependence
of the density response function (see Eq. (3.20)).
CHAPTER4
Summary of the results
In this chapter the most important results of the papers are summarized.
4.1 Paper I: Limitations of effective medium theory in
multilayer graphite/hBN heterostructures
The motivation for hyperbolic metamaterials is often based on the framework of ef-
fective medium theory (EMT) in which the optical response is treated by an effective
anisotropic dielectric tensor[19, 46, 76, 100]. The validity of the EMT description,
Eqs. (2.62) and (2.63), depends on the subwavelength nature of the metallic and di-
electric components compared to the electromagnetic field within the materials, which
is why common wisdom dictates that EMT should become more accurate with de-
creasing component sizes (Sec. 2.5). However, once the component thickness reaches
the atomic scale, quantum mechanical effects must be taken into account[77]. In this
paper, we have investigated the extreme limit of atomically thin components by as-
sessing the validity of effective medium theory for (doped) graphite/hexagonal boron
nitride (hBN) heterostructures. Hyperbolic behaviour have been predicted in such
heterostructures[101] and our work expands on those results.
By calculating the dielectric properties of finite heterostructures we show that
the graphene/hBN layers close to the interfaces exhibit different dielectric properties
compared with the properties of graphite/bulk hBN which makes EMT break down
when the interface layers constitute a sufficiently large volume fraction of the het-
erostructure. In practice we find that this happens when the number of layers in a
single component is 5 or less.
An improvement of effective medium theory (EMTi) is proposed by taking the
changed interface properties into account. Here the two interface layers are regarded
as an additional component in the heterostructure and their dielectric properties
are determined by a finite slab calculation containing only the interface layers. The
resulting effective medium theory provides a much better description of the dielectric
properties of the heterostructures, especially for low frequencies.
We have investigated the validity of effective medium theory in describing the Fres-
nel reflection coefficients of the heterostructures and find that EMTi also improves the
description of the reflection coefficients. However, significant discrepancies still exist
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between EMTi and the true reflection coefficients and we show that these discrepan-
cies are due to interference between multiple reflections within the heterostructures.
Finally, we show that even for component thicknesses where interface and in-
terference effects are negligible, EMT can fail to describe the Purcell factor of the
heterostructures. This failure is caused by ohmic losses in the heterostructure, which
make fields within the heterostructure strongly evanescent and mean that the dipole
field only probe the topmost layers and not the entire heterostructure.
4.2 Paper II: Bandstructure engineered metals for
low-loss plasmonics
The problem of loss in plasmonic structures was described in Section 2.3.2. Losses
have been shown to be fundamentally dominated by intrinsic ohmic losses occurring in
the metallic parts of plasmonic components which highlights the need for new metals.
The strategies undertaken so far, as explained in Section 2.3.2, have generally relied
on the philosophy of reducing carrier concentrations to reduce the plasma frequencies
and on reducing the relaxation rate by employing materials with more feasible man-
ufacturing properties. The elusive loss-less metal band structure model provided an
alternative route to eliminating losses by band structure engineering, however, the
model remained in the theoretical realm at the time.
In this paper we show that some layered materials exhibit band structures with
characters resembling the ideal loss-less metal. In particular, we find that 2H-TaS2
(Fig. 4.1), 3R-NbS2 and 1T-AlCl2 all exhibit band structures with a narrow con-
duction band separated by finite energy gaps, however, the size of the energy gaps
are insufficient to render the metals entirely loss-less. This discovery shows that
the proposed band structure of the elusive loss-less metal is not just a theoretical
construction, but belongs in the practical realm as well.
A super-cell calculation of an aluminium defect in 1T-AlCl2 showed that the
finite energy gaps indeed entailed a reduced relaxation rate compared to the constant
relaxation rate approximation. To accurately reflect the decrease in density of states
for scattering we employed a frequency dependent relaxation rate proportional to the
joint density of states (JDOS)
η(ω) ∝ JDOS(ω)
ω
, (4.1)
which accurately described both the relaxation rate in the noble and layered metals.
Upon investigation of the merits of the layered metals, it was found that while the
metals outperformed silver and gold in transformation optical applications this was
not the case for surface plasmon wave guiding on single interfaces, where propagation
lengths were larger on silver by orders of magnitude. This is caused by the large skin-
depth of the electric field in the layered metals compared to the noble metals. In the
latter the electric field is forced into the dielectric by the highly negative dielectric
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function of the noble metals which reduces the skin depths and thus the metallic
losses. By considering the propagation of the SRSPP in the thin-film waveguide
geometry we show the increased field fraction within the metal leads to a comparable
and sometimes improved performance of some of the layered metals to silver. These
results show that the merits of a plasmonic material depend significantly on the
specific application and in particular on the associated electric field distribution in
the application.
The performance of the layered metals can be improved by increasing the size of
the energy gaps. We show that such an effect can be engineered in layered metals
by substituting the group V transition metals (Ta, Nb) with the less electronegative
group IV transition metals (Ti, Zr, Hf) while compensating the loss of electrons by
substituting some chalcogen atoms (S, Se, Te) with halogen atoms (Cl, Br, I) which
leads to a significantly lower imaginary part of the dielectric function and much longer
plasmon lifetimes than silver.
4.3 Paper III: Layered materials with hyperbolic light
dispersion
It was shown in Section 2.5.1 that the performance of hyperbolic metamaterials was
limited by the finite size of the metallic components that compose the hyperbolic
metamaterials. As an alternative to metamaterials, it was recently discovered that
some naturally occurring materials, such as bulk hexagonal boron nitride, exhibit
hyperbolic properties. Due to their lack of artificial structuring, naturally hyperbolic
materials are not subject to the limitations of hyperbolic metamaterials mentioned
above, and as a consequence their hyperbolic response extends to much larger wave
vectors.
In this paper, we have investigated the optical properties 31 layered transition
metal dichalcogenides and find that all of them exhibit hyperbolic properties, that
span frequencies ranging from the NIR to the UV. This result is interesting because it
was previously argued that bulk hyperbolic materials were rare[19] in contrast to our
results that indicate otherwise. Their hyperbolic properties are ultimately a conse-
quence of their anisotropic crystal structure affecting the transition matrix elements
of the density response function meaning that any anisotropic material should be
expected to exhibit hyperbolic behaviour in some frequency regimes (provided that
the momentum matrix elements are large enough to render the materials metallic).
By comparing with the Purcell factor of a hyperbolic metamaterial consisting of
silver and SiO2, we show that the natural hyperbolic materials exhibit Purcell factors
3 orders of magnitude larger than the hyperbolic metamaterials; a direct consequence
of the increased photonic density of states within the natural hyperbolic materials.
We show that the contribution to the Purcell factor from quenching can be min-
imized by employing one of the bandstructure engineered low-loss plasmonic mate-
rials from the previous paper (2H-HfBrS). For 2H-HfBrS, the low loss at the upper
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Figure 4.1: The bandstructure of 2H-TaS2 (black lines) which resembles that of the
elusive loss-loss metal depicted in Fig. 2.7(a). The grey lines depict the
bandstructure along a displaced path in the out-of-plane direction. The
monolayer bandstructure is shown in red.
frequency edge of the hyperbolic regime entails a rapid drop of the Purcell factor
as soon the frequency is tuned out of the hyperbolic regime (Fig. 4.2). This drop
could be taken advantage of if a quantum emitter can be tuned in and out of the
hyperbolic regime, such that emission happens rapidly after the emitter is tuned into
the hyperbolic regime. This effect is not observed in 2H-TaS2 because the optical
losses are considerably higher.
The hyperbolic frequency regimes of hyperbolic metamaterials are usually tuned
by varying the metallic fill fraction. While this option is also available in van der Waals
heterostructures of the layered TMDs, we show that the diverse electronic properties
of the TMDs enable a similar effect whereby a significant tuning can be achieved by
changing heterostructure components. The significant tailoring that can be achieved
by this process is demonstrated by calculating the hyperbolic regimes of all two-
component heterostructures (50% fill-fraction) and subsequently fitting them to the
emission and absorption spectrum of an NV-center, resulting in many heterostructure
candidates that improve the performance of the natural hyperbolic materials.
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Figure 4.2: (a) Purcell factor and (b) imaginary part of the dielectric function of
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We apply effective medium theory (EMT) to metamaterials consisting of a varying number of consecutive
sheets of graphene and hexagonal boron nitride, and compare this with a full calculation of the permittivity and
the reflection based on the tight binding method and the transfer matrix method in order to study the convergence
to EMT. We find that convergence is reached for both in-plane and out-of-plane directions already for five sheets
but that for≈30 sheets multiple reflection effects causes the reflection spectrum to differ from EMT. We show that
modes that are evanescent in air are extremely sensitive to the electronic details of the sheets near the structure
boundary and that EMT estimates poorly the reflection of these modes, causing an overestimation of the Purcell
factor. Finally, we offer an improved EMT, which gives far better convergence in the low-energy regime.
DOI: 10.1103/PhysRevB.94.035128
I. INTRODUCTION
Hyperbolic metamaterials (HMMs) have recently attracted
much attention due to their interesting applications including
hyperlenses and lifetime engineering [1–5]. Of particular
interest are graphene based HMMs because of the possibility
of exploiting the semimetallic nature of graphene in tuning
of the optical properties in the THz regime via gating or
doping [6,7]. Due to the subwavelength nature of these HMMs
it has become common practice to homogenize the structure
using effective medium theory (EMT) in order to facilitate a
simpler description and focus on the HMM properties [5,8–
10]. Experimental studies have confirmed the validity of EMT
in Au/MgF2, Ag/MgF2, and Au/Al2O3 heterostructures [5,11],
but EMT is known to describe incorrectly the reflection
of evanescent modes [12] and to fail describing even deep
subwavelength structures in some cases [13]. EMT ignores
effects near the boundaries between layers that may affect
the electronic structure of the constituents and thereby the
local refractive index, and the phase shifts introduced as
light propagates through individual layers are treated in an
average sense. For these reasons, it is important to investigate
the accuracy and understand the limitations of EMT, also in
the limit of extremely thin layers. In this work, we apply
EMT to periodic and finite layered graphite-hexagonal boron
nitride (Gr-hBN) heterostructures with a varying number of
consecutive graphene/hBN sheets (see Fig. 1) and calculate
the permittivity and the reflection. These structures constitute
a strongly anisotropic system sufficiently simple to allow for
modeling of the individual constituents as well as the full
combined system using tight binding (TB), making Gr-hBN
ideal to assess the validity of EMT in both in-plane and
out-of-plane directions. We base our EMT calculations on the
readily accessible permittivities of graphite and bulk hBN as
well as graphene and monolayer hBN. We investigate periodic
*rp@nano.aau.dk
structures of the form N × Gr −M × hBN where N and M
denote the number of graphene and hBN sheets in the unit
cell, but restrict our studies to structures for which M = N
for simplicity. In the following we will denote such periodic
structures by {N,N}, not to be confused with the notation
(N,N ), which will be introduced later for finite structures. We
have checked that our conclusions hold also for asymmetric
structures for which M = N , but in the few cases where major
differences arise, we provide an explicit discussion hereof.
In EMT, a uniaxial stratified periodic metamaterial
consisting of a metal and a dielectric can be characterized
by the effective diagonal permittivity tensor εEMT = diag
(εEMT‖ ,εEMT‖ ,εEMT⊥ ), with effective components given by [4]
εEMT‖ = ρε‖,m + (1 − ρ)ε‖,d, (1)
1
εEMT⊥
= ρ
ε⊥,m
+ 1 − ρ
ε⊥,d
, (2)
where εm = diag(ε‖,m,ε‖,m,ε⊥,m) and εd = diag(ε‖,d,
ε‖,d,ε⊥,d) are the permittivity tensors of the metal and the
dielectric and ρ is the fill fraction of metal, which will be
1
2 in all our calculations. By parallel (‖) we refer to the
in-plane component (perpendicular to the optical axis) and by
perpendicular (⊥) to the out-of-plane component (parallel to
the optical axis). We will refer to a single atomic monolayer
of graphene or hBN within the structure as a sheet and to a
stack of identical sheets as a layer. Thus, Fig. 1(b) shows four
layers and twelve sheets. When referring to the graphitelike
or the bulk-hBN-like parts of the structure we will do so
by writing Gr or hBN, respectively. It would be incorrect to
refer to the graphitelike part as graphite or graphene since the
presence of the hBN changes its properties.
To assess how well EMT describes the properties of the
structure we calculate the permittivity and the reflection
spectrum. For the parallel case we compare directly the
permittivity calculated using a full model with the EMT
permittivity, while for the perpendicular case we calculate the
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FIG. 1. (a) Model of the periodic structure used for atomistic
calculations with coupling constants indicated by red numbers and the
atoms of the unit cell marked with thick stroke. The shown structure
is denoted by {3,3} (3 × Gr − 3 × hBN). Notice that graphite is AB
stacked while hBN is AA′ stacked. The interlayer distance is 3.35 ˚A.
(b) Schematic of the layered structure used for reflection calculations.
(N,N ) denotes the finite building block of the stack which for the
case shown is (3,3). We denote the entire 12-sheet stack shown by
2 × (3,3).
permittivity of each sheet of the unit cell and employ the
transfer matrix method (TMM) to calculate the reflection in
the full model and in EMT, in order to account for the field
variation throughout the structure. We expect the permittivity
of {N,N} structures to converge to the bulk-based EMT value
as the number of sheets increases. On the other hand, as the
layers become thicker we no longer satisfy the condition for
EMT that the period of the structure is much larger than the
wavelength, especially for large k wave vectors. Thus, we
expect EMT to work well in a certain range of the number of
sheets.
Since many applications of graphene-based HMMs rely on
the ability to tune the properties by doping, we investigate in
detail how doping of the structure influences the convergence
and we provide a simple improvement of EMT to better
describe doped structures. Finally, we calculate Purcell factors
to see how EMT performs in applications relying on lifetime
engineering.
II. METHODS
We use a nonorthogonal π -electron TB model to calculate
eigenenergies and eigenmodes of the structure shown in
Fig. 1(a), i.e., we solve
H · c = ES · c (3)
using standard methods. For the Gr part we use the DFT-LDA
fitted TB parameters suggested by Gru¨neis et al. [16] while for
the hBN part we use our own fit to a DFT band structure by
employing a least-squares technique. We fit all four π bands
along the lineŴ-M-K-H -L-A [16] of the irreducible Brillouin
zone (BZ) starting 67 along the line Ŵ-M and ending 17 along
the line L-A, effectively including only the parts of the band
structure that contribute to optical transitions below≈8 eV. The
zero point of energy in Eq. (3) is chosen as the graphene Dirac
point such that for all calculations EF = 0.0 eV corresponds
to undoped structures.
DFT band structures and optical response have been
calculated using the electronic structure code GPAW [17]. We
use a plane-wave cutoff energy of 600 eV and a Ŵ-centered
Monkhorst-Pack k-point sampling of size 30 × 30 × 10 and
120 × 120 × 38 in ground-state calculations for the band
structure and for the response calculations, respectively. For
graphite, we use a higher k-point sampling of 60 ˚A in the
vicinity of the edge from the K to H points of the BZ. We use
a Fermi smearing of 25 meV. The local density approximation
(LDA) was chosen as exchange-correlation functional since it
is not expected to influence the conclusions compared to other
functionals [18]. The optical response has been calculated in
the linear response regime [19] including local field effects
using a cutoff energy of 60 eV, at which the local field effects
were found to be converged, and a level broadening of 5 meV.
Excitonic effects are ignored. The BZ integrations are done
using the linear tetrahedron integration method [20].
In all calculations we use the graphite lattice parameters,
that is, a0 = 2.46 ˚A for the lattice constant and c0 = 3.35 ˚A for
the sheet distance [16]. Experimental and ab initio studies have
found the lattice constant of bulk hBN to be 2% greater than
that of graphite and the sheet distance to be 3.33 ˚A [21,22], but
as an approximation we ignore these differences since they are
expected to have no significant influence on our results. We use
AA′ stacking for the hBN part (boron over nitrogen) [22] and
AB stacking (boron over carbon) for the Gr-hBN interface [23],
and assume that the Gr and hBN layers are not rotated with
respect to each other.
The hBN TB parameters are given in Table I, where
the notation corresponds to Fig. 1(a). We have chosen our
conventions for couplings in hBN to be similar to those
of Ref. [16] for graphite, except for γ3 and γ4 where the
interpretation is slightly different.
We calculate the permittivity by: (i) calculating the real part
of the interband conductivity σinter(ω) in the zero-broadening
limit; (ii) folding this with a Lorentzian to reintroduce broad-
ening; (iii) doing a Kramers-Kronig transformation to find the
imaginary part; (iv) adding the complex intraband conductivity
σ˜intra(ω); and finally, (v) determining the permittivity from
ε = ε∞ + iσ˜ (ω)/ε0ω [24], where ǫ∞ is treated as a fitting
parameter accounting for σ electrons and σ˜ (ω) is the complex
conductivity. In all spectra, unless otherwise stated, the
TABLE I. hBN TB parameters. Onsite energies and hopping
elements (E and γ , respectively) are specified in eV, while overlap
integrals (s) are unitless. The carbon-boron coupling γ CB1 is taken
from [14].
EB0 = 1.6026 EN0 = −2.9180 γ01 = −2.5989
γ BB02 = −0.17068 γ NN02 = −0.37578 γ03 = −0.4056
γ BN1 = 0.13009 γ3 = 0.57442 γ4 = −0.16411
γ CB1 = 0.4300 s01 = 0.07760 sBB02 = 0.04588
sNN02 = 0.065273 s03 = 0.052306 s1 = −0.10355
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broadening is set to 50 meV and the thermal energy to 25 meV.
The real part of the interband conductivity is found using the
first-order perturbation theory result [24,25]
σinter(ω) = e
2
4π22ω
∑
m
n > m
∫
BZ
fmnMmnδ(Enm − ω)d3k,
(4)
where Enm = En − Em is the energy difference between band
n and m, fmn = f (Em) − f (En) is the Fermi occupation
factor, andMmn = |Pmn|2 are the absolute squared momentum
matrix elements (MMEs) given by either
M‖,mn =
1
2
| 〈m|
∂ ˆH
∂kx
|n〉 |2 +
1
2
| 〈m|
∂ ˆH
∂ky
|n〉 |2 (5)
for the parallel component of the conductivity, or
M⊥,mn = | 〈m|
∂ ˆH
∂kz
|n〉 |2 (6)
for the perpendicular component, with  being the wave
function of the system constructed from the eigenvectors found
from Eq. (3) and the atomic π wave functions. The MME for
the parallel component has been symmetrized in x and y to
allow the k integration to be done over the irreducible BZ
only [25].
The intraband conductivity is modeled as a Drude term
σ˜intra(ω) = iε0ω2p/(ω + iŴ) where Ŵ is the broadening and ωp
is the plasma frequency given by
ω2p =
−e2
4π32ε0
∑
n
∫∫
BZ
Mnnδ(En − E)d3kf ′(E)dE. (7)
In Fig. 2, we present the parallel and perpendicular
permittivity of bulk hBN and graphite calculated using both
DFT and TB. To match the DFT calculations, the real part of
the TB spectrum for bulk hBN has been shifted by an additive
constant of 1.70 for the parallel component and by 1.15 for the
perpendicular component, in order to account for energetically
distant transitions due to σ electrons that are not included in
our TB model [25,26]. For the parallel component the real and
imaginary parts are in excellent agreement with DFT, while the
perpendicular component is less well reproduced by TB due
to the distribution of k points in the fitting procedure favoring
the more important in-plane parameters. For graphite we shift
the real part of the parallel permittivity by 1.1 to match the
spectrum measured by Taft and Philipp [15]. For the perpen-
dicular component contradicting values of the permittivity are
reported in the literature [27] and we therefore shift the TB
curve by 1.62 to match our DFT calculations. Excellent agree-
ment between DFT and TB is found, except for low energies
due to difficulties with obtaining converged results in DFT in
this regime. We observe also good agreement with experiment
for the parallel component. The disagreement around 4.25 eV
is partly explained by broadening such that increasing the
broadening in our spectra gives better agreement (not shown).
Equation (4) is accurate for homogeneous materials such
as bulk hBN described above, in which local field effects
due to atomic-scale variations can be ignored, and the driving
field considered to be approximately constant throughout the
entire structure. For inhomogeneous materials such as Gr/hBN
heterostructures, however, this approximation applies only to
the parallel field component E‖, for which the electromagnetic
boundary condition states that E‖,1 = E‖,2 with 1 and 2
referring to the two sides of a boundary. The perpendicular field
component E⊥ varies throughout the heterostructure as can be
seen from the boundary condition ε⊥,1E⊥,1 = ε⊥,2E⊥,2 [3].
Given that ε⊥,1 = ε⊥,2, we will have also E⊥,1 = E⊥,2.
To include the field variation we calculate the contribution
to the permittivity from each sheet of an {N,N} structure,
from here referred to as the projected permittivity, and use the
TMM to calculate the reflection from finite stacks consisting of
S sheets in an ambient of air in the configurations S2N × (N,N )
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FIG. 2. Comparison between the permittivity of bulk hBN (left) and graphite (right) calculated using DFT and TB with a broadening of
Ŵ = 5 meV. The two top panels show the real and imaginary parts of ε‖ and the bottom two panels show the real and imaginary parts of ε⊥.
The real parts of ε‖ and ε⊥ have been shifted by 1.70 and 1.15 for bulk hBN and by 1.1 and 1.62 for graphite, to account for σ electrons. For
graphite we show also experimental results from Taft and Philipp [15] for the parallel component.
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for which S2N is an integer. Here, (N,N ) should be understood
as the finite building block consisting of N sheets of Gr and N
sheets of hBN [cf. Fig. 1(b)] with the sheet permittivities given
by the projected permittivities of the corresponding periodic
structure {N,N}. We ignore the different environment of the
sheets near the air boundaries. The choice of the topmost layer
has a significant impact on the reflection [12], and therefore
we average the reflection of the two possible configurations
in all calculations. The TMM catches the field variation, since
we, in effect, calculate the field strength in each sheet of the
structure.
To calculate the conductivity due to the atoms belonging
to the set A = {α1,α2,...} of atom indices αn, we need only
change the MME in Eqs. (4) and (7). To this end, we define
the projected MME
PAmn =
1
2
∑
α∈A
∑
β
[c∗m,αcn,β + cm,αc∗n,β ] 〈α| pˆ |β〉 , (8)
where, e.g., cm,α refers to element α of eigenvector m and
〈α| pˆ |β〉 is the MME between the atomic π wave functions α
and β. If we sum over all such disjoint sets we get the MME for
the entire structure Pmn =
∑
A P
A
mn. Now, we wish to define
the projected conductivity σA due to the atoms belonging to
A such that σ =∑A σA, that is, the projected conductivities
should sum up to the total conductivity. Defining the squared
projected MME as
MAmn =
1
2
∑
B
(
P B∗mnP
A
mn + PA∗mnP Bmn
)
= 1
2
PAmnP
∗
mn +
1
2
PA∗mnPmn
= Re(PAmnP ∗mn), (9)
and substituting Mmn with MAmn in Eq. (4), it is an easy task to
show that σA sum up to σ . To find the conductivity of a single
sheet we identify the indices of the unit cell atoms belonging to
this sheet, e.g., numbering the unit cell atoms from below, the
bottom Gr sheet of Fig. 1(a) is described by the setA1 = {1,2},
the next Gr sheet by A2 = {3,4}, etc.
In Fig. 3, we show the projected sheet conductivity for a
{7,7} structure along with the conductivity of graphite and
bulk hBN divided by 7. We show only sheets 1–4 (S1–S4) as,
for symmetry reasons, S5 is identical to S3, etc. Sheets that are
close to the boundary (S1) derive characteristics from the other
material: The conductivity of hBN S1 has a peak at 4.1 eV that
coincides with the Gr sheets and also nonzero conductivity
below the band gap that cannot be attributed to broadening,
while Gr S1 has a peak at 5.7 eV coinciding with the hBN
sheets. We have checked that the projected conductivities sum
up to the conductivity for the entire structure. Overall, close
resemblance with the bulk conductivity is seen (also for the
out-of-plane conductivity, which is not shown), suggesting
that the response should be well described using bulk values.
From the permittivities of the individual sheets it is a simple
matter to calculate the reflection from the finite structure using
the TMM and the Fresnel reflection coefficients between two
anisotropic materials given by Eq. (A10) of Appendix.
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FIG. 3. Projected conductivity in the energy range 3–7 eV (top)
and 0-1 eV (bottom) of a {7,7} structure along with the graphite/bulk
hBN conductivity divided by 7. The conductivity is given in units of
the graphene minimum conductivity σ0 = e2/4 [24].
III. RESULTS AND DISCUSSION
We have calculated ε‖ for EF = 0.0 eV for several periodic
Gr-hBN heterostructures in order to investigate the conver-
gence to EMT. We expect the TB calculations to converge to
EMT as the number of sheets is increased, since deviations
for thin layers are merely a measure of the importance of
the Gr-hBN coupling (γ CB1 ) and of the difference between
the individual constituents and their bulk counterparts (that is,
graphite and bulk hBN), both of which vanish for increasing
number of layers. Local field variations can be safely ignored
in the parallel case as it has been argued above.
In Fig. 4, we show the results where the colored lines
are full TB calculations using Eq. (4), the solid black curve
is EMT based on permittivities of graphite and bulk hBN,
and the dashed black curve is EMT based on graphene and
monolayer hBN. Only for the {1,1}, {3,3}, and {5,5} cases we
find significant discrepancies compared to EMT (bulk) while
for {11,11} the curves are difficult to distinguish on the chosen
scale for both the real and imaginary part. For reference, we
show in the bottom panel the absolute value of the deviation
from EMT in percent for the imaginary part of ε‖ calculated as
|Im(εTB‖ − εEMT‖ )|/Im(εEMT‖ ). For the low-energy spectrum the
convergence is slower than it may be expected. It is usually
stated that EMT works well when the wavelength is much
larger than the period of the structure [12], and this is true
when applying EMT to calculations in which the phase of the
incoming light is important. However, Fig. 4 represents a study
of convergence in electronic structure for which the phase of
the incoming light plays no role.
One may intuitively expect that EMT based instead on
monolayer permittivities is in good agreement with the {1,1}
structure, but the dashed black curve of Fig. 4 shows that
this is not the case. Monolayer graphene or hBN in a
periodic structure behaves rather differently than its isolated
counterparts, as one also finds if the projected conductivity
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FIG. 4. Real (top) and imaginary (middle) part of the parallel
permittivity ε‖ versus bulk and monolayer based EMT for EF =
0.0 eV. The insets show a zoom of the low-energy region. The bottom
panel shows the absolute value of the deviation from EMT for the
imaginary part in percent
of the Gr or hBN sheet of a {1,1} structure is calculated (not
shown). In the left panel of Fig. 5, we plot the equivalent
of Fig. 4 for EF = 0.5 eV. From this plot it is seen that the
convergence to EMT (bulk) is slower than for EF = 0.0 eV
in the same energy range and that, in particular for the {1,1},
{3,3}, and {5,5} structures, EMT predicts the incorrect sign of
Re(ε‖) in some energy ranges.
One of the major deficiencies of EMT is the failure to
include the coupling between the layers, thus, we suggest a
simple improvement to EMT, which significantly improves the
slower convergence in doped structures for low energies, and
we refer in the following to this as EMTi. Many applications
of graphene-based devices rely on the response in the regime
close to 2EF , thus, good convergence in this regime is
important. We consider the effective medium to consist of
three materials: bulk Gr, bulk hBN, and an interface layer. The
interface layer is described as a finite slab of graphene on hBN,
such that the thickness of the slab is 2c0, and its permittivity is
calculated using the in-plane hopping parameters of graphite
and bulk hBN as well as the carbon-boron coupling γ CB1 . We
then average these three materials according to
εEMTi‖ = ρmεm + ρdεd + (1 − ρm − ρd)εinterface,
(10)
1
εEMTi⊥
= ρm
εm
+ ρd
εd
+ 1 − ρm − ρd
εinterface
,
where ρm and ρd are the fractions of metal and dielectric, re-
spectively, and εinterface is the permittivity of the graphene/hBN
slab. For a {5,5} structure, for example, we would have
ρm = 0.3 and ρd = 0.3. In this way the effect of coupling
between Gr and hBN is to some extent included in the effective
medium.
In the right panel of Fig. 5 we show the results of
using EMTi. From the bottom panels showing the deviations
is it clear that EMTi offers an improvement compared to
ordinary EMT. The huge improvement on the {1,1} structure
is somewhat surprising, and suggest that in this structure
the effects of interlayer coupling between Gr and hBN
are more important than the effects of periodicity. For energies
above 3EF we see only minor improvement using EMTi.
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layers and Fermi levels. The average is taken over the energy interval 0 eV to 3EF .
To provide an overview of the error introduced using EMT,
we show in the left and right panels of Fig. 6 a compilation
of the averaged absolute value of the deviation for Im(ε‖)
in percent calculated using EMT and EMTi, respectively, for
different structures and for a number of Fermi levels. The
average is taken over the energy interval 0 eV to 3EF , since for
higher energies the spectrum is only weakly dependent on EF .
We find that for all structures the error reaches a maximum at
a certain value of EF both for EMT and for EMTi. This can be
explained by comparing the band structure of the full structure
with the band structures of the constituents on which EMT and
EMTi are based. One finds then that for these particular Fermi
levels, the averaging from 0 to 3EF includes predominantly
transitions between states of the band structures that differ
strongly. Large deviations from EMT are seen in the left panel,
and these deviations exists over a broad range of EF . Small
structures in particular are consistently ill described in EMT.
Great improvement is found by using EMTi, especially for
the {1,1} structure which is well described for all EF , but
also for larger structures. Generally, we find that although the
deviation in some cases increases in EMTi, the large deviations
are confined to a smaller interval of EF .
For the perpendicular permittivity ε⊥, we take into account
the local field variation due to the stratified nature of the
structure using the approach described in Sec. II. TMM does
not allow us to directly calculate the permittivity, and so our
figure of merit becomes the reflection. In Fig. 7, we show
for EF = 0.5 eV the reflection |rp|2 of p-polarized light for
two incident angles from the stacks 210 × (1,1), 70 × (3,3),
42 × (5,5), 14 × (15,15), 10 × (21,21), and 6 × (35,35) all
of thickness 420c0, and from the corresponding effective
medium using EMT (black line). For θincident = 0◦ we probe
only the parallel component of the permittivity tensor, thus,
we expect rapid convergence to EMT for ω > 3EF because
we have seen that the permittivity converges rapidly in this
range. For the stacks 210 × (1,1), 70 × (3,3), and 42 × (5,5)
the convergence is as expected in the shown energy range,
while for 14 × (15,15), 10 × (21,21), and 6 × (35,35) the
convergence is only as expected in the low-energy regime
while in the range 4–7 eV deviations from EMT that cannot be
attributed to the EMT permittivity are seen. These deviations
stem from interference effects due to multiple reflections at
the interfaces between Gr and hBN layers that are not present
in the EMT model, and these effects become increasingly
important at smaller wavelengths (in the structure). To see
this we plot also the reflection from a stack modeled as 12
layers of alternating graphite and bulk hBN each of thickness
35c0, and we denote this stack as 6 × (35B,35B) to emphasize
that we use the bulk and not the sheet permittivities. The
resemblance with the corresponding curve based on projected
sheet permittivities confirms that the deviations from EMT
are in fact caused by multiple reflections, and thereby that the
permittivity has converged to the EMT value. From the insets it
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FIG. 7. Reflection of p-polarized light by the shown structures
in an ambient of air at two angles of incidence and at EF = 0.5 eV.
The dashed black curve in the top panel is the reflection by a layered
structure built using ε of graphite and bulk hBN. The insets show the
spectral range between 0 eV and 1.4 eV.
035128-6
LIMITATIONS OF EFFECTIVE MEDIUM THEORY IN . . . PHYSICAL REVIEW B 94, 035128 (2016)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
R
ef
le
ct
io
n
, 
 |r
p
|2
Photon energy -hω [eV]
θincident = 85°
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
R
ef
le
ct
io
n
, 
 |r
p
|2
θincident = 0°
EMT
210 × (1,1)
70 × (3,3)
42 × (5,5)
14 × (15,15)
EMTi (1,1)
EMTi (3,3)
EMTi (5,5)
EMTi (15,15)
FIG. 8. Reflection of p-polarized light by the shown structures
in an ambient of air at two angles of incidence and at EF =
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comparison, we show also the EMT result (solid black line).
is clear that the convergence is slow for ω < 3EF as expected
from the discussion of Fig. 5.
For θincident = 85◦ we probe primarily ε⊥. At this angle
of incidence we expect multiple reflections to give a much
smaller contribution. In the bottom panel of Fig. 7, it can
be seen that the reflection spectrum converges to the EMT
spectrum calculated using Eq. (2) and that the convergence
is as fast as for ε‖. Small deviations are still seen in the
range 4–7 eV due to multiple reflections, but they are much
smaller than for θincident = 0◦. We show in Fig. 8 the reflection
spectra calculated using the EMTi permittivities from Eq. (10)
and compare with full TB-based spectra. It is clear that
the convergence to EMTi is improved especially for normal
incidence, where only ε‖ is probed, but also at θincident = 85◦
showing that also the perpendicular permittivity is described
better in EMTi.
We have checked that our results remain valid also for
asymmetric structures, but we remark that for structures with
low absorption, that is, if the number of graphene sheets is low
compared to the number of hBN sheets, multiple reflections
become more important and may cause deviations from EMT
if the number of layers is large. In particular, we have checked
our results for a 15 × (3,25) structure (3 Gr sheets per unit
cell) and found that multiple reflections cause major deviations
from EMT while for a 4 × (3,25) good agreement with EMT
is found.
Calculating projected permittivities and using the TMM
to include the field variation is rather tedious. Therefore,
one may be tempted to calculate simply the perpendicular
response of the entire structure by using the MMEs Eq. (6)
in Eqs. (4) and (7), thereby ignoring the field variation
throughout the structure. We show in Fig. 9, that this method
does not provide convergence to EMT and thus, that this
simpler method of calculation is not feasible for the structures
considered. The observed convergence is merely an expression
for convergence in the electronic structure of the considered
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FIG. 9. Real (top) and imaginary (bottom) part of the perpen-
dicular permittivity calculated using the MMEs Eq. (6) and thereby
ignoring local field effects. This simpler method of calculation does
not agree well with EMT, showing the importance of local field effects
in the studied heterostructures.
structures, but this is generally not the same as convergence
in optical response due to the importance of local field effects
in heterostructures. We stress, however, that for asymmetric
structures with M = N ignoring the field variation is a
reasonable approximation if one layer is much thicker than the
other. We have run simulations for {3,M} and {M,3} structures
with M = 1,5,7,11,17,25 (not shown) and found reasonable
agreement with EMT for M = 11 and above, although the
convergence is slow.
Finally, we have calculated also the enhancement of
spontaneous emission (the Purcell factor) of a dipole oriented
parallel to and located a distance h = 20 nm above the surface
of a Gr/hBN stack using the expression in Ref. [28]. Both
propagating and evanescent modes of s and p polarization
contribute to the enhanced emission, although the huge Purcell
factors that have been reported for HMMs [28,29] are due
to the coupling of evanescent modes of large parallel wave-
vector component kx with the HMM. When entering the
structure the perpendicular wave-vector component will be
ksz =
√
ε‖k20 − k2x and kpz =
√
ε‖k20 − (ε‖/ε⊥)k2x where k0 =
ω/c is the vacuum wave number, for s- and p-polarized
modes, respectively. If kx is large, both ksz and k
p
z can have
large (positive) imaginary parts, and this is the case also in the
hyperbolic regime where Re(ε‖)Re(ε⊥) < 0 because of losses.
The large imaginary part causes these modes to decay rapidly
within the structure and therefore to see only the topmost
sheets of the structure. Thus, even though the wavelength
of the incoming light may be sufficiently large that EMT
should hold, the rapid decay of the modes may cause EMT
to break down far sooner than anticipated. We illustrate this in
Fig. 10, where we plot the reflection coefficient of p-polarized
evanescent modes of energy ω = 0.30 eV incident on the
stacks 42 × (5,5), 14 × (15,15), and 6 × (35,35) and on the
corresponding effective medium, all withEF = 0.5 eV. At this
Fermi level these structures all exhibit hyperbolic behavior in
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FIG. 10. Real and imaginary part of the reflection coefficient
for kx/k0 up to 160. The energy is ω = 0.3 eV and the Fermi
level is EF = 0.5 eV. The red dots represent the average of the
reflection coefficient from a stack of graphite and bulk hBN both of
thickness 420c0. The same for the orange dots, but using the projected
permittivities from a {35,35} structure for the 17 topmost layers and
the graphite/bulk hBN value for remaining layers.
the energy range 50 meV to 0.6 eV. The pole near kx = k0
corresponds to a surface plasmon excitation typical for a
p-polarized wave incident on a metal/dielectric interface. We
remark that reflection coefficients greater than unity for modes
of kx > k0 impose no violation of energy conservation due to
their nonpropagating character in the medium of incidence.
For kx ≈ 5k0 EMT breaks down even for the very thin but
still electronically converged {5,5} based structures. That the
explanation for this shall not be found in the multiple reflection
scheme used to describe the discrepancies of Fig. 7, is seen
from the dashed black curve, which represents the reflection
from a stack based on layered graphite/bulk hBN just as the
black dashed curve of Fig. 7. To confirm the hypothesis that
only the topmost sheets contribute to the reflection for large kx
we plot the averaged reflection coefficient from graphite and
bulk hBN of thickness 420c0 (orange dots). The agreement
for large kx with the reflection from the 6 × (35B,35B) stack,
shows that indeed only the topmost sheets contribute to the
reflection, since the orange dots represents the reflection from
a nonlayered bulk structure. They both, however, suffer from
similar deficiencies as EMT with incorrect limiting behavior.
We calculate instead the averaged reflection coefficient from
graphite and bulk hBN, but for the 17 topmost of the 420
sheets we use sheet 1–17 (Gr) or sheet 36–52 (hBN) of a
{35,35} calculation (red dotted curve). Doing this, we find
exactly the correct limiting behavior, again confirming the
hypothesis that only the topmost sheets contribute, but, more
importantly, demonstrating the crucial role of effects near the
interface in obtaining the correct limiting behavior. We have
tested that these results are also valid for other energies within
and outside the hyperbolic regime. These findings are well in
line with other studies showing the importance of even single
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FIG. 11. Purcell factor for a dipole located 20 nm from and
oriented parallel to the surface of the HMM. The Fermi level
is EF = 0.5 eV. For the large electronically converged structures
shown, EMT overestimates the Purcell factor by up to a factor of 4.
layers [12,13] on transmission and reflection, but our results
show also that the often ignored differences in electronic
structure arising at an interface may in fact be very important.
For completeness we have included EMTi for the 42 ×
(5,5) structure. Improvement over EMT is certainly seen, but
we remark that for thick layers EMTi suffers from the same
deficiencies as EMT exactly because only the topmost layers,
and not the layer interfaces, contribute.
The Purcell factor depends on the reflection coefficient of
the structure at large kx and we therefore expect deviations
from EMT for all structures. In Fig. 11, we present a calculation
of the Purcell factor for a dipole-oriented parallel to and
located 20 nm from the surface, showing as expected an
increase within the hyperbolic region [28,29]. The increase
in the Purcell factor depends critically on the damping and on
the temperature and due to the relatively high broadening and
temperature used in our calculations (50 meV and 25 meV) we
do not see enhancements as large as predicted by others [29].
For structures 210 × (1,1), 70 × (3,3) and 42 × (5,5) the
deviations from EMT are due to nonconverged permittivities,
while the deviations observed for the converged structures are
due to EMT not predicting correctly the reflection coefficient
for high kx modes. The important conclusion to be made
from our calculations, is the fact that EMT is a rather poor
approximation for all structures in the energy range shown,
overestimating the Purcell factor by up to a factor of 4 even
for the converged structures.
IV. CONCLUSION
We have investigated the validity of EMT in the extreme
limit of metamaterials constructed from alternating layers of
single atomic sheets of graphite and hBN and layers of up to
35 consecutive coupled sheets, and found that already for five
sheets both ε‖ and ε⊥ has converged. For structures in which the
Gr part is doped, the convergence is slower. We offer a simple
improvement to EMT, which greatly improves the convergence
in the spectral range 0 eV to 3EF . For relatively thick layers
of ≈10 nm (30 sheets) and more, multiple reflections at
layer interfaces become important and causes EMT to break
down for certain energies. In calculating the reflection of
evanescent modes of large kx , EMT always fails because only
the topmost sheets of the structure contribute and this makes
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calculations very sensitive to the electronic details of these
sheets. This causes EMT to overestimate the Purcell factor for
the converged structures. In fact, we have shown that ignoring
the atomistic effects caused by the boundaries of a structure
can lead to quite different results. Our findings are important
for the numerous works already using EMT and for future
works in which EMT is used as a simple tool for providing a
quick first estimate of material properties.
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APPENDIX: REFLECTION COEFFICIENTS
In the following we outline the procedure used to determine
the Fresnel reflection coefficients between two anisotropic
materials characterized by the permittivity tensors
ε1 =


ε‖,1 0 0
0 ε‖,1 0
0 0 ε⊥,1

, ε2 =


ε‖,2 0 0
0 ε‖,2 0
0 0 ε⊥,2

.
(A1)
The starting point is the wave equation in anisotropic media
∇2E + k20ε · E −∇(∇ · E) = 0, (A2)
where ε is of the form Eq. (A1), E is the electric field and
k0 = ω/c. Assuming plane-wave solutions of the form E(r) =
E0e
ik·r the wave equation takes the form
−k2E0 + k20ε · E0 + k(k · E0) = 0. (A3)
For s polarization the reflection coefficients are the same as in
the isotropic case with permittivity ε‖. For p polarization the
procedure is (i) determine the field directions in the anisotropic
materials; (ii) express the incident, reflected and transmitted
fields; and (iii) use the electromagnetic boundary conditions
to determine the reflection/transmission coefficients. For p
polarization we use a result from Refs. [30,31] giving the
non-normalized direction vector of the electric field inside an
anisotropic material characterized by ε‖ and ε⊥ as
q± =
np
k0
[
kx
ε⊥
zˆ ∓ k
p
z
ε‖
xˆ
]
, (A4)
where np is the effective index of refraction defined by
np = |k
p
±|
k0
=
√
ε‖ +
(
1 − ε‖
ε⊥
)
k2x
k20
, (A5)
with kp± = kx xˆ ± kpz zˆ and kpz =
√
k20ε‖ − (ε‖/ε⊥)k2x . We no-
tice that the effective refractive index reduces to the in-plane
refractive index √ε‖ in the isotropic case and when kx = 0,
corresponding to s-polarized light.
We can now formulate expressions for the incident, re-
flected, and transmitted fields in the two anisotropic materials.
We assume light to be incident from material 1 and transmitted
into material 2, thus
E i = E0q−,1eik
p
−,1·r , Bi =
E0
ck0
n
p
1 yˆe
ikp−,1·r , (A6)
E r = rE0q+,1eik
p
+,1·r , Br = r
E0
ck0
n
p
1 yˆe
ikp+,1·r , (A7)
E t = tE0q−,2eik
p
−,2·r , Bt = t
E0
ck0
n
p
2 yˆe
ikp−,2·r . (A8)
From the electromagnetic boundary conditions (E‖,1 =
E‖,2 and B‖,1 = B‖,1 at the interface z = 0) we obtain the
Fresnel reflection and transmission coefficients between two
anisotropic materials as
rp =
ε‖,2k
p
z,1 − ε‖,1kpz,2
ε‖,2k
p
z,1 + ε‖,1kpz,2
, (A9)
tp =
2ε‖,2kpz,1n
p
1 /n
p
2
ε‖,2k
p
z,1 + ε‖,1kpz,2
. (A10)
The expression for tp reduces to Eq. (17) in Ref. [30] in the
special isotropic case ε‖,1 = ε⊥,1 = 1.
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Plasmonics currently faces the problem of seemingly inevitable optical losses occurring in the
metallic components that challenges the implementation of essentially any application. In this work
we show that Ohmic losses are reduced in certain layered metals, such as the transition metal
dichalcogenide TaS2, due to an extraordinarily small density of states for scattering in the near-
IR originating from their special electronic band structure. Based on this observation we propose
a new class of band structure engineered van der Waals layered metals composed of hexagonal
transition metal chalcogenide-halide layers with greatly suppressed intrinsic losses. Using first-
principles calculations we show that the suppression of optical losses lead to improved performance
for thin film waveguiding and transformation optics.
INTRODUCTION
The basic idea of plasmonics is to utilise the sub
wavelength confinement of light on metallic surfaces
in the form of plasmon-polaritons to enable a range
of applications including negative index materials[1],
imaging[2–4], energy conversion[5, 6], quantum informa-
tion processing[7] and transformation optics[8, 9]. How-
ever, in practice many of these applications are chal-
lenged by optical losses occuring in the metallic compo-
nents [10–12]. So far, no viable alternatives to the noble
metals have been found and the detrimental losses have
appeared to be an unavoidable property of any conduct-
ing material.
Optical losses in metals originate from electronic tran-
sitions between the occupied and unoccupied parts of the
crystal band structure, see Figure 1. In the absence of
any scattering mechanisms, absorption of photons can
take place only via vertical transitions in the Brillouin
zone due to the small momentum of the photon, cf. tran-
sition (iii). However, scattering on crystal imperfections,
phonons or other electrons, can provide the extra momen-
tum required for light absorption via non-vertical elec-
tronic transitions, cf. transitions (i) and (ii). Typically,
losses increase significantly above the onset of interband
transitions which sets a hard upper limit on the operating
frequencies of a plasmonic material. The effect of intra-
band scattering (transition (ii)) on the optical properties
of metals is often accounted for by a phenomenological
relaxation time. As we show here, a key to describe and
discover intrinsic low-loss metals is to move beyond the
commonly used constant relaxation time approximation
and include band structure effects in the scattering rate.
Previous searches for new plasmonic materials in
the optical regime have explored the alkali-noble
intermetallics[13, 14] and transition metal nitrides[15].
Some materials showed promise although their perfor-
mance was still lower than that of the noble metals. Be-
cause all optical losses ultimately depend on the exis-
tence of an initial occupied and final unoccupied elec-
tronic state, one strategy for reducing losses has been to
reduce the number of states available for scattering. Fol-
lowing this principle, doped semiconductors and trans-
parent conducting oxides have been proposed for applica-
tions in the mid and near-infrared, respectively[16]. Re-
cently, graphene plasmonics has been extensively studied
due to its low density of states around the Dirac cone
and easily tuneable plasma frequency[17, 18].
The ’elusive loss-less metal’[19] represents the ideal
plasmonic material where no states are available for scat-
tering in a particular frequency range thus eliminating
optical losses completely, cf. transition (iv) in Figure 1.
Such a metal is obtained when the metallic, i.e. partially
filled, band(s) are separated from all higher and lower ly-
ing bands by sufficiently large energy gaps. Metals with
such isolated intermediate bands are very rare among the
conventional bulk materials. On the other hand, low-
dimensional materials, in particular layered materials,
with a significant fraction of under-coordinated atoms
and thus overall weaker hybridization, might be more
likely to exhibit such characteristic band structures.
In this paper we test this hypothesis by examining the
computed band structures of the metallic layered mate-
rials identified in Ref. [20]. We discover that the transi-
tion metal dichalcogenides (TMDs) TaS2 and NbS2 as
well as aluminum(II) chloride, AlCl2, have monolayer
band structures that resemble that of the ’elusive loss-
less metal’, and confirm by first-principles calculations
that the special electronic structure does entail lowered
2FIG. 1. Origin of optical losses in metals. The optical
loss in metals originate from electronic transitions from oc-
cupied to unoccupied states in the crystal band structure (i,
ii, iii). Only vertical transitions (iii) are allowed if scatter-
ing mechanisms are disregarded. Scattering mechanisms (im-
purity scattering, phonon absorption and emission, electron-
electron scattering) can give the momentum required to allow
for indirect transitions (i, ii). A metal with an intermediate
band separated by gaps will suppress the number of transi-
tions available (direct and indirect) at specific frequencies like
in (iv) where no unoccupied state exists. When the gaps are
sufficiently large to separate intraband(i) from interband(ii,
iii) losses, some spectral ranges become immune to all quasi-
elastic loss mechanisms.
optical losses. The constant relaxation time approxima-
tion is shown to be insufficient for describing the optical
permittivity of these materials and we propose a sim-
ple model of the scattering rate based on the joint den-
sity of states to remedy this deficiency. Based on the
promising results obtained for the TMDs we propose a
new class of bandstructure engineered layered materials
composed of transition metal chalcogenide-halide layers
that greatly suppress the optical losses, and demonstrate
the improved performance of these materials for thin film
waveguiding and transformation optics.
RESULTS
Identifying low loss layered metals. Examining
the computed band structures of the metallic layered ma-
terials identified in Ref. [20] by data filtering the Inor-
ganic Crystal Structure Database (ICSD, Sec. S1) re-
veal that the transition metal dichalcogenides (TMDs)
2H-TaS2 and 2H-NbS2 as well as aluminum(II) chloride,
AlCl2, have monolayer band structures that resemble
that of the ’elusive loss-less metal’. While 2H-TaS2 and
3R-NbS2 have been synthesized in bulk form, AlCl2 was
derived from the experimentally known AlCl3 by remov-
ing an interstitial Cl layer.
Figure 2 shows the atomic structures, band structures,
and density of states (DOS) for (a) 2H-TaS2, (b) 3R-
NbS2, and (c) 1T-AlCl2. The band structures of the
monolayers are shown (red) although we will focus on
the bulk structures throughout this work. In the case of
2H-TaS2 and 3R-NbS2 the formation of the bulk from the
monolayer breaks the degeneracy of the highest valence
band at the Γ point and closes the gap to the metallic
band, but the DOS above and below the intermediate
band remains fairly low. Inter-layer hybridization plays
a smaller role for 1T-AlCl2; in particular, the band gaps
are present for both the monolayer and bulk. The metal-
lic band in AlCl2 is formed by the Al s-states, and the
small band width of 1 eV is a consequence of the weak hy-
bridization between the Al atoms within the same atomic
plane with the Cl atoms acting mainly as spacers. We
stress that AlCl2 is thermodynamically unstable. Al-
though its calculated heat of formation is negative (-0.89
eV/atom) relative to the standard states of Al and Cl, it
lies 0.7 eV above the ’convex hull’ when considering other
competing phases (see Methods). In contrast, the layered
compound AlCl3 is stable and has been experimentally
synthesised. Starting from AlCl3 it may be feasible to re-
move the loosely bound Cl interstitial layer and thereby
form metastable AlCl2.
We verify that the gapped metallic band structures en-
tail lowered optical losses by performing first-principles
calculations to obtain the dielectric function of AlCl2
with an Al vacancy introduced in a 3x3x2 supercell. The
introduction of a vacancy is necessary to probe the opti-
cal losses due to intraband transitions where the defect
provides the required momentum, see Figure 1, transition
ii. (Qualitatively similar results would be expected from
phonon or electron scattering, however, such processes
are more complicated to describe from first principles.)
For comparison, a similar calculation was performed for
a 3x3x3 supercell of Ag with a single vacancy (see Meth-
ods). Figure 3 (full lines) shows the imaginary part of the
dielectric function which is directly related to the optical
losses of the metal. Optical losses at low frequencies due
to the intraband transitions are indeed observed.
The dielectric function of a metal can be divided into
contributions from interband and intraband transitions,
respectively. It is customary to approximate the latter
by a Drude response:
ε(ω) = εinter(ω) + εDrude(ω), (1)
εDrude = 1−
ω2p
ω2 − iωη , (2)
where ωp is the plasma frequency and η is the constant
relaxation rate of the free carriers. In Figure 3 we show
the result of the Drude model (thick grey lines) with η
fitted to obtain the best correspondence with the first-
principles results using the bulk plasma frequency for
ωp. Excellent agreement is found for silver all the way
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FIG. 2. Band structures of vdW-metals. (a) 2H(AA’)-TaS2, (b) 3R-NbS2 have and (c) 1T-AlCl2 exhibit special band
structures where the metallic band is separated from higher and lower lying bands by finite energy gaps. Such band structures
entail a strongly reduced number of states available for scattering as depicted in Fig. 1. Comparing the monolayer band
structures (red lines) with the bulk band structures (black) reveal that inter layer hybridization break the valence band
degeneracy at the Γ point for 2H-TaS2 and 3R-NbS2 and closes the gap below the Fermi level. The interlayer hybridization is
non-essential for 1T-AlCl2. The dispersion in the out-of-plane direction does not effect the existence of an intermediate band
as evidenced by the grey lines showing band structures at band paths translated in the out of plane direction.
up to the onset of inter-band transitions demonstrating
the validity of the constant relaxation time approxima-
tion for this material. In contrast, it is not possible to
fit the dielectric function of AlCl2 by the simple Drude
model below the onset of interband transitions at 1.5 eV.
This is a result of the special band structure of AlCl2
which introduces a strong energy dependence of the joint
density of states (JDOS). The JDOS gives the density of
electron-hole pairs at a given frequency (disregarding mo-
mentum conservation) and thus represents the density of
final states entering the expression for the scattering rate.
In particular, the Drude model is not able to capture the
strong reduction of the losses in the range 1-1.5 eV. In
this energy range there are essentially no states avail-
able for scattering because of (i) the finite band width of
the partially filled metallic band and (ii) the presence of
band gaps separating the metallic band from the rest of
the bands. Consequently, the JDOS will vanish at ener-
gies above the intraband transitions and below the onset
of inter band transitions. In the case of AlCl2, the band
gaps are not large enough to completely separate the in-
terband transitions from the intraband transitions, and
consequently neither the JDOS nor Im become exactly
zero. However, the JDOS is strongly suppressed in the
range 1-1.5 eV and this is the origin of the low-loss nature
of AlCl2.
Relaxation rate model. A more realistic description
of the relaxation rate should include information about
the number of available electron-hole transitions, i.e. the
JDOS. A simple way to incorporate such a dependence
is via
η(ω) = a
JDOS(ω)
ω
(3)
where a is a constant controlling the scattering strength.
The expression can be motivated in different ways, but
here it suffices to observe that (i) it reduces to the con-
stant relaxation time approximation for a metal with a
constant DOS in a region around Fermi energy (in which
case the JDOS ∝ ω) and (ii) it correctly leads to a van-
ishing relaxation rate for energies where there are no final
states for the scattering. As can be seen from Figure 3
(dashed lines) the model provides an excellent descrip-
tion of the optical losses of both materials. In the rest
of the paper we use Eq. (3) to include scattering effects
in a generic way setting the constant a to the same value
for all materials. This value is chosen to reproduce the
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FIG. 3. Defect induced optical losses and energy-
dependent relaxation time model. The calculated optical
losses (Im) for silver (green) and AlCl2 (blue) with a vacancy
defect. The thick grey line shows the standard Drude expres-
sion (2) with a constant relaxation time, τ = ~/η, fitted to
the ab-initio results. For silver this provides an accurate de-
scription of the low-frequency (intraband) losses while the de-
scription is less accurate for AlCl2 where it misses the strong
suppression of losses in the 1-1.5 eV range. Results of the
Drude expression with the energy-dependent relaxation rate
model (3) (dashed lines) are in excellent agreement with the
ab-initio results for both systems.
experimental line width of the Ag surface plasmon (see
Figure 4c).
We note that the JDOS model only accounts for
first-order (quasi-)elastic scattering processes. Higher-
order processes involving generation of several phonons
or electron-hole pairs in one coherent photon-mediated
event, could lead to absorption (loss) at energies between
the intraband and interband transitions where the JDOS
model would otherwise predict Im to vanish. We expect
losses due to higher-order processes to be small in the
near-IR and therefore neglect them in the following.
The potential of the vdW metals has been evaluated for
two different plasmonic applications: Plasmonic waveg-
uiding and transformation optics[22] discussed in detail
below. The calculated dielectric functions, DOS, JDOS
and relaxation rate η for all the layered metals studied
in this work are provided in Sec. S9.
Plasmonic waveguiding. Plasmonic waveguides are
envisioned as faster and less power consuming alterna-
tives to the electronic interconnects currently used in in-
tegrated circuits. Essential prerequisites for such applica-
tions are long plasmon lifetimes and propagation lengths
as well as tight spatial confinement of the plasmon to
interface efficiently with the nanometer scale electronic
components[23]. To evaluate the potential of the lay-
ered metals for such applications we investigate plasmon
propagation in 5 nm thin-film waveguides and single in-
terface waveguides, respectively, see Figure 4(a+e). SiO2
was used as the surrounding dielectric with a dielectric
constant of ε = 2.1 (λ ∼ 700 nm).
Figure 4 shows the normalized propagation length,
Re(kp)/Im(kp), where kp is the plasmon wave vector
(b+c), the plasmon lifetime (c+g) and the mode exten-
sion into the dielectric (d+h), for silver, 2H-TaS2, 1T-
AlCl2, and the chalco-halide HfBrS, to be discussed later.
The plasmon lifetime, τ , is calculated from the relation-
ship L = vpτ where vp is the plasmon velocity (see Meth-
ods for details). The scattering strength (a) determining
the frequency-dependent relaxation rate in Eq. (3) has
been fixed by fitting the experimental result for the life-
time of the Ag surface plasmon.
For the thin film waveguide, only the symmetric plas-
mon mode was considered. The light-like anti-symmetric
mode extends far into the dielectric with mode widths on
the order of 1 micron in which case the requirement of
small coupling to the environment is not fulfilled. For the
single interface plasmonic waveguide silver shows signifi-
cantly longer propagation lengths and lifetimes than any
of the vdW metals. This is caused by the more efficient
dielectric screening of Ag compared to the vdW metals,
which implies that only a tiny fraction of the electro-
magnetic energy is contained within the silver surface,
see Sup. mat. Fig. S1(a). The downside of the strong
screening is the accompanying large mode widths caused
by the electric field being pushed into the dielectric.
As the thickness of the thin-film plasmonic waveguide
is reduced a larger fraction of the electric field is con-
tained in the metal (Sup. mat. Fig. S1(b)) resulting
in generally larger losses and decreasing plasmon group
velocities[24]. Together these two effects combine to give
superior propagation lengths, lifetimes and mode widths
for the layered metals. The dependence of the plasmon
lifetime on the intrinsic optical losses and the electric field
distribution inside the metal is
τ−1 ∝
∫
dr|E0(r)|2Imε. (4)
From this it is clear that the relatively better performance
of the layered metals in thin film waveguides as compared
to Ag must be due to lower intrinsic losses because the
electric field fraction within the vdW metal is much larger
than in silver (Sup. mat. Fig. S1(b)).
It is well known that the PBE exchange-correlation
(xc) functional underestimates both band gaps of
semiconductors and interband transition energies in
metals[25]. To test the influence of the xc-functional
we have computed the dielectric function of 2H-TaS2 us-
ing the range separated hybrid functional (HSE06) which
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FIG. 4. Plasmon waveguiding figures of merit. The upper panels show the normalized plasmon propagation lengths
Re(kp)/Im(kp) (b), lifetimes (c) and mode width (d) for a plasmon on a single interface. The lower panels show the same
results for a 5 nm thin film. The more efficient dielectric screening in silver reduces the fraction of the electric field located
within the metal as compared to the case of the vdWH metals, resulting in lower losses, longer propagation lengths and
lifetimes. On the other hand, since most of the electromagnetic energy is stored in the part of the electric field distributed over
the dielectric, the mode widths of the surface plasmon becomes relatively large. Reducing the thickness of the metal to a 5
nm thin film pushes a larger fraction of the electric field into the metal leading to more confined modes. The redistribution of
the electric field from dielectric to metal is more significant for silver explaining the overall better performance of the vdWH
metals for the thin film geometry. Experimental data for the Ag surface plasmon was adapted from Ref. [21]
generally yield more reliable band energies[26]. The pri-
mary effect of the HSE is to increase the size of the two
gaps around the intermediate metallic band by around
0.5 eV (see Fig. S11) compared to PBE. This blue shifts
the onset of interband transitions resulting in a signifi-
cantly larger plasma frequency and lower losses. Conse-
quently, the calculated plasmon propagation lengths and
lifetimes becomes comparable to the noble metals while
maintaining a small mode width (Fig. 4(f-h)).
Band structure engineered layered metals. With
the goal of identifying new materials with band struc-
tures similar to those of 2H-TaS2 and 2H-NbS2, we have
considered the class of layered materials of the form 2H-
MXY (Fig. 5(a)), where M is a group 3 transition metal
(Ti,Zr,Hf), X is oxygen or a chalcogen (O,S,Se) and Y
is a halogen (Cl,Br,I). While conserving the total elec-
tron number, the lower electronegativity of the group 3
compared to group 4 transition metals and the higher
electronegativity of the halides compared to chalcogens,
should increase the gap between the bands below and
above the intermediate metallic band, which are com-
posed mainly of chalcogen p and metal d, respectively.
This should blue shift the interband transitions and de-
crease optical losses.
The calculated formation energies of the MXY com-
pounds range from -2.53 eV to -0.92 eV per atom relative
to the standard states. To check thermodynamic stability
against other competing phases we compare the forma-
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FIG. 5. Optical properties of layer transition metal chalcogen-halogens. Layered materials of the form 2H-MXY
(a) where M is a group 3 transition metal, X is oxygen or a chalcogen (S, Se) and Y is a halogen (Cl, Br, I) are proposed
as new plasmonic metals. The optical losses (b) shows that many of these compounds have considerable spectral ranges of
low optical losses both compared to silver and to 2H-TaS2 (the losses are normalized so that they can be directly compared
between different materials). This is due to the decreased electronegativity of (Hf, Zr, Ti) compared to Ta which increases the
gap below the Fermi level. As a result, the predicted FOM (c) is orders of magnitude better than silver in the near infrared.
tion energies to the convex hull, see Figure S5. Out of the
27 compounds, 19 are found to be stable while the rest
are only weakly unstable with formation energies lying
less than 50 meV above the convex hull. The structural
stability of the chalo-halides was checked by performing
relaxations of the monolayers in supercells containing 2
primitive cells (containing 12 atoms). With initial ran-
dom distortions, the atoms relaxed back to restore the
symmetry of the hexagonal lattice indicating that the
structures are at least locally stable. The DFT calcu-
lations were performed fully spin polarised, but all the
materials converged to a non-magnetic ground state.
The calculated Imε are presented in Figure 5(b), and
are characterized by significantly lower optical losses in
the NIR regime 1-1.5 eV; a direct signature of the re-
duction in the density of states for scattering (Fig. S2).
Figure 4 shows that the lowered optical losses entail an
improved plasmon propagation length and lifetime as
compared to 2H-TaS2 for one of the compounds that ex-
hibit the lowest optical losses, 2H-HfBrS, in both the
single interface and thin-film geometries. As we found
for 2H-TaS2, the HSE functional increases the band gaps
of the MXY compounds by approximately 0.5 eV which
reduces the losses even further and increases the plasma-
frequencies, as illustrated for HfBrS (Fig. 5(b)). In the
thin-film geometry this results in significantly improved
plasmon lifetimes as compared to silver in the technolog-
ically important NIR frequency range (Fig. 4(g)) while
maintaining a small mode volume (Fig. 4(h)).
Transformation optics. We now turn to an assess-
ment of the potential of the layered metals for trans-
formation optics (TO). Here the goal is to engineer the
propagation of a wavefront through the volume of a
metamaterial[22] for various applications. For a metama-
terial structure containing metal-dielectric interfaces it is
required that the metallic response (ReM ) is compen-
sated by the dielectric response (ReD) while losses re-
maining low. Consequently, the typical figure of merit for
TO applications is FOMTO = 1/ImM while −ReM ≈
ReD[22]. Assuming that the metallic response can al-
7ways be matched by a dielectric within the range 1 <
ReεD < 20, the relevant FOM becomes
FOMTO =
1
ImM
θ(−ReM )θ(ReεM + 20) (5)
where θ(x) is the Heaviside step function. Figure 5(c)
shows the calculated FOM for the MXY-compounds and
the best of the 18 metallic TMDs identified in Ref. [20]
(see Sec. S1 for the full list of materials). Reassuringly
the best TMD turns out to be 2H-TaS2 which is one
of the metals with an intermediate metallic band. In
general, the losses in the TMDs increase from sulphides
to selenides to tellurides due to a lowering of the on-
set of interband transition. A similar trend is known
for the semi-conducting TMDs where the band gaps de-
crease when progressing through the chalcogenide group
towards higher atomic number[27]. All the MXY com-
pounds outperform both 2H-TaS2 and the noble metals
in the technologically important near-infrared frequency
range. The improved performance is attributed to the
larger gaps surrounding the intermediate metallic band
which increases the plasma frequency and extends the
loss-less regime between the intraband and interband
transitions, see Figure 5(b).
Loss-less layered halides. Motivated by the excel-
lent plasmonic properties of the (thermodynamically un-
stable) 1T-AlCl2, we have performed a systematic study
of layered bulk halides of the form (1T, 2H)-AY2 where
A is a group 3-13 element and Y is a halogen (Cl, Br
or I). After filtering out materials with positive forma-
tion energies and finite magnetic moments and examining
the band structures of the remaining materials we iden-
tify several candidates with close to perfect resemblance
with the ’elusive loss-less material’. For example, 1T-
GaCl2 (see Fig. S8) has an isolated intermediate metal-
lic band of width 1.0 eV, and an interband edge of 2.6
eV, a plasma frequency of 1.4 eV (Fig. S9). As a result
the calculated plasmon propagation length and FOMTO
are essentially infinite (Fig. S10). Unfortunately, these
halides are unlikely to be thermodynamically stable when
considering other competing phases, although we have
not explored this systematically. Nevertheless, we find it
interesting that these metastable structures exhibit such
extreme properties.
DISCUSSION
A critical issue for the layered metals considered in
this work is stability. Even though most of the chalco-
halides were found to be thermodynamically stable rel-
ative to other competing phases involving the same ele-
ments, the materials could oxidize and disintegrate when
exposed to air or moisture. Whether this will happen is
largely a matter of kinetics and a theoretical assessment
requires calculation of reaction barriers which is beyond
the present study. However, we note that encapsulation
could be a way to protect the materials from reacting
with other species. For example, it was recently demon-
strated that encapsulation in hexagonal boron-nitride
can protect and stabilize phosphorene in air, which in its
free form is highly unstable and oxidizes quickly ([28]).
Airtight encapsulation of sensitive materials are routinely
used in other fields such as organic light emitting diodes
where the organic layer is sealed between glass plates.
A potential problem that pervades all narrow band
metals is the risk of a phase-transition to magnetic-,
charge density wave-, or Mott-insulating ground states.
Such phase-transitions are often driven by a high den-
sity of states at the Fermi level. Thus the ideal metallic
band for plasmonics should be wide enough to avoid such
phase transitions and narrow enough to separate the in-
traband transitions from the interband transitions. Our
calculations indicate that the chalco-halides are stable to-
wards local structural distortions, but do not rule out the
possibility of charge density wave-like distortions with
larger periodicity. In fact, some of the metallic TMDs
are known to exhibit charge density waves at low tem-
peratures. On the other hand, at room temperature the
presence of these phases is not expected to influence the
optical properties that are governed by the gross fea-
tures of the electronic structure. Moreover, the band
width of the chalco-halides are comparable to those of
the TMDs (see Figure 5(b)) which are known to behave
as normal metals at room temperature, even for few layer
samples[29].
Finally, we point to an added benefit of the vdW met-
als proposed in this work. Namely, their 2D nature allow
them to be stacked with other non-metallic 2D materials
like MoS2 or hexagonal boron-nitride, to produce van der
Waals metamaterials with ultra thin layer thickness and
atomically well defined interfaces. We stress that it is
very likely that the van der Waals metals proposed here
should exhibit a lower scattering strength (controlled by
the parameter a in Eq. (3)) compared to conventional
metals like silver and gold. Indeed, the noble metals pri-
marily used in plasmonics, exhibit relatively high losses
arising from intraband transitions via scattering on sur-
face and interface roughness[11, 30–32]. In contrast, the
2D materials form highly crystalline interfaces thus low-
ering the concentration of interfacial defects in actual de-
vices. Combined with their intrinsic low-loss nature, this
opens new perspectives for the fields of plasmonics and
optical metamaterials.
METHODS
Electronic structure code
All electronic structure calculations have been performed
with GPAW[33, 34] employing a plane wave basis sets
and, unless explicitly stated, the PBE xc-functional.
8The linear response optical properties were calculated
on top of PBE ground states using the random phase
approximation (RPA) for the density response function.
The k-point integration required in the calculation of
the response function was performed using the linear
tetrahedron interpolation scheme[35]. Local field effects
were included in all calculations of the optical response
but were found to be unimportant. Spin-orbit coupling
is shown in Sec. S6 to be negligible.
Band structures
The bandstructures of 2H-TaS2 (ICSD ID: 651092),
3R-NbS2 (ICSD ID: 645309) and 1T-AlCl2 (AlCl3 ICSD
ID: 155670) were calculated with a plane wave cutoff
of 600 eV and a k-point density of 10 A˚−1. In case
of 1T-AlCl2 (derived from AlCl3) we determined the
out-of-plane lattice constant to be 5.9 A˚ from structural
relaxations using the optB88-vdW functional.
Relaxation of layered compounds
The out-of-plane lattice constant of all the layered mate-
rials were determined using the optB88-vdW functional.
A plane wave cutoff of 600 eV was used when relaxing
unless the compound contained oxygen in which case a
cutoff of 900 eV was used. This approach was found to
reproduce the experimental interlayer binding distance
of 2H-TaS2 to within 1%, see Fig. S3. The relaxed
out-of-plane lattice constant of all the MXY components
are presented in Fig. S4.
Supercell calculations of defects
Optical response calculations reported in Figure 3
employed supercells of 3× 3× 3 and 3× 3× 2 primitive
cells for silver and 1T-AlCl2, respectively. For silver a
Monkhorst-Pack k-point sampling of 30 × 30 × 30 was
employed and for 1T-AlCl2 we used a sampling of size
(24 × 24 × 16). A plane wave cutoff of 400 eV was
employed in both response calculations. States up to
at least 50 eV above the Fermi energy were included in
the sum over states. These parameters were found to be
sufficient for convergence of the optical response.
Optical response of known TMDs
In calculating the optical response of the layered metals
identified in Ref. [20] (Fig. 4) we employ a plane wave
cutoff of 600 eV and a Monkhorst-Pack k-point density
of at least 30 A˚−1. States up to 40 eV above the Fermi
energy were included in the sum over states. These
settings were sufficient to converge the optical properties.
Surface plasmon propagation
Surface plasmons on uniaxial substrates have been anal-
ysed in Ref. [36]. They show that in the case of purely
real dielectric functions the single interface surface plas-
mon polaritons (Fig. 4) exist only if ε‖ < 0 and either
ε‖ε⊥ > ε2D or ε⊥ > εD where εD is the dielectric function
of the dielectric and ε‖ and ε⊥ are respectively the in-
plane and out-of-plane component of the dielectric tensor
of the uniaxial material. The curves in Fig. 4(b-d) are
only shown when the real parts of the dielectric functions
fulfill one of these requirements.
For the IMI waveguide the surface plasmon modes have
been determined using the method of Ref. [37]. For TM-
polarized modes in uniaxial waveguides the dispersion
relations to be solved become
L+ : εM,‖k⊥,D + εDk⊥,M tanh
(−ik⊥,Md
2
)
= 0 (6)
L− : εM,‖k⊥,D + εDk⊥,M coth
(−ik⊥,Md
2
)
= 0 (7)
for the antisymmetric (L+) and the symmetric
(L−) modes with respect to the tangential elec-
tric field. Here k⊥,M =
√
ε‖ω2/c2 − ε‖k2‖/ε⊥ and
k⊥,D =
√
εDω2/c2 − k2‖ are the wave vector components
perpendicular to the metal-insulator interface in the
metal and dielectric, respectively.
HSE06 calculations
The HSE06 calculations were performed non-self con-
sistently ontop of PBE. In case of 2H-TaS2, the HSE06
calculation employed a gamma-centered Monkhorst
Pack k-point sampling of (22, 22, 6) and a plane wave
cutoff of 600 eV. For HfBrS we used a gamma-centered
Monkhorst Pack k-point sampling of (8, 8, 4) and a
plane wave cutoff of 600 eV.
HSE response calculations
For 2H-TaS2 we found that a scissor operator of 0.55 eV
on both gaps reproduced the DOS calculated by HSE
(Fig. S11). For HfBrS we found that scissor operators
of 0.7 eV and 0.5 eV on the lower and upper gaps,
respectively, was sufficient to reproduce the DOS of
HSE. We calculated the HSE response by applying the
scissor operators to the PBE ground states using the
PBE transition matrix elements.
Stability of MXY-compounds and halides
The monolayer stability of the transition metal
chalcogen-halogen (MXY) compounds was evaluated
based on the convex hull of the competing phases. The
competing phases were determined using the Open Quan-
tum Materials Database (OQMD) and includes 2-4 differ-
ent structures in addition to the elemental phases. The
heat of formation of the MXY compounds and all the
competing phases were calculated using the fitted ele-
mental phase reference energies (FERE) for the standard
states [38]. A Monkhorst-Pack k-point sampling of (7,
7, 3) and a plane wave cutoff of 800 eV was employed
and found to be sufficient for converging the total en-
ergy. The computed hull energies and heats-of-formation
are presented in Table SII and Fig. S5.
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Artificially structured materials with hyper-
bolic light dispersion represent one of the most
intriguing and useful types of electromagnetic
metamaterials[1, 2]. Their unusual proper-
ties include strong enhancement of spontaneous
emission[3, 4], diverging density of states[5], nega-
tive refraction and hyperlensing[6], all originating
from their sub-wavelength structured anisotropy.
Here we show, using first principles calcula-
tions, that the broad class of layered transition
metal dichalcogenides (TMDs) are naturally hy-
perbolic. The diverse electronic properties of the
TMDs result in a large variation of the hyper-
bolic frequency regimes ranging from the near-
IR to the UV. Compared to artificially struc-
tured metamaterials[7, 8], the absence of inter-
nal structure reduces scattering losses and greatly
increases the number of hyperbolic modes lead-
ing to extremely large and broadband Purcell fac-
tors. We demonstrate how the hyperbolic prop-
erties can be further controlled by combining
different two-dimensional crystals into van der
Waals heterostructures opening new perspectives
for atomic-scale design of photonic metamaterials
and as an application, we identify candidates for
Purcell factor control of emission from diamond
nitrogen-vacancy centers.
The dispersion relation of light in a homogeneous,
anisotropic layered medium is determined by the equa-
tion
k2‖
ε⊥(ω)
+
k2⊥
ε‖(ω)
=
ω2
c2
(1)
where ‖ and ⊥, respectively, indicate the in-plane and
out-of-plane components of the dielectric function, ε, and
the wave vector k. For frequencies where the in-plane
and out-of-plane dielectric functions differ in sign, the
isofrequency surfaces become hyperbolic with an appar-
ent divergence of the photonic density of states. Effective
medium theory[1] (EMT) predicts that metamaterials
composed of metallic nanostructures embedded in a di-
electric medium, as sketched in Figure 1(a,b), become hy-
perbolic over wide frequency ranges and that effects such
as the enhanced Purcell factor become broadband[5], in
stark contrast to alternative methods for Purcell fac-
tor enhancement based on resonant cavities or localized
surface plasmon resonances that are inherently narrow
band[9].
In reality, however, EMT and the homogeneity as-
sumption underlying Eq. (1) break down when the elec-
tromagnetic modes vary on a length scale comparable to
the structural periodicity of the material (d)[10]. Con-
sequently, the hyperbolic dispersion of the medium be-
comes limited to wave vectors smaller than kmax ∼ pi/d,
see Figure 1. On the microscopic level, the broad-
band response of the metamaterial results from the hy-
bridization of surface plasmons at the metal-dielectric
interfaces. This implies that broadband response can
be realised only if the surface plasmons have signifi-
cant spatial overlap over a wide frequency range. It
turns out that this condition is hardly fulfilled for con-
ventional metamaterials[11]. In principle, the problem
could be overcome by reducing the film thickness. How-
ever, downscaling of metal-dielectric structures to sub-
10 nm periodicity is highly challenging and inevitably
leads to increased interface roughness and enhanced
scattering losses that are detrimental to metamaterial
performance[12].
Recently, a few materials have been reported to ex-
hibit hyperbolic dispersion in their pristine form[13–15].
Hexagonal boron nitride (hBN) was shown to be hy-
perbolic in its Reststrahlen band between the longitudi-
nal and transverse optical phonon branches[16, 17] while
graphite[13] and the tetradymites Bi2Se3 and Bi2Te3[14]
are hyperbolic in the UV and near-IR to visible, respec-
tively. Natural hyperbolic materials have the obvious ad-
vantages over traditional metamaterials that they require
no artificial structuring and contain no internal interfaces
for the electrons to scatter off. Moreover, due to their ho-
mogeneous nature, the hyperbolic dispersion is expected
2FIG. 1. Hyperbolic materials. Metal nanowire- (a) and planar multilayer- (b) metamaterials are artificially structured
materials engineered to exhibit metallic response in some directions and dielectric response in others. In the effective medium
limit this anisotropy leads to hyperbolic isofrequency surfaces which in principle would result in a diverging photonic density of
states. In reality, the hyperbolic dispersion is only realized for wave vectors up to kmax ∼ pi/d, where d is the periodicity of the
medium which is typically on the order of tens of nanometers. Natural hyperbolic materials (c) possess no artificial structuring
and their hyperbolic dispersion extends much further in reciprocal space being limited only by the atomic periodicity of the
crystal structure.
to extend much further in reciprocal space (Fig. 1(c)) -
in principle only limited by the atomic periodicity of the
crystal lattice or effects of non-local dielectric response.
Although these advantages appear plausible their signif-
icance have so far not been quantified.
Here we report on the discovery of a large class
of natural hyperbolic materials with optical properties
greatly surpassing those of conventional metamaterials
and presently known natural hyperbolic materials. Out
of a set of 31 layered TMDs, our first-principles calcu-
lations predict hyperbolic dispersion for all the mate-
rials over a broad frequency span from the near-IR to
the UV. As a unique feature, the metallic TMDs are hy-
perbolic below the onset of interband transitions leading
to extremely large broadband Purcell factors governed
by weakly damped hyperbolic modes. Using effective
medium theory to evaluate dielectric tensors, we show
how the hyperbolic properties can be further tuned by
stacking layers from different TMDs into van der Waals
(vdW) heterostructures allowing for the design of atomic-
scale structured metamaterials with Purcell factors tai-
lored for specific emission sources.
We used first-principles density functional theory
(DFT) and linear response calculations to investigate the
optical properties of 31 non-magnetic TMDs with exper-
imentally known crystal structures[18]. Figure 2 shows
the calculated hyperbolic spectral range of the TMDs.
Quite surprisingly all the materials, including metals and
semiconductors, are predicted to be hyperbolic in some
frequency range. The materials exhibit predominantly
Type II dispersion corresponding to metallic response in-
plane and dielectric response out-of-plane. The strong
dielectric anisotropy arises from the weak interlayer cou-
pling that lowers carrier velocities and plasma frequencies
perpendicular to the layers. We note that while the qual-
itative trends predicted by our DFT calculations, that
employ the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation (xc) functional, are very reliable, the quan-
titative accuracy is subject to some uncertainty. In par-
ticular, PBE is known to underestimate band gaps and
interband transition energies which is expected to influ-
ence the optical properties including the precise position
of the hyperbolic regimes. To investigate the role of the
xc-functional we have compared the dielectric function of
2H-TaS2 obtained with the PBE and the more accurate
but computationally expensive HSE[19] functional (see
Fig. S1 in the supplementary information). We find that
the HSE blueshifts the interband transitions by around
3FIG. 2. Natural hyperbolic materials. The hyperbolic frequency ranges of the transition metal dichalcogenides (TMDs)
investigated in this work. The hyperbolic dispersion of the TMDs is predominantly Type II (blue) corresponding to metallic
response in-plane and dielectric response out-of-plane. The dielectric functions have been calculated on top of DFT-PBE wave
functions. The result for 2H-TaS2 and 2H-HfBrS obtained with the HSE functional is shown for comparison.
0.5 eV relative to the PBE result. These shifts change
the Type II hyperbolic regime of 2H-TaS2 from 0.3− 1.1
eV (PBE) to 0.4 − 1.3 eV (HSE), see Figure 2. Similar
changes are expected for the other materials.
To compare the performance of the natural hyperbolic
TMDs to a conventional metamaterial we used the trans-
fer matrix method to calculate the Purcell factor for a
point dipole placed 1 nm above the surface of 2H-TaS2
and a Ag-SiO2 heterostructure, respectively (see Fig.
3(a)). For the Ag-SiO2 structure we used fill-fraction
of 50% and a periodicity of d = 20 nm. The Purcell
factor is defined as the ratio between the actual decay
rate of the emitter (Γ) and the free-space value (Γ0) and
was calculated as described in the Methods section. The
Ag-SiO2 structure is hyperbolic in the range 0 − 2.4 eV
while the 2H-TaS2 crystal is hyperbolic from 0.4−1.3 eV
(we use the HSE result for this example).
The broadband Purcell factor of TaS2 exceeds that
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FIG. 3. Purcell factors and losses. (a) Purcell factors and (b) propagation lengths for a 50 nm thick film of the TMD
2H-TaS2 compared with a 100 nm thick hyperbolic metamaterial consisting of alternating Ag-SiO2 films with a period of 20
nm (10 nm Ag - 10 nm SiO2) and 50% fill fraction. The dipole is placed a distance of h = 1 nm above the substrate. The
Purcell factors were calculated using the transfer matrix method. The propagation lengths are shown for various in-plane wave
vector components corresponding to wavelengths in the nanometer regime (λ = 2pik−1‖ ). Reduced optical losses in 2H-HfBrS
compared to 2H-TaS2 significantly reduces the associated quenching of spontaneous emission which is evident when comparing
(a) Purcell factors of 50 nm thin films with (b) the imaginary part of their dielectric functions.
of the metamaterial by 2-3 orders of magnitude. This
is a direct consequence of the homogeneous nature of
the TaS2 crystal which extends the hyperbolic isofre-
quency surface to atomic-scale wavevectors. Indeed, in
the present example, the Purcell factor is not limited by
the intrinsic properties of the TaS2 crystal but rather by
the finite distance between the emitter and the surface
which introduces a natural cut-off on the wave vectors
that can couple to the near-field of the emitter. For dis-
tances below 1 nm, the Purcell factor of TaS2 increases
further while that of the Ag-SiO2 metamaterial remains
constant being limited by the heterostructure periodic-
ity. When the emitter is brought closer to the surface,
the Purcell factor of TaS2 is eventually limited by the
non-local response of the medium (also known as spa-
tial dispersion)[20] which arises from the atomic period-
icity of the crystal and manifests itself in a non-trivial
wavevector dependence of the dielectric function[21]. A
detailed analysis of the effect of non-local response is
provided in the supplementary material Sec. S2. The
relatively low Purcell factor of the Ag-SiO2 structure is
due to the small hyperbolic isofrequency surface and cor-
responding small enhancement of the density of states.
The strong decay of the electromagnetic field inside the
Ag layers leads to negligible hybridization between the
surface plasmons implying that the broadband response
is lost and explaining the narrow peak in the Purcell fac-
tor at 3.3 eV which originates from the unhybridized Ag
surface plasmon.
Applications such as hyperlensing depend critically on
the propagation of light modes through the hyperbolic
medium. In Figure 3(b) we show the propagation length
(normalized by the in-plane wavelength) of the hyper-
bolic modes in the direction normal to the film. The
relatively low propagation lengths found for the Ag-SiO2
metamaterial originates from the weak hybridisation of
the silver surface plasmons which leads to weak disper-
sion and thus low group velocities in the normal direc-
tion. The attenuation length, κ−1, of the electromagnetic
field inside the Ag slabs is determined by the dispersion
κ2 = k2‖ − Ag(ω)ω2/c2[22] explaining the observed de-
pendence of the propagation length on frequency and in-
plane wavevector. In comparison, the hyperbolic modes
in TaS2, propagate deeper into the film and exhibit a
much weaker dependence on wavelength.
The metallic nature of 2H-TaS2 is key to its large Pur-
cell factor. Indeed, we find similar results for the other
metallic TMDs while the semiconductors generally show
much lower values (see Sec. S4 of the SI). Due to the
dramatic increase of damping above the onset of inter-
band transitions, the Purcell factor becomes completely
dominated by quenching and the normalized propaga-
tion length of hyperbolic modes rarely exceeds unity (Fig.
S4). Our calculations show that this problem is severe for
5FIG. 4. Hyperbolic van der Waals heterostructures. The hyperbolic spectral regimes of heterostructures consisting of
50 % 2H-TaS2 and 50 % of another TMD (narrow lines). For comparison the hyperbolic regimes of the pristine TMDs are
repeated from Fig. 1 (faded wide lines). The hyperbolic regimes of the heterostructures can differ substantially from those of
the constituent compounds.
graphite and we expect similar results for all other known
natural hyperbolic materials none of which are metals. In
contrast, clear signatures on the Purcell factor enhance-
ment due to propagating hyperbolic modes are observed
for the metallic TMDs showing that quenching does not
dominate the properties of the metals. The long propa-
gation lengths of 2H-TaS2 is a consequence of its special
band structure with conduction bands being separated
from other bands by finite energy gaps which reduces
damping at finite frequencies[23].
Materials exhibiting a large variation in Purcell fac-
tor over a narrow frequency range could be used to con-
trol the emission rate of an emitter via the emission
frequency[24]. Such control is essential for generating sin-
gle photons on demand as required by many applications
in quantum information technology[25]. Returning to
Figure 3(a) we note that 2H-TaS2 shows a rather modest
decrease in Purcell factor outside the hyperbolic regime
(0.4−1.3 eV). The reason for the weak relative change in
Purcell factor is quenching, i.e. enhanced emission due to
6FIG. 5. Heterostructures with tailored hyperbolic dis-
persion. The possibility of tuning the hyperbolic dispersion
by combining different two-dimensional crystals into van der
Waals heterostructures is illustrated by the search for a two-
component TMD superlattice with hyperbolic (normal) dis-
persion in the emission (absorption) spectrum of an NV-color
center in diamond. The color scheme indicates the fraction of
hyperbolic to normal dispersion over the emission band (1.5
- 2 eV) times the fraction of normal to hyperbolic dispersion
over the absorption band (2 - 2.5 eV). Lighter color thus cor-
respond to better candidate materials. The sheer number of
good candidates found indicates that significant control of the
optical properties can be achieved via vdW heterostructuring.
evanescent modes existing at the surface of the material
both inside and outside the hyperbolic frequency range.
The contribution to the Purcell factor from such evanes-
cent modes is proportional to the imaginary part of the
dielectric constant[5] suggesting that Purcell factors with
large on/off ratios may be realized in hyperbolic materi-
als with small Im throughout the hyperbolic frequency
regime. The chalcogen-halogen mixed compound 2H-
HfBrS, which was recently identified by computational
screening of low-loss materials for plasmonics[23], rep-
resents such a material. The electronic band structure
of 2H-HfBrS features a single metallic band that is sep-
arated from all higher and lower lying bands by finite
energy gaps. This type of band structure suppresses the
number of final states for scattering in an energy range
between the intraband and interband transitions, lead-
ing to a small imaginary part of the dielectric function.
Figure 3(c) compares the calculated Purcell factors of 2H-
TaS2 and 2H-HfBrS. It is clear that 2H-HfBrS shows a
much more dramatic decrease in Purcell factor when the
frequency is moved outside the hyperbolic regime. The
lower panel of the figure (Fig. 3(d)), showing the imag-
inary part of the dielectric functions, reveals that this
difference is indeed due to the lower losses in 2H-HfBrS
which suppresses the effect of quenching on the Purcell
factor.
We next explore the possibility of controlling the light
dispersion by combining different TMDs, or other two-
dimensional materials, into vdW heterostructures. Tra-
ditionally, such control is obtained by varying the fill frac-
tion or by changing the metal or dielectric components
of the hyperbolic metamaterial[26]. However, in order to
ensure sufficient hybridization between surface plasmons
at the interfaces, the metallic fill fraction cannot be too
large (the example discussed in relation to Figure 3 shows
that this problem is severe even for metal films as thin as
10 nm). Moreover, the number of useful metal-dielectric
combinations is limited by the lattice matching required
when fabricating high quality thin films. In contrast,
the weak interlayer bonding in van der Waals crystals re-
laxes the requirement of lattice matching at the interfaces
thereby removing the restriction on the type of materials
that can be combined. Furthermore, vdW interfaces can
be atomically sharp presenting much fewer defects than
covalently bonded, epitaxially grown interfaces.
To illustrate the degree of tuning that can be
achieved by vdW heterostructuring, we have used effec-
tive medium theory to calculate the hyperbolic frequency
regimes of heterostructures obtained by combining each
of the investigated TMDs with 2H-TaS2 (50% fill frac-
tion). By employing effective medium theory we neglect
the influence of hybridization at the interfaces, see SI
Sec. S3 for justification of this approach. Figure 4 shows
that the process of heterostructuring can shift, expand
or reduce the hyperbolic frequency regime as compared
to those of the constituent materials.
As a specific design example, suppose we are interested
in a material with hyperbolic dispersion in the spectral
range 1.5− 2 eV and normal (elliptical) dispersion in the
spectral range 2− 2.5 eV. The two intervals correspond,
respectively, to the emission- and absorption spectral
range of a nitrogen-vacancy (NV) center in diamond[27],
but this is not essential for the present proof-of-concept
illustration. We have calculated the hyperbolic regimes
of heterostructures formed by combining any two TMDs
with a 50% filling fraction. Figure 5 shows the fraction
of the interval 1.5− 2 eV, over which the heterostructure
dispersion is hyperbolic, times the fraction of the interval
2 − 2.5 eV where it is elliptical. As can be seen several
heterostructure candidates are discovered. The fact that
the best candidates are not found on the diagonal (corre-
sponding to the pristine TMDs) shows that the process of
vdW heterostructuring represents a genuine extension of
7the space of natural hyperbolic materials. Further tun-
ing is obviously possible by varying the fill fraction or by
considering heterostructures with more than two mate-
rial components.
In conclusion, our work not only identifies a new class
of natural hyperbolic materials but suggests that many
other layered compounds may exhibit similar properties.
We expect that these findings will stimulate further work
and open new avenues for photonic metamaterials.
METHODS
First-principles calculations
All DFT calculations were performed using the GPAW
electronic structure code[28] using a plane wave basis
with energy cut-off of 600 eV. The dielectric functions of
the TMDs were calculated within the random-phase ap-
proximation (RPA) using single-particle wave functions
and energies obtained from DFT calculations employ-
ing the PBE exchange-correlation (xc) functional[29].
Brillouin zone integrals were performed over a k-point
grid of density of 30 A˚−1 using the linear tetrahedron
method[30]. Unoccupied bands up to at least 40 eV above
the Fermi energy were included in the band summation.
Local-field effects were included up to a plane-wave cutoff
of 60 eV.
To account for higher-order scattering processes, such
as phonon- or defect-mediated intraband transitions, we
include a phenomenological relaxation rate of the form
γ(ω) = aJDOS(ω)/ω, where JDOS(ω) is the joint density
of states per volume and a is a parameter controlling the
scattering strength. The coupling strength parameter
a is highly material- and sample specific and depends
on defect concentration, defect type, electron-phonon
coupling strength etc. For consistency we use the same
value of a for all materials considered in this work.
HSE calculations
HSE band structure calculations were performed for
2H-TaS2 and 2H-HfBrS. In both cases the primary
effect is to increase the interband transitions by 0.5 eV
compared to the PBE result. The HSE response was
calculated based on scissor-corrected PBE eigenvalues
and matrix elements were calculated using the PBE
wave functions.
Purcell factor
The Purcell factor of a point dipole in the vicinity of a
semi-infinite planar substrate can be derived from the
knowledge of the substrate’s Fresnell reflection coeffi-
cients and is given by[31]
Γ
Γ0
= 1 +
3
2kc
Re
(∫ ∞
0
k‖
dk‖
k⊥,c
[
f2⊥
k‖
k2c
rp
+
1
2
f2‖
(
rs −
k2⊥,c
k2c
rp
)]
e2ik⊥h
)
(2)
where kc = k0
√
εc, k⊥,c =
√
k2c − k2‖, f2⊥ = |µ·zˆ|2/(µ∗·µ),
f2‖ = 1− f2⊥, εc is the dielectric constant of the cladding,
µ is an electric dipole placed a distance h above the ma-
terial and rp (rs) is the Fresnell reflection coefficient for
p (s)-polarized light. The reflection coefficients are given
by
rs =
k⊥ − ks⊥,m
k⊥ + ks⊥,m
, rp =
k⊥εx − kp⊥,mεc
k⊥εx + k
p
⊥,mεc
, (3)
where
ks⊥,m =
√
k20ε‖ − k2‖, kp⊥,m =
√
k20ε‖ −
ε‖
ε⊥
k2‖ (4)
and k0 = ω/c is the free space wave vector.
Propagation lengths
The propagation length of the Ag-SiO2 heterostructure
was calculated for an infinite periodic structure. The pe-
riodicity allows the definition of a Bloch wave vector per-
pendicular to the interfaces kB . The propagation length
through the slab is then L = (ImkB)
−1 which we normal-
ize by the in-plane wavevector k‖. The Bloch momentum
is obtained by solving the well-known dispersion relation
for planar periodic media[31],
cos[kB(dm + dd)] = cos(k⊥,mdm) cos(k⊥,ddd) (5)
−1
2
(
εmk⊥,d
εdk⊥,m
+
εdk⊥,m
εmk⊥,d
)
sin(k⊥,mdm) sin(k⊥,ddd), (6)
where dm and dd are the metal and dielectric layer thick-
nesses, respectively, k⊥,m =
√
k20εm − k2‖ and k⊥,d =√
k20εd − k2‖ are the transverse wave numbers for the
metal and dielectric, respectively, and εm and εd are the
dielectric functions of the metal and dielectric compo-
nents, respectively.
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CHAPTER6
Additional information
This chapter provides additional information and details on the papers, some of which
can be found in the supplementary information of the papers.
6.1 Paper I: Limitations of effective medium theory in
multilayer graphite/hBN heterostructures
The contribution to this paper was mainly the calculation of the dielectric function of
graphite and hexagonal boron nitride, as well as the computation of band-structures
for the fitting of the tight-binding (TB) on-site and hopping parameters. The quality
of the fitting was assessed by comparing the calculated TB dielectric function with the
DFT dielectric function. The TB dielectric function revealed many fine band structure
effects (Fig. 2 in paper) not initially reproduced by the DFT calculations. The reason
for this discrepancy was two-fold. (i) The inexpensive TB calculation could calculate
the k-point integrals of the density response function employing a much denser k-point
mesh (see Sec. 3.4) and (ii) the eigenvalues and matrix elements were interpolated
on 2D-triangulated k-point grids when calculating the k-point integrals.
In contrast, the DFT calculations were performed on much coarser k-point grids
with no interpolation of the eigenvalues and matrix elements and the k-point integrals
were calculated through a simple point summation with an artificial broadening η (Eq.
(3.23)). Figures 6.1(a), (c) and (e) present the imaginary part of the dielectric function
of hBN when varying the k-point sampling and artificial broadening. The figure
illustrates that as the broadening is decreased, many more k-points are needed to
converge the dielectric function. This problem becomes even more severe for graphene
and graphite due to their semi-metallic nature which makes the convergence of the
dielectric function very difficult for small frequencies.
These difficulties motivated the implementation of the linear tetrahedron integra-
tion method for calculating k-point integrals and the utilization of crystal symme-
tries to reduce the volume that needed to be integrated. The implementations are
discussed in detail in Chapter 7 but at this point it is highlighted that the reduction
in computing time for a high symmetry system like hBN is around 90% due to the
employment of symmetries alone. The equivalent number for graphite is around 95%.
The convergence of the dielectric properties of hBN is shown in Figure 6.1(b), (d)
and (f) for various artificial broadening parameters and the main conclusion that can
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Figure 6.1: Testing the tetrahedron method (panels (b), (d) and (f)) for on the
calculation of the optical properties of hexagonal boron nitride against
the normal point summation method (panels (a), (c) and (e)) for varying
broadening factors η. Please note that the lowest k-point samplings are
not shown in (c) and (e). As the illustration shows, the tetrahedron
method is a powerful method when calculating optical spectra with low
broadening.
6.1 Paper I: Limitations of effective medium theory in multilayer graphite/hBN heterostructures 73
0 1 2 3 4 5 6 7 8
h¯ω (eV)
−10
−5
0
5
10
15
20
25
30
R
eε
‖
(a) Monkhorst-Pack
10 A˚−1
20 A˚−1
0 1 2 3 4 5 6 7 8
h¯ω (eV)
R
eε
‖
(b) Fine sampling around Dirac
10 A˚−1
20 A˚−1
40 A˚−1
80 A˚−1
Figure 6.2: The tetrahedron method in itself is not enough to converge the dielec-
tric properties of graphite for low frequencies when (a) employing a
grid of homogeneously spaced k-points. This problem is tackled by (b)
increasing the local k-point sampling density around the Dirac point,
M-point and H-point in the Brillouin zone while keeping a rather mod-
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a Monkhorst-Pack sampling.
be drawn is that for low broadening the tetrahedron integration method more than
halves the required number of k-points in each direction for convergence, i.e., a speed
up of a factor of > 8, which, combined with the speed up achieved by employing
symmetries, results in a total speed up on the order of ∼ 100.
The semimetallic nature of graphite (and graphene) still pose difficulties for low
frequencies even when employing the linear tetrahedron method as seen in Figure
6.2(a) showing the convergence of the real part of the dielectric function of graphite
with respect to k-point sampling. The origin of the bad convergence are many-fold:
• The low density of states at the Fermi level makes it difficult to determine
the Fermi level accurately.
• The strong dispersion of the Dirac cone can convert a small inaccuracy of
the Fermi-level into a large plasma-frequency.
• An interband onset of 0 eV in graphene and graphite coupled with the small
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DOS means that the low-frequency properties are very sensitive to the precise
k-point sampling.
Because most of the difficulties arise from a small region in reciprocal space close to
the Dirac point the implemented solution was to increase the local k-point density in
a sphere around the Dirac point the results of which are shown in Figure 6.2(b).
6.2 Paper II: Bandstructure engineered layered metals
for low-loss plasmonics
6.2.1 Materials
The 19 metals investigated in this paper are listed in Table 6.1. The majority of
the metals are tellurides (11 metals of the form X-Te2) with only 4 selenides (X-Se2)
and 3 sulfides (X-S2). The tendency of the tellurides to be metallic originates from
the decreasing hybridization of the transition metal atoms as the chalcogen atom
is changed from sulfur to selenium to tellurium which increases the in-plane lattice
constant (due to the larger size of Te compared to S). A similar tendency is observed
for the semi-conducting TMDs[103]. Since low-loss plasmonics require large interband
onsets this typically make the sulfides the most interesting candidates.
6.2.2 The relaxation rate model
The results on AlCl2 showed that the constant relaxation rate model was an insuffi-
cient description of the relaxation rate for the intermediate band metals due to the
Formula Spacegroup ICSD (ID)
TaSe2 194 651950
TaS2 194 651092
TaS2 164 651089
NbTe2 164 645529
NbS2 160 645309
NbSe2 194 645369
SiTe2 164 652385
PtTe2 164 649747
PtSe2 164 649589
PdTe2 164 649016
Formula Spacegroup ICSD (ID)
NiTe2 164 159382
IrTe2 164 33934
RhTe2 164 650448
CoTe2 164 625401
HfTe2 164 638959
ZrTe2 164 653213
TiTe2 164 653071
TiSe2 164 173923
AlCl2 164 155670
Table 6.1: List of 19 metals from Lebègue et al. [102]. The ICSD ID refers
to the unique ID of the materials in the inorganic crystal structure
database[102].
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Figure 6.3: JDOS and relaxation rate as calculated by the relaxation rate model
Eq. (4.1) for (a) silver and (b) 1T-AlCl2.
reduction in the density of states for scattering (Fig. 3 in the paper). The simple
relaxation rate model based on the JDOS (Eq. (3) in the paper), however, was able to
give a more accurate description of the relaxation rate in AlCl2 while maintaining the
good description of the constant relaxation rate approximation for silver. The reason
for the latter fact is the linear frequency dependence of the JDOS in silver which
means that the relaxation rate model simply reduces to the constant relaxation rate
model for low frequencies (Fig. 6.3(a)). The consequence of the gapped nature of the
band structure of 1T-AlCl2 is that the JDOS reaches a minimum for finite frequencies
entailing a small scattering rate at finite frequencies (Fig. 6.3(b)).
The relaxation rate model presented in this paper is of course a crude approxi-
mation only intended to represent the effect of finite spectral regions with little or
no density of states for scattering. The model does not describe non-elastic pro-
cesses where the scattering process provides (or absorbs) energy to the electron-hole
pair, or higher order processes where multiple electron-hole pairs are generated as
in electron-electron scattering (Fig. 2.6(d)). The effect of the non-elastic nature of
phonon scattering would be to ’wash out’ the low loss frequency regimes, however,
since phonon frequencies of the TMDs are on the order of 50 meV[104–106] the effect
would only be significant at the edges of the low-loss regimes. The relaxation rate
model assumes that the scattering mechanism does not perturb the density of states
of the material and importantly that no new states are introduced in gaps of the band
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structure upon the introduction of a defect. Upon investigation we have found that
this happens in the case of Chlorine defects in AlCl2 entailing the breakdown of our
simple model. It would not be surprising that the TMDs showed similar tendencies,
however, it has been shown that chalcogen vacancy defects can be effectively possi-
vated by oxygen[107], possibly providing a method for removing defect states in the
band gaps.
6.2.3 1T vs. 2H TaS2
Figure 2.2 showed that the primary difference between the T and H phases of the
group 5 TMDs (Ta, Nb) is the width of the conduction bands with the T structure
having the widest conduction band. It is natural to expect that this will have signif-
icant implications for the plasmonic properties of the materials. The optical losses
and bandstructures of 1T-TaS2 and 2H-TaS2 are presented in Figure 6.4 and the re-
sults are generally consistent with the simple model of Figure 2.2. The dissimilarity
between the in-plane and out-of-plane losses indicate that selection rules forbid some
interband transitions, which most significantly leads to different interband onsets for
the two components (both in the 1T and 2H structure).
The relative importance of the components of the dielectric function for plasmonic
wave guiding depends on the electric field distribution within the materials according
to Poyntings theorem Eq. (2.35). For surface plasmons, the out-of-plane component
of the electric field can be expressed in terms of the in-plane component as E⊥ =
− ε∥k∥ε⊥k⊥E∥ showing that for long wavelengths (k∥ → 0) it is predominantly the in-planecomponent of the dielectric function that matters.
6.2.4 HSE06 calculations
A well-known deficiency of the PBE functional is the underestimation of bandgaps
for semiconductors by approximately 50%. Since it has been shown that one effect
of G0W0 on the electronic structure of 2H-TaS2 is to increase the electronic gaps
surrounding the conduction band[108], it seems reasonable to expect that the energy
gaps of the low-loss materials in general will be underestimated. In the same reference,
it was also shown that the HSE06 functional produced bandstructures in agreement
with G0W0. This effect is especially significant for plasmonic applications since the
interband onset often sets a hard limit above which losses are too large for practical
applications, making it essential to get the interband onset right. Figure 6.5(a) shows
that the effect of HSE06 on the DOS of 2H-TaS2 is mainly to increase the size of both
gaps to the conduction band by 0.55 eV. The ’HSE optical response’ was therefore
calculated by applying a scissor operator of the aforementioned size on the band gaps
in 2H-TaS2. In doing so, the PBE wave functions were retained in the calculation
of transition matrix elements. The HSE response of 2H-TaS2 is presented in Fig.
6.6 where the main effects are that (i) the losses decrease due to a lower density of
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Figure 6.4: Comparing the optical losses of (a) 1T-TaS2 and (b) 2H-TaS2 illustrates
the large role of the crystal structure on the optical properties. The
annotations mark the in-plane (∥) and out-of-plane (⊥) components of
the dielectric tensor. The differences can be understood in terms of
their band structures presented in (c) and (d).
states for scattering and (ii) the plasma frequencies increase due to a lower interband
screening.
6.2.5 Interlayer vdW bonding
The interlayer vdW bonding of the chalcogen-halogen MXY compounds was initially
computed with the BEEF-vdW[94] functional but it was later discovered that the
optB88-vdW[95] functional yielded better results for 2H-TaS2 and 2H-WS2 as shown
in Fig. 6.7. The BEEF-vdW functional in general overestimates the bonding distance
of the layered TMDs compared to experiment by ∼ 10%, whereas the optB88-vdW
functional is accurate for 2H-TaS2 and gives a smaller overestimation of the bonding
distance of 2H-WS2 by approximately 3 %. Both functionals are fitted to accurate
data and the explanation of the more accurate description of optB88-vdW compared
to BEEF-vdW is to be found in the datasets that have been fitted. The BEEF-
vdW functional have been fitted to give a good overall description of many different
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Figure 6.5: The effect of the HSE functional on the DOS of (a) 2H-TaS2 and (b)
2H-HfBrS compared to PBE. The applied scissor operator on 2H-TaS2
is 0.55 eV for both energy gaps while the operators are given by 0.7 eV
(lower gap) and 0.5 eV (upper gap) for HfBrS.
physical systems, including covalently as well as vdW’s bonded systems, however,
the optB88-vdW functional have been fitted only on vdW bonded systems and it is
therefore natural that it performs better.
It is essential to have an accurate description of the vdW’s bonding since an overes-
timation of the bonding distance leads to an underestimation of the plasmafrequency
(ωp ∝
√
electron density). The relaxed out-of-plane lattice constants for the MXY
compounds are shown in Fig. 6.7(c) along with the Drude plasma frequency, i.e., the
unscreened plasma frequency. The materials are sorted after chalcogen, halogen and
transition metal atom (in that order) showing that the lattice constant is mainly deter-
mined by the halogen atom. The plasmafrequency in general increases for increasing
transition metal atomic number with the largest plasmafrequencies exhibited by the
Hf compounds. Unsurprisingly, HfBrS, the best performing compound analysed in
the paper, is also one of the compounds with largest unscreened plasmafrequencies
indicating the importance of a large plasmafrequency.
6.2.6 Spin orbit coupling
It is well-known that the spin-orbit coupling (SOC) can be significant when heavy
elements like tantalum are present. It has also been shown that spin orbit coupling
does break the spin-degeneracy of 2H-TaS2 at the K-point (Fig. 6.8 (a)). It is however
not expected that this will play an important role for the plasmonic properties of the
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Figure 6.6: Calculated dielectric tensor of 2H-TaS2 based on PBE (full line) and
HSE (dashed line) eigen energies. Real (a) and imaginary (c) parts of
the in-plane component of the dielectric tensor and real (b) and imagi-
nary (d) parts of the out-of-plane component of the dielectric tensor.
metals because the conduction band width is not influenced, the interband edges are
not influenced and the Fermi-velocities only change very slightly. Similar results are
presented in Figure 6.8 (b) for HfBrS leading to essentially the same conlusions.
6.2.7 Charge density waves
It is well known that many of the metallic layered materials enter charge density wave
(CDW) phases when the temperature decreases[28]. However, the critical temperature
for these transitions are below 150 K[109] for 2H-TaS2, 2H-TaSe2, 2H-NbSe2 and 2H-
NbSe2 and granted that the plasmonic applications are supposed to work at room
temperature we do not expect the CDW phase to be important for our results. It is
also not expected that the chalcogen-halogen MXY compounds undergo a CDW-phase
transition due to their larger in-plane units cells which, according to our experience,
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Figure 6.7: Relaxation of the out-of-plane lattice constant c with optB88-vdW and
BEEF-vdW compared with experiments for (a) 2H-TaS2, (b) 2H-WS2
and (c) the relaxed lattice constants with optB88-vdW and the associ-
ated unscreened plasma frequencies.
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Figure 6.8: The effect of the spin-orbit coupling (SOC) on the bandstructure of (a)
2H-TaS2 and (b) 2H-HfBrS.
often reveal the existence of CDW-phases upon relaxation.
6.2.8 Surface plasmons on uniaxial thin films
The description of the surface plasmons on uniaxially anisotropic media is based on
the work of Warmbier, Manyali, and Quandt [110], and the derivation is similar to the
one for isotropic media. The essence of their results is a changed existence condition
for the SPPs on uniaxial substrates derived from the dispersion relation
k2∥ = ε1ε⊥
ε1 − ε∥
ε21 − ε∥ε⊥
ω2
c2
(6.1)
k2⊥,M = ε2∥
ε1 − ε⊥
ε21 − ε∥ε⊥
ω2
c2
(6.2)
k2⊥,D = ε21
ε1 − ε⊥
ε21 − ε∥ε⊥
ω2
c2
, (6.3)
where k⊥,M, k⊥,D are the wave vector components perpendicular to the interface in
the metal and dielectric, respectively, and k∥ is the wave vector component along the
propagation direction. SPPs require Rek∥ > 0 and |Imk⊥,(M,D)| > 0 and therefore
localized modes are supported only when ε∥ < 0 and only when either ε⊥ε∥ > ε21
or ε⊥ > ε1 (for real dielectric functions). Interestingly, while isotropic metals can
only support surface plasmons for ω < ωp/
√
2 (in vacuum), a uniaxial metal support
surface plasmons for ω < ωp as long as ε⊥ > 1 (in vacuum). In contrast to SPPs
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Figure 6.9: Field fraction of the electric field within the metallic component of (a)
the single interface waveguide and (b) the thin-film waveguide.
on isotropic substrates, SPPs on uniaxial substrates generally carry a volume charge
distribution in addition to a surface charge, which is seen from Gauss’ law for the
electric field
ρ = ε0∇ ·E = ik∥
(
1− ε∥
ε⊥
)
ε0Ex. (6.4)
Shorter propagation lengths were generally observed for SPPs on the investigated
uniaxial substrates compared to the noble metals (Figure 4(b) in paper). The reason
is partly a lower group velocity of SPPs in uniaxial substrates but additionally, that
a larger fraction of the electric field contained within the uniaxial substrate as shown
in Figure 6.9(a). This is caused by a larger metallic screening in the noble metals,
compared to the uniaxial metals, which reduces the attenuation length of the electric
field into the substrates. Is is generally found that increasing the out-of-plane dielec-
tric screening, ε⊥, decreases the attenuation length within the uniaxial substrates
which provides a route for decreasing plasmonic losses in uniaxial substrates.
The thin-film wave guiding modes are determined by solving Maxwell’s equations
for a thin film encapsulated in dielectric. Similar to the isotropic metallic thin film
(Sec. 2.3.1) uniaxial substrates support symmetric and anti-symmetric modes, how-
ever, the changed boundary conditions lead to slightly different dispersion relations.
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For a wave-guide centered at z = 0 of width d the solutions for the tangential electric
field within the thin film can be expressed as Ex(r) = E±x (z)e−ik∥x, where ± refer to
the symmetry of the electric field in the z = 0 plane
E±x (z) = E0
(
eik⊥,Mz ± e−ik⊥,Mz) (6.5)
where k⊥,M is the out-of-plane component of the wave vector inside the metallic thin
film. The resulting out-of-plane component is obtained from Gauss’ law ∇ ·D = 0,
E±⊥ = −
ε∥,Mk∥
ε⊥,Mk⊥,M
E0
(
eik⊥,Mz ∓ e−ik⊥,Mz) . (6.6)
Continuity of the tangential electric field at the thin film interface gives the electric
field distribution outside the thin film
E±∥ = E0
(
eik⊥,Md/2 ± e−ik⊥,Md/2
)
eik⊥,D(z−d/2), z > d/2. (6.7)
The continuity of the tangential component of the displacement field DD⊥ (d/2) =
DM⊥ (d/2) then yield the dispersion relations
L− : ε∥,Mk⊥,D + εDk⊥,M coth
(−ik⊥,Md
2
)
= 0, symmetric (6.8)
L+ : ε∥,Mk⊥,D + εDk⊥,M tanh
(−ik⊥,Md
2
)
= 0, anti− symmetric (6.9)
which have been divided into two branches L−, L+ according to common convention
[42]. Compared to the dispersion relations in isotropic thin films (Eqs. (2.20), (2.21))
the expressions above differ in that they involve the in-plane component of the dielec-
tric function. The equations are solved numerically for the real and imaginary parts
of the in-plane wave vector component following the procedure of Dionne et al. [42].
Figure 6.10 shows the dispersion relation of SPPs in silver thin-films of thicknesses
d = 100 nm and d = 10 nm, where the grey scale colors indicate the absolute values of
the left-hand side of the dispersion relations. The thin films are encapsulated in SiO2
of dielectric function ε = 2.1. The hybridization of the SPPs in the 100 nm thin film is
negligible and the symmetric mode shows the same dispersion as the anti-symmetric
mode shown in Figure 6.10(a). In the 10 nm thin film the hybridization is significant
and the anti-symmetric mode (the LRSPP, see Sec. 2.3.1) couples only weakly with
the thin film entailing very broad mode widths (not shown). The symmetric mode (the
SRSPP) couples more strongly with the thin film achieving much larger wave vectors
and sub-wavelength character in correspondence with literature. These conclusions
are consistent with the discussion of Section 2.3.1.
Our study of thin film uniaxial waveguides showed that as the film thicknesses
increase, higher order modes emerge; a property not shared by isotropic metallic
thin-films. Figure 6.11(a) presents the propagating modes of a 200 nm 2H-TaS2 thin
film where higher order modes are observed between frequencies ∼ 0.5− 1.4 eV. The
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Figure 6.10: (a) Anti-symmetric modes in a silver thin film of 100 nm thickness.
(b) Anti-symmetric and (c) symmetric modes in a 10 nm silver thin
film. The shading is given by log10|L±| marked above the plot (for
Imkx = 0.01).
origin of the modes is the hyperbolic nature of 2H-TaS2 (see Sec. 2.5) leading to the
existence of bulk propagating modes within the waveguide, explaining why isotropic
metals do not show such modes. The hyperbolic modes are generally more confined
than the SPP. The higher confinement means that a larger fraction of the electric field
is contained within the thin film, which generally leads to larger losses and shorter
propagation lengths and lifetimes for the hyperbolic modes. The extreme subwave-
length character of the hyperbolic modes and the low group velocities might make
them useful for slow light applications[111, 112], however, for SPP wave guiding it is
not expected that they offer a significant advantage over SRSPPs in thin films which
already offer great confinement. Figure 6.11(b) and (c) shows the anti-symmetric and
symmetric modes of a 5 nm 2H-TaS2 thin film with results resembling the silver thin
film. As the thin film thickness is decreased the higher order hyperbolic modes are
pushed toward larger wave vectors which explains why they are not observed for the
5 nm thin film. The light-like character of the antisymmetric LRSPP mode leads to
very poor confinement and this is the reason that only the symmetric SRSPP mode
have been considered in the paper.
6.2.9 Future directions
A future study could use the insight gained here to search for uniaxial plasmonic
materials that: maximise the onset of interband transitions, maximize the in-plane
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Figure 6.11: (a) Symmetric modes in a 2H-TaS2 thin film of 200 nm thickness. Note
the emergence of higher order modes in the hyperbolic regime 0.5 - 1.4
eV. (b) Anti-symmetric and (c) symmetric modes in a 10 nm thin
film. The shading is given by log10|L±| marked above the plot (for
Imkx = 0.01).
plasmafrequency and maximize the out-of-plane dielectric function. This would lead
to a smaller electric field fraction within the thin films and longer propagation lengths
and lifetimes but worse confinement.
To avoid compromising confinement, it is necessary to lower the intrinsic ohmic
losses of the materials. We have hypothesized that the reduced dimensionality of
layered materials make it more likely for them to exhibit the special metallic band
structure in which metallic bands are separated from other bands by finite energy gaps.
By screening the layered halides we have already found the metastable 1T-GaCl2
whose bandstructure is almost a perfect replica of the elusive loss-less metal (Fig.
6.12), however, it is unlikely that 1T-GaCl2 is thermodynamically stable when taking
into account other competing phases. A future study could screen for experimentally
known layered materials to test the hypothesis and explore the existence conditions
for these special band structure characters.
It was observed that the energy gap to the valence bands closed in 2H-TaS2 when
constructing the bulk crystal from the monolayer (Fig. 2 in paper). This should entail
even lower density of states for scattering for monolayer H-TaS2 compared to bulk
2H-TaS2 and a future study could investigate the properties of monolayer H-TaS2
with special focus on the consequences of the special band structures.
A waveguide medium like 2H-TaS2 provides a way of guiding both photonic and
electric signals in the same medium through its finite conductivity, SPPs and hyper-
bolic modes. It has been argued that this is necessary to achieve integrated electronic-
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Figure 6.12: Band structure of 1T-GaCl2. It is stressed that this material is only
meta-stable.
photonic circuits[1] and we believe that this kind of hybrid wave guide is a step in
the right direction.
6.3 Paper III: Layered materials with hyperbolic light
dispersion
Due to the lack of artificial structuring in natural hyperbolic materials, the limit on
the achievable Purcell factor is set either by the distance of the dipole to the substrate
or non-local effects that reduce the metallic screening for very short wavelengths (Sec.
2.5.1). We have investigated the importance of spatial dispersion by implementing
the non-local effects in the dielectric function of our layered materials by
ε∥(ω, k∥) = 1−
ω2p
ω(ω + iη)− β2k2∥
(6.10)
ε⊥(ω) =
ω2p
ω(ω + iη) , (6.11)
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Figure 6.13: The Purcell factor calculated with and without spatial dispersion for
varying distance between the dipole and the substrate.
where β =
√
3
5vF with the fermi-velocity vF[77]. Evident from the above expressions
is that the wave-vector dependence is only included in the in-plane component of
the dielectric function. This is due to the anticipation of a small out-of-plane Fermi
velocity originating from the weak interlayer hybridization which is confirmed by
inspecting the bandstructures of the layered materials presented in Paper II. Given
that a hyperbolic response requires a negative in-plane dielectric function, it is clear
from Eq. (6.10) that the main effect of the non-local effects is to limit the hyperbolic
response to wave-vectors smaller than the characteristic non-local wave vector knl <
ω/β.
The importance of spatial dispersion on the Purcell factor is determined by the
distance of the dipole to the substrate by the exponential term in the integrand of Eq.
(2.61). For the specific case of 2H-TaS2, we accounted for the non-local effects by the
model presented above using a fermi-velocity of 3 × 105 m/s which was determined
by inspecting the bandstructure of 2H-TaS2. The results are presented in Fig. 6.13.
From these results it is concluded, that the effect of spatial dispersion is safely ignored.
EMT was employed to determine the hyperbolic regimes of heterostructures of the
investigated layered materials. As argued in Paper I, EMT can break down for large
layer thicknesses due to interference effects between multiply reflected beams as well as
in the atomically thin layer limit, due to quantum mechanical hybridization effects at
the interfaces. In Figure 6.14(a), we investigate the effects of interface hybridization
on the dielectric function of doped graphene-boron nitride heterostructures when
varying the number of layers of each component. The doping level is set to +0.5
eV in the graphene layers. In correspondence with Paper I, discrepancies are found
between the predicted EMT dielectric function and the calculated dielectric functions.
However, since the description of the hyperbolic regimes is mainly determined by the
in-plane plasma frequency, which is fairly well-described by EMT, we conclude that
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hexagonal boron-nitride and (b) by analyzing the dielectric properties
of multilayered 2H-TaS2.
the hyperbolic regimes are reasonably described by EMT.
The difference in electronic structure of graphene compared to the TMDs means
that it is not clear whether these conclusions are valid in general. We have therefore
tested our conclusions on heterostructures of 2H-TaS2 and vacuum. The vacuum was
needed since no other semi-conducting TMD matches the lattice constant of 2H-TaS2.
It is however not expected to be important for the investigation of the accuracy of
EMT. The results are presented in Figure 6.14(b) which ratifies the conclusions.
Figure 6.15(a) presents Purcell factors for a few of the metallic and one semi-
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Figure 6.15: Purcell factors for some of the naturally hyperbolic materials compared
with the silver-SiO2 metamaterial. The full lines mark the hyperbolic
regimes (as predicted by EMT for the metamaterial) and dashed lines
are drawn if the materials are not hyperbolic.
conducting TMD compared to graphite and a silver-SiO2 hyperbolic metamaterial.
The hyperbolic regimes are marked by full lines, dashed lines mark metallic or elliptic
regimes. The Purcell factor of semiconducting 1T-ZrS2 is dominated by quenching
above the band gap, i.e., non-radiative decay due to excitement of electron hole
pairs (Sec. 2.5.1), and it is not possible to see a signature of the enhanced decay
rate due to hyperbolic propagating modes in the hyperbolic regime (∼ 2.5 − 2.9
eV). Similar results are obtained for graphite (shown) and the other semi-conducting
TMDs (not shown). Below the band gap the Purcell factor only achieves a modest
near unity value originating from reflection due to the real part of the dielectric
function. The metallic TMDs in general show much larger Purcell factors for lower
frequencies. Furthermore, clear signatures of the hyperbolic regimes, manifesting as
shoulders or peaks in the Purcell factors, shows that quenching do not dominate
the hyperbolic response of the metals for low frequencies in contrast to the semi-
conducting hyperbolic materials. For higher frequencies, quenching from interband
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transitions again dominate the Purcell factor of the metals.
Figure 6.15(b) shows the normalized propagation length through the hyperbolic
material, k∥/Im k⊥. By comparing the results of 2H-TaS2 with and without HSE
(Sec. 6.2.4), it is clear that the origin of the long propagation lengths is its special
bandstructure, since the only difference between these results are the size of the
energy gaps surrounding the metallic bands. Furthermore, the effect of the crystal
structure is highlighted if the results are compared to 1T-TaS2 which has much smaller
propagation lengths due to the wider conduction bands (Fig. 6.4(c)).
CHAPTER7
Implementation
A considerable part of the work associated with this thesis has consisted of developing
and optimizing code for the calculation of the optical properties of matter. This
chapter goes into details with the important aspects of the code and the contributions
that have been made. The most important contributions consist of implementing the
optical response for metallic systems, reducing the computational costs by applying
crystal symmetries and implementing the linear tetrahedron method for Brillouin
zone integrals using Delaunay triangulated grids.
7.1 GPAW
The implementation has been performed in the electronic structure code GPAW[113].
GPAW implements the projector augmented wave (PAW) method [114, 115] for expan-
sion of wavefunctions close to the atomic cores. This reduces the size of the basis sets
needed to converge electronic structure calculations by replacing the strongly oscillat-
ing electronic wavefunctions close to the atomic cores by smoothly varying functions.
This substitution is enabled by a well-defined transformation from ’smooth’ to ’hard’
wave functions which additionally means that the ’hard’ wave functions can always
be retrieved from their smooth counter parts.
7.2 Python
The implementation has primarily been written in Python. Python is a high-level
programming language that provide many useful tools for the scientific community.
It can, in some cases, have a large computational overhead compared to lower level
languages like C and Fortran, however, this can typically be overcome by employing
pre-compiled Python packages where time-consuming operations have been imple-
mented in lower level languages interfaced with Python. SciPy is a specific Python
package that provides many of the tools needed in the implementation of the response
code, such as, Voronoi tesselation, Delaunay Triangulation and an efficient KDTree
implementation. To implement those tools would have been time-consuming, and the
programming effort was significantly reduced by employing these pre-made solutions.
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7.3 Calculating the response functions
At a basic level, optical properties of matter are derived from the dielectric function as
described in Chapter 2. In the RPA approximation the dielectric function is derived
from the non-interacting density response function as shown in Chapter 3.3.
For the present purposes, the non-interacting density response function is pre-
sented as (Sec. 3.4)
χ0G,G′(q, ω) =
1
(2pi)3
∑
n,m
∫
BZ
dk fnk − fmk+q
ω + iη + ϵnk − ϵmk+q×
⟨nk|e−i(q+G)·r|mk+ q⟩⟨mk+ q|ei(q+G′)·r′ |nk⟩. (7.1)
This expression reveals the tasks that are involved in its calculation: A sum over
bands and an integration over the Brillouin zone.
7.4 Linear tetrahedron method
A typical bottleneck in the calculation of the density response function is the Bril-
louin zone integral. The convergence of the integral depend on the specific material
investigated, however, even for the optical properties of the simplest materials (with
well-behaving integrands) they are slowly converging. To reconcile this with the
well-known fact that GW total energy calculations converge comparably fast with a
number of k-points[116, 117], we need to bring attention to the fact that frequency
integrals of the screened interaction is taken in these methods, which typically con-
verge faster. The large number of k-points needed for an accurate calculation of
optical properties is thus related to the fact that we want the frequency resolved
dielectric function rather than some integral of it.
The Brillouin zone integral is often approximated as a simple sum of the discretely
sampled Brillouin Zone
1
(2pi)3
∫
BZ
dk→ 1Ω
∑
k∈BZ
(7.2)
as assumed in Section 3.4. Given the fact that the k-point integration is a typical
bottleneck for the calculation of the density response function other approximations
for the integral has been explored previously. The linear tetrahedron method[118] is
an example of a higher order approximation that interpolates the integrand between
nearby k-points. In the linear tetrahedron method the volume of the Brillouin zone is
filled with non-overlapping tetrahedrons, within which each eigenvalue is interpolated
linearly. The division of the IBZ into tetrahedrons is done by a Delaunay triangula-
tion[119]. SciPy contains the tools to compute such triangulations which is ultimately
why this specific triangulation was chosen. By interpolating the eigenvalues between
neighboring k-points it is possible to perform the k-point integrals analytically within
each tetrahedron.
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MacDonald, Vosko, and Coleridge [118] applied this method to response functions
of similar form to the density response function, taking advantage of the spectral
representation of the density response function given by
χ0(ω) = lim
η→0
∫ ∞
−∞
dω′ A(ω
′)
ω − ω′ + iη (7.3)
where A(ω) = Imχ0(ω) is known as the spectral function and is given by
AG,G′(q, ω) =(−ipi) V(2pi)3
∑
n,m
∫
BZ
dk (fnk − fmk+q)δ(ω + ωnm(k))×
⟨nk|e−i(q+G)·r|mk+ q⟩⟨mk+ q|ei(q+G′)·r′ |nk⟩, (7.4)
where ωnm(k) = ϵnk − ϵmk+q. The appearance of delta-functions makes the spectral
function a nicer quantity to work with, since it turns the Brillouin zone volume
integral into surface integrals over constant frequency surfaces. MacDonald, Vosko,
and Coleridge [118] showed that the spectral function could be expressed as a sum
over all tetrahedrons as
A(ω) =
Ntet∑
i=1
V igi
4∑
k=1
IikF
i
k (7.5)
where we have suppressed all arguments to the spectral function other than the fre-
quency for simplicity. The inner k-sum runs over all vertices of a single tetrahedron,
V i is the volume of the i’th tetrahedron, gi is the contribution to the joint density of
states of the i’th tetrahedron, Iik a weighted average of the integrand of the spectral
function evaluated at the vertices F ik
F ik = (fnk − fmk+q)⟨nk|e−i(q+G)·r|mk+ q⟩⟨mk+ q|ei(q+G
′)·r′ |nk⟩, (7.6)
and the outer i-sum runs over all tetrahedrons. In practice, this is implemented
as a point summation over all k-point with frequency dependent weights to ease
parallelization.
The results obtained by MacDonald are reiterated here for reference. Given a
tetrahedron with vertices at k1, k2, k3 and k4, ordered after increasing transition
frequencies, where the transition energies at each vertices are given by ω1, ω2, ω3 and
ω4, the contribution to the spectral function can be divided into five cases depending
on the frequency ω:
Case (i) ω < ω1
The tetrahedron does not contribute to the integral.
Case (ii) ω1 < ω < ω2
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In this case we have,
fn,m =
ω − ωm
ωn − ωm (7.7)
gi = 3n
i
ω − ω1 (7.8)
ni = f2,1f3,1f4,1 (7.9)
Ii1 =
1
3(f1,2 + f1,3 + f1,4) (7.10)
Iik =
fk,1
3 , k = 2, 3, 4. (7.11)
Case (iii) ω2 < ω < ω3
gi = 3∆4,1
(f2,3f3,1 + f3,2f2,4) (7.12)
Ii1 =
f1,4
3 +
f1,3f3,1f2,3
gi∆4,1
(7.13)
Ii2 =
f2,3
3 +
f22,4f3,2
gi∆4,1
(7.14)
Ii3 =
f3,2
3 +
f23,1f2,3
gi∆4,1
(7.15)
Ii4 =
f4,1
3 +
f4,2f2,4f3,2
gi∆4,1
(7.16)
Iik =
1
3fk,1, k = 2, 3, 4 (7.17)
∆n,m = ωn − ωm (7.18)
Case (iv) ω3 < ω < ω4
gi = 3(1− n
i)
ω4 − ω (7.19)
ni = 1− f2,1f3,1f4,1 (7.20)
Iik =
fk,4
3 , k = 1, 2, 3 (7.21)
Ii1 =
1
3(f4,1 + f4,2 + f4,3). (7.22)
(iv) ω4 < ω
The tetrahedron do not contribute to the integral.
These expressions have been implemented in GPAW for the calculation of the
density response function. Examples of the convergence of the method was presented
in Section 6.1.
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7.5 Symmetries of the dielectric function
The computational effort spent on calculating the dielectric function for realistic
systems can be substantial, and as argued a large part of the effort is be spent in
the calculation of the Brillouin zone integral. In addition to the linear tetrahedron
interpolation scheme, it is possible to reduce the computational complexity of the
integrals by considering the symmetries that the integrand of the spectral function
possess.
Symmetries are in practice represented by operators working on real space coor-
dinates. The inversion operator, for example, is defined as the operator that inverts
coordinates, i.e., Uˆf(r) = f(Uˆr) = f(−r). If a symmetry operator commutes with
the Hamiltonian
UˆHˆΨ = Hˆ(UˆΨ) = E(UˆΨ), (7.23)
then given a solution Ψ with eigenvalue E of Schrödingers equation entails that
UΨ will also be a solution with eigenvalue E. The existence of symmetries makes
some k-points equivalent. To see this we use Bloch’s theorem which states that the
translational invariance leads to the following form of eigenstates
ψ(r) = ψnk(r) = e−ik
T runk(r), (7.24)
where k ∈ BZ is the Bloch momentum and n is a band index. The Bloch states
transform under symmetry operations according to
Uˆψnk(r) = ψnk(Uˆr) = Uˆ
(
e−ik
T runk(r)
)
= e−ik
T Uˆrunk(Uˆr) (7.25)
= e−i(Uˆ
−1k)T runk(Uˆr) = e−i(Uˆ
−1k)T runk(Uˆr) (7.26)
= ψnUˆ−1k(r) (7.27)
where we have used the unitary property UT = U−1. The result shows that wave-
functions at different k-points k′ = Uˆ−1k can be related by crystal symmetries. For
practical applications it is useful to summarize the above result as
ψnUˆk(r) = ψnk(Uˆ
−1r). (7.28)
To see how symmetries are employed to reduce the Brillouin zone integration the pair
density is written as
MnmG (k,q) =
∫
drψ∗nk(r)e−i(q+G)·rψmk+q(r). (7.29)
If a symmetry operator satisfying Uˆk = k′ exists then
MnmG (k′,q) =MnmG (Uˆk,q) (7.30)
=
∫
drψ∗
nUˆk(r)e
−i(q+G)·rψmUˆk+q(r) (7.31)
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To make further progress it is assumed that Uˆq = q,
MnmG (k′,q) =
∫
drψ∗
nUˆk(r)e
−i(q+G)·rψmUˆ(k+q)(r) (7.32)
=
∫
drψ∗nk(UˆT r)e−i(q+G)·rψmk+q(UˆT r). (7.33)
Letting UˆT r→ r′ leads to,
MnmG (k′,q) =
∫
drψ∗nk(r)e−i(q+G)·Uˆ
−T rψmk+q(r) (7.34)
=
∫
drψ∗nk(r)e−i(q+Uˆ
−1G)·rψmk+q(r) (7.35)
=Mnm
Uˆ−1G(k,q) (7.36)
This result shows that the pair-densities at k′ corresponds to a reshuffling of the pair-
densities at k. The assumption Uˆq = q corresponds to restricting applicable crystal
symmetries to the so-called ’little group’ of q.
In the optical limit q → 0 all crystal symmetries can be applied as shown below.
In this case the momentum matrix elements are written as
Nnm(k) =
∫
drψnk(r)∇ψmk(r) (7.37)
and it is assumed that there exist a crystal symmetry such that Uˆk = k′. The
resulting relationship of the momentum matrix elements is
Nnm(k′) = Nnm(Uˆk) (7.38)
=
∫
drψ∗
nUˆk(r)∇ψmUˆk(r) (7.39)
=
∫
drψ∗nk(Uˆ−1r)∇ψmk(Uˆ−1r) (7.40)
=
∫
drψ∗nk(r)Uˆ∇ψmk(r) (7.41)
= UˆNnm(k) (7.42)
To apply the symmetry operations the density response function is written as
χGG′(ω,q) =
2
Ω
∑
nmk
∆fnmk ∆εnkk MnmG (k,q) (MnmG′ (k,q))
∗ (7.43)
where ∆fnmk = fnk − fmk+q, ∆εnkk = 1ω+iη+εnk−εmk+q − 1ω+iη−(εnk−εmk+q) and
MnmG (k,q) = ⟨nk|e−i(q+G)·r|mk+ q⟩. Regarding the matrix elements as a vector in
G the action of a symmetry operator can be written as(
UMnm(k,q)
)
G =M
nm
Uˆ−1G(k,q). (7.44)
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Writing the density response function as a matrix in G,G′ then results in
χ(ω,q) = 2Ω
∑
nmk
∆fnmk ∆εnmk Mnm(k,q)Mnm(k,q)†.
A common notion in group theory is the star of a particular k-point, which denotes
the set of symmetry related k-points obtained by employing all symmetries on some
k-point. Dividing the above k-point sum into a sum over stars we can write
χ(ω,q) = 2Ω
∑
nm⋆
∆fnm⋆ ∆εnm⋆
∑
k∈⋆
Mnm(k,q)Mnm(k,q)†. (7.45)
Introducing the symmetry operators by Eq. (7.44), and taking into account the special
case that high-symmetry k-points are mapped into themselves by some symmetry
operations by introducing the number of k-points in each star as N⋆, the density
response function reduces to
χ(ω,q) = 2ΩNU
∑
U
U
(∑
nm⋆
∆fnm⋆ N⋆∆εnm⋆ Mnm(⋆,q)Mnm(⋆,q)†
)
U†. (7.46)
where NU is the number of symmetry operators in the little group of q (i.e. the
character of the group). From this expression we are inspired to define the irreducible
χ
χirred.(ω,q) = 2ΩNU
∑
nm⋆
∆fnm⋆ N⋆∆εnm⋆ Mnm(⋆,q)Mnm(⋆,q)†. (7.47)
The density response function can then be obtained as
χ =
∑
U
Uχirred.U†. (7.48)
In the case of the tetrahedron method, where no tetrahedrons are mapped into
themselves, the irreducible density response function is simply
χirred.(ω,q) = 2Ω
∑
T∈IBZq
χ
T
(ω,q) (7.49)
where χ
T
is the contribution to the density response function from a single tetra-
hedron. Eq. (7.48) is of practical importance because it shows that the crystal
symmetries can be implemented as a simple post-processing of the irreducible density
response function. This significantly simplifies the implementation of the symmetry
operations and essentially boils down to determining the mapping of reciprocal lattice
vectors under symmetry operators.
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(a) Map (b) Mirror (c) Voronoi
Figure 7.1: Example of the algorithm used for determining the IBZ for the case of
a material with 4-fold symmetry. (a) A random point is mapped out by
the symmetry operations. (b) The point are mirrored in the BZ edges.
(c) The Voronoi diagram is calculated. The colored areas are all valid
choices for the irreducible zone.
7.6 The irreducible Brillouin zone
When employing symmetries, the k-point integral of the density response function is
taken over the irreducible Brillouin zone (IBZ) of the little group of q. This section
details the general algorithm implemented for determining the IBZ given any set of
symmetry operators in any crystal. Furthermore, an algorithm for folding out the
lattice IBZ to the crystal IBZ is explained which is used to avoid skewed IBZs when
no mirror planes are present in the symmetry group.
The most common sampling of the BZ used in electronic structure calculations is
the Monkhorst-Pack construction [120]:
BZ = {k | k1b1 + k2b2 + k3b3, k1, k2, k3 ∈ [−1/2, 1/2[} (7.50)
where b1,2,3 are reciprocal lattice vectors. This construction is normally sufficient,
but suffers from the fact that it need not be invariant under crystal symmetry trans-
formations, which can cause difficulties if the k-point integral is reduced using crystal
symmetries.
To avoid this problem we employ the Wigner-Seitz construction of the Brillouin
zone, which is invariant under crystal symmetries[121]. In this construction, the
Brillouin zone is defined as the volume of points closer to the origin than any other
reciprocal lattice vector, which is actually a special case of the so-called Voronoi
diagram in mathematics. This fact makes it exceedingly easy to determine the BZ,
since packages for calculating the Voronoi diagram for a collection of points already
exist.
The tools provided by Python and its associated packages also makes it easier to
determine the IBZ, however, it is not quite as straight-forward as calculating the BZ.
For the point summation integration method it is not necessary to care about how the
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irreducible k-points are located throughout the BZ, since they are not related to their
neighbouring points, so the irreducible k-points are simply determined by picking one
random k-point of out each k-point star (see the previous section for definition of
a star). This is clearly not true in the tetrahedron method where it is important
that the irreducible k-points are not chosen randomly but rather chosen to be in the
vicinity of each other. This is further complicated by the fact that there can exist
many choices for the IBZ.
The implemented algorithm for determining the IBZ is explained pictorially in
Figure 7.1 for the case of a two-dimensional BZ with a 4-fold rotational symmetry
and the following paragraph explains the logic of the algorithm.
By picking a random point and mapping it around the first BZ using the symmetry
operators (Fig. 7.1(a)) it is possible to determine the positions in reciprocal space
that is described by the initial random point. The irreducible zone can then be
thought of as the neighbourhood of this initial point, which in practice is obtained
from the Voronoi diagram of the mapped set of points constrained to the first BZ. The
constraint can be implemented by mirroring the mapped points in the boundaries of
the BZ (Fig. 7.1(b)) and taking the Voronoi diagram as shown in Figure 7.1(c) where
the possible irreducible zones are shaded by different colors.
For materials with no mirror planes in their symmetry group, the algorithm above
can result in irregularly shaped IBZs, as evident from 7.1(c) where the IBZ zone
edges are dependent on the random point chosen initially. This is not a fundamental
problem but it can lead to irregularly shaped tetrahedrons which should be avoided
if possible, as it is detrimental to the performance of the linear tetrahedron method.
The user is therefore offered to build the irreducible in units of the IBZ of the lattice
group, which usually is of a more regular shape. The construction of the IBZ of
the lattice group is performed using the algorithm above, and then folded out to the
irreducible zone of the crystal group.
Again there is a degree of arbitrariness as to how this unfolding can be performed.
If the lattice symmetry group is GL and the crystal symmetry group is GC then
this folding is in practice performed by partitioning GL in cosets of GC , e.g., if the
character of GL is 8 and the character of GC is 4 due to a broken mirror symmetry ΓM ,
then the lattice group can be regarded as two cosets of the crystal group {GC , GCΓM}.
The mapping of the IBZ of GL to the IBZ of GC is then obtained by choosing one
operator from each of the cosets. To ensure that the mapped IBZ is not disjoint,
all possible mappings are tested and only mappings that minimize the IBZ volume
are accepted. Two operators G1, G2 of GL belong to the same right coset of GC if
and only if G−11 G2 ∈ GC which provides an easy way of determining the right cosets
mentioned above. Fig. 7.2 show an example of this algorithm in practice for the same
case of a material with a 4-fold symmetry from, where the result is seen to conform
more nicely with the lattice IBZ as opposed to Fig. 7.1(c).
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(a) Determine lattice IBZ (b) Partition in cosets (c) Pick adjacent units
Figure 7.2: Example of the algorithm used for folding the lattice IBZ out to the
crystal IBZ. Starting from (a) the lattice IBZ, (b) the lattice group is
partitioned into cosets (shaded by green and blue) of the crystal group
from which (c) the crystal IBZ can be obtained by picking adjacent
units in each coset. In (c) each shaded region indicates a valid IBZ.
CHAPTER8
Conclusion
In this thesis we have considered the properties of layered materials for optical appli-
cations. Compared to two-dimensional and three-dimensional materials layered ma-
terials can be thought of as an intermediate of the two; the materials are not strictly
two-dimensional but do inherit some properties of their two-dimensional equivalents.
The focus of the thesis have been on the nano-optical properties of the layered mate-
rials, in particular their properties in plasmonic and metamaterial applications.
By investigating the dielectric properties of graphene-hexagonal boron nitride het-
erostructures we have shown that the effective medium theory approach is limited in
its validity for atomically thin components. To remedy this deficiency we propose an
extension of effective medium theory which takes into account the changed electronic
properties at the interfaces of the heterostructure and show that this extension entails
an improved description of the heterostructure properties.
We have shown how the special bandstructure of some layered materials like 2H-
TaS2 might lead to a suppression of the optical losses due to a reduction in the
density of states for scattering. The special bandstructures are characterized by an
intermediate metallic band surrounded finite energy gaps which resemble the ’elusive
loss-less metal’ model bandstructure[63]. We show that the constant relaxation rate
approximation for the optical losses is not a good approximation for these materials
and propose a simple model based on the joint density of states to account for a
reduction in the density of states for scattering. Our results gives hope to the fu-
ture of plasmonics by showing that metals with such exotic bandstructures do not
solely belong to the realm of theoretical physics. These discoveries could motivate
future investigations of the existence conditions for these special bandstructures and
in particular test the hypothesis given in one of the papers that the band structure
character is related to the low-dimensional character of the materials.
Based upon the principle of minimizing the density of states for scattering we
propose a new class of layered materials consisting of mixtures of transition metal,
chalcogen and halogen atoms which significantly reduce the optical losses. We show
that these metals might find application as thin-film wave guides where they are
expected to show superior lifetimes and comparable propagation lengths compared
to silver. Additionally, layered materials might in fact be more suited for thin film
fabrication since their internal layering makes it easier to minimize surface roughness
and we expect out discoveries will motivate further research.
We have shown that layered materials generally are natural hyperbolic materials,
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due to their intrinsic crystal anisotropy, that is likely to lead to a scenario where the
signs of the in-plane and out-of-plane dielectric response differ sign. Furthermore,
we show that a consequence of the diverse electronic properties of the TMDs the
hyperbolic spectral ranges span frequencies from the infrared to the UV. Possibly,
the most intriguing property of layered and 2D materials is their ability to form
heterostructures with virtually any 2D material, and we show how heterostructuring
can help to fine-tune the hyperbolic responses to practically any frequency regime.
Finally, we have shown that the lack of internal structuring in natural hyperbolic
materials lead to Purcell factors that are orders of magnitudes greater than layered
hyperbolic metamaterials.
CHAPTER9
Hull energies and HOF
for MXY compounds
Here we present the calculated HOF and energy the convex hull of competing phases
for all the MXY compounds.
Formula Hull (eV) HOF (eV)
HfClO -27.84 -28.58
HfClS -19.78 -19.66
HfClSe -18.14 -17.62
TiClO -24.50 -28.05
TiClSe -16.09 -16.58
ZrClO -28.13 -30.32
TiClS -17.43 -18.51
ZrClSe -18.79 -19.31
ZrClS -20.29 -21.29
HfBrO -23.43 -25.64
HfBrSe -13.72 -14.78
HfBrS -15.36 -16.94
TiBrO -21.84 -24.93
Formula Hull (eV) HOF (eV)
ZrBrO -26.50 -27.45
TiBrS -14.77 -15.69
TiBrSe -13.44 -13.78
ZrBrSe -17.16 -16.55
ZrBrS -18.66 -18.55
HfIO -22.30 -22.35
HfISe -12.60 -12.01
TiIO -19.63 -21.40
HfIS -14.24 -14.05
ZrIO -23.08 -24.29
TiIS -12.57 -12.90
ZrIS -15.24 -15.87
TiISe -11.23 -10.99
ZrISe -13.74 -13.89
Table 9.1: Calculated heat of formation and hull energies for chalcogen-halogen mix-
tures..
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