The gravity gradient tensor (whose components are the second derivatives of the gravitational potential) is a symmetric tensor that, ignoring the constraint imposed by Laplace's equation, contains only six independent components. When measured on a horizontal plane, these components generate, in the spectral domain, six power spectral densities (PSDs) and fifteen cross-spectra. The cross-spectra can be split into two groups: a real group and a pure imaginary group. If the source distribution is statistically stationary, 1D spectra can be found from the 2D spectra via the slice theorem. The PSDs form two power-sum rules that link all gradient components. The power-sum rules, in combination with further equalities between the power and crossspectra, reduce the number of independent spectra to 13, a number reduced to seven if the power spectrum of the potential is assumed isotropic. The power-sum rules, cross-spectral phases, and coherence between components all provide information on the internal consistency of a set of gradiometry measurements. This information can be used to assess the noise, to determine the isotropy, and, for a self-similar source, to calculate the scaling factor and average depth. When applied to a data set collected in the North Sea, the power-sum rules reveal high-frequency noise that is distributed among only three of the gradient components; additionally, the coherences reveal the source to be anisotropic with a nonzero correlation length.
INTRODUCTION
Measurements of the second derivatives of the earth's gravitational potential, or gravity gradiometry, have long been part of geophysical exploration. In the early 20th century, Eotvös torsion balances were widely used to measure the horizontal gravity gradient before being superseded by gravimeters in the 1930s (Telford et al., 1990) . More recently, practical gradiometer systems capable of rapidly measuring all components of the gravity gradient tensor have been developed (Jekeli, 1993; Bell et al., 1997) . The great interest in gradiometer systems stems principally from the insensitivity of gradiometers to linear accelerations. This insensitivity makes them ideal for use in moving environments such as on a ship or aircraft, where the inevitable accelerations of the platform make vertical gravity measurements difficult and error prone. A review of the characteristics of gradiometry can be found in Bell et al. (1997) .
In total, nine gradients form the elements of the gravity gradient tensor Γ: 
where U is the gravitational potential, and the subscripts refer to differentiation with respect to the Cartesian axes. In free space the gravitational potential obeys Laplace's equation and the gradient tensor is traceless. Also, as a result of the commutativity of the differential operators, the gradient tensor is symmetric. Because of these properties, the gradient tensor contains only five independent components. However, measurement noise will result in the apparent violation of Laplace's equation, so we treat U zz as a sixth independent component. Further details on the gradient tensor are given in Pedersen and Rasmussen (1990) .
All current commercial gradiometers are based on a design that uses opposing pairs of accelerometers set on a rotating disk. By combining the rotation of the disk and measurements of the differences in acceleration between the accelerometers, we can measure one gradient component and the difference between two of the other gradient components (Lee, 2001) . A minimum of three disks set at an angle to each other (Brzezowski and Heller, 1988) are required to measure the full gradient tensor; this results in a complex system with a minimum of 15 parameters (six accelerations and nine angles). For such a complicated system we ask, "How consistent are the measured gradient components with each other, considering that all of the components are bound together by the form of the potential?" This paper presents relationships that exist in the spectral domain and that provide a means of answering this question.
The theory section details the formalism that is at the heart of our paper -namely, the transformation of Γ into the spectral domain. In the spectral domain the six components of the gradient tensor generate six power spectral densities (PSDs) and 15 cross-spectra, which form the basis of our data analysis. Using the derived form of the PSDs, we show that two rules relate the U zz component to the other gradient components via simple addition; these rules are akin to the power-sum rule given for the magnetic case by Parker and O'Brien (1997) . In addition, we show that six further equalities exist between the different spectra and that all of the cross-spectra are either real or pure imaginary. These relationships are given for both 2D gridded data and, assuming statistical stationarity of the source distribution, 1D line data. If we additionally assume isotropy, the 1D spectra simplify considerably.
We demonstrate the spectral relationships using two different numerical realizations of stochastic models, characterized by the value of a scaling constant β. One model is based on a source distribution that is uncorrelated on all length scales (β = 0), and another model is based on a self-similar source distribution (Maus and Dimri, 1994) where β = 3. The powersum rules are corroborated in both simulations, and the coherences of the cross-spectra are shown to agree with theoretical values. However, the difference between the two models shows that increasing the scaling constant steepens the decay of the PSDs. More interestingly, as the scaling constant becomes large, the coherences between the different gradient components smooth out so they are constant with a value of 1 or 1/3 over the entire spectral domain.
Last, we show the spectral results of a shipborne gradient survey conducted over a small region of the North Sea. The form of the derived spectra means that the potential cannot be self-similar or isotropic and that either the source distribution cannot be considered statistically stationary or that there must be significant error present in the measured gradient components. In particular, the power-sum rules indicate that error is not evenly distributed among the components.
THEORY
We stated earlier that the gradient tensor is symmetric, and we derive here the spectral characteristics of its six independent components. We do not use the traceless property of the gradient tensor because noise in real data will mean that Laplace's equation will not be exactly obeyed, and it is useful to have an analytic expression for the PSD of the U zz component. We work on a flat earth using Cartesian coordinates (x, y, z) where the positive z-direction points downward into the earth. We define the 2D Fourier transform as
where k x and k y , the wavenumbers in the x-and y-directions, are the components of the wave vector k.
The upward-continuation formula between a surface at height z = 0 and another surface at height z = h can be written as the convolution (Blakely, 1996) U
We now use the convolution theorem to write the upwardcontinuation formula, equation 3, as
This equation is valid for any arbitrary field; however, we concentrate on second-order statistically stationary fields for which U (x, y, 0) is treated as a random variable with a mean and variance independent of x and y. The appropriate spectral-domain representation for a statistically stationary variable is the PSD (S[X](k)), defined as the Fourier transform of the autocovariance function of the stationary random function X (Percival and Walden, 1993) . We rewrite the Fourier-domain convolution formula, equation 5, as the PSD equation
The Fourier transform of ν (Blakely, 1996) is
where |k| is the magnitude of the wave vector |k| = k 2 x + k 2 y . By substituting the transform of ν (equation 7) into the power spectral form, equation 6, and differentiating, the six PSDs are found to be
where
y , we see that equations 8-13 are related to each other by (14) which are the 2D power-sum rules. Parker and O'Brien (1997) show that for a statistically stationary field, the 1D PSD P [X](k x ) of a single data line through a 2D field is related to the 2D PSD via the slice theorem:
where k x is parallel and k y is perpendicular to the direction of the profile on which the data are acquired. Applying the slice theorem to the 2D PSD equations, we obtain
With the 1D PSDs (equations 16-21), we are in a position to rewrite the summation law given in equation 14 for the 1D case:
Equation 22 is the gravity gradient equivalent of the powersum rule in Parker and O'Brien (1997) for magnetic vector measurements. As a consequence of the power-sum rules, a statistically stationary source has only four independent PSDs.
In deriving the 2D and 1D power-sum rules (equations 14 and 22, respectively), we assume stationarity throughout. However, even if stationarity does not apply, we can always fall back on the Fourier-domain upward-continuation formula, equation 5, and write
A similar derivation to that described by equations 6-14, would then find the same summation rules. The 1D spectra, however, depend on the existence of the slice theorem, which in turn requires stationarity; consequently, 1D spectra require an assumption of stationarity. We illustrate the difference between the 1D and 2D powersum rules in Figure 1 , where the 1D power-sum rules fail to hold for a data line over a gravitational point source while the 2D rules remain good. Nonetheless, because the spectral forms are similar for the 1D and 2D cases and because we believe considerable information can be found from 1D data, we concentrate on 1D line data throughout the rest of this paper.
Cross-spectra
Cross-spectra P × [X, Y ](k x ) are defined as the Fourier transform of the crosscorrelation function (Percival and Walden, 1993) ; the cross-spectra between the gradient tensor components are derived in a manner similar to the PSDs. We give the 15 relevant cross-spectra in Appendix A. With the crossspectra and the PSDs we can also calculate the coherence γ 2 , which is defined as
Figure 1. An illustration that stationarity is required for the 1D power-sum rules (equation 22) but not for the 2D power-sum rules (equation 14). (a) The three equalities -
of the 1D power-sum rules, obtained from a profile (256 data points set 1 m apart) running directly over a gravitational point source.
taken from the diagonal of the 2D spectrum of a 2D survey (256 × 256 points set on a 1 × 1-m square lattice) over an identical point source. The 1D rules are broken, while (excluding high wavenumbers) the 2D rules are obeyed. In both cases the point source had a mass of 10 10 kg and was set at a depth of 3 m.
From inspection of the cross-spectra and PSD equations, we see that
These relationships combined with the power-sum rules (equation 22) mean that only 13 independent gradient spectra exist. Additionally, we see from the cross-spectral equations that the cross-spectra are all either real or pure imaginary (see Table 1 ). If we write the cross-spectra in terms of their amplitude and phase, we see that real cross-spectra can only have phases of 0 or π and pure imaginary cross-spectra only have phases of ±(π/2). These phase results provide powerful checks on the consistency of any gradient signal and are summarized in Table 1 .
Isotropy
An important special case of this spectral theory is when the 2D PSD is assumed isotropic [i.e., S 0 (k x , k y ) = S 0 (k), where k is the distance, in wavenumber space, from the origin]. When isotropy holds the 1D PSDs (equations 16-21) can, via the substitution k 
Two rules, 0 18 32 2, 4 equation 22
(35) Making the same substitution also allows the cross-spectra to be written in isotropic form (see Appendix A). Eight of the cross-spectra vanish identically, meaning that their components are completely uncorrelated with one another. As a result, only seven cross-spectra and six PSDs are sensitive to the form of S 0 (k). However, because of the two power-sum rules (equation 22) and the interrelations (equations 24-27), the number of independent variables reduces to seven, as in Table 1 . Two interrelations, equations 28 and 29, are lost because they are zero under the assumption of isotropy.
By specifying the form of S 0 (k), we can derive the form of the PSDs and cross-spectra and calculate the coherence from equation 23. For example, Appendix B derives the form of S 0 (k) for a self-similar source distribution, where S 0 (k) is proportional to k −(β+3) . The equations above and in Appendix A provide a complete description of the spectra of the gradient tensor, the properties of which are summarized in Table 1 . We use these properties to diagnose signals of nonstationary or nongeophysical origin. Such signals immediately reveal themselves by causing violations in the spectral equalities (equations 22, 24-29) and by causing low coherence and unrealistic phases of the cross-spectra. Additionally, if a form of S 0 (k x , k y ) is chosen, then the spectral equations can be used to invert for the average depth h and other relevant parameters, such as the scaling constant β for self-similar sources.
Two-component gradiometers
In addition to full tensor gravity gradiometers, a number of systems (e.g., Lee, 2001 ) use a single horizontal spinning disk and only measure the U xy component and the inline component (U xx −U yy ). For completeness we state without proof that the 1D and 2D PSDs for the difference component are
By combining the inline PSD (equations 36 and 37) and the power-sum rules (equation 22), we derive the relationships
We give these results as a simple way of calculating the PSD of the U zz gradient component from a two-component gradiometer.
We note in passing that the power-sum rules (equation 14) and the inline PSD (equation 38) are all invariant under rotations around the z-axis (this follows because U zz must be invariant under such rotations). In fact, the inline PSD and the second power-sum rule bear remarkable similarity to the differential curvature amplitude R = (U xx − U yy ) 2 + 4U 2 xy and the amplitude of the horizontal gradient H = U 2 xz + U 2 yz (Dransfield, 1994) . These invariants have been suggested as alternatives to using just the Cartesian components of the gradient tensor in gravity gradient inversion schemes (Condi and Talwani, 1999) . By using Parseval's theorem (Parker, 1994 ), we relate R and H to the PSD of U zz :
where V denotes all of space.
SYNTHETIC EXAMPLE
To test our theory, we chose a suitable form for S 0 (k x , k y ) and constructed a numerical model of the potential. The model was then used to produce simulations of a single line gradient survey. A number of papers [e.g., Pilkington and Todoeschuck (1990) ; Maus and Dimri (1994) ] propose modeling the subsurface density distribution as self-similar, with a 3D PSD (Z[−]) described by a power law
where β is a scaling parameter, κ is a constant, and ξ is the vector (k x , k y , k z ). We show in Appendix B that, assuming a self-similar source distribution, S 0 (k x , k y ) ∝ κk −(3+β) . This is the form used in our numerical computations.
We present here the results from two numerical models: a model where β = 0, corresponding to a correlation-free source, and another model where β = 3, which is the bestfitting value for the data described in the real data section.
Correlation-free source model, β = 0
By setting β = 0, we follow the lead of Parker and O'Brien (1997) and model the source distribution as being a realization of a stationary stochastic process that is uncorrelated at all length scales. This choice provides a limiting case for the potential, the other limit being a layer of constant density (a Bouguer slab) which has the easily verified but uninteresting property that all of the gradient components, and thus their spectra, are zero. A correlation-free source is isotropic and is therefore described by the simplified set of spectral equations 30-35 and A-16-A-22.
For the computation we set κ = 1 and constructed a 2D grid in the spectral domain with random phase and amplitude given by k − 3 2 except at k = 0, which was set to zero amplitude. We continued the grid upward to a prescribed height and then differentiated in the spectral domain to obtain grids for the six gradient tensor components. We then inverse Fourier transformed the six grids to obtain the gradients in the space domain, from which we extracted and used a single profile to calculate the PSDs and cross-spectra. Because numerical calculations of the integrals become difficult as h approaches 0 and because we do not want h to be too large and cause a too steeply decaying potential, a value of h = 1 was used in the model. The spectra were all estimated using sinusoidal multitapers (Riedel and Sidorenko, 1995) , where each spectral estimate has a bias (ψ = (S t (k)M 2 )/24N 2 ) and variance (σ 2 = S(k) 2 M −1 ) that depend on the true PSD S t , its second derivative S t , the number of data points N, and the number of tapers M. Unless otherwise stated, 20 sinusoidal multitapers were used to calculate the spectra. We used the model to check the consistency of the theory given in the previous section by first calculating the powersum rules. 
. All spectra were calculated with 20 sinusoidal tapers with β = 0. The PSDs are of a simulated survey in the x-direction set at a height h one grid unit above the numerical model described in the text. In both plots the lines are almost impossible to separate, thus demonstrating the high level of agreement required by the powersum rules (equation 22). the power-sums (equation 22, left-and right-hand sides). Visually, the power-sums shown in Figure 2 are very close in appearance to P [U zz ](k x ) with only slight differences at low frequencies. They have the same gradient, general shape, and amplitude.
Additional equality constraints are placed on the spectra by the interrelations 24-29. However, the cross-spectra, being of arbitrary sign and with a variance that depends on their own coherence (Priestley, 1992, p. 703) , tend to require considerably more smoothing -60 tapers, in this instancethan the equivalent PSD. A more useful value to plot is the coherence (equation 23) which, if combined with a plot of the cross-spectral phase, contains as much information as the cross-spectra. Also, because it must be positive, the coherence requires less smoothing than the cross-spectra.
We plot directly in Figure 3 the phase and coherence between the different components of the simulated gradient Figure 3 . The coherence (solid line) and phase (dotted line) of the seven nonzero correlation-free (β = 0) isotropic crossspectra. For comparison, the predicted values of the coherence (long dashes) and phase (short dashes) are given. The cross-spectra tend to be either real or pure imaginary, as predicted by the cross-spectral equations A-16-A-22. Also, the coherence agrees with theoretical values calculated using the coherence equation 23. All spectra were calculated at a height h of one grid unit above the numerical model described in the text. tensor compared with the theoretical phases (listed in Table 1 ) and the theoretical coherences calculated using equation 23 by substituting our theoretical spectra into the coherence equation 23. Most of the theoretical coherences increase with wavenumber, though at different rates. This is analogous to the effect seen by Parker and O'Brien (1997) , where increasing coherence is predicted between magnetic vector measurements above a statistically stationary correlation-free source. However, the coherence of P × [U xx , U yy ](k x ) (Figure 3a) only increases to 1/3 as opposed to 1. Also, the coherence of (Figure 3c ) decreases from 1 to 1/3, and (Figure 3e) increases from zero to a maximum before decreasing to 1/3 at the highest wavenumbers. Figure 3 shows that the best estimates of the phase and coherence occur when the theoretical coherence values are high. This agrees with Priestley (1992) and shows how the variance of the cross-spectra, and thus the coherence, increases with decreasing coherence. So while our theory can predict the coherence and phase, it also forces estimates of these quantities to be poor when the theoretical coherence is low. Nonetheless, Figure 3 displays good agreement with the theory.
Data approximation model, β = 3
Using the method described in the real data section, we calculated a best-fitting value of β = 3 for our North Sea data. We then used this value in a second numerical simulation. Figure 4 shows how well the power-sum rules (equation 22) are obeyed for this simulation. The rules hold and are in better agreement than for the β = 0 case (Figure 2 ), especially at low frequencies. The other main feature of this figure is the faster rate of decay of the signal with wavenumber. This is because k in spectral equations 30-35 is to a greater negative power.
We also show in Figure 5 how the coherence and phase vary for the β = 3 case. Although there is visible lowfrequency bias in the Figure 5 plots, the plots strongly agree with the theoretical predictions, especially when the coherence is high. More importantly, the figure shows that at high frequencies the coherences converge to the same values as the β = 0 case. However, at low frequencies the coherences are much flatter than before. By calculating the theoretical coherence for a wide range of β values, we find that as β approaches infinity, the coherences become constant over all wavenumber space, in particular: 
REAL DATA EXAMPLE
To see how the spectra of real data behave, we examined the spectra of a shipborne gradient survey conducted off the east coast of Scotland in the North Sea. A Bell Geospace full tensor gradiometer was used to measure the five independent components of the gradient tensor; U zz was calculated from U xx and U yy using Laplace's equation. Figure 6 shows the U zz component measured by this survey, in both unfiltered (Figure 6a ) and, preempting a later part of this paper, filtered (Figure 6b ) forms.
The survey was conducted over a 10-× 12-km approximately rectangular area, generating some 150 lines of data with an along-line data spacing of approximately 40 m. A northeast-down coordinate system was used for the gradient instrument, while the survey lines were oriented on a bearing of approximately 55
• . The water depth at lowest astronomical tide varied from 79 to 88 m across the survey site. The data had been previously line leveled and subjected to a noisereduction algorithm.
As mentioned in the preceding section, an inversion was conducted on the data to estimate β and h. To obtain these values, we substituted S 0 (k x , k y ) = κk −(3+β) into the PSD equation for U zz (equation 10) and then linearized the resulting equation by taking the logarithm of both sides. We then used a least-squares inversion to fit the radial spectrum of our data to this equation. The best-fitting values, calculated via this method, were found to be β = 3.0 and h = 124 m. We see in Figure 7 that these values closely reproduce the radially averaged spectra. The fitted values are also reasonable under other considerations: h is greater than the water depth and 
. All spectra are calculated with 20 sinusoidal tapers and β = 3. The PSDs are of a simulated survey in the x-direction set at a height h one grid unit above the numerical model described in the text. As in Figure 2 , the power sums have almost identical power, thus demonstrating the high level of agreement required by the power-sum rules (equation 22). β is nearly 2.9, the predicted value for a Spector and Grant ensemble of blocks (Fedi et al., 1997) . However, the data are anisotropic and are not well described by a self-similar approximation.
As given, the formulas for the 1D spectra treat the xaxis as parallel to the survey direction. Therefore, to test the power-sum rules (equation 22) and the interrelations (equations 24-29), we rotated the measurements into an along-track x, across-track y, and down z coordinate system. To perform the rotation, we found the line of best fit for individual data lines and used the bearing of the best-fitting line to rotate individual data points. Cubic spline interpolation was then used to resample the data points to evenly spaced intervals along x, from which the spectra were calculated. Figure 8 shows the result of a test of the power-sum rules on a sample line (estimated with five sinusoidal tapers), taken from the North Sea data set. Though we only show one line, Figure 5 . The coherence (solid line) and phase (dotted line) of the seven self-similar (β = 3) nonzero isotropic cross-spectra. For comparison, the predicted values of the coherence (long dashes) and phase (short dashes) are given. The cross-spectra tend to be either real or pure imaginary, and the coherences agree with theoretical values calculated using equation 23. The higher value of β flattens out the plots, though all of the spectra still agree with the predicted values. All spectra were calculated at a height h of one grid unit above the numerical model described in the text; low-frequency bias is visible in the spectra near k x h = 10 −3 . the figure's results are representative of the rest of the data. Both power-sum rules mostly hold within the plotted 95% confidence intervals and hold well out to a wavenumber of 0.001 m −1 . However, beyond this wavenumber the second power-sum rule (right-hand side of equation 22, Figure 8a ) yields a result that is systematically higher than P [U zz ](k x ), Figure 6 . The U zz component of the North Sea gradient survey: (a) unfiltered; (b) filtered with a second-order low-pass Butterworth filter with a cutoff wavelength of 0.001 m −1 . The scale is in Eovös units (1 Eu = 10 −9 s −2 ). Plot (b) displays the features we consider geophysically reasonable. Figure 7 . A comparison between the true radially averaged spectrum (solid line) and our best-fitting, estimate (dashed line) β = 3.0, h = 124 m. The scale factor κ was poorly resolved by our inversion; consequently, the vertical alignment of the spectra was determined by eye. The scale on the y-axis is in Eovös units (1 Eu = 10 −9 s −2 ). The best-fitting spectrum is in good agreement with the radially averaged spectrum.
while the first power-sum rule (left-hand side of equation 22, Figure 8b ) remains in reasonable agreement with P [U xx ](k x ). Statistically, this is extremely unlikely to occur and must be indicative of either the source not being statistically stationary or error in some or all of the gradient components U xx , U yy , and U xy . If we assume that 0.001 m −1 represents the point at which the signal becomes nongeophysical (we stress that this wavenumber only appears to be a cutoff for some of the gradient components), then we should filter out signal at higher wavenumbers. Figure 6b shows the effect of low-pass filtering at 0.001 m −1 and illustrates the amount of detail that we can confidently expect to be geophysically reasonable in all of the gradient components.
To gain further information about the source, we calculated the coherence and phase spectrum between the gradient components; the most interesting coherences are shown in Figure 9 . Most of the 15 coherences are very low, on the order of 0.2, and show behavior similar to P × [U xx , U xz ](k x ) ( Figure  9a ) with poorly realized phase spectra. The low coherences bear no relation to the theoretical coherence (the predicted Figure 8 . The PSD of the U zz component of the gradient tensor (thick solid line) compared with the power-sums
The spectra are taken from a sample northeast-heading data line in the North Sea survey. The dashed and continuous thin lines mark the 95% confidence intervals, calculated assuming a χ 2 distribution with two degrees of freedom per taper. Five sinusoidal tapers were used to calculate each spectrum. The power-sum rules (equation 22) break at wavenumbers higher than 0.001 m −1 , indicating a signal of nongeophysical origin at higher wavenumbers.
is much too high) and must again result from noises or the assumption of stationarity being invalid. However, information can still be gained from the coherences because the cross-spectra (Figure 9e) show high coherence and good phase spectra at wavenumbers less than 0.002 m −1 . These coherences must be zero for isotropic spectra; consequently, we confidently assert that the source is statistically anisotropic and not self-similar. Two cross-spectra, P × [U xx , U zz ](k x ) (Figure 9b) and P × [U yy , U zz ](k x ) (Figure 9c) , show a high degree of coherence at all wavenumbers, which is in reasonable agreement with theoretical values; the phase of these spectra is also well realized. However, one must be careful when dealing with these two plots; the other coherences bear little resemblance to the coherence expected from a self-similar source, and there is no reason to suspect that these two coherences should be special. The most likely reason for the high coherence in these plots is because U zz was not independently measured. Instead, U zz was calculated from the sum −U zz = U xx + U yy and does not contain errors independent of U xx and U yy . Nevertheless, the other spectra, being measured independently, are subject to differing degrees of instrument and processing error; this allows for low coherence spectra such as those observed in Figure 9a . 
DISCUSSION AND CONCLUSIONS
We have given expressions for the 2D power spectral densities of the components of the gravity gradient tensor and have shown that they are related to each other by two power-sum rules (equation 14) . Under the assumption of stationarity, the power-sum rules may also be applied to 1D line data. Additionally, by giving the forms of the cross-spectra, we have shown that six interrelations involve the cross-spectra (equations 24-29) and that the cross-spectra can be separated into two groups of equations: real and pure imaginary. These spectral relationships are similar in nature to relationships that exist, in the spectral domain, for vector magnetic data.
Because the spectral relationships are based on only a few assumptions -a flat earth approximation, noise-free data, and (for 1D data) stationarity -they are very powerful. For instance, in answer to the question posed in the introductionhow consistent are measured gradient components, considering they are bound together by the form of the potentialthe power-sum rules provide a method of checking the internal consistency of the measured gradient tensor. Any signal for which the power-sum rules are broken is either nonstationary (1D only) or nongeophysical and, as we did for the North Sea data, should be filtered out. If, in addition, isotropy of S[U (x, y)](k x , k y ) is assumed, eight of the cross-spectra, and thus their coherences, become zero; if any of these eight spectra are nonzero, then the assumption of isotropy is invalid and the spectra are anisotropic. Certain assumptions about the source distribution, such as the single self-similar scaling exponent, assume isotropy and are strictly invalid in the anisotropic case. The North Sea data in this paper were shown to be an example of an anisotropic source.
If S 0 (k x , k y ) is well approximated, then estimates for the average depth h can be made. Possible assumptions are selfsimilar sources (see Appendix B), correlation-free sources, or ensemble averages. From our North Sea data set we used a self-similar source assumption and calculated an average depth of 124 m, about 40 m below the sea bed. Care should be taken with this number, however, as the North Sea data were shown to be anisotropic.
Our calculations show that a self-similar source distribution can be taken into account and that increasing the scaling exponent β affects the spectra in predictable ways: it steepens the decay of the PSDs and smooths the coherencies to constants.
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APPENDIX A CROSS-SPECTRA AND SPECIAL ISOTROPIC FORMS
We present here the 15 1D cross-spectra of the gradient tensor. To obtain the equivalent 2D spectra, one can rewrite the 1D spectra without the integration: Written in the form of equation B-6, the autocovariance is a 2D inverse Fourier transform of the bracketed integrals. By definition the 2D power spectral density, if it exists, is the
