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We study transport in the boundary-driven XX spin chain with onsite disorder and randomly
positioned onsite dephasing, observing a transition from diffusive to subdiffusive spin transport
below a critical density of sites with dephasing. We then present an exactly solvable semiclassical
model of conductors and insulators, which exhibits both diffusive and subdiffusive phases, and
qualitatively reproduces the results of the quantum system. The subdiffusion in these models is
a consequence of rare insulating regions, and they therefore exhibit, in a more controlled setup,
the physics of “Griffiths effects” which have been conjectured to cause the subdiffusive transport
observed in interacting many-body localizable systems. For the quantum model we show that finite-
size effects come from the interplay of three characteristic lengths: one associated with disorder (the
localization length), one with dephasing, and the third with the percolation problem defining large,
rare, insulating regions. The latter grows logarithmically with system size, and we conjecture that
this may be the reason why the heavy-tailed distributions typical of Griffiths effects have not been
observed in subdiffusive interacting systems.
I. Introduction
It has long been known that non-interacting quantum
systems possess a transportless phase in the presence
of sufficiently strong disorder, a phenomenon known as
Anderson localization [1, 2]. More recent work on one-
dimensional interacting quantum systems with strong
disorder suggests the existence of a many-body local-
ized (MBL) phase in which all transport is suppressed
and only entanglement can propagate [3–9]. In the ther-
malizing phase, preceding the localization transition at
weak disorder, several numerical studies have found ev-
idence for anomalous subdiffusive transport of particles
[10–13] and energy [14–16] and in general a violation of
the Wiedemann-Franz law.
Despite widespread interest [13, 17–25], the micro-
scopic origin of this subdiffusion is still uncertain. The
prevailing theory, first proposed in Ref. 10, is that sub-
diffusion is caused by “Griffiths effects”, where rare re-
gions of exceptionally strong disorder result in bottle-
necks that slow down transport. The phenomenological
picture in the case of DC transport is that the system
may be modelled by a chain of independent random re-
sistors with resistances ri distributed as P (r) ∝ r−ν at
large r. For 1 < ν ≤ 2 the average of r diverges and
the total resistance, given by the sum of individual re-
sistances R =
∑L
n=1 rn, no longer has a well defined
average. In this regime R is dominated by the largest
rn in the chain, and so the typical value of the total re-
sistance scales as R ∝ L1/(ν−1), indicating a breakdown
of Ohm’s law, R ∝ L [26]. However, the essential in-
gredient of heavy-tailed resistance distributions have not
been observed in numerical studies of large systems, cast-
ing doubt on this as the true origin of subdiffusion in the
paradigmatic toy model for MBL, the Heisenberg spin
chain [13].
In this paper we introduce a microscopic quantum sys-
tem with a diffusion-subdiffusion transition consistent
with the Griffiths effects picture: the disordered XX spin
chain with random onsite dephasing. We also present
a solvable semiclassical model of conductors and insula-
tors, possessing a subdiffusive phase driven by Griffiths
effects, that captures the essential physics of the micro-
scopic model.
We show that the finite-size corrections to the asymp-
totic behavior of the microscopic model (be it diffusive
or subdiffusive) are regulated by the interplay of three
characteristic lengths: a dephasing length, a localization
length, and the size of the largest insulating clusters. We
discuss the interplay of these lengths by making use of a
resistance beta function and we show how the interact-
ing case, the Heisenberg model with disorder, discussed
in Ref. 12, shows the same phenomenology. This makes
our results relevant for the study of the MBL transition
and the resolution of the discrepancy between some of
the predictions of the model of subdiffusion presented in
Ref. 10 and the distributions observed in the more recent
Ref. 13.
The paper is organized as follows: in Section II we
present the microscopic model with numerical results and
an analysis of finite-size effects, in Section III we explore
the semiclassical model both analytically and numeri-
cally, and we discuss our conclusions in Section IV.
II. Random dephasing model
The model we consider is the one-dimensional disor-
dered XX chain, driven at the boundaries with random
onsite dephasing. This system has the Hamiltonian:
H =
L−1∑
n=1
(
σxnσ
x
n+1 + σ
y
nσ
y
n+1
)
+
L∑
n=1
hnσ
z
n, (1)
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2where σµn are Pauli matrices and hn ∈ [−W,W ] are in-
dependent uniformly distributed random variables. The
Jordan-Wigner transformation maps this Hamiltonian
exactly to non-interacting spinless fermions hopping on
a disordered lattice [27], and a spin current in the XX
model corresponds to a particle current in the fermionic
language. The driving and dephasing are described by
the Lindblad master equation:
dρ
dt
= i[ρ,H] +
L+1∑
k=0
(
[Lkρ, L
+
k ] + [Lk, ρL
+
k ]
)
. (2)
The spin current is driven by the jump operators:
L0 =
√
2Γσ+1 LL+1 =
√
2Γσ−L , (3)
and the onsite dephasing by the jump operators:
Ln =
√
γn/2σ
z
n for n = 1, 2, . . . , L, (4)
where for each site γn = 0 with probability p and γn = γ
with probability 1− p.
Similar setups have been used to study transport in
both non-interacting [13, 28–30] and interacting [12, 13,
15, 16, 31, 32] quantum systems. After solving the Lind-
blad equation to find the non-equilibrium steady state
(NESS) for a given realization of the disorder and dephas-
ing, one can calculate the spin current j∞ and in turn the
resistance R ∝ 1/j∞. The spin current from site n to site
n + 1 is given by the expectation value of the operator
jn = 2(σ
x
nσ
y
n+1 − σynσxn+1), as defined by the continuity
equation for the local magnetization, and is independent
of n in the NESS. The nature of the transport can then be
determined by the scaling of the typical resistance with
the system size, R ∝ Lβ , where β = 1 indicates diffusion
and β > 1 indicates subdiffusion (localization is signalled
by R ∝ exp(L/ξ), with ξ the localization length, imply-
ing a divergence of β). Similarly, as discussed earlier, the
distribution of resistances can reveal the mechanism for
subdiffusion, with the Griffiths effects picture necessarily
implying the existence of heavy-tailed distributions.
The advantage of studying this non-interacting model
is that the NESS current can be found exactly by ma-
nipulating matrices with dimensions equal to the system
size L, rather than 4L as would be the case with the
full many-body state space. This allows for the efficient
numerical solution of large systems with L ∼ 1000, with-
out the need for approximations based on matrix-product
operator methods [28, 29, 33]. Details of the numerical
method can be found in Appendix A. These large system
sizes are essential when studying transport and localiza-
tion phenomena in disordered quantum systems due to
strong finite-size effects [12, 34–36].
In the limit of no dephasing, p = 1, the system is
Anderson localized (i.e. an insulator), and the resistance
grows with system size as R ∝ eL/ξ [1, 13, 29]. In the
opposite limit with dephasing on every site, p = 0, the
system is a diffusive conductor with R ∝ L [28, 29].
For intermediate p, the system is made up of a series
of these insulating and conducting regions, and as p be-
comes large there will be an increasing number of long
insulating segments. This results in regions of the sys-
tem with exponentially large resistances, and one might
therefore expect subdiffusive transport as described by
the Griffiths effects picture. We explore this argument
more thoroughly in Section III.
In our numerical study we use the parameters Γ = 1
and γ = 0.2, and for a fixed disorder strength W =
1, 2, 3, 4 we vary the dephasing fraction p to probe the
different regimes of transport. For each parameter com-
bination we sample many realizations of the disorder and
dephasing (a minimum of 5000 for L < 256, 500 for
L ≥ 256, and 200 for L = 1024), and we ensure that
at least 95% of the realizations converge to the correct
NESS. We perform numerical fits to the median resis-
tance R?(L) to determine the asymptotic scaling expo-
nent β, including finite-size corrections. We find that
different finite-size corrections match the data more accu-
rately in different parameter regimes. Defining x = lnL
and y = lnR?, we use a fit of the form y = a+ βx+ b/x
for W ≥ 2 and R? = a(1 + b/L)Lβ for W = 1 (in both
cases these forms outperform a simple fit to R? = aL
β
with the smallest system sizes omitted). Applying differ-
ent fits can change the values of β and the location of a
potential transition to subdiffusion.
A. Finite-size effects: Three lengths
As described above, the behavior of the finite-size cor-
rections are markedly different for W = 1 and W = 4,
and different fitting functions work better for R?(L).
This is evident in Fig. 1: the upper panel shows the scal-
ing of the resistance with system size for a system with
dephasing on every site, p = 0, where for W = 1 we see
very similar behavior to that in the disorder-free case.
In the absence of dephasing and disorder the system ex-
hibits ballistic transport, and the diffusion in the clean
system with dephasing is a result of scattering due to
the dephasing. At stronger disorder (see Ref. 29) we see
a change of behavior, with R approaching the asymp-
totic diffusive behavior from below, initially increasing
faster than linearly with L. Our task is now to introduce
length and resistance scales which separate the different
behaviors. These different flows with L are caused by the
interplay of three length scales: a length associated with
dephasing strength γ (which we will call `), one with dis-
order W (the localization length ξ), and the third with
the density of dephasing sites p (the largest cluster of
sites without dephasing s?).
First, we will consider the largest “insulator” size s?,
which depends only on the density of dephasing sites p.
From percolation theory in one dimension it is known
that the typical value of the largest cluster of sites with
no dephasing is s? = log1/p(L[1− p]), to lowest order in
1/L [37]. For the Griffiths picture to apply the resistance
of these rare clusters must be exponentially large in s?
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Figure 1. Finite-size effects in the resistance scaling. Upper
panel: Median resistance R? as a function of system size L
for several disorder strengths W in a system with dephasing
on every site (p = 0). Dotted lines indicate the asymptotic
diffusive scaling and the dashed line shows the exact result in
the absence of disorder. Lower panel: Median resistance R?
as a function of the rescaled length LW 2 for several disorder
strengths W in a system with no dephasing (p = 1), showing
the scaling of the localization length at weak disorder ξ ∝
W−2.
to create the power-law tail of P (R). Therefore, one
needs s?  ξ so that the cluster is truly localized. If
this condition is satisfied, then the contribution to the
resistance of the largest cluster is indeed R? ∝ es?/ξ = Lβ
with β = 1/(ξ ln(1/p)).
The localization length in 1d (our second length-scale)
is known to be ξ = 24W 2 [38, 39]. This is also shown in
Figure 1 lower panel, where for LW 2 & 24 the behavior of
R is indeed exponential, while for LW 2 . 24 the behavior
is power-law, R ∼ Lβ with β ∼ 0.12. Notice that the law
ξ ∼ 24/W 2 is only valid for W . 2, while for large W it
is substituted by ξ ∼ 1/ lnW [40].
The condition that the largest cluster is localized reads:
log1/p(L[1− p])
24
W 2
. (5)
To see that this is not always satisfied in our numerics,
consider the parameter combination p = 0.8,W = 1, L =
1024: in this case ξ = 24 and (the average) s? = 25,
so the largest cluster is about one localization length.
The second largest cluster is on average 21 lattice sites,
so it is even smaller than a single localization length.
Moreover, the logarithmic dependence means that if we
want more than one localization length we must change
L enormously: let us say we require
log1/p(L[1− p]) > c
24
W 2
(6)
with a minimum confidence of, say, c = 3 (i.e. the largest
cluster is at least 3 localization lengths). We see that
L >
1
1− p
(
1
p
)72/W 2
, (7)
and, for p = 0.8,W = 1 as before, this condition implies
L > 107. For W = 3, on the contrary, for p = 0.5 we get
L > 500, which is still within our reach. We therefore
conclude that, even for the values of L = 103 reached
in our numerics, the data with W = 1 are deep in the
pre-asymptotic regime, while for W = 3, 4 the data are
representative of the asymptotic behavior (for p not too
close to 1).
In a given realization of the system, if the longest string
of sites without dephasing, s0, is larger than the local-
ization length, s0 & ξ, then the distribution of the re-
sistance has a heavy power-law tail. This can be seen
by noting that the length of the longest insulating clus-
ter s0 obeys the Gumbel distribution for extreme values,
with mode s? = log1/p(L[1− p]) and standard deviation
pi/(
√
6 ln(1/p)) [37]. The cumulative distribution func-
tion of this length is then given by
Fs0(s) = exp (− exp [(s? − s) ln(1/p)]) . (8)
Assuming that the resistance is dominated by this single
long insulating cluster, and writing q = e1/ξ, we haveR =
R1q
s0 . The distribution of the resistance is therefore:
P (R) = exp
(
−L[1− p]
[
R1
R
]1/β)
L(1− p)R1/β1
βR1+1/β
, (9)
where β = log1/p(q) is the resistance scaling exponent.
For R R1, this distribution decays with a tail P (R) ∝
R−1−1/β , exactly as the Griffiths picture would predict
for the subdiffusive scaling R ∝ Lβ . If β ≤ 1 then this
argument does not hold, as the total resistance is not
dominated by the longest insulating cluster.
However, if s0 . ξ, then we are in the small LW 2
region in the lower panel of Fig. 1 (say s0W
2 < 24). As
discussed above, in this region the law R = qs is not valid:
it is replaced by a law of the form R ∼ sβ where, as said
before, from the numerics β ' 0.12 (or at least β  1).
Using this relationship between s and R we find that the
distribution of R decays like a stretched exponential
P (R) ∼ e−cR1/β , (10)
4faster than a power law. We will observe exactly this in
the numerics discussed in Section II B.
The third length, `, is associated with a string of con-
secutive sites with dephasing. We study this case in more
detail and present numerics in Fig. 1. We know that if
dephasing is applied to every site of the chain, asymp-
totically one finds a resistance R ∝ L. To a first ap-
proximation, if ξ is large we can consider the situation in
the absence of disorder. In this case the resistance of a
chain of length L with dephasing on every site has been
calculated exactly in Ref. 28:
R =
γ
4
(
1 +
Γ + Γ−1 − γ
γL
)
L, (11)
which defines the asymptotic resistivity ρ = γ/4, or
analogously the diffusion coefficient D ∝ 1/γ. From
the relation D = v`, where v is the velocity of excita-
tions of the clean system (independent of γ), we see that
` ∝ 1/γ. The same length dominates the finite-size ef-
fects for γ  Γ (Γ = 1 in our numerics) since we can
write R = ρL
(
1 + 2 `L
)
.
For system sizes smaller than `, or resistances smaller
than R0 ≡ ρ` = γ`/4, the resistance grows slower that
L1, since the system goes from ballistic to diffusive trans-
port. This can be seen by looking at the resistance beta
function:
∂ lnR
∂ lnL
= 1− R0
R
. (12)
On the other hand, if the disorder is much larger than
the dephasing, ξ  `, for the systems with size L such
that ξ < L  ` the resistance will scale exponentially
with L. So, writing R/R1 = e
L/ξ, in this regime:
∂ lnR
∂ lnL
= ln(R/R1) > 1. (13)
For L > `, however, it must reach the condition ∂ lnR∂ lnL →
1.
Putting everything together we see that we can dis-
tinguish two regimes, depending on whether we have
ξ . L  ` or `  L . ξ (or in terms of resistances,
whether we have R0  R1 or R1  R0). Fixing γ, we
have large-disorder and small-disorder finite-size scaling
behaviors which are completely different. We find, how-
ever, that an extremely good, phenomenological, two-
parameter fit function is given by
∂ lnR
∂ lnL
= 1 +
ln(R/Ra)
1 +R/Rb
, (14)
where Ra,b are two fitting parameters. This form fits all
data we have for any L,W, γ with good accuracy. The
weak disorder case is obtained by ln(Ra/R
∗)Rb = −R0
(for some R∗ of the size of the observed resistances)
while the large disorder case comes from the region
R ∼ Ra = R1  Rb. Fig. 2 shows examples of the
beta function from our numerical data (calculated us-
ing a discrete derivative), showing good agreement with
0 1 2 3 4 5 6
lnR
0.4
0.8
1.2
1.6
2.0
∂
ln
R
∂
ln
L
W = 1 γ = 0.2
W = 4 γ = 0.2
W = 2 γ = 0.05
W = 2 γ = 0.1
Figure 2. Resistance beta function for various disorder and
dephasing values with p = 0 (discrete derivatives of the data
in Fig.1). We go from W = 4, γ = 0.2 which is large disor-
der and small dephasing to W = 1, γ = 0.2 which is small
disorder. Intermediate cases W = 2, γ = 0.05, 0.1 are shown.
Numerical results are fitted with a phenomenological function
of the form (14), indicated by the lines of the corresponding
color.
the phenomenological form (14) in the strong disorder,
strong dephasing, and intermediate regimes.
We notice that this beta function is the same (except
for an overall sign and the identification g ∝ 1/R) as
the typical conductance beta function which is amply
described in the literature on disordered systems [41].
It can be computed in perturbation theory in the weak
localization regime and in the strongly localized regime
for a variety of cases. However, in the literature we have
not found a discussion of this function in the setup of
open system dynamics as presented above.
We are now ready to discuss the general scenario, with
both random dephasing and disorder.
B. Results
Fig. 3 summarizes the behavior of the resistance for
a system with W = 3. The lower panel shows an ex-
ample of the power-law scaling of the median resistance
R? with system size for several dephasing fractions p;
the statistical uncertainties are smaller than the sym-
bols and have therefore been omitted. It is clear that for
p . 0.4 the lines are parallel, indicating the same scal-
ing with L (we will show later that this corresponds to
the diffusive phase), whereas for larger p the resistance
grows more steeply with an exponent that increases with
p. The black dashed line indicates the diffusive behav-
ior R? ∝ L. We perform numerical fits to these data
to determine the resistance scaling exponent β, includ-
ing finite-size corrections as described above, which are
indicated by the lines.
Histograms of the resistance for various parameter
combinations are shown in the upper panels of Fig. 3.
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Figure 3. Numerical results on the resistance in the random
dephasing model with W = 3. Upper panels: Histograms of
the rescaled resistance in the diffusive phase p = 0 (top left)
and p = 0.3 (top right), and the subdiffusive phase p = 0.7
(middle left) and p = 0.8 (middle right). The diffusive rescal-
ing (R−R?)/σ is compared to a Gaussian distribution (black
dotted line) for p = 0. In the subdiffusive phase the resis-
tance is rescaled as R/R?, and the black dotted lines indicate
a R−2 tail. Lower panel: Scaling of the median resistance R?
with system size L for several dephasing fractions p. The lines
in the corresponding color indicate the numerical fits to the
data described in the text. The black dashed line indicates
diffusive scaling R? ∝ L.
We find that, in the diffusive phase, the resistance distri-
butions P (R) for different system sizes can be collapsed
by a rescaling (R − R?)/σ, where R? ∝ L is the average
or typical value and σ ∝ √L is the standard deviation or
width. Contrastingly, in the subdiffisuve phase the col-
lapse can be achieved by a rescaling of the form R/R?,
indicating that both the typical value and the width of
the distribution grow like Lβ . Deep in the diffusive phase
the distribution is well approximated by a Gaussian (see
the black dotted line on the p = 0 histogram), but as
the system approaches the transition to subdiffusion a
tail develops at large R (see the p = 0.3 histogram). In
the subdiffusive phase we see heavy power-law tails in
P (R), as shown in the p = 0.7 and p = 0.8 histograms
(the black dotted lines indicate the P (R) ∝ R−2 tail that
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Figure 4. Upper panel: Histograms of the rescaled resistance
R/R? for W = 3, L = 128, and several dephasing fractions
p. The black dotted line indicates a heavy R−2 tail. Lower
panel: Comparison of the resistance scaling exponent β (con-
nected filled points) with the predicted value based on the
power-law tail of the histogram (ν − 1)−1 (unconnected un-
filled points in the corresponding color). The discrepancy at
p & 0.6 and disorder W . 3 is attributed to the fact that
the largest insulating cluster has a size s? which is smaller
than the localization length ξ, therefore the distribution of
resistance does not show the appropriate power-law tail.
signals the onset of subdiffusion).
In the lower panel of Fig. 4 the connected filled points
show the scaling exponent β, found from a fit to the
median resistance value, as a function of the dephasing
fraction p for several disorder strengths W . For each W
the transport is diffusive for small p (i.e. β = 1), but upon
increasing p above a critical value pc(W ) the transport
becomes subdiffusive (i.e. β > 1). The critical dephasing
fraction pc(W ) decreases with W , as the closed system
is more strongly localized, and therefore the transport is
weaker for a given p.
The upper panel of Fig. 4 shows histograms of R/R?
for a range of p values with L = 128 and W = 3, and
the black dashed line shows the R−2 tail that signifies
the onset of subdiffusion in the Griffiths effects picture.
We see that in the subdiffusive phase (p & 0.5) the dis-
tribution tails decay more slowly than R−2 and becomes
6heavier as the transport becomes slower.
If the Griffiths effects picture is correct, the exponent
of the histogram decay ν should be related to the expo-
nent of the resistance scaling as β = (ν−1)−1. The values
of (ν − 1)−1 from the L = 128 histograms are shown by
the unfilled points in the lower panel. We see that in
the subdiffusive phase there is reasonable agreement for
W = 3 and 4 when p is not too large, as discussed in Sec-
tion II A, while for weaker disorder and large p the agree-
ment becomes poor. The agreement is also poor close
to the transition point, where the histogram tails would
suggest weaker subdiffusion than the resistance scaling.
III. Exactly solvable semiclassical model
In order to understand the results shown in the previ-
ous section, we now examine a related phenomenological
semiclassical model. Consider a chain of L units, where
each unit may be either an insulator with probability p, or
a conductor with probability 1− p. Conductors combine
linearly, with each conductor contributing a resistance of
R0, so a string of conductors of length s has a resistance
of R0s. Because of phase coherence, insulators combine
multiplicatively, so a string of insulators of length s has
a resistance of R1q
s, where q > 1. The total resistance
of the chain is then equal to
R = R0
∑
s≥1
nc(s)s+R1
∑
s≥1
ni(s)q
s, (15)
where nc(s) (ni(s)) is the number of strings of conduc-
tors (insulators) of length s. The relationship with the
microscopic dephasing model is as follows: strings of sites
without dephasing are modelled by strings of insulators
(a shorter localization length due to stronger disorder
corresponds to a larger q), and strings of sites with de-
phasing are modelled by strings of conductors.
A. Analytical results
We will now analyse the statistical properties of the
total resistance R. In order to determine the average re-
sistance across configurations, we note that the quantities
nc(s) and ni(s) are Poisson-distributed random variables:
P (n(s)) =
µ(s)n(s)
n(s)!
e−µ(s), (16)
where µ = 〈n(s)〉, with the angled brackets denoting an
average over different configurations of conductors and
insulators. This is subject to the constraint:∑
s≥1
snc(s) +
∑
s≥1
sni(s) = L. (17)
The mean values are
µc(s) = 〈nc(s)〉 = Lp2(1− p)s,
µi(s) = 〈ni(s)〉 = L(1− p)2ps.
(18)
The constraint (17) is then satisfied on average for L 1:
∑
s≥1
〈snc(s) + sni(s)〉 = Lp+ L(1− p)L = L. (19)
The average resistance is therefore given by
〈R〉 = LR0(1− p) + LR1
∑
s≥1
(1− p)2(qp)s. (20)
When pq < 1 the sum (20) converges, and the average
total resistance grows linearly with system size, meaning
the system is diffusive:
〈R〉 = R0(1− p)L+R1 pq(1− p)
2
1− pq L
= R′0L.
(21)
On the other hand, for pq ≥ 1, the sum (20) does not
converge and the average does not exist. In this regime,
the total resistance for a given configuration is dominated
by the longest string of consecutive insulators, which has
a typical length of s? ≈ log1/p(L[1 − p]) ≈ log1/p(L) for
large L [37]. This then results in a typical resistance of
R ∼ R1qlog1/p(L) ∝ Llog1/p(q), (22)
resulting in the subdiffusive scaling exponent β =
log1/p(q). The system therefore has a transition from
a diffusive phase to a subdiffusive phase at pc = 1/q. In
this phase we expect the total resistance to be distributed
according to (9), as the arguments leading to this ex-
pression are identical to those described above. There-
fore we expect the subdiffusive phase to be described by
the physics of Griffiths effects, with heavy-tailed resis-
tance distributions: P (R) ∝ R−1−1/β (note that in this
phenomenological model the resistances of the insulat-
ing clusters are always exponential in their size, so the
finite-size effects leading to (10) do not apply).
We now examine the properties of the distributions of
R more carefully and show that this is true. The Laplace
transform of the distribution of the insulating part of the
resistance Ri =
∑L
s=1 ni(s)q
s (i.e. its moment generating
function) is equal to:
〈
e−ρRi
〉
=
L∏
s=1
〈
e−ρni(s)q
s
〉
=
L∏
s=1
exp
(
−µs + µse−ρqs
)
≡ e−φ(ρ),
(23)
7where the second line follows from evaluating the av-
erage for the single ni(s) with L → ∞. The cumu-
lant generating function for Ri is therefore given by
φ(ρ) =
∑L
s=1 µs(1 − e−ρq
s
). Examining the lowest few
cumulants we find:
φ(0) = 0
〈Ri〉 = φ′(0) =
L∑
s=1
µsq
s = L(1− p)2
L∑
s=1
(pq)s
〈δR2i 〉 = −φ′′(0) =
L∑
s=1
µsq
2s = L(1− p)2
L∑
s=1
(pq2)s
〈δR3i 〉 = φ′′′(0) =
L∑
s=1
µsq
3s = L(1− p)2
L∑
s=1
(pq3)s
(24)
where δRi = Ri − 〈Ri〉. If each sum converged as L →
∞, then the distribution would have a limit where every
cumulant is proportional to L. However, for q > 1 and
any p > 0 there always exists an n such that pqn >
1. Defining τ = log1/p(q), the smallest integer larger
than 1/τ corresponds to the lowest cumulant that scales
superlinearly with L, and all subsequent moments will
scale with a different power of L (note that β = τ in the
subdiffusive phase). In other words, when p > q−n the
nth cumulant stops growing linearly with L, and begins
to scale like Lnτ .
To analyse the distribution of Ri, we extend the sum to
L → ∞, therefore neglecting terms exponentially small
in L:
φ(ρ) =
∞∑
s=1
µs − L(1− p)2
∞∑
s=1
pse−ρq
s
= L(1− p)− L(1− p)2ψ(ρ),
(25)
where
ψ(ρ) ≡
∞∑
s=1
pse−ρq
s
. (26)
We evaluate the sum after taking the Mellin transform:
M(z) =
∫ ∞
0
dρρz−1ψ(ρ) =
∞∑
s=1
psΓ(z)q−sz
= Γ(z)
1
p−1qz − 1 ,
(27)
where Γ(z) is the gamma function. The inverse transform
therefore gives
ψ(ρ) =
∫ c+i∞
c−i∞
dz
2pii
ρ−zΓ(z)
1
p−1qz − 1 , (28)
where the integration path is the Bromwich contour B
shown in the left panel of Fig. 5. The expansion for
small ρ can be obtained by moving the contour of the
z-integration to the left (see the right panel of Fig. 5),
<(z)
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Figure 5. The contours used to evaluate the integral in (28)
for small ρ. Poles of the integrand are indicated in red (poles
of the Gamma function as circles and the other pole as a star)
and the integration contour is indicated in purple. Left: The
Bromwich contour used in (28). Right: Deformation of the
contour by pushing it to the left, picking up the leading orders
in ρ as each pole is enclosed.
picking up the leading-order terms with each pole. The
gamma function has simple poles on all the negative in-
tegers, with the pole at −m giving a contribution of
(−ρ)m
m!(p−1q−m−1) to the integral. There is another simple
pole located at z = −1/τ < 0, which gives a contribution
of ρ1/τΓ(−1/τ) ln(q) (there is also a sequence of image
poles at z = −1/τ+2piin/ ln(q) for n ∈ Z, however, their
contribution is strongly suppressed by their distance from
the real line for reasonable values of q . 10).
The leading-order terms depend on the value of τ , re-
sulting in several regimes. If 1/τ > 2 we find:
φ(ρ) =
L(1− p)2pq
1− pq ρ−
1
2
L(1− p)2pq2
1− pq2 ρ
2 + o(ρ2)
= 〈Ri〉ρ− 1
2
〈δR2i 〉ρ2 + o(ρ2);
(29)
stopping at quadratic order, we recognize the cumulant
generating function of a Gaussian distribution:
P (Ri) =
∫
B
dρ
2pii
eρRi−φ(ρ) =
1√
2pi〈δR2i 〉
e
− (Ri−〈Ri〉)
2
2pi〈δR2
i
〉 .
(30)
However, if 1 < 1/τ < 2 the pole at z = −1/τ con-
tributes, giving:
φ(ρ) = 〈Ri〉ρ− L(1− p)
2Γ(−τ−1)
ln(q)
ρ1/τ + o(ρ1/τ ). (31)
Stopping at this order, we recognize the result as con-
sistent with a Le´vy alpha-stable distribution with aver-
age 〈Ri〉, and a scale that grows as δR2i ∝ L2τ  L.
The stability parameter is equal to 1/τ , resulting in
a distribution with a tail decaying asymptotically as
P (Ri) ∝ R−1−1/τi . If 1/τ < 1 then the distribution has a
heavy tail and the average no longer exists, so we must in-
stead consider the typical value of Ri. Noting that in this
regime β = τ , we recognize the heavy-tailed distribution
from the Griffiths effects argument, P (Ri) ∝ R−1−1/βi ,
resulting in the scaling R ≈ Ri ∝ Lβ .
8B. Numerical results
We now study the system numerically in order to con-
firm the accuracy of the analysis above. The results
shown correspond to the parameters: R0 = 1, R1 = 1.5,
and q = 1.5. By changing p we can tune the system
across the diffusion-subdiffusion transition, which should
be found at pc = 2/3. We introduce additional random-
ness by making Ri(s) the product of s random variables
qn, each drawn independently from a narrow uniform dis-
tribution in the range q ± 0.1, so Ri(s) = R1
∏s
n=1 qn
(note that on average Ri(s) is still equal to R1q
s); this
has no effect on the results other than to smooth the
histograms of R. The numerical analysis of this model
requires no solution of matrix equations, unlike the mi-
croscopic model in Section II, allowing us to extensively
sample very large system sizes: the results below include
systems of up to L = 6400 and ∼ 105 samples.
A comparison between the numerical results and the
analytical predictions is shown in Fig. 6. The lower panel
shows a good agreement between the resistance scaling
exponent β, calculated using the median resistance R?
for L ≥ 800, with the theoretical prediction: β = 1
for p < pc = 2/3 and β = log1/p(q) for p > 2/3. We
also see that the width of the distributions, measured by
the inter-quartile range (IQR), also scales as expected:
for IQR ∝ Lβ′ we find β′ = 1/2 for p < q−2 = 4/9
and β′ = log1/p(q) for p > 4/9. The predicted val-
ues for β and β′ are indicted by the dashed and dotted
black lines respectively (the line becomes dot-dashed for
p > pc, where β = β
′). The upper panels show his-
tograms of the resistance over a range of p values. Deep
in the diffusive phase (p = 0.1 in the figure) the dis-
tribution is approximately Gaussian (indicated by the
black dotted line), with the average and median growing
linearly with L and the standard deviation growing like√
L. Closer to the subdiffusion transition (p = 0.3 in
the figure) the distribution starts to develop a tail (these
parameters correspond to the point where the third cu-
mulant has started to scale faster than linearly with L,
pq3 = (0.3)(1.5)3 = 81/80). Close to the subdiffusion
transition on the diffusive side (p = 0.5 in the figure,
where the average is still defined but the variance is not,
pq2 = (0.5)(1.5)2 = 9/8) we see that the distribution
has developed the predicted weak power-law tail which
is indicated by the black dotted line. In the subdiffusive
phase (p = 0.9 in the figure) the distribution has a strong
power-law tail, which agrees well with the prediction (9)
that R is dominated by the longest string of insulators,
shown again by the black dotted line. The discrepancy at
small R is due to the fact that these realizations have un-
usually short longest strings of insulators, which therefore
have a less dominant contribution to the total resistance.
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Figure 6. Comparison of analytical and numerical results for
the semiclassical model. Upper panels: Histograms of the
rescaled resistance in the diffusive phase p = 0.1 (top left),
p = 0.3 (top right), and p = 0.5 (center left) and the sub-
diffusive phase p = 0.9 (center right). The top panels show
the rescaling (R − R?)/σ, which is compared to a Gaussian
distribution (black dotted line) for p = 0.1, the existence of
a tail in the diffusive phase is clear in the p = 0.3 histogram.
The central panels show the rescaling R/R?, with a compar-
ison to the predicted tail for p = 0.5, and a comparison to
the theoretical prediction (9) shown for p = 0.9 (black dotted
lines). Lower panel: Comparison of the numerically deter-
mined scaling exponent for the median resistance, β, and also
for the inter-quartile range, β′, with the analytical prediction
log1/p(q).
IV. Discussion
In this paper we have studied DC spin transport in a
disordered, non-interacting spin chain with dephasing on
random sites. We have shown that the system exhibits
a phase transition from diffusive to subdiffusive trans-
port when the density of sites with dephasing decreases
below a critical value. In the subdiffusive phase the dis-
tributions of resistances across different realizations of
the disorder and dephasing have heavy tails, suggesting
that the subdiffusion is caused by Griffiths effects.
We have also presented a related, exactly solvable
semiclassical model, where the system is formed of ran-
9domly chosen sequences of insulators and conductors. We
have shown that this system also undergoes a transi-
tion from diffusion to subdiffusion due to Griffiths effects
when the density of conductors decreases below a criti-
cal value. This model captures the qualitative features
seen in the microscopic quantum model, including the
Gaussian distributions of resistances deep in the diffusive
phase, which develop tails as the transition to subdiffu-
sion is approached, and eventually become heavy-tailed
in the subdiffusive phase.
The behavior of the quantum model is most similar
to that of the semiclassical model (i.e. most consistent
with the physics of Griffiths effects) when the disorder is
strong and the subdiffusion weak. We have argued that
this discrepancy is due to the finite lengths of the clus-
ters of sites with and without dephasing: the semiclas-
sical model is constructed using the asymptotic scaling
properties of these clusters, and we have shown that for
certain parameter combinations they are certainly not in
their asymptotic regimes. At very large system sizes we
expect that the behavior of the two models will become
increasingly similar.
Studies on interacting disordered quantum systems
have failed to find definitive evidence for Griffiths ef-
fects being the cause of subdiffusive transport. This may
be due to strong finite-size effects, as it is known that
large system sizes are required to observe the asymp-
totic transport properties in interacting systems [12]. In
Ref. 13 it was shown that accurately simulating subd-
iffusive dynamics requires high bond dimensions in the
time-evolving block decimation (TEBD) algorithm, so
characterizing the subdiffusion in a large system has a re-
strictively high computational cost. These TEBD studies
on subdiffusion in large systems [12, 13, 15, 16] are lim-
ited to L . 100 in the subdiffusive phase, with the max-
imum achievable L decreasing as the disorder strength
increases and the transport becomes slower. Presumably
in interacting systems, if the regions of strong disorder
are not large enough to act as bottlenecks to transport,
the nature of the subdiffusion may be concealed by finite-
size effects similar to those described in Section II A: the
subdiffusive scaling of R? with L in the absence of heavy-
tailed distributions, shown for W = 1 in Fig. 4, mirrors
the results in Ref. 13.
We also observe similarities between the finite-size scal-
ing of the resistance in the interacting system and in our
dephasing model. The scaling properties of the NESS
current with system size in the thermalizing phase of the
disordered Heisenberg spin chain were first presented in
Ref. 12, and we have reproduced the results in Fig. 7
(we maintain the convention from the original paper of
stating disorder strength in relation to onsite fields that
couple to spin operators, not Pauli matrices). In the
original paper the authors examined the average current
〈j〉 rather the resistance, but the quantity R˜ = 1/〈j〉
should behave in the same way as the typical (median)
resistance, as the distribution of currents does not have
a large tail. In the upper panel of Fig. 7 the points
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Figure 7. Scaling properties of the inverse NESS current with
system size in the disordered Heisenberg spin chain. Upper
panel: R˜ as a function of L for several disorder strengths in
the thermalizing phase. The points show the numerical data,
and the lines indicate a fit of the form R˜ = aLβ using the
three largest system sizes. Lower panel: The (discrete) beta
function of the same data, normalized by its asymptotic value
at L → ∞. The solid black line indicates a fit of the form
(12) to the W = 0.25 data. Data reproduced from Ref. 12.
show numerical data and the lines indicate fits of the
form R˜ = aLβ evaluated on the largest three system
sizes available. We see comparable behavior to that in
Fig. 1: for weak disorder R˜ approaches the asymptotic
power-law scaling from above (note that the transport in
the clean isotropic Heisenberg model is superdiffusive but
not ballistic), while for stronger disorder it approaches
the asymptotic scaling from below. In the lower panel
of Fig. 7 we show the discrete resistance beta function,
which we have normalised by its asymptotic value, β, to
better compare the diffusive (W . 0.55) and subdiffu-
sive (W & 0.55) data. We see very similar behavior to
that in Fig. 2: for weak disorder the beta function ap-
proaches its asymptotic value from below (a fit of the
form (12) is shown for W = 0.25), while for stronger dis-
order the asymptotic behavior is approached from above.
This suggests that the physics of the dephasing model,
and therefore this work, is relevant to fully interacting,
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disordered systems (which can eventually be many-body
localized) with weak disorder.
Determining the size of the rare insulating regions in
interacting models, and how their size affects their ef-
fectiveness as bottlenecks, would be an important step
in confirming or refuting the Griffiths effects hypothesis,
and this could potentially be achieved using probes of lo-
cal thermal properties such as those employed in Refs. 42
and 43. It could also be enlightening for the theory of the
transition, helping in supporting and discriminating be-
tween the various renormalization groups scenarios [44–
49] which have been proposed and which lead to different
critical properties of the dynamical MBL transition.
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A. Finding the NESS current
The NESS current corresponding to the system de-
scribed by equations (1)-(4) can be calculated exactly,
and here we briefly outline the method to do so. De-
tailed discussions and derivations of these equations can
be found in Refs. 28, 29, and 33. We use the correlation
matrix in the NESS to calculate the quantities of interest,
namely the expectation values of the onsite magnetiza-
tion σzn and the current through the bond leaving site n in
the positive direction jn = 2
(
σxnσ
y
n+1 − σynσxn+1
)
(which
can be derived from the continuity equation for the lo-
cal magnetization). The correlation matrix is an L × L
matrix from which we can calculate our quantities of in-
terest: 〈σzn〉 = −Cn,n and 〈jn〉 = 4= (Cn,n+1), where the
NESS current j∞ should be independent of n.
The correlation matrix is found by numerically solving
the matrix equation
AC + CA† +GC˜ + C˜G = P, (A1)
where C˜ is the correlation matrix with the diagonal
elements removed (note that for uniform dephasing,
γn = γ, this reduces to equation 11 of Ref. 29). The non-
Hermitian matrix A = iE − iJ + ΓR, where En,n = hn,
Jn,n±1 = −1 (note that E − J is the Hamiltonian (1)
in the single-particle sector), and R1,1 = RL,L = 1.
The remaining matrices are: −P1,1 = PL,L = 2Γ and
Gn,n = γn. All unspecified matrix elements are zero.
When the disorder is strong and the system is large,
the current j∞ becomes small and imperfect numerical
precision can result in the solution of (A1) being un-
physical. This is easily diagnosed by studying the prop-
erties of the solution, such as the spatial invariance of
the current, and whether the magnetization profile is
real and bounded by −1 ≤ 〈σzn〉 ≤ 1. An alterna-
tive method of solving (A1) was presented in Ref. 30
for a system without dephasing, which can be gener-
alized to a system where γ 6= 0. Defining the non-
Hermitian matrix T = A + G, we numerically find its
complex eigenvalues λn and left and right eigenvectors
|ψ(Ri)〉 = ∑k ψ(Ri)k |k〉 and |ψ(Li)〉 = ∑k ψ(Li)k |k〉, nor-
malized such that 〈ψ(Lm)|ψRn〉 = δm,n. The eigenvectors
are complex conjugates of each other ψ
(Li)
k =
(
ψ
(Ri)
k
)∗
.
We can rewrite (A1) as:
TC + CT † = P˜ , (A2)
where P˜ is a diagonal matrix with elements equal to
P˜n,n = Pn,n + 2γnCn,n, which has the formal solution:
C =
∫ ∞
0
dt e−tT P˜ e−tT
†
. (A3)
Rewriting this in the eigvenbasis of T and evaluating the
integral we find a set of equations:
Cm,n = Γ (θm,n,1 − θm,n,L) +
∑
k
γk θm,n,k Ck,k, (A4)
where we have introduced the shorthand:
θj,k,l = 2
∑
p,q
ψ
(Rp)
j ψ
(Rp)
l
(
ψ
(Rq)
k ψ
(Rq)
l
)∗
λp + λ∗q
. (A5)
After numerically diagonalizing the matrix T the quan-
tities θj,k,l can be constructed easily. The diagonal ele-
ments, which describe the magnetization profile 〈σzn〉 =
−Cn,n, give us a set of L linear equations:
〈σzn〉 = Γ (θn,n,1 − θn,n,L) +
∑
m
γm θn,n,m 〈σzm〉, (A6)
which can be solved numerically. With the knowledge of
the diagonal elements we can then simply evaluate the
currents:
〈jn〉 = 4=
(
Γ [θn,n+1,L − θn,n+1,1]
−
∑
m
γm θn,n+1,m 〈σzm〉
)
.
(A7)
Note that in order to calculate the magnetization profile
and the current through every bond it is not necessary
to evaluate all L3 of the θj,k,l quantities.
