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We investigate the interplay of rotor-angle and voltage stability in electric power systems. To this
end, we carry out a local stability analysis of the third-order model which entails the classical power-
swing equations and the voltage dynamics. We provide necessary and sufficient stability conditions
and investigate different routes to instability. For the special case of a two-bus system, we analyti-
cally derive a global stability map. Published by AIP Publishing. https://doi.org/10.1063/1.5002889
A reliable supply of electric power requires a stable oper-
ation of the electric power grid. Thousands of generators
must run in a synchronous state with fixed voltage magni-
tudes and fixed relative phases. The ongoing transition to
a renewable power system challenges the stability as line
loads and temporal fluctuations increase. Maintaining a
secure supply thus requires a detailed understanding of
power system dynamics and stability. Among various
models describing the dynamics of synchronous genera-
tors, analytic results are available mainly for the simplest
second-order model which describes only the dynamics of
nodal frequencies and voltage phase angles. In this arti-
cle, we analyze the stability of the third order model
including the transient dynamics of voltage magnitudes.
Within this model we provide analytical insights into the
interplay of voltage and rotor-angle dynamics and char-
acterize possible sources of instability. We provide novel
stability criteria and support our studies with the analysis
of a network of two coupled nodes, where a full analytic
solution for the equilibria is obtained and a bifurcation
analysis is performed.
I. INTRODUCTION
A stable supply of electric power is essential for the
economy, industry, and our daily life. The ongoing transition
to a renewable generation challenges the stability of power
grids in several ways.1 Electric power has to be transmitted
over large distances, leading to high transmission line loads
at peak times.2,3 Wind and solar power generation fluctuates
on various time scales, requiring more flexibility and chal-
lenging dynamic stability.4–7 Furthermore, the effective
inertia of the grid decreases such that power fluctuations
have a larger impact on system stability.8
A reliable power supply requires a detailed understand-
ing of power system dynamics and stability. Numerical stud-
ies are carried out routinely at different levels of modelling
detail (see Refs. 9 and 10 for a comparison of different mod-
els). These studies provide a concrete stability assessment
for one given power grid or components. For instance, the
performance of different models has been evaluated for the
Western System Coordinating Council System (WSCC) and
the New England and New York system in Ref. 11. Analytic
studies into the mathematical structure of the problem have
been obtained mainly for second-order models based on the
power-swing equations.12–15 These models describe only the
dynamics of nodal frequencies and rotor angles, assuming
the voltage magnitudes to be constant in time.9,16,17 Voltage
stability is usually investigated numerically, see Ref. 18 and
references therein.
The present paper aims at providing analytical insights
into the interplay of voltage and rotor-angle dynamics in
electric power systems.19 We analyze the stability of the
third-order model of synchronous generators, including the
transient voltage along the q-axis, which has been studied
so far mainly computationally.9,10,20–24 We provide an ana-
lytical decomposition of the Jacobian into the frequency
and voltage subsystems, which gives rise to a novel stabil-
ity criterion (cf. Proposition 1), and a characterization of
possible sources of instability. For the most elementary net-
work of two coupled nodes, a full analytic solution of the
equilibria is obtained and a bifurcation analysis is
performed.
The remainder of the paper is structured as follows: Sec.
II recalls the third-order model. In Sec. III we, perform a
local stability analysis via the Jacobian linearization. Section
IV discusses routes to instability, while Sec. V draws upon
the example of a two bus system. The paper ends with con-
clusions in Sec. VI.
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II. THE THIRD-ORDER MODEL AND ITS EQUILIBRIA
The third-order or one-axis model describes the transient
dynamics of synchronous machines,9,10 in particular, the
• power angle dðtÞ relative to the grid reference frame,
• the angular frequency xðtÞ ¼ _d relative to the grid refer-
ence frame, and
• the transient voltage E0qðtÞ in the q-direction of a co-
rotating frame of reference.
The third-order model does not cover subtransient
effects, and it assumes that the transient voltage in the d-
direction of the co-rotating frame vanishes. The equations of
motion for one machine are given by9
_d ¼ x; (1a)
M _x ¼ Dxþ Pm  Pel; (1b)
T0d _E
0
q ¼ Ef  E0q þ ðXd  X0dÞId; (1c)
where the dot denotes differentiation with respect to time.
Here, the symbol Pm denotes the effective mechanical input
power of the machine and Ef the internal voltage or field flux.
Pel stands for electrical power out-flow. The parameters D and
M denote the damping and the inertia of the mechanical motion
and T0d the relaxation time of the transient voltage dynamics.
The voltage dynamics further depends on the difference of the
static (Xd) and transient (X
0
d) reactances along the d-axis, where
Xd  X0d > 0 in general, and the current along d-axis Id.
In this article, we consider an extended grid consisting
of several synchronous machines labeled by j ¼ 1; 2;…;N.
Neglecting transmission line losses, the electric power
exchanged with the grid and the current at the jth machine
read20
Pelj ¼
XN
‘¼1
E0q;jE
0
q;‘Bj;‘ sin ðdj  d‘Þ;
Id;j ¼
XN
‘¼1
E0q;‘Bj;‘ cos ðd‘  djÞ;
(2)
where the E0q;j and dj are the transient voltage and the power
angle of the jth machine, the parameter Bjk  0 denotes the
susceptance of the transmission line (j, k) and Bjj  0
denotes the shunt susceptance of the jth node.
Using Eq. (2), the equations of motion assume a particu-
larly simple form.5,20,21 For the sake of notational convenience,
we drop the prime as well the subscripts d and q and obtain
_dj ¼ xj;
Mj _xj ¼ Pmj  Djxj þ
XN
‘¼1
EjE‘Bj;‘ sin ðd‘  djÞ:
Tj _Ej ¼ Efj  Ej þ ðXj  X0jÞ
XN
‘¼1
E‘Bj;‘ cos ðd‘  djÞ: (3)
Many studies consider a grid consisting of synchronous
generators and ohmic loads, which can then be eliminated
using a Kron reduction.25 The reduced system consists of
the generator nodes only, and the parameters Bjk and P
m
j
represent effective values characterizing the reduced
network.
The negligence of line losses is a common simplification
in power grid stability assessment as the ohmic resistance is
typically much smaller than the susceptance in high-voltage
power transmission grids. This assumption is not valid in dis-
tribution grids where resistance and susceptance are compa-
rable. Furthermore, losses are expected to become more
important when the transmitted power is large, i.e., at the
border of the stability region.
Stationary operation of a power grid corresponds to a state
with constant voltages and perfect phase-synchronization, i.e., a
point in configuration space where all Ej, xj, and dj  d‘ are
constant in time. The latter condition requires that all nodes
rotate at the same frequency djðtÞ ¼ Xtþ dj for all j ¼ 1;
…;N, such that we obtain the conditions
_xj ¼ _Ej ¼ 0; _dj ¼ X for all j ¼ 1;…;N: (4)
Strictly speaking, we are searching for a stable limit cycle,
but all points along the cycle are physically equivalent. We
can focus on any point on the cycle as a representative for
the equivalence class and call this an equilibrium in the fol-
lowing. Subsequently, the superscript  is used to denote the
values of the rotor phase angle, frequency, and voltage in
this equilibrium state. Perturbations along the cycle, where
we add or subtract a global phase shift d from all phases dj
simultaneously, do not affect phase synchronization and thus
can be excluded from the stability analysis. We will make
this precise in Definition 1.
For the third-order model (3), an equilibrium state of the
power grid is thus given by the nonlinear algebraic equations
X ¼ xj ; (5a)
0 ¼ Pmj  DjX|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
¼:Pj
þ
XN
‘¼1
Ej E

‘Bj;‘ sin ðd‘  dj Þ; (5b)
0 ¼ Efj  Ej þ ðXj  X0jÞ
XN
‘¼1
E‘Bj;‘ cos ðd‘  dj Þ: (5c)
We note that many equilibria, stable and unstable, can exist
in networks with sufficiently complex topology.26
III. LINEAR STABILITYANALYSIS
It is well-understood in the literature19,27 that local sta-
bility properties of an equilibrium, i.e., stability with respect
to small perturbations, can be evaluated by linearizing the
equations of motion (3). For linear stability analysis, we
introduce perturbations n, , and 
djðtÞ ¼ dj þ njðtÞ; xjðtÞ ¼ xj þ jðtÞ; EjðtÞ ¼ Ej þ jðtÞ:
The main question is then whether the perturbations n, ,
and  grow or decay over time. If all perturbations decay
(exponentially), the equilibrium is said to be “linearly” sta-
ble. In the literature, this property is sometimes also called
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“local (asymptotic/exponential) stability” or “small system
stability,” cf. Refs. 27 and 28. We also refer to Ref. 19 for an
overview of stability notions for power systems. Substituting
the ansatz from above into (3), transferring to a frame of ref-
erence rotating with the frequency X, and keeping only terms
linear in nj, j, and j yields
_nj ¼ j;
Mj _ j ¼ Djj 
XN
‘¼1
Kj;‘n‘ þ
XN
‘¼1
A‘;j‘;
Tj _j ¼ j þ ðXj  X0jÞ
XN
‘¼1
Hj;‘‘ þ
XN
‘¼1
Aj;‘n‘;
(6)
whereby K;A;H 2 RNN are given by
Kj;‘ ¼
Ej E‘Bj;‘ cos ðd‘  dj Þ for j 6¼ ‘P
k 6¼j E

j E

kBj;k cos ðdk  dj Þ for j ¼ ‘
(
Aj;‘ ¼
E‘Bj;‘ sin ðd‘  dj Þ for j 6¼ ‘P
k E

kBj;k sin ðdk  dj Þ for j ¼ ‘
(
Hj;‘ ¼ Bj;‘ cos ðd‘  dj Þ:
(7)
Furthermore, we define the diagonal matricesM, D, X, and T
(all in RNN) with elements Mj, Dj, ðXj  X0jÞ, and Tj for
j ¼ 1;…;N, respectively. We note that all these elements are
strictly positive.
Now we can recast (6) into matrix form, defining the vectors
n ¼ ðn1;…; nNÞ>, m ¼ ð1;…; NÞ>, and  ¼ ð1;…; NÞ>,
where the superscript> denotes the transpose of a matrix or vec-
tor. We then obtain
_n
_m
_
0
BB@
1
CCA¼
0 1l 0
M1K M1D M1A>
T1XA 0 T1ðXH 1lÞ
0
B@
1
CA
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼:J
n
m

0
B@
1
CA: (8)
An equilibrium is dynamically stable if small perturbations
are exponentially damped. This is the case if the real part of
all relevant eigenvalues of the Jacobian matrix J are strictly
smaller than zero.27 If an eigenvalue l has a positive real
part, then the corresponding eigenmode grows exponentially
as e<ðlÞt and the system is linearly unstable. If the real part
equals zero, then the question for local stability cannot be
decided using the linearization approach and a full nonlinear
treatment based on a center-manifold approximation is nec-
essary, see Ref. 27. Typically, power systems are nonlinearly
unstable in this case.29
We note that J always has one eigenvalue l1 ¼ 0 with
the eigenvector ðn m Þ> ¼ ð1 0 0Þ>: This corresponds to a
global shift of the machines’ phase angles which has no
physical significance. We thus exclude this trivial eigenmode
from the stability analysis in the following, i.e., we consider
only perturbations from the orthogonal complement
D? ¼ ðn; m; Þ> 2 R3Nj1>n ¼ 0
n o
: (9)
Similarly, we define the projection onto the angle and volt-
age subspaces (omitting frequency)
~D? ¼ ðn; Þ> 2 R2Nj1>n ¼ 0
n o
; (10)
and the angle subspace (omitting frequency and voltage)
D? ¼ n> 2 RNj1>n ¼ 0
 
: (11)
Furthermore, we fix the ordering of all eigenvalues such that
l1 ¼ 0; <ðl2Þ  <ðl3Þ      <ðl3NÞ: (12)
We then have the following consistent definition of linear
stability transversal to the limit cycle (cf. Ref. 27).
Definition 1. The equilibrium ðdj ;xj ;Ej Þ is linearly
stable if <ðlnÞ < 0 for all eigenvalues n ¼ 2;…; 3N of the
Jacobian matrix J defined in (8).
We note that an eigenvalue ln can be complex, but then
also the complex conjugate ln is an eigenvalue. Complex
eigenvalues correspond to oscillatory modes, i.e., the varia-
bles oscillate around the equilibrium with a growing or
shrinking amplitude. Indeed, the following lemma shows
that only damped oscillations are possible.
Lemma 1. If an eigenvalue is complex =ðlnÞ 6¼ 0, then
its real part is strictly negative <ðlnÞ < 0.
Proof. Recall the eigenvalue problem for the Jacobian
J
n
m

0
@
1
A ¼ l nm

0
@
1
A:
Decomposition yields
m ¼ ln; (13a)
Kn Dm þ A> ¼ lMm; (13b)
XAnþ ðXH  1lÞ ¼ lT: (13c)
Substituting (13a) into (13b) and multiplying (13c) with X1
yields
Kn lDnþ A> ¼ l2Mn; (14a)
Anþ ðH  X1Þ ¼ lX1T: (14b)
Multiplying the two last equations with the Hermitian conju-
gates n† and † from the left, respectively, and equating
ðn†A>Þ† ¼ †An, one obtains
l2hn;Mni þ lhn;Dni  lh;TX1i
þ hn;Kni þ h; ðH  X1Þi ¼ 0; (15)
where h; i is the standard scalar product on CN . All matri-
ces in these expressions are Hermitian such that all scalar
products are real. Thus we can easily divide (15) into real
and imaginary parts obtaining
2<ðlÞ=ðlÞhn;Mni þ =ðlÞ hn;Dni þ h;TX1i
 
¼ 0:
(16)
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This condition can be satisfied in two ways:
(1) =ðlÞ ¼ 0. In this case, we have a non-oscillatory mode,
and n and  can be chosen real. This case is analyzed in
Lemma 2.
(2) If =ðlÞ 6¼ 0, we have a pair of complex conjugate eigen-
values and the corresponding eigenmode describes a
damped or amplified oscillation. In this case, we can
divide Eq. (16) by =ðlÞ and solve for <ðlÞ with the
result
<ðlÞ ¼  h;TX
1i þ hn;Dni
2hn;Mni : (17)
As all matrices T, X, D, and M are diagonal with only posi-
tive entries, we obtain that =ðlÞ 6¼ 0 ) <ðlÞ < 0: 
As all oscillatory modes are damped, we can concentrate
on real eigenvalues, l 2 R, in the following.
Lemma 2. The equilibrium ðdj ;xj ;Ej Þ is linearly stable
if and only if the matrix
N ¼ K A
>
A H  X1
 !
(18)
is negative definite on ~D?.
Proof. By contradiction. We first consider the case that
N is negative definite and show that this implies l < 0. We
start from (14) for the eigenvalues l and eigenvectors of J,
which is rearranged into a matrix form
ðNþ CðlÞÞ n

 !
¼ 0; (19)
where
CðlÞ ¼ l
2M  lD 0
0 lX1T
 !
: (20)
Now let N be negative definite on ~D?. If we assume that
l  0 is an eigenvalue, the matrix CðlÞ is negative semi-
definite. Thus, the sum of the two matrices Nþ CðlÞ is also
negative definite such that Eq. (19) cannot be satisfied. Thus
an eigenvalue with l  0 does not exist and the system is
linearly stable.
Second, consider the case that the matrix N is not nega-
tive definite on ~D?. We then find an eigenvalue b  0 with
corresponding eigenvector ðn; Þ>. We can assume that 
6¼ 0 because otherwise
N
n

 !
¼ b n

 !
(21)
would imply that Kn ¼ 0, and it would mean that either
n ¼ 0 or n / 1. The first option is impossible because this
would imply ðn; Þ> ¼ 0; the second is ruled out by the
assumption that ðn; Þ> 2 ~D?.
Then, we evaluate the expression
n
0

0
BBB@
1
CCCA
>
J
n
0

0
BBB@
1
CCCA ¼
n
0

0
BBB@
1
CCCA
>
1l 0 0
0 M1 0
0 0 T1X
0
BBB@
1
CCCA

0 1l 0
K D A>
A 0 H  X1
0
BBB@
1
CCCA
n
0

0
BBB@
1
CCCA
¼
n
0

0
BBB@
1
CCCA
>
1l 0 0
0 M1 0
0 0 T1X
0
BBB@
1
CCCAb
0
n

0
BBB@
1
CCCA
¼
n
0

0
BBB@
1
CCCA
>
0
bM1n
bT1X
0
BBB@
1
CCCA
¼ b>T1X  0; (22)
whereby the last inequality follows from X;T being positive
definite. Thus, the Jacobian is not negative definite on D?,
and the equilibrium is not linearly stable. 
IV. ROUTES TO INSTABILITY
We can obtain further insights into the stability proper-
ties by decomposing the system dynamics into its rotor-angle
and voltage parts (cf. Refs. 19 and 30). We start with the fol-
lowing proposition, which comes in two versions.
Proposition 1. (Sufficient and necessary stability
conditions).
(I) The equilibrium ðdj ;xj ;Ej Þ is linearly stable if and
only if (a) the matrix K is positive definite on D? and
(b) the matrix H  X1 þ AKþA> is negative definite,
where Kþ is the Moore-Penrose pseudoinverse of K.
(II) The equilibrium ðdj ;xj ;Ej Þ is linearly stable if and
only if (a) the matrix H  X1 is negative definite and
(b) the matrix Kþ A>ðH  X1Þ1A is positive defi-
nite on D?.
Proof. The results follow from Lemma 2 using the
Schur complement.31 We demonstrate the proof for Part I.
The proof for criterion II is obtained analogously.
First, on ~D?, the matrix N can be decomposed into
N ¼ U> K 0
0 H  X1 þ AKþA>
 !
U; (23)
with
U ¼ 1l K
þA>
0 1l
 !
: (24)
We define
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y ¼ ya yv
 > ¼ Ux: (25)
Lemma 3 given in the Appendix shows that
x 2 ~D? () y 2 ~D?;
x 6¼ 0 () ya; yv 6¼ 0:
(26)
According to Lemma 2, an equilibrium is stable if and only
if
x>Nx < 0 8x 2 ~D?; x 6¼ 0:
By the use of Eqs. (23) and (26), the above condition is
equivalent to
y>a Kya þ y>v ðH  X1 þ AKþA>Þyv < 0;
8 y 2 ~D?; ya; yv 6¼ 0:
That is, the equilibrium ðdj ;xj ;Ej Þ is stable if and only if K
is positive definite on D? and H  X1 þ AKþA> is nega-
tive definite. 
We are especially interested in classifying possible
routes to instability in the third-order model, i.e., we want to
understand how a stable equilibrium can be lost if the system
parameters are varied. Proposition 1 provides the basis for
this task as it shows where instabilities emerge. Depending
on which of the criteria in the corollary is violated, the insta-
bility can be attributed to the angular or the voltage subsys-
tem or both. This analysis will furthermore reveal stabilizing
factors of the third-order model.
A. Rotor-angle stability
An equilibrium becomes unstable when the Condition I
(a) in Proposition 1 is violated, i.e., when the matrix K is no
longer positive definite on D?. This corresponds to a pure
angular instability which can be seen as follows. If we arti-
ficially fix the voltages of all nodes, we arrive at a second-
order model, commonly referred to as classical model,9
structure-preserving model16 or oscillator model32,33 in the
literature. In this case, we have  	 0 and the linearized
equations of motion (8) reduce to
_n
_m
 !
¼ 0 1lM1K M1D
 !
n
m
 !
:
This system is stable if and only if K is positive definite (cf.
Ref. 29). Thus Condition I (a) includes a condition for the
stability of the rotor-angle subsystem alone.
For a system of two machines j¼ 1, 2 connected by one
transmission line, this stability criterion is easily understood.
The matrix K is positive definite on D? if and only if the
phase difference satisfies cos ðd2  d1Þ > 0. This is a well-
known criterion for stability extensively discussed in the lit-
erature.9,10,34 Stability is lost if the real power transmitted
between the two nodes, which is
P1 ¼ E1E2B1;2 sin ðd1  d2Þ;
is strongly increased. Typically, the phase difference d1  d2
grows with P1 until it reaches p=2 where the grid becomes
unstable.
An example of such a pure angle instability is shown in
Fig. 1. For Xj  X0j ¼ 0, the voltages are fixed as Ej ¼ Efj
such that we can restrict our analysis to the stability of the
rotor-angle subsystem. Stable operation is possible as long as
P1 < Pmax ¼ B1;2Ef1Ef2 as elaborated above. As P1 ! Pmax,
the second eigenvalue of the Laplacian K approaches zero,
and the stable equilibrium is lost in a saddle-node bifurcation
as studied in detail in Refs. 21 and 29.
FIG. 1. Example of a pure angle instability in a system of two coupled machines. When the transmitted power P1 ¼ P2 is increased towards a critical value Pmax,
one eigenvalue of the Laplacian matrix K (shown on the lower panel) approaches zero. At once, one eigenvalue of the Jacobian J of the full dynamical system
approaches zero and stability is lost as described by Proposition 1. At the critical value, the equilibrium is lost in an inverse saddle-node bifurcation, corresponding to
the border of the regions I and II in the stability map in Fig. 4. The remaining parameters are X1  X01 ¼ X2  X02 ¼ 0; B1;1 ¼ B2;2 ¼ 0:8; B1;2 ¼ B2;1
¼ 1:0; Ef1 ¼ Ef2 ¼ 1:0;D ¼ 0:2;M ¼ 1;T ¼ 2 in per unit system.
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This result can be generalized to larger networks in the
following way. We assume that the network is connected;
otherwise, we can consider every connected component sep-
arately. A transmission line (i, j) is called a “critical line” if
the angle difference across (i, j) satisfies
p
2
 jhi  hjj mod 2p  3p
2
;
otherwise it is called a non-critical line. We then have the
following corollary.
Corollary 1. If there is no critical line in the network,
then the matrix K is positive definite on D?.
This result follows from the fact that K is a Laplacian
matrix of a graph with weights wij ¼ Ei Ej Bi;j cos ðdj  di Þ.
If no critical line exists, K is a conventional Laplacian,
which is extensively studied in the literature.35–37 In particu-
lar, all eigenvalues are positive except for one zero eigen-
value corresponding to the eigenvector 1, i.e., a global shift
of the voltage phase angles which has no physical signifi-
cance as discussed above.
The general case of a signed Laplacian with possibly
negative weights wij has been studied in detail only
recently.29,34,38,39 Typically only few critical lines are pre-
sent such that it is insightful to analyze how stability depends
on the properties of these edges.39 One can draw an analogy
to resistor networks, where 1=wij is taken as the direct resis-
tance of each edge in the network. The effective resistance
between a pair of nodes is then defined as the voltage drop
inducing a unit current between the respective nodes.
If only one critical line is present, its direct resistance is
negative. However, the Laplacian matrix remains positive
semidefinite as long as the effective resistance of the critical
line remains positive.40
This result has been generalized to the case of several
critical lines as follows. Let G be the subgraph containing
all vertices but only the critical edges and let F be a span-
ning forest of this subgraph. We denote the node-edge inci-
dence matrix of the spanning forest as D. Then the matrix
C ¼ DKþD>
is an effective resistance matrix: the diagonal elements are
the effective resistances of the respective edges and the non-
diagonal elements are mutual effective resistances. One then
finds the following.
Corollary 2. The signed Laplacian K is positive definite
on D? if and only if the matrix C is positive definite.38
B. Voltage stability
Condition II (a) in Proposition 1 describes the stability
of the voltage subsystem alone. To see this, we artificially fix
the phase angles and frequencies, i.e., we set n 	 m 	 0 and
consider only perturbations of the voltages . The linearized
equations of motion (8) then reduce to
_ ¼ T1XðH  X1Þ:
This system is stable if and only if the matrix H  X1 is
negative definite. If this condition is violated, we thus face a
pure voltage instability. Rotor angles and frequencies and
phase angles will be affected by such an instability, too, but
the origin lies in the voltage subsystem.
To obtain a deeper understanding of this condition, we
first consider a system of only two machines j¼ 1, 2 con-
nected by one transmission line. Then we have
H  X1 ¼ B1;1  ðX1  X
0
1Þ1 B1;2 cos ðd1  d2Þ
B2;1 cos ðd2  d1Þ B2;2  ðX2  X02Þ1
 !
:
The cosine is positive since otherwise the rotor-angle insta-
bility would arise; Xj  X0j and Bj;‘ are positive for j 6¼ ‘
while Bj;j  0. Applying Silvester’s criterion, we find that
H  X1 is negative definite if and only if
B1;1  ðX1  X01Þ1
	 

B2;2  ðX2  X02Þ1
	 

> B1;2B2;1 cos
2ðd1  d2Þ: (27)
For applications, it is desirable to find sufficient stability
conditions which depend purely on the machine parameters
and not on the state variables. Using the bound
cos2ðd1  d2Þ  1, a sufficient condition for voltage stability
is obtained
B1;1  ðX1  X01Þ1
	 

B2;2  ðX2  X02Þ1
	 

> B1;2B2;1:
This condition is satisfied if
ðX1  X01Þ < ðB1;1 þ B1;2Þ1 and
ðX2  X02Þ < ðB2;1 þ B2;2Þ1: (28)
Thus, voltage stability is threatened if the difference between
the static and transient reactances ðXj  X0jÞ becomes too
large. An example for this route to instability is shown in
Fig. 2.
In more detail, we consider two identical machines run-
ning idle, i.e., no power is transmitted P1 ¼ P2 ¼ 0. In this
case, the sufficient conditions (28) for stability are also nec-
essary conditions and the stable equilibrium is lost at the crit-
ical value
ðX  X0Þcrit ¼ ðB1;1 þ B1;2Þ1: (29)
When X  X0 is increased above this critical value, an eigen-
value of the matrix H  X1 crosses zero. Then also an
eigenvalue of the Jacobian J of the full dynamical system
crosses zero and the equilibrium becomes unstable, as
described by Proposition 1.
This result can be generalized to larger systems com-
prised of more than two machines. Next, we present a suffi-
cient and a necessary condition for the stability of the
voltage subsystem alone. Again, we will support our pro-
posal for small values of ðXj  X0jÞ for ensuring voltage
stability.
Corollary 3. If for all nodes j ¼ 1;…;N
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ðXj  X0jÞ1 >
XN
‘¼1
Bj;‘;
then the matrix H  X1 is negative definite.
Proof. By applying Gershgorin’s circle theorem41 to the
general form of the matrix H  X1, the following condition
for eigenvalues kj is obtained:
jkj  ðBj;j  ðXj  X0jÞ1Þj 
XN
‘6¼j
Bj;‘ cos ðdj  dl Þ
;
with the radius of the disk
PN
‘6¼j Bj;‘ cos ðdj  dl Þ centered at
Bj;j  ðXj  X0jÞ1. The matrix is negative definite if and only
if all the eigenvalues lie in the left half of the complex plane,
which is guaranteed if
Bj;j  ðXj  X0jÞ1 þ
XN
‘6¼j
Bj;‘ cos ðdj  dl Þ < 0:
Using the bound cos ðdj  dl Þ  1, a sufficient condition for
negative definiteness is obtained as
Bj;j  ðXj  X0jÞ1 þ
XN
‘6¼j
Bj;‘ < 0
() ðXj  X0jÞ1 >
XN
‘¼1
Bj;‘ :
This concludes the proof. 
Corollary 4. If for any subset of nodes S 
 f1; 2;…;NgX
j2S
ðXj  X0jÞ1 
X
j;‘2S
Bj;‘ cos ðd‘  dj Þ; (30)
then the matrix H  X1 is not negative definite and the
equilibrium is linearly unstable.
Proof. This result follows from evaluating the expres-
sion x>ðH  X1Þx for a trial vector x 2 RN with entries
xj ¼ 1 8j 2 S and xj ¼ 0 8j 62 S.
C. Mixed instability
The interplay of voltage and angle dynamics can lead to
a third type of instability. A genuine mixed instability is
observed if the Conditions I (a) and II (a) in Proposition 1
are satisfied such that no ‘pure’ angle or voltage instability
occurs, but one of the Conditions I (b) or II (b) is violated.
An example of a mixed instability is shown in Fig. 3. The
matrices quantifying voltage stability (H  X1) and angle
stability (K) remain negative and positive definite, respec-
tively, but still stability is lost in a saddle node bifurcation
when the transmitted power is increased.
It should be noted that a mixed instability is not
exceptional, but the typical case. In the case of two cou-
pled machines, a pure angle instability is observed only if
Xj  X0j ¼ 0 for j¼ 1, 2 (cf. Fig. 1). If Xj  X0j > 0, an
increase in the transmitted power can only lead to a mixed
instability.
The emergence of mixed instabilities demands more
rigid requirements for stability as discussed above. Based on
Proposition 1, we derive necessary and sufficient conditions
in terms of network connectivity measures.
Definition 2. Given the ordering (12), the second small-
est eigenvalue k2 of the Laplacian matrix K is known as the
Fiedler value or algebraic connectivity of a network.36 The
associated eigenvector vF is the Fiedler vector.
42
The algebraic connectivity k2 is a measure of the con-
nectivity of a graph, embodying its topological structure and
connectedness. For a conventional graph with positive edge
weights, the algebraic connectivity is greater than 0 if and
only if the graph is connected (cf. 1).
FIG. 2. Example of a voltage instabil-
ity in a system of two coupled identical
machines. As the parameter X  X0
approaches the critical value given by
Eq. (29), the nodal voltages tend to
infinity and the eigenvalues of matrices
H  X1 and J tend to 0. The instabil-
ity corresponds to the border of the
regions I and III in the global stability
map in Fig. 4. The remaining parame-
ters are P1 ¼ P2 ¼ 0:5; B1;1 ¼ B2;2
¼ 0:8; B1;2 ¼ B2;1 ¼ 1:0; Ef1 ¼ Ef2
¼ 1:0; D ¼ 0:2;M ¼ 1; T ¼ 2 in per
unit system.
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In the limit ðXj  X0jÞ 	 0 (no voltage dynamics), a nec-
essary and sufficient condition for stability is that the
Laplacian K is positive definite on D? which is equivalent to
k2 >
!
0; (31)
as discussed in detail in Sec. IVA. We can extend this neces-
sary condition for the algebraic condition for small ðXj  X0jÞ
by means of a Taylor expansion. To leading order, the neces-
sary connectivity always increases with ðXj  X0jÞ.
Corollary 5. A necessary condition for the stability of
an equilibrium point is given by
k2 >
XN
j¼1
ðXj  X0jÞ
XN
k¼1
AjkvFk
 !2
þOððXj  X0jÞ2Þ;
where vF denotes the Fiedler vector for ðXj  X0jÞ 	 0.
Proof. We denote by vF the normalized Fiedler vector at
ðXj  X0jÞ 	 0 and by v0F the actual normalized Fiedler vector
for the particular non-zero value of the ðXj  X0jÞ. Clearly,
we have
v0F ¼ vF þOððXj  X0jÞ1Þ:
Furthermore, we use the expansion
ðX1 HÞ1 ¼
X1
‘¼0
XðXHÞ‘;
such that
ðX1 HÞ1 ¼ X þOððXj  X0jÞ2Þ:
Now, Condition II (b) in Proposition 1 reads
8y : y>Ky > y>A>ðX1 HÞ1Ay:
Choosing one particular vector y, one obtains a necessary
condition for stability. Picking y ¼ v0F, we find
k2 > v
0>
F A
>ðX1 HÞ1Av0F;
and expanding the right-hand side to leading order in ðXj  X0jÞ
yields
k2 > v
>
FA
>XAvF þOððXj  X0jÞ2Þ:
The matrix X is diagonal such that we can evaluate the
expression further to obtain
k2 >
XN
j¼1
ðXj  X0jÞ
XN
k¼1
AjkvFk
 !2
þOððXj  X0jÞ2Þ: 
Furthermore, we can derive two sufficient conditions for
stability in terms of the algebraic connectivity. These results
show that in the limit of high connectivity only the pure volt-
age dynamics determines the stability of the full system.
Corollary 6. If the algebraic connectivity is positive
k2 > 0 and for all nodes j ¼ 1;…;N, we have
ðXj  X0jÞ1 
XN
‘¼1
Bj‘ >
kAk2kA>k2
k2
; (32)
FIG. 3. Example of a mixed instability
in a system of two coupled machines.
As the transmitted power P1 ¼ P2
increases to a critical value, a stable
equilibrium (solid lines) and an unsta-
ble equilibrium (green dashed line)
annihilate in an inverse saddle node
bifurcation. The bifurcation corre-
sponds to the border of the regions I
and II in the stability map in Fig. 4.
Shown are the state variables E1 ¼ E2
and the relative phase d12 and the
eigenvalues describing linear stability.
Only the largest eigenvalues are shown
for K and J. The remaining parameters
are X1X01 ¼ X2X02 ¼ 1; B1;1 ¼ B2;2
¼0:8; B1;2 ¼ B2;1 ¼ 1:0; Ef1 ¼ Ef2
¼ 1:0;D¼ 0:2;M¼ 1;T ¼ 2 in per unit
system.
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where k  k2 is the operator ‘2-norm, then an equilibrium
point is stable.
Proof. (1) If k2 > 0, this directly implies that K is posi-
tive definite on D? and condition I (a) in Proposition 1 is
satisfied.
(2) Using Gershgorin’s circle theorem as in the proof of
Corollary 3, we find that the condition (32) implies that
X1 H  k12 kAk2kA>k21l is positive definite on D?.
Noting that k12 ¼ kKþk2, this implies
8y : y>ðX1 HÞy > kAk2kKþk2kA>k2kyk2
 kAKþA>k2kyk2
 y>AKþA>y: (33)
Hence, matrix X1 H  AKþA> is positive definite on
D?. Condition I (b) in Proposition 1 is satisfied and the equi-
librium is stable. 
Corollary 7. If the voltage subsystem is stable, i.e.
X1 H is positive definite, and the algebraic connectivity
satisfies
k2 > kA>ðX1 HÞ1Ak2; (34)
where k  k2 is the operator ‘2-norm, then an equilibrium
point is stable.
Proof. (1) By assumption, we have X1 H positive def-
inite such that Condition II (a) is satisfied in Proposition 1.
(2) Furthermore, Assumption (34) implies that
8y 2 D? : y>Ky  k2kyk2
>kA>ðX1 HÞ1Ak2kyk2
 y>A>ðX1 HÞ1Ay;
such that the matrix K A>ðX1 HÞ1A is positive defi-
nite on D? and Condition II (b) in Proposition 1 is also satis-
fied. Hence the equilibrium is stable. 
V. EXISTENCE OF EQUILIBRIA AND STABILITY MAP
IN TWO BUS SYSTEMS
The analysis of the Jacobian reveals the stability of a given
equilibrium and different routes to instability. We now investi-
gate when a stable equilibrium exists and derive the global sta-
bility map of the grid. We focus on an elementary network of
two coupled machines, one with positive effective power P1
> 0 and one with negative effective power P2 ¼ P1. All
other machine parameters are assumed to be identical,
Ef2 ¼ Ef1 > 0; X2  X02 ¼ X1  X01 > 0; B2;2 ¼ B1;1 < 0, and
B2;1 ¼ B1;2 > 0.
This example allows for a fully analytical solution of the
equilibrium equation (5). Stability requires that phase differ-
ence satisfies d1  d2 2 ðp=2; p=2Þ. Equation (5b) in (5)
can then be solved for the phase difference
d1  d2 ¼ arcsin
P1
B1;2E1E

2
 
: (35)
Subtracting (5c) for one machine from that for the other
machine, one can show that the voltages at both machines
must be identical in a stable equilibrium
E2 ¼ E1:
Using the result (35), we can now eliminate the phases from
(5c). We are left with an equation containing only the state
variable E1
f ðX  X0ÞB1;1  1
 2  ðX  X0Þ2B21;2gE41 þ Ef2E21
þ2 ðX  X0ÞB1;1  1
 
EfE31 þ ðX  X0Þ2P21 ¼ 0: (36)
This is a fourth-order polynominal in E1, which can be
solved analytically leading to rather lengthy expressions.
More importantly, the fundamental theorem of algebra tells
us that there are exactly four solutions for a given set of sys-
tem parameters. Discarding solutions where E1;2 or d

1  d2
are complex or E1;2 < 0, which are physically not meaning-
ful, we obtain a set of equilibria, which can be stable or
unstable, though.
Solving Eq. (36) as a function of the system parameters
provides a general stability map and bifurcation set. Here,
we focus on the dependence on the machine parameters
P1 ¼ P2 and X  X0, while keeping the transmission sys-
tem parameters fixed. The stability map in Fig. 4 reveals
three qualitatively different regimes. In region I, the polyno-
mial (36) has two real roots, one corresponding to a stable
and one to an unstable equilibrium. Hence a stable operation
of the grid is possible.
FIG. 4. Stability map for a system of two coupled identical machines. A sta-
ble equilibrium exists only in region I. Stability is lost at the boundary to
region II in an inverse saddle node bifurcation (see Figs. 1 and 2 for exam-
ples). At the boundary to region III, the voltage E1 ¼ E2 diverges and
changes sign such that the equilibrium becomes unphysical. This corre-
sponds to a pure voltage instability shown in Fig. 3. The stability map is
obtained from the solution of the fourth order polynomial (36). At the
boundary I-II, two real solutions become complex and the discriminant/
determinant of the polynomial changes sign.
033117-9 Sharafutdinov et al. Chaos 28, 033117 (2018)
The phase difference decreases steadily with the
increase in X  X0, whereas the nodal voltages increase.
Notably, the maximum transmitted power (the maximum
power P1 for which a stable solution exists, corresponding to
the boundary of regions I and II) first decreases with X  X0
and then increases for larger values of X  X0 due to 2nd
power dependence on the voltages on nodes. Near the border
of the two regimes I-III, the maximum transmitted power is
effectively infinite, as the voltage diverges.
When the system is approaching the “phase border”
between region I and II in the parameter space, two equilib-
ria, stable and unstable, merge in an inverse saddle-node
bifurcation, and the equilibrium is lost, accompanied with
the birth of 2 complex roots of the polynomial (36). The bor-
der line can be obtained analytically from the determinant of
the fourth-order polynomial (36) as it sign changes from –
toþwhen passing through the line I-II. Therefore, in region
II, all four roots of (36) are complex and no stable equilib-
rium exits. For X  X0 ¼ 0, the saddle-node bifurcation cor-
responds to a pure rotor-angle instability (cf. Fig. 1), and for
other values of X  X0 it corresponds to a mixed instability,
cf. Fig. 3.
In region III, the polynomial (36) has two complex and
two real roots with opposite signs. Only the positive real root
corresponds to a physical solution, but it is always unstable,
such that no stable operation is possible. By approaching the
border I-III from below, the coefficient of the fourth power
in the polynomial (36) becomes infinitesimally small.
Consequently, the magnitude of one root goes to infinity on
the border, thereby changing its sign from positive in region
I to negative in region III (cf. Fig. 2).
In physical terms, the voltage magnitude increases with
X  X0 until it diverges on the border of the regions I-III. On
the border, one faces a pure voltage instability as illustrated
in Fig. 2. No stable operation is possible if the difference of
static and transient reactance X  X0 exceeds a critical value
(region III). Notably the divergence of the voltage magnitude
implies that the phase difference d1  d2 ! 0 on the I-III-
border if the transmitted power is finite.
VI. CONCLUSION AND OUTLOOK
This paper has investigated the third-order model of
power system dynamics with a focus on the interplay of
rotor-angle and voltage stability. We employed a lineariza-
tion approach and derived necessary and sufficient condi-
tions for local exponential stability and uncovered different
routes to instability. For the simplified case of a two-bus sys-
tem, the positions of the equilibria as well as a global stabil-
ity map was obtained fully analytically.
Our paper provides several rigorous results which can
deepen our understanding into the factors limiting power
system stability. In particular, Proposition 1 provides a
decomposition of the Jacobian into the angle and voltage
subspace by means of the Schur decomposition and thus
allows us to rigorously classify possible routes to instability.
Stability of the angle subsystem requires that voltage phase
angle differences remain small, see Corollaries 1 and 2.
Stability of the voltage subsystem is threatened if the
difference of the static and transient reactances X  X0
becomes too large as expressed in Corollary 3 and 4. Mixed
instabilities can emerge due to the interplay of both
subsystems.
Furthermore, our paper provides analytical insights into
how the structure of a network determines its dynamics by
linking stability properties to measures of connectivity.
Future research can deepen the understanding and the appli-
cability of our result. In particular, our approach can be
extended towards models of increasing complexity such as
the fourth order model. Analytic results can be compared to
numerical simulations to test how tight the derived bounds
are and to clarify the importance of line losses for the stabil-
ity problem.
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APPENDIX: CONSTRUCTION OF THE SCHUR
DECOMPOSITION
Here, we summarize some technical results which are
used to proof the main results of the paper.
Lemma 3. Consider the matrix U defined in (24). If
x 2 ~D?, then also y ¼ Ux 2 ~D?.
Proof. Let us write x ¼ ðnÞ>, then
y ¼ 1l K
þA>
0 1l
 
n

 
¼ n K
þA>

 
: (A1)
1ln ¼ 0 because x 2 ~D?. 1lKþA> ¼ 0 because Kþ maps onto
D? as K maps onto D?. Then ð1ln KþA>Þ ¼ 0 and there-
fore y 2 ~D?. Also y 6¼ 0, as if it is equal to zero, then
n KþA> ¼ 0;
 ¼ 0;

(A2)
which is realized if and only if
n ¼ 0;
 ¼ 0;

(A3)
meaning x ¼ 0, that contradicts with the condition x 6¼ 0. 
1R. Sims et al., “Integration of renewable energy into present and future
energy systems,” in IPCC Special Report on Renewable Energy Sources
and Climate Change Mitigation, edited by O. Edenhofer et al., (Cambridge
University Press, Cambridge, United Kingdom, 2011), pp. 609–706.
2T. Pesch, H.-J. Allelein, and J.-F. Hake, “Impacts of the transformation of
the German energy system on the transmission grid,” Eur. Phys. J.: Spec.
Top. 223, 2561 (2014).
033117-10 Sharafutdinov et al. Chaos 28, 033117 (2018)
3D. Witthaut, M. Rohden, X. Zhang, S. Hallerberg, and M. Timme,
“Critical links and nonlocal rerouting in complex supply networks,” Phys.
Rev. Lett. 116, 138701 (2016).
4M. Anvari, G. Lohmann, M. W€achter, P. Milan, E. Lorenz, D. Heinemann,
M. R. R. Tabar, and J. Peinke, “Short term fluctuations of wind and solar
power systems,” New J. Phys. 18, 063027 (2016).
5K. Schmietendorf, J. Peinke, and O. Kamps, “On the stability and quality
of power grids subjected to intermittent feed-in,” Eur. Phys. J. B 90, 222
(2017).
6B. Sch€afer, M. Matthiae, X. Zhang, M. Rohden, M. Timme, and D.
Witthaut, “Escape routes, weak links, and desynchronization in
fluctuation-driven networks,” Phys. Rev. E 95, 060203 (2017).
7B. Sch€afer, C. Beck, K. Aihara, D. Witthaut, and M. Timme, “Non-
Gaussian power grid frequency fluctuations characterized by Levy-stable
laws and superstatistics,” Nat. Energy 3, 119–126 (2018).
8A. Ulbig, T. S. Borsche, and G. Andersson, “Impact of low rotational iner-
tia on power system stability and operation,” IFAC Proc. 47, 7290–7297
(2014).
9J. Machowski, J. Bialek, and J. Bumby, Power System Dynamics, Stability
and Control (John Wiley & Sons, New York, 2008).
10P. W. Sauer and M. A. Pai, Power System Dynamics and Stability
(Prentice Hall, Upper, Saddle, River, NJ, 1998).
11T. Weckesser, H. Johannsson, and J. Østergaard, “Impact of model detail
of synchronous machines on real-time transient stability assessment,” in
2013 IREP Symposium on Bulk Power System Dynamics and Control-IX
Optimization, Security and Control of the Emerging Power Grid (IREP)
(IEEE, 2013), pp. 1–9.
12F. D€orfler and F. Bullo, “Synchronization and transient stability in power
networks and non-uniform Kuramoto oscillators,” SIAM J. Control Optim.
50, 1616–1642 (2010).
13F. D€orfler, M. Chertkov, and F. Bullo, “Synchronization in complex oscil-
lator networks and smart grids,” Proc. Natl. Acad. Sci. U.S.A. 110,
2005–2010 (2013).
14A. E. Motter, S. A. Myers, M. Anghel, and T. Nishikawa, “Spontaneous
synchrony in power-grid networks,” Nat. Phys. 9, 191–197 (2013).
15B. Sch€afer, M. Matthiae, M. Timme, and D. Witthaut, “Decentral smart
grid control,” New J. Phys. 17, 015002 (2015).
16A. R. Bergen and D. J. Hill, “A structure preserving model for power sys-
tem stability analysis,” IEEE Trans. Power Appar. Syst 100, 25 (1981).
17T. Nishikawa and A. E. Motter, “Comparative analysis of existing models
for power-grid synchronization,” New J. Phys. 17, 015012 (2015).
18J. W. Simpson-Porco, F. D€orfler, and F. Bullo, “Voltage collapse in com-
plex power grids,” Nat. Commun. 7, 10790 (2016).
19P. Kundur, J. Paserba, V. Ajjarapu, G. Andersson, A. Bose, C. Canizares,
N. Hatziargyriou, D. Hill, A. Stankovic, C. Taylor, T. V. Cutsem, and V.
Vittal, “Definition and classification of power system stability IEEE/
CIGRE joint task force on stability terms and definitions,” IEEE Trans.
Power Syst. 19, 1387–1401 (2004).
20K. Schmietendorf, J. Peinke, R. Friedrich, and O. Kamps, “Self-organized
synchronization and voltage stability in networks of synchronous
machines,” Eur. Phys. J.: Spec. Top. 223, 2577 (2014).
21J. Ma, Y. Sun, X. Yuan, J. Kurths, and M. Zhan, “Dynamics and collapse
in a power system model with voltage variation: The damping effect,”
PLoS One 11, e0165943 (2016).
22E. Ghahremani, M. Karrari, and O. Malik, “Synchronous generator third-
order model parameter estimation using online experimental data,” IET
Gener. Transm. Distrib. 2, 708–719 (2008).
23M. Dehghani and S. K. Y. Nikravesh, “State-space model parameter iden-
tification in large-scale power systems,” IEEE Trans. Power Syst. 23,
1449–1457 (2008).
24M. Karrari and O. Malik, “Identification of physical parameters of a syn-
chronous generator from online measurements,” IEEE Trans. Energy
Convers. 19, 407–415 (2004).
25F. D€orfler and F. Bullo, “Kron reduction of graphs with applications to
electrical networks,” IEEE Trans. Circuits Syst. I 60, 150–163 (2013).
26D. Manik, M. Timme, and D. Witthaut, “Cycle flows and multistability in
oscillatory networks,” Chaos 27, 083123 (2017).
27S. H. Strogatz, Nonlinear Dynamics and Chaos: With Applications to
Physics, Biology, Chemistry, and Engineering (Westview Press, Boulder,
2001).
28H. Khalil, Nonlinear Systems, 3rd ed. (Prentice Hall, New Jersey, 2002).
29D. Manik, D. Witthaut, B. Sch€afer, M. Matthiae, A. Sorge, M. Rohden, E.
Katifori, and M. Timme, “Supply networks: Instabilities without over-
load,” Eur. Phys. J.: Spec. Top. 223, 2527 (2014).
30C. Vournas, P. Sauer, and M. Pai, “Relationships between voltage and angle
stability of power systems,” Int. J. Electr. Power 18, 493–500 (1996).
31F. Zhang, The Schur Complement and Its Applications (Springer Science
& Business Media, 2006), Vol. 4.
32G. Filatrella, A. H. Nielsen, and N. F. Pedersen, “Analysis of a power grid
using a Kuramoto-like model,” Eur. Phys. J. B 61, 485 (2008).
33M. Rohden, A. Sorge, M. Timme, and D. Witthaut, “Self-organized syn-
chronization in decentralized power grids,” Phys. Rev. Lett. 109, 064101
(2012).
34W. Chen, D. Wang, J. Liu, T. Basar, K. H. Johansson, and L. Qiu, “On
semidefiniteness of signed Laplacians with application to microgrids,”
IFAC-PapersOnLine 49, 97–102 (2016).
35R. Merris, “Laplacian matrices of graphs: A survey,” Linear Algebra
Appl. 197–198, 143–176 (1994).
36M. Fiedler, “Algebraic connectivity of graphs,” Czech. Math. J. 23, 298
(1973), available at http://dml.cz/dmlcz/101168.
37C. Godsil and G. Royle, Algebraic Graph Theory (Springer, New York,
2001), Vol. 207.
38W. Chen, J. Liu, Y. Chen, S. Z. Khong, D. Wang, T. Basar, L. Qiu, and K.
H. Johansson, “Characterizing the positive semidefiniteness of signed
Laplacians via effective resistances,” in IEEE 55th Conf. Decision and
Control (2016), pp. 985–990.
39Y. Song, D. J. Hill, and T. Liu, “Small-disturbance angle stability analysis
of microgrids: A graph theory viewpoint,” in IEEE Conference on Control
Applications (CCA) (2015), pp. 201–206.
40D. Zelazo and M. B€urger, “On the definiteness of the weighted Laplacian
and its connection to effective resistance,” in IEEE 53rd Conference on
Decision and Control (2014), pp. 2895–2900.
41S. Gerschgorin, “€Uber die Abgrenzung der Eigenwerte einer Matrix,” Izv.
Akad. Nauk USSR Otd. Fiz.-Mat. Nauk 6, 749–754 (1931), available at
http://mi.mathnet.ru/eng/izv5235.
42M. Fiedler, “A property of eigenvectors of nonnegative symmetric matri-
ces and its application to graph theory,” Czech. Math. J. 25, 619–633
(1975), available at http://dml.cz/dmlcz/101357.
033117-11 Sharafutdinov et al. Chaos 28, 033117 (2018)
