Despite its large sample efficiency, the truncated flat (TF) kernel estimator of long-run covariance matrices is seldom used, because it lacks the guaranteed positive semidefiniteness and sometimes performs poorly in small samples, compared to other familiar kernel estimators. This paper proposes simple modifications to the TF estimator to enforce the positive definiteness without sacrificing the large sample efficiency and make the estimator more reliable in small samples through better utilization of the biasvariance tradeoff. We study the large sample properties of the modified TF estimators and verify their improved small-sample performances by Monte Carlo simulations.
Introduction
In assessing the accuracy of an extremum estimator or making a statistical inference on unknown parameter values based on an extremum estimator using time series data, it is often necessary to estimate a long-run covariance matrix. The long-run covariance matrix is typically estimated by a kernel estimator that is the weighted average of estimated autocovariance matrices with weights determined by a kernel function and the bandwidth for it.
When a series is known to have an autocovariance function truncated at or before lag m, one can simply estimate each of the autocovariances of the series up to lag m and take a suitable linear combination of the estimated autocovariances to consistently estimate the long-run covariance matrix. This approach is proposed by Hansen (1982) . For the case in which the autocovariance function is not truncated, White and Domowitz (1984) show that the above-mentioned method, letting the truncation point m gradually grow to infinity as the sample size approaches infinity, consistently estimates the long-run covariance matrix. Such estimator is a kernel estimator that employs the truncated flat (TF) kernel. We call it the TF estimator in this paper.
A drawback of the TF method is that it sometimes delivers a non-positive semidefinite estimate. A way to avoid non-positive semidefinite estimates is to suitably weight the estimated autocovariances, as the commonly used estimators such as Newey and West's (1987) Bartlett (BT) kernel estimator and Andrews's (1991) Quadratic Spectral (QS) kernel estimator do. As demonstrated in Gallant and White (1988) , there are many kernels that generate consistent estimators of long-run covariance matrices. Hansen (1992) , de Jong and Davidson (2000) , and Jansson (2003) show general conditions sufficient for the kernel estimators to be consistent.
An interesting fact pointed out in the literature on spectral density estimation (e.g., Priestley (1981) and Hannan (1970) ) is that the tradeoff between the asymptotic bias and asymptotic variance in choice of the bandwidth sequence does not hold for the TF estimator in the usual way. The asymptotic bias is negligible relative to the asymptotic variance unless the growth rate of the bandwidth becomes very low.
This means that use of a slowly growing bandwidth can make the variance of the TF estimator converge fast, still keeping the bias negligible. On the other hand, the other familiar kernel estimators including the BT and QS estimators have upper bounds for the convergence rate of the MSE determined through the tradeoff between the asymptotic bias and asymptotic variance. It follows that the TF estimator is asymptotically efficient relative to the other familiar kernel estimators in typical scenarios.
Nevertheless, the small-sample behavior of the TF estimator is not necessarily consistent with the largesample theory. Andrews (1991) conducts Monte Carlo simulations to assess the performances of the TF, QS, BT, and a few other kernel estimators and finds that the TF estimator performs substantially better or worse than the other estimators, depending on the experiment setup.
In this paper, we consider minor modifications to the TF estimator to always deliver a positive semidefinite (p.s.d.) estimate and resolve the puzzling discrepancy between the large sample efficiency and small sample behavior of the TF estimator. The first contribution of the paper is to propose a simple way to modify the TF estimator to enforce the positive semidefiniteness of the estimate, without sacrificing the large sample efficiency of the estimator. Our method pushes the non-p.s.d. TF estimate back to the space of symmetric p.s.d. matrices in a particular way. The resulting estimator, the adjusted TF (ATF) estimator, is guaranteed to have a smaller mean square error (MSE) than the TF estimator. The ATF estimator enjoys the same large sample efficiency in typical scenarios as the TF estimator does, because the probability of the adjustment converges to zero.
The second contribution of the paper is concerned with the puzzling small sample behavior of the TF estimator mentioned above. In the TF (and ATF) estimation, a change in the bandwidth affects the estimate only when crossing an integer value. Compared with the other familiar estimators that are continuously related to their bandwidths, this feature of the TF estimator severely limits the opportunity to balance the bias and variance of the estimator to attain a smaller MSE. To eliminate this limitation, we propose allowing the TF estimator to include the estimated autocovariance matrix at the last lag with a fractional weight. Because the resulting estimator, which we call the TFF estimator, has the same problem of possible non-positive semidefiniteness as the TF estimator does, we further propose its adjusted version, the ATFF estimator. The TFF and ATFF estimators again enjoy the same large sample efficiency as the TF estimator.
Our Monte Carlo simulations verify that the MSE of ATF estimator is only slightly smaller than the TF estimator in most cases, though the difference of the two estimators is more pronounced when the TF estimator is non-p.s.d. with a high probability. The simulations also demonstrate that the relationship between the ATFF and QS estimators in small samples is in line with the large sample theory, unlike that between the TF and QS estimators. The MSE of the ATFF estimator, being often substantially smaller than that of the ATF estimator, is smaller than or comparable to that of the QS estimator in all of our experiments.
While this paper focuses on consistent estimation of long-run covariance matrices using the kernel method, some other ways to estimate long-run covariance matrices have been considered in the literature. A possible approach is a series approximation approach that fits a vector autoregression (VAR) model to the series and computes the long-run autocovariance matrix implied by the fitted VAR model, described by den Haan and Levin (1997) . This method consistently estimates long-run covariance matrices if the lag order of the VAR model gradually grows to infinity when the sample size approaches infinity. It is also possible to combine the series approximation approach and the kernel approach. Fitting a VAR model to the series is "expected" to yield a less persistent residual series. Hence, applying the kernel method after this "prewhitening" may enjoy the advantage of both approaches. Andrews and Monahan (1992) demonstrate that this hybrid approach is highly effective. den Haan and Levin (2000) , however, raise some concerns about the performance of the hybrid approach.
Unlike the approaches described above, Kiefer and Vogelsang (2000) and Bunzel, Kiefer, and Vogelsang (2001) consider a way to obtain an asymptotically pivotal test statistic without consistently estimating the asymptotic covariance matrix of the estimator. Further, Kiefer and Vogelsang (2002) show that the approach taken in Kiefer and Vogelsang (2000) and Bunzel, Kiefer, and Vogelsang (2001) is equivalent to use of the BT estimator with the bandwidth set equal to the sample size. While these works are very important, they are beyond the scope of this paper, because they do not pursue consistent estimation of long-run autocovariance matrices.
The rest of the paper is organized as follows. We first propose a way to adjust a long-run covariance matrix estimator for positive semidefiniteness and discuss the basic properties of the proposed adjustment (Section 2). We then describe a method to compute the adjusted estimator (Section 3). Next, we apply the proposed adjustment to the TF estimator to yield a p.s.d. estimator that has a smaller MSE than the TF estimator and shares the same asymptotic MSE (AMSE) as the TF estimator (Section 4). We further propose the TFF estimator that incorporates the autocovariance matrix at the last lag with a fractional weight and adjust it for positive semidefiniteness to obtain the ATFF estimator (Section 5). To assess the performances of the proposed estimators relative to those of the QS and BT estimators in small samples, we conduct Monte Carlo simulations (Sections 6). We finally discuss the behavior of the TF, ATF, TFF, and ATFF estimators with data-based bandwidths (Section 7) and examine the finite sample behavior of the ATF and ATFF estimators with data-based bandwidths by Monte Carlo simulations (Section 8). We collect the mathematical proofs of all theorems, propositions, and lemmas in the Appendix.
Throughout this paper, limits are taken along the sequence of sample sizes (denoted T ) growing to infinity, unless otherwise indicated. If sequences of real numbers {a T } T ∈N and {b T } T ∈N satisfy that a T = O(b T ) and 
Estimators Adjusted for Positive Semidefiniteness
We consider the situation described by the next assumption.
Assumption 1: (Ω, F , P ) is a probability space, and Θ a nonempty subset of R p (p ∈ N). The sequence
Our goal is to accurately estimate
where T ∈ N is the sample size, and each τ ∈ {1, 2, . . . , T − 1} Let k be an even function from R to R that is continuous at the origin and discontinuous at most at a finite number of points. Table 1 lists a few such kernels often used in the literature. Suppose that θ * is known. Then a kernel estimator of S T using the kernel k and a bandwidth m T ∈ (0, ∞) is
When θ * is unknown, as is the case in typical applications, we would replace the unknown θ * with its estimatorθ T to obtain a feasible estimator of S T :
andẐ
Because S T is a covariance matrix, it is p.s.d. A kernel estimator, on the other hand, may deliver a non-p.s.d. estimate in general. This means that the estimate may lead to a negative estimate of the variance of a statistic. This problem can be avoided by choosing certain kernels such as the BT and QS kernels. The QS kernel yields the efficient estimator among those using such kernels.
We here consider a different way to ensure the positive semidefiniteness of the estimate. Instead of limiting our choice of kernels, our approach pushes an estimate back to the space of symmetric p.s.d. matrices,
where W is a (a 1 a 2 ) × (a 1 a 2 ) symmetric p.s.d. matrix, and vec(A) is the column vector made by stacking the columns of A vertically from the first column to the last. If W is the identity matrix, · W becomes the Frobenius norm, which will be denoted · for simplicity.
Definition 1: Suppose that Assumption 1 holds. Let P v be the set of all v × v, symmetric p.s.d.
matrices. Given an estimator {Ŝ
satisfying that for each T ∈ N,
provided that it exists, is called the estimator that adjusts {Ŝ T } T ∈N for positive semidefiniteness or simply the adjusted estimator (with weighting matrix {W T }).
The existence of the adjusted estimators can be established by using Brown and Purves (1973, Corollary 1, pp. 904-905) . 
Because Theorem 2.2(b) means that the adjustment moves the estimator towards S T in terms of the norm · W T , the performance of the adjusted estimator cannot be worse than the original estimator. Here are a few implications of this fact. 
converges in probability-P to zero), and 
Using this scaled MSE, we now state the asymptotic equivalence of the adjusted and original estimators in terms of the MSE. 
Remark. The uniform integrability of {a 
When the difference between two estimators converges in probability to zero fast enough, the two estimators share the same asymptotic truncated MSE. 
, and a
A 
W T ) exists and finite, and {S
T } T ∈N is uniformly p.d., then lim h→∞ lim T →∞ MSE h (a T ,Ŝ A T , W T ) = lim h→∞ lim T →∞ MSE h (a T ,Ŝ T , W T ).
Computation Algorithm for Adjustment for Positive Definiteness
The minimization problem (3) does not have a closed-form solution. Because (3) is a convex programming problem with a smooth convex function, one might think that a gradient search algorithm could be employed to find the solution of (3). A challenge in such approach is that our choice set is P v , the set of all symmetric p.s.d. matrices. Though Pinheiro and Bates (1996) list a few ways to parameterize P v , the objective function becomes non-convex in each of the parameterizations. Also, the number of parameters in this approach is large. In addition, the solution of our problem is always on the boundary of the choice set. These features of the problem make the gradient search combined with Pinheiro and Bates's (1996) parameterizations slow and unreliable.
We here take a different approach. Let vech denote the vectorization-half operator, namely, vech transforms each matrix to the vector made by vertically stacking the portions of its columns below the principal diagonal from the first column to the last. Then the set of all v × v symmetric matrices and R v(v+1)/2 are related to each other in one-to-one manner through vech. It follows that the minimization problem (3) is equivalent to the minimization of Ŝ T − vech −1 (x) W T with respect to x over R v(v+1)/2 subject to the con-
Once the problem is solved, the adjusted estimator is given by transforming the solution by vech.
g., the Cholesky decomposition).
It is straightforward to show that for each τ ∈ R,
This problem is a semidefinite programming problem, because the objective function in this minimization problem is linear in (x, τ ), and the matrix in the constraint (5) is symmetric and linear in (x, τ ) (see, e.g., Vandenberghe and Boyd (1996) for the semidefinite programming in general).
The semidefinite programming has been actively studied in the recent numerical optimization literature, and fast solvers have been developed. In the Monte Carlo simulations in this paper, we employ SeDuMi (Sturm 1999 ) among them.
Truncated Flat Kernel Estimator Adjusted for Positive
Semidefiniteness
. . , v} and arbitrary t 1 ,
Andrews (1991, Proposition 1) shows the asymptotic bias and asymptotic variance of kernel estimators without estimation of θ * , imposing the following memory conditions on {Z * t } t∈Z .
Assumption 2:
Andrews (1991, pages 827 and 853) also demonstrates that a wide range of kernel estimators satisfy the uniform integrability condition imposed in Theorem 2.4 with a suitably chosen sequence of scaling factors, if: Write
is eighth-order stationary with
for each q ∈ [0, ∞), and S ≡ S (0) . When S (q) converges for some q 0 ∈ (0, ∞), 1976, Theorem 3.42, pp. 70-71) . In most applications, it is reasonable to make the following assumption, though not all of our results impose this assumption.
Given Assumptions 1-4, we can assess the asymptotic MSEs of the TF estimator and its adjusted version by applying Andrews (1991, Proposition 1(c)) along with Corollary 2.3(a) and Theorem 2.4 of this paper.
Let {Ŝ
T F T (m T )} T ∈N and {Ŝ T F,A T (m T )} T ∈N denote the TF and ATF estimators with bandwidth {m
, where e i is the ith elementary p × 1 vector, and ⊗ is the Kronecker product operator. 
(b) If in addition Assumptions 3 and 4 hold, (6) holds with equality.
Proposition 4.1 means that the convergence rates of both the ATF and TF estimators can be made as (2q+1) , provide that the bandwidth is suitably chosen, and S (q) converges. In particular, when S (q) converges for some q > 2, employing a bandwidth m T ∼ T 1/(2q+1) makes the TF estimators converge to S T faster in terms of the MSE than the QT and BT estimator, whose convergence rates never exceed T
−1/3
and T −2/5 , respectively.
We now add a few assumptions related to the effect of the parameter estimation on the long-run covariance matrix estimation.
There exists a uniformly L 2 -bounded sequence of random variables {η 1,t } t∈N such that for each t ∈ N,
Assumption 6: (a) The sequence
is a zero-mean, fourth-order stationary sequence of random vectors such that Assumption 2 holds with
We hereafter focus on the case where the weighting matrix is convergent in probability.
Under Assumptions 1 and 4, the difference between any estimator consistent for S and the estimator that adjusts it for positive definiteness converges in probability to zero at an arbitrary fast rate by Corollary 2.3(c).
The ATF estimator therefore inherits the large sample properties of the TF kernel estimator.
Theorem 4.2: Let {m T } T ∈N be a sequence of positive real numbers growing to infinity.
(a) If Assumptions 1, 2, 5, and 7 hold, and m 4, 5, 6, 7, hold, and 
and
Flat Kernel Estimator That Fractionally Incorporates the Autocovariance Matrix at the Last Lag
In the TF estimation, all bandwidths between two adjacent nonnegative integers give the same estimator.
Suppose that we have two adjacent integer bandwidths that yield good performances of the TF estimator.
Given the familiar argument that the bandwidth should be chosen to balance the bias and variance of the estimator, one might desire to consider an estimator "between" the two estimators picked by the two integer bandwidths. A natural way to create a smooth transition path from an integer bandwidth to the next is to linearly interpolate the TF estimator between each pair of adjacent integer bandwidths. Given the TF estimatorsS
discussed earlier, we now introduce their interpolated versions called the TF estimators that fractionally incorporates the estimated autocovariance matrix at the last lag, which are abbreviated as the TFF estimators hereafter:
where · : R → R is the floor function, which returns the greatest integer not exceeding the value of the argument, and we employ the rule thatS
. Each version of the TFF estimators coincides with the corresponding version of the TF estimator if the bandwidth m is an integer.
In general, provided that the bandwidth m is less than T − 1, each version of the TFF estimator with a bandwidth m, compared to the corresponding version of the TF estimator with the same bandwidth, brings in the fraction (m − m ) of the autocovariance matrix estimator at lag m + 1, namely,
These equalities justify the name given toS
The behavior of the last autocovariance matrix estimator fractionally incorporated in the TFF estimator, when no parameter is estimated, is described in the next lemma.
Lemma 5.1: Suppose that Assumptions 1 and 2 hold. Then:
From Lemma 5.1(c), one might conjecture that the autocovariance estimator at the last lag is asymptotically negligible in the TFF estimation. It is indeed the case as the next proposition states.
Proposition 5.2: Suppose that Assumptions 1 and 2 hold and that {m
The TFF estimator may give an estimate that is not p.s.d., being a convex combination of the TF estimators that have the same problem. Thus, the estimator that adjusts it for positive semidefiniteness is useful. As is the case with the TF estimation, the adjustment improves the MSE of the TFF estimator in small samples (Corollary 2.3(a)). The next proposition states that the adjusted TFF estimator performs at least as well as the TFF estimator in large samples. 
Proposition 5.3: Suppose that Assumptions 1 and 2 hold and that {m
= lim
(b) If in addition Assumptions 3 and 4 hold, (13) holds with equality.
Many interesting applications involve unknown parameters θ * . The TFF estimator with parameter estimation is asymptotically equivalent to the TFF estimator without parameter estimation as described in the next theorem. 
(b) If Assumptions 1, 5, and 6 hold, and m
(c) Under the conditions of part (b) plus Assumption 3,
When θ * is estimated, the relationship between the TFF estimator and the adjusted TFF (ATFF)
estimator is parallel to that between the TF estimator and the ATF estimator.
Theorem 5.5: Let {m T ∈ (0, T − 1)} T ∈N be a sequence growing to infinity.
(a) If Assumptions 1, 2, 5, and 7 hold, and m 4, 5, 6, and 7, hold, and 
6 Finite-Sample Performance of the ATF and ATFF Estimators
In this section, we conduct Monte Carlo simulations to examine the small-sample performance of the proposed estimators in comparison with the familiar QS and BT estimators, borrowing the experiment setups from Andrews (1991) . In each of the experiments, {(y t , x t ) } T t=1 is a stationary process, where y t is a random variable, and x t is a v × 1 random vector. The coefficients θ * in the population regression of y t on x t are parameters of interest. In this setup, we examine the MSE of each of the covariance matrix estimators and the size of the t-test of an exclusion restriction in the OLS regression, using each of the covariance matrix estimators. Thus, we have that
where
The regressor vector x t consists of a constant equal to one and four random variables x t1 , x t2 , x t3 , and x t4 , i.e.,
The regressors x t and the disturbance u t are independent, and θ * is set equal to zero.
The experiments are split into four groups: the AR(1)-HOMO, AR(1)-HET1, AR(1)-HET2, and MA(1)-HOMO experiments. In the AR(1)-HOMO experiments, the disturbance u t is a stationary Gaussian AR (1) process with mean zero and variance one. To generate the four nonconstant regressors, we first generate four independent sequences (that are also independent from the disturbance sequence) in the same way as we generate the disturbance sequence; then normalize them to obtain {x t } T t=1 such that In particular, as pointed out by Andrews (1991) , the errors in the AR(1)-HET1 and AR(1)-HET2 are the AR processes with AR parameter ρ 2 , where ρ is the slope of the AR(1) process that generates {ũ t }. The number of Monte Carlo replications is 25,000. In each replication, 500 + T observations are generated and the last T observations are used. See Table 2 for the summary of the experiment setups. We first compare the performance of the ATF estimator against that of the TF estimator to assess the effect of the adjustment for positive semidefiniteness on the performance. While Corollary 2.3 claims that the MSE of the ATF estimator never exceeds that of the TF estimator, Theorem 4.2(d) suggests that the efficiency gain from the adjustment is asymptotically negligible. We seek to check if the negligibility of the efficiency gain by the adjustment carries over in small samples. Table 3 displays the efficiency of the ATF estimator relative to that of TF estimator in the AR(1)-HOMO and MA(1)-HOMO experiments with sample size T = 128 and bandwidths m ∈ {1, 3, 5, 7}. We define the efficiency of an estimator relative to another to be the ratio of the MSEs of the estimators calculated in the form of (4). Following Andrews (1991, p. 836) , we employ the weighting matrix
, whereW is a v 2 × v 2 diagonal matrix that has two for its ((i − 1)v + i)th diagonal elements (i = 1, 2, . . . , v) and one for all other diagonal elements. Table 3 around here.
The efficiency of the ATF estimator relative to the TF estimator is 1.00 in the vast majority of the experiments in Table 3 . This reflects the fact that the probability that that the TF estimator is not p.s.d.
is close to zero in many cases. Nevertheless, the adjustment in the ATF estimator sometimes reduces the MSE by a few per cents, if TF estimator is non-p.s.d. with a higher probability. Thus, the efficiency gain of the adjustment is not totally ignorable in small samples though it is often negligibly small. This tendency is also verified with different sample sizes and in AR(1)-HET1 and AR(1)-HET2 experiments, though we do not include the tables for the experiments in this paper.
We next compare the performances of the QS, BT, ATF, and ATFF estimators, letting each of the estimator use its fixed optimum bandwidth in each experiment. We here mean by the fixed optimum bandwidth of a kernel estimator the nonstochastic bandwidth that minimizes the (finite sample) MSE of the estimator, which we numerically find by using the grid search method through the Monte Carlo experiments. The relationship between the ATF and QS estimator is similar to that between the TF and QS estimator reported in Andrews (1991) . The ATF outperforms the QS estimator clearly in some cases, and the complete opposite happens in some other cases. On the other hand, the behavior of the ATFF estimator is quite different. The ATFF estimator never has an MSE larger than the ATF estimator and sometimes brings in substantial improvement over the TF estimator, in particular, when the TF estimator poorly performs relatively to the QS estimator. As a result, the MSE of the ATFF estimator is smaller than or about the same as that of the QS estimator in all experiments. Not surprisingly, the fixed optimum bandwidth for the ATFF estimator is close to the midpoint between a pair of adjacent integers when the ATFF estimator outperforms the ATF estimator by a large margin.
The large sample theory indicates that the efficiency of the ATF and ATFF estimators relative to the QS and BT estimators becomes higher as the sample size increases. integer with the initial sample size. Then the ATF and ATFF estimators perform equally well with the initial sample size. When the sample size increases, however, the optimum bandwidth for the ATFF may be close to the midpoint between a pair of adjacent integers. The restriction imposed on the ATF estimator now becomes a severe penalty. Thus, the efficiency of the ATF estimator relative to the QS estimator can decrease, while the relative efficiency of the ATFF increases.
TF Estimation with Data-Based Bandwidth
The optimum bandwidth is unknown in practice. We need a way to choose a bandwidth based on data.
For consistency of the TF, ATF, TFF, and ATFF estimators with data-based bandwidths, a data-based bandwidthm T only need to satisfy the following assumption. To establish results on the rate of convergence and asymptotic truncated MSE, we impose stronger conditions on the bandwidth.
for some q ∈ (0, ∞) for which S (q) absolutely converges. Also, the sequence of random variables
in probability-P .
The conditions imposed on {m T } in Assumption 9 are the same as those imposed in Theorems 4.2(b)-(d),
5.4(b)(c), and 5.5(b)-(d).
Remark. In Andrews (1991) and Newey and West (1994) , though they do not consider the TF estimator, the data-based bandwidth takes a form ofm T =ĉ T T r where r is some positive real number and {ĉ T : Ω → (0, ∞)} T ∈N is an estimator of some constant c ∈ (0, ∞).
in Assumption 8 coincides with Assumption E of Andrews (1991) , because log(m T /m T ) = log(ĉ T /c T ). Also,
for a suitably chosen {d T ∈ (0, ∞)} T ∈N , as required in Assumption 9. In order for {d
T } T ∈N to converge to zero, q in Assumption 9 needs to be sufficiently large. If d t = T 1/2 , as is the case in the data-based bandwidth of Andrews (1991) , it must hold that q > 1/2.
We are now ready to state a few results on the large sample behavior of the TF, ATF, TFF, and ATFF estimator with data-based bandwidths.
Theorem 7.1: (a) Suppose that Assumptions 1, 2, 5, and 8 hold. Then the estimators {Ŝ T F T (m T )} T ∈N and {Ŝ

T F F T (m T )} T ∈N are consistent for {S T } T ∈N , and it holds that
Ŝ T F T (m T ) − S T W T → 0 in probability-P ,(21)Ŝ T F,A T (m T ) − S T W T → 0 in probability-P ,(22)Ŝ T F F T (m T ) − S T W T → 0 in probability-P ,(23)Ŝ T F F,A T (m T ) − S T W T → 0 in probability-P .(24)
If, in addition, W is p.d., then {Ŝ T F,A T (m T )} and {Ŝ
T F F,A T
(m T )} are also consistent for {S T }. 4, 5, 6, 7, and 9 hold. Then we have: 
(d) Under the conditions of part (b) plus Assumption 3, we have that
The results presented in Theorem 7.1 indicates that the more slowly the bandwidth grows, the faster the MSE shrinks in the TF, ATF, TFF, and ATFF estimation, provided that {Γ(τ )} τ ∈N converges to zero fast enough. The complete flat shape of the TF kernel at the origin makes the convergence rate of the bias so fast that the bias is asymptotically negligible relative to the variance in the TF estimation, virtually regardless of the growth rate of the bandwidth. This means that given a sequence of bandwidths in TF estimation, we can always find another sequence of bandwidths with a slower growth rate that makes faster the convergence rate of the TF estimator. The rate results in Theorem 7.1 reflect this fact. Andrews (1991) and Newey and West (1994) propose ways to choose bandwidths based on data in kernel estimation. Their approach is based on the tradeoff between the asymptotic bias and asymptotic variance of typical kernel estimators: the more slowly the bandwidth grows, the more slowly the asymptotic bias shrinks and the faster the variance shrinks, loosely speaking. Their approach sets the growth rate of the bandwidth in such a way that the convergence rates of the squared bias and the variance are equated, so that the MSE of the estimator reaches the fastest possible convergence rate. It then chooses the proportional constant for the bandwidth by minimizing the suitably scaled asymptotic MSE.
The approach of Andrews (1991) and Newey and West (1994) is inapplicable in the TF estimation,
given the absence of the trade-off between the asymptotic bias and asymptotic variance of the TF estimator.
Nevertheless, it is possible to choose a bandwidth sequence that makes the TF estimator asymptotically more efficient than the QS estimator. Let m QS T andm T denote the "oracle" and data-based bandwidths of Andrews (1991) , respectively (for the precise mathematical formulas of m QS T andm T , see equations (5.1), (6.1), and (6.8) in Andrews (1991) ). If we setm T = am T for some a ∈ (0, 1/2], then we have by Theorem 7.1(d) that
Because the right-hand side of this equality is equal to the asymptotic variance of the QS estimator with bandwidthm T , which is no greater than the asymptotic MSE of the QS estimator, the TF estimator with bandwidthm T is asymptotically more efficient than the QS estimator with bandwidthm T . We can, of course, apply the same bandwidthm T in the ATF and ATFF estimation to attain the same asymptotic
MSE.
A practical question is what value we should use for a. Though the asymptotic MSE of the TF estimator with the bandwidth sequence {m T } T ∈N can be made arbitrarily small by setting a sufficiently small value to a, too small a value for a would result in a large magnitude of bias in the TF estimation in small samples, because there is a tradeoff between the bias and the variance in finite samples. In our Monte Carlo simulations in the next section, we use a = 1/2 for the ATF estimator and a = 1/3 for the ATFF estimator, though these choices are arguably ad hoc. We use a larger value for a in the ATF estimation than in the ATFF estimation, because the ATF estimator effectively rounds down the data-based bandwidthm T , due to the
Finite-Sample Performance of the ATF and ATFF Estimators with Data-Based Bandwidths
In this section, we examine the performances of the ATF and ATFF estimators in comparison with those of the QS and BT estimators, using data-based bandwidths. In the QS and BT estimation, we use the bandwidth selection method of Andrews (1991) . For the ATF and ATFF estimators, we use the bandwidth described in the previous section. The experiment setups are the same as in Section 6. Table 5 reports the efficiency of the BT, ATF, and ATFF estimators relative to the QS estimator. The relationship among the estimators are analogous to that in Table 4 of the experiments with fixed optimum bandwidths, though the ATF and ATFF estimators are slightly more efficient relative to the QS estimator with the data-based bandwidth. The MSE of the ATFF estimator is smaller than or at least comparable to that of the QS estimator in all of our experiments, while the efficiency of the ATF estimator relative to the QS estimator varies from an experiment to another. Table 5 around here. Table 6 shows the sizes in the ten-and five-per cent level t-tests of the exclusion of x t2 using each of the covariance matrix estimators. The tests using the BT estimator consistently results in the largest size distortion, while the ATF ATFF, and QS estimators tend to have sizes close to each other. Among the ATF, ATFF, and QS estimators, the ATF and QS estimators often, but not always, lead to the smallest and largest size distortion, respectively. Table 6 around here.
In summary, the relationship between the ATFF and QS estimators is quite consistent with what the large sample theory suggests, unlike the relationship between between the TF and QS estimators. The ATFF estimator seems to be (weakly) more efficient than the QS estimator in practical sample sizes. In terms of the size distortion in hypothesis testing, the ATFF estimator also performs slightly better or equally well, compared to the QS estimator.
Concluding Remarks
With the two modifications to the TF estimator proposed in this paper, the TF estimation delivers an estimate guaranteed to be positive semidefinite, enjoys the same large sample efficiency as the original TF estimator does, and shows small-sample performance better than or comparable to that of the QS estimator in terms of the MSE and the size distortion. In particular, the modifications make the relationship between the modified TF estimator and the QS estimator in small samples consistent with what the large sample theory suggests.
The method for adjustment of a matrix estimate for positive definiteness may be necessary and useful in applications other than long-run covariance matrix estimation. We use a general framework in Section 2 to keep our large sample results applicable in such applications. The adjustment of positive semidefiniteness may be in particular effective, when an available estimator does not necessarily deliver a positive semidefinite estimate and the sample size is small.
In this paper, we mainly focus on the accuracy in estimation of the long-run covariance matrix. On the other hand, Sun, Phillips, and Jin (2008) study the size and power properties of statistical inferences using long-run covariance matrix estimators, aiming at the bandwidth selection optimal for statistical inference.
Their results seem to suggest that bias reduction in long-run covariance estimation can improve the size and power properties of a test. The ATFF estimator looks promising in this view, given the negligibility of its large-sample bias discussed in Section 7 of this paper, though the analytical framework used in Sun, Phillips, and Jin (2008) Proof of Theorem 2.1. Let T be an arbitrary natural number. Define f : 
Pickŝ ∈ R v×v and w ∈ P v 2 arbitrarily. To establish the desired result, it suffices to show that there 
If there existsx
A ∈ V such that x A −x = r, there also existsŝ A ∈ P v such that f (ŝ, w, s) = r, and the desired result follows.
Let V 2r ≡ {x ∈ V : x −x ≤ 2r}. Because V 2r is a bounded closed subset of a finite-dimensional Euclidean space, it is compact, so that there existsx
It follows that inf x∈V2r x −x = r. The desired result therefore follows.
Q.E.D. Proof of Theorem 2.2. To prove (a), pick ω ∈ Ω and T
∈ N arbitrarily. If Ŝ A T (ω) −Ŝ T (ω) W T (ω) = 0, it holds that W T (ω)vec(Ŝ A T (ω) −Ŝ T (ω)) = W T (ω) 1/2 W T (ω) 1/2 vec(Ŝ A T (ω) −Ŝ T (ω)) = 0, because Ŝ A T (ω) −Ŝ T (ω) W T = (W T (ω) 1/2 vec(Ŝ A T (ω) −Ŝ T (ω))) (W T (ω) 1/2 vec(Ŝ A T (ω) −Ŝ T (ω))).
It follows that if Ŝ
For (b), note that the desired inequality holds by (a), whenever Ŝ A T −Ŝ T W T = 0. Fix T ∈ N and ω ∈ Ω arbitrarily and suppose thatŜ T (ω) ∈ P v . Writeŝ with radius x A −x centered atx. Because
it clearly holds that V∩int B = ∅. Also, V is convex, and B is convex with a nonempty interior, because ŝ A − s w > 0 by hypothesis. By the Eidelheit Separation Theorem (Luenberger 1969, pp. 133-134 , Theorem 3), there exists a hyperplane H 1 separating V and B. Becausex A belongs to both V and B, H 1 containsx A , so that H 1 is the unique tangency plane of the Euclidean closed ball B atx A .
Now shift H 1 so that it containsx and call the resulting hyperplane H 2 . Letx be the projection ofx onto H 2 . Thenx A is on the line segment connectingx andx, andx −x is perpendicular to bothx −x and
We thus have that
The desired result therefore follows.
Q.E.D.
Proof of Corollary 2.3. Claim (a) immediately follows from Theorem 2.2. To prove (b), let λ 1,T and λ 2,T respectively denote the minimum and maximum eigenvalues of W T . Then we have that
where the second inequality follows from Theorem 2.2. When W T = O P (1), it holds that λ 2,T = O P (1), and the right-hand side of the above inequality converges in probability-P to zero. The first claim of (b) therefore follows. For the second claim of (b), let λ 1 and λ 2 be the minimum and maximum eigenvalues of W . Then λ 1 > 0, and {λ 2,T /λ 1,T } T ∈N converges in probability-P to λ 2 /λ 1 . Because
The first claim of (c) immediately follows from Theorem 2.2(a). For the second claim, note that λ 1,T Ŝ A T − S = o P (b T ), where λ 1,T converges to λ 1 > 0. The desired result therefore follows from the first claim.
Proof of Theorem 2.4. The sequence {a
} T ∈N converges in probability-P to zero, because P [Ŝ T − S T = 0] → 1 by the consistency of {Ŝ T } for {S T } and the asymptotic uniform positive definiteness
and {a
} converges to zero in probability-P . Let be an arbitrary positive real number. Then
where the last inequality follows from the consistency of {Ŝ T } for {S T } and the asymptotic uniform positive definiteness of {S T } by Theorem 2.2(a). The result therefore follows.
Q.E.D.
Proof of Theorem 2.5. The result immediately follows from Theorem 2.2(b).
Proof of Lemma 2.6. Note that for each h ∈ (0, ∞),
where the inequality holds because for each h ∈ (0, ∞), x → min{x 1 , h} : R → R is a nondecreasing Lipschitz function with the maximum slope equal to one. The first factor on the right-hand side of (A.1) is O P (1), while the second factor converges in probability-P to zero, because
Thus, we have that for each h ∈ (0, ∞)
Because the left-hand side of this equality is bounded, the mean of it converges to zero by Andrews (1991, Lemma A1) . Thus, for each h ∈ (0, ∞) for which {MSE h (a T ,Ŝ 1,T , W T )} T ∈N converges to a real number, 
where Z * T,t,a denote the ath element of Z * T,t . Then we have that for each T ∈ N and each τ ∈ {0, 1, . . . , T −1},
To establish the desired result, it suffices to show that for some positive real number A a,b independent of T ,
Under the fourth order stationarity, as Hannan (1970, equation (3.3) , p. 209) shows, we have that
By setting k = t − s, we obtain
where a,b,3 . The desired result therefore follows.
(b) The left-hand side of the equality in question can be rewritten as
In this equality, the right-hand side converges to zero, because (c) Because the second moment of a random variable is equal to the sum of the mean and variance of the random variable, we have that
By applying (b) and (a) to the first and second terms on the right-hand side of this quality, respectively, we see Q.E.D.
Proof of Proposition 5.2. Note that
Because · W is a pseudo norm, we have that
where λ is the maximum eigenvalue of W . We also have that
Thus,
By taking the expectation of both sides of this inequality and applying the Cauchy-Schwarz inequality and the Minkowski inequality, we obtain that
The desired result follows from this inequality, because the right-hand of this inequality converges to zero by Lemma 5.1(c) and Andrews (1991, Proposition 1(c) ).
Applying Lemma 2.6 with (A.6) and (A.7) establishes (15), while (16) and (17) are given by Proposition 5.2.
Proof of Theorem 5.5. Claim (a) follows from the consistency of {Ŝ 
where the first term on the right-hand side converges to zero by hypothesis, and the second term converges in probability-P to zero by Andrews (1991, Theorem 1(a) ). Also, {Ŝ
T F F T (m T )} T ∈N is consistent for
{S T } by Theorem 5.4(a). The convergences of (21) and (23) The condition (A.8) is equivalent to that for each ∈ (0, 1],
Pick ∈ (0, 1] arbitrarily. Then, by Assumption 8, there exists ∆ ∈ (1, ∞) such that for each T ∈ N,
By using the Minkowski inequality and Lemma 5.1(a), we obtain that
By the Markov inequality, it follows that A 1,T → 0 in probability-P . Also, the absolute convergence of S (0) implies that
Thus, 2A 1,T + A 2,T → 0 in probability-P .
We now have that
Because the first term on the right-hand side of this equality is no greater than /2 for each T ∈ N, while the second term is smaller than /2 for almost all T ∈ N, (A.9) holds. The desired result therefore follows.
(b) Suppose that (27) holds. Then (25) holds, because
where the first term on the right-hand side converges to zero by hypothesis, and the second term is O P (1) by Andrews (1991, Theorem 1(b) ). Also, (26) and (28) can be easily derived from (25) and (27), respectively, by using the definition of the TFF estimator and the triangle inequality. Given (25)- (28), it is straightforward to establish (29)- (36) by using the definition of · W T and applying the basic rules about stochastic order of magnitudes in additions and multiplications. Thus, it suffices to show (27) to prove the current claim.
The condition (27) is equivalent to that for each ∈ (0, 1],
Pick ∈ (0, 1] arbitrarily. Then, by Assumption 9, there exists ∆ ∈ (0, ∞) such that for each T ∈ N,
By using the Minkowski inequality and Lemma 5.1(a), we obtain that 
where the last inequality holds for almost all T ∈ N, as 1 − d
It follows that
where the last equality follows by the absolute convergence of S (q) .
Because the first term on the right-hand side of this equality is no greater than /2 for each T ∈ N, and the second term is smaller than /2 for almost all T ∈ N, (A.11) holds, and the desired result follows. Table 1 The kernels often considered in the literature of long-run covariance matrix estimation. Table 2 The design of Andrews' (1991) experiments
In all experiments, y t = x t θ * + u t , where x t and u t are generated in the way described below, and θ * is set equal to zero (i.e. y t = u t ).
AR(1)-HOME/HET1/HET2 experiments 0.3, 0.5, 0.7, 0.9, 0.95, −0.1, −0.3, −0 .5},
in the AR(1)-HET1 experiments, ±0.3, ±0.5, ±0.7, ±0 .9} x t is calculated fromx t in the same way as in the AR(1) experiments.
Hypothesis of the test: The exclusion of x t2 in the population regression of y t on x t . Table 3 The efficiency of the ATF estimator relative to the TF estimator.
AR (1) (b) The efficiency is the ratio of the MSE of the TF estimator to that of the ATF estimator.
(c) The numbers in the parentheses are the relative frequencies of non-p.s.d. estimates in the TF estimation.
(d) The sample size is 128. Table 4 The Efficiency of the BT, ATF, and ATFF estimators relative to the QS estimator using fixed optimum bandwidths.
AR (1) (a) The efficiency of each estimator is the ratio of the MSE of the QS estimator to that of the estimator.
(b) The numbers in parentheses are the fixed optimum bandwidths for the ATFF estimator found by grid search. Table 5 The efficiency of the BT, ATF, and ATFF estimators relative to the QS estimator using data-dependent bandwidths.
AR (1) See the notes of Table 4 . Table 6 The size in the t-test of the exclusion of x t2 .
