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SUMMARY 
In many control theory problems it is necessary to consider the 
physical or imposed bounds on the control variables and state variables 
of the system. The computation of the optimum control for such a sys-
tem usually involves the solution of a two-point boundary value 
problem, which is a formidable task even with present-day computers. 
This dissertation is concerned with the problem of a linear discrete-
input system with a quadratic cost functional, a convex constraint on 
the state variables, and a magnitude constraint on the control vari-
ables. The emphasis is on the development of a control algorithm that 
can be used to optimally control this system in real time. 
The convex constraint on the state variables defines a region in 
the state space in which the trajectory must not be allowed. With a 
magnitude constraint on the control variables, there may be additional 
regions in the state space from which a trajectory cannot be prevented 
from entering the original unallowable region with the control avail-
able. A method for computing these additional unallowable regions is 
presented. Two theorems are presented that establish the optimal 
method of bounding the trajectory to prevent it from entering the 
unallowable regions. 
An optimization algorithm is presented which includes three 
distinct procedures. The first is designed to compute the optimum 
unconstrained controls. This procedure uses ordinary calculus and is 
X 
used when both the controls and states remain within their prescribed 
bounds. The second procedure, which uses a coordinatewise gradient 
technique, is designed to compute the optimum magnitude constrained con-
trols when the state boundary is not violated. The third procedure is 
designed to compute the optimum controls when both the control and state 
bounds have to be considered. 
The applicability of the optimization algorithm is illustrated 
through two example problems. Several comparisons between results pre-
sented in this dissertation and existing results are given. The feasi-
bility of using the optimization algorithm in an on-line controller is 
discussed. The advantages and limitations of the proposed method over 




The objective of this dissertation is to develop a method for 
controlling a discrete-input system subject to control saturation and 
state variable constraints such that a specified cost functional is 
minimized. A control algorithm that meets the above requirements is 
said to control the system in an optimal manner. The major contribution 
of this work is the development of a control algorithm that computes the 
optimal controls for systems with control and state variable con-
straints, is capable of operating on-line, and is applicable to systems 
of any order. 
All control systems have limitations that cannot or should not 
be exceeded on both the controls and states of the system,, A physical 
limitation, such as the maximum thrust of an aircraft engine is an 
example of a constraint that cannot be exceeded. A controller designed 
without consideration of such constraints will result in a non-optimal 
solution if the computed control exceeds the saturation value. Examples 
of constraints that should not be violated are the maximum allowable 
acceleration of a manned space vehicle and the maximum torque that the 
drive shaft of an automobile can withstand without structural failure. 
A controller designed without consideration of this type of limitation 
may cause damage to the system as well as yield a non-optimal solution. 
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In the design of controllers for bounded systems, there are four 
distinct problems to be considered: problems whe^e no constraints need 
be considered; problems where only control constraints need be con-
sidered; problems where only state constraints need be considered; and 
the most general problem where both control and state constraints need 
be considered„ The purpose of this dissertation is to present a method 
of controlling in an optimal manner systems in the last class. 
History of the Problem 
In the past 15 years the emphasis of work in system control has 
been on the optimal control of multidimensional plants. The demand for 
control of such complex systems as space vehicles, nuclear reactor 
plants, and chemical processing plants has been the prime motivation for 
the development of modern control theory. The early work dealt with the 
control of continuous systems to meet certain specifications, such as 
minimum time, minimum fuel, and minimum mean-square error. The previ-
ously well-established theory of the calculus of variations was used 
extensively in solving these problems. Later, other methods were intro-
duced, such as Pontryagin's maximum principle (1), Bellman's dynamic 
programming (2), and many direct methods (3). Bounds on the control 
variables and state variables were handled by using the theory of 
Lagrange multipliers (4). 
In the past six or seven years, primarily because of the rapid 
advancement of digital computer technology, a great deal of work has 
been done on the optimal control of discrete-input systems. The first 
work was the solution of minimal-time problems with quadratic cost 
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indices with no constraints on the controls and no bounds on the states 
of the system. Later this work was extended to include systems with 
constraints on the control variables„ Desoer and Wing (5) solved the 
minimum-time regulator problem for linear systems with constraints on 
the magnitude of the control variables by introducing the concept of 
reachable regions. LeMay (6) extended this concept to include maximum 
regions of recoverability. Nagata, Kodama, and Kumagai (7) further 
extended the work to include a bound on one of the states.of the system. 
Sarachik and Kranc (8) also extended the work: of Desoer and Wing to 
systems with multiple controls and multiple outputs where each control 
may be subject to a different type of constraint„ 
Another class of problems that has received considerable atten-
tion in the last three or four years is the system with bounds on the 
state variables but with no bounds on the control variables. The 
earlier work in this area by Dreyfus (9), Berkovitz (10), and Rekasius 
(11) considered only continuous-input problems which require the solu-
tion of a two-point boundary value problem0 The adjoint penalty func-
tion method of Fiacco and McCormick (12) was used in references (13) 
and (14) to obtain a suboptimal solution that can be made as accurate 
as desired. Schlag (15), using some of Kishi's results (16), developed 
an on-line controller for a discrete system that is optimal when con-
sidering a fixed number of steps into the future only. 
The class of discrete-input problems with bounds on the state 
variables and on the control variables has received very little atten-
tion. Chung (17) obtained a suboptimal solution to this problem with 
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a quadratic cost functional using the adjoint penalty function method„ 
His method, however, requires the solution of a two-point boundary value 
problem which requires considerable computation time. No method has 
been reported which yields a controller capable of computing the optimal 
controls in real time. 
Statement: of the Problem 
A mathematical statement of the general problem considered in 
this dissertation is formulated in this section. The continuous problem 
is first formulated to form a basis for the formulation of the discrete 
problem„ Several comparisons of the continuous and discrete problems 
are given in the following chapters. 
The continuous problem with control and state constraints can be 
formulated with the aid of Figure 1. The plant to be controlled is an 
analog system with n state variables x.(t) and m control variables u_(t), 
where m < n„ The plant can be described by n first order equations of 
the form 
x(t) = f[x(t), u(t), t] (1.1) 
where x(t) is an nth order vector, u_(t) is an mth order vector and f is 
an nth order vector function. The problem can be formulated as a 
tracking problem as in Figure 1 or as a regulator problem in which 
r_(t) = 0_. 
The function of the controller in Figure 1 is to compute the set 
of m control variables u(t) such that the system performs in an optimal 
x(t) 
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manner. The criterion of optimality is usually a cost index which must 
be minimized. The cost index for continuous systems is an integral func-
tional J which maps the controls and the trajectory of the system states 
into a real number. This functional can be expressed mathematically as 
follows: 
J = g[x(t)9 u(t), t]dt (1.2) 
t 
o 
The constraint on the states of the system geometrically is an 
n dimensional hypersurface in the state space which must not be vio-
lated by the trajectory of the system. This n dimensional hypersurface 
can be expressed mathematically as a function T[x] which is identically 
equal to zero. If the system trajectory is to remain inside the bound-
ary in the state space, the trajectory must satisfy the inequality 
r[x(t)] < 0 (1.3) 
Similarly, the constraint on the control variables may be expressed 
mathematically by 
YCu(t)] < 0 (1.4) 
The block diagram of the regulator problem considered in this 
dissertation is shown in Figure 2. The input r_(t) is identically equal 
to the null vector in the regulator problem and is omitted in the dia-
gram. The output of the sampler and zero-order hold is the control 
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signal applied to the plant. The components of the control vector u(k) 
are changed at the sampling instants only. The ith component of the 
control vector u(k) is shown in Figure 3. Since the controls of the 
plant are applied in discrete steps, the plant may be described by n 
first order difference equations expressed mathematically by 
x_(k) = Fj>(k-1), u(k), k] (1.5) 
where F_ is an nth order vector function. Equation (1.5) describes the 
states of the system at the sampling instants only. The sampling rate 
of the sampler must be greater than the Nyquist rate of the system to 
insure that the trajectory behaves properly between sampling instants 
(i.e., to guarantee that there are no hidden oscillations in the 
system). 
The cost functional is evaluated at the discrete sampling in-
stants only. Therefore, the cost integral reduces to the summation 
kT 
J = I g[x(k), £(k), k] (1.6) 
k=kQ 
where kn is the first sampling instant after t=tn and kT is the last 
sampling instant before t=T. 
The states of the system are constrained to lie inside the 
boundary at the sampling instants. This constraint can be expressed 
mathematically by 
r[x(k)] < o (1.7) 
The constraint on the control variables can be expressed mathematically 
by 
y[u(k)] < 0 (1.8) 
In compact form, the problem considered is that of developing a 
method of controlling an nth order discrete-input system which is 
described by the vector difference equation 
x.(k) = F[x(k-1), u(k), k] (1.9) 
such that the cost functional 
kT 
J = I g[x.(k), u(k), k] 
k=k0 
is minimized subject to the additional constraint 
T[x(k)] < 0 (1.11) 
on the system states and the additional constraint 
y[u(k)] < 0 (1.12) 
9 
on the control variables. The resulting control sequence u(k) is called 
the optimal control sequence or the optimal input„ 
In summary, there exist a number of methods for handling unbounded 
problems for both the continuous and discrete-input cases. Some results 
have been obtained for the bounded continuous problem but almost all 
methods involve the solution of a two-point boundary value problem. 
Very few methods have been given for handling the bounded state discrete-
input problem and no feasible method has been presented for handling the 
bounded control and bounded state discrete-input problem.. 
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CHAPTER II 
PROBLEM FORMULATION AND GENERATION OF SATURATION BOUNDARY 
The general discrete-input optimal control problem with con-
straints on the control and state variables was formulated in Chapter I. 
In this chapter the specific problem considered in this dissertation is 
formulatedo A control scheme for handling this problem and its limita-
tions are presented. "The possibility of additional boundaries existing 
in the state space when the control variables have magnitude constraints 
is discussed and methods for generating these boundaries are presented. 
Several examples are given to illustrate the methods. 
Formulation of Specific Problem 
The specific problem considered in this dissertation may now be 
formulated as follows: compute the control variables u(k) to be applied 
to an nth order linear plant that can be described by the linear vector 
difference equation 
x_(k) = Fx_(k-1) + GuXk) (2.1) 
such that the quadratic cost functional 
k +R 
2 T T 




is minimized subject to the additional constraint 
I'u. I < M. , i = 1,2, • • • ,m (2.3) 
1 1 ' — 1 3 3 3 
on the control variables and the constraint 
T[x(k)] < 0 (2.4) 
on the state variables. In the above formulation, r is a convex func-
tion in x_„ 
The constraints on the states of the system may be expressed 
mathematically by r[x] < 0 and may be physical or imposed bounds as 
explained in Chapter I. Several different types of state constraints 
are shown in Figure 4. Figure 4(a) shows a magnitude bound on the x 
state of the system„ An example is an anti-aircraft gun mount on a ship 
that can rotate through a maximum number of degrees. The constraint on 
one of the states may depend on the other states. This dependency may 
be linear as shown in Figure 4(b) or it may be nonlinear as shown in 
Figures 4(c) and 4(d). As an example, consider a ground-to-air missile 
that has a maximum attainable velocity that increases because of fuel 
consumption and decreasing aerodynamic pressure as its altitude increases. 
Figures 4(a), (b), and (c) are examples of convex constraints on the 
states while Figure 4(d) is an example of a concave constraint,, The 
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Figure 4. Types of State Variable Constraints 
(a) Magnitude, (b) Linear, (c) Energy, (d) Hyperbolic, 
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Constraints on the control variables fall into basically two 
types: magnitude bounds and energy bounds. The magnitude bound on the 
ith component of the control vector may be expressed mathematically by 
u.| < M. (2.5) 
The magnitude constraint on the control variables can be represented 
graphically by placing a limiter in the block diagram of the system as 
shown in Figure 5. An energy constraint is a bound on the total energy 




l u_(k) Qu_(k) < Constant (2,6) 
k=k 
o 
for the discrete control problem. The magnitude constraint of Equation 
(2o5) is the one considered in this dissertation0 
The general form of the cost functional for the discrete-input 
problem is given by Equation (1.10). The specific cost functional con-
sidered in this dissertation is 
kT 
J = 1/2 I [x_(k)TPx_(k) + u_(k)TQu(k)] (2.7) 
k=k 
o 
where P is an nxn positive definite matrix and Q is an mxm positive 
definite matrix. The quadratic form of J and the positive definiteness 
of the P and Q matrices insure a global minimum and therefore a unique 
solution. The P and Q matrices could in general depend on the value of 
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k. This formulation would result, for instance, if more cost were placed 
on the mean-square error for large values of k than for small values of 
k0 
The cost functional in Equation (2.7) is summed from k=k. to 
k=k_ where k is determined by some prespecified criterion as follows: 
k_ may be the first sampling instant at which the error is less than 
some prespecified value; kT may be the first sampling instant at which 
the control energy exceeds a given value; or ]<T may be a fixed integer 
R greater than k •> The latter is referred to as an R-step optimal con-
trol scheme. The R-step control scheme, first proposed by Kishi (16) as 
a means of obtaining a practical solution to the adaptive control prob-
lem, minimizes a cost functional given by 
k +R 
° T T 
J = 1/2 I [x_(k) Px_(k) + u_(k) Qu_(k)] (2D8) 
k=k 
o 
The controls that minimize the cost functional over R steps are computed 
and the control u(l) is applied to the plant., The state of the system 
at the next sampling instant is computed using a model for the plant. 
The control to be applied during the next sampling interval is then com-
puted by minimizing the cost functional over R steps again. This 
process is repeated until some criterion for completion of the problem 
has been satisfied. Figure 6 shows graphically how the cost for a four-
step optimal control scheme is evaluated for a second order plant with 











Figure 5. Discrete System with Magnitude Bound on Control Variables. 
x(D 
Figure 6. R-Step Optimal Controller (R * 4). 
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The R-step control scheme is optimal with respect to the speci-
fied cost functional in Equation (2.8) but is suboptimal with respect to 
the cost functional of Equation (2»7) with k > k + R. Therefore, if 
the control problem can be formulated over a fixed number of steps into 
the future only, such as the adaptive problem in which the system 
parameters change, the R-step control scheme yields an optimal solution. 
However, a suboptimal solution results if the R-step control scheme is 
used in order to obtain an on-line solution to a problem that can be 
formulated over all future time,, This suboptimal solution can be forced 
to approximate the optimal solution with the proper choice of R and 
sampling period as explained in Chapter. V. 
The problem may be formulated as a tracking or as a regulator 
problem. In this dissertation, only the regulator problem is considered. 
Tracking problems in which the reference input is completely described 
can be reformulated into an equivalent regulator problem, with a few 
modifications on the controller„ 
Saturat ion Boundary 
In the problem with bounds on the state variables but with no 
bounds on the control variables, there is sufficient control available 
to prevent the system trajectory from crossing the state boundary from 
any initial point that lies in-the allowable region. With magnitude 
bounds on the control variables, however, there may exist regions in the 
state space, which lie below the original boundary, from which a tra-
jectory cannot be prevented from crossing the original state boundary 
with the control available. Any initial condition on x which lies in 
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the original unallowable region or in one of these additional unallow-
able regions will cause the problem to have an unacceptable solution. 
In an infinite-step optimal controller (i„e.., one that computes the 
complete optimal sequence u_(k) at one computation), the trajectory will 
never enter one of these additional unallowable regions. In the R-step 
optimal controller, however, the trajectory might be permitted to enter 
one of the additional unallowable regions if the Rth future point does 
not cross the original state boundary (i.e., the controller does not 
"see ahead" far enough to know that the boundary is being approached). 
Since this results in an unacceptable solution, it follows that the 
additional unallowable regions must be computed and considered in the 
design of the R-step optimal controller. 
Generation of Saturation Boundary 
The general technique for finding the additional unallowable 
regions in the state space that exist when the system has bounds on the 
state variables and magnitude bounds on the control variables is pre-
sented in this section. The optimal method for considering these addi-
tional regions in the design of an R-step optimal controller is presented 
in Chapter III. 
The additional unallowable regions can be described by their 
boundary with the allowable regions. This boundary is the locus of all 
points from which the original boundary can just be avoided using the 
maximum allowable control. Because of the manner in which it is defined, 
this boundary is referred to as the saturation boundary (S.B.). For the 
linear system considered in this dissertation, the general mathematical 
18 
expression for the S0B.o is 
x = <|>(x-,u9t) (2o9) 
—, .—u — 
where <f> is differentiable with respect to each of the independent vari-
ables. Therefore, the S0B. is a smooth surface which is tangent to the 
original boundary r[x_]=0. Since the original boundary is convex in x_, 
the S.Bo is also convex in x with respect to the allowable region. 
The first step in determining the S.B. is to find an expression 
for the tangency points with the original boundary. This expression 
must be obtained from the continuous equations of the plant. Since the 
gradient Vr[x] of the original boundary is everywhere perpendicular to 
the boundary and since the velocity x_ of the trajectory using maximum 
control is everywhere tangent to the trajectory, the solution of 
vr[x] • x_ = o (2.10) 
yields all points on all possible maximum control trajectories at which 
the trajectory is parallel with the original boundary. Since all points 
of tangency lie on the original boundary, they must also satisfy the 
equation 
r[x] = 0 (2oll). 
The solution of Equations (2.10) and (2..11) simultaneously for x_ yields 
an analytical expression for the tangency points. 
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The tangency points may also be found by using the discrete equa-
tions of the plant given by 
x[(n+l)T] = Fx[nT] + Gu[(n+1)T] (2d2) 
The point of tangency is defined to occur when two successive points on 
a trajectory using maximum control lie on the original boundary. Stated 
mathematically 
r[x[nT]] = 0 (2.13) 
and 
r[x[(n+l)T]] = 0 (2.14) 
These two points may be computed by substituting x[(n+l)T] from Equation 
(2a12) into Equation (2,14) and then solving the resulting equation 
simultaneously with Equation (2.13). Points on the saturation boundary 
may then be found by solving Equation (2.12) backwards in time from the 
points of tangency. This is done by successively solving for x[nT] from 
the equation 
x[nT] = F~1x[(n+1)T] - F"1Gu[(n+l)T] (2.15) 
The difference between the points of tangency computed using 
the continuous equations and using the discrete equations of a second 
order plant is illustrated in Figure 7» Point A is the point of tangency 
Original Boundary 
^ ^ ^ \ B 
Figure 7. Comparison of Generation of Tangency Points from 
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Figure 8. Saturation Boundary for a Second Order System. 
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computed using the continuous equations. Points B and C are the points 
computed using the discrete equations. The point A will always fall 
between points B and C with the spread between B and C becoming smaller 
as the sampling period used in generating the discrete equations is 
decreased. In the limit as T-K) the points A, B, and C will coincide<, 
Point D is a point on the S„Bo one sampling period from point C and is 
found by solving Equation (2.15). 
Note that the trajectory using maximum control exceeds the 
original boundary between the points C and B in Figure 7. This is 
caused by the fact that when using the discrete equations, the points 
on the trajectory at the sampling instants only are constrained to lie 
in the allowable region. Suppose that the S.B. generated from the dis-
crete equations is used and a sampling instant on an optimal trajectory 
occurs at point E. It is obvious that because of the magnitude con-
straint on the control variables., the trajectory at the next sampling 
instant will not be in the allowaible region. It follows that the S.B. 
must be generated using the points of tangency found from the continuous 
equations of the plant. 
For an nth order system, the S.B. is an n-dimensional hyper-
surface in the state space. The points of tangency of the S„Bo with the 
original boundary form an (n-l)-dimensional hypersurface in state spaceo 
For example, consider a second order plant with a linear state constraint 
on x as shown in Figure 8 (pQ 20)., The S.B. is a two-dimensional sur-
face, a curve, and the tangency of the S0B0 with the original linear 
state boundary is a one-dimensional surface9 a point„ This concept may 
be extended to a third order plant where the S,.B„ is a three-dimensional 
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surface and the points of tangency form a two-dimensional curve„ For 
systems of higher order than three, the surface becomes an n-dimensional 
hypersurface„ 
An analytical expression for the S„B. is in general difficult to 
find0 As an example, consider a time-invariant linear plant described 
by 
x = Ax + Bu_ (2.16) 
where A is an nxn matrix and B is an nxm matrix„ Taking the Laplace 
transform of the above equation yields 
sX_(s) - XQ = AX(s) + BU(s) 
or 
X(s) = (sI-A)"1BU(s) + (sI-A)"1^ (2.17) 
where x~ is the initial point in state space and U_(s) is the Laplace 
transform of the maximum controls which may be given by ± U /s. The 
J & J max 
inverse Laplace transform of Equation (2.17) gives the equation of each 
of the state variables as a function of time t and the initial state 
x̂ . as follows: 
x(t) = ^ [ ( s I - A r ^ s ) + (sI-A)"1?^] (2.18) 
In Equation (2„18), if x(t) is forced to satisfy the analytical 
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expression for the tangency points , then each of the x_ components may 
—u 
be expressed as a function of t and the system characteristic roots„ 
For many systems these n equations may be expressed as one equation 
relating the initial points that have trajectories that are tangent to 
the original boundary. This equation is the analytical expression for 
the saturation boundary. Since the n equations for the initial condi-
tions x^ are in general transcendental, one equation relating them is 
difficult to find. An alternate method of representing the. S.B. is pre-
sented in the next section of this chapter. 
Approximation of.Saturation Boundary 
As pointed out in the previous section., an analytical expression 
for the S.B. is not always possible to find because of the transcendental 
nature of the state equations. An alteî nate method of representing the 
SoB. Is to compute points on the S.B. and use an approximation to the 
boundary between the points. The simplest and most convenient approxi-
mation for the SoB. of an nth order system is nth order hyperplanes 
connecting all adjacent n points., Although this seems to be a coarse 
approximation, it may be made as accurate as desired by taking the points 
on the S.B. closer together. Eventually there has to be a trade-off 
between the accuracy desired and the additional storage space required 
in the controller. 
One method for computing the points on the S.B. is to integrate 
the difference equations backward in time from the points of tangency 
using Equation (2.15). The sampling period used to generate the S.B. 
should be small compared with the sampling period of the system to 
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obtain reasonable accuracy. A second order example for a system with 
complex roots is shown in Figure 9„ 
Examples 
Consider a plant with a transfer function given by 
G(s) = l/s(s+l) (2.19) 
The system is second order with real characteristic roots. The state 









For a sampling period of T=l second, the difference equations are 
x x ( k ) 1 o632 x 1 ( k - l ) 
+ 
.368 
x 2 ( k ) 0 .368 x ? ( k - l ) .632 
u(k) (2.21) 
The constraint on the control variable is given by 
u < U. 1 ' - max 
(2.22) 
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aTx(k) + B < 0 (2.23) 
T 
where ô  = [2 1] and 3 = -1. • 
Solving Equations (2o10) and (2.11) simultaneous yields x =0, 
x =1 as the point of tangency of the S.B„ with the original linear 
boundary., Using Equation (2.18) with u = -U _ ' = -1, the equations for 
the states of the system in the time domain are 
x1(t) = l - t - e" •+ x10 + (1-e )x2Q 
x2(t) = -1 + e"
11 + (e t)x2Q 
(2.24) 
The u=+l trajectory that is tangent to the original boundary is above 
the boundary and therefore need not be considered. An analytical . 
expression for the S.B. may be obtained, by substituting the tangency 
point for x..(t) and x9(t) in Equsitions (2.2M-) and solving the two 
resulting equations simultaneously for xln in terms of v. with the time 
variable eliminated. 
x1Q = 1 - x2Q + ln[l/2(l+x20)] (2.25) 
The results are shown in Figure 10. The same system with a parabolic 
constraint on the states is shown in Figure 11. • 
Convex Saturation 
Boundary 
1 - x2 + l n [ l / 2 ( l + x 2 ) ] 
Allowable Region 
0(s) - l / s ( s + 1) 
Unallowable Region 
Point of Tangency 
P = 2xx + x2 - 1 « 0 
Figure 10. Saturation Boundary for System with Real 
Roots and a Linear Constraint on the States. 
Xj - 1.516 -x 2 + ln(x2 + 1) 
G(s) l / s ( s * 1) 
Allowable Region 
u • -1-
Xj - 0.819 - x2 + ln(-x 2 - 1) 
Figure 11. Saturation Boundary for System with Real Roots 
and a Parabolic Constraint on the States. 
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As expected, systems with complex roots have S„B. that spiral 
outward from the point of tangency. Figure 12 shows such a system with 
a linear constraint on the states. No analytical expression for the 
S0B. could be obtained for this case because of the transcendental 
nature of the state equations. The same system with a hyperbolic con-
straint on the states is shown in Figure 13„ 
In summary, the specific problem considered in this dissertation 
was formulated and the types of constraints considered were discussed in 
this chapter. The R-step optimal controller and its limitations were 
discussed,, The reasons for needing additional boundaries in the state 
space and methods for generating these boundaries were presented. A 
technique for considering the boundaries in state space and the basic 
theory of the optimization algorithm will be presented in Chapter III0 
Ax2 
Unallowable Region 
Figure 12. Saturation Boundary for System with Coiaplex Roots 
and a Linear Constraint on the States. 
O) 
o 
s—rtij • v * 1-° 
Expanded Scale Showing 
x^ Axis Crossover 
G(s) - l/(s* + 8 + 1 ) 
Figure 13. Saturation Boundary for System with Complex Roots 
and a Hyperbolic Constraint on the States. 
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CHAPTER III 
BASIC THEORY AND OPTIMIZATION ALGORITHM 
As pointed out in Chapter II, when using an R-step optimal con-
troller, the trajectory must not be allowed to violate the original 
boundary or the saturation boundary. A theorem on optimality for 
systems with an R-step controller and convex constraints on the states 
is presented and proved in this chapter. An optimization algorithm for 
the above system is also presented in this chapter. 
Theorem on Optimality 
An R-step optimal controller computes the set of controls u(l) 
through u_(R) which minimizes the cost functioneil of Equation (2.2) while 
satisfying the control constraints of Equation (2.3) and the state con-
straints of Equation (2.4). It was shown in Chapter II that if the 
original convex boundary of Equation (2.4) is not to be violated, the 
convex S.B. must also not be violated. 
Suppose the set of control variables 
which minimizes the cost functional 
forces one or more points on the tra-
jectory to lie above the convex state 
boundary in one of the unallowable 
regions as shown in Figure 14. Since 





Figure 14. Example of Trajectory 
which Violates the 
State Constraint 
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controller must recompute a set of controls which forces all R points 
on the trajectory to lie on or below the state boundary. Out of the 
set of all such possible solutions, the controller must compute the 
one that minimizes the cost functional of Equation (2.2). 
Theorem I: Convexity of Constant Cost Contours in State Space 
The constant cost contours in state space for linear systems with 
quadratic cost indices and magnitude bounds on the control variables are 
convex. 
For proof of Theorem I, consider the system in Figure 15 in which 
the point marked x_(R) is the end point 
of the trajectory that has minimum cost 
J=c over R steps. Consider a hyperplane J=c+Ac 
in this state space described by j=c 
a x + $ = 0 (3.1) 
To force the point x_(R) to lie on this 
hyperplane, u(R) is constrained by solving Figure 15 
oJx_(R) + $ = 0 








for u(R) and substituting the resulting expression into the cost expres-
sion, thereby eliminating u(R)_• The resulting cost expression is 
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quadratic in u_(l) through u_(R)' and x.(l) through x_(R) and therefore 
has a unique minimum. The locus of all possible trajectories that have 
this same cost, J=c+Ac, is a closed smooth surface in this state space 
as shown in Figure 15 (p. 33). Because of the quadratic nature of the 
reduced cost functional, the cost is a monotonically increasing function 
as the end point x(R-) is forced on the hyperplane away from the point 
yielding minimum cost. From this result, it is obvious that the hyper-
plane is a supporting hyperplane to the constant cost contour J = c+Ac. 
Since the hyperplane was chosen arbitrarily and could be any tangent 
hyperplane to the contour J=c+Ac,, it follows that the constant cost con-
tours in the state space are convex. 
Theorem II: Optimal Method for Constraining Trajectory 
for Systems with Convex Constraints on the States 
Consider the linear system with constraints on the control and 
state variables as described by Equations (2.1) through (2.4). Points 
on an unbounded trajectory that fall in an unallowable region should be 
bounded to the convex state boundary. Proof that this procedure yields 
an optimal solution (i.e., minimizes the total cost) is given below. 
Discussion of Theorem II. Assume that a method is available for 
bounding a point on the trajectory to a convex boundary. In Figure 16 
let u be the set of controls that minimizes the quadratic cost functional 
satisfying the magnitude constraints on the controls. Henceforth, a set 
of controls that satisfies the magnitude constraint on the control vari-
ables will be referred to as an admissible set of controls. The point 
at which u is shown represents the Rth point on the trajectory computed 
by the R-step optimal controller and lies in an unallowable region. 
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Figure 17. Minimizing Control Sequence u with States Bounded. 
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The Rth point was chosen as the unacceptable point for convenience in 
the proof but could be any of the R points on the trajectory computed 
by the controller. Since the solution is not acceptable if any point 
on the trajectory falls in an-unallowable region, the Rth point must be 
bounded to the boundary or to some point below the boundary„ Let u be 
the set of admissible controls that minimizes the cost functional with 
the Rth point constrained to lie on the convex boundary. Let u be the 
set of admissible controls that minimizes the cost functional with the 
Rth point constrained to lie below the convex boundary in the allowable 
region,, To prove the theorem, it is sufficient to prove that 
J[u] < J[u]•< J[u] (3.3) 
Since the set u was computed without any constraints on the states 
of the system, it follows that 
J[u] < J[u] 
and (3.4) 
J[u] < J[u] 
Therefore, to prove the theorem, it must be shown that 
J[u] < J[u] (3.5) 
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In Figure 16 (p. 35) a tangent hyperplane to the convex boundary 
is constructed at the point u, The point u is the end point of the tra-
jectory that has the smallest cost of all trajectories that have their 
end points constrained to lie on the convex boundary. Because of the 
convexity of the state boundary and the convexity of the constant cost 
contours, u is the point of tangency of the state boundary with the con-
stant cost contour J[u]. Since the constructed hyperplane is tangent to 
the state boundary at u, it is also tangent to this constant cost con-
tour. But from the results of Theorem I, if the end point of the tra-
jectory is constrained to lie on the tangent hyperplane, the cost 
monotonically increases as the end point is forced away from this point 
of tangency. Therefore, the set of controls u also yields minimum cost 
if the end point is constrained to the tangent: hyperplane. This result 
is illustrated for a second order system in Figure 17 (p. 35). 
Additional hyperplanes parallel to the above hyperplane are con-
structed through the end points corresponding to the set of controls 
u and u. Since u is the set of controls yielding minimum cost without 
A. 
any constraints on the states, it follows that u is the set of admissi-
ble controls giving minimum cost if the end point is constrained to lie 
on the hyperplane through the point u. Since u was assumed to be the 
set of controls yielding minimum cost if the end point is constrained to 
lie below the convex boundary, it follows that the set of controls u 
minimizes the cost if the end point is constrained to lie on the hyper-
plane through the point u. 
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Proof of Theorem II. The three hyperplanes in Figure 17 (p. 35) 
may be described by 
• T 
I: . a x +-B = 0 
II: aTx_ + 3 = 0 
III: _aTx + e0 = 0 (3.6) 
or equivalently by 
T 
I: a x + 3 = 0 
T II: a x_ + 3 + e = 0 
III: ajx_ + 3 + e - 0 (3.7) 
Note that the a_ vector is fixed by the slope of the hyperplane and is 
the same in each equation. To constrain the end point of a trajectory 
to one of the hyperplanes, a component of u_(R) may be constrained. The 
remaining components of u_(R) are denoted by u_(R)'. The constrained 
component of u(R) is linear in 3 and may be obtained from Equations (3.2). 
u(R) = f[x(R-l), u(R)», 3] (3.8) 
Substituting this required expression for u(R) into the quadratic cost 
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functional and successively eliminating x_(R), x_(R-l), etc. by using the 
difference equation, the cost turns out to be a quadratic function of $ 
and u(l) through u(R)'. 




Differentiating with respect to each control vector component and 
equating to zero yields 
R 
9J/au(k). = a., $ + b.. u(k). + J b., u(k). + c, = 0 (3.10) 
: :k :k : ^:1 ik 1 :k 
i?!J 
for k = 1,2,«««,R; k=R, J5*p 
Solving the above equations for each control component yields 
u ( k ) . = a!, 3 + b» (3.11) 
: :k :k 
where a., and b.. are constants. Each control component is a linear 
:k :k 
function of 3- Substituting each of the above expressions of the con-
trol components into the cost expression, yields a cost that is quadrati 
in 3 and therefore quadratic in E. But from Equation (3.2) the cost is 
a minimum for e=0. Since the cost is quadratic in e and has a minimum, 
it is convex as shown in Figure 1.8. It follows that 
40 
*JCO 
Figure 18• Quadratic Cost in €. 
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J[eL] < J["e2] 
or 
J[u] <• J[u] (3.12) 
since e, < er?. 
In the proof of Theorem II, it was necessary that the set of con-
trols u, u, and u be the sets that give minimum cost if the end point 
of the trajectory is constrained to lie on the three respective hyer-
planeso If these were not optimal sets of controls, then to compare the 
three costs on the basis of their convexity in e would be meaningless. 
In the derivation of Equation (3.11), it was assumed that none of 
the control variables exceeds the saturation value. Suppose that some 
of the optimal control variables have to be bounded. The remaining con-
trol variables are still linear functions of 3 and the cost is still 
quadratic in 3 and e. If the same control variables are bounded in the 
set u as in the set u, then it follows that Jf.u] < J[u]. Suppose that 
the control variables of u and u that are bounded are not the same, then 
the above argument breaks down. However, if the unacceptable point is 
constrained to lie on the hyperplane corresponding to 3, and the same 
controls are set at the saturation value as in the u set of controls, 
then the resulting set of optimal controls u' from the above results 
are such that J[u'] < J[u]0 But J[u] <J[u'], since u' was computed 
with one more constraint than u. Therefore, J[u] < J[u] for all possi-
ble combinations of bounded control. 
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The R-step optimal control scheme minimizes the cost functional 
over R steps into the future with or without the states bounded and 
applies the control u_(l) during the next sampling interval. The pro-
cedure is then repeated to compute the control vector to be applied 
during the following sampling period. If points further than one step 
into the future are being bounded in the optimization algorithm, the 
question arises as to whether this procedure gives any better results 
than the procedure of ignoring the boundary until the point x(l) is 
found to.violate the boundary. The trajectory resulting from this pro-
cedure, however, is in the class of possible solutions using the R-step 
optimal control scheme described above. Therefore, the cost of the 
R-step optimal control scheme is less than or equal to the cost of the 
scheme of ignoring the boundary until the point x_(l) violates it. 
Optimization Algorithm 
There are three distinct possibilities that can arise in the 
optimal control of systems with bounded controls and bounded state vari-
ables: both the controls and states remain within the prescribed 
bounds; states remain within the prescribed bounds but the controls do 
not; states do not remain in the prescribed bounds. In the third class 
the control variables may or may not be bounded. Each of the three above 
possibilities requires a separate procedure in the optimization algo-
rithm . 
Controls and States Within Prescribed Bounds 
If the control and state variables remain within their prescribed 
bounds, the optimization algorithm is the same as for the problem with 
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no bounds imposedo The quadratic cost functional of Equation (2.2) is 
reduced to a function of the control variables and the initial state 
only as shown in Equation (3.,13) by the successive substitution of the 
difference Equation (2„l)o 
J = f[u(l), u(2), •••, u(R), x_(0)] (3.13) 
The set of controls that minimizes Equation (3„13) can be obtained by 
using ordinary calculus. Differentiating Equation (3.13) with respect 
to each control component, equating to zero, and then solving yields 
aj/au(l)1 = 0 u(l)1 = C (3,14.) 
3J/3u(l)2 = 0 u(l)2 = C2 
9J/au(R) = 0 u(R) = C,, m m Km 
where u(j). is the ith component of the control vector during the jth 
sampling interval. Each control component is equal to a constant that 
is a function of the dynamics of•the plant and the initial condition 
x-o For a time-invariant plant, these controls can be stored as a func-
tion of 5L only and computed very rapidly by the controller. 
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States Within Prescribed Bounds—Controls Not Within Prescribed Bounds 
If one or more of the unconstrained optimal controls in Equation 
(3„14) exceeds its magnitude bound, the cost functional of Equation 
(3ol3) must be reminimized with the magnitude constraint added. There 
are a number of methods of computing these constrained controls. An 
iterative procedure9 called the coordinatewise gradient technique and 
used by Kishi in reference (16), is used in this dissertation because 
of its fast convergence and easy implementation. 
Stated mathematically, the (n+l)th iteration of the jth control 
vector is given by 








and £ is chosen to minimize the functional 
• n . 
3 
J[u(l)(n), u(2)(n), ...-, u(j)(n) + en V.
(n), ,.-, u(R)(n)] (3.17). 
The first iteration is.obtained by using the solution of Equation (3.14) 
as an initial approximation to the control components with any of the ; 
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control components that exceeds its bound set equal to the magnitude 
bound„ If none exceeds its bound, then Equation (3.15) gives the same 
values as obtained from Equation (3.14). The initial values for the 
second iteration are the results of the first iteration with any con-
trols that exceed their bound set equal to the magnitude bound. The 
iterative procedure is terminated when the change in each component is 
less than some specified value„ The convergence rate is fast but 
decreases as the number of control components increases. 
States Not Within Prescribed Bounds 
Theorem I states that if amy point on an optimal trajectory falls 
in an unallowable region, it should be bounded to the boundary of the 
allowable region. A procedure for bounding the point directly to the 
convex boundary is very difficult to implement and, in fact, impossible 
if no analytical expression is available for the boundary. The purpose 
of this section is to present an iterative procedure for bounding to the 
state boundary„ 
It was shown in the proof of Theorem I that the admissible set of 
optimal controls with the point bounded to the convex state boundary is , 
also the optimal controls with the point bounded to a hyperplane tangent 
to the boundary at the optimal bounded point„ This suggests that the 
optimal bounded point on the state boundary can be obtained by itera-
tively bounding to tangent hyperplanes until the optimal bounded point 
on the hyperplane coincides with the point of tangency. Because of the 
convexity and smoothness of the boundary, convergence to any desired 
accuracy is assured„ 
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The iterative procedure consists of projecting the unacceptable 
point of the trajectory onto the state boundary, constructing a tangent 
hyperplane to the boundary at the projection point, and computing the 
optimal admissible set of controls with the unacceptable point con-
strained to lie on the tangent hyperplane. If the unacceptable point, 
when constrained to lie on the hyperplane , falls within a specified 
distance of the point of tangency, the iterative procedure is terminated. 
If it does not, this new unacceptable point is projected onto the state 
boundary,and another iteration is performed. Two iterations of this pro-
cedure are illustrated by Figure 19. 
The effect on the trajectory of bounding a point to the state 
boundary is illustrated by Figure 20. The bounded trajectory lies 
inside or closer to the origin of the state space than did the unbounded 
trajectoryo This is caused by the fact that the bounded point itself is 
pulled in closer to the origin. The cost of the bounded trajectory, 
however, is always greater than the cost of the unbounded trajectory„ 
If the saturation boundary is stored in the form of points on 
the boundary, another procedure may be usedo For an nth order system, 
the n closest points on the S.B. to the unacceptable point on the tra-
jectory are foundo These n points describe an nth order hyperplane to 
which the unacceptable point is bounded with minimum cost. If the 
bounded point lies on that part of the hyperplane that belongs to the 
approximated saturation boundary., the iterative procedure is terminated. 
If it lies outside that region, the closest n points on the S.B. are 
found and the procedure is repeated,, Under certain conditions, this 
procedure will not converge as will be explained in Chapter IV. 
Convex State Boundary r* 
«<> 2. + #2 " ° 
Figure 19• Iterative Procedure for Bounding Points 
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Figure 20. Effect on the Trajectory of Constraining a 
Point to the Boundary* 
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The proposed R-step optimal controller is designed so that it 
first computes the optimal controls with no constraints imposed„ The 
magnitude of the control variables are then checked. If any control 
component exceeds its bound, the coordinatewise gradient technique is 
used to obtain the optimal set of admissible controls. Using this set 
of admissible controls, the trajectory is checked to see if any discrete 
points are in an unallowable region. If there is a point on the tra-
jectory in an unallowable region, it is bounded to the state boundary 
as described above. The specific optimization algorithms for R=l 
through R=4 are discussed in detail in Appendix I. The technique for 
expanding the algorithm for larger values of R is also given in Appendix 
I. 
In the R-step optimal controller,, the trajectory of the system is 
modeled over R sampling periods into the future. Since each sampling 
period is T seconds, the time interval over which the cost is minimized 
is RT seconds. This RT seconds is referred to as the lead time used in 
the controller optimization procedure. The effects of this lead time are 
discussed in detail in Chapter V. 
,In summary, the proof that points on a trajectory which fall in 
unallowable regions should be bounded to the boundary of the allowable 
region was given in this chapter,, An-R-step optimization algorithm for 
the bounded control and bounded state problem was presented„ The imple-
mentation of this algorithm is given in Chapter. IV and several examples. 
that illustrate the applicability of this method are given in Chapter V. 
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CHAPTER IV 
IMPLEMENTATION OF THE OPTIMIZATION ALGORITHM 
In this chapter, the implementation of the theory of the optimi-
zation algorithm is discussed. Generalized expressions for the coeffi-
cient matrices in the cost functional are presented and the techniques 
for finding the unconstrained and the constrained controls are dis-
cussed. The techniques for implementing the bounding procedure and the 
convergence problem encountered when using a piecewise-linear approxi-
mation to the saturation boundarjr are discussed. 
General Expressions for the Optimization Algorithm 
In this section, general expressions for finding the constant 
matrices in the cost expression aire given. The method for generating 
the optimal unconstrained controls is discussed and a method for writing 
the (n+l)th control iteration in the coordinatewise gradient procedure 
is given. 
The general expression for the cost of an R-step optimal con-
troller as a function of the control variables only is given by Equation 
(3.13). For the quadratic cost considered in this dissertation, Equa-
tion (3.13) expands into 
R R P • P 
J =l/2[ £ u(i)TC u(i)+ 2 I I u(i)TC u(j)+ 2 £c,u(s) + K] (4.1) 





a = j - i + I k (4.2) 
k=R-i+l 
R 
b = s + I k (4.3) 
k=l 
The constant matrices all depend on the F, G, P, and Q matrices of the 
system., These constant matrices for R=l through R=4 are given in Appen-
dix II and are seen to become more complex as R increases. General 
expressions for these matrices are given in the following paragraphs. 
The constant matrices C. through C in Equation (4„1) are given 
by the following expression: 
m rp 1 1 
C. = Q + J GT(Fr)kP(F)kG (4.4) 
1 k=0 
As an example, the matrix C. in a four-step optimal controller is 
3 
C = Q + I GT(FT)kP(F)kG (4.5) 
k=0 
= Q + GTPG + GTFTPFG + GT(FT)2P(F)2G + GT(FT)3P(F)3G 
as given in Appendix II„ 
The matrices C for 1 < i < R-l amd for i < j < R in Equation 
(401) are given by 
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m m l 1 * 
C = I GT(FT)k~1P(F)k~:G (4.6) 
a 1 
For example, consider the constant matrix for i=2, j=3, in a four-step 
4 




C = I GT(FT)k-2P(F)k_3G (4.7) 
8 k=3 
mm T T 9 
= G F P G + G (F ) PFG 
as given in Appendix II. 
The matrices C, , where b is given by Equation (4.3) and s < R, 
are given by 
•p 
C = I (FT)kP(F)k"SG (4.8) 
b k=s 
For example, consider the constant matrix for s=2 in a four-step optimal 
4 




C._ = I (FT)kP(F)k"2G (4.9) 
k=2 
(FT)2PG + (FT)3PFG + (FT)4PF2G 
as given by the expression for C in Appendix II., 
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The expressions for the unconstrained optimal controls may be 
obtained by taking the partial derivatives of the cost functional with 
respect to each of the components of the R control variables, equating 
these resulting R expressions to zero, and solving by Cramer's rule. 
Appendix II gives these expressions for R=l through R=M-. 
The expressions for the (n+l)th iteration of the control vectors 
in the coordinatewise gradient pi?ocedure can be obtained from the cost 
functional by inspection. The (n+l)th iteration of the ith component of 
the jth control vector u(j). is equal to minus the sum of all of the 
coefficient matrices of the u(j). terms in the cost expression premulti-
2 
plied by the inverse of the matrix in the u(j). term. Appendix II gives 
these expressions for R=l through R=4. 
Implementation of the Bounding Procedure 
The general method for optimally bounding a particular point to 
the convex state boundary was presented in Chapter III., However, no 
explanation was given as to how this bounding procedure is used in an 
R-step optimal controllero This section explains the implementation of 
the bounding procedure when one or more points have to be bounded to the 
state boundary and also gives the method for unbounding points. 
In the optimization algorithm, the point x_(R) on the optimal state 
unconstrained trajectory is first determined to be above or below the 
state boundary as shown in the flow graphs in Appendix I. If xXR) is 
in an unacceptable region, it must be bounded to the state boundary by 
the method outlined in Chapter III. The control u_(R) is used to con-
strain the point x(R) to hyperplanes tangent to the state boundary.until 
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x_(R) is within an acceptable distance from the point of tangency. 
Equation (3.2) is solved for u(R) and substituted into the cost func-
tional. The cost, which is now a quadratic functional in u_(l) through 
u_(R)', is minimized with an admissible set of controls by using the 
coordinatewise gradient procedure. Then u(R) , which is a function of 
u(l) through u(R)', is found. If |u(R) I > U , then another component 
— — P max c 
of u_(R) must be constrained to force x_(R) to lie on the state boundary. 
This procedure is repeated until the constrained control is an accept-
able control. Since the initial point x(0) is on or below the state 
boundary, not all of the controls required to bound x(R) to the boundary 
are greater than U . This fact assures an acceptable solution. 
max r 
If, in the test procedure, a point other than x_(R) on the com-
puted trajectory lies in an unacceptable region, the bounding technique 
becomes slightly more complicated. Suppose that the point x_(R-j), where 
i ^ J < R-1J is found to lie in an unacceptable region. Then x_(R-j ) 
must be bounded to the state boundary by the same technique as used to 
bound x_(R). In this procedure, the points x(R-j+l) through x(R) are 
unconstrained and the controls _u(R-j+l) through _u(R) have no effect on 
the location of the point x_(R-j). The magnitude constraint on the con-
trol variables is handled in the same manner as in the x_(R) bounding 
procedure. When an acceptable solution is found, the point x_(R-j+l) is 
checked for acceptability. If x(R-j+l) is in an unacceptable region, 
the points x^R-J) an<^ x(R-j+l) are constrained to lie on the state 
boundary by constraining u(R-j) and u(R-j+l). Of course, the magnitude 
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of u(R-j+l) is equal to U in this procedure., This procedure is 
repeated until all of the points x_(R-j ) through x_(R) are constrained to 
the state boundary or until a point x(R-k)9 where k < j, is found to lie 
in an acceptable region without being bounded. If a point x_(R-k) is 
found which lies in an acceptable region without being bounded, then 
because of the convexity of the trajectory and of the state boundary, 
it follows that all the points x(R-k) through x_(R) are acceptable points. 
The procedure outlined in this paragraph is general in that it handles 
both the bounding and unbounding of points on the trajectory in an 
optimal manner. 
Convergence Problem 
As pointed out in Chapter III, there exist special cases in which 
the iterative procedure for bounding a point on the optimal trajectory 
to a piecewise-linear approximation of the state boundary will not con-
verge. These special cases are investigated in this section and a 
necessary condition to obtain convergence to the piecewise-linear 
boundary is given.. 
In order to obtain a necessary condition that will assure con-
vergence, the concept of reachable regions in reference (5) is employed. 
The reachable region is defined to be the locus of all points which can 
be reached from any given initial, point or initial region in the state 
space with the control available. The order of the reachable region is 
defined to be the number of independent orthogonal axes necessary to 
describe the region. 
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Consider an nth order linear plant with m control variables 
described by the linear difference equation 
x(k) = Fx(k-1) + Gu.(k) (4.10) 
If m=09 then the trajectory is given by 
x_(k) = Fx(k-l) (4.11) 
Therefore, from any initial point x_(0) in state space, the locus of all 
possible points x(l) on the trajectory after one sampling period is a 
single point in state space. In fact9 the reachable region after R 
sampling periods is zero order if m=0„ If m=l, then the reachable 
region after one period is a straight line as shown in the second order 
example in Figure 21„ The reachable region in this case is said to be 
of first order. After two sampling periods, the reachable region from 
the point x_(0) is second order as shown in the second order example in 
Figure 22„ Therefore, if m=l9 the order of the reachable region is 
equal to R if R < n and is equal to n if R > nc The order of the reach-
able region cannot be greater than the order of the system. 
From the results of the above paragraph, it is obvious that if 
the number of control variables in the system is m, then the order of 
the reachable region after one sampling period is m and after R sampling 
periods is Rm if Rm < n or.is n if Rm > n. Therefore, a necessary con-
dition for the order of the reachable region to be equal to the.order 
of the plant is 
Region R^ 
x(O) 
£ • Fx(0) 
— x - Fx(O) - GU 
am a n ' ' 4 max 
Figure 21. The Construction of the Region Rj, 
S - « 1 + ^ a l 
Figure 22. The Construction of the Region R 
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R > I (4.12) 
where I is the smallest integer greater than or equal to n/m. 
Consider first, the case where the reachable region is of order 
n and the state boundary is approximated with nth order hyperplanes. 
If a hyperplane can be found to which the unacceptable point, when 
bounded, lies on that part of the hyperplane that belongs to the 
approximated boundary, then the iterative procedure is said to have 
converged. Figure 23 illustrates this possibility for a second order 
exampleo From the proof of Theorem I, minimum cost is obtained when 
the unacceptable point is bounded to the point of tangency of the hyper-
plane with a constant cost contour. 
There exists the possibility that no hyperplane can be found to 
satisfy the requirements in the paragraph above. Suppose that the 
unacceptable point is first constrained to hyperplane A and lies above 
the state boundary when the cost is minimized,, The unacceptable point 
is then constrained to lie on the closest hyperplane B and again falls 
above the state boundary when the cost is minimized„ If the closest 
hyperplane is again hyperplane A, then the iterative procedure will 
oscillate between hyperplanes A and B and will not converge. From the 
proof of Theorem I, however, the cost monotonically increases as the 
unacceptable point is forced away from the points yielding minimum cost 
on hyperplanes A and B„ It follows that the point yielding minimum cost 
and satisfying the state constraint must lie somewhere along the inter-
section of the two hyperplaneso Since the initial point of the trajec-
tory is on or below the boundary approximation, at least one point below 
Region R2 Constant Cost Contours 
Minimum Bounded 
Cost 
Figure 23. Unique Solution with Approximated Boundary. 
Region R2 
Constant Cost Contours 
Figure 24. Non-Convergent Solution with Approximated Boundary. 
Figure 25• Non-Convergent Solution with Approximated Boundary. 
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the state boundary on hyperplane A or B is reachable. The reachable 
region, however, is convex as proven in reference (5)o It follows that 
the intersection of hyperplanes A. and B is reachable,, A procedure must 
be placed in the algorithm to recognize this non-convergence and to find 
the minimum cost under these conditions. Figure 24- illustrates this 
non-convergence for a second order system„ 
When the order of the reachable region is less than the order of 
the plant, the convergence problem discussed in the above paragraph can-
not be handled in some cases. This problem arises when the intersection 
of hyperplanes A and B are not in the reachable region. Figure 25 
illustrates this case for a second order system with a first order 
reachable region. It is seen that the reachable region does intersect 
the state boundary but does not intersect the approximation to the state 
boundary. Although non-convergence may not occur when the order of the 
reachable region is less than the order of the plant, the possibility 
exists and, therefore, this situation should be avoided by choosing 
R > I. 
In summary, a simple and compact method for obtaining the coef-
ficient matrices in the cost expression, and the expressions for the 
unconstrained and constrained control variables was given in the first 
section of this chapter,, The implementation of the bounding procedure 
was discussed in the second section, and the convergence problem when 
using a piecewise-linear approximation to the saturation boundary was 
discussed in the final section. This chapter completes the theory and 
implementation technique for the optimization algorithm capable of 
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ANALYSIS OF THE CHARACTERISTICS OF THE 
OPTIMIZATION ALGORITHM USING EXAMPLE PROBLEMS 
In the preceding chapters,, an algorithm was developed to control 
discrete-input systems with bounded state and bounded control variables. 
Two examples are presented in this chapter which illustrate the applica-
bility of the method. Both examples are second order for ease and sim-
plicity of presentation. The first example illustrates the mathematical 
procedures used in the optimization algorithm. The second example is 
the most general and is the one used to analyze the characteristics of 
the optimization algorithm. 
Example I 
•The purpose of this example is to illustrate some of the mathe-
matical procedures used in the optimization algorithm. An analysis of 
the results obtained using the optimization algorithm will be presented 
in Example II using a more general plant which has complex roots. 
Consider the first example in Chapter II which is redefined in 
this section for convenience. The plant to be controlled is described 
by the differential equations 
x = Ax +•Bu 
or 
62 
oi-o '•• 1.0 
OoO - 1 . 0 
._ __ r~ —l 
x l 
+ . 
0 . 0 




Using a sampling period of one second, the discrete equations for the 
plant described by Equation (5„1) are 
x 1 ( k ) 
x 2 (k ) 
1.0 0 .632 
0.0 0.368 
x 1 ( k - l ) 
x 2 ( k - l ) 
0.368 
0.632 
u ( k ) ( 5 . 2 ) 
The cost functional is 
J = 1/2 I [20.Ox (k)2 + x (k)2 + u(k)2] 
k=l 
(5.3) 
The constraint on the states of the system is 
a x + 3 < 0 
or 
2.0xn(k) + lc0xo(k) ~ 1.0 < 0 
L Z ~ 
(5.4) 
while the constraint on the control variables is 
|u(k)| < U = 1.0, k = 1,2 
1 ' max 
(5.5) 
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The first step in the determination of the optimization algorithm 
is the determination of the saturation boundaries. The point of tan-
gency is found from Equations (2.10) and (2.11). Substituting Equations 
(5.1), (5.3), and (5.4) into Equations (2.10) and (2.11) yields 
£ e (Ax_ + Bu) = 0 
(5.6) 
T 
a_ x + 3 = . 0 
Solving Equations (5.6) simultaneously yields x =0, x =+1 as shown in 
Figure 26. Since the plant is time-invariant and has real roots only, 
the method described, in Chapter II, using Equation (2.18), may be used 
to determine an analytical expression for the saturation boundary as 
xx + x2 - Jtn[l/2(x +1)] - 1 = 0 (5.7) 
The S.B. given by Equation (5.7) is shown in Figure 26. 
If the discrete equations are used to determine the point of 
tangency for the S.B. using Equations (2.12), (2.13), and (2.14), the 
resulting two points are x =-0.58, x =2.16 and x =0.42, x =0.16. The 
point of tangency, found by using the continuous equations of the plant, 
lies between the two points found by using the discrete equations of the 
plant as pointed out in Chapter II. 
By successive substitution of the difference equations into Equa-
tion (5.3), the cost may be reduced to the following function of the 






- Point of Tangency 
ra 
of* + £ • - o 
Figure 26. Optimal Trajectory for System with Real Roots, 
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J = 15.94 u(l)2 + 4.11 u(2)2 + 11.59 u(l)u(2) + 45.41 u(l)x(0.) (5.8) 
+ 36.37 u(l)x (0) + 14.72 u(2)x1'(0) + 12.89 u(2)x2(0) + k 
The unconstrained controls may be obtained from Equation (3.14) and are 
u ( l ) = - 1 . 5 8 7 x 1 ( 0 ) - 1.170 x ( 0 ) 
u ( 2 ) = 0 . 4 4 8 x ( 0 ) + 0 . 0 8 1 x^(0) 
( 5 . 9 ) 
The expressions for the control variables in the coordinatewise gradient 
iterative procedure are obtained from Equation (3.15), (3.16), and 
(3.17) and are 
u(1)(n+l) = _0#363 u ( 2 )
( n ) -1.425 x^O) - 1.141 x'(0) 
u(2)(n+l) = _ l e l + 1 1 u ( D <
n ) _ 1.792 x ( 0 ) - 1.570 x ( 0 ) 
(5.10) 
As proven in Chapter III, if a point on the trajectory using 
either the control variables of Equation (5.9) or (5.10) lies above the 
convex state boundary, it should be bounded to the state boundary. For 
example, assume that the Rth point, nil), lies above the state boundary, 
In this example, the. unacceptable point is projected along a constant 
xT axis onto the boundary and a line tangent to the boundary is con-
structed at this point as shown in Figure 19 (p. 47). The equation of 
this line is 
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x + SL x2 + 3 = 0 (5.11) 
where SL is evaluated from the slope of the tangent line and 3 is 
related to the x intercept. The point x(2) may be constrained to the 
tangent line by constraining u(2) as follows: 
u(2) = .61 u(l) + 02 
where 
CI = -(0.233SL + 0.768)/(0.632 SL + 0.368) 
and 
C2 .= -[x (0) + (0.135 SL + 0.865.)xo(0) + 3]/(0.632 SL + 0.368) (5.12) 
Substituting this expression for u(2) into the cost expression of Equa-
tion (5.8) and minimizing yields 
u(l) = -[(8.22 CI + 11.6)C2 + (14.72 CI + 45.4)x (0) (5.13). 
+ (12.92 CI + 36.3)x2(0)]/ 
(8.22 CI2 + 23.2 CI + 31.92) 
If the magnitude of u(l) is larger than U , u(l) is set equal to 
± U . If the control u(2) computed using Equation (5.12) is greater 
max ^ 
in magnitude than U , u(l) must be used to constrain x(2) to the 
max — 
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tangent line. Since x_(0) is below the boundary, both u(l) and u(2) will 
not be greater in magnitude than U which assures an acceptable solu-
° max r 
tion0 
An optimal bounded trajectory for this system is shown in Figure 
26 (p. 64). If the algorithm for constraining the states described 
above were not used, the trajectory would violate the state boundary„ 
The optimal trajectory, which is tabulated in Table 1, first becomes 
tangent to the S.B. and then is coincident with the S.B. and the origi-
nal boundary before breaking away toward the origin. The problem is 
considered solved when the trajectory enters a square |x | < 0.05 and 
|x | < 0.05o 
Table 1. Optimal Control and Trajectory for System in Example 1. 
States 
Step Step Total Constrained(C) 
No. Control Cost Cost Xl X2 
Unconstrained^) 
0 _ - - •-47.00* 50.00 -
1 0.28152 5024.82 5024.82 -15.30 18.58 . C 
2 -G,98654 346.62 53.71,44 -3.92 6.21 c 
3 -1.00000 6.3,2 5377.76 .-0.36 1.65 c 
4 -1-. 00000 . 3.02 5380,79 0.32 -0.02 u 
5 -0.47709 0.65 5381.44 0.13 -0.31 u 
6 0.15803 0.03 5381.46 -0o01 -0.014 u 
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Example II 
Consider the system shown in Figure 5 (p. 15) where the plant to 





" o . o 
LX2_ 1.0 L_ _J 
(5.14) 
Since several different sampling periods are used with this system for 
comparison purposes, no discrete equations are given. The cost func-
tional is 
R 
J = 1/2 I [x (k) + x (k) + 10.0 u(k) ] 
k=l 
(5.15) 
where R is allowed to vary between one and four for comparison purposes 
The state constraint is 
x (k) + 2.0 x2(k) - 2.0 < 0 (5.16) 
and the constraint on the control variable is 
|u(k)[ < U = 1.0, k = l,2,-°-9R (5.17) 
1 ' ~ max • > - > - > 
The expressions for the cost functionals, unconstrained optimal con-
trols , and magnitude constrained optimal controls in the coordinate-
wise gradient procedure for R=l through R=4- are given in Appendix II. 
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No numerical values are given since all the values depend on the F and 
G matrices which depend on the sampling period used. 
The point of tangency of the saturation boundary with the original 
boundary is x =-2„0 and x =+2o0o Because of the transcendental nature of 
the equations, no analytical expression for the S.B. can be obtained. 
The approximation technique discussed in Chapter II is used. The points 
on the S.Bo that are used to approximate the boundary are found by inte-
grating the difference equations for the system backwards in time from 
the point of tangency as indicated by Equation (2.15). In order to 
obtain an accurate approximation to the S.B.,'the sampling period used 
to generate the points should be small compared with the sampling period 
of the system. However, as the sampling period used to generate the 
SoBo is decreased, the amount of storage space required in the control-
ler is increased and the computation time is increased. Eventually 
there has to be a trade-off between the desired accuracy and the storage 
space and computation time required. Figure 27 gives a comparison of 
approximations to the saturation boundary using generation sampling 
periods of LO, 0.5, and 0.1 seconds. A sampling period of 0.1 seconds 
is used in this example to generate the approximation to the S.B. except 
in those cases where a comparison is made of the effects of varying the 
sampling period. 
The boundary approximation for this second order example may be 
implemented in the controller in the following manner. Points on a com-
puted trajectory that lie outside of the approximated boundary are 
bounded to the linear segments described by the two closest points on 
the boundaryo If a point, when bounded, does not lie on that part of 
Figure 27. Comparison of Saturation Boundary Approximation for Sampling Periods of (a) 0.1 sec, 
(b) 0.5 sec, (c) 1.0 sec. o 
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the linear curve which is a, part of the boundary, the procedure is 
repeatedo The convergence problem, which may arise when using this 
procedure, can be handled by a special procedure as explained in 
Chapter IV„ 
Comparison of Results 
The initial point for all of the trajectories in the comparisons 
that follow is x =30„0 and x =-18.0. This initial point was chosen 
because from this point all trajectories have to be bounded to assure 
an acceptable solution. Bounding is necessary in order to make valid 
comparisons„ 
Comparison of Cost vs. Approximat:ion Boundary Sampling Period 
A comparison of total cost: of the optimal trajectory vs. the 
sampling period used to generate the approximation to the S.B. is given 
in this section. Consider the approximate boundaries with sampling 
periods of 0,1, 0o2, 0o3, and 0.5 seconds shown in Figure 28. Suppose 
that the point x_ is a state unconstrained point on a computed trajectory 
which lies in an unacceptable region„ The points on the approximate 
boundaries which yield minimum cost when the point x is bounded to the 
respective boundaries are shown. The convex constant cost contours are 
shown tangent to the linear segments at the minimum cost points. Since, 
as proven in Theorem I, the cost of these contours monotonically in-
creases with increasing distance from the state unconstrained point x, 
it follows that 
J[ScP.=0d] < J[S.Po=0.5] < J[S.P. = 0Q2] < J[S.P.=0.3] (5.18) 
Figure 28. Comparison of Approxiiaate Boundaries Using Sampling 
Periods of (a) 0.1 sec., (b) 0.2 sec., (c) 0.3 sec, (d) 0.5 sec. 
Initial Point 
Figure 29. Approximate Boundaries Generated with Sampling Periods 
of (a) 0.1 sec, (b) 0.2 sec, (c) 0.4 sec, (d) 0.8 sec. 
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where J[SoP.=0ol] is the cost of the step when the unacceptable point is 
bounded to the approximate boundary generated by using a sampling period 
of Ool seconds. Since the cost of each step decreases very rapidly as 
the trajectory approaches the origin as illustrated in Table 1 (p. 67) 
of Example I, the inequality of Equation (5.18), if it occurs at one of 
the initial steps of the trajectory, might remain the same when com-
paring the total costs of the four bounded trajectories. Therefore, a 
comparison of the total cost of bounded trajectories vs. the sampling 
periods of the approximation boundaries in Figure 28 (p. 72) is meaning-
less o 
Table 20 Comparison of Total Cost vs0 Sampling 
Period Used to Generate the Approxi-
mation to the Saturation Boundary 
Sampling Period 
for Generation 
of Saturation Total Cost 
Boundary of Trajectory 
0ol Second 575.02420 
0o5 Second 575.33225 
1.0 Second 5 87.12441 
A meaningful comparison may be obtained, however, if each samp-
ling period chosen is an integer multiple of every smaller period chpsen, 
such as 0 J, 0.29 0.4, and 1.2 seconds. A sampling period of 1.0 second 
could not be used since 1.0 is not an integer multiple of 0.4. This 
selection of sampling periods assures that each approximate boundary 
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lies completely inside all approximate-boundaries with smaller generating 
sampling periods as illustrated in Figure 29 (p. 72). This also assures 
the same result for the bounded trajectories using these approximate 
boundaries. Table 2 gives a comparison of the total cost vs. the samp-
ling period used to generate the approximate boundaries for the system 
in this example with a sampling period of 1.0 second. As expected, the 
total cost of the trajectory increases as the approximation to the 
saturation boundary becomes more coarse 0 
Comparison of Constrained and Unconstrained Trajectories 
Figure 30 gives a comparison of the state unconstrained and con-
strained trajectories for this second order example with R=l and a 
sampling period of one second. The trajectories are plotted as smooth 
curves rather than straight line approximations. During the first 
sampling interval, the two trajectories are identical since the state 
boundary is not violated. The trajectories are not the same during the 
second sampling interval, however, since the unconstrained trajectory 
violates the saturation boundary., As explained in the theory in Chapter 
III, the state constrained trajectory lies inside the unconstrained 
trajectory and has a greater cost0 This increased cost must be accepted, 
however, in order to obtain an acceptable solution0 
Analysis and Comparisons Based on R 
Next, the effect of increasing R on the trajectory and on the 
cost is investigated•„ There are two ways to obtain a comparison as R 
is varied,, The first is to keep the sampling period constant, thereby 
varying the lead time used in the computations as R is varied. The 
second is to keep the lead time constant by varying the sampling period 
States Unconstrained 
States Constrained 
Figure 30. Comparison of Constrained and Unconstrained Trajectories* -j 
en 
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as R is variedo To determine the effect of the lead time used in the 
calculations, consider the linear continuous system with no constraints. 
The computation of the feedback laws for this problem involves the 
solution of a two-point, boundary-value problem. These feedback laws, 
obtained from the solution of the resulting Riccati equation, are expo-
nential as shown in Figure 31. The settling time is about three 
secondso Since the lead time required to obtain a steady state control 
law for the discrete system is related to the settling time of the 
Riccati equation, the effects of a variable lead time in the comparisons 
may be minimized by making the smallest lead time greater than the set-
tling time of the Riccati equation. Figure 32, which gives the total 
cost vs. the lead time, illustrates that no significant improvement in 
the cost can be obtained for the discrete unconstrained problem by 
taking a lead time greater than three seconds. 
Figure 32 also gives a plot of the total cost vs. lead, time for 
the state constrained problem0 As expected, the cost of the constrained 
problem is greater than the cost for the unconstrained problem. The two 
curves are similar although the cost for the constrained problem does not 
approach a constant value as fast as the unconstrained problenio The 
reason is that in addition to the effects of the settling time of the 
control laws, the projected violation of the state boundary also effects 
the trajectory and therefore the cost,, As R is increased, the state 
boundary violation is foreseen sooner, which allows the trajectory to 
be readjusted soonerD This results in a trajectory with smaller cost. 
This additional reduction in cost as R is increased depends on the 
initial condition and cannot be predicted in advance. 
Time (sec*) 
Figure 31. Feedback Laws from Riccati Equation. 







Figure 32. Total Cost vs Lead Time for the Unconstrained Problem and 
the Constrained Problem. 
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The effects of the lead time on the cost in this example can be 
minimized by using a constant lead time as R is varied or by using a 
variable lead time over three seconds„ Since some of the lead times 
used in the comparisons to follow are of necessity less than three 
seconds, a constant lead time is used in the comparisons. 
A comparison of the constrained trajectories for R=l and R=3 is 
given in Figure 33. A constant,lead time of 1.2 seconds is used to 
eliminate the effects discussed in the above paragraphs. Therefore, the 
sampling period for the R=l trajectory is 1.2 seconds and the sampling 
period for the R=3 trajectory is 0„4-seconds. Since the control applied 
to the system with R=3 is readjusted three times as often as with R=l, 
the trajectory for R=3 is expected to cost less than the trajectory for 
R=l» The plot in Figure 34 (p0 80) of total cost vs. R for a lead time 
of lo2 seconds confirms this result„ For a fixed lead time, as R is 
increased, the sampling period decreases and the total cost approaches 
the cost of the continuous constrained solution using the same lead time. 
Figure 35 (p0 80) is another plot of the total cost vs. R with a lead 
time of 1.6 seconds„ In Figures 34 and 35 (p., 80), if the cost were 
evaluated at the sampling instants which do not occur in equal incre-
ments of time, no valid comparison would result because of the quadratic 
nature of the cost functional (i.e., one-half of the cost of the tra-
jectory with a sampling period of 0„2 seconds cannot be compared with 
the cost of the trajectory-with a sampling period of 0o4 seconds)., 
Therefore, in order to obtain a valid comparison of total cost in 
Figures 34 and 35, the cost for all trajectories is evaluated at 0„2 
second intervals. 
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Figure 35. Total Cost vs. R for a Lead Time of 1.6 Seconds. 
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The effect of holding R fixed (R-4) and varying the sampling 
period of the system is:shown in Figure 36 (p., 82 )„ There are two fac-
tors influencing the cost of the trajectory as the sampling period is 
varied, First, as the sampling period is increased, the lead time is 
increased and a corresponding reduction in cost is obtained because of 
the settling of the control laws as indicated in Figures 31 and 32 
(p„ 77)'0 This factor has very little effect on the cost for sampling 
periods greater than 0„6 seconds since the settling time for this system 
is approximately three seconds. The second factor influencing the cost 
is the effect of applying constant controls to the system over longer 
periods as the sampling period is increased. As explained in a previous 
paragraph, this results in a higher cost trajectory„ The cost of the 
trajectory due to this effect, however, approaches a constant value as 
the sampling period approaches zero. The net effect of these two fac-
tors is an increase in cost for small and large values of sampling 
periods as shown in Figure 36. Therefore, if the system is to be 
designed with a given R, the sampling period of the system should be 
chosen to minimize the two effects explained above., For the system 
in Example II, the sampling period should be approximately 0.5 or 0.6 
seconds when R is fourc 
Computation Time Required 
One final comparison is the average time required per computa-
tion versus R. As can be seen from the figures in Appendix I, the opti-
mization algorithm becomes more complex as R is increased., The average 
time required for each computation is therefore expected to increase as 
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Figure 37. Average Computation Time vs. R. 
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not linear with R, however, since the complexity of the optimization 
algorithm is not linear with R. Figure 37 (p„ 82) illustrates these 
facts for this example with a sampling period of one second. If the 
controller is to operate in real time, the time required for the longest 
possible calculation must be less than the sampling period of the 
system„ 
In summary, this chapter has illustrated via two examples the 
applicability of the theory in Chapters II through IV. Although both 
examples were of second order to facilitate graphical illustration of 
the results, the theory is completely general and may be applied to 
any order system„ Results were presented to indicate the degree of 
optimality of the algorithm. In the next chapter some conclusions will 




CONCLUSIONS AND RECOMMENDATIONS 
This dissertation considers the problem of the optimal control of 
a discrete-input system with constraints on the state variables and on 
the control variables. A solution algorithm is presented for the par-
ticular problem consisting of a linear system with quadratic cost and 
with a convex constraint on the states of the system and a magnitude 
constraint on the controls. 
Conclusions 
The problem of a discrete system with constraints on the state 
variables and on the control variables has received very little atten-
tion in the literature. Most of the proposed solutions presented to 
date involve the solution of a two-point boundary value problem which 
results when the constraints of the problem are adjoined to the func-. 
tional to be extremized. All of the proposed solutions require long 
computation times which prohibits their use in an on-line controller. 
The principal contribution of this dissertation is an algorithm which 
does not involve the solution of a two-point boundary value problem and 
is capable of yielding a solution in real time., 
The proposed controller consists of an R-step optimization scheme 
which gives an optimal solution when considering only R steps into the 
future. When the controls to be applied to the system are computed by 
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optimizing the cost.functional over R steps, there exists the possi-
bility that the computed control might force the state of the system to 
a point from which the original state boundary cannot be avoided with 
the control available. This problem would not exist with an infinite-
step controller or one that gives a complete solution with one calcula-
tion. The concept of an additional boundary in the state space, 
referred to as the saturation boundary, is introduced to provide a means 
of handling this problem. The saturation boundary is the locus of all 
points in the state space from which a violation of the original convex 
state boundary can just be avoided with the control available„ 
Theorems I and II establish that any point on a trajectory, com-
puted by the R-step optimal control scheme, which violates either the 
saturation boundary or the original boundary, should be bounded to the 
state boundaryo A procedure is presented for bounding points on a tra-
jectory to the state boundary. An explanation of the R-step controller 
is given and the method of extending the controller to any value of R 
is presented in Appendix I. 
The principal limitation of the R-step control scheme presented 
in this dissertation is that it yields a suboptimal solution over the 
complete solution time interval [t ,T]. This solution can be forced to 
approximate the optimal solution by the proper choice of R and sampling 
period of the system. Since the applied controls are constant over each 
sampling period, the total cost may be reduced by increasing the sam-
pling rate thereby reducing the sampling period as explained in Chapter 
V. In the limit, the cost approaches the cost of the continuous system 
in which the controls are continuously variable. Practically, the 
86 
sampling rate cannot be increased without limit because of the finite 
computation time required during each sampling period. In addition, a 
large number of discrete systems have sampling rates fixed by other con-
siderations than those listed above„ 
The other factors influencing the degree of optimality of the 
solution is the lead time used in each computation., The lead time should 
be made large enough so that the cost of each step cannot be reduced sig-
nificantly by using a longer lead time. Since lead time is equal to R 
times the sampling period, it may be increased by increasing R. As R is 
increased, however, the complexity of the controller increases, resulting 
in a longer computation time. In-order for the controller to operate in 
real time, each computation must be made during one sampling period. 
Therefore, eventually there has to be ,a rtrade-off. between R and the sam-
pling period. The .ability to make this trade-off in order to obtain a 
real time controller, however, is precisely the advantage of the algo-
rithm presented in this dissertation over all others presented in the 
past. 
Recommendations 
The optimization algorithm presented in this dissertation applies 
only to the control of a linear discrete-input system with quadratic 
cost and with convex constraints on the state variables and magnitude 
constraints on the control variables. An obvious extension of this work 
is the control of the same system with concave constraints on the states. 
A theorem similar to Theorem II in this dissertation would be needed to 
establish the necessary conditions for optimality. The results of this 
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dissertation can be extended to systems with non-quadratic cost func-
tionalso Since both of the above extensions lead to the possibility of 
obtaining local minima as well as a global minimum, a more elaborate 
iterative search technique would be requiredo 
The algorithm as presented in this dissertation solves the 
regulator problem. It is felt that the corresponding tracking problem 
can be handled with a few modifications to the proposed algorithm. The 
tracking problem, of course, involves a non-stationary state boundary 
as opposed to the stationary boundary used in the regulator problem. 
No attempt is made in this dissertation to improve the computation speed 
of the algorithm presented. Additional work on improving the speed of 
computation and in designing a special purpose digital controller would 
be usefulo 
As pointed out in Chapter V, a more optimal solution can be 
obtained by increasing R which leads to a computation time problem 
when bounding points to the state boundary. Since the controls with 
the states unconstrained are pre-computed as a function of the initial 
state x(0), the total cost may be reduced by computing these unbounded 
controls using a very large lead time (very large R) without increasing 
the computational time of the algorithm,. This results in a controller 
that has two values of R; one for the unbounded-trajectory procedure and 
one for the bounded-trajectory procedure - This idea can be extended to 
a controller with a variable R which depends on the number of points and 








EXTENSION OF.OPTIMIZATION ALGORITHM 
The basic theory of the optimization algorithm was given in 
Chapters III and IV. The purpose of this appendix is to illustrate 
how the basic theory is implemented in an R-step controller for an nth 
order plant with m control variables where' R is any positive integer. 
The general procedure used by a controller for any value of R is as 
follows: 
(1) Computation of unconstrained controls. 
(2) Computation of magnitude constrained controls. 
(3) Computation of trajectory (states unconstrained). 
(4) Determination if any points on trajectory in (3) lie 
above the state boundary. 
(5) Recomputation of trajectory with points found to lie 
in an unacceptable region bounded to the state boundary. 
Parts (1), (2), and (3) are the same for all values of R. The complex-
ity of parts (4) and (5) increases as R is increased because of the 
larger number of points that have to be checked and possibly bounded. 
The approach taken is to show how the optimization algorithm for 
R=2 may be obtained from the R=l algorithm; how the R=3 algorithm may 
be obtained from the R=2 algorithm; how the R=Ll- algorithm may be ob-
tained from the R=3 algorithm; and finally how the R=N+1 algorithm is 
obtained from the R=N algorithm. 
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Consider first the algorithm for the case where R=l as shown in 
Figure 38. The second block in the optimization algorithm computes the 
unbounded optimal controls and the bounded optimal controls if any of 
the unconstrained controls exceed their bound. In addition, the tra-
jectory using these control vectors is found. In the third block the 
Rth point is tested to determine its location with respect to the satu-
ration boundary. If x_(R) is below the S.B., then since R=l, the solu-
tion is acceptable and the next iteration is computed. If x_(R) is not 
below the S.B., it is tested to determine if it lies to the right of 
the point of tangency (P.T.) and below the original linear boundary 
(O.L.B.). If so, this is an acceptable point as shown in Figure 39. 
If x_(R) fails this test, it lies either to the left of the P.T. and 
above the S.B. or to the right of the P.T. and above the O.L.B. In 
either case, x_(R) must be constrained to lie on the state boundary as 
shown in the last block in Figure 38. 
Figure 4-0 shows the optimization algorithm for R=2. Note that 
the five blocks at the top of the flow diagram are the same as for the 
case for R=l in Figure 38. In fact, these five blocks are the same 
regardless of the value of R. For the case where R=2, there are two 
points that have to be checked for acceptability. In block number 
three, if x_(R) checks out to be below the S.B,, then x_(R-l) or x_(l) must 
be below the S.B. since if it were not, then u_(2) would have to be 
greater than its magnitude bound. But none of the control vectors com-
puted in block number two exceeds its bound. Therefore, if x_(R) passes 
the test in block three, all points on the trajectory are acceptable 
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Figure 40. Optimization Algorithm for R • 2. 
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and the next iteration may be computed. If x_(R) passes the test in 
block four, the point x_(R-l) must be checked. Test 1 determines the 
location of x_(R-l) with respect to the P.T. of the S.B. with the 
original linear boundary. If x_(R-l) is to the left of the P.T. and 
below the S.B. or to the right of the P.T.. and below the O.L.B., then 
it is an acceptable point and the next iteration may be computed. If 
x_(R-l) fails either of these tests, the point x_(R-l) must be bounded to 
the state boundary. If x_(R) fails the test in block four, then the Rth 
point must be bounded to the state boundary in block five. The control 
components computed in the optimization procedure that bound x_(R) to 
the state boundary are admissible controls. Therefore, if x_(R) is to 
the left of the P.T. and on the S.B., then the point x_(R-l) is accept-
able and the next iteration may be computed. If x_(R) is to the right 
of the P.T. and on the O.L.B., then the point x_(R-l) must be checked as 
shown in Figure 40. 
The flow diagram for R=2 is identical to the flow diagram for 
R=l with additional blocks required to check the point x_(R-l). The 
flow diagram for R=3 is shown in Figure 41. This flow diagram is 
identical to the flow diagram for R=2 in Figure 40 with additional 
blocks to test the point x_(R-2) and additional blocks shown in the 
dotted section to bound the point x_(R-l) to the state boundary. The 
flow diagram for R=4 is shown in Figure 4-2. This flow diagram is 
identical to the flow diagram for R=3 in Figure 41 with additional 
blocks to test the point x_(R-3) and additional blocks shown in the 
dotted section to bound the point x_(R-2) to the state boundary. The 
procedure of adding two sets of additional blocks to the algorithm for 
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Figure 41. Optimization Algorithm for R « 3. 
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R=N to obtain the algorithm for R=N+1 is thus established. 
APPENDIX II 
CONTROL PROCEDURE FOR R=l THROUGH R=4 
WITH STATES UNCONSTRAINED 
The results shown in the following table pertain to the system 
shown in Figure 5 with n state variables.- and m control variables. The 
table gives the specific expressions for R=l through R=4 for the fol-
lowing : 
(1) The cost functional in Equation (4.1). 
(2) The definitions of the constant matrices in,, the cost func-
tional in Equations .(4.4), (4.6), and (4.8). 
(3) Expressions for the unconstrained controls in Equation 
(3.14). 
(4) Expressions for the magnitude constrained controls,in the 
coordinatewise gradient procedure in Equations (3.15), (3.16), and 
(3.17). 
The constant K matrices in the cost expressions are not defined since 
they do not appear in the control variable expressions. 
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Table 3. Cost Functionals and Control Variable Expressions 
in Optimization Algorithm for R=l Through R=M-
R = 1 
J = 1/2 [u(l)T C u(l) + 2x(0)T C2 u(l) + 1^] 
C = Q + GTPG C2 = F
TPG 
u(l) - No iterative procedure necessary. 
R = 2 
J = 1/2 [u(l)T C± u(l) + u(2)
T C2 u(2) + 2u(l)
T C3 u(2) + 2x(0)
T C^-UCL) 
+ 2x(0)T C u(2) + K2] 
C = Q + GTPG + GTFTPFG C =.Q + GTPG 
m m m ^ m m " P T 1 
C_ = G F P G C = F PG + F F PFG C = F F PG 
o M- J 
u(l) = (C1C2-C3
2)"1 x(0)T (C3C5-C2C1+) 
u(2) = (C3
2-C1C2)"
1 x(0)T (C^g-Cg^) 
u(l) ( n + 1 ) = -(C^"1 (C3u(2)
(n) + C4) 
u(2) ( n + 1 ) = -(C 2)
_ 1 (C3u(l)
(n) + C5) 
R = 3 
J = 1/2 [u(l)T C u(l) + u(2)T C? u(2) + u.(3)
T C3 u(3) + ,2u(l)
T C^ u(2) 
+ 2u(l)T Cc u(3) + 2u(2)
T Cc u(3) + 2x(0)
T C_ u(l) + 
— 5 — — 6 — — I — 
+ 2x(0)T Cg u(2) + 2x(0)T Cg u_(3) + Kg] 
T T T T T T 
C = Q + G PF + G F PFG + G F F PFFG 
C = Q + GTPG + GTFTPFG C = Q. + 6 PG• 
2 o 
m m rn m m m T1' I1 
C, = G F P G + G F F P F G Cc = G F F PG 
4 o 
m m m m m r T m m 
Cc = G F PG . C = F PG + F F PFG + F F F PFFG 
6 7 
rn rn rn rn rn rn rn PJI 
C_ = F F PG + F F T PFG C_ = F F F ' P G 
o y 
D = ( C 2 C 6 " W C 6 + ( C 1 C 5 " V S
) C 5 + ( C 4 2 " C 1 C 2 ) C 3 
u ( l ) = - D - ^ O ) 1 [ ( C 5
2 - C2C3)C7 t (C3C4 - C5C6)C8 + (C2C6 - C ^ C g ] 
u (2 ) = -D^xCO) 1 [(CgC^ - C5C6)C7 + (C 6
2 - C l C 3 ) C 8 .+ (C^ - C ^ C g ] 
u(3) = -D^xCO) 1 [ (C2C6 - C4C5)C7 + ( 0 ^ 5 - C ^ C g + (C^
2 - C - ^ C g ] 
u ( l ) ( n + 1 ) = - ( C T 1 [ C n ( 2 ) ( n ) + C R u ( 3 )
( n ) + x ( 0 ) T C_] 
— 1 4— 6— — 7 
u ( 2 ) ( n + l ) = _ ( c y l [ c u ( 1 ) < n ) + c . u ( 3 )
( n ) + x ( 0 ) T C_] 
— 2 4— 0— — o 
u ( 3 ) ( n + 1 ) = -(Cg)"1 [ C 6 u ( l )
( n ) + C 5 u ( 2 )
( n ) + x ( 0 ) T Cg] 
R = 4 
J = 1/2 [ u ( l ) T C u ( l ) + u ( 2 ) T C2u(2) + u ( 3 )
T CgU(3) + u ( 4 ) T C ^ ) 
+ 2 u ( l ) T C cu(2) + 2 u ( l )
r C_u(3) + 2 u ( l ) T C7u(4) 
+ 2u.(2)T Cgu_(3) + 2u(2)
T Cgu_(4) + 2u_(3)
T C ^ C ^ O 
.T _ / , N ~ /« .vT „ , « * « / . f t vT + 2x_(0)i C u(l)••+ 2x_(0) C 1 2u(2) + 2x(0) C ^ u O ) 
+ -2x(0)T C 1 4u(4) + K^] 
m m m r n r n r n r n r n r n m 
C = Q + G PG + G F PFG + G F F PFFG + G F F F PFFFG 
C = Q + GTPG + GTFTPFG + GTFTFTPFFG 
T T T 
C = Q + G PG + G F PFG 
O 
C = Q + GTPG 
mm m T T1 m T1 T1 T 
C = G F P G + G F F'PFG + G F F F PFFG 
5 
m m m m m pp m 
Cc = G F F PG + G F F F P F G 6 
r p r p r n r n m m rn m rn 
C„ = G F F F P G CQ = G F P G + G F F PFG 
7 o 
T T T 
C g = G F F P G 
T T 
C = G F PG 
rp rp rp rp rp rp rp rp rp rp 
C = F PG + F F PFG..+ F F F PFFG + F F T F PFFFG 
rp rp rp rp rp rp rp rri rp 
C. =• F F PG + F F F PFG + F F F F PFFG 
rp rp pp rp rp rp rp 
C = F F F P G + F F F F P F G 
T T T T 
C = F F F F P G 
, 2 2 : •''•'•• 2 
N l = C C C '+ 2C C • G - C C - G C - G C 
1N± l 2 3 4 ^ l l L 1 0 3 1 1 ^ 1 0 S 8 
2 
N2 = C C C + C C C + C C C - C C C - C C - C C C 
^ 1 4 5 6 9L10 7 8 10 L 3 T 9 5^10 S l l 
N 3 = C4C5C8 + C2C7C10 + C6G9' c c c 1 1 1 
CCC -CCC 
1 1 1 1 9 1 0 
m = C 5 C 8 C 10 + C 2 C 3 C 7 + C 6 C 8 C 9 " C 7 C 8 " C 2
C 6 C 1G " C 3 C 5 C 9 
N5 = C l C 3 C 4 + 2C 6 C 7 C 1 0 - C 3 C 7
2 - C l C 1 0
2 - C ^ 2 
N6 = C l V 8 + C 5 C 7 C 1 0 + C6C7Cg - C8C7" C1C9C10 " W e 
N 7 = C 1 C 8 C 10 + C 3 C 5 C 7 + C 9 C 6 " C 6 C 7 C 8 ~ C 1 C 3 C 9 " C 5
C 6 C 1 0 
N8 = C l C 2 C 4 + 2C5C7Cg - C 2 C 7
2 - C l C g
2 - C ^ 2 
N9 = C l C 2 C 1 0 + C 5C 7C 8 + C5C6Cg - C 2C 6C ? - C ^ - C ^
2 
N10 = C l C 2 C 3 + 2G5C6C8 - C 2 C 6
2 - C l C 8
2 - C 3 C 5
2 
D = - - (C .Nl - CCN2 + CCN3 - C„N4) 1 5 6 7 
u(l) = D_1x(0)T C(CI:LN1 - C12N2 + C13N3 - C^NU)] 
u(2) = D_;Lx(0)T C(-C N2 + C12N5 - C N6 + C N7)] 
u(3) = D"1x(0)T[(C11N3 - C12N6 + C13N8 -- C^Ng)] 
u(4) = D-1x(0)T[(-C N4- + C12N7 - C N9 + C N10)] 
u(1)(n+l) = _( } 1 [c (2)(n) + i C u ( 3 ) 
— 1 b— b— 
u(2) ( n + 1 ) = -(Cj)"1 [C5u(l)
(n) + C8u(3)
( 
u(3) ( n + 1 ) = -(Cg)"1 CC6u(l)
(n) + C8u(2)
( 
u(4) ( n + 1 ) = -(C ) _ 1 [C u(l) ( n ) + C u(2) 
n ) + C?u(4)
(n) + x(0)TC1;L] 
n )
 +C gu(4)
( n ) +.x(0)TC12] 
n ) + C10u(4)
(n) + x(0)TC13] 
n ) + C u(3) ( n ) + x(0)TC ] 
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