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 要  旨 
 近年の制御理論の主な課題はロバストな制御器の設計に集中している．ロバス
トな制御器とは，制御対象に外乱が入る場合や，制御対象の動特性に不確かさが
含まれる場合にでも制御目的を達成する制御器のことを言う．この問題について
多くの解決法が提案されたが，最も成功した例の一つとしてH∞制御があげられ
る．H∞制御は周波数応答の理論の最先端にあり，混合感度問題を解くことにより
パラメータ変動に対する耐性とロバスト安定特性を合わせ持つ制御器を設計する
ことができる．しかし，この制御手法は対象とするシステムパラメータの変動幅
に関して許される上限を指定し，その範囲内での変動であれば安定性を許容する
という消極的な制御手法であることが問題とされる．事実，現在のH∞制御に関す
る研究のほとんどは保守性を減らすことに集中している．そこで，本研究では制
御対象のパラメータを知ることなしに学習アルゴリズムを用いて制御器を設計し
保守性を軽減し，またロバスト特性も保たれるような制御手法を提案することを
目的としている． 
 学習手法には強化学習を用いている．強化学習とは，動物が未知の環境の中で
どのように行動を決定していくかということに着目した学習手法で，評価と行動
を繰り返し試行錯誤的に最適行動を見つけることを目的とした学習手法である．
強化学習の主な特徴としては，教師信号が不必要であるという点と，システムパ
ラメータを直接推定することなしに制御器の設計が可能であるという点があげら
れる．これらの特徴により，より汎用性の高い制御器の設計が可能であるのと，
環境が変化しやすい制御対象であってもオンラインに調整が可能であるといった
利点があげられる． 
 本研究では，完全に数式でのモデル化が難しい制御対象に対し，上記のH∞制御
と強化学習に基づいた制御器をオンラインに設計する手法について考察する．は
じめに強化学習と最適制御の関係について述べ，強化学習に基づく制御器設計手
法をH∞制御へ拡張することを考える．線形システムに対するQ学習法に基づくH
∞制御の設計法がAsma-Al-Tamimi(2007)によって開発されている．本研究におい
てはこの手法の改良として収束の速度を速めるアルゴリズムを提案する． 
 また，行動ネットワーク，評価ネットワークにニューラルネットワークを組み
込むことで非線形システムに対しての拡張も行っており，この結果は繰り返しに
よってHJI方程式の解へ収束することを確認する．さらに，各章において数値例を
用いたシミュレーションを行い，それぞれの有効性を確認している． 
 
