The classical perturbation theory of linear systems Ax = b is extended to Kronecker product linear systems (A ⊗ B)x = d. Upper bounds are derived for the normwise and componentwise condition number. The nearness to singularity and the sensitivity of the condition numbers are analyzed.
Introduction
Backward errors and condition numbers are widely used in the linear systems [1, 2, 4, 8, 13, 18] Here, and are normwise function on R n(n+1) and R n respectively [7] . We will present here some classical perturbation results. The notation used in this paper agree with those used in the standard reference book by Higham [6] . which was derived by Rigal and Gaches [14] . The normwise condition number is where E 0 and f 0. There is an explicit formula obtained by Oettli and Prager [12] :
E,f (y) = max |r| i (E|y| + f ) i , (1.8) in which /0 is interpreted as zero if = 0 and otherwise infinity. For the special case E = |A| and f = |b|, we can obtain the condition numbers introduced by Skeel [17] Cond(A, The rest of this paper is organized as follows. Section 2 presents some properties of Kronecker product. Section 3 investigates the normwise and componentwise perturbation bounds on (A ⊗ B)x = d. Section 4 relates the condition number to the corresponding nearest distance to singularity. Section 5 discusses the optimal scaling to achieve minimum condition number. In Section 6, we examine the condition number sensitivity by analyzing the level-2 condition number, and prove that the condition numbers are approximately as sensitive as the original problems. In Section 7, we report some numerical comparisons. Finally we give some suggestion for further work.
Properties of the Kronecker product
If A ∈ R m×n and B ∈ R p×q , then the Kronecker product A ⊗ B is defined as
Before we discuss the perturbation bounds of Kronecker product linear system (A ⊗ B)x = d, some properties of the Kronecker product are required. The following results can be found in [9] [10] [11] 19] .
3)
3. Perturbation theory of (A ⊗ B)x = d
In this section, we consider the nonsingular Kronecker product linear systems
where A ∈ R m×m , B ∈ R n×n , and x, d ∈ R mn . We will assume that A and B are nonsingular, so that there exists an unique solution x = (A ⊗ B) −1 d. Let y is an approximate solution of (3.1). That is, y is the exact solution of the perturbed systems
Normwise perturbation theory
In order to test the accuracy of the approximate solution y, we shall first compute the residual
But the smallness of residual r is no guarantee that y is sufficiently close to the true solution x. The following theorem gives a posteriori error estimate. It indicates that it is the condition number
that plays the crucial role.
Theorem 3.1. Let A ∈ R m×m , B ∈ R n×n be nonsingular, and let x, y, d, r satisfy (3.1)- (3.3) . Then
and
Proof. Clearly
Consider the perturbed systems
Here, we define the normwise condition number in the same way of [6] :
The following theorem provides the upper bound of this normwise condition number.
Theorem 3.2.
Let A ∈ R m×m , B ∈ R n×n be nonsingular, and let x, x satisfy (3.1), (3.7) , and E,F,f (A⊗ B, x) be defined by (3.8) . Then
Proof. It follows from (3.7) that
and so
Taking norms, we have
The formula above can be written as
Take the limit as → 0, and use the definition (3.8), then we have
F .
For the choice E = A, F = B and f = d, we obtain
If B =1, (3.1) is reduced to (1.1). The right term of (3.10) is exactly the same as (1.6) when B =1, F =0.
is the dominant term in the right-hand side of (3.11) . From the analysis below, we will see that (A ⊗ B) can also be taken as the condition number for the matrix inverse (A ⊗ B) −1 .
Theorem 3.3. In the notation above, the condition number
Proof.
Now we can define the condition number for the Kronecker product matrix from the view of low-rank approximation [3] . Theorem 3.4. For A ⊗ B ∈ R mn×mn , where A ∈ R m×m and B ∈ R n×n nonsingular, the 2-normwise condition number for A ⊗ B is defined as following:
, (3.14) where
then we can get
Choose special A and B, then the inequality can be attainable. This completes the proof.
Componentwise perturbation theory
As an alternative to normwise measures, it is possible to treat perturbations in a componentwise manner. We will extend the methods in [7] to linear systems (3.1) and derive the upper bound of its componentwise condition number. We first define the componentwise condition number of (3.1) by
where E 0, F 0, f 0, and the absolute values and inequalities are interpreted componentwise. The theorem below gives an upper bound on this componentwise condition number.
and so,
where x i is the ith element of x.
Proof. Defining
we have
Here, we neglect the O( 2 ) term A ⊗ B in the expansion (3.20) .
The kth element of c can be expressed as
By above definition, we can obtain
and so for the whole vector c,
Premultiplying (3.21) by G −1 and taking norms, we have
Let g i x ∞ , then we have (3.18). Taking the limit as → 0, and use the definition (3.16), then we have
The most common choice of tolerances if E = |A|, F = |B|, and f = |d|, which yields
Here, we can define the Skeel condition numbers on the analogy of (1.11) and (1.12) If B = 1, F = 0, then the right-hand side of (3.19) is reduced to (1.10), and (3.24) (3.25) are identical with (1.11), (1.12) respectively.
In the following we will extend the condition number introduced by Rohn [15] to Kronecker product linear systems (A ⊗ B)x = d. Let x, y satisfy (3.1) and (3.2), respectively.
Measuring y − x componentwise relative to x gives the condition number
where | · | denotes the componentwise absolute value.
Theorem 3.6. In the notation above,
Proof. From (3.13), we have
If B = 1, B = 0, the first term of (3.27), then we will obtain the formula given by Rohn [15] c(A, b) := max
Much of the analysis above can be adapted to the matrix inverse (A ⊗ B)
For normwise measures, the condition number for inversion is (A ⊗ B) as defined in (3.12). If X is measured componentwise relative to X as in [15] , the condition number can be defined by
where x ij and ij are elements of X and X, respectively.
Theorem 3.7. In the notation above,
,
Here we only consider the first-order terms for derivation of the condition number.
Therefore,
In the case B = 1, B = 0, we have
which was derived by Rohn [15] .
Nearness to singularity
In this section we will define the condition number from the view of nearness to singularity. First we have the theorem below for 2-normwise.
Theorem 4.1. Defining
Proof. Since A ⊗ B + A ⊗ B is singular, there exists x * such that
Now let us show that the lower bound is attainable. Suppose A and B have the following singular value decomposition: The next result concerns the Frobenius-norm distance to singularity. When A, B are symmetric matrices, A ⊗ B is also symmetric. Hence it is sometimes appropriate to allow the perturbations A, B are also symmetric. We show that imposing symmetry on perturbation matrices has little effect on the distance to singularity. 
. . , min (B)). Then let
A 0 = −U 1 0 1 V 1 , B 0 = −U 2
Theorem 4.2. Defining
dist F (A ⊗ B) := min A ⊗ B F A ⊗ B F : A ⊗ B + A ⊗ B singular ,
Then when the matrix norm is either · 2 or · F , the distance is identical to the corresponding unstructured distance; that is, the constraints A = A T , B = B T have no effects.
Proof. Constraining A, B to be symmetric cannot make the distance smaller. Equality follows the orthogonal decomposition of symmetric matrices.
Optimal scaling for p-norms
Define the p-norm condition number for A ⊗ B as
where 1 p ∞. We note that Cond(A ⊗ B) is invariant under row scaling, while p (A ⊗ B) is strongly dependent upon row scaling. Now we can investigate that the minimum normwise condition number achieved by two-sided diagonal Kronecker product scaling, i.e., the value of
where D m denotes the set of m × m diagonal matrices with positive diagonal elements. Rump in [16] considered the case when B = 1, i.e., inf
, and gave the upper and lower bound. In this section we will consider the case of Kronecker product matrix, and we have the following theorem: Theorem 5.1. Let A ∈ R m×m and B ∈ R n×n be nonnegative, then
where (A) is the spectral radius of A and 1 p ∞.
Proof. From [16] Lemma 2.2 we know that when A is nonnegative inf
For optimal p-norm condition number with respect to two-side diagonal scaling, we have
where Therefore, we get (5.5), and the proof is completed.
The bounds differ at most by a factor 1/mn (for the 2-norm), and they are sharp for the 2-norm. For p ∈ {1, ∞}, the exact value of p is (|A −1 | |A|) (|B −1 | |B|).
Condition number sensitivity
In general, condition numbers cannot be computed exactly, and hence it is of interest to know the sensitivity of the problem to compute the condition number, that is, the condition number of the condition number. Now let us focus on the condition number for the Kronecker product matrix,
(A⊗B)= (A) (B).
First we need the following lemma from [5] :
Lemma 6.1 (Higham [5] ). As → 0,
Theorem 6.1. The level-2 condition number for Kronecker product matrices is defined as
Proof. If A 2 A 2 , then using A + A 2 (1 + ) A 2 and Lemma 6.1, it follows that
Similarly we have
and hence
Similarly, using A + A 2 (1 − ) A 2 , B + B 2 (1 − ) B 2 and Lemma 6.1, we can derive a lower bound of the left-hand side of (6.6), −2 2 (A ⊗ B) − 2 + O( ), and hence, 
Similarly,
Combining (6.8) and (6.13), we have (6.3). Now let us study the level-2 condition number for the upper bound of Kronecker product linear systems,
(6.14)
Theorem 6.2. The level-2 condition number for Kronecker product linear systems is defined as
, (6.15)
Proof. From Lemma 6.1, we have
Using Theorem 3.2, we have
From (6.17) and (6.18), we have
For brevity, we define
x)
. Applying (6.19), we have
A similar analysis gives
We note that 2 
, so we have
Now using Theorem 6.1 of [5] , we obtain
Using the characterization (6.14) with the above three inequalities, we have
To get the lower bound, we may choose A, B to satisfy (6.9) and (6.10) respectively, then (6.11) and (6.12) can be rewritten as
Choosing d = 0 gives
It follows that
Combining this with (6.21) and (6.22), we find
x)
.
We note that
In practice, condition numbers will usually be computed via their characterizations; for example, 2 (A ⊗ B) = A 2 A −1 2 B 2 B −1 2 . In this case, it could be argued that the best that we can hope to compute is A + A 1 2 (A + A 2 )
2 , where A 1 , A 2 and B 1 , B 2 are different small perturbations. This leads to study the alternative level-2 condition number.
Theorem 6.3. The alternative level-2 condition number
Proof. From (6.6) we can get that [2] (A ⊗ B) (A) + (B) + 2.
Choose A 1 = A, and A 2 such that (6.1) is attainable, i.e.,
Similarly we choose special B 1 = B, and B 2 such that
Consequently we have
From the definition of [2] (A ⊗ B), it is easy to get (6.23). Note let us study the level-2 condition number of componentwise condition number of Kronecker product matrices. Proof. From the proof of Theorem 7.1 in [5] , we have
Given i, j , there exit i 1 , j 1 , i 2 and j 2 such that
Finally we derive This completes the proof. 
Numerical examples
Let x, y satisfy (3.1) and (3.2) respectively, and set tol = le-8. We will compare the perturbation bounds given by (3.9), (3.18) Note that pascal and vander are Matlab functions, I is the identity matrix, e j is the j th column of the identity matrix, and e is a vector of 1s. Here in all cases the actual forward error is computed by y − x ∞ / x ∞ . The comparison results are given in Table 1 . All computation were carried out in Matlab 6.0, which has unit roundoff u = 2 −58 ≈ 1.1 × 10 −16 . In case 1, we can obtain the exact solution: x = e, y = e + tol e j , and so,
With the choice E = F = 0, f = d, = tol and · = · ∞ , the corresponding bound given by (3.9) and (3.18) is tol. Thus the equality of (3.9) and (3.18) is achieved to first order in this case. In case 2, the componentwise bound is 3 orders of magnitude smaller than the normwise bound. Thus the normwise forward error bound is more pessimistic than componentwise perturbation bound for this special choice of perturbations. It can be seen that the componentwise bound is sharper, which is only one order of magnitude larger than the actual forward error in case 2 and case 3. But sometimes normwise and componentwise analysis both give bad perturbation bounds, such as in case 4.
Concluding remarks and future work
In this paper, we give the upper bounds on the normwise and componentwise condition numbers of (A ⊗ B)x = d, and also analyze their level-2 condition numbers. It's still a hard problem to prove the sharpness of the bounds. And it is of interest to investigate its backward error and extend our results to singular linear systems and least squares problems [20] .
