We present a method for individual and integrative analysis of high dimension, low sample size data that capitalizes on the recurring theme in multivariate analysis of projecting higher dimensional data onto a few meaningful directions that are solutions to a generalized eigenvalue problem. We propose a general framework, called SELP (Sparse Estimation with Linear Programming), with which one can obtain a sparse estimate for a solution vector of a generalized eigenvalue problem. We demonstrate the utility of SELP on canonical correlation analysis for an integrative analysis of methylation and gene expression profiles from a breast cancer study, and we identify some genes known to be associated with breast carcinogenesis, which indicates that the proposed method is capable of generating biologically meaningful insights. Simulation studies suggest that the proposed method performs competitive in comparison with some existing methods in identifying true signals in various underlying covariance structures.
Introduction
Current advances in technology have led to the collection and processing of high dimension, low sample size (HDLSS) data, in which the number of measured variables is large relative to the number of experimental units. Increasingly, these data include multiple data types for between the two data types.
Generalized Eigenvalue Problem
The method we propose here is motivated by the recurring theme of many multivariate methods of projecting high dimensional data onto a meaningful, much lower dimensional subspace. A basis for this subspace can often be found by solving a generalized eigenvalue (GEV) problem.
The GEV problem for the pair of matrices (M, S) is the problem of finding a pair (λ, v) such that Mv = λSv,
where M, S ∈ p×p are usually symmetric matrices, v ∈ \{0} and λ ∈ . In most applications to statistical analyses, S is positive or at least nonnegative definite and M is often singular. The pair (λ, v) that solves the GEV problem is called the generalized eigenvalue-eigenvector pair.
Some popular and widely used data analysis methods that result from a GEV problem are principal component analysis (PCA), linear discriminant analysis (LDA), CCA, and multivariate analysis of variance (MANOVA). In PCA, principal components are directions with maximum variance of projected data. In LDA, the discriminant vectors are directions with maximum separation between classes and a minimum variation within classes. In CCA where the association between two sets of variables is of interest, the canonical correlation variables are determined by the directions of maximal correlation. Despite the popularity of these methods, one main drawback is the lack of sparsity. They have a limitation that their solution vector v is a linear combination of all available variables, making it difficult to interpret the results oftentimes.
Sparse representations usually have physical interpretations in practice, and they have been shown to have good prediction performance in many high dimensional studies. Several approaches have been discussed to makev sparse. A common approach is to apply sparse penalties such as lasso (Tibshirani, 1994) , adaptive lasso (Zou, 2006) , fused lasso (Tibshirani et al., 2005) , elastic net (Zou and Hastie, 2005) or SCAD (Fan and Li, 2001 ) to an objective function max v v T Mv, subject to the constraint v T Sv = 1.
In this paper, we propose a method to obtain a sparse estimate of v in (1), called sparse estimation via linear programming (SELP). The primary benefits of our approach are two-folds.
First, a general framework for obtaining a sparse solution to a GEV problem will be developed to allow for easier interpretation. We will also prove that the estimator is consistent when both p and n diverge. We note that SELP may be applied to any GEV problem such as PCA, LDA, CCA, and MANOVA. However, an actual application to a specific multivariate problem should be carefully carried out considering problem-specific challenges. For example, since every method has different goal, a strategy for parameter tuning should be approached differently for each method. Second, we will implement SELP to CCA for an integrative analysis of DNA methylation and gene expressions to discover CpG sites and genes that could shed light on the etiology of breast cancer. An efficient algorithm will be provided with a careful consideration on the tuning issue.
The rest of the paper is organized as follows. In Section 2, we present the SELP framework for obtaining sparse estimates from a generalized eigenvalue problem and prove a consistency of the proposed estimator. In Section 3, we develop a sparse CCA via SELP. In Section 4, we conduct simulation studies to assess the performance of our method under different settings and to compare with existing methods. In Section 5, we apply our approach to the motivating breast cancer study. We conclude with a discussion and remarks in Section 6.
Sparse Estimation by Linear Programming
Our proposed idea is motivated by the fact that one can obtain a sparse estimate of a generalized eigenvector by minimizing its 1 norm while controlling maximum discrepancy in the equation
(1). A similar idea has been proposed for the binary LDA by Cai and Liu (2011) , which is inspired by the Dantzig selector (DS) (Candes and Tao, 2007) . Candes and Tao (2007) theoretically showed that the DS satisfies the oracle property of variable selection consistency and can be used as an effective variable selection method. Note that since the binary LDA is a regular eigenvalue problem, their direct estimation idea cannot be applied to a GEV estimation.
Motivated by the DS estimator, we consider the following optimization problem to the GEV problem (1)
where τ > 0 is a tuning parameter. However, we call this a naïve approach, since its solution is always the zero vector, which satisfies the ∞ constraint and has minimum 1 norm. Thus we substitute one of v in the constraint with a reasonable vector, which we choose to be the nonsparse eigenvectorṽ of S −1 M. Also we substitute the unknown λ by the eigenvalue corresponding tõ v, denoted byλ. Then we propose to solve the following problem:
which we will call a Sparse Estimation via Linear Programming (SELP) approach for a generalized eigenvalue problem. It is clear that when τ 1 = 0, the initial generalized eigenvector v is recovered. Also note that one could alternatively use a constraint Mv −λSṽ ∞ ≤ τ 1 , however, we have found that this alternative often performs poorly due to the singularity of M.
Furthermore, it is straightforward to see that this alternative does not necessarily recover the original nonsparse solution when τ 1 = 0.
Once the solution to (2) is obtained, we can find sparse estimates of the subsequent generalized eigenvectors v 2 , . . . , v J , where J is the rank of M, by imposing an additional orthogonality condition. For the jth vector, letB j be a p × (j − 1) matrix whose columns arev 1 , . . . ,v j−1 .
Then forv j we solve
where (λ j ,ṽ j ) is the j-th eigenvalue-eigenvector pair. Alternatively, one can project data onto the orthogonal complement ofB j then solve (2) without additional constraints.
Consistency of SELP
Since the SELP method addresses a generalized eigenvalue problem, theoretical properties of the estimator mostly depend on the specific context that it is applied on. For example, if it is applied to multi-class LDA, then misclassification error would be one of the most important concern. In this section, however, we stay in the generality of the GEV problem and establish a consistency of our sparse estimator for a generalized eigenvector.
Let M be a p × p nonnegative definite matrix with rank(M) = m ≤ p and S be a p × p positive definite matrix. The true v satisfies Mv = λSv. We assume v is s-sparse for some fixed s, that is, the number of nonzero loadings of v is s. Let M and S be sample versions of M and S that preserve the same definiteness, respectively. Since Mṽ =λSṽ, we write the constraint of (2) as
for some τ n . In what follows we show that the solutionv to (2) is consistent with v for both
To this aim, let us assume that the sample versions are reasonable in the sense that with probability converging to 1 as p and n increases while log p/n → 0,
and
for some constants c 1 and c 2 . Here A max = max i,j |a ij | is the maximum absolute value of the elements. Whether the above two assumptions hold should be investigated for each statistical problem. For example in the binary classification setting, S and Sv correspond to a common covariance matrix and mean difference vector respectively. Under this setting, with common sample estimators, it is known Cai and Liu (2011) that both inequalities hold with a probability
) under mild distributional assumption such as subGaussian tail or polynomial tail. Under these assumptions, and with some regularity conditions, we can show that the solutionv is a consistent estimator of v, as described in the next theorem.
Note that A 1 = max j i |a ij |.
Theorem 2.1. Suppose the true vector v is s-sparse, and that v 2 = 1. Assume that (4) and (5) hold with probability greater than 1 − O(p −1 ), and that for some constant M 0 < ∞,
Then with probability at least 1 − O(p −1 ), we have that
as long as τ n ≥ c log p/n in (3), and c, c depend only on c 1 , c 2 and s.
3 Sparse Canonical Correlation Analysis
Canonical Correlation Analysis
Suppose that we have two sets of random variables,
Without loss of generality, we assume the variables have zero means. The goal of CCA (Hotelling, 1936) is to find linear combinations of the variables in X, say X T α and in Y , say Y T β such that the correlation between these linear combinations is maximized. Let Σ xx and Σ yy be the population covariances of X and Y respectively, and let Σ xy be the p × q matrix of covariances between X and Y . Let ρ = corr(X T α, Y T β) be the correlation between the canonical correlation variables. Mathematically, the goal of CCA is to find α and β that solves
The correlation coefficient in (8) is not affected by scaling of α and β, hence one can choose the denominator to be equal to one and solve the equivalent problem: Find α and β that solves the optimization problem max α,β α T Σ xy β subject to α T Σ xx α = 1 and β T Σ yy β = 1.
Subsequent directions are obtained by imposing the following additional orthogonality con-
Using Lagrangian multipliers ρ and µ on (9), we have
Differentiating (10) with respect to α and β and setting the derivatives to zero yields
Note that pre-multiplying equations (11) and (12) by α T and β T respectively results in ρ = µ.
Equations (11) and (12) may be jointly re-written in the form of the GEV problem of (1) 0 Σ xy
which can be solved by applying singular value decomposition (SVD) (Mardia et al., 2003) to the matrix
Here, k is the rank of the matrix K, u j and v j , (j = 1, . . . , k) are the jth left and right singular vectors of K, and D is a diagonal matrix containing singular values λ j of K ordered from the largest to the smallest. It follows that the jth canonical variables can be obtained bỹ
and the jth canonical correlation isρ j = λ j . In practice, Σ
is replaced with the
yy , which results in consistent estimators of α and β for fixed dimensions p, q and large sample size n. When p or q are greater than n, a certain type of regularization is desired to avoid overfitting and singularity problem.
To enhance interpretability for high dimensional applications, various sparse CCA methods have been proposed. Most of these works achieve sparsity by adding penalty functions of the canonical correlation vectors in (9) (Witten et al., 2009) or its variant (Gao et al., 2015b) , or by thresholding K in (14) after right and left multiplication by previous estimates of canonical vectors (Parkhomenko et al., 2009; Fan and Li, 2001; Chen et al., 2013) . Chalise and Fridley (2012) compared several sparsity penalty functions such as lasso (Tibshirani, 1994) , elastic net (Zou and Hastie, 2005) , SCAD (Fan and Li, 2001 ) and hard-thresholding, based on the algorithm of Parkhomenko et al. (2009) . They conclude that elastic net and SCAD tend to yield a higher canonical correlation while maintaining sparsity.
SELP for Sparse CCA
In this section, we develop sparse CCA via the GEV optimization (2). First we replace the population covariance matrices in (13) by sample estimates that are reasonable for high dimensional data. Some existing works regularize the covariance matrices by assuming that within covariances are diagonal, which means identity for standardized data (Parkhomenko et al., 2009; Witten et al., 2009; Fan and Li, 2001) . Recently, (Chen et al., 2013) imposed assumptions such as sparsity, bandable, and Toeplitz on the covariance matrices. However, (Gao et al., 2015b) reported that such structural assumptions may not be necessary and did not impose any restrictive assumptions on within covariances. In this work we consider two approaches. The first is to apply a small number to the diagonals:
Here the ridge coefficient log p/n is a common choice for high dimensional regularization studies Cai and Liu (2011) , and often assumed to diminish. We also consider a diagonal covariance matrix, as often assumed by many existing approaches, i.e.,S xx = I p , andS yy = I q . Now the CCA can be written as a sample version of the GEV problem of (13):
and the following formulation can be considered to obtain a sparse solution to the GEV problem (17) using ideas in Section 2:
whereα andβ are the (nonsparse) solution to (17) andρ is the corresponding eigenvalue obtained from (15). Let (α 1 ,β 1 ) be the first (nonsparse) solution to (17) andρ 1 the corresponding eigenvalue, which can be calculated in O(n 2 p) instead of O(p 3 ) using the transformation discussed in (Hastie and Tibshirani, 2004) . Applying SELP from (2), we solve the problem (18) using the following two optimization problems:
for τ x , τ y ≥ 0. We can findα j andβ j , j ≥ 2, by solving (19) and (20) 
Implementation
We first normalize the columns of X and Y to have mean zero and unit variance. The objective and constraint functions of the problems (19) and (20) are linear, allowing us to solve the problem via linear programming. For (19), let α j = α
T ,S =ρ 1Sxx , and = S xyβ 1 . Then,
and the problem (19) is written as
where the inequalities are element-wise. This can be solved by any off-the-shelf linear programming software. The problem (20) is solved in a similar way.
Since the proposed method uses the nonsparse solution (α j ,β j ,ρ j ) as the 'initial' values, it is possible that the effectiveness of the proposed method can be dependent on the quality of initial values. To alleviate the dependence we propose to iterate the procedure by updating the (α j ,β j ,ρ j ) with the found (α j ,β j ,ρ j ) until convergence. Hereρ j is the correlation coefficient between Xα j and Yβ j . In all our empirical studies, the procedure reached convergence (the 2 difference between successive solutions < 10 −5 ) within 4 ∼ 5 iterations. Algorithm 1 below describes the procedure to obtainα j andβ j , j = 1, . . . , J.
Algorithm 1 Sparse CCA vectors via SELP 1:
Standardize all variables. Initialize with nonsparse estimates: Normalizeα j andβ j to have unity l 2 norm and obtain the canonical correlation coefficientρ j .
6:
Update (α j ,β j ,ρ j ) with (α j ,β j ,ρ j ). 
Selection of tuning parameters
The tuning parameters τ x and τ y control the degree of sparsity of the solution vectors. A near zero value will yield a nonsparse solution while τ x = S xyβ j ∞ or τ y = S yxαj ∞ will yield null vectors, which will give us a natural upper bound for tuning. We suggest to choose the tuning parameters from (0, S xyβ j ∞ ) for τ x and (0, S yxαj ∞ ) for τ y via a V -fold cross-validation.
Determining a cross-validation criterion in CCA is not straightforward, since there is no notion of 'prediction'. One might naively choose the value of achieved canonical correlationρ.
However, this will almost always prefer a smaller τ , which yields a less sparse vector. In this work we propose to use the following criterion, which measures the stability of the solution. We randomly group the rows of X and Y into V roughly equal-sized groups, denoted by X 1 , . 
The sample canonical correlation coefficients for the training and testing data are obtained asρ
, and the optimal (τ x , τ y ) are selected so that they minimize
We note that the tuning parameter criterion (21) is motivated by the approach of (Parkhomenko et al., 2009 ) which minimizes the average difference between the canonical correlation of the training and testing sets. However, a potential drawback of their approach is that there may be a lot of variability in the V correlation estimates since the correlations from the training set are mostly higher than the correlations from the testing sets. Therefore, we adopt a more natural measure that leverages the variability in the average correlation by minimizing over the differences between the average canonical correlations from the training and testing sets.
The optimal tuning parameter pair can be chosen by performing a grid search over a prespecified set of parameter values. In our empirical studies, in order to reduce computational costs, we fix τ y at some value, say the midpoint of the grid and search for the optimal value for τ x . Then we fix τ x at that value and search for the best τ y . Lastly, we apply the chosen tuning parameters to the whole data to find the final estimates. The process is repeated for each j.
Simulation studies
We conduct Monte Carlo simulations to assess the performance of the proposed methods in comparison with some existing methods. We generate (p + q)− dimensional random variable
T from multivariate normal with zero mean and covariance Σ, which is partitioned
where Σ xy is the covariance between X and Y, and Σ xx , Σ yy are respectively the covariance of X and Y.
With the common sample size n = 80, the dimension p = 200 in all three settings and q = 150
in Settings 1 and 2, while q = 200 in Setting 3. We fix the number of signal variables in either set to be 1/10 of the whole set, i.e., there are 20 signal variables in the X-set where there are 15 or 20 in the Y-set. In all three settings the within-covariance is block-diagonal, so that noise variables are not correlated with signal variables within respective sets. In both Settings 1 and 2, the signal variables have within-set correlation .7 and between-set correlation .6. The difference between the two settings is that noises are uncorrelated in Setting 1, but mildly correlated (.1) in Setting 2. This may be the case in many biomedical studies where genomic data are correlated within a pathway and uncorrelated between pathways. Note that the first two settings have only one true canonical pair in the population structure, thus estimating the first pair (α 1 , β 1 ) is sufficient. In Setting 3, we consider a case when there are two underlying canonical pairs.
Similar to a setting in Chen et al. (2013) , we set the between covariance Σ xy as Σ xx ADB T Σ yy , where D = diag(.9, .6) has two population canonical correlation coefficients, and A = [α 1 , α 2 ]
and B = [β 1 , β 2 ] are matrices of corresponding canonical vectors. The two canonical pairs are: We compare the proposed method with the following existing methods: sparse CCA via Covex Optimization with group-Lasso Refinement (CoLaR) (Gao et al., 2015b) , sparse CCA (SCCA) (Parkhomenko et al., 2009) , penalized matrix decomposition CCA with lasso penalties (PMD) (Witten et al., 2009 ) and sparse CCA with SCAD penalty (SCAD) (Chalise and Fridley, 2012) . Since all these approaches except CoLaR assume identity within-set covariance, we implement the proposed SELP approach in two different ways. We will call the proposed method that uses identity for within-covariance as SELP-I, while SELP-R is for the method using the ridge-corrected within-covariance in (16). Note that we did not compare our methods with Chen et al. (2013) and Gao et al. (2015a) because there were no software available to implement these methods. We implement CoLaR using the MATLAB package SCCALab (Gao et al., 2015b) , SCCA using the R code from the authors website (Elena et al., 2009) , PMD using the R-package PMA (Witten et al., 2013) , and SCAD using the R code (Parkhomenko et al., 2009 ) with SCAD penalty. We implement SELP using the convex optimization software CVX (CVX Research, 2012) . The tuning parameters for each method are chosen based on their own tuning strategies.
Briefly, CoLaR, SCCA and CCA with SCAD choose the optimal tuning parameter pair that maximizes the average correlation vectors in the testing set. PMD chooses the optimal tuning parameter pair using a permutation scheme. See Witten et al. (2013) for details.
We evaluate these methods using the following criteria.
Estimation accuracy:
We measure the error in estimating the subspace spanned by canonical vectors, i.e., αα T − αα T 2 F and ββ
F , where · F is the Frobenius norm.
2. Selectivity: We consider three measures for selectivity of relevant features: sensitivity, specificity, and Matthew's correlation coefficient defined as follows: 
Simulation Results
Tables 2 -4 show the average of the evaluation measures from 100 repetitions, from Settings 1 -3 respectively. Note that the true canonical correlation coefficients for three settings are 0.84, 0.84 and (0.9, 0.6) respectively. We observe that most methods estimate ρ reasonably well for all three settings. All three tables suggest that the proposed method, especially SELP-I, performs competitively. The superior performance of the proposed method is also highlighted by the variable selection plots in Figure 1 . These plots show the number of variables selected by the methods, which is the height of each bar, divided into the portion of signal (TP) and noise (FP)
variables. We observe that SELP-I selects the correct number of signals in general, but has more FP than SELP-R, yet lower than some sparse methods. On the other hand, SELP-R tends to be more sparse. 
Interpretation of Canonical Vectors
One can use the loadings of the canonical vector pairs to understand the contribution of each DNA methylation and gene on overall association between them. For this purpose we use the result of SELP-I, tune it via 5-fold CV and applied to the whole data. This approach identified (45, 42) methylated DNA (corresponding to (38, 42) unique genes) and (38, 32) genes on the first and second canonical correlation vectors with correlations 0.41 and 0.47, respectively. We note the maximum canonical correlation coefficient is obtained on the second pair. Unlike the original CCA, this trend of nondecreasing canonical correlations is not unexpected in sparse CCA, due to the optimization criterion and regularization. This trend was also observed in (Waaijenborg et al., 2008; Lin et al., 2013) . From the scatter plots in Figure 3 of projection scores onto the canonical vectors, colored differently according to the breast cancer subtypes, we can see that the basal-like subtype is separated from the rest. Note that this visual separation is consistent with the existing cancer research works such as (Nielsen et al., 2004; Conway et al., 2014) , where it has been found that patients with the basal-like subtype of breast cancer tend to have lower survival rates. Figure 4 shows plots of the top twenty genes and DNA methylation with highest absolute loadings in the first and second canonical vectors. Blue dots are the genes or methylations heavily weighted on each axis, and red dots are common to both vectors. We conducted a further investigation of the specific functions and disease of the genes and DNA methylation identified using ToppGene Suite (Chen et al., 2009) We also investigated specific diseases associated with our gene lists. Fourteen genes from our gene expression data are identified to be associated with breast neoplasms (p-value = 1.335 × 10 −8 ) which include breast tumors or cancer, and these include the genes subfamily B, polypeptide 1 (CYP1B1), secreted frizzled-related protein 1 (SFRP1), secreted phosphoprotein 1 (SPP1), tissue factor pathway inhibitor 2 (TFP12) and insulin-like growth factor 1 receptor (IGF1R). Previous studies (Klopocki et al., 2004) had demonstrated that SFRP1, which is heavily loaded on the first CCA vector (Figure 4 (b) ), is a putative inhibitor of Wnt signalling pathway (Finch et al., 1997) and that loss of SFRP1 protein expression is a common event in breast tumors that is associated with poor overall survival in patients with early breast cancer. Recently, Veeck et al. (2006) used mutation and methylation analysis to demonstrate that promoter hypermethylation is the predominant mechanism of SFRP1 gene silencing in human breast cancer and that SFRP1 gene inactivation in breast cancer is associated with unfavorable prognosis. In addition, the gene Cystene-Rich Intestinal Protein 1 (CRIP1) which is heavily loaded on the first CCA vector in the methylation data (Figure 4 (a) ) is suggested to likely play a role as tumor cell proliferation suppressor in a breast cancer study (Ludyga et al., 2013) .
It is worth mentioning that the proposed method successfully identified genes and methylated DNA that are known to be associated with breast tumorigenesis. Our results demonstrate that the proposed method generates biologically meaningful insights.
Discussion
We have presented a method for individual and integrative analysis of high dimension, low sample size data. The major contributions of this paper are as follows: (1) to develop a general framework for obtaining sparse solution vectors for high dimension, low sample size problems and (2) to apply the framework to integrate different types of high dimension, low sample size data using canonical correlation analysis. We demonstrated the utility of the proposed method for joint analysis of methylation and gene expression data to identify methylated DNA that are highly associated with gene expression levels to understand better the etiology of breast cancer.
The proposed method capitalizes on a core idea in many multivariate statistical problems of extracting meaningful direction vectors spanning a lower dimensional subspace and their relationships with generalized eigenvalue problems. The solution from the traditional generalized eigenvalue problem is complicated by the dimension of the data; solution vectors tend to yield results that do not induce sparsity, results that often times cannot be generalized and interpreted.
We proposed a methodology that approaches this difficult problem from a dimension-reduction perspective, using sparsity inducing penalty l 1 on the generalized eigenvalue vectors and constraining the difference of the generalized eigenvalue problem with l ∞ norm, in order to look for lower dimensional subspace of few meaningful variables that can adequately summarize the data.
It is worth mentioning that the SELP method can be applied to obtain sparse solution vectors in several multivariate statistical problems such as principal component analysis, linear discriminant analysis, multiple linear regression and multiple analysis of variance, to mention but a few. We leave it as future work to explore the performance of the SELP method in these problems. Additionally, there is scope for generalizing the current CCA formulation to more than two datasets. Another area for future work is to extend our method to nonlinear CCA to study nonlinear associations between methylation and gene expression data.
Software
Software in the form of MATLAB code is available on request from the corresponding author (ssafo@emory.edu).
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where we have used the condition that v is unit-length and s-sparse, which leads to v 1 = p i=1 |v i | ≤ s. Thus, the true v is in the feasible region, and
For the rest of proof, we condition on the event that (22) holds, which occurs with probability at least 1 − O(p −1 ).
Next we show that v − v ∞ ≤ 4M 0 τ n . In preparation, note that
≤ 2τ n + 2c 1 s log p/n ≤ 4τ n .
Then, since S 1 = S ∞ ≤ M 0 by the assumption and that S is symmetric, 
