Matching and covering the vertices of a random graph by copies of a given graph  by Ruciński, Andrzej
Discrete Mathematics 105 (1992) 185-197 
North-Holland 
185 
Matching and covering the 
vertices of a random graph by 
copies of a given graph 
Andrzej Ruciriski 
Department of Discrete Mathematics, Adam Mickiewicz University, Poznari, Poland 
Received 22 March 1990 
Abstract 
Rucidski, A., Matching and covering the vertices of a random graph by copies of a given 
graph, Discrete Mathematics 105 (1992) 185-197. 
In this paper we partially answer the question: how slowly must p(n) converge to 0 so that a 
random graph K(n, p) has property PM, almost surely, where PM, means that all n vertices 
can be covered by vertex-disjoint copies of a fixed graph G. For G = K, this is the problem of 
finding the edge-probability threshold for the existence of a perfect matching solved by ErdGs 
and RCnyi in 1966. A necessary condition for PM, is the property COV, that each vertex lies 
in a copy of G. Although for every tree T the thresholds for PM, and COV, coincide (see 
tuczak and Ruciriski, 1990) it is not the case for general G and a class of counterexamples will 
be presented. We also establish a threshold theorem for matching all but o(n) vertices into 
vertex-disjoint copies of G. Most proofs make use of a recent correlation inequality from 
Janson et al. (1990). 
1. Introduction 
A random graph K(n, p) is a result of (“2) independent Bernoulli trials. For 
each 2-element subset {i, j} of the vertex set (1, . . . , n} we draw an edge 
between i and j with probability p =p(n). Clearly, the number of edges of 
K(n, p) is binomially distributed with expectation ($)p and so its density increases 
as p does. In this paper we solely restrict ourselves to the case lim,_,p(n) = 0. 
We say that a graph property A is typical for K(n, p) if the probability that 
K(n, p) possesses A converges to 1 as rz--+ 00 or, symbolically, lim,_, P,(A) = 1. 
We then also say that A holds almost surely (a.s.). 
The most striking feature of K(n, p) is that changes of its typical properties are 
forced by relatively small increase of its density. In particular, if A is a monotone 
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graph property then the range of p(n) in which neither A nor ‘not A’ is typical is 
very narrow. So narrow that one used to call it the threshold for A. (Property A is 
decreasing if it is closed under taking spanning subgraphs; A is increasing iff ‘not 
A’ is decreasing.) 
For our purposes we now define three kinds of threshold. We say that t = t(n) 
is a threshold for increasing property A if 
0 asp = o(t), P.(A)-‘{l as t=o(p). 
Such a threshold always exists as shown by Bollob6s and Thomason [2]. We call 
threshold t narrowed if there are constants c, C > 0 such that 
0 asp < ct, 
pn(A)--*(1 asp>Ct. 
Finally, we call a triple (a, b, f(n)) the sharp threshold for A if 
Observe that if (a, b,f(n)) is the sharp threshold for A then n-a’b(f(n))“” is a 
narrowed threshold for A. 
This paper is mainly devoted to the property, designated by PMo, that K(n, p) 
contains a spanning subgraph whose every connected component is isomorphic to 
G. Such subgraphs are called here perfect G-matchings, a natural generalization 
of the notion of a perfect matching. A necessary condition for PMG is that every 
vertex of K(n, p) belongs to a subgraph of K(n, p) isomorphic to G. The latter 
event is denoted by COVG. 
Erd& and RCnyi [4] proved that (1, 1, log n) is the sharp threshold for both 
COVG and PM, when G = KZ. Recently tuczak and Rucidski [7,8] proved the 
same for G being an arbitrary tree. 
It seems to be a very hard problem to find a threshold for PMG even when 
G = K3. In Section 2 we find a sharp threshold for COVc; in case when G is 
locally strictly balanced. This theorem was proved independently (using the same 
method) by Spencer [lo], who also proved a more general result implying a 
threshold for COVG, G arbitrary. In Section 3 we establish a threshold for the 
occurrence of an almost perfect G-matching, which, roughly speaking, means that 
n - o(n) vertices of K(n, p) can be covered by disjoint copies of G. Finally in 
Section 4 we give two upper bounds for the threshold for PMc;. One of them, 
good only for a special class of graphs G, determines the actual threshold. As a 
consequence a class of counterexamples for the reasonable conjecture that the 
thresholds for PMG and COVG always coincide is found. 
Most of the proofs are heavily based on a recent result which we cite now. 
Matching and covering of a random graph 187 
Lemma 0 ([6]). Let {Zi};s/ b e i.i.d. O-l random variables, where J is an arbitrary 
index set. Define, for cy c J, Z, = ni,, Zi and S = CoreA Z,, where A is a collection 
of subsets of J. Then 
(a) log P(S = 0) =z -ES + % C~ynazB,WzB E(Z,Ze) 
(b) Zf EZ, is independent of (Y then log P(S = 0) s -(ES)*/C Cnng+B EZ,ZB. 
2. G-free vertices 
Let, for i = 1, . . . , n, Ni be the number of subgraphs of K(n, p) isomorphic to 
G and containing vertex i. Then the random variable X,(G) = I{i: N = O}( counts 
G-free vertices of K(n, p). The aim of this section is to establish a threshold for 
the event COVG = ‘X,(G) = 0’. 
It was Bollobas [l] who first proved that n-l’m(G) is the threshold for the event 
that K(n, p) contains at least one subgraph isomorphic to G, where 
m(G) = ~zg d(H), e(H) 
_ 
d(H) = m. 
Rucinski and Vince [9] showed a variant of that result for the rooted case, which 
goes as follows. Call G,,, V(G,) c (1, . . . , n}, an (i-t v)-rooted copy of G, 
i=l,..., n, v E V(G), if i E V(G,,) and there is an isomorphism between Go and 
G which maps i onto v. Let Ni(V) be the number of (i+ v)-rooted copies of G 
one can find in K(n, p). For all v E V(G) and H c G we define d,(H) = 
e(H)lIV(H)\{v}l and m, = maxH,G&(H). 
Lemma 1 ([9]). Function n-liml~ is the threshold for the event ‘N,(v) > 0’. 
As a consequence, n-l’m, m = minv61/(Gj m,, is the threshold for ‘N, > 0’. 
For a special class of graphs G this threshold can be sharpened by obtaining the 
limit distribution of NI when p = p(n) - cn-I’“, n + ~0. 
Denote 
d*=d*(G)=d,(G)=s. 
We call vertex v balanced in G if m, = d* and strictly balanced in G if, for all 
H 5 G, d,(H) < d*. Following [9] we say that graph G is locally strictly balanced 
(lsb) if at least one vertex is balanced in G and each balanced vertex is strictly 
balanced. Observe that cycles and complete graphs are lsb but trees are not. 
Let O1,. . . , OI be the orbits of V(G) under the action of its automorphism 
group, and let vi E Oi, i = 1, . . . , 1. Clearly, NI = cf=, N,(v,). Furthermore, let 
B(G) be the set of all vertices balanced in G. 
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Lemma 2 ([9]). Let G be an lsb graph. Zf 
lim np d’=c>O 
n-m 
then, for all k = 0, 1, . . . , 
lim P(N, = k) = ePAkk/k!, 
?I--” 
where A. = cIcl-‘C qe~(c) lA(G, d-' and A(G, v) is the set of those automorph- 
isms of G which f;r v. 
The main result of this section is the following. 
Theorem 1. Let G be an Lsb graph. The triple 
(IGI - 1, e(G), log n/a), a = c IA(G, v;)l-’ 
u,=B(W 
is the sharp threshold for the event COVc. Moreover, if 
pn = an ‘G’-lpe(G) - log n - p E (-00, co) 
then, for all k = 0, 1, . . . 
lim P(X,(G) = k) = e-“vk/k!, 
?P-- 
where v = e-@. 
Proof. We use the method of moments. Set X = X,(G). Since EX = nP(N, = 0), 
we need an asymptotic for P(N, = 0) but much stronger than that of Lemma 2. 
Instead we will demonstrate the use of powerful Lemma 0. We split N, = N + R, 
where N = I&B(G) N,(v;). By the FKG-inequality and Lemma 1, 
P(N = 0) 2 P(N, = 0) 2 P(N = O)P(R = 0) - P(N = 0). 
Let A be the family of the edge sets of all (l-, v)-rooted copies of G, v E B(G). 
For each a E A, 
1 I = ifacW,p), 
a { 0 otherwise. 
Hence N = C (+EA Z, and we apply Lemma O(a). We have 
c c E(Z,Za) = o( 9 n21Gl-r-1E(3-1 p”ro)-r) 
rYrlpz0 s=2 r=1 
a+@ 
=(-j 
( 
n21GI-2p243~ c .-.,-r), 
s * 
where s and t represent, respectively, the number of common vertices and edges 
of a pair of (l+ v)-rooted copies of G. Such an intersection is always a proper 
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subgraph of G and therefore (by the fact that G is lsb) nSP1p’ >>n’ for some 
E > 0. Thus 
P(N, = 0) = (1 + o(l))e-EN(‘+oo)) 
provided 1~~1 = O(log n). 
We will estimate Ek(X) = E{X(X - 1) * . . (X - k + 1)) similarly. By the 
FKG-inequality, 
E,(X)>+-l)... (n - k + l)(P(N, = O))k - (EX)k. 
On the other hand, 
Ek(X) < nkP(N; = * . . = N; = o), 
where Ni counts those (i* v)-rooted copies of G, u E B(G), whose intersection 
with set (1, . . . , k} is just i. Set &I for the family of their edge sets. After similar 
calculations 
mTezd E(L4) = o(l). 
: 
&#B,azB 
and so 
p(~; = . . . = N; = 0) = e-C:=~WU+oW) 
But EN, - ENI - EN and finally Ek(X) - (EX)k. To finish the proof observe that 
and 
EX _ e-CL.(‘+O(‘)). 
When pn + m then P(X > 0) < EX = o( 1). When ~1, - --03 then EX + 00 and 
P(X = 0) C 
E2(X) + EX - (EX)’ 
(EX)* 
= o(1). 
At last, when pn+ p then Ek(X)+ (e-“)” and X converges in distribution to a 
Poisson random variable with expectation Y. 0 
Corollary 1. Let G be a strictly balanced graph in the usual sense, i.e., 
W) <d(G) f or all H 5 G. Then the triple (ICI, e(G) + ICI, IA(G)1 log n) is the 
sharp threshold for the event that for each vertex i of K(n, p) the subgraph induced 
by its neighborhood contains a copy of G. (A(G) stands for the automorphisms 
group of G. ) 
Proof. Add a new vertex v to graph G and join it to every vertex of G. Vertex v 
is balanced in the new graph iff G is strictly balanced. Adjust Theorem 1 to the 
random variable Y = I{i: Ni(v) = O}l. 0 
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Corollary 2. Let K, be the complete graph on r vertices and C, be the cycle on r 
vertices. Triple (r - 1, (;), (r - l)! log n) is the sharp threshold for COVKr and 
triple (r - 1, r, 2 log n) is the sharp threshold for COV,. 
Comment. Theorem 1 was independently proved by Spencer [lo] who also 
obtained thresholds for COVG for arbitrary G. His setting, however, was 
different and therefore we reformulate those results now. 
If a graph G is not lsb then there is a vertex v and a proper subgraph H of G 
such that d,(H) = m. Denote by Cc the family of all such pairs for which v E H 
and dH(v) > 0. 
Let s = min{d,(v): (v, H) E C,}. 
Theorem 2 ([lo]). Let G be not lsb. 
(a) If Cc; = 0 then n-lim is the threshold for COVG (in this case m = m(G)). 
(b) If CG f 0 then n -lim(log n)“’ is the narrowed threshold for COV,. 
Example. The complete graph KS is lsb. A graph obtained from K, by hooking 
up at one of its vertices a path of length r is called here r-kite. l-kite is still lsb but 
r-kites, r 2 2, are not. For a 2-kite C, # 0, whereas for r-kites, r 2 3, only the tail 
and KS is a pair satisfying d,(H) = m. Thus Theorem 2(a) says that as soon as 
copies of KS appear in K(n, p) every vertex is at distance 3 from one of them. 
Let us get prepared for the next section by making the following observation. 
Lemma 3. Let G be lsb and npd*(G) +caO. Then, for every O<e<eeA, 
A = &(c) as in Lemma 2, there are a.s. at least en G-free vertices in K(n, p). 
Proof. We already know that E(X,(G)In) = P(N, = O)-+e-* (see Lemma 2). 
From the proof of Theorem 1 it follows that Var X,(G) = o((EX,(G))‘). Hence, 
by Chebyshev’s inequality 
P(X,(G) < en) s P(IX,(G) - EX,(G)I > EX,(G) - En) 
s Var X,(G)/(EX,,(G) - en)‘. Cl 
3. Almost perfect G-matchings 
A subgraph of a graph F whose every connected component is isomorphic to a 
graph G is called a G-matching in F. We say that K(n, p) has an almost perfect 
G-matching (APMG) if for every E > 0 the probability that its largest G-matching 
has less than (1 - e)n vertices tends to 0 as n += m. Roughly speaking one can 
cover n - o(n) vertices of K(n, p) by disjoint copies of G a.s. 
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For every graph G denote 
4’3 
d*(G) = ,G( _ 1 ___ and m*(G) = :I; d*(H). 
_J 
We call graph G strongly balanced if d*(G) = m*(G). Note that every strongly 
balanced graph is balanced. We call graph G strictly strongly balanced (ssb) if 
d*(H) <d*(G) f or all proper subgraphs H of G. Note that every ssb graph is lsb 
(see Section 2). Also, every graph G contains a subgraph H such that H is ssb and 
d*(H) = m*(G). Applying to H Lemma 3 we realize that for npm’(“) < c, with c 
chosen so small that 
e-*H(c) > 1 - IEfl/lGj, 
K(n, p) has no APMG. Indeed, for any .sl satisfying 
1 - IkZl/lGl < E, < e-Arr(c) 
there are at most 
(l-&L(l-e)n & =l-(l-E)M 
WI 
2, 2 
’ WI 
copies of G a.s. If G itself is ssb then the above argument goes through for any c. 
Observe also that the formula for n,(c) simplifies when H is ssb. Then 
n,(c) = @-i IH(/IA(H)I, 
where A(H) is the automorphisms group of H. Hence we arrived at the following 
theorem. 
Theorem 3. There is a constant c > 0 such that for np”*(G) s c, K(n, p) has no 
APMG. If G in ssb then the above statement is true for any c > 0. 
We supplement this ‘negative’ result with its ‘positive’ counterpart, which, 
however, requires a more involved proof. We call a subgraph H of G extreme if 
d*(H) = m*(G). 
Theorem 4. (a) Zf npm*(G) -+ w then K(n, p) has an APMG. 
(b) If G is not strongly balanced and there is an extreme subgraph which 
contains all the others then there is a constant C > 0 such that for npm*(G) 2 C, 
K(n, p) has an APMG. 
Proof. (a) For every fixed E > 0, the probability that the largest G-matching has 
at most (1 - e)n vertices can be bounded by 
2”P(K( lenj, P) $ G). 
Let us apply Lemma O(b) with A being the collection of edge sets of all copies of 
G one can find in the complete graph KL,,. Hence we can further bound the 
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above probability by 
2” exp -CIFFG n’H’pe(H) 
I I 
, 
_ 
where C1 depends on G and E. But n’Hlpe(H) 2 ~~(~)‘~*n(n’-~*(~)‘~*)~~~-’ > 
““‘*n, where o = np”’ 
E) tends to 0 as 12 + 03. 
+ a~ and m* = m*(G), and therefore the above quantity 
(b) Let H be the largest extreme subgraph of G. We will generate a random 
graph K(n, p -p*/4) in two rounds by creating two independent instances of 
K(n, p/2), say red and blue, on the same vertex set and then taking their union. 
For every E > 0, the property that the largest G-matching has at least (1 - s)n 
vertices is increasing; so it is enough to prove statement (b) just for K(n, 
p -p*/4). Fir t s , we claim that for C large enough there are at least n/ICI disjoint 
red copies of H. This follows the lines of the proof of part (a). The only difference 
is that instead of w + 0~1 we have a constant which depends on G and C and grows 
with C unboundedly. 
Next we fix [n/lGl] disjoint red copies of H and perform the blue generation. 
We try to extend each fixed copy of H to a copy of G using the blue edges and so 
that the copies of G are mutually disjoint. Suppose that at least EIZ vertices 
remain unmatched. This means that there is a set X of [en/lGI] copies of H 
(among those which have been fixed) and a set V of l(lGl - IHI)cn/lGl] vertices 
disjoint from X such that no element of X can be extended in V to a copy of G. 
The probability of the last event can be bounded by 
22”“G’P( Y = O), 
where Y counts such extensions for given X and V. To bound P(Y = 0) we use 
again Lemma O(b) with A being the collection of edge sets E(G,) - E(&) where 
Ho runs over 2 and Go runs over all copies of G which contain an element of X 
and have exactly ICI - IHI vertices in V. Due to the choice of H, 
,rl’3-IHI 
P 
e(G’)-e(H)_, a, 
for all HE G’ E G, and n’Gol-lpe(Go)+ m for all Go n H = 0. This is important, 
since 
EY = (&12) ICI-_IHI+l e(G)+(H) P 
where 
? =H&&G (En) 
~~~G~-IHI)-~~G’I-IHI)+~ 2e(G)-2e(H)-(e(G’)-e(H)) 
P , 
7 = ,,c,=, (&n) 
*WI-IHI)-IGol+* WC)-B(H)-dGo) P 
G,,cG 
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Hence P(Y = 0) < e-O” for some w = m(n)+ ~0 as n + w. 
proof except that we owe a formal explanation of what we 
red copies of H. 
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This completes the 
mean by ‘fixing’ the 
Let ME be the event that the largest G-matching in K(n, p - p2/4) has at most 
(1 - .s)n vertices and let B be the event that there are at least n/ICI disjoint red 
copies of H. Let us number all possible collections of ]n/lGl] disjoint copies of H 
one can find in K,, by consecutive integers 1,2, . . . ,f =f(n, H). Denote by Bi 
the event that the ith collection is present in the red K(n, p/2) while no jth 
collection for i = 1, . . . , i - 1 is, i = 1, . . . ,f. We have P(M,) = P(M, rl B) + 
o(l) = C{==, P(M, fl Bi) + o(l). 
Denote finally by Ci the event that there are subsets X and V in respect to the 
ith collection with the property described above. Note that Cj depends only on 
the blue edges and therefore is independent of Bi. Also, M, n Bi implies Ci n B;. 
Thus, 
P(M,) < 5 P(Ci)P(Bi) + o(1) = P(C,)P(B) + O(I). 
i=l 
But we have just proved that P(B)+ 1 and P(C,)-tO. 0 
Comments. (1) Regardless the structure of G, for every E > 0, there is C > 0 
such that if n~~*(~) 2 C then P(M,) + 0. 
(2) Part (a) of Theorem 4 was proved, for G = K,, in [5]. 
4. Perfect G-matchings 
In this final section we prove two upper bounds on the threshold for PM, the 
property of having a perfect G-matching. Both proofs incorporate a classic result 
of Erdiis and RCnyi which we state now as a lemma. 
Lemma 4 ([3]). Let K( n, n, p) be a bipartite random graph defined similarly to 
K(n, P). If 
np - logn+w 
then 
lim P(K(n, n, p) has a perfect matching) = 1. 
?I+” 
Let G be a connected graph with at least one edge. A graph F is said to have a 
perfect G-matching if it contains a spanning subgraph H, i.e., V(H) = V(F), 
whose each connected component is isomorphic to G. 
Theorem 5. Let D(G) = max{a(H): HE G}, where 6(H) stands for the mini- 
mum degree in H. If 
np D(G)-logn+co 
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then 
lim P(K(JGJ n, p) has a perfect G-matching) = 1. 
n-m 
To prove the result we need yet another lemma. 
Lemma 5. There exists a labeling of vertices of G, vl, . . . , v,~,, such that 
max{d&v,& do-,,,,(v,~~-~)~ dc-,,G,-V,c;,-,(v,CI-2), . . . ,> = D(G), 
where G - v is the graph obtained from G by removing vertex v together with all 
incident edges and d,(v) is the degree of vertex v. 
Proof. Let H c G be such that 6(H) = D(G). Denote Hi = G - vlc, - . . . - v~+~. 
Assume v,~,, . . . , vi+, are already chosen. As vi take a vertex with minimum 
degree in Hi. This way the maximum in question does not exceed D(G). Let Vj be 
the first vertex in v,o,, . . . , v1 which belongs to H. Then 
6(H) c dH(v) s dH,(V) = 6(Hj) s 6(H), 
which completes the proof. 0 
Proof of Theorem 5. Let us partition { 1,2, . . . , ICI n} = VI U * . . U V,c,, 1 v] = 
n, i = 1,. . . , JGJ, and define Hi, i = 1, . . . , /Cl - 1, as in the proof of Lemma 5. 
Moreover, denote H$ = VI U - . . U v, i = 2, . . . , 1 G I. We are going to construct a 
random graph K( I G 1 n, p) in ICI - 1 steps, in ith step generating edges from 
W,C21 - W!2) only i = 1 . . , JGI - 1. We will prove that K((GI n,p)[w] has a 
perfect Hz:-matchi’ng almost surely. Let us denote this event by A(‘). Trivially, 
P(A(‘)) = 1. To proceed further we need some more notation. Let My’, MY’, . . . 
be all perfect Hi-matchings in the complete graph on @. Moreover, let us 
introduce the following events: 
A(‘)-‘M,“’ appears in K(n, p)[W$, 
Ay)-‘Ay’ and none of Ay’, . . , , Aj!JI’, 
B,(‘)--‘there exists I such that Mj’+‘) appears in K(n, p)[Wi+,] and 
MI’+“[q] = Mi”‘, i.e., MI(‘+‘) extends My’, i = 1, . . . , ICI - 1.’ 
Under this notation 
so 
P(A(‘+‘)) > c P(A(‘+‘) n A?)) 3 c p@” f-J A?‘) 
= $ p(B(“/AI”)p(A(“) ‘= P(BI”/A(,‘))C P(Aj’)) 
i 
= P(B’I’/AY))P(A”‘) , 
ICI-1 
P(ACiG”) 2 n P(B’I”/A’I’)P(A”‘). 
i=l 
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Hence, all we need to prove is that for every i = 1,. . . , ]G( - 1, P(B’,‘)/A?)- 1 
as n -00. To do so, consider a bipartite random graph on n red vertices 
representing the components of M’,, and n blue vertices from Vi+l, with the edge 
probability 
P 
&f,(Ui) ~pW3. 
Now, application of Lemma 4 completes the proof. 0 
Note that D(G) = 1 if G is a tree. It is proved in [7,8] that for every tree T, 
K(( TI n, p) contains a.s. a perfect T-matching as soon as 1 TI np - log n + m. For 
a special class of graphs G we can prove a considerably better result than 
Theorem 5. Let d*(G) and m*(G) be defined as in Section 3. 
Theorem 6. Let 6(G) <m*. There exists C > 0 such that if 
np “‘3C 
lim P(K(IG( n, p) has a perfect G-matching) = 1. 
n--r= (2) 
Proof. Set H = G - U, where d,(v) = 6(G). We will generate a random graph 
K(lG( n, p - p2/4) in two rounds as in the proof of Theorem 4(b). The property 
PMG is increasing, so it is enough to prove (2) for K(lGl n, p -p2/4). First, we 
claim that there are at least n disjoint copies of H in the red part a.s. Suppose the 
opposite event happened. 
Then there must be an n-vertex H-free red subgraph. The probability of such 
an event can be bounded by 
21G’“P(K(n, p/2) $I H). 
Now we apply Lemma O(b) with A being the collection of edge sets of all copies 
of H one can find in the complete graph K,. Hence, we can further bound the 
above probability by 
2’“‘” exp -C,min n’F’pe(F) , 
F=H I 
where C, depends on G only. But 
and therefore we finally get the bound 2’G’ne--C2n, which converges to 0 for C 
large enough. 
Now we ‘fix’ n disjoint copies of H in the red K(lG( n, p/2) and generate the 
blue K((G( n, p/2) on the same vertex set. We treat these fixed copies of H as 
green vertices and the remaining vertices as yellow vertices of a random bipartite 
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graph in which each edge appears if and only if the corresponding copy of H 
together with the corresponding vertex form a copy of G. Hence, the edge 
probability is of order p*(c) >> n-l+& for some E >O and, by Lemma 4, there is a 
perfect matching as. Altogether, K(lGl IZ, p -p2/4) contains a perfect G- 
matching a.s. and so does K(lGl n, p). (We omit the conditional argument similar 
to that in the proof of Theorem 4(b).) q 
Remark. Comparing Theorems 3 and 6 we see that for graphs G satisfying 
6(G) <m*(G), n-l’m*(G) is the narrowed threshold for the property PMG. On 
the other hand, a brief analysis of the statements of Theorems 1 and 2 indicates 
that for these graphs the threshold for the property COV, is of different (lower) 
order of magnitude. For trees, however, the sharp threshold for either property is 
(l,l, logn) as shown in [7,8] (p roving that for a given tree T, if np - log n -, m 
then a.s. every vertex of K(n, p) lies in a copy of T is an easy exercise). 
Thus the following problem arises. 
Problem. Characterize those graphs G for which thresholds for PMG and COV, 
coincide. 
I strongly believe that this is the case of ssb graphs. Actually, in view of 
Theorem 3, another necessary condition, say S (;, for a graph on IG I r~ vertices to 
satisfy PMG seems to be asymptotically sufficient. It says: 
(S,) For all H s G, for which d*(H) = m*(G), at least IHI n vertices are in 
copies of H. 
Conjecture. Thresholds for PMG and S, coincide for all graphs. 
Clearly, for G ssb, S, equals COVc and if the above conjecture is true then, 
in particular, triple (r - 1, (5), (r - l)! logn) is the sharp threshold for PM, 
(compare Corollary 2, Section 2). 
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