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Abstract
We consider classical solutions of the inviscid Surface Quasi-geostrophic equation that
are a small perturbation ǫ from a radial stationary solution θ = |x|. We use a modified
energy method to prove the existence time of classical solutions from 1
ǫ
to a time scale of
1
ǫ
4 . Moreover, by perturbing in a suitable direction we construct global smooth solutions,
via bifurcation, that rotate uniformly in time and space.
1 Introduction
The Surface Quasi-geostrophic equation (SQG) is an active scalar equation
∂tθ + u · ∇θ = 0
for θ : R2 × R→ R, where the incompressible velocity is related to θ by
u(x, t) = −∇⊥Λ−1θ(x, t)
and the non-local operator is defined by Λ = (−∆) 12 .
This equation has a geophysical origin (see [7, 19, 29, 26] for more details) and its math-
ematical analysis was initially studied by P. Constantin, A. Majda and E. Tabak in [7] moti-
vated because its similarity with the 3D Euler equations and as a candidate model for a finite
time front formation (see also [5]).
The local well-posedness of solutions in Hs of the SQG equation is well understood. The
standard energy estimates for SQG gives
d
dt
||θ||2Hs ≤ (||∇u||L∞ + ||∇θ||L∞) ||θ||2Hs .
Since the velocity u is a singular integral operator with respect to the active scalar θ we can
close the a priori estimates for s > 2 which yields a local time of existence. The goal of this
paper is to construct solutions of SQG that extend in time the existence of classical solutions
of initial size ǫ beyond the hyperbolic existence time O
(
1
ǫ
)
.
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1.1 Previous results on long time existence of smooth solutions of SQG
However very few results are known about the global regularity or long time behaviour of
smooth solutions. Global existence of weak solutions in L2 was shown by Resnik in [30] (see
also [27, 2] for a lower regularity class and [8] in the case of a bounded domain). For higher
regularity solutions Dritschel [14] constructed global solutions that have C
1
2 regularity. Later,
in [4], the existence of rotating solutions is proven by Castro et al. with C4−regularty and
3−fold symmetry, and in [18] Gravejat and Smets showed the existence of travelling waves. In
both [4] and [18] the solutions are smooth and have compactly supported θ. In the opposite
direction Kiselev and Nazarov, in [23], proved arbitrary bounded growth of high Sobolev
norms on finite time intervals in the case of periodic solutions and Friedlander and Shvydkoy
[16] showed the existence of unstable eigenvalues of the spectrum.
It is an open problem whether the SQG equation, from a smooth initial data, develops fi-
nite time singularities or not. Numerical simulations suggested, see [7], the possible formation
of singularties with a hyperpolic saddle scenario which later Ohkitani and Yamada [28] and
Constantin et al [9] suggested that the growth was double exponential. Co´rdoba [10] ruled out
a blow-up for this scenario and bounded the growth by a quadruple exponential. Which was
further improved by Co´rdoba and Fefferman [11] to a double exponential. Many years later,
with bigger computational power and improved algorithms Constantin et al. [6], showed no
evidence of the existence of singularities under the same hyperbolic scenario. Moreover, they
observed the depletion of the hyperbolic saddle past the previously computed times.
1.2 Radially homogenous solutions and main results
The aim of this paper is the study of the time of existence of certain smooth solutions which
are small perturbations of a stationary radial solution θ = |x|. These solutions will have a
m-fold symmetry (with some m ≥ 3) of the form
θ(x, t) = C|x|+ |x|G(α, t),
where α = arg(x) and G is a 2π−periodic function with the symmetry assumption
G(α, t) =
∑
|n|≥1
Gmn(t)e
imnα.
These unbounded solutions were studied by T. Elgindi and I-J. Jeong in [15], in the case
C = 0. They prove local well-posedness for G(α, 0) ∈ Ck,α with k ≥ 0 and 0 < α < 1.
The radially homogeneous structure of these solutions allows us to obtain a 1D equation
for G in the same spirit as in [3] (see also [15]) where the solutions have the form
θ(x1, x2, t) = x2g(x1, t).
Let f(α, t) = G(α − 2ct, t) where c is a certain constant. Then f satisfies the following
equation
∂tf + C∂αSf = 2Sf∂αf − f∂αSf,
with
Sf(α) =
∫ 2π
0
S(α− β)f(β)dβ,
S(α) = − 1
8π
(1 + 3 cos(2α)) log(1− cos(α)).
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It was shown in [15] that the possible existence of finite time singularities for this 1D
model with C = 0 leads to a singularity formation in the class of Lipschitz solutions with
compact support to the SQG equation.
The motivation of our paper is to study the lifespan of these radially homogeneous solu-
tions for C 6= 0 and for a small perturbation of the stationary radial solution θ = |x| (G = 0).
Our first main result shows that an ǫ perturbation of G = 0 gives the existence of a solution
of the following equation
∂tf + ∂αSf = 2Sf∂αf − f∂αSf, (1)
for a time T ∼ 1ǫ4 . We emphasis that standard methods yield local existence for (1) for times
T ∼ 1ǫ .
Theorem 1 There is ǫ0 > 0 such that if s ≥ 16, m ≥ 3, f0 ∈ Hs (T) with zero mean and
m−fold symmetry, i.e.,
f0
(
α+
2π
m
)
= f0 (α) ∀α ∈ T
and ‖f0‖H16(T) = ǫ ≤ ǫ0, then there are T ≈ ǫ−4 and a solution f ∈ Ck
(
[0, T ],Hs−k (T)
)
,
0 ≤ k < s− 1/2, to the equation
∂tf + ∂αSf = N(f) := 2Sf∂αf − f∂αSf,
such that ‖f(t)‖H16(T . ǫ for all t ∈ [0, T ].
The second result of this paper deals with the existence of travelling solutions for equation
(1) which yields unbounded Lipschitz rotating solutions for SQG.
Theorem 2 For each c > 0 and integer m ≥ 3 there is an open interval I containing 0 such
that for all ξ ∈ I, there is a m-fold symmetric travelling wave solution fm,ξ of the equation
(1) such that fm,ξ is analytic in the strip {α : |Imα| < c}.
1.3 Main ideas of the proofs
In this section we give a brief description of the strategy and main ideas used in the proofs
of Theorem 1 and 2.
1.3.1 Strategy of the proof of Theorem 1: On Normal Forms
The dispersion is the main mechanism used in Theorem 1 to extend the time of existence of the
perturbed stationary radial solution. Similar mechanism was used to study the dynamics of
patch-type solutions (i.e. piecewise constant solutions) of SQG. The dynamics of the contour
of these patches satisfy a time reversible quasilinear dispersive equation. Global stability of
the half-plane patch stationary solution, under small and localized perturbations, was proven
in [12] with a more singular SQG velocity. See also [20, 21] for globally asymptotically stable
solutions on different related models describing the dynamics of an SQG patch-type solution.
There is, however, a proof in [24] of finite-time singularities for a patch in the presence of a
boundary for a less singular SQG velocity (see also [17]).
The equation for the radially homogeneous solution of the SQG equation can be trans-
formed into a nonlinear dispersive equation
∂tf + ∂αSf = N(f) := 2Sf∂αf − f∂αSf,
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where S is a Fourier multiplier defined by
F(Sf)(n) = |n|
2 − 1
|n|3 − 4|n| fˆ(n)
and the nonlinearity N(f) is a quasilinear one because it involves taking one derivative of f .
If one runs energy estimates directly, then the loss of derivatives can be avoided by integrating
by parts in space, and we get a lifespan of ≈ ǫ−1 because the nonlinearity is a quadratic one.
We can, however, do better by taking advantage of the dispersive effect of the linear part
∂tf + ∂αSf = 0. It was first observed by Poincare´ in the context of ordinary differential
equations (see [1]) that if the linear evolution
∂tf +Af = 0
is non-resonant, in the sense that for any three eigenvectors f1, f2, f3 of A, the corresponding
eigenvalues λ1, λ2 and λ3 satisfy the condition
λ1 + λ2 6= λ3,
then any equation of the form
∂tf +Af = Q(f, f)
where Q(f, f) is a quadratic form in f , can be transformed into one of the form
∂tg +Ag = C(g, g, g)
where g − f is a quadratic form in f , and C(g, g, g) is a form at least cubic in g. Then the
growth of ‖g‖ can be estimated by
d
dt
‖g(t)‖ . ‖g(t)‖3
giving a lifespan of ≈ ǫ−2.
The above process is called the “normal form transformation”. It was extended to the
case of partial differential equations by Shatah [31]. In this setting it is sometimes more
convenient to reformulate the normal form transformation as integration by parts in time as
follows: Let iλ be the multiplier of A = S∂α, that is,
F(∂αSf)(n) = iλ(n)fˆ(n).
Then the linear evolution is
fˆ(·, t)(n) = e−itλ(n)fˆ(·, 0)(n).
Putting this in the right-hand side, the nonlinearity becomes
F(N(f, t))(n) =
∑
n1+n2=n
cn1,n2 fˆ(n1, t)fˆ(n2, t)
=
∑
n1+n2=n
cn1,n2e
−it(λ(n1)+λ(n2))fˆ(n1, 0)fˆ(n2, 0).
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where cn1,n2 are constants computable from the expression of N . Hence, to the second order,
we have that
fˆ(·, t)(n) = e−itλ(n)fˆ(·, 0)(n)
+
∫ t
0
∑
n1+n2=n
cn1,n2e
−itλ(n)+is(λ(n)−λ(n1)−λ(n2))fˆ(n1, 0)fˆ(n2, 0)ds.
If for all n = n1 + n2 we have that
λ(n) 6= λ(n1) + λ(n2)
then we can integrate the right-hand side by parts and get
fˆ(·, t)(n) = e−itλ(n)fˆ(·, 0)(n)
+
∑
n1+n2=n
cn1,n2
e−it(λ(n1)+λ(n2)) − e−itλ(n)
λ(n)− λ(n1)− λ(n2) fˆ(n1, 0)fˆ(n2, 0)ds
with an error of the form ∫ t
0
O(f(s)3)ds
yielding a lifespan ≈ ǫ−2.
Going further, if for all n = n1 + n2 + n3,
λ(n) 6= λ(n1) + λ(n2) + λ(n3)
then one can apply the normal form transformation to obtain an evolution equation whose
right-hand side is quartic, and a lifespan ≈ ǫ−3 can be shown. More generally, if the normal
form transformation can be iterated n times, then one can prove a lifespan ≈ ǫ−n−1.
Unfortunately in our case, the linear operator is A = ∂αS satisfies the first non-resonance
condition, but fails the second. The failure is mild, however, in the sense that all the tuples
(n1, n2, n3) satisfying
λ(n) = λ(n1) + λ(n2) + λ(n3)
are degenerate, i.e., (n1, n2, n3) = (k,−k, l) or (k, l,−k) or (l, k,−k). In this case, according
to Theorem 4.3 in [22], the equation can be rewritten in the form
∂tg + ∂αSg = Q(g, g)g + terms at least quartic in g.
where Q(g, g) is a Fourier multiplier whose coefficients depend on g, or, an “integrable sym-
bol” as defined in Section 5 of [25], which usually does not cause trouble in L2-based energy
estimates. This effectively amounts to the second application of the normal form trans-
formation. It happens that the third non-resonance condition is also satisfied, i.e., for all
n = n1 + n2 + n3 + n4,
λ(n) 6= λ(n1) + λ(n2) + λ(n3) + λ(n4)
and one more iteration of the normal form transformation yields a lifespan ≈ ǫ−4. It remains
an interesting question if one more iteration of the normal form transformation is possible,
which boils down to a Diaphantine equation whose nontrivial integer solutions seem quite
illusive.
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1.3.2 Strategy of the proof of Theorem 2: Bifurcation
In order to prove theorem 2 we look for solutions to the equation (1) of the form f(α, t) =
h(α+ vt) which yields the equation
vh′ + Sh′ = 2Shh′ − fSh′,
where now the unknowns are the speed of the way v and the 2π−periodic function h. In order
to solve this equation we will bifurcate in the parameter v from h = 0 using the Crandall-
Rabinowitz theorem [13].
1.4 Outline of the paper
We start in section 2 showing a suitable setting for these solutions that are rotationally
symmetric around the origin. Part of this task was already done in [15] by T. Elgindi and
I-J. Jeong. For sake of completeness we will give all the details of derivation of equation (1)
from SQG. In section 3 we analyze the dispersion relation and resonances. In section 4 we
introduce some technical tools that will be used in section 5 to prove Theorem 1. Finally, in
section 6, we will show Theorem 2.
2 The equation of motion
In this section we derive the equation for G(α, t) in order to obtain solutions of the form
θ(x, t) = |x|+ |x|G(α, t). First of all, we have to understand the operator Λ−1 acting on this
kind of unbounded functions. The part involving the term |x|G(α, t) was already consider by
T. Elgindi and I-J. Jeong in [15]. We present here all the details of a different derivation for
sake of completeness.
The equation of motion is
∂tθ + u · ∇θ = 0, u = −∇⊥ψ, ψ = Λ−1θ. (2)
Here the operator Λ =
√−∆.
In R2 the operator Λ−1 is given by
Λ−1θ(x) =
1
2π
∫
R2
θ(y)
|x− y|dy (3)
for functions θ(x) which decay fast enough at the infinity. As explained in the introduction
we will study solutions of (2) of the type
θ(x, t) = |x|+ |x|G(α, t),
where α is the argument of x and G(α, t) is a real function such that
G(α, t) =
∑
|n|≥3
Gn(t)e
inα.
Because the lack of decay at the infinity of these function we can not use the representation
(3) for Λ−1. Instead of that we will use a different representation that we introduce below.
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We will use polar coordinates
x(ρ, α) = ρ(cos(α), sin(α)),
eρ = (cos(α), sin(α)), eα = (− sin(α), cos(α)),
∇ = eρ∂ρ + 1
ρ
eα∂α.
We will also use the notation f(ρ, α) = f(x(ρ, α)) for a general function f : R2 → R.
Then ψ(x) = Λ−1newθ(x) will be given by
ψ(ρ, α) = Λ−1newθ(x(ρ, α)) =
1
2π
P.V.
∫ ∞
0
∫ 2π
0
k(ρ, s, α, β)θ(s, β)dβsds, (4)
where
k(ρ, s, α, β) =
1√
ρ2 + s2 − 2ρs cos(α− β) −
1√
ρ2 + s2
− ρ
ρ2 + s2
cos(α− β)
− 3
2
ρ2
(ρ2 + s2)
3
2
cos2(α− β) +A ρ
4
(ρ2 + s2)k
,
where P.V. means the principal value at the infinity, and A ∈ R, k ≥ 3 are suitable constants
we will next choose so as to guarantee that
Λ−1newΛ
−1
newθ(x(ρ, α)) = (−∆)−1θ(x(ρ, α)).
We compute the left-hand side. For the kernel we have that
k(ρ, s, α, β) = O(s−4),
k(ρ, s, α, β) − ρ
3
(ρ2 + s2)2
(
−1
2
+
5
2
cos2(α− β)
)
cos(α− β) = O(s−5)
for s→∞ and then, by using (4),
Λ−1new|x(ρ, α)| = c1(A, k)ρ2,
with the constant c1(A, k) given by the absolutely convergent integral
c1(A, k) =
1
2π
P.V.
∫ ∞
0
∫ 2π
0
k(1, s, 0, β)dβs2ds =
1
2π
∫ 2π
0
∫ ∞
0
k(1, s, 0, β)s2dsdβ
= d1 + d2(k)A, where d2(k) =
(2k − 5)!!
4(2k − 2)!! =
1 · 3 · · · (2k − 5)
4(2 · 4 · · · (2k − 2)) .
One more application of the operator Λ−1new gives
Λ−1newΛ
−1
new|x(ρ, α)| = c1(A, k)Λ−1new|x(ρ, α)|2 = c1(A, k)c2(A, k)ρ3,
with the constant c2(A, k) given by the absolutely convergent integral
c2(A, k) =
∫ 2π
0
1
2π
∫ ∞
0
(
k(1, s, 0, β) − 1
(1 + s2)2
(
−1
2
+
5
2
cos2(α− β)
)
cos(α − β)
)
s3dsdβ
= h1 + h2(k)A, where h2(k) =
1
4π(k − 1)(k − 2) .
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Then p(A, k) ≡ c1(A, k)c2(A, k) can take values in [pmin,+∞), where pmin = −d
2
1
2
h2(k)
d2(k)
−
h21
2
d2(k)
h2(k)
. From (2k−1)!!(2k)!! >
1
2 · (2k−2)!!(2k−1)!! we deduce that (2k−1)!!(2k)!! > 12√k , so
h2(k)
d2(k)
= O(1/
√
k) and
by taking k large we can make it as small as we want. Therefore there exist k∗ and A∗ such
that p(A∗, k∗) = −19 . For these values of A and k we have that
Λ−2new|x(α, ρ)| = (−∆)−1|x(α, ρ)| = −
1
9
ρ3.
In addition, for Λ−1new (|x|G(α, t)) we have that, by dominated convergence,
Λ−1new (|x|G(α, t)) = Λ−1new
(
lim
ǫ→0
e−ǫ|x|
2 |x|G(α, t)
)
= lim
ǫ→0
Λ−1new
(
e−ǫ|x|
2 |x|G(α, t)
)
.
Similarly
Λ−1newΛ
−1
new (|x|G(α, t)) = Λ−1new lim
ǫ→0
Λ−1new
(
e−ǫ|x|
2 |x|G(α, t)
)
= lim
ǫ→0
Λ−1newΛ
−1
new
(
e−ǫ|x|
2 |x|G(α, t)
)
Because the first three Fourier modes of G(α) are zero we have that Λ−1new
(
e−ǫ|x|2|x|G(α, t)
)
=
Λ−1
(
e−ǫ|x|2 |x|G(α, t)
)
. Also the three first modes of Λ−1
(
e−ǫ|x|2 |x|G(α, t)
)
will be zero and
then
Λ−1newΛ
−1
new
(
e−ǫ|x|
2 |x|G(α, t)
)
= Λ−2
(
e−ǫ|x|
2|x|G(α, t)
)
= (−∆)−1
(
e−ǫ|x|
2 |x|G(α, t)
)
.
And from here we have that
Λ−1newΛ
−1
new (|x|G(α, t)) = (−∆)−1 (|x|G(α, t)) .
Then for function of the type θ(x) = |x| + |x|G(α), with G(α) =∑|n|≥3Gneinx, satisfies
Λ−2newθ(x) = (−∆)−1θ(x). From now on we will remove the subscript ”new” in the Λnew.
Plugging in (2) the ansatz θ(x, t) = |x|+ |x|G(α, t) we have that
|x|∂tG(α, t) −∇⊥Λ−1|x| · ∇ (|x|G(α, t)) −∇⊥Λ−1 (|x|G(α, t)) · ∇|x|
−∇⊥Λ−1 (|x|G(α, t)) · ∇ (|x|G(α, t)) = 0.
That in radial coordinates reads
ρ∂tG(α, t) − 2cρe⊥ρ · ∇(ρG(α, t)) − er · ∇⊥Λ−1 (ρG(α, t))
= ∇⊥Λ−1(ρG(α, t)) · ∇ (ρG(α, t)) ,
that we can write
ρ∂tG(α, t) − 2cρ∂αG(α, t) + 1
ρ
∂αΛ
−1 (ρG(α, t)) =
∂ρΛ
−1(ρG(α, t))∂αG(α, t) − 1
ρ
∂αΛ
−1(ρG(α, t))G(α, t). (5)
Note that k(ρ, s, α, β) only depends on ρ, s and α− β, so
Λ−1(ρG(α, t)) =
1
2π
∫ ∞
0
∫ 2π
0
k(ρ, s, α, β)s2G(β, t)dsdβ
= ρ2
∫ 2π
0
K(α− β)G(β, t)dβ ≡ ρ2KG(α, t)
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where
K(α− β) = 1
2π
∫ ∞
0
k(1, s, α, β)s2ds.
We can compute that
K(α) = d2(k)A− 1
8π
(6− 2π + cos(α)) cos(α)− 1
8π
(1 + 3 cos(2α)) log(1− cos(α)).
For function G(α, t) =
∑
|n|≥3 Gˆne
inα we have that
KG(α, t) = SG(α, t) ≡
∫ 2π
0
S(α− β)G(β, t)dβ (6)
with
S(α) = − 1
8π
(1 + 3 cos(2α)) log(1− cos(α)).
Then we can write (5)
∂tG− 2c∂αG+ ∂αSG = 2SG∂αG−G∂αSG.
Let f(α, t) = G(α− 2ct, t), which yields (1).
3 Dispersion relation
In this section we compute de Fourier transform of the function
S(α) = − 1
8π
(1 + 3 cos(2α)) log(1− cos(α)).
We will use as definition of the Fourier transform, for a 2π−periodic function f ,
fˆn =
1
2π
〈f, e−inx〉 = 1
2π
∫ π
−π
f(x)e−inxdx.
Thus
f(x) =
∞∑
n=−∞
fˆne
inx.
In addition, if f is a real and even function
f = fˆ0 + 2
∞∑
n=1
fˆn cos(nx).
By Gradshteyn and Ryzhik 1.441 (2),
ln(1− cosα) = −2
∑
n≥1
cosnα
n
− ln 2
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so
(3 cos 2α+ 1) ln(1 − cosα) = −
∑
n≥1
6 cos 2α+ 2
n
cosnα− (3 cos 2α+ 1) ln 2
= −
∑
n≥1
3(cos(n+ 2)α+ cos(n− 2)α)
n
−
∑
n≥1
2 cosnα
n
− (3 cos 2α+ 1) ln 2
= −6 cosα−
(
7
4
+ 3 ln 2
)
cos 2α− 3
2
− ln 2−
∑
n≥3
(
3
n− 2 +
3
n+ 2
+
2
n
)
cosnα
= −6 cosα−
(
7
4
+ 3 ln 2
)
cos 2α− 3
2
− ln 2−
∑
n≥3
8(n2 − 1)
n3 − 4n cosnα
Therefore, for n ≥ 3
((3 cos 2α+ 1) ln(1− cosα))̂n = −4
|n|2 − 1
|n|3 − 4|n|
and
Sˆn =
1
2π
|n|2 − 1
|n|3 − 4|n| ,
which behaves like 12π|n| , for |n| → ∞.
We summary this section in the following lemma
Lemma 1 Let S be the operator given by (6) and f a 2π-periodic C1-function. Then, for
|n| ≥ 3,
Ŝfn =
|n|2 − 1
|n|3 − 4|n| , (7)
and
∂̂αSf = iλ(n),
with
λ(n) =
(
1 +
3
n2 − 4
)
sgnn.
Proof: Notice that f̂ ◦ gn = 2πfˆngˆn. 
Remark 1 We notice that G in [15]-section 4.2 and Sf in this paper must be the same. In
[15]-Lemma 4.4 is obtained
Gˆk =
1
−|k| − 3|k|
k2−1
fˆk, |k| ≥ 2,
which does not agree with (7). However in [15], in the proof of Lemma 4.4, is used that
1
2π
∫
G(θ)−G(θ)
2 sin2
(
θ−θ
2
)dθ = −Λθ.
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Unfortunately, the minus sign is wrong in that formula. In order to check it one can notice
that ΛG at the maximum of G must be positive. With the correct sign Elgindi and Jeong
obtain
|k|︸︷︷︸
from Λ with the correct sign
+
−3|k|
k2 − 1︸ ︷︷ ︸
from the last integral in pag. 40 divided by 2π
Gˆk = fˆk
which agrees with (7).
3.1 Analysis of resonances
In this section we shall study the resonances of the linear part of equation (1) which is given
by ∂αSf . Here S is the operator in (6) whose multiplier can be found in lemma 1. Indeed
we will show that there are no 3, 4 or 5 wave resonant interactions, except 4 wave degenerate
interactions.
Lemma 2 Let n1, . . . , np ∈ Z and each nj satisfy |nj| ≥ 3. Let λ(n) as in lemma 1. The
following hold:
(i) If p = 3, 5 and n1 + · · · + np = 0 then
|λ(n1) + · · ·+ λ(np)| & 1.
(ii) If p = 4 and the tuple (n1, n2, n3, n4) is not totally degenerate, i.e., is not a permutation
of (k,−k, l,−l) for some k, l ∈ Z, then
|λ(n1) + · · ·+ λ(n4)| & min(|n1|, . . . , |n4|)−4.
Proof: (i) If p = 3, without loss of generality assume n1 and n2 > 0. Then
λ(n1) + λ(n2) + λ(n3) = λ(n1) + λ(n2)− λ(n1 + n2) > 2− 8
5
=
2
5
.
If p = 5, without loss of generality we can assume n1, n2, n3 > 0 and n4 ≥ n5. If n4 > 0
then
λ(n1) + λ(n2) + λ(n3) + λ(n4) + λ(n5) > 4− 8
5
> 2.
If n5 ≤ n4 < 0 then n4 + n5 = −n1 − n2 − n3 ≤ −9, so n5 ≤ −5 and
λ(n1) + λ(n2) + λ(n3) + λ(n4) + λ(n5) > 3− 8
5
− 8
7
=
9
35
.
(ii) Without loss of generality we assume n1, n2 > 0 and n3 ≥ n4. If n3 > 0 then
λ(n1) + λ(n2) + λ(n3) + λ(n4) > 3− 8
5
> 1.
If n4 ≤ n3 < 0 then we can further assume |n2| ≤ |n3| ≤ |n4| ≤ |n1|. In this range
λ(n1) + λ(n2) + λ(n3) + λ(n4) =
∫ −n4
n2
∫ n1+n4
0
λ′′(x+ y)dydx.
If n2 + n3 = 0 then n3 = −n2 and n4 = −n1, and we get totally degenerate interactions.
Otherwise −n4 ≥ −n3 ≥ n2 + 1 and n1 + n4 ≥ 1, so using λ′′(x) & 1/x4 for x > 2 we get
λ(n1) + λ(n2) + λ(n3) + λ(n4) ≥
∫ n2+1
n2
∫ 1
0
λ′′(x+ y)dydx &
1
n42
.

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4 Paradifferential operators and remainders
To bound the multilinear terms arising from iterated normal form transformation, we define
some multilinear operators that we will use frequently. Let ∆x denote the difference in the x
variable, i.e., ∆xf(x, . . . ) = f(x + 1, . . . ) − f(x, . . . ), ∆mx be ∆x iterated m times, and |x=a
denote evaluation at x = a.
Definition 1 (Multilinear forms) For p ≥ 3, µ ∈ R and an increasing function ν : N→ R,
let Mµ.νp be the space of p-linear maps M : C∞(T)p → C of the form
M(u1, . . . , up) =
∑
n1+···+np=0,|nj|≥3
m(n1, . . . , np)uˆ1(n1) · · · uˆp(np)
satisfying, for |nj| ≥ 3, N being the largest among |n1|, . . . , |np|, and n being the third largest,
(i) |m(n1, . . . , np)| . Nµnν(0), and
(ii) For m ∈ N+ there is δm > 0 such that if n < δmN and n < |nj|, |nk| then
|∆mx |x=0m(n1, . . . , nj + x, . . . , nk − x, . . . , np)| .m Nµ−mnν(m)
Let
Mµ,νp± = {M ∈Mµ,νp : m(−n1, . . . ,−np) = ±m(n1, . . . , np)}.
Clearly, for α ≥ 0, Mµ,νp(±) ⊂ Mµ+α,ν−αp(±) ⊂ Mµ+α,νp(±) , with the convention that it includes
three versions, one for Mµ,νp , one for M
µ,ν
p+ and one for M
µ,µ
p− .
Lemma 3 Given M ∈M2µ,νp , for µ ≥ s > ν(0) + 1/2 and u ∈ Hµ(T) we have
|M(u, . . . , u)| .s ‖u‖p−2Hs ‖u‖2Hµ .
Proof: Without loss of generality we assume thatm and uˆ take values in R≥0. Let (n1, . . . , np) ∈
Zp, |nj| ≥ 3, and without loos of generality assume |n1| = N . Then |
∑p
k=2 nk| = N , so we
can further assume |n2| & N . In general we can find |nj| = N , |nk| & N and |nl| = n, so
m(n1, . . . , np) . N
2µnν(0) .
∑
1≤j<k≤p
p∑
l=1
l 6=j,k
|nj|µ|nk|µ|nl|ν(0).
When u1 = · · · = up = u, by symmetry we have
|M(u, . . . , u)| .
∑
n1+···+np=0,|nj |≥3
|n1|µ|n2|µ|n3|ν(0)uˆ(n1) · · · uˆ(np)
=
∫ 2π
0
(|∇|µu(x))2(|∇|ν(0)u(x))u(x)p−3
≤ ‖|∇|µu‖2L2‖|∇|ν(0)u‖L∞‖u‖p−3L∞
.s ‖u‖2Hµ‖u‖p−2Hs
thanks to Sobolev embedding and the assumption that s > ν(0) + 1/2. 
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4.1 The normal form transformation
In this section we describe the normal form transformation for multilinear forms that will be
used frequently later. For M ∈Mµ,νp with
M(u1, . . . , up) =
∑
n1+···+np=0,|nj|≥3
m(n1, . . . , np)uˆ1(n1) · · · uˆp(np)
we define
L(M)(u1, . . . , up) =
∑
n1+···+np=0,|nj |≥3
m(n1, . . . , np)
λ(n1) + · · · + λ(np) uˆ1(n1) · · · uˆp(np).
Since the multiplier of ∂αS is iλ, we have that
p∑
j=1
L(M)(u1, . . . ,−∂αSuj, . . . , up) = −iM(u1, . . . , up)
so
d
dt
iL(M)(f, . . . , f) =M(f, . . . , f) +
p∑
j=1
iL(M)(f, . . . , 2fαSf − fSfα︸ ︷︷ ︸
j-th entry
, f).
Lemma 4 Let M ∈Mµ,νp . Then, for p = 3, 5,
M ∈Mµ,νp(±) =⇒ L(M) ∈Mµ,νp(∓).
Proof: To check condition (i) in definition 1, we use Lemma 2 (i) to deduce that∣∣∣∣ m(n1, . . . , np)λ(n1) + · · ·+ λ(np)
∣∣∣∣ . |m(n1, . . . , np)| . Nµ.
Now we check condition (ii) in definition 1. Assume m ∈ N+, n < δ′mN for some δ′m > 0
depending on δ1, . . . , δm, and n < |nj|, |nk|. Let
A(x) = m(n1, . . . , nj + x, . . . , nk − x, . . . , np),
B(x) = λ(n1) + · · ·+ λ(nj + x) + · · · + λ(nk − x) + · · ·+ λ(np).
Then by binomial expansion of the difference,
∆mx |x=0
A(x)
B(x)
=
m∑
l=0
(
m
l
)
∆m−lx |x=lA(x)∆lx|x=0
1
B(x)
.
If δ′m is small enough, then for x ∈ [0,m] and i = 1, . . . ,m we have δi|nj+x| and δi|nk−x| > n.
Since M ∈Mµ,νp ,
|∆m−lx |x=lA(x)| .m Nµ−m+lnν(m−l).
By the fundamental theorem of calculus,
|∆lx|x=0B(x)−1| ≤ sup
x∈[0,l]
|(B(x)−1)(l)|.
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When x ∈ [0,m], nj + x and nk − x & N , so by Lemma 2 (i), |B(x)| & 1 and for l ≥ 1,
|B(l)(x)| .l N−l−2. The same bound holds for the left-hand side, so∣∣∣∣∆mx |x=0A(x)B(x)
∣∣∣∣ .m m∑
l=0
Nµ−m+lnν(m−l)N−l .m Nµ−mnν(m).
Since λ is an odd function, division by λ(n1) + · · · + λ(np) flips the parity. 
When the number of variables, p, is even, for M ∈Mµ,νp we also define
P (M)(u1, . . . , up) =
∑
(n1,...,np)∈Dp,|nj|≥3
m(n1, . . . , np)uˆ1(n1) · · · uˆp(np),
where the summation is over the set of totally degenerate tuples
Dp = {(n1, . . . , np) :∃ a fixed-point free involution σ ∈ Sp such that
nσ(j) = −nj, j = 1, . . . , p}.
Lemma 5 Let M ∈Mµ,νp . Then
(i) P :Mµ,νp(±) →Mµ,νp(±) is a linear projection.
(ii) M ∈Mµ,νp− =⇒ P (M)(f, . . . , f) = 0.
(iii) M ∈Mµ,ν4(±) ∩ kerP =⇒ L(M) ∈M
µ,ν′
4(∓), ν
′(m) = maxml=0(ν(m− l) + 4l + 4).
Proof: (i) We first check that M ∈ Mµ,νp =⇒ P (M) ∈ Mµ,νp . Since the sum is restricted
to Dp, the bound on m is trivial. To show the bound on the derivatives of m, note that if
(n1, . . . , np) ∈ Dp, δm < 1, n < δmN and n < |nj|, |nk|, then σ swaps j and k, which implies
that nk = −nj. Moverover, for all x ∈ N we have nk − x = −(nj + x), so (n1, . . . , nj +
x, . . . , nk−x, . . . , np) ∈ Dp, and the iterated differences in x are unchanged. Hence the bound
on the iterated differences of m remains true. The persistence of parity is trivial.
(ii) Since Dp is invariant under the map (n1, . . . , np) 7→ (−n1, . . . ,−np),
P (M)(f, . . . , f) =
1
2
∑
(n1,...,np)∈Dp,|nj |≥3
(m(n1, . . . , np)fˆ(n1) · · · fˆ(np)
+m(−n1, . . . ,−np)fˆ(−n1) · · · fˆ(−np)).
Since M ∈Mµ,νp− ,
m(−n1, . . . ,−np) = −m(n1, . . . , np).
Since (n1, . . . , np) ∈ Dp, there is σ ∈ Sp such that nσ(j) = −nj, so
fˆ(n1) · · · fˆ(np) = fˆ(nσ(1)) · · · fˆ(nσ(p)) = fˆ(−n1) · · · fˆ(−np).
Hence the two terms in the sum cancel, so the whole sum vanishes.
(iii) By Lemma 2 (ii), for nondegenerate tuples (n1, . . . , n4),∣∣∣∣ m(n1, . . . , n4)λ(n1) + · · ·+ λ(n4)
∣∣∣∣ . m(n1, . . . , n4)min(|n1|, . . . , |n4|)4.
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Now we assume m ∈ N+, n < δ′mN for some δ′m > 0 depending on δ1, . . . , δm, and n < |nj|,
|nk|. Define A(x), B(x) and expand the difference of A(x)/B(x) binomially as before. Then
∆m−lx |x=lA(x) .m Nµ−m+lnν(m−l) and |∆lx|x=0B(x)−1| ≤ sup
x∈[0,l]
|(B(x)−1)(l)|
as before. Since |B(x)| & n−4 and for l ≥ 1, |B(l)(x)| .l N−l−2, it follows that∣∣∣∣∆mx |x=0A(x)B(x)
∣∣∣∣ .m l∑
m=0
Nµ−m+lnν(m−l)N−ln4l+4 .m Nµ−mnν
′(m)
if we let ν ′(m) = maxml=0(ν(m− l) + 4l + 4). 
We also need operators on multilinear forms to track the nonlinearity. For M ∈Mµ,νp we
define
N1(M)(u1, . . . , up+1) =
p∑
j=1
M(u1, . . . , uj∂αSuj+1, . . . , up+1),
N2(M)(u1, . . . , up+1) =
1
(p + 1)!
∑
σ∈Sp+1
p∑
j=1
M(uσ(1), . . . , ∂αuσ(j)Suσ(j+1), . . . , uσ(p+1)).
Lemma 6 Let M ∈Mµ,νp . Then
(a) M ∈Mµ,νp(±) =⇒ N1(M) ∈Mµ,νp+1(∓).
(b) N2(M) ∈Mµ,ν
′
p+1(∓), where ν
′(m) = ν(m+ 1) + 1.
Proof: (a) N1(M).
N1(M)(u1, . . . , up+1) =
∑
n1+···+np+1=0,|nj|≥3
p∑
j=1
m(n1, . . . , nj + nj+1, . . . , np+1)
×iλ(nj+1)uˆ(n1) · · · uˆ(np+1).
Let N (resp. N ′) be the largest among |n1|, . . . , |np+1| (resp. |n1|, . . . , |nj + nj+1|, . . . , |np|),
and n (resp. n′) is the third largest. Then N ′ . N , n′ . n. Condition (i) follows from the
bound
|m(n1, . . . , nj + nj+1, . . . , np+1)λ(nj+1)| . N ′µn′ν(0) . Nµnν(0).
To check condition (ii) we assume m ∈ N+, n < δ′mN for some δ′m > 0 depending on
δ1, . . . , δm, and distinguish several cases.
Case 1: |nj+1| ≤ n. Then the difference acts on the m factor. Since λ is bounded, if δ′m
is small enough then |the m-th difference| .m Nµ−mnν(m).
Case 2: n < |nj|, |nj+1|. Then the difference acts on the λ factor. If δ′m is small enough,
then |∆mλ(nj+1)| .m |nj+1|−m−2 .m N−m−2, so |the m-th difference| .m Nµ−m−2nν(0) ≤
Nµ−mnν(m).
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Case 3: |nj | ≤ n < |nj+1|, |nk|. Binomial expansion of the differnece gives
∆mx |x=0(m(n1, . . . , nj + nj+1 ± x, . . . , nk ∓ x, . . . , np+1)λ(nj+1 ± x))
=
m∑
l=0
(
m
l
)
∆m−lx |x=lm(n1, . . . , nj + nj+1 ± x, . . . , nk ∓ x, . . . , np+1)
×∆lx|x=0λ(nj+1 ± x).
If δ′m is small enough then |the first factor| .m Nµ−m+lnν(m−l) and, by Case 1, |the second
factor| .l |nj+1|−l .l N−l, so |the above| .m Nµ−mnν(m).
(b) N2(M).
N2(M)(u1, . . . , up+1)
=
1
(p+ 1)!
∑
σ∈Sp+1
∑
n1+···+np+1=0,|nj|≥3
p∑
j=1
m(nσ(1), . . . , nσ(j) + nσ(j+1), . . . , nσ(p+1))
×inσ(j)s(nσ(j+1))uˆ(n1) · · · uˆ(np+1),
where s(n) = λ(n)/n ∼ 1/|n| as |n| → ∞. Without loss of generality we assume |n1| ≥ · · · ≥
|np+1|.
We first check condition (i). If σ(j) ≥ 3 then |nσ(j)| ≤ |n3| ≤ n, so
|m(nσ(1), . . . , nσ(j) + nσ(j+1), . . . , nσ(p+1))nσ(j)s(nσ(j+1))| . Nµnν(0)+1.
If {σ(j), σ(j + 1)} = {1, 2} then |nσ(j)s(nσ(j+1))| . |nσ(j)/nσ(j+1)| ≤ p, so
|m(nσ(1), . . . , nσ(j) + nσ(j+1), . . . , nσ(p+1))nσ(j)s(nσ(j+1))| . Nµnν(0).
Now we assume σ(j) ≤ 2 and σ(j +1) > 3. If n ≥ δ′0N (for some δ′0 > 0 depending on δ1)
then
|m(nσ(1), . . . , nσ(j) + nσ(j+1), . . . , nσ(p+1))nσ(j)s(nσ(j+1))| . Nµnν(0)+1/δ′0.
Now we assume n < δ′0N . We pair the terms with σ(j) = 1 and the terms with σ(j) = 2 as
follows:
p∑
j=1
∑
σ∈Sp+1
σ(j)≤2,σ(j+1)≥3
m(nσ(1), . . . , nσ(j) + nσ(j+1), . . . , nσ(p+1))nσ(j)s(nσ(j+1))
=
1
2
p∑
j=1
∑
σ∈Sp+1
σ(j)≤2,σ(j+1)≥3
s(nσ(j+1))(m(nσ(1), . . . , n1 + nσ(j+1), . . . , n2, . . . , nσ(p+1))︸ ︷︷ ︸
A
n1
+m(nσ(1), . . . , n1, . . . , n2 + nσ(j+1), . . . , nσ(p+1))︸ ︷︷ ︸
B
n2).
(8)
Both |A| and |B| . Nµnν(0) while their difference is
A−B =
nσ(j+1)−1∑
l=0
∆x|x=lm(nσ(1), . . . , n1 + x, . . . , n2 + nσ(j+1) − x, . . . , nσ(p+1)). (9)
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If δ′0 is small enough (depending on δ1), |all summands| . Nµ−1nν(1). Since σ(j + 1) ≥ 3,
|nσ(j+1)| ≤ n, so |A− B| . Nµ−1nν(1)+1. Also note that |n1 + n2| = |n3 + · · · + np+1| < pn.
Then the summands in (8) are
s(nσ(j+1))(An1 +Bn2) = s(nσ(j+1))(B(n1 + n2) + (A−B)n1)
whose absolute value . Nµnν(0)+1 +Nµ−1nν(1)+1N . Nµnν(1)+1.
Now we check condition (ii). Again assume |n1| ≥ · · · ≥ |np+1|, m ∈ N+ and n < δ′mN for
some δ′m > 0 depending on δ1, . . . , δm+1. From the ordering it follows that |n1| ≥ |n2| > n ≥
|n3|. Again we distinguish several cases.
Case 1: {σ(j), σ(j+1)} = {1, 2}. Then the difference acts on the factor nσ(j)s(nσ(j+1)). If
δ′m is small enough, then |∆mx (this factor)| .m N−m, so |them-th difference| .m Nµ−mnν(0) ≤
Nµ−mnν(m).
Case 2: σ(j), σ(j + 1) ≥ 3 and σ(k), σ(l) ≤ 2. Then the difference acts on the m
factor, with a bound of Om(N
µ−mnν(m)). If δ′m is small enough then |nσ(j)s(nσ(j+1))| .
|nσ(j)/nσ(j+1)| ≤ p, so |the product| .m Nµ−mnν(m).
Case 3: σ(j) ≥ 3 and σ(j + 1) ≤ 2 (assumed to be 1 without loss of generality). Then
∆mx |x=0(m(nσ(1), . . . , nσ(j) + n1 ± x, . . . , n2 ∓ x, . . . , nσ(p+1))nσ(j)s(n1 ∓ x))
=nσ(j)
l∑
m=0
∆m−lx |x=lm(nσ(1), . . . , nσ(j) + n1 ± x, . . . , n2 ∓ x, . . . , nσ(p+1))
×∆lx|x=0s(n1 ∓ x).
The first factor is bounded byN . If δ′m is small enough, |the second one| .m Nµ−m+lnν(m−l) ≤
Nµ−m+lnν(m) and |the third one| .l |n1|−l−1 .l N−l−1, so |the above| .m Nµ−mnν(m).
Case 4: σ(j) ≤ 2 and σ(j + 1) ≥ 3. As before we pair the terms
s(nσ(j+1))∆
m
x |x=0(m(nσ(1), . . . , n1 ± x+ nσ(j+1), . . . , n2 ∓ x, . . . , nσ(p+1))︸ ︷︷ ︸
A
(n1 ± x)
+m(nσ(1), . . . , n1 ± x, nσ(j+2), . . . , n2 ∓ x+ nσ(j+1), . . . , nσ(p+1))︸ ︷︷ ︸
B
(n2 ∓ x))
=s(nσ(j+1))∆
m
x |x=0(B(n1 + n2) + (A−B)(n1 ± x))
=s(nσ(j+1))((n1 + n2)∆
m
x |x=0B + n1∆mx |x=0(A−B)±m∆m−1x |x=1(A−B)).
Then s(nσ(j+1)) is bounded, |n1| ≤ N and |n1 + n2| < pn. If δ′m is small enough then
|∆mx |x=0B| .m Nµ−mnν(m). Expanding A − B into differences as in (9) we know that
∆m−lx |x=l(A−B) .m Nµ−m+l−1nν(m−l+1)+1. Hence |them-th difference| .m Nµ−mnν(m+1)+1.
With that the proof is complete. 
5 Long-time wellposedness
Now we study the long-time wellposedness of the equation
ft = −Sfα + 2fαSf − fSfα.
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First of all we notice that since f0 is zero mean and with m−fold symmetry, for m ≥ 3,
i.e.,
f0(α) =
∑
|n|≥1
fˆ0(mn)e
imnα,
and the equation conserves the mean we also have that
f(α, t) =
∑
|n|≥1
fˆ(mn, t)eimnα.
Thus fˆ(0, t) = fˆ(±1, t) = fˆ(±2, t) = 0.
5.1 Energy estimates
Define the energy
Es(f) =
1
2
‖f‖2Hs .
Then
d
dt
Es(f) = 〈Λsft,Λsf〉 = 〈Λs(2fαSf − fSfα),Λsf〉
= 〈−ΛsSfα + 2SfΛsfα + 2[Λs, Sf ]fα − Λs(fSfα),Λsf〉.
The first term vanishes because S∂α is anti-self-adjoint and commutes with Λ. The last term
〈Λs(fSfα),Λsf〉 ∈M2s,03−
because the multiplier of S∂α is odd and of order 0. The second term
〈SfΛsfα,Λsf〉 = 1
2
∫
Sf((Λsf)2)α = −1
2
∫
Sfα(Λ
sf)2 ∈M2s,03−
for the same reason. We show that the remaining term (the one with the commutator) is also
in this class. The multiplier of this term is
c(〈n3〉s − 〈n2〉s)s(n1)n2〈n3〉s
for some constant c ∈ C. Since s(m)(x) .m |x|−m−1 when |x| is sufficiently large, we have the
desired bound if |n1| > δN (Recall N = max(|n1|, |n2|, |n3|).) for some δ > 0. If |n1| < δN
and δ is small enough then
〈n3〉s − 〈n2〉s = 〈n1 + n2〉s − 〈n2〉s .s n1〈n2〉s−1
and
∆mx |x=0(〈n3 ∓ x〉s − 〈n2 ± x〉s) .s,m n1〈n2〉s−m−1
so the desired bound also holds, and the desired parity is easily seen. Hence the evolution of
the energy is
d
dt
Es(f) =M3(f, f, f) (10)
for some M3 ∈M2s,03− .
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5.2 Iterated normal form transformations and proof of Theorem 1
Now we perform iterated normal form transformations on the equation (10). By Lemma 4,
there is M ′3 = iL(M3) ∈M2s,03+ such that
d
dt
M ′3(f, f, f) =M3(f, f, f) +
3∑
j=1
M ′3(f, . . . , 2fαSf − fSfα︸ ︷︷ ︸
j-th entry
, . . . , f)
=M3(f, f, f) + (2N2 −N1)(M ′3)(f, f, f, f).
Then by Lemma 6,
d
dt
(Es(f)−M ′3(f, f, f)) =M4(f, f, f, f)
for some M4 ∈ M2s,14− . Before proceeding, we must isolate the resonance set from M4. We
decompose M4 = (M4 − P (M4)) + P (M4), where both parts are in M2s,14− by Lemma 5 (i).
By (ii), we can replace M4 by M4 − P (M4), so we assume P (M4) = 0. By (iii), there is
M ′4 = iL(M4) ∈M2s,4m+54+ such that
d
dt
M ′4(f, f, f, f) =M4(f, f, f, f) + (2N2 −N1)(M ′4)(f, . . . , f).
Then by Lemma 6,
d
dt
(Es(f)−M ′3(f, f, f)−M ′4(f, f, f, f)) =M5(f, . . . , f)
for some M5 ∈M2s,4m+105− . By Lemma 4, there is M ′5 = iL(M5) ∈M2s,4m+105+ such that
d
dt
M ′5(f, . . . , f) =M5(f, . . . , f) + (2N2 −N1)(M ′5)(f, . . . , f).
Then by Lemma 6,
d
dt
(Es(f)−M ′3(f, f, f)−M ′4(f, f, f, f)−M ′5(f, . . . , f)) =M6(f, . . . , f)
for some M6 ∈M2s,4m+156− . By Lemma 3 we have, for s ≥ 16,
|M ′j(f, . . . , f)| .s ‖f‖j−2H16‖f‖2Hs , j = 3, 4, 5 and |M6(f, . . . , f)| .s ‖f‖4H16‖f‖2Hs .
Hence there is C = C(s) ≥ 1 such that
‖f(t)‖2Hs ≤ ‖f(0)‖2Hs + C(‖f(0)‖H16 + ‖f(0)‖3H16)‖f(0)‖2Hs
+ C(‖f(t)‖H16 + ‖f(t)‖3H16)‖f(t)‖2Hs + Ct sup
τ∈[0,t]
‖f(τ)‖4H16‖f(τ)‖2Hs . (11)
Thus from
‖f(0)‖Hs ≤ ǫ and sup
τ∈[0,t]
‖f(τ)‖Hs ≤ 2ǫ
it follows that
sup
τ∈[0,t]
‖f(τ)‖2Hs ≤ ǫ2 + C(9ǫ+ 33ǫ3)ǫ2 + 64Ctǫ6.
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If ǫ ≤ 1/(9C) and t ≤ 1/(64Cǫ4) then
sup
τ∈[0,t]
‖f(τ)‖2Hs < 7ǫ2/2
closing the estimate. Therefore the lifespan &s 1/ǫ
4. Thus, if the initial data is in H16, with
norm ǫ, then it will remain in H16 for a period of length & 1/ǫ4. Moreover, the bound (11)
implies that for s ≥ 16, the growth of ‖f‖Hs only depends on ‖f‖H16 . Hence it follows that if
the initial data is in Hs for s ≥ 16, and is sufficiently small in H16, then it will remain in Hs
for a period of length & 1/ǫ4, with an implicit constant independent of s, which is Theorem
1.
6 Analytic travelling waves
In this section we study travelling wave solutions of the equation
ft = −Sfα + 2fαSf − fSfα,
that is, solutions of the form
f(α, t) = u(α− vt), v ∈ R.
For such solutions we have ft = −vu′, fα = u′ and Sf = Su, so
− Su′ + vu′ + 2u′Su− uSu′ = 0. (12)
Clearly u = 0 is a solution. We will use the Crandall-Rabinowitz bifurcation theorem [13] to
find other solutions bifurcating from the zero solution, and then show that they are analytic
in α.
6.1 The bifurcation theorem
Theorem 3 (Crandall–Rabinowitz) Let X and Y be Banach spaces, V a neighborhood of
0 in X, and
F : V × (−1, 1)→ Y
(u, µ) 7→ F (u, µ)
satisfy
(i) F (0, µ) = 0 for all |µ| < 1;
(ii) The partial derivatives ∂µF , ∂uF and ∂
2
uµF exist and are continuous;
(iii) ker ∂uF (0, 0) = Ru0 and Y/Im ∂uF (0, 0) are one-dimensional;
(iv) ∂2uµF (0, 0)u0 /∈ Im ∂uF (0, 0).
Let Z be a complement of ker ∂uF (0, 0) in X. Then there is a neighborhood U of (0, 0) in
R×X, a number a > 0, and continuous functions
φ : (−a, a)→ R, ψ : (−a, a)→ Z
such that φ(0) = 0, ψ(0) = 0 and
F−1(0) ∩ U = {(ξu0 + ξψ(ξ), φ(ξ)) : |ξ| < a} ∪ ((R × {0}) ∩ U).
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6.2 Bifurcation analysis and proof of Theorem 2
To apply the Crandall-Rabinowitz theorem [13], we first find the linearization of the equation
(12) around the zero solution, which is
− Su′ + vu′ = 0. (13)
Since the multiplier of S∂α is iλ, which is odd, for m ≥ 3 we have S(cosmα)′ = −λ(m) sinmα
and S(sinmα)′ = λ(m) cosmα. Thus cosmα solves (13) with λ(m) −mvm = 0, i.e., vm =
λ(m)/m, and sinmα solves (13) with the same vm. These are the only solutions of (13).
Indeed, taking the Fourier transform of (13) gives
−iλ(m)uˆ(m) + imvuˆ(m) = 0
so uˆ(m) = 0 unless v = vm, which can only hold for a pair of opposite values of m. Since u
is real-valued, the two modes combines to give cosmα or sinmα.
To perform bifurcation, fix an integer k ≥ 1. For m ≥ 3 and c > 0 define the spaces
Cωm,c = {2π/m-periodic holomorphic functions in the strip |Imα| < c},
Hk,±m,c =
{
u ∈ Cωc : sup
|y|<c
‖u(· + iy)‖Hk(R/2πZ) <∞,
∫
R/2πZ
u(x+ iy)dx = 0 ,
u(−x+ iy) = ±u(x+ iy), ∀x ∈ R/2πZ, |y| < c}.
with the norm (which is the same for both Hk,+m,c and H
k,−
m,c )
‖u‖Hkm,c = sup|y|<c
‖u(·+ iy)‖Hk(R/2πZ) ≈k ‖ec|n|〈n〉k‖ℓ2n .
Since ∂α and S act the same way on u(·+ iy) for all |y| < c, we have that
∂α : H
k,+
m,c → Hk−1,−m,c , S : Hk,±m,c → Hk+1,±m,c .
By the Sobolev multiplication theorem, parity considerations, pointwise multiplication is
bounded on
× : Hk,+m,c ×Hk,−m,c → Hk,−m,c , × : Hk−1,−m,c ×Hk+1,+m,c → Hk−1,−m,c .
Hence the map
Fm : (u, µ) 7→ −Su′ + (vm + µ)u′ + 2u′Su− uSu′,
Hk,+m,c × R 7→ Hk−1,−m,c
satisfies
(i) Fm(0, µ) = 0 for all µ;
(ii) The partial derivatives ∂µFm(u, µ) = u
′ : Hk,+m,c × R→ Hk−1,−m,c ,
∂uFm(u, µ) : w 7→ −Sw′ + (vm + µ)w′ + 2w′Su+ 2u′Sw − wSu′ − uSw′,
∂2uµFm(u, µ) : w 7→ w′,
Hk,+m,c ×R×Hk,+m,c → Hk−1,−m,c ,
all exist and are continuous.
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(iii) ∂uFm(0, 0)(w) = −Sw′ + vmw′ so ker ∂uFm(0, 0) = R cosmα and
Wm,c := Im ∂uFm(0, 0) = {u ∈ Hk−1,−m,c : uˆ(m) = 0}
has codimension one.
(iv) ∂2uµFm(0, 0)(cosmα) = −m sinmα /∈Wm,c.
Let
Zm,c = {u ∈ Hk,+m,c : uˆ(m) = 0}
be a complement of R cosnα in Hk,+m,c . Then the Crandall–Rabinowitz theorem shows that
there are a number ǫm,c > 0, an open interval Im,c containing 0 and continuous functions
(φm,c, ψm,c) : Im,c → R× Zm,c
such that φm,c(0) = 0, ψm,c(0) = 0 and
F−1m (0) ∩BHk,+m,c×R(ǫm,c) = {(ξ cosmα+ ξψm,c(ξ), φm,c(ξ)), ξ ∈ Im,c}.
We can remove the dependence of c as follows: Let c′ > c. Then the above produces an
ǫm,c′ > 0. Let I be an open subinterval of Im,c such that
(ξ cosmα+ ξψm,c(ξ), φm,c(ξ)) ∈ F−1m (0) ∩BHk,+m,c×R(ǫm,c) ∩BHk,+m,c′×R(ǫm,c′)
for all ξ ∈ I. Then for each ξ ∈ I\{0} we have that
(ξ cosmα+ ξψm,c(ξ), φm,c(ξ)) = (ξ
′ cosmα+ ξ′ψm,c′(ξ′), φm,c′(ξ′))
for some ξ′ ∈ Im,c′\{0}. Since Hk,+m,c = Zm,c ⊕ R cosmα is a direct sum, ξ = ξ′ and ψm,c(ξ) =
ψm,c′(ξ) ∈ Zn,c′ (here ξ 6= 0 is used). We also have φm,c(ξ) = φm,c′(ξ). Hence we can omit c
from the subscripts of ψ and φ. Now let
um,ξ(α) := ξ cosmα+ ξψm(ξ).
Then
fm,ξ(α, t) := um,ξ(α− (vm + φm(ξ))t)
is a travelling wave moving at the velocity vm + φm(ξ). Moreover for any c > 0 there is an
open interval I containing 0 such that for all ξ ∈ I, the travelling waves fm,ξ are analytic in
the strip {|Imα| < c}. This proves Theorem 2.
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