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We calculate the resistivity associated with an Ising-nematic quantum critical point in the presence
of disorder and acoustic phonons in the lattice model. To perform this analysis, we use the memory-
matrix transport theory, which has a crucial advantage compared to other methods of not relying on
the existence of well-defined quasiparticles in the low-energy effective theory. As a result, we obtain
that by including an inevitable interaction between the nematic fluctuations and the elastic degrees of
freedom of the lattice (parametrized by the nemato-elastic coupling κlatt), the resistivity ρ(T ) of the
system as a function of temperature obeys a universal scaling form described by ρ(T ) ∼ T ln(1/T ) at
high temperatures, reminiscent of the paradigmatic strange metal regime observed in many strongly
correlated compounds. For a window of temperatures comparable with κ
3/2
lattεF (where εF is the
Fermi energy of the microscopic model), the system displays another regime in which the resistivity
is consistent with a description in terms of ρ(T ) ∼ Tα, where the effective exponent roughly satisfies
the inequality 1 . α . 2. However, in the low-temperature limit (i.e., T  κ3/2lattεF ), the properties
of the quantum critical state change in an important way depending on the types of disorder present
in the system: It can either recover a Fermi-liquid-like regime described by ρ(T ) ∼ T 2 or it could
exhibit yet another non-Fermi liquid regime characterized by the scaling form ρ(T ) − ρ0 ∼ T 2 lnT
(implying in the latter case that the system would display a Kondo-like upturn in the resistivity).
From a broader perspective, our results emphasize the key role played by both phonon and disorder
effects in the scenario of nematic quantum criticality and might be fundamental for addressing recent
transport experiments in some iron-based superconductors.
I. INTRODUCTION
There has been an accumulation of evidence in recent
years of the likely manifestation of quantum criticality in
many important systems such as the high-Tc cuprates [1–
7], the heavy-fermion compounds [8], and the iron-based
superconductors [9–14] (to name only a few systems).
One prominent candidate theory for the emergence of
this phenomenon in some of the aforementioned mate-
rials is related to the onset of Ising-nematic quantum
criticality [15–17]. For tetragonal environments, this or-
der refers to the spontaneous breaking of a point-group
discrete rotation symmetry of the lattice from C4 down
to C2, while preserving translation symmetry (i.e., it is
an order at momentum q = 0). In metallic systems,
it can be achieved, e.g., via a Pomeranchuk instability
[18] of Landau Fermi-liquid theory in the corresponding
charge channel, but it can also appear quite generally in
either frustrated or doped incommensurate antiferromag-
nets once the antiferromagnetism has been destroyed by
quantum fluctuations [19].
The original approach to quantum critical phenom-
ena is due to Hertz [20] (and later extended by Millis
[21]): It relies on the premise that it is possible to inte-
grate out the fermions to derive an effective action with
Landau-damping for the (bosonic) order-parameter field.
However, this conventional Hertz-Millis strategy has been
challenged due to the fact that it does not treat all excita-
tions of the theory at a given energy scale on equal foot-
ing. Despite this cautionary remark, it was thought for
some time that such an effective model could be solved
exactly [22] at low temperatures in the large-Nf limit,
with Nf being the number of fermionic species. Unfortu-
nately, this turned out not to be the case due to strong
quantum fluctuation effects that emerge at low energies.
Indeed, the problem was declared open again after the
work of Lee [23] on a closely related critical Fermi sur-
face state with the Nf fermions coupled to an emergent
U(1) gauge field.
Following those important developments, a novel
renormalization group (RG) approach up to three-loop
order [25] was put forward by Metlistki and Sachdev
to address this difficult but general problem of Ising-
nematic quantum criticality arising in two-dimensional
metals. Their central conclusion was that although a
systematic 1/Nf approximation fails close to the quan-
tum critical point (QCP) – and, for this reason, there
is still no fully-controlled RG program for this theory –
they found interesting renormalizations of several param-
eters and a clear non-Fermi liquid regime, which emerges
inside the corresponding quantum critical region. Other
analytical works subsequently confirmed this general pic-
ture for the nematic quantum critical scenario [26–28].
On the other hand, from a numerical perspective, there
have been also some recent advances in simulations of
this problem using determinantal quantum Monte-Carlo
(QMC) methods, where the authors in Refs. [29, 30]
confirmed some results obtained previously by the afore-
mentioned analytical methods. Moreover, those numeri-
cal works have provided further support to the existence
of a non-Fermi liquid phase inside the quantum critical
regime at intermediate temperatures and the emergence
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2FIG. 1. Schematic phase diagrams of temperature T versus the tuning parameter s obtained in the present work: (a) represents
the case in which only the random potential V0 coupling is included in the theory, and (b) stands for the case in which
both random potential V0 and the random field h0 are included. In both phase diagrams, the resistivity exhibits a T ln(1/T )
dependence at high temperatures. For a finite range of intermediate temperatures, the resistivity is consistent with a description
in terms of ρ ∼ Tα, with the effective exponent α roughly satisfying the inequality 1 . α . 2 in both scenarios. At the lowest
temperatures, the system evolves into either a Fermi-liquid-like regime for diagram (a) or to yet another non-Fermi liquid
regime characterized by ρ − ρ0 ∼ T 2 lnT in diagram (b). The transition temperature to the nematic phase Tκ(s) scales as
Tκ(s) ∼ |∆s| ln(1/|∆s|) for a finite nemato-elastic coupling κlatt (where ∆s ≡ s− sc), also for both scenarios. The T0(s) refers
to the nematic transition temperature for κlatt = 0. We also note that the phase diagram in Fig. 1(a) agrees well with the
phase diagram first obtained in Ref. [24] by an analysis of the thermodynamic properties of the model.
of a high-Tc superconducting dome in the phase diagram
as the temperature is lowered, which have some similar-
ities with the experiment situation [30]. Unfortunately,
those QMC simulations are restricted to small lattices
and not-too-low temperatures, such that many proper-
ties specifically related to the QCP of the model are still
not easily accessible.
Transport theories of metallic phases possessing strong
quantum critical nematic fluctuations are also of great in-
terest nowadays. Indeed, the resistivity is one of the sim-
plest quantities to be measured experimentally in order
to characterize a variety of strongly correlated phases.
In this context, a widely employed method for com-
puting non-equilibrium properties is the semi-classical
Boltzmann-equation approach [31]. In the Hertz-Millis
scenario, this method considers the scattering of the low-
energy fermions off the order-parameter bosons, which
are assumed to be both in equilibrium and to provide
a bath that effectively acts to degrade the fermionic to-
tal momentum. For the Ising-nematic quantum critical
model in two dimensions, this method predicts that the
resistivity ρ(T ) in the corresponding non-Fermi liquid
phase should obey a power-law described by ρ(T ) ∼ T 4/3,
as a result of considering impurity scattering as the main
mechanism for momentum relaxation and by including
also multiple bands to avoid special “one-dimensional”
geometrical cancellation effects [32, 33]. On the other
hand, it has been generally acknowledged that a conven-
tional Boltzmann-equation approach could potentially
fail for the Ising-nematic quantum critical problem be-
cause of two reasons: Firstly, the quasiparticle excita-
tions are not well-defined in the corresponding non-Fermi
liquid that emerges in the quantum critical region of the
phase diagram. Secondly, since the 1/Nf approximation
turns out not to be controlled for this problem of ne-
matic quantum criticality at low temperatures [25], the
notable Prange-Kadanoff reasoning [34] for the validity
of the Boltzmann equation may not work for the present
case. Therefore, an alternative technique to calculate
transport properties could be used in order to avoid those
aforementioned issues.
In this work, we will apply one possible alternative
transport theory to the Ising-nematic quantum critical
region in two-dimensional metals that can avoid the po-
tential difficulties highlighted above associated with this
problem. As the source for momentum relaxation in
the present theory, we will focus here on disorder ef-
fects as the main contribution, following the study by
Ref. [35] also in the context of a nematic quantum crit-
ical theory. Then, we will proceed to include in the cal-
culation of the corresponding transport coefficient im-
portant new effects associated with phonon scattering
via a nemato-elastic coupling [24, 36–41], which from an
RG point of view turns out to be as relevant as disor-
der. The technique we will adopt here will be the Mori-
Zwanzig memory matrix approach [42], which has the
advantage of not being based on the existence of well-
defined quasiparticle excitations at low energies in the
system [43, 44]. It has been employed in recent years
by several researchers of the field in many different con-
texts, such as, e.g., one-dimensional Luttinger liquids
[45], two-dimensional quantum critical metals [35, 46–49],
a critical (spinon) two-dimensional Fermi surface model
coupled to an emergent U(1) gauge field [50], and holo-
3graphic quantum matter [51, 52]. Here, we will focus
on the calculation of the resistivity of the corresponding
electronic phase associated with Ising-nematic quantum
critical fluctuations and its interplay with both disorder
and acoustic phonons. As a consequence, we will be able
to investigate this transport coefficient as a function of
the nemato-elastic interaction, which emerges inevitably
in any realistic nematic QCP model defined on a lattice
(see also Figs. 1(a) and 1(b) for an overview of the two
possible scenarios obtained in the present work).
Therefore, this paper is structured as follows: In Sec.
II, we define the Ising-nematic quantum critical model
with nemato-elastic coupling that will be our starting
point for the analysis of the corresponding transport
properties. Then, in Sec. III we will briefly explain
the Mori-Zwanzig memory-matrix technique that will be
used throughout this work. The analytical and the nu-
merical results that emerge from the equations obtained
within this method will be presented in Secs. IV and V.
Lastly, we will end this paper with a summary concerning
the present investigation.
II. MODEL
We start from a standard model that consists of a two-
dimensional tetragonal electronic system described byNf
species of fermions coupled to bosonic scalar fields, which
represent the Ising-nematic correlations. Those nematic
fluctuations are in turn also coupled to the elastic de-
grees of the freedom of the underlying lattice. The cor-
responding Hamiltonian in k-space is therefore given by
H = Hel-nem + Hnem-latt. The first part of the Hamilto-
nian (Hel-nem) that describes the coupling between the
electrons and the nematic fluctuations is given by
Hel-nem =
∑
k,σ
ξkψ
†
kσψkσ +
Nf
2
∑
k
s φ2k +
1
2
∑
k
pi2k
+
gnem√
ν0
∑
k,q,σ
Vk,qψ
†
k+q/2,σψk+q/2,σφq, (1)
where ψ†k,σ and ψk,σ, respectively, creates and annihi-
lates electrons with momentum k and spin projection
σ ∈ {↑, ↓}, ξk = εk−µ is the energy dispersion relative to
the chemical potential of the system, s is the “distance”
of the model to the nematic QCP, pik is the momentum
operator conjugated to φk, gnem is the nematic interac-
tion that couples the order-parameter field to the elec-
trons, and Vk,q = 2[cos(kx) + cos(qx)− cos(ky)− cos(qy)]
is the corresponding d-wave form factor. We introduced
the density of states ν0 in the definition of the nematic
interaction only for convenience later on in our calcula-
tions. Due to this redefinition, it is the ratio (gnem/
√
ν0)
that has units of energy. The above critical model de-
scribes the effects of an electronic structural quantum
phase transition from tetragonal (C4) to orthorhombic
(C2) symmetry in the system as a function of the control
parameter described by s.
As for the second part of the Hamiltonian (Hnem-latt),
which refers to the important coupling between the
nematic quantum fluctuations and the elastic degrees
of freedom (acoustic phonons) of the underlying two-
dimensional lattice, we write
Hnem-latt =
1
2
∑
k6=0
u†k·Mk·uk+iglatt
∑
k6=0
(ak·uk)φ−k, (2)
where uk is the Fourier transform of the displacement
vector, ak = (kx,−ky, 0) is a two-dimensional vector,
glatt is the nemato-elastic coupling, and Mk is the so-
called dynamical matrix [24, 41, 53]. If we constrain the
displacement vector uk to lie effectively in two spatial
dimensions, the dynamical matrix Mk can be simplified
to
Mk =
(
C11k
2
x + C66k
2
y (C12 + C66)kxky
(C12 + C66)kxky C66k
2
x + C11k
2
y
)
, (3)
where the constants Cij refer to the elastic constants in
the Voigt notation (see, e.g., Ref. [54]) for a system pos-
sessing initially tetragonal symmetry [55].
Regarding the role of the nemato-elastic coupling in
the present theory, we will follow a treatment similar
to the one explained in Refs. [24, 41, 53]. We first
project the displacement vector onto the basis of the po-
larization vectors of the phonons and diagonalize the dy-
namical matrix according to Mk · eˆµ(k) = %ω2µeˆµ(k),
where % is the mass density of the ions of the under-
lying lattice. Then, by integrating out the phonon de-
grees of freedom, the nematic degrees of freedom be-
come described by the following renormalized propagator
D−1(k, iΩn) = D−10 (k, iΩn)−Πlatt(k, iΩn), where
Πlatt(k, iΩn) = g
2
latt
∑
µ
|ak · eˆµ(k)|2
ω2µ(k) + Ω
2
n
. (4)
By defining the angle θ = tan−1(ky/kx), we obtain
that the eigenvalues of Mk can be written as ω±(k) =
v±(θ)|k|, with the sound velocities given by
v±(θ) =
1√
2%
√
γ1 ±
√
γ22 + γ
2
3
2
+
γ22 − γ23
2
cos(4θ), (5)
where the γ’s are given in terms of the elastic constants
by γ1 = C11 +C66, γ2 = C11 −C66, and γ3 = C12 +C66.
From the above expressions, we can now calculate the
“distance” to the nematic quantum critical point ν−10 s =
D−1nem(0, 0) that straightforwardly evaluates to
s(θ) = s0− 2g
2
lattν0
γ21 − F 2(θ)
[
γ1 +γ3−(γ2 +γ3) cos2(2θ)
]
, (6)
where we have defined the function F (θ) =√
1
2 (γ
2
2 + γ
2
3) +
1
2 (γ
2
2 − γ23) cos(4θ). By considering the
experimental relevant case in which (C11−C12)/2 = C66
that is valid only for the tetragonal phase (we point
4(a)
(b) (c)
FIG. 2. Feynman diagrams for (a) the polarizability Π0, (b)
the bosonic vertex correction Γ4, and (c) the three-legged
bosonic vertex Γ3, respectively. The solid lines stand for the
fermionic propagators and the wavy lines refer to external legs
associated with bosonic fields.
out that this condition will be always met in our work,
because we will be always in the symmetric phase of the
present model), this implies that γ2 = γ3. Therefore,
the “distance” s to the nematic quantum critical point
becomes finally given by
s(θ) = ∆s+ λlatt cos
2(2θ), (7)
where ∆s ≡ s − sc, with sc = g
2
lattν0
C66
and λlatt =
sc
2
(
1 + C12C11
)
. At the nematic QCP, the tuning param-
eter of course vanishes, i.e., ∆s = 0. As a consequence,
we can see that not only the coupling of the nematic
fluctuations produces a shift in the distance to the corre-
sponding QCP, but this shift clearly becomes direction-
selective as a function of θ. In other words, there are
special directions, in which θn = (2n+ 1)pi/4 (for integer
n) that clearly generate no shift in s(θ) (we also note that
these points correspond to the so-called cold spots in the
model).
We are now ready to define the propagator for the
bosonic nematic fluctuations as a result of the nemato-
elastic interaction described above. This will be one of
the central quantities to be utilized in the present work.
By assuming that the underlying Fermi surface is of cir-
cular shape and focussing on scattering processes that
take place on the the vicinity of the Fermi surface, we
obtain for |Ωn|  vF k that the “bare” bosonic propaga-
tor is
D−10 (k, iΩn) = ν
−1
0
[
∆s+ k2 + λlatt cos
2(2θ) + B cos2(2θ) |Ωn|
vF k
+ C sin2(2θ)
(
Ωn
vF k
)2 ]
, (8)
where B and C are usually temperature-independent
(non-universal) constants that for the present micro-
scopic model are given by B = ν0g2nem and C = 4ν0g2nem.
Note that we also included the irrelevant term in the
bosonic propagator that is multiplied by the prefactor C,
which will be important for some calculations that will
appear in this work (see the Appendices A–C).
To proceed further, we will then follow an analysis sim-
ilar to that in Ref. [35] in order to calculate the renormal-
ized nematic mass m2(T ) as a function of temperature
at the present QCP. In this way, the structure of the cor-
responding renormalized bosonic propagator along with
the temperature-dependent mass-term (e.g., for the case
in which ∆s = 0) becomes
D−1(k, iΩn) = ν−10
[
k2 + λlatt cos
2(2θ) + B cos2(2θ) |Ωn|
vF k
+ C sin2(2θ)
(
Ωn
vF k
)2
+m2(T )
]
. (9)
At this point, we may now calculate the renormalized
nematic mass m2(T ). In order to do that, we will use
a standard 1/Nf expansion. According to recent the-
oretical developments [24, 36], this is expected to be a
valid approximation at low temperatures for the present
quantum critical model with the nemato-elastic coupling
included. This latter property is related to the fact that
the quantum critical theory defined by Eqs. (1) and (2)
describing the Ising-nematic fluctuations interacting with
acoustic phonons is governed by a Gaussian fixed point
in the clean limit. Therefore, according to the Hertz-
Millis strategy, we may for this case integrate out the
fermions to derive an effective theory for the nematic
order-parameter bosons. As a consequence, the effec-
tive action describing the nematic fluctuations truncated
at fourth-order in an expansion in powers of the order-
5FIG. 3. The Feynman diagrams for the bosonic self-energy at
order 1/Nf .
parameter field finally becomes
Sφ
Nf
=
1
2
∫
K
D−10 (K)|φ(K)|2 +
1
3
3∏
i=1
∫
Ki
δ(
∑
i
Ki)
× Γ3(K1,K2,K3)φ(K1)φ(K2)φ(K3) + 1
4
4∏
i=1
∫
Ki
δ(
∑
i
Ki)
× Γ4(K1,K2,K3,K4)φ(K1)φ(K2)φ(K3)φ(K4),
(10)
where Ki = (ωi,ki) and
∫
K
(· · · ) = T∑ωn ∫ d2k(2pi)2 (· · · ).
By calculating the corrections at the order 1/Nf in
the model (see the corresponding Feynman diagrams in
Figs. 2 and 3), it can be shown that these contributions
are given by
m2(T ) = D−10 (0) +
U
Nf
∫
K
D(K)
+
2
Nf
∫
K
[Γ3(K,−K, 0)D(K)]2, (11)
where the coupling U was defined as U =
2Γ4(K,−K, 0, 0) + Γ4(K, 0,−K, 0), and Γ4(K,−K, 0, 0)
and Γ4(K, 0,−K, 0) are given, respectively, by
Γ4(K,−K, 0, 0) = g
4
nem
ν20
T
∑
νn
∫
q
V 2q+k/2,q−k/2V
2
q−k/2,q−k/2
×G30(q+ k/2, iνn + iωn)G0(q− k/2, iνn), (12)
Γ4(K, 0,−K, 0) = g
4
nem
ν20
T
∑
νn
∫
q
V 2q+k/2,q−k/2Vq−k/2,q−k/2
× Vq+k/2,q+k/2G20(q+ k/2, iνn + iωn)G20(q− k/2, iνn).
(13)
As for Γ3(K,−K, 0), it evaluates to
Γ3(K,−K, 0) = g
4
nem
ν20
T
∑
νn
∫
q
V 2q+k/2,q−k/2Vq−k/2,q−k/2
×G20(q+ k/2, iνn + iωn)G0(q− k/2, iνn). (14)
In all the above equations, the non-interacting fermionic
Green’s function is given by G0(k, iωn) = 1/(iωn − ξk)
for the energy dispersion ξk and
∫
q
(· · · ) = ∫ d2q(2pi)2 (· · · ).
Moreover, since we are assuming a second-order nematic
QCP in the present model, we will only consider here the
case in which U > 0.
At the nematic QCP (i.e., ∆s = 0), we must have that
m2(T = 0) = 0. This is related to fact that the theory
should be manifestly gauge-invariant at the correspond-
ing nematic QCP. Therefore, we should rewrite the Eq.
(11) in a more convenient way
m2(T ) =∆s+
U
Nf
∫
k
[
T
∑
ωn
D(k, iωn)−
∫
ω
D0(k, ω)
∣∣∣∣
∆s=0
]
+
2
Nf
∫
K
[Γ3(K,−K, 0)D(K)]2, (15)
where
∫
ω
(· · · ) = ∫∞−∞ dω2pi (· · · ). The above equation turns
out to be a self-consistent equation for m2(T ). We will
then proceed to solve it after the coming section, which
in turn contains a brief explanation of the methodology
that we will employ in the present work.
III. MEMORY-MATRIX METHOD
The method that we will adopt in this work to calcu-
late transport properties of the nematic quantum critical
model will be the Mori-Zwanzig memory-matrix formal-
ism [42, 51, 52]. As advertised previously, this technique
has the advantage of not relying on the existence of well-
defined quasiparticle excitations. According to this for-
malism, the matrix of “generalized” conductivities can
be written as follows
σ(ω, T ) =
χR(T )
(M − iωχR(T ))[χR(T )]−1 , (16)
where χR(T ) stands for the static retarded susceptibil-
ity matrices representing the overlap of the currents of
interest with the so-called nearly-conserved operators in
the system. These susceptibility matrices can in turn be
expressed as
χAB(iω, T ) =
∫ 1/T
0
dτeiωτ 〈TτA†(τ)B(0)〉, (17)
where the corresponding retarded susceptibility is ob-
tained by performing the analytical continuation iω →
6ω + i0+. In addition, 〈(· · · )〉 represents the grand-
canonical average, Tτ is the imaginary-time ordering op-
erator and the volume has been set to unity, for sim-
plicity. The memory matrix denoted by M can then be
obtained from the formally exact expression
MOjO`(T ) =
∫ 1/T
0
dτ
〈
O˙†j(0)Q
i
ω −QLQQO˙`(iτ)
〉
,
(18)
where the super-operator L is the Liouville operator,
which is conventionally defined as LOj = [H,Oj ] =
−iO˙j , H is the Hamiltonian of the model, and Oj refers
in principle to an arbitrary operator. For practical rea-
sons though, this method becomes much more useful if
the operatorsOj turn out to be either conserved or nearly
conserved (i.e., slowly varying) in the transport theory.
Consequently, the memory matrix will necessarily be-
come a small quantity, which will allow its calculation
via perturbative means. The Q denotes another super-
operator that acts on the operators and projects out of
a formal space spanned by all the conserved (or nearly
conserved) operators in the system.
At this point, it is also useful to define the Lagrangian
density of the system corresponding to Eqs. (1) and (2)
with the acoustic phonons being already integrated out
in order to apply the Mori-Zwanzig memory-matrix for-
malism. In position space denoted by r and imaginary
time τ , it can be written as
L =
∑
σ
ψ†σ
(
∂τ − ∇
2
r
2mf
− µ
)
ψσ +
s
2
Nfφ
2 +

2
(∂τφ)
2
− gnem√
ν0
φ
∑
σ
(
ψ†σ[(∂
2
x − ∂2y)ψσ] + [(∂2x − ∂2y)ψ†σ]ψσ
)
.
(19)
where mf is the mass of the fermions. In the above equa-
tion, we have also included the bosonic kinetic term (mul-
tiplied by the parameter ) in order to obtain the total
momentum of the model. Since this particular bosonic
contribution turns out to be irrelevant at low energies
due to Landau damping, we could set  → 0 in the end
of the present transport coefficient computation, but ac-
tually the final result turns out to be independent of 
[35].
Within the framework of Noether’s theorem, the fact
that the Lagrangian of the system is invariant under con-
tinuous space translations and global U(1) symmetry im-
plies that the total momentum P and the electric current
J are conserved at the classical level. These quantities
(a) (b)
FIG. 4. Feynman diagrams for the calculation of the leading
contributions to the memory matrix in the present theory: (a)
the random-field-disorder contribution where the red squares
represent the h0 coupling, and (b) the random potential con-
tribution coupled to the fermions where the blue circles stand
for the V0 coupling. The dashed lines in both diagrams refer
to the impurity lines and carry only internal momentum and
external energy ω.
are, respectively, given by
P =
i
2
∑
σ
[
(∇ψ†σ ψσ − ψ†σ∇ψσ) + ∇φ∂τφ
]
, (20)
Jx = i
(
1
2mf
+ 2
gnem√
ν0
φ
)∑
σ
(∂xψ
†
σ ψσ − ψ†σ∂xψσ),
(21)
Jy = i
(
1
2mf
− 2gnem√
ν0
φ
)∑
σ
(∂yψ
†
σ ψσ − ψ†σ∂yψσ),
(22)
where the total momentum P has both the contribu-
tion from the electrons and also the bosonic (drag) term
(the latter corresponding to the Ising-nematic fluctua-
tions). As for the electric current J, we clearly obtain
two distinct contributions: one corresponding to the non-
interacting part and another that includes the interaction
gnem between the electron and the nematic fluctuation.
This shows that such an interaction affects the transport
of charge in the system as well.
In the present context of a nemato-elastic quantum
critical model, our starting point will be the following:
Since the electrons, the acoustic phonons and the ne-
matic fluctuations are strongly interacting with one an-
other at low temperatures, they are naturally able to ex-
change momentum very rapidly in the model. Therefore,
we will adopt here the point of view (also put forward
in many other works in the literature [35, 43, 46–49])
that for the computation of the resistivity in the strange
metal regime, the momentum-conserving interactions –
that are naturally dominant in the model and result in
the corresponding non-Fermi-liquid physics – are also the
fastest processes leading to local equilibrium. In other
words, the total momentum P turns out to be the only
slowly-varying operator in the present system, and the
corresponding resistivity is then controlled by scattering
processes that do not conserve the total momentum. Two
possibilities arise in this case: impurity scattering and/or
Umklapp. On general grounds, Umklapp processes de-
pend on subtle issues such as the shape of the Fermi
7surface of the model and its distance to the Brillouin
zone boundary, the number of electrons (or holes) in the
conduction band, etc. At very low temperatures, these
latter processes are expected to become, in some physical
situations, less efficient in relaxing the total momenta of
the system. For this reason, we will choose to focus here
(only for the sake of simplicity) on impurity scattering as
the mechanism for momentum relaxation in the present
problem and leave the interesting analysis of Umklapp
scattering for a future investigation. The present trans-
port property calculation is thus based on the so-called
Peierls scenario [56] for momentum relaxation and should
be contrasted with the other well-known Bloch scenario,
in which the drag effect of the total momentum does not
play an important role.
As a result, we will include here two types of impu-
rity terms in the present model that couple, respectively,
to the electrons and the nematic fluctuations in the La-
grangian density of Eq. (19), i.e.
Limp =
∑
σ
V (r)ψ†σ(r)ψσ(r) + h(r)φ(r), (23)
which should satisfy Gaussian disorder averages:
〈〈V (r)〉〉 = 〈〈h(r)〉〉 = 0, 〈〈V (r)V (r′)〉〉 = V 20 δ2(r − r′),
and 〈〈h(r)h(r′)〉〉 = h20δ2(r − r′), where V0 is a random
potential for the electron field and the parameter h0 is
the so-called random field disorder that couples to the ne-
matic fluctuation φ. Both contributions were considered
in an earlier work [35] for the case of λlatt = 0.
Assuming that the couplings to the random poten-
tial V0 and to the random field disorder h0 are both
small, we now perform a perturbative calculation of the
memory matrix in the present model. Since it can be
shown that the equation for P˙ = i[H,P] is of order lin-
ear in both V0 and h0, the leading contribution to the
memory matrix will depend quadratically on those cou-
plings. Therefore, the leading contribution to the Liou-
ville operator defined after Eq. (18) will be given by its
non-interacting value (i.e., L ≈ L0) and, for the same
reason, the grand-canonical averages should also be cal-
culated in terms of the non-interacting Hamiltonian of
the present system, i.e. 〈(· · · )〉0. As a result, the pro-
jector Q in Eq. (18) will not contribute within this
approximation. Thus, to leading order, the conductiv-
ity in Eq. (16) reduces to (for transport along the x-
direction): σdc = limω→0 χ2JP 〈P˙x iω−L0 P˙x〉
−1
0 . We then
obtain [35, 42, 46]
σdc = lim
ω→0
χ2JP
1
ω
∫∞
0
dteiωt〈[P˙x(t), P˙x(0)]〉0
, (24)
ρ(T ) =
1
σdc
=
1
χ2JP
lim
ω→0
ImGR
P˙xP˙x
(ω, T )
ω
, (25)
where GR
P˙xP˙x
(ω, T ) = 〈P˙x(ω)P˙x(−ω)〉0 is the correspond-
ing retarded Green’s function in the Matsubara formal-
ism. Consequently, the leading contributions to the re-
sistivity of the present model (see Fig. 4) are given by
ρ(T ) =
1
χ2JP
lim
ω→0
∫
d2k
(2pi)2
k2 cos2(θk − ϕ)
[
h20
ImDR(k, ω)
ω
+ V 20
Im ΠR(k, ω)
ω
]
, (26)
where θk is the polar angle associated with the wavevec-
tor k = k(cos θk, sin θk) and we are considering, for
the sake of generality, that the transport of elec-
tric current is along an arbitrary angle ϕ. Besides,
DR(k, ω) = D(k, iω → ω + i0+) is the retarded ne-
matic propagator, ΠR(k, ω) = Π(k, iω → ω + i0+) is
the retarded free-fermion polarizability with Π(k, iωn) =
−T∑νn ∫ d2q(2pi)2G0(k+ q, iωn + iνn)G0(q, iνn), and χJP
is the susceptibility given by Eq. (17). Finally, we point
out that from Eq. (16) we can still write σdc = Γ
−1χJP ,
where Γ is the “matrix of relaxation rates”, which gener-
alizes the concept of transport scattering rate (1/τtrans)
in the present theory.
To keep our discussion simple at this point, we will
first compute here the effect of the random-field disorder
contribution to the resistivity and postpone the analysis
of the V0 contribution to the resistivity to a later section
in this work. In this way, by calculating analytically only
the h20 term in Eq. (26), we obtain that it becomes
ρh0(T ) =
Bν0h20
8pivFχ2JPλlatt
√
λlatt +m2(T )
{
[λlatt +m
2(T )]
× E
[
λlatt
λlatt +m2(T )
]
−m2(T )K
[
λlatt
λlatt +m2(T )
]}
,
(27)
where E(x) and K(x) are elliptic functions defined, re-
spectively, according to E(x) ≡ ∫ pi/2
0
[1 − x sin2(ϑ)]1/2dϑ
and K(x) ≡ ∫ pi/2
0
[1 − x sin2(ϑ)]−1/2dϑ. To further sub-
stantiate our result, we provide in Appendix D an al-
ternative (but approximate) derivation of the above ex-
pression for the resistivity using a traditional fermionic
Green’s function method. We also point out that if we set
λlatt = 0 (i.e., with no phonons included), we naturally
recover the result obtained earlier in Ref. [35].
In order to have an idea of the low-temperature depen-
dence of the resistivity, we can expand it to first order in
the ratio m2(T )/λlatt. This yields
ρh0(T ) ≈
Bν0h20
8pivFλ
1/2
lattχ
2
JP (T )
{
1 +
1
4
[
1− 4 ln(2)
+ ln
(
m2(T )
λlatt
)]
m2(T )
λlatt
}
. (28)
In other words, as the temperature approaches the ab-
solute zero, the resistivity ρh0(T ) turns out to be loga-
rithmically dependent on m2(T )/λlatt. However, it will
eventually saturate at a finite value ρ
(0)
h0
=
Bν0h20
8pivFλ
1/2
lattχ
(0)2
JP
,
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FIG. 5. (a) Nematic effective mass (in units of U) as a function of temperature T for several choices of the nemato-elastic
coupling κlatt at ∆s = 0. (b) Same quantity (in units of U) as a function of T for several choices of the tuning parameter ∆s
(for this latter plot, we set the nemato-elastic coupling equal to κlatt = 0.5 and, for ∆s < 0, we stop our numerical calculation
at T = Tκ(s), which marks the onset of Ising-nematic order).
where χ
(0)
JP = χJP (T → 0). This behavior makes also
evident that, at least at the nematic QCP, ρh0(T ) will
approach such a finite value from below as the temper-
ature is lowered, since in this case m2(T ) goes to zero.
However, to further exploit the dependence of ρ(T ) on
the temperature and the nemato-elastic coupling, we first
have to determine m2(T ). This is the subject of the next
section and it will be one of the central results of the
present work.
IV. TEMPERATURE DEPENDENCE OF THE
NEMATIC MASS
To begin with, if we consider the coupling of the ne-
matic order parameter with the acoustic phonons, it can
be shown that the integral that contains Γ3(K,−K, 0) in
Eq. (15) is naturally free of infrared divergences (as ex-
pected, since we will always be in the symmetric phase of
the model). However, the same integral also contributes
with a non-universal (i.e., ultraviolet-dependent) term
to the present critical theory, which can be neglected
since we are interested only in the low-energy limit of
the model. Therefore, the Eq. (15) for the nematic ef-
fective mass in the large-Nf limit becomes
m2(T ) = ∆s+
U
Nf
∫
d2k
(2pi)2
[
T
∑
ωn
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ωn|/(vF k) + C sin2(2θ)ω2n/(vF k)2 +m2(T )
−
∫
dω
2pi
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ω|/(vF k) + C sin2(2θ)ω2/(vF k)2
]
, (29)
where we substituted the nematic propagators defined in
Eqs. (8) and (9). All the details regarding the evaluation
of the momentum-frequency integrals and the Matsubara
sum on the right-hand side of Eq. (29) are described
in Appendix A. By following our analysis developed in
that Appendix, we obtain that the equation for m2(T )
evaluates to
m2(T ) =
∆s
1 + γ
+
ν0UT
2pi(1 + γ)Nf
× Ξ
[
m(T )
(2piBT/vF )1/3 ,
λ
1/2
latt
(2piBT/vF )1/3
]
, (30)
where the function Ξ(x, τ) is defined in Eq. (A12) and
the parameter γ refers to
γ =
vF ν0U
4pi3
√CNf
∫ Λ√C/B
0
dρ
∫ 2pi
0
dθ
∫ ∞
0
dv
× ρ
5
[ρ4 + 4κlattρ2 cos2(2θ) + ρv cos2(2θ) + v2 sin
2(2θ)]2
.
(31)
Here, Λ denotes an ultraviolet momentum cutoff and
κlatt ≡ λlatt/(ν0g2nem) = 12C66
(
1 + C12C11
)
g2latt
g2nem
is a di-
mensionless parameter that measures the strength of
9the lattice coupling with respect to the nematic inter-
action [41]. The numerical solution of the Eq. (30) is
displayed in Fig. 5. In Fig. 5(a), we can see that
if the effective nemato-elastic coupling κlatt is equal to
zero (i.e., with no phonons included), the effective mass
at the nematic QCP obeys the following scaling form
m2(T ) ∼ T ln(1/T ) (for details, see Appendix B), which
agrees with Ref. [35]. As the nemato-elastic coupling be-
comes finite, we obtain for the first time that this effective
mass continues to be described by a T -linear contribution
at high enough temperatures, but its dependence at the
nematic QCP evolves into a T 2 behavior at temperatures
T  κ3/2lattεF (where εF = vF kF is the Fermi energy),
which corresponds to the low-temperature limit. In fact,
as described in Appendix B, we are able to obtain at
s = sc the following analytical result
m2(T ) =
16pi2k2F
η2κ2latt
W 20
(
η
2
√
αΓ
1− βΓ
)(
T
εF
)2
, (32)
where α ≈ 0.156, β ≈ 1.698, η ≈ 1.277, W0(z) is the first
branch of the Lambert function, and Γ is a model pa-
rameter given in Eq. (B11). Notice that this behavior is
only possible when the coupling of the electronic system
to the lattice degrees of freedom is kept finite. In addi-
tion, we show in Fig. 5(b) that the effect of varying the
tuning parameter ∆s for positive values does not change
this T 2 contribution at low temperatures.
By contrast, in the situation where the control param-
eter satisfies ∆s < 0, the nematic effective mass m2(T )
vanishes for T = Tκ(s) (see Fig. 5(b)). In this re-
spect, we would like to emphasize that for ∆s < 0 we
stop our numerical calculation at T = Tκ(s) and never
go to lower temperatures, which would imply consider-
ing Ising-nematic broken symmetry effects in our present
theory. Therefore, our present calculation departing from
the tetragonal phase successfully predicts that there is a
finite temperature transition, which signals the onset of
Ising-nematic order in the model. We have also checked
numerically that the dependence of Tκ(s) is consistent
with the scaling form Tκ(s) ∼ |∆s| ln(1/|∆s|), which is
displayed in Fig. 6. This scaling form is universal and
independent of κlatt (see also Figs. 1(a) and 1(b) for
the qualitative phase diagrams corresponding to the two
scenarios obtained in this work). On the other hand,
we note that the prefactor associated with the aforemen-
tioned functional dependence of Tκ(s) is non-universal
and strongly depends on the interaction κlatt. In fact,
the higher the coupling κlatt of the nematic fluctuations
to the acoustic phonons the larger the critical temper-
ature associated with the onset of nematic order in the
model. This confirms that such an unavoidable coupling
to the lattice turns out to be beneficial for the enhance-
ment of nematic fluctuations in the system [24].
FIG. 6. The nematic transition temperature Tκ(s) versus
the tuning parameter ∆s < 0 for some choices of κlatt. The
lines refer to the best fitting curves described by the family of
functions given by Tκ(s) = aκ|∆s| ln(bκ/|∆s|), where aκ and
bκ are fitting parameters that depend on the nemato-elastic
coupling κlatt.
V. CONTRIBUTIONS TO THE DC
RESISTIVITY
From Eq. (26), one can see that in order to obtain the
full profile of the temperature dependence of ρ(T ), one
still has to calculate the temperature dependence of χJP .
The details of this calculation are shown in Appendix C.
We will now proceed to discuss the contributions to the
resistivity coming from the two types of disorder consid-
ered in the present work.
A. Random potential coupled to the fermions
First, we analyze the random potential contribution
(proportional to V 20 in Eq. (26)) coupled to the fermions.
For simplicity, we will consider here only the forward
scattering channel, since it is expected to be the most
relevant contribution in the present model. Other types
of contributions (backscattering, large-angle scattering,
Umklapp) will not be considered here, and are left for a
future investigation.
The nematic fluctuations interacting with the
fermionic degrees of freedom in a single patch on the
Fermi surface will give only subleading corrections to the
free fermion polarizability [25, 57–59], whose imaginary
part is given by Im ΠR(k, ω) = cb
ω
vF k
with cb = mf/(2pi).
As a consequence, by applying that result to our model
with a Fermi surface of circular shape, the fermionic con-
tribution to the resistivity yields
ρV0(T ) = cΛ
V 20
χ2JP (T )
, (33)
where cΛ is an ultraviolet cutoff-dependent prefactor.
This gives a T -independent residual resistivity ρ
(0)
V0
=
10
cΛ
V 20
χ
(0)
JP
plus an additional term, from which comes the
temperature dependence of χ2JP . As shown in the Ap-
pendix C, the susceptibility χJP (T ) in the limit of low
temperatures (T  κ3/2lattεF ) becomes naturally described
at s = sc by
χJP (T ) = χ
(0)
JP−
16pi2C0Nfk2F
η2Uκ2latt
W 20
(
η
2
√
αΓ
1− βΓ
)(
T
εF
)2
,
(34)
where C0 is a temperature-independent constant. Conse-
quently, the resistivity in this regime behaves as
ρV0(T )− ρ(0)V0
ρ
(0)
V0
=
32pi2C0Nfk2F
η2Uχ
(0)
JPκ
2
latt
W 20
(
η
2
√
αΓ
1− βΓ
)(
T
εF
)2
,
(35)
which suggests that the system exhibits a behavior that
resembles a Fermi-liquid regime [60]. This result is in
line with some recent experimental measurements on the
compound FeSe0.89S0.11 [61, 62], which show a Fermi-
liquid-like dependence of the resistivity as a function of
temperature in the vicinity of a putative nematic QCP.
In addition, by using the approximation W0(x) ≈ x for
the Lambert function, which is valid for small x, we find
ρV0(T )− ρ(0)V0 ∝
(
a1
κ
3/2
latt
+
a2
κlatt
)(
T
εF
)2
, (36)
where a1 and a2 are constants defined in terms of pa-
rameters of the model. The second term proportional to
1
κlatt
(
T
εF
)2
in the above expression for ρV0(T ) was also
found in a recent study [41] of the same quantum critical
model by employing the Boltzmann-equation approach
to evaluate the resistivity. However, it is very impor-
tant to point out here that the difference between the
result in Ref. [41] and the expression obtained above
within the memory matrix approach is the first term on
the right-hand side of Eq. (36), which does not appear
in the Boltzmann-equation approach. Since the coupling
to the lattice κlatt is expected to be a small parameter
in the model, one may conclude that the first term will
dominate over the contribution of the second term. As a
result, although the temperature dependence of the resis-
tivity turns out to be the same within both formalisms,
the most important contribution to this transport coef-
ficient with respect to κlatt is only obtained here within
the memory matrix approach.
In the high-temperature limit κ
3/2
lattεF  T  εF , the
term proportional to the nemato-elastic coupling appear-
ing in Eq. (30) becomes irrelevant and the resistivity
assumes the form derived in Ref. [35], i.e., it becomes
nearly T -linear with a coefficient proportional to U . At
intermediate temperatures, it can be verified by the nu-
merical solution of the equation for m2(T ) that there is
a window in which the resistivity of the present model
is consistent with a description in terms of ρ(T ) ∼ Tα,
with the effective exponent α satisfying the inequality
1 . α . 2. This is due to the fact that ρ(T ) ∝ m2(T ),
when the zero-temperature contribution of χJP (T ) dom-
inates over m2(T ), as can be seen from the results in
Eq. (33) and in Appendix C. Moreover, this temper-
ature dependence is qualitatively similar to the result
obtained in Ref. [41] by one of us using the Boltzmann-
equation approach, although the prefactors multiplying
the T -dependence turn out to be different in the two
formalisms (as we have already explained in the pre-
vious paragraph). Such an intermediate regime natu-
rally interpolates between the nearly T -linear resistivity
that emerges at high temperatures and the T 2 behav-
ior which appears at low temperatures (see Fig. 1(a) for
the schematic phase diagram obtained within this sce-
nario). We also note that the phase diagram in Fig. 1(a)
agrees well with the phase diagram first obtained in Ref.
[24] by an analysis of the thermodynamic properties of
the model. Therefore, the results for the resistivity ob-
tained here with the random potential disorder are also
in line with recent experimental data reported by Coldea
and collaborators [61, 62], where it was observed for the
FeSe0.89S0.11 compound under applied external pressure
that there is a regime where the corresponding resistivity
displays a Tα-behavior (with a seemingly temperature-
dependent α exponent, which also satisfies the inequality
1 . α . 2).
On the other hand, in the low-temperature limit, it can
be shown via a power-counting scaling analysis that the
random potential V0 coupling turns out to be less rele-
vant (from an RG point of view) than the random field
disorder h0 coupling. Therefore, at low temperatures,
the random-field disorder (if present in the system) will
likely dominate the transport properties near the nematic
QCP in a model with acoustic phonons (this conclusion
also agrees with Ref. [35] who investigated a nematic
quantum critical model, but with no phonons included).
For this reason, we now turn our attention to this poten-
tially relevant contribution for the present model in the
low-temperature regime.
B. Addition of random-field disorder coupled to
the nematic fluctuations
Here, we analyze (in addition to the contribution of
the type of disorder considered in the previous section)
the contribution in the present quantum critical model
coming from yet another possible type of disorder that
some iron-based superconductors could also potentially
host in the system – i.e., the random-field disorder cou-
pled to the nematic order parameter defined in Eq. (23).
In the limit of low enough temperatures (T  κ3/2lattεF ),
we obtain from our Eqs. (28) and (34) that the resistivity
associated with the nematic quantum critical phase due
to the random field disorder in the presence of acoustic
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phonons is given, to leading order, by
ρh0(T )− ρ(0)h0
ρ
(0)
h0
=
C1
4
(
T
εF
)2
ln
[
C1
(
T
εF
)2]
+ C2
(
T
εF
)2
,
(37)
where ρ
(0)
h0
is, as we have discussed before, a temperature-
independent residual resistivity and we have also defined
C1 = 16pi
2k2F
η2ν0g2nemκ
3
latt
W 20
(
η
2
√
αΓ
1− βΓ
)
, (38)
C2 = 4pi
2k2F
η2κ2latt
[
8C0Nf
Uχ
(0)
JP
− 4 ln(2)− 1
ν0g2nemκlatt
]
W 20
(
η
2
√
αΓ
1− βΓ
)
.
(39)
Consequently, the resistivity in the present situation
at low temperatures evolves into an approximate T 2-
behavior, which one could naively think that a Fermi-
liquid-like behavior would also be recovered for this
regime as a result of the coupling of the nematic fluc-
tuations to the lattice. However, it is important to point
out that, in the low-temperature limit, the logarithmic
correction appearing in Eq. (37) will eventually domi-
nate the transport properties of the model for this par-
ticular case. This means that in the vicinity of the ne-
matic QCP a non-Fermi-liquid with a Kondo-like upturn
is obtained due to the addition of random-field disorder.
Despite this, apart from this important difference, other
transport properties turn out to be similar to the ones
discussed so far: a nearly T -linear resistivity at high-
temperatures and a regime consistent with ρ(T ) ∼ Tα
at intermediate temperatures with the effective exponent
α roughly satisfying the inequality 1 . α . 2 (see Fig.
1(b) for the schematic phase diagram associated with this
second scenario). In this way, our result implies from a
broad perspective that the low-temperature behavior as-
sociated with Ising-nematic quantum criticality in the
presence of acoustic phonons depends in a crucial way
on the types of disorder that a given material may host
in the system. This could provide a unified explanation
of different behaviors in the resistivity observed at low
temperatures in many iron-based superconducting com-
pounds available in the literature.
VI. SUMMARY
In this work, we have calculated perturbatively the
DC resistivity associated with an Ising-nematic quan-
tum critical point in the presence of both disorder and
acoustic phonons in the corresponding lattice model. We
have employed the Mori-Zwanzig memory-matrix trans-
port theory, which does not rely on the existence of well-
defined quasiparticles in the effective theory. As a result,
we have obtained that by including the unavoidable inter-
action between the nematic fluctuations and the acous-
tic phonons, those fluctuations clearly become enhanced,
and a higher transition critical temperature associated
with the onset of nematic order appears. Moreover, the
resistivity ρ(T ) in the tetragonal phase as a function of
temperature becomes described by a universal scaling
form given by ρ(T ) ∼ T ln(1/T ) at high temperatures,
reminiscent of the strange metal regime observed in many
quantum critical materials. By contrast, for a window of
temperatures comparable with κ
3/2
lattεF (where εF is the
Fermi energy of the microscopic model), the system ex-
hibits a regime in which the resistivity is consistent with a
description in terms of ρ(T ) ∼ Tα, where the effective ex-
ponent roughly satisfies the inequality 1 . α . 2. Lastly,
towards the low-temperature limit, we have shown that
the properties of the quantum critical state change in
an important way depending on the types of disorder
present in the system: It can either recover a Fermi-
liquid-like behavior described by ρ(T ) ∼ T 2 for the case
where only the random potential V0 coupling is included
in the model, or it could display a crossover to yet another
non-Fermi liquid phase characterized by the scaling form
ρ(T )−ρ0 ∼ T 2 lnT due to the effects of the random-field
disorder coupling h0 (implying in the latter case that the
system would exhibit a Kondo-like upturn in the resis-
tivity). We have argued that our present results could be
important for the interpretation, e.g., of recent transport
experiments performed in the FeSe0.89S0.11 compound
under applied pressure, and potentially in many other
iron-based superconducting compounds as well.
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Appendix A: Derivation of the nematic-mass
equation
To evaluate the Matsubara sum and the integrals on
the right-hand side of Eq. (29), we follow a similar treat-
ment as devised in Ref. [35] for a lattice-free model and
write Eq. (29) as a sum of the two terms
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I1 =
∫
d2k
(2pi)2
[
T
∑
ωn
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ωn|/(vF k) + C sin2(2θ)ω2n/(vF k)2 +m2(T )
−
∫
dω
2pi
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ω|/(vF k) + C sin2(2θ)ω2/(vF k)2 +m2(T )
]
, (A1)
I2 =
∫
d2k
(2pi)2
[ ∫
dω
2pi
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ω|/(vF k) + C sin2(2θ)ω2/(vF k)2 +m2(T )
−
∫
dω
2pi
ν0
k2 + λlatt cos2(2θ) + B cos2(2θ)|ω|/(vF k) + C sin2(2θ)ω2/(vF k)2
]
, (A2)
where, as explained in the main text, λlatt is associated
with the coupling between the acoustic phonons and the
nematic order parameter.
In order to find a convergent expression for I1, it is not
necessary to keep the formally irrelevant ω2 term in the
nematic propagator. Indeed, to prove that, we first recall
that the bosonic Matsubara frequency is given by ωn =
2pinT and then define the frequency cutoff Ω = 2piNT ,
where N is a very large integer number. Having this in
mind, we write I1 as the limit
I1 =
∫
d2k
(2pi)2
lim
Ω→∞
[
T
N∑
n=−N
ν0
k2 + λlatt cos2(2θ) +m2(T ) + 2piBT cos2(2θ)|n|/(vF k)
−
∫ Ω
−Ω
dω
2pi
ν0
k2 + λlatt cos2(2θ) +m2(T ) + B cos2(2θ)|ω|/(vF k)
]
. (A3)
Next, we can proceed with the evaluation of the Matsub-
ara sum for N finite by utilizing the following mathemat-
ical identity
N∑
n=−N
1
a+ b|n| =
2
b
[
ψ(0)
(
a
b
+N + 1
)
− ψ(0)
(
a
b
+ 1
)]
+
1
a
. (A4)
Here, the parameters a and b correspond to positive
real numbers and ψ(0)(z) denotes the digamma function.
Thus, using the set of definitions
a ≡ k2 + λlatt cos2(2θ) +m2(T ), (A5)
b ≡ 2piBT
vF k
cos2(2θ), (A6)
one can show that
I1 = ν0
∫
d2k
(2pi)2
{
T
a
+
2T
b
lim
Ω→∞
[
ψ(0)
(
a
b
+
Ω
2piT
+ 1
)
− ln
(
1 +
bΩ
2piaT
)]
− 2T
b
ψ(0)
(
a
b
+ 1
)}
, (A7)
where we have substituted N = Ω/(2piT ). The evalua-
tion of the Ω limit can be achieved by resorting to the
series expansion
ψ(0)(z + 1) = ln(z) +
1
2z
−
∞∑
`=1
B2`
2`z2`
, (A8)
where the coefficients B2` denote the Bernoulli numbers.
Applying this formula, the expression for I1 evaluates to
I1 = ν0
∫
d2k
(2pi)2
{
T
a
+
2T
b
[
ln
(
a
b
)
− ψ(0)
(
a
b
+ 1
)]}
.
(A9)
Finally, by substituting the expressions for a and b and
then rescaling the momentum integral according to
k =
(
2piBT
vF
)1/3
y, (A10)
one finds that Eq. (A9) simplifies to
I1 = ν0T
2pi
Ξ
[
m(T )
(2piBT/vF )1/3 ,
λ
1/2
latt
(2piBT/vF )1/3
]
, (A11)
where
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Ξ(x, τ) =
∫ ∞
0
dy
∫ 2pi
0
dθ
2pi
(
y
y2 + x2 + τ2 cos2(2θ)
+
2y2
cos2(2θ)
{
ln
[
y3 + [x2 + τ2 cos2(2θ)]y
cos2(2θ)
]
− ψ(0)
[
y3 + [x2 + τ2 cos2(2θ)]y
cos2(2θ)
+ 1
]})
. (A12)
In order to determine I2, we expand the integrand on the right-hand side of Eq. (A2) in powers of m(T ). By
performing the substitutions k = BC−1/2ρ and ω = vFB2C−3/2v, we arrive at the result
I2 = −ν0vFm
2(T )
4pi3
√C
∫ Λ√C/B
0
dρ
∫ 2pi
0
dθ
∫ ∞
0
dv
ρ5
[ρ4 + 4κlattρ2 cos2(2θ) + ρv cos2(2θ) + v2 sin
2(2θ)]2
, (A13)
where the dimensionless parameter κlatt = λlatt/(ν0g
2
nem)
measures the strength of the nemato-elastic coupling
with respect to the nematic interaction. Upon substi-
tuting the expressions for I1 and I2 obtained here into
Eq. (29), we arrive at the result given in Eq. (30).
Appendix B: Asymptotic solution of the
nematic-mass equation
1. Low-temperature behavior
This section is aimed at determining the asymptotic
dependence of m2(T ) on both T and λlatt when the ef-
fective coupling
Λlatt(T ) =
λ
1/2
latt
(2piBT/vF )1/3 (B1)
becomes larger than any energy scale of the model [see
Eq. (30)]. In other words, this is equivalent to consider-
ing the temperature regime T  κ3/2lattεF , with εF being
the Fermi energy of the system.
To begin with, we linearize the cosine function cos(2θ)
on the right-hand side of Eq. (A12) around the cold spots
θn = (2n+ 1)pi/4. As a result, we are able to write∫ 2pi
0
dθ
2pi
(· · · ) ≈
nc∑
n=1
∫ θn+θ0
θn−θ0
dθ
2pi
(· · · ), (B2)
where nc = 4 refers to the number of cold spots in the
interval [0, 2pi), and θ0 is an angular cutoff that sets the
validity of the linear approximation for cos(2θ). By per-
forming the following substitutions
y → y
Λ2latt(T )
, (B3)
θ → θn + z
2Λ3latt(T )
, (B4)
one obtains
Ξ
[
m(T )
(2piBT/vF )1/3 ,
λ
1/2
latt
(2piBT )1/3
]
= nc
[
λ
1/2
latt
(2piBT/vF )1/3
]−3
Ξ˜
[(
λ
1/2
latt
(2piBT/vF )1/3
)2
m(T )
(2piBT/vF )1/3
]
, (B5)
where
Ξ˜(x) =
1
2pi
∫ ∞
0
dy
∫ ∞
0
dz
(
y
x2 + y2 + z2
+
2y2
z2
{
ln
[
y3 + (x2 + z2)y
z2
]
− ψ(0)
[
y3 + (x2 + z2)y
z2
+ 1
]})
. (B6)
Here, we have sent the upper cutoff z0 =
θ0vFλ
3/2
latt
piBT in the
integration over the z variable to infinity, because we are
interested in the limit of lower temperatures. As a result,
if we consider the interval 0 < x  1, Ξ˜(x) can be well
approximated by
Ξ˜(x) = αe−ηx + βx2, (B7)
where the parameters on the right-hand side are given by
α ≈ 0.156, β ≈ 1.698, and η ≈ 1.276 (see Fig. 7).
Next, the substitution of Eqs. (B5) and (B7) into Eq.
(30) yields[
1− βncvF ν0Uλ
1/2
latt
4pi2(1 + γ)BNf
]
m2(T ) =
∆s
1 + γ
+
αncBν0UT 2
(1 + γ)vFλ
3/2
lattNf
× exp
[
− ηvFλlatt
2piBT m(T )
]
. (B8)
At the nematic QCP, the above equation can be
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FIG. 7. Comparison between the dependence of both func-
tions Ξ˜(x) and the fit given by f(x) = αe−ηx + βx2 for the
interval 0 < x 1. The parameters in the latter function are
given by α ≈ 0.156, β ≈ 1.698, and η ≈ 1.276.
solved exactly. Indeed, by writing it as m2(T ) =
m0 exp[−κ0m(T )], its solution evaluates to
m2(T ) =
4
κ20
W 20
(√
m0κ0
2
)
, (B9)
with W0(z) being the principal branch of the so-called
Lambert W function, i.e., W0(0) = 0. By employing the
definitions of m0 and κ0 in terms of the original model
parameters, the expression for the nematic mass becomes
m2(T ) =
16pi2B2
η2v2Fλ
2
latt
W 20
(
η
2
√
αΓ
1− βΓ
)
T 2, (B10)
where we have set
Γ ≡ ncvF ν0Uλ
1/2
latt
4pi2(1 + γ)BNf . (B11)
By making the substitutions B = ν0g2nem and εF = vF kF
into Eq. (B10), one finds the expression for m2(T ) given
in the main text [see Eq. (32)].
2. High-temperature behavior
Now we turn our attention to determining the asymp-
totic behavior of m2(T ) for the interval of high temper-
atures κ
3/2
lattεF  T  εF . Since in this regime the
nemato-elastic coupling becomes irrelevant, Eq. (30) can
be approximated as
m2(T ) =
∆s
1 + γ
+
ν0UT
2pi(1 + γ)Nf
Ξ
[
m(T )
(2piBT/vF )1/3 , 0
]
,
(B12)
which is equivalent to the nematic-mass equation derived
in Ref. [35]. To compare the lattice-free solution of Eq.
(B12) with the expression for m2(T ) obtained in Eq.
(B10), we first notice that Ξ(x, 0) has the asymptotic
form
Ξ(x, 0) = ln(1/x)− 1.0747, (B13)
as x → 0. So within logarithmic accuracy and also con-
sidering that the system is exactly at its nematic QCP,
we are able to write Eq. (B12) as
m2(T ) =
ν0UT
2pi(1 + γ)Nf
ln
[
(2piBT/vF )1/3
m(T )
]
. (B14)
The solution of the above equation can be expressed
as
m2(T ) = κ˜20 exp
[
−W0
(
2κ˜20
m˜0
)]
, (B15)
where
m˜0 ≡ ν0UT
2pi(1 + γ)Nf
, (B16)
κ˜0 ≡
(
2piBT
vF
)1/3
. (B17)
Since for x 1, the Lambert function W0(x) can be well
described to first order approximation by
W0(x) ≈ ln
(
x
lnx
)
, (B18)
we come to the conclusion that the mass of the nematic
fluctuations for κ
3/2
lattεF  T  εF is asymptotically
given by
m2(T ) =
k2FU
12pi2(1 + γ)Nf
T
εF
ln
[
256pi6(1 + γ)3g4nemN
3
f
U3ε2F
εF
T
]
,
(B19)
where we have made the substitutions B = ν0g2nem and
εF = vF kF .
Appendix C: Susceptibility χJP
In this appendix, we calculate the temperature depen-
dence of the susceptibility χJP (T ). To do that, we will
follow a similar treatment as discussed in Ref. [35] for
a lattice-free model. For conciseness, only the Feynman
diagrams that yield a finite result in this calculation are
displayed in Fig. 8. The remaining Feynman diagrams
contain fermionic tadpoles and, as a consequence, they
turn out to vanish in the present theory.
The first diagram represented in Fig. 8(a) readily eval-
uates to
Da = −T
∑
νn
∫
d2q
(2pi)2
q2x
2mf
G0(k+ q, iωn + iνn)
×G0(q, iνn)
= −
∫
d2q
(2pi)2
q2x
2mf
[nF (ξq+k/2)− nF (ξq−k/2)]
−iωn + ξq+k/2 − ξq−k/2
≈ −
∫
d2q
(2pi)2
q2x
2mf
n′F (ξq) ≡ χ0, (C1)
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(c) (d)
FIG. 8. Some Feynman diagrams for the calculation of the
susceptibility χJP (T ). For conciseness, we display here only
the diagrams that yield a finite result in this calculation.
where nF (ω) = 1/(e
ω/T + 1) is the Fermi distribution
function. The above integral naturally yields a constant
contribution (denoted by χ0) to χJP (T ).
As for the diagram represented in Fig. 8(b), we obtain
Db = 2T
∑
Ωm
∫
d2k
(2pi)2
Σ1(k, iΩm)D(k, iΩm), (C2)
where Σ1 is a bosonic self-energy on one fermion line (the
factor 2 is related to the fact that there are two diagrams
that give exactly the same result). The corresponding
bosonic self-energy Σ1 is given by
Σ1 =− g
2
nem
ν0mf
T
∑
νn
∫
d2q
(2pi)2
q2xV
2
k+q,qG0(k+ q, iΩm + iνn)
×G30(q, iνn). (C3)
Since we are working with the continuum theory de-
scribed by Eq. (19), the d-wave form factor may be
written as Vp,q = −(p2x − p2y + q2x − q2y). In addition,
for the diagram in Fig. 8(c), we have
Dc = T
∑
Ωm
∫
d2k
(2pi)2
Σ2(k, iΩm)D(k, iΩm), (C4)
where we defined the quantity Σ2 (despite the notation,
this is not a self-energy insertion), which is given by
Σ2 = − g
2
nem
ν0mf
T
∑
νn
∫
d2q
(2pi)2
qx(qx + kx)V
2
k+q,q
×G20(k+ q, iΩm + iνn)G20(q, iνn)
= Σ
(a)
2 + Σ
(b)
2 , (C5)
where Σ
(a)
2 is the term in the integral proportional to q
2
x
and Σ
(b)
2 is the term in the integral proportional to qxkx.
In a similar way, for the diagram in Fig. 8(d), we obtain
Dd = T
∑
Ωm
∫
d2k
(2pi)2
Σ3(k, iΩm)D(k, iΩm), (C6)
where we defined Σ3, which is given by
Σ3 = −8g
2
nem
ν0
T
∑
νn
∫
d2q
(2pi)2
qx
(
qx +
kx
2
)
Vk+q,q
×G0(k+ q, iΩm + iνn)G20(q, iνn). (C7)
Collecting all the above terms, it can be shown that
Σ1 + Σ2 + Σ3 ≡ C0, where C0 is a constant given approx-
imately by
C0 ≈ −g
2
nem
ν0
∫
d2q
(2pi)2
[
q2x
2mf
V 2q,qn
′′′
F (ξq) + 8q
2
xVq,qn
′′
F (ξq)
]
.
(C8)
Therefore, we can write
χJP (T ) = χ0 − C0T
∑
Ωm
∫
d2k
(2pi)2
D(k, iΩm), (C9)
where χ0 and C0 are temperature-independent constants
and D(k, iΩm) is the bosonic propagator given by Eq.
(9). By subtracting from Eq. (C9) the zero-temperature
susceptibility χ
(0)
JP = χJP (T → 0) at s = sc and then
employing the Eq. (29) for the mass of the nematic fluc-
tuations, we finally obtain
χJP (T ) = χ
(0)
JP −
C0Nf
U
[m2(T )−∆s]. (C10)
As a result, if we consider the temperature regime T 
κ
3/2
lattεF and also suppose that the system is at its ne-
matic QCP (see Appendix B), the susceptibility χJP (T )
evaluates to
χJP (T ) = χ
(0)
JP−
16pi2C0Nfk2F
η2Uκ2latt
W 20
(
η
2
√
αΓ
1− βΓ
)(
T
εF
)2
.
(C11)
On the other hand, for the interval of temperature
κ
3/2
lattεF  T  εF the nemato-elastic coupling can be
dropped and, as a result, the susceptibility χJP (T ) be-
comes
χJP (T ) = χ
(0)
JP −
C0k2F
12pi2(1 + γ)
T
εF
× ln
[
256pi6(1 + γ)3g4nemN
3
f
U3ε2F
εF
T
]
. (C12)
The last two results are the limits of χJP (T ) discussed
in the main text.
Appendix D: Approximate estimate of the
resistivity due to random-field disorder using the
fermionic Green’s function
As explained in the main text, in order to further con-
firm our result obtained previously in Eq. (27) using the
memory matrix approach, we provide in this appendix
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FIG. 9. Behavior of the inverse of the transport scattering
time τtrans as a function of m(T ) according to the memory
matrix approach derived in our Eq. (27) and a traditional
Green’s function method (for simplicity, we set λlatt = 1). We
note that the use of the fermionic Green’s function approach
here should not be viewed as a perturbatively exact result.
This latter calculation only provides an approximate estimate
and a further confirmation of our result in Eq. (27).
an alternative (but approximate) way to calculate the
resistivity due to random-field disorder using a fermionic
Green’s function method. In this respect, consider, e.g.,
a fermion in the vicinity of the Fermi surface constructed
in terms of Fermi points given, without loss of general-
ity, by (kF , 0). Next, we will represent its deviation from
these Fermi points by the momentum q. The interacting
fermionic Green’s function will then be given by
G(q, iωn) =
1
iωn − vF qx − q2y − Σ(q, iωn)
, (D1)
where Σ(q, iωn) is the corresponding self-energy. At
the Fermi momentum kF , the lowest-order contribu-
tion to the self-energy after impurity-averaging procedure
(which was explained in the main text) due to random-
field disorder effects becomes
Σrandom(iωn) =
= h20
∫
d2q
(2pi)2
D2(q, iωn = 0)
× 1
iωn − vF qx − q2y − Σ(q, iωn)
, (D2)
where the circle in the above Feynman diagram rep-
resents the coupling h20 of the order-parameter bosons
with the random-field disorder. Since we can write
qy = kF θ, by using a trigonometric identity and the fact
that sin θ ≈ θ, we obtain the following result cos2(2θ) ≈
[1− (qy/kF )2]2.
To make further progress analytically, we will con-
sider here an approximation similar to the one used in
Refs. [25, 35] and neglect the qx-dependence on both the
bosonic propagator D and the fermionic self-energy Σ.
As a consequence of this, we can now perform the inte-
gration over qx in Eq. (D2) and, by using the following
identity
sgn(ω) = − i
pi
∫ ∞
−∞
dx
x− iω , (D3)
we arrive at the result
Σrandom(iωn) = −isgn(ωn) h
2
0
4pivF
∫ ∞
−∞
dqyD
2(qy, iωn = 0).
(D4)
The above expression represents the fermionic scattering
rate given by (1/τ). However, in order to calculate the
transport scattering time given by τtrans that appears in
the transport properties, we have to include an additional
factor given by (1− cos θ), which takes into account the
fact that small-angle scattering does not relax the electric
current in the model. This factor will add a contribution
to the above integral that we can approximate as (1 −
cos θ) ≈ q2y/2k2F . Therefore, we obtain that the inverse
of the scattering time (1/τtrans) is given by
1
τtrans
∝ h20
∫ ∞
−∞
dqy
q2y
[q2y + λlatt(1− q2y/k2F )2 +m2(T )]2
.
(D5)
Since the analytical solution of the above integral as-
sumes a cumbersome form, we will focus only on its
numerical result displayed in Fig. 9. We observe from
this plot that this approximate estimate of the inverse of
the scattering time (1/τtrans) using a traditional Green’s
function method agrees well with our result in Eq. (27)
for small m(T ), thus confirming our result obtained
within the memory matrix approach in the main text.
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