Abstract. Because of scaling problems, Gaussian elimination with pivoting is not always as accurate as one might reasonably expect. It is shown that even a single iteration of iterative refinement in single precision is enough to make Gaussian elimination stable in a very strong sense. Also, it is shown that without iterative refinement row pivoting is inferior to column pivoting in situations where the norm of the residual is important.
1. Introduction. It is well known that Gaussian elimination with pivoting is a stable algorithm for solving linear systems of equations in the sense that the computed solution exactly satisfies a linear system whose coefficient matrix differs slightly in norm from the given matrix. For this reason it is often thought that iterative refinement is not worthwhile unless either the data are known with great accuracy or one wishes to detect ill-conditioning. However, it has been pointed out (Hamming (1971) , Gear (1975) ) that Gaussian elimination is not as accurate as one might reasonably expect in that the computed solution may not exactly satisfy a linear system with each coefficient slightly different from that given. It is shown in Skeel (1979) that stability in this strong sense is possible if an appropriate implicit scaling of the rows and/or columns is used with the pivoting. Unfortunately the proper scaling requires estimates of the solution components. It is the purpose of this paper to show that the effects of improper scaling can be eliminated by performing iterative refinement even if the residuals are not accumulated in double precision. Therefore, iterative refinement would be worthwhile for problems that may not be scaled properly for Gaussian elimination. The computational cost is often small, but this is not always true due to the necessity of storing the original matrix.
The title of this paper is adapted from a related paper of Jankowski and Wozniakowski (1977) . The principal result of their paper is that almost any linear even if single precision is used throughout. In contrast, our paper shows that a particular algorithm which is already stable in the usual sense becomes stable in the strong sense when iterative refinement is performed. These latter results are obtained primarily through the use of componentwise absolute values instead of norms for the roundoff error analysis.
In Section 2 three stability concepts are defined which are motivated by the desire to compare the solution computed by the algorithm with solutions obtained by introducing small errors in each of the entries of the coefficient matrix. In Section 3 a good error bound is given and numerical stability is discussed for Gaussian elimination with column pivoting, which is the usual variant of partial pivoting in which the largest element of the next column is used for a pivot.
In Section 4 bounds on the residual and the error are obtained for column pivoting with iterative refinement. Both s.p.r.a. (single precision residual accumulation) and d.p.r.a. (double precision residual accumulation) are considered.
In Section 5 the numerical stability of iterative refinement is examined, and it is shown that a single iteration in single precision is enough for stability. Still better behavior is possible with further iterations or with double precision residuals.
In Section 6 an error bound is given for Gaussian elimination with row pivoting, which means that columns are interchanged so that each pivot is the largest in its row. The interesting result here is that without iterative refinement the norm of the residual can be much larger than for column pivoting; otherwise, little can be said about the relative merits of the two types of partial pivoting.
2. Numerical Stability. Three stability concepts are discussed for algorithms that solve a system Ax = b of n equations in n unknowns.
A floating-point number system consists of a subset of the reals for which floatingpoint operations +, -, x, and / are defined. It is assumed that the relative roundoff error of floating-point arithmetic is bounded by a minuscule positive number u satisfying the restriction nu < .01 of Forsythe and Moler (1967) . Every reference to a floatingpoint result xôy carries with it the assumption that x, b, and y are such that the result is well defined.
For a roundoff error analysis it is helpful to have some reasonable standard for comparison. As our standard, we would like to consider the slightly perturbed solution of a slightly perturbed problem; more specifically, errors of relative size < e are introduced into the problem data, and then errors of relative size < e are introduced into the exact solution of the perturbed problem. For the particular problem of solving a linear system Ax = b there are indications (see Skeel (1979) ) that it makes little difference if only the matrix A is perturbed, and so we consider solutions x + Sx = (A + 8A)~1b for 8A smaller than A by a factor of e. It is usual to consider 8A such that \\8A\\ < elL4ll, but it may be preferable (see Skeel (1979) ) to be more restrictive by requiring that \8A I < e\A I, where the inequality and the absolute value are to be understood in a componentwise sense.
There are various ways of relating the computed solution x to the solutions x + 6x of perturbed problems. One way is the backward error tj,.which is defined to be the License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use least amount by which A must be perturbed to get a solution x + 5x which is exactly equal to x. The requirement that x + 8x = x can be quite demanding, and so we also wish to consider less stringent conditions. We can ask instead only that x + Sx be in some sense as bad a solution as x. We consider two measures of the badness of the solution: the norm of the residual and the norm of the error. Only absolute norms will be considered, namely those for which Il lui II = Hull for any vector v. Bauer, Stoer, and Witzgall (1961) show that this property is equivalent to monotonicity, which means that Hull < llwll whenever lui < Iwl.
In addition, it is convenient to assume that the problem has been scaled so that the norm can be chosen so that II eJ = 1, 1 < / < n. (Extension of the results to weighted norms would be straightforward.) Under these assumptions it is easily shown that IIuII" < Hull < llullj for any vector v. The norm is to be extended to row vectors and matrices in the usual way.
By stability of an algorithm it is meant that there exists a stability constant k(ri) and a stability threshold u(ri) such that the backward error tj < k(n)u whenever « < u(n). However, this definition is difficult to apply, and so we relax it by allowing u(n) to depend on the data (A, b) (cf. Jankowski and Wozniakowski (1977) and the asymptotic backward stability of Miller (1972) ). An algorithm will be called Ä-stable if there exists a constant k(n) such that rf < k(n)u for sufficiently small u and instable if V < k(ri)u. Since both 17* and rf are < 77, it is clear that stability implies both R-and ¿"-stability.
The following theorem gives in terms of x an expression for t? which is useful both theoretically and computationally. Proof. This is similar to Eq. (4.2) of Oettli and Prager (1964) . A slightly stronger result without the hypothesis \A I Ixl > 0 is proved in Skeel (1979) . D It does not seem possible to obtain similar expressions for t^ and rf; however, the next two theorems give excellent upper and lower bounds which are useful theoretically. These bounds contain the quantities KiA~i)= lUIU-Ml and k(A)= II U'11 Ulli.
It is important to note that k is being used in a nonstandard way, for it does not denote a condition number defined in terms of norms. where / is such that eJ\A-l\\A\\x\ = IIU-MUIIxllL;
and define 5x = (A + 8A)"lb -x so that 5x is a rational function of e where removable singularities are assumed to be removed. If e is not a pole of 6x, it can be shown that (A + 8A)(x + 5x) = b. EquivalentÂ -l8Ax = -(I + A-l8A)bx, whence ell U-11 Ul Ixl IL \eTA-1ôAx\<U + e\A-l\\A\ÎUxt and 115x11 >--. ' 
+ e«(,4)
The remainder of the proof is similar to the proof of the first upper bound of Theorem 2.2. D
Remark. The norm II ° II " in the upper bound cannot be replaced by II ° II ; however, the two norms differ by at most a factor of n, which is not too important for our purposes. From these theorems it is clear that R -stability is equivalent to lUx -b\\< k(ri)uII UI Ixl II + 0(u2) and ¿-stability is equivalent to llx-xll <£(«)« II L4-11 L41 Ixl II +0(u2).
If absolute values were replaced by norms, then R-and ¿'-stability would be equivalent to the good behavior and the stability, respectively, of Jankowski and Wozniakowski (1977) .
In Skeel (1979) it is shown that II U_11 UI Ixl IL/llxll» is the condition number for the maximum norm of the error with respect to small relative changes in the elements of A. Similarly, it can be shown that II \A I Ixl 11/11,4x11 is the condition number for the norm of the residual (which is just the error measured with the norm ll,4(°)ll) if the relative residual is defined to be lUx -bWjWbW (cf. Bauer (1963) ).
Moreover, k(A) and k(A~1) are upper bounds on the condition numbers for the error and the residual, respectively.
3. Gaussian Elimination With Column Pivoting. Error bounds are given and numerical stability is discussed for Gaussian elimination with column pivoting. The remainder of this paper is limited to the consideration of fully a priori error bounds in terms of the problem data A and b. Thus, for example, the factor for the growth of elements in the elimination is undesirable because it depends in a very complicated way on the data and inappropriate because it depends on the details of the floating-point arithmetic. The bounds we seek are generally not computationally useful because they are realistic only for the worst case errors which may be many orders of magnitude greater than the typical errors. Nevertheless, such bounds seem to provide useful theoretical information, particularly for the purpose of comparing the stability of different algorithms.
Expressions for roundoff error bounds tend to be quite complicated, and the amount of detail can be overwhelming. Moreover, such bounds are often extremely pessimistic, and so it would seem appropriate to suppress some of the less relevant detail. We choose to conceal somewhat the specific functional dependence of various quantities on n. To accomplish this, we introduce symbols Cx, cv C2, c3, c4> cs, C6, . . . , to represent positive quantities which are bounded above by functions of n only. The lower and upper case symbols represent scalars and matrices, respectively. These symLicense or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use bols are all defined in paragraphs with the heading "Note," which the reader is encouraged to skip over. The reasons for providing these definitions are to establish the correctness of the results and to enable the interested reader to construct more detailed error bounds. There are two justifications for suppressing the functional dependence on n. The practical reason is that the function-of-n part of the error bound is the factor which is most unrealistic for typical cases. For example, the error bound for Gaussian elimination with partial pivoting contains the factor 2", and this bound is attained by examples like that of Wilkinson (1963) 
The basic result, shown in Skeel (1979) , upon which our error analysis depends, is that Gaussian elimination with column pivoting determines an approximation x to x = A~lb which satisfies \Ax-b\ < «qUI Ixl for some nonnegative matrix C1 depending only on n. In fact, Cx is a lower triangular matrix with its rows permuted, and \\Cl IL < [19 -2"-2 -n -S]e2nu under certain assumptions on the minor details of the computation. This bound also holds for complete pivoting with a much smaller value for Cx. The same would be true for a column pivoting algorithm which monitors the element growth and switches to complete pivoting if the growth factor exceeds some predetermined threshold value.
The error bound is not quite an a priori bound because it contains the computed quantity x. This can be eliminated by writing the computation is done in single precision and for d.p.r.a. the computation is done in double precision followed by a conversion of the result to single precision. It is assumed that the relative roundoff error of double precision arithmetic is bounded by u2 and that the relative error of conversion is bounded by u.
It is quite easy to show that Gaussian elimination followed by one refinement in single precision is a stable algorithm according to our definition of stability. First, the computed solution Xj satisfies Axl = b + g0, where g0 = 0(u). Second, the computed residual rl=Axl-b+fl=g0+fl, where l/jl <nu\A\\xx\ + u\Axx -b\ + 0(u2) = ««Ullxl + 0(u2).
Third, the computed error dx satisfies \Adx -rx\ <«C1Ulli/1l = 0(u2), and hence, Ad i =g0+fi +0(u2).
Fourth, the refined solution x2 = Xj -dx + h2, where \h2\ <u\xx -dx\ = u\x\ + 0(u2). Thus, Ax2 -b = -fx +Ah2 +0(u2) and Ux2 -b\ < (n + l)uUI Ixl + 0(u2), which together with UI lx2 I = UI Ixl + 0(u) implies stability according to Theorem 2.1. Miller and Wrathall (1979) note that this result is true even without pivoting, but Miller (1977) suggests that it tells us much more about asymptotic notions of stability than about Gaussian elimination. Therefore, we perform a more detailed analysis that indicates the size of the stability threshold u(n).
The error analysis that follows is quite laborious, and there are three reasons for this:
(i) generality. Results are obtained for any number of iterations with either s.p.r.a. or d.p.r.a., and they are applicable to any of the three stability measures with any absolute norm.
(ii) sharpness. The lemmas and Theorem 4.4 seem to give the best possible bounds of the type we seek.
(iii) adaptability. The analysis is easily modified so that it applies to row pivoting instead of column pivoting.
The reader may wish to skip to the discussion following Theorem 4.4. Error bounds for an iterative process are usually obtained by bounding the (m + l)th iterate of some quantity in terms of the wth iterate of this quantity. The quantity which is selected for this purpose affects the sharpness of the results; a good choice seems to be the exact residual of xm -dm, which we denote by qm + x. Hence, just one iteration of iterative refinement with just single precision accumulation of the residuals is enough to make Gaussian elimination stable. This may seem to contradict the usual advice [Forsythe and Moler (1967) , p. 49] that "It is absolutely essential that this residual rk be computed with a higher precision than that of the rest of the computation." Actually, there is little conflict because it has been shown that poorly scaled systems may be solved with an effective precision of much less than single precision. However, the restriction cuk(A~1)o(A, x) < Vi indicates that a big reduction in the backward error may not be realized for badly scaled problems which are very ill-conditioned unless the precision is high enough.
Afore. The quantities This is a significant improvement over the single precision case due to the relaxation of the restriction on the size of n(A~l ) and a(,4, x). This is an important advantage for problems which are both poorly scaled and ill-conditioned.
Afore. The quantities c38 = n/ajA, x) + c33 + c34uk(A~1), c39 =Vc31/2, are bounded above by functions of n only.
6. Gaussian Elimination with Row Pivoting. Sections 3, 4, and 5 consider the use of column pivoting; this section considers instead row pivoting and complete pivoting.
Here the basic result, shown in Skeel (1979) , upon which our error analysis depends, is that the solution x computed by row pivoting satisfies Ux-Z>l <«UICsllxl. 
IIU-MUIIxlll v '
What is most interesting about these bounds is that it seems that row pivoting is not Ä-stable. To see that this is actually true, consider Concerning stability or ¿-stability, either column or row pivoting could be arbitrarily better than the other. Nevertheless, it is interesting that the error bounds for row pivoting contain the quantity k(A), which also arises in the bounds for 77 given in Theorem 2.3; whereas, the error bounds for column pivoting contain k(A x), which can be arbitrarily different from k(A). For example, for ri M
