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ABSTRACT
We present numerical simulations of the magnetic field turbulence in collisionless
electron-positron plasma with continuous injection of new pairs, which maintains
anisotropy in the particle distribution over long time. With these simulations we follow
evolution of a small (and therefore uniform) region in the fluid comoving frame mod-
elling generation and decay of the magnetic field in shocks, where the upstream is mod-
ified by two-photon pair production due to self-absorption of the shock’s high-energy
radiation. We find that the overall picture of magnetic field build-up is consistent with
development of Weibel instability. However, the long-term injection of anisotropic pairs
in the upstream leads to formation of large-scale structures in the magnetic field, while
the small-scale structures are almost absent. We find that being amplified at the shock
front this magnetic field mostly preserves its large spatial scale and then slowly decays
in the downstream on a timescale approximately equal to duration of the injection
phase. The observed decay of the magnetic field is in exceptionally good agreement
with predictions of the so-called phase mixing model. Generation of the long-lived mag-
netic field in relativistic collisionless shocks with injection-modified upstream explains
how they can efficiently produce the synchrotron radiation in Gamma-Ray Bursts.
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1 INTRODUCTION
Relativistic collisionless shocks are the source of observed
radiation in Gamma-Ray Bursts (GRBs) and Active Galac-
tic Nuclei (AGNs). Such shocks are thought to be capa-
ble of particle acceleration (e.g., (Achterberg et al. 2001;
Keshet & Waxman 2005)) and of generating strong mag-
netic field even when they propagate in unmagnetized
or weakly magnetized medium (e.g., Medvedev & Loeb
(1999)), that naturally makes them efficient sources of syn-
chrotron emission. These predictions have been confirmed by
numerical simulations (e.g., Gruzinov (2001); Chang et al.
(2008); Sironi et al. (2013); Stockem et al. (2010)).
However, numerical simulations show that either the
magnetic field generated at the shock front decays very
fast, or – if the magnetic field is already present in the
upstream – there is no particle acceleration (Sironi et al.
2015). Thus, as currently seen in the simulations, particle
acceleration and strong magnetic field never meet each other
leaving no room for synchrotron radiation from relativistic
shocks. Existing models of emission from GRBs and AGNs
⋆ E-mail: garasev@appl.sci-nnov.ru
require efficient synchrotron radiation in apparent contra-
diction to what simulations imply. A solution to this dis-
crepancy is possibly related to various ways in which the
upstreammagnetic turbulence could affect the decay of mag-
netic fields in the downstream (e.g., Milosavljevic´ & Nakar
(2006); Medvedev & Zakutnyaya (2009)).
Recently a new model for the structure of relativistic
shocks was proposed (Derishev & Piran 2016), where the
build-up of the magnetic field is a two-stage process. First,
the magnetic field is generated in a region ahead of the shock
front as a result of massive creation of electron-positron pairs
with anisotropic distribution in the comoving frame. This
region has a width of the order of the electron cooling length,
that is many orders of magnitude larger than the plasma
skin depth, so that the anisotropy grows very slowly and
is maintained over a very long period on the plasma time
scale. Second, the magnetic field is amplified at the shock
front and then decays in the downstream. According to the
model, the decay length is set by the spatial scale of the
turbulent magnetic field formed at the stage of prolonged
initial build-up. The goal of the model is therefore to reach
the magnetic field decay length comparable to the electron
cooling length.
c© 2016 The Authors
2 M. Garasev, E. Derishev
In this Letter we report the results of numerical PIC
simulations, which were designed to check theoretical predic-
tions about the magnetic field build-up and decay in the new
relativistic shock model. Our formulation of the problem of
the magnetic field build-up at the shock is different from the
standard one. We consider the case where the anisotropy of
the particle distribution function is small and is maintained
in the upstream over a long time through continuous injec-
tion of new electron-positron pairs, whereas the standard
approach deals with a large anisotropy, which quickly builds
up in the existing particle distribution just before the shock
front arrives and disappears soon afterwards.
In our simulations we follow evolution of a small (and
therefore uniform) region in the fluid comoving frame, which
starts in the upstream with slow injection of anisotropic
pairs, goes through a phase of rapid magnetic field growth
due to fast increase of the anisotropy(the shock front), and
ends in the downstream with no injection and decaying mag-
netic field. The shock passage is simulated by hand by chang-
ing instantaneously the particle distribution function.
We expect (and then confirmed) that generation of
the magnetic field is due to Weibel instability. Various
aspects of this instability at the linear stage have been
analyzed by many authors (e.g., Morse & Nielson (1971);
Yalinewich & Gedalin (2010); Lyubarsky & Eichler (2006)).
However, the prolonged quasi-stationary saturation stage of
Weibel instability, which is of primary interest in this paper,
has so far received no attention.
In order to reduce the numerical noise and extend the
available dynamic range, our simulations were performed in
the 2D setup with sub-relativistic particle energies. However,
we were not able to explore directly the realistic parame-
ter range for the product of the injection duration and the
plasma frequency. Instead, we use results from simulations
in the accessible parameter range to derive the scaling and
check if there is any indication that this scaling may break
outside of the explored range. Our findings are in agreement
with analytic estimates in Derishev & Piran (2016). We do
not expect any considerable deviation of our 2D simulations
from full 3D simulations, as confirmed by a test 3D run,
which agrees well with the 2D simulation for the same pa-
rameters.
The paper organized as follows. In Sect. 2 we briefly
discuss formulation of the problem and the numerical algo-
rithms, which we used in our simulations. In 3 we present
and discuss the results obtained in our simulations of Weibel
instability in the case of long continuous injection of new
particles with anisotropic distribution. In 4 we describe mod-
eling of shock passage through pair plasma with the pre-
amplified magnetic field and discuss how the prolonged injec-
tion affects build-up and subsequent decay of the magnetic
field at the shock. We conclude with discussing astrophysical
implications of our results and their relation to other works
devoted to generation of the magnetic field in shocks.
2 SIMULATION SETUP
We perform our numerical simulations of the development of
magnetic filaments (Weibel 1959) using relativistic PIC-code
EPOCH (Arber et al. 2015) in 2D3V geometry. For solving
Maxwell’s equations this code uses standard finite-difference
time-domain method (FDTD) (Yee 1966). Equations of mo-
tion for the particles are solved with the Boris algorithm.
The code was modified to allow injection of new particles
(electron-positron pairs) with arbitrary distribution func-
tion. The injection scheme randomly distributes particles
across the computational domain and ensures that there is
no perturbation to momenta, charges, and currents: we si-
multaneously inject two electron-positron pairs with equal
but oppositely directed velocities. We use smooth 3-rd order
b-spline shape for computational particles and take 500-5000
particles per cell in different simulations for each species in
order to reduce the numerical noise. Low level of noise is nec-
essary both to explore the power spectrum of the magnetic
field at the shock and to explore the decay of the magnetic
field on long time scales.
Initial setup of our 2D simulations consists of a box filled
with isotropic electron-positron plasma with Maxwellian dis-
tribution:
fe−,e+ (p) =
N0√
(2pimeT )3
exp
(
−
p2
2meT
)
, (1)
where me is the electron mass, T the temperature measured
in energy units, p the momentum of a particle and N0 the
(equal) number densities of electrons and positrons. The ini-
tial temperature was set to 50 keV. We used Cartesian 2D
grids with uniform mesh ranging in size from 800 × 800 to
3200 × 3200 cells. Periodic boundary conditions were im-
posed onto computational domain. The size of a cell in each
direction was set to 1 Debye length rD =
√
kT/(8pie2N0) of
an isotropic component. Here e is the elementary charge.
Injection of anisotropic electron-positron component
starts at the beginning of each simulation at the moment
t = −ti, continues with a fixed rate, and then stops at t = 0.
The injected plasma has elongated two-temperature distri-
bution function with Tx = 200 keV and Ty,z = 50 keV. The
number density of the injected component is
Na(t) = N0δ
{
ti + t
ti
, −ti ≤ t ≤ 0,
1, t > 0,
(2)
where δ is the total number of injected particles relative to
the initial number of particles and ti the duration of the in-
jection. We track the evolution for a time up to 15000/ωp0,
where ωp(t) =
√
8pie2(N0 +Na(t))/me is the plasma fre-
quency and ωp0 = ωp(−ti) the background plasma fre-
quency. In the paper we use dimensionless time
τ =
t∫
−ti
ωpdt− τi, τi =
0∫
−ti
ωp dt . (3)
Although our goal is to model relativistic shocks, we
used subrelativistic particles. Such a choice guarantees that
the magnetic modes in the turbulence prevail over electric
ones (as it should be in relativistic shocks). On the other
hand, we avoid the well-known problem with relativistic
plasmas, where particles produce extra noise through un-
physical Cherenkov radiation in vacuum. Even so, the nu-
merical noise was the limiting factor in all our simulations.
In this work, we analyse two sets of simulations. Simu-
lations from the first set were performed with 500-1500 par-
ticles per cell per species for different rates and durations of
anisotropic plasma injection. The grid used was 1600×1600
for the longest injection and 800 × 800 in other cases. The
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purpose of these simulations was to explore how the injec-
tion rate and duration affects the evolution and statistical
properties of the generated magnetic field. In the second set
of simulations, performed on 1600 × 1600 and 3200 × 3200
grids, the injection lasted for 500 · 2pi/ωp0 with δ = 0.5. Af-
ter the end of injection we modeled shock passage through
the plasma by stretching the particle distribution function
(doubling py component of each particle’s momentum) and
letting the system to evolve.
3 MAGNETIC TURBULENCE IN THE CASE
OF CONTINUOUS INJECTION
Examples of the magnetic field evolution observed in our
simulations are plotted in Fig. 1. The overall picture of the
magnetic field build-up agrees with development of Weibel
(filamentation) instability. The field starts to grow with rel-
atively small spatial scales and is directed along z-axis. The
fastest-growing modes initially have their wave-vectors per-
pendicular to the anisotropy (i.e., aligned with y-axis) and
the resulting magnetic field islands are strongly elongated in
the direction of x-axis.
In the case of instantaneous injection our simulations
reproduce the result obtained previously by (Stockem et al.
2010). The growing magnetic field wipes out anisotropy
in the particle distribution, that leads to saturation of
the magnetization (the local ratio of the energy density
in the magnetic field to the energy density in particles
εB = 〈B
2〉/(8piEK), where EK is a sum of all kinetic energies
of particles of both species. Then, the magnetic field starts
to decay. The spatial scale of the magnetic field increases
at this stage, because the decay rate of long-wave modes is
much smaller than that of short-wave modes. The maximum
level of magnetization in our simulations was about 0.01.
This relatively low value is due to sub-relativistic plasma
and moderate anisotropy.
Longer injection results in smaller peak magnetization,
but at the same time the magnetic field decays slower. As
the time passes, the magnetic field generated by long injec-
tion overcomes the magnetic field generated by short injec-
tion. Apparently the magnetic field decay follows predictions
of the phase mixing model (Gruzinov 2001; Chang et al.
2008). This is illustrated by Fig. 2, which shows that the
wavenumber of surviving magnetic perturbations decreases
in time in perfect agreement with 〈k〉 ∝ t−1/3 law at least
up to t ≃ 104ω−1p . Numerically, we measure the decrement
γk = −0.4(ck)
3/ω2p, where the numerical factor cannot be
directly compared to theoretical predictions because the cu-
mulative distribution function in our simulations is not ther-
mal.
In the case of long injection, where saturation of the
magnetic field growth occurs during the injection, we ob-
serve a different dynamics. First of all, the longer is the in-
jection, the smaller is the maximum level of magnetization
(see. Fig. 3). On the other hand, the magnetic field decays
with a much smaller rate. We attribute this to a larger field
spatial scale at the moment of maximum magnetization and
to subsequent washing-out of short-wave modes during the
rest of injection period.
Let us define the average spatial scale of the magnetic
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Figure 1. Evolution of magnetization for different durations of
injection: instantaneous (solid line), ωp0ti/(2pi) = 500 (dashed
line), and ωp0ti/(2pi) = 2000 (dash-dotted line). In all cases δ = 2.
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Figure 2. The product 〈kc/ωp〉3τ as a function of time for a
simulation with instantaneous injection and δ = 2.
field as
〈λ〉 =
2pi
〈k〉
, 〈k〉 =
1
〈B2〉
∫
kPkd k, (4)
〈B2〉 =
∫
Pkd k, (5)
where k are the wavenumbers of magnetic field perturbations
and Pk their power spectrum. The average spatial scale at
the end of injection for different injection durations is plotted
in Fig. 4. The dissipation time scale for the magnetic field,
defined as
τd =
τ2 − τ1
ln(εB(τ1)/εB(τ2))
, (6)
where τ1 = 0.1 τi and τ2 = 0.25 τi are two moments of time
after injection has stopped, is shown in Fig. 5 and compared
MNRAS 000, 1–6 (2016)
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Figure 3. Peak magnetizations εB during the injection phase and
magnetizations at the end of injection phase εB(0) as a functions
of the injection duration.
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Figure 4. The average wavelength 〈λ〉 at the end of injection as a
function of τi − τmax, where τmax corresponds to the time, where
maximum of the magnetic field energy is observed. Star represents
a simulation with exponentially growing injection rate, see Eq. 7
and the discussion there.
to the predictions of the phase mixing model. It is clear that
the predictions are in a good agreement with the measured
time scales.
In order to check validity of our results in 3D, we per-
formed a test run with ωp0ti/(2pi) = 200, δ = 2, and with
12 particles per cell in 400 × 400 × 400 cells computational
domain. When this simulation is compared to 2D simulation
with the same injection parameters we find exactly the same
magnetic field decay time at the end of injection (τd ≈ 1680
in 3D vs. τd ≈ 1760 in 2D), but the field energy is ≃ 2.5
times larger in the 3D simulation, that likely results from
slower isotropization of particles in 3D.
To test robustness of our results we also performed a
0 0.5 1 1.5 2
x 104
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1.5
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2.5 x 10
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τ d
 
 
δ = 2
τd = 1.87〈 kc/ωp(0)〉
−3
exp. injection
Figure 5. The magnetic field decay timescale as a function of
injection duration. Diamonds show the decay timescale predicted
theoretically for the average wavenumber of magnetic perturba-
tions measured in these simulations at the end of injection. Star
represents a simulation with exponentially growing injection rate,
see Eq. 7 and the discussion there.
simulation with exponentially growing injection rate
Na(t) = N0δ
{
et/tr
tr(1−e
−ti/tr )
, −ti ≤ t ≤ 0,
1, t > 0,
(7)
with δ = 2, ti/(2pi) = 1000, tr = ti/2, and with 1600 parti-
cles per cell in 1600×1600 cells computational domain. The
average wavelength at the end of the injection phase and the
decay time are shown in Figs. 4 and 5. It is evident that con-
stant injection rate represents a conservative scenario. All
other things being equal, the exponentially growing injec-
tion rate results in a larger magnetization (εB = 4.0× 10
−4
at the end of injection) and longer decay time.
4 SHOCK MODELING
The magnetic field, which was generated in plasma at the
stage of prolonged pair injection, is later amplified at the
shock front. To explore what happens there to the magnetic
field, we model rapid build-up of anisotropy at the shock
front by instantaneously stretching the particle distribution
function for both electrons and positrons along the x-axis,
multiplying px component of their momenta by a factor of
two. The simulation box remains uniform, that implies the
actual shock-front width is much larger than the size of the
simulation box. Keeping the simulation box uniform allows
us to obtain lower statistical fluctuations in the power spec-
trum of the magnetic field. Turning on the anisotropy instan-
taneously instead of more realistic gradual increase creates a
bias towards a faster growth of the small-scale modes, thus
acting against the effects, which we examine in this paper,
and making our results conservative.
In this set of simulations the initial pre-injection of
anisotropic pair plasma continues for ti = 500× 2pi/ωp0 and
the injected particle fraction is δ = 0.5. To compare the re-
sults with the case without prolonged injection we ran a sim-
MNRAS 000, 1–6 (2016)
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ulation of the shock passage starting with isotropic plasma,
whose distribution function is set to repeat the distribution
function found at the end of injection phase.
In the simulations, we observe that the pre-existing
large scale structures of the magnetic field are mostly pre-
served after the field has been amplified at the shock passage.
Small scale structures, which grow by a much larger factor,
also become clearly visible, but their contribution is never
dominant. And even this contribution is likely to be an arte-
fact of instantaneous anisotropy rise in our simulations. The
structures of the magnetic field just before the shock and
at the moment of maximum magnetization after the shock
passage are shown in Fig. 6 and compared to the structure
observed at the shock without initial prolonged injection.
The power spectra of the magnetic turbulence correspond-
ing to the snapshots from Fig. 6 are presented in Fig. 8.
Evolution of the magnetization with time during our
simulation is shown in Fig. 7. The simulation includes the
injection phase, amplification of the magnetic field at the
shock, and the decay phase. This is compared with the same
simulation, where – instead of modeling the shock passage –
we just switched off the injection and let the magnetic field
decay on its own. It is evident from the picture that the
magnetic field is quickly amplified at the shock, and that
its decay rate after the shock passage rapidly approaches
the rate seen in the no-shock case, being somewhat faster at
the beginning due to decay of small-scale magnetic field per-
turbations grown at the shock. The magnetic field decay is
much slower compared to the case, where Weibel instability
starts from zero-field initial conditions, that corresponds to
the standard formulation of the problem of magnetic field
generation at a shock. The difference is due to dominant
contribution of long-lived large-scale modes in the magnetic
field turbulence, which are predominantly generated during
the injection phase and are further amplified by Weibel in-
stability at the shock. In contrast, the strength of the seed
magnetic field does not directly influence magnetization at
the shock front, which saturates due to onset of nonlinear
effects as it would be in absence of the seed fluctuations.
5 CONCLUSIONS
The results of our simulations demonstrate that Weibel in-
stability – when it develops in plasma with continuous sup-
ply of particles with anisotropic distribution – leads to gen-
eration of large-scale magnetic fields. The typical spatial
scale of the generated magnetic field is much larger than
c/ωp. This scale increases for longer injection as 〈λ〉 ∝
(τi − τmax)
1/3 and the magnetic field decay time appears to
be approximately equal to the injection duration. We show
numerically that this scaling holds for injections lasting up
to 2× 104ω−1p , and there is no indication that it will break
at still longer injections.
We interpret the measured dependence 〈λ〉 ∝ t1/3 as a
proof for the so-called phase mixing model of the magnetic
field decay, which predicts exactly this dependence. Though,
the actual numerical coefficient seen in our simulations is
somewhat different from the predictions, possibly because
the cumulative particle distribution function is not thermal.
The power spectrum of the magnetic turbulence gen-
erated during prolonged injection phase declines steeply to-
Figure 6. The structure of the magnetic field just before the
shock passage at τ = 0 (upper panel) for the simulation with pre-
injection (ωp0ti/(2pi) = 500, δ = 0.5) and shortly after the passage
at τ = 100 (approximately at the maximum of the magnetic field)
for the same simulation (middle panel) and for the case without
pre-injection (lower panel).
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Figure 7. Evolution of the magnetic field at the shock. Solid line:
the shock passage is preceded by injection of anisotropic plasma
component with δ = 0.5 and ti = 500 · 2pi/ωp0. Dashed line:
the shock passes through plasma with zero magnetic field (no
preceding injection). Dash-dotted line: the decay of the magnetic
field after injection without passage of the shock front. Inset: rise
of the magnetic field at the shock.
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Figure 8. Power spectra Pk of the magnetic field just before the
shock passage (τ = 0) and shortly after the shock passage at
τ = 100, that approximately corresponds to the maximum of the
magnetic field.
ward small scales. When we model amplification of the mag-
netic field at the shock front, we observe that the contribu-
tion of large-scale modes to the energy density of the mag-
netic field remains dominant despite much larger increment
for small-scale modes. After amplification at the shock front
the large-scale magnetic field survives for a long time in the
downstream, explaining efficient synchrotron emission from
relativistic shocks. Our results lend support to the shock
modification model of Derishev & Piran (2016).
Although our results are obtained in a simplified model
in 2D configurations, we expect similar behaviour in 3D.
This was confirmed by a test 3D run, which shows that the
decay of the large-scale magnetic field in 3D does not speed
up.
Finally, we note an analogy to the results of
Keshet et al. (2009), where an increase of both magnetic
field spatial scale and dissipation length was observed dur-
ing long-term shock simulations. This corresponds to effec-
tive injection timescale becoming progressively larger as the
particles are accelerated and penetrate further into the up-
stream, that leads to generation of larger-scale and more
long-lived magnetic field. In view of our results, this anal-
ogy suggests that numerical simulations of relativistic colli-
sionless shocks propagating into unmagnetized medium will
never converge without introducing some dissipation or par-
ticle losses.
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