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Abstract
The International Linear Collider (ILC) project aims at colliding electrons and positrons at an initial
centre of mass energy of 500 GeV with high luminosity, and thus will allow scientists to probe new
energy regimes. A general consensus within the accelerator physics and particle physics community
has been made to utilise superconducting technology rather than normal conducting technology. A
superconducting radio frequency (SRF) cavity will be used to accelerate bunches of particles to the
design energy before delivering them to an interaction point. The major financial cost of the ILC
lies in the area of the main linacs. These linacs consist of nine-cell cavities and are based on the
TESLA design. An option being considered to reduce the overall footprint and project cost is to
enhance the cavity gradient. This research concerns itself with my new cavity design with a view to
reaching higher gradients. This design is focussed on minimising the surface electromagnetic fields
and maximising the bandwidth of the accelerating mode. This new shape, which is referred to as
the New Low Surface Field (NLSF) design, bears a similarity to the current Ichiro and Reentrant
designs. A design of a complete nine-cell cavity, including power couplers and higher order mode
damping couplers is presented. An equivalent circuit model theory is applied to represent the radio
frequency (rf) mode properties of the cavity for both the fundamental accelerating mode and higher
order modes. This represents an almost complete design, including HOM damping, for a unique
high gradient superconducting cavity.
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Chapter 1
Introduction
The focus of this research is on optimisation of the superconducting radio frequency (SRF) cavi-
ties and the couplers for the linacs of the ILC. This chapter provides an overview of the essential
details of the ILC, the main linac cavities and the couplers. Chapter 2 outlines a basic concept of
electromagnetic (e.m.) fields inside a cavity, the figures of merit of a cavity and the concept of a
wakefields. Chapter 3 provides an overview of a research in a high gradient cavities. A circuit model
for an accelerating cavity is introduced in Chapter 4. A study on the TESLA cavity to validate the
study’s methodology and a circuit model theory is presented in Chapter 5. My optimisation to ob-
tain the NLSF cavity is discussed in Chapter 6 and rf properties of the NLSF cavity are presented
in Chapter 7, along with the results of applying a circuit model. The wakefields of the NLSF cavity
are presented in Chapter 8. The penultimate chapter outlines the rf power coupler design and the
HOM coupler for the NLSF cavity. Some concluding remarks and suggestions for further work are
presented in the final chapter.
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1.1 Why is a Linear Collider Desirable?
The development of the Standard Model has been a success of 20th century particle physics. The
Standard Model includes a third component beyond particles and forces that has not yet been veri-
fied, in particular the Higgs mechanism that gives mass to the particles. It is anticipated fundamental
new physics will be discovered at a few hundred GeV of energy.
In the past, lepton and hadron colliders have been built as storage rings. In a storage ring, the par-
ticles are accelerated many times through the same accelerating cavities. Dipole magnets, located
between the cavities, are used to bend the trajectory of the particles. Particles gain energy from
the accelerating field at each turn and this requires a higher magnetic field to maintain the same
trajectory. The Large Electron Positron collider (LEP), the largest electron positron storage ring,
closed down in November 2000, represented an energy limit beyond which energy losses due to
synchrotron radiation becomes prohibitively large.
The power radiated by an accelerated charged particle (such as an electron) is given by Larmor’s
formula [1]:
P =
1
4πǫ0
2q2υ˙2
3c3 , (1.1)
where υ˙ is the acceleration, q is the charge, and c is the speed of light. For a linear accelerator, the
power radiated is [1]:
P =
1
4πǫ0
2q2
3c3m2
(
dp
dt
)2
(1.2)
where p is the momentum and m is the rest mass of particle. The rate of change of momentum is
equal to the force exerted on the particle in the direction of acceleration (z-direction), which in turn
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equals the change in the energy, E, of the particle per unit distance. Consequently,
P =
1
4πǫ0
2q2
3c3m2
(
dE
dz
)2
(1.3)
Thus, in a linear accelerator the radiated power depends on the external force acting on the particle,
and not on the actual energy or momentum of the particle. It is clear from the above formula
that electrons radiate more than heavier particles such as protons. A particle accelerated up to
approximately the velocity of light (υ ≈ c) radiates power according to:
P =
1
4πǫ0
2q2
3mc2mc(
dE
dz )(
dE
υdt ). (1.4)
The ratio of power radiated to the power supplied by the external accelerating sources is:
P
dE/dt ≃
q2
4πǫ0mc2
2
3mc2 (
dE
dz ) =
2r0
3mc2 (
dE
dz ) (1.5)
where for an ultra-relativistic particles z = υt, dE/dt is the rate of energy change which is assumed
to be equal to the rate of energy supplied by the external sources, and r0 = q2/4πǫ0mc2 = 2.82×10−15
m is the classical radius of an electron. It is clear from the above expression that the radiation losses
in an electron linear accelerator are negligible unless the gain in energy is of order mec2 = 0.511
MeV in a distance of 2r0/3 = 1.88 × 10−15 metres. That is 2.72 × 1014 MeV/m (9.20 × 1020 MeV/m
for proton).
In circular accelerators the momentum ~p changes rapidly in direction as the particle rotates, but
the change in energy per revolution is small. Furthermore, the direction of acceleration is always
perpendicular to the direction of motion. With the bending radius ρ, the velocity β = υ/c, and the
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angular velocity ω = βc/ρ, the radiated power loss becomes [1]:
P =
2
3
r0
mc
γ2ω2|~p|2 = β
4cCγ
2π
E4
ρ2
(1.6)
where γ = 1/
√
1 − β2 is the relativistic Lorentz factor, r0 = q2/4πǫ0mc2 is the classical radius of the
particle, m is the rest mass and Cγ = 4πr0/3(mc2)3, which is 8.85 × 10−5m/GeV3 for electrons and
7.78 × 10−18m/GeV3 for protons. The radiative energy loss per revolution of a circular accelerator
becomes:
△E = PTrev = β3Cγ
E4
ρ
, (1.7)
where Trev = 2πρ/βc. For example in the electron positron collider, LEP [2, 3], at an energy of
100 GeV the energy loss per turn is 2.86 GeV. Also, for the Cornell Electron-positron Storage Ring
(CESR) [4], an electron-positron collider, the energy loss is 1.2 MeV per turn at the energy of 5.3
GeV. The SRS at Daresbury Laboratory [5], 2 GeV energy with bending radius of 8.6 m, the energy
loss is 0.25 MeV per turn. While at CERN’s Large Hadron Collider (LHC) [6], the 7 TeV proton
collider, the energy loss per turn is 6.66 keV. Therefore, when accelerating leptons to higher energies
linear colliders become a necessity.
1.2 Key Parameters of a Collider
The two important key parameters for a high energy collider are the centre of mass energy and the
beam luminosity.
1.2.1 Centre of Mass Energy
The total centre of mass energy Ecm of collision represents the energy available for high energy
reactions to create new particles. It depends on the kinematic parameters of the colliding particles,
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which can be defined as the expression [7]:
E2cm =
∑
i
Ei

2
−
∑
i
cpi

2
, (1.8)
where subscript i represents each particle. With Ei = γimic2 and pi = γimiβic, the relation becomes
E2cm =
∑
i
γimic
2

2
− c2
∑
i
γimiβic

2
(1.9)
For head on collisions of two particles having the same energy, velocity and mass (m1 = m2 =
m, γ1 = γ2 = γ, β1 = −β2 = β, ), the total centre of mass energy becomes
Ecm = 2γmc2 = 2E, (1.10)
which is twice the energy of the counter-propagating particles. The situation is different in a fixed
target collision, for the particle with energy Eb and the target mass mt the total collision energy in
this mode is:
Ecm ≈
√
2mtc2Eb (1.11)
This demonstrates that the centre of mass energy after collision is lower for a fixed target collision.
For example, consider the LHC accelerating 7 TeV protons beams to produce a total collision centre
of mass energy of 14 TeV, compared to 115 GeV centre of mass energy produced if a fixed target
mode is considered.
1.2.2 Luminosity
In addition to the centre of mass energy of the beam, luminosity (L) is the second key parameter
for linear colliders. The luminosity is a measure of the rate of particle encounters per unit reaction
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cross section area in a collision process, L = frepN1N2/A, where frep is the encountering frequency,
A is the cross section area, N1 and N2 are the number of particles [1, 8]. Using a Gaussian bunch
distribution,
ρ(x, y, z) = 1(2π)3/2σxσyσz exp
{
− x
2
2σ2x
− y
2
2σ2y
− z
2
2σ2z
}
, (1.12)
where σx, σy, and σz are the horizontal and vertical rms bunch widths and the rms bunch length,
respectively, when they collide head-on the luminosity is [1]
L =
frepN1N2
4πσxσy
. (1.13)
For an electron-positron linear collider the luminosity is calculated from [9]:
L =
nbN2e frepHD
4πσxσy
. (1.14)
Here nb is number of bunches per pulse, Ne is number of electrons (positrons) per bunch, and HD
is the disruption enhancement factor. The disruption effect occurs when an electron bunch collides
with a positron bunch, the e.m. fields inside one oncoming bunch are very strong and this causes
the particles in the other bunch to bend inward as the bunches cross. This make the effective beam
crossing area smaller, which in turn enhances the luminosity [10].
Introducing the average beam power Pb = EcmnbNe frep, the luminosity can be written as
L =
Pb
Ecm
Ne
4πσxσy
HD (1.15)
At the IP when the particles are bent by the strong e.m. fields of the opposing bunch they emit hard
synchrotron radiation. This effect is called beamstrahlung. Beamstrahlung increases the collision
energy spread and causes detector backgrounds. The average fractional beam energy loss from
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beamstrahlung is approximately given by [9, 11, 12]:
δBS ≈ 0.86
r3e N2eγ
σz(σx + σy)2 , (1.16)
where re is the classical electron radius and γ is the relativistic factor. By choosing a large aspect
ratio R = σx/σy ≫ 1, δBS becomes effectively independent of the vertical beam size and the lumi-
nosity can be increased by making σy as small as possible.
A beam is usually formed from a particles distributed in space and momentum phase space. The rms
beam distribution can be represented by an equivalent Courant-Snyder invariant ellipse [1]. The area
enclosed by the ellipse is equal to πǫ, where ǫ is defined as beam emittance. The Courant-Snyder
ellipse is characterised by three parameters: ˜β, α˜, and γ˜, which are called Courant-Snyder or Twiss
parameters. Each particle contained within this ellipse satisfies the ellipse equation
γ˜y2 + 2α˜yy′ + ˜βy′2 = ǫ, (1.17)
with ˜βγ˜ − α˜2 = 1, y is the displacement in y-plane, and y′ = dy/ds is the divergence angle, where s
is the axial direction. The rms beam width is σy =
√
ǫ ˜β [1], the rms beam divergence is √ǫγ˜ [1],
and ˜β is usually referred to as the beta function [1]. This is similar in the x-plane with the different
Twiss parameters ( ˜βx, α˜x, and γ˜x).
Since σy (=
√
γǫy ˜βy/γ)=
√
ǫy ˜βy, where γ is the relativistic Lorentz factor, and γǫy is the normalised
vertical emittance [1], a small σy can be achieved by using both a small vertical beta function and a
small normalised vertical emittance.
Another method to increase the luminosity is to operate at higher beam powers, Pb. This can be
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achieved by increasing the pulse repetition rate or number of particles in bunch or number of bunches
per pulse. L can also be increased by operating at higher beam energies. This is obtained by increas-
ing the pulse repetition rate or by operation in multi bunch mode.
1.3 The International Linear Collider
LHC will investigate physics at the TeV energy scale and is anticipated to be the discovery machine
for the Higgs particle. The ILC is a complementary machine in that it is expected to play a central
role in the precise measurement and exploration for physics beyond the Standard Model. However,
it is perhaps worth emphasising that this machine is only in the design stage. It is by no means clear
as to whether the ILC will be built. The ILC is designed to collide electrons and their antiparticle,
positrons, at an initial centre of mass energy of 500 GeV with an option to upgrade to 1 TeV. In
contrast to the LHC where collision between protons at a centre of mass energy of 14 TeV, the ILC
will provide good signal to background ratio, which will allow precision measurement of the physics
of the interaction. As stated in [13], with the 500 GeV centre of mass energy collider, physics runs
are possible for energy above 200 GeV. With this possibility, a 500 GeV collider can have a great
impact on understanding the physics of the Tera-scale. An energy upgrade up to 1 TeV may open
the door to even greater discoveries. The results from LHC will then define the required energy for
the linear collider. Another proposal for the electron-positron linear collider is the Compact Linear
Collider (CLIC) [14], which is designed to discovery physics of the multi-TeV centre of mass energy
up to 3 TeV.
A Reference Design Report (RDR) was published in August, 2007 [13]. These documents provide
details of technical requirements for a machine to reach a centre of mass energy of 500 GeV with
a peak luminosity of 2 × 1034cm−2s−1. As listed in Table 1.1 and schematic, shown in Fig. 1.1
the ILC machine will be approximately 31 kilometres in length. The major subsystems of the ILC
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Figure 1.1: A schematic layout of ILC for 500 GeV centre-of-mass energy [13]
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are electron and positron sources, the damping rings, the ring to main linacs, the main linacs, the
beam delivery systems, and the detectors at the Interaction Point (IP). The beam parameters at the
IP for 500 GeV energy are listed in Table 1.2. The vertical normalised emittance and beta function
Table 1.1: Global parameters for the ILC at 500 GeV [13]
Parameter Value Unit
Centre of mass energy range 500 GeV
Peak luminosity 2 × 1034 cm−2s−1
Availability 75 %
Repetition rate 5 Hz
Duty cycle 0.5 %
Main linacs
Average accelerating gradient in cavities 31.5 MV/m
Length of each main linac 11 km
Beam pulse length 969 µs
Average beam current in pulse 9.0 mA
Damping rings
Beam energy 5 GeV
Circumference 6.7 km
Length of BDS (2 beams) 4.5 km
Total site length 31 km
Total site power consumption 230 MW
are very small compare to that of the horizontal. There are three advantage points for using a flat
beam instead of a round beam [15]: first, the small emittance allows for small spot sizes at the IP,
which is needed to achieve the high luminosity as discussed in previous section. Second, flat beams
take advantage of the natural asymmetry of the damping ring based sources and of the final focus;
quadrupole focusing is asymmetric and a flat beam final focus is easier to design than a round beam
final focus. Third, for a given cross sectional area and charge, flat beams generate less beamstrahlung
than round beams.
Starting from the gun, a short description of the ILC machine is now given. Electrons from the elec-
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Table 1.2: Beam and IP parameters for the ILC at 500 GeV [13]
Parameter Symbol/Units Value∗
Repetition rate frep (Hz) 5
Number of particles per bunch N (1010) 2
Number of bunches per pulse nb 2625
Bunch interval in the main linac tb (ns) 369.2
in units of RF buckets 480
Average beam current in pulse Iave (mA) 9.0
Normalised emittance at IP γǫx (mm · mrad) 10
Normalised emittance at IP γǫy (mm · mrad) 0.04
Beta function at IP ˜βx (mm) 20
Beta function at IP ˜βy (mm) 0.4
RMS beam size at IP σx (nm) 639
RMS beam size at IP σy (nm) 5.7
RMS bunch length σz (µm) 300
Disruption parameter Dx 0.17
Disruption parameter Dy 19.4
Beamstrahlung parameter Υave 0.048
Energy loss by beamstrahlung δBS 0.024
Number of beamstrahlung photons nγ 1.32
Luminosity enhancement factor HD 1.71
Geometric luminosity Lgeo (1034/cm2/s) 1.20
Luminosity L (1034/cm2/s) 2
∗ This values are nominal based on beam current 9.0 mA, beam pulse length
970 µs, and RF pulse length 1.56 ms [13]
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tron gun will be focused into a bunches and accelerated up to an energy of 5 GeV before injection
into a damping ring. Positrons do not exist naturally on earth. They will be created by sending high
energy electron beam into a helical undulator. This undulator will cause electrons to emit photons.
After the undulator the electrons and photons are separated. The photons will be sent to strike a
titanium-alloy target which produces pairs of electrons and positrons. The positrons will be col-
lected and accelerated up to an energy of 5 GeV before injection into a damping ring.
The damping rings (DR) are used to produce electron and positron bunches compact enough for a
high luminosity collision. There are two damping rings, one for electrons and one for positrons, each
of which is 6.7 kilometres circumference operating at a beam energy of 5 GeV as listed in Table 1.1.
In each ring the bunches will travel through a series of wigglers that cause the beam to emit photons.
The beam loses energy through photon emission and this energy is compensated each time the beam
passes through an rf cavity. The radiation decreases the motion in any given direction, while the rf
cavity re-accelerates only in the desired direction. Thus, the bunch of electrons or positrons becomes
more parallel in motion as the radiation damps out motion in the unwanted directions. This repeated
process results in making the bunches more compact.
The ring to main linacs (RTML) transport the beam from the damping ring to the main linacs and
compress the bunch length into the short bunches required by the main linac. A two-stage bunch
compressor is adopted in the RMTL to compress bunches from 9 mm at 5 GeV at the entrance to
1 mm at the end of the first-stage. At the end of the second-stage compressor the bunches length is
compressed to 0.3 mm at 15 GeV before delivery into the main linacs.
The main linacs, one for electrons and one for positrons, accelerate beams from their injected energy
of 15 GeV to the final energy of 250 GeV over a total length of 23 kilometres. The purpose of these
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linacs is to accelerate the beams, whilst preserving the emittance and ensuring the energy spread is
better than ∼ 0.1% at the IP.
The beam delivery system (BDS) is responsible for transporting electron and positron beams from
the main linacs, focusing them to the size required at the IP, bringing them into collision, and then
transporting the spent beams to the main beam dumps.
1.4 Room Temperature or Superconducting Accelerators?
Normal conducting (NC) accelerating structures have been used worldwide over several decades and
we refer to these as a warm accelerators. NC accelerators are fabricated from copper and are water
cooled during operation. Superconducting (SC) accelerating structures, which we refer to as a cold
accelerators, have the advantage of low electrical resistance. This low loss allows almost 100% of rf
power transfer to the particle beams. However, in practice a finite time is required to fill the cavities
and the SC cavity requires a long filling time, which affects the efficiency adversely. The drawback
of using SC is the power needed to cool the structure to 2 K, the superconducting state. The rf input
power is calculated from:
Pr f = EaLcIb (1.18)
where Ea is the loaded accelerating gradient of the cavity with effective length Lc and beam current
Ib. The beam current is calculated from the bunch charge, Qb = Nq, divided by the bunch spac-
ing (Ib = Qb/tb). In practice the rf input will be provided from klystrons through the distribution
network. For the ILC 26 cavities are fed per klystron (with 9, 8, and 9 cavities in the first, second,
and third cryomodule, respectively). This is displayed in Fig. 1.2. The baseline design of the ILC
requires an average accelerating gradient of 31.5 MV/m over a cavity effective length 1.038 m with
CHAPTER 1. INTRODUCTION 36
Figure 1.2: RF distribution system of the RF unit for the ILC main accelerator [13].
a beam current of 9 mA. The required klystron power is:
Pkly = Pr f Ncavηdηto = 31.5 · 9 · 1.038 · 26 · 1/0.93 · 1/.84 ≈ 10MW (1.19)
here ηd is distribution losses efficiency and ηto is the tuning overhead factor. The distribution loss
factor is a compensation factor for energy lost in the distribution components such as circulators
and waveguides, which is approximately 7 % [13]. The tuning overhead is a reserve for the loss in
rf phase and amplitude control, which is approximately 16 % [13]. The accelerating cavity needs
to be filled with rf power before introducing the beam into it. The standing wave cavity fill time
is calculated from T f ill = 2 ln 2 · Qe/ω ∼ 0.6ms [16], where Qe is the external quality factor of the
cavity. The fill time is the time required for the cavity to build up the energy to the steady state before
introducing the beam. The bunch train length or beam pulse length is obtained from the product of
the bunch spacing and the number of bunches, Tb = nbtb ∼ 1ms. Then the rf pulse length, Tr f , is the
summation of these two. The rf to beam efficiency is obtained from the ratio of beam pulse to the rf
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pulse length:
ηr f =
Tb
Tr f
100% (1.20)
From the ILC-RDR, the rf to beam efficiency is 62% compared to 28% for CLIC [17]. This rf to
beam efficiency is more than a factor of two larger. However, once all losses are taken into account,
the overall efficiency of these two accelerators are comparable. This efficiency is calculated from
the total power consumption of the accelerators. For the ILC, the average beam power is given by,
Pb = EcmnbNe frep = 500 · 109 · 1.6 · 10−19 · 2625 · 2 · 1020 · 5 = 21MW (1.21)
From Table 1.1 the total site power Ptot is 230 MW. The overall wall plug to beam efficiency is:
ηtot =
Pb
Ptot
100% = 21
230100% = 9.13% (1.22)
Table 1.3 provides a comparison of NC versus SC colliders, where NLC refers to the Next Lin-
ear Collider, which was design by US NLC collaboration based on NC rf technology for a next-
generation linear collider [18]. A parallel effort took place in Japan on the JLC/GLC (Japan Linear
Collider/Global Linear Collider) [19]. However, research on the NLC/JLC has ceased in favour of
pursuing a linear collider using SC rf technology, the ILC. The overall efficiency of the SC collider
is no more than ≈ 2% higher than that of the high gradient NC collider.
1.5 The ILC Accelerator
The ILC accelerator is based on 1.3 GHz SRF accelerating cavities. More than 17,000 of these
cavities are needed for the ILC. The use of SRF technology was recommended by the International
Technology Recommendation Panel (ITRP) in August 2004 [22]. The ILC SRF linac technology
was pioneered by the TESLA collaboration in a proposal for a 500 GeV centre of mass energy
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Table 1.3: Main parameters comparison between LC at 500 GeV [20, 21]
NLC ILC CLIC
Total luminosity(1034cm−2s−1) 2 2 2.3
Repetition rate (Hz) 120 5 50
Loaded gradient (MV/m) 50 31.5 80
Main linac frequency (GHz) 11.4 1.3 12
Number of particles/bunch(109) 7.5 20 6.8
Number of bunch/pulse 192 2625 354
Bunch separation (ns) 1.4 369 0.5
Beam pulse (ns) 400 969000 177
Normalised horizontal emittance (nm mrad) 3.6 10 2.4
Normalised vertical emittance (nm mrad) 0.040 0.040 0.025
Horizontal beta function at IP (mm) 8 20 8
Vertical beta function at IP (mm) 0.11 0.4 0.1
RMS Horizontal beam size at IP (nm) 243 639 202
RMS Vertical beam size at IP (nm) 3 5.7 2.3
RMS bunch length (µm) 10 300 72
Over all two linac length (km) 14 22 9.26
Proposed site length (km) 18 31 13
Beam power (MW) 14 21 10
Total site AC power (MW) 195 230 130
RF to beam efficiency (%) 29 61.7 27.7
Wall-plug to beam efficiency (%) 7.2 9.1 7.7
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linear collider in 2001 [9]. The current baseline assumes an average accelerating gradient of 31.5
MV/m - requiring a minimum of 35 MV/m gradient during mass production vertical testing. Cavity
design parameters are listed in Table 1.4 and an example of the 1.3 GHz TESLA nine-cell cavity is
shown in Fig. 1.3. These parameters represent the baseline design for the ILC. However, in order
to optimise the design further, the active length, number of cells, cell to cell coupling, iris diameter,
R/Q, geometry factor, and maximum surface fields ratios can be changed. This will facilitate an
increased accelerating field gradient. These rf parameters of the cavity are discussed in Chapter 2.
Figure 1.3: TESLA nine-cell SRF cavity (adapted from [23]).
As mentioned, operation at high luminosity requires the use of high power and small emittance
beams. The choice of gradient is an important cost and performance parameter as it affects the
length of the linac, and consequently is related to the required cryogenic cooling power. When the
cavity is operated at a higher gradient, the power dissipated in the cavity wall is increased and this
loss will be dissipated in the liquid He that cools the cavity down to 2 K.
Alternative cavity shapes and materials are being studied in order to reduce the cost of fabrication
and to achieve higher gradients. Higher gradients can be reached by changing the shape of cavity cell
walls in such a way that the magnetic flux on the wall is reduced and the electric field is also reduced
to acceptable levels. The enhanced surface electric field gives rise to field emission of electrons and
can lead to electron capture in the field of the accelerating cavities. The magnetic field causes heat
dissipation on the surface of the cavity, which can lead to a quench - a rapid change in state from
SC to resistive. The maximum achievable accelerating gradient (Ea) of SC cavity is limited by
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Table 1.4: ILC nine-cell SRF cavity design parameters [13].
Parameter Value Unit
Type of accelerating structure Standing Wave (SW)
Accelerating mode T M010, π mode
Fundamental frequency 1.300 GHz
Average installed gradient 31.5 MV/m
Qualification gradient 35.0 MV/m
Installed quality factor ≥ 1 × 1010
Quality factor during qualification ≥ 0.8 × 1010
Average Qe 3.5 × 106
Active length 1.038 m
Number of cells 9
Cell to cell coupling 1.87%
Iris diameter 70 mm
R/Q 1036 Ω
Geometry factor 270 Ω
Es/Ea 2.0
Bs/Ea 4.26 mT MV−1m−1
Tuning range ±300 kHz
∆ f /∆L 315 kHz/mm
Fill time 596 µs
Cavity resonance width 370 Hz
Number of HOM couplers 2
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the maximum magnetic (Bs) and surface electric (Es) fields which can be sustained on the walls.
In designing the new shape, the ratios: Es/Ea and Bs/Ea are important designing criteria. So far
only a single cell of the new alternative cavity designs have been tested and achieved high gradients
up to 50 MV/m. At Cornell University this has been experimentally tested with a Reentrant (RE)
shape [24]. At DESY it has been achieved with a Low loss (LL) shape, and at KEK with a Ichiro
shape [25]. However, it still remains a challenge to mass produce cavities which will achieve the
desired yield for nine-cell cavities of 35 MV/m gradient. More details of these cavities are discussed
in Chapter 3.
1.5.1 SRF Cavity
The ILC cavity is made from high purity niobium sheets. The parameter which used to indicate the
purity of SC materials is the Residual Resistivity Ratio (RRR) value:
RRR =
ρ300K
ρ4.2K
, (1.23)
the ratio of the room temperature resistivity (300 K) to the normal residual resistivity state of the
material at liquid helium temperature (4.2 K) [16]. High RRR values indicate a high purity material,
the theoretical limit is 35,000 [16]. ILC cavities are based on Nb sheet with the RRR value of 300.
These properties for various materials are shown in Table 1.5.
The DC resistance of a superconductor is zero, but for RF currents the surface resistance of a super-
conductor is dependent on the operating temperature as:
Rs(T ) = RBCS(T ) + R0, (1.24)
where Rs is surface resistance, RBCS is the BCS resistance, and R0 is a residual surface resistance.
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Table 1.5: Typical properties of a 300-RRR Nb for use in the ILC cavities [13].
Element Impurity content in ppm (wt) Property Value
Ta ≤ 500 RRR ≥ 300
W ≤ 70 Grain size ≈ 50µm
Ti ≤ 50 Yield strength 50 MPa
Fe ≤ 30 Tensile strength 100 MPa
Mo ≤ 50 Elongation at break 30%
Ni ≤ 30 Vickers hardness
H ≤ 2 HV10 ≤ 50
N ≤ 10
O ≤ 10
C ≤ 10
R0 depends on residual magnetic field and surface contamination. In practice, 10-20 nΩ can be ob-
tained from a well-prepared niobium surface. The surface resistance RBCS is the resistance proposed
by Bardeen, Cooper, and Schrieffer (the BCS theory) [26]. BCS theorised what happens to two
electrons near the Fermi surface in the presence of the attraction when each electron has an energy
ε infinitesimally less than εF, the Fermi energy. At T = 0 K, the ground state is modified to give a
lower energy by removing electrons from states with ε < εF and allowing them to form pairs with
electrons with energy ε > εF. This creates the energy gap ∆(0). These electron pairs are called
Cooper pairs which can be regarded as new particles with twice the charge and mass of an elec-
tron. The pairing energy is 2∆(T ). The BCS theory predicts a relation between the pairing energy
and the critical temperature. RBCS depends on the material, operating frequency, and the operating
temperature as [16]:
RBCS(T ) = Asω2 exp
(
−∆(0)kBT
)
, (1.25)
where As is the term depends on the material properties, ω is the operating frequency, T is the
operating temperature, ∆(0) is the energy gap, and kB is the Boltzmann constant.
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Figure 1.4: A sketch of a general cavity’s geometry.
The nine-cell cavity, consists of 7 identical middle cells and 2 end cells. A parameterised cell is
sketched in Fig. 1.4. The current baseline design for the ILC uses TESLA-style cavities [13] and
it is illustrated in Fig. 1.3. Each cell is composed of a circular equator (A = B) in which each iris
is connected to the equator at a positive angle with respect to the line transverse to the cavity axis
(refer to Fig. 1.4 in which θ > 0). The cell geometries are listed in Table 1.6. There are three main
alternative designs to the TESLA cavity: Ichiro, Low loss and Reentrant. All of these design enable
high accelerating gradient to be used. The former two are based on an elliptical (A , B) equator
and the latter is also elliptical but it also tilts inwards (θ < 0) with respect to the vertical line. This
thesis presents a new design, NLSF (New Low Surface Fields), which will allows operation of high
gradient with a large bandwidth.
When a charged particle moves through a non-smooth structure such as an rf accelerating cavity,
vacuum bellows, or beam-diagnostic chambers, will induce a scattered e.m. fields which affect trail-
ing particles in the same or subsequent bunches. These scattered e.m. fields are called wakefields.
More details of these wakefields are discussed in Chapter 2. The SRF cavity has to be carefully
designed to minimise the collective effects from the wakefields, these effects are considered small in
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Table 1.6: The geometry parameters of the three cell shapes of a TESLA cavity (units in mm) [27].
Parameter middle cell end cell 1 end cell 2
Iris radius (Ri) 35.0 39.0 39.0
Equator radius (Req) 103.3 103.3 103.3
Half cell length (L/2) 57.7 56 57
Curvature at
equator (A = B) 42.0 40.3 42.0
iris horizontal axis (a) 12.0 10.0 9.0
iris vertical axis (b) 19.0 13.5 12.8
θ (degree) 13.30 16.70 17.70
one cavity, but these effects will be accumulated in a long linac. There are two types of wakefields:
short-range and long-range wakefields. The former is the wake within a bunch itself. The long-range
wake is experienced by subsequent trailing bunches.
Wakefields have the longitudinal and transverse components. The longitudinal wakefields can en-
hance the energy spread of the beam. Transverse wakefields can kick the beam off axis and this
can lead to emittance dilution and also to a beam breakup (BBU) instability. The longitudinal and
transverse wakefields scale with the structure radius r as r−2 and r−3, respectively [28]. If the cavity
structures are small, the wakefield effects tend to dominate the beam dynamics. These wakefields
also depend on the operating frequency.
As derived in Appendix A, which is summarised from [16, 29, 30], and also summarised in Table
1.7, the longitudinal and transverse wakefields depend on the operating frequency as ω2 and ω3,
respectively. This is a strong component in the choice of linac operating frequency. The SC cavity
is preferred to be operated at low frequency because at the low frequency the effect from wakefields
and the heat on surface will be small and the stored energy, quality factor, and shunt impedance will
be large. However, for NC linacs R′ ∝ ω1/2 and hence high frequency operation is preferred.
CHAPTER 1. INTRODUCTION 45
Table 1.7: A comparison between frequency scaling of normal and superconducting cavities.
Parameter Super conducting Normal conducting
Cavity dimension (b) ω−1 ω−1
Surface resistance (Rs) ω2 ω1/2
Power dissipation (P′d) ω1 ω−1/2
Stored energy (U ′) ω−2 ω−2
Quality factor (Q0) ω−2 ω−1/2
Shunt impedance (R′) ω−1 ω1/2
Geometric factor (G) ω0 ω0
R over Q (R′/Q0) ω1 ω1
Longitudinal lost factor (k′L) ω2 ω2
Transverse kick factor (k′T ) ω3 ω3
1.5.2 Fundamental Power Coupler
The fundamental power (FP) coupler is the connecting part between the waveguide systems and the
SRF cavity, transferring rf power into the cavity. Two types of couplers can be used: waveguide or
coaxial. Both have some advantages and disadvantages in terms of design, power handling capacity,
and multipacting. Multipacting is a resonant process in which a large number of electrons are built
up spontaneously. These electrons absorb rf power so that it becomes impossible to increase the
fields by raising the incident power. The electrons collide with the structure walls, leading to a large
temperature rise. This can lead to the quench or thermal breakdown in SC structures. An example
of these two type couplers are illustrated in Fig. 1.5. The two are compared in Table 1.8 [31, 32].
A choice of coupler is made on the basis of operating frequency, source power, and simplicity of
design. At lower frequencies the waveguide is quite large and it is cumbersome to accommodate
it in the cryostat, while a coaxial type will be compact. On the other hand because of its large
size, external cooling is readily provided by brazing on cooling channels on the waveguide cou-
pler design. A coaxial type will be used in the ILC because it has a compact size and it can easily
be fitted inside the cryomodule. Furthermore, the external quality factor (Qe) tuning is more flexible.
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Figure 1.5: Comparison between a waveguide coupler and a coaxial coupler (adapted from [33]).
The coaxial coupler example is the APT (Accelerator Production of Tritium) cavity [34] and the
waveguide example is the TJNAF (formerly CEBAF) cavity at the Thomas Jefferson National Ac-
celerator Facility [35].
Table 1.8: Advantages and disadvantages of waveguide and coaxial type couplers.
Type Advantages Disadvantages
Waveguide
· Simple design · Large size
· Better power-handling capacity · Bigger heat leak
· Easier to cool · Difficult to make tuning
· Higher pumping speed
Coaxial
· Compact · More complicated design
· Smaller heat leak · Worse power-handling capacity
· Easier to make tuning · Difficult to cool
· Easy to modify multipacting power levels · Smaller pumping speed
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A recent design based on the TTF-III type coupler is shown in Fig. 1.6. It consists of a cold and a
warm section. All parts are cleaned and assembled in a class 10 clean room 1 in which the contam-
ination is carefully controlled. The coupler has two cylindrical ceramic windows, cold and warm
Figure 1.6: A cut view of a TTF-III power coupler (adapted from [36]).
windows, for protection of the cavity against contamination during mounting in the cryomodule,
and against a window fracture during linac operation. The two ceramic windows are made from alu-
minum oxide (Al2O3) which is insensitive to multipacting resonances, and are coated with titanium
nitride (TiN) to reduce the secondary electron emission coefficient. The inner conductor is biased
with dc voltage to suppress multipacting resonances.
1No more than 10 particles of 0.5 microns in size are allowed in a cubic foot of air.
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There is a set of bellows inside the coupler to allow a few mm of movement when the cavities are
cooled from room temperature to the operating temperature. To achieve a low heat dissipation and a
low thermal conductivity, stainless steel pipes and bellows with 10-20 µm copper plating are used.
Heat dissipation within the TTF-III coupler is: 6W at 70K, 0.5W at 5K and 0.06W at 2K [9].
The inner conductor of the coaxial line can be adjusted to vary the external quality factor of the
coupler-cavity system in the range of 1×106 - 6×106. This coupler has been tested at the TESLA test
facility (TTF) at DESY and was able to transmit rf power up to 1.5 MW operating in the travelling
wave mode [9].
1.5.3 Higher Order Mode Coupler
When intense electron bunches travel through a cavities they excite electromagnetic waves at a host
of frequencies. These HOMs can kick the beam off-axis from cavity to cavity. This may result
in multibunch instabilities and beam breakup. These higher order frequency components must be
properly damped by extracting the stored energy via the higher order mode (HOM) couplers. The
cross section of the HOM coupler is shown in Fig. 1.7. HOM couplers are attached at both ends of
69 mm
Figure 1.7: The cross section of the HOM coupler (adapted from [37]).
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the cavity as example illustrated in Fig. 1.8. The SC pickup antenna is cooled and is insensitive to γ
radiation and electron bombardment. A fundamental mode (1.3 GHz) notch filter is used to suppress
extracting the energy of the accelerating mode.
Figure 1.8: Ichiro cavities with HOM couplers and FP coupler port (adapted from [38]).
A problem can arise if ‘trapped modes’ are found concentrated in the centre cell and have low field
amplitude in the end cells of the cavity. These modes have little field in the vicinity of the couplers
and are often localised to a limited number of cells. Trapped modes are caused by variations of
the cell geometry of the cavity. The TESLA cavity, for example, has almost equally shaped cells
except the end cells. Due to the presence of the beam pipes these end cells differ slightly from the
middle cells to ensure a flat field distribution for the accelerating mode. Thus trapped modes within
the cavity and within the beam pipes, beyond and above the related cutoff frequency of the beam
pipe, are expected [39]. Trapped modes in the beam pipes can easily be damped through HOM
couplers. However, those trapped in the cavity can not be extracted via the HOM couplers because
of their localisation within the cavity, which prevents a coupling to the HOM couplers mounted to
both ends of the cavity. As a consequence the energy of a trapped mode can be large after several
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bunch passings, even in the case of a mode of low shunt impedance. This effect gives an additional
heat load for the cooling system which has to be taken into account. Modifying the cavity geometry
allows the fields to be redistributed and hence the modes untrapped. This can be achieved by using
an alternate shape of the end half cells in such a way that one can boost the amplitude of a higher
order mode frequency at one end cell and then use the HOM coupler to extract the energy.
The fundamentals of e.m. fields in a cavity are described in the next chapter. Wakefields are also
discussed, together with beam dynamics considerations.
Chapter 2
Fundamentals of Wakefields and Beam
Dynamics
This chapter outlines how the fields inside a cavity are defined in terms of a multi-pole expansion.
This leads to an interpretation of the fields in terms of wakefields. Quantities fundamental to ac-
celerating cavities are defined in detailed. In particular the following cavity figures of merit are
discussed: loss factor, kick factor, cavity quality factor, shunt impedance, and R/Q. The implica-
tions of wakefields on beam dynamics issues are discussed and means to cure instabilities are also
delineated.
2.1 Electromagnetic Modes in a Cavity
Here we consider a cylindrical waveguide with the e.m. wave propagated in the z direction. A
cavity is a partially or fully closed waveguide. The harmonic component of the e.m. fields is given
by:
E(r, φ, z, t) = ˜E(r, φ, z) e−iωt
B(r, φ, z, t) = ˜B(r, φ, z) e−iωt
(2.1)
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Here, we utilise cylindrical polar coordinates (r, φ, z). The ˜E(r, φ, z) and ˜B(r, φ, z) fields, in a cavity
with cylindrical symmetry, can be written by expanding into a series of modes, i.e. a multi-pole
expansion [27, 40], as
˜E(r, φ, z) =
∑
m
(
E(m)r (r, z) cos (mφ) er + E(m)φ (r, z) sin (mφ) eφ + E(m)z (r, z) cos (mφ) ez
)
˜B(r, φ, z) =
∑
m
(
B(m)r (r, z) sin (mφ) er + B(m)φ (r, z) cos (mφ) eφ + B(m)z (r, z) sin (mφ) ez
) (2.2)
where m = 0, 1, 2, ..., corresponds to the monopole, dipole, quadrupole modes, and etc. This corre-
sponds to one polarisation. The other polarisation is achieved by rotating the axis by π/2. In effect,
this means the sines are replaced with the cosines and vice versa.
In the plane φ = 0 we have only longitudinal and radial electric fields and azimuthal magnetic field
components
˜E(r, 0, z) =
∑
m
(
E(m)r (r, z) er + E(m)z (r, z) ez
)
˜B(r, 0, z) =
∑
m
(
B(m)φ (r, z) eφ
) (2.3)
From Maxwell’s equation: ∇ × ˜E(r, φ, z) = iω ˜B(r, φ, z) we can write the magnetic field component
as
B(m)φ (r, z) =
−i
ω
(
∂
∂z
E(m)r (r, z) −
∂
∂r
E(m)z (r, z)
)
(2.4)
Also with Maxwell’s equation: ∇ · ˜E(r, φ, z) = 0 for all modes, we can find the azimuthal component
of the electric field for the m > 0 mode from the longitudinal and radial components as
E(m)φ (r, z) =
−1
m
[
E(m)r (r, z) + r
(
∂
∂r
E(m)r (r, z) +
∂
∂z
E(m)z (r, z)
) ]
(2.5)
The electric field at the plane φ = 0 is sufficient to reconstruct the complete electric and magnetic
field patterns of the mode. To accelerate a charged particle, the longitudinal component of ˜E must
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be present at the beam axis. The T M010 mode is usually chosen for acceleration because it has the
lowest eigenfrequency and has a large field amplitude on beam axis hence a large acceleration.
2.2 Cavity Figures of Merit
Assuming a charged particle travels on the axis of a cavity along the z direction at speed of light
(c). This particle always sees a field pointing in a direction, which can provide an accelerating
force. For an electron-positron accelerator, we use the electric field of the TM010 mode, which has
maximum field amplitude on the beam axis. We define the accelerating voltage (Vc) for a cavity as
the magnitude of the line integral of Ez seen by charged particles
Vc =
∣∣∣∣∣∣
∫
z
Ez(r = 0, z) e−i(kz−ϕ) dz
∣∣∣∣∣∣ (2.6)
where Ez is a complex field, k = ω/c is the wave number, and ϕ is an arbitrary phase. This applies
only to the particles moving at the speed of light.
This accelerating voltage is often quoted as the average accelerating field gradient, Ea, or the cavity
gradient, defined as
Ea =
Vc
L
, (2.7)
where L is the cavity length. The maximum gradient which a cavity can operate at is limited by the
surface e.m. fields it can sustain. The maximum surface magnetic field (Bs) is important for a SC
cavity because it defines the value beyond which the cavity will quench and hence will no longer
be superconducting. On the other hand for a NC cavity, large values of Bs cause a rise in the cavity
surface temperature which can lead to irreparable cavity damage. Increasing the surface electric
field (Es) eventually leads to field emission of electrons near the surface of cavity walls. Thus, in
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designing any cavity with a view to maximising the accelerating gradient, it is crucial to minimise
both the peak surface electric and magnetic field.
2.2.1 Power Dissipation and Quality Factor
The time averaged stored energy within a cavity (U) includes that contained in the electric and
magnetic fields:
U =
1
4
(∫
V
ǫ0|E|2dv +
∫
V
µ0|H|2dv
)
(2.8)
At resonance, the energy stored in the electric field equals that in the magnetic field:
U =
1
2
∫
V
ǫ0|E|2dv =
1
2
∫
V
µ0|H|2dv (2.9)
When the cavity is filled with an e.m. field, there will be a flow of a surface current on the walls
and it is where the energy is dissipated. This loss can be characterised by the surface resistance (Rs),
which is the power dissipated per unit area:
dPd
ds =
1
2
Rs|H|2 (2.10)
For example, Rs is O(nΩ) for a well-prepared niobium cavity and O(mΩ) for a copper cavity.
The power dissipated is given by:
Pd =
1
2
Rs
∫
S
|H|2ds. (2.11)
The ratio of the stored energy to the power dissipated in the cavity wall per rf cycle is defined as the
quality factor (Q0) of the cavity:
Q0 = ω0UPd (2.12)
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where ω0 is the resonant frequency. From Eq. 2.9 and 2.11 we find
Q0 =
ω0µ0
∫
V |H|2dv
Rs
∫
S |H|2ds
. (2.13)
This is written as
Q0 = GRs (2.14)
where we define
G =
ω0µ0
∫
V |H|2dv∫
S |H|2ds
(2.15)
as the geometrical constant of the cavity. This constant depends on the cavity shape but not its
size and its surface resistance. It is useful for comparing different cavity shapes. The quality factor
depends on the cavities size due to the frequency dependence of Rs (seen in Appendix A).
2.2.2 Shunt Impedance and R/Q
To characterise a cavity, we define the shunt impedance (R) by the ratio:
R =
V2c
Pd
(2.16)
in unit of Ohms. This shunt impedance can be defined in unit of Ohms per unit length, where
P′d = Pd/L denotes the power dissipated per unit length. Similarly, the ratio of the shunt impedance
and the quality factor can be regarded as an another important parameter as
R
Q0 =
V2c
ω0U
(2.17)
The R/Q is independent of the cavity size and proportional to the operating frequency.
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The rf power supplied from the source is transferred into the beam; a portion of this supplied power
is also dissipated into the cavity walls and reflected back to the source. If the cavity is matched to
the rf sources, the reflected power is minimised. It is important to maximise the shunt impedance
(R) -i.e. reduce the dissipated power, in order to ensure the majority of power supplied goes into
accelerating the charged particle beam, rather than into heating the cavity walls. The power in a
charged particle beam of current ib is given by i2bR. Maximising the shunt impedance allows the
majority of the rf supplied energy to be coupled into the beam. Hence it is important to maximise R
in order to increase energy efficiency. Other parameters play a role though and will be discussed in
subsequent chapters.
2.3 Fundamental Theorem of Beam Loading and Loss Factor
Consider a point charge moving on axis through a cylindrically symmetric cavity. Only monopole
modes can be excited by charges moving on axis because other modes have no longitudinal electric
field on axis. This charge will induce surface charges on the cavity walls and a beam-induced voltage
within the cavity. Considering two equal charges q, each with kinetic energy W, that are separated
by half wavelength of cavity mode: the first charge q travels through the initially unexcited cavity,
this charge then generates a voltage:
Vc = −Vbq (2.18)
The induced voltage seen by the first charge is
Vq = f Vbq (2.19)
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where f is the unknown fraction of the total beam-induced voltage that acts on the charge that
produced it. The energy loss for the first charge q is
∆W1 = −q f Vbq (2.20)
We define the induced stored energy by
U = αV2bq (2.21)
where α is a proportional constant. From the conservation of energy:
U = αV2bq = −∆W1 = q f Vbq (2.22)
so
Vbq =
q f
α
(2.23)
This implies that the induced voltage is proportional to the charge that produced it. The trailing
charge enters the cavity a half period later. The voltage induced by the first charge has its phase
changed by π so now it is an accelerating voltage +Vbq. The second charge also induces a voltage
−Vbq, so these two voltages added to leave the total cavity voltage as Vc = Vbq − Vbq = 0 when the
second charge has left the cavity. This makes the cavity stored energy to be zero.
The energy change for second charge is
∆W2 = −q f Vbq + qVbq = qVb(1 − f ) (2.24)
since these charges are identical and the cavity is lossless. With the energy conservation we have
∆W1 + ∆W2 = −q f Vbq − q f Vbq + qVbq = qVb(1 − 2 f ) = 0 (2.25)
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which implies that f = 1/2. This means that the induced voltage seen by the first charge is equal to
the half of the induced voltage that the charge leaves in the cavity
Vq =
Vb
2
(2.26)
This equation is called the fundamental theorem of beam loading. This result is valid for both rela-
tivistic and non-relativistic charges.
Let us define the loss parameter kn = 1/4α for each cavity mode n, so that the energy loss of a point
charge q into an empty cavity mode is
U = αV2bq = α
( f q
α
)2
=
q2
4α
= knq2 (2.27)
Because f = 1/2 , the total induced voltage by the point charge q is Vb = 2knq. However, the charge
itself will see half of this voltage, Vq = knq. On the other hand, this loss factor, in terms of the cavity
voltage and the stored energy, can be written as
U = αV2b =
V2b
4kn
kn =
V2b
4U
, or kn =
V2c
4U
(2.28)
and can also be expressed in terms of R/Q0 as
kn =
ωn
4
R
Q0 (2.29)
The fundamental theorem of beam loading is important as it indicates that the potential experienced
by the charged particle itself is half of that experienced by the trailing particles. The next section
describes the scattered fields, the wakefields. These are generated when a charged particle passes
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through discontinuities in the beam pipe or the structural components.
2.4 Beam-Induced Wakefields in RF Cavities
Consider an ultrarelativistic charged particle travelling along the axis of a cylindrically symmetric
and perfectly conducting pipe; since the charged particle is travelling very close to the speed of light,
its fields are almost entirely perpendicular to the direction of motion [28]. Thus trailing charged par-
ticles moving behind on the same or parallel path, at the same velocity, do not experience any force
from the fields produced by the leading particle. However, the electromagnetic fields of the charged
particle can be scattered as a result of a discontinuities in the beam pipe or the structural components
and this will affect the trailing charged particles. These scattered fields are known as wakefields. In
the case of a conductor, resistive losses present in the wall of a cavity can also cause wakefields -
known as resistive-wall wakefields.
Wakefields can be described as the sum of all resonant modes excited within the structure. The
components which have their frequencies synchronous with the beam will have strong interaction
with the beam. The highest frequency component of the wakefields may affect the particles in the
same bunch but do not remain localised; this is because their frequencies are higher than the cut off
frequency of the pipe, so they propagate along it. The lower frequency modes remain local to where
they are generated and may act on particles in trailing bunches.
Wakefields are classified as either short-range or long-range wakefields. For ultra-relativistic bunches,
short-range wakefields generated by particles at the head of the bunch affect the trailing particles in
the same bunch. This causes energy loss and leads to a distortion in the shape of the bunch. The
long-range wakefields generated by a leading bunch affect subsequent trailing bunches. If the de-
flecting modes are strongly excited by the beam travelling slightly off-axis, they may cause a BBU
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instability both for a single bunch and for trailing bunches. This can also give rise to emittance
growth when averaged over time.
Wakefields also affect the operation of the cavity in terms of additional rf power required to com-
pensate for the beam energy extracted by the wakefields. This extracted power represents additional
power dissipation through ohmic losses in the walls or power delivered to some external load. In
a superconducting linac, this causes additional power on the refrigeration load unless the power is
coupled out to a load at a higher temperature by a specially designed higher order mode coupler.
r
z
s
q1q2
r1r2
v = c
Figure 2.1: Illustration of drive and witness charges passing through a cylindrical cavity.
2.4.1 Wakefields from a Point Charge
Considering a point charge q1 moving parallel to the axis of a cylindrical cavity at an offset r1 and
a trailing charge q2 travelling at a constant distance s behind q1 at an offset r2 as shown in Fig. 2.1.
The longitudinal and transverse induced wakefields on a trailing charge are given by [41, 42]:
wz(r2, r1, s) = −1q1
∫ z2
z1
[Ez(r2, z, t)]t=(z+s)/cdz (2.30a)
w⊥(r2, r1, s) = 1q1
∫ z2
z1
[E⊥ + c(ez × B)]t=(z+s)/cdz (2.30b)
where ez is unit vector in direction of motion. The driving charge is assumed to enter the cavity at
z, t = 0 and leave the cavity at z = L. The test charge enters and leaves the cavity at z1, t = (z+ s)/c
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and z2, respectively. The momentum kick on a trailing charge is:
c∆pz(r2, r1, s) = −q2q1wz(r2, r1, s) (2.31a)
c∆p⊥(r2, r1, s) = q2q1w⊥(r2, r1, s) (2.31b)
for longitudinal and transverse momentum changes, respectively.
These wakefields result from point-like charges and are effectively the Green’s functions of the
cavity. Once they have been calculated the wakefields for an arbitrary bunch distribution can be
obtained by convolving them over the particular distribution.
2.4.2 Wakefields in a Symmetric Structure
A field parameter analysis allows the wakefields to be decomposed in terms of a summation over
the modal numbers [43]. This representation is used here. In a cylindrically symmetric structures, a
point charge q1 traverses the cavity at coordinate (r1, φ1) and the test charge q2 is travelling behind
at position (r2, φ2). These offsets r1 and r2 can be normalised with respect to the radius of the tubes
(a) at either end of the structure. For a periodic cavity each end corresponds to a half iris thickness
and in this case a is identical to the iris radius Ri. The structure will have modes that are represented
by an azimuthal m-pole dependence. The longitudinal wake potential is given by a sum over the
longitudinal n-modes of the structure
wzm =
(
r1
a
)m(r2
a
)m
cos m(φ2 − φ1)
∞∑
n=0
2kmn(r2 = a) cos ωmns
c
Θ(s) (2.32)
and
w⊥m = m
(
r1
a
)m(r2
a
)m−1
(cos m(φ2 − φ1) er − sin m(φ2 − φ1) eφ)
∞∑
n=0
2kmn(r2 = a)
ωmna/c
sin ωmns
c
Θ(s) (2.33)
CHAPTER 2. FUNDAMENTALS OF WAKEFIELDS AND BEAM DYNAMICS 62
for transverse wake potential, which is nonzero for m > 0. Where Θ(s) is the Heaviside step func-
tion. Causality requires both wake potentials to be zero for s < 0 (ahead of source). The mode loss
factor kmn is defined as in Eq. 2.29.
The total wake potential is obtained by summing over m and n. For small offsets (compared to
radius a), the dominant term for the longitudinal wake potential is the monopole term (m = 0) and
the dipole term (m = 1) for the transverse wake potential. So we can approximate wake potentials
as
wz ≃ wz0 =
∞∑
n=0
2k0n cos
ω0ns
c
Θ(s) (2.34a)
w⊥ = w⊥1 =
r1
a
ex
∞∑
n=0
2k1n
ω1na/c
sin ω1ns
c
Θ(s) (2.34b)
where ex is the direction of the source charge displacement. The transverse wake potential is pro-
portional to the offset of the source charge, and independent of the transverse coordinates of the test
charge. The longitudinal wake potential is independent of the transverse position of both charges.
For the transverse wake potential it is convenient to define kick factors as
k⊥n =
k1n(r = a)
ω1na2/c
(2.35)
where k1n is the dipole loss factor. In this manner the kick factor is independent of charge offset.
Applying the fundamental theorem of beam loading, the source charge at s = 0 will see half of the
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longitudinal wake potential that is induced. Finally we can summarise:
wz(s) =

∑∞
n=0 2k0n cos ω0nsc s > 0∑∞
n=0 k0n s = 0
0 s < 0
(2.36)
for longitudinal wake potential and
w⊥(s) =

r1
a
ex
∑∞
n=0
2k1n
ω1na/c
sin ω1ns
c
s > 0
0 s = 0
0 s < 0
(2.37)
for transverse wake potential.
The energy lost by the source charge is
∆U = q21wz(0) = q21
∞∑
n=0
k0n = q21ktot (2.38)
with ktot defined as the total loss factor, and the power dissipated from the wakefields can be calcu-
lated using the quality factors of the modes as
∆P =
ω∆U
Q = q
2
1
∞∑
n=0
ω0nk0n
Q0n (2.39)
Up until this stage, the analysis has been for a point charge. The next section extends this to include
realistic charge distributions.
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2.4.3 Wakefields from a Charged Particle Bunch
For an ultra-relativistic charged bunch, with a line charge density ρ , an element of charge dq =
ρ(z1) dz1 will produce a potential at z either longitudinal or transverse as
dV(z) = w(s)dq = w(s)ρ(z1)dz1 (2.40)
The bunch wake potential at z is the convolution over all source charges ahead of z , divided by the
total charge in the bunch Qt
W(z) = 1Qt
∫ z
−∞
w(z − z1)ρ(z1)dz1. (2.41)
We can write this in terms of the distance behind the source charge (s = z − z1) as
W(z) = −1Qt
∫ 0
−∞
w(s)ρ(z − s)ds = 1Qt
∫ ∞
0
w(s)ρ(z − s)ds (2.42)
The energy lost from the bunch is equal to the work done by the wakefields on the bunch, which can
be expressed in terms of the longitudinal wake potential Wz(z) as
∆U = Qt
∫ ∞
−∞
ρ(z)Wz(z)dz (2.43)
then the total bunch loss factor is defined as
ktot =
∆U
Q2t
=
1
Qt
∫ ∞
−∞
ρ(z)Wz(z)dz (2.44)
As mentioned earlier, causality ensures the wake potential is zero ahead of the bunch, i.e. wz(s) =
0, for s < 0. For a current source, I = ρc , then Eq. 2.42 can be written as
Wz(z) = 1
cQt
∫ ∞
−∞
wz(s)I(z − s)ds (2.45)
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Considering a harmonic component of this source current at a frequency ω , I(z1) = I0e jωz1/c where
z1 + s = z. We have
I(z − s) = I0e jω(z−s)/c = I0e jωz/ce− jωs/c = I(z)e− jωs/c (2.46)
then
Wz(z) = I(z)
cQt
∫ ∞
−∞
wz(s)e− jωs/cds (2.47)
This is the longitudinal wake potential Wz(z), as a result of a source current I(z). The voltage re-
sponse is V(ω) = QtWz(ω) , and this defines the beam-coupling impedance as
Zz(ω) = V(ω)I(ω) =
1
c
∫ ∞
−∞
wz(s)e− jωs/cds (2.48)
This impedance is the Fourier transform of the δ-function wake potential. If we know the beam-
coupling impedance, then on taking the Inverse Fourier transform we get the δ-function wake po-
tential as
wz(r⊥, s) = 12π
∫ ∞
−∞
Zz(r⊥, ω)e jωs/cdω (2.49)
In a similar fashion, applied to the transverse components, we get
Z⊥(r⊥, ω) = 1jc
∫ ∞
−∞
w⊥(r⊥, s)e− jωs/cds (2.50)
w⊥(r⊥, s) = j2π
∫ ∞
−∞
Z⊥(r⊥, ω)e jωs/cdω (2.51)
where r⊥ is the transverse coordinate. These transverse and longitudinal impedances are related by
the Panofsky-Wenzel theorem [44] as
ω
c
Z⊥(r⊥, ω) = ∇Zz(r⊥, ω) (2.52)
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2.4.4 Parasitic Energy Loss and Energy Spread
The wakefields act on the beam, and this causes the beam to lose energy. This effect is called parasitic
energy loss. By increasing the rf voltage, we can compensate for this lost energy. Wakefield energy
is also dissipated to the structure walls; the average power loss can be calculated from
P = ∆U(L) fR = fRktotL(eN)
2
lc
(2.53)
where fR is bunch repetition rate, L is cavity effective length, lc is cavity cell length, e is an electron
charge, and N is number of particles per bunch.
For example, considering the parameters of the ILC linac; which has N = 2 × 1010 electrons per
bunch, cell length lc = 115.4 mm , bunch repetition rate fR = 5 Hz , cavity length L = 1.038 m , and
a total loss factor ktot = 9 × 1012 V/C , we obtain P = 4 mW/m . This heat load is not significant
for a single cavity, but is an important consideration for many cavities, as is necessary for the ILC.
This heat load needs to be cooled by the liquid He from a cryogenic plant, which requires additional
operating costs. Also important is, the wakefield contribution from all geometric perturbations, such
as the vacuum bellows and many other components, which needs to be accounted for in estimating
the energy loss to the wakefields [29]
An energy spread across the beam can be caused by the wakefields generated by the head acting
along the rest of the bunch. By considering a longitudinal wake potential that increases linearly with
respect to distance s , Wz(s) = sW ′z , along the bunch, the approximate energy loss over the structure
length, L, is
∆W(s, L) = −eQt sW
′
zL
lc
(2.54)
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If we neglect wakefields energy lost at the head, s = 0, the total energy spread across the beam is
δW(L) = −eQtlbW
′
zL
lc
(2.55)
where lb is the bunch length.
2.4.5 Beam Breakup
Beam breakup instabilities can affect high current linacs if the higher order modes induced in the
cavity are not damped. Beam breakup is caused by deflecting modes - the dipole mode is the domi-
nant term.
The fundamental mechanism of the instability can be understood from a straightforward two particle
model - which can be extended to an N-particle model [28]. To begin, consider two charged particles
travelling down a linac subjected to focusing in a FODO lattice [1], q1 at offset x1 and q2 at offset
x2 , separated by distance s. A FODO lattice is a simple periodic magnet lattice that can be built up to
enable the transport of the beam over long distances. This lattice consists of a focusing magnet, drift
space elements, a de-focusing magnet, and another drift space elements [45]. The leading particle
q1 faces external focusing forces, and as a result it will experience transverse oscillations about
the beam axis. This oscillation is called betatron oscillation. The position of the leading particle is
approximated as a simple harmonic oscillation, x1 = X cosωβt , with frequency ωβ. If we neglect the
transverse wakefields induced by the leading particle, the tailing particle performs the same motion
as the leading particle. From the relation of force and the change of momentum
∆p⊥c = Fwlc = q2q1w⊥(s) (2.56)
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the average wakefields force, Fw , arising due to q1 acting over a cell length, lc , can be written as
Fw =
q2q1
lc
[
w⊥(s)
x1/a
]
x1
a
(2.57)
In a constant-energy beam, the equation of motion for a tailing particle can be written as
mγx¨2 = −mγω2βx2 + Fw (2.58)
with some algebraic rearrangement:
x¨2 + ω
2
βx2 =
q2q1
mγlca
(
w⊥
x1/a
)
X cosωβt (2.59)
The general solution of this driven oscillator equation of motion for the trailing particle is
x2(t)
X
= cosωβt +
q2q1t
2mγlcaωβ
(
w⊥
x1/a
)
sinωβt (2.60)
The second term is the response to the wake force, in which the amplitude growth is proportional
t
x2HtL
Figure 2.2: Offset position growth of the trailing charge relative to the leading charge.
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to the time t, as can be seen from Fig. 2.2. As mentioned previously, when the term w⊥ = 0 , the
motion of the trailing charge approximates a simple harmonic oscillation like the leading charge
with the betatron frequency ωβ.
Applying a two particle model to the bunch by dividing the bunch into two macro-particles in which
each contains half of the bunch population, the displacement equation for the tail of the bunch is
then
x2(t)
X
= cosωβt +
e2Nt
4mγlcaωβ
(
w⊥
x1/a
)
sinωβt. (2.61)
Here, we calculate the effect of a charge q1 = eN/2 at the head on an electron with charge q2 = e
in the tail. The relative displacement of the tail with respect to the head of the bunch over a cavity
length L is
A(s) = e
2NLc
4(γmc2)lcaωβ
w⊥
x1/a
(2.62)
When this bunch passes through the linac, the shape of the bunch resembles a banana at the particu-
lar time during the oscillation when the tail has swung away from the path of the head. This results
in transverse emittance growth. If the amplitude grows large enough, the tail particles will be lost
on the walls, referred to as single bunch beam breakup. The amplitude growth can be reduced by
strong focusing, taking into consideration the ωβ factor.
The long-range wakefields, which often are dominated by a few dipole modes, can lead to a multi-
bunch beam breakup instability, which affect the intensity. Multibunch beam breakup can be initiated
from a small transverse modulation of the bunches at the deflecting mode frequency, which can ex-
cite a small excitation of the deflecting mode. The deflecting mode will act on the following bunches
to drive them off axis, which reinforces the excitation of the deflecting mode. From these we can
group the growth mechanism into two mechanisms, regenerative and cumulative beam breakup.
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The regenerative mechanism occurs in a single multi-cell linac structure, while a cumulative mech-
anism occurs in a linac consisting of an array of electromagnetically independent cavities. In the
regenerative case the deflecting mode excitation from the beam-cavity interaction is carried from
one cell to the next by the strong electromagnetic coupling of the cells, while in the cumulative case,
the effect is coupled by the beam from earlier to later cavities.
Good alignment of the beam to the axis, using strong magnetic focusing, detuning of the deflecting
mode frequencies from cavity to cavity, and damping the deflecting modes through the use of HOM
couplers, will reduce the effects of cumulative beam breakup.
2.4.6 BNS Damping of Beam Breakup
One method of reducing the emittance growth effect from single bunch beam breakup is called
Balakin Novokhatsky Smirnov (BNS) damping [46]. This can be understood by considering a bunch
with a head and tail of differing betatron frequencies. Referring to the two particle model in the
previous section. Starting from the oscillator driven equation of motion of the tailing particle:
x¨2 + ω
2
β2x2 =
e2N
2mγlca
(
w⊥(s)
x1/a
)
X cosωβ1t (2.63)
where ωβ1 and ωβ2 are the betatron frequencies at the head and tail, respectively and with the initial
conditions, x2(0) = x1(0) and x˙2(0) = x˙1(0) . The solution for the tail displacement is
x2(t) = X cosωβ2t + F0(s)
ω2β2 − ω2β1
(
cosωβ1t − cosωβ2t
) (2.64)
where
F0(s) = e
2NX
2mγlca
(
w⊥(s)
x1/a
)
(2.65)
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Minimising the difference between the displacement of the tail and head leads to a decrease of trans-
verse emittance.
x2(t) − x1(t) = 2X
 F0(s)(ω2β2 − ω2β1)X − 1

[
sin
(ωβ2 + ωβ1)t
2
sin
(ωβ2 − ωβ1)t
2
]
(2.66)
t
x2HtL-x1HtL
Figure 2.3: Beat pattern describing the displacement position growth of the trailing charge relative
to the leading charge.
The difference between head and tail displacement is displayed graphically in Fig. 2.3. If we make
ωβ2 > ωβ1 and F0(s)(ω2
β2−ω2β1)X
= 1, the displacement amplitude will be zero. This condition can be
achieved with the small difference of the betatron frequency, ∆ωβ = ωβ2 − ωβ1 , of
∆ωβ =
F0(s)
2ωβ1X
(2.67)
In practice, there are several ways to create a betatron frequency difference: one involves using mag-
netic focusing, where the focusing force increases at lower momentum; another involves choosing
to accelerate the beam off crest, so that particles in the tail see a smaller accelerating field than those
of the head. This method is often adopted to minimise the effect of the short-range wakefield. The
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long-range wakefield must be explicitly damped via the HOM couplers however.
The next chapter provides an overview of the current status of research in high gradient SC cavities.
This serves as a prelude to the chapters following, which form the body of this thesis in which
optimisation of e.m. fields in a SC cavity is explored.
Chapter 3
Review of High Gradient Cavities for the
ILC
The TESLA cavity has been chosen as the baseline design for the ILC project. However, other new
cavity shapes have recently also been designed. The performances of a SC cavity is limited by the
maximum surface electric (Es) and magnetic (Bs) fields which can be sustained on the walls. The
ratios of these maximum surface fields to the accelerating gradient (Ea - see the definition in Eq.
2.7): Es/Ea and Bs/Ea form important designing criteria. These maximum surface fields are depen-
dant on the cavity geometry, detailed surface morphology, and vacuum conditions.
The intrinsic rf critical magnetic field (Bc) is the limit of Bs. It is at the point the material looses
its superconductivity. The limit of Es is determined from the field emission within the cavity. For
a niobium cavity Bc lies in the range 180 mT to 230 mT [47] and the Es restricted to ∼ 100 MV/m
[48–51]. Single cell cavities have achieved larger surface fields than the current multi-cell cavity
values. The maximum allowable gradient Ema can be written as [24]:
Ema =
Bc
Bs/Ea
(3.1)
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This equation describes the theoretical maximum gradient obtainable in an ideal cavity. A more
general form of equation for realistic experimental cavities can be written as [24]:
Ema =
r · Bc
βMAG · Bs/Ea
(3.2)
where r (≤ 1) is a dimensionless factor representing the reduction due to impurities, lattice defects
etc. in the rf penetration depth. βMAG (≥ 1) is a dimensionless quantity representing the enhance-
ment of Bs due to local geometric imperfections. For an ideal cavity both are equal to one and Eq.
3.2 reduces to Eq. 3.1. The maximum obtainable gradient from the limitation of Es can be obtained
in the similar fashion.
From Eq. 3.1, there are two way to improve the maximum gradient. Bc can be increased by using
different materials (Nb3S n) or Bs/Ea can be reduced by changing the cavity geometry. The two
approaches have different advantages.
Reshaping the cell geometry has been a subject of investigation over the past decade. There are two
current designs which result in reduced surface fields compared to TESLA, the Reentrant [50, 52],
and the Low loss [53–55] cavity. Another recent design is the LSF shape [56].
The next section describes these cavity shapes and their influences of the e.m. fields in the cavity.
3.1 Reentrant Cavity
Cornell University has been conducting research on a reentrant cavity shape. This optimised shape
was based on reducing Bs/Ea to achieve a higher potential gradient. The reentrant shape consists of
two conjugated elliptical arcs. This shape is displayed in Fig. 3.1, along with other designs. This
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Figure 3.1: Half-cell geometry comparison of three designs: TESLA (black), Reentrant (blue), and
Low loss (red).
shape has the potential to trap water in the reentrant pocket during the cleaning process. However,
it is expected that this can be solved by vigorous shaking between the high pressure rinse cycles.
The reentrant shape initially was designed with an iris radius of 35mm and has a 13 % reduction
in Bs/Ea compared to the TESLA shape [57]. However, subsequent designs opted for a 30mm iris
radius and this reduced the bandwidth of the monopole mode, κc ≈ (ωπ −ω0)/ωπ/2). The bandwidth
determines the sensitivity of the cavity fabrication errors as the separation of the next nearest mode
to the accelerating mode is given by [58]:
△ω = ωπ − ω(1−N−1)π
ωπ/2
≈ ( π
2N
)2κc (3.3)
here N=9 for ILC cavities. A higher κc, implies a larger separation of modes. This single cell cavity
has achieved a record gradient of 52 MV/m with a Q0 of 2 × 1010 operating in a CW mode [24, 50].
The surface Bs and Es are 197.1 mT and 114 MV/m, respectively [59].
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Other shapes have been investigated. The half-reentrant shape [60, 61], for example, which consists
of half a reentrant cell sandwiched with a TESLA-like half cell, has reached 51 MV/m. However,
these have not received as much attention as the reentrant and low loss design. The low loss design
is discussed in the next section.
3.2 Low Loss and Ichiro Cavity
A low loss shape was initially proposed in 2002 for the 12 GeV upgrade of the CEBAF cavities [53].
This shape has been optimised to increase both the R/Q and the geometrical factor G. The cavity
has less stored energy and dissipates less power in the walls at a given accelerating gradient. The
power dissipation to cavity walls (Pd) for a given cavity voltage (Vc) is inversely proportional to the
product of R/Q and Q as
Pd =
V2c
Ra
=
V2c
Q0 · (Ra/Q0) =
V2c
(Rs · Q0)(Ra/Q0)/Rs =
V2c · Rs
G · (Ra/Q0) ∝
1
G · (Ra/Q0) (3.4)
where Rs and Ra are the surface resistance and shunt impedance of the cavity, respectively. The
dissipated power is considered as the cryogenic load of the SC cavity cooling systems.
The approach has also been explored for cavity shape for the ILC. The 1.3 GHz low loss cavity was
first reported at the first ILC workshop in 2004 and results were published in 2005 [54]. This shape
consisted of an elliptical equator and elliptical iris connected by a straight segment, almost perpen-
dicular to the beam axis (as shown in Fig. 3.1). This radius is 5 mm smaller than in the TESLA
cavity and consequently the wakefields are larger. The initial 1.3 GHz single cell low loss cavity
reached 47 MV/m with Q0 of 1.2 × 1010 at KEK in 2005 [59]. Enhanced surface treatments enabled
a single cell obtain a gradient of 51 MV/m [24].
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KEK has been conducting experimental studies on a single-cell and also on multi-cell 1.3 GHz
cavities since 2004. KEK has built and tested a nine-cell low loss cavity, referred to as Ichiro. At
the end of 2008, eight nine-cell Ichiro cavities had been fabricated. However, none of these Ichiro
cavities reach more than 37 MV/m [62].
3.3 Low Surface Field Cavity
In 2008 Li and Adolphsen proposed another optimised scheme for a high gradient cavity, referred
to as a Low Surface Field (LSF) cavity [56]. The radius of 30 mm corresponds to that of the low
loss design. However, this is 5 mm smaller than the TESLA design. The iris and equator elliptical
parameters were optimised to achieve 11% reduction of Bs/Ea compared to that of TESLA and 15%
less Es/Ea than low loss design. The monopole bandwidth is however 18% narrower than that of the
low loss, so this design is more sensitive to the cell errors and has significantly larger dimensional
tolerance. The rf parameters of the TESLA shape and the new shapes are summarised in Table3.1.
Table 3.1: RF parameters of the TESLA shape and the new shapes (adapted from [24, 56])
Parameter (Unit) TESLA Reentrant Reentrant Half Low loss Ichiro LSF
35 mm iris 30 mm iris reentrant
Frequency (MHz) 1300 1300 1300 1300 1300 1300 1300
Iris radius (mm) 35 35 30 29 30 30 30
Bp/Ea (mT/(MV/m)) 4.15 3.78 3.54 3.51 3.61 3.62 3.72
Ep/Ea (-) 1.98 2.40 2.28 2.40 2.36 2.37 2.06
G · R/Q (Ω2) 30,840 33,762 41,208 39,363 37,970 37,914 -
kc (%) 1.90 2.38 1.57 1.52 1.52 1.54 1.25
In addition to the SC materials and the cavity shape, cavity fabrication, surface treatment and pro-
cessing also affect the ability of the cavity to sustain high accelerating fields. These effects are
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included in Eq. 3.2. There are many effects concerns from the choice of sheet niobium, cell shap-
ing process, cell joining, surface treatment, cleaning procedures, low temperature bake out and the
cleanliness of work environment. These all must be carefully controlled to obtain the full benefits
from the new shapes and to reach high accelerating field gradients.
A circuit model representation of the cavity allows rapid computation of the rf properties of cavities
and is presented in the next chapter. This is an important design tool.
Chapter 4
Coupled Circuit Models Applied to
Accelerating Cavities
In order to ascertain the fields present in accelerating cavities finite difference and finite element
codes may be used. However, these computer codes suffer from being computationally expensive:
both in terms of the time and memory required. Circuit models can also be used to obtain the
electromagnetic fields and eigenfrequencies of the cavities. These models focus on the physics of
a particulars set of modes and hence are very efficient. Circuit models allows complete multi-cell
accelerator cavities to be modelled rapidly and hence serve as an essential design tool. In this work
both the monopole and dipole modes are analysed using a circuit model. The monopole mode is
analysed using a single chain of coupled RLC circuits. This rapidly facilitates a design and enables
fabrication errors in the cavities to be understood. This approach is explained in the next section and
applied to the accelerating “π - mode”.
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4.1 Single Chain Circuit Model
A cavity consists of a string of resonant cells. This system can be represented by a chain of
RLC resonant circuits as shown in Fig. 4.1. This method has been developed by many contrib-
utors [58, 63–67]. Circuit models have been used to understand and predict the rf quantities of, and
the behaviour of standing waves and travelling waves in coupled accelerator cavities. This method
assumes a next neighbouring coupling between cells and that each iris is thin. The resonant fre-
quency of a cell is represented by the angular frequency ωr =
√
1/LC and the coupling between
cells is represented by the mutual inductance factor M = κL. Even though the inductive coupled
models do not directly represent the physics of the iris loaded cavity, they have been used extensively
for these type of cavities [29, 58, 63–67]. In this case I rely on techniques that have been developed
for this type of coupled system.
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Figure 4.1: Schematic of a single chain of coupled cells represented by LC circuits.
The fundamental mode in a standing wave cavity is the monopole transverse magnetic (TM) mode.
The single chain coupled circuit model illustrated in Fig. 4.1 has adequate information to describe
the coupling between the cells of a TM -like structure. For an SRF cavity, I assume no losses in the
cavity structure, i.e. no resistors in the circuit model. A loop of m chains represents m cells in the
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cavity structure. Using Kirchhoff’s voltage law at the mth loop, one can obtain the following.
( jωLm + 1jωCm )Im +
jωMm,m−1
2
Im−1 +
jωMm,m+1
2
Im+1 = 0 (4.1)
one can simplify the above equation to:
(1 − ω
2
m
ω2
)Im +
κm− 12
2
Im−1 +
κm+ 12
2
Im+1 = 0 (4.2)
where ω is the resonant frequency of the chain, ωm (= (LmCm)−1/2) is the resonant frequency of the
mth cell and coupling constant is defined as:
κm± 12 =
Mm,m±1
Lm
(4.3)
Here, the 1/2 factor refers to the coupling from the centre of one cell to the centre of an adjacent cell.
Eq. 4.2 is an eigensystem problem with corresponding eigenvectors Im and eigenvalues 1/ω2. In
solving this eigensystem we need to specify boundary conditions. Two boundary conditions are
possible for this problem [66]. First, N full cells with the end cells connected to beam tubes. This
boundary condition is described as:
I0 = I1, IN+1 = IN , κ 12 = k1, κN+ 12 = κN (4.4)
Using this boundary condition the π mode is not a solution of the problem and the phase advance of
the pth mode is given by:
φp =
(p − 1)π
N
, p = 1, 2, ..., N (4.5)
The other possible boundary condition is for N − 2 full cells closed by two half cells (at either end).
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In this case the boundary condition is given as:
I0 = I2, IN+1 = IN−1, κ 12 = κ 32 , κN+ 12 = κN− 12 (4.6)
The phase advance of the pth mode for this boundary condition is:
φp =
(p − 1)π
N − 1 , p = 1, 2, ..., N. (4.7)
The advantage of this boundary condition is that it admits both the 0 and π as solutions.
Considering an identical periodic structure (i.e. the cell resonant frequencies and coupling constants
are same for N cells, hence ωm = ωr and κm± 12 = κ ), the periodic solution of Eq. 4.2 can be written
as Im = I0e jmφ , i.e. a change in phase. This infinite periodic structure has a corresponding dispersion
relation:
(1 − ω
2
r
ω2
) + κ cosφ = 0 (4.8)
The resonant frequency and coupling constant ωr and κ are obtained from the 0 and π phase advance
frequencies using the relation:
ωr =
√
2ω2πω20
ω2π + ω
2
0
(4.9a)
κ =
ω2π − ω20
ω2π + ω
2
0
(4.9b)
The single chain circuit model (detailed by Bane and Gluckstern [66] and can also be seen in Ap-
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pendix B) allows the coupled mode kick factors to be obtained for mode p:
Kp =
∣∣∣∣∣∑Nn=1 I(p)n
√
K(n)s (ω(n)s /2π)e jnϕp
∣∣∣∣∣2
N(ωp/2π)|I(p)|2 (4.10a)
ϕp =
ωpL
c
(4.10b)
where I(p) is the eigenvector and ωp/2π is the eigenfrequency of pth mode respectively and K(n)s is
the kick factor of the nth cell at the synchronous frequency ω(n)s of that cell.
In next section the extension of this single chain model to include a coupling from next nearest
neighbouring cell is discussed. This model is used to accurately represent higher order monopole
modes excited in the cavity.
4.2 Extension of the Single Chain Circuit Model to Include Next
Nearest Coupling
The previous section relies on nearest neighbour coupling. Bartosz et. al [68] have extended this
representation to include next nearest neighbour coupling, i.e. cell m coupled to not only cell m ± 1
but also cell m ± 2. In similar fashion to the previous section, at loop m we write:
( jωLm + 1jωCm )Im +
jωMm,m−1
2
Im−1 +
jωMm,m+1
2
Im+1 +
jωMm,m−2
2
Im−2 +
jωMm,m+2
2
Im+2 = 0
(4.11)
and then simplify this to:
(1 − ω
2
m
ω2
)Im +
κ1,m− 12
2
Im−1 +
κ1,m+ 12
2
Im+1 +
κ2,m− 12
2
Im−2 +
κ2,m+ 12
2
Im+2 = 0 (4.12)
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where ωm = 1/
√
LmCm is the resonant frequency of cell m, ω is the resonant frequency of the system
and the two coupling constants defined as
κ1,m± 12 =
Mm,m±1
Lm
, κ2,m± 12 =
Mm,m±2
Lm
. (4.13)
This eigensystem can be solved with suitable boundary conditions similar to the previous section
and results in eigenvectors Im and eigenvalues 1/ω2.
To obtain the Brillouin diagram we specialise to an infinite periodic chain of cavity cells with a
Floquet condition of constant phase shift between neighbouring cells and a current variation of e jωt:
Im±1 = im±1e− jωt = I0e± jφe− jωt , Im±2 = im±2e− jωt = I0e± j2φe− jωt. (4.14)
This allows Eq. 4.12 to be simplified and the dispersion relation to be obtained
ω(φ) = ωr√
1 + κ1 cos φ + κ2 cos 2φ
. (4.15)
This equation can be solved to obtain the resonant frequency ωr and coupling constants, κ1 and κ2,
by calculating three pairs of frequencies and phase advances with finite element or finite difference
computer codes. One can also extend this method further than next nearest coupling, although in the
cavity modelled in this work it was not found to be necessary. Further details on enhancements to
next nearest coupling are found in [68, 69].
Monopole modes in the cavity can be accurately described using the single chain coupled circuit
model. However, for dipole modes the single chain circuit model does not provide enough infor-
mation to correctly describe the properties of fields inside cavity. This is because a dipole mode is
inherently a mixture of TM and transverse electric (TE) modes. In order to properly represent this
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mode a double chain of LC circuits is required. As will be seen, without this model the dispersion
relation is poorly represented. This double chain model is described in the next section.
4.3 Double Chain Circuit Model
The hybrid characteristics of dipole e.m. fields are described by a double chain coupled circuit model
[70–72]. This consists of two chains of resonant circuits: one represents the TM wave behaviour and
the other represents the TE wave behaviour. This circuit model is illustrated in Fig. 4.2. In this case
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Figure 4.2: Schematic of a double chain of coupled cells represented by LC circuits.
ˆI, ˆL, ˆC, ˆM refers to the TE wave and I, L,C, M to the TM, where the subscript m represents the mth
cell of the cavity. ¯M is the mutual cross-coupling inductance between these two chains. In a similar
fashion to the single chain circuit model, we use Kirchhoff’s voltage law to derive the relationship
between both chains at the mth loop. We apply this method for both the TM and TE chains.
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For TM chain we obtain:
( jωLm + 1jωCm )Im −
jωMm,m+1
2
Im+1 −
jωMm,m−1
2
Im−1 = −
jω ¯Mm,m+1
2
ˆIm+1 +
jω ¯Mm,m−1
2
ˆIm−1 (4.16)
and for the TE chain:
( jω ˆLm + 1jω ˆCm
) ˆIm +
jω ˆMm,m+1
2
ˆIm+1 +
jω ˆMm,m−1
2
ˆIm−1 = +
jω ¯Mm,m+1
2
Im+1 −
jω ¯Mm,m−1
2
Im−1 (4.17)
It is convenient to use normalised variables am (= Imωm
√
Lm) and aˆm (= ˆImωˆm
√
ˆLm) and thus allows
Eq. 4.16 and Eq. 4.17 to be rewritten.
The TM chain becomes:
(1 − ω
2
m
ω2
)am −
ηm+ 12
2
am+1 −
ηm− 12
2
am−1 = −
η¯m+ 12
2
aˆm+1 +
η¯m− 12
2
aˆm−1 (4.18)
and the TE chain becomes:
(1 − ωˆ
2
m
ω2
)aˆm +
ηˆm+ 12
2
aˆm+1 +
ηˆm− 12
2
aˆm−1 = +
η¯m+ 12
2
am+1 −
η¯m− 12
2
am−1 (4.19)
Where ηm± 12 =
Mm,m±1√
LmLm±1
, ηˆm± 12 =
ˆMm,m±1√
ˆLm ˆLm±1
, η¯m± 12 =
¯Mm,m±1√
Lm ˆLm±1
, ωm =
1√
LmCm
, ωˆm =
1√
ˆLm ˆCm
and am, aˆm are
eigenvectors with eigenvalues ω−2.
In a similar manner to the single chain model, there are two possible boundary conditions. One is N
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full cells in which we define the boundary conditions as:
a0 = a1, aN+1 = aN , η 12 = η1, ηN+
1
2
= ηN (4.20a)
aˆ0 = −aˆ1, aˆN+1 = −aˆN , ηˆ 12 = ηˆ1, ηˆN+ 12 = ηˆN (4.20b)
The other is N − 2 full cells terminated by two half cells:
a0 = a2, aN+1 = aN−1, η 12 = η 32 , ηN+ 12 = ηN− 12 (4.21a)
aˆ0 = 0, aˆN+1 = 0, ηˆ 12 = ηˆ 32 , ηˆN+ 12 = ηˆN− 12 (4.21b)
Specialising to a uniform structure subjected to infinite periodic boundary conditions with ωm = ωr,
ωˆm = ωˆr, ηm = ηm± 12 = η, ηˆm = ηˆm± 12 = ηˆ, and η¯m = η¯m± 12 = η¯ yields:
(1 − η cos φ
ω2r
− 1
ω2
)(1 + ηˆ cosφ
ωˆ2r
− 1
ω2
) − η¯
2
ω2r ωˆ
2
r
sin2 φ = 0. (4.22)
Here the Floquet condition has been applied in the form am = a0e jmφ, aˆm = aˆ0e jmφ, and the cross-
coupling parameter is related to the TE and TM cell-to-cell coupling parameters in the thin iris
approximation as η¯ =
√
ηηˆ [73].
All other parameters η, ηˆ, ωr, and ωˆr are obtained by subjecting a single cell to periodic boundary
conditions with a suitable finite difference or finite element computer code. The frequencies at which
the 0 and π phase are taken needs to be carefully selected, so that both η and ηˆ are positive values,
i.e. here TE is a forward wave (ωˆπ > ωˆ0) and TM is a backward wave (ωπ < ω0). These frequencies
are chosen based on the observed field pattern from the numerical simulations. It is straightforward
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to solve Eq. 4.22 for all four parameters:
ωr =
√
2ω2πω20
ω2π + ω
2
0
and η =
ω20 − ω2π
ω2π + ω
2
0
(4.23a)
ωˆr =
√
2ωˆ2πωˆ20
ωˆ2π + ωˆ
2
0
and ηˆ =
ωˆ2π − ωˆ20
ωˆ2π + ωˆ
2
0
(4.23b)
In [66] and also shown in appendix B the coupled mode kick factors are obtained for the dipole
mode in a double chain model:
Kp =
∣∣∣∣∣∑Nn=1 a(p)n
√
ǫ(n)K(n)s (ω(n)s /2π)e jnϕp
∣∣∣∣∣2
N(ωp/2π)(|a(p)|2 + |aˆ(p)|2) . (4.24)
In which ϕp = ωpL/c is the phase shift per cell and ǫ(n) is a fitting parameter which is given by
1+ (|aˆ(p)|2/|a(p)|2), where p is the mode nearest the synchronous point. ǫ(n) determines the amplitude
ratio of the TE to TM wave. Note that only the TM eigenvectors appears in the numerator of Eq.
4.24, since only the TM component of the fields will kick the beam.
The double chain model has been validated with commercial software, and it has been found to
be a very good prediction of frequencies and kick factors [69]. This model can be modified to
represent not only the two lowest dipole modes but also the higher order dipole modes in the cavity.
This has been analysed in [74]. Details on this will be discussed in a later chapter. Details on the
application of these circuit models to the TESLA cavity are provided in the next chapter. This design
is particularly important as at present it forms the baseline cavity for current ILC design.
Chapter 5
Circuit Models Applied to the TESLA Cavity
This chapter presents results from simulations of a TESLA cavity structure using the finite element
code HFSS Ansoft©. HFSS is a computer code that numerically solves Maxwell’s equations based
on a finite element algorithm [75]. The first part of the chapter presents results on the monopole and
dipole modes for single-cell and a nine-cell structures with beam pipes. Both the mode frequencies
and kick factors are calculated and they are accurately represented using circuit models. This is
presented in the second part of this chapter. It is important to accurately calculate these parameters
as they have the potential to significantly dilute the luminosity of the beam.
5.1 Simulation Method and Results
5.1.1 Single-Cell Structure
The single-cell simulations presented here are carried out using periodic boundary conditions. The
frequency within a band is a continuous function of phase advance of fields across a single cell.
Simulations were performed for the resonant frequency as a function of phase advance. A single
cell is cylindrically symmetric and hence for the monopole mode it is sufficient to simulate a 10◦
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CHAPTER 5. CIRCUIT MODELS APPLIED TO THE TESLA CAVITY 90
sector of the cell.
Figure 5.1: Single-cell input geometry for monopole (left) and dipole (right) simulations.
The TESLA mid-cell geometry in Table 1.6 is used in the simulations. For the monopole mode
(TM010), the electric field has a pattern parallel to the cavity axis and the magnetic field is perpen-
dicular to the cavity axis. This is illustrated in Fig. 5.1, with magnetic field boundary conditions
applied on either side of the slice. A 90◦ slice of cavity is also shown on the right of Fig. 5.1, with
an electric symmetry plane on one side and a magnetic symmetry plane on the other. This is used to
obtain dipole modes. Sextupole modes also exist for this set of boundary conditions.
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Figure 5.2: Dispersion curves of monopole (left) and dipole (right) bands of a single-cell structure.
The light line is indicated by the dashed line. Dots are the results of HFSS simulations. Solid lines
are cubic spline fits to the data.
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The dispersion curve displayed in Fig. 5.2 was obtained using a 30◦ sampling in phase advance
per cell, for both the first monopole mode and for the first two dipole bands. Note that the slope
of the dispersion curve determines the group velocity of the mode. In these dispersion curves, the
light line is a straight line which indicates modes with a phase velocity equal to the velocity of light.
The light line is folded over in the phase range from 0 to π in Fig. 5.2 using the periodicity of the
structure. The point at which the cavity dispersion curves intersect with the light line is referred to
as the synchronous point. This is the point at which the beam has a strong interaction with the cavity
fields.
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Figure 5.3: Loss factor of a monopole mode of a single-cell structure.
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Figure 5.4: Quadratic fit to the loss factor of a first (left) and second (right) dipole modes of a
single-cell structure.
The loss factor is calculated from e.m. fields, obtained from the simulation, using Eq. 2.28. From
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these calculations, the loss factor of the monopole mode is independent of the offset from the cavity
axis. However, the loss factor of the dipole mode is proportional to the offset squared (r2) as shown
in Fig. 5.3 and 5.4. In this case it is evident that there is little influence of other higher order
multipoles.
5.1.2 Nine-Cell Structure
In similar fashion to the single-cell structure, symmetry properties are invoked and a quarter section
of the cavity is used to obtain dipole and also sextupole modes. The nine-cell cavity also includes
beam pipes on both ends. The beam pipe cutoff frequency (approximately 2.5 GHz [27]) is higher
than all bands under consideration. Thus all modes will be localised within each cavity.
As a realistic nine-cell cavity is terminated with end cells and beam tubes we can not assume the
infinite periodic condition to obtain the phase of the structure. We define the phase using the Floquet
condition. In the middle of the structure the field is that of an infinite periodic structure.
Ez(r, z + L) = Ez(r, z)eiφ (5.1)
Thus, from Eq. 5.1 the phase advance per cell is obtained by by taking the field at three points
(z − L, z, z + L):
φ(z) = cos−1
[
Ez(r, z + L) + Ez(r, z − L)
2Ez(r, z)
]
(5.2)
However this method is strictly accurate only in the region of identical cells as illustrated in Fig. 5.5.
In these simulations, the nine-cell cavity is treated as one element and thus there are two choices
for boundary conditions at the ends of the beam pipe: magnetic or electric planes. Fig. 5.6 illus-
trates the monopole and the dipole dispersion curves obtained from the nine-cell simulation with
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Figure 5.5: Floquet phase along the structure according to Eq.5.2 and the electric field Ez of the
mode (dashed line).
a magnetic-magnetic (MM) boundary conditions and the phase advance per cell calculation using
Eq. 5.2 compared to that of the single cell simulations. It can be observed that both the nine-cell
and the single-cell frequencies lie on the same curve, which is as expected, because the single-cell
simulation represents an infinite periodic structure as mentioned in the previous section.
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Figure 5.6: Dispersion curves of monopole (left) and dipole (right) bands of a nine-cell structure
with beam pipes (red dots) compare to single cell simulations results (blue circles). Light line is
indicated by the dashed line.
These dispersion curves can also be obtained using the circuit model representation method and this
is discussed in the next section. In addition, the loss factors and kick factors are also calculated in a
similar fashion to the single-cell structure.
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5.2 Circuit Model Analysis
In the previous section, it was demonstrated that it is possible to estimate the properties of a nine-cell
structure using single-cell parameters through the use of a circuit model as detailed in chapter 4. In
this section, the results of a circuit model representation of a nine-cell structure is presented.
5.2.1 Frequency Prediction
A single chain circuit model requires two input frequencies, at 0 and π phase advance per cell,
to construct the eigensystem matrix. For the nine-cell cavity with beam pipe attached, the proper
boundary conditions are N-2 cells for MM boundary condition and N cells for an electric-electric
(EE) boundary condition according to the boundary conditions at the beam pipes. In this case, the
eigensystem matrix will be a 9x9 matrix for a single chain circuit model and only the cell-to-cell
coupling constant (κc) and the resonant frequency (ωr/2π) will be inserted in the matrix. Simulations
obtained using HFSS indicate that the TESLA cavity has a bandwidth (κc) of 1.87%.
From the solution of the eigensystem, the eigenvectors represent the fields inside the structure and
the eigenvalues are the mode frequencies of the structure. Fig. 5.7 illustrates the results from
this single chain circuit model compared to the simulation from HFSS on single-cell and nine-cell
structures. The circuit model dispersion curve is obtained from the characteristic curve of the
eigensystem as stated in Eq. 4.8. The discrepancy between the single chain circuit model and the
first monopole band frequency from simulations is less than 1% for both single-cell and nine-cell
structure.
A double chain circuit model was developed to represent the behaviour of the coupled dipole modes
in the structure. It requires two input frequencies, at 0 and π phase advance per cell, from each
dipole band to construct the eigensystem 2Nx2N matrix, where N is the number of cells in the struc-
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Figure 5.7: Circuit model results for the monopole band of a nine-cell structure with beam pipes.
Red lines and circles are circuit model results, blue diamonds are an infinite periodic single-cell
simulation results, and black dots are a nine-cell HFSS simulation results. The light line is indicated
by a dashed line.
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Figure 5.8: Circuit model results for the first two dipole bands of a nine-cell structure with beam
pipes. Red lines and circles are circuit model results, blue diamonds are an infinite periodic single-
cell simulation results, and black dots are a nine-cell HFSS simulation results. The light line is
indicated by a dashed line.
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ture. The parameters included in the eigensystem matrix are the coupling coefficients and resonant
frequencies. This involves careful selection of the 0 and π frequencies of each band. In performing
the analysis it is important to pay attention to the modal characteristic of each band.
Performing HFSS simulations on TESLA mid-cells, the coupling coefficients were found to be
5.24% and 11.95% for TM and TE modes respectively. Fig. 5.8 illustrates results from this double
chain circuit model, compared to single-cell and nine-cell simulation results. N-2 full cells are
used for the MM simulations. The points indicated by circuit model are obtained directly from the
eigenfrequencies of the system and their phase calculated using the Floquet phase condition from
their corresponding eigenvectors. The circuit model dispersion curves are used to obtained modes at
a particular phase advance per cell. Single-cell results are overlaid on a dispersion curve, which is
the solution of Eq. 4.22, with a discrepancy of less than 5% . There is a small deviation for the nine-
cell results especially near the π phase advance. These differences are as a result of the non-identical
cell geometry (the end-cell geometry are different from the mid-cell) and the perturbative influence
of the beam pipe. They also result from numerical noise in the Floquet phase calculation, which
manifests itself in non-smooth behaviour in Fig. 5.5. These effects will be encapsulated within the
circuit model in the following section, in which we tune the circuit model parameters.
5.2.2 Kick Factor and Parameters Tuning
Initial tests were made using a simplified version of the TESLA nine-cell structure in which all the
cells in the structure were assigned to those of the mid-cell (as indicated in Table 1.6). In order
to estimate the kick factor, additional frequencies and kick factors from single-cell simulations are
needed. These can be obtained from simulations with particular phase settings from the synchronous
phase of each band. The results of this initial study for both the first monopole and first two dipole
pass bands kick factors are presented in Fig. 5.9. It can be observed that the results of the circuit
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model compare well to that of the full nine-identical cells structure simulation.
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Figure 5.9: Loss and Kick factor comparisons for a nine-identical cells with the MM boundary con-
dition (red circles) and a circuit model with the N-2 cells boundary condition (blue dots). Monopole
on the left and dipoles on the right of the picture.
In the actual structure, which consists of non-identical cells together with attached beam pipes, the
mode frequencies and mode kick factors will be modified. This deviation can be accounted for by
changing the parameters of the end cells in the circuit model. The cell-to-cell coupling factors of
the end cells needs to be changed in the circuit model to reflect the flattened field profiles of the
structure. The system matrix was reconstructed after tuning these parameters.
A tuning algorithm written in the Mathematica [76] code was implemented. The eigensystem was
solved and the mode frequencies and kick factors were obtained. There are eight parameters (two
frequencies and two coupling factors for each end cells) to be tuned and two goals (minimise the
rms error between model and simulation of frequency and kick factor) to be achieved. The tuning
procedure is initiated by finding the minimum error on each criteria (frequency and kick factor)
sequentially, one parameter at a time. The subsequent iterations use a weighted values of this current
parameter values (from the minimisation - refer to Fig. 5.10) until all parameters have been tuned
to within a defined tolerance level determined by the rms error. This rms error is weighted between
the rms error from the two criteria and compared with previous value; if it is less than the tolerance
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Figure 5.10: Kick factor and frequency tuning algorithm applied to the circuit model.
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the tuning is complete.
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Figure 5.11: Mode frequencies and kick factors of the TESLA nine-cell structure from a circuit
model with the N-2 cells boundary condition (red circles) and HFSS simulation with the MM bound-
ary condition (blue dots). This is prior to tuning the end cells.
The frequencies and kick factors are displayed in Fig. 5.11 prior to tuning the end cells. There
is an average discrepancy in frequency of about 5.2 MHz and 0.47 V/pC/m/m for the kick factors.
The tuning algorithm relies on modifying four end-cell frequencies and four end-cell kick factors.
Adding the end cell kick factor as an optimisation parameter was necessary in order to obtain an
adequate prediction of the global kick factors. The result of this algorithm is the optimum point
between the output frequency and kick factor in which an average frequency difference of 1.78
MHz and the average difference of kick factor is 0.47 V/pC/m/m between the circuit model and the
numerical HFSS is obtained, as shown in Fig. 5.12.
These results indicate that the method can provide a reasonable prediction of the frequencies and
kick factors. This has been presented in [69]. This tuning is empirical in nature in which the param-
eters of the end cells were obtained from either numerical or analytical methods. If the relationship
of the cell dimensions and the cell circuit model parameters are known, the fabrication errors could
be rapidly implemented in the model simply by altering the coupling coefficients. Relationships of
these types have not been investigated for these cavities.
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Figure 5.12: Mode frequencies and kick factors of a tuned circuit (frequencies and coupling con-
stants) of the TESLA nine-cell structure (red circles) compared to HFSS simulations (blue dots).
Half end cells are used.
The next chapter presents my optimisation procedure to obtain a new SRF cavity shape, which has
both minimised surface fields and also has a looser tolerance to cavity cell fabrication errors. My
new cavity design is a potential candidate for the main linacs of the ILC.
Chapter 6
SRF Cavity Optimisation Towards a New
Low Surface Field Cavity
The design of the main accelerating section of the ILC project is based on the TESLA cavity shape.
The baseline design requires the cavities to be able to reach a gradient of 35 MV/m - although dur-
ing commissioning and operation the gradient will be 31.5 MV/m. Several new cavity designs have
been proposed. The maximum allowable value of the surface magnetic and electric fields for a given
accelerating electric field is a fundamental limitation on the cavities. The ratios of the peak surface
electric (Es) and magnetic (Bs) fields to the accelerating gradient (Ea - see Eq. 2.7): Es/Ea and
Bs/Ea are important design criteria. Another criterion is the fractional bandwidth of the accelerat-
ing mode κc ≈ (ωπ − ω0)/ωπ/2 . This represents the sensitivity of the cavity mode frequency to cell
fabrication errors and also controls the frequency separation of other modes with respect to the accel-
erating mode. In this chapter, the influence of the cell geometries on the design criteria are discussed.
The generic geometry for a SRF cavity cell is shown in Fig. 6.1. The ILC main accelerator is
designed to operate at an rf frequency of 1.3 GHz with a π phase advance of the e.m. fields per cell.
This operating point determines the cell length. When a cavity is excited with rf power, in principle
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an infinite number of modes are excited. However, the beam interacts strongly with those modes
A
B
a
b
Req
Ri
L
Θ
Figure 6.1: A generic SRF cavity’s geometry.
whose phase velocity is close to or equal to that of the ultrarelativistic beam. The beam is essentially
travelling at the velocity of light:
c = vph =
ω
kz
=
2π f L
φ
, or L =
φ
2π
c
f (6.1)
where kz is the longitudinal wave number, the cavity length L and the phase advance per cell is
φ = kzL . These modes are known as the synchronous modes. In conventional linear accelerators, the
accelerating mode is the lowest synchronous mode (TM010 cavity). In this case, for the π mode the
cavity gap length is fixed at 115.304 mm. Others geometrical parameters ( Req, Ri, A, B, a, b, and θ )
can be varied in order to optimise various features of the cavity. A new design, the New Low Surface
Fields (NLSF) structure is described here (and was first presented in 2009 [77]). This forms a major
component of the unique results presented in this work. Prior to a discussion of this cavity the
sensitivity of the field profile to various geometrical parameters is investigated.
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6.1 Influence of Cell Geometry
6.1.1 Influence of Iris Aperture on E.M. Fields
The first geometrical parameter considered is the aperture of the iris ( Ri ). A larger iris aperture
results in a weaker accelerating field along the beam axis. When the iris aperture is wider the cavity
shunt impedance becomes smaller. Fig. 6.2 illustrates a sketch of an accelerating field near the
beam axis. It is evident that as the iris size is increased less field is concentrated near the beam axis
and hence the shunt impedance is reduced correspondingly. It is important to obtain as high a shunt
impedance as possible as this impacts the overall efficiency of coupling rf power to the beam.
Figure 6.2: The influence of an iris opening on the accelerating field along the beam axis.
The geometry of the iris also affects the fundamental mode bandwidth. Clearly the bandwidth is
reduced as the iris radius decreases. This behaviour can be observed from the summary of the 1.3
GHz ILC cavities with different iris radii in Table 6.1. A cavity with a small bandwidth (κc) will
be very sensitive to fabrication errors (eq. 3.3). In addition the field flatness (∆A/A ) or uniformity
of the cavity depends on three quantities: the relative error of cell frequency ∆ f / f , the coupling
constant κc , and the cavity length N , as
∆A
A
∝ ∆ ff
1
κc
N p (6.2)
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where p = 2, for a π mode cavity [63] [78].
Table 6.1: Fundamental mode bandwidths for different iris radii for the 1.3 GHz ILC cavities.
Iris radius (mm) Bandwidth (MHz)
30 (LSF) 16.7
30 (LL, Ichiro) 19.7
31 18.3
32 (NLSF) 20.7
33 23.2
35 (TESLA) 24.3
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Figure 6.3: Three figures of merit; Bs/Ea , Es/Ea , κc , versus an iris radius for the 1.3 GHz shape.
The change in iris aperture influences surface fields as aperture radius increases both the surface
magnetic and electric field increase. These effects can be seen from an exploration on parameter re-
gions for the ILC cavity as illustrated in Fig. 6.3. The relationship between the three figures of merit
and the iris radius is also presented. Changing the iris radius also affects the operating frequency.
The equator parameters need to be correspondingly changed in order to obtain the correct frequency.
However, changing the equator parameters also affects surface fields.
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From a beam dynamics perspective, the short-range wakefields of the cavities are also very sensitive
to the iris radius. The longitudinal and transverse components of the short-range wakefields are
inversely proportional to the square of the iris radius and to the fourth power of the iris radius,
respectively. The explicit dependence of these longitudinal and transverse wakefield are [79, 80]:
WL(s) = Z0c
πR2i
e−
√
s/s00
WT (s) = 4Z0cs00
πR4i
[
1 −
(
1 +
√
s
s00
)
e−
√
s/s00
] (6.3)
where Ri is an iris radius, s is the distance behind the bunch, Z0 = 377Ω the vacuum impedance,
and s00 is a constant parameter which depends on cell geometry. The longitudinal component of the
wakefields must be minimised to reduce the beam energy spread. The transverse component must
be contained within limits to avoid emittance dilution and to avoid the potential of a beam breakup
instability.
Once the iris radius has been fixed, the detailed geometry of the iris also has an impact on the surface
fields. This is considered in the next section.
6.1.2 Influence of Iris Shape on E.M. Fields
The accelerating mode in the cells is TM010 in nature. In this mode, the accelerating field is max-
imum at the electrical centre of the cavity [29]. The maximum surface electric field is located in
the vicinity of the iris. The iris ellipticity ( r = b/a ) can be varied to optimise the surface electric
field. A study has been carried out to find the influence of this iris ellipticity on the three figures of
merit of the 1.3 GHz cavity cells, and results are presented in Fig. 6.4. We observed that the surface
magnetic field and the bandwidth increase when the iris ellipticity increases, but the surface electric
field has a minimum point when this ratio changes.
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Figure 6.4: Surface e.m. fields and bandwidth versus iris ellipticity ( Ri = 32 mm, R = B/A = 0.67 ,
θ = 0 and ωc/2π = 1.3 GHz).
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Figure 6.5: Cavity geometry (left) and Es/Ea along the cavity surface (right) between the TESLA
(black dash) and the low loss (blue line) shape, where s is the distance along the surface contour
from centre of the equator.
Changing the ellipticity of the iris modifies the surface area in its vicinity. This affects the field
distribution on an iris surface and location of the peak field. The equator parameters are adjusted
to keep the frequency constant. Fig. 6.5 illustrates the surface electric field ratio along the surface
of the TESLA and the Low loss cavity cell (HFSS simulation results). The TESLA cavity has a
large surface area in the vicinity of the iris compared to the Low loss and thus it has a lower surface
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electric field. For a given shape, either the electric or magnetic field may reach its minimum, but the
other is far from its minimum. In practice a trade off must be made between minimising the electric
and magnetic surface fields.
Another aspect of the cavity that needs to be considered is the geometry of the equator as the cavity
frequency is tuned by modifying the radius and shape of the equator. The equator shape also has
influence on surface e.m. fields. This is described in the next section.
6.1.3 Influence of Equator Shape on E.M. Fields
The resonant frequency of the cavities initially corresponds to that of an elliptical cavity. Introduc-
tion of irises, to allow the passage of the beam, modifies the frequency. The ellipticity of the equator,
illustrated in Fig. 6.1, is defined according to B/A. Using the SuperFish solver (a numerical 2D rf
solver code [81]), we study this influence on three figures of merit. Fig. 6.6 represents initial results
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Figure 6.6: Sensitivity of surface e.m. fields and monopole bandwidth to cavity ellipticity (here
Ri = 32 mm, r = b/a = 1.5 , θ = 0 and ωc/2π = 1.3 GHz).
of the study which indicates that the surface magnetic field is slightly more sensitive to the equator
ellipticity compared to the other parameters.
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Once Req has been fixed, the cell frequency can be tuned by changing the volume of the cell, i.e.
changing A and B. A study has been carried out in SuperFish to find the relationship between the
elliptical parameter B of the equator and the cell resonant frequency. Small changes in B allows a
linear relationship to be obtained on the cavity resonant frequency. This is illustrated in Fig. 6.7.
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Figure 6.7: Frequency change versus elliptical parameter B for fixed values of r = b/a = 1.3 ,
A = 47.152 mm, θ = 0 and Req = 98.14 mm.
The shape of the equator strongly influences the surface magnetic field as the field has a maximum
value in the vicinity of the equator. A cavity with a large equator surface area in effect means there
is less magnetic field density on the equator surface compared to a cavity with a small equator area.
Therefore a large-equator surface cavity has a lower surface magnetic field for a given frequency.
This was validated by simulation in HFSS for the TESLA and the Low loss cavity shapes and the
result is illustrated in Fig. 6.8. It is evident that the Low loss shape, which has a larger equator area,
has a lower surface magnetic field compared to that of the TESLA shape.
The final aspect of the cavity that needs to be considered is the slope of the cavity wall.
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Figure 6.8: Cavity geometry (left) and Bs/Ea along the surface (right) for two different cavity
profiles (where s is the distance along the surface contour from centre of the equator).
6.1.4 Influence of Cavity Slope on E.M. Fields
The slope of the cavity wall (θ) is also an important geometrical parameter that needs to be con-
sidered when designing the cavity. The change in θ affects both the electric and magnetic surface
field. In Fig. 6.1 the cavity wall slope is defined as: θ = 0 for a vertical line, θ > 0 for a negative
wall slope, and θ < 0 for a positive wall slope. A study is carried out on the 1.3 GHz cavity with
different wall angles. The results are summarised in Fig. 6.9. Increasing the wall angle decreases
both the bandwidth and the surface electric field, but at the same time the surface magnetic field
increases. By increasing θ the surface area in the vicinity of an iris can be increased. Hence the
surface electric field can be reduced, however in this process the surface area in the vicinity of an
equator is decreased and hence the surface magnetic field increases.
In practice, cavities are designed with a small slope in the wall in order to make the process of
surface cleaning easier. This small slope helps in allowing liquid to flow during the cleaning and
rinsing process. Extrapolating from Fig. 6.9, if the angle is negative the surface magnetic field tends
to decrease. This geometry is referred to as the reentrant shape. If the optimisation extends into the
region of a negative angle, the electric and magnetic surface fields can be minimised. This reentrant
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Figure 6.9: Surface e.m. fields and bandwidth versus wall angle ( Ri = 32 mm, R = B/A = 0.7 ,
r = b/a = 1.5 , and Req is varied to tune the frequency to 1.3 GHz).
shape has lower losses and has the potential to reach a higher accelerating gradient. The reentrant
design has been pursued at Cornell university and has resulted in single-cell gradients in excess of
50 MV/m [50].
NLSF NLSF-RE
Figure 6.10: Geometry sketch of a NLSF (black dashed) and NLSF-RE shape (blue solid line).
I have conducted detailed studies on my own version of the reentrant cavity. This has allowed a
further reduction in the surface fields compared to the standard shape. This shape, known as NLSF-
RE is presented in [82]. Fig. 6.10 illustrates the NLSF-RE design. The surface fields, resulted from
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HFSS simulations, are plotted in Fig. 6.11.
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Figure 6.11: Surface fields ratios along the cavity surface comparison between the NLSF (black
dash) and the NLSF-RE (blue line) shape, where s is the distance along the surface contour from
the centre of the equator.
It is important to note that the reentrant shape presents a challenge to current surface treatments,
such as chemical etching and high pressure rinsing. This negative wall angle type cavity is also
mechanically weaker than the positive wall angle cavity.
The focus of my work has been on an optimised design with θ = 0. The procedure, necessary to
obtain the NLSF cavity, is described in the next section.
6.2 NLSF Cavity Optimisation
The NLSF cavity is designed to optimise the surface fields and has a slightly larger bandwidth
compared to the existing cavity designs for the ILC. This section provides detailed optimisation
of this cavity. SuperFish was used as the main field solver, to facilitate rapid cavity design, for
calculating the accelerating frequency and the surface fields. The 3D finite element code HFSS
was subsequently used to validate these optimised designs. To expedite the simulation procedure, a
Mathematica code was written to provide a front-end to the SuperFish simulations.
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6.2.1 Tool Validation
A Mathematica front-end controls SuperFish to obtain the cell geometry and figures of merit. These
geometries were also simulated in HFSS in order to validate the results. The simulation results
obtained using SuperFish are within ±1.5% of the HFSS simulation results. The rms of the error in
κc is less than 0.5% , and 7% and 1.5% for Es/Ea and Bs/Ea respectively. A comparison of the
HFSS and SuperFish results for several cavity shapes is presented in Table 6.2. The front-end was
further modified to explore various cavity geometries. This is described in the next section.
6.2.2 Frequency Tuning Algorithm
A Mathematica code was written to explore various cavity geometries as an input to SuperFish. The
algorithm for the vertical line wall ( θ = 0 ) with a given equator radius is displayed as a flowchart
in Fig. 6.12. The script generates input files, executes SuperFish and the post processor, reads
the output files for the desired parameters and then calculates the figures of merit. This algorithm
explores parameters with different iris radii and iris ellipticity. For a given iris thickness (a), the
equator parameter (A) is fixed at (L/2) − a. By varying the equator parameter (B), the desired
accelerating frequency is obtained within ±5 kHz for a given equator radius. Once the cell geometry
is tuned, then the other rf properties are calculated using the SuperFish post processor. The optimised
cavity shape is obtained from analysing the rf properties in a large region of possible cavity shapes.
This aspect is discussed in the next section.
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Table 6.2: Three figures of merit for proposed high gradient ILC cavities.
Parameters TESLA LL Ichiro NLSF NLSF-REHFSS SF HFSS SF HFSS SF HFSS SF HFSS SF
κc [%] 1.89 1.89 1.53 1.53 1.54 1.54 1.59 1.59 1.66 1.66
Es/Ea 2.18 2.02 2.42 2.30 2.37 2.29 2.11 2.07 2.07 2.08
Bs/Ea [mT/(Mv/m)] 4.18 4.17 3.64 3.61 3.62 3.61 3.83 3.83 3.78 3.78
fπ [MHz] 1301.16 1301.06 1300.08 1299.97 1300.40 1300.31 1300.23 1300.11 1299.91 1300.00
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START
Generate .am file for -mode
Generate .am file for 0-mode
Call SF.exe to run .am file
Call SF.exe to run .am file
Read f  from outfis.txt file
Read f0 from outfis.txt file
Call SFO.exe to run .T35 file
Read Hs, Es from .SFO file
Calculate kc ,Bs/Ea,Es/Ea
Display results Save results END
Calculate f  and adjust B
f within
tolerance?
Is loop finish?
User input cavity parameters (Ri, a, b) and criterion (fs, tolerance)
Save results
YES
NO
NO
YES
Figure 6.12: Frequency tuning algorithm for the NLSF shape.
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6.2.3 Optimisation Procedure
A generic geometrical cavity shape is displayed in Fig. 6.1. Optimisation of this shape is based on
the criteria that the surface fields are minimised and the accelerating bandwidth is maintained: κc >
1.5%, Es/Ea ∼ 2.00, and Bs/Ea < 3.80. Eight parameters are varied: L, θ, Req, Ri, A, B, a, and b.
In the TM010 cavity case, for the π mode operating at a frequency of 1.3 GHz, the cavity gap length
is fixed at L = 115.304 mm. The optimisation was conducted on the Low loss-like shape with a
wall angle θ = 0 and equator radius Req = 98.58 mm. There are two reasons behind this; (i) the
properties of the Low loss shape, which was previously optimised based on minimising the surface
magnetic field, whilst relaxing the minimal allowed surface electric field and (ii) setting the wall to
be vertical ( θ = 0) allows the cavity to be easily cleaned and water rinsed. Later on, the optimisation
Figure 6.13: Optimisation parameter regions for the NLSF cavity.
was also extended for both positive and negative wall angles. With a fixed wall angle, the equator
parameter A depends on the iris parameter a: A = (L/2)−a for θ = 0. If the iris radius is fixed there
are two parameters: a, and b, free to use in the optimisation process, since the equator parameter B
is used for tuning the frequency. This can be conceived as a series of parameter regions as illustrated
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in Fig. 6.13.
In Fig. 6.13 for any given iris radius there will be two parameters that are free to be varied in
order to obtain the optimal design. The results of this procedure can be compared with those for
other iris radii to find the best design, which satisfies all criteria. These criteria are ranked in terms
of minimising the surface electric field, Es/Ea ∼ 2.00, while also minimising or maintaining the
surface magnetic field, Bs/Ea < 3.80, and also maintaining the accelerating bandwidth, κc > 1.5%.
The limits of these criteria must be satisfied for a new shape. The optimisation procedure begins
with the choice of iris aperture of the cavity, which is discussed in the next section.
6.2.4 Choice of an Iris Aperture
The iris radius Ri , determines the concentration of the accelerating field along the cavity axis and
hence the efficiency of the cavity. The present Low loss and Ichiro shape is designed with a 30 mm
iris radius whereas the iris radius of the TESLA shape is 35 mm. Both the Low loss and Ichiro shape
have higher R/Q and lower surface magnetic field than the TESLA shape; on the other hand, they
have a higher surface electric field and a narrower bandwidth. Despite the R/Q not being included
in the optimisation criteria, it is monitored during the optimisation process to ensure that its value is
not appreciably lower than that of the TESLA shape.
Another disadvantage of having a small iris aperture is it results in increased wakefields (as was
detailed in section 6.1.1). In order to find the optimum iris aperture, various cavity geometries were
explored. In performing this optimisation a scan is made in Ri, b and a. The result of one part of
this scan, at a fixed a (=10.5 mm) is illustrated in Fig. 6.14. Based on past experience of extensive
simulations, choosing a = 10.5 minimises the potential for trapped higher order modes [56]. It is
clearly seen from these results that all figures of merit show a tendency to increase with increasing
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Figure 6.14: Three figures of merit versus the variation in iris radius Ri and iris elliptical parameter
b at a fixed a = 10.5 mm
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iris aperture. This can be seen from the selected designs plotted at a fixed iris elliptical parameter
b = 15.5 mm in Fig. 6.15.
Based on these contour plots, and armed with the previously discussed surface fields and bandwidth
criteria, an optimal iris aperture of 32 mm is chosen. This is based on minimising the surface fields,
whilst maintaining a practical bandwidth (κc). Once the optimal iris radius has been decided, I then
focused on the results of varying a and b. This is discussed in the next section.
6.2.5 Iris Shape Optimisation
For a given iris radius (Ri), its thickness (a) and ellipticity (r = b/a) are important parameters.
These parameters are strongly related to the surface electric field and the cell-to-cell coupling con-
stant. The cell-to-cell coupling constant involves the cavity field uniformity and the sensitivity to
mechanical deformation. The thickness of the iris may lead to trapping of the HOMs inside the
cavity. For a given iris radius, the cell-to-cell coupling constant and surface electric field tend to
decrease while the surface magnetic field increases as the iris thickness increases. With the afore-
mentioned Mathematica front-end to SuperFish, extensive simulations were carried out for various
shapes. Explorations are performed with the a and b parameters (as illustrated in Fig. 6.13) with a
in the range 7 to 13 mm, and b in the region of 8 to 24 mm. Again, the equator parameter A depends
on the iris parameter a, and the parameter B is adjusted to obtain a resonant frequency of 1.3 GHz
(as illustrated in the tuning algorithm in Fig. 6.12). Various contours illustrating these results with
Ri = 32 mm are shown in Fig. 6.16.
From these explorations, the selected optimum points of each iris thickness are plotted in compari-
son to the present design shapes in Fig. 6.17. This reflects the behaviour of all three figures of merit
as discussed above. With a thicker iris the surface electric field tends to decrease, but the surface
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Figure 6.16: Three figures of merit versus the variation in iris shape a, b at a fixed Ri = 32 mm.
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magnetic field increases and the bandwidth becomes narrower. The optimum design is obtained
from a trade-off between these opposite tendencies in such a way that the surface fields are main-
tained in the approximate ratios, Es/Ea ∼ 2.00, and Bs/Ea < 3.80, whilst ensuring the accelerating
bandwidth, κc > 1.5%.
From the aforementioned investigation and the stated trade-off, the NLSF shape is selected at the
optimum point that is best suited to the optimisation criteria of: an iris parameter a = 10.5 and
b = 15.5 mm at an iris radius of Ri = 32 mm and the equator parameter B = 31.35 mm. This
design has ∼ 8.5% lower Bs/Ea compared to the TESLA, and Es/Ea 13% lower compared to the
Low loss design. Both the ratios Es/Ea and Bs/Ea are comparable to the LSF design. However,
the bandwidth is superior as it is 26.5% wider. The surface field ratios of this shape are plotted in
comparison to others in Fig. 6.18 and 6.19.
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Figure 6.18: Surface electric field ratio along the cavity surface comparison between the NLSF (red
line) and other designs; the TESLA (black dot-dashed line), the Low Loss (blue dashed line) shape,
where s is the distance along the surface contour from centre of the equator.
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(red line) and other designs; the TESLA (black dot-dashed line), the Low Loss (blue dashed line)
shape, where s is the distance along the surface contour from centre of the equator.
Investigations have also been extended into both the positive and negative wall angle (θ) regions.
These are displayed by circles in Fig. 6.13. No similar candidates, in the specified range, for a posi-
tive slope (θ > 0) were found in a similar optimisation search. The reentrant shape (θ < 0) allows a
further reduction in the surface fields compared to the standard NLSF shape. This shape, known as
NLSF-RE, is presented in [82].
Table 6.3 summarises the results of several alternative cavity shape designs [24,83] for the ILC. Also
included are the new designs: NLSF and NLSF-RE. The NLSF cavity is based on optimising both
the surface electric and magnetic fields to produce the maximum accelerating gradient (from both
limits, Es = 100 MV/m and Bs = 180 mT) of ∼ 47 MV/m. A comparison of the fields in each of
these structures is presented in Fig. 6.20 and Fig. 6.21 - using contour and arrow plots, respectively.
The NLSF shape has slightly inferior parameters compared to the NLSF-RE shape. Despite this,
I nevertheless focused on this shape to study a full nine-cell cavity (complete with couplers) as in
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fabricating the cavity, surface cleaning is considerably simpler for this shape.
TESLA LL Ichiro NLSF NLSF-RE
E-Field
H-Field
0
1
Figure 6.20: Comparison of the accelerating mode relative electric and magnetic field contours for
a range of potential ILC cavity shapes. All modes are computed at 1.3 GHz.
Once the single cell has been designed, the end cells also need to be carefully designed in order to
allow a smooth connection of the fields between the cavity and beam pipes. This is described in the
next section.
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Figure 6.21: Electric and magnetic field arrows plots of the accelerating mode for a range of potential
ILC cavity shapes. All modes are computed at 1.3 GHz.
Table 6.3: Comparison of various optimised high gradient cavity designs.
Parameter TESLA LL Ichiro RE [24, 83] NLSF NLSF-RE
Ri [mm] 35 30 30 30 32 32
Req [mm] 103.3 98.58 98.14 98.71 98.58 98.58
A [mm] 42 50.052 50.052 51.75 47.152 49
B [mm] 42 36.50 34.222 38.48 31.35 35.30
a [mm] 12 7.6 7.6 8.76 10.5 10.5
b [mm] 19 10 9.945 13.10 15.5 17
fπ [MHz] 1300 1300 1300 1300 1300 1300
kc [%] 1.89 1.53 1.54 1.57 1.59 1.66
Es/Ea 2.18 2.42 2.37 2.28 2.11 2.07
Bs/Ea [mT/(MV/m)] 4.18 3.64 3.62 3.54 3.83 3.78
Ea@Es = 100MV/m [MV/m] 45.9 41.3 42.2 43.9 47.4 48.3
Ea@Bs = 180mT [MV/m] 43.1 49.5 49.7 50.8 47.0 47.6
Ea@Bs = 230mT [MV/m] 55.0 63.2 63.5 65.0 60.1 60.8
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6.3 End Cell Design
We focused on a design for the NLSF cavity. The dimensions of the end cells were chosen to ensure
a flat accelerating field along a multi-cell cavity and to allow a good match between the cavity and
the HOM coupler region. The radius of the HOM beam pipes connecting successive cavities to
each other was chosen to be that of the Low loss design, namely 38 mm. The first HOM that can
propagate in this beam pipe is a TE11 mode with a cutoff frequency at approximately 2.3 GHz.
Thus, the first two dipole modes (which are below 2.3 GHz) are contained within the cavity and can
be damped with suitably designed couplers. Higher order dipole modes can propagate out of the
cavity and in this case are partially damped with the HOM couplers. Firstly, we have focused our
end cell design process on the NLSF shape. This was subsequently extended to the NLSF-RE shape
for the sake of completeness.
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Figure 6.22: Accelerating field along a cavity axis of a 9-cell NLSF structure with beam pipes (left).
The peaks are emphasised to the right.
Another Mathematica code was written to control SuperFish and hence facilitate a rapid variation of
the parameters. An important parameter is the field flatness defined as:
ζ =
(
1 − σp
µp
)
× 100 % (6.4)
where σp and µp is the standard deviation and the average value of the peak accelerating fields
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along the cavity axis in each cell, respectively. These are illustrated in Fig. 6.22. This criterion
measures the field amplitude in each cell of the cavity to ensure the particle beam is given the same
accelerating field from cell to cell. If the fields vary or indeed droop from cell to cell, it increases
the beam energy spread and will subsequently also decrease the accelerating efficiency of the cavity.
The distance between two successive cavities was selected to be approximately similar to the config-
uration of the TESLA Test Facility (TTF) cryomodule, which has a spacing of about 3λ/2 between
cavities. I used a beam pipe length of 170 mm, which is approximately 3λ/4 .
Firstly, tuning the end cell geometry was performed with the aid of the code SuperFish based upon
two criteria: the field flatness must be at least 99% and the error in the operating frequency is no
more than 0.1 %. These results were then validated with HFSS. The optimised NLSF cavity has
a resonant frequency which is within 0.02% of the 1.3 GHz operating frequency and is 99% flat
according to Eq. 6.4. The field distribution is illustrated in Fig. 6.22. It is to be noted that this
optimised end cell is very similar in shape to the middle cells, except for a slight difference in the
iris and equator elliptical parameters ( a = 9.5 , b = 12.5 , A = 48.152 and B = 30.5 mm). The
NLSF cavity consists of seven identical middle cells and two identical end cells.
Table 6.4: Optimal NLSF and NLSF-RE cavities.
Parameters NLSF NLSF-RE1 NLSF-RE2Mid cell End cell Mid cell End cell Mid cell End cell
Ri [mm] 32 38 32 38 32 38
Req [mm] 98.58 98.58 98.58 98.58 98.58 98.58
A [mm] 47.152 48.152 49 50 49 49.5
B [mm] 31.35 30.5 35.30 35 35.30 35
a [mm] 10.5 9.5 10.5 10 10.5 10.5
b [mm] 15.5 12.5 17 15 17 13.5
ζ [%] 99.78 99.63 99.34
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Having designed a NLSF-RE shape, for the sake of completeness, the end cell tuning algorithm was
then extended to the reentrant shape. Applied in a similar fashion to the NLSF cavity, two potential
designs were obtained for a NLSF-RE cavity with symmetrical end cells. These are summarised in
Table 6.4.
A detailed study on the NLSF modes and means to damp these modes is presented in the next
chapter. If these modes are not suitably damped, the projected emittance of the bunch train can be
diluted.
Chapter 7
Dipole and Higher Order Modes in the
NLSF Cavity
The broad features of the surface e.m. fields and bandwidth of the monopole mode of the NLSF
cavity were explained in the previous chapter. Here a detailed analysis of the e.m. fields present in a
complete nine-cell cavity are explained. In particular, the properties of the dipole modes are studied.
7.1 Single-Cell Structure
In order to ascertain the transverse momentum kick imparted to the beam, the eigenvalues and
eigenvectors of a full nine-cell cavity are calculated. Prior to analysing a full nine-cell cavity, a single
cell is considered. For the sake of completeness, the dispersion curves for a single cell subjected
to infinite periodic boundary conditions are shown in Fig. 7.1. Here the first six dipole bands are
displayed, also included are quadrupole, sextupole, and octupole bands. The corresponding loss
factors and kick factors are collected in Table 7.1.
The iris radius of this NLSF single cell is 32mm, which corresponds to a 2.75 GHz cutoff frequency
128
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Figure 7.1: Dispersion curves for the monopole (red dotted line), dipole (blue solid line), quadrupole
(green dashed line), sextupole (magenta dot-dashed line), octupole (black long-dashed line) and
decapole (black short-dashed line) passbands with a light line (black zig-zag line) and synchronous
points (red dot).
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of the T E11 mode in a circular waveguide. The modes that have frequencies above 2.75 GHz can
propagate through this waveguide and this is reflected in the dispersion curves - shown in Fig. 7.1.
This will have important ramifications when considering coupling of many cavities.
Table 7.1: Loss factor of the monopole (M) modes and kick factor of the dipole (D) modes. The loss
factors of the dipole modes are all calculated at a 1.5 cm offset.
Type Band No. ωs/2π [GHz] φs [deg.] kl [V/pC/m] k⊥ [V/pC/mn/m]∗
M 1 1.30021 180 2.25 0.083
M 2 2.24658 49 1.30 0.028
M 3 2.80736 29 0.05 0.001
M 4 3.45578 118 0.03 0.000
M 5 3.57978 136 0.49 0.006
D 1 1.73956 120 0.14 17.67
D 2 1.91546 95 0.21 23.00
D 3 2.46255 19 0.40 34.03
D 4 2.95240 45 0.01 0.37
D 5 3.08291 67 0.03 1.77
D 6 3.38650 109 0.03 2.13
D 7 3.81223 169 0.00 0.05
D 8 4.04637 160 0.08 3.96
D 9 4.09679 153 0.00 0.05
∗ n = 0 for monopole and n = 1 for dipole.
A detailed study of a nine-cell cavity is included in the next section.
7.2 Nine-Cell NLSF Structure
The nine-cell NLSF cavity consists of seven middle cells and two end cells. The geometrical pa-
rameters are collated in Table 6.4. A detailed study of a nine-cell NLSF cavity with beam pipes is
discussed in this section. The study begins with the monopole and dipole modes.
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Firstly, a quarter symmetrical section of a nine-cell NLSF cavity was used in the simulation with a
set of boundary conditions, which admits only monopole, quadrupole and some higher order modes.
By observing the electric field pattern of each resonant mode inside the cavity, the eigenfrequencies
can be demarcated. The Floquet periodic condition was used to calculate the phase advance per cell
of each mode and the dispersion relation of each passband.
A mode that has a frequency below the cutoff frequency of a beam pipe - 2.3 GHz and 3.0 GHz
for TE and TM modes, respectively - remains locally within one cavity. When a mode possesses
a frequency higher than the cutoff frequency, the mode can propagate from one cavity to another,
creating a multicavity mode. In this case it is difficult to discriminate between other modes excited.
In performing these simulations the end cells are terminated with magnetic walls (MM) or electric
walls (EE) at either end.
Secondly, the boundary conditions were modified at the symmetry plane to satisfy the dipole, sex-
tupole and higher order modes. A quarter section was simulated. The dispersion relations were
obtained in a similar fashion to the monopole bands. Monopole and dipole dispersion curves are
illustrated together in Fig. 7.2. Quadrupole and sextupole dispersion curves are plotted in Fig. 7.3.
In the monopole band, the terminations at the beam pipe do not affect the eigenfrequencies inside
the cavity. When the mode frequency is higher than the cutoff frequency, the termination conditions
at the beam pipes have an influence on the eigenfrequencies. This corresponds to a multicavity
mode. This can be observed in the fourth and fifth monopole band dispersion curves in Fig. 7.2.
The eigenfrequencies are not identical for different boundary conditions. This also applies to the
quadrupole band.
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Figure 7.2: Monopole (red) and dipole (blue) dispersion curves of a nine-cell NLSF cavity. Dot
indicates the results with MM boundary condition and circle represents those of the EE boundary
condition. Cells subjected to an infinite periodic structure are indicated by the lines.
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Figure 7.3: Quadrupole (green) and sextupole (magenta) dispersion curves of a nine-cell NLSF
cavity. Dot indicates the results with MM boundary condition and circle represents those of the EE
boundary condition. Cells subjected to an infinite periodic structure are indicated by the lines.
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Table 7.2: R/Qs of the three lowest monopole bands; comparing the MM boundary conditions and
the EE boundary conditions at the beam pipe.
MM bc. EE bc.
ω/2π [GHz] R/Q [Ω] ω/2π [GHz] R/Q [Ω]
1.27906 0.00 1.27906 0.00
1.28082 0.01 1.28082 0.01
1.28351 0.03 1.28351 0.03
1.28684 0.03 1.28684 0.03
1.29039 0.07 1.29039 0.07
1.29375 0.03 1.29375 0.03
1.29651 0.01 1.29651 0.01
1.29830 0.01 1.29830 0.01
1.29894 1126.78 1.29894 1126.78
2.21015 1.39 2.21015 6.98
2.21146 6.17 2.21146 6.16
2.21508 4.06 2.21508 4.07
2.22066 9.52 2.22066 9.51
2.22759 10.74 2.22759 10.74
2.23510 28.66 2.23510 28.64
2.24227 186.53 2.24227 186.53
2.24824 133.07 2.24824 133.09
2.25217 7.96 2.25217 7.96
2.80154 0.01 2.80154 0.01
2.80555 0.41 2.80555 0.35
2.81276 1.04 2.81275 1.03
2.82305 0.05 2.82304 0.09
2.83573 0.40 2.83572 0.36
2.84965 0.10 2.84964 0.15
2.86334 0.10 2.86333 0.07
2.87504 0.06 2.87504 0.07
2.88302 0.01 2.88302 0.00
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In the case of the dipole band, the eigenfrequencies of the lowest two bands are below the TE mode
cutoff frequency, hence they are independent of the boundary condition at the beam pipe. The others
are located above the cutoff frequency. Hence changing the boundary condition at the beam pipe
gives different eigenfrequencies. This also applies to the sextupole band.
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Figure 7.4: Monopole mode R/Qs for a nine-cell NLSF cavity for the three lowest monopole bands;
comparing the results for the MM boundary conditions (blue dots) and those of the EE boundary
conditions (red circles).
In order to ascertain the modes with the largest influence on beam dynamics the R/Q (= V2/ωU)
is calculated. Table 7.2 lists the R/Qs of the monopole up to the third band. The mode frequencies
and R/Q values are relatively independent of the boundary conditions. A graphical comparison is
illustrated in Fig. 7.4.
Mode frequencies and R/Qs of the first three dipole bands are listed in Table 7.3 and a graphical
comparison between the MM and EE boundary condition is illustrated in Fig. 7.5. The dipole R/Q
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Table 7.3: R/Qs of the three lowest dipole bands; illustrating a comparison between the MM bound-
ary conditions and the EE boundary conditions at the beam pipe.
MM bc. EE bc.
ω/2π [GHz] R/Q [Ω/cm2] ω/2π [GHz] R/Q [Ω/cm2]
1.64789 0.09 1.64788 0.09
1.65026 0.37 1.65024 0.37
1.65925 0.12 1.65925 0.12
1.67353 0.61 1.67353 0.61
1.69245 0.08 1.69244 0.08
1.71491 4.59 1.71490 4.59
1.73952 10.89 1.73951 10.89
1.76432 2.56 1.76432 2.56
1.78583 0.09 1.78583 0.09
1.85668 0.17 1.85655 0.17
1.86699 1.52 1.86690 1.53
1.88293 0.12 1.88290 0.12
1.89877 8.10 1.89878 8.14
1.91251 15.95 1.91255 16.00
1.92359 7.40 1.92366 7.38
1.93203 0.21 1.93211 0.22
1.93787 0.26 1.93795 0.25
1.94133 0.02 1.94143 0.02
2.46161 22.68 2.46121 24.33
2.46600 11.50 2.46470 15.84
2.47317 0.11 2.47081 0.05
2.48350 1.60 2.48003 1.79
2.49727 0.07 2.49254 0.18
2.51451 0.46 2.50837 0.37
2.53480 0.12 2.52691 0.33
2.55493 0.05 2.54651 0.00
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is calculated using the voltage obtained from the line integral of electric fields at an offset from the
cavity axis. I use the definition of the R/Q [27]:
R
Qm =
∣∣∣∣∫z Ez(r, z) e−i(kz−ϕ) dz
∣∣∣∣2
r2mωmU
, (7.1)
where r is an offset and m = 1 for dipole, i.e. the unit is Ω/cm2. The modes in the third dipole are
mixed between cavity modes and multicavity modes.
From this detailed study the accelerating mode R/Q is ∼ 1127 ohms. Also, the largest R/Q of the
second monopole band is one sixth of the fundamental mode, and the third monopole band has a very
small R/Q compared to the fundamental mode. From the perspective of beam dynamics it probably
the case that no more than the first three monopole bands need to be considered. However, a detailed
beam dynamics study is needed to confirm this postulate, and is a potential subject for further study.
Similarly for the first three dipole bands. A mode compendium, presented in Appendix D, indicates
the mode distribution and serves as a guide for considering means to suppress the modes.
The infinite periodic structure results, of the previous section, are in good agreement with a nine-
cell structure results. The next section entails constructing a circuit model in order to facilitate rapid
calculation of the mode frequencies and kick factors.
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Figure 7.5: Dipole mode R/Qs from HFSS; comparing the MM boundary conditions (blue dots) and
the EE boundary conditions (red circles) for a nine-cell NLSF cavity.
7.3 Circuit Model Analysis
A circuit model provides approximate rf cavity properties which can be rapidly computed. A circuit
model has been applied to the NLSF cavity. The methodology and results will be discussed and
presented in the next section.
7.3.1 Circuit Model: The Monopole
A single chain circuit model, which was developed to represent the behaviour of the accelerating
mode of the cavity, has been successfully employed to a TESLA cavity as discussed in chapter
5. Only two single-cell simulations are required to obtain the complete first monopole band. An
additional simulation at the synchronous mode is required to estimate the dominant R/Qs of the
band.
CHAPTER 7. DIPOLE AND HIGHER ORDER MODES IN THE NLSF CAVITY 139
Table 7.4: Frequency discrepancy between a circuit model and a single cell with results for the
lowest monopole.
φ [deg.] ω/2π [GHz] ∆ω/2π [MHz] ∆ω/2π [%]Single cell Circuit model
0 1.27957 1.27957 0.00 0.00
30 1.28091 1.28092 0.00 0.00
60 1.28461 1.28460 0.01 0.001
90 1.28970 1.28970 0.01 0.001
120 1.29485 1.29485 0.01 0.001
150 1.29866 1.29866 0.00 0.00
180 1.30006 1.30006 0.00 0.00
Table 7.5: Frequency discrepancy between a circuit model and nine-cell results for the lowest
monopole.
φ [deg.] ω/2π [GHz] ∆ω/2π [MHz] ∆ω/2π [%]Nine-cell Circuit model
20 1.27906 1.28018 1.11 0.09
40 1.28082 1.28192 1.10 0.09
60 1.28351 1.28460 1.09 0.08
80 1.28684 1.28792 1.08 0.08
100 1.29039 1.29148 1.09 0.08
120 1.29375 1.29485 1.10 0.08
140 1.29651 1.29761 1.11 0.09
160 1.29830 1.29941 1.10 0.09
175 1.29894 1.30002 1.08 0.08
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Firstly, a single chain circuit model is applied to the lowest monopole band. In this case the maxi-
mum discrepancy with HFSS simulations is no more than 10 kHz. If this circuit model is extended to
a realistic nine-cell cavity (including end cells and beam pipes) the maximum observed discrepancy
between the circuit model and that of the full scale numerical simulations is 1.1 MHz for the first
monopole band. The nine-cell structure R/Qs are also well represented by the model. The results of
this study are listed in Table 7.4 and Table 7.5. The R/Qs of each band are predicted from the model
using the single cell kick factors of each band in conjunction with the eigenvectors from the model
(Eq. 4.10 and Eq. 2.29). The R/Qs, illustrated in Fig. 7.6 as a function of frequency, are shifted
in frequency with respect to each other. The eigenfrequencies from a circuit model and a nine-cell
simulation are not at the same phase advance per cell, but they are placed on the same dispersion
curve. This makes the R/Q plot display differently in Fig. 7.6.
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Figure 7.6: Comparison R/Qs of the first monopole between a circuit model (red circles) and a
nine-cell cavity (blue dots) results.
The single chain circuit model has been extended to represent the higher monopole bands. Each
band has a separate set of circuit parameters, which are calculated from the 0 and π phase advance
simulations. We observed that the model represents the bands well up to the cutoff frequency as
the discrepancy of frequency is less than 1 %. Higher order effects dominate as the frequency of
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the modes increases. The discrepancy between the circuit model and finite element simulations are
expected to be exacerbated in this case. This is illustrated in Fig. 7.7 and Fig. 7.8.
In order to improve the model, next nearest neighbour coupling of cells is considered, in addition
to the usual nearest neighbour coupling. This enhanced model has been applied to the fourth and
the fifth monopole bands. The discrepancy is reduced in this case. This can be clearly observed
from the dispersion diagram in Fig. 7.9. The model has a slight effect on the R/Qs - it improves the
prediction of the circuit model. These comparisons are illustrated in the R/Qs plots in Fig. 7.10.
In the next section a double chain circuit model is used to represent the dipole modes of a NLSF
cavity.
7.3.2 Double Band Circuit Model of Dipole Bands
Dipole cavity modes are inherently a mixture of TE and TM waves. In order to adequately represent
this hybrid behaviour, a double chain circuit model is necessary. One chain represents the TE wave
behaviour and the other represents the TM wave. The dipole bands are coupled together. The first is
coupled to the second dipole; the third to the fourth dipole; the fourth to the fifth dipole; the sixth to
the seventh dipole; and the eighth to the ninth dipole.
Firstly, the model is employed to represent the two lowest dipole bands. Observing the field patterns
from the simulations results in the input information and the calculated circuit parameters listed
in Table 7.6. The two lowest dipole bands are well represented by a double chain circuit model
in which the frequency discrepancy between the model and the simulation is less than 1 %. The
frequency discrepancy between the model and the simulation are listed in Table 7.7 and Table 7.8
for a single-cell and a nine-cell cavity, respectively. A graphical comparison is illustrated by the
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Figure 7.7: Circuit model dispersion curves (blue line) up to the fifth monopole band; comparing
the results from an infinite periodic structure simulation (red dots) with a nine-cell cavity simulation
(blue circles).
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Figure 7.9: Dispersion diagram of the fourth and the fifth monopole, comparing a basic single chain
circuit model (red dot-dash line) and the next nearest coupled model (blue line). The simulation
results from a single-cell structure and a nine-cell cavity are indicated by red dots and blue circles,
respectively.
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Figure 7.10: Comparison of the R/Qs of the higher monopole - the fourth band on the left and the
fifth band on the right - with the next nearest coupled model (red circles), a basic single chain model
(black diamonds) and a nine-cell cavity (blue dots).
dispersion curves in Fig. 7.11.
Table 7.6: Circuit model input information and a circuit model with calculated parameters for the
two lowest dipoles.
Input data Circuit parameters
ω0/2π [GHz] ωπ/2π [GHz] ωs/2π [GHz] Ks [V/pC/m/m] ωr/2π [GHz] η [%]
TM chain 1.64954 1.85605 1.73956 17.67 1.74368 -11.74
TE chain 1.94421 1.79629 1.91546 23.00 1.86587 -7.90
The R/Qs, calculated from the circuit model kick factor Eq. 4.24, of both dipole bands are quite
well predicted by the model, although there is a discrepancy in the sum of R/Qs calculated for each
band. This is 20% and 17% for the first and the second dipole bands, respectively. This comparison
is illustrated by the R/Qs plot in Fig. 7.12.
Secondly, with the successful implementation of a double chain circuit model on the first two dipole
bands, the study is extended up to and including the eighth dipole band. As expected the discrep-
ancy between the circuit model and simulation gets worse with higher frequencies. The maximum
discrepancy in frequency between the circuit model and simulations are illustrated in Table 7.9. In
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Table 7.7: Results for the discrepancy between a circuit model and a single-cell structure for the first
two dipoles.
Band φ [deg.] ω/2π [GHz] ∆ω/2π [MHz] ∆ω/2π [%]Single cell Circuit model
1st dipole
0 1.64954 1.64954 0.00 0.00
30 1.65609 1.65612 0.03 0.00
60 1.67500 1.67513 0.13 0.01
90 1.70406 1.70434 0.28 0.02
120 1.73962 1.73998 0.36 0.02
150 1.77578 1.77602 0.25 0.01
180 1.79629 1.79629 0.00 0.00
2nd dipole
180 1.85605 1.85605 0.00 0.00
150 1.87250 1.87216 0.34 0.02
120 1.89771 1.89706 0.66 0.03
90 1.91851 1.91785 0.66 0.03
60 1.93305 1.93264 0.42 0.02
30 1.94147 1.94135 0.12 0.01
0 1.94421 1.94421 0.00 0.00
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Figure 7.11: Dispersion diagram of the two lowest dipoles, comparing a double chain circuit model
(blue line) with a simulations. The simulation results from a single-cell structure and a nine-cell
cavity, are indicated by red dots and blue circles, respectively.
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Table 7.8: Results indicating the frequency discrepancy between a circuit model and a nine-cell
structure for the first two dipoles.
Band φ [deg.] ω/2π [GHz] ∆ω/2π [MHz] ∆ω/2π [%]Nine-cell Circuit model
1st dipole
8.28 1.64789 1.65004 2.15 0.13
14.66 1.65026 1.65112 0.86 0.05
38.03 1.65925 1.66006 0.80 0.05
59.22 1.67353 1.67449 0.96 0.06
79.90 1.69245 1.69357 1.12 0.07
100.26 1.71491 1.71604 1.13 0.07
120.55 1.73952 1.74066 1.15 0.07
140.71 1.76432 1.76538 1.06 0.06
160.74 1.78584 1.78676 0.92 0.05
2nd dipole
171.23 1.85668 1.85787 1.19 0.06
155.40 1.86699 1.86782 0.83 0.04
136.30 1.88293 1.88372 0.79 0.04
116.67 1.89877 1.89963 0.87 0.05
97.33 1.91251 1.91330 0.80 0.04
77.75 1.92359 1.92463 1.04 0.05
58.38 1.93203 1.93326 1.23 0.06
38.89 1.93787 1.93939 1.51 0.08
19.68 1.94133 1.94298 1.65 0.09
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Figure 7.12: Comparing the R/Qs of the first two dipoles, i.e. a double chain circuit model (blue
dots) and a nine-cell cavity (red circles).
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this table, the subscript 1c is used for the result of the single-cell simulation, while the subscript 9c
is used for the result of the nine-cell simulation. A dispersion diagram for the circuit model and
simulations is illustrated in Fig. 7.13.
Table 7.9: Results for the maximum frequency discrepancy between a circuit model and HFSS
simulations for the dipole modes.
Dipole band
1st 2nd 3rd 4th 5th 6th 7th 8th
∆ω1c/2π [MHz] 0.36 0.66 0.49 2.19 1.57 9.50 56.27 11.18
∆ω9c/2π [MHz] 2.15 1.65 2.10 8.10 3.58 16.11 55.25 13.01
A potential reason for this large discrepancy is, in this high frequency region many modes are excited
in the cavity, as can be seen from the dispersion diagram in Fig. 7.1. These modes, dipole and
sextupole, can be mixed and separation can be complicated. The other issue is, that this circuit
model is developed from the assumption of the thin iris approximation and only the nearest cells are
coupled. In an NLSF cavity, however, the iris is thick and, at the higher dipole band, excited modes
become multicavity modes, which can propagate from one cavity to the others.
The double chain circuit model dispersion curves in Eq. 4.22 assumes a uniform structure with a
thin iris approximation applied [66]. In practice, the iris thickness is not thin, especially in the SC
cavity case. An additional parameter, corresponding to an iris of finite thickness may improve the
agreement between the circuit model and HFSS simulations [70, 71, 73]. The parameter h is added
in the model (Eq. 4.22) and the modified dispersion relation becomes:
(1 − η cosφ
ω2r
− 1
ω2
)(1 + ηˆ cosφ
ωˆ2r
− 1
ω2
) − h η¯
2
ω2r ωˆ
2
r
sin2 φ = 0. (7.2)
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Figure 7.13: Circuit model dispersion curves (blue line) up to the ninth dipole band compared with
the results from an infinite periodic structure simulation (red dots) and a nine-cell cavity simulation
(blue circles).
CHAPTER 7. DIPOLE AND HIGHER ORDER MODES IN THE NLSF CAVITY 149
è
è
è
è
è è è è
è
è
è è è è è
è
è
è
è
è
è
è
è è
è
è
è
è
è
ç
ççç
ç
ç
ç
ç ççç ç çç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
0 30 60 90 120 150 180
3.0
3.2
3.4
3.6
3.8
4.0
Φ @degD
Ω
2
Π
@G
H
zD
Figure 7.14: Dispersion diagram of the fifth to the eighth dipole, illustrating a comparison between a
basic double chain circuit model (red dot-dash line) and a modified model (blue line). The simulation
results from a single-cell structure and a nine-cell cavity are indicated by red dots and blue circles
respectively.
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An additional point is needed from the dispersion curves to account for this parameter. This modi-
fied model is initially tested on the two lowest dipoles to validate it.
This modified model is particularly effective for higher dipole bands, in particular, the seventh dipole
band, as can be observed from the comparison between Table 7.9 and Table 7.10. This improvement
can be clearly seen from the comparison illustrated by the dispersion diagram in Fig. 7.14.
Table 7.10: Results for the maximum frequency discrepancy between a modified double chain circuit
model and a dipole simulation.
Dipole band
1st 2nd 3rd 4th 5th 6th 7th 8th
∆ω1c/2π [MHz] 0.06 0.19 1.74 2.58 1.34 1.92 45.93 1.13
∆ω9c/2π [MHz] 2.15 1.69 3.29 7.86 3.18 6.65 44.59 2.98
The modified double chain circuit model helps improve the frequency discrepancy for higher dipole
bands, but the seventh dipole still suffers from a large discrepancy. A potential explanation for this
nature is that this frequency region has multicavity modes and has several modes excited which can
be mixed. Furthermore, the model is still based on the assumption that only the nearest cells are
coupled, as discussed previously.
Finally, the prediction of the R/Qs for a NLSF cavity by using a double chain circuit model is pre-
sented for comparison with the simulation results in Fig. 7.15. This prediction uses a standard model
up to the fourth dipole band and then a modified model is used.
The double chain circuit model can be employed to predict a dipole mode behaviour of a NLSF
cavity up to the sixth band, but for the dipole bands higher than the sixth band, the R/Qs becomes
smaller and these modes can be damped easily by a proper HOM coupler design, as the modes can
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Figure 7.15: Dipole mode R/Qs comparison between a circuit model prediction (blue dots) and a
nine-cell NLSF cavity simulation (red circles).
propagate through a cavity.
The eigenmodes of the multi-cell structure are obtained from the uncoupled cell frequencies. These
uncoupled frequencies serve as input to the coupled mode circuit model. The R/Qs of the multi-cell
structure are also predicted using single cell R/Q and cell frequencies. These single cell parame-
ters can be obtained from numerical simulations using various e.m. fields solvers. Once a sample
of single cell parameters have been obtained additional ones can be found by interpolation. Other
methods allow direct characterisation of the parameters in terms of the cell geometry [84, 85].
In summary, a detailed study of the NLSF cavity has been performed. The first few dipole bands are
reasonably well-predicted by the model. The circuit model can also accommodate frequency errors
readily. These errors result from inevitable fabrication deviations from the prescribed values. An
application of the circuit model to my cavity with random errors imposed is delineated in the next
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section.
7.3.3 Influence of Fabrication Errors on Cavity Parameters
Circuit theory provides a model of the accelerating fields within a multi-cell cavity. This facilitates
a rapid calculation of the overall cavity fields and resonant frequencies. It is straightforward to
incorporate the influences of experimental errors into this circuit model. A host of random errors can
be incorporated into the circuit model. This enables the influences of experimental errors on the field
profile to be studied. Performing similar multi-error studies using finite element or finite difference
computer codes would be impractical as the time required would be prohibitively expensive. I have
applied this technique to study the influences of frequency errors and coupling factor errors on the
field profile within my multi-cell NLSF cavity. Two cases are considered independently. Firstly, a
Gaussian distribution of frequency errors is added to all cells, whilst the cell coupling constants (κc)
are kept fixed. Secondly, the cell frequencies are maintained at fixed values and random errors are
distributed amongst the cell coupling constants.
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Figure 7.16: Field flatness and the R/Q change versus error in cell resonant frequency. A quadratic
fit to the data is indicated by a solid black line in both cases.
In practice cell frequency errors of more than 3 MHz are expected to occur. For the first case, the
influence of random errors with an rms value of 3 MHz is studied. Here 500 samples are used and
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the average field is indicated in Fig. 7.16. The overall field flatness is impaired significantly as it
is reduced by 80 %. The R/Q is reduced by approximately 50 %. The influence of cell coupling
constants with an rms random error of 7 % is also studied in similar manner. The result is illustrated
in Fig. 7.17. The field flatness is reduced by approximately 30 % and the R/Q decreases by 10 %.
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Figure 7.17: Field flatness and the R/Q change versus error in cell coupling constant. A quadratic fit
to the data is indicated by a solid black line in both cases.
Figure 7.18: Field flatness for a structure with cells subjected to a cell frequency error of 3 MHz
rms. Field flatness before and after tuning is indicted by red dots and blue dots, respectively.
Even though a severe reduction in the field flatness occurs with an rms error of 3 MHz imposed in
all cells, tuning a limited number of cells allows a significant amount of field flatness to be recov-
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ered. The result of tuning the first and last cell with a view to minimise the rms deviation from field
flatness with 200 samples is shown in Fig. 7.18. The worst case deviation from a flat field is also
indicated in Fig. 7.19, together with the result of tuning the first and the last cell by +4.75 MHz and
-5.65 MHz, respectively - enabling a field flatness of 88 % to be recovered from a flatness of 6.5 %.
It is worth noting that this method of using the circuit model to tune a cavity has worked well for
practical multi-cell, albeit normal conducting, cavities [86].
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Figure 7.19: Normalised field amplitude in a cavity before (red) and after (blue) tuning by changing
only the resonant frequency of the end cells.
In the next chapter, short-range wakefields, resulting from geometric effects are studied for the NLSF
cavity.
Chapter 8
A Study of Short Range Wakefields in the
NLSF Cavity
General aspects of wakefield effects have been discussed briefly in section 2.4 and higher order
modes associated with the long-range wakefields were studied in the previous chapter. Here, short-
range wakefields due to geometrical effects are focussed on. Detailed simulations are performed and
these are also supported by analytical models.
8.1 Numerical Study
A direct method to compute wakefields is to solve Maxwell’s equations in the time domain with
a suitable mesh-based algorithm. The monopole wakefield can be calculated from the fields in-
duced by a Gaussian charge particle bunches passing on-axis through the structure. By discretising
Maxwell’s equations on a mesh of a particular geometry, these fields can be obtained. Weiland has
developed a code for calculating the transverse interaction between a bunch of charged particles
in cylindrically symmetric accelerating structures and this code is referred as a TBCI [87–89]. In
the same time period, Chin also developed a wakefield and impedance code known as ABCI [90,91].
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These codes use similar techniques to discretise Maxwell’s equations [92, 93]. However ABCI has
some internal differences. For example, it is capable of incorporating a larger mesh. Different mesh
sizes may be specified in the transverse and longitudinal directions. ABCI includes Napoly’s inte-
gration method [94] to calculate wake potentials in a structure, where parts of the structure extend
to radii smaller than the radius of the beam tube. It also uses a moving mesh technique to reduce the
number of mesh points and hence is capable of calculating very long structures and short bunches.
This is because a moving mesh technique generates a mesh only for a part of the structure inside a
defined window length. This mesh moves along with the charged particle bunch.
Igor Zagorodnov has recently developed a code, ECHO [95, 96], which is based on splitting the
transverse e.m. field components in a time-based scheme. This scheme was proposed to overcome
the numerical Cherenkov radiation effects in standard finite difference time domain methods used to
model wakefields. Dispersion effects are thus minimised in this code.
The codes ABCI and ECHO, have been provided on a non-profit basis by their respective developers.
The validation of these codes has been carried out by comparison for four cavities: TESLA, Ichiro,
Re-entrant and NLSF cavity. An NLSF cavity geometry input for these simulations is illustrated in
Fig. 8.1.
Figure 8.1: A NLSF cavity geometry input for ECHO numerical simulation, where dimension is in
cm.
Wakefields for a single cavity, in terms of loss and kick factors, normalised to the bunch charge
(according to Eq. 2.28, Eq. 2.35), delineated in Table 8.1, show that these results are reasonably
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consistent with one another (a maximum discrepancy of 5% is observed). The ABCI code requires
Table 8.1: Comparison of loss and kick factors between two solvers on four accelerating cavities.
σ = 1mm σ = 700µm σ = 300µm
ECHO ABCI △(%) ECHO ABCI △(%) ECHO ABCI △(%)
TESLA kL[V/pC] 9.89 10.04 1.52 11.56 11.82 2.25 17.72 18.46 4.18
(Ri = 35mm) kT [V/pC/m] 18.36 18.52 0.87 15.41 15.61 1.30 10.38 10.57 1.83
Re-entrant kL[V/pC] 11.01 11.15 1.27 13.08 13.34 1.99 21.25 21.91 3.11
(Ri = 33mm) kT [V/pC/m] 21.17 21.30 0.61 17.96 18.14 1.00 12.70 12.85 1.28
NLSF kL[V/pC] 11.32 11.36 0.35 13.28 13.35 0.45 20.84 21.03 0.91
(Ri = 32mm) kT [V/pC/m] 23.47 23.55 0.21 19.81 19.90 0.45 13.65 13.82 1.25
Ichiro kL[V/pC] 12.89 13.03 1.09 15.32 15.57 1.63 25.19 25.77 2.30
(Ri = 30mm) kT [V/pC/m] 28.14 28.26 0.43 23.94 24.06 0.50 17.03 17.12 0.53
more mesh points to give consistent mesh-stable results and hence the computing time is longer.
ABCI results also have a large variation for a short bunch. The method used to calculate the field
has more numerical noise for short bunches and small mesh steps.
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Figure 8.2: Normalised longitudinal wake function of a NLSF cavity for several bunch lengths: red
line - 300 µm, black dot-dashed line - 500 µm, magenta dotted line - 700 µm, and blue dashed line -
1 mm.
In my NLSF cavity case, the normalised wake functions for Gaussian bunches, with varying rms
length σ, to the structure length (L) from an ECHO simulation are plotted in Fig. 8.2 and Fig. 8.3
for longitudinal and transverse wakes, respectively. These results show that the longitudinal loss
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factor (kL) increases as the bunch length is reduced. The converse is the case for the transverse kick
factor (kT ). This is a reflection of the definitions of the loss factor and kick factor. The longitudinal
loss factor is defined as the bunch energy loss per unit charge squared and the transverse wake
function defined as a change in transverse momentum kick per unit charge squared per unit offset
from the cavity centre. Conversely a smaller particle bunch imparts a smaller transverse kick. These
relationships between wakefields and geometric properties of a structure are discussed in the next
section.
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Figure 8.3: Normalised transverse wake function of a NLSF cavity with various bunch lengths: red
line - 300 µm, black dot-dashed line - 500 µm, magenta dotted line - 700 µm, and blue dashed line -
1 mm.
These simulations have been based on a single cavity consisting of nine cells. In order to understand
the periodic nature of the wakefield a string of cavities have been studied. Simulations have been
carried out using one to eight cavities. The distance from one cavity exit to the next cavity entrance
is 34 cm, because each cavity has 17 cm of connecting beam pipes. All wakefields are normalised
with respect to structure length in order to explicitly remove this dependence. These wake functions
are illustrated in Fig. 8.4 and Fig. 8.5. As expected, until a sufficient number of cavities is used,
there is a dependence of the wakefields on the number of cavities in the chain. Shorter bunches
require more cavities in order to converge on the correct short-range wakefields. As stated in [97],
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Figure 8.4: Normalised longitudinal wake function for various NLSF cavities in a string: red line -
8 cavities, black dot-dashed line - 7 cavities, blue dashed line - 5 cavities, and magenta dotted line -
1 cavity, for a bunch length of 300 µm.
the field reaches a steady state only after N = 2a2/(σLc) cells, where a is an iris radius and Lc is the
cell length. In the NLSF cavity case, it is found that the wakefield converges provided N ∼ 60 cells
or 7 cavities for a 300 µm bunch length. A bunch length of 100 µm requires 20 cavities. For a 300
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Figure 8.5: Normalised transverse wake function for various NLSF cavities in a string: red line - 8
cavities, black dot-dashed line - 7 cavities, blue dashed line - 5 cavities, and magenta dotted line - 1
cavity, for a bunch length of 300 µm.
µm bunch the normalised loss factor in this case is 16.52 V/pC/m and the normalised kick factor is
10.18 V/pC/m/m. The single cavity kick factor differs from the multi-cavity result by ∼ 20%.
CHAPTER 8. A STUDY OF SHORT RANGE WAKEFIELDS IN THE NLSF CAVITY 160
The short-range wakefields can also been described by various analytical models for X-band and L-
band cavities [79,80,97–101]. These approximate models are useful in providing a rapid assessment
of the impact of parameter variation on the wakefields. The direct application of these analytical
models to my NLSF structure is discussed in the next section. Careful parametrisation is needed in
order to properly account for the wakefields.
8.2 Analytical Study
In 1968 the British physicist, Lawson, suggested a diffraction model for calculating the energy loss
of a point charge traversing a single cavity [102]. This model suggested a slow falloff of the real
part of a beam-resonator coupling longitudinal impedance at high frequency as ω−1/2. This was
also confirmed by the French physicist, Dome, with additional analytical approximations [103].
Dome’s result was also confirmed with an iteration method by the Russian physicists, Heifets and
Kheifets, in 1987 [104]. The American physicist, Gluckstern, studied the high frequency behaviour
of this longitudinal impedance for a general shape cavity and a periodic structure in 1988 [105,106],
and the pillbox cavity results confirmed the results of Dome’s impedance. In 1998, the Japanese
physicist, Yokoya, and the American physicist, Bane, derived a more general result for longitudinal
impedance in terms of the geometric properties of a structure.
a
g
L
b
C.L.
Figure 8.6: Cell geometry of 2D periodic pillbox structure.
Yokoya and Bane have studied short-range wakefields in a general periodic pillbox cavity focusing
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on accelerating structures for the NLC, and obtained an analytical short-range wake model for a pill-
box cavity [80, 107], which is used widely as a basic approximation for parameterising short-range
wakes in terms of the geometric properties of an accelerating structure over a range of parameters.
The geometrical parametrisation used in the study are sketched in Fig. 8.6.
The Fourier transform of the wake provides the longitudinal and transverse impedances, ZL and ZT ,
respectively. Considering the structure in Fig. 8.6, Gluckstern derived the high frequency longitudi-
nal impedance, with later modifications by Yokoya and Bane as [106, 107]:
ZL(k) = iZ0
πka2
[
1 + (1 + i)α(g/L)L
a
√
π
kg
]−1
[k large], (8.1)
where k is the wave number and Z0 = 120π is the impedance of free space. The parameter α is a
function of geometric parameters and can be obtained approximately from [107]
α(γ) ≈ 1 − α1 √γ − (1 − 2α1)γ , (8.2)
with α1 = 0.4648. Taking the inverse Fourier transform of Eq. 8.1 allows the longitudinal short-
range wake function of a point-like charge to be obtained:
wl(s) ≈ Z0c
πa2
erfc
(√
πs
4s00
)
exp
(
πs
4s00
)
φ(s) [s small], (8.3)
where φ(s) is the unit step function and
s00 =
g
8
(
a
α(g/L)L
)2
. (8.4)
By making a series expansion of Eq. 8.3 and focussing on the leading order dependence on s up to
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the
√
s term, the longitudinal short-range wake can be written as [80]:
wl(s) ≈ Z0c
πa2
exp
(
−
√
s
s00
)
φ(s) [s small]. (8.5)
Fedotov, et al, studied the transverse impedance of a periodic array of cavities at high frequency and
found a relationship between the transverse impedance and the longitudinal impedance [108]:
ZT =
2
ka2 ZL [k large]. (8.6)
This allows the transverse wake function at short distances to be obtained as:
wt(s) = 2
a2
∫ s
0
wl(s′) ds′ [s small]. (8.7)
Combining Eq. 8.5 and Eq. 8.7 the transverse wake is given by:
wt(s) = 4Z0cs00
πa4
[
1 −
(
1 +
√
s
s00
)
exp
(
−
√
s
s00
)]
φ(s). (8.8)
Bane applied these analytical formulae to periodic NLC structures [80, 109]. These structures have
geometric parameters in the range 0.34 ≤ a/L ≤ 0.69 and 0.54 ≤ g/L ≤ 0.89. The fit is reasonably
good over the range 0 ≤ s/L ≤ 0.16 provided s00 is replaced with s0 in Eq. 8.5:
s0 = 0.41
a1.8g1.6
L2.4
. (8.9)
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Also for the transverse wakefield, s00 is replaced with s1 in the fitting procedure. Here s1 is:
s1 = 0.169
a1.79g0.38
L1.17
. (8.10)
Under these conditions the relationship between transverse and longitudinal wakefields still remain
valid provided one is close to the head of the bunch:
d
dswt(0) =
2
a2
wl(0). (8.11)
These formulae were derived based on periodic pillbox cavities. These cavities naturally have sharp
irises. Nonetheless, they have been used widely to estimate the short-range wakefields for practical
accelerating structures, which have rounded irises. They are also valid for an SRF cavity, which
has a markedly rounded iris and this has been studied intensively by Zagorodnov on various SRF
cavities [97–100].
These techniques are now applied to my NLSF cavity. Bane’s original parametrisation is explored,
subsequently improved by including finite structure effects.
8.2.1 Bane Model and Short-Range Wakefields
The method entails replacing all constants in Eq. 8.5 and Eq. 8.8 with the fit parameters: A, B, s0,
and s1. This allows the wake functions to be re-parameterised as:
wl(s) = φ(s)
[
A e−
√
s/s0
]
, (8.12a)
wt(s) = φ(s)
[
B
(
1 − (1 + √s/s1) e−√s/s1)] . (8.12b)
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Convolution of these wakes with a Gaussian bunch is compared with numerical simulations using the
code ECHO. The fit parameters are varied in order to minimise the discrepancy between the model
and simulation. For example, to obtain the longitudinal wake potentials of my NLSF cavity, the
wake function is convolved with a Gaussian bunch, with σ = 300µm, and fit parameters, A, s0, are
varied in order to fit to ECHO simulations. A similar procedure is followed for the transverse wake
function. This allows the NLSF cavity to be characterised with the following parameters: A = 52.0
and s0 = 1.10 × 10−3 for the longitudinal wake function and B = 110.0 and s1 = 5.40 × 10−4 for the
transverse wake function.
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Figure 8.7: Application of Bane model to NLSF cavity. The Bane model predictions (lines) are
shown along with numerical results (dots) of the longitudinal wake potential for various bunch
lengths: red - 300 µm, black - 500 µm, gray - 700 µm and blue - 1mm, with the prediction for
longitudinal short-range wake function indicated by a dot-dashed line.
The geometric parameters calculated from Eq. 8.9 and Eq. 8.10 are A = 35.1, s0 = 3.41 × 10−3,
B = 249.8 and s1 = 1.82 × 10−3. These are quite different from the fit values because the original
Bane parameters are for sharp iris transitions, but the NLSF cavity consists of decidedly rounded
irises. This analytical model is applied over a range of bunch lengths and compared to ECHO
simulations. The results of these validations simulations are illustrated in Fig. 8.7 and Fig. 8.8. It
is clear that the analytical predictions are also in good agreement with ECHO simulations for bunch
lengths in the range 300 µm to 1 mm. These results suggest that the wake function is effectively an
CHAPTER 8. A STUDY OF SHORT RANGE WAKEFIELDS IN THE NLSF CAVITY 165
envelope function. The predictions for the corresponding loss factors and kick factors are listed in
Table 8.2. The discrepancy between the analytical model and numerical simulations is exacerbated
by short bunches. From the perspective of numerical simulations of short bunches, they may not
be in a steady state condition and are affected by numerical noise. Also, the NLSF cavity has
a/L = 0.28, which is below the range of validity allowed in the Bane formulae (this discrepancy was
also observed in [101]).
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Figure 8.8: Application of Bane model to NLSF cavity. The transverse wake potential from the Bane
model predictions (lines) are shown along with numerical results (dots) for various bunch lengths:
red - 300 µm, black - 500 µm, gray - 700 µm and blue - 1mm, with the predictions for transverse
short-range wake function indicated by a dot-dashed line.
Table 8.2: Comparison of loss and kick factors between the analytical Bane model predictions and
the numerical results for the NLSF cavity.
σ[mm] kL[V/pC/m] kT [V/pC/m/m]
Numerical Analytical △(%) Numerical Analytical △(%)
0.3 16.52 15.93 4.15 10.18 9.53 6.39
0.5 13.97 13.93 0.29 13.47 13.56 0.67
0.7 12.60 12.53 0.56 16.66 16.77 0.66
1.0 11.15 11.00 1.35 20.69 20.62 0.34
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8.2.2 Modified Bane Model
Zagorodnov, et al, have applied the modified Bane formulae to characterise the LOLA-IV structure,
the transverse deflecting cavity used for measuring the bunch length in the TTF-II project, and to a
third harmonic cavity [98]. These formulae include finite effects of the structure, which lead to a high
frequency dependence of the impedance of ω−1/2. This differs from an infinite periodic structure,
which has a ω−3/2 dependence [106]. As my NLSF cavity has a finite length there is a transition
region where the impedance behaviour changes from ω−3/2 to ω−1/2. This explains the oscillatory
behaviour in the longitudinal wake potentials for the very short bunches. A cosine factor is added
into a model to describe an oscillated behaviour. The modified analytical model for the longitudinal
wake function is [98]
wl(s) = φ(s)
[
A e−
√
s/s0 + B
cosωsα√
s +Csβ
]
, (8.13)
where the first term describes periodic behaviour and the second term describes finite structure
behaviour. The parameter A can be estimated from Eq. 8.5 as
A =
Z0c
πa2
, (8.14)
which is normalised to the total structure length (Ltot). Also, s0 can be obtained from Eq. 8.9 and
coefficient B can be estimated from [79]:
B =
Z0c√
2Ltot π2a
. (8.15)
Other coefficients, α, β, C and ω, are obtained from a numerical fit to simulations of the wake po-
tentials. The coefficients A and B from the expressions above can be ascribed as initial values in the
fitting process. The final fit values may differ after the process is complete.
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In a similar manner, the transverse wake parameter is obtained, including both the finite structure
behaviour and the periodic nature [98]:
wt(s) = φ(s)
[
D
(
1 − (1 + √s/s1 ) e−√s/s1 ) + E √s ] . (8.16)
Here the coefficient s1 is estimated from the expression in Eq. 8.10 and the coefficient D is
D =
4Z0c
πa4
s1. (8.17)
As stated in [79], the coefficient E is estimated by
E =
2
√
2 Z0c
π2a3
√
Ltot
, (8.18)
where coefficients D, and E, are , as usual, normalised to the total structure length.
Once again, the convolution of these functions with a Gaussian distribution is compared to that of
numerical simulations obtained with ECHO. The fitting parameters are varied in order to minimise
the discrepancy between both methods. Applying this to my NLSF cavity results in:
wl(s) = φ(s)
[
36.5 e−
√
s/2.44×10−3 + 0.35 cos 1030s√
s + 320s
]
, (8.19a)
wt(s) = φ(s)
[
90
(
1 − (1 + √s/9.5 × 10−4 ) e−√s/9.5×10−4) + 555√s ] , (8.19b)
for the longitudinal and the transverse wake functions, respectively. The initial estimated coefficients
are: A = 35.1, B = 0.09, s0 = 3.41 × 10−3, D = 249.8, E = 343.1 and s1 = 1.82 × 10−3. These
approximations are consistent with the final fit values. A comparison between the prediction and
modified analytical model are illustrated in Fig. 8.9 and Fig. 8.10 for the longitudinal and the
transverse wake functions, respectively. The corresponding loss factors and kick factors are also
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Figure 8.9: Application of modified Bane model to NLSF cavity. Results from the modified Bane
model predictions (lines) are compared to numerical results (dots) of the longitudinal wake potential
for various bunch lengths: red - 300 µm, black - 500 µm, gray - 700 µm and blue - 1mm, with the
predictions for longitudinal short-range wake function indicated by a dot-dashed line.
calculated from these modified models and are listed Table 8.3. These modified models are in a
good agreement with numerical results, with a maximum discrepancy of 4% for a short bunch. It is
worth bearing in mind that shorter bunches require many cavities to be simulated and it may well be
the case that the solution has not converged to the steady state for a 300 µm bunch.
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Figure 8.10: Application of modified Bane model to NLSF cavity. The transverse wake potential
from modified Bane model predictions (lines) are shown along with numerical results (dots) for
various bunch lengths: red - 300 µm, black - 500 µm, gray - 700 µm and blue - 1mm, with the
prediction transverse short-range wake function indicated by a dot-dashed line.
These analytical studies show that the short-range wakefields can be estimated and predicted from
the geometric properties of a structure in conjunction with one or two numerical simulations with
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Table 8.3: Comparison of loss and kick factors for the NLSF cavity.
σ[mm] kL[V/pC/m] kT [V/pC/m/m]
Numerical Analytical △(%) Numerical Analytical △(%)
0.3 16.52 16.51 0.66 10.18 9.80 3.73
0.5 13.97 14.06 0.64 13.47 13.57 0.74
0.7 12.60 12.59 0.08 16.66 16.70 0.24
1.0 11.15 11.11 0.36 20.69 20.65 0.19
different bunch lengths. It is useful for designing structures in a timely manner. All models pre-
sented in this context have been shown to be valid for the NLSF cavity for bunch rms lengths in the
range from 300µm to 1mm. The maximum discrepancy from the numerical results is ∼ 7%. From
these studies, the wake functions tend to be an envelope function. This provides an estimate of the
maximum amplitude of short-range wakes for short bunches.
This concludes a study of the properties of the main body of the cavity. Means of coupling in power
to the cavity, together with methods to damp the higher order modes, are considered in the next
chapter.
Chapter 9
FP and HOM Coupler Design for the NLSF
Cavity
To minimise wall losses superconducting cavities are used in the ILC design. The cavities of the
ILC are maintained at 2K in a liquid Helium (He) vessel. All vessels are contained within a cryostat.
RF power is transmitted into the cavities through couplers. These fundamental power (FP) couplers
can either be waveguide or coaxial in nature. The relative merits of each have been discussed in
section 1.5.2. The ILC design uses a coaxial type coupler. This is because it is compact and tuning
the external quality factor (Qe) is easily facilitated.
Similarly, the higher beam-excited modes must be coupled out of the cavity in order to reduce wall
losses and to ensure the beam properties are preserved. A brief overview of the HOM coupler has
been presented in section 1.5.3. The design process, together with detailed simulations for my NLSF
cavity are described in this chapter.
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9.1 Fundamental Power Coupler
The role of the FP coupler is to transfer rf power from the source system to the cavity. This is
achieved by providing an impedance match between the source system and the combined cavity-
beam system. The objective being, to minimise the reflected power. For an SRF cavity, the coupling
hole is located on the beam pipe, just outside the end cell, where the fields are lower than in the
cell. Even though the fields are significantly higher in the equator of cells, situating a coupling hole
in this region will enhance the magnetic field and may lead to a quench. Moreover, it would also
enhance the electric field in the cell wall, which can give rise to field emission if it is present near
the iris.
In this section, the overall design process to obtain a coupler with a Qe sufficient to satisfy the ILC
project is discussed. Only the cold section of the coupler, the antenna and the size of the coupler, are
studied in this context. Design of the window, the tuning mechanism and others issues associated
with the warm section are excluded.
9.1.1 Optimal Coupling for a Beam-Loaded Cavity
Considering a beam-loaded cavity operating on resonance, the reflected power is obtained by invok-
ing the conservation of energy from the generator power (Pg), transferring it to the beam (Pb) and
dissipating it into a cavity wall (Pc) [16]:
Pr = Pg − Pb − Pc
= Pg
(
β − 1 − 2K √β
β + 1
)2
,
(9.1)
where
K =
I0
2
√
Ra
Pg
(9.2)
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is the dimensionless beam loading parameter, which relates the power transferred to the beam to the
power dissipated in the cavity. Ra is the shunt impedance and I0 is the time-average beam current.
β = Pe/Pc = Q0/Qe is the coupling coefficient, which is the ratio of power dissipated in the cavity
to that dissipated in the input source (Pe).
In the unloaded case, K = 0, and zero reflection is achieved for β = 1. In the presence of beam
loading, and if most of the power is transferred to the beam rather than is dissipated in the cavity
wall (i.e., K ≫ 1), then zero reflection is achieved when β = Pg/Pc = 1 + Pb/Pc. This yields the
relation for the external quality factor
Qe = Q01 + Pb/Pc . (9.3)
For a heavy beam loading in an SRF cavity case (Pb ≫ Pc), the external quality factor required for
operation with zero reflection is:
Qe =
V2c
Pb(R/Q0) . (9.4)
For the ILC, the average Qe is 3.5 × 106 as stated in Table 1.4.
In order to understand the coupling mechanism from the coaxial coupler to the main accelerating
cavity it is helpful to consider the modes excited. The next section investigates the nature of the
coupler based on Slater’s pioneering work in this area.
9.1.2 Kroll-Yu Method to Determine External Quality Factor
One of the earliest analytical studies of the behaviour of a combined cavity and waveguide system
was performed by Slater, using a terminating short plane at the waveguide end. The relation between
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the line resonant frequency and the cavity resonant frequency of the structure was found to be [110]:
tan (2πlg/λg) =
∑ 1/Qe
(ω/ωr) − (ωr/ω) , (9.5)
where lg is the length of waveguide, λg the guide wavelength, and ωr the resonant frequency. The Qe
of the system can be obtained by a curve-fitting process with various coupling lengths lg and corre-
sponding frequency ω data. Due to the transcendental nature of the equation there is no convenient
form suitable for a direct calculation of Qe.
Kroll and Yu suggested an alternate method to evaluate Qe directly from computer simulation
data [111]. This approach is similar to Slater’s method but is better suited to direct computation.
The Kroll-Yu method studies the reflection coefficient R(ω) near the cavity resonant frequency to
calculate the Qe of a waveguide-loaded cavity. This method is described in Appendix C together
with the validations on various coupling systems. My calculation procedure used in these valida-
tions gives consistent results to those obtained by Kroll and Lin [111, 112].
The Kroll-Yu method has been extended to the weak coupling system [113] (high Qe) which is the
case in an SRF cavity, where the results are strongly affected by the choice of the data points. How-
ever, choosing data points near a cavity resonance does give consistent results.
Validations on a simplified system provides confidence in the accuracy of the Kroll-Yu method.
This is then applied to a single-cell from my NLSF cavity. In this simulation the coaxial coupler is
located 45 mm away from the entrance of the cavity. The antenna tip is located at the same vertical
level as the iris radius and is illustrated in Fig. 9.1. Both MWS and HFSS have been used in these
simulations. The coupler length was varied and the eigenmodes were studied. The frequency versus
position along the terminating places are illustrated in Fi
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Figure 9.1: Single-cell cavity used in detailed finite element and finite difference e.m. simulations.
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Figure 9.2: Mode frequencies versus the position of the terminating plane along the coupler.
The cavity frequency does not change whilst the coupler mode frequency changes when the position
of the short varies. The fitted results are listed in Table 9.1. The results are however inconsistent
between MWS and HFSS and have a large variation from the Qe ∼ 4.7 × 106, calculated from a
built-in module in MWS, on both solvers. They are strongly sensitive to the particular data sets
chosen. This is because the avoided crossing region is very narrow and this gives a very sharp φ−ω
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behaviour. This sharp corner makes the fitting process very sensitive.
Table 9.1: Comparison of fitted parameters using different data sets from two solver codes.
No. D [cm]
CST MWS results
ω/2π [GHz] fitted parameters
ω/2π [GHz] Qe [×106]
1 4.8, 5.3, 5.8 1.287 496 00, 1.287 492 55, 1.287 50 2.442
1.287 500 65
2 5.3, 5.4, 5.6, 5.8 1.287 492 55, 1.287 101 49, 1.287 49 3.072
1.287 409 81, 1.287 500 65
3 4.3, 4.8, 5.3, 5.8 1.287 658 64, 1.287 496 00, 1.287 50 2.222
1.287 492 55, 1.287 500 65
4 4.8, 5.0, 5.2, 5.4 1.287 496 00, 1.287 451 45, 1.287 25 0.038
1.287 131 30, 1.287 101 49
No. D [cm]
Ansoft HFSS results
ω/2π [GHz] fitted parameters
ω/2π [GHz] Qe [×106]
1 4.8, 5.3, 5.8 1.289 010 71, 1.289 022 33, 1.289 02 9.011
1.289 022 04
2 5.3, 5.4, 5.6, 5.8 1.289 022 33, 1.289 013 34, 1.289 02 67.115
1.289 023 67, 1.289 022 04
3 4.3, 4.8, 5.3, 5.8 1.289 041 48, 1.289 010 71, 1.289 02 5.327
1.289 022 33, 1.289 022 04
4 4.8, 5.0, 5.2, 5.4 1.289 010 71, 1.288 996 53, 1.289 01 6.151
1.289 028 88, 1.289 013 34
The Kroll-Yu method is accurate and straightforward to apply for sufficiently low external Q sys-
tems. However, It is difficult to reliably obtain the Qe of weakly coupled cavities. Another method
to compute the external Q, which overcomes these limitations, is discussed in the next section.
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9.1.3 Balleyguier Method to Determine External Quality Factor
In order to overcome the limitations of the Kroll-Yu method, another method is considered. The
Balleyguier method [114, 115] allows the Qe to be obtained from eigensolutions of a cavity-coupler
system with closed boundaries. The method relies on two standing wave solutions in the coupler
line. Each of these standing waves is obtained using two possible coupler termination boundary
conditions. This allows the system to be described by the superposition of the two time-inverted
travelling wave solutions of the open system, as illustrated in Fig. 9.3. The Qe of the system is
obtained from the sum of the Qe from the two standing wave solutions, provided that the coupler
line is sufficiently long such that an unperturbed field pattern persists in the terminating plane.
Figure 9.3: Superposition of two time-inverted travelling wave solutions of the open system results
in the standing wave solutions of the closed system (adapted from [114]).
The method starts by considering a lossless cavity with some rf energy stored, U, at its resonant
frequency, ω. If this cavity is weakly coupled to an infinite line, the cavity loses power, P, into this
line. If only one mode is considered to travel along the line. P can be computed from either the
electric or magnetic field amplitude by integrating over the line cross-section:
P =
1
2η
"
|E|2dS = η
2
"
|H|2dS , (9.6)
where η =
√
µ0/ǫ0 is the mode impedance for a TEM wave in vacuum. The stored energy U in the
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cavity is the integral of the field amplitude over the cavity volume:
U =
1
2
$
ǫ0|E|2dV =
1
2
$
µ0|H|2dV. (9.7)
From the definition of Qe = ωU/P, it can be expressed as
Qe =
ω
#
|F |2dV
c
!
|F |2dS
, (9.8)
for the TEM mode in a line, which is assumed to be under vacuum, where F is either the electric or
magnetic field. The line mode impedance, η, should be taken into account if the line is not under
vacuum or if the mode is not TEM.
Inside the line, two travelling waves drive P in opposite directions, and they interfere to form a
standing wave. Let us consider the terminating plane at an electric field maximum: the standing
wave field amplitude is twice that of the individual travelling waves. The two fields inside the cavity
have a phase difference, φ, so the amplitude of the resulting field is
∣∣∣1 + e jφ∣∣∣ larger than the original
field. From eq. 9.8 we can define the quantity Q1 as
Q1 =
ω
#
cavity |E1|
2 dV
c
!
ref. plane |E1|
2 dS
=
∣∣∣1 + e jφ∣∣∣2
4
Qe, (9.9)
where the reference plane is the plane that has the standing wave field amplitude twice that of the
travelling waves, with the perfect magnetic wall boundary condition at the terminating plane. This
plane is the reference plane and computable by a suitable rf e.m. eigenmode code.
Let us consider the reference plane that has a magnetic field amplitude twice that of the travelling
waves. The resulting field amplitude inside the cavity is now
∣∣∣1 − e jφ∣∣∣ times the original field and we
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can define Q2 as
Q2 =
ω
#
cavity |H2|
2 dV
c
!
ref. plane |H2|
2 dS
=
∣∣∣1 − e jφ∣∣∣2
4
Qe. (9.10)
A terminating plane with perfect electric wall boundary condition is considered as the reference
plane in this case. The Qe of this cavity-coupler system can be obtained from the sum of these two:
Qe = Q1 + Q2. (9.11)
This is independent of φ since:
∣∣∣1 + e jφ∣∣∣2 + ∣∣∣1 − e jφ∣∣∣2 = 4. Thus two rf solver runs are adequate to
predict the external Q of the system. This method was developed for arbitrary coaxial lines with
an assumption of only single mode TEM wave propagation along the line. Kamigaito derived this
method using a circuit model representation and confirmed that this Qe calculation method can be
estimated for an arbitrary position of the waveguide. This method works reasonably well for a
high Qe [116]. The method has been extended to arbitrary rectangular waveguides by Shemelin et.
al [117].
To validate this method, firstly, it is applied to a single-cell NLSF cavity equipped with a coaxial
coupler as illustrated in Fig. 9.1. Two simulations have been carried out with different terminating
plane boundary conditions in both MWS and HFSS. Additionally, one eigensolution is conducted
using MWS and with the external Q calculation module selected. These simulation results are com-
pared in Table 9.2.
There is reasonable agreement between the independent codes on the Qes. Indeed, the maximum
discrepancy between the two is approximately 5%. In order to allow the simulations from the in-
dependent codes to converge a large mesh was necessary. In HFSS 1.2 × 106 tetrahedra were used
and 1.0× 106 mesh cells in MWS. The method has also been applied to a full nine-cell NLSF cavity
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Table 9.2: Comparison of the external Q produced using two rf e.m. codes on a single cell NLSF
cavity (in Fig. 9.1) using the Balleyguier method and a built-in module within MWS.
Parameter HFSS(A) MWS(B) MWS (built-in)(C) |A-B|/A [%] |A-C|/A [%]
Q1[×106] 3.28 3.38 - 3.0 -
Q2[×106] 1.18 1.13 - 4.2 -
Qe[×106] 4.46 4.51 4.66 1.1 4.5
ω/2π[GHz] 1.289 1.287 1.287 - -
with a standard coaxial coupler located at the same distance as applied to the Kroll-Yu method. The
full cavity is illustrated in Fig. 9.4. The mode frequency and Qes which result from this analysis are
displayed in Table 9.3. Here the maximum discrepancy is no more than ∼ 6%.
Figure 9.4: A nine-cell NLSF cavity with coaxial coupler placed 45 mm away from the cavity
entrance and an antenna penetrating 6 mm into the beam pipe.
Table 9.3: Balleyguier external Q calculation from two rf solver codes and also a built-in module in
MWS on a nine-cell NLSF cavity (in Fig. 9.4).
Parameter HFSS(A) MWS(B) MWS (built-in)(C) |A-B|/A [%] |A-C|/A [%]
Q1[×106] 2.95 2.76 - 6.4 -
Q2[×106] 0.88 0.91 - 3.4 -
Qe[×106] 3.83 3.86 3.77 0.8 1.6
ω/2π[GHz] 1.300 1.296 1.296 - -
Simulations made with MWS indicate a 4 MHz discrepancy with HFSS. This frequency difference
is consistent with the accuracy of the simulations: 1.6×106 tetrahedra used with HFSS and 1.2×106
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mesh cells used in MWS. The beam dynamics criterion specifies the cavity Qe should be 3.5 × 106.
Careful positioning of the coupler will allow this Qe to be obtained. The penetration depth can be
modified experimentally to obtain the requisite Qe.
This coupler is non-optimal. Stronger coupling with a larger bandwidth can be obtained with other
couplers. These are investigated in the next section.
9.1.4 FP Coupler for the NLSF Cavity
Various types of coaxial couplers are studied within this section with a view to optimising the cou-
pling. The coupler is parameterised as indicated in Fig. 9.5.
ÆL
Rp
Di
Do
zcp
Lcp
Figure 9.5: Schematic of the fundamental power coupler.
The main accelerating cavities for the ILC project are based on TESLA cavity with a TTF-III coupler
[118]. In this study, for the NLSF cavity, the TTF-III coupler is investigated along with a series of
other couplers. To begin with, a coaxial coupler equipped with an unmodified antenna tip is studied.
This is illustrated in Fig. 9.6, where Do = 40 mm, Di = 15 mm, and Lcp = 180 mm. Rp is 38 mm.
Varying the coupler position and penetration depth of the inner conductor allows a series of power
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couplings to be obtained. This coupler was modelled using MWS with the Qe evaluated using the
built-in module of the software.
front view
bottom view side view
Figure 9.6: Sectional views of the coaxial power coupler.
Here zcp is fixed at 45 mm to study the effect of the antenna penetration depth, ∆L, and its influence
on the accelerating field flatness and Qe. The results show that there is less perturbation to the ac-
celerating field when ∆L is between 4 and 8 mm. The minimum perturbation is at 6 mm. The power
coupling is very weak when the antenna is withdrawn into the coupler, ∆L < 0. For a ∆L between 4
and 8 mm, Qe is in the range of 3×106 to 6×106, which corresponds to the baseline range for the ILC.
In another simulation zcp is varied while ∆L is held at a fixed value (at the lowest perturbation point
of 6 mm). The accelerating field is affected slightly when the coupler position is close to the cavity
entrance. This effect is very slight compared to that which occurs when the antenna penetration is
varied. Choosing zcp between 40 and 50 mm allows acceptable Qes to be obtained, illustrated in Fig.
9.7.
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Figure 9.7: Qe versus coupler position for a simple coaxial power coupler, where the blue dots are
simulation results and the ILC requirement is indicated by a dashed line.
In addition, the influence of a modified antenna tip was also studied. A 5 mm thick circular disc with
a diameter of 18 mm was attached to the coaxial antenna. This is indicated in Fig. 9.8. Simulations
carried out with this coupler on the NLSF cavity with a fixed antenna penetration of 6 mm, in order
to ensure the perturbation on the accelerating field is minimised. This new design results in an
enhanced coupling. This is because the antenna tip enhances the electric field in the vicinity of the
tip and it facilitates a strong coupling to the accelerating field. A summary of simulations on Qe
versus penetration depth is presented in Fig. 9.9.
The third design considered is based on the input coupler used for the ERL injector cavity at Cornell
[119]. This design has a 5 mm-thick, curved rectangular plate with 20 × 20 mm size attached to
an antenna tip. The Di and Do are 12.5 mm and 40 mm, respectively. Various sectional views of
this coupler are illustrated in Fig. 9.10. The large tip allows an enhancement in the electric field.
Simulations have been carried out with various coupler positions at a fixed penetration depth of 6
mm. The results of these simulations are displayed in Fig. 9.11. The Qe of this design is similar to
a disc-type design. A slightly more complex fabrication process is involved however, compared to
that of a disc-type coupler.
CHAPTER 9. FP AND HOM COUPLER DESIGN FOR THE NLSF CAVITY 183
front view
bottom view side view
Figure 9.8: Sectional views of the disc-type power coupler.
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Figure 9.9: Qe versus coupler position comparison between a simple coaxial coupler (blue dots) and
a disc-type coupler (black dots), where the ILC requirement is indicated by a dashed line.
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front view
bottom view side view
Figure 9.10: Sectional views of the “curve-type” coupler.
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Figure 9.11: Qe versus coupler position comparison between a curve-type coupler (3-indicted by
magenta dots) and the first two designs: a disc-type coupler (2-indicated by black dots), and a simple
coaxial coupler (1-indicated by blue dots), where the ILC requirement is indicated by a dashed line.
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Finally, the TTF-III baseline coupler was modelled and simulated with the nine-cell NLSF cavity to
validate the power coupling of the coupled system. This coupler has an Di of approximately 12.5
mm and the tip is rounded, as the cut views illustrate in Fig. 9.12. Simulations have been carried out
front view
bottom view side view
Figure 9.12: Sectional views of the TTF-III coupler.
at a fixed ∆L of 6 mm to maintain the perturbation effect. The coupler position was varied. The Qe
results of this coupler, illustrated in Fig. 9.13, have a similar behaviour to a simple coaxial coupler.
In fact, this coupler has mixed properties of both a simple coaxial type and a disc-type. It has a
smaller tip area compared to a disc-type antenna, and thus reduces the coupling. The shape of the
TTF-III coupler has been designed with a view to reducing multipacting within the coupler.
Simulations show that this TTF-III coupler, used as the baseline power coupler for the ILC, is also
a candidate for a power coupler for my NLSF cavity. The coupler for the ILC is situated 45 mm
away from the cavity entrance and has an antenna penetration depth of 6 mm. This ensures a Qe of
3.5 × 106 is achieved. This configuration also minimises the perturbation on the accelerating field.
Comparison of these four designs are listed in Table 9.4. The TTF-III is simple, easy to fabricate,
and has a low possibility of multipacting. Other designs may enhance the multipacting in this region
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Figure 9.13: Qe versus coupler position for various designs: a simple coaxial coupler (1-indicated
by blue dots), a disc-type coupler (2-indicated by black dots), a curve-type coupler (3-indicated
by magenta dots), and a TTF-III coupler (4-indicated by red dots), where the ILC requirement is
indicated by a dashed line.
Table 9.4: Comparison between four FP coupler designs on various criteria.
Criterion Simple coaxial Disc-type Curve-type TTF-III
Qe at zcp = 45 mm [×106] 3.67 2.98 2.65 3.53
Design’s point of view Simple Simple Simple Simple
Fabrication process Easy Easy Slightly complex Easy
Multipacting possibility Medium High High Low
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and hence are less favoured. The TTF-III was built and operation tested with the TESLA cavity.
It has been shown to be capable of high power operation [9]. These make the TTF-III be more
favoured to be used as a FP coupler for the NLSF cavity.
Another important issue is that of suppressing the higher order modes excited by the beam. The
design of a suitable HOM coupler for my NLSF cavity is the subject of the next section.
9.2 HOM Coupler for the NLSF Cavity
If left undamped, beam-excited HOMs can dilute the emittance of the beam and can also cause a
BBU instability to occur. In practice the HOMs are damped down to a level prescribed by beam
dynamics simulations. Here, the TESLA-style TTF-III coupler is attached to my NLSF nine-cell
cavity and the damping properties are investigated.
Figure 9.14: Electric field of 1.740 GHz HOM taken at 15 mm offset from a cavity axis. HOM
coupler positions are indicated by red dot-dashed lines, whilst black dashed lines represent the cavity
entrance and exit.
Prior to designing the couplers the distribution of the modes for the first three highest R/Qs is inves-
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tigated. These three modes have significantly larger R/Qs than the other modes. These are located
at 1.740 GHz, 1.913 GHz, and 2.462 GHz. The corresponding R/Qs are 10.89, 15.95, and 22.68
Ω/cm2 respectively. These modes are illustrated in Fig. 9.14 through 9.16. It is evident that very
small fields exist in the region of the couplers, especially for the 2.462 GHz mode, and hence a
careful design is needed which maximises the coupling.
Figure 9.15: Electric field of 1.913 GHz HOM taken at 15 mm offset from a cavity axis. HOM
coupler positions are indicated by red dot-dashed lines, whilst black dashed lines represent the cavity
entrance and exit.
In order to obtain rapid results only one and a half cells are retained from the nine-cell cavity. The
inherently 3D nature of the problem necessitates a large mesh density. Hence even this reduced ge-
ometry requires significant computational resources to allow adequate modelling of the e.m. fields.
The HOM couplers are similar to those presented in [120–122], illustrated in Fig. 9.17. It is impor-
tant to note that this configuration does not interfere with the accelerating mode (no field is coupled
between the cavity and a HOM coupler). This is illustrated in Fig. 9.18. The simulations provide
evidence of HOM field coupling in all three dipole bands. This is illustrated in Fig. 9.19. However,
in order to obtain the practical cavity Qe a full nine-cell geometry is needed for modelling. This
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Figure 9.16: Electric field of 2.462 GHz HOM taken at 15 mm offset from a cavity axis. HOM
coupler positions are indicated by red dot-dashed lines, whilst black dashed lines represent the cavity
entrance and exit.
Figure 9.17: HOM coupler antenna simulation model.
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1.29954 GHz
Figure 9.18: Accelerating mode field in presence of HOM coupler.
requires large computational resources.
1.29954 GHz1.67624 z 1.86628 GHz
1.93532 GHz 2.22193 GHz
Figure 9.19: Electric field coupling in the vicinity of HOM coupler of the lower three dipole bands.
The HOM couplers were placed at 115 degrees with respect to each other, as indicated in Fig. 9.20.
The angular separation is based on the TESLA cavity configuration, determined through extensive
simulations and subsequently experimentally confirmed [9, 123, 124]. This provides optimal damp-
ing of both polarisation of HOMs. Simulations were performed to obtain the Qes of the first three
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Figure 9.20: Couplers configuration in the NLSF cavity.
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Figure 9.21: HOM damping Qs results calculated using HFSS (blue dots) and MWS (red circles).
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dipole bands using both MWS and HFSS. Qes are obtained and displayed in Fig. 9.21 using the
built-in module in MWS and using the Balleyguier method in HFSS. The polarisations of the HOMs
are also included in this figure. In the HFSS simulations 2 × 106 tetrahedra were used and 1.6 × 106
mesh cells in MWS. The majority of the Qes of these modes are located in the range 103 - 106.
However, some are above the beam dynamics imposed value of 106. These will not satisfy the ILC
requirements [37].
Figure 9.22: Improved HOMs damping couplers configuration in the NLSF cavity.
A new configuration of HOM couplers has been investigated to improve the HOM damping. These
HOM couplers were placed at 90 degrees with respect to each other. This is illustrated in Fig 9.22.
Simulations were performed using HFSS and a similar analysis has been performed to obtain the Qe.
The modes are well-damped in this configuration as the Qes of the first six dipole bands are below
106. This is illustrated in Fig 9.23. The couplers in this orientation are better targeted to couple to
the e.m. fields.
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This new configuration has the potential to be utilised in my NLSF cavity. Additional details on
a study of the FP and HOM couplers are provided elsewhere [125]. However, to ensure the beam
quality is preserved during acceleration a detailed investigation of HOMs damping effects is needed.
This is a potential subject for future beam dynamics studies.
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Figure 9.23: HOM damping Qs results of new HOM couplers configuration calculated using HFSS.
These HOMs results can further be improved with the “split model” method, proposed by Ghosh
[126], to overcome the limited computing resources. This method splits an integrated system into
individual units and numerically simulates an impedance of each unit, then combines them using
analytical calculation of the microwave reflection coefficient. This method has advantages over a
purely numerical simulations as there is the potential for considering reduced mesh densities and
concomitantly reduced computing time. The number of mesh cells used for the whole integrated
system can be used for individual units, which can provide a better accuracy. This method also
makes it possible to model different coupler geometries or coupler configurations in order to a further
optimise the computations. However, this method was not employed during this research.
Chapter 10
Discussion and Conclusion
The ILC project is based on a superconducting linear accelerator. The present baseline design pre-
scribes a working accelerating gradient of 31.5 MV/m. Each cavity is qualified to work at 35MV/m.
My initial work was concerned with understanding the behaviour of the baseline ILC cavity design,
the TESLA cavity, and the methodology of rf simulation and an equivalent circuit representation. I
then focussed on searching for an alternative cavity design which can handle a higher working ac-
celerating gradient. In searching for a new shape, I have optimised three parameters (iris ellipticity
a, b and iris radius Ri) while maintaining the correct frequency by changing the equator ellipticity
B. During the course of this work I have opted for one particular design that has a large bandwidth
(to ensure a loose tolerance to machining and alignment errors) and low surface fields, while at the
same time possessing relatively small wakefields. I have presented here, my new cavity design, the
New Low Surface Field (NLSF) cavity, which has optimally low surface e.m. fields. The bandwidth
of the accelerating mode has also been maximised, constrained by HOM excitation.
A complete nine-cell design of my NLSF cavity has the potential to achieve an accelerating gradient
of 47 MV/m, with the maximum surface magnetic field 180 mT and surface electric field 99 MV/m.
With this low surface electric field, the risk from electron field emission is diminished. The NLSF
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cavity has a 9% larger R/Q compared to that of the TESLA cavity. This allows for increased effi-
ciency.
The manufacture of an NLSF cavity is not expected to present problems. Similar fabrication pro-
cesses used for the TESLA shape can also be employed on the NLSF cavity.
The fundamental mode and higher order modes have been represented with a circuit model. This
allows a rapid determination of the influence of fabrication errors on field flatness and on the accel-
erating mode frequency.
A complete design for my NLSF cavity, including the fundamental power coupler and HOM cou-
plers has been presented. The input power coupler is based on the TTF-III type coupler. This
configuration meets the required Qe of the ILC at 3.5 × 106. Furthermore, the baseline TESLA
HOM coupler design is used for the NLSF cavity to damp the HOMs. An accurate calculation of
the Qes of the HOM couplers is obtained through a complete nine-cell cavity. The results of these
simulations indicate that the Qes lay in the range 103 to 106. These are sufficiently well damped to
satisfy the ILC requirements. Other configurations of the HOM couplers are a potential subject for
further study as it may allow for improved HOM suppression.
Collective effects, resulting from geometric short-range wakefields of the NLSF cavity have been
studied from both numerical simulations and analytical models. The analytical formulae provide
estimates of both longitudinal and transverse wakefields. This is useful for designing cavities and
linacs with limited time and computing resources. In particular, the Bane formulae allow the short-
range wakefields of the NLSF cavity to be computed.
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The NLSF cavity has been designed to potentially work at a higher accelerating gradient. The cavity
is proposed as an alternative design for the ILC project, since the community has been searching for
a way to reduce the overall cost of the ILC. However, the NLSF cavity can also be utilised in other
superconducting accelerators such as the energy recovery linac, and the free electron laser linac. In
practice, there are other factors to limit the gradient of a cavity such as the material properties, the
cell fabrication process, the surface treatment used and cleaning, and also the cleanliness of the work
place environment. All of these need to be taken into account and carefully controlled.
This completes a study of the rf properties of a new cavity for the ILC. There exists the opportunity
for further work on a beam dynamics study in particular, and on an analysis of the engineering
tolerances.
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Appendix A
Frequency Scaling of Cavity Parameters
The contents are summarised from [16, 29, 30].
Using Maxwell’s equations it is possible to show that for alternating fields, E = E0eiωt with j = σE
and for a good conductor (ωǫ ≪ σ):
∇2E = τ2nE (A.1)
with τn =
√
iωσµ0. Similar equations can be obtained for current j and magnetic field H. For
example, considering a plane of conductor in x, assume that the electric field is in the z direction
and that there are no variations with y or z . A solution for Ez field is
Ez = E0e−τn x (A.2)
which can be written as
Ez = E0e−x/δe−ix/δ (A.3)
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where δ is ac penetration thickness or skin depth
δ =
√
2
ωµ0σ
∝ ω−1/2 (A.4)
With similar treatment, the ac current density and magnetic field are given by
jz = j0e−τn x, Hy = H0e−τn x (A.5)
The total current is obtained from the integration
I =
∫ ∞
0
jz(x)dx =
∫ ∞
0
j0e−τn xdx = j0
τn
(A.6)
Using the relation j0 = σE0, we get the surface impedance
Zs =
E0
I
=
E0
j0/τn =
τn
σ
=
√
iωµ0
σ
(A.7)
The impedance has an imaginary part because the surface field is not in phase with the total current
in the conductor, due to the rate of change of magnetic flux in the conductor. The microwave surface
resistance of a conductor is
Rs =
√
ωµ0
2δ
=
1
δσ
∝ ω1/2 (A.8)
In superconductor [16] there are two components of the current: the normal component and the
super-current component. The total current is the sum of the two components. The normal compo-
nent of the current is jn = σnE where
σn =
nnq2τ
m
(A.9)
here nn is the number of unpaired electrons and τ is the relaxation time. For the super-current
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component we get js = −iσsE where
σs =
nsq2τ
mω
(A.10)
The total two fluid current becomes
j = jn + js = (σn − iσs)E (A.11)
In analogy with the treatment for the normal conductor we can show that
∇2E = τ2totE (A.12)
with τtot =
√
iµ0ω(σn − iσs). Similar to the normal conductor, the surface impedance of a supercon-
ductor is given by
Zs =
√
iωµ0
σn − iσs
= Rs + iXs (A.13)
At temperature lower than the transition temperature (T ≪ Tc) the nn is very much smaller then the
ns and for the normal conducting electrons, the relaxation time (≈ 10−14 s) between collision is very
much smaller than the rf period (≈ 10−9 s), i.e., τ ≪ 1/ω. With these two reasons the σn ≪ σs , the
simpler expression for Zs is obtained with the surface resistance and reactance as:
Rs =
1
2
σnω
2µ20λ
3
L ∝ ω2 (A.14)
Xs = ωµ0λL (A.15)
with a constant λL =
√
m/(nsq2µ0). From equation A.8 and A.14 it is clearly seen that the SC is
preferred to be operated at low frequency with an opposite direction in the NC.
Considering a cavity with fixed accelerating field E0 and fixed total energy gain △W, the cavity
APPENDIX A. FREQUENCY SCALING OF CAVITY PARAMETERS 214
resonant frequency is inversely proportional to the cavity dimension, b or b ∝ ω−1 . The transit
time factor and the fields are independent of frequency. We scale other cavity parameters with
frequency. The power dissipated in the cavity walls is given by
Pd =
1
2
Rs
∫
S
|H|2dS (A.16)
For the sake of comparison we scale the power dissipated per unit length in which the relation in NC
case is
P
′
d ∝ Rs|H|2b ∝ ω1/2 · ω−1 ∝ ω−1/2 (A.17)
and
P′d ∝ Rs|H|2b ∝ ω2 · ω−1 ∝ ω (A.18)
for SC case.
The total energy stored in the cavity is given by
U =
1
2
ǫ0
∫
V
|E|2dV = 1
2
µ0
∫
V
|H|2dV (A.19)
The energy stored per unit length in NC and SC has the same frequency scaling as
U ′ ∝ |E|2b2 ∝ |H|2b2 ∝ ω−2 (A.20)
The cavity quality factor, which is related to the stored energy and the power dissipation is defined
as
Q0 = ωUPd (A.21)
In NC case it is scaled as
Q0 ∝ ω · ω
−2
ω−1/2
∝ ω−1/2 (A.22)
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and for SC case is
Q0 ∝ ω · ω
−2
ω
∝ ω−2 (A.23)
The parameter R/Q0 is obtained from
R
Q0 =
V2c
ωU
(A.24)
This parameter per unit length has the same frequency scaling in both cases as
R′
Q0 ∝
|E|2
ω · ω−2 ∝ ω (A.25)
This leads to the frequency scaling of cavity shunt impedance per unit length in NC case to be
obtained as
R
′ ∝ Q0 · ω ∝ ω−1/2 · ω ∝ ω1/2 (A.26)
and
R′ ∝ Q0 · ω ∝ ω−2 · ω ∝ ω−1 (A.27)
in SC cavity. The geometry factor of the cavity is defined as
G =
ωµ0
∫
V |H|2dV∫
S |H|2dS
∝ ω · ω
−3
ω−2
∝ ω0 (A.28)
This parameter is independent of frequency since this is a figure of merit that depends only on the
cavity shape. The longitudinal loss factor per unit length is defined as
k′L =
V2c
4U
∝ |E|
2
ω−2
∝ ω2 (A.29)
This is the same for NC and SC cavities. The transverse dipole kick factor is defined as
kT =
k(1)L (r)
ω1r2/c
(A.30)
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where k(1)L (r) is the longitudinal loss factor of the dipole mode and r , the beam offset from the cavity
axis, which is ∝ ω2 , and ω1 is the dipole frequency, which is ∝ ω. We scale this factor with the
fundamental mode frequency as
kT ∝
ω2
ω · ω−2 ∝ ω
3 (A.31)
This is the same in both types of cavity. The longitudinal and transverse wakefields are proportional
to their loss factors. We can scale these effects as
WL ∝ ω2 (A.32)
and
WT ∝ ω3 (A.33)
The summary of frequency scaling of cavity parameters are listed in Table A.1 in comparison be-
tween SC and NC cavities.
Table A.1: Comparison between normal and superconducting cavities on frequency scaling of cavity
parameters.
Parameter Super conducting Normal conducting
Cavity dimension (b) ω−1 ω−1
Surface resistance (Rs) ω2 ω1/2
Power dissipation (P′d) ω1 ω−1/2
Stored energy (U ′) ω−2 ω−2
Quality factor (Q0) ω−2 ω−1/2
Shunt impedance (R′) ω−1 ω1/2
Geometric factor (G) ω0 ω0
R over Q (R′/Q0) ω1 ω1
Longitudinal lost factor (k′L) ω2 ω2
Transverse kick factor (k′T ) ω3 ω3
Appendix B
Application of Circuit Model to Compute
Modal Momentum Kicks
This derivation was originally presented in [66]. In order to find the kick factors of the cavity we first
take the voltage drop across the capacitor in loop m of the circuit model (see figure 4.1) to represent
the longitudinal voltage the beam loses in cell m of the cavity. So the value of this capacitor is
Cm =
1
2Kms zezL
(B.1)
where Kms = ωms Kms /c is the loss factor for the periodic structure of cell m, Kms is the kick factor, ze
is the driving charge offset, z is the test charge offset, and L is the cell length. Assume the cavity is
empty at time t = 0 the driving charge enters the cavity at time t = L/2c and reaches the centre of
cell m at t = mL/c. In addition, in each loop m we add the current source −qeδ(t −mL/c) in parallel
with the capacitor. Since we know the Fourier transform of the eigenfunctions of the system we
obtain the time evolution of the currents in the circuit by performing the inverse Fourier transform
and the finally we obtain the kick factors.
217
APPENDIX B. CIRCUIT MODEL MOMENTUM KICKS 218
From Eq. 4.2 the eigenvalue equation can be written as
MI(p) = λpI(p) (B.2)
where M is the system matrix, I(p) is the pth eigenfunction and λp = 1/ω2p is the pth eigenvalue. We
want to solve the system by adding the driving terms
hm =
qe
ν2
√
Cm
e−iωL/c (B.3)
in our matrix equation, where mth element of vector gives the value of the parameter in cell m. The
new eigenvalue equation is written as
Mg − λg = h (B.4)
with λ = 1/ω2 for the vector g. Expanding g and h in terms of the eigenfunctions leads to
g =
∑
p
I(p)
λp − λ
[
I(p) · h
|I(p)|2
]
(B.5)
We have used the orthogonality of the eigenfunctions, which holds because our matrix is real and
symmetric. We have also assumed the system is non-degenerate.
In time domain, in loop m of the circuit
Gm(t) =
∫ ∞
−∞
gm(ν)eiωt dω
= qe
∑
p
I(p)m ω2p
|I(p)|2
∑
n
I(p)n√
Cn
∫ ∞
−∞
eiω(t−nL/c)
ω2 − ω2p
dω
(B.6)
This equation has two poles, at ω = ±ωp. Adding a small positive imaginary part to these poles to
solve this equation. If (t − nL/c) > 0 using the close integration loop in the upper half plane, else in
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the lower half plane. We got this result
Gm(t) = −2πqe
∑
p
I(p)m ωp
|I(p)|2
∑
n
Θ(t − nL/c) I
(p)
n√
Cn
sinωp(t − nL/c) (B.7)
where Θ(t) = 0 for t < 0, Θ(t) = 1 for t > 0. From the definition of Im ≡ imωm
√
Lm = im/
√
Cm, the
inductor current in loop m is given by ¯Im =
√
CmGm(t). Adding the driving current to this we get
the capacitor current and then results the voltage drop across the capacitor
Vzm(t) = 1Cm
∫ t
0
¯Im(t′) dt′ + qeCmΘ(t − mL/c)
=
qe
Cm
∑
p
I(p)m
|I(p)|2
∑
n
Θ(t − nL/c) I
(p)
n√
Cn
cosωp(t − nL/c)
(B.8)
The capacitor voltage represents the energy loss of a test charge to the dipole modes of the cavity.
Using the Panofsky-Wenzel theorem [44] we obtain the transverse kick from the longitudinal, i.e.
the transverse kick Vm(t) = (c/x)
∫ t Vzm(t′) dt′. Thus the transverse kick in cell m is given by
Vm(t) = 2qexeL
∑
p
I(p)m
√
K(m)s (ω(m)s /2π)
(ωp/2π)|I(p)|2
∑
n
Θ(t − nL/c)I(p)n
√
K(n)s (ω(n)s /2π) sinωp(t − nL/c) (B.9)
This equation is valid for all time and implies that the amplitudes and phases of the modes after the
driving charge has left the cavity are given by
Vm(t) =
∑
p
V (p)m sin (ωpt − θp) t > NL/c (B.10)
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with
V (p)m =
2qexeLI(p)m
√
K(m)s (ω(m)s /2π)
(ωp/2π)|I(p)|2
∣∣∣∣∣∣∣
∑
n
I(p)n
√
K(n)s (ω(n)s /2π)einϕp
∣∣∣∣∣∣∣
tan θp =
∑
n I
(p)
n
√
K(n)s (ω(n)s /2π) sin (nϕp)∑
n I
(p)
n
√
K(n)s (ω(n)s /2π) cos (nϕp)
(B.11)
and ϕp = ωpL/c.
Eq. B.9 can be utilised to obtain the total voltage a test charge, following a distance s behind the
driving charge, experiences in cell m of the cavity, ˜Vm(s), as
˜Vm(s) = Vm
(
mL + s
c
)
(B.12)
The total kick felt by the test charge can be obtained by summing up the contributions of all the
cavity cells
˜V(s) =
∑
m
˜Vm(s) (B.13)
Assume that the couplings η are small so that the effects of any precursor voltages can be ignored,
then we can approximate ˜V(s) = 0 for s < 0, i.e. ahead of driving charge. This relation combined
with Eq. B.9, B.12, and B.13 leads to
˜V(s) ≈ 2qexeNL
∑
p
Kp sin
ωps
c
s > 0 (B.14)
with the kick factor for mode p given by
Kp =
∣∣∣∣∣∑Nn=1 I(p)n
√
K(n)s (ω(n)s /2π)einϕp
∣∣∣∣∣2
N(ωp/2π)|I(p)|2 (B.15)
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For any dipole mode of a cavity p the loss factor Kp = ωpKp/c is given by the ratio of the square of
the maximum voltage gained by a test charge to the product 4xexNL times the energy stored in the
mode. Form this physics we see that Eq. B.15 gives approximately the proper ratio of the maximum
voltage squared and the energy stored in the modes of circuit chain.
For a double chain circuit model, the derivations of the time development of the fields, wakefields
and the kick factors are in similar fashion as the single chain model and the results is also similar as
the kick factor for the double chain model is given by [66]
Kp =
∣∣∣∣∣∑Nn=1 a(p)n
√
ǫ(n)K(n)s (ω(n)s /2π)einϕp
∣∣∣∣∣2
N(ωp/2π)(|a(p)|2 + |aˆ(p)|2) (B.16)
with ǫ(n) is a fitting parameter given by 1 + (|aˆ(p)|2/|a(p)|2), where p is the mode nearest the syn-
chronous point, and ϕp = ωpL/c is the phase shift per cell. Note that only the am’s appear in the
numerator of this equation, since only the TM component of the fields (not the TE component) will
kick the beam.
Appendix C
Validation of Kroll-Yu Method
A summary of some investigation validating the Kroll-Yu method on various coupling systems are
presented here. The Kroll-Yu method studies the reflection coefficient R(ω) near the cavity resonant
frequency to calculate the Qe of a waveguide-loaded cavity.
The method begins by considering the field in a waveguide region between the waveguide origin and
the shorting plane. This is of the form of an outgoing and a reflected wave:
e jkz + Re− jkz (C.1)
where k = 2π/λg, and z is distance along the waveguide. At the shorting plane at z = D, the field
must vanish, thus e jkD + Re− jkD = 0, and
R = −e j2kD = −e j2φ. (C.2)
The Kroll-Yu method utilises the observation that the eigenfrequency of the cavity-waveguide sys-
tem without the shorting plane corresponds to a situation in which there is an outgoing wave but
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no incoming wave. This is in conjunction with the fact that the reflection coefficient must have an
absolute value of one for a real frequency ω, so we can write:
R(ω) = −e j2φ = −ω − u + jv
ω − u − jve
− j2χ(ω) (C.3)
where χ(ω) is a real analytic function in the vicinity of the pole. By taking the logarithm of both
sides, we obtain:
φ(ω) = tan−1 ( v
ω − u ) − χ(ω) + nπ. (C.4)
Differentiating and using the first two terms of a Taylor series expansion around u for χ(ω), χ(ω) ≈
χ(u) + χ′(u)(ω − u), we obtain:
−1
2
dφ
dω =
1
2
u
(ω − u)2 + v2 +
1
2
χ
′(u). (C.5)
This is a typical Breit-Wigner resonant form with peak at ω = u. This equation, when multiplied by
v, will have a peak value of Q + 12vχ
′(u), where Q = u2v .
Four φ − ω pairs are required to determine the Q from eq. C.4. These φ − ω pairs can be obtained
using an rf e.m. solver on the cavity-waveguide system in which D is varied. Inspecting the field
plot, if one branch near the resonance (avoided crossing) can be identified, four runs with different
lengths will provide enough information. If two branches near avoided crossings are identified, two
values of D are sufficient.
Each point is designated by the subscript i ∈ {1, 2, 3, 4}. The following equations are readily obtained
[111]:
u =
ω2 + AB12 + ω1A2
1 + A2
, (C.6)
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v = (u − ω1)A − B12, (C.7)
χ(u) = tan−1 ( v
ωi − u
) − φi − χ′(u)(ωi − u), (C.8)
where
A ≡ B12 − B23
ω3 − ω1
, (C.9)
B12 ≡ −v −
(ω1 − u)(ω2 − u)
v
= (ω1 − ω2) cot (φ1 − φ2 + χ′(u)(ω1 − ω2)), (C.10)
B23 ≡ −v −
(ω2 − u)(ω3 − u)
v
= (ω2 − ω3) cot (φ2 − φ3 + χ′(u)(ω2 − ω3)). (C.11)
The expression for χ(u) in eq. C.8 can be evaluated at any of the three points. From the remaining
three data sets and assuming in the vicinity of a resonance that χ′(u) = 0, we can obtain an explicit
three-parameter formula. This allows Qe to be obtained. The χ′(u) can be obtained from a fourth
data point since it is a root of
ω4 − u − v cot (φ4 − χ(u) + χ′(u)(ω4 − u)) = 0. (C.12)
To validate this method, a series of tests have been carried out using MWS on a straightforward
coupled cavity-waveguide system as illustrated in Fig. C.1. The uncoupled cavity consists of a
Figure C.1: The waveguide-cavity system. The cavity is a shorted rectangular waveguide of di-
mension a × a. It is coupled to another rectangular waveguide through an iris of aperture d. The
waveguide has a terminating plane at distance D from the iris.
closed rectangular waveguide. The mode frequency of this waveguide is calculated analytically
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from: (ωn0p
c
)2
=
(
nπ
a
)2
+
( pπ
a
)2
, (C.13)
where n = 1, p = 1 for T E101 mode, which defines f0 = ω101/2π = c/a
√
2 and half the cutoff
wavelength is equal to a. Let us define the normalised waveguide length to a cavity dimension,
r = D/a, and the normalised frequency
f
f0 =
1√
2
√
1 +
( p
r
)2
, (C.14)
for a T E10p mode in the waveguide. This relationship is for an uncoupled waveguide mode. When an
iris is introduced, these two waveguides become coupled. This can be represented by the equivalent
circuit in Fig. C.2.
Figure C.2: Equivalent circuit for the cavity-waveguide model with a terminating short at a distance
D from the iris.
The shunt susceptance B, normalised to the characteristic admittance of the waveguide, is given
as [111, 127]:
B = −2πka cot
2
(
πd
2a
)
, (C.15)
where k is a propagation constant. Using the circuit model [111] and searching for resonances in the
system are obtained:
cot (πx) + 2
x
cot2
(
πd
2a
)
+ cot (πxr) = 0, (C.16)
with x =
√
2(ω/u0)2 − 1 and u0 is the real part of the cavity cutoff frequency. This provides a rela-
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tionship between the mode frequency as a function of the shorting place distance r.
Validation was performed on three different systems involving the detailed dimensions in [111,112].
The first system is the strong coupled system, which has Qe ∼ 38. The cavity has a dimension
a = 150 mm and the iris d = 67.4 mm. Simulations have been carried out with varying shorting
distances. Consulting the field pattern, we can separate the mode frequencies into a group, which
is clearly illustrated in Fig. C.3. The eigenfrequency results are plotted in comparison with the
mode 1 mode 2 mode 3 mode 4
Figure C.3: Field amplitude plots of a cavity-waveguide system of the first four eigenmodes (red
represents the maximum amplitude whilst the minimum is indicated in blue.
uncoupled waveguide mode and the coupled waveguide mode in Fig. C.4. The simulation results
are in good agreement with analytical results obtained from the transmission line equivalent circuit.
The phase change along the waveguide is given by 2πD/λg. These φ − ω points from various
waveguide lengths are plotted in Fig. C.5 and are used as the inputs for determining the Qe of the
system.
Four data points are chosen near a region of avoided crossing, which is the region near r = 1 or
r = 2. Carefully fitting selected data points to eq. C.4 allows the Qe values presented in Table C.1
to be obtained. The two-branch data set is relatively straightforward to fit and has less variation
compared to the one-branch data set, as seen in the frequency and Qe variations plotted versus the
data set in Fig. C.6 and Fig. C.7, respectively.
The second validation has been carried out with a moderate coupling system, Qe ∼ 1600. The cavity
has a dimension a = 150 mm and the iris d = 27.67 mm. A similar analysis has been performed. The
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Figure C.4: Normalised frequency as a function of normalised length, r. Red dots indicate the
results from MWS simulation, blue dots represent analytical solutions from an equivalent circuit,
and dashed lines are the uncoupled waveguide resonances.
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Figure C.5: Phase φ as a function of frequency for a low Q system.
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Table C.1: Comparison of fitted parameters using different data sets for a low Q system.
No. Branches D [cm] ω/2π [MHz] Qe
1 1, 2 15.5, 16.0 1344.57 34.37
2 1 14.0, 14.5, 15.5, 16.0 1344.68 33.81
3 2 14.5, 15.5, 16.5, 17.5 1344.62 34.82
4 2, 3 32.5, 33.0 1344.56 34.45
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Figure C.6: Frequency variation with a varying data set: red diamonds and magenta circles are the
two-branch data with a low phase and high phase avoided crossing region, respectively, while blue
rectangles are the one-branch data. The dashed line indicates the average value.
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Figure C.7: Qe variation with a varying data set: red diamonds and magenta circles are the two-
branch data with a low phase and high phase avoided crossing region, respectively, while blue rect-
angles are the one-branch data. The dashed line indicates the average value.
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average Qe is 1613, comparable to the analytical one. The avoided crossing region is very narrow as
can be observed from Fig. C.8 and Fig. C.9. The selected fitted results are listed in Table C.2.
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Figure C.8: Normalised frequency plotted as a function of normalised length, r. Red dots indicate
the results from MWS simulation, blue dots represent an analytical solutions from an equivalent
circuit, and dashed lines are the uncoupled waveguide resonances.
Table C.2: Comparison of fitted parameters using different data sets for a moderate Q system.
No. Branches D [cm] ω/2π [MHz] Qe
1 1, 2 15.0, 15.5 1403.05 1605.26
2 1 14.5, 15.0, 15.5, 16.0 1403.05 1604.64
3 2 14.5, 15.0, 15.5, 16.0 1403.05 1605.75
4 2, 3 30.0, 30.5 1403.00 1620.95
A third validation is performed on a high coupled system (as was also performed by Lin [112]).
The calculation procedure used with the previous systems gives consistent results compared to the
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Figure C.9: The phase variable φ as a function of frequency for a moderate Q system.
results presented in [112] as listed in Table C.3.
Table C.3: Comparison of fitted parameters using different data sets.
d/a Lin thesis my attempt
ω/2π [MHz] Qe ω/2π [MHz] Qe
0.50 8768.98 34.57 8768.10 34.51
0.65 8405.65 10.38 8407.31 10.51
0.70 8266.90 7.50 8258.71 8.01
0.75 8111.05 5.53 8103.93 5.92
Appendix D
Detailed Mode Compendium
Future work, concerned with HOM diagnostics and the influence of the wakefield on beam dynamics
will all profit from a knowledge of the modal distribution. This compendium serves as a guide to
the modes in my NLSF cavity.
D.1 Monopole Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.1: Monopole mode with MM boundary condition
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0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2423 GHz,
R/Q =28.66 Ω R/Q =186.53 Ω
MP-MM-017 MP-MM-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2482 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2522 GHz,
R/Q =133.07 Ω R/Q =7.96 Ω
MP-MM-019 MP-MM-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8015 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8056 GHz,
R/Q =0.01 Ω R/Q =0.41 Ω
APPENDIX D. DETAILED MODE COMPENDIUM 233
MP-MM-021 MP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8128 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8231 GHz,
R/Q =1.04 Ω R/Q =0.05 Ω
MP-MM-023 MP-MM-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8357 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8497 GHz,
R/Q =0.40 Ω R/Q =0.10 Ω
MP-MM-025 MP-MM-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8633 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8750 GHz,
R/Q =0.10 Ω R/Q =0.06 Ω
MP-MM-027 MP-MM-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8830 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.4137 GHz,
R/Q =0.01 Ω R/Q =0.08 Ω
MP-MM-029 MP-MM-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.4307 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.4546 GHz,
R/Q =0.16 Ω R/Q =0.76 Ω
MP-MM-031 MP-MM-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.4817 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5085 GHz,
R/Q =4.04 Ω R/Q =0.02 Ω
MP-MM-033 MP-MM-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5328 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5493 GHz,
R/Q =3.40 Ω R/Q =1.08 Ω
MP-MM-035 MP-MM-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5513 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5541 GHz,
R/Q =8.84 Ω R/Q =1.57 Ω
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MP-MM-037 MP-MM-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5616 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5782 GHz,
R/Q =0.00 Ω R/Q =0.69 Ω
MP-MM-039 MP-MM-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5783 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5803 GHz,
R/Q =34.90 Ω R/Q =6.39 Ω
MP-MM-041 MP-MM-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5837 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5930 GHz,
R/Q =0.06 Ω R/Q =0.01 Ω
MP-MM-043 MP-MM-044
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.6109 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.6292 GHz,
R/Q =0.04 Ω R/Q =0.04 Ω
MP-MM-045 MP-MM-046
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=4.0217 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=4.0522 GHz,
R/Q =0.02 Ω R/Q =0.89 Ω
MP-MM-047
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=4.0919 GHz,
R/Q =0.57 Ω
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D.2 Monopole Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.2: Monopole mode with EE boundary condition
MP-EE-001 MP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD0.0
0.2
0.4
0.6
0.8
1.0
Ez@VmD f=1.2791 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2808 GHz,
R/Q =0.00 Ω R/Q =0.01 Ω
MP-EE-003 MP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2835 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2868 GHz,
R/Q =0.03 Ω R/Q =0.02 Ω
MP-EE-005 MP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2904 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2938 GHz,
R/Q =0.07 Ω R/Q =0.03 Ω
MP-EE-007 MP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2965 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2983 GHz,
R/Q =0.01 Ω R/Q =0.01 Ω
MP-EE-009 MP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=1.2989 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2102 GHz,
R/Q =1126.79 Ω R/Q =6.98 Ω
MP-EE-011 MP-EE-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2115 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2151 GHz,
R/Q =6.16 Ω R/Q =4.06 Ω
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MP-EE-013 MP-EE-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2207 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2276 GHz,
R/Q =9.51 Ω R/Q =10.74 Ω
MP-EE-015 MP-EE-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2351 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2423 GHz,
R/Q =28.64 Ω R/Q =186.53 Ω
MP-EE-017 MP-EE-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2482 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.2522 GHz,
R/Q =133.09 Ω R/Q =7.96 Ω
MP-EE-019 MP-EE-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
0.0
0.2
0.4
0.6
0.8
Ez@VmD f=2.8015 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8056 GHz,
R/Q =0.01 Ω R/Q =0.35 Ω
MP-EE-021 MP-EE-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8128 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8230 GHz,
R/Q =1.03 Ω R/Q =0.08 Ω
MP-EE-023 MP-EE-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8357 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8496 GHz,
R/Q =0.36 Ω R/Q =0.14 Ω
MP-EE-025 MP-EE-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8633 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8750 GHz,
R/Q =0.07 Ω R/Q =0.07 Ω
MP-EE-027 MP-EE-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=2.8830 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4090 GHz,
R/Q =0.00 Ω R/Q =1.12 Ω
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MP-EE-029 MP-EE-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4151 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4276 GHz,
R/Q =3.49 Ω R/Q =6.78 Ω
MP-EE-031 MP-EE-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4473 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4500 GHz,
R/Q =4.89 Ω R/Q =4.53 Ω
MP-EE-033 MP-EE-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.4728 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.5002 GHz,
R/Q =1.74 Ω R/Q =2.42 Ω
MP-EE-035 MP-EE-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5223 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.5367 GHz,
R/Q =3.39 Ω R/Q =8.52 Ω
MP-EE-037 MP-EE-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5504 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5608 GHz,
R/Q =0.03 Ω R/Q =0.79 Ω
MP-EE-039 MP-EE-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5794 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5816 GHz,
R/Q =33.10 Ω R/Q =4.56 Ω
MP-EE-041 MP-EE-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5883 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.6267 GHz,
R/Q =1.06 Ω R/Q =0.20 Ω
MP-EE-043 MP-EE-044
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0009 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0051 GHz,
R/Q =4.96 Ω R/Q =1.07 Ω
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MP-EE-045 MP-EE-046
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0353 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0752 GHz,
R/Q =3.64 Ω R/Q =1.71 Ω
D.3 Dipole Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.3: Dipole mode with MM boundary condition
DP-MM-001 DP-MM-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.6479 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.6503 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.37 Ω/cm2
DP-MM-003 DP-MM-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.6593 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.6735 GHz,
R/Q =0.12 Ω/cm2 R/Q =0.61 Ω/cm2
DP-MM-005 DP-MM-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.6925 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.7149 GHz,
R/Q =0.08 Ω/cm2 R/Q =4.59 Ω/cm2
DP-MM-007 DP-MM-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.7395 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.7643 GHz,
R/Q =10.89 Ω/cm2 R/Q =2.56 Ω/cm2
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DP-MM-009 DP-MM-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.7858 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8567 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.17 Ω/cm2
DP-MM-011 DP-MM-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8670 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8829 GHz,
R/Q =1.52 Ω/cm2 R/Q =0.12 Ω/cm2
DP-MM-013 DP-MM-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8988 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.9125 GHz,
R/Q =8.10 Ω/cm2 R/Q =15.95 Ω/cm2
DP-MM-015 DP-MM-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9236 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9320 GHz,
R/Q =7.40 Ω/cm2 R/Q =0.21 Ω/cm2
DP-MM-017 DP-MM-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9379 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9413 GHz,
R/Q =0.26 Ω/cm2 R/Q =0.02 Ω/cm2
DP-MM-019 DP-MM-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4616 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4660 GHz,
R/Q =22.68 Ω/cm2 R/Q =11.50 Ω/cm2
DP-MM-021 DP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4732 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4835 GHz,
R/Q =0.11 Ω/cm2 R/Q =1.60 Ω/cm2
DP-MM-023 DP-MM-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4973 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5145 GHz,
R/Q =0.07 Ω/cm2 R/Q =0.46 Ω/cm2
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DP-MM-025 DP-MM-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5348 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5549 GHz,
R/Q =0.12 Ω/cm2 R/Q =0.05 Ω/cm2
DP-MM-027 DP-MM-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=2.6529 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=2.6664 GHz,
R/Q =0.24 Ω/cm2 R/Q =0.36 Ω/cm2
DP-MM-029 DP-MM-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=2.6936 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.7671 GHz,
R/Q =0.04 Ω/cm2 R/Q =0.11 Ω/cm2
DP-MM-031 DP-MM-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.8128 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.8618 GHz,
R/Q =0.03 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-033 DP-MM-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9093 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9486 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.72 Ω/cm2
DP-MM-035 DP-MM-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9748 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9887 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.06 Ω/cm2
DP-MM-037 DP-MM-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0690 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0707 GHz,
R/Q =0.02 Ω/cm2 R/Q =0.01 Ω/cm2
DP-MM-039 DP-MM-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0742 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0808 GHz,
R/Q =0.03 Ω/cm2 R/Q =1.10 Ω/cm2
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DP-MM-041 DP-MM-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.0927 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1092 GHz,
R/Q =0.41 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-043 DP-MM-044
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3821 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3822 GHz,
R/Q =0.03 Ω/cm2 R/Q =1.58 Ω/cm2
DP-MM-045 DP-MM-046
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3850 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3855 GHz,
R/Q =1.42 Ω/cm2 R/Q =0.42 Ω/cm2
DP-MM-047 DP-MM-048
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3860 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3865 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-049 DP-MM-050
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3904 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3998 GHz,
R/Q =0.05 Ω/cm2 R/Q =0.11 Ω/cm2
DP-MM-051 DP-MM-052
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.4112 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.4556 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-053 DP-MM-054
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.4808 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
Ez@VmD f=3.5228 GHz,
R/Q =0.07 Ω/cm2 R/Q =0.06 Ω/cm2
DP-MM-055 DP-MM-056
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.5739 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.6275 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.00 Ω/cm2
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DP-MM-057 DP-MM-058
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.6793 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7267 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-059 DP-MM-060
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7669 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.7970 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.20 Ω/cm2
DP-MM-061 DP-MM-062
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.8151 GHz, 0.2 0.4 0.6 0.8 1.0 1.2 1.4 z @mD
-0.20
-0.15
-0.10
-0.05
0.00
Ez@VmD f=3.9629 GHz,
R/Q =0.86 Ω/cm2 R/Q =0.00 Ω/cm2
DP-MM-063 DP-MM-064
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
Ez@VmD f=3.9668 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.9840 GHz,
R/Q =0.02 Ω/cm2 R/Q =0.09 Ω/cm2
DP-MM-065 DP-MM-066
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
Ez@VmD f=3.9982 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=4.0152 GHz,
R/Q =0.04 Ω/cm2 R/Q =0.17 Ω/cm2
DP-MM-067
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.06
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=4.0321 GHz,
R/Q =0.57 Ω/cm2
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D.4 Dipole Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.4: Dipole mode with EE boundary condition
DP-EE-001 DP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.6479 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.6502 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.37 Ω/cm2
DP-EE-003 DP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.6593 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.6735 GHz,
R/Q =0.12 Ω/cm2 R/Q =0.61 Ω/cm2
DP-EE-005 DP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.6924 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.7149 GHz,
R/Q =0.08 Ω/cm2 R/Q =4.59 Ω/cm2
DP-EE-007 DP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.7395 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.7643 GHz,
R/Q =10.89 Ω/cm2 R/Q =2.56 Ω/cm2
DP-EE-009 DP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=1.7858 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8566 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.17 Ω/cm2
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DP-EE-011 DP-EE-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=1.8669 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.8829 GHz,
R/Q =1.53 Ω/cm2 R/Q =0.12 Ω/cm2
DP-EE-013 DP-EE-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.8988 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9126 GHz,
R/Q =8.14 Ω/cm2 R/Q =16.00 Ω/cm2
DP-EE-015 DP-EE-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9237 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9321 GHz,
R/Q =7.38 Ω/cm2 R/Q =0.22 Ω/cm2
DP-EE-017 DP-EE-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9380 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=1.9414 GHz,
R/Q =0.25 Ω/cm2 R/Q =0.02 Ω/cm2
DP-EE-019 DP-EE-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4612 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4647 GHz,
R/Q =24.33 Ω/cm2 R/Q =15.84 Ω/cm2
DP-EE-021 DP-EE-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4708 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4800 GHz,
R/Q =0.05 Ω/cm2 R/Q =1.79 Ω/cm2
DP-EE-023 DP-EE-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4925 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5084 GHz,
R/Q =0.18 Ω/cm2 R/Q =0.37 Ω/cm2
DP-EE-025 DP-EE-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5269 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5465 GHz,
R/Q =0.33 Ω/cm2 R/Q =0.00 Ω/cm2
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DP-EE-027 DP-EE-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5656 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.6653 GHz,
R/Q =0.27 Ω/cm2 R/Q =0.05 Ω/cm2
DP-EE-029 DP-EE-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.6972 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.7842 GHz,
R/Q =0.02 Ω/cm2 R/Q =0.25 Ω/cm2
DP-EE-031 DP-EE-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.8301 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.8729 GHz,
R/Q =0.13 Ω/cm2 R/Q =0.02 Ω/cm2
DP-EE-033 DP-EE-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9120 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9483 GHz,
R/Q =0.43 Ω/cm2 R/Q =0.02 Ω/cm2
DP-EE-035 DP-EE-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.9783 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0691 GHz,
R/Q =0.10 Ω/cm2 R/Q =0.03 Ω/cm2
DP-EE-037 DP-EE-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0709 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0745 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.46 Ω/cm2
DP-EE-039 DP-EE-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0817 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0945 GHz,
R/Q =1.17 Ω/cm2 R/Q =0.25 Ω/cm2
DP-EE-041 DP-EE-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1110 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3824 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.07 Ω/cm2
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DP-EE-043 DP-EE-044
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3825 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3850 GHz,
R/Q =1.49 Ω/cm2 R/Q =1.38 Ω/cm2
DP-EE-045 DP-EE-046
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.3855 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3862 GHz,
R/Q =0.43 Ω/cm2 R/Q =0.03 Ω/cm2
DP-EE-047 DP-EE-048
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3865 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3924 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.08 Ω/cm2
DP-EE-049 DP-EE-050
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.4082 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.4827 GHz,
R/Q =0.13 Ω/cm2 R/Q =0.05 Ω/cm2
DP-EE-051 DP-EE-052
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.5331 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.5872 GHz,
R/Q =0.05 Ω/cm2 R/Q =0.01 Ω/cm2
DP-EE-053 DP-EE-054
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.6422 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.6950 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.01 Ω/cm2
DP-EE-055 DP-EE-056
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.7416 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.4
-0.2
0.0
0.2
0.4
Ez@VmD f=3.8010 GHz,
R/Q =0.03 Ω/cm2 R/Q =0.00 Ω/cm2
DP-EE-057 DP-EE-058
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.8132 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
Ez@VmD f=3.8192 GHz,
R/Q =0.15 Ω/cm2 R/Q =1.14 Ω/cm2
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DP-EE-059 DP-EE-060
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD0.0
0.2
0.4
0.6
0.8
Ez@VmD f=3.9603 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.9608 GHz,
R/Q =0.03 Ω/cm2 R/Q =0.03 Ω/cm2
DP-EE-061 DP-EE-062
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.9652 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.9828 GHz,
R/Q =0.02 Ω/cm2 R/Q =0.03 Ω/cm2
DP-EE-063 DP-EE-064
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.9972 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0143 GHz,
R/Q =0.21 Ω/cm2 R/Q =0.00 Ω/cm2
DP-EE-065
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=4.0318 GHz,
R/Q =2.22 Ω/cm2
D.5 Quadrupole Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.5: Quadrupole mode with MM boundary condition
QP-MM-001 QP-MM-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2437 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2449 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.05 Ω/cm4
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QP-MM-003 QP-MM-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2467 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2507 GHz,
R/Q =0.04 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-005 QP-MM-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2524 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2535 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-007 QP-MM-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5747 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5771 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-009 QP-MM-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5802 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5834 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-011 QP-MM-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5865 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5891 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-013 QP-MM-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5907 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15-0.10
-0.050.00
0.050.10
0.15
Ez@VmD f=3.1560 GHz,
R/Q =0.10 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-015 QP-MM-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15-0.10
-0.050.00
0.050.10
0.15
Ez@VmD f=3.1633 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1735 GHz,
R/Q =0.22 Ω/cm4 R/Q =0.88 Ω/cm4
QP-MM-017 QP-MM-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1853 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1974 GHz,
R/Q =0.59 Ω/cm4 R/Q =0.05 Ω/cm4
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QP-MM-019 QP-MM-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.2082 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.2157 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-021 QP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5037 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5145 GHz,
R/Q =0.03 Ω/cm4 R/Q =0.16 Ω/cm4
QP-MM-023 QP-MM-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5284 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5431 GHz,
R/Q =0.09 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-025 QP-MM-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5566 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5675 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-027 QP-MM-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5750 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6471 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-029 QP-MM-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6518 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6574 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-031 QP-MM-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6632 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6689 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-033 QP-MM-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6739 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6773 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
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QP-MM-035 QP-MM-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8020 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8161 GHz,
R/Q =0.54 Ω/cm4 R/Q =0.06 Ω/cm4
QP-MM-037 QP-MM-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8346 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8514 GHz,
R/Q =0.03 Ω/cm4 R/Q =0.01 Ω/cm4
QP-MM-039 QP-MM-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8662 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8872 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-041 QP-MM-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.9104 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.9288 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
D.6 Quadrupole Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.6: Quadrupole mode with EE boundary condition
QP-EE-001 QP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2437 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2449 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.05 Ω/cm4
APPENDIX D. DETAILED MODE COMPENDIUM 251
QP-EE-003 QP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2467 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2507 GHz,
R/Q =0.03 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-005 QP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2524 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.2535 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-007 QP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5747 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5771 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-009 QP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5802 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5834 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-011 QP-EE-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5865 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5891 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-013 QP-EE-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5907 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1560 GHz,
R/Q =0.10 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-015 QP-EE-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1633 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1735 GHz,
R/Q =0.22 Ω/cm4 R/Q =0.88 Ω/cm4
QP-EE-017 QP-EE-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1853 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1974 GHz,
R/Q =0.59 Ω/cm4 R/Q =0.05 Ω/cm4
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QP-EE-019 QP-EE-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.2082 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.2157 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-MM-021 QP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
0.00
0.05
Ez@VmD f=3.5037 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
0.00
0.05
Ez@VmD f=3.5145 GHz,
R/Q =0.03 Ω/cm4 R/Q =0.16 Ω/cm4
QP-EE-023 QP-EE-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5284 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5430 GHz,
R/Q =0.09 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-025 QP-EE-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5566 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5675 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-027 QP-EE-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.5750 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6471 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-029 QP-EE-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6518 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6574 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-031 QP-EE-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6632 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6689 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-033 QP-EE-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6738 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6773 GHz,
R/Q =0.00 Ω/cm4 R/Q =0.00 Ω/cm4
APPENDIX D. DETAILED MODE COMPENDIUM 253
QP-EE-035 QP-EE-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8022 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8166 GHz,
R/Q =0.52 Ω/cm4 R/Q =0.06 Ω/cm4
QP-EE-037 QP-EE-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8360 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8588 GHz,
R/Q =0.02 Ω/cm4 R/Q =0.01 Ω/cm4
QP-EE-039 QP-EE-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8833 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.9062 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-041 QP-EE-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.9227 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.9296 GHz,
R/Q =0.01 Ω/cm4 R/Q =0.00 Ω/cm4
QP-EE-043
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.20
-0.15
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.9333 GHz,
R/Q =0.00 Ω/cm4
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D.7 Sextupole Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.7: Sextupole mode with MM boundary condition
SP-MM-001 SP-MM-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.7107 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.7108 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-003 SP-MM-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.7109 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.7111 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-005 SP-MM-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2002 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2006 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-007 SP-MM-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2011 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2016 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-009 SP-MM-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2022 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2027 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-011 SP-MM-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2030 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7981 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
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SP-MM-013 SP-MM-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7995 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8015 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-015 SP-MM-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.8038 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.010
-0.005
0.000
0.005
0.010
Ez@VmD f=3.8061 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-017 SP-MM-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.8080 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.8093 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.01 Ω/cm6
SP-MM-019 SP-MM-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.010
-0.005
0.000
0.005
0.010
Ez@VmD f=3.9689 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.9692 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-021 SP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.9701 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.015
-0.010
-0.005
0.000
0.005
0.010
0.015
Ez@VmD f=3.9705 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-MM-023 SP-MM-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.9709 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.9711 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
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D.8 Sextupole Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.8: Sextupole mode with EE boundary condition
SP-EE-001 SP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.7107 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.7108 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-003 SP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.7109 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.7110 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-005 SP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.7112 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2003 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-007 SP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2006 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2011 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-009 SP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2017 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2022 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-011 SP-EE-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2027 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.2030 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
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SP-EE-013 SP-EE-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.7981 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.7995 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-015 SP-EE-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.8014 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.8061 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-017 SP-EE-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.8080 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.8093 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.01 Ω/cm6
SP-EE-019 SP-EE-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.9689 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.9702 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-021 SP-EE-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.9707 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.9710 GHz,
R/Q =0.00 Ω/cm6 R/Q =0.00 Ω/cm6
SP-EE-023
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.9712 GHz,
R/Q =0.00 Ω/cm6
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D.9 Octupole Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.9: Octupole mode with MM boundary condition
OP-MM-001 OP-MM-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18271 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18272 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-MM-003 OP-MM-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18274 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18274 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-MM-005 OP-MM-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77752 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77758 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-MM-007 OP-MM-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77765 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77775 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
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D.10 Octupole Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.10: Octupole mode with EE boundary condition
OP-EE-001 OP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18271 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18272 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-EE-003 OP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18274 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18277 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-EE-005 OP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18279 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18281 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-EE-007 OP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.002
-0.001
0.000
0.001
0.002
Ez@VmD f=3.18282 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77752 GHz,
R/Q =0.00 Ω/cm8 R/Q =0.00 Ω/cm8
OP-EE-009 OP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77758 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77765 GHz,
R/Q =0.005 Ω/cm8 R/Q =0.00 Ω/cm8
OP-EE-011
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.77775 GHz,
R/Q =0.00 Ω/cm8
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D.11 Beam Pipe Mode with MM Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.11: Beam pipe mode with MM boundary condition
BP-MM-001 BP-MM-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2255 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=2.2255 GHz,
R/Q =0.03 Ω/cm2 R/Q =0.03 Ω/cm2
BP-MM-003 BP-MM-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.3271 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.3272 GHz,
R/Q =0.28 Ω/cm2 R/Q =0.28 Ω/cm2
BP-MM-005 BP-MM-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4429 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.4430 GHz,
R/Q =3.87 Ω/cm2 R/Q =3.91 Ω/cm2
BP-MM-007 BP-MM-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5710 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5711 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-009 BP-MM-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.6951 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.6951 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-011 BP-MM-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.0666 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.0666 GHz,
R/Q =0.12 Ω/cm2 R/Q =0.07 Ω/cm2
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BP-MM-013 BP-MM-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0666 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0666 GHz,
R/Q =0.11 Ω/cm2 R/Q =0.07 Ω/cm2
BP-MM-015 BP-MM-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.1156 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.1157 GHz,
R/Q =0.54 Ω/cm2 R/Q =0.53 Ω/cm2
BP-MM-017 BP-MM-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15-0.10
-0.050.00
0.050.10
0.15
Ez@VmD f=3.1410 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15-0.10
-0.050.00
0.050.10
0.15
Ez@VmD f=3.1410 GHz,
R/Q =0.04 Ω/cm2 R/Q =0.60 Ω/cm2
BP-MM-019 BP-MM-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1414 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.006
-0.004
-0.002
0.000
0.002
Ez@VmD f=3.1692 GHz,
R/Q =0.19 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-021 BP-MM-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.006
-0.004
-0.002
0.000
0.002
Ez@VmD f=3.1692 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.1942 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-023 BP-MM-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.1942 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.3373 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.83 Ω/cm2
BP-MM-025 BP-MM-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.3373 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.4622 GHz,
R/Q =0.75 Ω/cm2 R/Q =0.18 Ω/cm2
BP-MM-027 BP-MM-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.4623 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6374 GHz,
R/Q =0.15 Ω/cm2 R/Q =0.00 Ω/cm2
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BP-MM-029 BP-MM-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6375 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6529 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-031 BP-MM-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6529 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6654 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-033 BP-MM-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6654 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6654 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-035 BP-MM-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6654 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-037 BP-MM-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-039 BP-MM-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.7717 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-041 BP-MM-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=3.7717 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.7746 GHz,
R/Q =0.15 Ω/cm2 R/Q =0.00 Ω/cm2
BP-MM-043 BP-MM-044
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7837 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7840 GHz,
R/Q =0.85 Ω/cm2 R/Q =0.71 Ω/cm2
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BP-MM-045 BP-MM-046
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.8555 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.8555 GHz,
R/Q =0.63 Ω/cm2 R/Q =1.27 Ω/cm2
BP-MM-047 BP-MM-048
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD0.0
0.2
0.4
0.6
0.8
Ez@VmD f=3.9277 GHz, 0.2 0.4 0.6 0.8 1.0 1.2 1.4 z @mD
-0.8
-0.6
-0.4
-0.2
0.0
Ez@VmD f=3.9277 GHz,
R/Q =0.36 Ω/cm2 R/Q =0.36 Ω/cm2
BP-MM-049 BP-MM-050
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
0.01
Ez@VmD f=3.9342 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=4.0145 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.03 Ω/cm2
BP-MM-051
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=4.0145 GHz,
R/Q =0.02 Ω/cm2
D.12 Beam Pipe Mode with EE Boundary Condition
The longitudinal electric field plot (Ez) is taken at 15 mm offset from the cavity axis.
Table D.12: Beam pipe mode with EE boundary condition
BP-EE-001 BP-EE-002
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.2255 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=2.2255 GHz,
R/Q =0.03 Ω/cm2 R/Q =0.03 Ω/cm2
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BP-EE-003 BP-EE-004
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.3742 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.3742 GHz,
R/Q =1.08 Ω/cm2 R/Q =1.07 Ω/cm2
BP-EE-005 BP-EE-006
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5710 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=2.5711 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-007 BP-EE-008
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.6950 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.02
-0.01
0.00
0.01
0.02
Ez@VmD f=2.6950 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-009 BP-EE-010
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.0031 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.0042 GHz,
R/Q =0.06 Ω/cm2 R/Q =0.35 Ω/cm2
BP-EE-011 BP-EE-012
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
Ez@VmD f=3.0429 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD0.0
0.2
0.4
0.6
0.8
1.0
Ez@VmD f=3.0429 GHz,
R/Q =7.31 Ω/cm2 R/Q =7.38 Ω/cm2
BP-EE-013 BP-EE-014
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0670 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.0671 GHz,
R/Q =0.12 Ω/cm2 R/Q =0.07 Ω/cm2
BP-EE-015 BP-EE-016
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1410 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.1410 GHz,
R/Q =0.04 Ω/cm2 R/Q =0.60 Ω/cm2
BP-EE-017 BP-EE-018
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.004
-0.002
0.000
0.002
0.004
Ez@VmD f=3.1692 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.004
-0.002
0.000
0.002
0.004
Ez@VmD f=3.1692 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
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BP-EE-019 BP-EE-020
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
0.01
Ez@VmD f=3.1942 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
0.01
Ez@VmD f=3.1943 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-021 BP-EE-022
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.2221 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.5
0.0
0.5
Ez@VmD f=3.2221 GHz,
R/Q =5.35 Ω/cm2 R/Q =5.34 Ω/cm2
BP-EE-023 BP-EE-024
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3117 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.3117 GHz,
R/Q =0.09 Ω/cm2 R/Q =0.02 Ω/cm2
BP-EE-025 BP-EE-026
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5739 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.5739 GHz,
R/Q =4.55 Ω/cm2 R/Q =4.57 Ω/cm2
BP-EE-027 BP-EE-028
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6375 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.04
-0.02
0.00
0.02
0.04
Ez@VmD f=3.6375 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-029 BP-EE-030
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6529 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0004
-0.0002
0.0000
0.0002
0.0004
Ez@VmD f=3.6653 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-031 BP-EE-032
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6653 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-033 BP-EE-034
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.0010
-0.0005
0.0000
0.0005
0.0010
Ez@VmD f=3.6654 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.6902 GHz,
R/Q =0.00 Ω/cm2 R/Q =0.00 Ω/cm2
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BP-EE-035 BP-EE-036
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-1.0
-0.5
0.0
0.5
1.0
Ez@VmD f=3.6904 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.7746 GHz,
R/Q =5.82 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-037 BP-EE-038
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.10
-0.05
0.00
0.05
0.10
Ez@VmD f=3.7746 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7843 GHz,
R/Q =0.01 Ω/cm2 R/Q =0.90 Ω/cm2
BP-EE-039 BP-EE-040
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.2
-0.1
0.0
0.1
0.2
Ez@VmD f=3.7846 GHz, 0.2 0.4 0.6 0.8 1.0 1.2 1.4 z @mD
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
Ez@VmD f=3.9343 GHz,
R/Q =0.73 Ω/cm2 R/Q =0.00 Ω/cm2
BP-EE-041 BP-EE-042
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
Ez@VmD f=3.9344 GHz,
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
Ez@VmD f=4.1134 GHz,
R/Q =0.15 Ω/cm2 R/Q =0.05 Ω/cm2
BP-EE-043
0.2 0.4 0.6 0.8 1.0 1.2 1.4
z @mD
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
Ez@VmD f=4.1134 GHz,
R/Q =0.01 Ω/cm2
