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ABSTRACT
Progressive increases in the precision of the Hubble-constant measurement via
Cepheid-calibrated Type Ia supernovae (SNe Ia) have shown a discrepancy of ∼ 4.4σ
with the current value inferred from Planck satellite measurements of the cosmic mi-
crowave background radiation and the standard ΛCDM cosmological model. This dis-
agreement does not appear to be due to known systematic errors and may therefore be
hinting at new fundamental physics. Although all of the current techniques have their
own merits, further improvement in constraining the Hubble constant requires the de-
velopment of as many independent methods as possible. In this work, we use SNe II as
standardisable candles to obtain an independent measurement of the Hubble constant.
Using 7 SNe II with host-galaxy distances measured from Cepheid variables or the tip
of the red giant branch, we derive H0 = 75.8+5.2−4.9 km s
−1 Mpc−1 (statistical errors only).
Our value favours that obtained from the conventional distance ladder (Cepheids +
SNe Ia) and exhibits a difference of 8.4 km s−1 Mpc−1 from the Planck +ΛCDM value.
Adding an estimate of the systematic errors (2.8 km s−1 Mpc−1) changes the ∼ 1.7σ
discrepancy with Planck +ΛCDM to ∼ 1.4σ. Including the systematic errors and per-
forming a bootstrap simulation, we confirm that the local H0 value exceeds the value
from the early Universe with a confidence level of 95%. As in this work we only ex-
change SNe II for SNe Ia to measure extragalactic distances, we demonstrate that
there is no evidence that SNe Ia are the source of the H0 tension.
Key words: cosmology: distance scale – galaxies: distances and redshifts – stars:
supernovae: general
1 INTRODUCTION
The current expansion rate of the Universe, known as the
Hubble constant (H0), remains one of the most important
parameters in modern cosmology. Determining an accurate
value is essential for obtaining information regarding our
Universe, including its age and evolution. Since the discov-
ery of the expansion of the Universe (Lemaˆıtre 1927; Hubble
1929), many efforts have been made to measure H0 precisely
and decrease its uncertainties. Traditionally, there have been
? E-mail: tdejaeger@berkeley.edu
two main routes for determining H0. First, H0 can be mea-
sured locally through the distance-ladder method. Distances
to galaxies in the Hubble flow, where peculiar velocities are
insignificant (the motion of galaxies is almost entirely due to
the expansion of the Universe), can be measured using Type
Ia supernovae (SNe Ia; e.g., Minkowski 1941; Elias et al.
1985; Filippenko 1997; Howell 2011, and references therein).
For sufficiently nearby SN Ia host galaxies where individ-
ual stars can be resolved with the Hubble Space Telescope
(HST), the distances can be determined (and hence the peak
luminosities of the SNe Ia can be calibrated) through mea-
surements of Cepheid variable stars (Freedman et al. 2001;
© 2020 The Authors
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Sandage et al. 2006; Riess et al. 2009; Freedman & Madore
2010; Riess et al. 2011, 2016, 2018a,b; Burns et al. 2018;
Dhawan et al. 2018; Riess et al. 2019) or the tip of the
red giant branch (TRGB) in the Hertzsprung-Russell dia-
gram (Madore et al. 2009; Jang & Lee 2017a,b; Freedman
et al. 2019; Yuan et al. 2019). Cepheids and TRGBs can, in
turn, be calibrated to geometric anchor distances like Milky
Way Cepheid parallaxes (Benedict et al. 2007; Riess et al.
2014; Casertano et al. 2016), Keplerian motion of masers
in NGC 4258 (Humphreys et al. 2013; Reid et al. 2019),
or detached eclipsing binary stars in the Large Magellanic
Cloud (Pietrzyn´ski et al. 2013). Using this distance-ladder
technique, the uncertainty in the measurement of H0 has im-
proved from ∼ 10% (Freedman et al. 2001) to < 2% (Riess
et al. 2019) during the last 20 yr. Currently, the most precise
estimate of the H0 is 74.03 ± 1.42 km s−1 Mpc−1 (Riess et al.
2019).
Second, H0 can be predicted using the sound horizon
observed from the cosmic microwave background radiation
(CMB; e.g., Fixsen et al. 1996; Jaffe et al. 2001; Spergel et al.
2007; Bennett et al. 2003; Planck Collaboration et al. 2018).
However, H0 cannot be constrained directly from CMB ob-
servations. While the local H0 value at redshift z ≈ 0 is
obtained using the distance ladder from Hubble-flow SNe Ia
(z ≈ 0.02–0.15) using calibrated objects for each step, the
second value is obtained using data at z ≈ 1100 and extrap-
olated to z ≈ 0 based on the physics of the early Universe.
Assuming a flat Λ cold dark matter (ΛCDM) cosmological
model, Planck Collaboration et al. (2018) obtained a value
of H0 = 67.4 ± 0.5 km s−1 Mpc−1.
Although the two H0 values from opposite ends of the
Universe agree to within 10%, their error bars do not overlap
and a discrepancy of ∼ 4.4σ is seen with SNe Ia (Riess et al.
2019) (and even greater significance, exceeding 6σ, when
other nearby-universe techniques are combined; Riess 2020).
This disagreement does not appear to be due to known sys-
tematic errors. Independent reanalyses of the Riess et al.
(2016) data have shown minimal differences (Cardona et al.
2017; Zhang et al. 2017; Feeney et al. 2018; Follin & Knox
2018; Dhawan et al. 2018; Burns et al. 2018), and as more
data and independent methods are used the discrepancy is
increasing (Riess et al. 2019). This significant tension be-
tween both measurements could arise from relativistic par-
ticles (dark radiation), nonzero curvature, early dark energy,
increasing dark energy, or new fundamental physics.
However, to confirm the “H0 tension” it is important
to develop as many independent methods as possible hav-
ing different systematic errors (see Riess 2020 for a re-
cent review). For example, a novel measurement of H0 has
been made using quasars that are strongly gravitationally
lensed into multiple images and the time-delay distance
technique (Bonvin et al. 2017; Wong et al. 2019). From
their analysis of multiply-imaged quasars, the H0LiCOW
collaboration (Bonvin et al. 2017) has measured a value
of 73.3+1.7−1.8 km s
−1 Mpc−1 (Wong et al. 2019), consistent
with the most recent local distance ladder measurements
(Riess et al. 2019). Additionally, the Megamaser Cosmol-
ogy Project, using geometric distance measurements to
megamaser-hosting galaxies, obtained an independent H0
value of 73.9 ± 3.0 km s−1 Mpc−1 (Pesce et al. 2020). Other
techniques such as “standard sirens” from merger events
detected through gravitational waves (Abbott et al. 2017)
are also promising, but their current precision is not suffi-
cient to put strong constraints; there is only a single elec-
tromagnetic gravitational-wave counterpart detection (H0 =
70+12−8 km s
−1 Mpc−1). However, even “dark sirens” that have
no known electromagnetic detection have potential (Vasy-
lyev & Filippenko 2020).
Needing approaches independent of SNe Ia, we study
the use of SNe II as cosmological standardisable candles (de
Jaeger et al. 2020). Observationally, SNe II are characterised
by the presence of strong hydrogen features in their spectra
(see Filippenko 1997, 2000 and Gal-Yam 2017 for overviews),
and a plateau of varying steepness in their light curves (Bar-
bon et al. 1979; Anderson et al. 2014; Galbany et al. 2016)
during the hydrogen recombination phase. Their use as cos-
mic distance indicators is mainly motivated by the fact that
they are more abundant than SNe Ia (Li et al. 2011; Graur
et al. 2017) and their progenitors and environments are bet-
ter understood than those of SNe Ia. It is now accepted that
SN II progenitors arise from only one stellar population (red
supergiant stars) for which the explosion mechanism is rea-
sonably well understood (Woosley & Weaver 1995; Janka
2001; Janka et al. 2007).
At first sight, the SN II family displays a large range of
peak luminosities (more than 2 mag); however, as for SNe Ia,
their luminosities can be calibrated. To date, different theo-
retical and empirical SN II distance-measurement methods
have been proposed and tested (e.g., Nugent & Hamuy 2017,
and references therein). First, the expanding photosphere
method based on the relation between the angular size and
the ratio between its observed and theoretical flux was de-
veloped by Kirshner & Kwan (1974). Following this method,
several empirical methods have developed: the standard can-
dle method based on the correlation between the luminosity
and the expansion velocities (SCM; Hamuy & Pinto 2002;
de Jaeger et al. 2020), the photospheric magnitude method
which corresponds to a generalisation of the SCM (PMM;
Rodr´ıguez et al. 2014, 2019), and the photometric colour
method which uses the relation between the luminosity and
the slope of the plateau (PCM; de Jaeger et al. 2015, 2017b).
Using those techniques, H0 values of 73 ± 13 km s−1 Mpc−1
(EPM; Schmidt et al. 1994), 69 ± 16 km s−1 Mpc−1 (SCM;
Olivares E et al. 2010), and ∼ 71± 8 km s−1 Mpc−1 (PMM in
the V band; Rodr´ıguez et al. 2019) have been derived, but
their precisions are not yet comparable to those of Planck
or SNe Ia owing to a lack of SNe II in the Hubble flow, as
well as to a small number of Cepheids or resolved red giants
in SN II host galaxies.
In this work, we increase the number of calibrators and
use the largest SN II sample in the Hubble flow to derive H0
with a precision of ∼ 6.5% (statistical). Section 2 contains a
description of the SN data, and in Section 3 we present the
methods used to derive H0. We discuss our results in Section
4 and summarise our conclusions in Section 5.
2 DATA SAMPLE
For our analysis, we use SNe II from different surveys: the
Carnegie Supernova Project-I (CSP-I1; Hamuy et al. 2006),
1 http://csp.obs.carnegiescience.edu/
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the Lick Observatory Supernova Search (LOSS) with the
0.76 m Katzman Automatic Imaging Telescope (KAIT2; Fil-
ippenko et al. 2001), the Sloan Digital Sky Survey-II SN Sur-
vey (SDSS-II3; Frieman et al. 2008), the Supernova Legacy
Survey (SNLS4; Astier et al. 2006; Perrett et al. 2010), the
Dark Energy Survey Supernova Program (DES-SN5; Bern-
stein et al. 2012), and the Subaru Hyper-Suprime Cam Sur-
vey (SSP-HSC; Miyazaki et al. 2012; Aihara et al. 2018).
We also add SN 2009ib (Taka´ts et al. 2015), a nearby SN II
for which we have a SN host distance measurement from
Cepheids estimated by the SH0ES6 team (A. G. Riess, 2020,
private communication). All of the data have already been
used in different cosmological studies (Poznanski et al. 2009,
2010; D’Andrea et al. 2010; de Jaeger et al. 2015, 2017b,a,
2020) and a complete description of the surveys is given by
Poznanski et al. (2009) (KAIT-P09), D’Andrea et al. (2010)
(SDSS-SN), de Jaeger et al. (2015) (CSP-I), de Jaeger et al.
(2017a) (SNLS, HSC), Ganeshalingam et al. (2010); Stahl
et al. (2019); de Jaeger et al. (2019) (KAIT-d19), and de
Jaeger et al. (2020) (DES-SN).
Following de Jaeger et al. (2020), our method is applied
at 43 d after the explosion, and only SNe II with an explosion
date uncertainty smaller than 10 d are selected. Additionally,
since in this work we use the SCM, at least one spectrum
per SN is needed to measure the photospheric expansion
velocity. After these cuts, our sample consists of 125 SNe II:
49 (CSP-I) + 13 (SDSS-SN) + 4 (SNLS) + 12 (KAIT-P09) +
30 (KAIT-d19) + 15 (DES-SN) + 1 (HSC) + 1 (SN 2009ib).
Among these 125 SNe II, 89 SNe II have z > 0.01.
Note that all of the CMB redshifts (zCMB) were obtained
from the NASA/IPAC Extragalactic Database (NED7) and
were corrected to account for peculiar flows (zcorr) induced
by visible structures using the model of Carrick et al. (2015).
A residual peculiar velocity uncertainty of 250 km s−1 is also
assumed.
3 METHODS
3.1 SN II standardisation
To calibrate SNe II, the SCM is applied; see de Jaeger et al.
(2020) for a full description of the method. Briefly, we use
the observed correlations between SN II luminosity and pho-
tospheric expansion velocity during the plateau phase as well
as the colour to correct the SN II magnitude. Thus, for each
SN the corrected magnitude can be written as
mXcorr = mX + α log10
(
vHβ
< vHβ >
)
− β(c− < c >) , (1)
where X is the X-band filter, m is the apparent magnitude
at 43 d, c is the colour (< c > is the average colour), and
vHβ is the velocity measured using Hβ absorption (< vHβ >
is the average value). To determine the best-fitting param-
eters (α and β) and to derive the Hubble diagram, a Monte
2 http://w.astro.berkeley.edu/bait/kait.html
3 http://classic.sdss.org/supernova/aboutsupernova.html
4 http://cfht.hawaii.edu/SNLS/
5 https://portal.nersc.gov/des-sn/
6 “Supernovae, H0 for the Equation of State of Dark Energy”;
Riess et al. (2011)
7 http://ned.ipac.caltech.edu/
Carlo Markov Chain (MCMC) simulation is performed us-
ing the Python package EMCEE developed by Foreman-
Mackey et al. (2013). For more details, the reader is referred
to Equations (1), (2), and (3) of de Jaeger et al. (2020).
Note that all magnitudes were simultaneously corrected
for Milky Way extinction (AV,G ; Schlafly & Finkbeiner
2011), redshifts due to the expansion of the Universe (K-
correction; Oke & Sandage 1968; Hamuy et al. 1993; Kim
et al. 1996; Nugent et al. 2002), and differences between the
photometric systems (S-correction; Stritzinger et al. 2002)
using the cross-filter K-corrections defined by Kim et al.
(1996). More details regarding these correction are given by
Nugent et al. (2002), Hsiao et al. (2007), de Jaeger et al.
(2017b), and references therein.
3.2 Calibrators
In our low-redshift samples (CSP-I, KAIT, and SN 2009ib),
six SNe II have direct or indirect host-galaxy distance mea-
surements from Cepheids, as follows.
• SN 1999em in NGC 1637 for which the distance mod-
ulus derived by Leonard et al. (2003) has been updated
using the new Large Magellanic Cloud (LMC) distance
(Pietrzyn´ski et al. 2019) and an LMC to Milky Way Cepheid
abundance difference of 0.30 dex (Riess et al. 2019). The dis-
tance modulus used in this work is µ = 30.26±0.09mag. Note
that the metallicity term for optical Cepheid measurements
used by Leonard et al. (2003) was 0.24 mag dex−1.
• SN 1999gi in NGC 3184 (µ = 30.64±0.11mag; updated
from Leonard et al. 2002 using the new LMC distance),
which is estimated through the average of the Cepheid dis-
tances of two galaxies (NGC 3319, µ = 30.60 ± 0.08mag;
NGC 3198, µ = 30.68 ± 0.08mag; updated from Freedman
et al. 2001) associated with the same galaxy group (Tully &
Fisher 1988).
• SN 2005ay in NGC 3998 (µ = 31.74 ± 0.07mag; Riess
et al. 2016), which is measured indirectly from the Cepheid
distance of NGC 3982, also a member of the Ursa Major
Group.
• SN 2008bk (µ = 27.66 ± 0.11mag; Zgirski et al. 2017)
in NGC 7793.
• SN 2009ib in NGC 1559 (µ = 31.416 ± 0.049mag; A.
G. Riess, 2020, private communication). This value is con-
sistent with the one derived by Huang et al. (2020) using
Mira variable stars (µ = 31.41±0.05 (stat) ± 0.052 (sys) mag
• SN 2012aw in NGC 3351 (µ = 29.82 ± 0.09mag;) up-
dated from Kanbur et al. (2003) following the prescriptions
used for SN 1999em in NGC 1637.
In addition to these six SNe II with Cepheid mea-
surements, we also have three SNe II with TRGB distance
derivations.
• SN 2004et in NGC 6946 (µ = 29.38± 0.09mag; Anand
et al. 2018).
• SN 2005cs in NGC 5194 (M51; µ = 29.62 ± 0.09mag;
updated from McQuinn et al. 2017).
•SN 2013ej in NGC 628 (M74; µ = 29.90 ± 0.10mag;
updated from McQuinn et al. 2017).
For SN 2005cs and SN 2013ej, to convert the TRGB
luminosities to distance moduli, we used a zero-point cal-
ibration of −4.01 from outer and halo fields in NGC 4258
MNRAS 000, 1–11 (2020)
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(Reid et al. 2019) instead of −4.06 for typical TRGB colour
(Rizzi et al. 2007).
A summary of all the calibrators available in this work
can be found in Table 1. To homogenise our calibrators, we
remove two objects from this analysis. First, SN 2008bk, a
low-luminosity SN II (Van Dyk et al. 2012), the only object
for which the distance was obtained using ground-based (and
not HST) observations (and then only of 11 Cepheids), and
we cannot determine if these zero-points are consistent with
those from HST. Second, SN 2004et has the largest Milky
Way extinction (AV,G ≈ 1.0mag), making it very unreliable.
Note that Rodr´ıguez et al. (2019) also identified SN 2004et as
an outlier and they removed it from their calibrator sample.
3.3 H0 derivation from SNe II
The method for determining H0 can be divided into three
steps. First, we need to calibrate the SN II apparent magni-
tudes by deriving α and β from Equation 1. To minimise the
effect of peculiar-galaxy motions, we select SNe II located
in the Hubble flow, with zcorr > 0.01 (89 objects). Figure 1
shows the Hubble diagram for this sample. The uncertainties
associated with the corrected magnitudes are
σ2mcorr = σ
2
m +
(
ασvHβ
ln10vHβ
)2
+ (βσ(r−i))2 + σ2z , (2)
where σ2z includes the redshift measurement uncertainties
and a peculiar-velocity error of 250 km s−1. To the total un-
certainty, a free parameter σint is added to take into account
the unmodelled intrinsic SN II scatter. A value of 0.27 mag
is derived, consistent with previous SCM research (Poznan-
ski et al. 2009; D’Andrea et al. 2010; de Jaeger et al. 2017a,
2020). The values of α and β used to correct the SN II ap-
parent magnitudes are respectively 3.95+0.43−0.42 and 1.07± 0.28
(see Section 4.1). If we assume that the colour-magnitude
relation is due to extrinsic factors, the total-to-selective ex-
tinction ratio (RV ) can be obtained from β. We find a lower
RV ≈ 1 than for SNe Ia (Folatelli et al. 2010), but the low
value could be due to intrinsic magnitude-colour not prop-
erly modelled. Recently, de Jaeger et al. (2018) suggested
that the majority of SN II observed colour diversity is intrin-
sic and not produced by host-galaxy dust extinction. Note
that these parameters depend on the sample chosen; in Sec-
tion 4.2, we investigate their effects on the derived value of
H0.
For the last two steps, we follow the work done by
Dhawan et al. (2018) and adapt their Python programs8 to
our SN II sample. We derive the absolute magnitudes of all
calibrators, Mcal
i
(σMcali
), using the Cepheid and TRGB dis-
tances from Table 1 and by correcting their apparent mag-
nitudes with the α and β derived previously,
Mcali = m
cal
i + α log10
(
vHβ
) − β(r − i) − µcal,
(3)
σMcali
= σ2mi +
(
α
ln10
σvHβ
vHβ
)2
+ (βσ(r−i))2 + σ2µcal + σ2int.
(4)
8 https://github.com/sdhawan21/irh0/blob/master/
full-analysis.ipynb
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Figure 1. Hubble diagram (top) and residuals from the ΛCDM
model (bottom) using the SCM as applied to our sample of 89
SNe II in the Hubble flow. zcorr corresponds to the CMB redshifts
corrected to account for peculiar flows. The red solid line is the
Hubble diagram for the ΛCDM model (Ωm = 0.3, ΩΛ = 0.7) and
H0 = 75.8 km s−1 Mpc−1 (see Section 4.1). This Hubble diagram
was built using the i-band magnitude, (r − i) colour, and at 43 d
after the explosion. We present the number of SNe II available
at this epoch (NSNe) and the intrinsic dispersion (σint). Note that
the error bars do not include the intrinsic dispersion.
The absolute magnitudes for all seven calibrators are
displayed in Figure 2. Note that the uncertainties include
the intrinsic scatter σint. The calibrators have an average
weighted absolute magnitude of −16.69mag with a disper-
sion of σcal = 0.24mag. The dispersion is slightly larger than
that obtained using SNe Ia (0.16 mag; Riess et al. 2016;
Dhawan et al. 2018) but biased by the low-statistics number
of calibrators (19 calibrators used for SNe Ia). When the
SCM is not applied, the dispersion increases to 0.61 mag,
demonstrating the utility of the SCM. SN 2005cs exhibits the
largest difference with or without SCM because SN 2005cs
is a low-luminosity SN II (Pastorello et al. 2006) and has
small ejecta velocities, and therefore the largest α log10
(vel/<vel>) corrections.
It is important to note that on average, the absolute
magnitude for the TRGBs is brighter (N = 2, −16.93 ±
0.28mag) than for the Cepheids (N = 5, −16.62 ± 0.16mag).
As Jang & Lee (2017a) showed that TRGB distances are
in good agreement with the Cepheid distances derived by
Riess et al. (2011, 2016), the difference in absolute magni-
tude could be explained by a small-number statistics.
The third and last step consists of combining the cali-
brator and the Hubble-flow samples. The calibrator sample
will constrain the absolute magnitude Mi , while the Hubble-
MNRAS 000, 1–11 (2020)
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Table 1. Calibrator sample.
SN name Host Galaxy µ (mag) calibrator Used references
SN 1999em NGC 1637 30.26 ± 0.09 Cepheids Yes Updated from Leonard et al. (2003)
SN 1999gi NGC 3184 30.64 ± 0.11 Cepheids Yes Updated from Leonard et al. (2002)
SN 2004et NGC 6946 29.38 ± 0.09 TRGB No Anand et al. (2018)
SN 2005ay NGC 3998 31.74 ± 0.07 Cepheids Yes Riess et al. (2016)
SN 2005cs NGC 5194/M51 29.62 ± 0.09 TRGB Yes Updated from McQuinn et al. (2017)
SN 2008bk NGC 7793 27.66 ± 0.11 Cepheids No Zgirski et al. (2017)
SN 2009ib NGC 1559 31.42 ± 0.05 Cepheids Yes A. G. Riess (2020), priv. comm.
SN 2012aw NGC 3351 29.82 ± 0.09 Cepheids Yes Updated from Kanbur et al. (2003)
SN 2013ej NGC 628/M74 29.90 ± 0.10 TRGB Yes Updated from McQuinn et al. (2017)
SN
19
99
em
SN
19
99
gi
SN
20
05
ay
SN
20
09
ib
SN
20
12
aw
SN
20
05
cs
SN
20
13
ej
−17.5
−17.0
−16.5
−16.0
−15.5
−15.0
M
i
ca
lib
ra
te
d
S
N
e
II
(m
a
g
)
Ncalib = 7
σSCM = 0.24 mag
σno SCM = 0.61 mag
Cepheids TRGBs SCM No SCM
Figure 2. Absolute i-band magnitude 43 d after the explosion for
the calibrators based on Cepheid distances (black) or the TRGB
(red). The empty squares are the absolute magnitudes without
applying the SCM, while the filled circles are with velocity and
colour corrections. We also present the standard deviation with
and without SCM.
flow sample is used to determined the intercept of the SN II
magnitude-redshift relation (zero-point). In practice,
µ = mi − Mi = 5 log10(dL) + 25, (5)
where the luminosity distance (dL) in Mpc is defined by its
kinematic expression as
dL ≈ czH0
(
1 +
(1 − q0)z
2
+
(1 − q0 − 3q20 + j0)z2
6
)
. (6)
As defined by Riess et al. (2007), q0 is the present acceler-
ation (q0 = −0.55) and j0 is the prior deceleration ( j0 = 1).
Using Equations 5 and 6, we can extract H0 as
log10 H0 =
Mi + 5 ai + 25
5
, (7)
where ai is the intercept measured from the Hubble-flow
sample and Mi is the absolute SN II i-band magnitude (at
43 d) derived using our calibrator sample. Following Dhawan
et al. (2018), to derive H0, we use the Python package EM-
CEE developed by Foreman-Mackey et al. (2013) and fit a
joint model which combined the Hubble-flow and calibrator
samples. The likelihood will evaluate how close the calibra-
tors are to the mean absolute magnitude, and simultaneously
how close the Hubble-flow SN II absolute magnitudes are to
the mean absolute magnitude given a value of H0. In this
model, α, β, H0, Mi , and σint are free parameters, and ai
can be obtained using Equation 7. We run the MCMC sim-
ulation with 300 walkers and 2000 steps, and the priors are
uniform for α, β , 0, H0 > 0, and Mi < 0, and scale-free for
0.0 < σint with p(σint) = 1/σint.
4 RESULTS
4.1 Hubble constant
In Figure 3, the one- and two-dimensional projections of
the five free parameters of our model (α, β, H0, Mi , and
σint) are shown. For the Hubble-flow SN II sample, we use
all SNe II with zcorr > 0.01 (N = 89) and the seven cali-
brators described in Table 1. We obtain a median value of
H0 = 75.8+5.2−4.9 km s
−1 Mpc−1, where the uncertainties are only
statistical. With a ∼ 6.7% statistical uncertainty, this value
is the most precise ever obtained using SNe II.
Our result is consistent with the local H0 determined
from SNe Ia (74.03±1.42 km s−1 Mpc−1; Riess et al. 2019) and
shows a discrepancy of ∼ 1.7σ with the high-redshift value
(H0 = 67.4 ± 0.5 km s−1 Mpc−1; Planck Collaboration et al.
2018). The median absolute i-band magnitude 43 d after the
explosion of the calibrators is Mi = −16.69 ± 0.14mag while
the intercept −5 ai has a value of −1.08±0.04mag (derived us-
ing Eq. 7). Finally, an intrinsic scatter σint = 0.27± 0.04mag
is obtained, consistent with previous SCM work where the
community derived a value between 0.25 and 0.33 (Poznan-
ski et al. 2009; Olivares E et al. 2010; D’Andrea et al. 2010;
de Jaeger et al. 2017a, 2020).
4.2 Systematic uncertainties
In this section, we investigate the effect of our different cuts
and calibrators on H0; the results are summarised in Table
2 and Figure 4.
First, if we change the peculiar velocity error to
150 km s−1 (versus 250 km s−1), H0 slightly changes
to 75.6+5.3−4.9 km s
−1 Mpc−1, only a difference of 0.3% (0.2
km s−1 Mpc−1). Then, if we select only the SNe II with
zcorr > 0.023 (Riess et al. 2011), the number of SNe II
available for the Hubble diagram decreases to 47 and H0
MNRAS 000, 1–11 (2020)
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Figure 3. Corner plot showing all of the one- and two-dimensional projections. Data points are shown as grey-scale points and red
contours are given at 1σ and 2σ (which corresponds in two dimensions to the 39% and 86% of the volume). The five free parameters
of our model are plotted: α, β, H0, Mi , and σint. For each parameter, the median value and the 16th and 84th percentile difference are
shown. To make this figure we used the corner-plot package (triangle.py v0.1.1. Zenodo. 10.5281/zenodo.11020).
increases to 77.8+6.2−5.7 km s
−1 Mpc−1, a difference of 2.6%
(1.9 km s−1 Mpc−1).
The largest difference in H0 is seen when different cali-
brators are used. If only the Cepheids are selected as calibra-
tors, H0 increases to 78.5+6.3−5.8 km s
−1 Mpc−1, a difference of
3.2% compared with the original sample. With the Cepheids,
a slight difference of 0.5% from the original sample is also
seen for the absolute i-band magnitude: −16.61 ± 0.16mag.
As discussed in Section 3.3 and Figure 2, SN II magnitudes
calibrated with TRGBs are on average brighter than those
calibrated using Cepheids. Therefore, if only the TRGBs are
used as calibrators, the absolute i-band magnitude increases
to −16.89 ± 0.27mag, a difference of 0.20 mag from the orig-
inal sample. Although the dispersion decreases to 0.08 mag
(instead of 0.24 mag), H0 decreases to 69.0+9.1−8.2 km s
−1 Mpc−1,
a difference of 9.0%. However, the large difference is driven
by small-number statistics.
By removing the least luminous SN II (SN 2009ib;
see Fig. 2) from the Cepheid sample, we derive a value
smaller than that obtained with the original sample,
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74.9+6.7−6.1 km s
−1 Mpc−1, a difference of only 0.9 km s−1 Mpc−1
(∼ 1.2%). However, the absolute-magnitude dispersion of
the calibrators decreases to 0.10 mag (versus 0.21 mag) but
with only 4 SNe II. We can also combine the Cepheid and
TRGB samples after removing SN 2009ib. The calibrator ab-
solute magnitude dispersion remains small (0.14 mag) and
the H0 derived presents a difference of only 2.9 km s
−1
Mpc−1 (3.8%). As a test, we also add the two calibrators
(SN 2004et and SN 2008bk) removed from our calibrator set
(see Section 3.2). With the nine calibrators we obtain a value
of 74.4+4.8−4.5 km s
−1 Mpc−1, which differs by 1.4 km s−1 Mpc−1
(∼ 1.8%)
To get a more realistic idea of the calibrator effects
on H0, we also perform a bootstrap resampling of the
set of calibrators, with replacement (see Figure 5). To ex-
plore all the possibilities (13!/7!6!), we run 1716 simula-
tions and get an average value of 76.1 ± 4.2 km s−1 Mpc−1.
To compare with the original value, we take the me-
dian of these simulations, and as total uncertainty the
standard deviation (4.2 km s−1 Mpc−1) added in quadra-
ture to the mean of the errors obtained for each simu-
lation (+5.3 and −5.00 km s−1 Mpc−1). We derive H0 close
to the original value: 75.4+6.8−6.5 km s
−1 Mpc−1, differing by
only 0.4 km s−1 Mpc−1 (∼ 0.5%). The distribution displayed
in Figure 5 clearly shows that our H0 value favours that
obtained by Riess et al. (2019). The peak of our dis-
tribution matches H0 from the local measurements using
SNe Ia while the distribution almost does not overlap the
Planck+ΛCDM value. The fact that our distribution ex-
tends to large H0 values (85–95 km s
−1 Mpc−1) is driven by
SN 2009ib, which is the faintest calibrator. All the values
larger than 85 km s−1 Mpc−1 were obtained when among the
seven selected calibrators, SN 2009ib is used at least four
times. For example, among the 1716 different possibilities,
as we select seven SNe (with replacement) from our set
of calibrators, for some combinations we used [SN 2009ib,
SN 2009ib, SN 2009ib, SN 2009ib, X, Y, Z], where X, Y,
and Z are SN 1999em, SN 1999gi, SN 2005ay, SN 2005cs,
SN 2009ib, SN 2012aw, or SN 2013ej.
Finally, we can select different surveys to calibrate the
SNe II. If we select only CSP-I (37 SNe II), H0 is very con-
sistent with the original sample value with a slight differ-
ence of 0.4 km s−1 Mpc−1 (∼ 0.5%). Combining our two low-
redshift samples (CSP-I and KAIT) or selecting only KAIT
decreases the value to (respectively) 74.7+6.1−5.6 km s
−1 Mpc−1
and 75.6+5.4−5.0 km s
−1 Mpc−1; these are respective differences
of 1.1 km s−1 Mpc−1 and 0.2 km s−1 Mpc−1 (1.5% and 0.3%).
If we select only the“high-z”sample (SDSS-SN, SNLS, DES-
SN, HSC), H0 increases to 78.1+6.0−5.6 km s
−1 Mpc−1, a differ-
ence of 2.3 km s−1 Mpc−1 (3.0%).
From the standard deviation of 13 analysis variants
presented in Table 2, we derive a systematic uncertainty
of ∼ 2.5 km s−1 Mpc−1 (i.e., 3.3%). To this systematic un-
certainty, we also add in quadrature an uncertainty of ∼
1.2 km s−1 Mpc−1 (1.5% for the LMC in Table 6 of Riess
et al. 2019) owing to the error in the anchor measurements
(anchor distance, mean of period-luminosity relation in an-
chor, zero-points anchor-to-hosts, and Cepheid metallic-
ity). The total systematic uncertainty is ∼ 2.8 km s−1 Mpc−1
(i.e., 3.7%). Thus, from our original sample, we obtain
H0 = 75.8
+5.2 (stat)
−4.9 (stat) ± 2.8 (sys) km s−1 Mpc−1. Our H0 value
(75.8 ± 5.8 km s−1 Mpc−1) derived using SNe II is consistent
(difference of 0.3σ) with the local measurements from SNe Ia
(Riess et al. 2019) but show a discrepancy of ∼ 1.4σ with
the high-redshift results (Planck Collaboration et al. 2018).
Therefore, our value favours that obtained by Riess et al.
(2019) (with a difference of only 1.8 km s−1 Mpc−1) rather
than that estimated by Planck Collaboration et al. (2018)
(with a difference of 8.4 km s−1 Mpc−1). Note that the small
calibrator set leads to large statistical uncertainty but leaves
room for decreasing the total uncertainty. As a simple test,
instead of selecting seven calibrators, we use each calibrator
twice (14 calibrators in total). The final statistical uncer-
tainty decreases from 5.1 (the average of 5.2 and 4.9) to
3.7 km s−1 Mpc−1 (25%).
To summarise, in this work we only exchange SNe II for
SN Ia to measure extragalactic distances; taking this study
at face-value, there is no evidence that SNe Ia are the source
of the H0 tension. The probability P(H0 ≤ H0,Planck ) that
our H0 measurement from the bootstrap distribution (moved
toward the Planck measurement by the systematic error) is
at least as low as 67.4 km s−1 Mpc−1 (Planck Collaboration
et al. 2018) is only 4.5% (see Eq. 10 of Pesce et al. 2020).
5 CONCLUSIONS
In this work, we show that SNe II have a role to play in the
“H0 tension,” as they can be used to obtain extragalactic
distances and provide an independent measurement of H0.
From SNe II and using only seven objects with Cepheid
or TRGB independent host-galaxy distance measurements,
we derive the most precise value of H0 solely using SNe II:
H0 = 75.8+5.2−4.9 km s
−1 Mpc−1, where the uncertainties are only
statistical.
We also investigate the effect of our different cuts
and calibrators on H0 and estimate a systematic error of
∼ 2.8 km s−1 Mpc−1 (∼ 3.7%). If we combine the systematic
and the statistical errors, our value (75.8±5.8 km s−1 Mpc−1)
is consistent with the local measurement (Riess et al. 2019),
a difference of only 1.8 km s−1 Mpc−1. However, our H0 value
differs by 1.4σ from the high-redshift results (Planck Collab-
oration et al. 2018) – a difference of 8.4 km s−1 Mpc−1. The
probability that our H0 measurement from the bootstrap
distribution is at least as low as 67.4 km s−1 Mpc−1 (Planck
Collaboration et al. 2018) is only 4.5%. Given that we only
exchange SNe II for SNe Ia, this demonstrates that there is
no evidence from our work that SNe Ia are the source of the
H0 tension.
With the next generation of telescopes (e.g., the Vera
C. Rubin Observatory), we will be able to increase the num-
ber of calibrators and SNe II in the Hubble flow and thus
improve the precision of H0.
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Table 2. Free-parameter values for different sample choices.
Sample Cali Ncali σcali NSNe α β H0 Mi −5 ai σint ∆H0
(mag) (km s−1 Mpc−1) (mag) (mag) (mag)
Original C+T 7 0.24 89 3.95 +0.43−0.42 1.07 ± 0.28 75.8 +5.2−4.9 −16.69 ± 0.14 −1.08 ± 0.04 0.27 ± 0.04 · · ·
vpec= 150 km s−1 C+T 7 0.24 89 3.94 +0.43−0.42 1.07
+0.28
−0.27 75.6
+5.3
−4.9 −16.69 ± 0.14 −1.08 ± 0.04 0.28 ± 0.04 0.3%
zcorr > 0.023 C+T 7 0.29 47 4.07 +0.65−0.63 0.41
+0.48
−0.46 77.8
+6.2
−5.7 −16.79 ± 0.16 −1.24 ± 0.05 0.28 +0.05−0.04 2.6%
0.023 > zcorr > 0.15 C+T 7 0.27 40 4.08 +0.74−0.72 0.71
+0.50
−0.49 78.2
+6.3
−5.8 −16.74 ± 0.16 −1.20 ± 0.06 0.29 ±0.05 3.2%
zcorr > 0.01 C 5 0.21 89 4.02 +0.46−0.45 1.05
+0.28
−0.29 78.5
+6.3
−5.8 −16.61 ± 0.16 −1.08 ± 0.04 0.27 ± 0.04 3.6%
zcorr > 0.01 T 2 0.08 89 3.96 +0.44−0.42 1.00
+0.30
−0.29 69.0
+9.1
−8.2 −16.89 ± 0.27 −1.09 ± 0.04 0.27 ± 0.04 9.0%
−09ib C 4 0.10 89 4.00 +0.45−0.44 1.01 +0.28−0.29 74.9 +6.7−6.1 −16.71 ± 0.18 −1.08 ± 0.04 0.27 ± 0.04 1.2%
−09ib C+T 6 0.14 89 3.94 +0.42−0.41 1.03 +0.28−0.29 72.9 +5.4−5.0 −16.77 ± 0.15 −1.08 ± 0.04 0.27 ± 0.04 3.8%
+04et, 08bk C+T 9 0.35 89 4.16 +0.43−0.42 1.15
+0.28
−0.29 74.4
+4.8
−4.5 −16.73 ± 0.13 −1.08 ± 0.04 0.27 ± 0.03 1.8%
bootstrap C+T 7 0.18 89 3.96 +0.45−0.44 1.04
+0.28
−0.27 75.4
+6.8
−6.5 −16.70 ± 0.18 −1.08 ±0.04 0.27 ± 0.04 0.5%
CSP-I C+T 7 0.23 37 3.86 +0.58−0.56 1.18
+0.41
−0.40 76.2
+5.4
−4.9 −16.62 ± 0.14 −1.03 ± 0.05 0.24 ± 0.04 0.5%
KAIT C+T 7 0.27 19 4.75 +0.88−0.93 1.95
+0.53
−0.56 74.7
+6.1
−5.6 −16.59 ± 0.14 −0.96 ± 0.08 0.26 ± 0.07 1.5%
CSP-I+KAIT C+T 7 0.23 56 4.10 +0.54−0.50 1.39
+0.34
−0.35 75.6
+5.4
−5.0 −16.62 ± 0.14 −1.01 ± 0.05 0.26 ± 0.05 0.3%
“high-z” C+T 7 0.26 33 3.61 +0.67−0.64 0.56
+0.50
−0.49 78.1
+6.0
−5.6 −16.74 ± 0.15 −1.21 ± 0.06 0.27 ± 0.05 3.0%
Effect of systematic errors on the best-fitting values using the SCM and different samples. Original line corresponds to the values obtained in Section 4.1. We try
different cuts in redshift (zcorr), surveys (e.g., only CSP-I, only KAIT, CSP-I+KAIT, high-z SDSS+SNLS+DES+HSC), calibrators [Cepheids (C) and/or TRGBs (T)],
and also remove or add some calibrators (e.g., −09ib for SN 2009ib; +04et, 08bk for SN 2004et, SN 2008bk). The last line corresponds to the average value obtained
when performed a bootstrap resampling of the set of calibrators, with replacement using seven calibrators. For each parameter, the median value with the 16th and
84th percentile differences are given. For the last line, the median and the standard deviation added in quadrature to the mean of the uncertainties obtained for each
parameter are written. Note that the uncertainties are only statistical. The last column, ∆H0, corresponds to the percentage difference from the original.
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filled region corresponds to the value obtained from our “original” sample (zcorr > 0.01, vpec = 250 km s−1, and using our seven calibrators).
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4.2 km s−1 Mpc−1 and a median value of 75.4 km s−1 Mpc−1 are de-
rived. The red and black filled regions correspond to the H0 values
obtained (respectively) by Riess et al. (2019) and Planck Collab-
oration et al. (2018). None of the 1716 H0 values are smaller than
67.4 km s−1 Mpc−1 (Planck Collaboration et al. 2018) and only
3.5% have a discrepancy smaller than 1σ (including only a sys-
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