As communication networks grow,
Currently it connects about 4,000,000 hosts. Most of them belong to end users, whose involvement in control functions is limited (although they do participate in many distributed computing activities). However, at the rate of 100 to 1000 nodes per router, the number of control nodes is estimated in the tens of thousands. Moreover, the internet is not the only huge and fast growing network; working hard to realize the celebrated "information superhighway" are all the main telecommunication companies in the world. Permission to make digital/hard copies of all or part of this material for personal or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copyright is by permission of the ACM, Inc. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires specific permission and/or fee. PODC 95 Ottawa Ontario CA@ 1995 ACM O-89791-710-3/95/08. .$3.50 Another characteristic of the emerging networks is their diversity.
Numerous manufacturers are involved in producing the hosts, routers and cables for these networks.
Even when equipment of the same source is used, there are significant differences in the ages, sizes, speeds, reliability, and many other attributes of the equipment and software used. Moreover, the Internet is not managed by one single authority, but rather by thousands of organizations, governed by very different policies and considerations. Indeed, the parties concerned strive for compatibility, but many differences exist nevertheless.
In such a diverse environment, faults of many different types, leading to information inconsistency, are unavoidable. Indeed, coping with faults, and devising fault-tolerant solutions for various problems, is one of the most active research areas in networking and distributed systems. However, one striking characteristic of this area is that in many of the solutions-proposed in the literature, faults are fixed globally i.e., by algorithms involving the entire system. Clearly, using global measures to detect and correct errors is becoming more and more unrealistic as networks grow, and it is essential to develop scalable fault-handling tools, that is, solutions that can be applied even in large networks.
In particular, the cost of such tools is required to grow slower than the system size. It is also required that the non-faulty parts of the networks will be able to continue operating even while the faulty parts are recovering. Otherwise no meaningful work can be done.
The Intensive research efforts were invested in the problem of dealing with this situation, and bringing the system to a correct legal state. A common methodology is based on separating the task into two distinct subtasks, detection and correction.
In this paper we concentrate on the development of faultlocal variants for the correction phase.
For the detection part we refer the reader to [7, 8, 9] , which proposed the notion of unreliable fault detectors.
These detectors detect every fault, but may have also "false alarms". Our correction algorithm can, for instance, be started by such detectors, and will not cause any damage in the case of a false alarm.
Other relevant work on fault detection was done by [4, 3] , suggesting the notion of local detection of faults by local (hence fast ) checking.
We initiate the study of fault-local correction algorithms through studying the following basic problem. Consider a problem X on graphs, whose solutions are representable as a function F on the vertices of the network. The set of legal solutions of X on a given graph G is denoted by X(G). Consider a distributed network, whose nodes collectively store the representation of some solution F c X(G) of the problem X on the graph. Suppose that at time tO, the memory contents stored at some subset F of the nodes of the network are distorted due to some transient failures. As a result, while the stored values still look locally legal, the representation of the function stored at the network has changed into some inconsistent function~that is no longer valid.
It is clear that, assuming the problem X is computable, then investing sufficient computational efforts it is possible to mend the function, namely, change the values at some of (or all) the nodes, and reconstruct a valid representation of a (possibly different) solution of the same type, 7' G X(G). The question raised in the current paper is the following:
Is it possible to distributedly mend the function in time complexity dependent on the number of failed nodes, rather than on the size of the entire network?
We term this operation (if and when possible) fault-local mending.
We say that the problem X is fault locally f-mendable if, following the occurrence of faults in a set F of nodes, the solution can be mended in O(f(lFl)) time. This may in fact be cheaper in some cases than returning to the original X. Put more formally, let d(.F, X') denote the distance between the two solutions X and~', namely, the number of nodes on which they disagree:
For a problem X, a graph G and a function~, let cost(%, X, G) denote the distance of 7 from X(G),
Clearly, if~' is obtained from X~X(G) through failures in a set of nodes F, then cost(~', X, G) is bounded from above by IF 1. our observation implies that the complexity of mending a given faulty solution 7' of X should be O(f(cost(Y', X, G))). While viewed here as a limitation, the notion of closeness was actually promoted in [DH95] as a goal of an algorithm that adjusts to topological changes (and faults); the algorit hm presented there to achieve that, however, performs a global computation even for one change, and is thus not fault local.
Still, thegoal ofcloseness promotedin [DH95] is intuitively very appealing (even though it did not lead to better complexity); it would be interesting to find whether its benefit can be formally quantified. The second inherent limitation of fault-local mending has to do with the specific representation of the solution function % in the network.
A crucial observation is that if the function is represented minimally, then fault-local mending may be impossible.
Consider again the example of leader election.
Its minimal representation seems to be keeping a single bit at each node, as described in Example 1.1. However, if a single fault changes the value at the leader to be not-leader, then the resulting global state is symmetric, and mending it is as hard as solving leader election from scratch. Hence any solution approach must be based on making use of additional data structures at the various nodes, typically storing information about the local states of their neighbors.
It should be clear that the use of such data structures does not by itself suffice to solve the problem.
In fact, it may increase its complexity, since any additional data stored at the nodes of the system is just as prone to erasure or distortion due to faults as is the basic data. This second limit ation does not manifest itself in the persistent bit problem that is dealt with in the greater part of this paper. (In this problem every node needs to keep only one bit. ) However, it is very noticeable in other problems (and in the general problem) discussed in Section 7. In the full paper we will discuss also the difficulties involved in generalizing our solution to weaker models (such as asynchronous model, self stabilization} etc). Some initial steps in this direction have been taken in [KP95b] .
Contributions
In this paper we introduce the notion of fault locality, together with tools to make algorithms fault local, such as non-minimal function representation and restrained voting. We further examine the existence of locally mendable functions.
ClearIv. if the time needed to commte a func-"! tion from scratch is constant (e.g., some versions of coloring [NS93] ) then it is trivially locally mendable.
Here, we show that using data structures storing a sufficiently redundant representation, every problem X is locally mendable. (Specifically, every problem X is cIFI log lF1-locally mendable for a small constant c. )1 This is done by first introducing a novel and simple algorithm for mending the solution to the global common bit moblem.
In this Droblem. initiallv the network stores a bit in a replicated w~y. That 'is, all n~des store an identical bit (i.e., each node v has a variable Mv, and initially all bits are set to the same value).
As the result of a failure, the values at some of the nodes have flipped.
The problem is to restore a legal situation (of all nodes storing a common bit). The global reset approach to error correction has two major shortcomings.
First, it means that even one fault can cause a global computation, that may take a long time to output a legal result. Secondly, the global reset method is mainly suitable for a distributed system that cannot (or is not required to) produce "useful work" when some of its nodes suffer a transient fault.
In many typical cases, however, it seems desirable for the distributed svstem to correct itself as locallv as Dossible, letting undamag~d regions of the system opera~e as-usual in the meantime.
These two disadvantages of the global correction approach provide the motivation for introducing the notion of faultlocdity, which, to the best of our knowledge, has not been discussed before.
Of course, global reset is not the only approach in the literature, or in practice.
Its main novelty was its universality: it could be used to mend any problem.
An We need a few definitions concerning the immediate surroundings of sets of nodes. Let I'i(v) be the set of all nodes whose distance from v in G is less than or equal to i. For a set of nodes W, let I'~(W) = UW=W I';(w).
We first consider the problem of mending a common bit on a given graph G. The common bit is represented by a vector of bits J14 = (&tVl, . . .-, M.fi )} which are all the same (i.e., the vector &i is either O or 1.) The representation M is stored distributedly, with each node v storing its own bit M,.
AS the result of a failure, the values at IF] of the nodes have flipped.
The problem is to restore a legal situation (of all nodes storing a common bit). Later on, we consider any problem X. In this case, the solution~is represented by a more general structure F(v) at every node v in the network.
Still, for simplicity we shall formulate the definitions in the remainder of this section for the simple case of the common bit problem. Our approach allows a more general representation, in which in addition to the output bit M., each node v may maintain an additional data structure De. Let M$ be the output (namely, the representation of the common bit) before the faults. and let M,, be the current represent at[on of the common bit (when the mending operation may be required). Likewise, let D; be the data structure stored at v before the faults, and let DV be the current structure stored at v. Thus the bits Mo and the structures Dv are the input for the mending task, and both of them must be mended.
Formally, the set of faulty nodes is defined as F = {v I M. A natural idea for attacking this difficulty would be to require a node in conflict to consult all its neighbors, and adopt the majority of their views as its own. Returning to our complete graph example, so long as fewer than n/2 of the nodes are corrupted, the corrupted nodes can be corrected by using a majority vote.
Of course, once the number of corrupted nodes exceeds n/2, global mending is necessary, but in this case the extra cost is justified by the size of F (or in other words, the complexity of the mending operation is still well bounded as a function of IF I). Unfortunately, unlike the situation in the complete graph, there are many other topologies in which a small coalition of corrupted nodes can control the majority of neighbors around many nodes, and thus cause the need for extensive mending.
In particular, the following simple example shows that just a few faulty nodes may cause an erroneous result of the majority voting in many nodes.
Example 3.1 Consider a graph G = (V, E) where V = {a, b} U{l,..., n -2}, and each 1 < i < n -2 is connected to both a and b, but not to any other node (see Fig.  1 Let us now turn to the general case, where it is not assumed that IF I is known.
In this case, our sdgorithm runs in phases, performing a search on the number of faults IF 1. In phase i it is "guessed" that the number IFI of faults is not larger than 2;. Several things can go wrong when the guess is too small. The most severe problem is that the computations carried out in the first phases might increase the number of "currently faulty" nodes. That is, denoting by F{ the set of v nodes whose bit value .MV at the beginning of the ith phase ia different from their original value M:, while Fi = F, the set Fz is affected by the outcome of phase 1. In particular, the assignment of new bit values to some of the nodes in phase 1 might cause many nodes whose original value was correct to erroneously change their value to an incorrect one, thus effectively making the set FZ much larger than F, and so on.
The only way to completely wipe out the influence of the previous phase would be to make all participating nodes return to their initial values. Indeed, this re-initialization operation is applied at nodes that decide at the end of a phase to participate in subsequent phases.
(For that, the initial value of M, is saved in a variable M~"" .) But applying such a re-initialization operation globally might be highly time consuming, since it may very likely happen that the assignment in the neighborhood of some nodes in the conflict set ci is consistent at the end of the phase, and hence these nodes are ready to terminate, while some other nodes observe inconsistencies, implying the necessity of another phase. Therefore re-initialization of all nodes requires broadcast of a message from the latter nodes to the former, which might be time consuming.
It is therefore necessary to ensure two things: first, that the algorithm is able to detect that the guess was wrong, and secondly, that the operations of the algorithm under the For every node v, save M~av = Mv. Every node v receiving a "poll" message performs a poll among its set of voters to distance 2'. The outcome is determined as follows:
(c) If neither of the two votes has the majority /" due to non-voters *I then leave A4v unchanged. wrong guess did not cause "too much damage". We achieve this behavior by attempting to prevent seemingly faulty nodes from participating in the voting process and gaining undue influence.
Towards that end, we introduce one additional "screening" step before performing our polling. The idea is that nodes with a suspiciously high number of conflicts with neighbors (where "high" here is relative to the phase) will be "guessed" faulty, and consequently will be barred from participating in the voting.
It is important to note that despite this possibility of non-voters, the votes carried at the nodes will still require a strict majority, namely, more than half of the entire 2'-neighborhood (not just half of the voters).
5
Mending algorithm
We are now ready to describe our mending algorithm for the common bit problem. The algorithm, COMMON-CORRECT, is given below in Figure 2 .
The algorithm starts by saving the input values of M in variables M '"".
These input values will be used from time to time throughout the run of the algorithm (in particular, whenever the algorithm requires a node to consult the data structure,
only these values will be used). The variables M will be used for recording the output of the computation.
Specifically, whenever a node v selects a new value for its common bit assignment, it stores it in Mv.
As outlined earlier, the algorithm conducts majority votes to determine the output of some nodes, polling the values of their neighbors.
However, the nodes with many collisions (where "many"
here is with respect to the phase we 're currently in) are "guessed" to be faulty, and thus are not allowed to vote.
In each phase i,, the algorithm performs polls on neighborhoods of size 2', and also separates nodes with many conflicts from ones with few conflicts using the threshold 2'. 6 Correctness and analysis Let us first describe the general structure of the proof. In Lemma 6.5 (using Lemma 6.4) we show that, assuming IFI s n/2, there is a sufficiently large i such that phase i computes a valid assignment of a common bit, which in fact must equal the original input.
Remark 6.1 For F larger than n/2 the algorithm may fad, in which case the common bit may be computed (upon detecting a local inconsistency still persisting at some node) via a global method, costing time O(n) at the most in the model employed here. This still qualijies as an 0(1 FI )-faultlocal mending operation given the size of F. The choice of the specijic global resolution procedure to be collectively employed by the vertices of the graph for computing the common bit upon such an event is dependent on the particular problem at hand, namely, the specijic application that created the common bit in the first place. For instance, in some cases it may be sujjlcient to set the bit to some pre-fixed value, whereas in some other cases the common bit may have some specijic meaning, dependent on the graph topology or the inputs, in which case it should be computed from scratch.
In other cases, where the task is required just to remember some information that cannot be regenerated, this information is lost if the majority of the nodes are faulty.
An interesting property showing up in the analysis is that the complexity of mending the common bit depends on the size of the set Fi of nodes whose output M? at the beginning of phase i is different than the original value JU~. Note that these could be either faulty nodes, or healthy nodes that erroneously computed a new M? during previous phases. In Lemma 6.2 we show that the number of such nodes Fi in phase i is not much larger than the number of faults F, by showing that the number of nodes in Fit 1 is not much larger than the number of nodes that participated in the voting in phase i. Let F; denote the set of nodes whose M-value at the beginning of phase i is inconsistent with the "correct" one, i.e., Fi = {V 1 Mv # MJ}.
Also, let Zi denote the set of nodes that detected a conflict with a neighbor in Step 3 of the algorithm, and let Wi denote the set of nodes that participate in the polling in phase i. Note that w, = r,,(z{).
(1) Lemma 6.2 In any phase k < log n, the set Fk satisfies lFkl < min{(2k -l)lFl, n}.
Proofi
The upper bound of n on Fh is trivial. The upper bound of (2k -1) [F I is proved by induction on k. The claim is clear for the beginning of phase k = 1. Now let us assume that the claim holds for phase k and look at the beginning of phase k + 1.
Nodes enter Fk+l either if they are in Fk or as a result of performing a majorit y vote with an erroneous result. By the inductive hypothesis, the size of the first set is at most (2k -1)1F 1. The second of those sources is bounded as follows. Let Y denote the set of nodes that got the wrong value as the result of a wrong vote in phase k. Let p denote the number of pairs (u, v) Lemma 6.5
1. If IFI < 2i-1 /i for some i~log n, then at the end of phaae i, M is a valid common bit assignment, and moreover, it is equal to M*.
2. If IFI < n/2, then at the end of phase log n, M is a valid common bit assignment, and it is equal to M*.
Proof:
The first claim is proved as follows. Suppose that Turning to the case where n/2 > IFI > n/ log n, we note that the algorithm must terminate after the first iteration J in which the entire graph was reached from every node. This iteration cost time O(n) and all the previous iterations combined cost no more than that as well. I
Our analysis establishes the following theorem.
Theorem 6.7
The common bit problem is locally flFl)-mendable. 
