What does perceptual experience contribute to Wgure-ground segregation? To study this question, we trained observers to search for symmetric dot patterns embedded in random dot backgrounds. Training improved shape segmentation, but learning did not completely transfer either to untrained locations or to untrained shapes. Such partial speciWcity persisted for a month after training. Interestingly, training on shapes in empty backgrounds did not help segmentation of the trained shapes in noisy backgrounds. Our results suggest that perceptual training increases the involvement of early sensory neurons in the segmentation of trained shapes, and that successful segmentation requires perceptual skills beyond shape recognition alone. 
Introduction
A fundamental step in object recognition is to segregate retinal images into Wgure and ground. Successful segmentation of an object can be achieved through bottom-up processing based on regional contrast deWned by color, luminance, or texture. In a cluttered visual scene, however, segmentation beneWts greatly from top-down information, such as expectancy or knowledge of contents. A classic example of this is Richard Gregory's Dalmatian dog image, which looks like a bunch of splotches to the naïve. Viewers who have previously experienced this degraded scene can promptly delineate the area corresponding to the dog against the background of similar black-and-white blobs. Such degradation is a common occurrence in everyday vision; due to occlusion, poor illumination, and viewpoint changes, object boundaries are frequently lost or corrupted by spurious edges. Thus, computational approaches to object recognition consider Wgure-ground segregation as a highly challenging task that requires the aid of top-down knowledge (see Kersten, Mamassian, & Yuille, 2004) .
One source of top-down information comes from perceptual training. Training can help human observers improve their ability to segment novel objects from cluttered visual scenes. For instance, training enabled observers to perceive a closed contour of similarly oriented Gabor elements in a background of Gabor elements (Kourtzi, Betts, Sarkheil, & Welchman, 2005) or to recognize a mechanochemical structure ('digital embryo') from a clutter of similar structures (Brady & Kersten, 2003) . Interestingly, those learning eVects do not simply reXect improvements in general-purpose perceptual skills; learning was typically speciWc to the trained objects and did not completely transfer to other untrained objects (see also, Kovacs, Kozma, Feher, & Benedek, 1999; Li & Gilbert, 2002) . Such speciWcity is observed under a variety of conditions mimicking real world situations as well, such as when searching for a knife from an X-ray images of packed luggage (McCarley, Kramer, Wickens, Vidoni, & Boot, 2004) or when trying to diagnose an abnormality in medical X-rays (Sowden, Davies, & Roling, 2000) .
SpeciWcity has been extensively studied in perceptual learning under the basic assumption that the dependence of learning on speciWc stimulus parameters provides a behavioral probe into the underlying neuronal mechanisms (Karni & Bertini, 1997) . In perceptual learning of fundamental dimensions of visual analysis, such as line orientation (Shiu & Pashler, 1992; Vogels & Orban, 1985) , hyperacuity (Fahle & Edelman, 1993; Poggio, Fahle, & Edelman, 1992) , motion (Ball & Sekuler, 1982 , 1987 Vaina, Belliveau, des Roziers, & ZeYro, 1998) , texture (Ahissar & Hochstein, 1993 Karni & Sagi, 1991 , and primitive shape (Sigman & Gilbert, 2000) , the results, with some exceptions, revealed two types of speciWcity in perceptual learning: (1) improved performance restricted to the trained stimulus, and (2) speciWcity to the trained location. Because early sensory neurons respond to a speciWc range of stimuli and locations, such Wndings suggest that the cortical representation of the trained objects might be mediated by neural plasticity in early cortical areas (Gilbert, Sigman, & Crist, 2001; Karni & Bertini, 1997 ; but see Mollon & Danilova, 1996) .
Both stimulus-and location-speciWcity may be characteristic of object recognition in cluttered scenes as well. So far, however, the evidence for such learning speciWcity in segmentation tasks has been limited. Although previous studies have shown that learning is speciWc to the trained shapes (Brady & Kersten, 2003; Kourtzi et al., 2005; McCarley et al., 2004; Sowden et al., 2000) , none of these studies have tested whether segmentation learning is location-speciWc.
A related issue is the extent to which shape learning per se accounts for improved object recognition in cluttered scenes or whether learning aVects segmentation processes as well. It is already known that, in an empty background, the perceptual learning of complex shapes are speciWc to the trained shapes and (or) to the trained locations (Dill & Fahle, 1997; Furmanski & Engel, 2000; Nazir & O'Regan, 1990) . Thus, one might expect that a shape trained extensively in isolation might acquire a privileged representation that allows it to pop out of cluttered scenes with less eVort, driving most of the improvement in segmentation tasks. Alternatively, eYcient segmentation might require specialized perceptual skills beyond what is acquired during shape learning alone. In this regard, we wish to distinguish shape segmentation learning from shape learning throughout this paper; the former refers to training on shapes in noisy backgrounds whereas the latter refers to training on shapes in empty backgrounds.
Another feature of perceptual learning is that it typically evolves through extensive eVort and prolonged time of repetition, in contrast to priming, which requires only a few exposures to take eVect. Moreover, perceptual learning eVects characteristically show a long, persistent time course spanning several days, weeks, and even months (Ball & Sekuler, 1987; Fiorentini & Berardi, 1981; Gilbert et al., 2001; Karni & Sagi, 1991 . Along with stimulus-and location-speciWcity, the long-term durability in perceptual learning suggests that acquired visual skills are mediated by the rewiring of neural connections in early visual cortex (Gilbert et al., 2001; Karni & Bertini, 1997) . Given such theoretical signiWcance, it would be informative to test the long-term retention of perceptual improvement after training in the shape segmentation task.
Hence, the current study explores perceptual learning for objects camouXaged in noise to examine how perceptual experience may inXuence Wgure-ground segregation. In our paradigm, we presented symmetric dot patterns (Dill & Fahle, 1997; Nazir & O'Regan, 1990 ) against a random dot background Weld.
1 Since the search Weld looked homogeneous without practice, subjects' detection performance improved as a function of learning achieved through perceptual training. We tested the stimulus-speciWcity, location-speciWcity, and time-course of perceptual learning. The results can be interpreted to constrain possible neural mechanisms for performance in this Wgure-ground segregation task.
Experiment 1: Perceptual learning of shape segmentation
We examined the nature of top-down processing in Wgure-ground segregation using a perceptual learning paradigm. Observers were trained on a set of shapes embedded in random dot backgrounds. Each speciWc shape was trained in a speciWc and separate location in the periphery. Each display was Xashed for only a brief period of time. Because the task was very challenging, observers had to depend on perceptual skills that were acquired through extensive training on the task.
After training, we Wrst tested the location speciWcity of shape segmentation learning by translating the trained shapes into untrained locations across the horizontal meridian. Topographic mapping studies of macaque and human V4 have reported that the receptive Welds (RFs) of area V4 are conWned to a single quadrant of the visual Weld while RFs in its anterior part, area TE, largely overlap across the vertical and horizontal midlines (Boussaoud, Desimone, & Ungerleider, 1991; Gattass, Sousa, & Gross, 1988; McKeefry & Zeki, 1997; Schiller & Lee, 1991) . Based on this physiology, we may use psychophysics to constrain the neural locus of our learning eVects: if performance on the trained shapes drops when the shapes are translated to a new quadrant within the same hemiWeld, then we may infer that shape-speciWc learning occurs at the level of V4 or earlier (e.g., Bar & Biederman, 1999; McAuliVe & Knowlton, 2000) .
The second test condition examined orientation speciWcity by inverting trained shapes. The third and fourth test conditions examined shape speciWcity by introducing novel shapes. In addition, the last two tests were conducted across a one-month gap to measure long-term retention of shape learning. Both shape speciWcity and its long-term persistence may support the idea that the shape segmentation learning results from neural rewiring in relatively early cortical areas (Gilbert et al., 2001; Karni & Bertini, 1997) .
Method

Observers
Three graduate and one undergraduate students volunteered as observers. One observer (SP) had prior experience in a preliminary test two years prior to the present experiment. The others were naïve to the purposes of the experiment.
Apparatus and stimuli
A G4 Macintosh computer presented the stimuli and collected responses using MATLAB with Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) . A 17-inch monitor was viewed from a viewing distance of 82 cm, Wxed with a chin rest.
Each search display presented 240 white dots and a white Wxation cross against a black background, subtending 4.8°£ 4.8°. Each dot was a 0.1° diameter disk, and the Wxation cross was made of two 0.2°-long crosshairs. As illustrated in Fig. 1A , each of the four search targets consisted of seven pairs of dots, which were symmetrically arranged along the vertical axis on an imaginary 7 £ 7 grid, subtending 1.2°£ 1.2°, with two or three dots per column and two dots per row. The central column of the pattern was left empty to prevent symmetric dots on each side from forming a cluster in the middle. To discourage observers from using the empty column as a target feature cue, a noise dot was added to a random position in this central column in each trial. DiVerent observers performed the task with diVerent symmetric target shapes. Distractors were also generated trial-by-trial using the same rule as targets except that the dots were arranged asymmetrically. The search items, both targets and distractors, were presented in the center of the visual quadrants with 1.7° center-to-Wxation eccentricity.
Design and procedure
The experiment consisted of a total of 18 sessions, two sessions per day. Observers conducted the Wrst 16 sessions for 8-10 days and completed the last two sessions about a month after the sixteenth session (lag; 35 days for JJ and NT, 28 days for SP and RD). Each session was divided into four 80-trial blocks. Within each block, observers divided their attention into two diagonally opposite visual quadrants to search for target shapes, and they switched quadrants in alternating blocks. For example, an observer performed symmetry detection in the upperright and the lower-left quadrants in odd numbered blocks and in the upper-left and the lower-right quadrants in even numbered blocks of a session. We restricted the possible number of target locations within a block to reduce the diYculty of the task. The order of target location pairs was counterbalanced across sessions and subjects. Each block contained 40 target-present trials that were randomly intermixed with the remaining 40 targetabsent trials. Each target appeared 20 times within its respective quadrant. Thus, each block presented a target 20 times within each of the two attended quadrants. Accordingly, the following block presented two diVerent targets in the other pair of quadrants. These two types of blocks were repeated once in the session. As such, each of the four targets was presented in its trained location for a total of 40 times within each session.
Observers practiced symmetry detection with a set of four targets in the Wrst session and searched for a diVerent target set (hereafter referred to as 'old' targets) in the next nine consecutive sessions. Note that, in these training sessions, each of the four old targets always appeared in a unique visual quadrant, such that speciWc shapes were trained in speciWc and separate locations (hereafter referred to as 'old' locations). In the remaining sessions, such 'oldshape-old-location' sessions (hereafter referred to as 'old' sessions) were interleaved with 'test' sessions to examine the speciWcity of learning. The Wrst test session measured location speciWcity by translating each old target up or down into the opposite quadrant within the same hemiWeld. The second test session examined orientation speciWcity by inverting old targets in old locations. The third test session tested shape speciWcity by replacing old targets with a set of four new targets. Finally, two additional surprise sessions were conducted after a month delay to test long-term retention of perceptual learning. Observers performed an old session and a test session with a new target set. The order of test and old sessions in each day was counterbalanced between subjects. Fig. 1B shows an example of the trial sequence. Each trial began with a central cross, which observers were instructed to Wxate throughout the trial. After 506 ms, the search display was presented for 153 ms and followed by a blank display with the Wxation cross. Observers then made a response in an unspeeded manner by pressing 'k (labeled •)' when no target was detected, 'j (labeled <)' when a target was detected in the left quadrant, or 'l (labeled >)' when a target was detected in the right quadrant. Feedback was given for 306 ms after each response regarding its correctness or error type. The next trial was initiated 506 ms after the feedback disappeared. At the end of each block, performance was summarized in terms of hit rate, false alarm rate, and sensitivity (dЈ). A break was given every 40 trials, during which a pair of target locations in the next 40 trials were marked by two dimly outlined squares. At the beginning of each session, observers were given speciWc information about the condition they would perform in the session. 
Results and discussion
We calculated two dependent measures for each session; one is the percentage of correct localization when targets were detected (e.g., responding 'left' for a upper left target). The other is sensitivity (dЈ), which was calculated by considering both correctly and incorrectly localized target responses as hits (e.g., responding either 'left' or 'right' for a upper left target). These two measures are plotted in Figs.  2A and B, respectively. It is clear that all observers gradually improved their performance for old targets during the Wrst Wve days although the amount of improvement varied greatly across observers. To test the speciWcity of shape segmentation learning, we will focus our subsequent analyses on dЈ which is based on all types of responses. Since target localization was generally less accurate in test sessions than in same-day old sessions (Fig. 2A) , the dЈ underestimates the diVerence between test vs. old sessions, making it a more stringent measure to test learning speciWcity. In addition, to parcel out the variability in the amount of learning across observers and across sessions, we calculated a speciWcity index (SI) for each test condition; SI D 1¡(dЈ of a test session/dЈ of the same-day old session). Fig. 2C shows the speciWcity indices, in which higher values indicate more speciWc learning. Each speciWcity index was submitted to a twotailed one-sample t-test against 0 at a critical value of 0.05.
The speciWcity indices revealed that shape segmentation learning is signiWcantly restricted to the trained location, orientation, and shape (SI D 0.44, t D 4.604 for location; SI D 0.43, t D 3.822 for orientation; SI D 0.59, t D 4.864 for shape; SI D 0.55, t D 6.228 for shape after a month). First of all, sensitivity deteriorated when the two trained locations in each hemiWeld exchanged their trained shapes. This demonstration of location speciWcity suggests that at least some aspects of shape segmentation learning may occur as early as area V4 where the receptive Welds are conWned to a single visual quadrant (Boussaoud et al., 1991; Gattass et al., 1988; McKeefry & Zeki, 1997; Schiller & Lee, 1991) . It is worth noting, however, that the sensitivity after translation was still superior to that in the initial training sessions, indicating that shape segmentation learning had both location-speciWc and non-speciWc components. Location-speciWc components of training may include shape-speciWc information that would be dependent on neuronal representations in early retinotopic visual areas. Components of learning that were not location-speciWc may include general processes such as increased familiarity with the task and improvements in dividing visual attention. The observed partial speciWcity (or partial transfer) therefore implicates multiple loci of shape segmentation learning.
The hypothesis of early visual cortex participating in shape segmentation learning is further supported by the subsequent test conditions. The inverted versions of trained shapes were treated almost as novel shapes. A potential account for such orientation speciWcity is that inversion changed the location and orientation of local target features, which recruited new populations of early sensory neurons because these neurons are responsive to speciWc ranges of stimulus orientation within small RFs. An alternative (or complementary) account might be that trained shapes were processed conWgurally, which produced an inversion eVect as in face perception (Gauthier, Williams, Tarr, & Tanaka, 1998).
Especially important is the comparable speciWcity indices for the two novel shape conditions with a one-month lag between them. This result is supplemented by the fact that the two old sessions, one before and the other after the lag, were not diVerent in dЈ (dЈ D 1.60 and 1.43, respectively; paired t D 2.087, p > .1). Along with our evidence for location-and stimulus-speciWcity, this long-term retention eVect supports the hypothesis that perceptual learning in this experiment was mediated by the rewiring of neural connections in relatively early cortical areas (Gilbert et al., 2001; Karni & Bertini, 1997) . The diVerences in speciWcity indices between pairs of test conditions were not signiWcant (p's > 0.15).
Two aspects of the experiment ensured that observers Wxated their eyes on the cross at the center of a search display. On the one hand, the stimulus duration was too short for saccades to foveate any search item (Saslow, 1967) . On the other hand, the target probability of one of two locations in a block was low (25%), such that a 'sit-and-wait' strategy would be disadvantageous. If observers had monitored only one of two target locations, they would have shown low sensitivity but very high percentage of correct localization in hit responses, a pattern not found in our data.
In sum, Experiment 1 demonstrated learning speciWcity both for trained shapes and for trained locations in our Wgure-ground segregation task. However, Experiment 1 did not clearly address exactly what observers learned during training. One hypothesis is that training helped form better shape representations, achieving Wner matches between shape representations and the perceptual input. In addition, training may have helped additional processes involved in shape segregation learning, such as Wltering out background noise. The alternative hypothesis is that training improved shape representations alone, such that shape matching would be suYcient for segmenting a shape from its background. In fact, several previous studies have reported both stimulus-or (and) location-speciWc dot pattern learning, similar to what we found for shape-segmentation learning here (Dill & Fahle, 1997; Nazir & O'Regan, 1990) . Therefore, we conducted Experiment 2 to test whether perceptual improvement in segmentation was driven solely by shape learning alone or whether observers learned to segregate learned shapes from the noisy background as well.
Experiment 2: Shape learning vs. segmentation learning
We trained observers on target shapes without background dots in order to test whether shape learning alone could account for the shape segmentation improvement in Experiment 1. During training, observers performed the same detection task as in Experiment 1 between two diagonally opposite visual locations while ignoring the other locations in displays without background dots. The eVect of shape learning on segmentation was tested by introducing background dots after training. If shape learning was suYcient for improved segmentation in Experiment 1, then the observers in this experiment should perform segmentation as well as the observers with the same amount of shape segmentation learning in Experiment 1.
In subsequent test conditions, we attempted to replicate the previous reports on symmetric dot pattern learning (Dill & Fahle, 1997; Nazir & O'Regan, 1990) . SpeciWcity was tested for location, orientation, and shape in the same order as in Experiment 1 to facilitate relevant comparisons.
The last test condition tested an alternative account for location speciWcity, based on the diVerence in eccentricity among local target features. When a target was presented in a peripheral location, the target feature closest to the Wxation might be better represented than others. However, once the target is translated up or down into the other quadrant within hemiWeld, the feature that was previously closest to Wxation is no longer the closest. Consequently, although the shape of the target and its eccentricity did not change, the eccentricity-dependent gradient of acuity might cause the target to be perceived diVerently, impairing target recognition (Nazir & O'Regan, 1990) . To test this possibility, we simply translated old targets into the opposite left or right quadrant across the vertical meridian. In previous studies of pattern recognition, translating a pattern did not impair recognition as far as the axes of a local shape symmetry and a global display symmetry between translation were parallel to each other (e.g., Dill & Fahle, 1999) . Thus, if this account is correct, improved sensitivity after training should survive translation because the trained shape is globally symmetric across the vertical meridian, such that mirror images of the same features appear at the position closest to Wxation.
Method
All methods were the same as in Experiment 1 except those described below. Four observers (two graduate students and two research associates) were newly recruited. Except during two test sessions, random dots were not shown in the background, leaving only four search items and a Wxation on the screen. Observers searched for a target in two diagonally opposite locations within a block.
The experiment consisted of 16 sessions, two sessions per day. Observers conducted the Wrst eight sessions for four consecutive days and, after a lag of two weeks (12 days for HC; 16 days for YX, AL, and JD), they completed the remaining eight sessions for four to Wve days. A set of four targets ('old' targets) was trained on for four sessions across the Wrst two days and repeated in one of two daily sessions in the remaining days. Note that, during these sessions, each old target was trained in a speciWc location ('old' locations). The Wrst test session was the same as the old sessions but with random dots in the background. The performance in the Wrst test session was then compared with that in the second test session, which introduced a new set of targets with background dots. Testing resumed about two weeks later without the background dots. The third test session examined location speciWcity of shape learning by translating each old target up or down into a new quadrant within hemiWeld. The fourth test session measured orientation speciWcity by inverting old targets in their old locations. The Wfth test session tested shape speciWcity by introducing a new set of targets. Finally, the sixth test session examined location speciWcity again but by translating old targets left or right into the opposite quadrant across hemiWeld.
Results and discussion
Figs. 3A and B show that when targets were presented without background dots, both correct localization and sensitivity substantially increased with only a few sessions of training. Observers in Experiment 2 achieved about twice greater dЈ than those in Experiment 1. As shown in Fig. 3C , we again calculated the speciWcity index for each test condition to achieve meaningful comparisons between conditions while parceling out the variability in the amount of learning across observers and sessions.
The main analysis of interest was whether or not shape learning alone could lead to successful segmentation. The results showed that improved shape recognition did not transfer to the segmentation condition. Old targets with background dots were detected no better than chance (mean dЈ D 0.15 for segmentation; t D 1.303, p > .2) and were comparable to new targets both in dЈ (mean dЈ D 0.29 for segmentation with new targets; paired t D 0.844, p > .4) and in speciWcity index (SI D 0.95 and 0.91, respectively; paired t D 0.841, p > .4). The lack of transfer to the segmentation condition is also demonstrated by Fig. 4 , which plots mean dЈs from both Experiment 1 and 2 up to the Wfth session.
3 Note that the dЈ in the segmentation condition of Experiment 2 was signiWcantly lower than in the Wfth session of Experiment 1 (mean dЈ D 0.15 vs. 0.83; independent samples t D 4.980, p < 0.005) and as low as in the second session of Experiment 1 (mean dЈ D 0.15 vs. 0.30; independent samples t D 0.743, p > .4). Overall, these results suggest that shape learning alone cannot explain the improvement in segmentation in Experiment 1. Rather, successful segmentation might require additional perceptual skills, which are highly speciWc to the training context.
Although not suYcient for segmentation, the shape learning in Experiment 2 still revealed common signatures of perceptual learning. As shown in Fig. 3B , long-term retention of shape learning was demonstrated by the old session right after the two-week lag. Sensitivity did not signiWcantly change from the old session just before the lag (mean dЈ D 2.99 vs. 3.32, respectively; paired t D 1.031, p > .3). In addition, as shown in Fig. 3C , improved performance was signiWcantly limited to the trained location, orientation, and shape (SI D 0.25, t D 5.654 for location within hemiWeld; SI D 0.26, t D 5.760 for orientation; SI D 0.31, t D 5.56 for shape). SpeciWcity indices were generally lower in Experiment 2 than in 3 The Wrst session in Experiment 1 was practice and thus omitted here. In addition, the segmentation condition in Experiment 2 was conducted in the Wfth session by two observers and in the sixth sessions by the other two observers. Experiment 1, although the diVerences were not statistically signiWcant (independent samples t D 1.846, p > .1 for location; t D 1.434, p > .2 for orientation; t D 2.072, p > .08 for shape).
Location speciWcity was also observed in the last condition in which old targets were translated across the vertical meridian. Since old targets preserved symmetry both locally and globally with this translation, the diVerence in eccentricity between local target features should not aVect detection performance after such translation (e.g., Dill & Fahle, 1999) . Nevertheless, the speciWcity index indicates that performance still deteriorated in untrained locations (SI D 0.30; t D 6.734) and the eVect was comparable to the translation within hemiWelds (paired t D 0.973, p > .4). These results indirectly suggest that the location-speciWc eVects observed within hemiWeld cannot be explained by asymmetries in which local features fall closest to Wxation.
4
Partial speciWcity (or partial transfer) observed for translation, inversion, and novel stimuli, along with comparable results in Experiment 1, suggests that some general skills acquired through training transferred to the test conditions. Given that complete learning speciWcity (no transfer) has been reported with similar dot patterns in empty backgrounds (Dill & Fahle, 1997) , such transferable skills might be unique to our task. For example, during the earlier part of training, observers slowly accommodated to our task by deploying attention accurately on two separate target locations and by holding the Xeeting representations of target candidates from a brief display. Informative instructions might have further aided partial transfer of skills. Observers might have also used high-level cognitive strategies tailored to each test condition, such as imagining mental rotation of trained shapes for the inversion condition.
General discussion
This study investigated how perceptual learning aVects visual segregation. Experiment 1 demonstrated that perceptual learning of speciWc dot patterns facilitated Wgure segmentation from a random dot background. The learning eVect was somewhat speciWc to trained locations and trained shapes. Improved segmentation performance and its partial speciWcity persisted for one month after training, implicating the increased involvement of sensory neurons in the segmentation of the trained shapes presumably through the rewiring of neural connections along the visual pathways (Gilbert et al., 2001; Karni & Bertini, 1997) . Experiment 2 further showed that shape learning per se could not account for the improvement in shape segmentation. Shapes trained in empty backgrounds became nearly invisible to observers when random dots were introduced to the background, suggesting that segmentation requires further perceptual skills beyond shape recognition in isolation.
Shape recognition in a cluttered scene
An important feature of the present study was the use of a noisy background that eVectively camouXaged the target from naïve observers. In this section, we will discuss which mechanisms may have contributed to shape-speciWc segregation learning in our task. First, we can reject the possibility that observers learned to detect symmetry per se. Although symmetry is a salient cue for shape recognition, bottom-up detection of symmetry alone cannot account for the learning improvements in this task. If observers were simply learning to detect low-level symmetry, they should have also improved on the novel symmetric shapes as much as the trained shapes. However, observers were much better at detecting trained symmetric shapes, suggesting that they were not just learning to detect symmetry.
Second, we can also distinguish our study from texturesegregation learning, which shows speciWc improvements for trained objects appearing in textured backgrounds (Karni & Sagi, 1991 . Perceptual learning in these studies was also dependent on the structure of the textured background. In our experiments, the background dots had no consistent structure that would mediate such texture-speciWc learning.
Our experiments also rule out the hypothesis that shape learning alone could fully explain the shape-speciWc 4 One potential problem with this control test is the involvement of hemiWeld change on top of quadrant change, which was inevitable in order to keep the axes of a local shape symmetry and a global display symmetry parallel to each other. This concern motivated us to train new group of observers with the same experimental methods except each target shape was symmetric around the horizontal axis. Translating such shapes up or down into the untrained quadrant kept the local and global axes parallel. Four observers trained in noisy backgrounds while the other four observers trained in empty backgrounds. Both groups of observers showed partial speciWcity that was nearly identical to the results reported here, indicating that the observed location speciWcity was not an artifact of the visual eccentricity gradient. improvements in segregation. Training shapes in isolation did not later facilitate segmentation of the same shapes in noisy backgrounds. Since the observers in Experiment 2 achieved excellent detection performance after two days of training (accuracy mean D 93.4%, SD D 3.3%), this lack of transfer cannot be ascribed to incomplete shape learning. Rather, the dissociation between shape learning and shape segmentation learning implicates fundamental diVerences in perceptual skills acquired with or without a background noise.
One potential distinction between shape learning and shape segmentation learning is the degree of task diYculty. Shape segmentation was much more diYcult when a background was noisy, as indicated by the large performance diVerence between the two experiments. It has been proposed that perceptual learning becomes more speciWc to the training parameters as task diYculty increases (Ahissar & Hochstein, 1997 ; for a recent review). Because diYcult perceptual tasks require more accurate spatial representation of stimulus attributes, the improvement on the tasks depends on plasticity in early sensory neurons, which preserve Wne-grained spatial resolution of the visual input. In our study, recognition of shapes in noisy backgrounds may require more accurate spatial information of dot arrays than recognition of the shapes in empty backgrounds. For example, initial processes of segmentation may include recognition of familiar dot formations from a target location. Then, based on their local coordinates, these dot formations can be pieced together to form a shape conWguration. These eVortful processes may be extensively trained during shape segmentation learning with background noise, while they may be bypassed during shape learning without background noise. In the absence of noise, the boundaries of target shapes are sharply delineated, and so conWgural information of the shapes can be easily extracted. Thus, rigorous localization of local features might not be as critical as it would be for the shapes camouXaged by background noise. As such, shape recognition may rely more on the early visual cortex to achieve accurate spatial representations when segmentation is challenged with background noise.
The distinction between shape learning and shape segmentation learning is, in fact, reminiscent of a critical question in object recognition; how does the brain learn to recognize a novel object in a cluttered scene when no topdown knowledge of the object is available to assist segmentation at the very beginning of the learning, an issue known as the 'bootstrapped learning problem' (Brady & Kersten, 2003) ? In the simplest case, referred to as 'opportunistic learning,' one may expect that learning can proceed only when bottom-up information such as motion or color cues deWne the shape boundary. However, human observers can learn to identify a novel shape even when the shape is invisibly camouXaged at the beginning of the training (Brady & Kersten, 2003) . One possibility is that observers learn to segregate covarying shape features based on statistical regularities (Fiser & Aslin, 2001 ). In the present study, shape segmentation learning in Experiment 1 may be an example of bootstrapped learning, 5 whereas shape learning in Experiment 2 without background noise may be an example of opportunistic learning. In the real world, these two types of learning should work together to establish object knowledge.
The observed dissociation in our study helps to understand how this cooperation is realized along the visual pathways; the hypothesis is that bootstrapped learning is driven by earlier visual cortical areas relative to opportunistic learning. This hypothesis is supported by a recent functional neuroimaging results (Kourtzi et al., 2005) . Training for segmenting similarly oriented Gabor elements decreased the blood oxygenation-level dependent (BOLD) signals in high-level visual cortex when a salient bottom-up grouping cue was available (i.e., in a uniformly oriented Gabor Weld; opportunistic learning), but increased the BOLD signals in the both low-and high-level visual cortices when the bottom-up cue was poor (i.e., in a randomly oriented Gabor Weld; bootstrapped learning). Along with our study, these Wndings suggest that the way how shape learning is engraved in the brain can diVer based on the level of noise in the background scene.
SpeciWcity of shape segmentation learning
The theoretical importance of learning speciWcity resides in the general assumption that learning is mediated by early sensory cortex where neurons are selective and their receptive Welds (RFs) are small (Fahle, 2005 ; for a review). In line with this assumption, we conjectured that, in our experiments, the representation of the trained shapes moved down along the visual pathways as the early sensory neurons became increasingly involved in localizing the oriented segments of dot arrays that deWned the contours of the shapes in our task (Ahissar & Hochstein, 2004; Gilbert et al., 2001; Hochstein & Ahissar, 2002; Karni & Bertini, 1997) . The test of within-hemiWeld translation helps to interpret the anatomical locus of learning in our experiments. Topographic mapping studies of monkeys (Boussaoud et al., 1991; Gattass et al., 1988) and humans (McKeefry & Zeki, 1997) have documented that the RFs of neurons in areas V4 and earlier do not generally cross the vertical and horizontal meridians. The lack of complete transfer across the horizontal meridian (in both isolation and noisy background conditions), therefore, implicates the involvement of neurons at or earlier than area V4 (e.g., Bar & Biederman, 1999; McAuliVe & Knowlton, 2000) .
This interpretation of speciWcity, however, deserves a note of caution since alternative accounts have been raised (Dill, 2002; Mollon & Danilova, 1996) . Especially relevant here is the possibility that even identical stimulation might result in a diVerent neuronal response depending on which subregion of a large RF is stimulated. 6 In that case, neurons beyond area V4 or TEO with RF's covering more than a visual quadrant could mimic the observed location speciWcity. Thus, the hypothesized involvement of early visual cortex in shape segmentation learning requires converging evidence. In this regard, functional neuroimaging evidence of learning-dependent activity changes in early visual cortex in humans is more decisive (Furmanski, Schluppeck, & Engel, 2004; Kourtzi et al., 2005; Schiltz et al., 1999; Schwartz, Maquet, & Frith, 2002) .
Summary
In a cluttered visual scene, the mechanism of Wgureground segregation beneWts greatly from top-down knowledge. It is one of the crucial functions of biological vision, which is hardly matched by machine vision. In two experiments, we demonstrated that such top-down knowledge can be acquired through perceptual training. We also reported several interesting properties of shape segmentation learning. Especially, partial speciWcity in our study supports the idea that shape segmentation from a noisy background is achieved through multiple stages, including lower levels of visual processing. Altogether, our Wndings help understand how perceptual experience is encoded from cluttered visual scenes and where such learning is mediated by plasticity along the visual pathway.
