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Dissipative Particle Dynamics is a mesoscale simulation technique that is widely 
used in simulation of complex fluids. This method simulates the fluid in the scales 
between microscopic and macroscopic scales. In this thesis, we aim at developing 
a new wall model in which there is virtually no density fluctuation near the wall 
boundary. Two test cases of Couette flow and lid driven cavity have been done to 
show that DPD can be used successfully to validate the results. In order to simulate 
flows where periodic boundary condition cannot be applied, a source-sink method 
is employed in which the particles are injected and removed from the system to 
induce the flow. It is found that extrapolating velocities at the inlet yields a better 
velocity profile as that of a developed flow. Localized acceleration of particles has 
also been applied to reduce the distortions in the velocity at the inlet. Parallel 
computing is employed and it is shown that the speedup reaches saturation as the 
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CHAPTER 1: INTRODUCTION 
Study of flows of complex fluids has always been of special interest in the field of 
Computational Fluid Dynamics. The traditional and well-established method of 
computing a flow is by solving the Navier Stokes equation. The complexity of the 
Navier Stokes Equation poses many limitations in computing a flow over a 
specified domain especially for more complex fluids. Still the Navier Stokes 
equation can be solved though conventional methods like Finite Volume Method, 
Finite Element Method and Finite Difference Method. In all the above, the flow is 
considered to be continuous in the microscopic level. In other words, the fluid is 
said to behave in a pre-defined way. Finite Element Method offers some flexibility 
in simulating the flow of viscoelastic fluids. However the computation of flow 
involving complex fluids like emulsions [1], polymeric flows [2] and biofluids [3] 
etc. are still a challenge.  
1.1 Complex Fluids 
Complex fluids are those fluids whose macroscopic behavior greatly depends on 
their microstructure. Fluids such as polymeric melts, emulsions, colloids, 
suspensions etc. fall into this category. The conventional solvers are not capable of  
or suitable for solving these complex fluid flows, since the microstructural 
properties have an effect on the fluid properties like viscosity etc. The application 
of complex fluids is very diverse from food processing to oil refineries. In a 
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microscale, the medium is no longer continuous, as it is made up of either a 
mixture of fluids, or particles suspended in the fluid. Chemically reacting flows 
pose yet another challenge. Flows involving two or more fluids that react to give a 
fluid of different hydrodynamic behavior are still considered complex. While the 
Molecular Dynamics may take into account too much information that is deemed 
not necessary, the conventional macroscopic methods neglect all the information 
in the microscale.  
1.2 Macroscopic Simulation Techniques 
The macroscopic simulation techniques solve the flow by treating the fluid as a 
continuum. The fluid flow is governed by a set of equations. This equation is 
solved to obtain the flow variables. The discontinuities in the flow are applied 
through the boundary conditions, and additional equations. Many sophisticated 
techniques are available to tackle complex flows like mixing, liquid-vapor 
interface etc. However, the properties of the fluid are predetermined and provided 
since the details at the microscale are completely neglected. This makes it difficult 
to simulate the flows where details in the microscale become significant.  
1.3 Microscopic Simulation Techniques 
Particle methods are powerful simulation tools to simulate the microstructural 
characteristics of fluids where the continuum model breaks down. Molecular 
Dynamics [4] is possibly the most basic of all the particle methods, in which the 
atoms and molecules interact with each other with Vanderwalls forces. The 
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magnitude of the repulsion force increases steeply in the near vicinity of each 
other. This limits the time step to be very small in a molecular dynamics 
simulation. It is still computationally unrealistic to compute a flow across a slit of 
width 1 mm using molecular dynamics. Statistical methods like Monte Carlo [5] 
are also used to study the fluid behavior in the microscale. However these are still 
computationally expensive techniques, and are primarily applied to study the 
behavior of gaseous fluid rather the flow dynamics or liquids involved.  
1.4 Mesoscopic Simulation Techniques 
The mesoscopic simulation techniques aim to simulate the flows in a scale 
between the macroscopic level and the microscopic level. This presents the 
advantage to incorporate complex fluid behavior and also permits much larger 
time step. These particle methods revolve around the concept of Molecular 
Dynamics. A fluid is represented by interacting particles. These particles are 
allowed to move in a continuous space. Each particle carries certain information 
pertaining to the flow like the volume of the fluid, or only the mass of the fluid. 
The equations of motion are the equations pertaining to the flow in the Lagrangian 
form like for the Smooth Particle Hydrodynamics [6], which is used commonly to 
simulate astrophysics problems. Later its variants were used                          
to simulate more conventional flow problems. The equations of motion can also be 
defined through Newton’s laws of motion as in molecular dynamics. The particles 
interact with each other, which result in a net force acting on the particle. The 
particle is then moved in accordance with the force. In Lattice Gas Methods [7] the 
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particles move in a grid (lattice). The motion of the particles pertains to a set of 
collision rules. Particle methods are currently gaining importance due to their 
ability to represent complex structures with simple interactions. These techniques 
are actively extended to the macroscopic regimes. For example, in the centre for 
Advanced Computations in Engineering Science (ACES), Smooth Particle 
Hydrodynamics has been successfully used to simulate underwater explosions [6]. 
Dissipative Particle Dynamics is used for simulating flow of concrete mixtures in 
[24]. 
1.5 Dissipative Particle Dynamics 
Dissipative Particle Dynamics is a particle method that closely resembles 
Molecular Dynamics. The particles interact with the interaction forces, which 
result in motion. DPD can be viewed as coarse-graining of a fluid. That is, the 
fluid is represented by particles made up of a group of atoms or molecules. Since 
the particles move in a continuous space, there is no requirement of a lattice. This 
makes DPD simple to model and easier to interpret the behavior of fluid 
interactions in a mixing flow.  
DPD can be seen as a bridge between the microscopic simulations (such as 
Molecular Dynamics) and the macroscopic simulations involving hydrodynamic 
equations. The method is simple to implement, yet, very powerful. Without any 
additional complexity, flows involving mixing, phase separation, chemical 
reactions, polymer blends etc. can be simulated. The boundary conditions also 
become relatively simple due to the lack of a lattice. 
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The validity of a DPD model has been well proven by numerous researchers in the 
past few years. DPD is widely applied in studying the complex fluid structure like 
proteins, or formation of micelles and also to study flows over complex 
boundaries.  
In [8] DPD is used to simulate the blood cells. Blood is a complex fluid as it 
contains the blood cells at the microscopic level. Also, the phenomenon of blood 
clotting makes it still more difficult to simulate. Dissipative Particle Dynamics 
circumvents both of these problems. The cells are modeled by freezing a group of 
particles. Formation of the blood clot also becomes simple to model by the process 
of freezing the fluid particles to form a clot. 
Simulation of flow of DNA strands in a micro-channel has also been done [9]. A 
spring force is applied to the DNA particles to form a strand. Continuum 
mechanics might not be applicable in this scale to simulate a fluid flow where 
Brownian motions may have an important role. 
1.6 Boundary Conditions 
In recent years, DPD has been widely applied in flows of low Reynolds number, 
from macromolecular suspensions to flow around cylinders and spheres. One of 
the main problems in DPD is treating the boundary condition. The discontinuity at 
the wall leads to unphysical behavior of the fluid near the boundary. Adherence to 
no-slip boundary condition is also a must at the wall. In the conventional method 
of freezing the DPD particles, the complex curves of non-straight wall section 
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cannot be modeled satisfactorily as it leads to an increase or decrease in wall 
density at the curvatures. As the properties of the fluids depends on the particle 
density, the density fluctuation leads to undesired hydrodynamic behavior. This 
makes it important to formulate a robust wall model that can take care of the 
density and temperature fluctuations near the wall and at the same time, maintain 
the no-slip boundary condition. Such a wall model can be very well tested using 
the standard Lid Driven Cavity flow.  
Conventionally, for simulating a flow using DPD, periodic boundary conditions 
are used. In ref [8], periodic boundaries are used to compute blood flows in the 
arteries. Periodic boundary conditions can be applied only when the inlet and the 
outlet sections match both geometrically and chemically. However, in many 
situations like drug delivery, mixing process etc. the inlet and outlet sections do 
not match. Application of non-periodic boundaries will make DPD method more 
versatile for computing these types of flow problems. The inlet and outlet 
boundaries need to be modified to incorporate the non-periodic boundary 
conditions.  
In this thesis we aim to improve the boundary conditions in DPD. We formulate a 
robust continuum wall model and discuss its application in the classical flow 
problem. It is shown that the new wall model is more effective in reducing the 
fluctuations. We also propose a model for non-periodic inlet and outlet boundary 
condition that can make DPD more versatile in computing even more complex 
Chapter 1:  Introduction 
 
 - 7 - 
flows. We present some ways to improve the computation by applying cell 
algorithm and parallel computing.  
1.7 Organization of Thesis 
Chapter 2 describes the current developments in Dissipative Particle Dynamics. 
Various applications of the method have been listed and the advantages of DPD in 
simulation have been mentioned. 
In chapter 3, the basic formulation of dissipative particle dynamics is described. 
The integration scheme applied and their performance are discussed briefly. The 
relation between the macroscopic flow variables and the simulation parameters are 
given for a two dimensional flow. A test case of a plane Poiseuille flow is 
conducted and the behavior is studied. It is shown that the fluid exhibits the 
characteristics of a Newtonian fluid. We also describe the cell algorithm that 
reduces the computational cost by a considerable level. 
In chapter 4, a new wall model that uses continuum approach for conservative 
force and a discrete approach for the dissipative and random forces is discussed. 
The wall model is shown to reduce the density fluctuation to a great extent. Since 
it offers the flexibility to specify the density as a variable, a new approach is 
postulated where the wall density is calculated dynamically from the region near 
the wall. It is shown that in this case, the density fluctuation can be reduced near 
the wall. Flow in a driven cavity is computed using DPD with the new wall model, 
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and the results are compared with the conventional solvers. The results are found 
to be in good agreement with the continuum solver. 
In chapter 5, we show that DPD is an efficient tool to simulate complex fluids. The 
upstream and downstream boundary conditions to simulate non-periodic flow are 
explored. A method in which the flow is effected by inserting and removing the 
particles is modeled. This method has the advantage that the inlet and outlet 
boundaries are no longer required to be similar or periodic. This makes it possible 
for one to simulate non-periodic flows like mixing flows, branching flows etc. The 
applications are shown with an example of mixing of two fluids in a T-Section. 
In chapter 6 we discuss about the implementation of parallel processing and its 
advantages. It is shown that the computational clock time can be reduced many 
folds when many CPUs are used. However, when the number of CPUs increases, 
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CHAPTER 2: LITERATURE REVIEW 
Computer simulation of complex fluids in the mesoscale is still a challenge using 
conventional numerical methods. Flows like fluid flow in porous media, 
multiphase flow, colloidal suspensions and polymeric blends lack a mathematical 
macroscopic description for the microstructure  and composition for the 
fluids. While the conventional CFD cannot incorporate this information of 
microstructures, the Molecular Dynamics simulation ends up in simulating an 
unrealistic number of particles (in the order of billions or more), which is still very 
computationally demanding.  


























Figure 2.1: Vanderwaals Force 
Molecular Dynamics simulation is a technique based on a numerical integration of 
Newtonian equations of motion for each atom of the system. In Molecular 
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Dynamics simulation, the atoms interact with the Vanderwalls force of interaction 
(see Figure 2.1). The magnitude of the force increases steeply when the distance 
between the particles decrease below a value. This leads to a hard shell around the 
particles. It is virtually impossible for any particle to penetrate this shell. When 
larger time step is chosen for simulation, the possibility for a particle to penetrate 
into the hard-shell is more. This leads to a very high repulsive force exerted on the 
particle, the consequence of which is high particle velocities, thereby making the 
system unstable. This restricts the time step in a Molecular Dynamics simulation in 
the order of nanoseconds. 
2.2 Theoretical Developments in DPD 
Dissipative Particle Dynamics was developed as a method that can bridge the gap 
between the microscopic regime and the macroscopic regime. In this method, a 
fluid is represented by particles that represent a group of atoms or molecules. The 
particles interact with each other through a soft repulsive force, the collective 
outcome of which is the hydrodynamic behavior of a fluid. The representation of 
the fluid as particles makes it easier to model the microstructural characteristics. 
Dissipative particle dynamics was first proposed by Hoogerbrugge and Koelman 
[10] as a method suitable for the simulation of complex fluids at mesoscopic level. 
Subsequently, there were numerous works on the validity of the method and how 
the microscopic interactions lead to a macroscopic hydrodynamic behavior of a 
fluid. A Fokker Planck formalism had been suggested by Espanol and Warren 
[11], from which a relation is derived between the macroscopic variables and the 
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parameters of simulation. This facilitates the modeling of a fluid of specific 
characteristics with the help of DPD. 
The theoretical aspects of Dissipative Particle Dynamics have been explored to a 
large extent by the work of C.A.Marsh [30]. The underlying H-Theorem for 
dissipative particle dynamics is formulated in ref [12], based on which energy 
conserving DPD was postulated.  
In DPD, particles do not represent an atom or molecule. Rather, they represent a 
group of atoms or molecules. This is known as coarse-graining, where information 
which is not necessary in that particular length scale is discarded. This information 
will not have any significant effect on the properties of interest. However, it should 
be noted that the coarse graining should correctly reproduce the essential behavior 
required at that specific time and length scales.  
2.3 Particle Interactions 
The core of DPD method is how the particles interact with each other. The 
particles interact with interaction forces, which are pair wise additive and act along 
the line connecting the centers of the particles. The particles obey Newton’s third 
law. Hence the momentum is conserved in DPD. The forces depend on the relative 
positions and velocities of the particles, making them Galilean-invariant. The 
forces are valid only over a specified action circle or sphere as specified by a 
cutoff radius. This gives a computational advantage, limiting the number of 
neighboring particles that will interact with a particular particle. The interactive 
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forces are obtained as a result of pair wise contributions of three forces: 
conservative, dissipative and random forces.  
The conservative force is a purely repulsive force, and depends only on the relative 
position of the particles. The soft potential enables DPD to adopt a larger time 
step. This conservative force determines the speed of sound of a system. The larger 
the force, the more the fluid becomes incompressible, and hence, the speed of 
sound increases.  
The dissipative force is a friction force that depends on the position and velocity of 
the particle. This force tends to slow down the relative motion between the 
particles. Hence, this potential is an important factor in determining the viscosity 
of the fluid.  
The random force provides the degrees of freedom lost by the atoms or molecules 
during the coarse graining [13]. The random forces act as a source of energy while 
the dissipative forces acts as a sink. These two force potentials are related by the 
Fluctuation-Dissipation theorem in order to have the equilibrium state obeying 
Gibbs-Boltzmann statistics in a canonical ensemble [11]. This effectively results in 
a momentum-conserving thermostat. Since DPD is momentum conserving, the 
hydrodynamic behavior comes as a natural result of the interacting particles.  
2.4 Application of DPD in modeling complex fluids 
One of the major advantages of DPD is the ease with which simple models of 
various complex fluids can be constructed by modifying the interaction force 
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potentials. Polymers are constructed by connecting the particles as a chain with 
spring forces between the particles. By varying the force potentials between 
different particle types, mixtures of fluids can be simulated. Since it is a purely 
particle-based method, the complexities involving fluid interface tracking [42] are 
not present. Also, the complex boundary conditions involved in the simulation 
now become easy to incorporate.  
Dissipative particle dynamics is successfully used to model complex fluids and 
flows of low Reynolds number. Due to the soft repulsive force, the method cannot 
be used to model flows of large Reynolds Number or flows involving more 
dynamics like vortex etc. However, the method has been proven suitable to 
simulate flows of low Reynolds number. The difficulties in matching DPD 
interaction parameters to the real fluid properties can be partially overcome via the 
kinetic theory [14].  
The flexibility of modeling in dissipative particle dynamics has been explored in 
simulating the Rayleigh Taylor instability by Dzwinel and Yuen [16]. The said 
authors have clearly expressed the advantages of DPD over the conventional 
methods. Inclusion of more than one fluid no longer requires additional 
modification to the method, other than specifying the interaction parameters 
involving the fluid particles. This ease of modeling gives DPD a clear advantage in 
modeling complex fluids. This makes DPD a suitable tool to simulate flows 
involving biofluids. These flow scales are typically in the order of microns, and 
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involve more complex phenomenon. Intricate flows like flow of DNA strands in a 
micro channel is of high importance in the area of bioengineering as shown in [9].  
Modeling of tissues and membranes also becomes easier with Dissipative Particle 
Dynamics [17]. Although only repulsive forces exist between the particles, it can 
be seen that the particles segregate to form membrane like structures. A more 
interesting phenomenon is the formation of lipid bilayers. Although modeling 
these lipids using Molecular Dynamics is feasible, it is very computationally 
expensive, and the dimension of the system simulated is usually far too small to 
study or of practical application.  
Drug delivery is also another one of the major area of study. These flows involve 
the study of diffusion of the drug, and the reaction of drug with the blood. In a 
small scale, these studies can be done using DPD. The complex blood rheology 
involving the red blood cells and blood plasma are still considered to be a 
challenge using conventional solvers. Aggregation of blood cells, and blood 
clotting has been successfully simulated in [18] using DPD.  
Rekvig1 et. al. [19] has studied the surfactants at the oil/water interface using 
DPD. This type of interaction is common in the detergent industry and food 
processing industries. Amphiphilic systems (hydrophilic and hydrophobic 
interactions) that are more common in detergents are also being simulated using 
this method. DPD has one of the main applications in the flow of polymeric 
blends. The polymers are constructed with a chain of beads held together by a 
spring force. The resulting flow is found to obey the power law [9]. The bead 
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chain is suspended in a fluid medium. The length of the chain and the elastic force 
between the polymer particles determine the property of the resulting fluid. The 
DNA strands have also been modeled by a similar method. 
Besides incorporating fluid particles, DPD can also include solid particles. These 
are made up of frozen particles that move as a cluster. The inclusion of additional 
constraints like chemical reactions make it possible to simulate flows involving 
blood clotting etc. An additional routine to track the fluid particle interaction and 
assign the associated behavior makes it far simpler in simulating the forming of 
clots. Shape evolution of polymer drops [20], which is an important factor in 
deciding the characteristic of the fluid can be simulated by fixing the polymer 
particles with an elastic force.  
DPD is computationally expensive for calculating flows in realistic time scales. 
This depends greatly on the time step. Various integration schemes were 
formulated by Nikunen and Karttunen [21]. The dependence of the dissipative 
force on the velocity restricts the scheme from adopting a larger time step. 
Velocity-Verlet algorithm is found to be more satisfactory as it calculates the 
intermediate velocity before calculating the dissipative force. The scheme is 
proved to be much more stable than the ordinary Euler scheme. 
Particle suspensions in the fluid can also be easily modeled using DPD. In a more 
advanced simulation, the particle deformation can be included and the effect can 
be observed in the resulting flow. Presently the solid particles are modeled by 
freezing the particles. There are many difficulties in using these kinds of particles 
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when it involved deformation. Although sophisticated wall modeling is needed and 
even coupled with structural mechanics, this is still relatively less complicated. In 
the conventional methods, moving mesh algorithms [23] or overset grid algorithms 
are used to incorporate the motion of particles. Numerous schemes [14] have been 
developed using many standard computational approaches for solving the Navier-
Stokes equations with moving rigid bodies. In general they are rather complicated 
and demand much computational resources. As the inclusion of the particles itself 
is complicated, the incorporation of complex nature of the fluid will pose a big 
challenge.  
Flow of concrete mixtures is one such area where the property of the medium is 
not constant and the presence of solid particles plays an important role in the flow 
dynamics. Since the flow is of low Reynolds number, DPD is used successfully to 
simulate such type of flow [24]. The movement of gravels in the mixture through 
the rebar can be visualized easily. Although the accuracy of the method is less, it 
provides vital information showing what the resulting flow would be. 
The flexibility of DPD has facilitated the study of the fluid properties in Micro 
Injection Molding by Kauzlaric [22]. In this work, it is mentioned that a DPD fluid 
behaves non-linearly above a certain threshold of the applied driving force. This 
can be explained with the speed of sound of a DPD fluid. Due to the soft 
interaction, the speed of sound of DPD is lower than that of a real fluid. This leads 
to fluctuations in the flow field. It is only because of these soft repulsions, larger 
time step is possible. The speed of sound determines the response time of a fluid. 
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In a more dynamical system where the disturbance propagates faster than the 
speed of sound, the fluid exhibits unrealistic behavior, like the shocks in 
compressible flows. 
R. D. Groot and K. L. Rabone [25] have modeled a cell membrane and had 
undertaken study in morphology change and rupture of the cell membrane. A patch 
of lipid bilayer is simulated at a time-scale at which phase transitions occur. It has 
been mentioned that the lipid bilayers behave differently at different time scales. 
At time scale of a few picoseconds, the lipids exhibit bond and angle fluctuations 
of dihedral angles within the same molecule. On a time scale of a few tens of 
picoseconds, trans-gauche isomerizations of the dihedrals occur. Such phenomena 
have already been found by Heller et al. [26], who simulated a lipid bilayer 
simulation over 250 ps. Molecular dynamics was adopted for simulation, and it 
took around 20 months in a Cray 2 processor machine. With the available of 
present computing power, simulating a box of dimension 10 x 10 x 10 nm3
 
up to 
100 ns is still a feasible computation using molecular dynamics. However, to study 
the dynamical structure of the lipid membrane and its phase change in the presence 
of surfactants are out of reach. Thus, it is imperative to simplify the method in 
order to simulate higher length scale. Dissipative particle dynamics was found to 
be much suitable for these simulations up to a time of 16 µs [27]. Although DPD is 
used as an efficient tool for simulating complex flows, it can also be used to 
simulate the classical flow problems. A good accordance is found with the results 
obtained from DPD compared with that of the conventional solvers. Willemsen et. 
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al. [28] has experimented the no-slip boundary condition in a driven cavity flow 
and had compared the result of DPD with the conventional solver.  
2.5 Difficulties in the Boundary Conditions in DPD 
                                                                         
Figure 2.2: Boundary Conditions in a flow through a pipe 
Any computational simulation is limited to a finite space or quantity. For example, 
in simulating a flow through the pipe (see Figure 2.2), one is concerned only with 
the fluid inside the pipe. Also, when the flow is invariant along the tube, the scope 
of solution can be further limited to a small section (since the solution will be the 
same along the length). For the former limitation, wall boundary condition is 
employed and for the later, periodic boundary conditions are applied at the inlet 
and outlet.  
Revenga et. al. [15] showed that the conventional wall model has inherent 
difficulties in maintaining the density of the fluid in the region near the wall. In the 
conventional DPD wall model, the wall is modeled by freezing multiple layers of 
particles along the wall. Those particles which interact with the wall suffer from an 
imbalance of conservative forces. The particles cluster over the wall region which 
results in fluctuation of flow properties. To reduce the distorsions in density, the 
parameter of repulsion is modified. Many wall models are formulated ([15],[28]) 
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that can further reduce the fluctuation in fluid properties. In this thesis, we aim to 
formulate a wall model that can reduce these fluctuations and which is simpler to 
implement.  
Conventionally fluid flows are simulated by applying periodic boundary 
conditions, in which the system is assumed to repeat itself infinite number of 
times. The recent advances in MEMS have increased the scope of simulating 
complex flows through microchannels. Flow through H filter and T sensors [38], 
[39] are finding their application in the drug delivery systems. Figure 2.3 
represents a schematic view of a H-filter where the finer particles are separated 
from the coarser particles. Till now, no suitable application has been simulated 
using non-periodic boundaries. In the case of mixing, the computational domain is 
extended further in order to match the inlet boundary. 
                                                                                                    
Figure 2.3: H-Filter (left) and T-Sensor (right)  
As the geometries become more complex, the limitations of periodic conditions 
make it difficult to model the flow problem. To simulate these flows, non-periodic 
boundary conditions are required. The coupling of the inlet and outlet boundary 
conditions definitely pose a limitation in simulating the flow. In the case of 
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periodic boundaries, the inlet and outlet boundary conditions should match both 
geometrically and chemically. In this thesis, we propose a method to apply non-
periodic boundary condition. This facilitates DPD to simulate flows through 
complex geometries. The inlet and outlet boundaries are modeled by source and 
sink method in which the particles are injected into and removed from the system. 
With these improvements in boundary conditions, DPD can be used successfully 
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CHAPTER 3: FORMULATION OF THE METHOD 
Dissipative particle dynamics is described by N number of interacting fluid 
particles.  The inter-particle interaction force is made up of three components: 
conservative, dissipative and random forces. 
The conservative force is represented by soft repulsion acting along the line of 
interaction of the two particles.  The dissipative force is concerned with the 
friction experienced by a particle in motion. Thus, it is proportional to the velocity 
of the particle. The random force represents the Brownian motion of the particle, 
varying randomly following a gaussian distribution.  
Figure 3.1: Interacting Particles in DPD
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As illustrated in Figure 3.1, the forces are effective only within the specified cutoff 
radius rc. This reduces the number of interacting particles (the particles that are 
considered in calculating the interaction forces) with respect to the particle under 
consideration. The particles outside the action circle (Figure 3.1) are not 
considered in calculation of the interaction forces. Since at any given point in 
space, the computational domain is limited to the given cutoff radius, the DPD 
method is inherently parallelizable (please refer Chapter 6 for further discussion). 
Considering the particles to be at position ri and velocity vi, the interaction forces 
are given by 
( ) ijijCC erwF α=  
( )( ) ijijijijDklD eevrwMF ⋅−= γ        (3.1) 
( ) ijijijRR erwF ξσ=  
where, Fc, Fd and Fr are the Conservative, Dissipative and Random forces 
respectively, α is the Conservative force amplitude, γ is the Dissipative force 







e =   is the vector representing the line of interaction, vij is the 
relative velocity between two particles, and wc, wrand wd are the corresponding 
weight functions of the interaction forces. Also ijξ  is the Random variable with 
zero mean and unit variance and Mi is the Mass of the fluid particle. 
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While calculating the interactions between two particle types, the geometric mean 






















M                                         (3.2) 
The magnitude of conservative force is of higher magnitude than the other two 
forces. This amplitude decides the radial distribution of the particles. Dzwinel et. 
al. [32] has shown that the speed of sound depends on the conservative force 
amplitude α. The dissipative force is a friction force that opposes any relative 
motion between the particles. This gives rise to the viscous effect for the fluids. 
The random force can be viewed as a random kick given to the particle. This acts 
as a source of energy to the system while the dissipative force dissipates the 
energy from the system.  
3.1 Weight functions 
The weight functions determine the distribution of the forces within the specified 
cut off radius. For a soft interaction, these weight functions are of lower degree, 
whereas for the hard interaction, these functions are made-up of high degree 
equations like Vanderwalls inter-molecular forces. The weight function for the 
conservative force determines the property of the fluid under study. 
In this thesis, the weight functions for the different forces are taken to be the 
simplest forms given by Marsh [30]. 
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ww 1         (3.3) 
where rij is the distance between the particles and rc is the cutoff radius. 
The weight function for random and dissipative forces should be related, as the 
dissipative force should balance the thermal energy generated by the random force.  
The relationship between the two functions is determined by the fluctuation-
dissipation theorem [30] as 






















Figure 3.2: Weight Functions 
Figure 3.2 shows the plot of the conservative weight function wc and dissipative 
weight function wd as defined in equations 3.3 and 3.4. The weight functions vary 
with respect to the ratio 
crr . Since for a given simulation, the cutoff radius is 
fixed and hence, the weighting functions depend only on the distance r between 
the two interacting particles. 
The amplitudes of the dissipative (γ) and random (σ) forces are related by 
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klBklkl MTk ⋅⋅= γσ 22         (3.5) 
where kBT is the Boltzmann temperature and M is the average mass of the particle 
as given by equation 3.2. 
This relation maintains the fluid in thermal equilibrium. The dissipative forces 
dissipate the energy pumped into the system by the random forces.  
3.2 Integration Schemes 
Various integration schemes have been formulated for the particle interaction and 
the updating of their positions [29]. The stochastic differential equation pertaining 
to DPD is given by 







      (3.7) 
The dissipative force depends on the velocity of the particle, thus, making the 
equation 3.7 implicit in nature. If only the above set of equations are used, the 
forces at time (t+∆t) are calculated using the velocity at time t. This leads to an 
underestimation of the dissipative force. The velocity verlet algorithm aims at 
solving this problem to a certain extent by calculating the intermediate velocity. 
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3.2.1 Velocity Verlet integrator 
The velocity verlet algorithm [29] is more accurate than the former. It calculates 
the forces at an intermediate point and then the velocity is recalculated to a more 














2. dtvrr iii +=  


































We can see that in this algorithm, the calculation of force, which is more 
computationally demanding, is done only once whereas the velocity is updated at 
two points. It is shown in [21] that, the increase in accuracy is achieved with little 
increase in computational cost.  
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3.2.2 Self-consistent schemes 
In the interaction forces, only the dissipative force is dependent on velocity. This 
makes the computation implicit in nature with the velocity and dissipative force 
depending on one other. The self-consistent scheme recalculates the dissipative 
force and the velocity till the convergence is reached.  The algorithm is similar to 














2. dtvrr iii +=  





















6. Calculate forces ( )ijDi rF  













3.2.3 Performance of the integrators 
The performance of the integrators is very important for the study of more 
dynamical systems. Velocity verlet is more like an explicit time marching scheme, 
in which the force is calculated once per time step. The computational cost is 
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slightly higher than the ordinary Euler algorithm, but the error incurred is much 
lower. 
A self-consistent scheme is attractive as the dissipative force is iterated for each 
time step to make it an implicit time marching scheme. This algorithm provides 
higher stability in the case of small cutoff radius or lower density. However, the 
increase in computational cost is relatively high and becomes unsuitable for 
simulating complex flows involving large number of particles. 
3.3 Calculating the hydrodynamic variables 
The hydrodynamic variables are derived from the linearized Fokker-Planck 





























       (3.8) 
where n is the particle density, m is the mass of the particle, kbT0 is the equilibrium 
temperature and d is the dimension of the system. 





















        (3.9) 
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where []r represents the integral over the position space and is given by 
( )[ ] ( )∫= tvrfdrtvrf r ,,.,,  
These can also be derived from the kinetic theory as in Masters and Warren [31] 
3.3.1 Deriving the viscosity for a 2d case 
For a two dimensional case, the integrals are written as 
[ ] ∫ ∫= pi θ2
0 0
r
r wrdrdw  














       (3.10)  
The hydrodynamic variables are further derived from the simulation parameters in 








         (3.11) 
where D is the number of spatial dimensions considered, M is the mass of the fluid 




kcP          (3.12) 
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In Ref [33], dimensionless parameters have been identified which determines the 
dynamical regimes of DPD. The thermal velocity vT is defined as 
m
Tk
v BT =          (3.13) 








        (3.14) 
λ
crs ≡           (3.15) 
cr
L
≡µ          (3.16) 







=τ is the time taken for the fluid particle at thermal velocity to move 
over a distance of rc, and γτ is the time associated with friction. Hence, Ω is 
the dimensionless friction, given as the ratio of two time scales. 
• s is the ratio between the cutoff radius and the interparticular spacing. This 
parameter is related to the number of particles in an action sphere. 
• µ is the dimensionless box length in units of rc. 
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3.4 Validation in a Poiseuille flow 
 
Figure 3.3: Poiseuille Flow 
A Poiseuille flow is a flow between two parallel plates. The schematic setup of the 
Poiseuille flow is given in Figure 3.3. The plates are separated by a distance h and 
the flow is along the x direction. The system under study is of finite length L. The 
flow is laminar, which implies that the stream lines are parallel to the plates. Since 
the plates are considered to be of infinite length, the flow variables are invariant 
along the direction of the flow. Now, the momentum equation pertaining to the 









−∇= 2        (3.17) 
where u is the velocity, p is the pressure, ρ is the density of the fluid, ρfx is the 
body force and η is the viscosity of the fluid. The width of the channel is assumed 
to be much greater than the height and the entrance effects are neglected.  
The following are the characteristic conditions. 
(i) No time dependence,  therefore d/dt = 0.  
(ii) Flow is constant along x direction : u = f(y) 
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(iv) No slip boundary conditions ux(y=0) = 0, ux(y=h) = 0  










         (3.18) 
Integrating the equation 3.18 yields a quadratic polynomial 
2cybyaU x ++=         (3.19) 
Substituting the boundary conditions we obtain 
( )[ ]KyhyU x −= η2
1
        (3.20) 






=          (3.21) 
where ∆p is the total pressure difference between the inlet and outlet.  






−=         (3.22) 
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In equation 3.22, both the pressure gradient and the body force are constant values. 
Hence, the effect of the pressure gradient on the flow can be substituted by 
applying a body force (like gravitational force) on the fluid. Hence, taking 




dPK ρρ =+−==        (3.23) 
where dP/dx is the desired pressure gradient. 
Substituting for K in equation 3.20 yields the velocity along the x direction, which 
is given as  
( )[ ] xx fyhyU ρη −= 2
1
        (3.24) 
Since the body force can commensurate with the gravitational force, it is denoted 
by the symbol g in the remaining part of the text. 







ghU =          (3.25) 
For DPD simulation, a box of width 10 units and height 20 units is taken into 
consideration. The particle density is taken to be 4 and the cutoff radius is 1. A 
total of 800 particles are simulated for 105 time steps. Applying a uniform 
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gravitational force along the x-axis induces the flow. Periodic boundary condition 
is applied and the resulting flow profile is observed. The wall boundary conditions 
(refer Chapter 4 for detailed discussion in wall boundaries) are applied for the top 
and bottom boundaries. Time averaging is done over 5000 time steps. In this 
thesis, unless specified, the parameters α, γ, rc and kBT are taken as listed in the 
Table 3.1. 
Parameter Value 
Temperature KbT 1 
Cutoff Radius rc 1 
Particle Density 4  
σ 3 
α 18.75 
γ Calculated from Equation 3.5 





































                 Figure 3.4: Velocity profile                          Figure 3.5: Shear Stress variation  
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Figure 3.7: Temperature Distribution       Figure 3.8: Trend of temperature of the system  
The particle density of 4 is chosen as it represents a Face Centered lattice in a two 
dimensional space. The value of α is chosen to match the compressibility of water 
as suggested by Groot and Warren [40]. 
We can see in Figure 3.4 that the velocity profile matches the analytical result 
more accurately. The shear stress distribution across the fluid (Figure 3.5) is 
almost a straight line. From the equation (3.10), the viscosity is calculated as 
0.8956. The simulated results yield a viscosity of 0.8942 Ns/m2, which is only 
0.144% deviation from the theoretically predicted values. Thus, the hydrodynamic 
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behavior of a DPD fluid closely resembles that of a Newtonian fluid. Thus, DPD 
proves to be a valid tool in simulating viscous fluid flows. The density distribution 
(Figure 3.6) and temperature distribution (Figure 3.7) along the channel is almost a 
constant except for a very low fluctuation near the wall region. This is due to the 
imbalance of interaction forces between the fluid particles and the wall.  
3.5 Dividing the system into Sub-Domains 
The velocity verlet algorithm is implemented for the basic fluid interaction routine. 
The routine is given in section 3.2.1. Searching for the neighbors is the most time 
consuming task in DPD.  It is highly impractical to check all the particles in a 
given system to find the neighbors within a given cut off radius. Since DPD 
interacts with particles only within a cutoff radius, it is possible to reconfigure the 
model in which the computational time varies linearly with respect to the total 
number of particles. If there are N particles in a system, and if each particle 
interacts with NR particles, the computational time to calculate the interactions is 
in the order of O(NNR/2). However, when N>>NR , the cost of calculating the 
distance between the particles increase. To calculate the distance between each 
pair of particle in a system will have a computational cost of the order of O(N2/2). 
Exploiting the fact that the interaction is limited within a cutoff radius, the 
particles are grouped into sub domains called cells.  
Chapter 3: Formulation of the Method 
 
 - 37 - 
Figure 3.9: Schematic representation of interacting cells 
The system is divided into a number of cells of the same size.  Each particle is 
assigned a cell id during the repositioning step. During the search process, the 
particles are searched only in the neighboring cells that cover the cutoff radius. 
This reduces the computational cost drastically. A schematic representation of the 
cell algorithm is given in Figure 3.9. 
At each time step, the particles are reallocated within the cells. The calculation of 






        (3.26)
 
where ci is the index of the cell along the direction i, oi is the origin of the system, 
li is the length of the system, ri is the position of the particle and ncelli is the 
number of cells along the direction of i. 
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Updating the particles about which cell they belong to an O(N) computation. This 
is much more efficient than O(N2/2) computation. If the total number of cells is 
ND, then the computational cost is in the order of O(N2/2ND). Since the position of 
cells does not change during the simulation, the list of neighboring cells with 
which the cells interact can be calculated and stored in each cell. In a simple case, 
a rectangular region is considered for the region of interaction. In this case, the 
algorithm is most efficient when the cell is of the size rcx rc.  
A linked list of particles is maintained in each cell. At each step, the particle which 
is moving out of the cell is deleted from the list while a particle moving into the 
cell is added into the list. An additional advantage is that, since the particle 
interaction is done in a group in a cell, the cells can also be taken as data banks, 
from which the flow information like density, velocity, temperature etc are 
calculated. For higher flexibility, storage bins are used, that are made up of a group 
































Figure 3.10: Efficiency of Cell Algorithm 
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A box of size 20x20 is taken with a cut off radius of 1 and particle density of 16. 
The system is divided into equal number of cells in each direction. No external 
force is applied. The time taken for the computation is plotted in Figure 3.10 for 
various cell configurations. We can see that the time decreases linearly with the 
increase in cell. At one point, the computational time increases and then starts to 
decrease. This is due to the load in data transfer in the parallel processing, where 
the information of the cells are transferred from one block to another. This makes 
the descent lesser than the initial descent. 
This method is useful in the case of calculating wall interaction, like wall collision. 
Checking for wall collision in the particles that are far away from the wall is not 
computationally efficient. In the case of inclined wall, the cost associated with 
identifying the intersection of two line segments is much greater than the cost of 
calculating the distance. 
3.6 Limiting the wall interactions to the sub domains 
As mentioned earlier, calculating the wall collision for the entire domain requires 
more computational power. Assuming that the maximum distance a particle will 
traverse is of the order of rc, only the cells near the wall are allowed to interact 
with it, thus reducing the computational cost. 
Initially, the list of cells that interact with the wall is identified and stored. The 
validity of the cell-wall interaction is found out by calculating the shortest distance 
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of the center of the cell to the wall and identifying if the circumcircle intersects the 
interaction region of the wall. 
 
Figure 3.11: Cell-Wall interaction 
As we can see from the Figure 3.11, the cell interaction can be predicted with the 
shortest distance L between the center of the cell and the wall. A cell is considered 
valid for interaction if the following criterion is satisfied. 
(L – cr) < Rc     (3.27) 
where Rc is the cutoff distance between the cell and the wall, and cr is the radius 
of the circumcircle of the interacting cell (refer Figure 3.11). 
For calculating the cell-wall interaction, Rc is taken to be equal to the cutoff 
radius. But, for the dynamic density wall model (refer to Section 4.3.3) the fluid 
property is averaged over the cells near the wall. For this case, Rc represents the 
thickness of the layer of the particles considered for updating the wall density. The 
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wall density is calculated as the average density of the cells falling within this limit 
Rc. Time averaging can be applied for more reliable results.  
3.7 Summary 
In this chapter the theoretical formulation of DPD is discussed. The parameters of 
simulation are briefly described. The relation between the macroscopic variables 
and the DPD parameters are illustrated in section 3.3. The validity of the particle 
method is checked through a simple test case of a Poiseuille flow. The results are 
found to conform well with the analytical solution of a Newtonian fluid. The 
temperature distribution is constant through various sections of the flow, 
reinforcing that the fluid is isothermal. The cell algorithm is applied and the 
system is broken into ND sub domains. By adopting this method, for a system of N 
interacting particles,  the computational cost is reduced from the order of O(N2/2) 
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CHAPTER 4: WALL BOUNDARY CONDITION 
4.1 Need for Boundary Condition 
Specification of boundary condition is a crucial part in computing a flow as it 
plays an important role in the flow dynamics. As the computer simulation is 
limited to a domain, the specification of boundaries and the behavior of the system 
at the boundaries become essential. For example, in the case of simulating a flow 
in an infinitely long duct, the periodic boundary condition is applied in which the 
property of the fluid at the inlet is obtained from the outlet section. Also, since the 
flow is confined within the duct, the system needs to be bounded by walls, which 
is facilitated by the wall boundary condition. 
Specifying the wall boundary conditions in a particle method is not 
straightforward. Since there exists a discontinuity in space at the wall, the region 
of wall-fluid interaction is prone to exhibit fluctuations in the flow properties. In 
the case of Dissipative Particle Dynamics, there are three main difficulties 
pertaining to wall boundary treatment. These are 
1. Maintaining the temperature distribution 
2. Maintaining the density distribution 
3. Enforcing the no-slip boundary condition 
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In DPD, the wall is made of two parts: a mathematical plane which reflects back 
the particle moving out of the system, and a group of wall particles that interacts 
with the fluid particles. 
4.2 Conventional Wall Boundary Treatment 
The wall boundary condition is imposed in two steps in the simulation: initially, in 
the calculation of interaction forces between the fluid particle and the wall, and 
subsequently when updating the position of the particle with the equation of 











      (4.1) 
dtvdr ii =          (4.2) 
The boundary conditions should also take care of these two equations (4.1 and 
4.2). The equation 4.1 is concerned with calculation of the interaction forces 
between the particles. The equation 4.2 is concerned with the repositioning of the 
particles.  
4.2.1 Calculating the interactions 
In the conventional wall model, the wall is made up of frozen particles. The 
mathematical plane has no influence in the wall-particle interaction, and is 
confined only to the motion of the fluid particles (equation 4.2). The wall 
interaction forces are calculated from the frozen wall particles (equation 4.1). The 
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wall particles are distributed evenly according to the specified particle density as 
shown in Figure 4.1. 
 
Figure 4.1: Conventional Wall Model 
To reduce the density fluctuation, the number of layers of the wall particle and also 
the conservative force amplitude is increased. Since the wall particles are frozen, 
the density of the wall is fixed. Also, at the curved region, care must and should be 
taken for maintaining the correct wall density as it might lead to clustering of wall 
particles. It is also shown by Revenga et.al. [15] that this wall model has inordinate 
high density fluctuations near the wall region. This poses severe constraints in 
many ways leading to density fluctuation.  Also, in the case of immersed wall 
where the wall is surrounded by particles in both sides, controlling the interaction 
of wall and fluid becomes difficult. 
4.2.2 Impenetrable wall model 
A different set of boundary conditions arises for the equation 4.2, which is 
concerned with the repositioning of the particles. The wall boundary represents the 
discontinuity of the medium in space. An impenetrable wall implies that the fluid 
cannot pass through the wall. Hence, in a DPD, since the fluid is represented by 
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the particles, the particles cannot pass through the wall. However, with only the 
interaction forces applied, the particles tend to diffuse through the wall and escape 
out of the system. If this is allowed, the particles will eventually escape out of the 
system. On the other hand, a very high repulsive force between the wall and the 
fluid particles leads to large fluctuation in the density. Hence, we need a 
mechanism to reintroduce the particles back into the system. The mechanism to 
reintroduce the particles has a significant effect in the no-slip boundary, as it 
represents the direct interaction of the plane wall with the particles colliding on it.  
There are three types of reflections (see Figure 4.2) conventionally applied [15]. 
 
Figure 4.2: Wall reflection models 
Specular Reflection: This is a simple form of reflection where the momentum is 
conserved in the direction parallel to the wall. The velocity normal to the wall is 
reversed. In this type of reflection, the no-slip condition arises only by the action 
of the dissipative forces.  
Bounce Back Reflection: In this reflection model, for the particles that collide with 
the wall, all the components of the relative velocity with respect to the wall gets 
reversed. The no slip boundary condition is realized best in bounce back reflection, 
as the mean velocity of the particles colliding with the wall is zero.  
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Maxwellian Reflection: In this model, the fluid particle that collide with the wall is 
injected back into the system with the velocity calculated using Maxwellians 
centered at the velocity of the wall. This gives good control of temperature 
distribution along the wall. 
All the above-mentioned reflection models have an effect on the no-slip conditions 
and the temperature distribution (ref. Section 4.4.1). Since the conservative force 
controls the density distribution, these reflection models do not influence the 
density near the wall. 
4.2.3 Moving wall  
The previous sections describe the implementation of a static wall that has all the 
components of velocity set to zero. However, in cases like Couette flow, driven 
cavity flow etc., moving wall boundaries are required to simulate the flow. This 
can be modeled by specifying the velocity for the wall particles. The calculation of 
the dissipative force FD is given by equation 3.1.  
( )( ) ijijijijDklD eevrwMF ⋅−= γ
       (3.1) 
It can be seen that the dissipative force is proportional to the relative velocity of 
the particle. Since it is a friction force, this tries to reduce the relative velocity 
between the particles. Hence, when the wall particles are set to a particular 
velocity, the fluid particles interacting with the wall particles are accelerated by the 
wall particles and thus simulating a moving wall condition. The positions of the 
frozen particles need not be updated during the simulation. In the case of Bounce 
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Back and Maxwell reflections, the velocities are specified both at the wall particles 
and at the reflection plane. The reflected particles are constrained to move in the 
same velocity as that of the wall. But, in a specular reflection model, the velocity 
of the particles near the wall is influenced only by the wall particles.  
4.3 New Continuum model with Single Layer of Particles 
4.3.1 Formulation 
To overcome the difficulties of the conventional wall, a continuum approach is 
suggested for the wall model. The wall is assumed to be a continuum and made up 
of evenly distributed particles. Hence, the resultant interaction between a particle 
and the wall is calculated by integrating the weight function along the region of 
interaction. Of the three forces of interaction, the conservative force Fc is of larger 
magnitude. This force plays a significant role in maintaining the particle density by 
distributing the particles evenly. Balancing the conservative force of interaction 
between the fluid and the wall can thus reduce the density fluctuation near the 
wall. 


















=         (4.4) 
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ii dvdvdv +=         (4.5) 
dtvdr ii =          (4.2) 
The mathematical plane now deals with both the motion of particles (equation 4.2) 
and for calculating the conservative force amplitude (equation 4.4). As opposed to 
the use of many layers of wall particles, only a single layer of wall particles is 
employed in this model. This layer is concerned only with the dissipative and 
random forces of interaction (equation 4.3). The conservative force is calculated 
by integrating the weight function in the area of interaction. For the impenetrable 
wall, the same types of reflection methods are employed as done for equation 4.2 
as in the previous section. The current wall model makes it simple to model and 
provides the flexibility in specifying the wall density. Since only a single layer of 
particles are present, the wall can be easily modeled in the curved regions. 
For ease of reference, the new continuum wall model with single layer of particles 
is denoted by CSL (continuum - single layer), and the conventional wall model is 
denoted by ML (multiple layers). 
4.3.2 Integration of the weight function 
One of the aims for the current wall model is to make the particle density a 
variable parameter. This can be achieved by integrating the weighting function of 
the conservative force in the region of interaction. The intersection of the circle of 
interaction (COI) of a particle and the wall is calculated (see appendix A).  From 
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this, the region of interaction can be extracted by subtracting the triangular region 
from the sector. 
We can see that there are three cases of intersection of the COI and the wall.  In 
each case, we are left with a triangle and a sector.  Integration of the weight 
function is calculated by subtracting the net force of the triangle from that of the 
sector. 
We know that the conservative force is given by 
( )∑= ijijCCtot erwF α
        (4.6) 
where, the summation is for the particles within the cutoff radius. For a continuum 
medium, the above summation can be replaced by an integral. Since α is a 
constant for a set of particle types, we can write the equation as 
( ) ( ) drerwerwF ijijCijijCCtot ∫∑ == αα
     (4.7) 
For a 2D case, the integration is done as shown in Figure 4.3. 
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Figure 4.3: Integration over the area of interaction 
The integration of the weight function along the triangular region is carried out by 
transforming the triangle to a standard form as shown in the Figure 4.4. The 
particle under consideration lies in the left vertex of the triangle. Now, the 
integration is done between the two sides of the triangle (Appendix B.1). Since the 
vector eij is involved, two different formulae arise for the integral function for each 
direction. 
 
Figure 4.4: Integrating over a triangle 
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          (4.8) 
  
 
And, for the sector, the integration is done (Appendix B.2) with respect to rc and θ 
as 
 
       (4.9) 
 
The resultant force is calculated as 
( )triwwF −= secαρ
             (4.10) 
where ρ is the particle density.   
Thus, the present force now has density as a variable, which can be modified 
easily according to need. In the case of frozen wall particles, the radius of 
curvature of the wall is limited to the cutoff radius. If the wall has sharp 
curvatures, care should be taken for an even distribution of the wall particles along 
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overcome, as the integration is done individually, taking into account the area 













Figure 4.5: Integrated Weight Function 
The plot of the weight function for a straight wall shows the non-linearity 
involved. It can be seen that the wall with continuum model can respond more 
effectively to the density fluctuation. However, in the case of much lower particle 
density, the continuum model is less effective. For most of the cases the new wall 
model is efficient in reducing the density fluctuation.  
For the test case, a static flow condition is considered in which a fluid is trapped 
between two infinitely long plates. The distance between the two plates is taken to 
be 20 units. Periodic boundary condition is applied over a distance of 20 units. 
Particle density of 16 is taken. The results for the simulation comprised of 6400 
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particles. The resulting density and temperature plot is compared for both the CSL 









































Figure 4.7: Temperature distribution 
It can be seen in Figure 4.6 that the density is almost a straight line in the case of 
the new wall model (CSL). The model pertaining to the frozen particles (ML) have 
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high fluctuation near the wall. Also, the temperature fluctuation near the wall 
boundary is less. In the old model of freezing the particles, the temperature tends 
to drop. This is due to the fact that the wall particles are fixed and does not have 
any thermal velocity. Hence, it tends to cool down the adjacent fluid particles. As 
only a single layer of particles is used in the present model, the drop in 
temperature is much less.  
4.3.3 Wall with dynamic density 
The density fluctuation along the wall is one of the main concerns in DPD. Since 
the interaction between the particles is soft in nature, a flow of more dynamical 
nature experiences increase in density at the stagnation region and a decrease in 
density in the wake region. For example, in a driven cavity flow, it is shown in 
section 4.5 that the density at the top left corner is less and the density at the top 
right corner is very high relative to the equilibrium density. A high density 
fluctuation has an impact on the hydrodynamics of the flow problem. The viscosity 













       (3.10) 
It can be seen that the viscosity of the fluid increases with the particle density n. 
For a DPD system, the viscosity of the fluid is calculated from the equilibrium 
density. But, in a dynamic flow problem, density fluctuation occurs. Correct 
hydrodynamic behavior of the fluid can be ensured only when these density 
fluctuations are reduced. 
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The conventional wall boundary is treated using layers of frozen particles along 
the wall.  In a dynamical flow, the density fluctuation is more predominant. But if 
the wall density is kept fixed, at the regions of density fluctuation, the conservative 
forces will become unbalanced. At the region of low fluid density, the repulsion 
force from the wall is more than that of the inner fluid. Hence, the particles tend to 
move away from the wall. In the case of high density, the wall repulsion force is 
lesser than the force of the inner fluid. Hence, the particles tend to accumulate 
along the wall, leading to a rise in density. 
In a simulation, the wall density is fixed in a conventional wall made up of frozen 
wall particles. Usually, the parameter of interaction (the conservative force 
amplitude) between the wall and the fluid is chosen to be an optimum value to 
reduce the density fluctuation.  However, this parameter is usually found out only 
by trial and error. Since the continuum wall model provides the density as a 
parameter, the wall density can be adjusted during the simulation process to reflect 
the density of the fluid along the wall.  
 
Figure 4.8: Schematic setup 
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A system of dimension 20x20 is considered with a particle density of 9 leading to 
a simulation of 3600 interacting particles. A gravitational force of 0.8 is applied 
along the vertical direction in order to mimic the stagnation region. The schematic 
setup is shown in Figure 4.8. The resulting density profile is plotted for the two 
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Figure 4.9: Density Distribution along the vertical distance of the channel 
It can be observed in Figure 4.9 that at regions of lower density, there is a sudden 
drop in density, and at regions of higher density, the density near the wall rises 
steeply. The new wall model also has this fluctuation trend. However, the wall 
density is updated dynamically from the layer of particles near the wall. Hence, 
when the particles tend to accumulate near the wall, the density is increased and 
the particles are pushed away from the wall. And, when there is less number of 
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particles near the wall, the wall density is reduced. This makes the fluid particle 
move closer to the wall. This feedback mechanism ensures that the wall density is 
in equilibrium with the fluid particle density. However, in the range of lower 
density this model is relatively less efficient as the continuum wall model fails to 
match the discrete model in area of less density. 
4.4 Couette Flow 
The flows when the fluid between two parallel surfaces is induced to flow by the 
motion of one surface relative to the other are called Couette flow. Consider a flow 
between two parallel plates at a distance H between them moving with a relative 
velocity with respect to each other at a constant velocity U. Since the plates are 
considered to be infinite, there should be no change along the x direction. We are 
seeking a steady state solution for a two dimensional flow. Hence, the properties 
are invariant in time. We can assume pressure to be constant between the plates. 






         (4.11) 




Uyu =          (4.12) 
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The Couette flow between two parallel plates provides a suitable basis in 
analyzing the no-slip boundary condition, as the velocity profile is linear. Any 
deviation from the straight line is non-adherence to the imposed flow field.  
4.4.1 Effect of wall reflections in no-slip boundary 
No-Slip boundary condition is one of the important factors in ensuring the correct 
hydrodynamics of a flow. Although the wall particles are frozen, the dissipative 
force of interaction between the wall particles and the fluid particles may not be 
sufficient to ensure the no-slip boundary condition near the wall. It is usual that 
there will be a slight offset of the velocity profile due to a finite slip near the 
boundary. Increasing the dissipative force near the wall may prove effective in 
reducing the velocity, but this leads to unphysical velocity profile near the wall as 
the particles experience increased frictional (or dissipative) force from the wall. 
The wall reflection models play an important role in ensuring the no-slip boundary 
condition [15],[28]. In specular reflection, only the velocity normal to the wall is 
reversed. But in the case of bounce back reflections, velocity in both the directions 
are reversed. Thus, in the case of the bounce back reflection, the no-slip boundary 
condition is a natural outcome. In the case of Maxwell reflection, the particles 
colliding with the wall are re-introduced into the fluid with thermal velocity and 
direction determined by the Maxwellians. Since it is a random direction, on time 
averaging the velocity along the wall direction tends to zero. Also, since the 
particles are reintroduced at thermal velocity, a better temperature control can be 
observed. 
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To test the wall reflection models, a Couette flow is considered. A domain size of 
dimension 20 x 20 is taken. The wall boundaries are applied for the top and bottom 
sides and the periodic boundary conditions on the left and right side. A particle 
density of 4 is chosen, which results in simulating 1600 particles. Time averaging 
is done over 5000 time steps. The bottom wall is fixed while the top wall is set to 




































Figure 4.10: Couette flow with different wall reflection models (left:γ=3,right:γ=1) 




Back Specular Maxwell 
Bounce 
Back Specular Maxwell 
0.5 0.2 0.205 0.182 0.185 0.193 0.318 0.268 
1.5 0.6 0.627 0.580 0.579 0.701 0.846 0.874 
2.5 1.0 1.030 1.004 0.951 0.969 1.117 1.081 
3.5 1.4 1.432 1.395 1.387 1.258 1.456 1.475 
4.5 1.8 1.790 1.804 1.808 1.754 1.875 1.845 
5.5 2.2 2.165 2.215 2.187 2.192 2.359 2.438 
6.5 2.6 2.566 2.585 2.564 2.418 2.586 2.576 
7.5 3.0 2.998 2.979 2.851 2.881 3.080 3.085 
8.5 3.4 3.403 3.357 3.322 3.444 3.608 3.611 
9.5 3.8 3.852 3.745 3.770 3.857 4.058 4.097 
10.5 4.2 4.269 4.175 4.181 4.149 4.259 4.217 
11.5 4.6 4.708 4.578 4.610 4.467 4.463 4.478 
12.5 5.0 5.055 4.987 5.015 4.991 5.065 5.116 
13.5 5.4 5.439 5.494 5.380 5.333 5.308 5.290 
14.5 5.8 5.901 5.880 5.735 5.731 5.706 5.722 
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15.5 6.2 6.296 6.272 6.188 6.093 6.440 6.491 
16.5 6.6 6.635 6.676 6.582 6.684 6.561 6.513 
17.5 7.0 7.032 7.006 6.951 7.000 6.971 6.947 
18.5 7.4 7.408 7.372 7.332 7.478 7.237 7.264 
19.5 7.8 7.793 7.783 7.749 7.829 7.610 7.606 
Table 4.1: Velocity profile for Couette flow for different wall reflection models 
All the three wall reflection models are simulated and compared with the 
analytical results for dissipative force amplitudes γ = 3 and γ = 1 (simulating high 
and low viscosity fluids). The plot is shown in Figure 4.10. Table 4.1 shows values 
for the Couette flow for two values of γ. It can be observed that for higher 
dissipative coefficient (γ=3), all the three models yield better results with linear 
velocity profiles. When γ is reduced to 1, only bounce back reflection model is 
consistent with the stick boundary condition. Revenga et.al. [15] showed that since 
bounce back reflections accelerate the particles without bound, a small deviation in 
temperature is observed near the wall.  
It is seen that bounce back reflection model performs better than the other two 
reflection models. When the wall is fixed, the Maxwell reflection functions better 
than the specular reflection. This is because, in a Maxwell reflection, the particles 
are reflected back into the system in a random direction with the thermal velocity. 
Since a uniform random number is used, the cumulative effect on the flow is that 
the velocity of the particles colliding at the wall is equal to the wall velocity. 
However, unlike bounce back, it does not ensure the horizontal component of the 
velocity (with respect to the wall) to be zero. For a moving wall, both the Maxwell 
and Specular reflections suffer a finite slip in the boundary.  
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For verifying the effectiveness of the new wall model, we conduct two test cases 
of Couette flows between parallel plates and between concentric cylinders. Bounce 
Back reflections are used in all the test cases. 
4.4.2 Couette flow between two parallel plates 
A system of dimension 10x20 is considered with a particle density of 9 leading to 
a total number of 1800 fluid particles. Periodic boundary conditions are applied to 
the sides. The top and bottom sides are bounded by the wall boundaries. The top 
wall is set to a horizontal velocity (U) of 6 units while the bottom wall is fixed. 
The resulting flow profile for the CSL and ML wall models are plotted in Figure 


















Figure 4.11: Velocity profile in a Couette flow 
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Figure 4.12 Density Distribution in a Couette flow 
It can be observed that the velocity profile (Figure 4.11) of the CSL wall model is 
in good agreement with the analytical solution. The ML wall model suffers density 
fluctuation (Figure 4.12) near the wall. Due to this the velocity profile deviates 
slightly from the analytical solution. 
 
Figure 4.13: Clustering of particles at the walls (ML wall model) 
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Figure 4.14: Velocity profile near the wall in a Couette flow. Left: Fixed wall, Right: Moving wall 
In the case of ML wall model, the velocity near the wall shows unphysical 
behavior of the fluid due to the accumulation of the fluid particles near the wall. 
The particle distribution along the channel for ML wall model is shown in           
Figure 4.13. It is found that the fluid particles tend to stick to the wall, which leads 
to an increase in particle density near the wall. This tends to reduce the velocity of 
the particles near the wall region as seen in Figure 4.14. A similar phenomenon is 
observed at the top wall where the velocity is set to 6 units.  
For the new wall model, since the density distortion is reduced to a greater extent, 
the velocity near the wall conforms well to the analytical results at both the wall 
boundaries. The resulting velocity profile follows the analytical solution (straight 
line). 
4.4.3 Flow between concentric cylinders 
The Couette flow between two parallel plates has no significant variation in 
density along the plane. But, a flow between two concentric cylinders experiences 
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a centrifugal force. This leads to a decrease in density towards the center and an 
increase in density as we move away from the center.  
Consider two concentric cylinders of radius R0 and R1 rotating at an angular 
velocity of ω0 and ω1. In this case, the velocity vector becomes { }zri uuuu ,, θ= . 
Since the cylinders are of infinite length and the flow is axisymmetric, the velocity 
becomes ( )ruuui θθ == .  






         (4.13) 





=          (4.14) 

















        (4.15) 
Boundary conditions: 
( ) ( ) 111000 ωω θθ RRuRRu ==       (4.16) 
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The θ momentum equation determines the form of velocity profile to be 
r
C
rCu 21 +=θ         (4.17) 
















= ωωθ     (4.18) 
For simulating the flow in DPD, a flow between two concentric cylinders of radius 
5 and 10 units is considered with particle density of 14, which leads to simulating 
3694 particles. The outer cylinder is set to rotate at an angular velocity of 0.3 while 
the inner cylinder is kept fixed. The two circular walls are made up of 20 line 
segments each. Bounce back reflection model is used for the wall reflection. The 
values are time averaged over 2000 time steps. Since the cells are based on 
Cartesian grid, the values are obtained along the vertical centerline (in the flow 
between parallel plates, the values are averaged over the length of the plate). 
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Figure 4.16: Velocity profile in flow between concentric cylinders 







uθ        (4.19) 
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The frozen wall model has high velocity fluctuation near the wall. Figure 4.15 
shows the fluctuation in density. The CSL wall model suffers much less 
fluctuation than the ML wall model. In the ML wall model, at the inner circle, the 
wall particles of different walls overlap due to the curvature resulting in increase in 
wall density. This repels the particles away from the wall, leading to a drop in 
density as observed in the plot. At the outer circle, the particles tend to cluster at 
the wall leading to an increase in particle density. The velocity plot (Figure 4.16) 
shows that the simulation results of the CSL model follow the analytical results 
with lesser deviation when compared with the ML wall model. 
The deviation in the results of the continuum wall model occurs, as the fluid 
property is not averaged along the circle. Only the cells along the vertical strip are 
considered for time averaging, since the cells are constructed in a Cartesian grid.  
4.5 Flow in a Lid Driven Cavity 
Lid Driven Cavity flow is a common benchmark problem in CFD to validate the 
effectiveness of the flow solver. A lid driven cavity is a two dimensional box with 
stationary walls on all sides except the top wall which slides at a specified 
velocity. This flow is studied extensively both computationally [35], [41] and 
experimentally [36]. 
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Figure 4.17: Driven Cavity Flow 
To validate the hydrodynamic behavior of a DPD fluid, the flow inside a lid driven 
cavity has been simulated and the results are compared with the conventional 
FVM solver. The schematic representation of the setup is given in Figure 4.17. 
The fluid is represented by particles with conservative force potential α = 18.75. 
The cutoff radius is taken as 1 and kBT is set to unity. The dissipative force 
potential is taken to be 4.5 and the particle density is set as 18. The lid velocity is 
set to 5 units. The resulting viscosity computed from equation 3.10 for the DPD 
fluid is 9.96. The size of the simulation box is 20x20. This yields a Reynolds 
number of 10.03. The flow is computed till the maximum velocity of the system 
converges to a constant value. The CSL wall model is employed in this case for 
the four walls. The simulation took 9 hours in dual CPU machine with two 
Pentium III processors of speed 1.3 GHz each. 
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For the FVM solver, a box of dimension 1x1 is taken and the Reynolds number is 
set to 10.03. The flow domain is divided into 50x50 grid. The resulting flow is 
computed. The computing time was around 5 minutes. 
  
Figure 4.18: Velocity Vector Plot as computed from DPD (left) and FVM (right) 
The simulation is run for 105 time steps and is averaged over 3000 time steps. The 
velocity plot is shown in Figure 4.19 and Figure 4.20. The velocities at the section 











0 0.2 0.4 0.6 0.8 1













 Figure 4.19: Comparison of velocity in x direction along the horizontal cut (y=10) in the cavity 
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Figure 4.20: Comparison of velocity in y direction along the horizontal cut (y=10) in the cavity 
The velocity profile of DPD with CSL wall model is in good agreement with the 
solution obtained from the continuum solver. The ML wall model follows a 
different trend. The velocity profile deviates from that of a continuum solver near 
the wall area. The resulting flow resembles a driven cavity flow of a lower 
Reynolds number. This is the result of the deviation in velocity at the boundaries 
caused due to the density distorsions.  
4.6 Summary 
In this chapter, we formulate a wall model in which the conservative force of 
interaction is calculated by treating the wall as a continuum. It is shown that for 
calculating the dissipative and random forces of interaction, a single layer of wall 
particles is sufficient to produce desired results. Using multiple layers of wall 
particles reduces the temperature near the wall, as the wall particles are fixed and 
the dissipative force tries to slow the fluid particles interacting with the wall. It is 
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shown that applying a single layer has reduced this fluctuation. Bounce back 
reflection is found to obey the no-slip boundary condition than other wall 
reflection methods. A Couette flow is simulated between two parallel plates and 
between two concentric cylinders. The results are found to be in good agreement 
with the analytical solution. It is shown that the density fluctuation in the 
conventional model leads to distortion in the velocity profile near the wall. A new 
wall model is formulated by adopting a feedback mechanism that updates the wall 
density from the density of the fluid particles near the wall. This further reduces 
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CHAPTER 5: INLET AND OUTLET            
BOUNDARY CONDITIONS 
5.1 Complex fluids 
Although many simulations are possible on a macroscopic level, it becomes a 
challenge when the rheological behavior in mesoscopic scale assume importance 
as in the case of complex flows like chemically reacting flows, polymer solutions, 
emulsions etc. In most cases, these complex fluids are treated as non-newtonian, 
single-phase fluids, and the resulting flow is computed. While the conventional 
solvers take on more complex features for complex rheological behavior, particle 
methods make it much simpler to model them. 
Complex micro structural properties occur in many cases. The importance might 
be felt chemically as in the surfactants of the detergent, or it can be felt in the flow 
characteristics like the blood flow. The conventional macroscopic solvers cannot 
incorporate these intricate details. Formation of complex structures like micelle, 
lipid bilayers etc. are presently feasible only with the particle methods. Since the 
basic molecular dynamics involves simulating huge number of atoms, it is tough to 
extract the macroscopic behavior of the ensemble. This limits the scope of the 
molecular dynamics. To overcome this, new mesoscale particle methods are 
developed, that can simulate more reasonable length and time scale.
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In the case of Dissipative Particle Dynamics, the amplitude of the conservative 
interaction force potential is modified for various particle types to simulate a 
mixing flow. It will be useful to recollect the formula for the conservative force. 
( ) ijijCijC erwF α=  
Here, αij is the conservative interaction potential. This value is specific for 
interaction of two particle types. In the case of miscible fluids A and B, αAB > αAA 
and αAB > αBB (ref [16]). If the fluids are immiscible, we have αAB < αAA and αAB 
< αBB. The values are chosen appropriately to mimic the fluids.  
5.2 Modeling complex fluids with periodic boundaries 
In DPD, conventionally the flow simulations are carried out by applying the 
periodic boundary condition. A periodic flow is a flow that repeats itself. Thus, an 
infinite tube can be modeled by placing similar sections one after another. Or, in 
other words, the inlet of the tube section is similar to the outlet section both 
geometrically and chemically. In the case of a Poiseuille flow, the periodic 
boundary condition is applied along the flow direction. It helps to simulate a flow 
along an infinitely long tube. This boundary condition also helps to reduce the 
simulation space while determining the microstructural properties of the fluids. 
Since on a macroscopic scale the fluid is considered homogenous, it can be viewed 
to be made up of similar blocks that are bounded by the periodic boundary 
conditions. 
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5.2.1 Miscible and Immiscible Fluids 
Since the current scope is limited to the boundary conditions, the modeling of 
miscible and immiscible fluids is described in brief. For detailed discussion in 
kinematics of mixing using DPD, one can refer to the work done by Dzwinel et. al. 
[16] and Groot et. al. [40].  
The system is taken to be a periodic channel (periodic only in x direction) of 
dimension 40 x 40 sq units. The cutoff radius and the temperature are taken to be 
unity. Three particle types are considered besides the wall particle. σ is assigned a 
value of 3 for all the particle types. Initially the particles are distributed randomly. 
Simulations are carried out and the results are plotted at various time steps. A 
particle density of 6 is chosen, and equal number of particles is taken for the three 
fluids A, B and C. Two cases are considered for study. 
Case A: In this case, the conservative force amplitudes of the fluid are taken as in 
Table 5.1. It can be seen that the fluid A is miscible with fluid C and immiscible 
with B. Fluid B is immiscible with C.  
 Wall A B C 
Wall 18.75 18.75 18.75 18.75 
A 18.75 18.75 21.00 15.00 
B 18.75 21.00 18.75 25.00 
C 18.75 15.00 25.00 18.75 
Table 5.1. α Matrix For Case A 
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The simulation is carried out till the total kinetic energy drops down to a constant 
value. 
 
Figure 5.1. Mixing involving three fluids: case A 
In Figure 5.1, we can see that the fluids A (red) and C (blue) get mixed very well, 
but the fluid B (green) does not mix well and gets separated into small droplets. 
However, since the repulsion between A and B is relatively less, some particles of 
A get diffused into B.  
Case B: Here, all the fluids are taken to be immiscible. The interaction parameter 
is given in table 5.2. The simulation is carried out till the total kinetic energy drops 
down to a constant value. 
 Wall A B C 
Wall 18.75 18.75 18.75 18.75 
A 18.75 18.75 21.00 28.00 
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B 18.75 21.00 18.75 25.00 
C 18.75 28.00 25.00 23.75 
Table 5.2. α Matrix for case B 
 
Figure 5.2: Mixing of three immiscible fluids case B 
We can see in Figure 5.2 that the fluid C (blue) has least interaction force with the 
wall. As a consequence the fluid C covers most of the area next to the wall. Since 
all the fluids are taken to be immiscible, (αAB > αA and αAB > αB) the fluids tend 
to accumulate in the form of clusters. 
Studying the hydrodynamic behavior of these mixtures needs the information from 
the mesoscale level. With the microscale simulation techniques, the computational 
cost becomes very high for a reasonable length and time scales. This makes DPD a 
suitable alternative for simulating these fluids. For example the simulation of the 
flow in MEMS, where dispersion and segregation of the fluids becomes more 
important.  
Chapter 5: Inlet and Outlet BCs 
 - 77 - 
5.2.2 Simulating Rayleigh Taylor Instability 
 
Figure 5.3: Schematic setup of Rayleigh Taylor instability 
The Rayleigh Taylor instability is caused when a fluid of higher density is placed 
above the fluid of lower density. This provides a suitable base for studying the 
nature of mixing between two fluids. Applying a periodic disturbance along the 
interface triggers the instability. In the case of DPD, the thermal fluctuations 
contribute to the disturbance, and hence, the external agitation is not required. No 
external force other than the gravitational force (in vertical direction) is applied in 
this case. Hence no flow occurs between the plates other than the instability 
process. For a detailed discussion on Rayleigh Taylor instability using Dissipative 
particle Dynamics, one can refer the work of Dzwinel et. al. [16] . 
The parameters of simulation are given in Table 5.3.  
Parameter Value 
Temperature KbT 1 
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Cutoff Radius 1 
Particle Density 4 (Equal number of particles of both types) 
σ 1 
αAA, αBB 18.75 
αAB 30 (case 1), 22 (case 2) 




Table 5.3. Parameters for Rayleigh Taylor Mixing 
Initially, the two fluids are allowed to reach equilibrium with no gravitational force 
applied. Later, the gravitational force is increased in steps of 1e-3 per iteration. 
The simulation is carried out till the average kinetic energy attains a constant 
value. 
Case 1: αAB = 30 Case 2: αAB = 22 
  
Figure 5.4: Mixing of two fluids in Rayleigh Taylor Instability 
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The surface tension at the interface depends on the conservative force amplitude 
between the two fluids and is found to increase non-linearly with α [16]. In the 
case of miscible fluids, the surface tension is zero.  
It is seen that when the conservative force potential of two fluid is increased, the 
mushroom like shape formation is observed. When the potential is reduced the 
number of fingers increase. This can be observed as the effect of reduced surface 
tension at the interface. The fluid segregates into small droplets in the latter case. 
5.3 Limitations of Periodic Boundary Conditions  
The flows along complex geometries as shown below can also be simulated using 
periodic boundary condition. In a periodic flow, ducts that have branches are 
modeled such that the outlet section matches the inlet section as shown in            
Figure 5.5. 
Figure 5.5: Examples of Periodic Boundaries 
But, care should be taken that the inlet flow condition matches the required 
criterion. The periodic condition is conventionally used for benchmark problems 
such as Couette flow and Poiseuille flow. It helps in reducing the computational 
space to a greater extent. Periodic flows are also applied in axisymmetric flows, 
where the flow is simulated in a sector rather than the whole circular cross section. 
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The main constraint of the periodic boundary condition is how to match the inlet to 
the outlet condition.  
Dzwinel et. al. [18] has modeled the blood flow in capillary tubes by employing 
periodic conditions. This limits the flow to be carried out in only one section of the 
blood vessel. However, branching flows and the phenomenon like stenosis that are 
involved in branching flows are of more importance in these studies. Periodic 
boundary conditions are less applicable in these types of problems. Also, in the 
case of flow in a MEMS filter that can filter the blood cells from the blood plasma, 
non periodic boundaries is a must as the fluid in the outlet do not match to that of 
the inlet. In the case of mixing in T section, where there are two inlets and one 
outlet, it is difficult to match the outlet conditions to that of inlet conditions both 
by geometry and by the fluid composition.  
The flow resulted in the application of gravity can also be effected through 
pressure difference. In the case of DPD fluid, the pressure difference is the result 
of the particle distribution. A slight increase in density would result in increase of 
pressure. As a start, we will describe how the complex fluids are modeled using 
DPD. 
5.4  Complex flows using Source-Sink method 
A Source-Sink (SS) boundary condition consists of a source of particles where the 
particles are injected into the system, and a sink, which removes the particles from 
the system. The source simulates an inlet boundary condition and the sink 
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simulates the outlet boundary condition. Unlike periodic boundary conditions, 
since the particles are introduced at the source, the flow is not fully developed at 
the inlet. For attaining a developed flow, sufficient length is required at the inlet. 
This results in increase of computational cost to some extent. To tackle this, we 
extrapolate the velocities from the downstream direction. At the inlet, the velocity 
of the particles is obtained from the velocity of cells in the down stream direction. 
This allows the flow to develop during the simulation. Since the information from 
the sink travels in the upstream direction, the sink has less effect on the flow 
dynamics. 
5.4.1  Schematic Setup 
The SS method consists of a source where the particles are injected into the system 
with the desired properties at the inlet and the sink, which removes the particles to 
maintain the flow condition at the outlet. The schematic view of the system is 
shown in Figure 5.6 
 
Figure 5.6: Source Sink method  
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Figure 5.7: Schematic representation of Source 
The schematic setup of the source is given in Figure 5.7. Each source has three 
components besides the wall surrounding the system.  
As mentioned before, a source works by inserting the particles into the system to 
match the upstream flow properties. This requires a feedback mechanism, which is 
provided by sensors that monitor the local flow properties for each bin.  
5.4.2 Maintaining the Particle Density 
Since the particles move away from the source, the density at the source tends to 
decrease. This creates a “vacuum” thereby leading to an imbalance in particle 
distribution. Hence, to maintain the density at the source, the particles are inserted 
at area of lower density. In the same way, at the sink, the particles are removed to 
maintain the density. Both source and sink work in the same principle of 
calculating the density at their region of influence. In Figure 5.6, the shaded region 
represents this area. The density is averaged along this area. The number of 
particles to be inserted into the system is calculated by the formula 
( ) ksourceksourcedesired Annnp sin/sin/ ⋅−=       (5.1) 
Chapter 5: Inlet and Outlet BCs 
 - 83 - 
where, np is the number of particles to be inserted, ndesired is the desired density of 
the fluid, nsource/sink is the density of the area surrounding the source or the sink and 
Asource/sink is the area surrounding the source or the sink over which the density is 
calculated. Care should be taken while inserting the particles as an improper 
insertion method leads in fluctuation of the flow variables. When the number of 
particles to be inserted is calculated, the particles are inserted according to the 
following algorithm. 
1. Calculate number of particles to be inserted (equation 5.1) 
2. Select a cell from the area of influence with least number of particles 
3. Insert a particle in the cell area (random location inside the cell) 
4. If required number of particles are not inserted, go to 2. 
5. Stop 
At step 2 while searching for the cell with least number of particles, the search is 
performed in alternating directions. If during an iteration step, the cells are 
searched from top to bottom, in the next iteration it is searched from bottom to top. 
This is done to avoid biasing towards one region since the probability of finding 
more than one cell with the same number of particles is high. 
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5.4.3 Maintaining the Velocity of the Particles 
 
Figure 5.8: Dependence of source and sensor 
At the source, for each particle inserted, the initial velocity of the particle is 
unknown. If the inlet velocity profile is specified, it is possible to set the initial 
velocities of the inserted particle depending on the position of the particle. 
However, in most of the cases, the inlet velocity profile is unknown and is allowed 
to develop in the course of time. The periodic boundary condition utilizes the 
information at the outlet to specify the velocity at the inlet. Since we are aiming at 
non-periodic flows, the inlets and outlets cannot be coupled and hence the source 
should act independently. To facilitate this, the velocity information at the source 
is obtained from a region just further downstream from the source. This is 
synonymous with extrapolating the velocities to the source region. By doing this, 
the velocity profile at the inlet is allowed to develop independently. The location 
of the sensor influences the extrapolation to a greater extent. If the sensor is near to 
the source, the information gathered by the sensor is premature. In other words, the 
flow is poorly developed due to the lack of sufficient length between the source 
and the sensor. It should also be noted that the channel in which the source and the 
sensor are located should be of uniform cross section, and should extend to a 
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considerable length after the sensor in order to mimic an infinitely long channel or 
tube. In Figure 5.8, the schematic layout of the source and the sensor is shown. 
The length of the channel through which the flow develops is given by (L-l) and 
the length of the channel to nullify the effect of downstream flow on the sensor is 
l.  The ratio l/L (refer to Fig 5.8 for dimensions l and L) should be in the order of 
0.5 for a seamless velocity profile. 
5.4.4 Mechanism of Particle Removal 
At the sink, the particles are removed in two ways. A penetrable wall model is 
used at the outlet to allow the particles to escape from the system without 
accumulating. An additional sink is used to further reduce the density distortion at 
the sink area.  
 
Figure 5.9: Schematic view of sink 
a) Removing the particles over the sink area: This is done in a similar method as 
particle insertion. However, since the possibility of finding a particle along a line 
is very less, the particles cannot be removed along a line. As in the source, the sink 
also consists of the area along which the average particle density is calculated. The 
particles are removed from the cells falling in this sink area. The algorithm is 
given by 
Chapter 5: Inlet and Outlet BCs 
 - 86 - 
1. Calculate number of particles to be removed  (equation 5.1) 
2. Select a random cell from the area of influence 
3. Remove a particle from the cell 
4. If required number of particles are not removed, go to 2 
5. Stop 
It can be seen from the algorithm the cell from which the particle is being removed 
is selected randomly. This is done to avoid the density fluctuation due to any bias 
as described in section 5.4.2. 
b) Penetrable wall: The sink is also surrounded by walls as in the source. But, the 
outlet at the sink consists of a penetrable wall. The wall reflection is modified to 
allow the particles to escape through the wall and eventually removed from the 
system. The wall functions as a continuous fluid medium extending beyond the 
sink, thus providing a balance in the interaction force at the exit. Since the velocity 
is not specified at the outlet and the particles exiting the sink do not have an 
influence over the upstream flow properties, the dissipative and random forces are 
not calculated while calculating the interaction forces. Hence, in the continuum 
wall model, the single layer of wall particles is not employed. 
5.4.5 Simulation of a Poiseuille Flow and need for accelerating particles 
A flow along the channel of dimension 120x10 is simulated. The particle density is 
taken to be 4, thus simulating a total of 4800 particles. A gravitational force of 0.1 
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is applied along the centerline. The schematic view of the setup is shown in  
Figure 5.6. 
 
Figure 5.10: Development of velocity profile along the channel without acceleration (left),                 
with acceleration (right) 
                                                             
Figure 5.11: Density distribution along the channel with acceleration 
The 3D plot of velocity for the plane Poiseuille flow is shown in Figure 5.10. The 
flow effected only by extrapolation of velocity suffers a velocity fluctuation at the 
source region. 
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Figure 5.12: Velocity profile with a non-periodic boundary 
The flow is almost developed when the velocities near the inlet and outlet 
boundaries are extrapolated. But, at the inlet, there exist a fluctuation in the 
velocity. This is because at the source region, when the velocities are extrapolated, 
the particles move in a predetermined velocity (instead of the velocity calculated 
from interaction forces). When these particles are released into the system, they 
tend to get slowed down by the particles at the interface region. In order to prevent 
this slow down, a region (that includes the interface) is chosen in which the 
particles are accelerated by modifying g in relevant cells to match the downstream 
flow properties. This is similar to extrapolation in which the velocity is specified 
indirectly. This method helps to avoid the sudden drop in velocity, which is clearly 
shown in Figure 5.10. The particle acceleration at the source is calculated by a 
simple leapfrog algorithm given by 
1. For each bin in the accelerated region 
2. Obtain the desired velocity from the relevant downstream bin  
3. If the particle velocity is lower than the desired velocity, increment 
g by ∆g. Else, decrement by ∆g 
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This algorithm can optimize g to a value of ∆g. The responsiveness of the above 
algorithm depends on the number of iterations involved per time unit (or the time 
step of simulation). The value of g is updated for each iteration according to the 
following equation: 
ggg nn ∆±=+1         (5.2) 
The sign of ∆g changes according to the desired increase or decrease in algorithm. 
Since the number iterations involved in a given simulation is in the order of 104, 
∆g can be chosen to be very small (in this simulation ∆g = gdesired/1000). 
In Figure 5.11, the density distribution along the channel can be seen. At the 
source region, the particle density fluctuates as the new particles are inserted in 
that region. As discussed before, since the velocity is high at the centerline, the 
particle density tends to fall. But, the variation is overcome after the extrapolation 
region. Besides the fluctuation at the vicinity of the source and the sink, the 
density is almost held constant throughout the channel. 
Thus, in a flow, these boundary conditions can replace a periodic boundary 
condition to a large extent. Specifying the gravitational force that drives the flow 
as in the periodic boundary conditions can effect the flow. In the case of branching 
flows, the driving force is applied in the direction normal to the section.  
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5.5 Designing a constricted flow 
Constricted flows are common applications in CFD. Conventionally while 
applying the periodic boundary conditions, a constricted flow can be designed as 
shown in Figure 5.13. 
                          
Figure 5.13: Additional Overhead in periodic boundary condition 
As shown in Figure 5.13, when periodic boundary condition is applied, a 
constricted flow will have an additional overhead to match the inlet and outlet 
section both geometrically and physically. When the source sink method is 
employed as in Figure 5.14, the additional overhead is reduced to a greater extent 
to only the source and sink areas.  
         
Figure 5.14: Additional Overhead in SS 
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Figure 5.15: Vector plot of a constricted flow : SS method (left), Periodic Boundaries  (Right) 
In the case of SS method, the dimension of the system is 156x20. The constriction 
is of width 31.2 and height 4, and starts at a distance of 62.4 from the left edge of 
the system. Eight bins are used for extrapolation of velocities at the source. 
Referring Figure 5.8 for dimensions, the dimension L is of length 38 bins, and the 
ratio l/L is taken as 0.5. For the setup using periodic boundary condition, a system 
of dimension 312x20 is used. Both the constriction and expansion region is of 
width 31.2 and height 4. The narrow channel is of width 62.4 and is located 
horizontally at the center of the system. A gravitational force of 0.02 is applied 
horizontally to drive the flow. The simulation took 8 hours using 4 Alpha 21264 
CPUs. 
Figure 5.15 shows the vector plot for the flow with the SS method and with 
periodic boundaries. It can be seen that the SS method is capable of producing the 
desired results as achieved from the periodic flow. It is estimated that the increase 
in computation (for the overheads) in the case of periodic boundary condition is 
roughly around 40% when compared to 20% in the source sink method. This 
method also poses additional advantage of decoupling the inlet and outlet 
boundaries, thus increasing the scope of simulating complex geometries. 
Chapter 5: Inlet and Outlet BCs 
 - 92 - 
5.6 Implementation in a flow in T-Section 
Flow in a T-Section is one of the common applications in a MEMS device. This 
section is used both for mixing and segregation. In the case of mixing, two fluids 
are injected in the side arms and allowed to mix along the channel. The same 
section can be used to separate the fluid mixtures as well. A field force is applied 
which exerts the force specific to one particular fluid. This forces the fluid or 
particles towards one arm of the T section, thus separating the mixture.  
Here, we take a more common application of mixing in T-Section, in which, two 
fluids are injected in each inlet and gets mixed along the length of the tube. 
Periodic conditions cannot be employed, as the two fluids gets mixed at the outlet, 
and hence cannot match the inlet conditions. The parameters involved in 
simulation are presented in Table 5.4. 
Parameter Value 
KbT 1 
Cutoff Radius 1 
αAA , αBB 18.75 
αAB 18.75 
σ 3 
Desired Particle Density 4 
G 0.1 
Table 5.4: Parameters for simulating Mixing in T-Section 
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Figure 5.16: Schematic View of a T-Section 
The system is divided into 100x100 cells. These in turn are split into 50x50 bins. 
Time averaging is done over 1000 time steps. The simulation is run till the total 






















Figure 5.17: Trend of number of particles in the system 
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We can see that the total number of particles in the system attains a constant value.  
Thus, it is evident that the mass flow rate also becomes a constant.  The velocity 
vector plot (Figure 5.18) shows the development of the velocity profile over the 
section. 
 
Figure 5.18: Multiphase flow in a T-Section: particle distribution (left), velocity vector (right) 
Figure 5.17 shows the trend of total number of particles in the system. In this 
simulation, initially there are no particles in the system. The source injects the 
particles to match the desired particle density of 4. On proceeding, it can be seen 
that the total number of particles increases and reaches a constant value.              
Figure 5.18 shows the simulation of multiphase mixing process along the section. 
5.7 Summary 
In this chapter, the inlet and outlet boundary conditions for DPD are discussed in 
detail. The limitations of periodic conditions are discussed and a new boundary 
model is devised which removes the constraint imposed by the periodic boundary 
condition. The inlet and outlet section are no longer needed to match both 
geometrically and chemically. For obtaining a developed velocity profile, the 
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velocity near the inlet is extrapolated. In order to avoid the distortions due to 
extrapolation, the particles are accelerated locally at the source. The flow thus 
obtained has a velocity profile very much similar to the developed velocity profile. 
In the flow through a constricted channel, it is shown that the inlet and outlet 
sections need not match geometrically. Flow through the T-Section simulates the 
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CHAPTER 6: PARALLEL COMPUTING 
DPD is a particle method in which the hydrodynamic behavior is the result of the 
interaction of all the fluid particles. Since the simulation is in the order of 
mesoscale, for simulating a flow of realistic dimensions (millimeters), the 
computational cost will be very demanding both in the speed and the memory 
involved. Also, the time averaging of the bin values requires maintaining the 
solution set for successive iterations. For example, consider a problem where the 
number of bin is 50x50 and each bin stores the value of velocity, temperature and 
density. If the time averaging is done for 10000 time steps, the amount of memory 
required to store the solution would be around 760MB. However, the simulation 
might require only a fraction of this memory. Thus, it is mandatory to split the 
tasks to multiple computers to decrease the burden in computing. 
In DPD the interaction of the particles are limited by the cutoff radius. This makes 
DPD easily parallelizable. Each system can be divided into a number of blocks 
that interact with each other with a strip of thickness greater than or equal to that 
of cutoff radius. The interaction region is shown in the Figure 6.1 
. 
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Figure 6.1: Splitting the load for parallel computing 
For ease, the box is arranged in a one-dimensional array as shown in Figure 6.1. In 
each block the ghost cells are located in the right side. It should be noted that due 
to the involvement of random forces, each particle interaction is unique and cannot 
be replicated by calling the routine again. The algorithm for parallel computation 
is explained below 
1. Initialize the particle forces to zero 
2. Send the particles in the ghost cells to the neighbors 
3. Receive the particles in the ghost cells 
4. For each particle in the region, Interact with other particles  
5. Send the updated ghost particles to neighbors 
6. Receive and update the ghost particles 
7. Reposition the particles 
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8. Gather the particles moving out of the blocks 
9. Distribute the particles moving out of each block to their neighbors 
10. Receive the particles coming into a block 
11. Go to step 1. 
It can be seen that in each iteration, the particles in the interaction region is 
transferred to the neighbors and the data is reported to the server as illustrated in 
Figure 6.2. Considering a periodic box of size l x m, if the box is split in to two 
parts to be assigned for two CPUs, the amount of data transfer from each block be 
rc x m. Each block will be sending and receiving the particles. Hence, it is 
advisable to maintain a relatively small interaction region to minimize the data 
transfer. Also, at each time step, the bunch of data pertaining to the bins is 
transferred to the server program. This code then stores these data for time 
averaging. The architecture of the parallel code is given below. 
 
Figure 6.2:  Structure of Parallel Code 
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Due to the load on communication, the efficiency of distributed computing reduces 
as the number of processors increase. The number of communications increases 
twice as that of the number of clients.  
A plane Poiseuille flow is considered in which the flow is between two parallel 
plates of length 100 units. The width of the channel is 20 units. The particle 
density is taken to be 4 resulting in simulation of 8000 particles. The speedup 
achieved with various number of CPUs is plotted in Figure 6.3.  
Number of CPUs Speedup Achieved 
  2   1.74 
  4   3.53 





















Figure 6.3: Speedup curve for distributed computing 
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It is interesting to observe that the speedup curve follows the trend of a quadratic 
polynomial. When extrapolated, the curve tends to get saturated when the number 
of CPUs is greater than 25. However, for a reasonably large computation where 
the ratio of the data transferred to the total number of particles is very less, the 
speed up achieved might be more significant.  
Message Passing Interface (MPI) is used for implementation of distributed 
computing. Each instance of the program is assigned an identification number 
starting from zero. In the present model, we assign the program with the id=0 as 
the server. The data is transferred from server to the clients through blocking send 
(the routine waits for the other code to receive the data) and blocking receive (the 
routine waits for the other code to send the data) routines. Non-blocking send 
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CHAPTER 7: CONCLUSION 
In this thesis, the wide applications of DPD have been explored. This method has 
proved to be suitable for modeling complex fluids, and classical flows at low 
Reynolds number. 
A new wall model is developed in which the conservative forces are treated as a 
continuum and the other are calculated from a layer of particles on the wall 
boundary. It is shown that the density and temperature fluctuations are reduced to 
a greater extent near the wall boundary. The wall model is found to obey the no-
slip boundary condition. The resulting model is tested with the classical Lid 
Driven Flow problem. The DPD results for the lid driven cavity are in close 
accordance with the finite volume solver and a significant improvement over the 
conventional boundary condition is observed.  
In cases where the periodic boundary conditions cannot be applied, a method is 
developed in which the flow is induced by injecting and removing the particles. 
This aids in simulating the flows in which the inlet and outlet sections do not 
match either geometrically or chemically. This boundary model is applied in a 
mixing in T-Section.  
Though irregular inlet and outlet boundaries cannot be modeled directly, they can 
be included by extending the source and the sink regions away from the boundary. 
The source-sink method effectively simulates an infinitely long tube in the 
upstream (source) and downstream (sink) directions respectively. This reduces the
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trouble of maintaining the particle distributions along the boundary. Alternatively, 
the particle distribution and also the momentum of each corresponding particle can 
be specified by adopting the results of a continuum solver. 
It is shown that the computational time can be reduced many folds when the code 
is parallelized. However, increasing the number of processors reduces the 
efficiency due to the overload in data transfer. The speed up obtained with increase 
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APPENDIX-A 
Calculating Line and Circle intersection 
The intersection of circle with center (0,0) and radius r with an infinite line defined 
by two points (x1, y1) and (x2, y2) is given by 
 
Figure A.1: Intersection of line and circle 
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APPENDIX – B 
B.1. – Integrating over a triangle 
 
Figure B.1: Integrating over a triangle 
The triangle is made of two intersecting lines l1 and l2 of slope m1 and m2. The 
triangle is aligned such that the vertex containing the line (x=m1y) is at (0,0).  
The integration is done by sweeping the line starting from y=0 to y = h. The end 
points of this line are dictated by the limits of the lines l1 and l2. Thus the integral 





























Thus, the integral for the weight function is given as 
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It should be noted that the forces act in opposite direction. Hence, while 
calculating the forces, the signs should be reversed. 
B.2. Integrating over a sector 
θ
 
Figure B.2: Integrating over a sector 
A sector of radius rc and angle ϕ is integrated as 





For a function that depends on the (x,y) direction, the function is integrated along 
the x and y axes separately. For this, the function is divided into two parts as 
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Thus, the integration becomes 
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APPENDIX – C 
Calculating Wall collision 
Consider a particle at position r and moving at a velocity v. The intersection 
between the traverse path of the particle and the wall segment decides the collision 
of a wall and the particle. 
 
Figure C.1: Wall Collision 
Now, if the intersection is given by the point (ix, iy), the resulting velocity vector 
after the collision is calculated as follows. In the case of bounce back reflection, 
the velocity is reversed in all directions. Hence, the particle traces back its path 
after collision.  
In the case of specular reflection, the velocity normal to the wall is reversed. 
Consider the wall normal vector wn . The velocity normal to the wall is calculated 
by the dot product of the vectors. 
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Note that the sign of the normal component of the velocity is reversed. Now, the 
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