Abstract. In this paper we study the following nonlinear boundary-value problem
INTRODUCTION
This paper is devoted to finding existence and multiplicity results for the following nonlinear problem where Ω ⊂ R N is a bounded smooth domain, ∂u ∂ν is the outer unit normal derivative on ∂Ω, λ, µ ∈ R such that λ 2 + µ 2 = 0, p is a continuous function on Ω with p − := inf x∈Ω p(x) > 1 and β ∈ L ∞ (∂Ω) with β − := inf x∈∂Ω β(x) > 0. The main interest in studying such problems arises from the presence of the p(x)-Laplace operator div(|∇u| p(x)−2 ∇u), which is a natural extension of the classical p-Laplace operator div(|∇u| p−2 ∇u) obtained in the case when p is a positive constant. However, such generalizations are not trivial since the p(x)-Laplace operator possesses a more complicated structure than p-Laplace operator, for example it is inhomogeneous.
In recent years increasing attention has been paid to the study of differential and partial differential equations involving variable exponent conditions. The interest in studying such problems was stimulated by their applications in elastic mechanics, fluid dynamics and the calculus of variations, for information on modelling physical phenomena by equations involving the p(x)-growth condition we refer to [1, 8, 10, 17, 19, 20, 24, 29, 31, 32] . In the past decades a vast amount of literature that deal with the existence for problems of the type −∆ p(x) u = f (x, u) with different boundary conditions (Dirichlet, Neumann, Robin, nonlinear, etc.) have appeared. See, for instance [9, 11, 14, 16, 27, 30] and references therein.
In [16] , the authors have studied the problem (1.1) with g(x, u) ≡ 0. Using the variational approach based on the nonsmooth critical point theory for locally Lipschitz functions, they obtain the existence of at least two nontrivial solutions. This same problem has been studied in [26] . Under appropriate assumptions on f , and using variational methods, we have obtained important results on existence and multiplicity of solutions. In [3] , the authors considered the problem (1.1) with λf (x, u) ≡ |u| p(x)−2 u and β(x) ≡ 0. Using Ricceri's variational principle, they establish the existence of at least three solutions of the problem. If β(x) ≡ 0 and µg(x, u) ≡ 0, the problem (1.1) becomes the nonlinear Neumann boundary value problem. It was studied in [27] . Using the three critical point theorem due to Ricceri, under the appropriate assumptions on f , the authors establish the existence of at least three solutions of this problem.
The purpose of this paper is to prove the existence and multiplicity results of solutions to the problem (1.1) under appropriate assumptions on f and g following ideas from [30] . These results extend some of the results in [25] for the p-Laplacian.
Next, we make the following assumptions on f and g:
(f 0 ) f : Ω×R → R satisfies the Carathéodory condition and there exist two constants
where α(x) ∈ C + (Ω) and α(x) < p * (x), for all x ∈ Ω, where
(g 0 ) g : ∂Ω × R → R satisfies the Carathéodory condition and there exist two constants
where γ(x) ∈ C + (∂Ω) and γ(x) < p ∂ (x), for all x ∈ ∂Ω, where
Let H be the energy functional corresponding to problem (1.1).
The main results of this paper are the following:
Meanwhile, problem (1.1) has infinite many pairs of weak solutions.
(i) for all λ > 0 and µ ∈ R, problem (1.1) has a sequence of weak solutions (±u k ) such that H(±u k ) → ∞ as k → ∞; (ii) for all µ > 0 and λ ∈ R, problem (1.1) has a sequence of weak solutions (±v k )
such that H(±v k ) < 0, and
This article is organized as follows. In Section 2, we introduce some necessary preliminary knowledge on variable exponent Lebesgue and Sobolev spaces. In Section 3, we will give the proof of Theorems 1.1-1.4. In Section 4, we will give the proof of Theorems 1.5-1.6.
PRELIMINARIES
For completeness, we first recall some facts on the variable exponent spaces L p(x) (Ω) and W 1,p(x) (Ω). Suppose that Ω is a bounded open domain of R N with smooth boundary ∂Ω and p ∈ C + (Ω), where
Denote by p − := inf x∈Ω p(x) and p
with the norm
Define the variable exponent Sobolev space
We refer the reader to [9, 12, 13] for the basic properties of the variable exponent Lebesgue and Sobolev spaces.
(Ω), · ) are separable, reflexive and uniformly convex Banach spaces.
Lemma 2.2 ([13]). Hölder inequality holds, namely
p (x) = 1. Now, we introduce a norm, which will be used later.
Then, by Theorem 2.1 in [9] , u β is also a norm on W 1,p(x) (Ω) which is equivalent to u . Lemma 2.3 (see [13, 14, 30] ).
(1) If q ∈ C + (Ω) and q(x) < p * (x) for any x ∈ Ω, then the imbedding from
(Ω) is compact and continuous. (2) If q ∈ C + (Ω) and q(x) < p ∂ (x) for any x ∈ ∂Ω, then the trace imbedding from
is compact and continuous.
An important role in manipulating the generalized Lebesgue-Sobolev spaces is played by the mapping defined by
Lemma 2.4 ([9]).
(
Remark 2.5. From (1) and (2) of the previous lemma, one can easily deduce that
Proof. It is easily adapted from that of [27, Theorem 2.1].
Theorem 2.7. If g : ∂Ω × R → R is a Carathéodory function and
where C" is a positive constant and α(x) ∈ C + (∂Ω) such that for all x ∈ ∂Ω, α(x) < p
Proof. It is easily adapted from that of [2, Theorem 2.9].
Let X = W 1,p(x) (Ω) and define
where F (x, t) = t 0 f (x, s)ds, and G(x, t) = t 0 g(x, s)ds. It is easy to see that φ ∈ C 1 (X, R) and
Moreover, we have the following proposition. (1) φ : X → X * is a continuous, bounded and strictly monotone operator.
Under the conditions (f 0 ) and (g 0 ), and from Theorem 2.6 and Theorem 2.7, ψ and J are continuously Gâteaux differentiable functionals whose Gâteaux derivative is compact, and we have
The energy functional corresponding to problem (1.1) is defined on X as
The functional H is of class C 1 (X, R), and the weak solution of problem (1.1) corresponds to the critical point of the functional H. Definition 2.9. We say that u ∈ W 1,p(x) (Ω) is a weak solution of the problem
where dσ x is the measure on the boundary ∂Ω.
Remark 2.10. In the following sections, the symbols C, D, M denote the generic nonnegative of positive constants, which may not be the same at each occurrence.
EXISTENCE AND MULTIPLICITY OF SOLUTIONS
In this section, we shall prove Theorems 1.1-1.4. By using the variational principle, we prove the existence and multiplicity of results for problem (1.1).
Proof of Theorem 1.1. From (f 0 ) and (g 0 ), there exist C > 0 such that
Obviously, H is weakly lower semicontinuous. It suffices to show that H is coercive. Let u ∈ X be such that u β > 1. Then
So H(u) → ∞ as u β → ∞, since α + , γ + < p − . Then H is coercive and H has a minimum point u in X which is a weak solution of problem (1.1). 
then the problem (1.1) has a nontrivial weak solution.
Proof. From Theorem 1.1 we know that H has a global minimum point u. It suffices to show that u is nontrivial. From (3.1) and (3.2), for 0 < t < 1 small enough, there exists a positive constant C such that
Choose u 0 ≡ M > 0, then u 0 ∈ X. Then we have
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Since d 1 , d 2 < p − , there exists 0 < t 0 < 1 small enough such that H(t 0 u 0 ) < 0. So the global minimum point u of H is nontrivial. To prove Theorem 1.2, we need the following lemma.
Proof. Suppose that (u n ) ⊂ X is a (PS) sequence, i.e.
Let us show that (u n ) is bounded so as to verify it is precompact in X. By Lemma 2.3, and Theorems 2.6, 2.7, we know that ψ and J are booth weakly continuous and their derivative operators are compact. By Proposition 2.8, we deduce that H = φ + λψ + µJ is also of type (S + ). For n large enough, we have
where θ = min{θ 1 , θ 2 }. From the inequality above, we know that (u n ) is bounded in X since θ > p + . This completes the proof.
Proof of Theorem 1.2. We will use the mountain pass theorem (see [4, 28] ). By the previous lemma, we know that H satisfies the (PS) condition. So it suffices to verify the geometric conditions in the mountain pass theorem. We have the following compact embedding
So there exists a constant C > 0 such that
Conditions (f 0 ), (f 2 ) and (g 0 ), (g 2 ) assure that there exists an arbitrary constant 0 < ε < 1 and two positive constants (both denoted by C(ε)) such that
So for u β small enough ( u β < 1). We have
Choose ε > 0 small enough such that 0 < λεC + µεC < 1 2p + . Then we obtain
is strictly positive in a neighborhood of zero. It follows that there exist r > 0 and δ > 0 such that H(u) ≥ δ for all u ∈ X : u β = r. Now, to apply the mountain pass theorem, we must prove that
for a certain u ∈ X. From conditions (f 1 ) and (g 1 ) we have for suitable positive constants C, D
Let u ∈ X and t > 1. We have
It follows that there exists e ∈ X such that e β > r and H(e) < 0. According to the mountain pass theorem, H admits a critical value τ ≥ δ which is characterized by
where
The proof is complete.
Proof of Theorem 1.3. Since X is a separable and reflexive Banach space [7, 12] , there exist {e n } ∞ n=1 ⊂ X and {f n } ∞ n=1 ⊂ X * such that
For n = 1, 2, . . . denote by
Then we have the following lemma.
Then lim k→∞ α k = 0 and lim k→∞ γ k = 0. Now, we return to the proof of Theorem 1.3. To do that, we will use the Fountain theorem (see [28] ). Obviously, H is an even functional and satisfies the (PS) condition. We will prove that if k is large enough, then there exist ρ k > r k > 0 such that
(A1) For u ∈ Z k such that u β = r k > 1, by conditions (f 0 ) and (g 0 ), we have
, |u|
, then we have
If we choose r k = (α + C(λ, µ)α }.
There exists ρ 0 > 0 small enough such that , |u|
is similar, so (B2) holds.
(B3) From the proof above and the fact that Y k ∩Z k = ∅, we know that for u ∈ Z k , u k β ≤ ρ k small enough
