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MAXIMAL SOBOLEV REGULARITY FOR SOLUTIONS OF ELLIPTIC EQUATIONS
IN BANACH SPACES ENDOWED WITH A WEIGHTED GAUSSIAN MEASURE:
THE CONVEX SUBSET CASE
G. CAPPA AND S. FERRARI∗
Abstract. Let X be a separable Banach space endowed with a non-degenerate centered Gaussian measure
µ. The associated Cameron–Martin space is denoted by H. Consider two sufficiently regular convex functions
U : X → R and G : X → R. We let ν = e−Uµ and Ω = G−1(−∞, 0]. In this paper we are interested in the
W 2,2 regularity of the weak solutions of elliptic equations of the type
λu− Lν,Ωu = f, (0.1)
where λ > 0, f ∈ L2(Ω, ν) and Lν,Ω is the self-adjoint operator associated with the quadratic form
(ψ, ϕ) 7→
∫
Ω
〈∇Hψ,∇Hϕ〉Hdν ψ, ϕ ∈ W
1,2(Ω, ν).
In addition we will show that if u is a weak solution of problem (0.1) then it satisfies a Neumann type
condition at the boundary, namely for ρ-a.e. x ∈ G−1(0)
〈Tr(∇Hu)(x),Tr(∇HG)(x)〉H = 0,
where ρ is the Feyel–de La Pradelle Hausdorff–Gauss surface measure and Tr is the trace operator.
1. Introduction
Let X be a separable Banach space with norm ‖·‖X , endowed with a non-degenerate centered Gaussian
measure µ. The associated Cameron–Martin space is denoted by H , its inner product by 〈·, ·〉H and its norm
by |·|H . The spaces W 1,p(X,µ) and W 2,p(X,µ) are the classical Sobolev spaces of the Malliavin calculus
(see [8]).
In this paper we are interested in the study of maximal Sobolev regularity for the solution u of the problem
λu(x) − Lν,Ωu(x) = f(x) µ-a.e. x ∈ Ω, (1.1)
where λ > 0, Ω is a convex subset of X , ν is a measure of the form e−Uµ with U : X → R a convex function,
f ∈ L2(Ω, ν) and Lν,Ω is the operator associated to the quadratic form
(ψ, ϕ) 7→
∫
Ω
〈∇Hψ,∇Hϕ〉Hdν ψ, ϕ ∈ W 1,2(Ω, ν),
where ∇Hψ is the gradient along H of ψ andW 1,2(Ω, ν) is the Sobolev space on Ω associated to the measure
ν (see Section 2).
We need to clarify what we mean by solution of problem (1.1). We say that u ∈ W 1,2(Ω, ν) is a weak
solution of problem (1.1) if
λ
∫
Ω
uϕdν +
∫
Ω
〈∇Hu,∇Hϕ〉Hdν =
∫
Ω
fϕdν for every ϕ ∈W 1,2(Ω, ν).
Notice that if the weak solution u of problem (1.1) is unique, then u = R(λ, Lν,Ω)f , the resolvent of Lν,Ω.
Results about existence, uniqueness and regularity of the weak solutions of problem (1.1), in domains with
sufficiently regular boundary, are known in the finite dimensional case (see the classical books [24] and [27]
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for a bounded Ω and [7], [15], [29], [16] and [17] for an unbounded Ω). If X is infinite dimensional separable
Hilbert space then some maximal Sobolev regularity results are known. See for example [3] and [4] where
U ≡ 0 and [19] where U is bounded from below.
When Ω = X more results are known, see for example [14], [30] and [28] if X is finite dimensional, [18] if
X is a Hilbert space and [12] if X is a separable Banach space. If X is general separable Banach space and
Ω  X , then the only results about maximal Sobolev regularity are the ones in [11], where problem (1.1)
was studied when U ≡ 0, namely when Lν,Ω is the Ornstein–Uhlenbeck operator on Ω. We do not know of
any W 2,2 regularity results for solutions of problem (1.1) in subsets of infinite dimensional Banach spaces in
the case U 6≡ 0.
In order to state the main results of this paper we need some hypotheses on the set Ω and on the weighted
measure ν.
Hypothesis 1.1. Let G : X → R be a (2, r)-precise version (see Section 2), for some r > 1, of a function
belonging to W 2,q(X,µ) for every q > 1 and assume
(1) µ(G−1(−∞, 0]) > 0 and G−1(−∞, 0] is closed and convex;
(2) |∇HG|−1H ∈ Lq(G−1(−∞, 0], µ) for every q > 1.
We set Ω := G−1(−∞, 0].
We will recall the definition of H-closure in Section 2. All our results will be independent on our choice of
a precise version of the function G made in Hypothesis 1.1. This hypothesis is taken from [13] in order to
define traces of Sobolev functions on level sets of G. The main differences between Hypothesis 1.1 and the
hypothesis contained in [13] are the requirements of closure and convexity of the set G−1(−∞, 0]. It will be
clear when these two additional assumptions will be useful.
Hypothesis 1.2. U : X → R ∪ {+∞} is a proper convex and lower semicontinuous function belonging to
W 1,t(X,µ) for some t > 3. We set ν := e−Uµ.
The assumption t > 3 may sound strange, but it is needed to define the weighted Sobolev spacesW 1,2(X, ν).
Indeed observe that, by [1, Lemma 7.5], e−U belongs to W 1,r(X,µ) for every r < t. Thus if U satisfies
Hypothesis 1.2, then it satisfies [21, Hypothesis 1.1]; namely e−U ∈ W 1,s(X,µ) for some s > 1 and U ∈
W 1,r(X,µ) for some r > s′. Then following [21] it is possible to define the space W 1,2(X, ν) as the domain
of the closure of the gradient operator along H (see Section 2 for a in-depth discussion). We want to point
out that Hypothesis 1.2 is different from [12, Hypothesis 1.1], since here we require just lower semicontinuity
instead of continuity. We simply realized that the continuity hypothesis was not needed. This implies that
in the case Ω = X the results of this paper are also a generalization of the results in [12].
Our main result is a generalization of the main results of both [19] and [11].
Theorem 1.3. Assume Hypotheses 1.1 and 1.2 hold. For every λ > 0 and f ∈ L2(Ω, ν) problem (1.1) has
a unique weak solution u ∈ W 2,2(Ω, ν). In addition the following inequalities hold
‖u‖L2(Ω,ν) ≤
1
λ
‖f‖L2(Ω,ν); ‖∇Hu‖L2(Ω,ν;H) ≤
1√
λ
‖f‖L2(Ω,ν);
‖∇2Hu‖L2(Ω,ν;H2) ≤
√
2‖f‖L2(Ω,ν),
where H2 is the space of Hilbert–Schmidt operators in H. See Definition 2.3 for the definition of the space
W 2,2(Ω, ν).
The idea of the proof of Theorem 1.3 is to approximate the solution of problem (1.1) by the solutions
of penalized problems on the whole space. This method was already used in the papers [3], [4] and [19],
where the authors used some properties of Hilbert spaces, namely the differentiability of the Moreau–Yosida
approximations and of the square of the distance function. Due to the lack of differentiability, at least in
general, of the natural norm of a separable Banach space these methods cannot be applied in our case. The
idea behind this paper is to replace “differentiability” by “differentiability along H” which is sufficient for
our goals, because we use a modification of the Moreau–Yosida approximations, which already appeared in
[12] (see Section 4), and of the distance function (see Section 3).
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The paper is organized in the following way: in Section 2 we recall some basic definitions and we fix the
notations. In Section 3 we introduce the distance function dH(·, C) : X → R ∪ {+∞} defined as
dH(x, C) =
{
inf {|h|H |h ∈ H ∩ (x− C)} if H ∩ (x− C) 6= ∅;
+∞ if H ∩ (x− C) = ∅,
where C is a Borel subset of X . If C is a convex and closed set, we will prove some basic properties of
such function that will be useful in the proof of Theorem 1.3. In Section 4 we recall the definition and
some properties of the Moreau–Yosida approximations along H (see [12]). We will also prove an important
property of the gradient along H of the Moreau–Yosida approximations along H . Section 5 is dedicated
to the proof of Theorem 1.3, while in Section 6 we will show that if u ∈ W 2,2(Ω, ν) is a weak solution of
equation (1.1), then it satisfies a Neumann type condition at the boundary:
Theorem 1.4. Assume that Hypotheses 1.1 and 1.2 hold. Let λ > 0, f ∈ L2(Ω, ν) and let u ∈ W 2,2(Ω, ν)
be the weak solution of problem (1.1), given by Theorem 1.3. Then for ρ-a.e. x ∈ G−1(0)
〈Tr(∇Hu)(x),Tr(∇HG)(x)〉H = 0, (1.2)
where ρ is the Feyel–de La Pradelle Hausdorff–Gauss surface measure (see Section 2 for the definition) and
Tr is the trace operator in the space W 1,2(X, ν;H) defined in Section 2.
Finally in Section 7 we consider the Banach space C [0, 1] of continuous functions on the closed interval
[0, 1] with the sup norm, endowed with the classical Wiener measure (see [8, Example 2.3.11 and Remark
2.3.13] for its construction). We study weights of the type
U1(f) = Φ
(∫ 1
0
f(ξ)dτ(ξ)
)
, U2(f) =
∫ 1
0
Ψ(f(ξ), ξ)dξ,
where τ is a finite Borel measure in [0, 1], f ∈ C [0, 1] and Φ : R→ R and Ψ : R2 → R are sufficiently regular
convex functions. In addition Ω will be a closed halfspace or the set {f ∈ C [0, 1] | ∫ 1
0
f2(ξ)dξ ≤ r} for some
r > 0.
2. Notations and preliminaries
We will denote by X∗ the topological dual of X . We recall that X∗ ⊆ L2(X,µ). The linear operator
Rµ : X
∗ → (X∗)′
Rµx
∗(y∗) =
∫
X
x∗(x)y∗(x)dµ(x) (2.1)
is called the covariance operator of µ. Since X is separable, then it is actually possible to prove that Rµ :
X∗ → X (see [8, Theorem 3.2.3]). We denote by X∗µ the closure of X∗ in L2(X,µ). The covariance operator
Rµ can be extended by continuity to the space X
∗
µ, still by formula (2.1). By [8, Lemma 2.4.1] for every
h ∈ H there exists a unique g ∈ X∗µ with h = Rµg, in this case we set
ĥ := g. (2.2)
Throughout the paper we fix an orthonormal basis {ei}i∈N of H such that êi belongs to X∗, for every
i ∈ N. Such basis exists by [8, Corollary 3.2.8(ii)].
2.1. Differentiability along H. We say that a function f : X → R is differentiable along H at x if there
is v ∈ H such that
lim
t→0
f(x+ th)− f(x)
t
= 〈v, h〉H uniformly for h ∈ H with |h|H = 1.
In this case the vector v ∈ H is unique and we set ∇Hf(x) := v, moreover for every k ∈ N the derivative of
f in the direction of ek exists and it is given by
∂kf(x) := lim
t→0
f(x+ tek)− f(x)
t
= 〈∇Hf(x), ek〉H .
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We denote by H2 the space of the Hilbert–Schmidt operators in H , that is the space of the bounded linear
operators A : H → H such that ‖A‖2H2 =
∑
i |Aei|2H is finite (see [20]). We say that a function f : X → R is
two times differentiable along H at x if it is differentiable along H at x and A ∈ H2 exists such that
H- lim
t→0
∇Hf(x+ th)−∇Hf(x)
t
= Ah uniformly for h ∈ H with |h|H = 1.
In this case the operator A is unique and we set ∇2Hf(x) := A. Moreover for every i, j ∈ N we set
∂ijf(x) := lim
t→0
∂jf(x+ tei)− ∂jf(x)
t
= 〈∇2Hf(x)ej , ei〉H .
2.2. Special classes of functions. For k ∈ N ∪ {∞}, we denote by FC kb (X) the space of the cylindrical
function of the type f(x) = ϕ(x∗1(x), . . . , x
∗
n(x)) where ϕ ∈ C kb (Rn) and x∗1, . . . , x∗n ∈ X∗ and n ∈ N.
We remark that FC∞b (X) is dense in L
p(X, ν) for all p ≥ 1 (see [21, Proposition 3.6]). We recall that if
f ∈ FC 2b(X), then ∂ijf(x) = ∂jif(x) for every i, j ∈ N and x ∈ X .
If Y is a Banach space, a function F : X → Y is said to be H-Lipschitz if C > 0 exists such that
‖F (x+ h)− F (x)‖Y ≤ C|h|H ,
for every h ∈ H and µ-a.e. x ∈ X (see [8, Section 4.5 and Section 5.11]).
A function F : X → R is said to be H-continuous, if limH∋h→0 F (x+ h) = F (x), for µ-a.e. x ∈ X .
2.3. Sobolev spaces. The Gaussian Sobolev spaces W 1,p(X,µ) and W 2,p(X,µ), with p ≥ 1, are the com-
pletions of the smooth cylindrical functions FC∞b (X) in the norms
‖f‖W 1,p(X,µ) := ‖f‖Lp(X,µ) +
(∫
X
|∇Hf(x)|pHdµ(x)
) 1
p
;
‖f‖W 2,p(X,µ) := ‖f‖W 1,p(X,µ) +
(∫
X
∥∥∇2Hf(x)∥∥pH2dµ(x)
) 1
p
.
Such spaces can be identified with subspaces of Lp(X,µ) and the (generalized) gradient and Hessian along
H , ∇Hf and ∇2Hf , are well defined and belong to Lp(X,µ;H) and Lp(X,µ;H2), respectively. The spaces
W 1,p(X,µ;H) are defined in a similar way, replacing smooth cylindrical functions with H-valued smooth
cylindrical functions (i.e. the linear span of the functions x 7→ f(x)h, where f is a smooth cylindrical function
and h ∈ H). For more information see [8, Section 5.2].
Now we consider ∇H : FC∞b (X)→ Lp(X, ν;H). This operator is closable in Lp(X, ν) whenever p > t−1t−2
(see [21, Definition 4.3]). For such p we denote by W 1,p(X, ν) the domain of its closure in Lp(X, ν). In the
same way the operator (∇H ,∇2H) : FC∞b (X)→ Lp(X, ν;H)×Lp(X, ν;H2) is closable in Lp(X, ν), whenever
p > t−1
t−2 (see [12, Proposition 2.1]). For such p we denote byW
2,p(X, ν) the domain of its closure in Lp(X, ν).
The spacesW 1,p(X, ν;H) are defined in a similar way, replacing smooth cylindrical functions with H-valued
smooth cylindrical functions.
We want to point out that if Hypothesis 1.2 holds, then t−1
t−2 < 2. In particular the above discussion allows
us to define the Sobolev spaces W 1,2(X, ν) and W 2,2(X, ν).
We shall use the integration by parts formula (see [21, Lemma 4.1]) for ϕ ∈ W 1,p(X, ν) with p > t−1
t−2 :∫
X
∂kϕdν =
∫
X
ϕ(∂kU + êk)dν for every k ∈ N,
where êk is defined in formula (2.2).
Throughout the paper we will use the following simplified version of [8, Theorem 5.11.2] several times.
Theorem 2.1. Let Y be either R or H, and let F : X → Y be a measurable H-Lipschitz mapping. Then
F ∈W 1,p(X,µ;Y ) for every p > 1.
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2.4. Capacities and versions. Let Lp be the infinitesimal generator of the Ornstein–Uhlenbeck semigroup
in Lp(X,µ)
T (t)f(x) :=
∫
X
f
(
e−tx+
√
1− e−2ty
)
dµ(y) for t > 0.
The C2,p-capacity of an open set A ⊆ X is
C2,p(A) := inf
{
‖f‖Lp(X,µ)
∣∣∣ (I − Lp)−1f ≥ 1 µ-a.e. in A}.
For a general Borel set B ⊆ X we let C2,p(B) = inf {C2,p(A) |B ⊆ A open}. Let f ∈ W 2,p(X,µ), f is
an equivalence class of functions and we call every element “version”. A version f of f exists that is Borel
measurable and C2,p-quasicontinuous, i.e. for every ε > 0 there exists an open set A ⊆ X such that C2,p(A) ≤
ε and f |XrA is continuous. See [8, Theorem 5.9.6]. Such a version is called a (2, p)-precise version of f . Two
precise versions of the same f agree outside sets with null C2,p-capacity.
2.5. Sobolev spaces on sublevel sets. The proof of the results recalled in this subsection can be found in
[13] and [21]. Let G be a function satisfying Hypothesis 1.1. We are interested in Sobolev spaces on sublevel
sets of G.
For k ∈ N ∪ {∞}, we denote by FC kb (Ω) the space of the restriction to Ω of functions in FC kb (X).
The spaces W 1,p(Ω, µ) and W 2,p(Ω, µ) for p ≥ 1 are defined as the domain of the closure of the operators
∇H : FC∞b (Ω) → Lp(Ω, µ;H) and (∇H ,∇2H) : FC∞b (Ω) → Lp(Ω, µ;H) × Lp(Ω, µ;H2). See [13, Lemma
2.2] and [11, Proposition 1].
We remind the reader that the operator ∇H : FC∞b (Ω) → Lp(Ω, ν;H) is closable in Lp(Ω, ν), whenever
p > t−1
t−2 (see [21, Proposition 6.1]). For such p we denote by W
1,p(Ω, ν) the domain of its closure in Lp(Ω, ν)
and we will still denote by ∇H the closure operator.
In order to define the spaces W 2,p(Ω, ν) we need the closability of the operator (∇H ,∇2H) in Lp(Ω, ν).
Proposition 2.2. Assume Hypotheses 1.1 and 1.2 hold. Then for every p > t−1
t−2 , the operator (∇H ,∇2H) :
FC
∞
b (Ω)→ Lp(Ω, ν;H)×Lp(Ω, ν;H2) is closable in Lp(Ω, ν). The closure will be still denoted by (∇H ,∇2H).
Proof. Let (fk)k∈N ⊆ FC∞b (Ω) such that
lim
k→+∞
fk = 0, in L
p(Ω, ν);
lim
k→+∞
∇Hfk = F, in Lp(Ω, ν;H);
lim
k→+∞
∇2Hfk = Φ, in Lp(Ω, ν;H2).
We will assume that the functions fk are actually smooth cylindrical functions on the whole space X . By
[21, Proposition 6.1] we have that F (x) = 0 for ν-a.e. x ∈ Ω. We want to prove that Φ(x) = 0 for ν-a.e.
x ∈ Ω. Since the restrictions to Ω of the elements of FC∞b (X) are dense in Lp
′
(Ω, ν) (as a consequence of
the density of FC∞b (X) in L
p′(X, ν), see [21, Proposition 3.6]), we just have to prove that∫
Ω
〈Φ(x)ej , ei〉u(x)dν(x) = 0
holds for every i, j ∈ N and u ∈ FC∞b (X).
Let η : R→ R a smooth function such that ‖η‖∞ ≤ 1, ‖η′‖∞ ≤ 2 and
η(ξ) =
{
0 ξ ≥ −1
1 ξ ≤ −2
Let ηn(ξ) := η(nξ) and un(x) = u(x)ηn(G(x)). Observe that un converges pointwise ν-a.e. to u in Ω and
|un| ≤ |u| ν-a.e., then by Lebesgue’s dominated convergence theorem
lim
n→+∞
∫
Ω
〈Φ(x)ej , ei〉un(x)dν(x) =
∫
Ω
〈Φ(x)ej , ei〉u(x)dν(x).
For every n ∈ N we have un ∈ W 1,r(X, ν) with every r > 1, then
∂iun(x) = ∂iu(x)ηn(G(x)) + u(x)η
′
n(G(x))∂iG(x);
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see [21, Proposition 4.5(5) and Proposition 4.6]. Observe that∫
X
un∂ijfkdν =
∫
X
∂jfkun(êi + ∂iU)dν −
∫
X
(ηn ◦G)∂jfk∂iudν −
∫
X
(η′n ◦G)u∂jfk∂iGdν,
and the following estimate holds:∫
X
∣∣∂ijfkun − 〈Φej , ei〉Hu∣∣dν ≤ ∫
X
|∂ijfk||un − u|dν +
∫
X
∣∣∂ijfk − 〈Φej , ei〉H ∣∣|u|dν ≤
≤
(∫
X
|∂ijfk|pdν
) 1
p
(∫
X
|un − u|p
′
dν
) 1
p′
+
(∫
X
∣∣∂ijfk − 〈Φej, ei〉H ∣∣pdν) 1p(∫
X
|u|p′dν
) 1
p′
,
this implies limn→+∞ limk→+∞
∫
X
un∂ijfkdν =
∫
Ω 〈Φej , ei〉udν. Furthermore for every n ∈ N we get∫
X
|(ηn ◦G)∂jfk∂iu|dν ≤
∫
X
|∂jfk∂iu|dν ≤
(∫
X
|∂jfk|pdν
) 1
p
(∫
X
|∂iu|p
′
dν
) 1
p′
k→+∞−−−−−→ 0.
Let s > 1, then for every n ∈ N ∫
X
|(η′n ◦G)u∂jfk∂iG|dν ≤
≤ 2n‖u‖∞
(∫
X
|∂jfk|pdν
) 1
p
(∫
X
|∂iG|p
′s′dµ
) 1
p′s′
(∫
X
e−sUdµ
) 1
p′s
k→+∞−−−−−→ 0,
where the last limit follows from Hypothesis 1.2;∫
X
|∂jfkunêi|dν ≤ ‖u‖∞
(∫
X
|∂jfk|pdν
) 1
p
(∫
X
|êi|p
′
dν
) 1
p′
k→+∞−−−−−→ 0;
Let r > 1, then for every n ∈ N we have ∫
X
|∂jfkun∂iU |dν ≤
≤ ‖u‖∞
(∫
X
|∂jfk|pdν
) 1
p
(∫
X
e−rUdµ
) 1
p′r
(∫
X
|∂iU |p
′r′
dµ
) 1
p′r′
k→+∞−−−−−→ 0,
and the last limit exists whenever p′r′ ≤ t. 
We remark that in the proof of Proposition 2.2 we have not used the assumptions of convexity and closure
of Ω.
We are now able to define the Sobolev spaces W 2,p(Ω, ν).
Definition 2.3. Assume that Hypotheses 1.1 and 1.2 hold. For p > t−1
t−2 we denote byW
2,p(Ω, ν) the domain
of the closure of the operator (∇H ,∇2H) : FC∞b (Ω)→ Lp(Ω, ν;H)× Lp(Ω, ν;H2) in Lp(Ω, ν).
Finally we want to remark that if Hypotheses 1.1 and 1.2 hold, then t−1
t−2 < 2. In particular the above
discussion allows us to define the Sobolev spaces W 1,2(Ω, ν) and W 2,2(Ω, ν).
2.6. Surface measures. For a comprehensive treatment of surface measures in infinite dimensional Banach
spaces with Gaussian measures we refer to [23], [22] and [13]. We recall the definition of the Feyel–de La
Pradelle Hausdorff–Gauss surface measure. If m ≥ 2 and F = Rm equipped with a norm ‖·‖F , we define
dθF (x) =
1
(2pi)
m
2
e−
‖x‖2
F
2 dHm−1(x),
where Hm−1 is the spherical (m− 1)-dimensional Hausdorff measure in Rm, i.e.
Hm−1(A) = lim
δ→0
inf
{∑
n∈N
wm−1r
m−1
n
∣∣∣∣∣A ⊆ ⋃
n∈N
B(xn, rn), rn < δ, for every n ∈ N
}
,
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where wm−1 = pi
m−1
2 (Γ(m+12 ))
−1. For every m-dimensional F ⊆ H we consider the orthogonal projection
(along H) on F :
x 7→
m∑
n=1
〈x, fn〉Hfn x ∈ H
where {fn}mn=1 is an orthonormal basis of F . There exists a µ-measurable projection piF on F , defined in
the whole X , that extends it (see [8, Theorem 2.10.11]). We denote by F˜ := kerpiF and by µ
F˜
the image of
the measure µ on F˜ through I − piF . Finally we denote by µF the image of the measure µ on F through piF ,
which is the standard Gaussian measure on Rm if we identify F with Rm. Let A ⊆ X be a Borel set and
identify F with Rm, we set
ρF (A) :=
∫
kerpiF
θF (Ax)dµF˜ (x),
where Ax = {y ∈ F |x+ y ∈ A}. The map F 7→ ρF (A) is well defined and increasing, namely if F1 ⊆ F2 are
finite dimensional subspaces of H , then ρF1(A) ≤ ρF2(A) (see [2, Lemma 3.1] and [22, Proposition 3.2]). The
Feyel–de La Pradelle Hausdorff–Gauss surface measure is defined by
ρ(A) = sup
{
ρF (A)
∣∣F ⊆ H, F is a finite dimensional subspace}.
Finally we remind the reader of the following density result (see [11, Proposition 7]).
Proposition 2.4. Assume Hypotheses 1.1 and 1.2 hold and let p > 1. If g ∈ Lp(G−1(0), ρ) is such that for
every ϕ ∈ FC∞b (X) ∫
G−1(0)
ϕgdρ = 0
then g(x) = 0 for ρ-a.e. x ∈ G−1(0).
2.7. Traces of Sobolev functions. Traces of Sobolev functions in infinite dimensional Banach spaces are
studied in [13] in the Gaussian case and in [21] in the weighted Gaussian case. Assume that Hypotheses 1.1
and 1.2 hold and let p > t−1
t−2 . If ϕ ∈ W 1,p(Ω, ν) we define the trace of ϕ on G−1(0) as follows:
Trϕ = lim
n→+∞
ϕn|
G−1(0)
in Lq(G−1(0), e−Uρ) for every q ∈
[
1, p
t− 2
t− 1
]
,
where (ϕn)n∈N is any sequence in Lipb(Ω), the space of bounded and Lipschitz functions on Ω, which
converges in W 1,p(Ω, ν) to ϕ. The definition does not depend on the choice of the sequence (ϕn)n∈N in
Lipb(Ω) approximating ϕ in W
1,p(Ω, ν) (see [21, Proposition 7.1]). In addition the following result holds.
Proposition 2.5. Assume Hypotheses 1.1 and 1.2 hold. The operator Tr : W 1,p(Ω, ν)→ Lq(G−1(0), e−Uρ)
is continuous for every p > t−1
t−2 and q ∈
[
1, p t−2
t−1
]
. Moreover if U ≡ 0, then the trace operator is continuous
from W 1,p(Ω, µ) to Lq(G−1(0), ρ) for every p > 1 and q ∈ [1, p) (see [13, Corollary 4.2] and [21, Corollary
7.3]).
We will still denote by TrΨ =
∑+∞
n=1(Trψn)en if Ψ ∈ W 1,p(Ω, ν;H), for p > t−1t−2 , and ψn = 〈Ψ, en〉H .
The main result of [21] is the following integration by parts formula.
Theorem 2.6. Assume Hypotheses 1.1 and 1.2 hold and let p > t−1
t−2 . For every ϕ ∈ W 1,p(Ω, ν) and k ∈ N
we have ∫
Ω
(∂kϕ− ϕ∂kU − ϕêk)dν =
∫
G−1(0)
Tr(ϕ)Tr
(
∂kG
|∇HG|H
)
e−Udρ.
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3. H-distance function
In this section we study some properties of the following function. Let x ∈ X and let C ⊆ X be a Borel
set. We define
dH(x, C) :=
{
inf {|h|H |h ∈ H ∩ (x− C)} if H ∩ (x− C) 6= ∅;
+∞ if H ∩ (x− C) = ∅. (3.1)
dH can be seen as a distance function from C along H . This function was already considered in [26], [33], [8,
Example 5.4.10] and [25], but the results of this section are new. We remark that
dH(x, C) =
{
inf {|x− w|H |h ∈ C ∩ (x+H)} if C ∩ (x+H) 6= ∅;
+∞ if C ∩ (x+H) = ∅.
which agrees with [25, Definition 2.5].
The aim of this section is to prove that the function d2H(·, C) is differentiable along H µ-a.e., whenever C is
a closed and convex subset of X . The ideas of the proof are actually pretty similar to the classical arguments
that can be found in [10, Section 5.1], but we need to pay special attention since dH is not globally defined
and behaves well just along the directions of H .
For the rest of the paper we will denote by D(C) the set
D(C) := {x ∈ X |H ∩ (x − C) 6= ∅},
whenever C ⊆ X . We recall that dH(·, C) is a measurable function (see [25, Lemma 2.6]).
Lemma 3.1. Let C be a Borel subset of X. Then D(C) is measurable and H-translation invariant, i.e.
D(C) +H = D(C). Moreover C ⊆ D(C) and if µ(C) > 0, then µ(D(C)) = 1
Proof. The measurability of D(C) follows from the measurability of dH . D(C) ⊆ D(C) +H and C ⊆ D(C)
are obvious. Let x ∈ D(C) and h ∈ H , then by the very definition of D(C), there exists k ∈ H ∩ (x− C). We
have that k+h ∈ H ∩ (x+h−C). So x+h ∈ D(C). We recall that for H-translation invariant sets a zero-one
law holds. Namely µ(D(C)) = 0 or µ(D(C)) = 1 (see [8, Corollary 2.5.4] and [25, Proposition 2.1]). 
Proposition 3.2. Let C ⊆ X be a closed convex set. For every x ∈ D(C), there exists a unique m(x, C) ∈
H ∩ (x− C) such that
|m(x, C)|H = dH(x, C).
Proof. By [6, Proposition 11.14] there exists h ∈ H ∩ (x− C) such that
|h|H = dH(x, C).
Assume h1, h2 ∈ H ∩ (x− C) are such that |h1|H = |h2|H = dH(x, C). Observe that
h1 + h2
2
∈ H ∩ (x− C)
and |h1|H ≤ |2−1(h1 + h2)|H ≤ 2−1|h1|+ 2−1|h2|H = |h1|H . In particular |h1|H = |h2|H = |2−1(h1 + h2)|H .
So, by the strict convexity of |·|H , we have h1 = h2. 
Proposition 3.3. Let C ⊆ X be a closed convex set and x ∈ D(C). For m ∈ H∩(x−C), we have m = m(x, C)
if, and only if,
〈h−m,m〉H ≥ 0, (3.2)
for every h ∈ H ∩ (x− C).
Proof. Let vt = (1 − t)h + tm(x, C) for t ∈ (0, 1) and h ∈ H ∩ (x − C). Since vt ∈ H ∩ (x − C) we have
|m(x, C)|H ≤ |vt|H . So
|m(x, C)|2H ≤ |vt|2H = (1 − t)2|h|2H + 2t(1− t)〈h,m(x, C)〉H + t2|m(x, C)|2H .
Dividing by 1− t we get
(1 + t)|m(x, C)|2H ≤ (1− t)|h|2H + 2t〈h,m(x, C)〉H .
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Letting t→ 1− we obtain
〈h−m(x, C),m(x, C)〉H ≥ 0.
Now let m ∈ H ∩ (x− C) be an element satisfying inequality (3.2). For every h ∈ H ∩ (x− C) we have
|m|2H = 〈m− h,m〉H + 〈h,m〉H ≤ 〈h,m〉H ≤ |h|H |m|H .
Thus we get |m|H ≤ |h|H for every h ∈ H ∩ (x− C). 
Proposition 3.4. Let C ⊆ X be a closed convex set and x ∈ D(C). The map mx,C : H → H defined as
mx,C(h) := m(x + h, C) is well defined for every h ∈ H and Lipschitz continuous, with Lipschitz constant
less or equal than 1.
Proof. If x ∈ D(C), then by Lemma 3.1 x + h ∈ D(C) for every h ∈ H . So by Proposition 3.2 the element
m(x+h, C) ∈ H ∩ (x+h−C) such that dH(x+h, C) = |m(x+ h, C)|H exists and it is unique. Thus the map
mx,C(h) := m(x+ h, C) is well defined for every h ∈ H .
By the very definition of the function m(·, C) (see Proposition 3.2) we get that for every x ∈ X and h ∈ H ,
m(x, C) + h ∈ H ∩ (x+ h− C) and m(x+ h, C)− h ∈ H ∩ (x− C). By Proposition 3.3 we get
0 ≤ 〈k −m(x, C),m(x, C)〉H for every k ∈ H ∩ (x− C); (3.3)
0 ≤ 〈l −m(x+ h, C),m(x+ h, C)〉H for every l ∈ H ∩ (x + h− C). (3.4)
Set k = m(x+ h, C)− h and l = m(x, C) + h and sum inequalities (3.3) and (3.4)
0 ≤ 〈m(x+ h, C)− h−m(x, C),m(x, C)〉H + 〈m(x, C) + h−m(x+ h, C),m(x+ h, C)〉H =
= −|m(x+ h, C)−m(x, C)|2H + 〈h,m(x+ h, C)−m(x, C)〉H .
(3.5)
By the Cauchy–Schwarz inequality, we get |m(x+ h, C)−m(x, C)|H ≤ |h|H . 
We remark that by inequality (3.5) we get
〈m(x+ h, C)−m(x, C), h〉H ≥ 0 (3.6)
for every x ∈ D(C) and h ∈ H . This fact will come in handy in the next proposition.
Proposition 3.5. Let C ⊆ X be a closed convex set. The function d2H(·, C) is differentiable along H at every
point x ∈ D(C). Furthermore
(∇Hd2H(·, C))(x) = 2m(x, C).
Proof. By the very definition of the function m(·, C) (see Proposition 3.2) we get that for every x ∈ X and
h ∈ H , m(x, C) + h ∈ H ∩ (x+ h− C) and m(x+ h, C)− h ∈ H ∩ (x− C). So by definition in formula (3.1)
and Proposition 3.2 we have
|m(x+ h, C)|H ≤ |m(x, C) + h|H and |m(x, C)|H ≤ |m(x+ h, C)− h|H . (3.7)
Now using the left hand side inequality in (3.7) we get
d2H(x+ h, C)− d2H(x, C)− 2〈m(x, C), h〉H =
= |m(x+ h, C)|2H − |m(x, C)|2H − 2〈m(x, C), h〉H ≤
≤ |m(x, C) + h|2H − |m(x, C)|2H − 2〈m(x, C), h〉H =
= |m(x, C)|2H + |h|2H + 2〈m(x, C), h〉H − |m(x, C)|2H − 2〈m(x, C), h〉H = |h|2H
(3.8)
In addition using the right hand side inequality in (3.7) and inequality (3.6) we get
d2H(x+ h, C)− d2H(x, C)− 2〈m(x, C), h〉H =
= |m(x+ h, C)|2H − |m(x, C)|2H − 2〈m(x, C), h〉H ≥
≥ |m(x+ h, C)|2H − |m(x+ h, C)− h|2H − 2〈m(x, C), h〉H =
= |m(x+ h, C)|2H − |m(x+ h, C)|2H − |h|2H + 2〈m(x+ h, C)−m(x, C), h〉H ≥ −|h|2H
(3.9)
Combining inequalities (3.8) and (3.9) we get
−|h|H ≤
d2H(x+ h, C)− d2H(x, C)− 2〈m(x, C), h〉H
|h|H
≤ |h|H .
Letting |h|H → 0 we get the assertions of our proposition. 
10 G. CAPPA AND S. FERRARI
Proposition 3.6. Let C ⊆ X be a closed convex set such that µ(D(C)) = 1. The function d2H(·, C) is convex,
H-continuous and belongs to W 1,p(X,µ) for every p > 1.
Proof. Convexity follows from a standard argument: let ε > 0, x, y ∈ D(C) and choose hε(x) ∈ H ∩ (x− C)
and hε(y) ∈ H ∩ (y − C) such that
|hε(x)|2H ≤ d2H(x, C) + ε and |hε(y)|2H ≤ d2H(y, C) + ε.
Observe that λhε(x) + (1− λ)hε(y) ∈ H ∩ (λx + (1− λ)y − C), then
d2H(λx + (1− λ)y, C) ≤ |λhε(x) + (1− λ)hε(y)|2H ≤ λ|hε(x)|2H + (1− λ)|hε(y)|2H ≤
≤ λd2H(x, C) + (1− λ)d2H(y, C) + ε.
Letting ε → 0 we get the convexity of d2H(·, C). If neither x ∈ D(C) nor y ∈ D(C), then for every λ ∈ [0, 1]
we have
d2H(λx + (1− λ)y, C) ≤ λd2H(x, C) + (1− λ)d2H(y, C) = +∞.
H-continuity follows from Proposition 3.2 and Proposition 3.4, since for every x ∈ D(C) and k ∈ H
|dH(x+ k, C)− dH(x, C)| = ||m(x + k, C)|H − |m(x, C)|H | ≤
≤ |m(x+ k, C)−m(x, C)|H ≤ |k|H .
So d2H(·, C) is the composition of a H-Lipschitz function and a continuous function, then it is H-continuous.
The functions dH(·, C) and m(·, C) are H-Lipschitz. Since d2H(·, C) is the composition of a smooth function
and aH-Lipschitz function and it hasH-Lipschitz gradient, we get d2H(·, C) ∈W 1,p(X,µ) for every p > 1. 
Proposition 3.7. Let C ⊆ X be a closed convex set. Then dH(x, C) = 0 if, and only if, x ∈ C.
Proof. We remark that if x ∈ C, then 0 ∈ H ∩ (x− C) and dH(x, C) = 0.
We recall that H is continuously embedded in X (see [8, Theorem 2.4.5]), so there exists K > 0 such that
‖h‖X ≤ K|h|H , for every h ∈ H . Let x ∈ X such that dH(x, C) = 0. By definition we have x ∈ D(C). Then
a sequence {hn}n∈N ⊆ H ∩ (x−C) exists such that |hn|H → 0. For every n ∈ N there exists cn ∈ C such that
hn = x− cn, so
lim
n→+∞
‖x− cn‖X = limn→+∞ ‖hn‖X ≤ K limn→+∞ |hn|H = 0.
Thus, by the closure of C, x ∈ C. 
4. A property of the Moreau–Yosida approximations along H
We start this section by recalling the definition and some basic properties of the subdifferential of a
convex continuous function. If f : X → R is a proper, convex and lower semicontinuous function, we denote
by dom(f) the domain of f , namely dom(f) := {x ∈ X | f(x) < +∞}, and by ∂f(x) the subdifferential of f
at the point x, i.e.
∂f(x) :=
{ {x∗ ∈ X∗ | f(y) ≥ f(x) + x∗(y − x) for every y ∈ X} x ∈ dom(f);
∅ x /∈ dom(f). (4.1)
We recall that ∂f(x) is convex and weak-star compact for every x ∈ X , but it may be empty even if
x ∈ dom(f). Furthermore ∂f is a monotone operator, namely for every x, y ∈ X , x∗ ∈ ∂f(x) and y∗ ∈ ∂f(y)
the following inequality holds
y∗(y − x) ≥ x∗(y − x). (4.2)
For a classical treatment of monotone operators and subdifferential of convex functions we refer to [31] and
[5].
We recall that for α > 0 the Moreau–Yosida approximation along H of a proper convex and lower
semicontinuous function f : X → R ∪ {+∞} is
fα(x) := inf
{
f(x+ h) +
1
2α
|h|2H
∣∣∣∣ h ∈ H}. (4.3)
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See [12, Section 3] for more details and [9] and [6, Section 12.4] for a treatment of the classical Moreau–
Yosida approximations in Hilbert spaces, which are different from the one defined in (4.3). In the following
proposition we recall some results contained in [12, Section 3].
Proposition 4.1. Let x ∈, α > 0 and f : X → R ∪ {+∞} be a proper convex and lower semicontinuous
function. The following properties hold:
(1) the function gα,x : H → R defined as gα,x(h) := f(x + h) + 12α |h|2H , has a unique global minimum
point P (x, α) ∈ H. Moreover P (x, α)→ 0 in H as α goes to zero;
(2) fα(x)ր f(x) as α→ 0+. In particular fα(x) ≤ f(x) for every α > 0 and x ∈ X;
(3) for p ∈ H, we have p = P (x, α) if, and only if, f(x+ p) ≤ f(x+h)+ 1
α
〈p, h− p〉H , for every h ∈ H;
(4) the function Px,α : H → H defined as Px,α(h) := P (x+ h, α) is Lipschitz continuous, with Lipschitz
constant less or equal than 1;
(5) fα is differentiable along H at every point x ∈ X. In addition, for every x ∈ X, we have ∇Hfα(x) =
−α−1P (x, α).
(6) fα belongs to W
2,p(X,µ), whenever f ∈ Lp(X,µ) for some 1 ≤ p < +∞.
We will dedicate this section to prove that for every x ∈ X , ∇Hfα(x) converges to ∇Hf(x) as α goes to
zero. In order to obtain such result we need a couple of lemmata.
Lemma 4.2. Let f : X → R ∪ {+∞} be a proper convex and lower semicontinuous function, belonging
to W 1,p(X,µ) for some p > 1. Let x ∈ dom(f) and α > 0. If we let F : H → R be the function defined
as F (h) := f(x + h), then F is proper convex and lower semicontinuous. Moreover ∇Hf(x) ∈ ∂F (0) and
∇Hfα(x) ∈ ∂F (P (x, α)).
Proof. Convexity and properness are trivial. Let H-limn→+∞ hn = h. Since H is continuously embedded in
X , X-limn→+∞ hn = h. By the fact that f is ‖·‖X -lower semicontinuous, we get
F (h) = f(x+ h) ≤ lim inf
n→+∞
f(x+ hn) = lim inf
n→+∞
F (hh).
So F is |·|H -lower semicontinuous. Since x ∈ dom(f), then 0 ∈ dom(F ). In addition, by Proposition 4.1(1)
we have fα(x) = f(x+ P (x, α)) + (2α)
−1|P (x, α)|2H ≤ f(x), so
F (P (x, α)) = f(x+ P (x, α)) ≤ f(x)− 1
2α
|P (x, α)|2H < +∞.
This implies P (x, α) ∈ dom(F ). Let h ∈ H , then by [32, Proof of proposition 3.1] we get
F (h) = f(x+ h) ≥ f(x) + 〈∇Hf(x), h〉H = F (0) + 〈∇Hf(x), h〉H .
Moreover by Proposition 4.1(3) and Proposition 4.1(5) we get
F (h) = f(x+ h) ≥ f(x+ P (x, α)) − 1
α
〈P (x, α), h − P (x, α)〉H =
= F (P (x, α)) + 〈∇Hfα(x), h− P (x, α)〉H .
By formula (4.1), we get ∇Hf(x) ∈ ∂F (0) and ∇Hfα(x) ∈ ∂F (P (x, α)). 
Lemma 4.3. Let f : X → R ∪ {+∞} be a proper convex and lower semicontinuous function, belonging to
W 1,p(X,µ) for some p > 1. Let x ∈ dom(f) and α, β > 0. Then
(fα)β(x) = fα+β(x). (4.4)
In particular ∇H(fα)β(x) = ∇Hfα+β(x) and
|∇Hfα+β(x)|H ≤ |∇Hfα(x)|H , (4.5)
for every x ∈ X.
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Proof. The proof of equality (4.4) is similar to the one in [6, Proposition 12.22], we give it just for the sake
of completeness.
(fα)β(x) = inf
h∈H
{
fα(x+ h) +
1
2β
|h|2H
}
=
= inf
h∈H
{
inf
k∈H
{
f(x+ h+ k) +
1
2α
|k|2H
}
+
1
2β
|h|2H
}
=
= inf
h∈H
{
inf
w∈H
{
f(x+ w) +
1
2α
|w − h|2H
}
+
1
2β
|h|2H
}
=
= inf
w∈H
{
f(x+ w) + inf
h∈H
{
1
2α
|w − h|2H +
1
2β
|h|2H
}}
=
= inf
w∈H
{
f(x+ w) +
α+ β
2αβ
inf
h∈H
{
β
α+ β
|w − h|2H +
α
α+ β
|h|2H
}}
=
= inf
w∈H
{
f(x+ w) +
α+ β
2αβ
inf
h∈H
{
αβ
(α + β)2
|w|2H +
∣∣∣∣ βα+ βw − h
∣∣∣∣2
H
}}
=
= inf
w∈H
{
f(x+ w) +
1
2(α+ β)
|w|2H
}
= fα+β(x).
So (fα)β(x) = fα+β(x).
We will now prove inequality (4.5). Let x ∈ X and α, β > 0. By Lemma 4.2 we get ∇Hfα(x) ∈ ∂Fα(0)
and ∇H(fα)β(x) ∈ ∂Fα(Pα(x, β)), where Fα(h) := fα(x+h) for h ∈ H and Pα(x, β) is the unique minimum
point of the function fα(x+ h) +
1
2β |h|2H . Such minimum exists by Proposition 4.1(1). By the monotonicity
of the subdifferential (formula (4.2)), Proposition 4.1(5) and equality (4.4) we get
0 ≤ 〈∇Hfα(x) −∇H(fα)β(x),−Pα(x, β)〉H ≤ β
〈∇Hfα(x) −∇H(fα)β(x),−β−1Pα(x, β)〉H ≤
≤ β〈∇Hfα(x)−∇H(fα)β(x),∇H(fα)β(x)〉H = β〈∇Hfα(x)−∇Hfα+β(x),∇Hfα+β(x)〉H .
So |∇Hfα+β(x)|2H ≤ 〈∇Hfα(x),∇Hfα+β(x)〉H , and |∇Hfα+β(x)|H ≤ |∇Hfα(x)|H . 
Now we have all the ingredients required to prove a convergence results about ∇Hfα.
Proposition 4.4. Let f : X → R∪{+∞} be a proper convex and lower semicontinuous function, belonging
to W 1,p(X,µ) for some p > 1. Let x ∈ dom(f). Then |∇Hfα(x)|H ր |∇Hf(x)|H as α → 0+ for µ-a.e.
x ∈ X. In particular
|∇Hfα(x)|H ≤ |∇Hf(x)|H (4.6)
for µ-a.e. x ∈ X and for every α > 0.
Proof. Let x ∈ dom(f) and α > 0. By Lemma 4.2 we get ∇Hfα(x) ∈ ∂F (P (x, α)), where F (h) := f(x+ h)
for h ∈ H and P (x, α) is the unique minimum point of the function f(x+h)+ 12α |h|2H . Such minimum exists
by Proposition 4.1(1). By the weak compactness of the subdifferential there exists a point of minimal norm
h0 ∈ H in ∂F (0).
By the monotonicity of the subdifferential (formula (4.2)) we have
0 ≤ 〈P (x, α),∇Hfα(x) − h0〉H = α
〈−α−1P (x, α), h0 −∇Hfα(x)〉H = α〈∇Hfα(x), h0 −∇Hfα(x)〉H ,
where the last equality follows from Lemma 4.1(5). By the Cauchy–Schwarz inequality we get
|∇Hfα(x)|2H ≤ 〈h0,∇Hfα(x)〉H . (4.7)
Using inequality (4.7) we get
|∇Hfα|H ≤ |h0|H ; (4.8)
|∇Hfα(x) − h0|2H = |∇Hfα(x)|2H − 2〈h0,∇Hfα(x)〉H + |h0|2H ≤ |h0|2H − |∇Hfα(x)|2H . (4.9)
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By inequality (4.8) we get that the set {∇Hfα(x) |α > 0} is bounded in H . Let (αn)n∈N be a sequence
converging to zero. By weak compactness a subsequence, that we will still denote by (αn)n∈N, and y ∈ H
exist such that ∇Hfαn(x) weakly converges to y as n goes to +∞. By inequality (4.8) and weakly lower
semicontinuity of |·|H we have that
|y|H ≤ limn→+∞ |∇Hfαn(x)|H ≤ |h0|H . (4.10)
We claim that y ∈ ∂F (0), indeed recalling that |P (x, αn)|H → 0 as n goes to +∞ (Proposition 4.1(1)),
{∇Hfα(x) |α > 0} is bounded in H and f is lower semicontinuous we have
〈y, h〉H = limn→+∞ 〈∇Hfαn(x), h〉H ≤ limn→+∞ (f(x+ h)− f(x+ P (x, αn)) + 〈∇Hfαn(x), P (x, αn)〉H) ≤
≤ lim sup
n→+∞
(f(x+ h)− f(x+ P (x, αn)) + 〈∇Hfαn(x), P (x, αn)〉H) ≤
≤ f(x+ h)− lim inf
n→+∞
f(x+ P (x, α)) + lim
n→+∞
〈∇Hfαn(x), P (x, αn)〉H ≤ f(x+ h)− f(x) = F (h)− F (0)
and since 0 ∈ dom(F ), then y ∈ ∂F (0). By the fact that h0 is an element of minimal norm in ∂F (0), then
all the inequalities in (4.10) are actually equalities. So
lim
n→+∞
|∇Hfαn(x)|H = |h0|H .
So by inequality (4.9) we have limn→+∞ |∇Hfαn(x)− h0|H = 0. Since f belongs to W 1,p(X,µ) for some
p > 1, fαn converges to f in L
p(X,µ) as n goes to +∞ (Proposition 4.1(2)) and fα ∈W 2,p(X,µ) (Proposition
4.1(6)), then h0 = ∇Hf(x) for µ-a.e. x ∈ X . So we get inequality (4.6) using inequality (4.8).
We have proved that for every sequence (αn)n∈N converging to zero, there exists a subsequence (αnk)k∈N
such that
lim
k→+∞
∇Hfαnk = ∇Hf
in Lp(X,µ;H). This implies that ∇Hfα converges to ∇Hf in Lp(X,µ;H) as α goes to zero. Monotonicity
of the convergence of the norms follows from inequality (4.5). 
5. Sobolev regularity estimates
The purpose of this section is to prove Theorem 1.3 and in order to do so we will use a penalization
method similar to the one used in [3], [4] and [19]. For α > 0 let Uα be the Moreau–Yosida approximation
along H of U , as defined in formula (4.3). We recall the following proposition (see [12, Proposition 5.12])
Proposition 5.1. Assume Hypothesis 1.2 holds and let α ∈ (0, 1]. Then Uα satisfies Hypothesis 1.2 and Uα
is differentiable along H at every x ∈ X with ∇HUα H-Lipschitz. Moreover e−Uα ∈ W 1,p(X,µ), for every
p ≥ 1, and Uα ∈ W 2,t(X,µ), where t is given by Hypothesis 1.2.
We approach the problem in Ω by penalized problems in the whole space X , replacing U by
Vα(x) := Uα(x) +
1
2α
d2H(x,Ω). (5.1)
for α ∈ (0, 1]. Namely for α ∈ (0, 1], we consider the problem
λuα − Lναuα = f (5.2)
where λ > 0, f ∈ L2(X, να), να = e−Vαµ and Lνα is the operator defined as
D(Lνα) =
{
u ∈W 1,2(X, να)
∣∣∣ there exists v ∈ L2(X, να) such that∫
X
〈∇Hu,∇Hϕ〉dνα = −
∫
X
vϕdνα for every ϕ ∈ FC∞b (X)
}
,
with Lναu = v if u ∈ D(Lνα).
We set D(Ω) = {x ∈ X |H ∩ (x− Ω) 6= ∅}, as in Section 3. We remark that Ω ⊆ D(Ω) and if Hypothesis
1.1 holds, then µ(D(Ω)) = 1 (Lemma 3.1).
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Proposition 5.2. Assume Hypotheses 1.1 and 1.2 hold and let α ∈ (0, 1]. Then the following properties
hold:
(1) Vα is a convex and H-continuous function;
(2) Vα is differentiable along H at every point x ∈ D(Ω) with ∇HVα H-Lipschitz;
(3) e−Vα ∈W 1,p(X,µ), for every p ≥ 1;
(4) Vα ∈ W 2,t(X,µ), where t is given by Hypothesis 1.2;
(5) limα→0+ Vα(x) =
{
U(x) x ∈ Ω;
+∞ x /∈ Ω.
Proof. Proposition 3.6 says that d2(·,Ω) is convex and H-continuous, while from Proposition 5.1 we get
convexity of Uα. By Proposition 4.1(5) we get that the function Υx : H → R ∪ {+∞} defined as Υx(h) :=
Uα(x+ h) is Fre´chet differentiable for every x ∈ dom(U). By Hypothesis 1.2 we have µ(dom(U)) = 1, so Uα
is H-continuous. Therefore Vα is convex and H-continuous.
By Proposition 3.4, Proposition 3.5 we get that d2H(·,Ω) is differentiable along H at every point x ∈ D(Ω)
with H-Lipschitz gradient. Proposition 5.1 says that Uα is differentiable along H at every point x ∈ X with
H-Lipschitz gradient. Then Vα is differentiable along H at every point x ∈ D(Ω) with H-Lipschitz gradient.
Since ∫
X
e−Vα(x)dµ(x) ≤
∫
X
e−Uα(x)dµ(x),
for every α ∈ (0, 1] and µ-a.e. x ∈ X , applying Proposition 5.1 we get that e−Vα ∈ Lp(X,µ), for every p ≥ 1.
For every x ∈ D(Ω)
∇He−Vα(x) = e−Vα(x)
(
∇HUα(x) + 1
2α
∇H(d2H(·,Ω)(x))
)
. (5.3)
By point (2) the right side of equality (5.3) is H-Lipschitz. By Theorem 2.1 we get e−Vα ∈ W 1,p(X,µ), for
every p ≥ 1. Using the same argument we get Vα ∈W 2,t(X,µ), where t is given by Hypothesis 1.2, for every
α ∈ (0, 1].
Finally equality (5) follows from Proposition 3.7 and Proposition 4.1(2). 
By Proposition 5.2 we can apply [12, Theorem 5.10] to problem (5.2) and get the following maximal
Sobolev regularity result.
Theorem 5.3. Assume Hypothesis 1.2 holds and let α ∈ (0, 1], λ > 0 and f ∈ L2(X, να). Equation (5.2)
has a unique weak solution uα. Moreover uα ∈ W 2,2(X, να) and
‖uα‖L2(X,να) ≤
1
λ
‖f‖L2(X,να); ‖∇Huα‖L2(X,να;H) ≤
1√
λ
‖f‖L2(X,να); (5.4)∥∥∇2Huα∥∥L2(X,να;H2) ≤ √2‖f‖L2(X,να). (5.5)
In addition, for every α ∈ (0, 1], there exists a sequence {u(n)α }n∈N ⊆ FC 3b(X) such that u(n)α converges to
uα in W
2,2(X, να) and λu
(n)
α − Lναu(n)α converges to f in L2(X, να).
Now we have all the ingredients necessary to prove Theorem 1.3. The proof is similar to the one in [19,
Section 3].
Proof of Theorem 1.3. Let f ∈ FC∞b (X). By Theorem 5.3 we get that, for every α ∈ (0, 1], equation (5.2)
has a unique weak solution uα ∈W 2,2(X, να) such that inequalities (5.4) and inequality (5.5) hold. Moreover
for every ϕ ∈ FC∞b (X) we have
λ
∫
X
uαϕdνα +
∫
X
〈∇Huα,∇Hϕ〉Hdνα =
∫
X
fϕdνα.
By Proposition 3.7 and Proposition 4.1(2) we have
e−U(x) ≤ e−Uα(x) = e−Vα(x) x ∈ Ω. (5.6)
So we get the inclusion W 2,2(Ω, να) ⊆W 2,2(Ω, ν) for every α ∈ (0, 1].
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Let {αn}n∈N be a sequence converging to zero such that 0 < αn ≤ 1 for every n ∈ N. By inequalities
(5.4) and inequality (5.5) the set {uαn |n ∈ N} is a bounded set in W 2,2(Ω, ν). By weak compactness a
subsequence, that we will still denote by {αn}n∈N, exists such that uαn weakly converges to an element
u ∈ W 2,2(Ω, ν). Without loss of generality we can assume that uαn , ∇Huαn and ∇2Huαn converge pointwise
µ-a.e. respectively to u, ∇Hu and ∇2Hu.
By inequalities (5.4), for every n ∈ N, we have∫
X
uαnϕe
−Vαndµ ≤
(∫
X
u2αne
−Vαndµ
) 1
2
(∫
X
ϕ2e−Vαndµ
) 1
2
≤
≤ ‖ϕ‖∞
λ
(∫
X
f2e−Vαndµ
) 1
2
(∫
X
e−Vαndµ
) 1
2
≤
≤ ‖f‖∞‖ϕ‖∞
λ
∫
X
e−Vαndµ ≤ ‖f‖∞‖ϕ‖∞
λ
∫
X
e−V1dµ.
(5.7)
By inequality (5.7), Proposition 5.2(5) and the Lebesgue dominated convergence theorem we get
lim
n→+∞
λ
∫
X
uαnϕdναn = λ
∫
Ω
uϕdν. (5.8)
By inequalities (5.4), for every n ∈ N, we have∫
X
〈∇Huαn ,∇Hϕ〉He−Vαndµ ≤
∫
X
|∇Huαn |H |∇Hϕ|He−Vαndµ
≤
(∫
X
|∇Huαn |2He−Vαndµ
) 1
2
(∫
X
|∇Hϕ|2He−Vαndµ
) 1
2
≤
≤ ‖f‖∞‖|∇Hϕ|H‖∞√
λ
∫
X
e−Vαndµ ≤ ‖f‖∞‖|∇Hϕ|H‖∞√
λ
∫
X
e−V1dµ.
(5.9)
By inequality (5.9), Proposition 5.2(5) and the Lebesgue dominated convergence theorem we get
lim
n→+∞
∫
X
〈∇Huαn ,∇Hϕ〉Hdναn =
∫
Ω
〈∇Hu,∇Hϕ〉Hdν. (5.10)
Finally we have ∫
X
fϕe−Vαndµ ≤ ‖f‖∞‖ϕ‖∞
∫
X
e−Vαndµ ≤ ‖f‖∞‖ϕ‖∞
∫
X
e−V1dµ (5.11)
By inequality (5.11), Proposition 5.2(5) and the Lebesgue dominated convergence theorem we get
lim
n→+∞
∫
X
fϕdναn =
∫
Ω
fϕdν. (5.12)
Inequality (5.8), inequality (5.10) and inequality (5.12) give us that u is a weak solution of equation (1.1),
i.e. for every ϕ ∈ FC∞b (X)
λ
∫
Ω
uϕdν +
∫
Ω
〈∇Hu,∇Hϕ〉Hdν =
∫
Ω
fϕdν.
By the lower semicontinuity of the norm of L2(Ω, µ) and L2(Ω, µ;H), inequalities (5.4), inequality (5.6),
inequality (5.11) and the Lebesgue dominated convergence theorem we get
‖u‖L2(Ω,ν) ≤ lim infn→+∞ ‖uαn‖L2(Ω,ν) ≤ lim infn→+∞ ‖uαn‖L2(Ω,ναn ) ≤
≤ lim inf
n→+∞
‖uαn‖L2(X,ναn ) ≤
1
λ
lim inf
n→+∞
‖f‖L2(X,ναn ) =
1
λ
‖f‖L2(Ω,ν);
and
‖∇Hu‖L2(Ω,ν;H) ≤ lim infn→+∞ ‖∇Huαn‖L2(Ω,ν;H) ≤ lim infn→+∞ ‖∇Huαn‖L2(Ω,ναn ;H) ≤
≤ lim inf
n→+∞
‖∇Huαn‖L2(X,ναn ;H) ≤
1√
λ
lim inf
n→+∞
‖f‖L2(X,ναn ;H) =
1√
λ
‖f‖L2(Ω,ν;H).
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In the same way by the lower semicontinuity of the norm of L2(Ω, µ;H2), inequality (5.5), inequality (5.6),
inequality (5.11) and the Lebesgue dominated convergence theorem we get∥∥∇2Hu∥∥L2(Ω,ν;H2) ≤ lim infn→+∞ ∥∥∇2Huαn∥∥L2(Ω,ν;H2) ≤ lim infn→+∞ ∥∥∇2Huαn∥∥L2(Ω,ναn ;H2) ≤
≤ lim inf
n→+∞
∥∥∇2Huαn∥∥L2(X,ναn ;H2) ≤ √2 lim infn→+∞ ‖f‖L2(X,ναn ;H2) = √2‖f‖L2(Ω,ν;H2).
If f ∈ L2(Ω, ν), a standard density argument gives us the assertions of our theorem. 
6. The Neumann condition
We are now interested in proving Theorem 1.4. As in Section 5 we approach the problem in Ω by penalized
problems in the whole space X , replacing U by the functions Vα defined via equation (5.1).
We start by proving a technical lemma that we will use in the proof of Theorem 1.4.
Lemma 6.1. Assume Hypotheses 1.1 and 1.2 hold and let α ∈ (0, 1]. Let f ∈ FC∞b (X) and let uα be a
weak solution of equation (5.2). For every ϕ ∈ FC∞b (X) the function
Fα(x) := ϕ(x)
〈
∇Huα(x), ∇HG(x)|∇HG(x)|H
〉
H
e−Vα(x)
belongs to W 1,r(Ω, µ) for every 1 < r < 2. Furthermore we have TrFα ∈ Lq(G−1(0), ρ) for every 1 < q < 2
and
lim
α→0+
TrFα = ϕ
〈
Tr(∇Hu),Tr
( ∇HG
|∇HG|H
)〉
H
e−U ,
where the limit is taken in Lq(G−1(0), ρ), for every 1 < q < 2.
Proof. We start by proving that Fα ∈ Lr(Ω, µ) for every 1 < r < 2.∫
Ω
|Fα|rdµ =
∫
Ω
∣∣∣∣ϕ〈∇Huα,∇HG〉H e−Vα|∇HG|H
∣∣∣∣rdµ ≤ ‖ϕ‖∞ ∫
Ω
|∇Huα|rHe−rVαdµ =
= ‖ϕ‖∞
∫
Ω
|∇Huα|rHe−(r−1)Vαe−Vαdµ.
By using the Ho¨lder inequality with 2/r, for the measure e−Vαµ, we get∫
Ω
|Fα|rdµ ≤ ‖ϕ‖∞
(∫
Ω
|∇Huα|2Hdνα
) r
2
(∫
Ω
e−
r
2−rVαdµ
) 2−r
2
. (6.1)
By Proposition 5.2, Theorem 5.3 and the fact that r/(2 − r) > 1 we have∫
Ω
|Fα|rdµ ≤ ‖ϕ‖
r
∞
λ
r
2
(∫
Ω
f2e−Vαdµ
) r
2
(∫
Ω
e−
r
2−rVαdµ
) 2−r
2
≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
(∫
Ω
e−Vαdµ
) r
2
(∫
Ω
e−
r
2−r Vαdµ
) 2−r
2
≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
(∫
X
e−V1dµ
) r
2
(∫
X
e−
r
2−r V1dµ
) 2−r
2
.
(6.2)
So Fα ∈ Lr(Ω, µ) for every 1 < r < 2.
Now we want to prove that ∇HFα ∈ Lr(Ω, µ;H), for every 1 < r < 2. Observe that ∇HFα exists by
Hypotheses 1.1 and 1.2 and
∇HFα = 〈∇Huα,∇HG〉H
e−Vα
|∇HG|H
∇Hϕ+ ϕ e
−Vα
|∇HG|H
∇2Huα∇HG+
+ϕ
e−Vα
|∇HG|H
∇2HG∇Huα − ϕ
〈∇Huα,∇HG〉H
|∇HG|3H
e−Vα∇2HG∇HG+
−ϕ 〈∇Huα,∇HG〉H|∇HG|H
e−Vα∇HVα.
(6.3)
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We will estimate each addend. We have∫
Ω
∣∣∣∣〈∇Huα,∇HG〉H e−Vα|∇HG|H∇Hϕ
∣∣∣∣r
H
dµ ≤ ‖|∇Hϕ|H‖r∞
∫
Ω
|∇Huα|rHe−rVαdµ.
Repeating the same arguments as in inequality (6.1) and inequality (6.2) we get∫
Ω
∣∣∣∣〈∇Huα,∇HG〉H e−Vα|∇HG|H∇Hϕ
∣∣∣∣r
H
dµ ≤ ‖f‖
r
∞‖|∇Hϕ|H‖r∞
λ
r
2
(∫
X
e−V1dµ
) r
2
(∫
X
e−
r
2−r V1dµ
) 2−r
2
. (6.4)
Recalling Theorem 5.3 and repeating some arguments used in inequality (6.1) and in inequality (6.2) we
have ∫
Ω
∣∣∣∣ϕ e−Vα|∇HG|H∇2Huα∇HG
∣∣∣∣r
H
dµ ≤ ‖ϕ‖r∞
∫
Ω
∥∥∇2Huα∥∥rH2e−rVαdµ ≤
≤ ‖ϕ‖r∞
(∫
Ω
∥∥∇2Huα∥∥2H2dνα
) r
2
(∫
Ω
e−
r
2−r Vαdµ
) 2−r
2
≤
≤ 2 r2 ‖ϕ‖r∞
(∫
Ω
f2dνα
) r
2
(∫
Ω
e−
r
2−rVαdµ
) 2−r
2
≤
≤ 2 r2 ‖ϕ‖r∞‖f‖r∞
(∫
Ω
e−Vαdµ
) r
2
(∫
Ω
e−
r
2−rVαdµ
) 2−r
2
≤
≤ 2 r2 ‖ϕ‖r∞‖f‖r∞
(∫
X
e−V1dµ
) r
2
(∫
X
e−
r
2−rV1dµ
) 2−r
2
.
(6.5)
Now we integrate the third addend of equality (6.3),∫
Ω
∣∣∣∣ϕ e−Vα|∇HG|H∇2HG∇Huα
∣∣∣∣r
H
dµ ≤ ‖ϕ‖r∞
∫
Ω
(
e−Vα
|∇HG|H
∥∥∇2HG∥∥H2 |∇Huα|H
)r
dµ.
Applying Ho¨lder inequality with an exponent β > 1 such that rβ < 2 we get∫
Ω
∣∣∣∣ϕ e−Vα|∇HG|H∇2HG∇Huα
∣∣∣∣r
H
dµ ≤ ‖ϕ‖r∞
∫
Ω
∥∥∇2HG∥∥rβ′H2
|∇HG|rβ′H
dµ

1
β′ (∫
Ω
|∇Huα|rβH e−rβVαdµ
) 1
β
.
By Proposition 5.2, Theorem 5.3 and the fact that rβ/(2 − rβ) > 1 we get∫
Ω
∣∣∣∣ϕ e−Vα|∇HG|H∇2HG∇Huα
∣∣∣∣r
H
dµ ≤
≤ ‖ϕ‖r∞
∫
Ω
∥∥∇2HG∥∥rβ′H2
|∇HG|rβ′H
dµ

1
β′ (∫
Ω
|∇Huα|2Hdνα
) r
2
(∫
Ω
e−
rβ
2−rβ Vαdµ
) 2−rβ
2β
≤
≤ ‖ϕ‖
r
∞
λ
r
2
∫
Ω
∥∥∇2HG∥∥rβ′H2
|∇HG|rβ′H
dµ

1
β′(∫
Ω
f2e−Vαdµ
) r
2
(∫
X
e−
rβ
2−rβ V1dµ
) 2−rβ
2β
≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
∫
Ω
∥∥∇2HG∥∥rβ′H2
|∇HG|rβ′H
dµ

1
β′ (∫
X
e−V1dµ
) r
2
(∫
X
e−
rβ
2−rβ V1dµ
) 2−rβ
2β
.
(6.6)
Arguing as in inequality (6.6), then for the fourth addend of equality (6.3) we have∫
Ω
∣∣∣∣∣ϕ 〈∇Huα,∇HG〉H|∇HG|3H e−Vα∇2HG∇HG
∣∣∣∣∣
r
H
dµ ≤ ‖ϕ‖r∞
∫
Ω
(
e−Vα
|∇HG|H
∥∥∇2HG∥∥H2 |∇Huα|H
)r
dµ ≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
∫
Ω
∥∥∇2HG∥∥rβ′H2
|∇HG|rβ′H
dµ

1
β′(∫
X
e−V1dµ
) r
2
(∫
X
e−
rβ
2−rβ V1dµ
) 2−rβ
2β
.
(6.7)
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Let β > 1 such that rβ < 2. For the last addend of equality (6.3) we obtain∫
Ω
∣∣∣∣ϕ 〈∇Huα,∇HG〉H|∇HG|H e−Vα∇HVα
∣∣∣∣r
H
dµ ≤ ‖ϕ‖r∞
∫
Ω
(|∇Huα|He−Vα |∇HVα|H)rdµ ≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
(∫
Ω
|∇HVα|rβ
′
H dµ
) 1
β′
(∫
Ω
(|∇Huα|He−Vα)rβdµ) 1β .
Proceeding as in inequality (6.6) and recalling that ∇HVα is H-Lipschitz (see Proposition 5.2 and Theorem
2.1) we have ∫
Ω
∣∣∣∣ϕ 〈∇Huα,∇HG〉H|∇HG|H e−Vα∇HVα
∣∣∣∣r
H
dµ ≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
(∫
Ω
|∇HVα|rβ
′
H dµ
) 1
β′
(∫
X
e−V1dµ
) r
2
(∫
X
e−
rβ
2−rβ V1dµ
) 2−rβ
2β
.
Finally recalling that |Vα(x)|H ≤ |U(x)|H for every x ∈ Ω (see Proposition 4.4) we get∫
Ω
∣∣∣∣ϕ 〈∇Huα,∇HG〉H|∇HG|H e−Vα∇HVα
∣∣∣∣r
H
dµ ≤
≤ ‖f‖
r
∞‖ϕ‖r∞
λ
r
2
(∫
Ω
|∇HU |rβ
′
H dµ
) 1
β′
(∫
X
e−V1dµ
) r
2
(∫
X
e−
rβ
2−rβ V1dµ
) 2−rβ
2β
.
(6.8)
By inequalities (6.4), (6.5), (6.6), (6.7) and (6.8) we get that Fα belongs to W
1,r(Ω, µ), for every 1 < r < 2.
Observe that the final estimate of the inequalities (6.4), (6.5), (6.6), (6.7) and (6.8) does not depend on
α. Then by Proposition 4.4, Proposition 5.2, the Lebesgue dominated convergence theorem and Proposition
2.5, we get the furthermore part of our statement. 
We are now able to prove that if u is a weak solution of problem (1.1), then u satisfies a Neumann type
condition at the boundary.
Proof of Theorem 1.4. By Theorem 1.3 we get that for every ϕ ∈ FC∞b (X)
λ
∫
Ω
uϕdν +
∫
Ω
〈∇Hϕ,∇Hu〉Hdν =
∫
Ω
fϕdν. (6.9)
Thanks to Proposition 5.2 and Theorem 5.3, equation (5.2) has a unique solution uα ∈ W 2,2(X, να), for
every α ∈ (0, 1], such that inequalities (5.4) and inequality (5.5) hold. Moreover for every ϕ ∈ FC∞b (X) and
α ∈ (0, 1] we have
λ
∫
X
uαϕdνα +
∫
X
〈∇Huα,∇Hϕ〉Hdνα =
∫
X
fϕdνα.
In addition for every α ∈ (0, 1] there exists a sequence (u(n)α )n∈N ⊆ FC 3b(X) such that
W 2,2(X, να)- lim
n→+∞
u(n)α = uα; (6.10)
L2(X, να)- lim
n→+∞
λu(n)α − Lναu(n)α = f. (6.11)
Finally uα converges to u in W
2,2(Ω, ν). For every n ∈ N and α ∈ (0, 1] we set f (n)α := λu(n)α −Lναu(n)α , then
the following equality holds
λ
∫
Ω
u(n)α ϕdνα −
∫
Ω
ϕLναu
(n)
α dνα =
∫
Ω
f (n)α ϕdνα (6.12)
for every ϕ ∈ FC∞b (X). By [21, Proposition 5.3] we get that if ψ ∈ FC 2b(X) then
Lναψ =
+∞∑
i=1
∂iiψ −
+∞∑
i=1
(∂iVα + êi)∂iψ (6.13)
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where the series converges in L2(X, να). Since L
2(Ω, να) ⊆ L2(Ω, ν), the series (6.13) also converges in
L2(Ω, ν). Using equality (6.13) and the integration by parts formula (Theorem 2.6) we get∫
Ω
ϕLναu
(n)
α dνα =
∫
Ω
ϕ
(
+∞∑
i=1
∂iiu
(n)
α − (∂iVα + êi)∂iu(n)α
)
dνα =
=
+∞∑
i=1
∫
Ω
ϕ
(
∂iiu
(n)
α − (∂iVα + êi)∂iu(n)α
)
dνα =
=
+∞∑
i=1
(
−
∫
Ω
∂iϕ∂iu
(n)
α dνk +
∫
G−1(0)
ϕTr(∂iu
(n)
α )Tr
(
∂iG
|∇HG|H
)
e−Uαdρ
)
=
= −
∫
Ω
〈
∇Hϕ,∇Hu(n)α
〉
H
dνα +
∫
G−1(0)
ϕ
〈
Tr(∇Hu(n)α ),Tr
( ∇HG
|∇HG|H
)〉
H
e−Uαdρ.
Arguing as in Lemma 6.1 and recalling (6.10) we get
lim
n→+∞
∫
G−1(0)
ϕ
〈
Tr(∇Hu(n)α ),Tr
( ∇HG
|∇HG|H
)〉
H
e−Uαdρ =
∫
G−1(0)
ϕ
〈
Tr(∇Huα),Tr
( ∇HG
|∇HG|H
)〉
H
e−Uαdρ.
By (6.11) and Proposition 2.5, letting n→ +∞ in equality (6.12) we get
λ
∫
Ω
uαϕdνα +
∫
Ω
〈∇Hϕ,∇Huα〉Hdνα −
∫
G−1(0)
ϕ
〈
Tr(∇Huα),Tr
( ∇HG
|∇HG|H
)〉
H
e−Uαdρ =
∫
Ω
fϕdνα.
(6.14)
By Theorem 5.3 we get ∫
Ω
uαϕe
−Vαdµ ≤ ‖ϕ‖∞
(∫
Ω
u2αe
−Vαdµ
) 1
2
(∫
Ω
e−Vαdµ
) 1
2
≤
≤ ‖ϕ‖∞
λ
(∫
Ω
f2e−Vαdµ
) 1
2
(∫
Ω
e−V1dµ
) 1
2
≤ ‖f‖∞‖ϕ‖∞
λ
∫
Ω
e−V1dµ ≤ ‖f‖∞‖ϕ‖∞
λ
∫
X
e−V1dµ,
and ∫
Ω
〈∇Huα,∇Hϕ〉He−Vαdµ ≤ ‖|∇Hϕ|H‖∞
(∫
Ω
|∇Huα|2He−Vαdµ
) 1
2
(∫
Ω
e−Vαdµ
) 1
2
≤
≤ ‖|∇Hϕ|H‖∞√
λ
(∫
Ω
f2e−Vαdµ
) 1
2
(∫
Ω
e−V1dµ
) 1
2
≤ ‖f‖∞‖|∇Hϕ|H‖∞√
λ
∫
Ω
e−V1dµ ≤ ‖f‖∞‖|∇Hϕ|H‖∞√
λ
∫
X
e−V1dµ.
Moreover we have ∫
Ω
fϕe−Vαdµ ≤ ‖f‖∞‖ϕ‖∞
∫
Ω
e−V1dµ ≤ ‖f‖∞‖ϕ‖∞
∫
X
e−V1dµ.
By Lemma 6.1 the map
x 7→ ϕ(x)〈∇Huα(x),∇HG(x)〉H
e−Vα(x)
|∇HG(x)|H
=: Fα(x)
belongs to W 1,r(Ω, µ), for every 1 < r < 2. In particular TrFα ∈ Lq(G−1(0), ρ) for every 1 < q < 2. Taking
the limit α → 0+ in equality (6.14), by Proposition 5.2 and the Lebesgue dominated convergence theorem
we get
λ
∫
Ω
uϕdν +
∫
Ω
〈∇Hϕ,∇Hu〉Hdν −
∫
G−1(0)
ϕ
〈
Tr(∇Hu),Tr
( ∇HG
|∇HG|H
)〉
H
e−Udρ =
∫
Ω
fϕdν. (6.15)
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Taking into consideration equality (6.9), then equality (6.15) becomes∫
G−1(0)
ϕ
〈
Tr(∇Hu),Tr
( ∇HG
|∇HG|H
)〉
H
e−Udρ = 0,
for every ϕ ∈ FC∞b (X). By Proposition 2.4 we get 〈Tr(∇Hu)(x),Tr(∇HG)(x)〉H = 0 for ρ-a.e. x ∈ G−1(0)
. 
7. Examples
In this section we show how our theory can be applied to some examples. Let dξ be the Lebesgue measure
on [0, 1] and consider the classical Wiener measure PW on C [0, 1] (see [8, Example 2.3.11 and Remark 2.3.13]
for its construction). The Cameron–Martin space H is the space of the continuous functions f on [0, 1] such
that f is absolutely continuous, f ′ ∈ L2([0, 1], dξ) and f(0) = 0. Moreover |f |H = ‖f ′‖L2([0,1],dξ) (see [8,
Lemma 2.3.14]). An orthonormal basis of L2([0, 1], dξ) is given by the functions
en(ξ) =
√
2 sin
ξ√
λn
where λn =
4
pi2(2n− 1)2 for every n ∈ N.
We recall that if f, g ∈ H , then
|f |2H =
+∞∑
i=1
λi
−1〈f, ei〉2L2([0,1],dξ), 〈f, g〉H =
+∞∑
i=1
λi
−1〈f, ei〉L2([0,1],dξ)〈g, ei〉L2([0,1],dξ).
Finally we remind the reader that an orthonormal basis for H is given by the sequence {√λkek | k ∈ N}.
7.1. Admissible sets. Let
Gσ,c(f) =
∫ 1
0
f(ξ)dσ(ξ) − c, G(r)(f) =
∫ 1
0
|f(ξ)|2dξ − r2,
where σ is a finite, non everywhere zero, Borel measure in [0, 1], f ∈ C [0, 1] and c, r ∈ R. Observe that the
sets G−1σ,c(−∞, 0] are halfspaces, since Gσ,c ∈ (C [0, 1])∗. Now we show that Gσ,c and G(r) satisfy Hypothesis
1.1.
Easy calculations give
∇HGσ,c(f) =
+∞∑
i=1
√
λi
(∫ 1
0
ei(ξ)dσ(ξ)
)
(
√
λiei), (7.1)
∇HG(r)(f) = 2
+∞∑
i=1
√
λi
(∫ 1
0
f(ξ)ei(ξ)dξ
)
(
√
λiei). (7.2)
So
|∇HGσ,c(f)|2H =
+∞∑
i=1
λi
(∫ 1
0
ei(ξ)dσ(ξ)
)2
,
∣∣∣∇HG(r)(f)∣∣∣2
H
= 4
+∞∑
i=1
λi
(∫ 1
0
f(ξ)ei(ξ)dξ
)2
Since σ is non everywhere zero, then |∇HGσ,c(f)|H is a non zero constant. So |∇HGσ,c|−1H belongs to every
Lq(C [0, 1], PW ) for every q > 1. Now let q > 1 and fix an integer K bigger than a q, then∫
C [0,1]
1∣∣∇HG(r)(f)∣∣qH dPW (f) = 2−q
∫
C [0,1]
(
+∞∑
i=1
λi
(∫ 1
0
f(ξ)ei(ξ)dξ
)2)− q2
dPW (f) ≤
≤ 2−q
∫
C [0,1]
(
K∑
i=1
λi
(∫ 1
0
f(ξ)ei(ξ)dξ
)2)− q2
dPW (f).
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Since the maps T : f 7→ (∫ 1
0
f(ξ)e1(ξ)dξ, . . . ,
∫ 1
0
f(ξ)eK(ξ)dξ) is linear and continuous, we can use the change
of variable formula (see [8, Formula (A.3.1)]) and obtain∫
C [0,1]
1∣∣∇HG(r)(f)∣∣qH dPW (f) ≤ 2−q
∫
RK
(
K∑
i=1
λiη
2
i
)− q2
dPWK (η) ≤ (4λK)−
q
2
∫
RK
‖η‖−qdPWK (η), (7.3)
where PWK the centered K-dimensional Gaussian measure given by P
W
K := P
W ◦ T−1. The last integral in
inequality (7.3) is finite, since we took K > q. Thus both Gσ,c and G
(r) satisfy Hypothesis 1.1(2). Checking
Hypothesis 1.1(1) is trivial.
Finally we have for f ∈ C [0, 1]
∇2HGσ,c(f) = 0, ∇2HG(r)(f) = 2
+∞∑
i=1
λi
(
(
√
λiei)⊗ (
√
λiei)
)
.
In particular ‖∇2HG(r)(f)‖2H2 =
∑+∞
i=1 λ
2
i = 1/6. Then Gσ,c and G
(r) satisfy all the conditions of Hypothesis
1.1. We set Ωσ,c := G
−1
σ,c(−∞, 0] and Ω(r) := (G(r))−1(−∞, 0].
7.2. An example of admissible weight (1). Let τ be a finite positive Borel measure in [0, 1]. Consider
the function U : C [0, 1]→ R defined as
U(f) = Φ
(∫ 1
0
f(ξ)dτ(ξ)
)
,
where Φ : R→ R is a C 1 convex function such that for ξ ∈ R
|Φ′(ξ)| ≤ Ceβ|ξ|, (7.4)
for some C ≥ 0 and β > 0. Easy computations give that U is a convex and continuous function. Using the
fundamental theorem of calculus we get for every ξ ∈ R
|Φ(ξ)| ≤ |Φ(0)|+ C
β
eβ|ξ|.
So
|U(f)| =
∣∣∣∣Φ(∫ 1
0
f(ξ)dτ(ξ)
)∣∣∣∣ ≤ |Φ(0)|+ Cβ eβ|∫ 10 f(ξ)dτ(ξ)| ≤ |Φ(0)|+ Cβ eβ‖f‖∞‖τ‖(C [0,1])∗ .
Therefore, by Fernique theorem, U belongs to Lt(C [0, 1], PW ) for every t ≥ 1.
Observe that U is Freche´t differentiable with continuous derivative, since it is the composition of a element
of (C [0, 1])∗ and a C 1(R) function. By the chain rule for every f, g ∈ C [0, 1] we have
U ′(f)(g) = Φ′
(∫ 1
0
f(ξ)dτ(ξ)
)∫ 1
0
g(ξ)dτ(ξ).
So
|∇HU(f)|2H =
+∞∑
n=1
|∂nU(f)|2 =
+∞∑
n=1
∣∣∣U ′(f)(√λnen)∣∣∣2 =
=
(
Φ′
(∫ 1
0
f(ξ)dτ(ξ)
))2 +∞∑
n=1
λn
(∫ 1
0
en(ξ)dτ(ξ)
)2
≤
≤ 2(τ([0, 1]))2
(
Φ′
(∫ 1
0
f(ξ)dτ(ξ)
))2 +∞∑
n=1
λn = (τ([0, 1]))
2
(
Φ′
(∫ 1
0
f(ξ)dτ(ξ)
))2
.
By using inequality (7.4) we get
|∇HU(f)|2H ≤ C2(τ([0, 1]))2e2β|
∫ 1
0
f(ξ)dτ(ξ)| ≤ C2(τ([0, 1]))2e2β‖f‖∞‖τ‖(C [0,1])∗ .
So, by Fernique’s theorem, we get that U belongs to W 1,t(C [0, 1], PW ) for every t ≥ 1. This implies that U
satisfies Hypothesis 1.2, since checking convexity and continuity of U is trivial.
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Consider the problem
λu(f)− Le−UPW ,Ωσ,cu(f) = g(f), (7.5)
with data λ > 0 and g ∈ L2(Ωσ,c, e−UPW ). By using Theorem 1.3 we get that for every λ > 0 and
g ∈ L2(Ωσ,c, e−UPW ) problem (7.5) has an unique weak solution u ∈ W 2,2(Ωσ,c, e−UPW ). In addition the
following inequalities hold
‖u‖L2(Ωσ,c,e−UPW ) ≤
1
λ
‖g‖L2(Ωσ,c,e−UPW ); ‖∇Hu‖L2(Ωσ,c,e−UPW ;H) ≤
1√
λ
‖g‖L2(Ωσ,c,e−UPW );
‖∇2Hu‖L2(Ωσ,c,e−UPW ;H2) ≤
√
2‖g‖L2(Ωσ,c,e−UPW ).
Furthermore by Theorem 1.4 we get that for ρ-a.e. f ∈ G−1σ,c(0)
〈Tr(∇Hu)(f),Tr(∇HGσ,c)(f)〉H = 0,
then by equality (7.1) we get for ρ-a.e. f ∈ C [0, 1] with ∫ 10 f(ξ)dσ(ξ) = c,
+∞∑
i=1
√
λi(Tr ∂iu(f))
(∫ 1
0
ei(ξ)dσ(ξ)
)
= 0.
In a similar way by using Theorem 1.3 to the problem
λu(f)− Le−UPW ,Ω(r)u(f) = g(f), (7.6)
with data λ > 0 and g ∈ L2(Ω(r), e−UPW ), we get that problem (7.6) has an unique weak solution u ∈
W 2,2(Ω(r), e−UPW ). In addition the following inequalities hold
‖u‖L2(Ω(r),e−UPW ) ≤
1
λ
‖g‖L2(Ω(r),e−UPW ); ‖∇Hu‖L2(Ω(r),e−UPW ;H) ≤
1√
λ
‖g‖L2(Ω(r),e−UPW );
‖∇2Hu‖L2(Ω(r),e−UPW ;H2) ≤
√
2‖g‖L2(Ω(r),e−UPW ).
Moreover by Theorem 1.4 we get that for ρ-a.e. f ∈ (G(r))−1(0)〈
Tr(∇Hu)(f),Tr(∇HG(r))(f)
〉
H
= 0,
then by equality (7.2) we get for ρ-a.e. f ∈ C [0, 1] with ‖f‖2 = r,
+∞∑
i=1
√
λi(Tr ∂iu(f))
(∫ 1
0
f(ξ)ei(ξ)dξ
)
= 0.
7.3. An example of admissible weight (2). Throughout this subsection we will assume that the following
hypothesis holds.
Hypothesis 7.1. Let Ψ ∈ C 1(R× [0, 1]) be such that
(1) for every fixed r ∈ [0, 1], the function Ψ(·, r) is convex;
(2) for all s ∈ R and r ∈ [0, 1] we have∣∣∣∣∂Ψ∂s (s, r)
∣∣∣∣ ≤ C(r)eβ|s|
where β > 0 and C(·) is a non-negative function belonging to L2([0, 1], dξ);
We want to show that the weight
U(f) :=
∫ 1
0
Ψ(f(ξ), ξ)dξ, f ∈ C [0, 1],
satisfies Hypothesis 1.2. First we remark that
|Ψ(s, r)| ≤ |Ψ(0, r)|+ C(r)e
β|s|
β
.
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So for every f ∈ C [0, 1] we get |U(f)| ≤ ‖Ψ(0, ·)‖∞ + β−1‖C‖L2([0,1],dξ)eβ‖f‖∞ , and by Fernique’s theorem
U belongs to Lt(C [0, 1], PW ) for every t ≥ 1.
Observe that U is a Freche´t differentiable since it is the composition of a C 1 function and a smooth
function. In addition for every f, g ∈ C [0, 1]
U ′(f)(g) =
∫ 1
0
∂Ψ
∂s
(f(ξ), ξ)g(ξ)dξ.
So we get
|∇HU(f)|2H =
+∞∑
n=1
|∂nU(f)|2 =
+∞∑
n=1
∣∣∣U ′(f)(√λnen)∣∣∣2 =
=
+∞∑
n=1
∣∣∣∣∫ 1
0
∂Ψ
∂s
(f(ξ), ξ)
√
λnen(ξ)dξ
∣∣∣∣2 ≤ 2 +∞∑
n=1
λn
∫ 1
0
∣∣∣∣∂Ψ∂s (f(ξ), ξ)
∣∣∣∣2dξ.
Then by Hypothesis 7.1(2) we get
|∇HU(f)|2H ≤ 2
+∞∑
n=1
λn
∫ 1
0
C2(ξ)e2β|f(ξ)|dξ ≤ e2β‖f‖∞‖C‖2L2([0,1],dξ).
Therefore, by Fernique’s theorem, we get that U belongs to W 1,t(C [0, 1], PW ) for every t ≥ 1. So U satisfies
Hypothesis 1.2, since checking convexity and continuity is trivial.
Consider the problem
λu(f)− Le−UPW ,Ωσ,cu(f) = g(f), (7.7)
with data λ > 0 and g ∈ L2(Ωσ,c, e−UPW ). By using Theorem 1.3 we get that for every λ > 0 and
g ∈ L2(Ωσ,c, e−UPW ) problem (7.7) has an unique weak solution u ∈W 2,2(Ωσ,c, e−UPW ), and the following
inequality holds
‖u‖W 2,2(Ωσ,c,e−UPW ) ≤
(
1
λ
+
1√
λ
+
√
2
)
‖g‖L2(Ωσ,c,e−UPW ).
Furthermore by Theorem 1.4 we get that for ρ-a.e. f ∈ G−1σ,c(0)
〈Tr(∇Hu)(f),Tr(∇HGσ,c)(f)〉H = 0,
then by equality (7.1) we get for ρ-a.e. f ∈ C [0, 1] with ∫ 1
0
f(ξ)dσ(ξ) = c,
+∞∑
i=1
√
λi(Tr ∂iu(f))
(∫ 1
0
ei(ξ)dσ(ξ)
)
= 0.
In a similar way, by Theorem 1.3, the problem
λu(f)− Le−UPW ,Ω(r)u(f) = g(f), (7.8)
has an unique weak solution u ∈W 2,2(Ω(r), e−UPW ), whenever λ > 0 and g ∈ L2(Ω(r), e−UPW ). In addition
‖u‖W 2,2(Ωσ,c,e−UPW ) ≤
(
1
λ
+
1√
λ
+
√
2
)
‖g‖L2(Ωσ,c,e−UPW ).
Moreover, by Theorem 1.4, if u is the weak solution of (7.8), then for ρ-a.e. f ∈ (G(r))−1(0)〈
Tr(∇Hu)(f),Tr(∇HG(r))(f)
〉
H
= 0,
then by equality (7.2) we get for ρ-a.e. f ∈ C [0, 1] with ‖f‖2 = r,
+∞∑
i=1
√
λi(Tr ∂iu(f))
(∫ 1
0
f(ξ)ei(ξ)dξ
)
= 0.
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