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MINIMAL POTENTIAL RESULTS FOR THE
SCHRO¨DINGER EQUATION IN A SLAB
LAURA DE CARLI, STEVE HUDSON, AND XIAOSHENG LI
Abstract. Consider the Schro¨dinger equation −∆u = (k + V )u
in an infinite slab S = Rn−1×(0, 1), where V ∈ L∞(S) is supported
on a set D of finite measure. We prove necessary conditions for
the existence of nontrivial admissible solutions. These conditions
involve ||V ||∞, the measure of D, and the distance of k from the
set K = {pi2m2, m ∈ N}. In many cases, these inequalities are
sharp.
Mathematics Subject Classification: Primary 35B05; Secondary
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1. Introduction
Let S = Rn−1 × (0, 1) = {(x, y) = (x1, · · · , xn−1, y) ∈ Rn : 0 < y < 1}
be an infinite slab. Here, n ≥ 2. We study the following Schro¨dinger
equation in S{ −∆u(x, y) = (k + V (x, y))u(x, y) in S ⊂ Rn
u(x) = 0 on ∂S
(1.1)
where k is a real number and V ∈ L∞(S) is supported on some D ⊂ S
of finite measure. Unless otherwise specified, u is an admissible solution
in H1loc(S), as defined in the next section.
We are interested in the uniqueness of solutions of (1.1). When V ≡
0, the only admissible solution of (1.1) is the trivial solution u ≡ 0 (see,
for example, [11, 10]). In this paper we prove that, unless ||V ||∞ is very
large (in a sense to be specified) (1.1) has only the trivial solution. The
main results in this paper are special cases of the following theorem.
Together, they constitute a proof of it.
Theorem 1.1. Suppose that the equation (1.1) has nontrivial admis-
sible solutions. Then, there is a constant c > 0, which may depend on
X. Li is supported in part by NSF grant DMS-1109561.
1
2 DE CARLI, HUDSON, AND LI
n, k and D, such that
c||V ||∞ ≥ 1.
The slab is an important domain in the study of wave guides (see,
for example, [1]). The results for k > 0 in Theorem 1.1 have their
counterparts for acoustic wave guides in a slab. In fact, the Helmholtz
wave equation reads
∆u(x, y) + kn2(x, y)u(x, y) = 0
where
√
k is the wave number, and the refraction index n(x, y) is equal
to 1 outside a compact set. The transformation V (x, y) = k(n2(x, y)−
1) reduces the Helmholtz equation to the Schro¨dinger equation (1.1);
the estimates for n(x, y) follow from the estimates for V .
Theorem 1.1 gives a sufficient condition c||V ||∞ < 1 for the unique-
ness of solutions of the homogeneous equation (1.1). Using the Lax-
Phillips method (see, for example, [7]) it is proved in [8] that this im-
plies the uniqueness and existence of solutions of the nonhomogeneous
equation{ −∆u(x, y) = (k + V (x, y))u(x, y) + F (x, y) in S ⊂ Rn
u(x) = f(x) on ∂S
where F (x, y) ∈ H−1(S) has compact support in Rn and f(x) ∈
H1/2(∂S) has compact support in Rn−1. So the estimate c||V ||∞ < 1
is also a sufficient condition for the solvability of the above nonhomo-
geneous equation in a slab.
Minimal potential results for the Schro¨dinger equation −∆u = V u
are studied in [3, 2]. In these papers, the authors consider the prob-
lems in a domain which is either bounded or unbounded with finite
measure. They show that if this equation has nontrivial solutions,
then the norm of V is bounded below by a constant. In this paper, we
study the problem in an infinite slab. We are not aware of any such
uniqueness theorems for the Schro¨dinger equation on domains of infi-
nite measure. Because of that, our methods are different from [3, 2].
Taking advantage of the geometry of the slab, we expand the solutions
with respect to the eigenfunctions of −∆ − k in the direction perpen-
dicular to the boundary (i.e., in the y direction) and then study each
term. We obtain estimates that depend on the distance between k and
the corresponding eigenvalues, which are new in the literature. Also,
we construct examples to show that most of our estimates are sharp in
some sense.
This paper is organized as follows. In Section 2, we define the admis-
sible solutions and prove an important version of Theorem 1.1 using
Fourier methods, which apply in all dimensions. In Section 3, 4 and
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5 we use convolution methods to improve Theorem 1.1 when n = 2,
n = 3 and n ≥ 4 respectively. The case n = 3 is probably the most
interesting for applications and presents the most technical difficulties.
Section 6 is devoted to examples.
2. Fourier methods
In this section we prove some basic estimates using Fourier trans-
form methods, but first we introduce some notation needed through-
out the paper. We will consider the admissible solutions u of (1.1)
which we define below using Fourier series (see also [11]). Recalling
that {√2 sin(mπy)}m≥1 forms an orthonormal basis of L2(0, 1), the
solution u of (1.1) can be written in the Fourier series
u(x, y) =
∞∑
m=1
um(x) sin(mπy)
where
um(x) = 2
∫ 1
0
u(x, y) sin(mπy)dy. (2.1)
Let f = V u. As done for u, we can write f(x, y) =
∞∑
m=1
fm(x) sin(mπy).
Then by (1.1),
−∆xum +
(
m2π2 − k)um = fm (2.2)
in the distribution sense, where ∆x =
∂2
∂x21
+ · · ·+ ∂2
∂x2n−1
.
Assume that V has support in D = I × (0, 1) ⊆ Rn, where I ⊂ Rn−1
has finite measure. Note that fm has support in I because f = V u is
supported in D.
Define
km =
√
k −m2π2 =
{√
k −m2π2 for m2π2 < k
i
√
m2π2 − k for m2π2 ≥ k.
(2.3)
So (2.2) can be written as
−∆xum − k2mum = fm. (2.4)
Definition 2.1. We say that a weak solution u ∈ H1loc(S) of (1.1) is
an admissible solution if
1) um satisfies the radiation conditions
um(x) = O(r
2−n
2 ) and
(
∂
∂r
− ikm
)
um(x) = o(r
2−n
2 ) as r = |x| → ∞
for m2π2 − k < 0, where ∂u
∂r
= x
|x|
· ∇u, and
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2) um ∈ H1(Rn−1) for m2π2 − k ≥ 0.
Since the radiation conditions are imposed on um rather than u,
this definition is referred to as the partial radiation condition [11]. We
could consider solutions u of (1.1) in the usual Sobolev space H10 (S),
so that each um ∈ H1(Rn−1). Assuming I ⊂ Bρ(0) = {x : |x| < ρ} and
m2π2 − k < 0, Rellich’s lemma (see, for example, Lemma 35.2 in [5])
and (2.2) imply that um(x) ≡ 0 for |x| > ρ and it satisfies the radiation
condition automatically. Thus, solutions in H10 (S) are also admissible
solutions.
Unless stated otherwise, we assume throughout this paper that u is
a nontrivial admissible solution of (1.1), and that um is defined as in
(2.1) and satisfies (2.4). We denote by C a numeric constant that may
change from line to line. It may depend on the dimension n, but not
on D, u, m or k.
Our strategy to prove Theorem 1.1 is based on the following simple
lemma about the um.
Lemma 2.2. Suppose that there exist constants cm = c(km, D), for
which
||um||L2(I) ≤ cm||fm||L2(I). (2.5)
Then, Theorem 1.1 holds with c = supm cm.
Proof. By Parseval’s formula and (2.5),
||u||L2(D) ≤ c||f ||L2(D) = c||V u||L2(D) ≤ c||V ||∞||u||L2(D). 
Much of the paper is devoted to finding explicit formulas for the
cm’s, which in turn provide explicit formulas for c. Our upper bounds
for cm often depend on the distance from k to the special set
K = {m2π2 : m = 1, 2, . . .}.
Recall that |km| =
√
|m2π2 − k|. Let
δ+ = min{|km| : m2π2 > k}, δ− = min{|km| : m2π2 < k}. (2.6)
When k < π2 we let δ− = ∞. When δ+ and δ− are large, Fourier
methods often give the best estimates of cm. In later sections we use
convolutions to estimate cm when either δ+ or δ+ is small, but nonzero.
We handle the case k ∈ K separately.
The main result of this section is the following.
MINIMAL POTENTIAL RESULTS IN A SLAB 5
Theorem 2.3. Assume that k 6∈ K and D = I×(0, 1) is bounded, with
I ⊆ Bρ(x0) for some ρδ− > 0.1 and x0 ∈ Rn−1. Then
max
{
1
δ2+
,
Cρ
δ−
}
||V ||∞ > 1 (2.7)
with C as in Lemma 2.5.
Theorem 2.3 follows from Lemma 2.2 and the lemmas below.
Lemma 2.4. If m2π2 > k then
‖um‖L2(I) ≤ 1|km|2‖fm‖L2(I) ≤
1
δ2+
‖fm‖L2(I). (2.8)
Lemma 2.5. With m2π2 < k and the assumptions of Theorem 2.3,
‖um‖L2(I) ≤ Cρ
km
‖fm‖L2(I) ≤ Cρ
δ−
‖fm‖L2(I). (2.9)
Example 6.4 shows that (δ+)
−2 in (2.8) cannot be replaced by c(δ+)
−2
for any c < 1. When n = 2 Example 6.7 shows that C(δ−)
−1 in (2.9)
cannot be improved, for example, to C(δ−)
−β, with β > 1. Likewise,
Theorem 2.3 cannot be improved in these ways.
Lemma 2.4 holds even with no assumptions on I, which makes it
rather unique in this paper. If k < π2, then Lemma 2.5 is not needed
to prove Theorem 2.3, so the theorem holds without any assumption
on the support of V .
Corollary 2.6. If k < π2 then
||V ||∞ ≥ δ2+ = π2 − k.
Example 6.9 shows that δ2+ cannot be replaced by δ
2
+ + ǫ for any
ǫ > 0.
In the proof of Lemma 2.4, we let hˆ =
∫
Rn−1
e−ixξh(x)dx denote the
Fourier transform of h ∈ L2(Rn−1). It is well known that (2.4) implies
uˆm(ξ) =
1
|ξ|2 − k2m
fˆm(ξ) = gˆm(ξ)fˆm(ξ) (2.10)
where gm is the fundamental solution of −∆x − k2m. So,
um(x) = gm ∗ fm(x) =
∫
Rn−1
gm(x− y)fm(y)dy (2.11)
is the convolution of gm and fm. In Sections 3, 4 and 5 we will study
gm in detail, and use (2.11) and Young’s inequality for convolution to
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improve the estimates in Lemmas 2.4 and 2.5 for small values of δ−
and δ+.
Proof of Lemma 2.4. To prove (2.8), we observe that k2m = −|km|2, and
by (2.10), ‖uˆm‖L2(Rn−1) ≤ 1|km|2‖fˆm‖L2(Rn−1). By Plancherel’s theorem,
and because fm has support in I,
‖um‖L2(I) ≤ ‖um‖L2(Rn−1) ≤ 1|km|2‖fm‖L
2(Rn−1) ≤ 1
δ2+
‖fm‖L2(I). 
Proof of Lemma 2.5. To prove (2.9), we can assume x0 = 0 without loss
of generality and ρ = 1 by dilation (see the remarks following (3.8)).
Note that k2m > 0 and the term
1
|ξ|2−k2m
in (2.10) is not integrable. We
use
1
|ξ|2 − k2m − i0
= lim
ǫ→0+
1
|ξ|2 − k2m − iǫ
as a regularization of 1
|ξ|2−k2m
. Since um satisfies the radiation condition,
it can be represented as
um(x) =
1
(2π)n−1
∫
Rn−1
eix·ξfˆm(ξ)
|ξ|2 − k2m − i0
dξ.
(See, for example, Theorem 19.5 in [5]). Denote by W0,s(R
n−1) the
weighted Sobolev space with the norm
‖g‖0,s =
(∫
Rn−1
(1 + |x|)2s|g(x)|2dx
) 1
2
.
Since fm has support in I ⊂ Rn−1, we know fm ∈ W0,s(Rn−1) for any
s. Using the Agmon’s estimate (see, for example, Theorem 29.1 in [5])
we have
‖um‖0,−1 ≤ C
km
‖fm‖0,1
for km ≥ 0.1. Since fm has support in I ⊂ B1(0), we have
‖um‖L2(I) =
(∫
I
|um|2dx
) 1
2
≤
(∫
I
(
1 + |x|
2
)−2
|um|2dx
) 1
2
= 2‖um‖0,−1 ≤ 2 C
km
‖fm‖0,1 = 2 C
km
(∫
I
(1 + |x|)2|fm|2dx
) 1
2
≤ 2 C
km
· 2
(∫
I
|fm|2dx
) 1
2
=
4C
km
‖fm‖L2(I) ≤ 4C
δ−
‖fm‖L2(I).
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Now 4C serves as the generic constant in part (2). This concludes the
proof of the lemma. 
3. Results in dimension 2 and some general lemmas
We now present versions of Theorem 1.1 in dimension n = 2 which do
not depend on Fourier methods, but rather on convolution. This sec-
tion also includes some remarks on dilation and rearrangement which
apply in every dimension.
3.1. The main results in dimension 2. We now estimate the L2
norm of um = gm ∗ fm (see (2.11)) using Young’s inequality for convo-
lution. We present the case n = 2 first, to show the basic ideas of this
approach most clearly. The formula for gm is relatively simple in this
case. When km = 0, (2.2) takes the form −u′′m = fm, and its funda-
mental solution is gm(x) = − |x|2 . Otherwise, with |x| = r, the equation
(2.10) implies (see, for example, [10])
gm(x) = gm(r) = −e
ikmr
2ikm
. (3.1)
We use this to improve on Lemmas 2.4 and 2.5 and Theorem 2.3 when
δ = min{δ+, δ−} is small.
Theorem 3.1. Suppose n = 2.
1) If k 6∈ K, then
||V ||∞|D|
2δ
≥ 1. (3.2)
2) If k ∈ K and D ⊆ Bρ(0)× (0, 1) with ρ ≥ 1, then
2ρ||V ||∞|D| ≥ 1. (3.3)
Examples 6.5 and 6.11 show that these inequalities are sharp when
δ is small. But if δ is large enough, Theorem 2.3 may give a better
result than Theorem 3.1. To see this, suppose that δ−|D| > 2Cρδ+ >
δ+|D| > 2, so that δ = δ+. Also, |D|2δ > δ−2+ and |D|2δ > Cρδ− , so in this
case (2.7) is stronger than (3.2).
Proof: Part 1) follows directly from Lemmas 2.2 and 3.2. For part 2),
note that if m2π2 = k, the cm defined by Lemma 3.3 is 2ρ|D|. For
other m, our estimate of cm from Lemma 3.2 is
|D|
2|km|
, which is smaller,
since ρ, |km| ≥ 1. Part 2) now follows from Lemma 2.2. 
Lemma 3.2. Suppose n = 2. If km 6= 0 then
||um||L2(I) ≤ |I|
2|km| ||fm||L
2(I) ≤ |I|
2δ
||fm||L2(I). (3.4)
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Proof: By (3.1), |gm(x)| ≤ 12|km| . So, ||um||L∞(I) ≤ 12|km| ||fm||L1(I). Since
||um||L2(I) ≤ |I| 12 ||um||L∞(I), ||fm||L1(I) ≤ |I| 12 ||fm||L2(I) and δ ≤ |km|,
the result follows. 
Examples 6.5 and 6.7 show that the inequality (3.4) is sharp.
Lemma 3.3. With the assumptions of Theorem 3.1 part (2), and with
m2π2 = k,
‖um‖L2(I) ≤ 2ρ|I| ‖fm‖L2(I). (3.5)
Proof: As mentioned above, since km = 0, we have um = fm ∗ gm, with
gm(x) = − |x|2 , but the fundamental solution is not unique in this case.
Note that
∫
R
fm dx = −
∫
R
u′′m dx = 0. So, um = fm∗gm = fm∗(ρ+gm).
The function Gm = ρ − |x|2 is radially decreasing and nonnegative on
(−2ρ, 2ρ) which contains the set 2B (a ball of radius |I| centered at
0). Lemma 3.5 gives
‖um‖L2(I) ≤ ‖Gm‖L1(2B)‖fm‖L2(I)
and ‖Gm‖L1(2B) ≤ 2ρ|I|. 
Example 6.10 shows the inequality (3.5) is sharp.
As stated in Lemma 2.2, our results are mainly based on the es-
timates of the form ||um||L2(I) ≤ cm||fm||L2(I). If we have two such
estimates, with different bounds cm and c
′
m, we can use the minimum
of the two. We can combine Theorems 2.3 and 3.1 in this way for a
better result.
Theorem 3.4. Suppose n = 2. If k 6∈ K, then
c||V ||∞ ≥ 1, where c = max
{ |D|
2δ−
, min
{ |D|
2δ+
,
1
δ2+
}}
. (3.6)
Proof. When m2π2 > k, we have the estimate (2.8) in Lemma 2.4 and
(3.4) in Lemma 3.2. Thus,
||um||L2(I) ≤ min
{ |I|
2|km| ,
1
k2m
}
||fm||L2(I) ≤ min
{ |I|
2δ+
,
1
δ2+
}
||fm||L2(I).
When m2π2 < k, we use the estimate (3.4), and also
||um||L2(I) ≤ |I|
2|km| ||fm||L
2(I) ≤ |I|
2δ−
||fm||L2(I).
These estimates and the fact that |D| = |I| yield (3.6). 
Remark. In the case |D|
2δ−
≤ 1
δ2+
< |D|
2δ+
, we have c = 1
δ2+
in (3.6). The
constant in (3.2) is |D|
2δ+
> c, so (3.6) is stronger than (3.2). In all other
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cases, the constants are the same. The results in other dimensions can
be written in the form of Theorem 3.4, but they tend to be even more
complex, so we leave those forms to the interested reader.
3.2. Dilation and rearrangement. We describe when an inequality
on ||um||2 of the form (2.5) is dilation-invariant. Suppose
−∆w(x)− h2w(x) = g(x), (3.7)
with g supported on I ⊂ Rn−1. Let W (x) = w(λx) and G(x) = g(λx).
Then
−∆W (x)− (λh)2W (x) = λ2G(x) (3.8)
with G supported on J = λ−1I.
Suppose, for example, that Lemma 2.5 holds when ρ = 1. Suppose
w = um satisfies (2.2) (which is (3.7) with h = km, and g = fm), but
that fm is supported in I = Bρ(0) for some ρ 6= 1. To prove that
Lemma 2.5 also holds for w, we define W as above with λ = ρ. Since
G is supported on B1(0), and (3.8) holds, we can apply Lemma 2.5 to
W , to obtain
||W ||L2(J) ≤ C
ρkm
||ρ2G||L2(J),
and then
||w||L2(I)
||g||L2(I) =
||W ||L2(J)
||G||L2(J) ≤
C
ρkm
ρ2,
which shows the lemma holds for w = um. To summarize, we may
assume ρ = 1 in the proof of Lemma 2.5 and in the sharpness Example
6.7. Similar remarks apply to all our lemmas of this type, where the
ratio of the norms of um and fm has an upper bound of the form
ρ2φ(ρkm) for some function φ.
In other lemmas, I is assumed to have finite measure, but is not
necessarily bounded. By setting λ = |I| 1n−1 and applying similar rea-
soning, we get |supp G| = 1 and can study ||W ||L2(J)/||G||L2(J) as done
above. Such lemmas are dilation-invariant if ||um||L2(I)/||fm||L(I) has
an upper bound of the form |I| 2n−1φ(|I| 1n−1km). For example, in Lemma
3.2 this occurs with φ(t) = 1
2|t|
.
When km = 0, φ is constant. For example, note that the ratio in
Lemma 3.3 is neither ρ2 not |I|2, but it still has the correct homogene-
ity for dilation invariance. Note that we cannot apply these dilation
remarks to results in the form of Theorem 1.1.
We now prove a rearrangement lemma. Recall that um = fm ∗ gm,
(see (2.11)) and that fm is supported in I.
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Lemma 3.5. Suppose I∗ = I − I ⊆ BR(0) ⊆ Rn−1, with 0 < R ≤ ∞.
Suppose |gm| ≤ Gm = Gm on BR(0), where Gm is the symmetric non-
increasing rearrangement of Gm. Then
||um||L2(I) ≤ ‖Gm‖L1(2B)||fm||L2(I)
where B is the ball in Rn−1 centered at 0 with the same measure as I.
In some applications we do not have Gm = Gm on BR(0), but can
get it easily by redefining Gm to be zero outside BR(0) before applying
this lemma.
Proof. Recall the well known rearrangement inequality by Hardy and
Littlewood (see, for example, [9] pg. 76). If f , g and h are non-negative
then ∫
Rn−1
h(x)[f ∗ g(x)] dx ≤
∫
Rn−1
h¯(x)[f¯ ∗ g¯(x)] dx. (3.9)
Clearly ||h¯||Lp(B) = ||h||Lp(I) for all p. We apply (3.9) with h = χI |um|,
g = Gm and f = |fm|. With Holder’s inequality and Young’s inequality
we have
||um||2L2(I) =
∫
Rn−1
χIum(x)(fm ∗ gm)(x)dx
≤
∫
Rn−1
χI |um(x)|(|fm| ∗ |gm|)(x)|dx
≤
∫
Rn−1
χI |um(x)|(|fm| ∗Gm)(x)|dx ≤
∫
B
|um(x)|(|fm| ∗Gm)(x)dx
≤ ‖|um|‖L2(B)‖|fm|‖L2(B)‖Gm‖L1(2B)
= ||um||L2(I)||fm||L2(I)‖Gm‖L1(2B). 
4. Results in dimension 3
In this section we discuss uniqueness results in dimension n = 3. We
provide technical estimates on the fundamental solutions gm in Section
4.1, and complete the proofs of all lemmas in Section 4.2.
As stated in Section 2, the results in Theorem 2.3 hold in every
dimension, but the estimates when m <
√
k/π are valid only when
D is bounded. When D is not bounded, we replace the estimates in
Lemma 2.5 with those in Lemma 4.1 below. Inequality (4.1) also holds
when m >
√
k/π. In what follows, we assume that n = 3, that (1.1)
has an admissible nontrivial solution u and that |I| = |D| is finite.
Lemma 4.1. If km 6= 0, then
||um||L2(I) ≤ C|km|− 12 |I| 34 ||fm||L2(I). (4.1)
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Lemma 4.1 and Lemma 2.2 give:
Theorem 4.2. If k 6∈ K, then
C||V ||∞|D| 34
δ
1
2
≥ 1. (4.2)
Theorem 4.2 is a suitable replacement for Theorem 2.3 when neither
|D| nor δ is too large or too small. However, we do not claim that
Lemma 4.1 or Theorem 4.2 is sharp. When either |D| or δ is fixed and
the other is sufficiently large or small, Theorem 4.2 can be improved.
We demonstrate this in all four cases.
Case 1: Suppose |D| is fixed and δ is sufficiently large. When m <√
k/π, we use Lemma 4.1 to estimate cm. If m >
√
k/π, we use
Lemma 2.4, which is stronger for large enough δ. By Lemma 2.2,
max
{
1
δ2+
,
C|D| 34
δ
1
2
−
}
||V ||∞ ≥ 1. (4.3)
Case 2: Suppose |I| = |D| is fixed and δ is sufficiently small. Then,
Lemma 2.4, Lemma 2.5 and Lemma 4.1 are not sharp, but the following
estimate is (see Example 6.8).
Lemma 4.3. Assume that 0 < 4π−
1
2 |km||I| 12 < 1. Then
||um||L2(I) ≤ C|I|(1− ln(|I| 12 |km|))||fm||L2(I). (4.4)
For the terms um with 0 < 4π
− 1
2 |km||I| 12 < 1, we use Lemma 4.3
to estimate cm ≤ C|D|(1 − ln(|D| 12 δ)). For other terms, in view of
4π−
1
2 |km||I| 12 > 1, Lemma 4.1 shows cm ≤ C|D| 34 |km|− 12 ≤ C|D|, which
is smaller than C|D|(1− ln(|D| 12 δ)) when δ is small. By Lemma 2.2,
C|D|(1− ln(|D| 12 |δ|))||V ||∞ ≥ 1. (4.5)
Case 3: Suppose k is fixed and |D| is sufficiently small. In view of
C|D| ≤ C|D|(1 − ln(|D| 12 δ)) for small |D|, the same reasoning as in
Case 2 leads again to (4.5).
Case 4: Suppose k is fixed and |D| is sufficiently large. If m > √k/π,
Lemma 2.4 is stronger than Lemma 4.1 for large |D|. Then the same
reasoning as in Case 1 leads to (4.3).
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Lemma 4.4. Suppose that k = m2π2 and I ⊂ Bρ(0). Then
||um||L2(I) ≤ |I|
π
(1 + ln(πρ2/|I|))||fm||L2(I). (4.6)
This lemma is sharp (see Example 6.12) and allows us to handle a
final case, that k ∈ K.
Theorem 4.5. If k ∈ K and D ⊆ Bρ(0)× (0, 1), then
max
{
C|D| 34 , |D|
π
(1 + ln(πρ2/|D|))
}
||V ||∞ ≥ 1. (4.7)
Proof. If m2π2 = k, use (4.6) to get cm. For other m, the cm obtained
from Lemma 4.1 are at most C|D| 34 . Lemma 2.2 concludes the proof.

Remark: If k ∈ K and m 6= √k/π, then |km| ≥
√
3π. We can combine
Lemma 4.4 with Lemmas 2.4 and 2.5 to obtain
max
{
1
3π2
,
Cρ√
3π2
,
1
π
|D|(1 + ln(πρ2/|D|))
}
||V ||∞ ≥ 1.
In the next subsections we prove Lemmas 4.1, 4.3 and 4.4 along with
some estimates needed in Section 5, where n ≥ 4. We now assume
n ≥ 3, unless stated otherwise.
4.1. Properties of fundamental solutions. Recall from Section 2
that we can estimate the constants cm in Lemma 2.2 using the formula
um = fm ∗ gm, where gm is the fundamental solution of −∆x − k2m. By
Young’s inequality for convolutions
||um||L2(I) = ||fm ∗ gm||L2(I) ≤ ||gm||L1(I∗)||fm||L2(I)
where I∗ = I − I. In this section we give explicit estimates for
||gm||L1(Rn−1).
It is well known (see [4]) that
gm(r) =
i
4
(
km
2πr
)s
Hs(kmr) =
i
4
(
k2m
2π
)s
(kmr)
−sHs(kmr) (4.8)
where r = |x|, s = n−3
2
≥ −1
2
, and Hs is a Hankel function. Note
Hs = Js + iYs where Js and Ys are Bessel functions of the first and
second kind, resp. We have a Poisson type representation formula for
gm.
MINIMAL POTENTIAL RESULTS IN A SLAB 13
Lemma 4.6. For s ≥ 0, define
Is(z) =
∫ ∞
0
e−tts−
1
2
(
1 +
t
2z
)s− 1
2
dt. (4.9)
Then
gm(r) = c(s)(−ikm)s− 12 r−s− 12 eikmrIs(−ikmr) (4.10)
where c(s) = 1
4(2π)s
1
Γ(s+
1
2
)
(
2
π
) 1
2 .
Proof. The following representation formula is well known (see e.g. [4],
vol. 2)
Hs(iz) =
e−
ipis
2
iΓ(s + 1
2
)
(
2
πz
) 1
2
e−zIs(z). (4.11)
So, by (4.8),
gm(r) =
i
4
(
km
2πr
)s
e−
ipis
2
iΓ(s+ 1
2
)
(
2
π(−ikmr)
) 1
2
eikmrIs(−ikmr)
= c(s)(−ikm)s− 12 r−s− 12 eikmrIs(−ikmr). 
Lemma 4.7. Let n = 3 and m 6= √k/π.
1) If 2|km|r > 1,
|gm(r)| ≤ C(|km|r)− 12 . (4.12)
2) If 2|km|r ≤ 1,
|gm(r)| ≤ C(1− log(2r|km|)). (4.13)
Proof. By (4.10) with s = 0, gm(r) = c(0)e
ikmrI(−ikmr), where
I(z) = z−
1
2 I0(z) =
∫ ∞
0
e−tt−
1
2
(
z +
t
2
)− 1
2
dt.
Either z = −ikmr > 0 or km > 0, implying |e−z| ≤ 1, and
|gm(r)| ≤ c(0)|I0(z)| ≤ c(0)
∫ ∞
0
e−tt−
1
2
∣∣∣∣z + t2
∣∣∣∣
− 1
2
dt = c(0)J(z).
Let J = JA + JB where JA =
∫ 2|z|
0
e−tt−
1
2 |z + t
2
|− 12dt. In JA, we use
| t
2
+ z| ≥ |z| to get JA ≤ |z|− 12
∫ 2|z|
0
e−tt−
1
2 dt. In JB, we use | t2 + z| ≥ t2
to get JB ≤
√
2
∫∞
2|z|
e−tt−1 dt.
Suppose 2|z| ≥ 1. Then JA < |z|− 12
∫∞
0
e−tt−
1
2dt = |z|− 12√π, and
JB ≤
√
2
∫∞
2|z|
e−t dt ≤ √2e−2|z| ≤ e−1|z|− 12 because the function t →
te1−t
2
is decreasing when t ≥ 1. So, JA + JB ≤ 5|z|− 12 and (4.12)
follows.
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Now, suppose 2|z| < 1. Then JA ≤ |z|− 12
∫ 2|z|
0
t−
1
2dt < 4. Note that∫ 1
2|z|
e−tt−1 dt ≤ ∫ 1
2|z|
t−1 dt = − ln(2|z|) so JB ≤ C(1− ln(2|z|)), giving
(4.13). 
In Section 6, we will construct sharpness examples based on gm and
the following Lemma.
Lemma 4.8. For every m 6= √k/π, and every a > 0,
1) |g′m(a)|/|gm(a)| = |km| when n = 2, and
2) |g′m(a)|/|gm(a)| ≤ C(a−1 + |km|) when n ≥ 3.
Proof. When n = 2, gm(x) = (2ikm)
−1eikmx, so |g′m(a)|/|gm(a)| = |km|.
When n ≥ 3, we let s = n−3
2
≥ 0. As always, C will denote a generic
constant that may change from line to line. We assume m >
√
k/π (so
−ikm = |km|) since the proof is similar in the other case.
Recalling that d
dz
(z−αHα(z)) = −z−αHα+1(z) (see e.g. [4]), and the
formula for gm in (4.10),
g′m(r) = C|km|2s
d
dr
((ir|km|)−sHs(ir|km|))
= C|km|2s(i|km|) d
dz
(z−sHs(z)) = C|km|2s+1z−sHs+1(z).
Recalling the estimates of the Hankel functions
|Hα(z)| ≤ C(α)|e−z||z|−α(1 + |z|α− 12 ),
which are valid for α > 0 and Arg(z) < π, we can see that
|g′m(a)| = C|km|2s+1(a|km|)−s|Hs+1(i|km|a)|
≤ C|km|2s+1(a|km|)−se−|km|a(a|km|)−s−1(1 + (a|km|)s+ 12 )
= Ce−|km|aa−2s−1(1 + (a|km|)s+ 12 ). (4.14)
We now find a lower bound for |gm(a)|. From the integral formula (4.8),
follows that
|gm(a)| = Ce−|km|aa−2s
∫ ∞
0
e−tts−
1
2
(
|km|a+ t
2
)s− 1
2
dt. (4.15)
We assume n ≥ 4. The proof for n = 3 is very similar, and it is left to
the reader. When a|km| ≤ 1,
|gm(a)| ≥ Ce−|km|aa−2s
∫ ∞
0
e−tt2s−1dt = Ce−a|km|a−2s
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and so, from (4.14),
|g′m(a)|/|gm(a)| ≤ C
e−|km|aa−2s−1(1 + (a|km|)s+ 12 )
e−|km|aa−2s
≤ C
a
. (4.16)
When a|km| ≥ 1,
|gm(a)| ≥Ce−|km|aa−2s(a|km|)s− 12
∫ ∞
0
e−tts−
1
2dt = Ce−|km|a|km|s− 12a−s− 12
from which follows that
|g′m(a)|/|gm(a)| ≤ C
e−|km|aa−2s−1(1 + (a|km|)s+ 12 )
e−|km|a|km|s− 12a−s− 12
= C
(1 + (a|km|)s+ 12 )
|km|s− 12as+ 12
= C|km|((a|km|)− 12−s + 1) ≤ C|km|. (4.17)
So, when n ≥ 4 we have proved that |g′m(a)|/|gm(a)| ≤ Cmax{|km|, 1a} ≤
C(a−1 + |km|), as required. 
4.2. Proofs of the main lemmas. In this subsection we complete
the proofs of Lemma 4.1, Lemma 4.3 and Lemma 4.4.
Proof of Lemma 4.1. To prove this result, we need the following version
of Young’s inequality in Lorentz spaces (See e.g. [6]) for the properties
of these spaces)
||um||4,∞ ≤ C||fm||1,∞||gm||4,∞. (4.18)
The inequality (4.18) and
||gm||4,∞ ≤ C|km|− 12 , (4.19)
||fm||1,∞ ≤ C||f ||1 ≤ C|I| 12 ||fm||2, (4.20)
||um||2 ≤ C|I| 14 ||um||4,∞ (4.21)
imply (4.1).
We prove (4.19) and we leave the proof of (4.20) and (4.21) to the
reader. Since |1 − ln(t)| ≤ Ct−1/2 for 0 < t < 1, Lemma 4.7 shows
|gm(r)| ≤ C|kmr|−1/2 for all r. Note |{x ∈ R2 : |kmr|−1/2 > α}| =
α−4|km|−2 and α(α−4|km|−2)−1/4 = |km|− 12 , proving (4.19). 
Proof of Lemma 4.3. We first find a suitable Gm in order to use re-
arrangement Lemma 3.5. By Lemma 4.7, the following estimate is valid
for every r > 0 and every m 6= √k/π for which 2r|km| < 1,
|gm(r)| ≤ Gm(r) = C(1− ln(2r|km|)).
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By Lemma 3.5, it is enough to show that ||Gm||L1(2B) ≤ C|I|(1 +
| ln(|I| 12 |km|)|) where |2B| = 4|I|. This implies the radius of 2B is R,
with πR2 = 4|I| and by assumptions
4|km|2R2 = 16π−1|km|2|I| < 1.
Thus, 2r|km| < 2R|km| < 1, and
||Gm||L1(2B) ≤ C
∫ R
0
r(1− ln(2r|km|)) dr
≤ CR2(3− 2 log(2|km|R)) ≤ C|I|(1 + | ln(|I| 12 |km|)|)
as desired. 
Proof of Lemma 4.4. Since V has compact support, −∆um = fm has
compact support. By Rellich’s lemma, um also has compact support.
By the divergence theorem,
∫
R2
fmdx = −
∫
R2
∆umdx = 0. So, for
any constant c, we have c ∗ fm ≡ 0. Let Gm = 12π ln(2ρ/|x|). So
um = Gm ∗ fm and Gm is a radially decreasing positive function on
B2ρ(0), which contains the set 2B, with B as in Lemma 3.5. It is
enough to show that
||Gm||L1(2B) ≤ 1
π
|I|(1 + ln(πρ2/|I|)).
Define R by πR2 = |2B| = 4|I|. Direct computation shows that∫
2B
ln(2ρ)dx = ln(2ρ)|2B| = 4 ln(2ρ)|I| = 2|I| ln(ρ2) + 2|I| ln 4
and
1
2π
∫
2B
ln |x|dx =
∫ R
0
r ln rdr =
1
2
R2 lnR− 1
4
R2
=
|I|
π
(
ln
(
4|I|
π
)
− 1
)
.
So,
2π||Gm||L1(2B) = 2|I| ln(ρ2/|I|)+2|I|(1+ln(π)) ≤ 2|I|(1+ln(πρ2/|I|)).

5. Results in dimension 4 or higher
In this section we discuss uniqueness results in dimensions n ≥ 4.
As in the previous section we give new estimates for unbounded D to
complement the estimates in Lemma 2.5 for bounded D.
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Theorem 5.1. Suppose n ≥ 4. Then
max{c(|D| n2(n−1) + |D| 2n−1 ), 1}||V ||∞ ≥ 1 (5.1)
where c = C(|k − π2|n−44 + 1) and C is a generic constant.
Remark: From Theorem 5.1, it is easy to see that when |D| is suffi-
ciently small we have the estimate ||V ||∞ ≥ 1. Note that the estimate
(5.1) holds in both cases, k ∈ K and k 6∈ K. It is based on the estimates
for um in the following two lemmas.
Lemma 5.2. If km 6= 0, then
||um||L2(I) ≤ C(|I|
n
2(n−1) |km|n−42 + |I| 2n−1 )||fm||L2(I). (5.2)
Lemma 5.3. Suppose that k = m2π2. Then
‖um‖L2(I) ≤ C|I|
2
n−1‖fm‖L2(I). (5.3)
Example 6.6 and Example 6.13 show that the inequalities (5.2) and
inequality (5.3) are sharp, respectively. We prove the above lemmas
and the theorem in the next subsections.
5.1. Proof of the lemmas. Proof of Lemma 5.2. We will prove the
following pointwise estimate for the fundamental solution gm below for
n ≥ 4,
|gm(r)| ≤ Cr−(n−3)
(
(|km|r)n−42 + 1
)
. (5.4)
By dilation, it is enough to prove (5.2) when |I| = 1. Let
Gm(r) = Cr
−n+3
(
(|km|r)n−42 + 1
)
where C is the same as in (5.4). Then Gm satisfies the requirements of
Lemma 3.5, so we need to estimate its L1 norm on the ball Bρ(0) = 2B
(this defines ρ), where B is the ball of measure 1 centered at the origin.
Thus,
||Gm||L1(B(0,ρ)) = |Sn−2|
∫ ρ
0
rn−2|Gm(r)|dr
= C
∫ ρ
0
r((|km|r)n−42 + 1)dr ≤ Cρ2
(
(|km|ρ)n−42 + 1
)
≤ C
(
|km|n−42 + 1
)
,
which is (5.2).
Next, we prove the estimate (5.4). From (4.10) we know
gm(r) = c(s)(−ikmr)s− 12 r−2seikmrIs(−ikmr) (5.5)
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where s = n−3
2
≥ 1
2
and Is(z) =
∫∞
0
e−tts−
1
2
(
1 + t
2z
)s− 1
2 dt. Since
(a+ b)c ≤ (2a)c + (2b)c for a, b, c > 0, we have
|Is(z)| ≤
∫ ∞
0
e−tts−
1
2
(
2s−
1
2 +
(
t
|z|
)s− 1
2
)
dt ≤ C(1 + |z|−s+ 12 ). (5.6)
Combining (5.5) and (5.6) and in view of |eikmr| ≤ 1, we obtain
|gm(r)| ≤ C(|km|r)s− 12 r−2s
∣∣eikmr∣∣ (1 + (|km|r)−s+ 12)
≤ Cr−2s
(
(|km|r)s− 12 + 1
)
= Cr−(n−3)
(
(|km|r)n−42 + 1
)
. 
Proof of Lemma 5.3. The fundamental solution of −∆ in Rn−1 for
n ≥ 4 is
gm =
Γ(n−3
2
)
4π
n−1
2
1
|x|n−3 .
Let Gm = gm. Then um = Gm ∗ fm and Gm satisfies the requirement
in Lemma 3.5. We estimate Gm on the ball 2B where B is the ball
centered at 0 with measure |I| in Rn−1. Clearly, 2B = B(0, ρ) with
ρ = 2( (n−1)|I|
|Sn−2|
)
1
n−1 . Direct computation shows
||Gm||L1(B(0,ρ)) = |Sn−2|
∫ ρ
0
rn−2|Gm(r)|dr
= C
∫ ρ
0
rdr = Cρ2 = C|I| 2n−1 .
By Lemma 3.5, Lemma 5.3 follows. 
5.2. Proof of Theorem 5.1. We prove Theorem 5.1 for both cases
k 6∈ K and k ∈ K.
Proof of Theorem 5.1 when k 6∈ K. We show that
||um||L2(I) ≤ max{c(|I|
n
2(n−1) + |I| 2n−1 ), 1}||fm||L2(I) (5.7)
for each term um. Then the inequality (5.1) follows from (5.7) and
Lemma 2.2. Denote m0 = min{m ∈ N : m2π2 > k}. We divide the
terms um in three categories.
(1) For the terms um with m > m0, we use the estimate in Lemma 2.4.
In view of |km|2 ≥ 3π2 > 1, we have
||um||L2(I) ≤ 1|km|2 ||fm||L
2(I) ≤ ||fm||L2(I).
So (5.7) holds for these terms.
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(2) For the term um with m = m0, we use different estimates based on
the size of |km| = δ+. If δ+ < 1, the estimate in Lemma 5.2 implies
||um||L2(I) ≤ C(|I|
n
2(n−1) |km|n−42 + |I|
2
n−1 )||fm||L2(I)
≤ C(|I| n2(n−1) + |I| 2n−1 )||fm||L2(I).
If δ+ ≥ 1, the estimate in Lemma 2.4 implies
||um||L2(I) ≤ 1
δ2+
||fm||L2(I) ≤ ||fm||L2(I).
So (5.7) holds for this term.
(3) For the terms um with m < m0. From the estimate in Lemma 5.2,
in view of |km| ≤
√
k − π2, we have
||um||L2(I) ≤ C(|I|
n
2(n−1) |k − π2|n−44 + |I| 2n−1 )||fm||L2(I).
So (5.7) also holds for these terms. Please also note that if m0 = 1 (or
equivalently k < π2), then no term um falls in this category, and we
just skip this step in this case. 
Proof of Theorem 5.1 when k ∈ K. Since k ∈ K, we denote m20π2 = k.
For the term um with m = m0, Lemma 5.3 gives
‖um‖L2(I) ≤ C|I|
2
n−1‖fm‖L2(I).
For the terms um with m 6= m0, similar to the proof of (5.7) (see the
categories (1) and (3)), we have
||um||L2(I) ≤ max{c(|I|
n
2(n−1) + |I| 2n−1 ), 1}||fm||L2(I).
In view of c = C(|k−π2|n−44 +1) ≥ C, Lemma 2.2 concludes the proof.

6. Remarks on sharpness
Most of our lemmas of the form ||um||2 ≤ C(δ, |D|)||fm||2 are sharp
in some sense (the main exceptions are Lemma 2.5 and Lemma 4.1).
We say that an inequality of the form f(x) ≤ Cg(x) is sharp as x→ a
if there is some sequence xj → a such that g(xj)/f(xj) is bounded.
Usually, δ or |D| will play the role of x and a will be 0 or +∞.
In general, if a theorem about V = Vu is based on sharp lemmas
about ||um||2, then it is also sharp, so we will focus mainly on our
lemmas in this section. We illustrate this principle with a discussion
of Theorem 2.3, which concludes with
max
{
1
δ2+
,
Cρ
δ−
}
||V ||∞ > 1.
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The formula δ−2+ in it comes from the inequality ||um||2 ≤ δ−2+ ||fm||2 ≤
δ−2+ ||Vum||∞||um||2 in Lemma 2.4. Example 6.4 shows that this inequal-
ity is sharp. To examine the sharpness of δ−2+ in Theorem 2.3, we set
u(x, y) = um(x) sin(πmy) (so, the Fourier series of u has only one term)
and will show that u satisfies (1.1) with fairly small ||V ||L∞(D). We note
that um = gm off I (by construction in Example 6.4 and other similar
examples) and it satisfies the equation (2.4) with fm = umVm on S,
with Vm = −∆um/um − k2m supported on I. So, for (x, y) 6∈ D,
(−∆− k)u = (−∆− k)gm(x) sin(mπy)
=
(−∆x − k2m) gm(x) sin(mπy) = 0.
On D, observe that
−∆u = [−∆xv
v
+ (πm)2]u = [Vm + k
2
m + (πm)
2]u = [Vm + k]u.
So, u satisfies (1.1) with V (x, y) = Vm(x) supported on D, and
||V ||L∞(D) = ||Vm||L∞(I) ≈ δ2+ as δ+ → ∞. Thus, the formula δ−2+ in
Theorem 2.3 is sharp in this sense. Note that max
{
1
δ2+
, Cρ
δ−
}
= 1
δ2+
can
occur also if δ+ is large.
However, we do not claim that Lemma 2.5 is sharp in all dimensions.
So, we cannot claim that the term Cρ
δ−
in Theorem 2.3 is sharp, for
example. We will leave this kind of reasoning to the reader for the
other theorems in the paper and will focus here on the sharpness of the
lemmas.
One advantage of this approach is that the lemmas are dilation in-
variant (most of the theorems on u are not). The reader may note that
since Example 6.4 is based on Lemma 6.3, its potential Vm has support
on I = B1(0). But this is not necessary. Since Lemma 2.4 is dilation
invariant, Example 6.4 can be easily revised so that I = BR(0) for any
given R > 0. Similar remarks apply to all examples in this section
which concern ||Vm||∞ or ||um||2, but not to the few examples about
||V ||∞, such as Example 6.11. So, we can focus on um and sharpness
in terms of k (or δ).
The first subsection below contains some general purpose lemmas
and several examples which are direct consequences of those. The next
one contains special constructions needed for n = 2 and n = 3. The
last one deals with the cases k < π2 and k ∈ K.
6.1. Patching lemmas. We use Lemma 6.1 below to construct ex-
amples with fairly small potentials based on radial parabolic interpo-
lation near the origin. We are given k and m and some radial func-
tion v(r) (such as gm(r)) defined for r = |x| > 1 in Rn−1 that satisfies
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−∆xv = k2mv. Based on the boundary values of v where r = 1, we want
to extend v to I = B1(0) ⊂ Rn−1 such that −∆xv = Vvv + k2mv, with
||Vv||L∞(B1(0)) fairly small. Since the extension involves simple quadratic
interpolation, we refer to this as parabolic patching. In the Lemma be-
low and the examples that follow, we will let Vv = −∆xv/v−k2m. When
v = um, we will write Vm instead of Vum .
The first lemma is intended for the real-valued v that typically occur
when k2m = k − π2m2 < 0.
Lemma 6.1. Suppose v is given, for r ≥ 1, with a well-defined v′(1) ≤
0. Let v(r) = a − br2 > 0 for r ≤ 1, where −v′(1) = 2b. Then
|Vv + k2m| ≤ n−11 |v′(1)/v(1)| on I = B1(0) ⊂ Rn−1.
Proof: v′(r) = −2br and v′′(r) = −2b and (on Rn−1), we have ∆xv(r) =
−2b(n− 1) = n−1
1
v′(1). 
Lemma 6.2 below is similar, but is intended for π2m2 < k, when
the functions involved will be complex-valued and km ∈ R. It is most
useful when km is small.
Lemma 6.2. Let ψ(r) = A − Br2, where A, B ∈ C and 0 ≤ r ≤ 1.
Assume that Re(B) ≥ 0 and Re(ψ(1)) > 0. Then, on I = B1(0) ⊂
Rn−1,
|Vψ + k2m| ≤
(n− 1)|ψ′(1)|
1Re(ψ(1))
.
Proof: It is similar to Lemma 6.1. ∆ψ(r) simplifies to (n− 1)(−2B) =
(n−1)ψ′(1)
1
and |ψ(r)| ≥ Re(ψ(r)) ≥ Re(ψ(1)). 
Lemma 6.3 combines patching with Lemma 4.8. We will use it to
prove that several lemmas from Sections 2 to 5 are sharp.
Lemma 6.3. If m2π2 6= k, there exists a nontrivial solution um of
(2.2) with Vm supported in B1(0) such that
1) ||Vm + k2m||∞ ≤ cn(|km|+ 1) if n ≥ 3, and
2) ||Vm + k2m||∞ ≤ cn|km| if n = 2.
Proof: Let um(r) = gm(r) for |r| > 1. Extend this to |r| ≤ 1 using
Lemma 6.1 when m > k/
√
π, or Lemma 6.2 when m < k/
√
π. By
Lemma 4.8,
||Vm + k2m||L∞(D) ≤ (n− 1)
∣∣∣∣g′m(1)gm(1)
∣∣∣∣ ≤ cn(1 + |km|)
when n ≥ 3. The case n = 2 also follows from Lemma 4.8. 
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Example 6.4. (Lemma 2.4 is sharp.) Suppose n ≥ 2 and m > √k/π.
Then limδ+→∞ ||Vm||∞/δ2+ = 1 can occur.
Given δ+, we can create an admissible solution using Lemma 6.3
with |km| = δ+ and ||Vm + k2m|| < cn(1 + |km|). With this and Lemma
2.5, we have |km|2 ≤ ||Vm||∞ ≤ |km|2 + cn(|km|+ 1). 
Example 6.5. (Lemma 3.2 is sharp.) Suppose n = 2, and m 6= √k/π.
For all δ ≤ 1, ||Vm||∞ ≤ Cδ can occur.
That is, there is an absolute constant C such that, for a given δ ≤ 1,
we can find an admissible solution u such that ||Vm||∞ ≤ Cδ.
Example 6.6. (Lemma 5.2 is sharp.) Suppose n ≥ 4 and m 6= √k/π.
For all δ ≤ 1, ||Vm||∞ ≤ C can occur.
The constructions for Examples 6.5 and 6.6 are identical to Example
6.4 above. 
6.2. Special examples for n=2 and 3. In this subsection we discuss
two cases which are not covered by Lemma 6.3.
Example 6.7. (Lemma 2.5 is sharp when n = 2; see also Lemma
3.2.) Suppose n = 2, I = [−1, 1] and m < √k/π. For all δ− > 1,
||Vm||∞ ≤ Cδ− can occur.
Note that Lemma 6.3 is useless here, because when δ− is large, we
cannot expect ||Vm + δ2−||∞ ≈ ||Vm||∞. Instead, choose B ≈ 1 so that
| cos(δ−B)| = 12 . We construct an admissible um that solves −u′′m(x) =
δ2−um off the set I = [−B,B] ≈ [−1, 1], with ||Vm||∞ ≈ δ−. Set
um(x) = φ(x) sin(|δ−x|)− i cos(δ−x). (6.1)
We construct an even function φ(x) on R1 such that φ(x) ≡ 1 for
|x| ≥ B. So, ium = eiδ−|x| there, which is admissible and satisfies
−u′′m(x) = δ2−um. We must define φ(x) on [0, B]. On each maximal
interval Ij ⊂ [0, B] where | cos(δ−x)| ≤ 12 , φ will be a constant cj ≥ 0
to be defined recursively.
Let Jj = (a, b) be a maximal interval where | cos(δ−x)| > 12 , and
assume φ(a) = cj has already been defined (with c0 = φ(0) = 0).
Note that b − a ≈ 1/δ−. Let d be the midpoint of Jj and define
φ(x) = cj+δ−(x−a)2 on (a, d]. Define φ(x−d)−φ(d) = φ(d)−φ(2d−x)
on (d, b] (giving local anti-symmetry around the point (d, φ(d))) and
let cj+1 = φ(b). Note that φ ∈ C1 is nondecreasing and |φ′′(x)| ≤ δ−.
The maximum value of φ′(x) occurs at each d and is 2δ−(d − a) ≈ 1.
Recall Vm = −u′′m/um − δ2−. From (6.1),
u′′m = φ
′′s+ 2φ′s′ + φs′′ + δ2−i cos(δ−x)
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where s(x) = sin(δx). Note s′′ = −δ2−s so that u′′m = −δ2−um + E with
E = φ′′s + 2φ′s′. By construction, E = 0 unless | cos(δ−x)| ≥ 12 . For
such x, |E| ≤ Cδ− ≤ Cδ−|um|. This shows |Vm| ≤ |E/um| ≤ Cδ−. 
This example concludes the proof of sharpness for all Lemmas in
dimension n = 2; we now turn to n = 3.
Example 6.8. (Lemma 4.3 is sharp.) Suppose n = 3 and m 6= √k/π.
Then for all sufficiently small δ, ||Vm||∞| log(δ)| ≤ C can occur.
We will assume that m <
√
k/π; the case m >
√
k/π is similar. Let
|km| = δ < 1. Let um(r) = 4gm(r) = −Y0(δr) + iJ0(δr) for r ≥ 0.5.
Extend um to R
2 by parabolic patching as in Lemma 6.2. We need
some estimates on the Bessel functions Y0 and J0, to apply a fairly
obvious modification of this lemma (with 1 replaced by 0.5) to um.
For the basic properties of these functions, see the classic [4]. Using
the identity J ′0(x) = J−1(x) = −J1(x) and the Poisson representation
formula, we see that J0(x) ≈ 1 and |J ′0(x)| ≤ 1 in [0, 0.5]. Also recall
that Y0(x) = cJ0(x)| ln(x/2)+γ|+ b(x) where b is an analytic function,
and γ ≈ 0.577 is the Euler-Mascheroni constant. Since b is defined as
an alternating power series, we see that 0 ≤ b(x) ≤ 1/16 and b′(x) ≤ 2
for 0 ≤ x ≤ 0.5. When δ is sufficiently small,
Re um(0.5) = −Y0(δ/2) = cJ0(δ/2)| ln(δ/4) + γ|+ b(δ/2) ≥ c| ln(δ)|,
and |Re u′m(0.5)| = |δY ′0(δ/2)| ≤ δC| ln(δ)| ≤ C. Also, |Im u′m(0.5)| =
|δJ ′0(δ/2)| ≤ C. Noting that δ2 ≤ C/| ln(δ/2)|, the modified Lemma
6.2 implies ||Vm|| ≤ |km|2 + C/| ln(δ/2)| ≤ C/| ln(δ/2)| as desired. 
6.3. Sharpness proofs for k < π2 and k ∈ K. In this subsection,
we study the sharpness results for some special values of k, in all di-
mensions. In contrast to the previous examples in this section, we will
focus on ||um||2 or ||V ||, rather than ||Vm||.
Example 6.9. (Corollary 2.6 is sharp.) Assume n ≥ 2 and k < π2.
Then, for every ǫ > 0, ||V ||∞ ≤ δ2+ + ǫ can occur.
Note that δ+ = k1 =
√
π2 − k. Let r0 be a large positive number to
be specified later. Let s(r) = e−δ+r for r > r0 and let s(r) = Ar
2 + B
for r ≤ r0, where A = −δ+e−δ+r0/(2r0) and B = (1+ δ+r0/2)e−δ+r0 are
chosen so to make s differentiable. Let u(x, y) = s(|x|) sin(πy) on S.
A direct computation shows that −∆u = (V + π2 − δ2+)u = (V + k)u,
where
V (r, y) =
{
δ+(n−2)
r
if r > r0
δ2+ +
2 δ+(n−1)
r20δ++2r0−δ+r
2 if r ≤ r0.
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So, ||V ||∞ = δ2+ + δ+(n−1)r0 < δ2+ + ǫ for r0 sufficiently large. 
Our next two examples are for n = 2 with k ∈ K. It seems unlikely
that examples for ||Vm||∞ exist, but we can still show our results are
sharp.
Example 6.10. (Lemma 3.3 is sharp.) Given ρ > 0 and |I| ≤ 2ρ,
‖um‖L2(I) ≥ Cρ|I| ‖fm‖L2(I) can occur.
By dilation (see the remarks below (3.8)) we can assume that ρ = 1.
Suppose |I| ≤ 2 is given. Let um = 2/3 −|x|, with these modifications:
a) let um ≡ 0 off of (−1, 1); b) smooth um to be in C1(R), so that
fm = −u′′m ≡ 0 except on intervals of length |I|/3 centered at −2/3, 0
and 2/3, where fm is constant on each of these intervals. Let I ⊆ [−1, 1]
be the union of these 3 intervals. Since fm ≈ |I|−1 on I, ||fm||2 ≈ |I|− 12
and ||um||2 ≈ |I| 12 , as desired. 
Example 6.11. (Theorem 3.1 part (2) is sharp when ρ = 1.) Let
n = 2 and |D| ≤ 2ρ. Then ||V ||∞ ≤ C|D|−1 can occur.
For simplicity, let k = 4π2. We may assume |D| < 0.1. Let u1 =
2 cos(
√
3πx), and define u2 ≈ 0.1−|x|, smoothed out as in Example 6.10
so that u′′2 is supported on a set of measure |D|. Note that 0 ≤ 2u2 ≤ u1
on the support of u2. Let u(x, y) = u1(x) sin(πy) + u2(x) sin(2πy),
which satisfies (1.1) with V = − 2 cos(πy)u′′2 (x)
u1(x)+2u2(x) cos(πy)
. Let I be the support
of u′′2. If V (x) 6= 0, then x ∈ I and u1(x)+ 2u2(x) cos(πy) ≈ u1(x) ≈ 1.
So, |V | ≤ C|u′′2(x)| ≈ |D|−1, as in Ex 6.10. 
Example 6.12. (Lemma 4.4 is sharp) Let n = 3 and k = mπ2. If
ρ > 0 and |I| ≤ πρ2, then ||um||2 ≥ C|I| ln(1 + πρ2/|I|)||fm||2 can
occur.
Set u = um(x) sin(mπy) with k = m
2π2, so that −∆xum = fm. By
dilation (see (3.8)), we may assume ρ = 1. We may assume |I| is small,
so that ln(1 + πρ2/|I|) ≈ − ln(|I|). Let v1(r) = − ln(r) for r < 1 and
zero otherwise. Define Aα,β = {x ∈ R2 : α ≤ |x| ≤ β}. Let I1 = A0,a,
such that |I1| = |I|/2 and let I2 = Ab,1, such that |I2| = |I1|. Let
v2 = v1 off I = I1 ∪ I2. Define v2 ∈ C1(I1) by: v2(a) = v1(a) and
v′2(a) = v
′
1(a); and on (0, a) let −∆v2 = c1 be a constant such that
v′2(0) = 0. By Green’s identity,
c1|I1| = −
∫
I1
∆v2 dx = −2πav′2(a) = 2π.
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So, ||∆v2||L2(I1) = c1|I1|
1
2 = C|I1|− 12 . Define v2 ∈ C1(I2) by: v2(b) =
v1(b) and v
′
2(b) = v
′
1(b); and on (b, 1) let −∆v2 = c2 be a constant such
that v′2(1) = 0. Let ǫ = v2(1) > 0 and define um = v2(r) − ǫ. So,
um ∈ C1 and um(1) = 0. Since |I| can be assumed to be small, we may
also assume ǫ < 1/10. As above
c2|I2| = −
∫
I2
∆um dx = −2πbv′2(b) = 2π.
So, ||∆um||L2(I2) = C|I2|−
1
2 , as for I1. On I1, um(r) ≥ v1(b) − ǫ ≈
− ln(|I|), since a2 ≈ |I| and ǫ is negligible. So ||um||L2(I) > ||um||L2(I1) >
−C ln(|I|)|I1| 12 ≥ −C ln(|I|)|I|||∆um||L2(I). 
Example 6.13. (Lemma 5.3 is sharp). Assume n ≥ 4 and |I| is given.
Then ||um||2 ≥ C|I| 2n−1 ||fm||2 can occur.
Define u, k and m as in Ex. 6.12. Let um(r) = r
3−n for r > r0,
where |Br0| = |I| (so cnrn−10 = |I|). On I = Br0 define um so that
um ∈ C1(Rn−1) and fm = −∆um is a constant. Again ||fm||1 ≈ 1
and fm ≈ |I|−1 and ||fm||2 ≈ |I|− 12 . Again ||um||2 > |I| 12 min um|I =
|I| 12 r3−n0 ≈ |I|
1
2 |I| 3−nn−1 . So, ||um||2/||fm||2 ≥ Cn|I|
2
n−1 . 
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