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  1Abstract 
 
This thesis consists of two parts.  The first part is discussing the factored inhomogeneous 
linear equations in Banach space.    The second part is concerning perturbations of abstract Cauchy 
problem in various topological spaces.  We arrange this thesis as follows: In Chapter 1 we study 
the factored inhomogeneous linear equation.  We get a generalized d’Alembert formula to get the 
solution of this factored equation.  In chapter 2 we study the relative bounded perturbation of 
C-semigroups on Banach space.    We show that if A generates a C-semigroup on a Banach space, B 
is a relative A-bounded operator, then  AB +  also generates a (analytic) C-semigroup on the same 
space.    In chapter 3 we generalized the results in chapter 2 to sequentially complete locally convex 
space.  In chapter 4 we study the photon transport problem, in there we apply the results gotten 
from chapter 3 to solve this problem.    In the last chapter, we study the  semigroups.  We  0 (, 1 ) C −
nd the forcing term show that if A generates a  sem group on a topological space a  function  0 (, 1 ) C − i
(, ) f tx satisfies local Lipschitz condition, then the abstract semilinear initial value problem will 
has a unique solution. 
 
 
 
 
 
 
 The applications of these results to certain partial .differential equations 
were given in each chapter. 
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  3Chapter 0. Introduction 
This thesis consists of two pa e factored inhomogeneous linear 
equ
Part 1. The factored inhomogeneous linear equation 
Many homogeneo tion of the form: 
rts.  The first part is about th
ation on Banach space.    The second part is concerned various perturbations of abstract Cauchy 
problem in different topological spaces. 
 
Chapter 1. A Generalization of d'Alembert Formula 
us differential equations can be switched to factored equa
1
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Wher ,  , … ,  are infinitesimal generators of mutually commuting strongly continuous  e 1 A 2 A n A  
semigroups of bounded linear operators on a Banach space X and  ( )( ) 0
k u  is the kth derivative of 
() t u at    For  ple, let  0. = t exam ( )
N u u u , ,
1 " =  be the displaceme or of an elastic wave in  nt vect
N R .    Assuming constant unit dens e elastic wave equation ity, u satisfies th  
() ( ) iv ,
i u u g μ −Δ + n i d
i
i
tt i x u λ μ = + ≤ ≤ 1 ; 
N () R t ∈ ,  R x∈ ,  N g g g , , 1 " =   is the external forcing vector, and  μ λ ,   here  are positive Lamé 
parameters of the elastic material.    We have 
() () () { }
2
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i
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≠ ∂− + Δ = + ∂ ∑
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Thus each component of the inhomogeneous elastic wave equation satisfies the fourth-order factored 
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n i ≤ ≤ 1 . 
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2 =   where  () 2
1
Δ − = i L  acts on  and  and  , 
ively; here 
 we have dropped the superscript from ui i h
respect μ λ λ = − = 2 1  and  μ λ λ λ + = − = 4 3 .  It suffices to solve this with initial 
conditions 
( ) () 0
k u = 1, 2, 3.  tion of (0.2) is obtained by adding one 
particular so he gen n for the homogeneous equation 
0  for  0, k =   The general solu
lution to t eral solutio
() 0
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− ∏ = t u L
dt
j j λ , 
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which is given by ďAlembert formula. 
ďAlembert formula, which has the form  Goldstein et al [8] found the solution of (0.1) by the 
( ) ∑ = =
j j x e t u
j
1 . 
n tA
Under the hypotheses: 
 generate  -semigroups, on a Banach space X which are mutually  (A0)  1 A , 2 A , … ,  n A
tA e
0 C
j tA comm g That is 
k k j e e e = for all  ,0 st≥  and  all  j,  {1, 2, , } kn utin .  
sA sA ∈ " . 
jk A A −   (A1)  is injective if j k ≠ . 
(A2) Range of  () jk A A −   is large enough if j k ≠ . 
(A3)  j A s are distinct. 
e that   are distinct and we offer an computational method to get the 
explicit solutions of certain partial differential equations.  We modify some part of Goldstein's 
hypotheses and under these hypotheses we find the closed form of the solution for the factored 
ajor problems of the theory of partial differential equation.   
For example it app r equation.    The 
initial value problem
Here we do not assum j A s
inhomogeneous linear equation of (0.1). 
Part 2. Perturbations of abstract Cauchy problem 
The Cauchy problem is one of the m
ears in the study of the initial-value problem for the Schrödinge
 of the equation 
  5()
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uH u ⎧ = ⎪
0 (0) ( )
dt h
uu x
⎨
⎪ = ⎩
 
gives a paradigm for the study of such initial value problem in infinite dimensional spaces.  The 
corresponding development in the 1930s and beyond of the theory of Marko processes and more 
general stationary random processes with such basic principles as the semigroup law gave rise to 
strong motives for the theory of one – parameter semigroup ( 0 C -semigroup) – that is, maps from the 
non-negative real numbers t in 
+ R  to operators  ( ) t T  in Banach spaces satisfying the semigroup 
law    The central theme of dy was the determination of the generator of 
the  an operator   such that 
() () ( ) s t T s T t T + = . 
semigroup – that is, 
 this stu
A ( ) ( ) t u T f t =   could be characterized as the solution 
(at leas   f  ) of the differential equation  t for suitably nice
() ()
(0)
d
dt
⎧
⎨
⎪
      
ut A ut
uf
= ⎪
= ⎩
    ( 0 . 3 )  
Until now lots problems of  se study of 
-semigroup has been developed for a long time. 
spa
Chapter 2. Relative Bounded Perturbation of Abstract Cauchy problem 
Sometimes, requiring A in (0.3) to be a generator of a  -semigroup is excessively restrictive 
for some p enerate a 
-semigroup on   (if  ) or    This dif iculty can be bridged over to consider 
 
0 C - migroup still admirable to discuss, although the 
0 C
    In this part we will consider perturbed abstract Cauchy problem in different topological 
ces. 
 
 
0 C
f
ractical problems.  For instance, the Schrödinger operator iΔ  does not g
0
the
C ( )
pn LR 2 p ≠ 0()
n CR. 
 operator A being a generator of a C -semigroup.  Another non-exponentially bounded 
semigroup for ordinary differential equation was given in DeLaubenfel [3], which is defined by 
   () ( ) s Af     l l   f o r   a ( ) R C0 f sf s = ∈ .  
  In this chapter, we consider the perturbed abstract Cauchy problem 
  6() ( ) ()
d
ut A But ⎧ =+ ⎪    
(0)
dt
ux
⎨
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          ( 0 . 4 )  
where A be a generator of a C- semigroup or a mild C-existence family on a Banach space X and B 
be a linear operator on X.    S. Y. Shaw, C. C. Li and Y. C. Li [24] studied this problem for B to be a 
bounded linear operator on X.    They showed that if A generates a C- semigroup on a Banach space 
X and B is a bounded linear operator on X, then  ( ) AB +  also generates a C- semigroup on X. 
Here we will consider a more general type operat ich is so called relatively A-bounded 
operator satisfying following condition:  ( ) ( ) DA DB ⊆  and there exist nonnegative constant a and 
positive constant b such that 
   
 
or B wh
Bxa A xb x ≤+   for  all  () x DA ∈ . 
We show that if the perturbation operator B is an A-bounded linear operator which commutate 
with C and its A-bound is sufficiently small, then  ( ) AB +   also generates a C- semigroup {V(t)}t≧0 
on X, and hence the perturbed abstract Cauchy pro s an unique mild solution as long as the 
initial data x is in the subspace  [Im( )] C .    The most enjoy here is that we can apply these results to 
some differential equations. 
 
blem ha
Chapter 3. Relatively bounded perturbation of semigroups on sequentially complete locally 
 
In chapter 2 we consider the abstract Cauchy problem (0.3) in Banach space X. But sometimes 
ex topological vecto
convex space 
 
we cannot find solutions of the abstract Cauchy problem in Banach space.    For example, the photon 
transport in a cloud (for detail please see next chapter ).  This motivates us to consider the 
semigroups on sequentially complete locally convex space.  Y. H. Choe [2] introduced the kind 
semigroup called equicontinuous  0 C -semigroup on the sequentially complete locally convex space.  
We will use the notations of Choe to consider the perturbed abstract Cauchy problem (0.3) on a 
sequentially complete locally conv r space X.  We first show that if A is a 
generator of a Γ-contraction C0-semigroup on X and B is a linear operator on X satisfies certain 
conditions, then there exists a Γ-contraction C0-semigroup generated by (A+B) on X.  Secondly, 
we show that if A is a generator of an analytic quasi-equicontinuous C0-semigroup and B is a 
relatively bounded linear operator on X, then there also exists an analytic quasi-equicontinuous 
C0-semigroup generated by (A+B) on X.  We apply these results to certain differential equations in 
  7  8
eneralized solution of Photon Transport Problem 
 
We will appl e aim to find the 
generalized solution of the photon transport problem.    We by means of the theory of equicontinuous 
s
for
this result to the photon transport problem. 
   V. A. Babalola [1] introduced 
the last section of this chapter. 
 
Chapter 4. G
y the results in chapter 3 to the photon transport in this chapter.    W
0 C - emigroup on a sequentially complete locally convex topological vector space shows that the 
perturbed abstract Cauchy problem has a unique solution as long as the perturbation operator and 
cing term function satisfy certain conditions.  The most enjoy here is that we can directly apply 
 
Chapter 5. Semilinear initial value problem in locally convex space 
 
( ) 1 , 0 C   -semigroup in the complete locally convex space.  
) se tations of 
abalola to consider the initial value problem:   
( 1 , 0 C - migroup is more general than the equicontinuous  0 C -semigroup.    We will use no
B
() () () ⎪ ⎧ > + = ; 0    ,
0
t t f t Au t u
d
 
() () ⎪ ⎩
⎨
∈ =                       . 0 A D u u
dt    
and the semilinear initial value problem   
() () () () ⎪ ⎧ > + = ; 0    , , t t u t f t Au t u
d
() () ⎪ ⎩
⎨
∈ =                     0 0 A D u u
dt      
in this chapter.    
ndition then the abstract semilinear initial value problem 
has a solution.    We apply this result to certain partial differential equations. 
 
 
  We show that if f satisfies certain coChapter 1. A Generalization of d'Alembert Formula 
 
1.1    Introduction and Notations 
 
Many homogeneous differential equations can be transforms to factored equation 
of the form: 
   1
()
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(0) , 0,1, 2, , 1.
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where  ,  ,  …,  are infinitesimal generators of mutually commuting strongly 
continuous semigroups of bounded linear opeators on a Banach space X and   
denotes the kth derivative of   at 
1 A 2 A n A
() (0)
k u
() ut 0 t = .  Here the strongly continuous 
semigroup and its corresponding generator are defined as follows: 
Definition 1.1: Let X be a Banach space. The family of continuous linear operators 
 on  X is called a strongly continuous  -semigroup provides following three 
conditions hold:   
() {} 0 ≥ t t T 0 C
(1) ,  () I T = 0
(2)  for  all   and  () () ( ) TtTs Tt s =+ 0 , ≥ t s
(3)  as  , for every  () x x t T → 0 ↓ t X x∈ . 
An linear operator A is said to be a generator of the  -semigroup   
with maximum domain  , if 
0 C () {} 0 ≥ t t T
( ) DA
0
1
( ) { : lim ( ( ) ) exists }
h
DA x Thx x
h
+ →
=−  
and 
0
1
lim ( ( ) )
h
Ax T h x x
h
+ →
= −  for  every  () x DA ∈ . 
Goldstein, et al [8] found the solution of (1.1.1) by the d'Alembert formula, 
which has the form   
   .              ( 1 . 1 . 2 )  
1
()
j
n
tA
j
j
ut e x
=
=∑
One may say    is either strong or mild solution of (1.1.1), we ignore this issue 
for  the  moment.  Recently,  the  abstract  d'Alembert formula has been broad applied to 
equipartition of energy and scattering theory ( see for e.g. [9 - 11]); it also had been 
extended to semigroups that are not strongly continuous (see [12] ).  However in 
these papers, the authors always assume that all  s are different.  They directly 
showed that    is given by (1.1.2) is a solution of (1.1.1) by putting   into  the 
() t u
j A
() t u () t u
  9differential equation in their paper.    This motivated us to consider the case while s 
in the abstract factored linear equation (1.1.1) are equal.    We get a unique solution of 
(1.1.1) by a constructive way.  The most interesting point is that one may easily 
follow this process to get the explicit form of certain differential equation (please see 
section 1.4). 
j A
Throughout this paper we always assume the hypotheses (A0) hold. Under this 
assumption, ,  ,  …,  are mutually commuting, therefore permuting the orders 
of the operators in (1.1.1) will not influence the solution. Thus, one may permute 
operators in (1.1.1) such that the same operators put together such as 
1 A 2 A n A
1 12 S 1 A AA === =   B
11 2 12 SS S ,  A A ++ == =   B ,  …, 
12 1 1 1 ii SS S S S i A AB
− +++ + ++ = ==       
and  . 
1
i
j
j
Sn
=
= ∑
With these notations we also assume that 
(A1)’  jk B B −   is injective if j k ≠ ; 
(A2)’ range of  ( jk ) B B −   is large enough if jk ≠ . 
Furthermore, to the inhomogeneous initial value problem 
   () () () ()
1 ,00 , 0 , 0 , 1 , 2 ,
n k
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d
Au t fx f u xk n
dt
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we also assume that 
(H1) [] () [ ] ( ) [ ] ( ) ( ) j
n
j A D T C X T C f : , 0 : , 0 1
1
= ∈ ∪ ∩
j
, where [(  is the Banach space 
which equipped with the graph norm of
) ] j DA
A . 
Theorem 1.1. suppose the assumptions (A0), (A1)' and (A2)' are all full filled, then 
there exists an unique solution of the homogeneous initial value problem (1.1.1) 
which can be expressed as 
() () () () ∑ ∑ ∑ ∑
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i
i
i
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where    is the multiplicity of  ,  j S j B
1
i
j
j
Sn
=
= ∑ ,  ( ) { }
0 ≥ t B t T
j   is the strongly 
continuous semigroup generated by and the relation between the coefficients vector  j B
( )() ( ) ()
T n n y n y n y y 1 , 1 , , 0 , − =     , 
  10and the initial date vector 
() () () ( )
T n u u u x 0 , , 0 , 0
1 − ′ =      
Can be represented as the relation 
1
n M xy
− =
     
. Where the operator matrix   is 
composed by the submatrices 
n M
( )
j S j B ( ) i ,   j 2 , 1 , 0 = , that is 
   () () [ ]
i S i S S n B B B M ) (
2 1 2 1   ≡        ( 1 . 1 . 5 )  
and the submatrix ( )
i S j B  is a  j S n× matrix which is formed by the first   
columns of the matrix 
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Theorem 1.2. Suppose the assumptions (A1)', (A2)' and (H1) are full filled, 
   and  () () 0 0 =
k u ( 1 , , 2 , 1 , 0 − = n k   ) ( ) 0 0 ≠ f  then there exists an unique solution 
of the initial value problem (3.1), which can be represented as 
() () ( ) () ( )
11 2 2
1 2
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00 12 0
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!!
t sk s k t
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=
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1
0
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!
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  ,     (1.1.7) 
where   is the multiplicity of and i s i B ∑ = n si , ( ) { }
0 ≥ t B t T
i  is  -semi group 
generate by . Furthermore, if
0 C
i B ( )
T I ,   h ,  , 0
 
= , 0 I  is identity, I is identity operator 
on the Banach space  [] () [ ] ( ) [ ] ( ) ( ) j A D
n
j X : 1 = T C : , 0 T C , 0
1 ∪ ∩ , 
() () ( ) (
T n n z n z n z z 1 , 1 , , 0 , − =     )
i S ⎤
⎦
  is a vector operator and   
() ()
12 12 ()
i n SS MB B B ⎡ ≡ ⎣    is the matrix defined as in Theorem1.1, then 
following relation hold. 
  .             ( 1 . 1 . 8 )   z h M n
   
=
−1
  11  Furthermore, if any one of the initial data of (1.1.3) does not equal to zero, then 
the nontrivial solution of the inhomogeneous initial value problem (1.1.3) can be 
expressed by the results of Theorem 1.1 and 1.2 (see corollary 3). 
 
1.2. Homogeneous equation 
 
For the proof of Theorem 1.1, we will use following three lemmas as 
preliminaries. The proofs of them are either strictly forward or can be found in the 
reference [21], we omit here.   
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dt
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j
k k i j   2 , 1 , 1 1 = ⎟
⎠
⎞
⎜
⎝
⎛ − =∏ = +  for all , and assume 
that 
0 > t
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where  .    The initial data component element in (1.2.1) is    () () () () (
T
n t u t u t u t u     , , 2 1 ≡ )
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1 01
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with   if  , for all  () () k j k j i i <
t s t s < () { } n i k j , , 2 , 1  
s ∈  and   is the initial data in 
(1.1.1). 
m x
Lemma 1.2. As long as  () ( ) j i A D A D x ∩ ∈  
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j i i j j i xds t T t T A A xds s T s t T
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for all    and for all  n j i ≤ ≤ , 1 t s ≤ < 0 . 
 
Lemma 1.3. Let  X  be a reflexive Banach space and let A be the infinitesimal 
generator of a  -semigroup  0 C ( ) { } 0 ≥ t t T  on X .  If   is Lipschitz continuous on  f
  12[ T , 0 ]   then for every    the initial value problem:    () A D x∈
  () () () t f
u , 0
( s t T x
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∫ − +
0
() =
+ =
x u
t Au t u
dt
d
0
]
⎪ ⎩
⎪
⎨
⎧
           ( 1 . 2 . 3 )  
has a unique solution   on [  given  by  T
() () ) () ds s f t T t u = . 
(please see e.g., [21], p109). 
 
Proof of Theorem 1.1: To show this theorem, we first prove two special cases at first. 
Case 1: Suppose   
() () 0
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⎞
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dt
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(that is  for all   ).  By lemma 1, solving (1.1.1) is equivalent 
to solve (1.2.1). One may find the solution of (1.2.1) by successively solving , 
. In fact, if    is the solution of the initial value problem:   
A Aj =
, 1   − n
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nn
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where    is defined by (1.2.2) then 
*
n u ( ) ( )
*
n n u t T t u =  where   is  the 
-semigroup generate by A.  One may get 
() {} 0 ≥ t t T
0 C ( ) t un 1 −  from  ( ) t un  by solving the 
follow equation: 
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11
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where    is also defined by (1.2.2) . 
*
1 − n u
In fact, 
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11 1 00
**
1            = 2, 0 2,1
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where   and  .    In general, if we get    ()
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then one may get    by solving the initial value problem:    () () t u k n 1 + −
() () ()( )
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*
(1 ) 1
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!
0                                                        
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nk n k j
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dt
Au t u t T ty k j
dt j
uu
−+ − =
−+ −+
⎧
−= = + ⎪
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∑ ,  
The solution of this initial value problem is 
 
 
() () () ( ) () ( )
() () () ( )
1
(1 ) (1 ) 0
0
1
(1 )
0
0,
!
                0 1,
(1 ) !
j k t
nk nk
j
j k
nk
j
s
ut T t u T t sT s y k j
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For simplify the notation, we denote 
   () () ()( ) j k y t T
j
t
t u
k
j
j
k n , 2
!
1
0
1 + =∑
+
=
+ −         ( 1 . 2 . 5 )  
 where   and  () () () 0 0 , 2 1 + − = + k n u k y ( ) j k y , 2 +   in (1.2.5) is equal to 
 in (1.2.4) for all  ( , 1 + k y ) 1 − j k , ,  j 2 , 1 = .  Although the expression of the 
vector    is not very clearly till now.    We will find the expression for  
in terms of initial values 's at the end of the proof. 
() k n ,
() () 0
k u
y () k n y ,
Case 2: Suppose equation (1.1.1) can be expressed as the following equation with 
some suitable initial data as.   
  () 0
1
= ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ −
−
t u A
dt
d
B
dt
d
n
.           ( 1 . 2 . 6 )  
As in case 1, one can first get the solution of the equation 
() 0
1
= ⎟
⎠
⎞
⎜
⎝
⎛ −
−
t u A
dt
d
n
.           ( 1 . 2 . 7 )  
Denote the solution of (1.2.7) by  () ()( ) k n y t T
k
t
t u A
n
k
k
, 1
!
2
0
2 − =∑
−
=
, where   is 
the  -semigroup generated by A. 
() {} 0 ≥ t A t T
0 C
Then solving the initial value problem (1.2.6) is equivalent to solve following 
initial value problem: 
  14   () ()
() ⎪ ⎩
⎪
⎨
⎧
=
= ⎟
⎠
⎞
⎜
⎝
⎛ −
. 0
*
1 1
2 1
u u
t u t u B
dt
d
          ( 1 . 2 . 8 )  
By Lemma 1.2, 
() ( ) () ds s u s t T u t T u
t
B B ∫ − + =
0 2
*
1 1    
        () ( ) ()( ) ds k n y s T
k
s
s t T u t T
t n
k A
k
B B ∫ ∑ − − + =
−
= 0
2
0
*
1 , 1
!
 
         () ( ) () ( )   + − − + = ∫ ds n y s T s t T u t T
t
A B B 0
*
1 0 , 1
() ()( )   + − − +∫ ds k n y s T
k
s
s t T
t
A
k
B 0 , 1
!
 
() () ()( )   + − −
−
− +∫
−
ds n n y s T
n
s
s t T
t
A
n
B 0
2
2 , 1
! 2
 
                    ．  
． 
． 
= () () (k n y T B A
k
t
u t T A
n
k
k
B , 1
!
1
2
1
*
1 − − +
−
−
= ∑ )  
() () ( )   + − − − +
−
−
=
−
∑ k n y T B A
k
t
A
n
k
k
, 1
!
1
2
2
2
1
1  
         () ( )
() ( ) k n y T B A t
n n , 1 1
2 3 − − − +
− − −
A
)
 
() ( ) ( k n y T T B A B A
k
n
k
k , 1 ) ( 1
) 1 (
1
0
− − − − +
+ −
−
= ∑ , 
where   is  -semi group generate by B.  () {} 0 ≥ t B t T 0 C
Rewrite    in terms of increasing degree of  , one may have  1 u t
           
 
() () ( ) ( )
() () ] , 1 1 0 [
1
1 2
0
1 1 k n y B A u t T u
k
k n
k
B − − − + =
+ −
+ −
= ∑
() ( )( )
() () ] , 1 1 [
1
2
0
k n y B A t T
k
k n
k
A − − − +
+ −
−
= ∑
() ( ) ( ) ( )   + − − − +
−
+ −
= ∑ ] , 1 1 [
1 2
1
k n y B A t tT
k
k n
k
A     (1.2.9) 
() ( ) ( ) ( )   + − − − +
− + −
− −
= ∑ ] , 1 1 [
!
) 1 (
2
k n y B A t T
j
t j k
j k n
j k
A
j
 
() ()( )( ) ( ) ] 2 , 1 1 [
! 1
1 0
1
− − − −
−
+
−
−
n n y B A t T
n
t
A
n
 
  15For the simplify the notation, we denote 
 
    () () ( ) ( ) ( ) ( ) ( )   + + + = ] 2 , [ ] 1 , [ ] 0 , [ 1 n y t tT n y t T n y t T t u A A B  
()() () ] 1 , [
! 1
] 2 , [
!
1
−
−
+ + + +
−
n n y T
n
t
k n y T
k
t
A
n
A
k
  ,   (1.2.10) 
where 
() ( ) ( )
() () ] , 1 1 [ 0 ,
1
1 2
0
1 k n y B A u n y
k
k n
k
− − − + =
+ −
+ −
=
∗ ∑  
() ( ) ( )
() () , , ] , 1 1 [ 1 ,
1
2
0
  k n y B A n y
k
k n
k
− − − =
+ −
−
= ∑  
() ( ) ( ) ( ] , 1 1 [ ,
) 1 (
2
k n y B A j n y
j k
j k n
j k
− − − =
− + −
− −
= ∑ )  for  all 2 2 − ≤ ≤ n j , and   
() ( )
() () ( )] 2 , 1 1 [ 1 ,
1 1 2 − − − − = −
− − n n y B A n n y
n . 
For the general case, one may first permute operators in (1.1.1) such that the same 
operators put together, and then alternately apply the results in case 1 and case 2. 
Finally, one can reach the conclusion and the solution of (1.1.1) can be expressed as in 
term of (1.1.4). 
  This theorem will be proved completely as long as one find the relation between 
the initial date  () () () ()
T n u u u x 0 , , 0 , 0
1 − ′ =      and 
the vector  ( )( ) ( ) ()
T n n y n y n y y 1 ., 1 ., , 0 ., − =     . 
Since the solution    can be expressed in term of the combinations of the terms  () t u
   () () A D x x e
k
t
l k t u
i tA
k
∈ = ,
!
, ;,  
we need to consider the derivative of  ( ) l k t u , ; . 
From the fact    , one may get the  -order derivation of  as 
1 1
1
− −
− + =
n
m
n
m
n
m C C C i () l k t u , ;
  ()
()
( ) ( )
() ()
  +
− −
+
−
=
− − −
i i tA
l
i
i k
tA
i k
i
l e A C
i k
t
x e
i k
t
S k t u 1
1 ) (
! 1 )! (
, ;  
() ()
() () ! !
i
ki j k
tA ij ii
jl il
tt
CAv x CAe x
k ki j
−−
++ +
−−
   for  k i <  (1.2.11) 
and  
  ()
()   + + =
+ +
+ + + x e
t A C
x e A C l k t u
i i tA
i
l
j k
j tA i
l
j k
j
i k
! 1
, ;
1 1
1  
  16()
x e t A C
k
x e
h
t A C
i i tA k j k
l
j k
j k
tA
j h j
l
h k
h j + +
+
+ +
+ + + +
!
1
!
     f o r   0 ≥ − = k i j . (1.2.12) 
Since we want to find the relation between  y    and initial date  x  , we need only to 
consider the special situation  0 = t .  According to (1.2.11) and (1.2.12), if one just 
consider a single operator , he can get  i A
()
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
− −
−
− −
−
− 1
0
1 2
0 1
1
3 1
3
2 1
2
1
2
 
       
n
i
n
n
n
i
n
n
n
i
i i
i
n i
A C A C A
A A
A
A .      (1.2.13) 
In general, after we permute the operators in (1.1.1) such that the same operators 
are put together as (P1), the equation can be represented as 
0
1 1 2 1 1
2 1 = ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ∏ ∏ ∏ = = = u B
dt
d
B
dt
d
B
dt
d k S
i i
S
i
S
i    
Then one can find the sub-matrices , correspond to 
j
n M ∏ = ⎟
⎠
⎞
⎜
⎝
⎛ −
j S
i j B
dt
d
1  as (1.1.6). 
Combine these i  sub-matrices together, one may get   as (1.1.5).  The 
uniqueness of the solution is followed from Lemma 1.1 and Lemma 1.3 immediately.   
n M
 
Remark 1.1 We use following example to demonstrate how to get the matrix   in 
Theorem 1.1.    Consider the initial value problem 
n M
()
0
0 , 0,1, 2,3, 4.                                      
kk
ddddd
AABBC u
dt dt dt dt dt
ux k
⎧⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ −−−−− ⎪⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎨
⎪ == ⎩
=
     ( 1 . 2 . 1 4 )  
By comparing with the proof of Theorem 1.1, one may rewrite the differential 
equation and initial data in (1.2.14) as   
() () t u C
dt
d
B
dt
d
B
dt
d
A
dt
d
t u ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − = 5 , 
and 
() ( ) ( ) 2
2
3 4 5
*
5 2 2 2 0 x AC BC AB B x C B A x u u + + + + + + − = =  
( ) 0
2
1
2 2 2 Cx AB x ABC CB AB + + + −  
At first, solve the initial value problem 
  17()
()
5
*
55
0,
0 ;           
d
Au t
dt
uu
⎧⎛⎞ −= ⎪⎜⎟
⎝⎠ ⎨
⎪ = ⎩
 
one may have 
() () ()( ) 0 , 1
*
5 5 y t T u t T t u A A = =  
where   is the -semigroup generated by A.  If we rewrite the equation 
(1.2.14) as in Lemma 1.1 and find the solution by successively solving  , then we 
can get 
() {} 0 ≥ t A t T 0 C
() t uk
() ()( )( ) ( ) ( ) ( ) ( ) ( ) 3 , 4 2 , 4 1 , 4 0 , 4 2 y t tT y t T y t tT y t T t u A A B B + + + =  
The coefficient vector of   is () t u2 ( ) ( ) ( )( ) ( )
T y y y y y 3 , 4 , 2 , 4 , 1 , 4 , 0 , 4 4 =   .  By a 
similar method, one also can get the coefficient vector of  is 
.  Because
() t u
) 4 y
() t u1 =
() () ( ( y y y y , 5 , , 1 , 5 , 0 , 5 5     = )
T 4    just is 4-dimensional vector. For 
vector of 5 y   , we need to extend  4 y    as a 5-dimensional vector.  We add   into 
  as fist component of 
() 0 u
4 4 y   * y   , that is  ( ) ( ) ( ) ( ) ( )
T y y y u y 3 , 4 , 1 , 4 , 0 , 4 , 0
*   4
  = . 
Rewrite (1.2.10) in the matrix form 
()
()
()
()
()
( )( ) ( ) ( )
() ()
()
() ()
()
()
()
()
()
() ⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
−
− − −
−
− − −
− − − − − −
=
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
−
− −
−
− −
− − − −
3 , 4
2 , 4
1 , 4
0 , 4
0
0 0 0 0
0 0 0
0 0 0 0
0 0 0
1
4 , 5
3 , 5
2 , 5
1 , 5
0 , 5
1
2 1
1
2 1
2 1 2 1
y
y
y
y
u
C A
C A C A
C B
C B C B
C A C A C B C B
y
y
y
y
y
(2.15) 
From Theorem 1.1, the relation between ( ) ( ) ( )( ) ( )
T y y y u y 3 , 4 , 1 , 4 , 0 , 4 , 0
*
4     =  and 
() () () () () () ()
T
u u u u u u 0 , 0 , 0 , 0 , 0
3
2 2 2 2 ′ ′ ′ = ′     can be repressed by 
()
()
()
()
()
( )
()
()
()
() () ⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
′ ′
′
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
0
0
0
0
0
3 3 0
2 2 0
1 1 0
0 1 0 1 0
0 0 0 0 1
3 , 4
2 , 4
1 , 4
0 , 4
0
3
2
2
2
2
2 3 2 3
2 2
u
u
u
u
u
A A B B
A A B B
A B
y
y
y
y
u
      ( 1 . 2 . 1 6 )  
Followed from lemma 1.1, the relation between the initial data of  ( ) t u and   can 
be expressed as 
() t u2
  18()
()
()
() ()
() ()
( )
()
()
()
() () ⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
′ ′
′
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
−
−
−
−
=
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
′ ′
′
0
0
0
0
0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0 1
0
0
0
0
0
3
2
2
2
2
4
3
u
u
u
u
u
C
C
C
C
u
u
u
u
u
      ( 1 . 2 . 1 7 )  
According to (1.2.15), (1.2.16), (1.2.17), we get 
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
3 4 3 4 4
2 3 2 3 3
2 2 2
5
4 4
3 3
2
1 1
0 1 0 1 1
A A B B C
A A B B C
A A B B C
A B C
M  
 
1.3. Inhomogeneous equation 
 
  In this section, we consider the inhomogeneous initial value problem: 
  
() () ()
()
1
,00
0 , 0,1, , 1.          
n
j
j
k
k
d
Au t ft f
dt
ux k n
=
⎧ ⎛⎞ , − =≠ ⎜⎟ ⎪
⎝⎠ ⎨
⎪ == − ⎩
∏
 
       ( 1 . 3 . 1 )  
According to superposition principle, one may obtain the solution of (1.3.1) by 
combing the solution of homogeneous initial value problem (1.1.1) with nonzero 
initial data and the solution of inhomogeneous case with zero initial data. 
 
Proof of Theorem 1.2: As in the proof of theorem 1.1, we consider  for all 
 at first. In this case, one may follow the process showed in theorem 1 
to get 
A Aj =
n j , , 2 , 1   =
  () ()() () ( ) (
0
,0 , 1 , 2
!
k t
nk A
ts
vt T t s Z n k f s d s k n
k
−
−
=− = ∫   ) , 1 −
−
,   (1.3.2) 
where    is the solution of the initial value problem:  ()( ) 0,1,2 , 1 k vt k n =  
  () () ()
()
1 ;
0 0                           
nk nk
nk
d
Av t v t
dt
v
− −−
−
⎧⎛⎞ −= ⎪⎜⎟
⎝⎠ ⎨
⎪ = ⎩
 
with  .    Finally, one may obtain  () () t f t vn = +1 ( ) t v1   to be the solution of (1.3.1) with 
  19zero initial data.    However, for finding the operators ( ) k n Z , s in the representation of 
(1.3.2), one may rewrite the initial value problem (1.3.1) (with zero initial data) in the 
equivalent system form 
 
() ()
() () () () () ( 0)
⎪
⎪
⎪
⎩
⎪
⎪
⎪
⎨
⎧
= = =
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
+
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
−
, , 0 , 0 0 , , 0 , 0 0
0
0
1 0
0 1
0 1
2 1 0
1
2
1
       
 
 
   
 
n
n
n
u u u u u
f
t u
A
A
A
A
dt
t u d
    (1.3.3) 
where   is the solution of the initial value problem (1.3.1) with zero initial data 
and  
() t u1
() () () ∏
=
+ + ∈ ⎟
⎠
⎞
⎜
⎝
⎛ − =
j
k
j k j A D t u A
dt
d
t u
1
1 1 1 for all . n t 0 , 0 j   ≤ ≥
A n
<
We will show the operator equation (1.1.8) hold at the end of this theorem. 
Secondary, we consider ,  B A = 1 A A A = = = =   3 2  (i.e, there has only two 
distinct operators in the equation (1.3.1)). 
Follow a similar procedure as showed in Theorem 1.1, we get 
  () ()() () ( ) ( 1) 0 ,
! 0
− = −
−
=∫ − k ds s f k n Z s t T
k
s t
t u
t
A
k
k n , 2 , 1 , n        (1.3.4) 
According to (1.3.4), the solution of 
() (),
2
t f t u A
dt
d
n
k
= ⎟
⎠
⎞
⎜
⎝
⎛ − ∏
=
 
is  () ()
( )
()() ( ) ( )
2
2
0
,2
2!
n t
A
ts
ut Tts Z n n fs d s
n
− −
=− −
− ∫ . 
To get the solution of the equation 
() (),
2
t f t u A
dt
d
B
dt
d
n
k
= ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ∏
=
      ( 1 . 3 . 5 )  
one need only to solve the equation 
() () 21
d
B ut ut
dt
⎛⎞ −= ⎜⎟
⎝⎠
.           ( 1 . 3 . 6 )  
By Fubinie's theorem and integration by parts, it is easy to see that 
() ()
()
() () ( ) ( ) ( τ τ d f 2 ) τ
τ
n n Z t T B A
n
t
t u
t
A
n
∫ − − −
−
−
=
−
−
0
1
1
1 ,
! 1
 
()
()
()() () ( ) ( n Z B
−1 , ) ( ) τ τ τ
τ
τ d ds f n A s t T s T
n
s
t
t
B A
n
∫∫ − − − −
−
−
−
−
0
2
2
! 2
(1.3.7) 
  20Since the operators  s are mutually commute, without loss of generality, we may 
assume that the same operator 
j A
⎟
⎠
⎞
⎜
⎝
⎛ − j A
dt
d
  in (1.3.1) are put together such as (P1) and 
rewrite the differential equation in (1.3.1) as 
f u B
dt
d
B
dt
d
B
dt
d k S
i i
S
i
S
i = ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ⎟
⎠
⎞
⎜
⎝
⎛ − ∏ ∏ ∏ = = = 1 1 2 1 1
2 1   .     (1.3.8) 
We denote 
() () () ( ) ( ) ∑ ∫
−
= −
−
=
1
0
0
, ,
!
, ;
j
j S
m
j
t
l A
j
l d g B j i Z t T
j
t
B i t W τ τ τ
τ
   (1.3.9) 
to be the solution of 
() ,
1 g t u B
dt
d j S
j l = ⎟
⎠
⎞
⎜
⎝
⎛ − ∏ =          ( 1 . 3 . 1 0 )  
where the index i  in   denotes the counting number of steps in the 
interactive procedure for solving the problem from the beginning.    Then the solution 
of (1.3.8) can be represented as 
( l B i t W , ; )
      () () ( ) + −
−
=∑∫
−
=
τ τ τ d f B j n Z t T
j
s t
t u
S A
S
j
t j
) , , (
!
) (
1
1
0
0 1
1
 
                 () ( ) + −
−
+ ∑∫
−
=
τ τ τ d f B j n Z t T
j
s t
A
S
j
t j
) , , (
!
) (
2
1
0
0 1 2
2
 
                 () ( ) τ τ τ d f B j n Z t T
j
s t
i A
S
j
t j
l
l
) , , (
!
) (
1
1
0
0 −
−
+ + ∑∫
−
=
  .   (1.3.11) 
For simplify this notation we denote (1.3.11) as   
() ( 1 1 , , , k n Z B j n Z ) =  for  1 0 1 1 − ≤ = ≤ S k j  ; 
() (2 1 2 , , , k S n Z B j n Z + ) =  for  1 0 2 2 − ≤ = ≤ S k j  
  
() ( ) i
l
j j l k S n Z B j n Z + = ∑
−
=
1
0 , , , f 1 o r  0 − ≤ = ≤ i i S k j . 
This theorem will be proved as long as one find the explicit form of  .  
One may follow the procedure in Theorem 1.1 to find the matrix  .  As in 
Theorem 1.1, we begin with the special case, all  s are equal to A, then combine the 
results of distinct    parts to get the general form .  When  all s are equal to A, 
the equation is the form of 
() l B j n Z , ,s
n M
i A
M i A n i A
,
1 f u A
dt
d n
k = ⎟
⎠
⎞
⎜
⎝
⎛ − ∏ =  
then the solution of this equation is 
  21   () ( ) ( ) () () ( ) ∑ ∫
−
= −
−
= =
1
0
0
. ,
!
, ;
n
j
t
A
j
ds s g j n Z s t T
j
t
A n t W t u
τ
   (1.3.12) 
One may get (1.1.8) by continuous differentiate (1.3.12).  The first derivative of 
(1.3.12) gives 
() () ( ) ( ) τ τ
τ
d f j n Z s t T
j
t
t u
n
j
t
A
j
∑∫
−
=
−
−
−
−
= ′
1
1 0
1
,
! ) 1 (
) (
 
() ( ) ( ) ( ) ( t f n z d f j n Z s t AT
j
t
n
j
t
A
j
0 , ,
!
) (
1
0 0
+ −
−
+∑∫
−
=
τ τ
τ ) .     (1.3.13) 
the initial condition   implies  that  () 0 0 = ′ u ( ) ( ) 0 0 0 , = f n z . Since ( ) 0 0 ≠ f , it enforce 
.    Continue this procedure, one may get  () 0 0 , = n z
()() () ( ) ( ) ds s f j n Z s t T
i j
t
t u
n
i j
t
A
i j
i ∑∫
−
=
−
−
−
−
=
1
0
,
! ) (
) ( τ
 
() ( ) ( ) ds s f j n AZ C s t T
i j
t
n
i j
t
i
A
i j
∑∫
−
− =
− −
−
− −
−
+
1
10
1
)) 1 ( (
,
! )) 1 ( (
) ( τ
 
               () ( ) ( ) + −
− −
−
+ ∑ ∫
−
− =
− −
ds s f j n Z s t T A C
k i j
t
n
k i j
t
A
k i
k
k i j 1
0
)) ( (
,
! )) ( (
) ( τ
                               
() () ( ) ∑ ∫
−
= −
−
+ +
1
0
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              () ( ) ( ) ( )   + − + − +
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i 2 , 1 ,
1
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() ( ) t f n Z A C
i i
i 0 ,
1 1
1
− −
− + for  n i ≤ ≤ 1  
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() () ( ) 0 0 , 2 , 1 ,
1 1
1
1
1 = + + − + −
− −
−
− n Z A C i n AZ C i n Z
i i
i
i    for  1 1 − ≤ ≤ n i .  (1.3.14) 
Finally, one can put ,    into (1.3.1) to get  () t u ()()( ) n i t u
i ≤ ≤ 1
() () ( ) f f n Z A C n n AZ C n n Z
n n
n
i = + + − + −
− −
−
− } 0 , 2 , 1 , {
1 1
1
1
1   .    (1.3.15) 
Put (1.3.14), (1.3.15) together, and let  ( )
T I h , , 0 , 0  
 
= ,  I  is identity operator on 
  22[] () []() [] ( ) ∪ ∩
n
i i A D T C X T C
1
1 ; , 0 ; , 0
=
z h M n
   
=
−1
. Then one can write them in matrix form 
. 
 
One can apply the supper-position principle to get the solution of (1.3.1) with 
nonzero initial data is the sum of the solutions of (1.1.1) and (1.3.1) with zero initial 
data. We summarize this result as following corollary 1.3. 
 
Corollary 1.3. Under the hypotheses of Theorem 1.1 and Theorem 1.2, the equation 
(1.3.1) with nonzero initial data has a unique solution  ( ) t u   which is represented as 
 
() () ()   + + + ∑ ∑
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1.4. Application 
 
Example 1.1 . We consider the following initial value problem 
() () ( ) ( ) ( ) [ ]
()( )
()( )
12
1
2
,, , , , , 0 ,
,                                                                    
, ,                                                                   
tx xx t xa u t xa ut x f t x t x TR
ux x x R
ux x x R
φ
φ
++ = ∈
=∈
=∈
0,
0
tt
t
u ⎧
⎪
⎨
⎪
⎩
1 , a a
×
 (1.4.1) 
where are given constants. Let  2 ( )
2 EL R = ,  ( ) ()
1
2
k DA W R =  and 
k Af= 
  23( 1, 2
k
k
d
fk
dx
= ) , for every  ( )
k A D f ∈ .  Under these notations, (1.4.1) is equivalent 
to following problem: 
() () ( ) ( ) [ ]
() ()
() ()
12
1
2
,0 ,
0 ,     
0 ,    
Ut a A Ut F tt T
Ux x
Ux
φ
φ
′′ ′ ⎧ ++ = ∈
⎪ =∈ ⎨
⎪ ′ =∈ ⎩
2
                                      
                                      
a A U t
R
x R
()
      (1.4.2) 
where  ,  () ( )
2 Ut L R ∈ ( )
2 F tL R ∈  which  satisfy ( ) ( ) , Utx utx =  and  () ( ) F tx = 
( , ) f tx, for each () x [] R T t , 0 ∈ × , .  It is well-known that, A generates a  - 
semigroup   on the Banach space E , which satisfies 
0 C
() {} 0 ≥ t t T ( ) ( )( ) x f ( ) t x f + = t T  
for all  and for all  () R L f
2 ∈ [ ] R T ( ) x t ,
0 C
× ∈ , 0  (see e.g. [12, ch22, item 22.5]). 
Moreover,    can extent to a  - group.    It is easy to see that    () t T
() (), = k t h
dt
d
k
k
2 , 1
2 2 =
− − A t h A
dt
d k k
k
k
 for  every  ( )) : ] , 0 ([
2 2 A D T C h∈ . 
If the characteristic equation  ( )= z z P
A
0 2 1
2 = + + a z a
0 C
 of (4.1) has single roots   
with multiplicity 2, then   generates  a  -semigroup 
1 z
z1 ( ) { } 0 1 ≥ t t T , which satisfy 
  and for all  ( ) [] R T x t × ∈ , 0 , .  () () ( ) ( z x f x f t T 1 1 + = ) t  for  all ( ) R L
2 ∈ f
If  ( )
3
1 A D ∈ φ  and  ( )
2 A 2 D ∈ φ   then (4.2) can be rewritten as 
()
∈
∈
R
R
t F
) () 11
1
0
) ( ) 2
t Tt
T ts Z
=+
−
() 0 , 2 Z
     () ()
() ()
⎪
⎪
⎪
⎩
⎪
⎪
⎧
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= ⎟
⎠
⎞
⎜
⎝
⎛ −
x x U
x x U
U A z
dt
d
, 0
, 0
2
1
2
1
φ
φ
)
⎪
⎨           ( 1 . 4 . 3 )  
By Corollary 1.3, (1.4.3) has an unique solution of the form 
    
() () ( ( ) ( ) ()
() ( )
1
0
0
2, 2,1 ( ) 2,0
              ( ,1
t
t
Ut Tty y Tt s Z Fsd s
ts F s d s
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∫
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I
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⎣
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⎡
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I Z
Z
I
0
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0 , 2 0
⎢
⎣
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A z
I
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⎥
⎦
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⎢
⎣
⎡
2
1
φ
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This implies that 
() () () ( ) () ds s F s t T s t A z t tT t T t U
t
) ( ) (
0
1 1 1 2 1 1 1 − − + − + = ∫ ϕ φ φ . 
  24Thus, (1.4.1) has a solution 
( ) () () () ( ) ( ) () ∫ + − − + + ′ − + + + =
t
ds x s t z s f s t t z x t z t z x t t z x x t u
0
1 1 1 1 1 2 1 1 , , φ φ φ . 
 
Example 1.2. We consider following initial-boundary value problem 
() () () ()() () () ( )
() ( )
() () ()
2
2
12 2
1
2
,, , , , , 0
0, ,                                                                            
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where ,    are constants and  1 b 2 b
n R ⊂ Ω   is a bounded domain with sufficient smooth 
boundary.  Let  ()
2 E LR = ,  ( ) ( ) ( )
21
0 H DA H = Ω∩ Ω and ν ν Δ = A , for all ν ∈ 
.    Then (1.4.4) can be written as  ( DA )
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() ()
2
12
12 0 , 0 .                    
tt t
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Ut b A Ut b A U t F t
UU ψψ
⎧ ++= ⎪
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        ( 1 . 4 . 5 )  
Through a simple calculation, one may get  () () 2 , 1 ,
2 2 = =
− − k t h
dt
d
A t h A
dt
d
k
k
k k
k
k
 for 
every  ( )) : ] , 0 ([
2 2 A D T C h∈
0 C
.  Pazy [21,p211] shows that A is the inifinitesimal 
generator of an analytic  -semigroup  ( ) { } 0 1
~
≥ t t T .  It is easy to show that (e.g [21] , 
p104) for any , the initial-boundary value problem:  () Ω ∈
2 L g
  
() ( ) () () ( )
() ( )
() () [] ⎪
⎪
⎩
⎪
⎪
⎨
⎧
Ω ∂ × ∈ =
Ω ∈ =
Ω × ∈ Δ =
∂
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T x t x t y
x x g x y
T x t x t y x t y
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, 0 , , 0 ,
, , 0
, 0 , , , ,
      ( 1 . 4 . 6 )  
has an unique solution  () ( ) ( )( ) x g t T x t y
~
, = .  However, the initial-boundary value 
problem (1.4.6) can be solved by separation of variables method. Its solution is 
() ( ∑
∞
=
=
0
,
k
k
t
k x w e x t y
k λ α )  
where ...... 0 3 2 1 ≥ ≥ ≥ > λ λ λ  are the eigenvalues of the differential equation, and 
  25() x wk   is the eigenfunction corresponding to  k λ  for  each    , 2 , 1 , 0 = k . 
Thus, 
   .  () () () () ∑
∞
=
=
0
,
~
k
k
t
g k x w e x g t T
k λ β
1
~ α  with  If the characteristic equation    of (1.4.5) has a roots  () 0 1
2 = + = z b z z P 2 +b
( ) { } 0 1
~
≥ t t T multiplicity 2.  Then  A 1
~ α  generates a  -semi group  0 C  and the solution 
of (1.4.5) can be represented as 
() () () () ∑
∞
=
=
0
~
, 1
1 ~
k
k
t
g k x w e x g t T
kα λ β  for  ( ) ( ) [ ] Ω × ∈ T x , 0
( ) ( ) 2 2 2
Ω t g , , ∈L
2
)
0
. 
As Example 1.1, this implies that 
~
   () () () ( ( )1 2 1 1 2 1 1 1
~ T t t A t tT t T t U − − + = ψ α ψ ψ dt t F t t −
t
+∫ . 
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~
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1
k
k
s t
x s f k
t
w e s t
kα λ β . Chapter 2. Relative Bounded Perturbation of Abstract Cauchy 
Problem in Banach Space 
 
2.1. Introduction and Preliminaries 
 
  Lots of partial differential equations can be transformed into the perturbed 
abstract Cauchy problem   
    () ()
() ⎪ ⎩
⎪
⎨
⎧
=
=
           0 x u
t Au t u
dt
d
          ( 2 . 1 . 1 )  
where A is a generator of a  -semigroup on a Banach space X and B is a linear 
operator on X satisfying certain condition.  However,  requiring  A to be a generator of 
a  -semigroup is excessively restrictive for some practical problems.    For instance, 
the Schrodinger operator    does not generate a  -semigroup on  ,   
or  .  This difficulty can be bridged over to consider the operator A being a 
generator of a  -semigroup.   
0 C
0 C
0
iΔ 0 C ( )
pn LR 2 p ≠
()
n CR
C
  In this chapter, we consider the perturbed abstract Cauchy problem 
   
() ( ) ()
(0)
d
ut A But
dt
ux
⎧ =+ ⎪
⎨
⎪ = ⎩
         ( 2 . 1 . 2 )  
where A be a generator of a C- semigroup or a mild C-existence family on a Banach 
space X and B be a linear operator on X satisfying certain condition.    S. Y. Shaw, C. 
C. Kuo and Y. C. Li [24] studied this problem for B to be a bounded linear operator 
on X.    They showed that if A generates a C- semigroup on a Banach space X and B is 
a bounded linear operator on X, then  ( ) AB +  also generates a C- semigroup on X.  
Here we want to consider the perturbation operator B is an A-bounded linear operator 
with the A-bound   satisfying  0 a 0 a α <  for some constant α , then () A B +  still 
generates a C- semigroup on X. 
Throughout this chapter we will use following notations and assumptions.  Let 
X be a real or complex Banach space endowed with the norm  ⋅ .  We  will  denote 
by [ ] B X  the space of all bounded linear operators on X. We always assume that C 
be a bounded injective linear operator on X.  Denote Z be the solution space of the 
abstract Cauchy problem (2.1.1) while A be a generator of a C-semigroup.  R. 
delaubenfel [3, Theorem 4.8] showed that Z be a Fréchet space.    Since the image of 
the injective linear operator C can be continuously embedded in Z and Z can be 
  27continuously embedded in X, one can extend   to be a complete subspace 
 of X.  Let 
Im( ) C
[Im( )] YC = θ Δ  and  θ Δ  be the sectors {: a r g zC z } θ ∈ <  and its 
closure respectively.  For any given  , the family of bounded linear operators  
  is called a strongly continuous local C-semigroup on X if it satisfy 
following conditions: 
0 T >
0,
{( ) : 0 Wt t ≤≤
(0
() Wt
} T
) WC =
( Ws
(1)  , 
(2)   for  all  ) ) C W =+ ( t s , s t T st ≤ +≤  and 
(3)   as  , for every  ( Wt )x →C x 0 t ↓ x X ∈ . 
In particular, if  , the family of bounded linear operator   is 
called a C-semigroup on X.  An linear operator A is said to be a generator of the 
C-semigroup    with maximum domain  , if 
T
0 } t≥
0 {( ) } t Wt ≥ =+ ∞
() DA {( Wt )
0
lim
h
+ →
1
) { : ( ( ) e nd is in Im( )} x W x C
h
( DA ) hx C =− xists a  
and 
1
0
1
m
h
+ li ( ( )
h
C W h
−
→
) x Cx =− Ax  for  every  ( ) x DA ∈ . 
We say the family of bounded linear operators   to be a strongly 
continuous  -semigroup on X if it is a C-semigroup with 
0 {( ) } t Tt ≥
CI 0 C = . 
Furthermore, if X be a sequentially complete locally convex space under a family 
of seminorms  , we say the  -semigroup   is equicontinuous in t, if for 
any continuous seminorm p on X there exists a continuous seminorm q on X such that 
0 C Γ
()
0 {( ) } t Tt ≥
(( )) p Ttx q ≤ x for  all t  and  all  0 ≥ x X ∈ . 
R. delaubenfel [3] proved several equivalent relations between the C-semigroup 
and the solution of the abstract Cauchy problem (1.1).  For the convenience, we list 
three of the equivalent relations here without proof. 
 
Theorem A: [3, Theorem4.15] Suppose X be a Banach space, the resolvent set  ( ) A ρ  
of the operator A is nonempty, C be an injective linear operator such that  .  
Then the following statements are equivalent: 
CA AC ⊆
(a) The abstract Cauchy problem (2.1.1) has a unique solution for all  ( ( )) x CDA ∈ . 
(b) The abstract Cauchy problem has a unique mild solution for all  Im( ) x C ∈ . 
(c) The operator A generates a C-semigroup. 
Furthermore, the C-semigroup generated by A is then given by  ( ) Wtx = 
 where   is a locally equicontinuous  -semigroup on Z 
generated by 
() (, ) T t Cx u t Cx = 0 {( ) } t Tt ≥ 0 C
Z A  and    is the solution of (2.1.1).  ( , ) utC x
  28For a given positive constant T, we say that {( ) : 0 } Tt t T ≤ ≤
0 C
 is a locally 
equicontinuous  -semigroup on Z means that it is a locally  -semigroup and it is 
equicontinuous on  . 
0 C
[0, ] T
 
The mild solution of the abstract Cauchy problem (2.1.1) can be represent by the 
mild C-existence family, which is defined as follows. 
Definition 2.1: The family of bounded linear operators   is a mild 
C-existence family for A if 
0 {( ) } t Wt ≥
(1) the map   from [ ( ) tW t   x 0, ) ∞  into  X is continuous for every  x X ∈ ; and 
(2) for each  x X ∈  and  ,   is  in   and  0 t >
0 ()
t
Wsx d s ∫ ( ) DA
0 () ()
t
A Wsx d s Wtx C x =− ∫ . 
In particular,   is the mild solution of the abstract Cauchy problem 
(2.1.1) for any given x in X. 
( , ) ( ) utC x Wtx =
For proving the existence of the mild C-existence family, we need to introduce 
the C-resolvent set  ( ) C A ρ  of  operator  A, namely 
 
Definition 2.2: We say that  ( ) C A λ ρ ∈  if ( ) I A λ −   is injective and   
Im( ) Im( ) CI A λ ⊆− . 
The set  ( ) C A ρ  is called the C-resolvent set of A.  Furthermore, for every 
( C A) λ ρ ∈ , the resolvent operator  ( : ) Y R A λ  be  defined  as 
0 (:) ( )
t
Y R Ax e Wtx d t
λ λ
∞ − =∫  for  every x Y ∈ .    (2.1.2) 
From this definition,  ( : ) Y R A λ  is a bounded operator on Y.  We will use the 
exponentially bounded analytic mild C-existence family to represent the classical 
solutions of the abstract Cauchy problem (2.1.1). 
 
Definition 2.3: Suppose  02 θ π <≤ .  The  exponentially  bounded  mild  C-existence 
family   is an exponentially bounded analytic mild C-existence family on 
the sector 
0 {( ) } t Wt ≥
{:0 ,  
i re r
φ } θ φ θ > < Δ= , if it can be extend to a family of bounded 
linear operators  {( ) } z Wt
θ ∈Δ  satisfying: 
(1) the map   from  () zW z → θ Δ  into  [] B X  is  analytic; 
(2)   is an exponentially bounded mild C-existence family for the  0 {( ) }
i
t Wt e
φ
≥
  29operator   whenever 
i eA
φ φ θ < ; and 
(3)  {( ) } z Wz
Ψ ∈Δ   is strongly continuous for all  θ Ψ < . 
Moreover, if  () Wz  is bounded on  Ψ Δ  for all  θ Ψ < , then { ( )}z Wt
θ ∈Δ  is 
call a bounded analytic mild C-existence family. 
In this chapter, we consider perturbed abstract Cauchy problem by a relatively 
bounded linear operator B which is called A-bounded operator.  It is defined as 
follows. 
 
Definition 2.4: Let    be a linear operator on the Banach space X.  An 
operator 
: ( ) ADA X →
:( ) B DB X →   is called relatively A-bounded if   and  if  there 
exist nonnegative constant a and positive constant b such that 
() () DA DB ⊆
    Bxa A xb x ≤+   for  all  ( ) x DA ∈ .     (2.1.3) 
We call the constant 
{ }   holds   (2.1.3) such that      ,   exists    there : 0 0
+ ∈ ≥ = R b a a a  
is the A-bound of B. 
 
Definition 2.5: We say the family of bounded linear operators   is an 
  C-semigroup if it is a C-semigroup and there exists a constant   such 
that 
0 {( ) } t Wt ≥
0 M > (
t Oe
ω )
    ()
t Wt M e
ω ≤   for  all  .  0 t ≥
  Under these notations and assumptions we have following results which will be 
proved in section 2.2. 
Theorem 2.1: Suppose A is a generator of a bounded C-semigroup   with  0 {( ) } t Wt ≥
() Wt M ≤  for all  .  There exists a constant  0 t ≥ ( ) M α α =  depending on M 
such that if B is a A-bounded linear operator with A-bound  0 a α < , then there exists a 
bounded C-existence family generated by  ( ) AB +  on  Y. 
Theorem 2.2: Let 02 δ π ′ <<  be a given constant and  ( ) { } {} 0 ∪ Δ ∈ ′ δ z z W  be a 
exponentially bounded analytic C-semigroup generated by A.  There exists a 
constant  α  such that if B is a A-bounded linear operator with A-bound  0 a α <  and 
B is commutative with C, then the operator  ( ) AB +  also generates an exponentially 
bounded analytic mild C-existence family on some region in the complex plane. 
  30  In the last section of this chapter, we will apply these results to certain 
differential equations which deduced from some practical problems. 
 
2.2. Proof of Theorems 
  We will denote  x  as a norm of x in Y and  F  as a norm of a linear 
operator F on   respectively throughout this chapter.  To prove Theorem 2.1 we 
need following lemma. 
Y
Lemma 2.1: Suppose A is a generator of a    C-semigroup   and B 
is a A-bounded operator with corresponding constants a and b in (2.1.3).  If 
( )
t Oe
ω
0 {( ) } t Wt ≥
0 () C A λ ρ ∈   such that the constant 
00 (: ) (: ) YY da A R A b R A λλ =+1 <
)
, 
then  0 ( C AB λ ρ ∈+  and 
1
00 (: ) ( 1 ) (: ) YY R AB d R A λλ
− +≤ − . 
Proof: At first, we show that the set  { } ω λ λ > ∈ =   Re : C S   is contained in  ( ) C A ρ .  
Since 
() ( ) ∫
∞ − =
0 : xdt t W e x A R
t
Y
λ λ    for  each  S λ∈  and  x Y ∈ , 
and   is  a    C-semigroup, the operator  0 {( ) } t Wt ≥ ( )
t Oe
ω ( : ) Y R A λ  is  well  defined. 
From the assumption for the operator B, we have 
00 0
00
(: ) (: ) (: )
                         ( ( : ) ( : ) )
YY Y
YY
BR A x a AR A x b R A x
aA R A bR A x dx x
λλ λ
λλ
≤+
≤+ ≤ <
 
for each x Y ∈ .  This implies  0 (: ) Y BRA λ  is a contraction mapping on Y, and 
hence  0 (: Y ) BRA λ  is  invertible  in  Y. 
Since  0 (: ) Y R A λ  is a bounded linear operator on Y and  0 (: ) 1 Y BR A λ < , from the 
identity of resolvent operator on Y, we have 
     for  every  00 0
0
( : ) ( :) ( ( :) )
n
YY Y
n
RA B RA B RA λλ λ
∞
=
⎡⎤
+= ⎢⎥
⎣⎦ ∑ 0 () C A λ ρ ∈ . (2.2.1) 
So,  0 (: ) Y R AB λ +   is well defined on Y and 
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000
0
1
0
(: ) (: ) (: )
                           (1 ) ( : ) .
n
YYY
n
Y
RA BRA B RA
dR A
λλλ
λ
∞
=
−
⎡ ⎤
+≤ ⎢ ⎥
⎣ ⎦
≤−
∑
    (2.2.2) 
This inequality shows that  0 ( C AB ) λ ρ ∈+   and the assertion of this lemma followed. 
 
Proof of theorem 2.1: Since   is a bounded C-semigroup, without lose of 
generality we may assume 
0 {( ) } t Wt ≥
     () Wt M ≤   for  all  ,       (2.2.3)  0 t ≥
for some positive constant M.  From the definition of resolvent operator, (0,∞) is 
contained in  ( ) C A ρ  and  (:) Y RA M λ λ ≤  for every λ∈(0,∞).  We prove this 
theorem is true when    at first, and then we prove this theorem without this 
restriction.  Under  the  assumption 
0 M << 1
1 0 M < < , for any relatively A-bounded operator 
B with A-bound  0 (1 ) (1 aM <− +) M  we  may  choose  0 ε >   small enough and then 
choose  λ   large enough such that 
     0 (1 ) (1 ) aM M M ε <− − +        ( 2 . 2 . 4 )  
and 
    () b λ ε < ,           ( 2 . 2 . 5 )  
where b is the positive constant in (2.1.3). 
This implies that if  λ   satisfying (2.2.5), then the constant 
0
0
0
(:) (:)
   (:) (:)
   (1 ) ( )
   1- - ( ) 1,
YY
YY
daA R A b R A
aR A Ib R A
aM b M
MM b M
λλ
λλ λ
λ
ελ
=+
=− +
≤+ +
<+ <
 
and hence 
      1 1 < ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
⎟
⎠
⎞
⎜
⎝
⎛ − − ≤ + M
b
M d
λ
ε . 
Followed from lemma 2.1,  ( : ) Y R AB λ +   is well-defined for any 
0 1( 1
bM
aM
λ >
−+ )
. 
Furthermore, according to (2.2.2) and above inequalities, one has 
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11 (: ) ( 1 ) (:) ( 1 )( )1 YY RA B d RA d M λ λ
−− +≤ − ≤ − ≤ λ λ  (2.2.6) 
as long as λ  large enough.  Choose  0 λ  large enough such that  0 (: ) Y R AB λ +  
satisfies (2.2.6), then we can define the Yosida approximation for the linear operator 
  by the following process.    Let  ( KA =+ ) Y B |
   
2 (: ) (: ) nY Y K n K RnK n RnK n I = =−   for every integer  0 n λ > . 
According to (2.2.6),   is a bounded operator on Y for each positive integer  n K
0 n λ >  and 
   
2 (: ) 1
n Y tK tn R nK nt nt nt ee e e e
−− =≤ =  for  all  .   (2.2.7)  0 t >
This shows that   is  a  -semigroup of contractions on Y for every positive 
integer 
0 {}
n tK
t e ≥ 0 C
0 n λ > .  Since  of   and    are commutative for all positive integers n 
and m larger than 
n tK e
m tK e
0 λ , it implies that for every  x Y ∈  
   
()
0
()
0
()
                        ( )( )
                        .
nm m n
mn
t tK tK t s K sK d
ds
t tsK s K
nm
nm
exex e ex d s
ee K x K x d s
tK x Kx
−
−
−=
=−
≤−
∫
∫     (2.2.8) 
Imitating Yosida approximation liked method, one may get 
    li  for  each  m n n Kx K x
→∞ = x Y ∈ .      (2.2.9) 
Hence, 
      for  each  lim
n tK tK
n exe x
→∞ = x Y ∈ .      (2.2.10) 
Moreover, followed from (2.2.7) we have  1
tK e ≤ .  This shows that   is 
also a  -semigroup of contractions on Y with generator K. 
0 {}
tK
t e ≥
0 C
Denote this semigroup by   and  let  0 {( ) } t St ≥ () () Vtx StC x =  for  all  ,  t ≥ x Y ∈ .  0
Since A is a closed operator and B is an A-bounded operator on Y, this implies that 
  is a closed operator on Y (see e.g. [5, p.171]), and hence  () Y KA B =+|
−        for  every 
00 () () ()
tt
KV s xds K S s Cxds V t x Cx == ∫∫ x Y ∈ . 
This shows that    is a bounded C-existence family on Y generated by K.  0 {( ) } t Vt ≥
Now, we are going to prove the assertion of this theorem is also true without the 
  33restriction  () 1 Wt M ≤ < .  However, from the assumption of this theorem, the 
semigroup   generated by A satisfies that  0 {( ) } t Wt ≥ 1 () Wt M ≤  for some constant 
.  Let   be a constant small enough such that  .  Set 
 for  all  , then there is a constant 
1 0 M >
() Wt=  
1 k >
() t
0
t
111 kM <
1 k W 0 ≥ 2 1 M <  such  that 
      11 2 () 1 Wt k M M ≤ ≤<   . 
It is easy to see that   be  a  -semigroup on Y generated by A.  In  fact,  0 {( ) } t Wt ≥  
1 ( kC)
C
+
11 (0) (0) Wk Wk ==   ; 
11 1 1 1 () () () () ( ) ( ) WtWs k Wtk Ws k C k Wt s k C Wt s == + =      ; 
1 () Wtx k C x →    as   for  every  0 t
+ → x Y ∈ ; and the limit 
   
1 1
0
lim ( ( ) ) h
h
AxC W h xC x
+
−
→
=−  
   
11 1
11
0
      lim ( ( ) ) h
h
kC k W h xk C x
+
−−
→
=− 1  
   
11 1
11
0
      lim ( ( ) ) h
h
kC W h xk C x
+
−−
→
=   −   exists for every  (() ) x CDA ∈ . 
Let   for all  , then followed from previous proof of this theorem, 
there is a bounded  -existence family   generated  by  K.  This  implies 
that 
1 () () Vt k Vt =   0 t ≥
) 1 ( kC 0 {( ) } t Vt ≥  
   for  every  x in  ,(2.2.11)  () () () Cx k x t V Cxds k s S K xds s V K
t t
1 1 0 0
~ ~
− = = ∫ ∫ 1 [Im ] kC
where   is the completion of  .  Let  1 [Im ] kC 1 ImkC ( ) ( ) t V k t Q
~ 1
1
− = , then   
be a C-existence family generated by K.  To see this to be true, we need only to 
prove that 
0 {( ) } t Qt ≥
     for  every 
0 () ()
t
KQ s C x d sQ t xC x =− ∫ x Y ∈ . 
This can be obtained by multiply the constant   to (2.2.11), and this theorem is 
completely proved now. 
1
1
− k
 
Remark 2.1: In addition, if the A-bounded operator B commutes with C, then one 
may get more strong result, namely  ( ) AB +  generates  a  bounded  C-semigroup on Y. 
 
  34  In the rest of this section, we will show that if A generates an   analytic 
C-semigroup and B is an A-bounded operator, then 
( )
t Oe
ω
) (AB +  generates  an 
exponentially bounded analytic mild C-existence family on Y.  To achieving this 
goal, we by the way of the resolvent operator  ( : Y ) R AB λ +  and Hille-Yosida 
approximation like method to prove the existence of the mild C-existence family on Y.  
However, for estimate the resolvent operator  ( Y : ) R AB λ + , the C- resolvent set of 
, namely  ( AB + ) ( ) C AB ρ +   have to be non-empty.    Instead of proving  ( ) AB C ρ +  
is non-empty directly, we show that  ( ) { } ( ) B A+ r z C z > ∈ : A C ρ ∩ C ⊂ ρ  where r is 
a positive constant (please see Lemma 2.3).  Hence, if there is a sector contained in 
() C A ρ  then  ( ) AB C ρ +
( ) C A
 is non-empty.  At first, we will show that there does exist 
a sector contained in  ρ   (please see Lemma 2.2).    For simplify the computation 
in the following proofs, we will use following assumptions and notations.  We 
assume  {( ) } z Tz
δ ∈Δ  is a analytic bounded C₀-semigroup on Y, where  δ Δ  is the 
sector  { } 0 arg : ∈ z C z } { ∪ δ ≤  for some constant  0 δ > .  The norm 
∞ ⋅  on Y is 
defined by 
      sup ( )
z
x Tzx
δ
∞
∈Δ
≡  for  every  x in Y. 
It is easy to see that the norm 
∞ ⋅  is equivalent to the original norm on Y and the 
operator norm for   satisfies  that  ( ) Tz
1
() s u p () 1
y
Tz Tzy
∞
∞
≤
∞ ≡ ≤  for  all  z in  δ Δ . 
To prove Theorem 2.2, we need following two lemmas. 
Lemma 2.2: Suppose  {( ) } z Wz
δ ∈Δ  be a bounded analytic C-semigroup in the sector 
δ Δ  which is generated by a linear operator A and 0 ( ) C A ρ ∈ .  Then we have 
following results. 
(i) There exist a constant K such that 
    () Y
K
Ri στ
τ
∞ +≤  for  every  0 σ > ,  0 τ ≠ .    (2.2.12) 
(ii) There exist constants  2 0
π δ′ << and   such  that  0 M >
   
2
2 {: a r g }{ 0 } () C zA π
π
δ λδ
′ + ′ ≤+ = Δ ⊆ ∪ ρ  
and 
  35    (:) Y
M
RA λ
λ
∞ ≤  for  all 
2
π δ λ
′ + ∈Δ ,  0 λ ≠ . 
Proof: (i) Since    is bounded and  { ( )} Wz ( ) ( ) Wz TzC = ,    is also a bounded 
analytic  -semigroup in the sector 
{ ( )} Tz
0 C δ Δ .  Moreover, given any  x Cz Y =∈ , since 
() 1 ≤ Tz
∞  on  Y, the operator 
   
()
0 (: ) ( )
it
Y R iA x e T t C z d
στ στ
∞ −+ += ∫ t  for  every  0 σ >    (2.2.13) 
is well-defined on Y. 
With the same technique introduced in [21, p.62], we can shift the path of integration 
in (2.2.13) from the positive real axis to any ray 
i e
θ ρ  with  0 ρ << ∞  and 
θ δδ ′ ≤< .  For  0 τ > , shifting the path of integration to the ray 
i e
δ ρ
′ −  and 
estimating the resulting integral one can find that there is a positive constant K such 
that 
(c o s s i n)
0 (: )
cos sin
Y
x K
R iA x e xd x
σδ τδ στ ρ
σδ τδ τ
∞ ′′ −+ ∞
∞ ∞∞ +≤ ≤ ≤
′′ + ∫  
for every  x Y ∈ .  Similarly  for  0 τ < , one can shift the path of integration to the ray 
i e
δ ρ
′ +  and  obtain 
    (: ) Y
K
R iA x x στ
τ
∞ ∞
−
+≤  for  every  x Y ∈ . 
Thus the inequality (2.2.12) holds. 
(ii) Since A be the generator of a bounded analytic C-semigroup  {( ) } z Wz
δ ∈Δ , 
followed from (2.2.13) we have 
   
1
(:)
Re
Y RA λ
λ
∞ ≤   for  all Re 0 λ > . 
From (i),  Im (:) K
Y RA λ λ
∞ ≤   and therefore there is a constant   such  that  1 K
   
1 (:) Y
K
RA λ
λ
∞ ≤   for  all Re 0 λ > . 
Let  0 σ >  and write the Taylor expansion for  ( : ) Y R A λ  on Y around  0 i λ στ =+, 
we have 
   
1
0 (:) ( :) ( )
n
YY n RA R i A i
n λ στ στ λ
∞ +
= =++ ∑ − .    (2.2.14) 
If  () : Y 1 R iA i l στ στλ
∞ ++ − ≤ < , the series in the right hand side converges in 
  36[] B Y .  Choosing  Re i λ λ ′ =+ τ  in (2.2.14) and using (2.2.12) we have that the 
series converges uniformly in  [ ] B Y   for all complex number λ′  which 
satisfies Re
l
K
τ
σλ ′ −≤ .  Since both  0 σ >  and  1 l <  are arbitrary, it implies 
that ( ) C A ρ  contains the set of all complex number λ  with Re 0 λ ≤  satisfying 
Re 1
Im K
λ
λ
< .  In  particular, 
2
2
π      () {: a r g }{ 0 } C Az π δ ρλ δ
+ ′
′ ⊃≤ + = Δ ∪ ,    (2.2.15) 
where 
1 1
tan l
K
δ
− ′ =  and  .  Moreover,  0 l << 1
2 1 11
1( 1 ) (:)
K M K
Y ll RA τ λλ λ
+
−− ∞ ≤ ≤=   for  all 
2
π δ λ
′ + ∈Δ  with 
2
(1
K
l
+
−
1
) M = . 
By assumption, 0 is also in  ( ) C A ρ .    Thus, the assertion of (ii) is true and this lemma 
is completely proved now. 
 
Lemma 2.3: Suppose  {} ( ) A z C z C ρ δ ∈ = Δ arg : δ ⊂ ≤  and the resolvent operator 
(:) Y R A λ  satisfies  (:)
M
Y RA λ λ ≤  for every  δ λ∈Δ , where  0 δ ≥  and  1 M ≥  
are constants.  Furthermore, if the linear operator B is A-bounded with A-bound 
1
0 1 M a + < , then there exist constants   and  0 r > 1 M ≥    such  that 
{} ( B A r z C z C + ⊂ > ∈ Δ ρ δ : ∩ ) , where  1( 1 )
bM
aM + r − =  and 
M (: ) Y B RA λ λ +≤
 
 for 
every  {} r z C z > ∈ Δ ∈ : ∩ δ λ . 
Proof: Choose constants 01 ( aM ≤< + 1 )  and  0 b ≤   such that (2.1.3) hold.   
Denote  {: zz δ Δ=Δ ∈ > ∩  } r  and  let  d be defined as in lemma 1, then 
(:) (:)
   (:) (:)
   (1 ) ,  f o r  e v e r y   .
YY
YY
bM
da A R A b R A
aR AIb R A
aM λ
λλ
λλ λ
λ
=+
=− +
≤+ + ∈ Δ
 
The conclusion of this lemma follows from lemma 2.1 immediately. 
 
Proof of Theorem 2.2: We first prove this theorem to be true when  () {} {} 0 ∪ Δ ∈ ′ δ z z W  
is a bounded analytic C-semigroup on Y.  Suppose this assumption is satisfied, 
follows from Lemma 2.2 the linear operator    can be represent as 
 and 
( ) Wz
() () Wz TzC = () 1 Tz
∞ ≤ , where the norm 
∞ ⋅  on  Y is defined as previous.   
  37By lemma 2.2, there is a sector 
⎭
⎬
⎫
⎩
⎨
⎧ ′ + ≤ ∈ = Δ
′ +
δ
π
δ
π 2
arg :
2
z C z   which is contained 
in ( ) C A ρ .  For 
2
π δ λ
′ + ∈Δ , the operator 
2
(:) ( )
t
Y R Ae W
π δ
λ t d λ λ
′ +
−
Γ⊂Δ =∫  
is well-defined on Y and there is a constant   such  that  0 M >
()
1
:
Re
Y
M
RA λ
λ λ ∞ ≤≤ . 
Denote 
1
1 M
α
1
=
+
.  Followed from Lemma 2.3, there exist constants   and  0 r >
M ≥    such  that 
{ } ( )
22
: C zCz r AB ππ
δδ
ρ
′′ ++
′ Δ= Δ ∈ >⊂ + ∩  
and  ( B A+ : )   is well defined for every 
2
π
δ
λ
′ +
′ ∈Δ   and it satisfies  RY λ
() : Y
M
RA B λ
λ ∞ +≤
 
.         ( 2 . 2 . 1 6 )  
The inequality (2.2.16) implies that  () Y AB +  generated an analytic  -semigroup 
 on Y.  Let 
0 C
{() } z Sz ′ ∈Δ () Vz= () SzC for  { }
2
z C z r π
δ′ +
′′ : z ∈Δ= Δ ∩ ∈ > , then 
 is an analytic bounded mild C-existence family on Y generated by 
.  This proves the assertion of this theorem while 
{( ) } z Vz ′ ∈Δ
() AB + ( ) { } Δ′ ∈ z z W  is a bounded 
analytic mild C-existence family. 
For the general case, since  { ( )}z Wz ′ ∈Δ  is  a   analytic  C-semigroup generated 
by A, 
( )
t Oe
ω
( A I ω ) −   is also a generator of bounded analytic C-semigroup.  On  the  other 
hand, since B is A-bounded operator with A-bound  , we have  0 a
000 () () Bxa A xb xaAI x a b x ωω ≤+ ≤ − + +  for  all  ( ( )) x CDA ∈ . 
This shows that B is also ( ) AI ω − -bounded with the same A-bound  .  Thus, 
 generates an exponentially bounded analytic mild C-existence family on Y 
and the proof of this theorem is complete now. 
0 a
( AB + )
 
 
  382.3. Applications 
Example 2.1: Consider the following initial value problem in   
0
( , ) ( , ) ( , )  for  , 
(0, ) ( )
n du
tx i utx B utx t Rx R
dt
uxu x
⎧ =Δ + ∈ ∈ ⎪
⎨
⎪ = ⎩
    (2.3.1) 
where ( )( , ) ( )( ) ( , )
r Bft x g xI f t x
− =− Δ  for  all  ( , ) ( )
pn f tL R ⋅∈  ( ), 
 with exponent 
2 p ≠
()
n R gL
∞ ∈ 11
2 p rn >− .  Let  ( )
pn X LR 2 p =  ( ≠ ), then (2.3.1) 
is an ill-posed problem.  It is well known (see. e.g. [22. M. M. H. Pang]) that 
 generates  a  -regularized semigroup {  on 
 and there exist constants M, 
iA Δ=
()
pn LR
(I −Δ)
r −
0
( ) ( Wt I =− ) Δ }
ri t e
−Δ
0 λ >  (depending on r and p) such that 
 satisfies  {( ) } Wt
0 ()
t
p Wt M e
λ ≤  for  all  .      (2.3.2)  0 t ≥
Let  , according to (2.3.2), we can define resolvent operators  ( )
r CI
− =− Δ ( : ) Y R A λ  
on Y for every  0 λ λ >  by 
1
0 (:) ( ) ( )
t
Y R Az I A C z e Wtz d t
λ λλ
∞ −− =− = ∫   for  every  .  zY ∈
Furthermore, the resolvent operators satisfy 
0 (:) M
Y pp R Az z λλ λ − ≤   for  every zY ∈  and  0 λ λ > . 
Since  ,  CA AC ⊂ ( : ) Y R A λ   is commute with C and 
(:) (:) (:) YY Y pp p BRA z g C RA z g RA C z λλ λ ≤≤  
                        ( : ) Y p gR A C z λ
∞ ≤  
0
                       
p
Mg
Cz
λλ
∞ ≤
−
       ( 2 . 3 . 3 )  
For any  ( ( )) y CDA ∈ , let  , then 
1 () zI A C λ
− =− y
11 (:) ( ) ( ) ( ) Y BR A zBIAC zBIACIA yB C y λλ λλ
−− =− =− − =  
and (2.3.3) becomes 
00
(:) ( ) Y pp p
Mg Mg
p ByB R A z C z I A y λλ
λλ λλ
∞∞ =≤ ≤ −
−−
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           ( )
p
Mg
yA y λ
λλ
∞ ≤+
−
p  for  all  0 λ λ > . 
This shows that B is A-bounded A-bound with  0 0 a = .  From  Theorem  2.1, () A B +  
generated a C-existence family and hence the initial value problem (2.3.1) has an 
unique mild solution for any  0 Im uC ∈ . 
 
Example 2.2: The equation describing sound propagation in a viscous gas which 
perturbed by a space velocity term  ux ∂ ∂   can be written as 
23 2
22 2
0
(, ) (, ) (, )
2    for all  0, 
(0, ) ( )
uu t x u t x u t x
tx
tt xx x
uxu x
⎧ ∂∂ ∂ ∂
=+ + > ⎪ ∂∂ ∂ ∂ ∂ ⎨
⎪ = ⎩
R ∈
    (2.3.4) 
The unperturbed equation 
   
23 2
22
(, ) (, )
2
uu t x u t
tt xx
∂∂ ∂
=+
∂∂ ∂ ∂
2
x
       ( 2 . 3 . 5 )  
can be transformed to the matrix reduction form 
   
d
uK u
dt
=
   
, where 
t
u
u
u
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
 
 and  22
22
01
2
xx
K ∂∂
∂∂
⎡ ⎤
= ⎢ ⎥
⎢ ⎥ ⎣ ⎦
. 
Similarly, the perturbed equation (2.3.4) can be written as 
     ()
d
uK B
dt
=+
  
u , where 
00
0 x
B ∂
∂
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
. 
It is well known that (2.3.4) is ill-posed problem.  R. deLaubenfels [3, p89] shows 
the matrix operator K generates an exponentially bounded  2 (
r
x I ∂
∂ + )
− -semigroup on 
the space 
 
22 3
22 2 : , , , ,  are real valued continuous functions t
t
u uu u
Xu u u
u xtt x
⎧⎫ ⎡⎤ ∂∂ ∂ ⎪⎪ == ⎨⎬ ⎢⎥ ∂∂ ∂ ∂ ⎪⎪ ⎣⎦ ⎩⎭
 
 
for all 
7
4 r > . K. J. Engel and R. Nagel [5, p169] prove that  ux ∂∂ is 
22 () x ∂∂ -bounded with 
22 () x ∂∂ -bound zero.  This implies that B is K-bounded 
under the operator matrix norm.  Follows from theorem 2.1,   generates a  ( ) KB +
2 (
r
x I ∂
∂ + )
− -existence family.  Thus, for any given initial function  (0, ) ux = 
2
2 0() I m( )
r
x ux I
∂ −
∂
⎡ ∈+ ⎣
⎤
⎦   the differential equation (2.3.4) has a mild solution. 
  40Example 2.3: Consider the coupled differential system 
(, ) (, )
(, )
(, )
(, ) ( ) (, )
utx dvtx
utx
td
vt x
vt x qxut x
t
∂ ⎧ =Δ + ⎪ ∂ ⎪
⎨ ∂ ⎪ =Δ +
⎪ ∂ ⎩
x
          ( 2 . 3 . 6 )  
where 
12
(, ) (, ) (, )
(, )
n
d v tx v tx v tx
vt x
dx x x x
∂∂ ∂
=++ +
∂∂ ∂
   for every   is in the 
space   and  .  We say a complex valued function is rapidly 
decreasing if 
(, ) vx ⋅
1,1(
n WR ) )
1(
n qL R ∈
)
n ( f CR
∞ ∈   and it satisfies 
lim ( ) 0
m
x xD f x
α
→∞ =  for all mN ∈  and 
12
12
12
n
n
n
D
x xx
αα α
α
α αα
++ + ∂
=
∂∂ ∂
 
 
 for all  1 (, α α =  
.  2,,)
n
n N αα ∈  
Set 
11 () ()
nn X LR LR =×
)
n
  and  , where 
  is so-called the Schwartz space.    Let the linear operators A and B be defined 
by 
( ) { ( ):  is rapidly decreasing}
nn SR f C R f
∞ =∈
( SR
0
d
dx A
Δ ⎡⎤
= ⎢
Δ ⎣⎦
⎥
n , with domain   and  ,  ( ) ( ) ( )
n DA SR SR =×
00
0 q
B
M
⎡⎤
= ⎢⎥
⎣⎦
where ( )( ) ( ) ( ) q M fs q s f s =   is induced by a function   for  every 
   with 
( )
pn qL R ∈
() q M ∈= {( gL R ∈ fD
11 ) : (
nn q gL R ∈ ) } 2 max{1, }
n p > .  Then the 
differential system (2.3.6) can be written as the abstract Cauchy problem:   
      (( ) ) ( )( )
d
ut A But
dt
=+ . 
It is well-known that dd x  is a closed linear operator with domain 
  and Laplacian operator 
1,1() ()
n DW R S R =⊃
n Δ   generates an analytic 
-semigroup on a sector of angle  0 C (2 ) π .  Choosing  s large enough and let 
1
0
0( )
I
C
sI
−
⎡ ⎤
= ⎢ ⎥ −Δ ⎣ ⎦
, 
then C be a bounded linear injective operator on the Banach space X.  Give any 
initial value functions    there exists an analytic C-existence family for 
A. It is well know that 
00 (,)I m uv C ∈
q M  is  -bounded with  Δ Δ-bound zero (please see [5, p178]) 
and hence B is A-bounded under the operator matrix norm.  Follows from theorem 
  41  42
) 2.2,  ( A B +   generated an analytic C-existence family for A and hence the 
differential system (2.3.6) with any initial value functions   has a 
unique solution. 
00 (,)I m uv C ∈
 
Example 2.4: Let   be the set of all sequences  0 c ( ) n x  which converges to zero.  
Consider the following initial value problem in  :  0 c
(( ) )( ) ( ) ,   0 1 ;
(0) ,   1.
nn
n
nn
d
ut nBu t t
dt
ue q n
−
⎧ =+ < < ⎪
⎨
⎪ =≥ ⎩
        ( 2 . 3 . 7 )    
where 
1
(1
2
n Bn
−
=− )  for all  nN ∈ .  The family { ( ) Wt:0 1} t ≤ <  defined by 
 for  every  () ( )
nn t
n Wtx e ex
− = 0 () n x xc = ∈
n e
  is a bounded local C-semigroup 
generated by   with  1 n
∞
= A =⊕ n 1 n C
∞ −
= =⊕   (please see [24]) .     
 Let 
1
11 2 (1 ) n − nn n
− ∞∞
== BB , then B is A-bounded.  In fact, for any 
,   
=⊕ =⊕
() n xx =∈ () DB
1 11
22 2 sup ( 1) sup sup nn
nn
1 1
2 2 n
n
xn x n x x x
− =− ≤ + A x = + B . 
Hence B is A-bounded operator with A-bound  1
0 2 a ≤ .  It is easy to see that C be a 
bounded injective linear operator on   and it commutes both with the linear 
operators A and B.  Follows from theorem 2.1, 
0 c
( ) AB +  generates a bounded local 
C-semigroup   with  { ( ):0 1} Vt t ≤<
1
2 (( 1 ) )
() ( )
nnt n
n Vtx e e x
−− − =  for  every  0 () n x xc = ∈ . 
This implies that the initial value problem (2.3.7) has a unique solution. 
 Chapter 3. Relatively bounded perturbation of semigroups on sequentially   
complete locally convex space 
 
3.1. Introduction 
 
Many phenomena in nature which vary in time can be converted into the Cauchy 
problem 
    () ()
() ⎪ ⎩
⎪
⎨
⎧
=
=
x u
t Au t u
dt
d
0
          ( 3 . 1 . 1 )  
where   is a function which takes values in a given topological 
vector space X, 
() X t u → ∞) , 0 [ :
dd t denotes differentiation with respect to time   in the space X 
and A is a closed linear operator in X with domain 
t
( ) A D  being a dense subset of X.  
It is well-known that if X is a Banach space, the Cauchy problem has a unique 
solution if and only if the linear operator A is an infinitesimal generator of a 
-semigroup  0 C ( ) { }
0 t≥
() =
Tt
ut
 on X, and the solution of the differential equation (3.1.1) 
can be written as  .  Cauchy problem in Banach spaces has been 
studied by lot of mathematicians.  However, there also has many topological vector 
spaces arising in partial differential equations are not Banach spaces and the initial 
value problem (3.1.1) still makes sense in these spaces.  For instance, consider the 
initial value problem 
() 0 Ttu
    () ()
()( ) ⎪ ⎩
⎪
⎨
⎧
∈ =
≥ ∈ =
R x x f x u
t R x t x xu t x u
dt
d
, 0 ,
0 , , , ,
       ( 3 . 1 . 2 )  
If the initial function  , where Z consists of all continuous functions  Z f ∈ :R C ϕ →  
which satisfies that for each    there exists a constant   such  that  0 ≥ t t M
()
tx
t tM e ϕ
− ≤  for all  , then  R x∈ ( ) ( ) ,
tx ux t e fx =  is a solution of (3.1.2).  If 
one consider the topological vector space  X Z =   and the linear operator 
  which is defined by  () X A D A → : ( ) ( ) x x x A ϕ ϕ =  for  each  ( ) A D ∈ ϕ , then X is not 
a Banach space under the usual supremum norm.  However, if the space Z is 
topologized by the family of seminorms 
() ( ) 00 , sup sup
bx ax
xx ab x e ϕϕ ϕ ≥≤ =+ x e    for  all   
+ ∈Q b a,,
then  X is a sequentially complete locally convex space.  This motivates us to 
consider the semigroups on sequentially complete locally convex space.   
Throughout this paper, we say a space is locally convex always means it is a 
sequentially complete locally convex space and abbreviate it to sclcs. 
The perturbed Cauchy problem 
    () ()
() () ⎪ ⎩
⎪
⎨
⎧
∈ =
+ =
; 0
; ) (
0 A D u u
t u B A t u
dt
d
         ( 3 . 1 . 3 )  
was broadly discussed in the case under lying space X being a Banach space.  It is 
  43well-known that if the under lying space X is a Banach space, the linear operator A 
generates a  -semigroup on X and the linear operator B is either bounded or 
relatively A bounded, then (A+B) also be a generator of a  -semigroup on X, and 
hence the perturbed Cauchy problem has a unique solution.  In this section we 
intend to show that this property still holds in the sclcs.  
0 C
0 C
The most difficulty for the extension of this result from Banach space to a sclcs 
is the complexity of the operator norm in terms of the family of seminorms.  Y. H. 
Choe [2] overcame this problem by choosing a suitable calibration on the locally 
convex space.  We will follow Choe's idea to solve the perturbed Cauchy problem 
(3.1.3). 
Throughout this chapter, we always denote X to be a sequentially complete 
locally convex space under a family of seminorms  Γ.  We will denote by   
the space of all continuous linear operator on X and E be a collection of bounded 
subsets of X such that span
() X L
() X B E B = ∈ ∪ .  For  each  E B∈  and  , a seminorm 
 on    is defined by 
Γ ∈ q
q B p , () X L
    ( )( ) {} B x Lx q L p q B ∈ = : sup , , for each  ( ) X L L∈ . 
Then the family  { } Γ ∈ ∈ q E B p q B , : ,  induces a locally convex topology for   
[15, p131]. 
() X L
  We say a family    of linear operators on X is equicontinuous if for each ℑ Γ ∈ p , 
there is a continuous seminorm  ( ) Γ ∈ = p q q  such that  ( ) ( )( x q x L p ≤ ) , for all 
  and for all  .  For each  ℑ ∈ L X x∈ Γ ∈ p  and  ( ) X L L∈ , we define a 
corresponding seminorm for the linear operator L as 
() () () ( ) {} 1  with  : sup ~ ≤ ∈ = x p X x x L p L p . 
A linear operator L on X is said to be  p -continuous if 
    () () () ( ) {} ∞ < ≤ ∈ = 1  with  : sup ~ x p X x x L p L p . 
A linear operator   is said to be  () X L L∈ Γ-continuous if it is  p -continuous for 
every  Γ ∈ p .  Let    denote the space of all  () X LΓ Γ-continuous linear operators on 
X, then   is a sclcs as long as X does.  Let  ( X LΓ ) ( ) X Γ B  denote the subspace of 
 whose  element  L satisfies   ( X LΓ )
    () { ∞ < Γ ∈ =
Γ p L p L : } ~ sup .         ( 3 . 1 . 4 )  
() X BΓ  with  norm 
Γ ⋅   is a Banach algebra.    Under these notations, one may have 
the relation 
    ( )( ) ( ) X L X L X B ⊂ ⊂ Γ Γ . 
As long as ( ) X B K Γ ∈ , we can define a family of exponential operators   by  
tK e
   
i
i
i
tK K
i
t
e ∑
∞
=
=
0 !
 for  each  .       (3.1.5)  0 ≥ t
 
Following definitions and notations will be used in this section. 
Definition 3.1: Let X be a sequentially complete locally convex space. The family of 
  44continuous linear operators  ( ) {} 0 ≥ t t T  on  X is called a strongly continuous 
-semigroup provides following three conditions hold:    0 C
(1) ,  () I T = 0
(2)  for  all   and  () () ( ) TtTs Tt s =+ 0 , ≥ t s
(3)  as  , for every  () x x t T → 0 ↓ t X x∈ . 
  
The family of linear operators  ( ) { } 0 ≥ t t T
x
 is equicontinuous in , if for each 
continuous seminorm p on X, there exists a continuous seminorm q on X such that 
 for  all    and for all 
t
() () ( x q x t T p ≤ ) 0 ≥ t X ∈ .  Such  a  family  () { } 0 ≥ t t T  is  called 
an equicontinuous  -semigroup.  Moreover, if there exists a number  0 C 0 ≥ β  such 
that  () { }
0
t eT t
β −
0 C
t≥  is equicontinuous, then we call it a quasi-equicontinuous 
-semigroup.  A semigroup  ( )} 0 ≥ t t {  is said to be locally equicontinuous, if for 
some fixed 
T
∞ < < 0 T , the subfamily  ( ) { } :0 Tt t T ≤≤  is  equicontinuous. 
Suppose   is an equicontinuous family of linear operators on X and   is a 
calibration for X.    We define, for each
ℑ Γ
Γ ∈ p , a continuous seminorm   on  X by    p′
    () { } () s u p :  o r   px pL x L L I ′ =∈ ℑ =  for  every x X ∈ . 
  This implies that  p p ′≥  for  each  p∈Γ.    Y. H. Choe [2] showed that the new 
calibration  { } : pp ′′ Γ= ∈ Γ  induces the same topology for X. 
 If  { } 0 ()
t Tt
≥  is an equicontinuous  -semigroup on X, then Choe's result 
allowed us to define a new calibration 
0 C
′ Γ  on  X such that  () 1 Tt
′ Γ ≤  for  all  .  
In this case, 
0 t ≥
{ } 0 t≥ () Tt   is called a  ′ Γ -contraction  -semigroup.    0 C
 
Definition 3.2 : Let 
∗ X  be the dual space of X.   For each Γ ∈ p , we define a 
corresponding seminorm 
p ⋅  on 
∗ X  by 
 
() () {}
,() 0
,
sup sup , : , 1
p yXpy
yx
xy x y
py
∗
∗∗
∈≠
== ∈ X p y =  for  every  . 
∗ ∗ ∈ X x
 
Definition 3.3: The duality set  ( ) x Fp  of  X x∈  corresponding  to  Γ ∈ p  is 
  () () () () { } :, , p F x x X x x x x p x and y x p y forall y X
∗∗ ∗∗ ∗ =∈ = = ≤ ∈ . 
 
  Yosida [27, p107, Theorem 1] showed that  ( ) x Fp  is nonempty for each  Γ ∈ p  
and for each  .    According to Definition 3.3, if  X x∈ ( ) x Fp ∈
∗ x , then  1 =
∗
p x . 
  
Definition 3.4: A linear operator B on a complete locally convex space is called 
dissipative if for every  ( ) B D x∈  and  Γ ∈ p , there is a   such that  () x F x p ∈
∗
0 , Re ≤
∗ x Bx . 
Definition 3.5: Suppose   be a linear operator on X.  A linear  () X X A D A → ⊂ :
  45operator   is called relatively A-bounded if   
and there exist constants  , 
() () X X B D X L B → ⊂ ∈ :
0 a ≥ b
() () B D A D ⊂
R
+ ∈
() ()
 such  that 
( ) p Ba p Ab p ≤+    I    for  all  Γ ∈ p       ( 3 . 1 . 6 )      
Let  , and we say that 
 is the A-bound of 
{} holds   (3.1.6) such that    0 0 > = a constant    a   exists    there : inf a b
0 a B .  It is obviously that every linear operator   is 
relatively A-bounded with A-bound 
() X B B Γ ∈
0 = a .  0
  
Definition 3.6 : Suppose  02 θ π <<  and  let  { } θ θ < = Δ z z arg :   be a sector in the 
complex plane.    The family of operator  ( ) { }
θ Δ ∈ z z T   is an analytic semigroup in   
if it satisfies following three conditions: 
θ Δ
(1) the map  ( ) z T z →   is analytic in  ;  θ Δ
 and  ( ) I T = 0 ;  (2)   for  all  ()() ( 12 TzTz Tz = ) 1 2 z + 1, z θ Δ ∈ 2 z
( ) ( ) 0 lim (3) For each  Γ ∈ p ,  ,  X x∈ ∀ .  x z T p = − x 0 , → Δ ∈ z z θ
 
  In section 3.2, we first show that if A generates a  Γ-contraction  -semigroup 
on X and the linear operator B is dissipative and relatively A bounded with A-bound 
, then (A+B) also generates a 
0 C
1 0 < a Γ-contraction  -semigroup on X (please see 
Theorem 3.1).  Secondly, we show that if A is a generator of an analytic 
quasi-equicontinuous  -semigroup and B is an A-bounded operator with A-bound 
0 C
0 C
δ < 0 a   for some positive constant δ , then there exits an analytic 
quasi-equicontinuous  -semigroup generated by ( A+B) on X (please see Theorem 
3.2).    In section 3.3, we will apply these results to certain differential equations. 
0 C
 
 
3.2. Main Results 
 
Theorem 3.1: Let A be the generator of a  Γ-contraction  -semigroup  .  
Suppose B be a dissipative linear operator and it is A-bounded with A-bound   . 
Then there exits a 
0 C () {} 0 ≥ t t T
1 0 < a
( ) { } 0 ≥ t t S   generated by ( A+B) .  Γ-contraction  -semigroup  0 C
 
Theorem 3.2: Let A be the generator of an analytic quasi-equicontinuous 
-semigroup  0 C ( ) {} ∈ z z T {} 0 ∪ θ Δ  for some 
2
0
π
θ < < .  There exists a constant δ  
such that if B is an A-bounded linear operator with A-bound  δ < 0 a , then there exits 
an analytic quasi-equicontinuous  -semigroup generated by (A+B).  0 C
  
For proving Theorem 3.1, we need following three lemmas as preliminaries.   
Lemma 3.1: If A is the generator of a Γ-contraction semigroup   on X, 
then  A is dissipative.  Furthermore, for any 
() {} 0 ≥ t t T
( ) A D x∈ ,  Γ ∈ p , we have 
  460 , Re ≤
∗ x Ax  for  all  .  () x F x p ∈
∗
Γ ∈ Proof: If  ,  () A D x∈ p  and  ( ) x Fp ∈
∗ x , then   
(     () () ) () ,
p Ttxx x pTtx px
∗∗ ≤≤ . 
This implies 
    () ( ) Re , Re , Re , Ttx xx Ttxx xx
∗∗ −= −
∗  
                      ( ) ( ) 0 , Re ≤ − =
∗ x p x x t T       (3.2.1) 
Dividing (3.2.1) by   and  letting   yields  0 > t 0 ↓ t
    0 , Re ≤
∗ x Ax . 
Thus A is a dissipative operator. 
 
Remark 3.1: In general, the sum of two dissipative operators needs not to be 
dissipative.  However, from Lemma 3.1, if A is the generator of a  -contraction 
semigroup 
Γ
() { } 0 t Tt ≥  on X, then for every  ( ) A D x∈  and  Γ ∈ p , the inequality 
0 ≤ , Re
∗ x Ax  holds for all  ( ) x F x p ∈
∗ .  Thus, if A is the generator of a 
-contraction semigroup  Γ () { } 0 t≥ Tt  on  X and B is a dissipative operator, then there 
is a   such  that  () x p F x ∈
∗ Re , 0 Bx x
∗ ≤ , and hence 
  Re ( ) , Re , Re , 0 A Bxx A xx B xx
∗∗ ∗ += + ≤  for  some  .  () x F x p ∈
∗
This shows that (A+B) is still a dissipative operator. 
 
Lemma 3.2: Suppose there is a constant  0 ≥ δ   such that the sector 
{ δ ≤ ∈ = Δ z C z arg : }  is contained in  ( ) A ρ , and there exists a constant  1 ≥ M  
such that the resolvent operator  ( ) A R : λ  satisfies  
    () (: )
M
pR A λ
λ
≤    for  every  Γ ∈ p   and for every  0 λ ≠∈ Δ .   
If the linear operator B is A-bounded with A-bound  
    0
1
1
a
M
<
+
,  
then there exists a constant   
   
()
0
0 11
bM
r
aM
=
−+
  
such that the set  { r z C z > ∈ Δ = Ω : ∩ }  is contained in  ( ) B A+ ρ , and for each 
Ω ∈ λ   there exists a positive number  ( ) MM λ =    such  that  
    () ()
λ
λ
M
B A R p
~
: ~ ≤ + .          ( 3 . 2 . 2 )  
Proof:  Since  B is A-bounded with A-bound  0
1
1
a
M
<
+
, there exists a constant 
 such  that 
+ ∈R b0
  47   () () ( ) 00 p Ba p Ab p I ≤+      for  all  Γ ∈ p . 
Let  () ( ) () ( ) ( ) 00 : da p A R A b p R A λλ =+    : λ  for each  Ω ∈ λ .  From the last 
inequality, we have 
   () ( ) () ( ) ( ) 00 :: da p A R A b p R A λλ =+    λ  
     () () ( ) ( ) 00 :: ap R A I bpR A λλ λ =− +     
     () () () () () ( ) 00 :: a p RAp Ib p RA λλ λ ≤+ +       
     () 00 1
M
aM b
λ
≤+ + . 
Since for every  Ω ∈ λ , 
()
0
0 11
bM
r
aM
λ >=
− +
, the last inequality implies that   
    () 00 () 1 1
M
da M b λ
λ
≤+ + < , whenever  Ω ∈ λ . 
This shows that for every  Γ ∈ p  and λ∈Ω  
    () () ( ) ( ) ( ) ( ) () 00 :: : pB R A apA R A bpR A d λλ λ ≤+ =     1 λ <
)
, 
and hence  ()( : BRA L X λ Γ ∈  for every  Ω ∈ λ .  Furthermore, for every  Γ ∈ p , 
λ∈Ω 
    () () ()() () () () 00 :::
nn
nn pR A B R A pR A p B R A λλλ λ
∞∞
==
⎛⎞ ⎡⎤⎡⎤ ≤ ⎜⎟ ⎢⎥⎢⎥ ⎣⎦⎣⎦ ⎝⎠ ∑∑      :
  () () () () 0 ::
n
n pR A p B R A λλ
∞
=
⎡ ⎤ ≤ ⎢ ⎥ ⎣ ⎦ ∑     
  () ( ) ( )
1 1( ) : dp R A λλ
− ≤−    
  ()
1 1( )
M M
d λ
λ λ
− ≤− ≤
 
, 
where 
1 () ( 1 () ) M Md λλ
− == −    M .  This  shows  that  
    () () () () () 0 ::
n
n R AB R A L λλ
∞
Γ =
⎡⎤ ∈ ⎢⎥ ⎣⎦ ∑ X  for  every λ∈Ω. 
Thus, for every  λ∈Ω , the resolvent operator   
    ( ) () () ( 0 :: :
n
n RA B RA B RA λλ λ
∞
= ) ⎡ ⎤ += ⎢ ⎥ ⎣ ⎦ ∑     (3.2.3) 
is well defined and it satisfies 
    () () :
M
pR A B λ
λ
+≤
 
   for  every  Γ ∈ p  and λ∈Ω . 
 
Lemma 3.3: A linear operator A in X is the generator of a quasi-equicontinuous 
-semigroup  0 C ( ) {} 0 ≥ t t Q , that is there is a constant  0 β ≥  such that  () { }
0
t
t eQ t
β −
≥  
is an equicontinuous  -semigroup , if and only if  0 C
(a) the domain of A,  , is dense in X, and  () A D
(b) the resolvent operator  ( A R : ) λ   exists for every  β λ > , and there is a calibration 
 such  that  Γ
  48    ()
1
: RA λ
λ β Γ ≤
−
. 
Proof: Please see [2, Corollary 4.4]. 
  
Lemma 3.4: A linear operator A is dissipative if and only if for every  Γ ∈ p  and 
0 > λ , 
    ( ) () ( ) x p x A I p λ λ ≥ − .          ( 3 . 2 . 4 )  
Proof: Let A be a dissipative operator and  0 > λ  be  a  constant.  For  any   
and 
() A D x∈
Γ ∈ p , if   ,  then  () x F x p ∈
∗ 1
p x
∗ =  and  0 , Re ≤
∗ x Ax .  Furthermore, 
   () () ( ) () x A I p x x A I p
p − = −
∗ λ λ
∗ − ≥ x Ax x , λ  
       
∗ − ≥ x Ax x , Re λ
∗ ∗ − = x Ax x x , Re , λ  
        ( ) x p x x λ λ = ≥
∗ ,.  
This proves (3.2.4) valid. 
Conversely, suppose (3.2.4) hold.  Let  ( ) A D x∈ ,  Γ ∈ p ,  0 > λ  and  , p y λ
∗ ∈ 
, then  () p Fx A x λ − , 1 p p y λ
∗ =  and 
   () ( ) x A I p x p ) ( − ≤ λ λ  
    
∗ − = λ λ , , p y Ax x  
    
∗ ∗ − = λ λ λ , , , Re , Re p p y Ax y x  
     () ,, Re , pp p yp x A x y λλ λ
∗∗ ≤−  
     ()
∗ − = λ λ , , Re p y Ax x p . 
Therefore 
0 , Re , ≤
∗
λ p y Ax  and  () ( Ax p x p y x p λ
λ
1
, Re , − ≥
∗ )  for  every  0 > λ . (3.2.5) 
Since the unit ball in 
∗ X  is compact in the weak-star topology of 
∗ X , the net 
{ }
∗
λ , p y  has a weak-star cluster point   as 
∗ ∗ ∈ X yp λ , ∞ → λ .  Since  1 =
p ,
∗
p y λ  for 
each  λ ,  1 =
∗
p p y .    From (3.2.5) it follows that   
    0 , Re ≤
∗
p y Ax  and  ( ) x p y x p ≥
∗ , Re .  
But 
    () () () Re , , pp p p px xy xy y px px
∗∗ ∗ ≤≤ ≤≤ . 
Therefore  () x p y x p =
∗ , , and hence  ( ) x F y p p ∈
∗ .  This  shows  that   and  () A D x∈
Γ ∈ p  there is a   such that  () x F y p p ∈
∗ 0 , Re ≤
∗
p y Ax .  Thus, A is dissipative 
and the assertion of this lemma is established. 
 
Remark 3.2: If A is dissipative, from (3.2.4) we have   
  49   ()
1
: RA λ
λ Γ ≤  for  all  ( ) A λρ ∈ . 
 
Proof of Theorem 3.1: We first assume that  0
1
0
2
a ≤ < .  From  Remark  3.1,  (A+B) 
is dissipative and densely defined (because  ( ) ( ) B D A D ⊂  and   is a dense 
subset of X).  Since the  -semigroup 
() A D
0 C ( ) { }
0 t Tt
≥  generated  by  A is a 
-contraction  -semigroup, this implies that  Γ 0 C ( ) A ρ ⊂ ∞) , 0 ( .  From Lemma 3.2, 
the resolvent operator  ( B A ) R + : λ  exists for all  r > λ , where 
0
0
0
12
b
r
a
=>
−
.  
Furthermore, since  A B
)
+  is dissipative, according to Remark 3.2 the resolvent 
operator  ( A+ B R : λ  satisfies 
    ()
λ
λ
1
: ≤ +
Γ B A R  for  all  r > λ .     (3.2.4) 
Followed from (3.2.4) and Lemma 3.3, there exits a  Γ-contraction  -semigroup  0 C
() { }
0 t St
≥  generated by (A+B) whenever the A-bound  0
1
0
2
a ≤ <  for the operator 
B. 
In order to extend this result to the case  1 0 0 < ≤ a , we define the operators 
CA α B α =+  with  domain  ( ) ( ) DC DA α ≡  for  each 01 α ≤ < . 
Then for any  Γ ∈ p , 
   () () ( ) ( ) ( ) ( ) ( ) 000 0 p Ba p Ab p Ia p C p B b p I α α ≤+ ≤ ++         
     () ( ) ( ) 00 0 apC apB bpI α ≤+ +      , 
and hence 
   () () ()
00
00 11
ab
p Bp C p
aa
α ≤+
−−
   I    for  all 01 α ≤ < . 
Next, we choose    large enough such that  N k∈
   () 2
1
1 0
0 <
−
=
a k
a
c .  
Then the inequality 
  () () ()
0 1
0 (1 )
k
b
p Bc p C p I
ka
α ≤+
−
      
implies that for each  01 α ≤<  the operator  B
k
1
 is  -bounded with  -bound 
less then 
α C α C
2
1
.  We note that the choice of   is independent of  k 01 α ≤< .  As we 
proved previously, the operator  B
k
B
k
⎟
⎠
⎞ + = +
1 1
α
B
A ⎜
⎝
⎛ + Cα  generates  a 
-contraction semigroup whenever CA Γ α α = +  does.  Since A generates a 
  50Γ-contraction semigroup, this implies that  B
k
A
1
+  also generates a  -contraction 
semigroup.  Repeating this process    times, we will get 
Γ
k
B A B
k
B
k
k
A + = + ⎟
⎠
⎞
⎜
⎝
⎛ −
+
1 1
 generates  a Γ-contraction semigroup as we claimed. 
 
To prove Theorem 3.2, we apply following Yosida's Lemma which was proved in [27, 
p254]. 
 
Lemma 3.4: Let  () { } ( ) X B t T t Γ ≥ ⊂ 0  be an Γ-bounded  -semigroup, that is there 
exists a constant   such that 
0 C
0 > M ( ) M T t ≤
Γ  for all  .  Suppose A is the 
generator of   and  assume 
0 ≥ t
() } 0 ≥ t { t T ( ) A ρ ∈ 0 , then the following three conditions are 
equivalent  
(1) For all  ,  , and there exists a positive constant   such  that  the 
family of operator 
0 > t () ( ) A D x t T ∈
()
C
{ }
n t T Ct ′   is equicontinuous in   and 0 0 ≥ n 1 ≤ < t . 
(2)    admits a weakly analytic extension  () t T ( ) z T  given  locally  by 
  () ( ) () x t T
n
t z x z T
n
n
n ∑
∞
= − =
0 !
1
 for  ( ) arg arctan zC e < . 
(3) Let A be the generator of  , the resolvent  () t T ( )
2
A π
θ +
ρ Δ ⊂ , for some 
2
0
π
θ < <  
and for each 
2
0 π
θ
λ Δ
+
≠∈  and  Γ ∈ p  
  () ()
λ
λ
M
A R p
′
≤ : ~   for some positive number  M′ (depends  on M ). 
 
Proof of Theorem 3.2: Firstly, we consider the case that the  -semigroup 
 is bounded, that is there exists some constant   such that 
0 C
0 > () {} {} 0 ∪ θ Δ ∈ z z
()
T M
Tz M
Γ ≤   for  all  { } 0 ∪ θ Δ ∈ z .  If A is a generator of the bounded 
-semigroup  0 C ( ) {}
θ Δ ∈ z z T {} 0 ∪ , from Lemma 3.4, there exists a sector 
θ
π
+
Δ
2
, where 
2
0
π
θ < < , such that  ( ) A
θ
ρ ⊆
2
π Δ
+
.  Furthermore, there exists a positive constant 
M′  such that for any  Γ ∈ p  
   () () :
M
pR A λ
λ
′
≤    for  all 
2
0 π
θ
λ Δ
+
≠∈ . 
Let 
1
1
+ ′
=
M
δ , according to Lemma 3.2, if  δ < 0 a  then  ( ) A R : B + λ  exists as 
long as  {} r z C z > ∈ Δ = Ω ∈
+
:
2
∩
θ
π λ  where 
()
0
0
0
11
bM
aM
r
′
= ≥
−+ ′
.  Furthermore, 
there exists a constant  M
~
 such  that 
  51  () ()
λ
λ
M
B A R p
~
: ~ ≤ +  for  all  Ω ∈ λ . 
Follows from Lemma 3.4 again, (A+B) generates an analytic Γ -bounded  - 
semigroup.   
0 C
  Secondly, we consider   is a quasi-equicontinuous  -semigroup.  
Let 
() {} {} 0 ∪ θ Δ ∈ z z T 0 C
() ( ) z T e z S
z ω − =  for every  { z θ 0} ∈Δ ∪ , where ω  is a nonnegative number 
such that  ( ) { }
0 t≥
t eT t
ω −  is equicontinuous, then the semigroup  () { } {} 0 z θ ∈Δ ∪ Sz  is 
generated by  I A A ω − = 0 .  Since  B be a A-bounded operator with A-bound  ,  0 a
  () () ( ) 00 p Ba p Ab p I ≤+     ( ) ( ) ( ) 00 1 apA bp I ω ≤++     for  any  Γ ∈ p . 
This shows that B is also an  -bounded operator with  -bound  .  The 
previous proof shows that 
0 A
B
0 A 0 a
A + 0  generates an analytic quasi-equicontinuous 
-semigroup.  Since  0 C ( ) I B Γ X ω ∈ ,  I ω  is  ( ) 0 AB + − bounded.  According to 
previous proof,  0 A () AB B I ω +=+ +   also generates an analytic 
quasi-equicontinuous  -semigroup.  0 C
 
 
3.3. Applications 
 
Example 3.1: Consider the initial value problem   
()
() ( )
2
12 3 2
1
, 0,  ;
0, ,                                            ;
uI B u Bu B u t x R
tx x
uxf x x R
⎧ ∂∂ ∂
=+ + + > ∈ ⎪
∂∂ ∂ ⎨
⎪ = ∈ ⎩
    (3.3.1) 
where  ,  ,   and  1 B 2 B () X B B Γ ∈ 3 2
1
1 <
Γ B   for some calibration  Γ on  a  sclcs X. 
Miyadera [20] introduced a space H of all real-valued  -functions on 
∞ C
m R  
whose partial derivatives of all orders belongs to  ( )
m R L
2 .  The space H is a 
pre-Hilbert space with inner product 
  () ( ) ( )dx x w D x v D w v
n R n m ∑ ∫ ≤ =
α
α α ,  H w v ∈ , .     (3.3.2) 
Hence, for each    , 2 , 1 , 0 = n , a norm 
n ⋅   is defined by 
   () 2
1
, n n v v v = ,            ( 3 . 3 . 3 )   H v∈
For each multi-index  ( m ) α α α α , , , 2 1   = , a seminorm    is defined on H by  α p
   () () ( )
1
2 2
0 ()
m R pv D v Dv x
αα
α == ∫ , for all  H v∈ .    (3.3.4) 
The totality   of these seminorms   corresponding to all multi-indices  Γ α p α  
induces a Fréchet topology for H. 
In this example, we restrict our self to consider  X H =  in one dimensional 
space (i.e.  ).  Then  the  seminorm    defined by (3.3.4) becomes  1 m = α p
   () () () ( )( )
2 0 L
k k
k x f x f f p = =  for  each  N k∈ ,  
  52where  2 L ⋅  is the  -norm of 
2 L ( ) R L
2 .  Suppose A and B be the linear operators 
defined by 
   () () x f
x
x Af 2
2
∂
∂
=  and  () () x f
x
x Bf
∂
∂
=  for  each  H f ∈ . 
Then B is A-bounded with A-bound 0 0 = a  on  H (see e.g., [5, p169]). 
At first, we consider the equation 
   ()
2
1 2 uI B
tx
∂
=+
∂∂
u
∂
.           ( 3 . 3 . 5 )  
Let  2
2
x
A
∂
∂
= , then (3.3.5) becomes   
   () 1 uA B A
t
∂
=+
∂
u . 
It is well-known that A generates a  Γ-contraction  -semigroup  0 C { } 0 ()
t Tt
≥  which 
is given by 
   () () ()
()
()
()
2
1
2 2 2   i   f 0
                                  if  0;
sv
t te g v d v t Ttgs
gs t
π
−−
∞ −
−∞
⎧
⎪ > = ⎨
⎪
;
= ⎩
∫  for  every  .  H g∈
Obviously,   is a A-bounded operator with A-bound  A B1 2
1
1 <
Γ B .  Followed from 
Theorem 3.2,  () 2
2
1 1 x
B I A B A
∂
∂
+ = +   generates an analytic qusi-equicontinuous 
-semigroup  0 C ( ) {} 0 ≥ t t S . 
Secondly, we consider the equation   
  ()
2
12 2 uI B u Bu B
tx x
∂∂ ∂
=+ + +
∂∂ ∂
3 u .       (3.3.6) 
Let  () 2
2
1 1 x
B I A
∂
∂
+ =  and  23 B B
x
B
∂
=+
∂
  , then (3.3.6) becomes   
  () 1 uA B
t
∂
=+
∂
  u . 
As we showed above,   generates an analytic  -semigroup  .  It is 
well know that 
1 A 0 C () {} 0 ≥ t t S
x
∂
∂
 is 
2
2 x
∂
∂
-bounded operator with 
2
2 x
∂
∂
-bound   (cf. [5, 
p.169]).  This  implies  that 
0 0 a =
  () p p bpI
x
∂ ⎛⎞ ≤ ⎜⎟ ∂ ⎝⎠
    for  any  Γ ∈ p . 
Furthermore, we have that   
  () 23 p Bp B B
x
∂ ⎛⎞ =+ ⎜⎟ ∂ ⎝⎠
      
  () 23 p Bp
x
∂ ⎛⎞ ≤+ ⎜⎟ ∂ ⎝⎠
   B  
  53  () 23 B pB p
x
ΓΓ
∂ ⎛⎞ ≤+ ⎜⎟ ∂ ⎝⎠
   I  
  ( ) ( ) I p B B bp
~
3 2 Γ Γ + ≤ . 
Thus  B
~
 is also  -bounded operator with  -bound  1 A 1 A 0 0 = a .  By Theorem 3.2, 
( ) B
~
A 1 +  generates an analytic quasi-equicontinuous  -semigroup and hence (3.3.1) 
has a unique solution for any given 
0 C
1, f H ∈ . 
 
  Before consider Example 3.2, we need following lemma as a preliminary, which 
was proved in [7, proposition 8.10, p242]. 
 
Lemma 3.5: If  ,   and   is bounded for all 
1 L f ∈
k C g∈ g
α ∂ k ≤ α , then 
and 
k C g f ∈ ∗ ( ) ( ) g f
α ∂ ∗ g f
α ∗ = ∂  for all  k ≤ α , where ∗ be the convolution 
operation. 
  
Example 3.2: Let H be the space of all real-valued  -functions on 
∞ C
m R  whose 
partial derivatives of all orders are bounded and belongs to  ( )
m R L
2 .  The  seminorms 
 on H are defined by (3.3.4) as in Example 3.1.  We consider the initial value 
problem 
α p
 
1
, 0,  ;
(0, ) ( ),       ;
m
m
uu g u t x R
t
uxf x x R
∂ ⎧ =Δ + ∗Δ > ∈ ⎪∂ ⎨
⎪ =∈ ⎩
         ( 3 . 3 . 7 )  
where  ( )
m R L g
1 ∈  with  1 L g   is small enough and ∗   be the convolution 
operation. 
Let   on  f Af Δ =
m R  and  () ( ) ( ) x f x g x Bf Δ ∗ = .  It is well-known that A generates 
a  -contraction  -semigroup  Γ 0 C { } 0 ()
t Tt
≥   which is given by 
  () () ()
()
()
()
2
2 2 2   i  
                                   if  0;
m
sv m
t
R te h v d v t Tths
hs t
π
−−
− ⎧
⎪ > = ⎨
⎪
f 0 ;
= ⎩
∫  for  every  .  H h∈
We are going to show that B is A-bounded with A-bound  1 0 L ag = . In fact, 
according to Lemma 3.5 and Young’s convolution Theorem we have 
() ( ) ( )
0 0 f g D Bf D Bf p Δ ∗ = =
α α
α  
() ( )
2 0 L f D g f D g Δ ∗ = Δ ∗ =
α α  
( ) ( ) 11 2 .
LL L Df g g p A f
α
α ≤Δ =  
From above estimate and Theorem 3.2, (A+B) generates an analytic 
quasi-equicontinuous  -semigroup, provided that  0 C 1 L g  is small enough. This 
implies that the initial value problem (3.3.7) has a unique solution for arbitrary 
1 f H ∈   as long as  1 L g   is small enough. 
 
  54Remark 3.3: In fact, in (3.3.7) we can instead of the Laplacian operator   by an 
elliptic partial differential operator L of the  th order in 
Δ
n 2
m R , which is defined by   
  ()∑ =
+ − =
n
v
v
v
n D D a L
0 , ,
1 1
ρ
ρ
ρ  
with real coefficients  .    We assume that  v a , ρ ρ ρ , , v v a a =  as  n v = = ρ , and there is 
a constant  0 0 > ε  such  that 
  ∑ = = ≥
0
2
0 , v
n v
v a
ρ
ρ
ρ ξ ε ξ ξ ,  . 
m R ∈ ξ
In [2, Example 6.4], Choe showed that L generates a quasi-equicontinuous 
-semigroup.  He also showed that if  0 C ( ) H B B Γ ∈ , where Γ  is defined as in 
Example 3.1, then the initial value problem   
() ( ) ⎪ ⎩
⎪
⎨
⎧
∈ ∈ =
∈ > + =
∂
∂
; ,               , 0
; , 0               ,
0 0 H u R x x u x u
R x t Bu Lu u
t
m
m
 
has a unique solution.    However, if the operator B is defined by   for  all 
, then 
Lf g Bf ∗ =
H f ∈ () B BH Γ ∉ .  But it is easy to see that  ( ) () Lf p g Bf p
L α α 1 ≤ .  This 
shows that B is L-bounded with L-bound  1 0 L ag = .  Followed from Theorem 3.2, 
(L+B) generates an analytic quasi-equicontinuous  -semigroup.  This implies the 
equation 
0 C
1
, 0,  ;
(0, ) ( ),       ;
m
m
uL uL u t xR
t
uxf x x R
∂ ⎧ =+ ∗ Δ> ∈ ⎪∂ ⎨
⎪ =∈ ⎩
     (3.3.8) 
has a unique solution for any  1 f H ∈   as long as  1 L g   is small enough. 
 
Example 3.3: Let X be the Schwartz space of rapidly decreasing functions on R with 
calibration  { }     2 , 1 , 0 , 2 , 1 , 0 : , = = n k q n k   of which each seminorm is defined by   
   ( ) ( )( ) x f x f q
n k
R x n k ∈ =sup , ,  X f ∈ . 
The topology of X is also induced by the calibration 
{ }     2 , 1 , 0 , 2 , 1 , 0 : , = = = Ξ n k p n k  with  { } ,, max :0 kn jn p qj k = ≤≤ .  Let 
 and  () () x f x Af ′ = () () ( ) x f x g x Bf ′ =  where  ( ) R L g
∞ ∈  and  ∞ L g  is  small 
enough.  Let  { }   2 , 1 , 0   2 , 1 , 0 : , ~
, = = = Γ k p n k n  be a calibration on   which 
be defined by 
() X L
   ( ) ( ) ( ) { } ,, , sup : 1 kn kn kn pL pL x px =≤    for  every  () X L L∈ . 
It is will-know that A generates a quasi-equicontinuous  -semigroup 
(corresponding to 
0 C
Γ, cf. [2])  ( ) {} 0 ≥ t t T   which is given by 
     () ( ) ( ) t x f x f t T + = X f t ∈ ≥ , 0.  
Furthermore, 
   () ( )
() ()
1
, sup
n k
kn xR qB f x g x f x
+
∈ =   
       ( )( ) x f x g
n k
R x L
1 sup
+
∈ ∞ ≤  
  55       ( ) Af q g n k L , ∞ ≤ . 
This implies  ( ) ( ) A p g B p n k L n k , ,
~ ~
∞ ≤ , and hence B is A-bounded with A-bound 
∞ =
L g a0 . 
Now we can consider the initial value problem   
  () ()
() ( ) 00
,             0, ;
0,                     , ;
uI g x u t x R
tx
uxu x x R uH
∂∂ ⎧ =+ > ∈ ⎪
∂∂ ⎨
⎪ =∈ ⎩ ∈
       ( 3 . 3 . 9 )  
where  , A and B are defined as above.  Follows from Theorem 3.2 and 
above estimations, (A+B) generates a quasi-equicontinuous analytic  -semigroup 
as long as 
() R L g
∞ ∈
0 C
∞ =
L g a0  is small enough, and hence (3.3.9) has a unique solution for 
every  .  () 0 uD A ∈
 
Example 3.4: Let  ω = X   be the set of all real value sequence, that is 
   ( ) { } 12 , , :  for  all  k uu u uR k N ω == ∈ ∈   . 
Define the seminorms  {}   2 , 1 , 0 : = = Ξ k pk  on  X by  
   () k k u u p =  for  all  ( ) ω ∈ =   , , 2 1 u u u  and  N k ∈ . . 
The family of operators  ( ) {} 0 ≥ t t T  defined  by ( ) ( )
2nt
n Ttu e u
− =  for  every 
()ω ∈ = n u u  is  -semigroup generated by  0 C ( ) n n 2 1 −
∞
= A ⊕ = .  We define a new 
calibration   on X corresponding to the family of operators 
 by  
{ , 1 , 0 : = = Ξ′ k }   2 ′ pk
() {} 0 ≥ t t T
   () () ( ) ( )
2
00 sup sup 1
kt
kt k t k k k k pu p T t u p e u p u
−
≥≥ ′ ==≤ =  for  all  .  () 1 ≤ u pk
Let   be the corresponding seminorm on  ( 0,1,2 ) k pk ′ =     ( ) X L , then   is 
-contraction  -semigroup.  Let 
() {} 0 ≥ t t T
Ξ′ 0 C ( ) n n B n − − ⊕ =
∞
=
2
1 , then 
  () k k u k k Bu p − = ′
2 ,  () k k u k Au p 2 = ′  for  any  ( ) ω ∈ =   , , 2 1 u u u and  .  N k ∈
This implies that, 
() () ()
1
2
kk k k p Bp A b p ′′ ≤+     I ′  for  all  N k∈ and any  .  0 > k b
So, B is A-bounded with A-bound 
2
1
0 = a .  Furthermore,  since  
() () ( ) () u p u u k k u B I p k k k k ′ = ≥ − + = − ′ λ λ λ
2 , 
according to Lemma 3.2.4, B is a dissipative operator.    Followed from Theorem 3.1, 
(A+B) generates a  -contraction  -semigroup on  Ξ′ 0 C ω . 
 
  56Chapter 4. Inhomogeneous Cauchy problem in sequentially complete 
locally convex space 
 
4.1 Introduction 
 
  In this chapter we discuss the inhomogeneous Cauchy problem in complete 
locally convex space.  The motivation of this study is the problem of photon 
transport in a cloud.  Meri Lisi and Silvia Totaro [18] consider the photon transport 
in a cloud, which occupies a convex region of the space with a localized source (for 
example, a star) inside.  They assume that the photon transport phenomenon is 
one-dimensional, that is the photon number density U depends on the space variable x, 
on the angle variable μ and on time t.  They also assume that the nebula is bounded 
by the two surfaces  () x at =  and  () x bt = .  In order to avoid a moving reference 
system, it is convenient to suppose the surface at left fixed, i.e.  () 0 xa t = = .  Hence, 
the boundary plane  () x bt =  move with speed  , where   is a continuously 
differentiable real function of    in the interval 
() bt  
[0,
() bt
t ) +∞  such  that 
0
() s u p ()
t
bt bt
≥
≤ <∞    . 
Following figure shows a sketch plan of the situation. 
 
Vacuum 
(Part I) 
Nebula 
(Part II) 
Vacuum 
(Part III) 
 
Each region is characterized by different total and scattering cross section.   However, 
in every part, the relative cross sections can be considered constant; in particular, in the 
vacuum the total cross section and the scattering cross section are very small, because 
the particle density is low.    Hence, in part I and III, if one indicates withσ ˆ ,  s σ ˆ  the 
total cross section and the scattering cross section, respectively, he may assume 
0 ˆ ˆ > > s σ σ .    On the other hand, in part II, one has that  0 > > s σ σ , where  σ ,  s σ  
are the total and the scattering cross section, respectively.  Moreover, since the 
particle density in the nebula is higher than that in vacuum, one may assume that 
0 ˆ > >σ σ  and  0 ˆ > > s s σ σ . 
The photon transport equation in interstellar space can be described as following: 
   () () t x U
x
c t x U
t
, , , , μ μ μ
∂
∂
− =
∂
∂ ( ) ( ) ( ) ˆˆ ,, cx t U , x t σ σσ χ μ ⎡⎤ −+ − ⎣⎦  
  57     () ( ) ( ) ( )
1
1 ˆˆ ,, , , ss s cx t k U x t d σ σσ χ μ μ μ μ
− ′ ′ ++ − ⎡⎤ ⎣⎦ ∫ ′     (4.1.1) 
      () ( ) t x x x q , 0 0 χ δ − +  
() ( ) ( ) ,, 1 , 1 , 0 , xt μ ∀ ∈− ∞+ ∞ ∀ ∈− + ∀ ∈ + ∞; 
where ( , ) x χ χ =⋅  is the characteristic function of the interval [ ] 0, ( ) b ⋅ ,   is a 
constant, 
0 q
( ) [ t b x , 0 ∈ ]  and δ  is the Dirac delta functional.  The scattering kernel 
() μ μ ′
) 1 ,
, k
( 1 −
  is a positive  -function with compact support with respect to each variable 
in   such that 
∞ C
() () () ∫− = ′ ′ = ′
1
1 1 , , , , μ μ μ μ μ μ μ d k k k          (4.1.2) 
and 
() { ( 00 ,0
2
r
r
k
kr N N μμ
μ
∂ ′ ≤∀ ∈ =
∂
 } ) , 1 , 2 ,       (4.1.3) 
where  k  is a suitable positive constant.    They chose  s σ   small enough such that 
σ σ < s k .                ( 4 . 1 . 4 )  
However, since the derivative of  χ  is not defined at  0 = x  and  , in order 
to avoid this problem, it is possible to consider 
() t b x =
( ) t x, ˆ χ , a mollified version of  () t x, χ  
which is defined as follow: 
() 0 , ˆ = t x χ ,  ( ) ) , [ ] 0 , ( ∞ + ∞ − ∈ ∀ t b x ∪ ; 
()
2
2
3
3
3 2
, ˆ x x t x
ε ε
χ + − = ,  ( ) ε , 0 ∈ ∀x ; 
() 1 , ˆ = t x χ ,  () ] , [ ε ε − ∈ ∀ t b x ; 
() () [] () []
2
2
3
3
3 2
, ˆ x t b x t b t x − + − − =
ε ε
χ ,  ( ) ( ) ( ) t b t b x , ε − ∈ ∀  
In the preceding definition, ε  is a positive constant, such that  , with 
(please see [19], for detail).  Equation (4.1.1) is supplemented with the 
initial condition: 
() 0 b ε <<
() 0 b ≠ 0
() ( ) μ μ , 0 , , 0 x U x U =  for  all  ( ) ∞ + ∞ − ∈ , x   and for all  ( ) 1 , 1 − ∈ μ ,    (4.1.5) 
where    is a given positive function.  In order to study (4.1.1)-(4.1.5), Meri Lisi 
and Silvia Totaro first consider the Banach space 
0 U
( ) ( ) 1 , 1
1 − × = R L X  endow  with  the 
norm 
()
1
1 , f dx f x d f X μμ
∞
−∞ − =∀ ∫∫ ∈ . 
They define the operators   and    : ( ) ( ) SD S X R S X ⊂→ ⊂ : ( ) JD J X =→
() R JX ⊂  by 
() () ,, ( Sf x c f x f DS X
x
μμ μ
∂
=− ∀ ∈ ⊂
∂
) , with  ( ) { : } DS f X Sf X = ∈∈ ; 
  58() ( ) ()
1
1 ,, , Jf x k f x d f X μμ μ μ μ
−
′′ ′ =∀ ∫ ∈ . 
Moreover, they set 
         () ( ) ( ) ˆ ˆˆ , tx σσ σ σ χ =+ − t , 
         () ( ) ( ) ˆ ˆˆ , ss s s tx σσ σ σ χ =+ − t , 
         () ( ) ( ) t x x x q t Q , ˆ 0 0 χ δ − = , 
where  () t σ  and  () t s σ  are functions from  ) , 0 [ ∞ +  into  ( ) R L
∞ , and   can be 
considered as a function from 
() t Q
) , 0 [ ∞ +  into  X , even if   does not depend on  Q μ .  
Hence, system (4.1.1)-(4.1.5) can be transformed as: 
   () () () ()
() 0
() , 0 ;
0 .                                                                     
s
d
Ut S c tI c tJUt Qt t
dt
UU
σσ ⎧ =− + + ∀ > ⎡⎤ ⎪ ⎣⎦
⎨
⎪ = ⎩
      
(4.1.6)
 
Where  () ( ) ,, Ut U t =⋅ ⋅ be considered as a function from  ) , 0 [ ∞ +  into  X .  It is 
reasonable to assume that the number of photons inside the cloud changes slowly in 
time, i.e.,  () t U
dt
d
 is small.  For the same reason they assume that  (t) σ σ ≡ , 
() s s t σ σ ≡ ,   and  () Qt ≡Q () b t b =  do not depend on time  .  They transform the 
initial value problem (4.1.6) into the equation 
t
   
() []
() 0
() , 0 ;
0 .                                                      
s
d
Ut S cI c JUt Q t
dt
UU
σσ ⎧ =− + + ∀ > ⎪
⎨
⎪ = ⎩
        (4.1.7) 
However, they found that the initial value problem (4.1.7) has no solution in the 
Banach space  , since  ( () 1 , 1
1 − × = R L X ) δ  does not belong to  X .  For solving 
(4.1.7) they have to consider more general space.    It is the reason we will consider the 
perturbed Cauchy problem in a sequentially complete locally convex space rather than 
in a Banach space.  They solved equation (4.1.7) for the special case  () 0
d
Ut
dt
≡ .  
This new system  
    [ ]
0
() 0 , 0
(0)
s Sc IcJ U t Q t
UU
σσ ⎧ − ++ = ∀ ⎪
⎨
= ⎪ ⎩
>
 
is so-call quasi-static equation in the space  .  Where  ( ( 1,1) ) XD R ′ =× −   X    is  the 
space of all continuous linear functional on the space D consist of all test functions.  
We will give further descriptions about these spaces in section 4.3 latter.  In there 
we will show that the initial value problem (4.1.7) has a unique generalized solution 
for the case  () 0
d
Ut
dt
≠ . 
  Through out this paper we will use following notations.  We always denote X 
  59be a sequentially complete locally convex space (hereafter denoted it as sclcs) under a 
family of seminorms  .  We will denote by   the space of all continuous 
linear operators on X and E be a collection of bounded subsets of X such that 
Γ ( ) LX
() span
BEB X
∈ = ∪ .  For each B∈E and q∈Γ, a seminorm  , Bq p  on   is 
defined by 
() LX
     () ( ) { } , sup : Bq pL q L x x B =∈  for  every ( ) LL X ∈ . 
Then the family { } , :,   Bq pB E q ∈∈ Γ  induces a locally convex topology for L(X) 
(please see e.g. [15], p131). 
 A  family  ℑ of linear operators on X is equicontinuous if for each  p∈Γ, there 
is a continuous seminorm   such that  () qq p =∈ Γ () ( ) p Lx q x ≤ , for all  ℑ and 
for all 
L∈
x X ∈ .  For each  p∈Γ and L be a linear operator on X, we define a 
corresponding seminorm for the linear operator L by 
     () ( ) ( ) { } sup :  with  1 pL pL x x X px =∈   ≤ . 
  A linear operator L on X is said to be p-continuous if 
     () ( ) ( ) { } sup :  with   1 pL pL x x X px =∈ ≤   < ∞ . 
  A linear operator   is said to be Γ-continuous if it is p-continuous for 
every 
() LL X ∈
p∈Γ.  Let  () L X Γ  denote the space of all Γ-continuous linear operators on 
X and  () B X Γ   denote the subspace of  ( ) LX Γ  whose  elements  L satisfies   
    () { } sup : Lp L p
Γ =∈ Γ   < ∞ .           (4.1.8) 
  () B X Γ  with  norm 
Γ ⋅   is a Banach algebra.    Under these notations, one may 
have the relation 
( ) B X Γ ⊂ ( ) LX Γ ⊂ () LX . 
  As long as  , we can define the operator   by  () KBX Γ ∈
tK e
   
0 !
i
tK i
i
t
e
i
∞
=
=∑ K I , for each   and  0 t >
0K e =  for  0 t = .    (4.1.9) 
 
Definition 4.1: Let X be a sclcs. The family of continuous linear operators  { } 0 ()
t Tt
≥  
on  X is called a strongly continuous  -semigroup if following three conditions 
hold: 
0 C
    ( 1 )   ,  (0) TI =
    ( 2 )   () ( ) ( ) TtTs Tt s = +  for  all  s,   and  0 t ≥
    ( 3 )    as  t↓0, for every  () Ttx x → x X ∈ . 
    The  family  of  linear  operators  { } 0 ()
t Tt
≥   is equicontinuous, if for each 
continuous seminorm p on X, there exists a continuous seminorm q on X such that 
  60() () ( ) pTtx qx ≤  for all   and for all  0 t ≥ x X ∈ .  Such a family { } 0 ()
t Tt
≥  is 
called an equicontinuous  -semigroup.    Moreover, if there exists a number  0 C 0 β ≥  
such that { }
0 ()
t t
≥
t eT
β −
0 C
 is equicontinuous, then it is called a quasi-equicontinuous 
-semigroup.  A semigroup { } 0 ()
t Tt
≥  is said to be locally equicontinuous, if for 
any fixed  , the subfamily  0 T << ∞ { } () Tt:0 t T ≤ ≤  is  equicontinuous. 
 If  ℑ be a equicontinuous family of linear operators on X and Γ is a calibration 
for X.    We define, for each  , a continuous seminorm  p′ on  X by    p∈Γ
() { } () s u p :  o r   p xp = L x L L I ∈ ℑ ′ =  for  every x X ∈ . 
  This implies that  p p ≥ ′  for  each  p∈Γ.    Y. H. Choe [2] showed that the new 
calibration  { } : pp ′′ Γ=   induces the same topology for X.  ∈ Γ
 If  { } 0 ()
t Tt
≥   is a equicontinuous  -semigroup on X, then Choe's result allowed 
us to define a new calibration 
0 C
′ Γ  on  X such that  () 1 Tt
′ Γ ≤  for  all  .  In  this 
case, 
t 0 ≥
{ } 0 ()
t Tt
≥  is called a  ′ Γ
{
-contraction  -semigroup.  In fact, we have 
following proposition. 
0 C
 
} 0 ()
t≥ Tt Proposition 4.1: Suppose   is a equicontinuous  -semigroup on X, then 
there is a new calibration 
0 C
′ Γ  on X such that { } 0 t≥ () Tt  is a  -contraction 
-semigroup. 
′ Γ
0 C
′ Γ Proof : Let    be a new calibration on X which is defined by 
( ) { }
0
s u p
t≥
() px ′ ( ) : pTtx = () 1 p x≤  for  each  p∈Γ. 
p∈Γ Then for every   
() ( ) { }
()
()
()
() () :
( ) : (
( ) : ( )
( ) : ( )
TsTtx
t sx p
kx px
{}
{}
{}
( ) 1
                ) 1
                1
                1 ( )
T px
x
0
0
0
s u p
sup
sup
sup
s
s
kt
k
p
pT
pT
() tx p
p Tkx px
=+
=≤
px
=≤
≤
≥
≥
≥
≥
′
 
′ ≤≤ =
This shows that  () 1 ≤ Tt  for all  , and hence  0 t ≥
′ Γ { } 0 ()
t Tt
≥  is a  -contraction 
-semigroup. 
′ Γ
0 C
′ Γ
  For convenience, if no confuse arise, we will still denote the new calibration by 
Γ instead  of  . 
 
Definition 4.2: Let X be a locally convex linear space, any convex, balanced and 
absorbing closed set is called a barrel.    X is called a barrel space if each of its barrels 
is a neighborhood of zero. 
  61Definition 4.3: Let  XΓ   be the subspace of X such that 
   .  () :sup 
p
Xx X p x Γ
∈Γ
⎧⎫ =∈ < ∞ ⎨⎬
⎩⎭
We defined 
Γ ⋅  on  XΓ  as 
   () sup
p
x px
Γ
∈Γ
=  for  every x XΓ ∈ . 
Then 
Γ ⋅  is a norm on  XΓ  for which (, XΓ )
Γ ⋅  is a Banach  space.  For detail 
please see [26, Proposition 2.5]. 
 
Since  XΓ  is a Banach space we can consider the Bochner integrable function on 
XΓ . 
 
Definition 4.4: We say a function  [ ] :0 , f TX Γ →  is a simple measure function if 
1
i
m
iA
i
fx χ
=
=∑ , where  i x XΓ ∈ ,   are measurable set on  i A [ ] 0,T  with   
for all   and  .  Naturally we may define 
() i A μ <∞
1, 2, ,  
( i
im
) i
=
0
1
m T
i
[]
1 0,
m
i AT
= =
i ∪
f dx μ
=
=∑ ∫
{ n f
A μ
}
 for every simple measurable function f.  A measurable 
function f is called Bochner integrable if there exists a sequence of simple measurable 
functions   converge almost everywhere to f so that ∫ →0 μ −
Γ
T
m n d f f
0  and 
the integral    is then defined as  ∫
T
d f
0 μ
0 lim
T
n n f dμ
→∞∫ . 
 
  Y. H. Choe [2, Corollary 5.4] showed that if A generates an equicontinuous 
-semigroup on X and the linear operator  0 C ( ) X B B Γ ∈ , then  () A B +  generates a 
equicontinuous  -semigroup on X.  In fact, by means of the estimations of 
resolvent operators Choe proved a more general result for both   and B depending 
on t while they satisfy certain conditions (for detail, please see [2, Theorem 5.3]).  
However, for discourse the photon transport problem we need only to consider both 
linear operators   and B are independent of t.  In section 4.2, by choosing a 
suitable calibration on the sclcs X, we can prove Choe’s Corollary 5.4 in a different 
approach (please see Theorem 4.1). 
0 C
A
A
  Instead of solving the photon transport problem directly, we consider the 
inhomogeneous term function    is not a constant function and  () Qt () 0
d
Ut
dt
≡ / . We 
consider the inhomogeneous initial value problem 
  62   () () ()
() ()
,   0 ;
0 ,                     ;
d
ut A ut ft t
dt
ux x D A
⎧ =+ > ⎪
⎨
⎪ =∈ ⎩
            ( 4 . 1 . 1 0 )  
where A is a generator of a equicontinuous  -semigroup and  0 C [ ] :0 , f TX Γ →  is a 
Bochner integrable function.  We will show that the inhomogeneous initial value 
problem (4.1.10) has a unique mild solution if A is a generator of a 
quasi-equicontinuous  - semigroup and   is a Bochner integrable function on 
  (please see Theorem 4.2). 
0 C f
Γ X
 
 
4.2. Main Results 
 
Theorem 4.1: Suppose  () { }
0 tT Tt
≤ ≤   is a locally equicontinuous  -semigroup on a 
barrele space X generated by a closed linear operator A.  If B is a closed linear 
operator on X with 
0 C
∞ < =
Γ M B , then there exists an locally equicontinuous 
-semigroup  0 C ( ) {} T t t S ≤ ≤ 0  generated  by ( ) AB + . 
 
  Before start to prove Theorem 4.1 we need following lemma which was proved 
in [3, Corollary 4.11].  Although this lemma was proved original in the Fréchet 
space, it can be extended to a barrel space by a similar way.  We left it for the 
interested reader. 
Lemma 4.1: Consider the abstract Cauchy problem   
  () ()
()
,     0 ;
0 ,                 .
d
ut A ut t
d
ux x
⎧ => ⎪
⎨
⎪ =∈ ⎩ X
              ( 4 . 2 . 1 )  
The following two statements are equivalent. 
(a) The operator A generates a locally equicontinuous semigroup. 
(b) There exists a unique mild solution of (4.2.1) for every  X x∈ . 
  
Proof of Theorem 4.1: According to Proposition 4.1, we may assume that 
() { }
0 tT Tt
≤≤   is a locally  -contraction  -  semigroup.  Let  Γ 0 C
      f o r   () () 0 St xT t x ≡ T t ≤ ≤ 0 ,  X x∈           ( 4 . 2 . 2 )  
and define   inductively  by  () t Sn
   for  () ( ) () xds s BS s t T x t S
t
n n ∫ − = + 0 1 T t ≤ ≤ 0 ,  X x∈  and    , 2 , 1 = n .  (4.2.3) 
  63From this definition it is obviously that for each  X x∈  and  ,   is 
a continuous mapping from   into  X. 
0 ≥ n () n tS t   x
[0, ] T
Equations (4.2.2) and (4.2.3) imply that 
   () () ( ) 1 0
t
Stxx Tts B Ts x d s
Γ
Γ
=− ∫  
              () ( )
0
t
Tt sB Tsx d s
Γ ≤− ∫  
               
0
t
Bxd s t B x χ
ΓΓ ≤= ∫    for  any  T t ≤ ≤ 0   and for any 
.  X x∈
This implies that  () 1 St t B
Γ Γ ≤ .    By induction, one can show that 
   ()
k
k
k B
k
t
t S
Γ Γ ≤
!
 for  every  N k ∈   and for every  T t ≤ ≤ 0 .    (4.2.4) 
Let 
   () () x t S x t S
n n ∑
∞
= =
0  for  every  X x∈   and for every  T t ≤ ≤ 0 ,    (4.2.5) 
then 
   () () () ∑ ∑ ∑
∞
= Γ
∞
= Γ
Γ
∞
= Γ
Γ = ≤ ≤ ≤
0 0 0 !
n
B t k
k
n n n n e B
k
t
t S t S t S .    (4.2.6) 
This implies that the series (4.2.5) converges uniformly in  ( ) X BΓ
X
  under the uniform 
operator topology on  .  Therefore for each  T t ≤ ≤ 0 x∈ ,   is also a 
continuous mapping from   into  X.    According to (4.2.2) and (4.2.3) it follows 
that for any   and  any  t in  , 
() tS t   x
[0,T ]
X x∈ [0, ] T ( )x t S   satisfies the equation 
   .              ( 4 . 2 . 7 )   () ( ) () xds s BS s t T x t S
t
∫ − =
0
This implies that   is a mild solution of (4.1.3).  To prove the uniqueness, let 
 be a family of operators such that 
() x t S
} () {: 0 Vt t T ≤≤ ( ) tV t   x  is continuous for 
every    and it satisfies that  X x∈
    for  every  () ( ) () xds s BV s t T x t V
t
∫ − =
0 X x∈   and for every  .  T t ≤ ≤ 0
Estimating the difference of   and   yields  ( ) St ( ) Vt
   () () () () () () ds x s V s S B x t V t S
t
Γ Γ Γ − ≤ − ∫0 . 
Gronwall’s inequality implies that  ( ) ( ) t V t S =  for every  T t ≤ ≤ 0 .  According to 
Lemma 4.1,   is a locally equicontinuous  -semigroup generated by  () {} T t t S ≤ ≤ 0 0 C
B A+ . 
 
  For solving the photon transport problem while the inhomogeneous term 
function   is not a constant function, we should consider the initial value  ( ) Qt
  64problem 
 
() () ()
() ()
,   0 ;
0 ,                     .
d
ut A ut ft t
dt
ux x D A
⎧ =+ > ⎪
⎨
⎪ =∈ ⎩
             ( 4 . 2 . 8 )  
Where A is a generator of a equicontinuous  - semigroup  0 C { } 0 ()
t Tt
≥  and  is a 
Bochner integrable function on  .  Instead of proving (4.2.8) has a mild solution 
directly, we prove a more general case that (4.2.8) has a mild solution as long as A is 
a generator of a quasi-equicontinuous  - semigroup.  In fact we have following 
theorem. 
f
Γ X
0 C
Theorem 4.2: If A is the generator of a quasi-equicontinuous  - semigroup  0 C
{ } 0 ()
t Tt
≥  and  is a Bochner integrable function on  , then (2.8) has a unique 
mild solution 
f Γ X
   .           (4.2.9)  () () ( ) () 0 0
t
utx Ttu Tt s f sd s =+ − ∫
Moreover, if    is continuous then  f ( ) t u   is the solution of (4.2.8).   
Proof:  If    is a solution of (4.2.8), then the   valued  function 
  is differentiable for any 
u
) s
Γ X
() ( () gs Tt us =− t s < < 0  and 
   () ( )() (
dg
AT t s u s T t s u s
ds ) ′ =− − + −  
          () ( )( ) ( ) ( ) ( ) A Tt sus Tt sA us Tt sfs =− − + − + −  
          () f s t T − =  
If  f is Bochner integrable on  , then  Γ X ( )f s t T −  is also Bochner integrable.  
Integrating it from   to  t yields  0
   .  () () ( ) () 0 0
t
utx Ttu Tt s f sd s =+ − ∫
To see   being a solution of (4.2.8) as long as   is a continuous function, we 
need only to show that   satisfies  (4.2.8). 
() t u f
() t u
  () () ( () t u h t u
h
t u h − + = ′ →
1
lim 0 )  
( ) ( ) () () ( ) () 00 0 00
1
lim ( )
th t
h Tt hu Tt h sfsd s Ttu Tt sfsd s
h
+
→ =+ + + − − − − ∫∫
          () ( ) 00
1
lim ( ) h Tt hu Ttu
h
→ =+ − 0  
            ( ) () ( ) () ) (
1
lim
0 0 0 ds s f s t T ds s f s h t T
h
t h t
h ∫ ∫ − − − + +
+
→  
          () () ( ) () ) )( (
1
lim
0 0 0 ds s f s t T I h T
h
u t AT
t
h ∫ − − + = →  
  65              () ( ) ) (
1
lim 0 ds s f s h t T
h
h t
t h ∫
+
→ − + +  
            () ( ) () () t f ds s f s t T A u t AT
t
+ − + = ∫0 0
          () () t f t Au + =  
This implies that    is differentiable on  () t u (0, ) ∞   and it satisfies (4.2.8). 
 
 
4.3. Generalized solution of Photon Transport Problem 
 
  For finding the generalized solution of photon transport problem, we will use 
following notations.  We always denote X being a sclcs, and  ( ) { } ()
0 ,
t Tt LXX
≥ ⊂  
being an equicontinuous  -semigroup.  Let  0 C s X′ be the dual space of X endowed 
with the seminorm  ( ) { } , : Bq sup p qL x x B ′′ =∈  for  every  ( ) , s s LL XX ′ ′ ∈ , where  B  
be an arbitrary bounded subsets of  X′.  Let  ( ) t T
∗  denotes the dual operator of 
.  Then  the  family  () Tt () { }
0 t Tt
≥
∗   of linear operators in  ( ) , s s L XX ′ ′  satisfies  the 
semigroup property: 
     () () ( ) Tt Ts Tts
∗∗ ∗ = + ,  ( )
* 0 TI
∗ = . 
Where 
* I  is the identity operator on  s X′ .  Notice that  ( ) { }
0 t Tt
∗
≥  is not a 
-semigroup in general.    T. Komura [17] showed following theorem.  0 C
  
Theorem A: Let X be a sclcs such that its strong dual space  s X′  is also sequentially 
complete.  Let  () { } (
0 ,
t Tt LXX
≥ ⊂
+
)  be a  -semigroup with the generator A.  
Let us denote by 
0 C
X  the closure of the domain  ( ) DA
∗  in the strong topology of 
.  If   be the restriction of  s X′ () t T
+ ( ) t T
∗  to 
+ X , then  ( ) { } ( )
+ +
≥
+ ⊂ X X L t t , 0 T  
and  () { } 0 ≥ t t
A
+ T  is a  -semigroup with the generator   which is the largest 
restriction of   with domain and range in 
0 C
∗
+ A
+ X .  In particular, if a  -semigroup 
 is locally equicontinuous (resp. equicontinuous), then 
0 C
() () { t T } 0 ≥ t { } 0 ≥
+
t t T  is also 
locally equicontinuous (resp. equicontinuous ). 
Proof: Please see [17, Theorem 1]. 
 
Now we are able to consider the photon transport problem 
   () () () ()
() 0
() , 0 ;
0 .                                                                    
s
d
Ut S c tI c tJUt Qt t
dt
UU
σσ ⎧ =− + + ∀ > ⎡⎤ ⎪ ⎣⎦
⎨
⎪ = ⎩
      (4.3.1) 
  66As we mentioned in section 4.1, it is reasonable to assume that (4.3.1) can be 
rewritten as 
   () []
() 0
() , 0 ;
0 .                                                      
s
d
Ut S cI c JUt Q t
dt
UU
σσ ⎧ =− + + ∀ > ⎪
⎨
⎪ = ⎩
         (4.3.2) 
We will show that this problem has a unique generalized (or weak) solution   in 
some space  .  For describing the space 
* U
() ( ( 1, 1 XD R ′ =× −   ) ) X   , we will use 
following notations.  Denoting { }
∞
=1 m m K  be a sequence of compact subsets of 
 such that   and  .  Let   be the 
set 
( 1 , 1 − × R )   ⊂ ⊂ 2 1 K K () ∪
∞
= = − ×
1 1 , 1
m m K R
m K D
  () () () () { } 1,1 1,1 :supp
m K m DR C R K φφ
∞ ×− = ∈ ×− ⊂  (mN ∈ ) 
with the calibration of seminorms  { }
2
,0 :, m pm N N α α Γ= ∈ ∈  such  that 
   () () () () , , sup ,
m m xK px
α
α μ φμ ∈ =∂ ,  
m K D ∈ φ .         (4.3.3)  φ
Here   is the set of all nonnegative integers.  Let the space   
be defined as 
0 N () () 1,1 DD R =× −
   () () () ( ) 1 1,1 1,1
m K m DD R D R
∞
= =× − = × − ∪ . 
Then   is a Fréchet space with topology induced by the calibration of seminorms 
(4.3.3).  Since every Fréchet space is a barrel space, this implies   is a barrel 
space.  Let 
D
D
X D′ =     be the dual space of  .  D
  It can be shown that (see e.g. [24])  ( ) ( )
1 1,1 X LR X D ′ = ×− ⊂ =    in the 
following sense. 
  We say that    can be identified with  D f ′ ∈ ( ) ( )
1 1, 1 fL R ∈× − if, 
   () () ( )
1
1 ,, , f fx x d d x D φμ φ μ μ
∞
−∞ − =∀ ∫∫ φ ∈ . 
We also can extend the operator  s Tc IScJ σ σ = −−   to the operator 
   D X D X T ′ = → ′ =
~ ~
:
~
 
such that 
     () () () ( )
1
1 ,, , , Tf T f Tf x x d d x D φφ μ φ μ μ φ
∞
−∞ − = =∀ ∫∫
    ∈ . 
Now we define the operator  T ˆ  on   by  D
  () () ( ) () () μ μ ϕ μ μ σ
μ ϕ
μ μ σϕ μ ϕ ′ ′ ′ −
∂
∂
− = ∫− d x k c
x
x
c x c x T s
1
1 , ,
,
, , ˆ  for  every  D φ∈ . 
Then we have the relation 
   D D f T f f T ∈ ′ ∈ ∀ = φ φ φ ,
~ ˆ , ,
~ ~
. 
  67In other word,  T
~
 is the formal adjoint of  T ˆ .  Let L denotes the operator  ˆ d
T
dt
+  
and   denotes its formal adjoint of L.  We say a distribution   is a generalized 
solution of (4.3.2) if it satisfied 
* L U
φ φ φ , , U , Q L U L = =
∗  for  every  D φ∈ . 
Let the operators A, B and C on the space    be defined by  D
   () ()
x
x
c x A
∂
∂
− =
μ ϕ
μ μ ϕ
,
,,  
    and  () ( ) ( ) ∫−
′ ′ ′ =
1
1 , , , μ μ ϕ μ μ σ μ ϕ d x k c x B s
   () () μ σϕ μ ϕ , , x c x C =  for  every  D φ∈ . 
Then  .  Meri Lisi and Silvia Totaro [18] showed that there exists a 
-contraction  -semigroup 
ˆ T ABC =−+
0 C Γ ( ) { }
0 t Wt
≥  on D generated by  A − .  The operators 
B  and   are in  C () B D Γ   with operator norms  k s σ c B =
Γ  and  σ c C =
Γ  
respectively. 
Followed from Theorem 4.1, there exists a locally equicontinuous  -semigroup  0 C
() { }
0 t Vt
≥  on   generated by  D ˆ T − .  Let  ( ) { }
0 t Vt
∗
≥  be the  -semigroup on 
 generated by  .  According to Theorem A, 
0 C
D′ T −   ( ) { }
0 ≥ t Vt
∗  is also locally 
equicontinuous on   since  D′ T
~
 (the formal adjoint of  T ˆ ) is an automorphism on 
, i.e. the domain of  D′ T
~
 is  X
~
 (please see [18, Remark 3.2]).  Clearly Q 
belongs to  .    This infers that (4.3.2) can be considered as a special case of (4.2.8) 
with 
Γ ′ D
() f t ≡ Q  for all t .  Then by Theorem 4.2, (4.3.2) has a unique 
generalized solution U. 
[0 ∈ , ] T
 
 
  68Chapter 5. (C0, 1) semigroup in locally convex space 
 
5.1. Introduction 
 
  In this chapter we will consider the abstract Cauchy problem 
   () ()
() () 0
    ( 0)         
0                     
d
ut A ut t
dt
uu D A
⎧ => ⎪
⎨
⎪ =∈ ⎩
        ( 5 . 1 . 1 )  
on complete locally convex topological linear space.  Cauchy problem on Banach 
space X has been studied by many mathematicians.    It is well known that as long as 
A is a generator of a  -semigroup  0 C ( ) { } 0 ≥ t t T  on a Banach space X, there exists a 
non-negative real number ω  such that  ( ) { } 0 : ≥ t x t
− T e
t ω  being bounded in X for 
every  .  But this is not true in general, e.g. if X is a complex Hausdorff 
locally convex topological linear space and 
X x∈
( ) { } 0 ≥ t t T  is  a  -semigroup on X, then  0 C
() { } 0 ≥
− e
t ω :t x t T   is not bounded for any non-negative real number ω .  
Sometimes, complex Hausdorff locally convex topological linear space (hereafter we 
will denote it by lcs) being a more natural domain for some partial differential 
operator.  Partial differential equations are being currently studied on lcs, e.g. the 
spaces of continuous functions, test functions and distributions with non-normable lcs 
topology.  Moreover, in a norm space endow with locally convex topology, using 
the locally convex topology sometimes is also better than using the norm in certain 
cases.  For  example,  let    be a bounded domain in  Ω
N R  and  
    () ( ) { } Ω = Δ Ω ∈ ≡ Ω in    0 : u C u H . 
The Laplacian above is understood in the weak sense; however we know that if 
 is continuous and  R u → Ω : 0 = Δu  in the sense of distribution, then u is actually 
in   and harmonic in the classical sense.  A natural norm on   is the   
norm, that is 
2 C () Ω H ∞ L
    () ( ) x u x u u
x x Ω ∂ ∈ Ω ∈
∞ = ≡ sup sup , 
where the last equality follows from the maximum principle.    We could also endow 
  with the following locally convex topology  () Ω H
   () () sup , 
n
n
x
Fu u x n ρ
Ω ∈
⎧⎫
=≡ ∈ ⎨⎬
⎩⎭
N , where  ()
⎭
⎬
⎫
⎩
⎨
⎧ > Ω ∂ Ω ∈ ≡ Ω
n
x x n
1
, dist   :.  
The advantage of using this convex topology rather than the   norm is that, by 
interior estimates of derivatives for harmonic function, 
∞ L
( ) Ω H  is relatively locally 
compact with respective to the  -topology, i.e., every bounded sequence in   
has a subsequence which converges in the  -topology to a harmonic function in 
F () Ω H
F Ω 
(for detail, please see [25]). 
  In [1], V. A. Babalola consider the operator 
x
x A
∂
∂
=   for the Cauchy problem, 
the author showed that A generates a  ( ) 1 , 0 C  semigroup  ( ) { }
0 t Tt
≥  when X is a lcs.  
  69Roughly speaking, the (  semigroup is a  -semigroup on X which can be 
characterized as having the property that for each continuous seminorm p on X there 
exists a positive number 
) 1 , 0 C
p
0 C
σ  (which depends on the seminorm p) and a continuous 
seminorm q on X such that 
    ( ) () ( x x t T p ) q e
t p σ ≤  for  all  X x∈  and  .  0 ≥ t
Precise definition of   semigroup will be given in Definition 5.1 latter.  The 
semigroup    be called an equicontinuous semigroup if 
() 1 , 0 C
() {} 0 ≥ t t T 0 p σ =
t p σ
  in the above 
inequality, and it is called a qusi-equicontinuous semigroup if   is  instead  by  e
t e
ω  
for some positive constant ω  (independent of seminorm p).  Follows from these 
definitions,   semigroup is a more general type semigroup.  However,   
semigroup lacks some property which the equicontinuous semigroup has.  In fact, 
the resolvent operator 
() 1 , 0 C () 1 , 0 C
( R : ) A λ   exist for some  0 λ >  as  () { } 0 ≥ t t T  is  an 
equicontinuous  -semigroup but it is not true while  0 C ( ) { } 0 ≥ t t T is a ()  
semigroup.  For instance, let 
1 , 0 C
( ) R S X =  be the set of all rapidly decreasing test 
functions with topology is determined by the seminorms { } mn p .  The seminorm 
mn p  on X is defined by  () f D M
n m = f pmn
( )
 for every pair of nonnegative integer 
m, n, where 
( ) () () x xf x f M = ,  () () x f
dx
d
 and  ()
2
1
2
⎟
⎠
⎞ ⎜
⎝
⎛ = ∫ f D x =
R dx x f f  
for every  f X ∈ .  Let  the  group  ( ) { } ∞ < < ∞ − = ξ ξ : S G   be defined by 
    () () ( ) ( ) x f S
ξ ξ e f x = X f ∈ .   for  all 
Then  () () ()
nm
mn mn
1
2 p Sf e p f ξ =
−−
, and hence   is a  G ( ) 1 , 0 C  group.  However, 
it is impossible to find any positive number ω   such that the group 
() { } 0 : ≥ ξ ξ S
− ξ ω e
)
 is equicontinuous.  This shows that the resolvent operator 
( A R : λ   does not exist for any  0 λ > . 
  In view of above evidences we would like to consider the abstract semilinear 
initial value problem   
   () ()
(
t
D
( )
() ) 0
,   ,  0,
0 ,                    
d
ut A u f tu t
dt
uu A
⎧ = +≥
⎪ =∈ ⎩
)
⎪
⎨        ( 5 . 1 . 2 )  
where A is a generator of   semigroup in a lcs X and  ( 1 , 0 C :[0, ) f XX ∞ ×→ is a 
continuous function.  For discussing the ( ) 1 , 0 C  semigroup and it’s under lying 
space X, we will use following terminologies and lemmas in this chapter.    We say a 
family of continuous seminorms  { } Γ ∈ α α : p   is saturated if for any pair  1 α ,  2 α ∈Γ, 
there exists a  Γ ∈ 0 α  such  that  
   () ( )
0  12
i )( p xp i,   αα ≤= x X x∈ .     for  all 
We always assume that X is a lcs endowed with a saturated family of continuous 
seminorms  { Γ ∈ } α α : p  such that the family { } :, Vα εα ε 0 ∈Γ>  is a base of 
  70neighborhoods at the origin for the topology of X, where Vα   is the set 
() { } : xXpx α ∈ 1 ≤  for every α ∈Γ .  We denote  ( ) X LΓ  be the family of linear 
operators   such that for each  X X T → : Γ ∈ α  there exist positive number  T , α λ  
with 
    α α λ V T , α V T ⊂
T
. 
It is easy to see that    is continuous and satisfies  ( X LΓ ∈ )
( ) p T α ( x α ) Tx pα X x∈     λ , ≤  for  all   and  Γ .  ∈ α
Furthermore, with addition defined pointwise and multiplication by composition, 
 becomes an algebra, also we can defined a topology on  .  For each  () X LΓ
{ Γ ∈ ∈
( X ) LΓ
} α α α : p p , the real -valued function   on  α P ( ) X LΓ , defined by 
( ) ( { ) ( ) }
() ,1
:
p x
p
α α ∈≤ ()
,, TT p
x
λλ inf  all 
supxX
T x x X
pT
αα α α =≤
=
   for x α
         
PT ∈
     
is a seminorm with the additional properties that 
( )( ) ( ) 2 T P α ≤ ( ) ,  TT X 2 1 T P α 1T T P α 12L Γ ∈  and  Γ ∈ α     , for all  , 
and  
( )( ) ( ) x pα ( ) X L T Tx P α T P α ≤ ,  X x      for  all  ∈  and  Γ ∈ .  α ∈ Γ
The topology on   is defined by the family of seminorms { () X LΓ } : P α α ∈Γ .  
Under this topology   becomes a Hausdroff locally multiplicatively convex 
topological algebra and    is complete whenever X does. 
( X LΓ
LΓ
)
( X )
)
An  lcs can be regard as a projective limit of Banach spaces (see e.g. [14, 
pp.231]).  Firstly, we express the definition of a projective system of spaces and 
homomorphism.  Let   be a directed set and let  ( ≤ , I ( ) I X ∈ α α  be a family of 
normed spaces.  Suppose we have a family of homomorphism  : f XX αβ β α →  for 
all  β α ≤
α α f
β α γ α f f f   =
  with following properties: 
1.    is the identity in ,  Xα
2.   for  all  β α ≤ ≤γ .  γ β
Then the set of pair  ( ) β α α f X ,  is called a projective system of normed space and 
homomorphism over  I . 
  Hence we can define the projective limit (it also called inverse limit) of the 
projective system as a particular subspace of the direct product of the  's:  α X
    () () : Xx X αα α β lim   for all  x β
I α
x f α α α β
⎧⎫
=∈ ≤ ⎨⎬
⎩⎭ ∈ ∏ =     .   
() α X L
For a given lcs X, we consider the normed space   and the set of all linear 
operators   as following.  For each 
α X
Γ ∈ α , let   be the coset of  α x x in the 
quotient space 
1 Xp α
− (0) and  let  
    () x p x α α α =  for  every x X .  ∈
1(0 Xp α
− Then 
α ⋅   is a norm on the quotient space  ).    Under the topology induced 
by 
α ⋅ , the normed linear space formed by the elements of 
1(0) α
− Xp  is denoted 
  71by   and denoting its completion by  α X X α .  For each  Γ ∈ α  the natural 
homomorphism  α α π X X → :  defined  by  ( ) α α π x x =  for  each   is 
continuous and onto. 
X x∈
( ) α X L Now we can relate   to the uniform norm algebra  ( X LΓ ) .  Let  Γ ∈ α  
and  , then the operator   defined by  .  It is 
easy to see that   is in   (for detail, please see [1, proposition 1.12]).  
Moreover,    is uniquely extensible to a bounded linear operator 
() X LΓ
α S
S ∈ α α α X X S → :
)
( S ) α x α αx S =
α S L( Xα
Sα X α  on   such 
that 
() x P α αα =     1 sup x SS S S
α α
α αα α α ≤ == . 
To identify   with projective families of operators, we order the index set  () X LΓ Γ 
by  α′ α ≥   if and only if  . Define, for  α α ′ ⊂V V α α ′ ≥ , an operator  α α α α π ′ X :  ′ → X
by  () α α ′ = x α α π ′ x  is a continuous homomorphism also it can be extended to  X α .  
The set  { } , X α αα π ′  consists of a projective system of spaces and homomorphism 
over  .  Denote the project limit by  lim X X Γ α =       .  We call a projective family of 
Banach spaces is saturated if every finite product of members is still a member.  
Throughout this paper we always assume that our projective family of Banach spaces 
{ } X : α α ∈Γ  is saturated.  We also always assume that X is a complete lcs and 
 is a Banach space for each  α X Γ ∈ α .  Let   be a linear operator from 
 into   (
α S
() α S ⊂ α X X D α Γ ∈ α ).  We call { } Γ ∈ α α : S  a (saturated) projective 
family of operators if and only if  ( ) ( ) x Sx S α αβ β β αβ ππ = β  for every  ( ) β β D x ∈ S  
and  α β ≥
) S
.    For such a family, we can define a linear operator S on the project limit 
 of {} ( D () Γ ∈ α α : S D  by  ( ) ( ) x S x α S α α π π =  for every  ( ) S D x∈ ,  Γ ∈ α , and 
we call the operator S be the project limit of the family of operators  {} Γ ∈ α α : S .  If 
 for each  ( α X ) α S L ∈ α ∈Γ, then  ( ) X L S Γ ∈ .  Moreover, the family { } : Sα α ∈Γ  
associated with  ( X ) L S Γ ∈   is projective and its limit is S. 
 
  Now, we are ready to define the  ( ) 1 , 0 C  semigroup  on  X. 
Definition 5.1: The family of continuous linear operators  ( ) { }( X L t T t ⊂ ≥0 )  is called 
a  -semigroup if and only if:  C0
() Tt (1)   for  all   and  () ( ) Tsx Tt sx =+ 0 , ≥ t s X x∈ ; 
(2)   for  all    () T 0
() t T
x x = X x∈
(3)   as  , for every  x x → 0 ↓ t X x∈ . 
It is called an  ( ) X LΓ -operator semigroup of class ( ) 1 , 0 C  (( ) 1 , 0 C  semigroup for 
short) if and only if, in addition, for each  α ∈Γ   and each positive constant  δ , there 
exist a positive number  ( ) { } () δ α λ λ ≤ ≤ = t T : , t 0  such that  ( ) α α λV ⊂ V t T  for all 
δ ≤ t ≤ 0 , where  ( ) { } : X p x αα =∈ ≤ 1 Vx  for  every α ∈Γ . 
 
  72Definition 5.2: We call an operator  ( ) X X S D S → ⊂ :  is a compartmentalized 
operator (with respective to { } Γ ∈ α α : p ).  If for each  Γ ∈ α  the  operator 
() ()α α α π X S D S → : , given by  ( )α α x S x α S =  for  every  () ( S D α ) xα π ∈ , is 
well-defined. 
 
  Follows from the definitions of  ( ) LX Γ  and  compartmentalized  operator.  It  is 
easy to see that every operator   in  S ( ) LX Γ   is a compartmentalized operator. 
 
  The following results linked the  ( ) 1 , 0 C  semigroup in lcs with the well know 
-semigroup in Banach space.  For the convenience, we list here without proof.  
For detail please see the reference [1]. 
0 C
 
Lemma 5.1: [1, Theorem 2.5] There is an one-to-one correspondence between 
 semigroup  ( 1 , 0 C ) } () { 0 : ≥ ξ ξ S
() () ()
 on  complete  lcs and projective family of 
-semigroup  0 C { } :0 ξ SS αα ξπ ξ =≥  on  Banach  spaces  Xα  such  that,  if  A is 
the generator of a (  semigroup and  ) 1 , 0 C { } α A  is the family of generators 
associated with the corresponding  -semigroup on  0 C { } : Xα α ∈Γ , then   is 
the projective family and its limit is A. 
{ α A }
  
  V. A. Babalola [1, Theorem 2.6] showed that the  -semigroup  0 C () {} 0 : ≥ ξ ξ S  
is a   semigroup on a locally convex space X if and only if there exist sets  ( 1 , 0 C
{:
)
} Mα α Γ ∈  and { : } α σ α Γ ∈   of real numbers such that  α Γ ∈  implies 
() () () pS x M e px
α σξ
αα ξ ≤ α  for  all  0 ≥ ξ  and  X x∈ . 
The author also showed that, by choosing a suitable seminorm  qα  on X, the last 
inequality is equivalent to   
() () () pS x e qx
α σξ
αα ξ ≤  for  all  0 ≥ ξ  and  X x∈ . 
For detail please see [1, Theorem 2.8]. 
 
From this property, Definition 1 is equivalent to the following definition. 
Definition 5.3: Let  () {} ( ) X L S ⊂ ≥ 0 :ξ ξ   be a family of continuous linear operators 
on X, it is a    semigroup if and only if it satisfy  ( 1 , 0 C )
(1)  () { 0 : ≥ } ξ ξ S   is a semigroup of class  ( ) 0 C  in  X; and 
(2) for each continuous seminorm p on X there exist a nonnegative number  p σ  
and a continuous seminorm q on X such that 
    ( ) () ( ) x q e x S p
pξ σ ξ ≤  for  all  0 ≥ ξ  and  X x∈ . 
 
Lemma 5.2: [1, Theorem 4.2] Let X be a complete lcs. A necessary and sufficient 
condition for a closed linear operator A to be the generator of a unique ()  
semigroup is that 
1 , 0 C
  73(1) the domain    is dense in X;  () A D
(2) A is compartmentalized and for each  Γ ∈ α  the operator   is closed in 
; 
α A
α X
(3) for each  Γ ∈ α  there exist positive numbers  α σ ,   such that the 
resolvent operator 
α M
( ) : R Aα λ , the closure  Aα  of  , satisfies the 
condition 
α A
    () ( ) ( :
n n pR A M α αα λλ ) α σ
− ≤−  for  all  α σ λ >  and       , 2 , 1 = n
 
Remark 5.1: We say that a   semigroup is of ''type  ( 1 , 0 C ) { } Γ ∈ α ωα : '' if and only 
if the  α ω s are the type of the associated Banach space  -semigroup (please see [13, 
p.306]).  In particular, we say it is of ''bounded type 
0 C
ω '' if there exists a fixed real 
number  ω , such that  ω ωα = α sup . (Please see [1, p170]) 
  
Remark 5.2: A  -semigroup on a complete lcs is equicontinuous (respectively 
quasi-equicontinuous) if and only if it is the projective limit of contraction 
(respectively equi-quasi-bounded)  -semigroup on Banach spaces. (Please see [1, 
p171]) 
0 C
0 C
  
  Now we can start to consider the abstract semilinear initial value problem (5.1.2).   
Suppose X is a complete lcs which is the saturated projective limit of Banach spaces 
{ Γ ∈ } α α : X .    We are searching suitable conditions for the function f such that (5.1.2) 
has a mild solution.  At first, we consider the function f in (5.1.2) only depends on 
the variable t.  That is  .  For any  [] X t f → , 0 : [ ] t t , 0 0 ∈ , inasmuch as X is the 
projective limit of  Xα , for each  Γ ∈ α , there is a function  [ ] :0 , f tX α α →  such 
that  () ( ) () α α α π X t ∈ 0 f t f = 0  and  it  satisfies 
   () () ( ) ( ) 0 0 0 lim lim t f t f t f α α π = = . 
We assume that for every  Γ ∈ α ,  [ ] α α X t f → , 0 :
() s f
t
∫0 α
 is Bochner integrable (integrable 
for short) and the integration is denoted by  .  ds
Since  X is the saturated projective limit space of { } Γ ∈ α α : X , if   
satisfies that for every 
[] X t f → , 0 :
Γ ∈ α ,  ( ) f f α α π =  is integrable and  , 
then 
() α s α α X z ds ∈ = f
t
∫0
() () () ) ( ) ( ) (
0 0 0 α α α α α α α α α α α π π π z ds s f ds s f ds s f z
t t t
′ ′ ′ ′ ′ = = = = ∫ ∫ ∫   ( α α ′ ≥ ). 
The same reason also implies that { } Γ ∈ ∈ α α α : X z  has a limit  lim zz α =      
[ t , 0
 in X.  
In this case, we say    is integrable and denote the integration of   on   by  f f ]
() z ds s f
t
= ∫0 . 
Since  α π   is the projection from X onto  Xα  and  ( ) ( ( )) fs f s αα ∈Γ = , we have 
  74   () α z z ds s f
t
lim
0 = = ∫  
                () ds s f
t
∫ =
0 lim α  
                () () ds s f
t
∫ =
0 lim α π  
                () ⎟
⎠
⎞ ⎜
⎝
⎛ = ∫ ds s f
t
0 lim α π       ( 5 . 1 . 3 )  
and 
   () () () () ds s f ds s f ds s f
t t t
∫ ∫ ∫ = =
0 0 0 lim lim α α π .     (5.1.4) 
Combine (5.1.3) and (5.1.4), we have 
   () () ( ) () ⎟
⎠
⎞ ⎜
⎝
⎛ = = ∫ ∫ ∫ ds s f ds s f ds s f
t t t
0 0 0 lim lim α α π π     (5.1.5) 
 
Definition 5.4: We say  [] X X t f → × , 0 :   is uniformly Lipschitz continuous 
corresponding to  Γ ∈ α  with positive Lipschitz constant   (independent of 
) if it satisfies 
α L
,, suv
() () () ( ) ( ) ,, , , f su f sv f su f sv L u v αα α α α α α α α α α π −=− ≤ −  
and  .  0 sup L αα ∈Γ ≤< ∞
Moreover, if there exists a constant   (independent  of  c Γ ∈ α ) such that 
(i)  () () () ( ) ( ) ,, , , f su f sv f su f sv αα α α α α α π −=− ( ) , Lt cu v αα α α ≤−  for all 
 as long as  ,  [ t s , 0 ∈ ] u vX ∈  with  uα α ,  v α α c ≤ , where the Lipschitz 
constant  ( ) , Lt c α  depends  on  , and  ( , ) tc
(ii)  ( ) 0s u p , Lt c αα ∈Γ ≤< ∞ . 
Then we say    is locally Lipschitz continuous.  f
  
Definition 5.5: For each fixed  Γ ∈ α   and positive real number T, we define a norm 
∞ ⋅
, α   on the function space  [ ] { :   is continuous} X u → : 0, uT  by 
    () [] ( ) 0, , , supsT uu u αα α s
α α π ∈ ∞ ∞ == . 
 
 
5.2. Main Results 
 
  Firstly, we consider the initial value problem   
  () () ()
() () 0
    0
0                     
d
ut A ut ft t
dt
uu D A
⎧ = +> ⎪
⎨
⎪ =∈ ⎩
        ( 5 . 2 . 1 )  
where A is a generator of a   semigroup on a lcs and  ( 1 , 0 C ) :[0, ) f X ∞→ .  We 
found that (5.2.1) has a unique mild solution provide the function f is integrable.  
Furthermore, if f is continuous, then this mild solution is also the solution of the 
  75differential equation.    Namely, we have following theorem. 
 
Theorem 5.1: If A is the generator of a ( ) 1 , 0 C  semigroup  ( ) { } 0 ≥ t t T  and   is 
intergrable, then (5.2.1) has a unique mild solution   
f
  .         ( 5 . 2 . 2 )   () () ( ) () ds s f s t T u t T t u
t
∫ − + =
0 0
Moreover, if    is continuous then  f ( ) t u   is a solution of (5.2.1). 
Proof: For any fixed  Γ ∈ α , we first consider the initial value problem (in  )  α X
() () ()
() ( ) 0,
,   0
0                     
d
ut A ut ft t
dt
uu D A
αα α α
αα α
⎧ =+ ⎪
⎨
⎪ =∈ ⎩
>
        ( 5 . 2 . 3 )  
where   is defined as in Lemma 5.1,  α A ( ) 0 , 0 u u α α π =  and  ( )( () ) f sf αα π = s  is 
integrable.  Since   is a Banach space, from  - semigroup theorems, it is 
well-known that (5.2.3) has a unique mild solution which is given by 
α X 0 C
() () ( ) () ds s f s t T u t T t u
t
α α α α α ∫ − + =
0 , 0  for  every  Γ ∈ α . 
Since X is the projective limit of  { } Γ ∈ α α : X , the projective limit of  () {} Γ ∈ α α : t u  
exists for each fixed  .    We denote it by  t ( ) t u .  Furthermore,  since 
() () () ( ) () 0, 0 lim lim( )
t
ut u t T tu T t s f sd s αα α α α == + − ∫              
() ( ) () 0 0 lim ( )
t
Ttu Tt sfsd s α π =+ − ∫        
() ( ) () ds s f s t T u t T
t
∫ − + =
0 0 . 
This shows the projective limit  ( ) t u  satisfies (5.2.2), and hence   is a unique 
mild solution of (5.2.1).    To see 
() t u
( ) t u
)
  is a solution of (5.2.1) for   is  a  continuous 
function, we need to check   exists for all   and satisfies (5.2.1).  In fact, 
we have 
f
( t u′ 0 t >
() ( () 0
1
limh ut h ut
h
→ +− )  
() ( ) ( ) ( ) () ( ) ) (
1
lim
0 0 0 0 0 ds s f s t T u t T ds s f s h t T u h t T
h
t h t
h ∫ ∫ − − − − + + + =
+
→  
() ( ) ) (
1
lim 0 0 0 u t T u h t T
h
h − + = →  
() ( ) ( ) ( ) ) (
1
lim
0 0 0 ds s f s t T ds s f s h t T
h
t h t
h ∫ ∫ − − − + +
+
→  
() () () ( ) ( ) ) (
1
lim
0 0 0 ds s f s t T I h T
h
u t AT
t
h ∫ − − + = →  
() ( ) ) (
1
lim 0 ds s f s h t T
h
h t
t h ∫
+
→ − + +  
() ( ) () () t f ds s f s t T A u t AT
t
+ − + = ∫0 0  
() () t f t Au + =  
  76Thus the derivative of    exists and it satisfies (5.2.1) as we claimed.  () ut
 
  Since global (or local) equicontinuous semigroup is a special case of   
semigroup, we have following corollary immediately. 
() 1 , 0 C
 
Corollary 5.1: If A is the generator of a global (locally) equicontinuous semigroup 
() { }
0 t Tt
≥  and   is intergrable, then (5.2.1) has a unique mild solution  .  
Furthermore, if    is continuous then the mild solution 
f
f
() t u
( ) t u   is a solution of (5.2.1). 
 
Next we consider the semilinear initial value problem   
() () () ()
() () 0
,   
0                            
d
ut A ut ftut t
dt
uu D A
⎧ =+ > ⎪
⎨
⎪ =∈ ⎩
0
)
        ( 5 . 2 . 4 )  
where A is a generator of a    semigroup on a lcs and  ( 1 , 0 C :[0, ) f XX ∞ ×→.  We 
found that (5.2.4) has a unique solution provide the function f is uniformly Lipschitz 
continuous. 
 
Theorem 5.2: Suppose A is the generator of a ( ) 1 , 0 C  semigroup  () { }
0 t Tt
≥  and 
 is continuous for t  in the interval  [] X X T t f → × , : 0 [ ] 0, tT and it satisfies 
uniformly Lipschitz condition, then (5.2.4) has a unique solution which is given by 
   .       (5.2.5)  () () ( ) () () ds s u s f s t T u t T t u
t
,
0 0 ∫ − + =
Proof: For any given  , we defined a mapping  X u ∈ 0
    [] [] ) : , ( ) : , ( : 0 0 X T t C X T t C F →
by 
  ,  () ( ) ( ) () () ds s u s f s t T u t t T t Fu
t
t ,
0
0 0 ∫ − + − = T t t ≤ ≤ 0 .   (5.2.6) 
The projective family of Banach spaces { } Γ ∈ α α : X  is defined as in section 5.1, 
then for each  α ∈Γ the  mapping 
  [] [ ] ) : , ( ) : , ( : 0 0 α α α α π X T t C X T t C F F → =    
is well-defined and it satisfies 
() ( ) ( ) () () ds s u s f s t T u t t T t u F
t
t α α α α α α α ,
0
, 0 0 ∫ − + − = ,  T t t ≤ ≤ 0 .   (5.2.7) 
From (5.2.7) 
  () () ( ) ( ) ()
α α α α α α α π t Fv t Fu t v F t u F − = −  
() ( ) () ( ) ()
α
α α α α α ds s v s f s u s f s t T
t
t ) , , (
0
− − = ∫  
() ( ) () ( ) () ds s v s f s u s f s t T
t
t α α α α α α ) , , (
0
− − ≤∫  
( ) 0 , t t v u L e M
t − − ≤
∞ α α α α
σ
α
α  
( ) 0 , t t v u L K − − ≤
∞ α α α α α         ( 5 . 2 . 8 )  
  77where  .  Using (5.2.7) and (5.2.8), by induction on n, it follows 
easily that 
T e M K
α σ
α α =
() () () ()
∞ − − ≤ −
, 0 !
1
α α α α α α α α α α v u t t L K
n
t v F t u F
n n n  
                     () ,
1
!
n KL T u v
n
αα α α α ∞ ≤−  for  every  Γ ∈ α . (5.2.9) 
For  n large enough,  () 1
!
1
<
n T L K
n
α α .  By a well known extension of the 
contraction principle, for every  Γ ∈ α ,   has a unique fixed point   in 
 which  satisfies 
α F α u
[] ) : , ( 0 X T t C
() ( ) ( ) () () ds s u s f s t T u t t T t u
t
t α α α α α α ,
0
, 0 0 ∫ − + − = . 
Since X is the projective limit space of  { } Γ ∈ α α : X ,  ( ) t uα lim   exists for each fixed 
[ ] 0, tt T ∈ .    Denote the projective limit by  ( ) t u , then it satisfies 
() () ( ) ( ) () () ( )
0
00 , lim lim ,
t
t u t ut Tttu Ttsfs usd s αα α α α α ==− + − ∫              
() ( ) ( ) () ds s u s f s t T u t t T
t
t ,
0
0 0 ∫ − + − =  
This shows that   is the mild solution of (5.3.1).  The uniqueness of   
followed from 
() t u () t u
( ) t α u  is unique in   for each  α X α ∈Γ  and  ( ) t u  is the projective 
limit of  .    Appling the same method as we used in the proof of Theorem 5.2.1 
one may show that    exists and satisfies the differential equation in (5.2.4) for all 
, and hence (5.2.5) is the solution of (5.2.4). 
() t uα
( t u′ )
0 t >
  
Remark 5.3: Let   be a continuous function for t in   and 
satisfies locally Lipschitz condition uniformly for t on bounded intervals.    If A is the 
generator of a   semigroup 
[] X X T t f → × , : 0
) 1 ,
[ T t , 0 ]
( 0 C ( ) { }
0 t Tt
≥  on X then for every   there is a 
  such that (5.2.4) has a unique solution 
X u ∈ 0
∞ ≤ max t ( ) ut on  .  Furthermore,  if 
 is a finite number, then 
) , 0 [ max t
max t ( ) ∞ =
α t u − →t t max lim  for some  Γ ∈ α .  This implies 
that the solution of (5.2.4) blows up in finite time. 
  
Corollary 5.2: Suppose A is the generator of a global (locally) equicontinuous 
semigroup  () { }
0 t Tt
≥  and  [] X X T t f → × , : 0  is continuous in t on the interval 
 and it satisfies uniformly Lipschitz continuous condition, then (5.2.4) has a 
unique solution. 
[ T t , 0 ]
 
5.3. Applications 
 
Example 5.1: The Lasota equation 
    u u
x
x u
t
λ =
∂
∂
+
∂
∂
 
  78describes the process of reproduction and differentiation of a population of red blood 
cells.  Lasota equation can be solved by ergodic method (please see R. Rudnikicki 
[23]).  However, we like to apply our Theorem 5.2.2 to solve this problem.  For 
this purpose, let 
x
x A
∂
∂
− =  and  ( ) u u t f λ = , , then the Lasota equation is a special 
case of (5.1.2).    Let    be the set of all rapidly decreasing test functions whose 
topology is determined by the seminorms 
() SR
{ } mn p  which is defined as in section 5.1.  
Consider the Lasota equation with the initial value  ( ) ( ) R S X x u x u = ( ) ∈ = 0 , 0.
( , ( )) ( )
  I t  i s  
an example of Theorem 5.2.  Since the function  f tut ut λ =  obviously 
satisfies uniformly Lipschitz condition corresponding to   with  Lipschitz 
constant 
mn p
λ   (independent of all nonnegative integers m, n), the Lasota equation has a 
unique solution   
() ( ) ( ) ( ) () () 0 0 ,,
t
utx Ttu x Tt s f susx d s =+ − ∫ ,
)
. 
In fact, the corresponding   group  ( 1 , 0 C ( ) { } Tt  generated by 
x
x
∂
∂
−  is given by 
() () () ( ) 00
t Ttu x u e x
− =  for  any  0 uX ∈ . 
Moreover, we may consider more general initial value problem 
() ()( ) () () ()
() ( ) 00
,,, , , ,    0 ,
0,                                        ,  .                    
utx x utx xutx ftutx t x R
tx
uxu x x R uX
ϕ
∂∂ ⎧ =+ + > ⎪
∂∂ ⎨
⎪ =∈ ∈ ⎩
; ∈
 (5.3.1) 
where  ϕ  is  a  given   function  on  R possessing bounded derivatives of all orders, 
and 
∞ C
2 t () () () ,, , f tut e t
− ⋅= ⋅ u  for all uX ∈ .  Let  ( ) Bux ϕ = u  for every  .  
Babalola [1] showed that 
uX ∈
⎟
⎠
⎞ B ⎜
⎝
⎛ +
dx
d
x  generates a  ( ) 1 , 0 C  semigroup.  For any 
given constant c and nonnegative integers m, n, if  ( ) mn p uc ≤  and  () mn p v ≤ c  then 
() ()() () () () () ( )
22 ,, ,, , ,
tt
mn mn p ft ut x ft v t x p eu t x ev t x
−− −= −  
( ) ( ) ( ) ( )() ( ) x t v x t u x t v x t u p e mn
t , , , , − + =
−  
( ) ( ) ( ) ( )() ( ) x t v x t u p x t v x t u p mn mn , , , , − + ≤  
( ) ( ) ( ) x t v x t u p c mn , , 2 − ≤ . 
This shows that    is a locally Lipschitz continuous function with Lipschitz constant  f
() ,2 mn L tc c = .  Notice that the Lipschitz constant   is independent of t, m and n.  
According to Theorem 5.2, (5.3.1) has a unique local solution. 
2c
 
Example 5.2: Consider the initial value problem 
() () () () ()
() ( )
2
00
,, , , , ,    0 ,
   0,                                   ,  .                    
xx x utx x u tx xu tx ftutx t x R
t
uxu x x R uX
∂ ⎧ =+ + > ∈ ⎪
∂ ⎨
⎪ =∈ ∈ ⎩
;
)
 (5.3.2) 
where    satisfies local Lipschitz condition.  Let  () ( x t u t f , , Ax
x
∂
=
∂
, then 
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x xx Au x u xu =+  for  every  ( ) uXS R ∈= .    To find the solution of the initial value 
problem (5.3.2), we need only to show that   is a generator of some ()  
semigroup.  Babalola [1] showed that the resolvent operator 
2 A 1 , 0 C
( ) : mn R A λ  satisfies 
() ()
1 :R e mn mn pR A λ λ
− ≤   for every complex number λ , where  mn A = 
1
2
A nI mI I −+ + .  Hence the resolvent operators  ( ) mn R : A λ  and  () : mn R A λ −  
exist for all positive real number  λ   and they satisfies that 
() ()
1 : mn mn pR A λ λ
− ≤ ,  ( ) ()
1 λ
− : mn mn pR A λ −≤   for all positive real number  λ . 
Since  () () ( )
2 :: mn mn mn : R AR A A λλ λ =− R  for all positive real number  λ , this 
implies that 
() () ( )
2 1 2 : mn mn pR A
1 λ λ
−
λ
− ≤≤   for all positive real number  λ . 
This shows the condition (3) of Lemma 5.2 is satisfied.  Conditions (1) and (2) of 
Lemma 5.2 are easy to check, and hence 
2 A
2 A =  be a generator of a ()  
semigroup.    By Theorem 5.2, (5.3.2) has a unique local solution. 
1 , 0 C
 
m R Example 5.3: Let H be the space of all real-valued  -functions on 
∞ C  whose 
partial derivatives of all orders belongs to  ( )
m R L
2 .  The space H is a pre-Hilbert 
space with inner product 
  () ( ) ( )dx x w
α D x v D w v
n R n m ∑ ∫ ≤ =
α
α ,  for  all  H w v ∈ , .    (5.3.3) 
Hence, for each    , 2 , 1 , 0 = n , a norm 
n ⋅   is defined by   
  () 2
1
, n n v v v = ,       H v∈
() , a seminorm    is defined on H by  α p m α α α α , , 2 1 = ,  For each multi-index 
  () () () ( )
1
2 2
0 m R pv D v D v x
αα
α == ∫ H v∈       ( 5 . 3 . 4 )   , 
The totality   of these seminorms   corresponding to all multi-indices  Γ α p α  
induces a Fréchet topology for H. 
We consider the semilinear initial value problem (for the case  ):  = m 1
2 u
 
0
( , ) ( , ) ( , ),       0,
(0, ) ( ),                                
xx utx u tx tx x t
t
uxu x R
∂ ⎧ =+ > ⎪ ∂ ⎨
⎪ ⎩
, 
.
R
x
∈
=∈
     (5.3.5) 
where   is a  -function.  One can convert it to the abstract semilinear initial 
value problem 
0 u
∞ C
 
0
() () (,u () )
(0)
d
ut A ut ft t
dt
uu
⎧ =+ ⎪
⎨
⎪ = ⎩
         ( 5 . 3 . 6 )  
where  2
2
dx
d
A=  ,   and  0 uH ∈ ( )
2 , f tu u = .  In [2, example 6.1] Choe shows that 
  80A generates an equi-continuous  -semigroup.  As we showed in Example 1, one 
can easily check that 
0 C
( , ) f tu is Lipschitz continuous.  From Corollary 5.2, (5.3.5) 
has a unique solution. 
In (5.3.6) A can be spread to an elliptic partial differential operator of the   
order in 
n 2
m R , L, which is defined by 
  ()∑ =
+ − =
n
v
v
v
n D a L
0 , ,
1 1
ρ ρ D
ρ  
with real coefficients  .  Suppose  that  v a , ρ ρ ρ , , v v a a =  for  n v = = ρ   and there is a 
constant 0 0 > ε  such  that 
  ∑ = = ≥
0
2
0 , v
n v
v a
ρ
ρ
ρ ξ ε ξ ξ ,  . 
m R ∈ ξ
I. Miyadera [20] showed that L generates a quasi-equicontinuous  -semigroup on 
H. 
0 C
According to Corollary 5.2, the initial value problem 
  () ()
0
,,,      0 ,  
(0, ) ( ),                    .
m
m
uL uf t u t x t xR
t
uxu x x R
∂ ⎧ =+ > ∈ ⎪∂ ⎨
⎪ =∈ ⎩
;
      ( 5 . 3 . 7 )  
has a unique local solution whenever  ( ) ( ) x t u t f , ,  satisfies  local  Lipschitz continuous 
condition. 
 
Example 5.4: We consider the initial value problem 
() ()
( ) () ( ) () 00
, ,  0 ,0 ;
,0 ,  ,0 0,                    0 ;
0, ,  0, ,    0 ;
v uu v
ac u c v b v b u e t T x
tx t
ut vt t T
ux u x vx v x x l
λ
η
∂∂ ∂ ⎧ ++ = + = + < < < ≤ ⎪∂∂ ∂ ⎪
== < < ⎨
⎪ == < ≤ ⎪
⎩
l
 (5.3.8) 
where  a,  b,  c,  λ ,  η ,   and   are arbitrary given constants, and  , 
 are known continuous functions on [0 .  Let 
0 T > 1 ≥ l 0() ux
0() vx , ] l [0, ] (0, ] QT l = ×
Q
, and let 
 be the set of functions that are continuously differentiable in  .  To solve 
the boundary-initial value problem (5.3.8) we are looking for a pair of functions  , 
 in    which satisfy the boundary and initial conditions.  Denote 
(
1 CQ
v
)
u
()
1 CQ
[]
1
[ QT
α
=× 0, , ] l α  for every  N α ∈ , then 
1 QQ α α
∞
= =∪ .  Let  Xα  be the space 
()
1 ( CQ )
1 CQ α α ×   endow with the norm 
()
1
(,) (,) (,) 2
   1, 2    1, 2    1, 2
(, ) (, )
max sup ( , ) , sup , sup
ii
i
tx Q tx Q tx Q
ii i
u ut x ut x
ut x
u tx αα α
α αα
α
α α
∈∈ ∈
== =
⎧⎫ ⎡⎤ ⎛∂ ⎞ ⎛∂ ⎞ ⎪⎪ = ⎨⎬ ⎢⎥ ⎜⎟ ⎜⎟ ∂∂ ⎝⎠ ⎝⎠ ⎣⎦ ⎪⎪ ⎩⎭
. 
Then  Xα  is a Banach space for every  N α ∈ .  We consider a topological space 
() ()
11 X CQ CQ =×  with the seminorms  { } pαα N ∈   which is defined as   
1 1
22
()
u u
p
uu
α
α
α α
⎡⎤ ⎡⎤
= ⎢⎥ ⎢⎥
⎣⎦ ⎣⎦
 for  all 
1
2
u
X
u
⎡⎤
∈ ⎢⎥
⎣⎦
 (where  ii X uu
α α = ,  1 i = , 2). 
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() () ,
,
utx
Utx X
⎡⎤
=∈ ⎢⎥
 
()
 for  all 
, vtx ⎣⎦
(, ) tx Q ∈ , then (5.3.8) can be rewritten as 
  
() ()          , , B UF t x Q + ∈
() ()
()
0
0
,     
0, ,                          0 ,
d
UA U t U
dt
ux
Ux x l
vx
⎧ =+ ⎪
⎪
⎨ ⎡⎤ ⎪ =< < ⎢⎥ ⎪ ⎣⎦ ⎩
     
       (5.3.9) 
where 
0
00
a
A x
∂ ⎡⎤ − ⎢⎥ = ∂ ⎢⎥
⎣⎦
, 
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B
bb
− ⎡⎤
= ⎢⎥ − ⎣⎦
, and  ()
0
, v Ft U
e λ
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
 
  with domain of A as 
(, )
:
(, 0 ) 0
uu t
X
vv t
()
o
DA
η ⎧⎫ ⎡⎤ ⎡ ⎤ ⎡⎤
∈ = ⎨⎬ ⎢⎥ ⎢ ⎥ ⎢⎥
⎣⎦ ⎣ ⎦ ⎣⎦ ⎩⎭
.  =
() ,
Q
u
UU Let 
Q uu
α α = , 
Q vv
α α = ,  t x X
v α
α
α α
α
⎡⎤
== ∈ ⎢⎥
⎣⎦
  
, 
X B B
α α = ,  
 and  ( Ft
e
α )
0
, v U
α λ
⎡⎤
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⎣⎦
 
X AA
α α =  with  domain 
1
1
(, )
() :
0
X
vt
α
(, )
ut u
DA
v
α α
αα
α α α
η ⎧⎫ ⎡⎤ ⎡⎤ ⎡ ⎤
⎢⎥
⎪⎪ =∈ = ⎨⎬ ⎢⎥ ⎢ ⎥
⎣ ⎦ ⎢⎥ ⎣⎦ ⎪⎪ ⎣⎦ ⎩⎭
It is well known that the Cauchy problem
. 
 
() ( ) 0, ,
tx
gxg x
∂∂ ⎨
⎪ =
 
0
ga g
∂∂ ⎧ =− ⎪
⎩
on Banach space  ( ) ( )( ) ( ) 00 , gtx Ttg x g x a t == ,  ()
1 CQ α  has a unique solution  −
where  () { }
0 t≥ Tt  is a  0 C -semigroups on  ( )
1 CQ α  generated by  a
x
∂
−
∂
.  This 
implies  A α  is a generator of a  -semigroups on  0 C Xα  for every  N α ∈ .  It is 
obviously that  Bα  is a  unded operator on bo   Xα , and hence  AB α α +  generates a 
0 C -semi ups on  gro Xα  for every  N α ∈ .  Follows [1, Theorem 2.6 B  is a 
generator of a  () 1 ,  semigroup  on  X. 
According to T orem 5.2, (5  has a unique solution on Q as long as 
() , Ft U
 
 satisf e local Lipschitz c
],  A +
0 C
  he .3.8)
ies th ondition.  For this purpose, we apply the 
identity 
() () ()
()
( ) ()
1
12
00 !!
v
nn
ee
nn ==
−=
Suppose 
2
1 1
12 12 0
n nk k nn
v k vv vv
v v
− −−
∞∞
= × −
=− ∑ ∑∑ . 
1 v α α ,  2 vc α α ≤  for some constant c and for all  N α ∈ , were 
α ⋅  is 
the norm on  ()
1 CQ α  defined  as 
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vv t x
tx αα α
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for every v in  ( )
1 CQ α , then 
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This shows that  satisfies local Lipschitz co ion on  () , Ft U α
 
  ndit () ()
11 CQ CQ α α ×  
for every  N α ∈  easy to check that  .  It is ( ) , Ft U
 
 satisfies
condition on d hence, by Theorem 5.2, (5.3.8)  ique local solution in Q. 
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