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2Abstract. Many physical problems are described by conformally symplectic systems
(i.e., systems whose evolution in time transforms a symplectic form into a multiple of
itself). We study the existence of whiskered tori in a family fµ of conformally symplectic
maps depending on parameters µ (often called drifts). We recall that whiskered tori are
tori on which the motion is a rotation, but they have as many expanding/contracting
directions as allowed by the preservation of the geometric structure.
Our main result is formulated in an a-posteriori format. We fix ω satisfying Dio-
phantine conditions. We assume that we are given 1) a value of the parameter µ0, 2) an
embedding of the torus K0 into the phase space, approximately invariant under fµ0 in
the sense that fµ0 ◦K0−K0◦Tω (where Tω is the shift by ω) is small (in some norm), 3)
a splitting of the tangent space at the range of K0, into three bundles which are approx-
imately invariant under Dfµ0 and such that the derivative satisfies “rate conditions” on
each of the components.
Then, if some non-degeneracy conditions (verifiable by a finite calculation on the
approximate solution and which do not require any global property of the map) are
satisfied, we show that there is another parameter µ∞, an embedding K∞ and splittings
close to the original ones which are invariant under fµ∞ . We also bound |µ∞ − µ0|,
‖K∞ − K0‖ and the distance of the initial and final splittings in terms of the initial
error.
We allow that the stable/unstable bundles are nontrivial (i.e., not homeomorphic
to a product bundle). On the other hand, we show that the geometric set up has the
global consequence that the center bundle is necessarily trivial (i.e., homeomorphic to
a product bundle).
The proof of the main theorem consists in describing an iterative process that takes
advantage of cancellations coming from the geometry. Then, we show that the process
converges to a true solution when started from an approximate enough solution. The
iterative process leads to an efficient algorithm that is quite practical to implement.
The a-posteriori format of the theorem implies the usual formulation of persistence
under perturbations (the solutions for the original systems are approximate solutions
for the perturbation), but it also allows to justify approximate solutions produced by
any method (for example numerical solutions or asymptotic formal expansions). As an
application, we study the singular problem of effects of small dissipation on whiskered
tori. We develop formal (presumably not convergent) expansions in the perturbative
parameter (which generates dissipation) and use them as input for the a-posteriori
theorem. This allows to obtain lower bounds for the domain of analyticity of the tori
as function of the perturbative parameter.
Even if we state only the theory for maps, our results apply also to flows.
1. Introduction
Several physical problems are modeled by Hamiltonian systems affected by a dissipa-
tion which enjoys a remarkably geometric property, namely that the symplectic structure
(preserved by the Hamiltonian evolution) is transformed into a multiple of itself. Such
systems are called conformally symplectic systems.
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Examples of physical problems that are described by conformally symplectic systems
are:
• Hamiltonian systems with a dissipative effect proportional to the velocity; a con-
crete example is given by the spin–orbit problem in Celestial Mechanics with a
tidal torque – see [Cel10, CL04, CL09];
• Euler-Lagrange equations of exponentially discounted systems; these models are
often found in finance, when inflation is present and one needs to minimize the
cost in present money – see [Ben88, LR16, ISM11, DFIZ16a, DFIZ16b]. The
exponential discount is also common in control theory finite horizon models - see
[MHER95];
• Gaussian thermostats, which are used in computations of non-equilibrium molec-
ular dynamics - see [DM96b, WL98];
• Nose´-Hoover dynamics in Statistical Mechanics - see [DM96a, Hoo91]1
Besides the interest in applications, (locally) conformally symplectic systems were also
studied as natural problems by differential geometers (see [Ban02, Agr10, Vai85]). For a
detailed comparison between the conformally symplectic systems and the slightly more
general locally conformally symplectic systems see [CCdlL19a].
Remark 1. Conformally symplectic systems are a very special kind of dissipative systems
(for example, mechanical systems with a friction proportional to a power different from 1
of the velocity are not conformally symplectic). Therefore, conformally symplectic systems
enjoy remarkable properties which are not present in more general dissipative systems.
For example, in [CCdlL13] it is shown that for conformally symplectic systems in
a neighborhood of a Lagrangian invariant torus, the motion is smoothly conjugate to a
rotation along the torus and a constant contraction in the normal direction. This is clearly
false in general dissipative systems. In [CCFdlL14] it is shown how this rigid behaviour
of conformally symplectic systems leads to quantitative properties of phase locking regions
([CCFdlL14]). The existence of a time-dependent variational principle also leads to very
dramatic qualitative properties not shared by arbitrary dissipative systems ([MS17a]). The
conformal symplectic properties of a system also affect the dimension of the parameters
one needs to adjust to get a quasiperiodic solution ([CCdlL13]).
For us, the most remarkable property of conformally symplectic systems is the so-called
“automatic reducibility” that shows that the “center” bundle around a rotational torus
1There are several formulations of the Nose´-Hoover dynamics in the literature. Some of them are not
conformally symplectic.
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allows a canonically defined system of coordinates in which the derivative is particularly
simple. We will also show in Section 4 that the conformal symplectic geometry implies
that the “center” bundles around a rotational torus are trivial.
The goal of this paper is to study the existence of whiskered tori in conformally sym-
plectic systems. Whiskered tori were introduced in [Arn64, Arn63] in Hamiltonian (a.k.a.
symplectic) systems and conjectured to be the key geometric structures leading to insta-
bility for nearly integrable systems.
We will present more precise definitions of whiskered tori later (see Definition 19),
but we indicate that these are tori in which the motion is conjugate to a rotation and
which have many hyperbolic directions (exponentially contracting in the future or in the
past under the linearized evolution). Definition 19 includes that the exponential rates
characterizing the center bundle straddle the conformally symplectic constant and that
the dimension of the hyperbolic directions is as large as possible given that the map is
conformally symplectic.
The existence of quasi-periodic motions in dissipative systems is very different from
the Hamiltonian case. The dissipation forces many orbits to have the same asymptotic
behavior and, hence, the set of asymptotic behaviours is smaller in the dissipative case
than in the Hamiltonian one. Therefore, adding a small dissipation to a Hamiltonian sys-
tem is a very singular perturbation. In the Hamiltonian case, under mild non-degeneracy
conditions, to find tori of a certain frequency, it suffices to choose the initial conditions.
In the dissipative case, since many solutions have the same asymptotic behavior one
cannot choose the initial conditions to obtain the desired long term behavior in a fixed
map. One needs to consider families and adjust parameters to obtain a torus with a
fixed frequency. The results here apply also to symplectic systems (the case considered
in [Arn64, Arn63]), even if the parameter count is different. Indeed, we find a unified
formalism in which one can continue from the symplectic to the weakly symplectic.
Our first main result is Theorem 20, which is expressed in the format of a-posteriori
theorems of numerical analysis. Given a family fµ of conformally symplectic mappings,
we formulate an equation, called invariance equation for the parameterization of a torus,
sayK, for the parameter µ in the family and for the splittings of the space. The invariance
equation expresses that the parameterization and the splittings are invariant by the map
given by the parameter.
Theorem 20 allows us to validate approximate solutions of the invariance equation
obtained by non-rigorous methods (one just needs to verify the accuracy of the solution
WHISKERED KAM TORI OF CONFORMALLY SYMPLECTIC SYSTEMS 5
and the condition numbers). Notably, one can justify numerical methods or asymptotic
expansions. Note that Theorem 20 does not assume that the system is close to integrable
and it is, therefore, very suitable to study phenomena that happen near the breakdown
of the tori. A result on the local uniqueness of the solution is given in Theorem 34.
The a-posteriori theorems can also be used to justify computations in concrete systems
of interest. For example in Celestial Mechanics and Astrodynamics, one is interested in
finding objects in N-body problems with very concrete values of the parameters.
It is also important to remark that the condition numbers we introduce just involve
averages of algebraic expressions formed by the approximate solution and its derivatives,
hence they are straightforwardly computable just knowing the approximate solution.
They do not involve any global assumption on the map such as the global twist.
Our second main result is Theorem 38. We consider dissipative perturbations of a
Hamiltonian system and study the domain of analyticity in terms of the perturbation
parameter of the resulting whiskered tori (and the drift and the bundles).
The limit of small dissipation occurs naturally in many problems in Celestial Mechan-
ics and many of the models for dissipation in common use are conformally symplectic
([Cel10], [CL04], [CL09]). Examples of dissipations going to zero might appear when
a celestial body subject to tidal torque reaches a synchronous rotation state, or when
a satellite is launched from Earth and reaches an altitude where the atmosphere is ab-
sent, thus moving to a region where the atmospheric drag dissipation is zero ([CG18],
[Cha05]). The limit of small dissipation is also of interest in finance, where it corresponds
to small inflation ([Ben88]). In control theory it is common to consider the limit when
the finite horizon is taken to infinity ([MHER95]). In the discounted action model, in
the limit of small dissipation the minimizing sets of the action and the solutions of the
Hamilton-Jacobi equation have been considered in [DFIZ16a, DFIZ16b].
If we denote the perturbative parameter by ε (which we consider complex), we can
study the analyticity domains for µε, Kε (see Theorem 38). In contrast with the Hamil-
tonian case, in the dissipative case, unless one adjusts parameters, one does not expect
that there are quasi-periodic solutions. Hence, we do not expect that perturbative ex-
pansions converge and that there is no open neighborhood of ε = 0 contained in the
analyticity domain of µε, Kε. We conjecture that the domain we obtain in Theorem 38
(which indeed does not contain any ball centered in the origin) is essentially optimal, see
Section 7.4.
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1.0.1. Application to flows. Finally, we note that all the results we will present for maps
apply also to flows in continuous time by taking sections and considering the return map
(see the construction in [CCdlL13]). Of course, producing a direct proof for flows by
adapting the steps in the proof for maps presented here is straightforward.
1.1. Comparison with other results in the literature. The literature on the exis-
tence of whiskered tori in symplectic systems is very extensive, see [Gra74, Zeh76, JV97,
LY05b, LY05a].
One should also mention that there are persistence theorems for whiskered tori that ap-
ply to general systems (not necessarily symplectic). Indeed, the pioneering work [Mos67]
already considered general perturbations (see also [BHTB90, BHS96, CH17b]). Of course,
the conformally symplectic systems studied in this paper are a particular case of general
perturbations and the results of [Mos67, BHTB90, BHS96, CH17b] apply a-fortiori. The
extra assumption of conformally symplectic allows us to obtain some results that are false
for more general perturbations. Notably, the results here for weakly dissipative systems
could be false if the dissipation is not conformally symplectic (see Remark 1). We also
note that, for conformally symplectic systems there are constraints on the possible expo-
nents on the normal direction. We discuss these constraints in Section 4. We also note
that the dynamical and geometric assumptions have the surprising global consequence
that the center bundle is trivial in the sense of bundle theory (diffeomorphic to a product
bundle).
From the point of view of techniques, we note that the papers [Mos67, BHTB90,
BHS96] are based on transformation theory (i.e., making changes of variables till the
system is in a form which manifestly does have an invariant torus), they also assume
that the stable and unstable bundles are trivial in the sense of bundle theory (the bundle
is a product bundle). This triviality of the bundle allows us to use a global system of
coordinates in the center manifold in which the linearized equation can be reduced to
constant coefficients.
This paper is based on making additive corrections to an embedding and by solving
the linearized equations using geometrically natural operations.
From the point of view of computation, transformation theory is hard to implement
as algorithms, since it involves operating on functions with many variables (as many
variables as the dimension of the phase space). The algorithms in this paper only require
to deal with functions with as many variables as the dimension of the objects considered.
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On the other hand, the transformation theory gives not only the existence of the
whiskered tori, but also substantial information on the behavior of orbits in a neigh-
borhood of the torus [SL12]. A comparison of the transformation theory and methods
similar to ours for Lagrangian tori in conformally symplectic systems appears in [LS15].
An approach for the study of whiskered tori close to ours was described in [FdlLS09b].
In particular, it produces an a-posteriori method, which was implemented in [FdlLS09a]
for finite dimensional Hamiltonian systems. Algorithms based on the method of [FdlLS09a]
and a more efficient reformulation appear in [HdlLS11]. Generalizations to Hamiltonian
lattice systems appear in [FdlLS15] and in [dlLS18] for PDE’s, while presymplectic sys-
tems are investigated in [dlLX19]. The paper [CH17b] uses similar techniques to give a
result on the persistence of whiskered tori for general systems, while [CH17a] presents
implementations of the algorithms and studies of the phenomena that happen at break-
down.
1.2. The a-posteriori format. The method in this paper is not based on transforma-
tion theory and on the reduction to normal forms, but it is rather based on formulating
an equation for the parameterization which expresses the invariance and which is solved
by a Newton-like method.
The solution of the Newton equations uses the contraction on the stable and unstable
bundles as well as geometric identities obtained from the fact that the map is conformally
symplectic. These identities have the geometric meaning that there is a special system
of coordinates in which the Newton equations are particularly simple. They were used
in [CCdlL13] for Lagrangian tori of symplectic systems and in [CC10] for conformally
symplectic systems. In the symplectic case they were introduced in [dlL01, dlLGJV05] for
Lagrangian tori. In the case of whiskered tori for symplectic systems, they were used in
[FdlLS09b, FdlLS09a] (a more efficient variation was introduced in [HdlLS11, FdlLS15]).
The method in this paper allows that the hyperbolic bundles are non-trivial (a situ-
ation that happens near resonances, [HdlL07]). Some other examples were presented in
[FdlLS09b]. Most methods based on normal forms assume that the bundles are trivial.
In contrast, in this paper, we will show that for conformally symplectic systems (includ-
ing symplectic systems) the center bundles of whiskered tori are trivial (see Lemma 25):
this is a rather surprising interaction between global geometry and dynamics.
The main result of this paper is stated in an a-posteriori format: assuming the existence
of sufficiently approximate solutions with respect to condition numbers, then we conclude
that there are true solutions.
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Notice that the a-posteriori format implies the usual results of persistence under a
small change of the system. If there is a system which has an invariant whiskered torus,
the torus and its bundles will be approximately invariant for all the approximate systems.
Then, applying the a-posteriori theorem we will conclude that the perturbed system also
has an invariant torus. As an immediate consequence of the a-posteriori format, we
automatically obtain Lipschitz dependence on the map or on the frequency (just observe
that the solution corresponding to a frequency ω satisfies the equation for a frequency
ω′ up to an error bounded by C|ω − ω′|). Validating the Lindstedt series, we obtain
sharper differentiability properties. As mentioned in [CCdlL13], the a-posteriori format
has several consequences: smooth dependence on parameters, Whitney regularity in the
frequency, bootstrap of regularity, etc.
The a-posteriori format is very well suited for numerical analysis, since it allows one
to validate the approximate solutions produced by a numerical calculation. We also
note that the method of proof leads to a very efficient algorithm. The iterative method
is quadratically convergent, it only requires to discretize functions with a number of
variables equal to the dimension of the torus searched, rather than the dimension of
the phase space, the storage space requirements are small (order O(N), where N is the
number of discretization modes) and the operation count per step is small (O(N ln(N))).
A continuation method based on the algorithm presented here is guaranteed to converge
till the boundary of existence of the torus or till some of the non-degeneracy conditions
fail. Hence, a careful continuation algorithm gives a practical numerical algorithm to
detect the breakdown of analyticity (these algorithms were implemented for Lagrangian
rotational tori and models in statistical mechanics in [CdlL10], [CC10]). For conformally
symplectic systems, the paper [LS15] includes a comparison of the method presented here
with the transformation method from the point of view of applications.
1.3. Main results of the paper. The proof of our main result on the existence of the
whiskered tori, Theorem 20, consists in describing an iterative Newton method to solve
the invariance equation when started on an approximate solution. The Newton step takes
advantage of the geometry of the system and of the existence of hyperbolic directions.
A step of the Newton method involves solving a linearized invariance equation. To
solve this equation, the linearized invariance equation is projected on the hyperbolic and
center subspaces. The equations projected on the hyperbolic equations can be solved
taking advantage of the contractions (in the future or in the past). As for the equations
projected to the center subspace, we use the so–called automatic reducibility which, near
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an approximate invariant torus, constructs a system of coordinates in which the linearized
equation along the center directions takes a particularly simple form, which allows the
use of Fourier methods.
Our second result, Theorem 38, is concerned with the limit of small dissipation. The
low dissipation limit is very natural in Celestial Mechanics and Astrodynamics since
many celestial bodies experience weak frictions, due to tidal forces or the atmospheric
drag ([CC08], [Cha05]). In this case, the friction is indeed proportional to the velocity,
which makes the system conformally symplectic.
We consider systems that depend on a small parameter2 ε and the conformal factor
is λ(ε) = 1 + αεa + O(|ε|a+1) for a ∈ Z+, α ∈ C \ {0}. When ε = 0 we recover the
symplectic case and small ε means small dissipation. We study the analyticity domains
in ε near ε = 0 of the whiskered tori (as well as the domains of the drift and of the
stable/unstable bundles). We note that the domains we obtain do not contain any ball
centered at ε = 0, and we conjecture that this is optimal, hence we conjecture that indeed
the formal power series are divergent. For full dimensional tori, this has been studied
numerically by [BC19].
Inspired by [CCdlL17], we start by constructing Lindstedt series for the problem. Even
if the Lindstedt series, in this case, probably do not converge, a finite order truncation
provides an approximate solution, which can be used as the approximate solution taken
as input in the a-posteriori theorem, Theorem 20, for some (complex) values of ε for
which we can verify the quantitative conditions of Theorem 20.
In this way, we obtain that the parameterization and the drift are analytic when ε
ranges in a domain which we describe very explicitly. The domain of ε where we show that
Kε, µε are analytic is obtained by removing from a ball centered at the origin a sequence
of smaller balls with centers on a curve. The radii of the balls decrease exponentially fast
with the distance of the centers to the origin.
It is interesting to remark that the Lindstedt expansions produce approximate solutions
for all sufficiently small values of ε. What determines the shape of the analyticity domain
is the values of ε for which we can verify the non-degeneracy conditions (notably the
2Since we are considering analyticity properties, it is natural to take ε complex and all the objects
considered to be complex as well. This does not make any difference in the proof, since the Newton
step involves just algebraic manipulations, derivatives and solutions of cohomology equations, which are
the same for complex maps. Of course, if fµ,ε is such that for real values of the arguments it gives real
values, the parameterizations Kε and µε will also be real for real values of the arguments.
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Diophantine conditions) of Theorem 20. This emphasizes the importance of the non-
degeneracy conditions rather than just the smallness of the error.
The study of Lindstedt series followed by a validation step for low–dimensional tori in
Hamiltonian systems was developed in [JdlLZ99]. The paper [JdlLZ99] considers also the
case of weak hyperbolicity: systems which are perturbations of an integrable one, which
does not have any hyperbolicity, so that the hyperbolicity is generated by the pertur-
bation. We also mention [Mas05], where Lindstedt series expansions for whiskered tori
have been constructed in a problem of Celestial Mechanics. More recently, [BC19] has
computed Lindstedt series for Lagrangian tori for the dissipative case and determined the
domain of analyticity of the tori, as well as several other properties of the series (mon-
odromy, Gevrey properties). The numerical results of [BC19] present several interesting
conjectures for the singular problem.
1.3.1. Organization of the paper. This paper is organized as follows. In Section 2 we
provide basic notions, such as conformally symplectic systems, Diophantine frequency
vectors, function spaces, cocycles, invariant bundles, dichotomies. In Section 3, we state
the first main result, Theorem 20. In Section 4 we present some interactions of the
hyperbolicity assumptions and the geometry. In particular, in Section 4.7 we present the
automatic reducibility, a key ingredient of the proof of Theorem 20, and in Section 4.6
we prove that the center bundle has to be trivial. In Section 5 we provide the proof of
Theorem 20, while the proof of the local uniqueness of the solution is given in Section 6.
The study of the analyticity domains in the symplectic limit is presented in Section 7.
We also call attention to [CCdlL19b], which can serve as a reading guide for this paper.
2. Some preliminary definitions and standard results
In this Section, we collect some definitions and some elementary lemmas that will
be used in the formulation (and proof) of the results. Of course, this Section may be
considered mainly as reference and could be skipped in a first reading.
2.1. Conformally symplectic systems. We start by introducing the definition of con-
formally symplectic mappings and flows (see, e.g., [Ban02, CCdlL13, DM96b, WL98]).
Let M = Tn × B be a symplectic manifold of dimension 2n with B ⊆ Rn an open,
simply connected domain with smooth boundary. We assume that M is endowed with
the standard scalar product and a symplectic form Ω. We do not assume that Ω has the
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standard form. In the study of the small dissipation limit we will assume that Ω is exact,
but Theorem 20 does not need the assumption of exactness.
Definition 2. We say that f : M → M is a conformally symplectic diffeomorphism,
when there exists a constant λ such that
f ∗Ω = λΩ . (2.1)
Remark 3. When n = 1, any orientable manifold is symplectic for any non-degenerate
2-form. If we allow that λ is a function, any diffeomorphism is conformally symplectic.
When n ≥ 2, any function λ satisfying (2.1) has to be a constant for a connected
manifold M (see [Ban02]). It suffices to observe that
0 = f ∗dΩ = d(f ∗Ω) = d(λΩ) = dλ ∧ Ω .
It is shown in [Ban02] that, when the dimension of the space is 4 or higher, the above
implies that dλ = 0 (a simple argument is just to use locally the Darboux form of Ω).
Throughout this paper we always consider λ constant since the whiskered tori we are
concerned with only appear when n ≥ 2.
Remark 4. The constant λ will be real when we consider real maps. It will be a complex
constant in Section 7 devoted to the analyticity properties in ε, where it is natural to
consider complex maps. In the physical applications, the complex maps are such that
they take real values for real arguments.
2.2. Expressions in coordinates. In some computations later, we will find it conve-
nient to use matrix notation for the computations (recall that we are assuming that the
phase space we are considering is Euclidean).
We will consider the tangent of the phase space endowed with the standard inner
product, which does not depend on the base point (later in Section 4.6, we will find it
useful to use metrics depending on the point).
Given a linear operator A : TxM → TyM (where TxM denotes the tangent space
of M at x), we denote the adjoint AT as the linear operator from TyM to TxM that
satisfies
< u,ATv >=< Au, v > ∀u ∈ TxM, v ∈ TyM .
Once we fix the inner product, we can identify the symplectic form Ω with an operator:
Ωx(u, v) = 〈u, Jxv〉 ∀u, v ∈ TxM . (2.2)
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The asymmetry of the symplectic form means that
JTx = −Jx .
Using the identification (2.2) between the symplectic form and the operator Jx, we see
that a map f is conformally symplectic if and only if
DfT (x)Jf(x)Df(x) = λJx . (2.3)
In this paper we will not assume that Jx is constant or that it has the standard form
Jx =
(
0 Id
− Id 0
)
. Non-constant symplectic forms appear naturally in the study of
neighborhoods of fixed points, in the study of PDE’s, etc.
Remark 5. The relation between the operator J , the symplectic form and the metric is a
very useful tool in modern symplectic geometry. We mention the books ([Ber01, CdS01,
MS17b]). A much deeper study of the applications of J as a complex structure is in
[MS12].
In this paper, we will indeed use the relation between the operator J and the metric to
obtain a result on the global structure of the center bundle, namely, that it is diffeomorphic
to a product bundle, see Lemma 25.
2.2.1. Exactness. We say that the symplectic form is exact when there exists α such that
Ω = dα .
A map f is exact when there exists a single-valued function G, such that
f ∗α− λα = dG .
Note that the fact that the mapping is conformally symplectic can be written as d(f ∗α) =
f ∗Ω = λdα, which gives d(f ∗α−λα) = 0. Hence, exact maps are conformally symplectic.
When λ 6= 1, the paper [CCdlL13] does not need exactness of the map to produce
invariant tori. Nevertheless, in the symplectic case (λ = 1) it is well known that the
exactness is a necessary condition to have Lagrangian invariant tori which are homotopi-
cally non-trivial (the case of maximal homotopically trivial tori is discussed in [FdlL15]).
Lower dimensional tori can exist in non-exact symplectic systems, but if the tori have
some non-trivial homotopy, one needs that some cohomology of f ∗α − α vanishes. The
considerations of exactness come into play only when we consider the symplectic limit in
Section 7.
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For simplicity, in this paper, we will assume that f is exact, even if parts of this
assumption can be weakened to the vanishing of some cohomology class of f ∗α − α
depending on the topology of the embedding of the torus.
2.3. Diophantine properties. We will assume that frequency vectors of the whiskered
tori satisfy the following Diophantine inequality.
Definition 6. Let ω ∈ Rd, d ≤ n, τ ∈ R+. Let the quantity ν(ω; τ) be defined as
ν(ω; τ) ≡ sup
k∈Zd\{0}
(
|e2πik·ω − 1|−1 |k|−τ
)
, (2.4)
where · denotes the scalar product and |k| ≡ |k1|+ ...+ |kd| with k1, ..., kd the coordinates
of k. We say that ω is Diophantine of class τ and constant ν(ω; τ), if
ν(ω; τ) <∞ .
We denote by Dd(ν, τ) the set of Diophantine vectors of class τ and constant ν.
For λ ∈ C, we define the quantity ν(λ;ω, τ) as
ν(λ;ω, τ) ≡ sup
k∈Zd\{0}
(
|e2πik·ω − λ|−1 |k|−τ
)
. (2.5)
We say that λ is Diophantine with respect to ω of class τ and constant ν(λ;ω, τ) if
ν(λ;ω, τ) <∞ .
Note that the quantity (2.5) makes sense for any complex number λ. In Theorem 20
we will need only to consider λ ∈ R, but in Theorem 38, we will use complex λ. Note
that when |λ| 6= 1, we have that ν(λ;ω, τ) < ∞. But, as λ approaches the unit circle,
depending on the limit on the unit circle, the ν could either become unbounded or remain
bounded.
Note that the definition of λ Diophantine with respect to ω makes sense even if ω itself
is not Diophantine (in particular if |λ| 6= 1, λ is Diophantine with respect to ω for all ω,
even rational ones). Of course, the Diophantine exponents of ω and of λ with respect to
ω are independent.
In our applications, however, it is natural to assume both that ω is Diophantine and
that λ is Diophantine with respect to ω. For simplicity of the notation we will only
use a common exponent that works both for the Diophantine exponent of ω and for the
exponent of λ with respect to ω.
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Remark 7. In the study of analyticity domains in Section 7, we will consider ω fixed,
but λ will change. Hence, we prefer to think of ν(λ;ω, τ) mainly as a function of λ and
think of ω as a parameter that remains fixed.
2.4. Invariant rotational tori. Let Υ ⊂ M be diffeomorphic to a torus. We say that
Υ is a rotational torus for a map f , when f(Υ) = Υ and the dynamics of f restricted to
Υ is conjugate to a rotation. Precisely, we start with the following definition of rotational
invariant tori, non necessarily of maximal dimension.
Definition 8. Let f be a differentiable diffeomorphism of M. For 0 < d ≤ n, let
K : Td → M be a differentiable embedding. Let ω ∈ Rd, denote by Tω : Td → Td the
rotation of vector ω, namely Tω(θ) = θ + ω.
We say that K parameterizes a rotational invariant torus, if the following invariance
equation holds:
f ◦K = K ◦ Tω . (2.6)
The relation (2.6) appears frequently in ergodic theory and it is described as “The
rotation Tω is a factor of f” or “The rotation Tω is semiconjugate to f”.
As it is well known ([Mos67]), to find an invariant torus with prescribed frequency of a
conformally symplectic system, we will need to introduce a drift parameter ([CCdlL13])
and, precisely, we will consider a family fµ of conformally symplectic mappings. Then,
we will try to find a parameter vector µ ∈ Rd and an embedding of the torus K in such
a way that the following invariance equation is satisfied:
fµ ◦K = K ◦ Tω . (2.7)
Note that the equation (2.7) is an equation for both µ and K. The equation (2.7) will
be the centerpiece of our analysis. We will develop a quasi-Newton method for it, using
the geometric properties of the map to analyze the linearization of (2.7).
2.4.1. Normalization. The equation (2.7) is underdetermined. Note that if (µ,K) is a
solution of (2.7), then, so is (µ,K ◦Tσ) for any σ ∈ Rd. Note that this lack of uniqueness
can be interpreted as choosing the origin in the space of the parametrization.
We will show that, in many cases, the choice of the origin of the parameterization
is the only source of local non-uniqueness. By choosing some normalization that fixes
the origin, we will show that one obtains local uniqueness (i.e. the normalized parame-
terizations of tori which are close enough coincide) and, hence, one can discuss smooth
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dependence on parameters, etc. Of course, global uniqueness is false unless one makes
global assumptions.
In Section 6 we give a precise statement of the local uniqueness of the solution of the
invariance equation (2.7) under some normalization that fixes the origin of coordinates.
Before starting with the main results let us prove the easy result given by Proposition 9.
If ω is nonresonant (i.e., for any k ∈ Zd \ {0}, we have |ω · k| 6∈ N), then {T nω (θ)}
is dense in the torus for any θ and the embedding K is almost uniquely determined as
stated in the following Proposition.
Proposition 9. Let f be a differentiable diffeomorphism of M. Assume that ω ∈ Rd is
nonresonant. Let K1, K2 be continuous mappings satisfying (2.6) and their ranges have
a non-empty intersection. Then, there exists σ ∈ Rd such that
K1 = K2 ◦ Tσ .
Proof. We can find σ1, σ2 ∈ Td such that K2(σ1) = K1(σ2). Applying f to both sides
and using (2.6), we obtain K2(σ1+ω) = K1(σ2+ω). Repeating the argument, we obtain
that for all j ∈ N, K2(σ1 + jω) = K1(σ2 + jω), which gives
K2(θ) = K1(θ + σ2 − σ1) , θ ∈ {jω + σ1}j∈N . (2.8)
Since {σ1+jω}j∈N is dense in the torus andK1, K2 are continuous, we have the equality
(2.8) for all θ in the torus. 
2.5. Definition of function spaces. To make precise estimates on the quantities in-
volved in the proof, most notably the error associated to an approximate solution of (2.7),
we need to fix a function space and a norm, precisely the space and norm of analytic
functions as in the definition given below.
Definition 10. For ρ > 0 we denote by Tdρ the set
T
d
ρ = {z ∈ C
d/Zd : Re(zj) ∈ T , | Im(zj)| ≤ ρ , j = 1, ..., d} .
Given ρ > 0 and a Banach space X, we denote by Aρ(X) the set of functions from
Tdρ to X which are analytic in the interior of T
d
ρ and that extend continuously to the
boundary of Tdρ.
We endow Aρ with the norm
‖f‖ρ = sup
z∈Tdρ
|f(z)| ,
which makes it into a Banach space.
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For later use, we introduce the norm of a vector valued function f = (f1, . . . , fn) as
‖f‖ρ =
√
‖f1‖2ρ + . . .+ ‖fn‖
2
ρ and the norm of an n1 × n2 matrix valued function F
as ‖F‖ρ = supχ∈Rn2+ ,|χ|=1
√∑n1
i=1(
∑n2
j=1 ‖Fij‖ρ χj)
2. In this way, we have the customary
inequalities for the norm of the product of a matrix and a vector.
2.6. Cocycles and invariant bundles. In this Section, we recall the standard defi-
nitions on growth properties of the products (2.9) below. These properties are quite
standard ([SS74, Cop78, MSK03]). The hyperbolicity of cocycles – over more general
systems than rotation – is treated specially in [CL95]. For a pedagogical treatment, see
also the expository chapters of [DV17].
Later on, in Section 4, we will see that there is a deep relation between the growth
properties of the cocycle and the conformal symplectic properties of the map. These
properties are somewhat surprising since they show an interplay between the dynamics
and the geometric properties of the tori. Quite notably, we will establish that the center
bundle of a rotational invariant torus is trivial in the sense of bundle theory. That is, it
can be written as a product bundle.
For the sake of notation, we will assume that M, the phase space, is an Euclidean
manifold. In that way, we can identify the different tangent spaces.
Since we are identifying the spaces, we can think of all the factors Dfµ ◦ K ◦ Tjω as
analytic functions from Tdρ to n× n matrices.
We will see that in our study of corrections to the invariance equation, to reduce the
error we are led to the study of products of the form
Γj ≡ Dfµ ◦K ◦ T(j−1)ω ×Dfµ ◦K ◦ T(j−2)ω × · · · ×Dfµ ◦K . (2.9)
This is a particular case of products of the form
Γj = γ ◦ T(j−1)ω × γ ◦ T(j−2)ω × · · · × γ , (2.10)
when we take:
γ(θ) = Dfµ ◦K(θ) . (2.11)
Note that if the torus was invariant, then (2.9) would become
Γj = Df jµ ◦K ,
which makes it clear that the cocycle Γj has a dynamical interpretation for invariant tori.
An important property of products of the form (2.10) is:
Γj+m = Γj ◦ Tmω Γ
m. (2.12)
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Products of the form (2.10) have been studied extensively in the mathematical lit-
erature under the name of “quasiperiodic cocycles” or “cocycles over a rotation”. The
property (2.12) is called the cocycle property. In this Section, we will collect some prop-
erties of the cocycles, specially the properties of asymptotic growth and exponential
trichotomies ([SS74, Cop78]).
2.6.1. Exponential Trichotomies. The asymptotic growths of the products (2.10) are im-
portant for the study of the invariance equation.
Definition 11. We say that the cocycle (2.9) admits an exponential trichotomy when we
can find a decomposition
R
n = Esθ ⊕ E
c
θ ⊕E
u
θ , θ ∈ T
d (2.13)
and rates of decay
λ− < λ
−
c ≤ λ
+
c < λ+ ,
λ− < 1 < λ+
and a constant C0 > 0 that characterize the decomposition:
v ∈ Esθ ⇐⇒ |Γ
j(θ)v| ≤ C0λ
j
−|v|, j ≥ 0
v ∈ Euθ ⇐⇒ |Γ
j(θ)v| ≤ C0λ
j
+|v|, j ≤ 0
v ∈ Ecθ ⇐⇒
|Γj(θ)v| ≤ C0(λ−c )
j |v|, j ≥ 0
|Γj(θ)v| ≤ C0(λ+c )
j |v|, j ≤ 0 .
(2.14)
We will refer to C0 and the rates λ−, λ
−
c , λ
+
c , λ+ as the constants characterizing the
splitting. We will not introduce the dependence of these quantities on the splitting in
the notation.
Even if we assume that the space is Euclidean, we allow that the invariant sub-bundles
are not trivial in the sense of bundle theory. That is, they are not isomorphic to a product
bundle.
It will be convenient for notation to consider trichotomies as just a pair of dichotomies
R
n = Es ⊕ E sˆ
R
n = Euˆ ⊕ Eu ,
(2.15)
where we denote by E sˆ = Ec ⊕ Eu (sˆ stands for the symbols that are not s). We use
similar notations for other symbols.
The dichotomies in (2.15) are also characterized by rates of growth. If we have both
dichotomies, we can reconstruct the spaces in the trichotomy taking Ecθ = E
sˆ
θ ∩ E
uˆ
θ .
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2.6.2. General properties of splittings and their distances. Given a splitting of the Eu-
clidean space as in (2.13), we denote by Πsθ,Π
c
θ,Π
u
θ the projections corresponding to the
spaces in the splitting. Note that the projections Π
s/c/u
θ depend on the whole splitting,
but we do not include this in the notation.
We can think of Πσθ both as mappings from R
n to Rn or as mappings from Rn to Eσθ .
The advantage of the former is that we can compose mappings corresponding to different
splittings. We will not always emphasize the interpretation that is taken.
The space of possible splittings is related to the Grassmanians ([MS74]). In this paper,
in an iterative step, we will need to refine the splittings. Hence, it will be important for
us to give an efficient description of the splittings close to another one and also give
precise definitions of how close splittings are and define the convergence. Of course, for
our applications, some smoothness considerations will be needed and the norms involved
in the measure of distances will be smooth norms.
2.6.3. Explicit description of a neighborghood of splittings. Given a splitting E and an-
other splitting E˜ close to it, we can write uniquely each of the spaces in E˜ as the graph
of a function from the corresponding space in E to the complementary spaces in E. That
is, we can find linear functions Aσθ : E
σ
θ → E
σˆ
θ (recall that E
σˆ denotes the sum of the
spaces in the splitting which are not indexed by σ) in such a way that
E˜σθ = {v ∈ R
n, v = x+ Aσθx | x ∈ E
σ
θ } . (2.16)
In the sequel we fix once and for all an analytic splitting that we will call the “reference
splitting”, and we will describe all the splittings we use in terms of the Aσ as in (2.16).
In our application, we will see that we can take as the reference splitting the initial
approximate splitting in the hypothesis of Theorem 20. Under the assumption that the
initial error is small enough, we will see that all the splittings that appear during the
iterative procedure are inside the neighborhood of maps that can be described as in
(2.16).
It is useful to think of (2.16) as providing a system of coordinates of a neighborhood
of the reference splitting in the (highly nonlinear) space of all splittings.
2.6.4. Several notions of distance among bundles and splittings. In Grassmanian geom-
etry ([MS74]) it is customary to define the distance between subbundles of an ambient
bundle, by fixing a metric in the ambient bundle (in our case, the ambient bundle will
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be the tangent space to the phase space) and introducing the orthogonal projection P⊥Eθ ,
where Eθ is the fiber of a bundle E over θ.
For ρ > 0, the distance between two subbundles E, E˜ of the ambient bundle is defined
as:
distρ(E, E˜) = ‖P
⊥
Eθ
− P⊥
E˜θ
‖ρ . (2.17)
Note that the intrinsic distance between two bundles depends just on the bundles
themselves and they do not depend on whether they are part of a splitting.
The distance between two splittings of the tangent space into bundles can be mea-
sured by the maximum of the distances between the corresponding bundles that give the
splitting. Later we will discuss other notions of distance among splittings.
In our case, we will consider bundles based on a parameterization as ‖ · ‖ρ, analytic
norms in a complex extension of the torus as in Definition 10. This will induce an analytic
distance between bundles based on a parameterization.
Other equivalent ways of measuring the distance among splittings
It is clear that (2.17) satisfies the triangle inequality and it is indeed a distance. As
we will see later, for our application there will be other quantities (not distances) which
bound (2.17) from above and below, but which are easier to compute. We will also need
to study upper bounds for the distance between splittings and how do they change when
the problem changes. We will try to work with the projections corresponding to the
splitting Πσ and not with the orthogonal projections.
If we have two splittings Eσ and E˜σ with projections Πσ and Π˜σ, we can measure the
distance between the splittings by: max
σ,σ′∈{s,c,u}
σ 6=σ′
max(‖Π˜σΠσ
′
‖, ‖ΠσΠ˜σ
′
‖)
−1 ,
where ‖ · ‖ can stand for any norm. As before, we will take analytic norms in a neigh-
borhood of the torus.
We can also use as a measure of the distance between the reference splitting and a
splitting given by (2.16), the quantity
max
σ
‖Aσθ‖ , (2.18)
where again ‖ · ‖ stands for a smooth norm. Note that we are thinking of the linear maps
Aσθ as mappings from E
σ
θ to R
n.
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More generally, if we fix a reference splitting, given two splittings Eσ1 , E
σ
2 that can be
parameterized by giving the mappings Aσθ,1, A
σ
θ,2 as above, the quantity
max
σ
‖Aσθ,1 − A
σ
θ,2‖ (2.19)
gives a measure of the distance of the splittings.
Note that (2.18) and (2.19) are not distances. Nevertheless, they can be used in place
of a distance in the sense that, in a small neighborhood in the space of splittings, there are
constants that bound one in terms of any of the others. The reason for this equivalence
is that there are algebraic expressions giving each of P⊥Eσ , Π
σ, Aσθ in terms of the others,
see [DV17].
2.6.5. Standard properties of splittings satisfying (2.14). One of the consequences of
(2.14) (see [Cop78]) is that the splittings depend continuously on θ (actually in Ho¨lder
fashion) and, hence that the projections Πσ, σ = s, u, c, are uniformly bounded, see
[SS74]. Using the fact that the dynamics on the base is a rotation, we will later boot-
strap the regularity of the splittings to analytic (see [HdlL19]). The Ho¨lder continuity
remains valid (and is optimal) if the dynamics on the base is more complicated than a
rotation.
Another (slightly non-trivial3, see [SS74]) consequence of (2.14) is that the bundles
characterized by (2.14) are invariant in the sense that:
γ(θ)Eσθ = E
σ
θ+ω .
2.6.6. Approximately invariant splittings. Given a splitting Esθ ⊕E
c
θ ⊕E
u
θ and a cocycle,
γ(θ), we define
γσ,σ
′
θ = Π
σ
θ+ωγ(θ)Π
σ′
θ . (2.20)
The splitting is invariant under the cocycle if and only if
γσ,σ
′
θ ≡ 0 , σ 6= σ
′ .
Again, we note that we can think of the γσ,σ
′
either as linear maps in Rn or, more
geometrically, as maps from Eσ to Eσ
′
. Thinking of them as maps in Rn allows us to
compare maps in different spaces and will be useful in perturbative calculations.
3 The result would be trivial if the characterization was valid for any C0 rather than a different
number. The key of the proof is to show that one can redefine the norms in such a way that C0 = 1 and
that the norm of the operators is also small.
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Hence, it is natural to measure the lack of invariance of the splitting under the cocyle
γ by
Iρ(γ, E) ≡ max
σ,σ′∈{s,c,u}
σ 6=σ′
‖γσ,σ
′
θ ‖ρ , (2.21)
where ‖ ·‖ρ is the supremum on Tdρ. The choice of a smooth norm is consistent with what
we will do in the paper, but of course, other smooth norms could also be considered.
We note that given a splitting specified with some finite error and some γ also specified
with a finite error, it is possible to obtain error bounds for (2.21) with finite calculations.
In particular, they can be verified with computer assisted proofs.
The following definition taken from [DV17], formulates a notion of approximately in-
variant splittings and approximately hyperbolic cocycles.
Definition 12. Given a cocycle γ and a 3-splitting E = Esθ ⊕E
c
θ ⊕E
u
θ , we can write the
cocycle in blocks as in (2.20).
We say that the splitting is η approximately invariant if
max
σ,σ′∈{s,c,u}
σ 6=σ′
‖γσ,σ
′
θ ‖ρ ≤ η . (2.22)
We say that the cocycle is approximately hyperbolic with respect to the splitting E, if
the cocycle
γ˜θ =
 γs,sθ 0 00 γc,cθ 0
0 0 γu,uθ

satisfies the trichotomy properties in Definition 11, with γσ,σθ defined in (2.20).
We again note that the notion of measurements of approximate invariance involves the
use of a smooth norm to measure the distance.
2.7. The closing lemma for approximately invariant splittings. In this Section,
we present and prove a result generalizing slightly and making more precise Proposition
5.2 of [FdlLS09a]. The main result in this Section is Lemma 14 that roughly says that if a
splitting is approximately invariant (with a sufficiently small error) for a cocycle and the
cocycle is approximately hyperbolic for this splitting in the sense of Definition 12, then
there is a true invariant splitting. The proof of Lemma 14 will be given in Appendix A,
where we present very detailed estimates.
For the applications we have in mind, it will be important that the size of the cor-
rections of the bundles needed to make them invariant can be bounded by the error in
the invariance and that the constants involved in the lemma can be chosen uniformly
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in a neighborhood of splittings and cocycles. We have included these precisions in the
statement of Lemma 14.
The ideas of the proof are standard among the specialists in hyperbolic dynamical
systems. The basic idea is that we use the parameterization of splittings by the mappings
Aσθ as in (2.16), formulate an invariance equation and manipulate it in a form that can
be shown to be a contraction in appropriate spaces. After that, we will need to estimate
the changes in the hyperbolicity characteristics.
If we fix a reference splitting E = Es⊕Ec⊕Eu, we can parameterize all the splittings
close to it by a triple of linear functions as in (2.16). Note that we are not assuming that
the reference splitting is invariant, but we will assume it is approximately invariant. The
results described below will hold for a sufficiently small neighborhood of the splittings in
the Grasmannian space. More precisely, we will consider splittings that can be expressed
as in (2.16) with sufficiently small ‖Aσθ‖.
Remark 13. In our application to KAM theorem, we can take as the reference splitting
the one in the first iterative step. As we will show, if the error in the first approximation
is small enough, all the splittings remain in this neighborhood. This smallness condition
in the first approximation will be one of the conditions that appear in the final smallness
conditions of our main result.
Lemma 14. Assume that we have fixed an analytic reference 3-splitting E0 defined on
Tdρ. Assume that this splitting is approximately hyperbolic and η0 approximately invariant
with η0 sufficiently small.
We denote by U a sufficiently small neighborhood of this splitting, so that all the split-
tings can be parameterized as graphs of linear maps Aσθ as in (2.16) with ‖A
σ
θ‖ρ < M1
for some M1 > 0.
Let γ be an analytic cocycle over a rotation defined on Tdρ. Assume that ‖γ‖ρ < M2
for some M2 > 0.
Let E be an analytic 3-splitting in the neighborhood U .
Assume that E is η approximately invariant under γ and that γ is approximately hy-
perbolic for the reference splitting in the sense of Definition 12.
Assume that η is sufficiently small (depending only on the neighborhood U and M2).
Then, there is a locally unique splitting E˜ invariant under γ close to E in the sense
that
distρ(E, E˜) ≤ Cη
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for some constant C > 0.
The splitting E˜ satisfies a trichotomy in the sense of Definition 11.
The constant C can be chosen uniformly depending only on M1, M2.
We stress that Lemma 14 does not require any non-resonance condition on the fre-
quency ω, but it is quite important that the dynamics in the base is a rotation.
Note that there is no domain loss. The changes required are in same spaces where we
assumed the error. This is because the proof of Lemma 14 will be just an application
of the contraction mapping theorem, so it does not incur in any loss of domain. If the
dynamics on the base of the cocycle was not a rotation, we could not be using analytic
regularity.
The proof of Lemma 14 is given in Appendix A. It is based on formulating a functional
equation for the quantities Aσ given in (2.16). For future use, it is convenient to mention
now that after some manipulation one is led to solve the following equations for the
dichotomy between s, sˆ spaces:
(γ sˆ,sˆθ )
−1
[
Asθ+ω
(
γs,sθ + γ
s,sˆ
θ A
s
θ
)
− γ sˆ,sθ
]
= Asθ ,[
γs,sˆθ−ω + γ
s,s
θ−ωA
sˆ
θ−ω −A
sˆ
θγ
sˆ,s
θ−ωA
sˆ
θ−ω
] (
γ sˆ,sˆθ−ω
)−1
= Asˆθ
(2.23)
and the following equations for the dichotomy between u, uˆ spaces:[
−Auθγ
u,uˆ
θ−ωA
u
θ−ω + γ
uˆ,u
θ−ω + γ
uˆ,uˆ
θ−ωA
u
θ−ω
]
(γu,uθ−ω)
−1 = Auθ
(γu,uθ )
−1
[
Auˆθ+ω
(
γuˆ,uˆθ + γ
uˆ,u
θ A
uˆ
θ
)
− γu,uˆθ
]
= Auˆθ .
(2.24)
2.7.1. Estimating the change of hyperbolicity properties in terms of the change in the
cocycles. In Lemma 14 we showed that given an approximately invariant splitting sat-
isfying the hyperbolicity conditions in Definition 12 there is a truly invariant splitting;
we estimated the distance between the approximately invariant splitting and the truly
invariant one and the diagonal blocks of the cocycle.
The goal of this Section is to obtain estimates on the hyperbolicity properties of the
new cocycles in terms of the size of the changes. Estimates are, of course, not unique
and we find it interesting to provide several versions which may be useful in different
circumstances. In our case, hyperbolicity properties involve rates and constants and
there are trade–offs among them. Note that in contrast to [SS74] we do not study
optimal rates, but only bounds on the rates.
In Lemma 15 we provide simple, but generally applicable, estimates and in Lemma 16
we provide more quantitative estimates. We will use Lemma 15 to justify the repeated
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application of our Newton step and to obtain estimates of the change of the splitting
and the diagonal blocks of the whole process. Then, we can apply Lemma 16 to obtain
information on the change experienced in the whole Newton process.
We now need to introduce the following notation. Given γ as in (2.11), we denote
γj(θ) = γ(θ + jω) so that
ΓkmΓ
m
j (θ) = Γ
k
j (θ) , (2.25)
where Γk0 = Γ
k and Γmj (θ) = Γ
m−j
0 ◦ Tjω(θ).
We will assume that for some C0, ξ ∈ R+
‖Γm‖ρ ≤ C0ξ
m .
Note that multiplying the generator of the cocycle by a constant number (hence the Γ is
multiplied by an exponential in n), we can arrange that the quantity ξ which measures
the growth of the cocycle satisfies ξ < 1. The multiplication by a constant does not
change the invariant spaces and only changes the smallness conditions by a constant.
We want to investigate conditions on ‖γ − γ˜‖ρ so that we can ensure that Γ˜ obtained
by iterating as in (2.25) satisfies (5.24) for other constants C˜0, ξ˜.
A general estimate on changes of hyperbolicity properties is given by the following
result, whose proof is given in Appendix A.
Lemma 15. Assume that Γ obtained from a cocycle γ satisfies (5.24). Let ε∗ > 0 and
let γ˜ be a cocycle such that
‖γ − γ˜‖ρ ≤ ε
∗ ;
then, there exist C˜0 and ξ˜ such that ‖Γ˜
m‖ρ ≤ C˜0ξ˜
m.
A more quantitative estimate on changes of hyperbolicity properties is given by the
following result, whose proof is given in Appendix A.
Lemma 16. With the notations of Lemma 15, let a ≡ ‖γ − γ˜‖ρ be small enough, say
a ≤ 1
4C0
. Then, we can take ξ˜ = ξ + Ca with an explicit constant C.
Furthermore, the quantity C˜0 = C˜0(C0, µ, a) in Lemma 15 can be bounded as
C˜0 ≤ 4C
2
0aξ
−1 ξ˜
ξ˜ − ξ
. (2.26)
An important corollary of Lemma 14 is the following.
Corollary 17. If the reference splitting is approximately hyperbolic in the sense of Def-
inition 12 for some cocycle γ0θ , then for all the γ’s in a neighborhood of γ
0
θ , there is an
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(locally unique) invariant splitting which is hyperbolic and the hyperbolicity constants can
be chosen uniformly.
Remark 18. The estimates on the hyperbolicity constants in (2.26) of Lemma 16 involve
choices. One can make C0 change or λ’s change.
Much of the theory (e.g. [SS74]) is concerned with the optimal λ’s. Note that, even
for constant 2 × 2 cocycles, the optimal λ can change with a fractional power of the
perturbation. Once we choose a slightly less optimal λ’s we can make the change to be
linear in the perturbation. Of course, the range of validity, may be smaller if the chosen
upper bound is close to the optimal one.
Note that, the C0 depends on the choice of metrics – but the rates λ∗ do not. Indeed,
it is customary in the theory that deals with perturbations to observe that we can choose
an “adapted metric” so that C0 = 1. Of course, the size of the perturbations allowed
is measured in this metric and, when C0 increases, the adapted metric becomes more
inequivalent to the original one and the perturbations allowed may decrease.
Numerical explorations ([HdlL07, HdlL06a]) suggest that if one fixes a metric and
studies the optimal rates λ’s and the optimal C0, there is a very interesting scenario for
the loss of hyperbolicity called “bundle collapse”. In this scenario, the rates λ’s remain
bounded and the C0 explodes. This scenario empirically presents remarkable scaling prop-
erties. The bundle collapse scenario is particularly important in the breakdown of KAM
tori in conformally symplectic systems (see [CF12]). The papers [HdlL07, HdlL06a] pre-
sented numerical conjectures of the blow-up of the optimal values of the rates and of the
geometric properties of the bundles. These conjectures were recently proved in several
cases in [BS08, OT17, FT18, Tim18].
We think it would be interesting to study the breakdown of hyperbolicty in conformally
symplectic systems. It seems possible that the limit of zero dissipation will have some in-
teractions with the previously studied phenomena. For these numerical implementations,
the a-posteriori results and the fast algorithms developed here are likely to be useful.
2.8. Whiskered tori. The main result of this paper concerns whiskered tori, which are
defined as follows.
Definition 19. Let fµ be a conformally symplectic system with conformal factor λ of a
symplectic manifold M.
We say that K : Td →M is a whiskered torus when:
(1) K is the embedding of a rotational torus, that is, fµ ◦K = K ◦ Tω.
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(2) The cocycle Dfµ ◦K over the rotation Tω admits a trichotomy as in Definition 11
with the rates λ−, λ
−
c , λ
+
c , λ+.
(3) The rates satisfy λ−c ≤ λ ≤ λ
+
c .
(4) The spaces Ec have dimension 2d.
Somewhat surprisingly there are relations between the conformal symplectic properties,
the rates and the properties of the bundles. They will be explored in Section 4. Notably
we will show that if an embedding satisfies Definition 19, then it is isotropic, there are
relations between the rates of growth and, more surprisingly, the Ec bundle is trivial.
3. Statement of the main result, Theorem 20
The main result of this paper is an a-posteriori result about solutions of a parameterized
version of (2.7).
As motivation for the hypothesis of Theorem 20, assume that K, µ satisfy approxi-
mately (2.7) with a small error term e, i.e.
fµ ◦K −K ◦ Tω = e .
If we want that K +∆, µ+β for some corrections ∆, β is a better solution, the Newton-
Kantorovich method would prescribe to choose ∆, β satisfying
Dfµ ◦K∆−∆ ◦ Tω + (Dµfµ) ◦Kβ = −e . (3.1)
If one tries to solve (3.1) by iterating, one is quickly led to the cocycles that were
discussed in Section 2.6. Hence, it is clear that the asymptotic growth of the cocycles
plays a role.
As it turns out, the geometry of the problem plays also a very important role and
one of the most surprising facts is that the conformal symplectic geometry leads to
constraints on the rates of growth. These interactions of the geometry with the dynamics
will be explored in Section 4. We anticipate that the most important results will be a
surprising triviality result for the bundle of vectors with intermediate slow decay and
the “automatic reducibility” that constructs a natural system of coordinates in which the
linearized equations are very simple. In this paper we go beyond the results in previous
papers and show in Lemma 25 that the center bundle is trivial.
Using the geometry, we will show that the equations (3.1) can be solved. As mentioned
in Section 1, the result is a very efficient algorithm. Of course, the a-posteriori format of
the theorem gives an analytical support to the results.
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Given the important role played by the geometry, it is clear that the limit when the
geometry changes from conformally symplectic to symplectic is very singular. In Section 7
we will study this singular limit in which the dissipation becomes weak.
The following Theorem 20 on the persistence of whiskered tori is the main result of
this paper. Later, we will use it to obtain information on the analyticity properties of
the tori under dissipative perturbations (see Theorem 20).
We will consider specially the case 0 < |λ| < 1, but Theorem 20 can be stated as
well for |λ| > 1, just taking the inverse of the mapping. In the discussion of analyticity
properties with respect to perturbations, we will need to consider even complex values.
We will also consider the case λ = 1, but, as pointed out in [CCdlL17], the case of
complex λ with |λ| = 1, λ 6= 1 requires special considerations. Indeed, when λ is a root
of the identity, we do not expect that the solutions persist in general. Indeed, for generic
perturbations, it is impossible to find even formal asymptotic expansions.
Theorem 20. Let ω ∈ Dd(ν, τ), d ≤ n, as in (2.4), let M be as in Section 2.1 and let
fµ :M→M, µ ∈ Rd, be a family of real analytic, conformally symplectic mappings as
in (2.1) with 0 < λ < 1. We make the following assumptions.
(H1) Approximate solution:
Let (K0, µ0) with K0 : T
d → M, K0 ∈ Aρ, and µ0 ∈ Rd define an approximate
whiskered torus with frequency ω for fµ0, so that
‖fµ0 ◦K0 −K0 ◦ Tω‖ρ ≤ E (3.2)
for some E > 0.
To ensure that the composition of fµ and K can be defined, we will assume that the
range of K0 is well inside the domain of fµ for all µ sufficiently close to µ0.
We will assume that there is a domain U ⊂ Cn/Zn ×Cn such that for all µ0 such that
|µ− µ0| ≤ η, fµ has domain U . Moreover, we assume that the range of K0 is inside the
domain U :
dist(K0(T
d
ρ),C
n/Zn × Cn \ U) ≥ η . (3.3)
(H2) Approximate splitting:
For all the points in the torus, there exists a splitting of the tangent space of the phase
space, depending analytically on the angle θ ∈ Tdρ.
These bundles are approximately invariant under the cocycle γ(θ) = Dfµ0 ◦ K0(θ),
namely the quantity in (2.21) is smaller than Eh, for some Eh > 0.
(H3) Spectral condition for the bundles (exponential trichotomy):
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For all θ ∈ Tdρ the spaces in (H2) are approximately hyperbolic for the cocycle γ(θ) (see
Definition 12). We recall that this just entails that the diagonal cocycles have different
rates of growth and hyperbolicity constant that satisfy (2.14).
(H3′) Since we are dealing with conformally symplectic systems and are interested in
the almost symplectic limit, we will also assume45:
λ− < λλ+ < λ
−
c , λ
−
c ≤ λ ≤ λ
+
c .
(H4) We assume that the dimension of the center subspace6 is 2d.
(H5) Non–degeneracy: 7
Denote by Jc the operator J restricted to the center space (we will show in Lemma 22
that Jc is a non-degenerate matrix).
Let
N(θ) = (DK(θ)TDK(θ))−1 , (3.4)
P (θ) = DK(θ)N(θ) ,
χ(θ) = DK(θ)T (Jc)−1 ◦K(θ)DK(θ) .
Let M , S be auxiliary quantities defined as
M(θ) = [DK(θ) | (Jc)−1 ◦K(θ) DK(θ)N(θ)] (3.5)
and
S(θ) ≡ P (θ+ω)TDfµ◦K(θ)(J
c)−1◦K(θ)P (θ)−N(θ+ω)Tχ(θ+ω)N(θ+ω) λ Idd . (3.6)
We assume that the following non–degeneracy condition is satisfied, precisely that the
matrix S defined below is invertible:
S ≡
(
S S(W cb )
0 + A˜c1
(λ− 1) Idd A˜c2
)
, detS 6= 0 , (3.7)
4As we will show in Section 4, the interaction between conformally symplectic systems and the expo-
nential trichotomy implies further restrictions which follow from the present assumptions.
5 Note that we have used λ for the conformal factor and λσ for the different bounds on rates. Even
if these are conceptually very different things, we will show that they are related. This justifies using
similar letters.
6The content of this assumption is that the dimension of the center bundle is exactly twice the
dimension of the invariant torus. As we will show later, the dimension has to be at least twice.
7The idea of the condition is that a very explicit 2d × 2d matrix is invertible. We will formulate it
here in detail, but the main point is that the condition can be verified with a finite computation on the
approximate solution and the approximate bundles given in (H1), (H2).
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where the bar denotes the average, A˜c1, A˜
c
2 denote the first d and the last d rows of the 2d×d
matrix A˜c ≡ [A˜c1|A˜
c
2] = M
−1◦TωDµfµ◦K, (W cb )
0 is the solution of λ(W cb )
0−(W cb )
0◦Tω =
−(A˜c2)
0, where (A˜c2)
0 = A˜c2 − A˜
c
2.
Let α(τ) be an explicit number (see the discussion later for the values that come from
the proof). Assume that for some δ, 0 < δ < ρ, we have
Eh ≤ E
∗
h , E ≤ δ
2αE∗ ,
where E∗h, E
∗ are explicit functions given along the proof and depending on the following
quantities:
ν, τ, C0, λ+, λ−, λ
+
c , λ
−
c , ‖Π
s/u/c
θ ‖ρ
‖DK0‖ρ, ‖(DK
T
0 DK0)
−1‖ρ, |S
−1|, max
j=0,1,2
sup
|µ−µ0|≤η0
‖Djfµ‖U .
(3.8)
Then, there exists an exact solution (Ke, µe), such that
fµe ◦Ke −Ke ◦ Tω = 0
with
‖Ke −K0‖ρ−2δ ≤ CEδ
−τ , |µe − µ0| ≤ CE , (3.9)
where C is a constant whose explicit expression can be obtained from the proof and which
depends on the same variables as E∗h, E
∗.
Furthermore, the invariant torus Ke is hyperbolic in the sense that there exists an
invariant splitting
TKe(θ)M = E
s
θ ⊕E
c
θ ⊕ E
u
θ ,
that satisfies Definition 11.
The splitting of the invariant torus is close to the original one in the sense that, for
some constant C > 0, one has
‖Πs/u/c0 − Π
s/u/c
f ‖ρ−2δ ≤ C(Eδ
−τ + Eh) (3.10)
(as remarked above, this is equivalent to the analytic Grassmanian distance).
Moreover, the hyperbolicity constants corresponding to the invariant splitting of the
invariant torus (which we denote by a tilde) can be taken to be close to those of the
approximately invariant splitting of the approximate invariant torus assumed to exist in
(H1), (H2):
|λ± − λ˜±| ≤ C(Eδ
−τ + Eh),
|λ±c − λ˜
±
c | ≤ C(Eδ
−τ + Eh) . (3.11)
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The proof of Theorem 20 is postponed to Section 5, since we devote Section 4 to
discuss some properties stemming from the geometry of conformally symplectic systems.
Later in this paper, we will present other results. Notably, we will study the domain of
analyticity of the tori for the small dissipation regime (see Theorem 38).
We also obtain explicit estimates on the new hyperbolicity constants C0, but they are
too cumbersome to state now (see Lemma 16 for more detailed estimates on the new
hyperbolicity constants).
3.1. Some remarks and comments on the statement of Theorem 20. We collect
in this Section some useful comments on the content of Theorem 20 and comparisons
with other results in the literature.
• Note that the non-degeneracy quantities in (3.8) are quantities that can be estimated
just on the approximate solution. The only global property of the function needed is an
estimate on sup|µ−µ0|≤η0 ‖D
jfµ‖U and we do not need delicate global properties of the
map such as a global twist condition.
• Note that Theorem 20 is stated without any reference to an integrable system. We
just need an approximate solution of the invariance equation.
• We are not assuming that any of the invariant bundles are trivial (but we will show
that the center bundle is trivial as a consequence of the other hypotheses).
• The twist non-degeneracy condition (H5) is just that a very explicit 2d× 2d matrix
is non-degenerate. This matrix is formed by the derivatives of the approximate solution,
performing algebraic operations and averages. It can be computed with a finite number
of computations from the approximate solution.
• The above formulation gives a very transparent proof of several “small twist re-
sults”. One can construct perturbative expansions that satisfy the invariance equation
to arbitrarily high powers of the perturbation parameter. At the same time (performing
calculations) one can prove that the twist, hyperbolicity, etc., start to grow like a finite
power of the perturbation. Then, the theorem will imply the existence of a solution.
Another application included in this paper is that we will prove small hyperbolicity
assumptions, see Theorem 38.
Another non-degeneracy assumption we will need is that the matrix M introduced in
(3.5) is invertible if the initial error is small enough. We will also show that the iterative
procedure maintains the uniform bounds in M−1. In computer assisted proofs, and more
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explicit treatments, it is advantageous to obtain precise estimates for M−1 at the initial
step.
• The hypothesis (H5) is analogue to the Kolmogorov non-degeneracy condition.We
note that if λ = 1 – the symplectic case – then, the condition just becomes S being
invertible. For an integrable system, this is the Kolmogorov non-degeneracy condition.
• The condition (H5) is not a global property of the map. It is only a numerical
condition evaluated on the approximate solution. It can be readily computed by taking
derivatives, performing algebraic operations and taking averages.
• It is possible to use the method of [Mos67] or the method of [Yoc92, Sev99] to obtain
the result under much weaker non–degeneracy conditions than (H5) such as Ru¨ssmann
non-degeneracy conditions.
The proof of this result is particularly transparent taking advantage of the a-posteriori
format which gives very easily the dependence on parameters.
• We note that, thanks to Lemma 14, instead of the approximate invariance of the
splitting included in (H2), we could have assumed that the approximately invariant torus
has an invariant splitting.
We have chosen the present formulation to emphasize that all the hypotheses of The-
orem 20 can be verified from an approximate solution with just a finite precision compu-
tation.
• We have treated separately the smallness conditions in the invariance of the torus
E and the smallness condition in the invariance of the hyperbolic splitting Eh. As we
will see, the error in the invariance of the hyperbolic splitting can be eliminated with a
contraction point argument. Eliminating the error E requires a Nash-Moser iteration to
beat the small divisors that appear.
• The proof of Theorem 20 will be based on describing an iterative process which leads
to a very efficient algorithm. To obtain an algorithm from the proof of Theorem 20,
one needs to present also descriptions of the discretizations of the bundles and finite
calculations that allow to verify the hypotheses. These algorithmic details are presented
in [HdlLS11] for the symplectic case and they do not need to be modified in our case.
• The error in the hyperbolicity plays a very different role than the error in the invari-
ance in the iterative process. We could think of the hyperbolicity as a preconditioner for
the Newton method for the invariance equation. As we will see, the iterative step has
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an upper triangular structure. The error in the invariant splittings can be eliminated
without affecting the embeddings. On the other hand, if we modify the embedding K
and the drift µ, we modify Dfµ ◦ K and have to correct for the invariant embedding.
This elementary remark will be important for the study of Lindstedt series in Section 7.
• The conformal symplectic properties of the map imposes many relations between the
properties of the invariant splitting. These will be discussed in Section 4.
• Notice that when λ 6= 1, the invariant torus is normally hyperbolic since the center
direction, as remarked above, has the conformal factor λ as the multiplier.
This observation allows one to obtain several results, slightly weaker than Theorem 20.
(i) Using a-posteriori formulations of the theory of normally hyperbolic invariant
manifolds ([BLZ08, CZ11]), we obtain from the hypotheses on the approximate
invariance and the approximate invariant splitting that there are smooth invariant
tori for all perturbations (no need to adjust the drift!). Of course, we do not know
that the motion in the manifold will be conjugate to a rotation.
If we change the drift, using the theory of [Mos66] we obtain, under some non-
degeneracy conditions that, for appropriate choices of the drift, the motion on
the torus is conjugate to a rotation. We refer to [CCFdlL14] for more details on
the argument and for an application of this strategy to discuss phase locking and
other situations when the motion is not conjugate to a rotation. Notice that this
method produces only finitely differentiable objects and not analytic ones as the
present method. Also, the algorithms they give rise are very different.
(ii) An alternative approach is in [CH17b], which deals with normally hyperbolic tori
using the fact that in the stable and unstable directions we can use an iterative
method to solve the linearized invariance equation. For the tangent directions
one needs to adjust parameters to solve the conjugacy equation. Notice that
this method is different from the normally hyperbolic method, since it produces
analytic manifolds but needs to adjust parameters. This technique leads to very
efficient numerical methods that have been implemented in [CH17a].
(iii) Note that the above mentioned approaches do not require (and do not take advan-
tage of) the conformally symplectic geometry. This generality is useful for some
models of friction in which the friction does not lead to a conformally symplectic
system. The limit of weak dissipation in such cases seems a challenging problem.
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(iv) On the other hand, we note that these methods have estimates that blow up as λ
goes to 1, whereas the method of this paper leads to a comfortable study of the
small dissipation limit. Indeed, one of the main results of this paper is the study
of the analyticity domain in the zero dissipation limit, see Section 7. One of our
motivations was precisely the studies in celestial mechanics where the dissipation
is indeed small and the zero dissipation limit is very relevant.
• It is important to remark that λ+, λ−, λ+c , λ
−
c appearing in (H3) are only upper
bounds. Hence, they are not uniquely defined. When we consider such values optimal,
we obtain the Sacker-Sell spectrum [SS74]. The pairing rule provides relations between
the bounds, but they become equalities for the optimal values.
4. Some consequences of the geometry
4.1. Introduction. In this Section, we present consequences of the conformally sym-
plectic systems and the trichotomy assumptions for an (approximately) invariant torus
with an (approximately) invariant splitting.
The geometrically natural arguments (leading to the sharper results) happen when
the torus is invariant and the bundle is invariant. The main reason is that we need to
compare vectors and forms in f(K(θ)) and in K(θ + ω). An alternative to invariance,
is that Ω is constant. Of course, our iterative process to improve approximate solutions,
needs to take advantage of the geometry for the approximate solutions, which are slightly
weaker than the geometrically natural ones.
Hence we will introduce provisionally the hypothesis (HI) below to be able to carry out
geometrically natural arguments. In Section 4.9, we show how to remove this assumption.
(HI) Assume either:
(HI.A): K is an embedding of the torus satisfying (2.6) and E is a splitting of the
tangent bundle to the phase space invariant under the cocycle Df ◦K(θ) under
the rotation ω.
(HI.B): The phase space is Euclidean and the symplectic form Ω is constant.
In many practical applications the case B) in the alternative above holds.
Of course, in the iterative step of the KAM theorem, we cannot assume (HI.A), that
the torus is invariant. The assumption (HI.A) is natural in the development of Lindstedt
series that will take place in Section 7.
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The removal of (HI.A) in Section 4.9 will be obtained just by examining carefully the
naturally geometric argument and adding some extra terms that are controlled by the
invariance error and its derivatives.
4.2. The results in this Section. The first result we will present is the well known
pairing rule ([DM96b, WL98]), which relates the stable/unstable exponential rates (see
Section 4.3).
In Section 4.4 we show the isotropic property of invariant tori, namely that the sym-
plectic form restricted to the torus is zero.
We will also show that, because of the conformally symplectic structure, we have
that the symplectic form restricted to the center is non-degenerate, see Lemma 22 in
Section 4.5.
A rather remarkable result obtained here is that the center bundle has to be trivial,
see Section 4.6. This solves a question raised in [FdlLS09a], which constructed examples
where the stable and unstable bundles were non-trivial. The automatic reducibility is
discussed in Section 4.7 and some consequences in Section 4.8. Geometric identities for
approximately invariant tori are presented in Section 4.9.
4.3. Geometry and rates. The conformal symplectic properties of the maps imply
constraints on the rates assumed in (H3). In this Section, we develop two of them: the
pairing rule and the rigidity of rates in the center. These properties will not be used
in the proof of Theorem 20 and, hence, can be omitted, but we include them since the
method of proof is useful in other parts of the paper.
4.3.1. The Pairing rule. The paper [DM96b] studies the effect on the geometry of eigen-
values of periodic orbits; the paper [WL98] studies the effect on the Lyapunov exponents
of cocyles. In our case, we want to study the relation with the optimal rates appearing
in (H3), which are known also as Sacker-Sell spectrum ([SS74]). We note that the paper
[WL98], since it worked for general cocycles, did not take advantage of the fact that, for
diffeomorphisms, the factor has to be a constant when n ≥ 2 (see the argument after
Definition 2). Therefore, some of the formulas in [WL98] can be simplified for the appli-
cations of this paper. We will revisit a more detailed comparison with these papers in
[CCdlL19b].
The key observation is that since
Ω(Dfn(x)u,Dfn(x)v) = λnΩ(u, v) ,
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then, if |Dfn(x)v| ≤ Cλn−|v| for any n ≥ 0, we should have
|Dfn(x)u| ≥ C˜ λn λ−n− Ω(u, v) |v|
−1
for some positive constant C˜. That is, if there is a vector that decreases exponentially
fast, there should be others which grow faster than the rates.
Hence, if there is a vector with Lyapunov multiplier smaller than λ, there should be
another one with Lyapunov multiplier bigger than λ−
−1λ. By reversing the argument we
obtain that the set of Lyapunov multipliers {λi}2di=1 should satisfy the pairing rule
λi λi+d = λ (4.1)
(compare with the corresponding formula in [WL98], which involves an integral of log λ).
We remark that our desired result is different than that of [WL98], since we want to
obtain uniform bounds rather than Lyapunov exponents.
In our case, we can obtain uniform bounds on the growth, using Corollary 24 below
and other elementary arguments.
Remark 21. There are more general arguments in Sacker-Sell theory, relating the edge
of the Sacker-Sell spectrum and the supremum of Lyapunov exponents of all measures
(see [SS74]). We will not emphasize those arguments, since we will not use them.
We note that for every x and any u ∈ Eux , |u| = 1, there exists v ∈ E
s
x, |v| = 1, such
that Ω(u, v) 6= 0 (see Corollary 24 below). Using the continuity and compactness of Td
and the spheres in the unit bundle, we obtain
inf
x∈K(Tdρ)
inf
u∈Eu
K(x)
,|u|=1
inf
v∈Es
K(x)
,|v|=1
|Ωx(u, v)| ≥ ζ
for some positive constant ζ . Therefore, given u ∈ EuK(x), we can choose v ∈ E
s
K(x) so
that
|Dfn(K(x))u| ≥ C˜ζ(λλ−1− )
n|u| . (4.2)
Using that the bounds (4.2) are uniform, we see that given u ∈ EuK(x), we can apply them
to Df−n(K(x))u and obtain
|Df−n(K(x))u| ≤ C˜−1ζ−1(λ−1λ−)
n|u| .
Therefore we obtain that we should have
λ−1λ− ≤ λ+ .
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By applying a similar argument to the bounds along the stable direction, we obtain the
other inequality, λ−1λ− ≥ λ+, which leads to (4.1), that is λ−λ
−1
+ = λ for the optimal
values.
4.4. Isotropic properties of rotational invariant tori. The isotropic property means
that the symplectic form restricted to the invariant torus is zero.
To establish that rotational tori are indeed isotropic, we note that by the invariance
equation (2.7) we have
K∗f ∗µΩ = T
∗
ωK
∗Ω .
Since fµ is conformally symplectic, according to (2.1) we have
λ K∗Ω = T ∗ωK
∗Ω (4.3)
and if |λ| 6= 1, we obtain by iterating the relation (4.3) (either in the future or in the
past) that
K∗Ω = 0 ,
thus proving that the tori are isotropic.
In the case that λ = 1 (this is a case that has been discussed in [Zeh75]), it is required
that ω is non-resonant and that the map is exact. We note that, under the non-resonant
hypothesis, we obtain that K∗Ω is given by a constant matrix. Moreover, if Ω = dα, we
have K∗Ω = K∗dα = dK∗α. The only exact form with a constant matrix is 0. Note that
in the case that |λ| 6= 1 we do not need that the symplectic form is exact, nor that ω is
nonresonant to conclude that the rotational tori are isotropic.
In Section 4.5, we will see that approximately invariant tori are also approximately
isotropic. In the λ = 1 case it requires that ω is Diophantine.
In coordinates, the isotropic property of the invariant torus, using the matrix J defined
in Section 2.2, is written as
DKT (θ)JK(θ)DK(θ) = 0 . (4.4)
The equation (4.4) can be interpreted geometrically as saying that any vector in the
range of DK(θ) is orthogonal to any vector in the range of JK(θ)DK(θ).
4.5. Non degeneracy of the symplectic form restricted to the center bundle of
a rotational invariant torus. The following result shows that there are many cases
where the symplectic form Ω has to vanish. As a corollary, we will deduce that the
symplectic form is non-degenerate when restricted to the center bundle Ecθ .
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Lemma 22. Let Esθ , E
c
θ, E
u
θ be an invariant splitting around a rotational torus with
growth rates as in (H3). Then,
Ω(s, c) = 0 ∀ s ∈ Esθ , c ∈ E
c
θ
Ω(u, c) = 0 ∀ u ∈ Euθ , c ∈ E
c
θ
Ω(s1, s2) = 0 ∀ s1, s2 ∈ E
s
θ
Ω(u1, u2) = 0 ∀ u1, u2 ∈ E
u
θ .
(4.5)
Proof. Let s ∈ Esθ , c ∈ E
c
θ ; then, one finds that
Ω(s, c) = 0 ,
since the following bounds hold for a suitable constant C and for j ≥ 1:
|Ω(s, c)| =
∣∣∣∣1λ Ω(Dfµ s,Dfµ c)
∣∣∣∣
=
1
λj
∣∣Ω(Df jµ s,Df jµ c)∣∣
≤ C
(
λ− λ
−
c
λ
)j
,
whose limit tends to zero as j goes to infinity for λ− and λ
−
c as in (H3) and (H3
′), i.e.
using that λ−λ
−
c < (λ
−
c )
2 ≤ λ2.
A similar argument holds for the unstable bundle,
|Ω(u, c)| =
∣∣λΩ(Df−1µ u,Df−1µ c)∣∣
= λj
∣∣Ω(Df−jµ u,Df−jµ c)∣∣
≤ C (λ λ+ λ
+
c )
j ,
whose limit goes to zero as j tends to infinity under the condition (H3′), i.e. using that
λλ+λ
+
c < λλ+λ+ < λ
−
c λ+ < λλ+ < λ
−
c ≤ λ.
Next we prove the third of (4.5); for any s1, s2 ∈ Esθ , we have:
|Ω(s1, s2)| =
∣∣∣∣1λ Ω(Dfµ s1, Dfµ s2)
∣∣∣∣
=
1
λj
∣∣Ω(Df jµ s1, Df jµ s2)∣∣
≤ C
(
λ2−
λ
)j
,
which goes to zero for j → ∞ due to (H3) and (H3′), since λ2−/λ < λ−λ
−
c /λ < 1. The
fourth equation in (4.5) holds under the assumption λλ2+ < 1, which is guaranteed by
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(H3) and recalling that λ < 1. In fact,we have:
|Ω(u1, u2)| =
∣∣λ Ω(Df−1µ u1, Df−1µ u2)∣∣
= λj
∣∣Ω(Df−jµ u1, Df−jµ u2)∣∣
≤ C (λ λ2+)
j .

As we will see, the above results lead to some automatic non-degeneracy conclusions
which will be important to develop structures on the theorem.
Corollary 23. In the hypotheses of Lemma 22 we have that Ω restricted to Ecθ is non-
degenerate.
Proof. To conclude that Ω restricted to Ecθ is non–degenerate, we observe that if for some
w ∈ Ecθ , we have that
Ω(c, w) = 0 ∀c ∈ Ecθ ;
then, using that
Ω(s, w) = 0 , Ω(u, w) = 0 , ∀s ∈ Esθ , ∀u ∈ E
u
θ ,
we obtain that Ω(v, w) = 0 for any v ∈ TθM. Therefore, since Ω is non-degenerate in
the whole space, we conclude that w = 0. 
Corollary 24. If v ∈ Esx and for any u ∈ E
u
x we have that Ω(v, u) = 0, then v = 0. If
u˜ ∈ Eux and for any v˜ ∈ E
s
x we have that Ω(u˜, v˜) = 0, then u˜ = 0.
Proof. The proof of Corollary 24 is identical with that of Corollary 23. We note that the
hypotheses of Corollary 24 and the results of Lemma 22 imply that Ω(v, u) = 0 for any
u ∈ TxM which, by the non-degeneracy of Ω, implies the conclusion of Corollary 24. 
Corollary 24 can be interpreted as saying that some of the matrix elements giving Ω
are not degenerate. This will be useful later when we discuss pairing rules for exponents.
4.6. Triviality of the center bundle. The main goal of this Section is to show that the
bundle Ecθ based on a rotational invariant torus satisfying our hypotheses (notably that
the dimension of the fibers of the bundle is 2d) is trivial in the sense of bundle theory.
That is, we will show that Ecθ is isomorphic to a product bundle (namely, a trivial bundle
in the language of bundle theory).
Furthermore, we show that there is a natural system of coordinates onEcθ , see Lemma 25.
In this system of coordinates, the linearization of the invariance equation (2.7) restricted
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to the center space becomes a constant coefficient equation and, hence, can be solved by
using Fourier methods, see Lemma 26 in Section 4.9.
Note that the triviality of Ecθ is in contrast with the stable and unstable bundles, which
can be nontrivial (see examples in [FdlLS09a]). Note also that the proof works when the
phase space is a manifold and it applies a-fortiori for symplectic systems.
Lemma 25. Assume that K is an approximate solution of (2.7). Then, we can find a
linear operator
Bθ : Range(DK(θ))→ E
c
θ ,
such that the center bundle is given by
Ecθ = {v +Bθv : v ∈ Range(DK(θ))} . (4.6)
Notice that (4.6) shows that Ecθ is the range under Id+Bθ of the tangent bundle of
the torus. This shows that Ecθ is a trivial bundle.
Proof. We start by remarking that, as it is standard, if we fix a Riemannian metric g, we
can identify the two form Ωx with a linear operator J(x) : TxM→ TxM by requiring
gx(u, J(x)v) = Ωx(u, v) ∀u, v ∈ TxM . (4.7)
Of course, the operator J depends on the metric chosen (we omit the dependence on
the metric from the notation, unless it can lead to error). It will be advantageous for us
to choose the metric so that the operator J has extra properties.
We will choose a metric gx such that the spaces E
c
x, E
s
x, E
u
x are orthogonal under gx.
A possibly degenerate (i.e., assigning zero length to non-zero vectors) metric can be
easily constructed in coordinate patches. By adding constructions in different coordinate
patches, we can ensure that the resulting metric is not degenerate.
We denote by J˜x the operator corresponding via (4.7) with Ωx using the metric con-
structed above, which makes the splitting orthogonal. The properties established in (4.5)
imply that if we decompose the operator J˜x in blocks corresponding to the decomposition
TxM = Ecx ⊕E
s
x ⊕E
u
x , then we have the block structure:
J˜x =
J˜ccx 0 00 0 J˜sux
0 J˜usx 0
 . (4.8)
The inverse of the operator J˜x also has the same structure as (4.8).
The key of the construction is that the metric g is globally defined in a neighborhood
of the approximately invariant torus and, therefore, so are the operators J and J−1.
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We also note that we established in Section 4.5 that the form restricted to the tangent
space vanishes for invariant tori (we will see that it is small for approximately invariant
tori in many cases). Thus, we obtain that
ΩK(θ) (Range(DK(θ)),Range(DK(θ))) = (J˜
cc
K(θ)Range(DK(θ)),Range(DK(θ)))
is very small (identically zero for exactly invariant tori). In particular, we obtain that
the operator J˜ccK(θ) maps Range(DK(θ)) into a linearly independent space.
Using that the dimension of the center manifold is 2d as in assumption (H4), we obtain
that:
Range(DK(θ))⊕ J˜ccK(θ)Range(DK(θ)) = E
c
θ .
Since J˜ccK(θ) is a linear operator, we obtain that the center bundle can be expressed as in
(4.6). 
4.7. Automatic reducibility. A key ingredient in the proof of our main result on
whiskered tori is the so–called automatic reducibility : in a neighborhood of an invari-
ant torus, one can construct a change of coordinates such that the linearization of the
invariance equation (2.7) becomes a constant coefficient equation.
This technique is presented in full detail in [CCdlL13] for conformally symplectic sys-
tems (see [dlLGJV05] for symplectic systems), but we will present the details again. An
important reason is that, by examing the proof carefully we will discover the surprising
global result that the center bundle has to be trivial in the sense of bundle theory.
It will be important to note that there is also a version of approximate reducibility
when the torus is only approximately invariant, see Section 4.9. The proof of the results in
Section 4.9 will be based on walking through the arguments in this Section and checking
how they are affected by the error in the invariance equation.
We will assume that the tangent space ofM at K(θ), say TK(θ)M with θ ∈ Td, admits
an invariant splitting as
TK(θ)M = E
s
θ ⊕ E
c
θ ⊕E
u
θ .
Taking the derivative of (2.7) we obtain
Dfµ ◦K(θ)DK(θ)−DK ◦ Tω(θ) = 0 . (4.9)
This implies that the range of DK(θ) is contained in Ecθ .
Let ΩcK(θ) denote the symplectic form Ω restricted to E
c
θ with
ΩcK(θ)(u, v) = (u, J
c
0 ◦K(θ)v) , ∀ u, v ∈ E
c
θ ,
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where Jc0 is the 2d × 2d matrix representing Ω
c
K(θ) on the center space. Let J
c be the
2n× 2n matrix of the embeddings of the center space into the ambient space.
As indicated above, we have that Range(DK(θ)) ⊂ Ecθ . Hence, we can write (4.4) as
DKT (θ)Jc ◦K(θ)DK(θ) = 0 . (4.10)
Let us introduce the 2d×2d matrixM(θ) on Ecθ , obtained juxtaposing the two matrices
DK(θ), (Jc)−1 ◦K(θ) DK(θ)N(θ):
M(θ) = [DK(θ) | (Jc)−1 ◦K(θ) DK(θ)N(θ)] , (4.11)
where we have introduced the normalization factorN as in (3.4). For typographic reasons,
we will write
v(θ) = (Jc)−1 ◦K(θ) DK(θ)N(θ) .
Note that, because of (4.10) we have that the range of M has dimension 2d and, due to
our assumption on the dimension of the center, we obtain that
Range(M(θ)) = Ecθ . (4.12)
Because of (4.12), we know that there exists a matrix B(θ) such that
Dfµ ◦K(θ)M(θ) = M(θ + ω) B(θ) , (4.13)
where B(θ) is required to be upper triangular with constant matrices on the diagonal.
The goal now is to identify the matrix B. We observe that (4.9) identifies the first
column of B to be
(
Idd
0
)
.
To identify the second column of B(θ), by (4.12), we know that
Dfµ ◦K(θ) v(θ) = DK(θ + ω)S(θ) + v(θ + ω)U(θ) , (4.14)
for some function U = U(θ) that we compute as follows. According to [CCdlL13], we
multiply (4.14) on the right by DKT (θ + ω)Jc ◦K(θ + ω). Using (4.10), we obtain
DKT (θ + ω)Jc ◦K(θ + ω)Dfµ ◦K(θ) v(θ) =
= DKT (θ + ω)Jc ◦K(θ + ω)(Jc(θ + ω))−1DK(θ + ω)N(θ + ω)U(θ)
= DKT (θ + ω)DK(θ + ω)N(θ + ω)U(θ)
= U(θ) .
(4.15)
Working on the other side, using the conformally symplectic property (2.3) and the
invariance property of the center foliation, we obtain:
DfTµ (x)J
c
f(x)Dfµ(x) = λJ
c
f(x) .
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Therefore, Jcf(x)Dfµ(x)(J
c
f(x))
−1 = λDf−Tµ (x).
Hence, we see that the left hand side of (4.15) can be computed as
DKT (θ + ω)Jc ◦K(θ + ω)Dfµ ◦K(θ) (J
c)−1 ◦K(θ)DK(θ)N(θ)
= λDKT (θ + ω)Df−Tµ ◦K(θ)DK(θ)N(θ)
= λDKT (θ)DK(θ)N(θ) ,
where we have used (4.9).
Therefore, we conclude that U(θ) = λ Idd.
The matrix S can be computed in similar way (it just suffices to multiply in the right
to compute the projections): it does not require any change from the calculations in
[CCdlL13]. The result is given by (3.6).
In conclusion, we can write (4.13) as
Dfµ ◦K(θ)M(θ) =M(θ + ω)
(
Idd S(θ)
0 λ Idd
)
. (4.16)
We note that the average of the matrix S(θ) computed here is the matrix S appearing
in (H2) in Theorem 20. Hypothesis (H2) is just that the average of the matrix S –
which is a d× d matrix – is invertible. Again, we emphasize that this is a condition that
is computed out of the approximate solution taking derivatives, performing algebraic
operations and taking averages.
4.8. Consequences of automatic reducibility. In Section 4.7 we showed that the
preservation of the geometric structure yields that we can find a matrix M(θ) in such a
way that
M−1(θ + ω)Πuθ+ωDfµ ◦K(θ) Π
u
θ M(θ) =
(
Idd S(θ)
0 λ Idd
)
.
This shows that we can choose λ−c , λ
+
c as close as desired to |λ| (at the price of choosing
an appropriate proportionality constant).
For some λ’s it is possible to do a further linear change of variables A(x) =
(
Idd B(θ)
0 Idd
)
in such a way that the matrix is even simpler. Computing(
Idd −B(θ + ω)
0 Idd
)(
Idd S(θ)
0 λ Idd
)(
Idd B(θ)
0 Idd
)
=
(
Idd S(θ)− λB(θ + ω) +B(θ)
0 λ Idd
)
,
one is led to solve the following equation for B given S:
S(θ)− λB(θ + ω) +B(θ) = 0 . (4.17)
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The equation (4.17) can be solved when |λ| 6= 1 or, for λ ∈ C, when λ is Diophantine
with respect to ω. In such a case, we can reduce the cocycle derivative to
(
Idd 0
0 λ Idd
)
and, hence, we can take λ+c = λ
−
c = |λ|.
Nevertheless, when λ is close to one (or a root of unity), the B appearing in the last
change of variables may be very large.
This means that if we take λ+c = λ
−
c = |λ|, in (H3) we can take a very large constant.
Geometrically, this means that the center direction (which is a weak center direction)
and the tangent span the symplectically complement to the tangent bundle. We can
obtain the stable direction by taking the simplectic conjugate and add to it vectors on
the stable direction.
The limit of λ close to one appears naturally in many physical problems and will be
considered in great detail in Section 7 (see also [CCdlL17]). We note that this is a singular
limit because some part of the normal hyperbolicity is lost. It can be controlled precisely
because the geometry forces that this loss of hyperbolicity is done in a very specific way.
4.9. Geometric properties for approximately invariant tori. Of course, in the
iterative procedure, we will not be dealing with invariant tori but with approximately
invariant tori. Hence, it will be important for us to show that the geometric identities we
developed for invariant tori – notably the automatic reducibility – hold approximately.
The main result of this Section is to show that indeed, this is the case, see Lemma 27.
The reason is that, to obtain the main equation (4.13), we just took derivatives of the
invariance equation and applied algebraic transformations. Hence, if the invariance equa-
tion holds up to an error, we obtain that (4.13) will hold up to errors which can be
estimated by derivatives of the error in the invariance equation. A subtle point in the
derivation is the use of the isotropic properties of the torus. We will also show that
if the torus is approximately invariant, then it has to be approximately isotropic (with
quantitative bounds).
As a preliminary result, we recall the following classical lemma which gives the solution
of a cohomological equation and which will be needed in the proof of Lemma 27.
Lemma 26. Let λ ∈ [A0, A
−1
0 ] for some 0 < A0 < 1 and let ω ∈ Dd(ν, τ).
Consider a cohomological equation of the form
w(ϕ+ ω)− λw(ϕ) = η(ϕ) (4.18)
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for some functions w and η with η ∈ Aρ, ρ > 0, and with zero average:∫
Td
η(θ) dθ = 0 .
Then, there is one and only one solution of (4.18) with zero average. Moreover, if
ϕ ∈ Aρ−δ for some 0 < δ < ρ, then we have
‖ϕ‖ρ−δ ≤ C ν δ
−τ‖η‖ρ ,
where C is a constant that depends on A0 and the dimension of the space, but it is uniform
in λ and it is independent of the Diophantine constant ν.
The proof of Lemma 26 can be found, e.g., in [CCdlL13], see also [Ru¨s75, Ru¨s76a,
Ru¨s76b].
Lemma 27. Consider an approximately invariant torus, satisfying (3.2) where fµ0 is a
family of conformally symplectic maps.
Assume that the cocycle over Tω given by γ(θ) = Dfµ0 ◦ K(θ) admits an invariant
splitting which is hyperbolic and whose center dimension is 2d dimensional.
Assume furthermore that for some constant C > 0:
‖DK‖ρ, ‖N‖ρ, ‖(J
c ◦K)−1‖ρ ≤ C ,
C‖e‖ρδ
−1 < 1 .
(4.19)
Then, defining the matrix M as in (3.5), we have in the center direction
Dfµ0 ◦K(θ)M(θ) = M(θ + ω)
(
Idd S(θ)
0 λ Idd
)
+ ER , (4.20)
where
||ER‖ρ−δ ≤ Cδ
−1‖e‖ρ . (4.21)
Proof. The proof is basically walking though the proof of the invariant case.
The first step is to study how the approximate invariance modifies the approximately
invariance properties.
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We note that (2.3) gives that, defining a(θ) = DKT (θ)JK(θ)DK(θ), we have:
a(θ + ω)− λa(θ) = DKT (θ + ω)JK(θ+ω)DK(θ + ω)− λDK
T (θ)JK(θ)DK(θ)
=
(
DKT (θ)DfTµ0 ◦K(θ)−De
T (θ)
)
JK(θ+ω) (Dfµ0 ◦K(θ)DK(θ)−De(θ))
− λDKT (θ)JK(θ)DK(θ)
=
(
DKT (θ)DfTµ0 ◦K(θ)−De
T (θ)
) [
Jfµ0 (K(θ)) + (JK(θ+ω) − Jfµ0 (K(θ))
]
(Dfµ0 ◦K(θ)DK(θ)−De(θ))− λDK
T (θ)JK(θ)DK(θ)
= DKT (θ)DfTµ0 ◦K(θ)Jfµ0 (K(θ)Dfµ0 ◦K(θ)DK(θ)
− λDKT (θ)JK(θ)DK(θ) + eI(θ)
= eI(θ) ,
(4.22)
where the expression for eI is just products of derivatives of the invariance equation (with
other terms).
Hence, we can bound eI by using the Cauchy estimates for De and the smallness
assumptions and obtain
‖eI‖ρ−δ ≤ Cδ
−1‖e‖ρ .
We note that (4.22) shows that a satisfies a cohomology equation of the form considered
in Lemma 26. Therefore, we can obtain estimates on a as ‖a‖ρ−2δ ≤ Cδ−τ ν ‖e‖ρ.
Again, we can interpret the estimates on a as approximate orthogonality relations.
We now walk through the calculations used in the computation leading to (4.16).
The first column in (4.16) is just the derivative of the invariance equation and we can
use Cauchy estimates to get the estimates (4.21) for the first column.
To study the second column, we see that (4.14) is still true, since it only depends
on the property that Range(DK(θ + ω)),Range(v(θ + ω)) span Ecθ+ω, which is an easy
consequence of the approximate orthogonality.
As before, we multiply (4.14) by DKT (θ + ω)Jc ◦K(θ + ω). We can follow the calcu-
lations used in (4.15) adding and subtracting the terms that we have estimated. 
5. Proof of Theorem 20
We now proceed to the proof of Theorem 20. As standard in KAM theorem in an
a-posteriori format, the proof can be divided into two parts. The first one is an algo-
rithm that, given an approximate solution, produces a much more approximate one (in
a slightly weaker sense of approximation) and with slightly worse quality properties. In
a second part, we show that, if we start with a sufficiently small error, we can repeat
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the procedure indefinitely and that the solution indeed converges in some appropriate
sense, and that the limit inherits properties such as the hyperbolicity and twist. See the
following Proposition 28 in Section 5.1.
The iterative algorithm will be discussed in Section 5.1. At the end of the step, the error
will be roughly the square of the original error, but measured in a norm corresponding
to functions in a smaller domain than that of the original approximation (there is also
a factor depending on the loss of domain). This iterative algorithm will be affected by
condition numbers (hyperbolicity properties, twist, etc.) and we need to estimate how
do they deteriorate.
We note that the step we will discuss in this paper will be numerically very efficient. It
does not require that the system is close to integrable, it only requires to handle functions
of the dimension of the torus, the storage requirement is small and the operation count
is small.
We anticipate that to be able to carry the step and obtain estimates, we will need to
introduce inductive assumptions. One – very standard in KAM theory – requires that ∆,
the correction to K, is small enough in its domain so that the range of (K +∆) is well
inside the domain of f (so that we can define f ◦ (K+∆) and study Taylor expansions in
∆). In our case, we will also need another inductive assumption that guarantees that the
hyperbolicity constants are still bounded. As it is well known, once we fix the domain
loss, the first inductive assumption can be guaranteed by the requirement that the error
is small enough (so that the correction ∆ is small enough). As for the assumption on the
uniformity of the hyperbolicity, using Lemma 15, it will amount to the block diagonal
cocycles remaining in a neighborhood.
The iterative process is discussed in Section 5.1.8. The main, well known, idea is that
if we fix a sequence of domain losses that goes to zero not too fast (e.g. exponentially
fast), if the original error of the invariance is small enough, the error of the invariance
decreases very fast in the iterative step so that the ranges of the K do not get close to
the boundary of the domain of f and the block diagonal cocycles do not move out of the
neighborhood specified in Lemma 15.
5.1. Results on the iterative step. The main result of this Section is Proposition 28
that specifies how, given an approximate solution with some non-degeneracy properties
(if some quantitative assumptions are satisfied), we produce a more approximate one
with only slightly worse non-degeneracy assumptions. The quantitative assumptions,
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that allow to perform the step, are standardly called inductive assumptions, since we will
use an inductive argument to show that they can be satisfied for all steps of the iteration.
Proposition 28. Let ω ∈ Dd(ν, τ), d ≤ n, and let fµ :M→M, µ ∈ Rd, be a family of
real-analytic, conformally symplectic maps as in Theorem 20 with 0 < λ < 1.
Let (K,µ), K : Td → M, K ∈ Aρ, be an approximate solution of the invariance
equation (2.6):
fµ ◦K(θ)−K ◦ Tω(θ) = e(θ) (5.1)
for some function e = e(θ). Denote E = ‖e‖ρ.
Let Esθ⊕E
c
θ⊕E
u
θ be an approximately invariant, hyperbolic splitting based on K. Denote
by Eh the quantity appearing on (2.21).
Assume that (K,µ,Esθ , E
c
θ, E
s
θ) satisfy assumptions (H2)-(H3)-(H3
′)-(H4)-(H5) of The-
orem 20.
We will assume that E , Eh are sufficiently small depending on the quantities in (3.8)
and on η with η as in (H1). The constants C denote expressions depending only the
quantities in (3.8), and the formulas for C will be made explicit along the proof.
Then, we have the following results.
1) There exists an exact invariant splitting based on K, say E˜
s/c/u
θ . Denote by γ˜
σ,σ
θ the
projections of Dfµ ◦K(θ) corresponding to the invariant splitting. Then, we have:
distρ(E
s/c/u
θ , E˜
s/c/u
θ ) ≤ CEh ,
‖γσ,σθ − γ˜
σ,σ
θ ‖ρ ≤ CEh . (5.2)
2) Assume that δ is such that
Cδ−τ‖e‖ρ + dist(K(T
d
ρ)),C
2n\D) > η/2 . (5.3)
Then, we have that K ′ = K +∆, µ′ = µ+ β for suitable corrections ∆, β, satisfy
fµ′ ◦K
′(θ)−K ′ ◦ Tω(θ) = e
′(θ)
with
‖e′‖ρ−δ ≤ C δ
−2τ ‖e‖2ρ .
Moreover, the corrections can be bounded as
‖∆‖ρ−δ ≤ Cδ
−τE
‖D∆‖ρ−δ ≤ Cδ
−1−τE
|β| ≤ CE .
(5.4)
3) Furthermore, the splitting E˜
s/c/u
θ is approximately invariant for Dfµ+β ◦ (K +∆).
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3.1) The error in the change of the invariance is smaller than Cδ−τE .
3.2) The block diagonal cocycles corresponding to Dfµ+β ◦ (K +∆) (which we denote
by γˆσ,σθ ) satisfy
‖γˆσ,σθ − γ˜
σ,σ
θ ‖ρ−δ ≤ Cδ
−τ‖e‖ρ + Eh .
5.1.1. Overview of the argument. We look for a correction (∆, β), such that K ′ = K+∆,
µ′ = µ+ β satisfy (5.1) with an error quadratically smaller.
Expanding the composition to first order in ∆, β we obtain:
fµ′ ◦K
′(θ)−K ′(θ + ω) = fµ ◦K(θ) +Dfµ ◦K(θ)∆(θ)
+Dµfµ ◦K(θ) β
−K(θ + ω)−∆(θ + ω)
+O(‖∆‖2) +O(|β|2) .
Taking into account (5.1), the new error is quadratically smaller if (∆, β) satisfies
Dfµ ◦K(θ) ∆(θ) +Dµfµ ◦K(θ) β −∆(θ + ω) = −e(θ) (5.5)
or, more generally, if
Dfµ ◦K(θ) ∆(θ) +Dµfµ ◦K(θ) β −∆(θ + ω) + e(θ) = O(‖e‖
2
ρ) . (5.6)
Finding corrections by solving (5.5) can be thought of as an infinite dimensional version
of Newton method. The small modification (5.6) is called a quasi-Newton method, since
as we will see, the errors are also reduced quadratically.
To establish part 1) in Proposition 28, we just invoke the Lemma 14 to change the
assumed approximately invariant splitting into an exactly invariant splitting.
We project (5.5) on the hyperbolic and center spaces, using the invariant splitting
(2.13).
Due to the invariance of the splitting, we have that
Π
s/c/u
θ+ω
(
Dfµ ◦K(θ) ∆(θ)
)
= Dfµ ◦K(θ) ∆
s/c/u(θ) ,
where ∆s/c/u(θ) ≡ Πs/c/uθ+ω ∆(θ). Therefore, (5.5) is equivalent to the three equations:
Dfµ ◦K(θ) ∆
s/c/u(θ) + Π
s/c/u
θ+ω Dµfµ ◦K(θ)β −∆
s/c/u(θ + ω) = −es/c/u(θ) , (5.7)
where we have defined es/c/u(θ) ≡ Πs/c/uθ+ω e(θ).
Note that in the three linear equations (5.7), we have four unknowns given by ∆s, ∆c,
∆u and β, which we solve using a substitution method. We will first solve (approximately)
the equation for ∆c, which will determine both ∆c and β.
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Then, we will solve the equations for ∆s, ∆u.
It is convenient for us to start by solving the equation in the center space since it is
the equation that allows to determine the β, which also enters in the equations in the
stable/unstable directions. The alternative of solving the stable/unstable equations with
a floating parameter seems more cumbersome.
The equation in the center can be solved approximately, using the automatic reducibil-
ity established in Section 2.4. Note that the automatic reducibility depends on the geom-
etry. We will also use a non–degeneracy condition (as in (H5)); from the analysis point
of view, it is the most delicate equation since it involves small divisors (here we use the
assumption that the frequency is Diophantine) and it entails a loss of domain. In con-
trast, the equations along the stable/unstable directions can be solved by soft methods
(iteration and contraction) and do not involve any loss of domain.
Along the argument, we will make some side remarks about an efficient numerical
implementation, which just need to implement the correction step. Of course, to be
convincing one needs to monitor also the condition numbers (which we make explicit) to
ensure that the numerical solutions produced correspond to the true ones. We anticipate
that all the operations required are algebraic operations on the approximate solutions,
taking derivatives, shifting and solving cohomology equations. If we discretize the pa-
rameterization with N terms, a Newton step requires O(N ln(N)) operations, either in
a grid discretization or in a Fourier discretization. Of course, one can generate a grid
from a Fourier series by using FFT. The procedure gets quadratic convergence, but does
not need to store (much less solve) an N ×N matrix. Indeed, the storage required only
O(N).
Once we have the estimates on the correction, the nonlinear estimates for the error can
be obtained by elementary methods such as adding and subtracting terms and applying
Taylor’s theorem to first order (the corrections have been chosen precisely to cancel out
the first order approximation).
5.1.2. Approximate solution of the linearized invariance equation in the center space.
As for the center subspace, we will construct an approximate solution of the Newton
equation in the center direction. That is, we will construct a function that solves the
projection of the linearized equation up to a quadratically small error (which does not
affect the quadratic convergence of the method). The construction of this approximate
solution, which will take the rest of the Section, is somewhat subtle, since it requires
taking advantage of some geometric properties and of the Diophantine properties of the
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frequency. This solution will also involve a loss of domain and we will obtain estimates
for the correction only in a slightly smaller domain than the domain of the error.
The linearized equation (5.5) on the center subspace is
Dfµ ◦K(θ) ∆
c(θ) + Πcθ+ωDµfµ ◦K(θ)β −∆
c(θ + ω) = −ec(θ) . (5.8)
We will take advantage of the geometry, see Section 4.9, to find an explicit linear change
of variables that approximately reduces the equation in (5.8) to constant coefficients
difference equations. These equations can be solved using Fourier coefficients (but they
need the Diophantine conditions on the frequency). Let us introduce W c such that we
can write ∆c as
∆c =M W c
with M as in (3.5) and satisfying (4.20).
Using (5.8) and (4.20), we obtain that the Newton equation projected in the center is
equivalent to:
M(θ + ω)
(
Idd S(θ)
0 λ Idd
)
W c(θ)−M(θ + ω) W c(θ + ω)
+ ER(θ)W
c(θ) + Πcθ+ωDµfµ ◦K(θ)β = −e
c(θ) .
Since the above equation is hard to solve, we argue heuristically that the term ER is
comparable to E because of (4.21), hence the term ERW
c is second order. Hence, we omit
it and consider the following equation (5.9). As we will see, the equation (5.9) is readily
solvable, admits tame estimates and, indeed, omitting the term ERW c does not change
the fact that the error remaining after the iterative step is quadratic in the original error
(we will obtain estimates for the W c and we have estimates for ER in (4.21)):
M(θ+ω)
(
Idd S(θ)
0 λ Idd
)
W c(θ)−M(θ+ω) W c(θ+ω) +Πcθ+ωDµfµ ◦K(θ)β = −e
c(θ) .
(5.9)
Multiplying (5.9) on the left by M−1(θ + ω), we obtain:(
Idd S(θ)
0 λ Idd
)
W c(θ)−W c ◦ Tω(θ) = −e˜
c(θ)− A˜c(θ)β , (5.10)
where e˜c(θ) ≡M−1 ◦ Tω(θ)ec(θ), A˜c(θ) ≡M−1 ◦ Tω(θ) Πcθ+ωDµfµ ◦K(θ).
Writing (5.10) in components we obtain
W c1 (θ)−W
c
1 ◦ Tω(θ) = −S(θ)W
c
2 (θ)− e˜
c
1(θ)− A˜
c
1(θ)β
λW c2 (θ)−W
c
2 ◦ Tω(θ) = −e˜
c
2(θ)− A˜
c
2(θ)β , (5.11)
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where A˜c ≡ [A˜c1|A˜
c
2] with A˜
c
1, A˜
c
2 denoting the first d and the last d rows of the 2d × d
matrix A˜c.
Denoting by W c the average of W c and setting (W c)0 ≡W c −W c, we obtain
(W c1 )
0(θ)− (W c1 )
0 ◦ Tω(θ) = −(SW
c
2 )
0(θ)− (e˜c1)
0(θ)− (A˜c1)
0(θ)β
λ(W c2 )
0(θ)− (W c2 )
0 ◦ Tω(θ) = −(e˜
c
2)
0(θ)− (A˜c2)
0(θ)β . (5.12)
Since (W c2 )
0 is an affine function of β, we can write (W c2 )
0 = (W ca)
0 + β(W cb )
0 for some
functions W ca , W
c
b . Therefore, the second equation in (5.12) can be split as
λ(W ca)
0(θ)− (W ca)
0 ◦ Tω(θ) = −(e˜
c
2)
0(θ)
λ(W cb )
0(θ)− (W cb )
0 ◦ Tω(θ) = −(A˜
c
2)
0(θ) .
(5.13)
On the other hand, taking the average of (5.11) we obtain
SW c2 + (S(W
c
b )
0 + A˜c1)β = −S(W
c
a )
0 − e˜c1
(λ− 1)W c2 + A˜
c
2β = −e˜
c
2 .
(5.14)
Provided that the non–degeneracy condition (3.7) in (H5) is satisfied, equations (5.14)
yield W c2 and β as the solution of the finite dimensional system:(
S S(W cb )
0 + A˜c1
(λ− 1) Idd A˜c2
)(
W c2
β
)
=
(
−S(W ca)
0 − e˜c1
−e˜c2
)
.
Using Lemma 26, we can solve (5.13) to get (W ca )
0, (W cb )
0, which provide (W c2 )
0 and
finally we solve the first of (5.12) in order to compute (W c1 )
0. This yields the solution of
(5.10), which allows to find the correction (∆c, β) on the center subspace.
Note that this correction (∆c, β) does not eliminate completely the error in the center
direction, but reduces it to W cER.
Note that we obtain W c2 solving a small divisor equation and then we obtain β, W
c
1
by performing algebraic equations and applying a contraction argument, leading to the
following estimates:
‖W c‖ρ−δ ≤ Cδ
−τ‖e‖ρ , (5.15)
|β| ≤ C‖e‖ρ . (5.16)
Then, ∆c is obtained multiplying M and W c and, hence, under the assumption that
‖M‖ρ−δ (which we will prove holds inductively) is bounded by a constant, we obtain
that:
‖∆c‖ρ−δ ≤ Cδ
−τ‖e‖ρ . (5.17)
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5.1.3. Uniqueness properties of the approximate solutions in the center direction. It will
be important for future studies (e.g., for the local uniqueness in Theorem 34) to note
that the W c, out of which we construct ∆c, is obtained applying Lemma 26.
We observe that, by following the procedure indicated in the previous paragraph, we
obtain that the W c solving the equation (5.12) is unique up to adding a constant to W c1 .
The estimates claimed in (5.15) correspond to taking W c1 with zero average.
This lack of uniqueness of the corrections has a geometric interpretation related to
the underdetermination of (2.7) remarked at the beginning of Section 2.4.1. Since
∆c = MW c, with M introduced in (4.11), we have that adding a constant σ to W c
is tantamount to adding to ∆c the quantity DKσ. That is, we are changing the correc-
tions by adding to them a movement along the space of solutions.
Note that the above statement of uniqueness refers only to the solutions of (5.18). If
our goal was to improve the accuracy of the solutions, we have a flexibility of changing
the ∆c by other terms that are much smaller than the error.
5.1.4. Solutions of the linearized equation in the hyperbolic directions. Let us now con-
sider the stable subspace. Let θ′ = Tω(θ), so that we can write (5.7) as
Dfµ(K ◦ T−ω(θ
′)) ∆s(T−ω(θ
′)) + Πsθ′Dµfµ(K ◦ T−ω(θ
′))β −∆s(θ′) = −e˜s(θ′) , (5.18)
where
e˜s(θ′) ≡ Πsθ′e ◦ T−ω(θ
′) .
We proceed now to solve (5.18) for the stable subspace. For any β, we can write
∆s(θ′) = e˜s(θ′) +Dfµ(K ◦ T−ω(θ
′)) ∆s(T−ω(θ
′)) + Πsθ′Dµfµ(K ◦ T−ω(θ
′))β , (5.19)
which leads to the solution for ∆s in the form
∆s(θ′) = e˜s(θ′) +
∞∑
k=1
(
Dfµ(K ◦ T−ω(θ
′))× · · · ×Dfµ(K ◦ T−kω(θ
′))
)
e˜s(T−kω(θ
′))
+ Πsθ′Dµfµ(K ◦ T−ω(θ
′))β
+
∞∑
k=1
(
Dfµ(K ◦ T−ω(θ
′))× ...×Dfµ(K ◦ T−kω(θ
′)) Πsθ′Dµfµ(K ◦ T−(k+1)ω(θ
′)
)
β .
(5.20)
By the variations of parameters formula, we guess a solution of the form (5.20). Then,
we observe that the series in (5.20) converges uniformly in Aρ, because of the bounds
assumed in (2.14). Hence, we can substitute (5.20) in (5.19) and rearrange the terms, so
that we can verify that (5.19) is satisfied by (5.20).
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Due to the growth conditions (2.14) and due to the fact that Dµfµ is a bounded
operator, we obtain that
‖∆s‖ρ ≤ C
(
‖e˜s‖ρ + |β| ‖Π
s
θ+ωDµfµ ◦K‖ρ
)
·
∞∑
k=0
λk− (5.21)
for some constant C > 0.
Concerning the unstable subspace, from (5.7) we can write in a similar way for any β:
∆u(θ) = (Dfµ)
−1(K(θ)) [−eu(θ)− Πuθ+ωDµfµ(K(θ))β +∆
u(Tω(θ))] ,
which leads to the expression
∆u(θ) = −
∞∑
k=0
(
(Dfµ)
−1(K(θ))× ...× (Dfµ)
−1(K ◦ Tkω(θ))
)
eu(Tkω(θ))
−
∞∑
k=0
(
(Dfµ)
−1(K(θ))× ...× (Dfµ)
−1(K ◦ Tkω(θ)) Π
u
θ+ωDµfµ(K ◦ Tkω(θ)
)
β .
(5.22)
From (5.22) and (2.14) we obtain:
‖∆u‖ρ ≤ C
(
‖e˜u‖ρ + |β| ‖Π
u
θ+ωDµfµ ◦K‖ρ
)
·
∞∑
k=0
λk+ (5.23)
for some constant C > 0. Expressions (5.21) and (5.23) lead to
‖∆s‖ρ ≤ C‖e‖ρ , ‖∆
u‖ρ ≤ C‖e‖ρ .
Remark 29. In numerical implementations, it may be advantagous to solve (5.18) by
adding an equation that makes the cocycle diagonal. The effort required is not that much,
since the linearizing transformation can be computed iteratively. In this case, we can use
the Fourier methods to compute the solutions (see [HdlL06b]).
5.1.5. Nonlinear estimates for the step. Notice that, in all the cases above, we have
obtained estimates for the corrections in terms of the error. The most delicate ones are
those in the center direction since they involve the small divisors.
We have that for all 0 < δ < ρ, the corrections satisfy (5.4), namely:
‖∆‖ρ−δ ≤ Cδ
−τ‖e‖ρ
‖D∆‖ρ−δ ≤ Cδ
−τ−1‖e‖ρ
|β| ≤ C‖e‖ρ .
(5.24)
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The first line of (5.24) is wasteful in the stable and unstable directions. The second
line can be obtained from the first line estimates for ‖∆‖ρ− 1
2
δ and then, using Cauchy
estimates for the derivative.
5.1.6. Nonlinear estimates. Let us now conclude the proof of part 2) of Proposition 28.
We see that, under the assumption (5.3), we have that we can define the composition
fµ+β(K +∆) and that (K + ∆)(T
d
ρ−δ) is away from the boundary of the domain of the
function f .
We can write the error of K ′ = K +∆, µ′ = µ+ β as
fµ+β ◦ (K +∆)−(K +∆) ◦ Tω = fµ ◦K +Dfµ ◦K∆+Dµfµ ◦Kβ + ET
−K ◦ Tω −∆ ◦ Tω
= ET + ERW ,
where ET is the Taylor reminder of the expansion of the composition and we note that
the correction ∆ has been chosen precisely to cancel the error. The Taylor estimates are
elementary
‖ET‖ρ−δ ≤ C(‖∆‖
2
ρ + |β|
2) ≤ Cδ−2τ‖e‖2ρ
and the estimates for ER – the error in the approximate reducibility – are in (4.21), while
the estimates for W can be obtained from (5.24).
Remark 30. The algorithm we have implemented uses an invariant splitting to solve the
linearized equation. Of course, after the step, we need to apply the closing Lemma 14 to
obtain a new invariant splitting. The algorithm we presented is very efficient from the
theoretical point of view. Nevertheless in a numerical implementation, it is wasteful to
obtain an exact splitting at each step. In numerical implementations it suffices to obtain
invariant splittings up to an error comparable to the error in the invariance equation.
Refining the splittings to more accuracy does not lead to significant improvements of the
step.
Hence, in numerical implementations, it would be advantageous to develop a Newton
method for the invariant splittings and for the invariance equation, simultaneously.
A rigorous presentation and estimates for the Newton method for the invariance of
the torus, and the splittings (which also allows some elliptic directions) can be found in
[DV17].
5.1.7. Change in the non-degeneracy conditions after an iterative step. Now, we estimate
the changes on the non-degeneracy conditions induced by the change of the µ,K in the
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iterative step. Since we start with an invariant splitting, we have that γσ,σ
′
θ = 0. Hence,
denoting by γˆσ,σ
′
θ the cocycle associated to K
′ = K +∆, µ′ = µ+ β, then
‖γˆσ,σ
′
θ − γ
σ,σ′
θ ‖ρ < C(‖D
2fµ ◦K‖ρ ‖∆‖ρ + ‖DµDfµ ◦K‖ρ |β|) < Cδ
−τE ,
thus yielding 3.1 of Theorem 28.
The results of Proposition 31 below give part 3.2 of Proposition 28, beside implying
the estimate (3.10) of Theorem 20.
Proposition 31. With the notations and assumptions of Proposition 28, we have the
following bounds.
(i) Let S ′ be the quantity S in (3.7) after one iterative step, namely with K, µ replaced
by K ′ = K +∆, µ′ = µ+ β as in Proposition 28. Let 0 < δ < ρ; then:
‖S ′‖ρ−δ ≤ ‖S‖ρ + Cδ
−τ‖e‖ρ (5.25)
for a suitable constant C > 0.
(ii) The changes in the projections are bounded as
‖Π˜s/c/uθ − Π
s/c/u
θ ‖ρ−δ ≤ C‖K
′ −K‖ρ ≤ Cδ
−τ‖e‖ρ . (5.26)
(iii) The changes in the diagonal cocycles are bounded by
‖γˆσ,σθ − γ˜
σ,σ
θ ‖ρ−δ ≤ C(δ
−τE + Eh) . (5.27)
Proof. We note that the matrix S is an algebraic expression of the derivatives of K and
the derivatives of fµ evaluated at K. The projections of the above quantities are taken on
the center directions. We can estimate all the changes by adding and subtracting, so that
we get only terms in which one changes. The derivatives of K change by the derivatives
of ∆, which can be bounded using Cauchy estimates from the estimates for ∆. Hence,
the change of these terms can be bounded by Cδ−τ‖e‖ρ, thus leading to (5.25).
The change in the projections is also estimated already and come from the application
of Lemma 14, thus leading to (5.26).
The changes of the term Dfµ+β can be bounded by the size of β and the size of ∆
multiplied by the second derivatives of f with respect to its arguments. The terms change
by quantities that are smaller than the previous one. The estimate in (5.27) is bounded
by the sum of the norms of D2fµ ◦K∆ and DµDfµ ◦K β and using (5.2). 
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5.1.8. Iteration of the iterative step. It is a classical argument in KAM theory that, if
the initial error is small enough, the inductive step can be iterated indefinitely and that
it converges to the true solution. We can also estimate the difference between the limit
and the initial approximate solutions.
Remark 32. It is important to note that assumptions of smallness in Lemma 15 are
independent of the ρ considered. In the applications, we will be considering a sequence of
corrections in a sequence of decreasing domains. We will just need that the norm of the
corrections (in the smallest domain) are sufficiently small.
Remark 33. If we assume that
‖DK0 −DKj‖ρj ≤ α
for some α > 0 we obtain that (3.7) and that the ‖(DKTj DKj)
−1‖ρj are bounded by a
value slightly bigger than the original one, say twice.
Similarly, if ‖K0 − Kj‖ρj are sufficiently small, we can ensure that the range of Kj
is inside the domain of fµ and at a distance bigger than η/2 from the boundary of the
domain.
Provided that during the iteration the DK does not leave the neighborhood more than
the distance α, we can use the bounds corresponding to the chosen values of the condition
numbers.
Recalling the definition of M in (4.11), we notice that Mj −M0 is an algebraic expres-
sion of DKj and DK0. By the mean value theorem, Mj −M0 is bounded by DKj −DK0
and hence it is small, if DKj is close to DK0.
We will just repeat the standard argument. We start by fixing the sequences of domains
where we will be doing estimates. Let δj, ρj+1 be defined as
δj =
δ0
2j+2
, ρj+1 = ρj − δj .
We take δ0 to be 1/2 of the total loss of domain that we allow in the conclusions of
Theorem 20. The ρj will be the domains where we will carry estimates in the j-th step.
We recall that to perform the iterative step, we need to make two inductive assumptions
that ensure that we can define the composition. We will also need to assume that we are
in the region when all the hyperbolicity constants are uniform (slightly worse than those
in the original problem) and we will also assume that other non-degeneracy conditions
are satisfied.
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The important thing to observe is that, if we can carry out j steps, the conditions for
being able to carry out the next step and remaining in the neighborhood are implied by
‖K0 −Kj‖ρj ≤ α ,
‖DK0 −DKj‖ρj ≤ α
(5.28)
for some α > 0, which is independent of j, see Remark 32 and Remark 33.
We will assume that for j steps, we have been able to carry out the step and remain
in the set of analytic functions where we have (5.28) and, hence, we can perform the
iteration. We will show that, if the initial error is small enough, the error has decreased
so much after the j-th step that we can apply again the result. Note that this is very
similar to the estimates that one carries out in the elementary Newton Method.
Denoting by εh ≡ ‖eh‖ρh , we have:
εh ≤ Cδ
−τ
h ε
2
h−1
= (Cδ−τ0 2
3τ ) 2(h−1)τ ε2h−1
≤ (Cδ−τ0 2
3τ))1+2+...+2
h−1
2τ [(h−1)+2(h−2)+...+2
h−2] ε2
h
0
≤ (Cδ−τ0 2
3τ 2τε0)
2h−1 ε0
= (κ0ε0)
2h−1 ε0 ,
where
κ0 = Cδ
−τ
0 2
4τ .
Starting from Kh = Kh−1 +∆h−1, a bound on Kh −K0 and its derivative is obtained
as follows:
‖Kh −K0‖ρh = ‖
h∑
j=0
∆j‖ρh ≤
h∑
j=0
‖∆j‖ρh
≤ C
h∑
j=0
δ−τ0 2
τ(j+2) (κ0ε0)
2j−1ε0 ,
‖DKh −DK0‖ρh = ‖
h∑
j=0
D∆j‖ρh ≤
h∑
j=0
‖D∆j‖ρh
≤ C
h∑
j=0
δ−τ−10 2
τ(j+2)+1 (κ0ε0)
2j−1ε0 ,
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|µh − µ0| = |
h∑
j=0
βj| ≤
h∑
j=0
|βj|
≤ C
h∑
j=0
εj ≤ C
h∑
j=0
(κ0ε0)
2j−1 ≤ 2C ε0 ,
(5.29)
provided that κ0ε0 is smaller than 1/2.
The important points of the above estimates are:
(1) The bound for εh can be made as small as we want by making ε0 sufficiently
small. Hence, by imposing some smallness assumption in ε0, we can ensure that
Kh does not leave a neighborhood of K0.
(2) In particular, under suitable smallness assumptions on ε0 (independent of h), the
range of Kh(T
d
ρh
) is η/2 away from the boundary of the domain of fµ.
(3) Under suitable smallness assumption on ε0 (independent of h), ‖DKh −DK0‖ρh
is so small that we have the estimates on the hyperbolic splitting assumed in
Lemma 15. The Kh are also in the region where we have uniform bounds on the
non-degeneracy constants.
(4) Since ‖∆h‖ρj ≤ εhδh decreases very fast, much faster than an exponential, we
obtain that by taking ε0 sufficiently small, we recover the assumption (4.19).
(5) Putting together the above two remarks, we obtain that under a finite number
of smallness assumptions on ε0, we obtain that we can iterate the procedure
indefinitely and remain in the neighborhood where we have uniform estimates for
all the non-degeneracy assumptions.
(6) Since
∑
h ‖∆h‖ρj ≤ εhδh ≤ Cε0, we obtain that the Kh converge in Aρ∞ and they
satisfy the conclusions of Theorem 20, including the estimates (3.9).
We conclude by noticing that (3.11) come from the fact that, due to Lemma 16, the
estimates |λ± − λ˜±|, |λ±c − λ˜
±
c | are bounded by a constant time ‖γ − γ˜‖ρ; with the same
argument as in (5.27), we obtain (3.11).
6. Local uniqueness of the solution
In this Section we give a result on the local uniqueness of the solution of the invariance
equation, see Theorem 34.
Theorem 34. Let ω ∈ Dd(ν, τ), d ≤ n; let M be as in Section 2.1 and let fµ :M→M,
µ ∈ Rd, be a family of real analytic, conformally symplectic maps with 0 < λ < 1.
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Let (K(1), µ(1)), (K(2), µ(2)) be solutions of (2.7) and assume that∫
Td
M−1(θ) [K(2)(θ)−K(1)(θ)]1 dθ = 0 , (6.1)
Recall that we defined M on the central bundle using Jc, where M is as in (3.5) and [·]1
means that we take the first component.
Assume that the non-degeneracy condition (H5) is satisfied at (K(1), µ(1)). Let W c,
W s, W u be the projections of M−1(θ)(K(2)(θ) −K(1)(θ)) on the center, stable, unstable
subspaces. Let 0 < δ < ρ and assume that the following inequalities are satisfied:
C ν δ−τ max(‖W c‖ρ+2δ, |µ
(2) − µ(1)|) < 1
C (‖W s‖ρ+δ + ‖W
u‖ρ+δ) < 1 . (6.2)
Then, we have:
K(1) = K(2) , µ(1) = µ(2) .
Remark 35. The normalization condition (6.1) has a very transparent geometric inter-
pretation. Remember that the M is a linear change of variables in the torus that selects
the tangent and the symplectic conjugate. The normalization chosen roughly imposes that
the average of the increase in phase of K(2) is the same as that of K(1), since the average
over the angles of the difference of the two solutions in the parametric coordinates is zero
(compare with Section 2.4.1).
Remark 36. Note that if we take K(2)(θ) = K(1)(θ + σ), then
d
dσ
∫
Td
M−1(θ) [K(1)(θ + σ)−K(1)(θ)]1 dθ = 0
∣∣
σ=0
= Id .
Therefore, the finite dimensional implicit function theorem shows that given any K(2)
close to K(1), there is a unique σ such that K(2)◦Tσ satisfies the normalization (6.1). The
estimates on σ show that if there existed a solution K(2) close to K(1), then, we could,
without loss of generality, get a normalized solution by composing it with a translation.
This normalized translation satisfies similar hypothesis of proximity to K(1) as the original
K(2).
Hence, the normalization can be interpreted as fixing the element in the family of
solutions mentioned at the beginning of Section 2.4.1.
Proof. Assume that (K(1), µ(1)), (K(2), µ(2)) satisfy the invariance equations
fµ(1) ◦K
(1) = K(1) ◦ Tω , fµ(2) ◦K
(2) = K(2) ◦ Tω .
60 R. CALLEJA, A. CELLETTI, AND R. DE LA LLAVE
Let us define the quantity R˜ as
R˜ = fµ(2)◦K
(2)−fµ(1)◦K
(1)−Dfµ(1)◦K
(1) (K(2)−K(1))−Dµfµ(1)◦K
(1) (µ(2)−µ(1)) . (6.3)
By Taylor’s theorem, setting the constant C˜ as
C˜ =
1
2
max(‖D2fµ(1) ◦K
(1)‖ρ−δ, ‖D
2
µfµ(1) ◦K
(1)‖ρ−δ) ,
one has the quadratic estimates
‖R˜‖ρ−δ ≤ C˜ (‖K
(2) −K(1)‖2ρ + |µ
(2) − µ(1)|2) . (6.4)
Projecting (6.3) on the center subspace, one obtains
ΠcK(2)(θ){K
(2) ◦ Tω −K
(1) ◦ Tω −Dfµ(1) ◦K
(1) (K(2) −K(1))−Dµfµ(1) ◦K
(1) (µ(2) − µ(1))}
− ΠcK(2)(θ)R˜ = 0 . (6.5)
Let W = W (θ) be defined8 by:
K(2)(θ)−K(1)(θ) = M(θ)W (θ) ,
where we intend that M(θ) is computed for K(1), i.e.
M(θ) = [DK(1)(θ) | (Jc)−1 ◦K(1)(θ) DK(1)(θ) (DK(1)(θ)TDK(1)(θ))−1] .
Let W c(θ) = Πc
K(2)(θ)
W (θ); similarly to (6.4), one has that
‖ΠcK(2)(θ)R˜‖ρ−δ ≤ C˜ (‖W
c‖2ρ + |µ
(2) − µ(1)|2) . (6.6)
Using the automatic reducibility9 (4.13) on the center subspace, we obtain:
B(θ)W c(θ)−W c(θ + ω) +M−1(θ + ω) ΠcK(2)(θ)(Dµfµ(1) ◦K
(1)(θ))(µ(2) − µ(1))
+ M−1(θ + ω)ΠcK(2)(θ)R˜(θ) = 0 . (6.7)
Hence, the W c is a solution of the equation (6.7) By the remarks in Section 5.1.3 we
obtain that the solutions are unique up to adding a constant vector toW c1 . The estimates
for the zero average solution are obtained from (6.7). We note that using (6.5), we obtain
that the average of W c1 should be bounded by the size of R. Hence, we obtain that the
W c used here satisfies:
‖W c‖ρ−δ ≤ Cνδ
−τ ‖ΠcK(2)(θ)R˜‖ρ , |µ
(2) − µ(1)| ≤ C ‖ΠcK(2)(θ)R˜‖ρ . (6.8)
8Notice that the formulas are the same as the iterative step. Therefore, even if we use the same letters
as in the study of the iterative step the interpretation of the letters is slightly different. In the iterative
step, W was an unknown to be found. Here, it is a known quantity and our goal is to show that it
satisfies some equations and that we have estimates for it.
9Note that because (K(1), µ(1)) is an exact solution of (2.7), the approximate reducibility is exact.
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Next, we recall Hadamard’s three circle theorem ([Ahl76]), which gives
‖W c‖ρ ≤ C ‖W
c‖
1
2
ρ−2δ ‖W
c‖
1
2
ρ+2δ . (6.9)
Hence, from (6.6), (6.8), (6.9), we obtain
max(‖W c‖ρ−2δ, |µ
(2) − µ(1)|) ≤ Cνδ−τ ‖ΠcK(2)(θ)R˜‖ρ−δ
≤ Cνδ−τ max(‖W c‖2ρ, |µ
(2) − µ(1)|2)
≤ Cνδ−τ max(‖W c‖ρ+2δ, |µ
(2) − µ(1)|) max(‖W c‖ρ−2δ, |µ
(2) − µ(1)|)
< max(‖W c‖ρ−2δ, |µ
(2) − µ(1)|) ,
if the first in (6.2) holds. This allows to conclude that W c = 0 and µ(1) = µ(2).
We now project on the hyperbolic subspaces; let
W h = ΠhK(2)(θ)M(K
(2) −K(1)) ,
where h = s or h = u. From Section 5.1.4, we have that
‖W h‖ρ−δ ≤ C ‖R˜‖ρ .
From (6.4), knowing that W c = 0 and µ1 = µ2, we have
‖R˜‖ρ−δ ≤ C˜ (‖W
s‖2ρ + ‖W
u‖2ρ) .
From Hadamard’s three circle theorem, we have:
‖W s‖2ρ + ‖W
u‖2ρ ≤ C(‖W
s‖ρ+δ‖W
s‖ρ−δ + ‖W
u‖ρ+δ‖W
u‖ρ−δ)
≤ C(‖W s‖ρ+δ + ‖W
u‖ρ+δ) ‖R˜‖ρ−δ
≤ C(‖W s‖ρ+δ + ‖W
u‖ρ+δ) (‖W
s‖2ρ + ‖W
u‖2ρ) .
This relation, together with the second inequality in (6.2), leads to W s = W u = 0. 
7. Domains of analyticity of Lindstedt expansions of whiskered tori
In this Section we investigate the domains of analyticity of whiskered tori in conformally
symplectic systems in the limit of small dissipation. The discussion below proceeds along
the lines of [CCdlL17]. We develop an asymptotic expansion (Lindstedt series) and use
this as a starting point for the application of Theorem 20.
The perturbative expansions for the parameterization of the torus are not very different
from the treatment in [CCdlL17] – the main difference is that the equation that needs
to be studied in the iterative step requires to consider the hyperbolic directions, but this
will be very similar to the treatment in Section 5.1.4.
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The construction of expansions of invariant bundles will be based on a perturbative
treatment of the equations (2.23), (2.24).
It is interesting to note that the Lindstedt series have a triangular structure. The
series of the parameterization of the torus solve the invariance equation by themselves;
on the other hand the series for the parameterization of the invariant spaces require the
series of parameterization of the torus.
The formal expansions of K, µ, Aσ constructed to order N by the Lindstedt method
produce objects that satisfy the invariance equations up to an error which has norm less
than CN |ε|
N+1. We apply Theorem 20 for ε in a domain such that the Diophantine
properties of λ are good enough. We conclude that there exist exactly invariant K,µ
solutions and that the distance between K, µ and the formal expansions to order N are
bounded in the domain, namely the formal series expansions obtained by Lindstedt series
are an asymptotic expansion of the true solution.
7.1. Description of the set up. Consider a family of mappings fµε,ε :M→M, such
that
f ∗µε,εΩ = λ(ε)Ω ,
where in this Section the conformal factor λ is assumed to be an analytic function of a
small parameter ε and it is such that λ(0) = 1, thus allowing to recover the symplectic
case for ε = 0. In particular, we assume that λ = λ(ε) takes the form
λ(ε) = 1 + αεa +O(|ε|a+1)
for some a > 0 integer and α ∈ C \ {0}.
7.2. Some standard definitions. In our results, we will show that some functions
depending on a parameter ε are analytic in ε. The stronger (and most natural) way to
study the dependence is to consider the functions for fixed ε taking values in a Banach
space of functions. The analyticity is taken to mean that the function can be expressed
as a Taylor series in the neighborhood of each point. Other seemingly weaker definitions
turn out to be equivalent ([HP74, Chapter III]).
As standard, given a sequence Bj of elements in a Banach space, a formal power series
in ε is an expression of the form B∞ε =
∑∞
j=0 ε
jBj (the sum is not meant to converge).
We denote by B
[≤N ]
ε =
∑N
j=0 ε
jBj.
In our application, we will consider series in which the Banach spaces are just Cd (in
the case of Kε, the maps take values in the phase space and in the case of A
σ
ε , it is a
space of bundle maps).
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7.3. Description of the domains of analyticity. Recalling Definition 6, we introduce
the following sets, where the Diophantine constants behave in such a way that one can
start an iterative convergent procedure (see [CCdlL17]).
Definition 37. For A > 0, N ∈ Z+, ω ∈ R
d, let the sets G = G(A;ω, τ, N) and
Λ = Λ(A;ω, τ, N) be defined as
G(A;ω, τ, N) ≡ {ε ∈ C : ν(λ(ε);ω, τ) |λ(ε)− 1|N+1 ≤ A} ,
Λ(A;ω, τ, N) ≡ {λ ∈ C : ν(λ;ω, τ) |λ− 1|N+1 ≤ A} .
For r0 ∈ R, let
Gr0(A;ω, τ, N) = G ∩ {ε ∈ C : |ε| ≤ r0} . (7.1)
7.4. Statement of the main result on domains of analyticity, Theorem 38. We
will prove that the parametrization and the drift are analytic in a domain Gr0 as in (7.1)
for a sufficiently small r0. This domain is obtained by removing from a ball centered at
zero a sequence of smaller balls whose center lies along smooth lines going through the
origin. The radii of the balls which have been removed decrease faster than any power
of the distance of their center from the origin. As in [CCdlL17], we conjecture that this
domain is essentially optimal.
Theorem 38. Let ω ∈ Dd(ν, τ), d ≤ n, as in (2.4), let M be as in Section 2.1, and let
fµ,ε with µ ∈ Γ with Γ ⊆ C
d open, ε ∈ C, be a family of conformally symplectic maps.
Assume that the family of maps fµ,ε is conformally symplectic, with a conformal sym-
plectic factor that depends analytically on ε, λε = 1 + αε
a + O(εa+1) for α ∈ R, α 6= 0,
a ∈ N.
(A1) Assume that for µ = µ0, ε = 0 the map fµ0,0 admits a whiskered invariant torus.
This assumption amounts to the following requirements:
(A1.1) There exists an embedding K0 : T
d →M, K0 ∈ Aρ for some ρ > 0, such that
fµ0,0 ◦K0 = K0 ◦ Tω . (7.2)
(A1.2) There exists a splitting TK(θ)M = Esθ ⊕ E
c
θ ⊕ E
u
θ . This splitting is invariant
under the cocycle γ0θ = Dfµ0,0 ◦ K0(θ) and satisfies Definition 11. The ratings of the
splitting satisfy the assumptions (H3), (H3’) and (H4) of Theorem 20.
(A.2) We assume that the function fµ,ε(x) is analytic in all of its arguments and that
the analyticity domains are large enough. That is:
(A2.1) Both the embedding K0(θ) and the splittings E
s,c,u
θ considered as a function of
θ are in Aρ0 for some ρ0 > 0.
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(A2.2) Assume that there is a domain U ⊂ Cn/Zn × Cn such that for |ε| ≤ ε∗ and all
µ with |µ− µ0| ≤ µ
∗, we have that fµ,ε is defined in U and we also have (3.3).
(A3) The invariant torus satisfies the twist condition (H5) of Theorem 20.
Then, we have:
B.1) We can compute formal power series expansions
K [∞]ε =
∞∑
j=0
εjKj µ
[∞]
ε =
∞∑
j=0
εjµj
satisfying (2.7) in the sense of formal power series, which means that for any 0 < ρ′ ≤ ρ
and N ∈ N, we have
||f
µ
[≤N]
ε ,ε
◦K [≤N ]ε −K
[≤N ]
ε ◦ Tω||ρ′ ≤ CN |ε|
N+1 .
B.2) We can compute four formal power series expansions
Aσ,∞ε =
∞∑
j=0
εjAσj , σ = s, sˆ, u, uˆ ,
Aσj (θ) : E
σ
0 (θ)→ E
σˆ
0 (θ)
and the Aσj ∈ Aρ in such a way that the operators satisfy the equation (2.23), (2.24) for
invariant dichotomies in the sense of power series.
B.3) For the set Gr0 as in (7.1) with r0 sufficiently small and for 0 < ρ
′ < ρ, there is
Kε : Gr0 → Aρ′, µε : Gr0 → C
d, analytic in the interior of Gr0 taking values in Aρ′ which
extends continuously to the boundary of Gr0, such that for ε ∈ Gr0 the invariance equation
is satisfied exactly:
fµε,ε ◦Kε −Kε ◦ Tω = 0 .
Moreover, the above solutions admit the formal series in A) as an asymptotic expansion,
namely for 0 < ρ′ < ρ, N ∈ N, one has:
||K [≤N ]ε −Kε||ρ′ ≤ CN |ε|
N+1 , |µ[≤N ]ε − µε| ≤ CN |ε|
N+1 .
The proof of Theorem 38 is very similar to the main theorem in [CCdlL17] and we
sketch in the following Sections just the main ingredients of the proof.
7.5. Proof of Theorem 38. By hypothesis we can find an embedding K0 : T
d → M
satisfying (7.2). Since fµ0,0 is symplectic, one has
f ∗µ0,0Ω = Ω .
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Substituting K
[≤N ]
ε , µ
[≤N ]
ε in (7.2), and equating the coefficients with the same power of
ε, we obtain recursive relations for the terms Kj, µj.
Indeed, the first order in ε is
(Dfµ0,0 ◦K0)K1 −K1 ◦ Tω + (Dµfµ0,0 ◦K0)µ1 +Dεfµ0,0 ◦K0 = 0 .
More generally, for any order j, we obtain that
(Dfµ0,0 ◦K0)Kj −Kj ◦ Tω + (Dµfµ0,0 ◦K0)µj = Rj , (7.3)
where Rj is a polynomial in K0, . . . , Kj−1, µ1, . . . , µj−1, Dεfµ0,ε=0 ◦K0, . . . , D
j
εfµ0,ε=0 ◦
K0.
It is important to note that the coefficients multiplying the unknowns Kj, µj in (7.3)
are (Dfµ0,0 ◦K0) and (Dµfµ0,0 ◦K0), respectively. These coefficients do not depend on j
and they can be evaluated on the zero order approximation.
Using that the zero order corresponds to a whiskered torus in the Hamiltonian case
which is exactly invariant, we obtain that the coefficient (Dfµ0,0◦K0) is exactly reducible
(see Lemma 27 and the discussion around it).
That is, defining the matrix M0 as in (3.5), we have in the center direction,
Dfµ0,0 ◦K0M0(θ) =M0(θ + ω)
(
Idd S0(θ)
0 λ Idd
)
. (7.4)
Note that, in our case, using that K0 is exactly invariant, there is no ER term (see (4.21)).
The equation (7.3) for Kj , µj can be solved taking advantage of the exact reducibility.
It is the same procedure that we had in Section 5.1.2, but now the reducibility equation
holds exactly.
Let us write Kj(θ) =M0(θ)Wj(θ). Using (7.3), we have:
(Dfµ0,0 ◦K0)M0Wj −M0 ◦ Tω Wj ◦ Tω + (Dµfµ0,0 ◦K0)µj = Rj ;
using (7.4) it follows that
M0 ◦ Tω
(
Idd S0(θ)
0 λ Idd
)
Wj −M0 ◦ Tω Wj ◦ Tω + (Dµfµ0,0 ◦K0)µj = Rj ,
namely(
Idd S0(θ)
0 λ Idd
)
Wj −Wj ◦ Tω + (M0 ◦ Tω)
−1(Dµfµ0,0 ◦K0)µj = (M0 ◦ Tω)
−1Rj .
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In components, namely taking the first d rows and the last d rows, say W = (Wj1|Wj2),
denoting by [·]k the k-th component, we have:
λWj2 −Wj2 ◦ Tω + [(M0 ◦ Tω)
−1(Dµfµ0,0 ◦K0)]2µj = [(M0 ◦ Tω)
−1Rj ]2
Wj1 −Wj1 ◦ Tω + S0Wj2 + [(M0 ◦ Tω)
−1(Dµfµ0,0 ◦K0)]1µj = [(M0 ◦ Tω)
−1Rj ]1 .
Define E˜j = (M0 ◦ Tω)−1Rj , A˜0 = (M0 ◦ Tω)−1(Dµfµ0,0 ◦K0), we obtain:
λWj2 −Wj2 ◦ Tω + A˜20µj = E˜2j
Wj1 −Wj1 ◦ Tω + A˜10µj = E˜1j − S0Wj2 . (7.5)
Taking the average of the first and second equation in (7.5), one has
(λ− 1)Wj2 = E˜2j − A˜20 µj
A˜10 µj = E˜1j − S0Wj2 . (7.6)
Defining Wj2 = Wj2+(Wj2)
o, one has S0Wj2 = S0Wj2+S0(Wj2)o. Since Wj2 is an affine
function of µj, let (Wj2)
o = (Ba0)
o + (Bb0)
oµj, where (Ba0)
o, (Bb0)
o are solutions of
λ(Ba0)
o − (Ba0)
o ◦ Tω = (E˜2j)
o
λ(Bb0)
o − (Bb0)
o ◦ Tω = −(A˜20)
o .
Using the second of (7.6) we have
A˜10 µj + S0 Wj2 + S0(Bb0)oµj = −S0(Ba0)o + E˜1j ,
so that we have:(
S0 A˜10 + S0(Bb0)o
(λ− 1) Idd A˜20
)(
Wj2
µj
)
=
(
−S0(Ba0)o + E˜1j
E˜2j
)
,
which can be solved forWj2, µj under the non-degeneracy condition (3.7). This concludes
the proof of B.1).
To establish B.2), we just observe that, once we have the expansions in powers of ε for
the Kj, µj, we can obtain the power series expansion in ε for Dfµ0,0 ◦Kj, hence for the
γ’s, which are obtained from Dfµ0,0 ◦K0 by taking projections on fixed spaces. We also
note that, if we take projections over the original splittings, we have that Aσ,(0) = 0. Also,
the approximate invariance of the initial splitting tells that γs,sˆ,(0), γ sˆ,s,(0), γu,uˆ,(0), γuˆ,u,(0)
are small.
If we substitute the expansions for Aσ and equate terms of order εj in (2.23), (2.24),
we obtain that these equations are satisfied in the sense of power series if and only if for
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all j we have
(γ sˆ,sˆθ,0)
−1
[
Asθ+ω,jγ
s,s
θ,0 − γ
sˆ,s
θ,0
]
= Asθ,j +R
I
s,θ,j
[γs,sˆθ−ω,0 + γ
s,s
θ−ω,0A
sˆ
θ−ω,j](γ
sˆ,sˆ
θ−ω,0)
−1 = Asˆθ,j +R
II
s,θ,j
[γuˆ,uθ−ω,0 + γ
uˆ,uˆ
θ−ω,0A
u
θ−ω,j](γ
u,u
θ−ω,0)
−1 = Auθ,j +R
I
u,θ,j
(γu,uθ,0 )
−1
[
Auˆθ+ω,jγ
uˆ,uˆ
θ,0 − γ
u,uˆ
θ,0
]
= Auˆθ,j +R
II
u,θ,j ,
(7.7)
where the RIσ,θ,j, R
II
σ,θ,j are explicit polynomial expressions involving only A
σ
θ,l for l ≤ j−1.
Notice that only the γ coefficients enter.
Remark 39. We note that all the equations in (7.7) have the form of fixed points of
an operator, some of whose power is a contraction. Note that finding the Aσ,(j) does not
entail loosing any domain of analyticity. Because the structure of the R
(k)
σ,θ,j, we can solve
the equations recursively and proceed to find solutions which have the same domain as
the R
(k)
σ,θ,j, γ. The domain of the γ can be taken to be as close to the domain of K0 as
desired.
We fix N sufficiently large (say 5). Then, by choosing ε sufficiently small, all assump-
tions of Theorem 38 are satisfied. We note that if we take the approximate solution as
(K,µ) = (K
[≤N ]
ε , µ
[≤N ]
ε ) and as the approximate splitting the results of the expansion,
we have that Eh, E ≤ CN,ρ|ε|N+1 for an analytic norm in a fixed radius ρ slightly smaller
than the analytic domain of the original radius.
Since we assume that the torus in the Hamiltonian case is non degenerate, we get that
the non-degeneracy conditions are uniform for |ε| small. If we choose a δ < ρ/2, we can
obtain the smallness conditions of Theorem 20 for small enough |ε|. Also the assumption
of the range of K being inside the domain of fµ,ε are uniform for |ε| small enough.
We also note that the non-degeneracy conditions for Theorem 20 are uniform in the
sets
{a− < |ε| < a+} ∩ G (7.8)
for sufficiently small 0 < a− < a+. As we argued before, the condition that ε is small
enough ensures that the non-degeneracy conditions are uniform. The intersection with
G ensures that the Diophantine properties are uniform.
Therefore, the iterative procedure in the proof of Theorem 20 is uniform for all the ε
in the sets (7.8). We also recall that the iterative step to prove Theorem 20 consists just
in performing algebraic operations, shifting functions and solving cohomology equations.
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In all these operations, it is clear that if the data depend analytically on ε, so does the
correction.
Putting together the two remarks above, we obtain that the procedure leads to a
sequence of functions all of which are analytic in ε and which converge uniformly in sets
of the form (7.8). Therefore the solution will be analytic in sets of the form (7.8). Due
to the local uniqueness of the solution, we obtain that the suitably normalized solutions
in different patches that overlap have to agree.
Remark 40. Note that the conditions of smallness in ε, so that we can apply Theorem 20
to the truncated series, depend on the size of the coefficients and the domain loss. It would
be interesting to try to optimize the choices of the orders of truncation and the domain
losses depending on ε – similar calculations are often done in the study of Birkhoff Normal
forms.
We conclude by writing the Lindstedt series in B.2) associated to (2.23), (2.24). We
start from the first of (2.23). We expand As as
Asθ =
∞∑
j=0
εjAsθ,j ,
and we expand γσηθ as
γσηθ =
∞∑
j=0
εjγσηθ,j if σ = η ,
γσηθ =
∞∑
j=1
εjγσηθ,j if σ 6= η .
Inserting the above series expansions in the first of (7.7) and equating same orders of εj ,
j ≥ 1, one obtains:
Asθ,j = (γ
sˆ,sˆ
θ,0)
−1Asθ+ω,jγ
s,s
θ,0 − (γ
sˆ,sˆ
θ,0)
−1γ sˆ,sθ,j − R
I
s,θ,j(A
s
θ,1, . . . , A
s
θ,j−1) . (7.9)
Equation (7.9) can be solved by iteration to obtain:
Asθ,j = (γ
sˆ,sˆ
θ,0)
−1 {(γ sˆ,sˆθ+ω,0)
−1Asθ+2ω,jγ
s,s
θ+ω,0 − (γ
sˆ,sˆ
θ+ω,0)
−1γ sˆ,sθ+ω,j − R
I
s,θ+ω,j} γ
s,s
θ,0
− (γ sˆ,sˆθ,0)
−1 γ sˆ,sθ,j +R
I
s,θ,j
=
∞∑
k=0
1× . . .× (γ sˆ,sˆθ+(k−1)ω,0)
−1 RIs,θ+kω,j (γ
s,s
θ+(k−1)ω,0)× . . .× 1
−
∞∑
k=0
(γ sˆ,sˆθ,0)
−1 × . . .× (γ sˆ,sˆθ+(k−1)ω,0)
−1(γ sˆ,sˆθ+kω,0)
−1 γ sˆ,sθ+kω,j (γ
s,s
θ+(k−1)ω,0)× . . .× 1 ,
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where 1× . . .× (γ sˆ,sˆθ+(k−1)ω,0)
−1 = 1 and (γs,sθ+(k−1)ω,0)× . . .× 1 = 1 for k = 0. We remark
that the products of 1 × . . .× (γ sˆ,sˆθ+(k−1)ω,0)
−1 by (γs,sθ+(k−1)ω,0) × . . .× 1 are contractions.
The other equations in (2.23), (2.24) are treated in the same way; we omit the details
and provide just the final results. Analogously, the second equation in (2.23) gives the
following solution:
Asˆθ,j = −
∞∑
k=0
1× . . .× γs,sθ−kω,0 R
II
s,θ−kω,j (γ
sˆ,sˆ
θ−kω,0)
−1 × . . .× (γ sˆ,sˆθ−ω,0)
−1
+
∞∑
k=0
1× . . .× γs,sθ−kω,0 γ
s,sˆ
θ−(k+1)ω,j (γ
sˆ,sˆ
θ−(k+1)ω,0)
−1 × . . .× (γ sˆ,sˆθ−ω,0)
−1 ,
where 1 × . . .× γs,sθ−kω,0 = 1 and (γ
sˆ,sˆ
θ−kω,0)
−1 × . . .× (γ sˆ,sˆθ−ω,0)
−1 = 1 for k = 0. As for the
first equation in (2.24), we obtain:
Auθ,j = −
∞∑
k=0
1× . . .× γuˆ,uˆθ−kω,0 R
I
u,θ−kω,j (γ
u,u
θ−kω,0)
−1 × . . .× (γu,uθ−ω,0)
−1
+
∞∑
k=0
1× . . .× γuˆ,uˆθ−kω,0 γ
uˆ,u
θ−(k+1)ω,j (γ
u,u
θ−(k+1)ω,j)
−1 × . . .× (γu,uθ−ω,j)
−1 ,
where 1× . . .× γuˆ,uˆθ−kω,0 = 1 and (γ
u,u
θ−kω,0)
−1 × . . .× (γu,uθ−ω,0)
−1 = 1 for k = 0. The second
equation in (2.24) is solved as follows:
Auˆθ,j = −
∞∑
k=0
(γu,uθ,0 )
−1 × . . .× (γu,uθ+(k−1)ω,0)
−1RIIu,θ+kω,j (γ
uˆ,uˆ
θ+(k−1)ω,j)× . . .× 1
−
∞∑
k=0
(γu,uθ,0 )
−1 × . . .× (γu,uθ+kω,0)
−1γu,uˆθ+kω,j γ
uˆ,uˆ
θ+(k−1)ω,0 × . . .× 1 ,
where (γu,uθ,0 )
−1 × . . .× (γu,uθ+(k−1)ω,0)
−1 = 1 and γuˆ,uˆθ+(k−1)ω,0 × . . .× 1 = 1 for k = 0.
Appendix A. Proof of the closing lemma and its consequences
In this Appendix we provide the proof of Lemma 14 and of some of its consequences,
precisely Lemma 15 and Lemma 16.
A.1. Proof of Lemma 14. Assume that we have a splitting in the neighborhood of the
reference splitting, so that we can describe the splitting by the functions Aσθ as in (2.16).
Let γ be a cocycle over a rotation.
Our first task is to formulate a functional equation for the Aσθ that is equivalent to
their graphs being invariant. Then, we will transform this equation into a contraction
70 R. CALLEJA, A. CELLETTI, AND R. DE LA LLAVE
mapping theorem. These constructions are very standard in the theory of hyperbolic
systems ([Ano69, HPS77]).
We see that for a vector in the graph of Aσθ (which we write as x+A
σ
θx with x ∈ E
σ
θ ),
we have that its image under γθ = γ(θ), expressed in components, is:
γθ(x+ A
σ
θx) =
(
γσ,σθ x+ γ
σ,σˆ
θ A
σ
θx
)
+
(
γσˆ,σθ x+ γ
σˆ,σˆ
θ A
σ
θx
)
. (A.1)
The point (A.1) is in the graph of Aσθ+ω for all x ∈ E
σ, if and only if the matrices Aσθ
satisfy:
Aσθ+ω
(
γσ,σθ + γ
σ,σˆ
θ A
σ
θ
)
= γσˆ,σθ + γ
σˆ,σˆ
θ A
σ
θ . (A.2)
Conversely, since the derivation of (A.2) is just algebra, we see that if (A.2) holds, all
the points in the graph of Aσθ will be transformed into maps in the graph of A
σ
θ+ω.
Hence, our treatment will be based on discussing (A.2), manipulating it algebraically
till it becomes a contraction. Note that (A.2) is a very general calculation and that it
applies to any dichotomy.
To guess the algebraic transformations that make (A.2) into a contraction in our cases,
it is useful to remark that γσ,σˆ, γσˆ,σ will be assumed to be sufficiently small and that
the cocycles generated by γσ,σ and
(
γσˆ,σˆ
)−1
have different contraction/growth rates, see
(2.14).
Hence, (A.2) is heuristically a small perturbation of
Aσθ+ωγ
σ,σ
θ = γ
σˆ,σˆ
θ A
σ
θ . (A.3)
The rearrangements of the equation (A.2) that are useful to reformulate it as a con-
traction are different depending on the cases we consider. Note that we need to study
two dichotomies: σ = s, σˆ = sˆ and σ = u, σˆ = uˆ. Hence, we will need two equations for
each of the two dichotomies.
The manipulations needed can be understood by looking at (A.3). We want to isolate
one of the Aσ appearing in (A.3) in such a way that the RHS is a contraction. Once we
get that the main part is a contraction, it will follow that the (arbitrarily) small terms
omitted from (A.3) do not affect the contraction properties.
For the dichotomy between s, sˆ spaces we use:
(γ sˆ,sˆθ )
−1
[
Asθ+ω
(
γs,sθ + γ
s,sˆ
θ A
s
θ
)
− γ sˆ,sθ
]
= Asθ ,[
γs,sˆθ−ω + γ
s,s
θ−ωA
sˆ
θ−ω −A
sˆ
θγ
sˆ,s
θ−ωA
sˆ
θ−ω
] (
γ sˆ,sˆθ−ω
)−1
= Asˆθ .
(A.4)
For the dichotomy corresponding to u, uˆ, we obtain the pair of equations:
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[
−Auθγ
u,uˆ
θ−ωA
u
θ−ω + γ
uˆ,u
θ−ω + γ
uˆ,uˆ
θ−ωA
u
θ−ω
]
(γu,uθ−ω)
−1 = Auθ
(γu,uθ )
−1
[
Auˆθ+ω
(
γuˆ,uˆθ + γ
uˆ,u
θ A
uˆ
θ
)
− γu,uˆθ
]
= Auˆθ .
(A.5)
The two systems (A.4) and (A.5) can be dealt with by the same methods. So, we will
only discuss (A.5). It will be important to note that the estimates that we obtain for the
solutions depend only on the constants C0 and the rates entering into (2.14).
We realize that, if we eliminate from (A.5) the blocks of γ that can be made small
by assuming that the splitting is almost invariant, then we are led to consider the fixed
point of the operator N0 defined as
N0(A
u, Auˆ)θ =
(
γuˆ,uˆθ−ωA
u
θ−ω(γ
u,u
θ−ω)
−1
(γu,uθ )
−1Auˆθ+ωγ
uˆ,uˆ
θ
)
.
In the following we present some (rather arbitrary choices) that work.
Note that N0 is a linear operator and that powers of it are obtained by multiplying
the arguments by cocycles in the right and in the left (and by shifting the arguments).
Due to the rate conditions, there exists an L > 0 such that, by iterating N0, L times,
we can make the Lipschitz constant of the iterate (in the analytic norm) smaller than
1/2, Lip(N L0 ) < 1/2 – where the Lipschitz constant is in the space Aρ.
If we consider the ball ‖Asθ‖ρ, ‖A
u
θ‖ρ < M1 for some M1 > 0, we can find smallness
conditions on ‖γu,uˆ‖ρ, ‖γuˆ,u‖ρ, so that the contraction of N0 in this ball is smaller than
3/4.
We recall that the splitting E is η-approximately invariant and that the distance be-
tween the splittings can be measured by (2.18). Using that (N0)L is a contraction, it
follows that N0 has a unique fixed point. We conclude with the standard fixed point
estimates which, together with (2.22), lead to
max
σ
‖Aσθ‖ ≤ Cη .
A.2. Proof of Lemma 15. There exists N ∈ N such that ‖ΓN‖ρ ≤
1
4
(indeed just take
N = ln( 1
4C0
)/ ln(ξ)). Now, there exists an ε∗ > 0 so that ‖γ − γ˜‖ρ ≤ ε∗ implies that
‖Γ˜N‖ρ ≤
1
2
.
We recall that Γ˜ℓ0 = Γ˜
ℓ, we write Γ˜ℓ+NkNk = Γ˜
ℓ+Nk−Nk
0 ◦TNkω, so that Γ˜
ℓ+Nk
0 = Γ˜
ℓ+Nk
Nk Γ˜
Nk
0 =
Γ˜ℓ0 ◦ TNkωΓ˜
Nk
0 . Then, we have:
‖Γ˜Nk+ℓ‖ρ ≤
(
1
2
)k
sup
0<ℓ≤N
‖Γ˜ℓ‖ρ =
(
1
21/N
)Nk+ℓ
1
2−ℓ/N
sup
0<ℓ≤N
‖Γ˜ℓ‖ρ .
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Hence we obtain the desired result with ξ˜ = (1/2)1/N , C˜0 = 2 sup0<ℓ≤N ‖Γ˜
ℓ‖ρ.
A.3. Proof of Lemma 16. The method of proof is very similar to perturbation argu-
ments of semigroups ([HP74]).
The first observation is that, using the operators Aσθ as in (2.16), we can identify the
approximately invariant spaces Eσθ with the invariant ones E˜
σ
θ . Let the invariant cocycle
be
γ˜σ,σθ : E˜
σ
θ → E˜
σ
θ+ω .
We will only consider the case of the forward cocycles. The case of the inverse requires
only to change ω to −ω and to consider the inverse cocycle.
Adding and subtracting appropriate terms, using the notation in (2.9)-(2.10), we have
Γ˜nθ ≡ γ˜
σ,σ
θ+(k−1)ω · · · γ˜
σ,σ
θ
= γσ,σθ+(k−1)ω · · ·γ
σ,σ
θ +
k−1∑
j=0
γσ,σθ+(k−1)ω · · · γ
σ,σ
θ+(j+1)ω
[
γ˜σ,σθ+jω − γ
σ,σ
θ+jω
]
γ˜σ,σθ+(j−1)ω · · · γ˜
σ,σ
θ
= Γkθ +
k−1∑
j=0
Γkj+1
[
γ˜σ,σθ+jω − γ
σ,σ
θ+jω
]
Γ˜jθ ,
(A.6)
where we define Γ˜0θ and Γ
0
θ to be the identity, and we intend that γ˜
σ,σ
θ+(j−1)ω · · · γ˜
σ,σ
θ = 0 for
j = 0 and γσ,σθ+(k−1)ω · · · γ
σ,σ
θ+(j+1)ω = 0 for j = k − 1. Note that (A.6) is a discrete version
of Duhamel formula, so that the rest of the argument is very similar to the arguments in
perturbation theory of semigroups.
We will consider (A.6) as a fixed point equation for Γ˜k lying in an appropriate space
of sequences with an appropriate norm. We therefore write (A.6) as
Γ˜ = Γ + LΓ˜. (A.7)
We will show that the operator L given by
(LΓ˜)k ≡
k−1∑
j=0
Γkj+1
[
γ˜σ,σθ+jω − γ
σ,σ
θ+jω
]
Γ˜jθ
is a contraction in a space of sequences endowed with a norm that captures the rate.
Iterating (A.7) we obtain
Γ˜ = Γ + LΓ + L2Γ + ... + LkΓ + ... (A.8)
The above treatment is very similar to perturbation theory of semigroups in the Physics
literature; equation (A.8) is known as the Dyson expansion.
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To study (A.7) we introduce appropriate norms in spaces of sequences of operators,
precisely:
‖Γ˜‖ξ˜ = sup
k∈N
(
ξ˜−k‖Γ˜k‖ρ
)
;
we suppress the Aρ from the notation for ‖Γ‖ since it will be fixed in this argument. On
the other hand, the ξ will be important for us.
We fix ξ < ξ˜ and estimate L in the norm. We introduce the quantity a as
a ≡ ‖γ˜σ,σ − γσ,σ‖ρ .
We note that for any choice of ξ˜ for which we can show that L is a contraction, we show
that there is a solution of (A.7) in the space of functions with rate ξ˜ (and of course, that
the solution is unique). Obviously the Γ˜ produced by the recursion (A.8) is a solution.
Therefore, we show that the (A.8) has growth with exponent ξ˜:
‖(LΓ˜)k‖ρξ˜
−k ≤ ξ˜−k
k−1∑
j=0
‖Γkj+1‖ρa‖Γ˜
j‖ρ
≤ ξ˜−k
k−1∑
j=0
C0ξ
k−(j+1)aξ˜j‖Γ˜‖ξ˜
= C0a
k−1∑
j=0
ξk−j ξ˜−k+j‖Γ˜‖ξ˜(ξ
−1)
≤ C0aξ˜
−1 1
1− ξ/ξ˜
‖Γ˜‖ξ˜ .
Hence, if we take ξ/ξ˜ < 1
2
and
C0 a ξ˜
−1 ≤ 1/4,
we ensure that ‖L‖ is a contraction.
The estimate of the constant C˜0 follows from the fact that ‖L‖ = C0aξ˜−1
1
1−ξ/ξ˜
< 1/2.
Appendix B. Non-Euclidean manifolds
In this Section, we discuss how one can adapt the results for non-Euclidean manifolds.
For lower dimensional tori, this is interesting because there are examples with lower
dimensional tori with a non-trivial topology of the neighborhoods (in Lagrangian tori,
this cannot happen).
In non-Euclidean manifolds, we run into two problems.
One is that for approximately invariant tori, Tfµ◦K(θ)) 6= TK(θ+ω) and, hence for tori in
a non-Euclidean manifold we cannot write Dfµ ◦ K(θ) = DK(θ + ω), which is a very
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suggestive notation for effects of iterations. This problem has appeared very frequently in
dynamics. A standard way of fixing the problem is to construct connectors Syx ([HPPS70])
which identify the tangent spaces of close enough points10. Hence, the cocycles one should
consider are
Dfµ ◦K(θ + nω)S
K(θ+nω)
f◦K(θ+(n−1)ω) × · · · ×Dfµ ◦K(θ + ω)S
K(θ+ω)
fµ◦K(θ)
.
Note, however, that if the bundles are not trivial, these cannot be identified with matrix
cocycles.
A second problem is that fµ ◦K(θ) transforms ΩK(θ) into a multiple of Ωfµ(K(θ)). Even
if one identifies the tangent spaces, it is not clear what are the geometric properties of
the product (2.9).
There are standard ways of correcting this. For example [GEdlL08] uses the Global
Darboux theorem from [Mos65, Wei73] to change slightly the map in such a way that
approximate cocycles are exactly conformally symplectic. As shown in [GEdlL08] these
changes do not alter the quadratic convergence of the algorithm because the size of the
required changes can be bounded by the error in the invariance equation.
In our case, this problem appears only in Section 4.
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