Abstract This paper deals with the problem of the joint determination of the optimal lot sizing and optimal production control policy for an unreliable and imperfect manufacturing system, where the quality control of lots produced is performed using an acceptance sampling plan. The proportion of defective items, the time between failures and the time to repair are generally distributed. The incurred total cost includes manufacturing cost, transportation cost, inspection costs, rejection cost of defective items, replacement cost for returned defective items from customers, and holding and backlog costs. The associated cost minimization problem is formulated with a stochastic dynamic programming model where the lot sizing and production rate are considered as decision variables. Given the difficulties in solving such a highly stochastic model analytically or numerically, we adopted a modified hedging point policy (HPP) to control the production rate, as well as an economic lot sizing policy for batch processing control; we also relied on a simulation-based experimental approach to determine a close approximation of the optimal control parameters. It is shown that production should be accelerated at the maximum production rate, not only when building the safety stock, as in the classical HPP, but also after rejecting a lot, in order to recuperate the loss in inventory and to maintain the on-hand safety stock. Numerical experiments and thorough sensitivity analyses are provided to illustrate the effectiveness of the proposed control policy and the robustness of the resolution approach. Some interesting behaviours regarding the impact of different parameters on the optimal decision variables are observed and discussed.
For batch manufacturing systems, the economic production quantity (EPQ) model is often used for production-inventory control, and to determine the optimal lot sizing that minimizes overall incurred costs. Research on the EPQ model has been undertaken in different contexts of reliability and/or quality imperfection, especially over the last two decades. In one of the pioneering papers that addressed the EPQ problem of unreliable batch manufacturing systems, Groenevelt et al. (1992a) investigated the impact of system breakdowns and corrective maintenance on production lot sizing decisions. Assuming a deterministic constant production rate, negligible repair time, exponential failures and no backlogs, the authors determined the optimal lot sizing for two production reorder policies (no-resumption (NR) policy and abort/resume (AR) policy). In a subsequent study, Groenevelt et al. (1992b) defined a production control policy to simultaneously determine the optimal lot sizing and the safety stock level that satisfy a prescribed service level. They assumed that during a production run, a certain fraction of the items produced is instantaneously diverted into the safety stock. and extended the Groenevelt et al. (1992a) model, which assumes that the times between failures follow general distributions. Chung (1997) determined an approximate formula for the optimal lot sizing of the Groenevelt et al. (1992a) model by calculating its bounds. focused on the problem of EPQ for an unreliable production system where the production rate is treated as a decision variable. They developed two models: with and without safety stock, in order to jointly determine the optimal lot sizing and the optimal feasible production rate. extended the model with safety stock, taking into account preventive maintenance, and assuming that the failure and repair times are general distributions. Bouslah et al. (2011) obtained an integrated optimal lot sizing and feedback production policy, considering a transportation delay of lots produced and added to the serviceable stock. All the above-cited studies deal with the effect of process reliability on the EPQ model, and do not consider the quality issue, instead, assuming that all produced items are of perfect quality.
On the other hand, many works have considered the quality imperfection problem in the EPQ model, without reliability. Porteus (1986) and Rosenblatt and Lee (1986) were among the first researchers who investigated the effect of quality imperfection on the EPQ. In both studies, they assumed that the deterioration of production system is a random process characterized by two states: the 'in-control' state, when all items produced are of conforming quality, and the 'out-ofcontrol' state, when some percentage of items produced are defective. Lee and Rosenblatt (1987) considered the maintenance by inspection feature to monitor deterioration of the production process: if inspections indicate that the production process is 'out of control', it will be restored to the 'in-control' state. They then focused on simultaneously determining the EPQ and optimal inspection schedules. Khouja and Mehrez (1994) formulated an EPQ model assuming that production rate is a decision variable and that the quality of the production process deteriorates with an increased production rate. Salameh and Jaber (2000) presented a modified inventory model which extends the traditional EPQ model by accounting for imperfect quality items. Hayek and Salameh (2001) derived an optimal operating policy for an EPQ model under the effect of imperfect quality. They assumed that all defective items produced are reworked and added to perfect quality inventory, and that shortages are allowed and backordered. Ben-Daya (2002) developed an integrated model for the joint determination of the EPQ and preventive maintenance level for an imperfect process having a general deterioration distribution with an increasing hazard rate. Chiu (2003) extended the Hayek and Salameh (2001) model, by assuming that not all of the defective items produced are reworked, and that a portion of all imperfect quality items are scrapped and discarded before the rework process is started. Finally, Sana (2010) considered that the percentage of defective items varies linearly with both the production rate and the productionrun time, and that the probability distribution of the shift time from the 'in-control' to the 'out-ofcontrol' state also depends on the production rate. Therefore, he focused on determining the optimal lot sizing and the optimal production rate.
In the aforementioned EPQ models, reliability and quality issues are studied separately. However, these two problems are often observed simultaneously in real-life manufacturing systems. Only few recent EPQ models jointly consider the effects of equipment breakdowns and quality deterioration in the production process. Among these works, Chiu et al. (2007) extended the works of (Chung, 1997) and (Chiu, 2003) in order to determine the optimal run time problem of EPQ models with scrap, reworking of defective items, and stochastic machine breakdowns. Liao et al. (2009) integrated maintenance programs (perfect/imperfect preventive maintenance and imperfect repair) with the EPQ model for an imperfect and unreliable manufacturing system. Chakraborty et al. (2009) developed integrated production, inventory and maintenance models in order to study the joint effects of process deterioration, machine breakdown and inspections on optimal lot sizing decisions. Sana and Chaudhuri (2010) extended the model, considering the effect of an imperfect production process subject to random breakdowns and variable safety stocks. The proposed policy consists in determining the optimal safety stock, the optimal production rate and the optimal lot sizing.
In most existing EPQ models, the effects of using such a quality control policy on the production policy parameters (including lot sizing) have not been sufficiently studied. Indeed, inspection is considered only as a tool for controlling the quality deterioration of the production process. As well, most models assume (except for a few works like Ben-Daya (2002) ), that the inspection delay is negligible. However, inspection is in itself an important part of quality assurance, which should be fairly represented in the EPQ model. Some authors, such as Salameh and Jaber (2000) , assume that all lots produced are 100% inspected. Liao et al. (2009) consider a complete quality audit using automated inspection. From an economic point of view, the cost of a 100% inspection is very high, particularly with automation systems requiring high technology. According to Chin and Harlow (1982) , the inspection process is normally the largest single cost in manufacturing.
In manufacturing organisations, statistical techniques, such as control charts and acceptance sampling plans, can be used for quality control when the cost of a 100% inspection is higher than the cost of delivering a certain proportion of defective items (Besterfield, 2009 ). Only few researchers have integrated quality control techniques into EPQ models such as Ben-Daya (1999) who presented an integrated model for the joint optimization of production quantity, design of quality control parameters using the x -control chart and the maintenance level.
Another common assumption made in most EPQ models is that the lot which is currently being processed can instantly meet the demand, and even build a safety stock if the production rate is strictly greater than the demand rate. This assumption is unrealistic for a wide range of manufacturing systems where a certain delay, for lot sampling, inspection, reworking, etc., exists between the production and the final stock that truly serves the demand.
Considering the limitations of past models in the context of quality and production-inventory control, the main purpose of this paper is to develop an integrated optimal lot sizing model and a feedback control policy for unreliable and imperfect batch manufacturing systems, where quality control is performed using a single acceptance sampling plan. The problem is formulated using a stochastic dynamic programming in which the lot sizing and the production rate are considered as decision variables. Since it is difficult to analytically or numerically derive the optimal solution of the model, we adopt a modified HPP to control the production rate and a feedback-inventory to control the batch processing order using theoretical arguments and approximations. Then, we use a simulation-based experimental approach to determine the optimal parameters of the proposed control policy, when the proportion of defective items, and failure and repair times follow general distributions.
The remainder of this study is organized as follows. Section 2 introduces the notation and the problem description, and presents a formulation of the optimal production problem. Section 3 presents the proposed control policy. Section 4 describes the resolution approach used to determine the optimal design of the control policy and the optimal incurred cost. Section 5 provides an illustrative numerical example of the resolution approach. A thorough sensitivity analysis is given in section 6, in order to confirm the robustness of the resolution approach and to study the behaviour of the system under different settings of cost and quality parameters. Finally, section 7 concludes this paper.
Problem formulation

Notation
The following notation will be used throughout the paper:
WIP lot level at time t (units) 
Problem description & assumptions
The manufacturing system under study consists of an unreliable production facility supplying a downstream stock (Figure 1 ). One single item is manufactured in lots in order to meet a constant and continuous demand. The work-in-process (WIP) lot is stored in a downstream area of the facility until the production lot is completed. We assume that when a failure occurs during the production cycle, the production of interrupted lots is always resumed after repair. As the production quality is imperfect, a certain proportion of defectives occur during the production process. In this study, we assume that discovered defective items are scrapped. This is often observed in the chemical, food and printing industries (Min and Galle, 1997) . As a lot-to-lot variation exists in manufacturing, we assume that the proportion of defective items also varies P p of accepting the ith lot for given proportion of defective items p i can be calculated using the binomial probability distribution (Besterfield, 2009) , as follows:
As the proportion of defective items varies from lot-to-lot, the probability of acceptance of lots produced varies also from lot-to-lot. From Eq.(3), the average probability of acceptance a P of the lots produced is given by
As the accepted lots do not undergo 100% inspection, the defective items existing in these lots will reach the final stock, and will therefore be transmitted to the consumer. The average proportion of defective items that contain the final stock, also named the Average Outgoing Quality AOQ , can be calculated instantaneously using the following formula:
Where, 1 if the th lot is accepted 1 if the th lot is rejected
In order to study the effect of outgoing quality on the control policy sought, we assume that, in the producer-consumer relationship, all defectives items are returned to the producer and replaced by good ones. While the demand/backlog is filled, the returned quantity at each time t is considered proportional to the demand rate d, and is replaced by good items immediately. Then, the real demand rate when the demand is served becomes equal to  
Our objective is to determine the optimal lot sizing and the optimal control policy that minimize the total expected cost, including inventory cost related to holding WIP and finished products, shortage cost related to the backlogged demand, production cost depending on the production rate value, inspection cost for each lot sampling, replacement cost for returned defective items, 100% inspection and rejection costs for each non-accepted lot, and transportation cost for each lot produced.
Optimization problem formulation
The manufacturing system behaviour changes randomly with time. It can be characterized at each time t with four continuous-time components including:
-A stochastic process   
, where ( ) S t and ( ) I t are integer variables respectively counting the total number of lots-under-sampling, and the total number of lots-under-100% inspection, at each time t.
The dynamics of production (.) q , inventory position (.) y and final inventory level (.) x are given by the following difference and differential equations:
where q, x and y respectively denote the WIP level, the inventory position and the finished product inventory level at initial time. 
Our decision variables are the production rate (.) u and a sequence of production orders denoted by
where the couple ( , ) 
where max wip Q is the maximum WIP storage capacity, and max insp Q is the maximum inspection area capacity.
The instantaneous cost function (.) g which includes the production, the total WIP stocking, the finished product inventory/backlog, and replacement of returned defective items costs is given by the following equation:
where,
The instantaneous cost function of the transportation and quality control (.) R of lots produced, at
The average cost function of the transportation and quality control (.) R  of one lot can be derived from Eq. (9) as follows :
Using Eqs. (10) and (11), the expected long-run average cost (.) J is written as follows:
The production planning problem considered involves seeking an admissible control policy
given by (11), considering Eqs. (7), (9) and (10). This is a feedback control policy that determines the production orders and the production rate as a function of the system state   , , ,
Given the complexity of the system dynamic described by Eqs. (7), and given the high stochastic nature of the problem under study, it is almost impossible to derive an analytical solution for Eq.(11). In such a situation, some computational and numerical approaches (Boukas and Haurie, 1990) have been proposed in the literature to obtain the optimal feedback policy for stochastic and nonlinear control problems, by solving the associated optimality conditions expressed by the HJB equations. These approaches are restricted to small size systems with limited numbers of products, machines and states, and cannot be implemented for complex stochastic control problems Kenné, 2000, 2003) .
In the case of the manufacturing system considered in this paper, the HJB equations cannot be obtained due to the randomness of the proportion of defective items, which leads to two major difficulties. First, the delay separating the end of batch production and its arrival at the serviceable stock, is variable because of the variability of the probability of acceptance ( )
is also variable because of the variability of the outgoing quality over time. It should be noted that both the delay in quality control and the real demand rate cannot be characterized by a known probability distribution. Therefore, some assumptions used in the literature, such as discretization of the demand distribution into given values (Hu et al., 2004) or giving some specific form to the demand fluctuation (Boukas et al., 2000) , cannot be used here. Moreover, the solution of the inventory control problem with uncertain processing delay given by Boukas et al. (2000) , which needs difficult calculations to solve some linear matrix inequalities, is not easily implementable to our case. Thus, there is no way to derive the optimality conditions. Instead of solving Eq. (11) under the constraints of Eqs. (7), either analytically or numerically, we propose, in the next section, an alternative solution based on a heuristic control policy using arguments and approximations.
Heuristic control policy
In production systems management, one of the main useful strategies for responding to uncertainty is to build a surplus inventory, or safety stock, to hedge against periods in which the production capacity cannot satisfy demand (Hu et al., 2004) . For continuous-flow unreliable manufacturing systems, the optimal production policy is of a hedging point policy (HPP) type ( (Akella and Kumar, 1986) , (Bielecki and Kumar, 1988) ). For unreliable batch manufacturing systems, some authors, e.g., and Sana and Chaudhuri (2010) , used an optimal safety stock in inventory to protect against possible stock-out during system repair and to enhance customer service levels. In a prior paper, Bouslah et al. (2012) focused on the problem of simultaneously determining the optimal lot sizing and the optimal production control policy of unreliable batch manufacturing systems. Assuming that the system is perfect, they were capable of writing the HJB equations and solving them numerically. They then showed that the optimal feedback control policy is closely approximated by a combination of base-stock policy expressed by a modified HPP and a state dependent economic production quantity policy. When a delay is considered in transporting batches produced to the final stock, the authors assumed that the feedback inventory control is based on the concept of the inventory position, which includes the on-hand inventory in the serviceable stock and the total pending quantities in transportation, as in Mourani et al. (2008) and Li et al. (2009) .
Based on the results obtained by Bouslah et al. (2011) in which it was shown that the HPP concept remains optimal for controlling unreliable batch manufacturing systems with delays, and considering the effect of quality imperfection on the real demand rate, we propose the following combined control policy :
Production order control policy:
Production rate control policy:
with the constraints: Figure 3 depicts the dynamic of inventory position when the manufacturing system is controlled by the proposed control policy. Indeed, the production order policy is given by the Eq. (12). The decision to produce or not produce a new lot is taken by controlling the inventory position at the end of each production cycle. Three situations can arise:
(i). If at the end of the (i-1)th production cycle (
), the inventory position is less than or equal to the threshold level Z, and the system is still available
is launched (Areas and in Figure 3 ). In this case, the start time of the ith production cycle coincides exactly with the end time of the (i-1)th production cycle 1 ( )
(ii). If at the end of the (i-1)th production cycle, the inventory position is higher than the threshold level Z, the production is stopped until the inventory level decreases to the threshold Z (Area in Figure 3 ). At this time, if the system is still available, a new production order Q i is placed. This time is marked by θ i and the production of the ith lot starts immediately.
(iii). While the production system is unavailable, no production order is placed (Area in Figure 3) The production rate control policy is defined by Eq. (13). Note that the production rate of the ith lot can take three possible levels, similarly to the hedging point policy concept. This depends on the inventory position evolution, the instantaneous system availability and the lot processing progress, as follows: (I). If the inventory position at the beginning of the ith production cycle is strictly below the threshold level Z, and while the production system is available ( ( ) 1 t   ), the corresponding ith lot is manufactured at the maximum production rate max u . Such a case occurs when the production is restarting just after a corrective maintenance or if the (i-2)th lot was rejected.  defective items will cause an inventory loss which should be recuperated by accelerating the production in the next ith production order (Area in Figure 3 ). Note that, in order to ensure the system feasibility condition, the maximum production rate max u must satisfy the following constraint:
(II). If the inventory position at the beginning of the ith production cycle is exactly equal to the threshold level Z, and while the production system is available ( ( ) 1 t   ), the production rate of the corresponding ith lot is set instantaneously to the demand rate
AOQ t   in order to maintain the on-hand inventory position (Area in Figure 3 ), similarly to the principle of maintaining security stock in classical HPP. If there is no rejection during the ith production cycle, the inventory position at the end of the production cycle is equal to Z Q  . If not, the inventory position at the end of the ith production cycle is equal to 
, we obtain :
This AOQ(∞) formula, Eq. (14), is exactly the theoretical average outgoing quality for given proportion of defective items p , when the defective items found in the sampling are replaced by good ones and those discovered during 100% inspection are rejected (see Stephens (2001) and Schilling and Neubauer (2009) ). (III). If the inventory position at the end of the ith production cycle is strictly greater than the threshold level Z, the manufacturing is stopped ( (.) 0 u  ) until the inventory position falls to the threshold Z by the effect of the demand and/or rejection of defective items (Area in Figure 3 ). Also, when the production system becomes unavailable (α(t)=0), the production is stopped immediately.
The implementable feedback control process is summarized in Figure 4 , which shows the decisions that should be taken at the beginning of each production cycle, depending on the system availability, the quality control results and the position inventory. 
Resolution approach
Simulation-based experimental approach
To optimize the overall expected cost with respect to the design factors (Q * , Z * ), we adopt an experimental approach which combines a simulation model with design of experiments, statistical analysis and response surface methodology. This approach has been used to control diverse problems in manufacturing (Gharbi and Kenné, 2000) . It can be applied in our study through the following five steps:
Mathematical problem formulation:
The objective of this step is to analytically formulate the problem as a stochastic dynamic programming model, as shown in section 2. This provides an understanding of the dynamic of the system as a function of its states, and the calculation of the expected long-run average cost.
Heuristic control policy:
The heuristic control policy is obtained using theoretical arguments from the literature, as shown in section 3. The proposed policy is used for productioninventory control in the simulation model, and to determine the design factors.
Simulation model:
The simulation model describes the dynamic of the system using the stochastic dynamic programming model and the heuristic control policy, and evaluates its performances for given factors (Q, Z). These factors are considered as input of such a model, and the related incurred cost is defined as its output. For more details concerning the simulation model design, see section 4.2.
Design of experiments:
The experimental design defines how the control factors (Q, Z) should be varied in order to determine the effects of the mains factors and their interactions (i.e., analysis of variance (ANOVA)) on the incurred total cost through a minimal set of simulation runs.
ANOVA, Regression analysis and Response Surface Methodology:
A multi-factor statistical analysis (ANOVA) of the simulated data is carried out to show the effects of the design factors (Q, Z), their interaction and their quadratic effects on the response variable (i.e., the cost). Then, the main significant factors and their interactions are considered as input of a regression analysis, which is used in conjunction with the Response surface methodology (RSM), to fit the relationship between the cost and the input factors. RSM is a collection of mathematical and statistical techniques that are useful for modelling and analysing problems in which a response of interest is influenced by several variables and the objective is to optimize this response (Montgomery, 2008) .
Simulation model
A combined discrete-continuous model was developed using the SIMAN simulation language with C++ subroutines (Pegden et al., 1995) , and then executed through the ARENA simulation software. The advantage of using a combined discrete-continuous model is it reduces the execution time (Lavoie et al., 2007 (Lavoie et al., , 2010 , and accurately models the impulse-continuous nature of the production-inventory dynamic. The simulation model can be described following the sequence of numbers appearing in Figure 5 , as follows:
0
Initialization: setting the values of the parameters (u max , d, n, c, τ insp , C hold , C back , C prod , C insp , C rej , C rep , Φ(p), ~TBF, ~TTR), the decision variables (Q, Z), the initial states (q, x) and the simulation run-time T ∞ . Note that the model is developed to accept any probability distribution for the Φ(p), ~TBF and ~TTR. 1 Network (II) models failure and repair events. The system starts at an initial time with an operational state. The entity here circulates in a loop model and updates the system availability state, depending on its position in the model: α(t)=1 if the entity holds in TBF delay block, and α(t)=0 if it holds in TTR delay block.
2
In network (I), the production order and production rate control are performed according to the control policy (Eqs. (12) and (13)). The entity here represents the lot to be produced.
3
The production processing delay is determined by dividing the lot sizing Q by the corresponding production rate u i (.).If the system becomes unavailable, the production is interrupted using the pre-emption mechanism of SIMAN until the end of the system repair. When the lot processing is completed, the original entity is sent back to the production control blocks (point 2 ) and a duplicated entity is created and sent to an assignment block where the WIP lot level and the inventory position are updated using difference equations in Eqs. (7).
4
A discrete proportion of defective items is attributed randomly to each lot produced following the probability function Φ(p) and the associated probability of acceptance P a (.) is calculated using Eq.(4) as in Stephens (2001) and Besterfield (2009) . Then, the entity (lot produced) holds in a DELAY block for inspection.
5
The decision to accept or reject the lot is modeled by a probabilistic BRANCH block of SIMAN, in order to ensure that P a lots inspected are accepted, and (1-P a ) lots are rejected. Rejected lots hold in an additional DELAY block for 100% inspection.
6
When a lot is accepted, the attribute a i is set to 1 and the total cumulative quantity of returned/replaced defective items, expressed by the discrete variable Return, is updated. When a lot is rejected, the attribute a i is set to 1-p i , the cumulative rejected quantity of defective items, expressed by the discrete variable Reject, is updated, and the rejected defective items are subtracted from the inventory position.
7
When a lot arrives in the serviceable final stock, the corresponding entity impulsively updates the inventory level as in Eqs. (7). A discrete variable AI(.) is defined to calculate the cumulative quantity entering the final stock during the simulation run. The average outgoing quantity AOQ(.) is then updated using Eq. (11), with AI(.) used as a denominator.
8
Simulation run-time control: if the current time TNOW exceeds the predefined simulation runtime T ∞ , the simulation run is stopped. Otherwise, the duplicated entity disappears at this stage.
9
C++ routines are used to model the dynamic of production and inventories as described in the differential equations in Eqs. (7).
10
/
11
/
12
Then, the WIP level q(.), the inventory position y(.), and the inventory level x(.) are integrated continuously, using the Runge-Kutta-Fehlberg (RKF) method, which guarantees consistent accuracy, as mentioned in Pegden et al. (1995) .
13
This routine allows an instantaneous calculation of the surplus and backlog levels.
14 At the end of the simulation run, the total expected cost J(.) is calculated using Eq. (11). Trajectories of entities in the discrete networks. 
Validation of the simulation model
To verify the accuracy of the simulation model, we graphically examine the trajectories of the production rate and the inventory position during the simulation run. Figure 6 shows that the model performs correctly as expected and intended, and adequately represents the control policy:
A new production cycle is launched only when the inventory position is less than or equal to the threshold Z, as described in Eq. (12). The production rate value changes instantaneously in response to changes in the inventory position and the system availability state as described in Eq. (13). We also verify that when a lot is rejected, a next lot is manufactured with the maximum production rate in order to recuperate the loss of inventory (scrapped items) and therefore maintain the inventory position around the threshold Z. The impact of the 100% inspection delay is clearly shown on the time lag of the inventory level trajectory x(t) as compared with the inventory position trajectory y(t) as described in section 2.2. . Production rate and inventory position evolution during simulation run.
x(t), y(t) u(t,α
Numerical example
In this section, we present a numerical example to illustrate the simulation-based experimental approach. × 5) simulation runs. In order to ensure that the steady-state is reached, the duration of each simulation run is set such as to observe 10,000 failures in each replication, i.e., T ∞ = 500,000 units of time. The selection of the levels of the experimental design plan parameters is an important factor in the precision of the response surface. It should be precise enough so that the response surface estimates the total expected cost function accurately, but large enough so that the effect of the parameters is not hidden by the inherent variability of the response. In order to select these levels correctly, we repeat the design of experiments (DOE), simulation and optimization using RSM sequence, narrowing the domain of (Q, Z) around the last found solution until it is centered about the optimum design point. Through this sequential procedure, the admissible experimentation region is explored and therefore the obtained solution will be a global optimum.
In order to reduce the variability in the results from one configuration of the DOE to another, we use the common random number technique (Law & Kelton, 2000) which consists in submitting different configurations to identical scenarios to estimate the response of the system under similar quality imperfection state and failure and repair events. This allows us to remove a portion of the variability in the response that is attributed to the particular series of random events.
The data simulation is carried out using statistical software (STATISTICA) to seek a regression model fitting the response variable (total expected cost). We assume here that a continuous function (.) J  of Q and Z exists, fitting a second-order regression model and relating the response variable to the design factors. The function (.) J  is called the response surface and takes the following equation:
where, β 0 , β i (i = 1, 2), β 12 , β ii (i = 1, 2) are unknown parameters to be estimated from the collected simulation data, and ε is a random error. It should be noted that the idea of approximating the function cost by quadratic model has been widely used in the literature (see, for example, Noguera & Watson (2006) , Lavoie et al. (2010) ). The significant effects are provided through a multi-factor analysis of variance (ANOVA), and the regression model is then determined using the response surface methodology.
To check the suitability of the second-order regression model in the local region of the optimal solution, we use three ways as in Myers et al. (2009) , Noguera & Watson (2006) and Lavoie et al. (2010) , as follows: 1) The model's overall performance is evaluated. This is referred to as the coefficient of multiple determination R-squared and the adjusted R-squared which represent the proportion of total variation explained by the second-order regression model. The values of these two coefficients should be close to 1.0. 2) A complete residual analysis is done to check the normality assumption and the homogeneity of residuals. 3) Once the optimization is performed, the solution is cross-checked to ensure the validity. By applying the sequential procedure of RSM, the levels of the independent variables have been chosen as in Table 1 . Table 2 summarizes the ANOVA of the collected data. For each design factor (including the linear and the quadratic effects) and its interaction, the table presents the Sum of Squares (SS), the degree of freedom (d.f.), the Mean Square (MS), an F-ratio, computed using the residual mean square, and the significance level of the P-value. We can see that the linear and quadratic effects of the two factors (Q, Z) and their interaction Q.Z are significant for the dependent variable (symbol Yes in the last column), at the 0.05 level of significance. The R-squared value of 0.9632 and the adjusted R-squared value of 0.9585 presented in Table 1 states that about of 96% of the observed variability in the total expected cost is explained by the model (Montgomery, 2008) . A residual versus fitted values plot and a normal probability plot of residuals were used to check the homogeneity of the variances and the residual normality, respectively. This therefore confirmed that the total expected cost (.) J  can be fitted by a secondorder polynomial model. From STATISTICA, the corresponding quadratic function is given by: shown in Figure 7 . These values represent the best parameters of the heuristic control policy which should be applied to control both the production order and the production rate. 
Sensitivity analysis
Sensitivity analysis of cost parameters
A sensitivity analysis of the control policy is conducted with respect to cost parameters in order to prove the efficiency of the heuristic control policy and the robustness of the resolution approach. Table 3 presents ten configurations of cost parameters derived from the basic case, and their impact on the optimal design factors and incurred cost. The results obtained make sense, as expected, and can be explained as follows:
 Variation of the inventory cost: When the inventory cost increases (case 2), the optimal hedging threshold Z * decreases in order to avoid further inventory costs. In addition, the optimal lot sizing Q * decreases to ensure a better supply to the final stock against the risk of shortages becoming higher. The decrease in inventory cost (case 1) produces the opposite effects. . The optimal lot size decreases in order to reduce the production delay and 100% inspection delay for rejected lots, and therefore ensure better supply to the final stock. The decrease in backlog cost (case 3) produces the opposite effects.
 Variation of quality costs:
We notice that quality costs (inspection, rejection and replacement costs) do not have significant effects on the optimal control policy parameters (Q * , Z * ). From a theoretical point of view, this can be explained as follows: the total expected cost of inspection TEC insp , rejection TEC rej (for non-accepted lots), and replacement of returned defective items TEC rep (for accepted lots), can be estimated using the following formulas, respectively:
where, ATI is the average total inspection per lot     1 a ATI n P Q n     (see Besterfield, 2009 ). Given that the quantity ( ) Q N T  in the three formulas (17), (18) and (19) is the constant total amount of items to be produced during T ∞ to face the continuous demand, it can be understood that the change in each unit quality cost does not have a significant impact on the optimal lot size Q * . Moreover, from these formulas, it is clear that the total quality costs (TEC insp , TEC rej and TEC rep ) do not depend on the inventory state, which explains the fact that there is no change in the threshold Z * when varying the unit quality costs.
Through the above analysis, we conclude that the results make sense. In the next section, we study the effects of sampling plan, quality deterioration and inspection delay on the optimal parameters (Q * , Z * ).
Sensitivity analysis of sampling plan severity
Another set of experiments was conducted with respect to inspection severity in order to study the effect of the choice of such sampling plan on the optimal parameters (Q * , Z * ). Note that, for a fixed acceptance number c, when the sample size n increases, the inspection becomes more severe, and therefore, the probability of acceptance of a lot P a decreases (for more details see Besterfield (2009) ). It should be noted that if the P a decreases (increases), the average outgoing quality AOQ and the real demand rate decrease (increase) accordingly. Table 4 presents the average probability of acceptance, the long-term AOQ, and the demand rate for three degrees of inspection severity: a normal inspection plan that has been used in the previous numerical example with parameters n = 48 and c = 2, a reduced sampling plan with n = 32 and c = 2, and a tightened sampling plan with n = 86 and c = 2. When the inspection is tightened (reduced), the optimal overall cost * (.) J increases/decreases, depending on the balance between 100% inspection and rejection costs and replacement cost; the optimal lot size Q * decreases (increases); and the optimal hedging threshold Z * increases/decreases, depending essentially on the balance between replacement and shortage costs. Figure 8 , which illustrates the variations in the incurred costs for the three types of inspection (reduced, normal and tightened) when varying the unit replacement cost C rep . Given that more lots are rejected under tightened inspection, the 100% inspection cost and defective items rejection cost increase, and consequently, the overall cost increases as well. However, for a higher unit replacement cost, the overall cost of reduced inspection becomes greater than that under tightened inspection because the outgoing quality is higher, which causes a higher replacement cost for defective items returned from consumer. We have a single unit replacement cost point, at which the optimal overall expected cost * (.) J is the same whatever the inspection severity. This corresponds to a switching point separating two types of the optimal overall cost variation, as explained earlier.  When we tighten the inspection, more lots are rejected and receive 100% inspection, before being entered into the final inventory. In this case, the system reacts by reducing the optimal lot size Q * in order to reduce production and 100% inspection delays, and therefore ensure better supply to the serviceable stock. Reduced inspection produces the opposite effect.  When we tighten the inspection, the optimal threshold Z * increases to reduce shortage risk becoming higher as explained in the previous point. However, for higher units of backlog costs, we notice that there is a common switching point for the three degrees of inspection severity. In contrast with the case with a lower backlog cost, the optimal threshold Z * under reduced inspection becomes greater than that under tightened inspection, in order to meet the higher demand rate and to minimize the shortage cost. It should be recalled here that the downstream demand rate under reduced inspection is higher than that under normal or tightened inspection, as shown in Table 3 .
Sensitivity analysis of the proportion of defective items
Additional experiments were conducted to study the impact of quality imperfection of the production system on the optimal control policy parameters (Q * , Z * ). First, we note that the AOQ curve with respect to p starts at 0 when p = 0 (no lots rejected), rises to a maximum percentage called the Average Outgoing Quality Limit AOQL with respect to a particular proportion of defective items p AOQL , and then declines as more and more of the lots produced are rejected (Schilling and Neubauer, 2009 ).  In region : When the proportion of defective items increases, the probability of acceptance ( ) a P p decreases (Besterfield, 2009) , and the number of rejected lots which need 100% inspection, increases accordingly. Consequently, the optimal hedging threshold * Z increases and the optimal lot size * Q decreases in order to reduce the shortage risk becoming higher.
 In region : A particular phenomenon appears on the balance between partial costs. If we take another look at Figure 10 .a, we see that when the AOQ approaches the maximum level of AOQL, particularly in region , the replacement cost is greater than the backlog cost, and relatively greater than the sum of the 100% inspection and rejection costs. In this situation, the optimal threshold Z * falls conversely to its variation sense in region , and then resumes its increase. Indeed, the system reacts by reducing the on-hand serviceable inventory containing a high percentage of defective items in order to avoid further replacement cost of the returned items. In other words, it is preferable to have a higher shortage risk than to buy a high level of defective items to consumer with high replacement cost. The optimal lot size Q * decreases and then increases, following the variation of the optimal threshold Z * , in order to provide more protection to the final stock against shortage.  In region : When the sum of 100% inspection and rejection costs becomes greater than the replacement cost because of an increase in the number of lots rejected, the optimal lot size Q * and the optimal threshold Z * resume their variations, as in region , for the same reasons explained in the first point.
Sensitivity analysis of inspection delay
In this section, we study the sensitivity of the optimal control policy parameters (Q * , Z * ) to changes in inspection delays. Table 5 When the inspection delay increases (cases (c) and (d)), the optimal lot size Q * decreases and the optimal hedging threshold Z * increases. Indeed, when the lots rejected require a lot of time for 100% inspection, the shortage risk becomes higher, which explains the increase in the optimal threshold. The optimal lot size decreases in order to reduce inspection delays per lot, and to ensure better supply to the final stock. The optimal overall cost increases due to the increased transportation costs. Obviously, the decrease in inspection delays (cases (a) and (b)) produces the opposite effects. 
Conclusion
In the literature, most existing EPQ models for imperfect processes do not consider statistical quality control methods such as acceptance sampling plans, although, these methods are widely employed in industry. The hypothesis of 100% inspection of all produced items is far from being used in practice because of its high cost. In this paper, we addressed the problem of joint determination of the optimal lot sizing and production-inventory control policy for unreliable and imperfect manufacturing systems where quality control is performed using a single acceptance sampling plan. The problem was formulated with a stochastic dynamic programming model in which the lot sizing and the production rate are considered as decision variables. Due to the high stochastic level of the model and the complexity of the system dynamics, it was shown that the optimization problem is intractable either analytically or numerically. However, we proposed a heuristic feedback control policy based on a combination of a modified HPP and batch processing control policy. The efficiency of the control policy was illustrated using a simulation-based experimental approach. The main advantage of this approach is that provides the possibility of establishing a realistic representation of the stochastic and dynamic behaviour of the system using a combined discrete-continuous simulation model, and optimizing the control policy parameters. A thorough sensitivity analysis was performed and some interesting behaviours were observed, which underscores the strong and complex interaction between the production and quality aspects in real manufacturing systems. Possible extensions of this work can be envisaged when quality control is performed using double or multiple acceptance sampling plans. As well, further research could be carried out to investigate the joint optimization of the production control policy and sampling plan parameters.
