Abstract. In this work we consider the initial value problem (IVP) associated to the two dimensional Zakharov-Kuznetsov equation
Introduction
In this article we consider the initial value problem (IVP) associated to the two dimensional Zakharov-Kuznetsov (ZK) equation,
x u`B x B 2 y u`uB x u " 0, px, yq P R 2 , t P R, upx, y, 0q " u 0 px, yq.
This equation is a bidimensional generalization of the Korteweg-de Vries (KdV) equation and in three spatial dimensions was derived by Zakharov and Kuznetsov in [31] to describe unidirectional wave propagation in a magnetized plasma. A rigorous justificacion of the ZK equation from the Euler-Poisson system for uniformly magnetized plasma was done by Lannes, Linares and Saut in the chapter 10 of [17] .
Lately, different aspects of the ZK equation and its generalizations have been extensively studied.
With respect to the local and global well posedness (LWP and GWP) of the IVP (1.1) in the context of classical Sobolev spaces, Faminskii in [4] , established GWP in H s pR 2 q, for s ě 1, integer. For that, Faminskii followed the arguments developed by Kenig, Ponce and Vega for the Korteweg-de Vries equation in [16] , which use the local smoothing effect, a maximal function estimate and a Strichartz type inequality, for the group associated to the linear part of the equation, to obtain LWP by the contraction mapping principle. Then the global result is a consequence of the conservation of energy. In [18] , Linares and Pastor refined Faminskii's method and obtained LWP for initial data in Sobolev spaces H s pR 2 q, for s ą 3{4. Recently, symmetrizing the ZK equation and using the Fourier restriction norm method (Bourgain's spaces, see [2] ), Grünrock and Herr in [10] improved the previous results, establishing LWP of the IVP (1.1) in H s pR 2 q for s ą 1{2. The same result of Grünrock and Herr was obtained, independently, by Pilod and Molinet in [21] .
LWP and GWP of the IVP (1.1) for the ZK equation and its generalizations also have been considered in the articles [1] , [5] , [19] , [20] , [25] , [26] and references therein.
In [14] , Kato studied the IVP for the generalized KdV equation in several spaces, besides the classical Sobolev spaces. Among them, Kato considered weighted Sobolev spaces.
In this work we will be concerned with the well-posedness of the IVP (1.1) in weighted Sobolev spaces. This type of spaces arises in a natural manner when we are interested in determining if the Schwartz space is preserved by the flow of the evolution equation in (1.1).
Some relevant nonlinear evolution equations as the KdV equation, the non-linear Schrödinger equation and the Benjamin-Ono equation, have also been studied in the context of weighted Sobolev spaces (see [6] , [7] , [11] , [12] , [13] , [22] , [23] and [24] and references therein).
We will study real valued solutions of the IVP (1.1) in the weighted Sobolev spaces Z s,r :" H s pR 2 q X L 2 pp1`x 2`y2 q r dxdyq, with s, r P R.
The relation between the indices s and r for the solutions of the IVP (1.1) can be found, after the following considerations, contained in the work of Kato: suppose we have a solution u P Cpr0, 8q; H s pR 2to the IVP (1.1) for some s ą 1. We want to estimate ppu, uq, where ppx, yq :" p1`x 2`y2 q r and p¨,¨q is the inner product in L 2 pR 2 q. Proceeding formally we multiply the ZK equation by up, integrate over px, yq P R 2 and apply integration by parts to obtain: d dt ppu, uq "´3pp x B x u, B x uq´pp x B y u, B y uq´2pp y B y u, B x uq`ppp xxx`pxyy qu, uq`2 3 pp x u 3 , 1q.
To see that ppu, uq is finite and bounded in t, we must bound the right hand side in the last equation in terms of ppu, uq and }u} 2 H s . The most significant terms to control in the right hand side in the equation are the three first ones. They may be controlled in the same way. Let us indicate how to bound the first term. Using the Interpolation Lemma 2.5 (see section 2), for θ P r0, 1s and u P Z s,r we have }p1`x 2`y2 q p1´θqr{2 u} H θs ď C}p1`x 2`y2 q r{2 u} p1´θq L 2 }u} θ H s . The term 3pp x B x u, B x uq can be controlled when θs " 1 if
Taking into account that |p x | ď p1`x 2`y2 q r´1{2 , in order to have (1.2) it is enough to require that r´1{2 " p1´θqr. This condition, together with θs " 1, leads to r " s{2.
In this way the natural weighted Sobolev space to study the IVP (1.1) is Z s,s{2 .
Our aim in this article is to prove that the IVP (1.1) is LWP in Z s,s{2 for s ą 3{4, s real. In order to do that we consider two cases: (i) 3{4 ă s ď 1 and (ii) s ą 1.
(i) In the first case p3{4 ă s ď 1q we symmetrize the equation as it was done by Grünrock and Herr in [10] . In this manner we can establish the estimates for the group associated to the linear part of the symmetrization of the ZK equation, using directly the correspondent estimates for the group associated to the linear KdV equation. In particular, the method used by Faminskii in [4] , in order to obtain an estimate for the maximal function associated to the group of the linear ZK equation, is simpler in the case of the linear symmetrized ZK equation. In fact, Faminskii's method, in this case, combines in a transparent way the decay in t of the fundamental solution of the linear KdV equation with the procedure followed by Kenig, Ponce and Vega in [15] , to obtain the maximal type estimate for the KdV equation.
On the other hand, we need a tool to treat fractional powers of p|x|`|y|q. A key ingredient in this direction is a characterization of the generalized Sobolev space
due to Stein (see [27] and [28] 
. This characterization is as follows. Theorem A. Let b P p0, 1q and 2n{pn`2bq ď p ă 8.
where D s f is the homogeneous fractional derivative of order b of f , defined through the Fourier transform by pD s f q^pξq " |ξ| bf pξq, (1.5) (ξ P R n is the dual Fourier variable of x P R n ). From now on we will refer to D b f as the Stein derivative of f . As a consequence of Theorem A, Nahas and Ponce proved (see Proposition 1 in [23] ) that for measurable functions f, g : R n Ñ C:
e. x P R n , and (1.6)
It is unknown whether or not (1. [18] . Then we perform a priori estimates on the ZK equation in order to prove that if the initial data belongs to Z s,s{2 then necessarily
In this step of the proof we apply the interpolation inequality (Lemma 2.5 in section 2), mentioned before, which was proved in [9] . Finally, we conclude the proof of the LWP in Z s,s{2 in a similar manner as it was done in [3] for a fifth order KdV equation. Now we formulate in a precise manner the main result of this article. Theorem 1.1. Let s ą 3{4 and u 0 P Z s,s{2 a real valued function. Then there exist T ą 0 and a unique u, in a certain subspace Y T of Cpr0, T s; Z s,s{2 q, solution of the IVP (1.1). (The definition of the subspace Y T will be clear in the proof of the theorem).
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u 0 in Z s,s{2 such that the data-solution mapũ 0 Þ Ñũ from V into Y T 1 is Lipschitz. When 3{4 ă s ď 1, the size of T depends on }u 0 } Z s,s{2 , and when s ą 1 the size of T depends only on }u 0 } H s .
This article is organized as follows: in section 2 we establish some linear estimates for the group associated to the linear part of the symmetrization of the ZK equation (subsection 2.1), we recall the Leibniz rule for fractional derivatives, deduced by Kenig, Ponce and Vega in [16] and an interpolation lemma proved in [9] and [23] (subsection 2.2), and we find (subsection 2.3) an appropriate estimate for the Stein derivative of order b in R 2 of the symbol e itx 3 1 (Lemma 2.6), which has an important consequence (Corollary 2.7) that affirms that the weighted Sobolev space Z s,s{2 remains invariant by the group. In section 3, we use the results, obtained in section 2, in order to prove Theorem 1.1.
Throughout the paper the letter C will denote diverse constants, which may change from line to line, and whose dependence on certain parameters is clearly established in all cases.
Finally, let us explain the notation for mixed space-time norms. For f :
When p " 8 or q " 8 we must do the obvious changes with essup. Besides, when in the space-time norm appears t instead of T , the time interval is r0,`8q.
Preliminary Results

Linear Estimates.
In this section we consider the linear IVP
The solution of (2.1) is given by vpx, y, tq " rV ptqv 0 spx, yq, px, yq P R 2 , t P R,
where tV ptqu tPR is the unitary group, defined by rV ptqv 0 spx, yq " 1 2π
For 0 ď ε ď 1{2, let us consider the oscillatory integrals
|ξ| ε e irtpξ 3`η3 q`xξ`yηs dξdη, and (2.4)
From lemma 2.2 in [15] it follows that
In a similar manner, we have
Proceeding as in [18] , from the estimates (2.6) and (2.7) we can obtain the following Strichartztype estimates for the group.
Lemma 2.1. (Strichartz type estimates). For ε P p0, 1{2s, 10) and,
Proof. We only prove (2.10), being the proof of (2.11) similar. Recall that
Performing in the former integral the change of variables
we obtain
Applying Plancherel's theorem with respect to the variables t and y, it follows that for all x,
. Now, we perform in the last integral the change of variables
to obtain
Using this equality we can conclude that
and,
Proof. By the symmetry of the equation
y v " 0 in x and y, it is enough to establish estimate (2.14).
Following Faminskii in [4] , let µ P C 8 pRq a nondecreasing function such that µpξq " 0 for ξ ď 0, µpξq " 1 for ξ ě 1, and µpθq`µp1´θq " 1 for θ P r0, 1s, and let us consider the sequence of functions tψ k u kPNYt0u in C 8 pR 2 q, defined by ψ 0 pξ, ηq :" µp2´|ξ|qµp2´|η|q, and for k ě 1,
It can be seen that for all pη, ξq P R
For k " 0, 1, 2, . . . let us define
Let us estimate the oscillatory integrals I k px, y, tq. For that we procceed as Faminskii in [4] (Lemma 2.2) and Kenig, Ponce and Vega in [15] (Proposition 2.6).
Estimation of I 0 px, y, tq.
et us define the phase function ϕ by ϕpξq :" tξ 3`x ξ. For t P r0, T s, |ξ| ď 2 and |x| ą 48T ,
Integrating by parts, it can be shown that for t P r0, T s and |x| ą 48T ,ˇˇˇż
For 0 ă T ď 1, if we define
x 2 if |x| ą 48, then for all px, yq P R 2 and t P r0, T s
For T ą 1, let us define
x 2 if |x| ą 48T. Then, for all px, yq P R 2 and t P r0, T s,
In this manner we can conclude that, for T ą 0, there exists H 0 P L 1 pRq such that for all px, yq P R 2 and t P r0, T s the assertion (2.17) holds.
Estimation of I k px, y, tq, k ě 1.
Because of the form of ψ k pξ, ηq, it is sufficient to bound the integral Jpx, y, tq :"
where φpνq :" µp2
ν|q.
Let tρ 1 , ρ 2 u be a partition of unity of R subordinated to the open sets tξ : |ξ| ą 1u and tξ : |ξ| ă 2u, respectively. Then
e irtpξ 3`η3 q`xξ`yηs φpξqρ j pξqφpηqdξdη " J 1 px, y, tq`J 2 px, y, tq.
For j " 1, 2, let Φ j pξq " φpξqρ j pξq.
Estimation of J 1 px, y, tq.
We consider two cases:
{2 it is obvious that |J 1 px, y, tq| ď C2 2k for y P R and t P r0, T s.
If 2´k {2 ă |x| and ξ P supp Φ 1 (1 ă |ξ| ă 2 k`1 ), then for t P r0, T s
Integrating twice by parts with respect to ξ, it can be seen that for t P r0, T s and y P R,
In order to bound the right hand side of inequality (2.20) we take into account that " 1
Since the length of the set tξ : Φ 2 1 pξq ‰ 0u is less than or equal to 4, from (2.19) it follows that ż
and ż
From (2.20) to (2.24) it follows that
Let us define
Then from (2.18) and (2.25) we can conclude that |J 1 px, y, tq| ď H k1 pxq for px, yq P R 2 , and t P r0, T s,
where
ii) Second case: T ą 0 and k P N such that 2´k 
where A i is the Airy function and
Let us split R in the sets Ω 1 :" tξ : ξ 2 ą |x| 48t u and Ω 2 :" tξ :
Hence, by the Vander Courput's lemma (see [29] , pages 309-311), we have thaťˇˇˇż
Then, integrating by parts with respect to ξ, we have:ˇˇˇż
Since the length of the set tξ : Φ 1 1 pξq ‰ 0u is less than or equal to 4, it follows that ż
On the other hand
In consequence,ˇˇˇˇż
From (2.31) to (2.34), taking into account that the Airy function is bounded, we conclude that,
Because of the fact that 1 t ď C 2 2k |x| , we have
Then, taking into account inequalities (2.18), (2.30) and (2.35), it follows that |J 1 px, y, tq| ď H k1 pxq for px, yq P R 2 and t P r0, T s,
and
From (2.26) -(2.27) and (2.36)-(2.37) we have that for k ě 1, there exists H k1 P L 1 pRq such that for t P r0, T s and px, yq P R 2 , |J 1 px, y, tq| ď H k1 pxq and estimate (2.37) for }H k1 } L 1 holds.
Estimation of J 2 px, y, tq.
Let T ą 0, t P r0, T s and px, yq P R 2 . If |x| ď 24T then
If |x| ą 24T , t P r0, T s and ξ P supp Φ 2 we have
Integrating twice by parts with respect to ξ, and using (2.39), it follows that
, and for 0 ă T ď 1, let us define
2k if |x| ď 24, C2 k x 2 if |x| ą 24, From (2.38) and (2.40) we have that |J 2 px, y, tq| ď H k2 pxq for px, yq P R 2 and t P r0, T s,
From estimates (2.36) and (2.41) for J 1 and J 2 , respectively, taking into account (2.37) and (2.42), we conclude that there exists H k P L 1 pRq such that for px, yq P R 2 and t P r0, T s,
Because of the form of ψ k pξ, ηq, the assertions (2.43) and (2.44) also are true for I k px, y, tq instead of Jpx, y, tq.
We apply now the results obtained for the integrals I k px, y, tq to estimate the group V . For k " 0, 1, 2, . . . , let
e irtpξ 3`η3 q`xξ`yηs ψ k pξ, ηqp v 0 pξ, ηqdξdη.
Then rV ptqv 0 spx, yq "
Using duality, an argument due to Tomas [30] , and taking into account estimates (2.17) and (2.44) it can be proved that
Let us observe that
In this manner, for pξ, ηq P supp ψ k , 2 2k ă 4pξ 2`η2 q and in consequence it follows that
From (2.46) and (2.47) we conclude that
and Lemma 2.3 is proved.
2.2. Leibniz rule and interpolation lemma. In this subsection we recall the Leibniz rule for fractional derivatives, obtained in [16] , and an interpolation inequality, which was deduced in [23] and [9] .
Lemma 2.4. (Leibniz rule
With respect to the weight xry :" p1`r 2 q 1{2 , for N P N, we will consider a truncated weight w N of xry, such that w N P C 8 pRq,
w N is non-decreasing in |r| and, for j P N and r P R,
where the constant c j is independent from N. 
where x " px 1 ,¨¨¨, x n q and |x| " p
Then, for any θ P p0, 1q,
Moreover, the inequality (2.49) is still valid with w N p|x|q instead of x|x|y with a constant C independent of N.
Stein derivative.
In this subsection, we obtain in Lemma 2.6 an appropriate bound for D b pe itξ 3 qpξ, ηq. Then, using properties (1.6) and (1.7) of the Stein derivative and Lemma 2.6, we succeed, in Corollary 2.7, to bound in an adequate manner the weighted L 2 -norm }p|x|`|y|q b V ptq} L 2 xy , for the group ot the symmetrized ZK equation.
Lemma 2.6. Let b P p0, 1{2s. For any t ą 0,
Proof. Let x :" px 1 , x 2 q and y :" py 1 , y 2 q. After the change of variables w :" t 1{3 px´yq we have that In order to estimate I we split the R 2 -plane in three regions E i , i " 1, 2, 3.
First, we define
and we estimate˜ż
Two cases will be consider to estimate this integral.
In this case, taking into account (2.51), we havẽ ď 2ˆż In order to estimate˜ż
we need to consider three cases.
For this case we note that ż
It is easy to check that 
and theñ ż
(2.62)
For pII 31 q 1{2 we have
Let us estimate pII 311 q 1{2 .
For b P p0, 1{2s, it follows that
Now we estimate pII 312 q 1{2 .
Taking into account that b P p0, 1{2s we conclude that 
The estimation of pII 32 q 1{2 is as follows:
From (2.67) and (2.68) we can affirm that, for b P p0, 1{2s,
1 q´1 ă 1. In this final case we obtain, using (2.61),
It is easily seen that
and that
For b P p0, 1{2q,
and, for b " 1{2,
Therefore, for b P p0, 1{2s,
Finally, we estimate pIII 33 q 1{2 .
From (2.70), (2.71), (2.72) and (2.73) we have that, for b P p0, 1{2s,
Consequently, from (2.60), (2.69) and (2.74), in any case, for b P p0, 1{2s,
Summarizing estimates (2.50), (2.56) and (2.75) imply that, for b P p0, 1{2s,
Lemma 2.6 is proved.
Proof. Taking into account the definition of D b (see (1.5)), Plancherel's theorem, the properties (1.4), (1.7) and (1.6) of the Stein derivative of D b , and Lemma 2.6 and using the notation _ for the inverse Fourier transform, we have:
Proof of the main theorem
Proof. Case 3{4 ă s ď 1.
Following Grünrock and Herr in [10] we perform a linear change of variables in order to symmetrize the equation. Let x 1 :" µx`λy, y 1 :" µx´λy, t 1 :" t and vpx 1 , y 1 , t 1 q :" upx, y, tq,
where µ " 4´1 {3 and λ " ? 3µ. Then u satisfies the Z-K equation iff v satisfies the equation
On the other hand, if
it easily can be seen that v 0 P Z s,s{2 iff u 0 P Z s,s{2 .
In this manner we may consider the IVP
instead of IVP (1.1), and the integral operator Ψpvqptq :" V ptqv 0´µ
where tV ptqu tPR is the unitary group associated to the linear part of the equation in (3.3) , i.e.,
Proceeding as in [18] , let us define, for T ą 0, the metric space
where We will prove that there exist T ą 0 and a ą 0 such that the operator Ψ :
First of all let us prove that for v 0 P Z s,s{2 , V p¨qv 0 P X T . Indeed
Using local type estimate (2.10), we have
From the Strichartz-type estimate (2.8) it follows that, for ε P p0, 1{2s,
with γ " 1´ε 6 .
Since s ą 3{4, taking ε P p0, 1{2q such that s ą 1´ε{2, from the last inequality we obtain
The maximal type estimate (2.14) implies
On the other hand, using local type estimate (2.11), Strichartz type estimate (2.9) and maximal type estimate (2.15), we obtain
Finally, from Corollary 2.7 in section 2.3, we have
Estimates (3.9) to (3.18) imply that V p¨qv 0 P X T .
Let v P X a T . We proceed to estimate |}Ψpvq|}. For that it is necessary to bound all the norms n i that appear in the definition of |}¨|}.
Estimation of n 1 pΨpvqq.
For t P r0, T s, using (3.9), we have
We only estimate the first integral in (3.20) , being the estimation of the second one similar.
From Cauchy-Schwarz inequality and Leibniz rule for fractional derivatives (Lemma 2.4 in section 2.2) it follows that
From (3.20) , (3.21) and the similar estimation for the second integral in (3.20) we can conclude that
Similarly, it can be established that, for all t P r0, T s,
Estimates (3.19), (3.22) and (3.23) imply that
Estimation of n i pΨpvqq, i " 2, 3, 4.
Taking into account (3.10), estimate (3.21) for D s x pvv x q and similar one for D s x pvv y q, it follows that
From estimate (3.11), proceeding in a similar manner as it was done in the estimation of n 2 pΨpvqq, it easily follows that
Estimate (3.12), Cauchy-Schwarz inequality and Leibniz rule imply that
Estimation of n i pΨpvqq, i " 5, . . . , 9.
Using (3.13) to (3.17) , and proceeding in a similar manner as it was done in the estimation of n i pΨpvqq, i " 1, . . . , 4, we obtain
28)
29)
Estimation of n 10 pΨpvqq.
Applying Corollary 2.7 in section 2.3 we have, for t P r0, T s, that
Taking into account that 1{3 ă 4s{9, it follows, for t P r0, T s, that
From estimates (3.24) to (3.33), taking into account that 7s{9 ą 1{2 ą γ, we obtain
and T ą 0 such that
it can be seen that Ψ maps X a T into itself. Moreover, for T small enough, Ψ :
T is a contraction. In consequence, there exists a unique v P X a T such that Ψpvq " v. In other words, for t P r0, T s,
i.e., the IVP (3.3) has a unique solution in X a T . Using standard arguments, it is possible to show that for any T 1 P p0, T q there exists a neighborhood W of v 0 in Z s,s{2 such that the mapṽ 0 Ñṽ from W into the metric space X T 1 , with T 1 instead of T , is Lipschitz. Then the assertion of Theorem 1.1 follows if we take
where the relations between u and v, and between u 0 and v 0 are given by the equations (3.1) and (3.2), respectively.
Case s ą 1.
By Theorem 1.6 in [18] there exist T " T p}u 0 } H s q and a unique u in the class defined by the conditions
which is solution of the IVP (1.1). Moreover, for any T 1 P p0, T q there exists a neighborhood V of u 0 in H s such that the data-solution mapũ 0 Þ Ñũ from V into the class defined by (3.35) and (3.36) with T 1 instead of T is Lipschitz.
Let tu 0m u mPN be a sequence in C 8 0 pR 2 q such that u 0m Ñ u 0 in H s pR 2 q and let u m P Cpr0, T s; H 8 pRqq be the solution of the equation in (1.1) corresponding to the initial data u 0m . By Theorem 1.6 in [18] , u m Ñ u in Cpr0, T s; H s pR 2 qq.
For N P N, let w N be the function defined in section 2.2.
Let p " p N be the function defined in R 2 by ppx, yq :" pw N p a x 2`y2s .
We multiply the equation B t u m`Bx ∆u m`um B x u m " 0 by u m p, and for a fixed t P r0, T s we integrate in R 2 with respect to x and y, and use integration by parts to obtain d dt pu m ptq, u m ptqpq "´3pB x u m ptq, B x u m ptqp x q`pu m ptq, u m ptqp xxx q`2 3 pu where p¨,¨q denotes the inner product in L 2 pR 2 q. which implies that u P L 8 pr0, T s; L 2 pp1`x 2`y2 q s{2 dxdyqq.
Proceeding as it was done in [3] , it can be seen that u P Cpr0, T s; L 2 pp1`x 2`y2 q s{2 dxdyqq and that ifũ m P Cpr0, T s; Z s,s{2 q is the solution of the ZK equation, corresponding to the initial dataũ m0 Ñ u 0 , whereũ m0 in Z s,s{2 when m Ñ 8, thenũ m Ñ u 0 in Cpr0, T s; Z s,s{2 q. This fact, together with the continuous dependence proved in [18] , allow us to conclude that the assertion of theorem is true for the subspace Y T of Cpr0, T s; Z s,s{2 q given by Y T " tu P Cpr0, T s; Z s,s{2 q : inequality (3.36) holdsu.
