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Z U S A M M E N FA S S U N G
In der vorliegenden Arbeit werden mehrere einfache Wassermodelle
in Hinblick auf ihr Phasendiagramm und verschiedene Anomalien
untersucht und verglichen.
Im ersten Teil der Arbeit wird ein neues, eindimensionales Modell
für Wasser vorgestellt, das analytisch behandelt werden kann und
neben mehreren Anomalien auch einen Flüssig-Gas- und einen Flüs-
sig-Flüssig-Übergang aufweist. An diesem Modell zeigt sich, dass
zwei grundlegende Eigenschaften, die für Wasser zutreffen, bereits
ausreichen, um wasserähnliches Verhalten zu erzeugen: eine lokale
Möglichkeit für Wasserstoffbrückenbindungen und eine globale An-
ziehung zwischen Teilchen. Der Flüssig-Flüssig-Übergang tritt aller-
dings nur auf, wenn die Wasserstoffbrückenbindungen stark genug
sind. Diese Untersuchung liefert somit einen Hinweis auf Bedingun-
gen in Bezug auf die verschiedenen Szenarien für unterkühltes Was-
ser.
Das vorgestellte Modell wird im zweiten Teil mit zwei anderen
Modellen für flüssiges Wasser verglichen, die bereits mehrfach unter-
sucht wurden. Alle drei Modelle zeigen qualitativ identische, wasser-
ähnliche Eigenschaften, wie beispielsweise mehrere Anomalien. Die-
ser Befund ist anhand der Definitionen der drei Modelle nicht trivial,
da sie mikroskopisch sehr unterschiedlich motiviert sind. Die Ähn-
lichkeit wird dadurch erklärt, dass alle drei Modelle eine zentrale
Gemeinsamkeit aufweisen: Es lassen sich jeweils drei Mikrozustän-
de definieren, die von Gruppen nächster Nachbarn besetzt werden
können. Die Temperatur- und Druckabhängigkeit der Besetzung die-
ser drei Zustände ist in den drei Modellen nahezu identisch. Diese
Untersuchung schafft eine neue Sichtweise auf die drei Modelle und
hebt ein grundlegendes Prinzip hervor, das in einfachen Wassermo-
dellen implementiert ist.
Motiviert durch diese Erkenntnis wird im dritten Teil dieser Ar-
beit ein neues Modell vorgeschlagen, dessen Grundannahme darin
besteht, dass Gruppen benachbarter Teilchen drei Zustände beset-
zen können. Tatsächlich kann dieses Modell die gleichen Anomali-
en und das gleiche Phasenverhalten reproduzieren, wie die im zwei-
ten Teil betrachteten, komplexeren Modelle. Es kann somit als Kern
der drei Modelle verstanden werden. Zudem können durch Variation
der Parameter verschiedene Szenarien reproduziert werden, die für
unterkühltes Wasser vorgeschlagen wurden. Anhand dieses Modells
wird gezeigt, dass ein bestimmter Zusammenhang zwischen Volu-
men, Entropie und Energie der zugänglichen Mikrozustände als Be-
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standteil eines Wassermodells essentiell ist.
Im vierten und letzten Teil der Arbeit wird eines der beiden Ver-
gleichsmodelle aus dem zweiten Teil näher untersucht. Mit einer neu-
en Formulierung als Potts-Modell (ein verallgemeinertes Ising-Modell)
wird gezeigt, dass das Modell generisch einen Phasenübergang ers-
ter Ordnung zwischen zwei Flüssigkeiten ohne kritischen Punkt auf-
weist. Dies steht im Widerspruch zu vorherigen Publikationen, die für
das gleiche Modell einen Phasenübergang mit kritischem Punkt ge-
funden haben. Diese Diskrepanz wird diskutiert und es wird gezeigt,
dass eine für flüssiges Wasser realistische Anpassung des Modells zu
einem kritischen Punkt führt.
In dieser Arbeit wird somit aufgezeigt, dass bereits sehr einfache
Modelle das Phasendiagramm von Wasser sowie mehrere Anoma-
lien erzeugen können. Aus diesen Modellen können grundlegende
Prinzipien abgeleitet werden, die in einem realistischen Wassermo-
dell enthalten sein sollten. In der flüssigen Phase ist eine Antikorrela-
tion zwischen Volumen und Energie als Bestandteil eines Wassermo-
dells essentiell. In Bezug auf die verschiedenen Szenarien für unter-
kühltes Wasser wurde in dieser Arbeit beobachtet, dass die einfachen
Modelle generisch einen HDL-LDL-Übergang aufweisen, wenn star-
ke Wasserstoffbrückenbindungen gebildet werden können. Da dies in
echtem Wasser der Fall ist, unterstützt diese Arbeit die Hypothesen,
die einen Phasenübergang im unterkühlten Bereich postulieren.
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A B S T R A C T
In this thesis, several simple water models that display a phase beha-
vior and anomalies similar to real water are analyzed and compared.
In the first part of the thesis, a new one-dimensional model is pro-
posed and analyzed. The combination of a formerly proposed short-
ranged water-like model with a van der Waals attraction leads to the
probably simplest possible one-dimensional model that shows two
phase transitions and various water anomalies.
This model is compared to two other water models in the second
part. Despite their different microscopic motivation, they all exhibit
the same phase diagram with two first order phase transitions (cor-
responding to a liquid-gas transition and the hypothesized liquid-
liquid transition) and several anomalies. The conclusion is that the
phase behavior and the anomalies can be understood by the fact that
all three models allow for three different microscopic states, which
are populated independently.
In the third part, a reduced model is proposed, which is motiva-
ted by these findings. It is based only on the assumption that three
microscopic states can be populated by independent nearest neigh-
bor configurations. It is shown that this model already leads to the
anomalies and phase behavior characteristic for water. Furthermore,
this model also displays the other possible scenarios discussed for
water when the parameters are varied.
In the fourth part, one of the models of the second part is analyzed
more closely by reformulating it as a conventional Potts model. It is
argued that this model, while having a first-order phase transition
between a high- and low-density liquid, cannot display a critical end
point. The critical point found in a mean-field treatment in previous
publications is due to the introduction of a feature not present in the
original lattice model, which is, however, of physical relevance for the
application to liquid water.
In conclusion, this work has shed light on the nature of different
simple water models that display several anomalies and a phase dia-
gram similar to water. A HDL-LDL transition is found in these mo-
dels if strong hydrogen bonds can be formed. Since this condition
applies to real water, the results of this thesis support the proposed
scenarios postulating such a transition.
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1
E I N L E I T U N G
1.1 motivation
Wasser ist eine der wichtigsten Substanzen der Erde. Zwei Drittel
der Erdoberfläche sind mit Wasser bedeckt, der menschliche Körper
besteht zu über 70% Prozent aus Wasser und ohne Wasser können we-
der Tiere noch Pflanzen überleben [1]. Auch mikroskopisch ist Wasser
eine unabdingbare Voraussetzung für Leben. Da die meisten Biomo-
leküle, insbesondere Proteine, Wasser als Umgebung benötigen, um
ihre Funktion auszuüben [2], ist es in diesem Zusammenhang beson-
ders wichtig, die Rolle des Wassers zu analysieren und zu begreifen.
Daher ist das Verständnis der Eigenschaften von Wasser von großer
Wichtigkeit und es ist nachvollziehbar, dass die Erforschung dieses
wertvollen Gutes und seiner Eigenschaften schon hunderte von Jah-
ren zurückreicht [3, 4, 5]. Trotz der langen Geschichte der Wasserfor-
schung sind die besonderen Eigenschaften von Wasser bis heute nicht
vollständig verstanden und erklärt [6, 7]. So gibt es für die Existenz
zahlreicher Anomalien, wie der berühmten Dichteanomalie, viele un-
terschiedliche Erklärungsansätze (z. B. [8, 9]), aber keine allgemein
akzeptierte Theorie.
Ein Sonderfall von flüssigem Wasser ist sogenanntes „unterkühl-
tes Wasser“: Flüssiges Wasser kann auch unter den Schmelzpunkt
abgekühlt werden und als metastabile Flüssigkeit in einem Bereich,
in dem kristallines Eis die stabile Phase darstellt, weiter existieren.
Unterkühltes Wasser hat immer wieder die Aufmerksamkeit der For-
schung auf sich gezogen und vor allem das Phasenverhalten der meta-
stabilen Flüssigkeit wird noch lebhaft diskutiert [10, 11, 12]. So wurde
die Hypothese aufgestellt, dass es in einem bestimmten Temperatur-
und Druckbereich zwei metastabile Wasserphasen gibt, zwischen de-
nen ein Phasenübergang erster Ordnung, ein sogenannter HDL-LDL-
Übergang1 stattfindet [13]. Es wurden jedoch auch alternative Hy-
pothesen vorgestellt, die unterkühltes Wasser beschreiben könnten
[14, 15, 16].
Es ist somit von großer Bedeutung, die Prinzipien näher zu be-
leuchten, die hinter den besonderen Eigenschaften von Wasser ste-
cken. Dies ist notwendig sowohl um das Verhalten von reinem Was-
ser (normal und unterkühlt) genauer zu verstehen, als auch um die
Interaktion mit Biomolekülen begreifen und vorhersagen zu können.
Diesen Fragen wird mit Experimenten, die an reinem Wasser oder
1 HDL steht für high-density liquid, LDL für low-density liquid, also hochdichte bzw.
niederdichte Flüssigkeit.
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verwandten Systemen durchgeführt werden, aber auch mit Simula-
tionen von molekularen Modellen, sowie mit Simulationen und theo-
retischen Überlegungen anhand abstrakter einfacher Modelle2 nach-
gegangen.
Die Untersuchung von einfachen Modellen, die nicht in allen De-
tails die Eigenschaften von Wasser zu reproduzieren suchen, aber
dennoch generelle Übereinstimmungen aufweisen, besitzt dabei eine
besondere Stellung. Zwar können mit diesen Modellen keine quanti-
tativen Vorhersagen gemacht werden, wie sich Wasser verhält. Es kön-
nen jedoch grundsätzliche Aussagen darüber getroffen werden, wel-
che wenigen Bestandteile in einem Modellsystem ausreichend sind,
um die besonderen Eigenschaften von Wasser zu erhalten. So gibt es
Modelle, die analytisch behandelt werden können, und trotz dieser
Einfachheit charakteristische Anomalien oder Phasenübergänge von
Wasser reproduzieren können. Zudem kann anhand dieser Modelle
getestet werden, wie generisch die verschiedenen vermuteten Szena-
rien für unterkühltes Wasser auftreten.
In diesem Bereich ist die vorliegende Arbeit anzusiedeln, die sich
mit der Thermodynamik und dem Phasenverhalten einfacher Was-
sermodelle beschäftigt. Die Ziele der Arbeit werden im nächsten Ab-
schnitt beschrieben.
1.2 ziele und nutzen
Ziel der Arbeit ist es, mit Hilfe vereinfachter Modelle für Wasser
zu verstehen, wie die besonderen Eigenschaften von Wasser erhalten
werden können. Folgende Fragen stehen dabei im Fokus:
• Welche Bestandteile und Eigenschaften muss ein mathemati-
sches Modell haben, damit es ein Phasendiagramm wie das von
Wasser erzeugt?
• Wodurch werden in einem derartigen Modell charakteristische
Anomalien von Wasser erzeugt?
• Wovon hängt es ab, ob ein HDL-LDL-Übergang und ein kriti-
scher Punkt auftritt? Wie generisch erscheint ein solcher Über-
gang in einem einfachen Wassermodell?
• Warum erzeugen unterschiedliche Modelle das gleiche Verhal-
ten?
Wenn die Prinzipien bekannt sind, die zu den besonderen Eigenschaf-
ten von Wasser führen, kann dies Hinweise darauf geben, wie sich
Wasser im experimentell nicht zugänglichen Bereich verhält. Zudem
können die Erkenntnisse bei der Modellbildung von komplexeren,
detaillierten Modellen einfließen.
2 Der Stand der Forschung auf diesen Gebieten wird im folgenden Kapitel ausführli-
cher dargestellt.
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1.3 aufbau der arbeit
Die Arbeit ist wie folgt aufgebaut: In Kapitel 2 werden zunächst die
besonderen Eigenschaften von Wasser und der Stand der Forschung
auf diesem Gebiet dargestellt. Weiterhin werden verschiedene theore-
tische Grundlagen dargelegt, die im Folgenden benötigt werden.
Daraufhin wird in Kapitel 3 ein erstes einfaches Modell vorgestellt,
das bereits mehrere Eigenschaften von Wasser reproduziert. Es han-
delt sich dabei um ein eindimensionales Wassermodell, das auf zwei
bestehenden Modellen aufbaut und das einfachste der Autorin be-
kannte Modell ist, das drei charakteristische Anomalien und zwei
Phasenübergänge aufweist.
In Kapitel 4 wird das zuvor vorgestellte eindimensionale Modell
mit zwei weiteren Modellen verglichen, die von anderen Forschern
zur Modellierung von Wasser vorgeschlagen wurden. Es handelt sich
um Modelle, die seit ihrer Veröffentlichung in Hinblick auf Wasser
bereits mehrfach untersucht wurden und somit einen relevanten Ver-
gleichspunkt bilden. Dabei zeigt sich, dass die Modelle auf verblüf-
fend ähnliche Ergebnisse führen, obwohl sie mikroskopisch sehr un-
terschiedlich motiviert sind.
Ausgehend von diesem Ergebnis wird die Frage gestellt, ob die
Resultate der drei Modelle durch ein einfacheres Modell beschrieben
werden können. Eine Antwort hierauf soll Kapitel 5 liefern, in dem
ein Modell vorgestellt wird, das nur noch die Essenz der drei Modelle
beinhaltet. Dieses Modell ist ebenfalls in der Lage, die wesentlichen
Ergebnisse der drei vorherigen Modelle zu liefern.
In Kapitel 6 wird das eine der bereits betrachteten Vergleichsmo-
delle nochmals aufgegriffen, da hierfür eine andere Formulierung ge-
wählt werden kann, die in dieser Form noch nicht untersucht wurde.
Dabei zeigt sich, dass mit der neuen Formulierung andere Ergebnisse
erzielt werden als in vorangegangenen Publikationen. Diese Diskre-
panz wird näher beleuchtet und diskutiert.
In Kapitel 7 findet sich eine Zusammenfassung der gesamten Ar-
beit und ein Ausblick.

2
S TA N D D E R F O R S C H U N G U N D T H E O R E T I S C H E
G R U N D L A G E N
Im Folgenden werden die besonderen Eigenschaften von Wasser und
der aktuelle Stand der Forschung auf dem für diese Arbeit relevan-
ten Gebiet dargelegt. Zudem sollen die theoretischen und methodi-
schen Grundlagen zur Behandlung der später betrachteten Modelle
für Wasser vorgestellt werden.
2.1 besondere eigenschaften von wasser
Zu den bekanntesten Besonderheiten von Wasser zählen sicher die
Anomalien, wovon die Dichteanomalie die bekannteste ist. Aber auch
das Phasendiagramm von Wasser ist ungewöhnlich. Im Folgenden
sollen diese besonderen Eigenschaften von Wasser dargelegt und da-
durch die Arbeit motiviert werden.
2.1.1 Anomalien
Drei der bekanntesten Anomalien sind die folgenden:
1. Die Dichte von Wasser als Funktion der Temperatur3 ρ(T) hat
ein Maximum. Dieses liegt bei Atmosphärendruck bei etwa 4 °C.
2. Die isotherme Kompressibilität4 als Funktion der Temperatur
κT (T) hat ein Minimum. Dieses liegt bei Atmosphärendruck bei
ca. 46.5 °C.
3. Die isobare Wärmekapazität als Funktion der Temperatur cp(T)
hat ein Minimum. Dieses liegt bei Atmosphärendruck bei etwa
36 °C.
Zudem hat Wasser ein besonders reichhaltiges Phasendiagramm. Zu
den drei klassischen Phasen Gas (Wasserdampf), Flüssigkeit (Wasser)
und Feststoff (Eis) ist zu bemerken, dass es mehr als zehn verschie-
dene Formen von Eis gibt, die sich in der lokalen Anordnung der
Moleküle unterscheiden. Das Phasendiagramm von Wasser mit die-
sen Eisphasen ist in Abbildung 2.1 gezeigt.
3 Gemeint ist hier und bei den beiden folgenden Punkten das Verhalten bei konstan-
tem Druck.
4 Hier soll bereits kurz angemerkt werden, dass die Funktionen κT (T) oder cp(T) spä-
ter manchmal als „Antwortfunktionen“ bezeichnet werden. Das liegt daran, dass sie
als zweite Ableitungen des thermodynamischen Potentials die Antwort des Systems
auf kleine Änderungen der Variablen beschreiben (vgl. Abschnitt 2.3.1).
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Abbildung 2.1: Das Phasendiagramm von Wasser. Aufgetragen ist jeweils
die vorliegende stabile Phase in der von Temperatur und
Druck aufgespannten Ebene. Die Graphik ist Quelle [17] ent-
nommen und wurde zwecks besserer Lesbarkeit an den Ach-
sen leicht angepasst.
Neben diesem ungewöhnlichen Phasenverhalten und den oben ge-
nannten Anomalien gibt es jedoch noch zahlreiche weitere ungewöhn-
liche Eigenschaften. Auf der Webseite von Martin Chaplin sind knapp
70 Anomalien aufgelistet5, die thermodynamische, strukturelle und
dynamische Eigenschaften betreffen. Während für einige Anomali-
en Erklärungen existieren, wie sie durch mikroskopische Mechanis-
men entstehen, fehlt jedoch eine allgemeinere Theorie, die beschreibt,
warum Wasser diese Anomalien aufweist. So sehen einige Forscher
die Tetraederstruktur des Wasserstoffbrücken-Netzwerkes als wesent-
lichen Ursprung der Anomalien [9]. Hingegen gehen andere Wissen-
schaftler von einem allgemeineren Prinzip wie der Korrelation von
größerem Volumen und kleinerer Energie aus [18]. Einen Hinweis
auf den Ursprung der Anomalien kann die Untersuchung von unter-
kühltem Wasser liefern, wie im folgenden Abschnitt erläutert wird.
2.1.2 Unterkühltes Wasser
Es entspricht der täglichen Beobachtung, dass Wasser bei 0 °C ge-
friert. Wasser kann aber auch als metastabile Flüssigkeit unter den
Schmelzpunkt unterkühlt werden, wie 1724 von Fahrenheit erstmals
beschrieben wurde [3]. Dies ist möglich, wenn keine ausreichenden
5 Diese Webseite ist als Referenz [17] aufgeführt, am 01.08.2013 war der Stand bei 69
Anomalien. Allerdings ist zu bemerken, dass bei dieser Zählung nicht alle Anomali-
en unabhängig voneinander sind.
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Kristallisationskeime6 vorhanden sind, die für die Eisbildung notwen-
dig sind. Erst bei einer sehr tiefen Temperatur, der homogenen Nu-
kleationstemperatur, bilden die Wassermoleküle selbst durch Fluktua-
tionen so große Kristallisationskeime, dass ein weiteres Unterkühlen
nicht möglich ist. Diese Grenze des metastabilen Bereichs wird auch
Spinodale genannt.
Es gibt eine Fülle von Untersuchungen zu unterkühltem Wasser.
Doch erst in den letzten 30 Jahren kam mit der Vorstellung verschie-
dener Szenarien eine rege Forschung zum Phasenverhalten von Was-
ser im unterkühlten Bereich in Gange. Die folgenden vier Hypothesen
(oder Szenarien) werden in der Literatur diskutiert7:
1. Liquid-Liquid-Critical-Point-Hypothese (LLCP): Dieses Szena-
rio wurde 1992 von Peter Poole [13] entworfen und ist wohl
die prominenteste Hypothese. Nach dieser Hypothese gibt es
im unterkühlten Bereich zwei flüssige Phasen, die sich in ihrer
Dichte unterscheiden. Zwischen diesen Phasen findet somit ein
Phasenübergang 1. Ordnung statt, der bereits erwähnte HDL-
LDL-Übergang, der in einem kritischen Punkt endet. Über die
kritische Temperatur bzw. den kritischen Druck herrscht noch
keine Einigkeit (siehe unten).
2. Critical-Point-Free-Hypothese (CPF): Diese Hypothese wurde
2008 von Angell [16] aufgestellt und postuliert ebenfalls einen
(Ordnungs-Unordnungs-)Phasenübergang 1. Ordnung im un-
terkühlten Bereich. Allerdings erstreckt sich dieser Übergang
bis zu p < 0, so dass kein kritischer Punkt beobachtet werden
kann.
3. Singularity-Free-Hypothese (SF): Nach dieser Hypothese gibt
es keine Singularität im unterkühlten Bereich - keinen Phasen-
übergang und keinen kritischen Punkt. Sastry zeigte 1996, dass
das anomale Anwachsen von Antwortfunktionen in einem ein-
fachen Wassermodell auch dann auftritt, wenn es keine zugrun-
deliegende Singularität gibt [14].
4. Stability-Limit-Hypothese (SL): Speedy [15, 21] stellte 1982 fest,
dass die Spinodale des Flüssig-Gas-Übergangs von Wasser im
p-T -Diagramm einen Schnittpunkt mit der Linie des Dichte-
maximums haben könnte. Wenn dies der Fall ist, dann muss
die Spinodale an diesem Schnittpunkt ein Minimum aufweisen
und könnte somit bei kleinen Temperaturen wieder zu höheren
6 Kristallisationskeime können entweder Eiskristalle ausreichender Größe oder ande-
re Teilchen (Verunreinigungen) sein. Daher kann Wasser umso besser unterkühlt
werden, je reiner es ist.
7 Die Beschreibung der vier Szenarien findet sich in zahlreichen Artikeln, z. B. in
Abschnitt 7 des Reviews von Debenedetti [19] oder in Abschnitt 2 des Artikels von
Stanley et al. [20].
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Drücken verlaufen. Speedy schlug deshalb vor, dass die Spino-
dale bei tiefen Temperaturen wieder in den Bereich positiven
Drucks eintreten könnte. Das Anwachsen der Antwortfunktio-
nen kann dann durch die Annäherung an die Spinodale erklärt
werden.
Für das SL-Szenario wurde von Debenedetti [19] angemerkt, dass
dieses Szenario mit einem zweiten kritischen Punkt des Flüssig-Gas-
Übergangs einhergehen müsste, für den bisher noch keine Anzeichen
gefunden wurden. Daher kann diese Hypothese als weniger relevant
eingestuft werden als die anderen drei. Die hypothetischen Phasen-
diagramme von flüssigem Wasser für die ersten drei Szenarien sind
schematisch in Abbildung 2.2 gezeigt.
(a) LLCP. (b) CPF. (c) SF.
Abbildung 2.2: Verschiedene Szenarien für unterkühltes Wasser. Dargestellt
sind schematisch das LLCP-Szenario (a), das CPF-Szenario
(b) und das SF-Szenario (c).
Mit dem LLCP- und dem CPF-Szenario, bei denen es einen Phasen-
übergang 1. Ordnung im unterkühlten Bereich gibt, geht eine Vielzahl
weiterer Fragestellungen einher. So wird der Übergang oft mit einem
Fragil-Stark-Übergang8 der Flüssigkeit in Verbindung gebracht, für
den es verschiedene Hinweise gibt (z. B. [22]), zu dem aber auch skep-
tische Stimmen existieren (z. B. [23]). Auch der dynamische Übergang
von Proteinen bei T ≈ 222K wird als Hinweis auf einen Übergang im
Wasser gewertet (siehe z. B. [24]). Da ganz verschiedene Proteine bei
dieser Temperatur eine starke Änderung des dynamischen Verhaltens
zeigen, liegt die Hypothese nahe, dass dieser Übergang durch das
Wasser verursacht wird (siehe z. B. [25]).
Auch innerhalb der Hypothesen gibt es viele ungeklärte Punkte. Ei-
ne Frage in Bezug auf das LLCP-Szenario betrifft die Lage des Über-
gangs und des kritischen Punktes in der p-T -Ebene. Schätzungen
für diesen zweiten kritischen Punkt umfassen z. B. Tc = 220K und
pc = 1000 atm [26], Tc = 232K und pc = 270 atm [27] oder Tc = 193K
und pc = 1350 atm [28]. Somit ist hier noch keine genaue Eingren-
zung möglich. Während weitestgehend Einigkeit herrscht, dass die
Steigung der Phasengrenzlinie in der p-T -Ebene negativ sein müss-
8 Die Begriffe „Fragil“ und „Stark“ beziehen sich auf die Eigenschaften von Glasbild-
nern. Während in einem starken Glasbildner Relaxationszeiten einem Arrhenius-
Gesetz folgen, weichen fragile Glasbildner in ihrem Verhalten stark davon ab.
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te9, ist jedoch beispielsweise nicht geklärt, ob dieser Übergang ein
energiegetriebener oder entropiegetriebener Phasenübergang wäre10.
Zudem ist bekannt, dass es zwei verschiedene Sorten von amorphem
Eis gibt, LDA und HDA-Eis11, was als Hinweis gewertet wird, dass
es auch zwei entsprechende Flüssigkeiten geben könnte. In dem Fall
wäre eine interessante Frage, wie die Grenzlinien zwischen den bei-
den Feststoffen und den beiden Flüssigkeiten verlaufen. Leider kann
das Schmelzen dieser beiden amorphen Eisphasen nicht beobachtet
werden, da direkt eine kristalline Phase entsteht. Ein vermutetes und
oft zitiertes Phasendiagramm für nichtkristallines Wasser im LLCP-
Szenario ist in Abbildung 2.3 gezeigt.
Es stellt sich nun die Frage, wie diese vier Szenarien für unterkühl-
tes Wasser mit den Anomalien bei „normalen“ Temperaturen zusam-
menhängen. Hier kommt das Konzept der Widom-Line12 zum Tra-
gen: Wenn es einen Phasenübergang mit einem kritischen Punkt gibt,
so sind Antwortfunktionen (wie z. B. cp(T)) entlang des Phasenüber-
gangs unstetig. Am kritischen Punkt diviergieren sie und jenseits des
kritischen Punktes beobachtet man weiterhin Extrema. Eine mögliche
Ursache des starken Anwachsens der Antwortfunktionen zu tiefen
Temperaturen liegt somit darin, dass sie sich der Widom Line eines
bei tieferen Temperaturen liegenden Phasenübergangs annähern. In-
sofern ist es nicht nur für das Verständnis von unterkühltem Wasser,
sondern auch der allgegenwärtigen Anomalien bei normalen Bedin-
gungen von großer Wichtigkeit, die Prinizipien hinter den besonde-
ren Eigenschaften von Wasser näher zu verstehen. Hierzu wird im
folgenden Abschnitt der aktuelle Stand der Forschung beschrieben.
2.2 stand der forschung
Die Untersuchung von unterkühltem Wasser wird in Experimenten,
Simulationen und mit theoretischen Ansätzen vorangetrieben, wie
9 Dies ergibt sich durch die Clausius-Clapeyron-Gleichung, nach der für die Phasen-
grenzlinie dp/dT = ∆S/∆V gilt, mit Druck p, Temperatur T , Entropie S und Volumen
V . ∆S und ∆V bezeichnen die Entropie- bzw. Volumendifferenz der beiden angren-
zenden Phasen. Die Flüssigkeit LDL wird als Flüssigkeit mit kleinerer Entropie und
niedrigerer Dichte (größerem Volumen) als HDL postuliert.
10 Ein Beispiel für einen energiegetriebenen Phasenübergang wäre der Übergang von
einer Flüssigkeit zum Kristall, bei dem eine günstige Energie den Verlust an Entropie
ausgleicht. Ein entropiegetriebener Phasenübergang liegt hingegen vor, wenn die
Entropie zweier Strukturen gleich groß wird, z. B. bei Flüssigkristallen [29].
11 LDA- und HDA-Eis steht hier für low-density und high-density amorphous ice, also
niederdichtes und hochdichtes amorphes Eis. Zudem gibt es eine weitere amorphe
Eisphase VHDA-Eis (very-high-density amorphous ice, also sehr hochdichtes amor-
phes Eis) [30].
12 Die Widom-Line, benannt nach B. Widom (siehe z. B. [32]), ist die gedachte Verlän-
gerung der Phasenübergangslinie in der p-T -Ebene, entlang der eine thermodyna-
mische Antwortfunktion ein Extremum hat (vgl. Abschnitt 3.3. in der Referenz [33]).
Als Antwortfunktion wird hier oft die isobare Wärmekapazität genommen [34].
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Abbildung 2.3: Vermutetes Phasendiagramm nach dem LLCP-Szenario. Die
Graphik ist Quelle [31] entnommen. Man beachte, dass im
Vergleich zu allen anderen Phasendiagrammen in dieser Ar-
beit die T - und p-Achse vertauscht sind.
in diesem Abschnitt dargelegt wird. Als allgemeine aktuelle Litera-
tur zu diesem Thema kann das Buch „Liquid Polymorphism“ das
von H.E. Stanley editiert wurde, genannt werden [35]. Im Folgenden
wird detaillierter auf die verschiedenen Themenschwerpunkte einge-
gangen.
2.2.1 Experimente
In Experimenten wurde schon auf vielen Wegen nach Hinweisen auf
einen Phasenübergang im unterkühlten Bereich gesucht. Im Jahr 2000
wurde von Soper und Ricci mit Neutronenbeugung bei einer Variati-
on des Drucks ein Übergang zwischen zwei Formen einer Flüssigkeit
festgestellt [36]. Ein Hinweis auf einen Flüssig-Flüssig-Übergang mit
kritischem Punkt in D2O wurde 2000 von Mishima durch Messung
von Schmelzkurven gefunden [37]. Hinweise auf zwei flüssige Pha-
sen in unterkühltem Wasser wurden auch 2009 von Banerjee et al.
mit Elektronenspinresonanz beobachtet [38]. In einem Review von
Nilsson und Pettersson aus dem Jahr 2011 wurde die Hypothese ei-
nes HDL-LDL-Übergangs mit Röntgen-Absorptions- und -Emissions-
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spektroskopie sowie Röntgenkleinwinkelstreuung und Simulationen
untersucht [39]. Die Autoren kamen zu dem Schluss, dass man flüs-
siges Wasser als HDL mit Fluktuationen ins LDL beschreiben kann.
Sie betonten jedoch, dass immer noch nicht eindeutig durch Experi-
mente geklärt sei, ob das LLCP-Szenario die richtige Erklärung ist.
Dies trifft trotz immer neuer Erkenntnisse auch im Jahr 2013 noch zu,
wie in verschiedenen aktuellen Publikationen angemerkt wird (siehe
z. B. [40]).
Unterkühltes Wasser ist, wie oben erklärt, in einem metastabilen
Zustand und kristallisiert mit tieferen Temperaturen bei immer gerin-
geren äußeren Einflüssen. Deshalb wird es mit abnehmender Tempe-
ratur immer schwieriger, dieses System direkt zu untersuchen. Unter-
halb der homogenen Nukleationstemperatur ist eine Untersuchung
gar nicht mehr möglich. Daher werden oft modifizierte Systeme un-
tersucht, in der Hoffnung, daraus Rückschlüsse auf das ursprüng-
liche System von Interesse (sogenanntes Bulk-Wasser, siehe Fußnote
13) zu ziehen. So werden beispielsweise Lösungen von Salz in Wasser,
Wasser in Confinement13 oder sogar ganz andere Systeme untersucht.
Die Motivation zur Untersuchung von Salzwasser (Lösungen) und
Wasser in Confinement besteht darin, dass diese Systeme einen nied-
rigeren Schmelzpunkt aufweisen als normales (Bulk) Wasser14, wes-
halb hiermit tiefere Temperaturen untersucht werden können. Für
Salzwasser unter hohem Druck hat man beispielsweise beobachtet,
dass eine Phasenseparation in LDA und hochkonzentriertes Salz-HDA
auftritt, während es kein salziges LDA gibt [42]. Als Hinweis für
einen Flüssig-Flüssig-Phasenübergang von Wasser in Confinement
kann die Arbeit von Zhang et al. [43] angeführt werden, in der D2O
in nanoporösem Silica mit Neutronenstreuung untersucht wurde und
ein Hystereseverhalten in der Dichte gefunden wurde. Allerdings
wird auch in dieser Arbeit betont, dass es sich um keinen Beweis
der LLCP-Hypothese handelt.
Auch für andere Materialien wurde ein Hinweis auf einen Flüssig-
Flüssig-Übergang gefunden, beispielsweise in flüssigem Silizium [44],
Phosphor [45] und in Kohlenstoff [46]. Insgesamt gibt es somit ver-
schiedene Untersuchungen, die das LLCP-Szenario unterstützen, aber
aufgrund der beschränkten Möglichkeiten keinen endgültigen Beweis.
13 Confinement bezeichnet die räumliche Einschränkung auf wenige Nanometer, wie
sie z. B. in Nanoporen auftreten kann. Die Bezeichnung Bulk-Wasser (großvolumi-
ges Wasser) wird oft im Gegensatz zu Wasser in Confinement benutzt. Neben den
erhofften Rückschlüssen auf reines Wasser ist die Untersuchung von Wasser in Con-
finement auch von biologischer Relevanz, da in Organismen oft Wasser auf engem
Raum zwischen Biomolekülen eingesperrt ist.
14 Die Erniedrigung des Schmelzpunktes von Wasser durch Zugabe von Salz wird
beispielsweise im Winter beim Streuen von Salz bei Glatteis ausgenutzt. Die Ver-
schiebung der Schmelztemperatur durch Confinement ist unter dem Namen „Gibbs-
Thompson-Effekt“ bekannt. Eine ausführlichere Diskussion des Einflusses von Con-
finement auf Schmelzen und Gefrieren findet z. B. im Artikel [41] statt.
12 stand der forschung und theoretische grundlagen
2.2.2 Simulationen molekularer Modelle
Da metastabiles, unterkühltes Wasser experimentell schwer (oder gar
nicht) zugänglich ist, werden häufig Simulationen als Hilfsmittel he-
rangezogen, die im Zuge der anwachsenden Computerleistung eine
vielversprechende Entwicklung gezeigt haben. Eine herausragende
Stellung nehmen dabei (klassische) Molekulardynamik-(MD-)Simula-
tionen15 ein, da in diesen Rechnungen detaillierte mikroskopische In-
formationen über das Verhalten der Teilchen vorliegen. Im Vergleich
zu genaueren quantenmechanischen Rechnungen können gleichzei-
tig deutlich größere Systeme über signifikant längere Zeitdauern si-
muliert werden.
Mit MD-Simulationen wurden bereits zahlreiche Hinweise auf einen
HDL-LDL-Übergang in Wasser gefunden, weshalb hier nur exempla-
risch einige Ergebnisse genannt werden. Beispielsweise wurde bei Si-
mulationen des ST2-Modells [47] ein Umschalten des gesamten Sys-
tems zwischen zwei verschiedenen Zuständen beobachtet [48], bei
dem die Dichte ρ(t) in der zeitlichen Entwicklung zwischen zwei
Werten springt. Diese beiden Zustände wurden als HDL und LDL
interpretiert. Auch in Simulationen eines auf quantenmechanischen
Rechnungen beruhenden Modells wurden zwei verschiedene flüssi-
ge Phasen gefunden [40]. Allerdings ist das Auftreten des HDL-LDL-
Übergangs und eines zweiten kritischen Punkts in Simulationen durch-
aus noch umstritten: Während Limmer und Chandler für verschiede-
ne Modelle16 keinen kritischen Punkt finden [12, 52], gibt es andere
Autoren, die für die gleichen Modelle einen kritischen Punkt beob-
achten [11, 28, 49, 50, 51].
Auch für andere Systeme als Wasser wurde mit Simulationen be-
reits ein Flüssig-Flüssig-Übergang gefunden. So wurde mit Simula-
tionen ein Flüssig-Flüssig-Übergang und ein kritischer Punkt in Sili-
zium gefunden [53]. Auch für flüssigen Kohlenstoff wurden in Simu-
lationen zwei flüssige Phasen gefunden [54]. Diese Untersuchungen
werden als Unterstützung der LLCP-Hypothese gewertet, weil sie zei-
gen, dass dieses Szenario auch bei anderen Substanzen auftritt.
Trotz dieser Erfolge bei der Untersuchung von unterkühltem Was-
ser unterliegen MD-Simulationen jedoch einigen Beschränkungen. So
15 Molekulardynamik-Simulationen oder kurz MD-Simulationen bezeichnen klassi-
sche Simulationen, bei denen Atome als Punktteilchen modelliert werden, die über
klassische Wechselwirkungen miteinander interagieren. Das Molekül H2O kann z. B.
durch drei (oder mehr) Wechselwirkungszentren beschrieben werden. Als Wech-
selwirkung wird zumeist die Coulomb-Wechselwirkung sowie ein Lennard-Jones-
Potential angesetzt. Die Bewegung der Teilchen wird dann simuliert, indem klassi-
sche Bewegungsgleichungen numerisch integriert werden.
16 Da hier nicht genauer auf die verschiedenen Modelle eingegangen werden soll, sei
nur kurz erwähnt, dass Limmer und Chandler das mW-Modell, mST2-Modell, ST2-
Modell und TIP4P/2005 untersuchen, während es entgegengesetzte Ergebnisse für
das ST2-Modell [11, 49, 50] oder das TIP4P/2005-Modell [28, 51] gibt.
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sind Simulationen stets auf Systeme mit relativ wenigen Teilchen (ca.
10000Teilchen) und auf kurze Zeiten (ca. 1ns bis 1µs) beschränkt.
Wenn man bedenkt, dass echte Systeme aus rund 1023 Teilchen beste-
hen, ist dies ein sehr kleiner Ausschnitt17.
Gerade im unterkühlten Bereich treten zudem lange Relaxations-
zeiten und größere Korrelationslängen auf, die nicht immer abge-
bildet werden können18. Zudem ist es problematisch, dass in MD-
Simulationen üblicherweise nur Paarwechselwirkungen berücksich-
tigt werden und keine Mehrkörpereffekte. Es gibt aber deutliche Hin-
weise darauf, dass es bei Wassermolekülen einen starken koopera-
tiven Effekt gibt, der nur durch Mehrteilchenwechselwirkungen be-
schrieben werden kann19. Um diese kooperativen Effekte zu berück-
sichtigen, werden beispielsweise polarisierbare Wassermodelle unter-
sucht, die jedoch wieder den Nachteil einer deutlich erhöhten Simu-
lationsdauer mit sich bringen.
Insgesamt sind MD-Simulationen zu zeitintensiv um beispielswei-
se den gesamten Zustandsraum in der p-T -Ebene mit einem engen
Raster abzutasten. Da diese Simulationen bereits eine Abstraktion
von echtem Wasser darstellen, stellt sich nun die Frage, ob man diese
Abstraktion nicht noch weiter führen und noch einfachere, allgemei-
nere Modelle untersuchen kann, die dafür in einem größeren Bereich
untersucht werden können.
2.2.3 Abstrakte Modelle
Eine Möglichkeit der Abstraktion bestünde darin, ein Wassermolekül
als ein Teilchen mit vier gleichberechtigten Armen zu modellieren
und zwei Wassermoleküle über beliebige Arme miteinander wechsel-
wirken zu lassen (statt Akzeptoren und Donatoren zu unterscheiden),
dies bringt jedoch in einer Simulation kaum Einsparungen in der Re-
chendauer.
Die nächstliegende, effektivere Vereinfachung besteht darin, statt
eines komplizierten gewinkelten Moleküls sphärisch symmetrische
Teilchen zu modellieren und die spezifischen Wassereigenschaften
17 Hierbei ist anzumerken, dass durch die Wahl periodischer Randbedingungen zumin-
dest Randeffekte ausgeschlossen werden können.
18 Eine Diskussion zu MD-Simulationen von unterkühlten atomaren Flüssigkeiten fin-
det sich in [55], wo betont wird, dass die Studien mit abnehmender Temperatur
unzuverlässiger werden.
19 Beispielsweise wurde mit Ab-initio-Rechnungen (d.h. mit quantenmechanischen
Rechnungen ohne Anpassung an empirische Daten) gezeigt, dass in einer Kette von
sieben Wassermolekülen, die über Wasserstoffbrückenbindungen verbunden sind,
das mittlere Molekül stärkere Bindungen als die am Rand gelegenen Moleküle hat
[56]. In anderen Arbeiten wurde mit einem Ab-initio-Potential gezeigt, dass Dreikör-
pereffekte knapp 15% der internen Energie von Wasser ausmachen können [57, 58].
Hier ist anzumerken, dass derartige Effekte auch in MD-Simulationen nachgeahmt
und berücksichtigt werden können. Dazu muss jedoch über die einfachen Paarwech-
selwirkungen hinausgegangen werden.
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durch eine geeignete Wahl des Wechselwirkungspotentials zu erzeu-
gen. Tatsächlich reicht ein sphärisch symmetrisches Soft-Core-Poten-
tial20 aus, um viele charakteristische Eigenschaften von Wasser zu
erhalten. Ein Beispiel für eine Untersuchung, in der gleich eine gan-
ze Klasse von derartigen Potentialen untersucht wurde, findet sich
in [59]. Dort wird auch die verblüffende Übereinstimmung mit Was-
ser diskutiert, die mit derartigen Modellen trotz ihrer Einfachheit er-
zielt werden kann. Die Eigenschaften eines Soft-Core-Paarpotentials,
die notwendig sind um die Anomalien von Wasser zu erhalten, wer-
den in [60] weiter diskutiert.
Eine weitere Abstraktion stellt das Jagla-Modell dar, bei dem der
Soft-Core durch eine lineare Rampe modelliert wird [61]. Dieses Mo-
dell wurde wegen seiner Einfachheit schon oft untersucht und auch
als Unterstützung der LLCP-Hypothese herangezogen. So wurde bei-
spielsweise ein Phasenübergang mit einem kritischen Punkt der 3D-
Ising-Klasse für dieses Modell gefunden [62]. Ein Nachteil dieses Mo-
dells ist allerdings, dass bei der numerischen Untersuchung keine
Ableitungen des Potentials gebildet werden können, da dieses nur
stückweise stetig differenzierbar ist und Knicke aufweist. Eine Modifi-
kation, die das Potential wieder für MD-Simulationen geeignet macht,
ist das Fermi-Jagla-Potential, das verschiedene Anomalien und einen
Flüssig-Flüssig-Übergang zeigt [63, 64].
Ebenfalls in diese Kategorie sphärisch symmetrischer Modelle fällt
die Klasse der Repulsive-Shoulder-Potentiale21, die schon in den Sieb-
zigern für Wasser eingeführt wurden [65] und bis heute in Bezug auf
Phasenverhalten und Anomalien untersucht werden [66, 67, 68]. Die-
ser Typ von Modellen wird oft in drei Dimensionen, aber auch in
zweidimensionaler Form untersucht [69]. Einen Vergleich über ver-
schiedene Modelle findet man in einem Artikel von Buldyrev et al.
[70], dort werden verschiedene Potentiale (z. B. das Jagla-Potential
oder ein Rampenpotential) mit Monte-Carlo-22 und MD-Simulationen
verglichen und es gibt einen Überblick, welches Modell welche Ei-
genschaften zeigt (beispielsweise den Flüssig-Flüssig-Übergang, ein
Dichtemaximum etc.).
Obwohl diese Modelle interessante Ergebnisse zeigen und insbe-
sondere der Sondierung dienen, welche Eigenschaften ohne eine Te-
traederstruktur erreicht werden können, ist ihre Untersuchung noch
vergleichsweise kompliziert. Insbesondere sind stets Simulationen nö-
20 Mit Soft-Core (weicher Kern) ist gemeint, dass das Potential nicht abrupt abstoßend
wirkt, sondern in einem gewissen Abstand eine Stufe oder eine andere Modulation
aufweist.
21 Zu deutsch etwa „Abstoßende-Schulter-Potentiale“, diese Potentiale sind ein Spezi-
alfall der Soft-Core-Potentiale, bei denen die Abstoßung durch eine Stufe modelliert
ist.
22 Bei Monte-Carlo-Simulationen (MC-Simulationen) wird der Zustandsraum mit sto-
chastischen Methoden abgetastet.
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tig, um die Gleichgewichtseigenschaften der modellierten Systeme zu
erhalten. Insofern liegt es nahe, zu noch abstrakteren Modellen zu ge-
hen, die einfachere und umfassendere Analysen erlauben.
Ein sehr erfolgreiches Modell wurde 1996 von Sastry [14] vorge-
schlagen und 2002 von Franzese und Stanley [71] derart modifiziert,
dass es einen Flüssig-Flüssig-Übergang und einen kritischen Punkt
aufweist. Es handelt sich um ein Zellenmodell, bei dem Moleküle
in benachbarten Zellen über eine allgemeine Anziehung und über
„Wasserstoffbrückenbindungen“ miteinander wechselwirken. In einer
Mean-Field-Näherung23 können die thermodynamischen Eigenschaf-
ten des Modells durch eine einfache Minimierung des thermodynami-
schen Potentials nach zwei Variablen erhalten werden. Dieses Modell
wird in Abschnitt 4.1.1 ausführlicher beschrieben und in den Kapiteln
4 und 6 diskutiert. Es ist eines der Modelle, auf denen diese Arbeit
aufbaut.
Ein weiteres Modell, das in diese Klasse einfacher Modelle fällt,
ist das zweidimensionale Mercedes-Benz-Modell [72]. Für dieses Mo-
dell wurde in verschiedenen Arbeiten bereits nachgewiesen, dass es
einige relevante Eigenschaften von Wasser gut modellieren kann (bei-
spielsweise die Temperaturabhängigkeit verschiedener Größen wie
der Dichte oder der Wärmekapazität, siehe z. B. [73]). Tatsächlich
konnten Truskett und Dill zeigen, dass sogar ein Mean-Field-Ansatz
für dieses Modell, der zu einer analytisch lösbaren Zustandssumme
führt, noch eine sehr gute Übereinstimmung mit echtem Wasser lie-
fert [74, 75, 76]. Dieses Modell wird in Abschnitt 4.1.2 genauer erklärt
und in Kapitel 4 diskutiert.
Im Bereich einfacher Modelle wurden sogar eindimensionale Mo-
delle herangezogen, um die Anomalien und das Phasenverhalten von
Wasser zu untersuchen. Ben-Naim stellte 2008 wohl das einfachs-
te Modell auf, für das eine analytische Zustandssumme aufgestellt
werden kann und das die Anomalien von Wasser reproduziert, so-
wie einen HDL-LDL-Crossover aufweist [18]. Die Wechselwirkung
benachbarter Teilchen wird dabei über ein Stufenpotential modelliert
und es wird keine Interaktion mit größerer Reichweite zugelassen.
Auf dieses Modell wird näher im folgenden Kapitel 3 eingegangen,
in dem eine Erweiterung des Modells vorgeschlagen wird. Das er-
weiterte Modell wird in Kapitel 4 mit den beiden zuvor genannten
Modellen verglichen.
In den folgenden Kapiteln wird aufbauend auf den genannten drei
Modellen diskutiert, wie einfach ein abstraktes Wassermodell sein
kann, welche Eigenschaften die verschiedenen Wassermodelle gemein-
sam haben und was die wesentlichen Bestandteile eines einfachen
23 Mit dem Ausdruck Mean-Field (zu deutsch auch Molekularfeld) ist eine Betrachtung
gemeint, bei der das System als homogen angenommen wird und jedes Teilchen nur
einen gemittelten Effekt der anderen Teilchen spürt.
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Wassermodells sind. Zudem wird auf das bisher mehrfach untersuch-
te Zellenmodell [14, 71] näher eingegangen und es wird gezeigt, dass
für dieses Modell in einer anderen Formulierung neue Resultate er-
halten werden.
Während diese drei Modelle im Fokus dieser Arbeit stehen, soll
nicht verschwiegen werden, dass es zahlreiche weitere Modelle gibt,
die in die Kategorie einfacher Wassermodelle fallen24. Da aber mit
den genannten Modellen bereits ein breites Spektrum an Modellty-
pen25 abgedeckt wird und sie eine ausreichende Verbreitung in der
Forschungsgemeinde haben, kann die Auswahl und Beschränkung
auf diese Modelle gut begründet werden.
2.3 theoretische grundlagen
Der Fokus liegt in dieser Arbeit auf einfachen Modellen für Wasser,
die in Hinblick auf ihr Phasenverhalten und ihre Anomalien unter-
sucht werden. Daher werden im Folgenden kurz die Konzepte der
Gibbs-Energie und der relevanten thermodynamischen Größen erläu-
tert, die in den nachfolgenden Kapitel wiederholt gebraucht werden.
2.3.1 Gibbs-Energie
Die Gibbs-Energie G(T ,p,N) ist das fundamentale thermodynami-
sche Potential im TpN-Ensemble, also dem Ensemble, bei dem die
Temperatur T , der Druck p und die Teilchenzahl N festgehalten wer-
den. In der vorliegenden Arbeit wird fast immer26 G(T ,p,N) als Po-
tential verwendet, um die gesuchten thermodynamischen Größen zu
bestimmen. Es kann durch folgende Zugänge gewonnen werden:
1. Wenn für ein System von Teilchen die Hamilton-Funktion
H({xi,pi}) bekannt ist, die von den Orten {xi} und Impulsen
{pi} der Teilchen abhängt, so kann zunächst die Zustandssum-
me des kanonischen Ensembles (mit den Variablen T ,V ,N) über
das Integral
ZF(T ,V ,N) =
1
N!hδN
∫
V
∏
i
dxi
∫∞
−∞
∏
i
dpie−βH({xi,pi})
24 Eine vollständige Liste vereinfachter Wassermodelle anzugeben, ist kaum möglich.
Eine gute Darstellung verschiedener einfacher Modelle findet sich beispielsweise
in [7].
25 Da die Modelle in den genannten Abschnitten genauer erklärt werden, soll hier
nur kurz vorweggegriffen werden, dass die drei Modelle beispielsweise im Ort kon-
tinuierliche und diskrete Modelle umfassen und verschiedene Dimensionen sowie
explizite und effektive Wechselwirkungen abdecken.
26 Es wird gelegentlich auch die Freie Energie F(T ,V ,N) verwendet, an den Stellen
wird dies aber gesondert kommentiert.
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bestimmt werden27. Wenn H({xi,pi}) = T({pi}) + U({xi}) gilt
und der Beitrag der Impulse nur durch die kinetische Energie
T({pi}) =
∑
i
p2i
2m kommt, kann das Integral über die Impulse
auch direkt ausgeführt werden und es ergibt sich
ZF(T ,V ,N) =
1
N!λδN
∫
V
dx1 . . .dxδNe−βU({xi})
mit der thermischen Wellenlänge λ = h/
√
2pimkBT . Hieraus
folgt die Gibbs-Zustandssumme ZG durch
ZG(T ,p,N) =
1
V0
∫∞
0
dVZF(T ,V ,N)e−βpV ,
wobei V0 ein beliebiges Volumen ist. Aus dieser Zustandssum-
me kann dann die Gibbs-Energie berechnet werden durch
G(T ,p,N) = − logZG(T ,p,N) .
2. Wenn das Volumen V als Funktion der Orte {xi} geschrieben
werden kann28, so kann die Zustandssumme ZG direkt über
das Integral
ZG(T ,p,N) =
1
N!λδN
∫∞
−∞ dx1 . . .dxδNe−β[U({xi})+pV({xi})]
bestimmt werden. Hieraus folgt dann wie zuvor die Gibbs-Ener-
gie
G(T ,p,N) = − logZG(T ,p,N) .
Dieser Zugang wird zum Beispiel beim eindimensionalen Mo-
dell in Abschnitt 3.1 gewählt.
3. Sind statt kontinuierlicher Funktionen U({xi}) und V({xi}) hin-
gegen diskrete Zustände mit Werten für Ui und Vi bekannt,
kann die zugehörige Zustandssumme ZG(T ,p,N) berechnet wer-
den mit
ZG(T ,p,N) =
∑
i
Ω(Ui,Vi)e−β(Ui+pVi) ,
wobei Ω(Ui,Vi) die Anzahl mikroskopischer Zustände angibt,
die zu einer Energie Ui und einem Volumen Vi gehören, und
die Summe über alle möglichen Kombinationen von Ui und Vi
27 Gemeint ist mit dieser Schreibweise, dass alle δN Koordinaten jeweils über das ganze
zugängliche Volumen V (bzw. den zur Koordinate zugehörigen Anteil davon) und
alle Impulse jeweils von −∞ bis∞ integriert werden. Dabei ist δ die Dimension des
Systems. Die Variable β steht in dieser Arbeit, wie allgemein üblich, für β = 1/(kBT)
mit der Boltzmann-Konstanten kB.
28 Diese Bedingung erscheint ungewöhnlich, findet aber beim eindimensionalen Mo-
dell in Kapitel 3 Anwendung.
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geht29. Die Zustandssumme kann auch umgeschrieben werden
zu
ZG(T ,p,N) =
∑
i
e−β(Ui−TSi+pVi)
=
∑
i
e−βGi ,
wobei Si die Multiplizität des Zustands i beinhaltet über den
Zusammenhang S = kB logΩ. Gi kann dann als Gibbs-Energie
des Zustands i (mit bestimmten Werten der Energie Ui, der
Entropie Si und des Volumens Vi) bezeichnet werden. Dieser
Zugang wird zum Beispiel beim 3S3W-Modell in Abschnitt 4.1.2
gewählt.
4. Durch den Ansatz G = U− TS+ pV kann ebenfalls die Gibbs-
Energie bestimmt werden, wenn die Energie U, die Entropie
S und das Volumen V bekannt sind. Oft hängen in dem Fall
diese drei Größen noch von einem oder mehreren Parametern
ab, nach denen die Gibbs-Energie minimiert werden muss. Die-
ser Zugang wird zum Beispiel bei der Mean-Field-Beschreibung
des Zellenmodells verwendet, die in Abschnitt 4.1.1.2 vorge-
stellt wird.
In der vorliegenden Arbeit wird meist die Gibbs-Energie pro Teilchen,
g = G/N betrachtet. Ebenso gibt es andere korrespondierende, „spe-
zifische“ Größen ui, si und vi (spezifische Energie, Entropie und spe-
zifisches Volumen), die alle pro Teilchen zu verstehen sind. Deshalb
wird auch oft die Abhängigkeit von N weggelassen und die Notation
g(T ,p) verwendet.
Aus der Gibbs-Energie ergibt sich die gesamte thermodynamische
Information. So können das Volumen, die Entropie und weitere Grö-
ßen über die partiellen Ableitungen30 bestimmt werden, wie z. B.
s(T ,p) =
∂g
∂T
,
v(T ,p) =
∂g
∂p
, (2.1)
κT (T ,p) = −
1
v
∂v
∂p
= −
1
v
∂2g
∂p2
,
cp(T ,p) = −T
∂s
∂T
= T
∂2g
∂T2
.
29 Je nach Definition der Zustände und deren Besetzung kann ein Faktor 1/N! nötig
sein oder nicht.
30 In dieser Arbeit hängen die behandelten Funktionen fast immer von der Tem-
peratur T und dem Druck p ab. Mit der Schreibweise ∂g/∂x ist dann stets ge-
meint, dass die jeweils andere Variable konstant gehalten wird, also beispielsweise
∂g/∂T ≡ ∂g/∂T |p.
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Durch die Auswertung dieser Größen kann das Phasenverhalten er-
fasst werden, da ein Phasenübergang erster Ordnung mit einem Knick
in g (und einem Sprung in den ersten Ableitungen von g) einher-
geht. Ein kontinuierlicher Phasenübergang, wie er an einem kriti-
schen Punkt auftritt, schlägt sich ebenfalls in den Ableitungen von
g nieder, da in diesem Fall die ersten Ableitungen stetig sind, aber
die zweiten Ableitungen (wie z. B. κT ) eine Unstetigkeit aufweisen.
Das Auftreten von Anomalien kann ebenfalls aus der Analyse von
g und den partiellen Ableitungen erhalten werden, wie im nächsten
Abschnitt erläutert wird.
2.3.2 Thermodynamische Eigenschaften der Anomalien
Die Dichteanomalie des Wassers besteht in einem Anwachsen der
Dichte bis zu einem Maximum, das bei Atmosphärendruck bei ca.
4 °C liegt. Das Maximum der Dichte kann auch als Minimum des
(spezifischen) Volumens in Abhängigkeit von der Temperatur v(T)
(bei konstantem Druck) dargestellt werden. Da das Volumen aus der
Gibbs-Energie erhalten werden kann über v = ∂g/∂p, kann dies somit
als Anomalie der Gibbs-Energie aufgefasst werden. Hier wird grund-
sätzlich der Bereich, in dem v(T) eine negative Steigung hat (also das
Volumen mit steigender Temperatur abnimmt) als anomal betrachtet.
Äquivalent dazu ist es, den thermischen Ausdehnungskoeffizienten
αp =
1
v
∂v
∂T
∣∣∣∣
p
(2.2)
zu untersuchen. Wenn dieser negativ ist, nimmt das Volumen mit
steigender Temperatur ab, was eine Signatur der Anomalie ist.
Analog können für mehrere Anomalien äquivalente Beschreibun-
gen durch die Gibbs-Energie formuliert werden, wie zum Beispiel
v(T) =
∂g
∂p
nimmt ab bzw. hat ein Minimum, (2.3)
κT (T) = −
1
v
∂2g
∂p2
nimmt ab bzw. hat ein Minimum, (2.4)
cp(T) = T
∂2g
∂T2
nimmt ab bzw. hat ein Minimum. (2.5)
In Bezug auf die Bereiche, in denen die Funktionen eine anomale
Steigung haben, können hier die Bedingungen
∂v
∂T
=
∂2g
∂T∂p
< 0 , (2.6)
∂κT
∂T
= −
1
v
∂3g
∂T∂p2
< 0 , (2.7)
∂cp
∂T
= T
∂3g
∂T3
< 0 (2.8)
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aufgestellt werden. Diese Ungleichungen werden in den folgenden
Kapiteln überprüft, wenn die Modelle in Hinblick auf Anomalien ana-
lysiert werden.
3
E I N E I N D I M E N S I O N A L E S WA S S E R M O D E L L
In diesem Kapitel soll ein möglichst einfaches Modell aufgestellt wer-
den, das wesentliche Eigenschaften von Wasser reproduziert31. Der
hier verfolgte Ansatz besteht darin, nicht von einer detaillierten Be-
schreibung der Moleküle auszugehen, sondern umgekehrt nach den
minimalen Bestandteilen eines Modells zu fragen, die nötig sind, um
die Eigenschaften von Wasser reproduzieren zu können. Ben-Naim
hat 2008 ein eindimensionales Modell (im Folgenden: Ben-Naim-Mo-
dell oder BN-Modell) vorgestellt, das wichtige Anomalien von Wasser
(wie die Dichteanomalie sowie die Anomalien der isothermen Kom-
pressibilität und der Wärmekapazität, vgl. Abschnitt 2.1.1) aufweist,
und außerdem einen HDL-LDL-Crossover32 zeigt [18]. Da das BN-
Modell bereits ein denkbar einfaches Modell für die genannten Eigen-
schaften darstellt, soll hier (ausgehend von diesem Modell) ein mög-
lichst einfaches erweitertes Modell aufgestellt werden, das ebenfalls
wichtige Anomalien von Wasser reproduzieren kann, und zudem
einen Flüssig-Gas-Übergang sowie einen Flüssig-Flüssig-Übergang be-
inhaltet. In Hinblick auf die Phasenübergänge wird daher als ergän-
zender Bestandteil das einfachste Modell für den Flüssig-Gas-Über-
gang gewählt: das Van-der-Waals-Gas. Auf Basis des neuen Modells
soll anschließend untersucht werden, wie generisch ein zweiter Pha-
senübergang bei tiefen Temperaturen auftritt und inwieweit die Exis-
tenz von Anomalien davon beeinflusst wird.
Vorab ist anzumerken, dass die Ausdrücke „Flüssig-Gas-Übergang“
und „HDL-LDL-Übergang“ angelehnt an echtes Wasser verwendet
werden. Diese Übergänge finden im Rahmen des beschriebenen Mo-
dells zwischen den darin vorkommenden Phasen statt, die durch ei-
ne bestimmte mittlere Dichte und einen typischen Abstand nächster
Nachbarn charakterisiert sind und über diese Eigenschaften als HDL,
LDL oder Gas interpretiert werden können.
3.1 modell
Das Modell, das im Folgenden entwickelt und untersucht wird, setzt
sich aus zwei bekannten Modellen zusammen. Das eindimensionale
Modell mit Nächster-Nachbar-Wechselwirkung, das von Ben-Naim
vorgestellt und diskutiert wurde [18], bildet den Ausgangspunkt. Als
31 Die Ergebnisse dieses Kapitels sind zu großen Teilen in einem Artikel im Journal of
Chemical Physics [77] veröffentlicht.
32 Mit Crossover ist hier eine Veränderung der Eigenschaften gemeint, die stetig ist
(auch in allen Ableitungen), aber einen steilen, markanten Verhaltenswechsel dar-
stellt.
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Erweiterung wird hier eine globale Anziehung eingeführt33, welche
analog zur Anziehung im Van-der-Waals-Gas [78] gewählt ist. Da
Jagla [79] nach Kenntnis der Autorin erstmals eine Anziehung dieser
Art in einem Wassermodell einführte, das sonst nur kurzreichweitige
Wechselwirkungen beinhaltet, wird das kombinierte Modell in dieser
Arbeit BNJ-Modell (Ben-Naim-Jagla-Modell) genannt. Im Folgenden
werden zunächst die beiden Bestandteile einzeln erläutert, bevor das
kombinierte Modell vorgestellt wird.
3.1.1 Das Ben-Naim-Modell - das einfachste Wassermodell mit drei wich-
tigen Anomalien und einem HDL-LDL-Crossover
Das eindimensionale BN-Modell, das als Ausgangspunkt für das BNJ-
Modell dient, wurde ursprünglich von Bell 1969 vorgeschlagen [80].
Später griff Ben-Naim das Wechselwirkungspotential auf und zeig-
te, dass dieses einfache Potential bereits auf ähnliche Eigenschaften
führt, wie sie echtes Wasser aufweist [18]. Weiterhin wurde gezeigt,
dass das BN-Modell auch zur Untersuchung von Wasserlösungen die-
nen kann. Dabei wurde es zur Erklärung der negativen Exzessentro-
pie bei einfachen Lösungen herangezogen [81, 82].
Das Modell beschreibt eindimensionale Teilchen, die sich entlang
einer Linie aufhalten können (vgl. Abbildung 3.1a) und über ein Paar-
potential mit ihren nächsten Nachbarn wechselwirken. Dieses Po-
tential hängt von der Distanz der Mittelpunkte der beiden Teilchen
ri = |xi − xi−1| ab und ist definiert über
U(r) =

∞ für r < σ1
 für σ2 6 r < σ2 + δ
0 sonst .
(3.1)
Die Funktion U(r) ist in Abbildung 3.1b gezeigt, in der auch die Be-
deutung der Parameter σ1, σ2, δ und  veranschaulicht ist. Bei sehr
kurzen Abständen liegt eine Abstoßung vor, die das Eigenvolumen
σ1 der Teilchen modelliert34. In einem Abstand σ2 > σ1 existiert ein
Bereich günstigster Energie der Breite δ, der eine Wasserstoffbrücken-
bindung zwischen den beiden Teilchen beschreibt. Alle anderen Ab-
stände sind energetisch indifferent.
Da das Wechselwirkungspotential als Stufenfunktion beschreibbar
ist, kann für dieses Modell die Zustandssumme im Gibbs-Ensemble
33 Diese Anziehung ist notwendig, um Phasenübergänge zu beobachten.
34 Da die Teilchen eindimensional sind, ist das Volumen gleich dem Durchmesser der
Teilchen.
3.1 modell 23
(a) 1D-Modell. (b) U(r) (BN-Modell). (c) U(v) (Van-der-Waals).
Abbildung 3.1: Die Bausteine des eindimensionalen BNJ-Modells. Im BNJ-
Modell haben Teilchen nur einen Freiheitsgrad - die Posi-
tion auf der Geraden (a). Gezeigt ist außerdem das kurz-
reichweitige Wechselwirkungspotential zwischen nächsten
Nachbarn im BN-Modell (b) und die globale Van-der-Waals-
Anziehung U(v) ∝ −a/v (c).
analytisch berechnet werden, wie im Folgenden dargelegt wird. Die
Hamiltonfunktion und die Zustandssumme sind gegeben durch
HBN =
∑
i
p2i
2m
+ U˜(x1, ..., xN) (3.2)
ZBN(T ,p,N) =
1
N!hN
∫∞
−∞ dx1 . . .dxNdp1 . . .dpNe−β(HBN+pV) ,
wobei die Integration über alle Ortskoordinaten xi und Impulse pi
der Teilchen ausgeführt wird (vgl. Abschnitt 2.3.1) und das Gesamt-
potential U˜ alle Wechselwirkungen umfasst. Aufgrund der Form des
Wechselwirkungspotentials in Gleichung (3.1) lässt sich das Gesamt-
potential als Summe schreiben
U˜(x1, ..., xN) = U(|x1 − x0|) + ...+U(|xN − xN−1|)
=
N∑
i=1
U(ri) ,
wobei x0 ein virtuelles Teilchen beschreibt, das als linker Nachbar
von Teilchen 1 fungiert. Das Volumen, das in der Zustandssumme in
Gleichung (3.2) in der Kombination −βpV auftritt, berechnet sich aus
V(x1, ..., xN) = xN − x0
= (x1 − x0) + (x2 − x1) + ....+ (xN − xN−1)
=
N∑
i=1
ri .
Mit diesen Überlegungen kann jetzt das Integral für ZBN in Glei-
chung (3.2) berechnet werden. Dazu werden die Teilchen geordnet
und es wird eine Koordinatentransformation xi → ri durchgeführt,
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wodurch das Integral wegen ri > 0 nur noch halbseitig ausgeführt
werden muss und ein Faktor N! entsteht
1
N!
∫∞
−∞ . . .
∫∞
−∞ dx1 . . .dxN →
∫∞
0
. . .
∫∞
0
dr1 . . .drN .
Die entstehenden Integrale über die Variablen ri sind alle identisch
und unabhängig voneinander. Somit ergibt sich (mit der thermischen
Wellenlänge λ = h√
2pimkBT
) die Zustandssumme
ZBN(T ,p,N) =
1
N!λN
∫∞
−∞
∏
i
dxie−βU(x1,...,xN)−βpV(x1,...,xN)
(3.3)
=
1
λN
(∫∞
−∞ dr1e−βU(r1)−βpr1
)N
=
1
λN
(
e−βpσ1 + e−βpσ2(e−β − 1)(1− e−βpδ)
βp
)N
.
Die spezifische Gibbs-Energie (pro Teilchen) hat somit (vgl. Abschnitt
2.3.1) die Form
gBN(T ,p) =
1
β
ln
(
βpλ
e−βpσ1 + e−βpσ2(e−β − 1)(1− e−βpδ)
)
.
(3.4)
Aus diesem Ausdruck für g lassen sich, wie in Abschnitt 2.3.1 erläu-
tert, alle anderen thermodynamischen Größen berechnen. In Hinblick
auf das erweiterte Modell sei hier explizit das spezifische Volumen
mit
vBN(T ,p) =
∂gBN
∂p
∣∣∣∣
T
(3.5)
genannt. Dieses (bisher unveränderte) Modell zeigt bereits die Ano-
malien von ρ, κT und cp (vgl. Abschnitt 2.1.1). Interessante Ergebnisse
wurden aber auch für das Phasenverhalten des Modells beobachtet,
da bei tiefen Temperaturen ein Crossover von einem weniger dichten
zu einem hochdichten Material stattfindet. Da es sich um ein eindi-
mensionales Modell mit kurzer Wechselwirkungsreichweite handelt,
können hier allerdings keine echten Phasenübergänge auftreten [83].
Nur bei T = 0 wird der Crossover zu einem Phasenübergang, an
dem alle Teilchen von einem Abstand σ1 zu einem Abstand σ2 wech-
seln. Der Druck, bei dem dieser Übergang stattfindet, kann bestimmt
werden, indem die Gibbs-Energie g = u+ pv für beide Phasen aufge-
stellt und gleichgesetzt wird35. Da das BN-Modell keinen HDL-LDL-
Phasenübergang bei endlicher Temperatur und auch keinen Flüssig-
Gas-Übergang zeigt, liegt es nahe, das Modell geeignet zu erweitern.
35 Bei T = 0 muss am Übergang gelten, dass pσ1 = + pσ2 ist, und somit kann die
Beziehung p = ||/(σ2 − σ1) aufgestellt werden. Hierbei ist zu beachten, dass 
negativ ist.
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3.1.2 Das Van-der-Waals-Gas - das einfachste Modell für einen Flüssig-
Gas-Phasenübergang
Das Fehlen eines Flüssig-Gas-Übergangs im reinen BN-Modell lässt
sich durch die Einbeziehung der Van-der-Waals-Gleichung als kom-
plementärer Baustein „beheben“. Die Van-der-Waals-Gleichung, das
einfachste Modell für den Flüssig-Gas-Übergang, wurde von Johann
Diderik van der Waals im Jahr 1873 in seiner Doktorarbeit entwickelt
[78]. Sie stellt eine Weiterentwicklung des idealen Gasgesetzes dar,
bei der zusätzlich ein Eigenvolumen der Teilchen und eine Anzie-
hung zwischen den Teilchen berücksichtigt wird, die den Druck des
Gases verringert. Es existiert eine Vielzahl an Veröffentlichungen und
Lehrbucheinträgen, die sich mit der Van-der-Waals-Gleichung befas-
sen. Die folgende Beschreibung findet sich beispielsweise in [84].
Die thermische Zustandsgleichung für ein Van-der-Waals-Gas mit
den Variablen Druck p, Temperatur T und spezifisches Volumen v
lautet(
p+
a
v2
)
(v− b) = kBT , (3.6)
wobei der Parameter a die Anziehung (und damit einhergehende
Druckerniedrigung) durch die Moleküle und b das Eigenvolumen ei-
nes Teilchens beschreibt. Eine andere Darstellung besteht in der Frei-
en Energie pro Teilchen (ohne additive Konstanten)
f(T , v) = −kBT log(v− b) −
a
v
, (3.7)
was durch p = −∂f/∂v|T und Umstellen der Gleichung überprüft wer-
den kann. Im Vergleich zur entsprechenden Gleichung für das ideale
Gas wurde in der Freien Energie das Volumen v durch v− b ersetzt
und ein energetischer Beitrag U(v) = −a/v hinzugefügt. Letzterer
ist in Abbildung 3.1c dargestellt, wobei das Eigenvolumen hier, ana-
log zum BN-Modell, mit σ1 bezeichnet wird. Ein Van-der-Waals-Gas
zeigt einen Phasenübergang 1. Ordnung zwischen einer Flüssigkeit
und einem Gas, der in einem kritischen Punkt endet36. Dieser liegt
bei
Tc = 8a/(27kBb) , pc = a/(27b2) und vc = 3b . (3.8)
Wenn a 6= 0 und b 6= 0 ist, kann die Zustandsgleichung auch pa-
rameterunabhängig formuliert werden, indem reduzierte Variablen
v˜ = v/vc , T˜ = T/Tc , p˜ = p/pc eingeführt werden. Mit diesen neu-
en Variablen liegt der kritische Punkt bei v˜ = p˜ = T˜ = 1 und die
Van-der-Waals-Gleichung lautet(
p˜+
3
v˜2
)
(3v˜− 1) = 8T˜ . (3.9)
36 Die Ursache für den Phasenübergang ist in Appendix A ausführlicher beschrieben.
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Abgesehen vom bereits erwähnten Flüssig-Gas-Übergang weist das
Phasendiagramm dieses Modells keine weiteren wasserspezifischen
Eigenschaften (wie Anomalien oder Hinweise auf einen zweiten Pha-
senübergang) auf.
3.1.3 Modell mit globaler Anziehung
In diesem Abschnitt sollen die beiden beschriebenen Modelle kom-
biniert werden. So wird ein eindimensionales Modell aufgestellt, bei
dem die Teilchen über das Potential in Abbildung 3.1b wechselwirken
und zudem eine globale Anziehung analog zum Van-der-Waals-Gas
(vgl. Abbildung 3.1c) existiert, die ein kleines Volumen energetisch
begünstigt.
Die globale Anziehung hat eine Erniedrigung des Druckes zur Fol-
ge, was auf die Ersetzung p→ (p+a/v2) führt37. Für vBNJ und gBNJ
ergibt sich nun aus den Gleichungen (3.5) und (3.4)
v(T ,p) ≡ vBNJ(T ,p) = vBN(T ,p+ a
v2
) (3.10)
g(T ,p) ≡ gBNJ(T ,p) = gBN(T ,p+ a
v2
) −
2a
v
. (3.11)
Die erste Gleichung stellt eine implizite Gleichung für v dar, die nu-
merisch gelöst werden kann38. Als Ergebnis werden bis zu drei39
mögliche Werte für v erhalten, die dann wiederum in die zweite Glei-
chung eingesetzt werden können. Der Wert für v, der g minimiert,
ist das im Gleichgewicht angenommene spezifische Volumen. Die re-
sultierenden Visualisierungen v(T ,p) werden im Folgenden als Volu-
menprofile bezeichnet.
Um die Zahl der Parameter zu reduzieren, können wie beim Van-
der-Waals-Gas reduzierte Variablen eingeführt werden. Hierfür wer-
den wieder die kritischen Werte der Variablen (T ,p, v) aus Gleichung
(3.8) verwendet. Neben den Zustandsvariablen p˜ = p/pc, T˜ = T/Tc
und v˜ = v/vc, die wie oben gewählt werden, existieren weitere redu-
zierte Variablen
σ˜1 = σ1/vc , σ˜2 = σ2/vc , δ˜ = δ/vc , ˜ = /kBTc , g˜ = g/kBTc .
Für  = 0, das reine Van-der-Waals-Gas, liegt der kritische Punkt bei
v˜ = T˜ = p˜ = 1. Längen (bzw. Volumina) werden somit in Einheiten
des kritischen Volumens vc bei  = 0 gemessen. Da die reduzierte
Variable ˜ nun sowohl  als auch a enthält40, misst sie das Verhältnis
37 Die Herleitung dieser Modifikation aus dem Van-der-Waals-Gas ist in Appendix A.1
ausführlicher dargestellt.
38 Die numerische Untersuchung dieses Modells und der Modelle in den folgenden
Kapiteln ist in Appendix B ausführlicher dargestellt.
39 Im Koexistenzbereich zweier Phasen gibt es mehr als eine Lösung.
40 Die kritische Temperatur Tc ist nach Gleichung (3.8) proportional zu a.
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der Potentialtiefe  zur Stärke der globalen Anziehung a, es gilt also
˜ ∝ /a. Der Parameter a kommt nicht mehr separat vor, ebenso-
wenig das Eigenvolumen b. Da die kurzreichweitige Abstoßung bei
b = σ1 liegt, gilt σ˜1 = 1/3 und der Parameter σ˜1 ist nicht mehr frei
wählbar. Das so angepasste Modell hat nun noch die drei freien Para-
meter ˜, σ˜2 und δ˜.
Um die Schreibweise zu vereinfachen wird ab hier und für den Rest
der Arbeit auf die Tilde an den Variablen verzichtet, es gilt also x˜ ≡ x
für die Variablen x = T ,p, v,σ1,σ2, δ, ,g. Nur wenn a = 0 gesetzt
wird und somit das reine BN-Modell untersucht wird, können keine
reduzierten Variablen verwendet werden. In diesem Fall werden die
Parameter nochmals gesondert aufgeführt.
Als weitere Auswertungsgrößen werden die isotherme Kompres-
sibilität und die isobare Wärmekapazität untersucht, die direkt aus
dem spezifischen Volumen v und der Gibbs-Energie g (Gleichungen
(3.10) und (3.11)) gewonnen werden können (vgl. Abschnitt 2.3.1). Zu-
sätzlich wird die Wahrscheinlichkeitsdichte q(r) für einen bestimm-
ten Abstand r zwischen nächsten Nachbarn berechnet. Diese Wahr-
scheinlichkeitsdichte entspricht dem Gewicht in der Zustandssumme
und berechnet sich (in reduzierten Einheiten) aus
q(r) = αe−
U(r)
T e−
3(p+3/v2)
8T r. (3.12)
Hierbei ist α ein Normierungsfaktor, der dafür sorgt, dass für das
Integral
∫∞
0 q(r)dr = 1 gilt.
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Wenn nicht anders angegeben, sind die Parameter so gewählt, dass
das Verhältnis der Längenskalen σ2 und δ mit dem von Ben-Naim
[18] gewählten Verhältnis übereinstimmt. Wegen σ1 = 1/3 gilt also
σ2 = 2/3 und δ = 1/10. Dies soll eine Vergleichbarkeit mit den von
Ben-Naim erzielten Ergebnissen gewährleisten. Der Parameter  (die
Potentialtopftiefe, gemessen relativ zur globalen Anziehung) hinge-
gen wird von 0 bis −10 variiert.
3.2.1 Phasendiagramm
In diesem Abschnitt wird das resultierende Phasendiagramm des Mo-
dells genauer untersucht. Dazu werden zunächst das Volumen und
die Koexistenzbereiche metastabiler Phasen in der p-T -Ebene ausge-
wertet, bevor auf die Abstandsverteilung und die HDL-LDL-Linie ge-
nauer eingegangen wird.
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3.2.1.1 Volumenprofile und Koexistenzbereiche
Als erste fundamentale Größe, die gleichzeitig Hinweise auf Phasen-
übergänge liefern kann, wird das spezifische Volumen in der p-T -
Ebene untersucht.
Der Bereich, in dem mehrere Phasen (zum Teil metastabil) koexis-
tieren, ist ebenfalls von Interesse, um das Phasendiagramm zu er-
stellen und die Größe des Koexistenzbereichs zu erfassen. Deshalb
wird in Regionen, in denen zwei Volumina v1 und v2 koexistieren,
die Größe ∆g = |g(v1) − g(v2)| ausgewertet. In Abbildung 3.2 sind
die Volumenprofile, die Koexistenzregionen (bzw. ∆g) und die Pha-
sendiagramme des Modells für verschiedene Werte des Parameters 
gezeigt. Dabei wird von oben nach unten  = 0,−1,−3,−5,−10,−∞
gewählt41. Die unterste und die oberste Zeile entsprechen zwei Ex-
tremfällen, die im Folgenden zunächst besprochen werden, bevor die
intermediären Fälle diskutiert werden.
Reines BN-Modell
Die unterste Zeile entspricht dem reinen BN-Modell mit σ1 = 1/3,
σ2 = 2/3, δ = 1/10 und  = −5. Hier erkennt man die aus dem
Artikel von Ben-Naim [18] bereits bekannten Ergebnisse: Bei niedri-
gen Drücken und Temperaturen wird wegen g = u − Ts + pv ≈ u
die energetisch günstigste Phase angenommen. Somit ist v ≈ 0.67
und nächste Nachbarn gehen bevorzugt „Wasserstoffbrückenbindun-
gen“ ein. Wird der Druck bei niedriger Temperatur erhöht, so gilt
g = u− Ts+ pv ≈ u+ pv. In diesem Fall kollabiert das System bei ei-
nem bestimmten Druck und das spezifische Volumen erniedrigt sich
zu v ≈ 1/3. Bei T = 0 wird dieser Übergang zu einem Phasenüber-
gang, der bei p = −/(σ2 − σ1) = 15 auftritt42.
Reines Van-der-Waals-Modell
In der obersten Zeile von Abbildung 3.2, in der  = 0 gilt, lassen sich
die bekannten Ergebnisse des reinen Van-der-Waals-Gases wieder fin-
den: Es gibt einen Phasenübergang erster Ordnung zwischen einer
flüssigen und einer gasförmigen Phase, die durch eine hohe bzw.
niedrige Dichte charakterisiert sind. Der Dichteunterschied zwischen
den beiden Phasen wird entlang der Phasengrenzlinie mit wachsen-
der Temperatur bzw. mit wachsendem Druck immer kleiner, bis der
Phasenübergang in einem kritischen Punkt endet. Es gibt allerdings
keinen zweiten (HDL-LDL-)Übergang und das spezifische Volumen
41 In reduzierten Einheiten ist ˜ = /a. Somit entspricht a = 0 einem Wert von ˜ = −∞
oder dem reinen BN-Modell.
42 Dies lässt sich, wie schon in Abschnitt 3.1.1 erwähnt, leicht durch Gleichsetzen der
den beiden Konfigurationen entsprechenden Gibbs-Energien erhalten. Wenn man in
u1 + pv1 = u2 + pv2 die Werte u1 = 0, u2 = −5, v1 = 1/3 und v2 = 2/3 einsetzt,
folgt direkt obiges Ergebnis.
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Abbildung 3.2: Volumenprofile (links), Koexistenzbereiche (Mitte) und Pha-
sendiagramme (rechts) für verschiedene Werte der (relativ
zur globalen Anziehung gemessenen) Energie im Potenti-
altopf  im BNJ-Modell: Von oben nach unten wurde in
verschiedenen Zeilen jeweils  = 0,−1,−3,−5,−10,−∞ ge-
wählt. Das spezifische Volumen (links) ist in Graustufen co-
diert dargestellt, ebenso wie der Absolutwert der Differenz
der Gibbs-Energien ∆g, wobei in Bereichen, in denen nur
eine Phase vorliegt, ∆g = 0 gewählt wurde. Im untersten
Fall ( = −∞) wurde das reine BN-Modell untersucht. Da
hier a = 0 ist, können keine reduzierten Parameter gewählt
werden und p und T werden in anderen Einheiten gemessen
als in den anderen Fällen. Dieses Modell zeigt keinen Pha-
senübergang, weshalb hier die Lage der stärksten Änderung
des Volumens als gestrichelte Linie gezeigt ist.
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wird mit wachsendem Druck kontinuierlich geringer.
BNJ-Modell
Nachdem die beiden ursprünglichen Modelle (und gleichzeitig die
Extremfälle  = −∞ und  = 0) betrachtet wurden, werden nun
die mittleren Abbildungen diskutiert, die zu intermediären Werten
von  gehören. Hier ist erkennbar, dass zwei Phasenübergänge auf-
treten können: Während der Flüssig-Gas-Übergang bereits aus dem
reinen Van-der-Waals-Gas bekannt ist, kann zusätzlich der Crossover
aus dem reinen BN-Modell zu einem echten Phasenübergang werden
(vgl. die mittleren beiden Zeilen in Abbildung 3.2). Hierfür sind aber
bestimmte Voraussetzungen nötig: Wenn  zu klein ist, tritt zwar ei-
ne metastabile Phase mit einem größeren spezifischen Volumen auf,
sie wird aber für keinen Punkt im Zustandsraum zur stabilen Phase.
Der Übergang vom Auftritt der metastabilen Phase zur Bildung ei-
nes echten Phasenübergangs ist in Abbildung 3.3 anhand der Gestalt
der Koexistenzbereiche bei verschiedenen Werten von  gezeigt. Hier
wird  zwischen −1 und −1.75 variiert, dabei ist bei  = −1.25 die me-
tastabile Phase bereits deutlich erkennbar (vgl. Abbildung 3.3c). Bei
 ≈ −1.5 wird die weniger dichte LDL-Phase zum ersten Mal stabil.
Es stellt sich die Frage, warum || oberhalb eines Schwellwertes lie-
gen muss, damit ein HDL-LDL-Phasenübergang bei niedrigen Tem-
peraturen auftreten kann. Dies kann für die Temperatur T = 0 folgen-
dermaßen begründet werden: Die Gibbs-Energie pro Teilchen hat die
Form g = u− Ts+ pv = u+ pv und ist in der HDL- bzw. LDL-Phase
gegeben durch
gHDL = pσ1 − a/σ1
gLDL = + pσ2 − a/σ2.
Da pσ1 < pσ2 und −a/σ1 < −a/σ2 ist, gilt für  = 0 stets die Re-
lation gHDL < gLDL. Damit die Gibbs-Energie der weniger dichten
Phase gLDL kleiner werden kann als gHDL, ist ein hinreichend nega-
tiver Wert von  notwendig.
Mit sinkendem  erkennt man in Abbildung 3.2, dass die Lage der
Phasenübergänge sich verändert. Der Flüssig-Gas-Übergang verschiebt
sich zu höheren Temperaturen, während der HDL-LDL-Übergang zu
höheren Drücken verschoben wird. Bei  = −10 liegt der Phasenüber-
gang bereits außerhalb des betrachteten Gebiets der p-T -Ebene.
3.2.1.2 Abstandsverteilung
Um genauer zu verstehen, wie das System sich in den beiden Phasen
verhält und welche mikroskopischen Eigenschaften es aufweist, wird
in diesem Abschnitt die Gleichgewichtsverteilung der Abstände zwi-
schen benachbarten Teilchen für den Fall  = −3 ausgewertet. Bei die-
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(a)  = −1.00 (b)  = −1.00
(c)  = −1.25 (d)  = −1.25
(e)  = −1.50 (f)  = −1.50
(g)  = −1.75 (h)  = −1.75
Abbildung 3.3: Koexistenzbereiche (linke Spalte) und Anomalieregionen
(rechte Spalte) für das BNJ-Modell bei verschiedenen Werten
von . Es wurde  = −1,−1.25,−1.5,−1.75 von oben nach
unten gewählt, alle anderen Parameter haben ihre Standard-
werte.
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(a) q(r) bei T = 0.05. (b) q(r) bei T = 0.40. (c) q(r) bei T = 0.80.
Abbildung 3.4: Wahrscheinlichkeitsverteilung q(r) für einen Abstand r zwi-
schen zwei benachbarten Teilchen im BNJ-Modell für die Po-
tentialtopftiefe  = −3.0. Gezeigt sind die Verteilungen für
T = 0.05 (a), T = 0.40 (b) und T = 0.80 (c), wobei jeweils zwei
Druckwerte gewählt wurden, die je knapp oberhalb und un-
terhalb des HDL-LDL-Phasenübergangs liegen.
sem Wert sind beide Phasenübergänge (HDL-LDL und Flüssig-Gas)
ausgeprägt vorhanden.
In Abbildung 3.4 ist die Verteilung q(r) (wie in Gleichung (3.12)
angegeben) für verschiedene Drücke und Temperaturen dargestellt,
die zu Zuständen oberhalb und unterhalb des HDL-LDL-Phasenüber-
gangs gehören. Durch den Faktor exp(−C(T ,p)r) in Gleichung (3.12)
gibt es innerhalb der Bereiche konstanten Potentials eine exponentiel-
le Abnahme von q(r). Die Verteilung wird mit wachsender Tempera-
tur (vgl. Abbildung 3.4a bis 3.4c) immer breiter und die Wahrschein-
lichkeiten, einen Abstand innerhalb des Potentialtopfes oder einen
kleineren Abstand zu haben, werden immer ähnlicher.
Abbildung 3.5 stellt den Anteil der Teilchen dar, die zu ihrem Nach-
barn einen bestimmten Abstand haben: In Abbildung 3.5a findet sich
der Anteil der Teilchenpaare mit einem Abstand r ∈ [σ1,σ2], in Ab-
bildung 3.5b der Anteil mit r ∈ [σ2,σ2+ δ] und in Abbildung 3.5c der
Anteil mit einem größeren Abstand. Diese drei Anteile variieren mit
Druck und Temperatur und ergeben in der Summe (also für einen fes-
ten Zustand (T ,p) summiert über alle drei Abbildungen 3.5a bis 3.5c)
stets 1. Es ist erkennbar, dass bei niedrigem Druck und hoher Tem-
peratur nächste Nachbarn einen großen Abstand (wie in einem Gas)
aufweisen, während für niedrigen Druck und tiefe Temperaturen die
Teilchen bevorzugt einen Abstand einnehmen, der dem Potentialtopf
entspricht. Bei hohem Druck und niedrigen Temperaturen wird der
kleinstmögliche Abstand bevorzugt. Diese Tendenzen sind konsistent
mit dem jeweiligen Gewicht der Summanden in der Gibbs-Energie
g = u + pv − Ts. Im folgenden Kapitel wird in Abschnitt 4.2.3 auf
diese Verteilungen nochmals eingegangen.
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(a) WS: r ∈ [σ1,σ2]. (b) WS: r ∈ [σ2,σ2 + δ]. (c) WS: r ∈ [σ2 + δ,∞].
Abbildung 3.5: Wahrscheinlichkeit (WS) qint(r ∈ [r1, r2]) =
∫r2
r1
q(r)dr da-
für, dass im BNJ-Modell (bei gegebenem T und p) benach-
barte Teilchen einen Abstand r ∈ [r1, r2] einnehmen. Die
Bereiche sind gegeben durch r ∈ [σ1,σ2] (a), r ∈ [σ2,σ2 + δ]
(b) und r ∈ [σ2 + δ,∞] (c), wobei  = −3.0 gewählt wurde.
3.2.1.3 Steigung der HDL-LDL-Linie
Schließlich soll in diesem Abschnitt die Steigung der HDL-LDL-Über-
gangslinie diskutiert werden. Da bisher die Parameter proportional
zu denen im Artikel von Ben-Naim [18] gewählt wurden, um eine
direkte Vergleichbarkeit zu gewährleisten, war auch die Steigung der
HDL-LDL-Linie vorgegeben. Allerdings hat das Modell mit diesen
Parametern die Eigenschaft, dass die Phasengrenzlinie des HDL-LDL-
Übergangs eine positive Steigung hat, während für den vermuteten
HDL-LDL-Übergang in echtem Wasser eine negative Steigung vorher-
gesagt wird.
Diese Unstimmigkeit lässt sich beheben, indem die zu den Distan-
zen gehörenden Variablen σ1, σ2 und δ verändert werden. Durch die
Clausius-Clapeyron-Gleichung hängt die Steigung der Phasengrenz-
linie mit der Differenz des spezifischen Volumens v und der spezifi-
schen Entropie s der beiden angrenzenden Phasen zusammen über
dp
dT
=
∆s
∆v
.
Wird die Breite des Potentialtopfes verkleinert, so kann die Entro-
pie des zugehörigen (LDL-)Zustands verändert werden. Je weniger
„Freiheit“ im Potentialtopf vorliegt, desto kleiner ist die Entropie der
energetisch günstigsten Phase und desto kleiner wird die Steigung,
die auch durchaus negative Werte annehmen kann. Ein Beispiel da-
für ist in Abbildung 3.6 gezeigt, in der die Volumenprofile für drei
verschiedene Werte von δ dargestellt sind43.
Es ist bemerkenswert, dass diese einfache Anpassungsmöglichkeit
aus der eindimensionalen Natur des Modells herrührt. In höherdi-
mensionalen Modellen kann die Antikorrelation zwischen Volumen
und Entropie eine schwierig zu implementierende Bedingung an ein
Wassermodell darstellen (vgl. Abschnitt 3.3.2).
43 Hier sei bereits angemerkt, dass in Kapitel 4 ein kleinerer Wert von δ verwendet
wird, um ein realitätsnäheres Modell zu erhalten.
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(a) v(T ,p) für δ = 0.2. (b) v(T ,p) für δ = 0.02. (c) v(T ,p) für δ = 0.002.
Abbildung 3.6: Volumenprofile im BNJ-Modell für verschiedene Werte der
Potentialtopfbreite δ. Die gewählten Werte sind δ = 0.2 (a),
δ = 0.02 (b) und δ = 0.002 (c). In allen drei Fällen gilt
 = −3.0.
3.2.2 Anomalien
Dieser Abschnitt ist drei Anomalien44 gewidmet, für die Wasser be-
kannt ist. Es werden die Anomalien der Dichte, der isothermen Kom-
pressibilität und der isobaren Wärmekapazität (vgl. Abschnitt 2.1.1
und 2.3.2) diskutiert. Ben-Naim hat in seinem Artikel [18] bereits ge-
zeigt, dass die drei erwähnten Anomalien alle im BN-Modell auftre-
ten. In diesem Abschnitt wird nun dargelegt, dass sie auch im (er-
weiterten) BNJ-Modell bei Vorliegen einer globalen Anziehung wei-
terhin beobachtet werden können. Dabei wird wieder als Verhältnis
der Energieskalen  = −3.0 gewählt, da in diesem Fall beide Phasen-
übergänge auftreten.
3.2.2.1 Dichteanomalie
Die Dichteanomalie liegt vor, wenn das spezifische Volumen v(T) als
Funktion der Temperatur einen Abschnitt mit negativer Steigung und
ein lokales Minimum aufweist, bei dem die Dichte maximal ist. Ein
Beispiel für dieses Verhalten im BNJ-Modell ist in Abbildung 3.7a ge-
zeigt, in der Kurvenausschnitte der Funktion v(T) für verschiedene
Druckwerte abgebildet sind. Es ist erkennbar, dass über eine größere
Druckspanne hinweg ein Bereich negativer Steigung beobachtet wer-
den kann und ein Minimum in v(T) auftritt. Mit wachsendem Druck
wird das Volumen insgesamt kleiner, was zu erwarten war.
Für eine globale Untersuchung, in welchem Bereich die Dichtean-
omalie zu beobachten ist, wird der thermische Ausdehnungskoeffizi-
ent αp untersucht (vgl. Abschnitt 2.3.2). Der Bereich in der p-T -Ebene,
in dem αp < 0 auftritt, ist in Abbildung 3.7b gezeigt. Es ist erkennbar,
dass dieser Bereich mit steigendem Druck immer breiter wird. Die
Hochtemperaturgrenze der Region negativer Steigung entspricht ei-
nem lokalen Maximum der Dichte (Minimum des spezifischen Volu-
mens), während die Tieftemperaturgrenze einem lokalen Dichtemini-
mum entspricht. Somit werden im BNJ-Modell sowohl ein Dichtema-
44 Wie bereits in Abschnitt 2.1.1 bemerkt, ist dies keine erschöpfende Diskussion der
Anomalien und die Zahl der Anomalien von Wasser weitaus größer.
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ximum als auch ein Dichteminimum über einen breiten Druckbereich
hinweg beobachtet45.
Interessant ist hier auch der Zusammenhang zwischen der Anoma-
lie und dem Phasendiagramm: In Abbildung 3.3 ist in der rechten
Spalte die Anomalieregion gezeigt, die zum Koexistenzbereich links
in der gleichen Abbildung gehört. Hier ist erkennbar, dass die Dich-
teanomalie bei kleinen Werten von  nicht beobachtet wird. Sie tritt
erstmals auf, wenn ein HDL-LDL-Übergang beobachtet wird.
Die Dichteanomalie ist ausgehend von niedrigem Druck wie folgt
zu verstehen: Bei tiefen T wird die energetisch günstigste Phase an-
genommen, die durch v ≈ σ2 gegeben ist. Bei leicht höheren Tem-
peraturen wird die Abstandsverteilung innerhalb des Potentialtopfes
ein wenig breiter, was zu einer etwas kleineren Dichte (also einem
größeren Volumen) führt (vgl. auch Abbildung 3.4). Mit wachsender
Temperatur nehmen die Teilchen eine noch breitere Verteilung an, wo-
bei immer mehr Teilchenpaare eine Distanz r < σ2 einnehmen. Dies
führt zu einer Abnahme des Volumens. Erst wenn die Temperatur
ausreichend hoch ist, wird es günstiger, eine noch breitere Verteilung
und somit ein größeres Volumen einzunehmen.
Wenn der Druck zu hoch ist, verschwindet die Dichteanomalie, da
dann bereits bei kleinen Temperaturen alle Teilchen einen engen Ab-
stand haben, der durch Temperaturerhöhung nicht weiter abnehmen
kann. Dieses Verhalten ist auch von echtem Wasser bekannt, das un-
ter hohem Druck kein anomales Verhalten mehr zeigt [5].
(a) Beispiele für v(T). (b) Region mit αp(T) < 0.
Abbildung 3.7: Dichteanomalie im BNJ-Modell für  = −3.0. In Abbildung
(a) sind Kurven für v(T) bei verschiedenen Druckwerten
gezeigt. In (b) ist die Region in der p-T -Ebene gezeigt, in
der der thermische Ausdehnungskoeffizient negativ ist, also
αp =
1
v
∂v
∂T |p < 0 gilt.
45 Während das Dichtemaximum eine bekannte Anomalie darstellt, wird auch ein Dich-
teminimum für unterkühltes Wasser vermutet [85, 86].
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3.2.2.2 Anomalien der Kompressibilität und der Wärmekapazität
Die isotherme Kompressibilität κT und die isobare Wärmekapazi-
tät cp, definiert über die Gleichungen (2.1), werden ebenfalls in der
p-T -Ebene betrachtet. Die Ergebnisse sind in Abbildung 3.8 gezeigt.
Es sind Beispiele für die Temperatur- und Druckabhängigkeit der
beiden Größen dargestellt, sowie die Regionen, in denen κT (T) bzw.
cp(T) eine negative Steigung aufweisen.
Zur Interpretation ist folgende Vorüberlegung hilfreich: Für ein ein-
faches System aus harten Kugeln würde man erwarten, dass κT (T) ei-
ne monoton wachsende bzw. konstante Funktion ist, während κT (p)
monoton fallen sollte. Die Wärmekapazität sollte hingegen stets eine
Konstante sein46.
Im hier betrachteten BNJ-Modell hingegen ist für beide Größen in
Abhängigkeit von der Temperatur ein Minimum bei niedrigem Druck
beobachtbar, das für hohen Druck verschwindet (siehe Abbildungen
3.8a und 3.8b). Auch im reinen BN-Modell lassen sich diese Minima
beobachten [18]. Die Singularitäten in den Kurven von κT (T) und
cp(T) für kleine p entsprechen dem Flüssig-Gas-Übergang. Für grö-
ßere Drücke verschieben sich diese Singularitäten zu höheren Tem-
peraturen und werden oberhalb des kritischen Punktes zu Maxima.
Das Maximum für hohen Druck bei T ≈ 0.8, das in beiden Größen
erkennbar ist, entsteht durch die Widom-Line (vgl. Abschnitt 2.1.2)
des HDL-LDL-Übergangs.
Auch in den Kurven κT (p) und cp(p) (siehe Abbildung 3.8c und
3.8d) sind Maxima erkennbar. Diese werden durch den HDL-LDL-
Übergang verursacht, wie man durch den Vergleich mit dem Phasen-
diagramm erkennt. Für die hohe Temperatur T = 1.5 wird zudem
der Flüssig-Gas-Übergang gekreuzt, was zu Singularitäten bei p ≈ 2
führt. Das Maximum von κT (p) beim HDL-LDL-Übergang, das auch
im ursprünglichen Modell beobachtet wurde [18], ist oberhalb des kri-
tischen Punktes immer noch auf der Widom-Line zu sehen. Entlang
des Phasenübergangs zeigt κT wie erwartet einen Sprung. Die Modu-
lation von cp(p) nahe des Crossovers, die im ursprünglichen Modell
beobachtet wurde (vgl. Abbildung 15 im Artikel von Ben-Naim [18]),
ist in diesen Ergebnissen nicht erkennbar. Das Verhalten von cp(p)
zeigt aber insgesamt, wie die anderen Kurven auch, Signaturen von
beiden Phasenübergängen.
Um das Verhalten der Funktionen κT (T) und cp(T) global zu ver-
deutlichen, sind in den Abbildungen 3.8e und 3.8f die Regionen ge-
zeigt, in denen die Steigung dieser Funktionen jeweils negativ ist.
Ähnlich wie bei der Dichteanomalie (Abbildung 3.7b) ist auch hier
46 Diese Erwartungen kann man zum Teil mit dem idealen Gas begründen, bei dem
κT = 1/p und cp = const gilt. Für harte Kugeln ergibt sich für tiefe Temperaturen
eine ansteigende Funktion κT (T) (vgl. [18]).
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(a) Beispiele für κT (T). (b) Beispiele für cp(T).
(c) Beispiele für κT (p). (d) Beispiele für cp(p).
(e) Region mit κ ′T (T) < 0. (f) Region mit c
′
p(T) < 0.
Abbildung 3.8: Anomalien der isothermen Kompressibilität und der isoba-
ren Wärmekapazität im BNJ-Modell. In der linken Spalte ist
die isotherme Kompressibilität κT als Funktion von T (a), als
Funktion von p (c) und die Region, in der κT als Funktion
von T eine negative Steigung hat (e), gezeigt. In der rech-
ten Spalte ist die isobare Wärmekapazität cp als Funktion
von T (b) und als Funktion von p (d) dargestellt, sowie die
Region, in der cp als Funktion von T eine negative Steigung
aufweist (f). Alle Abbildungen wurden mit den Standardpa-
rametern und  = −3.0 erzeugt.
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erkennbar, dass für große Drücke keine Anomalie auftritt. Bei kleine-
ren Drücken liegen drei Bereiche in der p-T -Ebene vor, bei denen eine
negative Steigung beobachtet wird: Einerseits gibt es die Region nahe
des HDL-LDL-Übergangs und der zugehörigen Widom-Line, bei der
die beiden dichten Phasen vorliegen. Zweitens existiert ein Bereich
oberhalb des Flüssig-Gas-Übergangs, in dem die Antwortfunktionen
ebenfalls eine negative Steigung aufweisen. Diese beiden Bereiche wa-
ren zu erwarten, da die Funktionen κT (T) und cp(T) ein Maximum
bei bzw. oberhalb von Phasenübergängen haben und dementspre-
chend nach dem Maximum eine abfallende Flanke erwartet werden
kann. Schließlich beobachtet man eine Region bei kleinen T und klei-
nen p, in der die Teilchen durch den Potentialtopf auf einem größeren
Abstand festgehalten werden. Dies sorgt wie bei der Dichteanomalie
für ein anomales Verhalten (vgl. Abschnitt 3.2.2.1).
Die Anomalien, die im BNJ-Modell gefunden und hier aufgezeigt
wurden, ähneln somit denen von echtem Wasser, auch wenn selbstver-
ständlich nicht alle Details der Anomalien von Wasser reproduziert
werden können. Zwei Aspekte sind hier besonders interessant: Ers-
tens ist die Region der Anomalien, sowohl für die Dichte als auch für
κT (T) und cp(T), auf kleinere Drücke beschränkt. Für hohen Druck
verhält sich das System also normal, genau wie Wasser [5]. Zweitens
sind die Anomalien nicht unabhängig von den Phasenübergängen.
Für das Vorhandensein der Dichteanomalie ist ein Mindestwert von
|| notwendig, ebenso wie für das Auftreten des HDL-LDL-Übergangs
(vgl. Abschnitte 3.2.1.1 und 3.2.2.1). Wenn || jedoch groß genug ist,
dass beide Besonderheiten auftreten, wird die Dichteanomalie auch
noch oberhalb des kritischen Punktes (also für T > Tc) beobachtet
und stellt somit eine Signatur des bei tieferen Temperaturen liegen-
den Phasenübergangs dar. Dieses Ergebnis unterstützt die Hypothe-
se, dass die Anomalien von Wasser auf einen Phasenübergang im
unterkühlten Bereich hinweisen, der aufgrund von spontaner Kristal-
lisation nicht direkt beobachtet werden kann.
3.3 diskussion
Im Folgenden werden die Ergebnisse des Kapitels nochmals zusam-
mengefasst und es werden mögliche Erweiterungen und Verallgemei-
nerungen diskutiert.
3.3.1 Zusammenfassung und Interpretation der Ergebnisse
Es wurde ein eindimensionales Wassermodell vorgestellt, das zwei
Phasenübergänge reproduzieren kann und drei typische Anomalien
von Wasser aufweist. Das vorgestellte BNJ-Modell enthält zwei we-
sentliche Bestandteile:
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1.) Es gibt eine kurzreichweitige Wechselwirkung zwischen nächsten
Nachbarn, die zwei Längenskalen beinhaltet und analog zum BN-
Modell gewählt ist. Diese Wechselwirkung erzeugt eine Antikorrela-
tion von Volumen und Energie, sowie eine Antikorrelation von Volu-
men und Entropie in der Flüssigkeit.
2.) Eine langreichweitige Wechselwirkung bevorzugt energetisch ein
kleineres Gesamtvolumen, analog zur globalen Anziehung im Van-
der-Waals-Gas.
Diese beiden Eigenschaften liegen auch in echtem Wasser vor. Das
kurzreichweitige Potential zwischen benachbarten Wassermolekülen
erlaubt die Ausbildung von Wasserstoffbrückenbindungen, die eine
Antikorrelation zwischen Volumen und Energie sowie Volumen und
Entropie erzeugen47. Zusätzlich gibt es durch Van-der-Waals-Kräfte
eine langreichweitige Anziehung zwischen Molekülen, die ein kleine-
res Volumen bevorzugt.
Im Gegensatz zum reinen BN-Modell, das nur kurzreichweitige
Wechselwirkungen beinhaltet und keine Phasenübergänge zeigt, exis-
tieren im BNJ-Modell zwei Phasenübergänge erster Ordnung, die als
Flüssig-Gas-Übergang und HDL-LDL-Übergang interpretiert werden
können. Als treibender Parameter hierfür wurde das Verhältnis der
kurz- und langreichweitigen Energieskalen identifiziert, also das Ver-
hältnis der Energie des Potentialtopfes zu der Energie der globalen
Anziehung. Nur wenn dieses Verhältnis ausreichend groß ist, kann
ein HDL-LDL-Phasenübergang auftreten.
Das Verhältnis der relevanten Energien in Hinblick auf Wasser wur-
de bereits in anderen Publikationen untersucht. Beispielsweise wurde
die relative Wichtigkeit von Van-der-Waals-Kräften und Wasserstoff-
brückenbindungen in Bezug auf Eis diskutiert [87]. In diesem Fall
scheint der relative Beitrag beider Energien vom Druck abzuhängen.
Auch für ein eindimensionales Gittermodell wurde diskutiert, dass ei-
ne Mean-Field-Anziehung und die kurzreichweitige Wechselwirkung
in einem bestimmten Verhältnis stehen müssen, um ein Phasendia-
gramm ähnlich zu dem von Wasser zu erhalten [88].
Nach den Ergebnissen des BN-Modells [18] und des BNJ-Modells
dieses Kapitels müssen zwei Längenskalen (bzw. mikroskopische Ab-
stände) vorliegen, um die thermodynamischen Anomalien von Was-
ser zu erzeugen. Die Notwendigkeit zweier charakteristischer Abstän-
de für Wassermodelle wurde bereits von anderen Autoren festgestellt
und diskutiert [60]. Auch für die Hierarchie von verschiedenen An-
omalien scheint das Verhältnis der beiden Längenskalen relevant zu
sein [89].
Die genaue Form des Potentials ist hingegen weniger wichtig, da
die wassertypischen Anomalien auch bei einem Potential mit einer re-
47 Dieser Antikorrelation liegt zugrunde, dass über Wasserstoffbrückenbindungen ge-
bundene Moleküle einen größeren Abstand bei kleinerer Bewegungsfreiheit und bei
günstiger Energie aufweisen.
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pulsiven Stufe statt einer anziehenden Potentialmulde auftreten [60].
In jedem Fall muss aber das Wechselwirkungspotential so gestaltet
sein, dass eine höhere Dichte mit einer höheren Energie korreliert ist.
Dies wird in den folgenden Kapiteln noch näher diskutiert werden.
Schließlich ist zu bemerken, dass das BNJ-Modell auch für andere
Materialien interessant sein könnte, die ebenfalls Anomalien aufwei-
sen. Die Anomalien von Silica (Siliziumdioxid) [90] und anderen tetra-
ederartigen Materialien wie Berylliumfluorid (BeF2) [9] werden zum
Beispiel auch im Vergleich mit Wasser diskutiert und ein Vergleich
zwischen Wasser und anderen tetraedrischen Materialien wie Silizi-
um und Germanium wurde für ein anderes eindimensionales Modell
bereits diskutiert [88]. Auch in diesem Kontext kann das eindimen-
sionale Modell einen Mehrwert bieten, da keine wasserspezifischen
Annahmen getroffen wurden.
Selbstverständlich kann ein eindimensionales Modell ein komple-
xes Fluid wie Wasser nicht erschöpfend modellieren und für quanti-
tative Vorhersagen müssen detailliertere Modelle herangezogen wer-
den. Dennoch kann ein derart einfaches Modell dabei helfen, die Me-
chanismen zu verstehen, die zu den besonderen Eigenschaften von
flüssigem Wasser führen. Da die Zustandssumme analytisch angege-
ben werden kann, ist die Evaluation und Analyse viel einfacher als
bei komplexen Simulationen. Damit kann eine Untersuchung eines
einfachen Modells auch hilfreich sein, um die Bildung von detaillier-
teren Modellen voranzutreiben [73].
Im nächsten Abschnitt soll dennoch diskutiert werden, wie das
Modell und seine Ergebnisse verallgemeinert werden können. Dabei
wird insbesondere auf die Erweiterung auf höhere Dimensionen ein-
gegangen.
3.3.2 Verallgemeinerung
Da das Wechselwirkungspotential zwischen benachbarten Teilchen
im eindimensionalen Fall die Antikorrelation von Volumen und Ener-
gie, bzw. von Volumen und Entropie beinhaltet, sollte ein mehrdimen-
sionales Modell dies auch berücksichtigen. Diese Eigenschaft ist gera-
de bei der Volumen-Entropie-Beziehung eine Herausforderung. Setzt
man das Wechselwirkungspotential in Gleichung (3.1) als sphärisch
symmetrisches Potential in drei Dimensionen an, so sind Wasserstoff-
brückenbindungen auf einer Kugelschale möglich, was zu einer posi-
tiven Steigung des HDL-LDL-Übergangs in der p-T -Ebene führt (vgl.
Abschnitt 3.2.1.3). Dieser Effekt wurde beispielsweise bei Untersu-
chungen des Jagla-Potentials in drei Dimensionen beobachtet [91].
Um diese entropischen Effekte in höheren Dimensionen auszuglei-
chen, gab es schon mehrere Ansätze, winkelabhängige Potentiale zu
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untersuchen. Bei starken, tetraederartigen Wechselwirkungen wurde
etwa eine Widom-Linie mit negativer Steigung gefunden [92]. Der
Nachteil dieses Ansatzes besteht jedoch darin, dass man in diesem
Fall schon recht nahe an einer detaillierten Modellierung des Mole-
küls ist, bei dem die tetraederartige Geometrie durch die beiden Was-
serstoffatome induziert wird (vgl. Abschnitt 2.2.2). Insofern bietet der
Ansatz nicht viele Vorteile gegenüber einer Modellierung der drei
Atome eines H2O-Moleküls, die mit einem hohen Rechenaufwand
einhergeht. Zudem ist in diesem Zusammenhang wichtig, ob die vier
Wasserstoffbrückenbindungen unabhängig voneinander gebildet wer-
den können, oder ob es eine Wechselwirkung zwischen den verschie-
denen Bindungsstellen gibt. Nach den Erkenntnissen von Predota
et al. scheint die Annahme unabhängiger Wasserstoffbrückenbindun-
gen, die in vielen Modellen implizit getroffen wird48, durchaus gültig
zu sein [93].
Die Beziehung zwischen den Dimensionen eines Wassermodells,
den auftretenden Anomalien und den Phasenübergängen wurde von
Buldyrev et al. diskutiert [94]. Dabei wurde ein Doppelstufen-Po-
tential in einer, zwei und drei Dimensionen untersucht. Während
die Autoren zu dem Schluss kommen, dass die Dichteanomalie und
der HDL-LDL-Übergang unabhängig voneinander sind, kann dies
durch die Ergebnisse des BNJ-Modells nicht bestätigt werden (vgl.
Abschnitt 3.2.2). Übereinstimmung herrscht jedoch in Hinblick auf
die Funktion Tρ,max(p), die die Temperatur maximaler Dichte als
Funktion des Druckes beschreibt und sowohl beim Doppelstufen-
Potential als auch im BNJ-Modell ein Maximum aufweist.
Abschließend ist zu bemerken, dass die langreichweitige Wechsel-
wirkung, die im BNJ-Modell explizit eingeführt wurde, in höheren
Dimensionen nicht unbedingt in dieser Form nötig ist, um Phasen-
übergänge zu erhalten49. Umgekehrt kann aber gerade dieses zusätz-
liche Element im BNJ-Modell als Kompensation für die eindimensio-
nale Modellierung verstanden werden, die das Modell somit näher an
höherdimensionale (und somit realistischere) Modelle heranbringt.
48 Im BNJ-Modell erhöht eine Wasserstoffbrückenbindung nicht die Wahrscheinlich-
keit, dass die beteiligten Teilchen weitere Wasserstoffbrückenbindungen eingehen.
Dies ist vielen anderen Wassermodellen ebenfalls der Fall.
49 Die Ergebnisse von [83] bezogen sich auf eindimensionale kurzreichweitige Modelle.
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V E R G L E I C H V E R S C H I E D E N E R E I N FA C H E R
WA S S E R M O D E L L E
Das in Kapitel 3 vorgestellte BNJ-Modell reproduziert einige der in-
teressanten Eigenschaften von Wasser, wie mehrere Anomalien und
auch das vermutete Phasenverhalten nach dem LLCP-Szenario mit
einem zweiten Phasenübergang. Es existieren jedoch auch andere ein-
fache Wassermodelle, welche die gleichen oder ähnliche Eigenschaf-
ten aufweisen, obwohl sie mikroskopisch völlig anders motiviert sind.
Damit stellt sich die Frage, inwieweit sich diese einfachen Modelle
voneinander unterscheiden und welche gemeinsamen Wurzeln sie ha-
ben, die zu so ähnlichen Ergebnissen führen können. Diesen Fragen
soll in diesem Kapitel nachgegangen werden50.
4.1 drei einfache wassermodelle
In diesem Abschnitt werden zunächst zwei andere einfache Wasser-
modelle, das Zellenmodell und das 3S3W-Modell, vorgestellt, mit de-
nen später das in Kapitel 3 eingeführte BNJ-Modell verglichen wer-
den soll. Am Ende wird noch kurz auf das BNJ-Modell eingegangen,
da in diesem Kapitel andere Parameterwerte gewählt werden, um ei-
ne bessere Vergleichbarkeit herzustellen.
4.1.1 Zellenmodell
Das Zellenmodell (engl. cell model) ist ein Gittermodell, das in d
Dimensionen aufgestellt werden kann. Im Folgenden wird kurz der
Hintergrund des Modells beschrieben, bevor auf die mathematischen
Details eingegangen wird.
4.1.1.1 Hintergrund
Das Zellenmodell wurde ursprünglich von Sastry 1996 [14] vorge-
stellt, um das SF-Szenario51 für unterkühltes Wasser zu motivieren
und zu untermauern. 2002 wurde es von Franzese und Stanley [71]
wieder aufgegriffen und um eine intramolekulare Wechselwirkung
ergänzt. Eine Untersuchung des Modells mit einem Mean-Field-An-
satz zeigte, dass mit dieser Erweiterung ein zweiter kritischer Punkt
auftritt. In einem weiteren Artikel von Franzese und Stanley 2002
50 Hier ist anzumerken, dass einige Ergebnisse dieses und des nächsten Kapitels in
einem Artikel [95] veröffentlicht sind.
51 Hier und im Folgenden werden wieder die Abkürzungen SF-Szenario, LLCP-
Szenario etc. gebraucht, die in Abschnitt 2.1.2 erklärt wurden.
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[96] wurde das gleiche Modell (mit der hinzugefügten Wechselwir-
kung) untersucht und es wurde gezeigt, dass die Einführung die-
ser speziellen Wechselwirkung ausreicht, um vom SF-Szenario zum
LLCP-Szenario zu gelangen. Zudem wurde gefolgert, dass die Dich-
teanomalie ihren Ursprung in einem Flüssig-Flüssig-Phasenübergang
hat. Das Modell wurde 2007 nochmals von Franzese und Stanley
[33] in einer Mean-Field-Betrachtung in Hinblick auf die Widom-Line
des Flüssig-Flüssig-Übergangs untersucht, wobei auch vorgeschlagen
wurde, durch Extrapolation der Maxima verschiedener Antwortfunk-
tionen den genauen Ort des kritischen Punktes zu bestimmen. 2009
wurde das gleiche Modell von Mazza et al. in der Mean-Field-Nähe-
rung untersucht und mit Monte-Carlo-Simulationen eines leicht ab-
gewandelten Modells verglichen [97]. 2010 zeigten Stokely et al., dass
in diesem Modell alle vier vermuteten Szenarien52 auftreten können,
wenn die Parameter geeignet gewählt werden [98]. Zudem wurde die-
ses Modell mehrfach in abgewandelter Form für Monte-Carlo-Simula-
tionen verwendet, beispielsweise für eine unterkühlte Wasserschicht
zwischen zwei hydrophoben Platten [99, 100]. Das Modell ist somit
schon in vielen vorangegangenen Arbeiten in Hinblick auf unterkühl-
tes Wasser untersucht worden und stellt daher einen interessanten
und relevanten Vergleichspunkt dar.
4.1.1.2 Mathematische Formulierung
Das Modell geht von einem System mit N Zellen aus, die von je ei-
nem Molekül besetzt werden können. Die Besetzungszahl jeder Zelle
ni ∈ {0, 1} gibt an, ob eine Zelle besetzt ist (1) oder nicht (0) (vgl.
Abbildung 4.1a). Wenn zwei benachbarte Zellen besetzt sind, wird
die Energie durch eine intermolekulare Anziehung  erniedrigt. Je-
des Molekül i weist zudem eine interne Struktur auf: Vier „Arme“
weisen in die Richtungen der Nachbarzellen und jeder Arm ist mit
einer Potts-Variable53 (bzw. einem Spin) σij assoziiert, die q verschie-
dene Werte (0, ...,q− 1) annehmen kann. Wenn die beiden Variablen
der aufeinanderzuweisenden Arme zweier benachbarter Moleküle54
im gleichen Zustand sind (also σij = σji gilt), wird dies als Wasser-
stoffbrückenbindung gewertet und die Energie wird um J erniedrigt
(vgl. Abbildung 4.1b). Dieses Modell entspricht der Form, in der es
Sastry als Untermauerung des SF-Szenarios vorgestellt hat [14].
Franzese und Stanley erweiterten dieses Modell um einen koopera-
tiven Effekt: In diesem Fall gibt es zusätzlich eine kooperative Wech-
52 Siehe hierzu Abschnitt 2.1.2.
53 Der Begriff „Potts-Variable“ bezieht sich auf das Potts-Modell [101, 102], das ei-
ne Verallgemeinerung des Ising-Modells darstellt, bei der ein Spin mehr als zwei
Einstellungen einnehmen kann. Somit ist hier eine spinartige Variable gemeint, die
durch eine Wechselwirkung mit ihren nächsten Nachbarn die Energie des Systems
verändert, wenn die benachbarten Variablen gleich ausgerichtet sind.
54 Damit sind zwei Moleküle in benachbarten Zellen gemeint, die somit beide besetzt
sein müssen.
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(a) Besetzte und unbesetzte Zellen. (b) Interne Struktur der Moleküle.
Abbildung 4.1: Visualisierung des Zellenmodells: Die N Zellen können mit
Molekülen besetzt sein oder nicht (a), zusätzlich hat jedes
Molekül eine interne Struktur (b).
selwirkung, die eine gleiche Ausrichtung von Potts-Variablen inner-
halb eines Moleküls bevorzugt. Wenn zwei Spins in einem Molekül
gleich ausgerichtet sind (also σij = σik für j 6= k gilt), wird die Ener-
gie zusätzlich um K erniedrigt. Mit diesen drei Energiebeiträgen hat
die Hamilton-Funktion die Form
H = −
∑
<ij>
ninj − J
∑
<ij>
ninjδσij,σji −K
∑
i
ni
∑
(jk)i
δσij,σik .
(4.1)
Für das Volumen des Systems werden zwei Komponenten berücksich-
tigt. Einerseits gibt es ein Standardvolumen v0 pro Zelle. Andererseits
gehen Wasserstoffbrückenbindungen mit einem größeren Volumen
einher. Daher wird das Volumen beschrieben durch
V = Nv0 + vHB
∑
<ij>
ninjδσij,σji , (4.2)
wobei vHB das zusätzliche Volumen darstellt, das durch eine Wasser-
stoffbrückenbindung entsteht.
Im Folgenden soll das Modell in einer Mean-Field-Näherung betrach-
tet werden, die auch z. B. von Mazza et al. [97] oder Stokely et
al. [98] verwendet wurde. Hierbei wird die Gibbs-Energie G(T ,p)
durch effektive Variablen55 ausgedrückt, nach denen G minimiert
wird (vgl. Abschnitt 2.3.1). Zunächst werden die Summen in der Ha-
milton-Funktion genähert durch die Ausdrücke∑
<ij>
ninj = 2Nn
2 , (4.3)
∑
<ij>
ninjδσij,σji = 2Nn
2pσ , (4.4)∑
i
ni
∑
(jk)i
δσij,σik = 6Nnpσ . (4.5)
55 Diese Variablen werden die mittlere Besetzungszahl der Zellen (n) und ein Ord-
nungsparameter für die Gleichausrichtung der Potts-Variablen (m) sein.
46 vergleich verschiedener einfacher wassermodelle
Dabei ist n = 〈ni〉 die mittlere Besetzungszahl der Zellen und pσ ist
die Wahrscheinlichkeit dafür, dass zwei benachbarte Potts-Variablen
im gleichen Zustand sind, also σij = σji gilt56. Die geordnete Phase
ist mit einer Vorzugsorientierung verknüpft, die ohne Beschränkung
der Allgemeinheit zu σij = 0 gewählt werden kann. Mit nσ wird
der Anteil der Potts-Variablen bezeichnet, der in diesem bevorzugten
Zustand ist, und es kann ein Zusammenhang zwischen nσ und pσ
aufgestellt werden durch
pσ = n
2
σ +
(1−nσ)
2
q− 1
. (4.6)
Die Gibbs-Energie G = H − TS + pV kann nun auf Basis der Aus-
drücke (4.1) bis (4.5) aufgestellt werden (vgl. den letzten Punkt in
Abschnitt 2.3.1) mit
H = −2[n+ (Jn+ 3K)pσ]nN ,
V = Nv0 + 2Nn
2pσvHB ,
S = Sn + Sσ
= −kBN
[
n logn+ (1−n) log(1−n)
+4n
[
nσ lognσ + (1−nσ) log
(
1−nσ
q− 1
)]]
,
wobei die Entropie S sich aus einer Besetzungsentropie Sn und einer
Entropie durch ungleich ausgerichtete Potts-Variablen Sσ zusammen-
setzt57. Im Folgenden soll die Größe g = G/(nN) betrachtet werden,
die durch
g(T ,p)[n,nσ,pσ] = − 2
[
n+
(
J

n+ 3
K

)
pσ
]
(4.7)
+
pv0

[
1
n
+ 2npσ
vHB
v0
]
+
kBT

[
logn+
(1−n)
n
log(1−n)
+ 4
[
nσ lognσ + (1−nσ) log
(
1−nσ
q− 1
)]]
gegeben ist. Dieser Ausdruck enthält neben T und p zusätzlich n,
nσ und pσ als zu bestimmende Parameter. Ziel ist es nun, pσ und
nσ durch einen Ordnungsparameter m ∈ [0, 1] auszudrücken, der
beschreibt, in welchem Ausmaß die Potts-Variablen den Vorzugswert
56 Dies stellt eine Mean-Field-Näherung dar, da keine räumlichen Fluktuationen zuge-
lassen sind und im ganzen System die gleichen Wahrscheinlichkeiten angenommen
werden.
57 Für beide Beiträge wird der Zusammenhang S = −kB
∑
i pi logpi verwendet. Dabei
werden bei Sn die Wahrscheinlichkeiten n (bzw. (1−n)) für eine (Nicht-)Besetzung
der Zelle verwendet. In Sσ treten die Wahrscheinlichkeiten nσ für den Zustand 0
bzw. (1−nσ)/(q− 1) für jeden Zustand 1, ...,q− 1 auf.
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0 annehmen. In der hier verwendeten Mean-Field-Theorie [97, 98]
erzeugt die Ordnung ein Feld, das eine Potts-Variable σij von den
anderen drei Variablen innerhalb des gleichen Moleküls spürt. Dieses
Feld kann durch den Ausdruck
h = 3K
1+ (q− 1)m
q
(4.8)
beschrieben werden, der Werte zwischen 3K/q (bei zufälliger Ori-
entierung der Spins) und 3K (bei kompletter Gleichausrichtung) an-
nimmt. Der Wert für pσ wird daraus bestimmt über eine Mittelung
im Feld h der Form pσ = 〈δσij,σji〉h. Es ergibt sich
pσ =
e
J+2h−pvHB
T + (q− 1)e
J−pvHB
T
e
J+2h−pvHB
T + (q− 1)e
J−pvHB
T + 2(q− 1)e
h
T + (q− 2)(q− 1)
.
(4.9)
Dies kann mit dem Ausdruck in Gleichung (4.6) gleichgesetzt wer-
den, was zu einer quadratischen Gleichung für nσ(m) führt, die Lö-
sungen nσ ∈
[
1
q , 1
]
besitzt. Der erhaltene Wert für nσ wird dann in
Gleichung (4.6) eingesetzt, um pσ(m) zu bestimmen. Eine zusätzli-
che physikalische Einschränkung ist pσ > 1/q, die hier von Mazza et
al. übernommen wird [97]58. Somit sind nσ(m) und pσ(m) bekannt
und können in Gleichung (4.7) eingesetzt werden. Dann wird der ent-
standene Ausdruck g(T ,p)[n,m] nach n und m minimiert und somit
der Gleichgewichtswert g(T ,p) erhalten59. Die freien Parameter des
Modells werden wie im ursprünglichen Modell gewählt zu J/ = 0.5,
K/ = 0.05, q = 6 und vHB/v0 = 0.5 [97, 98].
An dieser Stelle ist bereits in Hinblick auf Kapitel 6 bemerkenswert,
dass die beschriebene Formulierung von g(T ,p)[n,m] keineswegs die
einzig mögliche Behandlung des Modells darstellt. Da der Ordnungs-
parameter m mit den anderen Parametern nσ und pσ über
nσ =
1+ (q− 1)m
q
und Gleichung (4.6) zusammenhängt, hätte man auch diese Ausdrücke
direkt in Gleichung (4.7) einsetzen können. Allerdings führt diese Be-
schreibung, wie in Kapitel 6 und insbesondere Abschnitt 6.2.3 disku-
tiert wird, zu anderen Ergebnissen.
4.1.2 3S3W-Modell
Das 3S3W-Modell ist ein zweidimensionales Modell, bei dem nur drei
diskrete Zustände erlaubt sind. 3S3W steht für „3 States 3 Water“, also
58 Diese Einschränkung soll modellieren, dass die Ausrichtung der Spins zwischen
kompletter Gleichausrichtung und völliger Zufälligkeit variieren kann, aber keine
bevorzugt entgegengesetzte Ausrichtung (vergleichbar einem Antiferromagneten)
auftreten kann. Diese Forderung ist nicht unbedingt notwendig, ist jedoch konsis-
tent mit m ∈ [0, 1] und wird übernommen um nahe am Originalmodell zu bleiben.
59 Genauere Informationen zur Auswertung des Modells finden sich in Appendix B.
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wörtlich übersetzt „3 Zustände 3 Wasser“. Wie zuvor wird zunächst
der Hintergrund des Modells erläutert, bevor auf die mathematische
Formulierung eingegangen wird.
4.1.2.1 Hintergrund
Das ursprüngliche, zweidimensionale Mercedes-Benz-Modell wurde
1971 von Ben-Naim [72] vorgeschlagen. Der Name Mercedes-Benz-
Modell leitet sich aus der zweidimensionalen Darstellung des Mo-
dells ab, in der die Moleküle dem Mercedes-Benz-Logo ähneln (vgl.
Abbildung 4.2). Dieses Modell wurde sehr oft mit Simulationen und
verschiedenen Theorien untersucht, da es trotz seiner Einfachheit vie-
le wasserspezifische Eigenschaften (z. B. mehrere Anomalien) auf-
weist. Für einen ausführlichen Literaturüberblick sei hier auf den Re-
view von Dill et al. [73] und die enthaltenen Zitate verwiesen. Auch ei-
ne dreidimensionale Variante des Modells wurde vorgeschlagen und
in Simulationen untersucht [103, 104].
Das 3S3W-Modell wurde 2002 von Truskett und Dill eingeführt
[74, 75, 76] und stellt eine Mean-Field-Variante des zweidimensiona-
len Mercedes-Benz-Modells dar. Die Autoren konnten zeigen, dass
auch mit dieser vereinfachten Behandlung viele Eigenschaften von
Wasser reproduziert werden können, wie verschiedene Anomalien
und das Phasenverhalten. 2010 wurde noch eine andere Abwand-
lung dieses Modells von Urbic und Dill untersucht, bei der nur Zwei-
Teilchen-Wechselwirkungen betrachtet wurden [105]. Im Folgenden
wird die Mean-Field-Theorie von Truskett und Dill dargelegt, die
auch als Vergleichspunkt in dieser Arbeit verwendet wird.
4.1.2.2 Mathematische Formulierung
Das 3S3W-Modell beschreibt zweidimensionale Teilchen, die als Schei-
ben mit drei Armen modelliert werden und über zwei verschiedene
Wechselwirkungen miteinander interagieren. Einerseits liegt eine un-
gerichtete Wechselwirkung vor, die einer Van-der-Waals-Anziehung
entspricht. Andererseits können zwei benachbarte Teilchen über zu-
einander ausgerichtete Arme eine Bindung eingehen. Während im ur-
sprünglichen Mercedes-Benz-Modell die Teilchen kontinuierlich ihre
Konfiguration ändern können, gibt es in der Mean-Field-Version nur
drei mögliche Anordnungen, die von Gruppen von drei Teilchen ein-
genommen werden können. Hierbei werden Korrelationen zwischen
verschiedenen Gruppen vernachlässigt.
Die drei möglichen Konfigurationen (oder Zustände) sind in Abbil-
dung 4.2 gezeigt. Es gibt einen energetisch günstigen Zustand, der ei-
ne durch Wasserstoffbrückenbindungen verbundene Anordnung mo-
delliert (Wasserstoffbrückenbindungszustand, kurz HB für Hydrogen-
bonded). In diesem Zustand ist die Energie −HB, jedoch können
leichte Abweichungen von der perfekten Konfiguration auftreten, so
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dass die Arme nicht genau zueinanderweisen, sondern um einen Win-
kel θ verdreht sind. In dem Fall wird die Abweichung energetisch be-
straft mit einem Beitrag proportional zu ksθ2, sodass der Parameter
ks die Rolle einer Federkonstanten einnimmt. Weiterhin gibt es einen
zweiten Zustand (dense bzw. dichter Zustand, kurz D), der mit der
Energie −d > −HB energetisch etwas ungünstiger ist und ein klei-
neres Volumen aufweist als HB. Schließlich kann ein dritter Zustand
angenommen werden, der durch ein großes Volumen und eine hohe
Energie ausgezeichnet ist (gas-like bzw. Gaszustand, kurz G).
Abbildung 4.2: Die drei mikroskopischen Zustände im 3S3W-Modell sind
jeweils für drei Teilchen definiert und mit einer bestimmten
Energie und einem bestimmten Volumen verknüpft.
Jeder dieser Zustände wird somit durch eine gewisse Energie und
ein Volumen beschrieben, sowie durch ein Gewicht in der Zustands-
summe, das als Entropie verstanden werden kann (vgl. Abschnitt
2.3.1). Die Herleitung der Ausdrücke in der Mean-Field-Näherung,
die in dieser Arbeit verwendet wird, ist in Teil II C des Artikels von
Truskett und Dill [74] ausführlich beschrieben, weshalb hier direkt
auf die Ergebnisse eingegangen wird.
Die Energie wird im Folgenden in Einheiten von HB gemessen,
während das Volumen in Einheiten des Quadrates des Scheibendurch-
messers gemessen wird. Die Zustandssumme für drei benachbarte
Teilchen setzt sich aus drei Summanden ∆j (mit j ∈ {D,HB,G} für die
drei möglichen Zustände) zusammen, die durch
∆j = γje−β(uj+pvj) (4.10)
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gegeben sind. Dabei haben die potentiellen Energien uj und die Vo-
lumina vj die Form
uD = −d (4.11)
uHB(β) = −1+
1
2β
−
√
kspi
β exp(−
βkspi
2
9 )
3erf
(√
βkspi2
9
) (4.12)
uG = 0 (4.13)
vD =
2+
√
3
4
(4.14)
vHB =
3
√
3
4
(4.15)
vG(β,p) =
1
βp
+
2+
√
3
4
. (4.16)
Die Faktoren γj entstehen aus der Integration über die Impulse und
(für den HB-Zustand) über die Winkel
γD(β) = c(β) (4.17)
γHB(β) = c(β)
erf(βkspi
2
9 )√
eβkspi
exp
− √βkspie−βkspi
2
9
3erf
(√
βkspi2
9
)
 (4.18)
γG(β,p) =
1
βp
c(β) . (4.19)
Hier ist c(β) der zweidimensionale Impulsbeitrag zur Zustandssum-
me60 c(β) = α/β. Daraus ergibt sich die Zustandssumme und die
Gibbs-Energie pro Teilchen
∆ =
 ∑
j∈{D,HB,G}
∆j
N (4.20)
g(β,p) = −
1
βN
log∆ . (4.21)
In diesem Modell, wie es bisher beschrieben wurde, treten noch keine
Phasenübergänge auf. Wie beim eindimensionalen Modell aus Kapi-
tel 3 muss eine globale Anziehung hinzugefügt werden, die (wie dort)
analog zur Van-der-Waals-Theorie gewählt wird (vgl. Abschnitte 3.1.2
und 3.1.3). Die Einbindung dieser Anziehung wird dadurch realisiert,
dass zunächst v(β,p) = ∂g/∂p|β im Formalismus ohne Anziehung
60 Dabei handelt es sich um den Translationsanteil der Zustandssumme. Da der Faktor
in allen drei Beiträgen zu Zustandssumme auftaucht, ist er zwar für die Absolutwer-
te von g und anderen Größen relevant, nicht aber für das qualitative Verhalten des
Modells.
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berechnet wird und dann auf der rechten Seite der Gleichung die Er-
setzung p→ p+a/v2 gemacht wird61. Dies ergibt eine implizite Glei-
chung für das spezifische Volumen v, die numerisch gelöst werden
kann und auf eine bis drei Lösungen für v führt. Diese müssen dann
in eine modifizierte spezifische Gibbs-Energie g(β,p+ a/v2) − 2a/v
eingesetzt werden. Das spezifische Volumen v, das g minimiert, stellt
den Gleichgewichtswert dar62.
Das Modell hat in reduzierten Einheiten (die hier direkt verwendet
wurden) drei freie Parameter, die in der Originalarbeit zu ks = 105,
d = 0.15 und a = 0.295 gewählt wurden. Truskett und Dill führ-
ten in ihrer Arbeit [74] zudem zwei kristalline Phasen ein, die jeweils
durch einen separaten Ansatz für die Gibbs-Energie beschrieben wer-
den. Im Rahmen dieser Arbeit wird allerdings nur die flüssige Phase
untersucht.
4.1.3 BNJ-Modell
Da das eindimensionale BNJ-Modell bereits in Kapitel 3 ausführlich
vorgestellt wurde, sollen hier lediglich die Unterschiede dargestellt
werden. Das BNJ-Modell weist mit den Standardparametern des Arti-
kels von Ben-Naim [18] einen HDL-LDL-Übergang mit positiver Stei-
gung auf. Da die anderen beiden Modelle einen Übergang mit nega-
tiver Steigung zeigen, wird in diesem Kapitel der Abstand, die Breite
und die Tiefe des Potentialtopfs angepasst, um eine bessere Vergleich-
barkeit zu schaffen. Dafür werden in diesem Kapitel die Parameter
σ2 = 5/9, δ = 0.005 und  = −2.5 gewählt.
4.2 ergebnisse
Im Folgenden sollen die Gemeinsamkeiten der drei Modelle disku-
tiert werden. Dabei ist zur Auswertung zu bemerken, dass (wie im
vorherigen Kapitel) der Zustandsraum nur auf einem Gitter in der
p-T -Ebene ausgewertet wurde (vgl. Appendix B). Insofern können
die Werte für den kritischen Endpunkt nur als Näherung verstanden
werden. Für die qualitativen Ergebnisse spielt diese Diskretisierung
keine Rolle.
4.2.1 Phasendiagramm
In Abbildung 4.3 sind die Phasendiagramme und, in Graustufen co-
diert, das spezifische Volumen für alle drei Modelle dargestellt. Hier-
bei wurden Temperatur und Druck jeweils so skaliert, dass der kriti-
61 Wie auch schon in Kapitel 3 sei an dieser Stelle auf Appendix A in dieser Arbeit
verwiesen.
62 Nähere Informationen zur numerischen Auswertung werden in Appendix B gege-
ben.
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sche Punkt des Flüssig-Gas-Übergangs bei TLGc = pLGc = 1 liegt (siehe
auch Appendix B). Es ist erkennbar, dass alle drei Modelle ein sehr
(a) PD im Zellenmodell. (b) v(T ,p) im Zellenmodell.
(c) PD im 3S3W-Modell. (d) v(T ,p) im 3S3W-Modell.
(e) PD im BNJ-Modell. (f) v(T ,p) im BNJ-Modell.
Abbildung 4.3: Phasendiagramm (PD) und Volumenprofil (spezifisches Vo-
lumen v(T ,p)) in den drei verschiedenen Modellen: Zel-
lenmodell (oben), 3S3W-Modell (Mitte) und BNJ-Modell
(unten). In allen drei Modellen wurden Temperatur und
Druck so skaliert, dass der kritische Punkt des Flüssig-Gas-
Übergangs bei TLGc = 1 = pLGc vorliegt. Mit diesen Einhei-
ten liegt der kritsche Punkt des Flüssig-Flüssig-Übergangs
dann bei TLLc = 0.061 und pLLc = 4.22 im Zellenmodell,
bei TLLc = 0.048 und pLLc = 55.34 im 3S3W-Modell und bei
TLLc = 0.248 und pLLc = 10.12 im BNJ-Modell. Das Zellenmo-
dell zeigt bei hohen Drücken ein abweichendes Verhalten
dadurch, dass pσ > 1/q gefordert wird.
ähnliches Phasenverhalten zeigen. Es treten stets zwei Phasenüber-
gänge erster Ordnung auf, die als Flüssig-Gas- und Flüssig-Flüssig-
Übergang interpretiert werden können. Beide Phasenübergänge en-
den in einem kritischen Punkt.
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Während die Koexistenzlinie des Flüssig-Gas-Übergangs eine posi-
tive Steigung im p-T -Diagramm aufweist, zeigt die Phasengrenzlinie
des Flüssig-Flüssig-Übergangs in allen drei Modellen eine negative
Steigung. Diese beträgt im Zellenmodell ungefähr63 −40, im 3S3W-
Modell −181 und im BNJ-Modell −16. Die Steigung der HDL-LDL-
Linie kann jedoch ebenso wie die Lage der Linie in den drei Modellen
durch verschiedene Parameter verändert werden, wie im Folgenden
diskutiert wird.
4.2.1.1 Steigung der HDL-LDL-Linie
Die Steigung der Phasengrenzlinie hängt über die Clausius-Clapey-
ron-Gleichung mit der Differenz in Entropie und Volumen der beiden
benachbarten Phasen über den Ausdruck
dp
dT
=
∆s
∆v
(4.22)
zusammen. Die Steigung der HDL-LDL-Grenzlinie kann somit geän-
dert werden, indem die relativen Werte von Entropie und Volumen
in den beiden angrenzenden Phasen angepasst werden.
Im Zellenmodell kann die Steigung durch den Wert von q (die
Anzahl mikroskopischer Zustände der Potts-Variablen σij) verändert
werden.Wenn beispielsweise q = 4 und q = 12 verglichen werden
(gezeigt in Form von entsprechenden Volumenprofilen in den Ab-
bildungen 4.4a und 4.4b), wird der Verlauf der Grenzlinie für den
größeren Wert steiler, da hier der Übergang von der LDL-Phase (alle
σij nehmen den gleichen Wert an) zur HDL-Phase (ungeordnet) mit
einer größeren Entropiedifferenz verknüpft ist.
Im 3S3W-Modell beeinflusst der Parameter ks, der die Rückstell-
kraft bei nicht perfekter Ausrichtung der Wasserstoffbrückenbindun-
gen angibt, die Steigung der HDL-LDL-Linie. Ein größerer Wert der
Federkonstanten lässt weniger Spielraum in der über Wasserstoff-
brückenbindungen zusammenhängenden Konfiguration zu. Dies ver-
ursacht somit eine kleinere Entropie der LDL-Phase und eine negati-
vere (steilere) Steigung. Der Einfluss von ks ist in den Abbildungen
4.4c und 4.4d anhand von Volumenprofilen exemplarisch für zwei
verschiedene Werte von ks veranschaulicht.
Im eindimensionalen BNJ-Modell kann die Breite des Potential-
topfs variiert werden, um die Steigung zu verändern. Dies wurde
bereits in Abschnitt 3.2.1.3 diskutiert. Ein sehr schmaler Topf sorgt
für eine kleine Entropie des LDL-Zustands und somit für eine steilere
abfallende Kurve, während ein breiter Topf auch zu einer positiven
Steigung führen kann, wie sie in Kapitel 3 mit den Originalwerten
63 Diese Zahlen wurden durch einen linearen Fit an die gesamte Phasengrenzlinie in
der p-T -Ebene erhalten, wobei jeweils die Einheiten für p und T gewählt wurden,
die mit TLGc = pLGc = 1 kompatibel sind.
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(a) Zellenmodell, q = 4. (b) Zellenmodell, q = 12.
(c) 3S3W-Modell, ks = 103. (d) 3S3W-Modell, ks = 107.
Abbildung 4.4: Oben: Dichteprofile (v(T ,p)) im Zellenmodell für verschie-
dene Werte des Parameters q, der die Anzahl mikroskopi-
scher Zustände der Variablen σij angibt (kleiner Wert in (a),
großer Wert in (b)). Unten: Dichteprofile (v(T ,p)) im 3S3W-
Modell für verschiedene Werte des Parameters ks, der eine
Federkonstante für den durch Wasserstoffbrücken gebunde-
nen Zustand angibt (kleiner Wert in (c), großer Wert in (d)).
des Ben-Naim-Artikels erhalten wurde. Ein Beispiel für verschiedene
Steigungen der HDL-LDL-Linie in diesem Modell findet sich in Ab-
bildung 3.6.
4.2.1.2 Lage der HDL-LDL-Linie
Die drei Modelle weisen außerdem den Übergang an verschiedenen
Stellen im p-T -Diagramm auf, was durch die Parameter in den Mo-
dellen festgelegt wird. Mit Lage ist hier der Achsenabschnitt auf der
p-Achse (bei T = 0) und die Länge der Phasengrenzlinie gemeint. Die
Lage des Übergangs bei T = 0 kann durch die relativen Werte von
potentieller Energie u und spezifischem Volumen v der LDL-Phase
festgelegt werden, da für T = 0 die Gibbs-Energie g = u+ pv− Ts ≈
u + pv durch eine Konkurrenz dieser Werte festgelegt ist. Der Pha-
senübergang tritt somit bei p = (uHDL − uLDL)/(vLDL − vHDL) auf.
Im Zellenmodell entspricht diese Freiheit den Größen J und vHB, im
3S3W-Modell den Größen uHB und vHB und im BNJ-Modell den Wer-
ten von  und σ2. Eine stärkere Bindung im Wasserstoffbrückenzu-
stand oder ein kleineres Volumen dieses Zustands verschieben den
Übergang zu höheren Drücken p. Diese Variationsmöglichkeiten wer-
den in Kapitel 5 (insbesondere Abschnitt 5.2.1) ausführlicher disku-
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tiert.
In Bezug auf echtes Wasser bleibt zu bemerken, dass die genaue
Lage und die Steigung der Linie nicht bekannt sind und noch rege
diskutiert werden (vgl. Abschnitt 2.1.2), sodass hier keine „Überein-
stimmung“ mit experimentellen Daten erreicht werden kann. Aller-
dings ist erkennbar, dass die Phasengrenzlinie in allen drei Modellen
durch Variation bestimmter Parameter an eventuelle experimentelle
Befunde angepasst werden kann.
4.2.2 Anomalien
Als prominenteste Anomalie von Wasser wird in diesem Abschnitt
zunächst die Dichteanomalie analysiert, bevor danach auf die Anoma-
lien der isothermen Kompressibilität und der spezifischen Wärmeka-
pazität eingegangen wird.
4.2.2.1 Dichteanomalie
Die Dichteanomalie tritt in allen drei Modellen bei niedrigem Druck
und niedriger Temperatur auf. In Abbildung 4.5 sind in der linken
Spalte die Regionen in der p-T -Ebene dargestellt, für die der ther-
mische Ausdehnungskoeffizient αp negativ ist, was einem anomalen
Verhalten entspricht (vgl. Abschnitt 2.3.2). Außerdem sind Beispie-
le für den Verlauf von v(T) bei drei verschiedenen Drücken darge-
stellt. Für die beiden niedrigeren Drücke sieht man einen deutlichen
Sprung, der dem unstetigen Verlauf des Volumens am Flüssig-Gas-
Übergang entspricht. Der höchste Druck liegt noch knapp unterhalb
des kritischen Punkts, bei dem der Übergang kontinuierlich wird. In
allen Fällen hat die Kurve v(T) einen Abschnitt mit negativer Stei-
gung, der der Dichteanomalie entspricht. Die Anomalie verschwin-
det bei hohen Drücken, wie man an den Anomalieregionen links in
Abbildung 4.5 erkennt.
Alle drei Modelle enthalten somit Bestandteile, die zu einer Dich-
teanomalie bei niedrigem Druck und niedriger Temperatur führen.
Hierfür ist es notwendig, dass die Konfiguration mit niedrigster po-
tentieller Energie einem spezifischen Volumen entspricht, das größer
ist als das minimal mögliche, wie im Folgenden erklärt wird.
Bei tiefen Werten von T und p dominiert dieser niederenergetische
Zustand, da die Gibbs-Energie g = u+ pv− Ts ≈ u durch den Zu-
stand niedrigster potentieller Energie minimiert wird. Im Zellenmo-
dell entspricht dieser Zustand n = 1 und m = 1, im 3S3W-Modell
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(a) Region mit αp(T) < 0. (b) v(T) im Zellenmodell.
(c) Region mit αp(T) < 0. (d) v(T) im 3S3W-Modell.
(e) Region mit αp(T) < 0. (f) v(T) im BNJ-Modell.
Abbildung 4.5: Regionen der p-T -Ebene, in denen der thermische Ausdeh-
nungskoeffizient αp negativ ist (links) und Beispiele für
den Verlauf von Kurven v(T) für drei verschiedene Drücke
(rechts) im Zellenmodell (oben), im 3S3W-Modell (Mitte)
und im BNJ-Modell (unten). Bei den drei Werten des Drucks
in den rechten Abbildungen wurde der größte Wert so ge-
wählt, dass er knapp unterhalb des kritischen Punktes des
Flüssig-Gas-Übergangs liegt, also p . 1.0.
dem Zustand niedrigster Energie (vgl. Abbildung 4.2) und im eindi-
mensionalen BNJ-Modell der Konfiguration im Potentialtopf64.
Wird nun die Temperatur bei konstantem Druck erhöht, so ist eine
höhere Entropie günstig und es sind andere Konfigurationen möglich.
Wenn unter den zugänglichen Konfigurationen eine Anordnung mit
niedrigerem Volumen ist, kann diese nun durch Erhöhen der Tempe-
ratur vermehrt angenommen werden, was das Gesamtvolumen des
Systems erniedrigt. Tatsächlich ist in allen drei Modellen eine derar-
64 Auf die hier und im Folgenden beschriebenen Zustände wird in Abschnitt 4.2.3
nochmals eingegangen. Dort wird auch eine Veranschaulichung der Zustände für
das Zellenmodell und das BNJ-Modell gegeben.
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tige Konfiguration mit kleinerem Volumen vorhanden: Im Zellenmo-
dell wird dies durch n = 1 und m < 1 realisiert, im 3S3W-Modell
durch den dichten Zustand (mit Index D) und im BNJ-Modell durch
den Bereich r ∈ [σ1,σ2] in Abbildung 3.1.
In jedem Fall wird es aber bei sehr hohen Temperaturen günstiger,
das Volumen zu erhöhen und hierdurch die Entropie zu vergrößern,
weshalb der Bereich, in dem der thermische Ausdehnungskoeffizient
αp < 0 ist, nicht über ein endliches T hinausgeht. Auch bei sehr ho-
hem Druck tritt die Dichteanomalie nicht mehr auf. Dies lässt sich
wie folgt erklären: Bei T ≈ 0 wird ab einem bestimmten Druck p die
Gibbs-Energie g = u− Ts+ pv ≈ u+ pv nicht mehr durch die Konfi-
guration mit der kleinsten potentiellen Energie u, sondern durch das
kleinstmögliche spezifische Volumen v minimiert. Somit nimmt das
System bei T = 0 bereits das kleinstmögliche Volumen an, das durch
Erhöhen der Temperatur nicht weiter verkleinert werden kann (vgl.
auch Abschnitt 3.2.2.1).
4.2.2.2 Anomalien der Kompressibilität und der Wärmekapazität
Im Zellenmodell und im 3S3W-Modell können wie auch im BNJ-
Modell die Anomalien der isothermen Kompressibilität κT und der
isobaren Wärmekapazität cp (vgl. Abschnitt 2.1.1) beobachtet werden.
In Abbildung 4.6 sind Beispiele für den Verlauf von κT (T) und cp(T)
im Zellenmodell und im 3S3W-Modell gezeigt. Die hohen Peaks ent-
sprechen dem Auschlagen der Antwortfunktionen am Flüssig-Gas-
Übergang, der mit höheren Drücken bei immer höheren Temperatu-
ren gekreuzt wird. Es ist zudem erkennbar, dass die Kurven κT (T)
und cp(T) jeweils in beiden Modellen ein Minimum aufweisen, das
im flüssigen Bereich, also unterhalb des Flüssig-Gas-Übergangs, liegt.
Das gleiche Verhalten wurde bereits für das BNJ-Modell beobachtet,
wie in Abbildung 3.8 gezeigt ist65. Somit stimmen die beiden Modelle
auch hier qualitativ miteinander und mit dem BNJ-Modell überein.
Mikroskopisch ist für eine abnehmende Kompressibilität κT (T) mit
wachsender Temperatur eine dichtere Struktur notwendig, die eine
Kompression erschwert und die relative Änderung des Volumens
unter Druck verkleinert. Dies kann in den drei hier beschriebenen
Modellen durch den gleichen Mechanismus wie die Dichteanomalie
erklärt werden. Für eine kleiner werdende Wärmekapazität ist we-
gen cp = T∂S/∂T eine kleinere Änderung der Entropie mit wachsen-
der Temperatur notwendig66. Dies wird durch den HDL-LDL-Phasen-
übergang (bzw. die zugehörige Widom-Line) implementiert. Dort ist
die Besetzung der beiden möglichen Zustände (HDL und LDL) gleich
groß, während für höhere Temperaturen bevorzugt die HDL-Konfigu-
65 Die Bilder in Abbildung 3.8 wurden zwar mit leicht anderen Parametern für das
BNJ-Modell erzeugt, sind aber qualitativ identisch.
66 Wenn S(T) ∝ log T ist, entspricht dies gerade cp = const. Die Abhängigkeit S(T)
muss somit schwächer als logarithmisch sein.
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(a) κT (T) im Zellenmodell. (b) cp(T) im Zellenmodell.
(c) κT (T) im 3S3W-Modell. (d) cp(T) im 3S3W-Modell.
Abbildung 4.6: Die Anomalien der isothermen Kompressibilität (links) und
der isobaren Wärmekapazität (rechts) im Zellenmodell
(oben) und im 3S3W-Modell (unten). Gezeigt sind Beispiele
für den Verlauf κT (T) bzw. cp(T). Entsprechende Graphiken
für das BNJ-Modell sind in Abbildung 3.8 gezeigt.
ration angenommen wird. Dies schränkt die Möglichkeiten ein und
reduziert die Entropieänderung.
4.2.3 Definition und Besetzung dreier mikroskopischer Zustände
In diesem Abschnitt wird auf die mikroskopische Ursache der Ge-
meinsamkeiten der drei Modelle eingegangen. Dies wird zugleich die
Überleitung zum nächsten Kapitel bilden. Das Phasendiagramm und
die Anomalien konnten jeweils durch die mikroskopischen Bestand-
teile der Modelle erklärt werden. Die Basis bildete dabei die Erkennt-
nis, dass in jedem der drei Modelle drei mikroskopische Zustände
existieren, die durch eine gewisse Anzahl benachbarter Teilchen be-
setzt werden können. Diese drei Zustände werden im Folgenden (wie
im 3S3W-Modell) abgekürzt mit D (dense bzw. dicht), HB (Hydrogen-
bonded bzw. durch Wasserstoffbrückenbindung gebunden) und G
(gas-like bzw. gasähnlich).
Es stellt sich die Frage, wie diese drei Zustände in den drei Model-
len definiert sind. Am offensichtlichsten ist die Zuordnung im 3S3W-
Modell. Hier sind die drei mikroskopischen Zustände gegeben durch
die drei Zustände, wie sie in Abbildung 4.2 dargestellt sind. Im BNJ-
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(a) BNJ-Modell. (b) Zellenmodell.
Abbildung 4.7: Visualisierung der drei Zustände D, HB und G im BNJ-
Modell (a) und im Zellenmodell (b).
Modell können die drei Zustände durch die drei zugänglichen Be-
reiche des Wechselwirkungspotentials definiert werden: Es gibt dem-
nach den Bereich nahe des ausgeschlossenen Volumens (' D), den
Potentialtopf (' HB) und den äußeren Bereich (' G) (vgl. Abbildung
4.7a). Im Zellenmodell können die drei Zustände durch die beiden
Parameter pσ und n67 definiert werden: Die Kombination n = 1
und pσ = 1/q entspricht einem ungeordneten, dichten Zustand (D).
Hierbei sind benachbarte Zellen besetzt, aber die zugehörigen Spin-
variablen sind im Allgemeinen nicht im gleichen Zustand, es gilt also
σij 6= σji. Ein dichter, geordneter Zustand (n = 1 und pσ = 1, ' HB)
liegt vor, wenn benachbarte Zellen besetzt sind und σij = σji gilt. Der
Gaszustand ist schließlich durch n ≈ 0 und pσ = 1/q gegeben, hier-
bei sind benachbarte Zellen nicht beide besetzt. Die drei Zustände
sind in Abbildung 4.7b zur Veranschaulichung graphisch dargestellt.
Dass diese Definition von „Zuständen“ tatsächlich wesentliche Ei-
genschaften der Modelle abbilden kann, wird in Abbildung 4.8 ver-
deutlicht. Hier ist die Besetzung der drei Zustände, wie sie oben de-
finiert wurden, in der p-T -Ebene gezeigt. Offensichtlich ist die Vertei-
lung der Nächste-Nachbar-Konfigurationen auf diese drei Zustände
in allen drei Modellen sehr ähnlich und die verschiedenen Phasen
(HDL, LDL und Gas) sind durch die Dominanz jeweils eines Zu-
stands gekennzeichnet.
An dieser Stelle ist anzumerken, dass die drei Zustände in den
Modellen jeweils mit einer bestimmten potentiellen Energie, spezifi-
67 Alternativ ist auch die Parameterkombination aus m und n möglich.
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(a) qD (Zellen) (b) qHB (Zellen) (c) qG (Zellen)
(d) qD (3S3W) (e) qHB (3S3W) (f) qG (3S3W)
(g) qD (BNJ) (h) qHB (BNJ) (i) qG (BNJ)
Abbildung 4.8: Besetzung der drei mikroskopischen Zustände D, HB und
G (von links nach rechts, die Definition der Zustände ist
im Text gegeben) im Zellenmodell (oben), im 3S3W-Modell
(Mitte) und im BNJ-Modell (unten). Die Besetzung bestimmt
sich im Zellenmodell durch qD = n(1 − p¯σ), qHB = np¯σ
und qG = (1 − n) mit p¯σ = (qpσ − 1)/(q − 1). Im 3S3W-
Modell sind die drei Zustände durch die drei Konfigura-
tionen in Abbildung 4.2 gegeben, die Besetzung bestimmt
sich direkt aus der Zustandssumme. Im BNJ-Modell kann
die Besetzung der drei Potentialregionen ebenfalls aus der
Zustandssumme bestimmt werden (vgl. Abschnitt 3.2.1.2).
schen Entropie und einem bestimmten spezifischen Volumen asso-
ziiert sind, die als Mittelwerte dieser Größen an einem bestimmten
Punkt im Zustandsraum verstanden werden können (siehe auch Ab-
schnitt 5.1.2). Selbstverständlich hängen diese Größen in den drei Mo-
dellen von Temperatur und Druck ab. Im folgenden Kapitel 5 wird
der Frage nachgegangen, ob diese Abhängigkeit notwendig ist, um
die speziellen Eigenschaften von Wasser zu modellieren.
4.3 diskussion
Im Folgenden werden zunächst die Resultate dieses Kapitels zusam-
mengefasst und diskutiert, bevor auf Limitationen der Untersuchun-
gen eingegangen wird. Es werden zudem einige Anmerkungen in
Bezug auf das Zellenmodell aufgeführt, die bereits auf die Untersu-
chungen in Kapitel 6 hinführen.
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4.3.1 Zusammenfassung und Interpretation der Ergebnisse
In diesem Kapitel wurden drei Modelle verglichen [71, 98, 74, 75, 18,
77], die alle mehrere charakteristische Eigenschaften von Wasser re-
produzieren. Alle drei Modelle zeigen ein Phasendiagramm, das ähn-
lich zu dem von flüssigem Wasser im LLCP-Szenario ist. Es weist
zwei Phasenübergänge auf, die mit einem Flüssig-Gas- und einem
Flüssig-Flüssig-Übergang identifiziert werden können. Zudem treten
in allen drei Modellen eine Dichteanomalie sowie die Anomalien der
isothermen Kompressibilität und der isobaren Wärmekapazität auf.
Die Fähigkeit dieser Modelle, die Eigenschaften von echtem Wasser
zu reproduzieren, wurde verschiedentlich gewürdigt [98, 73, 77]. Al-
lerdings wurde bisher nicht näher auf die Gemeinsamkeiten verschie-
dener Modellen eingegangen.
Die gezeigten Übereinstimmungen sind insofern überraschend, als
dass die drei Modelle mikroskopisch sehr unterschiedlich motiviert
sind. Während das Zellenmodell ein diskretes Gittermodell darstellt,
handelt es sich beim 3S3W-Modell um ein zweidimensionales Modell
mit nur drei möglichen Zuständen für Dreiergruppen von nächsten
Nachbarn. Das BNJ-Modell hingegen ist eindimensional und lässt
kontinuierlich verschiedene Abstände zwischen benachbarten Teil-
chen zu.
Trotz dieser Unterschiede konnten in den drei Modellen korrespon-
dierende Parameter identifiziert werden, die jeweils den gleichen Ef-
fekt verursachen. So gibt es in allen drei Modellen einen Parameter,
der die Steigung der HDL-LDL-Linie festlegt. Dies ist jeweils der Pa-
rameter, der die Entropie der LDL-Phase (bzw. das Verhältnis dieser
Entropie zur Entropie der HDL-Phase) definiert. Zudem gibt es in
allen drei Modellen zwei charakteristische Abstände (bzw. mikrosko-
pische Volumina), die einem dichten Zustand und einem etwas weni-
ger dichten „Wasserstoffbrückenbindungszustand“ entsprechen. Die
Notwendigkeit von zwei Längenskalen für die Existenz von Anoma-
lien wurde bereits zuvor, beispielsweise von de Oliveira et al. [60], bei
der Untersuchung verschiedener Wechselwirkungspotentiale heraus-
gearbeitet. Dieser Bestandteil ist somit essentiell für wasserähnliches
Verhalten.
Einen Hinweis auf den Ursprung der gemeinsamen Eigenschaften
der drei Modelle liefert die Besetzung unterschiedlicher Zustände,
die in Abschnitt 4.2.3 diskutiert wird. Hier ist erkennbar, dass in al-
len drei Modellen je drei Zustände definiert werden können, deren
Besetzung mit den drei beobachteten Phasen gut übereinstimmt. Die-
se Erkenntnis stellt die Motivation für das folgende Kapitel 5 dar.
Da die drei Modelle in ihrer hier untersuchten Form einen HDL-
LDL-Übergang aufweisen, können sie auch in Hinblick auf andere
Materialien mit diesem Übergang Anwendung finden, wie im vorhe-
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rigen Kapitel bereits andiskutiert wurde. Beispielsweise gibt es expe-
rimentelle [44] und simulationsbasierte [106, 107] Hinweise darauf,
dass Silizium einen Flüssig-Flüssig-Übergang zeigt. Auch Phosphor
gilt als Kandidat für einen Übergang zwischen zwei flüssigen Pha-
sen [45]. Wenn für diese (oder andere) Substanzen der Verlauf der
HDL-LDL-Linie bekannt ist, können die Modelle herangezogen wer-
den, um Lage und Steigung der Phasengrenzlinie abzubilden. Die
dafür nötigen Parameterwerte, die sich von Substanz zu Substanz un-
terscheiden werden, können dann Hinweise darauf liefern, welche ef-
fektiven mikroskopischen Unterschiede zwischen verschiedenen Ma-
terialien vorliegen.
4.3.2 Limitationen
Die vorgestellten einfachen Wassermodelle sind allesamt erfolgreich
in der Reproduktion einiger charakteristischer Eigenschaften von Was-
ser. Selbstverständlich können die drei Modelle jedoch nicht alle Be-
sonderheiten von Wasser erfassen und scheitern schon bei recht na-
heliegenden Eigenschaften, wie beispielsweise genaueren quantitati-
ven Übereinstimmungen oder dem Mangel an festen Eisphasen. Hier-
für sind komplexere Modelle notwendig, die mehr Details beinhalten
und somit mehr Facetten der Substanz abdecken können. Jedoch ist
es umgekehrt bemerkenswert, mit wie einfachen Mitteln charakteristi-
sche Eigenschaften von Wasser erhalten werden können. Obwohl die
Behandlung aller drei Modelle in den hier beschriebenen Untersu-
chungen keine Simulationen erfordert, zeigen sie überraschend ähn-
liche Eigenschaften zu Wasser.
Zudem existieren zahlreiche weitere Modelle, die für Wasser vor-
geschlagen wurden, auf die jedoch in diesem Kapitel nicht weiter
eingegangen wurde. Allerdings wurde bei der Auswahl der Modelle
eine Bandbreite von Modellen abgedeckt, die die Ergebnisse durch-
aus verallgemeinerbar macht. So beinhalten die drei Wassermodel-
le verschiedene Dimensionen, diskrete und kontinuierliche Konfigu-
rationsänderungen sowie explizite und effektive Wechselwirkungen.
Insofern sind die Ergebnisse dieses Kapitels durchaus relevant und
diskussionsfähig für eine größere Klasse von Wassermodellen.
4.3.3 Anmerkungen zum Zellenmodell
Ein letzter Diskussionspunkt betrifft das Zellenmodell und soll die
Untersuchungen in Kapitel 6 motivieren, in denen dieses Modell noch-
mals genauer untersucht wird. Wie oben beschrieben, wurde das
Zellenmodell bereits mehrfach in Bezug auf Wasser untersucht und
stellt somit auch in der Forschungsgemeinde ein Objekt von Inte-
resse dar. Während der Untersuchung des Modells in dieser Arbeit
fiel jedoch auf, dass es bisher nie in der ursprünglich formulierten
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Form (nach Gleichungen (4.1) und (4.2)) untersucht wurde. Die Mean-
Field-Theorie, die in Abschnitt 4.1.1.2 vorgestellt wird, weist neben
der Mean-Field-Näherung an sich noch weitere Abweichungen auf.
So werden die Wechselwirkungen innerhalb eines Moleküls über ein
Feld dargestellt, während die Wechselwirkung zwischen den Armen
zweier benachbarter Moleküle explizit behandelt wird (vgl. hierzu
Abschnitt 6.2.3).
In verschiedenen Artikeln wurde das Modell auch mit Monte-Carlo-
Methoden untersucht (z. B. [97, 98]). Jedoch wurde auch in diesem
Fall ein abgewandeltes Modell implementiert, bei dem die allgemei-
ne Van-der-Waals-Wechselwirkung durch ein Potential ersetzt wurde
(vgl. auch Abschnitt 6.3). Diese Unklarheiten in Bezug auf ein so weit
verbreitetes Modell haben die Untersuchungen in Kapitel 6 motiviert.

5
E I N D R E I Z U S TA N D S M O D E L L F Ü R WA S S E R
In diesem Kapitel wird ein weiteres, sehr einfaches Wassermodell vor-
geschlagen und untersucht: ein Dreizustandsmodell für Wasser68. Die
Motivation für dieses Dreizustandsmodell hat sich aus dem Vergleich
dreier Modelle in Kapitel 4 ergeben. In Abschnitt 4.2.3 wurde deut-
lich, dass das ähnliche Verhalten der drei Modelle aus einem gemein-
samen Bestandteil folgt, der in allen drei Modellen auf mehr oder
weniger offensichtliche Art enthalten ist. Alle drei Modelle lassen für
Nächste-Nachbar-Konfigurationen drei Zustände zu, die durch eine
bestimmte potentielle Energie, eine Entropie und ein Volumen cha-
rakterisiert sind, wobei die Werte dieser drei Größen im Allgemeinen
von Temperatur und Druck abhängen.
Eine weitere Gemeinsamkeit besteht darin, dass alle drei Modelle
eine globale Anziehung beinhalten, die ein kleines Volumen bevor-
zugt. Dies ist im 3S3W-Modell und im BNJ-Modell dadurch gegeben,
dass die Ersetzungen
v(T ,p) = vRM(T ,p+ a/v2) (5.1)
g(T ,p) = gRM(T ,p+ a/v2) − 2a/v (5.2)
vorgenommen wurden, wobei der Index RM für „Reines Modell“
steht, also das Modell ohne langreichweitige Anziehung. Im Zellen-
modell gibt es einerseits eine Anziehung zwischen nächsten Nach-
barn, die über die Besetzungszahl ni einen Flüssig-Gas-Übergang er-
zeugt. Andererseits führt der kooperative Term zu einem nichtlinea-
ren Anwachsen der Bindungsenergie mit der Zahl gleich ausgerich-
teter Potts-Variablen, was zu einem HDL-LDL-Übergang führt. Die
Entstehung des HDL-LDL-Übergangs im Zellenmodell und das Auf-
treten eines zweiten kritischen Punktes werden in Kapitel 6 ausführ-
lich besprochen.
Nachdem alle drei in Kapitel 4 vorgestellten Modelle drei Zustände
und eine globale Anziehung aufweisen, stellt sich die Frage, ob diese
Bestandteile bereits ausreichen, um das wasserähnliche Verhalten zu
erzeugen.
5.1 modell
In diesem Abschnitt wird ein Dreizustandsmodell für Wasser einge-
führt, das nur zwei Bestandteile aufweist: Es enthält drei mikroskopi-
sche Zustände, die temperatur- und druckunabhängig sind, und zu-
68 Wie bereits in Kapitel 4 angemerkt, sind einige Ergebnisse dieses und des vorherigen
Kapitels in [95] veröffentlicht.
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sätzlich existiert eine globale Anziehung. Im Folgenden wird die ma-
thematische Beschreibung des Modells erläutert, bevor beispielhaft
auf den Zusammenhang mit einem der drei Modelle aus Kapitel 4
eingegangen wird.
5.1.1 Modellbeschreibung
Im Dreizustandsmodell werden drei Zustände vorgegeben, die je-
weils durch eine bestimmte spezifische potentielle Energie ui, spe-
zifische Entropie si und ein spezifisches Volumen vi charakterisiert
sind, wie in Abbildung 5.1 dargestellt ist. Diese Zustände können je-
weils von einer kleinen Anzahl benachbarter Teilchen besetzt werden.
Dabei wird angenommen, dass jede Teilchengruppe ihren Zustand
unabhängig vom Zustand der benachbarten Gruppen annimmt. Die
unabhängigen Mengen von Teilchen, die die drei Zustände anneh-
men, werden im Folgenden auch „Teilchensets“ genannt. Beispiels-
weise kann das Modell eindimensional sein, in diesem Fall entspre-
chen Paare von Teilchen diesen unabhängigen Mengen. Die Dimen-
sion des Systems und die genaue Anzahl von Teilchen ist allerdings
nicht entscheidend. Es kann zum Beispiel auch ein zweidimensiona-
les Modell betrachtet werden, analog zum 3S3W-Modell, in dem die
Dimension zwei und die Anzahl von Teilchen in einem Set drei ist69.
Nun soll angenommen werden, dass die Teilchensets die drei Zustän-
de (uj, sj, vj) mit j ∈ {D,HB,G} unabhängig voneinander annehmen.
Für jede unabhängige Teilchenmenge gibt es also drei verschiedene
Möglichkeiten und hierfür je einen Beitrag zur Zustandssumme ∆1
(für ein Set) mit
∆1 =
∑
j∈{D,HB,G}
e−β(uj−Tsj+pvj) =
∑
j
e−βgj . (5.3)
Für N unabhängige Teilchenmengen wird diese Zustandssumme auf-
grund der Unabhängigkeit zur N-ten Potenz genommen70.
Die spezifische Gibbs-Energie g = G/N kann dann über die gesam-
te Zustandssumme ∆ = ∆N1 berechnet werden, wobei sie einem ex-
69 Hier ist zu bemerken, dass die Größen ui, si und vi je nach Dimension und Teil-
chenzahl in einem Set eventuell verschieden interpretiert werden müssen. Im Fall
einer Dimension und unabhängiger Paare ist das Volumen vi der mittlere Abstand
zweier Teilchen und die Größen ui und si sind pro Teilchen zu verstehen. Im zwei-
dimensionalen Fall und Dreiersets (wie im 3S3W-Modell) entspricht das Volumen
der durchschnittlichen Fläche pro Teilchen im Set und auch hier sind ui und si Grö-
ßen pro Teilchen. Es sind jedoch auch Fälle denkbar, in denen ui, si und vi sich auf
größere Teilchenmengen beziehen.
70 Der Faktor N! kann dadurch eliminiert werden, dass die Sets angeordnet werden
(vgl. Abschnitt 3.1.1 oder auch Abschnitt II in [18]).
5.1 modell 67
Abbildung 5.1: Veranschaulichung der drei Zustände im Dreizustandsmo-
dell. Die drei Mikrozustände sind durch eine bestimmte spe-
zifische potentielle Energie, eine spezifische Entropie und
ein spezifisches Volumen charakterisiert. Die drei Zustände
sind demzufolge Punkte im dreidimensionalen u-s-v-Raum.
ponentiellen Mittelwert der „mikroskopischen Gibbs-Energien“ ent-
spricht (vgl. Abschnitt 2.3.1) mit
−βg(T ,p) = ln∆1 = ln
∑
j
e−βgj
 . (5.4)
Hieraus können alle abgeleiteten Größen erhalten werden wie bei-
spielsweise v(T ,p) (vgl. Abschnitt 2.3.1).
Nun soll zusätzlich noch eine globale Anziehung berücksichtigt
werden. Dies erfolgt analog zum BNJ-Modell und zum 3S3W-Modell
wieder durch eine Ersetzung
v(T ,p)→ v(T ,p+ a/v2)
g(T ,p)→ g(T ,p+ a/v2) − 2a/v
(vgl. Abschnitte 3.1.3 und 4.1.2). Damit kann die Gibbs-Energie für
jeden Zustand (T ,p) berechnet werden, womit das ganze thermody-
namische Verhalten bekannt ist. Im nächsten Abschnitt wird kurz auf
den Zusammenhang zwischen dem Dreizustandsmodell und den ur-
sprünglichen Modellen eingegangen, bevor die Ergebnisse des Mo-
dells vorgestellt und diskutiert werden.
5.1.2 Beispiel: Das 3S3W-Modell als Dreizustandsmodell
Da das 3S3W-Modell dem Dreizustandsmodell in der Formulierung
recht ähnlich ist, soll hier erläutert werden, wie eine Übertragung
der Parameter des 3S3W-Modells in das Dreizustandsmodell erfol-
gen könnte. Die erhaltenen Parameter haben jedoch im Allgemeinen
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für jeden Zustand (T ,p) einen anderen Wert, wie im Folgenden dar-
gestellt wird.
Im 3S3W-Modell gibt es drei mögliche Konfigurationen, die von ei-
nem Teilchenset aus drei Teilchen angenommen werden können (vgl.
Abbildung 4.2). Die drei Zustände sind durch eine bestimmte Ener-
gie, Entropie und ein Volumen charakterisiert (vgl. Abschnitt 4.1.2).
Die Werte dieser Größen sind durch die Ausdrücke (4.11) bis (4.19)
gegeben71, die neben den drei Parametern ks, d und a (für die die
Standardwerte aus Abschnitt 4.1.2.2 eingesetzt werden können) noch
von T und p abhängen. Für eine bestimmte Kombination von T und
p können somit die konkreten Werte dieser Parameter ausgerechnet
werden. Beispielsweise ergeben sich für T = 1 = p die Werte
uD = −0.15 sD = 0 vD = 0.93
uHB = −0.5 sHB = −5.83 vHB = 1.30
uG = 0.0 sG = 0 vG = 1.93 .
Wird hingegen beispielsweise der Druck auf 0.1 verkleinert, so än-
dern sich die Werte sG = 2.30 und vG = 10.93, alle anderen Werte
bleiben gleich72. Somit ist erkennbar, dass in diesem Modell eine Ent-
sprechung zu den Größen im 3S3W-Modell gefunden werden kann,
dass aber die genauen Werte der neun Parameter von Druck und Tem-
peratur abhängen. Diese Abhängigkeit wird im Dreizustandsmodell
nicht mehr zugelassen.
5.2 ergebnisse
Das Dreizustandsmodell wird nun zunächst in Hinblick auf das Pha-
sendiagramm und Volumenprofil untersucht, bevor auf die Anomali-
en und die vier Szenarien eingegangen wird, die für Wasser diskutiert
werden.
5.2.1 Phasendiagramm
Um das Phasendiagramm des Modells zu analysieren, werden die 10
Parameter a, uj, sj und vj variiert73, wobei j ∈ {D,HB,G}. Ein Para-
71 Die Entropie ergibt sich aus sj = kB logγj.
72 Mit Variation der Temperatur ergeben sich weitere Änderungen der Parameter, wo-
bei in diesem Modell uD, uG, vD und vHB stets den gleichen Wert annehmen.
73 Zur Anzahl der Parameter ist zu bemerken, dass nicht alle neun Parameter uj, sj
und vj unabhängig voneinander variiert werden müssen, um das volle Verhalten
des Modells zu erhalten. Der Nullpunkt der Energie, des Volumens und der Entropie
sind beliebig wählbar in dem Sinne, dass sie kein anderes Gewicht der drei Zustände
untereinander erzeugen. Zudem kann die Wahl der Einheiten des Volumens oder der
Entropie durch eine andere Wahl der Einheiten von Temperatur und Druck wieder
ausgeglichen werden. Da aber die Angabe der neun Werte im dreidimensionalen
u-s-v-Raum nicht kompliziert ist, werden hier stets diese Werte angegeben.
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metersatz, mit dem ähnliche Ergebnisse wie in den drei Modellen aus
Kapitel 4 erzielt werden können, besteht aus den Werten a = 2 und
uD = 0 sD = 3 vD = 1
uHB = −2 sHB = 1 vHB = 1.5
uG = 0 sG = 5 vG = 5 .
Diese sind auch als „Standardwerte“ in Tabelle 5.1 aufgeführt. Das
entsprechende Phasendiagramm und das Volumenprofil finden sich
in Abbildung 5.2a und 5.2b. Der Vergleich mit Abbildung 4.3 zeigt,
(a) PD. (b) v(T ,p).
Abbildung 5.2: Das Phasendiagramm (a) und das Volumenprofil (spezifi-
sches Volumen v(T ,p)) (b) im Dreizustandsmodell. Der kri-
tische Punkt des Flüssig-Flüssig-Übergangs mit den Stan-
dardwerten der Parameter liegt ungefähr bei Tc = 0.12 und
pc = 2.23.
dass die Ergebnisse für das Dreizustandsmodell sehr ähnlich zu den
zuvor erhaltenen Resultaten für die drei Modelle sind. Es werden
zwei Phasenübergänge beobachtet, die anhand des Volumenprofils
als Flüssig-Gas- und HDL-LDL-Übergang verstanden werden kön-
nen. Beide Phasenübergänge enden in einem kritischen Punkt. Der
Flüssig-Gas-Übergang ist dabei ein Übergang von einem niederentro-
pischen zu einem hochentropischen Zustand mit wachsender Tempe-
ratur. Er tritt in dieser Form nur auf, wenn der Zustand G eine hohe
Entropie aufweist. Ist G hingegen mit einer ähnlich hohen Entropie
wie die anderen beiden Zustände verbunden, so findet nur eine Ver-
teilung auf alle drei Zustände mit hoher Temperatur statt74.
Des Weiteren wird der Einfluss verschiedener Parameter auf das
Phasendiagramm untersucht. Dabei zeigt sich, dass der HDL-LDL-
Übergang nur auftritt, wenn uHB ausreichend klein ist (bezogen auf
den Wert von uD), wie in Abbildung 5.3 beispielhaft gezeigt ist. In
der linken Spalte sind Koexistenzbereiche zweier Phasen dargestellt,
wobei von 5.3a nach 5.3m der Wert von uHB von −3 auf −1 verändert
wird. Die zugehörigen Volumenprofile sind in den Abbildungen 5.3b
bis 5.3n (mittlere Spalte) gezeigt.
74 Auf diesen Effekt wird in Abschnitt 5.2.4 nochmals eingegangen, da er bereits bei
zwei Zuständen auftreten kann.
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Ein größerer Wert von uHB verschiebt die HDL-LDL-Linie zu tiefe-
ren Drücken (genau wie kleinere Werte von uD). Der Koexistenz-
bereich des Flüssig-Gas-Übergangs wächst, seine Lage bleibt aber
gleich. Bei sehr großen Werten gibt es (wie auch bei sehr kleinen
Werten von uD) einen Flüssig-Gas-Übergang zwischen vD = 1 und
vG = 5, das mittlere Volumen vHB dominiert in dem Fall in keinem
Bereich der p-T -Ebene. Beim größten gezeigten Wert uHB = −1 in
Abbildung 5.3m ist der HDL-LDL-Übergang nicht mehr beobacht-
bar. Bei sehr tiefen Energien uHB hingegen gibt es keinen Flüssig-
Gas-Übergang mehr, sondern einen kontinuierlichen Übergang einer
LDL-Flüssigkeit zu einem Gas.
Die verschiedenen Effekte auf das Phasendiagramm, die durch Va-
riation der Parameter hervorgerufen werden, sind in Tabelle 5.1 zu-
sammengefasst. Darin ist jeweils der Einfluss einer Erhöhung eines
Wertes auf das Phasendiagramm angegeben, wobei davon ausgegan-
gen wird, dass alle anderen Parameter ihren Standardwert behal-
ten. Analysiert wird eine Variation der Steigung der Flüssig-Flüssig-
Übergangslinie sowie eine Änderung von Temperatur und Druck des
kritischen Punkts des Flüssig-Flüssig- (bzw. Flüssig-Gas-) Übergangs.
Zudem wird die Größe der Koexistenzregion entlang des Flüssig-
Flüssig- (bzw. Flüssig-Gas-) Übergangs in der p-T -Ebene gemessen,
in der zwei Phasen koexistieren75.
Die Erhöhung der Variablen uD, sD, vD hat in Hinblick auf den
Flüssig-Flüssig-Übergang stets den entgegengesetzten Effekt zur Er-
höhung der Variablen uHB, sHB, vHB. In Hinblick auf den Flüssig-
Gas-Übergang wirken die Parameter des dritten Zustands zumeist
entgegengesetzt zu denen der ersten beiden Zustände. Beide Effekte
sind plausibel, da an der Phasengrenzlinie stets die Gibbs-Energien
und somit die Parameter der angrenzenden Phasen konkurrieren.
Was die Lage und Form der HDL-LDL-Übergangslinie betrifft, so
wird in Abbildung 5.4 der Einfluss verschiedener Parameter visua-
lisiert. Die Steigung des Übergangs variiert mit der Differenz der
Entropie der beiden dichteren Zustände (D und HB) und sie wird
negativ, wenn sD > sHB gilt76. Die Lage der Linie in der p-T -Ebene
kann durch die relativen Werte von uD und uHB oder die relativen
Werte von vD und vHB gesteuert werden. Erwartungsgemäß führen
große relative Werte von uHB und vHB dazu, dass der Übergang na-
he T = 0 bei kleinerem Druck stattfindet77. Die Länge des Übergangs
kann variiert werden, indem die Werte von uD, uHB, vD und vHB
75 Für die Größe der Koexistenzregion wurde die Zahl der Gitterpunkte in der p-T -
Ebene verglichen, bei der zwei Phasen koexistieren.
76 Dies folgt wieder direkt aus der Clausius-Clapeyron-Gleichung und ist in den vor-
herigen Kapiteln bereits diskutiert worden.
77 Wie schon in den Abschnitten 3.2.1.1 und 4.2.1 in ähnlicher Form bemerkt, findet
der Übergang für T = 0 bei p = (uD − uHB)/(vHB − vD) statt.
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(a) uHB = −3.0. (b) uHB = −3.0. (c) uHB = −3.0.
(d) uHB = −2.5. (e) uHB = −2.5. (f) uHB = −2.5.
(g) uHB = −2.0. (h) uHB = −2.0. (i) uHB = −2.0.
(j) uHB = −1.5. (k) uHB = −1.5. (l) uHB = −1.5.
(m) uHB = −1.0. (n) uHB = −1.0. (o) uHB = −1.0.
Abbildung 5.3: Koexistenzregionen (linke Spalte), Volumenprofile (Mitte)
und Regionen mit αT < 0 (rechte Spalte) für verschiedene
Werte von uHB im Dreizustandsmodell. Die mittlere Rei-
he entspricht den Standardwerten der Parameter, bis auf
vHB = 2 (für eine bessere Unterscheidbarkeit von HDL und
LDL im Volumenprofil).
simultan geändert werden. Allerdings wird dann auch die Lage des
Flüssig-Gas-Übergangs beeinflusst. Die relative Lage beider Phasen-
übergänge kann beispielsweise durch sG verändert werden.
Als weiteres interessantes Ergebnis kann beobachtet werden, dass
durch eine Variation der Parameter nicht nur Lage und Steigung
des HDL-LDL-Übergangs verändert werden kann. Durch diese Än-
derung ist es auch möglich, verschiedene Szenarien für Wasser zu
erzeugen. Dies wird in Abschnitt 5.2.3 ausführlicher diskutiert.
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Tabelle 5.1. Einfluss verschiedener Parameter auf das Phasendiagramm im
Dreizustandsmodell. Für jeden Parameter (P) ist der Standard-
wert (SW) angegeben, sowie der Einfluss einer Erhöhung des
Wertes auf das Phasendiagramm, wenn alle anderen Parameter
ihren Standardwert annehmen. S˜LL bezeichnet die Steigung der
Flüssig-Flüssig-Übergangslinie, TLLCP und pLLCP (TLGCP und
pLGCP) sind Temperatur und Druck beim kritischen Punkt des
Flüssig-Flüssig- (bzw. Flüssig-Gas-) Übergangs, die steigen (↑),
sinken (↓) oder unverändert bleiben (-) können, wenn der jeweili-
ge Parameterwert erhöht wird. KRLL (bzw. KRLG) bezeichnet die
Größe der Koexistenzregion entlang des Flüssig-Flüssig- (bzw.
Flüssig-Gas-) Übergangs in der p-T -Ebene, in der zwei Phasen
koexistieren. Die Größe der Region kann mit der Veränderung
eines Parameters ebenfalls zunehmen oder abnehmen.
P SW S˜LL TLLCP pLLCP KRLL TLGCP pLGCP KRLG
a 2 - ↑ ↓ ↑ ↑ ↑ ↑
sD 3 ↓ - ↓ ↑ ↑ ↓ ↑
sHB 1 ↑ - ↑ ↓ ↓ ↓ ↓
sG 5 - - - - ↑ ↑ ↑
vD 1 ↓ ↓ ↑ ↓ ↓ ↓ ↓
vHB 1.5 ↑ ↑ ↓ ↑ ↓ ↓ ↓
vG 5 - - - - ↑ ↑ ↑
uD 0 ↑ ↓ ↑ ↓ ↓ ↑ ↓
uHB -2 ↓ ↑ ↓ ↑ ↑ ↑ ↑
uG 0 - - - - ↓ ↓ ↓
Abbildung 5.4: Qualitative Darstellung des Einflusses verschiedener Para-
meter auf die Lage und Steigung der HDL-LDL-Linie im
Dreizustandsmodell. In a ist sD > sHB gewählt, wobei
(uD − uHB)/(vHB − vD) klein ist. In b gilt sHB > sD, wäh-
rend in c (uD − uHB)/(vHB − vD) sehr groß gewählt ist.
5.2.2 Anomalien
Hier soll zunächst auf die Dichteanomalie eingegangen werden, die
im Dreizustandsmodell mit den Standardwerten der Parameter be-
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obachtet werden kann. Beispiele für den Verlauf von v(T) und die
Anomalieregion sind in Abbildung 5.2 gezeigt. Der Vergleich mit Ab-
bildung 4.5 zeigt, dass auch hier ein ähnliches Verhalten wie in den
drei Modellen aus Kapitel 4 auftritt. Die Dichteanomalie in Form ei-
ner abnehmenden Funktion v(T) tritt in dem Bereich auf, in dem der
LDL-Zustand dominiert und der Gaszustand weniger vorteilhaft ist
als der dichte Zustand. Bei hohem Druck oder hohen Temperaturen
verschwindet die Anomalie.
(a) Region mit αp(T) < 0. (b) v(T).
Abbildung 5.5: Die Dichteanomalie im Dreizustandsmodell. Gezeigt ist die
Region, in der αp(T) < 0 gilt (a), sowie Beispiele für das
spezifische Volumen v(T) (b).
Um den Zusammenhang zwischen der Dichteanomalie und dem
Phasendiagramm, das im letzten Abschnitt diskutiert wurde, näher
zu beleuchten, wird hier nochmals auf Abbildung 5.3 eingegangen,
die zum Teil schon im vorigen Abschnitt diskutiert wurde. Rechts
neben den jeweiligen Koexistenzregionen (Abbildung 5.3a bis 5.3m)
ist in der mittleren Spalte das Volumenprofil v(T ,p) (5.3b bis 5.3n)
und ganz rechts die Region, in der αp(T) < 0 gilt (5.3c bis 5.3o), ge-
zeigt. Es wurde bereits angesprochen, dass bei großen Werten von
uHB (genauso wie bei sehr kleinen Werten von uD) ein Flüssig-Gas-
Übergang zwischen vD = 1 und vG = 5 auftritt, das mittlere Volumen
vHB jedoch nie dominiert. In diesem Fall gibt es keine Dichteanomalie
mehr, wie in Abbildung 5.3o erkennbar ist. Hier wird somit deutlich,
dass die Dichteanomalie nur auftritt, wenn der Zustand HB bei tiefen
p und T bevorzugt angenommen wird, was mit der Existenz eines
HDL-LDL-Übergangs koinzidiert. Dieses Ergebnis stimmt mit dem
Resultat aus Abschnitt 3.2.2 für das BNJ-Modell überein.
Auch die Anomalien der isothermen Kompressibiliät und der iso-
baren Wärmekapazität können im Dreizustandsmodell beobachtet
werden. Dies ist in Abbildung 5.6 exemplarisch gezeigt. Einerseits
werden Maxima dort beobachtet, wo der Flüssig-Gas-Übergang auf-
tritt. Durch den Flüssig-Flüssig-Übergang kommt es aber andererseits
auch bei tiefen Temperaturen zu einem Anwachsen der Funktionen,
und zwar umso stärker, je näher der Druck beim HDL-LDL-Übergang
liegt. Bei den höheren der gezeigten Drücke sind bereits deutliche
Maxima erkennbar.
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(a) κT (T). (b) cp(T).
Abbildung 5.6: Beispiele für κT (T) (a) und cp(T) (b) im Dreizustandsmodell.
In beiden Fällen ist erkennbar, dass die Antwortfunktionen
zu tieferen Temperaturen anwachsen. In diesen Abbildun-
gen sind die Standardwerte der Parameter verwendet wor-
den.
5.2.3 Vier Szenarien für unterkühltes Wasser
Wie in Abschnitt 2.1.2 dargelegt wurde, wurden vier verschiedene
Szenarien vorgestellt, um das Verhalten von unterkühltem Wasser zu
beschreiben [19]. Das Szenario, das bisher vorrangig betrachtet wur-
de, ist das LLCP-Szenario, in dem es einen Phasenübergang erster
Ordnung zwischen zwei Flüssigkeiten gibt, die sich in der Dichte un-
terscheiden. Dieser Übergang endet in einem kritischen Punkt. Die
Ergebnisse des Dreizustandsmodells, die mit den Standardwerten der
Parameter erhalten wurden, sind konsistent mit diesem Szenario. Die
genaue Lage des kritischen Punktes hängt von der Wahl der Parame-
ter ab und der kritische Punkt kann beispielsweise auch bei negativen
Drücken liegen.
Da auch andere plausible Szenarien für das Verhalten von unter-
kühltem Wasser vorgeschlagen wurden, ist es naheliegend, die Frage
zu stellen, ob auch diese Szenarien im Dreizustandsmodell auftreten
können.78 Im Folgenden soll deshalb gezeigt werden, dass in Bezug
auf das Phasendiagramm zumindest drei der vier Szenarien beob-
achtet werden können. Dabei wird auf die vier Beschreibungen in
Abschnitt 2.1.2 Bezug genommen.
1. Das LLCP-Szenario ist das bisher betrachtete Szenario, das mit
den Standardwerten der Parameter erhalten wird und mit dem
die Ergebnisse der vorherigen beiden Abschnitte übereinstim-
men. Das schematische Phasendiagramm zu diesem Szenario
ist in Abbildung 5.7a dargestellt.
78 Stokely et al. [98] haben gezeigt, dass im Zellenmodell alle vier Szenarien auftreten
können, wenn die Parameter geeignet gewählt werden. Das ist bereits ein Hinweis
darauf, dass die Szenarien nicht völlig unabhängig voneinander sind.
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2. Im CPF-Szenario liegt ein Ordnungs-Unordnungs-Übergang bei
tiefen Temperaturen vor, der bis zur Flüssig-Gas-Spinodalen
hinunterreicht und deshalb keinen kritischen Endpunkt aufweist
[16]. Dieses Szenario tritt ebenfalls generisch im Dreizustands-
modell auf. Die HDL-LDL-Übergangslinie erstreckt sich bis zu
p < 0, wenn uD−uHB klein oder sD− sHB groß ist, oder aber
wenn vD− vHB klein ist. In diesem Fall kann die Phasengrenzli-
nie die Flüssig-Gas-Spinodale schneiden (CPF) oder auch nicht
(LLCP mit pc < 0). Ein Beispiel für das CPF-Szenario ist in Ab-
bildung 5.7b gezeigt, wo im Vergleich zu den Standardwerten
der Parameter vD verändert wurde zu 0.75 (vorher vD = 1.0).
3. Das Singularitätsfreie (SF-) Szenario geht davon aus, dass das
Anwachsen der Antwortfunktionen bei kleinen Temperaturen
ohne Singularität geschieht [14]. Dies entspricht dem LLCP-Sze-
nario im Grenzfall Tc → 0. Dieses Szenario tritt im Dreizu-
standsmodell auf, wenn vHB nur wenig größer als vD ist. Aus-
gehend von den Standardwerten verschiebt sich die HDL-LDL-
Linie zu höheren Drücken und der kritische Punkt wandert zu
tieferen Temperaturen, wenn vHB sich vD annähert (siehe Abbil-
dung 5.7c, dort ist vHB = 1.2 & vD = 1). Der Grenzfall, in dem
Tc = 0 ist, kann somit als SF-Szenario interpretiert werden.
4. Im Stability-Limit- (SL-) Szenario hat die Flüssig-Gas-Spinodale
die Eigenschaft, dass sie bei kleinen Temperaturen vom Bereich
negativen Drucks wieder hoch zu positiven Drücken verläuft.
Wie bereits in Abschnitt 2.1.2 beschrieben, bemerkte Debenedet-
ti [19], dass dieses Szenario mit einem zweiten kritischen Punkt
des Flüssig-Gas-Übergangs einhergehen würde, auf den es kei-
nerlei Hinweis gibt. Im Dreizustandsmodell können Fälle beob-
achtet werden, bei denen es eine direkte Verbindung vom HDL-
LDL-Übergang zum Flüssig-Gas-Übergang gibt, diese könnten
als teilweise Entsprechung des SL-Szenarios gewerten werden,
können aber auch als CPF-Szenario verstanden werden. Es gibt
auch Fälle, in denen die Flüssig-Gas-Spinodale ein Minimum
aufweist79.
Insgesamt lässt sich feststellen, dass im Dreizustandsmodell je nach
Wahl der Parameter verschiedene Szenarien enthalten sind. Insbe-
sondere kann die Länge der HDL-LDL-Phasengrenzlinie so variiert
werden, dass sie entweder die Flüssig-Gas-Spinodale schneidet (CPF-
Szenario), ohne Schnittpunkt bei negativem oder positivem p endet
(LLCP-Szenario) oder ihre Länge gegen 0 geht (SF-Szenario).
Ein weiteres interessantes Detail des Dreizustandsmodells besteht
darin, dass es einen dritten Phasenübergang geben kann: Bei negati-
79 Dies ist in Abbildung 5.7b für das CPF-Szenario mit der gestrichelten Linie für die
Spinodale unterhalb des Flüssig-Gas-Übergangs angedeutet.
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(a) LLCP. (b) CPF. (c) SF.
Abbildung 5.7: Beispiele für die verschiedenen Szenarien im Dreizustands-
modell. Die durchgezogenen Linien entsprechen Phasen-
übergängen, während gestrichelte Linien die Spinodalen
darstellen. Das LLCP-Szenario ergibt sich mit den Stan-
dardwerten der Parameter (siehe Tabelle 5.1). Beim CPF-
Szenario nimmt das Volumen des dichten Zustands den
Wert vD = 0.75 an. Für das SF-Szenario wurde vHB auf
vHB = 1.2 & vD = 1 gesetzt.
(a) Koexistenzregion. (b) v(T ,p).
Abbildung 5.8: Beispiel für einen dritten Phasenübergang bei p < 0 im Drei-
zustandsmodell.
ven Drücken und tiefen Temperaturen kann ein LDL-Gas-Übergang
auftreten. Hier wechselt bei der Minimierung von g ≈ u + pv die
Dominanz einer kleinen Energie zu einem sehr großen Volumen bei
noch kleineren p. Ein Beispiel hierfür ist in Abbildung 5.8 gezeigt. Die
Möglichkeiten für Phasendiagramme des Dreizustandsmodells sind
somit trotz der einfachen Annahmen sehr vielseitig.
5.2.4 Zweizustandsmodell
Nachdem für das vorgestellte Modell gezeigt wurde, dass es die drei
Phasen HDL-LDL-Gas mit entsprechenden Phasenübergängen erster
Ordnung erzeugen kann und dass dieses Modell auch die charakte-
ristischen Anomalien von Wasser aufweist, soll kurz auf ein noch ein-
facheres Modell eingegangen werden: ein Zweizustandsmodell. Das
Modell ist analog zum Dreizustandsmodell definiert über die Glei-
chungen (5.3) und (5.4), mit der Änderung, dass nun nur zwei Zustän-
de (D und HB) angenommen werden können. Dieses Modell kann
nicht mehr die an echtem Wasser orientierten Phasenübergänge re-
5.3 diskussion 77
produzieren. Es bietet jedoch dafür die Möglichkeit, eine Variation
der Parameter leichter durchzuführen und die Bandbreite dieses Mo-
dells besser zu erfassen.
Im Folgenden wird näher auf die Variation der Parameter uHB und
sHB eingegangen80. Als Standardparametersatz wird hier uD = 0,
sD = 1, vD = 1 und vHB = 4 gesetzt. Die Ergebnisse für eine Varia-
tion der beiden Parameter sind in Abbildung 5.9 gezeigt. Mit wach-
sendem Wert von sHB (von links nach rechts in Abbildung 5.9) än-
dert sich die Steigung des auftretenden Phasenübergangs von nega-
tiv zu positiv. Dies ist der bereits mehrmals zuvor beschriebene Effekt
der relativen Entropien der beteiligten Phasen. Ein größerer Wert von
uHB (von oben nach unten in Abbildung 5.9) verschiebt den auftre-
tenden Phasenübergang zu höheren Temperaturen. Zudem wird der
Koexistenzbereich der beiden Phasen immer kleiner. Gilt uHB > uD
und sHB 6 sD, so gibt es wegen vHB > vD keinen Bereich in der
p-T -Ebene, in dem der zweite Zustand vorteilhaft wäre 81. Somit tritt
in dem Fall kein Phasenübergang auf (links unten in Abbildung 5.9).
Interessanterweise sind in Abbildung 5.9 (e) zwei Phasenübergän-
ge erkennbar. Die zugehörigen Entropie- und Volumenprofile sind in
Abbildung 5.10 gezeigt. Bei niedrigen T und p stellt Zustand 2 den
günstigsten Zustand dar. Bei etwas höheren Werten von T oder p
wird Zustand 1 bevorzugt eingenommen. Bei noch höheren Tempe-
raturen wird allerdings ein Mischzustand aus Zustand 1 und 2 am
günstigsten, da dies die Entropie maximiert. Diese Art von Phasen-
übergang wurde auch schon im Dreizustandsmodell kurz angespro-
chen. Hier wird bestätigt, dass für diese Art von Phasenübergang
bereits zwei Zustände ausreichen. In Bezug auf Wasser würde die-
ser Übergang zwischen einer HDL-Substanz und einem HDL-LDL-
Mischzustand stattfinden. Auch wenn diese Möglichkeit interessant
ist, scheint dieses Szenario in den betrachteten Modellen wenig gene-
risch zu sein und es gibt bisher keinen Hinweis auf einen derartigen
Übergang in Wasser.
5.3 diskussion
Das ähnliche Verhalten der drei Modelle, die in Kapitel 4 vorgestellt
und verglichen wurden, wurde in Abschnitt 4.2.3 auf die ähnliche Be-
setzung dreier Zustände zurückgeführt. Dieses Ergebnis motivierte
die Einführung eines neuen, einfacheren Modells, des Dreizustands-
modells, das in diesem Kapitel untersucht wurde. Dieses lässt nur
drei Mikrozustände zu, die unabhängig voneinander von einer Grup-
pe benachbarter Teilchen eingenommen werden können. Die Zustän-
de sind charakterisiert durch eine spezifische potentielle Energie, ein
80 Da vHB > vD vorausgesetzt wird und die Nullpunkte von u und s beliebig sind,
deckt diese Variation im Prinzip die ganze Vielfalt des Modells ab.
81 Es gilt dann wegen g = u− Ts+ pv stets gD < gHB.
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(a) u = −3, s = 0. (b) u = −3, s = 1. (c) u = −3, s = 2. (d) u = −3, s = 3.
(e) u = −2, s = 0. (f) u = −2, s = 1. (g) u = −2, s = 2. (h) u = −2, s = 3.
(i) u = −1, s = 0. (j) u = −1, s = 1. (k) u = −1, s = 2. (l) u = −1, s = 3.
(m) u = 0, s = 0. (n) u = 0, s = 1. (o) u = 0, s = 2. (p) u = 0, s = 3.
(q) u = 1, s = 0. (r) u = 1, s = 1. (s) u = 1, s = 2. (t) u = 1, s = 3.
(u) u = 2, s = 0. (v) u = 2, s = 1. (w) u = 2, s = 2. (x) u = 2, s = 3.
Abbildung 5.9: Koexistenzregionen im Zweizustandsmodell für verschiede-
ne Werte von uHB ≡ u und sHB ≡ s, wie in den Bildunter-
schriften angegeben. Die anderen Parameterwerte sind gege-
ben durch uD = 0, sD = 1, vD = 1, vHB = 4.
spezifisches Volumen und eine spezifische Entropie. Während diese
Formulierung auch für das 3S3W-Modell gewählt werden kann und
dort die Werte für Energie, Volumen und Entropie von der Tempera-
tur und vom Druck abhängen (vgl. Abschnitt 5.1.2), werden im Drei-
zustandsmodell die Größen unabhängig von T und p gewählt.
Auch wenn die Temperatur- und Druckabhängigkeit benutzt wer-
den kann, um spezifische Eigenschaften von Wasser zu reproduzie-
ren, zeigt sich in der Untersuchung des Dreizustandsmodells, dass
diese Abhängigkeit nicht notwendig ist, um die qualitativen Ergeb-
nisse wiederzugeben. Auch ohne T - und p-abhängige Größen kann
das Phasendiagramm von Wasser, wie es im LLCP-Szenario vorher-
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(a) v(T ,p). (b) s(T ,p).
Abbildung 5.10: Dichteprofil und Entropieprofil im Zweizustandsmodell
für uHB = −2 und sHB = 0. Die anderen Parameterwer-
te sind gegeben durch uD = 0, sD = 1, vD = 1, vHB = 4.
gesagt wird, ebenso wie die Dichteanomalie und die Anomalien der
Kompressibilität und der Wärmekapazität erhalten werden.
5.3.1 Vergleich mit Wasser und anderen Modellen
Das Dreizustandsmodell bestätigt den schon mehrfach diskutierten
Aspekt, dass eine Antikorrelation zwischen Energie und Volumen
vorliegen muss, um einen HDL-LDL-Übergang zu erzeugen. Konsis-
tent mit den Ideen und Ergebnissen von Ben-Naim [18] wurde in
diesem Modell nur dann ein HDL-LDL-Übergang gefunden, wenn
diese Antikorrelation gegeben war.
Die Steigung der HDL-LDL-Linie wird durch die relativen Wer-
te der mikroskopischen Entropien sD und sHB festgelegt und ist
in diesem Modell leicht variierbar. Die genaue Lage des Übergangs
bei echtem Wasser wird, wie schon in den Abschnitten 2.1.2 und
4.2.1 angesprochen wurde, bis heute diskutiert und ist nicht bekannt.
Insbesondere wird eine sehr steile HDL-LDL-Phasengrenzlinie (d.h.
p ′(T)  0) mit der Tatsache in Verbindung gesetzt, dass der Pha-
senübergang entropiegetrieben sein könnte [108]. Wegen der großen
Freiheit bei der Wahl der Parameter kann aus den Ergebnissen des
Dreizustandsmodells an dieser Stelle keine Einschränkung gewonnen
werden, die für echtes Wasser anwendbar wäre. Insbesondere tritt der
HDL-LDL-Übergang in diesem Modell bei T = 0 stets als Konkur-
renz zwischen Energie und Volumen der beiden Zustände auf. Da
die Parameter alle unabhängig von Temperatur und Druck gewählt
sind, unterscheiden sich HDL- und LDL-Zustand entlang der gesam-
ten Phasengrenzlinie in ihrer Energie und ihrem Volumen. Hier be-
steht eine mögliche Verallgemeinerung für zukünftige Untersuchun-
gen darin, die Parameter der Zustände mit wachsender Temperatur
anzugleichen.
Eine weitere Bemerkung betrifft die Existenz zweier Phasenüber-
gänge. Im Dreizustandsmodell gibt es einen Flüssig-Gas-Übergang
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nur, wenn die Entropie des Gaszustands sG ausreichend groß ist,
dass es sich bei großen Temperaturen lohnt, bevorzugt diesen Zu-
stand anzunehmen. Ist die Entropie vergleichbar mit der der anderen
Zustände, so besteht der Zustand größter Entropie in einer Verteilung
über alle drei Zustände. Dieser Mischzustand wurde auch im Zwei-
zustandsmodell in Abschnitt 5.2.4 beobachtet, wo er als Übergang
von HDL zu einem HDL-LDL-Mischzustand interpretiert wurde. Für
Wasser scheint ein derartiger Phasenübergang zumindest keine nahe-
liegende Option zu sein, da bereits die beiden separaten Phasen HDL
und LDL, für die es bisher noch keinen Beweis gibt, als Grundlage
vorhanden sein müssten.
Die Forderung nach einem eigenen Gaszustand mit hoher Entropie
scheint für ein Modell, das echtes Wasser beschreiben soll, realistisch.
Dieses Ergebnis stellt jedoch keine Restriktion für ein echtes höher-
dimensionales System dar. Da ein Zustand mit einem sehr großen
Volumen stets mehr mikroskopische Realisierungen aufweist als ein
dichter Zustand, bleibt der Gaszustand für echte dreidimensionale
Systeme stets ein möglicher Zustand, der bei sehr hohen Temperatu-
ren angenommen werden kann. Für abstraktere mathematische Mo-
delle kann diese Forderung aber durchaus relevant sein.
5.3.2 Verschiedene Szenarien für unterkühltes Wasser
In Bezug auf die vier Szenarien (vgl. Abschnitt 2.1.2) wurde beob-
achtet, dass sie alle im Dreizustandsmodell auftreten können. Mit
den Standardwerten der Parameter tritt das LLCP-Szenario auf. Bei
der Variation der Parameter ergibt sich, dass die relativen Werte von
uD, uHB, vD und vHB die relative Lage der beiden Phasenübergänge
bestimmen. Die Übergänge können sich schneiden, wenn die Diffe-
renz uD − uHB zu klein oder vHB − vD zu groß ist, was als CPF-
bzw. SL-Szenario verstanden werden kann. Dieses Ergebnis ist in Be-
zug auf uD und uHB konsistent mit den Ergebnissen von Poole et
al. [109] für ein anderes einfaches Wassermodell. Dort wurde gezeigt,
dass das LLCP-Szenario nur auftritt, wenn die Wasserstoffbrücken-
bindungen stark genug sind. Sind sie zu schwach, so wechselt das
Szenario in jener Arbeit zum SL-Szenario. Die Notwendigkeit einer
niedrigen Energie uHB für das Auftreten des LLCP-Szenarios wird
auch durch die Ergebnisse aus Abschnitt 3.2.1.1 bestätigt. Die vier
verschiedenen Szenarien für das Verhalten von unterkühltem Wasser
wurden und werden alle lebhaft von der Forschungsgemeinschaft dis-
kutiert. In diesem Kapitel wurde gezeigt, dass das LLCP-, CPF- und
SF-Szenario bereits in einem sehr einfachen Wassermodell auftreten
können. Somit ist hier nicht festzustellen, dass eines der Szenarien
ein generischeres Verhalten von Wasser darstellen könnte als die an-
deren. Wie schon in Kapitel 3 wurde jedoch deutlich, dass starke Was-
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serstoffbrückenbindungen notwendig sind, damit das LLCP-Szenario
auftreten kann.
Die Eigenschaften von Wasser bei negativem Druck sind bis heu-
te nicht restlos geklärt [110, 111]. Es ist jedoch bekannt, dass Was-
ser bei negativem Druck Kavitation zeigt, also einen Phasenübergang
von der Flüssigkeit zum Gas, mit einem gewissen Bereich, in dem
Wasser metastabil existieren kann [112]. Ein derartiger Flüssig-Gas-
Übergang wurde auch im Dreizustandsmodell beobachtet, wie in Ab-
schnitt 5.2.3 beschrieben wurde. Somit ist auch dieser Effekt bereits
im Dreizustandsmodell enthalten, wobei zu bemerken ist, dass die
Stabilität der Flüssigkeit in diesem Modell bis zu p < 0 reicht.
5.3.3 Verallgemeinerung
Da das Dreizustandsmodell keine spezifische Referenz zu Wasser auf-
weist, kann auch hier wieder der Vergleich mit anderen Materiali-
en gezogen werden. Eine Idee, die hierzu in der Literatur diskutiert
wird, besteht darin, dass die Eigenschaften durch das tetraederar-
tige Netzwerk bedingt sind, das Wassermoleküle über Wasserstoff-
brückenbindungen ausbilden können. Tetraederartige Strukturen fin-
den sich ebenso in monoatomaren Substanzen wie Kohlenstoff (C), Si-
lizium (Si) und Germanium (Ge) [113]. Mit den Ergebnissen aus dem
Dreizustandsmodell kann dies dahingehend verallgemeinert werden,
dass drei Zustände notwendig sind, die in verschiedenen Bereichen
der p-T -Ebene bevorzugt bevölkert sind. Die beiden Zustände, die mit
einer hohen Dichte einhergehen, müssen eine Antikorrelation zwi-
schen Volumen und Entropie sowie zwischen Volumen und Energie
aufweisen. Dieses Prinzip kann beispielsweise durch die tetraedrische
Anordnung der konstituierenden Teilchen realisiert werden, gilt aber
allgemeiner.
Neben anderen realen Materialien gibt es, wie in den vorangegan-
genen Kapiteln besprochen, auch viele Modelle, die ähnliches Verhal-
ten wie Wasser zeigen und für die die Ergebnisse des Dreizustands-
modells interessant sein können. Beispielsweise haben Stanley et al.
gezeigt, dass Polyamorphismus und die Anwesenheit von Anomali-
en miteinander verknüpft sind und ein kritischer Punkt die Anoma-
lien ebenfalls beeinflusst [114]. Dies ist insofern im Einklang mit den
Ergebnissen des Dreizustandsmodells, dass eine LDL-Phase notwen-
dig ist, um eine Dichteanomalie zu erzeugen (vgl. Abschnitt 5.2.2).
Eine andere Untersuchung von Oliveira et al. [60] betraf verschie-
dene Potentiale, die Zwischenstufen zwischen einem Stufenpotential
und einem Rampenpotential entsprechen. Hier fanden die Autoren
heraus, dass Potentiale mit zwei Längenskalen ein grundsätzlicher
Bestandteil von Modellen sind, die Wasseranomalien reproduzieren.
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Die Ergebnisse des Dreizustandsmodells sind konsistent damit in der
Hinsicht, dass es zwei dichte Zustände geben muss, die sich in zuge-
hörigem Volumen und Energie unterscheiden und eine Antikorrelati-
on aufweisen müssen.
Insgesamt lässt sich (wie schon in den vorangegangenen Kapiteln)
feststellen, dass die Ergebnisse, die durch die Erforschung von Was-
ser motiviert waren, auch auf andere Materialien und Systeme über-
tragen werden können. Das Dreizustandsmodell ist somit auch für
andere Systeme relevant, die einen vergleichbaren mikroskopischen
Aufbau oder ein ähnliches Phasenverhalten bzw. gleichartige Anoma-
lien wie Wasser aufweisen.
6
D A S Z E L L E N M O D E L L A L S P O T T S - M O D E L L
In diesem Kapitel wird das Zellenmodell, das in Kapitel 4 mit dem
BNJ-Modell und dem 3S3W-Modell verglichen wurde, genauer unter-
sucht. In Abschnitt 4.3.3 wurde bereits diskutiert, dass die bisherigen
Untersuchungen des Zellenmodells (z. B. [97, 98]) nie das Original-
modell (sondern stets Abwandlungen) im Fokus hatten, weshalb die
generischen Eigenschaften bislang nicht analysiert wurden. Im Fol-
genden wird nun das Zellenmodell in seiner Originalform im Grenz-
fall hoher Dichte untersucht. Dafür wird eine andere Formulierung
gewählt, mit der neue Erkenntnisse gewonnen werden können. So
lässt sich zeigen, dass der kritische Punkt, der in vorherigen Publika-
tionen gefunden wurde, nicht unbedingt ein generisches Szenario für
das Modell darstellt.
6.1 modell
In diesem Abschnitt soll das Zellenmodell im Grenzfall hoher Dichte
betrachtet und umformuliert werden. Zudem wird eine neue Sicht-
weise präsentiert, bei der statt der p-T -Ebene die Ebene der zwei ef-
fektiven Kopplungen betrachtet wird.
6.1.1 Umformulierung des Zellenmodells
Eine ausführlichere Beschreibung des Modells findet sich in Abschnitt
4.1.1.2, weshalb hier direkt von Gleichung (4.1) ausgegangen wird.
Wie in Abschnitt 4.1.1.2 beschrieben wurde, hat die komplette Hamil-
ton-Funktion die Form
H({ni}, {σij}) = −
∑
<i,j>NN
ninj − J
∑
<i,j>NN
ninjδσij,σji
−K
∑
i
ni
∑
(j,k)i
δσij,σik .
Da nun der flüssige Bereich und vor allem der HDL-LDL-Übergang
im Fokus steht, wird ni = 1 gesetzt, was dem Grenzfall hoher Dichte
(alle Zellen sind besetzt) entspricht. Das Modell wird damit verein-
facht und wird durch die Hamilton-Funktion
H({σij}) = −J
∑
<i,j>NN
δσij,σji −K
∑
i
∑
(j,k)i
δσij,σik
beschrieben, wobei additive Konstanten weggelassen wurden. Um
die Gleichgewichtseigenschaften für dieses neue System zu erhalten,
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sind die Zustandssumme Z, bzw. die Gibbs-Energie G (vgl. Abschnitt
2.3.1) zu bestimmen über
G = −
1
β
logZ
= −
1
β
log
∑
{σij}
exp[−β[H+ pV]({σij})] .
Das Volumen in diesem Ausdruck besteht, wie in anderen Publika-
tionen [97, 98] und Kapitel 4, aus einem allgemeinen Volumen pro
Teilchen v0 und einem zusätzlichen Volumen für jede Wasserstoff-
brückenbindung vHB. Somit gilt
V({σij}) = Nv0 + vHB
∑
<i,j>NN
ninjδσij,σji
≡ Nv0 + vHB
∑
<i,j>NN
δσij,σji . (6.1)
Damit ergibt sich für den Exponenten in der Zustandssumme der
Ausdruck
−β[H+ pV]({σij}) =β(J− pvHB)
∑
<i,j>NN
δσij,σji (6.2)
+βK
∑
i
∑
(j,k)i
δσij,σik .
Führt man nun die reduzierten Kopplungen
J˜(p) = J− pvHB , J ′(β,p) = β(J− pvHB) und K ′(β) = βK
ein, ergibt sich für die Zustandssumme
Z =
∑
{σij}
exp
−J ′ ∑
<i,j>NN
δσij,σji −K
′∑
i
∑
(j,k)i
δσij,σik
 (6.3)
In diesem Ausdruck erkennt man die Zustandssumme eines Potts-
Modells. Die Variablen σij (also die Molekülarme) entsprechen dabei
den Spins, die q verschiedene Werte annehmen können. Die Übertra-
gung des Zellenmodells auf ein Potts-Modell ist in Abbildung 6.1a
bis 6.1c gezeigt. Die Spins sind auf einem Gitter angeordnet, das für
den zweidimensionalen Fall in Abbildung 6.1c gezeigt ist. Die gestri-
chelten Verbindungen repräsentieren die Wechselwirkung zwischen
den Armen eines Moleküls mit der effektiven Kopplung K ′82. Die
durchgezogenen Linien stellen die Bindungen zwischen verschiede-
nen Molekülen (mit der effektiven Kopplung J ′) dar, die den Wasser-
stoffbrückenbindungen zwischen Molekülen entsprechen.
82 In Bezug auf Abbildung 6.1 ist anzumerken, dass die Bindungen vom Typ K ′ sich
in zwei Dimensionen überschneiden, während dies in höheren Dimensionen nicht
mehr der Fall wäre. Beispielsweise würden die Bindungen innerhalb der Moleküle
in drei Dimensionen Tetraeder formen.
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(a) (b) (c)
Abbildung 6.1: Die Übertragung des Zellenmodells im Grenzfall hoher
Dichte auf ein Potts-Modell ist von Abbildung (a) nach (c)
schematisch gezeigt. Das Zellen- bzw. Potts-Modell und das
entsprechende Gitter sind in zwei Dimensionen dargestellt.
In diesem Abschnitt wurde somit das Zellenmodell im Grenzfall
hoher Dichte (ni = 1 für alle i) umformuliert, sodass sich ein Potts-
Modell ergibt, das als Spinvariablen die „Arm-Variablen“ σij bein-
haltet. Eine Besonderheit besteht darin, dass dieses spezielle Potts-
Modell zwei Kopplungen aufweist, J ′ und K ′, und das zugrunde-
liegende Gitter nur dann zusammenhängend ist, wenn beide Kopp-
lungen ungleich Null sind. Jeder Spin in diesem Modell besitzt vier
nächste Nachbarn und interagiert mit einem von diesen über die
Kopplung J ′, mit den drei anderen über K ′.
6.1.2 Formulierung in der Ebene der reduzierten Variablen
Um eine neue Sicht auf das Modell zu schaffen, wird nun die Ebene
betrachtet, die von den beiden reduzierten Variablen J ′ und K ′ aufge-
spannt wird. Die Variation von Temperatur und Druck kann in eine
Veränderung der effektiven Variablen übersetzt werden, wie in Ab-
bildung 6.2 gezeigt ist. Die gesamte K ′-J ′-Ebene kann für fixe Werte
von J und K (die ursprünglichen, nicht reduzierten Variablen) durch
Veränderung von p und T erreicht werden. Die Variation der Tempe-
ratur T entspricht dabei einer diagonalen Bewegung in der Ebene, die
Veränderung von p hingegen einer horizontalen Bewegung.
Das LLCP-Szenario, das mit diesem Modell erzeugt wurde, ent-
spricht einem Phasenübergang erster Ordnung in dieser Ebene, wie
in Abbildung 6.3a dargestellt ist. Dies kann wie folgt interpretiert wer-
den: Wenn J und K (die ursprünglichen, nicht reduzierten Variablen)
fix sind, existiert ein Phasenübergang zwischen zwei Zuständen, die
sich in Ordnung und Volumen unterscheiden. Der Phasenübergang
endet in einem kritischen Punkt und ist bei zu hoher Temperatur oder
zu niedrigem Druck nicht mehr beobachtbar. Das bedeutet, dass die
effektive Variable K ′ einen Mindestwert annehmen muss, damit der
Phasenübergang auftritt. Ein großer Wert von J ′ (also eine tiefe Tem-
peratur bei kleinem Druck) hingegen führt nicht zu einem Phasen-
übergang.
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Abbildung 6.2: Die Ebene, die von den beiden reduzierten Variablen
J ′ = (J− pvHB)/(kBT) und K ′ = K/(kBT) aufgespannt wird.
Für feste Werte von J und K (die ursprünglichen Variablen)
kann die ganze Ebene durch Variation von p und T erreicht
werden: Eine Veränderung von T entspricht dabei einer Be-
wegung entlang einer Diagonale, während eine Verände-
rung von p einer horizontalen Bewegung entspricht.
In den nächsten Abschnitten wird diskutiert, ob dieses Szenario
realistisch ist - hier sei das Ergebnis kurz vorweg genommen: Für das
oben formulierte Potts-Modell stellt sich heraus, dass sich die Pha-
senübergangslinie über die ganze Ebene erstreckt und kein kritischer
Punkt auftritt. Dieses Szenario ist in Abbildung 6.3b dargestellt und
entspricht am ehesten dem CPF-Szenario (vgl. Abschnitt 2.1.2).
(a) LLCP-Szenario. (b) Alternatives Szenario.
Abbildung 6.3: Das Phasendiagramm im LLCP-Szenario, das beispielswei-
se von Stokely et al. [98] für eine Mean-Field-Variante des
Modells gefunden wurde (a), und in einem Szenario ohne
kritischen Punkt, das nach den in diesem Kapitel vorgestell-
ten Überlegungen für das Potts-Modell zutrifft (b).
6.2 ergebnisse 87
6.2 ergebnisse
Im Folgenden sollen verschiedene Argumente dafür präsentiert wer-
den, dass das oben formulierte Potts-Modell keinen kritischen Punkt
aufweisen sollte. Zudem soll detaillierter darauf eingegangen wer-
den, wie die verschiedenen Ergebnisse vorangegangener Publikatio-
nen (insbesondere [97, 98]) zustande kommen.
6.2.1 Grenzfälle
In diesem Abschnitt werden zwei Grenzfälle diskutiert, die die These
unterstützen, dass das Phasendiagramm des Potts-Modells die Ge-
stalt wie in Abbildung 6.3b haben sollte.
6.2.1.1 1D-Modell
Als ein Grenzfall, in dem ein Renormierungsansatz exakt ausgeführt
werden kann, soll hier ein eindimensionales Potts-Modell betrachtet
werden, bei dem zwei verschiedene Kopplungskonstanten alternie-
ren, wie in Abbildung 6.4 dargestellt ist. Die Spinvariablen σi können
Abbildung 6.4: Das eindimensionale Potts-Modell mit zwei alternierenden
Kopplungskonstanten.
q verschiedene Zustände annehmen und interagieren mit ihren bei-
den nächsten Nachbarn über zwei verschiedene Kopplungen, sodass
die Hamilton-Funktion gegeben ist durch
H = −
∑
i
(
Jδσ2i−1,σ2i +Kδσ2i,σ2i+1
)
. (6.4)
Dieses Modell hat mit dem komplexeren Modell gemein, dass es zwei
unabhängige Kopplungen gibt und das System nur dann verbunden
ist, wenn beide Kopplungskonstanten ungleich 0 sind.
Nun kann für dieses Modell ein Renormierungsschritt gemacht
werden, indem die Spur über alle geraden Spins (also σ2, σ4, σ6 etc.)
gebildet wird. Hierzu wird in der Zustandssumme
Z =
∑
{σi}
exp
βN/2∑
i=1
(
Jδσ2i−1,σ2i +Kδσ2i,σ2i+1
)
=
∑
{σi}
N/2∏
i=1
exp
[
β
(
Jδσ2i−1,σ2i +Kδσ2i,σ2i+1
)]
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überprüft, welcher Faktor durch die Summation über alle Einstellun-
gen eines geradzahlig indizierten Spins entsteht. Für die Elimination
von Spin σ2 entsteht beispielsweise ein Faktor der Form
Z2 =
q∑
σ2=1
exp [β (Jδσ1,σ2 +Kδσ2,σ3)] ,
der nun mit
Z2 ≡ exp(L+Mδσ1,σ3)
gleichgesetzt wird. Die Parameter L und M können aus dieser Glei-
chung bestimmt werden. Dadurch ergibt sich eine neue Kopplungs-
konstante M, die nun die zuvor ungeraden Spins koppelt, und somit
eine neue Hamilton-Funktion der Form
H = −
∑
i
Mδσi−1,σi , mit (6.5)
M = log
(
q− 1+ exp[β(J+K)]
q− 2+ exp(βJ) + exp(βK)
)
, (6.6)
wobei hier die verbleibenden Spins bereits neu indiziert wurden. An
dieser Stelle ist nun interessant, dass nur eine Kopplungskonstante
verbleibt, die 0 ist, wenn eine der beiden zugrundeliegenden Kopp-
lungskonstanten J oder K den Wert 0 annimmt. Bereits nach einem Re-
normierungsschritt ist also die mikroskopische Auflösung verschwun-
den und nur eine effektive Kopplungskonstante verbleibt. Es ist un-
möglich, in einem weiteren Renormierungsschritt zurück zu den bei-
den separaten Kopplungskonstanten zu kommen. Für alle Effekte,
die auf größeren Skalen beobachtet werden können (insbesondere
kritisches Verhalten), sind somit beide Konstanten in gleicher Weise
verantwortlich. Somit ist ein asymmetrisches Verhalten, das die bei-
den Kopplungskonstanten nicht symmetrisch berücksichtigt, in die-
sem Modell nicht beobachtbar.
6.2.1.2 Unendliche Kopplungskonstanten
In diesem Abschnitt wird nun wieder das mehrdimensionale Potts-
Modell betrachtet. Wenn eine der beiden Kopplungskonstanten un-
endlich groß wird, haben alle Spins, die über diese Kopplung ver-
knüpft sind, immer den gleichen Wert. Wenn J = ∞ ist, gilt also
beispielsweise σij = σji für alle nächsten Nachbarpaare < ij >. Da-
her kann jede dieser Spingruppen als ein effektiver Spin betrachtet
werden, der wiederum q verschiedene Werte annehmen kann. Das
resultierende Modell ist dann wieder ein Potts-Modell mit nur einer
Kopplungskonstante K. Analog bildet im Fall K = ∞ jedes Molekül
eine Spingruppe, die intern perfekt ausgerichtet ist und somit als ef-
fektiver Spin betrachtet werden kann. Die effektiven Spins sind in
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(a) J→∞. (b) K→∞. (c) Phasendiagramm.
Abbildung 6.5: Das Potts-Modell in den Grenzfällen J → ∞ (a) und K →∞ (b) und die Folgerung für das resultierende Phasendia-
gramm (c).
dem Fall über die Kopplung J verbunden. Die beiden möglichen Fäl-
le sind in Abbildung 6.5 für den zweidimensionalen Fall gezeigt.
In diesen beiden Fällen verhält sich das Modell wie ein normales
Potts-Modell mit einer Kopplungskonstante und zeigt deshalb einen
Phasenübergang erster Ordnung, wenn die verbleibende Kopplungs-
konstante verändert wird. Deshalb sollte in der K ′-J ′-Ebene in den
Grenzfällen, in denen J ′  1 und K ′ klein ist (oder dem umgekehr-
ten Fall), stets ein Phasenübergang erster Ordnung beobachtet wer-
den, wie in Abbildung 6.5c dargestellt ist.
6.2.2 Mean-Field-Theorie
Während im vorigen Abschnitt grundsätzliche Argumente präsen-
tiert wurden, warum das Potts-Modell einen Phasenübergang erster
Ordnung über die ganze K ′-J ′-Ebene aufweisen sollte, wird hier das
gleiche Ergebnis mit zwei verschiedenen Ansätzen hergeleitet, die
beide in die Rubrik der Mean-Field-Theorien fallen. Dies ist als Ver-
gleichspunkt besonders interessant, da ein Ansatz in vorangegange-
nen Artikeln eine Mean-Field-Theorie [97, 98] war, mit der alle vier
vermuteten Szenarien für unterkühltes Wasser (vgl. Abschnitt 2.1.2)
erzeugt werden konnten.
Wie bereits in Kapitel 4 wird auch hier von einer Vorzugsorien-
tierung ausgegangen, die dem Zustand 0 entspricht. Die Besetzung
der Zustände i ∈ {0, ...,q− 1}, die einzelne Spins σij annehmen kön-
nen, wird mit Variablen xi ∈ [0, 1] bezeichnet. Diese Variablen können
durch den Ordnungsparameter m ausgedrückt werden mit
x0 =
1+ (q− 1)m
q
(6.7)
xi =
1−m
q
für q > i > 0 . (6.8)
Diese Ausdrücke beinhalten die Annahme, dass m = 1 gilt, wenn
alle Spins in die Vorzugsorientierung zeigen, und der Wert m = 0 bei
völliger Unordnung (bzw. einer Gleichverteilung auf alle Zustände)
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angenommen wird. Es gilt stets xi = xj für i, j > 0 und die Summe
aller Variablen ist normiert auf
∑q−1
i=0 xi = 1.
Im Folgenden wird in Abschnitt 6.2.2.1 zunächst ein Ansatz ge-
wählt, bei dem ein selbstkonsistenter Ausdruck für den Ordnungpa-
rameter aufgestellt wird. Danach wird in einem zweiten Ansatz in
Abschnitt 6.2.2.2 jeweils ein Mean-Field-Ausdruck für die Hamilton-
Funktion und die Entropie gebildet, der nur noch vom Ordnungs-
parameter abhängt. Mit diesen Ausdrücken kann die Freie Energie
F = H − TS nach dem Ordnungsparameter minimiert werden83. In
beiden Fällen gibt es keinen kritischen Endpunkt.
6.2.2.1 Selbstkonsistenter Ansatz
Zunächst wird ein System mit nur einer Kopplungskonstante betrach-
tet, bevor anschließend auf das gesamte System mit zwei Kopplungen
eingegangen wird.
Eine Kopplungskonstante
Hier wird nun zunächst ein einfaches Potts-Modell mit nur einer
Kopplung (vergleichbar dem System in Abbildung 6.5b) betrachtet.
Auf einen Spin wirkt der Einfluss der umgebenden Spins über ein
Feld h, das die Energie erniedrigt, wenn der Spin im Feld ausgerich-
tet ist (also den Zustand 0 annimmt). Die Hamilton-Funktion dieses
einen Spins σi ist somit gegeben durch
Hi = −hδσi,0 . (6.9)
Andererseits hängt das Feld von der Gesamtordnung und somit von
m über die Beziehung
h = γJm (6.10)
ab, wobei γ die Zahl der nächsten Nachbarn (Koordinationszahl) ist.
Die mittlere Anzahl Spins, die in die bevorzugte Richtung zeigen, ist
im thermodynamischen Mittel gegeben durch
x0 =
eβh
eβh + (q− 1)
. (6.11)
Wird hier der Ausdruck für das Feld (6.10) eingesetzt und zusätz-
lich der Ausdruck (6.7) (aufgelöst nach m) benutzt, so ergibt sich ein
selbstkonsistenter Ausdruck für m mit
fSC1(m) =
x0q− 1
q− 1
−m =
e4βJm − 1
e4βJm + q− 1
−m = 0 . (6.12)
Dieser Ausdruck hat stets m = 0 als Lösung, ab einem bestimmten
kritischen Wert von βJ jedoch auch Lösungenm > 0. Beispiele für die
Funktion fSC1(m) sind in Abbildung 6.6 gezeigt. Die Freie Energie
83 Da das Volumen in der Kopplung J ′ absorbiert ist, ist die Minimierung von F gleich-
bedeutend mit der von G.
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Abbildung 6.6: Beispiele für die Funktion fSC1(m) im selbstkonsistenten
Ansatz mit einer Kopplung. Gezeigt ist der Bereich [0, 1], da
dort zulässige Werte für m liegen. Nullstellen entsprechen
gültigen Lösungen von Gleichung (6.12).
für dieses System kann aus der Zustandssumme und unter Verwen-
dung von Gleichungen (6.9) und (6.10) gewonnen werden mit
Zi =
q−1∑
σi=0
exp(−βHi) = eβh + q− 1
⇒ Fi = −kBT log(eβγJm + q− 1) . (6.13)
An dieser Stelle ist erkennbar, dass eine Lösung m > 0, sofern sie
existiert, stets die Freie Energie minimiert.
Zwei Kopplungskonstanten
Als nächstes soll das Modell mit zwei Kopplungskonstanten unter-
sucht werden. Hier setzt sich der Ansatz aus zwei Teilschritten zu-
sammen, die im Folgenden erläutert werden.
In einem ersten Schritt soll je eine Einheit mit vier Spins betrachtet
werden, die über eine Kopplungskonstante K verbunden sind (siehe
Abbildung 6.7). Die Wechselwirkung innerhalb dieser Einheit wird
über ein internes Feld modelliert, das durch
h1 = 6Km
gegeben ist. Dies führt zu einem Anteil
n1 =
eβh1
eβh1 + (q− 1)
(6.14)
von Spins, die in die bevorzugte Richtung 0 zeigen. Aus diesem An-
teil kann ein effektiver Spin berechnet werden, den diese Einheit auf-
weist. In Analogie zu Gleichung (6.12) wird der Betrag dieses Spins
berechnet über
τ ≡ f1(n1) = n1q− 1
q− 1
=
e6βKm − 1
e6βKm + q− 1
. (6.15)
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Abbildung 6.7: Visualisierung der zwei Ebenen der Mean-Field-Theorie des
Potts-Modells. In einem ersten Schritt wird ein Molekül al-
lein mit seiner internen Struktur und der Kopplung K be-
trachtet. Auf der zweiten Ebene wird dann jedes Molekül
als effektiver Spin behandelt, der mit den benachbarten ef-
fektiven Spins über die Kopplung J interagiert. Die beiden
Ebenen werden sowohl beim selbstkonsistenten Ansatz als
auch bei der Mean-Field-Theorie für die Gibbs-Energie ver-
wendet.
τ kann als „interner Ordnungsparameter“ der Einheit verstanden
werden.
Dieser effektive Spin wird nun in einem zweiten Schritt mit seinen
Nachbareinheiten gekoppelt, mit denen er über die Kopplungskon-
stante J wechselwirkt (vgl. Abbildung 6.7). Hier ist das Feld gegeben
durch h2 = 4Jm, da jede Einheit mit vier nächsten Nachbarn verbun-
den ist. Der Ordnungsparameter ergibt sich dann durch das Produkt
aus internem und externem Ordnungsparameter
m = f1(n1)f2(n2) .
Hierbei ist
f2(n2) =
e4βJm − 1
e4βJm + q− 1
≡ n2q− 1
q− 1
, (6.16)
analog zu Gleichung (6.15). Das Ergebnis für den Ordnungsparame-
ter auf Basis der Ausdrücke für f1 und f2 lautet damit
m =
n1q− 1
q− 1
n2q− 1
q− 1
=
e6βKm − 1
e6βKm + q− 1
e4βJm − 1
e4βJm + q− 1
. (6.17)
Offensichtlich ist das Ergebnis unabhängig davon, welche Ebene zu-
erst behandelt wird. Es können auch zuerst Einheiten von zwei Spins,
die über die Kopplung J verbunden sind, betrachtet werden. Diese
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werden dann in einem zweiten Schritt mit der Konstante K gekoppelt.
Dieses Vorgehen führt auf den gleichen selbstkonsistenten Ausdruck
(6.17).
Wenn J oder K gleich Null sind, gilt auch für den Ordnungspara-
meter m = 0, was sehr gut die Eigenschaften des ursprünglichen
Systems widerspiegelt. Falls die selbstkonsistente Gleichung (6.17)
Lösungen ungleich Null aufweist, nimmt das System diese an, da
die Freie Energie stets durch m > 0 minimiert wird84. Die Phasen-
grenzlinie ist in Abbildung 6.8 in der K ′-J ′ Ebene gezeigt. Wie in der
Abbildung 6.8: Das Potts-Modell zeigt mit einem selbstkonsistenten Ansatz
eine Phasenübergang erster Ordnung ohne einen kritischen
Endpunkt in der K ′-J ′-Ebene. Gezeigt ist der Wert des Ord-
nungsparameters m(J ′,K ′) (siehe Gleichung (6.17)), der sich
entlang der Übergangslinie unstetig ändert. Das Phasendia-
gramm entspricht dem in Abbildung 6.3b gezeigten.
Abbildung erkennbar ist, führt der selbstkonsistente Ansatz auf ei-
ne Phasengrenzlinie, die sich über die gesamte K ′-J ′-Ebene erstreckt.
Somit wird mit diesem Ansatz kein kritischer Punkt beobachtet.
6.2.2.2 Mean-Field-Theorie für die Gibbs-Energie
In diesem Abschnitt wird ein weiterer Mean-Field-Ansatz verfolgt,
der zum Ziel hat, die Gibbs-Energie (bzw. die Freie Energie) als Funk-
tion des Ordnungsparameters aufzustellen. Als erster Schritt wird
hier eine Mean-Field-Theorie für das Potts-Modell mit nur einer Kopp-
lung (J) betrachtet, wie sie im Artikel von Wu [102] beschrieben ist.
Danach wird auf das gesamte Potts-Modell mit zwei Kopplungen ein-
gegangen.
84 Für das System auf zwei Ebenen kann einer analoger Ausdruck zu Gleichung (6.13)
für beide Ebenen getrennt aufgestellt werden. In beiden Fällen minimiert der größte
Wert für m die Freie Energie.
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Eine Kopplungskonstante
Die Theorie wurde ursprünglich von Kihiara et al. 1954 [115] aufge-
stellt und wird in der hier vorgestellten Form z. B. im Artikel [102]
diskutiert. In dieser Theorie wird angenommen, dass alle Potts-Spins
über eine Kopplungskonstante J miteinander interagieren und jeder
Spin γ nächste Nachbarn hat. Die Hamilton-Funktion ist damit gege-
ben durch
H = −γJ
∑
i<j
δσi,σj .
Es werden wieder die Notationen (6.7) und (6.8) verwendet, xi be-
zeichnet also wieder den Anteil Spins, der den Zustand i annimmt.
Die wichtigsten Beiträge zu Energie und Entropie sind gegeben durch
H = −γJN
∑
i
x2i
S = −NkB
∑
i
xi log xi .
Die Freie Energie kann nun beschrieben werden durch
F(m) = H(m) − TS(m)
und die thermodynamisch stabile Phase wird durch Minimierung
von F nach m gefunden. Dieses Modell zeigt einen Phasenübergang
erster Ordnung (vgl. [102]) von m = 0 nach m = mc = (q− 2)/(q− 1)
bei der Übergangstemperatur
TJc =
γJ(q− 2)
2(q− 1) log(q− 1)
. (6.18)
Bis zu diesem Punkt entspricht das Modell der Theorie in [102]. Als
erste Erweiterung wird nun das Volumen in die Theorie eingeführt.
Dabei wird analog zum Zellenmodell (beim Kopplungstyp J) vorge-
gangen. Es wird angenommen, dass das Volumen für jede günstige
Bindung zwischen zwei Nachbarspins erhöht wird. Damit wird es
genauso behandelt wie die Energie. Dies führt zu
V(m) = V0 +NvHB
∑
i
x2i
und die stabile Phase wird erhalten, indem
G(m) = H(m) − TS(m) + pV(m)
minimiert wird. Mit dieser Erweiterung weist das Modell einen Pha-
senübergang in der p-T -Ebene auf, wie in Abbildung 6.9 dargestellt
ist. Da die Einführung des Volumens vor allem die effektive Kopp-
lung J˜ = J − pvHB verändert, existiert nun ein maximaler Druck
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pmax = J/vHB, bei dem T J˜c = 0 wird und oberhalb dessen kein Pha-
senübergang auftritt. Ein kleinerer Druck verstärkt hingegen die ef-
fektive Kopplung J˜ = J− pvHB. Da T J˜c ∝ J˜ gilt, gibt es keine untere
Grenze für den Phasenübergang, der bis zu beliebig kleinen (und ne-
gativen) Drücken fortgesetzt wird.
(a) PD. (b) m(T ,p).
Abbildung 6.9: Das Potts-Modell mit einer Kopplungskonstante und Volu-
men zeigt einen Phasenübergang erster Ordnung ohne einen
kritischen Endpunkt in der p-T -Ebene. Gezeigt ist das sche-
matische Phasendiagramm (a) und der Wert des Ordnungs-
parameters m(T ,p) (b). Die verwendeten Parameterwerte
sind J = 1.0, vHB = 0.25, v0 = 0.5, q = 6, γ = 4.
Zwei Kopplungskonstanten
Um die obigen Resultate auf ein Potts-Modell mit zwei Kopplungs-
konstanten zu übertragen, wird nun wie in Abschnitt 6.2.2.1 zunächst
die Ebene einzelner Moleküle betrachtet. Dabei sind vier Spins über
die Kopplungskonstante K miteinander verbunden (ein Kreis in Ab-
bildung 6.7). Zudem soll angenommen werden, dass alle Spins mit-
einander schwach gekoppelt sind, sodass eine Mean-Field-Theorie an-
gesetzt werden kann. Es werden deshalb wieder Wahrscheinlichkei-
ten xi eingeführt, mit denen Spins in den Zuständen i ∈ {0, ...,q− 1}
sind. Die Mean-Field-Hamilton-Funktion und die Entropie für ein
Molekül haben somit die Form
H = −6K
∑
i
x2i
S = −4kB
∑
i
xi log xi .
Dabei ist anzumerken, dass auf dieser Ebene kein Volumen berück-
sichtigt werden muss, da das interne Ausrichten der Spins nicht mit
einer Vergrößerung des Volumens einhergeht. Der Vorfaktor in H
kann auch zu 8 gewählt werden, wenn noch die Verbindung mit um-
liegenden Molekülen berücksichtigt wird. Allerdings können alle Vor-
faktoren auch in die Definition der Kopplungskonstante K aufgenom-
men werden. Wie im vorigen Abschnitt besprochen, hat dieses Mo-
dell einen Phasenübergang erster Ordnung bei einer Temperatur TKc
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(siehe Gleichung (6.18)), bei der der Ordnungsparameter m unstetig
von m = 0 auf m = mc springt. Der Wert des Ordnungsparameters
wird als Absolutwert des effektiven Spins τi interpretiert.
Da die Moleküle endliche Systeme sind, sollte innerhalb eines Mo-
leküls kein scharfer Ordnungs-Unordnungsübergang auftreten. Die
Theorie kann deshalb realistischer gestaltet werden, indem der Über-
gang weicher gemacht wird. Dies kann beispielsweise dadurch ge-
schehen, dass eine verschmierte Stufenfunktion (wie ein tanh x) in
den Betrag integriert wird. Dies wird im Folgenden über den Aus-
druck
|τ|2(T) =
tanh[a(TKc − T)] + 1
2
(6.19)
realisiert, wobei der Parameter a die Steigung des Übergangs festlegt
und die kritische Temperatur durch Gleichung (6.18) gegeben ist.
Nun soll diese Theorie benutzt werden, um ein Bild des gesam-
ten Systems zu erhalten, in dem jedes Molekül als ein effektiver Spin
mit der Spinvariable τi betrachtet wird. Der Betrag von τi folgt da-
bei der Abhängigkeit aus Gleichung (6.19). In der geordneten Phase
kann τi wieder q verschiedene Zustände85 annehmen. In diesem Bild
sind also Spins τi über eine Kopplungskonstante J auf einem Gitter
verbunden, sodass jeder Spin vier nächste Nachbarn hat (siehe Abbil-
dung 6.7). Für dieses effektive Gitter hat die Hamilton-Funktion die
Form
H = −4J|τ|2(T)
∑
<ij>
δτi,τj . (6.20)
Es handelt sich also um ein normales Potts-Modell mit q Zuständen,
einer temperaturabhängigen Kopplungskonstante und einer Koordi-
nationszahl (Zahl nächster Nachbarn) von vier.
Dieses Modell hat, wie oben bereits beschrieben wurde, einen Pha-
senübergang erster Ordnung bei einer Temperatur von TJ|τ|
2
c (vgl.
Gleichung (6.18)). Der Zusatzfaktor |τ|2 sorgt dafür, dass die Über-
gangslinie abgerundet wird. Das Volumen ändert nur die Lage des
Phasenübergangs in der p-T -Ebene und sorgt dafür, dass für einen
Druck p > J/vHB86 kein Phasenübergang mehr auftritt. Es kann aber
stets in die Kopplungskonstante J durch J˜ = J− pvHB absorbiert wer-
den.
Da der Phasenübergang auftritt, wenn beide Kopplungen stark ge-
nug sind, hat die resultierende Phasengrenzlinie die in Abbildung
85 Die Variable τi wird also als Spin mit einem bestimmten Betrag (Gleichung (6.19))
und einer bestimmten Richtung (Zustände 0 bis q− 1) gesehen. Dabei wird ange-
nommen, dass die vier Spins innerhalb des Moleküls gleich ausgerichtet sind, somit
gibt es wieder q verschiedene Zustandsmöglichkeiten.
86 Wenn p > J/vHB gilt, ist die effektive Kopplung negativ und es ist keine langreich-
weitige Ordnung mehr möglich.
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6.10 dargestellte Form. Es gibt somit wieder einen Phasenübergang
über die gesamte K ′-J ′-Ebene ohne einen kritischen Endpunkt. Auch
hier können die beiden Ebenen vertauscht werden und zuerst je zwei
über J gepaarte Spins betrachtet werden, bevor diese als effektive
Spins über die Kopplung K verbunden werden. Die Ergebnisse sind
qualitativ identisch. Dieser Ansatz führt somit (wie der vorherige Ab-
Abbildung 6.10: Das Potts-Modell mit zwei Kopplungskonstanten weist
bei der Behandlung mit einem Mean-Field-Ansatz für die
Gibbs-Energie einen Phasenübergang erster Ordnung in
der K ′-J ′-Ebene auf. Gezeigt ist der Ordnungsparame-
ter m(J ′,K ′), der entlang des Phasenübergangs unstetig
springt. Die sonstigen Parameterwerte sind J = 1.0, K = 1.0,
vHB = 0.25, v0 = 0.5, q = 6, γ = 4. Das Phasendiagramm
entspricht dem in Abbildung 6.3b gezeigten.
schnitt) auf ein Phasendiagramm mit einem Phasenübergang ohne
kritischen Punkt.
6.2.3 Kritischer Punkt in vorherigen Publikationen
Die gezeigten Ergebnisse für das Zellenmodell verdeutlichen, dass in
diesem Modell generisch zwar ein Phasenübergang erster Ordnung,
aber kein kritischer Endpunkt des HDL-LDL-Übergangs auftritt. Die-
se Erkenntnis steht allerdings im Widerspruch zu zuvor erhaltenen
Ergebnissen [97, 98] für eine Mean-Field-Theorie des gleichen Mo-
dells. Daher soll im Folgenden diskutiert werden, wie die Mean-Field-
Theorie in vorherigen Publikationen aufgebaut war und weshalb dort
ein kritischer Punkt auftreten konnte.
Die Mean-Field-Theorie, die in Abschnitt 4.1.1.2 beschrieben ist,
wird im Folgenden dahingehend vereinfacht, dass ni = 1 gesetzt und
das Volumen direkt in der Kopplungskonstanten J˜ = J− pvHB absor-
biert wird. Mit diesen Vereinfachungen reduziert sich die Theorie dar-
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auf, den Ausdruck für die Gibbs-Energie (die wegen der Ersetzung
J˜ = J− pvHB gleich der Freien Energie ist)
G = F = H− TS
= −N(J˜+ 3K)pσ −NkBT
[
nσ lognσ + (1−nσ) log
(
1−nσ
q− 1
)]
nach dem Ordnungsparameter zu minimieren. Dabei hängt G von
den Funktionen pσ und nσ ab, die ebenfalls in Abschnitt 4.1.1.2 ein-
geführt wurden. Die Ausdrücke pσ und nσ hängen zusammen über
pσ = n
2
σ +
(1−nσ)
2
q− 1
. (6.21)
Entscheidend ist nun, dass der Ausdruck für pσ über den Erwar-
tungswert
pσ = 〈δσij,σji〉h
=
e
J+2h
T + (q− 1)e
J
T
e
J+2h
T + (q− 1)
[
e
J
T + 2e
h
T + (q− 2)
] (6.22)
bestimmt wird. Hierbei ist h = 3K(1+ (q− 1)m)/q das Feld, das eine
Potts-Variable durch die Wechselwirkung mit den anderen drei Varia-
blen innerhalb des gleichen Moleküls spürt. Mit diesen Ausdrücken
führt die Minimierung von F = E− TS nach m auf einen Phasenüber-
gang erster Ordnung mit einem kritischen Endpunkt.
Es stellt sich die Frage, worin der Unterschied zur in Abschnitt
6.2.2.2 präsentierten Theorie besteht. Tatsächlich liegt der Hauptun-
terschied in Gleichung (6.22). Hier wird ein konzeptioneller Unter-
schied in der Behandlung der beiden Kopplungen eingeführt, da die
eine Kopplung über ein Feld und die andere über eine explizite Sum-
me (bzw. einen thermodynamischen Erwartungswert) in die Theorie
eingeht. Damit wird der kooperative Term, der gleiche Orientierun-
gen innerhalb eines Moleküls bevorzugt, zu einem einheitlichen glo-
balen Feld, das eine bestimmte Spin-Orientierung global bevorzugt.
Das Mean-Field-Modell aus vorherigen Artikeln [97, 98] kombiniert
somit die Wechselwirkungen zwischen nächsten Nachbarn mit einem
externen Feld. Das Potts-Modell mit einem externen Feld hat bekann-
termaßen einen Phasenübergang erster Ordnung, der in einem kriti-
schen Punkt endet [116]. Somit ist diese Umwandlung der koopera-
tiven Wechselwirkung zu einem globalen Feld dafür verantwortlich,
dass ein kritischer Punkt auftritt.
Mathematisch bricht das Feld die Symmetrie zwischen verschie-
denen Spinorientierungen. In den in Abschnitt 6.2.2.2 vorgestellten
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Varianten der Mean-Field-Theorie tritt der Ordnungsparameter stets
in einer der beiden Formen
f1(m) =
∑
i
x2i =
m2(q− 1) + 1
q
f2(m) =
∑
i
xi log xi
auf. Für beide Formen gilt f ′1(m = 0) = 0 = f
′
2(m = 0) und die zwei-
ten Ableitungen erfüllen f ′′1 (m = 0) 6= 0 6= f ′′2 (m = 0). Dies stimmt so-
gar dann noch, wenn ein Volumenbeitrag zur Entropie addiert wird,
der eine durch das ideale Gas motivierte Form
sv(m) ∝ log v(m)
hat. Solange die Symmetrie gegeben ist, hat die Freie Energie stets
ein Extremum bei m = 0. Die beiden Minima der Freien Energie
können sich somit nicht annähern und in eines verschmelzen, wie es
bei einem kritischen Punkt der Fall wäre. In den genannten Arbei-
ten [97, 98] wäre das gleiche Ergebnis erhalten worden, wenn statt
pσ = 〈δσij,σji〉h direkt der Ausdruck (6.21) zusammen mit nσ =
(1 +m(q − 1))/q verwendet worden wäre, um eine Abhängigkeit
pσ(m) zu erhalten. Dieser Aspekt wird beispielsweise auch in [117]
diskutiert.
Im Anschluss an diese Diskussion der formalen Unterschiede zwi-
schen den verschiedenen Mean-Field-Behandlungen soll im folgen-
den Abschnitt die physikalische Bedeutung der Beschreibungen dis-
kutiert werden. Es wird argumentiert, dass zur Modellierung von
flüssigem Wasser die Einführung eines Terms, der linear in m ist,
physikalisch sinnvoll ist.
6.2.4 Motivation für einen linearen Beitrag zur Freien Energie
Im vorherigen Abschnitt wurde diskutiert, dass das Zellenmodell
im hochdichten Grenzfall generisch keinen kritischen Endpunkt auf-
weist. Jedoch wurde in vorherigen Publikationen durch Einführung
einer linearen Abhängigkeit vom Ordnungsparameter m ein kriti-
scher Endpunkt erhalten. Auch wenn das Verfahren in den Publika-
tionen eher zufällig wirkt, gibt es doch gute Gründe dafür, einen der-
artigen linearen Term in die Theorie aufzunehmen. Diese sollen in
diesem Abschnitt diskutiert werden.
6.2.4.1 Art und Wert des Ordnungsparameters
Das Zellenmodell hat in seiner ursprünglichen Formulierung eine
langreichweitige Ordnung, wenn die LDL-Phase vorliegt. Diese Ord-
nung ist in echtem flüssigen Wasser allerdings nicht gegeben, son-
dern liegt nur in den Eisphasen vor. Dies führt zur ersten Schlussfol-
gerung, dass der Anteil von Spins, die in eine Vorzugsorientierung
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zeigen, nicht der geeignetste Ordnungsparameter für flüssiges Was-
ser ist, da er mit einer langreichweitigen Ordnung einhergeht (vgl.
auch [117]).
Dennoch weist Wasser auch in der flüssigen Phase ein Netzwerk
von Wasserstoffbrückenbindungen auf, das sich über das gesamte
System erstreckt. Ein besserer Ordnungsparameter für Wasser wäre
daher der Anteil von Spins, der Teil einer Wasserstoffbrückenbindung
ist. Diese Größe geht nicht mit einer globalen bevorzugten Richtung
einher, auch wenn ein Wert von 0 weiterhin mit komplett zufällig
verteilten Spins assoziiert ist.
Damit wird der zweite kritische Aspekt deutlich: Es gibt keinen
Grund, warum der Wert des Ordnungsparameters in der ungeordne-
ten (HDL-)Phase m = 0 sein sollte. Auch in hochdichtem Wasser
sollte es Wasserstoffbrückenbindungen geben, wenn auch weniger
als in der (offeneren) LDL-Phase. Wie im vorherigen Abschnitt ge-
zeigt wurde, gibt es bei der Mean-Field-Formulierung aus Abschnitt
6.2.2.2 jedoch stets die Lösung m = 0, was nicht realistisch ist. Wenn
der Ordnungsparameter in beiden Phasen ungleich 0 sein soll, muss
ein linearer Term in m vorhanden sein.
6.2.4.2 Abwandlung des Zellenmodells
Als Beispiel, um die mögliche Bedeutung eines linearen Terms zu
veranschaulichen, soll das ursprüngliche Zellenmodell in einer verän-
derten Form betrachtet werden. In diesem neuen Modell können Was-
serstoffbrückenbindungen nicht nur dann ausgebildet werden, wenn
|σij − σji| = 0 ist, sondern auch dann, wenn |σij − σji| 6 1 gilt. Die-
se Anpassung soll modellieren, dass in flüssigem Wasser keine per-
fekte kristalline Anordnung von wasserstoffgebundenen Molekülen
herrscht, sondern beispielsweise auch andere Winkel angenommen
werden können, die nicht mit einer kristallinen Struktur vereinbar
sind. In diesem neuen Modell sollen nun die Bindungen zwischen
Armen verschiedener Moleküle (also z. B. zwischen σij und σji) als
eigene Variablen bij betrachtet werden, die zwei verschiedene Zustän-
de annehmen können: einen niederenergetischen Zustand 1, wenn
|σij − σji| 6 1 gilt, oder einen höherenergetischen Zustand 0. Unter
der Annahme, dass die Zustände der Bindungsvariablen unabhän-
gig voneinander eingenommen werden können, hat die Hamilton-
Funktion die Gestalt
H = −J
∑
<ij>
δbij,1 .
Dies ist die Hamilton-Funktion eines Ising-Systems in einem externen
Feld ohne jede Wechselwirkung zwischen den Spins. Die Bindungs-
variablen sind in Wirklichkeit nicht völlig unabhängig voneinander,
weshalb eine Wechselwirkung zwischen den Spins hinzugefügt wer-
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den müsste. Dies würde auf ein Ising-Modell mit Wechselwirkungen
im externen Feld führen.
Dieses abgewandelte Modell zeigt somit, dass die Beschreibung
eines Systems ohne langreichweitige Ordnung (wie es für flüssiges
Wasser der Fall ist) durch ein Ising- (bzw. Potts-) Modell mit einem
externen Feld direkt aus dem ursprünglichen Zellenmodell motiviert
werden kann. Ein linearer Term im Ordnungsparameter (ein externes
Feld) ist somit ein plausibler Bestandteil eines Mean-Field-Ansatzes
für ein Potts-Modell für flüssiges Wasser.
6.3 diskussion
In diesem Kapitel wurde dargelegt, dass das Zellenmodell, welches
von Sastry 1996 vorgestellt [14] und von Franzese und Stanley er-
weitert wurde [96], im Grenzfall hoher Dichte als Potts-Modell neu
formuliert werden kann. In dieser Formulierung ergibt sich aus ver-
schiedenen Überlegungen (Abschnitte 6.2.1 und 6.2.2), dass ein gene-
risches Phasendiagramm dieses Modells einen Phasenübergang ohne
einen kritischen Punkt enthält. Dieses Ergebnis steht im Widerspruch
zu vorherigen Resultaten, bei denen für das Modell ein kritischer
Punkt gefunden wurde [97, 98]. Diese Diskrepanz wird in Abschnitt
6.2.3 dadurch erklärt, dass die Mean-Field-Theorie anderer Autoren
effektiv ein Potts-Modell mit einem externen Feld behandelt. Für die-
se Formulierung, bei der ein linearer Term im Ordnungsparameter
auftritt, gibt es in Hinblick auf echtes Wasser gute Gründe, wie in
Abschnitt 6.2.4 diskutiert wird.
Als Limitation der Untersuchung ist zu nennen, dass in diesem Ka-
pitel stets der Grenzfall hoher Dichte (bzw. Besetzungszahl ni = 1 für
alle i) betrachtet wurde. Natürlich könnte auch der allgemeinere Fall
ni 6= 1 analysiert werden, bei dem ein weitaus komplexeres Verhalten
zu erwarten ist. Es ist jedoch zu bemerken, dass beispielsweise in der
Publikation von Mazza et al. [97] der kritische Punkt des HDL-LDL-
Übergangs stets in einer Region der p-T -Ebene beobachtet wurde, in
der n = 1 gilt. Insofern sind die Erkenntnisse und Schlussfolgerun-
gen über den HDL-LDL-Übergang, die in diesem Kapitel erhalten
wurden, gültig für die dort vorgenommenen Untersuchungen.
Eine weitere Einschränkung der Diskussion betrifft die Monte-Car-
lo-Simulationen des Zellenmodells, die in mehreren Artikeln [97, 98]
beschrieben wurden und in denen ebenfalls ein kritischer Punkt ge-
funden wurde. Auf jene Simulationen wurde in diesem Kapitel nicht
näher eingegangen. Hierzu ist zu bemerken, dass in den Simulatio-
nen ebenfalls ein abgewandeltes Modell betrachtet wurde, bei dem
die Van-der-Waals-Anziehung  (vgl. Abschnitt 4.1.1.2 bzw. Gleichung
(4.1)) durch ein allgemeines Potential ersetzt wurde. Insofern betrach-
ten auch die Monte-Carlo-Simulationen nicht das Originalmodell; die
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Untersuchungen in den genannten Publikationen betrafen vielmehr
eine abgewandelte Variante des Zellenmodells.
Zusammenfassend wurde in diesem Kapitel gezeigt, dass ein häu-
fig untersuchtes Modell für Wasser generisch einen Phasenübergang
erster Ordnung ohne einen kritischen Punkt zeigt, was im Wider-
spruch zu vorherigen Ergebnissen steht. In den von anderen Autoren
betrachteten Mean-Field-Näherungen wurde jedoch stets eine realis-
tischere Abwandlung des Modells untersucht, die im Einklang mit
dem LLCP-Szenario steht. Wie bereits in den vorherigen Kapiteln
diskutiert wurde, ist für echtes Wasser nicht bekannt, ob ein Pha-
senübergang bzw. ein kritischer Punkt im unterkühlten Bereich vor-
liegen oder nicht. Die Ergebnisse aus diesem Kapitel zeigen, dass
das ursprüngliche Zellenmodell im hochdichten Grenzfall dem CPF-
Szenario (siehe Abschnitt 2.1.2) entspricht. Jedoch liegt in diesem Mo-
dell in der LDL-Phase eine langreichweitige Ordnung vor, wie sie ei-
gentlich eher zu einem Kristall passen würde. Wird dieses Modell ab-
gewandelt und um für flüssiges Wasser realistischere Elemente erwei-
tert, so tritt ein kritischer Punkt auf und es wird das LLCP-Szenario
beobachtet. Die Untersuchungen dieses Kapitels können somit als Un-
termauerung des LLCP-Szenarios verstanden werden.
7
FA Z I T
Die besonderen Eigenschaften von Wasser, die sich in verschiedenen
Anomalien äußern, ziehen seit langem das Interesse der Forschungs-
gemeinde auf sich. Auch wenn einzelne mikroskopische Mechanis-
men zu ihrer Erklärung identifiziert werden konnten, fehlt doch ein
einheitliches Bild, das die besonderen Eigenschaften von Wasser er-
klärt. Das Phasenverhalten von unterkühltem Wasser wird ebenfalls
seit vielen Jahren untersucht und ist ein wichtiger Baustein beim Ver-
ständnis von Wasser. Es wurden verschiedene Szenarien vorgeschla-
gen, die das Phasendiagramm von Wasser im unterkühlten Bereich
beschreiben könnten. Bis heute ist jedoch unklar, welche dieser Hypo-
thesen für Wasser zutrifft. Um die Eigenschaften von Wasser genau-
er zu verstehen, werden verschiedenste Modelle untersucht, die sich
ähnlich wie Wasser verhalten. Die Bandbreite reicht dabei von detail-
lierten molekularen Modellen bis zu sehr einfachen und abstrakten
Modellen. Die Modelle in der letzteren Klasse spielen eine besonde-
re Rolle, da dort eine umfassende Analyse des Phasendiagramms,
auch unter Variation verschiedener Parameter, möglich ist. Wenn ver-
schiedene Modelle, die ähnliche Eigenschaften wie Wasser aufweisen,
recht generisch eines der vermuteten Szenarien erfüllen, ist dies ein
Hinweis darauf, dass dieses Szenario für Wasser eine realistische Op-
tion ist.
In der vorliegenden Arbeit wurden verschiedene einfache Wasser-
modelle untersucht und verglichen. Bereits sehr simple Modelle kön-
nen das Phasendiagramm von Wasser sowie mehrere Anomalien er-
zeugen. Aus den Modellen konnten einige grundlegende Prinzipien
abgeleitet werden, die in einem realistischen Wassermodell enthal-
ten sein sollten. In Bezug auf die verschiedenen Szenarien für un-
terkühltes Wasser wurde in dieser Arbeit beobachtet, dass die einfa-
chen Modelle relativ generisch einen HDL-LDL-Übergang aufweisen,
wenn starke Wasserstoffbrückenbindungen gebildet werden können.
Da dies in echtem Wasser der Fall ist, unterstützt diese Arbeit somit
die Hypothesen, die einen Phasenübergang im unterkühlten Bereich
postulieren.
Im ersten Teil der Arbeit wurde ein einfaches Wassermodell, das
BNJ-Modell, vorgestellt, das auf zwei anderen Modellen aufbaut. Das
BNJ-Modell weist lediglich drei Bestandteile auf: Es beschreibt ein
eindimensionales System, es existiert eine Paarwechselwirkung zwi-
schen benachbarten Teilchen und das Modell beinhaltet eine globale
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Anziehung, die ein kleineres Volumen bevorzugt. Trotz dieser Ein-
fachheit ist es in der Lage, verschiedene charakteristische Eigenschaf-
ten von Wasser zu reproduzieren, wie drei Anomalien, den Flüssig-
Gas-Übergang und, bei geeigneter Wahl der Parameter, einen HDL-
LDL-Übergang. Diese Untersuchung zeigte, wie einfach ein Modell
sein kann, das sich wasserähnlich verhält. Es wurde offensichtlich,
dass die Implementierung zweier sehr generischer Eigenschaften, die
für Wasser zutreffen, bereits ausreicht, um wasserähnliches Verhal-
ten zu erzeugen: Wasserstoffbrückenbindungen werden als ein ener-
getisch günstiger Zustand modelliert, der mit einem lokal größeren
Abstand der Teilchen verbunden ist. Zudem liegt eine generelle An-
ziehung zwischen den Teilchen vor, die energetisch ein kleineres Volu-
men bevorzugt. Diese Zutaten genügen bereits, um mehrere Anoma-
lien und zwei Phasenübergänge zu erhalten. Es wurde jedoch auch
deutlich, dass die Wasserstoffbrückenbindungen eine gewisse Stärke
aufweisen müssen, damit ein HDL-LDL-Übergang auftritt.
Das BNJ-Modell wurde im zweiten Teil mit zwei anderen, vielfach
untersuchten Modellen, dem Zellenmodell und dem 3S3W-Modell,
verglichen und es wurden verschiedene Gemeinsamkeiten herausge-
stellt. So zeigen alle drei Modelle ein Phasendiagramm mit einem
Flüssig-Gas- und einem Flüssig-Flüssig-Übergang mit zugehörigen
kritischen Punkten. Zudem weisen die Modelle drei Anomalien auf,
die charakteristisch für Wasser sind. Diese ähnlichen Eigenschaften
sind zunächst verblüffend, denn die drei Modelle sind mikroskopisch
sehr unterschiedlich motiviert. Im Gegensatz zum eindimensionalen,
räumlich kontinuierlichen BNJ-Modell ist das Zellenmodell ein Gitter-
modell, das in verschiedenen Dimensionen formuliert werden kann.
Das 3S3W-Modell schließlich stellt ein zweidimensionales Modell dar,
das nur wenige diskrete Konfigurationen erlaubt. Es zeigte sich je-
doch, dass alle drei Modelle eine gemeinsame Grundlage haben: Es
können stets je drei mikroskopische Zustände definiert werden, die
von einer Gruppe benachbarter Teilchen angenommen werden kön-
nen. Die Besetzung dieser Zustände in verschiedenen Regionen der
p-T -Ebene ist in allen drei Modellen sehr ähnlich. Durch den Ver-
gleich der drei Modelle konnte somit ein grundlegendes Prinzip iden-
tifiziert werden, das in diesen Wassermodellen implementiert ist.
Aufbauend auf dieser Erkenntnis wurde im dritten Teil ein noch
einfacheres Modell vorgeschlagen, das als Essenz der drei Modelle
verstanden werden kann. In diesem Modell gibt es nur drei Zustän-
de, die von Teilchengruppen besetzt werden können. Zudem liegt ei-
ne globale Anziehung wie im BNJ-Modell vor. Bereits dieses einfache,
abstrakte Modell kann ähnlich wirklichkeitsnahe Ergebnisse wie die
drei zuvor betrachteten Modelle erzielen, wenn die Parameter geeig-
net gewählt werden. Es liefert einen Hinweis darauf, welches Prinzip
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hinter den drei Phasen von Wasser steckt und welche Bausteine in
einem Wassermodell vorhanden sein müssen, damit ein wasserähn-
liches Verhalten erzeugt wird. Insgesamt kann hier festgestellt wer-
den, dass eine Antikorrelation zwischen Volumen und Energie (für
Zustände hoher Dichte, also in der Flüssigkeit) als Bestandteil eines
Wassermodells essentiell ist. Ob dies durch eine lokal tetraederarti-
ge Anordnung der Moleküle erreicht wird, was von vielen Autoren
als wesentliche Eigenschaft der Wasserstruktur angesehen wird, oder
durch eine andere Realisierung erreicht wird, ist nach den Erkennt-
nissen dieser Arbeit nicht ausschlaggebend.
Im letzten Teil wurde eins der beiden Vergleichsmodelle, das Zel-
lenmodell, nochmals getrennt untersucht und im Grenzfall hoher
Dichte (also in der flüssigen Phase) als Potts-Modell umformuliert.
Mit dieser Formulierung konnten neue Erkenntnisse über dieses Mo-
dell gewonnen werden. Es zeigte sich, dass das generische Verhalten
des Modells ein Phasenübergang erster Ordnung zwischen zwei Flüs-
sigkeiten ohne kritischen Punkt ist. Dies steht im Widerspruch zu
bisherigen Ergebnissen für das Modell, in denen das LLCP-Szenario
beobachtet wurde. Es konnte aber gezeigt werden, dass bei einer rea-
listischen Theorie für dieses Modell ein kritischer Punkt auftreten
sollte. Dieser Abschnitt wirft ein neues Licht auf die Untersuchun-
gen und Ergebnisse, die bisher mit diesem Modell erhalten wurden.
Das LLCP-Szenario wird nach den Erkenntnissen dieser Arbeit nicht
mit dem ursprünglichen Modell erhalten. Es tritt aber auf, wenn ei-
ne bestimmte Anpassung der Theorie gemacht wird, die für Wasser
plausibler scheint als das ursprüngliche Modell. Somit wurde gezeigt,
dass ein Modell (bzw. eine Mean-Field-Theorie) für flüssiges Wasser
bestimmten Anforderungen genügen sollte, damit realistische Ergeb-
nisse erhalten werden können. In diesem Sinne ist auch dieser Teil
relevant für alle bestehenden und neuen, vereinfachten Modelle für
Wasser.

A
G L O B A L E A N Z I E H U N G I N A N A L O G I E Z U R
VA N - D E R - WA A L S - G L E I C H U N G
Die Van-der-Waals-Gleichung stellt eine Erweiterung der idealen Gas-
gleichung (mit Eigenvolumen) dar, bei der der Druck durch eine in-
terne Anziehung verringert wird. Im Folgenden sollen zwei Aspekte
näher erläutert werden: Einerseits soll erklärt werden, wie die Anzie-
hung im Van-der-Waals-Gas auf andere Theorien übertragen werden
kann, und andererseits, wie dieser Term einen Phasenübergang er-
zeugen kann.
a.1 einbindung in eine andere theorie
Die Ausführungen dieses Abschnitts lehnen sich zum Teil an Appen-
dix B der Veröffentlichung von Truskett und Dill [74] an. Beim Über-
gang von einem idealen Gas mit Eigenvolumen zum Van-der-Waals-
Gas wird der Druck durch einen volumenabhängigen Term ernied-
rigt. Das ideale Gas, bei dem jedes Teilchen ein Eigenvolumen b hat,
wird durch die Gleichung
v− b =
kBT
p
(A.1)
beschrieben, während im Van-der-Waals-Gas
v− b =
kBT
p+ a
v2
(A.2)
gilt. Bei gleichen Werten von Temperatur und spezifischem Volumen
nimmt also der Druck einen kleineren Wert an. Wenn man mit dem
Index 0 das ursprüngliche System bezeichnet, gilt
p0 = p+
a
v2
. (A.3)
Die spezifische Freie Energie f(T , v) und die spezifische Gibbs-Energie
g(T ,p) müssen nun auch entsprechend angepasst werden: Da alle
physikalischen Größen identisch sein müssen, wenn jedes Auftreten
von p durch p+ a/v2 ersetzt wird, kann wegen
p = −
∂f(T , v)
∂v
= p0 −
a
v2
für die Freie Energie des neuen Systems
f(T , v) = f0(T , v) −
a
v
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gefolgert werden. Dies entspricht somit einem Wechselwirkungspo-
tential
U(v) = −
a
v
.
Daraus folgt für die Gibbs-Energie
g(T ,p) = f(v(T ,p), T) + pv(T ,p)
= f0 −
a
v
+ p0v−
a
v2
v
= g0 −
2a
v
.
Dieses Vorgehen kann nun auf ein beliebiges anderes Modell (wie z.B.
das eindimensionale Modell aus Kapitel 3) übertragen werden, bei
dem die Gibbs-Energie bekannt ist. Um Volumen und Gibbs-Energie
aus dem reinen Modell (Index 0) zu erhalten, wird die Ersetzung
v(T ,p) = v0(T ,p+
a
v2
) (A.4)
g(T ,p) = g0(T ,p+
a
v2
) −
2a
v
(A.5)
gemacht. Diese volumenabhängige Ersetzung sorgt für eine globale
Anziehung und kann zu Phasenübergängen führen, wie im nächsten
Abschnitt erläutert wird.
a.2 erzeugung von phasenübergängen
Das eindimensionale Modell von Ben-Naim [18] kann bereits die An-
omalien von ρ, κT und cp reproduzieren und einen Crossover zwi-
schen einer HDL- und einer LDL-Substanz erzeugen. Allerdings weist
dieses Modell keinen echten Phasenübergang auf. Wird hingegen das
BNJ-Modell aus Kapitel 3 betrachtet, bei dem die Ersetzungen (A.4)
und (A.5) gemacht werden, können sogar zwei Phasenübergänge auf-
treten [77]. Gleiches gilt für das 3S3W-Modell, das ebenfalls nur un-
ter Berücksichtigung von (A.4) und (A.5) Phasenübergänge zeigt. Es
stellt sich somit die Frage, warum diese Ersetzungen zu Phasenüber-
gängen führen. Dies soll hier anschaulich erklärt werden.
Dazu werden isotherme Kurven von v0(p) (also dem Ausdruck oh-
ne globale Anziehung) und v(p) = v0(p+ a/v2) betrachtet. Wie im
vorherigen Abschnitt beschrieben, wird bei gleichem Volumen und
gleicher Temperatur der Druck erniedrigt. Durch die Ersetzung
p→ p+ a
v2
wird somit die Kurve v(p) im Vergleich zu v0(p) verzerrt. Dieser Sach-
verhalt ist in Abbildung A.1 veranschaulicht. Ein kleines Volumen
wird zu sehr viel niedrigeren Drücken verschoben (da a/v2 groß ist),
während ein großes Volumen wegen a/v2 ≈ 0 fast keine Änderung
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des Drucks hervorruft. Durch die volumenabhängige Verschiebung
können Mehrdeutigkeiten in der Funktion v(p) auftreten, insbeson-
dere dann, wenn das Originalmodell bereits einen steilen Abfall in
der Funktion v(p) aufweist. Das ist beispielsweise beim BN-Modell
der Fall. Dort tritt bereits im reinen Modell ein steiler Übergang zwi-
schen zwei Volumina auf, der durch die Ersetzung (A.4) zu einem
mehrdeutigen Bereich von v(p) führt.
Wenn es mehrere gültige Entsprechungen v1(p), v2(p) etc. gibt,
müssen diese in die Gibbs-Energie (A.5) eingesetzt werden. Das Vo-
lumen mit der minimalen Gibbs-Energie stellt dann den Gleichge-
wichtswert dar. Mit Variation von T und p kann diese Minimierung
zu einer Unstetigkeit in v führen, wenn beispielsweise plötzlich nicht
mehr die größte Lösung für v(p), sondern die kleinste Lösung die
Gibbs-Energie minimiert. Dies entspricht einem Phasenübergang ers-
ter Ordnung, an dem sich das Volumen unstetig ändert.
Abbildung A.1: Der Effekt der Van-der-Waals-Anziehung auf die Funkti-
on v(p). In steil abfallenden Regionen kann die Ersetzung
p→ p+ a/v2 zur Koexistenz von verschiedenen Volumina
führen.
Zusammenfassend kann also die Einbindung einer Van-der-Waals-
Anziehung zu Mehrdeutigkeiten in der Abhängigkeit v(p) führen
und hierdurch Phasenübergänge erster Ordnung hervorrufen.

B
N U M E R I S C H E B E H A N D L U N G D E R
V E R S C H I E D E N E N M O D E L L E
In diesem Abschnitt soll genauer beschrieben werden, wie die nume-
rische Auswertung der behandelten Modelle erfolgt ist. Dabei wird
nacheinander auf die verschiedenen Modelle aus Kapitel 3 bis 5 ein-
gegangen.
b.1 ben-naim-jagla-modell
Für das reine BN-Modell (vgl. Abschnitt 3.1.1) können die Zustands-
summe und die Gibbs-Energie und somit auch alle abgeleiteten Grö-
ßen analytisch bestimmt werden. Das spezifische Volumen ist bei-
spielsweise gegeben durch
v(T ,p) =
∂g
∂p
|T
=
1
βp
+
σ1 + (e−β − 1)e−βp(σ2−σ1)
[
σ2 − (σ2 + δ)e−βpδ
]
1+ (e−β − 1)e−βp(σ2−σ1)(1− e−βpδ)
.
Um eine globale Anziehung zu berücksichtigen, wird die Ersetzung
gemacht, die in Appendix A motiviert und erläutert wird: In dem
Ausdruck für v werden alle Terme p durch p + a/v2 ersetzt. Dies
führt auf eine implizite Gleichung für v(T ,p), denn die Variable v tritt
auf beiden Seiten auf und die Gleichung kann nicht nach v aufgelöst
werden. Diese Gleichung kann jedoch numerisch behandelt werden.
Gesucht sind daher die Nullstellen der Funktion
N(v) =
σ1 + (e−β − 1)e
−β(p+ a
v2
)(σ2−σ1)
[
σ2 − (σ2 + δ)e
−β(p+ a
v2
)δ
]
1+ (e−β − 1)e−β(p+
a
v2
)(σ2−σ1)(1− e−β(p+
a
v2
)δ
)
+
1
β(p+ a
v2
)
− v .
Die Nullstellensuche erfolgt in dieser Arbeit mit Python (Version
2.7.3) und der in SciPy (Version 0.10.1) implementierten Funktion
brentq, die das Brent-Verfahren verwendet. Dabei wird ausgenutzt,
dass N(v) an den Grenzen des Intervalls [0.33, 109] stets verschiedene
Vorzeichen aufweist87, weshalb mindestens eine Nullstelle im Inter-
vall liegt. Diese kann mit dem Brent-Verfahren, das eine Weiterent-
wicklung der Bisektion darstellt, identifiziert werden. Ist eine Null-
87 In N(v) dominiert für große v der letzte Term −v, weshalb der Grenzwert für große
v gleich −∞ ist. Für kleine v ist N(v) hingegen stets positiv.
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stelle gefunden, wird nach bis zu zwei weiteren gesucht, indem aus-
gehend von der Nullstelle rechts und links nach einem weiteren Vor-
zeichenwechsel gesucht wird (in Schritten von 0.01, maximal 10000
Schritte). Es wird exemplarisch an Randpunkten der p-T -Ebene über-
prüft, dass mit diesem Verfahren auch Nullstellen bei großen Werten
von v gefunden werden. Bei dieser Methode kann es vorkommen,
dass zwei sehr dicht liegende Nullstellen nicht erfasst werden. Al-
lerdings ist in diesem Fall zu erwarten, dass bei benachbarten Git-
terpunkten in der p-T -Ebene ein größerer Abstand der Nullstellen
auftritt. Wenn die Anzahl der Lösungen sich von 1 auf 3 ändert, also
ein kritischer Punkt gefunden wird, wird deshalb die Funktion N(v)
nochmals oberhalb und unterhalb dieses Punktes betrachtet und auf
Nullstellen hin überprüft.
Bei der beschriebenen Suche können eine bis drei Lösungen gefun-
den werden. Mehrere Lösungen weisen auf eine Phasenkoexistenz
hin, in diesem Fall muss die stabile Phase durch Einsetzen in die
Gibbs-Energie (Gleichung (3.11)) ermittelt werden: Das Volumen, das
auf die niedrigste Gibbs-Energie führt, entspricht der stabilen Phase.
Mit diesem Vorgehen wird je ein Wert von v und g bei gegebenem
Zustand (T ,p) erhalten. Die p-T -Ebene wird in Kapitel 3 auf einem
Gitter evaluiert, wobei als Schrittweite für die Temperatur ∆T = 0.01
gewählt wird. Für den Druck wird ∆p = 0.01 für p ∈ [0, 2] und ∆p = 1
für p ∈ [2, 50] gesetzt.
Hiernach werden die Ableitungen von g und v numerisch angenä-
hert durch Differenzenquotienten, beispielsweise für κT
κT (T ,p) = −
1
v
∂v
∂p
≈ 1
v(T ,p)
v(T ,p+∆p) − v(T ,p)
∆p
.
Zu dieser Behandlung des BNJ-Modells in Kapitel 3 ist zu bemerken,
dass die Werte von T zwar äquidistant variiert wurden, bei p jedoch
für p > 2 aus Rechenzeitgründen nur noch Schrittweiten von ∆p = 1
angesetzt wurden. Dies führt dazu, dass die Ableitungen nicht über-
all die gleiche Genauigkeit aufweisen. Da das Modell jedoch ohnehin
nur auf sein qualitatives Verhalten hin untersucht wurde, hat diese
Ungenauigkeit keinen Einfluss auf die Ergebnisse der Arbeit88.
In Kapitel 4 wird das BNJ-Modell wieder aufgegriffen. Es wird dort
mit leicht veränderten Parametern und auf einem anderen Gitter un-
tersucht. Dabei wird für T als Schrittweite ∆T = 0.01 und für p eine
logarithmisch äquidistante Skala mit log10(pi+1/pi) = 0.1 gewählt
89.
88 Zur Bestimmung des kritischen Punktes wurde eine bessere Auflösung verwendet,
allerdings führt jedes Gitter mit einem endlichen Gitterabstand zu einer beschränk-
ten Genauigkeit.
89 Die logarithmische Skala für den Druck in Kapitel 4 ist durch die Publikationen
[75, 74] motiviert, da dort das Phasendiagramm stets mit logarithmischer p-Skala
gezeigt wurde. Auch in Kapitel 3 sind die Abbildungen zur besseren Vergleichbar-
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Für das BNJ-Modell wie es in Kapitel 4 behandelt wird, liegt ein kriti-
scher Punkt bei TGc = 1.035 und pGc = 1.014 vor. Bei den Ergebnissen,
die beispielsweise in Abbildung 4.3f gezeigt sind, sind somit T und p
in Einheiten dieser kritischen Parameter gezeigt90
b.2 zellenmodell
In diesem Modell wird die Gibbs-Energie g als Funktion der Varia-
blen (n,m) aufgestellt, nach denen g für jeden Zustand (T ,p) mini-
miert wird. Somit muss für gegebenes (T ,p) die Kombination von
(n,m) gesucht werden, bei der g minimal wird. n und m liegen da-
bei beide im Intervall [0, 1]. Die Suche erfolgt numerisch und führt zu
einer Bestimmung von n und m auf eine Genauigkeit von 0.001.
Das Gitter in der p-T -Ebene mit den Originalvariablen (vgl. Ab-
schnitt 4.1.1.2) liegt bei diesem Modell in den Intervallen T ∈ [0.005, 2.12]
und p ∈ [0.001, 10]. Das Gitter ist linear in T und logarithmisch in p
gewählt zu ∆T = 0.005 und log10 pi+1/pi = 0.025 (vgl. Fußnote 89).
Hiermit wird ein kritischer Punkt des Flüssig-Gas-Übergangs gefun-
den, der mit den in Kapitel 4 beschriebenen Parametern bei TGc = 1.06
und pGc = 0.19 liegt. Für alle folgenden Auswertungen und in allen
Abbildungen (z. B. Abbildung 4.3b) sind T und p in Einheiten dieses
kritischen Punktes angegeben.
b.3 3s3w-modell
Hier ist das Vorgehen sehr ähnlich zum BNJ-Modell, da auch hier
eine Funktion N(v) aufgestellt werden kann, deren Nullstellen ge-
sucht werden müssen. Die eingesetzten Werte liegen in den Interval-
len T ∈ [0.005, 2.0] und p ∈ [0.001, 100]. Wie im Zellenmodell sind
die Schrittweiten für T linear und für p logarithmisch gewählt zu
∆T = 0.005 und log10 pi+1/pi = 0.125 (vgl. Fußnote 89).
Der kritische Punkt des Flüssig-Gas-Übergangs liegt in diesem Mo-
dell bei TGc = 0.305 und pGc = 0.0316. Für alle folgenden Auswertun-
gen und in allen Abbildungen (z. B. Abbildung 4.3b) sind T und p in
Einheiten dieses kritischen Punktes angegeben.
keit mit Kapitel 4 mit logarithmischer Achseneinteilung des Drucks gezeigt, dort ist
das zugrundeliegende Gitter aber linear gewesen. Die Genauigkeit der Ableitungen
von g wird in Kapitel 4 mit wachsendem Druck schlechter. Hier sei angemerkt, dass
in allen Modellen testweise lineare und exponentielle Druckabstände gewählt wur-
den, um die Gültigkeit der Ergebnisse zu überprüfen. Die qualitativen Ergebnisse
sind hiervon stets unberührt.
90 Es ist zu bemerken, dass die Schrittweiten in den drei Modellen unterschiedlich
gewählt sind, was zunächst an den verschiedenen Rechenzeiten der Modelle lag.
Durch die jeweilige Umskalierung der Einheiten auf Tc und pc ergeben sich zusätz-
liche Unterschiede. Allerdings soll hier nochmals darauf hingewiesen werden, dass
überprüft wurde, dass qualitative Eigenschaften hiervon nicht beeinflusst sind und
an keiner Stelle in dieser Arbeit Schlussfolgerungen aus quantitativen Ergebnissen
gezogen werden.
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b.4 dreizustandsmodell
Im Dreizustandsmodell wird wie im BNJ- und im 3S3W-Modell eine
Funktion N(v) aufgestellt, deren Nullstellen für jeden Zustand (T ,p)
gesucht werden. Auch hier wird, wie in Abschnitt B.1 beschrieben,
die in Python bzw. SciPy implementierte Funktion brentq benutzt.
Das Gitter in der p-T -Ebene liegt im Bereich T ∈ [0.02, 2] und
p ∈ [0.0001, 10], wobei ∆T = 0.01 und log10(pi+1/pi) = 0.05 gewählt
wird. Auch hier wird nach bis zu drei Nullstellen gesucht. Exempla-
risch wurde bei der Untersuchung der vier Szenarien auch nach bis
zu fünf Nullstellen gesucht, die auftreten können, wenn die beiden
Phasenübergänge zu nahe beieinander liegen. Für die Standardwerte
mit dem LLCP-Szenario ist dies jedoch nicht die Regel.
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