To meet rapidly increasing data rate requirements in WLANs, one important technique adopted in 802.11ac is the channel bonding (CB) scheme that combines multiple 20MHz channels for a single transmission in 5GHz band. In order to effectively access channel after a series of contention operations, 802.11ac specifies two different CB operations: Dynamic Channel Bonding (DCB) and Static Channel Bonding (SCB). This paper proposes an optimal channel allocation algorithm to achieve maximal throughputs in DCB WLANs. Specifically, we first adopt a continuous-time Markov Chain (CTMC) model to analyze the equilibrium throughputs. Based on the throughput analysis, we then construct an integer nonlinear programming (INLP) model with the target of maximizing system throughputs. By solving the INLP model, we then propose an optimal channel allocation algorithm based on the Branch-and-Bound Method (BBM). Simulations show the proposed algorithm can achieve the maximal system throughput under various network settings. Importantly, it turns out that the maximal throughput performance can be achieved under the channel allocation scheme with the least overlapped channels among WLANs, which brings new insights into the design and optimization of future WLANs, especially for those adopting CB technique.
I. INTRODUCTION
It is known that the channel bonding (CB) technique has been used in wireless networks to boost data rates. The adoption of the CB technique in WLANs was first introduced in the IEEE 802.11n amendment [1] , where two basic 20MHz channels can be aggregated to obtain a 40MHz channel. To support high-speed applications, the IEEE802.11ac amendment [2] further extends the allowable bandwidth in a single transmission from 40MHz to 80MHz and even 160MHz.
Under CB, a wider bandwidth channel is composed of a primary channel and one or more secondary channels. Each node in the network uses the basic distributed coordination function (DCF) to compete for channel occupancies only on the primary channel [2] . When a node has packets to transmit, it first senses its primary channel. Once the primary channel has been sensed idle for a DCF inter-frame space (DIFS) duration, the node starts the backoff procedure by selecting a random value of the backoff counter. If the primary channel is sensed busy during the backoff process, the backoff timer is frozen with the remaining time recorded. Upon the primary channel is sensed idle for a DIFS time again, the backoff process resumes with the recorded remaining time.
Different from the case of single-channel WLANs, before the timer expires, the node has to sense its secondary channels for a point coordination function (PCF) inter-frame space (PIFS) period. When the time expires, the node has two options to determine to transmit on which channels: i) under SCB, only when all channels (including both the primary and the non-primary channels) are idle, the node starts transmitting using the whole assigned channel. Otherwise, it will initializes a new backoff procedure; ii) under DCB, even though some of the non-primary channels may be busy during the PIFS, the node begins to transmit using the primary channel and the idle secondary channels that are adjacent to the primary channel, without initializing a new backoff process. That is, the channel bonding is flexible in DCB. It is known that DCB has much better performance than SCB [3] , and thus this paper makes an attempt to analyze the interactions and dependencies under DCB and seeks for the optimal channel allocation strategy to maximize the system throughput in DCB WLANs.
There have been several studies on the performance of 802.11ac DCB networks [3] - [6] . By simulations, refs. [3] showed that the channel bonding technique can provide significant throughput gains. An experimental evaluation on different network parameters that affect the performance of the CB in IEEE 802.11 WLANs was presented in [4] . Ref. [5] constructed a CTMC model to analyze the network performance under SCB. Later, ref. [6] extends the CTMC model to analyze the interactions between neighboring WLANs operating under DCB, in which all WLANs are "all-inclusive" in the sense that all WLANs can sense each other. However, although several research efforts have been made to analyze the performance of DCB networks, none of them have been devoted to investigate the impacts of different channel allocation schemes (such as the number of basic channels and the selection of the primary channel for each WLAN) on the system performance in DCB networks and this paper attempts to fill this gap.
Channel allocation algorithms in WLANs have also attracted much interest from the research community [7] , [8] . Most of the works consider a full channel backoff procedure, which does not take into account the affects of the location of the primary channel. Recent works have considered the spectrum sharing problem of 802.11a/b/g/n-802.11ac coexis-tence and 802.11p-802.11ac coexistence [9] , [10] , however, the performance improvement only happens when there is overlapping spectrum between devices. Ref. [11] analyzed the hidden terminal problem and proposed a channel allocation algorithm considering the primary channel selection with a given channel width in SCB networks. Moreover, ref. [5] proposed a solution based on the water-filling concept to find the sub-optimal allocation in SCB networks. However, considering the different channel access options between SCB and DCB, we note that the channel allocation in DCB networks deserves a more careful investigation, and this paper makes such an attempt.
The main contributions of this paper are:
• We analyze the throughput performance under different channel allocations of DCB networks and build up an INLP model with the target of maximizing the system throughput. • We propose a channel allocation algorithm that can fast converge to the optimal channel allocation scheme. Thus, it is suitable for engineering implementation in practical WLANs. • By theoretical analysis and simulation results we show that too many overlapping channels among WLANs could in fact decrease the system throughput under current 802.11ac parameter settings, and it is nontrivial to determine how to bond basic channels in WLANs. This result provides new insights into the 802.11 ac networks and moves a significant step towards the optimization of the DCB networks.
II. PROBELM STATEMENT AND THE CTMC MODEL
This section presents our network model and introduces throughput computation of DCB WLANs using the CTMC model proposed in [6] .
A. Network Model and Problem Formulation
Similar to [6] , we consider a DCB network with WLANs, in which all WLANs are within the carrier-sensing range of each other. We assume a WLAN-centric model that all nodes in each WLAN are close to each other. Furthermore, all WLANs are assumed to be saturated, and we assume a node cannot switch between different channel allocations during a single transmission.
Let be the number of all available basic channels (i.e., the number of 20MHz channels), be all possible combinations of these basic channels (specified by the 802.11ac standard), and be the set of all possible channel allocations of the entire network. Define a feasible channel allocation f = [ 1 , 2 , 3 , ⋅ ⋅ ⋅ , ] as the vector indicating the channels assigned to all WLANs in the network, where ∈ denotes the channels assigned to a single WLAN, . For example, = { 1,2, 3, 4 } denotes that is allocated the basic channels from 1 to 4 and the assigned primary channel is channel 2. Let be the number of contiguous basic channels assigned to , and the bandwidth assigned to is then = 20 MHz. Let ℎ (f ) be the equilibrium throughput of under the channel allocation scheme, f , whose computation will be presented in Part B. The problem of finding the optimal channel allocation, f*, to maximize the system throughput, can be formulated as the following optimization problem:
For a DCB network with WLANs and available basic channels, let | | be the number of possible combinations of basic channels, then the number of all possible channel allocations is | | = | | , which grows exponentially with . That is, the searching for the optimal channel allocation in the feasible region is of high complexity.
B. Throughput Computation using the CTMC Model
We next briefly introduce the CTMC model proposed in [6] for throughput computation of a DCB network under a specific channel allocation scheme f = [ 1 , 2 , 3 , ⋅ ⋅ ⋅ , ]. For more details, interested readers are referred to [6] .
Under DCB, even two or more WLANs are assigned overlapped basic channels, they could still be transmitting simultaneously as long as the channels they use in this specific transmission do not overlap. Also, in a DCB network a WLAN may occupy different numbers of basic channels over different transmissions, which is different from the case of SCB as studied in [5] . Thus, we define a feasible network state as a set of channels on which WLANs are transmitting simultaneously, and we define the state space, , as the set composed of all feasible states.
Since the number of possible channel combinations is finite, the state space is also finite. Therefore, the constructed CTMC is finite and irreducible, a steady-state solution to the CTMC exists. In order to get the solution, we first define the transition rates between two feasible states, , ′ ∈ , are
where [ ], is the average backoff duration and the backoff duration of respectively, and ( ′ ) is the expected transmission duration of a packet using a channel composed of ′ basic channels in . We define the rate matrix of the CTMC,
, as a matrix that is composed of all the transition rates among the feasible states, and the sum of the rates in every row of the matrix is equal to one. Thus, a steady-state solution to the CTMC can be found by solving the general balance equations and can be represented in matrix form as
where is the vector of stationary probabilities of the feasible states of the CTMC. Based on the steady-state probabilities, we can compute the throughputs of WLANs. The throughput of , in bits per second, is then given by
where is the packet length of and is the packet error probability.
(1)
Fig. 1. Channel Index and All Possible Combinations of Basic Channels
It is important to note that any change in the channel allocation scheme, f , results in a different state space, , as well as the different transitions among them, thus a different rate matrix, Q, a different steady-state solution to the CTMC as found by (3), and finally leads to different throughput performance. 1 
III. OPTIMAL CHANNEL ALLOCATION SCHEMES OF DCB NERWORKS
This section first carefully examines the throughput performance under different channel allocation schemes and builds up an integer nonlinear programming (INLP) model with the target of maximizing system throughput. By theoretical analysis we figure out that the optimal throughput performance is achieved under the channel allocation scheme with the least overlapped channels among WLANs. This observation is the basis of our proposed channel allocation algorithm to be presented in Section IV.
A. Throughput Performance of Different Channel Allocation Schemes
Without loss of generality, we assume that the nodes in all WLANs transmit packets of a fixed size , have a backoff process of equal average durations [ ]. We also assume that there are four basic channels available (note that we will remove this assumption in Section V, and our analysis still holds.) in the DCB network, which is labeled from channel (1) to (4) . Fig. 1 shows the channel index and all possible combinations of the basic channels, where each block with diagonals represents the assigned primary channel.
Under a particular channel allocation f, we say that WLANs and do not overlap if ∩ =∅, and we define the number of overlapped channels of as , indicating that has basic channels that interact with other WLANs in the network. It is easy to see that ≤ , ∀ . Let (f) = max { , ∀ } be the number of overlapped channels under a channel allocation scheme f. After further examination, we find that the optimal channel allocation scheme exhibits specific features, as shown in Theorem 1 below.
Theorem 1: Let ℱ be the collection of all channel allocation schemes with the minimum (f ). For "all-inclusive" DCB networks, the channel allocation scheme that achieves the maximal system throughput belongs to ℱ. That is,
and we have f * ∈ ℱ.
Proof: Due to space limitation, the proof can be found in our technical report [12] . 1 Also, it has been proven theoretically that in DCB WLANs with continuous-backoff times, the stationary distribution of the system process ( ) is insensitive to the distributions of both the backoff and the transmission time [5] [6] . Indeed, even if the backoff and transmission time are not exponentially distributed and the process is not Markovian, we can still use the CTMC to compute the network throughput.
B. INLP Models to Maximize Aggregate Throughput
Based on Theorem 1, we then construct the INLP model to maximize aggregate throughput for two scenarios as below:
1) When ≤ : In this case the system has sufficient basic channels to afford each WLAN non-overlapped channels. A set of contiguous non-overlapped basic channels can be assigned to each WLAN individually in order to get the channel allocation scheme with the minimum (f ) (i.e., (f ) = 0). Therefore, we need to divide basic channels into groups, and let a WLAN use a group of basic channels. With a litter abuse of notion, we let denote the number of the contiguous non-overlapped channels allocated to . The throughput achieved by is
is the activity ratio of using basic channels. Then OPT1 can be rewritten as:
=2 , = 0, 1, 2, 3, That is, the number of all basic channels cannot exceed eight (i.e., the largest bandwidth allowed by 802.11ac is 160MHz). Note that the solution of OPT2 is an optimal grouping scheme, * = [ * 1 , ⋅ ⋅ ⋅ , * ], and the optimal channel allocation scheme can be easily obtained by setting =
and setting the first channel in as the primary channel of . Since ( ) is a discrete function of , to solve OPT2 we first use calibration curve fitting to generate a continuous function of ( ), denoted by ′ ( ) and relax to a continuous variable. Then OPT2 can be converted to a noninteger nonlinear programming (NINLP) problem:
where ′ ( ) = ( ) , and are fitting parameters to guarantee the correlation coefficient between ( ) and ′ ( ) is above 0.98, and we set = 0.7624, = 168.2.
We have proved in [12] that the objective function of OPT3 is concave, and with the linear constraint in (6b), we can use Karush-Kuhn-Tucker (KKT) condition to solve for OPT3. We next comply with the standard method of Lagrange Multiplier Approach (LMA) to solve OPT3. Introducing a Lagrange multiplier ( ≥ 0) to establish a Lagrange function:
We next take the derivatives of ( 1 , ⋅ ⋅ ⋅ , , ) for all unknown variables, and make them equal to zero to get the extreme point. Then we obtain a grouping scheme, = [¯, ⋅ ⋅ ⋅ ,¯], where¯= / . According to KKT condition, = [¯, ⋅ ⋅ ⋅ ,¯] is the optimal solution of OPT3. Note thatc an be interpreted as the mean number of the non-overlapped basic channels that allocated to each WLAN, which could be a non-integer. As last, we use the BBM to solve OPT2 on the basis of the optimal solution of OPT3. The details of this procure will be presented in Section IV.
2) When > : In this case, we do not have enough channels to allocate each WLAN non-overlapped channels, and there must be overlapped channels between WLANs. Thus, the channel allocation scheme with the minimum (f ) is (f ) = 1, and we divide WLANs into groups and let the WLANs in a group use a single basic channel. That is, when > , we cannot use the CB technique to improve aggregate throughput. Let , ∈ {1, ⋅ ⋅ ⋅ , } denote the number of WLANs that is allocated channel . Each WLAN uses a single basic channel for transmission and the activity ratio of each WLAN is then
Thus, the throughput achieved by WLANs in a group can be computed as (1) , then OPT1 can be rewritten as the following INLP problem:
.
where = / [ ] and = (1), which are both constants in our model. The objective function in (8a) represents the aggregate network throughput under the grouping scheme
Eqn.(8b) means that the sum of must equal to the total number of WLANs , and Eqn.(8c) means must be a positive integer. After solving OPT4 we can get an optimal grouping scheme, * = [ * 1 , ⋅ ⋅ ⋅ , * ], and the optimal channel allocation scheme can be obtained by setting =
{˜}
if ∈ ℎ and letting channel be the primary channel of . To solve OPT4, we first relax to a continuous variable. Since the constraint (8b) is an equation, we can use LMA to solve the relaxation problem of OPT4, then the extreme point of the relaxation problem is = {¯, ⋅ ⋅ ⋅ ,¯}, wherē = / , and¯can be interpreted as the mean number of WLANs that be allocated the same single basic channel, which might be a non-integer. We can prove that the objective function of OPT4 is concave. Thus, the extreme point, = {¯, ⋅ ⋅ ⋅ ,¯} is also the maximum point. We then can use BBM to get the optimal solution of OPT4. The details of this procure will be presented in Section IV.
IV. PROPOSED OPTIMAL CHANNEL ALLOCATION
ALGORITHM Based on the analysis in Section III, we propose a channel allocation algorithm based on the BBM to solve OPT2 and OPT4, as well as to achieve the maximal system throughput.
Algorithm 1 below presents the pseudo-code to find the optimal channel allocation scheme f * when ≤ . Note that the proposed channel allocation algorithm only required the information of and while no information exchange is required between WLANs 2 .
In Algo 1, steps 4-5 show the optimal solution obtained by solving relaxation problems through LMA. In steps 7-22, between two branches, we set the feasible objective value of the feasible branch as the new lower bound, and if there is a higher objective value of an infeasible solution, we set it as the new upper bound, then keep branching under this solution until we find an optimal feasible solution that maximizes the lower bound. Algo 1 can be summarized as:
Step 1: Initialization.
Steps 2-6: For a variable, get two branches by adding the constraints ≤ ⌊¯⌋ = 2 and ≥ ⌊¯⌋ + 2 +1 to OPT3 respectively ( ⌊¯⌋ is the round down integer value of , and it is a multiple of 2), or by adding the constraints ≤ ⌊¯⌋ and ≥ ⌊¯⌋ + 1 to OPT4 respectively (¯is the round down integer value of ).
Steps 7-27: Examine the feasibility of each branch to see whether it is a feasible integer solution (satisfing the constraints of OPT2 or in OPT4). Update and accordingly.
Steps 28-29: Output the optimal channel allocation scheme, f * , and the maximal aggregate throughput, ℎ * . We next use an example of a network with = 3, = 7 to illustrate the proposed algorithm. As shown in Table I , the initial lower bound is set to ℎ (1, 1, 1) , and the initial upper bound is set to ℎ ′ (7/3, 7/3, 7/3), which is the optimal solution for OPT3. We choose the variable to branch in an ascending order (i.e., ℎ 1 , ℎ 2 , ℎ 3 ). Then we update the lower bound and upper bound according to Algo 1 and eventually find out the optimal channel allocation scheme 3 . 2 When > , we only need to change the adjustable variable in Algo 1 to , ∈ {1, ⋅ ⋅ ⋅ , } and set the initial state as¯= / , = (1, ⋅ ⋅ ⋅ , 1), = {¯, ⋅ ⋅ ⋅ ,¯}, where and are the lower bound and upper bound respectively. Then similar procedure can be performed to solve OPT4.
Algorithm 1 Proposed Channel Allocation Algorithm
Input: The number of available basic channels , the number of WLANs ( ≤ ). Output: The optimal channel allocation scheme f * , the maximal aggregate throughput, ℎ * .
if both , are feasible then
ℎ * =ℎ ( * ) , =ℎ ( * ); 10: go to 28; 11: else if or is feasible then 12: set the feasible scheme as 1 ; 13: set the infeasible scheme as 2 ;
14: Due to the convexity of the objective function of OPT3 and OPT4, the channel allocation algorithm based on the BBM yields a solution that in general is the global optimal solution [13] . The computations of the algorithm is simple and the complexity is
Thus, the proposed channel allocation algorithm can converge to the optimal solution quickly.
V. PERFORMANCE EVALUATION
This section evaluates the performance of our proposed algorithm through simulations. The wireless network environment is configured as a bulk of WLANs which are all in the carrier-sensing range of each other. Simulation parameters are presented in Table II , given by amendment 802.11ac to keep the error probability below 10%. Using these parameters we can calculate the packet transmission duration ( ′ ), for each number of basic channels adopted in the transmission ′ , as shown in Table III, where and are the modulation and the coding rate respectively, and ( ′ ) is the number of data subcarriers when ′ basic channels are used. We first examine the throughput performance when = 4 while increases from 1 to 10. When 1 ≤ ≤ 4, we use the proposed algorithm to solve OPT2, and when > 4, we use the proposed algorithm to solve OPT4 to get an optimal channel allocation scheme. We also present the results of a greedy scheme and a random-selection scheme for comparison purpose. In the greedy scheme, when ≤ , we choose a variable in an ascending order and keep doubling the number of channels assigned to it while make sure the number of available basic channels does not exceed (i.e., = {4, 2, 1} when = 3, = 7), or when > , we increase the number of WLANs in the group by one value until the maximum number of WLANs allowed is reached (i.e, = [5, 1, 1] when = 7, = 3). In the randomselection scheme, we select a channel combination with a channel-width randomly selected from 20MHz to max . For all schemes, the system throughput is averaged over 1000 times simulations.
As can be seen in Fig. 2 , the proposed algorithm always converges to the optimal solution, which is obtained by exhaustive search in the feasible region. Moreover, the system throughput of the proposed algorithm is always higher than that of the random-selection scheme. It is worthwhile to note that when 1 ≤ ≤ 4, the throughput achieved by the greedy scheme is the same as that of our proposed algorithm and when > 4, its throughput has a slight drop compared to our proposed algorithm. This is because in the objective function of OPT4, = (1) ≫ 1, we have 1+ ≈ . When > , the optimization of the grouping scheme can only 
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Exhaustive Proposed Algorithm Greedy Scheme BWmax=20MHz BWmax=40MHz BWmax=80MHz > , every group attempts to adopt more WLANs to boost its aggregate throughput, while the grouping scheme obtained by the proposed algorithm tends to uniformly allocate the WLANs into different group. Thus, our proposed algorithm can achieve better fairness among WLANs as well as higher aggregate throughputs. The details will be presented later in Fig.3 .
We next consider a more practical scenario of the IEEE 802.11ac WLAN in which we set = 17 and increase from 1 to 20. We present the system performance in terms of aggregate throughput, Jain's Fairness Index (JFI) [14] and Channel Utilization (CU), in which CU is computed as the fraction of basic channels that are occupied by one or more WLANs divided by the total number of basic channels.
When 1 ≤ ≤ 10, we compare the proposed algorithm with the optimal scheme (obtained by exhaustive search), the greedy scheme and the random-selection scheme. From Fig.3 (a, c, e) we can see as increases, the proposed algorithm always gets the optimal throughputs. In addition, although the greedy scheme has better CU performance than the proposed algorithm (since every WLAN tends to make full use of the remaining available basic channels in the greedy scheme), the performance of the proposed algorithm is always better than the other schemes in terms of both the system throughput and JFI.
In addition, we investigate the scenario when 10 ≤ ≤ 20. Since the exhaustive search is infeasible now, it has been excluded from the evaluation comparison. We set = 17, and the CUs of the proposed algorithm and the greedy scheme are always 1 as increases. That is, when is large, the channel allocation algorithms tend to make use of all of the available basic channels. From Fig.3(b, d) , we can see the proposed algorithm always get a better throughput performance and higher JFI when 10 ≤ ≤ 20. When 17 ≤ ≤ 20, the JFI of the greedy scheme decreases while the proposed algorithm can maintain a higher JFI without any throughput loss.
VI. CONCLUSION
This paper investigated the channel allocation problem in DCB WLANs. Through performance analysis, we proved that the maximal throughput performance is achieved under the channel allocation scheme with the least overlapped channels. Based on this understanding, we then constructed INLP models with the target of maximizing the system throughput and proposed an optimal channel allocation algorithm. Simulations showed that the proposed algorithm can achieve the optimal throughput performance and outperform the greedy and random-selection scheme in terms of both system throughput and fairness. As a future work, we will investigate the performance of a "non-all-inclusive" DCB network in which not all the WLANs are within the carrier-sensing range of each other and investigate efficient channel allocation algorithms to optimize system performance.
