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Larremore, Daniel B. (Ph.D., Applied Mathematics)
Critical Dynamics in Complex Excitable Networks
Thesis directed by Prof. Juan G. Restrepo
We study the effect of network structure on the dynamical response of networks of coupled
discrete-state excitable elements to two distinct types of stimulus. First, we consider networks which
are stochastically stimulated by an external source. Such systems have been used as toy models
for the dynamics of some human sensory neuronal networks and neuron cultures. The collective
dynamics of such systems depends on the topology of the connections in the network. Here we
develop a general theoretical approach to study the effects of network topology on dynamic range,
which quantifies the range of stimulus intensities resulting in distinguishable network responses.
We find that the largest eigenvalue of the weighted network adjacency matrix governs the network
dynamic range. Specifically, a largest eigenvalue equal to one corresponds to a critical regime with
maximum dynamic range. This result appears to hold for random, all-to-all, and scale free topolo-
gies, and is robust to the inclusion of time delays and refractory states. We gain deeper insight into
the effects of network topology using a nonlinear analysis in terms of additional spectral properties
of the adjacency matrix. We find that homogeneous networks can reach a higher dynamic range
than those with heterogeneous topology. Second, we consider networks stimulated only once at a
single node, with dynamics allowed to evolve without additional stimulus. Each realization of such
a process will create a cascade of activity of varying duration and size. We analyze the distributions
of cascade size and duration in complex networks resulting from a single nodal excitation, finding
that when the largest eigenvalue is equal to one, so-called “critical avalanches” are power-law dis-
tributed in size, with exponent -3/2, and power-law distributed in duration, with exponent -2. We
employ techniques from dynamical systems to recover the differences among avalanches started at
different network nodes, also deriving distributions for avalanches in subcritical and supercritical
regimes.
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right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
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1.6 A network diagram (top right) and corresponding adjacency matrix (top left) are
shown, along with the eigenvalue and corresponding eigenvectors (to four digits of
accuracy) guaranteed by the Perron-Frobenius (PF) theorem [2]. The conditions of
the theorem apply because (i) the entries of the adjacency matrix are non-negative
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a directed path which guarantees an irreducible matrix. Note that the eigenvalue is
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1.8 The Hodgkin-Huxley model as published in the final paper of their 1951–1952 series
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experimental data. They were awarded a Nobel Prize in Medicine in 1963 along with
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1.9 The states of the version of the Greenberg-Hastings Cellular automaton (bottom)
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Chapter 1
Introduction
This thesis is composed of five chapters which focus on critical dynamics on complex excitable
networks and the relationship between dynamics and network structure. The first chapter consists
of two parts. First, we offer a brief background on the subject of complex networks in general, meant
for the reader wishing to gain familiarity with terminology and techniques used in later chapters.
Second, we provide a description of the excitable systems analyzed in the following chapters. Since
the theory developed here is motivated by experimental developments in neuroscience, this section is
appropriately set in the context of biological neuron models and includes a description of the relevant
literature. The second, third, and fourth chapters cover original research on mathematical models
of critical dynamics on complex excitable networks. The fifth chapter discusses these results in the
broader contexts of mathematics and neuroscience, highlighting potential future investigations.
1.1 Introduction to complex networks
A network consists of a set of N nodes (or vertices) and a set of M links (or edges), where
each link represents a connection between a pair of nodes. For example, a link l = {n,m} is a
connection l from node n to node m. In networks where links don’t have a specific direction, links
are considered as unordered pairs of nodes and we call such networks undirected. In networks where
links may only point in one direction, links are considered as ordered pairs of nodes, and we call
such networks directed. If only one link is allowed from node n to node m (no multiple connections)
and node n may not link to node n (no self connections), the network is called simple.
2These definitions can be made more accessible by using a few straightforward demonstrations,
where we take observed relationships and use them to construct a network. First consider a network
made from the ingredients and recipes in a cookbook. Each ingredient is a node, and when two
ingredients appear in the same recipe together we make a link between those ingredients. Such
a network would be undirected, because if sugar appears in a common recipe with flour, flour
necessarily appears in that same recipe with sugar. If we allow only one link to be created despite
multiple mutual appearances of ingredients, the network is simple. If ingredients are allowed to
link to each other multiple times, the network is not simple. These two cases are shown in Fig. 1.1.
Second, consider a network of business card exchanges between attendees at a conference. Each
attendee is a node, and when one attendee John gives another attendee Jane his business card, we
make a link from John to Jane, but not from Jane to John. Such a network would be directed
because if John gives Jane his card, Jane need not also give John her card.
Additionally, it is often the case that not all links are equal in strength. For example, consider
the network of ingredients from the cookbook discussed above. Despite capturing all of the pairwise
common occurrences of every ingredient, it may not capture the fact that flour and sugar appear
together many more times than flour and bacon. In order to account for this difference, each link
may be given a weight corresponding to some property of the connection between the elements.
Depending on their context, weights may be drawn from a variety of sets, including integer, real,
positive, and negative. In the recipe ingredients example, we might choose positive integer values
for weights so that the final link weight corresponds to the total number of times the two connected
ingredients appear together. This case is also shown in Fig. 1.1. Networks in which links possess
weight are called weighted whereas networks in which links either exist or they don’t are called
unweighted, or sometimes binary.
Complex networks are networks whose topologies are non-trivial. For example, neither the
ring network (nodes connected in a ring) nor a regular 2D lattice are complex networks, but the
network formed by the ingredients in the cookbook described above is complex, as shown in Fig. 1.2.
Generally, in this thesis, we will describe networks as being complex in order to assure the reader
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Figure 1.1: A collection of recipes may be represented as a network of ingredients in different ways.
By convention nodes are shown as circles and links as lines or arrows. If multiple links are allowed,
the network is not simple (upper right). If multiple links (and self-links) are not allowed, and all
links are of equal strength the network is simple and unweighted (bottom left). If multiple links
and self-links are not allowed, but some links are stronger than others (represented by the bold
link), the network is simple and weighted. Since links in all three networks have no direction (or
are bi-directional), all three networks are undirected. The decision of which type of network to use
depends on the intended use of the network. To aid the eye, we have colored the two recipes so the
reader may more easily see from which recipe each link is derived.
4that we have not assumed any simple or regular topological features. Unless otherwise specified,
the reader may assume networks to be complex and simple—irregular topology, without multiple
or self-connections. (Readers unfamiliar with network vocabulary should divest themselves of the
notion that simple and complex are opposites or mutually exclusive, in the context of networks).
In the subsections below, we highlight some of the methods which have been developed by others
to handle such complexity.
1.1.1 Adjacency matrix
Given a network of N nodes, an adjacency matrix is a convenient and useful representation.
We define the elements of the adjacency matrix A as
Anm =


1 if there is a link from node m to node n
0 otherwise
(1.1)
It is worth noting that the elements of A may be defined with indices reversed arbitrarily. Here
we choose this convention for consistency with particular previous papers [6]. Strictly speaking,
Eq. (1.1) is therefore a matrix showing which nodes are “adjacent” and therefore consists of only
zeroes and ones. However, we will hereafter refer to the matrix described in Eq. (1.1) as the
unweighted adjacency matrix, preferring to reserve adjacency matrix for the weighted version,
Anm 6= 0 if there is a link from node m to node n
Anm = 0 otherwise,
(1.2)
where the non-zero entries of A will take on values appropriate to the network at hand. Therefore,
intuitively, binary networks are represented by adjacency matrices of ones and zeroes. Note also
that for undirected networks Anm = Amn and therefore adjacency matrices for undirected networks
are symmetric, A = AT .
1.1.2 Degree distribution
The in-degree of a node is the number of links ending at that node, and the out-degree of a
node is the number of links originating at that node. In terms of the adjacency matrix, these nodal
5complex
not complex not complex
Figure 1.2: Complex networks are networks whose topologies are non-trivial. An example of a
complex network is shown (top) as well as two networks that are not complex: a ring (left) and a
lattice (right).
6degrees, which we call kin and kout are defined for each node n as
kinn =
N∑
m=1
Anm k
out
n =
N∑
m=1
Amn. (1.3)
When a network is unweighted, the in- and out-degrees correspond to the integer numbers of links
ending and starting at a node, respectively. On the other hand, when a network is weighted, the in-
and out-degrees—also called the in-strength and out-strength—correspond to the sum of incoming
weights and sum of outgoing weights, respectively, at a node. Figure 1.3 shows an example of an
unweighted directed network with kin and kout indicated. We define the mean degree of the network
as
〈k〉 = N−1
N∑
n=1
kinn = N
−1
N∑
n=1
koutn (1.4)
where either version of the equation can be used since 〈k〉 amounts to the average value of the
network adjacency matrix, element-wise, regardless of whether that average is represented by an
average of in- or out-degrees as an intermediate step.
While an adjacency matrix provides a complete description of all the nodes and links in a
network, the sequences of in-degrees kin1 , k
in
2 , ..., k
in
N and out-degrees k
out
1 , k
out
2 , ..., k
out
N provide an
incomplete but nonetheless meaningful description. By creating histograms a network’s in- and
out-degree sequences, we can observe the degree distributions of the network, which are often quite
interesting, because they may suggest that the underlying network was (or sometimes wasn’t!)
created by a particular process. In Sec. 1.1.4, we will discuss the creation of networks in the
context of degree distributions, using particular degree distributions as a target property to be
achieved during network construction, rather than a property to be measured from an observed
network.
1.1.3 Degree correlations
Since we have established that an adjacency matrix provides a complete description of all
nodes and links in the network, and the in- and out-degree distributions provide an incomplete but
nonetheless useful description, we may find middle-ground between the two by examining degree
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Figure 1.3: For unweighted networks, the in- and out-degree of a node are the integer numbers of
incoming and outgoing links, respectively. In the diagram above, an unweighted network is shown
with in-degree inside each node and out-degree next to each node. The nodes are labeled with
letters which correspond to rows and columns in the adjacency matrix. The networks is directed
and so the adjacency matrix need not be symmetric, as shown. The row sum and column sum
corresponding to node a are shown, demonstrating Eq. (1.3).
8correlations within the network. While there are many types of descriptions available, we will
highlight two important types of correlations here: nodal degree correlations, and edge degree
correlations. For reference, diagrams of both types of degree correlations are shown in Fig. 1.4,
which may help to understand the definitions below.
Nodal degree correlations are correlations between the in-degree and out-degree of a randomly
chosen node. From a network’s degree sequences, one may estimate the probability that a randomly
chosen node has a particular in- and out-degree, P (kin, kout). If each node’s in-degree and out-
degree are independent of each other, then
P (kin, kout) = Pin(k
in)Pout(k
out). (1.5)
However, if in-degree and out-degree are correlated, the joint degree distribution P (kin, kout) will
not be equal to the product of the marginal distributions as in Eq. (1.5). In this case, one may be
interested in the full joint degree distribution, but a more streamlined measure is the correlation
coefficient for nodal degree correlations,
η =
〈kinkout〉
〈kin〉〈kout〉
=
〈kinkout〉
〈k〉2
, (1.6)
where 〈·〉 denotes an average over nodes. When in- and out-degrees are independent η = 1, and
η > 1 (η < 1) when in- and out-degrees are positively (negatively) correlated. Examples are shown
in Fig. 1.4 (a) and (b). Alternatively, the Pearson correlation coefficient is also often useful,
rnode =
〈(kin − 〈k〉)(kout − 〈k〉)〉√
〈(kin − 〈k〉)2〉
√
〈(kout − 〈k〉)2〉
. (1.7)
When in- and out-degrees are independent, rnode = 0, and rnode > 0 (rnode < 0) when in- and
out-degrees are positively (negatively) correlated. In the following chapters, we favor η over rnode
for convenience, but we note that rnode is a shifted and renormalized form of η, and thus they
measure the same property but express it on different scales.
Edge degree correlations are correlations between the in- and out-degree at the end of a
randomly chosen link. In particular, for a link from node n to node m, we can look for correlations
9Figure 1.4: Diagram showing examples of the types of links that one might observe in networks
with particular η and ρ values. (a) node in- and out-degree are anti correlated, (b) node in- and
out-degree are correlated, (c) in-degree at node n is correlated with out-degree at node m, and (d)
in-degree at node n is anti-correlated with out-degree at node m. Figure reproduced from [1].
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between the in-degree at n and the out-degree at m. In similar construction to Eq. (1.6), edge
degree correlations can be measured by the coefficient
ρ =
〈kinn k
out
m 〉e
〈kin〉e〈kout〉e
, (1.8)
where 〈·〉e denotes an average over edges. The average over edges may be easily evaluated as
〈xnm〉e =
∑
n,mAnmxnm∑
n,mAnm
. (1.9)
In the absence of edge degree correlation, ρ = 1, and ρ > 1 (ρ < 1) for positive (negative)
correlation. Examples are shown in Fig. 1.4 (c) and (d).
Both nodal and edge degree correlations are featured in the chapters that follow. As a
vocabulary note, nodal degree correlations are sometimes called degree-degree correlations and edge
degree correlations are sometimes called assortative mixing by degree.
1.1.4 Network models
In the chapters that follow, theoretical predictions are made regarding dynamics on networks
characterized by different properties. For example, chapter 2 predicts dynamics on networks with
a particular degree distribution, as well as on networks with node degree correlations and edge
degree correlations. In order to simulate dynamics, one must construct a network with particular
properties with confidence that the constructed network is a “typical” specimen of the totality of
networks with the desired properties. Here, we formalize this concept using the network ensemble
framework, and describe the Erdo˝s-Re´nyi model and the configuration model used to sample two
particular ensembles of interest.
Given a property, a network ensemble is a probability space in which each event is a network
with the property, paired with the probability that such a network occurs. In order to create a
network with the given property, we must draw a sample from the ensemble and so reframed, the
problem becomes one of properly drawing a sampling the ensemble, which is what is meant in the
paragraph above by generating a “typical” specimen. Many network models may be put into this
framework:
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(1) Networks with a given number of nodes N and links m,
(2) Networks with an expected degree sequence,
(3) Networks with a given number of nodes N and expected number of links m,
(4) Networks with a given degree sequence,
and many others. In the chapters that follow, we will be primarily concerned with the types (3)
and (4) listed above. Networks with a given number of nodes N and expected number of links m
are a type of random network and may be generated by the Erdo˝s-Re´nyi model. They are therefore
often referred to as Erdo˝s-Re´nyi random networks. Networks with a given degree sequence may be
generated by the configuration model.
The Erdo˝s-Re´nyi random graph model is the ensemble of simple networks with N nodes
where the probability of choosing a graph G with m edges is P (G) = pm(1 − p)(
N
2
)−m.
(N
2
)
is
the total possible number of edges, so P (G) corresponds to placing each link independently with
probability p. Given N nodes, and a probability of one node connecting to each of the others p,
then the expected number of connections at each node is E[k] = p(N − 1). In practice, one may
choose a desired number of directed links m, fix p = m/(N(N − 1)), and place each of the possible
links in the network with probability p. For undirected networks, p = 2m/(N(N − 1)) should be
used since there are half as many possible links as in the undirected case. A diagram of construction
by this method is shown in Fig. 1.5, top. There is a rich and interesting literature corresponding
to Erdo˝s-Re´nyi random networks in which m is small. In such sparse networks, it is often the
case that not all nodes are linked to the others and so not all the nodes are connected in a giant
component, a connected component whose size (number of member nodes) is of the same order as
N . For the cases considered in the following chapters, however, there are an order of magnitude
more links than nodes. For sufficiently large N or small m, such networks will have approximately
Poisson degree distribution [9].
In what follows, we describe the configuration model for undirected networks, which may be
extended to directed networks. The configuration model is the ensemble of simple networks with
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a particular degree sequence K = {k1, k2, ..., kN}, with uniform probability. While conceptually
straightforward, in practice there may be no simple graphs with a given sequence K. For example,
the sequence K = {3, 1} is impossible because it requires node 1 to connect to itself. Similarly,
the sequence K = {2, 1} is impossible because after connecting nodes 1 and 2, it is clear that node
1 must connect to another node, but there are no other candidates available. By extending this
simple example, we may restrict our study to cases where the sum of the elements of K is even,
and no element in K is larger than (N − 1). In fact, a sequence K is called a graphic sequence if it
can serve as the degree sequence of some graph [10]. A sequence {k1, k2, ..., kN} is graphic if and
only if the sum of degrees is even and the sequence obeys
r∑
n=1
kn ≤ r(r − 1) +
N∑
n=r+1
min(r, kn) (1.10)
The next challenge is how to actually construct graphs with degree sequence K with uniform
probability. In order to do so, we imagine each of the N nodes where node n has kn “stubs”, or
half-links. Then, we pick uniformly random pairs of unmatched stubs and connect them. After
this process is complete, if there are no self-connections or double-links, the process is finished.
A diagram of construction by this method is shown in Fig. 1.5, bottom. Though not described
here, it may be reasoned that the fraction of nodes with multiple edges generated by this process
is approximately,
f ≈
1
2N
(
〈k2〉 − 〈k〉
〈k〉2
)2
(1.11)
where we have assumed a large network size N [1]. Problematically, for particular degree sequences
such as those drawn from a power law distribution, kn ∼ k
−γ , 〈k2〉 tends to infinity as network
size increases for γ < 3, meaning that successfully completing the protocol described above for
large networks is improbable. There are two common solutions. First, one may repeat the protocol
above until a simple network is found, which is called the repeated configuration model. Second,
one may generate a single network by the protocol above, but then erase any redundant links,
thus simplifying the network, which is called the erased configuration model. Note that the erased
configuration model results in a network with a degree sequence other than K. In particular, those
13
conguration model
ER model
Figure 1.5: In an implementation of the Erdo˝s-Re´nyi model (top), each of the possible links (dashed
lines) is chosen to exist independently with some probability p (top left). Chosen links are placed
in the network (top right) resulting in a draw from the ensemble of networks with N nodes and
expected number of links Np. In an implementation of the configuration model (bottom), each
node is given a number of “stubs” corresponding to its intended degree (bottom left, solid lines).
Pairs of stubs are chosen randomly to be connected (bottom left, grey sketch lines) resulting in a
draw from the ensemble of networks with N nodes and degree sequence K (bottom right).
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nodes with a high probability of having generated redundant connections—nodes of high desired
degree—are likely to be more restricted in their final degree than nodes of low desired degree.
Quantification of this effective restriction is possible [1] but not presented here.
1.1.5 The Perron-Frobenius Theorem
Theorem (Perron-Frobenius): Let A be a N ×N non-negative and irreducible
matrix. Then there exists a simple positive eigenvalue λ of A which has an associ-
ated eigenvector u with positive entries, and which has a larger magnitude than the
other eigenvalues of A. Furthermore, u is the only eigenvector of A with positive
entries.
There are many proofs of the Perron-Frobenius theorem which can be found in the review
[2], of which the geometric proof found in reference [11] is particularly accessible in the candidate’s
opinion. Rather than present a proof here, we instead comment on implications of this theorem for
the spectra of network adjacency matrices.
First we show that the theorem applies to network adjacency matrices: (i) as long as network
weights are non-negative, then the resulting adjacency matrix will be non-negative, and (ii) an
irreducible adjacency matrix will be formed from a fully-connected network—a network in which
any node is reachable from any other node via a directed path. Though never explicitly stated, we
consider only fully-connected networks.
Many times in the chapters that follow, we will make reference to the Perron-Frobenius
eigenvalue λ as the largest eigenvalue or dominant eigenvalue. Since it arises naturally in the
analysis in the following chapters, and other eigenvalues do not arise, we will also sometimes refer
to λ as simply the eigenvalue of the network adjacency matrix, with u and v being the right and
left eigenvectors of the adjacency matrix, where Au = λu and AT v = λv. Since the entries of A are
non-negative, so are the entries of AT , and thus the theorem implies that both v and u have strictly
positive entries. Figure 1.6 shows a network to which the theorem’s conditions can be visually
confirmed, along with the Perron-Frobenius eigenvalue and eigenvectors.
In each of the following chapters, we find that λ plays an important role in governing dy-
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Figure 1.6: A network diagram (top right) and corresponding adjacency matrix (top left) are shown,
along with the eigenvalue and corresponding eigenvectors (to four digits of accuracy) guaranteed
by the Perron-Frobenius (PF) theorem [2]. The conditions of the theorem apply because (i) the
entries of the adjacency matrix are non-negative and (ii) any node in the network is accessible from
any other node in the network via a directed path which guarantees an irreducible matrix. Note
that the eigenvalue is real and positive, and the eigenvector entries are strictly positive.
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Figure 1.7: Spectrum of a 500 × 500 unweighted network adjacency matrix corresponding to an
Erdo˝s-Re´nyi random network with p = 0.1, reproduced from Ref. [3]
namics, and find that the entries of u and v have significant bearing on node-specific properties of
the dynamics. It may, at various points, seem as though we ignore the rest of the spectrum of the
adjacency matrix in favor of just the largest eigenvalue, for which there is good reason. In many
cases, the largest eigenvalue is well separated from the rest of the spectrum, as shown in Fig. 1.7,
reproduced from [3].
1.2 Excitable dynamics on complex networks
Coupled dynamical systems are not new to mathematics and there exist many systems of
coupled equations which could be considered excitable. A subset of those are directly inspired
by excitable systems observed in the physics and biology communities. Here, we discuss a class
of excitable systems derived from observation of biological neurons. Biological neuron models are
intended to capture some aspect of the operation of a biological neuron, a name which differentiates
them from so-called artificial neuron models, which are used in artificial neural networks and are
selected for their computational properties. To be clear, here we only consider biological neuron
models, despite the fact that such models vary widely in their ability to reproduce the full variety
of biological phenomena.
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1.2.1 Biological neuron models
The history of biological neuron models is fascinating, and began in 1933 when the zoologist—
and soon-to-become neuroscientist—John Zachary Young discovered that squid (specifically loligo)
have a “giant axon” which has a large diameter—0.5 mm or more. An axon is part of a nerve cell
(neuron), and this giant axon is many orders of magnitude larger than the axons of typical neurons.
Physiologically, this increased axon size is important for the squid, allowing it to react extremely
quickly to a threatening stimulus by jetting away rapidly [12], but was also important for Young,
who was able to make significant and detailed measurements about the giant axon owing in “no
small part” to its massive size. Less than 20 years later, in a series of papers published 1951–1952,
Alan Lloyd Hodgkin and Andrew Huxley leveraged Young’s extensive work to propose and validate
a model for the electrical characteristics of the squid’s giant axon, consisting of a system of coupled
ordinary differential equations [4], for which they received a Nobel prize. These equations, now
called the Hodgkin-Huxley model, are shown in Fig. 1.8 in their original 1952 form. They describe
the interrelationship between current I, capacitance C, and voltage V .
In 1961 Richard Fitzhugh proposed a two-dimensional simplification to the Hodgkin-Huxley
model [13], and in 1962 Jin-ichi Nagumo et al. described a prototype of the simplified system
[14], and so the simplified two-dimensional form of the Hogkin-Huxley model became known as the
Fitzhugh-Nagumo model,
v˙ = v − v3 − w + Iexternal
τw˙ = v − a− bw (1.12)
where v may be called the excitable variable and w the recovery variable. The authors originally
called it the Bonhoeffer-van der Pol oscillator, due to the fact that substituting a = b = 0 into
Eq. (1.12) recovers the well-known van der Pol oscillator. Of great importance to mathematical
neuroscientists, Fitzhugh was the first to use phase-plane analysis to understand the behavior of a
neuron model. Since then, there have been many derived models proposed which intend to describe
the behavior of a biological neuron. For a thorough and modern review, see [15].
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Figure 1.8: The Hodgkin-Huxley model as published in the final paper of their 1951–1952 series
[4] describes the relationship between current I, capacitance C, and voltage V , where subscripts
correspond to sodium (Na), potassium (K), and leak (l). All instances of α, β, and g¯ are constants
which Hodgkin and Huxley estimated exhaustively from experimental data. They were awarded
a Nobel Prize in Medicine in 1963 along with John Eccles who made enormous advancements
regarding the neuronal synapse.
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The commonality among all the biological neuron models is that they capture the inherent
excitability of the neuron: if a perturbation in one of its variables exceeds a particular threshold, the
system will exhibit a characteristic excursion through phase space until returning to equilibrium,
just as when a neuron receives a sufficiently strong stimulus it will emit or “fire” an action potential
and then return to a resting state. Since the excursion corresponds directly to an “excitation” we
call the system excitable. Depending on which neuron properties are important to the modeler,
the form of this excursion may vary significantly [15]. The model we use in the chapters that
follow, described in full detail in section 1.2.2, is simplified to include only three discrete states,
resting, excited, and recovering, which may be occupied by the system in discrete time steps. This
oversimplification is intentional and is based on the following premise: we may more easily study
the effect of network topology when individual node dynamics are allowed to be so drastically
simplified.
Thus, we choose not a beautiful and complex model such as the Hodgkin-Huxley, but instead
an extremely simple and importantly tractable model: the Greenberg-Hastings cellular automaton.
While the reader may be unconvinced, we will comment extensively on the surprising effectiveness
of this simple model in reproducing biological phenomena in chapter 5. The following quotation
from Fitzhugh’s 1961 paper [13] regarding his own model Eq. (1.12) is particularly apt:
Its solution does not, to be sure, give an accurate fit to curves obtained from many
physical oscillators. The equation was intended rather to represent the qualitative
properties of a wide class of such oscillators, its algebraic form being chosen to be
as simple as possible.
We will thus consider a simple dynamical system placed on each node of a large and complex
network. Since each node is excitable, the network in its entirety may be considered a large and
complex dynamical system, and thus is called an excitable network.
Before proceeding to a description of the model, we note that excitable networks arise in
contexts other than neuroscience. In fact, many biological, social, or engineered systems may
be studied in the context of excitable networks. For example, the spread of a virus through a
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population of computers or organisms may be viewed just so, where an infection is an excitation
and the transmission of the virus to others is captured in the network coupling [16]. In the context
of genetics, the inheritance of a genetic trait from ancestors may also be thought of this way, where
the excited state corresponds to possession of the trait, and passing on the trait to offspring is
captured in the network coupling [17]. Here, to maintain a strong connection to the forefront of
neuroscience, we have developed theory which is applicable to cutting-edge research in neuronal
networks, but may also be of use in more general fields. The techniques developed for analysis of
these systems, may certainly be applied to fields other than neuroscience, where appropriate.
1.2.2 Description of the model
In all of the research presented in this thesis, we will analyze a generalized version of the
Kinouchi-Copelli model [6] which uses as its excitable nodes the Greenberg-Hastings cellular au-
tomaton [18]. The dynamics of each automaton are adjusted to mimic the excitable dynamics of
a single neuron with resting, excited, and refractory states, as shown in Figure 1.9, below. The
Kinouch-Copelli model also includes possibly heterogeneous distributions of time delays on links
and refractory periods on nodes. The model is as follows:
• There are N excitable elements, labeled i = 1, . . . , N .
• At discrete times t = 0, 1, ..., each element i can be in one of mi + 1 states, x
t
i. The
state xti = 0 is the resting state, x
t
i = 1 is the excited state, and there may be additional
refractory states xti = 2, 3, ...,mi.
• If element i is in the resting state at time t, xti = 0, it can be excited in the next time step,
xt+1i = 1, by another excited element j with delay τij (i.e., if x
t−τij
j = 1) with probability
Aij , or independently by an external stimulus with probability η.
• The elements that are excited or in a refractory state, xti ≥ 1, will deterministically make
a transition to the next refractory state if one is available, or return to the resting state
otherwise (i.e., xt+1i = x
t
i + 1 if 1 ≤ x
t
i < mi, and x
t+1
i = 0 if x
t
i = mi).
21
Ready
Excited
Refractory
Repolarizing
Ready
  
  
neuron
ready excited refractory 1
refractory 2refractory 3refractory n
stimulus Δt
Δt. . . Δt . . .
ΔtΔt
Ready Excited Refractory 1
Refractory 2Refractory 3Refractory n
cellular automaton
Figure 1.9: The states of the version of the Greenberg-Hastings Cellular automaton (bottom)
studied in the chapters below are meant to mimic discretized states of a neuron (top).
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• The coupling network, encoded by the matrix with entries Aij , is allowed to have complex
topology.
In chapter 2, we will analyze these dynamics in networks where nodes have no refractory
states (mi = 0) and links have no time delays (τij = 0). In chapter 3, we will analyze dynamics
in networks with a variety of refractory states at each node and a variety time delays on the links.
In chapter 4, we will remove the external stimulus entirely (η = 0) and instead study cascades of
excitation originating from a single excited node.
1.2.3 Neuronal network dynamics in the literature
The dynamics of networks of interconnected neurons has been studied over many decades
(for a review, see [19, 20]). Findings have been extensive, fascinating, and ongoing, brought on
by increases in research funding, resolution of imaging and measurement techniques, and improved
computational abilities.
However, recent experimental studies in cultured and acute cortical slices [5, 21] have opened
a new avenue of research, suggesting that some neuronal networks operate at a critical regime
that maximizes information processing. These experiments by Dietmar Plenz and collaborators
showed that neuronal activity is characterized by temporally localized bursts, also called neuronal
avalanches, that last a few milliseconds and whose size is power-law distributed. Figure 1.10 is
reproduced from [5] showing histograms constructed from recordings of a slice of neonatal rat
cortex spontaneously firing in a dish. Fascinatingly, the histogram data are distributed according
to a power law with exponent −3/2 when measured by the both the total number of electrodes
stimulated and the total potential of the cascade. Many additional observations of such patterns
have been published [21, 7, 22, 23].
These observations can be modeled by a branching process in which a neuron activates,
on average, only 1 additional neuron [24, 25, 7]. This model predicts the observed power law
distribution of avalanche size and, remarkably, the numerical value of the observed power law
exponent [24]. It has been hypothesized that the critical nature of this branching process (i.e.,
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activating, on average, only 1 additional neuron) is helpful in maximizing information processing,
which has also been demonstrated experimentally [7, 26, 22].
A related quantity of importance for certain neuronal networks is the dynamic range, the
range of stimulus over which there is significant variation in the collective response of the network.
For neuronal networks associated to sensory input, it is reasonable to assume that having a large
dynamic range is beneficial. In particular, it is known that olfactory [27] and auditory [28] systems
can have a dynamic range spanning various orders of magnitude. In a 2006 paper by Osame
Kinouchi and Mauro Copelli it was shown in a simple model of neuronal networks that the dynamic
range is maximized when the network operates at criticality [6]. Ref. [6] considers a system which we
call the Kinouchi-Copelli model in the previous section: a network of Greenberg-Hastings cellular
automata [18], one of the simplest excitable systems, subject to continuous stochastic external
stimulation. Considering an Erdo˝s-Re´nyi random graph and using a mean field approximation,
Ref. [6] shows that the dynamic range is maximized when the average branching ratio σ of the
network is 1 (meaning that a neuron activates, on average, only 1 additional neuron). Subsequent
numerical studies have focused on exploring the effect of power-law degree distributions, hypercubic
lattice coupling and loops on the dynamic range [29, 30, 31].
Although the dynamic range of a network of coupled excitable systems is potentially impor-
tant in applications, a theoretical understanding of how it is affected by the underlying topology of
the network has been lacking. Previous work on the dynamic range of interconnected excitable sys-
tems has considered analytically only random or regular networks [6, 30, 31], is based on averaged
quantities (i.e, the average network branching ratio) [6], or has been limited to numerical studies of
specific network features [29]. However, studies of the rat visual cortex have demonstrated that the
synaptic circuitry is highly nonrandom, with features characteristic of a complex network structure
[32], and that a more coarse grained functional network has a heterogeneous degree distribution
characteristic of complex networks [33]. Thus, it is important to understand how this complex
topology affects the dynamic range.
Subsequent studies explored this system on networks with power-law degree distributions
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Figure 1.10: Recordings of many cascades of spontaneous activity in slices of neonatal rat cortex
show a fascinating organization when viewed as a histogram of cascade sizes, measured both by
number of recording electrodes stimulated (D) and by accumulated potential in microVolts (F).
On the log-log scale, the red dotted line is a reference for a power law, exponent −3/2. The colors
correspond to different subsampling of the total number of electrodes, as shown in the diagram
inset (D). Figure reproduced from figure 4 of [5].
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and hypercubic lattice coupling, and with a varying number of loops [29, 30, 31, 34], showing that
the criterion for criticality based on the network mean degree does not hold for networks with a
heterogeneous degree distribution. However, these studies do not take into account features that
are commonly found in real networks, such as, for example, community structure, correlations
between in- and out-degree of a given node, or correlations between the degree of two nodes at the
ends of a given edge [35]. Furthermore, they do not consider the effect of transmission delays or a
distribution in the number of refractory states. Thus, the previous publications are not applicable
to many classes of network structures and variations on the dynamics. The research described in
chapters 2 and 3 attempts to provide theoretical coverage for these cases.
In chapters 2 and 3, the largest eigenvalue of the network adjacency matrix plays an important
role, characterizing the critical regime in which dynamic range is maximized. Experimentally, this
critical regime is linked to so-called critical avalanches, cascades of neuronal activity with power-
law distributions of duration and size [5, 21, 7, 23, 22]. However, existing theoretical work has not
taken into account complex network structure.
Prior theoretical work has been done investigating avalanches in excitable networks with
regular structure such as simple branching trees [17], including cases where network structure can
not be included explicitly [36, 37, 38, 39]. However, this work is not applicable to the wide variety of
complex network structures of interest as listed in the previous paragraph. Furthermore, previous
studies are unable to account for differences in avalanches beginning from different nodes in the
network. To motivate this point, one might reasonably conceive that an avalanche which begins
from a “well-connected” node may be more likely to grow large than an avalanche originating
from a “poorly-connected” node. Thus motivated, the research presented in chapter 4 examines
the distributions of avalanche size and duration in complex networks, without a priori assuming
any of the results from chapters 2 and 3. These results also address avalanches originating from
specific network nodes, in the process bringing precise meaning to the descriptions of nodes as
“well-connected” and “poorly-connected” from the point of view of avalanche dynamics.
The results of all three chapters dovetail without conflict, supporting and explaining each
26
other nicely, despite originating from significantly different analytical approaches. Chapter 5 makes
some concluding remarks, commenting on the unexpected effectiveness of the Greenberg-Hastings
cellular automaton, despite its extremely crude approximation of neuron dynamics. Furthermore,
it proposes future directions of study to make the Kinouchi-Copelli model more biologically realistic
in order to make deeper connection with a growing body of experimental work.
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1.3 Publication Note
This Thesis comprises three main chapters. Chapters 2 and 3 have been published as
• [40] “Predicting criticality and dynamic range in complex networks: effects of topology”
Larremore, D, Shew, WL, Restrepo, JG, Physical Review Letters 106, 058101 (2011).
• [41] “Effects of network topology, transmission delays, and refractoriness on the response
of coupled excitable systems to a stochastic stimulus”
Larremore, D, Shew, WL, Ott, E, Restrepo, JG, Chaos 21, 025117 (2011).
Chapter 4 has been submitted to Physical Review E. It is a collaboration with Marshall Y. Car-
penter, Edward Ott, and Juan G. Restrepo. It is available at the time of submission of this thesis
on the arXiv at http://arxiv.org/abs/1204.3861.
Chapter 2
Predicting criticality and dynamic range in complex networks:
effects of topology
The collective dynamics of a network of coupled excitable systems in response to an external
stimulus depends on the topology of the connections in the network. Here we develop a general
theoretical approach to study the effects of network topology on dynamic range, which quantifies
the range of stimulus intensities resulting in distinguishable network responses. We find that
the largest eigenvalue of the weighted network adjacency matrix governs the network dynamic
range. Specifically, a largest eigenvalue equal to one corresponds to a critical regime with maximum
dynamic range. We gain deeper insight on the effects of network topology using a nonlinear analysis
in terms of additional spectral properties of the adjacency matrix. We find that homogeneous
networks can reach a higher dynamic range than those with heterogeneous topology. Our analysis,
confirmed by numerical simulations, generalizes previous studies in terms of the largest eigenvalue
of the adjacency matrix.
2.1 Introduction
Numerous natural and social systems are accurately described as networks of interacting
excitable nodes. For example, the dendritic branching tree of the mammalian neuron has been
modeled using branching trees and chains of excitable nodes [42]. The same excitable nodes on
random networks have also been used to model interacting patches of many neurons [6]. Epidemics
propagating through social networks have also been successfully modeled using networks of excitable
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nodes as well [43]. Interestingly, the collective dynamics of such excitable networks often defy naive
expectations based on the dynamics of the single nodes which comprise the network. For example,
the collective response of a neural network can encode sensory stimuli that span more than 10 orders
of magnitude in intensity, while the response of a single neuron (node) typically encodes a much
smaller range of stimulus intensities. More generally, the range of stimuli over which a network’s
response varies significantly is quantified by dynamic range and is a fundamental property, whether
the network is comprised of people, cell phones, genes, or neurons. In neural networks, recent
in-vitro experiments measuring electrical activity in slices of rat cortex in the presence and absence
of various drugs [7] suggest that dynamic range is maximized in a critical regime in which neuronal
avalanches [5] occur, confirming earlier theoretical predictions [6]. It has been argued [6, 7] that
this critical regime occurs when the effective mean degree of the network is one, i.e. the expected
number of additional excited nodes produced by one excited node is one. However, this criterion is
invalid for networks with broad degree distributions, particularly in scale-free networks [29, 34]. A
general understanding of how dynamic range and criticality depend on complex network structure
remains lacking. In this chapter, we present a unified theoretical treatment of stimulus-response
relationships in excitable networks, which holds for diverse networks including those with random,
scale free, degree-correlated, and assortative topologies.
2.2 Model Dynamics
As a tractable model of an excitable network, here we consider the Kinouchi-Copelli model
[6], previously described in section 1.2.2, which consists of N coupled excitable nodes. Here, we
restrict the model so that it does not include time delays. To recap: each node i can be in one
of m states xi. The state xi = 0 is the resting state, xi = 1 is the excited state, and there may
be additional refractory states xi = 2, 3, ...,m − 1. At discrete times t = 0, 1, ... the states of the
nodes xti are updated as follows: (i) If node i is in the resting state, x
t
i = 0, it can be excited by
another excited node j, xtj = 1, with probability Aij , or independently by an external process with
probability η. The network topology and strength of interactions between the nodes is described by
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the connectivity matrix A = {Aij}. In this model, η is considered the stimulus strength. (ii) The
nodes that are excited or in a refractory state, xti ≥ 1, will deterministically make a transition to the
next refractory state if one is available, or otherwise return to the resting state (i.e. xt+1i = x
t
i+1 if
1 ≤ xti < m−1, and x
t+1
i = 0 if x
t
i = m−1). For a diagrammatic representation of these dynamics,
see Fig. 1.9.
An important property of excitable networks is the dynamic range, which is defined as the
range of stimuli that is distinguishable based on the system’s response F . Following [6], we quantify
the network response with the average activity F = 〈f〉t where 〈·〉t denotes an average over time and
f t is the fraction of excited nodes at time t. We consider systems that have been subjected to the
stimulus for many time steps before an average is calculated in order to avoid including transient
behavior in the average. An analysis of transient dynamics in this system with the additional
inclusion of time delays on network links is presented in chapter 3. To calculate a system’s dynamic
range, we first determine a lower stimulus threshold ηlow below which the change in the response
is negligible, and an upper stimulus threshold ηhigh above which the response saturates since each
node may be in the excited state at most every other time step, as shown in figure 2.1. Dynamic
range (∆), measured in decibels, is defined as
∆ = 10 log10 ηhigh/ηlow. (2.1)
To analyze the dynamics of this system, we denote the probability that a given node i is excited
at time t by pti. For simplicity, we will consider from now on only two states, resting and excited
(m=2) without any refractory states (noting that this restriction is relaxed in the chapter 3). Then,
the update equation for pti is
pt+1i = (1− p
t
i)

η + (1− η)

1− N∏
j
(1− ptjAij)



 (2.2)
which can be obtained by noting that 1 − pti is the probability that node i is resting at time t,
and the term in large parentheses is the probability that it makes a transition to the excited state.
Termwise, η is the probability that the node is stimulated by the external source, (1 − η) is the
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probability that the node is not stiulated by the external source, and the term in square brackets
represents the probability that the node is excited by a network neighbor. We note that, in writing
this probability, we treat the events of neighbors of node i being excited at time t as statistically
independent. As noted before [43, 44, 45, 46], this approximation yields surprisingly good results
even when the network has a non-negligible amount of short loops!
In Ref. [6], the response F was theoretically analyzed as a function of the external stimulation
probability η using a mean-field approximation in which connection strengths were considered
uniform, Aij = σ/N for all i, j. It was shown that at the critical value σ = 1, the network response
F changes its qualitative behavior. In particular, lim
η→0
F = 0 if σ < 1 and lim
η→0
F > 0 if σ > 1.
In addition, the dynamic range of the network was found to be maximized at σ = 1. This result
is shown below in Fig 2.2, reproduced from [6]. The parameter σ is defined in Refs. [6, 7] as an
average branching ratio, written here as
σ =
1
N
∑
i,j
Aij = 〈k
in〉 = 〈kout〉, (2.3)
where kini =
∑
j Aij and k
out
i =
∑
j Aji, as in 1.1.2, are the in- and out-degrees of node i, respec-
tively, and 〈·〉 is an average over nodes. For the network topology studied by Ref. [6] σ = 1 marks
the critical regime in which the expected number of excited nodes is equal in consecutive timesteps.
Such critical branching processes result in avalanches of excitation with power-law distributed sizes
and durations. Cascades of neural activity with such power-law size distributions have been ob-
served in rat brain tissue cultures [7], awake monkeys [23], and anesthetized rats [47]. We analyze
the statistical properties of avalanches on complex excitable networks in detail in chapter 4. While
σ = 1 successfully predicts the critical regime for Erdo˝s-Re´nyi random networks [6], this prediction
fails in networks with a more heterogeneous degree distribution [34, 29]. Perhaps more importantly,
previous theoretical analyses [6, 34, 29] do not account for features that are commonly found in
real networks, such as community structure, correlation between in- and out-degree of a given
node (node degree correlation as discussed in section 1.1.3), or correlation between the degree of
two nodes at the ends of a given edge [35] (edge degree correlation as discussed in section 1.1.3).
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Figure 2.1: Schematic illustration of the definition of dynamic range in the active network case.
The baseline and saturation values are F0 and F1, respectively. Two threshold values, denoted by
Flow and Fhigh, respectively, are used to determine the range of values of η defined as the dynamic
range ∆.
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Therefore in what follows, we will generalize the mean-field criterion σ = 1 to account for complex
network topologies.
2.3 Perturbative analysis
To begin, we note that lim
η→0
F = 0 corresponds to the fixed point ~p = 0 of Eq. (2.2) with
η = 0. This is just to say that if there is no external stimulus, and there is no network activity, then
there will be no future network activity spontaneously generated. To examine the linear stability
of this fixed point, we set η = 0 and linearize around pti = 0, assuming p
t
i to be small, obtaining
pt+1i =
N∑
j
ptjAij. (2.4)
Assuming exponential growth around the fixed point, pti = uiλ
t yields
λui =
N∑
j
ujAij, (2.5)
an eigenvalue equation for matrix A with eigenvalue λ. Thus, the stability of the solution ~p = 0
is governed by the largest eigenvalue of the network adjacency matrix, λ, with λ < 1 being stable
(perturbations decay back to the fixed point) and λ > 1 being unstable (perturbations grow away
from the fixed point). Therefore, the critical state described in previous literature, occurring at
various values of 〈k〉, should occur at λ = 1. Importantly, since Aij ≥ 0, the Perron-Frobenius
theorem, discussed in section 1.1.5, guarantees that λ is real and positive [2]. Other previous
studies in random networks have also investigated spectral properties of A to gain insight on the
stability of dynamics in neural networks [48] and have shown how λ could be changed by modifying
the distribution of synapse strengths [49]. An important implication of Eq. (2.5) is that, when p
and η are small enough, p should be almost proportional to the right eigenvector u corresponding
to λ, so we write
pi = Cui + ǫi, (2.6)
where C is a proportionality constant and the ǫi error term captures the deviation of actual system
behavior from the linear analysis. To first order in p and η, the constant C is related to the network
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Figure 2.2: Dynamic range (∆) is maximized when the mean degree (σ, Eq. (2.3)) is equal to one
in excitable Erdo˝s-Re´nyi random networks without degree correlations, reproduced from [6].
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response F since, neglecting ǫ, we have
F = 〈f〉t =
1
N
∑
i
pi ≈
1
N
∑
i
Cui = C〈u〉. (2.7)
The linear analysis allowed us to identify λ = 1 as the point at which the network response
becomes non-zero as η → 0. In what follows, we use a weakly nonlinear analysis to obtain approxi-
mations to the response F (η) when η is small, a necessary step to eventually analyze dynamic range.
As we will show, these approximations depend only on a few spectral properties of A. Assuming
Aijpj ≪ 1 (which is valid near the critical regime if each node has many incoming connections),
we approximate the product term of Eq. (2.2) with an exponential, obtaining in steady state
pi = (1− pi)

η + (1− η)

1− exp

−∑
j
pjAij





 (2.8)
which we expand to second order using Eq. (2.6) and Au = λu,
Cui + ǫi = (Aǫ)i + η(1− Cui) + (1− η)λCui −
(
λ+
1
2
λ2
)
C2u2i . (2.9)
The approximation of the product
∏N
j (1−p
t
jAij) with an exponential exp
(
−
∑
j pjAij
)
is demon-
strated in the appendix, 2.7.
To eliminate the error term ǫi from Eq. (2.9), we multiply by vi, the ith entry of the left
eigenvector corresponding to λ, and sum over i,
N∑
i=1
(Cuivi + ǫivi) =
N∑
i=1
(
vi(Aǫ)i + η(1− Cui)vi + (1− η)λCuivi −
(
λ+
1
2
λ2
)
C2u2i vi
)
. (2.10)
We use the fact that vTAǫ = λvT ǫ (first term, right hand side), where vT denotes the transpose of
v, and neglect the resulting small term (1− λ)
∑
i viǫi close to the critical value λ = 1, obtaining
C〈uv〉 = η(〈v〉 − C〈uv〉) + (1− η)Cλ〈uv〉 −
(
λ+
1
2
λ2
)
C2〈vu2〉, (2.11)
where 〈·〉 denotes an average over nodes, e.g. 〈u〉 = N−1
∑
i ui and 〈vu
2〉 = N−1
∑
i viu
2
i . This
equation is quadratic in C [and therefore also in F , via Eq. (2.7)] and linear in η, and may be easily
solved for either. For η = 0 the nonzero solution for F is
Fη=0 =
(λ− 1)
(λ+ 12λ
2)
〈uv〉〈u〉
〈u2v〉
. (2.12)
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This equation predicts that while zero is always a solution for Fη=0, it is only stable when λ < 1.
The stable solution for Fη=0 when λ > 1 is given by Eq. (2.12). This prediction is numerically
confirmed in Fig. 2.5, below. A more refined approximation than Eq. (2.11) can be obtained by
repeating this process without expanding Eq. (2.8), which yields the linear equation for η
C〈uv〉 =
N∑
i=1
(1− Cui)(η + (1− η)[1− exp(−λCui)]). (2.13)
Before numerically testing our theory, we will explain how it relates to previous results. For a
network with correlations between degrees at the ends of a randomly chosen edge (assortative mixing
by degree [35]), measured by the correlation coefficient ρ = 〈kini k
out
j 〉e/〈k
inkout〉 as in Eq. (1.8), with
〈·〉e denoting an average over edges, the largest eigenvalue may be approximated [3] by
λ ≈ ρ〈kinkout〉/〈k〉. (2.14)
In the absence of assortativity, when ρ = 1, Eq. (2.14) becomes
λ ≈ 〈kinkout〉/〈k〉. (2.15)
If, in addition, there are no correlations between kin and kout (node degree correlations) or if the
degree distribution is sufficiently homogenous, then 〈kinkout〉 ≈ 〈k〉2 and the approximation of
Eq. (2.15) reduces to
λ ≈ 〈k〉 (2.16)
(The reader may be interested in a brief return to Fig. 1.6, which depicts an example network with
λ = 1.7693, in order to calculate that the mean degree is 〈k〉 = 1.75, illustrating a simple example
of the potential accuracy of Eq. (2.16). We caution however, that the method of generating the
approximations uses an assumption of very large network size to guarantee asymptotic accuracy
[3], and so its accuracy in four node case is perhaps more of a convenient novelty.) In the case of
Ref. [6], λ ≈ 〈d〉 applies, and in the case of Refs. [29, 34], λ ≈ 〈kinkout〉/〈k〉 applies.
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2.4 Numerical Simulations
We test our theoretical results via direct simulation of the Kinouchi-Copelli model on six
categories of directed networks with N = 10, 000 nodes:
• (category 1) Random networks with no node degree correlation between kin and kout.
• (category 2) Random networks with maximal degree correlation, kin = kout.
• (category 3) Random networks with moderate correlation between kin and kout.
• (category 4) Networks with power law degree distribution with power law exponents γ ∈
[2.0, 6.0], with and without node degree correlations.
• (category 5) Networks constructed with 〈k〉 = 1, and assortativity coefficient ρ varying in
[0.7, 1.3].
• (category 6) Networks with weights which depend on the degree of the node from which
the edge originates, Aij = α/k
out
i .
We created networks in multiple steps:
(1) We created binary networks (Aij ∈ {0, 1}) with target degree distributions as described
below.
(2) We assigned a weight to each link, drawn from a uniform distribution between 0 and 1.
(3) We calculated λ for the resulting network and multiplied A by a constant to rescale the
largest eigenvalue to the targeted eigenvalue. This is almost certainly not the method by
which real neuronal networks achieve the critical state, which we freely acknowledge. Here,
we use it simply to test our predictions. The field of self-organized criticality examines the
potential ways in which systems may achieve a critical state spontaneously, but we do not
cover it here.
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This process was restarted from the first step for every network used in categories 1-4, creating
a structurally different network for each simulation. The initial binary networks in categories 1-3
were Erdo˝s-Re´nyi random networks [9], constructed by linking any pair of nodes with probability
p = 10/N , resulting in a mean unweighted degree 〈k〉 = 10, as discussed in section 1.1.4. . Maximal
degree correlation resulted from creating undirected binary networks and then forcing Aij = Aji for
i < j while assigning weights. Moderate degree correlation resulted from making undirected binary
networks but allowing Aij 6= Aji when weights were assigned. The algorithms for constructing the
initial binary networks of categories 4-6 placed links randomly between nodes with specified in-
and out-degrees via the configuration model [50], discussed in section 1.1.4. For this model, we
generated in- and out-degree sequences from a power law distribution of desired exponent γ by
calculating the expected integer number of nodes with each integer degree, from minimum degree
10 to maximum degree 200. In creating category 5 networks, we initially created one scale free
network with power law exponent γ = 2.5 and λ = 1. Then, to change the degree of assortativity,
we modified this original network by choosing two links at random and swapping them if the
resulting swap would change the assortativity in the direction desired. This process was repeated
until a desired value of ρ was achieved. Importantly, this swapping makes it possible to leave the
degree distributions of the network unchanged, while still changing the assortative or disassortative
properties of the network as in [3, 35]. Therefore, by this method we may maintain exactly the
same degree distribution and mean degree, yet modify λ by virtue of λ ∝ ρ, Eq. (2.14).
In the six network types tested, results of simulations unanimously confirm the hypothesis
that criticality occurs only for largest eigenvalue λ = 1. We present representative results in Fig.
2.3 (a), noting that each line and set of points corresponds to a single network realization, implying
that the effect of the largest eigenvalue on criticality is robust for individual systems. Fig. 2.3 (a)
shows the response F as a function of stimulus η for scale-free networks with exponent γ = 2.5,
constructed with no correlation between in- and out-degree, highlighting the significant difference
between the regimes of λ < 1 and λ > 1, with the critical data corresponding to λ = 1. The
lines were obtained by using Eqs. (2.7) and (2.13). Fig. 2.3 (b) shows ∆ as a function of λ, using
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Figure 2.3: (a) Response F vs. stimulus η for power law networks with exponent γ = 2.5 and no
correlation between kin and kout. Eq. (2.13) (lines) captures much of the behavior of the simulation
(circles), particularly for low levels of η and F , as expected from approximating Eq. (2.2). (b)
Dynamic range ∆ is maximized at λ = 1 in both simulation results (circles) and Eq. (2.11) (line).
This result compares quite favorably in trend with the dynamic range result for Erdo˝s-Re´nyi random
networks [6] reproduced in Fig. 2.2 and the dynamic range result for in vitro measurements of the
dynamic range of slices of neonatal rat cortex [7] reproduced in Fig. 2.4.
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ηhigh = 1 and ηlow = 0.01, with the maximum occurring at λ = 1. Similar results showing criticality
and maximum dynamic range at λ = 1 are obtained for networks of all categories 1-5, but are not
shown here. Fig. 2.3(b) should be compared with Kinouchi and Copelli’s result, Fig. 2.2 and Shew
et. al’s experimental result, Fig. 2.4, noting that the axes are scaled differently yet similarities are
striking. We comment on this surprising similarity in chapter 5.
Fig. 2.5 shows Fη→0 for networks of categories 3-5, confirming the transition predicted by
the leading order analysis in Eq. (2.5). The symbols show the result of direct numerical simulation
of the Kinouchi-Copelli model, the solid lines were obtained by iterating Eq. (2.2), and the dashed
lines were obtained from Eq. (2.12). Fig. 2.5(a) shows that criticality occurs at λ = 1 (indicated
by a vertical arrow) rather than at 〈k〉 = 1 for a category 3 random network. Fig. 2.5(b) shows
that criticality occurs at λ = 1 for scale-free networks (category 4). Correlations between kin and
kout affect the point at which λ = 1 occurs (vertical arrows). In Fig. 2.5(c), the mean degree was
fixed at 〈d〉 = 1, while λ was changed by modifying the assortative coefficient ρ. As predicted by
the theory, there is a transition at λ = 1 even though the mean degree is fixed, differentiating this
result from previous work, which does not predict any difference among the simulations shown.
2.5 Impact on Dynamic Range
We now explore the question of what network topology will best enhance dynamic range. In
many of the systems we simulate, a majority of the variation in dynamic range from one stimulus-
response curve to another occurs due to variation at the low stimulus end of the curve, since most
of the systems tend to saturate at around the same high stimulus levels (though this may not be
the case for neuronal network experiments [7]). We therefore consider the following approximate
measure of dynamic range, Λ, obtained by setting ηhigh to one in the definition of ∆,
Λ = 10 log10 1/η∗, (2.17)
where η∗ is the stimulus value corresponding to a lower threshold response F∗. Since dynamic range
is maximized at criticality, we set λ = 1, solve Eq. (2.11) for η∗, substitute it into the definition of
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Figure 2.4: Dynamic range (∆) is maximized when the in vitro neonatal rat cortex is stimulated in
the absence of drugs (black symbols). When drugs are added which suppress excitatory neurons,
dynamic range decreases (blue symbols). Similarly, dynamic range decreases when drugs are added
whic suppress inhibitory neurons (red symbols). The horizontal axis κ is a statistical measure
devised ad hoc in [7] to measure deviation away from the critical state in which neuronal avalanches
occur. Figure reproduced from [7].
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Figure 2.5: Fη→0 obtained from direct numerical simulation of the Kinouchi-Copelli model (sym-
bols) plotted against 〈d〉 (a, b) and λ (c). Blue solid lines result from iterating Eq. (2.2) and green
dashed lines result from Eq. (2.12). Small arrows show where λ = 1 predicts a phase transition.
(a) A set of random networks (category 3) showing that criticality occurs at λ = 1 (arrow), but
not 〈k〉 = 1. (b) Criticality in scale free networks (category 4) with node degree correlation also
occurs at λ = 1 (arrow), but not 〈k〉 = 1. (c) Category 5 networks are tuned through criticality by
changing assortativity, without changing the degree distributions and fixed 〈k〉 = 1.
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Λ using Eq. (2.7), retaining the leading order behavior to get
ΛMAX = 10 log10
2
3F 2∗
− 10 log10
〈vu2〉
〈v〉〈u〉2
. (2.18)
The first term of this equation shows that ΛMAX depends on F∗, i.e. dynamic range depends
on how you measure it. Since the entries of the right (left) dominant eigenvector are a first order
approximation to the in-degree (out-degree) of the corresponding nodes [51], the second term sug-
gests that maximum dynamic range should increase (decrease) as the degree distribution becomes
more homogenous (heterogeneous). For example, consider the case of an undirected, uncorrelated
network, in which vi = ui ≈ k
i. The second term is then approximately −10 log10 (〈k
3〉/〈k〉3),
which is maximized when ki is independent of i. It may be helpful to consider the relationship
between this ratio of third moments of the degree distribution and the variance of samples from a
distribution K: the variance is the difference of the average of K2 and the average of K squared,
whereas the ratio above is the ratio of the average of k3 and the average of k cubed. In other words,
as the degree distribution becomes more broad, its variance and this similar ratio of third moment
to first moment cubed will increase. This corroborates the numerical findings in Refs. [6, 34]
that random graphs enhance dynamic range more than more heterogeneous scale free graphs, and
that the heterogeneity of the degree distribution affects dynamic range [34]. To test our result, we
simulate scale free networks with different power law exponents γ ∈ [2.0, 6.0], yet with λ = 1 to
maximize dynamic range in each case. Results of simulation (circles) plotted against the prediction
of Eq. (2.18) (line) are shown in Fig. 2.6.
2.6 Discussion
In summary, we analytically predict and numerically confirm that criticality and peak dy-
namic range occur in networks with largest eigenvalue λ = 1. This result holds for diverse network
topologies including random, scale-free, assortative, and/or degree-correlated networks, and for
networks in which edge weights are related to nodal degree, thus generalizing previous work. More-
over, we find that homogeneous (heterogeneous) network topologies result in higher (lower) dynamic
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Figure 2.6: For power-law degree distributions with λ = 1, peak dynamic range increases mono-
tonically with network homogeneity, as measured by power law exponent γ. Simulations (circles)
agree well with our predictions [Eq. (2.18); line].
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range. Previous demonstrations of how λ governs network dynamics in many other models (see [51]
and references therein) suggest that the generality of our findings may extend beyond the particular
model studied here. Previous model studies have shown that mutual information between stimulus
and response is also maximized at criticality [5]. Our findings suggest that peak mutual information
will also be determined by λ = 1, but verifying this will require additional investigation. Taken
together with related experimental findings [7], our results are consistent with the hypotheses that
1) real brain networks operate with λ ≈ 1, and 2) if an organism benefits from large dynamic range,
then evolutionary pressures may act to homogenize the network topology of the brain.
This work is extended and made more accurate in the following chapter by including the
possibilities of (i) time delays on the network links and (ii) distributions of refractory states other
than m = 2. It also features analysis of the non-steady state behavior which was not addressed
above.
2.7 Appendix: approximation of product by exponential
The approximation of the product by an exponential in Eq. (2.8) may be understood more
easily by the following example. For simplicity of notation, consider the product
∏
i(1 − ai).
Expanding the product, we get
N∏
i
(1− ai) = 1−
∑
i
ai +
∑
i
∑
j<i
aiaj +
∑
i
∑
j<i
∑
k<j
aiajak +O(a
4). (2.19)
Then, we note that if one considers the space of integers between 1 and N as ζ = {1, 2, ..., N},
the first sum is over the whole space ζ. The second is over approximately half of the space of
ζ × ζ—approximately half and not strictly half because the pairs where i = j are excluded. The
third term is a sum over one approximately one sixth of the space ζ3. As an analogy, consider that
the value of the integral in the first octant of R3 under the plane i+ j+k = 1 with (i, j, k) cartesian
coordinates is one sixth. One can confirm that subsequent terms decrease factorially.
Therefore, we may rewrite the terms on the right hand size of Eq. (2.19) by summing over
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all i, j, k, etc. and dividing each subsequent sum by the appropriate factor,
N∏
i
(1− ai) = 1−
∑
i
ai +
1
2!
∑
i
∑
j 6=i
aiaj +
1
3!
∑
i
∑
j 6=i
∑
k 6=i,k 6=j
aiajak +O(a
4). (2.20)
where we have converted 1/2 to 1/2! and 1/6 to 1/3! for emphasis. By including the forbidden
terms in the sums above, we may then separate the sums,
N∏
i
(1− ai) ≈ 1−
∑
i
ai +
1
2!
∑
i
ai
∑
j
aj +
1
3!
∑
i
ai
∑
j
aj
∑
k
ak +O(a
4). (2.21)
and so when N is large, we opt for the following approximation, appealing due to the exponential’s
many helpful properties,
N∏
i
(1− ai) ≈ exp(−
∑
i
ai). (2.22)
Chapter 3
Effects of network topology, transmission delays, and refractoriness on the
response of coupled excitable systems to a stochastic stimulus
We study the effects of network topology on the response of networks of coupled discrete
excitable systems to an external stochastic stimulus. We extend results presented in chapter 2
that characterize the response in terms of spectral properties of the adjacency matrix by allowing
distributions in the transmission delays and in the number of refractory states, and by developing
a nonperturbative approximation to the steady state network response. We confirm our theoretical
results with numerical simulations. We find that the steady state response amplitude is inversely
proportional to the duration of refractoriness, which reduces the maximum attainable dynamic
range. We also find that transmission delays alter the time required to reach steady state. Impor-
tantly, neither delays nor refractoriness impact the general prediction that criticality and maximum
dynamic range occur when the largest eigenvalue of the adjacency matrix is unity.
Networks of coupled excitable systems describe many engineering, biological and social ap-
plications. Recent studies of how such networks respond to an external, stochastic stimulus have
provided insight on information processing in sensory neural networks [6, 40], as discussed in the
previous chapter. In agreement with recent experiments[7], these studies showed that the dynamic
range of neural tissue is maximized in the critical regime, which is precisely balanced between
growth and decay of propagating excitation. This regime was studied theoretically for directed
random Erdo˝s-Re´nyi networks in Ref.[6], where it was found to be characterized by a network
mean degree equal to one. However, other studies[29, 34] showed that this condition does not
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specify criticality for other network topologies. In this chapter, extending results of the previous
chapter, we present a general framework for studying the effects of network topology on the re-
sponse to a stochastic stimulus. With this framework, we derive a requirement for criticality and
maximum dynamic range that holds for a wide variety of network topologies. Moreover, we show
that this prediction holds when refractory states and transmission time delays are included in the
network dynamics, although other aspects of the response do depend on these properties.
3.1 Introduction
Many applications involve networks of coupled excitable systems. Two prominent examples
are the spread of information through neural networks and the spread of disease through human
populations. The collective dynamics of such systems often defy naive expectations based on the
dynamics of their individual components. For example, the collective response of a neural network
can encode sensory stimuli that span more than 10 orders of magnitude in intensity, while the
response of a single neuron typically encodes a much smaller range of stimulus intensities. Likewise,
the collective properties of social contact networks determine when a disease becomes an epidemic.
Recently, a framework to study the response of a network of coupled excitable systems to a
stochastic stimulus of varying strength has been proposed. The Kinouchi-Copelli model[6] considers
the response of a directed Erdo˝s-Re´nyi random network of coupled discrete excitable systems to a
stochastic external stimulus. A mean-field analysis of this model predicted[6] that the maximum
dynamic range (the range of stimuli over which the network’s response varies signicantly) occurs in
the critical regime where an excited neuron excites, on average, one other neuron. This criterion
can be stated as the mean out-degree of the network being one, 〈dout〉 = 1, where the out-degree
of a node dout is defined as the expected number of nodes an excited node excites in the next time
step (Ref.[6] refers to this quantity as the branching ratio).
Subsequent studies explored this system on networks with power-law degree distributions
and hypercubic lattice coupling, and with a varying number of loops [40, 29, 30, 31, 34], showing
that the criterion for criticality based on the network mean degree does not hold for networks with
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a heterogeneous degree distribution. However, these studies (except[40]) do not take into account
features that are commonly found in real networks, such as, for example, community structure,
correlations between in- and out-degree of a given node, or correlations between the degree of two
nodes at the ends of a given edge [35]. Furthermore, they do not consider the effect of transmission
delays or a distribution in the number of refractory states.
In a recent report [40], recapitulated in extended form in the previous chapter, we presented
an analysis of the Kinouchi-Copelli model that accounts for a complex network topology. We found
that the general criterion for criticality is that the largest eigenvalue of the network adjacency
matrix is one, λ = 1, rather than 〈dout〉 = 1. While this improved criterion successfully takes
into account various structural properties of networks, our analysis did not address the effect of
delays or multiple refractory states, and was based on perturbative approximations to the network
response. In this chapter, we will extend the results of Ref.[40] by developing a nonperturbative
analysis that accounts for distributions in the transmission delays and number of refractory states.
This chapter is organized as follows. In Section 3.2 we describe previous related work and the
standard Kinouchi-Copelli model. In Section 3.3 we present the model to be analyzed and derive
a governing equation for its dynamics. In Section 3.4 we present our main theoretical results. In
Section 3.5 we apply our results to estimate the dynamic range of excitable networks. In Section 3.6
we present numerical experiments to validate our results. We discuss our results in Sec. 3.7.
3.2 Background
In this Section we describe the Kinouchi-Copelli model [6] and other relevant previous work.
In order to focus on the effects of network topology, the dynamics of the excitable systems is taken
to be as simple as possible. The model considers N coupled excitable elements. Each element i can
be in one of m+ 1 states, xi. The state xi = 0 is the resting state, xi = 1 is the excited state, and
there may be additional refractory states xi = 2, 3, ...,m. At discrete times t = 0, 1, ... the states
of the elements xti are updated as follows: (i) If element i is in the resting state, x
t
i = 0, it can be
excited by another excited element j, xtj = 1, with probability Aij , or independently by an external
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process with probability η; (ii) the elements that are excited or in a refractory state, xti ≥ 1, will
deterministically make a transition to the next refractory state if one is available, or return to the
resting state otherwise (i.e., xt+1i = x
t
i + 1 if 1 ≤ x
t
i < m, and x
t+1
i = 0 if x
t
i = m).
For a given value of the external stimulation probability η, which is interpreted as the stimulus
strength, the network response F is defined in Ref.[6] as
F = 〈f〉t, (3.1)
where 〈·〉t denotes an average over time and f
t is the fraction of excited nodes at time t. Of interest
is the dependence of the response F (η) on the topology of the network encoded by the connection
probabilities Aij . In particular, it is found that, depending on the network A, the network response
can be of three types[6, 40]: quiescent, in which the network activity is zero for vanishing stimulus,
lim
η→0
F = 0; active, in which there is self-sustained activity for vanishing stimulus, lim
η→0
F > 0; and
critical, in which the response is still zero for vanishing stimulus but is characterized by sporadic
long lasting avalanches of activity that cause a much slower decay in the response, compared with
the quiescent case case, as the stimulus is decreased. Recent experiments [7] suggest that cultured
and acute cortical slices operate naturally in the critical regime. Therefore, the network properties
that characterize this regime are of particular importance.
In Ref. [6], the response F was theoretically analyzed as a function of the external stimulation
probability, η, using a mean-field approximation in which connection strengths were considered
uniform, Aij = 〈d〉/N for all i, j. It was shown that the critical regime is achieved at the value
〈d〉 = 1, with the network being quiescent (active) if 〈d〉 < 1 (〈d〉 > 1). For more general networks
(i.e., Aij not constant), 〈d〉 is defined as the mean degree 〈d〉 =
1
N
∑
i,j Aij = 〈d
in〉 = 〈dout〉,
where dini =
∑
j Aij and d
out
i =
∑
j Aji are the in- and out-degrees of node i, respectively, and
〈·〉 is an average over nodes. Such critical branching processes result in avalanches of excitation
with power-law distributed sizes. Cascades of neural activity with power-law size and duration
distributions have been observed in brain tissue cultures [5, 7, 22, 52, 53], awake monkeys [23, 22],
and anesthetized rats [47, 54, 55]. While 〈d〉 = 1 successfully predicts the critical regime for Erdo˝s-
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Re´nyi random networks [6], it does not result in criticality in networks with a more heterogeneous
degree distribution [34, 29]. Perhaps more importantly, previous theoretical analyses [6, 34, 29]
are not able to take into account features that are commonly found in real networks, such as,
for example, community structure, correlations between in- and out-degree of a given node, or
correlations between the degree of two nodes at the ends of a given edge [35]. We will generalize
the mean-field criterion 〈d〉 = 1 to account for complex interaction topologies encoded in the matrix
A as well as refractoriness and transmission delays.
3.3 Generalized Kinouchi-Copelli model
3.3.1 Description of the model
We will analyze a generalized version of the Kinouchi-Copelli model which includes possibly
heterogeneous distributions of delays and refractory periods. The model is as follows:
• There are N excitable elements, labeled i = 1, . . . , N .
• At discrete times t = 0, 1, ..., each element i can be in one of mi + 1 states, x
t
i. The
state xti = 0 is the resting state, x
t
i = 1 is the excited state, and there may be additional
refractory states xti = 2, 3, ...,mi.
• If element i is in the resting state at time t, xti = 0, it can be excited in the next time step,
xt+1i = 1, by another excited element j with delay τij (i.e., if x
t−τij
j = 1) with probability
Aij , or independently by an external stimulus with probability η.
• The elements that are excited or in a refractory state, xti ≥ 1, will deterministically make
a transition to the next refractory state if one is available, or return to the resting state
otherwise (i.e., xt+1i = x
t
i + 1 if 1 ≤ x
t
i < mi, and x
t+1
i = 0 if x
t
i = mi).
• The coupling network, encoded by the matrix with entries Aij , is allowed to have complex
topology.
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3.3.2 Model dynamics
By considering a large ensemble of realizations of the above stochastic process on the same
network, we can define the probability that node i is at state xti at time t as p
t
i(x). The probabilities
pti evolve in one time step by
pt+1i (1) = p
t
i(0)r
t
i , (3.2)
pt+1i (2) = p
t
i(1), (3.3)
· · · (3.4)
pt+1i (mi) = p
t
i(mi − 1), (3.5)
and we also have the normalization condition
pti(0) = 1−
mi∑
j=1
pti(j), (3.6)
where rti in Eq. (3.2) is the rate of transitions from the ready to the excited state, given by
rti = E

η + (1− η)

1−
∏
j
(1−AijI
t−τij
j )



 , (3.7)
where Itj is one if node j is excited at time t and zero otherwise, and E[·] denotes an ensemble
average. Assuming that the neighbors of node i being excited are independent events, we obtain,
letting pti(1) ≡ p
t
i,
rti = η + (1− η)

1−
∏
j
(1−Aijp
t−τij
j )

 . (3.8)
We note that the assumption of independence is reasonable if there are few short loops in the
network, and has been successfully used in similar situations [44, 46]. However, this assumption is
violated if the number of bidirectional links is significant, and therefore we will restrict our attention
to purely directed networks. Inserting the expression above in Eq. (3.2) and eliminating pti(j) in
terms of pti for j = 2, . . . ,mi, we obtain the governing equation for the dynamics of p
t
i
pt+1i =
(
1−
mi∑
k=1
pt+1−ki
)
η + (1− η)

1− N∏
j
(1−Aijp
t−τij
j )



 . (3.9)
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In the following, we will analyze the response of the network by studying solutions of this
equation as a function of η.
3.4 Analysis
In this Section we study the solutions of Eq. (9) and the associated network response. In Sec.
IV A, we develop a nonperturbative approximation to the steady state response of the network. In
Sec. IV B we analyze limiting cases of the steady-state response that give us additional qualitative
insight. In Sec. IV C, we study the effect of a distribution in the transmission time delays on the
time scale of relaxation to the steady state solutions. We then discuss in Sec. IV D how our results
relate to previous work.
3.4.1 Steady-state response
First, we will study steady-state solutions to Eq. (3.9). To find those, we set pti = pi in
Eq. (3.9), which becomes
pi = (1−mipi)

η + (1− η)

1− N∏
j
(1−Aijpj)



 . (3.10)
Proceeding as in Ref. [40], by assuming Aijpj is small, we replace
∏
j(1−Aijpj) by exp(−
∑
j Aijpj)
to get
pi = (1−mipi)
(
η + (1− η)
[
1− e−
∑
j Aijpj)
])
. (3.11)
The assumption that Aijpj is small is motivated as follows. If the weights Aij are not very different
from each other and each node has many incoming connections (such as in neural networks, where
the number of synapses per neuron is estimated[56] to be of the order of 10, 000), then near the
onset of self-sustained activity one should have
∑
j Aij ∼ 1 (the mean-field prediction of Ref. [6],
which we refine here, states that the node average of
∑
j Aij is one at criticality), implying Aij is
small. The quantity Aijpj is even smaller, especially for low levels of activity where pj is small.
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To proceed further we find convenient to define an alternative network response Fˆ as
Fˆ = 〈fˆ〉t, (3.12)
where
fˆ t =
∑
i,j AijI
t
j∑
i,j Aij
, (3.13)
and Itj = 1 if node j is excited at time t and 0 otherwise. The variable fˆ
t can be interpreted as
proportional to the number of excited nodes weighted by their out-degree doutj =
∑
iAij . In terms
of the probabilities pi, Fˆ is
Fˆ =
∑
i,j Aijpj∑
i,j Aij
, (3.14)
and can be interpreted as the fraction of links that successfully transmit an excitation. This is
analogous to the interpretation of F in Eq. (3.1) as the fraction of excited nodes. In principle, the
definitions of fˆ and Fˆ preclude their use in comparing directly against commonly used measures
of activity since knowledge of the matrix A is required to estimate them. However, we note that
in all the numerical experiments discussed below, Fˆ and F were found to be nearly identical. To
develop a nonperturbative approximation to Fˆ , we solve Eq. (3.11) for pi in terms of
∑N
j=1Aijpj .
Multiplying the resulting expression by Aki and summing over i, we obtain
N∑
i=1
Akipi =
N∑
i=1
Aki
1− (1− η)e−
∑N
j=1Aijpj
1 +mi −mi(1− η)e
−
∑N
j=1Aijpj
. (3.15)
Now, we use the fact that the largest eigenvalue of A, λ, is typically much larger than the second
eigenvalue[3, 57], and thus Ap ≈ su, where s is a scalar to be determined, and u is the right
eigenvector of A corresponding to λ. The validity of this approximation will be discussed in Section
3.6.3. With this substitution, the previous equation reduces to
suk =
N∑
i=1
Aki
1− (1− η)e−sui
1 +mi −mi(1− η)e−sui
. (3.16)
Noting that
Fˆ =
∑
i,j Aijpj∑
i,j Aij
≈
∑
i sui∑
j d
out
j
= s
〈u〉
〈d〉
,
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where 〈x〉 ≡
∑N
i=1 xi/N , we substitute s ≈ Fˆ 〈d〉/〈u〉 into Eq. (3.16) yielding
Fˆ uk〈d〉
〈u〉
=
N∑
i=1
Aki
1− (1− η)e−Fˆ ui〈d〉/〈u〉
1 +mi −mi(1− η)e−Fˆ ui〈d〉/〈u〉
.
which may now be summed over k, simplified, and solved for Fˆ , yielding the scalar equation
Fˆ =
〈
dout
〈d〉
1− (1− η)e−Fˆ u〈d〉/〈u〉
1 +m−m(1− η)e−Fˆ u〈d〉/〈u〉
〉
. (3.17)
We note that in the notation above, the outer average 〈·〉 corresponds to a sum over the index
i in Eq. (3.16). Given the adjacency matrix A, Eq. (3.17) can be solved numerically to obtain
the response Fˆ as a function of η. We call Eq. (3.17) the “nonperturbative approximation” since
its derivation does not rely on a perturbative truncation of the product term of Eq. (3.10), and
we will numerically test its validity in Sec. 3.6, where we will find that Eq. (3.17) can be a good
approximation for all values of η. In order to gain theoretical insight into how some features of the
network topology and the distribution of the number of refractory states affect the response, we
will use Eq. (3.17) to obtain analytical expressions for the response in various limits.
3.4.2 Perturbative approximations
While the nonperturbative approximation developed in the last section provides information
for all ranges of stimulus, it is useful to consider perturbative approximations, for example, to
determine what is the transition point from quiescent to active behavior. We will obtain an ap-
proximation to Fˆ which is valid for small η and Fˆ . To do this, we expand the right hand side of
Eq. (3.16) to second order in s and first order in η (as we will see, expanding to second order in s
is necessary to treat the η = 0 case) obtaining
suk =
N∑
i=1
Aki
[
η(1− sui(1 + 2mi))− s
2u2i
(
1
2
+mi
)
+ sui
]
. (3.18)
Multiplying by the left eigenvector entry vk and summing over k we obtain, using
∑
k Akivk = λvi
and rearranging,
λs2
〈
vu2
(
1
2
+m
)〉
= ηλ〈v〉 − sηλ〈vu(1 + 2m)〉+ (λ− 1)s〈vu〉. (3.19)
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In terms of Fˆ , this equation becomes
Fˆ 2〈d〉2
〈
vu2
(
1
2
+m
)〉
λ = ηλ〈v〉〈u〉2 − Fˆ 〈d〉ηλ〈vu(1 + 2m)〉〈u〉 + (λ− 1)Fˆ 〈d〉〈vu〉〈u〉. (3.20)
To find the transition from no activity, Fˆ = 0, to self-sustained activity, Fˆ > 0, for vanishing
stimulus, we let η → 0+ in the previous equation to find
Fˆη=0(λ) =


0 λ < 1,
(λ−1)〈vu〉〈u〉
λ〈d〉〈vu2(m+ 1
2
)〉
λ ≥ 1,
(3.21)
where the solution Fˆ = 0 was chosen for λ < 1 to satisfy Fˆ ≥ 0. This equation shows that the
transition from a quiescent network to one with self-sustained activity has, if the response Fˆ is
interpreted as an order parameter, the signatures of a second order (continuous) phase transition.
In addition, while the eigenvalue λ determines when this transition occurs (at λ = 1), its associated
eigenvectors u and v determine the significance of the observed response past the transition. If
〈vu2〉 ≫ 〈uv〉〈u〉, for example, the response might be initially too small to be of importance. One
aspect that was not considered in Ref. [40] is how the distribution of refractory periods affects the
response. If the refractory periods mi are strongly positively correlated with the product viu
2
i , they
can significantly increase the term 〈mvu2〉 in the denominator, decreasing the response. This can
be intuitively understood by noting that this amounts to preferentially increasing the refractory
period of the nodes that are more likely to be active (as measured by the approximation pi ∝ ui
valid close to the critical regime), thus removing them from the available nodes for longer times.
The response Fˆ for small stimulus and response in Eq. (3.21) agrees with the perturbative
expression derived for F directly from Eq. (3.9) in Ref. [40] if mi = 1 and λ → 1, and confirms
the findings in Ref. [40] that the critical point is determined by λ = 1. Henceforth, we will refer to
networks with λ < 1 as quiescent, to networks with λ > 1 as active, and to networks with λ = 1 as
critical.
The behavior of the system for high stimulation is also of interest. When η = 1, node i
cycles deterministically through its mi + 1 available states, and so pi = (1 +mi)
−1. The question
is how this behavior changes as η decreases from 1. This information can be extracted directly
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from Eq. (3.11) by linearizing around the solution η = 1, p¯i = (1 + mi)
−1. Setting η = 1 − δη,
pi = p¯i − δpi with δη ≪ 1, δpi ≪ p¯i, we obtain
δpi ≈ p¯
2
i e
−
∑
j Aij p¯jδη. (3.22)
Thus, the response of the nodes to a decreased stimulus depends on a combination of their refractory
period (which determines p¯i) and decays exponentially with the number of expected excitations from
its neighbors. In terms of the aggregate response Fˆ , Eq. (3.22) becomes, after multiplying by Aki,
summing over k and i, and normalizing,
dFˆ
dη
=
〈doutp¯2e−Ap¯〉
〈d〉
(3.23)
3.4.3 Dynamics near the critical regime
As in Ref. [40], we will study the transition from no activity to self-sustained activity in the
limit of vanishing stimulus by linearizing Eq. (3.9) around pti = 0 for η = 0. Assuming p
t
i is small,
we obtain to first order
pt+1i =
N∑
j=1
Aijp
t−τij
j . (3.24)
Assuming exponential growth, pti = α
twi, we obtain
αwi =
N∑
j=1
Aijα
−τijwj . (3.25)
The critical regime, determined as the boundary between no activity and self-sustained activity as
η → 0, i.e, between the solution pti = 0 being stable and unstable, can be found by setting α = 1,
obtaining
wi =
N∑
j
Aijwj . (3.26)
This implies that the onset of criticality occurs when λ = 1 and in this case w = u. This conclusion
agrees with the results in Ref. [40] and those in the previous section. Although the critical regime
is not affected by the presence of delays or refractory states, the rate of growth (decay) α of
perturbations for the active (quiescent) regime depends on the distribution of delays. To illustrate
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this, we consider the case when the network deviates slightly from the critical state, so that the
largest eigenvalue of A is λ = 1 + δλ and has right eigenvector u, Au = (1 + δλ)u. Expecting the
solution w to Eq. (3.25) to be close to u, we set wi = ui + δui and α = 1 + µ, where the rate of
growth µ is assumed to be small. Inserting these in Eq. (3.25), we get to first order
µu+ δu ≈ uδλ+Aδu− µAˆu, (3.27)
where the entries of the matrix Aˆ are given by Aˆij = Aijτij. To eliminate the term δu, we left-
multiply by the left eigenvector of A, v, satisfying vTA = (1 + δλ)vT . Canceling small terms, we
get
µ ≈
δλ
1 + v
T Aˆu
vT u
. (3.28)
If the delay is constant, τij = τ , we obtain
µ ≈
δλ
1 + τ
, (3.29)
and in this particular case a more general result can be obtained from Eq. (3.25), which implies
α = λ1/(1+τ).
3.4.4 Relation to previous results
Here we will briefly discuss how our results for the critical regime agree with previous work in
particular cases. Correlations between degrees at the ends of a randomly chosen edge (assortative
mixing by degree [35]) can be measured by the correlation coefficient
ρ = 〈dini d
out
j 〉e/〈d
indout〉 (3.30)
defined in Ref. [3], with 〈·〉e denoting an average over edges. The correlation coefficient ρ is
greater than 1 if the correlation between the in-degree and out-degree of nodes at the end of a
randomly chosen edge is positive, less than one if the correlation is negative, and one if there is
no correlation. For a large class of networks, the largest eigenvalue may be approximated[3] by
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λ ≈ ρ〈dindout〉/〈d〉. In the absence of correlations, when ρ = 1, the largest eigenvalue can be ap-
proximated by λ ≈ 〈dindout〉/〈d〉. If there are no correlations between din and dout at a node (node
degree correlations) or if the degree distribution is sufficiently homogeneous, then 〈dindout〉 ≈ 〈d〉2
and the approximation reduces to λ ≈ 〈d〉. This is the situation that was considered in Ref. [6], and
thus they found that the critical regime was determined by 〈d〉 = 1. In the case of Refs. [29, 34],
with more heterogeneous degree distributions, λ ≈ 〈dindout〉/〈d〉 applied, which accounts for their
observation that the critical regime did not occur at 〈d〉 = 1.
The situation encountered here is analogous to what occurs in the analysis of the transition
to chaos in Boolean networks [46] and in the transition to synchronization in networks of coupled
oscillators [58], where it is found that, instead of the mean degree, the largest eigenvalue is what
determines the transition between different collective dynamical regimes.
Other previous studies in random networks have also investigated spectral properties of A
to gain insight on the stability of dynamics in neural networks[48] and have shown how λ could
be changed by modifying the distribution of synapse strengths[49]. In addition, it has been shown
recently that the largest eigenvalues in the spectrum of the connectivity matrix may affect learning
efficiency in recurrent chaotic neural networks [59].
3.5 Dynamic Range
We have studied the response of the network to stimuli of varying strengths. In particular,
we studied in detail the response close to the critical regime. As has been previously noted [6],
this regime corresponds to the point where the dynamic range ∆ is maximized. In our context,
the dynamic range can be defined as the range of stimulus η that results in significant changes
in response Fˆ . Typically the dynamic range is given in decibels and measured using arbitrary
thresholds just above the baseline (limη→0 Fˆ ≡ Fˆ0) and below the saturation (limη→1 Fˆ ≡ Fˆ1)
values, respectively, as illustrated in Fig. 2.1 for the active network case Fˆ0 > 0. More precisely,
the value of stimulus ηlow (ηhigh) corresponding to a low (high) threshold of activity Fˆlow (Fˆhigh)
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are found and the dynamic range is calculated as
∆ = 10 log10(ηhigh/ηlow). (3.31)
Using our approximations to the response Fˆ as a function of stimulus η, we can study the
effect of network topology on the dynamic range. The first approximation is based on the analysis
of Sec. 3.4.1. Using Eq. (3.17), the values of η correponding to a given stimulus threshold can be
found numerically and the dynamic range calculated.
Another approximation that gives theoretical insight into the effects of network topology and
the distribution of refractory states on the dynamic range can be developed as in Ref. [40], by using
the perturbative approximations developed in Sec. 3.4.2. In order to satisfy the restrictions under
which those approximations were developed, we will use Fˆhigh = Fˆ1 and Fˆlow = Fˆ0 ≪ 1. Taking the
upper threshold to be Fˆhigh = Fˆ1 is reasonable if the response decreases quickly from Fˆ1, so that
the effect of the network on the dynamic range is dependent mostly on its effect on Fˆlow. Whether
or not this is the case can be established numerically or theoretically from Eq. (3.22), and we find
it is so in our numerical examples when the values of {mi} are not large (see Fig. 3.4). Taking
ηhigh = 1 and ηlow = η
∗ we have
∆ = −10 log10(η
∗). (3.32)
The stimulus level η can be found in terms of Fˆ by solving Eq. (3.20) and keeping the leading order
terms in Fˆ , obtaining
η =
Fˆ 2〈d〉2
〈
vu2
(
1
2 +m
)〉
− Fˆ 〈d〉(λ − 1)〈u〉〈uv〉
λ〈v〉〈u〉2
. (3.33)
This equation shows that as η → 0 the response scales as Fˆ ∼ η for the quiescent curves (λ < 1),
and as Fˆ ∼ η1/2 for the critical curve (λ = 1). We highlight that these scaling exponents for
both the quiescent and critical regimes are precisely those derived in Ref. [6] for random networks,
and therefore are robust to the generalization of the criticality criterion to λ = 1, the inclusion
of time delays, and heterogeneous refractory periods. This is particularly important since these
exponents could be measured experimentally [6]. Using this approximation for η∗ in (3.32), we
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obtain an analytical expression for the dynamic range valid when the lower threshold F ∗ is small.
Of particular theoretical interest is the maximum achievable dynamic range ∆max for a given
topology. It can be found by setting λ = 1 in Eq. (3.33) and inserting the result in Eq. (3.32),
obtaining
∆max = ∆0 − 10 log10
(
〈d〉2
〈
vu2
(
1
2 +m
)〉
〈v〉〈u〉2
)
, (3.34)
where ∆0 = −20 log10(F
∗) > 0 depends on the threshold F ∗ but is independent of the network
topology or the distribution of refractory states. The second term of Eq. (3.34) suggests that a
positive correlation between refractoriness m and eigenvector entries u and v will decrease dynamic
range, whereas a negative correlation will increase dynamic range. This prediction may be inves-
tigated in more depth in future publications. The second term of Eq. (3.34) also suggests that
an overall increase in the number of refractory states will lead to an overall decrease in dynamic
range. This is in contrast with the result of Ref. [60], which found that there exists a m > 0 which
maximizes dynamic range in two-dimensional arrays of neurons. We note that the assumption of
independence used in deriving Eq. (3.8) is not valid for a two dimensional array.
3.6 Numerical experiments
We tested our theoretical results from section 3.4 by comparing their predictions to direct
simulation of our generalized Kinouchi-Copelli model described in section 3.3. Simulation param-
eters were chosen specifically to test the validity of Eqs. (3.17), (3.23), (3.28) and (3.34). All
simulations, except where indicated, were run with N = 104 nodes for T = 105 timesteps, over a
range of η from 10−5 to 1.
3.6.1 Construction of networks
We created networks in three steps: first, we created binary directed networks, Aij ∈ {0, 1},
with particular degree distributions as described below, forbidding bidirectional links and self-
connections; second, we assigned a weight to each link, drawn from a uniform distribution between
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Figure 3.1: Semi-log plots of data from five simulations (symbols) testing a variety of situations
in order to show the robustness of Eq. (3.17) (lines) to various sets of conditions: (1) Random
network; λ = 1; mixed refractory states, mi ∈ {1, 2, 3}; no delays; (2) Random network; λ = 0.7;
no refractory states, mi = m = 1; mixed delays, τij ∈ {0, 1, 2, 3}; (3) Scale free network; λ = 0.8;
disassortative rewiring; no refractory states, mi = m = 1; no delays; (4) Scale free network; λ = 1.2;
uniform refractory states, mi = m = 2; no delays; (5) Scale free network; λ = 1.0; mixed refractory
states, mi ∈ {1, 2, 3, 4}; mixed delays, τij ∈ {0, 1, 2}; (6) Scale free network; λ = 1.2; uniform
refractory states, mi = m = 1; no delays. The plots show excellent agreement between prediction
and simulation at many points in parameter space.
0 and 1; third, we calculated λ for the resulting network, and multiplied A by a constant to rescale
λ to the targeted eigenvalue. This is almost certainly not the method by which real biological
networks tune their connectivity, but provides a theoretical starting point by which we can assess
the properties of networks with varying λ, without commenting on how real networks may achieve
such connectivities. The two classes of topology considered for simulations were directed Erdo˝s-
Re´nyi random networks and directed networks with power-law degree distributions, where we set
the power-law exponent to γ = 2.5, and enforced a minimum degree of 10 and a maximum degree
of 1000. Erdo˝s-Re´nyi networks[9] were constructed by linking any pair of nodes with probability
p = 15/N , and networks with power-law degree distribution were constructed by first generating in-
degree and out-degree sequences drawn from the power-law distribution described above, assigning
those target degrees to N nodes, and then connecting them using the configuration model [50].
In some cases an additional fourth step was used to change the assortativity coefficient ρ, defined
in Eq. (3.30), of a critical (i.e., with λ = 1) network with power-law degree distribution, making
this network more assortative (disassortative) by choosing two links at random, and swapping their
destination connections only if the resulting swap would increase (decrease) ρ. This swapping allows
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for the degree of assortativity (and thereby, λ) to be modified while preserving the network’s degree
distribution [3, 35].
3.6.2 Results of numerical experiments
We first demonstrate the ability of the non-perturbative approximation to predict aggregate
network behavior in a variety of conditions. Fig. 3.1 shows a multitude of simulations (symbols)
with the predicted behavior of Eq. (3.17) overlaid (lines). The cases considered in Fig. 3.1 include
different combinations of topology, assortativity, largest eigenvalue λ, delays, and number of refrac-
tory states. The number of refractory states mi was chosen either constant, mi = m, or randomly
chosen with equal probability among {1, 2, . . . ,mmax}. Similarly, the delays τij were either con-
stant, τij = τ , or uniformly chosen with uniform probability in (0, τmax). The predictions capture
the behavior of the simulations, with particularly good agreement for networks with neutral assor-
tativity, ρ = 1. In the assortative and disassortative cases shown [cases (3) and (6) in Fig. 3.1], low
and high stimulus simulations are well captured by the prediction, while a small deviation can be
observed for intermediate values of η [e.g., in case (6) in the right panel of Fig. 3.1, the crosses have
a small systematic error around η = 10−2]. In Sec. 3.6.3, we will discuss why Eq. (3.17), which
assumes Ap ≈ su, works so well. In particular, we will discuss why this approximation is expected
to work well for small and large η.
As reported previously[40], we find in our simulations that networks with λ = 1 show crit-
ical dynamics and exhibit maximum dynamic range. This applies to random networks, networks
with power-law degree distribution, and networks with power-law degree distribution with modified
assortativity. Networks with λ < 1 exhibit no self-sustained activity in the absence of stimulus,
whereas networks with λ > 1 exhibit self-sustained activity. Furthermore, in all numerical exper-
iments, with distributed refractory states, and various time delays, the criticality of networks at
λ = 1 was preserved as predicted above. Typical results in Fig. 3.2 (a) show the response Fˆ as
a function of stimulus η for networks with power-law degree distribution with γ = 2.5, refractory
states mi = m = 1, and no time delays, with λ ranging from 0.2 to 1.8. Each symbol in the figure
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is generated by a single simulation on a single network realization. Lines show Fˆ obtained from
numerical solution of Eq. (3.17). We note that the simulations with λ = 1 show a deviation from
the theoretically predicted critical curve for values of η less than 10−4. We believe this is due to
the fact that for such low values of η, a much longer time average than the one we are doing would
be required. For example, with η = 10−5 we expect that, using 105 time steps, a given node will
not be excited externally with probability e−1 ≈ 0.37. This might be especially important in the
critical regime, where activity is mostly determined by sporadic avalanches propagated by hubs.
Figure 3.2 (b) shows the dynamic range ∆ calculated using F ∗ = 10−2 directly from the
simulation (circles) and using Eq. (3.17) (dashed line). As demonstrated in Ref.[40], the dynamic
range is maximized when λ = 1. We note that in Ref.[40] the dynamic range was estimated using
a perturbative approximation, and as a consequence our prediction had a systematic error in the
λ > 1 regime [cf. Fig. 1 (b) in Ref.[40]]. The nonperturbative approximation Eq. (3.17) results in
a much better prediction.
Figure 3.3 shows the transition that occurs at λ = 1 when η → 0 for experiments with
a varying number of refractory states, m = 1, 3, and 5. Symbols indicate the results of direct
simulation using η = 10−5, and the lines correspond to Eq. (3.17), which describes well the result of
the simulations. We found that for this particular network, the perturbative approximation (3.21)
only gives correct results very close to the transition at λ = 1, and its quantitative predictions
degrade quickly as Fˆ grows. [A similar situation can be observed in Fig. 2(b) of Ref.[40].] However,
we found that the perturbative approximation is still useful to predict the effect of the refractory
states. Eq. (3.21) predicts that the response should scale as 〈m + 1/2〉−1. The inset shows how,
after multiplication by 〈m + 1/2〉, the response curves collapse onto a single curve. Figure 3.3
also depicts a linear relationship, Fˆ ∼ (λ − 1) for λ > 1. Making a connection with the theory of
nonequilibrium phase transitions in which Fˆ ∼ (λ−λc)
β , we derive λc = 1 and the critical exponent
β = 1.
Figure 3.4 shows the response Fˆ close to η = 1 calculated for various values of m from the
simulation (symbols), and from Eq. (3.23) (solid lines). Eq. (3.23) describes well the slope of Fˆ
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Figure 3.2: Simulation data for networks with power-law degree distribution comprising 104 nodes
(symbols) and numerical solution of Eq. 3.17 (lines). (a) Stimulus vs response predictions agree
well in the regime where Ap ≈ su, as discussed in section 3.6.3. Eigenvalues range from 0.2 to 0.9
(blue squares), exactly 1.0 (red diamonds), and from 1.1 to 1.8 (black circles). (b) Dynamic range
predictions capture maximization at λ = 1 as well as the non-critical behavior.
66
0 0.5 1 1.5 20
0.05
0.1
0.15
0.2
largest eigenvalue, λ
re
sp
o
n
se
,
 
Fˆ
 
 
m=1
m=3
m=5
λ
〈m
+
1/
2〉
Fˆ
Figure 3.3: Phase transitions of Fη→0 for different refractory states, m for simulations (symbols)
and Eq. (3.17) (lines). Inset: Eq. (3.21) predicts that phase transitions should scale by 〈m+1/2〉−1,
confirmed by rescaling data from the larger plot accordingly.
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close to η = 1. An important observation is that as m grows, the relative slope Fˆ−1dFˆ /dη at η = 1
decreases. Therefore, if the typical refractory period m is large, the response Fˆ saturates [e.g.,
reaching 90% of Fˆ (1)] for smaller values of η.
Transmission delays, as in the analogous system of gene regulatory networks[46], do not
modify steady state response. However, delays modify the time scale of relaxation to steady state.
We quantified this modification in the growth rate in Eq. (3.28), which determines the growth rate
of perturbations from an almost critical quiescent network in terms of a matrix determined from
the distribution of delays. In Fig. 3.5 we show time series (solid lines) for the initial growth in the
number of excited nodes within four active networks with and without time delays. For comparison,
we show the slope that results from the corresponding growth rates obtained from Eq. (3.28) (dotted
lines). The timesteps shown on the horizontal axis have been shifted to display multiple results
together, but not rescaled or distorted. As shown in Fig. 3.5, Eq. (3.28) is helpful in quantifying
the growth rate of signals within the network in the regime during which growth is exponential.
In this limited regime, simulation data compare well with time series of excitations, and capture
the growth rate’s dependence on eigenvalue and time delays. We note here that Eq. (3.28) predicts
the growth rate of pti, and therefore the growth rate of both f
t and fˆ t. Here we have chosen to
show the growth in the number of excited nodes (proportional to f t) which is more experimentally
accessible than fˆ t.
3.6.3 Validity of the approximation Ap ∝ u
Here we will address the question of the validity of our approximation Ap ∝ u, which was
used to develop the nonperturbative approximation Eq. (3.17). First, we note that when η and
p are small, the linear analysis of Sec. 3.4.3 and Ref.[40] shows that p ∝ u, and therefore the
approximation Ap ∝ u is justified in this regime. As η grows, and for situations where p is not
small, one should expect deviations of p from being parallel to u. However, we note that since pi
measures how active node i is, it should still be highly correlated with the in-degree of node i. Since
in many situations the in-degree is also correlated with the entries of the eigenvector u, we expect
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that in those cases p remains correlated with u. After multiplication by A, the approximation can
only become better. For the class of networks in which the ratio between the largest eigenvalue λ
and the next largest eigenvalue scales as
√
〈d〉 (which include Erdo˝s-Re´nyi and other networks[57]),
we expect that Ap ∝ u should be a good approximation.
Another reason why the approximation Ap ∝ u works well even when Fˆ is not small is that
the errors introduced by this approximation vanish exactly when η = 1. To see this, note that
for η = 1, since each node cycles deterministically through its mi + 1 available states, we have
pi = 1/(1 + mi), which gives Fˆ =
∑
i,j Ai,j(1 + mj)
−1/
∑
i,j Ai,j = 〈d
out(1 + m)−1〉/〈d〉, which
agrees exactly with the result of setting η = 1 in Eq. (3.17). Thus, even as the assumption Ap ∝ u
may become less accurate as η grows, the importance of the error introduced by it decreases and
eventually vanishes at η = 1.
To illustrate how the assumption Ap ≈ su works in some particular examples, Fig. 3.6
compares normalized Api and ui for a variety of eigenvalues and stimulus levels. Good agreement
between them (characterized by a high correlation) indicates that the assumption of section 3.4.1 is
valid, whereas more noisy agreement for some cases indicates that the assumption Ap ∝ u is invalid
(although, as discussed above, this does not necessarily imply that the nonperturbative approach
will fail). Low stimulus levels in quiescent networks (top left panel) show relatively low correlation
for short simulations, but the correlation improves with more timesteps as relative nodal response
increases at well connected nodes and decreases at poorly connected nodes. Assortative networks
(bottom panels) show slightly lower correlation as well, corroborating the results shown in Fig. 3.1
where the predictive power of Eq. (3.17) is slightly diminished for the assortative network. As
expected, correlation between Ap and u entries is worst at η = 1 (right panels), but we reiterate
that for η = 1 this error does not affect the predictions of Eq. (3.17).
3.7 Discussion
In this chapter we studied a generalized version of the Kinouchi-Copelli model in complex
networks. We developed a nonperturbative treatment [Eq.(3.17)] that allows us to find the re-
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sponse Fˆ of the network for a given value of the stimulus given a matrix of excitation transmission
probabilities A. Our approach includes the possibility of heterogeneous distributions of excitation
transmission delays and numbers of refractory states. An important assumption in our theory is
that there are many incoming links to every node, which allows us to transform the product in
Eq. (3.9) into an exponential. This assumption is very reasonable for neural networks, where the
number of synapses per neuron is estimated[56] to be of the order of 10, 000. In addition, in order
to obtain a closed equation for Fˆ , we assumed Ap ∝ u. As discussed in Sec. 3.6.3, this approx-
imation works well in the regime when the response and stimulus are small. Furthermore, the
error introduced by this approximation becomes smaller as the probability of stimulus increases
and eventually vanishes for η = 1. The result is that Eq. (3.17) predicts the response Fˆ satisfacto-
rily for all values of η. While we validated our predictions using scale-free networks with various
correlation properties, we did not test them in topologies in which mean-field theories have been
shown to fail, such as periodic hypercubes and branching tree networks [31, 42]. This study is left
to future research.
Our theory describes how the introduction of additional refractory states modifies the net-
work response by modifying Eq. (3.17). In addition, their effect is captured by the perturbative
approximations of Sec. 3.4.2 which, although valid in principle only for very small Fˆ , we have found
successfully predict the effect of a distribution in the number of refractory states for a larger range
of response values.
We studied the effect of time delays on the time scale needed to reach a steady-state response,
and found that Eq. (3.28) determines the growth rate of perturbations from a quiescent, almost
critical network. The temporal characteristics of the response could be important in the study
of sensory systems, in which the stimulus level might be constantly changing in time. Addition-
ally, delays may be important in studying the phenomenon of synchronization and propagation of
wavefronts, which we do not study here. Synchronization in epidemic models similar to the model
considered here has been well-described in the absence of time delays [61], and synchronization in
Rulkov neurons has been shown to be affected subtly by time delays [62]. However, the effect of
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time delays on synchronization in our model remains an open line of inquiry.
An important practical question regarding the application of our theory to neuroscience is
how our results can be made compatible with the presence of excitatory and inhibitory connections
in neural networks. Considering one excited neuron, and after excitatory and inhibitory connections
are taken into account, the important quantity that determines the future activity of the network is
how many other neurons are expected to be excited by the originally excited neuron. This number
might depend on the overall balance of excitatory and inhibitory connections, but it must be a
positive number. The Kinouchi-Copelli model we are using, and similar models used successfully by
neuroscientists to model neuronal avalanches[7], have therefore considered only excitatory neurons,
while adjusting the probabilities of excitation transmission to account for different balances of
excitatory and inhibitory neurons. Nevertheless, we believe a generalization of the Kinouchi-Copelli
model that accounts for inhibitory connections should be investigated in the future.
Another important issue is the generality of our findings for more biologically realistic ex-
citable systems. We conjecture that the effect of network topology on the dynamic range of net-
works of continuous-time, continuous-state coupled excitable systems such as coupled ODE neuron
models[15] is qualitatively similar to its effect on the class of discrete-time, discrete-state dynamical
systems studied here. However, this remains open to investigation.
Chapter 4
Statistical Properties of Avalanches in Networks
We characterize the distribution of sizes and durations of avalanches propagating in complex
networks. We find that the statistics of avalanches can be characterized in terms of the largest
eigenvalue and corresponding eigenvector of an appropriate adjacency matrix which encodes the
structure of the network. By using mean-field analyses, previous studies of avalanches in networks
have not considered the effect of network structure on the distribution of size and duration of
avalanches. Our results apply to individual networks (rather than network ensembles) and provide
expressions for the distribution of size and duration of avalanches starting at particular nodes in
the network. These findings might find application in the analysis of branching processes in net-
works, such as cascading power grid failures and critical brain dynamics. In particular, our results
show that some experimental signatures of critical brain dynamics (i.e., power-law distributions
of neuronal avalanches sizes and durations), are robust to complex underlying network topologies.
In this chapter we study the statistics of avalanches propagating in complex networks. The study
of avalanches of activity in complex networks is relevant to diverse fields, including epidemiology
[63, 64], genealogy [17], and neuroscience [23, 7, 65, 6, 40, 41, 66, 5, 22, 39]. The simplest case
of an avalanche corresponds to a branching process [67, 68], first studied by Galton and Watson
[17]. These branching processes can be considered as avalanches propagating in a tree network.
Various generalizations to the case where avalanches propagate in a more general network have
been considered recently [37, 38, 39, 36], and related problems such as the distribution of cluster
sizes in percolation models [69] and self-organized criticality in the “sandpile” model [70] have been
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studied. In contrast to these previous studies, we develop a theory of avalanche size and duration
on complex networks that, instead of using some form of mean field analysis, explicitly includes the
network topology. This approach allows for an analysis of avalanches starting from arbitrary nodes
in the network and the effect of nontrivial network structure on the distribution of avalanche sizes
and durations.
While our formalism is general, our analysis was motivated by recent experiments on avalanches
of neuronal bursting in the mammalian cortex. When a neuron fires, it stimulates other neurons
which may subsequently fire. When this linked activity occurs in a cascade, it is called a neu-
ronal avalanche (experimentally, neuronal avalanches are observed propagating in functional net-
works where each node represents a group of neurons). Recent experiments have studied neuronal
avalanches of activity in the brains of awake monkeys [23] and slices of rat cortex [7]. These studies
found that when the tissue is allowed to grow and operate undisturbed in homeostasis [65], both
the size and temporal duration of neuronal avalanches is distributed according to a power law.
In contrast, the application of drugs that selectively decrease the activity of inhibitory or excita-
tory neurons results in avalanches with different statistics [7]. Based on these observations, it has
been argued and demonstrated experimentally that many neuronal networks operate in a critical
regime that leads to power-law avalanche distributions [7], maximized dynamic range [7, 40, 41, 6],
and maximized information capacity [22, 66, 5]. Therefore, it is of great interest to characterize
this critical state and to understand how experimental signatures of criticality may change upon
modifications to the underlying network (e.g., such as those induced by the drugs used in the
experiment).
We find that the statistical properties of avalanches are determined by spectral properties
of the matrix whose entries Amn are the probabilities that the avalanche propagates from node
n to node m. In particular, the eigenvalue λ of maximum magnitude (by the Perron-Frobenius
theorem λ is real and positive if Amn > 0) and its associated eigenvector play a prominent role
in determining the functional form and the parameters for the statistical distribution of avalanche
sizes and durations. While many of our findings have analogous results in classical Galton-Watson
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branching processes [67, 68], we emphasize that our analysis allows us to identify how changes
in network structure affect the parameters of the statistical distributions of avalanche sizes and
durations. Moreover, our theory allows us to obtain the statistics of avalanches starting at particular
network nodes.
This chapter is organized as follows. In Sec. 4.1 we describe our model for avalanche propa-
gation in networks. In Secs. 4.2 and 4.3 we analyze the statistics of avalanche durations and sizes.
In Sec. 4.4 we validate our analysis through numerical experiments. Section 4.5 presents further
discussion and conclusions.
4.1 Formulation
To model the propagation of avalanches on a network, we consider a network of N nodes
labeled m = 1, 2, ..., N . Each node m has a state x˜m = 0 or 1. We refer to the state x˜m = 0 as
the resting state and to x˜m = 1 as the excited state. At discrete times t = 0, 1, ..., the states of the
nodes x˜tm are simultaneously updated as follows: (i) If node m is in the resting state, x˜
t
m = 0, it
can be excited by an excited node n, x˜tn = 1, with probability 0 ≤ Amn < 1, so that x˜
t+1
m = 1. (ii)
The nodes that are excited, x˜tn = 1, will deterministically return to the resting state in the next
time step, x˜t+1n = 0. We therefore describe a network of N nodes with a N ×N weighted network
adjacency matrix A = {Amn}, where Amn > 0 may be thought of as the strength of connection
from node n to node m, and Amn = 0 implies that node n does not connect to node m.
Starting from a single excited node k (x˜0m = 1 if m = k and x˜
0
m = 0 if m 6= k), we let the
system evolve according to the dynamics above, and observe the cascade of activity until there are
no more excited nodes. This motivates the following definitions, which are illustrated in Fig. 4.1 :
(1) an avalanche is the sequence of excitations produced by a single excited node; (2) the duration
d of an avalanche is defined as the total number of time steps spanned by the avalanche: if the
avalanche starts with x˜0n = 1, then
dn = min
t≥0
{x˜tk = 0 for all k}. (4.1)
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An avalanche that continues indefinitely is said to have infinite duration; (3) the size x of an
avalanche starting at x˜0n = 1 is defined as the total number of nodes excited during an avalanche,
allowing for nodes to be excited multiple times:
xn =
dn−1∑
t=0
N∑
k=1
x˜tk. (4.2)
Note that it is possible for an avalanche to have size larger than the total size of the network (e.g.
if dn =∞, then xn =∞). Our goal in this chapter is to determine the probability distributions of
these variables in terms of the matrix A.
4.2 Distribution of Avalanche Durations
In order to analyze the statistics of avalanche durations, we define cn(t) as the probability
that an avalanche starting at node n has duration less than or equal to t,
cn(t) = P(dn ≤ t). (4.3)
The quantity cn(t) is the cumulative distribution function (CDF) of the random variable dn. In
what follows, we will restrict our attention to a class of networks that we call locally tree-like.
By locally tree-like, in this chapter we shall mean that, for any given t not too large, and pair of
nodes j and k, if there exists a directed parth of length t from j to k, then it is rarely the case that
there will also exist a second such path [71]. Many networks found in applications are of this type,
and it has been found that the locally tree-like approximation works very well in describing various
dynamical processes while still capturing the effects of network heterogeneity [40, 41, 51, 71, 46].
For these networks, we can approximately treat the avalanches propagating to different neighbors
of node n as independent, and write the recursion relation
cn(t+ 1) =
N∏
m=1
[
(1−Amn) +Amncm(t)
]
, (4.4)
together with cn(0) = 0 which follows from the definition (4.3). The right hand side of Eq. (4.4)
is the probability that nodes are either not excited by node n, or, if they are, then they generate
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Figure 4.1: An example avalanche is shown, where circles represent nodes, arrows represent links,
and numbers inside nodes correspond to the time step at which each node is activated. Starting
from a single excited node, labeled 1, the avalanche spreads to two other nodes, labeled 2, and
so on. Note that the presence of a link does not guarantee the transmission of excitation. The
example avalanche above lasts for five time steps and excited a total of six nodes in addition to the
initial node, so d = 5 and x = 7.
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avalanches of duration at most t: (1−Amn) is the probability that an excitation does not pass from
node n to node m, whereas Amncm(t) is the probability that an excitation does pass from node n to
node m and the resulting avalanche has duration at most t. Note that Eq. (4.4) can treat any node
n as the starting node for an avalanche. As discussed above, Eq. (4.4) assumes that the descendent
branches of the avalanche are independent. It is, however, possible that an avalanche may branch
in such a way that two branches interact at a later time. Nevertheless, for the networks we studied
we found that, while these effects do occur for large avalanches, they do not significantly affect our
predictions. We show numerical results confirming this in Sec. 4.4.
We are interested in the distribution of long avalanche durations, i.e., in the asymptotic form
of cn(t) for t → ∞. By definition (see also Appendix 4.6), cn(t) is a bounded, increasing function
of t, and therefore it must converge to a value limt→∞ cn(t) = bn ≤ 1 which can be interpreted
as the probability that an avalanche starting at node n has finite duration. Our analysis will be
based on whether or not this limit is less than or equal to one. As shown in Appendix 4.6, this is
determined by the Perron-Frobenius eigenvalue of A, λ: if λ ≤ 1, then limt→∞ cn(t) = 1. The case
λ < 1 will be referred to as the subcritical case, and the case λ = 1 will be referred to as the critical
case. On the other hand, if λ > 1, then limt→∞ cn(t) = bn < 1, which implies that there is a finite
probability that an avalanche has infinite duration. This case will be referred to as the supercritical
case. The asymptotic form of cn(t) will be analyzed separately for these three cases below.
4.2.1 Subcritical Networks (λ < 1)
In the subcritical case, bn = 1 is the only fixed point of the system Eq. (4.4) (see Appendix
4.6). To analyze the asymptotic form of cn(t), we assume it is close to the fixed point and define
the small quantity fn(t) = 1− cn(t). Linearizing Eq. (4.4) we obtain
fn(t+ 1) =
N∑
m=1
Amnfm(t). (4.5)
Assuming exponential decay (or growth) of perturbations, fn(t) = λ
tvn, we obtain
λvn =
N∑
m=1
Amnvm. (4.6)
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Thus, λ is an eigenvalue of A and v = [v1, v2, ..., vN ] its left eigenvector. We identify λ as the
Perron-Frobenius eigenvalue since, having the largest magnitude among all the eigenvalues, λtvn
will be the dominant term as t→∞ when compared with the other modes. We note that for finite
t, this approximation is good as long as there is a large enough separation between λ and the rest of
the spectrum of A. This issue is discussed in [57], where it is found that this separation is typically
large in networks without strong community structure. Henceforth, we will assume that λ is well
separated from the rest of the spectrum of A. Therefore, cn(t) approaches 1 exponentially as
cn(t) ≈ 1− λ
tvn, (4.7)
where v is the left eigenvector of A corresponding to λ; vn > 0 by the Perron-Frobenius theorem
[2]. The fixed point bn = 1 is linearly stable when λ < 1.
The probability density function (PDF) of avalanche durations is given by pn(t) = P (dn =
t) = cn(t)− cn(t− 1), so
pn(t) = (λ
−1 − 1)λtvn, (4.8)
which decays exponentially to zero with decay rate ln(1/λ).
In summary, we can draw two predictions from the analysis above for subcritical networks:
(i) the PDF of avalanche duration decays exponentially towards zero as λt, and (ii) the probability
that an avalanche started at node n lasts more than t steps is proportional to the nth entry of the
left eigenvector of A, vn. These predictions are tested in Sec. 4.4.
4.2.2 Supercritical networks (λ > 1)
A linear stability analysis of the fixed point bn = 1 in the supercritical case shows that this
fixed point is linearly unstable. This implies (see Appendix 4.6) that there exists another fixed
point bn to which cn(t) converges from below, limt→∞ cn(t) = bn < 1. Thus, there is a positive
probability that an avalanche will have infinite duration. Our analysis below characterizes the
distribution of finite avalanche durations in supercritical networks. We first note that the fixed
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point bn satisfies
bn =
N∏
m=1
[
(1−Amn) +Amnbm
]
. (4.9)
Again, we introduce the quantity fn(t) = bn − cn(t), and consider the limit when t is large and fn
is small. We substitute this into Eq. (4.4) and rewrite it as
bn − fn(t+ 1) = bn
N∏
m=1
[
1−
Amnfm(t)
(1−Amn) +Amnbm
]
. (4.10)
By defining a new matrix D with entries
Dmn =
Amnbn
(1−Amn) +Amnbm
, (4.11)
and linearizing Eq. (4.10) we find
fn(t+ 1) ≈
N∑
m=1
Dmnfm(t) (4.12)
As in the subcritical case, we conclude that fn(t) ≈ λ
t
Dwn, where w is the left Perron-Frobenius
eigenvector of the matrix D and λD its Perron-Frobenius eigenvalue. As argued in Appendix 4.7,
λD < 1 when λ > 1, thus ensuring exponential convergence. Therefore, we have
cn(t) ≈ bn − wnλ
t
D. (4.13)
As in the subcritical case, the probability density function (PDF) of avalanche durations is
given by
pn(t) = (λ
−1
D − 1)λ
t
Dwn, (4.14)
which decays exponentially to zero with decay rate ln(1/λD).
In summary, for supercritical networks: (i) the PDF of avalanche duration decays exponen-
tially towards zero as λtD, and (ii) the probability that an avalanche started at node n lasts more
than t steps is proportional to the nth entry of the left eigenvector of D, wn. These predictions
are tested in Sec. 4.4. We note that these predictions simplify to those drawn from Eq. (4.7) if
the network is subcritical, in which case bn = 1, Eq. (4.11) simplifies to Dmn = Amn, and therefore
λD = λ and v = w.
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4.2.3 Critical Networks (λ = 1)
The analyses above show that if λ = 1, the fixed point bn = 1 is marginally stable. This fixed
point must be an attracting fixed point, since cn(t) is nondecreasing and bn = 1 is the only fixed
point of Eq. (4.4) as shown in Appendix 4.6. To determine the asymptotic form of cn(t) for large t,
we let cn(t) = 1−fn(t). We assume that Eq. (4.4) has a solution whose asymptotic functional form
in t (to be determined) can be extended to a differentiable function of a continuous time variable
t. Since the convergence of fn(t) to 0 is slower than exponential, we look for a solution fn(t) which
is slowly varying in t when fn(t) is small, and approximate
fn(t+ 1) ≈ fn(t) + f
′
n(t). (4.15)
The slowly varying assumption implies that dfn(t)/dt ≡ f
′
n(t) ≪ fn(t) as fn → 0, which we note
excludes an exponential solution. Substituting Eq. (4.15) into Eq. (4.4), we get
1− fn(t)− f
′
n(t) ≈
N∏
m=1
[1−Amnfm(t)] . (4.16)
Assuming fn(t)≪ 1 and expanding to second order, we get after simplifying and dropping the time
notation for clarity,
fn + f
′
n ≈
∑
m
Amnfm −
1
2
∑
m
∑
k 6=m
AmnAknfmfk. (4.17)
The leading order terms are fn on the left-hand side and
∑
mAmnfm on the right-hand side, so for
these to balance as f → 0 requires
fn =
∑
m
Amnfm. (4.18)
Therefore, in this limit the vector f(t) = [f1(t), f2(t), . . . , fN (t)]
T has to be proportional to the
normalized left eigenvector v of A with eigenvalue λ = 1. Thus, a slowly varying solution only
exists for a critical network. Since v is independent of time, the constant of proportionality must
be time dependent, fn(t) = K(t)vn. Now, for finite f , we expect the solution to deviate by a small
error from this limit solution, so we set
fn(t) = K(t)vn/〈v〉+ ǫn(t), (4.19)
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where we assume ǫn ≪ fn(t), ǫ
′
n ≪ f
′
n(t), and the term 〈v〉 =
∑N
n=1 vn/N is included to make K(t)
independent of the normalization of v. Inserting this in Eq. (4.17), neglecting terms of order ε′, ε2,
fε, and using
∑
m
∑
k 6=mAmnAknvmvk ≈ v
2
n, we obtain
εn +K
′(t)vn/〈v〉 =
N∑
m=1
Amnεm −
1
2
K2(t)v2n/〈v〉
2. (4.20)
To eliminate the unknown error term ε, we multiply by un, where u is the right eigenvector
of A satisfying uTAT = uT , and sum over n. The error term vanishes and we obtain an ordinary
differential equation (ODE),
K ′(t) = −
1
2
〈uv2〉
〈uv〉〈v〉
K2(t), (4.21)
where 〈xy〉 ≡ 1N
∑
n xnyn. Solving this ODE yields
K(t) ≈
1
β + 12
〈uv2〉
〈uv〉〈v〉 t
, (4.22)
where β is an integration constant. In terms of the original variables, we obtain
cn(t) ≈ 1−
vn
β + 12
〈uv2〉
〈uv〉〈v〉 t
. (4.23)
The PDF, in the continuous time approximation, is given by pn(t) = −c
′
n(t),
pn(t) ∝
vn(
β + 12
〈uv2〉
〈uv〉〈v〉 t
)2 . (4.24)
From Eq. (4.24) we make the prediction that as t→∞, pn(t) ∼ t
−2. This prediction is tested
in Sec. 4.4.
4.3 Distribution of Avalanche Sizes
In order to analyze the distribution of avalanche sizes, we define the random variable xn as
the size of an avalanche starting at node n. Let zmn be a random variable which is 1 if node n
excites node m and 0 otherwise, so that zmn = 1 with probability Amn and 0 with probability
1−Amn. Thus
xn = 1 +
∑
m
zmnxm. (4.25)
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From Sec. 4.2.2 and Appendix 4.6, we know that there is a finite probability that an avalanche has
infinite duration, and therefore infinite size, when λ > 1. Therefore, we will restrict our attention
only to the distribution of avalanches that are finite. To study this distribution, we define the
moment generating function
φn(s) ≡ E[e
−sxn |xn <∞]. (4.26)
We now use Eq. (4.25) to derive a relation between the moment generating functions of different
nodes. First, we rewrite the condition xn < ∞ for node n in terms of events applicable to its
neighbors:
xn <∞⇔ ∀m(zmn = 0 or {xm <∞ and zmn = 1}). (4.27)
Using Eq. (4.25) we can rewrite Eq. (4.26) as
φn(s) = e
−sE
[∏
m
e−szmnxm|∀m(Znm and Wnm)
]
. (4.28)
Where we have defined the disjoint events Znm = {zmn = 0} and Wnm = {xm < ∞ and zmn =
1}. Assuming the independence of the random variables xm (consistent with the locally tree-like
assumption used in the previous Section), we can rewrite φn(s) as
φn(s) = e
−s
∏
m
E
[
e−szmnxm |Znm and Wnm
]
. (4.29)
To simplify this expression, we use, denoting by P (·) the probability of an event,
E[e−szmnxm |Znm and Wnm]P (Znm and Wnm) = E[e
−szmnxm|Znm]P (Znm) + E[e
−szmnxm|Wnm]P (Wnm).
(4.30)
Using P (xm <∞) = bm, E[e
−szmnxm|Znm] = 1, and the definition of Amn and φm(s), we get
E[e−szmnxm |Znm and Wnm]P (Znm and Wnm) = (1−Amn) + bnAmnφm(s) (4.31)
Finally, using P (Znm and Wnm) = (1−Amn) + bmAmn, we obtain
E[e−szmnxm |Znm and Wnm] =
(1−Amn) + bmAmnφm(s)
(1−Amn) + bmAmn
, (4.32)
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and inserting this into Eq. (4.29) we obtain one of our main results:
φn(s) = e
−s
∏
m
(1−Amn) + bmAmnφm(s)
(1−Amn) + bmAmn
. (4.33)
Defining gn(s) = φn(s)− 1, and the matrix H with entries
Hmn =
bmAmn
(1−Amn) + bmAmn
. (4.34)
we can rewrite this equation as
1 + gn(s) = e
−s
∏
m
[1 +Hmngm(s)]. (4.35)
Defining the N × N matrix, B = diag(b1, b2, ..., bN ), we have from Eqs. (4.11) and (4.34), that
HB−1 = B−1D. Thus the matrix H is related to the matrix D by a similarity transformation and
thus has the same spectrum. Therefore, we will denote the Perron-Frobenius eigenvalue of H by
λD. Note that λD = λ when λ ≤ 1, since in that case bn = 1 and H = A.
The asymptotic form for the distribution of the sizes of avalanches starting at node n, pn(x),
can be obtained from the asymptotic form of gn(s) as s → 0. Therefore, we study Eq. (4.35) by
assuming gn(s) is small. In order to obtain an analytic expression for the distribution of sizes we
assume, in addition, that the network is close to critical, (λD − 1) ≪ 1. Taking logarithms in
Eq. (4.35) and using the approximation ln(1 + g) ≈ g − g2/2 we obtain
gn(s)−
1
2
gn(s)
2 = −s+
∑
m
Hmngm(s)−
1
2
∑
m
H2mng
2
m(s). (4.36)
As s→ 0 and gn → 0, the leading order terms are gn(s) = −s+
∑
mHmngm(s), or (H
T − I)g = s1,
where g = [g1, g2, . . . , gN ]
T and 1 = [1, 1, . . . , 1]T . When |λD − 1| ≪ 1, and λD is well separated
from the rest of the spectrum of H, as we are assuming, g = s(HT − I)−11 ∼ v, where v is the
left Perron-Frobenius eigenvalue of H (more precisely, we are assuming such a separation for A,
but since A = H when λ = 1 and we are assuming λ − 1 ≪ 1, by continuity the assumption is
valid for H as well). Since v is independent of s, the solution up to first order is approximately
gn(s) = g(s)vn/〈v〉, where the term 〈v〉 =
1
N
∑N
n=1 vn is included to make g(s) independent of
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Figure 4.2: Histograms of avalanche durations shown above for networks of N = 105 nodes with
power law degree distribution, exponent γ = 3.5 with Perron-Frobenius eigenvalues of λ = 0.9 (left),
λ = 1.0 (center) and λ = 1.1 (right). Symbols show the number of avalanches having duration d
from a single simulation of 106, 2 · 106, and 106 avalanches, respectively, from left to right. Dashed
lines provide a reference for the theoretical predictions described in Eqs. (4.7), (4.23), and (4.13).
Note that the vertical position of the dashed lines was chosen arbitrarily. Due to predictions of
exponential decay for the sub- and super-critical cases, the left and right plots are plotted on a
log-linear scale, while the center plot is plotted on a log-log scale to show the power-law decay.
Infinite duration avalanches in the supercritical case (right) are not displayed in the figure.
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Figure 4.3: Histograms of avalanche sizes shown above for networks of N = 105 nodes with power
law degree distribution, exponent γ = 3.5 with Perron-Frobenius eigenvalues of λ = 0.9 (left),
λ = 1.0 (center) and λ = 1.1 (right) on a log-log scale. Symbols show the number of avalanches
having size x from a single simulation of 106, 2 · 106, and 106 avalanches, respectively, from left to
right. Dashed lines provide a reference for the theoretical prediction x−3/2 exp(−x/x∗) described
in Eqs. (4.44) and (4.45). Note that the vertical position of the dashed lines was chosen arbitrar-
ily. Infinite size avalanches in the supercritical case (right) are not represented in the data set.
Agreement between theoretical prediction and measurement is excellent despite finite sample size
noise.
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the normalization of v. For small s, and including the nonlinear terms, we expect the solution of
Eq. (4.36) to be close to this solution, so we set
gn(s) = g(s)〈v〉
−1vn + εn(s), (4.37)
where εn is a small unkown error term. Substituting Eq. (4.37) into Eq. (4.36), using H
Tv = λDv,
and neglecting terms of order εg we get
g(s)〈v〉−1vn + εn(s)−
1
2
g(s)2〈v〉−2v2n = −s+ λg(s)〈v〉
−1vn +
∑
m
Hmnεm(s)− g(s)
2〈v〉−2
1
2
∑
m
H2mnv
2
m.
(4.38)
To eliminate the unknown error term εn, we multiply by the right eigenvector entry un of H and
sum over n. We use Hu = λDu and neglect (λD − 1)εn to get
g(s)〈v〉−1〈uv〉 −
1
2
g(s)2〈v〉−2〈uv2〉 = −s〈u〉+ λDg(s)〈v〉
−1〈uv〉 − g(s)2〈v〉−2
1
2N
∑
n
∑
m
unH
2
mnv
2
m,
(4.39)
where 〈xy〉 ≡ 1N
∑
n xnyn. Equation (4.39) is a quadratic equation for g(s), ag
2 + bg + c = 0, with
a =
∑
n
∑
m un(1−H
2
mn)v
2
m
2N〈uv〉〈v〉
, (4.40)
b = (λD − 1), (4.41)
c = −s
〈u〉〈v〉
〈uv〉
. (4.42)
Solving for g(s) and substituting back into gn(s) = φn(s) − 1 we find, choosing the root that
guarantees gn < 0,
φn(s) = 1 +
−(λD − 1)−
√
(λD − 1)2 + 4sa
〈u〉〈v〉
〈uv〉
2a
vn
〈v〉
(4.43)
The moment generating function in Eq. (4.26) can be interpreted as the Laplace transform of
the distribution of sizes. Taking the inverse Laplace transform we obtain that for large x, the
distribution of sizes pn(x) is approximately given by
pn(x) ∝ x
−3/2 exp(−x/x∗)vn, (4.44)
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where the characteristic size x∗ is given by
x∗ = 4a
〈v〉〈u〉
〈vu〉
(λD − 1)
−2. (4.45)
The distribution of sizes is asymptotically an exponential multiplied by a power law with exponent
−3/2. Such a functional form describes the distribution of the sizes of connected clusters near
the percolation threshold in some network percolation models [69]. In the critical case, when
λ = λD = 1, x
∗ diverges and we recover a power-law distribution with exponent −3/2, which is
the well known exponent for critical branching processes [67]. It is interesting to note that this
exponent, in our model, does not depend on the structure of the network, as opposed to related
percolation models where all nodes with the same degree are considered statistically equivalent [69].
Also note that the quantity a in Eq. (4.45) depends implicitly on λD.
4.4 Numerical Experiments
In this section, we test the theoretical predictions of the previous sections by directly sim-
ulating the process described in Sec. 4.1 on computer-generated networks. We first describe the
processes used to construct networks and simulate avalanches.
Networks were constructed in two steps. First, binary networks (with adjacency matrix
entries Aˆmn ∈ {0, 1}) were constructed via an implementation of the configuration model [50],
using N = 105 nodes, with nodal degrees drawn from a power-law distribution with exponent 3.5,
i.e., the probability that a node has degree k is proportional to k−3.5. Second, each nonzero entry
Aˆmn was given a weight, drawn from a uniform distribution U [0, 1]. We then calculated the Perron-
Frobenius eigenvalue of this weighted matrix λˆ, and multiplied the matrix A by λ/λˆ, resulting in a
matrix A with the desired eigenvalue λ. We simulated avalanches for networks with λ between 0.5
and 1.5, sampling more finely for values close to 1.
Each simulated avalanche was created by first exciting a single network node, chosen uni-
formly at random, and then calculating the size and duration of the resulting avalanche as defined
in Eqs. (4.1) and (4.2). If the resulting avalanche lasted for more than 106 time steps, we considered
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it as having infinite duration and infinite size. In all cases, the initial excitation was included so
that the minimum size was x = 1 and the minimum duration was d = 1. For each subcritical
(λ < 1) and supercritical (λ > 1) case, 106 avalanches were simulated, and for λ = 1, we simulated
2 · 106 avalanches to better sample the very broad distribution of avalanche sizes at criticality.
A brief summary of the predictions of Secs. 4.2 and 4.3 is as follows.The probability of an
avalanche of duration d will decay as λd for subcritical networks (λ < 1), as d−2 for critical networks
(λ = 1), and as λdD for supercritical networks (λ > 1), where λD is the Perron-Frobenius eigenvalue
of matrix (4.34). For avalanche size distributions, when |λD − 1| ≪ 1,. the probability of a finite
avalanche of size x will decay as x−3/2 exp(−x/x∗), where x∗ is a network-specific constant, given
in Eq. (4.45).
In Figs. 4.2 and 4.3 we compare histograms of avalanche durations and sizes obtained from
direct numerical simulations for λ = 0.9 (left), 1.0 (center), and 1.1 (right) with our theoretical
predictions described in the previous paragraph (dashed lines). Note that, since our predictions
allow for an unspecified proportionality constant, the vertical position of the dashed lines was chosen
arbitrarily. In general, we find good agreement between the theoretical predictions of avalanche
duration and size distributions with the histograms observed in the simulations. While the dashed
lines in Figs. 4.2 and 4.3 are appealing to the eye, more quantitative measures of agreement between
theory and experiment are shown in Figs. 4.4 and 4.5.
To numerically test the agreement between theory and experiment for the distribution of
avalanche durations, in Fig. 4.4 we compare the best fit λˆ of the data to p(t) ∝ λˆt, calculated through
a nonlinear least-squares exponential regression on the simulated PDF of avalanche duration, to
our theoretical predictions in Eqs. (4.8) and (4.14) (solid line). The agreement is excellent, though
not exact, over the entire range of λ values simulated.
As a partial test of our theory for the distribution of avalanche sizes, we assume that the form
of the distribution is x−3/2 exp(−x/x∗), and estimate x∗ from the data, which we then compare
with our theoretical prediction in Eq. (4.45). Noting that as λ→ 1, x∗ will diverge, we estimated
1/x∗ via a nonlinear least-squares using Brent’s minimization on the cumulative histogram of the
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Figure 4.4: A comparison of predicted duration decay rates (Eq. (4.7) and Eq. (4.13)) (solid line),
and numerical simulations (solid circles) plotted against λ, the largest eigenvalue of the network
adjacency matrix. Agreement is excellent for both the subcritical and supercritical numerical
simulations.
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Figure 4.5: Testing the prediction that avalanche size x is distributed as x−3/2 exp (−x/x∗), we
compare the theoretical prediction of x∗ (solid line) with x∗ estimated via regression on the largest
10% of avalanches from numerical simulations (solid circles, dashed line). Inset, identical data on
a magnified domain around λ = 1. Agreement is excellent for λ near 1, and decreasingly accurate
for much larger or smaller λ.
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avalanche size data. Since our theory describes only the asymptotic form of the distribution, this
estimate was performed only on the largest 10% of measured data. [Similar results were obtained
using the largest 5%, 1% and 0.1% of data (not shown), but when using more than the largest
10%, the minimizing x∗ value diverged, suggesting that we fit the power-law portion of data at
the expense of the exponential tail.] Figure 4.5 shows our theoretical prediction (solid line) and
the result of the numerical fit to the data (solid circles; the lines are to aid the eye). As shown,
agreement is quite good close to λD = 1 (see the inset of Fig. 4.5), but less accurate for very
subcritical or supercritical networks. The latter is reasonable since the assumption that |λD − 1| is
a small quantity was used in the derivation of Eq. (4.45).
Although Figs. 4.4 and 4.5 demonstrate agreement between theory and measurement for
supercritical networks, that analysis was restricted to finite avalanches. To complement this result,
we compare the predicted fraction of infinite avalanches with the measured fraction, for various
values of λD. The quantity bn in Eq. (4.9) is the fraction of avalanches originating at node n
which will have finite duration and size. In Fig. 4.6, we show the fraction of avalanches that
decay in finite time, averaged over nodes, comparing theory (solid line) with experiment (solid
circles). The theoretical fraction of avalanches is calculated by numerically solving Eq. (4.9) to
find bn, n = 1 . . . , N , and then plotting
∑N
n=1 bn/N as a function of λ. The numerical fraction of
finite avalanches was calculated by simulating 106 avalanches, each one starting at a random node
(out of N = 105 nodes). If an avalanche lasts more than 106 steps, we counted it as an infinite
avalanche. Then, an estimate of bn was calculated as the fraction of finite avalanches starting at
node n. The symbols in Fig. 4.6 show
∑N
n=1 bn/N as a function of λ. Agreement is excellent over
the entire range of λ values tested.
Beyond aggregate statistics, we also test a more subtle prediction of Eq. (4.7). In Sec. 4.2,
we concluded that fn(t) = 1− cn(t), the probability that an avalanche started at node n lasts more
than t steps, scales for large t as fn(t) ∝ λ
tvn, where v is the left Perron-Frobenius eigenvector of
A. Other research in the network adjacency matrix literature has noted that the vector of nodal
out-degrees (in-degrees) is a good approximation for the right (left) dominant eigenvector of A in
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the absence of degree correlations [3]. In this light, our prediction above is understandable: when
there are not degree correlations in the network, a node with a larger right eigenvector entry (and
thus larger out-degree) will tend to produce longer avalanches. Therefore, in order to fully test our
prediction, we created networks with assortative (disassortative) mixing by degree [35], a type of
degree correlation which we measure using the coefficient ρ [3],
ρ =
〈kinn k
out
m 〉e
〈kinn 〉e〈k
out
m 〉e
, (4.46)
where 〈·〉e denotes an average over all edges and k are weighted nodal degrees defined as k
in
n =∑
mAmn and k
out
n =
∑
mAnm. In the absence of degree correlations between connected nodes
〈kinn k
out
m 〉e = 〈k
in
n 〉e〈k
out
m 〉e and ρ = 1. In assortative networks, there exists a positive correlation
(ρ > 1) between the in-degree at node n and the out-degree at node m at the ends of a directed
link from n to m. When the correlation is negative (ρ < 1), the network is called disassortative.
Thus we created Erdo˝s-Re´nyi random networks with N = 104 nodes, and rewired the network via
a link-swapping process (as described in Ref. [3]) until we had very assortative and disassortative
networks (ρ = 1.2 and ρ = 0.8, respectively). Eq. (4.7) implies that in such networks, the tails of
the CDF of avalanches originating at node n will be proportional to the corresponding entry of the
right eigenvector, which may differ significantly from the nodal out-degree. For the a subcritical
network λ = 0.95 with assortativity ρ = 0.8 we plot fn(30) and its corresponding entry in the right
dominant eigenvector vn for each node n, in Fig. 4.7, showing that proportionality is excellent. In
the inset of the same figure we plot fn(30) and against corresponding out-degree k
out
n for each node
n, showing that proportionality to out-degree does not hold. Assortative networks produce the
same effect, but are not shown here.
4.5 Discussion
We have presented an analysis of the asymptotic distributions of the duration and sizes of
avalanches in complex networks. This work is of interest in various applications, most notably
neuroscience and the analysis of power-grid failure cascades. While some of our results, such as
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Figure 4.6: When the Perron-Frobenius eigenvalue λ is larger than one, there is a non-zero proba-
bility of an avalanche starting at node n having infinite duration, as predicted by Eq. (4.9). Here we
average the finite fraction of avalanches originating from node n over all nodes, showing excellent
agreement between the fraction predicted by averaging Eq. (4.9) (solid line) and fraction measured
from simulation (solid circles).
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Figure 4.7: Testing the node-specific prediction of Eq. (4.7), avalanches were simulated on a sub-
critical (λ = 0.95) and disassortative (ρ = 0.8) Erdo˝s Re´nyi random network with N = 104 nodes.
In the large plot, the fraction of avalanches originating at node n that last longer than 30 time
steps, fn(30) is plotted against the corresponding entry in the right Perron-Frobenius eigenvector,
vn. In the inset, the same values fn(30) are plotted against the corresponding out-degree k
out
n . The
eigenvector entry vn does a significantly better job than out-degree k
out
n of predicting the duration
of avalanches originating at node n in disassortative networks (shown) and for assortative networks
(not shown).
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the functional forms for the distributions, are analogous to those found in classical Galton-Watson
branching processes [67] or in mean-field models [69], we emphasize the distinguishing aspects of
our results: (i) We generalize the criterion for criticality to λ = 1, which depends on the topology
of the network in ways that previous mean-field results do not capture; (ii) The parameters of
the asymptotic distributions in the various regimes are affected by the network topology, and our
results allow us to predict how various factors (e.g., network degree distributions, degree-degree
correlations) affect these parameters [e.g., the parameter x∗ in Eq. (4.45) or λD in Eq. (4.13)].
(iii) In contrast to previous studies, our results allow us to predict the statistics of avalanches
generated at a particular node. This might be of critical importance in certain applications where
the adjacency matrix is known or can be inferred (such as the power grid or the Autonomous System
network of the Internet) since one can then allocate resources to prevent avalanches, if so desired,
that start at the nodes which tend to generate the largest avalanches. As shown in Fig. 4.7, the
naive prediction that the nodes with the largest out-degree generate the largest avalanches is not
necessarily true when the networks have nontrivial structure, such as degree-degree correlations.
In developing our theory, we made some assumptions which we now discuss. First, we assumed
that the network was locally tree-like. This allowed us to treat avalanches propagating to the
neighbors of a given node as independent of each other. While this is a good approximation for
the networks we used, it is certainly not true in general. In particular, avalanches propagating
separately from a given node might excite the same node as they grow. The result is that the
number of nodes that the avalanches excite in simulation may be less than what the theory would
predict. In running our simulations, we addressed this issue in two ways: first, we kept track of
the number of times two branches of the same avalanche simultaneously excited the same node
n, finding it to be an increasing function of avalanche size and Perron-Frobenius eigenvalue, yet
still negligible when compared to the total number of excitations. In addition, each time such an
event occurred, we separately generated an avalanche starting from the doubly excited node n and
corrected both the size and duration of the original avalanche by incorporating these additional
avalanches. We found that doing this had no appreciable effect on the measured distributions,
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and so all figures shown in this chapter are produced from simulation data without the additional
compensating avalanches included. This, and the fact that the numerical simulations are described
well by the theory, suggest that the interaction of avalanches propagating to different neighbor nodes
can be safely neglected in the networks studied. The performance of our theory in networks that
are not locally tree-like, such as networks with a high degree of clustering, is left for future research.
Another approximation we used is that the Perron-Frobenius eigenvalue λ is well separated from the
rest of the spectrum. This is a good approximation in networks without well defined communities,
but can break down in networks with strong community structure [57].
Finally, we note that our results show that the experimental signatures of criticality in neural
systems (characterized by a power-law distribution of avalanche sizes and durations with exponents
−3/2 and −2, respectively [5, 7, 23, 22]) are robust to complex underlying network topologies.
4.6 Appendix: probability of finite avalanche durations
In this Appendix we establish that the probability of finite avalanches, under our assumptions,
is always one when λ ≤ 1 (critical and subcritical networks), and becomes less than one when λ > 1
(supercritical networks). These probabilities, bn = limt→∞ cn(t), satisfy the equation
bn =
N∏
m=1
[
(1−Amn) +Amnbm
]
. (4.47)
First, we show that if λ ≤ 1, where λ is the Perron-Frobenius eigenvalue of A, then the only solution
to the equation above is bn = 1. Letting bn = 1− fn, we have for all n
1− fn =
N∏
m=1
[
1−Amnfm
]
. (4.48)
The Weierstrass product inequality, which can be proved by induction on N , states that if cn ∈ [0, 1]
for n = 1, 2, . . . , N , then
∏N
n=1(1 − cn) +
∑N
n=1 cn ≥ 1, with equality only if all the cn are zero,
or all the cn are zero except one of them, which is equal to one. Using the Weierstrass product
inequality,
N∑
m=1
Amnfm ≥ 1−
N∏
m=1
[
1−Amnfm
]
= fn, (4.49)
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with equality only if (i) Amnfm = 0 for all m, or (ii) Amnfm = 0 for all m 6= k and Aknfk = 1 for
some k. If u is the right Perron-Frobenius eigenvector of A, this implies, since uTAT = λuT ,
uTAT f = λuT f ≥ uT f . (4.50)
If there is a nonzero fn, then u
T f > 0 since the Perron-Frobenius eigenvector has positive entries
for irreducible A. Therefore, if λ < 1 we must have fn = 0 for all n. If λ = 1, Eq. (4.50) implies
equality in Eq. (4.49), which implies either (i) Amnfm = 0 for all m, and thus fn = 0 by (4.49),
or (ii) Amnfm = 0 for all m 6= k and Aknfk = 1 for some k, which is impossible since we assumed
that the entries of A are strictly less than one and fk is a probability. Therefore, we must have
fn = 0 if λ = 1, and this argument is valid for any n. Together with the previous argument above,
we conclude that bn = 0 for all n if λ ≤ 1.
Now, we show that if λ > 1 then limt→∞ cn(t) = bn < 1. To show this, we view Eq. (4.4) as
a dynamical system, and note that the analysis of Sec. 4.2.1, applied to the case λ > 1, shows that
the fixed point bn = 1 is linearly unstable. If we show that cn(t) are nondecreasing with t, then
their limit bn must be less than one. We will prove by induction that cn(t + 1) ≥ cn(t) for all n.
First, we have cn(0) = 0 and cn(1) =
∏
m(1−Anm) ≥ 0, so the statement is valid for t = 0. Then,
asume cm(t) ≥ cm(t− 1) for all m and consider cn(t+ 1)/cn(t) (assuming cn(t) > 0):
cn(t+ 1)
cn(t)
=
N∏
m=1
(1−Amn) +Amncm(t)
(1−Amn) +Amncm(t− 1)
.
=
N∏
m=1
[
1 +
Amn(cm(t)− cm(t− 1))
(1−Amn) +Amncm(t− 1)
]
≥ 1, (4.51)
which proves the desired statement. Note that, although from the definition (4.3), it follows that
cn(t) are nondecreasing, this proof is necessary since Eq. (4.4) is an approximation.
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4.7 Appendix: λ > 1→ λD < 1
In this Appendix we argue that the Perron-Frobenius eigenvalue of the similar matrices H and
D is less than one when the Perron-Frobenius eigenvalue of A is greater than one: λ > 1→ λD < 1.
Recall that the matrix D was defined as
Dmn =
bnAmn
(1−Amn) + bmAmn
, (4.52)
where bn, the probability that an avalanche starting at node n is finite, satisfies
bn =
N∏
m=1
[
(1−Amn) +Amnbm
]
. (4.53)
Now, suppose that A is such that λ > 1, and introduce a parameter α ≤ 1 by defining bn(α)
as the bn corresponding to the matrix αA, which satisfies
bn(α) =
N∏
m=1
[
(1− αAmn) + αAmnbm(α)
]
. (4.54)
Now, calculate the derivative of bn(α) with respect to α,
dbn(α)
dα
= bn(α)
N∑
m=1
−Amn +Amnbm(α) + αAmn
dbm(α)
dα
(1− αAmn) + αAmnbm(α)
. (4.55)
Letting µn =
dbn
dα
∣∣
α=1
, and evaluating the expression above at α = 1, we get
µn =bn
N∑
m=1
−Amn +Amnbm +Amnµm
(1−Amn) +Amnbm
(4.56)
=
N∑
m=1
Dmn(bm − 1) +
N∑
m=1
Dmnµm. (4.57)
In matrix form,
(DT − I)µ = DT (1− b), (4.58)
where 1 = [1, 1, . . . , 1]T , b = [b1, b2, . . . , bn]
T , and µ = [µ1, µ2, . . . , µn]
T . Now, left multiply the last
equation by uT , where u is the right Perron-Frobenius eigenvector of D, satisfying uTDT = λDu
T ,
to get
(λD − 1)u
Tµ = λuT (1− b). (4.59)
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If λ > 1, the previous appendix shows that the entries of (1−b) are all positive. Since the Perron-
Frobenius eigenvector u has positive entries as well (assuming A is irreducible), the right hand side
is positive. Now, we argue that the vector µ has nonpositive entries: as α increases, the probability
of an excitation passing between any pair of nodes increases, and thus the probability of having a
finite avalanche can not increase, i.e., dbn/dα ≤ 0. Therefore, the term u
Tµ on the left hand side
must be nonpositive and, since the right hand side is nonzero, it must be negative. Thus, the term
λD − 1 must be negative, that is, λD < 1.
Chapter 5
Concluding Remarks
5.1 Summary of Main Results
Chapters 2, 3, and 4 present original research on the subject of critical dynamics in excitable
networks, covering dynamics driven by an external stimulus (chapters 2 and 3) and avalanches
resulting from a single nodal excitation (chapter 4). In each, the role of the Perron-Frobenius
eigenvalue λ is prominent, and we find many interesting properties related to λ = 1:
(1) λ = 1 characterizes a critical state in which the excitable network exhibits (i) maximal dy-
namic range, regardless of the presence of time delays on network links or varied refractory
states, and (ii) avalanches of activity with no characteristic size or duration scale, with size
x decaying as x−3/2 and duration d decaying as d−2.
(2) For λ < 1, activity under external stimulus tends to decay toward zero, and in the absence of
stimulus, cascades of network activity die out in finite time with probability one. Subcritical
avalanche size decays as x−3/2 exp(−x/x∗), where x∗ is a characteristic size that depends
on spectral properties of the network adjacency matrix A, and duration decays as λd.
(3) For λ > 1, activity under external stimulus may be self-sustaining, and the probability that
cascades of network activity last for infinite time is non-zero. Of those avalanches which
are finite, avalanche size decays as x−3/2 exp(−x/x∗), where x∗ is a characteristic size that
depends on spectral properties of a modified network adjacency matrix (H), and duration
decays as λdH , the largest eigenvalue of H.
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5.2 Key assumptions and their roles
These results were obtained primarily through techniques from dynamical systems, statistical
physics, and network science. In particular, perturbative techniques played a key role in many re-
sults, which dovetailed often with projecting dynamics into the dominant eigenspace of the network
adjacency matrix. As an example from each chapter, refer to the arguments that led to Eqs (2.10),
(3.19), and (4.39). Such techniques rely heavily on the large separation between λ and the rest of
the spectrum of A, Fig. 1.7.
There exist cases when we can not rely on λ to be well-separated from the rest of the spectrum.
In particular, networks with strong community structure have been shown to have multiple large
eigenvalues [57]. If one considers two disconnected networks indexed under a common adjacency
matrix, the spectrum of the matrix is the union of the spectra of each network’s adjacency matrix.
Since eigenvalues are a continuous function of perturbations to the matrix, adding a small number of
connections between these two separate networks, which we could then call “communities,” results
in a combined spectrum with two large eigenvalues. The work presented in this thesis has not been
tested under these conditions, but we speculate that extensions may be possible.
The results in each chapter were also generated under the assumption that networks were
“locally tree-like.” In fact, we may be certain that some short loops exist in the networks that we
generated for simulation. However, there are not many, and the results shown do not seem to be
affected by this deviation, as is the case with many other systems analyzed using tree-based theory
[71]. It is possible to construct pathological examples, however. For instance, consider dynamics
where every node has many refractory states, and for every pair of nodes for which there exists
a link from node m to node n, there is a corresponding link from node n to m. If an excitation
passes from m to n, it can not return immediately in the opposite direction from n back to m,
since node m is unavailable while in a refractory state. In this example, the dynamics is blind to
the presence of the short loops, yet λ is affected by each link regardless, increasing monotocially
with each additional link. Such a system would not be described accurately by the research in this
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thesis.
5.3 Opportunities for future research
Of particular interest is the following puzzle: critical avalanche dynamics are claimed to
occur when the actions of excitatory and inhibitory neurons are balanced [5, 7, 22, 23], yet the
models in this thesis (and other publications [6]) reproduce much of the observed dynamics using
only excitatory nodes. The most straightforward explanation is that the electrodes in experiment
are each in contact with thousands of neurons or more, and therefore each Greenberg-Hastings
cellular automaton corresponds to a population of neurons. As an alternative explanation, there is
experimental evidence that neurons in the cortex operate in functional groups called microcolumns,
so called because each microcolumn spans multiple cortical layers [8]. Figure 5.1 shows a diagram
of a microcolumn, with different cell types labeled in different colors. Figure 5.2 shows a slice
of Nissl-stained cortex in which the striations are microcolumns. Perhaps the cellular automata
considered here correspond to microcolumns. There exist interesting opportunities to investigate
this in more details for both theoreticians and experimentalists.
Although the explanations above may be convincing to some, the work in this thesis could
be extended considerably to explicitly include inhibitory nodes and directly investigate the balance
of excitation and inhibition. When a quiescent node receives stimuli from multiple other excited
nodes, it must decide whether to fire. When inhibition is included in the model, a neuron could
accomodate combinations of excitatory and inhibitory inputs by aggregating them according to
some rule, and subsequently deciding whether to fire. One approach is to let excitatory nodes emit
impulses with positive sign, let inhibitory nodes emit impulses with negative sign, and for a node
that receives impulses to simply add them. The sigmoidal function which takes the sum of inputs
and maps it to an output is called a transfer function [15], commonly occurring in the artificial
neural network literature as well. The effect of different transfer functions in this scenario may also
be of interest.
Finally, we leave open the problem of extension of this work to other neuron models—ideally
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Figure 5.1: Diagram of a cortical “microcolumn” (left) and cell types with diagram of their dif-
fering structure (right), reproduced from [8]. Roman numerals (left) correspond to layers of the
cortex. This particular microcolumn diagram can be found in the primary visual cortex of macaque
monkeys.
Figure 5.2: A Nissl-stained slice of human cortex (upper bank of superior temporal sulcus) shows
striations which correspond to microcolumns spanning multiple cortical layers, reproduced from
[8]. Magnification is ×40.
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those with more biological realism. If the interpretation of the cellular automata considered here
as microcolumns or groups of neurons is correct, then perhaps this extension would be difficult,
since individual neurons can exhibit a wide variety of dynamics such as periodic oscillation and
repeated rapid firing (“bursting”) [15], whereas large groups of cells may not. If the microcolumn
interpretation is incorrect and cellular automata may be used to model individual neurons, the
techniques developed in this thesis and associated publications may be of particular use to that
line of research.
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