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“A vida e´ um estado de esp´ırito.”
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Resumo
As otimizac¸o˜es implementadas em compiladores proporcionam uma melhora significativa
de desempenho dos programas. Em muitos casos, proporcionam tambe´m a reduc¸a˜o do
tamanho do programa. Quase todos os programas em produc¸a˜o sa˜o compilados com
diretivas de otimizac¸a˜o, para obter ma´ximo desempenho.
Para o estudo de novas te´cnicas de otimizac¸a˜o, faz-se necessa´rio um ambiente de testes
no qual essas te´cnicas possam ser incorporadas facilmente. O projeto Xingo´ foi desenvol-
vido com esse intuito. Gerando co´digo C compila´vel, o Xingo´ proporciona facilmente a
verificac¸a˜o do resultado das otimizac¸o˜es implementadas.
Este trabalho mostra a implementac¸a˜o de algumas otimizac¸o˜es em loops no projeto
Xingo´, demonstrando a viabilidade de novas otimizac¸o˜es serem incorporadas. Ale´m disso,
este trabalho analisa o resultado da utilizac¸a˜o de ferramentas dispon´ıveis no mercado
que verificam a corretude de cada uma das otimizac¸o˜es e que avaliam o desempenho do
sistema com as otimizac¸o˜es implementadas.
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Abstract
Software performance is signifcantly improved by the optimizations implemented on the
compilers. In some cases, the compiler optimizations also reduces the size of the software.
It is necessary to have a test environment in order to study the result of optimization
technics. The Xingo´ project was developed with such a concept in mind. By generating
C compilable code, Xingo´ allows easy visualization of the results of new optimization
technics.
This work shows the implementation of some loop optimizations on the Xingo´ pro-
ject, demonstrating that it can incorporate new optimizations. Besides that, this work
shows the results from the usage of available tools that checks each optimization correct-
ness and also tools that analyses the performance of the system with the optimizations
incorporated.
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Cap´ıtulo 1
Introduc¸a˜o
O Xingo´ e´ um projeto que esta´ sendo desenvolvido pelo Laborato´rio de Sistemas de
Computac¸a˜o (LSC ) do Instituto de Computac¸a˜o da Unicamp. O projeto consiste em
um compilador para co´digo escrito em linguagem C. A figura 1.1 mostra como o Xingo´ e´
utilizado.
em "C"
Código
Fonte LCC
em "C"
Código
Gerado
DAGs
Otimizações
XIR
Xingó
Figura 1.1: Visa˜o sisteˆmica do Xingo´
O compilador Xingo´, implementado em C++, tem como entrada um conjunto de dados
em forma de lista de DAGs (Directed Acyclic Graphs), o qual e´ gerado por um compilador
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2 Cap´ıtulo 1. Introduc¸a˜o
chamado LCC a partir do co´digo fonte escrito em C; ou seja, o LCC atua como front-end
para o Xingo´. O LCC e´ um compilador de produc¸a˜o, dispon´ıvel desde 1988.
Em relac¸a˜o a` gerac¸a˜o de co´digo, o Xingo´ utiliza um gerador de gerador de co´digo para
implementar o seu back-end. No contexto deste trabalho, o Xingo´ sera´ configurado para
gerar co´digo ANSI-C como sa´ıda.
O Xingo´ processa a lista de DAGs e as transforma internamente em uma Representac¸a˜o
Intermedia´ria Executa´vel - XIR. Essa representac¸a˜o e´ capaz de extrair e manipular as
informac¸o˜es do co´digo fonte. E e´ nesse ponto que se encaixa o objetivo deste trabalho:
incrementar a manipulac¸a˜o das informac¸o˜es a respeito de func¸o˜es, especialmente as que se
referem a loops, adicionando otimizac¸o˜es no seu algoritmo. Em outras palavras, o objetivo
e´ que as func¸o˜es geradas na sa´ıda do Xingo´ sejam otimizadas.
Isso vai ao encontro de um dos objetivos educacionais do Xingo´, que e´ permitir que
novas otimizac¸o˜es sejam facilmente testadas e estudadas. O co´digo do Xingo´ esta´ estru-
turado de modo a permitir que essas otimizac¸o˜es sejam incorporadas sem grande esforc¸o.
Cabe notar que, atualmente, ja´ existem otimizac¸o˜es implementadas no Xingo´, mas
nenhuma que envolva loops. E´ fato bastante conhecido que a maior parte do tempo
consumido na execuc¸a˜o de um programa esta´ em loops. Assim, e´ de grande valia que
otimizac¸o˜es nessa a´rea sejam implementadas.
Encontra-se facilmente na literatura a descric¸a˜o de uma vasta quantidade de oti-
mizac¸o˜es em loops. Neste trabalho, escolheu-se algumas das mais famosas dessas oti-
mizac¸o˜es para serem implementadas.
1.1 Contribuic¸a˜o
Em resumo, as contribuic¸o˜es deste trabalho sera˜o as otimizac¸o˜es a serem implementadas
inteiramente e a depurac¸a˜o de otimizac¸o˜es existentes que na˜o esta˜o funcionando:
• Loop Fusion (nova)
• Loop Unrolling (nova)
• Loop Collapsing (nova)
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• Loop Unswitching (nova)
• Strength Reduction (existente, mas com problemas)
• Code Motion (existente, mas com problemas)
• Hoisting (existente, mas com problemas)
1.2 Organizac¸a˜o
Este trabalho esta´ organizado da seguinte forma: no Cap´ıtulo 2 sa˜o descritas algumas
definic¸o˜es ba´sicas da a´rea de compiladores, sa˜o apresentados outros compiladores relacio-
nados com o projeto Xingo´ e por final ha´ uma breve descric¸a˜o de cada uma das otimizac¸o˜es
implementadas. O Cap´ıtulo 3 descreve a implementac¸a˜o de cada uma das otimizac¸o˜es,
mostrando funcionamento de cada uma delas e as restric¸o˜es impostas. O Cap´ıtulo 4
mostra o resultado da implementac¸a˜o das otimizac¸o˜es, explicitando visualmente o co´digo
gerado em casos de teste para cada uma delas e tambe´m apresentando resultados de
verificac¸a˜o e de desempenho, para os quais sera˜o utilizadas as ferramentas NullStone, Me-
diaBench e SPEC. Finalmente, o Cap´ıtulo 5 conte´m a conclusa˜o deste trabalho ale´m de
poss´ıveis trabalhos futuros com o intuito de adicionar novas funcionalidades ao Xingo´.
Cap´ıtulo 2
Conceitos Ba´sicos
Este cap´ıtulo esta´ dividido em treˆs partes. Na primeira sera˜o abordadas as definic¸o˜es
ba´sicas da a´rea de compiladores, necessa´rias para o entendimento do resto do texto. Na
segunda parte sera˜o abordados outros compiladores relacionados ao Xingo´. Na u´ltima
parte sera´ apresentada uma descric¸a˜o das otimizac¸o˜es implementadas neste trabalho. Este
cap´ıtulo foi escrito de forma a poder ser lido independentemente das implementac¸o˜es deste
trabalho, por apresentar apenas aspectos gerais da a´rea de compiladores.
2.1 Definic¸o˜es Ba´sicas
Todas as otimizac¸o˜es implementadas neste trabalho envolvem modificac¸o˜es na Repre-
sentac¸a˜o Intermedia´ria (IR)1 do Xingo´. A sec¸a˜o a seguir mostra alguns dos principais
conceitos envolvidos em IRs. A figura 2.1 sera´ usada para ilustrar os conceitos.
y = a + x;
x = x + 1;
if  x<10  goto A;
A B C D
w = 4 * x;
z = x;
if w==8 goto D
w = w + 3;
goto D
r = w % 16;
return b
Figura 2.1: Exemplo de Blocos Ba´sicos
1Do ingleˆs: Intermediate Representation
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2.1.1 Bloco Ba´sico
De acordo com Aho [3], um Bloco Ba´sico e´ uma sequ¨eˆncia de enunciados (instruc¸o˜es)
consecutivos, na qual o controle entra no in´ıcio e deixa no fim, sem uma parada ou
possibilidade de ramificac¸a˜o, exceto ao final. Uma func¸a˜o dentro de um programa e´
composta por um ou mais Blocos Ba´sicos.
A figura 2.1 mostra uma parte de uma func¸a˜o contendo quatro Blocos Ba´sicos: A, B,
C e D. Observe que, no caso do projeto Xingo´, a instruc¸a˜o final de um Bloco Ba´sico e´
sempre uma instruc¸a˜o de desvio.
2.1.2 Ana´lise de Fluxo de Controle
A Ana´lise de Fluxo de Controle se preocupa com a estrutura de Blocos Ba´sicos de uma
func¸a˜o. Ela utiliza Diagramas de Fluxo de Controle (CFG)2, que e´ uma representac¸a˜o da
IR de uma func¸a˜o do co´digo fonte original sob a forma de grafo dirigido; nesse grafo, os
no´s sa˜o os Blocos Ba´sicos (representando computac¸o˜es) e as arestas representam o fluxo
de controle. A figura 2.1 representa um CFG com quatro Blocos Ba´sicos, com arestas
ligando alguns deles.
Dado um CFG, tem-se as seguintes definic¸o˜es:
• Um Bloco Ba´sico B2 e´ sucessor de outro Bloco Ba´sico B1 se existe uma aresta de
B1 para B2.
• B1 e´ predecessor de B2 se B2 e´ sucessor de B1.
Portanto, se B2 e´ sucessor de B1, em uma poss´ıvel sequ¨eˆncia de execuc¸a˜o, o co´digo
de B1 e´ executado e logo em seguida o co´digo de B2 e´ executado. Por exemplo, na figura
2.1, B e´ sucessor de A, C e´ sucessor de B e D e´ sucessor de B e de C.
Por definic¸a˜o, um CFG tem um e somente um no´ de entrada (Header) e um e somente
um no´ de sa´ıda (Tail). Desse modo, qualquer execuc¸a˜o da func¸a˜o representada por um
CFG passa pelo Header e termina no Tail desse CFG. Na figura 2.1, o Bloco Ba´sico A e´
o Header e o Bloco Ba´sico D e´ o Tail.
Usualmente, os Blocos Ba´sicos de uma IR sa˜o numerados. Isso e´ feito na inicializac¸a˜o
dessa IR atrave´s de algoritmos como por exemplo o DFS 3.
2Do ingleˆs: Control Flow Graph
3Do ingleˆs: Deep First Search
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Outras definic¸o˜es importantes sa˜o:
Dominador: um Bloco Ba´sico B1 e´ dominador de outro Bloco Ba´sico B2 se qualquer
percurso, a partir do Header do CFG ate´ B2, passa por B1. Ainda, um Bloco Ba´sico
domina a si mesmo. Na figura 2.1:
• O Bloco Ba´sico A e´ dominador de A, B, C e D
• O Bloco Ba´sico B e´ dominador de B, C e D
• O Bloco Ba´sico C e´ dominador de C
• O Bloco Ba´sico D e´ dominador de D
Po´s-dominador: um Bloco Ba´sico B1 e´ po´s-dominador de outro Bloco Ba´sico B2 se
qualquer percurso, a partir de B2 ate´ o Tail do CFG, passa por B1. Ainda, um
Bloco Ba´sico po´s-domina a si mesmo. Na figura 2.1:
• O Bloco Ba´sico D e´ po´s-dominador de A, B, C e D
• O Bloco Ba´sico C e´ po´s-dominador de C
• O Bloco Ba´sico B e´ po´s-dominador de A e B
• O Bloco Ba´sico A e´ po´s-dominador de A
A maioria das otimizac¸o˜es deste trabalho envolvem loops. Um loop em um CFG, de
acordo com Aho [3], e´ caracterizado por:
• Um ponto u´nico de entrada chamado cabec¸alho, que e´ o Bloco Ba´sico que domina
todos os outros no´s do loop.
• Uma forma de iterar o loop, ou seja, pelo menos um percurso que volte para o
cabec¸alho (caracterizado por uma aresta que parta de algum no´ do loop e que
termine no seu cabec¸alho).
Um loop pode possuir um pre´-cabec¸alho que e´ um Bloco Ba´sico cujo u´nico sucessor
e´ o cabec¸alho do loop. Ale´m disso, as arestas que chegam no cabec¸alho do loop ou sa˜o
provenientes do pro´prio loop ou e´ a proveniente do pre´-cabec¸alho. Muitas vezes o pre´-
cabec¸alho na˜o existe e e´ criado com o intuito de, por exemplo, inicializar alguma varia´vel
de iterac¸a˜o do pro´prio loop.
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2.1.3 Ana´lise de Fluxo de Dados
A Ana´lise de Fluxo de Dados e´ uma outra interpretac¸a˜o da IR na qual sa˜o levados em
conta os valores manipulados pela respectiva func¸a˜o. Dessa ana´lise podem ser tiradas
va´rias informac¸o˜es de como os dados sa˜o alterados ao longo do processamento, que podem
ser apresentados atrave´s de Diagramas de Fluxo de Dados (DFG)4 .
De acordo com Aho [3], as informac¸o˜es de fluxo de dados podem ser coletados
solucionando-se um sistema de equac¸o˜es que determinam informac¸o˜es existentes ao longo
do programa. As principais informac¸o˜es sa˜o:
Definic¸o˜es Incidente: uma definic¸a˜o e´ uma instruc¸a˜o que atribui um valor a uma
varia´vel. Diz-se que uma definic¸a˜o presente em um ponto D do co´digo incide em um
ponto P se existir um percurso de D ate´ P de forma que na˜o haja uma redefinic¸a˜o
da varia´vel definida em D nesse percurso. Se houver essa redefinic¸a˜o em um ponto
X, diz-se que essa definic¸a˜o em X mata a definic¸a˜o original. Por exemplo, na figura
2.2 a definic¸a˜o a = b+ c esta´ dispon´ıvel ate´ o ponto anterior a` definic¸a˜o a = 4 ∗m;
ja´ a definic¸a˜o x = y + z e´ gerada em A e na˜o e´ morta em B.
Definições mortas em B:
a = b + c
b = 1
Definições mortas em A:
nenhuma
x = y + z
a = b + c a = b + c
x = y + z
goto B
Definições geradas em B
b = 1
a = 4 * m a = 4 * m
b = 1
b = x % 2b = x % 2
Definições disponíveis
x = y + z
a = 4 * m
b = x % 2
A
B
Definições geradas em A:
a = b + c
x = y + z
Definições disponíveis:
Figura 2.2: Exemplo de Definic¸o˜es Incidentes
4Do ingleˆs: Data Flow Graph
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As Definic¸o˜es Incidentes podem ser analisadas no contexto dos Blocos Ba´sicos. Uma
definic¸a˜o e´ gerada por um Bloco Ba´sico se ela pertencer a esse Bloco Ba´sico. Se
uma definic¸a˜o e´ gerada em um Bloco Ba´sico e na˜o e´ morta ate´ o final do mesmo,
diz-se que ela esta´ presente na sa´ıda desse Bloco Ba´sico e na entrada de todos os
seus sucessores. Uma definic¸a˜o presente na entrada de um Bloco Ba´sico e que na˜o
e´ morta por ele, tambe´m esta´ presente na sua sa´ıda. A figura 2.2 mostra exemplos
de definic¸o˜es dispon´ıveis na sa´ıda de Blocos Ba´sicos.
Cadeias Uso-Definic¸a˜o: a partir das Definic¸o˜es Incidentes e´ poss´ıvel extrair a in-
formac¸a˜o de Cadeias Uso-Definic¸a˜o, ou cadeias-ud. Dada uma instruc¸a˜o I que
utiliza uma varia´vel X, verifica-se qual a definic¸a˜o incidente que define X e que
incide no ponto imediatamente anterior a I. Esse par ordenado das duas instruc¸o˜es
(a que utiliza X e a que define X para aquele ponto) fazem parte da cadeia-ud da
IR. Ou seja, a cadeia-ud completa de uma IR e´ uma colec¸a˜o de pares ordenados
de instruc¸o˜es. Exemplo: na figura 2.2, o par (b = x%2 , x = y + z) faz parte da
cadeia-ud.
Expressões disponíveis:
b + c
y + z
Expressões disponíveis
y + z
4 * m
x % 2
a = b + c
x = y + z
goto B
a = 4 * m
b = 1
b = x % 2
b + c
y + z
Expressões geradas em A:
nenhuma
Expressões mortas em A:
Expressões mortas em B:Expressões geradas em B
b + c4 * m
x % 2
A
B
Figura 2.3: Exemplo de Expresso˜es Dispon´ıveis
Expresso˜es Dispon´ıveis: uma expressa˜o E, definida em um determinado ponto A e
que utiliza varia´veis x1, x2, . . . , etc., esta´ dispon´ıvel em um ponto B se houver um
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percurso poss´ıvel de A ate´ B e se na˜o houver nenhuma definic¸a˜o das varia´veis xn
nesse percurso. De maneira ana´loga a`s Definic¸o˜es Incidentes, define-se que Blocos
Ba´sicos geram e matam Expresso˜es Dispon´ıveis. Por exemplo, na figura 2.3, a
instruc¸a˜o b = 1 mata a expressa˜o b + c que estava dispon´ıvel ate´ aquele ponto.
Varia´veis Vivas: uma varia´vel esta´ viva na entrada de um Bloco Ba´sico se ela for uti-
lizada nesse Bloco Ba´sico ou se ela estiver presente na sa´ıda deste e na˜o tiver sido
redefinida no mesmo. Ainda, uma varia´vel esta´ viva na sa´ıda de um Bloco Ba´sico
se ela estiver viva na entrada de pelo menos um dos sucessores deste Bloco Ba´sico.
A figura 2.4 mostra va´rios exemplos de varia´veis vivas em um CFG.
a = b + c
x = y + z
A
. . . . .
a = 4 * m
b = x % 2
B
. . . 
C
return
d = 2 * b
x = z
Variáveis vivas na
entrada de C:  z, b
Variáveis vivas na
entrada de B:  m, x, z
Variáveis vivas na
saída de A:  m, x, z, b
Figura 2.4: Exemplo de Varia´veis Vivas
Cadeias Definic¸a˜o Uso: a partir da informac¸a˜o das Varia´veis Vivas e´ poss´ıvel extrair
a informac¸a˜o de Cadeias Definic¸a˜o-Uso, ou cadeias-du. Dada uma instruc¸a˜o I que
defina uma varia´vel X, verifica-se as poss´ıveis utilizac¸o˜es de X a partir da definic¸a˜o
I; entre a definic¸a˜o e os usos na˜o pode haver nenhuma redefinic¸a˜o de X. Desse modo,
a cadeia-du para uma dada definic¸a˜o e´ um conjunto de pares ordenados de instruc¸o˜es
(a definic¸a˜o e um uso). Por exemplo, na figura 2.4, o par (b = x%2,d = 2 ∗ b) faz
parte da cadeia-du.
Varia´veis de Induc¸a˜o: uma definic¸a˜o importante no contexto deste trabalho e´ a de
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varia´veis de induc¸a˜o de um loop. Essas varia´veis sa˜o caracterizadas por serem
incrementadas ou decrementadas de uma constante a cada iterac¸a˜o do loop. Note
que, na˜o necessariamente, uma varia´vel de induc¸a˜o e´ incrementada ou decrementada
em toda iterac¸a˜o de um loop; mas, se o for, sera´ sempre por uma constante.
Uma varia´vel de induc¸a˜o i e´ uma varia´vel ba´sica de induc¸a˜o se todas as instruc¸o˜es
que a definem em um loop forem da forma i = i± c , onde c e´ uma constante. Uma
varia´vel de induc¸a˜o na˜o ba´sica j e´ uma varia´vel cuja definic¸a˜o e´ sempre func¸a˜o linear
de uma varia´vel ba´sica i, da forma: j = c ∗ i + d, onde c e d sa˜o constantes; nesse
caso diz-se que a varia´vel j esta´ associada a` tripla (i, c, d). No exemplo da figura
2.5, as varia´veis i e k sa˜o varia´veis ba´sicas de induc¸a˜o, enquanto que j e´ varia´vel de
induc¸a˜o na˜o-ba´sica.
1 for ( i =0; i< 10 ; i++)
2 {
3 i f ( i == 5)
4 j = 8 ∗ i + 4 ;
5 k += 3
6 }
Figura 2.5: Loop com va´rias varia´veis de induc¸a˜o
Para a determinac¸a˜o de varia´veis de induc¸a˜o de um loop, sa˜o utilizadas tanto in-
formac¸o˜es da Ana´lise do Fluxo de Controle como da Ana´lise do Fluxo de Dados.
Essa determinac¸a˜o e´ importante para se calcular, por exemplo, o nu´mero de iterac¸o˜es
de um loop, fundamental nas otimizac¸o˜es implementadas neste trabalho.
Dependeˆncia de Dados: algumas otimizac¸o˜es deste trabalho utilizam o conceito deDe-
pendeˆncia de Dados. De acordo com Allen eKennedy [10], as principais definic¸o˜es
derivadas desse conceito, envolvendo sempre duas instruc¸o˜es S1 e S2, sa˜o:
• Existe uma dependeˆncia de dados entre S1 e S2 se houver um caminho poss´ıvel
de execuc¸a˜o em que S2 seja executado depois de S1, se ambas referenciarem
uma mesma posic¸a˜o de memo´ria M e se pelo menos uma das instruc¸o˜es escrever
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em M . Um exemplo na figura 2.6 e´ S1 : a = b (linha 1) e S2 : b = m (linha
10).
• Ha´ uma relac¸a˜o de Dependeˆncia de S2 para S1 se S2 ler a posic¸a˜o de memo´ria
que S1 escreveu. E´ tambe´m conhecida como dependeˆncia read-after-write. Um
exemplo, na figura 2.6, e´ S1 : a = b (linha 1) e S2 : m+ = a (linha 4).
• Ha´ uma relac¸a˜o de Anti-Dependeˆncia de S2 para S1 se S1 ler a posic¸a˜o de
memo´ria que S2 vai escrever. E´ tambe´m conhecida como dependeˆncia write-
after-read. Um exemplo na figura 2.6 seria S1 : a = b (linha 1) e S2 : b = m
(linha 10).
• Ha´ uma relac¸a˜o de Dependeˆncia de Sa´ıda de S2 para S1 se S1 e S2 escreverem
na mesma posic¸a˜o de memo´ria. E´ tambe´m conhecida como dependeˆncia write-
after-write. Um exemplo na figura 2.6 seria S1 : a = b (linha 1) e S2 : a = n
(linha 11).
• Se S1 e S2 pertencerem a um loop, se houver uma dependeˆncia de dados de S2
para S1 e se essa dependeˆncia decorrer de acessos a` mesma posic¸a˜o de memo´ria
durante a mesma iterac¸a˜o do loop, a dependeˆncia e´ dita como independente
de loop. Note que essa dependeˆncia de dados pode ser qualquer uma das
treˆs anteriores: dependeˆncia, anti-dependeˆncia ou dependeˆncia de sa´ıda. Um
exemplo na figura 2.6 seria S1 : x[i] = m+ n; (linha 6) e S2 : y[i] = x[i] (linha
7); nesse exemplo, S2 depende de S1, independente de loop, por acessarem a
mesma posic¸a˜o de memo´ria x[i] em uma mesma iterac¸a˜o do loop.
• Se S1 e S2 pertencerem a um loop, se houver uma dependeˆncia de dados
de S2 para S1 e se essa dependeˆncia decorrer de acessos a` mesma posic¸a˜o
de memo´ria durante iterac¸o˜es diferentes do loop, a dependeˆncia e´ dita como
dependente de loop. Novamente, essa dependeˆncia pode ser qualquer uma das
treˆs anteriores: dependeˆncia, anti-dependeˆncia ou dependeˆncia de sa´ıda. Um
exemplo na figura 2.6 seria S1 : x[i] = m + n; (linha 6) e S2 : z[i] = x[i + 1]
(linha 8); nesse exemplo, S2 depende de S1, dependente de loop pois somente
na iterac¸a˜o seguinte a` atual e´ que S2 vai acessar a memo´ria x[i] que S1 escreve
na iterac¸a˜o corrente.
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1 a = b ;
2 for ( i =0; i< 10 ; i++)
3 {
4 m += a ;
5 n ∗= a ;
6 x [ i ] = m + n ;
7 y [ i ] = x [ i ] ;
8 z [ i ] = x [ i +1] ;
9 }
10 b = m;
11 a = n ;
Figura 2.6: Exemplo de dependeˆncia de dados entre instruc¸o˜es
2.2 Compiladores
Os conceitos ba´sicos, vistos na sec¸a˜o anterior, servem de base para o entendimento de
outros compiladores com func¸o˜es similares a` do Xingo´, ou que se relacionam, de alguma
forma, com ele. Alguns desses compiladores sa˜o destacados a seguir.
2.2.1 GCC
Dispon´ıvel desde 1987, o GCC e´ um dos compiladores mais conhecidos e utilizados no
mundo. Ele faz parte do Projeto GNU, objetivando melhorar os compiladores utilizados
nos Sistemas GNU. O desenvolvimento do GCC e´ feito atrave´s de contribuic¸o˜es pu´blicas
de desenvolvedores do mundo todo, havendo verso˜es dispon´ıveis para uso pu´blico sob os
termos da GPL5 no site gcc.gnu.org.
No contexto deste trabalho, o GCC foi utilizado do seguinte modo:
1. Gerador de Co´digo do compilador Xingo´
O co´digo ANSI-C gerado pelo Xingo´ foi compilado pelo GCC para verificar se ele
foi gerado corretamente, sem erros de compilac¸a˜o. Ale´m disso, o programa gerado
pelo GCC foi executado de modo a garantir que o resultado esperado na˜o tenha
sido alterado pelo Xingo´.
2. Paraˆmetro de comparac¸a˜o (Benchmark) do compilador Xingo´
5Do ingleˆs: General Public License
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Foram comparados, atrave´s do NullStone (veja sec¸a˜o 2.2.2 na pa´gina 14), os resulta-
dos da execuc¸a˜o dos co´digos-objetos gerados pela compilac¸a˜o dos seguintes co´digos
pelo GCC :
(a) Co´digo fonte original.
(b) Co´digo ANSI-C gerado pelo Xingo´ a partir do co´digo fonte original.
Para que os resultados sejam compara´veis, e´ necessa´rio que as diretivas de otimizac¸a˜o
doGCC sejam ligadas, principalmente as que se referem a` otimizac¸a˜o em loops. Para
o presente trabalho, as seguintes diretivas foram ligadas: -O3 e -funroll-loops; esta
u´ltima diretiva orienta o GCC a executar a otimizac¸a˜o Loop Unrolling, descrita na
sec¸a˜o 2.3.
A diretiva -O3 e´, na verdade, um conjunto de diretivas, que inclui o conjunto -O2 e
as diretivas -finline-funcions (coloca func¸o˜es como inline), -fweb e -frename-registers
(estas duas u´ltimas tratam de alocac¸a˜o de registradores).
O conjunto -O2 engloba as diretivas do conjunto -O1 e outras diretivas. As diretivas
dos conjuntos -O2 e -O1 que teˆm alguma relac¸a˜o com este trabalho sa˜o: loop-
optimize, rerun-loop-opt, strength-reduce, gcse-lm e gcse-sm. As duas primeiras
sa˜o otimizac¸o˜es gerais em loops, a terceira e´ uma otimizac¸a˜o espec´ıfica descrita na
sec¸a˜o 2.3; as duas u´ltimas sa˜o aplicac¸o˜es da otimizac¸a˜o Common Subexpression
Elimination, que podem atuar sobre loops.
A descric¸a˜o completa das diretivas de otimizac¸a˜o do GCC pode ser encontrada no
manual do GCC [4].
2.2.2 NullStone
O NullStone e´ uma ferramenta de ana´lise automa´tica de desempenho de compiladores.
Desenvolvido pela empresa NullStone Corporation para as linguagens C, C# e Java, tem
como objetivos:
• Testar o maior nu´mero poss´ıvel de otimizac¸o˜es suportadas pelos compiladores e
identificar as otimizac¸o˜es implementadas.
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• Prover testes de regressa˜o que na˜o sa˜o implementados normalmente no desenvolvi-
mento de compiladores.
A metodologia de teste do NullStone pretende melhorar o desempenho de um compi-
lador da seguinte forma:
• Isolando testes de regressa˜o e defeitos;
• Identificando oportunidades de melhorias;
• Estabelecendo um crite´rio de te´rmino de desenvolvimento;
• Provendo detalhes de dados competitivos.
O NullStone tem mais de 6500 testes individuais, cobrindo mais de 40 otimizac¸o˜es
de compiladores. Dentre essas otimizac¸o˜es podemos destacar: Loop Collapsing, Loop
Fusion, Loop Unrolling, Unswitching, Strength Reduction e Hoisting. A descric¸a˜o des-
tas otimizac¸o˜es e das outras 34 podem ser encontradas no site do pro´prio NullStone
(http://www.nullstone.com/htmls/category.htm).
Existem treˆs importantes conceitos estabelecidos pelo NullStone, utilizados para a
verificac¸a˜o da performance de um compilador.
• Ideal Rate: medido em nu´mero de iterac¸o˜es por segundo, mede a taxa que um frag-
mento de co´digo-teste pode ser executado depois que ele foi totalmente otimizado.
Quando maior a taxa, melhor. Deve-se salientar que esse paraˆmetro depende direta-
mente do tamanho do fragmento do co´digo de teste, impossibilitando a comparac¸a˜o
de valores de testes distintos.
• NULLSTONE Rate: medido em nu´mero de iterac¸o˜es por segundo, mede a taxa que
um fragmento de co´digo-teste pode ser executado. Possui as mesmas caracter´ısticas
do Ideal Rate em relac¸a˜o a` comparac¸a˜o entre testes distintos.
• NULLSTONE Ratio: porcentagem entre 0% e 100%, mede a raza˜o entre o NULLS-
TONE Rate e o Ideal Rate. Quanto maior, melhor. Um NULLSTONE Ratio de
100% significa uma otimizac¸a˜o perfeita, indicando que o compilador implementou
a otimizac¸a˜o sendo testada. Um valor de 0% indica erros de compilac¸a˜o ou de
execuc¸a˜o.
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Para o presente trabalho, uma das ana´lises feitas pelo NullStone foi a comparac¸a˜o
da performance do Xingo´ contra ele mesmo com duas configurac¸o˜es distintas: sem as
otimizac¸o˜es implementadas neste trabalho e com as as otimizac¸o˜es implementadas. Deste
modo, foi poss´ıvel verificar, para cada otimizac¸a˜o, qual o ganho ou perda que a sua
implementac¸a˜o acarretou. Para isso, comparou-se a taxa NULLSTONE Rate entre as
duas configurac¸o˜es, para cada tipo de otimizac¸a˜o.
Uma outra ana´lise feita pelo NullStone foi a verificac¸a˜o do grau de implementac¸a˜o
de uma otimizac¸a˜o; em outras palavras, a eficieˆncia da sua implementac¸a˜o. Para isso
utilizou-se a taxa NULLSTONE Ratio, que compara o resultado com uma compilac¸a˜o de
um co´digo ja´ otimizado.
Uma u´ltima ana´lise feita pelo NullStone foi a comparac¸a˜o do Xingo´, com todas as
otimizac¸o˜es implementadas, contra o GCC. Pore´m, esse tipo de comparac¸a˜o deve ser
analisado por otimizac¸a˜o, pois a ana´lise e´ feita atrave´s das taxas de NULLSTONE Rate.
Apesar de o NullStone apresentar uma me´dia geral das taxas de NULLSTONE Rate de
cada otimizac¸a˜o por compilador, na˜o foi recomendado pela pro´pria NullStone que esse
valor fosse usado como uma comparac¸a˜o definitiva, mas apenas para se ter uma ide´ia
geral.
Maiores informac¸o˜es sobre o NullStone podem ser obtidas no site www.nullstone.com,
ou no manual do usua´rio [5].
2.2.3 LANCE
O LANCE, produzido pela empresa Informatic Centrum Dortmund (ICD), e´ uma pla-
taforma de software retargetable de implementac¸a˜o de compiladores C para plataformas
diversas.
O front-end do LANCE compila o co´digo-fonte escrito em ANSI-C89 em uma IR de 3
enderec¸os, a qual e´ independente da plataforma (processador) alvo. Um outro mo´dulo do
LANCE pode realizar as seguintes otimizac¸o˜es independentes de plataforma sobre essa
IR:
• Constant folding
• Constant propagation
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• Copy propagation
• Common subexpression elimination
• Dead code elimination
• Jump optimization
• Loop invariant code motion
• Induction variable elimination
A IR gerada tem dois formatos distintos: um interno e um externo. O formato interno
da IR e´ acess´ıvel atrave´s da biblioteca interna do LANCE. Uma se´rie de ferramentas
possibilitam a visualizac¸a˜o de estruturas dessa IR em forma de grafos, como o CFG e
o DFG. Ale´m disso, a plataforma LANCE proveˆ uma se´rie de APIs 6 e classes C++
para acessar e/ou modificar a IR (por exemplo, implementando novas otimizac¸o˜es). Ja´
o formato externo da IR e´ um co´digo ANSI-C compila´vel, do mesmo modo que o gerado
pelo Xingo´. Esse formato facilita a visualizac¸a˜o das otimizac¸o˜es que foram aplicadas no
co´digo fonte original, facilitando a implementac¸a˜o de novas otimizac¸o˜es e permitindo que
o front-end seja validado.
Por final, LANCE proveˆ ainda a gerac¸a˜o de DFTs7 para cada func¸a˜o do co´digo fonte.
Essas DFTs sa˜o utilizadas como entrada para geradores de geradores de co´digo como
OLIVE ou o IBURG, que sa˜o, portanto, capazes de produzir geradores de co´digo para
uma plataforma espec´ıfica. Ou seja, o LANCE na˜o tem um back-end que gera co´digo de
ma´quina para uma determinada plataforma.
2.3 Descric¸a˜o das Otimizac¸o˜es a Serem Implementa-
das
Os conceitos ba´sicos apresentados servira˜o de base para o entendimento das otimizac¸o˜es
implementadas neste trabalho. Essa sec¸a˜o descreve o objetivo de cada uma dessas oti-
mizac¸o˜es.
6Do ingleˆs: Application Program Interface
7Do ingleˆs: Data Flow Tree
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2.3.1 Loop Fusion
O objetivo da otimizac¸a˜o Loop Fusion e´ aumentar a eficieˆncia de um co´digo atrave´s da
transformac¸a˜o de dois loops em um so´, como no exemplo da figura 2.7.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = c [ i ] ;
4 }
5 for ( i =0; i <10; i++)
6 {
7 b [ i ] = c [ i ] ;
8 }
Loops fundidos
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = c [ i ] ;
4 b [ i ] = c [ i ] ;
5 }
Figura 2.7: Fusa˜o de dois loops
A fusa˜o de dois loops propicia ao compilador explorar poss´ıveis paralelismos entre os
co´digos fundidos como, por exemplo, otimizando a reutilizac¸a˜o de varia´veis e a alocac¸a˜o
de registradores. Explora-se tambe´m a otimizac¸a˜o de acessos a` memo´ria: no exemplo da
figura 2.7, a cada iterac¸a˜o, a varia´vel c[i] so´ e´ lida da memo´ria uma vez, contra duas vezes
nos loops separados. Dessa forma, da´-se oportunidade para que otimizac¸o˜es atuem no
novo co´digo fundido, de modo que este seja mais otimizado do que os co´digos originais.
Uma outra vantagem direta e´ a diminuic¸a˜o de no´s no DFG, diminuindo consequ¨en-
temente o nu´mero de saltos - o que tem impacto direto no desempenho do pipeline do
processador.
Existem restric¸o˜es para a fusa˜o de loops, sendo que as principais sa˜o: ambos os loops
teˆm que ter o mesmo nu´mero de iterac¸o˜es e na˜o pode haver alguns tipos de dependeˆncia
de dados entre eles (isso sera´ detalhado na sec¸a˜o 3.1).
2.3.2 Loop Unrolling
O objetivo da otimizac¸a˜o Loop Unrolling e´ replicar o co´digo interno de um loop um
determinado nu´mero de vezes, diminuindo o nu´mero de iterac¸o˜es. Deste modo, diminui-
se tambe´m a quantidade de incremento das varia´veis de induc¸a˜o, de comparac¸o˜es e de
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saltos ao final do loop. O prec¸o pago e´ o aumento do tamanho do co´digo, conforme
exemplificado na figura 2.8.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = b [ i ] + c [ i ] ;
4 }
Loop replicado
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = b [ i ] + c [ i ] ;
4 i++;
5 a [ i ] = b [ i ] + c [ i ] ;
6 i++;
7 a [ i ] = b [ i ] + c [ i ] ;
8 i++;
9 }
Otimizac¸o˜es
realizadas
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = b [ i ] + c [ i ] ;
4 a [ i +1] = b [ i +1] + c [ i +1] ;
5 a [ i +2] = b [ i +2] + c [ i +2] ;
6 i +=3;
7 }
Figura 2.8: Unrolling de um loop
Uma outra vantagem do Loop Unrolling, similar a` do Loop Fusion, e´ a de que o novo
co´digo replicado tem maiores chances de ser alvo de alguma outra otimizac¸a˜o. O Loop
Unrolling pode, tambe´m, ser bastante eficiente se o sistema explorar paralelismos de
instruc¸o˜es.
A determinac¸a˜o do nu´mero de vezes que o co´digo sera´ replicado, o unroll-factor, e´
decisivo no ganho do Loop Unrolling. Se o valor for muito alto, todo o loop pode na˜o
caber na cache de instruc¸o˜es do processador, diminuindo o desempenho. Por esse mo-
tivo, Davidson e Jinturkar [7] sugerem que o Loop Unrolling seja executado depois de
todas as outras otimizac¸o˜es e, se poss´ıvel, apenas pelo mo´dulo que vai gerar o co´digo de
ma´quina final. Nesse caso, pore´m, deve-se levar em conta que vai se perder a chance de
outras otimizac¸o˜es serem aplicadas apo´s o Loop Unrolling, como por exemplo a Dead Code
Elimination, Constant Propagation, PeepHole e outras.
2.3.3 Loop Collapsing
O objetivo da otimizac¸a˜o Loop Collapsing e´ fundir dois loops aninhados em um so´, con-
forme mostra a figura 2.9.
A vantagem direta dessa otimizac¸a˜o e´ a diminuic¸a˜o do nu´mero de Blocos Ba´sicos. Uma
outra vantagem e´ a diminuic¸a˜o das varia´veis de induc¸a˜o, que ocorre quando a otimizac¸a˜o
consegue mapear a utilizac¸a˜o das varia´veis originais (i e j no exemplo da figura 2.9) para
a nova varia´vel (k na mesma figura).
Uma situac¸a˜o que comumente ocorre sa˜o loops na˜o perfeitamente aninhados, isso e´,
quando ha´ algum co´digo fora do loop mais interno. Knijnenburg [8] sugere algumas
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Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 for ( j =0; j <3; i++)
4 {
5 f ( i , j ) ;
6 }
7 }
Loops colapsados
1 for ( k=0; k<30; i++)
2 {
3 f (k ) ;
4 }
Figura 2.9: Collapsing de dois loops
formas de modificar a estrutura de ambos os loops de forma que eles fiquem perfeita-
mente aninhados. Uma dessas formas foi utilizada na implementac¸a˜o da otimizac¸a˜o Loop
Collapsing, descrita no cap´ıtulo 3.3.
2.3.4 Loop Unswitching
Muitas vezes chamada somente por Unswitching, a otimizac¸a˜o Loop Unswitching tem por
objetivo remover comparac¸o˜es independentes do loop para fora deste, conforme exemplo
da figura 2.10. Nesse exemplo considera-se que a varia´vel x na˜o e´ modificada pelo loop e,
por isso, a comparac¸a˜o e´ dita independente do loop.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 i f (x>0)
4 {
5 f ( ) ;
6 }
7 g ( ) ;
8 }
Loop Unswitching aplicada
1 i f (x>0)
2 {
3 for ( i =0; i <10; i++)
4 {
5 f ( ) ;
6 g ( ) ;
7 }
8 }
9 else
10 {
11 for ( i =0; i <10; i++)
12 {
13 g ( ) ;
14 }
15 }
Figura 2.10: Unswitching de um loop
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O objetivo e´ diminuir o nu´mero de instruc¸o˜es dentro de loop, mesmo que a`s custas
de um aumento no tamanho de co´digo. No exemplo da figura 2.10, no co´digo original, a
comparac¸a˜o if(x > 0) e´ executada em cada iterac¸a˜o, enquanto que no co´digo final essa
comparac¸a˜o e´ executada apenas uma vez.
Um ponto interessante, observado por Reddy [9] e´ que, caso o loop otimizado pela
Loop Unswitching fosse originalmente interior e perfeitamente aninhado com outro loop,
ele deixaria de ser perfeitamente aninhado, o que poderia prejudicar a otimizac¸a˜o de Loop
Collapsing por exemplo. Portanto, a Loop Unswitching deve ser aplicada posteriormente
a essa otimizac¸a˜o.
2.3.5 Loop Peeling
Loop Peeling e´ um processamento feito em um loop para auxiliar outras otimizac¸o˜es,
quebrando esse loop em dois loops consecutivos, conforme exemplifica a figura 2.11. O
objetivo e´ que um dos loops resultantes tenha um determinado nu´mero de iterac¸o˜es, de
modo que ele possa ser alvo de outra otimizac¸a˜o. Por exemplo, se a otimizac¸a˜o Loop
Unrolling calcular um unroll factor = 4 para o loop da figura 2.11, o qual tem 10
iterac¸o˜es, e´ necessa´rio quebrar (fazer o peeling) o loop em um loop de 4 ∗N iterac¸o˜es (8
no caso) e outro do restante (2 no caso); aplica-se enta˜o a otimizac¸a˜o de Loop Unrolling
no loop desejado.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 f ( ) ;
4 }
Peeling aplicado ao loop
1 for ( i =0; i <8; i++)
2 {
3 f ( ) ;
4 }
5 for ( i =8; i <10; i++)
6 {
7 f ( ) ;
8 }
Figura 2.11: Peeling de um loop
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2.3.6 Code Motion
A otimizac¸a˜o Code Motion tem como objetivo mover instruc¸o˜es do interior de um loop
para o seu cabec¸alho, quando elas forem invariantes em relac¸a˜o a`s iterac¸o˜es do loop. O
objetivo e´ o´bvio: diminuir a quantidade de co´digo executada dentro de um loop. No
exemplo da figura 2.12, as instruc¸o˜es m = 4 ∗ n e k = m % 5 na˜o dependem do loop e
podem ser movidas para o seu cabec¸alho; note que a instruc¸a˜o k = m % 5 deve ser movida
apo´s o algoritmo ter detectado que a instruc¸a˜o da qual ele depende (m = 4 ∗ n) pode ser
movida.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 x += a [ i ] ;
4 m = 4 ∗ n ;
5 k = m % 5;
6 }
Apo´s Code Motion
1 m = 4 ∗ n ;
2 k = m % 5;
3 for ( i =0; i <10; i++)
4 {
5 x += a [ i ] ;
6 }
Figura 2.12: Code Motion aplicado um loop
2.3.7 Hoisting
O objetivo da otimizac¸a˜o Hoisting e´ mover expresso˜es do interior de um loop para o
seu cabec¸alho quando elas forem invariantes em relac¸a˜o a`s iterac¸o˜es do loop. Quando a
movimentac¸a˜o for poss´ıvel, uma nova varia´vel local deve ser definida pela expressa˜o no
cabec¸alho do loop e ser utilizada no ponto onde a expressa˜o era definida no seu interior.
No exemplo da figura 2.13, a expressa˜o x + y e´ invariante em relac¸a˜o ao loop e pode ser
movida para o seu cabec¸alho, sendo substitu´ıda pela varia´vel t. Deste modo, economiza-se
o ca´lculo da expressa˜o a cada iterac¸a˜o, a`s custas da utilizac¸a˜o de uma varia´vel a mais.
Note que a otimizac¸a˜o Hoisting e´ muito parecida com a Code Motion, sendo que a
primeira trata de expresso˜es e a u´ltima de instruc¸o˜es. A otimizac¸a˜o Hoisting deve ser
executada depois da Code Motion, para evitar que ela (Hoisting) movimente expresso˜es
de instruc¸o˜es que pudessem ser movimentadas inteiramente pela Code Motion.
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Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 a [ i ] = x + y ;
4 }
Hoisting aplicada
1 t = x + y ;
2 for ( i =0; i <10; i++)
3 {
4 a [ i ] = t ;
5 }
Figura 2.13: Hoisting aplicado a um loop
2.3.8 Strength Reduction
A otimizac¸a˜o Strength Reduction tem como objetivo transformar expresso˜es que envolvem
multiplicac¸a˜o de varia´veis de induc¸a˜o em soma ou subtrac¸a˜o. A vantagem e´ que somas e
subtrac¸o˜es sa˜o instruc¸o˜es que demandam menos ciclos de relo´gio para serem executadas
do que multiplicac¸a˜o. Na figura 2.14, a instruc¸a˜o que define a varia´vel de induc¸a˜o j passa
a ser uma adic¸a˜o no lugar da instruc¸a˜o de multiplicac¸a˜o original; note que foi necessa´rio
inicializar j fora do loop.
Co´digo original
1 for ( i =0; i <10; i++)
2 {
3 j = 4 ∗ i ;
4 a [ j ] += i ;
5 }
Strength Reduction aplicada
1 j = 0 ;
2 for ( i =0; i <10; i++)
3 {
4 a [ j ] += i ;
5 j += 4 ;
6 }
Figura 2.14: Strength Reduction aplicado a um loop
As definic¸o˜es ba´sicas e as noc¸o˜es de otimizac¸o˜es apresentadas neste cap´ıtulo servem
de base para o entendimento das otimizac¸o˜es foco deste trabalho. O pro´ximo cap´ıtulo
descreve como essas otimizac¸o˜es foram implementadas no compilador Xingo´.
Cap´ıtulo 3
Otimizac¸o˜es Implementadas
Os conceitos ba´sicos de Ana´lise de Fluxo de Controle e Ana´lise de Fluxo de Dados, descri-
tos no cap´ıtulo anterior, permitem o entendimento das otimizac¸o˜es deste trabalho, cujas
implementac¸o˜es sa˜o descritas neste cap´ıtulo.
Todas as otimizac¸o˜es foram implementadas no projeto Xingo´ que, apo´s a monta-
gem do CFG e do DFG, executa um loop no qual as otimizac¸o˜es sa˜o chamadas em
uma determinada sequ¨eˆncia. Esse loop termina quando nenhuma otimizac¸a˜o produ-
ziu algum efeito naquela iterac¸a˜o. Para fins de depurac¸a˜o, adicionou-se outro crite´rio
de parada do loop limitando o nu´mero de iterac¸o˜es, definido pela varia´vel de ambiente
XINGO OPTIMIZATION ITER COUNT; se a varia´vel na˜o for definida, o loop so´ pa´ra
pelo primeiro crite´rio.
Algumas das otimizac¸o˜es constantes deste cap´ıtulo foram implementadas com algu-
mas pre´-condic¸o˜es, as quais ou sa˜o mandato´rias para aquela otimizac¸a˜o (denominadas
de ‘condic¸o˜es ba´sicas’) ou foram colocadas para simplificar a implementac¸a˜o (denomina-
das de ‘condic¸o˜es na˜o-ba´sicas’); para esse u´ltimo caso, os poss´ıveis relaxamentos dessas
pre´-condic¸o˜es sa˜o descritos no cap´ıtulo 5.
As otimizac¸o˜es foram implementadas utilizando-se a infra-estrutura existente no Xingo´
a` e´poca do in´ıcio deste trabalho, descritas por Attrot [1] e Fel´ıcio [2]. Foi necessa´rio
ainda a criac¸a˜o de uma classe a mais denominada LoopInfo, cujo intuito foi encapsular
informac¸o˜es a respeito de um determinado loop. As principais func¸o˜es dessa classe sa˜o:
• Calcular e fornecer o nu´mero de iterac¸o˜es do loop
• Adicionar um pre´-cabec¸alho ao loop
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• Determinar e fornecer os Blocos Ba´sicos principais (cabec¸alho e sa´ıdas) do loop
• Determinar e fornecer todos os Blocos Ba´sicos do loop
• Determinar e fornecer as varia´veis de iterac¸a˜o, ba´sicas e na˜o-ba´sicas do loop
• Determinar e fornecer um identificador de um loop que englobe o mesmo, se houver
• Determinar e fornecer poss´ıveis loops aninhados desse loop
• Determinar e fornecer o limite inferior, limite superior e passo da varia´vel de induc¸a˜o
que determina o nu´mero de iterac¸o˜es do loop, se houver.
A implementac¸a˜o dessa classe foi feita pelo Wesley Attrot, o mesmo autor da dis-
sertac¸a˜o [1] utilizada neste trabalho.
3.1 Loop Fusion
A otimizac¸a˜o Loop Fusion, descrita na sec¸a˜o 2.3.1, foi implementada neste trabalho com
algumas restric¸o˜es. Para ilustrar essas restric¸o˜es, sera´ usada como base a figura 3.1, que
mostra dois loops A e B e um co´digo intermedia´rio I entre eles. Note que A, B e I sa˜o
conjuntos formados por um ou mais Blocos Ba´sicos conectados entre si; esses conjuntos
sera˜o ilustrados por elipses, enquanto que quadrados simbolizara˜o Blocos Ba´sicos isolados.
A
B
I
Figura 3.1: Dois loops com co´digo intermedia´rio entre ambos
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As restric¸o˜es que foram utilizadas sa˜o:
• Os loops devem ter o mesmo nu´mero de iterac¸o˜es - condic¸a˜o ba´sica para a fusa˜o.
• Os loops devem ter apenas uma sa´ıda, a qual deve po´s-dominar todos os no´s do
loop(loops tipo for).
• A sa´ıda de A deve dominar o cabec¸alho de B e o cabec¸alho de B deve po´s-dominar a
sa´ıda de A. Isso garante que ambos os loops sejam executados na sequ¨eˆncia esperada
em todos os poss´ıveis caminhos de execuc¸a˜o em que um deles for executado.
• Deve ser poss´ıvel mover o co´digo intermedia´rio I para antes de A ou para depois de
B. Para isso, analisa-se as dependeˆncias de dados entre A e I e entre I e B.
• Na˜o pode haver dependeˆncia de dados de B para A dos tipos Dependeˆncia e Anti-
Dependeˆncia, dependentes ou independentes de loop.
• Se houver varia´veis de induc¸a˜o comuns, o seu incremento deve se dar na mesma
posic¸a˜o nos dois loops. Definiu-se que essa posic¸a˜o so´ pode ser logo no comec¸o do
cabec¸alho ou logo antes da instruc¸a˜o de salto da sa´ıda. Um dos incrementos sera´
eliminado para evitar que a varia´vel seja incrementada duas vezes.
• O nu´mero de iterac¸a˜o dos loops deve ser determina´vel em tempo de compilac¸a˜o.
A transformac¸a˜o de loops tipo while em loops tipo for, executada antes das otimizac¸o˜es
em loops, melhora a eficieˆncia do Loop Fusion por permitir que mais tipos de loops possam
ser fundidos (ver sec¸a˜o 3.8.2).
O sequ¨eˆncia de passos utilizada para implementar essa otimizac¸a˜o foi:
1. Achar o primeiro par de loops A e B que obedece a`s restric¸o˜es descritas acima.
2. Determinar dependeˆncias de I para A e B.
3. Se na˜o houver dependeˆncia entre I e B, mover I para depois de B; sena˜o, mover
I para antes de A (lembrando que os loops obedecem a` restric¸a˜o de que I sempre
pode ser movido, para um lado ou para o outro).
4. Fundir os loops A e B.
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5. Recalcular todo o CFG e DFG apo´s cada fusa˜o.
O reca´lculo do CFG e DFG se faz necessa´rio a cada fusa˜o pois, nesse processo, a
estrutura do CFG e´ alterada; o reca´lculo garante a integridade de todas as estruturas
internas do CFG e do DFG do Xingo´.
(1)
A
PA
I
B
BS
(5)
A
PA
I
B
BS
(4)
A
PA
I
B
BS
(3)
A
PA
I
B
BS
(2)
A
PA
I
B
BS
Figura 3.2: Movimentac¸a˜o do co´digo intermedia´rio entre dois loops
A movimentac¸a˜o do co´digo intermedia´rio I e a fusa˜o de A e B e´ exemplificada pela
figura 3.2, que mostra os loops A e B, o co´digo intermedia´rio I, PA como predecessor de
A e SB como sucessor de B. Nesse exemplo, I sera´ movimentado para depois de B. A
sequ¨eˆncia de passos e´ a seguinte:
1. Estrutura original
2. Desconecta-se B e I de seus sucessores e predecessores.
3. Conecta-se a sa´ıda de B a` entrada de I e a sa´ıda de I a` entrada de SB.
4. Eliminam-se as arestas refluentes de A e de B
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5. Conecta-se a sa´ıda de A a` entrada de B e cria-se a aresta refluente da sa´ıda de B
para a entrada de A, formando o novo loop.
Para o ca´lculo das dependeˆncias de dados, conceito descrito na sec¸a˜o 2.1.3, e´ necessa´rio
verificar as posic¸o˜es de memo´ria que sa˜o lidas e/ou escritas. Existem situac¸o˜es em que
se sabe exatamente quais sa˜o essas posic¸o˜es como, por exemplo, enderec¸os de varia´veis
— que sa˜o fixos; por outro lado, quando se lida com ponteiros, a posic¸a˜o pode na˜o ser
determinada com tanta precisa˜o. Nesses casos, adotou-se a abordagem conservativa de
assumir que, se uma posic¸a˜o de memo´ria pode ser acessada por um ponteiro, enta˜o ela o
sera´.
3.2 Loop Unrolling
Conforme visto na sec¸a˜o 2.3.2, o objetivo da otimizac¸a˜o Loop Unrolling e´ replicar o co´digo
interior a um loop, de modo a diminuir o nu´mero de comparac¸o˜es e saltos na sa´ıda. Esta
otimizac¸a˜o tambe´m foi implementada com algumas restric¸o˜es:
• O loop deve ter apenas uma sa´ıda, a qual deve po´s-dominar todos os no´s do loop(loop
tipo for).
• O nu´mero de iterac¸a˜o do loop deve ser determina´vel em tempo de compilac¸a˜o.
• Deve ser poss´ıvel determinar o unroll-factor que, conforme visto na sec¸a˜o 2.3.2, e´ o
nu´mero de vezes que o loop sera´ replicado.
• O loop na˜o deve ter sido alvo desta otimizac¸a˜o anteriormente.
Para a implementac¸a˜o da u´ltima restric¸a˜o, utilizou-se o recurso da classe Note do com-
pilador Xingo´, que pode conter um texto e que pode ser associada a uma instruc¸a˜o. Apo´s
a otimizac¸a˜o Loop Unrolling, criou-se um Note com o texto “Loop Unrolled” associado a`
primeira instruc¸a˜o do cabec¸alho do loop. No in´ıcio do unrolling de um loop, e´ verificado
se a primeira instruc¸a˜o do cabec¸alho do loop na˜o tem um Note associado com o texto
“Loop Unrolled”; se houver, a otimizac¸a˜o na˜o e´ executada. A primeira instruc¸a˜o de um
Bloco Ba´sico e´ sempre um label, que na˜o e´ apagado por nenhuma otimizac¸a˜o a na˜o ser
que todo o Bloco Ba´sico seja apagado.
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Idealmente, assim como o GCC, o unroll-factor deveria ser fornecido por diretiva de
compilac¸a˜o; em na˜o havendo essa diretiva, ele deveria ser calculado. No momento em que
este trabalho esta´ sendo escrito, na˜o ha´ ainda, no projeto Xingo´, suporte para diretivas
de compilac¸a˜o. Enquanto isso na˜o ocorre, varia´veis de ambiente esta˜o sendo usadas para
suprir essa deficieˆncia. O algoritmo a seguir descreve o ca´lculo do unroll-factor.
Algoritmo 3.1: Ca´lculo do unroll-factor
Entrada:
Valores pre´-definidos para o tamanho da cache de instruc¸o˜es, carregado em
maxLoopSize
Valores pre´-definidos para o tamanho de cada instruc¸a˜o em bytes, carregado em
bytesPerInstruction
Nu´mero de iterac¸o˜es do loop
Nu´mero de instruc¸o˜es do loop
Sa´ıda:
unroll-factor na varia´vel luFactor
Passos:
se varia´vel XINGO LOOP UNROLL FACTOR definida, enta˜o
idealLUfactor ← XINGO LOOP UNROLL FACTOR
sena˜o
se varia´vel XINGO BY TES PER INSTRUCTION definida, enta˜o
bytesPerInstruction ← XINGO BY TES PER INSTRUCTION
se varia´vel XINGO MAX LOOP SIZE definida, enta˜o
maxLoopSize ← XINGO MAX LOOP SIZE
idealLUFactor ← (maxLoopSize / (bytesPerInstruction * num− instrs))
se iteracoes <= idealLUFactor enta˜o
luFactor ← iteracoes
sena˜o se (iteracoes % idealLUFactor) == 0 enta˜o
luFactor ← idealLUFactor
sena˜o
executa Loop Peeling(iteracoes % idealLUFactor)
luFactor ← 0 (na˜o executa o Loop Unrolling agora)
fim
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Pelo algoritmo, a sugesta˜o do valor do unroll-factor e´, primeiramente, obtida de
varia´vel de ambiente; sena˜o, ela e´ calculada a partir do tamanho da cache e do tama-
nho de cada instruc¸a˜o, de modo que o loop desenrolado caiba na cache de instruc¸o˜es do
processador.
Obtida a sugesta˜o do fator (unroll-factor), verifica-se se ele pode ser o fator real a
ser aplicado. A condic¸a˜o e´ que ele deve ser divisor do nu´mero de iterac¸o˜es do loop; se a
divisa˜o na˜o for exata, executa-se o processo de Loop Peeling sobre o loop, tirando para
fora do loop o resto da divisa˜o em questa˜o; geram-se, assim, dois loops sendo que um
deles tera´ exatamente a sugesta˜o do fator como nu´mero de iterac¸o˜es, o que fara´ com que
o unroll-factor seja calcula´vel numa pro´xima tentativa de rodada do Loop Unrolling.
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Figura 3.3: Otimizac¸a˜o de Loop Unrolling sobre um loop
Determinado o unroll-factor, a figura 3.3 descreve os passos do Loop Unrolling de um
loop. Os passos executados no algoritmo para essa otimizac¸a˜o sa˜o:
1. O loop original, composto de um cabec¸alho C, um conjunto de Blocos Ba´sicos I e
uma sa´ıda S. A figura ainda representa o Bloco Ba´sico SS, sucessor de S.
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2. Desconecta-se a sa´ıda S de seu sucessor SS. Replica-se a estrutura do loop N vezes,
onde N e´ o unroll-factor, criando-se N pedac¸os com Blocos Ba´sicos ideˆnticos aos do
loop original, com mesmas instruc¸o˜es e mantendo-se a mesma estrutura de arestas
internas entre Cx, Ix e Sx. As u´nicas poss´ıveis diferenc¸as de instruc¸o˜es sa˜o poss´ıveis
desvios internos que devem ser mapeados para os Blocos Ba´sicos correspondentes
em cada um dos N pedac¸os criados.
3. Encadeiam-se os pedac¸os de loop, ligando-se com arestas a sa´ıda de um conjunto a`
entrada do pro´ximo; nesse ponto, e´ necessa´rio tambe´m modificar a u´ltima instruc¸a˜o
dos blocos Sx de um salto condicional para um salto incondicional, exceto para SN .
O Bloco Ba´sico SN sera´ a sa´ıda do novo loop mantendo-se, portanto, a sua u´ltima
instruc¸a˜o como desvio condicional e tambe´m o destino desse desvio (C), que se
manteve como cabec¸alho no novo loop. Cria-se uma aresta refluente do novo loop
do Bloco Ba´sico SN para C e outra de SN para SS para a manter a mesma sa´ıda
do loop original.
Na˜o ha´ necessidade de alterar o incremento ou decremento das varia´veis de induc¸a˜o
pois elas continuam sendo alteradas em cada um dos N pedac¸os. Por esse mesmo motivo,
a condic¸a˜o de sa´ıda em SN tambe´m na˜o se altera.
3.3 Loop Collapsing
O objetivo da otimizac¸a˜o Loop Collapsing e´ a fusa˜o de dois loops aninhados, conforme
visto na sec¸a˜o 2.3.3. Para ilustrar a implementac¸a˜o dessa otimizac¸a˜o, considere os dois
loops aninhados no co´digo original da figura 3.4 Loop1 e Loop2, cada qual com a sua
varia´vel de induc¸a˜o (i1 e i2) variando de um limite inferior (L1 e L2) a um limite superior
(U1 e U2). Nessa figura, S1, S2 e S3 representam instruc¸o˜es ou conjuntos de instruc¸o˜es,
dentro de um ou mais Blocos Ba´sicos.
A forma mais simples de Loop Collapsing seria se S1 e S3 fossem vazios, de modo que
Loop1 e Loop2 fossem perfeitamente aninhados. Nesse trabalho escolheu-se a forma mais
gene´rica, considerando a existeˆncia de S1 e S3, por abranger um nu´mero maior de casos.
A figura 3.4 mostra a lo´gica da implementac¸a˜o dessa otimizac¸a˜o, enquanto que a figura
3.5 mostra a arrumac¸a˜o dos Blocos Ba´sicos. Nessa otimizac¸a˜o foram seguidos os seguintes
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Co´digo original
1 // Loop1
2 for ( i 1=L1 ; i1<U1 ; i 1++)
3 {
4 S1 ;
5 // Loop2
6 for ( i 2=L2 ; i2<U2 ; i 2++)
7 {
8 S2 ;
9 }
10 S3 ;
11 }
Otimizac¸a˜o Loop Collapsing
aplicada
1 i 1 = L1 ;
2 i 2 = L2 ;
3 for ( k=0; k<((U2−L2 )∗ (U1−L1 ) ) ; k++)
4 {
5 i f (k mod (U2−L2) == 0)
6 {
7 S1 ;
8 }
9 S2 ;
10 i f (k mod (U2−L2) == (U2−L2−1))
11 {
12 S3 ;
13 i 1++;
14 i 2 = L2 ;
15 }
16 else
17 {
18 i 2++;
19 }
20 }
Figura 3.4: Collapsing de dois loops
passos:
1. Criac¸a˜o de uma varia´vel de induc¸a˜o k para o loop resultante.
2. Criac¸a˜o de um pre´-header para o novo loop contendo inicializac¸a˜o das varia´veis de
induc¸a˜o originais i1 e i2 e a nova k.
3. Determinac¸a˜o do nu´mero de iterac¸o˜es do loop resultante como sendo o produto das
iterac¸o˜es dos loops originais.
4. Criac¸a˜o de novos Blocos Ba´sicos para o loop final, ajustando a condic¸a˜o de sa´ıda
para a varia´vel k.
5. Remoc¸a˜o das arestas refluentes dos loops originais e adic¸a˜o da aresta refluente do
novo loop.
6. Remoc¸a˜o dos incrementos das varia´veis de iterac¸a˜o originais i1 e i2 de todos os
pontos do loop original.
7. Submissa˜o da execuc¸a˜o dos conjuntos S1 e S3 e dos novos incrementos das varia´veis
de induc¸a˜o originais i1 e i2 a uma condic¸a˜o dependente da varia´vel k, de modo que
34 Cap´ıtulo 3. Otimizac¸o˜es Implementadas
Loop1
pre-header
S1
S2
S3
Loop1
saida
i1=L1
i2=L2
k=0
Loop2
Loop1
pre-header
if (k mod (U2-L2)== 0
goto S2
S1
S2
if (k mod (U2-L2)==(U2-L2-1))
goto S3
i2++
S3
i1++
i2=L2
Loop1
saida
k++
if (k <= (U1-L1)*(U2-L2))
  goto H
H
removidas todas  
as instruçoes de 
incremento de    
i1 e i2                 
Loop1
Novo Loop
Figura 3.5: Esquema da otimizac¸a˜o Loop Collapsing
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sejam executados nas mesmas quantidades e ordem que eram inicialmente. Para
isso foram criados e inseridos Blocos Ba´sicos com as devidas instruc¸o˜es de salto
condicional e foram ajustadas todas as arestas do grafo.
Essa transformac¸a˜o foi baseada em uma transformac¸a˜o proposta por Knijnen-
burg [11], com a modificac¸a˜o de se utilizar a varia´vel k nas condic¸o˜es de execuc¸a˜o de
S1 e S3. O motivo e´ tentar eliminar as varia´veis de induc¸a˜o originais i1 e i2, mantendo-se
apenas k. Isso so´ sera´ poss´ıvel se S1, S2 e S3 conseguirem ser ajustadas de modo a
dependerem apenas de k e na˜o mais de i1 e i2. Esse tipo de ajuste, contudo, esta´ fora
do escopo da implementac¸a˜o da otimizac¸a˜o Loop Collapsing, devendo ser analisada caso
a caso. Um exemplo dessa situac¸a˜o seria se em S2 houvesse uma varia´vel a[i1][i2]: uma
outra otimizac¸a˜o deveria ser responsa´vel pela transformac¸a˜o em ∗(&a[0][0] + f(k)), onde
f() e´ uma func¸a˜o a ser determinada por essa otimizac¸a˜o.
A transformac¸a˜o descrita acima pode ser explicada da seguinte forma: o primeiro
objetivo e´ ter os dois loops perfeitamente aninhados. Para que isso seja feito, e´ necessa´rio
primeiro colocar S1 e S3 para dentro de Loop2; isso e´ feito executando-se S1 na primeira
iterac¸a˜o de Loop2 e executando-se S3 na u´ltima iterac¸a˜o de Loop2 - da´ı a explicac¸a˜o dos
if ′s mostrados nas figuras. Estando Loop1 e Loop2 perfeitamente aninhados, define-se a
nova varia´vel de induc¸a˜o e os limites desta e fundem-se os loops.
A otimizac¸a˜o Loop Collapsing foi implementada com algumas restric¸o˜es:
• Na˜o pode haver um loop interno a` Loop2; se houver, faz-se o collapsing primeiro
dos loops mais internos.
• Na˜o pode haver outro loop interior a Loop1 mas exterior a Loop2.
• Loop1 e Loop2 devem ser loops tipo for.
• Loop2 deve sempre ser executa´vel, ou seja, seu cabec¸alho deve po´s-dominar o
cabec¸alho de Loop1.
• Ambos os loops devem ter o nu´mero de iterac¸o˜es calcula´veis em tempo de com-
pilac¸a˜o.
• Ambos os loops devem ter apenas uma sa´ıda.
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3.4 Loop Unswitching
Conforme visto na sec¸a˜o 2.3.4, a otimizac¸a˜o Loop Unswitching tem por objetivo mover
instruc¸o˜es de desvio condicional para fora do loop de modo a diminuir o nu´mero de vezes
que elas sera˜o executadas. Essas instruc¸o˜es devem ser independentes do loop para poderem
ser movidas. A figura 3.6 mostra o arranjo feito nos Blocos Ba´sicos para a implementac¸a˜o
dessa otimizac¸a˜o, que seguiu os seguintes passos:
S3S12
if(c)
goto S3
.....
C
S
if(c)
goto CB
PC
S12
goto S2 
.....
CA
SA
S13
goto S3 
.....
CB
SB
X
X
Loop A Loop B
if (...)
goto C 
.....
if (...)
goto CA 
.....
if (...)
goto CB 
.....
Figura 3.6: Esquema da otimizac¸a˜o Loop Unswitching
1. Criac¸a˜o de co´pia do cabec¸alho C e da sa´ıda S do loop para novos Blocos Ba´sicos CB
e SB; os originais sa˜o renomeados para CA e SA apenas para facilitar a compreensa˜o
do grafo resultante.
2. Criac¸a˜o de um pre´-cabec¸alho PC para o loop e movimentac¸a˜o da condic¸a˜o do
cabec¸alho C do loop original para o seu final, ajustando o alvo da condic¸a˜o e as
arestas para CA e CB.
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3. Eliminac¸a˜o das arestas para S3 do LoopA, ajustando a u´ltima instruc¸a˜o de CA.
4. Ajuste das arestas do LoopB para incluir S3 e para ligar SB ao sucessor X do loop
original.
5. Ajuste das instruc¸o˜es de desvio de SA e SB para os respectivos cabec¸alhos.
A otimizac¸a˜o Loop Unswitching foi implementada com algumas restric¸o˜es:
• O loop deve ser do tipo for
• Deve ser poss´ıvel determinar o nu´mero de iterac¸o˜es do loop em tempo de compilac¸a˜o
• A comparac¸a˜o deve ser independente de loop, condic¸a˜o ba´sica para Loop Unswit-
ching.
• A comparac¸a˜o deve ser simples e na˜o um resultado lo´gico de va´rias comparac¸o˜es.
• A comparac¸a˜o deve estar no final do cabec¸alho do loop.
• Na˜o pode haver outra comparac¸a˜o no mesmo n´ıvel da comparac¸a˜o principal descrita
acima. Em outras palavras, a sa´ıda S do loop original tem que ser um Bloco Ba´sico,
na˜o podendo ser um conjunto de Blocos Ba´sicos (se fosse, haveria uma comparac¸a˜o
na entrada desse conjunto no mesmo n´ıvel da comparac¸a˜o principal).
A rigor, o nu´mero de iterac¸o˜es do loop na˜o precisaria ser determinado para essa oti-
mizac¸a˜o, mas o foi apenas a fim de manter uma implementac¸a˜o padronizada para todas
as otimizac¸o˜es e pode ser retirado a qualquer momento.
Um ponto interessante a destacar e´ que essa otimizac¸a˜o melhora o desempenho geral do
co´digo a`s custas do aumento do tamanho deste, pois foram criados va´rios Blocos Ba´sicos
a mais.
3.5 Strength Reduction em Loops
A otimizac¸a˜o Strength Reduction ja´ estava implementada quando do in´ıcio deste trabalho,
pore´m desativada pois na˜o estava funcionando. O trabalho realizado foi o debug da
implementac¸a˜o e pequenas otimizac¸o˜es no algoritmo existente.
O co´digo original foi implementado por Attrot [1], utilizando o seguinte algoritmo:
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Algoritmo 3.2: Strength Reduction
Entrada: Um lac¸o L consistindo em um conjunto de Blocos Ba´sicos
e as varia´veis de induc¸a˜o
para cada varia´vel de induc¸a˜o na˜o-ba´sica j fac¸a
crie uma nova varia´vel s
associe s a j
substitua cada definic¸a˜o de j em L por j ← s
fim
se L na˜o tiver pre´-cabec¸alho enta˜o
crie um pre´-cabec¸alho para L e insira-o no CFG
fim
para cada varia´vel de induc¸a˜o ba´sica a fac¸a
depois de cada definic¸a˜o de a da forma a← a± n em L fac¸a
para cada tripla da forma (a,d,c) que na˜o esteja associada a a fac¸a
j ← varia´vel associada a tripla
s← varia´vel associada a j
crie uma nova instruc¸a˜o da forma s← s + d ∗ n
adicione ao pre´-cabec¸alho de L a instruc¸a˜o s← d ∗ i+ c
fim
fim
fim
O trabalho realizado sobre o co´digo existente foi basicamente:
• A criac¸a˜o do pre´-cabec¸alho do loop so´ e´ feita se houver alguma varia´vel de induc¸a˜o
na˜o-ba´sica determinada no primeiro lac¸o do algoritmo, evitando a criac¸a˜o desne-
cessa´ria de pre´-cabec¸alhos para qualquer loop.
• O segundo lac¸o do algoritmo tambe´m so´ e´ realizado se foi encontrada alguma varia´vel
de induc¸a˜o na˜o ba´sica no primeiro lac¸o.
• Correc¸a˜o de bug da localizac¸a˜o da instruc¸a˜o de incremento das varia´veis de induc¸a˜o
ba´sicas no segundo lac¸o do algoritmo.
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• A instruc¸a˜o s ← s + d ∗ n foi adicionada logo antes do incremento da varia´vel de
induc¸a˜o ba´sica e na˜o depois como estava originalmente. Isso foi feito para diminuir
impacto na otimizac¸a˜o Loop Fusion pois, na maioria dos casos, o incremento da
varia´vel de induc¸a˜o ba´sica e´ a u´ltima instruc¸a˜o do Bloco Ba´sico do loop antes da
instruc¸a˜o de salto (veja a sec¸a˜o 3.1).
3.6 Code Motion
Assim como a otimizac¸a˜o Strength Reduction, a otimizac¸a˜o Code Motion ja´ estava im-
plementada quando do in´ıcio deste trabalho, mas tambe´m desativada pois na˜o estava
funcionando. O trabalho realizado foi o debug da implementac¸a˜o, pequenas otimizac¸o˜es
e correc¸o˜es no algoritmo existente.
O co´digo original tambe´m foi implementado por Attrot [1]. Ele se baseou em dois
algoritmos aqui reproduzidos:
• Detecc¸a˜o das instruc¸o˜es invariantes em relac¸a˜o ao loop, chamada Detecc¸a˜o de
Coˆmputos Loop Invariante:
Algoritmo 3.3: Detecc¸a˜o de Coˆmputos Loop-Invariante
Entrada: Um loop L consistindo em um conjunto de Blocos Ba´sicos.
Sa´ıda: As instruc¸o˜es em L que sa˜o loop-invariantes.
Me´todo:
1. Marque como “invariante” todas as instruc¸o˜es cujos operandos sa˜o todos
constantes ou possuem todas as definic¸o˜es incidentes fora de L.
2. Repita o passo (3) ate´ que nenhuma instruc¸a˜o seja marcada como
loop-invariante.
3. Marque como “invariante” todas as instruc¸o˜es na˜o previamente
marcadas, cujos operandos sa˜o todos constantes, possuem todas as
definic¸o˜es incidentes fora de L, ou que tenham exatamente uma definic¸a˜o
incidente, e esta definic¸a˜o esteja marcada como loop-invariante.
40 Cap´ıtulo 3. Otimizac¸o˜es Implementadas
• Determinac¸a˜o de quais das instruc¸o˜es detectadas acima podem ser movidas para o
cabec¸alho do loop:
1. O Bloco Ba´sico contendo a sentenc¸a loop-invariante deve dominar todos os no´s
de sa´ıda do loop, onde um no´ de sa´ıda e´ aquele que possui um sucessor que na˜o
pertence ao loop.
2. Se uma sentenc¸a loop-invariante I define uma varia´vel v, na˜o deve existir no
loop outra instruc¸a˜o que tambe´m defina v.
3. Se uma sentenc¸a loop-invariante I define uma varia´vel v, enta˜o todos os usos
de v no loop somente podem ser alcanc¸ados por I.
4. Se uma sentenc¸a loop-invariante I define uma varia´vel v, enta˜o o Bloco Ba´sico
contendo I deve dominar todos os Blocos Ba´sicos do loop que contem instruc¸o˜es
fazendo uso de v.
Os itens implementados neste trabalho sobre o co´digo existente foram:
• A regra (1) na˜o e´ necessa´ria caso a sentenc¸a loop-invariante I seja definida em um
Bloco Ba´sico B que na˜o domina a sa´ıda do loop, no caso em que o u´nico uso da
varia´vel v definida por I seja utilizada no pro´prio Bloco Ba´sico B. Essa excec¸a˜o
esta´ documentada por Aho [3].
• Correc¸a˜o de bug : instruc¸o˜es loop-invariantes I que foram assim determinadas por
serem dependentes de outra instruc¸a˜o loop-invariante D so´ devem ser movidas para
o pre´-cabec¸alho se D estiver na lista para ser movida.
• Otimizac¸a˜o: somente criar um pre´-cabec¸alho se o loop ainda na˜o tiver um.
• Otimizac¸a˜o: ao se detectar o na˜o cumprimento de uma das regras de verificac¸a˜o
de mobilidade de uma sentenc¸a para o cabec¸alho do loop, as outras regras na˜o sa˜o
verificadas. Isso reduz bastante o tempo de execuc¸a˜o dessa otimizac¸a˜o.
3.7 Hoisting
Assim como as otimizac¸o˜es Strength Reduction e Code Motion, a otimizac¸a˜o Hoisting ja´
estava implementada quando do in´ıcio deste trabalho, mas tambe´m desativada pois na˜o
3.7. Hoisting 41
estava funcionando. O trabalho realizado foi o debug da implementac¸a˜o, corrigindo um
algoritmo espec´ıfico.
O algoritmo principal da otimizac¸a˜o Hoisting chama um algoritmo secunda´rio cujo
objetivo e´ verificar se uma definic¸a˜o existente em um Bloco Ba´sico B e´ ating´ıvel pela
u´ltima instruc¸a˜o de um Bloco Ba´sico A, dominador de B. O algoritmo original na˜o
funcionava para todos os casos, principalmente quando B fazia parte de um loop, tendo
sido substitu´ıdo pelo algoritmo a seguir:
Algoritmo 3.4:
Entrada: Dois Blocos Ba´sicos A e B, A dominando B, e uma definic¸a˜o D
declarada em B.
Sa´ıda: TRUE se a definic¸a˜o D na˜o e´ morta desde o final de A, FALSE caso
contra´rio.
Me´todo:
para todos os no´s I fac¸a
se I estiver entre A e B (excluindo-se A e B) fac¸a
marque caminho[I]
se B fizer parte de algum loop fac¸a
marque caminho[B]
var1← primeira varia´vel usada em D (se existir)
var2← segunda varia´vel usada em D (se existir)
varDef ←{todas as definic¸o˜es de var1} ∪ {todas as definic¸o˜es de var2}
para todos os no´s I fac¸a
se I tiver alguma definic¸a˜o em varDef fac¸a
marque blkV arDef [I]
se houver algum Bloco Ba´sico marcado em caminho e em blkV arDef fac¸a
retorne FALSE
sena˜o
para cada instruc¸a˜o S do comec¸o B ate´ D fac¸a
se S definir var1 ou var2 enta˜o
retorne FALSE
retorne TRUE
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3.8 Implementac¸o˜es auxiliares
Esta sec¸a˜o descreve as implementac¸o˜es deste trabalho cujo objetivo foi auxiliar algumas
das otimizac¸o˜es.
3.8.1 Loop Peeling
A transformac¸a˜o Loop Peeling, auxiliar de outras otimizac¸o˜es, foi implementada conforme
mostra a figura 3.7. O loop original e´ mostrado na parte da esquerda da figura, composto
pelo cabec¸alho C, pelos no´s internos ao loop L, pelo sucessor do loop LS e pela sa´ıda S,
na qual a condic¸a˜o de sa´ıda e´ if(i < N). A seguir a figura mostra os passos utilizados
para o peeling do loop:
C
S
if (i<N)
goto C
. . .
LS
C
S
if (i<N)
goto C
. . .
LS
C1
S1
if (i<N)
goto C
. . .
C
S
if (i<M)
goto C
. . .
LS
C1
S1
if (i<N)
goto C
. . .
L L LL1 L1
Figura 3.7: Esquema da transformac¸a˜o Loop Peeling
1. Co´pia de toda a estrutura do loop em um segundo loop.
2. Ajuste do grafo:
• Desconexa˜o S - LS
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• Conexa˜o de S com C1, criando as arestas necessa´rias.
• Conexa˜o de S1 com LS, criando as arestas necessa´rias.
• Modificac¸a˜o do valor de comparac¸a˜o da instruc¸a˜o de sa´ıda de S de N para M
O ca´lculo de M e´ feito em func¸a˜o do peeling-factor e dos valores iniciais, finais e de
incremento da varia´vel de iterac¸a˜o i. Por exemplo, um peeling-factor = 2 significa que
o primeiro loop tera´ 2 iterac¸o˜es e o segundo as restantes. Note que na˜o e´ necessa´rio
modificar a comparac¸a˜o de sa´ıda de S1, pois a varia´vel de induc¸a˜o i na˜o foi reinicializada,
o pre´-cabec¸alho do loop original (onde a varia´vel de induc¸a˜o e´ atribu´ıda para o valor
inicial) na˜o foi copiado.
A transformac¸a˜o Loop Peeling foi implementada com algumas restric¸o˜es:
• Loop deve ser do tipo for
• Nu´mero de iterac¸o˜es do loop deve ser calcula´vel em tempo de compilac¸a˜o.
• O nu´mero de iterac¸o˜es deve ser maior do que o peeling-factor, condic¸a˜o ba´sica para
essa transformac¸a˜o.
3.8.2 Transformac¸a˜o de Loops tipo While em Loops tipo For
Na Representac¸a˜o Intermedia´ria Executa´vel do Xingo´, os loops tipo for teˆm uma estrutura
mais fa´cil de manipular do que os loops tipo while. Os dois tipos de loops sa˜o mostrados na
figura 3.8. Em um loop tipo for ha´ um cabec¸alho que domina todos os Blocos Ba´sicos do
loop e uma u´nica sa´ıda que po´s-domina os mesmos Blocos Ba´sicos, enquanto que nos loops
tipo while, o cabec¸alho e a sa´ıda sa˜o o mesmo Bloco Ba´sico. Isso facilita, por exemplo, no
gerenciamento da aresta refluente, que claramente vai da sa´ıda do loop para o cabec¸alho
no tipo for, o que na˜o e´ ta˜o claro no loop tipo while. Em otimizac¸o˜es como Loop Fusion,
Loop Unrolling, Loop Collapsing e Loop Unswitching fica muito mais claro o rearranjo dos
Blocos Ba´sicos quando os loops envolvidos sa˜o do tipo for.
A lo´gica da transformac¸a˜o de um loop tipo while em um loop tipo for e´ mostrada na
figura 3.8. O lado esquerdo dessa figura mostra o loop original, com um cabec¸alho C, um
sucessor do cabec¸alho CS, Blocos Ba´sicos internos ao loop L (se existirem) e o sucessor
do loop como um todo, LS. Os passos utilizados para a transformac¸a˜o foram:
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Loop tipo while
C
LS
CS
L
if (cond0) 
goto CS
...
Loop tipo for
C
LS
CS
L
goto CS
...
S
if (cond1) 
goto C
Figura 3.8: Esquema da transformac¸a˜o de loop tipo while em tipo for
• Criac¸a˜o de um Bloco Ba´sico de sa´ıda S.
• Desconexa˜o de C com LS, modificando-se a condic¸a˜o cond0 de sa´ıda de C para um
desvio incondicional para CS.
• Conexa˜o de todos os Blocos Ba´sicos de L com S.
• Conexa˜o de S com C e com LS.
• Inserc¸a˜o de condic¸a˜o de sa´ıda cond1 em S.
O algoritmo tem pequenas variac¸o˜es dependendo se o loop original era um tipo while
ou um do-while:
• No Xingo´, para um loop ser considerado tipo while, ele deve ter apenas a condic¸a˜o
de comparac¸a˜o cond0 no cabec¸alho C. Nesse caso, a condic¸a˜o cond1 e´ exatamente
a mesma da cond0.
• No Xingo´, para um loop ser considerado tipo do-while, ele deve ter apenas dois
Blocos Ba´sicos (L e´ vazio), sendo que o segundo Bloco Ba´sico (no caso CS) tem
apenas o incremento da varia´vel de induc¸a˜o. Ou seja, em C esta´ toda a lo´gica
do loop e a condic¸a˜o de sa´ıda. Nesse caso, a condic¸a˜o cond1 deve ser a condic¸a˜o
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cond0 ajustada levando-se em considerac¸a˜o que havera´ um incremento da varia´vel
de induc¸a˜o a mais em CS.
A transformac¸a˜o de um loop tipo while para um loop tipo for foi implementada com
algumas restric¸o˜es:
• Nu´mero de iterac¸o˜es do loop deve ser calcula´vel em tempo de compilac¸a˜o e ser maior
do que zero.
• Loop deve ser tipo while ou tipo do-while.
• Loop com apenas uma sa´ıda.
3.8.3 Ca´lculo do Nu´mero de Iterac¸o˜es de um Loop
O ca´lculo do nu´mero de iterac¸o˜es e´ condic¸a˜o ba´sica para qualquer uma das otimizac¸o˜es em
loops implementadas neste trabalho. Por simplicidade, escolheu-se que esse ca´lculo deve
ser feito em tempo de compilac¸a˜o e na˜o em tempo de execuc¸a˜o. Ou seja, essa informac¸a˜o
deve ser poss´ıvel de ser obtida analisando-se o CFG e o DFG de uma func¸a˜o.
Para esse ca´lculo sa˜o necessa´rias as seguintes informac¸o˜es:
• Varia´vel de induc¸a˜o que determina o nu´mero de iterac¸o˜es do loop.
• Valor inicial, final e do incremento/decremento dessa varia´vel de induc¸a˜o.
• Condic¸a˜o de sa´ıda, ou seja, qual instruc¸a˜o de comparac¸a˜o a que a varia´vel de induc¸a˜o
vai ser submetida.
Algumas restric¸o˜es sa˜o impostas a esse ca´lculo. Ou seja, se o loop na˜o obedecer a essas
restric¸o˜es, o seu nu´mero de iterac¸o˜es na˜o sera´ determinado. As restric¸o˜es sa˜o:
• Loop deve ter apenas uma sa´ıda; a varia´vel de induc¸a˜o a ser utilizada e´ a presente
na u´ltima instruc¸a˜o da sa´ıda, que e´ uma comparac¸a˜o com uma constante.
• Deve haver apenas um incremento dessa varia´vel de induc¸a˜o no loop, devendo ser
uma soma ou subtrac¸a˜o por uma constante - varia´vel de induc¸a˜o ba´sica.
46 Cap´ıtulo 3. Otimizac¸o˜es Implementadas
• O incremento da varia´vel de induc¸a˜o ba´sica deve ocorrer em todas as iterac¸o˜es do
loop. Ou seja, o Bloco Ba´sico ao qual a instruc¸a˜o de incremento pertence deve
dominar a sa´ıda do loop.
• Deve haver apenas uma definic¸a˜o da varia´vel de induc¸a˜o que atinja o incremento
desta no loop. Essa definic¸a˜o deve estar fora do loop.
Se o loop satisfizer as condic¸o˜es acima, deve ser poss´ıvel obter o valor inicial I da
varia´vel de induc¸a˜o, o valor de incremento S, o valor de comparac¸a˜o C da instruc¸a˜o de
sa´ıda e qual o opcode dessa instruc¸a˜o. Com base nesses valores, a tabela 3.1 fornece o valor
V do nu´mero de iterac¸o˜es do loop. Note que em alguns casos o valor pode ser ‘infinito’,
significando que o loop nunca vai terminar.
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Destino dentro Destino fora
Opcode do loop do loop
S > 0 S < 0 S > 0 S < 0
JEI (Jump Equal) F1 F1 F2 F2
JNEI (Jump Not Equal) F2 F2 F1 F1
JLTI (Jump Less Than) F3 F4 F5 F6
JGTI (Jump Greater Than) F7 F3 F6 F8
JLEI (Jump Less or Equal Than) F6 F8 F7 F3
JGEI (Jump Greater or Equal Than) F5 F6 F3 F4
Seja :
V = nu´mero de i t e r a c¸ o˜ e s
I = va lor i n i c i a l da v a r i a´ v e l de induc¸a˜o
C = valor de comparac¸a˜o da v a r i a´ v e l de induc¸a˜o
S = va lor do incremento /decremento da va r i a´ v e l de induc¸a˜o
Q = | (C−I ) / S |
R = | (C−I ) % S |
F1 :
i f ( ( I + S) == C) V = 2
else V = 1
F2 :
i f (R == 0) V = Q
else V = i n f i n i t o
F3 :
i f (R == 0) V = Q
else V = Q + 1
F4 :
i f ( I + S >= C) V = 1
else V = i n f i n i t o
F5 :
i f ( I + S >= C) V = i n f i n i t o
else V = 1
F6 :
V = Q + 1
F7 :
i f ( I + S > C) V = i n f i n i t o
else V = 1
F8 :
i f ( I + S > C) V = 1
else V = i n f i n i t o
Tabela 3.1: Determinac¸a˜o do nu´mero de Iterac¸o˜es de um loop
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3.8.4 Melhorias de Otimizac¸o˜es Existentes
Durante a implementac¸a˜o das otimizac¸o˜es Loop Collapsing e Loop Unswitching, deparou-
se com duas situac¸o˜es ilustradas na figura 3.9, as quais foram deixadas pelo algoritmo
utilizado. Foram necessa´rios ajustes em outra otimizac¸a˜o existente (Branch Elimination)
para juntar o Bloco Ba´sico B1 com B3 no primeiro caso e eliminar o Bloco Ba´sico B2 em
ambos os casos.
...
S1
B1
if(c) goto B3
B3
B2
goto B3
...
S3
...
...
S1
S3
B1
(a) Caso 1
...
S1
B1
if(c) goto B3
B3
B2
goto B1
...
S3
...
S1
B1
if(!c) goto B1
B3
...
S3
(b) Caso 2
Figura 3.9: Situac¸o˜es deixadas pelos algoritmos das otimizac¸o˜es Loop Collapsing e Loop
Unswitching
Em ambos os casos, procurou-se primeiramente por Blocos Ba´sicos B2 que tivessem
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apenas uma instruc¸a˜o, que essa instruc¸a˜o fosse um salto incondicional e que tivessem
apenas um predecessor B1. Dado um Bloco Ba´sico B2 que satisfizesse essas condic¸o˜es,
verificou-se outras para cada caso:
• Para o Caso 1, verificou-se se o destino do salto incondicional de B2 era o mesmo
do destino do salto condicional de B1. Satisfeitas as condic¸o˜es, pode-se eliminar B2
conforme exemplificado, fundindo-se as instruc¸o˜es de B1 e B3 em um mesmo Bloco
Ba´sico.
• Para o Caso 2, verificou-se se o destino do salto de B2 era o pro´prio predecessor B1.
Satisfeitas as condic¸o˜es, pode-se eliminar B2 conforme exemplificado, negando-se a
condic¸a˜o de sa´ıda de B1.
Uma outra situac¸a˜o deixada pelos algoritmos foram instruc¸o˜es contendo incremento
de varia´veis de induc¸a˜o, sendo que essa varia´vel na˜o era mais utilizada em nenhuma outra
instruc¸a˜o subsequ¨ente, dentro ou fora do loop. Essas instruc¸o˜es foram removidas atrave´s
da melhoria da otimizac¸a˜o Dead Code Elimination, que passou a remover instruc¸o˜es de
definic¸a˜o de varia´veis cujo u´nico uso fosse a pro´pria instruc¸a˜o. Isso foi verificado atrave´s
da ana´lise da cadeia-ud de cada instruc¸a˜o de definic¸a˜o.
3.8.5 Determinac¸a˜o de Po´s-Dominadores
Conforme visto na sec¸a˜o 2.1.2, um Bloco Ba´sico B1 e´ po´s-dominador de outro Bloco Ba´sico
B2 se qualquer percurso, a partir de B2 ate´ o Tail do CFG, passa por B1. Uma outra
forma de se modelar esse conceito e´ considerar um outro grafo com a mesma estrutura
do CFG original, mas invertendo-se os sentidos de todas as arestas, comec¸ando o fluxo
no Tail e terminando no Header. Se B2 dominar B1 nesse novo grafo, B2 po´s-domina
B1 no CFG original. Assim sendo, o algoritmo para se determinar po´s-dominadores e´
exatamente o sime´trico do utilizado para dominadores (como citado por Aho em [3]),
sendo mostrado a seguir.
Algoritmo 3.5: Calculo de Po´s-Dominadores
Entrada: CFG como um conjunto de no´s N , com Header n0 e Tail nN
Sa´ıda: Conjuntos PD(n), representando os po´s-dominadores de cada no´ n do CFG.
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Passos:
PD(nN)← {nN}
para cada no´ n em N − {nN} fac¸a
PD(n)← N
fim
enquanto houver mudanc¸as em qualquer PD(n) fac¸a
para cada no´ n em N − {nN} fac¸a
PD(n)← {n} ∪ { ∩ PD(j)} onde j sa˜o os sucessores de n
fim
fim
Na˜o ha´ muitos lugares na literatura que mostram explicitamente esse algoritmo. Em
alguns casos foram achados erros como no trabalho de Lin [12], que na˜o inicializou
PD(nN)← {nN}.
Uma controve´rsia existente e´ que a maioria dos autores assume o fato de um no´ po´s-
dominar a si mesmo, mas alguns como Tonella [13] na˜o; no Xingo´ assume-se que sim.
No Xingo´, dominadores e po´s-dominadores de um determinado Bloco Ba´sico sa˜o re-
presentados por BitSets, classe que guarda uma sequ¨eˆncia de bits; assim, se o nesimo
bit do BitSet que representa os po´s-dominadores de um Bloco Ba´sico B for 1, significa
que o Bloco Ba´sico de ı´ndice n e´ po´s-dominador de B. A partir dos po´s-dominadores,
calcula-se tambe´m os conjuntos dos Blocos Ba´sicos po´s-dominados por um Bloco Ba´sico
B, novamente representados por BitSets.
3.8.6 Controle de Execuc¸a˜o das Otimizac¸o˜es
Para todas as otimizac¸o˜es implementadas, foram criadas varia´veis de ambiente que, se
definidas na shell que executa o Xingo´, impedem seletivamente a otimizac¸a˜o de ser exe-
cutada:
XINGO_DO_NOT_RUN_HOISTING
XINGO_DO_NOT_RUN_CODE_MOTION
XINGO_DO_NOT_RUN_STRENGTH_REDUCTION
XINGO_DO_NOT_RUN_LOOP_FUSION
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XINGO_DO_NOT_RUN_LOOP_UNROLLING
XINGO_DO_NOT_RUN_LOOP_COLLAPSING
XINGO_DO_NOT_RUN_LOOP_UNSWITCHING
Essas varia´veis foram criadas para suprir temporariamente a falta de suporte do Xingo´
a diretivas de otimizac¸a˜o. O GCC, por exemplo, tem esse suporte conforme visto na sec¸a˜o
2.2.1. Assim que esse suporte existir no Xingo´, a verificac¸a˜o dessas varia´veis de ambiente
deve ser removida do co´digo. De qualquer maneira, a supressa˜o seletiva de determinadas
otimizac¸o˜es facilitou bastante o desenvolvimento deste trabalho. Por exemplo, em muitos
casos a otimizac¸a˜o Loop Unrolling, por atuar praticamente em todos os loops, dificultava
a visualizac¸a˜o do efeito de outras otimizac¸o˜es.
Outra varia´vel de ambiente criada foi:
XINGO_OPTIMIZATION_ITER_COUNT
Essa varia´vel controla o nu´mero de otimizac¸o˜es que sera˜o rodadas. Existe um loop de
otimizac¸o˜es que e´ executado ate´ que nenhuma otimizac¸a˜o tenha alguma atuac¸a˜o, quando
enta˜o o loop e´ interrompido. Uma outra forma de interromper esse loop e´ atrave´s da
varia´vel acima que, se definida, vai determinar o nu´mero de otimizac¸o˜es que va˜o ser
executaras, independentemente se elas realmente modificaram o co´digo ou na˜o.
Uma outra ferramenta u´til incorporada para monitorar o resultado da execuc¸a˜o das
otimizac¸o˜es foi a seguinte varia´vel de ambiente:
XINGO_DOT
Essa varia´vel, se definida (para qualquer valor) na shell onde o Xingo´ e´ compilado, vai
fazer com que o Xingo´, quando executado, gere arquivos compat´ıveis com a ferramenta
DOT [6], o qual permite ao usua´rio visualizar graficamente o CFG de uma determinada
func¸a˜o.
Este cap´ıtulo descreveu todas as implementac¸o˜es deste trabalho. No pro´ximo cap´ıtulo
sera˜o mostrados os resultados obtidos em termos de corretude e desempenho.
Cap´ıtulo 4
Avaliac¸o˜es e Resultados
O objetivo deste cap´ıtulo e´ mostrar o resultado das otimizac¸o˜es implementadas neste
trabalho, descritas no cap´ıtulo anterior. Para cada otimizac¸a˜o sera´ mostrado um co´digo
original e o respectivo resultado do processamento do Xingo´.
Para melhor ilustrar o efeito de algumas otimizac¸o˜es, as diretivas de compilac¸a˜o de
desativac¸a˜o de outras otimizac¸o˜es podem ter sido ativadas, o que sera´ descrito caso a
caso. O exemplo mais comum e´ a diretiva XINGO DO NOT RUN LOOP UNROLLING,
ativada na maioria dos casos para que a otimizac¸a˜o Loop Unrolling na˜o prejudicasse o
entendimento da atuac¸a˜o da otimizac¸a˜o em questa˜o.
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4.1 Loop Fusion
A figura 4.1 mostra a fusa˜o de dois loops pelo Xingo´. Ha´ dois loops no co´digo original
com 5 iterac¸o˜es cada, sendo o primeiro da linha 5 a` linha 8 com varia´vel de induc¸a˜o i e
o segundo da linha 10 a` linha 13 com varia´vel de induc¸a˜o j. O loop resultante da fusa˜o
tem 5 iterac¸o˜es (mesmo nu´mero de iterac¸o˜es dos loops originais) e e´ composto apenas pelo
Bloco Ba´sico B2, tendo o Bloco Ba´sico B1 como cabec¸alho e tendo a instruc¸a˜o da linha 20
como condic¸a˜o de retorno. Os loops no co´digo original teˆm varia´veis de induc¸a˜o diferentes
(i e j), o que forc¸a haver o incremento de ambas as varia´veis no co´digo resultante, nas
linhas 17 e 19.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int f ( int x , int y )
2 {
3 int i , j , k ;
4
5 for ( i=0 ; i< 5 ; i++)
6 {
7 x += i ;
8 }
9
10 for ( j=0 ; j< 5 ; j++)
11 {
12 y += j ;
13 }
14
15 p r i n t f ( ”A %d” , x , y ) ;
16
17 return x + y ;
18 }
Loops fundidos pelo Xingo´
1 int f ( int x , int y )
2 {
3
4 int t53 ;
5 const void∗ t48 ;
6 int t58 ;
7 int i ;
8 int j ;
9 H:
10 goto B1 ;
11 B1 :
12 i = 0 ;
13 j = 0 ;
14 goto B2 ;
15 B2 :
16 x = x + i ;
17 i = i + 1 ;
18 y = y + j ;
19 j = j + 1 ;
20 i f ( j < 5 ) goto B2 ;
21 B3 :
22 t48 = & C12 ;
23 t53 = p r i n t f ( t48 , x , y ) ;
24 t58 = x + y ;
25 return t58 ;
26 goto T;
27 T:
28 ;
29 }
Figura 4.1: Demonstrac¸a˜o da fusa˜o de dois loops
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4.2 Loop Unrolling
A figura 4.2 mostra a otimizac¸a˜o Loop Unrolling atuando sobre um loop de 2 iterac¸o˜es,
da linha 4 a` linha 8. O loop resultante da otimizac¸a˜o Loop Unrolling e´ formado pelo
Bloco Ba´sico B2, tendo B1 como pre´-cabec¸alho. O co´digo original e´ replicado no Bloco
Ba´sico B2 de modo que fiquem 2 co´pias consecutivas do mesmo: a primeira co´pia vai
da linha 17 a` 20 e a segunda co´pia, da linha 21 a` 24. Como a varia´vel de induc¸a˜o i e´
incrementada duas vezes, o loop vai ser executado uma so´ vez, executando as duas co´pias
do loop original. Neste caso, como o loop foi desenrolado totalmente, a comparac¸a˜o da
linha 25 na˜o faz mais sentido e poderia ser eliminada por outra otimizac¸a˜o, como a Dead
Code Elimination.
Co´digo original
1 int f ( int x , int y )
2 {
3 int i ;
4 for ( i=0 ; i< 2 ; i++)
5 {
6 p r i n t f ( ”N = %d” , x ) ;
7 x += i + i ;
8 }
9 return x+y ;
10 }
Loop desenrolado pelo Xingo´
1 stat ic char C8 [ ] = ”N = %d” ;
2 int f ( int x , int y )
3 {
4 int i ;
5 int t21 ;
6 const void∗ t11 ;
7 int t45 ;
8 int t14 ;
9 const void∗ t33 ;
10 H:
11 goto B1 ;
12 B1 :
13 i = 0 ;
14 t11 = & C8 ;
15 goto B2 ;
16 B2 :
17 t14 = p r i n t f ( t11 , x ) ;
18 t21 = i + i ;
19 x = x + t21 ;
20 i = i + 1 ;
21 t14 = p r i n t f ( t11 , x ) ;
22 t21 = i + i ;
23 x = x + t21 ;
24 i = i + 1 ;
25 i f ( i < 2 ) goto B2 ;
26 B3 :
27 t45 = x + y ;
28 return t45 ;
29 goto T;
30 T:
31 ;
32 }
Figura 4.2: Demonstrac¸a˜o do unrolling de um loop
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4.3 Loop Collapsing
A figura 4.3 mostra a otimizac¸a˜o Loop Collapsing atuando sobre os loops no co´digo ori-
ginal. O loop mais externo tinha 2 iterac¸o˜es e o mais interno 3, o que resulta no loop
gerado pelo Xingo´ com 6 iterac¸o˜es, formado pelo Bloco Ba´sico B2. Foi definida uma nova
varia´vel de induc¸a˜o t48, enquanto que as originais i e j foram removidas por na˜o serem
mais utilizadas.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int main ( int argc , char∗∗ argv )
2 {
3 int i , j , k , t ;
4
5 t=0;
6 for ( i =1; i <=2; i++)
7 {
8 for ( j =3; j <10; j+=3)
9 {
10 t++;
11 }
12 }
13 p r i n t f ( ”T = %d\n” , t ) ;
14 return 0 ;
15 }
Loops colapsados pelo Xingo´
1 stat ic char C11 [ ] = ”T = %d\n” ;
2 int main ( int argc , char∗∗ argv )
3 {
4 const void∗ t38 ;
5 int t ;
6 int t48 ;
7 int t41 ;
8 H:
9 goto B1 ;
10 B1 :
11 t = 0 ;
12 t48 = 0 ;
13 goto B2 ;
14 B2 :
15 t = t + 1 ;
16 t48 = t48 + 1 ;
17 i f ( t48 < 6 ) goto B2 ;
18 B3 :
19 t38 = & C11 ;
20 t41 = p r i n t f ( t38 , t ) ;
21 return 0 ;
22 goto T;
23 T:
24 ;
25 }
Figura 4.3: Demonstrac¸a˜o do collapsing de dois loops aninhados
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4.4 Loop Unswitching
A figura 4.4 mostra a otimizac¸a˜o Loop Unswitching atuando sobre o loop no co´digo origi-
nal. A transformac¸a˜o resultou em dois loops, implementados respectivamente pelos Blocos
Ba´sicos B2 e B4. Ambos rodam sujeitos a` condic¸a˜o if(argc == 1) na linha 17, que estava
dentro do loop original na linha 6.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int main ( int argc , char∗∗ argv )
2 {
3 int i , j ;
4 for ( i=0 ; i< 5 ; i++)
5 {
6 i f ( argc != 1)
7 {
8 p r i n t f ( ”argv = %s \n” ,
9 argv [ 0 ] ) ;
10 }
11 else
12 {
13 p r i n t ( ” argc = 1\n” ) ;
14 }
15 }
16 return 0 ;
17 }
Loop unswitched pelo Xingo´
1 stat ic char C11 [ ] = ” argc = 1\n” ;
2 stat ic char C9 [ ] = ”argv = %s\n” ;
3 int main ( int argc , char∗∗ argv )
4 {
5 void∗ t24 ;
6 const void∗ t18 ;
7 int t25 ;
8 int i ;
9 void∗ t21 ;
10 int t22 ;
11 H:
12 goto B1 ;
13 B1 :
14 i = 0 ;
15 t24 = & C11 ;
16 t18 = & C9 ;
17 i f ( argc == 1 ) goto B4 ;
18 B2 :
19 t21 = ∗ ( ( char∗∗) argv ) ;
20 t22 = p r i n t f ( t18 , t21 ) ;
21 i = i + 1 ;
22 i f ( i < 5 ) goto B2 ;
23 B3 :
24 goto B5 ;
25 B4 :
26 t25 = pr i n t ( t24 ) ;
27 i = i + 1 ;
28 i f ( i < 5 ) goto B4 ;
29 B5 :
30 return 0 ;
31 goto T;
32 T:
33 ;
34 }
Figura 4.4: Demonstrac¸a˜o do unswitching de um loop
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4.5 Strength Reduction
A figura 4.5 mostra a otimizac¸a˜o Strength Reduction atuando sobre o loop no co´digo
original. A otimizac¸a˜o atuou sobre a varia´vel de induc¸a˜o j, na˜o ba´sica, da famı´lia da
varia´vel de induc¸a˜o ba´sica i. A atribuic¸a˜o j = 5 ∗ i + 43 (linha 7) foi modificada: a
varia´vel j, substitu´ıda por t40 pelo Xingo´, foi inicializada com valor 43 no pre´-cabec¸alho
do loop (Bloco Ba´sico B1, linha 13) e incrementada de 5 a cada iterac¸a˜o (linha 17) no
corpo do loop (Bloco Ba´sico B2), na˜o mais utilizando a operac¸a˜o de multiplicac¸a˜o.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int main (char∗∗ argv , int argc )
2 {
3 int a [ 2 1 ] ;
4 int i , j , k ;
5 for ( i = 0 ; i < 5 ; i = 1 + i )
6 {
7 j = 5 ∗ i + 43 ;
8 p r i n t f ( ” j = %d\n” , j ) ;
9 }
10 return 0 ;
11 }
Loop unswitched pelo Xingo´
1 stat ic char C7 [ ] = ” j = %d\n” ;
2 int main (char∗∗ argv , int argc )
3 {
4 int i ;
5 int t40 ;
6 const void∗ t20 ;
7 int t23 ;
8 H:
9 goto B1 ;
10 B1 :
11 i = 0 ;
12 t20 = & C7 ;
13 t40 = 43 ;
14 goto B2 ;
15 B2 :
16 t23 = p r i n t f ( t20 , t40 ) ;
17 t40 = t40 + 5 ;
18 i = i + 1 ;
19 i f ( i < 5 ) goto B2 ;
20 B3 :
21 return 0 ;
22 goto T;
23 T:
24 ;
25 }
Figura 4.5: Demonstrac¸a˜o de Strength Reduction em um loop
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4.6 Code Motion
A figura 4.6 mostra a otimizac¸a˜o Code Motion atuando sobre o loop no co´digo original.
A atribuic¸a˜o original j = argc + 5 na linha 6 e´ independente de loop, tendo sido movida
para o pre´-cabec¸alho deste (Bloco Ba´sico B1, linha 13). Nesse caso, o Xingo´ trocou a
varia´vel original j por t15, mas manteve o comportamento.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int main (char∗∗ argv , int argc )
2 {
3 int i , j ;
4 for ( i = 20 ; i < 30 ; i +=10)
5 {
6 j = argc + 5 ;
7 p r i n t f ( ”LoopA\n” ) ;
8 }
9 return ( i+j ) ;
10 }
Loop unswitched pelo Xingo´
1 stat ic char C7 [ ] = ”LoopA\n” ;
2 int main (char∗∗ argv , int argc )
3 {
4 int t15 ;
5 const void∗ t17 ;
6 int t32 ;
7 int i ;
8 int t18 ;
9 H:
10 goto B1 ;
11 B1 :
12 i = 20 ;
13 t15 = argc + 5 ;
14 t17 = & C7 ;
15 goto B2 ;
16 B2 :
17 t18 = p r i n t f ( t17 ) ;
18 i = i + 10 ;
19 i f ( i < 30 ) goto B2 ;
20 B3 :
21 t32 = i + t15 ;
22 return t32 ;
23 goto T;
24 T:
25 ;
26 }
Figura 4.6: Demonstrac¸a˜o da otimizac¸a˜o Code Motion de um loop
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4.7 Hoisting
A figura 4.7 mostra a otimizac¸a˜o Hoisting atuando sobre o loop no co´digo original. A
atuac¸a˜o se deu sobre a expressa˜o i+ = x ∗ y na linha 8 do co´digo original: a expressa˜o
x ∗ y foi calculada no pre´-cabec¸alho do loop (Bloco Ba´sico B1, linha 13), armazenada na
varia´vel t48 e utilizada no interior do loop (linha 16 do Bloco Ba´sico B2), evitando o seu
reca´lculo a cada iterac¸a˜o.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original
1 int main ( int argc , char∗∗ argv )
2 {
3 int i , x , y ;
4 x = argc ;
5 y = x << 4 ;
6 for ( i =0; i <=2; i++)
7 {
8 i += x ∗ y ;
9 }
10 return i ;
11 }
Loop unswitched pelo Xingo´
1 int main ( int argc , char∗∗ argv )
2 {
3
4 int t14 ;
5 int t29 ;
6 int t48 ;
7 int i ;
8 H:
9 goto B1 ;
10 B1 :
11 t14 = argc << 4 ;
12 i = 0 ;
13 t48 = argc ∗ t14 ;
14 goto B2 ;
15 B2 :
16 t29 = i + t48 ;
17 i = t29 + 1 ;
18 i f ( i <= 2 ) goto B2 ;
19 B3 :
20 return i ;
21 goto T;
22 T:
23 ;
24 }
Figura 4.7: Demonstrac¸a˜o da otimizac¸a˜o Hoisting de um loop
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4.8 Transformac¸a˜o de Loops tipo While em Loops
tipo For
A figura 4.8 mostra a transformac¸a˜o de while-to-for atuando sobre o loop tipo while
no co´digo original. O loop gerado pelo Xingo´ e´, claramente, do tipo for, pois tem um
cabec¸alho B2 onde comec¸a o loop e para onde vem a aresta refluente da sa´ıda B4; a
caracterizac¸a˜o de B4 como Bloco Ba´sico de sa´ıda se deve a` comparac¸a˜o da varia´vel de
induc¸a˜o na linha 20 e por ser o u´nico Bloco Ba´sico a ter um sucessor fora do loop (B5).
O loop resultante e´ formado pelos Blocos Ba´sicos B2, B3 e B4.
Neste exemplo, a varia´vel de ambiente XINGO DO NOT RUN LOOP UNROLLING
foi ativada para evitar a otimizac¸a˜o Loop Unrolling.
Co´digo original - loop tipo while
1 int main ( int argc , char∗∗ argv )
2 {
3 int i = 0 ;
4 while ( i< 9)
5 {
6 i f ( i > 5)
7 {
8 p r i n t f ( ” i >5\n” ) ;
9 }
10 i +=2;
11 }
12 return 0 ;
13 }
Loop transformado em while pelo
Xingo´
1 stat ic char C8 [ ] = ” i >5\n” ;
2 int main ( int argc , char∗∗ argv )
3 {
4 const void∗ t13 ;
5 int t14 ;
6 int i ;
7 H:
8 goto B1 ;
9 B1 :
10 i = 0 ;
11 t13 = & C8 ;
12 goto B2 ;
13 B2 :
14 i f ( i <= 5 ) goto B4 ;
15 B3 :
16 t14 = p r i n t f ( t13 ) ;
17 goto B4 ;
18 B4 :
19 i = i + 2 ;
20 i f ( i < 9 ) goto B2 ;
21 B5 :
22 return 0 ;
23 goto T;
24 T:
25 ;
26 }
Figura 4.8: Demonstrac¸a˜o da transformac¸a˜o de um loop tipo While em um loop tipo For
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4.9 NullStone
O objetivo deste trabalho foi implementar otimizac¸o˜es que melhorassem o desempenho do
co´digo gerado pelo Xingo´. O NullStone, descrito na sessa˜o 2.2.2, foi a ferramenta utilizada
para a verificac¸a˜o da efica´cia dessas otimizac¸o˜es.
Conforme ja´ foi dito, o Xingo´ compila um co´digo C, gerando um outro co´digo C supos-
tamente mais otimizado. Esse co´digo gerado pode ser compilado por outro compilador,
por exemplo o GCC, para gerar o executa´vel desejado.
O NullStone compara dois ou mais compiladores, exercitando-os com uma se´rie de
co´digos de teste escritos em C; esses compiladores devem gerar co´digo executa´vel para
que o NullStone possa comparar o seu desempenho.
Portanto, para que o NullStone pudesse comparar o Xingo´ de algum modo, foi ne-
cessa´rio escolher um compilador para gerar o co´digo executa´vel, funcionando como o
back-end ; para esse caso, definiu-se o GCC versa˜o 3.3.2.
O NullStone precisa que seja definido um compilador como refereˆncia para a com-
parac¸a˜o dos outros compiladores. Escolheu-se o GCC 3.3.2 compilado com as diretivas
de otimizac¸a˜o e com o conceito de ‘compilac¸a˜o IDEAL’. O conceito de ‘compilac¸a˜o IDEAL’
do NullStone e´ baseado no fato de os co´digos de teste estarem escritos sob duas formas,
selecionadas por #ifdef IDEAL:
• Quando o #ifdef IDEAL na˜o esta´ definido, o co´digo de teste selecionado esta´
escrito de forma a permitir determinadas otimizac¸o˜es atuarem. Ou seja, ele propo-
sitalmente esta´ escrito com o intuito de ser otimizado.
• Quando o #ifdef IDEAL esta´ definido, o co´digo de teste selecionado esta´ escrito
de forma ja´ estar previamente otimizado, na˜o cabendo mais otimizac¸o˜es por parte
do compilador.
A figura 4.9 exemplifica o conceito de compilac¸a˜o IDEAL, mostrando dois co´digos que
geram o mesmo resultado. O co´digo sem o #ifdef IDEAL (linhas 7 a 15), permite que
va´rias otimizac¸o˜es sejam aplicadas; ja´ o co´digo com o #ifdef IDEAL (linhas 2 a 5) ja´
esta´ totalmente otimizado.
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1 #ifdef IDEAL
2 int f ( )
3 {
4 return 5 ;
5 }
6 #else
7 int f ( )
8 {
9 int a , i ;
10 for ( i =0; i <20; i++)
11 {
12 a = 5 ;
13 }
14 return a ;
15 }
16 #endif
Figura 4.9: Co´digo preparado para compilac¸a˜o IDEAL
A partir dessa definic¸a˜o, escolheu-se os seguintes ‘compiladores’ para o NullStone
comparar:
• GCC compilado com conceito de ‘compilac¸a˜o IDEAL’. Esse compilador sera´ refe-
renciado como ‘GCC IDEAL’.
• GCC sem ativar nenhuma diretiva de otimizac¸a˜o. Esse compilador sera´ referenciado
como ‘GCC na˜o otimizado’ daqui para frente.
• GCC ativando todas as poss´ıveis diretivas de otimizac¸a˜o. Esse compilador sera´
referenciado como ‘GCC otimizado’ daqui para frente.
• Xingo´ sem as otimizac¸o˜es implementadas, mais o GCC sem ativar nenhuma diretiva
de otimizac¸a˜o. Esse compilador sera´ referenciado como ‘Xingo´ na˜o otimizado +
GCC na˜o otimizado’ daqui para frente.
• Xingo´ com as otimizac¸o˜es implementadas, mais o GCC sem ativar nenhuma diretiva
de otimizac¸a˜o. Esse compilador sera´ referenciado como ‘Xingo´ otimizado + GCC
na˜o otimizado’ daqui para frente.
• Xingo´ sem as otimizac¸o˜es implementadas, mais o GCC ativando todas as poss´ıveis
diretivas de otimizac¸a˜o. Esse compilador sera´ referenciado como ‘Xingo´ na˜o otimi-
zado + GCC otimizado’ daqui para frente.
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• Xingo´ com as otimizac¸o˜es implementadas, mais o GCC ativando todas as poss´ıveis
diretivas de otimizac¸a˜o. Esse compilador sera´ referenciado como ‘Xingo´ otimizado
+ GCC otimizado’ daqui para frente.
O NullStone proveˆ va´rios tipos de relato´rio sobre cada compilador. Os relato´rios
escolhidos neste trabalho foram:
• Relato´rio de Resumo das Falhas (Summary Failure Report): apresenta, para um
determinado compilador e para um determinado tipo de otimizac¸a˜o, o nu´mero de
testes que falharam devido a erros de compilac¸a˜o e o nu´mero de testes que falharam
devido a erros de execuc¸a˜o do co´digo gerado.
• Relato´rio de Resumo de Desempenho (Summary Performance Report): apresenta
a taxa Ratio para um determinado compilador e para um determinado tipo de
otimizac¸a˜o, a qual mede a porcentagem de implementac¸a˜o de uma determinada
otimizac¸a˜o. A definic¸a˜o completa de Ratio esta´ na sec¸a˜o 2.2.2.
• Relato´rio de Resumo de Comparac¸a˜o (Summary Difference Report): apresenta a
taxa Rate (taxa temporal de execuc¸a˜o dos testes) para um determinado compila-
dor e para um determinado tipo de otimizac¸a˜o, comparada com a mesma taxa do
compilador de refereˆncia. A definic¸a˜o completa de Rate esta´ na sessa˜o 2.2.2.
Os relato´rios completos do NullStone encontram-se no apeˆndice A. A tabela 4.1 mostra
o resumo dos resultados daqueles relato´rios.
Compilador Erros Rate Ratio
GCC otimizado 0 -20% 75%
GCC na˜o otimizado 0 -63% 34%
Xingo´ na˜o otimizado + GCC na˜o otimizado 129 -63% 20%
Xingo´ otimizado + GCC na˜o otimizado 129 -63% 21%
Xingo´ na˜o otimizado + GCC otimizado 129 -27% 64%
Xingo´ otimizado + GCC otimizado 129 -26% 65%
Tabela 4.1: Resumo dos Resultados do NullStone comparados com GCC IDEAL
O primeiro fato que se observa dessa tabela e´ que o compilador de refereˆncia e´ con-
sistentemente melhor do que os outros, pois todas os Rates sa˜o negativos e os Ratios sa˜o
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menores que 100%. Isso e´ o resultado lo´gico esperado, pois o co´digo do compilador de
refereˆncia ja´ estava otimizado.
Desta tabela se observa tambe´m que existe um pequeno ganho quando as otimizac¸o˜es
do Xingo´ sa˜o ligadas. Um ponto a ser observado e´ que as me´dias calculadas pelo NullStone
consideram todas as otimizac¸o˜es testadas, diminuindo o peso do efeito das otimizac¸o˜es
implementadas. O NullStone testa ao todo 36 otimizac¸o˜es, enquanto que foram imple-
mentadas apenas 7 neste trabalho.
Outro ponto a destacar e´ a metodologia que o NullStone utiliza para o ca´lculo dessa
me´dia: a ferramenta compara a me´dia dos Rates de todas as otimizac¸o˜es do compilador
em questa˜o com a do compilador de refereˆncia. Isso provoca uma enorme distorc¸a˜o,
pois o Rate de uma otimizac¸a˜o so´ pode ser comparado ao Rate da mesma otimizac¸a˜o,
dado que os testes sa˜o diferentes para cada otimizac¸a˜o; do modo como e´ feito, acabam
prevalecendo os maiores valores de Rates no ca´lculo da me´dia deles. Poderia ser feita
a me´dia dos Deltas, mas ainda se incorreria em uma distorc¸a˜o, que seria de dizer que o
peso de cada otimizac¸a˜o e´ similar. A empresa NullStone foi contactada pelo autor deste
trabalho e concordou com o que foi exposto acima, sugerindo que fosse analisado apenas
o resultado por otimizac¸a˜o e que a me´dia deveria ser usada apenas para se ter uma ide´ia
da evoluc¸a˜o do desenvolvimento de um compilador.
Levando esse fato em considerac¸a˜o, a tabela 4.2 mostra os resultados quando sa˜o con-
sideradas as medidas do Relato´rio de Resumo de Comparac¸a˜o do NullStone, referentes
a`s otimizac¸o˜es implementadas neste trabalho: Loop Fusion, Loop Collapsing, Loop Un-
rolling, Unswitching, Hoisting, Strength Reduction. Infelizmente o NullStone na˜o possui
testes espec´ıficos da otimizac¸a˜o Code Motion, que tambe´m foi implementada neste tra-
balho. A tabela mostra o efeito do Xingo´ no ganho dos Deltas de cada otimizac¸a˜o nas
configurac¸o˜es do GCC com e sem otimizac¸a˜o.
Algumas otimizac¸o˜es, como Strength Reduction e Hoisting, apresentaram ganhos con-
sidera´veis com a implementac¸a˜o no Xingo´, conforme se pode ver nas duas primeiras linhas
da tabela: ganhos respectivamente de 1% e 2% com GCC na˜o otimizado e de 2% e 25%
com GCC otimizado. Outras, pore´m, apresentaram ganho negativo (perda); esse fato e´
atribu´ıdo em grande parte a` falta de suporte a vetores pelo Xingo´ (ver sec¸a˜o 5.2.1). No
caso do Loop Collapsing, por exemplo, va´rios Blocos Ba´sicos na˜o sa˜o eliminados pois as
varia´veis de induc¸a˜o originais na˜o sa˜o eliminadas. No caso da Loop Unrolling, que tambe´m
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GCC Na˜o Otimizado GCC Otimizado Melhora
Otimizac¸a˜o Delta Xingo Delta Xingo Ganho Delta Xingo Delta Xingo Ganho dos
na˜o otimizado otimizado na˜o otimizado otimizado Ganhos
Strength Reduction -94% -93% +1% -33% -31% +2% +1%
Hoisting -52% -50% +2% -42% -17% +25% +23%
Loop Unrolling -72% -71% +1% -54% -55% -1% -2%
Loop Collapsing -96% -97% -1% -72% -92% -20% -18%
Loop Fusion -86% -84% +2% -74% -82% -8% -10%
Unswitching -93% -93% 0% -63% -33% +30% +30%
Tabela 4.2: Ana´lise do Relato´rio Comparac¸a˜o do NullStone por otimizac¸a˜o implementada
no Xingo´
apresentou alguma perda, existe outro fator que e´ o tamanho da cache de instruc¸a˜o do
processador; como esse na˜o e´ conhecido a priori pelo Xingo´, o valor suposto poderia ter
ultrapassado o valor real, causando ineficieˆncia de desempenho; foram feitos outros testes
com outros valores de cache, menores que o valor default, mas na˜o se notou nenhuma
melhora na performance.
4.10 Benchmarks
O NullStone foi utilizado para a verificac¸a˜o da eficieˆncia do compilador, conforme descrito
na sec¸a˜o anterior. Pore´m, os testes dessa ferramenta sa˜o razoavelmente simples, na˜o
exercitando muito todas as nuaˆncias da linguagem C.
Portanto, foi necessa´rio testar o Xingo´ com alguma ferramenta que demonstrasse que
o co´digo gerado por ele esta´ correto. As ferramentas escolhidas foram o MediaBench e o
SPEC.
4.10.1 MediaBench
O MediaBench [18] e´ um conjunto de onze programas de aplicac¸o˜es embarcadas para co-
municac¸o˜es e multimı´dia. Neste trabalho, esses programas sa˜o utilizados para verificac¸a˜o
do compilador Xingo´. No momento em que esse trabalho esta´ sendo escrito, apenas cinco
desses programas sa˜o compila´veis pela versa˜o do LCC atualmente utilizada no Xingo´:
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• ADPCM (Adaptative Differential Pulse Code Motulation Audio Coding): Algoritmo
de modulac¸a˜o PCM.
• EPIC (Experimental Image Compression): Algoritmo de compressa˜o de imagens.
• G721 : Algoritmo de compressa˜o de voz do CCITT
• JPEG : Algoritmo de compressa˜o de imagens.
• PEGWIT : Algoritmo de encriptac¸a˜o por chaves pu´blicas, utilizando curvas el´ıpticas.
Os resultados obtidos do Xingo´ executando os programas do MediaBench encontram-
se na tabela 4.3. Cada um dos programas tem um teste espec´ıfico que deve ser executado
para verificar se ele passou ou na˜o. Normalmente o teste consiste em executar o pro-
grama com um arquivo padra˜o de entrada e comparar o arquivo de sa´ıda com um arquivo
padra˜o de sa´ıda; outro tipo de teste, menos comum, consiste simplesmente em executar
o programa e verificar se as mensagens que o mesmo imprime no console esta˜o de acordo
com o esperado.
Programa Resultado Comenta´rio
ADPCM Passou -
EPIC Passou -
G721 Passou -
JPEG Passou Problemas na otimizac¸a˜o Const Propagation
PEGWIT Passou -
Tabela 4.3: Resumo dos Resultados do MediaBench
O problema ocorrido ao executar o programa JPEG foi que a otimizac¸a˜o Const Pro-
pagation fez com que a compilac¸a˜o de um dos arquivos desse programa pelo Xingo´ ficasse
travada. Desabilitando somente essa otimizac¸a˜o, a compilac¸a˜o funcionou e o programa
JPEG rodou com sucesso.
4.10.2 SPEC
O SPEC 1, assim como oMediaBench, e´ um conjunto de programas destinados a` avaliac¸a˜o
de processadores e compiladores. O seguinte subconjunto desses programas foi utilizado
1Do ingleˆs: Standard Performance Evaluation Corporation
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na avaliac¸a˜o do Xingo´:
• BZIP2 : Algoritmo de compressa˜o de dados.
• GZIP (GNU Zip): Outro algoritmo de compressa˜o de dados.
• LI (Lisp Interpreter): Interpretador da linguagem Lisp.
• MCF : Algoritmo de otimizac¸a˜o combinato´ria, utilizado em problemas de transporte
pu´blico.
• TWOLF (Timber Wolf SC ): Algoritmo utilizado no processo de determinac¸a˜o de
roteamento necessa´rio no processo litogra´fico da fabricac¸a˜o de circuitos integrados.
Os resultados obtidos do Xingo´ executando os programas do SPEC encontram-se na
tabela 4.4.
Programa Resultado Comenta´rio
BZIP2 Passou -
GZIP Passou Problemas na otimizac¸a˜o Code Motion
LI Passou -
MCF Passou -
TWOLF Passou -
Tabela 4.4: Resumo dos Resultados do SPEC
O problema ocorrido ao executar o programa GZIP foi que a otimizac¸a˜o Code Mo-
tion moveu indevidamente um trecho de co´digo para fora de um loop, resultando em erro
na execuc¸a˜o do programa. Essa movimentac¸a˜o erroˆnea aconteceu em uma situac¸a˜o es-
pec´ıfica em que o ca´lculo das Definic¸o˜es Incidentes falhou para aquele trecho de co´digo,
pois nele havia uma operac¸a˜o com varia´veis globais que confundiu aquele ca´lculo. No
momento em que esse trabalho foi escrito, ainda na˜o havia uma soluc¸a˜o para essa falha,
mas desativando-se a otimizac¸a˜o Code Motion, obteve-se sucesso no resultado da execuc¸a˜o
do programa GZIP.
Cap´ıtulo 5
Concluso˜es e Trabalhos Futuros
Nos cap´ıtulos anteriores foram descritas as otimizac¸o˜es implementadas e os resultados ob-
tidos do seu desempenho pela ferramenta NullStone. Com base nesses resultados, podem
ser retiradas concluso˜es a respeito da eficieˆncia das implementac¸o˜es e tambe´m pode ser
feita uma ana´lise do que pode e deve ser feito a partir de agora no projeto Xingo´.
5.1 Concluso˜es
Os resultados apresentados no cap´ıtulo 4 mostram alguns fatos:
• As otimizac¸o˜es Loop Fusion, Loop Collapsing, Loop Unrolling e Loop Unswitching
foram implementadas corretamente, pois o co´digo gerado por elas foi o esperado.
• As otimizac¸o˜es Code Motion, Strength Reduction e Hoisting foram corrigidas cor-
retamente, pois o co´digo gerado por elas foi o esperado, com excec¸a˜o das falhas
detectadas pelos benchmarks MediaBench e SPEC (otimizac¸o˜es Code Motion e
Const Propagation), que devem ser analisadas.
• O NullStone apresentou erros em 129 dos 5616 testes no Relato´rio de Resumo de
Falhas (ver apeˆndice A). A maioria deles, 125, se deve ao fato de o Xingo´ na˜o
possuir ainda suporte a tipos volatile, pois todos os testes desse item falharam. Os
outros 4 testes que falharam merecem ser investigados. Conve´m notar que nenhum
se deve a`s novas implementac¸o˜es feitas neste trabalho, pois eles aparecem mesmo
quando as otimizac¸o˜es sa˜o desligadas. Isso indica baixo ı´ndice de problemas (bugs)
no co´digo implementado neste trabalho.
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• No geral, houve ganho com a implementac¸a˜o das otimizac¸o˜es.
Em relac¸a˜o ao u´ltimo item, ficou claro que, em alguns casos, ainda sa˜o necessa´rias
melhorias no Xingo´ para que as otimizac¸o˜es atinjam plenamente o seu potencial. Algumas
dessas melhorias sa˜o descritas na pro´xima sec¸a˜o. De qualquer forma, o fato de haver ganho
com algumas das otimizac¸o˜es ja´ e´ bastante gratificante.
Um ponto a ser destacado e´ que as otimizac¸o˜es foram implementadas no Xingo´ apenas
acrescentando novas funcionalidades a`s estruturas existentes, sem modificar o que ja´ estava
funcionando. Isso demonstrou a versatilidade do Xingo´ em incorporar novas otimizac¸o˜es.
O desenvolvimento das otimizac¸o˜es no Xingo´ permitiu o aprimoramento do conheci-
mento em va´rias a´reas do processo de compilac¸a˜o. Foram estudadas as va´rias etapas desse
processo, desde o formado de dados de entrada do Xingo´ provido pelo LCC, passando pela
elaborac¸a˜o e manipulac¸a˜o de todos os CFGs e DFGs, com suas respectivas otimizac¸o˜es,
finalizando pelo processo de gerac¸a˜o de co´digo.
Resumidamente, as contribuic¸o˜es deste trabalho foram:
• Implementac¸a˜o das otimizac¸o˜es Loop Fusion, Loop Collapsing, Loop Unrolling e
Loop Unswitching.
• Debug e ativac¸a˜o das otimizac¸o˜es Code Motion, Strength Reduction e Hoisting
(sendo que ainda e´ necessa´rio resolver um problema espec´ıfico na Code Motion).
• Implementac¸a˜o de rotinas auxiliares, como a transformac¸a˜o de loops tipo while em
tipo for e do ca´lculo de po´s-dominadores.
• Pequenas melhorias em otimizac¸o˜es existentes.
Foi necessa´rio ao autor deste trabalho entender a arquitetura e o co´digo do Xingo´;
isso foi poss´ıvel atrave´s dos trabalhos de Attrot [1] e Fel´ıcio [2] e tambe´m atrave´s da
documentac¸a˜o existente em todo o co´digo fonte do Xingo´. Depois do entendimento do
co´digo, a maior dificuldade encontrada foi a na˜o existeˆncia de uma classe que encapsulasse
as informac¸o˜es de cada loop do sistema, da´ı a necessidade de implementac¸a˜o da classe
LoopInfo, a qual foi codificada pelo Wesley Attrot.
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5.2 Trabalhos Futuros
Existem muitas implementac¸o˜es que podem ser agregadas ao Xingo´ para torna´-lo mais
eficiente, ale´m das otimizac¸o˜es constantes deste trabalho. Algumas das implementac¸o˜es
sugeridas aqui sa˜o espec´ıficas de cada otimizac¸a˜o implementada, enquanto que outras,
como a de suporte a vetores, sa˜o gerais.
5.2.1 Suporte a Vetores
Uma implementac¸a˜o importante e que pode ajudar bastante as otimizac¸o˜es existentes e´
o suporte a vetores (arrays). No momento em que esse trabalho esta´ sendo escrito, uma
instruc¸a˜o envolvendo um vetor e´ descrita em va´rias outras, como a que calcula o enderec¸o
base do vetor, a que calcula o enderec¸o da posic¸a˜o do vetor e a que realiza a operac¸a˜o em
si. A figura 5.1 exemplifica essa situac¸a˜o.
Co´digo original
1 int a [ 1 0 0 ] ;
2 void f ( int i )
3 {
4 a [ i ] = 0 ;
5 }
Co´digo gerado pelo Xingo´
1 int a [ 1 0 0 ] ;
2 void f ( int i )
3 {
4 void∗ t 9 ;
5 void∗ t 8 ;
6 int t 7 ;
7 H:
8 goto B1 ;
9 B1 :
10 t7 = i << 2 ;
11 t8 = &a ;
12 t9 = t7 + (( void∗) t 8 ) ;
13 ∗ ( ( int ∗) t 9 ) = 0 ;
14 goto T;
15 T:
16 ;
17 }
Figura 5.1: Efeito da falta de suporte a vetores
Desse modo, fica bastante dif´ıcil, por exemplo, verificar dependeˆncia entre instruc¸o˜es
em loops, descritas na sec¸a˜o 2.1.3. Essa ana´lise de dependeˆncia poderia ser utilizada, por
exemplo, na otimizac¸a˜o Loop Fusion, relaxando as restric¸o˜es existentes para a fusa˜o de
dois loops.
Outras otimizac¸o˜es poderiam ser implementadas com esse suporte. Um poss´ıvel exem-
plo e´ o co´digo deixado pela otimizac¸a˜o Loop Unrolling, conforme mostrado na figura 5.2.
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Havendo esse suporte, a otimizac¸a˜o mostrada na figura 5.3, que mostra hipoteticamente
o Xingo´ suportando vetores, poderia melhorar a eficieˆncia da otimizac¸a˜o Loop Unrolling.
Co´digo original
1 void f ( )
2 {
3 int i ;
4 for ( i =0; i <2; i++)
5 {
6 a [ i ] = 0 ;
7 }
8 }
Co´digo gerado pelo Xingo´
1 int a [ 1 0 0 ] ;
2 void f ( )
3 {
4 int t10 ;
5 void∗ t12 ;
6 void∗ t11 ;
7 int i ;
8 H:
9 goto B1 ;
10 B1 :
11 i = 0 ;
12 t11 = &a ;
13 goto B2 ;
14 B2 :
15 t10 = i << 2 ;
16 t12 = t10 + (( void∗) t11 ) ;
17 ∗ ( ( int ∗) t12 ) = 0 ;
18 i = i + 1 ;
19 t10 = i << 2 ;
20 t12 = t10 + (( void∗) t11 ) ;
21 ∗ ( ( int ∗) t12 ) = 0 ;
22 i = i + 1 ;
23 i f ( i < 2 ) goto B2 ;
24 T:
25 ;
26 }
Figura 5.2: Efeito da falta de suporte a vetores - Loop Unrolling
5.2.2 Melhoria nas otimizac¸o˜es implementadas
As otimizac¸o˜es implementadas neste trabalho podem ser melhoradas. Nessa sec¸a˜o sera˜o
descritas apenas algumas das melhorias identificadas, na˜o significando que na˜o existam
outras.
Poss´ıveis melhorias comuns a` maioria das otimizac¸o˜es implementadas:
• Permitir que outros tipos de loop, ale´m de for e while possam ser otimizados. Isso
inclui tambe´m loops com mais de uma sa´ıda.
• Permitir que loops cujo nu´mero de iterac¸o˜es na˜o seja determina´vel em tempo de
compilac¸a˜o, mas apenas em tempo de execuc¸a˜o, possam ser otimizados.
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Co´digo hipote´tico - supondo Xingo´
com suporte a vetores
1 int a [ 1 0 0 ] ;
2 void f ( )
3 {
4 int t10 ;
5 void∗ t12 ;
6 void∗ t11 ;
7 int i ;
8 H:
9 goto B1 ;
10 B1 :
11 i = 0 ;
12 t11 = &a ;
13 goto B2 ;
14 B2 :
15 a [ i ] = 0 ;
16 i = i + 1 ;
17 a [ i ] = 0 ;
18 i = i + 1 ;
19 i f ( i < 2 ) goto B2 ;
20 T:
21 ;
22 }
Poss´ıvel nova otimizac¸a˜o
1 int a [ 1 0 0 ] ;
2 void f ( )
3 {
4 int t10 ;
5 void∗ t12 ;
6 void∗ t11 ;
7 int i ;
8 H:
9 goto B1 ;
10 B1 :
11 i = 0 ;
12 t11 = &a ;
13 goto B2 ;
14 B2 :
15 a [ i ] = 0 ;
16 a [ i +1] = 0 ;
17 i = i + 2 ;
18 i f ( i < 2 ) goto B2 ;
19 T:
20 ;
21 }
Figura 5.3: Transformac¸a˜o hipote´tica que aproveitaria suporte a vetores
Loop Fusion
Va´rios autores, incluindoKennedy eMcKinley [14], sugerem que, antes de sair fundindo
loops, seja montado um grafo em que os no´s representem loops e as arestas representem a
dependeˆncia de dados entre os loops; ou seja, a aresta pode mostrar quais pares de loops
que podem ser fundidos e quais na˜o. Ale´m disso, algoritmos sa˜o apresentados para dar
peso a cada aresta (por exemplo, proporcional ao nu´mero de varia´veis comuns aos loops),
de forma a determinar quais loops devem ser fundidos e/ou distribu´ıdos primeiro para
aumentar o desempenho do sistema.
Ganesh [15] sugere um algoritmo para permitir a fusa˜o de dois loops quando ha´ entre
eles uma relac¸a˜o de dependeˆncia de dados, dependente de loop.
A otimizac¸a˜o atual tem restric¸o˜es que podem ser relaxadas como, por exemplo, o
ca´lculo das dependeˆncias de dados entre os loops. Isso pode ser melhorado com o suporte
a vetores, conforme visto anteriormente.
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Loop Unrolling
Davidson e Jinturkar [16] propo˜em que o Loop Unrolling apenas deva ser feito em loops
interiores a estruturas de loops aninhados, sugesta˜o que pode ser analisada mais a fundo.
Davidson e Jinturkar [17] propo˜em um algoritmo chamado Dynamic Memory Di-
sambiguation, a ser aplicado apo´s o Loop Unrolling, para otimiza´-lo.
O ca´lculo do unroll-factor pode ser melhorado se houver alguma indicac¸a˜o do tamanho
da cache da ma´quina-alvo. A inclusa˜o de diretivas de compilac¸a˜o, quando dispon´ıvel, pode
fornecer esse dado.
Loop Collapsing
Quando houver suporte a vetores, apo´s a otimizac¸a˜o Loop Collapsing, pode se tentar
transformar vetores que dependiam das varia´veis dos loops colapsados (p. ex. a[i][j]) em
vetores dependentes de uma terceira varia´vel (a[0][0] + f(k)). Desse modo, as varia´veis
originais tera˜o mais chances de serem eliminadas.
Em va´rios dos exemplos exercitados durante a implementac¸a˜o do Loop Collapsing,
deparou-se com o seguinte trecho de co´digo, sem que houvesse qualquer outra refereˆncia
a` varia´vel i em qualquer outra parte do co´digo:
i = k;
i += c;
Esse trecho do co´digo poderia ser eliminado por alguma outra otimizac¸a˜o, possivelmente
com ajustes na otimizac¸a˜o Dead Code Elimination.
Loop Unswitching
A otimizac¸a˜o atual tem restric¸o˜es que podem ser relaxadas como, por exemplo. a restric¸a˜o
de que a comparac¸a˜o a ser movida para fora do loop tenha que ser simples e na˜o uma
combinac¸a˜o lo´gica de va´rias comparac¸o˜es booleanas.
Outra restric¸a˜o que pode ser trabalhada e´ a de que a comparac¸a˜o a ser movida para
fora do loop tenha que estar no final do cabec¸alho do loop.
Ale´m dessas, existe ainda a restric¸a˜o de que na˜o pode haver outras comparac¸o˜es no
mesmo n´ıvel da comparac¸a˜o C a ser movida para fora do loop. Um modo para contornar
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essa restric¸a˜o seria quebrar o loop em dois, de forma que a C fique em um loop exclusivo
para ela. Essa quebra de um loop em dois e´ exatamente o contra´rio da otimizac¸a˜o Loop
Fusion, sendo denominada Loop Splitting.
Calculo do Nu´mero de Iterac¸o˜es
A implementac¸a˜o atual tem restric¸o˜es que podem ser relaxadas como, por exemplo, a
restric¸a˜o de que a varia´vel de induc¸a˜o deva sempre ser incrementada uma vez ao longo do
loop. Essa limitac¸a˜o faz com que um loop na˜o sofra mais nenhuma otimizac¸a˜o se ele for
alvo da Loop Unrolling, pois essa deixa va´rios incrementos da varia´vel de induc¸a˜o.
Apeˆndice A
Dados coletados do NullStone
Este apeˆndice conte´m o resultado do NullStone da comparac¸a˜o dos seguintes compiladores
em relac¸a˜o ao GCC IDEAL:
• GCC na˜o otimizado
• GCC otimizado
• Xingo´ na˜o otimizado + GCC na˜o otimizado
• Xingo´ otimizado + GCC na˜o otimizado
• Xingo´ na˜o otimizado + GCC otimizado
• Xingo´ otimizado + GCC otimizado
Os testes foram rodados em uma ma´quina Intel(R) Pentium(R) 4 CPU 2.80GHz, com
1GB de memo´ria RAM, utilizando GCC versa˜o 3.3.2 em todos os casos.
Foram gerados os seguintes relato´rios: Relato´rio de Resumo das Falhas, Relato´rio de
Resumo de Desempenho e Relato´rio de Resumo de Comparac¸a˜o.
Uma observac¸a˜o deve ser feita em relac¸a˜o ao Relato´rio de Resumo de Comparac¸a˜o:
por algum defeito (bug) do NullStone, a me´dia das taxas de Rate do compilador deu um
nu´mero negativo. Por isso, neste relato´rio, essas taxas e o respectivo ganho tiveram que
ser calculados manualmente. Essa foi a u´nica interfereˆncia manual nos resultados obtidos.
Como as tabelas sa˜o extensas, foi necessa´rio quebra´-las em sub-tabelas (a) e (b) em
todos os casos.
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NULLSTONE 2002 Release 5.0
Summary Failure Report
Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . . .
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . . .
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . . .
Overall Totals 5616 0 0 0
(b)
Tabela A.1: NullStone Failure Summary: Linux GCC Compiler Ideal
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NULLSTONE 2002 Release 5.0
Summary Performance Report
Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 0.131 30032407 98%
Alias Optimization 9 0.094 60583953 100%
(const-qualified)
Alias Optimization (by address) 44 0.117 37192794 99%
Alias Optimization (scalar vs 20 0.110 7421665 100%
array)
Bitfield Optimization 3 0.092 74066054 99%
Branch Elimination 15 0.085 225717220 98%
Instruction Combining 2008 0.119 61379927 99%
Constant Folding 56 0.083 225487909 99%
Constant Propagation 15 0.088 93459992 99%
CSE Elimination 2128 0.210 7836405 99%
Dead Code Elimination 256 0.087 165760679 99%
Integer Divide Optimization 92 0.148 47021327 92%
Expression Simplification 163 0.091 147406397 98%
If Optimization 69 0.093 116694163 99%
Function Inlining 33 0.092 184638067 99%
Induction Variable Elimination 4 0.122 232586 100%
Strength Reduction 2 0.101 3183607 79%
Hoisting 38 0.101 2391613 98%
Loop Unrolling 13 0.090 124617755 99%
Loop Collapsing 4 0.117 5935335 100%
Loop Fusion 2 0.096 3265035 100%
Unswitching 22 0.092 5228347 97%
Block Merging 1 0.087 8945198 96%
Cross Jumping 4 0.122 32171517 99%
Integer Modulus Optimization 92 0.141 40770534 82%
Integer Multiply Optimization 99 0.110 57393724 95%
(a)
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Summary Performance Report
Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.137 41240482 93%
Pointer Optimization 15 0.092 63571395 99%
Printf Optimization 3 0.100 437835 99%
Forward Store 99 0.093 26943691 99%
Value Range Optimization 30 0.097 136842166 100%
Tail Recursion 4 0.095 548436 99%
Register Allocation 47 0.160 235088 97%
Narrowing 3 0.087 224357178 98%
Static Declarations 1 0.113 9532509 100%
String Optimization 4 0.116 77628356 98%
Overall Totals 5486 0.109 -54022109 97%
(b)
Tabela A.2: NullStone Performance Summary: Linux GCC Compiler Ideal
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NULLSTONE 2002 Release 5.0
Summary Failure Report
Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . . .
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . . .
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . . .
Overall Totals 5616 0 0 0
(b)
Tabela A.3: NullStone Failure Summary: Linux GCC Compiler Optimized
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NULLSTONE 2002 Release 5.0
Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 29969544 +0%
Alias Optimization 9 tests 60583953 11127850 -81%
(const-qualified)
Alias Optimization (by 44 tests 37192794 27375174 -26%
address)
Alias Optimization (scalar vs 20 tests 7421665 2905430 -60%
array)
Bitfield Optimization 3 tests 74066054 32736012 -55%
Branch Elimination 15 tests 225717220 225737608 +0%
Instruction Combining 2008 tests 61379927 57426761 -6%
Constant Folding 56 tests 225487909 182570785 -19%
Constant Propagation 15 tests 93459992 90631726 -3%
CSE Elimination 2128 tests 7836405 5786713 -26%
Dead Code Elimination 256 tests 165760679 154117020 -7%
Integer Divide Optimization 92 tests 47021327 49939813 +5%
Expression Simplification 163 tests 147406397 143431651 -2%
If Optimization 69 tests 116694163 104938704 -10%
Function Inlining 33 tests 184638067 184302217 +0%
Induction Variable 4 tests 232586 115649 -50%
Elimination
Strength Reduction 2 tests 3183607 5143139 +38%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 2033907 -14%
Loop Unrolling 13 tests 124617755 93799428 -24%
Loop Collapsing 4 tests 5935335 3797834 -36%
Loop Fusion 2 tests 3265035 634396 -80%
Unswitching 22 tests 5228347 3065292 -41%
Block Merging 1 tests 8945198 9279433 +3%
Cross Jumping 4 tests 32171517 32148097 +0%
Integer Modulus Optimization 92 tests 40770534 45767020 +10%
Integer Multiply Optimization 99 tests 57393724 57278537 +0%
Address Optimization 22 tests 41240482 41343260 +0%
Pointer Optimization 15 tests 63571395 60113494 -5%
Printf Optimization 3 tests 437835 280642 -35%
Forward Store 99 tests 26943691 18497562 -31%
Value Range Optimization 30 tests 136842166 10174254 -92%
Tail Recursion 4 tests 548436 380557 -30%
Register Allocation 47 tests 235088 228960 -2%
Narrowing 3 tests 224357178 126572712 -43%
Static Declarations 1 tests 9532509 7023954 -26%
String Optimization 4 tests 77628356 56894457 -26%
Average Nullstone Rate 5486 tests 65282537 52154710 -20%
(b)
Tabela A.4: NullStone Difference Summary: Linux GCC Compiler Optimized
86 Apeˆndice A. Dados coletados do NullStone
NULLSTONE 2002 Release 5.0
Summary Performance Report
Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 0.137 29969544 98%
Alias Optimization 9 0.162 11127850 17%
(const-qualified)
Alias Optimization (by address) 44 0.151 27375174 66%
Alias Optimization (scalar vs 20 0.157 2905430 35%
array)
Bitfield Optimization 3 0.115 32736012 52%
Branch Elimination 15 0.099 225737608 98%
Instruction Combining 2008 0.155 57426761 80%
Constant Folding 56 0.122 182570785 79%
Constant Propagation 15 0.106 90631726 95%
CSE Elimination 2128 0.312 5786713 75%
Dead Code Elimination 256 0.105 154117020 86%
Integer Divide Optimization 92 0.177 49939813 99%
Expression Simplification 163 0.116 143431651 95%
If Optimization 69 0.113 104938704 89%
Function Inlining 33 0.106 184302217 99%
Induction Variable Elimination 4 0.147 115649 49%
Strength Reduction 2 0.110 5143139 95%
Hoisting 38 0.117 2033907 76%
Loop Unrolling 13 0.108 93799428 80%
Loop Collapsing 4 0.129 3797834 63%
Loop Fusion 2 0.149 634396 19%
Unswitching 22 0.106 3065292 54%
Block Merging 1 0.108 9279433 100%
Cross Jumping 4 0.171 32148097 99%
Integer Modulus Optimization 92 0.186 45767020 94%
Integer Multiply Optimization 99 0.122 57278537 95%
(a)
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Summary Performance Report
Compiler Linux GCC Compiler Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.136 41343260 94%
Pointer Optimization 15 0.112 60113494 94%
Printf Optimization 3 0.143 280642 81%
Forward Store 99 0.105 18497562 82%
Value Range Optimization 30 0.140 10174254 7%
Tail Recursion 4 0.105 380557 73%
Register Allocation 47 0.370 228960 92%
Narrowing 3 0.269 126572712 55%
Static Declarations 1 0.113 7023954 73%
String Optimization 4 0.111 56894457 68%
Overall Totals 5486 0.144 52154710 75%
(b)
Tabela A.5: NullStone Performance Summary: Linux GCC Compiler Optimized
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NULLSTONE 2002 Release 5.0
Summary Failure Report
Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . . .
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . . .
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . . .
Overall Totals 5616 0 0 0
(b)
Tabela A.6: NullStone Failure Summary: Linux GCC Compiler Not Optimized
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 7335414 -75%
Alias Optimization 9 tests 60583953 5580876 -90%
(const-qualified)
Alias Optimization (by 44 tests 37192794 5518411 -85%
address)
Alias Optimization (scalar vs 20 tests 7421665 2480105 -66%
array)
Bitfield Optimization 3 tests 74066054 16425946 -77%
Branch Elimination 15 tests 225717220 157657100 -30%
Instruction Combining 2008 tests 61379927 6834535 -88%
Constant Folding 56 tests 225487909 117398527 -47%
Constant Propagation 15 tests 93459992 21123764 -77%
CSE Elimination 2128 tests 7836405 2497023 -68%
Dead Code Elimination 256 tests 165760679 59089980 -64%
Integer Divide Optimization 92 tests 47021327 28923392 -38%
Expression Simplification 163 tests 147406397 88431607 -40%
If Optimization 69 tests 116694163 37409815 -67%
Function Inlining 33 tests 184638067 25286306 -86%
Induction Variable 4 tests 232586 104055 -55%
Elimination
Strength Reduction 2 tests 3183607 1085933 -65%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 1321216 -44%
Loop Unrolling 13 tests 124617755 45432369 -63%
Loop Collapsing 4 tests 5935335 516093 -91%
Loop Fusion 2 tests 3265035 982320 -69%
Unswitching 22 tests 5228347 1193552 -77%
Block Merging 1 tests 8945198 7053201 -21%
Cross Jumping 4 tests 32171517 12542775 -61%
Integer Modulus Optimization 92 tests 40770534 28180169 -30%
Integer Multiply Optimization 99 tests 57393724 59397180 +3%
Address Optimization 22 tests 41240482 14775796 -64%
Pointer Optimization 15 tests 63571395 15024585 -76%
Printf Optimization 3 tests 437835 186099 -57%
Forward Store 99 tests 26943691 3218327 -88%
Value Range Optimization 30 tests 136842166 5492540 -95%
Tail Recursion 4 tests 548436 80233 -85%
Register Allocation 47 tests 235088 91268 -61%
Narrowing 3 tests 224357178 13958089 -93%
Static Declarations 1 tests 9532509 3130077 -67%
String Optimization 4 tests 77628356 63426273 -18%
Average Nullstone Rate 5486 tests 65282537 23866248 -63%
(b)
Tabela A.7: NullStone Difference Summary: Linux GCC Compiler Not Optimized
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Summary Performance Report
Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 0.113 7335414 28%
Alias Optimization 9 0.119 5580876 9%
(const-qualified)
Alias Optimization (by address) 44 0.128 5518411 16%
Alias Optimization (scalar vs 20 0.117 2480105 29%
array)
Bitfield Optimization 3 0.095 16425946 34%
Branch Elimination 15 0.098 157657100 68%
Instruction Combining 2008 0.120 6834535 15%
Constant Folding 56 0.112 117398527 51%
Constant Propagation 15 0.102 21123764 21%
CSE Elimination 2128 0.174 2497023 26%
Dead Code Elimination 256 0.101 59089980 34%
Integer Divide Optimization 92 0.116 28923392 51%
Expression Simplification 163 0.103 88431607 64%
If Optimization 69 0.102 37409815 35%
Function Inlining 33 0.104 25286306 11%
Induction Variable Elimination 4 0.122 104055 44%
Strength Reduction 2 0.101 1085933 17%
Hoisting 38 0.102 1321216 8%
Loop Unrolling 13 0.126 45432369 34%
Loop Collapsing 4 0.113 516093 8%
Loop Fusion 2 0.094 982320 29%
Unswitching 22 0.100 1193552 22%
Block Merging 1 0.106 7053201 76%
Cross Jumping 4 0.126 12542775 49%
Integer Modulus Optimization 92 0.119 28180169 47%
Integer Multiply Optimization 99 0.102 59397180 98%
(a)
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Summary Performance Report
Compiler Linux GCC Compiler Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -I. %D main.o embedded.o libnull.o %{%T }
-lm -o stone
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.113 14775796 39%
Pointer Optimization 15 0.109 15024585 22%
Printf Optimization 3 0.098 186099 50%
Forward Store 99 0.097 3218327 29%
Value Range Optimization 30 0.100 5492540 4%
Tail Recursion 4 0.091 80233 22%
Register Allocation 47 0.126 91268 43%
Narrowing 3 0.133 13958089 5%
Static Declarations 1 0.118 3130077 32%
String Optimization 4 0.098 63426273 77%
Overall Totals 5486 0.111 23866248 34%
(b)
Tabela A.8: NullStone Performance Summary: Linux GCC Compiler Not Optimized
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Summary Failure Report
Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . 2 2
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . 2 2
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . 125 125
Overall Totals 5616 0 129 129
(b)
Tabela A.9: NullStone Failure Summary: The Xingo Compiler Optimized with GCC
Optimized
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 28181192 -6%
Alias Optimization 9 tests 60583953 9842024 -83%
(const-qualified)
Alias Optimization (by 44 tests 37192794 27285140 -26%
address)
Alias Optimization (scalar vs 20 tests 7421665 2869819 -61%
array)
Bitfield Optimization 3 tests 74066054 56581315 -23%
Branch Elimination 15 tests 225717220 225776371 +0%
Instruction Combining 2008 tests 61379927 52382036 -14%
Constant Folding 56 tests 225487909 158693488 -29%
Constant Propagation 15 tests 93459992 50978848 -45%
CSE Elimination 2128 tests 7836405 5777736 -26%
Dead Code Elimination 256 tests 165760679 155052565 -6%
Integer Divide Optimization 92 tests 47021327 49477087 +4%
Expression Simplification 163 tests 147406397 106618067 -27%
If Optimization 69 tests 116694163 105004371 -10%
Function Inlining 33 tests 184638067 127135294 -31%
Induction Variable 4 tests 232586 108891 -53%
Elimination
Strength Reduction 2 tests 3183607 2165607 -31%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 1975306 -17%
Loop Unrolling 13 tests 124617755 55994817 -55%
Loop Collapsing 4 tests 5935335 474768 -92%
Loop Fusion 2 tests 3265035 576304 -82%
Unswitching 22 tests 5228347 3482594 -33%
Block Merging 1 tests 8945198 8618432 -3%
Cross Jumping 4 tests 32171517 31213460 -2%
Integer Modulus Optimization 92 tests 40770534 45432401 +10%
Integer Multiply Optimization 99 tests 57393724 57358192 +0%
Address Optimization 22 tests 41240482 41599615 +0%
Pointer Optimization 15 tests 63571395 59881034 -5%
Printf Optimization 3 tests 437835 190319 -56%
Forward Store 99 tests 26943691 3494787 -87%
Value Range Optimization 30 tests 136842166 12073644 -91%
Tail Recursion 4 tests 548436 367716 -32%
Register Allocation 47 tests 235088 178208 -24%
Narrowing 3 tests 224357178 163336980 -27%
Static Declarations 1 tests 9532509 6049476 -36%
String Optimization 4 tests 77628356 75507639 -2%
Average Nullstone Rate 5486 tests 65282537 48103765 -26%
(b)
Tabela A.10: NullStone Difference Summary: The Xingo Compiler Optimized with GCC
Optimized
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Summary Performance Report
Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 1.233 28181192 85%
Alias Optimization 9 1.020 9842024 14%
(const-qualified)
Alias Optimization (by address) 44 1.167 27285140 65%
Alias Optimization (scalar vs 20 3.205 2869819 34%
array)
Bitfield Optimization 3 0.296 56581315 75%
Branch Elimination 15 0.236 225776371 99%
Instruction Combining 2008 2.170 52382036 75%
Constant Folding 56 0.773 158693488 69%
Constant Propagation 15 0.555 50978848 52%
CSE Elimination 2128 6.493 5777736 75%
Dead Code Elimination 256 0.377 155052565 87%
Integer Divide Optimization 92 0.579 49477087 98%
Expression Simplification 163 0.468 106618067 78%
If Optimization 69 0.351 105004371 89%
Function Inlining 33 0.315 127135294 66%
Induction Variable Elimination 4 5.745 108891 46%
Strength Reduction 2 2.102 2165607 33%
Hoisting 38 3.767 1975306 72%
Loop Unrolling 13 0.794 55994817 57%
Loop Collapsing 4 3.560 474768 7%
Loop Fusion 2 0.483 576304 17%
Unswitching 22 4.516 3482594 61%
Block Merging 1 0.320 8618432 92%
Cross Jumping 4 2.007 31213460 96%
Integer Modulus Optimization 92 0.589 45432401 94%
Integer Multiply Optimization 99 0.381 57358192 95%
(a)
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Summary Performance Report
Compiler The Xingo Compiler Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc opt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.608 41599615 97%
Pointer Optimization 15 0.524 59881034 92%
Printf Optimization 3 0.350 190319 52%
Forward Store 99 1.637 3494787 38%
Value Range Optimization 30 1.874 12073644 8%
Tail Recursion 4 0.263 367716 72%
Register Allocation 47 57.363 178208 38%
Narrowing 3 1.867 163336980 71%
Static Declarations 1 1.078 6049476 63%
String Optimization 4 0.244 75507639 93%
Overall Totals 5486 3.036 48103765 65%
(b)
Tabela A.11: NullStone Performance Summary: The Xingo Compiler Optimized with
GCC Optimized
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NULLSTONE 2002 Release 5.0
Summary Failure Report
Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . 2 2
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . 2 2
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . 125 125
Overall Totals 5616 0 129 129
(b)
Tabela A.12: NullStone Failure Summary: The Xingo Compiler Optimized with GCC
Not Optimized
102 Apeˆndice A. Dados coletados do NullStone
NULLSTONE 2002 Release 5.0
Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 3472027 -88%
Alias Optimization 9 tests 60583953 488008 -99%
(const-qualified)
Alias Optimization (by 44 tests 37192794 525769 -98%
address)
Alias Optimization (scalar vs 20 tests 7421665 328571 -95%
array)
Bitfield Optimization 3 tests 74066054 4632935 -93%
Branch Elimination 15 tests 225717220 226415006 +0%
Instruction Combining 2008 tests 61379927 6835325 -88%
Constant Folding 56 tests 225487909 139830791 -37%
Constant Propagation 15 tests 93459992 17930788 -80%
CSE Elimination 2128 tests 7836405 564032 -92%
Dead Code Elimination 256 tests 165760679 81370108 -50%
Integer Divide Optimization 92 tests 47021327 3207895 -93%
Expression Simplification 163 tests 147406397 63939332 -56%
If Optimization 69 tests 116694163 32702235 -71%
Function Inlining 33 tests 184638067 11441711 -93%
Induction Variable 4 tests 232586 47955 -79%
Elimination
Strength Reduction 2 tests 3183607 207017 -93%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 1178966 -50%
Loop Unrolling 13 tests 124617755 35508968 -71%
Loop Collapsing 4 tests 5935335 157925 -97%
Loop Fusion 2 tests 3265035 513904 -84%
Unswitching 22 tests 5228347 320339 -93%
Block Merging 1 tests 8945198 6765006 -24%
Cross Jumping 4 tests 32171517 615877 -98%
Integer Modulus Optimization 92 tests 40770534 2922506 -92%
Integer Multiply Optimization 99 tests 57393724 4688949 -91%
Address Optimization 22 tests 41240482 3370931 -91%
Pointer Optimization 15 tests 63571395 3879116 -93%
Printf Optimization 3 tests 437835 190446 -56%
Forward Store 99 tests 26943691 1817213 -93%
Value Range Optimization 30 tests 136842166 4217826 -96%
Tail Recursion 4 tests 548436 48690 -91%
Register Allocation 47 tests 235088 52900 -77%
Narrowing 3 tests 224357178 149303043 -33%
Static Declarations 1 tests 9532509 468114 -95%
String Optimization 4 tests 77628356 64539241 -16%
Average Nullstone Rate 5486 tests 65282537 24291651 -63%
(b)
Tabela A.13: NullStone Difference Summary: The Xingo Compiler Optimized with GCC
Not Optimized
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NULLSTONE 2002 Release 5.0
Summary Performance Report
Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 1.222 3472027 16%
Alias Optimization 9 1.022 488008 0%
(const-qualified)
Alias Optimization (by address) 44 1.172 525769 1%
Alias Optimization (scalar vs 20 3.005 328571 3%
array)
Bitfield Optimization 3 0.307 4632935 8%
Branch Elimination 15 0.235 226415006 99%
Instruction Combining 2008 2.133 6835325 7%
Constant Folding 56 0.763 139830791 61%
Constant Propagation 15 0.555 17930788 15%
CSE Elimination 2128 6.410 564032 8%
Dead Code Elimination 256 0.380 81370108 46%
Integer Divide Optimization 92 0.534 3207895 6%
Expression Simplification 163 0.458 63939332 41%
If Optimization 69 0.346 32702235 27%
Function Inlining 33 0.321 11441711 4%
Induction Variable Elimination 4 5.122 47955 20%
Strength Reduction 2 2.005 207017 3%
Hoisting 38 3.617 1178966 7%
Loop Unrolling 13 0.731 35508968 17%
Loop Collapsing 4 3.375 157925 2%
Loop Fusion 2 0.474 513904 15%
Unswitching 22 4.435 320339 6%
Block Merging 1 0.332 6765006 72%
Cross Jumping 4 2.053 615877 2%
Integer Modulus Optimization 92 0.539 2922506 6%
Integer Multiply Optimization 99 0.384 4688949 7%
(a)
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Summary Performance Report
Compiler The Xingo Compiler Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script opt gcc nopt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.598 3370931 9%
Pointer Optimization 15 0.530 3879116 6%
Printf Optimization 3 0.339 190446 52%
Forward Store 99 1.598 1817213 19%
Value Range Optimization 30 1.544 4217826 3%
Tail Recursion 4 0.249 48690 12%
Register Allocation 47 53.411 52900 10%
Narrowing 3 1.808 149303043 65%
Static Declarations 1 1.017 468114 4%
String Optimization 4 0.249 64539241 79%
Overall Totals 5486 2.869 24291651 21%
(b)
Tabela A.14: NullStone Performance Summary: The Xingo Compiler Optimized with
GCC Not Optimized
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Summary Failure Report
Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . 2 2
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . 2 2
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . 125 125
Overall Totals 5616 0 129 129
(b)
Tabela A.15: NullStone Failure Summary: The Xingo Compiler Not Optimized with GCC
Optimized
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 28064587 -6%
Alias Optimization 9 tests 60583953 9842024 -83%
(const-qualified)
Alias Optimization (by 44 tests 37192794 27277468 -26%
address)
Alias Optimization (scalar vs 20 tests 7421665 2879820 -61%
array)
Bitfield Optimization 3 tests 74066054 56428692 -23%
Branch Elimination 15 tests 225717220 225457427 +0%
Instruction Combining 2008 tests 61379927 52330360 -14%
Constant Folding 56 tests 225487909 158685641 -29%
Constant Propagation 15 tests 93459992 48920729 -47%
CSE Elimination 2128 tests 7836405 5660883 -27%
Dead Code Elimination 256 tests 165760679 154260417 -6%
Integer Divide Optimization 92 tests 47021327 49478930 +4%
Expression Simplification 163 tests 147406397 106646775 -27%
If Optimization 69 tests 116694163 105120740 -9%
Function Inlining 33 tests 184638067 127016190 -31%
Induction Variable 4 tests 232586 109561 -52%
Elimination
Strength Reduction 2 tests 3183607 2110058 -33%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 1381713 -42%
Loop Unrolling 13 tests 124617755 56217913 -54%
Loop Collapsing 4 tests 5935335 1650042 -72%
Loop Fusion 2 tests 3265035 832393 -74%
Unswitching 22 tests 5228347 1917036 -63%
Block Merging 1 tests 8945198 8670395 -3%
Cross Jumping 4 tests 32171517 31194707 -3%
Integer Modulus Optimization 92 tests 40770534 45424211 +10%
Integer Multiply Optimization 99 tests 57393724 57361288 +0%
Address Optimization 22 tests 41240482 41602402 +0%
Pointer Optimization 15 tests 63571395 59816281 -5%
Printf Optimization 3 tests 437835 187753 -57%
Forward Store 99 tests 26943691 5029269 -81%
Value Range Optimization 30 tests 136842166 10190777 -92%
Tail Recursion 4 tests 548436 370004 -32%
Register Allocation 47 tests 235088 156220 -33%
Narrowing 3 tests 224357178 164771029 -26%
Static Declarations 1 tests 9532509 4112062 -56%
String Optimization 4 tests 77628356 75478834 -2%
Average Nullstone Rate 5486 tests 65282537 47962628 -27%
(b)
Tabela A.16: NullStone Difference Summary: The Xingo Compiler Not Optimized with
GCC Optimized
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Summary Performance Report
Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 0.822 28064587 84%
Alias Optimization 9 0.833 9842024 14%
(const-qualified)
Alias Optimization (by address) 44 0.927 27277468 65%
Alias Optimization (scalar vs 20 0.688 2879820 34%
array)
Bitfield Optimization 3 0.272 56428692 74%
Branch Elimination 15 0.229 225457427 98%
Instruction Combining 2008 1.334 52330360 74%
Constant Folding 56 0.610 158685641 69%
Constant Propagation 15 0.423 48920729 49%
CSE Elimination 2128 4.428 5660883 73%
Dead Code Elimination 256 0.322 154260417 86%
Integer Divide Optimization 92 0.501 49478930 98%
Expression Simplification 163 0.387 106646775 78%
If Optimization 69 0.320 105120740 89%
Function Inlining 33 0.294 127016190 66%
Induction Variable Elimination 4 0.481 109561 47%
Strength Reduction 2 0.259 2110058 31%
Hoisting 38 0.291 1381713 13%
Loop Unrolling 13 0.252 56217913 57%
Loop Collapsing 4 0.352 1650042 27%
Loop Fusion 2 0.259 832393 25%
Unswitching 22 0.235 1917036 35%
Block Merging 1 0.277 8670395 93%
Cross Jumping 4 1.360 31194707 96%
Integer Modulus Optimization 92 0.512 45424211 93%
Integer Multiply Optimization 99 0.346 57361288 95%
(a)
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Summary Performance Report
Compiler The Xingo Compiler Not Optimized with GCC Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc opt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.533 41602402 97%
Pointer Optimization 15 0.406 59816281 90%
Printf Optimization 3 0.315 187753 51%
Forward Store 99 0.233 5029269 42%
Value Range Optimization 30 0.380 10190777 7%
Tail Recursion 4 0.248 370004 72%
Register Allocation 47 0.998 156220 88%
Narrowing 3 1.403 164771029 72%
Static Declarations 1 0.246 4112062 43%
String Optimization 4 0.247 75478834 93%
Overall Totals 5486 0.612 47962628 64%
(b)
Tabela A.17: NullStone Performance Summary: The Xingo Compiler Not Optimized with
GCC Optimized
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Summary Failure Report
Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Alias Optimization (by type) 66 . . .
Alias Optimization 9 . 2 2
(const-qualified)
Alias Optimization (by address) 44 . . .
Alias Optimization (scalar vs 20 . . .
array)
Bitfield Optimization 3 . . .
Branch Elimination 15 . . .
Instruction Combining 2008 . . .
Constant Folding 56 . 2 2
Constant Propagation 15 . . .
CSE Elimination 2128 . . .
Dead Code Elimination 256 . . .
Integer Divide Optimization 92 . . .
Expression Simplification 163 . . .
If Optimization 69 . . .
Function Inlining 33 . . .
Induction Variable Elimination 4 . . .
Strength Reduction 2 . . .
Hoisting 38 . . .
Loop Unrolling 16 . . .
Loop Collapsing 4 . . .
Loop Fusion 2 . . .
Unswitching 22 . . .
Block Merging 1 . . .
Cross Jumping 4 . . .
Integer Modulus Optimization 92 . . .
Integer Multiply Optimization 99 . . .
(a)
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Summary Failure Report
Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Compiler Execution Total
Size Errors Errors Errors
Address Optimization 22 . . .
Pointer Optimization 15 . . .
Printf Optimization 3 . . .
Forward Store 99 . . .
Value Range Optimization 30 . . .
Tail Recursion 4 . . .
Register Allocation 47 . . .
Narrowing 3 . . .
SPEC Conformance 2 . . .
Static Declarations 1 . . .
String Optimization 4 . . .
Volatile Conformance 125 . 125 125
Overall Totals 5616 0 129 129
(b)
Tabela A.18: NullStone Failure Summary: The Xingo Compiler Not Optimized with GCC
Not Optimized
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Alias Optimization (by type) 66 tests 30032407 3425274 -88%
Alias Optimization 9 tests 60583953 488008 -99%
(const-qualified)
Alias Optimization (by 44 tests 37192794 525649 -98%
address)
Alias Optimization (scalar vs 20 tests 7421665 325989 -95%
array)
Bitfield Optimization 3 tests 74066054 4630853 -93%
Branch Elimination 15 tests 225717220 225803828 +0%
Instruction Combining 2008 tests 61379927 6836746 -88%
Constant Folding 56 tests 225487909 139587163 -38%
Constant Propagation 15 tests 93459992 17940747 -80%
CSE Elimination 2128 tests 7836405 565860 -92%
Dead Code Elimination 256 tests 165760679 81322013 -50%
Integer Divide Optimization 92 tests 47021327 3190482 -93%
Expression Simplification 163 tests 147406397 63973140 -56%
If Optimization 69 tests 116694163 32721453 -71%
Function Inlining 33 tests 184638067 11438686 -93%
Induction Variable 4 tests 232586 49622 -78%
Elimination
Strength Reduction 2 tests 3183607 177303 -94%
(a)
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Summary Difference Report
Baseline Compiler Linux GCC Compiler Ideal
Architecture Pentium 4
Model 2.8 GHz
Compiler Options /usr/bin/cc -O3 -funroll-loops -I. -DIDEAL %D main.o
embedded.o libnull.o %{%T } -lm -o stone
Comparison Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Baseline Comparison Delta
Size Compiler Compiler
Nullstone Nullstone
Rate Rate
Hoisting 38 tests 2391613 1144731 -52%
Loop Unrolling 13 tests 124617755 33756435 -72%
Loop Collapsing 4 tests 5935335 191826 -96%
Loop Fusion 2 tests 3265035 432794 -86%
Unswitching 22 tests 5228347 319683 -93%
Block Merging 1 tests 8945198 6796325 -24%
Cross Jumping 4 tests 32171517 615250 -98%
Integer Modulus Optimization 92 tests 40770534 2921491 -92%
Integer Multiply Optimization 99 tests 57393724 4689155 -91%
Address Optimization 22 tests 41240482 3369929 -91%
Pointer Optimization 15 tests 63571395 3875573 -93%
Printf Optimization 3 tests 437835 191800 -56%
Forward Store 99 tests 26943691 2215017 -91%
Value Range Optimization 30 tests 136842166 4573780 -96%
Tail Recursion 4 tests 548436 48602 -91%
Register Allocation 47 tests 235088 53007 -77%
Narrowing 3 tests 224357178 149013454 -33%
Static Declarations 1 tests 9532509 486653 -94%
String Optimization 4 tests 77628356 64367603 -17%
Average Nullstone Rate 5486 tests 65282537 24224053 -63%
(b)
Tabela A.19: NullStone Difference Summary: The Xingo Compiler Not Optimized with
GCC Not Optimized
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Summary Performance Report
Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Alias Optimization (by type) 66 0.810 3425274 15%
Alias Optimization 9 0.843 488008 0%
(const-qualified)
Alias Optimization (by address) 44 0.934 525649 1%
Alias Optimization (scalar vs 20 0.662 325989 3%
array)
Bitfield Optimization 3 0.285 4630853 8%
Branch Elimination 15 0.228 225803828 99%
Instruction Combining 2008 1.294 6836746 7%
Constant Folding 56 0.604 139587163 60%
Constant Propagation 15 0.421 17940747 15%
CSE Elimination 2128 4.331 565860 8%
Dead Code Elimination 256 0.322 81322013 46%
Integer Divide Optimization 92 0.451 3190482 5%
Expression Simplification 163 0.379 63973140 41%
If Optimization 69 0.311 32721453 27%
Function Inlining 33 0.292 11438686 4%
Induction Variable Elimination 4 0.468 49622 21%
Strength Reduction 2 0.261 177303 2%
Hoisting 38 0.291 1144731 3%
Loop Unrolling 13 0.248 33756435 16%
Loop Collapsing 4 0.342 191826 3%
Loop Fusion 2 0.265 432794 12%
Unswitching 22 0.230 319683 6%
Block Merging 1 0.262 6796325 73%
Cross Jumping 4 1.402 615250 2%
Integer Modulus Optimization 92 0.456 2921491 6%
Integer Multiply Optimization 99 0.344 4689155 7%
(a)
117
NULLSTONE 2002 Release 5.0
Summary Performance Report
Compiler The Xingo Compiler Not Optimized with GCC Not Optimized
Architecture Pentium 4
Model 2.8 GHz
Compiler Options xingo script nopt gcc nopt %{%T} %D
Optimization Sample Compiler Nullstone Nullstone
Size Time Rate Ratio
Address Optimization 22 0.516 3369929 9%
Pointer Optimization 15 0.419 3875573 6%
Printf Optimization 3 0.305 191800 52%
Forward Store 99 0.235 2215017 20%
Value Range Optimization 30 0.352 4573780 3%
Tail Recursion 4 0.242 48602 12%
Register Allocation 47 0.973 53007 12%
Narrowing 3 1.328 149013454 65%
Static Declarations 1 0.237 486653 5%
String Optimization 4 0.237 64367603 78%
Overall Totals 5486 0.599 24224053 20%
(b)
Tabela A.20: NullStone Performance Summary: The Xingo Compiler Not Optimized with
GCC Not Optimized
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