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Abstract 40 
Downscaling is usually necessary for robust hydrological impact assessments. This 41 
may be undertaken using a wide range of methods, including a combination of 42 
dynamical and statistical-stochastic downscaling. This study uses the Spatial-Temporal 43 
Neyman-Scott Rectangular Pulses (STNSRP) model - RainSimV3, the precipitation-44 
conditioned daily weather generator - ICAAM-WG, and the change factor approach for 45 
downscaling synthetic climate scenarios for robust hydrological impact assessment at 46 
middle-sized basins. The ICAAM-WG was developed based on the concept of the 47 
Climate Research Unit daily Weather Generator (CRU-WG), motivated by the need for 48 
improved representation of heatwaves by downscaling methods given the positive 49 
feedback between low soil moisture and high air temperature. 50 
We demonstrated the validity of the proposed methodology in the 705-km2 51 
Mediterranean climate basin in southern Portugal. The results show that, for the control 52 
period 1980–2010, both RainSimV3 and ICAAM-WG reproduced not only the mean 53 
climatology, but also extreme wet and low precipitation events, as well as the extremes 54 
of temperature and heatwaves. We found that downscaling with ICAAM-WG (SIM6), 55 
which uses second-order autoregressive processes for the simulation of temperature 56 
during consecutive dry and wet days, outperformed ICAAM-WG (SIM4), which used 57 
only first-order autoregressive processes, leading to improved simulation of heatwaves. 58 
ICAAM-WG (SIM6) well reproduced observed heatwave extremes with return periods 59 
of up to 30 years; however, ICAAM-WG (SIM4) overestimated these extremes 60 
substantially. This indicates the importance of incorporating second-order 61 
autoregressive processes in the simulation of heatwave length. 62 
In the context of climate warming, the proposed methodology provides a tool to 63 
improve downscaled projections of future extremes with confidence intervals for not 64 
only wet events but also dry spells and heatwaves. 65 
Keywords: Hydrological impact assessment; weather generator; precipitation model; 66 
second-order autoregressive process; heatwave; dry spell; Mediterranean climate. 67 
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1. Introduction 68 
Southern Portugal has a semi-arid, subtropical Mediterranean climate (Csa) under the 69 
Köppen-Geiger climate classification (Peel et al., 2007). The region has very high intra- 70 
and inter-annual variability of precipitation (Corte-Real et al., 1998; Mourato et al., 2010; 71 
Guerreiro et al., 2014) and runoff (Bathurst et al., 1996; Ramos and Reis, 2002; 72 
Mourato, 2010). It is at high risk of desertification (EEA, 2012), droughts (Santos et al., 73 
2010; Moreira et al., 2012) and summer heatwaves (Fischer and Schär, 2010). 74 
Significant increases of dryness (Mourato et al., 2010; Hoerling et al., 2012; Guerreiro 75 
et al., 2014; Serra et al., 2014), short-term precipitation extremes (Costa and Soares, 76 
2009; Durão et al., 2010; Santo et al., 2014) as well as surface air temperature 77 
extremes (de Lima et al., 2013) have been observed. The region has become drier and 78 
warmer (Andrade and Corte-Real, 2017), and this is projected to be exacerbated in the 79 
21st century (Kilsby et al., 2007b; Sánchez et al., 2011; Andrade et al., 2014; Mourato 80 
et al., 2014, 2015; Soares et al., 2015). This makes hydrological impact assessments 81 
associated with future climate change especially important. 82 
Downscaling is required for global-scale general circulation models (GCMs: ~100–300 83 
km horizontal resolution) to obtain future climate scenarios at scales adequate for 84 
hydrological impacts assessments (Fowler et al., 2007; Maraun et al., 2010; Ekström et 85 
al., 2015). It includes dynamical downscaling and statistical downscaling. Dynamical 86 
downscaling uses physically-based regional climate models (RCMs), with boundary 87 
conditions provided by a GCM, to produce higher resolution outputs. Direct application 88 
is not appropriate due to substantial model biases (Casanueva et al., 2016; Chan et al., 89 
2018). Moreover, temporal resolutions (normally ~6–24 hours) may be insufficient for 90 
robust hydrological simulations. Therefore, additional statistical downscaling, which 91 
employs observed relationships between local climate variables and large-scale 92 
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predictors, is required to translate the RCM outputs into the required resolution. 93 
Readers are referred to Maraun and Widmann (2018) for the most up-to-date 94 
approaches. 95 
The selected downscaling method should be appropriate for climate variables that have 96 
the largest impact on the hydrological system (Fowler et al., 2007; Maraun et al., 2010). 97 
For southern Portugal, water resources availability is the most important hydrological 98 
characteristic given the high water demand relative to low water availability (EEA, 99 
2012). Most of the area is already susceptible to desertification under the mean climatic 100 
regime (Directorate-General for Territorial Planning and Urban Development, 2007). 101 
Additionally, there is interest in assessing climate change impacts on sediment 102 
transport, considering possible reservoir siltation. As the majority of sediment is 103 
transported by large storm events (Lukey et al., 2000), the downscaled climate 104 
variables should enable hydrological models to reproduce the statistics of generated 105 
storm-runoff with sufficient skill. Therefore, precipitation extremes, associated with 106 
either meteorological droughts or extremely large flood events, will have significant 107 
damaging impacts on the region (IPCC, 2013). Finally, future heatwaves are highly 108 
important because they have significant impacts on human health (Robine et al., 2008) 109 
and are projected to increase substantially (Guerreiro et al., 2018a). 110 
Stochastic Weather Generators (WGs) are statistical models that produce synthetic 111 
weather variables with statistical properties similar to the observed weather (Maraun et 112 
al., 2010; Harris et al., 2014). WGs were originally developed for filling missing climate 113 
time series for input to agricultural and hydrological models (Richardson, 1981) but 114 
they have been increasingly used to downscale climate variables at the local scale for 115 
hydrological impact assessments. As a statistical downscaling approach, they are 116 
distinguished by their computational efficiency and capacity to generate time series or 117 
spatial fields of infinite length consistent with observed temporal or spatial structure 118 
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(Maraun et al., 2010; Maraun and Widmann, 2018). Kilsby et al. (2007a) developed a 119 
simple way to use a WG for climate change scenarios: the WG uses the Neyman-Scott 120 
Rectangular Pulses (NSRP, Watts et al., 2004) model as precipitation model, which 121 
produces precipitation to condition the processes of generating the remaining variables. 122 
The WG is calibrated to local observations only and does not directly use large-scale 123 
conditions from RCMs or GCMs. Future scenarios are generated by fitting the WG to 124 
observations perturbed by the application of change factors (CFs) derived from RCMs. 125 
This approach to using a WG was a standard tool for climate change impact 126 
assessments in the UK in UKCP09 (Jones et al., 2010) and has been successfully 127 
tested in a wide variety of climate conditions (van Vliet et al., 2012; Blenkinsop et al., 128 
2013; Forsythe et al., 2014; Jones et al., 2016). Maraun et al. (2017) recommended 129 
WGs as an alternative to bias correction due to their ability to simulate local variability 130 
and climate extremes. 131 
Soil moisture-temperature interactions have also received increasing attention in the 132 
climate modelling community in the past decade (e.g. Seneviratne et al., 2010). 133 
Blenkinsop et al. (2009) found that for the UK, temperature anomalies increase during 134 
the onset of summer anticyclonic conditions (typically dry) for a period of 4-5 days, 135 
suggesting a mechanism of positive feedback between low soil moisture and increased 136 
hot spells (Brabson et al., 2005). Thus, a prolonged drought may be closely related to a 137 
severe heatwave. Kilsby et al. (2007a) considered four precipitation transitions DD, 138 
WW, DW and WD in their WG (all precipitation transitions in this paper are defined as 139 
follows: W represents wet and D means dry; the final letter indicating the current day’s 140 
state and preceding letter(s) indicating antecedent state(s)). For both daily temperature 141 
mean (DT) and the temperature range (∆DT), they applied first-order autoregressive, 142 
hereafter AR(1), processes to simulate the time series. For a better temperature 143 
simulation of dry periods, Jones et al. (2010) introduced an additional state, DDD, in 144 
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the WG. For DD and DDD, they considered different AR(1) processes, which are all 145 
conditioned by the previous day’s state. Using the five states (DD, DDD, WW, DW and 146 
WD), Jones et al. (2010, 2011 and 2016) obtained good performances in simulating 147 
annual cycles of daily temperature maxima and minima, as well as the moderate 148 
temperature extremes, such as warm/cold days/nights and heatwave durations. 149 
As an alternative approach to Jones et al. (2010), this study proposes to use second-150 
order autoregressive, hereafter AR(2), processes to consider the positive feedback 151 
between dry spells and heatwaves for consecutive dry days. Specifically, we propose 152 
to use AR(2) processes for the states DDD, WDD, WWW and DWW, and AR(1) 153 
processes for the states WD and DW. To test the hypothesis that the use of AR(2) 154 
processes in consecutive dry and wet days improves the simulation of temperature 155 
extremes, we develop a weather generator—ICAAM-WG, using the WG concept of 156 
Kilsby et al. (2007a). We configure it with six states (DDD, WDD, WWW, DWW, DW 157 
and WD - SIM6) and four states (DD, WW, DW and WD - SIM4) and compare the 158 
relative performance of both for the simulation of temperature extremes, including 159 
heatwaves. Additional tests are made to identify whether RainSimV3 (Burton et al., 160 
2008, see Section 2), which is proposed as the precipitation model component of 161 
ICAAM-WG, and also the temperature component of ICAAM-WG, can skillfully produce 162 
synthetic climate scenarios for robust hydrological impact assessment at middle-sized 163 
basins (Zhang et al., 2019). To do this we assess whether the two models reproduce 164 
both the mean climatology and realistic extremes at a 705-km2 Mediterranean climate 165 
basin, in southern Portugal. Methodologies presented in Kilsby et al. (2007a) and 166 
Jones et al. (2010) are used for construction of control and future climate scenarios 167 
with the CF approach used for deriving projections of future precipitation and 168 
temperature statistics from RCM outputs. Further, hourly precipitation (HP) series are 169 
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generated so that statistics of storm-runoff can be produced more reliably in 170 
hydrological modelling (Zhang et al., 2019). 171 
2. Methodology 172 
2.1 The RainSimV3 model 173 
The RainSimV3 model, developed by Burton et al. (2008), is an advanced version of 174 
the Spatial-Temporal Neyman-Scott Rectangular Pulses (STNSRP) model developed 175 
by Cowpertwait (1995). It simulates precipitation as a continuous spatial-temporal 176 
process, which offers the possibility of providing precipitation time series at arbitrary 177 
spatial locations and with arbitrary time steps for distributed hydrological modelling 178 
applications. It is a stochastic precipitation model, which conceptualizes the occurrence 179 
of storm events as a temporal Poisson process and their precipitation intensities as a 180 
result of superimpositions of instantaneous intensities of all active raincells, generated 181 
by a stationary spatial Poisson process. Orographic effects are accounted for by non-182 
uniform scaling of the precipitation field where precipitation of each sampling site is 183 
scaled by a factor, which is proportional to mean precipitation of the site. 184 
The multi-site property of RainSimV3 was used in this study, with the model configured 185 
to generate synthetic HP series at each rain gauge (Figure 1) for future application in 186 
storm-runoff and sediment transport simulations (Zhang et al., 2019). In order to 187 
reproduce mean precipitation climatology and extreme wet and dry events, we selected 188 
the following monthly precipitation statistics for RainSimV3 calibration: daily (D) mean 189 
(MDP) (DP: daily precipitation) for simulating intra-annual variation and the total annual 190 
precipitation; spatial cross correlation among rain gauges (XCDP) for fitting precipitation 191 
correlations among stations; daily variance (VarDP), skewness (SkewDP), hourly (H) 192 
variance (VarHP) and skewness (SkewHP) are for modelling wet precipitation extremes; 193 
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proportion of dry days (DP<1.0 mm, PdryDP1.0) and dry hours (HP<0.1 mm, PdryHP0.1) 194 
for fitting probabilities of dry days and hours; and lag-1 autocorrelation (L1ACDP) for 195 
fitting of persistent events such as long dry spells. RainSimV3 was fitted separately to 196 
the observed control (1980-2010) and perturbed future (2041-2070) statistics for each 197 
month to obtain the respective parameters as described in detail in the Supporting 198 
Information (Appendix S1). The model was validated for the control period against 199 
observed precipitation records, firstly by comparing the precipitation statistics that were 200 
used for model calibration; and secondly by comparing those of extremely wet and dry 201 
events, such as annual maximum daily precipitation, annual longest dry spell, and 202 
average length of annual dry spell, which were not used for model calibration. 203 
2.2 The weather generator (ICAAM-WG) model 204 
The ICAAM-WG developed in this study is a stochastic WG. It can generate synthetic 205 
time series of weather variables, such as daily maximum and minimum 2m air 206 
temperatures (Tmax and Tmin), vapour pressure (VP), wind speed (WS), sunshine 207 
duration (SS) and the FAO Penman-Monteith potential evapotranspiration (PET) (Allen 208 
et al., 1998). It was developed based on the improved implementation (Kilsby et al., 209 
2007a) of the Climatic Research Unit (CRU) daily WG (CRU-WG) (Watts et al., 2004), 210 
which was originally developed by Jones and Salmon (1995). The main assumptions of 211 
CRU-WG (Kilsby et al., 2007a) are: (1) weather variables, such as DT, ∆DT, VP, WS 212 
and SS, of each 24 (12×2) half months are considered to follow normal distributions. (2) 213 
these variables, after normalization, are assumed to follow AR(1) processes, in which 214 
temperature is conditioned by precipitation and other variables are then conditioned by 215 
precipitation and temperature. (3) the autoregressive processes are assumed to remain 216 
unchanged throughout all time periods. ICAAM-WG has the same principles and 217 
assumptions as CRU-WG, except for temperature simulation. Whilst CRU-WG utilizes 218 
AR(1) processes to simulate standard anomalies of DT=(Tmax+Tmin)/2 and ∆DT=(Tmax-219 
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Tmin) for four precipitation transition states DD, WW, DW and WD, ICAAM-WG expands 220 
states DD and WW into DDD, WDD, WWW and DWW and uses AR(2) processes for 221 
the simulation. The development of ICAAM-WG was motivated by the soil moisture-222 
temperature coupling described in Seneviratne et al. (2010). During consecutive dry 223 
days, a drying and warming positive feedback occurs: a soil moisture decrease leads to 224 
a decrease in evapotranspiration, with decreased latent heating and increased sensible 225 
heating at the surface producing a temperature increase. During consecutive wet days, 226 
the reverse situation occurs with a wetting and cooling feedback. Therefore, to better 227 
account for these feedbacks, three precipitation transition states were considered in the 228 
autoregressive processes of the consecutive dry and wet days. The intention was to 229 
improve temperature simulation, particularly for persistent extremes like heatwaves. 230 
For comparison, ICAAM-WG was therefore configured both for six DP transition states 231 
(DDD, WDD, WWW, DWW, DW and WD; SIM6), and four DP transition states (DD, 232 
WW, DW and WD, SIM4). 233 
The main steps of implementing ICAAM-WG are shown in Figure 2, which can be 234 
summarized as follows: 235 
 i) steps 1-3: generating  multi-site synthetic DP series (using RainSimV3) 236 
fitted to pre-prepared monthly precipitation statistics (for either the control or perturbed 237 
future periods – see Section 2.3 on CF application for derivation of future statistics); 238 
 ii) steps 4 & 5: generate single-site synthetic series of standard anomalies 239 
of DT, ∆DT, VP, WS an SS (using ICAAM-WG); 240 
 iii) steps 6-9: generate synthetic series of daily Tmax, Tmin, VP, WS and SS, 241 
and calculate the synthetic series of daily PET (ICAAM-WG). 242 
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Calibration of ICAAM-WG is actually to set up the autoregressive processes (Appendix 243 
S2) for producing standard anomalies of the weather variables and should be carried 244 
out based on observations of at least 20 years duration. A similar validation approach 245 
was used for ICAAM-WG as for RainSimV3, again comparing statistics for the control 246 
period obtained from observations with those from the simulations. The validation 247 
process first compared half-monthly statistics used for model calibration, namely daily 248 
Tmax, Tmin, VP, WS, SS and PET. Secondly, it compared statistics of temperature 249 
extremes such as the seasonal number of hot days, warm nights, cold nights, and 250 
further heatwave statistics which were not used for model calibration. 251 
We note that ICAAM-WG is a single-site WG and is appropriate for basins up to ~1000 252 
km2 with spatial homogeneity in orography, soil types and land use (Kilsby et al., 2007a; 253 
Jones et al., 2010). Therefore, use of the model to a 705km2 Mediterranean climate 254 
basin is justified. 255 
2.3 The change factor approach 256 
This study applied the CF or ‘perturbation’ approach, described in Kilsby et al. (2007a) 257 
and Jones et al. (2010). Shown in Appendix S3, CFs are derived from RCM simulations 258 
using multiplicative factors for precipitation statistics (MDP, VarDP, SkewDP, PdryDP1.0, 259 
and L1ACDP) and temperature variances (VarDT, and Var∆DT), and additive ones for 260 
temperature means (MDT and M∆DT). The CF approach is a simple delta change type 261 
approach (Maraun and Widmann, 2018). It assumes that RCM biases are constant in 262 
control and future simulations, and that the RCM can plausibly simulate the climate 263 
change signal for the WG variables. Future climate statistics are obtained by applying 264 
derived factors of change (from RCM future scenarios relative to the control period 265 
simulation) to the observed statistics. Compared with the traditional CF approach 266 
(Diaz-Nieto and Wilby, 2005; Prudhomme et al., 2002), the present method offers the 267 
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additional possibility of obtaining unbiased proportion of dry days and second or higher 268 
moments of statistics, a circumstance that may greatly improve the representation of 269 
dry periods and high extremes. However, like other methods, the proposed CF 270 
approach cannot provide a definitive statement on the reliability of the climate change 271 
signals in the WG downscaling process. Such reliability depends on the credibility of 272 
simulations in large-scale atmospheric circulation and regional land-surface 273 
interactions by GCMs and RCMs, as well as their spatial resolutions. This key limitation 274 
should be considered in subsequent hydrological impact assessment. 275 
2.4 Relationship between hourly and daily precipitation statistics 276 
For the control period, VarHP, SkewHP and PdryHP0.1 may be calculated from 277 
observations if the record is long enough (~20 years minimum). Otherwise, HP data 278 
from multiple rain gauges may be pooled regionally and used to determine a statistical 279 
relationship between hourly and daily statistics (VarHP - VarDP, SkewHP - SkewDP and 280 
PdryHP0.1 - PdryDP1.0); the hourly statistics may then be obtained by applying derived 281 
nonlinear relationships to the observed daily statistics at a location. For the future 282 
period, the projected hourly statistics may be obtained by applying the relationships 283 
derived for the control period to the projected daily statistics. For example, the derived 284 
relationships are shown in Equations (1), (2) and (3), having R2 values of 0.974, 0.983 285 
and 0.943 respectively (Figure 3a, b, c), for the 62 rain gauges across the Guadiana 286 
basin in Portugal. Equations (1) and (3) are respectively identical and similar to those 287 
derived from Burton et al. (2010b), which used daily and 15 minute time series for the 288 
semi-arid Mediterranean Gallego catchment. However, further research is required to 289 
clarify whether the regional nonlinear relationships are universal or at least for regions 290 
with similar climates, as assumed here. 291 
( ) 87879.00159.0 DPHP VarVar =       (1) 292 
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3. Application to a Mediterranean climate basin 295 
3.1 Study area and data 296 
The Cobres basin (37°28′N–37°57′N, 8°10′W–7°51′W, Figure 1) is situated upstream of 297 
the Monte da Ponte gauging station, a tributary of the Guadiana river, located in the 298 
Alentejo region of southern Portugal. It is a gently sloped agricultural basin with an area 299 
of 705 km2 and elevation ranging from 103 to 308m above sea level. HP and DP were 300 
acquired for the periods 2001–2010 and 1981–2010 respectively from the Portuguese 301 
national water resources information system (SNIRH: http://www.snirh.pt/, last 302 
accessed July 30th 2018) for the 7 rain gauges indicated in Figure 1. HP for the period 303 
2001–2010 were also available at SNIRH for another 55 rain gauges located in the 304 
Guadiana basin (not shown in Figure 1), which have been used for derivation of the 305 
relationships between HP and DP statistics. Daily weather data at the Beja 306 
climatological station were provided by the Portuguese Institute for the Ocean and 307 
Atmosphere (IPMA), with DP, Tmax and Tmin available for the period 1981–2010 and VP, 308 
WS, SS for the period 1981–2004. 309 
In terms of climatology, the period of lower precipitation totals occurs between May and 310 
September, with precipitation very rare in June, July and August (Figure 4a). Relatively 311 
lower precipitation in March and, to a lesser extent, February, has also been detected 312 
over the last 50 years (Matos et al., 1994, Corte-Real et al., 1998; Guerreiro et al., 313 
2014). Mean annual precipitation, from the 7 rain gauges at or near Cobres basin, is 314 
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~469 mm (over the period 1981–2010), ranging from 418 to 528 mm (Table 1). Mean 315 
annual precipitation at Beja is, ~556 mm, greater than the 7 rain gauges but it displays 316 
the same annual cycle. Overall, precipitation at Beja is highly consistent and correlated 317 
with that from the 7 rain gauges, in spite of the differences in the data source and 318 
natural precipitation variability. In addition, mean annual FAO Penman-Monteith PET at 319 
Beja is ~1222 mm (Figure 4a). 320 
Summer (JJA) is the driest and hottest season of the year with frequent dry spells (at 321 
least 8 consecutive days of DP < 1.0mm) and heatwaves (at least 6 consecutive days 322 
of Tmax ≥ annual 90th percentile), with average durations of ~80 and ~10 days 323 
respectively. Monthly precipitation transition states at Beja are shown in Figure 4b. 324 
October to January is responsible for ~70% of precipitation with daily values larger than 325 
40 mm - monthly basin average precipitation during 1981-2010 (not shown in Figure 4). 326 
DP extremes go up to ~110.0–140.0 mm. From May 7th to September 29th 2003, Beja 327 
registered its longest dry spell during 1981–2010, lasting 146 days whilst from July 29th 328 
to August 15th 2003, it suffered from the hottest and longest recorded heatwave, lasting 329 
18 days with average Tmax of ~40.1ºC and 8 consecutive days of ~42.0ºC. 330 
High-resolution (25 to 50 km) transient RCM simulations (1951–2050 or 1951–2100) of 331 
European climate were available from the ENSEMBLES project (van der Linden and 332 
Mitchell, 2009; Christensen et al., 2010) (http://ensemblesrt3.dmi.dk/, last accessed 333 
July 30th 2018), primarily using the SRES A1B (medium, non-mitigation) emission 334 
scenario (Nakicenovic and Swart, 2000). We extracted DP, Tmax and Tmin from the 335 
25 km resolution RCM HadRM3Q0 (Collins et al., 2011), forced by boundary conditions 336 
from the 1.25×1.875º resolution AOGCM HadCM3Q0, for the control and future periods, 337 
for the six grid points shown in Figure 1. For the control period, we found spatial 338 
consistency of simulated precipitation and temperature statistics among the RCM grids 339 
except A5, where precipitation was simulated with higher magnitude and variance. In 340 
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general, HadRM3Q0 underestimated the MDP and VarDP respectively by ~50% and 341 
~65% for rainy months (October, November, December, April and May); and it 342 
overestimated the DT by ~1 ºC for summer months (Figure S1). Nevertheless, the 343 
climate simulation reproduced well the seasonality of the precipitation and temperature, 344 
e.g. the annual cycles of MDP, SkewDP, PdryDP1.0, MDT, VarDT and M∆DT calculated 345 
directly from HadRM3Q0 largely match well with observations (Figure S1). This means 346 
that many of the main aspects of the climate were well reproduced and the R can 347 
represent the key processes of the study region’s climate. The good performances of 348 
SkewDP and PdryDP1.0 indicate the ability of the climate simulation in reproducing 349 
precipitation extremes. Therefore, the CFs derived from the climate simulation may 350 
reasonably be considered as plausible climate change signals for use in the WG CF 351 
approach described in Section 2.3. 352 
3.2 Climate downscaling 353 
CFs of MDP, VarDP, SkewDP, PdryDP1.0, and L1ACDP, for precipitation, and MDT, VarDT, 354 
M∆DT and Var∆DT for temperature were derived. We did not calculate a CF to perturb SS 355 
as its maximum value cannot increase; we also did not perturb VP and WS because 356 
their potential future changes are highly uncertain, differing largely among available 357 
RCM integrations (IPCC, 2013). CFs calculated for the six RCM grids overlying the 358 
basin (A1–A6, Figure 1) were spatially consistent, and so a simple average was 359 
applied for projecting future temperature and precipitation statistics for use in 360 
downscaling. For precipitation, the relatively large variation in the CFs for MDP in June 361 
and August, VarDP in June, SkewDP in July and X(PdryDP1.0) in August (Figure 5) is likely 362 
related to the low precipitation totals in summer when a single event can make a 363 
difference to some precipitation statistics. Future mean precipitation was projected to 364 
decrease in most months (CF<1) except March and June (CF>1), whilst future mean 365 
monthly temperature was projected to increase by 1.5–3.2°C, with increases of MDT 366 
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and M∆DT respectively of the order ~2.4 and ~0.5°C. The CFs of MDP, MDT and M∆DT are 367 
consistent with the results of Soares et al. (2015) and Andrade et al. (2014) on the 368 
Guadiana basin that were based on the ENSEMBLES RCM simulations. 369 
For the control period, the DP observations for Beja and the 7 rain gauges across the 370 
Cobres basin were used to calibrate RainSimV3 and generate three 1000-year, 371 
hereafter 3000-year, stationary simulations of HP. Daily statistics (MDP, VarDP, SkewDP, 372 
PdryDP1.0, L1ACDP and XCDP) were evaluated directly from the observed DP series. Due 373 
to the short length of record, hourly statistics (VarHP, SkewHP and PdryHP0.1) were 374 
obtained by applying the regional nonlinear relationships, equations (1)–(3), to the daily 375 
statistics (VarDP, SkewDP and PdryDP1.0). These relationships were then verified in the 376 
simulated synthetic HP series (Figure S2). To calibrate the single-site ICAAM-WG, 377 
observed series of DT, ∆DT and DP at Beja for 1981–2010 were used to determine the 378 
autoregressive equations for DT and ∆DT; observed series of DT, ∆DT, DP, VP, WS 379 
and SS at Beja for 1981–2004 were also used to determine the equations for daily VP, 380 
WS and SS (Appendices S4 and S5). Then, synthetic precipitation series were 381 
generated by RainSimV3 to condition ICAAM-WG to generate 3000-year synthetic 382 
series of daily Tmax, Tmin, VP, WS, SS and PET. Finally, the synthetic weather variables 383 
were divided into 100 30-year series for model validation. 384 
For the future period, the same process was repeated but the projected monthly MDP, 385 
VarDP, SkewDP, PdryDP1.0 and L1ACDP were estimated by applying the CFs to the 386 
observed monthly statistics. The projected hourly statistics VarHP, SkewHP and PdryHP0.1 387 
were evaluated by applying equations (1)–(3) to the projected daily statistics VarDP, 388 
SkewDP and PdryDP1.0. The monthly XCDP were assumed to be unchanged through time. 389 
These statistics were then used to recalibrate RainSimV3 and generate 3000-year 390 
stationary simulations of HP for the future period. The synthetic DP series were then 391 
used to condition ICAAM-WG to generate synthetic series of DT and ∆DT and 392 
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subsequently generate the additional weather variables. In this instance, the projected 393 
annual cycles of the MDT, VarDT, M∆DT and Var∆DT were estimated by applying the CFs 394 
to the observed half monthly statistics to perturb the temperature series. The future 395 
statistics of daily VP, WS and SS were assumed to be the same as observations for 396 
the control period. 397 
4. Results 398 
4.1 Validation of control climate 399 
4.1.1 Validation of the RainSimV3 model 400 
The 3000-year synthetic HP at Beja and 7 rain gauges in the Cobres basin indicate that 401 
RainSimV3 represents the spatial and temporal variation of observed precipitation 402 
statistics used in model calibration for the control period (Appendix S6, Figures S3–S4). 403 
The annual cycles of MDP, SkewDP, PdryDP1.0, L1ACDP and SkewHP were reproduced 404 
with a high degree of skill, while monthly MDP was reproduced well for each of the 8 405 
rain gauges, indicating the model’s capability to capture the characteristics of 406 
nonhomogeneous precipitation amount processes by using an intensity scaling field 407 
(Burton et al., 2008). Monthly SkewDP, PdryDP1.0, L1ACDP and SkewHP were also 408 
reproduced with satisfactory intra-annual variability; their simulated values are spatially 409 
uniform, which is acceptable considering the much smaller variations across the basin 410 
relative to their intra-annual differences. Monthly VarDP and VarHP were mostly 411 
reproduced well with discrepancies mainly noticeable in October, November and 412 
December Whilst monthly PdryHP0.1 was skilfully reproduced in summer but slightly 413 
overestimated in other seasons. The simulated PdryHP0.1 is spatially uniform due to the 414 
homogeneous precipitation occurrence assumed in RainSimV3 (Burton et al., 2010b). 415 
The precipitation cross-correlation was also well reproduced - precipitation is less 416 
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(more) correlated in summer (winter) for close rain gauges, which may be explained by 417 
dominant localised convective (frontal) activities in summer (winter). 418 
Moreover, RainSimV3 successfully reproduced three precipitation statistics of 419 
extremely wet and dry events that were not used in model calibration. Figures 6–8 420 
show that RainSimV3 reproduced well the annual maximum daily precipitation, annual 421 
longest dry spell and average length of annual dry spell for gauges at Beja, Castro 422 
Verde, Almodôvar and Trindade. To derive extreme value plots, annual maximum or 423 
average values for the period 1981–2010 were extracted for each station. After 424 
discarding years containing missing data, 20, 24, 23 and 26 observed values were 425 
identified respectively for each gauge. The observed values were ranked and plotted. 426 
Then, to allow direct comparison with the observation, the 3000-year synthetic 427 
precipitation time series were partitioned into 100 30-year series, and annual maxima 428 
or averages were extracted and ranked for each 30-year series. Consequently, there 429 
were 100 possible values for each rank. The 5th, 50th and 95th percentiles were 430 
evaluated for each rank and plotted. Figures 6–8 show that most of the observed 431 
values are located inside the ranges provided by the synthetic data, indicating a good 432 
simulation of wet and dry extremes by RainSimV3. 433 
4.1.2 Validation of the ICAAM-WG model 434 
ICAAM-WG (SIM6) reproduced well the annual cycles of average daily Tmax, Tmin, VP, 435 
WS and SS at Beja (Figure S5a–e), although slightly overestimated Tmax and SS and 436 
underestimated WS in summer. The annual cycle of PET was also skilfully reproduced 437 
with a little overestimation in summer (Figure S5f). 438 
Furthermore, ICAAM-WG (SIM6) also satisfactorily reproduced statistics of 439 
temperature extremes and heatwaves that were not considered in model construction. 440 
Figures 9a–g and 10a–c demonstrate the abilities of the model in reproducing realistic 441 
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temperature and heatwave extremes at Beja for the control period. For each season, 442 
hot days and warm (cold nights) were defined as days with Tmax and Tmin (Tmin) higher 443 
(lower) than the 90th (10th) percentile of all observed days; and annual counts were 444 
derived as the summation of the four seasonal totals. Seasonal (annual) heatwaves 445 
were defined as spells of Tmax exceeding the seasonal (annual) 90th percentile on at 446 
least 6 consecutive days. Heatwave amplitude was defined as the highest peak 447 
temperature of all heatwaves during a year. The observed thresholds were then used 448 
to evaluate the temperature and heatwave extremes of the generated series. Figure 449 
9a–c indicates that ICAAM-WG (SIM6) reproduced well the temperature extremes in 450 
autumn, the number of hot days and warm nights in summer, and the number of cold 451 
nights annually. However, it overestimated the annual number of hot days and warm 452 
nights, slightly overestimated the number of hot days in winter and the number of warm 453 
and cold nights in spring, and slightly underestimated the number of hot days in spring 454 
and the number of warm and cold nights in winter. Figure 9d–g shows that it also 455 
reproduced seasonal and annual heatwave extremes, although slightly overestimated 456 
annual number of heatwaves, the longest heatwave and heatwave amplitude. Figure 457 
10a–c was constructed using the same method as for dry spells (Figures 6-8) and 458 
suggests ICAAM-WG (SIM6) skilfully reproduced the observed annual longest 459 
heatwave, average heatwave length and heatwave amplitude for Beja. 460 
Overall, ICAAM-WG (SIM6) outperformed ICAAM-WG (SIM4) in the simulation of 461 
temperature extremes and heatwaves. Figures 9 and 10 show slightly better 462 
performance of ICAAM-WG (SIM6) in simulating the number of hot days and warm 463 
nights, and average heatwave length for summer and at the annual timescale, and 464 
equivalently good performances in simulating the number of heatwaves and heatwave 465 
amplitude for both seasonal and annual timescales are observed. In particular, Figure 466 
9e displays a clear overestimation in simulating annual longest heatwaves by ~2.5 467 
20 
 
days (~21%) of ICAAM-WG (SIM4) compared to ICAAM-WG (SIM6). Figure 10a–b 468 
also shows a clear overestimation in simulating annual longest heatwaves and average 469 
length of annual heatwaves by ICAAM-WG (SIM4). For example, overestimations of ~5 470 
and ~3 days (~22% and ~18%) are noted for the 50th percentile of the extremes with a 471 
return period of 20 years. 472 
However, both ICAAM-WG (SIM6) and ICAAM-WG (SIM4) produced good 473 
performances in reproducing the distributions of annual cycles of daily mean PET, Tmax 474 
and Tmin (Figures S6–S8). They reproduced well the mean, 50th, 75th and 90th 475 
percentiles of annual cycles of daily mean PET except for a slight overestimation 476 
during summer (Figure S6a and S6d–f); however, they are less skilful in simulating the 477 
low percentiles of PET, mainly with an overestimation (underestimation) for summer 478 
(winter) months (Figure S6b–c). Both models also reasonably reproduced annual 479 
cycles of daily Tmax except for a slight overestimation (underestimation) of the mean, 480 
10th, 25th and 50th (90th) percentiles during the summer (spring) period (Figure S7a–f) 481 
and reproduced well the annual cycles of daily Tmin (Figure S8a–f). 482 
4.2 Simulations of future climate 483 
4.2.1 Simulation of future precipitation 484 
Table 1 displays the simulated future mean annual precipitation for Beja and the 7 rain 485 
gauges whilst simulated changes of monthly precipitation statistics for Beja, Almodôvar, 486 
Castro Verde, and Trindade stations are consistent with the calculated CFs and are 487 
shown in Figures S9–S12. The main features to note are: (1) Monthly MDP, VarDP 488 
(PdryDP1.0) are projected to decrease (increase) in the non-summer months except 489 
January and March, indicating a possible increase of drought risk within the region; (2) 490 
Monthly L1ACDP are projected to decrease in autumn and December but increase in 491 
21 
 
January and spring, suggesting a possible decrease of frontal activities in autumn and 492 
December and an increase in January and spring. 493 
Figures 6–8, 11 and Tables 2–4 show that low frequency wet and dry events are more 494 
intense and longer, while high frequency wet and dry events remain unchanged. 495 
According to the 50th percentile, Figure 6a–d shows that future annual maximum daily 496 
precipitation with a return period of 20 years increases by ~5 mm (~7%), while those 497 
with return periods less than 10 years remain almost the same. Figure 7a–d shows that 498 
the future annual longest dry spell with return periods of 20 years increases by ~10 499 
days (~8%) while those with return periods less than 5 years remain roughly 500 
unchanged. Fewer but longer dry spells are projected in future. Figure 8a–d also shows 501 
that the future average length of annual dry spells increases by ~4 and ~7 days (~15% 502 
and ~20%) for return periods of 2 and 20 years respectively; whilst Figure 11a–b 503 
shows that future total length of annual dry spells increases by ~15 days (~5%). Tables 504 
2–4 display the projected climate change impacts on extreme precipitation indices 505 
characterizing both wet and dry conditions (Costa and Soares, 2009) in Southern 506 
Portugal. These show a projected potential increase in future drought, as one can see 507 
from the increases of ~4, ~4 and 17 days (~10%, ~5% and ~13%) for CDD respectively 508 
for 5th, 50th and 95th percentiles of the simulated time series. There is also a distinct 509 
increase in extremely wet events by ~9.5mm (~8%) for R5D at the 95th percentile. 510 
4.2.2 Simulation of future PET and temperature 511 
The annual cycles of simulated future daily Tmax, Tmin, VP, WS and SS correspond well 512 
with the projected values obtained through simple application of the CFs to the 513 
observed statistics, except for some slight overestimation of Tmax and SS and 514 
underestimation of WS in summer (Figure S13a–e). This validates the capacity of 515 
ICAAM-WG (SIM6) to reproduce the projected future mean climatology at Beja. The 516 
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simulated future Tmax (Tmin) increases are ~3.0, 3.9, 2.5 and 2.4 (~2.3, 2.4, 2.0 and 517 
2.1) ºC for spring, summer, autumn and winter respectively (Figure S13a–b), which is 518 
in good agreement with the CFs evaluated in Section 3.2. Consequently, the simulated 519 
future synthetic daily PET increases are ~0.7, 0.9, 0.5 and 0.4 mm d-1 for spring, 520 
summer, autumn and winter respectively (Figure S13f). 521 
In the projected warmer future, the use of ICAAM-WG (SIM4) indicates a lengthening 522 
of the longest heatwaves and average length of heatwaves annually relative to the 523 
control climate and to the projections from ICAAM-WG (SIM6) (Figures 9–10). For 524 
example, for annual longest heatwave and average length of annual heatwaves, the 525 
differences between ICAAM-WG (SIM4) and ICAAM-WG (SIM6) are respectively ~10 526 
and ~6 days for 50th percentile of the future extremes with a return period of 20 years, 527 
which are only ~5 and ~3 days for the control extremes with the same frequency 528 
(Figure 10a–b). 529 
Since ICAAM-WG (SIM6) is better than ICAAM-WG (SIM4) in simulation of heatwaves, 530 
the following analyses are made based on the results obtained by ICAAM-WG (SIM6). 531 
Figure 9a–c shows that future annual number of hot days and warm nights are 532 
projected to increase by ~40 and ~50 days (~100% and ~125%) respectively relative to 533 
the control climate, while the annual number of cold nights is projected to decrease by 534 
~30 days (~75%). Future winter is projected to be much warmer, as the number of hot 535 
days and warm nights increase by ~25 and ~10 days (~250% and ~100%) respectively 536 
and the number of cold nights decrease by ~10 days (~100%). In summer, the number 537 
of hot days and warm nights increases by ~20 days (~200%) and the number of cold 538 
nights decreases by ~3 days (~33%). Figure 9d–g shows that all four seasons are 539 
projected to have longer and more frequent heatwaves. Figure 10(a)–(c) shows that for 540 
the 50th percentile, heatwaves are projected to be ~15–20 days (~100%–200%) longer 541 
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and a higher amplitude of ~3 ºC for extremes, with return periods in the range of [2, 30] 542 
years. 543 
5. Discussion and conclusions 544 
This study developed a precipitation conditioned WG—ICAAM-WG, a modified version 545 
of the CRU-WG (Kilsby et al., 2007a). It combines the RainSimV3 model (Burton et al., 546 
2008), the ICAAM-WG and the CF approach (Jones et al., 2010), to downscale RCM 547 
outputs into synthetic control and future time series of HP and internally consistent Tmax 548 
and Tmin as well as daily FAO Penman-Monteith PET. 549 
We have demonstrated the validity of the proposed methodology in the 705-km2 550 
subtropical Mediterranean climate basin Cobres located in southern Europe. We found 551 
that both RainSimV3 and ICAAM-WG well reproduced the statistics on which they were 552 
calibrated (e.g. monthly MDP, VarDP, SkewDP for the former and Tmax, Tmin, WS for the 553 
later) – an important validation of the methodology. This successful validation is 554 
consistent with several previous studies in other regions e.g. Burton et al. (2008), van 555 
Vliet et al. (2012), Blenkinsop et al. (2013), Forsythe et al. (2014) and Jones et al. 556 
(2016). More importantly, we found both models were in agreement with observations 557 
for additional statistics not used for model calibration. For example, this study has 558 
shown its capacity to reproduce annual maximum daily precipitation (Figure 6), annual 559 
longest dry spell (Figure 7) and average length of annual dry spell (Figure 8) with return 560 
periods of up to 30 years. These results are in accordance with Burton et al. (2008) 561 
who showed RainSimV3’s capacity to reproduce annual maximum daily precipitation 562 
for the Dommel catchment in the Netherlands with return periods of 45 years whilst 563 
Fatichi et al. (2011) demonstrated the NSRP model’s good performance in reproducing 564 
both wet and dry spells with return periods of 20–30 years. Being a modified CRU-WG, 565 
ICAAM-WG well reproduced extremes of temperature (seasonal and annual hot days, 566 
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warm nights, cold nights, heatwave duration) and heatwaves (seasonal and annual 567 
longest heatwave and heatwave amplitude). This is in agreement with previous studies 568 
of Kilsby et al. (2007a) and Jones et al. (2016), which demonstrated CRU-WG’s 569 
capacity to reproduce temperature extremes. 570 
Overall, the results demonstrate that for the control period both RainSimV3 and 571 
ICAAM-WG reproduced not only the mean climatology, but also extremely wet and low 572 
precipitation events as well as the extremes of temperature and heatwaves. It is 573 
indicated that they provided a reasonable reproduction of (1) the spatial and temporal 574 
(intra- and inter-annual) variation of precipitation, and (2) the occurrence, severity and 575 
persistence of extremes of the daily precipitation and temperature. 576 
We also found that ICAAM-WG (SIM6), which used AR(2) processes for temperature 577 
simulation of consecutive dry and wet days, outperformed ICAAM-WG (SIM4), which 578 
used AR(1) processes, in the simulation of extreme temperature (e.g. hot days, warm 579 
nights) and specifically heatwaves. The outperformance is slight for temperature 580 
extremes but distinct for heatwave extremes. ICAAM-WG (SIM6) can well reproduce 581 
heatwave extremes, such as the annual longest heatwaves and average length of 582 
annual heatwaves, with return periods of up to 30 years. However, ICAAM-WG (SIM4) 583 
overestimates these extremes, and the differences between SIM4 and SIM6 can be 584 
double in a warmer climate compared with the control period. Both ICAAM-WG (SIM6) 585 
and ICAAM-WG (SIM4) use empirical but not physically based equations to simulate 586 
the synthetic temperature series. However, in ICAMM-WG (SIM6), the use of AR(2) 587 
processes for temperature simulation of consecutive dry and wet days includes 588 
information from the current day and its two preceding days; while in ICAAM-WG 589 
(SIM4), the use of AR(1) processes only considers information from the current day 590 
and its previous day. This suggests that the information from the second preceding day 591 
is important and should be included in the WG temperature simulations, allowing an 592 
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improved (non-dynamical) consideration of the dry and warming positive feedback 593 
described in Blenkinsop et al. (2009) and Brabson et al. (2005) for long dry spells. 594 
For future climate, the proposed downscaling approach is able to exhibit changes that 595 
were not directly enforced by the CFs. For the case study of Cobres, the key changes 596 
projected by RainSimV3 are for wet and dry extremes, such as annual maximum daily 597 
precipitation, annual longest dry spell and average length of annual dry spell. Those 598 
projected by ICAAM-WG are the temperature and heatwave extremes, such as 599 
seasonal and annual hot days, warm nights, cold nights, heatwave duration, the 600 
longest heatwave and heatwave amplitude. It is well known that simulating or 601 
projecting these extremes to the local scale is very challenging (Huth et al., 2000; 602 
Maraun et al., 2010; Qian et al., 2010; Kotlarski et al., 2014; Cardoso et al., 2018). This 603 
remains true for the most up-to-date RCM simulations (Chan et al., 2018; Collazo et al., 604 
2018; Wang et al., 2018). The proposed downscaling approach however, has capacity 605 
in translating RCM outputs of precipitation and temperature from model resolution to 606 
the local scale, preserving the local variability, particularly for extremes. This makes it 607 
an alternative approach to bias correction for post-processing regional climate 608 
projections (Maraun et al., 2017). 609 
Using the generated synthetic series, the presented methodology can be used to 610 
evaluate future climate change impacts on mean climatology and extremes of 611 
precipitation and temperature at local scale. It is not computationally demanding, which 612 
facilitates the generation of long series of synthetic precipitation and temperature so 613 
that robust conclusions about future climate change impacts on extremes can be 614 
achieved. Concerning the drought risk for southern Europe, particularly the 615 
Mediterranean climate region, the projections of changes in the severity and 616 
persistence of dry spells could enable effective and efficient adaptations in water 617 
supply management, whilst simulation of the future occurrence, severity and 618 
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persistence of hot spells could facilitate effective measures to reduce potential loss of 619 
life and economic damage (Guerreiro et al., 2018a). The generated synthetic series of 620 
HP and daily PET can also be provided as input to physically-based, spatially-621 
distributed hydrological models for robust hydrological impact assessments (Zhang et 622 
al., 2019). 623 
Some limitations of this study are acknowledged and potential solutions are provided. 624 
First, bias stationarity is assumed in the CF approach (and other downscaling methods), 625 
which has not been, and cannot be, tested directly due to the absence of the future 626 
climate data. Recently, the validity of the assumption has been questioned with the 627 
intention of properly addressing uncertainty in future climate projections (Maraun, 2012; 628 
Chen et al., 2015). Climate model precipitation biases are not always stationary. 629 
Internal climate variability (ICV) is a substantial source of such bias nonstationarity (Hui 630 
et al., 2018). It was ignored in most climate change impact studies, which resulted in 631 
large underestimation of uncertainty. Zhuan et al. (2018) suggested using an initial 632 
condition ensemble of a climate model to quantify the uncertainty. 633 
Second, the CF approach estimates possible change in precipitation and temperature 634 
statistics between the control period and a specific future time-slice for which RCM 635 
simulations are available. Otherwise, if no climate simulations are available for a 636 
specific future period, the pattern scaling method (Santer et al., 1990, Mitchell, 2003) 637 
can be used, which assumes that future changes in climate variables will occur steadily 638 
and in proportion to the projected change in global mean temperature. Details on 639 
downscaling transient climate change, using a NSRP precipitation model, were 640 
provided by Burton et al. (2010a) and Blenkinsop et al. (2013). 641 
Third, a single realization of GCM and RCM combination and a single emission 642 
scenario is not adequate for providing a robust estimate of likely change as this takes 643 
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no account of associated uncertainties (Blenkinsop and Fowler, 2007; Soares et al., 644 
2015). Instead, a climate model ensemble using multiple realizations of the most 645 
updated GCM and RCM combinations and scenarios should be used. The objective is 646 
to provide robust estimates of uncertainty through confidence intervals and/or 647 
significance levels of the climate change signal. Methods of incorporating climate 648 
model uncertainty into transient stochastic WG were developed by Glenis et al. (2015). 649 
Fourth, RainSimV3 assumes spatially invariable SkewDP, PdryDP1.0, L1ACDP and 650 
SkewHP, which should be replaced by a more sophisticated STNSRP model such as 651 
NSAR in Burton et al. (2010b) for basins where precipitation is strongly influenced by 652 
orography. 653 
Fifth, the assumption of temporal stability in the relationship between DP and HP 654 
statistics may not be valid. Sub-daily precipitation extremes are poorly simulated by 655 
RCMs due to model scale and the parameterization of convection. Further 656 
understanding of how these might change in the future is however, being obtained from 657 
very-high resolution ‘convection permitting’ climate models (CPMs, see e.g. Prein et al., 658 
2015). The knowledge derived from this area of research might enable more informed 659 
statistical downscaling approaches in the future. 660 
Further studies are required to evaluate the effects of climate change on HP extremes, 661 
especially considering increases associated with temperature rise (Blenkinsop et al., 662 
2015; Kendon et al., 2014; Chan et al., 2018; Guerreiro et al., 2018b). The INTENSE 663 
(INTElligent use of climate models for adaptation to Non-Stationary hydrological 664 
Extremes) project (Blenkinsop et al., 2018) is currently collating global sub-daily 665 
precipitation observations as a contribution to the Global Energy and Water cycle 666 
Experiment (GEWEX) Grand Challenge on Extremes which, coupled with the 667 
emergence of CPMs, should improve projections of change in these events. 668 
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Nonetheless, the presented research provides a scientific basis for robust hydrological 669 
impact assessments. In the context of climate warming, it makes possible an improved 670 
projection of future extremes with confidence intervals for not only wet events but also 671 
dry spells and heatwaves. Further, the introduction of AR(2) processes in ICAAM-WG 672 
(SIM6) leads to a better simulation of heatwave extremes, which could facilitate more 673 
realistic adaptation measures to minimize the associated social-economic and 674 
environmental costs. 675 
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Figure 1. 
Location map of the Cobres basin showing elevation, the climatological 
station (empty square), rain gauges (filled squares), and centres of the 
selected regional climate model grids (circles). 
40 
Figure 2. 
Flowchart of the proposed downscaling approach; dark arrows indicate the 
sequence of the downscaling approach, and dashed arrows show 
additional input for the downscaling step. In steps 4 and 5, daily synthetic 
precipitation series are used to generate standard anomalies of the 
weather variables. MDP, VarDP, SkewDP, PdryDP1.0, L1ACDP and XCDP 
represent daily precipitation mean, variance, skewness, proportional dry, 
lag-1 autocorrelation and spatial cross correlation; VarHP, SkewHP and 
PdryHP0.1 represent hourly precipitation variance, skewness and 
proportional dry. DT and ∆DT represent daily mean temperature and the 
temperature range; Tmax, Tmin, VP, WS, SS and PET represent maximum 
temperature, minimum temperature, vapour pressure, wind speed, 
sunshine duration and potential evapotranspiration respectively. OBS 
represents observed; PRO is the projected; and SIM is the simulated 
control/future. The observed statistics were calculated from the 
observation; the simulated statistics were calculated from the generated 
synthetic series; and the projected statistics were calculated from the 
change factor approach. 
41 
Figure 3. 
Relationships between hourly and daily precipitation statistics, (a) 
variance, (b) skewness and (c) proportion dry, derived from pairs of the 
monthly statistics of the 62 stations located in the Guadiana basin (744 
observed statistics (62*12), shown in circles). The 84 observed statistics, 
shown in squares, are for the seven stations of the Cobres basin located 
within the Guadiana basin. 
42 
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Figure 1. 
Location map of the Cobres basin showing elevation, the climatological 
station (empty square), rain gauges (filled squares), and centres of the 
selected regional climate model grids (circles). 
40 
Figure 4. 
Mean daily precipitation (P), potential evapotranspiration (PET), maximum 
(Tmax) and minimum (Tmin) 2-m air temperature for Beja (dashed lines). 
Mean daily precipitation is shown for each individual station (Pind), and 
Cobres basin average precipitation (Pavg) (solid lines). All are derived from 
observations over the period 1981–2010 except for PET, which refers to 
1981–2004. (b) Proportion of days with different daily precipitation 
transition states for each month at Beja during 1981–2010. A dry (wet) day 
is defined as a day with precipitation less than or equal to (more than) 0.1 
mm. W represents wet and D means dry; the final letter indicating the 
current day’s state and preceding letter(s) indicating antecedent state(s)). 
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 999 
Figure 5. 
Monthly CFs between the periods 2041–2070 and 1981–2010 for daily 
precipitation statistics: (a) mean - MDP, (b) variance - VarDP, (c) skewness - 
SkewDP, (d) transformed proportion of dry days - X(PdryDP1.0) and (e) 
transformed lag-1 autocorrelation - Y(L1ACDP); and for daily mean 2-m air 
temperature statistics: (f) mean - MDT and (g) variance - VarDT; and daily 2-
m air temperature range statistics: (h) mean - M∆DT and (i) variance - 
Var∆DT, for the 6 RCM grid cells A1, A2, A3, A4, A5 and A6 (Figure 1); the 
average CF is shown as a bold line.  𝑋(𝑃𝑑𝑟𝑦𝐷𝑃1.0) =
𝑃𝑑𝑟𝑦𝐷𝑃1.0
1−𝑃𝑑𝑟𝑦𝐷𝑃1.0
 and 
𝑌(𝐿1𝐴𝐶𝐷𝑃) =
1+𝐿1𝐴𝐶𝐷𝑃
1−𝐿1𝐴𝐶𝐷𝑃
. 
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Figure 6. 
Gumbel plots comparing observed and simulated annual maximum daily 
precipitation for (a) Beja, (b) Castro Verde, (c) Almodôvar and (d) 
Trindade. The squares represent observed statistics during 1981–2010; 
the 5th, 50th and 95th percentile curves are plotted from the 100 30-year 
simulated series of control (1981–2010) and future (2041–2070) periods, 
which are shown in solid and dashed lines respectively. 
45 
Figure 7. As in Figure 6 but for annual longest dry spell. 46 
Figure 8. As in Figure 6 but for average length of annual dry spells. 47 
Figure 9. 
Comparison of the annual cycles of observed (OBS: 1981–2010) and 
simulated (SIM6 or SIM4) number of (a) hot days, (b) warm nights, (c) cold 
nights and (d) heatwaves, (e) the longest heatwave (days), (f) average 
length of heatwaves (days) and (g) heatwave amplitude (ºC) at Beja for 
control (CTL: 1981–2010) and future (FUT: 2041–2070) periods. The 
squares denote the observed statistics; the crosses/circles and error bars 
denote the means and two standard deviations respectively derived from 
the 100 30-year simulated series. SIM6 (SIM4) represents the two 
versions of ICAAM-WG implementing different numbers of precipitation 
transition states DDD, WDD, WWW, DWW, DW and WD (DD, WW, DW 
and WD). DJF, December-January-February; MAM, March-April-May; JJA, 
June-July-August; SON, September-October-November; ANN, Annual. 
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Figure 10. 
Gumbel plots comparing observed (OBS: 1981–2010) and simulated 
(SIM6 or SIM4) (a) longest heatwaves annually, (b) average length of 
heatwaves (annually), and (c) heatwave amplitude at Beja for control 
(CTL: 1981–2010) and future (FUT: 2041–2070) periods. The squares 
denote the observed statistics; the 5th, 50th and 95th percentile curves are 
plotted from the 100 30-year simulated series, which are shown in solid 
and dashed lines respectively for SIM6 and SIM4. 
49 
Figure 11. 
Boxplots comparing observed (OBS: 1981–2010) and simulated control 
(CTL: 1981–2010) and future (FUT: 2041–2070) total (a) length and (b) 
number of annual dry spells at Beja (Bej), Castro Verde (Cas), Almodôvar 
(Alm) and Trindade (Tri) stations. Each boxplot indicates the 5th, 25th, 50th, 
75th and 95th percentiles of the statistics. The control and future boxplots 
are plotted from the respective 3000-year simulated series. 
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 1005 
Figure 1. Location map of the Cobres basin showing elevation, the climatological station (empty 1006 
square), rain gauges (filled squares), and centres of the selected regional climate model grids 1007 
(circles).1008 
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 1011 
Figure 2. Flowchart of the proposed downscaling approach; dark arrows indicate the sequence 1012 
of the downscaling approach, and dashed arrows show additional input for the downscaling step. 1013 
In steps 4 and 5, daily synthetic precipitation series are used to generate standard anomalies of 1014 
the weather variables. MDP, VarDP, SkewDP, PdryDP1.0, L1ACDP and XCDP represent daily 1015 
precipitation mean, variance, skewness, proportional dry, lag-1 autocorrelation and spatial cross 1016 
correlation; VarHP, SkewHP and PdryHP0.1 represent hourly precipitation variance, skewness and 1017 
proportional dry. DT and ∆DT represent daily temperature mean and the temperature range; 1018 
Tmax, Tmin, VP, WS, SS and PET represent maximum temperature, minimum temperature, 1019 
vapour pressure, wind speed, sunshine duration and potential evapotranspiration respectively. 1020 
OBS represents observed; PRO is the projected; and SIM is the simulated control/future. The 1021 
observed statistics were calculated from the observation; the simulated statistics were 1022 
calculated from the generated synthetic series; and the projected statistics were calculated from 1023 
the change factor approach. 1024 
44 
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 1027 
Figure 3. Relationships between hourly and daily precipitation statistics, (a) variance, (b) 1028 
skewness and (c) proportion dry, derived from pairs of the monthly statistics of the 62 stations 1029 
located in the Guadiana basin (744 observed statistics (62*12), shown in circles). The 84 1030 
observed statistics, shown in squares, are for the seven stations of the Cobres basin located 1031 
within the Guadiana basin. 1032 
45 
 
 1033 
 1034 
 1035 
 1036 
Figure 4. (a) Mean daily precipitation (P), potential evapotranspiration (PET), maximum (Tmax) 1037 
and minimum (Tmin) 2-m air temperature for Beja (dashed lines). Mean daily precipitation is also 1038 
shown for each individual station (Pind), and Cobres basin average precipitation (Pavg) (solid 1039 
lines). All are derived from observations over the period 1981–2010 except for PET, which 1040 
refers to 1981–2004. (b) Proportion of days with different daily precipitation transition states for 1041 
each month at Beja during 1981–2010. A dry (wet) day is defined as a day with precipitation 1042 
less than or equal to (more than) 0.1 mm. W represents wet and D means dry; the final letter 1043 
indicating the current day’s state and preceding letter(s) indicating antecedent state(s)). 1044 
  1045 
46 
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 1049 
Figure 5. Monthly CFs between the periods 2041–2070 and 1981–2010 for daily precipitation 1050 
statistics: (a) mean - MDP, (b) variance - VarDP, (c) skewness - SkewDP, (d) transformed 1051 
proportion of dry days - X(PdryDP1.0) and (e) transformed lag-1 autocorrelation - Y(L1ACDP); and 1052 
for daily mean 2-m air temperature statistics: (f) mean - MDT and (g) variance - VarDT; and daily 1053 
2-m air temperature range statistics: (h) mean - M∆DT and (i) variance - Var∆DT, for the 6 RCM 1054 
grid cells A1, A2, A3, A4, A5 and A6 (Figure 1); the average CF is shown as a bold line. 1055 
𝑋(𝑃𝑑𝑟𝑦𝐷𝑃1.0) =
𝑃𝑑𝑟𝑦𝐷𝑃1.0
1−𝑃𝑑𝑟𝑦𝐷𝑃1.0
 and 𝑌(𝐿1𝐴𝐶𝐷𝑃) =
1+𝐿1𝐴𝐶𝐷𝑃
1−𝐿1𝐴𝐶𝐷𝑃
. 1056 
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 1058 
 1059 
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 1063 
Figure 6. Gumbel plots comparing observed and simulated annual maximum daily precipitation 1064 
for (a) Beja, (b) Castro Verde, (c) Almodôvar and (d) Trindade. The squares represent observed 1065 
statistics during 1981–2010; the 5th, 50th and 95th percentile curves are plotted from the 100 30-1066 
year simulated series of control (1981–2010) and future (2041–2070) periods, which are shown 1067 
in solid and dashed lines respectively. 1068 
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 1072 
Figure 7. As in Figure 6 but for annual longest dry spell. 1073 
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 1076 
Figure 8. As in Figure 6 but for average length of annual dry spells. 1077 
  1078 
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1081 
Figure 9. Comparison of the annual cycles of observed (OBS: 1981–2010) and simulated (SIM6 1082 
or SIM4) number of (a) hot days, (b) warm nights, (c) cold nights and (d) heatwaves, (e) the 1083 
longest heatwave (days), (f) average length of heatwaves (days) and (g) heatwave amplitude 1084 
(ºC) at Beja for control (CTL: 1981–2010) and future (FUT: 2041–2070) periods. The squares 1085 
denote the observed statistics; the crosses/circles and error bars denote the means and two 1086 
standard deviations respectively derived from the 100 30-year simulated series. SIM6 (SIM4) 1087 
represents the two versions of ICAAM-WG implementing different numbers of precipitation 1088 
transition states DDD, WDD, WWW, DWW, DW and WD (DD, WW, DW and WD). DJF, 1089 
December-January-February; MAM, March-April-May; JJA, June-July-August; SON, 1090 
September-October-November; ANN, Annual. 1091 
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 1094 
Figure 10. Gumbel plots comparing observed (OBS: 1981–2010) and simulated (SIM6 or SIM4) 1095 
(a) longest heatwaves annually, (b) average length of heatwaves (annually), and (c) heatwave 1096 
amplitude at Beja for control (CTL: 1981–2010) and future (FUT: 2041–2070) periods. The 1097 
squares denote the observed statistics; the 5th, 50th and 95th percentile curves are plotted from 1098 
the 100 30-year simulated series, which are shown in solid and dashed lines respectively for 1099 
SIM6 and SIM4. 1100 
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Figure 11. Boxplots comparing observed (OBS: 1981–2010) and simulated control (CTL: 1981–1105 
2010) and future (FUT: 2041–2070) total (a) length and (b) number of annual dry spells at Beja 1106 
(Bej), Castro Verde (Cas), Almodôvar (Alm) and Trindade (Tri) stations. Each boxplot indicates 1107 
the 5th, 25th, 50th, 75th and 95th percentiles of the statistics. The control and future boxplots are 1108 
plotted from the respective 3000-year simulated series. 1109 
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Table 1 Characteristics of stations located in the study area. 1113 
Station ID 
Station name 
(Abbreviation) 
Latitude 
(ºN) 
Longitude 
(ºW) 
Altitude 
(m) 
Annual mean  
precipitation (mm) 
1981–2010 2041–2070 
562a Beja (Bej) 38.04 7.89 246 556 453 
28I/01UGb Almodôvar (Alm) 37.51 8.07 286 528 432 
27I/01Gb Castro Verde (Cas) 37.70 8.09 217 487 397 
26J/04UGb Albernoa (Alb) 37.86 7.96 133 479 388 
27J/03Cb 
Vale de Camelos 
(Vdc) 
37.81 7.87 142 470 384 
26J/01UGb Trindade (Tri) 37.89 7.89 172 452 368 
28J/03UGb 
Santa Barbara de 
Padrões (Sbp) 
37.64 7.98 239 448 364 
27J/01UGb 
São Marcos da 
Ataboeira (Sma) 
37.70 7.94 182 418 340 
aData origin is IPMA. 1114 
bData origin is SNIRH. 1115 
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Table 2 Precipitation indices (5th percentile) for the control and future periods. 1117 
Statisticsa 
CTL: 1981–2010 (q0.05) FUT: 2041–2070 (q0.05) 
Bej Cas Alm Tri Bej Cas Alm Tri 
SDII (mm) 7.7 6.8 7.3 6.4 7.2 6.4 6.8 6.0 
R5D (mm) 46.6 41.7 45.8 38.0 44.9 38.4 42.3 36.9 
R30 (days) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
CDD (days) 42.0 43.0 42.0 44.0 46.0 47.0 46.0 48.4 
FDD (freq.) 8.0 8.0 8.0 8.0 7.0 7.0 7.0 7.0 
AII (mm) 0.3 0.3 0.3 0.3 0.2 0.3 0.3 0.2 
aSDII is the average wet day precipitation (DP>=1.0 mm); R5D is the highest consecutive 5-day 1118 
precipitation total; R30 is the number of days with daily precipitation above or equal to 30 mm; CDD is the 1119 
maximum number of consecutive dry days (DP<1.0 mm); FDD is the number of dry spells; AII is average 1120 
dry day precipitation (DP<10 mm). 1121 
 1122 
Table 3 Precipitation indices (50th percentile) for the control and future periods. 1123 
Statisticsa 
CTL: 1981–2010 (q0.50) FUT: 2041–2070 (q0.50) 
Bej Cas Alm Tri Bej Cas Alm Tri 
SDII (mm) 9.4 8.4 9.0 7.9 9.3 8.2 8.9 7.8 
R5D (mm) 72.2 66.3 74.0 61.5 75.8 67.0 75.0 62.5 
R30 (days) 2.0 1.0 2.0 1.0 2.0 1.0 2.0 1.0 
CDD (days) 74.0 75.0 75.0 80.0 78.0 79.0 78.0 84.0 
FDD (freq.) 11.0 11.0 11.0 11.0 10.0 10.0 10.0 10.0 
AII (mm) 0.5 0.5 0.5 0.5 0.4 0.4 0.4 0.4 
 1124 
Table 4 Precipitation indices (95th percentile) for the control and future periods. 1125 
Statisticsa 
CTL: 1981–2010 (q0.95) FUT: 2041–2070 (q0.95) 
Bej Cas Alm Tri Bej Cas Alm Tri 
SDII (mm) 11.6 10.4 11.2 9.8 11.8 10.7 11.6 10.1 
R5D (mm) 117.5 115.0 128.6 104.7 131.4 122.1 139.1 111.0 
R30 (days) 5.0 4.0 4.0 3.0 5.0 3.0 4.0 3.0 
CDD (days) 125.0 128.0 126.0 128.0 142.0 142.0 143.0 147.7 
FDD (freq.) 14.0 14.0 14.0 14.0 14.0 14.0 14.0 13.0 
AII (mm) 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 
 1126 
 1127 
