For an infinitesimal symplectic action of a Lie algebra g on a symplectic manifold, we construct an infinitesimal crossed product of Hamiltonian vector fields and Lie algebra g. We obtain its second crossed product in case g = R and show an infinitesimal version for a theorem type of Takesaki duality.
Introduction
By an application of a functional representation for L(H) [5] , any von Neumann algebra is faithfully represented as functions on a projective Hilbert space P(H) by * -product as an unital W * -algebra. Its non commutativity comes from the symplectic structure of P(H) induced by the fundamental form of a Kähler metric of P(H). These results are showed in section 2. In this view, we expect that several structure of von Neumann algebra come from symplectic geometry.
Our aim is a study how the structures of von Neumann algebra is recognized as the symplectic geometry on P(H).
For example, by [4] the * -product of functions of some Kähler manifold M is depend on its holomorphic sectional curvature c of M by the deformation parameter 1/c. And the functional representation for von Neumann algebra is the case of c = 1. And the represented commutator of von Neumann algebra becomes just Poisson bracket of functions multiplying √ −1. In other words, von Neumann algebra is a special kind of " symplectic algebra ". ( See remark 2.2, too. )
In this paper, we define an infinitesimal crossed product by the semi direct product of Lie algebras and show Takesaki duality type theorem for some dynamical system on a symplectic manifold. whereβ is the dual action of β and H 1 is the Heisenberg Lie algebra with two generators a, a † over C which satisfying [a, a † ] = I. The left hand side is semi direct product of Lie algebras induced by a derivative action δ : H 1 → End(X H (M)) such that δ a X f = 1
By the functional representation for von Neumann algebra, this theorem is recognized as a generalization of Takesaki duality for non associative algebra related to symplectic structure of symplectic manifold. About Takesaki duality, see [9] .
2
A functional representation for non commutative von Neumann algebras (ii). A set of functions K(P(H)) ≡ {f ∈ C ∞ (P(H)) :
becomes a C * -algebra by a * -product
Here D,D are holomorphic and anti-holomorphic part of covariant derivative and gradf is a holomorphic parts of complexified gradient of f by the Kähler metric g.
(iii). L(H) ∼ = K(P(H)) as a C * -algebra.
Proof (i) [3] . (ii) and (iii) is in the section 2 of [5] . 
For a subset S ⊂ K(P(H)), define the Poisson commutant S c ≡ {f ∈ K(P(H)) : {f, l} = 0 for l ∈ S}.
The strong Kähler topology of K(P(H)) is defined by pointwise convergence f λ → f of net {f λ } of functions in K(P(H)) by (f λ * f λ )(p) → (f * f )(p) for p ∈ P(H). Remark if we say " subalgebra " of K(P(H)), it means a subalgebra by * -product in previous theorem (ii).
By using theorem 2.1, we construct a functional faithful representation for a non commutative von Neumann algebras.
Corollary 2.1 ( A functional representation for a von Neumann algebra)
For each von Neumann algebra acting R on a Hilbert space H, there is a subalgebra S of K(P(H)) such that S cc = S and closed under complex conjugate and it is isomorphic to R as an unital W * -algebra by the strong Kähler topology in K(P(H)).
Proof By theorem 2.1 (iii), for a von Neumann algebra R, let S ⊂ K(P(H)) be a range of the functional representation of R ⊂ L(H). Then S becomes * -subalgebra by theorem 2.1 (iii) and by the relation of commutator and Poisson bracket in the last argument, it satisfies S cc = S. Because of definition of norm in K(P(H)),
The topology of S related to strong operator topology of R is just equal to the strong Kähler topology. Remark 2.2 (i). Usually, von Neumann algebra is considered as " non commutative L p -space " or some kind of dual of measure space. So someone may feel that measurable functions on measure spaces are more suitable for a functional representation of von Neumann algebra rather than smooth functions on a smooth manifold. But we don't touch such a way of view in this paper. (ii). For a unital C * -algebra A acting on a Hilbert space H, its enveloping von Neumann algebra A is the strong operator closure of it. So someone may feel that a functional representation is given by extension of Cirelli-Manià-Pizzocchero functional representation by taking closure of it [5] . But it does not stands because generally Cirelli-Manià-Pizzocchero functional representation is not strong operator continuous. (iii). The relations of so called * -deformation of a fun over symplectic manifold and C * -algebra are studied by Riefell [8] . In our paper, we use a * -product as similar as * -deformation, but there are several differences : (a) There is no deformation parameter in appearance in our theory. In [4] , deformation parameter is equal to the inverse of holomorphic sectional curvature of Kähler manifold. In this case deformation parameter is fixed to 1 because projective space has holomorphic sectional curvature 1. 3 Infinitesimal symplectic dynamical system
We define infinitesimal symplectic dynamical system and introduce some example of it. Let M be a symplectic manifold i.e. a smooth manifold with nondegenerate closed 2-form ω and the set X(M) of all smooth vector fields on M.
for any p ∈ M and any tangent vector u at p. It is well defined by non degeneracy of ω. We denote the set of all Hamiltonian vector fields on M by X H (M). Then X H (M) is a Lie subalgebra of X(M) by the commutator of vector fields. and
Let G be a Lie group with its Lie algebra g.
for p ∈ M becomes an infinitesimal symplectic dynamical system. The reason why we treat infinitesimal symplectic dynamical system is follows : Ordinary crossed product is an associative algebra generated by an associative algebra and a group algebra. But we treat C ∞ (M) as a Lie algebra by its Poisson bracket. So we consider to construct a crossed product of Lie algebras as a Lie algebra by using semi direct product of Lie algebras. Relation between von Neumann algebra and infinitesimal symplectic dynamical system is treated later.
Then α is symplectic flow on M.
(ii) If M is a Kähler manifold and α : G → Iso h (M) is holomorphic Kähler isometric action, then automatically α becomes symplectic action for the fundamental form of the Kähler metric. So (M, G, α) becomes symplectic dynamical system. So, if G is a Lie subgroup of Kähler isometries which are holomorphic gives a symplectic dynamical system.
(iii) Specially simply connected, connected complete Kähler manifold M with a non zero constant holomorphic sectional curvature c is important to consider quantum mechanics ( [1] , [2] , [4] ). Its symplectic dynamical system (M, R + , α) induces the generalized Schrödinger equation on M. In this case, we must remove a condition of smoothness of action R + ∋ x → α x (p) for p ∈ M without some region if it is necessary to treat unboundedness of Hamiltonian.
(iv) If M = P(H) over an infinite dimensional Hilbert space H , it is related to W * -dynamical system by a functional representation of von Neumann algebra on P(H) as follows. Let (R, G, σ) be a W * -dynamical system such that σ is implemented by a unitary representation U of G on a Hilbert space H and G is a Lie group. The strong operator continuity of G ∋ g → U g , is equivalent to pointwise continuity of symplectic action α
There is a subalgebra S of K(P(H)) ⊂ C ∞ (P(H)) which is image of R by functional representation and R⋊ σ G ∼ = S⋊ α * G where algebra at right hand side is defined on same representation space of that at left hand side by inverse map of functional representation.
In this case, vector fields X S related to S is a sub Lie algebra of Killing vector fields in Hamiltonian vector fields X H because the definition of K(P(H)) in theorem 2.1 (ii) is equivalent to 
Infinitesimal symplectic covariant system
We define infinitesimal symplectic covariant system and introduce some example, and define crossed product of Hamiltonian vector fields.
Let (M, g, β) be an infinitesimal symplectic dynamical system.
are Lie homomorphisms and they satisfy
Clearly, infinitesimal symplectic covariant systems come from symplectic covariant systems by differential R ∋ t → exp(tX) ∈ G.
Once more we remark that the reason why we use infinitesimal form is in order to construct crossed product of Lie algebras of (C ∞ (M), {·, ·}) and some Lie algebra because von Neumann algebra is a sub Lie algebra of C ∞ (P(H)) by Poisson bracket.
Example
. Then (π, Λ) becomes an infinitesimal symplectic covariant system by Leibniz rule of β X .
(ii) Let (M, G, α) be a symplectic dynamical system which induce a given infinitesimal symplectic dynamical system (M, g, β). Let
. Then (π, Λ) becomes an infinitesimal symplectic covariant system. As the same way,Ṽ ≡ C ∞ (M × G) gives an infinitesimal symplectic covariant system. If we take the right regular representation,
it becomes an infinitesimal symplectic covariant system, too.
Remark In the theory of operator algebras, covariant system is a couple of representations defined on a same Hilbert space. But in the infinitesimal case, we can not use Hilbert space generally. For example, consider time development of unbounded Hamiltonian H, then its differential is not defined on whole Hilbert space. As same as in Tomita-Takesaki theory, H = log∆ is unbounded operator generally where ∆ is a modular operator. So generator of action of R is not able to defined on whole of L 2 (R).
In order to define a crossed product of an infinitesimal symplectic dynamical system (M, g, β) by an infinitesimal covariant system (π, Λ), we review the semi direct product of Lie algebras.
For two Lie algebras g 1 , g 2 , consider a representation δ :
We call such δ by derivative action of g 2 on g 1 .
The semi direct product g 1 ⋊ δ g 2 is a Lie algebra which is equal to direct sum g 1 ⊕ g 2 as a linear space and has a new Lie bracket [b, v] ≡ δ b v for b ∈ g 2 , v ∈ g 1 and other Lie brackets are same as that of g 1 , g 2 respectively.
For an infinitesimal symplectic dynamical system (M, g, β), β : g → X(M) ⊂ End(C ∞ (M)) is a derivative action. For an infinitesimal covariant system (π, Λ) of (M, g, β), if let γ ξ ≡ adξ for ξ ∈ Λ(g), then γ : Λ(g) → End(π(C ∞ (M)) is a derivative action, too. So, we can construct two semi direct products C ∞ (M)⋊ β g and π(C ∞ (M))⋊ γ Λ(g).
If (π, Λ) is the infinitesimal covariant system in previous example (ii), then π(C ∞ (M)) ∼ = X H (M) because kernel of π = C1 M and Λ(g) ∼ = g. Therefore Definition 4.2 (Crossed product of Hamiltonian vector field) X H (M)⋊ β g ≡ π(C ∞ (M))⋊ γ Λ(g) for the infinitesimal covariant system in previous example (ii).
Second crossed product
To state the duality theorem, we need the definition of second crossed product and restrict G to an abelian Lie group which dual becomes Lie algebras,too because the duality theorem comes from comes from duality of abelian group and we treat a smooth class of group. Then we treat only G = R + . Let (M, R, β) be an infinitesimal dynamical system. For L 1 ≡ X H (M)⋊ β R, we define a dual infinitesimal covariant system. Remark now G = R + , g = R. But we identify G and g in this case from now.
Furthermore by Jacobi identity of bracket,β : R → End(L 1 ) becomes a derivative action.
Proof (i) By definition,α s (π(f )) = π(f ) for any f ∈ C ∞ (M), s ∈ R. So, the statement follows.
(ii) (α s (Λ t )(Ψ))(p, r)
Soα s (Λ t ) = Λ t + √ −1stI. Therefore , the statement follows. By this lemma,α t ([R,
(ii) By proof of lemma 5.1 (i), it follows.
Infinitesimal Takesaki duality
For an infinitesimal symplectic dynamical system (M, R, β), we show the structure of second crossed product (X H (M)⋊ β R)⋊βR. In order to use the duality of abelian group R =R, we restrict the representation space to C ∞ (M) ⊗ S(R) ⊗ S(R) where S(R) ⊂ C ∞ (R) is the set of Schwartz class functions over R that is, they satisfy lim |t|→∞ |t| n−1 |∂ m−1 f (t)| = 0 for any n, m ∈ N.
Recall the Heisenberg Lie algebra H 1 is a Lie algebra with a couple of generators a, a † which satisfying [a, a † ] = I over C.
By these preparations, we can state our main theorem. (i). there is a derivative action δ :
(ii). For the derivative action in (i), there is an isomorphism of Lie algebras
where the second crossed product at left hand side is represented on
Proof (i) The existence of δ is showed in the proof of (ii).
(ii) We prove this statement by tracing the proof of Takesaki duality theorem of von Neumann algebra ( vol. II, theorem 13.2.9 in [7] ).
Let
By definition, L 1 is generated by 
. Then U 2 becomes a linear automorphism on V 3 and U 2π (R)U −1
Third step, by the fact that the Fourier transformation T : S(R) → S(R)
is bijection and T l t T −1 = w t , a Lie algebra
with generators with generators
and it is isomorphic to L 2 = (X H ⋊ β R)⋊βR.
By the way, [w t , l s ] = − √ −1stI on S(R) for s, t ∈ R. ( In quantum mechanics, they are usually denoted by w t = √ −1tx and l s = −s d dx on S(R).) And [I ⊗ w t , π(f )] = 0, [I ⊗ l t , π(f )] = [Λ t , π(f )] = π(β t (f )). So, Lie algebra generated by {I ⊗ l s , I ⊗ w t : t, s, ∈ R} becomes Heisenberg Lie algebra H 1 on V 0 .
Here let the Schödinger representation of canonical commutation relation on 1-dimensional harmonic oscillator
Then [a, a † ] = I and [a, π(f )] = − 1 √ 2 π(β 1 (f )) [a † , π(f )] = 1 √ 2 π(β 1 (f ))
for f ∈ C ∞ (M). So, let δ : H 1 → End(π(C ∞ (M)) be δ b = ad(b) for b ∈ H 1 , then δ becomes derivative action. For this derivative action, the semi direct product π(C ∞ (M))⋊ δ H 1 is a Lie algebra with generators π(f ) I ⊗ w t I ⊗ l s it is just L 6 . By identification, π(C ∞ (M)) ∼ = C ∞ (M) ∼ = X H (M) π(f ) → −X f , statements follow.
The crossed product R⋊ α G of (R, G, α) is a von Neumann algebra acting on a Hilbert space H ⊗ L 2 (G, µ) ∼ = L 2 (G, H) which has generator π(R), λ g defined by (π(R)Ψ)(h) ≡ ((α h −1 (R) ⊗ I)Ψ)(h) λ g ≡ I ⊗ L g for g, h ∈ G, R ∈ R, Ψ ∈ H ⊗ L 2 (G, µ) where µ is the left Haar measure of G, L g is the left regular representation of G. Assume G is abelian and letĜ be a dual of G. Then we can define the second crossed product (R⋊ α G)⋊αĜ of (R, G, α). (R⋊ α G)⋊αĜ is defined by a von Neumann algebra acting on a Hilbert space H ⊗ L 2 (G, µ) ⊗ L 2 (Ĝ, ν) generated byπ(S),λ χ for S ∈ R⋊ α G, χ ∈Ĝ which defined by where L(L 2 (G, µ)) is the algebra of all bounded linear operators on L 2 (G, µ).
An application of this theorem is the structure theorem of type III-factor.
