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ABSTRACT
In this paper we will obtain a representation of the bi­
equicontinuous completed tensor product of weighted function 
spaces as another weighted space, and a representation of the 
topological dual spaces of weighted spaces (to do this, we 
found it advantageous to make a detailed investigation of 
the weighted function, spaces CV^(X)). Moreover, we consider 
the question of full-completeness in function spaces, and 
obtain several illuminating results in this direction.
The first chapter contains preliminary material (with­
out proofs)' brought together for the convenience of the 
reader. In Chapter II we define a Nachbin family V, the 
weighted space CV^(X), and give several examples. These 
examples show that virtually all continuous function spaces 
commonly encountered in analysis are weighted spaces (e.g.,
(C (X), 1 1 * 1 1 ) and (C(X), c-op) are weighted spaces, as 
well as the extremely important space' (C^ (X.), p)).
Chapter III contains a discussion of the basic properties 
of the space* CV^(X). Here we consider such questions as 
completeness, the existence of approximate identities (both 
bounded and unbounded), and a characterization of the bounded 
subsets. The main part of this chapter, however, is devoted 
to characterizing the topological dual spaces CV^(X)* of
viii
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the spaces CV^(X) for a large class of Nachbin families 
V. This characterization leads to results on factorization 
of measures and a useful characterization of a base for the 
equicontinuous subsets of CV (X)*, together with a charac­
terization of the extremal points of the members of this 
base. We give,finally^ a Stone-Weierstrass theorem for 
CV^(X) which includes the known results of this type.
In Chapter TV we prove our principal result: a weighted 
representation theorem for biequicontinuous completed tensor 
products(Theorem 4,8). This result is then used to obtain 
Grothendieck's representation of C^(X) » C^(Y), ^ an analogous 
representation of (C^(X), p) » (C^(Y), g), and several 
other similar cases. In doing this we encounter some inter­
esting new subspaces of C(X x Y).
Chapter V contains several applications of the pre­
viously developed theory to the question of full-completeness 
in function spaces. In particular, we obtain a condition 
on X necessary for CV^(X) to be fully complete, and this
condition is used to rule out certain properties on X as
being sufficient for full-completeness. Moreover, a necessary 
condition for the full-completeness of CV^(X) » CUg(Y) is 
obtained, and we show that a converse of this result would 
have useful consequences. We conclude this chapter by giving 
a necessary and sufficient condition (involving the notion of 
a Nachbin family) for (C^(X), p) to be B^-complete.
1.x
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INTRODUCTION
One of the earliest appearances of the concept of using 
weights to determine both a subspace of the space C(X) of 
all scalar-valued continuous functions on a topological space 
X and a locally convex topology on this subspace was the 
classical approximation problem of Bernstein [2]. Nachbin 
[19, 20] treats this problem and the more general ''weighted 
approximation problem''. This concept has also been used in 
the study of entire functions by Taylor [29].
In this paper we will take a variation of the definition 
of a set of weights as given by Nachbin [19, 20] which allows 
us to introduce a partial order on the sets of weights. The 
weighted spaces which arise in this way are the same as those 
defined by Nachbin, and by focusing our attention on sets of 
weights belonging to certain intervals induced by our partial 
order, many useful properties of weighted spaces are deduced. 
Among the more interesting of these results is our character­
ization of the topological duals of weighted spaces.
We also give several examples of weighted spaces which 
show that virtually all of the spaces of continuous functions 
usually encountered in analysis are weighted spaces. One of 
the most interesting of these, and one that has received much 
recent attention, is the space C-j^ (X) of all bounded continuous
1
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complex-valued functions on a locally compact Hausdorff space 
X endowed with the strict topology P. It has been studied 
by Buck [4], Conway [9], Collins and Dorroh [8], and Collins 
[7], to mention only a few. The topology p has also been 
used in the study of spaces of bounded holomorphic functions 
by Rubel and Shields [24], and in problems in spectral syn­
thesis by Herz [16].
In [10], Dieudonne showed that C(X) » C(Y) could be 
embedded as a dense subspace of C(X x Y) endowed with the 
compact-open topology. One of the results of our investi­
gation is to add a topological dimension, so to speak, to a 
generalization of this ''algebraic'' theorem and obtain a 
representation of the biequicontinuous completed tensor 
product of two weighted spaces as another weighted space.
From this representation we are able to give several new and 
interesting explicit examples including the case of 
(c^(x) ,  p) m (c^(Y),  e ) .
We also apply our results to the study of full-com­
pleteness in weighted spaces. It is in this area that very 
little is known except when formally stronger properties 
(e g., Frechet) imply full-completeness. We are able, however, 
to establish a necessary condition for the full-completeness 
of weighted spaces whose determining set of weights belongs 
to a certain interval. In particular, we obtain the result 
for (C^(X), p). We also investigate the relationship between 
the full-completeness of the biequicontinuous completed tensor
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
product of weighted spaces and the full-completeness of the 
weighted spaces themselves, and obtain the surprising result 
that, in order for the biequicontinuous completed tensor 
product to be' fully complete, it is necessary for the weighted 
spaces themselves to be fully complete. A converse to this 
result would have considerable interest, but appears to us 
at this time to be a quite difficult problem.
In order to make the reading of this paper as painless 
as possible, we have tried to make it essentially self- 
contained and included considerable detail in our proofs.
In addition, we have included a table of spaces and an index 
of symbols and definitions. Finally, all theorems, examples, 
and other such items are numbered consecutively for easy 
reference, with item y in Chapter x being labelled x.y.
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CHAPTER I 
Preliminaries
In this chapter we will set the stage for our investi­
gation by introducing those spaces of continuous functions 
which play a role in our development. In the sequel, our 
notation will be primarily that of [l8]. We will assume a 
familiarity with the basic ideas of topology as found in 
Kelley [17], measure theory as found in Rudin [25], and the 
theory of locally convex topological vector spaces as found 
in [23].
We will let R denote the space of real numbers with 
the usual topology, while C will denote the complex numbers 
with the usual topology, and N will denote the positive 
integers with the discrete topology (when a topology is 
implied). Throughout the remainder of this paper, X (and 
Y) will denote a completely regular T^-space. Although we 
will sometimes find occasion to hypothesize additional and 
even stronger properties (e.g., locally compact and Hausdorff), 
complete regularity and T^ will always be implicit.
We shall let C(X) denote the space of all continuous 
complex-valued functions on X, while B(X) will denote 
the space of all bounded complex-valued functions on X .
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
A function f:X -* $ vanishes at infinity if 
(x € X:|f(x)l > e) is relatively compact for every e > o. 
Let Bg(X) denote the space of all complex-valued functions 
on X which vanish at infinity, C^(X) = C(X) n B(X), and 
Cq(X) = C(X) n B^(X). For a function f:X -» (P , let 
N(f) = [x € X:f(x) ^ o) ; N(f) is called the non-zero set
of f, N(f) (the topological closure of N(f) in X) is 
called the support of f, and this set will be denoted by 
spt(f). Define C^(X) to be the space of all continuous 
complex-valued functions on X which have compact support, 
and note that C^(X) £ Cg(X) £ C^(X) c B(X). Frequently^ it 
will be necessary to speak of the subspace of a space of 
complex-valued functions consisting of all elements which 
take values in the non-negative reals (B"*"). We will identify 
this subspace by superscripting with the symbol + ; e.g.,
C'*'(X) is the space of all non-negative continuous functions 
on X.
A real-valued function f on X will be called upper 
semicontinuous (u.s.c.) if {x e X:f(x) < a} is open for 
every a e |R and lower semicontinuous (l.s.c.) if 
{x e X:f(x) > a} is open for every a e (R. We refer the 
reader to Rudin [25] for the properties of such functions.
Let N(X) denote the space of all complex-valued functions 
f on X with the property that |f| is u.s.c.
Now let S be a subset of X, let f ' be a C-valued 
function on X, and denote by R(f; S) the restriction of
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
f to s. If R(f; S) € B(8), then define 
1 IfI I g = sup(|f(x)I:x e S). In the case that S = X we 
write ||f||, and ||-)| is a norm on B(X). Moreover, in 
the topology (called the uniform topology) induced by this 
norm, Cg(X), C^(X), and B(X) are Banach spaces while 
C^(X) is uniformly dense in Cg(X).
By a locally convex space we will mean a locally convex 
topological vector space which is also Hausdorff. If E is 
a locally convex space, then we will denote by E* the vector 
space of all continuous linear functionals on E. If x e E 
and if x* € E*, then the value of x* at x will be (' 
denoted by <^, x^. The weak-* topology on E* is denoted 
by a(E*, E) and is defined by the family {P^:x e E) of 
semi-norms on E* where P^(x*) = |<^, x^| . Similarly, 
the weak topology on E is denoted by a(E, E*) and is 
defined by the family (P^*:x* e E*} of semi-norms on E 
where P^*(x) = |<x, . If A ç E , then the polar of A
is defined to be [x* € E*:|<x, x^| < 1 for all x e A]
and will be denoted by A°. The reader is invited to examine 
[23] for the basic properties of polar sets.
For the remainder of this chapter we will assume X 
is locally compact. Now let K be a compact subset of X
and define C(X; K) = {f € C^(X):spt(f) £  K) , endowed with 
the uniform topology ; C(X; K) is a Banach space. Now let 
[K^] be a base for the compact subsets of X and let
cp^;C(X; K^) -» C^(X) be the injection map for each i. The
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
inductive limit topology on C (X) is the finest locally 
convex linear topology for which all of the mapping cp^  are 
continuous. It is easy to see that this topology is inde­
pendent of which base for compacta in X is chosen.
We will let (C^(X), ind lim) denote C^(X) endowed with 
the inductive limit topology, and we will denote 
(G^(X), ind lim)* by M(X),
The elements of M(X) are called complex Radon measures 
on X. Every p e M(X) can be expressed uniquely as
a + ip where a , and p are real Radon measures. We have
the following minimal decompostion of a real Radon measure 
on X.
1.1. Theorem ([11, p.178]). If X is a real Radon 
-measure on X, then there exist unique positive Radon
measures x"^  and X~ on X with the following properties:
(a) X = x"*” - X ;
(b) if a, and p are positve Radon measures on X
for which X = a - p, then a - X^ and p - X~ are positive
Radon meaures on X;
(c) if f e C^(X), then x'^ (f) = sup[X(g):g £ C^(X), 
g < f]. '
We have the following measure theoretic characterization 
of M^(X) (and hence of M(X) by the preceding theorem).
1.2. Theorem ([25, p.40]). L e M'^ (X) if and only if 
there exists a o-algebra ^ in X which contains Borel (X)
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
8(i.e., the a-algebra generated by the open sets in X) and 
there is a unique positive measure p on ^ which represents 
L in the sense that
(a) L(f) = Jfdp for every f e C^(X);
(b) ii(K) < 00 for every compact set K c X;
(c) |i is outer regular; i.e., for every E e ^ we 
have p(E) = inf [p (V) :E £ v, V open};
(d) p(E) = sup(p(K):K £ E, K compact] holds for every
open set E, and for every E e with p(E) <
(e) if E 6 ^ , A £ E , and p(E) = o, then A e ^ .
We define the support of a Radon measure p e M’^(X)
as the complement in X of the union of all open sets
U £ X for which p(U) = 0, and denote this set by spt p.
By definition, spt p is a closed (possibly void) subset of
X. If p € M(X), then the support of p is defined to be
the support of the positive measure V(p) = + a” +
where a and p are the real and imaginary parts of p
+  - +  -and a = a - a , P = P - P  are the minimal decompositions
of a and p.
1.3. Theorem ([11, p.202]). Let p e M(X) and let U 
be an open subset of X. Then U £  X\ spt p (the complement 
of spt p in X) if and only if j'fdp = 0 for every
f e C^(X) for which spt(f) £ U .
It follows from Theorem 1.2 that a measure p e M^(X)
will be inner regular (i.e., for every E e Borel (X),
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
9I-^ (E) = sup{^i(K):K c E, K compact)) provided p (X) < « . we
will let M^(X) = {U € M(X):V(u)(X) < *); i.e., the set of
all bounded regular Borel measures on X. If U e M. (X) and
n
E e Borel(X), then set |d| (E) = sup (E^) | : {E^}^_^ is
a partition of E by Borel sets). Then ||i |, called the 
variation of U , is in M^(X), and |)U|| = |^|(X) defines 
a norm on Mj^ (X) making M^(X) into a Banach space. We 
note that spt d = sptjUj .
1.4. Theorem (Riesz Representation Theorem [25, p.131]).
A linear functional L on (Cq (X), )|-|() is continuous if 
and only if there corresponds a unique p e (X) such that 
L(f) = Jfdp for every f e Cg(X). Moreover, ||U|| =
I |Lll = sup{|Jfdul:f £ o^(X), ||f|| < 1) .
1.5. Corollary. If U is open in X and if U e M^(X), 
then im (U) = sup[lJfd^l :f € C^(X), ||f|) < 1, spt(f)çu).
The p or strict topology on C^(X) is that locally 
convex topology on C^(X) induced by the semi-norms 
P^(f ) = ||fy^| , for every cp e C^(X). Conway [9] is an
excellent source of information on (C^(X), p).
1.6. Theorem (Buck [4]). A linear functional L on 
(C^(X), p) is continuous if and only if there is a unique 
^ e M^(X) such that L(f) = ^fdp for all f e C^(X). In 
particular, (C^(X), p ) *  = M^(X).
Now let [K^) be a base for compacta in X. The 
compact-open (c-op) topology on C(X) is that locally convex
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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topology on C(X) induced by the semi-norms P^(f) = ||f|)^ , 
for every i. Note that this topology is independent of 
the choice of the base for compacta, and that (C(X), c-op) 
is a locally convex space even when X is not assumed to be 
locally compact (recall our local compactness assumption for 
the balance of this chapter).
1.7. Theorem ([11, p.203]). A linear functional L 
on (C(X), c-op) is continuous if and only if there exists 
a unique n e M(X) such that spt |i is compact and 
L(f) = Jfdu , for every f e C(X).
Hence (C(X), c-op)* = M^(X), where M^(X) =
[|i e M(X): spt |i is compact). Observe that M^(X) c M^(X) 
CM(X).
We conclude this chapter with some remarks on extremal 
points. If a and b are in a locally convex space E, 
then [a, b] denotes [la + (l-X)b:X e [0, 1]}; if A c E,
then X 6 A is called an extremal point of A if [a, b] c A
and X e [a, b] implies x = a = b. The set of all extremal
points of a subset A c E will be denoted by d(A) (where
5 (A) is possibly void).
1.8-. Theorem (Krein-Milman Theorem [23, p. 138]). If 
A is a convex compact subset of E, then A is the closed 
convex hull of 5(A).
If B = [f € CQ(X):||f|| < 1}, then B° is the closed 
unit ball in Mj^ (X). Conway [9] has extended a result of
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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Arens and Kelley [1] to characterize 5(B°) as 
{Xô(x):X e C , |X| =1, x e X] where ô(x) denotes the 
point mass at x e X. The following results may be found in 
[9. p.15].
1.9. Theorem. Let and Eg be locally convex spaces, 
a compact convex subset of E^, i = 1,2, and t;K^ -» Kg
a continuous onto affine map. If Xg e i(Kg), then there 
exists x^ e (g(K^ )^ such that t(x^) = Xg.
1.10.Corollary. Let E be a locally convex space and 
let X € E. If A is an absolutely convex o(E*, E)-compact 
subset of E*, then there exists x* e 5(A) such that
<3, X ^  = sup(|<x, y*>|:y* e A).
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CHAPTER II
Nachbin Families and the Space CVq (X)
In this chapter we will define a Nachbin family and the 
locally convex space of • continuous functions determined by 
it, and then investigate the relation between such spaces for 
different Nachbin families. Examples will also be given 
(including several new ones), in order to make clear how our 
results in the following chapters are connected with the 
familiar spaces of continuous functions.
2.1. Definition. A Nachbin family on X is a set V
of non-negative u.s.c. functions on X which satisfies the
following condition:
(*) if u, V € V and if X > o, then there is a w e V 
such that Xu, Xv < w (pointwise on X).
In order to define the associated space of functions, 
we will need the following properties of u.s.c. functions 
which are not among those properties usually listed, and so 
we provide our own proofs.
2.2. Theorem. If u and v are non-negative u.s.c.
functions on X, then uv is u.s.c.
Proof. Choose e > o and let A = (x e X:u(x)v(x) < e] 
It will suffice to show A is open, and, to this end, we
12
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fix X 6 A. If u(x ) = Oj then
B = [x e X:u(x) < e (v(x^) + l)”^)n [x e X:v(x) < v(x^) + 1) 
is a neighborhood of x^ and B c a . Hence we may assume 
u(x^)j vfx^) > 0. Now choose n e N so that e _< nu(x^)v(x^); 
thus € - u(Xg) v(x^) < (n-1) u(Xg) v(x^), which implies 
(e - u(x^) v(x^))(u(x^) v(x^))'^ < n - 1. Clearly, there
o
exists m e N such that m - 2m - (n-1) > 0, and hence
2m  ^+ (n-l)m ^ < 1. If we let p = (e - u (Xq )v (x ^))(mv(x^))~\
a = (6 - u (Xq ) v(x^))(mu(x^))"^, and
B = { X e X:v(x) < v(x^) + a] n [x e X:u(x) < u(x^) + p] ,
then B is a neighborhood of x^. Also, if x e B, then
u(x) v(x) < u (Xq ) v (Xq ) + au(Xg) + iiv(x^) + pa =
u(%o) v(Xo) + 2m"^(€ - u(Xg) v(x^)) +
m"2(e - u(Xq) v(x,^))^ (u(Xq) v(x^))‘  ^< u(x^) v(x^)
+ 2m"l(e - u(Xq) v (x^)) + (n-l)m'^(e - u(x^) v(x^)) = 
u(%o) vCx^) + (2m"l + (n-l)m“^)(e - u(x^) v(x^)) <e ; i.e.,
B C'A. Thus A is open and the proof is complete.
2.3.' "Theorem. N(X) n B^(X) ç B(X).
Proof. Let f e N(X) n B^(X), and suppose f / B(X).
Hence there exists [x„)“ . c x such that lf(x_)l > n forn n=i — ' ' n'' —
n > 1. Since K = (x e X:|f(x)|> 1) is compact, and since '
f^n)n=l — ^^n^n=l cluster point x^ e K . But
A = [x e X:|f(x)l < |f(x^)l +1) is a neighborhood of x ,
which implies there is an n e N, n > Iffx^)] + 1, such
that x^ e A. This contradicts |f(x^)| > n, and so f e B(X).
/
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2.4. Definition. Let V be a Nachbin family on X.
Then CV^(X) = [f e C(X);fv e Bg(X) for every v e V), 
endowed with the topology generated by the set of semi-norms 
{P^:v e V} where Py(f) = ||fv|| for every ' f e CV^(X).
If V is a Nachbin family on X, then for v e y, 
f e C(X) we have that fv e N(X) by 2.2. Hence f e CV^(X) 
and V 6 V implies fv e B(X) (by Theorem 2.3.), and P^ 
is defined for every v e V. It is easy to see that CV^(X) 
is a linear subspace of C(X), and hence that CV^(X) is a 
locally convex topological vector space. The topology w 
generated by [P^:v e V) will be called the weighted topology; 
if it is necessary to specify the weighted topology with 
respect to a particular Nachbin family V, we will use the 
notation uy .
For a Nachbin family V on X and for v € V, let 
= [f e CV^(X): I Ifv|I ^1}. Since for e > o and 
{v^:k = 1,...,n) c V there exists v e V such that
< V , k = 1, ...,n, then f e implies | | fv^11 < e, 
k = 1,...,n. Consequently, [V^zv € V] forms a base of 
neighborhoods (of 0) in CV^(X) which are closed and 
absolutely convex.
Some remarks are in order concerning the"relation 
between our Nachbin family V on X and the set of weights 
U on X considered by Nachbin [19, 20], where U is 
defined to be a set of non-negative u.s.c. functions on X 
satisfying the property that if u, v e U, then there exists
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w € U and X > o such that u, v _< Xw. Nachbin then defines 
CU^(X) = [f 6 C(X):fu e B^(X) for every u e U}, endowed 
with the topology generated by the semi-norms [P^:u e U} 
where P^(f) = ||fu|| for every f e CU^(X). Clearly, a 
Nachbin family on X is a set of weights in the sense of
Nachbin. Now let U be a set of weights on X in the sense
of Nachbin, and let V'={Xu:X > o,. u € U). Then V is a 
Nachbin family on X. Since U c v, it is clear that 
CVq(X) E-CU^(X). Conversely, if f e CU^(X), then, for
V e V, V ^ o, there exists X > o and • u e U such that
V = Xu, and thus, for e > o, K = [x e X:|f(x)|v(x) > e} 
is compact since K 5 fx € X:|f(x)|u(x) > X“^ e }; i.e.,
fv € B|^ (X), which implies f e CV^(X). If v e V, v ^ o, 
then there exists X > o and u e U such that v = Xu;
hence f e CV^(X) with |jfuj| < X"^ implies ||fv|| < 1
(i.e., f € V^). Since it is clear that is a finer
topology on CV^(X) than the topology generated by 
[P^:u € U}, we have that the two topologies coincide on 
CVq (X) = CU^(X). Thus the class of weighted spaces obtained 
by Nachbin's approach is precisely that which is obtained by 
our approach (via Nachbin families).
2.5. Definition. Let U and V be two Nachbin families 
on X. We write U < V if for every u e U there is a
V € V such that u ^  v. In case U _< V and V _< U, we
write U ^  V.
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Clearly, ^  is a partial order and % is an equiva­
lence relation on the class of all Nachbin families on X.
2.6. Theorem. If U and V are Nachbin families on
X with U < V, then
(1)' CVo(X) Ç c%o(x), and
(2) r(w%; CVo(X)) = .
(In analogy with our symbol, for the restriction of a function, 
r(J; E) will denote the relative topology induced on the 
subset E , of a topological space (P, ï) by the topology 3". ) 
Proof. Let f e CV^(X), u e U, and e > o. Then there 
is a V € V such that u ^ v, and thus
K = (x e X:|f(x)|u(x) > €} £ {x e X:jf(x)|v(x) > e}, which 
is compact. Since K .is closed (by 2.2), K is compact 
and hence f e CU^(X).
If u e U, then there is a v e V such that u v.
Thus f e Vy implies |f(x)|u(x) < |f(x)|v(x) < 1 for every 
X e X, and so f e n CV^(X); i.e., c n CV^(X).
2.7. Corollary. If U and V are Nachbin families 
on X with U % V, then CUq (X) = CV^(X); i.e., they are 
the same sets with the same topologies.
In particular, if V is a Nachbin family on X, then
V « U where U is the Nachbin family V U (0} on X. Also,
V % where is the set of all finite sums of non­
negative scalar multiples of members of V; i.e., the positive 
cone generated by V(V^ is clearly a Nachbin family on X).
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Hence when convenient, we may assume without loss of generality 
that either 0 € V or that V is a positive cone.
We have the following partial converse of 2.6.
2.8 . Theorem. Let U and V be Nachbin families on 
X and assume (1) and (2) of Theorem 2.6 hold. If either
(i) V c (X) or (ii) X is locally compact, 
then U < V.
Proof. If u € U, then there is a v e V such that 
n CV^(X). If we set A = {x e X:(u - v)(x) > o}, we 
would show A is void. If not, let x^ e A and let
B = fx € X:v(x) < •^ (v (Xq ) + u(x^))}. Then B is an open
set and x^ e B, which implies there exists 9 e C(X) such 
that 0 < 0 < 1, 0(Xg) = 1, and 0(X\ B) = 0. If (ii)
holds, then we may assume 0 e C^ (X)., in which case it is 
clear that 0 e CV^(X); while if (i) holds, then for w e V 
and e > o we have K = (x e X:0(x)w(x) > e}
c[x e X:w(x) > €}, which implies K is compact from whence
it follows that 0 e CV^(X).
In either case, f = 2(v (Xq ) + u(x^))~^0 is in CV^(X) 
and |f(x)|v(x) < 1 for every x e X, which implies f € V^.
But f(Xg)u(xQ) = 2u (Xq )(v (Xq ) + u (Xq ))"^ > 1 , which
contradicts f e V^. Hence A is void, and the proof is
complete.
2.9. Remark. In the proof of the preceding theorem,
we made use of the obvious but useful fact that [^(X) c CV^(X) 
for every Nachbin family V on X.
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In extending Nachbin's concept of a set of weights to 
our Nachbin families, we have in a sense increased the number 
of semi-norms used in generating the weighted topology. One 
possible drawback to this is in recognizing when cu is 
metrizable (since a locally convex space E whose topology 
is generated by a countable number of semi-norms is metri­
zable [23, p.17]). This difficulty is remedied by the 
following theorem.
2.10. Theorem. If V is a Nachbin family on X, if 
CVq (X) is Hausdorff, and if U is countable set of non­
negative u.s.c. functions on X such that W =
{Xu:X > 0, u e U ]  is a Nachbin family on X with W « V , 
then CVq(X) is metrizable.
Proof. By 2.7, it suffices to show CW^(X) is metri­
zable. To do this, it suffices to show that for w e ¥ there 
is a u e U and e > b such that f e C7^(X) with 
11 full _< € implies f e V^. Since w e ¥ implies there 
exist u 6 U and X > o such that w = Xu , we take u 
and any e > o if X = 0, while if X > 0, then we take 
u and e = X . The result clearly follows.
2.11. Corollary. If in the preceding theorem U is 
finite , then CVq (X) is normable.
¥e will, unless otherwise specified, restrict our atten­
tion to those Nachbin families V on X for which C7^(X), 
is Hausdorff; i.e., V has the property that-if f e CV^(X),
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f / 0, then there is a v e V such that ||fv|) >0. V 
has this property if and only if given any non-void open
subset A of X for which there is an f e CV^(X) such
that R(f; A) ^ 0, then there is a v e V such that 
R(v; A) ^ 0. So certainly, CV^(X) is Hausdorff if for 
each X e X there is a v e V such that v(x) > 0, Requir­
ing that CV^(X) be Hausdorff is in some cases very close to 
requiring that X be locally compact as we show below.
2.12. Theorem. If V is a Nachbin family on X with 
C^^X) < V £ (It is easy to see that is a
Nachbin family on X), then CV^(X) is Hausdorff if and 
only if there exists a dense locally compact (and thus also 
open) sub space Y of X.
Proof. Assume Y is a dense locally compact subspace 
of X; thus Y is open in X [13, P.^5]. If f e CV^fX), 
f / 0, then there is an x^ e Y such that ffx^) ^ 0, and 
hence there is an open neighborhood A of x^ with A £ Y
and such that A is compact. Moreover, there is a cp e C(X)
such that 0 _ < c p < i ,  cp(x^)=l, and cp(X\ A) =0. Since
spt(cp) £  A , cp 6 C^(X) which implies there is a v e V
such that cp < V , and so |f(Xg)|v(Xg) > 0.
Now assume CV^(X) is Hausdorff. If x^ e X and if
A is an open neighborhood of x^, then there exists a
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cp e C(X) such that 0 < cp ^  l, cp(x^ ) = 1, and cp(X\ A) = 0. 
If V € V and e > o, then K = {x e X:cp(x)v(x) > e} £
[x € X:v(x) > e}, which implies K is compact. Hence 
cp e CV^(X)j and since V ^ 0, there exists v e V such
that cpv ^ 0; i.e., N(v) n A Is not void. So
Y = U{N(v):v e V) is dense in X, and y € Y implies there
exists V e V such that y € N(v) whence y e B =
[x € X:v(x) > ^  v(y)]. But B is open (since v e C^(X)),
B = {x € X;v(x) > v(y)} is compact, and B c Y; i.e., Y
is locally compact.
If we let X denote the rationals with the topology 
r(3’; X), where 3" is the usual topology on R, then X 
is a completely regular T^-space which does not have a dense 
locally compact subspace. In particular, if V is a Nachbin 
family on X with C^(X) < V ç cJ(X), then V = {0} and 
CVq (X) is C(X) with the indiscrete topology.
For a subset S of X, we will denote the character­
istic function of S by XgJ if 8 is closed, then Xg is 
u.s.c. In the sequel, the set X (X) = (Xx%:^ > 0, K c x,
K compact) will play a useful role (see 2.13).
2.13. Example. If V = X-^(X), then V is a Nachbin 
family on X and CV^(X) = (C(X), c-op).
We have already remarked that V = C^(X) is a Nachbin 
family on X (in fact, if C( is any linear sub;space of 
C(X), then is a Nachbin family on X), and have pointed
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out the inadequacy of V unless X is ''close'' to being 
locally compact. This remark, in conjunction with 2.13, 
helps motivate the consideration of u.s.c. functions in 
defining a Nachbin family on X. However, if X is locally 
compact, then [^(X) assumes some importance as a Nachbin
family on X, as we now demonstrate.
2.14. Theorem. If U = %^(X) and V = C^(X), then
V < U (and hence by 2.6, we have that the injection map 
i:CUg(X) -» CV^(X) is a continuous isomorphism onto). More­
over, the following are equivalent;
(1) X is locally compact;
(2) U « V;
(3) i is a topological isomorphism (in which case
CVo(X) = (C(X), c-op)).
Proof. If (l) holds and if u e U, then there exists 
ijf e C^(X) such that 0 < f < 1 and \|r(spt(u)) = 1. Thus
V = I Iu|I $ is in V and u < v, which implies (2) holds.
That (2) implies (3) is clear in view of 2.7, while if
(3) holds, then the hypothesis of Theorem 2.8 is satisfied 
(since V £B^(X)), which implies U <  V (i.e., (2) holds).
Now assume (2) holds, and let x^ e X. Since  ^ e U,
there is a v e V such that v(x^) >1, and thus
A = {x € X:v(x) > -|-} is a compact neighborhood of x^. So
(1) holds, and the proof is complete.
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The remainder of this chapter will be devoted to devel­
oping several more examples. For easy reference, we will 
display all of our examples in a chart at the end of this 
chapter.
2.15. Example. We will let K^(X) denote the non- 
negative" constant functions on X. If V = K’^(X), then "V 
is a Nachbin family on X and CV^(X) = (C^(X),1|•]|).
To obtain the next example, we make use of the following 
''multiplier'' theorem.
2.16. Theorem. (Buck [4]). Let X be locally compact.
If f € C(X) and if f CD e C^(X) for every cp e C^(X), then 
f e (X) (and, of course, conversely).
In particular, the above theorem says that C^(X) is 
the largest subalgebra of C(X) which contains C (X) as 
an ideal (when X is locally compact).
2.17. Example. Let X be locally compact and let
Y = Cq(X)". Then V is a Nachbin family on X, and it is an 
easy consequence of 2.16 together with the definition of the 
strict topology g that CV^(X) = (C^(X), P). This should 
be considered as one of our main motivating spaces.
We now consider the Nachbin family Y = C^(X) and 
investigate the corresponding space CV^(X). We remark that 
Examples 2.13 and 2.15 are well-known, while Example 2.17 
was observed by H. S. Collins. The following example and 
its extensions are new.
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A subset S of X is called relatively precompact 
if f € C(X) implies R(f; S) e C^(S). We will let 
Cp(X) = {f e C(X):N(f) is relatively precompact}.
2.18. Remark. It is clear that Cp(X) is a linear 
subspace of C(X). In particular, since f € Cp(X) implies 
f is bounded on N(f) and hence on X, we have that 
Cp(X) c C^(X). However, C^(X) £ (X) if and only if X
is pseudo-compact.
2.19. Example. If V = C+(X), then CV^(X) =
(c^(x) n c^fx), w).
Proof. Assume f e (X) n Cg(X), and let v e V,
€ > o. To show that f e CV^(X), it will suffice to show 
K = [x € X:jf(x)|v(x) > e] is compact. Since K is void 
if N(v) n N(f) is , we assume N(f) n N(v) is not void.
In this case, K £ {x e X:(f(x)| > ^^ll^llN(f)) from
which it follows that K is compact.
Now assume f e CV^(X). Since K^(X) < V , Theorem 
2.6 and Example 2.15 imply that CV^(X) £ Cg(X); i.e.,
f € Cq (X). If f X Cp(X), then there exists g € C(X) such
that g is not bounded on N(f). We can thus choose
{Xn)“^l E N(f) such that |g(x^)| > 1 and |g(x^)j > 1 + 
|g(Xn_i)| for n > 1. If, for n e N, we define 
A^ = [x 6 X;|g(x) - g(x^)l < ^} , then A^ is an open 
neighborhood of x^ for each n e N, while A^ n A^ is 
void for any m, n e N with m ^ n; i.e., [Xa^n=l
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
24
discrete sequence in X (which is clearly closed). By 
complete regularity, for each n e N there exists cp^  e C(X) 
such that 0 < < 1, = 1, and @^(X\ A^) = 0 .
“  -1Now V = ^I^|f(x^)| cp^  is a well-defined function on X 
with V > 0, If € X, then there exists a neighborhood
A of x^ such that A meets at most finitely many of
{A^)”^lj which implies v e V. So K = [x e X:|f(x)|v(x) > 1}
is compact and E K ; this implies &
cluster point in K and contradicts the choice of C^n^n-1* 
Thus f e Cp(X), and the proof is complete.
In the course of verifying the preceding assertion, we 
have proved a fact on extending functions which we feel is of 
interest, and which we will state explicitly after introducing 
some terminology. A subset S of X is said to be C*-
embedded (C-embedded) in X if every f e C^(S) (C(S)) has
an extension in C^(X) (C(X)). We have proved the following 
result.
2.20. Lemma. If S £ X and if there exists f e C(X) 
such that f is unbounded on S, then there exists a denum- 
erable closed and discrete subset D of X such that 
D 5 S and D is both C-embedded and C*-embedded in X.
Recalling that for the Nachbin family v = C^(X), we 
have CVq(X) = (C(X), u)y), it seems natural to expect 
CUq(X) = .(;c^ (X), uüy) when U = C+(X). This is not the 
easel In fact, C^fX) c C^(X) and hence
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C^(X) c Cp(X) n C^(X), but we show below that this contain­
ment can be proper. To do this, we list several properties 
of a certain topological space, some of which are not now 
needed but.will be useful to us in later examples. We begin 
by stating a result of Fine and Gillman (which depends on the 
continuum hypothesis). Throughout the rest of this paper,
PX wül" denote the Stone-C^ch compactification of X.
2.21. Theorem (Pijie and Gillman [12]). No proper dense 
subspace of gN\ N is C*-embedded in gN\ N.
2.22. Theorem. Let p e gN\ N and let X = pN\{p], 
endowed with the relative topology from gN. Then X is a 
locally compact Hausdorff space which is extremally discon­
nected and pseudo-compact, but neither compact nor normal.
Proof. That X is locally compact and Hausdorff but 
not compact is clear. Since a space Y is extremally discon­
nected if and only if gY is extremally disconnected [13, 
p. 96], and since every open subspace of an extremally 
disconnected space is extremally disconnected [13, p.23], X 
is extremally disconnected (because N is). If the cardin­
ality of gY\ Y, for a space Y, is less than or equal one, 
then Y is pseudo-compact [13, p.95]; hence X is pseudo- 
compact (for gX = gN). A space is normal if and only if 
every closed subspace is C*-embedded [13, p.48], and thus 
to complete the proof it will suffice to show' that the~~:losed 
set S = (gN\ N) n X is not C*-embedded in X. But S is
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C*-embedded in X if and only if S is C*-embedded in 
gpX [23, p.89]; i.e., if and only if S is C*-embedded 
in = PN\ N. However, S is a proper dense subspace of
PN\ N, and by 2.21 is not C*-embedded in pN\ N.
In the above theorem, the continuum hypothesis was 
assumed only to verify the non-normality of X.
2.23. Example. Let X be the space of the preceding 
theorem and let V = c’*'(X). By Theorem 2.22 and Example
2.19, cv^fx) = (Cp(X) n Co(X), w) = (C^fx), w). But for 
cp € Cg(N) with N(cp) = N; and cp a continuous extension of
cp to X, cp € Cq (X)\ C^(X) since N(cp) = N; i.e.,
Cc(X) = cv f^x)!
So we see that not even local compactness is enough 
for Gp(X) n C^(X) to be C^(X) . However, we do have the 
following sufficient condition.
2.24. Theorem. If X is locally compact and if every 
a-compact subset of X is contained in an open and closed 
a-compact subset of X, then Cp.(X) n Cg(X) = C^(X) (as 
sets).
Proof. It suffices to show (X) n C^fX) £ C^fX) ,
so let f € Cp(X) n Cq (X) and suppose f / C^fX). Since
f € Cq (X), N(f) is a-compact and hence there exists an
open and closed a-compact set S £ X such that N(f) £ S.
Thus N(f) £  S and N(f) is relatively precompact but not
00
compact. ■ Now S = U K where K is compact and
n=l
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
27
c for every n € N (if A 5 X, then A° denotes
the topological interior of A). For each n e N, choose 
€ (X\ K^) n N(f) (this is possible, since otherwise
N(f) 2 K for some n € N, and N(f) would be compact),
“o
and let n^ = 1. Then there is a e C^(X) such that
0 < < 1; 9i(x^ ) = 1, and spt(cp^) £ S\ . Further,
there exists n^ e N and cp^  e C^(X) so that spt(cp^) £ K° ,
< *^ 2 — ^g(*n ) - 1; and spt(cp^ ) £  S\ . Inductively,
we obtain [(x^ , such that cp^  e C^(X), 0 < 1,
*k(Xn^) = 1' spt(cpj^ ) Ç s \  k > 1 and spt(qy) ç K°
for every j e N with j < k where k > 1. If we let 
00
k=l^^k(^)^ X € S
then g is a well-defined function 
0 , X € X\ S ,
g(x) =
on X. Since for each x e S there exists a neighborhood 
A of X for which A is compact, A n N(ç^) is void for 
all but at most finitely many k e N, which implies g e C(X). 
However, g is not bounded on N(f), and this contradicts 
our choice of f.
In particular, the hypothesis of the above theorem is 
satisfied if X is locally compact and paracompact. We 
also note that, (in view of 2.23) the space X of 2.22 has 
a a-compact subset which is not contained in any open and 
closed a-compact subset of X(and hence X is not para­
compact) .
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2.25. Theorem. If X is locally compact^ then-the 
following are equivalent:
(1) X is pseudo-compact and every a-compact subset of 
X is contained in an open and closed a-compact subset of X;
(2) Cq (X) = C^(X) and every a-compact subset of X
is contained in an open and compact subset of X.
Proof. If (1) holds, then 2.24 yields C^(X) =
Cp(X) n Cq(X) = C(X) n Cg(X) = C^(X). Let S be a a-compact 
subset of X and let K be an open and closed a-compact 
subset of X with S Ç K. Since K is open and a-compact, 
there exists cp e C^{X) such that N(cp) = K (Buck [4]); 
since K is closed, N(V) = K, which implies K is compact.
Now assume (2) holds, and observe it suffices to show 
X is pseudo-compact. However, for V = C^(X) = C^(X),
2.14 and 2.17 imply this result.
2.26. Theorem. If V = C"*'(X), then the uniform topology 
on C7q(X) is contained in uy and C^(X)) is
contained in the inductive limit topology on C^(X).
Proof. If U = K"^ (X), then U < V, and this implies
r(ujy; C7^(X)) £  y  (by 2.6).
Now let V € V, for every compact set K in X such
that N(v) n K is not void, let =
Cf € C(X;.K):||f|| < ( | | v | a n d  let B^ = C(X;.K) 
for each compact subset K of X such that N(v) n K is
void. Since the absolutely convex hull A of U is
K K
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an inductive limit neighborhood in C^(X) [23, p. 79],
then to conclude the proof it will suffice to show that
f € A implies f £ n C^(X). However, if f e A, then
there exists E ^ and where S jX^ j < 1
and f^ e , k = 1, ...,n is a compact subset of X
k n
for k = 1, ...,n) with f = S X, f. . So
k=l ^ K.
lf(x)|v(x) < |f^(x)lv(x) i ^  and this
implies ||fv|| < 1  (i.e., f e n C^(X)).
We will conclude this chapter by establishing sufficient 
conditions on X in order that, for V = c"^(X), CV^(X) is
(C^(X), ind lim). The fact that this important function
space is a weighted space (and the proof is non- triviall) 
leads us to interesting results on factorization of Radon 
measures (e.g., see 3.29). In the next chapter we will give 
examples to show that the hypothesis of 2.24 is not sufficient 
to obtain (G^(X), ind lim) (see 3.28, (2)), and that our 
sufficient conditions (in 2.28) are not necessary (see 3.33).
2.27. Lemma. If X is locally compact and a-compact
and if A is an inductive limit neighborhood of zero in
Cj,(X), then there exists v e C"^ (X) with the property that
for every f e [^(X) with ||fv|| ^ 1 we have f e A.
00
Proof. Now X = U K where K is compact and
n=l n n
2 ^n+1 every n e N, and K° is non-void. More­
over, for every n e N, there exists > o such that for
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= [f e C(X; K^):||f|| < e^ ) we have the absolutely
00
convex hull H of U B is contained in A.
n=l "
Let and let n (X\ for n > 1.
For n > 2, there exists cp e c (X) such that 0 < cp < 1,n c —  n —
‘Pn(Cn) = 1. ana spt(cp^) £  (X\ K^_g) n while there
exist cp^ , cpg. e C^(X) so that 0 < cp^  < 1 , = 1,
and .spt(cpj^ ) £  for k = 1,2. Choose a^ = max{2,e^),
let a„ = max{2^ , ne , a i) for n > 1, and thenn n n-x
00 _ 2
define v = S a^e" cp Since x e X implies there exists
n=l n n n
n € N such that x e K° , x / spt(cp.) for j > n  + 2
•tl J
and hence v is well-defined and continuous; i.e., v e c''’(X).
-1 -1Observe that if n < m, then e^a^ > e^a^ since
n > 1 implies a^ > ^n-1’ let f e C^(X) with
||fv|| < 1, and note that x e implies f(x) < (v(x))"^
< e^a^^ for n > 1. Choose n^ = min{n e N:N(f) c K^}
and let = 2^f^, n = 1,...,n^, where
f; = [{f A - En+iSn+i] ^ 0, 1 < n < and
f' = f A e a ^  . Clearly, M(f^ ) S ; since x e
O 0 0 0 0 '
1 < n < n^, implies f (x) > while x e C^ for
m > n  implies f(x) < e^a'^ < , we also have
N(f^) £ for 1 < n < n^. Moreover, f^(x) = 2^T^ (x) <
2’^e^a"^ < €^, 1 < n < n^, which implies f^ e B^, 1 < n < n^.
no _n
Consequently, if g = E 2 , then g e H; the proof
n=l n
will then be complete when we show f = g. To this end,
^o
observe that g = Z f ' and fix x e X. If f(x) = 0,
n=l n
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then = 0, 1 < n < and this implies g(x) = 0.
We have already shown f^n^n^^n=l monotone decreasing,
while e^a^^ < e^^nc^)"^ = ^ , n > 1, shows this sequence
converges to zero, and since x e for some n e N, we
have f(x) < e^a^^. It now follows that if f(x) > 0, then
there exists m 6 N so that .a"^. < f(x) < e^a"^ . Ifm+i m+i ' ' — m m
m < n^j then, for n < m (if there are any such n), we 
have f^(x) = 0 since f(x) < ,
while f^(x) = f(x) - , f^{x) = e^a^^- ■
for m < n < n , and f ' (x) = e a"^ . If m > n , then
° "o "o o
f'(x) =0, n < n , and f ' (x) = f(x). In any case,n o n^ —
%o
g(x) = S f'(x) = f(x), and the proof is complete. 
n=l
2.28. Theorem. If X is locally compact and a-compact 
and if V = C'^ (X), then CV^(X) = (C (X), ind lim).
Proofi In view of 2.19 and 2.24, it will suffice to 
show that w is the inductive limit topology on C^(X).
By 2.26, we have that the inductive limit topology is finer 
than .m. Let A be an inductive limit neighborhood (which 
we may assume to be absolutely convex) in C^(X). From 2.27, 
there is a v e V so that if - f e with .f > 0, then
f € A. Choose u = 4v and note that u e V; let f e 
and write f = f^ - f^,+ i(fg - fg) where ft, f1 e ct^X),
j = 1,2; and define gt = 4ft , g“ = 4f1 for j=l,2. If
J J J J
X e X, then gt (x)v(x) = ft(x)u(x) < |f(x)|u(x) < 1,
J J
j = 1,2, which implies gt € V^, j = 1,2. Similarly,
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gj j = 1,2, and hence g^, g" e A, j = 1,2, We now
have that ^  + (-|)gî + ^ g g  + (-^)gg € A; i.e., f e A.
Thus 5 A, and this concludes the proof.
X V W„(X) “V
ïefer
snce
X,(X) G(X) c-op 2.13
locally compact oJ(X) C(X) C-op 2.14
K+(X) C„(X) uniform 2.15
locally compact <{X) e 2.17
c+(x) Op(x)nc^(x) uniform c and 
r(tj^;Cc(X)) Ç ind lim
2.19
2.26
locally compact, 
base for ct- 
compacta of~ 
open and closed 
a-compacta
C+(X) 0,(X)
uniform c and 
Wy 2 ind lim
2.24
2.2^
I
locally compact, 
a-compact C+(X) Oc(X) ind lim
2.28
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER III 
Properties of CV^(X)
In this chapter we examine CV^(X) as a locally convex 
space with particular emphasis on -a characterization of the 
topological dual CV^(X)* . This characterization of CVq(X)* 
is crucial in obtaining our representation theorem in Chapter 
IV (see 4.8), and leads to many other interesting results 
(and new problems!).
We first consider the question of the completeness of 
CV^(X). The difficulty here arose in finding the proper 
setting for our general situation so as to include a suffic­
iently broad spectrum of weighted spaces. It is here that 
our partial order on Nachbin families, which was introduced 
in Chapter 11, plays a significant role, since our answer 
(given in 3.2 and 3.3) might properly be termed a ''comparison 
test'' for completeness.
3.1. Lemma. N(X) n Bg(X) is complete in the uniform 
topology.
Proof. From 2.3, N(X) n B^(X) £  B(X), and since 
B(X) is a Banach space (in the uniform topology), it will 
suffice to show N(X) n B^(X) is closed in B(X). To do 
this, let f € B(X) be a limit point of N(X) n B^(X) in
33
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B(X)j let E > o, and let F = {x e X;|f(x)J > e}. Fix
X e X\ F, let n = 7^ E-|f(x )|), and choose g e N(X) n B^(X)o
so that l|g-f|| < T). Then A = (x E X:)g(x)| < -|-(e+1 f (x^) 1 )} 
is an open set, and x^ e A since lg(x^)| < |f(x^)| + n 
= ^(e+1f(x^)I). Moreover, if x e A, then lf(x)l <
(g(x)l + Ti < e ; i.e., A c x\ F. Hence F is closed, and 
this implies f e N(X). Now choose h e N(X) n B^(X) so 
that Ijh-f11 < e/2, and let K = [x e X:|h(x)| > e/2}.
Thus K is compact, while x e F implies |h(x)| > |f(x)|
- e/2 > E - e/2 = e/2; therefore F £  K, which implies F 
is compact (i.e., f e B^(X)).
3.2. Theorem. Let U be a Nachbin family on X for 
which the following properties hold:
(1) if X E X, then there is a u e U so that 
u(x) > 0;
(2) CU^(X) is complete.
If V is a Nachbin family on X with U ^ V, then CV^(X) 
is complete.
Proof. Let {f\} be an uo^-Cauchy. net in CV^(X). It 
follows from 2.6 that [f^} is w^-Cauchy, and hence there 
exists f E C(X) such that f -» f(u)y). For v e V, (f\v} 
is a uniformly Cauchy net in N(X) n B^(X) (by 2.2), and 
hence by 3.1 there exists f^ e N(X) n B^(X) so that 
f^v -» f^ in the uniform topology. From (1), f^v -» fv
pointwise, which implies fv = f^ for every v e V. So
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we have f e CV^(X), and it is clear that -♦ f(uy).
Since (C(X), c-op) is complete whenever X is a 
k-space [32], we have the following result.
3.3. Corollary. If X is a k-space and if V is a
Nachbin family on X with X^ ,(X) < V, then CV^(X) is
complete.
As is well-known [4, p. $8], if X is locally compact, 
then the Banach space (Cg(X), 11*11) has an approximate 
identity. In particular, there is a net [cp^ ] c C^(X) such 
that 0 ^ < 1 for every i, while for any compact set
K in X there is an i^ so that for every i > i^ we 
have cpj_(K) = 1 (and liml Icp^ cp-cpl 1 = 0 for every cp e C^(X)). 
Following [8], we will call such an approximate identity 
canonical.
3.4. Lemma. If X is locally compact, then the uniformly
closed subalgebra of B(X) generated by N(X) n Bg(X) has
a canonical approximate identity [qu] and 
{cp.} c N(X) n B^(X).
Proof. Since C^(X) c N(X) fl Bg(X), a canonical approx­
imate identity (if one exists) will be contained in 
N(X) n Bq(X). Now  let ^ = [K^:K^ compact, i e I] be a 
base for compacta in X with I partially ordered by ''i < j
if and only if K. c K .''. For each i e I, there is a
J
e [^(X) such that 0 < < 1 and cp^(K^) = i; we will
show that (cpj_3 is the desired canonical approximate identity.
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Let f e N(X) n B^(X), let e |j> o, and let
K = [x € X:jf(x)l > -g). Since K is compact, there is an
i^ € I such that i > i„ implies K c K. . If x e K and
li. —  IV —  1
if i > i^, then |cp^(x)f (x)-f (x) j = 0, while if x e X\ K
and if i > i %  , then lcp^ (x)f (x)-f (x) | < 2)f(x)| < e. '
Thus i > i^ implies j jcp^ f-f j j < e; i.e., lim| jcp^ f-f | | = 0. 
The result now easily extends to the uniformly closed sub­
algebra of B(X) generated by N(X) n Bq(X), since 
is uniformly bounded.
3.5. Theorem. If X is locally compact and if V is
any Nachbin family on X, then CV^(X) has a canonical
approximate identity.
Proof. By 3.4, there is a net c C^(X), which
is a canonical approximate identity for N(X) n B^(X);
since C^(X) c CV^(X) , [cp^ } will be a canonical approx­
imate identity for CV^(X) provided cp^ f -» f(w) for each 
f € CVq (X). If f e CV^(X), however, then for any v e V
we have fv e N(X) n B^(X), which implies lim| j (cp^ f-f )v | 1 = 0
(i.e., cPj_f -» f(w)).
3.6. Corollary. If X is locally compact and V is
any Na^bin family on X, then C^(X) is w-dense in
CVo(X).
3.7. Corollary. The following are equivalent:
(1) X is locally compact;
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(2) fC(X), c-op) has a canonical approximate identity;
(3) there is a net (9^} c  C^(X) such that cp^  ^ l 
(c-op).
Proof. In view of 3.5, we have (1) implies (2), while 
it-is obvious that (2) implies (3).
Now assume (3) holds. Let V  = C^(X), let U = X q (X), 
note that V  < U, and recall that (C(X), c-op) = CU^(X).
If u € U, then there is a X > o and a compact set K
in X such that u = XXj^  . There exists i^ such that
I 1 (cpj_ -1)Xk 1 I < § , and thus if x e K, - ^ (x) -
K K
i < cp. (x), and X < 2Xcp. (x); i.e., u < 2X9. . But
2X9i € C^(X) , and so U < V. Since then U « V, we 
K ^
have from 2.14 that X is locally compact, and this completes 
the proof.
We will return to approximate identities at the end of 
this chapter where we discuss and give examples illustrating 
some of the pathology which can occur in CV^(X).
If U and V are Nachbin families on X, then we 
define U*V = {uv:u e U, v e V). In view of 2.2, U*V is 
also a Nachbin family on X. We will denote V ‘Y by V^.
3.8. Theorem. If V is a Nachbin family on X with 
V then CV^(X) is a subalgebra of C(X). Moreover,
CVq (X) is a topological algebra.
Proof, If f, g 6 CV^(X), then we must show 
fg € CV^(X). Let V e V, e > o, and
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A = {x e X : If(x)g(x)lv(x) > e). Now there exist e V
such that V < if x s A, then If(x)g(x)1v^(x)Vg(x)>ej
which implies |f(x)|v^(x) > e(lg(x)jv2(x))'^ > e ( 1IgVgl1 
Since A is closed and A £  [x e X:jf(x)jv^(x) > e ( 1Igv^l1)"^), 
A is compact, from which it follows that fg e CV^(X).
If [fj_3# {gj_3 E CV^(X) with f^ -» f(w), gj_ g(uu) 
where f, g e CV^(X), then for v e V with v < where
 ^ we have ||(f\g^-fg)v|| =
I I [ (fi-f ) (gj_-g)+I’gi+gf‘i-2fg]vl 1 < 1 1 (f^-f )v^l I'll (Si-gjVgl I 
+ 1 Ifv^l I'll (gi-gjVgl l"^ ! IsYil I'll (fi-fjVgl I 2 O' now
clear that multiplication is jointly continuous, and so 
CVq (X) is a topological algebra.
3.9. Theorem. Let X be locally compact and let U 
and V be Nachbin families on X with U < V. If (7 is 
a subset of CU^(X) and (7 n CV^(X) is uj^-dense in CVg(X),
then (7 is uj^-dense in CU^(X).
Proof. If f 6 CUg(X) and if A is an w^-neighborhood
of f, then, since A n C^(X) is non-void by 3.6, it 
follows from 2.6 that <7 n (A n CV^(X) ) is non-void; i.e.,
(7 n A is non-void.
The preceding simple result on density yields an, 
embryonic form of Stone-Weierstrass theorem for 'CV^(X) (when 
used in conjunction with a known result for C^(X), which 
will be stated as the next theorem). However, once we have 
identified CV^(X) , then we will be able to obtain a much
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sharper Stone-Weierstrass theorem for CV^(X) (see 3.38 
and 3.39). We note that if V is any Nachbin family on X, 
then CV^(X) is self-adjoint ; i.e., if f e CV^(X), then 
f E CVo(X).
3.10. Theorem ([27, p.6l]). If X is locally compact
and if c C^(X) is a self-adjoint subalgebra of [^(X) 
satisfying the two point property (i.e., if x, y e X with
X y, then there exists f e Û so that f(x) = 0 and
f(y) = 1), then c7 is uniformly dense in C^(X).
3.11. Corollary. Let X be locally_cpmpact and let 
V be a Nachbin family on X with V < K'*"(X). If (7 is
a self-adjoint subalgebra of CV^(X) such that (7 f] C^(X)
has the two point property, then (7 is w-dense in CV^(X).
Proof. Since (7 n [^(X) is a self-adjoint subalgebra 
of Cq(X) satisfying the two point property, (7 n [^(X) is
uniformly dense in C^(X) by 3.10. That (7 is w-dense in
CVj^ (X) now follows immediately from 3.9.
The bounded subsets of CV^(X), where V is a Nachbin 
family on X, are precisely those subsets A such that for 
every v e V there is a constant b(v; A) > 0  with 
i|fv|| ^ b(v; A) for every f € A; i.e., those subsets which 
are absorbed by every neighborhood (of zero). In the next 
theorem, we set forth a characterization of the m-bounded 
sets in CV^(X), and, after doing this, we extend a result 
for (C(X), c-op) (due to Seth Warner) to C7^(X). Then
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from this theorem, for example, we can obtain the character­
ization of the p-bounded sets in (C^(X), p) which was 
originally discovered by Buck[4].
3.12. Theorem. If V is a Nachbin family on X with
V c B(X), then A c CV^(X) is tu-bounded if and only if the 
following two properties hold:
(1) for every v e V\ [o) and for every n e N, A is
uniformly bounded on the sets ^ =
(x 6 X:(n+1)"^< ||v||"^v(x) <n"^};
(2) for every v € V\ {o}, there exists a(v;A) > 0
such that sup(llfll„ :f e A} < na(v;A) for all n e N.
v,n
Proof. Assume the subset A of CV^(X) is w-bounded,
and let- v e V\ (o). Then |f(x)|v(x) < b(v; A) for every
f 6 A, X e X, and if x e ^ for some n e N, we have
|f(x)| < b(v; A)(n+1)11vj1 for each f e A; i.e., (l)
holds. Choose a(v; A) = 2||v||"^b(v; A), and let n e N.
Now n"^sup[||f||% :f e A} < 1 IvVj "^b(v;A)^^ < a(v;A),
v,n
and so (2) holds.
Assume a subset A cf CV^(X) satisfies (1) and (2),
and let v e V. If v = 0, then choose b(v; A) = 1^  so
we may assume v ^ 0. In this case, we choose b(v; A) =
)|v)|a(v; A). If x e N(v), then there exists n e N so
that x e  For f e A, we then have |f(x)|v(x) <
supCllglL :g e A)v(x) < sup{||g||_ :g e A}n"^l jvj j <
V , n V ,n
))v||a(v;A) = b(v;A). Thus A is bounded and the proof is
complete.
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If we take V = x^ ,(X), then the sets ^ of the 
preceding theorem are void if n > 1, while K . = KVj 1
when V = Therefore the above theorem says that the
uj-bounded sets are precisely those which are uniformly 
bounded on compacta. This, of course, is the well-known 
characterization of the c-op bounded sets in C(X). At this 
time, we are not able to give a useful characterization of
the w-bounded sets.in case V ^ B(X).
Now let V be a Nachbin family on X. We say that X 
is V-compact if CV^(X) c C^(X). We now give the promised 
extension of a result for (G(X), c-op), which was due to 
Warner [32,, p.274].
3.13. Theorem. Let V be a Nachbin family on X with 
V c B(X) and so that x e X implies there is a v e V for 
which v(x) > 0. If X is V-compact and if CV^(X) is 
sequentially complete, then CV^(X) has a countable base 
for bounded sets. In particular, f®n^n=l f^^m a base for 
the uü-boundéd sets in CV^(X), where =
[f € CV^(X):|lf|l < n] for n e N. Moreover, if
form a base for the m-bounded'sets in CV^(X), then X is
V-compact.
Proof. First assume f®n^n=l & base for the
w-bounded sets in CV^ (X). For f e CV^ (X), [f) is clearly 
uu-bounded, and so there exists n e N such that f e B^.
Hence CV^ (X) £ C^(x), which says X is 7-compact.
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Now assume X is V-compact and that CV^(X) is 
sequentially complete, and suppose there is an uu-bpunded set 
A in CV^(X) such that A is not contained in any 
In this case, there exists (f^, x^) e A x X such that 
|fn(%n)l > for each n e N. If for
every n e N, then (Sn^n=l — wish to show
{§^3^=1 fs w-Cauchy; to this end, we fix v e V, and recall
there exists b(v; A) > o so that ||fv|| < b(v;_ A) for
every f e A, which implies, jf^jv < b(v; A) for all .k e N.
Let e > o and choose ni e N so that ? k~^ < e(b(v:A))~^.
o k=nQ '
Then m, n > n^ implies Ig^'Smlv < b(v;A) E k"^ < e; i.e.,
00 O
is w-Cauchy. Hence there is a g £ CV^(X) such
that -» g(uj), and g > g^ for every n e N ' since
{gn]”_i is a monotone increasing sequence. But this contra­
dicts the V-compactness of X, since then g(x^) > g^(x^) >
3 -2n n = n for every n e N. Because B^ is clearly uu-
bounded for each n e N, the proof is complete.
If, for example, V = x^ .(X), then X is V-compact if
and only if X is pseudo-compact.
3.14. Corollary. If X is locally compact and if V
is a Nachbin family on X with C^(X) ^  V c B(X), then X
is V-compact if and only if forms a base for the
uu-bounded sets in CVq (X).
Proof. By 3.3, CV^(X) -is complete, and the result is 
now immediate from 3.13.
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If X is locally compact and If V is a Nachbin family 
on X with Cq (X) < V c  B(X), then it follows from 2.6 and 
2.17 that X is V-compact. In view of 3.14, we have proved 
the following theorem, which includes the special case of 
(Cb(X), p).
3.15. Theorem. Let X be locally compact and let V
be a Nachbin family on X with Cq (X) ^  V c B(X). A set
A in CVq (X) is uu-bounded if and only if A is uniformly 
bounded.
We now turn our attention to the most important topic 
in Chapter 111; i.e., the characterization of the topological 
dual space CV^(X) of CV^(X). The complete picture (as 
we describe it) is included in 3.16, 3.21, and 3.26. Because 
of the generality of our approach, we have found it expedient 
to consider three separate classes of Nachbin families (not 
all necessarily disjoint), and in each case the technique of 
proof is quite different. We begin by considering the class 
of Nachbin families V for which C^^X) ^ V < K^(X).
3.16. Theorem. Let X be locally compact and let V
be a Nachbin family on X with Cg(X) < V < K^(X). Then 
T:M|^(X) -» CV^(X)*, where T(p)(f) = Jfdp for each
f e CV^(X), is a (linear) isomorphism onto, and in this case 
we write CV^(X) = M^(X).
Proof. We must first show that T is actually into.
But if |i e My(X),then by 1.6 T(p).e (Cy(X), p)* where
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T(n)(f) = Jfd|i for every f e C^(X). From 2.6 and 2.17,
we have that C7^(X) c  C^(X) and r(p; CV^(X)) c  m .
Since R(T(|i); C7^(X) ) = T(|i), we thus have T(|i) e OV^(X)*,
arid T Is well-defined (T is clearly linear). To show T
is onto, let L e CV^(X) . From 2.6, 2.15, and 3.6, we have
that Cg(X) is an uu-dense subspace of CV^(X) and
r(w; Cg(X)) is weaker than the uniform topology on C^(X).
Thus F € (Cq(X), Il-ID*. where F = R(L; C^fX)). This,
by 1.4, implies, there is a p e (X) such that
F(f) = Jfdn for all f e C^fX). Since T(|a) = L on the
uü-dense subspace C^fX), then T(p) = L. If p e M^(X)
and if T(|i)(f) = 0 for each f e CV^(X), then Jfdp = 0
for each f e C^{X), which implies p = 0 __by 1.4. Thus T
is one-to-one and the proof is complete.
The above result naturally leads to the question posed
*
below. If E is a locally convex space with dual E , then
the Mackey topology t (E, E ) on E is the finest locally
*
convex topology for E under which the dual is still E .
That there is always such a topology is the content of the
Mackey-Arens theorem [23, p.62]. E is called a Mackey
space if the topology on E is t(E, E ). Buck [4] asked
if (C^(X), p) is a Mackey space (here X is locally 
compact), and Conway [9] gave an affirmative answer in', the 
case X was paracompact. So we have that if X is locally 
compact and paracompact, then t (C^(X), M^  ^(X) ) is the
weighted topology p determined by the Nachbin family C^fX).
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This then raises the question of when t (C^(X), M^(X)) is 
a weighted topology determined by some Nachbin family V on 
X. We answer this question below (see 3.19).
3.17. Lemma. If X is locally compact and if
V = N^(X) n Bq (X), then V is a Nachbin family on X with
V =»0+(X).
Proof. It is clear that V is a Nachbin family on X
and that Cq (X) ç  v . If v e V, then v e B(X) by 2.3.
Since to complete the proof it will suffice to show there is
a cp e Cq(X) such that v < cp, we may assume ||v|| = 1.
For each n € N, define = {x e X:v(x) > 2"^}. Since
is compact for each n e N, for every n e N there is
a cp^  € C^(X) such that 0 < cp^  < 1 and = 1.
Define cp = S 2~^^"^^cp , and note that (since cp is the
n=l “
uniform limit of functions in C^(X)) we have cp e C^(X).
If X € N(v), then there exists n e N such that x e
which implies v(x) < 2"(^o"^) where n^ = min{n e N:x e K^}
Since cp(x) >  ^ follows that v > cp .
3.18. Lemma. Let X be locally compact and let V 
be a Nachbin family on X. If C7^(X) = C^(X) and if
p Ç  , then V « Cq (X) .
Proof. From 2.8 we have C^^X) < V. Since 1 e C7^(X), 
1.V = V e N'^ (X) n Bq(X) for every v e V, and hence
V < N^(X) n Bg(X). It now follows from 3.17 that V % C^(X).
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3.19. Theorem. Let X be locally compact. (C^(X), p)
is a Mackqy space if and only if there exists a Nachbin family
V on X so that CV^(X) = (C^(X), t(C^(X), M^(X))).
/ \ *We now return to our consideration of CV^(X) , and 
this time consider the class of Nachbin families V for 
which cJ(X) < V < cJ(X).
3.20. Lemma. Let X be locally compact and let V be
a Nachbin family on X with C^(X) < V ^ C^(X). Then there
is a subspace M of M^(X) with M^(X) c M and a (linear) 
onto isomorphism T:M -$ CV^(X) where, for p. € M,
T(p)(f) = Jfdp for every f e C^(X).
Proof. By 2.6, 2.17, and 3.6, we have that C^(X) is 
an m-dense subspace of CV^(X) and r(w; C^(X)) £ p. If
L € CV-q (X)*, then F e (C^(X), p)* where F = R(L; C^(X)).
By 1.6 there is a e M^(X) such that F(f) = Jfdp^ for 
every f e C^(X). Now let M = (p^ e M^(X):L e C7^(X)*} and 
define T:M -» CVq (X)* by T(p^) = L. We observe at this 
point that ' T is the inverse of the function T~^:CV^(X) -» M 
defined by T"^(L) = p^, and we see from the Hahn-Banach 
theorem that T ^ is one-to-one. Moreover, from 1.6 we have 
that T"^ is linear, and so M is a linear subspace of 
M^(X) (since T"^ is onto M by definition). Consequently, 
T is a linear isomorphism onto CV^(X)*, and T(p)(f) =
Jfdp for every f e C^(X). Thus the proof will be complete 
when we show M^(X) £  M. But if p e M^(X), then by 1.7,
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
4 7
L e (C(X), c-op)* where L(f) = Jfd^ for every f e C(X). 
From 2.6 and 2.14 we have that C7^(X) c C(X) and 
r(c-op; CV’q(X)) c uj, and hence L e CV^(X) where 
L(f) = L(f) for each f e CV^(X). Since L(f) = ^fd^ for
every f e C^(X), n e M.
Let X be locally compact, let |i e M^(X), and let g _
be a Borel measurable function on X which is bounded on the
compact subsets of X. For each A e Borel(X), define
g*ia(A) = Jx^gdfi^ then g.p e M(X) [11, p.221]. In particular,
if V is a Nachbin family on X, then each v e V is Borel 
measurable and, from the proof of 2.3, bounded on the compact 
subsets of X. We will denote [v'^zv e V, p e M^(X)} by 
V.M^(X). As we have already remarked, V»M^(X) is always 
contained in M(X), and will actually be a linear subspace 
of M(X) for a large class of Nachbin families V on X, 
although this is by no means obvious from the definition.
In fact, V*M^(X) is our candidate for CV^(X) in the 
case of the Nachbin families yet to be considered, but, of 
course, we do not expect uniqueness of representation (e.g., 
see 3.34).
3.21.'Theorem. Let X be locally compact and let V ■
be a Nachbin family on X with C^^X) < V ^  C^(X). , Then
V*M|^(X) is a linear subspace of Mj^ (X) and 
T:V'M^(X) -» C7g(X)* is a (linear) isomorphism onto where 
T(|a)(f) = for each f e CV^(X). In this case we will
write CVq (X)* = V-M^(X).
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Proof. If |i e V ‘Mj^ (X), then there is a v e V and 
V e M^(X) such that n = vv. If f e CV^(X), then 
ijfdul = ijfvdvl < ||fv||'||v|| < «> ; i.e., T(m) is a
linear functional on CV^(X). Moreover, if (f^) is a net
in CV^(X) with f^ -» o(w), then |TQr)(f^)| =
ijf^vdv] < 1 |f\v| 1 • 1 Ivl 1 -» 0, and we see T is a well-
defined function into C7^(X)*. Since V-M^(X) is clearly 
contained in Mj^ (X), Theorem 1.6 yields that T is one- 
to-one. We claim that if T is onto CV^(X)*, then V*M^(X) 
is a linear subspace of M^(X). To see this, first observe 
that V*M^(X) is closed under multiplication by scalars.
If p, V 6 V-M^(X), .then T(p), T(v) e CV^(X)*, which 
implies T(p) + T(v) e CV^(X).. But there is a t s V*M^(X) 
such that T ( t )  =  T(p) +  T(v), and so Jfdy =  T ( T ) ( f )  =
T(|i)(f) + T(v)(f) = JfcJp +■ Jfdv = Jfd(p+v) for every
f € CV^(X). In view of 1.6, this implies p+v = t , and 
hence V*M^(X) is a linear subspace of Mj^(X) and T is a 
linear isomorphism onto. We show T is onto.
Let L e CVq (X)*. By 3.20, there exists p e M^(X) 
such that L(f) = jfdp for every f e C^(X). We may write
p uniquely as a + ip where a and p are real Radon
measures on X . with a, p e Mj^ (X). If f e C^(X) with 
f:X -» E, then ijfdaj = ((jfda)2]l/2 < ((Jfda)^ + (Jfdp)^}^^= 
ijfdpj. Hence f e C^(X) implies iJfdaj =
lj(Refjda + ij(lmf)da| < |J(Ref)dpl + lj(lmf)dp j, and from
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this it follows that L e CV^(X)* where L_(f) = ffda for
a o a ' ' j
each f e C^(X) (recall that C^(X) is dense in CV^(X), 
and note that (f\} c  C^(X) with f^ -» o(w) implies 
Ref^ = ^ ( f + fj^ ) 6 C^(X) for every i and Ref^ -♦ o(w)). 
Similarly, e CV^(X)* where Lg(f) = Jfdp for each 
f e C^(X). If a = - a is the minimal decomposition of
a, then a'*', a" e M^(X). Since L e CV^(X) ", there is
V € V such that |L(f)| _< 1 for every f e V^. If
/ X X € N(v)
u(x) = < then u is a non-negative
(+ m , X € X\ N(v),
l.s.c. function on X. If 5^ = {cp € C^(X) :<P < u], then
cp e implies ||gv|| < 1; i.e., c v^. Moreover,
if cp e then Jcpda"^  = sup[J$da:^ e §^, f < cp}, while
f e implies |J$dp| <1. So J$da < |J$da| < |J$dp| <1,
and therefore sup{Jcpda'*’:cpel^ } < 1. Now sup{Jcpda'*';cp6§^ }
iSfby definition, the upper integral of the function u. 
However, the upper integral of a non-negative l.s.c. function 
u is finite if and only if u is integrable, in which case 
the upper integral and the integral agree [11, p.189]. Thus
-j- A fl J_
u is a -integrable and Juda = - < 1. Consequently,
J:^ llil < 4, and in this case i-n e M^(X). Thus v*(^*ia) = |i
is in V*M^(X) and T(|i) agrees with L on an w-dense 
subspace of CV^(X). Since T(|a) e CV^(X) , T(p) = L and
T is onto. As we have already seen, this completes the
proof.
a
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3.22. Corollary. If X is locally compact and if V
is a Nachbin family on X with C^(X) C^(X), then
M^(X) EV-M^(X) Ç  M^(X). Moreover, if V «  C^(X), then 
V-M^(X) = M^(X), while if V « C^(X), then V'M^(X) = M^(X).
Proof. In view of 3.20 and 3.21, it is immediate that 
Mc(X) 5 V'M%(X) CM^(X). Clearly, if V « C^(X), then 
M^(X) = V'M^ (X), while it follows from 1.6 that 'V»Mj^ (X) = 
M^(X) If V»»0^(X).
3.23. Corollary. Let X be locally compact and let V 
be a Nachbin family on X with C^(X) ^ V < C^(X). If
|i 6 V*M^(X), then )p | e V»M^(X). Moreover, if we write
|i = a + ip where a, g are real Radon measures on X and
+  - +  -if a = a - a ,  p = 3  - p are the minimal decompositions
a and p, respectively, then a , p, a^, a", p'*’, p" e V-M^(X). 
Proof. In the course of the proof of 3.21, we saw that 
I e M|^ (X) for at least one v e V. We also observed 
that a, p e V*M^(X), and the result now follows immediately. 
We define ô :X -♦ ((C(X), c-op )., a( (C(X), c-op)*, C(X))) 
by 6(x)(f) = f(x). It is well-known that 5 is a homeo- 
morphism onto its image (e.g., see [32, p.266]). Varadarajan 
[31] has obtained other results for the map 6 in a slightly 
different setting. In particular, he has shown that if X 
is a metric space and if 0 :X -» ((C^(X), 11*11)*, 
o((Cb(X), 11-11)*. C^(X))) is defined by ô(x)(f)=f(x)
for each f e C^(X), then 0(X) is sequentially closed
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[31, p.197]. With only the assumption that X be locally 
compact and Hausdorff, we obtain the following stronger 
result.
3.24. Lemma. Let X be locally compact and let V
be a Nachbin family on X with C^(X) < V < cJ(X). If
Ô ;X -+ (X) is defined by ô(x) = 5 (the point mass at x)
for each x e X, then 6 is a one-to-one continuous closed
map into (CVo(X)*, ofCVofX)*, CV^fX)).
Proof. Since ô(X) Ç M^(X), ô(X) £  CV^(X)* by 3.22.
It is clear that 0 is one-to-one and continuous. Let F 
be a closed subset of X, and note that it will suffice to
show 6(F) is a(M^(X), (X))-closed since CV^(X)* £ (X)
by 3.22,while C^(X) £ CV^(X) by 2.6. To this end, let
|i e 6 (F) (the a(M^(X), (X) )-closure in M^(X)). Since
1 € C^(X), we have that p 0 and hence apt p is not
void. Choose x^ e spt p and a net {5(x^}} in ô(F) so
that ô(Xj^ ) -» p(a(M^(X), C^(X)), and suppose [x^] does 
not converge to x^. In this case there is a neighborhood
A of x^ for which [x^] is not eventually in A; i.e.,
for every i^ there is an i > i^ such that x^ / A .
Now by 1.3, there is a . cp e [^(X) such that spt(cp) £ A 
and ijcpdp.l > 0. Let e > o, choose i^ so that i > i^ 
implies jjcpdp - cp(x^ )l < e, and choose j > i^ such that
X . X A. Thus 1 cpdpl < 1 [cpdp - 9(Xj)| + lcp(x^ .)l < which
J
contradicts the choice of <P. So p = ô (Xq ) e 6(F), since 
X. -» Xq implies 6(x^) -» ô(x^).
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
52
In the case where X is locally compact, we now have
/ \ *a characterization of CV^(X) whenever V is a Nachbin
family on X which satisfies either C^fX) ^ V < Cq (X) or
Cq (X) < V < K*^ (X). Unfortunately, this does not necessarily.
include a characterization for all Nachbin families V on
X which satisfy C^(X) < V ^ K'*'(X) (much less, for all
such V). For example, if v*e take X = |R and let V =
(cp v(xlsinj):cp e C^ (<R), X > 0}, then V is a Nachbin family
on IR and C^ (|R) < V < K^(R), but V / nor is
Cq (R) < V. We are able, however, to give a characterization 
/ \ *
of CV^(X) for a large class of Nachbin families V on X 
which will include the above example. In particular, if V 
is a Nachbin family on X with V c c'*’(X), then we obtain 
a result analogous to Theorem 3.21 (although the proof in 
this case is entirely different) which has important conse­
quences in our application to tensor products (see Chapter IV) 
Let E and F be locally convex spaces and let
*.
t:E -♦ F be linear and continuous. Then t is a(E, E ),
a(F, F*) continuous and, in this case, there is a natural
* * *
linear operator t ;F -♦ E called the dual map of t, 
which is defined by <e, t f > = <te, f > where e e E 
and f* 6 F* [23, p.38]. Moreover, t is weak-* continuous 
(i.e., a(F*, F), a(E , E) continuous), and if A is any 
subset of E, then t(A)° = t (A°)[23, p.39]. We will 
also need the fact that if A is any subset of E, then 
A°° is the closed—absolutely convex hull of A [23, p.36].
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The technique employed in the lemma below was first used by 
Conway [9] in his characterization of the p-equicontinuous 
subsets of M^(X).
3.25. Lemma. Let X be locally compact, let V be 
a Nachbin family on X with V c C’*'(X) (recall we are 
assuming V is such that CV^(X) is Hausdorff), and define 
T^:CV^(X) -» C^(X) for each v € V by T^(f) = fv for each 
f 6 CVq(X). If V € V, then V° = T*(B°) where 
B = (f 6 Co(X):||f|| < 1).
Proof. Since v e V implies v e c'^ (X), fv e C^(X)
for every f e CV^(X), and so is a well-defined map
into Cg(X) for each v € V, which is clearly linear and
continuous (C^(X) is here endowed with the uniform topology)
So V e V implies T^:M^(X) CV^(X) is weak-*continuous,
Now B° is a(Mj^(X), C^(X) )-compact by Alaoglu's theorem
[23, p.6l], and so T*(B°) is o(CVg(X)*, CVq (X))-compact,
* O \
while T^(B ) is obviously absolutely convex. Since 
Ty(Vy) £ B while T^(f) e B implies f e V^, we have ■ 
T’^(B) = V^. Hence = T'^(B) = {T*(B°)}°, from which 
it follows that V° = [T*(B°))°° = T*(B°).
3.26. Theorem. Let X be locally compact and let V 
be a Nachbin family on X with V £  ^ ( X ) . Then V'M^ (X)
\ -X-
is a linear subspace of M(X) and T:V'M^ (X) -» CV^(X) is 
a (linear)ohto isomorphism where T(p)(f) = Jfdp for each 
f € CVq (X). In this case we will write CV^(X)* = V*Mj^(X).
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Proof. That T is a well-defined function into 
/ \ *CV^(X) follows exactly as in the proof of 3.21. Since
V ‘M^(X) c M(X), we: have that T is one-to-one from 1.2
(and the fact that C^(X) is dense in CV^(X) from 3.6).
The demonstration that V»M^(X) is a linear subspace of
M(X) and that T is a linear isomorphism will follow just
as in the proof of 3.21 (except here we use 1.2 instead of
1.6) once we have shown T is onto.
To this end, fix L € CV^(X) . Now there is a v e V
such that L e V° since CV (X)* = U V° [23, p.47], and
^ ° V€V ^  *
hence there is a p e (X) such that L = T^ p by 3.25.
If f e C7^(X), then <f, L> = <f, T^*^> = <T^f, p>
= <fv, p> = Jfvdp = Jfd(v.p) = <f, T(v.p)> , from which it
follows that L = T(V'p). Thus T is onto and the proof
is complete.
3.27. Corollary. Let X be locally compact and let 
V be a Nachbin family on X with V £ c'^(X). If v e V, 
then V° = v.(p e M^(X):||p|| < 1}.
Proof. If B = (f e Cq (X): 1 If 11 < 1}, then
B° = (p e M%(X):||p|| < 1}. By 3.25, V° = T^*(B°), while
from the proof of the above theorem, however, we have that 
T* p = V'P for every p e Mj^ (X). (here, of course, the 
identification established in the above theorem is implicit) 
As we have already seen, if X is locally compact and 
if V is a Nachbin family on X with V £ C'^ (X), then
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CVq (X)* c M(x).. Further, if K'^ (X) ç v, then
(X) c cv'q (X) . Both containments may be proper as is 
illustrated in the following example.
3.28. Example. Let X be locally compact and let
T = C^XX)' Consequently, CV (X)* = V.tt (X) and 
Mb(X) S V-M^(X) Ç M(X).
(1) Let X = (0, 1) and let m denote Lebesque
1
measure on X. If v(x) = — for x e X, then v e V, 
m e M^(X), v*m e V*M^(X), but v m  / M^(X). Hence 
M^(X) ^ V'M^(X).
(2) Let X be an uncountable discrete space and let 
a denote counting measure on X. Then a e M(X), but
à i V*M^(X). For suppose there exists v e V, p € M^(X)
such that a = v p  (i.e., a e V«M^(X)). Then a(x) = 1
= v(x)p(x) for each x € X, and this implies p(x) > o
for every x e X. But this contradicts the fact that
p € M^(X), since p e (X) implies p(x) ^ o for at
most countably many x e X. Therefore V»M^ (X) is a proper
subset of M(X).
Example 3.28, (2) also serves as an example (promised
in Chapter II) of a space X satisfying the hypothesis of
2.24 for which CV^(X) is not (C.^ (X), ind lim), where 
V = C’*’(X). The latter statement is, in this case, an 
immediate consequence of 1;2. It is true, however, that 
CVq(X) = (C^(X), (Uy) where lOy is properly coarser than the 
inductive limit topology, and this follows from..2.24 and 2.26.
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The preceding example leads us to an interesting ques­
tion: for -which locally compact Hausdorff spaces X is it
true that M(X) = C"^ (X) *M^ (X)? We will say that a locally
compact Hausdorff space X is C-reducible if M(X) =
3.29. Theorem. If X is locally compact and a-compact,
then X is C-reducible.
Proof. This follows easily from 1.2, 2.28, and 3.26.
3.30. Lemma. If X is C-reducible, then every (i e M(X) 
has o-compact support.
Proof. If p e M(X), then there exist v e c’^(X),
V € M^(X) so that la = v*v. From 3.22 we have spt v is 
o-compact, and since spt \i c spt v , spt p is o-compact.
3.31. Theorem. If X is C-reducible, then every closed
and discrete subset of X is countable.
Proof. Let S be a closed and discrete subset of X,
and note that if K is a compact subset of X, then K n S
is finite. Define the linear functional L on 0^(X) by
L(f) = S f(x). Then L e (C (X), ind lim) , and by 1.2 
xeS
there is a p e M(X) such that L(f) = jfdp for every 
f e C^(X). It now follows from 1.3 that S £ spt p. But 
spt p is o-compact by 3.30, and this implies S is o- 
compact whence countable.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
57
3.32. Corollary. Let X be locally compact. Then X
is a-compact if and only if X is paracompact and C-reducible.
Proof. Assume X is paracompact and C-reducible. Since
X is paracompact, X = U S_ where S is an open and closed
a  oc a
a-compact subset of X for each a and S.. n S„ is voida p
whenever a p [3, p.107]. Choose e 8^ for each a
and let 8 = U [x ]. Then 8 is closed and discrete, and
a G
hence 8 is countable by 3.31. 8o X is clearly a-compact. 
The converse is Theorem 3.29.
In the next example, we show that the converse of 3.29 
is false.
3.33. Example. Let X denote the set of all ordinals
less than the first uncountable ordinal n with the order
topology. For p e M^(X), define g:X -+ by g(x) =
Jxj-i xjdp. Then g is a monotone increasing function on X,
and so the set of points of discontinuity D of g is
countable. 8ince every a-compact subset of X is relatively
compact [30], there exists x^ e X so that x ^  x^ for
every x e D. If we define f(x) = jë(xg), x _< x^ ^
Lg(x), X >
then f € C"*"(X). But every h e C(X) is eventually constant
[30], and hence there is a : y^ e X .,such that f (x) = f(y^)
for every x > y^. Consequently, if = max[x^, y^}, then 
spt p c [1, Zg]; i.e., p e M^(X), and we have M(X) £
M. (X) Ç C^^X)'M (X) Ç C+(X)'M^(X). This implies M(X) =
C"^ (X) *M^ (X), and X is C-reducible. X is certainly locally 
compact, but not a-compact.
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Example 3.33 also shows that the converse of 2.28 is 
false. For let X be the space described in 3.33. It is 
clear from the properties of X used in 3.33 that (2) of
2.25 holds for X. Therefore X is pseudo-compact, and the
hypothesis of 2.24 is satisfied. In view of 2.19, we have
that CVq(X) = C^(X) = Cq(X), where V = C+(X) = C^ (X)_, 
and hence it will suffice to show u) = ind lim. The following 
general theory will be used to do this.
A barrel A in a locally convex space E is- an abso­
lutely convex, closed, and absorbent (i.e., if x e E, then
there is a X > o so that x 6 XA) subset in E; E is
called barrelled if every barrel in E is a neighborhood; 
and if E is barrelled, then E is a Mackey space [23,
p.66]. Moreover, an inductive limit of barrelled spaces is
barrelled [23, p.8l], and every Banach space is barrelled 
[23, p.67]. Since V % K^(X), CV^(X) is a Banach space, 
and hence œ = t (C^ (X;), M(X)). But (C^(X), ind lim) is 
the inductive limit of the Banach spaces [C(X; K):K c X,
K compact], and therefore (C^ (.X), ind lim) is barrelled, 
which implies : ind lim = t (Ç^ (^X), M(X)). Thus m = ind lim,
and the proof is complete.
As we have seen, for certain Nachbin families V on a 
locally compact space X, V'Mj^(X) is a linear subspace of 
M(X). If n e V*M^(X), then there exist v e V, v € M^(X) 
so that u = v v  (a factorization of pi). In general, this 
factorization is not unique as we show in the following 
example.
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3.34. Example. Let m denote Lebesque measure on [R = X,
Je^, X > 0 fe^^, X > 0
let u(x) = < and let v(x) = {
(e X < 0, L®' ^  X < 0.
1 1  +
Then u, v, —, —  e C (X), and hence p, v e M(X) where
|i = i *m and v = ^»m. For a < o and b > o, we have 
' ^ 1  /o „ .b
p([a,b]) = J ^f^)dm(x) = J e^dm(x) + J e"^dm(x)
= l-e®'-(e“^-l) = 2-(e®'+e"^), while v([a,b]) = J ^^^dm(x)
= f e^^dm(x) + f e"^^dm(x) = ^(l-e^®') - 1)
a *^ 0 .
= l-|-(e^®'+e"^^ ). Thus we have v e M^(X) and 
m = u ‘|i = v*v.
¥e now consider the problem of characterizing the extre­
mal points of V° where V is a Nachbin family on a locally 
compact space X with V £ C^(X) and v e V. Here again, 
the technique to be employed was used by Conway [9] to obtain 
this result in the special case when V = Cq (X). As yet, 
we have not been able to remove the continuity assumption 
on V although we conjecture the characterization would be 
the same if, for example, C^^X) < V ^  Cq (X). In view of the 
forthcoming applications of the following theorem, we feel 
it would'be desirable to remove the continuity assumption.
3.35. Lemma. Let X be locally compact, let V be 
a Nachbin family on X with V c c'^ (X), let 
B = {f e Cg(X):||f|| < 1}, and let p e B°. If v e V and
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
6o
* * .
if T^ |4 = T^ô(x) where x e N(v) and T^:CV^(X) -» C^{X) 
is the map defined in 3.25, then |i = ô(x).
Proof. We wish to show v = 0 where v = p - ô(x).
To this end, let e C^(X) with spt(cp) c N(v), and define
Cp
\(y) = < y  ^ Then Cp^  e c^(x) and cp^ v = cp.
1^ 0 , y € X\ spt(cp).
So . Jcpdv = Jcp^vdv = Jcp^d(T^v) = 0, since T^v = 0, and by
1.3, lvl(N(v)) = 0. Thus lv({x))l < lvl({x}) < |v|(N(v)) = 0,
so |i([x}) = (v + 6 (x) ) ( (x))= v({x} ) + 1  = 1. If A is any
Borel set in X and x / A, then 1 < |^|(A) + 1 =
lli 1 (A) + l|i 1 ( [x] ) = In I (A U {x} ) < 1 , which implies
llil(A) = 0. Hence |i = ô(x) (and v = o).
3.36. Theorem. If X is locally compact and if V
is a Nachbin family on X with V c c"^ (x), then 
#(V°) = (\v(x)ô(x):x e N(v), )x|= 1), for every v e V.
Proof. Let v e V and let T :CV (X) -» C (X) be theV -O'' o''
map defined in 3.25. If B = {f e CQ(X):||f|| < 1], then
B° and V° are both absolutely convex (a polar set is
always absolutely convex [23, p.34]). Moreover, B° and
V° are both weak-*compact by Alaoglu's theorem [23, p.6l].
Now T^:M^(X) -+ V*M^(X) is linear, and hence R(T^; B°)
is affine. By 3.25, T^(B°) = V°, and (from the proof of
\ ^3.25) T^ is weak-*continuous. Therefore, we have from 1.9 
that |j e #(V°) implies there is a v e #(B°) so that 
|i = T v = V'V. As we previously remarked, v e #(B°)
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implies there exist x e X, X e |x| = 1 such that
V = Xô(x). Thus [i = Xvô(x) = Xv(x)ô(x), and since p ^  0,
X e N(v).
Now let X € N(v) and let |a = v(x)ô(x). Clearly,
(i 6 V° , and to complete the proof it will suffice to show
|i 6 S{Y°). If |i = + t ) where a, t e then there
o * *
are a, p e B such that T^a = a and T^p = x. Thus
H = T*ô(x) = T*(|-(a + p)), and by 3.35, §(x) = -|(a + p).
However, ô(x) e #(B°), which implies ô(x) = a = p, and
hence p = a = x; i.e., p e  if (V°).
We now obtain a Stone-Weierstrass theorem for a class
of Nachbin families on a locally compact space X which
subsumes 3.10 (the Stone-Weierstrass theorem for (Cg(X),||'||))
and the Stone-Weierstrass theorem for (C^(X), p) obtained
by Glicksberg [l4], as well as improves our 3.11. To do
this, we adapt the approach used by de Branges for the C^(X)
case (e.g., see [11]) to our more general situation. This
is done by the following lemma.
3.37. Lemma. Let X be locally compact, let V be a 
Nachbin family on X wi’^  V c c’^ (x), let A be a linear 
sub space of CV^(X), and let p e S{A° n "7°), where v e V,
If, for g e C(X), R(g; spt p) is bounded and R-valued
while Jfgdp = 0 for every f e A, then there is an a € IR
such that g.p = op, and in this case R(g; spt p) = a 
(spt p not void).
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Proof. If |i = 0, then g»|-i = 0*n and we are d^e,
and so we may assume \x ^ o. By 3.27, there is a v e (X),
1 Nl 1 < 1 such that [i = vv. If ||v|| <1, then
li = 1 1 v) |v* ( 1 Ivl 1 ^v) + (1 - 1 Ivl 1)0 which contradicts the
choice of n, and hence llvll = 1. We may assume without 
loss of generality that 0 < R(g; spt p) ^  1. To see this,
let h = R(g; spt p), and note there is a b € |R so that
0 < h + b. Thus 0 < 11h+b1l“^(h+b) < 1, while 
J 11h+b11 ^(h+b)fdp = 0 for every f e A, and if
1 Ih+b 1 1 (g+b) «p = op, then g.p = (al Ih+bl l-b)..p . We may 
also assume without loss of generality that spt v = spt p 
(for consider the Radon measure v ' defined on Borel (X) 
by v'(E) = v(E n spt p) for each E e Borel (X)). Now let
p = g.v, and observe that llpll = Jlgldlvl = Jxgp^ ^ ^dlvl
< llvll =1. If llpll = 0, then g*p = v-p = 0 = 0*p.
llpll — If then 1 =  llpll =Jlgldlvl = Jxgp^ ^hdlvl , 
which implies h = 1; i.e., g»p = l*p. So we assume
0 < llpll < 1 and let a = llpll ^p , t = (1-llpll) ^(v-P).
Clearly, v*a e A° n , while f e A implies
JfvdT = (1-11p11)~^(Jfdp - Jfgdp) = 0, and hence v *t e A°. 
Moreover, 11?11 = (1-11p11)"^ J 11-g1d 1v 1 
= (1-llpll) ^Jxgpt p(l-h)dlvl = (l-||p||) ^(I Ivl1-11p11) = 1,
so that v*T s V° . But p = (1-11p1|)v *t +.I IpI|v .a , and
hence p = v*a = v-?, from which it follows that
1 Ip I Ip = V'p = g.p. The proof is now complete.
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3.38. Theorem. Let X be locally compact and let V 
be a Nachbin family on X with V c C'*'(X) and so that 
CVq(X) is an algebra (e.g., if V < V^). If Û is a self-
adjoint subalgebra of CV^(X) which has the two-point property
and if either
(1) for each p e CV^(X)*, = [R(f;spt p):f e (7) 
n C^(spt |i) is a separating family for spt p; i.e.,
X, y e spt p with x y implies there is an f e F^ such
that f(x) ^ f (y ); or
(2) there is a Nachbin family U on X such that 
U w V, U £  C’^(X), and # is a module over U; i.e.,
U'67 c
then û is w-dense in CV^(X).
Proof. Suppose Û is not uu-dense in CV^ (X). Then
there is a p e <7° such that p ^ 0, and hence there is a
V e V such that P e n V° . By the Krein-Milman theorem
(1.8), there is a p e 5(^ 7° n V°) such that u ^ 0. We
wish to show that spt p = (x). for some x e X. If this is
not the case, then there are x, y e spt p such that x / y.
If (1) holds, then there exists g e (7 such that g(x) ^ g(y)
and R(g; spt p) is R-valued and bounded. Moreover,
Jfgdp = 0 for every f e i7, which by 3.37 implies
R(g; spt p) is constant. This is an obvious contradiction,
and so in this case there exists x e X such that
spt p = {x}. We now show thp same result is obtained if (2)
is assumed to hold.
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In this case, we may assume there is a u e U such 
that n n V°). Define T^:CV^(X) -> C^fX) by
T^(f) = fu for f e CV^(X). We previously established (see 
the proof of 3.25) that is a weak-*continuous linear
map. Now K = pi is a(M^(X), C^(X) )-compact and
convex (here B still denotes the closed unit ball in 
Co(X_)), and if a e K, then T*a = u*a e V° , while the
fact that Jfuda = 0 for every f e c7 implies u*a e (7°.
Moreover, if v € £7° n V° , then there exists a € B° such
that u*a = V, and Jfuda = 0 for every f e 7^, which
implies a £ T^((7)°. Hence T*(K) = 7^° n V° , and by 1.9
there is a v £ d(K) such that |i = T^v = u*v. Now there
is a g £ (7 so that g(x) = 0 and g(y) = 1, and we may
assume g is R-valued. Thus gu is bounded and R-valued,
while J(fu)(gu)dv = J(fg)udp = 0 for every f e Û. By
3.37, R(guj spt v) is constant, and so 0 = g(x)u(x) = 
g(y)u(y) = u(y). It follows easily that R(u; spt |i) = 0, 
and hence p = 0, which contradicts our choice of p. Thus
there is an x £ X so that spt p = [x).
Since spt n = {x}, there exists X £ (C such that 
p = Xô(x), and this implies f(x) = x"^Jfd|a = 0 for every 
Î e (7. But this is clearly impossible, and therefore (7 
is lu-dense in CV^(X). This, of course, completes the proof
of the theorem.
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3.39. Corollary. Let X be locally compact and let 
V be a Nachbin family on X with V £  C’*'(X) and so that 
CV^(X) is an algebra. If. # is a self-adjoint subalgebra 
of CV^(X) which has the two-point property and if either
(1) Cq (X) £ V, or (2) V e V implies spt(v) is
compact,
then (2 is cju-dense in CV^(X).
Proof. In either case, (1) of 3.38 holds.
In particular, the above corollary includes the cases of 
(C(X), c-op), (C^(X), ;), and (C^(X), Note that,
for (Cg(X), I I"I I), (2) of 3.38 would also apply.
In view of condition (l) of 3.38, the question arises
as to whether there is a Nachbin family V on a locally 
compact space X and measure p e CV (X) for which not
every f e CV (X) is bounded on spt p. The answer is yes, 
and, although there are easier examples than the one we give, 
the following example will also give some insight into the 
pathology which can arise in weighted spaces.
3.40. Example. Let X = and define the function
X ,  X€[0,l)
$ on X by $(x) = ( 2n-x, xe[2n-l,2n), n e N
|^x-2n, xe[2n,2n+l], n e N.
If V = V (Xi|i):)3 e C^(X), X > 0), then V is a Nachbin
family on X and C^(X) < V < K'^(X). Consequently,
C^(X) £  CVq (X) £  C(X). Observe that V is not comparable
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to Cq(X), and that K^ (X) n CV^ (X) = (0}. We now show that 
CV^(X) contains unbounded functions. Define the function
n^(x-2n)+n, xe[2n-n~^,2n), n e N
g on X by g(x) = n^(2n-x)+n, xe[2n,2n+n"^], n e N
^ 0 , otherwise.
Since g e C(X), it will suffice to show g$ e C^(X) in order 
to show g € CVq(X), To do this we consider g iji(x) for 
xe[2n-n"^, 2n], where n e N. Here g^(x) =
*3 3  j i
(n (x-2n)+n)(2n-x), and (gi|f)'(x) = -2n x+4n -n, and this
implies (g$)'(x) = 0  if and only if x = 2n - But
— Pthis is clearly a maximum of gi|r on [2n-n~ , 2n], 
gt(2n - ^n = (4n)"^, and it now follows that gi|t e C (X).
Thus CVq(X) contains some unbounded functions, but not all 
bounded ones. Since V c c’^(x), 3.26 implies CV^(X)* =
V-M^(X). Let m denote Lebesque measure on R*** and let
u = e~^.m. Then v e M^(X), as we saw in 3.34, and so p =
/ \ * +■lev e CVq (X) . But spt p = R , and hence g is unbounded
on spt p .
We will close this chapter by giving an example of a 
weighted space CV^(X), where K"^ (X) < Y <  C'*’(X), which is 
a Banach space (actually a commutative semi-simple Banach-* 
algebra) in which not every uniformly bounded set is bounded, 
and which has an approximate identity, but no bounded approx­
imate identity.
3.4l.Example. Let X = IR and let V = [IP :X > 0, 
p(x) = x^ + 1). Then V is a Nachbin family on X with
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K+(X) < V ç C+(X), and thus C^(X) c CV^{X) £ C^fX) (and 
both inclusions are proper). It follows from 2.11 that 
CVq(X) is a normed space, while 3.3 implies CV'^ (X) is 
complete. Since p < 3.8 yields that CV^(X) is a
topological algebra (in fact, for f, g e CV^(X), ||fgp||
< 1!fP11•1IsP11)• By 3.5, CV^(X) contains a canonical 
approximate identity, which is uniformly bounded by defini­
tion. Hence it will suffice to prove the following theorem.
3.^2. Theorem. Let X be locally compact and let V 
be any Nachbin family on X. Then the following are equi-,. 
valent :
(1) no approximate identity in C7^(X) is bounded;
(2) there is a canonical approximate identity in CV^(X)
which is not bounded;
(3) there is a v e V which is unbounded.
Proof. Since C7^(X) has a canonical approximate
identity by 3.5, (1) certainly implies (2). Now assume that
(cp^ ) is an unbounded canonical approximate identity in
CVq (X). Hence there is a v e V such that is
unbounded. So n e N implies there is an i^ such that
1l^ i v)I > n, and this implies there is an x e X such
n
that cp. (x )v(x ) > n. Since 0 < cp. < 1, v(x ) > n, 
which implies v is unbounded; i.e., (2) implies (3).
Now assume there is a v e V such that v is unbounded,
and let {cpj_) be any approximate identity in CV’^(X). Now
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for each n € N there exist x^ e X, 8^ e C (X) so that
^ 0 < 9% < 1, and 8^(x^) = 1. Since
c CV (X), for each n e N there is an i such that—  o' ' n
1 1 (cPin^ n " this implies \l - cp^  (Xn)|v(x^) < 1,
and hence v(x ) - 1 < |cp (x )|v(x ) < 1 jcp v||. But
n n
n - 1 < v(x^) - 1, from which it follows that {cp^ } is not
bounded, and so (3) implies (1).
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Tensor Products: The Weighted Representation Theorem
The primary purpose of this chapter is to establish a 
topological isomorphism between the biequicontinuous completed 
tensor product CU^(X) CV^(Y) of two weighted spaces and 
another weighted space CW^(X x Y), where X and Y are 
locally compact. . By doing so, we obtain an extension of the 
classical Dieudonne' density theorem [10]. This represen­
tation yields several corollaries involving well-known spaces, 
including a theorem of Grothendieck [15, p.90] for 
C^ (^X) B Cg(Y) and our analogous result for 
(C^(X), 3) B (C^(Y), p), as well as leads to the discovery 
of new subspaces of C(X x Y).
We will begin by presenting a brief introduction to 
tensor products. For a more extensive treatment the reader 
is invited to examine [26]. Let E and F be vector spaces, 
let E' and F' be their algebraic duals, and let B(E',F') 
be the space of bilinear functionals on E' x F'. If x e E 
and y e F, we define the element x b y of B(E’, F') 
by X B y(x’', y') = <x, x'Xy, y'>, for all (x', y')e E'x F' ; 
X B y is called an elementary tensor. The tensor product 
E B F of E and F is the linear span of all elementary
69
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tensors in B(E', F')._ If b e E B F, then b may have
several representations as linear combinations of elementary
tensors. However, if b ^ 0, then there is an n e N and
linearly independent subsets c E, [y\)9_^ c p
n
such that b = Ex. B y..
i=l  ^ ^
Now assume E and F are locally convex spaces. If
. *
b e E » F is such that b(x , y ) = 0 for every
, * *. * *
(x , y  ) e E X F , then it follows from the Hahn-Banach
n
theorem and the representation for b as E x. a y., where
n n
and are linearly independent in E and
F respectively, that b = 0. Thus it suffices to consider
E » F as a subspace of the space of bilinear functionals
on E X F' . If b e E » F, then b:E x F -♦ (C is
# *
separately continuous where E and F have their weak-* 
topologies.
The biequicontinuous topology 3"^  on E » F is defined
,  . ,  I ,  *  * s  1 *  *
by the semi-norms P(b) = sup[|b(x , y )1:x e P, y e Qj,
where P and Q, are arbitrary weak-*closed and equicon-
* *
tinuous subsets of E and F , respectively; i.e., 3"^
is the topology of uniform convergence on [A? x B^;{A. }
J. J  X
and (B .) are neighborhood bases in E and F, respec-r
J
tively). We will denote the completion of (E s> F, 3^) by 
E » F.
If i = 1,2. are topological spaces, we will denote
the projection map of x Xg onto X^, by , i = 1,2.
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is both continuous and open. If f is a function on x
and if g is a function on Y, we will denote by f x g the
function on X x Y defined by f x g(x, y) = f(x)g(y) for
all (xj y) e X X Y. In particular, if U is a Nachbin
family on X and V is a Nachbin family on Y, then
U X V = {u X v:u € U, V e V). Recall that we are assuming 
CUg(X) and CY^(Y) are Hausdorff spaces.
4.1. Lemma. If U is a Nachbin family on X, if V
is a Nachbin family on Y, and if W = U x V, then ¥ is 
a Nachbin family on X x Y. Moreover, CWq(X x Y) is 
Hausdorff if for every open set A in Y(or X) there is
a V e V(u e U) such that R(v; A) ^  0 (R(u; A) ^ 0) (this
would be the case, of course,if Y(or X) were locally compact).
Proof. Let u e U, v e V, and note that u x v > 0.
To show u X V is u.s.c., we show the set A =
{(x, y):u X v(x,y) < e] is open, where e > o. If
(Xg, y^) 6 A, then there is an t] > o such that
Rv(yQ) < e - u(Xg)v(yQ). If we let B = {xeX:u(x) < u (x^)+ti}
and C = (y€Y:v(y) < e(u(x^) + ri)"^ }, then B is an open
neighborhood of x^, while C is an open neighborhood of
Yo since (u(x^)+Ti)v(yQ) = u(x^)v(yQ)+Tiv(y^) < e . Now if
(x, y) e B X G, then u x v(x, y) < e, which implies
B X C 2 A; hence A is open. Now let u^  ^ x v^, u^ x v^ e W
and let X > o. Then there exist u e U, v e V such that
Xu^jXUg < u and v^,Vg < v, and this implies Xu^ x v^,
XUg X Vg < u X V. Consequently, ¥ is a Nachbin family on X x Y.
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If f € CWg(X X Y) with f ^ 0, then there is an open
set A in X x Y so that f(x, y) ^ 0 for every (x, y) e A.
Since Ily(A) is open, there exists (v, y^) e V x lîy(A) 
such that v(y^) > 0. Define g:X ^ $ by g(x) = f(x, y ),
and observe that g e C(X). If u e U, e > o, then
[x e X:|g(x)u(x) > €} c  lî^ (K) where K =
((x, y):|f(x, y)|u(x)v(y) > ev^y^)}. Since K is compact,
n^(K) is compact, and it follows that g e CU^(X). But 
g ^ 0, and hence there exists (CUq (X) is Hausdorff)
(u, Xq) e U X X such that g(x^)u(x^) ^ 0. Therfore 
f(xQ, yo)*(*o)v(yo) ^ 0, and CW^(X x Y) is Hausdorff.
In the course of the proof that CW^(X x Y) is Hausdorff 
we have obtained the following result.
4.2. Corollary. Let U be a Nachbin family on X, ler 
V be a Nachbin family on Y, and let ¥ = U x V. If
f e CW^ (^X X Y) and if there is a (v, y^) e V x Y((u, x^) s
U X X) such that 'v(y^ ) > 0 (u(x^) > 0), then the. function
g:X -» C (g:Y -» C) defined by g(x) = f(x, y^jCgfy) = f(xQ,y))
is in CUo(X)(CVo(Y)).
We define T:C(X) r C(Y) -+ C(X x Y) by first defining
T on the elementary tensors f r g by T(f r g) = f x g
and then extending T linearly. To see that T is well- 
n
defined, let Z f. R g. = 0; if x e X and y e Y, then 
n ^=1 n n
0 = .Z <f.,6(x)Xg.,6(y)> = .Z f. (x)g.(y) = ( S f . X g. )(x,y) 
1=1 ^  ^ 1=1 ^ ^ 1 = 1 ^ -L
n
= T( S f. R g.)(x,y). T is clearly linear and into. If 
i=l
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n n
T( S f . B g.) = 0 and if Z f. B g. / 0, then since we may
i=l  ^ ^ 1=1
assume and are linearly independent in
C(X) and 'C(Y), respectively, Z f^(x)g^ = 0 for any
1—1
X e X. Hence f^(x) = 0 for i = 1, ...,n and x e X, from
n
which it follows that Z f. B g. = 0  and T is one-to-one.
i=l ^ ^
We will refer to T as the canonical embedding map.
4.3. Lemma. If U is a Nachbin family on X, if V
is a Nachbin family on Y, if ¥ = U x V, and if T is the
^canonical embedding map, then T maps CUg(X) b CV^(Y)
into CWq (X X Y).
Proof. Let F = T( Z f% B g^) where Ç CU^(X)
n h—1
and E CV^(X), let w = u x v where u e U and
V e V, let = max[||g^v(|:k = 1,...,n}, let Mg =
max(||f^u)I;k = 1,...,n}, and let e > o. We need only
show that the set A = {(x, y):|F(x, y)|w(x, y) > e} is
compact. If either = 0 or Mg = 0, then A is void
(and thus compact), and so we may assume M^, Mg > 0. Now
let — £(Mj^ n) , ttg = e(Mgn) , let ^ =
{x 6 X:lf, (x)lu(x) > a,}, K , = [y e Y:|g. (y)|v(y) > a }
' n n
for k = 1, ...,n, and let K. = U K. ., K = U Since
k=l ^ k=l ^
X Kg is compact, it suffices to show A £  x Kg. If
(x, y) X K^ X Kg, then either x / K^ or y X Kg; say
X X K^. In this case, |f^^x)|u(x) < for k = l,...,n,
which implies |F(x,y)|w(x,y) < Z lfv(x)lu(x)lg (y)lv(y)
k=l
< M. Z If, (x)lu(x) < M.na. = e; i.e., (x,y) / A. Hence
k=i
A £  Kj^  X Kg and the proof is complete.
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Nachbin, in his book [20] which first appeared in print 
early this year, has also considered a part of the problem 
to which we have addressed ourselves. The overlap is of 
little consequence except for the result which we next state, 
where Nachbin's version was slightly more general than our 
own. Since this generalization will allow us to strengthen 
our main theorem (of this chapter), we have chosen to use 
Nachbin's result instead of our own. For completeness, we 
will include a proof (which is essentially the proof given by 
Nachbin).
4.4. Lemma (The Weighted Dieudonne Density Theorem 
[20, p.68]). If U is a Nachbin family on X, if V is 
a Nachbin family on Y, if W = U x V, and if T is the
canonical embedding map, then T(CU^(X) » C7^(X)) is
dense in CWq(X x Y).
For the proof, we will first need the following lemma,
4.5. Lemma. Let V be a Nachbin family on X, let
K be a compact subset of X, and let [A^]?_^ be an open 
covering of K. If for every x e K there is an f e CV^(X) 
such that f(x) ^ 0, then there exists [ç^]9_^ c C7^(X)
so that <Pj_ > 0 and q^(X\ A^) = 0 for each i = 1, ...,n,
while cp =_S cp^  satisfies 0 < cp < 1 and cp(K) = 1.
1=1
Proof. We first note that if f € CV^(X) and if
g € C^(X), then fg e CV^(X). This is clear if g = 0,
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while if g / o, then [xeX:Ifg(x)|v(x) > e] c (xeX: 
|f(x))v(x) > eilgll"^} for any v e V and e > o, and the 
claim follows. If x e K, then there exists f^ e CV^(X) so 
that .f (x) ^ Of there is an ,i e{l,...,n} such that xeA. ,X X  1
X
and hence there exists cp^  e C(X) so that 0 ^  ^  1,
cpx(A ) = 0, and tp^ (x) = 1. Since ^xl^xlECV^fX), we
may assume that f^ > 0 and f^(X\ A.) = 0 for some ie{l,...,n},
Since K is compact, there exists E CVg(X)
such that, for each j = 1,...,m, f . > 0  and f.(X\ A.) = 0
m  ^ J 1
for some ie{l,...,n), while S f .(x) > 0  for every x e K.
1=1 ^
For each i = 1,...,n, let 0. be the sum of all f . for
“*■ J
which fj(X\ Aj_) = 0 (here 8^ = 0 if f.(X\ A^) ^ 0 for
every j = 1,...,m). Then, for each i = 1,...,n,
€ CVq(X), 0j_ > 0, and 8^(X\ A^ )^ =0, while, for
n
8 = S 8^, 8(x) > 0 for every x e K. Let a =
i-=l , ~ 1
inf{8(x):x e K} and define 8 = 9 v a, g = ^  . Then
9
g € C^[X), which implies [g8^)^^^ c C7^(X). If we set
cp. = g8, for i = 1, ...,n, then cp > 0  and cp (x\ A.) = 0
for each i = l,...,n. Moreover, if cp = s cp. = g S 0. = g8,
i=l  ^ i=l 1
then cp > 0, while x e X, 8(x) > a implies cp(x) =
g(x)8(x) = = 1 1^1 = 1, and x e X, 8(x) < a implies
G(x)
cp(x) = = a'^8(x) < 1; i.e., 0 < cp < 1 and cp(K) = 1.
8(x)
Proof of 4.4. Let f e CW^fX x Y), let u e U, v e V,
and let e > o. Then K = [(x,y):|f(x,y)|u(x)v(y) > e/4} is
compact, and so = H^(K), Kg = ny(K) are compact.
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If Xq e then u(x^) > 0 ; choose 0 =
3e(8u(x^) I |v| If we let = (x e X;u(x) < 2u (Xq )},
then is an open neighborhood of x^. Since Kg is
compact and since f e C(X x Y), we can find an open neigh­
borhood Ag of Xq such that (x, y) e Ag x Kg implies
|f(x, y) - f(%Q, y)l < 5. Then A = A^ n Ag is an open
neighborhood of x^. Choose (x, y) e A x Y:,if y / Kg, then 
(x, y) X K, which implies jf(x,.y)1u(x)v(y) < e/4, and 
hence |f(x, y)-f(x^, y)|u(x)v(y) < |f(x, y)|u(x)v(y) +
|f(xQ, y)lu(x)v(y) < e/4 + 2lf(x^, y)lu(x^)v(y) < e/4 + e/2 
= 3e/4; while y e Kg implies )f(x, y)-f(x^, y))u(x)v(y) < 
26u (Xq ) 1 jvl = 3e/4. Thus |f(x, y)-f(x^, y)ju(x)v(y) <
3e/4 whenever (x, y) e A x Y. Because K^ is compact,
there exists f x . . c K. and open sets [A.1? . in X
'■ 1 ^ 1 = 1  —  1 ^  i-'i=l
such that X. e A., i = 1,...,n, K. c u A., and 
1 1  ± 1=1 1
|f(x, y)-f(Xj_, y)ju(x)v(y) < 3e/4 whenever (x, y) e A^ x Y
for all i = 1,...,n.
If y^ e Kg, then v(y^) > 0, and hence the mapping
g;X -» (C defined by g(x) = f(x, y^) is in CU^fX) by 4.2.
If X e K^, then g(x) / 0, and so 4.5 applies. Therefore,
there exists (cp. , c CU (X) such that cp. > 0 and ^ — O '  '  1  — ^
cp. (X\ A.) = 0 .for each i = 1, ...,n, while for cp = S cp. ,
 ^  ^ i=l ^
cp(K^ ) = 1 and 0 < cp < 1. Since u(x^) > 0 for i = 1,..., 
the functions 0^:Y (C defined by 8^(y) = f(x^, y) are 
in C7q(Y) for each i = 1,...,n by 4.2. Consequently,
n,
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n
.ZyPi X is in T(:cUq (X) » CV^(Y)). Moreover, 
n
jf(x, y) - Sep. (x)f(x, y)lu(x)v(y) < e/4 for (x, y) e X x Y,
, ni=l
while 1 S cp. (x)f (x, y) - S cp. (x)f (x y)|u(x)v(y) <
i=l i=l ^
n Op n
Scp (x)jf(x, y)-f(x , y)lu(x)v(y) < ^  ^ cp < 3e/4 for 
i=l  ^ ^ ^ i=l ^
n . ,
(x, y) € X X Y. Hence |f(x, y) - S cp. (x)0. (y) lu(x)v(y) <
i=l
n
lf(x, y) - Z ç.(x)f(x, y)lu(x)v(y) + 
i=l
n n q
I Z V.(x)f(x, y) - Z cp (x)f(x., y)lu(x)v(y) < -r + TT =  ^'
i=l  ^ i=l  ^  ^  ^ ^
and the proof of 4.4 is complete.
4.6. Lemma. Let X and Y be locally compact, let
U be a Nachbin family on X with U £  C'^ (X), let V
be a Nachbin family on Y with V £ C^/Y), and let
¥ = U X V. If T is the canonical embedding map, then T
establishes a topological isomorphism between
(CUq(X) » CV^(Y), 3-g) and T(CU^(X) » CV^(Y)) endowed
with the relative uj^-topology.
Proof. ¥e have seen that T is a linear isomorphism,
and, by 4.3, T maps CU^(X) » C7^(Y) into C¥^(X x Y).
It thus suffices to show T is bicontinuous. To do this,
let F e CU (X) » CV^(Y), let u e U, and let v e V;
there exists E CU^fX), . £ CV^(Y) such that .
n h
F = S f, » g^. For y e N(v), h = S &k(y)v(y)f. is in
k=l ^ k=l ^
CU^(X), and so by 1.10 there is a p e d(V°) such that
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l<hy, |i>| = sup{|<hy, v>l :v e V°]. Similarly, for p e V° ,
is in CV'^ (Y), which implies (again by
1.10) there is a v e <?(V°) so that | v > j  =
3up(|<G^, a>l:a e V°). By 3.36, e d(V°), v e S(Y°) if
and only if there exists x e N(u), y e N(v) and a, P e 0
with )a| = I p I = 1  such that \i = au(x)ô(x), v = pv(y)ô(y).
Therefore for w = u x v we have )|T(F)w|| =
sup (I S f, (x)g, (y)u(x)v(y) I :xeN(u), yeN(v)) 
k=l
= sup{lhy(x)u(x)1: x € N ( u ) ,  yeN(v)] = sup[|<h , u ( x ) ô ( x ) > | :  
xeN(u), yeN(v)} = sup[|<hy, p>|:pea(V°), yeN(v)} = 
sup{|<hy, p>l:peV°, yeN(v)} = sup()G^(y)v(y)|:peV°, yeN(v)3 
= 8up{|<G^, v(y)5 (y)>l :pev°, yeN(v)} = 
sup{l<G^, v>l:peV°, ve5(V°)) = sup(|<G^,v>|:peV°, veV°]
= sup{l^S^<f^, pXg%, v>|:^EV°, v€V°} .
= sup{lF(|i, v)l:|a€V°, veV°). That T is bicontinuous is
now clear, and the proof is complete.
4.7. Lemma. If U is a Nachbin family on X with
Xg(X) < U, if V is a Nachbin family on Y with % (Y) ^ V,
and if ¥ = U x V, then X^ ,(X X Y) < W.
Proof. Let \ > o and let K be a compact subset of
X X Y. Now there exist u e U, v e V such that Xxjç < u,
Xg < V, where and Kg = II^ K. If (x,y) e K,
then u(x) > X while v(y) > 1, and this implies
XX^fx, y) = X < u(x)v(y); i.e., XXg < u x v.
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4.8. Theorem. Let X and Y be locally compact, let
U be a Nachbin family on X with _< U c C’*"(X), let
V be a Nachbin family on Y with C^(Y) < V c c"^ (Y), and
let W = U X V. Then CU^(X) » CV^(Y) is topologically 
isomorphic to C¥^(X x Y).
Proof. By 4.6, the canonical embedding map T estab­
lishes a topological isomorphism between (CU^(X) » CV^{Y) ,'S 
and T(CUg(X) » CV^(Y)) endowed with the relative 
topology. Now 4.4 implies T(CU^(X) » CV^(Y)) is uo^-dense
in CWq(X X Y), while 4.7 together with the local compactness 
of X, Y, and X x Y yields C^(X x Y) < W, and hence 
C¥q(X X Y) is complete by 3.3. Since a topological isomor­
phism from a locally convex space E onto a locally convex 
space F has a (unique) extension to a topological isomorphism 
from the completion of E onto the completion of F [23, 
p.107], the result is now immediate.
4.9. Corollary (Grothendieck [15, p.90]). If X .and 
Y  are locally compact, then (C^(X), 1 1 * 1 1 ) »  (O q (Y), 11*11) 
is topologically isomorphic to (C (X x Y), 11*11).
Proof. If U = K^(X), V = K^(Y), then the hypothesis
of the preceding theorem is satisfied. Since CU^(X) =
(Co(X), 11*11) and C V ^ ( Y )  = (C^(Y), 1 1 * H ) ,  it will suffice,
in view of 2.7, to show ¥ % K^(X x Y) where ¥ = U x V 
(since in this case .C¥q (X x Y) = (CT(X x Y), 11*11)), and 
this is clear from the definition of ¥.
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4.10. Corollary. If X and Y are locally compact, 
then (C(X), c-op) » (C(Y), c-op) is topologically isomor­
phic to (C(X X Y), c-op).
Proof. If U = C^(X), V = C^(Y), then the hypothesis 
of 4.8 is satisfied. If ¥ = U x V, then ¥  c  C^(X x Y).
It follows from 4.7 and the local compactness of X and Y 
that X Y) < ¥, and ¥ » C^^X x Y ) . The result now
follows from 2.14.
4.11. Lemma. Let X and Y be locally compact, let 
U = Cq (X), and let V = cJ(Y). If ¥ = U x V, then
¥ « Cq (X X Y).
Proof. If u € U, V e V, then w e x Y) where
w = Ü X V. Since w e C^^X x Y) whenever either u = 0
or V = 0, we may assume u, v ^ 0. Now, for e > o,
A = {(x, y):w(x, y) > e] is closed, and 
A c {xeX:u(x) > e | | v | | x  {yeY:v(y) > e||uj from
whence it follows that A is compact (i.e., w e C^^X x Y)). 
Therefore ¥ £ Cq(X x Y).
Now let cp e C^(X x Y), and assume llcpjl <1. For 
each n e N, let = [(x,y) :4“ > 4>(x,y) > 4”^}, let 
= n^K^, and let Since is compact for
each n e N, both F^ and G^ are also compact for each 
n e N, and hence for every n e N there exist u^ e C^(X), 
^n  ^ C^XY) so that. 0 < u^,v^ < 1 and u^(F^) = v^(G^) = 1 
(we assume, of course, that u^ = v^ = 0 whenever is
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void). Define u = S 2 , and observe that
n=l ^
u € Cg(X) since it is the uniform limit of functions in
cJ(X). Similarly, v =^-1^ ' C+fY). ' If
(x,y) € N(cp), then there is an n e N such that (x,y) e K^.
Let n^ = minfn e N:(x,y) e K^}, and note that x e ,
y e . Thus u(x) > 2"(^o"^) while v(x) > 
o
which implies u x v(x,y) > > cp(x,y). So
Cg(X X Y) ^  W and the proof is complete.
4.12. Theorem. If X and Y are locally compact,
then (C^(X), p) '» (C^(Y), p) is topologically isomorphic
to (C^(X X Y), p).
Proof. The hypothesis of 4.8 is satisfied for 
U = C^(X) and V = C^(Y). Since 4.11 shows that
¥  % C^^X X Y) where W = U x V, the result now follows
easily in view of 2.17.
In addition to the preceding applications of 4.8, we 
are able to apply it below to other combinations of U and 
V to obtain certain interesting new subspaces of C(X x Y). 
Moreover, in view of our characterization of CV^fX)
(Theorem 3.26), 4.8 yields a simple characterization of 
[CUq (X) » CVq (Y)] whenever it applies (for example, compare 
Grothendieck [15, p.124]).
We will say a ^-valued function f on X x Y is 
compact column bounded if R(f; K x Y) e C^(K x Y) for
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every compact subset K in X. Note that a compact column 
bounded function f is in C(X x Y) whenever X is locally 
compact. We will denote by CC^(X x Y) the set of all 
f e C(X X Y) such that f is compact column bounded. 
Clearly, CC^(X x Y) is a subalgebra of C(X x Y). Now 
C^(X X Y) c CC^(X X  Y )  c C(X X Y) and the following example 
shows that both containments may be proper.
4.13. Example.
(1) If f :N X N -» C is defined by f(m,n) = m + n,
then f € C(N x N), but f / CC^(N x N).
(2) If f:N X N -♦ (D is defined by f(m,n) = m, then
f e CC^(N X N), but f / C^(N x N).
4.14. Lemma. If X is locally compact, then a 0-valued 
function f on X x Y is in CC^(X x Y) if and only if
b ^ " "  "  " ' " " J  ^  " c
f (cp X  1) e  C, (X X  Y), for every cp e  C^(X).
Proof. Assume f e 00^ (X x Y), and let cp e C^(X).
Now there is an m e N such that |f(x,y)| < m for every 
(x,y) € spt(cp) X Y, and hence |f(x,y)|(g x l)(x,y) =
If (x,y) |cp(x) < m| |cp| I for every (x,y) e X x Y; i.e.,
f(cp X 1) e C^(X X Y).
Now assume f(cp x 1) e C^(X x Y) for every cp e C^(X), 
and let K be a compact subset of X. Choose cp e C^(X) 
so that cp(K) = 1, in which case f(x,y) = f(x,y)cp(x) =
f (cp X 1) (x,y) whenever (x,y) e K x Y. Therefore
R(f;K X Y) e C^(K x Y) from which it follows that 
f e CC^(X X Y).
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4.15. Theorem. . If X and Y are locally compact, if
U = C^(X), V = Cq(Y), and if ¥ = U x V/ then
CW^(X X Y) = CC^(X X Y).
For the proof of 4.15, we make use of the following 
lemma.
4.16. Lemma. Let X be compact and let cp e C(X x ‘Y).
If 8(y) = sup{lcp(x,y) I :x e X}, then 9 e C^(Y). Moreover,
if cp e C^(X X Y), then 0 e cJ(Y); if cp e C^fX x Y),
then 9 e Cq(Y); and if 9 e C (X x Y), then 9 e cJ(Y).
Proof. Clearly, 9 is well-defined and 0 > 0. Fix
y^ e Y and let e > o. For each x e X there is an open
neighborhood A(x) of x and an open neighborhood B(x)
of y such that (t,y) e A(x) x B(x) implies
ll9(t,y)l - lcp(x,y^)ll < e/8. Since X x {y^} is compact,
there exists (Xk}k=l - ^ such that (A(x^) x
covers X x (y ). Let B = n B(x,) and let y e B. Now
° k=l ^
B is an open neighborhood of y^, and if
(x,yQ) e A(x^) x B(x^) for some k e{l,...,n}, then
(x,y) e A(x^) x B(x^). Also observe that, since X is
compact, for every p e Y there is an x^ e X so that
0(p) = lcp(Xp,p)l. If \Q{y^) - lcp(Xy,y^)ll > e/2, then,
since there exist k^ and k^ such that
(Xy'Yo)  ^A(x%^) X B(x%^) and (Xy^,yQ)e A(x^^) x B(x% ),
0 < 0(y) - jcp(Xy ,y)l = 0(y) - lcp(Xy,y^)l + lcp(Xy,y^)l - 0(y^) 
+ 'G(Yn) “ ;y)l < s/4 + (-e/2) + e/4 = 0, which is
o
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impossible. Hence - lcp(Xy,y^) 11 < e/2 and
|G(yo) - 9(y)l < |G(yo) ■ +  l | g ( X y , y o ) l  - 8(y)l
< e/2 + e/4 < e, from which it follows that 9 e C^/Y).
Now if cp e C^(X x Y), then 0(y) = |g(Xy,y)| < | jcpj ] 
for every y e Y; i.e., 0 e C^(Y). Moreover, if 
cp e C^(X X Y) and if y e N(0), then 0 < 0(y) = |ç(Xy,y)| 
This implies (Xy,y) e N(cp) and therefore y e IIy(N(cp) ), 
which is compact. Hence spt(0) is compact and 0 e C^(Y). 
Now assume cp e C^(X x Y), let e > 0, and let F =
{y e Y:0(y) > e). If y e F, then e < 0(y) = lcp(Xy,y)l, 
which implies y e lîyf (x,y) : ]cp(x,y) ] > e). Since F is
closed and contained in a compact set, F is compact, and 
from this we have 0 e Cq (Y).
Proof of 4.15. Assume first that f e CC^(X x Y). Let
u € U, V e V, let w = u x v, and choose cp e C^(X) so
that cp(spt(u)) = 1. From the proof of 4.11, 
cp X V e Cg(X X Y), while f(u x 1) e C%(X x Y) by 4.l4. 
Since C (X x Y) is an ideal in C^(X x Y) and since 
fw = f(u X v) = f(u X 1)(1 X v) = f(u X l)(cp X v), we have 
fw € Cq(X X Y); i.e., f e CW^fX x Y).
Now assume f € CWg(X x Y), fix cp e C^(X), and let 
i|r e Cg(X X Y). Since R($; spt(cp) x Y) e Cj^ (spt(cp) x Y), 
we have from 4,l6 that 0 e C^(y), where 
0(y) = sup {lR(ij;jspt (cp) x Y)(x,y)l:x e spt(cp)}. Therefore 
cp X 0 e W, which implies f (cp x 0) e Cg(X x Y). Choose
6 > o and let A = {(x,y) : 1 f (x,y) t (x,y) j (cpxl) (x,y) > e}.
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Now 0 > |ijf(x, •)! for each x e spt(cp), and so 
|f(x,y)l(9 X 8)(x,y) > |f(x,y)v(x,y)|(v x l)(x,y) for all 
(x,y) 6 X X Y. Thus A Ç (x,y) : |f(x,y) | (cp x 9)(x,y) > e},
and since A is closed, we have that A is compact. But
this says f (cp x 1)$ e [^(X x Y), and so f(cp xl) e C^(Xx Y)
by 2.16. It now follows from 4.l4 that f e CC^(X x Y).
4.17. Theorem. If X and Y are locally compact, then 
(C(X), c-op) 'b (C^(Y), p) is topologically isomorphic to 
C¥q (X'-x Y) where W = C^(X) x Cq (Y) and CW^(X x Y) =
CC^(X X Y).
Proof. This is an immediate consequence of 4.8 and 4.15.
We will say a (D-valued function f on X x Y is
compact column vanishing at infinity if
R(f;K X Y) e C^(K x Y), for every compact subset K of X.
The set of all f e C(X x Y) such that f is compact column
vanishing at infinity will be denoted by CCg(X x Y).
CCq (X X Y) is a subalgebra of C(X x Y) and
Cq (X X  Y) c  CCg(X X Y) c CC^(X X Y), where both inclusions 
may be proper. That the second inclusion may be proper 
follows from (2) of 4.13, while the following easily veri­
fiable example gives the result for the first inclusion.
4.18. : Ex ample. Define f:N x N -+ (D by f(m,n) = ^ .
Then f e CCq (N x N), but f / C^(N x N).
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4.19. Lemma. If X is locally compact, then a 0-valued
function f on X x Y is in CCg(X x Y) if and only if
f(cp X 1) € C^fX X Y), for every cp e C^^X).
Proof. Assume f e CC^fX x Y), let cp e C^(X), and
let e > o. Since we may assume cp ^ o, we have that
A = [(x,y) : If (x,y) 1 (cp x l)(x,y) > e] is a closed set and
A E {(x,y) € spt(cp) X Y:|f(x,y)| > 'e i jcp] j . So A is
compact, and this implies f(cp x 1) e [^(X x Y), for every
9 e C^XX).
Now assume f (cp x 1) e [^(X x Y) for every cp e C^(X). 
If K is a compact subset of X, then there is a 
cp 6 C^(X) such that cp(K) = 1. In this case, f(x,y) = 
f(x,y)cp(x) = f(cp X l)(x,y) for each (x,y) e K x Y, and 
since R(f(cp x 1);K x Y) € C^(K x Y), we have
R(f;K X Y) € Cq(K X Y); i.e., f e CC^(X x Y).
4.20. Theorem. If X and Y are locally compact, if
U = cJ(X), V = K^(Y), and if ¥ = U x V, then
C¥Q(X X Y) = CCQ(X X Y).
Proof. First assume f e CCg(X x Y), let u e U,
V e V, and let w = u x v. Now there is a c e R"*" such
that v(y) = c for every y e Y, and so fw = (cf)(u x 1).
Since cf e CCq(X x Y), fw e C^{X x Y) by 4.19, which
implies f e C¥^(X x Y).
If f e C¥q (X X Y) and if cp e C^(X), then
f (cp X 1) e Cg(X X Y), since cp x 1 € ¥. That f e CC^(X x Y)
now follows from 4.19.
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4.21. Theorem. If X and Y are locally compact, then
(C(X), c-op) » (Cq(Y), 11*11) is topologically isomorphic
to CWg(X X Y) where W = 0^(X) x K+(Y) and CM^(X x Y)
= CC^(X X Y).
Proof. This is an immediate consequence of 4.8 and 4.20.
4.22. Theorem. If X and Y are locally compact, if
U = Cg(X), V = K+(Y), and if W = U x V, then
CW^fX X Y) = CC^fX X Y) n C^(x X Y).
Proof. Assume f e CC^fX x Y) n C^(X x Y), let u e U,
V e V, and let w = u x v. If either f = o, u = o, or
V = o, then fw = 0 and we are done. So we may assume
f ^ o, u / o, and v / o, and in this case there is a
c > o such that v(y) = c for each y e Y. Choose e > o
and let A = [(x,y): If(x,y)lw(x,y) > e). Now A is closed
and we wish to show A is compact. Since K =
{x e X:u(x) > e(cllfll)"^} is compact, B =
[(x,y) e K X Y:lf(x,y)l > e(cllull)"^} is compact. If
(x,y) € A, then lf(x,y)l > s(cu(x))"^ > e(c1lul1)“^ and
u(x) > e(cIf(x,y)1)"^ > e(cllfll)"^, which implies 
(x,y) 6 B. Therefore A is compact, and it follows that 
f e CWq(X X Y).
Now assume f e C¥^(X x Y). Consequently, for each 
u e U (and hence for each u e C^(X)), f(u x 1) e C^(X x Y),
and so f e CC^(X x Y) by 4.19. By 4.11, C^(X) x C+(Y) «
Cq (X X Y), while it Is clear that C^(X) x C^(Y) < W.
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Thus Cq(X X Y) and 2.6 and 2.17 now yield that
GWq (X X Y) c C^(X X Y), which completes the proof.
4.23. Theorem. If X and Y .are locally compact, 
then (C^(X), p) » (:c^ (Y), | | « | | ) is topologically isomor­
phic to CWg(X X Y) where W = C^(X) x k'*'(Y) and
C¥q(X X Y) = CCg(X X Y) n C^(X X Y).
Proof. This is an immediate consequence of 4.8 and 4.22.
4.24. Example. If we define f:N x N -♦ (D by 
f(m,n) = p  then f e CC^fN x N) n C^(N x N), but 
f X Cg(N X N).
Clearly, CCg(X x Y) n C^(X x Y) may be properly 
contained in C^(X x Y), while the above example shows 
C^(X X Y) may be properly contained in CC^(X x Y) n C^(Xx Y) 
We summarize the relationships between known spaces and the 
subspaces of C(X x Y) introduced in this chapter in the 
following diagram, where each map is inclusion which is in 
general proper. It should be remarked at this point, that 
our ''column'’ spaces give rise, of course, to analogous 
''row'' spaces.
C. (X X Y) ^ CO. (% X Y) ^ C(X X Y)
CCI (X X Y) n C.(x X Y) ^ cc^fx X Y)
t
0^(X X Y)
/
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4.25. Theorem. If X and Y are locally compact and
if *1 = C^ X^) X Wg = Cc(X) X K + ( Y ) ,  and
W 3  =  C^(X) X K + ( Y ) ,  then
(1) C+(X X Y) < < Wg < %3 < K+(X X Y);
(2) W i  <  X Y) <  W 3 .
Proof. Clearly, C^^X) x C^fY) < W^, while it follows 
easily from 4.7 that C^(X x Y) < C^(X) x C^(Y); i.e., 
c+fx X Y) < W]_. If u e C^(X), V  € C^{Y), then
u X V ^ u X k, where k(y) = ||v|| for each y e Y; i.e.,
%  < Wg. It is obvious that Wg < W3, while an argument 
similar to that for ^ Wg shows W3 < K^(X x Y).
Since < Cq(X) x C^(Y) and since C+(X x Y)
« Cq(X) X Cq(Y) by 4.11, we have < Cq(X x Y). From
the proof of 4.22, we see that C^(X x Y) W3, and so (2)
is valid.
In view of 2.6, Theorem 4.25 yields an idea of how the 
weighted topologies encountered in 4.9, 4.10, 4.12, 4.17,
4.21, and 4.23 compare. We summarize this in the following 
diagram, where each map is considered to be an inclusion 
map for the relativized topology.
p   c-op
'!/ il
uniform
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We conclude this chapter with a chart which summarizes 
our applicatiors of Theorem 4.8, The spaces X and Y 
below are assumed to be locally compact.
u V otJo(x) cv„(ï)
¥=
UxV CW^(XxY)
<(x) Oe(ï) (0(X),e-op) (C(Y),c-op) (C(XxY),c-op)
<(?) (0(X),o-op) (Cb(Y),B) h (OC%(X%Y),m)
K'^ (Y) (O(x),c-op) (Co(Y),|HI) (OC^(XxY),l«)
Co (7) (Cy(x),;) (Ct,(Y),S) (C^(XxY),;)
=o(X) K+(Y) (Cj,(X),B) (Oo(Y),||.ll ) "3 (CO^(XxY)nOj,(XxY),ai)
K+(X) K+(Y) (Co(x),IMI) (Oo(Y),|l.||) (Co(X%Y),||.||)
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CHAPTER V
Full-Completeness in Weighted Spaces
The purpose of this chapter is to exploit the previously 
developed theory and techniques in an investigation of full­
completeness in weighted spaces. In particular, we establish 
a necessary condition on X in order that CV^(X) be fully 
complete whenever V satisfies certain minor restrictions 
(our result includes the case of (C^(X), p)), and we use 
our weighted representation theorem (4.8) established in the 
preceding chapter to obtain a necessary condition for certain 
biequicontinuous completed tensor products of weighted spaces 
to be fully complete. Moreover, several conditions which 
are necessary and sufficient for (C^(X), 0) to be B^- 
complete are given. We begin by giving a brief introduction 
to the theory of fully complete spaces.
*
Let E be a locally convex space. A subset A of E
is said to be nearly closed if A n U° is a(E*,E)-closed
for each neighborhood U in E. E is said to be fully
*
complete if every nearly closed linear subspace of E is 
a(E ,E)-closed. We will say E has the Krein-Smulian 
property if every nearly closed convex subset of E is
a(E*,E)-closed, and that E is B^ .-complete if every
* * a(E ,E)- dense nearly closed linear subspace of E is
91
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*
a(E ,E)-closed. Observe that the Krein-Smulian property 
implies full-completeness, that full-.completeness implies B^- 
completeness, and this, in turn, implies completeness. Now 
assume F is also a locally convex space, and that t:E -» F 
is linear and onto. Then t is said to be nearly open if 
t(U) is a neighborhood in F for every neighborhood U 
in E. The following theorem yields one of the more inter­
esting properties of fully complete spaces.
5.1. Theorem (Ptak [22]). Let E and F be locally 
convex spaces, let E^ be a dense linear subspace of E, 
and let t;E^ -» F be linear and onto with the graph of t 
closed in E x F. If E is fully complete and if t 'is 
nearly open, then t is open. If, in addition, t is one- 
to-one, then it suffices for the conclusion that E be B^- 
complete.
For our purposes, we need a variation of the preceding 
theorem. Assume that E and F are locally convex spaces 
and that t:E ^ F is linear (not necessarily onto). We will
say that t is nearly open into if t(u) is a neighborhood
in F for every neighborhood U in E.
5.2. Lemma. Let E and F be locally convex spaces.
If t:E -♦ F is linear and nearly open into, then t(E) is
dense in F.
Proof. If y e F, then, since t(E) is a neighborhood 
in F, there exists a € (J so that y e a  t(E). But at(E)
= dt(E) = t(aE) c t(E), and this implies t(E) = F.
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5.3. Theorem. Let E and P be locally convex spaces 
and let t: E -> F be linear with the graph of t
closed in E X F. If E is fully complete and if t is 
nearly open into, then t is open onto F. If, in addition, 
t is one-to-one, then.it suffices for the conclusion that
E be B^-complete.
Proof. Since is closed in E x F, we have that
t“^(0) is closed in E [23, p.115]. Because the quotient 
of a fully complete space by a closed linear subspace is
_ -j
again fully complete [5], H = E/t" (0) is fully complete.
If t:H -» F is the map induced by t, then t is one-to-
one and nearly open into, while G^ is closed in H x F.
rw 'N#
By 5.1, t is open onto t(H), where t(H) is endowed
with the relative topology, while t(H) is dense in F by
5.2. If y e F, then there is a net' [y^] in t(H) such
that y . -» y. Thus [y.] is a Cauchy net in t(H), and
— 1
this implies (t (y.)] is a Cauchy net in H. Consequently,
there, is an x e H such that t (y^) -* x. Since G^ is
^  1
closed and since y^ = t(t (y^)) y, we have that
t(x) = y. Therefore t is onto F, and it now follows 
that t is open onto F.
We will also make use of the following generalization 
of a result due to Collins [5].
5.4. Theorem. Let E and F be locally convex spaces
and let t:E F be linear and nearly open into. If E is
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fully complete and if t is c(E,E ) - a(F,F ) continuous, 
then F is fully complete.
Proof. Let L be a nearly closed linear subspace of 
F . If U is a neighborhood in E, then t*(L) n U° = 
t*(L n t*"^(U°)), while t*"^(U°) = t(U)° = tXu}^. Since 
t is nearly open into F, L n t(U)° is a(F*,F)-closed,
and hence a(F ,F)-compact (using Alaoglu's theorem). But 
t is weak-*continuous, and so it follows that t*(L) n U°
is a(E ,E)-compact; i.e., t (L) is a nearly closed linear
*  * * . 
subspace of E . Consequently, t (L) is a(E ,E)-closed,
and this implies t ~^(t (L)) is a(F*,F)-closed. By 5."2,
*
t(E) is dense in F, which implies t is one-to-one; 
i.e., L = T*"l(t*(L)).
5.5. Lemma. Let F be a closed subset of X and let-
U be a Nachbin family on X. If V = [R(u;F) :u e U], then
2V is a Nachbin family on F. Moreover, if U < U , then
V <
Proof. If V € V, then there is a u e U such that 
R(u;F) = V. Therefore v > o, and, for e > o,
{x e F;v(x) > e} = [x e X:u(x) > e] n F is closed, which 
implies v is u.s.c. If u, u^ e U and \ > o, then 
there exists w e U so that Xu, Xu^  ^_< w, and this implies
XR(u;F), XR(u^,F) < R(w;F). Thus V is a Nachbin family
2 2 
on F, and it is clear that V _< V whenever U ^ U .
We will assume in all of our applications of 5.5 that
U is such that CV^(F) is Hausdorff. This would be the
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case, for example, if there is a u e U such that u(x) > o
whenever x e P. In the sequel, we will denote the mapping
f R(f;P) by R(-;F).
5.6. Lemma. Let F be a closed subset of X and let
U be a Nachbin family on X. If V = [R(u;F):u e U}, then
R(';F) is a continuous linear mapping of CU^(X) into 
CVo(F).
Proof. It is clear that R(*jF) is a well-defined 
linear map of CU^(X) into C(F). Now let f e CU^(X), let
u e U, and let e > o. If v = R(u;F), then
[x e F:1R(f;F)(x)1v(x) > e} = {x e X:|f(x)|u(x) > e} n F is
compact; i.e., R(f;F) e CV^(F).
To show R(*;F) is continuous, let be a net in
CUg(X) with f^ -♦ 0 (u)y) and let u e U. If v = R(u;F) 
and if x £ F, then |R(f^;F)(x)|v(x) = |f^(x)|u(x) < |^\u||. 
This implies ||R(f^;F)v||p < ||f^u|| o, and so R(*;F) 
is continuous.
Before continuing our development, we will need the 
following general results.
5.7. Lemma (Stone's Theorem [13, p.90]). Every compact
*
subset of X is C -embedded in X.
5.8. Lemma. Let F be a subset of X and let
f £ C^(F). If f has an extension g £ C(X), then f has 
an extension f £ C^(X) with ||f|| = ||f||p. Moreover, 
we may assume N(f) = N(g) whenever f ^ o.
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Proof. If f = 0, then choose f = 0. Now assume
f ^ o, let A = {x 6 X:|g(x)| < ||f||p], and let 
B = [x € X:)g(x)| > Ilf lip}. Then A and B are closed,
X = A U B, and x e B . implies lg(x)l > 0. Define
~ - fg(x), X  e A
f(x) = < -, and note that
\llf||pg(x)(lg(x)|)-^ X c B,
X e A n B implies lg(x)l = Ilf lip. It now follows that
R(f;F) = f and that Ir e C^(X) with 1 If 1 1 = Ilf lip.
Moreover, f(x) = 0  if and only if g(x) = 0; i.e., N(f)=
N(g).
5.9. Lemma. The following are equivalent (here it
suffices to assume only that X is Hausdorff):
(1) X is locally compact;
(2) for each closed set F in X and for every
cp 6 C^(F) there is a cp e C^fX) such that R(cp;spt (cp)) =
R(cp;spt (cp));
(3) for each closed set F in X and for every
cp 6 [^(F) there is a cp e C^(X) such that cp < R(cp;F).
Proof. Assume (1) holds, letr'TP be a closed subset 
of X, and let cp e C^(F). By 5.7, there exists cp e C^(X)
so that R(cp;spt (cp)) = R(cp;spt (cp)). Since cp > 0, we may
assume cp > 0; since X is locally compact, it easily 
follows from Urysohn's lemma that we can assume cp e C^(X); 
i.e., (2) holds.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
97
Assume (2) holds, let F be a closed subset of X,
and let cp e Cq (F). We may assume jjcplj^  = 1. Define
Kn = [x 6 F:2"^ < cp(x) X  for each n e N and
choose = 0 for each n e N for which is void.
For those n € N for which is not void,
R(Xr ;K_)  ^ C^(K ), and hence there is a cp e C^(X) such
XI L, XX XX
that R(x% ;K^) = R(^n'^n)' 5.8, we may assume 1 jcp^ l 1 < 1
^ ~ “ -(n-1)
for every n e N, and therefore cp = g 2 ' is in
, n=l
Cq (X). If X € N(cp), then there is an n^ e N such that
X 6 . Then 9(x) < 2"(^o-l), ç(%) > and
<P < R(cp;F); i.e., (3) holds.
Now assume (3) holds. If x e X, then F = [x^} is
a closed subset of X and R(Xp5^)  ^ C^^F). Hence there
exists cp e C"^ (X) so that cp(x ) > 1. It follows thato \ / o —
fw 1
{x € X:cp(x) > — ) is a compact neighborhood of x^, and so
(1) holds.
5.10. Lemma. Let X be locally compact, let U be a 
Nachbin family on X, let F be a closed subset of X, and 
let V = {R(u;F):u € U]. If C^(X) < U < Cq(X), then
C^XF) < V < C^XF)'
Proof. If cp € C^(F), then there is a cp e ^q (^ ) 
such that R(cp; spt (cp) ) = R(cp;spt (cp)) by 5.9, and there is
a u e U such that cp £ u. Consequently, cp ^ R(cp;F) <
R(u;F); i.e., ct^F) < V.
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If u e U, then there is a CP€C^(X) such that 
u < cp. If e > o, then (x e F:R(cp;F)(x) > e] =
[x € X:cp(x) > e} n F, which is compact. Hence
R(cp;F) e C^(F), v = R(u;F) < R(cp;F), and we have V < C^fF).
5.11. Lemma. Let U be a Nachbin family on X, let 
F be a closed subset of X, and let V = [R(u;F):u e U}.
If either
(1) u e U implies spt(u) is compact; or
(2) X is locally compact and CV^(F)* c M^(F); 
then {R(f;F):f e CU^(X)) is dense in CV^(F).
Proof. By 5.6, R(*;F) is a well-defined linear
mapping of CU^(X) into CV^(F).
Assume (1) holds, let f e CV^(F), let u e U, and 
let V = R(u ;F). In this case, N(v) is compact, and so 
by 5.7 there is a g e C^(X) such that R(g;N(v)) =
R(f;N(v)). Clearly, g € CUg(X), and |(R(g;F)-f)(xjjy(x) = 0
whenever x e F. The result now follows.
Now assume (2) holds, let p e CV^(F)*, and suppose
<R(f;F), p> = 0 for every f e CU^(X). We would show p = o,
and since C^(F) is Wy-dense in CV^(F) by 3.6, then in 
view of the Hahn-Banach theorem, it will suffice to show 
<cp, |i> = 0 for every cp e C^(F). To this end, let cp e [^(F)
and let e > o. We may assume, of course, that V ^ 0.
Since p e (F), there is a compact set K in F , such 
that |p|(F\ K) < e(||?||p)-l. If G = K U spt(cp), then
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by 5.7 there is an f e C^(X) such that R(f;G) = R(ç;G), •
and we may assume ||f|| = | |cp| |^  by 5.8. Moreover, the
fact that X is locally compact (using Urysohn's lemma)
allows us to assume f e C^(X), and hence that f e CUg(X).
S i n c e  |<cp,^>| = ifpCpdpJ = | T cpdp + f R ( f  ; F) dp -r  R ( f  jP)d(i j
J G P\G T\G
= I f  R(f;F)dM -  f R ( f j F ) d | i l  = l < R ( f ; F ) , p >  -  f R( f ; F ) d p |  = 
F F\G F\G
=  £,If , R(f;F)dul < ||R(f;P)||_|w|(F\ Q) < lltPlLedltplL)
OF\g ^ r r
<cp, |i> = 0 and the proof is complete.
5.12. Lemma. Let X be locally compact, let U be a 
Nachbin family on X, let F be a closed subset of X, 
and let V = {R(u;F):u e U]. If either 
(1) <(x) < U < chx); or
(2) . Uc c J ( X) ;  or
( 3 )  c h x )  < U < K+(X)
then CVq (F) £M^(F) and hence [R(f;F):f e CU^(X)} is 
Wy-dense in CV^(F).
Proof. If (1) holds, then C+(F) < V < Cq (F) by 5.10.'
Theorem 3.21 then implies C7^(F) = VHyi^(F), and
V.M^(F) Ç Mj^ (F) by 3.22.
If (2) holds, then V ç cJ(F). By 3.26, CV^(F)* =
V-M^(F), while V*M^(F) is clearly contained in Mj^ (F).
Finally, if (3) holds, then V < K+(F). If cp e C+(F),
then by (3) of 5.9 there is a cp e C^fX) such that
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< R(cp;P). But there is a u e U such that V < u^  
and hence cp < R(cp;P) < R(u;F). So cJ(F) < V < K'^ (F), 
and CVq(F)* = M^(F) by 3.16.
Consequently, any of the cases (1), (2), or (3) imply
(2) of 3.11, and so [R(f;F):f e CU^(X)} is uy-dense in
CVo(F).
5.13. Lemma. Let U be a Nachbin family on X, let
F be a closed subset of X, and let V = (R(u;F):u e U}.
If either
(1) u e U implies spt(u) is compact; or
(2) X is locally compact and CV^(F) c Mj^ (F); then
R( • ;F) :CUq (X) -$ CV^(F) is nearly open into.
Proof. By 5.6, R(*;F) is a well-defined linear map­
ping of CUq (X) into CVq (F), while (R(f;F):f e CU^(X)} 
is Wy-dense in CV^(F) by 5.11. Let u e U and let 
V = R(u;F). Thus v e V and V^' = (f e CV^(F):jjfvj1^  < 1} 
is an open neighborhood of zero in CV^(F), so that 
[R(f;F):f € CU^fX)) n is non-void. If
f e [R(g;F):g e CUq (X)} n , then there is an f e CU^(X) 
such that R(f;F) = f, and we will show that we may assume 
f 6 V^. To do this, let K = [x e X:|f(x)|u(x) >1}. If
K is void, then f e V^, so suppose K is not void. Now
K is compact^ and if x e F, then |f(x)|u(x) =
|f(x)|v(x) < 1, which implies K and F are disjoint. It 
follows from 4.5 that there is a a e C^(X) with o < o ^  1,
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a(K) = 0, and a(F) =1. If g = fa, then g e CU^(X) and 
R(g;F) = f . Moreover, if x e K, then lg(x)ju(x) = 0, 
while if X / K, then |g(x)|u(x) = |f(x))a(x)u(x) < 
|f(x))u(x) < 1. Consequently, g € V^, and we may assume 
f e V^. Thus (R(f;F):f e CU^(X)) n c [R(f;F):f e V^}, 
from which it follows that ç (R(f;F):f e CU^(X)} n c 
[R(f;F):f e V^}; i.e., R(«;F) is nearly open into CV^(F).
5.14. Theorem. Let X and Y be locally compact, let 
U be a Nachbin family on X with [^(X) < U c C^(X), and 
let V be a Nachbin family on Y with C^\Y) < V < C^(Y).
If CUg(X) » CV^(Y) is-fully complete, then both CU^(X) 
and CVq (Y) are fully complete.
Proof. Let y^ e Y and let F = X x (y^), a closed
subset of X X Y. From 4.1, W = U x V  is a Nachbin family 
on X X Y, while T = [R(w;F):w e W] is a Nachbin family 
on F by 5.5. Lemma 5.6 gives us that R(»;F) is a well- 
defined continuous linear mapping of CWq(X x Y) into 
CT^(F). Since W ç C.(X x Y), 5.12 yields that 
CTq(F)* £M|^(F), and so R(*;F) is nearly open into CT^(F)
by 5.13. In view of 4.8, there is a continuous linear map­
ping of the fully complete space CUq (X) R CF^(Y) into 
CTg(F) which is nearly open into, and hence CT^(F) is 
fully complete by 5.4.
Now define a:CT^(F) -* C(X) by a(f)(x) = f(x,y^) for
each f € CTq (F). It is clear that a is a well-defined
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linear map. Since < V, there is a v e V such that
vfy^) > 1. Since T = U x (R(v;(yg)):v e V), it follows 
from 4.2 that a maps CTg(F) into CU^(X). If f e CU^(X),
then define g e c(F) by g(x,y^) = f(x). We would show
g € CTg(F), and to this end, let u e U, v e V, and let 
€ > o. Because U is a Nachbin family, there exists u' e U 
so that v(y^)u<u'. If G ={(x,y^):lg(x,y^)lu(x)v(y^) > e],
then (x,yQ) e G implies |f(x)|u'(x) > jf(x)ju(x)v(yQ) > e,
and this implies G £ {x e X:|f(x)|u'(x) > e] x (y^); i.e.,
G is compact. Thus g e CT^(F) and a is a linear map 
of CTg(F) onto CUg(X) which is clearly one-to-one. If
[f\] is a net in CT^(F) such that f^  ^-» o(w^), then/for
u e U and v e V with v(y^) > 1, |a(f^)(x)|u(x)
< lfi(x,yQ)lu(x)v(y^) < 1 lfj_(u X v)l Ip -♦ o, and a is
continuous. If is a net in CUg(X) such that
f^ -♦ o(wy), then, for u e U, v e V, and u' e U with
vfy^) u <u.', la_"^(f^)(x,y^)lu(x)v(y^) < lf^(x)u'(x)j < ^
I (flu'll ;* o, and a~^ is continuous. By 5.4, CU^(X)
is fully complete, and similarly, CV^(Y) is fully complete.
It is not known whether or not the converse of the 
preceding theorem is true. However, it is our conjecture 
that it, as well as the analogous question about cartesian 
products of fully complete spaces, is false.
5.15. Theorem. Let U be a Nachbin family on X. If 
CUg(X) is fully complete and if either
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(1) u e U implies spt(u) is compact; or
(2) X is locally compact and C^^X) < U < C^(X);
then X is normal.
Proof. Let F be a closed subset of X, and recall
that it will suffice to show F is C*-embedded in X.
V = { R ( u ; F ) : u  e U} is a Nachbin family on F by 5.5, while 
R(*;F) is a continuous linear mapping of CU^(X) into
CV^(F) by 5.6. If (2) holds, then by (1) of 5.12 we have
CV^(F) 2 My(F), so 5.13 implies R(*;F) is nearly open 
into CV^(F). Hence R(*;F) is open onto CV^(F) by 5.3.
Now let f € C^(F). If (1) holds, then CV (F) = C(F), while 
if (2) holds, then 5.10 implies V < C^(F), and from this 
we have C^(F) £ CV^(F) by 2.5 and 2.17. In either case, 
f € CV^(F), and thus there is a g e CU^(X) such that 
R(g;F) = f. By 5.8, we may assume g e C^(X), and this 
completes the proof.
5.16. Theorem. Let U be a Nachbin family on X, let
F be a closed subset of X, and let V = {R(u;F):u e U}.
If CUg(X) is fully complete and if either
(1) u e U implies spt(u) is compact; or
(2) X is locally compact and CV^(F)* £ M^(F);
then CV^(F) is fully complete.
Proof. From 5.6 and 5.13, we. have that R(*;F) is a
continuous linear mapping of CU^(X) into C7^(F) which
is nearly open into, and so C7^(F) is fully complete by 5.4.
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5.17. Corollary. If (C(X), c-op) is fully complete,
then X is normal and (C(F), c-op) ; is fully complete for
every closed subset F in X.
Proof. If U = Xc(X), then CU^fX) = (C(X), c-op).
If u e U, then spt(u) is compact, so by 5.15, X is 
normal. If F is a closed subset of X and if V =
{R(u;F):u e U), then 5.16 implies C7^(F) is fully complete.
But V = and thus C7^(F) = (C(F), c-op).
The preceding corollary is a result implicit in a paper 
by Pt^k [21]. Collins [6] (and somewhat later Warner [32])
has shown that if X is a hemi-compact k-space, then
(C(X), c-op) is fully complete. However, there was (before . 
this paper) little else known about full-completeness in 
function spaces.
5.18. Corollary. If X is locally compact and if
(C^(X), p) is fully complete, then X is normal and
(C^(F), p) if fully complete for every closed subset F
in X.
Proof. If U = Cq (X), then CU^(X) = (C^(X), p).
Also, X and U satisfy (2) of 5.15, so X is normal.
Now let F be a closed subset of X and let" V =
[R(u;F):u e U). By 5.12, we have CV^(F) £Mj^(F), and 
hence C7^(F) is fully complete by 5.16. Now V < C^(F) 
by 5.10, while (3) of 5.9 implies C^(F) < V; i.e.,
V % Cq (F). It now follows from 2.7 that (C^(F), p) is
fully complete.
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If X is compact, then (C^(X), p) is a Banach space 
and hence fully complete (see 5.20). However, if X is 
locally compact but not compact, p is never metrizable [4], 
and the only known example in this case where (C^(X), p) 
is fully complete is,when X is discrete [7], in which case 
(C^(X), p) actually has the Krein-Smulian property. Other 
examples would be of interest.
5.19. Corollary. If a topological property for X is 
necessary in order that (G(X), c-op) (respectively,
(C^(X), p), where X is locally compact) be fully complete, 
then this property is hereditary with respect to closed sub­
sets of X.
Proof. This is an immediate consequence of 5.17 
(respectively, 5.18).
A result of some interest would be to determine a class 
of locally compact spaces for which (C^(X), P) is fully 
complete (other than the discrete spaces). In view of the 
result for discrete spaces, it has been conjectured that 
the class of locally compact (Tg) and extremally discon­
nected spaces would be such a class. Assuming the continuum 
hypothesis, this is not the case since our 2.22 gives an 
example of such a space which is not normal. This same 
example also rules out the class of pseudo-compact, locally 
compact spaces.
Let us denote the class of all fully complete spaces 
by 3î(3, and assume it is true that whenever E, F e
m V
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then E B F e (for the conclusion, we may even assume
F is a Banach space). Then if X is locally compact, if
V is a Nachbin family on X with C^(X) < V E  C^(X), and
if CVq(X) g 'SC, it would follow that X is paracompact.
This is so since, in this case, 'CW^(X x pX) E 3C- by 4.8 
and 5.4, where W = V x K^^px); from 4.7 and the proof of
4.11, we have C^(X x pX) < W Ç C^{X x pX), and so 5.15 
implies X x pX is normal, which is equivalent to X being 
paracompact [28]. This remark could prove useful in showing 
the converse of 5.14 is false.
For our next result we will need the following general 
theorem.
5.20. Theorem ([l8, p.212]). A metrizable locally 
convex space E is complete if and only if E has the 
Krein-Smulian property.
5.21. Theorem. If X is locally compact and a-compact, 
then the following are equivalent:
(1) (C^(X), p) is By-complete;
(2) if V = (cp 6 C"''(X) :N(cp) = X], then each weak-*
dense nearly closed linear subspace of Mj^ (X) is a module 
over V ;
(3) each weak-*dense nearly closed linear subspace of 
M^(X) is module over Cg(X) (or Cq (X));
(4) each weak-*dense nearly closed linear subspace of 
M^(X) is variation norm dense in Mj^ (X).
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Proof. We first show (1) and (4) are equivalent (recall 
(C^(X)j p) = M^(X)). To do this,let L be a weak-*dense 
nearly closed linear subspace of (X), and assume L is 
variation norm dense in M^(X). Let |i e Mj^ (X) and choose 
^^n^n=l — ^ that ^ p in the variation norm. Hence 
li in the c(My (X), (X) )-topology, and this implies
there exists cp e c’^(X) such that E V° [8, p.l6l].
O ** il— d. çp
Therefore p e L n v“(a(M. (X), C, (X) )-closure) = L n V°;
cp D D cp
i.e., p £ L. Consequently, L = M^(X) and we have (4) 
implies (1). Since (I) obviously implies (4), the claim is 
verified.
It is clear that (1) implies (3) and (3) implies (2). 
Therefore the proof will be complete when we show (2) implies 
(1). Since X is an open a-compact subset of X, there is 
a cp 6 Cq (X) such that N(cp) = X [4]; i.e., V is non-void. 
It easily follows that V is a Nachbin family on X with
V C^(X), and hence it will suffice to show CV^(X) is
B^-complete.
Let L be a weak-*dense nearly closed linear subspace 
of C7q (X)* and assume L is a module over V. If we fix 
V € V, then A = '[Xv:l > o) is a Nachbin family on X.
Since N(v) = X, it follows from 2.11 and 3.3 that CA^{X) 
is a Banach space, and hence has the Krein-Smulian property 
by 5.20. From 3.26, we have CA^fX)* = A.M^(X) ç CVq(X)* = 
V'M. (X), while 2.6 implies CV^(X) ç CA^(X). If 
L = L n A'M^(X), then L^ is a linear subspace of CA^(X) .
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If |i € A*M^(X), then there exist X > o, v e M^(X) so that
li = (Xv)'v, and we may assume v e V*M^(X) by 3.22. Now
let f e CAq (X) and let e > o. Since fv e CV^(X), there
is a o 6 L such that ijfvdv - Jfvda] < X"^E, while 
a e M^(X) implies , (Xv)-3^ L^. Thus is
a(CA^(X)  ^ CAq (X) )-dense in A*Mj^(X) since 
ijfdp - Jfd((Xv)*a)l < e. We next show is nearly closed
(in CAq (X) ), and to do this it will suffice to consider 
t = Xv with X > o. Since t e V n A, we will denote the 
neighborhood defined by t in CA^(X) by Vj.; i.e.,
= [f e CAQ(X):llftll < 1}. Then n CV^(X),
and it follows that V° (polar in CV^(X) ) contains V^° 
(polar in CA^(X)*). If p e V°, then 3.27 implies there
is a V € M^(X) with llvlj < 1 such that p = t*v, and 
this implies [i e A*M^(X). Moreover, if f e V|, then 
|Jfd|j| = ijftdvj < 1 I ft I 1 • I Ivj 1 < 1; i.e., p e V|,°. Hence
as sets, and n n V° =
I
(L n A-M^(X)) n v °  Ç L n v °  £  n v ^ ° .  if p e A'M^(X) 
is a a(CAQ(X)*, CA^(X)) limit point of n V^°, then 
p is a o(CVg(X)*, CVq(X)) limit point of L n V°, which 
implies p e L n V°; i.e., p e n V^°. Hence is a
nearly closed linear subspace of A»Mj^(X) which is also 
o(CAg(X)*, CAg(X))-den8e, and so = A*M^(X). Therefore 
V'Mj^(X) £  U Ly £  L, and L = V-Mj^(X).
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