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The complexity of physical and engineering systems, both
in terms of the governing physical phenomena and the num-
ber of subprocesses involved, is mirrored in ever more com-
plex mathematical models. While the demand for precise
models is indisputable, the analysis of such system models
remains challenging. Adopting techniques from computer
science makes available a framework for compositional anal-
ysis of interconnected control systems. Simulation relations
relate process models with their speciﬁcations thus checking
whether the derived model behaves as desired. Based on
that, compositional and assume-guarantee reasoning rules
decompose the actual veriﬁcation task into several subtasks
that can be checked with less computational eﬀort. Thus,
modularly composed system models can be treated with
modular analysis techniques. In this paper, we want to give
an overview of how these concepts can be applied to analyze
linear continuous-time systems (LTI). Motivated by the un-
derlying physics, we introduce a general type of interconnec-
tion that can also be interpreted as a feedback control conﬁg-
uration in the spirit of decentralized control. Additionally,
parallel composition of LTI systems is discussed with special
emphasis on decomposition strategies for a given speciﬁca-
tion. The proposed methodology could be extended further
to classes of hybrid systems where compositional analysis
techniques are of particular interest.
Categories and Subject Descriptors
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1. INTRODUCTION
In formal veriﬁcation, the curse of dimensionality forms an
obstacle to eﬃciently check properties of programs involving
concurrent processes. Interaction between these concurrent
processes leads immediately to combinatorial explosion in
terms of the size of the state space. As a result, straightfor-
ward approaches to formal veriﬁcation such as simulating all
possible executions of a program usually fail. More struc-
tured techniques are needed instead to deal with the inherent
complexity. One important development was the introduc-
tion of simulation relations by Milner [10]. Expressing both
the program to be veriﬁed and the property to be checked
in the same language – in the area of veriﬁcation mostly
as labeled transition systems – and then relating them by
constructing a simulation relation ensures that the given sys-
tem behavior matches the desired speciﬁcation. To reduce
the complex veriﬁcation task for the overall system, com-
positional analysis techniques can be employed. The main
idea of compositional reasoning is to decompose proof obli-
gations for the whole interconnected system into obligations
for components which computationally are more eﬃciently
solvable. Complementary to compositionality is the idea of
assume-guarantee reasoning which can be used when prop-
erties of individual components can not be veriﬁed directly
([11]). The key principle is to restrict the behavior of a sub-
system to a speciﬁc environment by interconnecting it with
a subsystem representing parts of the speciﬁcation. Split-
ting the global proof obligation into several steps for re-
stricted components, it is possible to guarantee the original
veriﬁcation goal yet with reduced eﬀorts. Both for labeled
transition systems and hybrid systems, there have been ap-
plications of compositional and assume-guarantee reasoning
in recent years, see e.g. [4] and [5]. Encouraged by these ad-
vances in the area of computer science, compositional anal-
ysis techniques could play an important role for the analysis
of control systems as well. In fact, models of engineering sys-
tems have similar features as models of concurrent processes.
Firstly, the number of state components is large in several
applications, e.g. for chemical plants, mechatronic or em-
bedded systems ([3]). Secondly, interaction between subpro-
cesses is characteristic for various control problems such as
decentralized control where a global control target is solved
by the interplay of local controllers and plant subsystems.
The goal of this work is to make compositional techniques
applicable to analyze linear continuous-time systems. As a
ﬁrst step, simulation relations for dynamical systems have
been introduced, see in particular [1], [12] and [14]. Besides
using them to verify properties of implemented process mod-
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els, simulation relations can also serve as a tool to abstract
a given model with a lower dimensional one. This idea was
brought forward in [13] as a means to reduce the complex-
ity of interconnected system models. Abstractions provide
a conservative approximation of the given system model so
that properties can be checked reliably on a higher level. A
two-sided version of simulations, bisimulation relations, has
been studied extensively in [12] for both labeled transition
systems and continuous-time control systems stressing the
link between formal veriﬁcation and control theory. More-
over, the idea of compositional reasoning has recently been
investigated for feedback interconnections of linear ([7]) and
hybrid systems ([6]). This paper generalizes and extends the
proposed methodology by considering two diﬀerent types of
interconnection for linear continuous-time systems. Moti-
vated by many physical applications, a feedback type of in-
terconnection is studied ﬁrst where the external variables
are equated. A methodology for compositional and assume-
guarantee reasoning is developed and illustrated with an ex-
ample from circuit analysis. Second, parallel composition
is introduced as an alternative but equally relevant inter-
connection for control systems. We focus on decomposition
strategies for a given global speciﬁcation, i.e. how to arrive
at an interconnection of local speciﬁcations that can then
be used for compositional and assume-guarantee reasoning.
We conclude by giving an outlook as to possible further di-
rections of research.
2. PRELIMINARIES
Consider the class of linear continuous-time systems
Σi : x˙i = Aixi + Biui + Giei + Lidi (1)
yi = Cixi
zi = Hixi
All variables belong to ﬁnite dimensional vector spaces, xi ∈
Xi, ui ∈ Ui, ei ∈ Ei, di ∈ Di, yi ∈ Yi, zi ∈ Zi. The temporal
evolution of all system variables is characterized by functions
of an appropriate function class, e. g. C∞. The variables ui
and yi are used for interconnections, ei and zi are control
inputs and outputs and di represents an (internal) distur-
bance.
Remark 1. Systems with disturbance inputs (called ’non-
deterministic systems’ in [13]) arise naturally from abstrac-
tions. An abstraction of a dynamical system – very similar
to and inspired by abstractions for programs of concurrent
processes in computer science – incorporates a generator of
non-determinism that allows to preserve the properties of in-
terest while reducing the complexity of a model. As proposed
in [12] and [14], a non-deterministic system of the form (1)
can therefore abstract another linear control system of higher
state space dimension.
Compositional analysis, the main focus of this research, de-
pends heavily on the type of interconnection. Physical sys-
tems are usually interconnected by equating the intercon-
nection variables, for example forces and positions in me-
chanical systems, currents and voltages in electrical circuits
or pressure and volume in chemical reactors. In this paper,
we study two particular cases for systems Σi: The ﬁrst one
is the standard feedback interconnection where one system
represents the plant and the other teh controller. The other
type of interconnection is parallel composition which will be
detailed in Section 4.
Definition 1. Two linear continuous-time systems Σ1,Σ2
of the form (1) are interconnected by equating the intercon-
nection variables,
u2 = y1 , u1 = y2 , (2)










































Remark 2. Equating shared variables is also common when
modeling compositions of concurrent systems, see e. g. the









Figure 1: Interconnection Σ1‖Σ2
Remark 3. (3) it is a generalization of the feedback in-
terconnections in [7]. More specifically, the interconnection
variables u1 represent a second channel of inputs which is
in general independent of the external inputs e1. The open
feedback interconnection in [7] is a special case of (3) where
Gi = −Bi as illustrated in Figure 2 while closed feedback in-









Figure 2: Generalization of feedback interconnec-
tions
for compositions of feedback control configurations are decen-
tralized control problem, e. g. the control of robot networks
or communication of distributed sensors.
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In order to verify that a given system model fulﬁls its spec-
iﬁcation, i.e. behaves in a desired fashion, the concept of
simulation relations proves valuable.
Definition 2. A simulation relation S of Σ1 by Σ2 is a
linear subspace S ⊂ X1×X2 with the following property: For
any (x10, x20) ∈ S, any joint control input function e1(·) =
e2(·) = e, any joint interconnection input u1(·) = u2(·) =
u(·) and any disturbance function d1(·) there should exist
a disturbance d2(·) such that the resulting state trajectories
xi(.), i = 1, 2 with xi(0) = xi0, satisfy for all t ≥ 0
(i) (x1(t), x2(t)) ∈ S, ∀t ≥ 0 (4)
(ii) H1x1(t) = H2x2(t), ∀t ≥ 0
(iii) C1x1(t) = C2x2(t), ∀t ≥ 0
Σ1 is simulated by Σ2, denoted by Σ1  Σ2, if there exists
a simulation relation S fulfilling Π1S = X1 with Π1 : X1 ×
X2 → X1 the canonical projection from X1 × X2 to X1. In
this case, S is called a full simulation relation.
Proposition 1. A subspace S ⊂ X1×X2 is a simulation
relation of Σ1 by Σ2 if and only if for all (x1, x2) ∈ S, all
u ∈ U and all e ∈ E the following holds:
(i): for all d1 ∈ D1 there should exist a d2 ∈ D2 such that»
A1x1 + B1u + G1e + L1d1
A2x2 + B2u + G2e + L2d2
–
∈ S (5)
(ii): H1x1 = H2x2
(iii): C1x1 = C2x2
Invariant subspaces as used in geometric control theory
allow us to formulate an equivalent linear algebraic charac-
terization of a simulation relation.
Theorem 1. A linear subspace S ⊂ X1×X2 is a simula-































The linear algebraic characterization of Theorem 1 facili-
tates an eﬀective algorithm how to compute the maximal
simulation relation of Σ1 by Σ2.
Theorem 2 (compare with Theorem 3.4 in [14] ).
For two linear systems Σ1 and Σ2, define the following se-
quence of decreasing subspaces Si, i = 1, . . .:






























∀i = 1, . . . , k
If for a certain i the subspace Si is empty, then there does
not exist any simulation relation of Σ1 by Σ2.
Otherwise, there exists a finite k such that Sk = Sk−1 =: S.







⊂ S . (6)
Furthermore, the subspace S is the maximal simulation re-
lation of Σ1 by Σ2.
An important property of simulation relations is transitiv-
ity. This will become evident when non circular assume
guarantee reasoning is discussed. First, we extend the well
known results that simulation relations for labeled transi-
tion systems are preorders and that the interconnection ‖ is
symmetric with respect to simulation to linear control sys-
tems.
Theorem 3. Simulation relations  are preorders, i.e.
they are reflexive and transitive.
Proof. Consider linear systems Σi, i ∈ {1, 2, 3} of the
form (1). Reflexivity: The relation S = {(x1, x1) | x1 ∈ Σ1}
fulﬁls conditions (i) and (ii) of Deﬁnition 2 and therefore
deﬁnes a simulation relation of Σ1 by Σ1.
Transitivity: Assume S1 deﬁnes a simulation relation for
Σ1  Σ2 and S2 for Σ2  Σ3. Then S12 = {(x1, x3) | ∃x2 :
(x1, x2) ∈ S1, (x2, x3) ∈ S2} deﬁnes a full simulation relation
of Σ1 by Σ3.
Proposition 2. For any two given linear systems ΣP
and ΣQ,
ΣP ‖ΣQ  ΣQ‖ΣP (7)
Proof. Construct the relation
S = {((xP , xQ), (xQ, xP )) | xP ∈ XP , xQ ∈ XQ}






tween ΣP ‖ΣQ and ΣQ‖ΣP it is immediately seen that the
interconnection ‖ is indeed commutative with respect to sim-
ulation.
3. COMPOSITIONAL AND ASSUME-
GUARANTEE REASONING FOR
LINEAR SYSTEMS
Consider the veriﬁcation task
ΣP1‖ΣP2  ΣQ1‖ΣQ2 (8)
The interconnection ΣP1‖ΣP2 represents a given system model
such as a feedback control conﬁguration whereas ΣQ1‖ΣQ2
speciﬁes a desired property or system behavior.
3.1 Compositional reasoning
The main pillar for compositional analysis is the so called
compositionality property.
Theorem 4. For any given linear systems Σi,
i ∈ {P1, P2, Q1, Q2}, the compositionality property





Proof. Let Si, i = 1, 2 denote the full simulation rela-
tions of ΣPi by ΣQi . Construct the relation
S = {(xP1 , xP2 , xQ1 , xQ2) | (xP1 , xQ1) ∈ S1, (9)
(xP2 , xQ2) ∈ S2}
Then for every (xP1 , xP2 , xQ1 , xQ2) ∈ S, every joint input




there exist disturbances dQ1 , dQ2 such that»
AP1xP1 + BP1CP2xP2 + GP1e1 + LP1dP1




AP2xP2 + BP2CP1xP1 + GP2e2 + LP2dP2
AQ2xQ2 + BQ2CQ1xQ1 + GQ2e2 + LQ2dQ2
–
∈ S2
whilst HPixPi = HQixQi since CPixPi = CQixQi for all
(xPi , xQi) ∈ Si.
Moreover, S as deﬁned in (9) is in fact the product of the
simulation relations S1 and S2 after exchanging the second
with the third component, i.e. reordering the elements xQ1
and xP2 . Since ΠP1S1 = X1 and ΠP2S2 = X2, i.e. S1 and S2
are full, also ΠP1P2S = X1 × X2 and therefore S is full.
Remark 4. The converse does in general not hold. Take
as a counterexample the following systems
ΣP1 : x˙P1 = 2uP1 + eP1
yP1 = zP1 = xP1






ΣQi : x˙Qi = uQi + eQi
yQi = zQi = xQi
Then there exists a simulation relation S of ΣP1‖ΣP2 by
ΣQ1‖ΣQ2 ,
S = {(xP1 , xP2 , xQ1 , xQ2) | xP1 = xQ1 , xP2 = xQ2}
since the state space descriptions of ΣP1‖ΣP2 and ΣQ1‖ΣQ2
are identical. On the contrary, there do not exist any simu-











































As a special case of compositionality, invariance under com-
position also holds:
∀ΣQ2 : ΣP1  ΣQ1 =⇒ ΣP1‖ΣQ2  ΣQ1‖ΣQ2 (10)
In fact, since the interconnection ‖ is commutative, compo-
sitionality and invariance under composition are equivalent.
Proposition 3. For any given systems Σi, i ∈
{P1, P2, Q1, Q2} and a commutative interconnection, compo-
sitionality and invariance under composition are equivalent.
Proof. (=⇒) : Composing ΣP1  ΣQ1 with ΣP2 yields
ΣP1‖ΣP2  ΣQ1‖ΣP2 while composing ΣP2  ΣQ2 with ΣQ1
results in ΣP2‖ΣQ1  ΣQ2‖ΣQ1 . Using both commutativ-
ity and transitivity, invariance under composition follows.
(⇐=): Due to simulation being reﬂexive, compositionality
immediately follows from invariance under composition,
ΣP1  ΣQ2 ,ΣP2  ΣP2 =⇒ ΣP1‖ΣP2  ΣQ1‖ΣP2
3.2 Assume-guarantee reasoning
Since compositionality is in general not necessary and
suﬃcient, i.e., it is not always possible to conclude from
ΣP1‖ΣP2  ΣQ1‖ΣQ2 that also the components fulﬁl their
respective speciﬁcations, ΣPi  ΣQi , assume-guarantee rea-
soning can provide an alternative decomposition strategy.
Again, the global proof obligation (8) is split into tasks
for subsystems, but these components are now restricted by
their environment, i.e. they are interconnected with other
components. The ﬁrst example are two non circular assume-
guarantee reasoning rules which are based on only one un-
restricted assumption yielding a triangular structure.
Theorem 5. For any given linear systems Σi,
i ∈ {P1, P2, Q1, Q2}, non circular assume-guarantee reason-
ing is sound, i.e.
S1: ΣP1  ΣQ1
S2: ΣQ1 ‖ ΣP2  ΣQ1 ‖ ΣQ2
S: ΣP1 ‖ ΣP2  ΣQ1 ‖ ΣQ2
and the symmetric counterpart
S′1: ΣP2  ΣQ2
S′2: ΣP1 ‖ ΣQ2  ΣQ1 ‖ ΣQ2
S : ΣP1 ‖ ΣP2  ΣQ1 ‖ ΣQ2
hold.
Proof. Notice ﬁrst that rules 1 and 2 are symmetrical
in their triangular structure. The proof only requires the
relation  to be transitive and the interconnection ‖ to be
invariant under composition. For rule 1, interconnecting
both ΣP1 and ΣQ1 in S1 with ΣP2 yields
ΣP1 ‖ ΣP2  ΣQ1 ‖ ΣP2  ΣQ2 ‖ ΣQ2
Similarly, interconnecting S′1 with ΣP1 and exploiting sym-
metry of the interconnection results in
ΣP1 ‖ ΣP2  ΣP1 ‖ ΣQ2  ΣQ2 ‖ ΣP1  ΣQ2 ‖ ΣQ2
Example 1. Consider the LC− circuit in Figure 3 with
two inductors L1 and L2, one inductor C, a voltage source
as input uP1 and the current over the capacitor as output
yP1 . The control in- and outputs are chosen to be the same
as the interconnection variables, uP1 = eP1 and yP1 = zP1 ,






Figure 3: ΣP1 : LC− circuit.











































denotes the state vector.
In the remainder, all the parameter values are set to 1. To


























Observe that we take eP2 = zP2 = dP2 ≡ 0.
The verification goal is to relate the 5-dimensional intercon-
nection of ΣP1‖ΣP2 to a less complex specification ΣQ1‖ΣQ2 .
The components of the specification are described by a non-
deterministic LC− circuit ΣQ1 as in Figure 1 and an ab-


















































and all parameter values are
again set to 1. The controller ΣQ2 is described by
ΣQ2 : x˙Q2 = −5xQ2 + uQ2 + dQ2
yQ2 = xQ2
The first observation is that compositionality is not appli-
cable since there does not exist any simulation relation of
ΣP1 by ΣQ1 . The disturbance input dQ1 represents a voltage
source which cannot mimic the behavior of the inductor L2.
However, the controller systems ΣP2 and ΣQ2 can be related
by means of a full simulation relation S′1,
S′1 = {(z1, z2), xQ2) | z1 = xQ2}
Moreover, the interconnection ΣP1‖ΣQ2 can be simulated by
ΣQ1‖ΣQ2 ,
S′2 = {((qC , φL1 , φL2 , xQ2), (x1, x2, x′Q2)) | xQ2 = x′Q2 ,
qC = x2,−1/5qC + 1/5φL1 + φL2 + xQ2 = x1}
By Theorem 5, we can therefore conclude that there indeed
exists a full simulation relation S of ΣP1‖ΣP2 by ΣQ1‖ΣQ2 ,
given by
S = {((qC , φL1 , φL2 , z1, z2), (x1, x2, xQ2)) | z2 = xQ2 ,
qC = z2, qC − φL1 + φL2 + x1 = z1}
This also shows that it is possible to abstract the behavior
of the 5 dimensional controlled electrical circuit by a non-
deterministic 3-dimensional electrical circuit.
The second assume-guarantee reasoning rule involves cir-
cular dependencies of assumptions of preceding steps and
guarantees of successive steps in the proof. For the non-
deterministic case, a proof for soundness of circular assume-
guarantee reasoning is given in [8]. For ease of presentation,
however, we will restrict ourselves in this paper to the de-
terministic case, i.e. to di ≡ 0. We ﬁrst state the following
auxiliary results to construct full simulation relations for in-
terconnections of subsystems.
Lemma 1. Given full simulation relations S1 and S2 of
ΣP1‖ΣQ2 and ΣQ1‖ΣP2 by Σ3‖Σ4, respectively, then also
Ssym1 := S1 + Sˆ1, S
sym
2 := S2 + Sˆ2 (11)
define full simulation relations of ΣP1‖ΣQ2 and ΣQ1‖ΣP2 by
ΣQ1‖ΣQ2 , where
Sˆ1 := {(xP1 , x¯Q2 , xQ1 , xQ2) | (xP1 , xQ2 , xQ1 , x¯Q2) ∈ S1} (12)
Sˆ2 := {(x¯Q1 , xP2 , xQ1 , xQ2) | (xQ1 , xP2 , x¯Q1 , xQ2) ∈ S2}
Proof. We will only prove that Ssym1 is a simulation re-
lation, the same reasoning can be applied to Ssym2 . Let S1 be
a simulation relation of ΣP1‖ΣQ2 by ΣQ1‖ΣQ2 and consider
an arbitrary element (xP1 , x˜Q2 , xQ1 , xQ2) ∈ Ssym1 . Since S1
is a simulation relation, it follows that
CQ2xQ2 = CQ2 x˜Q2 (13)













AP1xP1 + BP1CQ2xQ2 + GP1e1
AQ2xQ2 + BQ2CP1xP1 + GQ2e2
AQ1xQ1 + BQ1CQ2 x˜Q2 + GQ1e1














AP1xP1 + BP1CQ2 x˜Q2 + GP1e1
AQ2 x˜Q2 + BQ2CP1xP1 + GQ2e2
AQ1xQ1 + BQ1CQ2xQ2 + GQ1e1
AQ2xQ2 + BQ2CP1xP1 + GQ2e2
3
775 ∈ Ssym1 .
Moreover, since (xP1 , xQ2 , xQ1 , x˜Q2) ∈ S1 it holds that
CP1xP1 = CQ1xQ1 which, together with (13), lets S
sym
1 ful-
ﬁl condition (ii) in Deﬁnition 2. For the same reason, also
condition (iii) is fulﬁlled, namely that HP1xP1 = HQ1xQ1
and HQ2xQ2 = HQ2 x˜Q2 .
Since S1 is a full simulation relation, ΠXP1XQ2S1 =
ΠXP1XQ2S
sym
1 = XP1 × XQ2 and thus Ssym1 is a full simula-
tion relation of ΣP1‖ΣQ2 by ΣQ1‖ΣQ2 .
Lemma 2. Given full simulation relations Si, i = 1, 2 of
ΣP1‖Σq2 and ΣQ1‖ΣP2 by ΣQ1‖ΣQ2 , respectively, and define
the following linear subspaces
S¯1 := {(xP1 , x¯Q2 , xQ1 ,−xQ2) | xQ2 , x¯Q2 ∈ kerCQ2 ∩
kerHQ2 , xP1 ∈ kerCP1 ∩ kerHP1 , xQ1 ∈
kerCQ1 ∩ kerHQ1 , (xP1 , xQ2 , xQ1 , x¯Q2) ∈ S1}
S¯2 := {(x¯Q1 , xQ2 ,−xQ1 , xQ2) | xQ1 , x¯Q1 ∈ kerCQ1 ∩
kerHQ1 , xP2 ∈ kerCP2 ∩ kerHP2 , xQ2 ∈
kerCQ2 ∩ kerHQ2 , (xQ1 , xQ1 , x¯Q1 , xQ2) ∈ S2}
Then S1+S¯1 and S2+S¯2 also define full simulation relations
of ΣP1‖ΣQ2 and ΣQ1‖ΣP2 by ΣQ1‖ΣQ2 , respectively.
Proof. Again, the statement will be proved only for S1+
S¯1. Take any (xP1 , x¯Q2 , xQ1 ,−xQ2) ∈ S¯1. Since all compo-
nents fulﬁl CP1xP1 = CQ1xQ1 = 0, CQ2xQ2 = −CQ2 x¯Q2 =
0 and HP1xP1 = HQ1xQ1 = 0, HQ2xQ2 = −HQ2 x¯Q2 = 0,
condition (ii) and (iii) in Proposition 1 is fulﬁlled. Since
S1 is a simulation relation, condition (i) in Proposition 1

















Note that since (wP1 , wQ2 , wQ1 , w¯Q2) ∈ S1,
















which proves condition (i) in Proposition 1. Finally, fullness
of Ssym1 follow from fullness of S1.
Lemma 3. Consider full simulation relation (S1 + S¯1)
sym
and (S2 + S¯2)
sym of ΣP1‖ΣQ2 and ΣQ1‖ΣP2 by ΣQ1‖ΣQ2
as defined in the previous lemmas. Then for every x ∈
kerCQ2∩kerHQ2 , (0, x, 0, x) ∈ (S1+S¯1)sym and analogously,
for every y ∈ kerCQ1 ∩ kerHQ1 , (y, 0, y, 0) ∈ (S2 + S¯2)sym.
Proof. Again, we will only prove the ﬁrst half of the
lemma. Since S1 is a full simulation relation, it holds that for
every (0, x) there exists xQ1 , xQ2 such that (0, x, xQ1 , xQ2) ∈
S1 with xQ1 ∈ kerCQ1 ∩ kerHQ1 . If we take x ∈ kerCQ2 ∩
kerHQ2 then also xQ2 ∈ kerCQ2 ∩ kerHQ2 . Then























775 ∈ S1 + S¯1
























775 ∈ (S1 + S¯1)sym
Theorem 6. For any given linear systems Σi,
i ∈ {P1, P2, Q1, Q2}, circular assume-guarantee reasoning is
sound, i.e.,
S1: ΣP1 ‖ ΣQ2  ΣQ1 ‖ ΣQ2
S2: ΣQ1 ‖ ΣP2  ΣQ1 ‖ ΣQ2
S : ΣP1 ‖ ΣP2  ΣQ1 ‖ ΣQ2
Proof. Deﬁne a relation S in the following way:
S = {(xP1 , xP2 , xQ1 , xQ2)|∃x˜Q1 , x˜Q2 : (14)
(xP1 , xQ2 , xQ1 , x˜Q2) ∈ (S1 + S¯1)sym,
(xQ1 , xP2 , x˜Q1 , xQ2) ∈ (S2 + S¯2)sym}
with (Si + S¯i)
sym, i = 1, 2 constructed as in (11). Observe
ﬁrst that (Si+S¯i)
sym are full simulation relations since Si are
full. Therefore, for every (xP1 , xQ2 , xQ1 , x˜Q2) ∈ (S1+S¯1)sym
and every joint inputs eP1 = eQ1 = e1, eQ2 = e2 it holds that2
664
AP1xP1 + BP1CQ2xQ2 + GP1e1
AQ2xQ2 + BQ2CP1xP1 + GQ2e2
AQ1xQ1 + BQ1CQ2 x˜Q2 + GQ1e1
AQ2 x˜Q2 + BQ2CQ1xQ1 + GQ2e2
3
775 ∈ (S1 + S¯1)sym
such that HP1xP1 = HQ1xQ1 and CP1xP1 = CQ1xQ1 as
well as HQ2xQ2 = HQ2 x˜Q2 and CQ2xQ2 = CQ2 x˜Q2 . For
any (xP1 , xP2 , xQ1 , xQ2) ∈ S there exists a x˜Q2 such that
(xP1 , xQ2 , xQ1 , x˜Q2) ∈ (S1 + S¯1)sym. Taking
˙˜xQ2 = AQ2 x˜Q2 + BQ2CQ1xQ1 + GQ2e2
it is then straightforward to check that for any arbitrary
joint inputs e1, e2
(x˙P1 , x˙Q2 , x˙Q1 , ˙˜xQ2) ∈ (S1 + S¯1)sym
Similarly, by setting ˙˜xQ1 = AQ1 x˜Q1 +BQ1CQ2xQ2 +GQ1e1
and observing that CQ1xQ1 = CQ1 x˜Q1 as well as HQ1xQ1 =
HQ1 x˜Q1 ,
(x˙Q1 , x˙P2 , ˙˜xQ1 , x˙Q2) ∈ (S2 + S¯2)sym
and therefore
(x˙P1 , x˙P2 , x˙Q1 , x˙Q2) ∈ S .
Thus, S as deﬁned in (14) is a simulation relation of ΣP1‖ΣP2
by ΣQ1‖ΣQ2 .
The next step is to prove that S is full. Since (S1 + S¯1)
sym
is a full simulation relation, there exists for every (xP1 , xQ2)
a (x¯Q1 , x¯Q1) such that (xP1 , xQ2 , x¯Q1 , x¯Q1) ∈ (S1 + S¯1)sym.
Moreover, since also (S2 + S¯2)
sym is full, there exists for
26
an arbitrary xP2 and the given x¯Q1 a (xˆQ1 , xˆQ2) such that
(x¯Q1 , xP2 xˆQ1 , xˆQ2) ∈ (S2 + S¯2)sym. Fullness of (S1 + S¯1)sym
also ensures that there exists an element (0, xˆQ2 , x˜Q1 , x˜Q2) ∈
(S1+S¯1)
sym with x˜Q1 ∈ kerCQ1 . By Lemma 3, however, an

















































∈ (S2 + S¯2)sym







775 ∈ S (15)
can be constructed for any (xP1 , xP2).
4. INTERCONNECTIONS WITH
ALGEBRAIC CONSTRAINTS
In the ﬁrst part, we were studying a feedback control like
interconnection. This is appropriate in quite a few situa-
tions. Moreover, the interpretation of such an interconnec-
tion as a feedback control system is appealing, e.g. when ap-
plied to decentralized control problems. However, a diﬀerent
type of interconnection, resembling parallel composition as
used for labeled transition systems and inducing algebraic
constraints, also arises frequently in physical system inter-
connection.
Definition 3. Given two linear dynamical systems Σi,
i = 1, 2 of the form
Σi : x˙i = Aixi + Biui (16)
yi = Cixi (17)
where xi ∈ Xi ⊆ Rni , ui ∈ Rp and yi ∈ Rq.



















y = C1x1 = C2x2
Equating the outputs of the parallel composition intro-
duces the algebraic constraint C1x1 = C2x2, see Figure 5.
Thus, the equations (18) can be rewritten in so-called pen-
cil form
Σ12 : E12z˙12 = A12z12, z12 ∈ Z12 (19)
w12 = C12z12






Figure 5: Σ1 ‖pc Σ2
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The formal deﬁnition and a linear algebraic characterization
for simulation relations between DAE systems of the form
(19) can be taken from [15].
Definition 4. Consider a DAE system Σ12 of the form
(19). Then the consistent subspace V12 for Σ12 is the largest
subspace V12 ⊂ Z12 such that
A12V12 ⊂ E12V12 (21)
Definition 5. Given two DAE systems Σi,
i = {P1P2, Q1Q2} of the form (19) with consistent subspaces
Vi . Then a subspace S˜ ⊂ ZP1P2 × ZQ1Q2 with ΠP1P2 S˜ ⊂
VP1P2 is a simulation relation of Σ˜P1P2 by Σ˜Q1Q2 if and only
if for all (zP1P2 , zQ1Q2) ∈ S,
1. for all z˙P1P2 ∈ VP1P2 such that EP1P2 z˙P1P2 = AP1P2zP1P2
there should exist a z˙Q1Q2 ∈ VQ1Q2 such that
EQ1Q2 z˙Q1Q2 = AQ1Q2zQ1Q2 and (z˙P1P2 , z˙Q1Q2) ∈ S˜
2. CP1P2zP1P2 = CQ1Q2zQ1Q2
The simulation relation S˜ is full, denoted by ΣP1P2  ΣQ1Q2 ,
if the projection on ZP1P2 is the consistent subspace, that is,
ΠP1P2 S˜ = V12.
Theorem 7. A subspace S˜ ⊂ ZP1P2×ZQ1Q2 is a simula-
tion relation of Σ˜P1P2 by Σ˜Q1Q2 such that ΠP1P2 S˜ ⊂ VP1P2






















3. S˜ ⊂ ker ˆ CP1P2 −CQ1Q2 ˜
Due to the special structure of the matrices Ai, Ei and Ci, i ∈
{P1P2, Q1Q2} it is possible to reformulate Theorem 7 so that
it is consistent with the deﬁnition of simulation relations for
ODE systems as in Theorem 1.
Proposition 4. There exists a simulation relation S ⊂
XP1 × XP2 × XQ1 × XQ2 of ΣP1‖pcΣP2 by ΣQ1‖pcΣQ2 if
and only if for all (xP1 , xP2 , xQ1 , xQ2) ∈ S and all u ∈












2. CP1xP1 = CP2xP2 = CQ1xQ1 = CQ2xQ2
Proof. With the system matrices (20), condition 2. in
Deﬁnition 5 yields
uP1 = uQ1 (22)
and
CP1xP1 = CQ1xQ1 (23)







775 ∈ S (24)
and
CP1xP1 = CP2xP2 , CQ1xQ1 = CQ2xQ2 (25)
for all (xP1 , xP2 , uP1 , xQ1 , xQ2 , uQ1) ∈ S˜ and
uP1 ∈ {v | ∃xP1 , xP2 , xQ1 , xQ2 : (xP1 , xP2 , v)T ∈ VP1P2} (26)
Thus, equations (22) – (26) are equivalent to the conditions
1. and 2. in Proposition 4.
To obtain linear algebraic conditions we ﬁrst introduce the
subspace W12 as the projection of the consistent subspace
V12 on the state components x1, x2.
Definition 6. Let Σ12 be a DAE system of the form (19)
and (20). Then we denote by W12 the subspace satisfying















Proposition 5. There exists a simulation relation S ⊂
XP1 ×XP2 ×XQ1 ×XQ2 of ΣP1‖pcΣP2 by ΣQ1‖pcΣQ2 if and
only if the following conditions hold:









775 ∩ `WP1P2 ×WQ1Q2´ ⊂ S
3. S ⊂ ker
2
4 CP1 −CP2 0 00 0 CQ1 −CQ2
CP1 0 −CQ1 0
3
5
Proof. Condition 2. in Proposition 4 is equivalent to
condition 3. in Proposition 5. Condition 1. in Proposition
4 results in








775 ⊂ S (28)
but since u is restricted to
u ∈ {v | ∃xP1 , xP2 , xQ1 , xQ2 : (xP1 , xP2 , v)T ∈ VP1P2 , (29)
(xQ1 , xQ2 , v)
T ∈ VQ1Q2}
the image of the input map has to be restricted to the sub-
space of all admissible inputs. These are determined by the
consistent subspaces to be
{(xP1 , xP2 , xQ1 , xQ2) | ∃u : (xP1 , xP2 , u) ∈ VP1P2 ,
(xQ1 , xQ2 , u) ∈ VQ1Q2} =WP1P2 ×WQ1Q2
Therefore, conditions 2. and 3. in Proposition 5 are equiv-
alent to condition 1. in Proposition 4.
4.1 Compositional Reasoning
We begin our analysis for linear systems with algebraic
constraints by examining the compositionality property for
parallel composition.
Theorem 8. Given any four DAE systems Σi, i ∈ {P1,
P2, Q1, Q2} of the form (16) and (20). Then parallel com-
position is compositional, i.e.
ΣP1  ΣQ1 , ΣP2  ΣQ2 (30)
=⇒
ΣP1‖pcΣP2  ΣQ1‖pcΣQ2
Proof. Construct the relation S from given full simula-
tion relations S1 and S2 of ΣP1 and ΣP2 by ΣQ1 and ΣQ2
as
S = {(xP1 , xP2 , xQ1 , xQ2) | (xP1 , xQ1) ∈ S1, (xP2 , xQ2) ∈ S2}
Then for any (xP1 , xP2 , xQ1 , xQ2) ∈ S and any joint input












∈ Si, i = 1, 2 (31)
for all u ∈ U . Moreover, since yP1 = yQ1 due to S1 and
yP2 = yQ2 due to S2 and yP1 = P2 as well as yQ1 = yQ2 en-
forced by parallel composition, condition (ii) in Proposition
4 is also fulﬁlled which proves that S is indeed a simulation
relation of ΣP1‖pcΣP2 by ΣQ1‖pcΣQ2 .
To show that S as deﬁned in 31 is full, observe that (31)
holds for all u. Since both S1 and S2 are full, we can
ﬁnd for every u ∈ {v|∃xP1 , xP2 : (xP1 , xP2 , v) ∈ VP1P2
and every (xP1 , xP2) ∈ WP1P2 elements xQ1 , xQ2 such that
(xPi , xQi) ∈ Si, i = 1, 2 and thus (xP1 , xP2 , xQ1 , xQ2) ∈
S.
The converse is in general not true since the consistent sub-
space VP1P2 restricts the choice of inputs u depending on
the states xP1 , xP2 .
Example 2. Consider the systems
ΣP1 : x˙P1 = uP1 ΣQ1 : x˙Q1 = −uQ1 (32)
yP1 = xP1 yQ1 = xQ1
and
ΣP2 : x˙P2 = uP2 (33)
yP2 = 2xP2
28
There exists a full simulation relation S of ΣP1‖pcΣP2 by
ΣQ1‖pcΣP2 , for example
S = {(xP1 , xP2 , xQ1 , xP2 | xP1 = xQ1 , xP1 = 2xP2} (34)






5 = VQ1P2 (35)






















4.2 Decomposition of the specification
In practical applications, the desired system behavior is
often determined as a global speciﬁcation. In order to apply
modular techniques such as compositional and assume guar-
antee reasoning, a strategy to decompose the global speciﬁ-
cation as an interconnection of local speciﬁcations is helpful.
Proposition 6. For any system ΣP and parallel compo-
sitions, it holds that
ΣP  ΣP ‖pcΣP (37)
Proof. Construct a simulation relation S by setting all
state variables to be the same,
S = {(x1, (x2, x3)) | x1 = x2 = x3 ∈ ΣP } (38)
Then, S deﬁnes a full simulation relation of ΣP by ΣP ‖ΣP
since the evolution remains within the constrained subspace
Cx1 = Cx2 = Cx3 for all times.
Proposition 7. For any two systems ΣP ,ΣQ, it holds
that under parallel composition,
ΣP ‖pcΣQ  ΣP (39)
Proof. The relation
S = {((xP , xQ), x¯P ) | xP = x¯P , (xP , xQ) ∈ WPQ}
deﬁnes a full simulation relation of ΣP ‖pcΣQ by ΣP .
The main result to decompose a given global speciﬁcation
ΣQ into an interconnection of local speciﬁcations ΣQ1 and
ΣQ2 can be stated as follows:
Theorem 9. Given a specification ΣQ and systems ΣQi , i =
1, 2 of the form (16). Then decomposition of the specification
ΣQ  ΣQ1‖pcΣQ2 (40)
is equivalent to
ΣQ  ΣQ1 ,ΣQ  ΣQ2 (41)
Proof. =⇒: Given a full simulation relation of ΣQ by
ΣQ1‖pcΣQ2 , Proposition 7 allows us to conclude that
ΣQ  ΣQ1‖pcΣQ2  ΣQ1 =⇒ ΣQ  ΣQ1
and by symmetry,
ΣQ  ΣQ1‖pcΣQ2  ΣQ2‖pcΣQ1  ΣQ2 =⇒ ΣQ  ΣQ2
⇐=: Compositionality and Proposition 6 yield
ΣQ‖pcΣQ  ΣQ1‖pcΣQ2 ,ΣQ  ΣQ‖pcΣQ
=⇒
ΣQ  ΣQ1‖pcΣQ2
Theorem 9 shows that when a given system ΣP1‖pcΣP2 ful-
ﬁls a global speciﬁcation ΣQ = ΣQ1‖pcΣQ2 then it also ful-
ﬁls parts of the specicﬁcation, ΣP1‖pcΣP2  ΣQi , i = 1, 2.
Decomposition of the global speciﬁcation ΣQ into possibly
smaller subsystems ΣQi can thus simplify the overall veriﬁ-
cation task by applying compositional reasoning as in The-
orem 8.
5. OUTLOOK
In this paper, we discussed compositional analysis tech-
niques for linear dynamical systems. Adopting concepts
from formal veriﬁcation, it is possible to simplify veriﬁcation
tasks for control problems observing the modular structure
of both the physical systems and the derived mathemati-
cal models. For the feedback interconnection of linear sys-
tems, we presented results for compositional analysis involv-
ing both non-circular and circular assume-guarantee reason-
ing rules. Complementary results for parallel compositions
are obtained focussing mainly on decompositions of a given
speciﬁcation. Representing a speciﬁed property by a for-
mal model that can then be related to the system model is
common practice in computer science, for example in model
checking ([2]). For linear continuous-time systems, a proce-
dure of how to specify system properties such as stability
or controllability as dynamical systems has not yet been de-
veloped. For a potential direction of research, consider the
example of checking losslessness for a linear system of the
form
Σ : x˙ = Ax + Bu (42)
y = Cx
Σ is lossless if and only if there exists simulation relation
between Σ and the one-dimensional non-linear system
Ξ : ξ˙ = uT y , ξ ≥ 0 (43)
with external variables u and y. In fact, the map ξ = 1
2
xT Qx
represents a quadratic storage function for the system Σ.
The simulation relation S of Σ by Ξ is then given by the
graph
S = {(x, ξ) | ξ = 1
2
xTQx} (44)
Secondly, exploring the possibilities of decentralized control
strategies seems fruitful within the presented framework.
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