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Abstract
We show that the spaces of harmonic functions with respect to the Poincaré metric in the unit ball
BN in RN have many different properties depending upon whether N is even or odd.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
For a C2 function u on a domain G in RN (N  2), let
∆hu(x) =
(
1 − |x|2)[(1 − |x|2)∆u(x)+ 2(N − 2)Ru(x)],
where ∆u =∑Nj=1(∂2u/∂x2j ) and Ru =∑Nj=1 xj (∂u/∂xj ).
We put h(G) = {u ∈ C2(G): ∆hu = 0}. We say u is hyperharmonic in G if u ∈ h(G).
It is well known that the uniform limit of a sequence of hyperharmonic functions in the
Poincaré ball BN = {x ∈ RN : |x| < 1} is hyperharmonic. In this paper we show that any
function that is hyperharmonic and real analytic on a domain G ⊂ R2N is N -polyharmonic.
Consequently, the uniform limit of a sequence of hyperharmonic and real analytic functions
on G is hyperharmonic and real analytic on G.
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constants, that are hyperharmonic, real analytic and polyharmonic of any order k  1.
There is another reason for which the case N = 2n is interesting. Namely, there is
an infinite-dimensional class of hyperharmonic polynomials on B2n, and moreover, this
class is dense in h(B2n), the class of hyperharmonic functions on B2n, in the topology
of uniform convergence on compact sets in B2n. On the other hand, h(B2n+1) does not
contain any non-constant polynomial and, moreover, if u ∈ h(B2n+1) ∩ C2n(B2n+1) then
u is a constant. In fact, we show that a much weaker condition than this implies that a
hyperharmonic function on B2n+1 must be constant.
We show that functions in the hyperharmonic Hardy space hp(BN) have boundary value
in the sense of distributions.
2. Polyharmonic and hyperharmonic functions
For a domain G ⊂ RN let Hm(G), m  1, be the class of functions polyharmonic of
degree m (m-polyharmonic) in G, i.e., solutions of the equation ∆mu = 0, where ∆m is
the Euclidean Laplacian iterated m times (cf. [3]). In particular, H(G) = H1(G) is the class
of functions harmonic in G. It is known that Hm(G) ⊂ A(G), where A(G) is the class of
real analytic functions on G (see [3]).
We note that if G ∩ SN−1 (SN−1 = ∂BN ) is not empty, then there are solutions of the
equation ∆hu = 0 which are not real analytic in G.
For example, if N = 4, then the function u defined by
u(x) =
{ |x|2 − |x|−2 − 4 log |x|, |x| 1,
0, |x| 1,
is C2 on R4, and ∆hu = 0 for all x; clearly u is not real analytic.
It is clear that h(G) = H(G) if N = 2. If N  3 and G contains the origin, then h(G)∩
H(G) = {constants}.
Theorem 2.1. Let G be a domain in RN , N  3, and u ∈ h(G) ∩A(G).
(i) If N is even, then u ∈ HN/2(G). If in addition u = const and 0 ∈ G, then u ∈
HN/2(G) \HN/2−1(G).
(ii) If N is odd, 0 ∈ G and u ∈ Hm(G) for some m, then u is constant.
Theorem 2.1 is easily proved by successive applications of the following two lemmas.
Lemma 2.2. Let u ∈ A(G), where G is a domain in RN containing the origin. If Rsu :=
su + Ru = 0, for some s > 0, then u = 0. If Ru = 0, then u = const.
Proof. This follows from the formula Rsu = |x|−sR(|x|su) and the uniqueness theorem.
Lemma 2.3. If u ∈ h(G) ∩ A(G), where G is a domain in RN , then
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1 − |x|2)∆mu = 2(2m− N)Rm−1∆m−1u, m 1. (2.1)
(If m = 1, then ∆m−1u = u.)
Proof. If m = 1, then (2.1) follows from the equation ∆hu = 0. On the other hand, by
differentiation and using the formula ∆Rs = Rs+2∆, we deduce from (2.1) that(
1 − |x|2)∆m+1u − 4R∆mu − 2N∆mu = 2(2m− N)Rm+1∆mu.
This implies, after a little work,(
1 − |x|2)∆m+1u = 2(2m+ 2 − N)Rm∆mu.
Now the lemma is proved by induction on m. 
Corollary 2.4. Let N be even and G ⊂ RN . Then the uniform limit of a sequence of hyper-
harmonic and real analytic functions in G is hyperharmonic and real analytic in G.
This is easily deduced from Theorem 2.1(i) and the analogous fact for polyharmonic
functions.
Corollary 2.4 is interesting only when G ∩ SN−1 is not empty, since otherwise the
operator ∆h is elliptic in G.
Note the following consequence of the proof of Lemma 2.3.
Corollary 2.5. If u ∈ C2n(G), G ⊂ R2n, and ∆hu = 0 in G, then u ∈ A(G).
3. Hyperharmonic functions having a distribution value
In [7] it is shown that if f ∈ h(BN) then there exists a unique sequence of harmonic
homogeneous polynomials fk , of degree k, fk ∈Hk(RN), such that
f (x) =
∞∑
k=0
Fk(x)fk(x), x ∈ BN,
where Fk(x) = F(k,1 − N/2, k + N/2; |x|2), k  0 (as usual F(a, b, c; ·) denotes the
hypergeometric function with parameters a, b, c (see [6, Chapter II])). Note that if N is
even, then Fk , k  1, is a polynomial of degree N − 2, while if N is odd, Fk is only of
class CN−2 on BN. More precisely the following theorem was proven.
Theorem 3.1. If u is a hyperharmonic function in BN , then there exists a unique sequence
of harmonic homogeneous polynomials fk ∈Hk(RN) such that
u(x) =
∞∑
k=0
Fk(x)fk(x), x ∈ BN, (3.1)
the series converging uniformly and absolutely on compact subsets of BN . Conversely, the
sum of any such series that converges uniformly on compact subsets of BN is hyperhar-
monic in BN .
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dense in h(B2n). The situation is completely different when N is odd. Since every poly-
nomial is a polyharmonic function, it follows from Theorem 2.1(ii) that there exists no
non-constant hyperharmonic polynomial on RN when N is odd. Our next theorem shows
that a more general fact is true.
Theorem 3.2. Let u ∈ h(B2n+1). If∫
S2n
R2nu(rξ)φ(ξ) dσ(ξ) = o
(
log
1
1 − r
)
, r → 1, (3.2)
for every φ ∈ C∞(S2n), then u is constant.
Here, as usual, σ denotes the normalized rotation invariant measure on S2n.
Proof. From (3.1) and the orthogonality in L2(S2n, dσ) of the sequence fk(y) we get
Fk(r)r
k
∫
S2n
fk(y)
2 dσ(y) =
∫
S2n
u(ry)fk(y) dσ(y), (3.3)
where we write Fk(r) = Fk(ry), y ∈ S2n.
It is well known that
F (j)
(
k,1 − 2n+ 1
2
, k + 2n+ 1
2
; r2
)
, k  1,
is bounded for j = 0,1,2, . . . ,2n− 1, and
F (2n)
(
k,1 − 2n+ 1
2
, k + 2n+ 1
2
; r2
)
∼ C log 1
1 − r , r → 1.
If k  1, we find from (3.2) and (3.3) that(
r
d
dr
)(2n)(
Fk(r)r
k
∫
S2n
fk(y)
2 dσ(y)
)
=
∫
S2n
R2nu(ry)fk(y) dσ(y)= o
(
log
1
1 − r
)
.
Hence, fk = 0, for k = 1,2, . . . , i.e., u = const. 
In particular, the following is true.
Corollary 3.3. If u ∈ h(B2n+1) ∩C2n(B2n+1), then u is constant.
We say that a function u defined on BN has a distribution value on SN−1 if
lim
r→1
∫
N−1
u(ry)φ(y) dσ(y)S
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Recall that the tangential derivatives of u ∈ C1(BN) are defined by
Ti,j u(x) = xi ∂u
∂xj
(x)− xj ∂u
∂xi
(x), 1 i, j N.
The following result is closely related to Theorem 3.2.
Theorem 3.4. If u is a hyperharmonic function on BN having a distribution boundary
value and X = RkY, with Y tangential, then Xu has a distribution value when k N − 2.
If k = N − 1, then∫
SN−1
RN−1Yu(ry)φ(y) dσ(y)= O
(
log
1
1 − r
)
for each φ ∈ C∞(SN−1).
Proof. By direct calculation, since (1 − |x|2)∆u + (2N − 4)Ru = 0, we have
(N − 2)(1 + |x|2)Ru + (1 − |x|2)R2u = (|x|2 − 1)∑
i<j
T 2i,j u. (3.4)
Apply Rk−1 to both terms, noticing that R(|x|2) = 2|x|2. One gets
(N − 2)(1 + |x|2)Rku + (N − 2) k−1∑
j=1
(
k − 1
j
)
2j |x|2Rk−j u + (1 − |x|2)Rk+1u
− 2(k − 1)|x|2Rku −
k−1∑
j=2
(
k − 1
j
)
2j |x|2Rk−1−ju
=
k−1∑
j=0
(
k − 1
j
)
Rj
(|x|2 − 1)Rk−1−j(∑
i<j
T 2i,j u
)
. (3.5)
We proceed by induction on k. Fix a test function φ ∈ C∞(SN−1) and let
ϕ(r) =
∫
SN−1
RkYu(rξ)φ(ξ) dσ(ξ), 0 < r < 1.
Applying Y to formula (3.5) and using the fact that R and Y commute, we find that the
induction hypothesis implies that the function
g(r) = 2(N − k − 1)ϕ(r)+ (1 − r2)(Rϕ(r) + (2k − N)ϕ(r))
has a limit L as r → 1. Solving the differential equation yields
ϕ(r) = (1 − r
2)N−k−1
rN−2
r∫
g(t)tN−3(1 − t2)k−N dt.0
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then ϕ(r) has a logarithmic growth. 
For an analogous result forM-harmonic functions on the unit ball BN in CN see [5].
4. The Dirichlet problem for hyperharmonic functions
Let φ ∈ C(SN−1). In this section we look in detail at the solvability of the Dirichlet
problem: ∆hu = 0 in BN and u = φ on SN−1. More precisely we prove the following
theorem.
Theorem 4.1. Let φ = ∑∞k=0 φk be the spherical harmonic expansion of φ ∈ C(SN−1).
Then the Dirichlet problem has a unique solution. It is given by
u(x) =
∫
SN−1
Ph(x, η)φ(η) dσ(η), (4.1)
where
Ph(x, η) =
(
1 − |x|2
|x − η|2
)N−1
, x ∈ BN, η ∈ SN−1,
or, alternatively, by
u(x) = u(ry) =
∞∑
k=0
Fk(r)
Fk(1)
rkφk(y), 0 r < 1, y ∈ SN−1. (4.2)
Proof. For the statement (4.1) see [2]. Let u be a solution of the Dirichlet problem. By
Theorem 3.1,
u(x) = u(ry) =
∞∑
k=0
F(k,1 − N/2, k + N/2; r2)rkfk(y).
The proof of Theorem 3.1 given in [7] shows that
Fk(r)r
kfk(y) =
∫
SN−1
u(rη)Zk(y, η) dσ(η), k  0.
Here, Zk are the zonal harmonics (see [4]). Letting r → 1 we see that Fk(1)fk(y) = φk(y).
This gives (4.2). 
We note that the uniqueness of the solution for the Dirichlet problem shows that for
Ph(x, η) we have
Ph(x, η) =
∞∑
k=0
Fk(r)
Fk(1)
rkZk(y, η), x = ry, y ∈ SN−1, η ∈ SN−1.
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A function u ∈ h(BN) is said to belong to the Hardy space hp(BN), 0 < p < ∞, if
Mαu ∈ Lp(SN−1), for some (any) α > 1. Here, as usual Mαu denotes the non-tangential
maximal function defined on SN−1 by
Mαu(ξ) = sup
{∣∣u(x)∣∣: x ∈ Γα(ξ)},
where Γα(ξ) denotes the non-tangential approach region
Γα(ξ) =
{
x ∈ BN : |x − ξ | < α(1 − |x|)}, α > 1.
A function u on BN is said to have an admissible limit L at ξ ∈ SN−1 if limΓα	x→ξ = L.
In this section we show that any function in hp(BN) has a distribution value on SN−1.
Proposition 5.1. Let u ∈ h(BN). Then
(i) u = Ph[f ] for some f ∈ Lp(SN−1), 1 < p < ∞, if and only if
sup
0<r<1
∫
SN−1
∣∣u(rξ)∣∣p dσ(ξ) < ∞. (5.1)
In this case, u has admissible limit f a.e. and u ∈ hp(BN).
(ii) u = Ph[µ] for some measure µ if and only if
sup
0<r<1
∫
SN−1
∣∣u(rξ)∣∣dσ(ξ) < ∞. (5.2)
In this case, u has admissible limit dµ/dσ a.e. Moreover, if u ∈ h1(BN), then dµ is
absolutely continuous.
Proof. If u = Ph[f ], obviously, by Hölder’s inequality∣∣u(x)∣∣p  ∫
SN−1
Ph(x, ξ)
∣∣f (ξ)∣∣p dσ(ξ).
Then (5.1) follows from Theorem 4.1.
Conversely, the fact the Lp-norms are uniformly bounded give the existence of ϕ ∈
Lp(SN−1) and a sequence rn → 1 such that u(rnξ) → ϕ(ξ) as n → ∞ weakly in
Lp(SN−1). In particular, for each x ∈ BN fixed, by Theorems 3.1 and 4.1,
Ph[ϕ](x) = lim
n→∞
∫
SN−1
Ph(x, ξ)u(rnξ) dσ(ξ)
= lim
n→∞
∞∑
Fk(rn)r
k
n
Fk(|x|)
Fk(1)
fk(x) = u(x).
k=0
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is dominated by the Hardy–Littlewood maximal function of f . This implies that Mαu ∈
Lp(SN−1), and the existence of admissible limits is proved in the standard way.
The first part of (ii) is proved similarly. If u ∈ h1(BN), then the convergence of ur , de-
fined by ur(ξ) = u(rξ), ξ ∈ SN−1, is dominated, and hence its weak limit dµ is absolutely
continuous. 
Now we will show that when p < 1, and u ∈ hp(BN), then u has a distribution value
on SN−1. We will need the technical Lemma 10 from [1].
Lemma 5.2 [1]. Let F ∈ C2([1/2,1]) and h ∈ C1([1/2,1]) satisfying h(1) > −1. Suppose
that
(1 − x)F ′′(x) + h(x)F ′(x) = O((1 − x)−A) as x → 1.
Then:
(i) If A > 1, F(x) = O((1 − x)−A+1).
(ii) If 0 < A < 1, then there exists limx→1 F(x).
Theorem 5.3. Let u ∈ h(BN). Assume that for some p < 1,
sup
0<r<1
∫
SN−1
∣∣u(rξ)∣∣p dσ(ξ) < ∞.
Then there exists a distribution φ satisfying:
(i) limr→1 u(rξ) = φ(ξ) in the sense of distributions.
(ii) u = Ph[φ].
Proof. Suppose ϕ ∈ C∞(SN−1). Define
F(r) =
∫
SN−1
u(rξ)ϕ(ξ) dσ(ξ).
Formula (3.4) gives
(1 − r2)
(
r
d
dr
)2
F(r) + (N − 2)(1 + r2)
(
r
d
dr
)
F(r) =
∫
SN−1
Xu(rξ)ϕ(ξ) dσ(ξ),
where X = (r2 − 1)∑i<j T 2i,j is a tangential derivative. Thus, writing ψ = Xϕ ∈
C∞(SN−1) with X the adjoint operator we have
(1 − r2)F ′′(r) + 1 − r
2 + (N − 2)(1 + r2)
r
F ′(r) =
∫
N−1
u(rξ)r−2ψ(ξ) dσ(ξ).
S
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L = (1 − r2) d
2
dr2
+ 1 − r
2 + (N − 2)(1 + r2)
r
d
dr
we deduce that for each k = 1,2, . . . there exists φk ∈ C∞(SN−1) such that
(LkF )(r) =
∫
SN−1
u(rξ)φk(ξ) dσ(ξ).
Since sup0<r<1
∫
SN−1 |u(rξ)|p dσ(ξ) < ∞, we have∣∣u(x)∣∣ C
(1 − |x|)(N−1)/p ,
and consequently LkF(r) = O((1 − r)−(N−1)/p). Applying Lemma 5.2 we find that
Lk−1F(r) = O((1 − r)−(N−1)/p+1).
Iterating the process we deduce that limr→1 F(r) exists.
Part (ii) follows similarly. 
The proof of Theorem 5.3 shows that a hyperharmonic function u in BN has a distri-
bution value if and only if u(x) = O((1 − |x|)A), A ∈ R. Consequently, as a corollary of
Theorems 3.2, 3.4 and 5.3, we have that if u ∈ hp(B2n+1) (more generally, if u is hyperhar-
monic in B2n+1 and u(x) = O((1 − |x|)A)) and u = const, then ∫
S2n R
2nu(rξ)ϕ(ξ) dσ(ξ)
is O(log(1/(1 − r))) but is not o(log(1/(1 − r))) for every ϕ ∈ C∞(S2n).
Remark. We note that the results in Sections 4 and 5 are analogous to results on for clas-
sical harmonic functions. The Poisson kernel
P(x,η) = 1 − |x|
2
|x − η|N , x ∈ B
N, η ∈ Sn−1,
solves the Dirichlet problem for the ordinary Laplacian ∆; it extends distributions on SN−1
to classical harmonic functions on BN in the same way as the “hyperharmonic” Poisson
kernel Ph extends distributions on SN−1 to hyperharmonic functions on BN.
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