In this paper, we investigate the asymptotic behavior of the generalized solution to the compressible Navier Stokes equations which describes a thermal explosion in a viscous reactive perfect gas confined between two infinite parallel plates in combustion theory.
INTRODUCTION
In this paper we are interested in the asymptotic behavior of the solution to compressible Navier Stokes equations, which arises in the study of a thermal explosion and describes the dynamic combustion for a viscous reactive perfect gas confined between two infinite parallel plates. The balance laws of mass, momentum, and energy, coupled with a species equation for one-dimensional case (in Lagrangian form) are
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Here, \, v, %, z, f are the density, velocity, the absolute temperature, the mass fraction of the unburned fuel, the function of intensity of chemical reaction, respectively. All the above quantities are assumed to vary spatially only in the direction perpendicular to the plates. * 1 , * 2 , * 3 , $ are positive constants which stand for the viscosity, conductivity, the species diffusion coefficient, and the so-called Frank Kamenetskii parameter, respectively. In the equation k=RM, R is the Boltzmann constant and M is the molecular weight. We denote \ &1 , k\% by u, p which are called the specific volume, pressure, respectively.
The function f describes the intensity of the chemical reaction, typically one has f ( \, %, z)==k\ m&1 z m exp 5) which is called the Arrhenius rate law for chemical reaction. Here, = &1 , m are positive constants and denote the activation energy and the overall sum of the individual reaction orders for the fuel and oxidizer, respectively. The physically interested case is that m 1. However, we can also obtain the asymptotic result for the case m<1, as a by-product from the pointview of mathematics.
The above mentioned system (1.1) (1.5) was essentially proposed by J. Poland and D. Kassoy in [20] (For the general theory of combustion, we refer to an excellent monograph by F. Williams [26] .) In that paper, the induction period of the gas dynamical process was studied using high activation energy asymptotics and a matching of acoustic and conduction time scales. The detailed development of the density, velocity, absolute temperature, and fuel mass fraction fields during the induction period is separated into three phases. During the first phase, occurring on the acoustic time scale of the vessel, conduction-dominated boundary layers generate an acoustic field in a nondissipative interior core region. The second phase, occurring on the conduction time scale of the vessel, is characterized by a piontwise competition between reaction-generated heat release, conduction, and compression. In a supercritical system, i.e., the Frank Kamenetskii parameter $>$ crit , the third phase, of extremely limited duration, is dominated by the development of a tiny self-focusing hot spot embedded within a nearly invariant conduction-dominated field filling most of the vessel. The rapid gas expansion in the hot spot is the source of further, more dramatic gas dynamical process.
We consider a typical initial boundary value problem for (1.1) (1.5) in the reference domain Q T =[(x, t): 0<x<1, 0<t<T ],
The physical meaning of the boundary conditions (1.7) are clear, namely, both ends of the rods are clamped, thermally insulated and impermeable. Now let us recall the related results in the literature. When the material is an ideal linear viscous gas with constant viscosity and heat conductivity, e.g.,
the initial boundary value problems for (1.1) (1.3) with $=0 were studied by Kazhikhov [11] , Kazhikhov and Shelukhin [12] , Nagasawa [17] . For the heat conductive real gas the results of [11, 12] were generalized by Kawohl [14] . The global existence and asymptotic behavior for the system (1.1) (1.3) with $=0 have been established only for some constitutive equations and special forms of function * 1 , * 2 and p. For solid-like thermoviscoelastic materials, we refer to Dafermos [5] , Dafermos and Hsiao [6] for global existence and to Hsiao and Luo [9] for large time behavior of solutions. For the thermoviscoelastic system in shape memory alloys, W. Shen, S. Zheng, and P. Zhu [21] or P. Zhu [28] proved the global existence and asymptotic behavior of weak solutions. Furthermore, we refer to the paper, related to this field, by J. Sprekels, S. Zheng, and P. Zhu [23] .
It should be observed that Dafermos and Hsiao [8] were first to consider some initial boundary value problems for the equations obtained from system (1.1) (1.3) when u=const, * 2 = p=0, but the viscosity varies with the temperature. They have studied the problem provided by adiabatic rectilinear shearing flow of an incompressible viscous fluid between two parallel plates.
S. Belov and V. Belov [4] have established the global existence and uniqueness of solution to the initial boundary value problem for a model system (1.1) (1.3) with * i (i=1, 2) depending on %, which can be called the generalization of Burger's equation of a viscous compressible fluid (cf. [10, 24] ) for the heat conductive case. Recently, R. Pan and P. Zhu [19] investigated the asymptotic behavior of the solution.
Kazhikhov and Shelukhin [13] have proved the global existence and uniqueness of solution to the initial boundary value problem of the system for a viscous heat-conductive perfect gas bounded by two infinite parallel plates with thermally insulated boundaries, but not allow heat to be generated by chemical reactions. However, J. Bebernes and A. Bressan [2] or the monograhp by J. Bebernes and D. Eberly [3] investigate the case which permites the generation by chemical reaction, so the system contains the chemical species equation (1.4) . They established the global existence of both weak and classical solutions.
On the other hand, R. Gardner [7] studied the existence of detonation waves for a combustible gas.
In this paper, we continue the work by Bebernes and Bressan [2] and study the asymptotic behavior of the solution. So, we focus our main attention on establishing uniform a priori estimates independent of t.
Throughout this paper, we denote the L 2 -norm by &} &, the universal constant (independent of t) by C and the set of non-negative real numbers [0, ) by R + . The main results are 4 and the compatibility conditions hold. Furthemore, assume that
Then (i) There exists a unique generalized solution (\, v, %, z) to the problem (1.1) (1.6), such that
(ii) Moreover, as t Ä + , the following hold
where \Ä =\Ä (t)= 
Remarks. (i) Obviously, it is easy to see that the similar results hold for the classical solution if the initial data \ 0 , v 0 , % 0 , z 0 is suitably smooth.
(ii) We do not know exactly the decay rates on &z( }, t)& L which are similar to (1.14) (1.15).
(iii) The main difficulty in the proof of the main theorem lies in the nonlinearity caused by the unknown function \. The fact that f, z 0, C &1 \, % C is very important in our proof. The estimates on the upper and lower bounds of \ play a crucial role. K The remainder of this paper is organized as follows. In Section 2 we derive the uniform a priori estimates on the solution. In Section 3 we investigate the asymptotic behavior of the solution.
UNIFORM A PRIORI ESTIMATES
Suppose that the conditions in Theorem 1.1 are satisfied. Moreover, we may assume that for any T >0,
since they can be confirmed in the proof of global existence by Bebernes and Bressan (cf. [2] ). We intend, in this section, to derive the uniform a priori estimates and divide this section into several steps each of which is stated as a lemma.
Lemma 2.1. For any given T >0, the following hold for any t # [0, T ],
which is called total energy density. Then, using the boundary conditions and the equations, we arrive at
whence (2.4) follows. Integrating Eq. (1.1), (1.4) over Q t and applying (2.4) we get (2.2) and (2.3).
As for (2.5), we recall (2.1) and (1.5), and find f 0. Multiplying Eq. (1.4) by z 2p&1 , integrating the result over Q t , and using the boundary conditions, we obtain
This gives (2.5). K Lemma 2.2. For any T>0, the following holds for any t # [0, T ],
Proof. Multiplying (1.3) by % &1 and integrating the result with respect to x, t over Q t , we find
Since log x x&1, \x>0, combining this with (2.4) and (2.2) we find that the right-hand side of (2.11) is finite and (2.10) follows. K
The following lemma plays an important role in our proof. Without loss of generality, we assume that
Lemma 2.3. There exist two positive constants C 1 , C 2 such that
Proof. From the papers by Kazhikhov [11] , Kazhikhov and Shelukhin [13] , and Eqs. (1.1), (1.2) , we can express u as follows.
(1) We claim that
where
In fact, we deduce from Eqs.
Taking the antilogs, we conclude from (2.15) that
Multiplying (2.16) by k%Â* 1 we find
Integrating (2.18) with respect to t one has
Inserting this into (2.16) yields
In what follows, we intend to replace the local values of the unknown functions at the point (1, t) by the non-local values, i.e., to express u in terms of integral with respect to x, t. To this end, we multiply (1.2) by x 0 u dy, integrate with respect to x and recall (2.2) to get
which, by virtue of the assumption
Here,
Integrating (2.22) with respect to t, we have
It is easy to show that 25) which combined with (2.24) yields (2.13).
(2) For any t 0, there exists x 1 (t) # [0, 1], such that (for the proof, cf., e.g., [2] )
Here, u(x, t), m % (t)= min
%(x, t); (2.31)
It is easy to see that
We infer from (2.4) that
Hence,
That is
On the other hand, we have for any x 1 (t) # [0, 1] which appears in (2.26) that
Therefore,
Similarly, we obtain
Inserting (2.39) into (2.36) yields
Recalling (2.10) and using the Gronwall inequality, we obtain
Furthemore, concerning the lower bound of u, we have
Combining this with (2.40), one has
From mathematical analysis, we can get easily
It follows from (2.44) and (2.45) that there exists a positive constant L 0 , such that if t>L 0 , then
(2.46)
It remains to investigate the lower bound of u when t L 0 . We can get the lower bound by making use of the result, i.e., Theorem 1 in Section 3, of Bebernes and Bressan in [2] . However, it can also be proved directly. To this end, invoking (2.26), (2.2), and (2.4), we get
By Gronwall's inequality, we arrive at
Combining this with (2.46) yields
Thus the proof of the lemma is complete. K
From the above lemmas we infer that
Corollary. For any T>0, the following hold for any t # [0, T ],
Proof. (i) The inequality (2.51) follows from (2.10) and (2.12).
(ii) Since
Combining this with (2.3), (2.5), (2.12), and (1.5) we have 
58)
which is also an energy density. From (1.2) and (1.3) we conclude that
Multiplying (2.60) by w, integrating the result over Q t , and using the boundary conditions, we get
We estimate now the right-hand side of (2.61) term by term,
On the other hand, we have
Combination of (2.61) (2.66) yields
From (2.67) and (2.68) it follows that 
Proof. We multiply (1.2) by v and integrate the result with respect to x over (0, 1) to get
where % is the same as that in Theorem 1.1. We handle the troublesome term % 1 0 \v x dx as follows. Invoking (2.4), we know that
Hence, combining (2.74) with (2.72) yields
By taking == 1 2 , we arrive at (2.71). K We are now in a position to estimate the upper bounds of the norms on the higher order derivatives of v. Lemma 2.6. For any T>0, the following hold for any t # [0, T ],
77)
Proof. It is easy to show that (2.76) follows from (2.77) and (2.78).
Step 1. We prove first (2.78). Equation (1.2) can be rewritten as
Multiplying (2.79) by &u x Âu and integrating the result with respect to x over (0, 1), we find
The right hand side of (2.80) can be handled as
Furthermore, we have Invoking (2.12), we can obtain
In what follows, we want to remove the weight function % in (2.86). Clearly, for any t 0, there exists
Whence,
The proof of (2.78) is complete.
Step 2. We are now going to prove (2.77). Multiplying Eq. (1.2) by (* 1 \v x &k%) x , integrating the resulting equation with respect to x over (0, 1), one has
On the other hand, using Eq. (1.3) we have
and
Here, \(* 1 v x &k%)= 1 0 \(* 1 v x &k%) dx. Then we can infer from (2.90) (2.95) and the Gronwall inequality that (2.77) holds. K
We are now able to derive the upper bounds of the norms on %.
Lemma 2.7. For any T>0, the following holds for any t # [0, T ],
Proof. We multiply Eq. (1.3) by % xx and integrate it with respect to x over (0, 1) to get
and 
Proof. Multiplying Eq. (1.4) by z xx and integrating the result with respect to x over (0, 1), we get
Moreover, we have
Combining (2.101) and (2.102) and using the Gronwall inequality and (2.78) yield (2.100). K
ASYMPTOTIC BEHAVIOR
In this section we are going to consider the asymptotic behavior of the generalized solutions. From the above lemmas, we obtain immediately the following estimates which make us possible to investigate the asymptotic behavior of solutions.
Lemma 3.1. The following estimates hold,
Proof. (i) Invoking (2.80), we have
that is, (3.1).
(ii) Concerning the inequality on v, we may handle it in another way, 6) which is (3.2).
(iii) The proofs of (3.4) and (3.3) are similar to (ii). K After these preparations, we now proceed to investigate the asymptotic behavior of the solution. we have Lemma 3.2. As time t Ä , the following hold,
where % =% (t)=
Then from (2.100), (2.78), (2.71), and (2.59) it follows that
Furthermore, we can deduce from (3.1) (3.4) that
Combining (3.19) with (3.18) yields
Finally, using the second Poincare inequality, we assert that (3.7) (3.10) are valid.
To prove (3.11), we recall (3.9). Then
Invoking (2.30) and combining (3.21), we conclude that there exists a positive constant T, such that for any t>T, m % (t) C>0. In what follows, we want to prove (3.12) (3.13). To this end, we integerate (1.4) with respect to x over (0, 1) to get We are now in a position to show that (3.15) and (3.16 To obtain the decay rate of zÄ (t) from (3.39), we apply the following form Gronwall's lemma (due to J. M. Ghidaglia, see, e.g., [25] ) Lemma 3. 
