This paper deals with broadcasting in a network with t-locally bounded Byzantine faults. One of the simplest broadcasting algorithms under Byzantine failures is referred to as a certified propagation algorithm (CPA), which is the only algorithm we know that does not use any global knowledge of the network topology. Hence, it is worth focusing on a graph-theoretic parameter such that CPA will work correctly. Using the theory of maximum adjacency (MA) ordering, a new graph-theoretic parameter for CPA is proposed.
Introduction
In bidirectional communication network, it is important to analyze the parameters of the network for which a communication algorithm works correctly despite a limited number of failures and with no knowledge of their locations. Of all possible types of faults, Byzantine faults model the worst-case fault scenario. Byzantine failures demonstrate damaging behavior: they stop messages from being transmitted, and they transmit by false messages maliciously. We assume that Byzantine failures are restricted by the content of messages but they cannot affect schedules. Since Byzantine failures represent worst-case faults, some algorithms working correctly in networks with Byzantine failures can be safely used under any assumptions involving faults. Moreover, there are several other fault models depending on the number and location of faults. One of these models is t-locally bounded, in which at most t permanent malicious failures are permitted in the neighborhood of each vertex.
In this paper, we deal with broadcasting in a network with t-locally bounded Byzantine faults. Broadcasting is one of the most important procedures in communications. It involves the task of transmitting a message that has originated at one processor, called a source, to all other processors in the network. Fault-tolerant broadcasting has been extensively studied (e.g. Pelc [3] ). Koo [1] investigated broadcasting in special networks under our fault model, and devised a simple broadcasting algorithm that is referred to as a Certified Propagation Algorithm (CPA). Pelc-Peleg [4] established a graph-theoretic parameter such that the CPA works correctly under our fault model in any network. They also found a graph-theoretic parameter such that no broadcast algorithm can work under our fault model. So far, CPA is the only broadcast algorithm we know that works under t-locally bounded Byzantine faults that does not use any global knowledge of the network topology. Hence, it is worth focusing on a graph-theoretic parameter such that CPA will work correctly.
Broadcast algorithm
We represent a communication network as a connected undirected graph G = (V, E), where each vertex v ∈ V corresponds to a processor and each edge e ∈ E corresponds to a communication line between processors. For v ∈ V , let Γ(v) be the neighborhood
Let us consider a broadcast algorithm from an arbitrary source vertex under any t-local set of Byzantine faults. Two requirements of broadcast algorithms are that they never cause a vertex to accept an incorrect message from a given source and that they deliver the message to all the vertices. The assumption behind broadcast algorithms is that the source is fault-free and that all vertices know which vertex is the source. We call a broadcast algorithm tlocally fault-tolerant if it works correctly from an arbitrary source under any t-local set of Byzantine faults.
The simplest t-locally fault-tolerant broadcast algorithm is CPA devised by Koo [1] . The following gives a precise formulation of CPA for a t-local set of faults.
Step 0 A given source s sends a message to all its neighbors Γ(s) \ {s}.
Step 1 Each vertex in Γ(s) \ {s} accepts the message received from source s, and sends it to all its neighbors.
Step 2 If there is a vertex v ∈ V \ Γ(s) which has not accepted any message yet and it receives t + 1 same messages from distinct neighbors, v accepts the message and sends it to all its neighbors.
Step 3 If all the vertices accept the message, then stop. Otherwise, go to Step 2.
Pelc-Peleg [4] found a graph-theoretic parameter such that CPA works correctly. For a graph G and for any s,
Lemma 1 ([4]Lemma 2.1) For a graph G, CPA is t-locally fault-tolerant if t < X(G)/2.
Pelc-Peleg [4] also established a different parameter LP C(G) such that, for a graph G and for t ≥ LP C(G), no broadcast algorithm can work under t-locally bounded Byzantine faults. A subset C of vertices is called a t-local pair cut if a subgraph deleting C has at least two connected components and C can be partitioned into two t-local sets. The parameter LP C(G) is defined by the smallest nonnegative integer t such that G has a t-local pair cut.
MA ordering parameter
Using the theory of a maximum adjacency (MA) ordering [2] , we establish a new upper bound on t for which CPA is t-locally fault-tolerant. For any vertex v ∈ V and subset
Theorem 2 For a graph G, CPA is t-locally fault-tolerant if t <X(G)/2.
Proof. For a given source s and any vertex
i and that, at the end of the ith iteration, W s i is a set of vertices that accept the message. Hence, CPA works correctly.
The following property shows that parameterX(G) is more efficient than X(G) for the upper bound on t for which CPA is t-locally fault-tolerant.
Property 3 For any graph G,X(G) ≥ X(G) holds.
Proof. Note that, for any s ′ and The parameterX(G) also establishes a lower bound on t for which CPA does not work correctly under any t-local set of Byzantine faults. Pelc-Peleg [4] established by LP C(G) a lower bound on t for which there was no tlocally fault-tolerant algorithm. Even thoughX(G) is expected to give a better lower bound for CPA than LP C(G), there exists no relation betweenX(G) and LP C(G).
Example 1 For a positive integer h, graph
G h = (V h , E h ) has vertex set V h = {w 1 , w 2 , . . . , w h }∪ {u 1 , u 2 , . . . , u h } and edge set E h = {(w i , u j ) | 1 ≤ i < j ≤ h} ∪ {(u i , u j ) | 1 ≤ i < j ≤ h} ∪ {(w i , w j ) | 1 ≤ i < j ≤ h}. Obviously, we obtain X(G h ) = X u 1 (w h−1 ) = 1 and X(G h ) = h − 1.
Theorem 4 For any graph G, CPA is not t-locally fault-tolerant if t >X(G).

Proof. Assume that CPA is t-locally fault-tolerant for t >X(G). LetX(G) = δ(W
Example 2 Graph G 1 in Figure 2 shows an example whereX(G) is larger than LP C(G).
We can verifyX(G 1 ) = 2. However, since C 1 ∪ C 2 is a 1-local pair cut for C 1 = {x, x ′ } and C 2 = {y, y ′ } we obtain LP C(G 1 ) = 1. Thus, when there exists one Byzantine faulty vertex, no broadcast algorithm works. Hence, CPA does not work correctly with one faulty Byzantine vertex.
Graph G 2 in Figure 2 shows an example whereX(G) is smaller than LP C(G). We haveX(G 2 ) = 1. Indeed, by using CPA, the inner four vertices cannot accept a message from x when t = 1. Meanwhile,
Since we can verify that there is no 1-local pair cut on G 2 , we obtain LP C(G 2 ) = 2.
From the above example, we can use bothX(G) and LP C(G) to determine whether CPA is t-locally fault-tolerant. However, we can conclude thatX(G) is proper than LP C(G) because we can calculateX(G) efficiently. 
Concluding remarks
The previous section presented new upper and lower bounds on t for which CPA is t-locally fault-tolerant, using the theory of MA ordering. Even though the new upper bound is more efficient than the existing one, there is still a gap between our upper and lower bounds.
Finally, we discuss the possibility of other graph-theoretic parameters. The MA ordering is known to derive algorithmic results attained in the area of graph connectivity, where some other total orderings of vertices are also introduced. One of such orderings is minimum degree (MD) ordering. The MD ordering is an ordering of vertices π = (ṽ 1 ,ṽ 2 , . . . ,ṽ n ) that is obtained by repeating the procedure of choosing a vertex with the minimum degree and removing it from the graph. In order to construct a new graph-theoretic parameter, for source s,
is connected, Z(G) can give an upper bound on t for which CPA is t-locally fault-tolerant. However, this parameter Z(G) does not seem to yield a good parameter.
Property 5 For any graph
where the last inequality comes from the definition of MA ordering. Thus, there exists
which contradicts the choice ofṽ s m . Moreover, the following example shows that Z(G) does not give a lower bound on t for which CPA is t-locally fault-tolerant. For a positive integer t, graph G t = (V t , E t ) has vertex set V t = {s} ∪ {w 1 , . . . , w 2t+1 } ∪ {u 1 , . . . , u 2t+1 } ∪ {v 1 , . . . , w 4t+2 } and edge set , u 2 , . . . , u 2t+1 , v 4t+2 , v 4t−1 , . . . , v 2 , v 1 ) . Hence, we obtain Z(G t ) = 1. 
