Abstract. Methods are presented and analyzed for approximating the conformal map from the interior (exterior) of the disk to the interior (exterior) of a smooth, simple closed curve and from an annulus to a bounded, doubly connected region with smooth boundaries. The methods are Newton-like methods for computing the boundary correspondences and conformal moduli similar to Fornberg's method for the interior of the disk. We show that the linear systems are discretizations of the identity plus a compact operator and, hence, that the conjugate gradient method converges superlinearly. [DEP], and multiply connected circle domains (work in progress). These methods are based on finding analyticity conditions for the computational domains and provide, we believe, an interesting class of problems for conjugate gradient-like methods. In section 2 of this paper, we define certain useful linear operators. In section 3, we state the analyticity conditions
for the interior of the disk, the exterior of the disk, and the annulus. In section 4, we derive a slightly modified version of Fornberg's method for the interior of the disk [Fo1] . We review the analysis of the method given in [Weg2] and [Wid] and give a more thorough discussion of the eigenvalue structure of the discrete equations. In sections 5 and 6, we discuss the exterior disk and annulus maps, respectively.
Linear operators.
We have need of several operators occurring in Fourier analysis; see, e.g., [Weg2] . We take the domain of these operators to be the set of 2π-periodic functions h in L 2 . Let
Then the conjugation operator, K, is given by
Jh(θ) = 1 2π 2π 0 h(θ)dθ = a 0 ,
We will also make use of the discretizations of the operators above using N -point trigonometric interpolation. If 3. Analyticity conditions. We will use the following conditions; see, e.g., [He, sec. 14.3.I] .
THEOREM. A function f ∈ Lip(C ) on the boundary C of the unit disk extends to an analytic function in the interior of the disk with f (0) = 0 if and only if
(1) P − f (e iθ ) = 0.
THEOREM. A function f ∈ Lip(C ) on the boundary C of the unit disk extends to an analytic function in the exterior of the disk with f (∞) finite if and only if (2)
P + f (e iθ ) = 0.
THEOREM. Consider an annulus ρ < |z| < 1 with boundaries C = C 1 − C 2 where C 1 : e iθ , C 2 : ρe iθ , 0 < ρ < 1. Then f ∈ Lip(C ) extends analytically to the annulus if and only if
we have
Fornberg's method for simply connected regions interior to a Jordan curve.
Here we rederive the Newton-like method [Fo1] for the interior of the disk. We recall the analysis of [Weg2] , [Wid] and give a more complete discussion of the eigenvalue structure of the inner linear systems.
We wish to find the conformal map f from the interior of the unit disk to the interior of a smooth Jordan curve Γ : γ(S) parametrized by, for instance, arclength S with f (0) = 0 and f (0) > 0 or f(1) fixed. In this case, f extends smoothly to the boundary and f (e iθ ) = γ(S(θ)). The numerical problem is to approximate the boundary correspondence S(θ). This will yield an approximation to the Taylor series
Newton-like methods can be used for determining S(θ). At the kth Newton step a correction U (k) (θ) real to S (k) (θ) is computed from the condition that the linearization
where
, extends analytically to the interior of the unit disk with f (0) = 0. From the analyticity conditions in section 3, we have
This implies (with
Using U real gives
For γ sufficiently smooth R in is a symmetric, compact operator on L 2 ; see [Weg2, sec. 4] , [Wid] . With E = diag j (e iβ(θj ) ), j = 0, 1, . . . , N − 1, discretization with N -point trigonometric interpolation gives
The matrix
is symmetric, positive (semi)definite with eigenvalues well grouped around 1, as we will show below, and thus the conjugate gradient method converges superlinearly. The FFT is used to perform the matrix-vector multiplications in O(N log N ). The Newton update is given by S (k+1) = S (k) + U (k) and we set U 0 = 0 to fix a boundary point as in [Fo1] . Equation (9) is a slight reformulation of [Fo1] . In [DEP] , we report computations which use the conjugate gradient method to solve (9).
The eigenvalue structure of the matrix R N can be understood in terms of that of R in . Some results on this have been given in [Weg2] and [Wid] . Here we give a more complete discussion. In [Weg2, sect. 5 ] (see also [Weg4, sect. 6 .1]) it is shown that the matrix R N = (r lk ) has a checkerboard structure,
where β k := β(θ k ), so that the block structure
can be given, where P is the permutation matrix such that
and U o , U e are the odd and even indexed components of U , respectively. It is well known that if λ is an eigenvalue of R N , i.e., λ ∈ σ(R N ), then −λ ∈ σ(R N ), and
We want to relate σ(R N ) to the spectrum σ(R in ) of R in which has been dealt with in [Weg2] . It was shown there that −1 is a simple eigenvalue of R in , |λ| < 1 for the other eigenvalues, and for 0 < |λ| < 1, −λ is also an eigenvalue. In order to state our theorem we need to establish some notation. We want to apply the theory of collectively compact operators from Anselone [An] and Atkinson [At] to accomplish our goal. This requires some analysis since the approximation of R in obtained by trigonometric interpolation is not an approximation by the Nyström method, so that the results of [An] and [At] do not apply directly. In our problem the relevant Nyström operator is given by
that is, by approximation by the trapezoidal rule with n = N/2. It follows from [An, Prop 2.2, p. 19] that {R (n) } is a collectively compact approximation to the compact operator R in , and from [An, Theorem 4.8, p. 65] 
. Using this notation we have the matrix R 1 = ( 2π n R(θ 2i−1 , θ 2j )), and in order to apply the above theory we need to relate σ(R 1 ) and σ(R 2 ) for n large. After doing this we will be able to prove the following theorem.
If β is sufficiently smooth, R will be differentiable. Then by the mean value theorem, we can write
where c ij is bounded, and R 1 = R 2 + δR, δR ij = c ij /n 2 . Since R 2 is real and symmetric there is an orthogonal matrix Q diagonalizing R 2 and the Bauer-Fike theorem [GVL, p. 342] 
Since, by [GVL, p. 57] ,
Using similar ideas we can show that σ(R
2 ), and, most usefully,
. These facts are needed in our discussion of convergence of the conjugate gradient method below. Now we will discuss the implementation of the condition U 0 = 0, which yields the normalization condition f (1) = γ(0), and the effects of the normalization conditions on the eigenvalue distribution of I N + R N . The eigenvalues are computed with the NAGLIB routine F02AAF. The matrix-vector multiplications in the conjugate gradient routine are performed with the radix-2 complex FFT routine from [DB, p. 416] .
From above, we see thatâ
where C = (I 1 I 2 )F E and I 1 and I 2 are as the n × n matrices diag(1,0,. . . ,0) and diag(0,1,. . . ,1), respectively. Let q T = (1, 0, . . . , 0). Then the condition U 0 = 0 is given by q T U = δ where δ = 0. Now let
Equation (13) and the normalization then give
a system of N/2 complex equations, and one real equation for the N real unknowns, U . A calculation shows that
Since U is real, the normal equations give the N × N real system
This system contains the normalization condition U (0) = 0 and should have full rank.
(We note that the standard alternative normalization condition for f, f (0) > 0, which implies Im a 1 = 0 could also be expressed in the form q T U = δ for suitable q T and δ, but we have not used this in our computations.) We can now make some observations on the eigenvalues of
T could be replaced byT for any > 0. ThenT q = q, and so is an eigenvalue and q an eigenvector ofT . Also, 0 is an eigenvalue ofT of multiplicity N − 1. Since I N + R N andT are symmetric, we have from, e.g., [GVL, Cor. 8.1.3, p. 411] , that
where λ k (A) is the kth smallest eigenvalue of A. These relations have indeed been observed computationally. We also observe that the eigenvalues interlace according to [GVL, Cor. 8.1.5, or [Lu, p. 276] , so that
As an example, first let us consider the case where Ω is the unit disk. Let R 1 be as above. Then
(This is incorrectly given in [Fo1, p. 392] and [Wid, p. 13] as −1/N .) With r = (1, 1, . . . , 1) T , we have R 1 r = −r and rank(R 1 )= 1. Therefore the eigenvalues of R 1 are −1 and 0 with multiplicity n − 1. From equation (11), we see that the eigenvalues of I N + R N are 0, 1, and 2 with multiplicities 1, N − 2, and 1, respectively. Table 1 lists some sample eigenvalue calculations with and without the normalization term.
Another example given in Table 1 is the case where Ω is an ellipse of minor to major axis ratio α = .8. With N = 32, 2 and 0 are eigenvalues of I N + R N , and the other eigenvalues occur in pairs of multiplicity 2 of the form λ = 1 ± r, clustering around 1, as expected from
T is added to I N +R N , we find that the eigenvalues λ 1 = 0 and λ N are perturbed by O(1/N ) and the pairs are split with the lower values remaining fixed and the upper values increasing slightly as seen in the table. The conjugate gradient method required about seven or fewer iterations to reduce the residuals to less than 10 −15 . For α = .8 there are seven eigenvalues with |λ k − 1| ≥ .1, so this gives a good indication of the rate of convergence.
As α for the ellipse decreases, the upper and lower eigenvalues smear out toward 0 and 2, as seen in Table 1 for α = .4, but the spectrum remains well grouped around 1. There is a corresponding slight increase in the number of conjugate gradient iterations. For instance, for α = .4 there are 10 eigenvalues with |λ k − 1| ≥ .1, and roughly 10 conjugate gradient iterations are taken at each Newton step. The conjugate gradient method generally finds U accurately in several iterations with only slight dependence on the geometry of the region. More detailed estimates of the superlinear convergence could be obtained from estimates of the decay rates of the eigenvalues of the compact operators, such as [Weg2, Theorem 4] , and standard estimates of the convergence of the conjugate gradient method in terms of eigenvalues; see, e.g., [SW] . For instance, for an ellipse we would expect to find r-superlinear convergence with the residuals at the kth step of the form O(r k 2 ) for some 0 < r < 1 and r ↑ 1 as α ↓ 0. Similar results should hold for other elongated or thin regions where some "thinness" parameter α approaches 0 (see [De] for several explicit examples). We will not pursue this further here, except to say that the conformal mapping problem itself becomes highly ill conditioned due to the crowding phenomenon for small α, requiring very large values of N to achieve even a small amount of accuracy. For instance, an ellipse with α = .2 is a very difficult region for a Fourier series map, independently of the method used, so that the question of the convergence rates of the conjugate gradient method is a somewhat moot point in this case. As we will see below, the situation for the annulus is slightly more complicated. Addition of the normalization termT , > 0, is generally necessary. For instance, the method converged for ellipses of α = .8 and .6 with = 0, but did not converge for α = .4, = 0. With = .5 the method converged in all these cases. Other > 0 also are suitable and do not affect the convergence rates as standard estimates for the conjugate gradient method indicate; see, e.g., [Lu, Chap. 8] or [Ax, sect. 4.1] .
We note that our eigenvalue study is similar to that of Fornberg [Fo1] . Fornberg's n × n matrix G = I − R 1 R T 1 , and he imposes the normalization by fixing U 0 = 0 and using the conjugate gradient method on an (n − 1) × (n − 1) principal submatrixĜ of G. The eigenvalues ofĜ then interlace those of G according to [GVL, Cor. 8.1.4, p. 411] . For more discussion of the eigenvalues and normalization conditions, see [Weg2] and [Weg4] .
5. Fornberg-like method for simply connected regions exterior to a Jordan curve. Here we extend the method [Fo1] for the interior of the disk to the exterior case. The analysis for the interior carries over to the exterior case. Now we wish to find the conformal map f from the exterior of the unit disk to the exterior of a smooth Jordan curve Γ : γ(S) parametrized by, for instance, arclength S with f (∞) = ∞ and f (∞) > 0 or f(1) fixed. In this case, f extends smoothly to the boundary and f (e iθ ) = γ(S(θ)). The numerical problem is again to approximate the boundary correspondence S(θ). This will yield an approximation to the Laurent series
The setup is similar to the interior case. At the kth Newton step a correction U (k) (θ) real to S (k) (θ) is computed from the condition that the linearization
where ξ(θ) = γ(S (k) (θ))e −iθ and β(θ) = arg γ (S (k) (θ)), extends analytically to the exterior of the unit disk with h analytic at ∞. From (2), we have
This implies (with U = U (k) ) that
Using U real gives 
is thus symmetric with eigenvalues well grouped around 1, and the conjugate gradient method converges superlinearly. The FFT is used to perform the matrix-vector multiplications in O(N log N ). The Newton update is the same as the interior case, and we again set U 0 = 0 to fix a boundary point.
Fornberg-like method for bounded, doubly connected regions.
In this section, we generalize [Fo1] to doubly connected regions. Fornberg himself extended his method to the doubly connected case [Fo2] . He solves a system of equations [Fo2, eq. (6) ], which are essentially our analyticity conditions, using a linearly convergent method of successive approximation. Here we show how to linearize these equations to get a quadratically convergent, Newton-like method. We derive a symmetric linear system which is a discretization of the identity plus a compact operator, and so the conjugate gradient method converges superlinearly (with a dependence on ρ as observed below) with O(N log N ) matrix-vector multiplications using the FFT. Our linearization is that used by Luchini and Manzo [LM] ; however, they solve RiemannHilbert problems for the Newton updates. Wegmann [Weg3] also solves RiemannHilbert problems, but uses a slightly different and more expensive linearization.
If the target region Ω is bounded by two smooth Jordan curves Γ 1 : γ 1 (S 1 ) and Γ 2 : γ 2 (S 2 ), we want to find the boundary correspondences S 1 (θ) and S 2 (θ) and the conformal modulus ρ such that f (z) is analytic in the annulus ρ < |z| < 1 and f (e iθ ) = γ 1 (S 1 (θ)) and f (ρe iθ ) = γ 2 (S 2 (θ)). We have programmed a Newton-like method to do this. At each Newton step we want to compute corrections U 1 (θ), U 2 (θ), and δρ to S 1 (θ), S 2 (θ), and ρ. With arclength, [LM] we linearize about S 1 , S 2 as follows:
For the annulus, it is easier to begin with the discrete equations. We discretize the analyticity conditions (3) and apply them to linearizations (27), (28) with N -point trigonometric interpolation to get a discrete approximation to the U j 's at the Fourier points, θ k = 2πk/N, k = 0, 1, . . . , N − 1. Letting a k and b k now denote the N discrete Fourier coefficients and using the N -periodicity a k+N = a k , we have with N = 2n a = (a 0 , a 1 , . . . , a n , a n+1 
b is defined similarly. Next define the N ×N matrices P 1 = diag(1, ρ, . . . , ρ n−1 , 1, . . . , 1) and P 2 = −diag (1, . . . , 1, 1, ρ n−1 , . . . , ρ) . If we set a n = b n as in [Fo2, eq. 6 ], we write the discrete form of our analyticity conditions as
With E j := diag l=0,...,N −1 (e iβj (θ l ) ), j = 1, 2, our discrete linearizations become
Substituting these linearizations into the discrete analyticity conditions gives our linear system for U 1 , U 2 , and δρ,
where C = (P 1 F E 1 P 2 F E 2 ) is a complex N × 2N matrix, w = −P 2 F ζ is a complex N -vector, and
Equation (32) is a system of N complex equations in 2N + 1 real unknowns, U . To satisfy the normalization f (1) = γ 1 (0), we add the equation
T is a 2N + 1-vector. Similarly to (14), we write
and our system now becomes
a system of N complex equations and one real equation for the 2N + 1 real unknowns, U . Using the normal equations and U real, we have
As in the simply connected case, we solve (35) by the conjugate gradient method using FFTs. This system contains the normalization condition U 0 = 0 and should have full rank. However, as we see below, numerically the rank is only 2N. It is easy to see that the matrices (36) and (37) are symmetric, positive semidefinite. The discrete analyticity conditions lead to a matrix (36) below with a zero eigenvalue of multiplicity 2, and fixing a boundary point only gets rid of one zero eigenvalue. We presently see no easy way to fill this gap. Nonetheless, the effect on the numerics appears to be small. The conjugate gradient method reduces the residuals in the inner iterations, and the Newton steps converge to the correct solution for sufficiently large N and for a reasonable initial guess. Now we will analyze (35) more carefully and show that the matrix is a discretization of the identity plus a compact operator as in the disk case. We have the following 2N + 1 × 2N + 1 matrix:
We also note that the 2N × 2N matrix containing the analyticity conditions is given by
Now it is easy to see that A 11 is a (low rank perturbation of) the discretization of
with N -point trigonometric interpolation where
) is the product of bounded operators and a convolution and is, hence, compact. Similarly, A 22 is also the discretization of (39) 2Re(e
, and C 2 = 2Re(e −iβ2 l 2 * (e iβ2 )), and A 12 is the discretization of an operator of the form C 3 + C 4 , where C 3 = −2Re(e −iβ1 l 3 * (e iβ2 )) and
. Therefore (36) is a symmetric low rank perturbation of the discretization of the identity plus a compact operator. The eigenvalues cluster around 1. However, this case is more complicated than the case for the disk. As the examples in Tables 2a and b illustrate, the clustering is tighter as ρ ↓ 0 and the conjugate gradient iterations converge rapidly. As ρ ↑ 1, the eigenvalues spread out more, and more conjugate gradient iterations are required. These effects might be expected from the form of the A i,j matrices. Perhaps for values of ρ near 1, a preconditioner would be useful, but we will not pursue this here. We note that this effect is unrelated to the conditioning of the conformal mapping problem. For instance, the Joukowski ellipse with α 1 = .5 and α 2 = .3 in Figure 1b is well conditioned, but ρ = .786 . . . and the conjugate gradient iterations converge slowly. It is not always necessary, however, to take many conjugate gradient steps in every inner system to get the outer Newton iterations to converge.
The Newton update at the kth Newton step is
The Newton iterations converge quadratically. The method is sensitive to the initial guess like Fornberg's method for the disk. We plan to report more extensive calculations with this method in a future paper. However, we give some examples here.
(i) Annulus. In this case f (z) = z. As a simple test case, we take the target region to be the annulus Ω = {z : 0 < ρ < |z| < 1} and the initial guess for the computational annulus to be {z :
1 (θ) = θ and S
2 (θ) = ρθ, the exact boundary correspondences for the outer and inner boundaries. We find that ρ (k) → ρ quadratically, if ρ (0) and ρ do not differ too much. For instance, with ρ (0) = .1 and ρ = .9, the method failed to converge. Note, in this case,
Continuing, we get
and therefore
clearly displaying the quadratic convergence. (ii) Joukowski ellipses; see Figures 1a and 1b. In this example we use the Joukowski transformation, g(z) = z + 1/z, to produce a region Ω interior to confocal ellipses, Γ 1 and Γ 2 of minor-to-major axis ratios α 1 and α 2 , respectively. We scale the ellipses such that the major axis of the outer ellipse is [−1,1] and the map f is normalized by f (1) = 1. The boundaries are fitted with a periodic, cubic spline parametrized by (chordal) arclength. This provides a good approximation to arclength, and the loss of regularity does not have a serious effect up to the level of the error in the spline fit. (The method can be revised to use arbitrary parametrization S of the boundary.) We use the standard initial guess, such that S the method converges. However, if α 1 = .9 and α 2 = .2 (ρ = .2809757 . . .), then with ρ (0) = .5 and N = 64 the method fails to converge. Such (not extreme) sensitivity to the initial is probably to be expected, since Fornberg's method for the disk [Fo1] exhibits the same sensitivity. It should be possible to deal with this problem in most cases, by continuation from more nearly annular regions or by applying preliminary, explicit, osculation maps [He, 17.2] to make the region more nearly annular, as we remark in example (iv), below.
Next we give some numerical data. Tables 2a and 2b illustrate the dependence of the eigenvalues of the linear operators on ρ, as mentioned above. The number of conjugate gradient iterations needed to reduce the 2-norm of the residuals to a fixed level grew as ρ ↑ 1 and the eigenvalues became less well grouped around 1. As a result, very rapid superlinear convergence rates are only clearly observed for cases such as Table 3 , where ρ = .097 . . . . An example of the discretization error of the map, measured by the max norm of the error at the mesh point, is given in Table  4 . Note that none of our examples are highly ill-conditioned conformal maps. An example of a doubly connected region which exhibits severe ill-conditioning due to crowding would be an elongated ellipse with a small hole in the center. We plan to study more examples in future work.
(iii) Outer ellipse and translated and rotated inner ellipse; see Figure 2 . Here the outer ellipse has a minor-to-major axis ratio of α 1 = .9 and the conformal map fixes f (1) = 1 at the end of the major axis. The inner ellipse has a minor-to-major axis ratio of α 2 = .5 and is shrunk by a factor .5, rotated by an angle π/8, and translated by .1. With N = 128, we find ρ = .401 . . . , S 1 (0) = 0, and S 2 (0) = −.130 . . . . If the rotation is π/5, the method does not converge. If the condition U 0 = 0 is not used the method also fails to converge. Both ellipses are parametrized so that γ 1 (0) and γ 2 (0) are at the right ends of the major axes.
(iv) Spline curve; see Figure 3 . The inner and outer boundaries here were each produced by placing 800 points in the plane and interpolating them with a periodic cu- bic spline parametrized by (chordal) arclength. We believe this to be a useful example, since boundary curves may not generally be given by analytic formulas in practice.
For the simply connected case, Wegmann's original method [Weg1] often failed to converge for such boundaries. However, Fornberg's method [Fo1] and Wegmann's discrete methods [Weg4] and [Weg5] do converge. For doubly connected regions that are not nearly annular, osculation maps [Hoi] , [He] can be applied to map a number of boundary points to nearly annular curves, and those boundary points can be fitted with splines. A good initial guess will then be available for our annulus method. We have used a similar procedure with osculation maps for simply connected regions [Gr] , [He] combined with [Fo1] , [Weg4] , or [Weg5] (specialized to the disk) effectively. However, [Weg4] and [Weg5] do not generally require good initial guesses. [Fo1] and [Fo2] use continuation for regions which are not nearly circular or annular. (The present authors do not know how [LM] and [Weg3] perform in these cases.)
