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1. INTRODUCTION 
The purpose of this paper is to introduce a new abstract framework for the 
study of a new general chance-constrained programming model. The general 
model is introduced in order to coalesce into a unified body other, more 
specialized, chance-constrained models which have appeared in the literature. 
In fact, the new model is sufficiently general that by an appropriate choice of 
functions it is possible to reduce it to any of the specialized models which 
have previously been considered. Examples of how this reduction may be 
effected are given in the next section. 
In Section 3 we introduce as part of our new abstract framework, the 
concepts of an “acceptance region” and a “rejection region” for a chance 
constraint. We then show that a general chance-constrained problem can 
be viewed either as one of finding an optimal set of decision rules or as one of 
finding an optimal set of acceptance regions. By looking at the problem from 
the acceptance region viewpoint, we are then able to establish general results 
concerning not only optimal acceptance regions, but optimal decision rule 
classes as well. 
Having established some properties of the general model, we turn to a 
detailed analysis of more specialized models. Specifically, in Section 4, we 
examine the chance constrained model with one joint chance constraint; 
in Section 5, we consider a model with a conditional expectation objective 
function; and in Section 6 we explicitly solve a two-stage expectation objective 
model with conditional chance-contraints. The aim of these three sections 
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is to show that the acceptance region concept can be used to establish qualitat- 
ive properties of the optimal decision rules, and in special cases, it enables 
us to explicitly compute the optimal decision rules. 
2. NOTATION AND NOMENCLATURE 
Throughout this paper we will use b = (b, ,..., b,) to denote a vector of 
random variables bi , i = 1 .*’ m with a known joint distribution function, 
F(t) = F(t, ,..., tm) = P{b, < ti , i = 1 ,***, 4. 
From its definition F is right continuous. The subset of m space which is the 
range of the random vector b will be denoted Sz. The operators P and E 
will denote respectively probability and expectation integrals; these are to be 
evaluated with respect to the Lebesgue-Stieltjes measure (also denoted by F) 
induced by the function F. The letter iy will denote throughout a given, fixed 
real number such that 0 < (Y < 1. 
For any distribution function G, the oi fractile of G is given by 
G-r(a) = inf{s : G(S) > a}. 
Thus, in general, G-l(G(t)) < t and G(G-l(a)) 3 01, but if G is continuous at 
G-l(a) then G(G-l(a)) = 0~. 
A decision rule (or rule) x(t), where X : Rm + Rn, is a vector function which 
is a member of some prescribed nonempty subclass C of the Lebesgue 
measurable functions. Examples of the class C which we will consider are: 
(a) C,, = {x : x(t) = x0 for all t}, the class of constant or zero-order rules. 
(b) C, = (z : x(t) = Dt + d, where D is m x n, d is m x l}, the class 
of linear rules. 
(4 CM or CPA or CpL, the class of measurable or piecewise analytic or 
piecewise linear rules, respectively. 
(d) C, = {x : xi(t), the i-th component of x, is an arbitrary measurable 
function of tl ,..., ti , some ji , and a constant function of tj for j > ji}, the 
class of k-stage or i-order rules 
Note that if ji = 0 for all i then C, = C, , while if ji = m for all i then 
c,=c,. 
For our purposes, the interpretation of a decision rule is that the x(b) 
represents a decision which will be taken in response to the event b. That is 
the “response” to an “observation” 6 of the random variable b is to be 
2 = x(b). We have thus defined what ought to be called a nonrandomized 
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rule in that x is uniquely determined once b has been observed. Appropriate 
extensions of our results to situations involving randomized decision rules 
should be attainable with little additional effort, and stronger results may be 
possible in such cases. 
Within the above framework we can define a fairly general (nonlinear) 
chance-constrained programming problem as follows: 
Select, if one exists, a decision rule x(b) with x E C which yields a infimum 
to 
subject to 
p&Ax(b), b, 2 O> 2 @!j 3 j = l,..., J (1) 
and 
x(b) E K with probability one (w.p.1). 
In (l), the functions f, gj are assumed to be Bore1 measurable and to be 
such that f : Rn x Rm -+ RI and gj : R” x R” -+ R”j. The set K is assumed 
to be some nonempty subset of Rn. 
We remark that interesting and useful generalizations of (1) can 
be obtained by allowing the f and gj to be random functions (e.g., 
gj:R” x R” x RRj+Rmj, so that gj = gj(x, b, z+), where u is a random 
vector whose range and sample space are R”j), and by permitting the decision 
rules to depend upon the uj as well as b. We shall not treat these cases here. 
It is important to note however, that (1) is sufficiently general to include 
certain problems of n-stage linear programming under uncertainty and n-stage 
chance-constrained linear programming as special cases. 
To see this we consider the following examples? 
EXAMPLE 1. Take C = C, (with k = 2) and ji = 0 for i = I,..., n, and 
ji = m for i = n + I,..., n. Then 
x(t) = [Xl ,a**, xnl ,Yl(t>,...,Y,-,,(t)l. 
Let 
K = {(x, r(t)) : Dx 3 4 x 3 0, y(t) 3 01 
and set 
fw4 4 = v + w(b) 
for fixed vectors cr and cs . 
1 See [l, 2, 3, 20, 21, 22, 231 for discussions of n-stage linear programming under 
uncertainty models, and [4, 5, 6, 9, 10, 11, 18, 19, 24, 251 for discussions of n-stage 
chance-constrained programming models. 
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LetJ=2andletg,=Ax+My(6)--b=-gs.Letar,:=or,=l. 
Then (1) becomes the two-stage linear programming under uncertainty 
problem: 
min cix + Ec,y(b) 
Dx >, a, x>,o (2) 
subject to 
Ax + My(b) = b, y(b) > 0 w.p.1. 
EXAMPLE 2. Use the same choice of C as in Example 1, and take 
b = (bl, b2) where b1 = (b, ,..., b,), b2 = (b,,, ,..., 6,) so that x(b) = (x, y(W)). 
Choose K = {(x, y) : x 2 O}. Choose J = @. + (n - nr). Let rrci = 1 for all 
j = l,..., J. Let gj = A:,X - bj , j = l,..., m; gj = A.&X + Ai,Y(bl) - bj , 
j = m + l,..., 1s~; gj = Yj.+(bl), j = iii + l,..., M + (n - n,); where the 
superscript j denotes the j-th row of the matrix. 
Let f = C,X + &Y(F) for fixed vectors C, and C, . Problem (1) then 
becomes 
min C,X + EC,Y(bl) 
subject to 
P(&X > bj) 3 ad , j = i ,..., m, 
and 
P(&X + &Y(bl) >, bj) >, aj , j = m + l,..., Bi, (3) 
P(Yj!j&O) >a$, j = fti + l,..., n. 
This is the two-stage E model of chance-constrained programming. 
If we interpret the P operation in the constraints of (3) to be a total prob- 
ability operator, then we get the chance constrained model with total 
probability constraints [see 6, 9, IS]. If we interpret P to mean that we 
compute the probability using the conditional distribution of b2 given b1 then 
we get the chance constrained model with conditional probability constraints 
[see 11, 24, 251. 
EXAMPLE 3. If we use the same functions as in Example 2, but redefinef 
to be equal to 1 if clx + c2y(b1) > L, and 0 otherwise, for some prescribed 
L, , we obtain the P-model objective of chance-constrained programming, 
namely, 
min P{C,X + C,Y(bl) > L,}. 
P models have been discussed in [6, IO]. 
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EXAMPLE 4. It‘ we now definefto be the function [CaY(P) - E(C,Y(bl))]s, 
then the objective becomes that of the I’ model of chance-constrained pro- 
gramming [6], namely, 
min var[C,X + C,Y(P)]. 
In what follows we shall be particularly interested in the case of (1) in 
which J = 1, but in which m, is not necessarily equal to one. The chance 
constraint is then of the form 
or 
P{g,(x(b), b) >, 0, i = l,..., mi} 3 o, 
where g, : R* x Rn ---f R1. This type of constraint has been termed a joint 
chance constraint in the literature. 
For reference, we write here the nonlinear and linear joint chance-con- 
strained problems with decision rule class CM? 
min Ef(x(b)) 
x(b) E K w.p.1 
subject to 
and 
P(g,(x(b)) 3 hi , all i = l,..., m,} > OL 
XEC&f. 
subject to 
and 
min &x(b) 
x(b) E K w.p.1 
P{Ax(b) > b} > 01 
XEC.$/f. 
(4a) 
WI 
Note that (4a) is specialized to the extent that g&(b), b) is written (with 
slight abuse of notation) as gd(x(b)) - b, and f = f (x(b)), while in (4b), 
g,(x(b), b) is a%(b) - bi , where ai is the i-th row of the matrix A. 
z Models with joint chance constraints have been considered in several recent papers, 
notably [8, 26-281. 
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3. REJECTION REGIONS 
The concept of a rejection region for a chance constraint can now be intro- 
duced. Let g(x,‘b) : R” x Rm --P R”1, let z(t) : Rm + Rn be some prescribed 
decision rule which is a member of the class C. 
DEFINITION. Let vg(%) = {t E Rm :g(%(t), t) < O}. F’,J%) will be termed 
the rejection region for the chance constraint P(g(x(b), b) > 0} 2 01 under the 
decision rule z The subscript g and the argument K will occasionally be sup- 
pressed if no confusion would result. 
DEFINITION. The acceptance region for the chance constraint 
fYg(x(b), 4 3 o> > (Y under the decision rule x is defined as 
A&i?) = {t E R” : g@(t), t) 2 0). 
We summarize some pertinent and elementary observations about the 
rejection and acceptance regions in the form of a lemma. The proof is obvious 
and will be omitted. 
LEMMA 1. 
(a) For any x E C, V,(x) and A,(x) are measurable sets. 
(b) A,(x) = Vgc(x), the complement of V,(x). 
(c) x E C is feasible (i.e., x(b) E K w.p.1 and P{g(x(b), b) 3 0} > (Y if, and 
only if, P{b E V,(x)} < 1 - 01, OY equivakntly P{b E A,(x)} > 01, x(b) E Kw.p.1. 
The regions V,(x) and A,(x) are thus simply the sets of those points for 
which a given decision rule x violates or satisfies, respectively, the relation 
g b 0. 
Thus far we have said little about the comistmcy of the chance constraints 
in (1). It is possible that there are points t E Q such that there is no x E K 
satisfying gi(x, t) 3 0 for all j = I,..., J. It should be emphasized, however, 
that even if the set of such points has nonzero probability it may be possible 
to find a rule satisfying the chance constraints P(g,(x(b), b) 2 0} > cyj , 
j = l,..., J. Indeed, it is quite conceivable that the set (t : t E Uf=, vg/61(%)} 
might contain all of 52, and yet a(t) would still be a feasible rule for (1) since 
we could still have P(b E A,,(S)} 3 (Ye , for all i = I,..., J. In considering (1) 
then attention is thus more properly focussed on the consistency of the 
chance constraints, than on inquiring whether or not the above system is 
solvable for all (or almost all) t E Sz. 
Various regularizing procedures for the chance constraints have been 
suggested for the specialized forms of (1) discussed in the preceding section. 
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For example, it has been suggested [ 11, 291 that in the linear case one might 
map Q by a generalized inverse of the constraint matrix (or a suitable sub- 
matrix) in order to guarantee that a feasible rule exists. We suggest here that 
the familiar process of introducing additional variables (“artificial variables”) 
can be adapted to ensure that there will always be a rule which is feasible 
for (1). Moreover these additional variables can be introduced in such a way 
that they need never appear in an optimal solution as long as any feasible 
rule exists for the unregularized problem. Thus inconsistency will be unam- 
biguously indicated if it is present, just as it is when artificial variables are 
used in linear programming. 
We formalize this procedure for adding additional variables as follows: 
ASSUMPTION Al. The problem (1) is assumed regularized so that gj(x, t) 
is replaced by gj(x, t) + uje where e = (1, I,..., I), and K is replaced by 
R = K x {u : uj 3 0,j = I,..., J}. The objective function f is replaced by 
j-:R” x1-2x RJ+R1 x RR’ defined by f(x, t; U) = (f(~, t), eu). The 
lexicographic ordering defined by (a, 6) < (al, bl) if, and only if, either 
b < bl, or b = b1 and a < a1 is assumed to be present on R1 x RI. Feasible 
solutions to the regularized problem are to be evaluated with respect to this 
lexicographic ordering on the corresponding values of Efdefined by 
The q(t) are only required to be measurable. The requirement x(t) E C is 
unmodified. Whenever the addition f” + s appears formally and s is real, this 
is to be interpreted as f + (s, 0) and carried out componentwise. The same 
holds for an integral off: 
Whenever necessary in what follows, we will use 2 to denote the pair (x, u). 
Also, any reference, either direct or indirect, to the minimization of Ejwill 
be understood to apply to the lexicographic ordering introduced in Al. Note 
that this is a total ordering, rather than a partial one and that it is a non- 
Archemedian ordering. For example, there is no real s such that 
~(a, 0) > (a, 1). Al so, it should be clear that the ordering defined by Al is a 
very natural one. In fact, the set R1 x R1 thus ordered can be seen to behave 
algebraically in exactly the same way as the (non-Archimedian) Hilbert 
extension field (neglecting the field multiplication). 
In the ordering introduced in Al, we define for any set {(uk , bR)}, which is 
compact in the usual topology, the “minimum” operation as 
where 
CHANCE-CONSTRAINED PROGRAMMING 45 
If the unregularized problem has a feasible solution then the regularized 
problem and the unregularized one have identical sets of optimal rules. To 
see this note that the regularized problem always has a feasible rule given by 
x(t) = 0, z+(t) = max(O,g,(O, t)) moreover if it has a feasible rule f = (x; U) 
with u = 0 then x is feasible for the unregularized problem. If both problems 
have feasible rules then the lexicographic ordering introduced in Al guaran- 
tees that any rule which is optimal for the unregularized problem is also 
optimal for the regularized problem and conversely. Note finally that since K 
is nonempty, the system, 
gj(x, t> + uj 2 07 allj such that t E Aj 
and 
XEK, uj 3 0, all j, 
is consistent for all t and for any choice whatever A = {Aj , j == l,..., I} of 
subsets of 52. This result will be used below. 
Before proceeding to establish properties of the optimal acceptance and 
rejection region for (l), we make the following two additional assumptions 
about the functions f, and gj , j = l,..., J and the set K. Although the tildes 
have been eliminated, we assume that Al remains in force throughout the 
development. 
ASSUMPTION A2. The functions -f (x, t) and gj(x, t) are assumed to be 
concave and twice continuously differentiable functions of x for each t and to 
be continuous as functions of t. The set K is assumed to be defined as 
K = {x : hi(x) 3 0, i EI}, where the hi are twice continuously differentiable 
concave functions. The set {x : h,(x) > 0, gj(x, t) > 0 for all i and j} is 
assumed to have a nonempty interior for each t. The set 
{x:gj(~, t) ao,j= l,...,/>nKn@:f(x,t) <u> 
is assumed to be compact for all constants u. 
ASSUMPTION A3. It is assumed that one of the following holds. 
(i) For each t, at least one of the f ,  or - hi , are strictly convex functions. 
(ii) Nonnegativity constraints are present for all variables. 
(iii) There are n-independent linear constraints present; Note that (iii) 
is a special case of (ii). 
We are now able to state and prove the following: 
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THEOREM 1. Let A = {A, , j = l,..., J> be any collection of measurable 
sets. Then there exists a measurable rule xR* for (1) such that x,*(b) E K w.p.1 
and Ag,(xA*) 3 Aj for eachj, and such that f  (xA*(b), b) <f (x(b), b) a.e. for all 
measurable x having Agl(x) 3 Aj for each j and x(b) E K w.p.1. 
Proof. For each t, define the functions 
where S is a subset of (1, 2,..., J} an d w h ere r is a nonnegative real parameter. 
The assumption A3 ensures that each Us is, for each r and t, a strictly convex 
function of x in the regions of interest. Because of A2 it can be shown that for 
each Y  > 0 and each t, there is a unique point xs(r, t) which solves minimize 
Us@; Y, t) subject to x E K and gj(x, t) > 0 for all j E S. It can also be shown 
that each xs(r, t) is a continuous function of r and t for r > 0, though pos- 
sibly not for r = 0. 
The key property of XS(r, t) is that, by Al and A2, for each t the limit, 
h+nf(xs(r, t), t) = inff(a+(r, t), t) r 
exists and is equal to the minimum off (x, t) subject to x E K and gj(x, t) 3 0 
for j E S. Moreover, any limit point xS(t) of xs(r, t) (as r -+ 0) is a minimizing 
point for f  (x, t), and the set MS(t) of all such minimizing points is compact 
for each t. Because of this compactness, and because for any sequence 
{fnO> f  l- 1 d t o rea va ue measurable functions, the function given by limn+m f%(t) 
is measurable, we can define the measurable function S(t) as lexico- 
lim$f xs(r, t) = X+(t).” 
We can now piece together these 9 to give the desired results. To do this 
let S(t) = {j : t E A,), and define xA*(t) = Stt)(t). Since the A, are measur- 
able sets, xA*(t) is a measurable function. The remaining assertions of the 
theorem then follow immediately from the preceding construction. 
The method of proof used in this theorem is similar to that used in estab- 
lishing results for the sequential unconstrained approach to nonlinear 
programming [12, 131. Proofs of all assertions concerning the auxiliary 
function Us(x, I, t) and the minimizing trajectories xs(y, t) can be found 
3 For any compact set {x”, k = I, 2 ,... } C R”, define z? = (ii , i = I,..., n) as 
.i? = lexico-lim infk,, a? by: 
f, = lim infk+, xl* 
.S$ = lim inf,,, {x,L : xJk > fj , all j < i) i = 2,..., n. 
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in [13]. Although the parameter r was not present in [13], the continuity of 
S(r, t) follows immediately from our assumptions and the implicit function 
theorem given by Hestenes ([14], p. 22). Also, although the proofs in [13] 
used only real functions f, it is easily verified that these proofs remain valid 
under the regularization Al. This fact may be of interest in its own right. 
COROLLARY 1. If there exists a rule x E CM which is feasible and optimal in 
the class CM for (I), then for some A = (A, ,..., A,} the rule xA*(t) is also 
feasible and optimal for (1). 
Proof. Let Ai = A,,(x), j = l,..., J be the acceptance regions for the 
optimal x. 
Then since x is feasible, P{b E Ai} 3 aj for eachj, and Theorem 1 guaran- 
tees that Agi(xA*) 1 Ai so that xA* is also feasible. 
Also by Theorem 1, f (xA*(b), b) < f (x(b), b) for each b, and since x is 
optimal, taking the expected value of each side of this inequality implies that 
xA* is also optimal. 
The importance of this corollary is that it says that if an optimal rule 
exists for (1), then xA*(t) given by Theorem 1 is also an optimal rule for (1) 
for some set of acceptance regions A, , j = l,..., J. This means we can view 
(1) as a problem of finding an optimal set of acceptance regions rather than an 
optimal rule; thus we have: 
COROLLARY 2. Suppose that there exists an optimal rule for (1) with 
C = CM. Then under Al-A3, (1) may be replaced by the equivalent problem. 
Find an A = {A, ,..., A,} with each Aj measurable which yields 
m-jn Ef (xA*(4, 4 
subject to (6) 
P{b E Ai} > (Y~ , j = I,..., J, 
Any A which yields a minimum in (6) will be termed a collection of optimal 
acceptance regions. Thus, we may speak freely and interchangeably about 
either optimal CM rules for (1) or optimal (acceptance) regions in (6). In the 
following sections we shall indicate how the latter may be used to advantage 
in characterizing optimal classes of decision rules for certain problems, and in 
constructing explicit solutions to others. 
To see somewhat more clearly exactly how acceptance regions might be 
used to solve (l), we consider the case in which the range of the random 
vector b is a finite set having the N elements b”, k = l,..., N. Then if we let 
x(bk) be denoted by xk, k = l,..., N, and p” = p(b = bk), k = l,..., N, we can 
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get a mixed-integer programming problem as a deterministic equivalent 
for (6). 
The problem is: 
min i phj(xk, I!+) 
1-l 
subject to 
xk E K, k = l,..., N 
gj(xk, 15”) + (1 - U,“) M 3 0, k = I,..., N, j = I,..., J, 
i p”U3~ > cxj ) j = l,..., J, 
k=l 
Ujk = 0 or 1, k = l,..., N, j = I,..., J, 
where M > 0 is a sufficiently large positive number. A discussion of prop- 
erties of the optimal solution to this problem is given in [27]. It is important 
to note that prior to the introduction of the notion of an acceptance region, 
a deterministic equivalent for (l), even in the case of discrete distributions, 
had never been obtained. All previous work had concentrated on special 
models and special classes of rules. 
There are several points which should be noted about the theorem and its 
corollaries. One is that it is not necessary to know xa*(t) in order to know 
f(~~*(b), b). This we shall find useful below. Also, the foregoing development 
remains valid if Ef is replaced by E4( f), where + is any monotone, non- 
decreasing Bore1 Measurable function. Thus, for example, the P model 
objective can be treated by our analysis. 
Finally, we note that Corollary 2 can be used to give a deterministic equiv- 
alent for the two-stage, one-joint-constraint problem which is a direct 
extension of two-stage linear programming under uncertainty. 
Specifically, the problem to which we refer can be written: 
min crxr + Ecazx,(b) 
subject to 
(7) 
and 
x,(b) >, 0 w.p.1. 
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Here K = {(x1, s x ) : Dx, > d, x1 3 0, xs > O}. X, is to be a zero-order 
rule, and x2(t) an arbitrary but measurable rule. It is assumed that there 
exists an optimal rule [x1*, x2*(t)] for (7). 
We can now apply our results by noting that, in a manner exactly analogous 
to the development of constrained hypermedians,4 (7) may be replaced by 
subject to 
and 
Dx, > d 
Xl > 0. 
(8) 
To obtain (8) we have invoked Corollary 2 with b - Hx, replacing b, so that, 
of course, the acceptance and rejection regions will depend upon the prior 
choice of x, . This we indicated by the notation AZ1 . 
We shall discuss (8) more fully in a subsequent paper, together with other 
connections and various extensions and specializations of our results to 
n-stage probabilistic programming models. 
4. OPTIMAL REGIONS FOR THE ONE-JOINT-CONSTRAINT CASE 
In this section we shall restrict our attention to (4a), of which the linear 
case (4b) is a special instance. Thus, while there may be m, components in 6, 
there is a single chance constraint which specifies a lower bound 01 on the 
joint probability that the gj are simultaneously nonnegative. 
In order to construct an optimal acceptance region A and rejection region 
V, we shall have use for the function z(t) defined over D by: 
subject to 
We shall also need the constant z,, defined by 
4 See [15-171 for various approaches to the derivation of constrained medians and 
constrained hypermedians as deterministic equivalents to two stage linear programming 
under uncertainty. 
409/32/I-4 
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By reference to the definition (4a) and appealing to Theorem 1, we see that, 
with probability one, 
f(XA(b), 6) = lz(b)y 
Zo 7 
b E 4 
be V. 
Therefore, the problem (6) becomes simply 
minimize [ j A 44 @(b) + j y zo dF(b)] (9) 
subject to 
P{b E V> < 1 - a 
A = Vc. 
By adding and subtracting jA a,, dF(b), (9) becomes 
minimize j, [z(b) - x0] dF(b) + J, .zo dF(b), (10) 
subject to 
P(b E A} 3 a 
and since the term on the right in the objective function is independent of A, 
it can be ignored in the minimization. 
Let us now introduce the random variable S = z(b) - so . Let the distribu- 
tion function of S be G(s) = P{z(b) - so < s} for all s; naturally G is mono- 
tone nondecreasing. 
We can then rewrite (10) as 
subject to 
minimize 
f 
s dG(s) 
z(A) 
(11) 
where Z(A) is the set of S corresponding to the set of b E A. 
It is obvious from an inspection of (11) and the monotonicity of G(s) that a 
minimum is achieved by taking 
so that 
x(A) = (s : G(s) < a> = {s : s < G-l(a)}, 
A = {t : z(t) - z, < G-l(a)}. 
The optimal choice A = {t : z(t) < G-l(a) + so} has the additional 
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intuitive justification that it directs us to ignore, or reject, the constraints 
gi > 0 for those sample values which would be least desirable if included in 
the acceptance region and to choose a rule x&) which satisfies the conditions 
gi(xa(b)) 2 0 for th ose sample points which are least harmful in terms of 
minimizing f .  
We summarize the above derivation and some immediate consequences 
in the following theorem: 
THEOREM 2. For problem (4a), the one-joint-constraint CM problem, an 
optimal acceptance region is giwen by A = {t : z(b) - z, < G-l(a)) and an 
optimal rule is given by x**(t), whenever any optimal rule exists. 
COROLLARY 3. For the one-joint-constraint CM problem, if any optimal rule 
exists then there exists an optimal acceptance region A which is a convex half- 
space, and which has the property that s < t and t E A implies s E A also. 
Proof. Since from its definition z(t) is a monotone nondecreasing convex 
function, the A given in Theorem 2 has these properties. 
COROLLARY 4. For the linear problem (4b), if any optimal rule exists within 
CM , there exists an optimal acceptance region A which is a convex polytope and 
there exists an optimal piecewise-linear decision rule. 
Proof. In the linear case z(b) is a piecewise-linear function of b and from 
parametric linear programming theory we know there exists an optimal solu- 
tion x(b) over A which is a piecewise-linear function of b; x(b) can be taken 
to be constant over V, the complement of A, since z,, is a constant. 
We remark that Corollary 4 proves for the one-joint-constraint CM problem 
a fact which is known to hold for other linear probabilistic programming 
models (although with more restricted decision rule classes), namely that the 
piecewise-linear class is adequate for optimality within much larger classes 
of decision rules.5 Also it should be clear that only minor changes need be 
made in the development and proofs in this section in order to show that the 
same results hold for the P-model objective. 
Although Theorem 2 may not be of direct computational value since its 
application requires a knowledge of G(s), it does leave the door open for new 
solution approaches such as by the approximation of A by simple sets such as 
polyhedra. In addition, if there is only one component in b, one can obtain the 
exact characterization for the acceptance region, namely, 
A = (t : t <F-l@)>. (12) 
5 For further details on piecewise linear rules see [4, 9, 11, 24, 241. 
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This permits an explicit determination of an optimal rule xA(t) by solving 
the pointwise optimization problem introduced above. 
Finally, we mention that a not unreasonable conjecture, at least under 
weak independence assumptions about the random variables, is that suitable 
analogies of Corollaries 3 and 4 should hold for the extensions of (4a) and 
(4b) to the case wherein multiple joint constraints are present. However, in 
lieu of providing these analogies, we proceed in the following section along 
parallel lines to develop an alternative characterization for a multiple- 
constraint model. This characterization should be equally satisfactory and in 
some cases preferable to the one given above. 
5. CONDITIONAL EXPECTATION OBJECTIVES AND JOINT ACCEPTANCE REGIONS 
In applications and theory, the spirit of chance-constrained models has 
been to express requirements that some constraint relations are to hold with 
some a priori prescribed level of probability. The exact mathematical sense 
of such a chance constraint varies, of course, from model to model and requires 
a rigorous definition of such things as admissible decision rule classes, staging 
phenomena, etc. The intuitive basis for such models, however, dates back 
to such classical statistical problems as hypothesis testing and the generation 
of confidence intervals. It is apparent, in fact, that this relationship is more 
than superficial; witness for instance the close connection between Theorem 2 
and its corollaries, particularly when the P-model objective is employed, and 
the statement of the Neyman-Pearson Lemma for tests of simple hypotheses. 
These considerations motivate us to reconsider the expected value objec- 
tives which are usually used in chance-constrained models (the P objective 
is of course, simply the expectation of an “indicator function,“) in order to 
provide additional objective function forms which may more accurately 
model certain situations. In particular, it may be of interest in various 
instances to use as an objective the expected value of an appropriate function 
of the decision rules, conditioned upon some event which specifies that the 
rule selected is to be applied (and, hence, contribute to the objective function) 
only for certain values of the random variables. For example, if the decision 
rule expresses a company policy which is to be followed only with high 
probability, in order to allow exceptional actions to be taken in exceptional 
circumstances, it may be preferable to integrate the effects of the decisions 
(as calibrated by the “objective function”) over only those sample points for 
which the decision rule is to be actually implemented, rather than to allow 
the effects of an exceptional decision to contribute to the evaluation of the 
objective function. A formulation of this type which immediately suggests 
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itself, once the concept of an acceptance region has been introduced, is the 
following. 
Let A = {A, ,..., A,) with Aj = A,(x) for each j, where x(t) is some 
decision rule from a class C. Define the>&zt acceptance region corresponding 
to x as A(x) = n:, Ai . So A(x) is th e set of b over which all constraints 
&(X(b), 4 b 0, i = L..., J are satisfied. Then an objective function which 
satisfies the intent of the above paragraph can be expressed as: Minimize the 
conditional expectation of the objective functionf(x(b), b), where we integrate 
the objective function over only those b for which g,(x(b), b) 3 0 for aZZ 
j = l,..., J. Mathematically this problem becomes: 
Find a decision rule x E C which solves 
min 
x(b)&w.p.l s bEA(a)fwh b) W) 
subject to 
%&4v, 4 a 01 2 9 > j = l,..., J. 
It should be emphasized that (13) is merely the simplest of a class of 
models with conditional objectives of this type. Other possibilities suggest 
themselves immediately for more specialized situations such as those that 
occur is staged models. 
We can deal with (13) in the same way as (l), so we shall maintain for (13) 
all the assumptions Al-A3 which were in effect before. Since (13) differs from 
(1) only in the region over which the function f is to be integrated, both the 
statement and proof of Theorem 1 remain valid as presented. We shall need a 
slightly different version, however, which we give as Theorem 3 below. 
THEOREM 3. Let A = {Aj , j = l,..., J} be any collection of measurable 
sets, and let A = n:=, Ai . Then there exists a measurable rule XA* for (13) 
such that xi*(b) E K w.p.1 and A,,(xA*) = A, for each j = l,..., J. Hence, 
/i(xA*) = A. In addition, for those b EA, f(xa* (b), b) < f(x(b), b) for all 
measurable x having A(x) 3 A and x(b) E K w.p.1. 
Proof. In the proof of Theorem 1, modify the functions V(x; r, t) by 
adding the additional term r[‘&&jI l/(~ - gji(x, t))], where the l i are 
small negative constraints. In the same limiting sense as before, as r + 0 the 
point xs(r, t) solves the problem: 
miriiiize f  (x, t) 
subject to 
&(X9 t) 3 0, jeS 
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and 
The theorem now follows immediately using the same mode of proof as in 
Theorem 1. 
COROLLARY 5. I f  there exists a rule x E CM, which is feasible and optimal in 
the class C,for (13), then for some A = {A, ,..., A,) the rule xi* is also feasible 
and optimal for (13). 
Proof. The proof parallels that of Corollary 1. 
COROLLARY 6. Suppose there exists an optimal rule for (13) with C = CM. 
Then under Al-A3 the problem (13) may be replaced by 
Find a measurable set A which yields 
subject to 
njn jif @a*(b)> b) W)> 
(14) 
P{b E A} > i 01~ - (1 - 1) = &. 
j=l 
Proof, The proof follows immediately from Corollary 5 since a necessary 
(and obviously sufficient) condition that there exists measurable sets Aj with 
P{b E Ai} 2 a,j for j = l,..., J is that n:==, Ai = A be such that 
P{b E A} > c olj - (J - 1). 
3=1 
This latter condition is easily proved by induction on J. (Note that for any 
measurable sets Er and E, , 
p(4 n 4) = W,) + p(-%) - p(E, u -4) 2 q-q) + P(E,) - 1). 
Corollary 6 enables us to proceed in the present situation to obtain results 
on the form of some optimal region A for (14) analogous to the form given by 
Theorem 2 and its corollaries for the one-joint-constraint case (4a). The 
derivation is exactly as before and is omitted. 
THEOREM 4. For the problem (13) with C = CM, and optimal region is 
given by A = {t : z(t) < G-l(h)} and an optimal rule is given by xa*(t), 
whenever any optimal rule exists. Here, z(t) is defined as minreKf (x, t) subject 
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to g,(x, t) > 0, all j; & is as dejned in Corollary 6, and G(s) = P{z(b) < s} is 
the distribution function of z(b). 
The analogies of Corollaries 3 and 4 are also available under appropriate 
additional conditions on the behaviour off and the gi as functions of t. 
6. APPLICATIONTOACONDITIONALTWO-STAGEMODEL-THE“SAVINGSAND 
LOAN ASSOCIATION" PROBLEM 
The two-stage linear chance-constrained model with conditional chance- 
constraints can be stated as follows: 
Find, if they exist, a zero-order rule xi and a rule xz(tl) which is a measur- 
able function of tr and a constant function of tz which solve the problem, 
min E[clxl + c2~&)l 
subject to 
and 
P{A;,x, > b;} > a;, j= I ,..., Jl, Xl -20, (15) 
where the superscript j denotes the j-th row of a matrix or vector. 
In (15), the P operator means that the probability is computed with respect 
to the conditional distribution of b,j given bl . Those constraints can, there- 
fore, be restated in more conventional notation as 
Z’{&, + A;&b,) 2 b; 1 b,) > LX; w.p.1 for all 
and for all 
b, , 
j = l,..., Jz . 
If Fj is the conditional distribution function of b,j given b, , so that 
Fj(t 1 b,) = P(b,i < t 1 b,}, 
then using the natural definition 
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we obtain the following form of (15) in which only the random variable b, is 
present : 
min crxr + Ec,x,(b,) 
subject to 
41x1 >, ~-‘(4 
Xl 20, (16) 
P{A$x, + X&$JJ 3 P”((Y,~ 1 b,)} = 1, w.p.1 for all b, and i = l,..., Jz, 
In (16) we have used p;j to represent the marginal distribution function of 
b,j and inserted the obvious deterministic equivalent for the first constraints, 
using the notation p-l(ai) to represent the vector [p;‘((~il),..., p;rr(~$)]. 
Letting K be the set of x1 given by the first two constraints, (16) is evidently 
a special case of (1). M oreover, in view of the probability-one constraints, 
our Theorem 2 can be extended in a straightforward way analogous to the 
development of (7) and (8) to yield a deterministic equivalent for the determi- 
nation of xi . This represents another extension of the constrained hyper- 
median development of [15, 161. We shall pursue these developments in full 
generality elsewhere. We shall content ourselves here with an ad hoc analysis 
of a conditional two-stage version of the “Savings-and-Loan Association” 
problem. The model discussed below is a conditional chance constraint 
version of the two stage total chance-constraint model originally presented 
in [19] and further analysed in [lS, 281. 
The problem we discuss here is that of planning for liquidity (cash avail- 
ability) in a savings-and-loan association. Such planning has both voluntary 
and regulatory motivations. The current ZeguE minimum ratio of cash (plus 
U. S. securities, since these are regarded as perfectly liquid) to savings capital 
is 7 %. Thus, if an association desires liquid assets for its own needs it 
must hold liquid funds in excess of this requirement. 
Operating demands for liquid assets are twofold. First, the association 
must be prepared to meet withdrawals from savings capital so as to pay 
savers, upon request, the money that belongs to them. Next, the loan port- 
filio is always changing as a result of the association’s granting new loans 
while the stream of repayments of outstanding loans retires the loans and 
brings funds back to the association. Other possible infEows of cash are new 
savings, the cash receipts from sales of government securities hold in the 
stock portfolio, and proceeds of borrowing from both the Federal Home Loan 
Bank and commercial banks. 
In the simple model we treat here the association holds only two types of 
assets: cash, and loans outstanding. Cash is assumed to yield no earnings at 
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all while being perfectly liquid, whereas loans yield earnings through the 
interest paid on them but are perfectly illiquid. The association is therefore 
faced with the two clear-cut alternatives of liquidity and profitability. 
It is assumed that the association can grant all the loans it desires on current 
standard terms; i.e., there is perfect competiton in the loan market. The net 
increase in withdrawal savings capital during any period will be assumed to be 
a random variable which may, of course, assume both positive, zero, and 
negative values. 
The planning problem is then that of choosing between the two assets 
(cash and loans) over several periods (two periods here) in order to provide 
for the uncertain liquidity needs, given the sources of these needs and the 
sources of liquidity available. 
We suppose the association wants to maximize the expected total interest 
accrued over the two periods. Let I, be the amount of loans granted during 
period t at the interest rate R, , where lr is required to be zero-order and I2 
is allowed to be a function of OS, , the (random) net increase in withdrawable 
savings during period one. However, I, is not permitted to depend on AS, the 
net increase is withdrawable savings during period two. Then the objective 
of the association can be stated as: 
Maximize R,Z, + E[R,l,(AS,)]. 
It is assumed that a given fraction h exists such that the association is 
legally obligated to have cash equal to AS, during period t, where S, is the 
total withdrawable savings capital at time t. If M, is the cash holdings at the 
end of period t and at which will depend upon prior loans granted is the 
repayments received during period t, we have the balancesheet identity 
Mt + b(Af%) = Mt-, + at + AS,. 
If borrowing by the association occurs when, and only when, legally 
necessary, the liquidity constraints may be written as 
P{M, 3 AS, I AS, ,..., A&-,) 3 at, t = 1,2. 
These are conditional chance constraints in which at is assumed to be speci- 
fied a priori for each t. These constraints express the policy requirement that 
the association does not want to resort to contingency liquidity plans “too 
frequently.” 
The decision rule Z,(AS,) will be allowed to be negative, which will be 
interpreted as long-term borrowing (at the rate RJ. It is required that long- 
term borrowing must not occur with “too high” a likelihood so that the 
constraints P{Z, 3 0} > /It, t = 1,2 are imposed for fixed probabilities 
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/3r, fls. Using the balancesheet identity and lumping various constants 
together into Kr and K2 the model can be written as: 
subject to 
max Rlll + E[R,&&)] 
P{4<K1f(l -4AW3%, 4 2 0, (17) 
P{hZ, + Z,(AS,) < K2 + (1 - A) (AS, + AS,) j AS,} > 01s w.p. 1 for all AS, 
P{MAs,) b 01 > A . 
Following the procedure used in passing from (15) to (16), we see that (17) 
is equivalent to 
max Rlzl + W&J2(AfG)I 
subject to 
0 < 4 < 4 , (18) 
91 + UW) < %(A&) w.p.1 for all AS, 
W,W,) 3 01 3 Pz . 
In the above, Or and 8,(AS,) are the appropriate (marginal and conditional, 
respectively) fractile points. 
Now suppose that an optimal Z1 were to exist and be known as Z1 = Zr*, 
with 0 < Z1* < 8, . Then an optimal rule Zs* can clearly be obtained by 
solving 
subject to 
and 
&&) G ‘&(A~,) - 91 w.p.1 for all AS, (19) 
Interestingly, if an optimal feasible rule Z,*(AS,) were given, the corre- 
sponding optimal Zr is immediately obtainable. Letting 
h, = edi fii B&lS,) - &*(Q), 
1 
clearly II* = min(0, , h,). This simple observation leads to ways of establish- 
ing properties of decision rules for a wide variety of n stage conditional chance 
constrained models [l, 24, 251. 
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If AZ1 and Vl, are to be acceptance and rejection regions for the /3s constraint 
for any given lr , we can proceed, as in Theorem 1 and its corollaries, to 
conclude that (IQ through (19), is equivalent to 
wherein the functions x3 and a$ are defined as 
z>(AS,) = R,l, + max Rzlz and z$(AS,) = R,l, + max R; (21) 
subject to 0 < Za < B(AS,) - $i subject to Za < B,(AS,) - yll . Note that 
in order for ,&AS,) to be defined, it is necessary that B,(AS,) > yll . 
If, as we are assuming, there exist feasible and optimal rules (I1 , Z,(ASJ 
for (17), then both integrals in (20) must be finite. This necessarily entails 
the requirement that t E All implies &(t) 3 yZr for any candidates (Zi , A,J 
for an optimal first-stage rule and optimal region. On the other hand, 
z$(AS,) is always defined and, since R, > 0, obviously 
Similarly, whenever it is defined, 
as well. 
We can use the above observations to simplify (20) by substitution into the 
integrals. This yields the equivalent problem, 
-44 - %r) 11 [+ ER,B,(AS,) = constant] 
subject to 
and 
An optimal acceptance region for (18) (and thus for (19) and (20)) is there- 
fore obtained by taking A = {t : 6$-(t) > rZl*), where Zi* is an optimal solu- 
tion to (22). 
Using the deterministic equivalent rZ1 < cl(l - /?a) for the chance 
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constraint in (22), where G,(s) = P{&lS,) < s}, it can be seen that a 
solution Zr* to (22) is given by 
zl* = 
i 
0, if RI G R,Y 
min (8i , t G;l(l - /3,)) if R, > R,y (23) 
Employing (23) and the choice A = {t : O,(t) 2 yZi*}, an optimal rule Z2* 
is given by Zs*(t) = e,(t) - yZr *. This agrees with the optimal rule given 
in [18]. 
The importance of this example is that we have obtained the optimal rule 
by a much simpler process than we did in [18]. This simplefication has been 
made possible chiefly by the application of the concept of an acceptance 
region for a chance constraint. It is to be hoped that further applications of 
this concept will be forthcoming, with the result that similar simplifications 
in previous results will be obtained. 
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