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Abstract. A new approach to the construction of mean-square numerical methods for the
solution of stochastic dierential equations with small noises is proposed. The approach is based on
expanding the exact solution of the system with small noises in powers of time increment and small
parameter. The theorem on the mean-square estimate of method errors is proved. Various ecient
numerical schemes are derived for a general system with small noises and for systems with small
additive and small colored noises. The proposed methods are tested by calculation of Lyapunov
exponents and simulation of a laser Langevin equation with multiplicative noises.
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1. Introduction. The stochastic approach has found wide application in physics
[1], [2]. Usually analytic solutions for stochastic dynamical systems are hardly avail-
able. In this case the importance of numerical methods is obvious. In previous works
various mean-square and weak numerical methods were derived for a general system
of stochastic dierential equations and for some specic systems such as systems with
additive and colored noises, etc. (see [3], [4], [5], [6], [7]). In the general case some
diculties arise with realizing numerical methods for stochastic dierential equations.
For instance, there are no ecient Runge{Kutta schemes. As for mean-square ap-
proximation, there are no suciently constructive methods to simulate multiple Ito
integrals.
But often fluctuations, which aect a physical system, are suciently small. For-
tunately, as shown in this paper, for a stochastic system with small noises it is possible
to construct special numerical methods which are more eective and easier than in
the general case.
Herein for the rst time numerical integration of stochastic dierential equations
with small noises is systematically considered. In this paper mean-square approxima-
tion is investigated. Weak methods will be the subject of a separate paper.
The system of Ito stochastic dierential equations with small noises may be writ-
ten in the form
dX = a(t, X) dt+ ε
q∑
r=1
σr(t, X) dWr , X(to) = Xo, t 2 [to, T ], 0  ε  εo,(1.1)
where X, a(t, X), and σr(t, X), are n-dimensional vectors, Wr, r = 1, . . . , q, are uncor-
related standard Wiener processes, ε is a small parameter, and εo is a positive number.
If the parameter ε tends to zero, we have a deterministic system for which various
eective numerical methods exist. One can believe that if parameter ε is suciently
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1068 G. N. MILSTEIN AND M. V. TRET’YAKOV
small, i.e., the system (1.1) is suciently close to the deterministic one, it is also
possible to obtain eective methods taking into account that ε is small.
In this paper, for the system (1.1) an approach to construction of eective numer-
ical methods is proposed, a theorem on the estimate of mean-square global error is
stated, and various mean-square methods with small errors are constructed including
explicit, implicit, and Runge{Kutta schemes. The derived methods are ecient for
the simulation of the used random variables. In the case of a general system, i.e.,
ε = 1, only schemes of the mean-square order 1/2 can be ecient. And rst-order
methods already require calculation of complicated multiple Ito integrals which is a
dicult and laborious problem [6], [7]. Using the approach developed in this paper,
one can obtain for the system (1.1) numerical schemes with mean-square global errors
which are usually estimated by O(hp + εkhq), q < p. The order of such a method is
equal to q which is not large by the reason of eciency. However, the method error
becomes suciently small due to large p and the factor εk at hq, and the method
reaches high exactness. As a result this idea leads us to construction of new meth-
ods with small errors which are ecient with respect to both simulation of the used
random variables and calculation expenses. As we believe, these methods would be
useful for many physical applications.
Our approach is based on expanding the exact solution of the system (1.1) in
powers of time increment h and regrouping of expansion terms according to their
factors hiεj (h-ε approach). One could think that to expand the exact solution rst
in powers of small parameter ε and then in powers of time increment h (ε-h approach)
is more natural. But the ε-h approach suers from a serious shortcoming because if
constructed in this way, methods diverge. For details see section 3.2.
The organization of the paper is as follows. In section 2 we propose our approach
to constructing one-step approximations for the solution of the system (1.1). The
theorem on the mean-square estimate of method error is stated in section 3. Various
ecient numerical schemes for Ito systems with small noises are presented in section
4. Section 5 is devoted to stochastic systems with small noises in Stratonovich inter-
pretation. In sections 6 and 7 one can nd numerical methods for systems with small
additive and colored noises. Numerical tests of the proposed methods are presented
in section 8.
The methods of sections 4{7 are given without derivations because their deriva-
tions and, especially, rigorous analysis of errors require a lot of space. But we hope
that the content of section 2, where the main ideas for constructing numerical methods
for a system with small noises are demonstrated, and the theorem on error estimate
from section 3 are sucient for a reader to understand our results.
We try to give a number of methods of various types and with various errors to
ensure the opportunity to select the appropriate method in a concrete situation. It
may not be out of place to remind the reader that a considerable number of numerical
methods are used for simulating the simpler object, namely, ordinary dierential
equations. All our methods arise as the result of the strict selection carried out by
us. For instance, we restrict ourselves to the methods which are ecient as to the
simulation of the used random variables. We select only methods with p  4 among
methods with the errors O(hp + εkhq), 0 < q < p. We prefer methods with the
smallest number of operators, etc. Each of the proposed methods is ready for use in
practice.
2. One-step approximation. Let us introduce a discretization N of the in-
terval [to, T ]: N = ftk : k = 0, 1, ..., N ; to < t1 <    < tN = Tg; the time increment
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1069
h = tk+1 − tk; the approximation Xk or X(tk) of the exact solution X(tk) of the
system (1.1); the mean value Eξ of a random variable ξ; operators
L = L1 + ε2L2, L1 =
∂
∂t
+
(
a,
∂
∂x
)
=
∂
∂t
+
n∑
i=1
ai
∂
∂xi
,
L2 =
1
2
q∑
r=1
(
σr,
∂
∂x
)2
=
1
2
q∑
r=1
n∑
i,j=1
σirσ
j
r
∂2
∂xi∂xj
,
r =
(
σr,
∂
∂x
)
=
n∑
i=1
σir
∂
∂xi
,
and Ito integrals
Ii1,...,ij (F, t, h) =
∫ t+h
t
dWij (θ)
∫ θ
t
dWij−1(θ1)
∫ θ1
t
...
∫ θj−2
t
F (θj−1) dWi1(θj−1),
where i1, ..., ij are from the set of numbers f0, 1, ..., qg and dWo(θr) designates dθr,
F (θ) is a deterministic (for simplicity continuous) function; Ii1,i2,...,ij (t, h) 
Ii1,i2,...,ij (1(), t, h), where 1(θ) is the function which is everywhere equal to one.
It is known [6], [7] that the Ito integrals have the properties
E Ii1,...,ij = 0 if at least one of the indices ik 6= 0,
E Ii1,...,ij = O(h
j) if all indices ik = 0,
(E (Ii1,...,ij )
2)1/2 = O(hr), r = l1 + l2/2,(2.1)
where l1 is the number of zero indices ik and l2 is the number of nonzero indices ik.
We assume that restrictions on the coecients of the system (1.1) ensure the
existence and uniqueness of the solution on the whole time interval [to, T ]. More-
over, for construction of high-order methods the coecients must be suciently
smooth functions. Note that an initial value Xo of the system (1.1) may be equal
to a deterministic value or a random variable which does not depend on the Wiener
process.
Let us consider the one-step approximation with the local order 2 [6], [7]:
X(t+ h) = X(t) + ε
q∑
r=1
σr(t, X(t))Ir(t, h) + a(t, X(t))h
+ ε2
q∑
i,r=1
rσi(t, X(t))Iri(t, h) + ε
q∑
r=1
L1σr(t, X(t))Ior(t, h)
+ ε3
q∑
r=1
L2σr(t, X(t))Ior(t, h) + ε
q∑
r=1
ra(t, X(t))Iro(t, h)
+ ε3
q∑
s,i,r=1
siσr(t, X(t))Isir(t, h) + L1a(t, X(t))h2/2
+ ε2L2a(t, X(t))h2/2.(2.2)
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1070 G. N. MILSTEIN AND M. V. TRET’YAKOV
The remainder ρ = X(t+ h)− X(t+ h) of this approximation has the form
ρ= ε4
q∑
r,i,s,j=1
Irisj(risσj , t, h) + ε2
q∑
i,r=1
Ioir(L1iσr, t, h)
+ ε4
q∑
i,r=1
Ioir(L2iσr, t, h) + ε2
q∑
i,r=1
Iior(iL1σr, t, h)
+ ε4
q∑
i,r=1
Iior(iL2σr, t, h) + ε2
q∑
i,r=1
Iiro(ira, t, h)
+ ε3
q∑
r,i,s=1
Iosir(L1siσr, t, h) + ε5
q∑
r,i,s=1
Iosir(L2siσr, t, h)
+ ε
q∑
r=1
Ioor(L21σr, t, h) + ε
3
q∑
r=1
Ioor((L1L2 + L2L1)σr, t, h)
+ ε5
q∑
r=1
Ioor(L22σr, t, h) + ε
q∑
r=1
Ioro(L1ra, t, h)
+ ε3
q∑
r=1
Ioro(L2ra, t, h) + ε
q∑
r=1
Iroo(rL1a, t, h)
+ ε3
q∑
r=1
Iroo(rL2a, t, h) + Iooo(L21a, t, h)
+ ε2Iooo((L1L2 + L2L1)a, t, h) + ε4Iooo(L22a, t, h).(2.3)
It is not dicult to obtain
Eρ = O(h3), (Eρ2)1/2 = O(h3 + ε2h2).
The Ito integrals Iri and Isir of the method (2.2) cannot be easily simulated. But
these integrals are multiplied by ε2 and ε3, respectively. That is why they may be
transferred to the remainder and the error of the approximation would still not be
large. Further, if we transfer from (2.2) not only the terms with complicated Ito
integrals but also the terms which are suciently small, we obtain the reduced one-
step approximation
X(t+ h) = X(t) + ε
q∑
r=1
σr(t, X(t))Ir(t, h) + a(t, X(t))h+ ε
q∑
r=1
L1σr(t, X(t))Ior(t, h)
+ε
q∑
r=1
ra(t, X(t))Iro(t, h) + L1a(t, X(t))h2/2,(2.4)
the remainder ρ1 of which is equal to
ρ1 = ρ+ ε2
q∑
i,r=1
rσi(t, X(t))Iri(t, h) + ε3
q∑
r=1
L2σr(t, X(t))Ior(t, h)
+ε3
q∑
s,i,r=1
siσr(t, X(t))Isir(t, h) + ε2L2a(t, X(t))h2/2,(2.5)
where ρ is taken from (2.3).
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1071
One can obtain
E ρ1 = O(h3 + ε2h2),
(Eρ21)
1/2 = O(h3 + εh5/2 + ε2h2 + ε3h3/2 + ε2h) = O(h3 + ε2h).(2.6)
The terms εh5/2, ε2h2, and ε3h3/2 of the second expression are omitted because they
are not greater than O(h3 + ε2h). Of course, the order of the approximation (2.4)
is less (the order is equal to one due to the term ε2
∑q
i,r=1 rσiIri in ρ1) than the
order of the approximation (2.2), but the error of the approximation (2.4) has the
small factor ε2 at h. Thus, we obtain the one-step approximation (2.4) which has
suciently small mean-square local error and is ecient as to the simulation of the
used random variables.
Using (2.3){(2.5), we construct a new approximation by transferring a part of the
remainder to the approximation. In this connection we expand the term
Iooo(L21a, t, h) =
∫ t+h
t
(∫ θ
t
(∫ θ1
t
L21a(θ2, X(θ2))dθ2
)
dθ1
)
dθ
= L21a(t, X(t))h
3/6 + ρ0,
where
Eρ0 = O(h4 + ε2h3), E[(ρ0)2]1/2 = O(h4 + εh7/2 + ε2h3) = O(h4 + ε2h3).
New approximation has the form
~X(t+ h) = X(t+ h) + L21a(t, X(t))h
3/6,(2.7)
where X(t + h) is taken from (2.4). The remainder ~ρ of the approximation (2.7) can
be obtained from ρ1 if we substitute ρ0 instead of h3Iooo(L21a, t, h). It is clear that
E~ρ = O(h4 + ε2h2), E(~ρ2)1/2 = O(h4 + ε2h).
Of course, the approximation (2.7) may be derived by the other way, for instance,
from an approximation with local order 3, but the suggested way is the simplest.
In this section we have demonstrated the basic idea of the paper. In contrast to
the general case smallness of terms of an approximation for a system with small noise
and of its remainder depends not only on time increment h but also on small parameter
ε. This circumstance, as shown above, allows us to construct new numerical methods
by excluding complicated terms, for instance, multiple Ito integrals, from a method
and including them in its remainder. New methods are ecient as to simulation of the
used random variables and have small mean-square errors in the sense of product εihj .
Moreover, the methods contain fewer terms with operators than the corresponding
schemes for a general system.
3. The theorem on mean-square global estimate. Usually after reducing,
estimates of the remainder of a concrete one-step approximation are suciently simple
and often contain only two terms (for instance, see (2.6)). However, it may not be the
case. For instance, the sum h3 + εh3/2 + ε2h cannot be reduced. Detailed analysis of
possible errors gives the form of estimates which is exactly used in Theorem 3.1; i.e.,
the conditions of Theorem 3.1 are natural. Let us give the notation: ρ is a local error
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1072 G. N. MILSTEIN AND M. V. TRET’YAKOV
of a method, R is a global error (we also call it as method error, mean-square error,
or error if it does not lead to misunderstanding), ro is a natural number, S1 is either
an empty set or a subset of positive integers p which are less than ro, and S2 is either
an empty set or a subset of positive integers and semi-integers q which are less than
ro, i.e.,
S1  fp : 0 < p < ro, p is an integerg,
S2  fq : 0 < q < ro, q is either an integer or semi-integerg.
Below in Theorem 3.1 the sum
∑
p2S1 (
∑
q2S2) must be replaced by zero if S1 (S2)
is an empty set.
THEOREM 3.1. If the inequalities
jEρj = jE (Xt,x(t+ h)− Xt,x(t+ h))j  K 1(1 + jxj2)1/2

hro + ∑
p2S1
hpε2J1(p)
 ,(3.1)
(Eρ2)1/2 = (E jXt,x(t+ h)− Xt,x(t+ h)j2)1/2  K2 (1 + jxj2)1/2

hro + ∑
q2S2
hqεJ2(q)
 ,(3.2)
where Xt,x(t+ h) is an approximation of the exact solution Xt,x(t+ h) of the system
(1.1) with initial condition X(t) = X(t) = x, J1(p) and J2(q) are decreasing functions
with natural values, and K1 and K2 are constants, are fullled, then
(E jXto,Xo(tk)− Xto,Xo(tk)j2)1/2  K3 (1 + EjXoj2)1/2

hro−1 + ∑
p2S1
hp−1ε2J1(p) +
∑
q2S2
hq−1/2εJ2(q)
 ,(3.3)
where the constant K3 does not depend on discretization step h, parameter ε, 0  ε 
εo, and k = 1, . . . , N ; i.e., the method, corresponding to the one-step approximation
X(t+ h), gives the mean-square error evaluated by
(ER2)1/2 = O
hro−1 + ∑
p2S1
hp−1ε2J1(p) +
∑
q2S2
hq−1/2εJ2(q)
 .(3.4)
The proof of Theorem 3.1 is similar to the proof of the mean-square convergence
theorem for a general system [6], [8], and here it is omitted.
According to Theorem 3.1, the method, which, for example, is based on the one-
step approximation (2.4), has the mean-square global error estimated by O(h2+ε2h+
ε2h1/2) = O(h2 + ε2h1/2). Its error is suciently small because of small factor ε2 at
h1/2.
From Theorem 3.1 it follows that if ro > 1 and the set S1 is either empty or every
number p of S1 is greater than one and the set S2 is either empty or every number
q of S2 is greater than 1/2, then the corresponding method converges. However, the
primary meaning of Theorem 3.1 is not that it gives convergence order of a method
but that it gives a method error in terms of h and ε.
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1073
3.1. Selection of time increment h depending on parameter ε. In prac-
tice the parameter ε is small but xed, and we can usually choose only the step h.
Nevertheless, asymptotic behavior of method error under ε ! 0, when h is chosen
depending on ε, is interesting in many respects. And the inequality (3.3) makes such
an analysis possible.
Let us choose time increment h so that h = Cεα, α > 0. Then the error of a
method can be estimated in powers of small parameter ε
(EjXto,Xo(tk)− Xto,Xo(tk)j2)1/2 = O(εβ),
where β = minfα(ro − 1),minp2S1(α(p − 1) + 2J1(p)),minq2S2(α(q − 1/2) + J2(q))g.
The parameter α and a method may be such that a certain term of this method is
smaller than O(εβ). Such a term may be omitted and, in spite of this, the order of
the method error does not change with respect to ε.
Let us analyze the method which is based on the one-step approximation (2.4).
If h = Cεα, the mean-square global error of the method (2.4) is estimated by O(ε2α+
ε2+α/2). Let us choose α to be equal to one. In this case the method error is estimated
by O(ε2), the order of the terms εL1σrIor and εraIro is equal to O(ε5/2), and their
omission gives O(ε2) to the mean-square error. So, in the case of α = 1 these terms
may be omitted, and that does not lead to substantial increasing of the error. Thus,
we obtain a new method
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + akh+ L1akh2/2,(3.5)
(ER2)1/2 = O(h2 + εh+ ε2h1/2),
where σrk = σr(tk, Xk), ak = a(tk, Xk), (Ir)k = Ir(tk, h). It is clear that if h = Cε
α,
where α  1 or α  2, the errors of the methods (2.4) and (3.5) have the same order
with respect to ε. But if h = Cεα, 1 < α < 2, the method (3.5) has the lower order
with respect to ε than the method (2.4).
3.2. h − ε approach versus ε − h approach. In the paper we construct
numerical methods by h − ε approach; for instance, see the methods (2.4) and (3.5).
According to h−ε approach, we expand the exact solution X(t) of the system (1.1) in
powers of time increment h and obtain an expansion which is similar to the stochastic
Taylor-type expansion [4], [6], [7]. Then we regroup terms of the expansion with
respect to their hiεj factors and decide which terms must be included in a method.
Such a decision depends on the desired mean-square error of the method and on
calculation complexity of an expansion term, especially on complexity of simulation
of the used random variables.
ε−h approach is based on another idea. At rst, the exact solution of the system
(1.1) is expanded in powers of small parameter ε, for instance,
X(t) = Xo(t) + εX1(t),(3.6)
R = X(t)− X(t) = O(ε2),
where Xo(t) and X1(t) are found as the solutions of the original system under ε = 0
and its system of the rst approximation
dXo = a(t, Xo) dt, Xo(0) = Xo,(3.7)
dX1 = a0x(t, X
o)X1 dt+
q∑
r=1
σr(t, Xo) dWr, X1(0) = 0.(3.8)
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1074 G. N. MILSTEIN AND M. V. TRET’YAKOV
The system (3.7) is the system of deterministic dierential equations for which,
as is generally known, ecient high-order numerical methods exist, for example,
Xok+1 = X
o
k + akh+ (a a
0
x + a
0
t)kh
2/2,(3.9)
Xoo = Xo, Ro = O(h
2),
where ak = a(tk, Xok), the n  n matrix (a0x)k is equal to ∂a(tk, Xok)/∂x, n-vector
(a0t)k is equal to ∂a(tk, X
o
k)/∂t, and Ro is the error of the method. The system (3.8)
is the system of stochastic dierential equations with additive noises [6], [7]. The
Euler method for the system (3.8) has the form
X1k+1 = X
1
k +
q∑
r=1
(σrIr)k + (a0xX
1)kh,(3.10)
X1o = 0, (E(R1)
2)1/2 = O(h),
where σrk = σr(tk, X
o
k), (a
0
x)k = ∂a(tk, X
o
k)/∂x, and R1 is the error of the method.
So, we obtain the method (3.6), (3.9), (3.10) for numerical solution of the system (1.1)
with the error O(h2 + ε2).
One can see that h − ε approach and ε − h approach are essentially dierent. If
time increment h tends to zero, a method, constructed by ε − h approach, does not
converge to the exact solution and converges to Xo(t) + εX1(t). In contrast to ε − h
approach h−ε approach gives a method which always converges to the exact solution
of the system (1.1) in the case of h ! 0. Our aim is to derive numerical methods for
solution of the system (1.1) with small but xed parameter ε > 0. That is why h − ε
approach is more preferable than ε − h.
4. Some methods for Ito systems with small noises. Our aim is to con-
struct methods with small mean-square errors (provided that ε is a small parameter)
and with simply simulated random variables. Herein we restrict ourselves to the
methods which contain the following Ito integrals:
Ir = h1/2ξr,
Iro = h3/2(ηr/
p
3 + ξr)/2,
Ior = hIr − Iro,
Jr =
∫ h
0
ϑWr(ϑ)dϑ = h5/2(ξr/3 + ηr/(4
p
3) + ζr/(12
p
5)),
Iroo = hIro − Jr,
Ioro = 2Jr − hIro,
Ioor = h2Ir/2− Jr,(4.1)
where ξr, ηr, ζr are independent normally distributed N(0, 1) random variables with
zero mean and unit standard deviation. The used random variables (Ito integrals) of
all proposed methods are simulated at each step according to the formulas (4.1).
4.1. Taylor-type numerical methods.
4.1.1. Method O(h +   ). The simplest numerical method is the Euler one:
Xk+1 = Xk + ε
q∑
r=1
(σr Ir) k + akh,(4.2)
Eρ = O(h2), (Eρ2)1/2 = O(h2 + ε2h),
(ER2)1/2 = O(h+ ε2h1/2).
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1075
4.1.2. Methods O(h2+  ) and O(h3+  ). These methods are based on the
one-step approximations which have been written down above in sections 2 and 3. The
mean-square error of the method (2.4) is equal to O(h2 + ε2h1/2). The mean-square
error of the method (3.5) is estimated by O(h2 + εh+ ε2h1/2). The method, which is
based on the one-step approximation (2.7), has the error (ER2)1/2 = O(h3+ ε2h1/2).
4.1.3. Methods O(h4 +   ). The following method is obtained:
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + akh+ ε
q∑
r=1
(L1σrIor)k + ε
q∑
r=1
(raIro)k
+L1akh2/2 + ε
q∑
r=1
(L21σrIoor)k + ε
q∑
r=1
(L1raIoro)k
+ε
q∑
r=1
(rL1aIroo)k + L21akh
3/6 + L31akh
4/24,(4.3)
Eρ = O(h5 + ε2h2), (Eρ2)1/2 = O(h5 + ε2h),
(ER2)1/2 = O(h4 + ε2h1/2).
In some cases the derived methods may be improved due to special properties of a
concrete system. For instance, let us consider the commutative case, i.e., iσr = rσi,
or a system with one noise (q = 1). For these systems we obtain
Xk+1 = A(tk, Xk, h; (ξ, η, ζ)k) + ε2
q−1∑
i=1
q∑
r=i+1
(iσrIiIr)k
+ε2
q∑
i=1
(iσi(I2i − h)/2)k + ε2L2akh2/2,(4.4)
Eρ = O(h5 + ε2h3), (Eρ2)1/2 = O(h5 + ε2h2 + ε3h3/2),
(ER2)1/2 = O(h4 + ε2h3/2 + ε3h),
where A(tk, Xk, h; (ξ, η, ζ)k) is equal to the right side of (4.3).
Note that for the system with one noise (q=1) the term ε2
∑q−1
i=1
∑q
r=i+1(iσrIiIr)k
is neglected. One can see that the error of the method (4.4) is smaller than the error
of the scheme (4.3). Moreover, the mean-square order of the method (4.4) is equal to
one, while the mean-square order of the method (4.3) is equal to one-half.
4.2. Runge{Kutta methods. To reduce calculations of derivatives in the meth-
ods of section 4.1 we propose Runge{Kutta schemes (of course, they are not genuine
Runge{Kutta methods because they need calculation of some derivatives).
4.2.1. Method O(h2 +   ). The following method is obtained:
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k +
(
a
(
tk + h, Xk + ε
q∑
r=1
(σrIr)k + akh
)
+ ak
)
h/2
+ε
q∑
r=1
(L1σrIor)k + ε
q∑
r=1
(ra(Iro − Irh/2))k,(4.5)
Eρ = O(h3), (Eρ2)1/2 = O(h3 + ε2h),
(ER2)1/2 = O(h2 + ε2h1/2).
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1076 G. N. MILSTEIN AND M. V. TRET’YAKOV
4.2.2. Method O(h3 +   ). The following Runge{Kutta method is obtained:
Xk+1 = Xk + (K1 + 4K2 +K3)/6 + ε
q∑
r=1
(σrIr)k
+ ε
q∑
r=1
(L1σrIor)k + ε
q∑
r=1
(raIro)k,(4.6)
(ER2)1/2 = O(h3 + ε2h1/2),
where
K1 = ha(tk, Xk), K2 = ha(tk + h/2, Xk +K1/2), K3 = ha(tk+1, Xk − K1 + 2K2).
4.2.3. Methods O(h4+  ) . The following Runge{Kutta method is obtained:
Xk+1 = Xk + (K1 + 2K2 + 2K3 +K4)/6 + ε
q∑
r=1
(σrIr)k + ε
q∑
r=1
(L1σrIor)k
+ ε
q∑
r=1
(raIro)k + ε
q∑
r=1
(L21σrIoor)k + ε
q∑
r=1
(L1raIoro)k + ε
q∑
r=1
(rL1aIroo)k,(4.7)
(ER2)1/2 = O(h4 + ε2h1/2),
where
K1 = ha(tk, Xk), K2 = ha(tk + h/2, Xk +K1/2),
K3 = ha(tk + h/2, Xk +K2/2), K4 = ha(tk+1, Xk +K3).
In the commutative case the method (4.7) can be improved as in section 4.1.3.
The simpler method
Xk+1 = Xk + (K1 + 2K2 + 2K3 +K4)/6 + ε
q∑
r=1
(σrIr)k,(4.8)
where Ki are calculated as in (4.7), has the greater error in comparison with (4.7).
(ER2)1/2 = O(h4 + εh+ ε2h1/2).
Note that the error of the method (4.8) with respect to ε is greater than the error
of the scheme (4.7) under h = Cεα, 1/3 < α < 2, and otherwise they have the same
order.
4.3. Implicit methods. Implicit methods are useful for sti stochastic systems.
4.3.1. Methods O(h +   ). The one-parameter family of implicit Euler
schemes is written in the form [6], [7]
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + αhak + (1− α)hak+1,(4.9)
0  α  1, (ER2)1/2 = O(h+ ε2h1/2).
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1077
4.3.2. Methods O(h2 +   ). As in the monograph [6], the two-parameter
family of implicit schemes is constructed:
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + αhak + (1− α)hak+1 + ε
q∑
r=1
(ra(Iro − (1− α)Irh))k
+ ε
q∑
r=1
(L1σrIor)k + β(2α − 1)L1akh2/2 + (1− β)(2α − 1)L1ak+1h2/2,(4.10)
0  α  1, 0  β  1,
Eρ = O(h3 + ε2h2), (Eρ2)1/2 = O(h3 + ε2h),
(ER2)1/2 = O(h2 + ε2h1/2).
If α = 1/2, we obtain the trapezoidal method which is the simplest of the family
(4.10):
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + h(ak + ak+1)/2
+ ε
q∑
r=1
(L1σrIor)k + ε
q∑
r=1
(ra(Iro − Irh/2))k,(4.11)
(ER2)1/2 = O(h2 + ε2h1/2).
In the commutative case or in the case of one noise the methods (4.10){(4.11) can be
improved as the method (4.3) in section 4.1.
4.4. Remark. Obviously, many other methods may be derived. First, by adding
or omitting some terms one can obtain methods that are similar to above but have
other mean-square errors, for instance, O(h5+   ), O(h6+   ). Second, it is possible
to derive other types of methods, for instance, implicit Runge{Kutta methods. In this
section we have restricted ourselves to the set of more common and, in our opinion,
useful methods and have illustrated the proposed approach to numerical solution of
a stochastic system with small noises.
5. Stratonovich stochastic dierential equations with small noises. For
some physical applications Stratonovich interpretation of a stochastic system is prefer-
able [1], [2]. It is known that the stochastic system in the Stratonovich sense (marked
by \*")
dX = a(t, X) dt+ ε
q∑
r=1
σr(t, X)  dWr, X(to) = Xo(5.1)
is equivalent to the following system of the Ito stochastic dierential equations:
dX =
[
a(t, X) +
ε2
2
q∑
r=1
∂σr
∂x
(t, X)σr(t, X)
]
dt+ ε
q∑
r=1
σr(t, X)dWr,(5.2)
X(to) = Xo.
In the general case (ε = 1) numerical methods, constructed for the Ito system, are
easily rewritten for the Stratonovich system by adding the term 12
∑q
r=1
∂σr
∂x σr to the
drift [6], [7]. However, in the case of small noises the additional term is multiplied by
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1078 G. N. MILSTEIN AND M. V. TRET’YAKOV
small factor ε2. So, the Stratonovich system with small noises (5.1) is distinguished
from the Ito system dX = a(t, X)dt + ε
∑q
r=1 σr(t, X)dWr by the small component
in the drift, and constructing a numerical method for the system (5.2), one must take
the magnitude of the additional term into account.
Most of the methods for the system (5.1) are obtained from methods for the Ito
system by adding the term ε
2
2
∑q
r=1(
∂σr
∂x σr)h. Namely, for the Stratonovich system
(5.1) the methods (2.4), (2.7), (3.5), (4.2), (4.3), (4.5), (4.6), (4.7), (4.8) acquire the
form
Xk+1 = A(tk, Xk, h; (ξ, η, ζ)k) +
ε2
2
q∑
r=1
(
∂σr
∂x
σr
)
k
h,(5.3)
where the expression A(tk, Xk, h; (ξ, η, ζ)k) is calculated according to the same rules
as the right sides of the corresponding methods.
In the commutative case we obtain
Xk+1 = A(tk, Xk, h; (ξ, η, ζ)k) +
ε2
2
q∑
r=1
(
∂σr
∂x
σr
)
k
h+ ε2
q−1∑
i=1
q∑
r=i+1
(iσrIiIr)k
+ ε2
q∑
i=1
(iσi(I2i − h)/2)k + ε2L1
{
q∑
r=1
∂σr
∂x
σr
}
k
h2/4 + ε2(~L2a)kh2/2,(5.4)
(ER2)1/2 = O(h4 + ε2h3/2 + ε3h),
where A(tk, Xk, h; (ξ, η, ζ)k) is the right side of (4.3) and
~L2 =
1
2
q∑
r=1
(
σr,
∂
∂x
)2
+
1
2
q∑
r=1
(
∂σr
∂x
σr,
∂
∂x
)
.
Analogously, the method for the Stratonovich system, which corresponds to the
method (4.7) for the Ito system, can be improved in the commutative case.
The one-parameter family of implicit methods for the Stratonovich system has
the form
Xk+1 = A(tk, Xk, h; (ξ)k) +
ε2
2
q∑
r=1
[
α
(
∂σr
∂x
σr
)
k
+ (1− α)
(
∂σr
∂x
σr
)
k+1
]
h,(5.5)
(ER2)1/2 = O(h+ ε2h1/2),
where A(tk, Xk, h; (ξ)k) is the right side of (4.9).
The two-parameter family of implicit methods for the Stratonovich system has
the form
Xk+1 = A(tk, Xk, h; (ξ, η)k)+
ε2
2
q∑
r=1
[
α
(
∂σr
∂x
σr
)
k
+ (1− α)
(
∂σr
∂x
σr
)
k+1
]
h,(5.6)
(ER2)1/2 = O(h2 + ε2h1/2),
where A(tk, Xk, h; (ξ, η)k) is the right side of (4.10).
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1079
6. Numerical methods for systems with small additive noises. One of
the important particular cases of the system (1.1) is the system with additive noises
dX = a(t, X) dt+ ε
q∑
r=1
σr(t) dWr.(6.1)
Note that in this case the Stratonovich system coincides with the Ito system.
For the system (6.1) we obtain the Taylor-type and Runge{Kutta methods with
the errors O(h2 + εh), O(h2 + ε2h), O(h2 + ε2h3/2), O(h3 + ε2h3/2), O(h4 + ε2h3/2)
which are similar to the methods of section 4 but always require additional analysis
of the errors. We also obtain the implicit schemes which follow from the schemes of
section 4.3. Herein we restrict ourselves to the methods with errors like O(h4 +   )
which, from our point of view, are the most interesting for a reader.
The Taylor-type method with the error O(h4 + ε2h3/2) is
Xk+1 = Xk + ε
q∑
r=1
(σrIr)k + akh+ ε
q∑
r=1
(
dσr
dt
Ior
)
k
+ ε
q∑
r=1
(raIro)k
+(L1 + ε2L2)akh2/2 + ε
q∑
r=1
(
d2σr
dt2
Ioor
)
k
+ ε
q∑
r=1
(L1raIoro)k
+ ε
q∑
r=1
(rL1aIroo)k + L21akh
3/6 + L31akh
4/24,(6.2)
Eρ = O(h5 + ε2h3), (Eρ2)1/2 = O(h5 + ε2h2),
(ER2)1/2 = O(h4 + ε2h3/2).
The Runge{Kutta method with the error O(h4 + ε2h3/2) is
Xk+1 = Xk+(K1+2K2+2K3+K4)/6+ε
q∑
r=1
(σrIr)k+ε
q∑
r=1
(
dσr
dt
Ior
)
k
+ε
q∑
r=1
(raIro)k
+ ε2L2akh2/2 + ε
q∑
r=1
(
d2σr
dt2
Ioor
)
k
+ ε
q∑
r=1
(L1raIoro)k + ε
q∑
r=1
(rL1aIroo)k,(6.3)
(ER2)1/2 = O(h4 + ε2h3/2),
where
K1 = ha(tk, Xk), K2 = ha(tk + h/2, Xk +K1/2),
K3 = ha(tk + h/2, Xk +K2/2), K4 = ha(tk+1, Xk +K3).
As in section 4.2 (see the methods (4.7){(4.8)), it is possible to obtain the simpler
method which in the case of additive noises coincides with the scheme (4.8), but its
mean-square error is equal to (ER2)1/2 = O(h4 + εh).
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7. Numerical methods for systems with small colored noises. It is known
that for some physical applications colored noises are more preferable than white ones.
In [9], [10] various special numerical methods for the solution of a system with colored
noises were derived. Here we present schemes for a system with small colored noises.
Thanks to small parameter ε, they are simpler and have smaller errors than in the
case of a general system with colored noises.
A system with small colored noises can be written in the form
dY = f(t, Y ) dt + εG(t, Y )Z dt,
dZ = A(t)Z dt +
q∑
r=1
br(t) dWr,(7.1)
Y (to) = Yo, Z(to) = Zo, t 2 [to, T ],
where Y and f(t, Y ) are l-dimensional vectors, Z and br(t) are m-dimensional vectors,
A(t) is an mm matrix, and G(t, Y ) is an lm matrix, Wr are uncorrelated standard
Wiener processes, and ε is a small parameter.
Let us introduce a new variable U :
U = εZ.(7.2)
Then the system (7.1) is rewritten in the convenient form
dY = f(t, Y ) dt + G(t, Y )U dt,
dU = A(t)U dt + ε
q∑
r=1
br(t) dWr,(7.3)
Y (to) = Yo, U(to) = εZo.
The system (7.3) is the particular case of the system with small additive noises (6.1).
However, the system (7.3) is simpler than (6.1) because it is linear with respect to U
and the rst equation of (7.3) does not contain Wiener dierentials. These properties
allow us to construct special numerical methods for the system (7.3) which are simpler
and have smaller errors than the corresponding schemes for the system (6.1).
The operators L1, L2, and r for the system (7.3) have the form
L1 =
∂
∂t
+
(
f(t, Y ) +G(t, Y )U,
∂
∂y
)
+
(
A(t)U,
∂
∂u
)
,
L2 =
1
2
q∑
r=1
m∑
i,j=1
birb
j
r
∂2
∂ui∂uj
, r =
(
br,
∂
∂u
)
.(7.4)
On the base of the methods for a system with additive noises we obtain vari-
ous methods (Taylor-type and Runge{Kutta, explicit and implicit) with errors from
O(h2 + εh) up to O(h4 + εh3 + ε2h5/2) for the system (7.3). But herein we restrict
ourselves to the Runge{Kutta schemes with the errors like O(h4 +   ).
For the system (7.3) we obtain the Runge{Kutta method
Yk+1 = Yk + (K1 + 2K2 + 2K3 +K4)h/6 + εGk
q∑
r=1
(brIro)k + ε
q∑
r=1
([(Gbr)0t
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MEAN-SQUARE METHODS FOR EQUATIONS WITH SMALL NOISES 1081
+(Gbr)0y(f +GU)]Ioro)k + ε
q∑
r=1
(rL1(f +GU)Iroo)k + ε2
q∑
r=1
((Gbr)0yGbr)kh
3/6,
Uk+1 = Uk + ε
q∑
r=1
(brIr)k +AkUkh+ ε
q∑
r=1
(
dbr
dt
Ior
)
k
+ ε
q∑
r=1
(AbrIro)k
+(A0tU +A
2U)kh2/2 + ε
q∑
r=1
(
d2br
dt2
Ioor
)
k
+ ε
q∑
r=1
((Abr)0tIoro)k
+ ε
q∑
r=1
((A0tbr +A
2br)Iroo)k + (A00ttU +AA
0
tU +A
3U + 2A0tAU)kh
3/6
+
{(
∂
∂t
+
(
Au,
∂
∂u
))
(A00ttU +AA
0
tU +A
3U + 2A0tAU)
}
k
h4/24,(7.5)
(ER2)1/2 = O(h4 + εh3 + ε2h5/2),
where
F (t, Y, U) = f(t, Y ) +G(t, Y )U, Ak+1/2 = A(tk + h/2),
K1 = hF (tk, Yk, Uk), K2 = hF (tk + h/2, Yk +K1/2, Uk + hAkUk/2),
K3 = hF (tk + h/2, Yk +K2/2, Uk + hAk+1/2(Uk + hAkUk/2)/2),
K4 = hF (tk+1, Yk +K3, Uk + hAk+1/2[Uk + hAk+1/2(Uk + hAkUk/2)/2]).
The method (7.5) may be improved up to (ER2)1/2 = O(h4+ε2h5/2) by adding terms
with the order εh7/2.
The simpler method is
Yk+1 = Yk + (K1 + 2K2 + 2K3 +K4)h/6,(7.6)
Uk+1 = Uk + ε
q∑
r=1
(brIr)k +AkUkh+ (A0tU +A
2U)kh2/2
+(A00ttU +AA
0
tU +A
3U + 2A0tAU)kh
3/6
+
{(
∂
∂t
+
(
Au,
∂
∂u
))
(A00ttU +AA
0
tU +A
3U + 2A0tAU)
}
k
h4/24,
(ER2)1/2 = O(h4 + εh),
where Ki are taken from (7.5). Note that if, for example, h = Cε1/4, the errors of
both methods (7.5) and (7.6) are estimated by O(ε). However, if h = Cε, the method
(7.5) gives (ER2)1/2 = O(ε4) and the method (7.6) gives only O(ε2).
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8. Numerical tests.
8.1. Simulation of Lyapunov exponent of a linear system with small
noises. The stability problem of a stochastic system is of great importance from
physical and engineering points of view. It is known [11], [12] that one can investigate
stability of a dynamical stochastic system by Lyapunov exponents. The negativeness
of upper Lyapunov exponents is an indication of system stability. It is usually impos-
sible to derive analytical expressions for Lyapunov exponents. In this case numerical
approaches are useful. For the rst time an algorithm of numerical computation of
Lyapunov exponents was proposed by D. Talay [13]. The algorithm is based on weak
schemes.
Here we calculate Lyapunov exponent as a convenient example to illustrate the
correctness and eectiveness (in comparison with ordinary mean-square schemes) of
the proposed methods. Although the weak schemes are usually more ecient than
mean-square ones, our approach is interesting in itself because we nd the exponent
together with the real trajectory.
Let us consider the following two-dimensional linear Ito stochastic system:
dX = AXdt+ ε
q∑
r=1
BrXdWr(t),(8.1)
where X is a two-dimensional vector, A and Br are constant 2  2 matrices, Wr are
independent standard Wiener processes, and ε > 0 is a small parameter. In ergodic
case the unique Lyapunov exponent λ of the system (8.1) exists [11] and
λ = lim
t!1
1
t
E(lnjX(t)j) = lim
t!1
1
t
lnjX(t)j,(8.2)
where X(t), t  0, is a nontrivial solution of the system (8.1). The last equality
of (8.2) holds with the probability one. A nontrivial solution of the system (8.1) is
asymptotically stable with probability one if and only if the Lyapunov exponent λ is
negative [11].
In [12], [14] the expansion of Lyapunov exponent of the system (8.1) in powers of
the small parameter ε was obtained. In the case of
A =
[
a c
−c a
]
, Br =
[
br dr
−dr br
]
, r = 1, ..., q,(8.3)
the Lyapunov exponent of the system (8.1) is exactly equal to [14]
λ = a+
ε2
2
q∑
r=1
[(dr)2 − (br)2].(8.4)
To test the numerical schemes of the present paper we choose the case (8.3) of the
system (8.1) with two independent noises (q = 2).
We calculate the function λ(t)
λ(t) =
1
t
lnjX(t)j  1
t
lnj X(t)j(8.5)
which in the limit of large time (t ! 1) tends to the Lyapunov exponent λ. The
approximation X(t) of the exact solution X(t) of the system (8.1) is simulated by
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λ
FIG. 1. Lyapunov exponent. Time dependence of the function λ(t), t  2, for a = −3, c = 1,
b1 = b2 = 1, d1 = 1, d2 = −1, ε = 0.1, X1(0) = 0, X2(0) = 1, and time step h = 0.3. The
solution of the system (8.1){(8.3) is approximated by (1) the method with the error O(h), (2) the
Runge{Kutta method with the error O(h2+ εh+ ε2h1/2), and (3) the Runge{Kutta method with the
error O(h4 + εh + ε2h1/2). Dashed line is the exact value of the Lyapunov exponent λ (λ = −3).
λ                
FIG. 2. Lyapunov exponent. Time dependence of the function λ(t), t  2, for h = 0.01, other
parameters are the same as in Fig. 1. The solution of the system (8.1){(8.3) is approximated by (1)
the method with the error O(h) and (2) the Runge{Kutta methods with the errors O(h2+εh+ε2h1/2)
and O(h4 + εh + ε2h1/2). Dashed line is the exact value of the Lyapunov exponent λ (λ = −3).
three mean-square schemes: (i) the rst-order method [3], [6], [7] with the error O(h)
which in our case is ecient as to simulation of the used random variables due to
commutativity of the matrices Br, r = 1, . . . , q; (ii) the simplied version of the
Runge{Kutta scheme (4.5) with the error O(h2 + εh + ε2h1/2); and (iii) the Runge{
Kutta scheme (4.8) with the error O(h4 + εh+ ε2h1/2).
If one chooses h = O(ε1/2) (see Fig. 1), the method (i) gives the error O(ε1/2),
the method (ii) gives the error O(ε), and the method (iii) gives the error O(ε3/2). For
h = O(ε2) (see Fig. 2) we have (i) gives O(ε2), and (ii), (iii) give O(ε3). Analyzing
Figures 1 and 2, one can conclude that in the case of small noises new methods may
have smaller errors than ordinary methods and permit us to save CPU time.
To simulate Gaussian random numbers we use the procedure GASDEV [15].
8.2. Laser Langevin equation with multiplicative noises. Our second ex-
ample is devoted to trajectory simulation of the following laser Langevin equation
[16], [17]:
db/dt = [(α + iβ)− (A+ iB)jbj2]b+ Γ(t),(8.6)
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1084 G. N. MILSTEIN AND M. V. TRET’YAKOV
where α, β, and Γ fluctuate according to
α = αo + Γα(t), β = βo + Γβ(t), Γ(t) = Γ1(t) + iΓ2(t),
hΓαi = hΓβi = hΓji = 0, j = 1, 2, hΓα(t) Γα(t0)i = Qαδ(t − t0),
hΓβ(t) Γβ(t0)i = Qβδ(t − t0), hΓα(t) Γβ(t0)i = Qαβδ(t − t0),
hΓj(t) Γl(t0)i = Qδjlδ(t − t0), hΓα(t) Γj(t0)i = hΓβ(t) Γi(t0)i = 0, l, j = 1, 2.
Here we use the notation h i for mean value. Let us suppose that fluctuations are
small. According to the notation of the paper the system (8.6) can be written as the
following Stratonovich system:
b  X = X1 + iX2,
dX1 = (αoX1 − βoX2 − (AX1 − BX2)XX)dt
+ ε
{
2∑
i=1
(αiX1 − βiX2)  dWi + σdW3
}
,
dX2 = (βoX1 + αoX2 − (BX1 +AX2)XX)dt
+ ε
{
2∑
i=1
(βiX1 + αiX2)  dWi + σdW4
}
,(8.7)
where
ε2[(α1)2 + (α2)2] = Qα, ε2[(β1)2 + (β2)2] = Qβ ,
ε2(α1β1 + α2β2) = Qαβ , εσ =
√
Q.
Under ε = 0 the system (8.7) becomes deterministic. In the case of αo/A > 0 it
has an asymptotically stable limit cycle (X1)2 + (X2)2 = αo/A. The radius ρ = jXj
under ε = 0 satises the equation
dρ/dt = ρ(αo − Aρ2)
and does not depend on the detuning parameters βo and B. The value ρ2 under ε 6= 0
satises the Stratonovich equation
dρ2 = 2ρ2(αo − Aρ2)dt+ 2ερ2(α1  dW1 + α2  dW2) + 2εσ(X1  dW3 +X2  dW4)
and also does not depend on βo and B. But dierence equations, which are the
result of applying numerical methods to the system (8.7), essentially depend not
only on the choice of a scheme and time step but also on the detuning parameters,
and growing of jβo − Bj leads to vanishing of stable cycle. Therefore, to solve the
system (8.7) one must use high-order schemes or choose a suciently small time step.
Since the system (8.7) contains multiplicative noises and does not belong to the class
of systems with commutative noises, the Euler method is the highest-order scheme
among known mean-square methods with easily simulated random variables [6], [7].
The Euler method has the mean-square error O(h + ε2h1/2) and in the case of large
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FIG. 3. Laser Langevin equation. Time dependence of the radius ρ = jXkj for αo = 0.5, βo = 1,
A = 0.1, B = 0.4, ε = 0.3, αi = βi = σ = 1, i = 1, 2, X1(0) = X2(0) = 0, and time step h = 0.005.
The solution Xk of the system (8.7) is approximated by the Euler method and by the Runge{Kutta
method with the error O(h4 + εh + ε2h1/2).
FIG. 4. Laser Langevin equation. Time dependence of the radius ρ = jXkj for time step h =
0.05, other parameters are the same as in Fig. 3. The solution Xk of the system (8.7) is approximated
by (1) the Euler method and (2) the Runge{Kutta method with the error O(h4 + εh + ε2h1/2).
jβo−Bj too small step h is required. On the other hand, for instance, the method with
the mean-square error O(h4 + εh + ε2h1/2) allows us to obtain suciently accurate
approximations for solutions of the system (8.7) and, particularly, to simulate phase
trajectories.
The radius ρ = jXkj of a typical trajectory is plotted in Figures 3 and 4. Figure
3 demonstrates the radius ρ calculated under the time step h = 0.005 by the Euler
scheme and by the Runge{Kutta scheme with the error O(h4 + εh + ε2h1/2) which
corresponds to the method (4.8) for the Ito system. In this case both methods give
the same results. As seen in Figure 4, if one chooses greater time step (h = 0.05), the
Runge{Kutta scheme gives quite good results (compare with Fig. 3), but the Euler
method becomes unstable. In all cases we use the same sample paths for the Wiener
processes.
Note that the Runge{Kutta method (4.8) and the corresponding method for the
Stratonovich system can be improved up to (ER2)1/2 = O(h4 + ε2h1/2) (see the
method (4.7)).
The laser Langevin equation is often considered with colored multiplicative pump
noises Γα(t) and Γβ(t) [18]. In that case one can simulate this equation by the methods
of section 7.
9. Conclusions. Dierential equations with small noises are the important cases
of a stochastic system because, as mentioned in the Introduction, a dynamical system
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1086 G. N. MILSTEIN AND M. V. TRET’YAKOV
is often aected by small fluctuations. For instance, stochastic resonance (see [19]
and the references therein), which has the high degree of current interest, arises just
in such systems. (Stochastic resonance is a phenomenon which is the result of a
cooperative eect of noise and periodic forcing in a stochastic system.)
In this paper the approach to construction of ecient high-exactness mean-square
methods for a system with small noises is developed. Thanks to a small parameter
ε, new methods may be easier, require less computer time, and have smaller errors
than ordinary schemes. Special attention has been paid to constructing methods with
eciently simulated random variables. Accuracy and convergence of a method are
analyzed by the theorem on the estimate of mean-square errors. Herein the explicit,
implicit, and Runge{Kutta methods with the mean-square errors from O(h+ ε2h1/2)
up to O(h4+ε2h1/2) are proposed for general Ito and Stratonovich systems with small
noises. Moreover, systems with small additive noises and systems with small colored
noises are considered. The appropriate methods for these systems have been also
derived: for systems with small additive noises|schemes with mean-square errors
from O(h2 + εh) up to O(h4 + ε2h3/2) and for systems with small colored noises|
schemes with mean-square errors from O(h2+εh) up to O(h4+εh3+ε2h5/2). By the
proposed approach it is possible to derive many other numerical schemes for systems
with small noises.
Mean-square methods are useful for direct simulation of stochastic trajectories
which, for instance, can give an information on qualitative behavior of a stochastic
model. They are the basis for construction of weak methods which are important
for many practical applications. Weak methods are sucient for calculation of mean
values and solving problems of mathematical physics by Monte Carlo technique, and
they are simpler than mean-square ones. Weak methods, constructed for systems
with small noises, can be a useful tool for numerical solution of partial dierential
equations with small parameter at high derivative. Weak methods for systems with
small noises and their applications to problems of mathematical physics will be the
subject of a separate paper.
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