The fundamental limits of performance for a general model of information retrieval from databases are studied. In the scenarios considered a large quantity of information is to be stored on some physical storage device. Requests for information are modeled as a randomly generated sequence with a known distribution. The requests are assumed to be "context-dependent", i.e., to vary according to the sequence of previous requests. The state of the physical storage device is also assumed to depend on the history of previous requests.
I. INTRODUCTION
If information theory, in a broad sense, may be said to comprise all aspects of the handling of information, including transmission, compression, processing, storage, and utilization, then we may plausibly include problems of information retrieval under this heading. These are the problems that arise in the handling of very large quantities of information in storage systems. It is certainly the case that the largest databases contain enormous amounts of information: commercially available servers for radiological images already store on the order of one terabyte, NASA's collection of scientific images currently comprises about one hundred terabytes, and petabyte systems for scientific databases 3 Section VIII discusses an interpretation of the results in terms of basic information theoretic concepts, identifies the source of the improvement achievable with redundancy, and indicates further generalizations of the main results.
II. STATEMENT OF PROBLEM AND OVERVIEW OF RESULTS

A. Illustration of Basic Problem
We begin with the simplest case, mentioned above, to illustrate and motivate the problem. Consider a large image stored on a tape. (For concreteness, we will refer to the information to be stored as the "image" throughout. The physical devices on which the image is stored will be referred to as the "database" or the "storage system" interchangeably.) We assume that the image is subdivided into an n n array of sub-blocks. The system is initially in a state in which one of the image blocks is displayed for the user, and the read-write head of the tape is located at a copy of the block stored on the tape.
In the next time unit, the user accesses one of the four neighboring blocks in the image, and is equally likely to move in any of the four directions on the image.
It is convenient to assume that the top and bottom edges of the image are adjacent, and the left and right edges also, making it an n n torus, and similarly that the left and right edges of the tape are connected. These assumptions are made to simplify the form of the results by eliminating edge effects. In almost all cases the edge effects do not change the basic nature of the results.
In all cases, the read-write head will move from its current location on the tape to a new position in which the requested block is stored. Furthermore it will stay in this new position until the next block is requested; this is sometimes referred to as a "catenated" search [23] .
To begin with, let us assume that the image has been written onto the tape in standard raster format, row by row. In this format two of four neighboring image elements are not stored in adjacent tape positions: two blocks that are adjacent in a column of the image are stored n positions apart on the tape. Assuming that the tape access time is linear in distance travelled, with unit speed, this raster scan gives an expected access time for the first request of about (n + 1)=2.
We will be interested in the average access time over a very long sequence of such requests. We postpone some minor technicalities by taking n to be odd; then the distribution of the requested block converges over time to the uniform distribution. The long-term average access time is then the limit as the number of requests grows large of the expected access time for the next request. For the system described here, this limit is obtained by averaging the access time for the next request over all possible positions of the current block. For the raster scan given above this limit is n 2 + 1 ? 1 n ; this is slightly greater than the quantity above because of the effect of blocks at the edge of the raster scan.
We are, of course, allowed to write the blocks from the image to the tape in whatever order we please, and this raises the question of whether it is possible to do much better by adopting a different scanning method, i.e., by writing the n 2 blocks to the tape but in a different order. It will emerge that if we are restricted to writing only these n 2 blocks, it is not possible to improve the raster result substantially, if at all. 1 We shall see, in fact, that no method of writing the n 2 blocks onto the tape can achieve an average access time lower than n 2 ; the raster scan is therefore within 1 of the optimum. 1 A folk wisdom we encountered has it that "space-filling curves" such as the Hilbert scan [27, 40] will do substantially better. This is not true, however, and we will see that these scans are probably significantly worse than the raster scan. Suppose however that we allow more than n 2 blocks to be written to the tape. We would like to use this redundancy to lower the access time. To illustrate the nature of the problem, suppose we select one block at random, at location C, not at the edge of the raster scan (see Figure 1 ) and write onto the tape next to this an extra copy of the block in the row above, i.e., location N. We place this repeated block immediately to the right of C. So now the tape contains block C, plus one copy of block N at distance n on the tape, plus a second copy of block N at distance 1. The expected access time for the next block, given that we are currently looking at block C, has therefore decreased substantially, from n+1 2 to n+5 4 . The overall expected access time of the image changes by 1=n 2 times this difference. However, there are two effects that offset this improvement. One is the interference problem: by adding in an extra block, we have further to travel for any transitions that move across the location N 2 on the tape. Here moves between C or blocks to the left of it on the image and blocks on the row below on the image, or moves between blocks to the right of C and blocks on the row above on the image, must move an extra block on the tape. So we have 2n ?1 image blocks that have probability 1=4 of having to move an extra block on the tape when redundancy is added in (we have already accounted for this effect for moves from C itself). This adds a term 2n?1 4 1 n 2 to the overall expected access time, more than erasing all the gains achieved by using redundancy in the first place. But there is also a second problem, which we call the unfavorable state problem. The expected access time for the next request given that the user is currently on block N of the image has increased as there is the possibility that the read/write head on the tape is at the new copy of block N, i.e., N 2 , rather than the original. This helps if the new request is for block C (cost 1 rather than n; probability 1=4) but hurts in all other cases, costing roughly n more each time. The expected access time for the next request given that the read/write head is currently addressing N 2 on the tape is n + 1 rather than n+1 2 , and since the probability of being in the unfavorable state is 1=4, as this is equivalent to having arrived in block N from block C, the overall access time given that the user is currently addressing block N of the image increases by n+1 8 , i.e., a further n+1 8 1 n 2 is added to the expected access time. Putting all these effects together, the expected access time for the image as a whole has increased by (3n + 5)=8n 2 . If the repeated block is placed immediately to the left of C rather than immediately to the right, we do marginally better in adding only a net (3n + 1)=8n 2 to expected access time. However, the performance degrades wherever the extra block is added. The expected access time also 5 increases if the repeated block is at the edge of the raster scan.
So it is not obvious that adding redundancy reduces expected access time. However, the major motivation for this paper is that very small amounts of redundancy added in the right way can dramatically reduce expected access time. This is despite the fact, shown above, that raster is "locally optimal".
When we are allowed to add redundancy, the situation becomes substantially more complicated, and more interesting. First, the invariant distribution of the position of the read/write head is no longer necessarily uniform. Secondly, if there are several copies of the requested block, a rule for which the read/write head will choose has to be given; it is not always true that the rule is to choose the closest copy. Extensions to the database model, in which a cache of given size may store previously accessed elements, and in which there are multiple storage devices, add further twists to the problem.
The general problem thus involves a mapping from one graph to another, with a given random walk on the first graph mapping to an induced random walk on the second. The problem is to design the mapping so that the induced random walk on the second graph has as low an expected cost as possible.
B. Main result
We state our main result in some generality, though further extensions are also considered later. These results are both tight and applicable to a wide range of setups. To illustrate them, consider again the case discussed above: an n n two-dimensional image that is accessed by a simple nearestneighbor random walk, written to a one-dimensional database, with a linear cost function. We assume again that the image is a torus and the tape is a loop. In the notation above, we have d = 2, t = 1, and c(m) = m.
THEOREM: Consider an image that is a d-dimensional torus with side n, and a storage device that is a t-dimensional torus, with a cost function c(m) that is monotonically nondecreasing and convex-\ (not necessarily strictly) for requests at distance m on the device, with c(0)
The no-redundancy-or-cache result above states that we cannot do any better than an access time of the form K 1 n for some constant K 1 ; indeed it will be shown that the minimum access time is in the range n 2 to n 2 + 1 ? 1 n . The latter is achievable using a standard raster scan. With an arbitrarily small amount of redundancy, i.e., a total storage of n 2 (1 + δ) instead of n 2 , for any δ > 0, and with no cache, we can for any ε > 0 achieve an average access time of less than an expression of the form K ε;δ n ε via an explicit construction. Thus an arbitrarily small amount of redundancy is sufficient to reduce the average access time from linear to subpolynomial. Note that no cache is needed to achieve this dependence on n.
Consider instead an image that is a three dimensional torus of side n, with user requests governed by a nearest neighbor symmetric random walk, written as above onto a one-dimensional loop with linear cost function. Without redundancy or cache, the minimum access time is upper and lower bounded by expressions of the form Kn 2 : in fact it is in the range . With an arbitrarily small amount of redundancy, i.e., total storage n 3 (1 + δ) instead of n 3 , for any given δ > 0, and no cache, we can achieve an average access time of less than an expression of the form K ε;δ n 1+ε via an explicit construction. Furthermore, even given a cache of size a(n) that can provide in zero time any requested block stored in it, we cannot achieve access time any lower than an expression of the form K n if the cache is of size o(n d ), i.e., if the fraction of the total image that can be stored in the cache is not bounded away from 0 as n increases. These examples demonstrate that even a very large cache does not affect the main dependence of access time on n. (The constant K ε;δ we derive in Section VII-A is large. Thus the fact that no cache is needed to achieve this dependence on n certainly does not mean that a cache would not be useful.)
With the exception of the construction for the case with redundancy, constants will be given for which the results above hold for all n, i.e., the results are not merely asymptotic.
III. BACKGROUND AND RELATED WORK
We do not know of any work in the literature that considers the problems we have introduced in this paper. Many of the individual elements, however, such as replication of data, dimensional mismatch, context-dependent search, and caching, have been the subject of research.
Our model and results are applicable to very large databases containing, typically, large numbers of high-quality images. These may include scientific databases such as those used in space and earth science, databases containing medical images, and large scale multimedia systems. These have the 7 feature that the quantities of data are large and relatively unstructured compared with, for example, library databases, in which the quantities of data are much smaller, and in which the semantic qualities of the data become more important. We assume that some simple models of user access to information can be derived, perhaps by empirical means (e.g., Miller and Katz [31] examine the observed access patterns for an atmospheric research database). We may expect that these access patterns include all obvious possible user requests, such as lateral movement, zooms in and out, moves forward and backward in time, moves to versions of the same image taken through different filters, and so on. The true user access patterns may of course be very complicated, and it may also be very difficult to establish estimates of these patterns. In the remainder of the paper we will take the model of a simple user random walk on a d-dimensional periodic lattice. The results show some robustness with respect to perturbations of this model, as discussed in Section VIII.
We have a given physical structure for the storage system, with a scale of costs associated with transitions within the system. Reviews of the physical structures of current storage systems are given by Johnson and Miller [20] , Katz [22] , and McKusick [30] . Data storage is typically organized in a storage hierarchy, represented as a pyramid, with a small amount of data in fast caches (at the top of the pyramid) ranging to large amounts of data stored in lower cost, higher retrieval time memory (at the bottom of the pyramid). The cost functions in such systems should in principle be easy to determine from the system specification. We develop results for quite general cost functions.
Some previous work (see Knuth [23, Ch. 6 ] for a review) concerns the problem of how to store data with fixed user request probabilities (i.e., probabilities independent from time unit to time unit); in some of these problems the storage system resets continually, so that it too is always in a fixed state when a request arrives, and in others the storage system changes state with each request [23, pp. 404-405, 667] . Some retrieval problems are given in Garey and Johnson's list of NP-complete problems [16] . More recently, a large amount of work has gone into caching and retrieval problems, from the point of view of "competitive analysis" of "on-line algorithms". The idea is to compare the performance of an algorithm (for, say, caching or retrieval) with the best possible performance if the entire sequence of requests were known in advance, and to attempt to minimize the maximum ratio of the two. A recent overview of this area is given by Phillips and Westbrook [38] . Many such competitive algorithms address the "paging problem", in which the memory is divided into two parts, a fast cache and a slower main memory. Requests for pages not in the cache are served in unit time from the main memory. Thus in this problem, access times do not scale with the total amount of information stored. Some recent attention has been given to the idea of modeling context-dependency of the requests ("locality of reference") in such paging systems, either by imposing restrictions on the access requests of an adversary via an access graph [3, 15, 18, 19] or by modeling the sequence of requests as being produced by a Markov chain [21, 29] .
The illustrative example of Section II-A involved the representation of a two-dimensional object by a one-dimensional storage system. Similar dimensionality mismatch ideas occur in the area of parallel computing. One problem here is to evaluate how well algorithms designed for one architecture can be simulated on other architectures, e.g., how well a two-dimensional parallel mesh computer can be simulated by a one-dimensional mesh. (See, for example, [12, 24] ). However, the idea of including redundancy is not natural in the parallel computing problem, and the cost functions considered are usually linear. The effect of the storage hierarchy model in the database application is frequently to make the cost functions markedly nonlinear. For example, the seek time on a disk has been modeled 8 as taking a time proportional to a constant plus the square root of the distance to be travelled [41, p. 998] .
Chen et al. [5] consider problems with essentially the same application that we have in mind, though with an entirely different approach, and seek to devise good heuristic algorithms for data placement on arbitrary structures to achieve reasonably efficient access.
Replication of data is a common feature of databases; often this occurs naturally in distributed systems in which many copies of a file are distributed throughout a network. The issues commonly considered how to maintain consistency and how to update the copies efficiently. Redundancy is often added to ensure data availability in the case of subsystem malfunction. There is a hierarchy of RAID (Redundant Arrays of Inexpensive Disks) systems with increasing levels of complexity in the usage of redundancy [37] . Although the primary purpose of the redundancy is to combat disk failure, it has also been observed that the redundancy lowers average access time [4, 26] .
Some applications of nontrivial channel codes to the design of optimal storage systems have appeared recently in contexts different to the ones considered here. Roche [39] examines the problem in which a database consisting of a number of disks is accessible by a number of users, with each having access to some individual subset of the disks. A common file must be available to all users, and the problem is to ensure that each user can reconstruct the file (or as much of it as possible) from the partial information given. Roche demonstrates that the use of erasure-correcting codes can enable all users to reconstruct the common file in situations where the database setup would not allow reconstruction if the file were simply partitioned among the various disks. There is no interactive component to information requests in this problem.
In the problem examined by Naor and Roth [35, 36] , a single user traverses a graph that contains a storage unit of unlimited capacity at each vertex. At any instant, the user has access to the contents of the storage units at the current vertex and at all adjacent vertices, and must be able to reconstruct the entire common file from this information. The goal is to minimize the total storage used. Naor and Roth demonstrate that an essentially optimal solution can be achieved for all large enough file sizes by using erasure-correcting codes, and that these will outperform a simple file segmentation approach (in which portions of the file are stored on each vertex with no additional processing) by up to a factor of O(log∆ G ) where ∆ G is the maximal degree in the graph. There is no variable access time in this system or in the system examined by Roche: in each case the desired information is available immediately or not at all.
IV. PRELIMINARIES
The images and user random walks we consider are such that the Markov chain of user requested blocks has a finite number of states and is also irreducible, i.e., every block can eventually be reached starting from any other block. Such Markov chains have a unique invariant probability distribution on their states [14, p. 391] . It may happen that this distribution is not achieved as a steady state limit given any particular starting state, if the Markov chain is periodic. This happens, for example, in a simple nearest neighbor random walk on a d-dimensional lattice of period n if n is even, when half the blocks are reachable only in an odd number of transitions from the original block, and half only in an even number of transitions. It is still the case, however, that the probability that a particular block is reached in a given period divided by the length of the period converges to the invariant distribution with probability one [14, p. 405] . If the storage system state is determined entirely by the current image block being accessed, as is the case for most of the no-redundancy cases we consider, we can therefore say that the long-term time average of the access times will converge to the mean over one period of the Markov chain of the access times for the period. Thus we define the expected access time given user-driven random walk transition probabilities Pr i; j] and a cost function c(i; j) for transitions from block i to block j as
where p(i) is the unique invariant probability distribution of the chain. This depends on the mapping of image to storage system through the costs c(i; j). The long-term average access time will converge to this quantity with probability one whether the chain is periodic or not.
When redundancy, multiple storage devices, caches, and other elaborations are allowed in the storage system, the set of storage system states will become larger, and will not in general be determined entirely by the image block currently being accessed. The system is now specified by an initial arrangement of information in the database, and a rule for deciding which state the system moves into given its current state and the next request. For example, with redundancy in the database the rule must specify which of several copies of a requested block is accessed. We may still assume that the storage system states form an irreducible Markov chain. We again have a unique invariant distribution p(`) on this set L of states. We define the expected cost as
where now c(`; j) denotes the cost under the given rule of serving a request for block j when the system is in state`, under the given mapping of image to database. Again the long term average access time will converge to this quantity with probability one.
We often refer to distances between two blocks on a multidimensional image or storage device.
This distance will refer to the L 1 distance, defined as the smallest number of nearest-neighbor moves required to move from one block to the other (also known as the rectilinear or "city blocks" distance).
We will assume that the cost function depends only on this measure of distance, so that if two blocks a and b are distance m apart on the storage device in this sense, we have c(a; b) = c(m). In deriving bounds, noninteger values of m may appear in the argument for m; we interpolate linearly between the two adjacent integer values in these cases. We will discuss many different situations, and therefore fix a notation to cover these. In general, we have a d-dimensional toroidal image of side n stored on s(n) different t-dimensional toroidal storage devices, each of which has cost c(m) for a move of distance m on the device. We consider systems with or without redundancy. For any given mapping of image to storage system, the expected cost is defined as above. The minimum (or infimum) over all such mappings will be represented by the notation E ? C s(n) (d; t; n) , and we add subscripts r and nr to indicate systems with redundancy and systems with no redundancy, respectively. We omit the superscript if s(n) = 1. It is useful to have a notation for the special case in which c(m) = m. We denote this via the superscript lin. Thus for example E ? C lin nr (d; 1; n) represents the minimum expected access time for a d-dimensional image of side n written to a single one-dimensional tape, whose access time is m for a move of length m. We assume d > t 1 throughout. The parameters d and t will be assumed independent of n, and the focus will be on finding the average access time of the system as n increases. 10 
V. ANALYSIS OF AVERAGE ACCESS TIMES, NO REDUNDANCY CASE
We find it convenient to develop the main results for the simplest cases, and then to generalize.
A. The basic no-redundancy case
Consider first a d-dimensional image, a torus of side n, stored on a 1-dimensional tape, in which the user requests data according to a simple random walk on the image: at each time unit, the next block is one of the 2d nearest neighbors, and each of these is requested with probability 1=2d. The cost function c(m) is linear, i.e., c(m) = m. We assume throughout that n 2. Then we have the following lower bound on average access time:
Proof: Consider the following "alternative experiment". We select any two blocks of the image at random, then move directly from the first to the second along some randomly chosen shortest image path. Let the total access time for this journey be C , and let the number of moves along the shortest path on the image be N. The crucial observation is that the alternative experiment faithfully represents the long-term expected access time of the user-driven random walk, in the sense that
This follows since the contribution to the per-move cost made by any (ordered) pair of blocks i and j that are neighbors on the image is the same in each experiment. In the user-driven experiment, we have probability 1=n d of being at block i at a randomly chosen time unit in equilibrium, and probability 1=2d of requesting block j at the next time unit. This ordered pair thus contributes n ?d 1 2d c(i; j) to the user-driven expected access time. In the alternative experiment,`distinct transitions from the 2dn d are chosen, so with probability`=(2dn d ) the transition from block i to block j contributes c(i; j), thus contributing`times as much as for one move of the user-driven random walk case.
We therefore have
and so
Now it is easy to bound E(C ): the total access time taken in the alternative experiment is as least as much as it takes to move from block i to block j without stopping to read the blocks in between on the chosen image path between these blocks. On average, this cost is approximately n d =4, since the distances on the tape are approximately uniformly distributed between 1 and n d =2. Similarly we will have E(N) dn=4, since the expected image distance in each dimension is approximately n=4. More exact calculations (see Appendix A) give a result that can be simplified, with a slight weakening, to E(C calculation taking edge effects into account (see Appendix A) gives the overall expected access time for a d-dimensional image written to a tape using a raster scan as
This result shows that the Hilbert scan and other "space-filling curves" cannot do very much better than the raster scan, if at all. Suppose for example that d = 2. Then the Hilbert scan for smaller images (powers of 2 in the range n 1024) has an expected access time fitting the form 0:81n ? 0:42 ?16=(21n 2 ) and it is reasonable to conjecture that this holds in general. This is better than the raster scan for n = 2 and the same for n = 4, but worse for the other values of n. Thus the Hilbert scan for all 8 n 1024, and we conjecture for all n > 4, has substantially higher access time than the raster scan on average.
It would be interesting to know the exact minimum value for this no-redundancy case, and in particular if the raster scan is optimal. When n is very small, the raster scan can be improved on for d = 2, but we do not know of any scan that is better for n 4 for the two-dimensional torus. (For d 3, raster is presumably not optimal, in that the intermediate planes can be scanned using the Mitchison-Durbin scheme below, achieving a slight improvement in the second term.)
It is interesting that the optimal scans developed by Mitchison and Durbin [32] for the case of an n n planar image or a torus written to a one-dimensional sequential tape (i.e., not a loop) are very substantially different from the raster scan. Mitchison and Durbin's optimal scans for the n n torus stored on a sequential tape show that the lowest possible access time for such a system is (1) .) The bound for the planar image is exactly half this quantity. Scans are given that achieve these bounds; they are very much more complicated than the raster scan.
B. Other cost functions and general database models
The arguments given above are quite robust to changes in the database model, and tight results can be derived in a very wide range of circumstances. These are outlined in this section. The only restriction that needs to be made is that the cost function c(m) should be monotonically nondecreasing and convex-\. We will assume for convenience that c(0) = 0 though the results are trivially modifiable if not.
Again, we derive the general result in stages.
B.1 General cost function
We have the following result:
The proof follows along the same lines as given above. We choose an integer r in the range 1 r < n=2. Again we choose one block at random, and this time choose a second at image distance 12 up to r, and move along a randomly chosen shortest image path between these blocks. Again the alternative experiment faithfully represents the user-driven random walk. 
Assume that n is a power of 2. Then we have the upper bound
and this can be achieved via a modification of the raster scan. Note that for most cost functions c(m), the sum is upper bounded by a constant times the largest term, in which case the modified raster scan is within a constant factor of the lower bound. This is the case for cost functions of the form c(m) = m α when α > 1=d. In any case, the raster scan is within a factor of log n times a constant of the lower bound; for example, when c(m) = m 1=d , the lower bound is a constant and the raster scan achieves an expected access time that is logarithmic in n. An extension of the raster scan considered by Mitchison and Durbin [32] is used. We divide the image into d-dimensional cubes of side w, then subdivide each of these into cubes of width w, and so on. Assume that n is an integer power of w so that this process produces cubes of side w at each level. We then store each cube at the final level on the storage device using a raster scan, ordering these scans using a raster scan at the next higher level, and so on.
The contribution of requests within each cube at the final level to the expected access time is at most , where the inequality arises because not all requests will in fact be within the cube. A fraction 1=w of the requests will exit the current cube, and for these the contribution is at most
. Similarly, a fraction 1=w 2 of the requests will exit the second-level cube, and these will contribute The final term will be Choosing w = 2, we have the result above.
B.2 Higher dimensional storage devices
We generalize from a tape to the case of higher-dimensional storage devices. We have the same model as above: an image that is a d-dimensional torus, with simple user random walk, with storage device cost function c(m) that is monotonically nondecreasing and convex-\, with c(0) = 0, but now written to a storage device that is a t-dimensional torus.
To construct a lower bound, we design the alternative experiment as above, choosing an initial block, and a second block within some image distance r. We upper bound the total expected cost by the expected cost of moving directly to the last block requested. This is turn is lower bounded by the expected cost when all accessible blocks are stored as close as possible to the original block. On a higher dimensional storage device the difference is that we can store many blocks closer to the initial one. The result (see Appendix B) is
For an upper bound, once again we consider only the cases where n assumes a convenient form. We choose an integer w so that w d=t is also an integer, and assume that n is an integer power of both w and w d=t . We now proceed with the same Mitchison-Durbin scan as for the one-dimensional storage device, except that now a hypercube of a d blocks is raster scanned to a hypercube of side a d=t on the storage device. A block within the same image hypercube that would be distance m on a one-dimensional storage device is distance at most min 
B.3 Other systems
We can consider still more general systems, involving multiple storage devices and caches, and will do so for the case in which redundancy is allowed. It is, in fact, much easier to analyze the effect of such complicating factors in the case when redundancy is allowed. When there is no redundancy we are often unable to use the 'alternative experiment' argument, and thus are left without a lower bound for this case.
Consider, for example, a system in which we have s(n) storage devices, in which the read/write heads may move independently and in parallel. If several read/write heads move simultaneously, we are billed only the maximum amount of time taken by the heads. (Similar remarks hold in any case if we adopt the rule that we are billed the sum of the times taken; this is the convention in k-server problems [38] .) In the no-redundancy case, we partition the image blocks between the s(n) tapes. Now the problem arises that the alternative experiment given above no longer mirrors the underlying user-driven random walk faithfully: if two neighboring blocks i and j on the image are stored on different storage devices, then the access time for block j given that the last block accessed was i is equal to c(a; j), where a is the last block accessed that is on the same storage device as j. The probability distribution of the location of this block is quite different under the alternative and userdriven random walks, however. We can sum this up by saying that for a single storage device, the system is fully determined by the block presently being accessed, i in this case; while with multiple storage devices the system state is also dependent on the sequence of requests leading up to i.
Similarly, if we are allowed a cache of size a(n) in which we may store a subset of all previous visited blocks, then the system state given that block i is the one currently being accessed is also no longer independent of the history of the user-driven random walk before i, since this history is reflected in the contents of the cache. Thus again we cannot apply the no-redundancy lower bound argument in the same way.
One exception occurs when the multiple storage devices are constrained to have synchronized read/write heads, so that each is in the same position on its storage device as all others at all times. This is sometimes the situation with RAID devices [9] . Then the state of the system is independent of the past history given the most recently accessed block. An application of the arguments given above shows that we have the lower bound 
VI. AVERAGE ACCESS TIME, WITH REDUNDANCY: LOWER BOUNDS
Again we begin with the simplest cases and then generalize.
A. The basic with-redundancy case
The model in this case is a d-dimensional toroidal image, a storage device that is a 1-dimensional loop, and a linear cost function c(m) = m. We have the following lower bound on expected access time with redundancy:
Proof:
We choose an initial image block randomly, and choose any counterpart copy on the storage device. We lower bound the total expected cost of the next u requests, where u will be chosen later. This cost is lower bounded by the cost of moving directly to the closest storage device copy of the uth block requested. If we were to design the storage system so as to minimize this measure, we would arrange the blocks so that image blocks more likely to be the uth block requested are stored closer to 15 the initial block. Letting q u (i) be the probability that image block i is the uth one requested after the initial block, we have
where q u (b j ) q u (b`) for j `. This is lower bounded in turn by the cost of the same experiment with the probabilities altered so that we have the b1=q max u c closest blocks with probability q max u of being the uth block requested, with the next closest block being assigned the remaining probability. The cost under this arrangement would be at least 1=(4q max u ), and since this is a lower bound for the total cost of the next u requests we have
We now invoke the result (see Appendix C) that for all u n 2 and all locations j, we have
Thus in particular q max u a d u ?d=2 , and the bound becomes
The maximum is achieved at u = n 2 , when we obtain the result above.
B. General cost function
With the same setup as above, but with the cost function c(m) now monotonically nondecreasing and convex-\ with c(0) = 0, the reasoning proceeds in the same way to the point where the b1=q max u c closest blocks each have probability q max u of being requested. Suppose initially that 1=2q max u is an integer. The cost is then
Using c(i) i c(m)=m for i m, and taking a factor 1=2a d out of the argument of the resulting cost function, since this is less than 1, this becomes E (C r (d; 1; n))
(For noninteger values of 1=2q max u the inequality is marginally stronger.) Letting r 2 = u and maximizing over the choice of r we get the more convenient, albeit slightly weaker form
C. Multiple storage devices
The setup is as in B above, but with s(n) storage devices rather than one. 
D. Caches
With the setup of Section C, we are given a cache of size a(n) blocks. At any given time instant it stores a subset of a(n) previously visited blocks. A user request for a block contained in the cache is satisfied in zero time. If the user requests a block not currently stored in the cache, the system locates the block in the remaining storage devices as usual, and in addition has the option of inserting the block into the cache, eliminating one currently in the cache to make room for it.
Applying the same argument as above, we can lower bound the cost by placing the a(n) blocks most likely to be the uth one requested into the cache, leaving b1=q max u c?a(n) to be delivered by the main storage system. We find that
Thus in particular even a very large cache a(n) will not appreciably improve this lower bound on access time if it is small compared to r d opt . For example, it is essentially always the case that the cache will be small compared with the full database, i.e., a(n) = o(n d ). With the linear cost function c(m) = m, the maximizing r opt = n, and thus, assuming that the number of storage devices
where the quantity on the right is the lower bound derived in C above. Since we will see later that this lower bound without a cache is achievable to within a factor linear in n ε for any ε > 0, it follows that even a very large cache does not change the expected access time appreciably, i.e., by more than this factor, for this case.
E. Higher dimensional storage devices
Here the setup is as in D, but with t-dimensional toroidal storage devices instead of one-dimensional loops. Thus in full, a d-dimensional toroidal image is stored on s(n) storage devices, each one a tdimensional torus, with cost function c(m) that is nondecreasing and convex-\ with c(0) = 0, and there is a cache of size a(n) available also.
In this case we apply the same argument as in the subsections above, and find that we must store 
VII. AVERAGE ACCESS TIME, WITH REDUNDANCY: CONSTRUCTIONS
A. Basic case
In this section we will begin with the case in which we have a d-dimensional toroidal image stored on a one-dimensional loop, with a cost function c(m) that satisfies the conditions of Section V-B.1. In addition, we will assume initially that the image side n has a convenient form, and will extend to the case of general n later.
The upper bound from Section II-B is that for any ε > 0 and δ > 0, we have
Given ε and δ, we choose an integer k > 2=ε. We then choose a positive real number γ 0 1=2 so that (1 + 2γ 0 ) kd 1 + δ. We assume that n has the form w k , where w > 1=γ 0 . We define γ by setting bγ 0 wc = γw.
(More generally, we can choose kd numbers γ 0 i; j in the range 0 < γ 0
We then assume that n has the form w k , where here w > max i; j 1=γ 0 i; j . We define γ i; j by setting bγ 0 i; j wc = γ i; j w. The reason for this more general setup is that it is possible to improve the leading constant in the final expression for expected access time by allowing the γ i; j 's to vary.)
A.1 Scanning procedure
The mapping of image to tape is now carried out in the following way. We divide the image into w d cubes of equal size, each a d-dimensional cube of side n=w basic image blocks. In turn, we divide each of these cubes into w d equal sized cubes, and proceed in this way until we have subdivided into basic image blocks. We number these levels from 0 to k so that level 0 cubes are basic image blocks and the level k cube is the entire image.
Now any cube at level 1 consists of w d basic image blocks. To scan this cube, we enlarge it by γw blocks in both directions in each dimension i, giving us a d-dimensional polyhedron with sides of length (1 + 2γ)w, that includes blocks also assigned to each of its neighboring cubes. We scan this enlarged polyhedron using a d-dimensional raster scan, and repeat for the other cubes at the first level. This procedure gives us a set of (n=w) d scans, each consisting of (1 + 2γ) d w d image blocks. At the next lowest level, i.e., level 2, we have cubes of w d 1-subcubes, with w 1-subcubes per side. Again we enlarge these cubes in both directions in each dimension, by γw 1-subcubes for 1 i d, giving a d-dimensional polyhedron with sides of length (1 + 2γ)w 1-subcubes. These are scanned 18 in d-dimensional raster order, i.e., the scans performed at level 1 for the 1-subcubes are arranged in order according to the d-dimensional raster scan of the level 2 subcube.
The procedure is repeated up to the top level. Due to the redundant scanning, we have expanded from n d blocks to n d (1 + 2γ) kd , but by our choice of γ this is still at most n d (1 + δ).
The storage system next-move rule is to satisfy a request at the lowest level possible.
A.2 Invariant distribution
The expected access time under this scheme depends on the invariant distribution of the blocks on the tape, i.e., the distribution p(i) on the set of states L in the notation of Section IV. It is enough to establish upper bounds on these probabilities.
Since all (enlarged) polyhedra at any given level are translations of each other, we can superimpose them and consider the invariant probability distribution in the resulting "current polyhedron". In any given dimension, i, and level, j, the random walk within this "current polyhedron" reduces to a random walk on a strip of length w(1 + 2γ). Thus at the first level, for example, the state of the random walk in a given dimension consists of the distance of the read/write head from the left edge of the first-level polyhedron in whose scan it is currently contained. If we picture this as a random walk on the integers 1; : : : ; w(1 + 2γ), we have probability 1=2d of moving left or right one unit, and probability (d ?1)=d of remaining in the current position in the given dimension, except for the two end transitions. A move left from position 1 results, in the underlying random walk, to a move to γw blocks in from the right edge in the adjacent cube, i.e., to a position 2γw blocks in from the right edge in the adjacent polyhedron, since the polyhedron has appended γw blocks to the cube. Thus a move left from position 1 goes to position w(1 + 2γ) ?(2γw+ 1) on the "current strip". Similarly a move "right" from position w(1 + 2γ) ends in position 2γw + 1. We can consider only changes of state, so that the probability is 1=2 of moving right or left and zero of remaining in the current state.
The invariant probability is easily computed (See Appendix D) to be
with p w(1+2γ)+1?`= p`. Summing these probabilities gives one, and so we find that the invariant probability of being at the edge of a strip in any dimension i and level j is
Thus the invariant probability on a strip rises linearly from the left edge, reaching a plateau at position 2γw + 1, remains at this plateau to position w(1 + 2γ) ?2γw? 1, then descends linearly to the right edge. The probability of being at the left or right edge thus decreases according to w 2 rather than w, if γ is fixed.
Given a request in a given dimension i, there is probability p 1 that this will exit the lowest level cube. This involves one transition within the "current strip" at the next level, with a conditional probability of p 1 of exiting the second level cube, and so on. Thus in equilibrium we have probability p 1 that the next request in dimension i will exit the first level cube; however, this probability includes a probability p 2 1 that the request will exit the second level cube, and more generally includes a probability p1 that the request will exit the`th level cube. where
Noting that (1 + 2γ) kd 1 + δ and using the convexity of the cost function, we can extract all factors involving γ from the arguments of the cost functions and overbound them by 1 + δ. We can also upper bound p 1 by 1=2γw
2 . This simplifies the bound to
Using the fact that the cost function is nondecreasing, this gives
(We can obtain the more general form
by allowing different γ i; j 's in every dimension and level.)
Recalling that w = n 1=k , we have
We originally chose k 2=ε. Using this, and bounding the sum by k times its maximum, we finally have
as required. The constant is
where k = d2=εe and (1 + 2γ) kd = 1 + δ.
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We may make ε and δ as small as we like, and thus come arbitrarily close to the lower limits derived earlier, at least in the general dependence on n. The price is that the leading constant may become very large when we do this. Suppose n is large enough that we can ignore integer effects. Then we can take (1 + 2γ) k = 1 + δ, from which we have γ δ=2k. We then have K ε;δ = (1 + δ) (2=ε) (2=εδ) (2=ε)?1 : a constant, but rather a large one if ε and δ are small. While this is partly due to the approximations that have been made, it seems reasonable to expect that ε and δ cannot both be made very small without causing the leading constant to become large.
A.4 Average access time, linear cost function
For the linear cost function c(m) = m we save a factor w where in the general case we upper bounded c(w id?1 ) by c(w id ). We find that
A.5 No storage restriction
Matters are considerably better if there is no restriction on the expansion in storage. We imagine that an extremely inexpensive but unfortunately rather slow memory has been invented. The goal is simply to minimize expected access time without regard to total storage.
We may let both w and k vary with n in general, subject to w k = n. From the analysis above, we have
We now take γ = 1=2; thus every cube at every level takes exactly half of every neighboring cube to form its polyhedron, and a transition out of one polyhedron on the storage device results in a move to the center of another. We then have
The k(n) that minimizes 2
We assume that n is large enough that we can ignore the integer requirement on k and w. The leading term in the expression for expected access time is then 2 p 2d log 2 n n p 2d= log 2 n . Raising to the power p log 2 n gives n 2 p 2d , so this may also be written as n 2 p 2d= p log 2 n . There are k(n) terms in the summation.
if the amount of data to be stored is not an issue. Here n is assumed large only to avoid the integer requirements on k and w.
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B. Other cases
B.1 General image size
When n is large but not a power of w, we divide the image into d-dimensional polyhedra of sides as near to each other as possible. We subdivide each of these polyhedra similarly, and proceed in this manner to the final division into basic image blocks. The analysis proceeds in the same way, except that we upper bound the edge-of-strip probability 2 p 1 (i; j) in dimension i, level j by the value it would take if all strips in that dimension and level had the minimum width that occurs in strips in that direction and at that level. This change alters the overall expected access time and storage by some integer effects that are negligible as n becomes large. The extension to multiple storage devices is less straightforward, however. When we assign image blocks to the various storage devices, the transitions on each -assuming that the read/write heads are free to move separately -do not form a simple random walk. Suppose that s(n) = a d , for example, and that we assign one block out of every cube of a d blocks on the image to each device. The read/write head of one storage device moves to the first requested block. Its next move may be to any other block on the device, as the image random walk may evolve through a path of image blocks stored on the other devices to any part of the image before another request is made for the original device.
While it seems reasonable to partition the scans above to multiple storage devices in this way, we do not have an analysis of the expected access time for this case, and in particular do not know if it approaches the lower bounds of Section VI-C.
B.3 Gap between bounds
When d = 2 and t = 1, the lower bound of Section VI-A reduces to a constant. We do not know if this is achievable, or if one can do better than the result of Section VII-A.5 above. It is easy to show that if we also add the condition that the extra storage must be a negligible fraction of the total, i.e., a fraction at most δ for any δ > 0, it is impossible to achieve a constant access time. This follows by an application of the "alternative experiment" bound.
VIII. INTERPRETATIONS AND GENERALIZATIONS
A. Information theory interpretation
We can interpret the bounds with and without redundancy using basic information theory concepts. All the lower bounds arise by showing that on average, the next u moves from some arbitrary initial state can not be processed in less than some minimum time. This minimum is in turn found by specifying some subset S u of the set of blocks that may be requested in the next u moves. While it is always possible to specify a storage pattern that allows fast retrieval of any one block in this subset, it 22 is not possible to allow fast retrieval of all jS u j simultaneously. Thus in general all our lower bounds are of the form
Here c(m) is a generic cost function that measures the minimum expected cost given the particular storage device specifications of storing m blocks, each of which is equally likely. We then maximize over the choice of u. The difference between the cases arises in our choice of the set S u . (The final answers will also differ in form in that the maximizing value of u differs according to our choice of S u .) For the case where redundancy is allowed, we take the set S u to be the set of "typical blocks". We can select S 0 u to be the smallest set that has probability at least 1 ?β of containing the uth block requested, for some small positive β. The blocks reachable in u moves divide into the typical set, consisting of jS u j jS 0 u j blocks, each with probability approximately 1=S u , and its complement, consisting of blocks with probability substantially different to this. Under basic assumptions about the nature of the cost function, the total cost of the u moves is at least the cost of moving directly from the initial block to the uth requested, from which we get the lower bound above.
In the case of the simple random walk on the d-dimensional periodic lattice, we can use the results listed in Appendix C or use a typicality argument as follows. The u moves will involve with high probability u=d moves per dimension, and in turn with high probability the net displacement in each dimension will be O In the case where redundancy is not allowed, on the other hand, we can take the set S u to be the set of all blocks reachable within u moves from the initial block. This is also a lower bound for this case, by the "alternative experiment" argument of Section V-A. However, it is a much stronger bound, as we have substantially increased jS u j. For the case of a simple random walk on the d-dimensional periodic lattice we have jS u j a 00 u d , and thus
There is an obvious analogy between this situation and the difference in source coding between block codes with zero probability of error, and those with probability of error ε > 0. In the first case we must assign code strings to each of the jXj k possible sequences, taking H 0 (X ) = log 2 (jX j) bits per symbol, while in the second we need only represent the typical sequences, taking H ε (X ) = H(X) bits per symbol [10, p. 53] , [11, p. 37] . We have the bonus in the information retrieval problem that the typicality and nontypicality arguments above are used in the impossibility side of the argument, rather than the existence side as in source and channel coding. There is thus no problem with nonconstructivity of the resulting bounds.
B. The source of redundancy's advantage
We have seen that even a very small amount of redundancy has the effect of allowing a very large reduction in minimum expected access time. This section indicates why such small amounts of redundancy are enough to cause the lower bound argument for the no-redundancy case to fail.
The lower bound for the no-redundancy case works by relating the access time for the user random walk to the access time for the "alternative experiment" in which two blocks at distance up to r are selected at random and we move directly from one to the other along a shortest image path. Let us therefore consider such an experiment in the case when redundancy is present. We take the image to be a two-dimensional n n torus, with simple random walk, to be written to a one-dimensional tape, with the linear cost function. With no redundancy we have an expected access time of at least n=2, from Section V-A.
Consider the simple scheme with redundancy illustrated in Figure 2 . Here we divide the image into vertical strips of some widthw. The strips overlap, as illustrated by the shaded blocks; the overlap between two adjacent strips is αw blocks. We raster scan each strip row by row, as illustrated. We find a rough approximation of the expected access time, neglecting constants to avoid unnecessary 24 details. For all blocks other than those at the edge of a strip, the two vertical transitions costw and the two horizontal cost 1. A request by a block at the edge of the strip for a block not on the current strip costs approximately nw, as the storage device must traverse n ?1 row scans ofw blocks, and part of an nth row scan. Fortunately the probability of such a request is quite small: from the results of Appendix D, p 1 varies inversely with the square ofw, and thus the contribution of such requests to expected access time is proportional to nw=w 2 , i.e., linear in n=w. The expected access time is of the form E (C) k 1w + k 2 n w + k 3 and so by choosingw = p n we have an expected cost
where the leading constant varies inverse linearly with α. Thus this case illustrates the interesting phenomenon that holds in general: with no redundancy we can do no better than an access time linear in n, while with an arbitrarily small fraction of redundant blocks, this can be reduced substantially.
Suppose we perform the alternative experiment of Section V-A in this case. We choose two image blocks randomly, say A and B, and move directly from the first to the second along some randomly chosen shortest image path, as in Figure 2 . The shortest path contains on average approximately n=2 vertical moves, each costing exactlyw, and on average approximately n=2 horizontal moves also, of which approximately n=2w are expensive transitions from one strip to another. The cost of the alternative experiment with this redundant storage scheme is thus of the form
(n ?w):
as in the no-redundancy case. Thus the problem is that when redundancy is allowed, the alternative experiment no longer reflects the underlying user-driven experiment.
The dominating factor in the cost of the alternative experiment is the contribution of the expensive edge transitions, such as the move from the circled block in Figure 2 . However, there are two copies of any such block, one of which is in the interior of its strip and thus of low cost. The crucial observation is that when the user random walk on the image is at such an edge block, the storage system is much more likely to be at the "good" version than the bad one. The good version is at location αw from the edge of its strip; from the results of Appendix D, the invariant probability distribution in the horizontal direction on the strip rises linearly in the overlapped region, and thus p αw = αwp 1 . Given that the user random walk is at the circled image block, the probability of being at the bad storage system version is then approximately 1=αw. On the other hand, the alternative experiment treats these copies as being approximately equally likely.
Although there are very few edge blocks, their contribution dominates the cost of the alternative experiment above. The addition of the few redundant blocks is enough to make the contribution of 25 these edge transitions to the user-driven experiment a factor 1=αw less. This makes a difference on the order of p n. Correcting for this in calculating the expected access time for the user-driven experiment gives an overall access time on the order of p n as before.
C. General access patterns
An extension to more general user-driven random walks, such that the user requests are memoryless and symmetric between dimensions, with a fixed maximum move, is elementary. For the no-redundancy case, we divide the possible moves into classes related by symmetry, then bound the expected cost for each of these by a similar alternative experiment. The lower bound on the cost of the alternative experment is taken to be the cost from moving directly from the initial block to the closest block reachable via moves from the chosen symmetry class from the initial block. These lower bounds differ by suitable constants from the forms developed above, while similarly the average access times of the raster scans above change by a constant factor. For systems with redundancy, the set of typical blocks and the cost of the scheme of Section VII will each change by multiplication by a constant factor.
For random walks with memory, the lower bounds for systems with redundancy follow once we estimate the size of the set of typical blocks. This size may be substantially different to the size for the memoryless random walk case. We have not generalized the analysis of the constructions of Section VII to this case.
IX. SUMMARY
We have introduced a general version of the information retrieval problem, in which a large amount of information must be stored in some physical storage device in such a way that requested data can be retrieved efficiently. The requests are modeled as being generated stochastically according to some known distribution. Both the request probabilities and the storage system state are allowed to change with the history of previous requests. Mismatches between the logical structure of the information and the physical structure of the database produce nontrivial lower limits on average access time.
For a simple model of the information structure, and a relatively general model of storage system structure, we develop results on the minimum possible access times achievable that are tight in most cases to within a factor n ε for any ε > 0. The application of basic information-theoretic concepts such as typical sequences and randomization leads to general lower bounds; these in turn are essentially matched in a wide range of cases by constructive procedures for arranging data in the storage system. The addition of even a very small amount of redundancy is shown to improve system performance dramatically, to within a small amount of the lower limits for very general systems.
