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Abstract. Localized collocation methods based on radial basis functions (RBFs) for elliptic
problems appear to be non-robust in the presence of Neumann boundary conditions. In this paper
we overcome this issue by formulating the RBF-generated finite difference method in a discrete
least-squares setting instead. This allows us to prove high-order convergence under node refinement
and to numerically verify that the least-squares formulation is more accurate and robust than the
collocation formulation. The implementation effort for the modified algorithm is comparable to that
for the collocation method.
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1. Introduction. Radial basis function-generated finite difference methods
(RBF-FD) generalize classical finite difference methods (FD) to scattered node set-
tings. However, while FD uses tensor products of one-dimensional derivative ap-
proximations, RBF-FD directly computes multivariate approximations, which is an
advantage when differentiation is not aligned with a coordinate direction [14]. In
this paper, we generalize RBF-FD to a least squares setting (RBF-FD-LS), which
improves stability and accuracy.
RBF-FD is a meshfree method, which provides flexibility with respect to the ge-
ometry. In contrast to FD methods where an entire coordinate dimension is affected by
adaptive refinement, RBF-FD allows for coordinate independent local adaptivity [18].
The RBF-FD method was first introduced by Tolstykh in 2000 [28], and other
early papers include [26, 30]. The method is based on the idea that given scattered
nodes xj ∈ Rd, j = 1, . . . , n, in the neighborhood of a point x, we can create a
localized RBF approximation of the function u(x) using these ’stencil points’,
(1.1) uh(x) =
n∑
j=1
cjφ(‖x− xj‖) ≡
n∑
j=1
cjφj(x),
where h is a measure of the inter-nodal distance, φ(r) is a radial basis function, and
cj are unknown coefficients. The interpolation conditions uh(xi) = u(xi) lead to the
linear system
(1.2)
φ1(x1) · · · φn(x1)... ...
φ1(xn) · · · φn(xn)

︸ ︷︷ ︸
A
c1...
cn
 =
u(x1)...
u(xn)

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2 I. TOMINEC, E. LARSSON, AND A. HERYUDONO
If we let c = (c1, . . . , cn)
T and u = (u(x1), . . . , u(xn))
T , we have that c = A−1u. A
benefit of using RBFs is that for commonly used radial functions φ(r) the matrix A is
guaranteed to be non-singular for distinct node points [23, 17]. We can then proceed
to apply an operator to the approximation:
Luh(x) =
n∑
j=1
cjLφj(x)
= (Lφ1(x), . . . ,Lφn(x))︸ ︷︷ ︸
aL
c = aLA−1u ≡ (Lψ1(x), . . . ,Lψn(x))u ≡ wLu,(1.3)
where {ψj(x)}nj=1, forms a cardinal basis for the local interpolant, i.e., ψj(xi) = δij ,
and wL are the stencil weights used for approximating the operator at the point x.
In the early work on RBF-FD, infinitely smooth RBFs as the Gaussian RBF with
φ(r) = exp(−r2) or the multiquadric RBF with φ(r) = √1 + r2 were used. Lately,
there has been an increasing interest in using piecewise smooth polyharmonic splines
(PHS) with φ(r) = |r|2k−1, k ≥ 1. These are conditionally positive definite functions.
It was shown in [17] that by adding a polynomial basis of a degree corresponding to
the order of conditional positive definiteness and constraining the RBF coefficients
c to be orthogonal to this basis, we can guarantee strict positive definiteness of the
quadratic form cTAc, which is important when proving optimality results. The RBF
approximation then takes the form
(1.4) uh(x) =
n∑
j=1
cjφj(x) +
m∑
j=1
βjpj(x),
n∑
j=1
cjpk(xj) = 0.
where the second equation is the constraint. The dimension m of the polynomial
space is given by the degree p of the polynomial as m =
(
p+d
d
)
, where d is the number
of spatial dimensions. In the PhD thesis [2], and the subsequent papers [11, 12, 5, 4] it
was shown that it is beneficial to append a polynomial of a higher degree p than strictly
required. First, the convergence order of the method depends on p [3]. Secondly,
the behavior near boundaries is improved compared with classical polynomial-based
FD [4]. It was suggested in [12] that for a two-dimensional problem, using a stencil
size n = 2m, leads to a robust method. We use this strategy in this paper.
The interpolation relation corresponding to (1.2) for the polynomially augmented
case becomes
(1.5)
(
A P
PT 0
)
︸ ︷︷ ︸
A˜
(
c
β
)
=
(
u
0
)
,
where Pij = pj(xi), and β = (β1, . . . , βm)
T . Similarly to (1.3), using (1.5) for the
coefficient vectors, we get the differentiation relation
Luh(x) =
(
aL pL
)︸ ︷︷ ︸
bL
(
c
β
)
= bLA˜−1
(
u
0
)
= (bLA˜−1)1:nu ≡ (Lψ1(x) · · · Lψn(x))u ≡ wLu,(1.6)
where pL = (Lp1(x), . . . ,Lpm(x)). The PHS + polynomial RBF-FD method works
well, but there is some sensitivity to the node layout, e.g, P can become rank defi-
cient for Cartesian node layouts. Several authors have developed algorithms for high
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quality scattered node generation [13, 25, 27, 29]. Another issue that we have encoun-
tered, and that was also noted in [16] is that errors become large at boundaries with
Neumann boundary conditions.
In this paper, we propose to improve the performance of the PHS + polynomial
RBF-FD method by introducing least squares approximation (oversampling) at the
PDE level. The least squares approach is also applicable to RBF-FD with other
types of basis functions. A related study is [15], where least squares approximation
is introduced in a RBF partition of unity method (RBF-PUM). It was shown that
least squares RBF-PUM is numerically stable under patch refinement, which is not
the case for collocation RBF-PUM. In [22] it is shown under quite general conditions
that given enough oversampling, a wide class of discretizations are uniformly stable.
A recent paper [10] analyses a least-squares RBF-FD method formulated over a
closed manifold. The formulation of the method is different from ours in that node
points and evaluation points are the same, the oversampling is determined by the
stencil size, and the theoretical analysis is performed using other strategies. Least
squares approximation has been used together with RBF-FD by other authors to ad-
dress some specific problems. In [16], an over-determined linear system is formed by
enforcing both the PDE and the Dirichlet boundary conditions on the boundary, to
improve the stability of the method. In [20] the context is the closest point method
applied to a problem with a moving boundary in combination with RBF-FD. Enforce-
ment of both the PDE and the constant-along-a-normal property of the closest point
solution leads to an over-determined system and a robust method.
The main contributions of this paper are
• The RBF-FD-LS algorithm, which performs better than collocation-based
RBF-FD in terms of efficiency, and stability for the tested PDE problems.
• Error estimates for RBF-FD-LS approximations when using the PHS + poly-
nomial basis that have been validated numerically.
• A better understanding of the properties of RBF-FD approximations in terms
of a piecewise continuous trial space.
The outline of this paper is as follows: In section 2, we define a Poisson problem with
Dirichlet and Neumann boundary conditions. Then in section 3, we derive the RBF-
FD-LS method. section 4 focuses on the properties of the RBF-FD trial space, and
then convergence and error estimates are derived in section 5. Numerical experiments
that validate the theoretical results are shown in section 6. The paper ends with final
remarks on the method and results in section 7.
2. The model problem. We build our understanding on a model problem, the
Poisson equation with Dirichlet and Neumann boundary data:
(2.1)
L2u(y) ≡ ∆u(y) = f2(y), y ∈Ω,
L0u(y) ≡ u(y) = f0(y), y ∈ ∂Ω0,
L1u(y) ≡ ∇u(y) · n = f1(y), y ∈ ∂Ω1.
When working with the PDE problem it is practical to have a unified formulation.
We reformulate the system above as
(2.2) D(y)u(y) = F (y),
where the specific operator D(y) = Li and right hand side function F (y) = fi(y)
depend on the location of y.
The regularity of the problem depends on the geometry of the domain Ω in combi-
nation with the given right hand side functions. In the problems that we solve in this
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paper, the domain is either smooth or convex, and the data is chosen such that the
solution has bounded and continuous second derivatives. This ensures that the PDE
problem (2.1) is well-defined pointwise. In order to achieve higher order convergence,
we require the solution to have additional smoothness. We define the L2-norm over
a domain Ω as ‖u‖2L2(Ω) =
∫
Ω
u(y)2 dy, and use the notation ‖u‖L2(Ω) = ‖u‖Ω for
brevity. We require u ∈W p+12 (Ω) = {u | ‖Dαu‖L2(Ω) <∞, |α| ≤ p+ 1}, where p ≥ 2
is the degree of the polynomial basis added to the PHS approximation (1.4) that we
use in the numerical method.
Since we solve the discretized problem in the least squares sense, it is convenient
for the theoretical results derived in section 5 to state also the continuous problem in
least squares form. We require u˜ ∈ V ⊂W p+12 (Ω) for the least squares solution. The
squared L2-norm of the residual of the PDE problem for a function v ∈ V is given by
‖r(v)‖2L2(Ω) =
∫
∂Ω0
(L0v(y)− f0(y))2 +
∫
∂Ω1
(L1v(y)− f1(y))2 +
∫
Ω
(L2v(y)− f2(y))2
=
∫
∂Ω0
(L0(v − u))2 dy +
∫
∂Ω1
(L1(v − u))2 dy +
∫
Ω
(L2(v − u))2 dy,(2.3)
where fi = Liu was used in the second equality. If we introduce the bilinear form
(2.4) a(u, v) =
∫
∂Ω0
uv dy +
∫
∂Ω1
∂u
∂n
∂v
∂n
dy +
∫
Ω
∆u∆v dy,
and note that ‖r(v)‖2L2(Ω) = a(v − u, v − u), the least squares solution of (2.1) is:
(2.5) u˜ = arg min
v∈V
a(v − u, v − u).
Alternatively, using that the residual is a-orthogonal to V , we can write
(2.6) a(u˜− u, v) = 0, ∀v ∈ V.
When u ∈ V , the least squares problem solves the PDE problem exactly, but in
general for a numerical approximation, u and u˜ reside in different subspaces, leading
to a non-zero residual.
3. Formulation of RBF-FD-LS in practice. We start with generating a node
set X = {xk}Nk=1 that covers the domain Ω, on which we solve the PDE problem (2.2).
It is beneficial for the approximation quality if the node distance is nearly uniform
or varies smoothly over the domain. We associate each xk with a stencil and denote
the n points (including xk) in the local neighborhood of xk that contribute to the
stencil by Xk. An example of a global node set and a stencil is given in the left part
of Figure 1.
To evaluate the RBF-FD approximation at a point y ∈ Ω¯, we need a stencil
selection method. In our algorithm we choose the stencil associated with the point
xk that is closest to y. That is,
(3.1) k(y) = arg min
i
‖y − xi‖.
A practical issue is that there are always points that are equally close to two or
more stencils. Therefore we also need to break the tie, such that each y is uniquely
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Fig. 1. The black curve represents the domain boundary ∂Ω, the pale-red dots distributed over
Ω are the points in the node set X, the black dots are in each case the node points belonging to the
stencil centered at the red point. The evaluation points in the node set Y are shown in the right
subfigure as blue dots. It is also indicated with square markers which evaluation points select this
particular stencil for evaluating uh.
associated with one stencil. We then use (1.6) to write down the global RBF-FD
approximation to the solution of the PDE problem evaluated at the point y as
(3.2) uh(y) = (b
L0
k A˜
−1
k )1:nuh(Xk) =
(
ψk1 (y), . . . , ψ
k
n(y)
)
uh(Xk) = w
L0
k uh(Xk),
where the subscript or superscript k = k(y) indicates quantities computed in the
stencil associated with xk, and where uh(Xk) is a column vector with uh evaluated
at the local node set. The expression for the action of a differential operator D(y) on
the global RBF approximation uh, evaluated at the point y, follows from (3.2):
(3.3) D(y)uh(y) =
(
D(y)ψk1 (y), . . . , D(y)ψ
k
n(y)
)
uh(Xk) = w
D(y)
k uh(Xk).
We note that the local matrices A˜k can be reused for all points y that select the same
stencil, and for all operators.
To solve the PDE problem (2.2), we sample the approximation (3.3) and the PDE
data F (y) at a global node set Y = {yi}Mi=1 that has to contain nodes in Ω, at ∂Ω0,
and at ∂Ω1. An example of an evaluation node set Y is shown in the right part of
Figure 1. We construct a sparse global linear system
(3.4) Dh(Y,X)uh(X) = F (Y ),
where row i contains the equation for D(yi)uh(yi) = F (yi) and the corresponding
weights from (3.3) are entered into the columns corresponding to the global indices
of the nodes in Xk. In the same way, we form the relation
(3.5) uh(Y ) = Eh(Y,X)uh(X),
using weights from (3.2). If the number of evaluation points M > N , both Dh(Y,X)
and Eh(Y,X) are rectangular M ×N matrices.
In the discretized PDE problem, uh(X) is the vector of unknowns, and we formally
write the least squares solution of the linear system as
(3.6) uh(X) = D
+
h (Y,X)F (Y ),
where the N×M matrix D+h (Y,X) = (DThDh)−1DTh is the pseudo inverse of Dh(Y,X).
To evaluate the solution at Y we add the step (3.5) to get
(3.7) uh(Y ) = Eh(Y,X)D
+
h (Y,X)F (Y ).
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The over-determined linear system (3.4) can also be formulated as a discrete residual
minimization problem. We define the residual
(3.8) r(Y ) = Dh(Y,X)uh(X)− F (Y ).
Then the solution (3.6) minimizes ‖r(Y )‖22, and it also holds that
(3.9) DTh r(Y ) = 0,
due to the orthogonality property of the least squares residual.
The collocation RBF-FD method, where Y = X, is a special case of the derivation
above, where the stencil selected for yk = xk is always k, D
+
h (X,X) = D
−1
h (X,X),
and Eh(X,X) = Ih. This leads to
(3.10) r(X) = Dh(X,X)uh(X)−F (X) = Dh(X,X)(D−1h (X,X)F (X))−F (X) = 0.
In the discrete minimization of the residual (3.8), each equation has the same
weight. This may cause problems with convergence to the PDE solution under node
refinement. We start by introducing a weighted discrete `2-norm that corresponds to
the continuous L2-norm with the integral replaced by a discrete quadrature formula.
The error in this approximation is further discussed in subsection 5.4. We leave
place holders βi for additional balancing of the different parts of the residual, and
discuss these further in subsection 5.5. Let a domain Ω be discretized by M points
yi, i = 1, . . . ,M . Then
(3.11) (u, v)`2(Ω) =
|Ω|
M
M∑
i=1
u(yi)v(yi), ‖u‖2`2(Ω) = (u, u)`2(Ω),
where |Ω| = ∫
Ω
1 dy. We denote the number of evaluation points that discretize the
operator Li in (2.1) by Mi and note that if the evaluation points are quasi uniform
with node distance hy, then
(3.12) hy = c0
|∂Ω0|
M0
= c1
|∂Ω1|
M1
= c2
√|Ω|√
M2
,
where c0 ≈ c1 ≈ c2 ≈ 1. Scaling the evaluation matrix as E¯h =
√
|Ω|√
M
Eh leads to
‖uh‖2`2(Ω) =
|Ω|
M
‖uh(Y )‖22 = ‖E¯huh(X)‖22 = uh(X)T E¯Th E¯huh(X).(3.13)
For Dh, we scale according to the location of y, such that D¯h = diag(β(Y ))Dh, where
(3.14) β(y) =

√
|∂Ω0|
M0
β0 ≈
√
hyβ0, y ∈ ∂Ω0,√
|∂Ω1|
M1
β1 ≈
√
hyβ1, y ∈ ∂Ω1,√
|Ω|
M2
β2 ≈ hyβ2, y ∈ Ω,
and, similarly, we let F¯ (y) = β(y)F (y). For the scaled residual r¯(Y ), noting that
Dh(Y,X)uh(X) = D(Y )uh(Y ) and F (Y ) = D(Y )u(Y ), we get
‖r¯(Y )‖22 = ‖D¯h(Y,X)uh(X)− F¯ (Y )‖22 = ‖β(Y )D(Y )(uh(Y )− u(Y ))‖22
= β20‖L0(uh − u)‖2`2(∂Ω0) + β21‖L1(uh − u)‖2`2(∂Ω1) + β22‖L2(uh − u)‖2`2(Ω).(3.15)
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Comparing with the residual of the continuous problem (2.3) and the continuous
bilinear form (2.4), we introduce the discrete bilinear form
(3.16) ah(u, v) = β
2
0 (u, v)`2(∂Ω0) + β
2
1
(
∂u
∂n
,
∂v
∂n
)
`2(∂Ω1)
+ β22 (∆u,∆v)`2(Ω) .
So far, we have assumed that the Dirichlet boundary conditions are enforced in the
least squares sense. It has been noted, e.g, in [21] that when Dirichlet conditions are
imposed strongly, the overall accuracy is improved. Assuming that there are node
points X∂Ω0 ⊂ X that discretize the Dirichlet boundary, we let X˜ = X \ X∂Ω0 and
uh(X∂Ω0) = 0. Then we rewrite the discretized least squares PDE problem (3.4) as:
(3.17) D¯h(Y, X˜)uh(X˜) = F¯ (Y )− D¯h(Y,X∂Ω0)u0h(X∂Ω0) ≡ F˜ (Y ),
where u0h(X∂Ω0) = f0(X∂Ω0) is a subset of the Dirichlet boundary data. Note that
uh is in general non-zero at the Dirichlet boundary between the data points. The
solution to the original problem is given by uh + u
0
h ∈ Vh. We denote the trial space
with zero Dirichlet data by V 0h and note that uh ∈ V 0h . Similarly to (2.5), we write
the least squares problem on the form
(3.18) uh = arg min
vh∈V 0h
ah(vh + u
0
h − u, vh + u0h − u),
where Vh is the RBF-FD trial space. We have the orthogonality property
(3.19) ah(uh + u
0
h − u, vh) = 0, ∀vh ∈ V 0h .
To see how this relates to the matrix-based description of the discrete least squares
problem, we introduce a (non-orthogonal) basis for Vh. For each evaluation point y
there is a unique representation of uh in terms of the local cardinal functions (3.2).
We define global cardinal functions as
(3.20) Ψj(y) =
{
ψki (y), xj ∈ Xk
0, xj 6∈ Xk,
where k = k(y) is the stencil selected for the evaluation point y, and i(j) is the local
index i in Xk of xj ∈ X. We represent a non-homogeneous function uh ∈ Vh as
(3.21) uh(y) =
N∑
j=1
uh(xj)Ψj(x).
We note that Dh(yi, xj) = D(yi)Ψj(yi) and Eh(yi, xj) = Ψj(yi). If we insert (3.21)
in (3.19) and let vh = Ψi, we get
(3.22)
N∑
j=1
ah(Ψj ,Ψi)uh(xj) = ah(u,Ψi),
where ah(Ψj ,Ψi) is an element of the matrix D¯h(Y,X)
T D¯h(Y,X), and ah(u, ψi) is
an element of the right hand side vector D¯h(Y,X)
T F¯ (Y ) in the weighted normal
equations. The specific properties of the trial space and the cardinal basis functions
are further discussed in the following section.
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4. The discontinuous trial space. The trial space Vh is a piecewise space.
The stencil selection algorithm that we use for the evaluation points results in the
domain being divided into Voronoi regions Vk around each stencil center point xk ∈ X.
Locally we have uh ∈W 22 (Vk) due to the smoothness of the at least cubic PHS basis.
Scattered node sets are often quantified in terms of their fill distance h, which
measures the radius of the largest ball empty of nodes in Ω, and their separation
distance s, defined by:
(4.1) h = sup
x∈Ω
min
xj∈X
‖x− xj‖2 ≥ s = 1
2
min
j 6=k
xj ,xk∈X
‖xj − xk‖2,
For a quasi uniform node set s = csh ≤ h, with cs . 1 locally and globally. Follow-
ing [3], we can assess the interpolation error eI = uh − u at a point y in the Voronoi
region Vk associated with xk through Taylor expansion. We have that
(4.2) |uh(y)− u(y)| ≤ αk,0hp+1|u|Wp+1∞ (Vk),
where |u|W q∞(Ω) =
∑
|α|=q ‖Dαu‖L∞(Ω), and the constant αk,0 depends on the degree
p of the polynomial basis, and on the node layout in the stencil. If the node layout is
non-uniform, indicated by a small value of cs, then the interpolation problem has a
large Lebesgue constant [24], and consequently a larger interpolation error. The error
is also larger for skewed stencils that are evaluated close to their support boundary.
If we apply an operator of order i to the interpolation error, we get the estimate
(4.3) |Li(uh(y)− u(y))| ≤ αk,ihp+1−i|u|Wp+1∞ (Vk).
At the edge of a Voronoi region uh takes slightly different values from each side. Let
Vk and Vm have a common edge, and let ykm be a point on the edge. Then
(4.4) |uh(y+km)− uh(y−km)| ≤ (αk,0 + αm,0)hp+1|u|Wp+1∞ (Vk∪Vm).
That is, if u 6∈ Vh, the discrete solution uh has a discontinuity proportional to hp+1,
which goes to zero as the space is refined, along the edges of the Voronoi regions.
This means that in general the cardinal basis functions also have discontinuities be-
tween Voronoi regions. A cardinal function for a one-dimensional problem is shown
in Figure 2.
0 0.5 1
-0.2
0
0.2
0.4
0.6
0.8
1
0.35 0.4 0.45
-0.1
-0.05
0
0.05
Fig. 2. Left: A cardinal function generated with RBF-FD on a uniform node set in one dimen-
sion with stencil size n = 7. Right: A close up to illustrate the discontinuities at the intersections
of the Voronoi regions.
When we use the interpolation error in the global error estimate, we take a norm
over the domain. If we let αi = maxk αk,i, we have
(4.5) ‖Li(uh − u)‖`2(Ω) ≤ αihp+1−i|u|Wp+1∞ (Ω).
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For later use, we introduce a piecewise norm over the Voronoi regions ‖uh‖2L∗2(Ω) =∑N
k=1 ‖uh‖2L2(Vk∩Ω). Note that ‖Liu‖L∗2(Ω) = ‖Liu‖L2(Ω) for u ∈W 22 . We have
(4.6) ‖Li(uh − u)‖L∗2(Ω) ≤ αihp+1−i|u|Wp+1∞ (Ω).
4.1. Linear independence of the discrete basis functions. Since we are
solving the least squares problem discretely, we need the cardinal basis functions to
be linearly independent not only in the continuous space, but also in the discrete
space when they are evaluated at y ∈ Y .
Theorem 4.1. The matrix GE = Eh(Y,X)
TEh(Y,X) is non-singular if the node
set Y is chosen such that in each Voronoi region Vi of the X node set, at least one
point yj is close enough to xi for Ψi(y) >
∑
j 6=i |Ψj(y)| to hold.
Proof. That the matrix GE is singular indicates that there exists a non-zero
vector uh(X) such that uh(X)
TGEuh(X) = ‖uh(Y )‖22 = 0. That is, uh(yj) = 0 for
all yj ∈ Y . For any non-zero vector uh(X), there is a maximum value such that
|uh(xi)| ≥ |uh(xj)|. Let yj ∈ Y be an evaluation point located in Vi, the Voronoi
region of xi. We first note that uh(yj) = uh(xi)Ψi(yj) +
∑
m6=i uh(xm)Ψm(yj). Then
we rearrange the terms and take the absolute value: |uh(xi)||Ψi(yj)| ≤ |uh(yj)| +
|∑m 6=i uh(xm)Ψm(yj)|. Then, for the evaluation point yj , we have
|uh(yj)| ≥ |uh(xi)||Ψi(yj)| −
∑
m 6=i
|uh(xm)||Ψm(yj)|
≥ |uh(xi)|
(|Ψi(yj)| −∑
m6=i
|Ψm(yj)|
)
.
If |Ψi(yj)| >
∑
m 6=i |Ψm(yj)| then |uh(yj)| > 0 and we cannot have singularity. This
trivially holds at the data points (yj = xi), since Ψj(xi) = δij .
In Figure 3, examples of cardinal functions for three different node distributions
are shown. We can see that the part of the Voronoi region where the condition of
Theorem 4.1 holds is larger for the regular hexagonal node layout, slightly worse for
the Halton nodes, and quite small for the random nodes. This means that for irregular
nodes, we would need a larger oversampling ratio to guarantee non-singularity. The
behavior of the cardinal functions is related to the local interpolation matrices. When
the nodes are badly distributed, the local problem is badly conditioned, and the
gradients of the local cardinal functions can become large. A pragmatic approach
to ensure non-singularity is to select the evaluation points such that the condition is
satisfied by construction.
Corollary 4.2. If X ⊂ Y the matrix GE is guaranteed to be non-singular.
For the theoretical analysis in section 5, we assume that the condition holds for the
chosen Y node set, and for the numerical experiments in section 6, we use the inclusion
of X in Y . In the latter case, we specifically have
(4.7) ‖uh(Y )‖2 = h−1y ‖uh(Y )‖`2(Ω) ≥ ‖uh(X)‖2,
which indicates that the smallest singular value of Eh is bounded from below by
1. In fact, since the identity matrix is a sub-matrix of Eh, the smallest singu-
lar value σmin(Eh) = 1. We also have ‖u(Y )‖22 = ‖Ehu‖22 =
∑M
i=1 (wiui)
2 ≤
maxi ‖wi‖22
∑M
i=1 ‖ui‖22, where wi ≡ wL0k(yi) and ui ≡ u(Xk(yi)). If we use that each
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Fig. 3. The unit square is discretized using N = 72 hexagonal node points (left), Halton node
points (middle) and random node points (right). In each case, the Voronoi regions and the zero
contour lines of the cardinal functions for the central node point are shown. The nodes in the stencil
are indicated by a circle and the shaded area is the region where an evaluation point must be placed
for non-singularity to be guaranteed. The sizes of the respective regions are approximately 0.017,
0.011, and 0.0078.
function value u(xk) appears in n stencils and each stencil is sampled at most cM/N
times with c ≈ 1, we get ‖Ehu‖2 ≤ cnMN maxi ‖wi‖22‖u‖22, and
(4.8) σmax(Eh) =
√
cnqmax
i
‖wL0k(yi)‖2 =
√
cnqmax
i
( N∑
j=1
|Ψj(yi)|2
) 1
2 .
5. Convergence and error estimates for RBF-FD-LS. In this section, we
derive stability, convergence and error estimates for the RBF-FD-LS method. When
solving the least squares problem numerically in the form (3.6), we have not expe-
rienced practical problems with well-posedness. However, from the theoretical per-
spective it simplifies the analysis to have the Dirichlet boundary conditions imposed
strongly as in (3.17), which means that the error is zero at the node set X∂Ω0 . When
performing the analysis, we assume that the weights βi = 1, i = 0, 1, 2 in (3.14).
Scaling is then discussed separately in subsection 5.5. We first state the global error
estimate, and then derive and prove each part of the estimate in the following subsec-
tions. The main steps consist of proving coercivity for the continuous bilinear form in
a homogeneous space, then relating a piecewise bilinear form to the continuous and
showing that it is coercive under a condition on the size of the node distance h, and
finally to show coercivity of the discrete bilinear form under similar conditions on h.
5.1. The global error estimate. To show the global error estimate, we use
that ah(u, v) is bilinear and symmetric. We also use that
(5.1) |ah(u, v)| ≤ 1
2
ah(u, u) +
1
2
ah(v, v),
which holds, since |(u, v)| ≤ ‖u‖‖v‖ ≤ 12 (‖u‖2 + ‖v‖2) can be applied to each term.
Theorem 5.1. Consider the least squares problem (3.17) with properties (3.18)
and (3.19). If there is an h0 such that for the trial space error eh = uh+u
0
h− Ih(u) ∈
V 0h , and h < h0, it holds that ah(eh, eh) ≥ 1C2h ‖eh‖
2
`2
, then for h ≤ h0, the error
e = uh + u
0
h − u satisfies
(5.2) ‖e‖`2 ≤ Ch
√
2ah(eI , eI) + ‖eI‖`2 ,
where eI = Ih(u)− u is the interpolation error.
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Proof. The error e = uh+u
0
h−u does not lie in the trial space unless u lies in the
trial space. Also, uh + u
0
h does not in general interpolate u. We use the interpolant
Ih(u) ∈ Vh as an auxiliary function to write e = uh + u0h − u = (uh + u0h − Ih(u)) +
(Ih(u) − u) = eh + eI . The first term eh has nodal values e(X) and eh ∈ V 0h , since
the Dirichlet condition is imposed strongly. The second term eI is the interpolation
error, which is not in the trial space. Then
(5.3) ‖e‖`2(Ω) = ‖eh + eI‖`2(Ω) ≤ ‖eh‖`2(Ω) + ‖eI‖`2(Ω).
For the error term in the trial space, we start from the assumption that the coercivity
property holds, and then use (3.19), (5.1), and (3.18)
1
C2h
‖eh‖2`2 ≤ ah(eh, eh) = ah(e− eI , eh) = ah(−eI , eh)
= ah(−eI , e− eI) = ah(−eI , e) + ah(−eI ,−eI)
≤ 1
2
(ah(eI , eI) + ah(e, e)) + ah(eI , eI)
≤ 2ah(eI , eI),(5.4)
leading to
(5.5) ‖eh‖`2 ≤ Ch
√
2ah(eI , eI).
Combining (5.3) and (5.5) provides the final result (5.2).
5.2. Coercivity of the continuous bilinear form in a homogeneous space.
We introduce a homogeneous auxiliary space V 0 = {u ∈ V |u(y) = 0, y ∈ ∂Ω0} for
the continuous least squares problem (2.5). As a step in showing coercivity for the
discrete bilinear form, we show coercivity of the continuous bilinear form (2.4) for
functions u ∈ V 0 ⊂W p+12 (Ω).
Given the smoothness assumptions on the domain Ω and the function u, a Poin-
care´-Friedrich inequality holds with the boundary data given on some part of the
boundary [6]. This can be seen if the inequality is shown using integration along
paths from points on the Dirichlet boundary to points in the domain.
(5.6) ‖u‖2Ω ≤ C2P (‖u‖2∂Ω0 + ‖∇u‖2Ω) = C2P ‖∇u‖2Ω.
We also need a trace inequality that relates the solution on (any part of) the boundary
to the solution in the interior [9]
(5.7) ‖u‖2∂Ωi ≤ |∂Ωi|2‖u‖2L∞(∂Ωi) ≤ |∂Ωi|2C2T (‖u‖2Ω + ‖∇u‖2Ω).
Then we have Green’s first identity that can be derived from the divergence theorem
(5.8)
∫
Ω
∇u · ∇v =
∫
∂Ω
u
∂v
∂n
−
∫
Ω
u∆v
leading to
‖∇u‖2Ω ≤ ‖u‖∂Ω0‖∂u/∂n‖∂Ω0 + ‖u‖∂Ω1‖∂u/∂n‖∂Ω1 + ‖u‖Ω‖∆u‖Ω
= ‖u‖∂Ω1‖∂u/∂n‖∂Ω1 + ‖u‖Ω‖∆u‖Ω,(5.9)
where we separated the boundary integral into two parts due to the structure of our
specific problem, and used that functions in V 0 vanish on ∂Ω0.
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To show coercivity, we start from (5.9), then use the Poincare´ inequality (5.6) on
the second term, then we use the trace inequality (5.7) on the first term and finally
the Poincare´ inequality one more time.
‖∇u‖2Ω ≤ ‖u‖∂Ω1‖∂u/∂n‖∂Ω1 + ‖u‖Ω‖∆u‖Ω
≤ ‖u‖∂Ω1‖∂u/∂n‖∂Ω1 + CP ‖∇u‖Ω‖∆u‖Ω
≤ |∂Ω1|CT (‖u‖2Ω + ‖∇u‖2Ω)1/2‖∂u/∂n‖∂Ω1 + CP ‖∇u‖Ω‖∆u‖Ω
≤ |∂Ω1|CT (C2P ‖∇u‖2Ω + ‖∇u‖2Ω)1/2‖∂u/∂n‖∂Ω1 + CP ‖∇u‖Ω‖∆u‖Ω
≤ |∂Ω1|CT
√
(1 + C2P )‖∇u‖Ω‖∂u/∂n‖∂Ω1 + CP ‖∇u‖Ω‖∆u‖Ω(5.10)
Dividing through by the gradient norm, squaring the result, and using (a + b)2 ≤
2a2 + 2b2 leads to:
(5.11) ‖∇u‖2Ω ≤ 2|∂Ω1|2C2T (1 + C2P )‖∂u/∂n‖2∂Ω1 + 2C2P ‖∆u‖2Ω.
Let C21 = 2|∂Ω1|2C2T (1 + C2P ) and C22 = 2C2P . Using (5.6) one more time, we have:
(5.12) ‖u‖2Ω ≤ C2P ‖∇u‖2Ω ≤ C2P max(C21 , C22 )(‖∂u/∂n‖2∂Ω1 + ‖∆u‖2Ω).
If we finally let C2 = C2P max(C
2
1 , C
2
2 ), we have the coercivity result
(5.13) C2a(u, u) ≥ ‖u‖2Ω, u ∈ V 0.
5.3. Well-posedness of the discretized PDE problem. Next, we prove co-
ercivity for functions uh ∈ V 0h in the piecewise norm defined in section 4. We let
(5.14) a∗(uh, uh) = ‖uh‖2L∗2(∂Ω0)︸ ︷︷ ︸
a∗0(uh,uh)
+ ‖∂uh/∂n‖2L∗2(∂Ω1)︸ ︷︷ ︸
a∗1(uh,uh)
+ ‖∆uh‖2L∗2(∂Ω0)︸ ︷︷ ︸
a∗2(uh,uh)
.
The derivation is based on the existence of a function pair uh ∈ V 0h and z ∈ V0, such
that uh = Ih(z), i.e., uh interpolates z. For a given z, there is a unique interpolant
uh, while any uh ∈ V 0h is the interpolant of a family of functions v(uh) ∈ V 0 with the
same data at the discrete node set X. To understand that at least one such function
exists, we construct v∗(uh) =
∑N
i=1 uh(xi)b(ρ
−1
i ‖x− xi‖), where b(r) ∈ W p+12 (R2) is
a bump function with support on the unit disc and with b(0) = 1. The support radius
ρi = min(dX , d∂Ω), where dX = minj 6=i ‖xj − xi‖ and d∂Ω = minx∈∂Ω ‖x − xi‖. For
the proof, we let z = arg minv(uh) ‖uh − v‖. We start from the continuous bilinear
form for z and then express this as a perturbation of the piecewise bilinear form for
uh. We bound the perturbations using relation (4.6) for the interpolation error uh−z.
a(z, z) = a∗(z, z) = a∗1(z, z) + a
∗
2(z, z)
= ‖∂(z − uh)/∂n+ ∂uh/∂n‖2L∗2(∂Ω1) + ‖∆(z − uh) + ∆uh‖
2
L∗2(Ω)
≤ 2a∗(uh, uh)− 2‖uh‖2L∗2(∂Ω0) + 2(α1h
p|z|Wp+1∞ (Ω))2 + 2(α2hp−1|z|Wp+1∞ (Ω))2,(5.15)
where we used that ‖a + b‖2 ≤ (‖a‖ + ‖b‖)2 ≤ 2(‖a‖2 + ‖b‖2). If we reorganize the
terms to look for coercivity of a∗(uh, uh), and use that uh = uh − z on the Dirichlet
boundary, since z = 0 there, we get
a∗(uh, uh) ≥ 1
2
a(z, z) +
(
(α0h
p+1)2 − (α1hp)2 − (α2hp−1)2
) |z|2
Wp+1∞ (Ω)
≥ 1
2C2
‖z‖2Ω +
(
(α0h
p+1)2 − (α1hp)2 − (α2hp−1)2
) |z|2
Wp+1∞ (Ω)
.(5.16)
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Finally, we use ‖uh‖2L∗2(Ω) = ‖uh‖
2
L2(Ω)
= ‖z + uh − z‖2Ω ≤ 2‖z‖2Ω + 2‖uh − z‖2Ω to get
(5.17)
a∗(uh, uh) ≥ 1
4C2
‖uh‖2Ω +
((
1− 1
2C2
)
(α0h
p+1)2 − (α1hp)2 − (α2hp−1)2
)
|z|2
Wp+1∞ (Ω)
.
If the function z is well resolved by the step length h, then the error terms are small
compared with the norms of z and uh, and we can bound the bilinear form.
Theorem 5.2. For a given function z ∈ V 0, interpolated by uh ∈ V 0h on a node
set with a fill distance h and a separation distance s ≥ csh there is an h0 such that
(5.18) a∗(uh, uh) ≥ 1
8C2
‖uh‖2Ω, ∀h ≤ h0, uh = Ih(z) ∈ V 0h , z ∈ V 0.
Proof. Since the function z is fixed, |z|Wp+1∞ (Ω) in (5.16) is also fixed. The con-
stants αi depend on the quality of the node distribution, which is why the condi-
tion on the relation between fill distance and separation distance is needed. Then
we can bound the errors for the sequence of node distributions with the worst case
αi. As h → 0, the magnitude of the two (or three if C2 < 0.5) negative terms
(α1h
p)2 + (α2h
p−1)2 → 0. There is an h0 where the absolute value of the sum of the
negative correction terms is smaller than 18C2 ‖uh‖2. Then ‖uh‖L∗2(Ω) ≈ ‖z‖Ω, and if
we assume that the third correction term is the largest,
(5.19) h0 ≈
(
‖z‖Ω√
8Cα2|z|Wp+1∞ (Ω)
) 1
p−1
.
5.4. Well-posedness in the discrete norm. The discrete `2-norm on the set
of nodes Y = {yi}Mi=1 is an approximation of the piecewise L∗2-norm. The last step in
the coercivity proof consists of quantifying the difference. We can generally write
(5.20) I =
∫
Ω
f(y)dy =
|Ω|
M
M∑
i=1
f(yi) + γI(f) = Ih + γI(f).
We want to use this relation for non-trivial domains, which means that we need to
consider scattered nodes. Even if the nodes are regular in parts of the domain, they
need to be somewhat irregular near the boundary. A very general error estimate for
scattered node quadrature is given by
(5.21) |γI(f)| ≤ DM (Y )V (f),
where DM (Y ) is the star discrepancy of the node set and V (f) is the Hardy-Krause
variation of f [1]. This has been shown for general domains and piecewise smooth
functions in [7, 8]. Both of the factors in (5.21) are hard to quantify in general.
However, the standard deviation of the error for an arbitrary node layout (Monte
Carlo integration) in practical cases decreases as O(1/√M) and for a low discrepancy
(quasi random) node layout, it decreases as O((logM)d/M). The standard deviation
can be interpreted as a relative error. That is, we can write
(5.22) (1− cγ˜I(f))I ≤ Ih ≤ (1 + cγ˜I(f))I,
where γ˜I is the standard deviation and c > 0 is a constant.
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In our model problem, we have one-dimensional and two-dimensional integrals.
If the layout of the evaluation node points is quasi uniform on the boundary, then the
error in these integrals is O(hy), since in this case, they represent the usual Riemann
sum. In the interior, without specific assumptions on the nodes, the error is also at
most O(hy), since hy ∝M−1/2.
If ca(u)hy is the largest integration error in the three piecewise integrals that
ah(uh, uh) consist of, then:
(5.23) ah(uh, uh) ≥ (1− ca(u)hy)a∗(uh, uh).
If we in the same way denote the error in the squared norm over the domain by cnhy,
we have
(5.24) ‖uh‖2`2(Ω) ≤ (1 + cnhy)‖uh‖2L2(Ω).
Combining (5.18), (5.23), and (5.24), leads to
‖uh‖2`2(Ω) ≤ (1 + cnhy)‖uh‖2L2(Ω)
≤ (1 + cnhy)8C2a∗(uh, uh) ≤ (1 + cn(u)hy)
(1− ca(u)hy) 8C
2ah(uh, uh).(5.25)
This shows that as long as the relative integration error in the bilinear form is less than
unity, the coercivity of the discrete bilinear form follows from that of the piecewise
continuous bilinear form for functions in the trial space. We also note that the left
hand side is positive as long as uh is non-zero as shown in Theorem 4.1. The coercivity
constant Ch needed in Theorem 5.1, extracted from (5.25) is
(5.26) Ch ≡
√
8CCI =
√
8C
(
(1 + cn(u)hy)
(1− ca(u)hy)
) 1
2
.
Corollary 5.3. Given estimate (5.25), we have the relation
(5.27) σmin
(
D¯h(Y, X˜)
) ≥ σmin(E¯h(Y, X˜))/Ch.
Proof. Let u = uh(X˜) be any vector for which it holds that ‖u‖2 = 1. Then
(σmin(E¯h))
2 ≤ uT E¯Th E¯hu = ‖uh‖2`2 ≤ C2hah(uh, uh) = C2huT D¯Th D¯u.
5.5. Discussion of the global error estimate including scaling. All the
components of the global error estimate are now in place, and we can discuss their
properties as well as the question about scaling of the different terms in the bilinear
form. Equation (4.5) for the interpolation error eI = Ih(u)− u yields
(5.28) ‖eI‖`2 ≤ α0hp+1|u|Wp+1∞ (Ω),
and for the bilinear form applied to the interpolation error we have
(5.29) ah(eI , eI) ≤
(
(α0h
p+1)2 + (α1h
p)2 + (α2h
p−1)2
) |u|2
Wp+1∞ (Ω)
.
Noting that a2 + b2 + c2 ≤ (a + b + c)2 for positive numbers, we insert all terms in
the global error estimate (5.2), to get
(5.30) ‖e‖`2 ≤ 4C
(
(1 + cn(u)hy)
(1− ca(u)hy)
) 1
2 (
α˜0h
p+1 + α1h
p + α2h
p−1) |u|Wp+1∞ (Ω),
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where α˜0 = α0(1 +
1
4C ) incorporates the last interpolation error term. The most
important aspect to discuss is the notion of h being small enough. We know that the
coercivity property of the discretized problem (5.18) holds for h < h0, which indicates
that the function it is being applied to is well resolved. In Theorem 5.1 we use the
coercivity property for eh = uh−Ih(u). Generally, we can say that the trial space error
and its components are well resolved if u is well resolved, since uh, to some extent,
and Ih(u) derive their properties from u. That is, we can apply condition (5.19) to u
to understand what is an appropriate size of the node distance h.
We also need hy to be small enough that the discrete norm is close enough to
the continuous norm. We need cahy < 1 for the estimate to be valid. If cahy is
close to unity, the factor that depends on hy decreases rapidly when the oversampling
is increased, while asymptotically, the factor reduces linearly with hy. Integration
has a smoothing effect, and our experience from the experiments is that hy < h is
sufficient for the estimate to hold if h resolves u, while the accuracy benefits from
more oversampling.
The error expression (5.30) indicates that depending on the balance of the three
error terms and the range of h, the final convergence rate is between p− 1 and p+ 1.
The balance can be changed through the scale factors βi in (3.14). The scale factors
in turn affect the stability constant. The scaled error estimate takes the form:
(5.31) ‖e‖`2 ≤ 4CβCI
((
β0 +
1
4Cβ
)
α0h
p+1 + β1α1h
p + β2α2h
p−1
)
|u|Wp+1∞ (Ω),
where the scaled stability constant is given by
(5.32) Cβ =
√
2CP max
(
|∂Ω1|CT
√
1 + C2P
β1
,
CP
β2
)
=
√
2CP max
(
C1
β1
,
C2
β2
)
.
At least in the theoretical estimate, the stability is determined by the constant associ-
ated with the Neumann term in the unscaled bilinear form. This indicates that it can
be beneficial to choose β1 = 1 and β2 = C2/C1 to reduce the residual contribution
from the Laplacian part when this is the largest.
The scaling β0 of the Dirichlet condition does not affect Cβ directly, but we can
see from (5.16) that the stability (in terms of the constant in front of Cβ) is improved
if the term corresponding to the Dirichlet condition is larger in relation to the terms
corresponding to the Neumann and Laplace equations. The largest scaling such that
the order of the Dirichlet term does not dominate the order of the Neumann term is
β0 = O(h−1). This scaling strategy is evaluated numerically in section 6 and is shown
to perform well.
6. Numerical study. In this section, we investigate the convergence, stability,
and efficiency of RBF-FD-LS compared with collocation-based RBF-FD (RBF-FD-
C). We solve the PDE problem (2.1) using the scaling (3.14) with β0 = h
−1/
√|∂Ω0|,
β1 = 1/
√|∂Ω1|, and β2 = 1/√|Ω| on a domain with an outer boundary defined in
polar coordinates as
(6.1) r(θ) = 1 +
1
10
(
sin(7θ) + sin(θ)
)
, θ ∈ [−pi, pi),
and with the Dirichlet boundary ∂Ω0 defined by r(θ), θ ∈ [−pi, 0) and the Neumann
boundary ∂Ω1 defined by r(θ), θ ∈ [0, pi). The node sets X and Y are generated
using DistMesh [19]. However, in order to enforce X ⊂ Y (see subsection 4.1), we
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modify the Y node set such that for each xk ∈ X we find the closest point y˜j in
the initial node set Y˜ , and then let yj = xk in the final node set Y . The Dirichlet
boundary conditions are enforced exactly at X∂Ω0 according to (3.17). The domain Ω,
an example of the spatial error distribution, the node sets X and Y , and the Voronoi
diagram corresponding to the node set X are shown in Figure 4. All experiments were
run in MATLAB on a laptop with an Intel i7-7500U processor and 16 GB of RAM.
a) b)
Fig. 4. a) A contour plot of the absolute error distribution over the domain Ω for the truncated
Non-analytic solution function (6.6) when h = 0.02, p = 3, q = 3. The outward normals indicate
the locations where the Neumann condition is enforced. b) The X node set (large blue markers) and
the Y node set (small red markers) are shown together with the Voronoi diagram for the X node
set. Each Voronoi cell contains on average three Y node points.
In the numerical study we focus on the three main method parameters: The node
distance h, the oversampling parameter q = MN = (h/hy)
2, which determines hy, and
the polynomial degree p. When nothing else is stated, we use the default value q = 3
for the oversampling. The stencil size in all experiments is n = 2m, where m is the
dimension of the polynomial space. In the convergence experiments, we measure the
relative `2-error
(6.2) ‖e‖ = ‖uh(Y )− u(Y )‖`2‖u(Y )‖`2
.
We also investigate the stability norm, which we define as the ratio of the largest
singular value of E¯h(Y, X˜) and the smallest singular value of D¯h(Y, X˜). The stability
norm provides a numerical value for the coercivity constant Ch in the global error
estimate (5.2). Using (3.17) for the interior solution, we have
‖uh(Y )‖`2 = ‖E¯h(Y, X˜)u(X˜)‖2 = ‖E¯h D¯+h F˜ (Y )‖2
≤ ‖E¯h‖2 ‖D¯+h ‖2 ‖F˜ (Y )‖2,=
σmax(E¯h)
σmin(D¯h)
‖F˜ (Y )‖2.(6.3)
Combining the estimates (4.8) and (5.27) with σmin(Eh) = 1 yields
(6.4)
σmax(E¯h)
σmin(D¯h)
≤ c˜√qCh
√
nmax
i
( N∑
j=1
|Ψj(yi)|2
) 1
2 .
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6.1. Errors and convergence tests for different functions. Three solution
functions which are different in nature are used to compute the right-hand-side data
of (2.1). The purpose of this test is to show the differences in the error behavior and
to pick one solution function for which the method is later on tested more extensively.
Additionally, we solve the PDE problem with only Dirichlet boundary data. The
following functions are considered:
u1(x, y) =
√
x2 + y2,(6.5)
u2(x, y) =
5∑
k=0
e−
√
2k
(
cos(2kx) + cos(2ky)
)
,(6.6)
u3(x, y) = sin
(
2(x− 0.1)2) cos ((x− 0.3)2)+ sin (2(y − 0.5)2)2
1 + 2x2 + y2
,(6.7)
which are referred to by the following names: Distance, truncated Non-analytic and
Rational sine, respectively. The polynomial degree p = 5 is used for computing the
local interpolation matrices. The error under refinement of h is displayed in Figure 5.
The accuracy of RBF-FD-LS is better than that of RBF-FD-C for all solution
functions when both the Neumann and Dirichlet conditions are present. The conver-
gence rates for the truncated Non-analytic and Rational sine functions are k = 4.4 and
k = 4.8 respectively, which agrees with the error estimate (5.30) since k ≥ p− 1 = 4.
The convergence rate for the Distance function is k = 1.4 < 4, but that is expected
since it is a C0 function.
When only the Dirichlet condition is imposed, the accuracy of RBF-FD-LS is
better for the Distance and Rational sine functions. This is also the case for the
truncated Non-analytic function, when h is small enough. The difference in error
between RBF-FD-LS and RBF-FD-C is not as large as when both the Neumann
and Dirichlet conditions are imposed. Also in this case the convergence rates for the
truncated Non-analytic function and Rational sine function are k ≥ p− 1 = 4.
In the following subsections further experiments are made with the truncated
Non-analytic solution function, which due to its fine scale variation is challenging to
approximate.
6.2. Approximation properties under node refinement. We refine h (this
increases the number of nodes N), and measure the approximation properties for
different polynomial degrees in the local interpolation matrices (1.5). We denote this
by h-refinement. The convergence as a function of the node distance is shown in
Figure 6. We observe that the accuracy of RBF-FD-LS is better for each tested
p compared with RBF-FD-C. The overall difference in the errors is larger for p = 5
compared with when p = 3 and 4. The convergence trend k of RBF-FD-LS is k ≥ p−1
for every p. It is hard to evaluate the convergence trend of RBF-FD-C since the error
behavior is unpredictable.
Next, the relation between the error and the computational time (runtime) is
investigated. It is important to note that a method with a smaller error/runtime
ratio is more efficient. The runtime is taken to be a sum of the following steps in the
execution:
• Generation of the local matrices: the closest neighbor search, forming and
inverting the local interpolation matrices (1.5), forming the evaluation and
differentiation weights (3.3).
• Assembly of the PDE operator (3.4).
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Fig. 5. The errors of RBF-FD-LS and RBF-FD-C as a function of the inverse node distance for
the three different solution functions defined in subsection 6.1. The first row of plots corresponds to
solving (2.1) and the second row corresponds to solving the same problem with the Dirichlet condition
on the whole boundary. The polynomial degree used to construct the interpolation matrices is p = 5
and the oversampling parameter q = 3. The number of node points in X ranges from N = 500 to
N = 64000.
• Solution to the system of equations using mldivide() in MATLAB.
The node generation is considered as a preprocessing step and is therefore not included
in the measurement. The error as a function of runtime is given in Figure 7. We
observe that the efficiency of RBF-FD-LS is better than that of RBF-FD-C for all
considered p. When p = 5, the difference in the efficiency is larger. The oversampling
parameter q does not have a decisive role when it comes to the efficiency. We expect
the run-time to be dominated by the solution of the overdetermined linear system.
For a dense matrix, the cost grows linearly with M = qN for a fixed N . We expect
a similar behavior for our sparse system. The added cost is compensated for by the
improved accuracy. Figure 10 shows the error improvement with q.
The stability norm (6.4) as a function of 1/h is studied in Figure 8. Here we can
observe that the stability norm of RBF-FD-LS is almost constant for all polynomial
degrees p which we considered. This corresponds with the error estimate (5.30) since
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Fig. 6. The RBF-FD-LS and RBF-FD-C methods are compared. The relative error as a
function of the inverse node distance 1/h for a fixed oversampling parameter q = 3 and different
polynomial degrees p used to form the local interpolation matrices.
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Fig. 7. The RBF-FD-LS and RBF-FD-C methods are compared. The relative error as a
function of the runtime measured in seconds for a fixed oversampling parameter q = 3 and different
polynomial degrees p used to form the local interpolation matrices.
the stability constant Ch from (5.26) takes the form Ch =
√
8C
(
(1+cn(u)hy)
(1−ca(u)hy)
) 1
2
and
under h-refinement we have that hy =
1√
q h. It follows that when q is fixed and h is
small enough Ch ≈
√
8C does not change with h anymore, thus the stability norm (6.4)
is constant. The stability norm of the RBF-FD collocation method does not follow
a pattern for the given PDE, parameters and node sets. Here we emphasize that
this behavior is not caused by the RBF-FD trial space, but rather by the collocation
formulation in which the PDE is solved.
The condition number of a rectangular or square matrix A is defined by κ(A) =
‖A‖2 ‖A+‖2 = σmax(A)/σmin(A). In Figure 9 we show the condition numbers for the
two matrices involved in RBF-FD-LS: D¯h and Eh. We observe that κ(D¯h) grows with
1
h2 for p = 3. The results are almost identical for p = 4 and 5. This is an expected
(optimal) growth, since D¯h is a numerical second-order differentiation operator, which
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Fig. 8. The stability norm (6.4) as a function of 1/h when the oversampling parameter is q = 3
for different polynomial degrees p.
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Fig. 9. Left: the condition number of the PDE matrix D¯h as a function of the inverse node
distance when the polynomial degree used for representing the trial space is p = 3. Right: the
condition number of the evaluation matrix Eh when the polynomial degrees used for representing the
trial space are p = 3, 4 and 5.
has an inverse quadratic dependence on h when the stencil size is kept constant. On
the other hand κ(Eh) is constant with respect to h for all p, which is an expected
result, since Eh is a numerical interpolation operator, which does not by itself yield a
dependence on h when the stencil size is kept constant.
6.3. Approximation properties as the oversampling is increased. In this
section we build understanding of the error and stability behavior for different choices
of hy = h/
√
q, when h is fixed at h = 0.08 (under-resolved case) and at h = 0.02
(well-resolved case). Three polynomial degrees p = 3, 4 and 5 are used for the local
interpolation matrices (1.5). The exact solution is chosen to be the truncated Non-
analytic function (6.6). The convergence study is displayed in Figure 10. For both,
the under-resolved and well-resolved cases, the error decays rapidly and then levels
out as hy becomes small enough. This behavior matches the error estimate (5.30) for
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the case when h is fixed. As hy → 0 the term
( 1+cn hy
1−ca hy
) 1
2 → 1 from a larger value, and
therefore ‖e‖`2 levels out. The stability norm behavior is shown in Figure 11, from
h = 0.08 h = 0.02
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Fig. 10. The error against 1/hy which is the average distance in the Y node set for different
choices of the polynomial degree p used to form the trial space. The average internodal distance in
the node set X, was for the left plot fixed at h = 0.08 and for the right plot fixed and h = 0.02. The
values of hy were computed from q = (1.1, 1.3, 1.7, 2, 2.3, 2.7, 3, 3.3, 3.7, 4, 5, 6, 7, 8, 9, 10, 11).
which we observe that in both the well-resolved and under-resolved cases, the norm
first rapidly decays and then flattens out when hy is small enough. The approximate
point when the stability norm starts to flatten out is at 1/hy ≈ 28 (corresponding to
q = 3.7) for the under-resolved case and at 1/hy ≈ 70 (q = 3.3) for the well-resolved
case.
h = 0.08 h = 0.02
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Fig. 11. Both plots show the stability norm (6.4) as a function of 1/hy, the average inverse
node distance in the point set Y . Different choices of the polynomial degree p were used to form
the trial space. The average internodal distance h in the node set X, was for the left plot fixed
at h = 0.08 and for the right plot fixed and h = 0.02, illustrating the under-resolved and the well-
resolved case. The values of hy were computed from q = (1.1, 1.3, 1.7, 2, 2.3, 2.7, 3, 3.3, 3.7, 4, 5,
6, 7, 8, 9, 10, 11).
6.4. Approximation properties as the polynomial degree is increased.
Here we increase the number of points per stencil, together with increasing the poly-
nomial degree p used to form the stencil-based interpolant (1.5), while the distance h
between the stencil points is kept the same. This is denoted by p-refinement. We con-
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sider polynomial degrees up to p = 12 in order to test the limits of the method. Two
different solution functions are considered, the truncated Non-analytic function (6.6)
and the Rational sine function (6.7). The least-squares and collocation approaches
are compared when h is fixed at h = 0.08 (under-resolved case) and at h = 0.02 (well-
resolved case). A key observation from the results in Figure 12 is that the error for
h = 0.08 h = 0.02
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Fig. 12. The relative error in the p-refinement mode: the polynomial degree used to form the
stencil-based interpolation matrix (1.5) is increased, while the internodal distance between the stencil
points is fixed at h = 0.08 and h = 0.02.
both resolutions and both manufactured solutions is smaller for RBF-FD-LS than for
RBF-FD-C. For the under-resolved case (h = 0.08)), there is some improvement of the
error when increasing p for the Rational sine function. The results are worse for the
truncated Non-analytic function that has large derivatives and requires higher resolu-
tion. In this case, the error increases for p > 4. In the well-resolved case (h = 0.02),
we observe convergence with p in all cases except RBF-FD-C for the Non-analytic
function. For p ≥ 8, round-off errors prevent further convergence for RBF-FD-LS.
The convergence trend for RBF-FD-C levels out earlier than for RBF-FD-LS.
h = 0.08 h = 0.02
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Collocation
LS
2 4 6 8 10 12
10 0
10 2
Collocation
LS
Fig. 13. The stability norm in the p-refinement mode: the polynomial degree used to form
the stencil-based interpolation matrix (1.5) is increased, while the internodal distance between the
stencil points h is fixed at h = 0.08 and h = 0.02.
The stability norm as a function of p is shown in Figure 13. It has an increasing
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Fig. 14. Example of two cardinal functions placed on the boundary of Ω and in the interior of
Ω for p = 3 (left) and p = 12 (right). For both cases the internodal distance is h = 0.06.
trend for both methods. Based on the estimate (6.4), we expect the numerator to
grow with
√
n ≈ p and with the norm of the weights. In the ideal case, the maximum
value for any cardinal function is one, but here, there is an exponential growth of
these functions with p, especially for cardinal functions close to the boundary. The
largest weight for p = 12 has |w| ≈ 3.2. Cardinal functions for different values of p are
illustrated in Figure 14. The condition numbers of the local interpolation matrices A˜k
also grow exponentially with p, and for p & 12 prevent accurate numerical evaluation
of the weights.
7. Final remarks. In this paper we introduced an enhancement of the colloca-
tion based RBF-FD method where we instead use a least-squares approach. The main
method parameters are the node distance h, the evaluation node distance hy, and the
polynomial degree p used to form the stencil approximations. The least squares for-
mulation led us to characterize the RBF-FD trial space as a piecewise continuous
space with jumps that vanish together with the local approximation error, and to
understand that D¯Th D¯hu = D¯
T
h f reproduces the L2 inner-products of the continuous
least-squares problem up to an error of size O(hy). This allowed us to prove well-
posedness (stability) of RBF-FD-LS for an elliptic problem as hy → 0 when h is small
enough. We also derived an error estimate in terms of the node distance, where the
error decays with no less than order p− 1 for the Poisson problem with Dirichlet and
Neumann boundary conditions. The estimate showed that taking hy = hy(h), such
that hy < h, enables convergence uh → u as h→ 0.
The experiments confirmed the theoretical observations in terms of the conver-
gence trend as h → 0. We also confirmed that as h is fixed at a small value, the
stability norm and the error are improved as hy → 0, until both level out. This
happens when the effect of the numerical integration becomes negligible.
Furthermore, the numerical experiments indicated that RBF-FD-LS for our model
problem performs better than RBF-FD-C in terms of:
• the error against the exact solution for p-refinement and h-refinement,
• the stability properties,
• the efficiency.
The most important strength of the least-squares formulation is the robustness of the
numerical solution as h→ 0, which, according to our experience, is often lacking in the
collocation formulation, especially in the presence of Neumann boundary conditions.
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