Abstract. In this paper we propose a mathematical model to describe the evolution of leukemia in the bone marrow. The model is based on a reaction-diffusion system of equations in a porous medium. We show the existence of two stationary solutions, one of them corresponds to the normal case and another one to the pathological case. The leukemic state appears as a result of a bifurcation when the normal state loses its stability. The critical conditions of leukemia development are determined by the proliferation rate of leukemic cells and by their capacity to diffuse. The analytical results are confirmed and illustrated by numerical simulations.
Introduction
We study the evolution of leukemia in the bone marrow. Leukemia is a disease arising due to a dysfunction of the hematopoiesis, the process of blood cells production in the bone marrow. It begins with undifferentiated stem cells. They can proliferate or differentiate into more mature cells in order to finally leave the bone marrow to blood vessels. Leukemia changes the process of blood cells production. As a consequence, immature cells or blasts can leave the bone marrow. This is the main observable characteristic of the disease.
A number of mathematical models has been proposed to understand the hematological cell development and more generally to study cell replication. Most of these models are based on age and maturity structured systems of partial differential equations (see for example [15, 13, 14] ). They are first applied to study hematopoiesis by M.C. Mackey [6, 7] and further developed in [8, 9, 12, 1] . These models lead to delayed partial differential equations. All these studies do not take into account the spatial variables and do not consider the motion of cells in the bone marrow.
Malignant cells can appear in the bone marrow and can proliferate in an abnormal way pushing immature cells out of the bone marrow. Therefore their spatial distribution and their motion can be of primary importance to describe the leukemia development. In this work we describe the proliferation, differentiation and motion of cells in the bone marrow. We also suppose that cells can weakly diffuse in the extra cellular medium.
The paper is organized as follows. Section 2 is devoted to the presentation of the model based on a reaction-diffusion system of equations with convection in a porous medium. Global existence of a one-dimensional solution of the evolution problem is proved in Section 3. Then the existence of a one-dimensional disease free stationary solution is investigated in Section 4 together with its asymptotic stability. When this solution loses its stability, another stationary solution, which corresponds to the leukemic case, bifurcates from it. Finally, Section 5 is devoted to one-dimensional numerical simulations of the model. where v stands for the velocity, d the diffusion coefficient and F i is the production rate of the i th type of cells. We suppose that the bone marrow can be considered as a porous medium and cells as a continuous medium with their velocity described by Darcy's law:
The model
Here p is the pressure, K the permeability and µ the viscosity. The system (2..1)-(2..2) should be completed by an equation of state. To derive it we assume that all cells have the same volume, they are densely packed and incompressible. This mean that if an additional cell enters a given volume, then another one should leave it. In the other words, we suppose that the total number of cells in the unit volume is constant and denote it by N .
Let φ be the total number of cells in a unit volume, that is
Then we obtain that this quantity is constant. On the other hand, taking a sum of all equations in (2..1), we obtain that φ satisfies the equation
As a consequence, we derive from (2..4) the following equation
Next, from Darcy's law (2..2) we obtain that the pressure p satisfies the equation:
We now consider system (2..1), (2..2) and (2..6) in a two-dimensional rectangular domain
The boundary x = 0 corresponds to the middle axis of the bone marrow. We assume that the solution is symmetric with respect to the middle axis and we consider the right half of the marrow. Therefore, denoting the velocity by v = (v x , v y ), we have v x = 0 at x = 0, so that the pressure satisfies the boundary condition
The right boundary x = L x corresponds to the boundary between the bone marrow and the blood vessel. The boundary condition here is
Next, we assume that at the top and at the bottom of the domain we have v y = 0, so that
We discuss now the boundary conditions for the concentrations. For that purpose, we introduce the dimensionless variables
We assume that only the cells of the first type can enter the domain, all the other cells can only be produced from the first type of cells inside the domain. These assumptions imply the following boundary conditions
We impose the no flux boundary conditions for the concentrations at the top, at the bottom of the domain and at the boundary between the bone marrow and the blood vessel:
The next step is to specify the production rate, that is the functions (F i ) i=1,..,n . We consider first the normal case and we suppose for simplicity that there are only two types of cells, A and B. The first type of cells can proliferate n times giving each time another cell A and a cell B.
After n divisions the cell dies (or remains alive does not change any more). In order to describe this process we introduce the concentrations A 1 , A 2 ,...,A n+1 . Cells of type A 1 correspond to the original A cells, A 2 cells correspond to the cells of A type after one division, and so on. We can summarize this construction in the following reaction scheme :
(2..13)
Here P denotes the concentration of dead cells. The corresponding kinetics system can be written in the following form
We assume for simplicity that the constant k is the same for all cells. Then we obtain
Next, we denote
.14)
and we deal with the following system
together with the corresponding boundary conditions. Here F is defined by the equality We do not consider mortality of these cells because of a possible dysfunction of the p53 gene and the appearance of immortal cells. The kinetic equation for this reaction scheme has the form:
Introducing the dimensionless concentration
we have now to deal with system (2..15) together with the equation
and the equations of motion:
The diffusion coefficient d s and the reaction rate k s in equation (2..18) can be different from those in system (2..15). We will see below that the relation between them can be essential for propagation of malignant cells. In order to study this problem we introduce some notations. We set
Therefore, omitting the tilde, we obtain the following problem
together with the corresponding boundary conditions.
Global existence
In this section we study the global existence of one-dimensional solutions for the problem:
The system is completed by the boundary conditions
and initial conditions
We first prove the local existence with the analytic semi-group theory. The local existence and a priori estimates of solutions will allow us to conclude about the global existence.
We introduce the Banach space
and the unbounded operator A with the domain D(A):
where the superscript T denotes the transposition operator. The operator A is an unbounded densely defined operator on X. It is the infinitesimal generator of an analytic semi-group on X [5, 11] . Therefore we obtain the following existence result.
system (3..1)-(3..4) has a global solution satisfying
Proof. We first re-write system (3..1)-(3..4) as an abstract Cauchy problem. We introduce the mapping
Then problem (3..1)-(3..4) re-writes as
We easily check that the nonlinear mapping F is a locally Lipschitz continuous function from X α into X for any α > 1/2. Here we have set
. Therefore we conclude that for any u 0 ∈ X α problem (3..12) has a unique local solution defined on [0, T ).
Here we suppose that
(3..13)
The nonlinear term is a monotone function so that the comparison principle applies for this problem. We introduce the following ordering on
, then we obtain that
In order to conclude that T = +∞ it remains to show that (C, s)(t) α is bounded on [0, T ). For that purpose let us note that since the functions
Therefore from the standard parabolic estimates we obtain that the function
This estimate prevents the norm (C, s)(t) α from exploding when t → T − . We conclude that the solution is global, that is T = +∞. This completes the proof of Theorem 3..1.
Stability and bifurcation analysis 4.1. Disease free equilibrium
In this section we consider the system corresponding to the normal case, that is with s = 0. We will study its stationary solutions. They satisfy the following elliptic system of equations:
together with the boundary conditions
We will obtain the following result.
such that
Proof. The proof of this result uses the Leray-Schauder method. To apply it we introduce the following homotopy, that is the system of equations . From (4..6) we know that p ≥ 0. We will show that c i ≥ 0 for any i = 1, ..., n. Indeed the function c 1 satisfies the equation
Since function τ ν p + k is positive, then c 1 (x) cannot have negative minima. Hence, it is either nonnegative for all x ∈ [0, L] or it is nonnegative in some interval [0, x 0 ], c 1 (x 0 ) = 0, and it is negative in (x 0 , L). We note that c 1 (x) = 0 for x 0 < x < L. Otherwise it would be a point of maximum, which contradicts the assumption that the function is negative in this interval and
Next, the function c 2 satisfies the equation
As above, we conclude that c 2 ≥ 0. By induction we show that c i ≥ 0 for any i = 1, .., n. Finally, from the positiveness of the functions c i it follows that the equation for p reduces to
We obtain a priori estimates of these solutions. Multiplying the equation for c i by c i and integrating over (0, L), we obtain
Here and below C denotes non-negative constants that do not depend on the solution.
For i = 1 we obtain:
By induction we obtain for i ≥ 2:
It remains to estimate c 1 (0). For that purpose we integrate the equation for c 1 over (0, L). We obtain:
On the one hand, we have
. Then due to (4..11) we obtain:
(4..13)
On the other hand, we consider the equation for c 1
Since p ≥ 0, then from the maximum principle we obtain that c 1 ≤ 1. Hence c 1 (L) ≤ 1. Therefore, using (4..12), we obtain −dc We now consider the Banach space Y defined by (4..15) endowed with the norm
We also consider the mapping T τ : Y → Y defined by T τ ((b 1 , . .., b n ), q) = ((c 1 , . .., c n ), p), where (c 1 , ..., c n , p) is given by the resolution of the linear system: We now consider the evolution system .23) has been formulated as an abstract Cauchy problem, the asymptotic stability of the equilibrium (C 0 , v 0 ) can be obtain from the eigenvalue problem: find λ ∈ C and functions C = (c 1 , ..., c n ) We set the operator A defined by:
(4..27) Our main assumption is that 
Stability analysis and bifurcations
In this section we study stability of the disease free equilibrium (C 0 , v 0 , s 0 = 0) with respect to the evolution problem (3..1)-(3..4). Since this problem has been formulated as an abstract Cauchy problem, then the asymptotic stability is determined by the location of the spectrum of the linearized problem:
We re-formulate this problem as follows: find λ ∈ C and functions C = (c 1 , .., c n )
T and s such that λC = AC + M s, λs = Ls, (4..33) where the operator A is defined in (4..27), and the operators M and L are defined by the equalities
We define the operator
Therefore, problem (4..33) reads as
Lemma 4..2. The following spectral relations hold:
σ p (A) ⊂ σ p (N ) ⊂ σ p (A) ∪ σ p (L).
Moreover, if assumption (4..28) holds and if
Proof. Let λ ∈ σ p (A) be given and C be the corresponding eigenfunction. Then (C,
Hence λ ∈ σ p (N ). Next, suppose that λ ∈ σ p (N ) and (C, s) be the corresponding eigenfunction. If s ≡ 0, then AC = λC and λ ∈ σ p (A). If s = 0, then Ls = λs and λ ∈ σ p (L).
Assume that λ 0 ∈ σ p (L) with Reλ 0 > 0 and that s 0 is the corresponding eigenfunction. From the assumption σ p (A) ∈ C − it follows that the operator
and λ 0 ∈ σ p (N ). Proof. From the properties of scalar second order operators, it follows that the principal eigenvalue of the operator L is real. Note that eigenvalues λ(d s , k s ) of the operator L can be written as
where λ(d s ) is the corresponding eigenvalue of the operator
From this follows the first assertion of the proposition on the dependence of the principal eigenvalue on k s . Next, let us study its dependence on d s . Since L is a scalar second order operator, we can use the method of test functions: if there exists u such that it satisfies the boundary conditions and Lu < 0 for all x, then all eigenvalues are in the left-half plane.
Let us take the test function
We note that v 0 (x) is an increasing function, therefore v 0 u is also increasing on the interval (0, L), its derivative is positive. Therefore we obtain Lu = −2ad s − (v 0 u) + ku < 0 for d s sufficiently large. The proposition is proved.
The results of this section allow us to study bifurcations of solutions of the problem
We will suppose that d s and k s depend on a parameter τ and recall that this problem has a disease free solution Proof. Let us consider the Banach manifold
and the operator R τ acting from M into the Banach space
defined by the equality R τ (c 1 , .., c n , s) = (f 1 , .., f n , g ) where
The disease free stationary solution
for any τ . It can be verified that the linearized operator R τ is a Fredholm operator with the zero index. The nonlinear operator is proper on bounded closed sets. Therefore, we can define the topological degree. The index of the solution (C 0 , 0) equals, by definition, the topological degree over a small sphere B ε (C 0 , 0) in the function space containing the solution: 
Therefore, if all eigenvalues of the operator N are in the left-half plane, then the index of the solution (C 0 , 0) equals 1. If a simple real eigenvalue crossed the origin, then the index changes to −1. Since the topological degree does not change under a small deformation of the operator, and it equals the sum of indices of the solutions, then there is another solution that appears for τ > τ 0 . We note that there are no other disease free solutions in a small neighborhood of (C 0 , 0). Hence, s = 0 for the bifurcating solution.
Numerical simulations
This section is devoted to numerical simulations of problem (3..1)-(3..4). We use a semi-implicit finite difference scheme for equations (3..1) and (3..2) while equation (3..3) is solved by using an implicit Euler scheme. We take the following values of the parameters
We first consider the normal case, that is s ≡ 0. For the values of parameters (5..1) the evolution system converges towards a stationary state. It is given in Fig.1 . The convergence is very fast (about 400 iterations with a time step δ = 0.01). This observation corresponds to the assumption (4..28) about the location of the point spectrum. , another one with the step two times less. The two curves coincide. The stability boundary for the disease free stationary solution is shown in Figure 2 (right). The stability region is below the curve, and the instability region above it. In order to check the validity of the stability analysis we consider system (3..1)-(3..4) with a small initial concentration of leukemic cells and for different values of parameters k s and d s . The perturbation tends to zeros as time increases if k s is sufficiently small (Figure 3 (left) ). It grows if k s is sufficiently large (Figure 3 (right) ). In this case a new stable stationary solution appears. It is shown in Figure 4 . Note that for d s = 0.8, the disease free stationary solution is stable for k s ≤ 2.5 and unstable for k s ≥ 2.8. This result is in good agreement with the stability curve in Figure 2 . In order to study the influence of medical treatment on leukemia development we suppose that it acts on the proliferation rates k and k s both for normal and leukemic cells. The treatment is supposed to be periodic in time. The functions k(t) and k s (t) are considered in the form
The results of the computation are shown in Figure 7 . , and ω = 1.
Discussion
We consider in this work a simplified hematopoiesis where stem cells give only two cell lineages A and B. Cells of the first lineage have several consecutive divisions. In leukemic hematopoiesis all cells are similar to each other. When a cell divides, it gives two daughter cells identical to the mother cell. It is known that leukemia develops from a single malignant cell. Normal and leukemic hematopoiesis coexist in the bone marrow. They are parallel and do not interact except for the competition for space. Cells push each other out of the bone marrow to blood vessels. Since leukemic cells proliferate faster than normal cells, they can finally win the competition and replace most of normal cells. Moreover, they create an excessive pressure and, consequently, a higher speed of motion. Therefore, normal cells that remain in the bone marrow do not have enough time to become mature.
We have observed this behavior in the individually based modelling [4] . The results of this work and of [3] confirm the conclusion about the excessive pressure and faster cell motion.
The results of this work can be interpreted as follows. Blood cell production in the bone marrow can be described with a reaction-diffusion system and convection in a porous medium. This evolution problem has a stationary solution corresponding to the normal (disease free) case. If k s is sufficiently large or d s sufficiently small, then this solution becomes unstable. Instead, there is another stable stationary solution which appears. It corresponds to the leukemic case.
Small diffusion coefficient can be related to a larger adhesion of leukemic stem cells to the porous matrix. Large k s corresponds to a faster proliferation of leukemic cells.
The results of this work allow us to make some prediction about the influence of chemotherapy on leukemia development. It is known that medical treatment acts through proliferation of cells, both normal and leukemic. We can take this into account decreasing the parameters k and k s . This means that more cells die due apoptosis and less cells proliferate. The results of the numerical simulations show that in the framework of the model considered here leukemia development is not sensitive to k but is strongly influenced by k s . Therefore, we can expect that treatment can stop or weaken leukemia. This hypothesis is confirmed by the results of numerical simulations.
However, the concentration of leukemic cells increases when the treatment is stopped. This phenomenon has been clinically observed. The reason for this is that there are some leukemic cells remaining in the bone marrow during the treatment. Their number decreases and probably becomes very small if the treatment is sufficiently long but in the model they never completely disappear. When the treatment is stopped, the proliferation rate of leukemic cells comes back to its initial value. After some time they fill again the bone marrow. These conclusions are in agreement with the medical data [10] .
We note finally that in order to model leukemia development in the bone marrow it is necessary to take into account spatial distributions of cells and their motion.
