Abstract-One of the forms for Sphere Decoding (SD) requires the computation of Zero Forcing (ZF) solution, which in turn demands a matrix inversion. It is already known that the application of exact inverse is not necessary to find the ZF solution and an approximate inverse would yield the similar performance. In this work, we propose that approximate inverse not only reduces the inversion complexity, but also makes SD more efficient. Specifically, we show that application of approximate inverse leads to a smaller Babai radius, subsequently reducing the searched space. In particular, we have proved that the radius calculated using iterative matrix inversion methods is smaller compared to the exact methods. In addition, we also derive a bound on the how much deviation in the approximate inverse can be tolerated. Extensive simulations were performed which corroborate that for a particular initialization method, Newton's iterative method takes lower number of computations to provide lossless SD performance.
I. INTRODUCTION
Sphere Decoding is one of the best known algorithms to provide Maximum Likelihood (ML) solution for MIMO systems. In literature, there exist a lot of variants of SD and these, in general, can be classified into two basic mathematical formulations. One of them requires the solution of unconstrained least squares problem, and therefore needs matrix inversion. This form has a greater computational complexity. However, the computation of inverse is needed only once and the major part of complexity is governed by the choice of radius for SD. In the literature, Babai radius [1] - [3] has been suggested as a suitable choice and its computation requires the quantized least squared solution, also called the ZF solution. As a consequence, if we use the Babai radius for both the forms, there is no reason to prefer any one form over the other as both would require a matrix inversion.
In this paper, we begin with an interesting fact that the computation of ZF solution does not necessarily require the matrix inversion and an approximate inverse can be used in place to provide same solution [4] . Approximate inverse is able to achieve the same ZF solution because the calculation of ZF solution requires quantization of the unconstrained least squares solution, which makes a little room for approximation. In view of the above, we quantify the error that can be tolerated in approximation in terms of a residual matrix. Here, residual matrix is defined as difference between identity matrix and the product of approximate inverse with the channel matrix. For a given transmitted vector, we derive a bound for the expected value of the residual matrix.
Further, we show that the advantages of approximate inverse are not limited to complexity savings in matrix inversion, but it also reduces the Babai radius and hence improves savings in the overall complexity of SD at the cost of lossless performance. Specifically, we derive that the expected value of squared radius computed through approximate matrix inversion methods is lower than through the exact methods. Extensive simulations corroborate the above assertion. Thus, on average, we have a reduced search space for SD. Simulation results suggest a reduction in computational complexity for SD without compromising the error performance.
The rest of the paper is organized as follows. Section II describes the observation model and some SD techniques. In section III, we quantify the amount of error that can be tolerated in the approximate inverse. We prove in section IV that iterative methods provide a smaller expected radius compared to exact matrix inversion method. In section V, we present simulation results which establish that iterative methods provide lossloss SD performance for sufficient number of iteration with reduced number of Floating Point Operations (FLOPs) required for SD.
II. PRELIMINARIES
Consider a MIMO system with N transmit antennas and M receive antennas, represented by
where s is the N dimensional transmitted signal vector drawn from an M -QAM constellation, with zero mean and average symbol energy E s . H represents the M × N i.i.d. channel matrix with zero mean and unit variance. n is an i.i.d. zero mean Gaussian noise vector with dimensions M × 1 and variance N 0 , independent of s and H. y is the M dimensional received signal vector. ML detection is achieved by searching for a possible transmitted vector that minimizes the Euclidean distance metric given the channel matrix H. That is,
where · denotes the l 2 -norm of a vector. The difficulty with ML detection is that it employs exhaustive search and therefore results in high computational complexity. An efficient way of solving (2) is provided by SD algorithm. In SD, the search is limited to a small number of vectors in comparison by considering only those vectors which are within r distance from the receive vector y in the range space of H. There are two equivalent mathematical formulation of SD: the first [5] [6] uses QR decomposition to convert (2) in upper triangular form as
while the second requires an initial estimateŝ of the transmitted vector. The method, in an equivalent form of (2), is given as [7] [8]
The unconstrained least squares solutionŝ given bŷ
where H H denotes the conjugate transpose of matrix H. For an invertible matrix H, the unconstrained solution is simply given byŝ = H −1 y. For simplicity, in our further analysis, we consider a MIMO system with N transmitting and N receiving antennas.
While comparing (3) and (4), the former one seems to be on the advantageous side as it requires only two matrix multiplications, while the latter requires one matrix multiplication and one matrix inversion. Since the (3) avoids matrix inversion, it has been more popular for deriving schemes for implementation [9] .
In (4), the matrix inverse needs to be computed only once and approximate inverse can be used to reduce the computations. The main concern is the choice of radius r as complexity of SD largely depends on it. Many methods for evaluating radius have been proposed, for example, SESD [10] and IRA [11] . In this paper, we calculate the radius through Babai estimate, which provides an optimal radius value for SD and is used extensively. The radius is given by
whereŝ is the unconstrained least squares solution obtained from (5) For SD, if we consider the radius defined in (6), then on further inspection one can notice that (3) will take two multiplication and one matrix inversion (to calculateŝ), whereas (4) will take only one matrix multiplication and one matrix inversion. This makes (4) a more preferable choice.
As we have already mentioned, we consider an approximate inverse a good inverse if the Babai estimate, i.e. the quantized ZF solution is equal to that coming from the exact matrix inverse. In the following section, we try to evaluate bounds on error in the approximate matrix that can be tolerated.
III. BOUNDS ON ERROR
For the Babai estimates from exact and approximate matrix inverses to be equal, the following equation must be satisfied
where H −1 is the exact channel matrix inverse and H k is the approximate inverse. Also, let
where E k is the error matrix and therefore the R.H.S. of (7) becomes argmin
Let the solution of L.H.S. of (7) be X ZF and let X ZF − H −1 y = Z. Therefore, the condition in (7) is satisfied if the following inequalities are satisfied by the error matrix E (a sufficient condition)
where z i is the i-th element of Z ∀ i = 1, 2, · · · , N and d min is the distance between two points in the constellation.
Combining the N equations and taking expectations on all sides we have
where 1 M is a M × 1 vector with all entries as ones.
This is because for a given transmitted vector s, X ZF can take any point in the constellation due to random noise and hence the expectation of difference between these two would be zero. So, (8) becomes
where S k = I − H k H −1 is defined as the residual matrix. Similarly, we have
Hence, (10) and (11) together give the sufficient conditions which if satisfied by S k for a given transmitted vector s would result in equivalent Babai estimate. In the following sections, we compare the Babai radius obtained through exact and approximate methods and comment on the complexities advantages offered by switching to approximate matrix inversion methods. Our following discussion is based on well-known iterative techniques of matrix inversion [12] . These methods are shown to converge towards exact inverse after sufficient number of iterations when the initial matrix is chosen with care. Some universal intialization techniques are provided in [4] and [13] .
IV. RADIUS COMPARISON
Let r e be the Babai radius computed through exact method and r k by the approximate method after k iterations. We can say that r e = lim k→∞ r k . Now, from (6)
and
where H k is the approximate inverse obtained by employing k iterations in an iterative method for finding inverse). The quantized vector d in (12) and (13) is the detected transmitted vector, and satisfies equation (1) as
wheren is the noise with respect to the Babai estimate d. Let us define a relation between transmitted vector s and detected vector d as
where ||∆|| denotes the size of error in d. Since s and d both are a part of a constellation with zero mean, expectations of both s and d are zero, and taking expectations on both sides of (15) results in zero mean for ∆ as well. Using (1) and (15) in (14), a relation between n andn can be deduced as n = n − H∆, and hence for a given channel matrix H,
where E(x) denotes the expectation of random variable x. We can write the difference of squares of the two radii in (12) and (13) as
which after expanding both the terms and cancelling similar terms, becomes
As defined earlier, H k = H −1 + E k . Using this in above calculation, we get
Now, putting H k = H −1 + E k in the second term and expanding, we get
Using (13) 
and therefore, after taking expectations on both sides, we have
We will be neglecting the second term in R.H.S. of (21) citing the following assertion
From the orthogonal property of Q, we have R H R = H H H and therefore (22) becomes
where S k was defined earlier. Also, the first term in the R.H.S. of (21) can be written as
For sufficient number of iterations, S k would be very small and hence the term E[||RE k y 2 ||] can be neglected when compared to first term in the R.H.S. of equation (21), as the former is proportional to S 2 k while the latter is proportional to S k . This assertion can also be justified from Fig. 1 . It can also be noticed that Newton's iterative method behaves randomly for initial number of iterations and starts converging to the exact matrix only after a sufficient number of iterations. In this case, E[r 2 e − r 2 k ] starts to converge to zero only after 7 iterations. Hence, after applying the approximation, (21) becomes
Similarly,
We can write the expectation of (n H S k y) as For a given channel matrix H and a given received vector y, we can calculate the unconstrained solution and hence the Babai estimate d. Therefore, we can take vector d out of the first expectation term in (25) and it becomes
as from (16), the vectorn has a zero mean and hencen H also has a zero mean. Rest all the matrices are assumed to be known. Therefore, the first term in the R.H.S. of (25) is zero and the equation can be rewritten as
where Tr(X) denotes the trace of matrix X. Taking expectations on both sides of (17), we have
Using equation (27), we can write the above equation as
Also, after replacing k by k + 1, we get
S k is the residual after k iterations, and similarly S k+1 after k + 1 iterations, therefore we can say in general that
as the elements of the residual matrix will tend to zero as the number of iterations increase. Therefore, from equations (29) and (30), we can say that
k ] which means that the expectation of radius for SD after k iterations is smaller than the expectation of radius after k + 1 iterations.
As
i.e., the mean value of square of radius by the iterative is less as compared to that by the exact method. That is, we can make SD more efficient at the cost of performance for the MIMO System. However, as depicted from Fig. 1 , the performance of the system remains almost unaltered for sufficient number of iterations, as the choice of radius guarantees at least one solution (the Babai estimate), so we are likely to not skip a possible solution with smaller radius. The method which uses exact inverse can be assumed to take almost infinite iterations when found out using an iterative method and each entry of the residual matrix S k is zero. Therefore, it gives the largest radius for SD. In the next section, we provide some simulation results that support our analysis.
V. SIMULATION RESULTS
Monte Carlo simulations were performed for Bit-Error-Rate (BER) in SD with approximate solution as well as the exact unconstrained solution with the radius provided in (6) . Simulation results for 8×8 MIMO system with QPSK constellation are presented in Fig. 2 . For each transmit antenna, the symbol energy is given by E s = 1 N , and therefore
We use Newton's iterative method for approximate matrix inversion, which is a second order convergence method for finding inverse. Approximate inverse V k+1 of the channel matrix H at the (k + 1)-th iteration using Newton's iterative technique is given by
Here, S k+1 = S 2 k , revealing quadratic convergence. Increasing the number of iterations increases accuracy, but also increases the number of operations required and hence affects complexity.
Initial matrix V 0 needs to be chosen with care as it decides the number of iterations required for the method to converge, if it converges at all. The applicability of iterative methods is restricted since global convergence is not inherent to all initial matrices. A general condition for initialization is given by ||I − HV 0 || 2 < 1 or ||S 0 || 2 < 1. This condition ensures that the residual converges towards zero after each iteration.
However, there are some conventional initialization methods which guarantee convergence. In [12] , theorem 2 shows that to find the inverse of a matrix H, the initialization V 0 = aH H , where a satisfies 0 < a < Using 4 iterations results in low performance; however, increasing number of iterations to 7 provides performance indistinguishable from the exact method. Further increasing the number of iterations to 10 doesn't provide any additional gain.
To compare the number of computations, simulations were performed for 8x8 MIMO systems for different number of iterations and exact method, with the radius used in SD given by (6) . Table 1 gives the summary of FLOPs when different matrix inversion methods were employed. We see that computationally complexity for SD systems can be reduced drastically with lossless performance by the application of iterative methods.
Also, Fig. 3 shows the average value of radius for different iterations and the exact method. We can see that as the number of iterations increase, the value of the radius given by (6) increases.
VI. CONCLUSION
It has already been established in the literature that the application of SD in MIMO systems with iterative inversion methods, for sufficient number of iterations, provides lossless performance w.r.t. the algorithm employing exact inverse. In this work, we have built upon that result and investigated the effects of iterative matrix inverse on the radius for SD. Subsequently, we proved that the squared radius calculated using the Babai estimate has a smaller expected value when calculated 
