Abstract. Expressing spatial information with iconic gestures is abundant in human communication and requires to transform a referent representation into resembling gestural form. This task is challenging as the mapping is determined by the visuo-spatial features of the referent, the overall discourse context as well as concomitant speech, and its outcome varies considerably across different speakers. We present a framework, GNetIc, that combines data-driven with model-based techniques to model the generation of iconic gestures with Bayesian decision networks. Drawing on extensive empirical data, we discuss how this method allows for simulating speaker-specific vs. speaker-independent gesture production. Modeling results from a prototype implementation are presented and evaluated.
Introduction
The use of speech-accompanying iconic gestures is a ubiquitous characteristic of humanhuman communication, especially when spatial information is expressed. It is therefore desirable to endow virtual agents with similar gestural expressiveness and flexibility to improve the interaction between humans and machines. This is an ambitious objective, as de Ruiter [4, p. 30 ] recently put it: "The problem of generating an overt gesture from an abstract [...] representation is one of the great puzzles of human gesture, and has received little attention in the literature". The intricacy is due to the fact that iconic gestures, in contrast to language or other gesture types such as emblems, have no conventionalized form-meaning mapping. Apparently, iconic gestures communicate through iconicity, i.e., their physical form corresponds with object features such as shape or spatial properties. Empirical studies, however, reveal that similarity with the referent cannot fully account for all occurrences of iconic gesture use [10] . Recent findings actually indicate that a gesture's form is also influenced by specific contextual constraints and the use of more general gestural representation techniques such as shaping or drawing [9, 2] .
In addition, human beings are all unique and inter-subjective differences in gesturing are quite obvious (cf. [6] ). Consider for instance gesture frequency: While some people rarely make use of their hands while speaking, others gesture almost without interruption.
Similarly, individual variation becomes apparent in preferences for particular representation techniques or the low-level choices of morphological features such as handshape [2] . See Figure 1 for some examples of how people perform different gestures that refer to the same entity, a u-shaped building. The speakers differ, first, in their use of representation techniques. While some speakers perform drawing gestures (the hands trace the outline the referent), others perform shaping gestures (the referent's shape is sculpted in the air). Second, gestures vary in their morphological features even when speakers use the same representation technique: Drawing gestures are performed either with both hands (P1 and P5) or with one hand (P8), while the shaping gestures are performed with differing handshapes (P7 and P15). Taken together, iconic gesture generation on the one hand generalizes across individuals to a certain degree, while on the other hand, inter-subjective differences also must be taken into consideration by an account of why people gesture the way they actually do. In previous work we developed an overall production architecture for multimodal utterances incorporating model-based techniques of generation as well as data-driven methods (Bayesian networks) [2] . In this paper we now present a complete model for the generation of iconic gestures combining both methods. We present GNetIc, a gesture net specialized for iconic gestures, which is a framework to support decision-making in the generation of iconic gestures. Individual as well as general networks are learned from annotated corpora and supplemented with rule-based decision making. Employed in an architecture for integrated speech and gesture generation, the system allows for a speaker-specific gesture production which is not only driven by iconicity, but also by the overall discourse context. In the following, we survey existing approaches to model gesture generation (Section 2) and present our integrated approach of iconic gesture generation (Section 3). We discuss how it accounts for both, general characteristics across speakers and idiosyncratic patterns of the individual speaker. In Section 4 we describe modeling results from a prototype implementation, and present an evaluation of the gesturing behavior generated with GNetIc in Section 5.
Related Work
Work on the generation of speech-accompanying iconic gestures and its simulation with virtual agents is still relatively sparse. The first systems investigating this challenge were lexicon-based approaches [3] . Relying on empirical results, these systems focus on the context-dependent coordination of gestures with concurrent speech, whereby gestures are drawn from a lexicon. Flexibility and generative power of gestures to express new content, therefore, is obviously very limited. A different attempt that is closely related to the generation of speech-accompanying gestures in a spatial domain is Huenerfauth's system [8] which translates English texts into American Sign Language (ASL) focussing on classifier predicates which are complex and descriptive types of ASL sentences. These classifier predicates have several similarities with iconic gestures accompanying speech. The system also relies on a library of prototypical templates for each type of classifier predicates in which missing parameters are filled in adaptation to the particular context. The NUMACK system [10] tries to overcome the limitations of lexicon-based gesture generation by considering patterns of human gesture composition. Based on empirical results, referent features are linked to morphological gesture features by an intermediate level called image description feature level (IDF). However, as shown empirically, iconic gesture use is not solely driven by similarity with the referent [10] . In contrast, in our approach we additionally consider the discourse context and also the use of different gestural representation techniques which are found to have an impact on gesture production in humans.
The research reviewed so far is devoted to build general models of gesture use, i.e., systematic inter-personal patterns of gesture use are incorporated exclusively. What is not considered in these systems is individual variation which is investigated by another line of relatively recent research. Ruttkay [15] aims at endowing virtual humans with unique style in order to appear typical for some social or ethnical group. Different styles are defined in a dictionary of meaning-to-gesture mappings with optional modifying parameters to specify the characteristics of a gesture. The focus of this work is a markup language to define different aspects of style which are handcrafted and model the behaviour of stereotypic groups instead of individuals. In a similar account Hartmann et al. [5] investigate the modification of gestures to carry a desired expressive content while retaining their original semantics. Bodily expressivity is defined with a small set of dimensions such as spatial/temporal extent, fluidity or power which are used to modify gestures. Similar to [15] , the focus of this approach is a framework to individualize gesture style.
Another line of research uses data-driven methods to simulate individual speakers' gesturing behavior. Stone et al. [17] recombine motion captured pieces with new speech samples to recreate coherent multimodal utterances. Units of communicative performance are re-arranged while retaining temporal synchrony and communicative coordination that characterizes peoples spontaneous delivery. The range of possible utterances is naturally limited to what can be assembled out of the pre-recorded behavior. Neff et al. [13] aim at generating character-specific gesture style capturing the individual differences of human speakers. Based on statistical gesture profiles learned from annotated multimodal behavior, the system takes arbitrary texts as input and produces synchronized conversational gestures in the style of a particular speaker. The resulting gesture animations succeed in making a virtual character look more lively and natural and have empirically been shown to be consistent with a given performer's style. The approach does not need to account for the meaning-carrying functions of gestures, since the gestures focussed on are discourse gestures and beats.
In summary, previous research has either emphasized general patterns in the formation of iconic gestures, or concentrated on individual gesturing patterns. What we present in this paper is a modeling approach going beyond previous systems by accounting for both, systematic commonalities across speakers and idiosyncratic patterns of the current individual speaker.
The GNetIc Gesture Generation Approach
In this section we introduce the Gesture Net for Iconic Gestures GNetIc: We employ Bayesian decision networks, which allow us to tackle the challenge of considering both, general and individual patterns in gesture formulation. Decision networks 1 supplement standard Bayesian networks by decision nodes [7] . The formalism has been proven itself in the simulation of human behavior, e.g., Yu and Terzopoulos used decision networks to simulate social interactions between pedestrians in urban settings [19] . Decision networks are suited for our purpose since they provide a representation of a finite sequential decision problem, combining probabilistic and rule-based decision-making. Each decision to be made in the process of gesture generation, e.g., whether or not a speech-accompanying gesture will be planned or which representation technique will be used, is represented in the network either as a decision node or as a chance node with a specific probability distribution. All factors which potentially contribute to these choices (e.g., visuo-spatial referent features) are also inserted into the model. Applied to our task, employing a probabilistic approach as it is available from Bayesian decision networks is advantageous for a number of reasons. First, networks can be learned either from the annotated data of single speakers or from a larger corpus containing data from several speakers. This allows for observing inter-subjective differences not only at the level of surface behavior, but also to detect differences in the underlying generation strategies. Second, a network can be easily extended by introducing further variables, either annotated in the corpus, or inferred from that data. Third, the same network can be used to calculate the likely consequences of causal node states (causal inference), as well as to diagnose the likely causes of a collection of dependent node values (diagnostic inference). In other words, either the gestural behavior of an agent can be generated, e.g., by propagating evidence about an object's properties. Or, given a particular gesture, the features of its referent object might be inferred. Further, the use of decision nodes allows to enrich the dependencies directly learned from the data by additional model-based rules. Finally, the approach provides the possibility to detect clusters of speakers who share particular interrelations between causal nodes and observable behavior, i.e., it enables us to determine and to distinguish between different forms of inter-and intrapersonal systematics in the production of iconic gestures.
Data Corpus
Building decision networks from empirical data requires an adequate comprehensively annotated corpus. To build such a corpus of multimodal behavior we conducted a study on spontaneous speech and gesture use in direction-giving and landmark descriptions (25 dialogs, ∼5000 gestures). An example transcript 2 to illustrate the kind of communicative behavior we are dealing with is given in Table 1 . In the work report here, we concentrate on descriptions of four different landmarks from 5 dyads (292 gestures). We transcribed the spoken words and coded further information about the dialog context (see [9, 2] for details). All coverbal gestures have been segmented and coded for their representation technique, and their gesture morphology in terms of handshape, hand position, palm and finger orientation, and movement features. In addition, all gestures used in the object descriptions have been coded for their referent and some of its spatio-geometrical properties. These object features are drawn from an imagistic representation we built from the VR stimulus of the study (e.g., houses, trees, streets). This hierarchical representation is called Imagistic Description Trees (IDT) [16] , and is designed to cover all decisive visuo-spatial features of objects one finds in iconic gestures. Each node in an IDT contains an Imagistic Description (IMD) which holds a schema representing the shape of an object or object part.
Features extracted from this representation in order to capture the main characteristics of a gesture's referent are (1) whether an object can be decomposed into detailed subparts (whole-part relations), (2) whether it has any symmetrical axes, (3) its main axis (4), its position in the VR stimulus, and (5) its shape properties extracted on the basis of so called multimodal concepts (see [1] ). In Table 2 the complete annotation scheme is summarized.
As reported in [2] individuals differ significantly in the surface level of their gestural behavior, i.e., in their gesture rate and their preferences for particular representation techniques or morphological gesture features. As concerns the question whether or not a gesture is produced for a particular object (part), gesture rates differ from a minimum of 2.34 to a maximum of 32.83 gestures per minute in our whole corpus (N=25). The mean gesture rate is 15.64 gestures per minute (SD=7.06). For the five dyads which are analyzed in detail here, the gesture rates vary between 12.5 to 25.0 gestures per minute.
Another example illustrating how speakers differ inter-subjectively concerns the question which hand(s) to use when referring to an entity. The general distribution of handedness in the five dyads is as follows: With 56.6% the majority of gestures is performed two-handed, while right-handed gestures occur in 28.6% of the cases and left-handed gestures in 14.8%. 
Building Gesture Decision Networks
Bayesian networks can be built from the corpus data, both for the whole data corpus, or, for each individual speaker seperately. In either case, the structure of the Bayesian network is learned using the Necessary Path Condition (NPC) algorithm. The NPC algorithm is a constraint-based structure learning algorithm that identifies the structure of the underlying graph by performing a set of statistical tests for pairwise independence between each pair of variables. That is, the independence of any pair of variables given any subset of other variables is tested. Once the structure of the network has been found, its maximum likelihood estimates of parameters are computed employing the EM (Estimation-Maximization) algorithm. The EM algorithm performs a number of iterations, each of which computes the logarithm of the probability of the case data given the current joint probability distribution. This quantity is known as the log-likelihood, and the EM-algorithm attempts to maximize this quantity iteratively. The learning algorithm can be applied for the set of all variables in our data shown in the second column of Table 2 . That way, influences of three types of variables manifest themselves in dependencies (edges) between the respective nodes, i.e., influences of (1) referent features, (2) discourse context, and (3) the previously performed gesture. We expect the latter to be influential in terms of self-priming which has been shown for various levels of linguistic representation, yet [14] .
However, not all variables whose value assignment are indispensable for a complete gesture specification can be learned from the data. This is due to the large set of values some of the variables have. For example, values for palm and finger orientation are combined out of six basic values which can moreover be concatenated into a sequence to describe temporal variation in dynamic gestures. It is therefore indispensable to formulate additional rules and constraints in decision nodes of the network to specify these values adequately. This is especially expedient since each gestural representation technique has its own characteristics (cf. [12, 18] ) which are to be formalized as sets of feature combinations (at least partially) dependent on referent properties. Accordingly, a set of if-then rules is specified in each decision node of the network. For our currrent domain of application a set of 50-100 rules is defined in each node. The following examples illustrate the character of these rules: if (and (Gesture="true", Handedness="rh", Handshape="ASL-G", Technique="drawing", ShapeProp="round2d"), "MR>MD>ML>MU").
if (and (Gesture="true", Handedness="lh", Handshape="ASL-C"|"ASL-G"|"ASL-5", Technique="shaping", Childnodes="0", MainAxis="z", ShapeProp="longish"), "PTR").
A resulting decision network learned from the data of one individual speaker (P5) and supplemented with decision nodes is shown in Figure 3 . Each of the four chance nodes (drawn as ovals) of interest is connected to at least four predecessor nodes. Influences from the set of referent features are present for every variable, whereas the discourse context is especially decisive for the choices to be made early in the generation process ('Gesture (y/n)' and 'Technique'). In contrast to the chance nodes, the dependencies of the decision nodes (drawn as rectangles) are defined generally, i.e., they do not vary in the individual networks. Nevertheless, each decision node has chance nodes as predecessors so that these rule-based decisions are also dependent from chance variables whose (individual) values have been found previously. Furthermore, each decision node is informed from the set of referent features accounting for iconicity in the resulting gesture. Fig. 3 . GNetIc decision network for one particular speaker (P5).
Gesture Formulation
The decision network described above can be used directly for gesture formulation. However, a few pre-and post-processing steps are additionally necessary to complete the mapping from representations of imagistic semantics (IDT representation) and discourse context to an adequate speech-accompanying iconic gesture. Figure 4 gives a schematic overview of the formulation process. The gesture formulator has access to a structured blackboard since it is part of a greater speech and gesture generation architecture in which all modules operate concurrently and proactively on this blackboard. Details of this architecture are described elsewhere [2] . Information is accessed from that blackboard and results are written back to it.
The initial situation for gesture formulation is an IDT representation (kind of a 'mental image') of the object to be referred to. In a pre-processing step, this representation is analyzed to extract all features that are required as initial evidence for the network: (1) whether an object can be decomposed into subparts, (2) whether it has any symmetrical axes, (3) its main axis, (4) its position in the VR stimulus, and (5) its shape properties. Further information drawn upon by the decision network concerns the discourse context. It is provided by other modules in the overall generation process and can be accessed directly from the blackboard. All evidence available is then propagated through the network resulting in a posterior distribution of probabilities for the values in each chance node. We make the decision which value is filled in the feature matrix specifying the gesture morphology by selecting the maximum a posteriori distribution. Alternatively, sampling over the distribution of alternatives (probability matching) could be applied at this stage of decision-making to result in non-deterministic gesture specifications. This would, however, decrease the accuracy of simulation results compared to the human archetype modeled in the network.
To avoid gesture specifications with incompatible feature values, a post-processing of this intermediate result is necessary. Take the example of a posturing gesture referring to a round window: If the speaker whose gesturing behavior is simulated, strongly prefers the handshape ASL-B (flat hand), it is likely that this handshape is also inferred from the network in this case. However, since in posturing gestures the hands themselves form a static configuration to stand as a model for the object itself, the handshape has to be reflective of the object's shape, i.e., the suggested flat handshape is inadequate for its referent. To reveal discrepancies like this one, each gesture feature matrix derived from the decision network is analyzed for its semantics: The morphological gesture features are transformed into an IDT representation according to form-meaning relations analyzed as described in [16] . This gesture-IDT is compared to the initial referent-IDT by means of formal graph unification. If a discrepancy is detected, the decision network is requested again with the additional constraint to either plan a gesture with a different technique or to return a feature matrix with a different handshape. The implementation of this post-processing is work in progess. It will be particularly important when extending our domain of application. 
Modeling Results
A prototype of the previously described generation model has been realized 3 . In this prototype implementation a virtual agent explains the same virtual reality buildings that we already used in the previously described empirical study. Being equipped with proper knowledge sources, i.e., communicative plans, lexicon, grammar, propositional and imagistic knowledge about the world, the agent randomly picks a landmark and a certain spatial perspective towards it, and then creates his explanations autonomously. Currently, the system has the ability to simulate five different speakers by switching between the respective decision networks built as described above.
The resulting gesturing behavior for a particular referent in a respective discourse context varies in dependence of the decision network which is used for gesture formulation. In Figure 5 , examples are given from five different simulations each of which based on exactly the same initial situation, i.e., all gestures are referring to the same referent (a round window of a church) and are generated in exactly the same discourse context ('Landmark Construction', 'Rheme', 'Private'). The resulting nonverbal behavior varies significantly depending on the decision network underlying the simulation: For P7 no gesture is produced at all, whereas for P5 and P8 posturing gestures are produced which, however, differ in their low-level morphology. For P5 the handshape ASL-C is employed using both hands while in the simulation for P8 ASL-O is used with the right hand only. P1 and P15 both use drawing gestures which differentiate in their handedness. These differences in the surface behavior do not only result from differing conditional probability distributions. Rather, as shown in Figure 6 , individual differences between speakers also come to differing network structures in GNetIc. Actually, the networks learned separately from the data of each of the five speakers reveal significantly different generation strategies. Take for instance P1: Here the production choices are made only dependent on the discourse context, i.e., neither referent features nor the previous gesture have an impact. At first glance, it seems implausible that fundamental choices in the planning of iconic gestures can be done without considering any aspects of the object. On closer inspection, however, P1 has a very strong preference for drawing gestures (46.9% vs. 15.3% in the whole corpus) which goes along with a high proportion of handshape ASL-G typically used for drawing gestures. Note, iconicity of drawing gestures mainly established by the movement trajectory determined in the decision nodes. Another case which is remarkable is P5. In the data of this individual a large number of dependencies are found. Every single generation choice in this network has predecessor nodes from all three variable sets. In other words, every inference process relies on evidence from at least three variables of different type. In fact, the choice of handshape depends on evidence from six variables ('Childnodes', 'Technique', 'Position', 'Symmetry', 'Main Axis' and 'Previous Handshape'). In contrast, in P8 the same choice is only influenced by one predecessor node ('Technique'). Moreover, P5 is unique in the data in that variables linked to the previous gesture influence 'Technique' and 'Handshape'.
One conclusion is therefore that the GNetIc simulation approach beside being valuable for an adequate simulation of speaker-specific gestures (as evaluated in the next section), allows for gaining insights into iconic gesture production in humans.
Evaluation
Whether the nonverbal behavior produced with GNetIc really is an adequate simulation of individual speakers is still to be shown. For this purpose we conducted an evaluation in which we measured the model's prediction accuracy by computing how often the models assessment agreed with the empirically observed gesturing behavior. First, to evaluate the decisions for those four variables we currently assess with GNetIc's chance nodes, we divide the corpus into training data (80%) and test data (20%) and use the training set for structure learning and parameter estimation of the decision networks. For the cases in each individual's test set we compare the gestures generated with a general decision network (learned from the whole data corpus) with gestures generated with the individual decision networks (learned from only this speaker's data).
In total, we achieved a mean of 62.4% (SD=11.0) accuracy for generation with individual networks, while the mean for general networks is 57.8% (SD=22.0). See Table  3 for the detailed results of every individual speaker for each generation choice. Notably, all accuracy values clearly outperform the chance level baseline. The results show, by trend, that individual networks perform better than networks learned from non-speaker specific data. Particularly remarkable is the case of P5, for which the accuracy of both, Table 3 . Evaluation results for the variables assessed with GNetIc's chance nodes with a specific probability distribution.
Accuracy (%) Generation Choices
Chance Level Baseline P1 P5 P7 P8 P15 Ind. Gen. Ind. Gen. Ind. Gen. Ind. Gen. Ind. Gen. technique and handshape decisions is considerably better with the individual network than with the general one. Second, we validate the performance of the four local generation choices made in decision nodes of GNetIc. Note that decisions are made in a particular order, which has an impact on the validation results. If one of the earlier choices does not match the observed value in the test data, the following decisions typically cannot match the data either. Assume for instance that the predicted representation technique is 'indexing' although the representation technique in the test data is 'shaping'. The following choices concerning morphological gesture features are accordingly made under false premises. Results for these rule-based decisions therefore are validated locally, i.e., we take the test case data for previous decisions as a basis and evaluate the quality of our decision making rules directly. The detailed results are given in Table 4 . Notably, we cannot employ the same measure for all four variables. Palm and finger orientation are compared by calculating the angle between the two orientation vectors. For the movement direction we distinguish between motions along the following three axes: (1) sagittal axis (forward, backward), (2) transversal axis (left, right), and (3) vertical axis (up, down). Each segment in the generated movement description is tested for co-occurrence with the annotated value, resulting in a accuracy measure between 0 (no agreement) and 1 (total agreement). For multi-segmented movements the mean accuracy is calculated, i.e., if a generated movement consists of two segments from which only one matches the annotation, the similarity is estimated with a value of 0.5. Evaluating GNetIc with this measure gives a mean similarity of .75 (SD = .09). For the movement type (linear or curved) we employed the standard measure of accuracy, i.e., we compared if the generated value exactly matches the annotated value. The mean accuracy for the movement type is 76.4% (SD=13.6).
Altogether, given the large range of potential values (or value combinations) for each of the variables, the results are quite satisfying. Moreover, generated gestures whose features do not fully coincide with our original data may still serve their purpose to communicate adequate semantic features of their referent-even in a speaker-specific way. A perception-based evaluation study is underway to investigate how the generated behavior is judged by human observers.
Conclusion
In this paper we have presented a novel approach to generating iconic gestures for virtual agents in an integrated model, combining probabilistic (data-based) and rule-based decision making. Going beyond previous systems, the generation with GNetIc is not only driven by iconicity, but also takes into account the current discourse context and the use of different gestural representation techniques. The results from a prototype implementation are promising so that we are confident that this approach is a step forward towards a comprehensive account of gesture generation. Nevertheless, we are aware that our modeling results also reveal deficiencies of the current model, which mark starting points for further refinements. For instance, some individuals tend to perform their gesturing behavior in a sloppier way, i.e., trajectories and hand orientation barely match the spatio-geometrical features of their referent. Further, we found that gesturing behavior varies over time such that gestures become more simplified in the course of the discourse. Finally, the application of the gesture formulator in the greater production architecture necessitates to decide between several variants of gesture morphology in combination with alternative results from the speech formulation processes. One particular feature of decision networks lends itself to this purpose, namely, the possibility to incorporate functions judging the utility of single decisions or collections of decisions. These extensibilities substantiate that Bayesian Decision Networks are an adequate formalism to successfully tackle the challenge of iconic gesture generation.
