Various methods have been suggested for dealing with missing streamflow data, depending on the 38 size of the gap. At the sub-annual scale, gaps are typically infilled when it is preferable to add 39 synthetic data than leave a gap in the record (e.g., Lamb et al. 2003) . The choice of the most 40 appropriate infilling method depends on the type of site, streamflow variability, gap size, record 41 length, conditions when the gap occurred (rising, falling, or peaking flow), metadata, available tools, 42 and knowledge of the person correcting the data (Gustard and Demuth 2009 Little is known about the effects of annual gaps on trend detection, and so the choice of maximal gap 72 allowance in trend analyses is seldom fully justified (e.g., Mallakpour and Villarini 2015, Slater et al. 73 2015) . The aim of this work, therefore, is to provide a preliminary framework to better understand the 74 effects of gaps on the detection of monotonic trends in time series of streamflow maxima. We 75 investigate the influence of gap location on trend detection, for gaps of varying length and location in 76 the record, varying trend magnitude, and record length. We do not investigate the influence of 77 autocorrelation and/or short and long term persistence, although these would be valuable questions for 78 further analyses. Based on our results, we provide objective recommendations for maximal gap 79 allowance in trend detection, with a number of caveats. 80
Methods 81

Data 82
For all stream gauges in the continental USA, we downloaded peak annual streamflow data from the 83 U.S. Geological Survey (USGS) National Water Information System (NWIS) at 84 http://nwis.waterdata.usgs.gov/nwis/peak, and mean daily streamflow data using the package 85 'dataRetrieval' (Hirsch and De Cicco 2015) in the open-source software R. We computed the number 86 and average length of gaps (i.e., years with less than 365 daily values, or no annual peak value) at 87 each site that had at least ten complete years of data (Figure 1) . 88 P e e r R e v i e w O n l y 4 Across the continental USA, we find that no regions are entirely gap-free, and that 13% (daily) and 89 17% (annual peak) of sites have at least one gap that equals or exceeds ten years. For the simulation 90 we keep only the historical flow records with at least 30 complete years of daily data (4,525 sites with 91 daily streamflow, and 7,575 sites with annual peak streamflow) to obtain a range of plausible trend 92 magnitudes. 93
Simulation Setup 94
For both the peak-over threshold (POT) and Generalized Extreme Value (GEV) simulations described 95 below we follow a similar procedure, generating synthetic streamflow time series, and conducting 96 sensitivity analyses with these data (see Figure S1 for a flow chart). 97
POT 98
At the 4,525 retained sites with daily data we use a POT approach to compute the number of separate 99 flood events in each year above a threshold. We set this threshold as the streamflow that is exceeded 100 twice per year on average over the entire record. Separate events are selected using an inhibition 101 window of 5 days + log(A) (e.g., Lang et al. 1999), where A is the contributing drainage area in 102 logarithmically-transformed mi 2 . Poisson regression is used (because the data are discrete and 103 bounded at zero, see e.g., Dobson 2008 ) to estimate the temporal trends in annual counts, as: 104
The β 0 and β 1 parameters are retained for all 4,525 sites. For the simulation, we choose β 1,sim 106 parameters based on the observed distribution of β 1 (i.e., measured from the 4,525 sites; 0 and ± 107 0.001, 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.1) to encompass both small and large observed slopes. 108
The idea is to investigate how the accuracy of trend detection would vary in the case of small versus 109 large underlying trends (unknown β 1 slopes) in the data. The β 0,sim parameter is set (fixed) as the 110 median of the observed distribution at the 4,525 sites for consistency throughout the simulation 111 (β 0,sim =0.687). To avoid any dependence of the parameters on a specific time-period, we set a common 112 start year equal to 1. Gaps are located one quarter, one third, and half of the way into the time series. 113
To generate a synthetic Poisson distribution for a sequence of 150 continuous years, we compute the 114 rate parameter λ for every year (λ i ) ranging from 1 to 150, following equation 1. We generate 50,000 115 streamflow values for every year, using λ i inside the function rpois(n=50000, λ i ) in R (R Core Team, 116 2015). From the 150-year time series, we subset streamflow time series of varying length, ranging 117 from 15 to 150 years, with a time step of 5 years. In other words, for every time series of length n, we 118 subsample n streamflow values (one from the 50,000 for every year). 119
We use Poisson regression to estimate ߚ መ and ߚ መ ଵ in the simulated series. If ߚ መ ଵ has the same sign as 120 β 1,sim and is significant at the 5% level, then we consider the detection as a "hit." If ߚ መ ଵ does not have 121 P e e r R e v i e w O n l y 5 the same sign as β 1,sim or is not significant, then it is a "miss." We then remove x (e.g., 5) years of data 122 from the same time series, at location m (e.g., one-third of the way in), and re-compute ߚ መ ଵ and its 123 statistical significance. As before, the trend detection can be either a hit or a miss. This procedure is 124 iterated 50,000 times, storing the result (hit or a miss) for both the complete time series and the 125 'gapped' time series. We then compute the detection rate for both the complete and 'gapped' time 126 series as the fraction of hits out of 50,000 iterations ( Figure S2 indicates the trend detection rate for 127 the complete POT time series). The effect of the gap on trend detection is then measured as the 128 percentage difference between detection rates for the incomplete time series with respect to the 129 complete series. 130
GEV 131
To examine the impact of gaps on trend detection in annual maxima, we use the GEV distribution 132 (e.g., Coles et al. 2001 ). The GEV distribution is dependent upon the location parameter µ (which 133 governs the magnitude), the scale parameter σ (the variability), and the shape parameter ξ (the 134 heaviness of the tail). To obtain realistic parameters for the simulation, we fit a GEV distribution with 135 a linear trend in the location parameter µ (with parameters β 0 , β 1 ) and constant σ and ξ using the R 136 package 'ismev' (Heffernan and Stephenson 2014) for every site with at least 30 complete years of 137 peak data. We estimate and retain the β 0 , β 1 , σ, and ξ parameters for all 7,575 of those sites. 138
For the simulation, our approach is the same as with the daily data, but adapted to the GEV 139 To produce a synthetic GEV streamflow distribution for a sequence of 150 continuous years, we 146 begin by computing a µ rate parameter for every year (ߤ i , from 1 to 150), as: 147
We then generate 50,000 synthetic streamflow values for every year using the GEV distribution in the 149 software R, as rgev(n=50000, ξ sim , µ i , σ sim ), with the fExtremes package (Wuertz et al. 2013) . For every time series, we compute the value of the Mann Kendall tau and associated p-value (Mann 154 P e e r R e v i e w O n l y 6 that of β 1,sim and is significant at the 5% level, then we consider the detection as a "hit." If the tau does 156 not have the same sign as the β 1,sim or is not significant, then it is a "miss." As before, we then remove 157
x (e.g., 5) years of data from the time series, at location m (e.g. one-third of the way in), and re-158 compute tau and the associated p-value. The trend detection can be either a hit or a miss. This 159 procedure is iterated 50,000 times, storing the result (hit or a miss) for the complete and the truncated 160 time series. At the end of the iterations, we compute the detection rate for both the complete and the 161 truncated time series as the fraction of hits out of 50,000 iterations (Figures S3-S5 indicate the trend 162 detection rate for the complete GEV time series, with varying ξ sim ). The effect of the gap on trend 163 detection is then measured as the percentage difference between detection rates for the incomplete 164 time series with respect to the complete series. 165
In performing these simulations, we do not consider the effects of serial correlation (e.g., Yue et al. 
Results 178
The effect of gaps on trend detection rate varies considerably depending on the size of the gap (one, 179 two, five or ten years), the location of the gap within the time series (one quarter, one third, or half of 180 the way in), the length of the time series (from 15 to 150 years), and the magnitude of the β 1 slope 181 (which differs between daily POT time series and annual GEV time series), for both the daily POT 182 and the annual peak GEV time series (Figures 2 and 3) . For both types of time series, we find that the 183 larger the gap, the lower the detection rate of significant (i.e., non-zero) β 1 slopes in comparison with 184 the detection rate for the complete time series. For gaps of just one or two years, the percentage 185 difference in detection rate between incomplete and complete time series is generally less than 10%. 186
However, a ten-year gap, in comparison with a one-year gap, will decrease the detection rate by 187 roughly one order of magnitude or more (Figures 2 and 3) . 188
Gaps that are located centrally within a time series (half of the way in) have a smaller impact on trend 189 detection than gaps that are located towards the extremes (e.g., one quarter of the way in). The colorP e e r R e v i e w O n l y 7 maps suggest that gaps located at the beginning/end of a time series would have an even greater effect 191 on trend detection (Figures 2 and 3) . Similarly, the further a change in mean or variance is located The ξ parameter, which determines the heaviness of the tail of the GEV distribution, also affects the 210 rate of trend detection, with lower detection rates for higher values of ξ. Results indicate that for 211 ξ sim =1 (i.e., a streamflow record following a Fréchet distribution) a slightly longer time series (e.g., by 212 10 years) is required to obtain a similar trend detection rate to ξ sim =-1 (Weibull distribution), 213 regardless of gap location or length (Figure 3) . Thus, to avoid biases relating to the shape of the GEV 214 distribution, longer time series may be preferable in analyzing time series of peak streamflow data, in 215 contrast with the POTs. 216
The results of the simulation tests provide us with objective guidelines on the maximal gap length that 217 can be selected to obtain a given level of confidence (80% or 90%) in trend detection rates (Figure 4) . 218
For example, to obtain an 80%-accurate detection rate in a 30-year daily POT time series at least 80% 219 of the time, gaps must not exceed ten years if they are located one third or half of the way into the 220 time series (Figure 4, top left panel) , but five years if they are located one quarter of the way. If a 221 90%-accurate detection rate is preferred for the same 30-year time series, a two to ten year gap would 222 be deemed acceptable depending on gap location (Figure 4, bottom left Therefore, we recommend great caution in using these guidelines. 236
Conclusions 237
Here, we address the lack of rigorous procedures for estimating the influence of annual to decadal 238 gaps on trend detection by providing objective estimates of the maximum gap size that should be 239 allowed in time series of varying length (15-150 years) to obtain an 80% or 90% accurate detection 240 rate of significant trends. However, this work remains a preliminary investigation, and any further 241 simulations using the same framework could take into account the effects of non-linearities and 242 autocorrelation in the data (because short-or long-term persistence in the record can affect trend 243 detection due to the clustering of extremes) or the effects of non-independent residuals and/or 244 changing variance (i.e. where the residuals are non-identically distributed around the mean). 245
Additionally, the effects of gaps on trend detection could be investigated in rivers of varying 246 catchment size and flow variability, or in the lower tail of the streamflow distribution, where gaps also 247 tend to cluster. Here, because we focus on the upper and most variable part of the flow distribution, 248 our recommendations may serve as a conservative guideline for trend detection in most types of 249 streamflow time series. 250 
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