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Abstract
This paper shows how the theory of dynamic risk measures pro-
vides viscosity solutions to a family of second-order parabolic partial
differential equations, even in the degenerate case.
First, motivated by the martingale problem approach of Stroock
and Varadhan, we make use of the time consistency characterization
for dynamic risk measures, to construct time consistent convex Markov
processes. This is done in a general setting in which compacity argu-
ments cannot be used, and for which there does not always exist an
optimal control. Second, we prove that these processes lead to viscos-
ity solutions for semi linear second-order partial differential equations
with convex generator.
Finally we give an application to mathematical finance. We show
that our results allow for the construction of a No Arbitrage Pricing
Procedure in the context of stochastic volatility. Within this approach,
convexity takes into account liquidy risk.
Keywords: Time consistency, Convex duality, Second order par-
tial differential equations, Feller property
1 Introduction
Under regularity assumptions the value function associated to an optimal
problem for a non degenerate controlled diffusion is the classical solution
of a second-order parabolic partial differential equation of Hamilton-Jacobi-
Bellman (HJB) type. In the degenerate case the HJB equation does not
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have a classical solution. Lions introduced the notion of viscosity solu-
tion, and established the link between viscosity solutions of second-order
parabolic partial differential equations and stochastic optimal control prob-
lems [18, 19]. We refer to the paper of Crandall et al. [14] and to the book of
Fleming and Soner [13] for results and references. Another approach making
use of Backward Stochastic Differential Equations has been introduced by
Pardoux and Peng [20]. Recent papers in this direction by Briand and Hu
[6], Lio and Ley [8], Delbaen et al [10] and Richou [23] focuse on the case
of convex generators or extend results to unbounded terminal conditions.
Usually controlled diffusion is considered from the point of view of stochas-
tic differential equations. An alternative approach has been introduced by
Strook and Varadhan [24, 25]. It consists in the construction, given s in IR+
and x in IRn, of a probability measure Ps,x on the set of continuous paths
C([0,∞[, IRn) solution to a martingale problem associated to the diffusion.
Starting from the stochastic differential equations approach with controls
taking values in a compact subset of IRn, El Karoui et al [12] use the mar-
tingale problem approach to prove the existence of an optimal control.
On the other hand, the theory of dynamic risk measures on a filtered proba-
bility space has been developped in recent years. In the case of a Brownian
filtration, dynamic risk measures coincide with g-expectations introduced
by Peng [21]. An important property for dynamic risk measures is time con-
sistency. The time consistency property for dynamic risk measures is the
analogue of the Dynamic Programming Principle. For sublinear dynamic
risk measures time consistency has been characterized by Delbaen [9]. For
general convex dynamic risk measures two different characterizations of time
consistency have been given. One by Cheridito et al [7], the other by Bion-
Nadal [2]. This last characterization of time consistency is very usefull in
order to construct time consistent dynamic procedures.
The main goals of the present paper are twofold. First, motivated by the
martingale problem approach of Stroock and Varadhan [24, 25], we make
use of the time consistency characterization proved in [2], to construct time
consistent convex Markov processes. Second, we prove that these processes
lead to viscosity solutions for semi linear second order partial differential
equations of the type


∂uv(u, x) + Lv(u, x) + f(t, x, σ∗(u, x)Dv(u, x)) = 0 on [0, t[×IRn
v(t, x) = h(x)
(1)
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where
Lv(t, x) = 1
2
Tr(σσ∗(t, x)D2(v)(t, x)) (2)
and f : IR+ × IRn × IRd → IR is a Borel-measurable function such that
f(t, x, .) is a proper convex function. Here (and in all this paper) σ is a
given continuous bounded function with values in Mn(IR) such that, for all
(t, x), the matrix σ(t, x)σ∗(t, x) is definite positive. These results do not
require uniform ellipticity, that is they even apply in the degenerate case.
In addition to these goals, we give an application to mathematical finance.
More precisely, the content of the paper is the following. For all given r
in IR+ and y in IRn, we construct a whole time consistent dynamic proce-
dure. For this we need a stable set of equivalent probability measures and
a local penalty satisfying the cocycle condition [2]. We start with a family
of probability measures on the set of continuous paths which are solutions
to a martingale problem starting from y at time r. For every probability
measure in this family, the canonical process (Xt)r≤t is a Feller process. We
then enlarge this set of probability measures in order to obtain a stable set.
Given a multivalued Borel mapping Λ we construct in Section 2 such a sta-
ble set of probability measures (Q˜r,y)S(Λ) indexed by a set of progressively
measurable processes µ(s, ω) such that µ(s, ω) belongs to Λ(s,Xs(ω)). This
set of probability measures can be considered as a set of controls.
The construction of a time consistent dynamic procedure also relies on the
construction of penalties associated to every probability measure in the sta-
ble set. For this we define penalties of the shape that we have considered
in previous papers [2] and [3]. This construction is generic in the sense that
every normalized time consistent dynamic risk measure on a Brownian fil-
tration is a limit of procedures for which the penalties are of this shape [11].
The penalty associated to the probability measure (Pµr,y) is
αs,t(P
µ
r,y) = EPµr,y(
t∫
s
g(u,Xu(ω), µ(u, ω))du|Brs)
Given (r, y) we construct this way (Section 3) a time consistent convex dy-
namic procedure defined for all Ft measurable variable essentially bounded
from below Y by
Πr,ys,t (Y ) = esssupPµr,y∈(Q˜r,y)S(Λ)(EP
µ
r,y
(Y|Brs)− αs,t(Pµr,y))
Notice that for given (r, y), in contrast with standard control theory, we do
not construct a single value v(r, y), but a whole time consistent dynamic
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procedure (Πr,ys,t ).
Remark that the canonical process Xt is not a Feller process for every prob-
ability measure in the stable set (Q˜ar,y)S(Λ). However making use of the
Feller property for the probability measures generating this stable set, we
are able to prove that our time consistent procedures have the following
Feller property (Section 4): For all Borelian map h on IRn bounded from
below, there is a lower semi-continuous function h˜ on [0, t[×IRn such that
∀s ∈ [0, t[, ∀x ∈ IRn, Πs,xs,t (h(Xt)) = h˜(s, x)
∀0 ≤ r ≤ s < t, Πr,ys,t (h(Xt)) = h˜(s,Xs)
In case where h is continuous bounded from below, the map h˜ extended by
h˜(t, x) = h(x) is lower semi-continuous on [0, t]× IRn.
This result is proved under the “ weak” hypothesis that the restriction of
g to Λ is a Caratheodory function with polynomial growth. Let f be the
conjugate of g on Λ, i.e.
f(u, x, z) = sup
λ∈Λ(u,x)
(z∗λ− g(u, x, λ))
Assuming that h is continuous, bounded from below and that the restric-
tion of g to Λ is semi-continuous we prove (Section 5.3) that the lower
semi-continuous function h˜ is a viscosity supersolution of (1). This result
is a consequence of the time consistency property which is the analogue of
the dynamic programming principle. Notice that in the usual control theory
the dynamic programming principle is proved making use of the existence
of an optimal control. Here we make use of a sufficient condition for time
consistency that we proved in [2]. This provides a wide class of procedures
which are time consistent by construction, and thus a wide class of equations
of type (1) for which we get an explicit viscosity supersolution.
Assuming furthermore a linear growth condition on Λ and a continuity hy-
pothesis on f , we prove that the function h˜ is a viscosity solution of (1) if
it is continuous (Section 5.5). A sufficient condition for the continuity of h˜
is that (1) satisfies a comparison principle.
It is important to notice that all the results of the present paper are in
the setting of a control set which depends on (t,Xt(ω)) and which is not
bounded. The constructed stable set of probability measures is not nec-
essarily compact for the weak topology. Therefore, compacity arguments
cannot be used, and there does not always exist an optimal control.
Finally, in Section 6 we also provide an application to mathematical finance
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which illustrates the two main points of this paper. We show that the intro-
duction of the multivalued Borel mapping allows for a construction of a No
Arbitrage Pricing Procedure in the context of stochastic volatility. In this
approach, convexity takes into account liquidy risk.
2 Time consistent sublinear procedures in Marko-
vian framework
The aim of this section is to use the recent results on time consistent dy-
namic procedures to construct sublinear Feller processes. Recall that in
[2, 3], we have already constructed examples of both sublinear and convex
time consistent dynamic procedures. However the processes constructed in
these papers do not have any Markov property. Here we will make use of
probability measures solution to a martingale problem and of the character-
ization of the time consistency property for dynamic risk measures proved
in [2], to provide families of time consistent sublinear (convex in Section 3)
procedures with a Markov, even Feller, property.
2.1 The martingale problem
Let Ω (resp. Ωr, Ωrt ) be the set of continuous functions ϕ defined on IR
+,
(resp. [r,∞[ , [r, t]) with values in IRn. Recall that Ω, Ωr and Ωrt en-
dowed with the topology of uniform convergence on compacts subsets of
IR+ are Polish spaces, that is complete separable metrizable spaces. Denote
(Xt)t∈IR+ the coordinate process. For given r, for r ≤ s ≤ t, denote Bst
(resp. Bs) the σ-algebra on Ωr generated by the functions Xu s ≤ u ≤ t
(resp. the functions Xu s ≤ u). The notation Y ∗ denotes the transpose of
Y . Recall the following results from [24, 25].
Assume that a : IR+× IRn →Mn(IR) is continuous bounded strictly elliptic
(i.e. positive definite at each point). It is proved in [24], Theorem 4.2 and
Theorem 5.6 that for every (s, x0) ∈ IR+× IRn, there is a unique probability
measure Qas,x0 on (Ω
s,Bs) such that
Xsθ (t) = exp{θ∗(X(t) − x0)−
1
2
∫ t
s
θ∗a(u,X(u))θdu} (3)
is a (Qas,x0 , (Bst )t≥s) martingale for all θ in IRn, and such that Qas,x0{Xs =
x0} = 1. Furthermore the process (Xt)t≥s is then a strong Feller process
for (Qas,x0 , (Bst )t≥s). Following [24], one says that the probability measure
Qas,x0 is the unique solution to the martingale problem (3) starting from x0
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at time s.
Let σ be a continuous bounded map σ : IR+ × IRn → Mn(IR) such that
for all (t, x), a(t, x) = σ(t, x)σ∗(t, x). Let λ be a borelian bounded map
λ : IR+× IRn → IRn. From Theorem 6.2 of [24] there is a unique probability
measure Qσ,λs,x0 on (Ω
s,Bs) solution to the martingale problem:
exp{(θ)∗(X(t)− x0)−
∫ t
s
θ∗(σλ)(u,X(u))du − 1
2
∫ t
s
θ∗a(u,X(u))θdu} (4)
starting from x0 at time s, i.e. such that Q
σ,λ
s,x0({Xs = x0}) = 1. For all
s ≤ t,
(
dQ
σ,λ
s,x0
dQas,x0
)Bst = exp(
∫ t
s
(λ∗σ−1))(u,Xu)dXu − 1
2
∫ t
s
(λ∗λ)(u,Xu)du) (5)
the stochastic integral being computed with respect to Qas,x0 . From [25] The-
orem 7.1, the process (Xt)t≥s is then a strong Feller process for (Q
a
s,x0
, (Bst )t≥s).
Notice that assuming a continuous bounded strictly elliptic the non nega-
tive square root of a, σa = a
1
2 is always continuous bounded and satisfies
σaσ
∗
a = a. However we do not want to restrict to this specific choice for σ.
In particular the financial application (Section 6) corresponds to a matrix σ
which is not symetric.
Notation 2.1 Given ω in Ωr, given 0 ≤ r < s denote πr,s the continuous
projection from Ωr onto Ωs:
πr,s(ω′)(u) = ω′(u), ∀s ≤ u (6)
For all probability measure Q on (Ωr,Br), Q(πr,s)−1 denotes the probability
measure on (Ωs,Bs) image of Q by πr,s.
Recall from [24], Theorem 2.1, that given r < s, every probability measure
on (Ω,Br) admits a regular conditional probability distribution given Brs.
Lemma 2.2 Let σ be continuous bounded and a = σσ∗ strictly elliptic. Let
λ be borelian bounded. Let (Qσ,λr,x0) be the unique probability measure solution
to the martingale problem starting from x0 at time r (equation (4)). Given
s > r, let (Qσ,λr,x0)s,ω be a regular conditional probability of Q
σ,λ
r,x0 given B
r
s .
There is a Qσ,λr,x0-null set N such that (Q
σ,λ
r,x0)s,ω(π
r,s)−1 = Qσ,λ
s,Xs(ω)
for all ω
in N c.
In particular for all Borelian map f on IRk and all s ≤ t1 ≤ ... ≤ tk,
(Qσ,λr,x0)s,ω(f(Xt1 , ...,Xtk ) = Q
σ,λ
s,Xs(ω)
(f(Xt1 , ...,Xtk ), ∀ω ∈ N c (7)
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It follows from the definition of a regular conditional probability that
(Qσ,λr,x0)s,ω(π
r,s)−1)({ω′ |Xs(ω) = Xs(ω′)}) = 1. Notice also that from the
definition of πr,s for all Borelian function f on IRk and all s ≤ t1 ≤ ... ≤
tk, (Q
σ,λ
r,x0)s,ω(π
r,s)−1)(f(Xt1 , ...,Xtk ) = (Q
σ,λ
r,x0)s,ω(f(Xt1 , ...,Xtk ). It follows
then from Theorem 3.1 of [24], that there is a set N such that Qσ,λr,x0(N) =
0 and such that for all ω ∈ N c, (Qσ,λr,x0)s,ω(πr,s)−1 solves the martingale
problem (4) starting from Xs(ω) at time s. By unicity of the solution to
this martingale problem, it follows that
∀ω ∈ N c, (Qσ,λr,x0)s,ω(πr,s)−1 = Qσ,λs,Xs(ω) (8)

2.2 Estimates of the moments of Xt
Proposition 2.3 For all q ≥ 1, A, B, and t > 0, there is K > 0 such that
for all y such that ||y|| ≤ C and σ continuous bounded such that
∀θ ∈ IRn, 0 < θ∗aθ ≤ A||θ||2, with a = σσ∗ (9)
for ||σλ|| ≤ B, for all 0 ≤ r ≤ s ≤ t,
E
Q
σ,λ
r,y
( sup
s≤u≤t
(||Xt −Xu||2q) ≤ K(t− s)q(||y||2q + 1) (10)
In the following ||a|| ≤ A means that a satisfies (9).
Proof
• Assume that a is uniformly elliptic and satisfies (9). Denote a 12 the
non negative square root of a. From Corollary 3.2 of [24], there is a
Brownian motion β with respect to Qσ,λr,y such that
Xt = y +
∫ t
r
a
1
2 (u,Xu)dβ(u) +
∫ t
r
σλ(u,Xu)du (11)
From [17], II 5 Corollary 10, there is a constant K > 0 depending only
on q A B and t such that equation (10) is satisfied.
• For general a satisfying (9), Let b = σλ. Notice that given r and
y, Qσ,λr,y depends only on a = σσ∗ and b = σλ. Let Ra,b = Q
σ,λ
r,x .
Consider aj continuous uniformly elliptic such that the sequence aj is
uniformly bounded by A and uniformly convergent to a on compact
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spaces. From Theorem 9.2 of [25] applied for given b, r and y, Raj ,b
converges weakly to Ra,b as j → ∞. Given r ≤ s ≤ t, consider a
sequence Tn of subdivisions of [s, t] whose step tends to 0 as n → ∞.
For allm ∈ IN∗, inf(supu∈Tn(||Xt−Xu||2q,m)) is a continuous bounded
function. Passing to the limit as j →∞, we obtain that for all m > 0,
E
Q
σ,λ
r,y
(inf( sup
u∈Tn
(||Xt −Xu||2q,m)) ≤ K(t− s)q(||y||2q + 1)
Using the monotone convergence theorem, we obtain that (10) is sat-
isfied for all a continuous bounded satisfying (9) and ||σλ|| ≤ B.

Corollary 2.4 Let m ≥ 1. Let ǫ > 0. There is k0 depending only on m
A,B,C and t such that for all k > k0, for all σ continuous bounded such
that σσ∗ satisfies (9), for ||σλ|| ≤ B, ||y|| ≤ C,and r ≤ s ≤ t,
E
Q
σ,λ
r,y
( sup
r≤u≤t
(||Xu − y||m1{supr≤u≤t ||Xu−y||≥k}) < ǫ (12)
Proof From Proposition 2.3, for all k > 0,
kE
Q
σ,λ
r,y
( sup
r≤u≤t
(||Xu − y||m1{supr≤u≤t ||Xu−y||≥k}) ≤
≤ E
Q
σ,λ
r,y
( sup
r≤u≤t
(||Xu − y||m+1) ≤ K(t− r)
m+1
2 (Cm+1 + 1) (13)

Proposition 2.5 1. Let A,K,B > 0. Given r in IR+, the set of proba-
bility measures {Qσ,λr,y , ||a|| ≤ A, ||y|| ≤ K, ‖|σλ|| ≤ B} on (Ωr,Br) is
weakly relatively compact.
2. For given r in IR+, the map x → Qσ,λr,x is continuous for the weak
topology.
Proof
1. It follows from equation (10) that for q ≥ 1, there is a constant K1 > 0
such that for ||a|| ≤ A, ||y|| ≤ K, ‖|σλ|| ≤ B,
E
Q
σ,λ
r,y
( sup
s≤u≤t
(||Xt −Xu||2q) ≤ K1(t− s)q (14)
From theorem 2.3 of [24], the set of probability measures {Qσ,λr,y , ||a|| ≤
A, ||y|| ≤ K, ||σλ|| ≤ B, } is thus weakly relatively compact.
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2. Let xn be a sequence with limit x. The set {Qσ,λr,xn , n ∈ IN} is weakly
relatively compact. Any limit point of the family Qσ,λr,xn solves the
martingale problem for (σ, λ) starting from (r, x). By unicity of the
solution of the martingale problem it follows that Qσ,λr,xn → Qσλr,x weakly.

2.3 Feller processes with continuous paths
Proposition 2.6 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let λ be borelian bounded. Let t > 0. For given φ Borelian bounded, there is
a continuous bounded function Uσ,λt (φ) : (s, x) ∈ [0, t[×IRn → Uσ,λt (φ)(s, x)
such that:
For all r ≤ s < t and x0 in IRn, there is a (Qσ,λr,x0)-null set N such that for
all ω in N c, E
Q
σ,λ
r,x0
(φ(Xt)|Brs)(ω) = Uσ,λt (φ)(s,Xs(ω)). For given a and λ,
the modulus of continuity of Uσ,λt (φ) at a point (s, x) with s < t depends
only on the uniform bound of φ.
Proof From [25] Theorem 7.1, given s < t, for every φ borelian bounded on
IRn, there is a function Uσ,λt (φ) such that for all x in R
n, E
Q
σ,λ
s,x
(φ(Xt)) =
U
σ,λ
t (φ)(s, x). The map (s, x) ∈ [0, t[×IRn → Uσ,λt (φ)(x) is continuous
bounded and for given a and λ, the modulus of continuity of Uσ,λt (φ) at
a point (s, x) with s < t depends only on the uniform bound on φ.
It follows then from Lemma 2.2 that for every r ≤ s < t, forall ω in N c,
E
Q
σ,λ
r,x0
(φ(Xt)|Brs)(ω) = Uσ,λt (φ)(s,Xs(ω)) 
Proposition 2.7 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let λ be borelian bounded.
1. For all sequence sn < s with limit s, the sequence Q
σ,λ
sn,xn(π
sn,s)−1
admits the limit Qσ,λs,x for the weak topology.
2. For f continuous bounded on IRn, the map Uσ,λt (f)(s, x), already de-
fined in Proposition 2.6 on [0, t[×IRn, has a continuous extension to
[0, t]× IRn such that for all x, Uσ,λt (f)(t, x) = f(x).
Proof
1. The proof is similar to that of Proposition 2.5
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2. Let f be continuous bounded on IRn. Let t > 0. The map ω →
f(Xt(ω)) is continuous bounded. Thus from the weak convergence
proved in 1., it follows that for all sequence (sn, xn) ∈ [0, t[×IRn, with
limit (s, x), the sequence EQσλsn,xn
(f(Xt) has the limit f(x). The result
follows then from Proposition 2.6. 
2.4 Stable set of probability measures in Markovian setting
From now on σ(t, x) is a given continuous bounded function, a = σσ∗ is
strictly elliptic. Uniform ellipticity is not assumed. For given r ≥ 0 and
y in IRn, we will consider probability measures all equivalent to the prob-
ability measure Qar,y. Recall that from [2] the main ingredient in order to
construct a sublinear dynamic procedure time consistent for deterministic
times in L∞(Ω,Br, Qar,y) is a set of equivalent probability measures stable by
composition and stable by bifurcation (cf [2] definition 4.1) The definition is
recalled in the appendix ( definition 7.3). Notice that a more constraining
condition is the m-stability introduced by Delbaen [9]. It corresponds to
time consistency for stopping times.
For the definition of multivalued mapping and of predictable multivalued
mapping, we refer to [9]. We introduce now a definition for a multivalued
Borel mapping.
Definition 2.8 A multivalued Borel mapping Λ from IR+×IRn into a topo-
logical vector space E is a map Λ defined on IR+ × IRn with values in the
set of subsets of E such that the graph of Λ i.e.
{(t, x, µ)|µ ∈ Λ(t, x)}
belongs to the Borel σ-algebra B(IR+ × IRn × E), and such that 0 ∈ Λ(t, x),
for all (t, x).
It can have additional properties:
1. Λ is convex if ∀(t, x) ∈ IR+ × IRn, Λ(t, x) is a convex subset of E.
2. Λ is closed if for all (t, x), Λ(t, x) is closed.
Given σ, given r ≥ 0 and y in IRn, we want to associate to a multivalued
Borel mapping Λ a setQr,y(Λ) of probability measures all equivalent with the
probability measure Qar,y on Brt such that the process (Xs) is a strong Feller
process with respect to every probability measure in Qr,y(Λ). Therefore we
introduce the following set:
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Definition 2.9 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let Λ be a multivalued Borel mapping from IR+ × IRn into IRn.
• Let L(Λ) be the set of bounded Borelian maps λ : IR+ × IRn → IRn
such that for every (t, x), λ(t, x) ∈ Λ(t, x).
• For given y in IRn, and r ≥ 0, define the set of probability measures
Qr,y(Λ)
Qr,y(Λ) = {Qσ,λr,y , λ ∈ L(Λ)} (15)
Recall that for T > r,
(
dQ
σ,λ
r,y
dQar,y
)Br
T
= exp(
∫ T
r
λ∗(t,Xt)σ
−1(t,Xt)dXt − 1
2
∫ T
r
||λ(t,Xt)||2dt)
(16)
• For given y in IRn, denote also
Q˜r,y(Λ) = {Qσ,λr,y , λ continuous, λ ∈ L(Λ)} (17)
In order to construct a time consistent dynamic process for deterministic
times, we need a set of probability measures stable by composition and
stable by bifurcation (cf [2] or the appendix, definition 7.3). Notice that
the above set Qr,y(Λ) is not stable by bifurcation. Indeed let λ and β
belonging to L(Λ). Let r ≤ s < t. Let B be a Borelian set in IRn, thus
A = {ω ∈ Ω | Xs(ω) ∈ B} is Brs measurable. 1A(ω) is not a function of
Xt(ω) for t > s. Thus in general there is no Borelian map α such that the
process defined as λ(t,Xt(ω))1A + β(t,Xt(ω))1Ac for t > s and λ(t,Xt(ω)))
for t ≤ s can be written as α(t,Xt(ω)). We need to construct a stable set
containing Qr,y(Λ). We will define it as a subset of a certain stable set. For
every (t, ω) ∈ IR+ × Ω, denote Λ˜(t, ω) = Λ(t,Xt(ω)).
Definition 2.10 Let σ be continuous bounded and a = σσ∗ strictly ellip-
tic. For every bounded process µ BrT predictable, denote P σ,µr,y the probability
measure equivalent with Qar,y, on BrT with Radon Nikodym derivative
(
dP
σ,µ
r,y
dQar,y
)Br
T
= exp(
∫ T
r
µ∗(u, ω)σ−1(u,Xu)(ω)dXu(ω)− 1
2
∫ T
r
||µ(u, ω)||2du)
(18)
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Definition 2.11 . Let 0 ≤ r ≤ T . Let µ be a bounded process BrT -
measurable. One says that µ takes values in Λ˜ if for all r ≤ s ≤ T , for
all ω, µ(s, ω) ∈ Λ˜(s, ω). Denote Mr,y(Λ˜) the set of all probability measures
P
σ,µ
r,y , on BrT where µ is BrT predictable and takes values in Λ˜.
Lemma 2.12 The set Mr,y(Λ˜) is a stable set of probability measures on
(Ωr,BrT ). For all k > 0,
Mr,y(Λ˜)k = {P σ,µr,y ∈ Mr,y(Λ˜) | ||µ|| ≤ k} (19)
is also stable.
Furthermore if the mulivalued Borel mapping Λ is convex, Mr,y(Λ˜) and
Mr,y(Λ˜)k are convex.
Proof As already noticed, for given T ≥ r, P σ,µr,y is a probability measure
on BrT equivalent with Qar,y. The stability by composition and bifurcation is
easily verified. The convexity (in case Λ is convex) follows from the proof
of Theorem 3 of [9]. The properties of Mr,y(Λ˜)k result then from Lemma 4
and Lemma 5 of [9]. 
Lemma 2.13 Let 0 ≤ r ≤ T . The restriction to (Ωr,BrT ) of Qr,y(Λ)
(resp. Q˜r,y(Λ)), given by (15) (resp (17)), is a set of equivalent probability
measures on (Ωr,BrT ). There is a minimal stable set of probability mea-
sures containing Qr,y(Λ) (resp. Q˜r,y(Λ)). We denote it (Qr,y)S(Λ) (resp.
(Q˜r,y)S(Λ)).(Q˜r,y)S(Λ)) is a subset of (Qr,y)S(Λ). Every probability measure
in (Qr,y)S(Λ) is equal to P σ,µr,y for a certain bounded predictable process µ Λ˜
valued.
Proof Every probability measure in Qr,y(Λ) belongs to Mar,y(Λ˜). Further-
more from Lemma 2.12,Mar,y(Λ˜) is stable. The intersection of all stable sets
of probability measures containing Qr,y(Λ) is stable. It is the minimal stable
set of probability measures containing Qr,y(Λ). It is a subset ofMar,y(Λ˜). 
Notice that the set (Qr,y)S(Λ) is not closed for the weak topology in general.
We describe now the elements of (Qr,y)S(Λ).
Definition 2.14 Let 0 ≤ r ≤ T . SrT (Λ) (resp S˜rT (Λ)) denotes the set of BrT
measurable processes µ such that:
There is a finite subdivision r = s0 < s1 < ... < sn = T .
For all i ∈ {0, 1, ...n−1} there is a finite set Ii, a finite partition (Ai,j)j∈Ii of
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Ω into Brsi-measurable sets, and Borelian (resp. continuous) bounded maps
λi,j in L(Λ) such that
∀si < u ≤ si+1, ∀ω ∈ Ω, µ(u, ω) =
∑
j∈Ii
λi,j(u,Xu(ω))1Ai,j (ω) (20)
Proposition 2.15 Given 0 ≤ r ≤ T , the set (Qr,y)S(Λ) (resp. (Q˜r,y)S(Λ)),
is the set of all probability measures P σ,µr,y for some process µ belonging to
SrT (Λ) (resp S˜rT (Λ)).
Proof It is enough to do the proof for (Qr,y)S(Λ).
Let µ satisfying (20). Notice that for all X Brsi+1 measurable,
EPσ,µr,y (X|Brsi) =
∑
j∈Ii
1Ai,jEQ
σ,λi,j
r,y
(X|Brsi) (21)
Thus it follows by induction using the stability property (cf appendix, def-
inition 7.3) that every P σ,µr,y where µ satisfies (20) belongs to the stable set
(Qr,y)S(Λ). On the other hand it is easy to verify that the set {P σ,µr,y : µ ∈
SrT (Λ)} is stable. 
Lemma 2.16 Every set Q of equivalent probability measures on BrT stable
by composition and bifurcation for deterministic times is stable by composi-
tion for stopping times taking a finite number of real values.
Proof Let σ be a stopping time taking a finite number of values. Thus σ
can be written σ =
∑n
i=1 si1Ai , where Ai is a partition of Ω, r ≤ s1 < s2 <
...sn ≤ T , Ai is Brsi measurable.. Let R and Q in Q. Denote Sσ the prob-
ability measure in Q with Radon Nykodym derivative dSσ
dP
=
dQ
dP
(dQ
dP
)σ
(dR
dP
)σ.
From the stability by composition and the stability by bifurcation for deter-
ministic times, it follows easily by iteration that Sσ belongs to Q. 
2.5 Time-consistent sublinear procedures
Remark 2.17 Xt being a strong Feller process for the probability mea-
sure Qar,y, it follows from [22] that the Q
a
r,y-completed filtration is right-
continuous. Every set of probability measures (equivalent to Qar,y on Brs)
stable for the filtration Brs is also stable for the completed filtration. In the
following (Brs)r≤s denotes the Qar,y completed filtration.
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Proposition 2.18 Let 0 ≤ r ≤ T . Let (Qr,y)S(Λ) be the stable set of
probability measures generated by (Qr,y)(Λ) as in Lemma 2.13. Let r ≤ s ≤
t ≤ T , s and t being r-stopping times taking a finite number of values. For
all Y in L∞(Ωr,Brt , Qar,y), the formula
Πr,ys,t (Y ) = esssupPσ,µr,y ∈(Qr,y)S(Λ)EPσ,µr,y (Y|Brs) (22)
defines a dynamic process time consistent for stopping times taking a finite
number of real values. Furthermore for given s and t, the map Πr,ys,t defined
on L∞(Ωr,Brt , Qar,y) is sublinear monotone normalized continuous from be-
low.
For given 0 ≤ r ≤ t and Y in L∞(Ωr,Brt , Qar,y), the process (Πr,ys,t (Y ))r≤s≤t
is a Qar,y supermartingale and admits a ca`dla`g version.
Proof The set (Qr,y)S(Λ) being stable, the first part of the statement
follows from Theorem 4.4 of [2].
The proof of the regularity of paths which was given in [3] Theorem 3 for
normalized dynamic processes time consistent for stopping times can be
extended to normalized convex (and thus to sublinear) processes which are
time consistent for stopping times taking a finite number of real values.
Remark 2.19 In the preceding proposition, the set (Qr,y)S(Λ) can be re-
placed by (Q˜r,y)S(Λ). The result remains true.
Corollary 2.20 The definition of Πr,ys,t (Y ) can be extended to random vari-
ables Y Brt -measurable which are only Qar,y-essentially bounded from below:
Πr,ys,t (Y ) = limn→∞Π
r,y
s,t (Y ∧ n). For every such Y , Πr,ys,t (Y ) satisfies (22),
and the process (Πr,ys,t (Y )s) is optional.
Proof Let Y be Brt -measurable and Qar,y-essentially bounded from below,
Y is the increasing limit of Yn = Y ∧ n as n tends to ∞. Πr,ys,t (Y ) is then
defined as the increasing limit of Πr,ys,t (Yn). As we already know that for
given s and t, Πr,ys,t defined on bounded random variables by formula (22) is
continuous from below, the extended definition coincides with the previous
one on essentially bounded random variables.
From the stability property of (Qr,y)S(Λ), the set {EQ(Yn|Brs)} is a lat-
tice upward directed. Thus Πr,ys,t (Yn) is the increasing limit of a sequence
EQn,k(Yn) as k →∞. It is then easy to see that Πr,ys,t (Y ) = supn,k EQn,k(Y )
and to deduce that Πr,ys,t (Y ) satisfies (22). From Proposition 2.18 for every
n one can choose a ca`dla`g version of the process Πr,ys,t (Yn)s. Thus the map
(s, ω) → Πr,ys,t (Yn)(ω) is measurable for the optional σ-algebra. It follows
that s→ Πr,ys,t (Y ) is an optional process. 
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3 Time-consistent convex procedures in Marko-
vian framework
In Section 2 we have constructed time consistent sublinear procedures asso-
ciated to a stable set of probability measures in Markovian setting. In this
Section, we want to construct time consistent convex dynamic procedures in
Markovian settting. The map σ is given continuous bounded and a = σσ∗
is strictly elliptic. Uniform ellipticity is not assumed. We assume also that
a closed convex multivalued Borel mapping Λ is given. We have constructed
in Section 2.4 a stable set of probability measures which are all of the form
P
σ,µ
r,y where µ is a bounded process BrT measurable taking values in Λ˜ (cf
Definition(2.10) for the definition of P σ,µr,y ). We want now to construct fam-
ilies of penalties αst(P
σ,µ
r,y ) for r ≤ s ≤ t ≤ T . The penalties will depend
not only on the Borel mapping Λ but also on a Borel measurable function g
with domain Λ.
Let g : IR+ × IRn × IRn → IR ∪ {+∞} be a Borel-measurable function such
that for all (t, x) ∈ IR+ × IRn, Λ(t, x) ⊂ {y ∈ IRn| g(t, x, y) <∞}.
Define f as follows:
∀z ∈ IRd f(t, x, z) = sup
λ∈Λ(t,x)
(−z.λ− g(t, x, λ)) (23)
The following lemma is straightforward:
Lemma 3.1 For all (t, x), f(t, x, .) is a closed convex function which is the
dual transform of the function g(t, x, .) where
g(t, x, λ) = g(t, x, λ) if λ ∈ Λ(t, x)
= +∞ else (24)
For every (t, x) dom(g(t, x, .)) = Λ(t, x)
If g(t, x, 0) = 0 ∀(t, x), f takes values in [0,∞].
If g takes values in [0,∞] and satisfies ∀(t, x), infλ∈Λ(t,x)g(t, x, λ) = 0 then
for all (t, x), f(t, x, 0) = 0.
Notice that, since Λ is a closed convex multivalued Borel mapping, re-
placing g by g, one can always assume that for all (t, x), dom(g(t, x, .) =
{λ ∈ IRd |g(t, x, λ) <∞} is closed, convex and equal to Λ(t, x).
In the following section we construct penalties from the above function g.
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3.1 Penalties
In all the following, Λ is a closed convex multivalued Borel mapping, and
g : IR+ × IRn × IRn → IR ∪ {∞} is a Borelian map such that for all
(t, x), domg(t, x, .) = {y, g(t, x, y) <∞} = Λ(t, x).
Definition 3.2 g has polynomial growth on Λ if there is C > 0 and m ∈ IN
such that
sup
y∈Λ(u,x)
|g(u, x, y)| ≤ C(1 + ||x||m) (25)
Definition 3.3 Assume that g is non negative or has polynomial growth on
Λ. Let 0 ≤ r ≤ T . For all bounded process µ Λ˜-valued with left continuous
paths admitting right limits (ca`gla`d), for all r-stopping times r ≤ s ≤ t ≤ T ,
taking a finite number of values define the penalty αs,t(P
σ,µ
r,y ) as follows
αs,t(P
σ,µ
r,y ) = EPσ,µr,y (
t∫
s
g(u,Xu(ω), µ(u, ω))du|Brs) (26)
We have introduced in [2], definition 4.3 the definition of local property and
of cocycle condition for the penalty. These definitions are recalled in the
appendix (Definition 7.4).
Proposition 3.4 • 1. In case g has polynomial growth on Λ, equa-
tion (26) defines an element of L1(P σ,µr,y ) and of L1(Qar,y) for all
bounded µ.
2. In case g is non negative, equation (26) defines a non negative
Brs random variable.
• The penalty defined in (26) satisfies the cocycle condition for every
P
σ,µ
r,y : Let s0, s and t be r-stopping times taking a finite number of real
values, r ≤ s0 ≤ s ≤ t
αs0,t(P
σ,µ
r,y ) = αs0,s(P
σ,µ
r,y ) + EPσ,µr,y (αs,t(P
σ,µ
r,y )|Brs0) (27)
• The penalty defined in (26) is local.
• If g(t, x, 0) = 0 ∀(t, x) ∈ IR+ × IRn, The probability measure Qar,y =
P
σ,0
r,y has zero penalty.
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Proof
• 1. Assume that the function g has polynomial growth on Λ with
growth exponent m. Choose q ≥ 1 such that mq ≥ 2. Let p
be the conjugate exponent of q. The process µ being bounded,
(
dP
σ,µ
r,y
dQar,y
)Brt belongs to L
p(Qar,y). Thus from Ho¨lder inequality,
EPσ,µr,y ( sup
s≤u≤t
||Xt||m) ≤ K ′EQar,y( sup
s≤u≤t
||Xt||mq)
1
q (28)
It follows from Proposition 2.3 that the penalty αs,t(P
σ,µ
r,x ) is al-
ways well defined and belongs to L1(Qar,y) and L
1(P σ,µr,y ).
2. The case g non negative is trivial.
• The cocycle condition (27) follows easily from the definition (26).
• We prove now that the penalty α is local. The probability measures
P
σ,µ
r,y and P
σ,ν
r,y are equivalent to Qar,y on Brt . Let A be Brs-measurable.
Assume that ∀X ∈ L∞(Brt ), EPσ,νr,y (X|Brs)1A = EPσ,µr,y (X|Brs)1A. The
Radon Nikodym derivatives of P σ,µr,y and P
σ,ν
r,y on Brt are given by equa-
tion (18). It follows that Qar,y a.s.
1A(
∫ t
s
µ∗(u, ω)σ−1(u,Xu)(ω)dXu(ω)− 1
2
∫ t
s
||µ(u, ω)||2du) =
1A(
∫ t
s
ν∗(u, ω)σ−1(u,Xu)(ω)dXu(ω)− 1
2
∫ t
s
||ν(u, ω)||2du)
µ and ν being ca`gla`d processes, it follows that for almost all ω in
A, µ(u, ω) = ν(u, ω) for all s ≤ u < t. From (26) it follows that
αs,t(P
σ,µ
r,y )1A = αs,t(P
σ,ν
r,y )1A. Thus the penalty α is local.
• The last point follows easily from the definition of the penalty. 
3.2 Normalized time consistent convex procedure associated
to a multi-valued Borel mapping and a non negative
Borel map
Proposition 3.5 Let (Q˜r,y)S(Λ) be as in Lemma 2.13. Assume that g is
non negative, and that for all (u, x), g(u, x, 0) = 0. Let s and t be r-stopping
times taking a finite number of values r ≤ s ≤ t. The formula
Πr,ys,t (Y ) = esssupPσ,µr,y ∈(Q˜r,y)S(Λ)(EP
σ,µ
r,y
(Y|Brs)− αs,t(Pσ,µr,y )) (29)
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where αs,t(P
σ,µ
r,y ) is given by equation (26) defines a normalized convex dy-
namic process on L∞(Ω, (Brt )+, Qar,y) time consistent for r-stopping times
taking a finite number of values. Furthermore for fixed s and t, the map
Πr,ys,t defined on L
∞(Ω, (Brt )+, Qar,y) is convex monotone continuous from be-
low.
Proof Notice that for all bounded Y ,
−||Y ||∞ ≤ EQar,y(Y |Brs) ≤ Πr,ys,t (Y ) ≤ esssupPσ,µr,y ∈(Q˜r,y)S(Λ)EPσ,µr,y (Y|Brs)
Thus for all r ≤ s ≤ t, ||Πr,ys,t (Y )||∞ ≤ ||Y ||∞. The statement follows then
from Theorem 4.4 of [2]. 
As in the sublinear case (cf Corollary(2.20) we have the following extension
Corollary 3.6 The definition of Πr,ys,t (Y ) can be extended to random vari-
ables Y (Brt )+-measurable which are only essentially bounded from below.
Πs,t(Y ) = limn→∞Πs,t(Y ∧ n). For every such Y , Πs,t(Y ) satisfies (29).
3.3 General time consistent convex procedure associated to
a multi-valued Borel mapping and a Borel map
In this section the function g (and thus the penalty) is not assumed to be non
negative. We assume now that the function g(u, x, 0) is bounded from above
on IR+ × IRn. It follows that, given T , the penalty αs,t(Qar,y) is bounded
from above, uniformly in (s, t) such that 0 ≤ r ≤ s ≤ t ≤ T .
Proposition 3.7 Assume that Λ is a closed convex multivalued Borel map-
ping. Assume that g has polynomial growth and that g(u, x, 0) is bounded
from above. Let (Q˜r,y)S(Λ) be as in Lemma 2.13. Given r ≤ s ≤ t, the
formula
Πr,ys,t (Y ) = esssupPσ,µr,y ∈(Q˜r,y)S(Λ)(EP
σ,µ
r,y
(Y|Brs)− αs,t(Pσ,µr,y )) (30)
where αs,t(P
σ,µ
r,y ) is given by equation (26) defines a convex monotone map
continuous from below on the set of Brt measurable variables essentially
bounded from below with values in the set of Brs measurable variables es-
sentially bounded from below.
Given r and y, Πr,ys,t is a convex dynamic process time consistent for stopping
times taking a finite number of values.
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Proof For all Y bounded from below, (EQar,y(Y |Brs)−αs,t(Qar,y)) is essentially
bounded from below, thus it is the same for Πr,ys,t (Y ).
The result follows then from the proof of Theorem 4.4 of [2] which can be
adapted without difficulty to the case of variable essentially bounded from
below. .
4 Strong Feller property of the time consistent
convex dynamic procedure
The goal of this Section is to prove a Feller property for the dynamic process
Πr,ys,t (h(Xt)). Recall that from Section 2.3, for all bounded λ, r and y, the
process Xt is a Feller process with respect to the probability measure Q
σ,λ
r,y .
4.1 Feller property for the penalty associated to a Feller
probability measure
Definition 4.1 A real valued function f defined on IR+ × IRn
• is a Caratheodory function if it is Borelian and if for all t, f(t, .) is
continuous on IRn.
• has polynomial growth on I × IRn where I is a subset of IR+ if there
is a constant C > 0 and m ∈ IN such that
∀(t, x) ∈ I × IRn, |f(t, x)| ≤ C(1 + ||x||m) (31)
We prove a Feller property for Caratheodory functions f with polynomial
growth.
Proposition 4.2 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let λ be borelian bounded. Assume that f is a real valued Caratheodory
function with polynomial growth on [0, t]× IRn.
1. There is a real valued continuous map L(f) on [0, t]× IRn such that
E
Q
σ,λ
s,y
(
∫ t
s
f(u,Xu)du) = L(f)(s, y) ∀s ∈ [0, t] and y ∈ IRn (32)
2. For all 0 ≤ r ≤ s ≤ t and all y ∈ IRn, there is a Qσ,λr,y -null set N such
that for all ω ∈ N c,
E
Q
σ,λ
r,y
(
∫ t
s
f(u,Xu)du|Brs)(ω) = L(f)(s,Xs(ω)) (33)
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Notice that for all y ∈ IRn L(f)(t, y) = 0.
Proof We prove statement 1. in three steps.
• Let 0 ≤ s ≤ t and y in IRn. Define L(f)(s, y) by equation (32). The
function f being Borelian with polynomial growth and λ bounded it
follows from Proposition 2.3 that L(f)(s, y) is a real number.
• We prove the continuity of L(f) at every point (s, x) for s < t.
Let (s, x) ∈ [0, t[×IRn. Choose η > 0 such that s+η < t. By hypothesis
f has polynomial growth., thus ∀(s′, x′) ∈ [0, s+ η]×{y ∈ IRn, ||y|| ≤
||x||+ 1},
E
Q
σ,λ
s′,x′
(
∫ t
s+η
|f(u,Xu)|1{sups′≤u≤t ||Xu||≥k}du ≤
E
Q
σ,λ
s′,x′
(
∫ t
s+η
C(1 + ||Xu||m)(|1{sups′≤u≤t ||Xu||≥k}du (34)
Notice that ||Xu|| ≥ k implies ||Xu − x′|| ≥ k − ||x|| − 1. Let ǫ > 0.
It follows then from Corollary 2.4 that there is k0 > 0 such that for
k ≥ k0 and (s′, x′) ∈ [0, s + η]× {y ∈ IRn, ||y|| ≤ ||x|| + 1},
E
Q
σ,λ
s′,x′
(
∫ t
s+η
|f(u,Xu)|1{sups′≤u≤t ||Xu||≥k}du ≤ ǫ (35)
Let fk = sup(inf(f, k),−k). From equation (31), f(u,Xu)(ω) 6= fk(u,Xu)(ω)
implies that ||Xu(ω)|| ≥ ( kC − 1)
1
m . It follows from equation (35) that
there is k1 > 0 such that ∀k ≥ k1, ∀(s′, x′) ∈ [0, s+η]×{y ∈ IRn, ||y|| ≤
||x||+ 1},
E
Q
σ,λ
s′,x′
(
∫ t
s+η
|f(u,Xu)− fk(u,Xu)|)du ≤ ǫ. (36)
Xu being a continuous function of ω and f(u, .) a continuous function
on IRn, it follows that for all k,
∫ t
s+η fk(u,Xu(ω))du is a continuous
bounded function of ω.
Let (sn, xn) be a sequence with limit (s, x). From Proposition (2.7),
the sequence of probability measuresQσ,λsn,xn(Π
sn,s)−1 converges to Qσ,λs,x
for the weak topology. Thus there is N > 0 such that for all n ≥ N ,
|E
Q
σ,λ
sn,xn
(
∫ t
s+η
fk1(u,Xu(ω))du − EQσ,λs,x (
∫ t
s+η
fk1(u,Xu(ω))du| ≤ ǫ
(37)
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It follows then easily from equations (36) and (37) that
lim
n→∞
E
Q
σ,λ
sn,xn
(
∫ t
s+η
f(u,Xu(ω))du = EQσ,λs,x
(
∫ t
s+η
f(u,Xu(ω))du (38)
From Proposition 2.3, there is a constant K > 0 such that ∀s′ ≤ t1 ≤ t,
and ||x′|| ≤ ||x||+ 1},
E
Q
σ,λ
s′,x′
(
∫ t1
s′
|f(u,Xu(ω))|du ≤ K(t1 − s′) (39)
The continuity of L(f) at (s, x) follows from equations (38) and (39)
applied with t1 = s+ η
• Continuity at (t, x). Let (sn, xn) be a sequence with limit (t, x). From
equation (39) (applied with t1 = t), it follows that L(f)(sn, xn)→ 0 =
L(f)(t, x) as n→∞.
This proves 1.
Statement 2. is then a consequence of Lemma 2.2. 
We introduce now the corresponding hypothesis on g.
Definition 4.3 Hypothesis Hg
1. g : IR+ × IRn × IRn → IR is a “Caratheodory function on Λ”
More precisely, g is Borelian and for all u, the restrition of gu to
{(x, y), y ∈ Λ(u, x)} is continuous (gu(x, y) = g(u, x, y)).
2. g has polynomial growth on Λ (cf Definition 3.2).
Corollary 4.4 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let λ be a bounded Caratheodory function Λ valued. Assume that g satisfies
Hypothesis Hg. For all t > 0, there is a continuous map (s, x) ∈ [0, t]×IRn →
L
σ,λ
t (g)(s, x) such that for all 0 ≤ r ≤ s ≤ t and all y ∈ IRn, there is a Qσ,λr,y -
null set N such that for all ω ∈ N c,
αst(Q
σ,λ
r,y ) = EQσ,λr,y
(
∫ t
s
g(u,Xu, λ(u,Xu))du|Brs)(ω) = Lσ,λt (g)(s,Xs(ω))
(40)
Proof The map f(u, x) = g(u, x, λ(u, x)) satisfies the hypothesis of Propo-
sition 4.2. This gives the existence of the function Lσ,λt (g) satisfying the
required conditions.
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4.2 Feller property for the dynamic convex procedure
Proposition 4.5 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let λ be a bounded Caratheodory function Λ valued. Assume that the penalty
is given by equation(26) (Definition 3.3) for some function g satisfying hy-
pothesis Hg (Definition 4.3).
1. For all φ Borelian bounded on IRn, and t > 0, there is a function
V
σ,λ
t (φ) continuous on [0, t[×IRn, bounded on [0, t[×{x ∈ IRn| ||x|| ≤
K} for all K, such that
E
Q
σ,λ
s,x
(φ(Xt))− αst(Qσ,λs,x ) = V σ,λt (φ)(s, x) (41)
For all r ≤ s ≤ t and y ∈ IRn,
E
Q
σ,λ
r,y
(φ(Xt)|Brs)− αst(Qσ,λr,y ) = V σ,λt (φ)(s,Xs) Qar,ya.s. (42)
2. If φ is furthermore continuous on IRn, V σ,λt (φ) is continuous on [0, t]×
IRn with V σ,λt (φ)(t, x) = φ(x)
Proof
1. The equality (41) follows from Proposition 2.6 and Corollary 4.4, with
V
σ,λ
t (φ) = U
σ,λ
t (φ)− Lσ,λt (g)
U
σ,λ
t (φ) is continuous on [0, t[×IRn and bounded on [0, t[×{x ∈ IRn| ||x|| ≤
K} for all K. The function Lσ,λt (g) is continuous on [0, t]× IRn.
The equality (42) is then a consequence of Lemma 2.2.
2. The result follows from the above proof and from Proposition 2.7 
Following [24] (cf Section 3) we say that a process µ is r-non-anticipating if
for all t ≥ r, µ(t, ω) is Brt -measurable.
Proposition 4.6 Let P σ,µr,y be a probability measure on (Ωr,BrT ) belonging
to (Qr,y)S(Λ). The process µ is bounded and r-non-anticipating. The prob-
ability measure P σ,µr,y on (Ωr,BrT ) is the unique solution to the martingale
problem
Yt = exp{(θ)∗(X(t)−y)−
∫ t
r
θ∗σ(u,Xu(ω))µ(u, ω)du−1
2
∫ t
r
θ∗a(u,Xu(ω))θdu}
(43)
starting from y at time r, i.e. such that EPσ,µr,y ({Xr = y}) = 1.
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Proof We use the description of (Qr,y)S(Λ) given in Proposition 2.15. It
follows that µ is bounded and r-non-anticipating. The probability measure
Q
σ,λi,j
r,y being solution to the martingale problem (4) for λ = λij it follows by
induction that P σµr,y is solution to the martingale problem (43).
The proof of the unicity of the solution to the martingale problem given
in Section 6 (Theorem 6.2) of [24] in the particular case where µ(u, ω) =
b(u,Xu(ω)) can be adapted without difficulties to the more general case
where µ is bounded and r-non-anticipating. 
From proposition 2.15 and the unicity result of Proposition 4.6 we deduce
as in Lemma 2.2 the following result
Corollary 4.7 Let νs in Sst (Λ) (cf Definition 2.14). Let r < s. Let ν˜s in
Srt (Λ) such that for all u ≥ s ν˜s(u, ω) = νs(u, ω). Let (P σ,ν˜sr,y )s,ω be a regular
conditional distribution of P σ,ν˜sr,y given Brs, then
(P σ,ν˜sr,y )s,ω(π
r,s)−1 = P σ,νs
s,Xs(ω)
Qar,y a.s. (44)
Theorem 4.8 Let r < t. Let µ in S˜rt (Λ). For all h in Bb(IRn) (resp.
Cb(IRn)), there is h continuous on ([r, t[×IRn) bounded on {x, ||x|| ≤ K}
(resp. h continuous on [r, t] × IRn and h(t, x) = h(x)) such that for all
r ≤ s < t there is a process νs in S˜st (Λ) satisfying (45) and (46)
∀x, y ∈ IRn, EPσ,νss,x (h(Xt))− αs,t(P σ,νss,x ) = h(s, x) (45)
EPσ,µr,y (h(t,Xt)|Brs)−αs,t(P σ,µr,y ) ≤ EPσ,ν˜sr,y (h(t,Xt)|B
r
s)−αs,t(P σ,ν˜sr,y ) = h(s,Xs)
(46)
where ν˜s(u, ω) = 0 for r ≤ u ≤ s and ν˜s(u, ω) = νs(u, ω) for u > s.
Proof The proof is done in two steps. The first one is the construction
of h given µ. The second one is the construction of νs given µ and s.
• First step: construction of h.
Let r = s0 < s1 < ... < sn = t be the subdivision associated to µ as in
Definition 2.14. For u ∈]si, si+1], µ(u, ω) =
∑
j∈Ii
1Ai,j (ω)λi,j(u,Xu(ω)),
where λij is continuous bounded. We define h recursively on [si, si+1[.
From Proposition 4.5 for all j ∈ In−1 there is a map V σ,λn−1,jt (h) con-
tinuous on [0, t[×IRn such that equations (41) and (42) are satisfied.
let
h(s, x) = sup
j∈In−1
V
σ,λn−1,j
t (h)(s, x) ∀s ∈ [sn−1, t[ (47)
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h is continuous on [sn−1, t[×IRn.
Let i + 1 < n. Assume now that h has been defined as a continuous
function on [si+1, t[×IRn. Let φi(x) = h(si+1, x). From Proposition
4.5, for all j ∈ Ii there is a map V σ,λi,jt (φi) continuous on [0, si+1]×IRn
with V
σ,λi,j
t (φi)(si+1, x) = φi(x) = h(si+1, x). Let
h(s, x) = sup
j∈Ii
V
σ,λi,j
t (φi)(s, x) ∀s ∈ [si, si+1[ (48)
h is continuous on [si, t[×IRn. This ends the proof of the construction
of a continuous function h associated to µ and h. Notice that for all
s ∈ [si, si+1[, there is a partition of IRn in Borelian sets (Cs,j)j∈Ii , such
that
h(s, x) =
∑
j∈Ii
1Cs,j (x)V
σ,λi,j
t (φi)(s, x) (49)
• Second step: Given s ∈]r, t], construction of the process νs.
There is a unique k such that s ∈]sk, sk+1]. For s = r, let k = 0. For
i > k for all u ∈]si, si+1], define
νs(u, ω) =
∑
j∈Ii
1Csi,j(Xsi(ω))λi,j(u,Xu(ω)) (50)
And for u ∈]s, sk+1], define
νs(u, ω) =
∑
j∈Ik
1Cs,j (Xs(ω))λk,j(u,Xu(ω)) (51)
Let ν˜s(u, ω) = 0 for u ≤ s. For all i > k, the restriction of νs to [si, t]
belongs to S˜sit (Λ). We still denote it νs. From the construction of νs,
it follows recursively that for all i > k, and all y ∈ IRn:
EPσ,νssi,y
(h(Xt)) = h(si, y) (52)
The equality
E
P
σ,ν˜s
r,y
(h(Xt)|Brsi)− αsit(P σ,ν˜sr,y ) = h(si,Xsi) (53)
is deduced from equation (52) using Corollary 4.7.
Endly EPσ,νss,y (h(Xt) = h(s, y) and
E
P
σ,ν˜s
r,y
(h(Xt)|Brs)− αst(P σ,ν˜sr,y ) = h(s,Xs) (54)
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Notice that from the expression of µ and from the definition of the
penalty it follows that
EPσ,µr,y (h(Xt)|Brsn−1)− αsn−1t(P σ,µr,y ) =∑
j∈In−1
1An−1,j (Xsn−1)V
σ,λn−1,j
t (h)(sn−1,Xsn−1) (55)
From the definition of h on [sn−1, t[×IRn (equation (47), it follows that
EPσ,µr,y (h(Xt)|Brsn−1)− αsn−1t(P σ,µr,y ) ≤ h(sn−1,Xsn−1)
Using the precedings equations and the monotonicity of the conditional
expectation we then prove recursively that for all r ≤ s < t,
EPσ,µr,y (h(Xt)|Brs)− αst(P σ,µr,y ) ≤ h(s,Xs)

Recall that (Q˜r,y)S(Λ) is the stable set generated by the λ continuous
bounded Λ valued.
Theorem 4.9 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Let 0 ≤ r ≤ s ≤ t. Let y in IRn. Let Πr,ys,t and αs,t be defined as in Section
3.
Πr,ys,t (Y ) = esssupPσ,µr,y ∈(Q˜r,y)S(Λ)(EP
σ,µ
r,y
(Y|Brs)− αs,t(Pσ,µr,y ))
with αs,t(P
σ,µ
r,y ) = EPσ,µr,y (
t∫
s
g(u,Xu(ω), µ(u, ω))du|Brs).
Assume that g satisfies hypothesis Hg. Let h be a Borelian map on IR
n
bounded from below. There is a lower semi-continuous function h˜ on [0, t[×IRn
such that
∀s ∈ [0, t[, ∀x ∈ IRn, Πs,xs,t (h(Xt)) = h˜(s, x) (56)
∀0 ≤ r ≤ s < t, Πr,ys,t (h(Xt)) = h˜(s,Xs) Qar,y a.s. (57)
In case where h is continuous bounded from below, the map h˜ extended by
h˜(t, x) = h(x) is lower semi-continuous on [0, t] × IRn.
Proof - Let h be Borelian bounded (resp h continuous bounded). Given µ
in S˜rt (Λ) denote hµ the continuous function on [r, t[×IRn (resp on [r, t]×IRn)
with hµ(t, x) = h constructed in Theorem 4.8 satisfying equations (45) and
(46).
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Notice that for r ≤ s, every ν in S˜st (Λ) can be identified with the process ν˜
in S˜rt (Λ) defined by ν˜(u, ω) = 0 if u ≤ s and ν˜(u, ω) = ν(u, ω) if s < u. Let
h˜(s, x) = sup
µ∈S˜0(Λ)
hµ(s, x) (58)
The semi continuity properties for h˜ follow from the continuity properties
for every hµ. From Theorem 4.8, equation (45), for given s,
h˜(s, x) ≤ Πs,xs,t (h(Xt)) = sup
ν∈S˜st (Λ)
(EPσ,νs,x (h(Xt))− αst(P σ,νs,x )) (59)
Furthermore,
sup
ν∈S˜st (Λ)
(EPσ,νs,x (h(Xt))−αst(P σ,νs,x )) ≤ sup
ν∈S˜st (Λ)
hν(s, x) ≤ sup
ν∈S˜0t (Λ)
hν(s, x) = h˜(s, x)
(60)
where the first inequality is due to equation (46) and the second one to the
inclusion S˜st (Λ) ⊂ S˜0t (Λ). This proves equation (56). Furthermore from
equation (46), for all 0 ≤ r ≤ s,
Πr,ys,t (h(Xt)) = sup
µ∈S˜rt (Λ)
hµ(s,Xs) (61)
Notice also that from the inclusions S˜st (Λ) ⊂ S˜rt (Λ) ⊂ S˜0t (Λ), and the in-
equalities (59) and (60) it follows that for 0 ≤ r ≤ s,
sup
µ∈S˜rt (Λ)
hµ(s, x) = h˜(s, x) (62)
Equation (57) follows from (61) and (62).
- For h Borelian bounded from below, or continuous bounded from below,
the result follows from the equation
Πs,t(h(Xt)) = sup
n∈IN∗
Πs,t(hn(Xt))
with hn(x) = h(x) ∧ n (cf Corollary 3.6). 
5 Viscosity solution of the PDE
5.1 Continuous selector
Recall the following definition of a continuous selector (Definition 16.57 of
[1], where a multivalued mapping is called correspondence).
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Definition 5.1 A selector from a multivalued mapping φ from X into Y is
a function s : X → Y such that s(x) ∈ φ(x) for all x ∈ X. A continuous
selector is a selector which is continuous.
Recall also the following definition from [1] (Definition 16.2 and Lemma
16.5):
Definition 5.2 A multivalued mapping φ from X into Y is lower hemicon-
tinuous if it satisfies the following equivalent conditions
• For every closed subset F of Y, φu(F ) = {x ∈ X : φ(x) ⊂ F} is closed
• For every open subset V of Y, φl(V ) = {x ∈ X : φ(x)∩V 6= ∅} is open
Recall also the following Michel Selection Theorem (cf [1] Theorem 16.61)
Theorem 5.3 A lower hemicontinuous mapping from a paracompact space
into a Banach space with non empty closed convex values admits a contin-
uous selector.
Recall also that every metrizable space is paracompact (Theorem 2.86 of
[1]).
5.2 Comment on the notion of viscosity solution
We refer to [14] for an exposition of the theory of viscosity solutions for
second order partial diffrential equations. Consider the following PDE on
[0, t[×IRn
H(u, x, v(u, x), ∂uv(u, x),Dv(u, x),D
2v(u, x)) = 0 (63)
Recall the definition:
Definition 5.4 • An upper semi-continuous function v is a subsolution
in the viscosity sense to (63) on [0, t[×IRn if for all (t0, x0), t0 < t,
and all function φ of class C1,2b such that (t0, x0) is a local maximizer
of v − φ, and v(t0, x0) = φ(t0, x0)
H(t0, x0, φ(t0, x0), ∂uφ(t0, x0),Dφ(t0, x0),D
2φ(t0, x0)) ≤ 0 (64)
• A lower semicontinuous function v is a supersolution in the viscosity
sense to (63) on [0, t[×IRn if for all (t0, x0), t0 < t, and all function
φ of class C1,2b such that (t0, x0) is a local minimizer of v − φ, and
v(t0, x0) = φ(t0, x0)
H(t0, x0, φ(t0, x0), ∂uφ(t0, x0),Dφ(t0, x0),D
2φ(t0, x0)) ≥ 0 (65)
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• A continuous function v is a viscosity solution of (63) on [0, t[×IRn if
it is both a subsolution and a supersolution.
In the case where the continuity of v is not known, the semicontinuous
envelopes of v are considered:
v∗(s, x) = lim inf
(s′,x′)→(s,x)
v(s′, x′) (66)
v∗(s, x) = lim sup
(s′,x′)→(s,x)
v(s′, x′) (67)
Assume now that we want to prove that v is a viscosity solution of (63). We
have the following result proving the continuity of v at all points as soon as
v is continuous at terminal points, when a comparison principle is satisfied.
Proposition 5.5 Let v : [0, t]× IRn → IR. Let g(x) = v(t, x). Assume that
v is continuous at (t, x) for all x ∈ IRn.
Assume that v∗ is a supersolution of (63) in the viscosity sense on [0, t[×IRn.
Assume that v∗ is a subsolution of (63) in the viscosity sense on [0, t[×IRn.
Assume that a comparison principle is satisfied.
Then v = v∗ = v∗, v is continuous on [0, t]× IRn and is the unique solution
of viscosity of (63) on [0, t[×IRn with terminal condition g.
Proof The function v being continuous at (t, x) for all x in IRn, it follows
that v∗(t, x) = v∗(t, x) = v(t, x) = g(x) for all x. The function v∗ being a
supersolution, v∗ a subsolution, it follows then from the comparison principle
that v∗ ≤ v∗.
On the other hand it follows from the definition of v∗ and v
∗ that v∗ ≤ v ≤
v∗. This proves that v∗ = v = v
∗. Thus v is continuous and is the unique
viscosity solution of (63) on [0, t[×IRn with terminal condition g. 
Remark 5.6 If v is not continuous at (t, x) for some x v∗(t, x) < v
∗(t, x).
The comparaison principle does not allow to conclude.
5.3 Viscosity supersolution
We introduce the following hypothesis:
Definition 5.7 Hypothesis HΛ:
The multivalued Borel mapping Λ satisfies hypothesis HΛ if Λ is a multival-
ued Borel mapping convex and closed valued such that for all K large enough,
ΛK is lower hemicontinuous, where ΛK(t, x) = {y ∈ Λ(t, x), ||y|| ≤ K}.
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Assume that h is continuous bounded from below and that g satisfies
hypothesis Hg. Let t > 0. In Theorem 4.9, we have proved the existence of
a lower semi continuous function v = h˜ on [0, t]× IRn such that
v(s, x) = Πs,xs,t (h(Xt)) (68)
and
Πr,ys,t (h(Xt)) = v(s,Xs) ∀r ≤ s ≤ t Qar,y a.s. (69)
We want to prove that v is a viscosity supersolution of a second order
PDE.
Let (t0, x0) ∈ [0, t[×IRn. Let φ ∈ C1,2b ([0, t] × IRn) such that
0 = v(t0, x0)− φ(t0, x0) = min(v(t, x) − φ(t, x))
Lemma 5.8 Assume that σ−1(u,Xu) is bounded on [0, T ] × Ω. For all
bounded µ such that P σ,µr,y belongs to Q˜r, y(Λ), there is a Brownian motion
W µ(u) with respect to P σ,µr,y such that
dXu(ω) = σ(u,Xu)(ω)µ(u, ω)du + σ(u,Xu)(ω)dW
µ(u)(ω) P σ,µr,y a.s. (70)
Proof From Proposition 4.6, P σ,µr,y is solution to the martingale problem
Yt = exp{(θ)∗(X(t)−y)−
∫ t
r
θ∗σ(u,Xu(ω))µ(u, ω)du−1
2
∫ t
r
θ∗a(u,Xu(ω))θdu}
(71)
starting from y at time r.
Let θ ∈ IRn. Since the functions σ and σ−1 are bounded, and the process µ
is bounded and non anticipating, one can apply Theorem 3.2 of [24] with
θ(u, ω) = (σ−1)∗(u, ω)θ
and
ξ(s)(ω) = Xs(ω)− y −
∫ s
r
σ(u,Xu(ω))µ(u, ω)du
It follows that
exp(
∫ t
r
θ∗(σ−1)(u, ω)[dXu − σ(u,Xu(ω))µ(u, ω)du]) − 1
2
|θ|2(t− s)
is a P σ,µr,y martingale. The proof follows then the proof of Theorem 3.3 of
[24]. 
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Theorem 5.9 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Assume that Λ satisfies hypothesis HΛ. Let h be continuous bounded from
below. Assume that the restriction of g to {(u, x, y), y ∈ Λ(u, x)} is upper
semi-continuous and that g satisfies hypothesis Hg. Let v be a lower semi
continuous function such that equations (68) and (69) are satisfied. Then v
is a viscosity supersolution of

− ∂uv(u, x) − Lv(u, x)− f(u, x, σ∗(u, x)Dv(u, x)) = 0
v(t, x) = h(x)
(72)
at each point (t0, x0) such that f(t0, x0, σ(t0, x0)
∗Dφ(t0, x0)) < ∞. Here
f(u, x, z) = supλ∈Λ(u,x)(z
∗λ−g(u, x, λ)), and Lv(u, x) = 12Tr(a(t, x)D2(v)(t, x)).
Proof
• Step 1: Time consistency
From the time consistency property for Πt0,x0u,t , it follows that for all
stopping time 0 < δ < t− t0 taking a finite number of real values,
Πt0,x0t0,t (h(Xt)) = Π
t0,x0
t0,t0+δ
(Πt0,x0t0+δ,t(h(Xt)))
= sup
P
σ,µ
t0,x0
∈(Q˜t0,x0 )S(Λ)
(EPσ,µt0,x0
(Πt0,x0t0+δ,t(h(Xt)))− αt0,t0+δ(P
σ,µ
t0,x0
)) (73)
Recall that v is lower semi continuous, φ is continuous, and v(u, x) ≥
φ(u, x) for all u ∈ [0, t] and x ∈ IRn. From equation (69) it then follows
that for every stopping time δ taking a finite number of real values,
Πt0,x0t0+δ,t(h(Xt)) = v(t0 + δ,Xt0+δ) ≥ φ(t0 + δ,Xt0+δ) (74)
• Step 2: Ito’s formula in case σ−1 is bounded.
From Lemma 5.8 applied with µ(u, ω) = λ(u,Xu(ω)), there is a Brow-
nian motion W λ with respect to the probability measure Qσ,λt0,x0 such
that
dXu = (σλ)(u,Xu)du+ σ(u,Xu)dW
λ
u (75)
We can now apply Ito’s formula to φ(t,Xt).
φ(t0 + δ,Xt0+δ) = φ(t0, x0)
+
∫ t0+δ
t0
[φu(u,Xu) +
1
2
Trace(D2φ(u,Xu)(a)(u,Xu))]du
+
∫ t0+δ
t0
(Dφ)∗(u,Xu)σ(u,Xu)dW
λ
u +
∫ t0+δ
t0
(Dφ)∗(u,Xu)σ(u,Xu)λ(u,Xu)du(76)
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It follows from equations (73), (74) and (76), that for every Qσ,λt0,x0 ,
Πt0,x0t0,t (h(Xt))− φ(t0, x0) ≥
E
Q
σ,λ
t0,x0
[Πt0,x0t0+δ,t(h(Xt))−
∫ t0+δ
t0
g(u,Xu, λ(u,Xu)du]− φ(t0, x0) ≥
E
Q
σ,λ
t0,x0
[
∫ t0+δ
t0
(φu(u,Xu) +
1
2
Trace(D2φ(u,Xu)a(u,Xu))du]
+E
Q
σ,λ
t0,x0
[
∫ t0+δ
t0
(Dφ∗(u,Xu)σ(u,Xu)λ(u,Xu)− g(u,Xu, λ(u,Xu))du]
(77)
Thus
0 ≥ E
Q
σ,λ
t0,x0
[
∫ t0+δ
t0
(φu(u,Xu) +
1
2
Trace(D2φ(u,Xu)a(u,Xu))du
+E
Q
σ,λ
t0,x0
[
∫ t0+δ
t0
(Dφ∗(u,Xu)σ(u,Xu)λ(u,Xu)− g(u,Xu, λ(u,Xu))du
(78)
• Step 3 General case
We consider σn such that (σn)
−1 is bounded and such that the sequence
σn is uniformly bounded and converges to σ uniformly on compact
spaces. From Theorem 9.2 of [25] applied for given λ, t0 and x0, Q
σn,λ
t0,x0
converges weakly to Qσ,λt0,x0 as n→∞. The function∫ t0+δ
t0
(φu(u,Xu) +
1
2
Trace((D2φ)σ2)(u,Xu)) + ((Dφ)
∗σλ)(u,Xu))du
being a continuous bounded function of ω, we can pass to the limit
when n→∞. g is not bounded but λ is bounded. Using the polyno-
mial growth hypothesis for g and the estimates of the moments of Xt
(Proposition 2.3) we can proceed as in the proof of Proposition 4.2.
Let gk = sup(inf(g, k),−k). There is k˜ > 0 such that ∀k ≥ k˜, for all
σ˜= σn or σ,
E
Q
σ˜,λ
t0,x0
(
∫ t0+δ
t0
|g(u,Xu, λ(u,Xu))− gk(u,Xu, λ(u,Xu))|)du ≤ ǫ (79)
Thus we can also pass to the limit as σn tends to σ in equation (78)
even for the ′′g′′ term. This proves that inequality (78) is satisfied for
all σ bounded such that σσ∗ is strictly elliptic.
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• last step: viscosity supersolution
By hypothesis f(t0, x0, σ(t0, x0)
∗Dφ(t0, x0)) < ∞. Thus for all ǫ > 0,
there is λ0 ∈ Λ(t0, x0) such that
((Dφ)∗σ)(t0, x0)λ0 − g(t0, x0, λ0) > f(t0, x0, σ(t0, x0)∗Dφ(t0, x0))− ǫ
(80)
From Hypothesis (HΛ) forK large enough ΛK is lower hemicontinuous.
Choose such a K > ||λ0||. Let C be the multivalued Borel mapping
defined by
C(u, x) = ΛK(u, x), ∀(u, x) 6= (t0, x0)
C(t0, x0) = {λ0}
C is also lower hemicontinuous. From Theorem 5.3, there is thus a
continuous bounded selector λ(u, x) of Λ such that for every (u, x),
λ(u, x) ∈ ΛK(u, x) and λ(t0, x0) = λ0.
From the upper semi-continuity of g on {(u, x, y), y ∈ Λ(u, x)}, and
the continuity of the maps λ, X Φu,D
2Φ, and σ, for all ǫ > 0, there is
η > 0, such that for t0 ≤ u ≤ t ≤ t0 + η and ||x0 − x|| < η,
g(t, x, λ(t, x)) − g(t0, x0, λ0) < ǫ (81)
|φu(u, x) + 1
2
Trace(D2φ(u, x)a(u, x)) + (Dφ∗(u, x)σ(u, x)λ(u, x) −
φu(t0, x0) +
1
2
Trace(D2φ(t0, x0)(a)(t0, x0)) +Dφ
∗(t0, x0)σ(t0, x0)λ0| ≤ ǫ(82)
From Proposition 2.3, applied to the probability measure Qσ,λt0,x0 , there
is 0 < α < η such that
Q
σ,λ
t0,x0
(A) < ǫ with A = {ω | sup
t0≤u≤t0+α
||Xu − x0|| > η }
Let δ = α1Ac . δ is a stopping time taking only two values. For t0 ≤ u ≤
t0+ δ, g(u,Xu(ω), λ(u,Xu(ω))) < g(t0, x0, λ0)+ ǫ. Divide the inequal-
ity (78) by α. The left hand side is equal to 0. From equations (81),
(82) and (80), the right hand side is greater or equal to [φu(t0, x0) +
1
2Trace(D
2φ(t0, x0)(a)(t0, x0))+f(t0, x0, σ(t0, x0)
∗Dφ(t0, x0))−3ǫ](1−
ǫ). This proves that v is a viscosity supersolution of (72).

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5.4 Viscosity subsolution
As in the previous subsection we assume that h is continuous and bounded
from below. As in the previous Section v = h˜ is the lower semicontinuous
function on [0, t] × IRn such that v(t, x) = h(x) and Πs,xs,t (h(Xt)) = v(s, x)
and
Πr,ys,t (h(Xt)) = v(s,Xs) ∀ r ≤ s ≤ t (83)
(cf Theorem 4.9).
Denote v∗ the upper semi continuous envelope of v,
v∗(s, x) = lim sup
(s′,x′)→(s,x)
v(s′, x′)
Let φ ∈ C1,2b such that
0 = v∗(t0, x0)− φ(t0, x0) = sup
(s,x)
(v∗(s, x)− φ(s, x)) (84)
We introduce now a growth hypothesis on Λ.
Definition 5.10 • The multivaled Borel mapping Λ has linear growth
if there is a Borelian map φΛ such that
∀y ∈ Λ(t, x), ||y|| ≤ φΛ(t, x) (85)
and such that φΛ(s, x) ≤ K(1 + ||x||).
• The multivaled Borel mapping Λ satisfies hypothesis HΛ if it satisfies
hypothesis HΛ (cf Definition 5.7) and if it has linear growth.
Lemma 5.11 Assume that the multivaled Borel mapping Λ has linear growth.
For all q ≥ 1, A, C, and t > 0, there are constants K1 such that for all y
such that ||y|| ≤ C and σ continuous such that ||σ|| ≤ A, and all bounded µ
such that P σ,µr,y belongs to (Q˜r,y)S(Λ)
EPσ,µr,y ( sup
s≤u≤t
(||Xt −Xu||2q) ≤ K1(t− s)q (86)
Proof
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• Assume that σ−1(u,Xu) is bounded on [0, T ]×Ω. From Lemma 5.8, for
all bounded µ such that P σ,µr,y belongs to Q˜r,y(Λ), there is a Brownian
motion W µu with respect to P
σ,µ
r,y such that
dXu(ω) = σ(u,Xu)(ω)µ(u, ω)du + σ(u,Xu)(ω)dW
µ
u (ω) P
σ,µ
r,y a.s.
(87)
Let b(s,Xs(ω), ω) = σ(s,Xs(ω))µ(s, ω). σ being bounded by A, and µ
being Λ˜ valued, it follows from hypothesis HΛ that ||b(s,Xs(ω), ω)|| ≤
AK(1 + ||Xs(ω)||). It follows then from [17], II 5 Corollary 10, that
there exists K1 > 0 depending only on q A B K and t such that
equation (86) is satisfied.
• For general σ consider as in Theorem 5.9 a sequence σn such that
(σn)
−1 is bounded and such that the sequence σn is uniformly bounded
and converges to σ uniformly on compact spaces. We then conclude
as in the proof of Proposition 2.3.

Theorem 5.12 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Assume that Λ has linear growth. Assume that h is continuous bounded
from below. Assume that g satisfies hypothesis Hg. Assume that f is upper
semi continuous at (t0, x0, σ
∗(t0, x0)Dφ(t0, x0)). Let v = h˜ be the lower semi
continuous function as in Theorem 4.9 . Then v∗ is a viscosity subsolution
of
− ∂uv(u, x) − Lv(u, x)− f(t, x, σ∗(u, x)Dv(u, x)) = 0 (88)
with f(u, x, z) = supλ∈Λ(u,x)(z
∗λ− g(u, x, λ))
Proof The function f being upper semi continuous at (t0, x0, σ
∗(t0, x0)Dφ(t0, x0)),
andX, Φu, D
2Φ, Dφ and σ being continuous, for all n ∈ IN∗, there is ηn > 0,
ηn < 1, such that for t0 ≤ u ≤ t ≤ t0 + ηn and ||x0 − x|| < ηn,
f(t, x, σ∗(t, x)Dφ(t, x)) ≤ f(t0, x0, σ∗(t0, x0)Dφ(t0, x0)) + 1
n
(89)
|φu(u, x) + 1
2
Trace(D2φ(u, x)a(u, x)) + (Dφ∗(u, x)σ(u, x)λ(u, x) −
φu(t0, x0) +
1
2
Trace(D2φ(t0, x0)a(t0, x0)) +Dφ
∗(t0, x0)σ(t0, x0)λ0| ≤ 1
n
(90)
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From Lemma 5.11, there is γn > 0 such that for all |u−t0| ≤ 1 and ||y−x0|| ≤
1 for all µ Λ˜ valued such that P σ,µu,y belongs to Q˜u,y(Λ),
P σ,µu,y (An) <
1
n
with An = {ω | sup
u≤u′≤u+γn
||Xu′ − y|| > ηn
2
}
Let δn = γn1Acn . δn is a stopping time taking only two values.
For all n > 0 choose (tn, xn) such that |tn − t0| < ηn2 , ||xn − x0|| < ηn2 and
φ(tn, xn)− v(tn, xn) ≤ γnn .
From equation (83) v(tn, xn) = Π
tn,xn
tn,t
(h(Xt)). On the other hand,
Πtn,xntn,t (h(Xt)) = supPσ,µtn,xn∈(Q˜tn,xn )S(Λ)
(EPσ,µtn,xn
(h(Xt))− αtn,t(P σ,µtn,xn)) (91)
Thus for all n > 0, there is a bounded process µn, tn-non-anticipating,
P
σ,µn
tn,xn
∈ (Q˜tn,xn)S(Λ) such that
v(tn, xn) ≤ EPσ,µntn,xn (h(Xt))− αtn,t(P
σ,µn
tn,xn
) + αn (92)
From the cocycle condition for the penalty associated to the probability
measure P σ,µntn,xn and the definition of Π
tn,xn
tn+δn,t
(h(Xt)), it follows from (92)
that
v(tn, xn) ≤ EPσ,µntn,xn [Π
tn,xn
tn+δn,t
(h(Xt))−
∫ tn+δn
tn
g(u,Xu, µn(u, ω)du]+αn (93)
From equation (83)
Πtn,xntn+δn,t(h(Xt)) = v(tn + δn,Xtn+δn) (94)
Furthermore, v ≤ v∗ ≤ φ, v being lower semi continuous, v∗ upper semi
continuous and φ continuous. It follows that
v(tn + δn,Xtn+δn) ≤ φ(tn + δn,Xtn+δn) (95)
From equations (93) (94) and (95), it follows that
v(tn, xn) ≤ EPσ,µntn,xn [φ(tn + δn,Xtn+δn)−
∫ tn+δn
tn
g(u,Xu, µn(u, ω)du] + αn
As in the proof of Theorem 5.9 we consider σj continuous, σ
−1
j bounded such
that the sequence σj is uniformly boundedby A and uniformly convergent
to σ on compact spaces. Proceeding as in the proof of Proposition 4.2, even
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if g is not bounded, using the weak convergence of P
σj ,µn
t0,x0
to P σ,µnt0,x0 when
j →∞, we get that for given n, there is j(n) such that
v(tn, xn) ≤ E
P
σj(n),µn
tn,xn
[φ(tn+δn,Xtn+δn)−
∫ tn+δn
tn
g(u,Xu, µn(u, ω)du]+2αn
(96)
As in the the proof of Theorem 5.9, we apply Ito’s formula to φ(tn +
δn,Xtn+δn) using the P
σj(n),µn
tn,xn
-Brownian motion W n. Using the inequal-
ity
Dφ∗(u,Xu(ω))σj(n)(u,Xu(ω))µn(u, ω)− g(u,Xu, µn(u, ω)) ≤
f(u,Xu(ω), σ
∗
j(n)(u,Xu(ω))Dφ(u,Xu(ω)) (97)
Letting n tend to ∞, it follows from the definition of δn, the uniform con-
vergence of σn to σ on compact spaces and upper semicontinuity of f at
(t0, x0, σ
∗(t0, x0)Dφ(t0, x0)) that
0 ≤ φu(t0, x0) + Lφ(t0, x0) + f(t0, x0, σ(t0, x0)Dφ(t0, x0))
i.e. v∗ is a viscosity subsolution of (88).

5.5 Viscosity solution and uniqueness
The following Theorem results from Theorems 5.9 and 5.12
Theorem 5.13 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Assume that g satisfies hypothesis Hg. Assume that Λ satisfies hypothesis
HΛ. Let h be continuous bounded from below. Assume that f is upper
semi continuous and that the restriction of g to {(u, x, y), y ∈ Λ(u, x)} is
upper semi continuous. Let v = h˜ be the lower semi continuous function on
[0, t] × IRn as in Theorem 4.9. Assume that the function v is continuous.
Then v is a viscosity solution on [0, t[×IRn of


− ∂uv(u, x) − Lv(u, x)− f(u, x, σ∗(u, x)Dv(u, x)) = 0
v(t, x) = h(x)
(98)
where f(u, x, z) = supλ∈Λ(u,x)(z
∗λ− g(u, x, λ)
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We now give two sufficient conditions for the continuity of the function
v. The first one is the existence of an optimal probability measure. The
following lemma is a direct application of proposition 4.5.
Lemma 5.14 Assume that there is a probability measure Qσ,λ0,y in Q˜0,y(Λ)
such that for all s ∈ [0, t[,
Π0,ys,t (h(Xt) = EQσ,λ0,y
(f(Xt)|Bs)− αs,t(Qσ,λ0,y ) (99)
Then the function v = h˜ as in Theorem 4.9 is continuous.
The following lemma gives a sufficient condition for the continuity in
cases where an optimal control does not exist.
Lemma 5.15 Let σ be continuous bounded and a = σσ∗ strictly elliptic.
Assume that g satisfies hypothesis Hg. Assume that Λ satisfies hypothesis
HΛ. Let h be bounded from below and α Ho¨lder-continuous for some α >
0. Let v = h˜ be the lower semi continuous function on [0, t] × IRn as in
Theorem 4.9. Assume that the PDE (98) satisfies the comparison principle
for functions bounded on compact spaces. Then the function v is continuous.
It is the unique viscosity solution of (98).
Proof
• We prove first that v is continuous at (t, x) for all x and that v is
bounded on compact sets. Recall that for all x, v(t, x) = h(x). Let
s < t.
|v(s, x) − h(x)| ≤ sup
µ
|EPσ,µs,x (h(Xt)− h(x))| + sup
µ
|αst(P σ,µs,x )| (100)
Let m be the growth exponent of g and α > 0 the exponent of Ho¨lder-
continuity of h, one can choose p > 1 such that αp > 2 and mp > 2.
From Ho¨lder inequality it follows that there is C˜ such that
|v(s, x)− h(x)| ≤ C˜ sup
µ
([EPσ,µs,x |Xt − x|αp]
1
p + (t− s)
+[EPσ,µs,x (
∫ T
s
||Xu||mpdu)]
1
p ) (101)
It follows from Lemma 5.11 that |v(s, x) − h(x)| tends to 0 uniformly
in x when s tends to t. Since h is continuous and h(x) = v(t, x), it
follows that v is continuous at (t, x) for all x and also that v is bounded
on compact sets.
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• It follows from the definition of v∗ that v∗(t, x) = v(t, x) = h(x) for
all x. From Theorem 5.9 v is a viscosity supersolution of (98). From
Theorem 5.12, the function v∗ is a viscosity subsolution of (98). The
function v, and thus v∗, are bounded on compact spaces. It follows
from the comparison principle that v∗ ≤ v on [0, T ]×IRn. The converse
inequality follows from the definition of v∗, thus v = v∗ is continuous
and is the unique viscosity solution of (98). 
For comparison results for non linear second order PDE we refer to [14, 13,
16, 8].
We give now an application to a stochastic volatility model.
6 Application to a Stochastic volatility Model
In this section we consider a general framework for a stochastic volatility
model in mathematical finance. The volatility process for the price pro-
cess is assumed to be itself a stochastic process. The financial market is
thus incomplete and we assume that it satisfies the no arbitrage hypothesis.
Therefore there exists an equivalent martingale measure for the discounted
price process St. A general framework for a stochastic volatility model writ-
ten under an equivalent martingale measure is thus:


dSt = σ(t, St, Yt)(
√
1− ρ(t, St, Yt)2dW 1t + ρ(t, St, Yt)dW 2t )
dYt = α(t, St, Yt)dt+ γ(t, St, Yt)dW
2
t
(101)
where W 1 and W 2 are two independent n dimensional Brownian motions.
This framework includes the framework considered by Hull and White [15].
Assume that σ and γ are continuous bounded symmetric definite positive
matrices for all (t, s, y), and that ρ is continuous with values in ] − 1, 1[.
Denote Σ the matrix associated to the above system, and a = ΣΣ∗.
a(t, St, Yt) =(
σ2(t, St, Yt) (ρσγ)(t, St, Yt))
(ρ)γσ(t, St, Yt)) (γ
2(t, St, Yt)
)
(102)
One can easily verify that a is continuous bounded strictly elliptic. Define
now the multivalued Borel mapping Λ from IR+ × IR2n into IR2n.
Λ(t, s, y) = {(α, ν), | α
√
(1− ρ(t, s, y)2) + νρ(t, s, y) = 0} (103)
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It follows easily from the definition that for all (t, s, y), Λ(t, s, y) is a n dimen-
sional vector subspace of IR2n. It is thus convex and closed. A probability
measure PΣ,µS0,YO is an equivalent martingale measures for St if and only if for
all t and ω, µt(ω) belongs to Λ(t, St(ω), Yt(ω)).
Lemma 6.1 For all K > 0, ΛK is lower hemicontinuous, where ΛK(t, s, y) =
{(α, ν) ∈ Λ(t, s, y)| α∗α+ ν∗ν ≤ K}.
Proof Let (tn, sn, yn) with limit (t, s, y). Let (α, ν) ∈ ΛK(t, s, y). Let
νn = ν
√
(1−ρ(tn,sn,yn)2)√
(1−ρ(t,s,y)2)
and αn = −ν ρ(tn,sn,yn)√
(1−ρ(t,s,y)2)
. It is easy to verify that
(αn, νn) belongs to Λ(tn, sn, yn), and that (αn, νn)→ (α, ν) as n→∞. Fur-
thermore α∗nαn + ν
∗
nνn = α
∗α + ν∗ν. Thus (αn, νn) ∈ ΛK(tn, sn, yn). From
the characterization of lower hemicontinuity given in Theorem 16.21 of [1],
this proves the result. 
Given φ real valued denote Λφ the multivalued Borel mapping
Λφ(t, s, y) = {(α, ν) ∈ Λ(t, s, y) | α∗α+ ν∗ν ≤ φ(s, y)} (104)
Lemma 6.2 Let φ(s, y) = C(1 + (s∗s+ y∗y)
1
2 for C > 0 and k ∈ IN . Then
Λφ satisfies hypothesis HΛ
Proof It is enough to prove that for all K > 0, ΛφK is lower hemicontinuous.
The proof is adapted from the proof of Lemma 6.1, replacing νn and αn
respectively by ν˜n = νn inf
(
1,
√
φ(sn,yn)
φ(s,y)
)
and α˜n = αn inf
(
1,
√
φ(sn,yn)
φ(s,y)
)
. 
The following proposition is an application of our above results and of [4]
Theorem 5.1.
Proposition 6.3 •
Π
0,(S0,Y0)
s,t (ξ) = esssupPΣ,µ
0,(S0,Y0)
∈(Q˜0,(S0,Y0))S(Λ)
E
PΣ,µ
0,(S0,Y0)
(ξ|Bs)
is the surreplication price.
• Choose for g a non negative function on IR+ × IR2n × IR2n such that
g(t, (s, y), (0, 0)) = 0 for all t. Then
Π
0,(S0,Y0)
s,t (ξ) = esssupPΣ,µ
0,(S0,Y0)
∈(Q˜0,(S0,Y0))S(Λ
φ)
(E
PΣ,µ
0,(S0,Y0)
(ξ|Bs)−αs,t(PΣ,µ0,(S0,Y0))
defines a No Free Lunch Time Consistent Convex Pricing Procedure
extending the dynamics of the asset St. Π
0,(S0,Y0)
s,t (ξ) represents the dy-
namic ask price for the asset ξ, −Π0,(S0,Y0)s,t (−ξ) represents its dynamic
bid price.
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• The dynamic ask price Π0,(S0,Y0)s,t (h(St)) of an european option, for h
Borelian bounded from below is equal to h(s,Xs, Ys) for a lower semi
continuous function h on [0, t[×IR2n. When h is continuous and when
the hypothesis of Theorem 5.13 are satisfied, h is a viscosity solution
of the second order PDE (98).
The choice g ≥ 0 non equal to 0 allows to take into account the liquidity
risk. As a simple example we can make the choice of a power penalty, i.e.
g(t, s, y, α, ν) = ||(α,ν)||
p
p
for some 1 < p < ∞, if (α, ν) ∈ Λφ(t, s, y), and
g(t, s, y, α, ν) = +∞ otherwise. Let ψt,s,y(z, z′) = ||z− ρ(t,s,y)√
(1−ρ(t,s,y)2)
z′||. Let
q be the conjugate exponent of p. The function f is then given on IR+ ×
IR2n × IR2n by f(t, s, y, z, z′) = ψt,s,y(z,z′)q
q
when ψt,s,y(z, z
′) ≤ Φ(t, s, y) p−12 ,
and f(t, s, y, z, z′) = ψt,s,y(z, z
′)Φ(t, s, y)
1
2 − Φ(t,s,y)
p
2
p
otherwise. It is easy to
verify that g and f satisfy the hypothesis of Theorems 5.9 and 5.12. When h
is Ho¨lder continuous, this provides a viscosity supersolution and a viscosity
subsolution of (98).
We can also choose the function g such that the dynamic bid price−Πst(−hi(Sti))
and ask price Πst(hi(Sti)) for a finite number of given options hi(Sti) are
compatible with limit order books observed in the financial market for these
options ([5]).
7 Appendix: Time consistent dynamic procedure
Motivated by the problematic of the evaluation of financial risks, the notion
of risk measures has been introduced at the begining of the 21 st century.
Here we give the definition of a time consistent dynamic risk procedure,
which is up to a minus sign a time consistent dynamic risk measure. In the
following T can be either the set of deterministic times or the set of stopping
times taking a finite number of finite values or the set of all stopping times.
Definition 7.1 A T -time consistent dynamic procedure on a filtered prob-
ability space (Ω,F∞, (Ft)t∈IR+ , P ) is a family (Πs,t)0≤s≤t, s, t in T :
Πs,t : L
∞(Ft)→ L∞(Fs) satisfying
1. For every s ≤ t the following four properties:
• monotonicity: ifX ≤ Y then Πs,t(X) ≤ Πs,t(Y )
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• translation invariance: ∀ Z ∈ L∞(Fs)
Πs,t(X + Z) = Πs,t(X) + Z
• convexity: ∀λ ∈ [0, 1]
Πs,t(λX + (1− λ)Y ) ≤ λΠs,t(X) + (1− λ)Πs,t(Y )
• continuity from below: for every increasing sequence Xn of ele-
ments of L∞(Ft) such that X = lim Xn, the increasing sequence
Πs,t(Xn) has the limit Πs,t(X).
2. time consistency: For 0 ≤ r ≤ s ≤ t in T , for all X ∈ L∞(Ft)
Πr,s(Πs,t(X)) = Πr,t(X)
Definition 7.2 The dynamic procedure can have additional properties.
• It is normalized if ∀s ≤ t Πs,t(0) = 0
• It is sublinear if
∀s ≤ t ∀λ > 0 ∀X ∈ L∞(Ft) Πs,t(λX) = λΠs,t(X)
The most important way of constructing time consistent dynamic pro-
cesses is to construct a stable set of equivalent probability measures and to
define on this set a penalty which is local and satisfies the cocycle condition.
Recall the following definitions introduced in [2].
Definition 7.3 A set Q of equivalent probability measures is T -stable if it
satisfies the two following properties:
1. Stability by composition
For all s in T , for all Q and R in Q, there is a probability measure S
in Q such that
(
dS
dP
) =
(dQ
dP
)
(dQ
dP
)s
(
dR
dP
)s (105)
where (dR
dP
)s means E(
dR
dP
|Fs).
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2. Stability by bifurcation
For all s in T , for all Q and R in Q, for all A ∈ Fs there is a
probability measure S in Q such that for all X ∈ L∞(Ω,FT , P ),
ES(X|Fs) = 1AEQ(X|Fs) + 1AcER(X|Fs) (106)
Delbaen introduced in [9] the notion of m-stability which is the condition
of stability by composition for stopping times taking both finite and infinite
values. Notice that the m-stability implies from Proposition 1 of [9] the
stability by bifurcation.
Recall the following definition of a penalty [3], and of the cocycle condi-
tion
Definition 7.4 A penalty function α defined on a T -stable set Q of proba-
bility measures all equivalent is a family of maps (αs,t), s ≤ t in T , defined
on Q with values in the set of Fs-measurable maps.
i) It is local:
if for all Q,R in Q, for all s in T , for all A in Fs, the asser-
tion 1AEQ(X|Fs) = 1AER(X|Fs) for all X in L∞(Ft) implies that
1Aαs,t(Q) = 1Aαs,t(R).
ii) It satisfies the cocycle condition if for r ≤ s ≤ t in T , for all Q in Q,
αr,t(Q) = αr,s(Q) + EQ(αs,t(Q)|Fr)
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