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The past few years have witnessed the emergence of a vigorous literature seeking to exploit nonparametric 
estimation ideas in time-series contexts. As documented herein, in recent times, various mixing conditions 
postulated in the seminal investigations by Rosenblatt ( 1970) and Roussas ( 1969) have been relaxed. 
The present study assumes that the observed series is Markov with a time-invariant transition function, but does 
not postulate mixing conditions or that the coordinate process have a proper probability distribution. Thereby, our 
methodology encompasses random walks, for example. Nevertheless, a variation of the traditional nearest neighbor 
regression estimate is found to be pointwise consistent under useful conditional moment assumptions. 
time series * nonparametric estimation * Markov sequence 
1. Introduction 
There has been a spurt of activity toward devising nonparametric time series estimation 
methods which are provably convergent under the most lenient sort of mixing conditions. 
Particularly noteworthy in this regard is a study by Gyorfi and Masry (1990) which 
establishes that a standard recursive-type estimator for the marginal density (assumed to in 
L,, for p = 1 or 2) is strongly consistent in the corresponding L,, norm if only the time series 
is ergodic and has an absolutely continuous conditional density. In Chapter 4 of Gyorfi et 
al. ( 1989) one finds a similar result for the L, case for a histogram-type density estimator. 
Chapter 3 of the above-referenced work applies an extension of a law of large numbers by 
Beck to the thesis of Delacroix (1987). The authors thereby outline how one obtains 
universal consistency of a kernel regression estimator under stationarity and ergodicity. By 
different means, Yakowitz ( 1989) has shown that in the Markov case, the usual kernel 
regression estimator is pointwise consistent and asymptotically normal for Markov 
sequences. To summarize the status, there are now a number of statements to the effect that 
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estimation for stationary ergodic time series is possible, provided that the coordinates of 
the time series are proper random variables. 
The present paper is devoted to dropping even the assumption that a law for the coordinate 
process exists. We allow that the time series might be specified only in terms of a stationary 
Markov transition function. Thus oscillating random walks and other Markov processes 
with null-recurrent state sets now come under the purview of nonparametric regression. Our 
results imply that if {X( i) } is Markov and has a time-invariant transition probability function 
and if the (auto-) regression function E[X( II + 1) 1 X(n) =x] is to be inferred, then pro- 
vided the neighborhoods of x are visited infinitely often and certain smoothness assumptions 
are satisfied, our ‘(selected) radius’ nearest neighbor estimator is pointwise consistent. It 
is argued that consistency, under this generality, cannot be achieved by conventional NN 
and kernel estimators. 
2. Statement of hypotheses and results 
We proceed now with particulars. The object of interest will be a vector-valued random 
sequence which satisfies the following Markov hypothesis, as well as moment and recur- 
rence hypotheses to be stated later in this section. 
Markov hypothesis. The Markov sequence {X(i) : i = 1,2, . . . > has state space S in lRd and 
a time-invariant transition law. It is assumed that there is but one ergodic class. The 
(auto-) regression function is presumed to exist and is denoted by 
m(x) =E[X(1’+ 1) 1 X(i) =x] . 
The traditional nearest neighbor algorithm 
The traditional k-NN rule, of the most elementary form, is as follows: A sequence {k(n) } 
of non-decreasing unbounded positive integers having been selected, the k-NN regression 
estimate of m(x) is defined by 
1 




where the T( i, x) are the time indices of the k(n) nearest trajectory states to x. That is, if 
?P={T(i, x): 1 <i<k} 
and if i, E ?P, i2 E !P, but 1~ i, < n, then under the Euclidean norm 1 . 1, 
IX(i,) -xl < IX(i,) --xl . 
Above and elsewhere we use real-variable notation such as I . 1, d/dx, etc., although we 
intend our developments to cover random vectors in Wd also. The intended meaning in the 
random vector case will be clear. 
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The traditional k-NN estimator does not readily accommodate nongeometric waiting 
times between visits to neighborhoods of a point x of interest. In fact, for any preset 
unbounded sequence {k(n)) there is a Markov process for which the radii of the balls 
containing k(n) nearest neighbors as. do not converge asymptotically to 0. We give a 
counter-example construct: Let n(k) be the times n that k( n) increases from k( IZ - 1). First, 
consider the deterministic sequential automaton determined for k = 1, 2, . by the formula 
x(n(k)+j+l)=[llk(n)]+j, O<j<(n(k+l)-n(k)). 
The reader will verify that at any time PZ, there are only k(n) - 1 points in the interval 
[O,l] . Thus as claimed, the k(n) radius for h,(O) does not vanish with increasing n. 
Furthermore, note that that every x(n) is isolated. Since the points are isolated, the reader 
will see how this automaton can be approximated by a Markov sequence with a continuous 
transition function. One could further modify this construct so that the traditional k-NN 
regression estimator G,(O) does not converge to m(O) = 1. In the same vein, for any 
specified sequence of bandwidths converging to 0, the number of nonzero summands of a 
kernel method having a bounded-domain kernel need not increase with increasing sample 
size. 
To accommodate the possibility of arbitrarily-distributed recurrence times of neighbor- 
hoods of a domain point, a variation on the traditional rule has been adopted: 
The r-nearest neighbor algorithm 
Define {r(k)lksl to be a strictly decreasing sequence of numbers satisfying 
r(k) +O as kta. (2.2) 
Define B( k, x) to be the ball of radius r(k) , centered at x. Let V( i; B( k, x) ) denote the time 
of the ith visit to B( k, x). The (selected) radius-nearest neighbor regression estimator 
mk( x) of m(x) is referred to as the ‘r-NN’ estimator and defined by the formula 
Q(X)= i ‘& X(V(i; B(k,x))+l). 
Iszl<k 
(2.3) 
In words, the kth regression estimate is the sample average of the successors to the first 
k visits to the ball B( k, x) In contrast to the traditional estimator, the radius of this ball has 
been selected in advance of taking the observations. One can rephrase the r-NN method in 
a more pragmatic way as follows: The sequence r(k) of vanishing radii having been 
specified, choose k. Observe the process until time N + 1, where N = N(x) is the (random) 
time at which {X(n) } makes the kth visit to B( k, x). Compute mk(x) according to (2.3). 
The purpose of the r-NN estimator is to assure a consistent scheme under the weakest 
assumptions we possibly can. Hitherto, investigators have been compelled to postulate 
various mixing conditions which would be challenging to check. Your author admits that 
the k and x-dependent random sample size is awkward. But he submits that this is needed 
to open up the territory of random walks to nonparametric regression, and that the resulting 
theory is therefore worth exploring. We anticipate that if by chance the process is positive 
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recurrent on neighborhoods of x, it ought to exhibit performance comparable to the 
k-NN method, since they would coincide on a given sequence if k were chosen to be 
V(k, B(k, x) ). 
Statement of results 
Our consistency result depends on the preceding Markov assumptions as well as the follow- 
ing hypothesis: 
Recurrence hypothesis. For every k, and B( k, x) as in the r-NN definition, regardless of 
I 
x, 
P[X(n) EB(k, x) i.o. 1 X( 1) =x’] = 1 . 
Theorem 1. Assume that 
Var(x’) =Variance(X(2) 1 X( 1) =x’) 
is bounded for all x’ in some neighborhood of x. Zf m( x’) is continuous at x and x E S, then 
under the Markou and recurrence hypothesis, for mk(x) the r-NN estimator, as k--f ~0, 
mk(x) + m(x) , 
in probability. If, in addition, m( x’) is Lipschitz of order (Y > 0, then the expected squared 
errorofm,(x) isO(l/k+r(k)*OL). 
For strong convergence, we need a slightly stronger moment assumption. 
Theorem 2. Assume that for some positive number e, the function 
E[~X(2)~*+‘)X(l)=x’] (2.4) 
is bounded on some neighborhood of x. For m(x’) continuous at x and {X(i)} satisfying 
the preceding Markor and recurrence hypotheses, the r-NN estimator mk(x) comerges to 
m(x), almost surely. 
The proofs of Theorems 1 and 2 are in Sections 3 and 4, respectively. 
It is not relevant to the theorems or their proofs to know it, but it is interesting to observe 
the time series X( V( i, B( k, x) ) of successive visits to the ball B( k, x) is itself Markov, and 
in fact, does have an invariant law, for k sufficiently large and under some mild additional 
hypotheses. Furthermore, this subprocess is Doeblin. We close this section by demonstrating 
these assertions. 
Exposition begins with a statement of cogent Orey/Harris Markov sequence results. The 
object of interest here is the infinite sequence {X(i)} satisfying the Markov and recurrence 
hypotheses of the preceding developments. The term ‘Bor’ will denote the Bore1 field for 
state space, which is presumed to be in Rd. The developments here depend on investigations 
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by Harris ( 1956) and Orey ( 1959), and we follow them in hypothesizing Condition H (for 
Harris) : 
Condition H. There exists a non-trivial sigma-finite measure H( ) on state space such that 
any Bore1 E of positive H( ) measure satisfies 
P[X(n) EE, i.0.I X( 1) =x] = 1 , 
for every state x. 
A useful observation is that if A E Bor, then {X( V(j; A) )} is also a Markov sequence 
with a stationary transition law. An explicit formula is given by Harris ( 1956)) who calls 
{X( V(j; A) )} the ‘process on A’. 
The results we will draw upon are: 
Fact 1 (Orey, 1959, Theorem). Under Condition H, state space is the limit of a nested 
sequence {S(j) } of Doeblin sets. That is, S(j) cSC~ + 1) , j = 1, 2, . . ., and for each j, the 
process on S(j) satisfies the Doeblin condition of Doob (1953), p. 192). Thus there is a 
finite-palmed, non-trivial measure A( ’ ) of Bore1 subsets of S(j), a positive integer, u, and 
a positive number e, such that 
P[X(V(c;S(j)))EE]X(O)=x]=Gl-e, 
wheneoer h(E) < e and x E S(j). 0 
Fact 2 (Orey, 1959, Lemma 1.3). If B E Bor, and B c E, with E a Doeblin set, then 
{X( V(j; B) ) } is a Doeblin process. 0 
The Recurrence Hypotheses of Section 2 is weaker than Hypothesis H. If instead, we had 
hypothesized that every Bore1 subset of S having positive Lebesgue measure is recurrent, 
then Condition H would be implied. For we can then take H( ) to be the measure determined 
by having the indicator function for S as its Radon-Nikodym derivative. 
If one further hypothesizes that the X(i) process is determined by a continuous bounded 
transition density function f(y 1 x), then provided XE S, the process on B( k, x), for k 
sufficiently large, is Doeblin. Orey’s ( 1959) proof that state space is the union of Doeblin 
sets S(j) is actually constructive: For some number q in the open unit interval, the sets S(j) 
have finite H( )-measure and admit the representation 
S(j) = {x’: H({y: f ‘(y 1 x’) +f 2(y 1 x’) + ... +f j(y Ix’> l/j)}) 
>qH(SO’))]. (2.5) 
Here f “(y Ix’) denotes the u-step transition density function, i.e., the p.d.f. for 
X(u+ 1) I X( 1) =x’. In our case, sincef(y I x’) is p resumed bounded and continuous, the 
sets S(j) are open. Take S to be some fixed S(j)-set containing x. For k sufficiently large, 
the ball B( k, x) as specified in the r-NN definition, will be a subset of S, and so by Facts 1 
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and 2, the process on B( k, x) is Doeblin. Every Doeblin process has an invariant probability, 
and the actual distribution of X( V( i, B( k, x) ) converges to the invariant law exponentially 
quickly, in the variation norm, with increasing i. 
3. Weak consistency analysis 
We seek bounds for the mean squared error by bounding the bias and variance of mk( x) . 
Component bias 
The expected value of the k-NN regressor is, 
S&(x)= k i E[X(V(i,B(k,x))+l) IX(V(i,B(kx)))l 
,=I 
= $ ,$ m(X(V(i, B(k, x))) . 
,=I 
Therefore. 
Ifi, -m(x) I G ii<, Im(X(Wi, Wkx))) -m(x) I 
(3.1) G sup Im(y)-4x1 I . 
.VEE(tv) 
Now the hypothesized continuity of m(x’) at x implies that as r(k) JO, 
J&Ax) -m(x) I LO. (3.2) 
By this development, one confirms also that under the Lipschitz condition in Theorem 1, 
the order of this convergence is 0( r:). 
We remark that Mack’s ( 1981) bias analysis for the k-NN regressor is more complex. 
He represented the regression estimator as a ratio h,(x) /fn(x), fn(x) being the k-NN density 
estimator, and obtained first and second order expressions for the errors of the numerator 
and denominator. In our case, such an analysis is unnecessary, and in fact, may not go 
through because the r-NN version of these terms need not be consistent without additional 
hypotheses. 
Variance analysis 
Our convergence proof now hinges on showing that the variance of mk converges to 0 as k 
increases. Because of the Markov assumption, the summands constituting mk(x) -r&(x) 
can be represented as the sum CF=, Qi of martingale differences. Thus define 
Qi=X<V(i,B(k,x))+l)-E[X(V(i,B(k,x))+l) IX(V(i,B(k,x)))]. 
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This gives the claimed martingale representation for the Qi with respect to the sigma field 
~(X(V(i,B(k,x))),X(V(i,B(k,x))-l), . . ..X(l)) 
of the Markov process history. But by the Markov property, X( V( i, B( k, x) ) ) is enough to 
determine the probabilistic behavior in the future. By the orthogonality of martingale 
differences (e.g., Doob, 1953, p. 93), 
(3.3) 
If M the variance bound postulated in the theorem, then we have for k sufficiently large that 
EQf GM and consequently 
E(m,(x) -&(~))~<Mlk. (3.4) 
The theorem now follows from combining the variance and bias results to the obvious 
assertion that 
E(m,(x) -m(x))2=Var(mk(~)) +Bias(m,(x))2. III 
4. Strong consistency analysis 
This section is devoted to proving Theorem 2. Again a martingale result is employed. Thus, 
as in Section 3, presume that k has been specified, and again let 
Qj=X(V(i,B(k,x))+l)-E[X(V(i,B(k,x))+l) IX(V(i,B(k,x)))]. 
The result we will draw on is Rosenthal’s inequality (Hall and Heyde, 1980, p. 23) which 
states that for a specified constant C and any martingale difference sequence {Y(i) }, with 
S(n) =Cr=,Y(i), wehaveforpa2, 
2 E[Y(i)21F(i-1)] 1 
P/2 
+ 2 EIY(i)lP (4.1) 
i=l i=l 
We set Y(i) = Q,/k. Then for fi,J x) as in the proof of Theorem 1, (4.1) reads 
El I Q(X) -&Ax) I "I 
2 .k ElQ~IX(V(CR(k,X)))1]1'2+($Y .t ElQ;l’}- 
r=l ,=I 
(4.2) 
LetBbetheboundforE[]X(2)12+’ I X( 1) =x’] as hypothesized in the theorem. Then 
for 2 + e in the theorem playing the role of p, from (4.2) conclude that for k sufficiently 
large, 
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Now follows standard arguments to prove as. convergence. Thus for positive E, 
(4.4) 
Add the right hand side of (4.4) over all k and note that it converges, to conclude, by the 
Borel-Cantelli lemma, that the even “ 1 mk - tiik 1 > E” occurs as. for only finitely many k. 
This is tantamount o the theorem, once one recalls that the convergence of bias has already 
been established in the proof of Theorem 1. 0 
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