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Recently, some attention has been given to the so-called Page-Wootters mechanism of quantum clocks.
Among the various proposals to explore the mechanism using more modern techniques, some have chosen
to use a quantum information perspective, defining and using informational measures to quantify how well a
quantum system can stand as a reference frame for other quantum system. In this work, we explore the proposal
based on resource theory of asymmetry, known as mutual or shared asymmetry, which actually is equivalent
to the approach from coherence theory in the case of interest here: quantum reference frames described by the
U(1) compact group. We extend some previous results in literature about shared asymmetry and Page-Wootters
mechanism to the most general cases, culminating in the enunciation of a theorem relating shared asymmetry of
a bipartite state ρSR with the relative entropy of entanglement of internal states ρM on the charge sectors of the
Hilbert space HS ⊗ HR. Using this result we reinterpret the relation between Page-Wootters mechanism and
entanglement and also open some paths to further studies.
I. INTRODUCTION
Physical systems are always described based on some refer-
ence frame that in general constitutes in an external classical
system that appears just as a parameter in the equations. Two
obvious examples in quantum theory are spacial and time ref-
erence frames which in the wave function under position rep-
resentation, ψ(−→x , t), are represented by the parameters−→x e t.
However, what happens if you eliminate these external refer-
ence frames and try to describe the states in a relational way,
that is, using one quantum state as a reference for another?
Answers to this question have recently been given by the
theory of quantum reference frames [1]. Using modern tech-
niques like resource theory, [2], asymmetry theory [3], co-
herence theory [4, 5] and quantum communication protocols
[6], several studies have been developed with the objective
of not only circumventing the practical difficulty of working
with quantum states in the absence of an adequate external
reference frames, but also to investigate more fundamentally
how quantum mechanics could be used universally, without
the need for privileged external reference frames and classical
systems [7, 8].
Mathematically, the absence of a reference frame can be
seen in the context of the so-called superselection rules [1].
While a selection rule prohibits the coupling of two eingen-
states of a Hamiltonian, that is 〈ψ1|H |ψ2〉 = 0, which, con-
sequently, makes it impossible to overlap these eigenstates, a
superselection rule, in turn, is an extension of this concept to
any other observable, 〈ψ1|A |ψ2〉 = 0, thus prohibiting the
preparation of a superposition of this states in any circum-
stance [9]. These rules were originally introduced as funda-
mental in the context of non-relativistic quantum mechanics.
The typical example is the superselection rule with respect
to electrical charge that prohibits the preparation of quantum
states with superposition of charge eigenstates [10]. However,
as Aharanov and Susskind argued [11], the axiomatic intro-
duction of these rules is based on the non-physical principle
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which says that there are absolute operations without any de-
pendence on a reference system. Once a reference frame is
introduced, from a practical point of view the problem can
be circumvented and the preparation of overlapping states be-
comes possible again. However, the possibility of fundamen-
tal superselection rules remains still open. For our purposes
we will focus on the practical approach of these rules as re-
strictions that arise due to the absence of an appropriate frame-
work for the description of the system.
In this context, the Page-Wootters mechanism that was ini-
tially proposed as an explanation to the emergence of time in
an universe where a fundamental superselection rule for en-
ergy exist [12, 13] can be viewed as a quantum clock mecha-
nism in a quantum reference frame perspective [14]. Adopt-
ing this perspective, in this paper we seek to understand the
resource behind the operation of the Page-Wootters clock
(PWC) by using a particular proposal to quantify how well a
quantum system can stand as a reference frame for other quan-
tum system, known as shared asymmetry [15]. Following the
same path of Ref. [14] we show that besides the necessary
existence of the mutual asymmetry, which in this case turns
to be internal coherence [16, 17], there is a kind of internal
entanglement that plays a role in the operation of PWC and in
any quantum reference frame described by the U(1) compact
group.
The paper is organized as follows. In Section II we intro-
duce the Page-Wootters model of quantum clock from the per-
spective o quantum reference frames and exemplify it with a
qubit clock. Section III is devoted to introduce the informa-
tional measure shared asymmetry applied to PWC and some
previous results and examples. In Section IV we present some
extensions of the previous examples, discussing what they
have in common, and finally in Section V, basing on the pre-
vious examples and discussions, we present the main result of
this work: the relation between the shared asymmetry for the
U(1) compact group and the relative entropy of entanglement.
We discuss some implications of this result and in Section VI
we present our conclusions and suggestions for possible fur-
ther studies.
2II. PWC AND QUANTUM REFERENCE FRAMES
In 1983, Don Page and William Wootters proposed that
given the possibility of the existence of a fundamental super-
selection rule for energy, in the sense that the whole universe
could be described as a closed and stationary system, the rea-
son why we observe temporal evolution in the world would be
due to correlations between subsystems where one would act
as a time reference frame for the other in a relational way [12].
This perspective consists of an internalization of the reference
frame in the system from an extension of Hilbert’s space from
HS to HS ⊗ HR where HR is space of the reference frame
that in this case is a clock which in principle can be seen as a
type of phase reference frame described by the action of the
group U(1) on the space by unitary representation.
Since time is considered an inaccessible parameter in the
Page-Wootters model, we have a global symmetry in relation
to it so that the total HamiltonianH = HS ⊗ 1R + 1S ⊗HR
satisfies
H |ψ〉SR = 0, (1)
where |ψ〉 ∈ HS ⊗ HR and 1α the identity operator in the
subsystems α = S,R. This same equation can be written
in the density operator formalism. From Eq. (1), we have
that, for Ut = e
iHt, UtρSRU
†
t = ρSR, which implies that
[Ut, ρSR] = 0. Being e
iHt =
∞∑
k=0
(it)k
k! H
k due to the commu-
tation of Ut with ρSR it follows that
[H, ρSR] = 0, (2)
where ρSR ∈ B(HS ⊗ HR) (the space of bounded operators
onHS ⊗HR).
The absence of an adequate framework obliges us to de-
scribe our states as an average with respect to all possible pa-
rameters, thus making the resulting system symmetrical and,
consequently, frameworkless. In this case, this average will
be a time average which, being also described by the group
U(1), can be written as
G(ρSR) =
∫ 2pi
0
dφ
2pi
US,Rφ (ρSR), (3)
where US,Rφ (•) = USφ ⊗ URφ (•)UR†φ ⊗ US†φ , with Uαφ =
{eiφHα ;φ ∈ [0, 2pi]}, α = S,R, and dφ2pi is the Haar mea-
sure [18]. As a consequence, we physically internalize the
referential as part of the total system S +R, which allows us
to describe the system S in terms of the states of the time ref-
erence system R that will serve as the “hands of the clock”.
To build these states, we start from an initial state |ψR(0)〉 as-
sociated with the identity element of the U(1) group, which in
this case is the zero element. From the representation URφ =
e−iHRφ we can generate the remaining states by applying
URφ to the initial state, since U
R
φ |ψR(φ
′
)〉 = |ψR(φ+ φ′)〉,
∀φ, φ′ ∈ U(1). The only restriction is that the base generated
in this way is orthonormal, that is, 〈ψR(φ′)|ψR(φ + φ′)〉 =
δ(φ − (φ + φ′)), because it allow us to distinguish the states
perfectly [19].
Consider a simple illustrative model, based on qubits, given
by the following Hamiltonian
H = σRz ⊗ 1S + 1R ⊗ σSz , (4)
where σαz is the Pauli operator in the zˆ direction. In this model
the state |+〉 = (|0〉+ |1〉)/√2 is adopted as symbolizing the
“12 o’clock” and the state |−〉 = (|0〉 − |1〉)/√2 as symbol-
izing the “6 o’clock”, therefore separated by a phase pi, which
guarantees us distinguishability. Thus, the evolution of states
is given by
e−i
pi
2
σz |+〉 = |−〉 (5)
and
e−i
pi
2
σz |−〉 = |+〉 , (6)
disregarding the global phase. By associating this reference
system R to a system S also given by a qubit on the same
basis, we eliminate time as an external parameter of the com-
posed system S+R through the operation given in Eq.(3) and
then the dynamics of S starts to be described through R ac-
cording to the associations we made between the states of R
and the markings of a clock. This consequence that allow us
to recover the dynamics of the Schro¨dinger equation for the S
system by the alignment of the S and R systems through the
formality of conditional probabilities Ref. [20].
In general, however, this model presents a certain uncer-
tainty in the R markings, in the sense that for a given state of
S we can have non-zero probabilities both in relation to |+〉
and |−〉, which does not allow us to associate precisely 12 or
6 hours with the status of S. This uncertainty will vary de-
pending on the composite system used, and may even reach
zero for some specific cases. The question then arises: How
can we measure if the system R serves as a benchmark for
the system S? This question can be responded by information
measure known as shared asymmetry.
III. SHARED ASYMMETRY AND PAGE-WOOTTERS
Proposed in Ref. [15], shared asymmetry is a quantifier
of how asymmetric one subsystem is in relation to the other
in a bipartite state, or putting it another way a quantifier of
the correlations between the asymmetries for each part. This
measure is defined by,
A(sh)G⊗G(ρSR) = S(GG⊗G(ρSR))− S(G(ρSR)). (7)
where
GG⊗G(ρSR) =
∫ 2pi
0
dφ
2pi
∫ 2pi
0
dφ′
2pi
US,Rφ,φ′(ρSR), (8)
is a local average (while Eq. 3 is a global average) for the
U(1) group, being US,Rφ,φ′(·) = USφ ⊗ URφ′(·)UR†φ ⊗ US†φ′ , with
3Uαφ = {eiφHα ;φ ∈ [0, 2pi]}, α = S,R, and dφ2pi is the Haar
measure. The resource quantified by this measure is known in
the literature as shared reference frame [1] and it is used when
two parts in different laboratories do not have the same ref-
erence frame and, therefore, are under a local superselection
rule, because the parts are limited to the preparation of local
states. An interesting example of this constraint is a state of
the type |+〉A |+〉B , known as refbit [21] that even being a
product state in the absence of a common reference between
Alice and Bob cannot be produced.
However, this measure can also allows us to evaluate how
well a subsystem serves as a reference for another subsys-
tem. Recently in Ref. [14], this potential was explored in
the case of product states to quantify, within the context of the
Page-Wootters mechanism, how well a subsystem R serves
as a clock system for a subsystem S. An important result of
this application was the definition of upper bounds for shared
asymmetry. In this way, it is possible to know for what value
we will have the best possible case of internal reference frame,
which means to say the greatest possible asymmetry between
the subsystems S and R. However, before we can enunciate
and proof this result it is necessary to show some manipula-
tions that can be done in the equation of shared asymmetry
and that will be useful later.
First, for a pure state ρSR = ρS ⊗ ρR, we can rewrite the
shared asymmetry equation as follows
A(sh)G⊗G(ρSR) = S(GG⊗G(ρSR))− S(G(ρSR))
= S(G(ρS)⊗ G(ρR))− S(G(ρSR))
= [S(G(ρS)) + S(G(ρR))− S(G(ρSR))]
− [S(ρS) + S(ρR)− S(ρSR)]
= AG(ρS) +AG(ρR)−AG(ρSR) (9)
where AG(·) is the Holevo asymmetry given by
AG(ρ) = S(G(ρ)) − S(ρ). (10)
There is another way of writing this equation, for a more gen-
eral state ρSR, not necessary a product state or a pure state.
For this, we use that the unitary action of any compact Lie
group in the Hilbert space allow to break it down into a di-
rect sum of charge sectors which carry irreducible represen-
tations of the group [1]: HS ⊗ HR =
⊕
M HM . In the
case of U(1) group this sectors do not need to be again bro-
ken down in the gauge and multiplicity virtual subsystems,
MM ⊗ NM , because the irreducible representations of this
group are one-dimensional and so the gauge subsystemMM
will be trivial and can be disregarded. Thus, we can decom-
pose the Hilbert spaces of the system S and the clock R as
HS =
⊕
mS
HmS and HR =
⊕
mR
HmR , respectively, thus
HS ⊗ HR =
⊕
M=mS+mR
HM . Being ΠmS and ΠmR the
projectors onto the charge sectors HmS and HmR , we have
ΠM =
∑
M=mS+mR
ΠmS ⊗ ΠmR as a projector onto the
the charge sectors HM of the total Hilbert HS ⊗ HR. Using
them, we can rewrite the global and the local average (see the
Appendix A for more details) as
G(ρSR) =
∑
M
ΠMρSRΠM
= ΠG(ρSR) (11)
and
GG⊗G(ρSR) =
∑
mS ,mR
(ΠmS ⊗ΠmR)ρSR(ΠmS ⊗ΠmR)
= ∆(ρSR). (12)
As was already mentioned in Ref. [5] the resource theory of
asymmetry turns to be equivalent to resource theory of co-
herence when the asymmetry is defined with respect to an
Abelian group and thus simply correspond to coherence be-
tween some preferred set of subspaces. In our case, as we are
dealing with time-translations asymmetry, the charge sectors
are the eigenspaces of the Hamiltonian, soΠG(·) and∆(·) are
actually the dephasing and fully dephasing maps that elim-
inate the external coherence, i.e. the coherence outside the
charge sectors HM , or in this case, the coherence between
states of different energies, and the total coherence of the state,
respectively [22]. Replacing Eqs. (11) and (12) in the shared
asymmetry Eq. (7) we obtain at an internal (or mutual) coher-
ence quantifier C(S : R) [17]
AG⊗G(ρSR) = C(S : R) = S(∆(ρSR))− S(ΠG(ρSR)).
(13)
The state after the dephasing operation is always a block-
diagonal state in the energy basis, thus the measure C(S : R)
permits to quantify the coherences that appears inside each
block, i.e. coherence between quantum states of the same en-
ergyM = ms +mR.
Now, using this results, especially Eqs. (9, 11 and 12), we
can enunciate and demonstrate the following lemma.
Lemma 1. Shared asymmetry for a pure state ρSR = ρS⊗ρR
satisfies the following bounds:
0 ≤ A(sh)G⊗G(ρSR) ≤ min{AG(ρS), AG(ρR)}. (14)
Proof : the first inequality is a direct consequence of the
definition of the measure and for the second we will use the
property that Holevo monotones [5], AG, do not increase un-
der the action of the partial trace [23], therefore
AG(ρS ⊗ ρR) ≥ AG(ρα), α = S,R. (15)
The equality can be shown by the following: choose a nor-
malized state in R on a eigenspace of a sufficiently large
size compared to S , that is, for ρR ∝ ΠmR , with mR ≈
M , being G(ρS ⊗ ρR) =
∑
M ΠM (ρS ⊗ ρR)ΠM , ΠM =∑
mS+mR=M
ΠSmS ⊗ΠRmR , we will have
AG(ρS⊗ρR) ≈ S(ρS)+S(G(ρR))−S(ρS)−S(ρR) = AG(ρR),
(16)
in which, due to the condition established with respect to the
R dimension, we use that G(ρS ⊗ ρR) ∝ ΠmSρSΠmS ⊗∑
mR
ΠmRρRΠmR and the fact that entropy is additive.
Putting all these considerations together and using Eq. (9)
we get
A(sh)G⊗G(ρSR) = AG(ρS) +AG(ρR)−AG(ρR) = AG(ρS),
(17)
finishing the proof.
4Based on the definition of this upper bound, Ref. [14]
presents three examples of S + R systems and calculates the
shared asymmetry of these systems to compare with what
would be the upper bound expected by the lemma 1. We will
present these examples in the following because our objective
is to extend them to more general cases, which will lead us to
a deeper analysis of the shared asymmetry for the groupU(1).
(i) Qubit model: Let both system S and clock R, given by
a qubit ρα = |+〉 〈+|, where |+〉 = (|0〉+ |1〉 /
√
2), be-
ing asymmetric in relation to the unitary representation
Uαφ = {eiφσ
α
z ;φ ∈ [0, 2pi]}, α = S,R. An external ob-
server under the action of a global superselection rule
whose symmetry is represented by Uφ = {eiφσz ;φ ∈
[0, 2pi]}, with σz = σSz ⊗ 1R + 1S ⊗ σRz , will have ac-
cess only to the degrees of freedom of the total system
ρS ⊗ ρR independent of reference frames, that is
G(ρS ⊗ ρR) = 1
2pi
∫ 2pi
0
dφUφ(ρS ⊗ ρR)U †φ. (18)
The result, written in matrix form in the base
{|00〉 , |01〉 , |10〉 , |11〉}, will have the block-diagonal
form
G[ρS ⊗ ρR] = 1
2


1
1 1
1 1
1

 , (19)
where all the other entries that do not appear are con-
sidered to be null. The shared asymmetry of this
state, using von Neumann entropy given by S(ρ) =
−∑x λx logλx, being λx the eigenvalues of ρ, will be
A(sh)G⊗G(ρS ⊗ ρR) =
1
2
, (20)
Comparing with the maximum value for this system
based on the lemma 1, AG(ρS) = AG(ρR) = 1, we
see that ρS ⊗ ρR does not saturate this bound, however
shows the working of the Page-Wootters mechanism to
describe time in a universe of two qbits, as proposed in
Ref. [13]
(ii) High reference location: it is expected that the larger
the dimension of the reference frame R, the better it
will guide the system [1] S. We can see this consid-
ering that the system S is given by the qubit |ψS〉 =
(|0〉 + |1〉)/√2) while the clock system R is given by
a qudit in uniform superposition, also known as state of
maximum likelihood,
|ψR〉 = 1√
d
d−1∑
m=0
|m〉 , (21)
with Hamiltonian HR =
∑d−1
m=0m |m〉 〈m| in
which Jz |m〉 = m |m〉. Writing the result of
G(ρS ⊗ ρR) in the matrix form using the basis
{|00〉 , |01〉 , |10〉 , |11〉 , |02〉 , |20〉 , ..., |d− 1 d− 1〉},
so that we always have together the labels that, added
up, give the same total (for example, |01〉 and |10〉 are
in sequence for both adding one), we will have
G(ρS ⊗ ρR) = 1
2d


1
1 1
1 1
. . .
1 1
1 1
1


. (22)
The shared asymmetry in this case will be
A(sh)G⊗G(ρS ⊗ ρR) = 1−
1
d
, (23)
that is, for d → ∞ we have A(sh)G⊗G(ρS ⊗ ρR) → 1 =
AG(ρS). Therefore, for this case, considering the size
of R large, we have a system that tends to saturate the
upper bound and, consequently, is the best possible.
(iii) High order of coherence: maintaining the clock’s state
as the uniformly superposition qudit of Eq. (21), we
will use as an asymmetric state a state of the type
|ψS〉 = 1√
2
(|0〉+ |d− 1〉), (24)
that is, with order of coherence d − 1, where for order
of coherence k of a state ρ =
∑
m,n ρm,n |m〉 〈n| we
understand 1-norm of the sum of the elements outside
the diagonal with k = m − n. States like Eq. (24)
are also known as states with a gap in their spectrum.
Globally symmetrizing the composite system ρS ⊗ ρR
according to the point of view of an external observer,
we will have
G(ρS ⊗ ρR) = 1
2d


1
. . .
1 1
1 1
. . .
1


. (25)
The shared asymmetry of this state is
A(sh)G⊗G(ρS ⊗ ρR) =
1
d
. (26)
We see that the situation here is opposite to the previous
one: if we do d→∞ we will haveA(sh)G⊗G(ρS⊗ρR)→
0, which is the lower bound. Therefore, considering the
size of R large, will tend to be the worst case possi-
ble, which is curious since even using what would be
the ideal clock system, we have that the Page-Wootters
mechanism will not work.
5IV. SHARED ASYMMETRY FOR MORE GENERAL
CASES
In the three cases present here we make use of the symme-
tries that appear in the block-diagonal structure of the density
matrices of the states ρSR after the application of the global
average operation G for G = U(1). As we will see, this sym-
metries make the calculation of the shared asymmetry much
easier and help us to better visualize the implications of vary-
ing the dimension of the systems or the interval between their
eigenstates. It is worth mentioning that althoughwe work with
examples having uniform superposition, the block-diagonal
structures of the density matrices will remain the same for
non-uniform cases, varying only the coefficients that consti-
tute the blocks.
A. Maximum likelihood states with same dimension
We consider here system and reference frame in the max-
imum likelihood state, that is, a system with d energy levels
correlated to a clock with possible d time markings. Let the
system S given by |ψS〉 = 1√
d
∑d−1
mS=0
|mS〉 and the refer-
ence frame R for |ψR〉 = 1√
d
∑d−1
mR=0
|mR〉 whose Hamilto-
nians are given respectively byHS =
∑d−1
mS=0
mS |mS〉 〈mS |
and HR =
∑d−1
mR=0
mR |mR〉 〈mR|, where Jz |m〉 = m |m〉.
Applying G operation in this state and writing the result as a
density matrix we have
G(ρSR) = 1
d2


A1
A2
. . .
Ad
. . .
A2
A1


, (27)
where An is a n × n square matrix that has all entries equal
to one. As we can see, G(ρSR) has a single matrix An with
dimension n = d while all the others, from dimension 1 to
d − 1, appear with multiplicity 2. Take this into account and
making use of the property that matrices of this type have that
their eigenvalues are always n with multiplicity 1 and 0 with
multiplicity n− 1, we can easily write von Neumann entropy
of the state G(ρSR) as
S(G(ρSR)) = −
d∑
x=1
λx logλx = −2
d−1∑
x=1
x
d2
log
x
d2
−1
d
log
1
d
(28)
Recalling that shared asymmetry is given in its most general
form by
A(sh)G⊗G(ρSR) = S(GG⊗G(ρSR))− S(G(ρSR)) (29)
we have to calculate the first term on the right side. Once it
was showed that GG⊗G(ρSR) = ∆(ρSR), Eq. (12), the result
become, trivially, the maximally mixed state 1d2/d
2 (where
1d2 is the density matrix with dimension d
2) and therefore its
von Neumann entropy is log d2. Then replacing this results in
the Eq. (29) we have
A(sh)G⊗G(ρSR) = log d2 + 2
d−1∑
x=1
x
d2
log
x
d2
− 1
d
log
1
d
(30)
which can be more conveniently rewritten as
A(sh)G⊗G(ρSR) =
2
d2
d−1∑
x=1
x log x+
1
d
log d. (31)
Considering d −→ ∞ the summation can be approximated for
an integral and the last term goes to zero, thus
lim
d→∞
A(sh)G⊗G(ρSR) ≈
2
d2
∫ d−1
1
x log x dx. (32)
Solving this integral we are left with
A(sh)G⊗G(ρSR) ≈ log d. (33)
This is precisely the upper bound of the shared asymmetry for
this systems, as 0 ≤ A(sh)G⊗G(ρSR) ≤ min{AG(ρS),AG(ρR)}
and in this case AG(ρR) = AG(ρS) = log d. Therefore, for
a product state formed by a system S and a reference frame
R, both being maximum likelihood states with the same di-
mension, and considering that this dimension tends to infinity
we will saturate the upper bound. Such a result, as previously
stated, was already expected since previous results in the liter-
ature pointed out that the larger the dimension of the reference
frame system R, more the orientation of the system S in rela-
tion to it is optimized. [1]
B. Maximum likelihood states with different dimensions
To analyse the case where the system S and the reference
frame R are both described for maximum likelihood states,
but with different dimensions, we will construct the pattern of
G(ρSR) in descending order of total dimension maintaining
the dimension of R. Beginning with the case where the di-
mension of S is d − 2 and the dimension of R is d − 1, we
will decrease the dimension of S to observe the changes in the
density matrix and thus identify the general pattern that will
allow us to calculate the shared asymmetry.
Let |ψS〉 = 1√d−1
∑d−2
mS=0
|mS〉 and |ψR〉 =
1√
d
∑d−1
mR=0
|mR〉, using the same notation as before,
the calculation of the G(ρSR) gives
6G(ρSR) = 1
d(d− 1)


A1
A2
. . .
Ad−1
Ad−1
. . .
A1
A2


. (34)
For |ψS〉 = 1√d−2
∑d−3
mS=0
|mS〉 e |ψR〉 = 1√
d
∑d−1
mR=0
|mR〉, we have
G(ρSR) = 1
d(d− 2)


A1
A2
. . .
Ad−2
Ad−2
Ad−2
. . .
A2
A1


. (35)
We can see that a pattern already seems to emerge. Lets
also look at the other side of the spectrum, that is, from
the smallest to the largest dimensions of the system S. Let
|ψS〉 = 1√2 (|0〉 + |1〉) and |ψR〉 = 1√d
∑d−1
mR=0
|mR〉, we
have
G(ρSR) = 1
2d


A1
A2
. . .
A2
A1

 , (36)
with d− 1 matrices A2. For |ψS〉 = 1√3 (|0〉+ |1〉+ |2〉) and
|ψR〉 = 1√
d
∑d−1
mR=0
|mR〉
G(ρSR) = 1
3d


A1
A2
A3
. . .
A3
A2
A1


, (37)
with d − 2 matrices A3. Based in all the examples shown so
far the following general pattern can be observed by inductive
reasoning in the matrices An which form the blocks of the
density matrix of the system G(ρSR) and its dimension
• If dim(ρSR) = d x 2, so we have d− 1 matrices A2.
• If dim(ρSR) = d x 3, so we have d− 2 matrices A3.
...
• If dim(ρSR) = d x (d−2), so we have 3matricesAd−2.
• If dim(ρSR) = d x (d−1), so we have 2matricesAd−1.
• If dim(ρSR) = d x d, so we have one matrix Ad.
All the other matrices in each case will appear in pairs.
Using all this informations listed above and the same prop-
erties and symmetries that we used in the calculation of the
shared asymmetry for the maximum likelihood states with
same dimension in the previous section we can write a gen-
eral form to the von Neumann entropy of G(ρSR)
S(G(ρSR)) = − 1
dSdR
[
2
dS−1∑
XS=1
xS log
(
xS
dRdS
)
+ (dR − dS + 1)dS log
(
1
dR
)]
, (38)
7where dS is the dimension of ρS and dR the dimension of ρR.
Replacing Eq. (38) in the shared asymmetry equation, Eq.
(29), and knowing that S(GG⊗G(ρSR)) = S(∆(ρSR)) =
log dSdR, we will arrive at the following general equation for
the shared asymmetry of maximum likelihood systems with
different dimensions
A(sh)G⊗G(ρSR) =
2
dSdR
dS−1∑
xS=1
xS log xS − dS − 1
dR
log dS + log dS . (39)
It is worth mentioning that this result is valid for systems
without gaps. The upper bound in this case will be log dS
where dS ≤ dR, since AG(ρS) = log dS and AG(ρR) =
log dR. For dR −→ ∞, it is easy to see that A(sh)G⊗G = log dS .
Therefore, also for different dimensions, if the maximum like-
lihood state of the reference frameR tend to infinity the upper
bound of the shared asymmetry will be reached, which again
was already expected according to previous literature results.
C. Maximum likelihood state versus qubits with gap
We come to the most interesting case. As we describe pre-
viously, it was shown in Ref. [14] that for a system ρSR
where the reference frameR is in a maximum likelihood state,
|ψR〉 = 1√
d
∑d−1
mR=0
|mR〉, and the system S is in an state of
high coherence order of the type |ψR〉 = 1√2 (|0〉 + |d− 1〉),
we have that if the dimension of R goes to infinity the shared
asymmetry of ρSR will goes to zero, constituting in the worst
possible scenario. On the other hand, if S is a qubit like
|ψS〉 = |0〉+|1〉√2 and R is still the same, as we saw, as the
dimension of R goes to infinity, the measure goes to the max-
imum value, being the best possible scenario. Our aim here
is to connect the shared asymmetry of the worst and the best
case by varying the gap dimension in the system S and then
write it in a general way considering S with any dh dimension
gap. For this, we will start with the density matrix of G(ρSR)
for the worst case and then we will decrease the gap size until
we reach the qubit without gap, always keeping the same R.
Let |ψR〉 = 1√
d
∑d−1
mR=0
|mR〉be the reference frameR and
|ψS〉 = 1√2 (|0〉+ |d− 1〉) the system S we will have that the
density matrix of the state G(ρSR) will be
G(ρSR) = 1
2d


A1
. . .
A2
. . .
A1


. (40)
For a system S with dimension gap a smaller unit, |ψS〉 =
1√
2
(|0〉+ |d− 2〉), we will have
G(ρSR) = 1
2d


A1
. . .
A2
A2
. . .
A1


. (41)
Again, here we can begin to find a pattern. So let us look at
the opposite extreme, |ψS〉 = 1√2 (|0〉+ |1〉), we will have (as
already seen)
G(ρSR) = 1
2d


A1
A2
. . .
A2
A1

 , (42)
with d− 1 matrices A2. Finally for |ψS〉 = 1√2 (|0〉+ |2〉)
G(ρSR) = 1
2d


A1
A1
A2
. . .
A2
A1
A1


, (43)
with d−2matricesA2. We can see that the number of matrices
A2 clearly depends on the dimension of the gap in the qubit,
ranging from 1 to d− 1 matrices for, respectively, dimension
from d− 2 to zero of the gap. With this it is possible to calcu-
late S(G(ρRS)) for the most general case of a gap with dimen-
sion dh by relating it to the number nm for matrices A2. Let
|ψR〉 = 1√
d
∑d−1
mR=0
|mR〉 and |ψS〉 = 1√2 (|0〉 + |d− nm〉),
we will have
S(G(ρRS)) = log 2d− nm
d
(44)
Consequently, knowing that S(GG⊗G(ρSR)) = log 2d, the
shared asymmetry, Eq. (29), will be
A(sh)G⊗G(ρSR) =
nm
d
, (45)
8Applying this equation to the extreme cases we recovery
and connect the results of Ref. [14]. This allows us to visu-
alize the clear dependence on shared asymmetry in relation to
the block-diagonal structure of the density matrix of the state
ρSR. Bearing this in mind, in the next section we will focus
in investigate more deeply the structure of each block, trying
to comprehend what constitutes the resource quantified by the
shared asymmetry that turns a system into a reference frame
for the other. Such blocks will be associated with states the
we will call internal states of the system ρSR.
V. SHARED ASYMMETRY: AN ANALYSIS FOR CHARGE
SECTOR OF THE HILBERT SPACE
Because we are dealing with the U(1) group, each one of
the blocks An that appears in the density matrix of G(ρSR)
is related to a charge sector HM of the total Hilbert space
decomposition HS ⊗ HR =
⊕
M=mS+mR
HM . Thus,
to analyse the role of the block-diagonal structure of these
states in the shared asymmetry is interesting to do an anal-
ysis of each charge sector of the total Hilbert space. For
that, we can use to the simplest formulation of the global
and local average in terms of the dephasing and fully de-
phasing operations (Eqs. (11) and (12)), which, to recap,
are G(ρSR) =
∑
M ΠMρSRΠM where for global we have
ΠM =
∑
M=mS+mR
ΠmS ⊗ ΠmR ) and for local ΠM =∑
mS ,mR
ΠmS ⊗ ΠmR . Replacing them in the shared asym-
metry equation, we will have
A(sh)G⊗G(ρSR) = S
( ∑
mS ,mR
(ΠmS ⊗ΠmR)ρSR(ΠmS ⊗ΠmR)
)
− S


∑
M
∑
(mS1+mR1),
(mS2+mR2)
=M
(
ΠmS1 ⊗ΠmR1
)
ρSR
(
ΠmS2 ⊗ΠmR2
)

 (46)
As we want to study the most general case possible, we will
consider both the state of the system S and that of the ref-
erence frame R given by a Hamiltonian of the type H =∑d−1
m=0m |m〉 〈m|, so that by expanding the global state ρSR
in the same basis of the Hamiltonian we will get
ρSR =
d−1∑
mS1 ,mR1 ,
mS2 ,mR2
=0
cmS1 ,mR1 ,mS2 ,mR2 |mS1 ,mR1〉 〈mS2 ,mR2 | .
(47)
Substituting this form of the state in the previous equation and
applying the projections, we will obtain
A(sh)G⊗G(ρSR) = S

 ∑
mS1 ,mR1
cmS1 ,mR1 |mS1 ,mR1〉 〈mS1 ,mR1 |


− S


∑
M
∑
(mS1+mR1),
(mS2+mR2 )
=M
cmS1 ,mR1 ,mS2 ,mR2 |mS1 ,mR1〉 〈mS2 ,mR2 |

 (48)
We can see that while von Neumann entropy second argument
is written in terms of the charge sectorHM , the first is written
in terms of the local charge sectors HmS and HmR from the
Hilbert spacesHS andHR, respectively. As all local symmet-
ric state is also globally symmetric, at least when G = U(1),
that is GG(GG⊗G(ρSR)) = GG⊗G(ρSR) → D(∆(ρSR)) =
∆(ρSR) (because the fully dephasing operation ∆ transform
the system in a diagonal state whereas the global dephasing
9operation ΠG transform the system in a block-diagonal state,
both on the same basis), we can project the argument of the
first term of R.H.S of Eq. (48) in terms of the charge sectors
HM. This will lead us to
A(sh)G⊗G(ρSR) = S

∑
M
∑
mS1+mR1=M
cmS1 ,mR1 |mS1 ,mR1〉 〈mS1 ,mR1 |


− S


∑
M
∑
(mS1+mR1),
(mS2+mR2 )
=M
cmS1 ,mR1 ,mS2 ,mR2 |mS1 ,mR1〉 〈mS2 ,mR2 |

 (49)
Using thatM = mS +mR, we will make the following label
change in the states above: |mS ,mR〉 → |mS ,M −mS〉,
which consequently will lead us to also change the sum that
couple them indices. With these changes, we denote
ρunM ≡
M∑
mS1 ,mS2=0
cmS1 ,mS2 |mS1 ,M −mS1〉 〈mS2 ,M −mS2 |
(50)
and
ρun
′
M ≡
M∑
mS1=0
cmS1 |mS1 ,M −mS1〉 〈mS1 ,M −mS1 | ,
(51)
where ρunM , ρ
un′
M ∈ B(HM ), and these states are unnormal-
ized. However, we can normalize these states multiplying
both by
Tr(ρunM )
Tr(ρun
M
) because Tr(ρ
un
M ) = Tr(ρ
un′
M ). Doing so and
substituting in Eq. (49), we find
A(sh)G⊗G(ρSR) = S
(∑
M
Tr(ρunM )ρ
′
M
)
−S
(∑
M
Tr(ρunM )ρM
)
(52)
where ρ′M ≡ ρ
un′
M
Tr(ρun
M
) and ρM ≡ ρ
un
M
Tr(ρun
M
) . Now using the
von Neumann entropy property that S (∑i piρi) = H(pi) +∑
i piS(ρi), [24] we can rewrite the above equation as follows
A(sh)G⊗G(ρSR) =
∑
M
Tr(ρunM ) (S(ρ′M )− S(ρM )) (53)
=
∑
M
Tr(ρunM )
(
A(sh)MG⊗G (ρM )
)
, (54)
and from the first to the second equation we use that
GG⊗G(ρ′M ) = ρ′M and GG(ρM ) = ρM .
We got here to the point where we wanted to. By writ-
ing the shared asymmetry of the system ρSR as a summation
of shared asymmetries of its internal states ρM on the charge
sectorsHM , we can enunciate the follow theorem
Theorem. Let the shared asymmetry for G = U(1) given by
Eq. (54), we have that
A(sh)MG⊗G (ρM ) = ER(ρM ) (55)
where ER(ρ) = minσ∈SEP S(ρ ‖ σ), being SEP the set of
all separable states, is the relative entropy of entanglement.
Therefore,
A(sh)G⊗G(ρSR) =
∑
M
Tr(ρunM )(ER(ρM )) (56)
Proof: A well-known result in the area of quantum in-
formation, especially in studies of entanglement quantifiers,
is the so-called Vedral-Plenio Theorem [25]. Such theorem
demonstrate that the relative entropy of entanglement for any
pure bipartite state ρ =
∑
n1,n2
√
cn1cn2 |φn1 , ψn1〉 〈φn2 , ψn2 |
is equal to the von Neumann reduced entropy of the same
state, given by E(ρ) = −∑n pn ln pn. To make this demon-
stration, they proved that the closest separable state of ρ that
minimize the relative entropy is precisely its diagonal version,
that is ρ
′
=
∑
n
cn |φn, ψn〉 〈φn, ψn|. Using some extend ver-
sions of this theorem (two of which are shown in the appendix
B) it is possible to show that for some classes of mixed states,
including the type
ρ =
N∑
n1,n2=0
cn1,n2 |n1;N − n1〉 〈n2;N − n2| , (57)
the closest separable state is the diagonal state ρ
′
=
N∑
n1=0
cn1 |n1;N − n1〉 〈n1;N − n1|. As this is the case with
ρM e ρ
′
M this proves Eq. (55) and consequently Eq. (56).
This entanglement will be called internal entanglement,
since it consists of entanglement of the states ρM ∈ B(HM )
which we called internal states of the system ρSR. The cu-
rious thing about this result is that this kind of entanglement
can appear even if the state ρSR itself is separable. Actually,
as mentioned in Ref. [26] the average operation G (global or
local) applied in a classical correlated state can only gener-
ate classical correlated states. So, all the examples we have
worked on in sections IV and III, are in fact separable states
and have entangled internal states ρM .
From the theorem we can now revisit some of the previous
results of the literature, interpreting then for the perspective of
the concept of internal entanglement:
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• Entanglement and the Page-Wootters mechanism:
Although the idea that the resource responsible for the
operation of the Page-Wootters mechanism was entan-
glement had been propagated for a long time, recently
[17] has shown that such a resource it is neither neces-
sary nor sufficient for the mechanism to work, at least
when we take in consideration the physical state ρSR
and not the physical vector |ψSR〉. However, since it
also was shown [14] that the concept of internal coher-
ence is equivalent to the shared asymmetry for G =
U(1), the latter being a more general measure, using
the theorem we can see that, at least mathematically,
a kind of internal entanglement present in the states
ρM remains fundamental to the mechanism because it
is equivalent to the concepts of shared asymmetry and
internal coherence of the physical state ρSR.
• Work extracted from internal coherence: It was
shown [16] that given a N -partite system with non-
interacting subsystems of the type
ρ =
∑
E,E′
ρE,E′ |E〉 〈E′| , (58)
where E = (E1, E2, ..., EN ) and |E〉 =
|E1, E2, ..., EN 〉, being EE =
N∑
i=0
Ei the total en-
ergy, the work that can be extracted from the internal
coherence of the system, that is the terms with the same
total energy EE, is equal to
Wcoh = inf
α
[Fα(D(ρ)) − Fα(∆(ρ))]
≤ F (D(ρ))− F (∆(ρ))
= kBT [S(∆(ρ))− S(D(ρ))] (59)
where F (ρ) = 〈E(ρ)〉 − kBTS(ρ) is the Helmholtz
free energy, Fα(ρ) = kBTSα(ρ‖γ) − kBT logZ is
the Helmholtz free energy widespread from Sα(ρ‖γ),
the Rnyi divergence [27], D(ρ) = ∑E ΠEρΠE and
ΠE =
∑
E:EE=E ΠE is the projector in the eigenspace
of the total energy E , which corresponds to the charge
sector related with the group U(1) action, seen as a
group of time-translactions. As noted in Ref. [17],
bringing this mechanism to the context where ρ is a
bipartite system of qubits we can quantify the upper
bound of the extracted work using the internal coher-
ence measure, as well
W (ρ) ≤ kBTCr(D(ρ)) (60)
It is also possible to extend this relationship to the cases
where ρ is a bipartite system of qudits. Using the shared
asymmetry notation and applying the theorem, we will
find
W (ρ) ≤ kBTA(sh)G⊗G(ρ) = kBT
[∑
M
Tr(ρunM )ER(ρM )
]
.
(61)
This tells that extracting work from internal coherence,
at least for bipartite systems, is related with the idea of
extracting work from what we called internal entangle-
ment.
• Shared asymmetry of states with gap: As we showed
in the last section, an interesting case of shared asym-
metry is when we calculate it using a bipartite system of
the type: maximum likelihood state versus a qubit with
a gap. The measure value varies from zero to the satu-
ration according to the variation of the gap dimension,
from d − 2 to zero, respectively, according to d → ∞.
We argued that the reason why this happens is linked to
the number of blocks in the density matrix, but without
at first understanding well what would be behind it. In
possession of the theorem we can make an interpreta-
tion of this case in relation to the relative entropy of en-
tanglement of the states ρM of the charge sectors. If we
think about the extreme cases |ψS〉 = 1√
d
∑d−1
mS=0
|mS〉
and |ψR〉 = 1√2 (|0〉+|d− 1〉)whereA
(sh)
G⊗G(ρSR)→ 0
and |ψS〉 = 1√
d
∑d−1
mS=0
|mS〉 e |ψR〉 = 1√2 (|0〉 + |1〉)
where A(sh)G⊗G(ρSR) → 1, the first has only one ρM en-
tangled (in this case maximally) and the rest are all sep-
arable states, the second has d−1 entangled states (also
maximally) and just two separable states. This leads us
to believe that the number of entangled states ρM that
ρSR has, in relation to the total number of states ρM , is
directly linked to the value of the shared asymmetry of
ρSR.
Besides these interpretations, we can also use the result
given in the Eq. (56) of the theorem to extend the result of
the lemma 1 for more general states. To recap, the lemma
says that the shared asymmetry of separable pure states ρSR
always will satisfy the following bounds
0 ≤ A(S : R) ≤ min{AG(ρS), AG(ρR)} (62)
Using the theorem, however, we can show that similar bounds
are also valid for the shared asymmetry of more general bipar-
tite states, including mixed states, entangled and mixed entan-
gled, which will allow us to find new states that saturate the
bound beyond those presented in the last section. This result
we will enunciate as a corollary.
Corollary 1. The shared asymmetry of any state ρSR, for
G = U(1), will satisfy the following bounds
0 ≤ AshG⊗G(ρSR) ≤ min{log(dimHS), log(dimHR)}
(63)
Proof: the lower bound is trivial because once the shared
asymmetry is given by a positive linear combination of rela-
tive entropies of entanglement, as such entropies are always
greater than or equal to zero. Consequently, the same can be
said about the shared asymmetry (besides, it had already been
demonstrated in Ref. [15]). For the upper bound, we will sep-
arate in two cases, the trivial and the non-trivial. Lets start by
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maximizing the shared asymmetry
max{AshG⊗G(ρSR)} = S(GG⊗G(ρSR))−min{S(GG(ρSR))}
= max
{∑
M
Tr(ρunM )(ER(ρM ))
}
(64)
i) Trivial case.
We can see that any pure and maximally entangled state
ρSR that is invariant under G will maximize AshG⊗G,
since the last term to the right of the above equation
will be zero. As a result, we will get log(dimHS) =
log(dimHR), which is in line with the lemma. This
was already expected result, since, working with the in-
ternal coherence in the analysis of the Page-Wootters
mechanism, in Ref. [17] it had already been demon-
strated that, in the case of Bell-diagonal systems of two
qubits, the state |ψ+〉 = (|01〉 + |10〉)/√2, which is
a maximally entangled state invariant under G, consists
in the best possible case. In addition, maximally entan-
gled states had already been identified by Ref. [1] as the
best possible case of internal reference frames.
ii) Non-trivial case.
For the other cases, we will focus in the implications
of the theorem. Note, first, that the maximum value of
AshG⊗G will necessarily be linked to the maximum val-
ues of ER. This restricts our range of possibles ρSR
that saturated the upper bound to those that have all ρM
maximally entangled. Among these, the ones which
dimHS = dimHR, already constitute the trivial case. It
now remains to analyse the cases where the dimensions
of the system S and the reference frame R are different
and for these cases we will consider dimHS ≤ dimHR.
The density matrix will have a block-diagonal structure
where all the entries are equal to one, whose normaliza-
tion constant is equivalent to the size of its Hilbert space
and with the largest block having his dimension equal to
the dimension of the smallest Hilbert space, HS , in the
comparison between the space of the system S and the
reference frameR. To see this, lets take a look in one of
the several examples from the last section, (equivalent
to the example of Eq. (34))
ρSR =
1
d(d− 1)


A1
A2
. . .
Ad−1
Ad−1
. . .
A2
A1


.
(65)
Note that of all matrices that constitute the blocks, the
one with the largest dimension, Ad−1, has a dimen-
sion equal to the dimension of the Hilbert space of the
system |ψS〉 = 1√d−2
∑d−3
mS=0
|mS〉, being dimHS ≤
dimHR as proposed. With that in mind, we can rewrite
Eq. (64) as follows
max{AshG⊗G(ρSR)} = max
{∑
M
Tr(ρunM )S(GG⊗G(ρM ))
}
(66)
=
1
dimHSR max
{∑
M
dimHM log(dimHM )
}
, (67)
where we use Tr(ρunM ) =
dimHM
dimHSR andS(GG⊗G(ρM )) = log(dimHM ). To maximize
Eq. (67) just remember that, similar to this equation,
the von Neumann entropy of any state can be written
as S(ρ) = ∑λx λx logλx and its maximum value is
reached when we have a state λx with all eigenvalues
equal. Therefore,
max{AshG⊗G(ρSR)} =
nMdimHM
dimHSR log(dimHM ) (68)
= log(dimHM ) (69)
where from the first to the second equation we use
that dimHSR = nMdimHM , being nM the number of
charge sectors (blocks in the density matrix). Finally,
as all the blocks have the same dimension (and as the
states ρM ∈ B(HM ) are all maximally entangled as re-
quired), their dimension should be equal to HS , there-
fore
max{AshG⊗G(ρSR)} = log(dimHS) (70)
as we wanted to demonstrate.
Taking advantage of Eq. (65) of the lemma to exemplify the
non-trivial case, we have that dimHS = d− 1 e dimHS = d.
So for these dimensions ρidealSR will saturate the shared asym-
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metry if it has the following format
ρidealSR =
1
2(d− 1)


0
0
. . .
Ad−1
Ad−1
. . .
0
0


.
(71)
Lets consider that d = 4. In that case, we have that
A(sh)G⊗G(ρidealSR ) = log d − 1 = log 3 ≈ 1.1. As for Eq. (65),
calculating the shared asymmetry based on Eq. (39), we have
that A(sh)G⊗G(ρSR) = 1/3 + (1/2) log 3 ≈ 0.9. As expected
than A(sh)G⊗G(ρidealSR ) > A(sh)G⊗G(ρSR).
The interesting thing about this last case is precisely the de-
termination of the ρSR mixed states that saturate the shared
asymmetry and, therefore, constitute ideal cases for the func-
tioning of the Page-Wootters mechanism. We called non-
trivial not only because they are not so simple to find, unlike
the first case, but also because they constitute a new result that
can be explored in future works not only within the context
of Page-Wootters but also in the area of quantum reference
frames in general.
VI. CONCLUSIONS AND PERSPECTIVES
In this work we investigated, from the perspective of quan-
tum reference frame theory, the Page-Wootters mechanism of
quantum clocks. Focusing on understand how well a quan-
tum system can stand as a time reference frame for another
quantum system, we concentrate on exploring an informa-
tional measure known as shared asymmetry, for the case of
U(1) group, that allow us to quantify the necessary resource
for the working of the mechanism. We started following the
path of the examples presented in Ref. [14] and extended the
analysis done there for more general cases, which led us to
propose a theorem that relates the shared asymmetry of a bi-
partite state ρSR with a sum of the relative entropies of entan-
glement of what we called internal states ρM , related to the
charge sectors of the Hilbert spaceHS⊗HR. These states are
by themselves interesting because it is a new class of mixed
entangled states similar to the Schmidt correlated states. Be-
side this, using the theorem we reinterpreted some previous
results and defined upper bounds for the shared asymmetry
of any bipartite states, which in itself constituted yet another
extension of a result from Ref. [14] where the upper bounds
were defined only for the case of product states. This last re-
sult, in turn, allow us to find a specific type of mixed state that
saturates the shared asymmetry consisting of an ideal refer-
ence frame, something that had only been shown for systems
with a very high dimension or that constitute in a maximally
entangled state.
Based in the results presented in this work, several perspec-
tives for future research have emerged. Bellow we will state
some of the main ones that we believe that could be explored
making use of the proposals and models presented for other
papers in the area of quantum reference frames and quantum
information in general.
Extension of the shared asymmetrymeasure for the case
of multipartite systems: All the results presented here
apply to the case of bipartite systems. However, one
question that naturally arises is the possibility of ex-
tending of the measure for the case of multipartite sys-
tems and gauge symmetries. In order to circumvent the
complexity of such a system, one possible path would
be use gauge theory techniques to regulate de degrees
of freedom that are redundant. Thus, it is possible that
A(sh)G⊗G can be seen as a measure of the degree of cor-
relation between the system and a gauge field, as pro-
posed in Ref. [14]. Indeed, some works have already
used gauge theory to describe quantum process and ref-
erences, as for example Refs. [28, 29].
Study of prohibited operations that can be activated
from the resource quantified by the shared asymmetry:
One of the most interesting points that is very charac-
teristic of the resource theory approach [2] is that, once
we have access to a state that in a given physical con-
text can be seen as a resource, we can use it to per-
form operations that in principle would be prohibited
by the context. The most common example is the use
of shared entangled states between two distant parties in
a situation where they are limited to local operations ans
classical communication (LOCC) as a resource to per-
form quantum communication. Thinking in a similar
way about the resource quantified byA(sh)G⊗G in the con-
text of a local superselection rule (different of the global
superselection rule context that we explored here), we
can ask ourselves: which prohibited operation is pos-
sible when consuming a quantum state ρSR for which
A(sh)G⊗G(ρSR) ≥ 0? An interesting example that can
shed light on the issue is the use of refbits (Ref. [21])
as shared quantum reference units for entanglement ac-
tivation protocols. States of this type are resources in
the same context in which states with shared asymme-
try greater than zero also are, that is, under the action
of a local superselection rule. However, to activate en-
tanglement in this context, refbits are just useful as the
so-called ebits and, therefore, if we were to quantify
the resource of these states we would have to build a
measure that returned the same value for both. In fact,
this measure already exist and is known as Superselec-
tion induced variance (SIV) [30, 31]. However, this
does not happen when we apply the shared asymme-
try measure to this states: for refbits the result is 1/2
and for ebits is 1. This show us that, although A(sh)G⊗G
is a resource quantifier in the same context which ref-
bits and ebits are resources, the resource quantifier by
A(sh)G⊗G is not exactly the same as that quantified by SIV.
It would, therefore, be interesting to investigate what
this resource is and what operations it enables us to do.
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Investigation of the properties of type entangled states
in Eq. (57): Although quite similar to Schmidt’s cor-
related states the mixed tangled states that we present
here have the differential that they can also be classified
as Werner states. [26] One can, taking advantage of the
properties of Werner’s states, investigate issues such as
the distillation of these states, including the possibility
that they are non-distillable, a type known as bound en-
tangled states.
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Appendix A: Proof of the relations in Eqs. (11) and (12)
Proof : From the point of view of group representation the-
ory, the set of all time translations, given by the unitary opera-
tors Uφ = {eiφH ;φ ∈ [0, 2pi]} whereH =
∑d−1
m=0m |m〉 〈m|
in which Jz |m〉 = m |m〉, can be seen as an unitary represen-
tation of the U(1) compact group (real numbers modulo 2pi
under addition). As all unitary representations of a compact
group are in general completely reducible and therefore can
be decomposed into a discrete quantity of irreducible repre-
sentations (irreps) we can write [32]
Uφ =
⊕
m∈Q
nm⊕
i=1
Um,iφ , (A1)
whereQ is the set of the equivalence classes of the irregulari-
ties contained in this decomposition, that is, equivalent irreps
will be associated with the samem but with a different i index,
with nm being the total number of equivalent irreps which we
call multiplicities. This decomposition allow us to decompose
the Hilbert space H into orthogonal subspaces that carry the
irreps Um,iφ
H =
⊕
m∈Q
nm⊕
i=1
Him. (A2)
It is worth noting that the subspaces Him are invariant sub-
spaces with respect to the action of the unitary representation
{Uφ}, since Uφ |ψ〉 = |ψ′〉 , ∀ |ψ〉 , |ψ′〉 ∈ Him. In Physics,
subspaces that carry equivalent irreps, denoted only byHm in
our case, constitutes what is known as charge sectors. So, in a
simple way we can write
H =
⊕
m
Hm. (A3)
Since states |m〉 belonging to the subspacesHm are invari-
ant less than one global phase in relation to the action of the
unitary operator Uφ, we can describe the action that operator
on an arbitrary state |ψ〉 (written in the same basis) as
Uφ |ψ〉 =
∑
m
eimφΠm |ψ〉 . (A4)
Replacing this in the equation of the global average, Eq. (3),
we have
G(|ψ〉 〈ψ|) =
∫ 2pi
0
dφ
2pi
U(φ) |ψ〉 〈ψ|U †(φ)
=
∫ 2pi
0
dφ
2pi
∑
m,m′
einφΠm |ψ〉 〈ψ|Πm′e−im′φ
=
∑
m,m′
Πm |ψ〉 〈ψ|Πm′
(∫ 2φ
0
dφ
2pi
ei(m−m
′)φ
)
=
∑
m
Πm |ψ〉 〈ψ|Πm, (A5)
that actually is a way of expressing G(·) that can be used on an
arbitrary density operator ρ because it applies to any state |ψ〉.
The equivalence between local average and fully dephasing,
Eq. (12), follows directly from that.
In the case of the global average acting on a bipartite spate
ρSR we have that the Hamiltonian isH = H
S⊗1R+1S⊗HR
where Hα =
∑d−1
m=0m |m〉 〈m|, α = S,R, so the action of
the unitary operator Uφ = e
iφ(HS⊗1R+1S⊗HR) on an arbi-
trary state |ψSR〉 can be described by
Uφ |ψSR〉 =
∑
M
∑
M=mS+mR
ei(mS+mR)φΠmS ⊗ΠmR |ψSR〉
=
∑
M
eiMφΠM |ψSR〉 , (A6)
where ΠM =
∑
M=mS+mR
ΠmS ⊗ ΠmR is the projection
onto the charge sectors HM of the Hilbert space HS ⊗ HR.
The extension to the multipartite case is straightforward.
Its worth mention that for general finite or compact groups
G, with unitary representations Ug, the charge sectorsHq can
be further decomposed into a virtual tensor product,
Hq =Mq ⊗Nq, (A7)
where Mq is a subsystem carrying an irrep Uq and Nq is a
subsystem carrying a trivial representation of G. These sub-
system are virtual [33] since they do not describe individ-
ual physical states. In literature, they are often called gauge
and multiplicity space or color space and flavor space, re-
spectively. For our case the group is and Abelian group so
the irreps are one-dimension and therefore the subspacesMq
are trivial and can be disregarded. However, in cases of non-
Abelian groups such as SU(2) in which this does not happen,
making this separation between subsystems is important be-
cause operation G will act differently in each of them, and can
no longer be written in a simplified way just like Eq. (A5).
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For these cases the action of G in an arbitrary density operator
ρ is given by
G[ρ] =
∑
q
(DMq ⊗ INq )[ΠqρΠq] (A8)
where Πq are the projectors in the charge sectors Hq , DM is
a trace-preserving operation that takes every operator on the
Hilbert spaceMq to a constant times the identity operator on
that space, and IN denotes the identity map over operators in
the spaceN . The proof of this result can be found in Ref [1].
Appendix B: Relative entropy of entanglement for a class of
mixed states
In this appendix we will demonstrate that for a mixed state
of the type
ρ =
N∑
n1=0
N∑
n2=0
cn1,n2 |n1, N − n1〉 〈n2, N − n2| , (B1)
the separable state that minimizes the relative entropy,ER(ρ),
will be
σ∗ =
N∑
n1=0
cn1 |n1, N − n1〉 〈n1, N − n1| . (B2)
Thus,ER(ρ) = S(σ)−S(ρ), where S(ρ) = −Tr ρ ln ρ is the
von Neumann entropy. This demonstration follows directly
from the one made in Ref. [34] for mixed states of the type∑
n1,n2
an1,n2 |φn1 , ψn1〉 〈φn2 , ψn2 |, known as Schmidt corre-
late states.
As we already have a guess for the separable state that mini-
mizes the relative entropy of (B1), following the Vedral-Plenio
theorem [25], we need to show that the gradient d
dx
S(ρ ‖
(1 − x)σ∗ + xσ) |x=0 for all σ ∈ SEP, where SEP is the
set of all non-entangled states, is not negative. If this does not
happen for a given state σ∗ that means that it is not a mini-
mum of the function f(x, σ) = S(ρ ‖ (1 − x)σ∗ + xσ) and,
therefore, the guess is wrong.
Using the identity lnA =
∫∞
0
[(At−1)/(A+t)]dt/(1+t2),
we can write the gradient as
δf
δx
(0, σ) = 1−
∫ ∞
0
Tr[(σ∗ + t)−1ρ(σ∗ + t)−1σ]dt. (B3)
Replacing (B1) and (B2) in (σ∗ + t)−1ρ(σ∗ + t)−1, we will
have
( σ∗ + t)−1ρ(σ∗ + t)−1
=
(∑
n1
cn1,n1 |n1, N − n1〉 〈n1, N − n1|+ t
)−1
×
∑
n2,n3
cn2,n3 |n2, N − n2〉 〈n3, N − n3|
×
(∑
n4
cn4,n4 |n4, N − n4〉 〈n4, N − n4|+ t
)−1
=
∑
n1,n2,n3,n4
(cn1,n1 + t)
−1cn2,n3(cn4,n4 + t)
−1
× |n1, N − n1〉 〈n1, N − n1| |n2, N − n2〉
× 〈n3, N − n3| |n4, N − n4〉 〈n4, N − n4| . (B4)
In the last two lines it is noted that the two brakets will gen-
erate two Dirac deltas, δn1,n2 and δn3,n4 , so for the equa-
tion to be different from 0 we will make n1 = n2 = n and
n3 = n4 = n
′
,
(σ∗ + t)−1ρ(σ∗ + t)−1 =∑
n,n
′
(cn,n + t)
−1cn,n′ (cn′ ,n′ + t)
−1 |n,N − n〉 〈n′ , N − n′ | .
(B5)
Let’s g(n, n
′
) ≡ cn,n′
∫∞
0
(cn,n + t)
−1(cn′ ,n′ + t)
−1dt,
obviously g(n, n) = 1 and for n 6= n′ ,
g(n, n
′
) = cn,n′
log cn,n − log cn,n′
cn,n − cn′ ,n′
. (B6)
Now we will show that |g(n, n′)| ≤ 1. As the Vedral-Plenio
theorem proved that
0 ≤ √cn,ncn′ , cn′
log cn,n − log cn′ ,n′
cn,n − cn′ ,n′
≤ 1, (B7)
we just need to prove that |cn,n′ | ≤ √cn,ncn′ ,n′ . To do so, let
|ψ〉 = a |n,N − n〉+ b |n′ , N − n′〉, where a, b ∈ C, we will
have
〈ψ| ρ |ψ〉 ≥ 0, (B8)
|a|2cn,n + |b|2cn′ ,n′ + a∗bcn,n′ + ab∗cn′ ,n ≥ 0. (B9)
This last inequality can be written as a density matrix,[ |a|2cn,n − λ a∗b cn,n′
ab∗cn′ ,n |b|2cn′ ,n′ − λ
]
. (B10)
Diagonalizing it and considering that λ ≥ 0, we will have
(|a|2cn,n + |b|2cn′ ,n′ )2 ≥ (
√
△)2, (B11)
where △ = (|a|2cn,n − |b|2cn′ ,n′ )2 + 4|ab|2|cn,n′ |2. After
some simplifications it can be shown that√
cn,ncn′ ,n′ ≥ |cn,n′ |, (B12)
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as we wanted to demonstrate. Therefore, |g(n, n′)| ≤ 1.
Now be σ ≡ |α〉 〈α| ⊗ |β〉 〈β|, with |α〉 =
N∑
n=0
an |n〉 and
|β〉 =
N∑
n=0
bn |N − n〉 are normalized vectors. So, going back
to the Eq. (B3), we can write
δf
δx
(0, σ)− 1
= −Tr
[ ∑
n1,n2,n3,n4,n5,n6
g(n1, n2) |n1, N − n1〉 〈n2, N − n2|
× an3an5bn4bn6 |n3〉 〈n5| ⊗ |N − n4〉 〈N − n5|
]
= −
∑
n1,n2
g(n1, n2) an2 bn2 an1 bn1 . (B13)
Therefore, using the Cauchy-Schwarz inequality∣∣∣∣δfδx (0, σ)− 1
∣∣∣∣ ≤ ∑
n1,n2
|g(n1, n2)||an2 ||bn2 ||an1 ||bn1 |
≤
∑
n1,n2
|an2 ||bn2 ||an1 ||bn1 |
=
(∑
n
|an||bn|
)2
≤
∑
n
|an|2|bn|2 = 1,
(B14)
we come to
δf
δx
(0, |α, β〉 〈α, β|) ≥ 0. (B15)
Since all non-entangled state can be written as σ =∑
i
ri |αi, βi〉 〈αi, βi|, we have that
δf
δx
(0, σ) =
∑
i
ri
δf
δx
(0, |αi, βi〉 〈αi, βi|) ≥ 0. (B16)
Thus, we shown that, in fact, the gradient d
dx
S(ρ ‖ (1−x)σ∗+
xσ) |x=0 is non-negative, which indicates that σ∗ is the sep-
arable state that minimizes relative entropy. To confirm, it
remains only to show that S(ρ ‖ σ) ≥ S(ρ ‖ σ∗), ∀σ ∈ SEP.
The proof will be make by contradiction: suppose that S(ρ ‖
σ) < S(ρ ‖ σ∗), for some σ ∈ SEP, so for 0 < x ≤ 1,
f(x, σ) = S(ρ ‖ (1− x)σ∗ + xσ)
≤ (1− x)S(ρ ‖ σ∗) + xS(ρ ‖ σ)
= (1− x)f(0, σ) + xf(1, σ), (B17)
thus,
f(x, σ) ≤ f(0, σ)− xf(0, σ) + xf(1, σ)
f(x, σ) − f(0, σ) ≤ x(f(1, σ)− f(0, σ))
f(x, σ)− f(0, σ)
x
≤ f(1, ρ)− f(0, ρ) < 0. (B18)
This contradicts the fact that δf
δx
(0, σ) > 0 in the limit of x→
0. So, S(ρ ‖ σ) ≥ S(ρ ‖ σ∗) as we wanted to demonstrate
and σ∗ =
k∑
n=0
cn,n |n,N − n〉 〈n,N − n| minimizes relative
entropy.
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