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Abstract 
It is proved that the ring of Siegel modular forms in any genus is determined by doubly 
even self-dual codes and the theta relations. The (higher) weight polynomials of such codes 
are proved to be the generators of the ring of invariants of a polynomial ring in 2" variables 
under a certain specified finite group. Moreover codes are uniquely determined by their weight 
polynomials. 
1. Introduction 
The word code is used to mean a binary linear code, i.e. a linear subspace C of 
F~ of dimension k, denoted [n,k,d]. Here d is used to denote the minimal weight 
d = min{Ict I with ct E C\{0}}. The weight I~1 is just the number of entries 1 in 
a codeword ~ and is used as a number in 7/ or in F2. The vectors in C are also 
called codewords. The number n is called the length of the code. On F~ we have the 
componentwise product of elements and the usual inner product with (x, y) = Ixyl and 
x = xx. We denote as usual the element 0 = (0 . . . . .  0) and 1 = (1 . . . . .  1). The dual 
code C ± refers to the orthogonally complementary subspace. A code is self-dual when 
it coincides with its dual. There is the obvious formula 
Ix + Yl = Ix[ + lYl - 21xyl. 
A code is called even iff the weight of every codeword is divisible by 2. A code is 
called doubly-even iff the weight of every codeword is divisible by 4. By the just 
mentioned formula a doubly-even code has the property C C C ±. A code is usually 
given by a basis written as a matrix like the following examples: 
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is a In, 1, n]-code (usually called repetition code) or 
is the unique [4,2,2]-code if one considers (as we will always do) two codes as 
equivalent if there is a permutation in Sn, which maps one code to the other. A self- 
dual code always contains the code Repn. 
One calls Aut(C) = {~ E S, with a(C) = C} the automorphism group of the code. 
Other examples are the (unique) [n ,n -  1,2]-code Rep~ (sum zero or parity check 
code) or the [n,n, l]-code (C = F~). 
The most interesting self-dual codes have the further property of being doubly-even. 
Self-dual doubly-even codes only exist in length a multiple of 8 (or k = dim(C) = n/2 
a multiple of 4). 
There are more interesting examples as above like the (unique) self-dual doubly-even 




1 1 1 1 
or the (unique) self-dual doubly-even [24, 12, 8]-code G24 called Golay code, see [P] 
or Appendix 5 in [28]. 
In the papers [3,30,29] self-dual doubly-even codes up to length 32 are classified. 
The method is always to glue the code together from easier subcodes. Especially, the 
4-words or tetrads or the subcode generated by 4-words are studied. After classifying 
the tetrads one regards the possible extensions by gluing vectors. These methods are 
very successful for small codes. For example, it is easy to get the list of the nine 
self-dual doubly-even codes in length 24, in length 32 there are already 85 codes 
[3]. There is an obvious notion of direct product of codes and indecomposable codes. 
Of course, only the indecomposable codes are interesting if one wants to classify 
codes. 
We need later the formula 
# { self-duaicodes in °Ubly-evenlength 2  ) = 2 .  3-. .  (2 n-3 + 1).  (2 n-2 q- 1) 
which follows from the more general theorem in [26] that for any doubly-even [n,s, d]- 
code T with 8In and 1 E T C T ± (weakly self-dual) the number of (doubly-even 
self-dual) codes C which contain T is 
2 • 3. . . (2n/2-s-2+ 1). (2 n/2-s-1 + 1). 
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As an application of this formula one may conclude that//8 ×//8 and 
l l l l  "'• / 
11 1 1 
1 1 1 
are the only self-dual doubly-even codes in length 16 (see [3]). 
Lemma. A d x 2d-matrix of type (1,M) is a generator matrix of a self-dual doubly- 
even code iff 
MM t - I mod(2)and iag(MM t) - 3 mod(4). 
Proof. A matrix of the given type has rank d. The first condition means that any 
two vectors of the basis are orthogonal, which implies C C C±; hence together with 
the dimension C = C ±. The condition for the diagonal implies that the basis vectors 
have weight divisible by 4 which gives doubly-even by induction due to the formula 
Ix + yl -- Ixl + lyl - 2[xyl. The other direction is obvious. [] 
For a code C in length n one defines the weight polynomial as 
~¢/'c(x, y) = Z xn-I~l y I~1. 
ctEC 
There is a definition of biweight polynomial in [13]. We give now a general definition 
for a gth-weight polynomial. We define for any a E F~ a function on C x C x ..- C C 
y 
F~ × F~ ×. . .F~= (F~) ° as 
Y 
g 
a(~l . . . . .  so) = #{i with a = (~J,i,...,~o,i)}. 
Then we get the gth-weight polynomial as 
~q,.,.,aoEC aEF~ 
The gth-weight polynomial Po is considered as a polynomial in 
B o = C[fa with a E F~]. 
One has 
P I (C)  = ~F'C. 
The 9th-weight polynomials are closely connected to the theory of modular forms. 
This will be the main theme of the paper• We call the number g the genus of the weight 
polynomial. We prove that codes are uniquely determined by their weight polynomials. 
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Moreover, the ring of Siegel modular forms (for the full modular group in weight 
divisible by 4) is the normalization of a homomorphic image of the ring generated 
by the weight polynomials of doubly-even self-dual codes. Hence, from an algebraic 
point of view, the theory of modular forms is just coding theory plus the study of the 
theta relations. In genus one and two there are no relations, in genus three there is 
one relation and for higher genus it is an open problem to determine the ideal of theta 
relations. 
All of the theory can be easily generalized for codes over other finite fields or 
modules over 7//n, etc. The restriction to F2 is only chosen for simplicity. 
2. Siegel modular forms 
Throughout the paper we will use the following notations in accordance with [33, 34]. 
General references are [8, 16,25,27,31,39]: 
H o = {z E Matg×o(C)lz symmetric, Im(z) > 0}, 
Fg = Sp(2g, 7/), 
to(n) = Ker(Fo ~ Sp(2g, Z/n)). 
For a subgroup of finite index FcFg ,  we denote by A(F) = ~)k[F,k] the ring of 
modular forms for F. The ring A(F) is a normal graded integral domain finitely gen- 
erated as algebra over C = [F,0]. The variety .A0(F ) = Proj(A(F)) is called Satake 
compactification f level F. 
The thetas of second order are given by (we use Mumford's notation fa) 
fa(z) =0 [~] (2~): Z exp2rri(z[x + la]) 
xEZU 
for a E 2vg. The functions fa only depend on a mod 2 hence a is regarded as element 
in F2 °. We recall from [33] that the ring of modular forms of even weight is given by 
~[Fg ,  k ] = (C[ f  a]Hu )N, 
21k 
where N denotes the normalization i its field of fractions and H o is a finite group. 
(Here the fa have to be read as thetas.) The Siegel O-operator may be defined analyt- 
ically. For Siegel modular forms in even weight (which are always rational functions 
in the theta constants of second order) the O-operator is given by 
~(f0 )=f"  and 4 ' ( f7 )=0.  
a ltTO+ 1 (Here a is considered as element in F~ and as an element in --2 .) 
It is well known that the group Fg is generated by 
J=(011 
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where S runs over all symmetric g x g-matrix (1 is the 1 in GI(g, 7/)). The action of 
the modular group on the thetas of second order is given by: 
acts by e( fa )  = iS[alfa and a = J acts as follows: Let 
a scalar multiple of a square matrix with entries + 1, then 
J ( fa )  = Z(Vg)ablb  
bEF~ 
holds for all a E F~. This is a matrix equation, which is independent of the choice 
of the square root on the 2-ring, i.e. on the ring C[fafb] = { f  E B 9 with 21 deg(f)}. 
(The correct square root is ~ which is here replaced by e0 ~ with ~ = 
(1 + i)/x/2 a primitive 8th root of unity, see [8]. We use the equation only for mixed 
products, hence we are doing nothing wrong.) Take Ds = diag(i sial for a E F~) 
and let 
H q = (Tg,Ds) 
be the subgroup of Gl(2g, C) generated by the elements T o and Ds. If we map J to 
Tg and 
to Ds we get a (surjective) homomorphism of groups 
q~ : Fo ~ H0/(+l ). 
We gave a description of the kernel denoted by F~(2, 4) in [33]. We use the elements 
Ps = T7D2Tg in the following lemma, Ds is already defined. 
Let 0, 1,2, 3 ... .  2g - 1 identify with F~ ° via the binary number epresentation, i.e. 
0=0,0  .... 0, 1 =0,0  . . . .  1, 
2=0 .... 1,0, 3 - -0  ... .  1,1, 
etc. This identification will be used frequently. The first application is as follows. We 
take the affine linear group 
AGI(g) := F~ >~GI(g, F2) 
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together with the standard action of AGl(g)  on F~ given by (x ,M) (a )= Ma +x.  The 
group AGI(g) will be considered as a subgroup in Gl(29, C) just by permuting the fa. 
It is shown in [33] that we get an inclusion 
AGI(g) C Hg C Gl(29, C). 
We introduced in [33] the following elements. We replace the (/,/)-coefficient in 
09 with 1 and call the matrix S. Then Ei --- Ds for this special S. Let Pi = TTE2T9 
and Mi = ( - ly(ToEi )3Tg.  Then M,2 = i. Mi is a modified MacWilliams identity in 
coding theory. The Mi are commuting with each other and its product gives 
back T 9. 
Then Pi ( fa)  = fa+2~ in the identification above. For i -¢ j we replace the ( i , j )-  and 
the (j, /)-coefficient in 09 with 1 and call the matrix S, then Eij = Ds. If a E F~ is 
considered as a vector with entries 0 and 1 and if PO is the permutation matrix (i j )  
in S 9 c Gl(g, F2)  then the following equation holds: 
( - i ) f  e,la = (MiMjEij)3 fa. 
Furthermore, one has for a nonvanishing linear form on Fg a corresponding embed- 
ding ofAGl (g -  1 ) in AGI(g) and (compatible with the following lemma) an embedding 
Hg_I C Hg. The embedding (A,x) going to 
((:°,) (o)) 
corresponds to the Siegel q~-operator, i.e. the following diagram commutes: 
H 9 x B o , B 9 
Hg_z x B9_1 , Bo_1 
Lemma 2.1. One has an exact sequence 
0 --, N 9 , H a , Sp(2g, F2)  ~ O. 
The group N a = (i, D2s,Ps) with #N a = 229+2 is a central extension of  an extraspecial 
2-group. The factor group Na/(i ) = F~ a is an elementary abelian group, and the right 
homomorphism is given by the conjugation o f  H 9 on this F2-vector space. 
Proof. For the proof we give as general reference the book of Domhoff [5]. It is 
proved there that the symplectic group is generated by symplectic transvections. More- 
over, we use the chapter about extraspecial 2-groups. The general principle of proof 
is analogous to the proof of the Bruhat decomposition of a linear group. One proves 
a commutator lemma by reduction to the case of rank two. It comes out that in our 
case the reduction to the genus two case is enough and there the lemma is an easy 
check. 
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We introduced the elements P~ and Ei of order two and four for i = 1... g. It is 
easy to see that 
f E t if s ~ t, 
P~EtP~ 
• • = '[ iE 3 else, 
PsMtPs = M, +-~ s ¢ t. 
Hence, 
[ps,E2 ] = { -11 ifelse.S ~ t, 
Now it is easy to check that N 0 is an extension of an extraspecial 2-group as described 
in [35] by using the results in [5]. The action of H 0 by conjugation on N 0 is for the 
generating elements given as above by a symplectic transvection. One may check that 
we get enough transvections and hence the surjectivity in the above sequence. [] 
The group Hg is generated by the elements P,,Mi,Ei and Eij. The first three are in 
the image of H1 under the various embeddings which correspond to flags of subvector 
spaces of F~. The Eij are in the image of/-/2 under such embeddings. It holds that 
H o A $2~ = AGI(g) inside GI(20, C). All these statements are easily checked for genus 
1,2, 3. The general case follows from that by using the various diagonal embeddings. 
In [34,35] we described the groups more in detail. The sequence in Lemma 2.1 is 
nonsplit and remains nonsplit after dividing by (i) = Z(H o). Moreover, it is the unique 
nonsplit sequence [20]. We will fix the notation 
G o = (Hg, e) = (AGI(g),E, W), 
with 
E = diag(1,i, 1,i .... ), 
~ r  . , 
with 2 g-I blocks 
1 (1  11) 
1-  
along the diagonal. The equality of groups holds due to (WE) 3 = ~ and the relations 
in [34, Ch. 2]. For the ring of invariants we fix 
Go CPg = Bg . 
(The notation is motivated by Theorem 3.6.) The @-operator ~ : CPg+I , CPg is 
surjective, see [35]. One may compute that AGI(1) -~ $2, AGl(2) -~ $4 and that for 
higher genus AGl(g) is a subgroup of A2~. For instance, AGl(3) has index 15 in A8. 
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The groups G o have a decomposition of Bruhat type (with respect o the parabolic 
subgroup AGI(g ), which corresponds to the set of shorter oots in the Dynkin diagram 
C o of the symplectic group). Let 
Go,mo, = (Ho,4, E) = {matrices in G o with 2 ° nonzero entries} 
the monomial subgroup of Gg and W ®i defined by 2 °- i  blocks W~ i (of size 2 i) along 
the diagonal (for example, 
W® 2 1 1 -1 1 -1 
=2 1 1 -1 1 )' 
1 -1 -1 1 
then 
G o = (y_Ji=o..oGg, mon W®iGg, mon 
and the cells in this decomposition of Bruhat type are characterized by the property, 
that the number of the nonzero entries in the matrices is just 2g-i4 i. 
Remark 2.2. One has an exact diagram 
0 --~ N o , H a , Sp(29,F2)  --* 0 
U U U 
0 --* F~ > AGI(g) , GI(g, F2)  ---, 0 
The map on the right is given by 
U w--+ 0 (Wt)  -1 " 
We set Hg,4 = (AGl(g), i ,  Ds, Ps) the monomial subgroup in Hg of index 1 • 3.- .  
(2g + I ). (We chose the notation Hg,4 because on the f~ the action is only by permu- 
tation.) One may check 
¢(G,0(2)) = Ha,4/(-)- 1) 
(/'0,0(2) is defined by the condition C -= 0 mod(2) and usually called the Hecke 
subgroup of level 2) 
0(/'o(2)) = Ng/(-t- 1 ). 
Example 2.3. We have F~'(2,4) =/'1(4) and 
1 01 (o)/ 
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is an extended Dieder-group of order 16. The group G1 ----- (W,E) generated by 
W=-~I  (1  11)1  - and E= (10i)o 
is a group generated by (pseudo) reflections of order 192. The vector space (N1, e)/e = 
F~ is generated by P and iWPW = E 2, the symplectic form on (Nl,e)/e is given by 
f 0 i fxy=yx,  
f(x, y) l 1 else. 
P, WPW is a symplectic basis and Sp(2,F2) ~- $3. See also [2]. 
Remark 2.4. For genus 2 the groups are as follows: 
Sp(4,F2) ~- $6 and AGI(2,F2) ~- $4. 
For the convenience of the reader we recall the following facts about group orders: 
#AGl(g) = 2g(2 g -  1) . . . (2  ~ - 2 v-l), 
#Sp(2g, F2) : 2°2(4 ° - 1). . .  3, 
#H o : 292+2°+2(4 ° - 1). . .  3, 
#Ho,4 : 2°2+2°+2(2 ° - 1 )(2 °-1 - 1 )--. 3. 
Remark 2.5. For genus three we have AGI(3) ~- Aut(Hs). The order is (~)3.24 = 
1344. (The group acts threefold transitive on the eight variables. For any two posi- 
tions (of the eight entries) there exist exactly three 4-words which one on the chosen 
positions. Moreover, for any two positions there is exactly one decomposition i four 
two blocks such that D8 is a subcode with this block decomposition.) Hence, there are 
30 = 8!/1344 codes equivalent to Hs in F~. 
3. The MacWilliams identity and the Hg-action 
We recall the definition of the gth-weight polynomial as 
Pg(C): Z 1-I da 
xl ,...,%EC aEFq2 
The polynomial Pg(C) is considered as a polynomial in 
Bg = C[fa with a E F~]. 
By using the binary number convention we regard Bg as the polynomial ring in the for- 
mal symbols f0 . . . . .  f2~-l. The weight polynomials as defined above are homogeneous 
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polynomials of degree 
deg(Pg(C)) = length(C) 
and have the following obvious property. 
3.1. Specialization formula 
Pg( C)(XXo, YXo,XXI, YXI .... ) = Pg- I (  C ) (Xo ,X I  . . . .  )P1( C)(X, Y). 
This may be translated in terms of modular forms. The restriction of a modular form to 
decomposable points corresponds to a Segre embedding. This is described in [34]. The 
specialization formula may be generalized for g = r + s with the weight polynomials 
in genus g, r and s. 
With the help of 
Z(-1)(~'fl) = { 0#C else.if fl E C a-, 
~¢GC 
one gets the Mac Williams identity. 
3.2. For a self-dual [2d, d, ,]-code C one has the identity 
Pa(C)(fo + f l , fo  - f l , f2  + f3 .... ) = 2dpo(fo, f l , f2 ,  .. .). 
Proof. The proof is elementary. The method is a finite analogue of the Fourier trans- 
formation. We denote for this proof by 
Pc,,...,G = E H f~(~'""'~) 
~tl ECm,...,otuEC u aEF~ 
a generalization f the weight polynomial for g codes of length n with Pc,...,c = Pg(C). 
Now we compute 
Pc±,c2,...,c,, = E H f:(''''''~') 
}'rC±,otiEG arF~ 
:(#c) E (-1) H 
flEC, urF~, ~2 EC2 .... aEFg 
One may regard the inner product and the product over the fa as product of the 
componentwise defined product and for any a 6 Fg the characteristic function on 
F 2 x F2  x " "F2  = F~ as 
g 
l if a = (al . . . . .  ~g), 
a(~l . . . . .  ~g) = 0 else. 
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Hence, we get for 
Y~ (-1)(~'#) H f:(~'"')= H Z (-1)(#''Off~'¢') 
aEF~ aEF~ i=l..n CEF2 
= (fo + f l  )°(/~'"')(fo - f l  )1(~,...)... 
We have proved 
Pc±,c2,...,c, = (#C)-1Pc, G,..,c~(fo + f l ,  fo - f l , ' "  ") 
as desired. [] 
The above method yields the following equation: 
P( C -L ) = (#C)-OT(P( C) ) 
with the matrix 
", / a, bEF~ 
We have T o = (1 +i/2)°T. The weight polynomial is homogeneous of degree n. Hence 
this equation may be rewritten in a more symmetric way as 
(( 1 ) o" dim(C) ) ( 1 ) ° " dim(Ca) 
r o --~ P.(C) = (e °") -~  P.(C±). 
We call this formula MacWilliams equation. 
The weight polynomial is homogeneous of degree divisible by 8 (self-dual doubly- 
even codes only exist in such length). Hence 3.1 may be reformulated as follows: The 
weight polynomial is invariant under the element 
1 1 0 / 
1 1 -1 1 1 
W=~ 0 1 -1 . . . .  
A self-dual code always contains the vector 1 (1 * x = x = x * x, hence (x, 1) = 
<x,x) = Ixl = 0). Moreover, the property of being a linear code may be expressed as 
3.3. The weioht polynomial in genus g of a code which contains the vector 1 is 
always AGl(g)-invariant, where AGI(g) is considered as a subgroup of permutations 
in Gl(2O,7/). 
3.4. The weight polynomial in genus g of a doubly-even code is always invariant 
under the action of D o, where D o is the abelian subgroup of Hg generated by the 
diagonal matrices Ds. 
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We have proved: 
Theorem 3.5. For any (self-dual doubly-even) code the weight polynomial in genus 
g is invariant under the action of the group Go, hence Pg(C) C CPg. 
We have the homomorphism 
Thg : Bg , @[E~(2,4),k]  
k 
given by evaluating the f~ as theta constants of second order. The restriction 
Thg : CPg --~ ~[Fo ,  k ] 
41k 
is isomorphic for genus g ~<2 and surjective for genus g ~< 3. For general genus, Th is 
only integral. Later we will see that the Th(Pg(C)) are just theta series of canonically 
associated lattices. The main statement of this paper is the following: 
Theorem 3.6. The ring CPg is generated by Pg(C) for (self-dual doubly-even) 
codes C. 
This theorem will be proved after some preparation. The theorem says that the 
MacWilliams identity is equivalent to self-duality. It is surprising to get the invariant 
ring in such an explicit way. The key point in our strategy will be the following: 
The group Gg is generated by a monomial group and the MacWilliams identity W. 
The ring of invariants is computed in two steps. The first step is to compute the 
invariants under the monomial group (see [36,37] or [33,34]). The second step is 
to apply the MacWilliams equation. The method to compute the invariant ring for 
the monomial group can be expressed in the framework of coding theory. By the 
surjectivity of the q~-operator we may suppose that the genus is higher than the degree 
of an invariant polynomial which implies that the expression of the invariant polynomial 
as a linear combination of code polynomials of doubly-even codes is unique. Then the 
MacWilliams equation implies that the occurring codes have to be self-dual. 
Remark 3.7. If the biweight polynomial of a linear code is invariant under the action 
of the group G2, it is self-dual and doubly-even. (If there would be two codewords 
which are not orthogonal, they have an odd number of ones in common. Hence, in the 
biweight polynomial there would occur a monomial with an odd exponent in contrast 
to the group invariance.) 
One may reformulate the conditions of (H2, e)-invariance for a polynomial 
f = a~0,~l,~2,~3f~0 f~ 2 J3 
as follows: The coefficient a~o,~,m,~ 3 is different from zero only if 
1. 8l~t0 + ~1 + ~2 + ~3, 
2. 4let0 + =1, 
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3.41~0 + 0~2, 
4. 4170 + ~3 
and moreover W(f) = f holds. 
Remark 3.8. We proved in [33] that/-/2 is generated by (pseudo) reflections. The ring 
of invariants is generated by 
P8 = (8) + 14(4,4) + 168(2,2,2,2), 
Pl2 -- (12) - 33(8,4) + 330(4,4,4) + 792(6,2,2,2), 
P20 = (14,2,2,2) - (12,4,4) - (10,6,2,2) + 2(8,8,4) 
+13(8,4,4,4)-  14(6,6,6,2), 
P24 ---- (24) + 759(16,8) + 2576(12, 12) 
+212 520(12,4,4,4) + 340032(10,6,6,2) 
+22770(8,8,8) + 1 275 120(8,8,4,4) 
+40 80 384(6, 6, 6, 6). 
Here P8 = P2(Hs) is the biweight polynomial of the Hamming code and P24 is the 
biweight polynomial of the Golay code G24. Hence, the invariant ring of G2 = (/-/2, e) is 
generated by 2 2 Ps,P24,PIz,P2o, PI2P2o which is the main result in [13]. One may rewrite 
this. The invariant ring is generated by biweight polynomials of self-dual doubly-even 
codes in length 8, 24, 24, 32,40. This may be proved directly or follows from 3.6. 
The conditions of invariance for a polynomial in the fa may be written as described 
in [33,34]. For the general theory we refer to Stanley [36,37]. All invariants are given 
as symmetrizations over AGI(9) of admissible monomials (i.e. invariant under the group 
of diagonal matrices (Dg, e)) and the additional condition of being W-invariant. We 
denote by 
A = (a0 .. . . .  a2,- 1 ) 
a tupel of exponents. It is admissible if 
Z ab = deg(A) 8 
bEF~ 
and 
E abS[b] for all symmetric 9 x 9-matrices 4 S. 
bEF~ 
Here we regard b as a vector or a number via the binary number convention. For genus 
# there are (g~l) conditions. Sometimes we replace the first condition by 41 deg(A) if 
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we only regard invariants for Hg. We denote by 
I-I 
aEAGl(g)/Stab(A) bEF~ 
the symmetrization ver AGl(9). Then the invariant polynomials under (Ho, ~) are given 
as 
f=  E c.4fA 
A admissible mod AGI 
with the condition 
W(f) = f. 
Example  3.9. In genus three a tupel of exponents A = (~0, ~1 . . . . .  ~7) is admissible iff 
1.8 E0t i ,  
i=0..7 
2. 41~o + ~l + ~2 + ~3, 
3.41~o + 0c2 + 0~4 + 0~6, 
4. 41~0 + ~3 + t~4 + 0~7, 
5. 21~t6 + ~7, 
6. 21~5 + ~7, 
7. 21~3 + 0~7, 
We give two examples of weight polynomials in genus three: 
Pa(Hs) = (8) + 14(4,4) + 168(2,2,2,2) + 1344(1, 1, 1, 1, 1, 1, 1, 1), 
P3(Hs x ns )  = (P3(ns)) z
= (16) + 28(12, 4) + 198(8, 8) + 420(8, 4, 4) 
+336(10, 2, 2, 2) + 4704(6, 6, 2, 2) 
+29400(4,4,4,4) +2688(9, 1, 1, 1, 1, 1, 1, 1) 
+336(8,0,0,0,2,2,2,2) + 4704(6,2,2,2,4,0,0,0) 
+37632(5,5, 1,1, 1, 1, 1, 1) + 1176(4,4,4,0,4,0,0,0) 
+61 152(4,4,0,0,2,2,2,2) + 451 584(3,3,3,3, 1, 1, 1, 1) 
+2 2014 72(2, 2, 2, 2, 2, 2, 2, 2), 
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P3(D+6) = (16) + 28(12,4) + 198(8, 8) + 420(8,4,4) 
+336(10,2,2,2) + 4704(6,6,2,2) 
+29400(4,4,4,4) + 1680(8,0,0,0,2,2,2,2) 
+3360(6,2,2,2,4,0,0,0) +43008(5,5, 1 1, 1, 1, 1, 1) 
+2520(4,4,4,0,4,0,0,0) + 63 840(4,4,0,0,2,2,2,2) 
+430080(3,3, 3, 1, 1, 1, 1) + 2298240(2,2,2,2,2,2,2,2). 
(It is proved in [33] that the ring of modular forms (of level F~(2,4)) is just 
defined by the equation P3(H8 ×/-/8) - P3(D~- 6) which is mapped to zero under 4, 
hence a "cusp" form for the polynomial ring. With the result in Section 4 we get 
O16 : 0 2 in genus three where we denote with Oi the theta series of the unique even 
indecomposable lattice in dimension i for i = 8, 16. This computation gives a direct 
proof of a conjecture of Witt [40], proved independently b  Igusa [15] and Kneser 
[21]. See also [17-19].) 
Furthermore, weight polynomials of (self-dual doubly-even) codes have the obvious 
properties: 
(3.10) 
(1)  Pl(C)(o, l )  = 1 = PL(C)(1 ,0)  
(2) Pl(C)(1, 1) = 2 °imw) -- #(c )  
(3) P~(C) E 7/[f,, with a E Fg] <n"'O2 the coefficients of Pg(C) are positive, 
(4) Pg(C 1 × C2)= Po(C1)Pg(C2), 
(5) ~(Pg+l(C)) = Py(C). 
One may ask if one may get back the code from its code polynomials. For small 
genus the code polynomial does not contain enough information. But for a code of 
dimension d the weight polynomial Pd-I(C) contains all the informations about the 
code. It contains a tupel of exponents for every configuration of d - 1 codewords. 
Especially, one may find d -  1 codewords, which together with the word 1 form a 
basis of the code. One has to choose some order in F2 d-l. We always use the standard 
one given by the binary number convention. The weight polynomial only depends on 
the isomorphism class of the code. This remark holds not only for self-dual doubly-even 
codes, but for all linear codes. 
Example 3.11. The Hamming code//8 is characterized by its weight polynomial 
P3(Hs) = (8)+ 14(4,4)+ 168(2,2,2,2)+ 1344(1,1,1,1,1,1,1,1). 
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The last term (1, 1, 1, 1, 1, 1, 1, 1 ) gives back the code. We choose one times any element 





which is a generating matrix for/-/8. The monomial (1, 1, 1, 1, 1, 1, 1, 1 ) is an admissible 
monomial of maximal genus in the obvious sense. 
We have proved in [35] the surjectivity of the ~-operator. Hence, it is no restriction 
for an invariant polynomial in CPg to suppose that the genus is higher than the degree. 
This will be used in the proof of Theorem 3.6. 
The surjectivity of the ~-operator may be used to consider invariant polynomials as 
living in arbitrary high genus, hence to regard the graded ring 
CPo~ = lim CP o. 
g 
For any degree l it is given by code polynomials of self-dual doubly-even codes of 
length 1. 
We define 
P~(C)  = Pg(C) for g~> dim(C) - I 
as an element in CPoo. For arbitrary codes containing 1 one may take the same defi- 
nition and regards Poo(C) as an element in 
lira B (A6t(o ) ) 
g 
From these remarks one gets an algorithm for computing all codes of a certain length 
1. One computes for some g >i I/2 - 1 the invariants in the vector space 
(Bo)(deg=l) 
and the codes correspond to monomials of maximal genus modulo AGI. (More precisely 
one first determines the admissible monomials of maximal genus (see Section 5) and 
takes in any AGl-orbit a representative.) 
Example 3.12. (Biweight polynomials in length 24). One may compute the space of 
polynomials which fulfil the conditions 3.1, 3.5 and 3.10. in degree 24 and genus 2. One 
gets a diophantine system of equations with the following solution. The polynomials 
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are given by 
(24) + 3A(20,4) + 3(253 - 414)(16, 8) + 2(1288 + 914)(12, 12) 
+3A(2A + 1)(16,4,4)+ 6.4(127- A)+ 12(19A 2 -908A + 17710)(12,4,4,4) 
+18(6A 2- 102`4 + 1265)(8,8,8) + 18(6,42 - 267,4 + 70840)(8,8,4,4) 
+3A(,4 - 2)(18,2,2,2) + 36(42 - ,4)(14,6,2,2) + 66,4(.4 + 94)(10, 10,2,2) 
-12(13,42 + 582A - 28336)(10,6,6,2) - 24(A 2 - 3746`4 - 170016)(6,6,6,6) 
as a solution of this problem together with the conditions 
0~<`4~<29 and `4 # 1. 
But only the numbers 14 E {0, 2, 4, 6, 8, 10, 14, 22} correspond to self-dual doubly-even 
codes. 
Remark 3.13. One may as well study the group for self-dual codes which is generated 
by AGl(g) and the element W. If one denotes (as in [34]) the permutation P = 
(1,2)(3,4). . .  then WPW = E 2. Hence a self-dual code is always even. In genus one 
it is a group generated by reflections of order 16, the ring of invariants is generated 
by P1([2,1,2]) = (2) = f~0 + ~ and PI(Hs) = (8 )+ 14(4,4). We denote by [2, 1,2] 
the (unique) code generated by 0 and 1. For higher genus we regard the permutation 
Q = (1,2)(5,6). . .  which is the image of (1,2) c/-/2 under a diagonal embedding of 
the group/-/2 and the equation WQW -- diag(1,-1, 1, 1 .... ). The equation proves that 
all the elements Eij are in the subgroup generated by ` 4Gl(g) and W. 
Remark 3.14. Last, but not least we consider the genus one case. The group Gi is 
a group generated by (pseudo) reflections of order 192 and the ring of invariants is 
given by 
CP~ = C[(8) + 14(4,4),(24) + 759(16,8) + 2576(12, 12)] = C[Pl(Hs),P~(C24)], 
where C24 is any code of length 24 different from H83 and H8 x D+6 . For example, one 
may take the Golay code as above or D+4 with 
P1 (D~-4) = (24) + 66(20, 4) + 495(16, 8) + 2972(12, 12) 
(the constant A in the list in 3.12 is given by A = 22). This is a result of Gleason 
[10]. The corresponding result for modular forms is classical. A proof follows from 
the computation of the ring of invariants for the group H1 given in [33, p. 68.] 
Remark 3.15. The diagonal code in Hg. 
We want to state just as a curiosity that there is a code sitting inside the group Hg. 
One may take the imaginary part of the diagonal matrices in Hg and get a [2 g, g + 
1,2g-l]-code with automorphism group A Gl(g). This diagonal code is for small genus 
neither self-dual nor doubly-even, but for genus g>~3 it becomes double-even and 
192 B. Runoe / Discrete Mathematics 148 (1996) 175-204 
weakly self-dual (i.e. 1 E CcC±) .  For genus one it is the [2,2,1]-code with Sz 
as automorphism group, for genus two it is the [4,3,2]-code (sum zero code) with 
automorphism group $4, for genus three it is the Hamming code, for genus four it is 
the [16,5,8]-code RM (usually called Reed-Muller-code) with Aut(RM)= AGI(4) of 
order 322,560. 
4. Codes and lattices 
There are many ways to associate a lattice to a code. We refer to [4] for much 
interesting material. There are described the constructions A,B,C,D. For our purpose 
the construction A is the most important. 
Denote by Ip : 7/n ~ F~ the canonical morphism, then we get with 
A(C) = --~(~,-1(C)) c R" 
the construction A. For a self-dual doubly-even code C of dimension d we get an 
unimodular even lattice of dimension 2d = length(C), which is easily checked. If  the 
generator matrix of the code is denoted by (1,M), we get a generator matrix of the 
lattice by first filling up (1,M) with some rows with exactly one entry 2 to get a 
regular quadratic matrix 
T= 0 
and after this S = (1/2)TT t gives an even symmetric matrix. (We identify the quadratic 
form which belongs to S and the lattice A.) 
It is well known that any (positive-definite symmetric) S E Sl(d, ;g) may be written 
as S = 2-kMM t for some M E Mata(Z). Hence, one may define 
h(S) -- min{k I there exists M E Mata(2 r) with S --- 2-kMM t} 
and self-dual doubly-even codes correspond to even unimodular lattices with h(S)<~ 1. 
Codes are also in another sense the simplest lattices. 
As usual we call the elements of (euclidian) length 2 roots and the set of all roots 
root system. Self-dual doubly-even codes correspond (bijectively) to even lattices with 
a root system containing nA1 (the root system contains an orthogonal basis of Rn). 
Hence, self-dual doubly-even codes are the easiest lattices with respect to the root 
system, see [22]. 
There are many more lattices than codes. In dimension 8 the (unique) even lattice 
comes from the Hamming code H8 = D~-, in dimension 16 the two even lattices come 
from the two codes of length 16 (i.e. H i and D~-6). In dimension 24 there are 24 even 
lattices (Niemeier), but only 9 coming from codes. In dimension 32 there exist 85 
even lattices coming from codes, but more than 80 millions even lattices. In length 40 
there are already more than 17 000 self-dual doubly-even codes. 
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The theta series in genus g for a lattice S or A of dimension d is given for z E H~ 
by 
Os( r )  = exp( rciTr( Gt SG~ )). 
GEMd.~(Z) 
By a straightforward computation one gets 
Proposition 4.1. 
~) A( C)( T ) ~- Th( Pg( C ) ). 
Remark 4.2. Proposition 4.1 may be regarded as a special case of formula RT'h o in 
[27, p. 219] for Q = 2 and z = 0 = A = B and A' and B r replaced by A and B. For 
S -- 2TtT with T E Matd(Q) we have 
AEKI,BEK2 
where k = #/(2 and 
K1 = Matg, d(Z)Tt/Matg, d(Z)T tN Matg, d(Z) 
and 
1(2 = Matg, d(Z)T-l /Matg, d(7])T -1 N Matg, d(7:). 
For a matrix as above coming from a code S = (1/2)TT t = 2(5T)(iT1 l t) with 
T= 0 
we get for 
(1T) - I= (20-M)  EMato, a(2e), 
hence/(2 = 0 and k = 1 and for the product of theta constants we get 0 [~] (2~); hence 
the product of theta constants of second order as desired. This remark arose out of  a 
discussion with R. Salvati Manni in Rome. 
It is well known that even unimodular lattices only exist for dimension d a multiple 
of 8. The theta series is then a modular form of weight d/2. The cokernel of the 
inclusion 
an even unimodular lattice] C ~[F~,k]  C[OA with A 
41k 
is zero for 2k < g and k > 2g, see [1]. For genus one, two and three the inclusion is 
an isomorphism and one may reformulate 3.6 (or 3.8 and 3.14) as follows. 
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Theorem 4.3. The ring ~41k[Fg,k] is for g<~3 generated by theta series of even 
unimodular lattices coming from self-dual doubly-even codes. For arbitrary genus, 
~4[k[Fg,k] is the normalization of C[Oa(c)] for self-dual doubly-even codes C in 
its fieM of fractions. Moreover, the normalization map Th : sgg ~ Proj(CPg) is a 
homeomorphism onto its image. 
The ring of theta series of lattices is just the ring of stable modular forms [7]. A 
modular form f E [F o, k] is called stable, if for any number i there exists a modular 
form F E [Fg+i,k] such that ~i(F) = f .  The image Th(CPg) is a subring in the ring of 
stable modular forms. For 2k < g and 4Is the ~-operator is an isomorphism (singular 
modular forms). This corresponds to the fact that a code of dimension d is determined 
by its weight polynomial in genus d -  1. 
5. Mean polynomials and the Proof of Theorem 3.6 
We considered the weight polynomials of self-dual doubly-even codes and proved 
the invariance under G o. Hence, also the polynomial 
1 
M.(") = Pg(C) 
#{ codes in length n} ~ 
codes C 
is G0-invariant and called mean polynomial in length n = 2d and genus g (d = 
dim(C)). 
We fix the notation 
1 i f s=d 
C(s,d) = (2o+ 1)- . . (2 a-s-I + 1) if s < d 
for the number of self-dual doubly-even codes containing a doubly-even code contain- 
ing 1 of dimension s and 
Jga = { self-dual doubly-even codes in length 2d} 
with cardinality C(1,d) = 2 • 3 . - . (2  a-3 + 1) • (2 a-2 + 1). To state the result we fix 
( n ) _- n, 
al;a2;...;at al! • a2!".aft 
and define the genus g(A) of an admissible tupel of exponents 
A = (a0,. •., a2q- 1 ) 
for H o to be the smallest g such that the monomial is admissible (One has to regard 
admissible monomials modulo the AGl-aetion). To avoid exceptions in the following 
formulae, we use the (formal) genus zero case, i.e. B0 = C[f0], CPo = C[f~] = C[(8)], 
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Ho = {i) = Oo,  4 m. NO (is the cyclic group of order four), Go = (~) (cyclic of order 
eight), ~(fo) = fo, ~( f l )  = 0 . . . .  
Example 5.1. 
0( (8 ) )  = o, 
9 ( (2 ,2 ,2 ,2 ) )  = 2, 
0 ( (2 ,2 ,0 ,0 ,2 ,2 ,0 ,0 ) )  = 2, 
9 ( (8 ,0 ,0 ,0 ,2 ,2 ,2 ,2 ) )  = 3. 
We recall the notation 
crEaGl(o)lStab(A) bEF~ 
for the symmetrization f an admissible monomial. 
Theorem 5.2. The mean polynomial can be computed as 
M2(O _ 1 
d #,.lid Z Pg(C) 
CE.Ita 




+Z Z r=2 a admissible 
( modAGI ), glA )~r, deg[A )=2d 
1+2a-2)  -..(1 +2 a- l - r )  
Example 5.3. Let n = 8 and g = 3. We get 
M~3)=(8)+(84)(4,4)1~22 + ( 8 1 2;2;2;2 ) (2'2'2'2)(1 + 22)(1 + 2) 
( 8 )(1,1,1,1,1,1,1 1)( 1 1 
+ 1;1;1;1;1;1;1;1 ' +22) (1+2) (1+1)  
= (8) + 14(4,4) + 168(2,2,2,2) + 1344(1, 1, 1, 1, !, 1, 1, 1) 
= P3(Hs) 
in accordance with the fact that /-/8 is the unique self-dual doubly-even code in 
length 8. 
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For the proof of the theorem we introduce the following notations. We call 
c~ = a tupel of g elements ~l . . . . .  % E F 2d, 
C(ct) = the code generated by 1 and ~, 
s(~) = dim(C(c0). 
Then we get the formula 
C(s(ct),d) if C(~t) doubly-even 
#{C E ~[d with ~ C C} = 0 else. 
We use the correspondence 
ct A(oO = (a0 . . . . .  a2,- l )  
( ) 
a tupel of codewords an admissible tupel of exponents 
which is given by 
aEF~ 
(note the difference between fA which is a monomial and )CA which is the symmetriza- 
tion of fA). 
Now we make the following three observations: 
C(ct) doubly-even ¢=~ fA(~) = H ~(~) is an admissible monomial 
a E F~ 
and 
and 
dim(C(~)) = s(~) = 1 + g(A(a)) 
#Stab(A ) = A ! = a0 ! ... a2g- 1 ! 
for an admissible tupel of exponents (which corresponds to changing the order of 
coordinates). The permutations of the rows in the g × 2d-matrix ct correspond to the 
action of Sza. 
Hence, 
M2(O _ 1 Po(c) 
CGAla 
1 
CE,t[ a ct¢C 
1 
- E #{C E ~'d with ~ C C}f  A(~) 
#~'d 
0t 
and with the above observations we get the formula of Theorem 5.2. 
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One may use the mean polynomials to write down explicitly modular forms without 
knowing any code. The numerical problems to compute higher weight polynomials of 
a given code are relatively big as one may imagine from the examples. 
For the proof of Theorem 3.6 we define 
~q/d = {doubly-even codes containing 1 in length 2d} 
and 
~ = ~a~CF a 
for the set of doubly-even codes containing 1. The correspondence above may be 
reformulated as 
B~ H"") = C[Pg(D) with D E "/F] = C[fA with A admissible]. 
With the same argument one has 
B(A~t(y)) = C[Pg(D) with D a code containing 1]. 
9 
Example 5.4. 
Po~(Rep,)  = (n), 
Poo(Rep4) = Poo(D4) = (4), 
P~(D4 x D4) = (4) 2 = (8) q- 2(4,4), 
P~(D8)  = (8) + 6(4,4) + 24(2,2,2,2), 
1344(1, 1, 1, 1, 1, 1, 1, 1) = P~(H8)  - 7P~(D8) + 14P~(D4 x D4) - 15Pe~(Reps). 
One may describe the correspondence between doubly-even codes containing 1 and 
admissible monomials more explicitly (like in 3.11). 
A = (ao . . . .  , a2~- l ) D(A ) 
( 4 
an admissible tupel of exponents a doubly-even code containing 1 
which is given by 
~o 2 g D(A)  = 0 , . . . ,0  . . . .  1 , . . . ,  - . 
1 . . .  1 
This should be read as follows. The number i as binary number with g digits is ai- 
times written as a vector in F~ and together with a row consisting of ones one gets a 
(g + 1) x (deg(A)) -matr ix  D(A).  Then 
#Aut(D(A )) fA P° (D(A) )  = A! + terms of lower genus 
Proof of Theorem 3.6. Let 
f = Z diPg(Di ) 
i 
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be a homogeneous polynomial of degree 2d with Di E ~d and 4[d. Then the 
MacWilliams equation yields 
( 1 ~" ) /' ] "~g(dim(D~)-dim(D')) 
To(f) = T o d~Pa(D,) = Z d, \ - -~ j Po(D? ) 
i 
for arbitrary genus g. The Pg(D~) are uniquely determined by terms of maximal genus 
for genus g/> dim(D~) - 1. Hence, for a Hg-invariant polynomial f for g >> 0 in the 
above sum only self-dual codes occur. This ends the proof of Theorem 3.6. [] 
The analogue of Theorem 4.3 for the Hecke group Fg,0 is the following: 
Theorem 5.5. The rings ~)21k[Fg,0(2),k] are for g<<.3 generated by theta series 
of even lattices coming from doubly-even codes containing 1. For arbitrary genus 
~)21k[Fg,0(2),k] is the normalization of C[Oa(c)] for doubly-even codes C contain- 
ing 1 in its fieM of fractions. Moreover, the normalization map Th : .Ag,0(2) 
Proj(C[Pg(C)]) (for doubly-even codes C containing 1) is a homeomorphism onto 
its image. 
6. Liflings 
In the same way as in the definition of Eisenstein liftings for modular forms one 
may define a canonical map by symmetrization ver the corresponding finite group. In 
this case there is of course no problem with convergency of a certain series, but does 
these maps define liftings? 
We denote for r ~< s by 
ir, s : Br  > Bs 
the inclusion given by fa ~ fa. We regard a as a binary number with r or with 
s digits. 
Then the map Lr, s is defined by 
1 
L~,,(f) = ~ ~ a(i~,s(f)). 
oEH, 
For an admissible tupel of exponents 
A : (a0  .. . . .  a2r-l) 
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for H~ we denote by 
#( H~ /Stab( A ) ) 
C~,s(A) = 
#( Hs/Stab( ir,~( A ) ) ) 
the ratio of the numbers of terms after symmetrization over the corresponding A GI. 
Then we get the following formula: 
Proposition. For an admissible monomial fA for H~ it holds 
c~,s(A) 
Lr, s(fA) -- [Hs :H~4] ~ o'(fA). 
' aEHffHs,4 
Proof. For the proof we split the symmetrization over Hs into two steps. The first 
step is the symmetrization over H~,4 which is given by taking the same admissible 
monomial. The number of terms increases and is given by the number c~,s. The second 
step is the symmetrization ver a set of representatives for H~/H~,4. Hence we get the 
above formula. [] 
It holds that 
Lr, s o Lt, r = Lt, s. 
To give some examples we always use the decomposition of Hs as described in [34]. 
There an explicit procedure to compute a set of representatives is given. 
Example. A special case is r = s = 2: 
7p  
L2,2((12))= 1-~ 12, 
-7  
L2,2((8,4)) = 6--~P12, 
1 P L2,2((6,2,2,2)) = 1 -~ 12, 
Lz,2((4,4,4)) = 1@20P12, 
L2,2(P12) = P12. 
One may conjecture that 
L0,g((2a)) = (const)M~) 
for 41d. It follows from Theorem 3.6 that 
Lr, s(Pr(C)) = constiPs( Ci ) 
G 
for some constants which depend on the self-dual doubly-even codes C and G. Conjec- 
turely only codes Ci with Pr(Ci) = Pr(C) occur. It would follow from this conjecture 
that for big genus r the map L~,s is indeed a lifting for weight polynomials. 
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There is another map Kr, s defined by taking the same admissible monomial 
Kr.s(fA) = f(ir.(A)). 
We always have 
qY-r(K~,s(f)) = f ;  
hence we get a lifting, but only for 
r 1> 1 deg(f)  - 1 
it follows from Theorem 3.6 that we get an invariant polynomial in CPs for f E 
CP~ (any invariant polynomial is a linear combination of P~(C) for codes C and 
Kr, s(Pr(C)) = Ps(C) = P~(C) for r~> dim(C) - 1). 
7. Self-dual codes 
The method of the previous sections also work for self-dual codes. We only want 
to state the results. The relevant group is generated by AGI and W. In the notations 
of Lemma 2.1 we have the exact sequence 
0 --~ (D2s, Ps) , (AGI(g), W) ,0+(29,F2) --* 0.. 
The group (D2,ps) has order 22°+1 and is an extraspecial 2-group of positive type 
(i.e. may be written as central product of g Dieder-groups D8). The factor group 
(D2,ps)/(-1) = F~ ° is an elementary abelian group, and the right homomorphism is 
given by the conjugation of (dGl, W) on this F2-vector space. The MacWilliams iden- 
tity W preserves the quadratic form (and the symplectic form), but for the factor group 
we only get the orthogonal group. We have for the index [Sp(2g, Fz):O+(2g, F2)] = 
2o-1(20 + 1) (which is the number of even theta characteristics), hence we get for the 
group order 
#(AGI(g),W) = 202+0+2(2 g - 1)(4 °-1 - 1) . . .3  for 9>1.2 
and for genus one 16 (see 3.13). 
By using the Veronese map (as in [35]) one gets the surjectivity of the Siegel 
C-operator 
: B (AGI(O),W) ) R(AGI(o--1) ,w) 
and with the same argument as in Section 5 we get: 
Theorem 7.1. The ring of invar&nts B~o A°t(°)' w) & generated by Po(C) for self-dual 
codes C 
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The admissible monomials correspond to even codes containing 1. The lattices A(C)  
are unimodular lattices (but in general not even). The morphism Th maps 
Th : B~ act{°)'w) • , C[~gA with A a unimodular lattice ]. 
If the degree is divisible by 8 the image Th( f )  is an element in G41s[F0( 1,2),s], where 
Fg(l,2) is the theta group defined for a symplectic matrix 
M= D 
by the condition 
tAC and tBD have even diagonal entries. 
In the notation of Section 2 we have 
¢(Fo(1,2)) = (No,AGI(9) ,Mi) / (±I) .  
The matrices M1 and W differ by an eighth root of unity. Hence, for this level the 
relation between codes and modular forms is smooth only for the 4-ring. 
The computation of the invariant ring for genus one is started in 3.13. The group 
10) ('0 0l)) 
is generated by reflections of order 32 and the invariant ring is 
~[ r l (1 ,Z) , s ]  = C[(8) + 14(4,4),(4) - 6(2,2)]. 
S 
For genus two, (AGI(2), W) = (S4,diag(+l,+l,-t- l ,+l) ,  W) is not generated by re- 
flections, but there is a subgroup of index two generated by reflections. Let 
-1  1 1 1 
1 1 -1  1 1 
V=g 1 1 -1 1 
1 1 1 -1  
then (S4,diag(+l, +l ,  +1, +1), T) is a group generated by reflections (obviously) of 
order 1152 and the invariant ring is generated by 
P2 =(2), 
P6 = (6) - 5(4,2) + 30(2,2,2), 
P8 = P2(Hs) 
=(8)  + 14(4,4) + 168(2,2,2,2), 
Pt2 = (12) - 33(8,4) + 330(4,4,4) + 792(6,2,2,2). 
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(Huffman uses instead of PI2 a constant multiple of the polynomial 
(12) - 6(10,2) + 15(8,4) - 84(6,6) - 390(4,4,4) + 84(6,4,2) 
+1260(4,4,2,2) - 936(6,2,2,2) + 18(8,2,2). 
There is of course some freedom in choosing invariants in degree 6,8 and 12.) One 
may check that 
W(P2) = #2, 
w(P6) = -P6,  
w(P8)  = ,08, 
W(PI2) = -PI2. 
Hence, 
B(Aot(2), w) C[P2, 2 2 
2 = P8,P~,P6PI2,PI2] 
is a hypersurface of degree 36. This result is already contained in [13] and cited 
there from a joint paper of MacWilliams, Mallows and Sloane. One may rewrite this. 
The invariant ring is generated by biweight polynomials of self-dual codes in length 
2,8,12,18 and 24. The code in length 2 is the unique Rep2-code, the code in length 8 
may be chosen as the Hamming-code and the other codes are easy to choose. 
For computing modular forms one has to deal with the group of order 4608, 
(M,, $4, diag(+ 1, 4-1, + 1,4-1 )). 
The group ($4, diag(+l, +1,4-1, +1), T) is again a subgroup generated by reflections 
and one may check that 
MI(P2) = iP2, 
MI(P6) = iP6, 
Ml (P8) = P8, 
MI(PI2) = Plz. 
Hence, 
(q[2)[F2 (1,2), k] 4 3 2 2 3 4 = C[P2, P2P6, PEP6, P2P~, P6, P8, PI2] 
2lk 
and the Poincar6-series is given by 
1 + 26 + 28 + 210 
~r~(t'2)~2)(2) = (1 -- 24)2(1 -- 26)(1 -- 212) 
which is easy to check (remember that the weight is half of the degree). 
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For the ring ~[F~(2,4),k]  = C[fafb][O] the action of the group/-/2 on O is given 
by the determinant. Hence, with the help of Lemma 4.2 in [33] one can compute the 
Poincarr-series as 
1 + 26 q- 28 -~- 210 q- 219 q- 221 -~- 223 q- 229 
q~r:(l,2)(2) = (1 - 24)2(1 - 26)(1 -- 212) 
(in accordance with [14, p. 105]) and the full ring of invariants conjecturely as 
~[F2( l ,2 ) ,k ]  = 4 3 2 2 3 4 C[P2, P2P6, P2P6, P2P6, P6,198, P12, P28 O, P32 O, P360] 
with Pi a certain polynomial of degree i. (The problem with polynomials in theta 
constants, which are unstable as modular forms, only occur for even genus and odd 
weight and for even, but not doubly-even weight in higher genus.) 
For higher genus the group (AGI(o), W) is free of reflections and moreover a sub- 
group of S0(2o,~_[1/x/2]). The decomposition of Bruhat type [34] may be rewritten 
to make explicit computations for higher genus. 
The analogue of Theorem 4.3 is the following: 
Theorem 7.2. The rings ~41k[Fo(1,2),k] are for 9<<.3 generated by theta series of 
unimodular lattices coming from self-dual codes. For arbitrary genus, ~41k [rg(1,2), k] 
is the normalization ofC[OA(c)] for self-dual codes C (of length divisible by 8) in its 
field of fractions. Moreover, the normalization map Th : A0(1,2) ~ Proj( C[Pg( C)] 
(for self-dual codes C) is a homeomorphism onto its image. 
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