§ I. Introduction
It was as early as 1910 that Lindemann 1 l hypothesized that the melting of a substance takes place when the root-mean-square amplitude of the atomic vibration becomes a certain fraction of the nearest-neighbour distance. Since then various theories have been proposed to understand the melting phenomena from a statistical mechanical point of view without introducing such a hypothesis. There is a fundamental unanswered question which is related to the melting: Why is it possible to have a crystalline solid with long-range configurational order if the temperature is low enough? Is the loss of the long-range order always associated with a, certain kind of singularity or discontinuity in the thermodynamic variables? Does the discontinuity always occur as a first-order phase transition?
However, if one simply assumes the existence of the two distinct phases, a 
P.s (T, P) = /1.1 (T, P), (1·1)
so far as one is only concerned with the true equilibrium state.
Then, the difficulty of the theoretical approach to the melting phenomena lies in the calculation of the chemical potential in the vicinity of the melting point. At present, no model system is known exhibiting the solid-fluid phase transition in which IJ. 8 (P, T) and p. 1 (P, T) can be rigorously calculated. As a result most theoreticians have tried to invent an approximation method for calculating IJ.s (P, T) and p. 1 (P, T) , or an approximation method to obtain the relation between P m and T m more or less directly. 2 ),B)
Before the introduction of computer experiments,4l people were obliged to check the validity of the approximative theory only by comparing the result of the theory with the experimental results of the substances in nature. Therefore, it is quite natural that most statistical mechanical theories of melting have been concerned with the melting of solidified inert gases, for which more reliable information about the interatomic potential is available and the simple assumption of pairwise additive potential energy is better than for any other substances. 5 l
However, experimentally there are many substances showing systematically different melting behaviours from solidified inert gases. 2 ),G)
For instance, there are substances like R b and C s having a melting curve maxim urn in the P m-T m plane in the experimentally accessible pressure region. 7 l At melting the fractional volume change of metals is usually much smaller than insulators. 2 l The fractional increase of melting temperature per fractional change of volume is systematically smaller in alkali metals than molecular crystals. 8 l In addition to the difference of the melting behaviour, it is notable that metals have a larger liquid range, that is, the ratio of the critical temperature Tc to the triple point temperature Tt is greater in metals than insulators.
2 ),G), 9 l Both in metals and insulators we can in principle introduce the effective potential of atoms, since the Born-Oppenheimer approximation is supposed to be valid, so that the above systematically different behaviours can be attributed to the difference of the effective potential of atoms between metals and insulators. Therefore, the problem as to how the qualitative difference between the potential energy in metals and insulators may affect the feature of the properties of matter is a problem not without interest.
We may at once ·anticipate that there is a qualitative difference between the potential of atoms in metals and insulators due to the presence or absence of free electrons taking part in the binding of atoms into condensed matter. In fact, from the electron theoretical point of view, according to the calculation using the concept of pseudo-potentials in a metal, there is a long-range oscillation in the effective pair potential between ions, which the inert gas atoms do not possess. 10 l However, in determining the nature of the ion-ion interaction, the structure of the ion-core seems to play an essential role, a due treatment of which is rather difficult. Another way to obtain the effective pair potential is to start from the empirically obtained pair distribution function to infer the pair potential.
)
This method also has a difficulty by the fact that a gross feature of the pair distribution function g (r) is rather insensitive to a detailed form of effective pair potential ¢ (r). Recently, Schiff has pointed out from his computer experiments that the gross feature of g(r) is primarily determined by the volume exclusion effect due to a strong repulsive part of ¢ (r) .
The shape of the long range part of the effective potential is rather irrelevant to the shape of g (r), whereas the shape of the short-range repulsive part of ¢ (r) has some effect on
In view of these circumstances, one method to approach our problem will be to study, as a first step, the behavior of a simple model with a parameter representing some qualitative feature of the model potential, and then to compare behaviors of the model substances with those of real substances in nature. As a model which may meet the above requirement, we study a set of three-dimensional classical system of infinitely many particles with the potential energy given by 13 ) (1·2)
where rij is the distance between the particles i and j, and C, a, r and n (>3) are positive constants. As we show in the next section this model is simple, since, if we know the equation of state, the relation between pressure and molar volume at one temperature for a=O, then we can exactly obtain the equation of state at any temperature and for any a by the scaling property and the Van der Waals theory in the limit r~o +.
Recently, Hoover and others 14 ) ' 15 ) studied the thermodynamic properties of the above soft-core model for a= 0 by the computer experiment using the Monte Carlo method. As we shall show, according to the result of Monte Carlo calculation our model is found to be capable of exhibiting three phases, that is, gas, liquid and solid phase in a certain temperature range by letting a be positive. Now the question is to what extent this model can represent a more detailed feature of the real substance. We have started the analysis of the experimental data basing on the scaling property without knowing the result of the computer experiment. Introducing parameters characterizing the feature of the equation of state in the vicinity of the melting point of the model system with a= 0, we have taken into account the effect of a perturbationally. From the experimental data of the volume dependence of the melting temperature 8 ) we have found that a suitable value of n is 4.8 for alkali metals and more than 12 for inert gases. By analyzing other experimental data of both families of substances, that is, alkali family and inert gas family we inferred that the systematically different behaviors of both families may be understood as due to a difference of n within our model. Since C>O and n>3, the model potential is a stable and tempered interaction/6) so that our model has a well-defined thermodynamic limit. The Helmholtz free energy of the system for N"> 1 can then be written as
where fn (v*) is a function of v* only with a parameter n. Therefore, the pressure in the thermodynamic limit is given by where 1. From Fig. 1 we obtain dP 0 <n) I dp* as a function of p* as shown in Fig. 2 . Since in the limit of p*~o the system is an ideal gas, we have (dP 0 <n) I dp*)p*=o
=1.
Referring to the result of the computer experiment we may make the following assumptions which seem to be rather apparent, though difficult to give a rigorous proof:
(I) The region of the reduced density p* such that O<p*<p_ corresponds to a uniform phase of a fluid, while the region p*>P+ corresponds to a uniform phase of a crystalline solid.
(II) In the fluid region O<p*<P-, dP 0 <n) I dp* is a continuous function of p*, and there exist positive constants c_ and c+ such that c_ <dP 0 <n)ldp*<c+.
(III) In the regiOn P-<P*<P+ we have dP 0 <n)ldp*=O.
In addition to these assumptions we make another assumption which is less apparent but is supported by the computer experiment: (IV) In Fig. 2 one can draw a straight line with a gradient 2Ac C>O) passing the origin and contacting with the curve dP 0 <n) I dp* at p* = Pc, where O<Pc<P-, the whole curve dP 0 <n) I dp* being above the straight line in the fluid region 0 <p*<p_. 
Po en>

Pocn>'r-----------
p*=11v* dp~n)/dp* (dpJn>/dp*)P*-=P..±
p*=11v* I dp* passing the origin, whose gradient is equal to 2Ac.
Now, in order to have a gas-liquid phase transition, that is a phase transition in the fluid region, it is necessary that there exists a density region [pg, Pz] such that (2·9)
for O<pg <p*<pz<P-· In view of assumption (II) and (2 · 7) and (2 · 8), if the temperature T is high enough we cannot have the inequality (2 · 9) in the fluid region, so that we have no phase change in the fluid region. Moreover, because of the assumption (IV), for A<Ac there is no gas-liquid phase transition and for A just above Ac there is a gas-liquid phase transition according to the Maxwell's rule. Therefore, the temperature Tc given by
Is the critical temperature.
On the other hand, if the temperature is low enough, then we have the region satisfying (2 · 9) but this region includes the solid region, so that we only have a gas-solid phase transition. Therefore, our model has a finite triple point temperature. Because of the assumption (III) even at very high temperature we have a fluid-solid phase transition, so that our model is not suitable for representing the melting behaviour of Rb or Cs at high pressure or at high temperature where the melting curve maximum occurs. However, with respect to other characteristic properties such as the existence of the critical point and the triple point, our model represents a feature of real substances which may exhibit three phases of matter. In this view and in view of the simple scaling property we may call our model 'ideal three-phase model'.*) § 3. Melting equation
In this section we first present a melting equation predicted by our model, and then show that it can fit the experimental cu:rve of inert gases and alkali metals, if three potential parameters n, C and a are chosen appropriately.
Taking the effect of A as a perturbation and using Maxwell's equal area rule, the reduced melting and freezing atomic volumes V 8 * and vz* and the reduced melting pressure PA can be written from (2 · 7) as
(3·2) *) In order to insure the existence of liquid phase we have to assume (IV) which is not so apparent as the other assumptions. In this connection it is interesting to note that experimentally all the simple substances have a liquid phase in certain region in the P-T plane, and' we do not know if there is a model system with attractive Kac potential 18 ) which does not have a liquid phase at all. where a= (dPo(n) I dp*};;Lp}n) (1- 
Here, v::/n), (dP 0 (n) I dp*)P*=P~n>, etc., are positive constants characterizing the fea- only one phase-transition region, whereas for Ac<A<At it has two phase-transition regions. Noting that PAt~o, At is simply determined by At~Po<n>v_ (n)v+ (n). Substituting values of these constants into (3 · 4) "--' (3 · 5) it easily follows that the second term of right-hand side of (3 ·1) "--' (3 · 2) can be neglected at temperatures higher than triple-point temperature. Therefore, melting and freezing atomic volumes Vs and Vt can approximately be written as ) and Lahr and Eversole. 22 ) Each plot for these substances can be fitted by a straight line, as expected from our melting equations (3 · 8) "'--' (3 · 9). A value of n, as obtained from the logarithmic form of both sides on (3 · 8) "'--' (3 · 9), is about 16,...,_, 14 for argon, krypton and xenon. In the case of sodium and potasium, volumes compressed isothermally at 25°C (solid phase) have been used instead of melting volumes. 20 ) Then, each horizontal bar denotes an estimated correction of volumes owing to thermal expansion. In this case a suitable value of n is about 4, which is somewhat smaller than that from the Kraut-Kennedy constant c. For a more accurate determination we hope that experimental data 
lnv
on melting volumes in alkali metals become available over a wider range of pressure. Thus, we have seen that inert gases and alkali metals definitely form two distinct families of substances with respect to the value of n. Now, in order that the behaviours of these substances can be fitted by our model, it is necessary that each substance which is assigned the same value of n should satisfy the law of correspondence as a consequence of our model. Table I with different values of n; n =15, 12 in inert gas family, and n =4.8, 4 in alkali metals. Since we find that the last term in the r.s. of (3 · 3) is always negligible for A <At, from (2 · 6) and (3 · 3) melting pressure P m 1can be written as Pm= (kTm) (kTm/Cy+a;npA (3 ·12) where cl and c2 are defined by cl =kl+3!npo(n)c-n;a, (3 ·14 ) and the following relations derived from (2 · 2) and (2 · 8):
Y. 1-Iiwatari and H. Matsuda
where the subscript i stands for critical point or triple point (solid or liquid phase). For the right side of (3 ·16) corresponding experimental values were used. As a standard substance a of both families, argon and sodium were chosen, respectively. It can be seen in Figs. 7 and 8 that the plots of experimental data
) on inert gases can be :fitted by the straight line shown there. It should be noted that such a linear relation between x and y would be expected only. when n is chosen appropriately. For example, if we assign n = oo (hard sphere) to inert gases, no linear one can be obtained (Fig. 11) . However, as to the melting equation of inert gases no striking difference appears between two cases with n = 15 and n = 12. The dotted line in Fig. 7 represents the Simon melting equation of argon given by Babb.
)
This melting equation seems to deviate markedly from the experimental plot at high pressures. For alkali metals (Figs. 9 and 10) it seems to be impossible to draw a straight line to :fit the experimental plots 26 ) over the whole range of pressure. Such a behaviour of alkali metals may not be understood within the present model with state-independent parameters.
In fact it may be se-en in dIn r decreases. However, for a simplification of the calculations as well as for the consistency of the treatment, we regard n, C and a, as state-independent variables throughout this paper. Then, each straight line in Figs. 9 and 10 was drawn to :fit the experimental plot (x, y) at low pressures ( ~20 kBar) . Again, no striking difference in the form of the experimental curves with n = 4.8 and n = 4 appears.
Using both C1 and C 2 determined in this way (see Figs. 7 r-J 10), we have estimated potential parameters C and a of inert gases and Table II . Before going further, let us make a little detour and introduce new parameters rJ and e, by the equation
Then, rJ is interpreted as an inter-particle distance at which the energy 8 of the repulsive part of the pair potential ¢ (r) becomes comparable with its attractive part. Therefore, both are given by rJ = (C I ay;<n-3\
=a (C/a)-31 <n-s).
(3·17') It is evident from their definitions that rJ and 8 are physically more meaningful than C and a themselves. In Table III , we show a list of values of these con- In the preceding section, we have seen that the melting equations of solidified inert gases and alkalis can be fitted well by a suitable choice of the three model parameters n, C and a for each substance. In this section, as a further check of the validity of our model, we calculate various thermodynamic quantities using the model parameters.
(A) Molar volumes and fractional volume change on melting
The molar volume of the solid phase at melting can be calculated from (3 · 8) using Fig. 3 for v_ (n) = 1/ p/n) and Table II for C. The left half of Table IV shows a comparison of experimental molar volume 23 ) of the solid phase at the triple point with theoretical one calculated from (3 · 8). There is a better agreement between the calculations with n = 15 and experiments than with n = 12 for the inert gas family. In the case of alkalis, there is no striking difference between the calculations with n=4.8 and n=4, both giving about 70% of the experimental values.
The fractional volume change on melting can be written by (3 ·1) and (3 · 2} as
The second term in the numerator of the right side of this equation cannot be neglected, because it is of the same order of magnitude as the first term. Since A decreases as T increases, the fractional volume change decreases as the melting temperature increases, that is, as the pressure increases. At the triple point A= At, so that the fractional volume change on melting at the triple point depends only on the value of n. It turns out from the behaviour of P+ Cn) and p_ (n) and other quantities shown in Fig. 3 that the fractional volume change predicted by our model is a monotonically increasing function of n. In the right half of Table IV are shown values of ( 4 ·1) with present n's. Although the calculated values are about half the experimental values, it seems that the present model represents a qualitative difference of the fractional volume change between the inert gas and alkali families.
(B) Critical constants and liquid range
We have shown in § 2, using the results of the Monte Carlo calculations, that our model is capable of exhibiting three phases of matter, therefore a finite critical point (see Fig. 4 ). The reduced critical temperature Ac and reduced critical volume vc* can be obtained by the method indicated in § 2 and Fig. 2 .
The result is shown in Fig. 12 .
In Fig. 12 we notice a considerable scatter of the estimated values of Ac as a function of n. This may be due to the errors in the estimation of Ac, because we had to take the gradient dP 0 (n) / dp* from the Monte Carlo values for P 0 Cn) (v*) and draw a tangent graphically. In fact, basing on an analytic expression of P 0 (oo) one obtains Ac=5.5 and vc*=4.0 27 ) instead of Ac = 6.05 and Vc * The values are shown in Fig. 12 . They are a bout 3 for n = 15 and about 10 for n =4, while their experimental values are 1.8 for inert gases and about 6.8 for alkalis. Thus our model can qualitatively explain the longer liquid range for alkalis than inert gases. Becuase The values of Ac and Vc * thus obtained are shown in Table V , which may be compared with the 'theoretical' values of Ac and Vc * previously obtained. There is a fair agreement. This shows that even near the critical point our model may represent a qualitative behaviour of inert gases and alkalis, although the quantitative agreement is yet to be seen. 
(C) The cohesive energy and the equilibrium separation (nearest-neighbour distance) at 0° K
The equilibrium separation at absolute zero can be estimated theoretically by minimizing the sum of the potential energy par a tom
where d is a nearest-neighbour distance and Rii is a distance between lattice point i and j, li is a positive constant dependent on the lattice structure (li = .y '2 for fcc, li = 3 V':3/ 4 for bee) ' and en is a positive constant dependent on n and lattice structure (Cn = 12.04, 12.13,. "-/ 15.6 and 22.64 for fcc structure with n = 15, 12 and for bee structure with n =4.8, 4, respectively) . In Table VI 
(D) Other thermodynamic quantities
According to usual definitions, isothermal compressibility XT, thermal expansion coefficient ap, specific heats Cv and C P and velocity of sound u can be written as
XT=-(8V/8P)T/V= (v/kT) (8PA/8p*)-I,
where PA=P 0 <n) __ Ajv* 2 and M is an atomic weight. The calculation was done only for two substances, namely, argon and sodium at their triple points (Tt, Pt)
where P 0 <n\ v*, (dP 0 Cn) / dp*), etc., are positive constants. The results are compared with experimental data 6 ) in Table VII . Because we take the difference of the quantities of the same order of magnitude in the bracket of Eq. ( 4 · 7), an actly Cv/Nk = 3/2, whereas the present model gives Cv/Nk~3.*) § 5. Discussion
We have obtained melting equations and various thermodynamic quantities of 'ideal three-phase model' using the result of a Monte Carlo calculation and Van der Waals theory for the Kac potential, and compared them with experiments on inert gases and alkali metals. Previously, Longuet-Higgins and Widom 80 ) did a similar analysis for the case n = oo and pointed out that the equation of state of inert gases can approximately be represented by the hard-core model with a Kac potential. The present analysis is just the extension of their approach.
As shown in § 3, the agreement between the theory and experiment for the melting equations of solidified inert gases are excellent for n = 15, and considerably better than for n = oo. Indeed, so far as the melting equations of solidified inert gases are concerned, Eqs. (3 · 8) , (3 · 9) and (3 ·12) are quite satisfactory for representing experimental results: They are better than common empirical melting equations-the Kraut-Kennedy equation or the Simon equation.
However, as to other thermodynamic quantities such as the fractional volume change on melting or the critical constants, the agreement is only fair. This will be due to the failure of our model to represent a detailed structure of the real substance, and especially due to the roughness of the Kac potential m re-*> Hoover et al. (see Ref. 14) ) has also made a calculation of Cv/ Nk for n = 12. Within the scheme of our model the systematically different melting behaviours of alkali metals from solidified inert gases can be well understood as due to the smaller value of n for alkali metals. Up to now people seem to have refrained from discussing the melting phenomena of metals on the basis of the state-independent pair potential, because of the nature of binding in the metal. It may be more natural to assume the pair potential depending on the density. However, we must note that the fractional density change on melting is very small for metals, so that the assumption of the state-independent pair potential in discussing the melting phenomena in the limited density range is not so ridiculous. Moreover, as can be seen in the melting of hard cores, the potential effective for melting is not necessarily the pair potential acting at the equilibrium separation of atoms but the form of the potential when two atoms come close to each other is more important. Then we may talk of the quasi-atom in the metal and may assume as a first approximation a state-independent repulsive potential between atoms even in the metal. Of course, there is no ground for assuming the inverse power potential and state-independent attractive Kac potential, so that the quantitative disagreements between theory and experiment in metals will be mainly due to the failure of such assumptions, though the quantitative agreement is not our main concern here. Then, the question is what is the implication of the fact that the smaller n is adequate for alkali metals within our scheme. Smaller n implies two things: A softer repulsive potential, that is, smallness of the effective value of -d ln¢/ d ln r, and a longer range of the repulsive potential. Schiff has pointed out that in alkali metals in order to understand the detailed structure of the empirical pair distribution functions and velocity autocorrelation functions, the softness of the repulsive potential is important, whereas the behaviour of the long range potential is rather irrelevant. 12 ) Since the melting phenomena are the structural change of the set of atoms, the effective potential relevant for this phenomena will be similar to the effective potential relevant for the pair distribution function. Then we may say that the result of Schiff, advocating a soft repulsive potential in metals, is not only in accord with our results but suggests that the softer repulsive potential is more important than the longer range. However, what is the melting behaviour of the model with softer repulsive potential but without longer range is still an open question and should be investigated before we can claim that the softness of the pair potential is really responsible for distinguishing the melting behaviours of alkali metals from solidified inert gases.
In this paper we have only analyzed inert gases and alkali metals. We can also assign the value of n to other simple molecular solids and other metals by the plot of ln T m versus ln V 8 or ln Vz as done in § 3. Table VIII shows along the melting line. The relevant values of n for most molecular solids are as large as for solidified inert gases, which is consistent with the similar behaviour of these substances. For metals, Ca, Sr and Fe have somewhat larger value n than alkalis but still smaller than molecular solids. However, there are metals like AI, Cd and Zn which have the value of n as large as molecular solids.
Since even for these metals other melting behaviours are more similar to alkali metals than molecular solids, we may claim the inadequacy of our model for these metals.
Another failure of our model is that the model does not have the melting curve maximum such as observed in Cs, Rb and K. Recently, Yoshida and Okamoto32) studied the melting curve of the model with the pair potential (e and ro are constants) (5·1) using the Lennard-Janes and Devonshire cell model 33 ) and molecular field approximation, and showed that the model might have a melting curve maximum. There may be a question of the validity of the approximation, but in view of the fact that even in the same approximation our model does not have the melting curve maximum and in view of the fact that for the pair potential (5 ·1) we have 
so that (5 · 2) decreases as r decreases, we may guess that for the melting curve maximum the softening of the pair potential as density increases is of relevance. It is an interesting future problem to trace the origin of the success and failure of our model as well as to look for an effective potential accounting for those phenomena mentioned above which our model cannot cover.
