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A growing interest in complex networks theory results in an ongoing demand for new analytical tools.
We propose a novel measure based on information theory that provides a new perspective for a better
understanding of networked systems: Termed “information parity,” it quantifies the consonance of
influence among nodes with respect to the whole network architecture. Considering the statistics
of geodesic distances, information parity detects how similarly a pair of nodes can influence and
be influenced by the network.This allows us to quantify the quality of information gathered by
the nodes. To demonstrate the method’s potential, we evaluate a social network and human brain
networks. Our results indicate that emerging phenomena like an ideological orientation of nodes in
social network is severely influenced by their information parities. We also show that anatomical
brain networks have a greater information parity in inter-hemispheric homologous regions placed
near the midsagittal plane. Finally, functional networks have, on average, greater information parity
for inter-hemispheric homologous regions in comparison to the whole network. We find that a pair
of regions with high information parity exhibits higher correlation, suggesting that the functional
correlations between cortical regions can be partially explained by the symmetry of their overall
influences of the whole brain.
I. INTRODUCTION
Within the last few decades, complex network ap-
proaches have pervaded a number of scientific fields. This
interest expanded, in part, by virtue of technological ad-
vances that acquire novel datasets such as brain imag-
ing techniques and online communication networks [1, 2].
Besides much progress towards a general understanding
of complex systems, the popularity of network model-
ing has resulted in a growing demand for new analytical
methods. We use notions of the information theory [3]
to create a new method for analyzing the influence of the
network topology on nodes’ behavior. The study of net-
works using concepts of information theory has increased
in literature [4–7]. The main assets of the method pro-
posed in this paper are (i) the simplicity - it is based on
an established metric of the network topology; (ii) the
clear and interpretable meaning of the output and the
convenience for experimental studies; (iii) the novelty in
regards to an understanding of the overall influence of
network topology on its nodes.
We are driven by the following questions: How are the
nodes of a network influenced or influencing the over-
all structure? Does the overall network topology affect
the nodes’ role and local behaviors? We tackle these
questions quantifying the similarity of influence patterns
between pairs of nodes. In a networked system, the ele-
ments influence each other directly via links connecting
them and indirectly via nodes that are two or more links
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away. The diversity of influences can be assessed by the
geodesic distance matrix. In that matrix, the rows record
the relative position of a node to the others [8]. Hence,
the geodesic distances matrix is a key object to evaluate
the symmetry of influences in networks [9]. Inspired by
mutual information [3], the measure proposed in this pa-
per, termed “information parity,” uses the distribution
of geodesic distances to quantify the similarity of influ-
ence of pairs of nodes. In other words, information parity
quantifies to what extent one can infer the influences of
a node given the knowledge about influences of another.
We use the general term influences because the meaning
of relations depends on the nature of the links. For ex-
ample, if the links represent a channel of communication,
the information parity reflects how similar is the infor-
mation received for two nodes in the network and how
similar is their impact on the whole network.
We define the information parity formula in section II.
In section III, we illustrate the potential of this measure
by evaluating empirical networks. There have been many
efforts to understand the phenomena of social ideologi-
cal polarization [10–12], that is, when a community splits
in two groups with different opinions about one or more
issues. Our results suggest that individual opinion in a
polarized network are strongly influenced by the whole
networks topology. Subjects – represented as nodes –
with high information parity tend to choose the same
side of polarization. Besides, we demonstrate that infor-
mation parity can also bring valuable insight into studies
of human brain networks unveiling patterns on anatom-
ical and functional brain networks. Decoding network
patters of brain networks is one of the major challenges
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2of contemporary neuroscience.
II. METHODS
Let us define a unweighted and undirected network
G(V,E), where V is a set of N nodes and E is the set
of their links. The adjacency matrix A is defined here
as Aij = 1 if a pair of nodes are connected and Aij = 0
otherwise. Links describe relations of different natures
depending on the problem. Since it is often impossible to
find a spatial embedding of networks and corresponding
Cartesian coordinates, the geodesic distance is defined by
the shortest number of links along a path leading from a
specific node to another [8]. The geodesic distance matrix
reflects the network topology. Each row of the geodesic
distance matrix comprises the relationship of a node with
all nodes of the network; it shows how the whole network
is seen from that node’s perspective [9]. We define pi(r)
as the probability of finding a node in the network at a
distance r from the node i and pij(r) as the probability
of finding a node at a distance r from a pair of nodes i
and j:
pi(r) =
1
N − 1
∑
k∈V
k 6=i
δDik,r (1)
pij(r) =
1
N − 2
∑
k∈V
k 6=i,j
δDik,r δDjk,r , (2)
where δ·,· denotes the Kronecker delta, {Dij}i,j=1,··· ,N
is the geodesic distance matrix, and the parameter r as-
sumes integer values in the interval 1 ≤ r ≤ rmax with
rmax being the nodes’ maximum neighborhood radius [9].
The information parity is defined as:
Iij =
rmax∑
r=1
pij(r) log
pij(r)
pi(r)pj(r)
. (3)
This formula differs from mutual information [3] because
it does not consider a joint probably of two random vari-
ables. Instead, it considers the probability of two nodes
being equidistant to the same node. Unlike mutual in-
formation, the information parity may assume negative
values. In that case, the pair of nodes evaluated does not
have a considerable amount of common influences corre-
sponding to a high geodesic entropy [9]. The negative
values can be considered as a “information disparity.”
Information parity quantifies the similarity of influ-
ences for a pair of nodes taking into account their relative
positions in the network structure. One can also consider
ri and rj in the definition of the probability pij(ri, rj) as
two independent parameters. Then, Iij quantifies how
the influences of i is constrained to the influences j, and
vice versa. See supplementary material for further infor-
mation. In this paper, we focus on the special case where
the distances are constrained ri = rj = r, that is, we con-
sider the network neighborhoods equidistant to nodes i
and j. This simplified case has an intuitive meaning: the
higher the information parity of a pair of nodes, the more
similar are their interaction patterns in the network.
In order to illustrate the capability of the influence
symmetry, we address two relevant problems in networks
science: ideological polarization in social networks and
bilateral symmetry in human brain networks. The ap-
proach can be easily transferred for other contexts as
well as generic classes of networks.
III. RESULTS
A. Social network with ideological polarization
We evaluate the information parity of a small and well-
documented social network known as Karate-club net-
work, firstly studied by Zachary [13]. This network have
been extensively explored in the literature, becoming a
classical example of an ideologically polarized social net-
work. In short, a disagreement between the president of
the club and one of the instructors led to an ideological
polarization resulting later in a rupture of the club. One
part of the members left along with the instructor, Mr.
Hi, and the other part stayed in the original club [13].
The topology of the Karate-club network was defined by
Zachary according to the personal relationships between
the karate-club’s members. He proposed a model to de-
tect the polarization considering the structure including
the strength of connections between members [13]. Later,
Girvan and Newman demonstrated that the polarization
could be detected considering only the structure of con-
nections [14]. Using the unweighted and undirected net-
work, we show that the individual decision, about which
group to join, is reflected by the information parity.
Figure 1 (a) shows the information parity matrix of the
Karate-club network. The matrix elements refer to the
information parity between pairs of members and are re-
ordered according to the two groups for better visualiza-
tion. Note that the information parity between members
of the same group is greater than between members of
the opposed group. These relations are depicted by col-
ored connections on top of the original network (dashed
links) in panel (b).
Figure 2 compares the distribution of information par-
ity within the same group (blue) and between the two
groups (red) for members of Mr. Hi group and Officers
group in panels (a) and (b), respectively. Note that, for
the subjects where the information parity is not greater
inside its group (members/nodes 17 and 32), the differ-
ence between inter- and intra-group parity is not signif-
icant. Similarly the difference for subject 9, which is a
subject miss-classified by Zachary [13], is not significant
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Figure 1: Information parity of the Karate-club network. (a) Information parity matrix sorted according to the
group that each of the 34 members belong after the fission keeping the labels from the original study. (b) Schematic
illustration showing the information parity on the network. Connections with Iij < 0.3 are shaded to improve the
visualization. Members from Mr. Hi and the Officers group are represented by pink and green nodes, respectively.
The network links are represented in black-dashed line.
either. This example shows that the measure of informa-
tion parity can help to understand the functioning and
limitations of communities detection algorithm [15].
The distribution of neighbors of a node in dependence
on the neighborhood radius reflects the diversity of influ-
ences concerning this node [9? ]. If two members share
exactly the same structure of influences, that is, they
are equidistant to the same individuals, they receive the
same quality of information and tend to have similar per-
ception and opinions. This explains why members with
high information parity chose the same side after the fis-
sion, although they might not have a direct link; they
are exposed to similar information which impacted their
decision. Therefore, information parity is a valuable re-
source for creating strategies to analyze the influence in
social groups, e.g., with respect to ideological polariza-
tion. One can use the knowledge of information parity to
control the information flow on a network, for instance,
by introducing strategic connections to reduce network
polarization via a few local interventions.
B. Bilateral symmetry on anatomical brain
networks
As a second example, we evaluate the information
parity between human brain cortical regions with inter-
hemispheric spatial correspondence regarding the struc-
ture of the anatomical connections. The data evaluated
here was firstly studied by Kahn et al. [16]. See sup-
plementary material for further information. Anatomi-
cal networks are generated from structural connectivity
maps built by tracking the white matter fibers linking
cortical regions [17]. High information parity between
cortical regions indicates that they potentially have sim-
ilar influences taking into account the whole structure
of the whole brain. Figure 3 (a) shows the information
parity matrix of one subject with the regions reordered
according to right and left hemispheres. The illustration
in panel (b) depicts the magnitude of the information
parity between inter-hemispheric homologous cortical re-
gions expressed by the color and size of the nodes. Note
that the information parity of cortical regions situated
on the mid-sagittal plane is significantly higher than the
others. In panel (c) we compare the average informa-
tion parity (over 21 subjects) of all pairs of homologous
inter-hemispheric cortical regions. Several regions show
negative information parity, or information disparity, in-
dicating a strong lack of overlapping relations. The aver-
age information parity over all possible pairs of nodes in
the network is I ≈ 0.07, considerably lower than the av-
erage for the regions on near the mid-sagittal plane. The
data presented here refer to networks with mean degree
〈k〉 ≈ 20, but we find that the qualitative behavior does
not change varying this parameter. We describe on the
supplementary material the method we use to generate
unweighted networks. The interpretation of these finding
requires further analysis and is out of the scope of this
article. One possible hypothesis is that the greater infor-
mation parity near the mid-sagittal plane could be due
the proximity to the corpus callosum, the largest white
matter structure connecting the hemispheres [18]. An-
other possibility is that the divergence between these re-
gions and the other regions results from the limitation of
diffusion tensor imaging (DTI) image to mapping prop-
erly all anatomical connections, in particular between the
4two hemispheres [17, 19].
C. Bilateral symmetry on functional brain
networks
Functional brain networks are derived from tempo-
ral correlation between regional activities [17]. A link
in these networks denotes a statistical dependence be-
tween cortical regions signals. High correlation reflects
a functional relationship according the leading paradigm
on neuroscience, i.e., regions that show correlated sig-
nals support similar function [20–22]. Information par-
ity evaluated in functional networks quantifies the overall
statistical dependencies of one cortical region of the brain
having information of the statistical dependencies of an-
other.
We evaluate information parity in functional human
brain networks that are acquired from functional mag-
netic resonance images of subjects in resting state with
open eyes; no frequency filter were applied. The func-
tional matrices are the same used in the study of refer-
ences [23, 24]. Our focus is again in the inter-hemispheric
homologous cortical regions, that is, regions spatially cor-
respondents placed on opposite hemispheres. We bina-
rized the functional maps to define unweighted networks
using a threshold method [25, 26]. See supplementary
material.
Figure 4 (a) shows the correlation matrix of one of
the subjects on left and the information parity matrix on
right. The matrices are reordered to split right-left hemi-
spheres. Panel (b) compares the average of information
parity of homologous inter-hemispheric regions with the
average over all pairs of regions for each of 26 subjects.
The bars represent the standard deviation considering
different network densities. The average information par-
ity between homologous regions are significantly greater
when compared with the average mutual information be-
tween all cortical regions. Panel (c) shows these two in-
formation parity values – evaluated over the average of all
subjects – in dependence on the average degree, that is,
the network density. The values of information parity are
different for each subject due to the natural variation on
functional activity among distinct subjects [27]. Unlike
anatomical networks, there is no significant discrepancy
among the pairs regions. In particular, all evaluated pairs
of bilaterally homologous regions show relative high in-
formation parity. We argue that high information parity
between cortical regions could contribute to an increase
of correlation of their signals. In other words, the symme-
try on the overall statistical dependencies influences the
local functional connectivity. Panel (d) relates the Pear-
son correlation and the information parity of all pairs of
regions. Note that nodes with high information parity
tends to have high correlation. The gray plot depicts
the information parity considering only the first neigh-
bors, that is, only the direct influences. A linear rela-
tion is also observed in this case with a smaller slope.
The influence of common first neighbors on the correla-
tion between cortical regions signals has previously been
suggested in synchronization models of brain networks
[23, 28]. Our analysis corroborates with these results.
Moreover, we extend them; the correlation is not only
influenced by the common first neighbors but by the sym-
metry of neighbors considering the overall structure.
IV. DISCUSSION
Aiming to characterize nontrivial symmetries on com-
plex networks, we have proposed a novel method based
on statistics of the geodesic distances distributions. The
probability distribution of the geodesic distances reflects
the diversity of influences that each node is subjected
to [9], taking into account direct and indirect influences.
On the other hand, the probability distribution to find
equidistant neighbors reflects the diversity of common in-
fluences for a pair of nodes. Information parity quantifies
the congruity of influences between nodes imposed by the
whole network structure, that is, how similar is the infor-
mation that a pair of nodes share considering the whole
network topology. We have selected three problems of
network sciences to illustrate the potential of the infor-
mation parity. Our analyses have indicated that individ-
ual ideological orientations in social networks are strongly
influenced by the information parity between members of
a community. Information parity reveals the role of each
individual in the network.
We have also characterized bilateral symmetries eval-
uating information parity of homologous cortical regions
in human brain networks. We have detected that on
anatomical networks regions near the midsagittal line
have a significant greater information parity. This can
be explained by the brain anatomy or limitations of the
data acquisition technique. We also have shown that
on functional brain networks, information party is high
for all inter-hemispheric homologous regions. Our results
have indicated that the correlation between cortical sig-
nals is influenced by the nontrivial symmetries quantified
by information parity.
V. CONCLUSION
Information parity is an insightful tool for the analysis
of complex networks. The few problems explored here
can be largely extended. One can explore, for example,
functional correlations of the brain under task-evoked
conditions or disorders and underlying brain plasticity
rules. Similarly, sophisticated strategies to promote or
avoid ideological polarization in social networks can be
developed on the basis of the information parity. Con-
sider, for instance, adding or removing links to a social
networks based on the information parity. The concept
of information parity has the potential to bring valuable
insights for many other fields of network science as well.
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Figure 2: Comparing information parity of members inside and outside their groups. The blue boxplot depicts the
information parity of each member with the members of the same group and the red boxplot with the members of
the opposite group for (a) Mr. Hi group members and (b) officers group members. The dots inside the boxplots
show the pairwise relations. The asterisk * marks the significance p < 0.05 of the difference measure by the
Student’s t-test.
6(a) (b)
(c)
Figure 3: Information parity on anatomical brain networks. (a) Exemplary information parity matrix of one of the
subjects. The mirrored inter-hemispheric regions correspond to the diagonal in the lower left quadrant (black
square). (b) Information parity of the inter-hemispheric homologous regions. The size and color representing the
magnitude of the information parity (visualized with the BrainNet Viewer [29]). (c) Average over 21 subjects of the
inter-hemispheric homologous regions with the standard deviation represented by the green bar. The blue dashed
lines represent the global standard deviation σ. See supplementary material for the brain regions description.
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(c) (d)
Figure 4: Information parity of functional brain networks. (a) Exemplary Pearson correlation {Cij} and information
parity {Iij} matrices of one subject. The homologous inter-hemispheric regions correspond to the diagonal in the
lower left quadrant (black square). (b) Information parity averaged over the corresponding inter-hemispheric regions
(green) and the whole brain (purple) for 26 subjects considering different average degrees, that is, different network
densities. (c) Information parity as shown in panel (b), but in dependence on the average degree and averaged over
all subjects. (d) Scatter of all links of one sample showing the relationship between information parity and Pearson
correlation in purple; the inter-hemispheric homologous regions are highlighted in green. The information parity
calculated considering only the first neighbors is shown in gray.
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9SUPPLEMENTARY INFORMATION
A. Generalized formula for information parity
A more general formula of information parity considers different radii ri and rj , which can be interpreted as
independent parameters:
pij(ri, rj) =
1
N − 2
∑
k∈V
k 6=i,j
δDik,ri δDjk,rj , (4)
which yields a general formula :
Iij =
rmax∑
ri=1
rmax∑
rj=1
pij(ri, rj) log
pij(ri, rj)
pi(ri)pj(rj)
. (5)
This formula can be used to evaluate constraints and nontrivial dependencies in a network regarding to all relations.
B. Properties of the Information parity
• The probabilities are nonzero for distance smaller than rmax and zero otherwise.
p(r < rmax) 6= 0
p(r ≥ rmax) = 0.
• Defining the contribution ξij(r) = pij(r) log pij(r)pi(r)pj(r) to the mutual information Iij =
∑
ξij(r), we defined:
pi(r) = 0 or pj(r) = 0 =⇒ ξij(r) ≡ 0;
pij(r) = 0 =⇒ ξij(r) = 0;
pij(r) > pi(r)pj(r) =⇒ ξij(r) > 0;
pij(r) < pi(r)pj(r) =⇒ ξij(r) < 0.
• The maximum number of possibilities (Pn) to distribute N − 1 nodes in rmax neighborhood radius is given by
the binomial coefficients
Pn =
(N − 1)!
rmax!(N − 1− rmax)! .
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C. Aditional information for the Karate club network
Figure 1: Information parity of all Karate-club members. The pink bars depicts the average information parity of
each member with Mr. Hi group and the green bars with the officers group. The error bars shows the standard
deviations. The group of each member belonged after the fission are indicated by the dots following the same colors
of the legend.
11
D. Brain datasets
Anatomical brain networks
The anatomical networks we evaluated here are the same of reference [30]; we consider only the first MRI scan section
of 21 subjects the AAL atlas for 90 regions. The data are available on the website https://complexsystemsupenn.
com/. We normalized the weighted matrix {Wij}i,j=1,··· ,N created from diffusion imaging tractography to force it
variate from 0 to 1; the adjacency matrix was designed by considering Aij = 1 when Wij is greater than a defined
threshold. Because the qualitative results does not change according the threshold we choose the ones that yield
network with average degree 〈k〉 = 20.
Functional brain networks
The functional networks explored in this paper was obteined from fMRI data of 26 subjects in resting state with
open eyes. The data are same studied in the study of the reference [28, 31]. The raw fMRI data are available on the
1000 Functional Connectome Project website (http://fcon_1000.projects.nitrc.org/; data “Berlin Margulies”
[32]). The functional matrices were created considering the whole frequency spectrum, without any filter.
We create the unweighted networks thresholding the correlation matrix {Cij}i,j=1,··· ,N . The adjacency matrix
elements are define as Aij = 1 if the Cij is greater than a defined correlation threshold and Aij = 0, otherwise. To
ensure that the threshold does not influence in the results, we evaluate a range of thresholds that yield networks with
different densities. The influence of the network density can be observed in the figure 4 (c). The method used here is
described in the references [4, 25, 33].
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E. List of brain regions
Table I: Brain regions according to the automated anatomic labelling (AAL) template. Indexes from 1-45/46-90
indicate right (R)/left (L) hemisphere.
Index R/L Anatomical Description Label
1/46 Precentral PreCG
2/47 Frontal Sup SFGdor
3/48 Frontal Sup Orb ORBsup
4/49 Frontal Mid MFG
5/50 Frontal Mid Orb ORBmid
6/51 Frontal Inf Oper IFGoperc
7/52 Frontal Inf Tri IFtriang
8/53 Frontal Inf Orb ORBinf
9/54 Rolandic Oper ROL
10/55 Supp Motor Area SMA
11/56 Olflactory OLF
12/57 Frontal Sup Medial SFGmed
13/58 Frontal Mid Orb ORBsupmed
14/59 Gyrus Rectus REC
15/60 Insula INS
16/61 Cingulum Ant ACG
17/62 Cingulum Mid DCG
18/63 Cingulum Post PCG
19/64 Hippocampus HIP
20/65 ParaHippocampal PHG
21/66 Amygdala AMYG
22/67 Calcarine CAL
23/68 Cuneus CUN
24/69 Lingual LING
25/70 Occipital Sup SOC
26/71 Occipital Mid MOG
27/72 Occipital Inf IOG
28/73 Fusiform FFG
29/74 Postcentral PoCG
30/75 Parietal Sup SPG
31/76 Parietal Inf IPL
32/77 Supra Marginal Gyrus SMG
33/78 Angular ANG
34/79 Precuneus PCUN
35/80 Paracentral Lobule PCL
36/81 Caudate CAU
37/82 Putamen PUT
38/83 Pallidum PAL
39/84 Thalamus THA
40/85 Heschi HES
41/86 Temporal Sup STG
42/87 Temporal Pole sup TPOsup
43/88 Temporal Mid MTG
44/89 Temporal Pole Mid TPOmid
45/90 Temporal Inf ITG
