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INTERACTING PARTICLES WITH LE´VY STRATEGIES: LIMITS OF
TRANSPORT EQUATIONS FOR SWARM ROBOTIC SYSTEMS∗
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Abstract. Le´vy robotic systems combine superdiffusive random movement with emergent collec-
tive behaviour from local communication and alignment in order to find rare targets or track objects.
In this article we derive macroscopic fractional PDE descriptions from the movement strategies of the
individual robots. Starting from a kinetic equation which describes the movement of robots based on
alignment, collisions and occasional long distance runs according to a Le´vy distribution, we obtain
a system of evolution equations for the fractional diffusion for long times. We show that the system
allows efficient parameter studies for a search problem, addressing basic questions like the optimal
number of robots needed to cover an area in a certain time. For shorter times, in the hyperbolic
limit of the kinetic equation, the PDE model is dominated by alignment, irrespective of the long
range movement. This is in agreement with previous results in swarming of self-propelled particles.
The article indicates the novel and quantitative modeling opportunities which swarm robotic sys-
tems provide for the study of both emergent collective behaviour and anomalous diffusion, on the
respective time scales.
Key words. Anomalous diffusion, swarm robotics, velocity jump model, Le´vy walk, fractional
Laplacian
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1. Introduction. The automated searching of an area for a rare target and
tracking are problems of long history in different areas of computer science [8]. They
include search and rescue operations in disaster regions [24], exploration for natural
resources, environmental monitoring [46] and surveillance. Systems of mobile robots
have inherent advantages for these applications, compared to a single robot: the paral-
lel and spatially distributed execution of tasks gives rise to larger sensing capabilities
and efficient, fault tolerant strategies. See [42] for a review in recent advances on
swarm robotics and applications.
In this article we consider macroscopic PDE descriptions applicable to swarm
robotic systems, which achieve scalability for a large number of independent, simple
robots based on local communication and emergent collective behaviour. Much of
the research focuses on determining control laws of the robot movement which give
rise to a desired group behavior [6], like a prescribed spatial distribution. Typical
control laws like biased random walks, reaction to chemotactic cues and long range
coordination, are reminiscent of models for biological systems, and many bio-inspired
strategies have been implemented in robots in recent years, for a review see [38].
Of particular recent interest have been strategies which include nonlocal random
movements beyond Brownian motion, leading to Le´vy robotics [27]. Le´vy walks,
with the characteristic high number of long runs, minimize the expected hitting time
to reach an unknown target. These new search strategies are inspired by nonlocal
movement found in a variety of organisms like T cells [21], E. coli bacteria [26],
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mussels [9] and spider monkeys [36]. Conversely, robotic systems provide controlled,
quantitative models rarely available in biology.
Given sets of control laws are assessed and optimized by expensive particle based
simulations and experiments with robots, based on a wide range of quality metrics
[3, 6, 49] . On the other hand, for biological systems effective macroscopic PDE
descriptions have proven to be a key tool for efficient parameter optimization and
analytical understanding. A series of studies dating to Patlak [34] has generated
solid understanding on how microscopic detail translates into a diffusion-advection
type equation [4, 48] for random walks subject to an external bias and interactions.
Recent work has made progress towards nonlocal PDE descriptions of Le´vy movement
[15, 35, 44]. Emergence of superdiffusion without Le´vy movement is discussed in [17].
In this article, motivated by the necessity of optimal search strategies for a swarm
of robots, we study a system of N individuals undergoing a velocity jump process with
contact interactions and where the individuals align with their neighbors. We obtain
a system of fractional PDEs for the macroscopic density u(x, t) and mean direction
w(x, t):
(1)
∂tu+∇ · w = 0 ,
w − `G(u)
F (u)
Λw = − 1
F (u)
Cα∇α−1u ,
where Λw is given by (43) and F (u), G(u) and the diffusion constant Cα are defined
in Theorem 6.1. The parameter ` gives the strength of the alignment. Starting
from a kinetic equation that describes the movement of the individuals, combining
short range interactions and alignment with occasional long runs, according to an
approximate Le´vy distribution, we obtain the system (1) in the appropriate parabolic
time scale.
While diffusive behavior dominates for long times, swarming on shorter hyperbolic
time scales is not affected by the Le´vy movement, so that a rich body of work such
as [5] on swarming applies to Le´vy robotics. Combining long range dispersal and
alignment as in the kinetic equation for the macroscopic density (31), allows us to
obtain either a space fractional diffusion equation for a pure nonlocal movement of
the individuals (see [15]), or a Vicsek-type equation for the case of pure alignment
[10, 47].
To illustrate applications of the PDE description, Section 8 presents efficient
numerical methods for the solution of (1) and applies them for some first parameter
studies in the case of a search example. Detailed studies of search strategies and
targeting efficiency from a robotics point of view, as well as comparisons to both
standard particle simulations and experiments with E-Puck robots and drones are
the content of forthcoming work.
Concerning previous experimental work, the particular Le´vy strategy considered
here, with additional long waiting times during reorientations, was implemented in
a swarm robotic system of iAnt robots to find targets in [19], while [41] combined a
Le´vy walk search strategy with an added repulsion among the robots. Le´vy move-
ment directed by external cues, such as chemotaxis, has been studied in [33] to find a
contaminant in water, while [31] considers sonotaxis. Efficient spatial coverage in the
presence of pheromone cues was specifically addressed in [37], using an ant-inspired
search strategy with long range movement.
Notation: The words particles and individuals are used interchangibly in this work.
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We denote the unit sphere in Rn by S = {x ∈ Rn : |x| = 1}, its surface area by |S|.
2. Model assumptions. A swarm robotic system [38] consists of a large num-
ber of simple independent robots with local rules, communication and interactions
among them and with the environment, where the local interactions may lead to col-
lective behaviour of the swarm. A system of E-Puck robots [29] in a domain in R2
provides a specific model system, to which we apply our results and present numerical
experiments in Section 8. More generally, we consider N identical spherical individ-
uals of diameter % > 0 in Rn, where n = 2, 3. Each individual is characterized by
its position xi ∈ Rn and direction θi ∈ S = {|xi| = 1} ⊆ Rn. We assume that each
individual moves according to the following rules:
1. Starting at position x at time t, an individual runs in direction θ for a Le´vy
distributed time τ , called the “run time”.
2. The individuals move according to a velocity jump process with constant
forward speed c, following a straight line motion interrupted by reorientation.
3. When the individual stops, with probability ζ it starts a long range run
and tumble process, choosing a new direction θ∗ according to a distribution
k(x, t, θ; θ∗). With probability (1−ζ) it aligns with the neighbors in a certain
region.
4. When two individuals get close to each other they reflect elastically; the new
direction is θ′ = θ − 2(θ · ν)ν, where ν = xi−xj|xi−xj | is the normal vector at the
point of collision.
5. All reorientations are assumed to be instantaneous.
6. The running1 probability ψ, which is defined as the probability that an indi-
vidual moving in some fixed direction does not stop until time τ , is taken to
be independent on the environment surrounding the individual.
Note that the assumptions correspond to independent individuals with simple
capabilities relative to typical tasks for swarm robotic systems. They interact only
with their neighbors in a fixed sensing region, and the movement decisions are based on
the current positions and velocities, not information from earlier times. This assures
the scalability to large numbers of robots, while nonlocal collective movement may
emerge from the local rules [38].
Related movement laws have been used for target search, for example, in the
experiments in [19]. Refined local control laws and the possibility for quantitative
experiments with robots open up novel modeling opportunities, see Section 9.
3. Kinetic equation for microscopic movement. For the N -individual sys-
tem described in Section 2, the density σ = σ(xi, t, θi, τi) evolves according to a kinetic
equation [25]
(2) ∂tσ + c
N∑
i=1
(∂τi + θi · ∇xi)σ = −
N∑
i=1
βiσ .
The stopping frequency βi during a run phase relates to the probability ψi that an
individual does not stop for a time τi. It is given by
(3) ψi(xi, τi) =
(
ς0
ς0 + τi
)α
, α ∈ (1, 2) .
1In probability this is also known as survival probability, where the “event” in this case is to
stop. Hence “survival” in that context refers to the probability of continuing to move in the same
direction for some time τ .
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This power law behaviour corresponds to the long tailed distribution of run times
described in Assumption 1. in Section 2, instead of the Poisson process in classical
velocity jump models [32]. As the speed c of the runs is constant, the individuals
perform occasional long jumps with a power-law distribution of run lengths. The
stopping frequency is given by
(4) βi(xi, τi) = −∂τiψi
ψi
=
ϕi
ψi
.
After stopping, according to Assumption 3. individuals choose a new direction of
motion by either tumbling or alignment. With probability ζ ∈ [0, 1] they choose a
new direction according to the turning kernel Ti given by
(5) Tiφ(θ
∗
i ) =
∫
S
k(xi, t, θi; θ
∗
i )φ(θi)dθi ,
where the new direction θ∗i is symmetrically distributed with respect to the previous
direction θi according to the distribution k(xi, t, θi; θ
∗
i ) = k˜(xi, t, |θ∗i − θi|) [2].
With probability (1− ζ) the new direction of motion is aligned with the direction
of the neighbors according to a distribution Φ(Λi · θi), with
∫
S
Φ(Λi · θi)dθi = 1. The
average direction Λi at xi is defined in terms of the nonlocal flux J (xi) [14],
(6) Λi(xi, t) =
J (xi, t)
|J (xi, t)| , J (xi, t) =
∫
xj∈Rn
∫
S
K(|xj − xi|)p(xj , t, θi)θidxjdθi .
Here K is a given influence kernel and p is the density of individuals at xj at time t,
moving in the direction θi.
4. Transport equation for the two-particle density. The description (2)
of the N -particle problem a priori requires the understanding of collisions among
the whole system of particles. In this article, however, we aim for a macroscopic
description for low densities, as made precise by the scaling in Section 5. In this case
collisions of more than two individuals may be neglected [7], and we truncate the
hierarchy of equations by neglecting collisions of 3 or more individuals and integrate
out individuals 3, ..., N from σ. The transport equation which describes the movement
of two particles is given by
∂τ1σ + ∂τ2σ + ∂tσ + cθ1 · ∇x1σ + cθ2 · ∇x2σ = −(β1 + β2)σ ,(7)
where σ = σ(x1,x2, t, θ1, θ2, τ1, τ2) is the two-particle density function and where
σ(x1,x2, 0, θ1, θ2, τ1, τ2) = σ0(x
0
1,x
0
2, 0, θ
0
1, θ
0
2, τ
0
1 , τ
0
2 ). We first integrate with respect
to τ1 and τ2 to get
∂t ˜˜σ + cθ1 · ∇x1 ˜˜σ + cθ2 · ∇x2 ˜˜σ = −
∫ t
0
β1σ˜τ1dτ1−
∫ t
0
β2σ˜τ2dτ2 + σ˜τ1
∣∣
τ1=0
+ σ˜τ2
∣∣
τ2=0
for
σ˜τ1(x1,x2, t, θ1, θ2, τ1) =
∫ t
0
σdτ2 , ˜˜σ(x1,x2, t, θ1, θ2) =
∫ t
0
∫ t
0
σdτ1dτ2 .
After stopping with rate given by β1, from Section 3, the initial condition for the new
run of individual 1 is given by
(8) σ˜τ1
∣∣
τ1=0
(x1,x2, t, 0, θ1, θ2) =
∫
S
Q(θ1, θ
∗
1)
∫ t
0
β1σ˜τ1(x1,x2, t, θ
∗
1 , θ2, τ1)dτ1dθ
∗
1 ,
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where
(9) Q(θ1, θ
∗
1) = ζk(x1, t, θ
∗
1 ; θ1) + (1− ζ)Φ(Λ1 · θ1) .
In absence of collisions, for ζ = 0 we recover the kinetic equation for alignment
interactions as in [11, 14, 20], while for ζ = 1 we obtain the long range velocity jump
process from [15]. Substituting (8) and its analogue for individual 2 into the kinetic
equation for ˜˜σ, we obtain
∂t ˜˜σ + cθ1 · ∇x1 ˜˜σ + cθ2 · ∇x2 ˜˜σ = −(1− ζT1)
∫ t
0
β1σ˜τ1dτ1 − (1− ζT2)
∫ t
0
β2σ˜τ2dτ2
+ (1− ζ)|S|Φ(Λ1 · θ1)
∫ t
0
β1P1dτ1 + (1− ζ)|S|Φ(Λ2 · θ2)
∫ t
0
β2P2dτ2 ,(10)
where
P1(x1,x2, t, θ2, τ1) =
1
|S|
∫
S
σ˜τ1(x1,x2, t, θ
∗
1 , θ2, τ1)dθ
∗
1
and P2 is similarly defined. Here |S| denotes the surface area of the unit sphere S.
In order to write the right hand side of (10) in terms of a density independent of
τ1 and τ2, we introduce the density of individuals leaving x1 and x2 as
i1(x1,x2, t, θ1, θ2) =
∫ t
0
β1σ˜τ1dτ1 , i2(x1,x2, t, θ1, θ2) =
∫ t
0
β2σ˜τ2dτ2 .
From the method of characteristics, we note that the solution of (7) is
(11) σ = σ0(x1 − cθ1τ1,x2 − cθ2τ1, t− τ1, θ1, θ2, 0, τ2 − τ1)ψ1(x1, τ1)ψ2(x2, τ2) .
After the scaling to macroscopic variables below, the expected run times are small
and one may approximate
σ0(x1,x2, t, θ1, θ2, 0, τ2 − τ1) = σ0(x1,x2, t, θ1, θ2, 0, 0) +O(τ2 − τ1) .(12)
From (12) and (11), standard arguments as in [15] allow to write i1 and i2 in terms
of a convolution:
(13)
i1(x1,x2, t, θ1, θ2) =
∫ t
0
B(x1, t− s)˜˜σ(x1 − cθ1(t− s),x2 − cθ2(t− s), s, θ1, θ2)ds ,
i2(x1,x2, t, θ1, θ2) =
∫ t
0
B(x2, t− s)˜˜σ(x1 − cθ1(t− s),x2 − cθ2(t− s), s, θ1, θ2)ds .
Here the operator B is defined from its Laplace transform Bˆ = L{B} in time,
(14) Bˆ(x1, λ+ cθ1 · ∇x1 + cθ2 · ∇x2) =
ϕˆ1(x1, λ+ cθ1 · ∇x1 + cθ2 · ∇x2)
ψˆ1(x1, λ+ cθ1 · ∇x1 + cθ2 · ∇x2)
,
with ϕ1, ψ1 from (4). Explicit expressions for ϕˆ1 and ψˆ1 are found below in Section 6.
Similarly, the terms in (10),
r1(x1,x2, t, θ2) =
∫ t
0
β1P1dτ1 and r2(x1,x2, t, θ1) =
∫ t
0
β2P2dτ2 ,
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Fig. 1. Illustration of the collision domain between two individuals.
can be expressed in terms of B. To see this, note that from (11),
P1(x1,x2, t, θ2, τ1) =
∫
S
∫ t
0
σ(x1,x2, t, θ1, θ2, τ1, τ2)dτ2dθ1
= σ0(x1,x2 − cθ2τ1, t− τ1, θ2, 0, 0)ψ1 ,(15)
we obtain for the Laplace transform
(16) rˆ1(x1,x2, λ, θ2) = ϕˆ1(x1, λ+ cθ2 · ∇x2)σˆ0(x1,x2, λ, θ2, 0, 0) .
With
J2(x1,x2, t, θ2) =
∫ t
0
P1(x1,x2, t, θ2, τ1)dτ1
and (11), we have
(17) Jˆ2(x1,x2, λ, θ2) = σˆ0(x1,x2, λ, θ2, 0, 0)ψ(x1, λ+ cθ2 · ∇x2) .
Combining this with (16) and (17), we obtain after an inverse Laplace transform
(18) r1 =
∫ t
0
B(x1, t− s)J2(x1,x2 − cθ2(t− s), s, θ2)ds .
An analogous formula holds for r2. Substituting (13), (18) and its analogon for r2 into
the right hand side of (10), we obtain the following transport equation, independent
of τ1 and τ2,
(19)
∂t ˜˜σ︸︷︷︸
(I)
+ cθ1 · ∇x1 ˜˜σ︸ ︷︷ ︸
(II)
+ cθ2 · ∇x2 ˜˜σ︸ ︷︷ ︸
(III)
= −(1− ζT1)i1(x1,x2, t, θ1, θ2)︸ ︷︷ ︸
(IV)
− (1− ζT2)i2(x1,x2, t, θ1, θ2)︸ ︷︷ ︸
(V)
+ |S|(1− ζ)Φ(Λ1 · θ1)r1(x1,x2, t, θ2)︸ ︷︷ ︸
(VI)
+ |S|(1− ζ)Φ(Λ2 · θ2)r2(x1,x2, t, θ1)︸ ︷︷ ︸
(VII)
.
From equation (19) for the two-particle density function ˜˜σ we now aim to derive
an effective transport equation for the one-particle density function
(20) p(x1, t, θ1) =
1
|S|
∫ t
0
∫ t
0
∫
Ω2
∫
S
σdθ2dx2dτ1dτ2 .
By integrating equation (19) with respect to the accessible phase space (x2, θ2) ∈
Ω2 × S, where Ω2 = Ω2(x1) = {x2 ∈ Rn : |x1 − x2| > %} = Rn \ B%(x1) as in
Figure 1, we obtain the following terms:
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(I) Commuting the integrals and the time derivative results in∫
Ω2
∫
S
∂t ˜˜σdθ2dx2 = |S|∂tp .
(II) From Reynolds’ transport theorem in the variable x2
c
∫
Ω2
∫
S
θ1 · ∇x1 ˜˜σdθ2dx2 = |S|cθ1 · ∇x1p− c
∫
∂B%(x1)
∫
S
(θ1 · ν)˜˜σdθ2dx2 .
ν is the outward pointing unit normal vector with respect to Ω2.
(III) From the divergence theorem
c
∫
Ω2
∫
S
θ2 · ∇x2 ˜˜σdθ2dx2 = c
∫
∂B%
∫
S
(θ2 · ν)˜˜σdθ2dx2 ,
assuming that ˜˜σ tends to 0 sufficiently rapidly as |x2| → ∞.
(IV) Changing the order of integration we have
(1− ζT1)
∫
Ω2
∫
S
∫ t
0
B(x1, t− s)˜˜σ(x1 − cθ1(t− s),x2 − cθ2(t− s), s, θ1, θ2)dsdθ2dx2
= |S|(1− ζT1)
∫ t
0
B(x1, θ1, t− s)p(x1 − cθ1(t− s), s, θ1)ds .
(V) Similar to (IV) and using∫
S
Tφ(·, θ)dθ =
∫
S
φ(·, η)
∫
S
k(·, η; θ)dθdη =
∫
S
φ(·, η)dη = φ(·) ,
where φ is an arbitrary function, we obtain∫
Ω2
∫
S
(1− ζT2)
∫ t
0
B(x2, t− s)˜˜σ(x1 − cθ1(t− s),x2 − cθ2(t− s), s, θ1, θ2)dsdθ2dx2
= |S|(1− ζ)
∫
Ω2
∫ t
0
B(x2, t− s)J1(x1 − cθ1(t− s),x2, s, θ1)dsdx2 .
(VI) Moreover,
(1− ζ)Φ(Λ1 · θ1)
∫
S
∫
Ω2
∫ t
0
B(x1, t− s)J2(x1,x2 − cθ2(t− s), s, θ2)dsdx2dθ2
= |S|(1− ζ)Φ(Λ1 · θ1)
∫ t
0
B(x1, t− s)u(x1, s)ds ,
where u(x1, t) is a macroscopic density defined in (28).
(VII) Recalling the normalization
∫
S
Φ(Λ2 · θ2)dθ2 = 1, we conclude
(1− ζ)
∫
S
Φ(Λ2 · θ2)
∫
Ω2
∫ t
0
B(x2, t− s)J1(x1 − cθ1(t− s),x2, s, θ1)dsdx2dθ2
= |S|(1− ζ)
∫
Ω2
∫ t
0
B(x2, t− s)J1(x1 − cθ1(t− s),x2, s, θ1)dsdx2 .
8 G. ESTRADA-RODRIGUEZ AND H. GIMPERLEIN
Using these, and in particular that (V) and (VII) cancel, equation (19) simplifies to
(21)
∂tp+ cθ1 · ∇p = c|S|−1
∫
∂B%
∫
S
ν · (θ1 − θ2)˜˜σdθ2dx2
+ (1− ζ)Φ(Λ1 · θ1)
∫ t
0
B(x1, t− s)u(x1, s)ds
− (1− ζT1)
∫ t
0
B(x1, t− s)p(x1 − cθ1(t− s), s, θ1)ds .
To summarize, the transport equation (21) describes the evolution of the one-
particle density function p(x1, t, θ1). The three terms on the right hand side describe
the collisions, the alignment and the long range velocity jump process.
4.1. Description of one-particle density in N-particle system. For later
convenience we rewrite the collision term
∫
∂B%
∫
S
ν ·(θ1−θ2)˜˜σdθ2dx2 as in Appendix A.
Summing over the N − 1 individuals which individual 1 can collide with, equation
(21) turns into
(22)
∂tp+ cθ1 · ∇x1p = (1− ζ)Φ(Λ1 · θ1)
∫ t
0
B(x1, t− s)u(x1, s)ds
− (1− ζT1)
∫ t
0
B(x1, t− s)p(x1 − cθ1(t− s), s, θ1)ds
+ |S|−1c%n−1(N − 1)
∫
S+
∫
S
ν · (θ1 − θ2)
[
˜˜σ(x1,x1 − ν%, t, θ′1, θ′2)
− ˜˜σ(x1,x1 + ν%, θ1, θ2)
]
dθ2dν .
From now on we work with equation (22) which describes the evolution of the one-
particle density p in the system of N -particles.
5. Parabolic scaling. In applications, the mean run time τ¯ is often small com-
pared with the macroscopic time scale T , and we aim to study (22) for ε = τ¯/T  1
[2]. Denoting a macroscopic length scale by X and s = XT , we introduce normalized
variables
tn =
t
T , xn =
x
X , τn =
τ
τ¯
and cn =
c
s
.
A diffusion limit of (22) is obtained under the scaling (x, t, τ) 7→ (xns/ε, tn/ε, τn/εµ),
with cn = ε
−γc0 for µ, γ > 0. We further assume that the diameter of each particle
is small, % = εξ, while the number of particles N is large so that (N − 1)% = εξ−ϑ,
with ξ − ϑ < 0. The scaling of the alignment is ε−η.
In the normalized variables equations (4) and (3) become
(23) βε(x1, τ1) =
αεµ
ς0εµ + τ1
, ψε(x1, τ1) =
(
ς0ε
µ
ς0εµ + τ1
)α
.
Here and in the following we suppress the subscript n for the new variables. Similarly,
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equation (22) now reads
(24)
ε∂tp+ ε
1−γc0θ1 · ∇p = ε−η(1− ζ)Φε(Λ1 · θ1)
∫ t
0
Bε(x1, t− s)u(x1, s)ds
− (1− ζT1)
∫ t
0
Bε(x1, t− s)p(x1 − cθ1(t− s), s, θ1)ds
+ εξ−ϑ−γ |S|−1c0
∫
S+
∫
S
ν · (θ1 − θ2)
[
˜˜σ(x1,x1 − εξν, t, θ′1, θ′2)
− ˜˜σ(x1,x1 + εξν, θ1, θ2)
]
dθ2dν ,
in dimension 2, where the operator in the second convolution is given by
(25) Bˆε = Bˆε(x1, ελ+ ε1−γc0θ1 · ∇) = ϕˆ
ε
1(x1, ελ+ ε
1−γc0θ1 · ∇)
ψˆε1(x1, ελ+ ε
1−γc0θ1 · ∇)
.
With the above scaling, we may further simplify the collision term. Using the
molecular chaos assumption for the low density of particles [18], the velocity of the
individuals is approximately independent of each other, and the two-particle density
approximately factors into one-particle densities:
˜˜σ(x1,x1 ± εξν, t, θ1, θ2) = p(x1, t, θ1)p(x1, t, θ2) +O(εξ) .
Then (24) becomes
(26)
ε∂tp+ ε
1−γc0θ1 · ∇p = ε−η(1− ζ)Φε(Λ1 · θ1)
∫ t
0
Bε(x1, t− s)u(x1, s)ds
− (1− ζT1)
∫ t
0
Bε(x1, t− s)p(x1 − cθ1(t− s), s, θ1)ds
+ εξ−ϑ−γ |S|−1c0
∫
S+
∫
S
ν · (θ1 − θ2)
[
p(θ′1)p(θ
′
2)− p(θ1)p(θ2)
]
dθ2dν .
6. Fractional diffusion equation. In the above parabolic scaling, this sec-
tion obtains a fractional diffusion equation from (26) for the macroscopic density of
individuals moving according to the model in Section 2.
Up to lower order terms, we expand p(x1, t, θ1) in terms of its first two moments
(27) p(x1, t, θ1) = |S|−1 (u(x1, t) + εγnθ1 · w(x1, t) + o(εγ)) ,
where
(28) u(x1, t) =
∫
S
p(x1, t, θ1)dθ1 , w(x1, t) =
∫
S
θ1p(x1, t, θ1)dθ1 .
Substituting (27) into (26) and integrating with respect to θ1, we obtain the conser-
vation law for the macroscopic density:
(29) ε∂tu(x1, t) + εnc0∇ · w(x1, t) = 0 .
To see this, note that the integral over the right hand side of (26) vanishes: for the
last term in (26) this is due to the symmetry in θ1 and θ2, while for the first two
terms it follows from the normalization of Φ(Λ1 · θ1), resp. T1, as in Section 4 above.
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To complement (29), it remains to express w in terms of u. To do so, we use a
quasi-static approximation for the Laplace transform of (26),
(30) Bˆε(x1, ελ+ ε1−γc0θ1 · ∇) ' Bˆε(x1, ε1−γc0θ1 · ∇) ,
since γ > 0. Transforming back we obtain
(31)
ε∂tp+ ε
1−γc0θ1 · ∇p = ε−η(1− ζ)Φε(Λ1 · θ1)
∫ t
0
Bε(x1, t− s)u(x1, s)ds
− (1− ζT1)Bˆε(x1, ε1−γc0θ1 · ∇)p
+ |S|−1c0εξ−ϑ−γ
∫
S+
∫
S
ν · (θ1 − θ2)
[
p(θ′1)p(θ
′
2)− p(θ1)p(θ2)
]
dθ2dν .
Equation (25) allows to obtain an explicit expression for Bˆε(x1, ε1−γc0θ1 · ∇),
based on the Laplace transforms of ψε1 and ϕ
ε
1 [15]:
ψˆε1(x1, λ) = a
αλα−1eaλΓ(−α+ 1, aλ) and ϕˆε1(x1, λ) = α(aλ)αΓ(−α, aλ)eaλ .
Here a = ς0ε
µ. We conclude
(32)
Bˆε(x1, λ) = ϕˆ
ε
1(x1, λ)
ψˆε1(x1, λ)
=
α− 1
a
− λ
2− α − a
α−2λα−1(α− 1)2Γ(−α+ 1) +O(aα−1λα) .
Equation (32) is the key ingredient to express w in terms of u. First rewrite (31) as
ε∂tp+ ε
1−γc0θ1 · ∇p = ε−ηMε +Hεp+ εξ−ϑ−γ |S|−1c0Lε ,(33)
where
Mε = (1− ζ)Φε(Λ1 · θ1)
∫ t
0
Bε(x1, t− s)u(x1, s)ds ,(34)
Hε = −(1− ζT1)Bˆε(x1, ε1−γc0θ1 · ∇) and(35)
(36) Lε =
∫
S+
∫
S
ν · (θ1 − θ2)
[
p(θ′1)p(θ
′
2)− p(θ1)p(θ2)
]
dθ2dν .
Substituting (27) into (33), multiplying by θ1 and integrating with respect to this
variable, we see that
εγ+1n∂tw(x1, t) + ε
1−γc0∇u(x1, t) = ε−η
∫
S
θ1Mεdθ1
+ |S|−1
∫
S
θ1Hε(u(x1, t) + ε
γnθ1 · w(x1, t))dθ1 + |S|−1εξ−ϑ−γc0
∫
S
θ1Lεdθ1 .(37)
The following subsections compute the various terms on the right hand side of (37).
6.1. Collision interactions. The third term
I =
∫
S
θ1Lεdθ1 =
∫
S
∫
S
∫
S+
θ1p(x1, θ
′
1)p(x1, θ
′
2)ν · (θ1 − θ2)dνdθ1dθ2
−
∫
S
∫
S
∫
S+
θ1p(x1, θ1)p(x1, θ2)ν · (θ1 − θ2)dνdθ1dθ2 .
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may be treated similar to [18]. From the elastic reflection θ′1 − θ1 = −2(θ1 · ν)ν we
note θ′1 · ν = −θ1 · ν, so that
(38) I =
∫
S
∫
S
∫
S+
(θ′1 − θ1)p(x1, θ1)p(x1, θ2)(θ1 − θ2) · νdνdθ1dθ2 .
Using the reflection law again, we see for n = 2
(39) I = −4
3
∫
S
∫
S
|θ1 − θ2|θ1p(x1, θ1)p(x1, θ2)dθ1dθ2 .
With the expansion (27) for p(x1, t, θ1) and,
p(x1, t, θ2) = |S|−1(u(x1, t) + 2εγθ2 · w(x1, t)) ,
we conclude from (39)
I = − 4
3|S|
∫
S
∫
S
|θ1 − θ2|θ1
[
u2 + 2uεγθ2 · w + 2uεγθ1 · w
]
dθ1dθ2
= −8uε
γ
3|S|
∫
S
∫
S
|θ1 − θ2|θ1(θ2 · w + θ1 · w)dθ1dθ2 +O(ε2γ) ,(40)
since
∫
S
θ1dθ1 = 0. The integral in (40) can be computed:∫
S
(θ2 · w)
[∫
S
|θ1 − θ2|θ1dθ1
]
dθ2 +
∫
S
θ1(θ1 · w)
[∫
S
|θ1 − θ2|dθ2
]
dθ1 = 0 + bw .
Here we have used
∫
S
|θ1 − θ2|dθ2 = b and
∫
S
θ1(θ1 · w)dθ1 = w . We conclude
(41) I = −εγ 8b
3|S|uw .
A more general expression for the case n = 3 can be written as I = −εγbn|S|−1uw.
Expression (37) is thus written in terms of the first particle only, and we drop the
subscript from now on.
6.2. Alignment. To evaluate the first term on the right hand side of (37), we
first compute the alignment vector. From the expressions for Λw and J in (6) and
the expansion (27), we have
J (x1, t) = ε
γn
|S|
∫
y
Kε
( |y − x1|
ε
)
w(y, t)dy ,(42)
and therefore
(43) Λw =
∫
y
Kε
(
|y−x1|
ε
)
w(y, t)dy
| ∫
y
Kε
(
|y−x1|
ε
)
w(y, t)dy|
.
Now the Laplace transform of Mε from (34) is given by
Mˆε = (1− ζ)Φε(Λw · θ)Bˆε(x, ελ)uˆ(x, λ) = (1− ζ)Φε(Λw · θ) ϕˆ
ε(x, ελ)
ψˆε(x, ελ)
uˆ(x, λ) .
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To leading order in ε we therefore deduce from the expansion (32) that
Mε ' (1− ζ)Φε(Λw · θ)ε
−µ(α− 1)
ς0
u(x, t) .
Integrating over the sphere, Ψε(Λw) =
∫
S
θΦε(Λw · θ)dθ = zΛw , where z is given by
(44) z =
∫ 2pi
0
Φε(cos θ) cos θdθ ,
we conclude
ε−η
∫
S
θ1Mεdθ1 = ε
−µ−η(1− ζ)z(α− 1)
ς0
uΛw .
6.3. Long range movement. The second term on the right hand side of (37)
has been computed in [15]:
ε
γ
α−1−1
|S|
∫
S
θHε(u+ ε
γnθ · w)dθ '
− ς
α−2
0
|S| (1− α)
2Γ(−α+ 1)cα−10 ∇α−1u
(
ζn2ν1
|S| − 1
)
+
α− 1
ς0|S| nw(ζν1 − 1) .
Here ν1 is the second eigenvalue of the operator T [2]. Substituting the results of
Subsections 6.1 and 6.2 into (37) results in
εγ+1n∂tw + ε
γ−1c0∇u = ε−µ−η(1− ζ)z(α− 1)
ς0
uΛw
+
1
|S|
∫
S
θHε(u+ ε
γnθ · w)dθ − εξ−ϑ 4bc0
3|S|2nuw .(45)
Furthermore, using Subsection 6.3 the term of order ε1−
γ
α−1 is given by
0 = − ς
α−2
0
|S| (1− α)
2Γ(−α+ 1)cα−10 ∇α−1u
(
ζn2ν1
|S| − 1
)
+
α− 1
ς0|S| nw(ζν1 − 1)
− 4bc0
3|S|2nuw + (1− ζ)
z(α− 1)
ς0
uΛw(46)
provided the following scaling relations are satisfied:
(47) µ =
1− α(1− γ)
α− 1 , η = −γ, and ξ − ϑ = 1−
γ
α− 1 < 0 .
Here γ > (α− 1)/α to guarantee that µ > 0 and ξ−ϑ < 0. This is in agreement with
the assumption that 1− γ < 1 used in Section 6 for the quasi-static approximation in
(30). As was assumed in Section 5, ξ − ϑ < 0 which implies that (N − 1)% → ∞ as
ε→ 0.
From (46) we obtain an expression for w and conclude the following theorem.
Theorem 6.1. As ε → 0, the first two moments of the solution to (33) satisfy
the following fractional diffusion equation for the macroscopic density u(x, t) and the
mean direction w(x, t):
∂tu+∇ · w = 0 ,(48)
w − `G(u)
F (u)
Λw = − 1
F (u)
Cα∇α−1u ,(49)
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where Λw is given by (43),
F (u) =
α− 1
ς0|S| n(1− ζν1) +
8bc0
3|S|2u, G(u) = (1− ζ)
z(α− 1)
ς0
u
and
Cα = − ς
α−2
0 c
α−1
0 (α− 1)2pi
sin(piα)Γ(α)
(|S| − 4ζν1)
|S|2 .
Recall that the parameter ` in (49) describes the strength of the alignment.
Without alignment, ζ = 1, the term G(u) vanishes and we recover the result
in [15] in the absence of chemotaxis. Appendix B discusses two different types of
alignment kernels and their effect on the dynamics of the system (48)-(49).
7. Macroscopic transport equation for swarming. This section studies the
PDE description of the robot movement on shorter, hyperbolic time scales, where
the formation of patterns like swarming can be expected. We compare the resulting
description obtained here with some classical results in [12, 30].
The hyperbolic scaling limit obtained by setting γ = 0 in Section 5, so that
xn = εx/s, tn = εt, τn = τε
µ . The space and time variables are on the same scale,
and the quasi-static approximation in (30) is no longer justified. The kinetic equation
(22) for the microscopic particle movement is therefore given by
ε(∂tp+ c0θ · ∇p) = (1− ζ)Φε(Λ · θ)
∫ t
0
Bε(x, t− s)u(x, s)ds
− (1− ζT )
∫ t
0
Bε(x, t− s)p(x− cθ(t− s), s, θ)ds .(50)
For simplicity we neglect the collision interactions. The Laplace transform of (50) is
ε(λ+ c0θ · ∇)pˆ− εp0 =(1− ζ)Φε(Λ · θ)Bˆε(x, ελ)uˆ(x, λ)
− (1− ζT )Bˆε(x, ελ+ εc0θ · ∇)pˆ ,(51)
where from (32) the operator Bˆε takes the form
Bˆε(x, ελ) = ε−µA+ εµ(α−2)+α−1Bλα−1 +O(ε) ,(52)
with
(53) A =
α− 1
ς0
and B = −ςα−20 (α− 1)2Γ(−α+ 1) .
In order to obtain a conservation equation for the macroscopic density, we start from
the generalized Chapman-Enskog expansion for pˆ in Appendix C,
(54) pˆ(x, t, θ) = Φς(θ)uˆ+ ε
(µ+1)(α−1)pˆ1 +O(ε2(µ+1)(α−1)) ,
with pˆ1 given by (74) and Φζ(θ) = (1 − ζ)Φε(Λ · θ) + ζ. Substituting (54) into (50)
and integrating over S, we obtain the conservation equation
(55) ∂tu+ zc0(1− ζ)∇ · (uΛ) = 0 .
Note that the right hand side is zero by conservation of particles, as in (29).
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It remains to determine the mean direction uΛ, and for simplicity we start from
(51). Substituting the expansion (54) into (51), using the definitions of pˆ0 and pˆ1
given in (73) and (74) respectively, and expanding in powers of ε, we find
(56)
(λΦζ uˆ+ c0θ · ∇(Φζ uˆ))− p0 + ε(µ+1)(α−1)(λpˆ1 + c0θ · ∇pˆ1) = O(ε(µ+1)(2α−3)) .
We multiply (56) by θ · v, where v ∈ Rn is orthogonal to Λ, and integrate over S,[∫
S
θ(λΦζ uˆ+ c0θ · ∇(Φζ uˆ))dθ −
∫
S
θp0dθ
]
· v
+ ε(µ+1)(α−1)
[∫
S
θ (λpˆ1 + c0θ · ∇pˆ1) dθ
]
· v = O(ε(µ+1)(2α−3)) .(57)
After an inverse Laplace transform and letting ε→ 0 we obtain, provided α > 3/2,(
z(1− ζ)∂t(uΛ) + c0
∫
S
θ · ∇(uΦζ(θ))θdθ
)
· v = 0 .
As v ⊥ Λ was arbitrary, we can reformulate this in terms of the orthogonal projection
P⊥ onto Λ⊥:
(58) P⊥
(
z(1− ζ)∂t(uΛ) + c0∇ · u
∫
S
(θ ⊗ θ)Φζ(θ)dθ
)
= 0 .
We consider the two terms separately. Expanding the first term we have
z(1− ζ)P⊥(u∂tΛ + Λ∂tu) = z(1− ζ)u∂tΛ ,(59)
since 〈∂tΛ,Λ〉 = 12∂t|Λ|2 = 0, i.e., Λ ⊥ ∂tΛ. For the second term we compute∫
S
(θ ⊗ θ)Φζ(θ)dθ
in polar coordinates θ = cos(s)Λ + sin(s)Λ⊥. When n = 2 we find∫
S
(θ ⊗ θ)Φζ(θ)dθ = (1− ζ)
∫
S
(θ ⊗ θ)Φε(Λ · θ)dθ + ζ
∫
S
(θ ⊗ θ)dθ
= (1− ζ)
∫ 2pi
0
Φε(cos(s))
[
cos2(s) 0
0 sin2(s)
]
ds+ ζ
∫ 2pi
0
[
cos2(s) 0
0 sin2(s)
]
ds
= (1− ζ) (a3Λ⊗ Λ + a11) + 1piζ ,(60)
where we have used Λ⊥ ⊗ Λ⊥ = 1− Λ⊗ Λ and a3 = a0 − a1,
a0 =
∫ 2pi
0
Φε(cos(s)) cos2(s)ds , a1 =
∫ 2pi
0
Φε(cos(s)) sin2(s)ds .
A similar result to (60) also holds for n = 3.
Using (60) we compute the second integral in (58) as follows
c0P⊥∇ · u
∫
S
(θ ⊗ θ)Φζ(θ)dθ = C1P⊥∇ · (uΛ⊗ Λ) + C2P⊥∇u
= C1P⊥ (Λ⊗ Λ∇u+ uΛ · ∇Λ + u(∇ · Λ)Λ) + C2P⊥∇u(61)
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where C1 = c0(1−ζ)a3 and C2 = c0(1−ζ)1a1 +c01piζ. Because |Λ| = 1, 〈Λ ·∇Λ,Λ〉 =
Λ · ∇|Λ|2 = 0. Then, by definition of P⊥ we have that P⊥(Λ · ∇Λ) = Λ · ∇Λ and
P⊥(Λ) = 0, so that
(62) c0P⊥∇ · u
∫
S
(θ ⊗ θ)Φζ(θ)dθ = C1uΛ · ∇Λ + C2P⊥∇u .
Substituting (59) and (62) into (58) we conclude
u(z(1− ζ)∂tΛ + C1Λ · ∇Λ) + C2P⊥∇u = 0 .
We summarize the conclusion in the following theorem.
Theorem 7.1. As ε → 0, the solution p to the kinetic equation (50) admits an
expansion
p(x, t, θ) = Φζ(θ)u(x, t) + ε
(µ+1)(α−1)p1 +O(ε2(µ+1)(α−1))
with Φζ(θ) = (1− ζ)Φε(Λ · θ) + ζ. The functions u and Λ satisfy the following system
of equations
∂tu+ zc0(1− ζ)∇ · (uΛ) = 0 ,(63)
u(C0∂tΛ + C1Λ · ∇Λ) + C2P⊥∇u = 0 .(64)
Here P⊥ = 1− Λ⊗ Λ and
C0 = z(1− ζ), C1 = c0(1− ζ)a3, C2 = c0(1− ζ)1a1 + c01piζ .
Theorem 7.1 is similar to the result of [14] for ζ = 0. Note that in the hyperbolic
scaling the alignment interaction dominates over the long range dispersal, so (63)
and (64) are independent of the parameter α. Standard techniques for swarming and
flocking thereby apply to the stochastic movement laws relevant to swarm robotic
systems. For a pure long range velocity jump process, ζ = 1, we get from (63) that u
is constant on hyperbolic time scales. This agrees with the hyperbolic scaling for the
case of the classical heat equation.
8. Le´vy strategies for area coverage in robots. In this section we illustrate
how Theorem 6.1 can be used to address relevant robotics questions discussed in
Section 1. In particular, we consider how quickly a swarm of E–Puck robots [29]
covers a convex arena Ω. The most efficient way to search the area is deterministic, by
zigzagging from one boundary of the domain to the opposite. However, this strategy
proves not to be robust for practical robots which experience technical failures and
does not easily scale for large numbers of robots in unknown domains. Swarm robotic
systems are commonly used as an efficient and robust solution. Here we shed light on
how many robots are necessary to cover a certain area in a given time, and we confirm
the advantage of strategies based on Le´vy walks rather than Brownian motion.
A second quantity of interest is the mean first passage time for an unknown target.
In this case [16, 21] have shown analogous advantages for Le´vy strategies in a system
similar to Theorem 6.1, with delays between reorientations, but no alignment.
8.1. Area coverage for a swarm robotic system. For simplicity of the nu-
merics we here neglect the alignment and collision terms, so that the model equations
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are
(65)
∂tu+∇ · (Cα∇α−1u) = 0 in Ω× [0, T )
u = 0 in Ωc × [0, T )
u(x, 0) = u0 in Ω .
The numerical approximation of (65) by finite elements is described in [1, 16].
From the solution of (65) we compute the area covered as a function of time,
depending on the parameter α.
The standard model system for E–Puck robots in the Robotics Lab at Heriot-
Watt University consists of a rectangular arena Ω of dimensions 200 cm×160 cm. The
diameter of each E-Puck robot is % = 7.5 cm, and it moves with a speed c = 3 cm/s.
As the scale s is of order cm/s, from the dimensions of Ω and xn = εx/s we obtain a
value of ε = 0.005. Finally, from cn = ε
−γc0, we obtain the speed c0. More concretely,
we write the remaining parameters in terms of α ∈ (1, 2) as follows,
cn = 3, γ = 1/2, c0 = 3 · 0.005γ .
These values of the parameters are in agreement with the assumptions in Section 6
and the parameter study in [15].
Initially the robots are placed in the center of the arena with a distribution given
by u0(x, 0) = max{1.2e−
|x|2
%N − 0.2, 0}. The time averaged coverage is defined as
1
t
∫ t
0
∫
Ω
min(u(x, s), ρ¯)dxds where ρ¯ =
1
|Ω| .
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Fig. 2. Coverage as a function of time (in seconds) for N = 5 varying α.
Figure 2 shows the coverage as a function of time as the Le´vy exponent α is
varied for a fixed number of robots. This evidences improvements by long distance
runs, compared with classical Brownian motion, similar to what is known for target
search strategies [16, 21].
The equation (65) also allows to study the dependence on the number of robots
N . In the particular case when robots are placed sufficiently far from each other at
time t = 0, the coverage for small times will be proportional to N . For larger N the
effect of collisions becomes more important as they limit the potential long runs, but
on the other hand have a volume exclusion effect.
This becomes crucial in practical situations, where all robots might be placed in
a cluster in a given location at t = 0. In this case, the coverage for small t does not
increase linearly with N , even in the absence of interactions.
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9. Discussion. In this paper we find macroscopic nonlocal PDE descriptions
for systems arising in swarm robotics [19]. Similar to biological systems of cells or
bacteria, on the microscopic scale independent agents follow a velocity jump process,
for robots with collision and alignment interactions between neighbors and long range
dispersal. Macroscopic swarming behaviour emerges on a hyperbolic time scale. We
indicate the relevance to typical problems in swarm robotics, like target search, track-
ing or surveillance. Conversely, the available control in robotic systems and possibility
of accurate measurements provide new modeling opportunities from microscopic to
macroscopic scales.
Refined local control laws, which give rise to a desired distribution of robots, are a
main topic of current research in particle swarm optimization. Biologically motivated
strategies include the directed movement driven by a chemical cue, chemotaxis, which
is used to devise efficient search strategies for Le´vy robotic systems with sensing
capabilities [37]. In bacterial foraging algorithms the length of the run or the tumbling
may depend on external cues, such as pheromones, similarly leading to chemotactic
behavior [45]. Also more general classes of biased random walks are of interest [13],
as are control strategies obtained from machine learning. In an ongoing work we
implement relevant target search strategies for systems of E–Puck robots and drones,
which combine Le´vy walks and collision avoidance with chemotaxis. The macroscopic
PDE descriptions inform the optimal parameter settings in local control laws.
Similarly for the alignment, a wide range of interactions is being explored in
robotic systems, see [40] and references therein. For example, in [28] the region of
interaction may depend adaptively on the current distribution, with the aim of forming
several clusters of robots. Follower-leader alignment strategies were combined with
swarming models in [23, 39]. In [23] a “transient” leader ship model was considered,
imitating bird flocks, where agents react in correspondence with their neighbors, while
hierarchical leadership was studied in [39] within a Cucker-Smale model.
In the tumbling process, the current paper neglects delays during reorientations;
we consider the tumbling phase to be much shorter than the run phase. For the system
of iAnt Le´vy robots in [19] waiting times are relevant, and the corresponding effect
can be included into the analysis as previously done in [16]: long tailed waiting times
lead to additional memory effects in time, and on long (parabolic) time scales are
described by space-time fractional evolution equations. Short delays in the tumbling
phase affect the diffusion coefficient Cα [43].
In all cases, rapid convergence from the initial to the desired final distribution
of the robotic swarm is a main goal, and recent research has started to investigate
metrics which quantify the convergence [3, 6]. Our work replaces the computationally
expensive particle based models used in simulations by more efficient PDE descriptions
and thereby allows efficient exploration and optimization of microscopic control laws.
Detailed numerical experiments which include alignment and collision avoidance, as
well as their validation against concrete robotics experiments with E–Puck robots
and drones, are pursued in a current collaboration with computer scientists. Comple-
mentary ongoing work considers Le´vy movement in complex geometries, modeled by
networks of convex domains.
Appendix A. Collision term. We consider the interaction term only,
(66)
∫
∂B%
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x2, t, θ1, θ2)dθ2dx2 .
The normal vector ν at the time of collision is given by ν = (x1 − x2)/% hence,
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x2 = x1 − ν%. Using B% = %S and changing variables ν 7→ −ν, we obtain
(67) − %n−1
∫
S
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x1 + ν%, t, θ1, θ2)dθ2dν .
We split the outer integral into S = S+∪S− = {ν · (θ1− θ2) > 0}∪{ν · (θ1− θ2) < 0},
where the two individuals move towards, resp. away from, each other, hence
−%n−1
∫
S
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x1 + ν%, t, θ1, θ2)dθ2dν
= −%n−1(N − 1)
[∫
S+
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x1 + ν%, t, θ1, θ2)dθ2dν
+
∫
S−
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x1 + ν%, t, θ1, θ2)dθ2dν
]
.
In S− we use the collision transformation defined in Section 3, with new directions
θ′1, θ
′
2 after collision, and normal vector −ν:
−%n−1
∫
S
∫
S
ν · (θ1 − θ2)˜˜σ(x1,x1 + ν%, t, θ1, θ2)dθ2dν
= %n−1(N − 1)
∫
S+
∫
S
ν · (θ1 − θ2)
[
˜˜σ(x1,x1 − ν%, t, θ′1, θ′2)
− ˜˜σ(x1,x1 + ν%, t, θ1, θ2)
]
dθ2dν .
Appendix B. Study of alignment conditions. In this appendix we consider
a specific form of the interaction kernel Kε and different strengths of the alignment
`. We study the effect of these changes on the final system (48)-(49).
Let the influence kernel Kε
(
|y−x|
ε
)
= B−ne−
|y−x|
εB , where B is a constant. In the
case of short range alignment, B  1, the flux term (42) can be rewritten as
J (x, t) = B−n
∫
e−
|y−x|
εB w(y, t)dy = εn
∫
e−|y|w(Bεy + x, t)dy .(68)
Taylor expansion of w(Bεy + x, t) around B = 0 leads to (with constants D1, D2)
J (x, t) = D1εnw(x, t) +D2εn+2B2∆w(x, t) +O(εn+4B4) .
For the alignment vector Λw, we therefore find
Λw =
J (x, t)
|J (x, t)| =
w
|w| + ε
2B2
D2
D1
|w|2∆w − w(w ·∆w)
|w|3 +O(ε
4B4) .(69)
Substituting into (49) we obtain the mean direction w
w
(
1− ` G(u)|w|F (u) +O(ε
2B2)
)
= − 1
F (u)
Cα∇α−1u .
In this way we write w as an explicit function of u in the system (48)-(49).
On the other hand, if the alignment is weak in (49) i.e., ` 1 , we note
w = − 1
F (u)
Cα∇α−1u+ `G(u)
F (u)
Λu +O(`2) ,(70)
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where Λu is written in terms of
J u(x, t) = −Cα
∫
Kε
( |y − x|
ε
) ∇α−1u(y, t)
F (u(y, t))
dy .
In this case, the mean direction of motion of the individuals is dominated by the long
runs described by the first term in (70), the alignment condition is of lower order.
Appendix C. Chapman-Enskog expansion. To formally derive the expan-
sion (54), we start from (51) and substitute (52),
ε(λ+ c0θ · ∇)pˆ− εp0 = |S|(1− ζ)Φ(Λ · θ)
[
ε−µA+ εµ(α−2)+α−1Bλα−1
]
T0pˆ
− (1− ζT )
[
ε−µA+ εµ(α−2)+α−1B(λ+ c0θ · ∇)α−1
]
pˆ+O(ε) ,(71)
where we have defined T0pˆ = |S|−1
∫
S
pˆdθ.
To the leading order ε−µ, Equation (71) says
0 = |S|(1− ζ)Φ(Λ · θ)α− 1
ς0
T0pˆ0 − (1− ζT )α− 1
ς0
pˆ0 ,(72)
or equivalently pˆ0 =
[
|S|(1 − ζ)Φ(Λ · θ)T0 + ζT
]
pˆ0. For arbitrary ζ ∈ [0, 1] and, for
simplicity, T = T0 in (71), the leading order of the solution pˆ0 is given by
(73) pˆ0(x, t, θ) = Φζ(θ)uˆ(x, t) ,
with Φζ(θ) = |S|(1 − ζ)Φ(Λ · θ) + ζ. When only alignment is considered, ζ = 0, this
reduces to the Chapman-Enskog expansion pˆ0 = Φ(Λ · θ)uˆ obtained in [14, 22], while
for run and tumble processes, ζ = 1, one recovers the leading term of the eigenfunction
expansion pˆ0 = T pˆ0 = |S|−1(uˆ+ nθ · wˆ) [15].
The next order of the expansion pˆ = pˆ0 + ε
mpˆ1 + O(ε2(µ+1)(α−1)), with m =
(µ+ 1)(α− 1), is obtained from terms of order εµ(α−2)+α−1 in (71):
(74) (1−Φς(θ)T0)pˆ1 = 1
A
[
(1−ζ)Φ(Λ·θ)Bλα−1−(1−ζT0)B(λ+c0θ ·∇)α−1Φς(θ)
]
uˆ ,
where A and B are given in (53).
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