Abstract. In this paper we introduce several extremal sequences of points on locally compact Hausdorff spaces and study their asymptotic properties. These sequences are defined through a greedy algorithm by minimizing a certain energy functional whose expression involves an external field. Some results are also obtained in the context of Euclidian spaces R p , p ≥ 2. As a particular example, given a closed set A ⊂ R p , a lower semicontinuous function f : R → (−∞, +∞] and an integer m ≥ 2, we investigate (under suitable conditions on A and f ) sequences {a i } ∞ 1 ⊂ A that are constructed inductively by selecting the first m points a 1 , . . . , am so that the functional
Introduction
In this paper we study asymptotic properties of certain extremal sequences of points defined on locally compact Hausdorff (LCH) spaces. We shall refer to them as greedy energy sequences. This terminology was recently introduced in [8] . These sequences are indeed generated by means of a greedy algorithm at every step of which a certain energy expression is minimized. The notion of energy that we refer to will be specified shortly. The asymptotic properties that we analyze are mainly the following: if {α N } N denotes the sequence of configurations formed by the first N points of a greedy energy sequence, we use potential-theoretic tools to study the behavior of the energy of α N as N approaches infinity and the limiting distributions of these configurations. We remark that in [8] a number of results about greedy sequences were obtained in a context in which potential theory is no longer applicable.
Potential theory on LCH spaces is a classical field which was developed, among others, by Choquet [1, 2] , Fuglede [5] and Ohtsuka [10] . In recent years, and also in the context of LCH spaces, Zorii [13, 14] has studied solvability properties of the Gauss variational problem in the presence of an external field. This problem is described below and some of Zorii's results will be relevant in our analysis. We next introduce the basic notions necessary to describe our results.
Let X denote a LCH space containing infinitely many points. If X is not compact, let X * = X∪{∞} denote the one-point compactification of X. A kernel in X is, by definition, a lower semicontinuous function (l.s.c.) k : X × X → R∪{+∞}. It is called positive if k(x, y) ≥ 0 for all x, y ∈ X.
Assume that f : X −→ R ∪ {+∞} is a l.s.c. function. Given a set ω N = {x 1 , . . . , x N } of N (N ≥ 2) points in X, not necessarily distinct, the energy of ω N is defined by
whereas the weighted energy of ω N is given by
f (x i ) .
In potential theory the function f is usually referred to as an external field.
If the kernel is symmetric, i.e., k(x, y) = k(y, x) for all x, y ∈ X, we may also write E(ω N ) = 2 1≤i<j≤N k(x i , x j ) .
An important notational convention that we will use throughout this paper is the following: if F ⊂ X is a set indexed by some index set I, the expression card(F ) will represent the cardinality of I. We say that ω * N ⊂ A is an optimal weighted N -point configuration on
. If A is compact, the existence of ω * N follows from the lower semicontinuity of k and f .
It is necessary to introduce now the continuous counterparts of the above notions. Let M(A) denote the linear space of all real-valued Radon measures that are compactly supported on A ⊂ X, and let
Given a measure µ ∈ M(X), the energy of µ is the double integral
whereas the function
is called the potential of µ. The weighted energy of µ is defined by
Since any l.s.c. function is bounded below on compact sets, the above integrals are well-defined, although they may attain the value +∞.
The quantity w(A) := inf{W (µ) : µ ∈ M 1 (A)} is called the Wiener energy of A, and plays an important role in potential theory. The capacity of A is defined as cap(A) := w(A) −1 if k is positive, and otherwise, it is defined as cap(A) := exp(−w(A)). A property is said to hold quasi-everywhere (q.e.), if the exceptional set has Wiener energy +∞.
Given a net {µ α } ⊂ M(A), we say that {µ α } converges in the weak-star topology to a measure µ ∈ M(A) when
where C c (A) denotes the space of compactly supported continuous functions on A.
We will use the notation µ α * −→ µ to denote the weak-star convergence of measures. If w(A) < ∞, a measure µ ∈ M 1 (A) satisfying the property W (µ) = w(A) is called an equilibrium measure. If A is compact, the existence of such a measure is guaranteed by the lower semicontinuity of k and the compactness of M 1 (A) equipped with the weak-star topology (cf. [5, Theorem 2.3] ). However, uniqueness does not always hold.
The following result is due to G. Choquet [2] , and it is central in this theory. 
The following variation of Theorem 1.2 was obtained by B. Farkas and B. Nagy [4] . Theorem 1.3. Assume that the kernel k is positive and is finite on the diagonal, i.e., k(x, x) < +∞ for all x ∈ X. Then for arbitrary sets A ⊂ X,
where E(A, N ) is defined by (1.2) .
In this paper we are interested in the so-called Gauss variational problem in the presence of an external field f . In what follows we assume that A ⊂ X is a closed set, and we will refer to A as the conductor. The Gauss v.p. consists of finding a solution to the minimization problem
where M f (A) denotes the class of measures
Throughout the rest of the paper we will denote
and there exists a minimizing measure µ ∈ M f (A) satisfying I f (µ) = V f , we call µ an equilibrium measure in the presence of the external field f . In this case we say that the Gauss variational problem is solvable, and observe that V f is finite. Sufficient conditions for the solvability of the Gauss v.p. and uniqueness of the solution were provided by N. Zorii (see [13, 14] or Theorem 3.1 below in Section 3). We remark that the theory of logarithmic potentials (k(x, y) = − log |x − y|) with external fields in the complex plane is particularly rich in applications to physics and other branches of analysis. We refer the reader to [11] for details on this theory.
Let us introduce the notation
for an equilibrium measure µ ∈ M f (A). This value is finite. The essential support of µ is defined as
It was shown by Zorii in [14] that supp(µ) ⊂ S * µ . We are ready to introduce the following definitions (see also Definitions 2.5 and 2.6 in Section 2). Definition 1.4. Let k : X × X → R ∪ {+∞} be a symmetric kernel on a LCH space X, A ⊂ X be a closed set, and f : X → R ∪ {+∞} be an external field. If X is not compact, we assume that f satisfies the following 'growth' condition at infinity: for each compactly supported probability measure ν,
Assume that the Gauss variational problem is solvable and µ ∈ M f (A) is an equilibrium measure. A sequence (a n = a n,f,µ ) ∞ n=1 ⊂ A is called a weighted greedy (f, µ)-energy sequence on A if it is generated in the following way:
• a 1 is selected arbitrarily on S * µ .
• For every n ≥ 1, assuming that a 1 , . . . , a n have been selected, a n+1 is chosen so that a n+1 ∈ S * µ and (1.10)
The set formed by the first N points of this sequence is denoted by α f N,µ . We also introduce the following associated function:
Remark 1.5. Condition (1.9) implies in particular that S * µ is compact. Consequently, for every n ≥ 1, the existence of a n+1 is guaranteed by the lower semicontinuity of k and f . However, a n+1 may not be unique.
In many practical circumstances it is not possible to determine the support or essential support of an equilibrium measure. For this reason it is of interest to introduce the following: Definition 1.6. Let k : X × X → R ∪ {+∞} be a symmetric kernel on a LCH space X, A ⊂ X be a closed set, and f : X → R ∪ {+∞} be an external field. In case it exists, a sequence (a n = a n,f ) ∞ n=1 ⊂ A is called a weighted greedy f -energy sequence on A if it is constructed inductively by selecting a 1 arbitrarily on A such that f (a 1 ) < +∞, and a n+1 as in (1.10) but taking the infimum on A. We use the notation α f N to indicate the configuration formed by the first N points of this sequence.
It seems that A. Edrei was the first to study in [3] properties of the configurations α f N under the assumptions X = R 2 , A ⊂ R 2 is compact, k(x, y) = − log |x− y| and f ≡ 0. However, in the literature these configurations are often called Leja points in recognition of Leja's article [7] .
A very important class of kernels is the so-called M. Riesz kernels in X = R p , which depend on a parameter s ∈ [0, +∞). It is defined as follows:
where | · | denotes the Euclidean norm and
We shall use the notations I s (µ), I s,f (µ) and U µ s to denote, respectively, the energy (1.3), weighted energy (1.5) and potential (1.4) of a measure µ ∈ M(R p ) with respect to the Riesz s-kernel. We will also use the symbols w s (A) and cap s (A) to denote the Wiener s-energy and s-capacity of a set A ⊂ R p in this setting. The paper is organized as follows. In Section 2 we present our results and in Section 4 we provide their proofs. In Section 3 we summarize the results due to Zorii on the solvability of the Gauss variational problem which are important for the present work.
Statement of results
Our first result is the following generalization of Theorem 1.2.
Theorem 2.1. Let k : X × X → R ∪ {+∞} be an arbitrary kernel on a LCH space X, A ⊂ X be a compact conductor, and f : X → R ∪ {+∞} be an external field. Assume that the Gauss variational problem is solvable. If {ω * N } is a sequence of optimal weighted N -point configurations on A, then
Furthermore, if the Gauss variational problem has a unique solution
where δ x is the unit Dirac measure concentrated at x. Remark 2.2. As the proof of Theorem 2.1 shows, without assuming the uniqueness of the equilibrium measure one can deduce that any convergent subsequence of (1/N ) x∈ω * N δ x converges weak-star to an equilibrium measure. This observation is also applicable to the following result concerning greedy configurations. Theorem 2.3. Let k : X × X → R ∪ {+∞} be a symmetric kernel on a LCH space X, A ⊂ X be a closed set, and f : X → R ∪ {+∞} be an external field satisfying (1.9) in case that X is not compact. Assume that the Gauss variational problem is solvable and
where a n is the n-th element of the weighted greedy (f, µ)-energy sequence.
Conditions (2.3)-(2.5) are related in the following way.
Proposition 2.4. Let k : X × X → R be a real-valued symmetric kernel on a LCH space X, A ⊂ X be a closed set, and f : X → R ∪ {+∞} be an external field. Assume that the Gauss variational problem is solvable and
and set
If the following limit
Theorem 2.3 can be extended to the following class of weighted greedy sequences.
Definition 2.5. Let m ≥ 2 be a fixed integer. Under the same assumptions of Definition 1.4, suppose that the Gauss variational problem is solvable and µ ∈ M f (A) is an equilibrium measure. A sequence (a n = a n,m,f,µ ) ∞ n=1 ⊂ A is called a weighted greedy (m, f, µ)-energy sequence on A if it is generated inductively in the following way:
• The first m points a 1 , . . . , a m are selected so that {a 1 , . . . , a m } is an optimal weighted m-point configuration on S *
• Assuming that a 1 , . . . , a mN have been selected, where N ≥ 1 is an integer, the next set of m points {a mN +1 , . . . , a m(N +1) } ⊂ S * µ are chosen to minimize the energy functional (2.10)
For every N ≥ 0, the subindices mN +1, . . . , m(N +1) are assigned to the points a mN +1 , . . . , a m(N +1) in an arbitrary order. Let α (f,m) mN,µ denote the configuration formed by the first mN points of this sequence.
In analogy to Definition 1.6, we also introduce the following: Definition 2.6. Under the same assumptions of Definition 1.6, given an integer m ≥ 2, a sequence (a n = a n,m,f ) 
where a i is the i-th element of the weighted greedy (m, f, µ)-energy sequence.
Remark 2.8. It is easy to see that (2.12) implies that
Let p ≥ 2 and consider the Riesz s-kernel k s in R p (see (1.11)) for s ∈ (0, p). Assume that A ⊂ R p is a closed set and f is an external field satisfying the following properties:
Using the same arguments employed to prove Theorem I.1.3 in [11] (which concerns the case p = 2 and s = 0) and the fact that k s is positive definite (see Section 3 for definition and Remark 3.2), it is not difficult to see that the Gauss variational problem on A in the presence of f has a unique solution λ = λ s,f ∈ M f (A). Furthermore, the inequality
is valid for all x ∈ supp(λ), where V s,f := I s,f (λ) denotes the minimal energy constant (1.6), and
holds q.e. on A (relative to the s-capacity of sets). We remark that if p = 2 and s = 0 then these properties hold if (2.15) is replaced by the condition
The following result holds.
Lemma 2.9. Let p ≥ 2 and p − 2 ≤ s < p. Assume that A ⊂ R p is closed and f satisfies the conditions (2.14) and (2.15) (or (2.18) in the case p = 2, s = 0). Let λ = λ s,f be the equilibrium measure solving the Gauss variational problem on A in the presence of f . If {x 1 , . . . , x n } ⊂ R p is an arbitrary collection of points and
where W s,f (λ) is defined in (1.8) and U λ s is the potential associated to λ. Moreover, (2.19) implies that
Remark 2.10. The case p = 2, s = 0 of Lemma 2.9 (the logarithmic kernel is employed in this case) is known as the generalized Bernstein-Walsh lemma and was proved by H. Mhaskar and E. Saff in [9] . Corollary 2.11. Assume that all the assumptions of Lemma 2.9 hold. Let (a n = a n,f ) ∞ n=1 be a weighted greedy f -energy sequence on A constructed using the Riesz kernel k s for s ∈ [p− 2, p). Then this sequence is well-defined and a n ∈ S * λ for all n ≥ 2. Moreover, all the asymptotic properties in Theorem 2.3 are applicable to this sequence (replacing α f N,µ by α f N = {a 1 , . . . , a N } and µ by λ). Corollary 2.12. Let m ≥ 2 and assume that all the assumptions of Lemma 2.9 hold. Let (a n = a n,m,f ) ∞ n=1 be a weighted greedy (m, f )-energy sequence on A obtained using the Riesz kernel k s for s ∈ [p − 2, p). Then this sequence is well-defined and a n ∈ S * λ for all n ≥ 1. Furthermore, all the asymptotic properties in Theorem 2.7 are applicable to this sequence (replacing α We remark that the problem of finding an explicit representation of the solution of a Gauss variational problem in R p is a difficult task in general. However, there are certain assumptions on f that could alleviate the difficulty of this problem, as the following result shows in the case of Newtonian potentials. 
and λ p−2,f is given by
where dσ p−1 denotes the normalized surface area measure of the unit sphere S p−1
Remark 2.14. The case p = 2, s = 0 was analyzed by Saff and Totik in [11] .
The solvability of the Gauss variational problem
In order to state Zorii's results it is necessary to introduce a few more potential theoretic concepts. Given a subset A ⊂ X, let
where |µ| denotes the total variation of µ. If E(A) is non-empty, it forms a linear subspace of M(A).
A kernel k is called semipositive definite when k is symmetric and W (µ) ≥ 0 for all µ ∈ M(A). It is positive definite if in addition W (µ) = 0 implies µ = 0. In this case the set E(A) forms a pre-Hilbert space with scalar product
and norm µ := µ, µ (cf. [5] ). The topology induced by this norm in E(A) is called the strong topology.
Consider the cone E + (A) := E(A) ∩ M + (A). A semipositive definite kernel is called consistent if the following property holds:
• If ν is a weak-star limit of a strong Cauchy net {ν α } ⊂ E + (X), then ν α −→ ν in the strong topology.
We summarize in the following theorem those results obtained by Zorii which are relevant for us. For more details see [13] and [14] . 
holds for all x ∈ supp(µ), and
on A. (iv) Assume that the Gauss variational problem is solvable and µ
are equilibrium measures. Then
In particular, if the kernel is positive definite then the equilibrium measure is unique.
Remark 3.2. If p ≥ 2 and s ∈ (0, p), then the Riesz kernel k s in R p is positive definite and consistent (cf. [6] ).
Proofs
Proof of Theorem 2.1. Our first goal is to show that (4.1) lim sup
Let ν ∈ M f (A) be arbitrary, and consider the measure λ := N j=1 ν on the product space X N . Define the function h :
N . Integrating with respect to λ it follows that
Taking the infimum over ν ∈ M f (A) we obtain that E f (ω * N ) ≤ N (N − 1)V f , and therefore (4.1) holds.
Next we show that
and at the same time we verify (2.2). Let ω * N = {x 1 , . . . , x N } and define
Assume that g n : A × A → R is a sequence of non-decreasing continuous functions that converges pointwise to k on A. We fix n. Then
Let C := inf{k(x, y) : (x, y) ∈ A 2 } and D := inf{f (x) : x ∈ A}. Both C and D are finite since A is compact and k and f are lower semicontinuous. Using
By the compactness of A and the continuity of g n , there exists a constant M n > 0 such that
In particular,
From (4.4) and (4.5) we conclude that
Let ν ∈ M 1 (A) be a cluster point of the sequence {ν N }. Then there exists a subsequence {ν N } N ∈N that converges weak-star to ν. Therefore
Now we apply (4.7), (4.3), (4.6) and (4.1) to obtain
From the monotone convergence theorem we conclude that
Therefore ν = µ, the equilibrium measure. Since µ is the only cluster point of {ν N }, (2.2) follows. Using (4.3) we have
from which (4.2) follows. Finally, (2.1) is a consequence of (4.2) and (4.1).
Lemma 4.1. Let k : X ×X → R∪{+∞} be a symmetric kernel on a LCH space X, A ⊂ X be a compact set, and f : X → R ∪ {+∞} be an external field. Assume that the Gauss variational problem is solvable and µ ∈ M f (A) is a solution. Let {τ n } ⊂ M 1 (S * µ ) be a sequence of measures that converges to µ in the weak-star topology. Then
Proof. Since f and U µ are lower semicontinuous we have
In addition, for x ∈ S * µ the inequality f (x) ≤ W f (µ) − U µ (x) holds, and therefore
By (3.1) and (3.2), f = W f (µ) − U µ q.e. on S µ , and since µ has finite energy this equality holds µ-a.e. Thus
and (4.8) follows.
Proof of Theorem 2.3. To prove this result we follow closely ideas from chapter V of [11] . By definition,
We now integrate with respect to µ to obtain
3) is a consequence of (4.9) and (2.1). Throughout the rest of the proof we assume that the equilibrium measure µ ∈ M f (A) is unique. Consider the sequence of normalized counting measures
As in the proof of Theorem 2.1, we select a sequence g n : S * µ × S * µ → R of nondecreasing continuous functions that converges pointwise to k on S * µ . We have, as in (4.3),
Let {ν N } N ∈N be a subsequence that converges in the weak-star topology to a measure λ ∈ M 1 (A). By the lower-semicontinuity of f ,
Thus from (4.5) and (2.3) we conclude that
Now we let n → ∞ and obtain
It follows that λ ∈ M f (A) and λ is an equilibrium measure. By hypothesis there is only one equilibrium measure, thus λ = µ and (2.4) is proved. We next show (2.5). First, (4.10)
By (2.4) and Lemma 4.1,
This implies that
Applying (2.3), (4.10), and (4.12), we obtain (4.13) lim
Integrating this expression with respect to µ it follows that
On the other hand, for every n ≥ 2,
We may assume that L ≤ −1. Let ǫ ∈ (0, 1). Assume that m is an integer such that
Applying (4.15) repeatedly we obtain for (
Taking into account (4.14) and the previous inequality,
Furthermore, it is easy to see that
By (4.11) we know that ρ n −→ 0 as n −→ ∞, which implies that
and hence it follows from (4.17) and (4.18) that
Since the second term of the right-hand side of (4.20) is a negative constant, applying (4.19), (4.13), and (4.20), it follows that there are finitely many integers m satisfying (4.16). This together with (4.14) implies (2.5). Now we assume that W f (µ) > 0. It is easy to verify that
, and so, from (4.17) and (4.18), we deduce that
If we assume that there is an infinite sequence N of integers m satisfying (4.16), applying the last inequality and (4.19), we obtain (4.21) lim sup
We may assume without loss of generality that L < −(1 + 2 W f (µ))/3. Then the right-hand side of (4.21) is a constant strictly less than W f (µ), which contradicts (4.13). This concludes the proof of (2.5).
Proof of Proposition 2.4. We know that The proof of Theorem 2.7 is similar to that of Theorem 2.3, and consequently we only give a sketch of its proof. The details are left to the reader.
Sketch of the proof of Theorem 2.7. In order to prove (2.11), we use the fact that It is clear that the sequence (a n ) n≥1 is a weighted greedy (m, f, λ)-energy sequence and, therefore, all the assertions of Theorem 2.7 are applicable to (a n ) n≥1 .
Proof of Proposition 2.13. It is easy to see that Let ν be the measure supported on {x ∈ R p : r 0 ≤ |x| ≤ R 0 } whose expression is given by the right-hand side of (2.22) . From the definition of r 0 and R 0 it follows that ν is a probability measure and by simple computations we obtain that the potential U ν p−2 coincides with the function on the right-hand side of (2.24). Therefore for all x ∈ R p . Therefore, it follows from (4.32), (4.33), and Lemma 4.2, that ν = λ p−2,f and (2.23) holds.
