We study the planar central configurations of the 1 + n body problem where one mass is large and the other n masses are infinitesimal and equal. We find analytically all these central configurations when 2 ≤ n ≤ 4. Numerically, first we provide evidence that when n ≥ 9 the only central configuration is the regular n-gon with the large mass in its barycenter, and second we provide also evidence of the existence of an axis of symmetry for every central configuration.
Introduction
A very old problem in Celestial Mechanics is the study of central configurations of the N -body problem. Central configurations are the configurations such that the total Newtonian acceleration on every body is equal to a constant multiplied by the position vector of this body with respect to the center of mass of the configuration.
There is an extensive literature concerning these solutions. For a classical background, see the sections on central configurations in [40] and [13] . For a modern background one can see [36] , [37] and [30] . More recent work can be found in [2] - [12] , [20] - [34] and [41] . One of the reasons why central configurations are interesting is that they allow to obtain explicit homographic solutions of the N -body problem. This was already pointed out by Laplace and, historically, the problem of central configurations was first formulated in this context. Moulton [26] in 1910 characterized the number of collinear central configurations by showing that there exist exactly N !/2 classes of central configurations of the N -body problem for a given set of positive masses. The number of classes of planar central configurations of the N -body problem for an arbitrary given set of positive masses has been only solved for N = 3, see Wintner [40] and Smale [38] .
Central configurations also appear as a key point when we study the topology of the set of points of the phase space having energy h and angular momentum c, see [36, 37] . Every motion starting and ending in a total collision is asymptotic to a central configuration, and every parabolic motion of the N bodies (i.e. the N bodies tend to infinity as t → ∞ with zero radial velocity) is asymptotic to a central configuration, see [11, 31, 39] .
In this paper we consider a restricted version of the problem of planar central configurations, i.e., N is equal to 1 + n and we study the limit case of one large mass and n small equal masses as the small mass tends to zero. We mention that this problem may be interesting from the practical point of view, in the sense that it can model (in a first approximation) the motion of several coorbital satellites located in the same circular orbit. In fact, this problem was first consider by Maxwell [19] trying to construct a model for Saturn's rings. The unpublished paper of Hall [14] shows that if n ≥ e 27000 , then there is a unique class of central configuration, the regular polygon. In [9] the same result is proved under the assumption that n ≥ e 73 .
In Section 2 we give the equations for the central configurations of the planar 1 + n body problem as well as some definitions. Section 3 is devoted to state a summary of our numerical results. Thus, first we have checked the numerical results of Salo and Yoder [32] for n = 2, . . . , 9 and after we have explored bigger values of n up to 15. Second we give numerical evidence that all the configurations are symmetric with respect to a straight line.
After that, we study analytically the central configurations of the 1+n body problem for n small. In Section 4 we study the cases n = 2 and n = 3 that were completely solved in [14] . Since [14] is an unpublished paper and the proofs of n = 2 and n = 3 are shorter we provide them here and give some hints for n large. Finally in Section 5 and 6 we prove that the number of classes of central configurations for the 1 + 4 body problem is three.
Definitions and equations
We start by defining the central configurations for N particles in the plane: consider N particles of masses m 1 , . . . , m n in R 2 subject to their mutual Newtonian gravitational interaction. In an inertial reference frame with origin at the center of mass of these N bodies and choosing suitable units, the equations of motion are
where M is the mass matrix
and V q = (∂V /∂q 1 , . . . , ∂V/∂q N ). Excluding the singularities of the equations, the configuration space of the planar N body problem associated with the mass matrix M is
Given a matrix M , we say that q ∈ M represents a central configuration of the associated planar N body problem if there exists a positive constant λ 2 such that
i.e., if the acceleration vector of every particle is directed towards the center of mass and its modulus is proportional to the distance from the particle to the center of mass.
We shall denote by C the set of planar central configurations associated with a given matrix M . Notice that C is invariant with respect to homothetic transformations and rotations in R 2 . We shall denote byC the set of planar central configurations modulus the group SO(2) of plane rotations. Now we deal with the central configurations of the planar 1 + n body problem with infinitesimal equal masses. That is, we consider N = 1 + n, and let q( ) = (q 0 ( ), q 1 ( ), . . . , q n ( )) ∈C be a central configuration of the planar 1 + n body problem with m 0 = 1, m i = , i = 1, ..., n.
We say that q = (q 0 , q 1 , ..., q N ) is a central configuration of the planar 1 + n body problem if there exists lim →0 q( ) and this limit is equal to q. We have then the following two results (for a proof see [9] 
is a solution of equations (2) . Clearly, equations (2) become
Note that f ((n − i)
. . , n − 1, and using the symmetries of f we have that Figure 2 : n is even, and L contains two infinitesimal masses.
Figure 3: n is even, and L does not contain two infinitesimal masses. Figure 4 : n is odd, and L contains one infinitesimal mass. Therefore, we consider the nonlinear system of equations (2) . Of course we can always assume that
and since θ n = 0, we can also assume that
For a fixed value of n, system (2) may be regarded as F (θ) = 0 with θ = (θ 1 , ..., θ n ). In order to find the roots of this system, we have implemented an algorithm that combines the rapid local convergence of Newton's method with a globally convergent strategy that will guarantee some progress towards the solution at each iteration. We outline the method described in [27] and we refer the interested reader there for additional details. We know that the Newton step for the set of equations F (θ) = 0 is θ new = θ old + δθ old , where
being the Jacobian matrix of F (θ). Then a reasonable strategy to decide whether to accept the Newton step is to require that at every step the function
F · F decreases. This is the same requirement we would impose if we tried to minimize g = 1 2 F · F . Of course, every solution of F (θ) = 0 minimizes g but there may be a local minimum of g that does not vanish F ; furthermore, it can be seen that the Newton step is a descent direction for g (that is, g · δθ < 0).
The method is as follows: we first try the Newton step and check if it decreases g (because once we are close enough to the solution we will get quadratic convergence). If not, we backtrack along the Newton direction until we have an acceptable step; that is, we consider a suitable t ∈ (0, 1] such that the point θ new = θ old + tδθ old decreases g. We can see that this method essentially minimizes g by taking Newton steps designed to bring F to zero.
We also remark that as initial approximation we have taken a set of points chosen in a random way on every interval (0, π). We also point out that any point of the net (θ 1 , ..., θ n−1 ) which does not satisfy condition (6) is eliminated as an initial point for the Newton method.
Our results for n = 2, ..., 15, and with all the computations in double precision, are the following: for N = 10 in all the different values of n = 2, ..., 9, we have obtained the same number of central configurations and the same values (with more precision) than the ones given by Yoder and Salo (1985) . For n = 10, ..., 15, the numerical exploration gives only the trivial solution corresponding to equally spaced angles θ i = 2π/n, for i = 1, ..., n. Recently, Carles Simó has obtained numerical evidence that for n = 9, 10, . . . , 100 the unique central configurations is the trivial one.
The actual values (in degrees) of the angles θ i , i = 1, ..., n, for the central configurations of the planar 1 + n problem, when varying n are the following (we do not write the trivial solution of equally spaced angles): Table 7 . Non-trivial central configurations for n = 8
These numerical results provide us evidence for the following two conjectures: Conjecture 6. For n ≥ 9 there is only one central configuration, the trivial one. 
The cases n = 2 and n = 3
In this section we prove analytically that the central configurations computed numerically for n = 2, 3 are the unique ones.
Proposition 8. The 1 + 2 body problem has two and only two central configurations.
Proof. For n = 2 system (2) becomes
So we wish to solve sin θ 1 = 0 or cos θ 1 = 1/2, These are θ 1 = π, that corresponds to the collinear configuration with one small particle on either side of the origin, and θ 1 = π/3, θ 1 = 5π/3, that give us the same configuration and correspond to the equilateral triangle solution.
Proposition 9. The 1+3 body problem has three and only three central configurations.
Proof. For n = 3 system (2) becomes
Using the property of f that f (2π−θ 1 ) = −f (θ 1 ) the second equation of (7) becomes
. In a similar way the first equation of (7) implies
Lemma 10. At least two of the angles θ 1 , θ 2 , θ 3 satisfying (7) are equal.
Proof. Without loss of generality we can assume that θ 1 is the smallest of these three angles and no pair of these angles are equal.
If
we can see from the graph of f that θ 2 and θ 3 must be bigger that π, that is a contradiction with the fact that
If θ 1 ≥ π/3, then one of the angles θ 2 or θ 3 must be bigger than or equal to 5π/3. But again we have contradicted θ 1 + θ 2 + θ 3 = 2π.
Doing a rotation (if necessary) we can consider that θ
From Proposition 3 we get that
Clearly, f (θ)+f (2θ) tends to −∞ when θ goes to zero, and it tends to +∞ when θ goes to π. So, f (θ) + f (2θ) have no more than three zeros in (0, π). It is easily computed that
So, f (θ) + f (2θ) must have exactly two more zeros, one in (0, 2π/3) and the other in (2π/3, π), both with positive derivative. Finally since that f (π/2) + f (π) > 0, the smaller of these zeros is in (0, π/2).
These three configurations correspond to an equilateral triangle and to an isosceles triangle with the large mass at their barycenter of mass and to a convex configuration with the large mass at one of its vertices.
The case n = 4. Numerical approach.
In Section 3 we have shown that the number of configurations of the 1 + 4 body body problem is at least three. We are going to prove now (numerically) that there are exactly three central configurations.
To do so, we consider the tetrahedron T limited by the vertices A = (2π, 0, 0, 0), B = (0, 2π, 0, 0) C = (0, 0, 2π, 0) and D = (0, 0, 0, 2π). Each point in the segmentĀB can be represented by a coordinate λ given by the map (θ 1 , θ 2 , 0, 0) ∈ĀB → λ ∈ [0, 1], such that (θ 1 , θ 2 ) = (2π (1 − λ), 2πλ) . In the same way, we can use (λ,
and the nonlinear system (2) in the four coordinates θ i , i = 1, ..., 4 inside the tetrahedron T ∈ R 4 becomes a nonlinear system in the three coordinates (λ, µ, δ) defined in the open cube C = (0, 1)
3 ∈ R 3 (we remark that a point in the boundary of C corresponds to θ i = 0, for some i), which in principle should be easier to visualize. However each one of the equations of system (2) reduces to a surface in the cube C, and the intersections of the three surfaces (that is the central configurations) obtained from the first three equations of (2) are still hard to distinguish. Therefore we consider slices of such surfaces, that is, for any fixed λ = λ 0 , we consider the curves obtained from the intersection between the surfaces and the plane λ = λ 0 . Of course, a central configuration corresponds to a point belonging to the intersection of the three surfaces, or in the slice context, to the intersection of the three curves (we remark that each curve may have more than one component). Now the method to determine the exact number of central configurations consists of varying λ 0 ∈ (0, 1), and following the different shapes of the curves in order to guarantee the number of possible intersections. We note that, besides the number of central configurations, we can also compute their values but this task will be detailed in an analytical way in the next section.
We remark that for any central configuration we can always assume that either θ 1 < θ 2 (that is λ = 1/2) or θ 1 < θ 2 (λ > 1/2). On one hand, we plot the curves of the slice for λ = 1/2 in figure 5 Therefore we conclude that the 1 + 4 body problem has three and only three central configurations.
The case n = 4. Analytic approach
The equations of the central configurations for the 1 + 4 body problem are Proof. We divide the proof into two cases. Case 1: θ 1 + θ 2 + θ 3 = π, and θ 4 = π.
Proposition 11. If a central configuration of the planar 1 + 4 body problem has two infinitesimal bodies diametrically opposite, then the central configuration is symmetric
Since f (θ 1 + θ 2 + θ 3 ) = 0, from (8) we obtain that f (θ 1 + θ 2 ) = −f (θ 1 ), and then from the plot of f we have that θ 1 < π/3. The maximum positive value for f (θ 1 + θ 2 ) is 0.7265.., so if θ 1 < 0.8166.., i.e. f (θ 1 ) < −0.7265.., then (8) (8) . Suppose that θ 1 + θ 2 ≤ 1.8911.., i.e. θ 1 + θ 2 is smaller than the local maximum of f , that is a contradiction with (11) since f (θ 4 ) = 0 and f (θ 4 + θ 1 ) < 0 and f (θ 4 + θ 1 + θ 2 ) < 0. Now assume θ 1 + θ 2 > 1.8911... In this case if θ 1 + θ 2 ≤ 2π/3 we have again, using the same argument, contradiction with (11), and if θ 1 + θ 2 > 2π/3 we have contradiction with (10) due to the fact that θ 3 < π/3 and so all terms in (10) The proof when θ 1 > 1.8911 is similar. Finally, when θ 1 = π/3 in order to verify (8) we have that θ 3 = 2π/3, so the proposition follows. The proof is based on results about polynomials that we introduce now. Let the roots of a polynomial P (x) of degree n with leading coefficient one be denoted by a i , i = 1, 2, . . . , n and those of a polynomial Q(x) of degree m with leading coefficient one be denoted by b j , j = 1, 2, . . . , m. The resultant of P and Q, Res[P, Q] is the expression formed by the product of all the differences a i − b j , i = 1, 2, . . . , n, j = 1, 2, . . . , m. In order to see how to compute Res[P, Q], see for instance [15] and [28] .
The main property of the resultant is that if P and Q have a common solution then necessarily Res[P, Q] = 0. For polynomials of two variables, say P (X, Y ) and Q(X, Y ), they can be considered as polynomials in X with polynomial coefficients in Y , then the resultant with respect to X, Res[P, Q, X] is a polynomial in the variable Y with the following property. If P (X, Y ) and
Proof. Consider the symmetric axis L that divides θ 4 and θ 2 in two equal angles. Let b be the angle from the axis to m 1 as it is indicated in Figure 12 , and let a be the angle from m 4 to the axis, also as it is indicated from Figure 12 .
Then the equations (8-11) for the central configurations in the variables (a, b) reduce to
where
In order to write the above trigonometric equations in polynomial form, first use the built-in Mathematica function TrigExpand that splits up sums and integer multiples that appear in arguments of trigonometric functions, and then expands out products of trigonometric functions into sums of powers, using trigonometric identities when possible. Doing the change of variables x = sin(
) we have that
Second step is to eliminate the terms √ 1 − x 2 and 1 − y 2 and so create fictitious solutions. Then g 1 (x, y) and g 2 (x, y) have the following polynomial expressions (18) and (19) are (x, y) = (0.8625.., 0.1622..) and (x, y) = (0.1622.., 0.8625..) that give rise to the same central configuration.
