Introduction

30
The goal of what we call "state estimates" of the oceans arose directly out of the plans for the x (t) = L (x (t − ∆t) , q (t − ∆t) , u (t − ∆t)) , 1 ≤ t ≤ t f = M ∆t,
(1) {model1} where x (t) is the "state" at time t, discrete at intervals ∆t, and includes those prognostic to be discrete, with m = 0, . . . , M , as that is almost always true of models run on computers. 1
108
Note that the steady-state situation is a special case, in which one writes an additional rela- tionship, x (t) = x (t − ∆t) and q, u are then time-independent. For computational efficiency, 110 steady models are normally rewritten so that time does not appear at all, but that step is not Useful observations at time t are all functions of the state and, in almost all practical situa-114 tions, are a linear combination of one or more state vector elements, 115 y (t) = E (t) x (t) + n (t) , 0 ≤ t ≤ t f , 
122
Observations relating to the control vector may exist, and one easy approach to using them is 123 to redefine elements of u (t) as being part of the state vector.) The "state estimation problem" 2 124 is defined as determiningx (t) , 0 ≤ t ≤ t f ,ũ (t) , 0 ≤ t ≤ t f − ∆t, exactly satisfying both Eqs.
125
(1), and (2). Tildes here denote estimates to distinguish them from the true values.
126
Important Note: "exact" satisfaction of Eq.
(1) must be understood as meaning the model by "data injection," or forcing to data, during the final forward calculation.
133
Typically, one must also have some knowledge of the statistics of the controls, u (t) , and observation noise, n (t), commonly as the first and second-order moments, u (t) = 0, u (t) u t T = Q (t) δ tt 0 ≤ t ≤ t f − ∆t = (M − 1) ∆t, (3a) {stat1} n (t) = 0, n (t) n t T = R (t) δ tt 0 ≤ t ≤ t f = M ∆t (3b) {stat2}
The brackets denote expected values and superscript T is the vector or matrix transpose.
134
In generic terms, the problem is one of constrained estimation/optimization, in which, usually, 135 one seeks to minimize both the normalized quadratic model-data differences,
136
(y (t) − E (t) x (t)) T R −1 (t) (y (t) − E (t) x (t))
and the normalized independent variables ("controls"),
-subject to the exact satisfaction of the adjusted model in Eq. (1).
138
2 A terminology borrowed from control theory (e.g., Gelb, 1974) .
For data sets and controls that are Gaussian or nearly so, the problem as stated is equivalent to weighted least-squares minimization of the scalar,
subject to Eq. (1). It is a PDE-constrained least-squares problem, and nonlinear if the model 139 or the observations are nonlinear. The uncertain initial conditions, contained implicitly in Eq.
140
(6), are readily written out separately if desired.
141
In comparing the solutions to DA, note that the latter problem is different. It seeks to 142 minimize, understanding of the quality of the forecast, expressed in the form of an uncertainty matrix (2nd moments about the truth) called P (t now , −) , and of the covariance matrix of the observational noise, R (t now ) , the best combination in the L 2 -norm of the information of the model and the data is the minimum of,
and whose least-squares minimum for a linear model is given rigorously by the Kalman filter. In
170
DA practice, only some very rough approximation to that minimum is sought and obtained. True
171
Kalman filters are never used for prediction in real geophysical fluid flow problems as they are 172 computationally overwhelming (for more detail, see e.g., Wunsch, 2006) . Notice that J 1 assumes 173 that a summation of errors is appropriate, even in the presence of strong nonlinearities.
174
A brief excursion into meteorological "reanalyses" is worthwhile here for several reasons:
175
(1) They are often used as an atmospheric "truth" to drive ocean, rarely used appropriately, meaning with the recognition that they are subject to large errors.
204
In Fig. 1 for example, the jump in precipitation minus evaporation (P − E) with the advent 205 of the polar orbiting satellites implies either that the unspecified error estimates prior to that 206 time must, at a minimum, encompass the jump, and/or that computation has been erroneous,
207
or that a remarkable coincidence has occurred. But even the smaller transitions in P − E, e.g.,
208
over the more recent period 1992 onward, are likely too large to be physical; see Table 1 . density and types dominate the reanalyses, with the models being of secondary importance.
216
For climate studies, another major concern is the failure of the reanalyses to satisfy basic 217 global conservation requirements. So for example, Table 1 shows the global imbalances on a The commonplace term "interpolation," is used in numerical analysis to imply that fitted curves pass exactly through data points-an inappropriate requirement here. 
237
Terminological Note. The observational community has lost control of the word "data,"
238
and which has come to be used, confusingly, for the output of models, rather than having any sort, and anything coming out of a GCM is a "model-value" or "model-datum," or similar label.
243
We recognize that models are involved in all real observations, even in such familiar values satisfying known equations and using as much of the WOCE-era-and-beyond data as possible.
252
No claim is made that these estimates are definitive, nor that the discussion is comprehensive. top-to-bottom estimates from a comprehensive data set.
260
A number of review papers exist that attempt to compare different such solutions (e.g., as helpful except as a vehicle for discussion of the highly diverse applications of aero-physics.
266
Thus a numerical scheme directed primarily at mesoscale prediction, and using a model not optimization is an asymptotic process, the reader should be aware that newer, and likely better,
277
solutions are being prepared continuously and the specific results here will have been refined in 278 the intervals between writing, publishing, and reading. 
Basic Notions
280
As described above, most state estimation problems in practice are generically those of con-281 strained least-squares, in which one seeks to minimize objective or cost or misfit functions 282 similar to Eq. (6) subject to the solution (including both the estimated state x (t), and the con- "adjoins" the model equations using vectors of Lagrange multipliers, µ (t) , to produce a new 287 objective function,
Textbooks explain that the problem can now be treated as a conventional, unconstrained The entire problem of state estimation thus reduces to finding the stationary values of J .
296
The large literature on what is commonly called the "adjoint method" ("4DVAR" in weather
297
forecasting, where it is used only incrementally over short time-spans) reduces to coping with and with very different accuracies and precisions.
375
As is true of any least-squares solution, no matter how it is obtained, the results are directly (ECCO-Production version 4; see Table 3 ) with error bars derived from the temporal variances. 
509
This work is representative of the use of dual solutions to probe large complex models in any 510 field. They found a strong dependence upon the available light, and that the tropical ocean isolated measurements and optimal observing design.
588
The critical dependence of sub-ice shelf cavity circulation and melt rates to details of the estimate to other more ad hoc calculations and evaluates its relative accuracy.
599
As examples of more specific studies using the state estimates, we note only Piecuch and in which mechanical forcing by the atmosphere enters into the interior geostrophic circulation.
603
Many more such studies are expected in the future. 
Longer Duration Estimates
605
Although the original ECCO estimates were confined to the period beginning in the early 1990s 
628
suggest that the impact of altimetry and Argo floats in constraining, e.g. the MOC is drastic, 629 compared to the pre-WOCE period when only hydrographic sections were available.
630
The published solutions for the interval prior to about 1992 are best regarded as physically 631 possible, but whose uncertainty estimates, were they known, would surely be very much greater 632 than they are in the later times, but diminishing as the WOCE-era is approached. These long- Table 3 ).
689
Because of the short-duration, much of the interest in these high resolution models lies with 690 the behavior of the eddy field rather than in the large-scale circulation (e.g., Wortham, 2012).
691
As with ordinary forward modelling, how best to adjust the eddy flux parameterizations when 692 parts of the eddy field have been resolved, is a major unknown. 
Regional Solutions
694
Because the computational load of high resolution global models is so great, efforts have been 695 made to produce regional estimates, typically embedded in a coarser resolution global system. but when a useful outcome will emerge is unknown at this time.
724
In the interim, we generally have only so-called standard errors, representing the temporal and constraints by data are best regarded as a kind of science novel.
752
As we go forward collectively, the need to develop methods describing GCM and state es- 
760
Further insight is required.
761
Lack of long-duration, large-scale, observations generates a fundamental knowledge gap.
762
Without the establishment and maintenance of a comprehensive global ocean observing system, 763 which satisfies the stringent requirements for climate research and monitoring, progress over the 764 coming decades will remain limited (Baker et al., 2007) .
765
Oceanographers now also directly confront the limits of knowledge of atmospheric processes.
766
Until about 20 years ago, meteorological understanding so greatly exceeded that of the ocean 767 circulation that estimated state errors for the atmosphere were of little concern. The situa- 
