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Abstract Initial stages in the evolution of linear disturbances near a homogeneous
equilibrium are considered for the standard Schnakenberg and modified Schnakenberg
models. The focus is on a possibility of transient amplification of perturbations. It is
shown that, depending on the coefficients in the governing equations, transient growth
may appear in both asymptotically stable and unstable situations.
Keywords Transient growth · Schnakenberg model · Linear instability
1 Introduction
Reaction–diffusion–advection (RDA) models typically exhibit several types of insta-
bility, depending on the particulars of the model and the parameters chosen to study
the stability of equilibrium states (e.g. [1,5]). Along with the common traveling-wave
instability, the Turing or diffusion-driven instability attracted much attention, starting
with the pioneering investigation by Turing [13].
It was probably not until the work of Neubert et al. [6] that some emphasis began to
emerge on the early-time behaviour of the RDA systems. It was found that under the
conditions of Turing instability, the linearized kinetics matrix is reactive, that is initial
disturbances are amplified at the start of the evolution. More recently, Elragig and
Townley [2] found that the Turing instability is not possible if the reaction matrix and
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the diffusion matrix share a common Lyapunov function. Addressing early system’s
evolution from a somewhat different angle, Ridolfi et al. [8] discuss the emergence of
non-trivial statistical properties in a Turing system due to transient modes.
The aim in this study is to clarify the role of transient modes in the evolution
of linear disturbances governed by Schankenberg-type kinetics. The Schankenberg
[9] model has received a great deal of attention, see e.g. [3–5,7]. In this study, the
Schnakenberg model will be re-examined first from the point of view of modal stability
but paying more attention than usual to the properties sometimes associated with
transient behaviour. We then show how the linear kinetics matrix can be extended to
provide conditions for enhanced transient growth. Examples of wave-packet evolution
initiated by a localized smooth initial perturbation are given, showing transient growth
in both asymptotically stable and unstable regimes.
2 The Schnakenberg model: linear modes
The Schnakenberg model, with a constant advection term added, is governed by the
equations,
∂u
∂t
+ c ∂u
∂x
= a − u + u2v + μ1∇2u, (2.1)
∂v
∂t
+ c ∂v
∂x
= b − u2v + μ2∇2v, (2.2)
where ∇2 = ∂2/∂x2 + ∂2/∂y2. It is assumed conventionally that the parameters are
non-negative, a > 0, b > 0, c ≥ 0; also the diffusion coefficients are necessarily
positive.
The equilibrium, homogeneous, states of the Schnakenberg system are given by
u0 = a + b, v0 = b
(a + b)2 . (2.3)
Considering small perturbations about the base uniform state, we write, u = u0 +
εu1
+ · · · , v = v0 + εv1 + · · · , which gives a system of linearized equations,
∂u1
∂t
+ c ∂u1
∂x
= (q1 − 1) u1 + q2v1 + μ1∇2u1, (2.4)
∂v1
∂t
+ c ∂v1
∂x
= −q1u1 − q2v1 + μ2∇2v1, (2.5)
with the coefficients q1 = 2b/(a + b), q2 = (a + b)2.
2.1 One spatial dimension
If we restrict ourselves to just one spatial dimension, the system simplifies further,
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∂u1
∂t
+ c ∂u1
∂x
= (q1 − 1) u1 + q2v1 + μ1 ∂
2u1
∂x2
, (2.6)
∂v1
∂t
+ c ∂v1
∂x
= −q1u1 − q2v1 + μ2 ∂
2v1
∂x2
. (2.7)
To begin with, the disturbance in the form of a single spatially periodic mode can be
taken, so that (
u1
v1
)
= eλt+ikx
(
U
V
)
, (2.8)
leading to the eigenvalue problem,
λ
(
U
V
)
= A
(
U
V
)
, (2.9)
with the matrix
A =
(−cik + q1 − 1 − μ1k2 q2
−q1 −cik − q2 − μ2k2
)
. (2.10)
2.2 Eigenmodes of the linear Schnakenberg model
In the modal analysis the first straightforward question to addres is the stability of the
linear modes, as determined by the sign of the real part of the eigenvalues given by
λ± = 12 TrA ±
1
2
√
Tr2 A − 4detA, (2.11)
in terms of the trace and the determinant of A. A representative example of the growth
rates of the linear modes for long waves is shown in Fig. 1.
The real part of the eigenvalue with the minus sign is shown in Fig. 2, whereas Fig. 3
demonstrates the non-negative imaginary part of the eigenvalues when the eigenvalues
are complex valued.
It is clear from these diagrams that instability in the linear Schnakenberg system
without advection appears as an oscillatory mode (with complex-valued growth rates)
or, alternatively, as a Turing mode with purely real eigenvalues.
As shown in Fig. 4, the effect of a non-zero wavenumber is to reduce the growth
rate due to dissipation.
Instability is related to elevated levels of the condition number for the matrix of the
right-hand side in the single-mode equations, as shown in Fig. 5.
2.3 Non-normal eigenvectors
The eigenvectors of (2.10) are in general not orthogonal. As a measure of non-
normality of the matrix one can take a level of non-orthogonality of the eigenvectors.
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Fig. 1 Real part of the eigenvalue λ+ for k = 0, μ1 = 1, μ2 = 5, c = 0, against the parameters q1, q2
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Fig. 2 The real part of the second eigenvalue for the same parameters
For the Schnakenberg system, in the extreme case the eigenvectors can even be parallel.
Indeed, the eigenvalues given by the formula (2.11) have the associated eigenvectors,
(
U±
V±
)
=
(
1
−q−12
(
q1 − 1 − μ1k2 − λ±
)
)
. (2.12)
The eigenvectors are parallel if λ+ = λ− which happens when (TrA)2 = 4detA or
(√
q1 − √q2
)2 = 1 + (μ1 − μ2) k2. (2.13)
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Fig. 3 The imaginary part for the eigenvalues
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Fig. 4 The growth rate of a mode with a non-zero wavenumber, k = 1.5, with the other parameters
unchanged
For given parameters of the system, this equation determines the wavenumber k for
the disturbance. However, it turns out that alternative characteristics, in particular a
condition number of the matrix, is a more practical tool in investigations of transient
growth.
2.4 The Turing space
In general, we cannot expect any non-oscillatory growing mode to be a Turing mode.
The conditions of Turing instability (understood as diffusion driven instability in a
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Fig. 5 The condition number of the linearized system for long waves |k|  1
stable reactive system) are very restrictive. In our notation, the Turing space is specified
by the inequalities,
q1 < 1 + q2, (2.14)
q2 > 0, (2.15)
μ2(q1 − 1) − μ1q2 > 0, (2.16)
q1 >
(
1 +
√
μ1
μ2
q2
)2
. (2.17)
In the (a, b)-parameter plane, the Turing instability region appears as a narrow
wedge, as shown in Fig. 6.
2.5 Modal behaviour
The behavior of a single mode with a wavenumber k can be investigated as a solution
of Eqs. (2.6)–(2.7) with the initial conditions,
u1(x, t) = u10cos(kx), v1(x, t) = v10cos(kx). (2.18)
The solution is then written as
u1 = eikx u˜1(t) + c.c., (2.19)
v1 = eikx v˜1(t) + c.c., (2.20)
and the time-dependent parts of the solution, u˜1(t), v˜1(t) are found in terms of the
eigenfunctions (2.8) as
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Fig. 6 The Turing space in the (a, b)-plane for c = 0, μ1 = 1, μ2 = 10
(
u˜1
v˜1
)
= C1eλ+t
(
U+
V+
)
+ C2eλ−t
(
U−
V−
)
. (2.21)
The constants C+, C− are determined by expressing the vector of initial conditions
in terms of the eigenvectors (“Appendix”).
As a measure of the disturbance magnitude for a specified wavenumber k we eval-
uate the solution at x = 0 and take
N (t) =
√
u21 + v21√
u210 + v210
. (2.22)
When the interest is in individual components of the solution, we adopt the normal-
ization,
u1N → u1√
u210 + v210
, v1N = v1√
u210 + v210
. (2.23)
In general, the solution can display either monotonic or transient behaviour depending
on the parameters of the model. In Fig. 7 we have an example of transient oscillations in
a stable range of parameters. However, the notion of transients requires some care. The
following Fig. 8 shows that the total norm of the solution may be strictly monotonic
(decaying in this case) when individual components of the solution exhibit oscillatory
transients.
In Fig. 9 we observe oscillatory instability. However, a wave with a different wave-
length may be unstable monotonically for the same system parameters, as seen in
Fig. 10.
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Fig. 7 Single mode solution with q1 = q2 = 2, k = 0.1, c = 0, μ1 = 1, μ2 = 5
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Fig. 8 Same as in Fig. 7 but with the wavenumber k = 1
3 Modified Schnakenberg model
In order to investigate further possible transient effects in RDA systems, we modify
the original linearized Schnakenberg model and include a higher level of asymmetry
in the v1 term in the reactive part. The system now reads,
∂u1
∂t
+ c ∂u1
∂x
= (q1 − 1) u1 + (q2 + s)v1 + μ1 ∂
2u1
∂x2
, (3.1)
∂v1
∂t
+ c ∂v1
∂x
= −q1u1 − q2v1 + μ2 ∂
2v1
∂x2
, (3.2)
in the case of one spatial dimension. The matrix (2.10) is replaced by
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Fig. 9 Oscillatory instability; q1 = 5, q2 = 3.5, k = 0.25, c = 0, μ1 = 1, μ2 = 5
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Fig. 10 Same as in Fig. 9 but with k = 1
A =
(−cik + q1 − 1 − μ1k2 q2 + s
−q1 −cik − q2 − μ2k2
)
. (3.3)
The appearance of an additional term sv1 in the Eq. (3.1) shifts the total balance in
the system away from a u-dominated dynamics to more evenly distributed interaction
between the two reacting components (as can be seen considering the sum of the two
equations, for example). Loosely speaking, the amount of this shift is measured by
the magnitude of s. The aim in this section will be to investigate the effect of the extra
term on the system behaviour.
The diagrams in Figs. 11 and 12 illustrate rather dramatic changes in the distribution
of the condition number in the plain of the parameters (q1, q2) as the shift constant,
s, increases to s = 1 and s = 10.
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Fig. 11 The condition number for long waves |k|  1 at s = 1; the other parameters are μ1 = 1,
μ2 = 5, c = 0
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Fig. 12 As in Fig. 11 but with s = 10
It is clear that at larger values of s a region of interest emerges at small values
of q1 and q2. This is consistent with intuitive appreciation of large values of s as
having a greater influence on the normality of the eigenvectors of the system even for
sufficiently small values of q2.
In the majority of this section we focus on relatively large s and moderately small
q1, q2 where we expect the system to be stable. First we consider a series of compu-
tations performed with the initial conditions,
u1 = e−x2 , v1 = e−x2 at t = 0, (3.4)
123
J Math Chem (2015) 53:111–127 121
−5
0
5
0
1
2
3
4
0
0.2
0.4
0.6
0.8
1
xt
u 1
Fig. 13 u1
−5
0
5
0
1
2
3
4
0
0.2
0.4
0.6
0.8
1
xt
v 1
Fig. 14 v1
assuming an infinite domain with the decay conditions as x → ±∞ at any finite time.
The Eqs. (3.1)–(3.2) were solved using Fourier transforms in x .
Case s = 0, c = 0, q1 = q2 = 0.2, μ1 = 1, μ2 = 5.
For small values of q1, q2, in the absence of shift, s = 0, the system is in a stable
equilibrium. Initial perturbations decay monotonically with the diffusion in x adding
to the widening of the solution shape in the x direction (Figs. 13, 14).
Case s = 5, c = 0, q1 = q2 = 0.2, μ1 = 1, μ2 = 5.
With s = 5 and at higher values of s illustrated in the subsequent diagrams, we
begin to observe an initial transient spike in u1 followed eventually by decay. There
is little evident influence on the second component in the solution, v1, leading us to
123
122 J Math Chem (2015) 53:111–127
−5
0
5
0
1
2
3
4
−0.5
0
0.5
1
1.5
xt
u 1
Fig. 15 u1
−5
0
5
0
1
2
3
4
−0.5
0
0.5
1
xt
v 1
Fig. 16 v1
believe that the the second component acts as a background for the transient amplifi-
cation of the overall perturbation level (Figs. 15, 16, 17, 18, 19).
Case s = 10, c = 0, q1 = q2 = 0.2, μ1 = 1, μ2 = 5.
Case s = 25, c = 0, q1 = q2 = 0.2, μ1 = 1, μ2 = 5.
The trend continues at higher values of s. As an alternative way to illustrate the
effect of transient growth, here we show the norm of the solution,
N (x, t) =
√
u21 + v21 . (3.5)
Case s = 10, c = 1, q1 = q2 = 0.2, μ1 = 1, μ2 = 5.
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The contour plot in Fig. 20 gives a clear illustration of the effect of advection on the
transient flow. The peak disturbance amplitude is achieved a little off centre, shifted in
the direction of advection. A similar pattern was also observed in other computations
for disturbances influenced by advection.
At sufficiently high values of s the nature of the disturbance acquires features famil-
iar from studies of convectively unstable systems. The maximum in the disturbance
magnitude can be quite high, however the advective displacement of the most ampli-
fied part of the disturbance makes it less likely to be of significance in any finite-range
system. Note however that in this study we do not evalute end effects as such. In theory
123
124 J Math Chem (2015) 53:111–127
−5
0
5 0 1
2 3
4
0
0.5
1
1.5
2
2.5
3
3.5
t
x
N
(x
,t)
Fig. 19 N (x, t)
0.2
5
0.250.25
0.2
5
0.25 0.5
0.
5
0.5
0.5
0.5 0.75
0.750.75
0.75
1
1
1
1.25
1.25 1.51.5 1
.75
x
t
−5 −4 −3 −2 −1 0 1 2 3 4 5
0
0.5
1
1.5
2
2.5
3
3.5
4
Fig. 20 N (x, t)
at least, at the end points the perturbation may become entangled in a feedback loop
providing further growth to the distrubance [10–12].
Case s = 10, c = 0, q1 = 1.7, q2 = 0.2, μ1 = 1, μ2 = 5.
Transient modes are interesting in the first place as potential triggers of non-linear
behaviour. When sufficiently strong transients are present, they enter a competition
with conventional long-time (asymptotic) instability. The illustration in the next figure
shows how the two effects can co-exist. We observe a relatively mild instability at larger
times which develops after an initial transient spike (Fig. 21).
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4 Conclusions
In this study we have shown that transient effects appear in RDA systems under rather
general conditions. Generally speaking, there is no direct correlation between transient
growth and/or asymptotically stable or unstable behaviour at large times. Indeed, the
extended Schnakenberg system exhibits transients of nearly equal strength in both
asymptotically stable and unstable regimes illustrated in this research.
The original Schnakenberg model, proposed as an illustration of a tri-molecular
autocatalitic reaction with complex non-linear behaviour, serves well in explaining
non-trivial patterns such as oscillations, stripes and replicating spikes (e.g. [14]). The
present study, devoted to early stages of the system evolution near a homogeneous equi-
librium state, addresses a somewhat different aspect of the system dynamics with the
emphasis on the non-monotonic amplification especially when the model is extended
to account for possible stronger asymmetry of the kinetics. Clearly, direct comparisons
with a realistic chemical (or any other) reactive setup would be premature at this stage,
given the simplicity of the model. Rather the results of this study may become useful
in interpreting a realistic system’s behaviour prior to and during the start of non-linear
evolution. Studies of this kind are understandably difficult.
The degree of transient amplification is a key to possible non-linear evolution sce-
narios in every particular system. From this point of view, a careful study of the
parameter space is required in specific applications. For example, the conventional
Schnakenberg model seems to predict limited transient growth, however with further
asymmetry added to the kinetic matrix we observe enhanced transient amplification
and a clear possibility of non-linear evolution initiated at early times, long before the
asymptotic instability (when present) can initiate the conventional non-linear path.
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Appendix
The initial conditions for (2.19)–(2.20) are found as follows. Let
A =
(
a11 a12
a21 a22
)
(4.1)
be matrix A in (2.10) with the entries written symbolically. Then
(
U+
V+
)
=
( f+
1
)
,
(
U−
V−
) ( f−
1
)
, (4.2)
with
f+ = a12
λ+ − a11 , f− =
a12
λ− − a11 . (4.3)
Then the eigenfunction coefficients in terms of the initial conditions are given by
C2 = 12
u10 − v10 f+
f− − f+ , C1 =
v10
2
− 1
2
u10 − v10 f+
f− − f+ . (4.4)
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