We prove that the largest eigenvalues of the beta ensembles of random matrix theory converge in distribution to the low-lying eigenvalues of the random Schrödinger
Introduction
For any β > 0, consider the probability density function of λ 1 ≥ λ 2 ≥ · · · ≥ λ n ∈ R given by P β (λ 1 , λ 2 , . . . , λ n ) = 1 Z n,β e −β P n k=1 λ 2 k /4
in which Z n,β is a normalizing constant. When β = 1, 2 or 4 this is the joint density of eigenvalues for the Gaussian orthogonal, unitary, or symplectic ensembles, G(O/U/S)E, of random matrix theory. The law (1.1) also describes a one-dimensional Coulomb gas at inverse temperature β, and thus is of physical interest. Still, the local statistics in these ensembles have previously only been well understood for the three special β's.
It was therefore a major leap forward when, based on [24] , Dumitriu and Edelman [9] discovered the following family of matrix models for all β. Let g 1 , g 2 , . . . g n be independent
Gaussians with mean 0 and variance 2. Let also χ β , χ 2β , . . . , χ (n−1)β be independent χ random variables indexed by the shape parameter. Then the n eigenvalues of the tridiagonal matrix have joint law given by (1.1). These are more specifically referred to as the β-Hermite ensembles, on account of the fact that in the solvable β = 1, 2, and 4 cases the spectral correlation functions are given explicitly in terms of Hermite polynomials.
We focus on the implications of this discovery to the point process limits of the spectral edge in the general β-ensembles. The distributional limits of the largest eigenvalues in G(O/U/S)E comprise some of the most celebrated results in random matrix theory due to their surprising importance in physics, combinatorics, multivariate statistics, engineering, and applied probability: [1] , [3] [14] , [17] , [18] , and [20] mark a few highlights. The basic result is: for β = 1, 2, or 4 and n ↑ ∞, centered by 2 √ n and scaled by n 1/6 , the largest eigenvalue converges in law to the Tracy-Widom(β) distribution (see [22] and [23] ), which is given explicitly in terms of the second Painlevé transcendent. There are allied results for second, third, etc. eigenvalues; see again [22] as well as [7] .
The wide array of models for which Tracy-Widom describes the limit statistics identifies these laws as important new probability distributions. Still, our understanding of these laws is in its infancy. It remains desirable to obtain a set of characterizing conditions, like those classically known for say the Gaussian or Poisson laws. A description of the limit distribution of the largest eigenvalues in the general β-Hermite ensembles is a first step, providing additional information on the structure of the three Tracy-Widom laws via the structure of a one parameter family of distributions in which they naturally reside.
Towards an edge limit theorem at general β, Sutton [21] and Edelman and Sutton [10] present a promising heuristic argument that the rescaled operators
where I is the n × n identity, should correspond to
in the n ↑ ∞, or continuum, limit. Here b ′ indicates a white noise, and the proposed scaling of the matrix ensembles follows the edge scaling in the known cases. Thus, were it to hold, the above correspondence would entail that the low-lying eigenvalues ofH β n converge in law to the those of H β . Our first result is a proof of this heuristic.
In Section 2 we give a precise definition of this limiting "stochastic Airy operator" (SAE β ).
For now, let L * ⊂ C 0 denote the space of functions f satisfying f (0) = 0 and
(1 + x)f 2 dx < ∞. Then we say (ψ, λ) ∈ L * × R is an eigenfunction/eigenvalue pair for H β if ψ 2 = 1 and 5) holds in the following integration-by-parts sense, converges in distribution as n → ∞ to (Λ 0 , Λ 1 , · · · , Λ k−1 ).
The proof relies on a universality result showing that the spectrum of tridiagonal models converges to that of their continuum operator limit. In particular, one can get Tracy-Widom limits by considering tridiagonal matrix versions of (1.4) that are simpler than (1.3).
Though the n 1/6 scaling across all beta was anticipated from the Tracy-Widom results at β = 1, 2, 4, previous authors have only obtained bounds on this rate. Dumitriu [8] proved that the fluctuations of λ β,1 / √ n are no greater than n −1/2 while, for even integer values of beta, [6] shows the expected fluctuation to be O(n −2/3 ) by way of Jack polynomials.
Later, we will also provide an equivalent variational formulation of the eigenvalue problem. Our next theorem gives yet another description of the limiting spectrum in terms of the explosion probability of the one-dimensional diffusion x → p(x) defined by the Itô equation 
and, for k ≥ 0,
Once again, these expressions are novel even for β = 1, 2, and 4. A variant of (1.8) is
shown to describe joint laws in Proposition 3.4. Theorem 1.2 and the variational characterization of eigenvalues leads to our final result on the shape of the general beta laws, so far only known for β = 1, 2, 4.
Theorem 1.3. With the obvious notation
, and
The above discussion carries over to a large class of β-ensembles. For example, for κ ≥ n let W be an n × κ matrix comprised of independent standard real, complex, or quaternion
Gaussians, and think of W as κ random vectors. The sample covariance matrix W W † , the Laguerre, or Wishart ensemble for β = 1, 2, 4 plays an important role in mathematical statistics.
Johansson in the complex case [17] and Johnstone in the real case [18] , showed that the largest eigenvalues tend to the β = 1 and β = 2 Tracy-Widom laws whenever κ/n → τ ∈ (0, ∞). Later, El Karoui [11] showed the same result holds even if κ/n → ∞ or 0 if both n, κ → ∞, this regime being important in applications. Our proof handles all these regimes together for all β. In the appropriate scaling, the joint density of eigenvalues is given by
This formula generalizes the Laguerre eigenvalues for non-integer κ > n − 1 and β > 0. As an application of our universal limit theorem, we show:
. . denote the ordered Laguerre "eigenvalues" (1.9), and set
Then for any k, as n → ∞ with arbitrary κ = κ n > n − 1 we have
Once again, Section 2 discusses the definition and basic properties of SAE β . The diffusion connection and Theorem 1.2 are detailed in Section 3. Section 4 establishes, the tail bounds, Theorem 1.3. In Section 5 we prove a general result, Theorem 5.1, which provides weak conditions under which the lowest eigenvalues of tridiagonal random matrices of type discrete Laplacian plus potential converge to the corresponding eigenvalues of continuum operator limit. It is anticipated that a result of this type will be of future importance in investigations of universality in random matrix theory, and in Section 5 it is employed to prove Theorems 1.1 and 1.4.
Basic properties of the Stochastic Airy Equation Definition of the Stochastic Airy Operator
We use the classical Schwarz distribution theory. Recall that the space of distributions 
where the latter is clearly defined. For instance, b ′ , the formal derivative of Brownian motion, is a random distribution, as b is a random continuous function. The notation ≺·, ·≻ distinguishes the above from an L 2 inner product ·, · .
Introduce H 1 loc , the space of functions f : R + → R for which f ′ 1 I ∈ L 2 for any compact set I. SAE β is then well defined as a random linear map H 1 loc → D, sending f to the distribution
As D is only closed under multiplication by smooth functions, one must make sense f b ′ as an element of that space. Stieltjes integration by parts prompts
The latter is a continuous function of y, and we define f b ′ as its derivative.
Eigenvalues and eigenfunctions
We will consider the eigenvalues from two points of view, (i) as the solutions of H β f = λf with given "boundary conditions", or
(ii) as solutions of the usual variational problem.
The first approach is intimately tied to the Riccati transformation, which will be our main tool for analyzing solutions. The second will be useful in obtaining bounds on the eigenvalue distributions for SAE β . Their equivalence for SAE β is established over the course of the next two subsections.
Recall the Hilbert space L * defined via the norm
The framework just introduced makes it self-evident how to define the L * eigenfunctions and eigenvalues of SAE β in the sense of (i). 
where both sides are interpreted as distributions (
The f ∈ L * requirement allows us to avoid technicalities. Proposition 3.7 shows that it can be relaxed to f ∈ C 0 ∩ L 2 , or even further.
If we rewrite H β f = λf as
the right hand side is a derivative of a continuous function, and thus f ′ can be taken to be continuous (it is defined in an a.e. sense). In this way we arrive at two equivalent formulations of the eigenvalue problem. One is the coincidence of the integrated versions of both sides of (2.1). The other is the equivalence of the two sides as distributions. The first reproduces the definition (1.5) from the introduction
showing at once that f ′ inherits the Hölder(1/2) − continuity properties of b, i.e., that it is Hölder(1/2 − ε) continuous for all ε > 0. Thus f ∈ Hölder(3/2) − . The second, weak definition, will be useful in the variational analysis. It reads
and takes the form
after an integration by parts.
Before proceeding to the variational approach, we register some simple facts about L * .
Fact 2.2. Any L * bounded sequence has a subsequence f n that converges to some f ∈ L * in each of the following ways:
Proof. Convergence modes (ii) and (iv) are simple applications of the Banach-Alaoglu theorem. (iii) stems from the familiar estimates f
showing that the sequence is uniformly equicontinuous on compacts. Last, (iii) implies L 2 convergence locally, while the bound sup n xf 2 n dx < ∞ produces the uniform integrability required for (i).
The quadratic form ≺f, H β f ≻ The quadratic form ≺f, H β f ≻ typically associated with self-adjoint operators is already defined for test functions f ∈ C ∞ 0 . As a path to generalization, we proceed by decomposing the fluctuation term via
The idea is to smooth out the noise and then later control the difference between the noise and its mollification. We have: for any f ∈ C ∞ 0 ,
Line two is just the introduced way to rewrite ≺f 2 , b ′ ≻, and the necessary extension requires this object to be finite over L * .
Step one is a simple bound on the Brownian paths.
As a consequence, |b
Proof. By the triangle inequality
it is enough to show that
where the X n = sup 0<y≤1 |b n+y − b n | are independent and identically distributed. Further, Using the lemma, we may bound |b
). An application of Cauchy-Schwarz yields Proposition 2.4. The is the bound |≺f, H β f ≻| ≤ C f 2 * . In particular ≺f, H β f ≻ is defined for all f ∈ L * ; ≺f, H β g≻ can be defined by polarization, and is a continuous symmetric
Variational characterization
We are at last in position to define the ground state energyΛ 0 =Λ 0 (β, ω) of H β variationally.
As anticipated, we will show thatΛ 0 = Λ 0 , the lowest point in the set of eigenvalues of H β .
we begin by proving thatΛ 0 > C 2 (ω) > −∞ a.s. Random constants are denoted throughout by C · , and deterministic ones by c · .
Lemma 2.5. There are constants c 1 ,
Proof. The upper bound is from Proposition 2.4. For the lower bound, we repeat the defi-
The first line on the right amounts to f
, and it suffices to show that the terms B 1 , B 2 in the second line do not ruin the picture and satisfy
with c 1 < 1.
Lemma 2.3 provides the bounds
arbitrarily small c 2 and some random C = C(c 2 , b). Thus,
, and for the second term we have
In particular, |B| ≤ 3c 2 f
, where again c 2 may be taken as small as needed.
Corollary 2.6. The infimum in the variational problem (2.6) is attained at an eigenfunction
Proof. Again by Lemma 2.3, for any ε > 0 the bounds |b
hold for all x > X(b, c). As in the proof of Lemma 2.5, it follows
where the error term satisfies |E| ≤ ε f 2 * . Next choose a minimizing sequence f n ∈ L * : ||f n || 2 = 1 with ≺f n , H β f n ≻ →Λ 0 . By Lemma 2.5, f n * < B for some B = B(b), and by Fact 2.2, we can find a subsequence along which f n → f uniformly on compacts, in L 2 , and also weakly in H 1 . Terms 2, 3, 4 on the right hand side of (2.8) then converge to their evaluations at f , while term 1 plainly satisfies
Letting ε → 0 yields ≺f, H β f ≻ ≤Λ 0 , with the opposite inequality holding by definition.
To complete the picture, taking the functional derivative
of the variational problem (2.6) in directions ϕ ∈ C ∞ 0 shows that the minimizer satisfies H β f = λf in the sense of distributions. It is therefore an eigenfunction andΛ 0 = Λ 0 .
The above formulation may now be used to define higher eigenvalues in the expected manner:Λ 1 arising from restricting the class of potential minimizers to be perpendicular to f 0 , and so on. This defines a sequence of eigenvaluesΛ k , k ≥ 0, each of which is finite. That · · · <Λ k <Λ k+1 < · · · will come later; the standard trick with the bilinear form defined in Lemma 2.4 yields the L 2 -orthogonality of the corresponding eigenfunctions. In short:
Lemma 2.7. The (k + 1)st lowest element Λ k in the set of eigenvalues of H β exists and in
Remark 2.8. Lemma 2.3, as used in Lemma 2.5, is related to the second condition of our general convergence result, Theorem 5.1, below. In addition, a discrete version of this estimate is employed in the context of the β-ensembles converging to SAE β .
Riccati transform and diffusion formulas
The Riccati map is a classical tool in the study one-dimensional random Schrödinger spectra.
Its use dates back to Halperin [16] who computed the density of states for −d
, though see also [15] . For earlier applications to local statistics such as the ground state energy, see [4] , [5] , and [19] .
Return to the eigenvalue problem (1.5)
understood in the integration-by parts sense. The Riccati transform is simply the logarithmic
. This turns (3.1) into a first order differential equation: p(0) = ∞, and
understood in the same way.
Solutions of (3.2) may blow up (to −∞) at finite times, as will happen whenever ψ vanishes. In this case p is immediately restarted at +∞ at that time-point in order to continue the solution corresponding to (3.1). It is convenient to think of p as taking values in the disjoint union of countable copies of the reals, R 0 ,R −1 ,R −2 . . . Points (n, x) in this space are ordered lexicographically, though we sometimes refer to these points by their second coordinate x. A natural topology on this space is provided by the two-point compactification of each copy of the reals, glued together at the endpoints so as to respect the lexicographic ordering. (This ordering and topology can also be defined by considering the evolution of arg(ψ ′ + iψ) as a continuous, real-valued function, and applying the tangent map.)
It is not hard to verify the following. 
Proof. Being classical, we provide just a sketch. First, λ is an eigenvalue of H L if and only if p λ blows up to −∞ at the endpoint L. For large negative λ, there are no blowups for any given noise path. As λ increases, continuity and monotonicity implies that existing blowups move towards the beginning of the interval − new ones can only appear at the endpoint L.
At those λ we have a new eigenvalue and the claim follows.
To extend the picture to the full line we need the following.
Proof. A trivial modification of the proof of Lemma 5.9 together with Fact 2.2 shows that
The hypothesis entails that f L,ℓ → L 2 f ℓ . So, for large L, each coefficient in the above sum is bounded by 2ε, and g L will be cε-close to f k in L * . Then, by the variational characterization
Then, as ε → 0, the right hand side converges to
Taking the L → ∞ limit of the claims of Lemma 3.2 then yields Of course, for any fixed λ, the Riccati equation may be taken in the Itô sense, dp(
which is to say that p = p λ = (log ψ) ′ performs the indicated diffusion, restarted at +∞ instantaneously after each explosion to −∞. The content of the above is that the total explosion count equals the count of eigenvalues ≤ λ. , that is, when started from ∞ at time x. This law is supported on (x, ∞] with a point mass at ∞. By the preceding,
The second equality uses the obvious translation equivariance of p.
Immediate is the fact that the H β eigenvalues are a.s. distinct. It also follows that this set has no accumulation point, or that the procedure of the previous section exhausts the full H β eigenvalue set. In particular, we have
Proof. Starting at any time x, there is positive probability κ(x, {∞}) that p 0 will converge to ∞ without blowing up to −∞. Monotonicity implies that κ(x, {∞}) is increasing in x.
Thus the number of eigenvalues below λ is dominated by a geometric random variable with parameter κ(−λ, {∞}), whence it is finite. The claim follows.
We mention that Proposition 3.5 may also be established by making sense of the resolvent operator of H β and showing it maps the unit ball in L * onto Hölder(3/2) − functions vanishing at infinity. The simplicity of the above proof demonstrates the advantages of the diffusion picture.
This connection between the limiting top eigenvalues of the random matrix ensembles and the explosion time of a simple, one-dimensional diffusion is new even in the deeply studied cases of β = 1, 2 or 4. We now recall the formulas of Tracy-Widom which, in conjunction with our result, produce the identities Moving to applications of the Riccati map to the eigenfunctions, a detailed but standard analysis of the diffusion (3.
3) using domination arguments shows that for each λ, with probability one, p(x)/ √ x → 1 (after a finite number of initial blowups and restarts). By Fubini, this holds for almost all λ. By monotonicity, this happens for all λ except for eigenvalues.
Thus we get 
Proof. Let p, q be the solutions of (3.2) corresponding to Dirichlet and Neumann boundary conditions at 0 (i.e. q(0) = 0), and let p correspond to the specified eigenfunction f . Then q cannot correspond to an eigenfunction of the Neumann problem and so by Proposition 3.7
(in conjunction with Remark 3.
and so 
Now Q(x) = 2/3x 3/2 (1 + o(1)), and P (x) = C + log |f (x)| → −∞, which implies that
It now suffices to show that for all ε > 0 and x > x 0 (ε) we have R(x) ≥ 4/3(1 − ε)x 3/2 .
Assume the contrary. Then we can find x 0 large so that the right hand side of (3.6) at x = x 0 is at most 1 and for x > x 0 we have q(x) > 1/2. We now claim that the solutions of the ODE (3.6), started at x = x 0 are dominated by the solutions ofR ′ (x) = 1. Indeed, when
so that the monotonicity can be maintained. Thus R(x) ≤R(x) = C + x for all large x, contradicting (3.7).
Tracy-Widom tail bounds: an application of SAE β
This section contains the proof of Theorem 1.3.
With Λ 0 (β) = −T W β now defined by (2.6), both the upper bound on P (T W β < −a) and the lower bound on P (T W β > a) follow from suitable choices of test function f in
The other two bounds run through the Riccati correspondence.
Lower bound, right tail. Begin with the observation that
for any choice of f ∈ L * , and g a standard Gaussian variable. Here we have used the rule that for h deterministic,
hdb is a centered Gaussian with variance h 2 2 . Wishing to maximize this probability, the observation is: for there to be a large negative eigenvalue the random potential, and then so also the eigenfunction f , should be localized.
This leads one to neglect the ∞ 0 xf 2 term and look for the maximizer f of the expression entering the Gaussian tail, namely
Viewing this problem on the whole line and neglecting boundary conditions, the optimizers can be computed exactly: f (x) = c 1 sech( √ a x + c 2 ).
Note that
2 dx = 2/3, and
). Then, on R + , with ∼ denoting asymptotics as a ↑ ∞ we have
Further, while f (0) = 0, it decays exponentially there as a → ∞, allowing for an admissible modification which shares the above evaluations. Returning to (4.1) we find that
producing the desired bound from the simple Gaussian tail estimate P (g > c) = e −c 2 (1/2+o (1)) .
Upper bound, left tail. The reasoning is the same as that just employed, though in minimizing the right hand side of P (T W β < −a) ≤ P (≺f, H β f ≻ > a f, f ) one expects the optimal f to be relatively "flat". Neglecting the (f ′ ) 2 term leads to the choice
The middle term is dominant, while the others control f
The proof is completed by substitution
Lower bound, left tail. For this we use the diffusion description of Theorem 1.2, namely P (T W β < −a) = P (∞,−a) (p never explodes), where p is the diffusion (1.8), and the subscript indicates the space-time starting point. By monotonicity, P (∞,−a) p never explodes ≥ P (1,−a) p never explodes
The last factor in line two is some positive number not depending on a. To bound the first probability from below, employ the Cameron-Martin formula
where b x is a Brownian motion with diffusion coefficient 2/ √ β. On the event in question,
To finish, note that P (−a,0) (b x ∈ [0, 2] for x ≤ 0) ≥ e −ca , and so does not interfere with the leading order.
Upper bound, right tail. For the final bound write
where m is the passage time to −∞ of the diffusion dp(
which is a local martingale − an application of Itô's rule produces a zero drift term. Introduce as well the critical parabolas
so named as
On the event m < ∞, the diffusion p must first hit ρ + and then ρ − at times m + and m − .
Plainly P ∞ (m < ∞) ≤ P ∞ (m − < ∞), and by the strong Markov property
Now let τ be the first exit time for the process (M, p, x) from some compact set. M(p(x ∧ τ ), x ∧ τ ) is then a martingale, as the diffusion coefficient in its Itô expansion is bounded.
The optional stopping theorem and the fact that M ≥ 0 gives, for any v + ∈ ρ + ,
Taking τ ↑ ∞ by increasing the compact set, the monotone convergence theorem produces
or that P v + (m − < ∞) ≤ e −(2/3)βa 3/2 , as required.
Convergence of discrete models and universality
This section establishes a general and rather weak set of conditions under which the bottom eigenvalues of random symmetric tridiagonal matrices converge to the bottom eigenvalues of a corresponding stochastic differential operator. In many ways this is the central result of the paper.
To explain the setup, consider a sequence of discrete-time R 2 -valued random sequences ((y n,1,k , y n,2,k ); 1 ≤ k ≤ n). Let m n = o(n) be a scaling parameter. (In the particular case of the Hermite β-ensembles we have m n = n 1/3 .) For each n, we build an n × n tridiagonal matrix H n .
Let T n denote the shift operator (
be its adjoint, and let R n denote the restriction operator (R n v) k = v k 1 k≤n . Let also ∆ n = m n (I − T t n ) be the difference quotient operator, and finally set
where the subscript × denotes element-wise multiplication by the corresponding vector. Then H n maps the coordinate subspace R n → R n , and its matrix with respect to the coordinate basis in R n is symmetric tridiagonal with (2m 2 n + m n (y n,1,k − y n,1,k−1 ), k ≥ 1) on the diagonal and (−m 2 n + m n (y n,2,k − y n,2,k−1 )/2, k ≥ 1) below and above the diagonal. Roughly speaking, H n is the discrete Laplacian plus integrated potential y n,1 + y n,2 .
Additionally, define y n,i (x) = y n,i,⌊xmn⌋ 1 xmn∈[0,n] . By choice, ( √ m n × y n,i,k , k ≥ 0) is on the scale of a simple random walk, so no additional spatial scaling will be required.
Our basic convergence result rests on two sets of assumptions on the processes y n,i=1,2 .
Assumption 1 (Tightness/Convergence) There exists a continuous process x → y(x) such that y n,i (x); x ≥ 0 i = 1, 2 are tight in law,
with respect to the Skorokhod topology of paths, see [13] for definitions.
Assumption 2 (Growth/Oscillation bound)
There is a decomposition
for η n,i,k ≥ 0, deterministic, unbounded nondecreasing continuous functionsη(x) > 0, ζ(x) ≥ 1, and random constants κ n (ω) ≥ 1 defined on the same probability space which satisfy the following. The κ n are tight in distribution, and, almost surely,
for all n and x, ξ ∈ [0, n/m n ] with |x − ξ| ≤ 1.
We may now define the limiting operator. Just as in Section 2 we note that
maps H 
The eigenvalues and eigenfunctions are defined again as (λ, f ) ∈ R × L * \ {0} with f 2 = 1 satisfying (5.7). Recall from Section 2 that this means
or, equivalently, for all ϕ ∈ C ∞ 0 it holds
With the picture laid out, a few words on Assumptions 1 and 2 are in order. The former simply asks for correspondence between H n and H at the level of integrated potentials. The latter, more technical condition, will imply the compactness necessary to maintain discrete spectrum as n ↑ ∞. We will also show that, after a natural embedding, the eigenfunctions also converge in
Proof: Reduction to the deterministic case. It will be convenient to find subsequences along which we have limits for all desired quantities.
The upper bound (5.4) shows that (
For any subsequence we can extract a further subsequence so that we have joint distributional
where the convergence in the first lines is in the uniform-on-compacts topology, and the sec- It also follows that each w n,i = y n,i − η n,i must have a limit which we denote w i . We further denote w = w 1 + w 2 and η = η 1 + η 2 . The claim now follows from Proposition 5.2 below.
Proposition 5.2 (Deterministic convergence). Assume that the each of the convergence statements in (5.8) hold deterministically and that the bounds (5.4-5.6) hold with some de-
terministic constant κ replacing κ n . Then, for any k, the lowest k eigenvalues of the matrices H n converge to the lowest k eigenvalues of H.
In the next subsection, we establish some properties of the limiting operator. Afterwards, we prove Proposition 5.2.
Properties of the limiting operator
Just as in Section 2, we extend the bilinear form ≺·,
We want to define the extension as ≺f, Hf ≻ := f ′2 + ηf 2 dx + f 2 dw (with ≺f, Hg≻ then defined by polarization), but we still need to define and control the last term. By the next lemma, this can be done via the integration by parts already employed in (2.4):
Lemma 5.3. The integrals on the right of (5.9) are defined and finite for f ∈ L * . Moreover there exist c 8 , c 9 , c 10 > 0 so that
Proof. By taking limits of the inequalities (5.4-5.6) on η i,n and w n we get bounds for η i and w. In particular max(|w x+1 − w x |, |w x+1 − w x | 2 ) ≤ c ε + εη where ε can be made small. Now we write ≺f, Hf ≻ = A + B where B is the fluctuation term (5.9), and the potential term
For the second term, we average the inequality sup |x−ξ|≤1 |w ξ − w x | ≤ |c ε + εη(x)| 1/2 and use an inequality of means:
The above inequalities give |B| ≤ 2 √ ε f
. Setting ε small we get the results.
The bounds immediately imply the following. 
Proof of the Corollary. Since L * ⊂ L 2 is a continuous embedding, it suffices to prove that ≺·, H·≻ + c 9 ·, · is continuous. This form is nonnegative definite by the lemma. Continuity (i) now follows from Cauchy-Schwarz applied to the form and the bounds of the Lemma. For
(ii) and (iii) approximate g by smooth compactly supported functions and use continuity.
Together, these two statements provide an analogue of Lemma 2.5 in a more general context. In particular, the (discrete) eigenvalues of H may now be defined variationally.
The arguments used in Section 2 in conjunction with the limiting bounds of (5.4-5.6) give the following.
Lemma 5.5. The lowest k elements of the set of eigenvalues of H exist admit the variational characterization via the bilinear form ≺f, Hf ≻.
Tightness
Next, we define the discrete analogue of the norm · * . For v ∈ R n let v with scaling to match the continuum norm. Letη n,k =η(k/m n ) and let 10) and note that v 2 ≤ v * n . We continue with a bound on H n .
Lemma 5.6. Assume the bounds (5.4-5.6) . Then there are constants c 11 , c 12 , c 13 > 0 so that for all n and all v we have
Proof. Drop the subscript n, and recall the definition of the difference quotient ∆v k = m(v k+1 − v k ). We recall the following consequence of the discretized bounds (5.4-5.6):
Here ε can be arbitrarily small at the expense of c ε . Let
Let A, B denote the two sums. Using the inequality ab ≥ −(b − a) 2 /3 + a 2 /4, we obtain the following lower bound for the second summand in A:
We also clearly have |A| ≤ cm v 2 * . To bound |B|, set δw k = (w k+m − w k ). Summation by parts gives
(5.12)
By the bound on w the absolute value of the first summand in (5.12) is not more than
Together with the bound on the second sum in (5.12) this yields
The argument for u starts with the same summation by parts, with v k v k+1 playing the part of v 2 k . After bounding the u terms, we use the inequalities 2|v
and 
Operator convergence
Embedding vector spaces. We embed the domain
way, identifying v ∈ R n with the step function v(x) = v ⌈mnx⌉ supported on [0, n/m n ]. Let L * n denote the space of such step functions, and let P n denote the L 2 -projection to this space.
n ) denote the shift operator, and let R n (f ) = f 1 [0,n/mn] denote the restriction. Let ∆ n = m n (I − T t n ). These operators are simply extensions of the already defined action of T n and ∆ n on L * n . Thus the formula (5.1) extends the definition of H n to L 2 .
It is easy to check the following: (i) P n and T n , and so ∆ n commute; (ii) for f ∈ L 2 we
Then for all ϕ ∈ C ∞ 0 we have ϕ, H n f n → ≺ϕ, Hf ≻. In particular
Proof. Because we are dealing with ϕ of compact support, may drop the restriction part R n for H n . The convergence
is clear, so it remains to check the potential term. First note that if I is a finite interval, and g n → L 2 g and h n → h is L 2 (I)-bounded and converges weakly in L 2 (I) then
Let I be a finite closed interval supporting ∆ n ϕ, ϕ ′ and ϕ. The potential term is
Setting y n = y n,1 + y n,2 , we first approximate the right hand side by
The first two terms in the above converge to the desired limits by (5.15) , and the last one converges to 0 because it is bounded without the extra scaling term. The error term in the above approximation comes as a sum of T n and T t n terms; we consider twice the T t n part:
n ∆ n y n,2 1 I is the restriction to I of the difference y n,2 − T t n y n,2 , in which both terms converge to y 2 in the Skorokhod topology. In particular, they converge a.e., and since they are locally bounded, their difference converges locally in L 2 to 0. This shows that (5.16) vanishes in the limit. We handle the T n term similarly.
Lemma 5.8. Recall the discrete · * n norm from (5.10) . Assume that f n ∈ L * n , f n * n ≤ c, and f n 2 = 1. Then there exists f ∈ L * and a subsequence n k so that f n k → L 2 f and for
Proof. Since f n and ∆ n f n are bounded in L 2 , we can find a subsequence along which f n → f ∈ L 2 and ∆ n f n →f ∈ L 2 weakly. Considering ∆ n f n , 1 [0,t] we get that f = f , that is f has a differentiable version andf = f ′ . The bounded nature of theη terms in the L * n -norm gives sufficient tightness so that we have f ∈ L * and f n → L 2 f . The last part then follows from Lemma 5.7.
We break up the proof of Proposition 5.2 into two Lemmas. Let (λ n,k , v n,k ), k ≥ 0 be the lowest eigenvalues and the embedded normalized eigenfunctions of H n , and let (Λ k , f k ) be the same for H.
Proof. Assume λ k < ∞. Since the eigenvalues of H n are uniformly bounded below, we can find a subsequence so that (λ n,1 , . . . , λ n,k ) → (ξ 1 , . . . , ξ k = λ k ). By Lemma 5.6, the corresponding eigenfunctions have L * n norm uniformly bounded, and Lemma 5.8 now implies that for a further subsequence, their L 2 limit exists. Moreover, by the same lemma this limit must consist of orthonormal eigenfunctions of H with eigenvalues at most λ k . The orthonormality of the eigenfunction set shows that they correspond to k distinct states and the proof is finished.
Proof. For an inductive proof, we assume the claim holds up to k −1. First, we find f The following theorem is what we need from the far more general Theorem 7.4.1 on page 354 in Ethier and Kurtz [13] . Denote △ y n,k = y n,k − y n,k−1 .
Corollary 6.1. Let a ∈ R and h ∈ C 1 (R + ), and let y n be a sequence of processes with y n,0 = 0 and independent increments. Assume that
uniformly for k/m n on compact sets as n → ∞. Then y n (t) = y n,⌊tmn⌋ converges in law, with respect to the Skorokhod topology, to the process h(t) + ab t , where b is standard Brownian motion.
Proof. The time-homogeneity required in the theorem can be replaced by introducing a space coordinate recording time. The supremum increment bound of the theorem follows by Markov's inequality from the fourth moment bound here.
The β-Hermite case
Starting with the scaled Hermite matrix ensembles H n =H β n , we identify m n = n 1/3 . After rearranging some terms we find
Also, by choosing η n,2,k = 2 √ n − 2β −1/2 Eχ β(n−k) both w n,1,k and w n,2,k are independentincrement martingales. Using the notation and results of Corollary 6.1 and standard moment computations for the normal and gamma distributions, we get the following. Lemma 6.2. As n → ∞ for the Skorokhod topology we have, in law
Independence of the i = 1, 2 cases now implies (5.2) of Assumption 1. Proof. There is the estimate
and, with again η n,2,k = 2 √ n − 2β −1/2 Eχ β(n−k) , it follows that
where c depends on β only.
Lastly, for (5.6) of Assumption 2, it suffices to prove a tight random constant bound on Here we used the L 2 maximal inequality for martingales, see Section 2.2 of [13] . The expectation is now bounded by a constant independent of n, k, and so is the entire sum, as required.
The β-Laguerre case
Once again [9] provides a family of tridiagonal "β-Laguerre ensembles", with explicit eigenvalue densities interpolating between those at β = 1, 2, 4. Take the n × n bidiagonal random where {χ β(n−k) } k=1,...,n−1 and { χ β(κ−k) } k=1,...,n−1 are independent sequences of (independent) χ variables of the indicated parameter. Here κ ∈ R and necessarily κ > n − 1. Then, by [9] , the eigenvalues of (W β n,κ )(W β n,κ ) † have joint density (1.9).
While the above puts κ > n − 1, the obvious duality reproduces all known real and complex (β = 1, 2) results for any limiting ratio of dimensions κ → ∞ and n → ∞. Finally, it should be mentioned that this β family generalizes the so-called "null" Wishart ensembles, distinguishing the important class of W ΣW † type matrices with non-identity Σ. For progress on the spectral edge in the non-null case, consult [2] and [12] .
We now proceed with the proof of Theorem 1.4. It suffices to prove the claim along a further subsequence of any given subsequence. This allows us to assume that κ = κ(n) is an increasing function of n, and that n/κ(n) → ϑ ∈ [0, 1]. Begin with the matrix (6.1), denoted now simply W n . The "undressed" ensemble βW n W † n has the processes along the main and off-diagonals, respectively. Up to fist order, the top right corner of the matrix W n W † n has n + κ on the diagonal, and √ nκ off-diagonal. So the top right corner of
is approximately a discrete Laplacian. If time is scaled by m As before, we set η to be the expected increments and w to be the centered y. The y n,i,· , i = 1, 2 are again independent increment processes, though they are not independent of one another. We set γ n = 2 n/κ/( n/κ + 1) 2 , noting that γ n → γ ∈ [0, 1/2]. Then we have m n E△ y 1,n,k = m uniformly for k/m n in compacts, so Corollary 6.1 shows that y n,1 (x) converges to the process √ γ/ √ 2β b x + γx 2 /2, whence it is tight. Similarly we get the process convergence y n,2 (x)
To get the convergence of the sum and (5.4), we instead consider the process defined by
noting that the process y n,k −y n,1,k −y n,2,k is sub-scaling and hence converges to the 0 process in law by a fourth moment bound. Now y n,k has independent increments, and the same brand of moment computations already considered along with Corollary 6.1 imply that it converges to 2/ √ β b x + x 2 /2.
Towards tightness, a bit of work shows that for β fixed and all k ≥ 1 κ, n > 10 we have
We also have the upper bound m n (η n,2,k ) ≤ 2m 2 n . This verifies (5.4) and (5.5) withη(x) = x. The verification of the oscillation bounds (5.6) is identical to the β-Hermite case. Indeed, all we used there was that √ m n w n,i,k are martingales whose increments are independent and have bounded second moments.
