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Povzetek
Naslov: Lokalizacija mej med odbojnimi površinami v deflektometrični apli-
kaciji
Avtor: Janja Koželj
V diplomski nalogi obravnamo problem detekcije mej med odbojnimi povr-
šinami med postopkom skeniranja z deflektometrijo. V tem postopku se na
površino projicira črtast vzorec, kar močno otežuje lokalizacijo meje s stan-
dardnimi metodami. Zato predlagamo novo metodo za lokalizacijo mej, ki
uporablja konvolucijsko nevronsko mrežo in aktivne konture. Uspešnost naše
metode demonstriramo na slikah, kjer je prikazan stranski pogled avtomo-
bila, detektiramo pa meje med vrati. Predlagana mreža je oblike enkoder
dekoder in za bolǰse prepoznavanje vzorca uporablja razširjene konvolucijske
sloje. Za najbolǰsi postopek prileganja se izkaže robustno prileganje na se-
gmentirani maski z uporabo aktivnih kontur, ki izbolǰsa povprečno napako iz
5.00 na 2.67 pikslov. Predlagana metoda na testni množici doseže natančnost
0.91, priklic 0.68 in F-mero 0.76, procesiramo pa lahko približno 4.29 slik na
sekundo.




Title: Border localization between reflective surfaces in a deflectometry ap-
plication
Author: Janja Koželj
In this thesis, we address the problem of border detection between reflective
surfaces during the process of deflectometry. In this process a striped pat-
tern is projected on the surface, which makes it difficult to localize border
with standard methods. To address this problem, we propose a new method
for border localization, which uses convolutional neural network and active
contours. We demonstrate the performance of our method on the task of car
door border detection from images taken from the side of a car. Proposed
network has the encoder decoder architecture and contains dilated convolu-
tional layers for better pattern recognition. We show that robust fitting on
segmented masks using active contours is the best way of fitting, and it re-
duces mean error from 5.00 to 2.67 pixels. On test set the proposed method
achieves precision of 0.91, recall of 0.68 and F-score of 0.76. The method
allows processing at approximately 4.29 frames per second.





Nenehno razvijajoče področje računalnǐskega vida rešuje številne probleme
glede pridobivanja informacij iz slik, kot so prepoznavanje [32] in segmenta-
cija [7, 29] objektov, ter klasifikacija slik [21]. Največji napredek pri reševanju
teh problemov se je zgodil z uporabo konvolucijskih nevronskih mrež [23, 21],
vendar šele ko je tehnološki napredek to omogočal.
Računalnǐski vid uporabljamo tudi za avtomatsko analizo v kontroli kva-
litete izdelkov. Primer tega je analiza napak na karoseriji v avtomobilski
industriji, kjer se lahko napake ǐsče z uporabo deflektometrije [35]. To po-
meni, da na površino avtomobila projiciramo črtast vzorec in ǐsčemo napake
glede na analizo ukrivljenega vzorca. Povezan problem je tudi semantična
razgradnja avtomobila v dele, saj so odbojne površine na katere projiciramo
vzorec sestavljene iz več staknjenih segmentov. Težko je izvesti klasično se-
gmentacijo, ker ne vidimo celotnega avtomobila, zato se osrednji postopek
segmentacije temelji na detekciji mej med kovinskimi segmenti. Meje teh
segmentov težko razlikujemo od vzorca s standardnimi metodami, ker so
podobne oblike kakor projiciran vzorec.
Ta problem obravnavamo v diplomski nalogi tako, da razvijemo lastno
metodo za detekcijo mej med odbojnimi površinami. Za aplikacijo in de-
monstracijo metode izberemo meje med vrati, ter med vrati in blatniki na
karoseriji avtomobila. Primera takih mej vidimo na Sliki 1.1. V nadaljevanju
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se bomo na izbrane meje med odbojnimi površinami nanašali samo kot na
meje.
Razvita metoda na vhod sprejme črno-belo sliko avtomobila s strani in
vrne zaporedje točk ki označuje lokacijo meje. Slike avtomobila so pokončne
tako, da vedno vsebujejo točno eno mejo. Metoda je sestavljena iz dveh
delov, najprej približno območje meje najdemo s semantično segmentacijo,
nato pa z uporabo aktivnih kontur natančno lokaliziramo mejo.
Slika 1.1: Primera slik iz podatkovne zbirke in mej, ki ju mora metoda de-
tektirati.
1.1 Sorodna dela
Eden najbolj znanih in uporabljanih algoritmov za detekcijo robov na sliki
je opisal Canny v članku [5]. Njegov algoritem je bil deležen številnih iz-
bolǰsav [11, 28] in uporabe na različnih področjih [42, 22]. Poleg tega se
za iskanje robov in linij na slikah pogosto uporablja aktivne konture [19],
lahko v kombinaciji s Cannyevim detektorjem robov [9]. Aktivne konture se
lahko uporablja za segmentacijo objektov na slikah[38, 14, 3], predvsem na
področju medicine. Opisane metode delajo na enostavneǰsih slikah, kjer je
meja med objektom in preostalim delom slike jasno razvidna, ter ni prisotnih
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preveč ostalih potencialnih kandidatov za robove, ki zmotijo algoritem, zato
v našem primeru ne pridejo v poštev.
Konvolucijske nevronske mreže [23] so sposobne zaznavati veliko bolj za-
pletene vzorce kakor samo robove in so veliko bolj odporne na različne oblike
motenj na slikah. Z mrežami lahko najdemo robove ali linije na sliki [6],
lahko pa obravnavamo iskanje določenih linij kot problem semantične se-
gmentacije, ki je dobro raziskano področje [25, 33, 8, 27]. Poleg tega so
v člankih [37, 41, 26] poleg konvolucijske nevronske mreže za segmentacijo,
uporabili tudi aktivne konture za izbolǰsanje natančnosti mreže kot obliko po-
stprocesiranja segmentirane maske ali pa že vključeno kot del mreže, vendar
v nobenem ne obravnavajo problema šibko kontrastnih mej med odbojnimi
površinami.
1.2 Prispevki
Naš glavni prispevek je metoda za lokalizacijo mej med odbojnimi površinami
avtomobila, ki uporablja konvolucijsko nevronsko mrežo in aktivne konture
za procesiranje segmentirane maske. V diplomski nalogi opǐsemo arhitekturo
in določene hiperparametre mreže za semantično segmentacijo. Primerjamo
različne načine prileganja krivulje na izhodni maski, da se znebimo šumnih
zaznav in dobimo točno lokacijo meje. Predstavimo tri načine prileganja, od
tega dva uporabljata aktivne konture. Metodo ocenimo na dani podatkovni
zbirki, ki smo jo sami anotirali.
1.3 Struktura naloge
Diplomsko nalogo poleg uvodnega sestavlja še ostalih pet poglavij. V Po-
glavju 2 predstavimo sestavne dele konvolucijskih nevronskih mrež in kako
se te učijo. V Poglavju 3 opǐsemo delovanje osnovne verzije aktivnih kontur.
Potem je v Poglavju 4 predstavljena naša predlagana metoda za lokalizacijo
mej in njeni sestavni deli. V Poglavju 5 opǐsemo podrobnosti glede implemen-
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tacije, ter primerjamo različne oblike nevronskih mrež in metod prileganja,
ter ocenimo končno izbrano celotno metodo. V zadnjem Poglavju 6 povza-
memo dobljene rezultate in opǐsemo možnosti za izbolǰsanje metode.
Poglavje 2
Konvolucijske nevronske mreže
Konvolucijske nevronske mreže [23, 17] so posebna vrsta nevronskih mrež,
ki kot osnovni gradnik uporabljajo konvolucijo. Ponavadi se uporabljajo za
prepoznavanje objektov na slikah. Zgrajene so iz posameznih plasti, ki vse-
bujejo konvolucijske sloje, shema mreže je prikazana na Sliki 2.1. V tem
poglavju so poleg konvolucijskih opisani še ostali sloji, ki se pogosto upora-
bljajo v konvolucijskih nevronskih mrežah. V Poglavju 2.1 opǐsemo operacijo
konvolucije, potem v Poglavju 2.2 sloje v mreži, nazadnje v Poglavju 2.3 pa
kako se mreža uči na podatkih.
Slika 2.1: Shema konvolucijske nevronske mreže za prepoznavanje števil.




Konvolucija je matematična operacija ki združi dve funkciji, njena enačba je




kjer je (f ∗ g)(x) rezultat konvolucije funkcij f(t) in g(t). Za uporabo na
diskretnih vrednostih lahko definiramo diskretno konvolucijo kot




kjer sta f(t) in g(t) funkciji nad celimi števili, g(t) pa je definirana za
{−a, ..., a} in ji lahko rečemo konvolucijsko jedro. V praksi se v konvolucij-
skih nevronskih mrežah uporablja korelacija, ki je zelo podobna konvoluciji,
le da je njeno jedro obrnjeno za 180◦. Za uporabo na slikah tako definiramo
diskretno korelacijo funkcij dveh spremenljivk





g(s, t)f(x+ s, y + t), (2.3)
kjer je g(s, t) jedro velikosti n×m, a = n−1
2
, b = m−1
2
. Korelacijo lahko pred-
stavimo kot manǰso matriko filtra ki potuje po večji matriki, kot je prikazano
na Sliki 2.3. Velikost jedra določa velikost vidnega polja konvolucije, torej
kako velike značilnosti slike lahko zaznamo.
S konvolucijo lahko filtriramo sliko tako, da za konvolucijsko jedro določimo
take vrednosti, da dobimo želeno spremembo. Na ta način lahko sliko ostrimo,
zameglimo, najdemo robove ali druge določene oblike.
2.2 Zgradba konvolucijske nevronske mreže
V primerjavi z enostavnim konvolucijskim jedrom ki ga lahko sami določimo,
se konvolucijske nevronske mreže same naučijo kakšne vrednosti morajo imeti
posamezna jedra znotraj konvolucijskih slojev ki sestavljajo mrežo. Poleg teh
v nadaljevanju opǐsemo še ostale pogoste sloje ki sestavljajo konvolucijske
nevronske mreže.
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Slika 2.2: Prikaz konvolucije na matrikah. Rdeča matrika je vhodna, mo-
dra je jedro, vijolična pa izhodna, kjer je 7 rezultat konvolucije jedra na
zatemnjenem mestu vhodne matrike.
2.2.1 Konvolucijski sloj
V vsakem konvolucijskem sloju imamo več konvolucijskih filtrov, kjer po-
samezen filter vsakemu vhodnemu zemljevidu značilk (angl. feature map)
priredi izhod, ki poudarja značilko ki se jo je ta filter naučil. Prve konvolu-
cijske plasti zajamejo enostavneǰse značilke, recimo robove, barve, orientacijo
gradienta, kasneǰsi sloji pa zaznajo bolj fine značilke in mreži pomagajo pri
bolǰsem razumevanju vsebine slike.
To pomeni da število filtrov določa število izhodnih zemljevidov značilk,
saj z vsakim filtrom dobimo en izhodni zemljevid značilk, njhovo število pa
predstavlja globino izhoda. Če vhoda nič ne spreminjamo, bo imel izhod
nižjo resolucijo, saj lahko konvolucijo s filtrom izračunamo le za piksle, ki
so vsaj za polovico velikosti filtra oddaljeni od roba. Vǐsino in širino vhoda
lahko ohranimo, če obdajamo robove vhoda z ničlami tako, da lahko gremo s
konvolucijskim jedrom tudi po robovih, kar je prikazano na Sliki 2.3b. Vǐsino
in širino pa lahko tudi zmanǰsamo s tem da povečamo korak (angl. stride)
konvolucije, torej s sredǐsčem filtra ne gremo po vseh pikslih zapored, ampak
jih vmes spuščamo.
Poleg tega poznamo tudi razširjeno konvolucijo, kjer razširimo filter tako,
da razmaknemo mesta filtra na neko razdaljo. Tako dobimo filtre, ki lahko
zajamejo večja področja, brez da bi povečali število parametrov. Taka kon-
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(a) razširjena konvolucija (b) konvolucija z obdajanjem vhoda
Slika 2.3: Filtra obeh konvolucij sta velikosti 3×3, samo da je pri (a) razširjen
za 1 tako, da ima enak doseg kot filter velikosti 5× 5. Sliki iz [13].
volucija je prikazana na Sliki 2.3a.



















i i-ti izhodni zemljevid značilk, B
(l)
t matrika odmika, K
(l)
i,j konvo-
lucijski filter ki povezuje j-ti zemljevid značilk iz plasti l− 1 z i-tim iz plasti
l, Y
(l−1)
j je j-ti vhodni zemljevid značilk.
2.2.2 Aktivacijska funkcija
Aktivacijska funkcija doda mreži nelinearnost, kar ji pomaga generalizirati in
se prilagajati različnim podatkom. Vsakemu konvolucijskemu sloju sledi akti-
vacijski, ki omeji poljubno velike vrednosti dobljene na vhod. Najbolj znane
aktivacijske funkcije so logistična sigmoidna funkcija, hiperbolični tangens
(oznaka tanh) in funkcija ReLU (angl. rectiofied linear unit) [16]. Logistična
sigmoidna funkcija omeji izhod na območje (0, 1), hiperbolični tangens pa
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funkcija ReLU: max(0, x)
Slika 2.4: Primerjava grafov aktivacijskih funkcij.
na območje (−1, 1). Najbolj pogosto se uporablja funkcije ReLU, ki izhodne
vrednosti manǰse od 0 nastavi na 0, ostale pa pusti nespremenjene, kar lahko
napǐsemo z enačbo f(x) = max(x, 0). Primerjava grafov funkcij je na Sliki
2.4.
2.2.3 Sloj združevanja
Namen združevanja je zmanǰsati vǐsino in širino vhodnih kanalov, s tem
da globina oziroma število kanalov ostane enako [15], kar vidimo na Sliki
2.5b. Zaradi tega potrebujemo manj računske moči za procesiranje mreže.
Združevanje naredimo tako, da gremo z nekim filtrom velikosti n × n po
vsakem kanalu vhoda posebej, z vedno istim korakom k, kar pomeni da filter
vsakič premaknemo za k pikslov.
Poznamo povprečno združevanje, ki računa povprečje vrednosti, ki jih po-
kriva filter, vendar se najpogosteje uporablja maksimalno združevalnje (angl.
max pooling). Pri maksimalnem združevanju vzamemo največjo vrednost, ki
je na območju, ki ga pokrije filter, kar je prikazano na Sliki 2.5a. Prednost
maksimalnega zduževanja je zmanǰsanje šuma in izpostavljanje dominantnih
lastnosti, ker uporabljamo maksimum.
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(a) (b)
Slika 2.5: Prikazana je operacija maksimalnega združevanja in kako to vpliva
na velikost vhoda.
2.2.4 Sloj osipanja
Z osipanjem (angl. dropout) [36] preprečimo, da bi se mreža preveč pri-
lagodila podatkom. To storimo tako, da v vsaki iteraciji treniranja vsak
posamezen nevron oziroma enoto v mreži, ki je sposobna učenja, z neko ver-
jetnostjo 1− p izpustimo, kar se vidi na Sliki 2.6. To pomeni, da če je v neki
iteraciji nevron izpuščen, so izpuščene tudi njegove povezave, njegov izhod
pa ne bo upoštevan.
Vsako iteracijo treniranja se izpušča različne naključne nevrone tako, da
se vedno trenira nekoliko drugačna sestava mreže, kar spodbuja neodvisnost
nevronov pri učenju. Posledica tega je, da potrebujemo več iteracij za učenje
mreže, vendar so te hitreǰse, ker je zaradi osipanja začasna mreža med posa-
mezno iteracijo manǰsa. Osipanje med testiranjem opravlja drugačno nalogo,
kot med treniranjem mreže, saj takrat ne moremo kar izpuščati nevronov,
ampak vse izhode nevronov zmanǰsamo za faktor p.
2.2.5 Polno povezan sloj
Polno povezan sloj po navadi uporabimo, če želimo da nam mreža vrne poraz-
delitev verjetnosti za neke oznake, torej če želimo sliko uvrstiti v nek razred.
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Slika 2.6: Levo je prikazan primer navadne polno povezane nevronske mreže,
desno pa ta mreža po tem ko uporabimo osipanje. Slika je vzeta iz [36]
Ta sloj dodamo na konec mreže tako, da je po zadnjem sloju združevanja
sloj navadnih nevronov, ki so vsi povezani med seboj, kar se vidi na Sliki
2.7. Najprej zemljevide značilk iz sloja združevanja sploščimo v stolpični
vektor, kjer je vsak piksel povezan z vsakim nevronom iz naslednjega sloja.
Zadnji tak sloj ima toliko nevronov, kolikor imamo možnih razredov. Izbrani
razred slike ponavadi določa tisti nevron, ki ima največjo izhodno vrednost,
ki predstavlja verjetnost pripadanja razredu.
Slika 2.7: Prikazano je kako se splošči zemljevide značilk v stolpični vek-
tor, ki je povezan s polno povezanim slojem, iz katerega na koncu dobimo
porazdelitev verjetnosti za dva razreda. Slika je vzeta iz [31]
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2.2.6 Sloj razširjanja
Za naloge, ki zahtevajo segmentacijo ali lokalizacijo objektov na sliki, želimo
na izhodu iz mreže dobiti nek zemljevid značilk, ki je podobnih dimenzij
kot vhodna slika. Za to namesto polno povezanega sloja uporabimo sloje
razširjanja, da dobimo izhodno masko enake velikosti kot je vhod. Tukaj
lahko uporabimo različne načine kako dosežemo povečanje dimenzij zemljevi-
dov značilk, kot je metoda najbližjih sosedov ali bilinearna interpolacija [25].
Ti dve metodi sta fiksno določeni tako, da če želimo večjo fleksibilnost in
možnost učenja tega sloja lahko uporabimo transponirano konvolucijo (angl.
transpose convolution) [13].
Slika 2.8: Transponirana konvolucija iz 3×3 vhodne matrike s konvolucijskim
jedrom velikosti 3×3, velikost izhodne matrike je 5×5. Slika je vzeta iz [13]
Transponirana konvolucija je operacija, ki je enaka povratnemu prehodu
navadne konvolucije. Glede na korak in zapolnjevanje okoli slike dobimo pri
transponirani konvoluciji iz vhoda manǰse resolucije večji izhod, kar se vidi
na Sliki 2.8. Navadno konvolucijo lahko zapǐsemo tudi v obliki matričnega
množenja, kot C × I = O, kjer je C konvolucijska matrika, I vhodna, O
pa izhodna matrika. Konvolucijsko matriko dobimo tako, da konvolucijski
filter razvijemo po matriki tako, da je na takih položajih, kot ko prehaja
čez vhodno matriko. Transponirano konvolucijo potem lahko zapǐsemo kot
CT × I ′ = O′, kjer je CT transponirana konvolucijska matrika, I in O pa sta
vhodna in izhodna matrika.
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2.3 Učenje mreže
Nevronske mreže učimo s pomočjo vzvratnega razširjanja napake (angl. backpro-
pagation) [18], ki je razdeljeno na štiri dele: prehod naprej, funkcija napake,
prehod nazaj in posodobitev uteži. Na začetku so vse uteži v mreži inici-
alizirane na neke ponavadi naključne vrednosti, blizu 0. Nato pri prehodu
naprej za vsako vhodno sliko izračunamo vse operacije, ki jih mreža zahteva,
da dobimo izhodne vrednosti. V prvih nekaj iteracijah treniranja ti izhodi
še nimajo smisla.
2.3.1 Funkcija napake
Ko dobimo izhodne vrednosti, lahko izračunamo funkcijo napake (angl. loss
function), ki nam pove koliko se dobljen izhod razlikuje od prave vrednosti.
Obstajajo verjetnostne in regresijske funkcije napake.
Srednja kvadratna napaka (angl. mean squared error) je regresijska funk-
cija napake, ki izračuna kvadrat razlike med ocenjenimi y′ in pravimi y vre-






(y − y′)2, (2.5)
kjer je N število primerov. Take funkcije napake ponavadi uporabljamo za
zvezne vrste podatkov, kjer nas zanima razdalja do pravih vrednosti.
Križna entropija (angl. cross entropy) je verjetnostna funkcija napake,
kjer na vrednost vpliva verjetnost nekega razreda. V primeru binarne križne
entropije imamo dva razreda, ter lahko zapǐsemo napako kot




[yilog(pi) + (1− yi)log(1− pi)], (2.6)
kjer je yi = 1, če je i-ta ocenjena oznaka enaka pravi, sicer je yi = 0, pi je
verjetnost oznake. Taka vrsta funkcije napake se uporablja, ko želimo elemen-




Optimizacijska metoda nam pomaga določiti kako moramo popraviti uteži
da zmanǰsamo napako. Za to uporabimo parcialni odvod funkcije napake
∇wJ(wi) glede na utež wi, ker ta kaže v smeri največjega povečanja, upora-
bimo negativen predznak, in dobimo enačbo
wi,t+1 = wi,t − η∇wJ(wi,t), (2.7)
kjer je η hitrost učenja. To je optimizacija s stohastičnim gradientnim spu-
stom [34], ki je lahko zelo hitra, vendar je možno, da zgreši globalni minimum
funkcije. Poleg tega moramo biti natančni pri nastavljanju hitrosti učenja,
saj to močno vpliva na hitrost konvergence in iskanje globalnega minimuma.
Poznamo tudi bolj zanesljive optimizacijske metode, ki namesto fiksne
hitrosti učenja uporabljajo prilagodljivo hitrost učenja, kjer se hitrost učenja
spreminja ko se približujemo minimumu. Primera takih optimizacijskih me-
tod sta Adagrad in Adam. Adagrad [12] je primeren za razpršene podatke,
saj dela velike posodobitve za parametre, ki so povezani z redko videnimi
značinostmi podatkov in majhne za parametre, ki po povezani s pogosto
videnimi značilkami. Vsak parameter ima različno hitrost učenja, ki je od-
visna od povprečja kvadratov preǰsnjih gradientov posameznega parametra.
Posodobitev uteži wi prikazuje enačba




kjer je η hitrost učenja, G diagonalna matrika kvadatov preǰsnjih gradientov,
ε majhna vrednost, ki preprečuje deljenje z 0, ter ∇wJ(wi) odvod funkcije
napake. Prednost optimizacijske metode Adagrad je, da nam ni treba ročno
iskati prave hitrosti učenja kot pri stohastičnem gradientnem spustu.
Adam (angl. Adaptive Moment Estimation) [20] je izbolǰsava optimizacij-
ske metode Adagrad tako, da pri posodobitvi uporablja še povprečje preǰsnjih
gradientov, podobno zagonu (angl. momentum). Zagon določa spremembo
hitrosti učenja, ko se približujemo minimumu glede na velikost gradienta.
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Enačba za posodobitev uteži wi je tako




kjer je η hitrost učenja, ε majhna vrednost ki preprečuje deljenje z 0, m̂t
približek povprečja gradientov, v̂t približek necentrirane variance gradientov.
Adam v praksi vrne bolǰse rezultate kot ostale najpogosteje uporabljane me-
tode s prilagodljivo hitrostjo učenja.
2.3.3 Vzvratno razširjanje napake
Po vsakem izračunu funkcije napake, je ta napaka je posredovana nazaj,
kjer pogledamo katere uteži so najbolj pripomogle k dobljeni napaki in jih
prilagodimo tako, da se napaka zmanǰsa. To storimo tako, da izračunamo
gradient funkcije napake glede na uteži mreže za posamezen vhod. Direktno
računanje gradienta za vse uteži neankrat bi bilo preveč potratno, zato za
učinkoviteǰsi izračun uporabimo postopek vzvratnega razširjanja napake, ki




Modeli aktivnih kontur (angl. active contour models) [19, 17], imenovani
tudi aktivne konture ali kače (angl. snakes), se največ uporabljajo za sle-
denje objektom, segmentacijo slik in iskanje robov, pogosto na medicinskih
slikah kot pomoč pri diagnostiki. Aktivne konture so specifičen primer pro-
cesa ujemanja deformabilnega modela s sliko z uporabo minimizacije energije.
Predstavljene so kot krivulje oziroma zlepki točk, ki se premikajo po sliki, do-
kler ne najdejo pozicije, kjer se najbolje skladajo s sliko. Krivuljo c zapǐsemo






, 0 ≤ s ≤ 1, (3.1)
kjer x(s) in y(s) določata koordinate s-te točke. Aktivne konture bomo v
tem poglavju opisovali kot zvezne funkcije, vendar jih lahko definiramo tudi
diskretno tako, da določimo s kot množico točk velikoti N . Na obnašanje
konture vplivajo zunanje in notranje sile, zato je celotna energija modela
enaka vsoti notranje in zunanje energije. Te želimo definirati tako, da bo
željena končna kontura dosegla minimum.
Notranja energija nadzira kako se aktivna kontura deformira in je odvisna
le od njene oblike. Sestavljena je iz dveh delov, napetosti in togosti. Napetost
krivulje se poveča, če se točke krivulje oddaljijo med sabo in zmanǰsa, če se
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∥∥∥∥2 ds = 12
∫ 1
0
α ‖c′(s)‖2 ds, (3.2)
kjer je α utež napetosti, c(s) pa kontura. Če nastavimo zelo velik α, ali
pa če so ostale energije majhne, se bo krivulja začela krčiti, v skrajnem
primeru, če deluje nanjo samo sila napetosti, se bo skrčila v eno samo točko.









∥∥∥∥2 ds = 12
∫ 1
0
β ‖c′′(s)‖2 ds, (3.3)
kjer je β utež napetosti, c(s) pa kontura. Z velikim β dosežemo, da je kontura
podobna ravni črti.
Zunanja energija je dobljena iz slike tako, da prisili konturo da se prila-
godi robovom. Lokacijo robov na sliki najlažje dobimo tako, da izračunamo
velikost gradienta slike, linije pa z intenziteto barv na sliki, zato definiramo





Eimage(x, y) = wlineEline + wedgeEedge, (3.5)
kjer je Eimage(c(s)) vrednost energije posameznih točk krivulje glede na ener-
gijo celotne slike Eimage(x, y). Eline = I(x, y) predstavlja samo sliko in
Eedge = ‖∇I(x, y)‖2 zemljevid robov na sliki, njun vpliv določimo z utežmi
wline in wedge, njun predznak določa ali se kontura približuje temnim ali sve-
tlim območjem slike, ter ali se približuje ali oddaljuje robovom.















Naš cilj je najti minimum E(c(s)) glede na c, kar naredimo tako, da rešimo
enačbo
αc′′(s)− βc′′′′(s) + F(c(s)) = 0, (3.7)
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kjer je F(c(s)) = −∇Eimage(c(s)) sila slike. Enačbe (3.8) ne moremo rešiti
analitično, ker bi morali poznati vrednost konture c, ki jo želimo poiskati.
Zato za reševanje numerično poǐsčemo minimum z uporabo gradientnega spu-
sta in uvedemo dodatno spremenljivko časa t. Na začetku moramo imeti
podano začetno vrednost krivulje z neko energijo, ki jo nato vsako itera-
cijo z uporabo gradienta posodobimo. Torej naredimo korak za vsako točko
konture v taki smeri, da bo imela nova kontura nižjo energijo od preǰsnje,
torej
c(s, t) = c(s, t−1) +Fsnake(c(s, t−1)) = c(s, t−1)−∇E(c(s, t−1)). (3.8)
Smer koraka je odvisna od energije slike, vendar je omejena z napetostjo in
togostjo krivulje, primer koraka je na Sliki 3.1.
Slika 3.1: Korak iz preǰsnje točke (xi(t−1), yi(t−1)) v naslednjo (xi(t), yi(t))
glede na silo Fsnake(xi(t− 1), yi(t− 1)) v času t− 1. Za bolǰso preglednost je
prikazana samo ena točka i. Slika je vzeta iz [13].
Poznamo več izbolǰsav osnovne metode, ki odpravijo njene slabosti, re-
cimo metodo GVF (angl. gradient vector flow) [40]. Osnovna metoda ima
namreč problem, če postavimo začetno vrednost daleč od želenega cilja ne
skonvergira zaradi nizkih vrednosti gradienta. Poleg tega, če je sila slike za-
nemarljiva, se zaradi notranjih sil kontura skrči v eno samo točko. Z metodo
GVF zagotovimo, da bo sila slike vedno dovolj velika, da bo kontura prǐsla
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do oblik na sliki. Za problem krčenja pa lahko dodamo silo balona [10], ki
spodbuja konturo da se lahko tudi napihuje.
Poglavje 4
Metoda za lokalizacijo mej
Naša metoda za lokalizacijo mej je sestavljena iz dveh delov. Prvi del pred-
stavlja robustno filtriranje lokacije meje s konvolucijsko nevronsko mrežo, v
drugem delu pa izvedemo prileganje krivulje. Z robustnim filtriranjem želimo
ločiti območje meje od vsega ostalega, ki predstavlja ozadje. To pomeni da iz
mreže dobimo masko, kjer je približno označeno območje meje, nato pa na tej
maski izvedemo robustno prileganje z aktivnimi konturami. Poleg tega smo
poskusili tudi fino prileganje na začetni sliki tako, da masko uporabimo za
izračun začetnih vrednosti aktivnih kontur. V Poglavju 4.1 opǐsemo robustno
filtriranje, v Poglavju 4.2 pa prileganje z aktivnimi konturami.
4.1 Robustno filtriranje lokacije meje
Robustno filtriranje je v našem primeru izvanjanje semantične segmentacije.
Za to bomo uporabili konvolucijsko nevronsko mrežo, ki na vhod sprejme
sliko, na izhodu pa dobimo masko. Mreža vsakemu pikslu na sliki določi
razred, kar v praksi izračunamo iz verjetnosti pripadanja posameznemu ra-
zredu. Če imamo več razredov, dobimo na izhodu zemljevid verjetnosti za
vsakega. V našem primeru imamo samo dva razreda, zato je dovolj da imamo
samo en izhoden zemljevid verjetnosti, saj lahko verjetnost drugega razreda
p1 izračunamo kot p1 = 1− p0, kjer je p0 verjetnost prvega razreda.
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V zadnjem času se za semantično segmentacijo največ uporablja polno
konvolucijske mreže (angl. fully convolutional networks) [25], ki so omogočile
napovedovanje razredov za vsak piksel. Sestavljene so iz skrčitvenega in
razširitvenega dela, imenovana tudi enkoder in dekoder. Za skrčitveni del
lahko uporabimo poljubne že znane arhitekture konvolucijske mreže, nje-
gov namen je izluščiti posamezne značilnosti vhodne slike, torej da dobimo
številne zemljevide značilk nizke resolucije. Nato v razširitvenem delu te
zemljevide značilk združujemo in povečujemo, da jih je na koncu toliko kot
imamo razredov in imajo enako resolucijo kot vhodna slika.
Slika 4.1: Shema mreže U-net povzeta po [33]. Modri pravokotniki predsta-
vljajo zemljevide značilk, beli pravokotniki zemljevide značilk iz skrčitvene
poti, puščice pa različne operacije. Število na spodnji strani pravokotnikov
je resolucija zemljevidov značilk, število na vrhu pa njihova globina.
Avtorji članka [25] predstavijo tudi preskočne povezave (angl. skip con-
nections), kjer združijo zemljevide značilk iz skrčitvene poti s tistimi iste reso-
lucije na razširitveni poti, vidimo jih na Sliki 4.1, kjer so predstavljene kot sive
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vodoravne puščice. To pomaga dodati lokalne, grobe značilnosti iz skrčitvene
poti k finim, globokim značilnostim na razširitveni poti in ohraniti informa-
cije o natančni lokaciji posameznih značilnosti. V članku [33] je predstavljena
arhitektura polno konvolucijske mreže U-net, kjer je razširitvena pot zelo po-
dobna skrčitveni, samo da je zrcaljena (Slika 4.1). Plasti razširitvene poti
vsebujejo poleg preskočnih povezav tudi konvolucijske sloje, ki pomagajo pri
bolǰsi rekonstrukciji zemljevidov značilk.
4.1.1 Arhitektura
Naš cilj je dobiti čim bolǰso segmentacijo meje, ki je oblikovana kot ozka
pokončna krivulja in sega čez večino slike. Zaradi velikosti in nepredvidljive
lokacije meje, želimo segmentirati celotno sliko v enem kosu. Poleg tega
želimo dobiti tudi dovolj natančno območje meje, da bomo kasneje lahko
uspešno izvedli prileganje. Zaradi tega se zgledujemo po enkoder-dekoder
arhitekturi mreže U-net, ki ima večplastno skrčitveno pot s preskočnimi pove-
zavami in dodatnimi konvolucijskimi sloji, ki pomagajo natančno lokalizirati
značilnosti, ki so bile zaznane na razširitveni poti. S preskočnimi povezavami
združimo zemljevide značilk vǐsje resolucije iz skrčitvene poti s povečanimi
nižje resolucije. Prvi dodajo natančneǰse informacije o lokaciji, drugi pa bolj
zapletene značilnosti, ki jih je mreža zaznala v globljih slojih. Za bolǰse zlitje
teh dveh virov informacij uporabimo konvolucijski sloj.
Izbrana mreža je sestavljena iz treh plasti na skrčitveni poti, ter dveh
plasti na razširitveni poti. Prva in druga plast skrčitvene poti imata po en
navaden konvolucijski sloj in sloj maksimalnega združevanja s filtrom veliko-
sti 2×2, ki vsakič prepolovi vǐsino in širino zemljevidov značilk. V prvi plasti
poleg navadnega konvolucijskega sloja vzporedno dodamo še dva razširjena
konvolucijska sloja, nato pa ta izhod združimo z izhodom iz navadnega kon-
volucijskega sloja. Tretja plast ima enak konvolucijski sloj, vendar je namesto
združevanja tukaj sloj s transponirano konvolucijo, ki podvoji vǐsino in širino
vhodnih zemljevidov značilk. Plasti razširitvenega sloja imajo sloj kombini-
ranja, konvolucijski sloj ter sloj transponirane konvolucije. Sloj kombiniranja
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združi zemljevide značilk iz skrčitvene poti s tistimi na razširitveni poti ene
za drugim, kot je prikazano na Sliki 4.2. Filtri vseh vrst konvolucij so veliko-
sti 3×3. Na koncu dodamo še zadnji konvolucijski sloj s filtri velikosti 1×1,
iz katerega dobimo masko z enim kanalom in enako resolucijo kot vhodna


























































































































transponirana konvolucija 3× 3
preslikava
razširjena konvolucija 3× 3 z razširjenostjo 2
Slika 4.2: Shema predlagane mreže. Pravokotniki so zemljevidi značilk in




Pri izdelavi modela nevronske mreže moramo nastaviti številne parametre.
Nekatere smo preizkusili in določili vnaprej, ostale pa smo izbrali po izvedenih
eksperimentih ki so opisani v Poglavju 5.
Prvi hiperparameter je velikost filtrov konvolucijskih slojev. Večinoma
se uporablja velikost filtra 3× 3, veliko redkeje velikost 5× 5 ali več, ker so
računsko prezahtevni in dodajo preveč parametrov. Filter velikosti 3 × 3 je
tako najmanǰsi uporaben filter, da še zajema okolǐske značilnosti, z liho vǐsino
in širino, ki omogočata lažjo implementacijo v primerjavi s filtri sode velikosti.
Poleg tega poznamo tudi filtre velikosti 1 × 1. Ti zaradi svoje velikosti ne
zajemajo nobene okolice, ampak z njimi kombiniramo zemljevide značilk po
globini. Tako konvolucijo si lahko predstavljamo kot skalarni produkt uteži
in pikslov na isti poziciji. V naši mreži smo si za zadnjo konvolucijo izbrali
velikost filtrov 1 × 1 tako, da združimo vse kanale v enega. Za vse ostale
konvolucije smo uporabili standardno velikost filtra 3 × 3. Poleg tega smo
uporabili tudi razširjeno konvolucijo s filtri velikosti 3×3 in določeno stopnjo
razširitve, ki poveča zaznavno polje mreže brez dodajanja parametrov.
Na konvolucijske filtre se nanaša tudi hiperparameter koraka. Korak po-
meni za koliko premaknemo konvolucijski filter, oziroma koliko pikslov pri
tem preskočimo. Ponavadi se uporablja korak velikosti 1 tako, da gremo po
vseh možnih pikslih. Če želimo zmanǰsati resolucijo vhoda lahko uporabimo
tudi manǰsi korak, ponavadi je to korak velikosti 2. Ker v naši mreži za
manǰsanje resolucije uporabljamo maksimalno združevanje, v navadnih kon-
volucijskih slojih uporabljamo korak velikosti 1. Poleg tega imamo še sloje s
transponirano konvolucijo, kjer želimo povečati vhodno resolucijo, zato upo-
rabimo korak velikosti 2, ki je sicer tu predstavlja drugačno vrsto operacije
kakor pri navadnih konvolucijah.
Naslednji hiperparameter določa ali želimo obdajati vhod v konvolucijski
sloj z ničlami. Če ne uporabimo obdajanja potem so piksli na robovih manj
upoštevani, saj lahko operacijo konvolucije opravimo samo če je celoten filter
na veljavnih pikslih. To pomeni da s sredǐsčem konvolucije ne bomo pokrili
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robnih pikslov in bo izhod nižje resolucije. Ker želimo obdržati resolucije ze-
mljevidov značilk enake velikosti pred in po konvolucijskih slojih uporabimo
obdajanje z ničlami.
Poleg tega moramo izbrati funkcijo napake, kjer se odločimo da upo-
rabimo binarno križno entropijo kot smo jo opisali v Poglavju 2.3.1 in je
določena z enačbo (2.6). Za optimizacijsko metodo izberemo funkcijo Adam,
ki je podrobneje opisana v Poglavju 2.3.2. Ker že sama funkcija prilagaja
hitrost učenja, se nam ni treba preveč truditi z iskanjem optimalne vrednosti,
nastavimo jo tako, da dobimo najbolǰsi rezultat, uporabili smo vrednosti 0.01
in 0.001. Velikost paketa smo določili glede na velikost podatkovne zbirke in
računske zmogljivosti sistema.
Naslednji hiperparameter je velikost vhodne slike, ki jo določimo glede na
zaznavno polje mreže. Zaznavno polje nam pove kako veliko je okno pikslov
iz začetne slike, ki vplivajo na en piksel v plasti z najnižjo resolucijo, torej
iz kako velikega okna vsebuje informacije en sam piksel. Kraǰsa shema je
prikazana na Sliki 4.3.
Slika 4.3: Zaznavno polje sredǐsčnega piksla na desni je enako celotnemu
vhodu na levi po dveh konvolucijah. Slika iz [24].
Zaznavno polje naše izbrane mreže je veliko 24×24. Izbrali smo resolucijo
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vhodne slike velikosti 512× 256, vendar lahko na vhod damo sliko poljubne
vǐsine in širine, ki sta deljivi s 4.
Ponavadi zaznavno polje povečujemo z večjim številom plasti, name-
sto tega pa lahko uporabimo tudi razširjene konvolucije, ki zajamejo večje
območje in zelo hitro povečajo zaznavno polje. Poleg tega smo uporabili
razširjene konvolucije tudi zaradi črtastega vzorca svetlobe na površini avto-
mobila. Vzorec ima namreč dva dela, na enem so projicirane širše, na druge
pa ožje črte. Na izbrani velikosti vhodne slike 512 × 256 širše črte obsegajo
približno štiri piksle, ožje pa enega. Meja je v takem primeru široka dva
do tri piksle, kar pomeni da je ravno med velikostima obeh vzorcev. Bolj
pomembno se nam zdi, da bi že na prvi plasti radi zajeli celoten širši vzorec
z enim filtrom konvolucije, kar lahko storimo z razširjeno konvolucijo. Res
je da do dovolj velikega zaznavnega polja pridemo tudi z dvema plastema
navadne konvolucije, vendar to ni direktno na osnovni sliki in ni nujno, da
dobimo enake informacije v obeh primerih.
Za uporabo podatkovne zbirke v nevronski mreži moramo tudi pripraviti
vhodne slike tako, da zmanǰsamo resolucijo slik in normaliziramo vrednosti na
območje [−1, 1]. Ker so deli slik neenakomerno svetli, uporabimo kontrastno
omejeno prilagodljivo izravnavanje histograma (angl. contrast limited adap-
tive histogram equalization oz. CLAHE) [30]. S tem postopkom izbolǰsamo
lokalni kontrast tako, da so vsi deli slike dokaj enakomerno osvetljeni, prikaz
metode vidimo na Sliki 4.4.
4.2 Prileganje z aktivnimi konturami
Naloga prileganja je poiskati linijo meje glede na izhodno masko iz mreže.
Sama maska nam ne da točne informacije o liniji meje, le območja, kjer
bi ta lahko bila, vključno s šumom in napačnimi zaznavami mreže. Zato
želimo na maski natančneje locirati linijo meje tako, da prilegamo krivuljo.
Predlagamo dva načina prileganja z uporabo aktivnih kontur, robustno na
maski v Poglavju 4.2.1 in fino na originalni sliki v Poglavju 4.2.2. Poleg tega
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Slika 4.4: Primera dveh slik iz podatkovne zbirke pred (levo) in po (desno)
uporabi metode CLAHE.
pa za primerjavo predlagamo tudi način prileganja brez aktivnih kontur, ki
je opisan v Poglavju 4.2.3.
4.2.1 Robustno prileganje z aktivnimi konturami
Postopek robustnega prileganja izvajamo na izhodni maski z uporabo aktiv-
nih kontur s sledečimi koraki
1. Upragujemo masko pri vrednosti 0.5 zato, da lahko nato na njej poǐsčemo
povezane komponente.
2. Poǐsčemo povezane komponente in izločimo tiste s površino manǰso od
četrtine največje na trenutni maski, saj najmanǰse komponente pogosto
predstavljajo šumne zaznave.
3. Povezane komponente so opisane s koordinatami robnih točk, zato pre-
ostale komponente združimo v eno samo množico točk.
4. Izmed vseh točk jih izberemo 50 tako, da so razporejene enakomerno po
celotni vǐsini zaznav, saj manǰse število točk pohitri izvajanje aktivnih
kontur.
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5. Masko zameglimo z uporabo gaussovega filtra, ki poveča doseg aktivnih
kontur če je začetna vrednost daleč od oblik na maski.
6. Izbrane točke predstavljajo začetno vrednost nesklenjene aktivne kon-
ture s fiksiranima krajǐsčema, katere energijo minimiziramo na zame-
gljeni maski. Končamo ko kontura najde minimum in se neha premi-
kati, v tem primeru za to potrebujemo največ 50 iteracij metode.
Prikaz metode je na Sliki 4.5. Postopek aktivnih kontur je implementiran
tako, kot je opisano v Poglavju 3, kjer najdemo minimalno energijo konture
z reševanjem enačbe (3.8). To naredimo z dodajanjem spremenljivke časa t,
da dobimo enačbo
αc′′(s, t)− βc′′′′(s, t) + F(c(s, t)) = ∂c(s, t)
∂t
, (4.1)
kjer bo izraz ∂c(s,t)
∂t
zelo blizu 0, ko bo kontura našla minimum. Nato enačbo
(4.1) razdelimo v naslednji tako, da upoštevamo, da ima kontura c(s, t) kom-





















kjer je sila F(c(s, t)) = F(x(s, t), y(s, t)) sestavljena iz komponent Fx in
Fy. Ker delamo z diskretnimi podatki, lahko diskretiziramo spremenljivko
s(k) = k
N
, kjer je k = 0, 1, ..., N − 1 in N število točk, ki predstavljajo kon-




= x′′(k, t) = x(k + 1, t)− 2x(k, t) + x(k − 1, t) in (4.4)
∂4x(s, t)
∂s4
= x′′′′(k, t) = x(k+2, t)−4x(k+1, t)+6x(k, t)−4x(k−1, t)+x(k−2, t),
(4.5)
enako velja tudi za parcialna odvoda iz enačbe (4.3). Približke uporabimo v





=α(x(k + 1, t)− 2x(k, t) + x(k − 1, t))−
β(x(k + 2, t)− 4x(k + 1, t) + 6x(k, t)− 4x(k − 1, t) + x(k − 2, t))+
Fx(x(k, t), y(k, t)),
(4.6)
ter na enak način N enačb za komponento y. Koeficiente, ki vplivajo na
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α + 4β –β 0 0 · · · –β α + 4β −2α− 6β
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(4.7)
zato da lahko nato poenostavimo enačbo (4.6) v
∂x(t)
∂t




x(N − 1, t)
 . (4.8)




= Ax(t) + Fx(x(t),y(t)) (4.9)
in iz enačbe (4.9) izpostavimo x(t) za lažje iterativno reševanje kot
x(t) = (I−∆tA)−1(x(t− 1) + ∆tFx(x(t),y(t))). (4.10)
Ker želimo bolje ločiti notranje in zunanje sile, ter imeti več nadzora nad
zunanjimi silami, nastavimo ∆t = 1 in uvedemo spremenljivko γ. S tem
dobimo enačbo, ki jo lahko uporabimo za iterativno izbolǰsevanje vrednosti
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konture, povsem enake korake uporabimo da dobimo y(t) tako, da dobimo
enačbi
x(t) = (I−A)−1(x(t− 1) + γFx(x(t),y(t))) in (4.11)
y(t) = (I−A)−1(y(t− 1) + γFy(x(t),y(t))). (4.12)
Ker je naša kontura nesklenjena, smo naredili majhne spremembe v imple-
mentaciji tako, da zagotovimo da se vrednosti krajǐsč konture ne spreminjata.
Ker je matrika A konstantna, odvisna samo od α in β, jo izračunamo samo
enkrat, nato pa iterativno posodabljamo konturo z uporabo enačb (4.11) in
(4.12). Iteriranje konture se konča, če dosežemo največje dovoljeno število
ponovitev, ali pa če najdemo minimum. Ker ne moremo zagotoviti točnega
končnega pogoja c(t) = c(t − 1), končamo če je norma ‖c(t)− c(t− 1)‖
dovolj majhna.
Slika 4.5: Različica robustne metode prileganja z uporabo aktivnih kontur.
Od leve proti desni so segmentacijska maska, začetna (zelena) in končna
(rdeča) vrednost aktivnih kontur na maski, ter končna vrednost aktivnih
kontur na sliki.
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4.2.2 Fino prileganje z aktivnimi konturami
V tem načinu prileganja uporabimo prileganje parametričnega modela krivu-
lje, ki samo po sebi ni dovolj natančno, zato dopolnimo to metodo z uporabo
aktivnih kontur. Prikaz metode je na Sliki 4.6. Pri finem prileganju najprej
uporabimo korake 1.-3. robustnega prileganja iz Poglavja 4.2.1, ki jim sledijo
naslednji koraki
4. Množici točk prilegamo parametrični model krivulje, natančneje poli-
nom tretje stopnje. Izbrana stopnja je najmanǰsa, ki se še lahko prila-
godi specifičnim oblikam mej.
5. Po vǐsini zaznav enakomerno izračunamo 50 točk, ki ležijo na krivulji.
6. Sliko zameglimo z uporabo gaussovega filtra, ki poveča doseg aktivnih
kontur če je začetna vrednost daleč od iskanih oblik na sliki.
7. Izračunane točke so začetna vrednost nesklenjene aktivne konture s fi-
ksiranima krajǐsčema, katere energijo minimiziramo na zamegljeni sliki.
Končamo ko kontura najde minimum in se neha premikati, v tem pri-
meru za to potrebujemo največ 50 iteracij metode
Metoda aktivnih kontur je implementirana enako, kot je opisano v Poglavju
4.2.1.
4.2.3 Robustno prileganje
Poleg tega smo preizkusili tudi enostavno robustno metodo za prileganje brez
aktivnih kontur prikazano na Sliki 4.7, ki vsebuje naslednje korake
1. Upragujemo masko v vrednosti 0.5.
2. Izberemo 50 vrednosti med prvo in zadnjo zaznavo po vǐsini maske, ki
predstavljajo y koordinate točk.
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Slika 4.6: Metoda finega prileganja z uporabo aktivnih kontur. Od leve proti
desni so segmentacijska maska, začetna (zelena) in končna (rdeča) vrednost
aktivne konture, ter končna vrednost aktivne konture na sliki.
3. Za vsako vrednost iz preǰsnje točke določimo x koordinate tako, da iz
vrstice z y koordinato vzamemo piksel, ki označuje mejo na segmenti-
rani maski in ima zato vrednost 1, ki je najbližje povprečni poziciji vseh
takih pikslov v tej vrstici. Če v vrstici ni bilo nobenega takega piksla,
za vrednost x vzamemo polovico širine slike. Točke naj bi označevale
najverjetneǰse mesto meje in jih zapǐsemo v obliki (x, y).
4. V naslednjih korakih popravimo nekatere pozicije točk. Za točke, ki
ne označujejo meje na segmentirani maski, torej je bila vrednost maske
v teh točkah enaka 0, izračunamo nov x kot povprečje iste koordinate
sosednjih točk.
5. Vrednost koordinate x popravimo tudi v primeru, da je bila točka veliko
bolj oddaljena od sosednjih dveh točk, kakor ostale točke med sabo.
V tem primeru prav tako izračunamo x kot povprečje iste koordinate
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sosednjih točk.
6. Če skrajne točke na vrhu in dnu ne ležijo na območju segmentirane
meje, jih odstranimo. Preostale točke predstavljajo lokacijo meje.
Slika 4.7: Različica robustne metode prileganja brez uporabe aktivnih kontur.
Od leve proti desni so na sliki segmentacijska maska, začetna (zelena) in
končna (rdeča) vrednost prileganih točk, ter končna vrednost prileganja.
Poglavje 5
Eksperimentalni del
Del parametrov mreže in načine prileganja smo določili vnaprej, za določitev
nekaterih sestavnih delov predlagane metode za lokalizacijo mej s segmen-
tacijo in aktivnimi konturami (SAK) pa smo izvedli eksperimente, da smo
utemeljili svoje odločitve. Na metodo in njene variacije se bomo v nada-
ljevanju poglavja sklicevali kot SAK. V Poglavju 5.1 opǐsemo uporabljeno
opremo, nato v Poglavju 5.2 podatkovno zbirko, v Poglavju 5.3 pa mere na-
tančnosti s katerimi smo ocenjevali izvedene eksperimente. Nato v Poglavju
5.4 testiramo različne oblike mreže in v Poglavju 5.5 načine prileganja. Na
koncu smo v Poglavju 5.6 ocenili celotno metodo za lokalizacijo mej.
5.1 Programska in strojna oprema
Za implementacijo nevronskih mrež smo uporabili programski jezik Python in
ogrodje Tensorflow [2]. Pri implementaciji prileganja smo uporabili knjižnici
OpenCV [4] in scikit-image [39]. Za učenje mreže in evalvacijo rezultatov
smo uporabili storitev Google Colaboratory [1]. Tam smo imeli na voljo
procesor Intel Xeon z 2.30 GHz, 13 GB delovnega pomnilnika ter različne
grafične kartice, odvisno od zasedenosti sistema. Ocenjevanje časa izvajanja




Za podatkovno zbirko smo anotirali črno-bele slike avtomobilov v svetlob-
nem tunelu z resolucijo 2048 × 1088. Na slikah je prikazan stranski profil
avtomobila tako, da je vidna ena pokončna meja. Površina avtomobila je
osvetljena z navpičnim črtastim vzorcem, ki ima del s širšimi in del z ožjimi
črtami. Slike smo anotirali tako, da smo dobili maske, kjer je območje meje
predstavljeno z enicami, ozadje pa z ničlami (Slika 5.1). Širina meje na ano-
tirani maski pri resoluciji 512×256, ki jo uporabljamo je med dvema in tremi
piksli.
Slika 5.1: Levo je naključna slika iz podatkovne zbirke, desno pa njena ano-
tacija.
Slike smo razdelili na učno, validacijsko in testno množico tako, da je v
vsaki čim več različnih oblik mej. V učni množici je 53 slik, v validacijski 20,
v testni pa 40.
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5.3 Mere natančnosti
Uspešnost segmentacije meje smo merili tako, da smo upoštevali le napove-
dane verjetnosti za mejo, ne pa tudi za ozadje. Za ugotavljanje natančnosti
klasifikacije pikslov smo dobljene verjetnosti iz mreže spremenili v oznake
tako, da so tisti z verjetnostjo večjo od 0.5 dobili oznako 1, sicer pa 0.
Tako definiramo kot pravilno napovedane vrednosti tiste, kjer se napovedana
oznaka piksla ujema z označeno iz maske. Pri tem ločimo resnično pozitivne
(angl. true positive), ki jih označimo z oznako TP, ter resnično negativne
(angl. true negative) z oznako TN. Napačno napovedane vrednosti pikslov so
lahko lažno pozitivne (angl. false positive) z oznako FP, kjer je napovedana
oznaka 1, prava pa 0, torej napove da je meja na pikslih kjer je ni, ter lažno
negativne (angl. false negative), kjer je ravno obratno.





ki nam pove kolikšen del napovedanih oznak za mejo je res pravilnih. Mera





nam pove kolikšen je del pravilno napovedanih oznak za mejo glede na vse
pravilne oznake meje. Visoka natančnost pomeni, da redko napovemo mejo
tam kjer je ni, visok priklic pa da redko napovemo ozadje tam kjer je meja.
Ti dve meri lahko združimo v F-mero (angl. F-score) z enačbo
F1 =
2 · Pr ·Re
Pr +Re
. (5.3)
Poleg tega smo za določanje uspešnosti segmentacije uporabili tudi pre-
sek z unijo (angl. intersection over union) z oznako IoU. Pri tej meri smo
uporabili kar zemljevide verjetnosti z enačbo
IoU =
∑
i pi · p̂i∑
i pi + p̂i − pi · p̂i
, (5.4)
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kjer je pi verjetnost posameznega piksla da pripada meji, p̂i vrednosti posa-
meznega piksla iz maske, i pa lokacija posameznega piksla.
Zgoraj naštetih mer za segmentacijo ne moremo direktno uporabiti na
krivuljah dobljenih s prileganjem, zato prilagodimo definicije pozitivnih in
negativnih oznak. Pri prileganju imamo točke, ki predstavljajo konturo, zato
resnično pozitivne določimo kot točke, ki ležijo znotraj anotiranega območja
meje, lažno pozitivne kot točke, ki ležijo zunaj anotiranega območja, lažno
negativne pa kot vrstice anotiranega območja, kjer ni prisotne točke konture
in kjer je prisotna lažno pozitivna točka. S temi definicijami enako kakor zgo-
raj definiramo natančnost, priklic in F-mero kontur. Poleg tega definiramo







kjer je n število točk, ki določajo krivuljo in di razdalja od i-te točke krivulje
do najbližjega piksla, ki določa pravilno lokacijo meje. Nizek MAE nam pove,
da se krivulja dobro ujema s pravimi vrednostmi tam kjer je.
5.4 Vpliv arhitekture nevronske mreže
V nadaljevanju so opisani eksperimenti ki smo jih izvedli, da smo določili
najbolǰso arhitekturo mreže za naš problem.
5.4.1 Oblika razširitvene poti
Za nalogo segmentacije s konvolucijsko nevronsko mrežo smo si za osnovo
izbrali popolnoma konvolucijsko mrežo. Najprej smo testirali različne oblike
razširitvenega dela:
• SAK-v1: nespremenjena mreža U-net s potjo razširjanja ki je sime-
trična poti skrčevanja in vmesnimi preskočnimi povezavami.
• SAK-v2: mreža enaka SAK-v1, ki ima za razširjanje namesto transpo-
niranih konvolucij sloje bilinearne interpolacije.
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• SAK-v3: namesto večih plasti v razširitvenem delu uporabimo eno
samo bilinearno interpolacijo.
• SAK-v4: prilagodimo skrčitveni del tako, da uporabimo na vhodu slike
z zelo veliko resolucijo, da na izhodu dobimo masko iste velikosti kakor
v ostalih primerih in ni potrebe po razširitvenem delu.
oblika mreže IoU Pr Re F t[s]
SAK-v1 0.27 0.67 0.44 0.52 0.0233
SAK-v2 0.20 0.60 0.34 0.47 0.0285
SAK-v3 0.21 0.69 0.30 0.38 0.0189
SAK-v4 0.17 0.65 0.27 0.38 0.0411
Tabela 5.1: Rezultati primerjave različnih oblik razširitvene poti.
V Tabeli 5.1 vidimo, da se najbolje obnese navadna verzija mreže U-
net SAK-v1. Ena sama bilinearna interpolacija v primerjavi z navadno
razširitveno potjo ne lokalizira dobro, zato za bolǰso segmentacijo meje upo-
rabimo razširitveno pot z več plastmi. Poleg tega dobimo bolǰse rezultate z
uporabo transponiranih konvolucij za razširjanje zemljevidov značilk v pri-
merjavi z bilinearnimi interpolacijami na posamezni plasti.
5.4.2 Število plasti
Testirali smo kako število plasti vpliva na obnašanje mreže, ponavadi glo-
blje mreže zajamejo bolj kompleksne značilnosti, vendar se lahko na manǰsih
zbirkah podatkov preveč prilegajo učni množici. V tem eksperimentu smo
primerjali različne globine mreže SAK-v1 iz Poglavja 5.4.1, ki ima samo en
konvolucijski sloj na plast, zato jo bomo poimenovali SAK-v1.1. Preizkusili
smo s po štirimi (SAK-v1.1-4), tremi (SAK-v1.1-3) in dvema (SAK-v1.1-2)
plastema na skrčitveni poti, ter po eno manj na posameznih razširitvenih
poteh. Glede na Tabelo 5.2 se za najbolǰso verzijo izkaže mreža s štirimi
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plastmi SAK-v1.1-4, vendar ne za veliko v primerjavi z SAK-v1.1-3, zato v
nadaljevanju ponavadi uporabljamo mrežo s tremi plastmi.
oblika mreže IoU Pr Re F t[s]
SAK-v1.1-4 0.32 0.68 0.51 0.58 0.0269
SAK-v1.1-3 0.32 0.69 0.50 0.56 0.0241
SAK-v1.1-2 0.25 0.70 0.41 0.50 0.0217
Tabela 5.2: Rezultati primerjave števila plasti.
5.4.3 Število filtrov
S tem eksperimentom smo preverili, kako vpliva širina mreže na njeno uspešnost.
Širše mreže imajo več filtrov in lahko zaznavajo več različnih značilk, brez da
bi povečali globino mreže. Preizkusimo spreminjati število filtrov na posame-
znih plasteh mreže SAK-v1.1-3 iz preǰsnjega Poglavja 5.4.2 v naslednjih obli-
kah, kjer je zapisano število filtrov na posamezni plasti, od začetka skrčitvene
poti na levi so konca razširitvene poti na desni:
• SAK-v1.1-3-f25: [25, 50, 100, 50, 25]
• SAK-v1.1-3-f16: [16, 32, 64, 32, 16]
• SAK-v1.1-3-f10: [10, 20, 40, 20, 10]
V Tabeli 5.3 vidimo, da najbolǰse rezultate doseže mreža z največ filtri, ven-
dar je tudi najpočasneǰsa. Če primerjamo obe mreži z največ filtri, je med
njima zelo majhna razlika, edino SAK-v1.1-3-f16 je precej hitreǰsa glede na
SAK-v1.1-3-f25, zato se odločimo da bomo uporabili porazdelitev filtrov iz
SAK-v1.1-3-f16.
5.4.4 Število konvolucijskih slojev
Preverili smo tudi kako število konvolucijskih slojev vpliva na rezultate na-
povedovanja mreže. Z dodajanjem konvolucijskih slojev povečamo zaznavno
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oblika mreže IoU Pr Re F t[s]
SAK-v1.1-3-f25 0.33 0.68 0.53 0.58 0.0316
SAK-v1.1-3-f16 0.32 0.69 0.50 0.56 0.0242
SAK-v1.1-3-f10 0.30 0.72 0.45 0.52 0.0223
Tabela 5.3: Rezultati primerjave različnega števila filtrov na posamezni pla-
sti.
polje mreže, ter tudi povečamo število filtrov. Primerjali smo naslednje oblike
mrež
• SAK-v1.0-3-f16: konvolucijski sloj je samo eden in ga uporabimo na-
mesto maksimalnega združevanja, zato ima korak velikosti 2.
• SAK-v1.1-3-f16: en konvolucijski sloj na plasti, nato navadno upora-
bimo maksimalno združevanje
• SAK-v1.2-3-f16: dva konvolucijska sloja, ter maksimalno združevanje
Rezultati eksperimenta so zapisani v Tabeli 5.4, iz katerih vidimo, da se
najbolje obnese mreža SAK-v1.1-3-f16 z enim konvolucijskim slojem na plast,
ter uporabo maksimalnega združevanja. Enak IoU ter vǐsji Pr doseže mreža
z dvema konvolucijskima slojema, vendar je veliko počasneǰsa, zato se raje
odločimo za uporabo enega konvolucijskega sloja.
oblika mreže IoU Pr Re F t[s]
SAK-v1.0-3-f16 0.14 0.67 0.08 0.14 0.0212
SAK-v1.1-3-f16 0.32 0.69 0.50 0.56 0.0242
SAK-v1.2-3-f16 0.32 0.70 0.47 0.54 0.0372
Tabela 5.4: Rezultati primerjave različnega števila slojev konvolucije.
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5.4.5 Razširjena konvolucija
Če ima mreža manǰse število plasti, s filtri zaznavamo samo manǰse značilnosti,
saj je zaznavno polje majhno. Z uporabo razširjenih konvolucij lahko to po-
lje povečamo, da dobimo podoben učinek kakor z več plastmi. Preizkusili
smo dodati razširjene konvolucije na prvi plasti in kasneje na nižjih, kjer
imamo zemljevide značilnosti nižje resolucije. To smo naredili podobno ka-
kor v članku [8], kjer v eni izmed nižjih plasti vzporedno postavijo več kon-
volucijskih slojev z različno razširitvijo in jih nato združijo. Preizkusili smo
naslednje oblike mrež
• SAK-dilated: mreža SAK-v1.1-3-f16, ki ji na prvi plasti vzporedno do-
damo dva zaporedna sloja razširjene konvolucije s stopnjo razširitve
2, nato izhod združimo z izhodom iz navadnega konvolucijskega sloja
mreže, shema je prikazana na Sliki 4.2.
• SAK-dilated-pool: Na tretji plasti mreže SAK-v1.1-3-f16 namesto kon-
volucijskega sloja dodamo prostorsko združevanje piramid iz [8]. To
pomeni da smo uporabili 4 vzporedne razširjene konvolucijske sloje z
različnimi stopnjami razširitve, ki imajo skupno enako število filtrov,
kakor če bi imeli en sam konvolucijski sloj.
oblika mreže IoU Pr Re F t[s]
SAK-dilated 0.36 0.69 0.59 0.61 0.0290
SAK-dilated-pool 0.36 0.72 0.55 0.59 0.0267
Tabela 5.5: Rezultati primerjave različnega načina dodajanja razširjene kon-
volucije.
Glede na Tabelo 5.5 oba načina podata podobne rezultate, SAK-dilated
ima nekoliko vǐsjo F-mero, vendar nižjo natančnost.
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5.4.6 Povzetek analize
Za najbolǰso arhitekturo mreže sta se izkazali mreži z dodanimi razširjenimi
konvolucijskimi sloji iz Poglavja 5.4.5. Obe mreži imata po tri plasti s po
enim konvolucijskim slojem tako, da ju lahko primerjamo z mrežo SAK-
v1.1-3-f16 ki ima IoU 0.32 in F-mero 0.56. Razporeditev filtrov je v vseh
treh enaka razporeditvi SAK-v1.1-3-f16 iz Poglavja 5.4.3, le mreža SAK-
dilated jih ima na prvi plasti 48 zaradi dveh dodanih konvolucijskih slojev
s po 16 filtri. Poleg tega pri SAK-dilated in SAK-dilated-pool razširimo
uporabljene konvolucijske filtre. Od vseh treh ima SAK-dilated najvǐsjo F-
mero in IoU, predvidevamo da zaradi dodajanja razširjenih konvolucij, ki so
povečale zaznavno polje, ter nekoliko večjega števila filtrov na prvi plasti.
Prav tako sklepamo, da je dodajanje razširjenih konvolucij na prvi plasti
pomagalo pri bolǰsem prepoznavanju in ločevanju vzorca od meje, glede na
SAK-dilated-pool, kjer smo jih dodali na tretji plasti.
Za uporabo prileganja na izhodu mreže si prav tako želimo, da je zaznan
čim večji del pregiba, torej da ima dokaj visok priklic, saj je namen prileganja
izbolǰsanje natančnosti. Mreža SAK-dilated ima vǐsji priklic, vendar tudi
dokaj visoko natančnost, zato se zdi najbolǰsi kandidat za uporabo v končni
metodi.
5.5 Primerjava metod prileganja
Z metodami prileganja smo želeli iz segmentacijskih mask dobiti linije meje,
torej odstraniti nepravilne segmentacije. Za to smo uporabili več načinov
prileganja, kjer smo zaradi oblike podatkov uporabljali drugačne mere od
prej. Cilj naslednjih eksperimentov je primerjava različnih načinov prileganja
in vpliv nekaterih parametrov na njihovo delovanje.
Pri prileganju z uporabo aktivnih kontur v osnovni verziji iz poglavja 4.2
upoštevamo samo največje povezane komponente (točka 2.), lahko pa kot
kandidate upoštevamo vse s površino večjo od neke meje in večjim številom
iteracij aktivnih kontur. Tako definiramo naslednje metode in jih nato oce-
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nimo z uporabo izhodnih mask iz mreže SAK-dilated
• robust ac: robustno prileganje z uporabo aktivnih kontur.
• robust ac 10: robustno prileganje z uporabo aktivnih kontur za vse
povezane komponente s površino večjo od 10
• robust spline: robustno prileganje z uporabo zlepka točk.
• fine ac: fino prileganje z uporabo aktivnih kontur na originalni sliki
• fine ac 10: fino prileganje z uporabo aktivnih kontur na originalni sliki
za vse povezane komponente s površino večjo od 10
metoda prileganja Pr Re F MAE[pix] t[s]
robust-ac 0.91 0.67 0.76 2.67 0.177
robust-ac-10 0.76 0.64 0.69 4.66 0.260
robust-spline 0.79 0.72 0.75 5.86 0.063
fine-ac 0.85 0.63 0.71 2.84 0.143
fine-ac-10 0.72 0.60 0.65 5.30 0.245
Tabela 5.6: Rezultati primerjave različnih metod prileganja.
Iz rezultatov v Tabeli 5.6 opazimo, da se glede na MAE najbolje odrežeta
metodi robust-ac in fine-ac, od katerih ima prva nekoliko vǐsjo natančnost.
Iz tega lahko sklepamo da z dovolj dobro začetno vrednostjo konture ni ve-
liko razlike ali izvajamo metodo aktivnih kontur na maski ali sliki ter, da
z uporabo kontur na sliki ne dobimo bolj natančnega rezultata, kjub temu
da imamo na voljo več informacij o pravi lokaciji meje. Sklepamo, da je to
posledica tega, da je ta informacija zelo šumna in za zmanǰsevanje šuma že
uporabljamo konvolucijsko nevronsko mrežo v prvem delu metode. Poleg
tega opazimo, da je bolje če vzamemo le večje povezane komponente, ne pa
da določimo fiksno mejo velikosti vzetih komponent. Metoda robust-spline,
edina ki ne uporablja aktivnih kontur, je sicer najhitreǰsa in doseže dokaj
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visok F-score v primerjavi z načinom robust-ac, vendar ima veliko nižjo na-
tančnost. Ker si želimo čim vǐsje natančnosti pri lokaliziranju mej, ta metoda
ne pride v poštev.
5.6 Končna evalvacija metode
Rezultate izbrane arhitekture SAK-dilated iz Poglavja 5.4.5 smo želeli pri-
merjati s tistimi po izvedenem robustnem prileganju z aktivnimi konturami
robust-ac. To smo storili tako, da smo segmentirano masko zožili na širino
enega piksla in izračunali natančnost dobljene maske. Prav tako smo dodali
mere za natančnost, priklic in F-mero metode prileganja, ki so izračunane
glede na konturo in anotirano masko. V Tabeli 5.7 opazimo bistveno iz-
oblika mreže IoU Pr Re F MAE[pix] t[s]
SAK-dilated 0.36 0.69 0.59 0.61 5.00 0.029
SAK - 0.91 0.67 0.76 2.67 0.233
Tabela 5.7: Rezultati primerjave končne mreže SAK-dilated in celotne me-
tode prileganja SAK.
bolǰsanje rezultata SAK v primerjavi s SAK-dilated, vendar za to potrebuje
precej več časa, ki ga doda proces prileganja z aktivnimi konturami.
Ker je metoda prileganja odvisna od izhoda mreže, lahko s prileganjem
samo odstranimo šum, ter povežemo zaznane povezane komponente, ne mo-
remo pa najti skrajnih delov meje, če jih mreža ni zaznala. To bi sicer lahko
storili na originalni sliki, kjer imamo na voljo celotno mejo, ampak nimamo
informacije kako določiti začetno vrednost. Ker je slika polna šuma, moramo
aktivne konture na njej inicializirati zelo blizu željene končne vrednosti in ta
možnost ne pride v poštev.
Poleg tega smo želeli najti samo navpične meje med vrati avtomobila,
vendar je mreža nepravilno zaznala tudi navpično mejo rezervoarja in mejo
med stekli in kovinsko karoserijo. Predvsem meja rezervoarja je identična
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iskanim, le kraǰsa tako, da smo jo lahko uspešno ločili z uporabo prileganja.
Opazili smo tudi, da se je mreža bolje naučila iskati meje, če so te obsijane z
vzorecem, kot je vidno na levi strani Slike 5.2. Območje obsijano z vzorcem
je skorajda povsem zaznano in označeno na maski, preostanek meje pa ne.
Sklepamo, da je to tudi posledica tega, da imamo zelo malo primerov slik
kjer vzorec ne pokrije celotnega območja meje. Na Sliki 5.3 vidimo še več
primerov detekcije z metodo SAK.
Slika 5.2: Primerjava slabe zaznave mreže SAK-dilated na levi in bolǰse na
desni. Prikazane maske so že upragovane v vrednosti 0.5.
Največja pomanjkljivost uporabe metode aktivnih kontur je potreba po
ročnem nastavljanju parametrov, saj so ti zelo odvisni med sabo in je težko
najti ravnovesje, pri katerem dobimo najbolǰsi rezultat. Vrednosti parame-
trov so tudi močno odvisne od problema in se jih ne da zlahka generalizirati,
da bi povsem enako metodo uporabili na nekih drugih slikah. Poleg tega je
uporaba aktivnih kontur dokaj počasna, čeprav pazimo da omejimo število
vhodnih točk ter iteracij izvajanja. S celotno metodo SAK lahko zato proce-
siramo približno 4,29 slik na sekundo.
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V diplomski nalogi smo reševali nalogo lokalizacije mej med odbojnimi površinami
na dani podatkovni zbirki. Razvili smo metodo, ki je sestavljena iz dveh
delov, semantične segmentacije in prileganja krivulje. Za semantično se-
gmentacijo uporabimo konvolucijsko nevronsko mrežo, katere arhitekturo
smo določili s pomočjo opravljenih eksperimentov. Za prileganje krivulje na
območje meje razvijemo tri različne načine, tistega, ki ne uporablja aktivnih
kontur, izločimo zaradi nizke natančnosti lokalizacije. V metodi za lokali-
zacijo mej smo izbolǰsali natančnost izhodne maske z uporabo robustnega
prileganja z aktivnimi konturami tako, da se je povprečna napaka zmanǰsala
iz 5.00 pikslov na 2.67, kjer je meja široka približno 2.5 pikslov. Poleg tega
predlagana metoda na testni množici doseže F-mero 0.76, kar je bolje od
0.61, ki jo doseže sama mreža brez prileganja.
Pokazali smo, da je uporaba aktivnih kontur na segmentacijski maski smi-
selna za naš problem, saj imajo meje podobne geometrične lastnosti in vsem
lahko prilegamo rahlo ukrivljeno krivuljo. Sicer smo uporabili nesklenjeno
obliko konture, za razliko od sklenjenih, ki se najbolj pogosto uporabljajo, saj
se zdi to najustrezneǰsa rešitev za naš problem. Bistvena prednost uporabe
deformativnega modela je v tem da so si oblike mej dovolj različne da ne
moremo uporabiti fiksnega modela vnaprej določene oblike, aktivne konture
pa se glede na nastavljene parametre lahko dovolj prilagodijo. Poleg tega
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smo izvedli prilagajanje dovolj robustno, da smo odstranili šumne zaznave iz
segmentirane maske.
6.1 Nadaljnje delo
Z uporabo aktivnih kontur v procesiranju izhoda mreže, se zdi smiselno, da
bi jih lahko uporabili na zaporednih slikah za namen sledenja. Na ta način
bi potrebovali le prvo inicializacijo aktivnih kontur, ki bi se nato korakoma
prilegale meji na sliki avtomobila. Za to bi morali imeti veliko število za-
porednih slik, da premiku med dvema slikama še lahko sledimo z uporabo
kontur.
Dodatno bi lahko izbolǰsali metodo, če bi namesto osnovne verzije aktiv-
nih kontur uporabili bolj robustno verzijo, ki ni tako občutljiva na lokalne
minimume. S tem bi dobili nekoliko bolj robustno verzijo za uporabo ne-
posredno na sliki avtomobila. Poleg tega bi lahko tudi podalǰsali začetno
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