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Abstract
This thesis concerns some homological properties for noetherian rings which are finite mod-
ules over their centres, but we look most particularly at the Cohen-Macaulay property.
We look at ways if generalising these homological properties, either from the commuta-
tive to the noncommutative case, or from finite dimensional k-algebras to rings which are
finite modules over a central subring. Chapter 1 contains known background material
as well as some preliminary results to be used in later proofs. We consider, in Chap-
ter 2, some generalisations of the well-known Cohen-Macaulay property for commutative
rings. We focus on the centrally-Macaulay property as defined by Brown, Hajarnavis and
MacEacharn in [17] and what we call Krull-Macaulay, a stronger and more homological
condition. Centrally-Macaulay rings are defined in terms of a central subring and we
consider the extent to which the property is dependent on the choice of central subring.
We then consider generalisations of a commutative result relating the Cohen-Macaulay
property to freeness over a regular subring before applying the Cohen-Macaulay condition
to reconstruction algebras, as defined recently by Wemyss and Craw. Given that there is
more than one generalisation of the Cohen-Macaulay property, we seek, in Chapter 3, to
find the best generalisation to the particular class of rings we study. That is, noetherian
rings which are finite modules over their centre. Thus we compare the two properties,
centrally-Macaulay and Krull-Macaulay, and variants of them. In particular, we combine
centrally-Macaulay with the symmetry of homological grade to obtain a property which
is equivalent to Krull-Macaulay for equidimensional rings. We suggest that this property,
which we call symmetrically-Macaulay, is the best generalisation in this case. We then
go on to consider, in Chapter 4, generalisations of related properties for commutative
rings, regular and Gorenstein and generalise the commutative hierarchy: regular implies
Gorenstein which implies Cohen-Macaulay. Finally, in Chapter 5, we demonstrate the
significance of the module HomC(R,C) for any central subring C over which R is finitely
i
ii
generated. This leads us to generalise the definition of a symmetric algebra and using
our generalisation we are able to generalise some results of Braun in [9]. We finish with
showing when skew group algebras are symmetric.
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Chapter 1
Background Material
Throughout this thesis, all rings have identity, all modules are unital and unless explicitly
stated, all modules are assumed to be right modules.
1.1 Commutative Cohen-Macaulay rings
We first discuss the well-known theory of commutative Cohen-Macaulay rings and modules,
regular rings and Gorenstein rings. A good basic reference for this is [35], while [20] gives a
very thorough treatment of the subject, focusing on local rings, and [25] is also very useful.
Throughout this section R denotes a commutative noetherian ring and Krull dim(R) =
n <∞.
Definition 1.1.1. Let R be a commutative noetherian ring and X an R-module.
(i) A sequence {x1, . . . , xt} ⊆ R is an R-sequence on X if
• X/
t∑
i=1
xiX 6= 0 and
• for all 1 ≤ i ≤ t, xi is a non zero divisor on X/
i−1∑
j=1
xjX.
(ii) Let I be an ideal of R. An R-sequence contained in I is maximal if it cannot be
extended to a longer R-sequence.
From [35, Theorem 121] we see that all maximal R-sequences in an ideal I have the
same length.
Definition 1.1.2. Let R be a commutative noetherian ring.
(i) We define the grade of an ideal I to be the maximal length of an R-sequence in I on
1
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R and denote it GR(I). Similarly for an R-module X we let GR(I,X) be the length of
a maximal R-sequence in I on X. If R is local with maximal ideal m then we define the
depth of X to be GR(m, X).
(ii) If P is a prime ideal we define the height of P , ht(P ) to be the maximal length of a chain
of prime ideals descending from P . If I is any ideal, ht(I) := min{ht(P ) : I ⊆ P, P prime}.
Now since R is noetherian, [20, Theorem A1] shows that ht(I) < ∞ for any proper
ideal I. Also,
G(I) ≤ ht(I) (1.1)
for all ideals I by [35, Theorem 132]. This leads us to consider the case where these values
coincide and thus we have the following definition.
Definition 1.1.3. Let R be a commutative noetherian ring. Then R is Cohen-Macaulay
if
G(m) = ht(m)
for all maximal ideals m of R.
It turns out that in a Cohen-Macaulay ring, G(p) = ht(p) for all ideals p of R. See [35,
Theorem 136]. In order to give the definition of a Cohen-Macaulay module we need to
define Krull dimension.
Definition 1.1.4. Let R be a commutative noetherian ring.
(i) The Krull dimension of R, Krull dim(R) is the supremum of all lengths of chains of
prime ideals of R.
(ii) For a finitely generated R-module X, Krull dim(X) = Krull dim(R/Ann(X)).
We note that for R = k[X1, . . . , Xn], k a field, we have Krull dim(R) = n by [40,
Corollary 5.6].
Definition 1.1.5. Let R be a commutative noetherian ring.
(i) An R-module X is a Cohen-Macaulay R-module if G(m, X) = Krull dimRm(Xm) for
all maximal ideals m of R.
(ii) A Cohen-Macaulay module X is maximal if it is Cohen-Macaulay and G(m, X) =
Krull dim(Rm) for all maximal ideals m of R.
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Note that, since ht(m) = ht(mm) = Krull dim(Rm) for any maximal ideal m, a commu-
tative noetherian ring R is Cohen-Macaulay if and only if it is a maximal Cohen-Macaulay
R-module.
Definition 1.1.6. Let R be a commutative ring and X an R-module. Then
j(X) := inf{i : Exti(X,R) 6= 0}.
Proposition 1.1.7. Let R be a commutative ring. Then G(I) = j(R/I) for all ideals I
of R.
Proof. Follows from [25, Proposition 18.4] with M = R/I and N = R.
Definition 1.1.8. A ring R is catenary if, for any two primes P ⊆ Q of R, all maximal
chains of prime ideals from Q to P have the same length.
Proposition 1.1.9. [25, Corollary 18.10] A commutative Cohen-Macaulay ring is cate-
nary.
We sometimes restrict to the equidimensional case, so here is what we mean by equidi-
mensional.
Definition 1.1.10. A ring R is equidimensional if all maximal ideals have the same height.
Note that a local ring is equidimensional as is any commutative affine domain (see [25,
Chapter 8, Theorem A]).
Now suppose R is equidimensional. Then, since a Cohen-Macaulay ring is catenary,
for any prime ideal P of R we have
Krull dim(R) = Krull dim(R/P ) + ht(P )
and we get the following:
Theorem 1.1.11. Let R be a commutative equidimensional Cohen-Macaulay ring. Then
for any finitely generated module X
Krull dim(R) = Krull dim(X) + j(X).
Proof. For X = R/P where P is a prime ideal, the equation follows easily from the
equation Krull dim(R) = Krull dim(R/P ) + ht(P ) since ht(P ) = j(R/P ) by the Cohen-
Macaulay property and Proposition 1.1.7. Induction on Krull dimension gives the equation
for arbitrary X. (See Proposition 1.4.13 for a more general version of the induction.)
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Other properties, connected to but stronger than Cohen-Macaulay, are regular and
Gorenstein which we now define.
Definition 1.1.12. Let R be a commutative noetherian ring. Then R is regular if it has
finite global dimension.
Definition 1.1.13. A commutative noetherian ring is Gorenstein if it has finite injective
dimension.
These three properties are local as we see in the following two results.
Proposition 1.1.14. Let R be a commutative noetherian ring and p any prime ideal of
R. Then
(i) If R is Cohen-Macaulay, then so is Rp;
(ii) If R is Gorenstein so is Rp;
(iii) If R is regular then so is Rp.
Proof. See [25, Proposition 18.8], [35, Exercise 4.5.12] and [48, Theorem 9.52].
Theorem 1.1.15. Let R be a commutative noetherian ring.
(i) R is Cohen-Macaulay if and only if Rm is Cohen-Macaulay for every maximal ideal m
of R.
(iii) R is Gorenstein if and only if Rm is Gorenstein for every maximal ideal m of R.
(ii) R is regular if and only if Rm is regular of bounded global dimension for every maximal
ideal m of R.
Proof. See [25, Proposition 18.8], [35, Exercise 4.5.17] and [48, Theorem 9.52].
Theorem 1.1.16. Let R be a commutative noetherian local ring with maximal ideal m
and n a positive integer. Then the following conditions are equivalent:
(i) R is regular;
(ii) gl.dim(R) = n <∞;
(iii) gl.dim(R) = Krull dim(R) = n;
(iv) dimR/m(m /m2) = Krull dim(R) = n;
(v) every set {x1, . . . , xn} of elements of m whose images in m /m2 form a basis for m /m2
forms a regular sequence in m;
(vi) m is generated by an R-sequence of length n.
Proof. See e.g. [40, Theorem 19.2] and [35, Theorem 169].
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Again, we consider the polynomial algebra R = k[X1, . . . , Xn] and note that from
Theorems 1.1.15 and 1.1.16(ii) we can deduce that gl.dim(R) = n.
Proposition 1.1.17. Let R be a commuatative noetherian ring and let x be an R-sequence.
Then if R is Gorenstein (respectively Cohen-Macaulay) so is R/〈x〉.
Proof. This is [20], Theorem 2.1.3(a) and Proposition 3.1.19(b).
We will sometimes use the notation R,m, k to denote a local ring R with maximal ideal
m and residue field R/m = k.
Definition 1.1.18. Let (R,m, k) be a local ring. The type of an R-module M of depth t
is
r(M) = dimk ExttR(k,M).
Theorem 1.1.19. Let (R,m, k) be a local noetherian commutative ring. Then R is Goren-
stein if and only if R is Cohen-Macaulay of type 1 if and only if R is Cohen-Macaulay and
dimk(soc(R/xR)) = 1 for any maximal sequence x.
Proof. This is [20, Theorem 3.2.10 and Lemma 1.2.19].
Theorem 1.1.20. Let R be a commutative noetherian ring. Then R regular implies R is
Gorenstein which in turn implies that R is Cohen-Macaulay.
Proof. The first implication is clear since inj.dim(R) ≤ gl.dim(R). The second is Theorem
1.1.19 which extends to the non-local case by Theorem 1.1.15.
However, these implications cannot be reversed as can be seen from the following
examples.
Example 1.1.21. A Gorenstein ring need not be regular. Consider the coordinate ring
R := k[x, y]/〈y2 − x3〉 of the cusp y2 − x3. Then
(i) R is a Gorenstein ring;
(ii) R is not regular.
Proof. (i) First note that k[x, y] is regular with global dimension 2 and hence is Gorenstein
by Theorem 1.1.20. We then see from Proposition 1.1.17 that R is Gorenstein.
(ii) On the other hand, if we consider the maximal ideal m0 := 〈x, y〉/〈y2−x3〉 we see that
dimk(m0 /m20) = 2 > 1 = Krull dim(R).
So by Theorem 1.1.16(iv) R is not regular.
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Example 1.1.22. A Cohen-Macaulay ring need not be Gorenstein. Let S = C[X,Y, Z],
and G = 〈g〉 ⊆ GL(3,C) where g =

−1 0 0
0 −1 0
0 0 −1
. If R = SG then
(i) R is a Cohen-Macaulay ring;
(ii) R is not Gorenstein.
Proof. (i) By [6, Theorem 1.3.1] R := SG is an affine C-algebra (and hence noetherian)
such that S is a finitely generated R-module. Thus R is Cohen-Macaulay by [6, Theorem
4.3.6].
(ii) On the other hand, [54, Theorem 1] says that if G acts linearly on the polynomial
algebra k[x1, . . . , xn] = S and if G contains no pseudo-reflections then R = SG is Goren-
stein if and only if G ⊆ SL(n, k). But G = {1, g} and g is not a pseudo-reflection so this
theorem applies. Also det g = −1 6= 0 so R is not Gorenstein.
Definition 1.1.23. (See [40, §14]) Let R be a commutative noetherian local ring with
maximal ideal m. Let X be a finitely generated R-module, Krull dim(X) = s. Then there
exist x1, . . . , xs ∈ m such that X/
s∑
i=1
xiX has dimension 0. Then {x1, . . . , xs} is a system
of parameters for X.
Proposition 1.1.24. Let R be a commutative noetherian local ring with maximal ideal m
and X a Cohen-Macaulay R-module. Then the following are equivalent:
(i) {x1, . . . , xr} is a regular sequence on X in m;
(ii) {x1, . . . , xr} is part of a system of parameters for X;
(iii) Krull dim(X/
r∑
i=1
xiX) = Krull dim(X)− r.
Proof. See [20, Theorem 2.1.2].
The following proposition follows from (i) implies (v) of Theorem 1.1.16.
Proposition 1.1.25. Let R be a commutative noetherian local ring with maximal ideal
m. If R is regular then there exists a system of parameters for R generating m (called a
regular system of parameters).
Theorem 1.1.26. (The Auslander-Buchsbaum formula) Let R be a commutative noethe-
rian local ring with maximal ideal m and let X be a finitely generated R-module with
pr.dim(X) <∞. Then
pr.dim(X) +G(m, X) = G(m, R).
CHAPTER 1. BACKGROUND MATERIAL 7
Proof. See [20, Theorem 1.3.3].
Proposition 1.1.27. Let R be a commutative noetherian ring and X a finitely generated
free R-module. Then if {x1, . . . , xs} is an R-sequence on R it is also an R-sequence on X.
Proof. Let {x1, . . . , xs} be an R-sequence on R. First note that X/
s∑
i=1
xiX 6= 0 since
R/
s∑
i=1
xiR 6= 0. Now let X = R⊕d and suppose that there exists some m ∈ X such that
xim ∈
i−1∑
j=1
xjX. Then m = (rk) and xim = (xirk) ∈
i−1∑
j=1
xjR
⊕d = (
i−1∑
j=1
xjR)⊕d. Thus for
1 ≤ k ≤ d we have xirk ∈
i−1∑
j=1
xjR. But since {x1, . . . , xs} is an R-sequence on R we must
have rk ∈
i−1∑
j=1
xjR. Hence m ∈
i−1∑
j=1
xjX as required and {x1, . . . , xs} is an R-sequence on
X.
A local ring R which is a finite module over a regular subring S is Cohen-Macaulay
if and only if R is a free S-module. See [20, Proposition 2.2.11]. This generalises to
R-modules as in the proposition below, which we prove, for lack of a suitable reference.
Proposition 1.1.28. Let R be a commutative noetherian local ring with maximal ideal
n and S a regular local subring with maximal ideal m such that R is a finitely generated
S-module. Let X be a finitely generated R-module. Then X is a maximal Cohen-Macaulay
R-module if and only if it is a free S-module.
Proof. Since S is regular, pr.dimS(X) <∞. Thus by the Auslander-Buchsbaum formula
pr.dimS(X) +G(m, X) = G(m, S), (1.2)
where
G(m, S) = Krull dim(S) = Krull dim(R) =: n. (1.3)
Here the first equality holds since S is Cohen-Macaulay, the second by [20, Corollary A8].
Since projective modules over the local ring S are free by [40, Theorem 2.5], X is S-free
if and only if GS(m, X) = Krull dim(S). Let x = {x1, . . . , xn} be a regular system of
parameters for S generating m. Then x is also a system of parameters of R.
Suppose X is S-free. Then since by Proposition 1.1.24 x is a regular sequence for S
it is also a regular sequence for X by Proposition 1.1.27. Thus GR(n, X) = n and X is a
maximal Cohen-Macaulay R-module by (1.3).
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Now suppose X is a maximal Cohen-Macaulay R-module. Then any system of param-
eters of R is a regular sequence on X by Proposition 1.1.24, and thus x = {x1, . . . , xn} is
a regular sequence for X. Hence GS(m, X) = Krull dim(S) and so X is a free S-module
by (1.2).
Definition 1.1.29. Let R be a commutative domain and S any ring containing R as
a subring. An element s ∈ S is integral over R if it satisfies a monic polynomial with
coefficients in R. The ring of all elements of S integral over R is the integral closure or
normalisation of R in S. If R is equal to its integral closure in S = Q(R) then R is
integrally closed or normal.
Theorem 1.1.30. A regular noetherian domain is normal.
Proof. By Serre’s criterion [20, Theorem 2.2.22] R is normal if and only if:
(1) for every prime ideal p, G(p) ≥ min{ht p, 2}.
(2) for every prime p of height less than or equal to 1, Rp is regular.
The first condition is satisfied since R is Cohen-Macaulay by Theorem 1.1.20 and so grade
is equal to height for all ideals of R [35, Theorem 136]. The second condition is clear by
Proposition 1.1.14.
From this we get that every regular local ring is normal since by [35, Theorem 164]
it is a domain. But this tells us, by [35, Theorem 168], that every regular ring is a finite
direct sum of normal domains.
On the other hand, note that this doesn’t generalise to Gorenstein domains. Take
Example 1.1.21 and note that R is Gorenstein but is not integrally closed. For R ∼=
k[t2, t3] ⊆ k[t] = Q(R) the element t /∈ R satisfies the monic polynomial x2 − t2 = 0 so is
integral over R.
1.2 Rings which are finite modules over their centres
We are particularly interested in noncommutative rings R which satisfy the following
hypothesis:
R is noetherian with Krull dim(R) = n <∞ and is a finite module over its centre Z.
(H)
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We refer the reader to [41, Chapter 6] for a general definition of Krull dimension. However,
for FBN rings, Krull dimension is equivalent to classical Krull dimension, which we will
use here. We refer the reader to [31, Chapter 9] for the definition of an FBN ring and note
that [31, Proposition 9.1(i)] shows that rings satisfying (H) are FBN.
Definition 1.2.1. Let R be a noetherian ring. The classical Krull dimension of R is the
supremum of the lengths of chains of prime ideals in R.
Then by [41, Theorem 6.4.8] we can take this as our definition of Krull dimension for
rings, which coincides with the definition for commutative rings. For finitely generated R-
modules X we note that since X is a faithful R/Ann(X)-module, [41, Proposition 6.4.12]
shows that Krull dim(X) = Krull dim(R/Ann(X)), which again gives us a nice way of
thinking of the Krull dimension of modules, for rings satisfying hypothesis (H).
The fact that, when (H) holds, Z, or in fact any central subring over which R is a finite
module, is also noetherian is seen from the following result:
Proposition 1.2.2. [41, Cor 10.1.11(ii)] Let R,S be rings with R a finite normalising
extension of S. Then R is right noetherian if and only if S is right noetherian and then
Krull dim(R) = Krull dim(S).
We note that R is a finite normalising extension of S if RS has a finite generating set
a1, . . . , at where each ai normalises S. That is, aiS = Sai. In particular, this holds if R is
a finitely generated S-module with S central in R.
Also important in this context is the Artin-Tate Lemma.
Lemma 1.2.3. [41, Lemma 13.9.10] Let A ⊆ B ⊆ S be rings such that A,B are central
subrings of S with S being an affine A-algebra and a finitely generated B-module.
(i) There exists an affine A-subalgebra B′ of B such that S is a finitely generated B′-
module.
(ii) If either A is noetherian or B is a direct summand of SB, then B is a finitely generated
B′-module and an affine A-algebra.
If R satisfies (H) and the centre Z is affine, then we can use Noether normalisation,
as follows, to find a central polynomial subring Z0 such that R is a finitely generated
Z0-module.
Theorem 1.2.4. [25, Chapter 8, Theorem A1] Let Z be a commutative affine ring over
a field k. Then there is a subring Z0 of Z with Z0 = k[x1, . . . , xr] such that Z is a finitely
generated S-module.
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Note that throughout this thesis we will use Roman capitals such asM , P , Q to denote
ideals of a ring R and the corresponding fraktur letters m, p, q to denote the intersection
of the ideal with either Z(R) or the relevant central subring C. Then for a semiprime ideal
s of C we will write Rs for the localisation of R at C\s. For a prime ideal P we will use
C(P ) to denote the set of elements of R which are regular in R/P .
Other useful properties of rings which are finite modules over their centres are lying
over, going up and incomparability. We say that a prime ideal P of R lies over a prime
ideal p of Z if p = P ∩ Z.
Theorem 1.2.5. Let R be a ring which is a finite module over its centre Z (or equivalently,
some central subring). Let l be the minimal number of generators of R as a Z-module.
Lying over: If p is a prime ideal of Z then there are finitely many primes P1, . . . , Ps of
R such that Pi lies over p. Here 1 ≤ s ≤ l.
Incomparability: Let P ( I be ideals of R with P prime. Then P ∩ Z ( I ∩ Z.
Going up: If P is a prime ideal of R and p ⊂ q primes of Z such that P lies over p.
Then there exists a prime ideal Q of R such that P ⊂ Q and Q lies over q.
Proof. Follows from [45, Theorem 16.9] since R is a finite normalising extension of Z.
Note that going up and incomparability imply that M is a maximal ideal of R if and
only if m is a maximal ideal of Z.
Corollary 1.2.6. Let R be a ring which is a finite module over a central subring C. Let
P be a prime ideal of R and p = P ∩ C. Then ht(P ) ≤ ht(p).
Proof. Suppose we have a chain of prime ideals of R
P = Pt ⊃ · · · ⊃ P0.
Then incomparability gives a chain of prime ideals of C
p = pt ⊃ · · · ⊃ p0
where each Pi lies over pi.
Corollary 1.2.7. Let R be a ring which is a finite module over a central subring C. Let
m be a maximal ideal of C. Then there exists a maximal ideal M of R lying over m such
that ht(M) = ht(m).
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Proof. Let m0 ⊂ m1 ⊂ . . . ⊂ mn = m be a maximal chain of primes descending from m.
There exists a prime ideal M0 of R lying over m0 and going up and incomparability give
a chain of primes M0 ⊂ M1 ⊂ . . . ⊂ Mn = M with each Mi lying over mi. Thus M
is a maximal ideal of height at least n lying over m. That M has height n follows from
Corollary 1.2.6.
In the previous section we explained what we mean by an equidimensional commutative
ring. We apply the same definition to noncommutative rings as follows:
Definition 1.2.8. Let R be any ring. Then R is equidimensional if all maximal ideals of
R have the same height.
Corollary 1.2.9. Let C ⊂ R be noetherian rings, with C central, such that R is a finite
C-module. If R is equidimensional then so is C and ht(M) = ht(M ∩ C) for all maximal
ideals M of R.
Proof. Let m be a maximal ideal of C. Then by Corollary 1.2.7 there exists a maximal
ideal M of R such that M ∩C = m and ht(M) = ht(m). But ht(M) = Krull dim(R) and
thus C must be equidimensional with Krull dim(C) = Krull dim(R).
Definition 1.2.10. For a ring R satisfying (H) we define the support of a module X to
be
Supp(X) = {P CR : P is prime and Xp 6= 0}.
Lemma 1.2.11. For a non zero R-module X, Supp(X) ∩maxspec(R) 6= 0.
Proof. Adapt the proof of [48, Theorem 3.80(i)] which is for a commutative ring.
Proposition 1.2.12. Let R be a noetherian ring which is a finite module over its centre.
Let V be a simple R-module. Then R/AnnR(V ) is isomorphic to the direct sum of a
number of copies of V .
Proof. Clearly V is a simple R/M -module, where M = AnnR(V ). Then by Kaplansky’s
theorem (see [13, Theorem I.13.3]) R/M is a central simple algebra and hence a matrix
ring over a division ring. Thus R/M is a direct sum of a number of copies of the unique
simple module.
We now discuss links between prime ideals and defined in [31].
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Definition 1.2.13. Let P and Q be primes in a noetherian ring R. There is a link from
P to Q, P  Q if there is an ideal A of R such that P ∩Q ⊇ A ⊇ PQ and (P ∩Q)/A is
nonzero and torsion-free both as a left R/P -module and as a right R/Q-module.
Definition 1.2.14. Let P be a prime of R. The clique of P , Clq(P ) is defined to be the
set of primes Q such that there exist primes P = P1, P2, . . . , Pt = Q with either Pi  Pi+1
or Pi+1  Pi for all 1 ≤ i ≤ t− 1.
The following is Mu¨ller’s theorem which gives a very useful description of a clique, for
rings of the type we are studying.
Theorem 1.2.15. [31, Theorem 13.10] Let R be a ring satisfying (H). Then, for any
prime ideal P of R
Clq(P ) = {Q ∈ spec(R) : Q ∩ Z = P ∩ Z}.
We finish this section with a couple of well-known results on quotient rings. But first
we give the proof of an easy and well-known result, for which we have been unable to find
a reference.
Lemma 1.2.16. Let R be an artinian ring. Then every regular element is a unit.
Proof. Let c be a regular element in R. We consider the following chain of non-zero ideals:
cR ⊇ c2R ⊇ c3R ⊇ · · · .
Then since R is artinian, there exists some n ∈ N such that cnR = cn+1R. Thus cn = cn+1r
for some r ∈ R and cn(cr−1) = 0. But by regularity of c, cr = 1 and hence c is a unit.
Proposition 1.2.17. Let R be a prime noetherian ring which is a finite module over a
central subring C. Then Q(R) = R[C]−1 where C := C\{0}.
Proof. Since R is prime, C := C\{0} consists of regular elements of R and can be inverted
to give the partial quotient ring R[C]−1 ⊆ Q(R). Now R[C]−1 is a finite module over the
subfield C[C]−1 so it must be artinian. Thus by Lemma 1.2.16 all regular elements in
R[C]−1 are units and hence R[C]−1 = Q(R).
Lemma 1.2.18. Let R be a prime noetherian ring which is a finite module over its centre
Z and let Q := Q(R). Then
Z(Q) = Q(Z).
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Proof. We know from Proposition 1.2.17 that Q = R[Z\{0}]−1, so for c, d ∈ Z\{0},
Z(Q) = {rc−1 : sd−1rc−1 = rc−1sd−1 ∀ sd−1 ∈ Q}
= {rc−1 : srd−1c−1 = rsc−1d−1 ∀ sd−1 ∈ Q}
= {rc−1 : sr = rs ∀ s ∈ R}
= Q(Z).
1.3 Some homological algebra
Here we consider some homological definitions and results. In Definition 1.1.6 we defined
j(X), where X is a module over a commutative ring. We now look at this concept for
noncommutative rings.
Definition 1.3.1. LetM be a right R-module and N a left R-module. Then we define the
right (homological) grade ofM , jrR(M) = min{i : Exti(MR, RR) 6= 0}, or jrR(M) =∞ if no
such i exists. Similarly the left (homological) grade of N , jlR(N) = min{i : Exti(RN,RR) 6=
0} or jlR(M) =∞ if no such i exists.
Definition 1.3.2. A central R-bimodule X is an R-R-bimodule such that zx = xz for all
x ∈ X and z ∈ Z(R).
Definition 1.3.3. We say that R is grade-symmetric if jrR(X) = j
l
R(X) for all finitely
generated central R-bimodules X.
In this case, or if it is clear from the context which side we are working on, we will
drop the superscripts and write jR(X). If R is clear we also drop the subscript.
Proposition 1.3.4. Let 0 → X ′ → X → X ′′ → 0 be a short exact sequence of left (or
right) R-modules with i = j(X ′) = j(X ′′). Then j(X) = i.
Proof. We have the long exact sequence,
0 = Exti−1(X ′, R)→ Exti(X ′′, R)→ Exti(X,R)→ · · ·
with Exti(X ′′, R) 6= 0. Then we must have Exti(X,R) 6= 0, so that j(X) ≤ i. A similar
argument shows that j(X) ≥ i.
CHAPTER 1. BACKGROUND MATERIAL 14
Consequently, for R satisfying hypothesis (H) and V a simple R-module, Proposition
1.2.12 and the proposition above show that j(V ) = j(R/AnnR(V )).
Theorem 1.3.5. [48, Thm 9.37] Let R be any ring. Assume x ∈ R is a central element
that is neither a unit or a zero divisor, and let R∗ = R/xR; assume B is a right R-module
for which multiplication by x is monic. Then for every R∗-module A
ExtiR∗(A,B/xB) ∼= Exti+1R (A,B).
Corollary 1.3.6. Let I be an ideal of R and let C be a central subring of R. Then
GC(I ∩ C) ≤ j(R/I).
Proof. Suppose GC(I ∩ C) = t and {x1, . . . , xt} is a maximal C-sequence in I ∩ C. Then
set T :=
t∑
i=1
xiR. By Theorem 1.3.5, Extm−tR/T (R/I,R/T )
∼= ExtmR (R/I,R) for all m ≥ 0,
so that if i < t we have ExtiR(R/I,R) = 0.
Lemma 1.3.7. Let R be a ring satisfying hypothesis (H). Let M a maximal ideal of R
and 0 6= X a finitely generated R/M -module. Then X is torsion-free as an R/M -module
and X ⊗Rm 6= 0 where m =M ∩ Z.
Proof. Since R/M is artinian, then for all c ∈ C(M), c+M is a unit in R/M by Lemma
1.2.16. Thus X is R/M -torsion-free and hence X ⊗Rm 6= 0.
Corollary 1.3.8. Let R be a ring satisfying hypothesis (H). Let M be a maximal ideal of
R and m =M ∩ Z. Then
jrR(R/M) = j
r
Rm(Rm/Mm) and j
l
R(R/M) = j
l
Rm(Rm/Mm).
Proof. By [19, Proposition 1.6] we get
ExtiR(R/M,R)⊗R Rm ∼= ExtiRm(Rm/Mm, Rm).
Hence jrR(R/M) ≤ jrRm(Rm/Mm). But Extj(R/M)(R/M,R) is a non-zero right R/M -
module so Lemma 1.3.7 shows that Extj(R/M)R (R/M,R) ⊗R Rm 6= 0. Thus jrR(R/M) =
jrRm(Rm/Mm). Similarly, considering R/M as a left module gives the second statement.
In Theorem 1.1.11 we saw that finitely generated modules over equidimensional com-
mutative Cohen-Macaulay rings satisfy the following equation:
Krull dim(R) = Krull dim(X) + j(X). (1.4)
We now consider this as an additional hypothesis on noncommutative rings satisfying (H).
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Lemma 1.3.9. Let R be a ring satisfying hypothesis (H) and such that (1.4) holds for
all finitely generated right R-modules. Let P be any prime ideal of R. Then the R-R/P -
bimodule Extj(R/P )(R/PR, RR) is not torsion as a right R/P -module.
Before proving Lemma 1.3.9 we give the following well known lemma used in the proof.
Lemma 1.3.10. Let R,S be rings such that R is prime noetherian. Let STR be an S-R-
bimodule which is finitely generated as a left S-module and torsion as a right R-module.
Then there exists a regular element c of R such that Tc = 0.
Proof. Let T =
m∑
i=1
Sti where tici = 0 for some ci ∈ CR(0). By Goldie’s Theorem CR(0) is
an Ore set in R, so there exist y1 ∈ C(0) and r2 ∈ R such that c1y1 = c2r2. Then taking
d1 = c1y1 gives t1d1 = 0 = t2d1 = 0 and d1 ∈ CR(0). In the same way we find d2 ∈ CR(0)
such that t1d2 = t2d2 = t3d2 = 0. Iterating the process gives c = dm−1 as required.
We now give the proof of Lemma 1.3.9.
Proof. If P is maximal then we can use Corollary 1.3.7. Thus we can assume that P is
not maximal.
Let x be any element in Z\Z ∩ P whose image is not a unit in R/P . Consider the
following short exact sequence:
0→ R/P ×x // R/P → R/I → 0,
where I := xR+ P .
Let i := j(R/P ). Since P ( I we have Krull dim(R/I) < Krull dim(R/P ) by [31, Ex
15F] so by (1.4), j(R/I) > j(R/P ) = i. Thus, from the long exact sequence we have
0 = Exti(R/I,R)→ Exti(R/P,R) x∗ // Exti(R/P,R) , (1.5)
where by [10, Lemma 2.1(ii)] x∗ is multiplication by x. Clearly, the map x∗ is an injection.
Let E := Exti(R/P,R). Then by [10, Lemma 2.1(i)] E is finitely generated as a left
and right R-module. We assume for a contradiction that E is right R/P -torsion. Then E
is Z/P ∩ Z-torsion so by Lemma 1.3.10 we have some 0 6= x ∈ CZ(P ) such that Ex = 0.
Hence P ∩ Z ( AnnZ(E) which is a two sided ideal of Z. Now x ∈ AnnR(E) cannot be a
unit in R and thus the map x∗ : E → E is injective by (1.5). But this is a contradiction
since Ex = 0. So Exti(R/P,R) cannot be R/P -torsion.
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Lemma 1.3.11. Let R be a noetherian ring which is a finite module over a central subring
C, such that all finitely generated R-modules satisfy (1.4). Then for a prime ideal P with
p = P ∩ C we have
jrR(R/P ) = j
r
Rp(Rp/Pp) and j
l
R(R/P ) = j
l
Rp(Rp/Pp).
Proof. Apply [19, Prop 1.6] to get
ExtiR(R/P,R)⊗R Rp ∼= ExtiRp(Rp/Pp, Rp).
Hence jrR(R/P ) ≤ jrRp(Rp/Pp). Now by Lemma 1.3.9 we know that Extj(R/P )(R/P,R) is
not torsion as a right R/P -module giving Extj(R/P )R (R/P,R)⊗RRp 6= 0. Hence jrR(R/P ) =
jrRp(Rp/Pp). The second statement follows from considering R/P as a left module.
Lemma 1.3.12. Let R be a noetherian ring which is a finite module over a central subring
C. If Rm is grade-symmetric for all maximal ideals m of C then R is grade-symmetric
Proof. Suppose that Rm is grade-symmetric for all maximal ideals m of C. Let X be
a finitely generated central R-R-bimodule. Then by Lemma 1.2.11 there exists some
maximal ideal M ∈ Supp(X) such that Xm 6= 0, for m = M ∩ C. By hypothesis,
jlRm(Xm) = j
r
Rm
(Xm). Thus
jlR(X) = j
l
Rm(Xm) = j
r
Rm(Xm) = j
r
R(X).
We are as yet unsure as to whether or not the converse holds in general.
Lemma 1.3.13. Let R satisfy hypothesis (H) and P be a prime ideal of R that is not
maximal. Let 0 6= x ∈ Z\(P ∩ Z) which is not a unit modulo P and consider the short
exact sequence
0→ R/P x× // R/P → R/I → 0
where I = xR+ P . Then
(i) Extj(R/I)−1(R/P,R) 6= 0.
(ii) if x is in the Jacobson radical of R then j(R/P ) = j(R/I)− 1.
Proof. (i) Let j(R/I) = t, so that we want to show that Extt−1(R/P,R) 6= 0. We obtain
the long exact sequence
· · · → Exti(R/P,R) x× // Exti(R/P,R) → Exti+1(R/I,R)→ Exti+1(R/P,R)→ · · · .
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Consider Extt−1(R/P,R). Suppose for a contradiction that this is zero and consider the
following part of the long exact sequence:
0 = Extt−1(R/P,R)→ Extt(R/I,R)→ Extt(R/P,R)→ Extt(R/P,R) (1.6)
where Extt(R/I,R) 6= 0 since j(R/I) = t. Then the non-zero submodule Extt(R/I,R)
embeds in Extt(R/P,R) and so is isomorphic to a submodule of Extt(R/P,R). If this
embedding was an isomorphism then the last term in (1.6) would be zero, which is impos-
sible. Thus Extt(R/I,R) ( Extt(R/P,R). Note that we can also take x2, x3 and so on
instead of x, giving the short exact sequence
0→ R/P xj× // R/P → R/Ij → 0
where Ij := P +xjR for j = 1, 2, . . .. Hence we have Extt(R/Ij , R) isomorphic to a proper
submodule of Extt(R/P,R) for all j > 0.
Now notice that j(R/Ij) = j(R/I) = t. We see this by induction on j. First of all
note that Ij/Ij+1 ∼= R/I as R-R-bimodules for all j ≥ 1. We see this by defining the
isomorphism
Θ : Ij/Ij+1 → R/I
xjr → r¯.
For j = 2 we have the short exact sequence
0→ I/I2 → R/I2 → R/I,
where I/I2 ∼= R/I, giving j(R/I2) = j(R/I). Then for higher values of j we have
0→ Ij−1/Ij → R/Ij → R/Ij−1 → 0
so assuming by induction that j(R/Ij−1) = j(R/I) we deduce that j(R/Ij) = j(R/I).
Furthermore we can take the short exact sequence
0→ R/I xj−1×// R/Ij → R/Ij−1 → 0,
for j ≥ 2, giving
Extt−1(R/I,R)→ Extt(R/Ij−1, R)→ Extt(R/Ij , R)→ Extt(R/I,R)→ · · · . (1.7)
Now j(R/I) = t so Extt−1(R/I,R) = 0 and thus Extt(R/Ij−1, R) is isomorphic to a
submodule of Extt(R/Ij , R). As before, we must have Extt(R/Ij−1, R) ( Extt(R/Ij , R)
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as otherwise (1.7) would give Extt(R/I,R) = 0. Hence we get the following ascending
chain
E1 ( E2 ( E3 ( · · · ( Exti+1(R/P,R),
where Ej ∼= Extt(R/Ij , R). But this contradicts the fact that Exti+1(R/P,R) and all its
submodules are finitely generated. Hence we must have Extt−1(R/P,R) 6= 0 as required.
(ii) Suppose now that x ∈ J(R). If we consider our long exact sequence
· · · → Exti(R/I,R)→ Exti(R/P,R)→ Exti(R/P,R)→ Exti+1(R/I,R)→ · · ·
with i < t − 1 then Exti(R/I,R) = Exti+1(R/I,R) = 0 and for Ei := Exti(R/P,R)
we get Ei = xEi. But since x ∈ J(R) Nakayama’s lemma shows that Ei = 0. Thus
j(R/P ) ≥ t− 1. Together with (i) this gives j(R/P ) = t− 1.
We finish this section with some well known theorems and corollaries on projective and
injective dimension.
Theorem 1.3.14. [35, Theorem 205] Let R be a ring and x a central element in R. Let
R∗ = R/〈x〉. Let A be an R-module and suppose x is a non-zero-divisor on both R and A.
Then
inj.dimR∗(A/xA) ≤ inj.dimR(A)− 1
except when A is R-injective (in which case A = xA).
Corollary 1.3.15. Let R = k[x1, . . . , xn] be a polynomial ring. Then inj.dim(R) = n.
Proof. First note that inj.dim(R) ≤ gl.dim(R) which equals n by Hilbert’s syzygy The-
orem [48, Corollary 9.35]. On the other hand Theorem 1.3.14 shows that inj.dim(R) ≥
inj.dim(k) + n = n.
Theorem 1.3.16. [35, Theorem C] Let R be a ring, x a central element of R which is a
non zero divisor. Let R∗ := R/〈x〉. Let A be a non-zero R∗-module with pdR∗(A) = n <
∞. Then pdR(A) = n+ 1.
Theorem 1.3.17. [35, Theorem E] Let R be a left noetherian ring, x a central element
in the Jacobson radical of R. Let R∗ := R/〈x〉 and let A be a finitely generated R-module.
Assume x is a non zero divisor on both R and A. Then
pdR∗(A/xA) = pdR(A).
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1.4 Dimension functions
Definition 1.4.1. Let R be a noetherian ring. A dimension function γ for R is a function
which assigns a value γ(X) in the set of all ordinals including 0 together with ±∞ to each
finitely generated module X satisfying the following properties:
(i) γ(0) = −∞;
(ii) If 0 → X ′ → X → X ′′ → 0 is exact then γ(X) ≥ sup{γ(X ′), γ(X ′′)} with equality if
the sequence is split;
(iii) If XP=0 for some prime P of R and X is a torsion R/P -module then γ(X) + 1 ≤
γ(R/P ).
The dimension function is exact if equality always holds in condition (ii).
Well known examples of dimension functions are Krull dimension and Gelfand-Kirillov
dimension. The latter is often abbreviated to GK-dimension. We noted at the start
of section 1.2 that given our hypothesis (H), we can take the Krull dimension of a
ring to be the maximal length of a chain of prime ideals of R and Krull dim(X) =
Krull dim(R/AnnR(X)) for a finitely generated R-module X. That Krull dimension is
an exact dimension function is observed in [41, 6.8.5].
We refer the reader to [41, Chapter 8] for the definition of Gelfand-Kirillov dimension,
which is defined for finite dimensional algebras over a field. For affine algebras satisfying
(H), Gelfand-Kirillov dimension is equivalent to Krull dimension as noted in [13, I.15.4].
Definition 1.4.2. A dimension function is symmetric if γ(RX) = γ(XR) for all R-
bimodules X.
We now focus on the dimension function Krull dimension.
Proposition 1.4.3. [41, Corollary 6.4.13] For an FBN ring, R, Krull dimension is a
symmetric dimension function. That is, for a bimodule X we have
Krull dim(RX) = Krull dim(XR).
Lemma 1.4.4. [31, Proposition 15.4] Let R be a noetherian ring and X a finitely gen-
erated R-module. Then Krull dim(X) ≤ Krull dim(R).
The following two lemmas are proved for lack of a suitable reference.
Lemma 1.4.5. Let R be a noetherian ring and A ⊆ B ⊆ C finitely generated R-modules.
Then Krull dim(C/B) ≤ Krull dim(C/A).
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Proof. We consider the submodule B/A of C/A and apply [41, Lemma 6.2.4] to get that
Krull dim(C/A) = sup{Krull dim(B/A),Krull dim(C/B)}.
Lemma 1.4.6. Let R be a noetherian ring, X a finitely generated R-module and A,B
submodules of X. Then
Krull dim(X/A ∩B) = max{Krull dim(X/A),Krull dim(X,B)}.
Proof. From the short exact sequence
0→ A/A ∩B → X/A ∩B → X/A→ 0,
[41, Lemma 6.2.4] shows that Krull dim(X/A∩B) = max{Krull dim(A/A∩B),Krull dim(X/A)}.
Similarly we can show that Krull dim(X/A∩B) = max{Krull dim(B/A∩B),Krull dim(X/B)}.
But A/A ∩ B ∼= A + B/B ⊂ X/B so that Krull dim(A/A ∩ B) ≤ Krull dim(X/B)
and similarly Krull dim(B/A ∩ B) ≤ Krull dim(X/A). Thus Krull dim(X/A ∩ B) =
max{Krull dim(X/A),Krull dim(X,B)}.
Definition 1.4.7. Let R be a ring with a dimension function γ. Then an R-module X is
d-pure if every non-zero submodule Y of X has γ(Y ) = d.
Lemma 1.4.8. Let R be a noetherian ring, γ(−) an exact dimension function and X a
finitely generated right R-module with γ(X) = d. Let
T :=
∑
{A : A ⊆ X, γ(A) < γ(X)}.
Then X/T is d-pure.
Proof. First γ(T ) < γ(X) by condition (ii) of Definition 1.4.1. Then γ(X/T ) = d by (ii)
again. Let Y/T be a non-zero submodule of X/T . Then if γ(Y/T ) < d, we must have
γ(Y ) < d. But this is impossible since T ( Y but T is the largest submodule of X with γ
less than d. Hence γ(Y/T ) = d and X/T is d-pure.
We have been unable to find a reference for the following result, so a proof is given
below.
Proposition 1.4.9. Let R satisfy hypothesis (H) and X be a finitely generated d-pure
right R-module with respect to Krull dimension. Then there exists a finite chain
0 = X0 ⊂ X1 ⊂ · · · ⊂ Xt = X (1.8)
such that for all 1 ≤ l ≤ t:
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• Annr(Xl/Xl−1) =: Pl a prime ideal of R, and Ann(Y ) = Pl for all 0 6= Y ⊆ Xl/Xl−1.
• Krull dim(R/Pl) = Krull dim(Xl/Xl−1) = d
Proof. We suppose by Noetherian induction that the result holds for all proper d-pure
factors of X. Let I be maximal among the annihilators of non-zero submodules of X. Let
I = AnnR(Y ), for 0 6= Y ⊆ X. Then we can show that I is a prime ideal of R.
Let 0 6= A = {x ∈ X : xI = 0}. By definition of A, we have I ⊆ AnnR(A) so
the maximality of I gives I = AnnR(A). Then since X is d-pure, we see that d =
Krull dim(A) = Krull dim(R/AnnR(A)). Thus we have the submodule A of X with
• Krull dim(A) = d, AnnR(A) = I with Krull dim(R/I) = d.
• If 0 6= B ⊆ A then I = AnnR(B).
We now show that it is enough to show that X/A is d-pure. So if this is the case then, by
our induction hypothesis, we have a series like (1.8):
0 = A/A ⊆ X1/A ⊆ · · · ⊆ Xt/A = X/A,
where each Xl/A/Xl−1/A ∼= Xl/Xl−1 has the required properties. This gives the series
0 ⊆ A ⊆ X1 ⊆ · · · ⊆ Xl = X
which we require.
It remains to show that X/A is d-pure. So suppose that there exists some A ( Aˆ ⊆ X
with Krull dim(Aˆ/A) = d′ < d. Then Aˆ =
m∑
i=1
bjR for some bj ∈ Aˆ. Let Lj := {r ∈ R :
bjr ∈ A}. Then R/Lj ∼= bjR+A/A so that Krull dim(R/Lj) = Krull dim(bjR+A/A) ≤
d′ < d. Let L :=
m⋂
i=1
Lj . Then Krull dim(R/L) ≤ d′ < d by Lemma 1.4.6. Now,
Aˆ(L ∩ Z) ⊆ A giving AˆI(L ∩ Z) = Aˆ(L ∩ Z)I ⊆ AI = 0. Thus AˆI is a Z/L ∩ Z-module
and
Krull dim(AˆI) ≤ Krull dim(Z/L ∩ Z) = Krull dim(R/L) < d.
Note that Krull dim(Z/L ∩ Z) = Krull dim(R/L) by Proposition 1.2.2 since R/L is a
finitely generated Z/(L ∩ Z)-module. Now AˆI ⊆ X has Krull dimension less than d, so
it must be zero as X is d-pure. Then Aˆ ⊆ AnnX(I) = A, so that Aˆ = A, giving the
contradiction we require.
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For the following two lemmas we briefly consider uniform dimension and Goldie rings.
By [31, Corollary 5.18], for any noetherian module S, the injective hull E(X) is a finite
direct sum of t indecomposable submodules, where t is the uniform dimension of X.
We refer the reader to [31, Chapter 5] for further details. A ring R is right Goldie if
RR has finite uniform dimension and R satisfies the ascending chain condition on right
annihilators. In particular, it is clear from the definition that a noetherian ring is right
Goldie.
Lemma 1.4.10. [31, Ex 7K] Let R be a prime right Goldie ring with uniform dimension
t. If X is a finitely generated torsion-free right R-module then Xt is isomorphic to an
essential submodule of a finitely generated free module F .
Lemma 1.4.11. [31, Cor 7.26] Let R a prime right Goldie ring with uniform dimension
t. If X is a finitely generated torsion-free right R-module then Xt has an essential finitely
generated free submodule.
We again return to equation (1.4), stated just before Lemma 1.3.9, where X denotes
a finitely generated right R-module:
Krull dim(R) = Krull dim(X) + j(X).
Lemma 1.4.12. Suppose the ring R satisfies hypothesis (H). Let X be a module with Krull
dimension d. If (1.4) holds for all finitely generated modules Y with Krull dim(Y ) < d
and also for all R/P , P prime, such that Krull dimR/P = d then (1.4) holds for X.
Proof. We first show that it will be enough to prove that (1.4) holds for all d-pure modules.
By Lemma 1.4.8 X/T is d-pure where
T :=
∑
{A : A ⊆ X,Krull dim(A) < Krull dim(X)}.
We then have the short exact sequence
0→ T → X → X → 0,
where X = X/T is d-pure. Suppose (1.4) holds for X, that is
j(X) = i := n− d (1.9)
for n = Krull dim(R). The short exact sequence above gives the following long exact
sequence:
· · · → Extj−1(T,R)→ Extj(X,R)→ Extj(X,R)→ Extj(T,R)→ · · · .
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We now show that j(X) = i. We have j(X) ≥ i since, for all j < i we have the following
part of the long exact sequence,
0 = Extj(X,R)→ Extj(X,R)→ Extj(T,R) = 0,
where the first equality holds by (1.9) and the second holds since Krull dim(T ) < d and
(1.4) applied to T gives j(T ) > n− d = i > j. Then for j = i we have
· · ·Exti−1(T,R)→ Exti(X,R)→ Exti(X,R) · · ·
where Exti−1(T,R) = 0 since j(T ) > n − d = i. Then since Exti(X,R) 6= 0 we get
Exti(X,R) 6= 0, and hence j(X) = i. Thus (1.4) holds for X if it holds for all d-pure
modules.
To prove (1.4) for every d-pure module, we first show that it holds for the steps in
the chain in Proposition 1.4.9. So consider a finitely generated R-module X with Krull
dimension d and Ann(X) = P , a prime ideal of R, such that for all non-zero Y ⊆ X we
have Krull dim(Y ) = d, Ann(Y ) = P and Krull dim(R/P ) = d.
Now let R = R/P . Then X is a torsion-free right R-module since if we have 0 6= x ∈ X
such that xc = 0 for some c ∈ C(P ) then Krull dim(R/(cR+ P )) < Krull dim(R/P ) = d
by [41, Lemma 6.3.9]. Now xR ∼= R/AnnR(x) as right modules so that Krull dim(xR) =
Krull dim(R/AnnR(x)) and since cR + P ⊆ AnnR(x) we see from Lemma 1.4.5 that
Krull dim(R/AnnR(x)) ≤ Krull dim(R/cR+P ). Thus Krull dim(xR) ≤ Krull dim(R/cR+
P ) < d = Krull dim(X) which is a contradiction since X is d-pure.
By Lemma 1.4.10 we have a finitely generated free R-module F with an essential
submodule isomorphic to Xt, where t is the uniform dimension of R/P . Hence we have
the short exact sequence
0→ Xt → F → T → 0
where T is finitely generated and a torsion R-module.
Since T =
∑
i
tiR is torsion there exist ci ∈ C(P ) such that tici ∈ P . Thus ciR+ P ⊆
Ann(ti) and so Krull dim(tiR) ≤ Krull dim(R/ciR + P ) < Krull dim(R/P ). Hence
Krull dim(T ) < Krull dim(R/P ) = d, and since (1.4) holds for T by our induction hy-
pothesis, j(T ) > n − d. Also since (1.4) holds for X ∼= R/P by hypothesis for the right
R-module R/P we see from Proposition 1.3.4 that j(F ) = n− d.
Now consider the long exact sequence
· · · → Extj(T,R)→ Extj(F,R)→ Extj(Xt, R)→ Extj+1(T,R)→ · · · .
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If j < n − d then Extj(F,R) = 0 = Extj+1(T,R), so that Extj(Xt, R) = 0 and hence
j(Xt) ≥ n − d. And if j = n − d then Extj(T,R) = 0 and Extj(F,R) 6= 0 so that
Extj(Xt, R) 6= 0. Hence j(Xt) = n−d so by Proposition 1.3.4 again we have j(X) = n−d.
Hence (1.4) holds for each step in the chain.
Now use induction to show that (1.4) holds for an arbitrary d-pure module C. We
have the chain
0 = X0 ⊂ X1 ⊂ · · · ⊂ Xt = X
and know that (1.4) holds for each factor Xl/Xl−1, 1 ≤ l ≤ t, so j(Xl/Xl−1) = n− d. We
want to show that j(X) = n− d. We have
0→ X1 → X2 → X2/X1 → 0
with j(X1) = j(X2/X1) = n − d so Proposition 1.3.4 shows that j(X2) = n − d. By
induction we can then show in the same way that j(X) = n− d as required.
Proposition 1.4.13. Suppose the ring R satisfies hypothesis (H). To prove equation (1.4)
for all finitely generated R-modules X it is enough to prove it for all modules of the form
R/P where P is a prime ideal of R.
Proof. Suppose that (1.4) is known for all modules of the form R/P where P is a prime
ideal of R. We want to show (1.4) for all finitely generated (left) R-modules X and do
this by induction on the Krull dimension d of X.
d = 0: If d = 0 thenX has finite length, so we want to show that j(X) = Krull dim(R) =
n for all finite length modules X. To do this induct on the composition length c of X. For
the case c = 1, we just need to show that (1.4) holds for simple modules, but this is true
because, by Proposition 1.2.12, a simple module is a direct summand of R/M for some
maximal ideal M and we know that (1.4) holds for R/M . Let
0 = X0 ⊆ X1 ⊆ · · · ⊆ Xc = X.
Then we can obtain the short exact sequence
0→ A→ X → B → 0
where A,B have composition series of shorter length than c (i.e take A = X1, B = X/X1).
Then from the long exact sequence
· · · → Exti(B,R)→ Exti(X,R)→ Exti(A,R)→ · · · ,
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i < n gives Exti(B,R) = 0 and Exti(A,R) = 0, so Exti(X,R) = 0 and i = n gives a
monomorphism from 0 6= Exti(B,R) ↪→ Exti(X,R). Hence j(X) = n.
The induction step is Lemma 1.4.12.
1.5 Polynomial identity rings
Here we introduce polynomial identity rings, trace rings and Azumaya algebras.
Definition 1.5.1. A ring R is a polynomial identity ring or a PI ring if R satisfies a
monic polynomial f ∈ Z〈x1, . . . , xm〉. That is, f(r1, . . . , rm) = 0 for all r1, . . . , rm ∈ R.
The minimal degree of R is the least degree of a monic polynomial identity of R.
We note that if R is a finite module over its centre then [41, Corollary 13.1.13] shows
that R is a PI ring.
Let R be a prime ring which is a finite module over its centre Z. Let Q := Q(R) be
the quotient ring of R, which by Proposition 1.2.17 is R[Z\0]−1 = RQ(Z). By Posner’s
Theorem, Q is a central simple algebra over its centre, K and Lemma 1.2.18 shows that
K = Q(Z).
Definition 1.5.2. We define the PI degree of R to be m, where dimK(Q) = m2.
Each element r ∈ R acts by left multiplication on Q giving a linear transformation
λ(r) of Q over K. This transformation has a characteristic polynomial, say χr(X) with
coefficients in K. Then
χr(X) = Xm − Tr(r)Xm−1 + · · ·+ (−1)mN(r),
where Tr(r) is the trace map and N(r) is the norm map of r. See [47, Chapter 9] for more
details on this.
For a central simple algebra A with centre K we also have a reduced trace map, which
we now define. As in [47, Chapter 9] we see that there exists an extension field E of K
with an isomorphism
h : E ⊗K A ∼=Mn(E)
where n2 := dimK A. Then for a ∈ A the reduced characteristic polynomial of a is the
characteristic polynomial of h(1⊗ a). By [47, Theorem 9.3] the characteristic polynomial
is independent of the choice of the splitting field E.
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Definition 1.5.3. For a central simple algebra A we define the reduced trace map tr :
A→ K to be the trace of the reduced characteristic polynomial. That Im(tr) is indeed K
is shown by [47, Theorem 9.3].
Note that if R is prime, we can take A to be the central simple algebra Q(R) and an
element of R can be considered as an element of Q(R). This gives the map tr : R → K.
By [47, 9.8] tr is a Z(Q)-module homomorphism and hence a Z-module homomorphism
and by [47, 9.7] we have Tr(r) = m. tr(r) for r ∈ R.
Definition 1.5.4. Let R be a prime PI ring with centre Z. Let T be the subring of Z(Q)
generated over Z by all the coefficients of χr(X), letting r vary throughout R. Then the
trace ring, T (R) := TR. Thus
R ⊆ T (R) ⊆ Q(R).
Proposition 1.5.5. Let R be a prime noetherian ring which is a finite module over its
centre Z. Suppose that the PI degree of R is invertible in R and that T (R) = R. Then,
(i) the image of the reduced trace map on R is Z.
(ii) Z is a direct summand of R as a Z-module.
Proof. (i) The trace ring is generated by all the coefficients of the charactaristic poly-
nomials of λ(r) where r ∈ R. But Tr(r) = m. tr(r) is the coefficient of Xm−1 so that
(since m is a unit in R) for all r ∈ R we can see that tr(r) is in the trace ring, that is,
tr(r) ∈ R by hypothesis. Thus Im(tr) ⊆ Z(Q) ∩R = Z. On the other hand, we note that
m = Tr(1) = m tr(1) so that 1 = tr(1) ∈ Im(tr). Then since tr is a Z-module homomor-
phism we have Im(tr) = Z.
(ii) By (i) we have the following short exact sequence of Z-modules,
0→ ker tr→ R→ Z → 0
which splits since Z is a projective Z-module. Thus R = Z ⊕ ker tr.
Proposition 1.5.6. Let R be a prime noetherian ring which is a finite module over its
centre Z. If Z is integrally closed then T (R) = R.
Proof. By [41, Proposition 13.9.11(i)], TR is a finitely generated R-module and hence a
finitely generated Z-module. Thus T is a finitely generated Z-module, so that T =
∑
tiZ
for some ti ∈ T ⊆ Q(Z). Let ti = zic−1i for some zi, ci ∈ Z. Then there exists some
c ∈ Z such that ti = z′ic−1 for some z′i ∈ Z. Then T ∼= Tc ⊆ Z so that T is integral over
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Z. Since Z is integrally closed, T must be contained in Z. Then T (R) = TR ⊆ R, so
T (R) = R.
We now come to Azumaya algebras and we refer the reader to [13, III.1] for further
details and proofs.
Definition 1.5.7. A ring R is an Azumaya algebra over its centre Z if
(i) R is a finitely generated projective Z-module; and
(ii) The ring homomorphism
Θ : R⊗Z Rop → EndZ(R)
a⊗ b 7→ (x 7→ axb)
is an isomorphism.
Example 1.5.8. If Z is a commutative ring and n ≥ 1 thenMn(Z) ia an Azumaya algebra
over Z.
Definition 1.5.9. A prime ideal of a PI ring R is regular if the PI degree of R/P equals
the PI degree of R.
Theorem 1.5.10. Let R be a prime affine algebra over a field k and a finite module over
a central subalgebra Z. The following are equivalent:
(i) R is an Azumaya algebra of rank m2 over Z;
(ii) R is a PI ring of PI degree m whose prime ideals are all regular;
(iii) R is a PI ring of PI degree m whose maximal ideals are all regular;
(iv) R is a PI ring of PI degree m whose simple modules all have k-dimension m.
Proposition 1.5.11. R is Azumaya over Z if and only if Rm is Azumaya over Zm for all
maximal ideals m of Z.
We now note a connection between the Azumaya property and trace rings.
Proposition 1.5.12. Suppose that Rq is Azumaya for all height one primes of Z(R) and
R = ∩{Rq : q a height 1 prime of Z(R)}. Then T (R) = R.
Proof. We know from [41, Proposition 13.9.8(ii)] that T (Rq) = Rq, so that
T (R) ⊆ ∩qT (Rq) = ∩qRq = R.
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1.6 Invertible modules
We now consider invertible modules and give some basic results which we will use in later
chapters.
Definition 1.6.1. Let R,S be rings. A bimodule RIS is invertible if there exists a bimod-
ule SJR and a Morita context giving a Morita equivalence of R and S. In other words,
there exist bimodule isomorphisms
I ⊗S J ∼= R and J ⊗R I ∼= S
making the following diagrams commute:
I ⊗S J ⊗R I //

R⊗R I

I ⊗S S // I
and J ⊗R I ⊗S J //

S ⊗S J

J ⊗R R // J
.
We call J the inverse of I and denote it I−1.
It is in fact enough to have
I ⊗S J ∼= R and J ⊗R I ∼= S,
respectively as R-R- and S-S-bimodules. To see this, we use the following proposition,
which is [27, Proposition 12.13].
Proposition 1.6.2. The following are equivalent for an R-S-bimodule I and an S-R-
bimodule J :
(a) The functor −⊗R I : mod-R→ mod-S is an equivalence;
(b) I ⊗S J ∼= R and J ⊗R I ∼= S;
(c) The functor I ⊗S − : S-mod → R-mod is an equivalence.
Then by [27, Theorem 12.12] we can always choose isomorphisms making the above
diagrams commute.
Also, [47, Theorem 16.14] shows that I−1 = J ∼= HomR(RI,RR) ∼= HomS(IS , SS) and
J−1 = I ∼= HomR(JR, RR) ∼= HomS(SJ,S S).
Definition 1.6.3. We say that an R-module X is a generator if there exists some l ∈ N
such that X l  R. Also, X is a progenerator if it is projective and a generator.
To show modules are invertible we will sometimes use the following theorem:
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Theorem 1.6.4. Let R be any ring and I a finitely generated central R-bimodule. Then
RIR is invertible ⇔ IR is a progenerator and EndR(IR) ∼= R
⇔ RI is a progenerator and EndR(RI) ∼= R,
where the isomorphism is a ring isomorphism.
We prove this theorem using the following two results:
Theorem 1.6.5. [47, Corollary 16.9]. Let I be a nonzero right R-module and let S =
EndR(I). Let
µ : I ⊗R HomR(I,R) → S
a⊗ f 7→ (a′ 7→ a.f(a′))
and
τ : HomR(I,R)⊗S I → R
f ⊗ a 7→ f(a).
Then IR is a progenerator if and only if both µ and τ are isomorphisms. If IR is a
progenerator then the Morita context derived from I gives a Morita equivalence between
the rings R and S.
Theorem 1.6.6. [47, Theorem 16.14] Let the rings R and S be Morita equivalent relative
to a Morita context SIR, RJS. Then
(i) I is a progenerator in the categories of left S-modules and right R-modules and J is a
progenerator in the categories of left R-modules and right S-modules.
(ii) There are bimodule isomorphisms
J ∼= HomR(I,R) ∼= HomS(I, S)
I ∼= HomS(J, S) ∼= HomR(J,R).
(iii) There are ring isomorphisms
S ∼= EndR(I) ∼= EndR(J)
R ∼= EndS(I) ∼= EndS(J).
We can now prove Theorem 1.6.4.
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Proof. We prove that RIR is invertible if and only if IR is a progenerator and EndR(IR) ∼=
R, as the other equivalence is similar.
⇒: Suppose RIR is invertible. Then there exists a bimodule RJR ∼= HomR(I,R) and a
morita context such that the maps I ⊗R J → R and J ⊗R I → R are isomorphisms. Thus
Theorem 1.6.6(iii) gives
R ∼= EndR(I)
and IR is a progenerator by Theorem 1.6.6(i).
⇐: Suppose that IR is a progenerator and EndR(IR) ∼= R. Then by Theorem 1.6.5
I ⊗HomR(I,R) ∼= EndR(I) ∼= R
and
HomR(I,R)⊗ I ∼= R,
so taking J = HomR(I,R) we get the invertibility of RIR.
Definition 1.6.7. We define the Picard group, Pic(R) to be the group of isomorphism
classes of invertible R-R-bimodules, with operation [I][J ] = [I ⊗R J ].
We are interested in invertible central R-R-bimodules. That is, for all a ∈ I and all
z ∈ Z = Z(R) we have a.z = z.a. The subgroup of Pic(R), consisting of central invertible
bimodules is called Picent(R). We now assume hypothesis (H).
Proposition 1.6.8. Let R be a ring which is a finite module over a central subring C. Let
I be an invertible central R-R-bimodule. Then Im is an invertible central Rm-Rm-bimodule
for any maximal ideal m of C.
Proof. Since I is invertible we have I⊗RJ ∼= R for some R-R-bimodule J . Then we tensor
with Rm to get
Rm ∼= Rm ⊗R I ⊗R J ∼= I ⊗R Rm ⊗R J ∼= (I ⊗Rm)⊗Rm (Rm ⊗ J).
Similarly we can show that Rm ∼= (J ⊗Rm)⊗Rm (Rm⊗ I), and thus Proposition 1.6.2 and
the remark following it apply.
Now we assume that R is prime and show that if an invertible central R-R-bimodule
I embeds into the quotient ring then it can be considered as an ideal of R.
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Lemma 1.6.9. Let R be a prime noetherian ring which is a finite module over a central
subring C. Let I be an invertible R-submodule of Q := Q(R). Then I is isomorphic to an
ideal of R.
Proof. Since I is finitely generated there exist q1, . . . , qn ∈ I ⊆ Q such that
I =
n∑
i=1
Cqi.
There exists c ∈ C and bi ∈ R such that qi = bjc−1 for all 1 ≤ i ≤ n. So
I ∼= Ic =
n∑
i=1
Cbi ⊆ R,
the isomorphism being a bimodule isomorphism since c is central. Thus I is isomorphic
to an ideal of R.
Lemma 1.6.10. Let R be a prime noetherian ring and I an ideal of R such that I =
aR = Rb for some a, b ∈ R. Then I = Ra = aR.
Proof. This follows from the proof of [41, Lemma 5.2.8].
1.7 Frobenius and Symmetric algebras
Frobenius and Symmetric algebras have been studied since the early 1900s. Here we
introduce these finite dimensional algebras and give some basic examples and properties,
referring the reader to [57] for further details. We start with some preliminary definitions.
Let A be an artinian ring. Then we can decompose A as
A = A1 ⊕ · · · ⊕At,
where each Ai is an indecomposable artinian ring. Then taking fi to be the identity of
Ai we have 1A = fi + · · · + ft, where the fi are central pairwise orthogonal primitive
idempotents. That is, fifj = 0 for i 6= j, and each fi cannot be written as the sum
of two non-zero orthogonal central idempotents. We say that fi and fj are isomorphic
if Afi ∼= Afj . We can then choose representatives for the isomorphism classes to get
non-isomorphic idempotents, which we denote by, e1, . . . , en for some n ≤ t.
Definition 1.7.1. Let A be a finite dimensional k-algebra. A bilinear form β : A×A→ k
is non-degenerate if for all x ∈ A there exists some y ∈ A such that β(x, y) 6= 0. The
bilinear form is associative if β(xy, z) = β(x, yz) for all x, y, z ∈ A and is symmetric if
β(x, y) = β(y, x) for all x, y ∈ A.
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Let A be a finite dimensional k algebra. Let e :=
n∑
i=1
ei be the sum of the non-
isomorphic orthogonal primitive idempotents in A. Then we give the following conditions
on our algebra A.
Definition 1.7.2. A is quasi-Frobenius if the following equivalent conditions hold:
(i) A is injective as a left or right A-module;
(ii) Ae ∼= Homk(eA, k) as left A-modules or eA ∼= Homk(Ae, k) as right A-modules;
(iii) There’s a permutation pi on {1, . . . , n} such that soc(Aei) ∼= top(Aepi(i));
(iv) There’s a permutation pi on {1, . . . , n} such that soc(eiA) ∼= top(epi(i)A);
(v) There’s a permutation pi on {1, . . . , n} such that AAei ∼= AHom(epi(i)A, k);
(vi) There’s a permutation pi on {1, . . . , n} such that eiAA ∼= Hom(Aepi(i), k)A.
Definition 1.7.3. A is Frobenius if the following equivalent conditions hold:
(i) A ∼= Homk(A, k) as left or right A-modules;
(ii) Homk(A, k) is cyclic as a left or right A-module;
(iii) A has a non-degenerate associative bilinear form.
Definition 1.7.4. A is symmetric if the following equivalent conditions hold;
(i) A ∼= Homk(A, k) as an A-bimodule;
(ii) A has a symmetric non-degenerate associative bilinear form.
We refer to [57] for why these conditions are equivalent. An important example is the
group algebra of a finite group.
Example 1.7.5. Let k be a field and G a finite group. Then the group algebra kG is a
symmetric Frobenius algebra.
Proof. We have the linear functional λ : kG → k where λ(
∑
g∈G
αgg) = α1. This gives the
non-degenerate bilinear form β where
β(x, y) = λ(xy)
for all x, y ∈ kG. We also note that β is symmetric. To see this, let x =
∑
g∈G
αgg and
y =
∑
h∈G
βhh. Then λ(xy) = αgβg−1 = λ(yx).
It is clear from the definitions that
{quasi-Frobenius algebras} ⊆ {Frobenius algebras} ⊆ {symmetric algebras}.
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However, these inequalities are strict. In chapter 4 we will see an example which is quasi-
Frobenius but not Frobenius (Example 5.2.8). To see that Frobenius algebras may not be
symmetric, consider the following example.
Example 1.7.6. Let k be a field, and 0 6= α ∈ k. Then let A = k〈x, y〉/〈x2, y2, yx−αxy〉.
Then A is Frobenius; it is symmetric if and only if α = 1.
Proof. The set {1, x, y, xy} is a k-basis for A and we define λ : A → k to be the linear
map sending an element of A to the coefficient of xy. Then we define the bilinear form to
be β(a, b) = λ(ab) for all a, b ∈ A. To show that β is non-degenerate it is enough to show
that for all a in the basis, we have some b ∈ A such that λ(ab) 6= 0. But for a = 1, x, y, xy
we can take b = xy, y, x, 1 respectively. Also, β is clearly associative so A is Frobenius.
However, if α 6= 1 then β is not symmetric, since
β(x, y) = λ(xy) = 1 6= α = λ(yx) = β(y, x).
If A is a Frobenius algebra then A has a Frobenius form β. From condition (i) of
the definition we see that A ∼= Homk(A, k) as left modules and as right modules. The
isomorphisms are given by
x 7→ β(−, x) and x 7→ β(x,−).
Thus, β(−, x) = β(xˆ,−) for some unique xˆ ∈ A. We can then define ν : A → A by
ν(x) = xˆ. To see that this is an algebra homomorphism, let x, y ∈ A. Then for any a ∈ A,
β(ν(xy), a) = β(a, xy) = β(ax, y) = β(ν(y), ax),
while
β(ν(x)ν(y), a) = β(ν(x), ν(y)a) = β(ν(y)a, x) = β(ν(y), ax).
Thus β(ν(xy),−) = β(ν(x)ν(y),−) so that ν(xy) = ν(x)ν(y).
Definition 1.7.7. The automorphism ν is called the Nakayama automorphism of A.
Note that the Nakayama automorphism is uniquely determined up to inner automor-
phism as shown by [57, Theorem 2.1.2]. We now explain some notation used in the
following well-known result. Let X be a right R-module and let µ be an automorphism of
X. Then we denote by Xµ the right R-module X with action x.r = xµ(r), for all x ∈ X
and r ∈ R. We make a similar definition for a left R-module.
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Proposition 1.7.8. Let A be a Frobenius algebra with Nakayama automorphism ν. Then
Homk(A, k) ∼= νA1 as A-bimodules and A is symmetric if and only if ν is an inner auto-
morphism.
Proof. We know that A ∼= Homk(A, k) as right modules, via the map θ : x 7→ β(x,−).
We show that θ is an A-A-bimodule homomorphism from νA1 to Homk(A, k). So let
a, b, x, y ∈ A. Then
a.θ(x).b(y) = β(x,−)(bya) = β(x, bya)
and
θ(ν(a)xb)(y) = β(ν(a)xb, y) = β(ν(a), xby) = β(xby, a) = β(x, bya).
Thus aθ(x)b = θ(ν(a)xb) and θ is an A-A-bimodule homomorphism.
If A is symmetric, then it is clear that ν is inner. For the converse, suppose that A has a
non-degenerate bilinear form β with inner Nakayama automorphism ν. Then ν(x) = cxc−1
for some unit c ∈ A. We then define the bilinear form β′ with β′(x, y) = β(cx, y), which
we claim is symmetric. To show this, let x, y ∈ A. Then
β′(x, y) = β(cx, y) = β(cyc−1, cx) = β(cy, x) = β′(y, x).
Non-degeneracy and associativity follow from the non-degeneracy and associativity of β.
Proposition 1.7.9. [24, Theorem 58.14 ] Let X be a finitely generated module over a
quasi-Frobenius ring A. Then X is projective if and only if X is injective.
We now prove an easy result which we will need in chapter 5. We remind the reader of
the definition of a generator as in Definition 1.6.3. Note also the well known fact that the
functor (−)∗ := Homk(−, k) sends injectives to projectives and projectives to injectives.
Proposition 1.7.10. A finite dimensional algebra A is quasi-Frobenius if and only if
Homk(A, k) is projective if and only if Homk(A, k) is a progenerator.
Proof. First suppose that A is quasi-Frobenius. Then since A is injective Homk(A, k) = A∗
is projective. Now let
A = Ae1 ⊕ · · · ⊕Aen
where e1, . . . , en are the non-isomorphic primitive orthogonal idempotents, each occurring
in the decomposition of A with multiplicity ti. Then by condition (iv) of Definition 1.7.2
A∗ = (Ae1)∗ ⊕ · · · ⊕ (Aen)∗ ∼= epi(1)A⊕ · · · ⊕ epi(n)A.
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Then taking l = sup{ti} gives (A∗)l  A so that A∗ is a generator.
Conversely if A∗ is projective it follows that A = (A∗)∗ is injective and hence A is
quasi-Frobenius.
Let A be a finite dimensional k-algebra with e =
m∑
i=1
ei where the ei are the non-
isomprphic primitive orthogonal idempotents. Then A is basic if e = 1.
Proposition 1.7.11. A basic quasi-Frobenius algebra is Frobenius.
Proof. This follows from condition (ii) of Definition 1.7.2 since e = 1.
1.8 Some preliminary results
Here we give some preliminary results which are used in later chapters. We begin this
section with Nakayama’s lemma.
Lemma 1.8.1. [41, Lemma 0.3.10] Let R be any ring and let J(R) denote the Jacobson
radical of R. If X is a non-zero finitely generated R-module then X 6= XJ(R).
Lemma 1.8.2. [17, Prop 3.4(ii)] Let C be a central subring of a right noetherian ring R
and X a non-zero finitely generated right R-module. If S is a subring of C consisting of
zero divisors on X, then there exists a non-zero element x ∈ X such that xS = 0.
Lemma 1.8.3. Let R be noetherian and X a right R-module. If J is an ideal of R and
0 6= x ∈ X such that xJ = 0, then there exists a prime ideal Q, such that J ⊆ Q and Q is
maximal with respect to AnnX(Q) 6= 0.
Proof. The ideal Q exists since R is noetherian and the set of ideals with non-zero anni-
hilator in X is non-empty. Suppose that A,B C R, A ⊇ Q, B ⊇ Q and AB ⊆ Q. Let
AnnX(Q) = T . Suppose TA 6= 0. Then (TA)B ⊆ TQ = 0, so AnnX(B) 6= 0. But B ⊇ Q
so B = Q. On the other hand, if TA = 0 then A = Q.
The following is a noncommutative version of the principal ideal theorem, originally
proved by Krull in 1928 for the commutative case.
Theorem 1.8.4. [41, Thm 4.1.11] Let R be a right noetherian ring, a any normal element
which is not a unit and Q a prime ideal of R minimal over aR. Then Q has height at
most 1.
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Lemma 1.8.5. Let R be a ring, M , N finitely generated right R-modules with M projec-
tive and x a central non zero divisor on both M and N . Consider the map,
θ : HomR(M,N)→ HomR/Rx(M/Mx,N/Nx)
defined by θ(f)(m+Mx) = f(m) +Nx.
(i) If M and N are central R-R-bimodules then HomR(M,N) becomes an R-R-bimodule
with r.f.s(m) = r.f(sm) for r, s ∈ R,m ∈M and f ∈ HomR(M,N) and
HomR/Rx(M/Mx,N/Nx) ∼= HomR(M,N)/HomR(M,N)x
as R-R-bimodules.
(ii) If M = N then then HomR(M,M) is a ring and we have a ring isomorphism,
EndR/Rx(M/Mx) ∼= EndR(M)/ρx EndR(M),
where ρx is right multiplication by x.
Proof. (i) It is easy to see that θ(f) is well defined. Also, θ is a bimodule homomorphism
since for f :M → N , r, s ∈ R and m ∈M we have
r.θ(f).s(m+Mx) = r.θ(f)(sm+Mx) = r.f(sm)+Nx = (r.f.s)(m)+Nx = θ(r.f.s)(m+Mx).
For surjectivity, suppose that g ∈ HomR/Rx(M/Mx,N/Nx). Projectivity of M allows us
to complete the following diagram.
M
f
















piM

M/Mx
g

N
piN // N/Nx // 0,
where piM and piN are the obvious projection maps. Thus we have a right R-module
homomorphism f : M → N such that g(m +Mx) = f(m) + Nx = θ(f)(m +Mx) as
required.
Also, for g ∈ HomR(M,N) and m ∈ M , gx(m) = g(xm) = g(mx) = g(m)x ∈ Nx
since M is a central bimodule and g is a right homomorphism. Then,
HomR(M,N)x = {g.x : g ∈ HomR(M,N)}
= {f ∈ HomR(M,N) : f(m) ∈ Nx ∀ m ∈M}
= ker θ.
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So we now have HomR/Rx(M/Mx,N/Nx) ∼= HomR(M,N)/HomR(M,N)x.
(ii) Now suppose that M = N . We need to show that θ : EndR(M)→ EndR/Rx(M/Mx)
is a ring homomorphism with kernel ρx EndR(M). So let f , g ∈ EndR(M) and m ∈ M .
Then
θ(f) ◦ θ(g)(m+Mx) = θ(f)(g(m) +Mx) = f ◦ g(m) +Mx = θ(f ◦ g)(m+Mx).
Also, since x is a non zero divisor on M , ρx is central and non-zero. Thus ρx EndR(M) is
an ideal of EndR(M) and for g ∈ EndR(M) and m ∈M we have ρx◦g(m) = g(m)x ∈Mx.
Thus
ρx EndR(M) = {f ∈ EndR(M) : f(m) ∈Mx ∀ m ∈M} = ker θ.
Lemma 1.8.6. Let R be a noetherian ring which is a finite module over a central subring
C. Let X be a right R-module and M a maximal ideal in Supp(X). Then for m =M ∩C,
EndR(X)⊗C Cm ∼= EndRm(X ⊗C Cm) as rings.
Proof. The map θ : EndR(X) ⊗ Cm → EndRm(X ⊗ Cm) defined by θ(f ⊗ x)(m ⊗ a) =
f(m)⊗xa is a ring homomorphism since for f, g ∈ EndR(X), x, y ∈ Cm andm⊗a ∈ X⊗Cm
we have
θ[(f ⊗ x) ◦ (g ⊗ y)](m⊗ a) = θ[f ◦ g ⊗ xy](m⊗ a)
= f(g(m))⊗ xya
= θ(f ⊗ x)(g(m)⊗ ya)
= θ(f ⊗ x) ◦ θ(g ⊗ y)(m⊗ a).
It is easy to show that θ is an isomorphism.
Lemma 1.8.7. Let R be a noetherian ring which is a finite module over a central subring
C. Then for any maximal ideal m of C,
HomC(R,C)⊗C Cm ∼= HomCm(Rm, Cm)
as Rm-Rm-bimodules.
Proof. The map θ : HomC(R,C) ⊗ Cm → HomCm(Rm, Cm) defined by θ(f ⊗ x)(ba−1) =
f(b)xa−1 is an R-Cm-module isomorphism by [19, Proposition 1.6]. However, it is also an
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Rm-Rm-bimodule homomorphism as follows:
θ(rc−1.f ⊗ x.sd−1)(ba−1) = θ(r.f.s⊗ c−1xd−1)(ba−1)
= (r.f.s)(b)c−1xd−1a−1
= f(sbr)c−1xd−1a−1
= θ(f ⊗ x)(sd−1.ba−1.rc−1)
= rc−1θ(f ⊗ x).sd−1(ba−1).
Chapter 2
The Cohen-Macaulay property
and its generalisations
The notion of a ring being Cohen-Macaulay is well known in the commutative case as we
have discussed in section 1.1. However, in the noncommutative case, there are already a
number of possible definitions for the Cohen-Macaulay property which are not necessarily
equivalent. We concentrate on noetherian rings which are finite modules over their centres
and consider the question of how the Cohen-Macaulay property should be defined in this
case. In this Chapter we look mainly at two generalisations, centrally-Macaulay as defined
in Definition 2.1.1 and Krull-Macaulay as defined in Definition 2.2.1 and very briefly at
GK-Macaulay as defined in 2.3.1. We focus more on centrally-Macaulay in this chapter,
which is defined in terms of a central subring C. In section 2.1.1 we consider the question
of whether or not the centrally-Macaulay property depends on the choice of C. We show
by example that it does depend on C but give a number of situations where the centrally-
Macaulay property is independent of the choice of central subring, for example, when R is
equidimensional or prime. In section 2.1.2 we generalise a well known commutative result
which says that an equidimensional ring R is Cohen-Macaulay if and only if there exists
a central regular local subring C with R a free C-module. In section 2.1.3 we consider
reconstruction algebras, which were recently invented by Wemyss and Craw, and prove
that they satisfy the centrally-Macaulay property. Following on from this, we generalise
a theorem of Brown and Goodearl in [12], in order to apply the result to reconstruction
algebras. In section 2.2 we consider the Krull-Macaulay property, and prove some basic
properties of Krull-Macaulay rings as well as suggesting some interesting questions. The
39
CHAPTER 2. THE COHEN-MACAULAY PROPERTY 40
final section of this chapter briefly deals with the GK-Macaulay property.
Throughout this chapter we assume the following hypothesis on R as defined in section
1.2:
R is noetherian with Krull dim(R) = n <∞ and a finite module over its centre Z. (H)
Recall that, by Proposition 1.2.2, Z is also noetherian and Krull dim(Z) = n.
2.1 Centrally-Macaulay rings
The first generalisation we will look at is centrally-Macaulay as defined by Brown, Hajar-
navis and MacEacharn in [17]. We will look at some properties of this condition, including
the question of if and when it depends on the choice of central subring. Brown, Hajarnavis
and MacEacharn have already proved many properties of centrally-Macaulay rings.
Definition 2.1.1. A noetherian ring R which is a finite module over a central subring C
is C-Macaulay or centrally Macaulay with respect to C if R is a maximal Cohen-Macaulay
C-module, as defined in Definition 1.1.5.
We give a second characterisation of this condition which shows how it is a generali-
sation of the usual commutative definition of Cohen-Macaulay. Note that we can allow C
to be commutative but not necessarily central.
Proposition 2.1.2. Let R be a noetherian ring which is a finite (left or right) module
over a communtative subring C. Then R is a maximal Cohen-Macaulay C-module if and
only if GC(m, R) = ht(m) for all maximal ideals m of C.
Proof. Suppose R is a maximal Cohen-Macaulay (right) C module. That is, by definition,
GC(m, R) = Krull dimCm(Cm ⊗R) = Krull dimCm(Cm)
for all maximal ideals of C. Then since Krull dimCm(Cm) = ht(m) we clearly have
GC(m, R) = ht(m) for all maximal ideals m.
On the other hand let m be a maximal ideal of C and suppose that GC(m, R) = ht(m).
Then by [25, Lemma 18.1] and [15, Proposition 1.2.12] we have
GC(m, R) = GCm(mm, Cm ⊗C R) ≤ Krull dimCm(Cm ⊗C R).
Also, by [41, Corollary 6.2.18(ii)], Krull dimCm(Cm ⊗C R) ≤ Krull dimCm(Cm) and thus
GC(m, R) ≤ Krull dimCm(Cm ⊗R) ≤ Krull dim(Cm) = ht(m) = GC(m, R).
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So we must have equality throughout. Since the above applies for all maximal ideals m of
C, R is a maximal Cohen-Macaulay (right) C-module.
Remarks. (i) We note that for a maximal ideal M of R and m =M ∩ C,
GC(m, R) ≤ ht(M) ≤ ht(m) (2.1)
always holds. This follows from [17, §4.4] and Corollary 1.2.6.
(ii) For an ideal I of R, we will sometimes write G(I) for GC(I ∩ C,R).
We have the following examples of centrally Macaulay rings.
Example 2.1.3. (i) A commutative noetherian ring R is R-Macaulay if and only if it is
Cohen-Macaulay in the usual sense, as given in Definition 1.1.3.
(ii) Every finite dimensional k-algebra A, where k is a field, is k-Macaulay.
The first of these is clear from Proposition 2.1.2. For the second note that since A is
artinian, ht(M) = 0 for all maximal ideals M of A. And since M ∩ k = 0 we also have
Gk(M,A) = 0.
A nice property of C-Macaulay rings is the equality of grade and height for all prime
rings, as shown in the following theorem.
Theorem 2.1.4. [17, Corollary 4.12] Let R be a right noetherian ring which is a finite
module over a central subring C, such that R is C-Macaulay. Then for all primes P of R,
ht(P ) = ht(P ∩ C) = GC(P,R).
Another useful property is that the condition is stable under localisation at a maximal
ideal of the central subring.
Proposition 2.1.5. Let R be as above and C a central subring over which R is finitely
generated. Then R is C-Macaulay if and only if Rm is Cm-Macaulay for all maximal ideals
m of C.
Proof. This follows from Proposition 2.1.2 since ht(m) = ht(mm) by [31, Theorm 10.20]
and GC(m, R) = GCm(mm, Rm) by [25, Lemma 18.1].
In Chapter 1 we observed that commutative Cohen-Macaulay rings are catenary. See
Definition 1.1.8 for the definition of catenary. We now consider the catenarity of cen-
trally Macaulay rings. Brown, Hajarnavis and MacEacharn stated in [17] that centrally
Macaulay rings were catenary, but their proof contains a serious gap. Later, Goto and
Nishida fixed the proof for semi-local rings and proved the following:
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Theorem 2.1.6. [32, Corollary 1.3] Let R be a ring satisfying (H) and C is a commutative
subring of R such that R is a Cohen-Macaulay C-module. Assume that C is local. Then
R is catenary and one has the equality
Krull dim(R) = Krull dim(R/Q) + ht(Q)
for any prime ideal Q of R.
We now generalise this to non-local C.
Theorem 2.1.7. Let R be a ring satisfying (H) and let C be a commutative subring with
R a finitely generated left or right C-module. If R is a Cohen-Macaulay C-module then R
is catenary. In particular, a centrally-Macaulay ring is catenary.
Proof. Let R and C be as in the theorem. Suppose for a contradiction that R is not
catenary. Then we have some primes P ⊃ Q with two chains P ⊃ X1 ⊃ · · · ⊃ Xn ⊃ Q
and P ⊃ Y1 ⊃ · · · ⊃ Ym ⊃ Q of different lengths. Localise at a maximal ideal m of C
where m ⊇ P ∩ C. Then by [31, Theorem 10.20] we get chains
Pm ⊃ (X1)m ⊃ · · · ⊃ (Xn)m ⊃ Qm
and
Pm ⊃ (Y1)m ⊃ · · · ⊃ (Ym)m ⊃ Qm
which have different lengths. This contradicts the catenarity of Rm. And thus R is
catenary.
The following result is well known but we have not been able to find a reference for it.
Proposition 2.1.8. Let R, S be rings satisfying (H). If R and S are both Z-Macaulay
then so is R⊕ S.
Proof. The ring R⊕S has maximal ideals M ⊕S and R⊕N where M is a maximal ideal
of R and N a maximal ideal of S. We will show that G(M ⊕ S) = ht(M ⊕ S), as R ⊕N
works in exactly the same way. We first note that ht(M ⊕ S) = ht(M) since if
M =Mn ⊃ · · · ⊃M0
is a chain of primes descending from M then we have the following chain descending from
M ⊕ S:
M ⊕ S =Mn ⊕ S ⊃ · · · ⊃M0 ⊕ S. (2.2)
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Thus ht(M) ≤ ht(M ⊕S). Now let P1, . . . , Pt be the minimal primes of R and Q1, . . . , Qs
the minimal primes of S. Then it is easy to check that Pi ⊕ S and R ⊕ Qj are minimal
primes of R⊕ S. Also,
⋂
i
(Pi ⊕ S) ∩
⋂
j
(R⊕Qj) =
⋂
i
Pi ⊕
⋂
j
Qj = N(R)⊕N(S),
where N(R) and N(S) are the prime radicals of R and S. By [31, Theorem 3.11] N(R)⊕
N(S) is nilpotent and hence contained in N(R ⊕ S). Thus any minimal prime of R ⊕ S
must be one of the Pi ⊕ S or the R ⊕ Qj . So any minimal prime contained in M ⊕ S is
of the form Pi ⊕ S for some minimal prime Pi of R and so any maximal length chain of
primes contained in M ⊕ S is of the same form as (2.2). Thus ht(M ⊕ S) = ht(M).
Also, if {x1, . . . , xt} is an R-sequence in M ∩ Z(R) then {(x1, 1), . . . , (xt, 1)} is an
R⊕ S-sequence in M ⊕ S ∩ Z(R⊕ S). Thus G(M) ≤ G(M ⊕ S) and
G(M) ≤ G(M ⊕ S) ≤ ht(M ⊕ S) = ht(M) = G(M)
giving equality throughout.
We also note the following proposition, which is already known.
Proposition 2.1.9. Let R be a noetherian ring which is a finite module over its centre
Z. Suppose that Z is a direct summand of R as Z-modules. Then if R is Z-Macaulay, Z
is a Cohen-Macaulay ring.
Proof. (i) Let m be a maximal ideal of Z and suppose that R = Z ⊕ Y as Z-modules. We
know that GZ(m, R) = ht(m) since R is Z-Macaulay and want to show that GZ(m, Z) =
ht(m). We know from [17, §4.4] that
GZ(m, Z) ≤ ht(m) = GZ(m, R) (2.3)
so we just need to show that GZ(m, R) ≤ GZ(m, Z). So let {x1, . . . , xn} be a Z-sequence
on R. We show that it is a Z-sequence on Z. First note that Z/
n∑
i=1
xiZ 6= 0 since
R/
n∑
i=1
xiR 6= 0. This follows because if
n∑
i=1
xiZ = Z then 1R ∈
n∑
i=1
xiZ ⊆
n∑
i=1
xiR
which is a contradiction. Now suppose that xiz ∈
i−1∑
j=1
xjZ for some z ∈ Z. Then since
i−1∑
j=1
xjZ ⊆
i−1∑
j=1
xjR and {x1, . . . , xn} is a Z-sequence on R we see that z ∈
i−1∑
j=1
xjR. Thus
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z =
i−1∑
j=1
xjrj for some rj ∈ R. But rj = zj + yj for some zj ∈ Z and yj ∈ Y . So
i−1∑
j=1
xjyj = z −
i−1∑
j=1
xjzj ∈ Z ∩ Y = 0 and z ∈
i−1∑
j=1
xjZ as required. Hence {x1, . . . , xn} is a
Z-sequence on Z and GZ(m, R) ≤ GZ(m, R) giving equality in (2.3).
We note that the above result will not always hold without the hypothesis that Z is a
direct summand of R. This can be seen from [17, Example 7.3] which gives an example of
a centrally-Macaulay ring whose centre is not Cohen-Macaulay.
2.1.1 Dependence on the central subring
We now turn to the question of dependence on the central subring C.
Proposition 2.1.10. Suppose R is C-Macaulay for some central subring C such that R
is a finite module over C. Then for a central subring A of R containing C we have that
R is A-Macaulay. In particular, R is Z-Macaulay.
Proof. Let I be a maximal ideal of R. From Theorem 1.2.5 we get the inequalities ht(I) ≤
ht(I ∩ A) ≤ ht(I ∩ C) and by Theorem 2.1.4 we have ht(I) = ht(I ∩ C) giving equality
throughout. But also a C-sequence on R is a A-sequence on R so GC(I,R) ≤ GA(I,R).
Thus
ht(I ∩A) = ht(I ∩ C) = GC(I,R) ≤ GA(I,R) ≤ ht(I ∩A)
and R must be A-Macaulay.
However the converse is not always true as we see from the following example.
Example 2.1.11. Let S = k[X]⊕ k. Then
(i) S is S-Macaulay;
(ii) S is not C-Macaulay where C is the central subring k[(X, 1)].
Proof. (i) The commutative ring S has maximal ideals of the form J := k[X] ⊕ 0 and
Iλ := 〈X − λ〉 ⊕ k. Now J has height and grade equal to zero and the ideals 〈X − λ〉 ⊕ k
have height 1 and grade 1 so that S is S-Macaulay (here Z = S as S is commuative).
(ii) However we can consider S as a finite module over the subring C := k[(X, 1)] =
{(f(X), f(1)) : f ∈ k[X]}. That is,
S = (1, 0)C + (0, 1)C.
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We now focus on the ideal I1 = 〈X − 1〉 ⊕ k which has height 1. I1 ∩ C = 〈X − 1〉 ⊕ 0
consists of zero divisors on R, so we must have GC(I1) = 0 6= ht(I1). Thus S is not
C-Macaulay.
Remark. Thus we see that the definition of centrally Macaulay does depend on the choice
of the central subring. This example also shows that [15, Proposition 2.7] is not true.
The proposition says that a ring is homologically homogeneous over Z if and only if it is
homologically homogeneous over any central subring, but the example above is a counter
example as we will show in Chapter 4. The error in the proof of [15, Proposition 2.7] is
the assumption that ht(M) = ht(M ∩C) for any maximal ideal M of Z, Z being integral
over C. We show in the following theorem that this is crucial to the dependence of the
C-Macaulay property on the choice of central subring C.
Theorem 2.1.12. Let R be a noetherian ring which is finitely generated as a Z-module.
Let C be a subring of Z such that R is a finitely generated C-module. Suppose R is Z-
Macaulay. Then R is C-Macaulay if and only if for all maximal ideals M1 and M2 of Z
with M1 ∩ C =M2 ∩ C we have ht(M1) = ht(M2).
Proof. We first assume that R is C-Macaulay and letM1, M2 be maximal ideals of Z with
m :=M1 ∩ C =M2 ∩ C. By Theorem 1.2.5, m is a maximal ideal of C so we must have
GC(m, R) = Krull dim(Cm). (2.4)
Also since Rm is a finitely generated Cm-module we have
Krull dim(Cm) = Krull dim(Rm). (2.5)
Now let I, J be any two maximal ideals of R lying over m such that Im ∩Cm = Jm ∩Cm =
mm. By (2.1), [31, Theorem 10.20] and the definition of Krull dimension, respectively, we
have
GC(m, R) ≤ ht(I) = ht(Im) ≤ Krull dim(Rm),
and similarly for J . But equations (2.4) and (2.5) show that the upper and lower bounds
in the inequality above are both equal to Krull dim(Cm) giving ht(I) = ht(Im) = ht(Jm) =
ht(J). But by Corollary 1.2.7 we can choose I and J such that I lies over M1 and J lies
over M2 with ht(I) = ht(M1) and ht(J) = ht(M2). Thus ht(M1) = ht(M2) as required.
For the other implication we assume the equality of heights. LetM be a maximal ideal
of R with M ∩ C = n and set m := M ∩ Z. By Proposition 2.1.5 we can assume without
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loss of generality that C is local with J(C) = n. Since R is Z-Macaulay, Theorem 2.1.4
shows that
ht(M) = ht(m) = GZ(m, R) =: t.
Now let {x1, . . . , xs} be a maximal C-sequence in n on R. Since n ⊆ m we know that
s ≤ t and we suppose for a contradiction that s < t. Let I =
s∑
j=1
xjR. Then n+I/I
consists of zero-divisors in R/I and thus by [17, Proposition 3.4] there exists 0 6= c¯ ∈ R/I
such that c. n ⊆ I. Then since R/ nR is an artinian ring it follows that cR + I/I is a
non-zero artinian R-module contained in R/I. Thus R/I contains a simple R-module, say
L/I such that (L/I)M ′ = 0 for some maximal ideal M ′ of R; that is, L.M ′ ⊆ I. Let
M ′ ∩ Z = m′ which consists of zero-divisors modulo I. Thus {x1, . . . , xs} is a maximal
Z-sequence in M ′. But R is Z-Macaulay so by Theorem 2.1.4 again,
s = GZ(m′, R) = ht(M ′) = ht(m′).
But by hypothesis, since m′ ∩C = n = m∩C, we also have
ht(m′) = ht(m) = t
giving s = t, a contradiction. So we must have s = t and R is C-Macaulay.
From this theorem we get a number of corollaries. For the definition of equidimensional
we refer the reader to Definition 1.2.8.
Corollary 2.1.13. Let R be a noetherian ring which is a finitely generated module over its
equidimensional centre Z. Let C be a subring of Z with R a finitely generated C-module.
Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. Suppose R is Z-Macaulay. Since Z is equidimensional we see immediately that the
required condition in Theorem 2.1.12 holds and thus R is C-Macaulay.
Corollary 2.1.14. Let R be an equidimensional noetherian ring which is a finitely gen-
erated module over its centre Z. Let C be a subring of Z with R a finitely generated
C-module. Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. By Corollary 1.2.9 Z is equidimensional, so we can apply Corollary 2.1.13.
Definition 2.1.15. A pair of rings S ⊂ R has the going down property if the following
two conditions hold:
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(i) Let P ⊂ Q be prime ideals of R and q a prime ideal of S such that Q lies over q. Then
the ideal p = P ∩ S is a prime ideal of S with p ⊂ q.
(ii) Let p ⊂ q be prime ideals of S and Q a prime ideal of R lying over q. Then there
exists a prime ideal P ⊂ Q of R such that P lies over p.
We note that rings satisfying condition (H) always satisfy condition (i) of the going
down property by [45, Theorem 16.9].
Corollary 2.1.16. Let R be a noetherian ring which is a finitely generated Z-module. Let
C be a subring of Z such that Z is a finitely generated C-module and going down holds
for the pair C ⊆ Z. Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. By Theorem 2.1.12 above it is enough to show that for all maximal ideals M of Z
we have ht(M) = ht(M ∩C). So let M be a maximal ideal of Z and let m =M ∩C. Then
if
m = m0 ⊃ m1 ⊃ · · · ⊃ md
is a chain of prime ideals of C then by going down we have a chain
M =M0 ⊃M1 ⊃ · · · ⊃Md
of prime ideals of Z with Mi ∩ C = mi. Thus ht(M) ≥ ht(m). On the other hand, we
know from Corollary 1.2.6 that ht(M) ≤ ht(m).
Corollary 2.1.17. Let R be a noetherian ring which is a finite module over Z with Z
a domain. Let C be an integrally closed subring of Z such that Z is a finitely generated
C-module. Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. By [25, Theorem 13.9] going down holds so Corollary 2.1.16 above applies.
Corollary 2.1.18. Let R be a noetherian ring with Z an affine domain over a field k
and R a finitely generated Z-module. Let C be a subalgebra of Z such that Z is a finitely
generated C-module. Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. We see from Theorem A in chapter 8 of [25] that Z is equidimensional. Thus we
can apply Corollary 2.1.13.
The above corollary still holds if we localise Z at a finite set of primes of the same
height.
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Corollary 2.1.19. Let R be a noetherian ring with R a finitely generated Z-module and
Z the localisation of an affine domain over a field k at a finite set of primes p1, . . . , pt of
the same height. That is, we invert the elements which are not contained in any of the
primes pi. Let C be a subalgebra of Z such that Z is a finitely generated C-module. Then
R is Z-Macaulay if and only if R is C-Macaulay.
Proof. Let t be the height of the primes in P. Then Krull dim(Z) = t = ht(M) for all
maximal ideals M of Z. That is, Z is equidimensional and we can again apply Theorem
2.1.14.
We also have the following result as a corollary to Corollary 2.1.18.
Corollary 2.1.20. Let R be a prime noetherian ring which is a finite module over its
affine centre Z. Let C be a subalgebra of Z such that Z is a finitely generated C-module.
Then R is Z-Macaulay if and only if R is C-Macaulay.
Proof. Since R is prime, it follows that Z is a domain. To see this, let z, y ∈ Z such that
zy = 0. Then we have zRyR = zyR = 0 so by primeness of R, either zR = 0 or yR = 0.
Thus, z = 0 or y = 0. We can therefore apply Corollary 2.1.18.
2.1.2 Freeness and Projectivity
One characterisation of the commutative Cohen-Macaulay property for an equidimensional
ring is that R is Cohen-Macaulay if and only if it is a free module over a regular local
subring. See [25, Corollary 18.17]. This fails if R is not equidimensional, as can be seen
from the following example.
Example 2.1.21. Let S := k[X] ⊕ k and C := k[(X, 1)] and localise S and C at the
maximal ideal m := 〈X, 1〉 of C. Then
(i) Sm is Cohen-Macaulay;
(ii) Sm is a finite module over the regular local subring Cm, but is not a free Cm-module.
Proof. (i) Example 2.1.11 shows that S is Cohen-Macaulay and thus by Theorem 2.1.5 Sm
is Cohen-Macaulay.
(ii) Sm = k[X]〈X〉 ⊕ 0 and Cm = k[(X, 1)]〈(X,1)〉 so that Sm = (1, 0)Cm. But (1, 0) is a
zero-divisor on Cm so that Sm cannot be a free Cm-module.
However, we can generalise this characterisation to the following:
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Proposition 2.1.22. Let R be a noetherian ring which is a finite module over its centre
Z. Let C be a regular central subring of R with R a finitely generated C-module. Then R
is C-Macaulay if and only if R is a projective C-module.
Proof. R is C-Macaulay if and only if Rm is Cm-Macaulay for all maximal ideals m of C,
if and only if Rm is a maximal Cohen Macaulay Cm-module for all m. Now by Proposition
1.1.28 this is true if and only if Rm is a free Cm-module for all m if and only if R is a
projective C-module.
Corollary 2.1.23. Let R be a noetherian ring which is a finite module over its centre Z.
Let C be a polynomial algebra contained in R with R a finitely generated C-module. If R
is C-Macaulay then R is a free C-module.
Proof. Projective modules over polynomial algebras are free by [48, Theorem 4.5.9] so the
result follows from Proposition 2.1.22
To see how Proposition 2.1.22 might be useful we couple it with results from the
previous section.
Corollary 2.1.24. Let R be an equidimensional noetherian ring which is a finite module
over its centre Z. Suppose that R is Z-Macaulay. Then if C is any regular subring of Z
over which R is finitely generated, R must be a projective C-module.
Proof. Use Corollary 2.1.14 and Proposition 2.1.22.
Note that this reduces to [25, Corollary 18.17] where R is commutative. It also follows
fairly easily from the Auslander-Bachsbaum formula if C is local, i.e. a maximal CM-
module over a regular local ring is free.
Corollary 2.1.25. Let R be a noetherian ring which is a finite module over its centre Z.
Suppose that R is Z-Macaulay. Let C be any regular subring of Z over which R is finitely
generated such that any of the following hold:
1. Going down holds between Z and C;
2. Z and C are domains with C integrally closed;
3. Z is an affine domain over a field k;
4. R is prime with Z affine over a field k.
Then R is a projective C-module.
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Proof. Use Corollaries 2.1.16, 2.1.17, 2.1.18 and 2.1.20 together with Proposition 2.1.22.
We now consider the question of whether or not the subring C has to be central, or
can we instead consider the situation where R is a finite module over a subring C which
is merely commutative? Note that in this case, C will still be noetherian by the following
theorem.
Theorem 2.1.26. [28, Theorem 3] Let C be a commutative subring of a right noetherian
ring R such that R is finitely generated as a right C-module. Then C is a noetherian ring.
Theorem 2.1.27. Let R be an equidimensional noetherian ring which is a finite module
over its centre Z. Suppose that R is Z-Macaulay. Now let C be a commutative regular
subring of R such that R is a finitely generated module over C. Then R is C-projective.
Proof. We will consider the commutative subring A := 〈Z,C〉 generated by Z and C.
Clearly R is a finitely generated right module over A. First we show that R is a maximal
Cohen-Macaulay A-module. Let N be a maximal ideal of A and let n := N ∩ Z which is
a maximal ideal of Z by Theorem 1.2.5. Since R is Z-Macaulay it is a maximal Cohen-
Macaulay Z-module and by Proposition 2.1.2 we have that
GZ(n, R) = ht(n) = Krull dim(Z) = Krull dim(R).
We know by (1.1) that GA(N,R) ≤ ht(N) ≤ Krull dimA(A). Also, since A is a commu-
tative ring and R is a finitely generated A-module we have
Krull dimA(R) = Krull dimA(A/Ann(R)) = Krull dimA(A).
But since R is an A-R-bimodule, [41, Corollary 6.4.13] applies to give Krull dimA(R) =
Krull dimR(R). So
GA(N,R) ≤ ht(N) ≤ Krull dimA(A) = Krull dimR(R) = GZ(n, R) ≤ GA(N,R) (2.6)
where the last inequality is because any Z-sequence is an A-sequence. Thus we have
equality throughout equation (2.6) and so R is a maximal Cohen-Macaulay A-module. We
also see from equation (2.6) that A is equidimensional with Krull dim(A) = Krull dim(R).
Now let m be a maximal ideal of C and N a maximal ideal of A lying over m. So
N ∩ C = m and by Corollary 1.2.9 ht(N) = ht(m) = Krull dim(A). Then we have, by
(2.6),
Krull dim(A) = GA(N,R) = ht(N) = ht(m) ≥ GC(m, R) =: s. (2.7)
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We suppose for a contradiction that the inequality in (2.7) is strict and let {x1, . . . , xs}
be a maximal C-sequence in m. Let I :=
s∑
i=1
xiR so that R/I is a finitely generated right
C/(I ∩ C)-module. Then m /I ∩ C consists of zero divisors on R/I and we can apply
Proposition 1.8.2 to get 0 6= a¯ ∈ R/I such that am ⊆ I.
We now show that M = aA + I/I is an artinian A-module. Since R/I is a finitely
generated A-module where A is noetherian, M is a non-zero finitely generated A-module.
But M(mA) = 0 since A is commutative and am ⊆ I so M is an A/mA-module. Now
A/mA is an artinian ring because A is a finite module over C and thus A/mA is a finite
module over the field C/m. Thus M is an artinian A-module. Hence socA(M) 6= 0 and
there exists a maximal ideal N ′ of A with UN ′ = I for some simple A-submodule U of M .
Now let x ∈ N ′\
s∑
i=1
xiA. Then there exists 0 6= u + I ∈ U ⊆ M such that ux ∈ I. Then
u ∈ R which shows that x is a zero divisor on R/I and hence {x1 . . . , xs} is a maximal
A-sequence in N ′ on R.
Hence
s = GA(N ′, R) = ht(N ′) = Krull dim(A),
where the second equality follows from (2.6) as we have shown that equality holds through-
out. But this contradicts our assumption that the inequality in (2.7) was strict. So
GC(m, R) = ht(m) and R is a maximal Cohen-Macaulay C-module.
Now we apply the Auslander-Buchsbaum formula, Theorem 1.1.26, to the local ring
Cm to get
pr.dimCm(R⊗ Cm) +GCm(m, R⊗ Cm) = GCm(m, Cm).
Now by [25, Lemma 18.1] and the fact that C is regular and hence Cohen-Macaulay we
have
GCm(m, R⊗ Cm) = GC(m, R) = ht(m) = GC(m, C) = GCm(mm, Cm).
Thus pr.dimCm(R⊗Cm) = 0. But since this is true for all maximal ideals m of C we must
have pr.dimC(R) = 0 as required.
This theorem gives the following corollary:
Corollary 2.1.28. Let R be a noetherian ring which is a finite module over its centre Z,
where Z is an affine domain. Suppose that R is Z-Macaulay. Now let C be a commutative
regular subring of R such that R is a finitely generated module over C. Then R is C-
projective.
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Proof. Since Z is an affine domain, [25, Chapter 8, Theorem A] shows that Z is equidimen-
sional. Then since R is Z-Macaulay, [17, Corollary 4.12] shows that R is equidimensional
so that Theorem 2.1.27 applies.
We now show by example that, in Theorem 2.1.27, we do need R to be a finitely
generated C-module.
Example 2.1.29. Let R be the coordinate ring of SL(2,C), so that
R = C[X,Y, Z, U ]/〈XT − Y Z − 1〉
and take C = C[X,Y ] ⊆ R. Then R is a commutative noetherian equidimensional ring
(in fact, R is a Hopf algebra) such that
(i) C is a commutative regular subring of R;
(ii) R is not a finitely generated C-module;
(iii) R is Z-Macaulay;
(iv) R is not C-projective.
Proof. (i) This is clear since C is a polynomial ring.
(ii) Proposition 1.2.2 shows that R cannot be a finitely generated C-module as
Krull dim(R) = 3 > 2 = Krull dim(C).
(iii) R is a commutative affine Hopf algebra by [11, Examples 2.1.3] and since C has
characteristic zero, we see from [11, §3.2.1] that R is regular. Thus it is Cohen-Macaulay
by Theorem 1.1.20. Hence R is Z-Macaulay, since it is commutative.
(iv) Since C is a polynomial ring, C-projective is the same as C-free. Consider the maximal
ideal m := 〈X,Y 〉 of C. If R is C-free then mR ( R as mC ( C, but we see that
1 = XU − Y Z ∈ mR so that mR = R. Thus R cannot be C-projective.
The question remains open of whether Theorem 2.1.27 can be generalised to noncom-
mutative subrings C of R.
2.1.3 Reconstruction Algebras
In this section we consider Reconstruction algebras as examples of rings which are centrally-
Macaulay. These were introduced by Wemyss in [55]. In [23], Craw considers the quotient
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algebras kQ/R of bound Special McKay quivers (Q,R), which turn out to be the same
algebras. We will keep to the more algebraic approach of Wemyss.
Commutative crepant resolutions of singularities are well known in algebraic geometry.
In [53], Van den Bergh introduced a noncommutative analogue to this - the idea of a
noncommutative crepant resolution of a Gorenstein singularity. Van den Bergh’s definition
is as follows:
Definition 2.1.30. Let R be a normal Gorenstein domain and let X = Spec(R). Then
a noncommutative crepant resolution for R is a homologically homogeneous R-algebra of
the form A = EndR(M), where M is a reflexive R-module.
We refer the reader to either [53, §3] or Definition 4.1.2 for the definition of a homo-
logically homogeneous algebra, but we observe that it is a generalisation of a commuta-
tive regular ring. A standard example of a noncommutative crepant resolution, as given
in [53, Example 1.1] is the following:
Example 2.1.31. LetG ⊆ SL(V ) be a finite group and let V be a finite dimensional vector
space on which G acts linearly. Let S = S(V ) and R = SG. Then A = EndR(S) ∼= S ∗G
is a noncommutative crepant resolution of R.
However, in [55] Wemyss looks at non-Gorenstein singularities and shows that they
can be resolved by reconstruction algebras. These are noncommutative algebras, but
they are not in general homologically homogeneous, which suggests that Van den Bergh’s
requirement that the noncommutative crepant resolution be homologically homogeneous
may be too strong.
Here however, we simply show that reconstruction algebras are Z-Macaulay. Wemyss
defines them in terms of quivers and relations and shows that they are isomorphic to the
endomorphism ring of a Cohen-Macaulay module. We will define them in terms of the
endomorphism ring and show that they are Z-Macaulay.
We consider the polynomial ring C[x, y] and the group G = 1r (1, a) which we define,
for a, r ∈ N with hcf(a, r) = 1, to be
G =
〈 ε 0
0 εa
〉 ⊆ GL(2,C),
where ε is a primitive rth root of unity. Thus G is a cyclic group of order r. We have
thus identified a particular embedding of G into GL(2,C), and thus a linear action of G
on Cx+ C y which extends to an action of G by algebra automorphisms on C[x, y].
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Definition 2.1.32. For 0 ≤ t ≤ r − 1, let
St := {f ∈ C[x, y] : gf = εtf ∀ g ∈ G}.
These are indecomposable Cohen-Macaulay C[x, y]G-modules as can be seen from [59,
Corollary 10.10], which gives a one-to-one correspondence between the irreducible CG-
modules and the indecomposable C[x, y]G Cohen-Macaulay modules. Notice also that
S0 = C[x, y]G.
Definition 2.1.33. Let r/a = [α1, . . . , αn] be the Jung-Hirzebruch continued fraction
expansion of r/a, as defined in [55] immediately before Definition 5.2.11, and define the
i-series by:
i0 = r, i1 = a and it = αt−1it−1 − it−2 for 2 ≤ t ≤ n+ 1.
Then the module St is special if t = ip for 1 ≤ p ≤ n.
The concept of special modules is due to Wunram in [56]. We are now able to define
reconstruction algebras.
Definition 2.1.34. The reconstruction algebra of type A is
Ar,a = EndC[x,y]G(M),
where M is the sum of the “special” Cohen-Macaulay modules.
Note that M is a direct summand of C[x, y] as a C[x, y]G-module. This is because
C[x, y] is a CG-module where CG is semisimple artinian by Masche’s theorem. Therefore
it must split as a direct sum of simple CG-modules. In particular
C[x, y] = S0 ⊕ S1 ⊕ · · · ⊕ Sr−1,
where Si is a direct sum of copies of a simple module, so that M is the direct sum of some
of these summands.
We aim to show that Ar,a is Z-Macaulay and in order to do so we first we establish
that EndC[x,y]G(C[x, y]) is Z-Macaulay. We now define maximal orders as we require them
for the following theorem.
Definition 2.1.35. Let R be a subring of some quotient ring Q. Then
(i) R is a right order in Q if each q ∈ Q has the form rs−1 for some r, s ∈ R. R is an order
in Q if it is both a left order and a right order, where left order is defined analogously.
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(ii) Two orders R1 and R2 in Q are equivalent orders if there exist units a1, a2, b1, b2 ∈ Q
such that a1R1b1 ⊆ R2 and a2R2b2 ⊆ R1.
(iii) R is a maximal order if it is maximal within its equivalence class.
The following result is well known, and can be found in the proof of Theorem 1.5
in [26].
Theorem 2.1.36. Let S(V ) be a polynomial algebra and G a finite group acting linearly
and faithfully on V such that the skew group algebra S(V ) ∗G is a maximal order. Then
there is an isomorphism of algebras
EndS(V )G(S(V )) ∼= S(V ) ∗G.
Proof. Define Φ : S(V ) ∗G→ EndS(V )G(S(V )) by∑
g∈G
sgg 7→ (t 7→
∑
g∈G
sgg(t)).
Then Φ is an algebra homomorphism.
In order to show Φ is an isomorphism we first tensor with the quotient field Q(S(V )G)
which gives
φ : Q(S(V )G)⊗S(V )G (S(V ) ∗G)→ Q(S(V )G)⊗S(V )G EndS(V )G(S(V )),
where φ = id⊗ Φ. For brevity, let
QS := Q(S(V )G)⊗S(V )G (S(V ) ∗G)
and
QEnd := Q(S(V )G)⊗S(V )G EndS(V )G(S(V )).
Then by [25, Lemma 2.4 and Proposition 2.10] we have the S(V )G-module isomorphisms
QS ∼= [Q(S(V )G)⊗S(V )G S(V )] ∗G)
∼= Q(S(V )) ∗G,
and
QEnd ∼= EndQ(S(V )G)[Q(S(V )G)⊗S(V )G S(V )]
∼= EndQ(S(V )G)[Q(S(V ))].
Now QS is simple by [41, Proposition 7.8.12] and the simplicity of the quotient field
Q(S(V )). Hence φ is injective because it is non-zero. Now Q(S(V )) is a Galois extension of
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Q(S(V ))G = Q(S(V )G) with Galois group G, by [6, Proposition 1.1.1] so that [Q(S(V )) :
Q(S(V )G)] = |G|. Hence as a vector space over Q(S(V )G) we have
dim[Q(S(V )) ∗G] = |G|2.
But also, as a vector space, EndQ(S(V )G)Q(S(V ) is isomorphic to |G| × |G| matrices over
Q(S(V )G) so has dimension |G|2. This shows that φ is surjective. So φ affords an isomor-
phism of algebras from QS to QEnd.
Now consider the commutative diagram
QS
φ // QEnd
S(V ) ∗G Φ //?

iS
OO
EndS(V )G(S(V ))
?
iE
OO
where iS and iE are the obvious embeddings. Injectivity of Φ is clear from the diagram
and we just need to show that it is surjective.
From the diagram, making the identifications permitted by the defined embeddings,
we have
S(V ) ∗G ⊆ EndS(V )G S(V ) ↪→ QEnd = Q(S(V ) ∗G).
The multiplicatively closed set S := S(V )G\{0} consists of central non-zero-divisors in
EndS(V )G S(V ), which we can invert to get
A := S−1 S(V ) ∗G ⊆ S−1 EndS(V )G S(V ) = QEnd .
Now Q(S(V )G)⊗S(V )G S(V ) and hence A = Q(S(V )G)⊗S(V )G (S(V )∗G) are finite dimen-
sional vector spaces over Q(S(V )G). Thus A is artinian and so every non-zero-divisor is a
unit. Hence A is the whole of the quotient ring of S(V ) ∗G, i.e A = QEnd. By hypothesis
S(V ) ∗ G is a maximal order and so ImΦ is a maximal order in its quotient ring QEnd.
Also since ImΦ ⊆ EndS(V )G(S(V )) we see that EndS(V )G(S(V )) is an order in QEnd.
Now by [6, Theorem 1.3.1], S(V ) is a finitely generated S(V )G-module and so EndS(V )G S(V )
is a finitely generated S(V )G-module by [22, Lemma 5.1.3]. Hence EndS(V )G(S(V )) is
finitely generated over S(V ) ∗ G ∼= ImΦ and we will call the generators x1, . . . , xt ∈
EndS(V )G(S(V )) ⊆ QEnd = QS. Each xi = d−1yi for some yi ∈ ImΦ and d ∈ S(V )G\{0},
by the common denominator property, and so
dEndS(V )G(S(V )) ⊆ ImΦ.
Hence EndS(V )G(S(V )) is equivalent to the maximal order ImΦ. By maximality ImΦ =
EndS(V )G(S(V )), so Φ is surjective.
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The following two results are also well-known.
Corollary 2.1.37.
EndC[x,y]G(C[x, y]) ∼= C[x, y] ∗G.
Proof. First of all, G acts faithfully on C[x, y]. By [39, Theorem 4.6], C[x, y] ∗ G is a
maximal order if C[x, y] is integrally closed and if there exists no non-identity element
g ∈ G such that
I(g) := {s− g(s) : s ∈ C[x, y]}C[x, y] ⊆ p
for some height 1 prime p of C[x, y]. The first property is clear and by [39, Proposition
4.10] the second condition holds if each non-identity element of G acts non-trivially on
C[x, y]. So let 1 6= g =
 εn 0
0 εan
 ∈ G, for some 1 ≤ n ≤ r − 1. Then the action of g
on C[x, y] cannot be trivial as g(x) = εnx 6= x. Thus Theorem 2.1.36 applies to give the
result.
Lemma 2.1.38. Let S(V ) be a polynomial algebra over a field and let G be a finite group
acting linearly and faithfully on V . Then the centre of S(V ) ∗G is S(V )G.
Proof. First of all, let s ∈ S(V )G so that g(s) = s for all g ∈ G. Then for any
∑
g∈G
tgg ∈
S(V ) ∗G,
(
∑
g∈G
tgg)s =
∑
g∈G
tgg(s)g =
∑
g∈G
tgsg = s(
∑
g∈G
tgg).
So s ∈ Z(S(V ) ∗G).
Now let s =
∑
g∈G
sgg ∈ Z(S(V ) ∗G). Then s commutes with all t ∈ S(V ) so that
∑
g∈G
sgg(t)g =
∑
g∈G
sggt =
∑
g∈G
tsgg.
Hence, for all g ∈ G, since S(V ) is an integral domain, we have either sg = 0 or g(t) = t
for all t ∈ S(V ). Since the action is faithful, the only group element for which the second
option occurs is the identity, thus s must be in S(V ). Then for all g ∈ G,
g(s)g = gs = sg
so that g(s) = s and thus s ∈ S(V )G.
Corollary 2.1.39. EndC[x,y]G(C[x, y]) is C[x, y]G-Macaulay.
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Proof. By Corollary 2.1.37 EndC[x,y]G(C[x, y]) is isomorphic to the skew group algebra
C[x, y] ∗ G. Now C[x, y] is commutative with finite injective dimension so it is injec-
tively homogeneous (as we will define in Chapter 4) and hence C[x, y] ∗ G is injectively
homogeneous by [60, Proposition 2.8]. But by [16, Theorem 3.4], injectively homogene-
ity of C[x, y] ∗ G implies that it is Z(EndC[x,y]G(C[x, y]))-Macaulay. By Lemma 2.1.38
Z(EndC[x,y]G(C[x, y])) = C[x, y]G and we are done.
Now we relate Ar,a = EndC[x,y]G(M) to EndC[x,y]G(C[x, y]). To do this we need the
following lemma.
Lemma 2.1.40. Let R be a ring, U = M ⊕M ′ an R-module. Let E := EndR(U) and
T := EndR(M). Then
T ∼= eEe
where e is the idempotent endomorphism
M ⊕M ′ →M ⊕M ′
(m,m′) 7→ (m, 0).
Proof. Define φ : eEe→ T , where φ sends efe to the map f restricted to M . Then φ is a
bijective ring homomorphism.
Thus we have
Ar,a ∼= eEndC[x,y]G(C[x, y])e
where e = e2 ∈ EndC[x,y]G(C[x, y]) such that e |M is the identity.
Lemma 2.1.41. Let R be a commutative ring, M a finitely generated R-module and
T := EndR(M). Then for any maximal ideal m of R, mT 6= T .
Proof. We first show that the ring T is finitely generated as an R-module. Let m1, . . . ,mt
be the generators of M as an R-module. For 1 ≤ i, j ≤ t, we define fij :M →M by
fij(mk) = δikmj .
Then it is easy to check that the fij generate T as an R-module. It is also easy to see that
R embeds into Z(T ) via the map
r 7→ λr,
where λr is left multiplication by r. Thus we can consider R as a subring of T and Theorem
1.2.5 applies. Hence for any maximal ideal m of R there is a maximal ideal M of T such
that m ⊆M and MT 6= T . Thus mT 6= T .
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Lemma 2.1.42. Let R be a commutative noetherian ring and U = M ⊕M ′ a finitely
generated R-module. Let E = EndR(U) and let e ∈ E be the idempotent defined in Lemma
2.1.40. Then if E is a Cohen-Macaulay R-module then so is eEe.
Proof. Let T := eEe which is isomorphic to EndR(M) by Lemma 2.1.40. and let m be a
maximal ideal of R and {x1, . . . , xn} an R-sequence in m on E. We claim that {x1, . . . , xn}
is also an R-sequence on T .
That T/
n∑
i=1
xiT = 0 follows from Lemma 2.1.41 as
n∑
i=1
xi ⊆ m. Now suppose that
there exists some efe ∈ T such that xi(efe) ∈
i−1∑
j=1
xj(eEe) ⊆
i−1∑
j=1
xjE. Then, since xi is
a non zero divisor on E/
i−1∑
j=1
xjE, we must have efe =
i−1∑
j=1
xjfj for some fj ∈ E. Hence,
using that fact that xj ∈ Z(E),
efe = e2fe2 =
i−1∑
j=1
exjfje =
i−1∑
j=1
xjefje ∈
i−1∑
j=1
xj(eEe) =
i−1∑
j=1
xjT.
Thus xi is a non zero divisor in T/
∑i−1
j=1 xjT and {x1, . . . , xn} is also an R-sequence on T .
This gives G(m, E) ≤ G(m, T ) and by [25, Lemma 18.1], [20, Proposition 1.2.12], [31,
Lemma 15.1] and Cohen-Macaulayness of E, respectively, we have
G(m, E) ≤ G(m, T ) = G(mm, Tm) ≤ Krull dimRm(Tm) ≤ Krull dimRm(Em) = G(m, E).
It follows that T is a Cohen-Macaulay R-module.
We can now apply this to Ar,a giving the following theorem:
Theorem 2.1.43. The reconstruction algebra Ar,a is Z-Macaulay.
Proof. Since EndC[x,y]G(C[x, y]) is a Cohen-Macaulay C[x, y]G-module by Corollary 2.1.39,
Lemmas 2.1.40 and 2.1.42 apply withR = C[x, y]G, U = C[x, y] andE = EndC[x,y]G(C[x, y])
to give Ar,a a Cohen-Macaulay C[x, y]G-module. [55] shows that Z(Ar,a) = C[x, y]G and
thus Rr,a is Z-Macaulay.
Theorem 2.1.43 and its proof suggest the following question:
Question 1. Let A be a noetherian affine algebra which is a finite module over its centre
and X a Cohen-Macaulay A-module. When is EndA(M) is a Cohen-Macaulay A-module?
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Here A is not necessarily commutative, but by a Cohen-Macaulay A-module we just
mean an A-module X such that GZ(m, X) = Krull dimAm(Xm) for all maximal ideals m of
Z.
The following example shows that the answer is not always positive.
Example 2.1.44. There exists a prime noetherian affine algebra R which is a finite mod-
ule over its centre and a finitely generated R-module S with the following properties:
(i) S is a Cohen-Macaulay R-module,
(ii) EndR(S) is not Cohen-Macaulay.
Proof. Let k be the field of 2 elements, S = k[X1, X2, X3, X4] and σ : S → S the auto-
morphism sending
X1 7→ X1 +X2
X2 7→ X2 +X3
X3 7→ X3 +X4
X4 7→ X4.
Then let R := S ∗G where G = 〈g〉 is the finite group of order 4 acting on S by
gs = σ(s)g.
Then by Lemma 2.1.38 R is a noetherian ring with centre Z = SG = {s ∈ S : σ(s) = s}.
By [6, Theorem 1.3.1] R is a finite module over Z = SG. Also, since S is prime and G is
X-outer, [42, Theorem 4.1] shows that R is prime.
Now consider the left ideal M := R(
∑
x∈G
x). Then M = S(
∑
x∈G
x) since sg(
∑
x∈G
x) =
s(
∑
x∈G
x). Thus M ∼= S and so S is a left R-module with action g.s = σ(s).
(i) Now by [60, Proposition 2.8] R is injectively homogeneous (to be defined in Chapter
4) and so by [16, Theorem 3.4] is centrally-Macaulay.
Let m be a maximal ideal of Z(R) and {x1, . . . , xn} ⊆ m a sequence on R. Then we
claim that it is a sequence on S. First note that since
n∑
i=1
xiR 6= R we must have
n∑
i=1
xiS 6=
S since R = S ∗G. Now suppose there exists some s ∈ S such that xi+1s ∈
i∑
j=1
xiS. Then
xi+1s ∈
i∑
j=1
xiR so that s ∈
i∑
j=1
xiR ∩ S since {x1, . . . , xn} is a Z-sequence on R. But
CHAPTER 2. THE COHEN-MACAULAY PROPERTY 61
R =
⊕
g∈G
Sg = S ⊕
⊕
g∈G
g 6=1
Sg as left S-modules, so that
i∑
j=1
R ∩ S =
i∑
j=1
xjS. It therefore
follows that {x1, . . . , xn} is a Z(R)-sequence on S. Thus
ht(m) = GZ(m, R) ≤ GZ(m, S) ≤ ht(m).
Hence S is a Cohen-Macaulay R-module.
(ii) However, EndR(S) is not Cohen-Macaulay. For,
EndR(S) ⊆ EndS(S) ∼= S.
So for any f ∈ EndR(S) with f(1) = s, g ∈ G
f(g.1) = g(f(1)) = g.s = σ(s)
and
f(g.1) = f(σ(1)) = f(1) = s.
Thus σ(s) = s and so s ∈ SG. Similarly if s ∈ SG the map f : 1 7→ s is in EndR(S), so
EndR(S) ∼= SG. But SG is not Cohen Macaulay by [29, Example 16.8] so EndR(S) is not
Cohen-Macaulay.
On the other hand if we restrict ourselves to Krull dimension 2 we have the following
result, where a Cohen-Macaulay singularity is a commutative Cohen-Macaulay ring.
Proposition 2.1.45. [21, Lemma 3.1] Let (A,m) be a semiprime local Cohen-Macaulay
singularity of Krull dimension 2. Let N be a maximal Cohen-Macaulay A-module and M
a noetherian A-module. Then the A-module HomA(M,N) is a maximal Cohen-Macaulay
module.
So if we takeM = N in the above proposition, then we have EndA(N) Cohen-Macaulay
for a maximal Cohen-Macaulay module N , giving a positive answer to our question in this
case.
2.1.4 The Azumaya Locus
In [12, Theorem 3.8] Brown and Goodearl proved that under certain conditions the Azu-
maya locus is the complement of the singular locus, in maxspec(Z). Here we weaken their
hypotheses in order to prove that this holds for the reconstruction algebras considered in
the previous section. In particular, Brown and Goodearl prove this for a prime noetherian
CHAPTER 2. THE COHEN-MACAULAY PROPERTY 62
ring, which is Auslander-regular, Krull-Macaulay and height 1 Azumaya. We refer the
reader to Definitions 2.2.1 and 4.1.5 for the definitions of Auslander-regular and Krull-
Macaulay, but note that, in general, these conditions do not all hold for reconstruction
algebras. We replace them with the weaker assumption that the ring is prime, has finite
global dimension and is Z-Macaulay.
Let R be a prime noetherian ring satisfying hypothesis (H) as defined at the start of
section 1.2 We also assume that the centre Z of R is affine over a field k. Recall from
section 1.5 the definition of an Azumya algebra.
Definition 2.1.46. The Azumaya locus of a ring R is
AR = {m ∈ maxZ : Rm is Azumaya over Zm}
and the singular locus of R is
SR = {m ∈ maxZ : gl.dim(Zm) =∞}.
We note from [15, Theorem III.1.7] that AR is a nonempty open subset of maxspecZ.
It is also easy to see from Proposition 1.5.11 that R is Azumaya if and only if AR =
maxspecZ.
In order to prove the theorem we use the following lemmas.
Lemma 2.1.47. [13, Lemma III.1.8] Let R be a prime noetherian ring which is a finite
module over its centre Z. Suppose that gl.dim(R) <∞. Then AR ⊆ maxZ\SR.
The following Lemma is [12, Lemma 3.6], but we give the proof here for completeness.
Lemma 2.1.48. Let R be a prime noetherian ring, finitely generated and projective over
its centre Z. If R is height 1 Azumaya over Z then it is Azumaya over Z.
Proof. By Proposition 1.5.11, it’s enough to show that Rm is Azumaya over Zm for all
maximal ideals m. Therefore we can assume that Z is local and hence R is a free Z-
module, of rank r say. Then R ⊗Z Rop and E := EndZ(R) are both free Z-modules of
rank r2.
Consider the ring homomorphism f : R⊗Z Rop → E defined by
a⊗ b 7→ (x 7→ axb).
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Then for any height 1 prime p we have the following commutative diagram, where the
vertical maps are the obvious ones:
R⊗Z Rop f //
λp

EndZ(R)

Rp ⊗Zp Ropp
fp // EndZp(Rp)
.
Now λp is injective because R⊗Z Rop is torsion free with respect to the Ore set Z\ p, and
since R is height 1 Azumaya over Z the map fp is an isomorphism. Thus f is injective.
Since Im f and E are both free of rank r2 there exists a monomorphism g : E → E such
that Im f = Im g. Then for any height 1 prime p of Z, we have gp = Zp ⊗ g : Ep → Ep
such that Im gp = Im fp = Ep. Hence gp is an isomorphism.
But E ∼= Mr(Z) and g is equivalent to an r2 × r2-matrix, G, with determinant in Z.
Since gp is an isomorphism, det g ∈ Z is invertible in Zp so is not contained in p. This
holds for all primes p of height 1.
Now consider the principal ideal I := (det g)Z of Z. If I 6= Z then the principal
ideal theorem [35, Thm 142] applies so that any prime q minimal over I has height 1
contradicting the fact that det g is not contained in any prime of height 1. Thus I = Z
and det g is a unit in Z so that g is an isomorphism. Then Im f = Im g = E, f is an
isomorphism and R is Azumaya over Z.
Lemma 2.1.49. Let R be a prime noetherian ring. Suppose that R is a finite module over
its centre Z and R is Z-Macaulay. If R is height 1 Azumaya over Z, then
AR ⊇ maxZ\SR.
Proof. Let m ∈ maxZ\ SR, i.e. gl.dim(Zm) < ∞. Since R is Z-Macaulay, Rm is Zm-
Macaulay by Proposition 2.1.5 and so by the Auslander-Buchsbaum depth Theorem (The-
orem 1.1.26) Rm is a projective Zm-module. Now Lemma 2.1.48 applies to give Rm Azu-
maya over Zm and thus maxZ\ SR ⊆ AR.
We can now state the Theorem, whose proof follows immediately from the lemmas
above.
Theorem 2.1.50. Let R be a prime noetherian ring. Suppose that R is a finite module
over its centre Z, gl.dim(R) < ∞, and that R is Z-Macaulay. If R is height 1 Azumaya
over Z, then
AR = maxZ\SR.
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We now apply this theorem to reconstruction algebras.
Lemma 2.1.51. The reconstruction algebra Ar,a is height 1 Azumaya.
Proof. A = Ar,a = EndC[x,y]G(M) where M is a maximal Cohen-Macaulay Z-module and
Z = C[x, y]G. Now Z is the invariant ring of an integrally closed domain so by [20,
Proposition 6.4.1] is an integrally closed domain. Let p be a height one prime of Z. Then
Zp is an integrally closed local noetherian domain of Krull dimension 1. Hence Zp is a
DVR and thus a PID. Also
Ap = EndZ(M)⊗Z Zp = EndZp(Mp),
by [19, Proposition 1.6]. Since Mp is a torsion-free Zp-module, Mp is free. Thus Ap ∼=
Mn(Zp) for some n and hence is Azumaya.
Corollary 2.1.52. Let R = Ar,a be a reconstruction algebra as defined in Definition
2.1.34. Then
AR = maxZ\SR.
Proof. By [55, Corollary 6.4 and Theorem 6.18] Ar,a is a prime noetherian ring with finite
global dimension. We showed in Theorem 2.1.43 that it is Z-Macaulay and in Lemma
2.1.51 that it is height 1 Azumaya. Thus Ar,a satisfies the conditions required in Theorem
2.1.50.
We also consider whether or not the hypotheses in Theorem 2.1.50 are necessary. That
is, if we have a prime noetherian ring which is a finite module over its centre, then would
the conclusion still hold if the following properties didn’t all hold:
1. gl.dim(R) <∞;
2. R is height 1 Azumaya over Z;
3. R is a Cohen-Macaulay Z-module?
For hypothesis 1 consider the following commutative example.
Example 2.1.53. Let R = C[t2, t3] ⊆ C[t], the coordinate ring of the cusp. We showed
in Example 1.1.21 that R is Gorenstein and hence Cohen-Macaulay but has infinite global
dimension. Since R is commutative it is Azumaya over R so AR = maxZ 6= maxZ\ SR.
The following example, which is the enveloping algebra of the 2-dimensional non-
abelian Lie algebra in characteristic p, shows that the second property is necessary.
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Example 2.1.54. Let R be the skew polynomial ring k[x][y;x(d/dx)] where k is a field
of characteristic p > 0. Then R is a prime noetherian ring which is a finite module over
its centre and,
(i) R has finite global dimension;
(ii) R is a Cohen-Macaulay Z-module;
(iii) AR 6= maxZ\SR.
Proof. First note that one easily shows by direct calculation that the centre Z = k[xp, z],
where z =
p−1∏
i=0
(y − i) = yp − y. Thus R is Z-free of degree p2 and by [41, Theorem 1.2.9]
R is prime and noetherian.
(i) By [41, Theorem 7.5.3(i)] R has finite global dimension.
(ii) The maximal ideals of Z are m = 〈xp − λ, z − µ〉 which clearly have height 2. But
{xp − λ, z − µ} is a Z-sequence on R, so GZ(m, R) = 2 for all maximal ideals m of Z.
(iii) First note that the singular locus is empty as Z is regular, so we just need to show
that R is not Azumaya. But, for each α ∈ k, the simple module
Vα := R/〈x, y − α〉 ∼= R/xR〈x, y − α〉/xR
∼= k[y]/〈y − α〉
is 1-dimensional, whereas R has PI-degree p. Thus R cannot be Azumaya.
The third example shows the necessity of hypothesis 3.
Example 2.1.55. Let k be a field, let Z = k[X,Y ] with M = 〈X,Y 〉 and let
R =
 Z M
Z Z
 .
Then R is a prime noetherian ring which is a finite module over its centre such that
(i) R has global dimension 2;
(ii) R is height 1 Azumaya over Z;
(iii) AR 6= maxZ\SR.
Proof. It is easy to check that Z(R) = Z and that R is prime.
(i) The ring R is the idealizer of the maximal right ideal
A =
 M M
Z Z

of M2(Z). Thus [41, Corollary 7.5.12] applies to give gl.dim(R) = gl.dim(M2(Z)) = 2.
(ii) Let p be any height 1 prime of Z. Then M ∩ (Z\ p) 6= ∅ so that M ⊗ Zp = Zp. Hence
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Rp =M2(Zp) which is Azumaya.
(iii) Again the singular locus is empty so we just need to show that R is not Azumaya.
However, this is true as the maximal ideals
 M M
Z Z
 and
 Z M
Z M
 are not regular
as the factor rings are isomorphic to k and so must have PI degree 1.
2.2 Krull-Macaulay rings
We saw in Theorem 1.1.11 that for a commutative equidimensional Cohen-Macaulay ring
we have the following equation for all finitely generated R-modules,
Krull dim(R) = Krull dim(M) + j(M).
This gives us another generalisation of the Cohen-Macaulay property.
Definition 2.2.1. Let R be a ring satisfying (H). Then R is Krull-Macaulay if
Krull dim(R) = Krull dim(M) + j(M) (2.8)
for all finitely generated left and right R-modules M .
It is clear that commutative equidimensional Cohen-Macaulay rings give examples of
Krull-Macaulay rings. And as we’ll see in chapter 4, equidimensional injectively homoge-
neous rings are another class of examples (this follows from Theorem 4.2.2). Note that, as
the following theorem shows, when proving a ring is Krull-Macaulay, it is enough to show
that the equation (2.8) holds for all simple R modules. However we leave the proof till
section 3.2.3.
Theorem 2.2.2. Assume hypothesis (H). To show that R is Krull-Macaulay it is enough
to show that equation (2.8) holds for all simple modules.
We now consider some properties and open questions about Krull-Maculay rings. We
will prove the following nice properties of Krull-Macaulay rings in part of Theorem 3.2.4:
Proposition 2.2.3. Let R be a ring satisfying (H). If R is Krull-Macaulay then
(i) R is Z-Macaulay and
(ii) R is equidimensional.
Proposition 2.2.4. Let R be a ring satisfying (H). If R is Krull-Macaulay then R is
locally Krull-Macaulay. That is, Rm is Krull-Macaulay for all maximal ideals m of Z.
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Proof. Let m be any maximal ideal of Z. In view of Theorem 2.2.2, we just need to check
equation (2.8) for the modules Rm/Mm where M runs through the maximal ideals of R
lying over m. So let M be a maximal ideal of R with m =M ∩Z. Then by Lemma 1.3.11
we have
j(R/M) = j(Rm/Mm).
On the other hand, Proposition 2.2.3 shows that R is equidimensional, so Krull dim(R) =
ht(M) = ht(m) = Krull dim(Rm). Thus we now have
Krull dim(Rm) = j(Rm/Mm)
as required.
However we have the following counterexample to the converse.
Example 2.2.5. A locally Krull-Macaulay ring need not be Krull-Macaulay. Let S =
k[X]⊕ k. Then
(i) S is not Krull-Macaulay but
(ii) S is locally Krull-Macaulay.
Proof. The ring S has maximal ideals J := k[X]⊕ 0 and Iλ := 〈X −λ〉⊕ k for λ ∈ k. The
ideal J has height zero while the ideals Iλ have height one as they all contain the minimal
prime I := k ⊕ 0.
(i) It’s not true that all finitely generated S-modules satisfy (2.8). For, if we take the
module S/J ∼= k then Krull dim(S) = 1, Krull dim(S/J) = Krull dim(k) = 0 and
j(S/J) = 0 since we have the non-zero map h : S/J → S where (0, 1) + J 7→ (0, 1). Hence
Krull dim(S/J) + j(S/J) = 0 + 0 6= 1 = Krull dim(S).
(ii) We first localise at the maximal ideal J to get SJ ∼= k and consider the simple module
(S/J)J = S/J ∼= k. Then
Krull dim(SJ) = 0
and
Krull dim((S/J)J) + jSJ ((S/J)J) = 0 + 0 = 0.
For maximal ideals Iλ := 〈X − λ〉 ⊕ k we have SIλ ∼= {fg−1 : f, g ∈ k[X], (X − λ) - g} and
the simple module (S/Iλ)Iλ = S/Iλ. Thus
Krull dim(SIλ) = ht(Iλ) = 1
CHAPTER 2. THE COHEN-MACAULAY PROPERTY 68
and
Krull dim((S/Iλ)Iλ) + jSIλ ((S/Iλ)Iλ) = 0 + 1 = 1.
Hence the ring S is locally Krull-Macaulay.
We now consider whether or not the Krull-Macaulay property is stable under factoring
by central non zero divisors.
Lemma 2.2.6. Let R be a ring satisfying (H). Let x be any central non zero divisor in
R and let R := R/xR. Then
(i) ht(M) = ht(M)− 1 for all maximal ideals M =M/xR of R, and
(ii) assuming that R is equidimensional, Krull dim(R) = Krull dim(R)− 1.
Proof. We first note that [41, Lemma 6.3.9] tells us that
Krull dim(R) ≤ Krull dim(R)− 1. (2.9)
(i) Applying the Principal Ideal Theorem, Theorem 1.8.4, shows that any prime Q of R
minimal over xR has height at most one. If Q has height zero, this would contradict (2.9),
so it must have height one and therefore ht(M) = ht(M)− 1.
(ii) Equidimensionality of R gives ht(M) = Krull dim(R) − 1, which together with (2.9)
shows that Krull dim(R) = ht(M) = Krull dim(R)− 1.
Proposition 2.2.7. Let R be a ring satisfying (H). Let x be any central non zero divisor
in R. If R is Krull-Macaulay then so is R := R/xR.
Proof. We assume that R is Krull-Macaulay and from Proposition 2.2.4 we see that R
is also equidimensional. By Theorem 2.2.2 it is enough to show that (2.8) holds for the
R-module R/M where M is a maximal ideal of R/xR. So let M be a maximal ideal of
R. Then M = M/xR for some maximal ideal M of R and R /M ∼= R/M . We see from
Theorem 1.3.5 that
Extn
R
(R/M,R/xR) ∼= Extn+1R (R/M,R)
and hence jR(R/M) = jR(R/M)− 1. Together with Lemma 2.2.6(ii) this shows that
Krull dim(R /M) = jR(R /M)
since R is Krull-Macaulay.
We have the following partial converse to this proposition.
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Proposition 2.2.8. Let R be a ring satisfying (H) such that Z is local. Let x ∈ J(R) be
a central non zero divisor. If R := R/xR is Krull-Macaulay then so is R.
Proof. We first show that R is Z-Macaulay. Since R is Krull-Macaulay it follows from
Proposition 2.2.3 that R is Z(R)-Macaulay. Then it is easy to see that R is Z-Macaulay.
To see this, let M be a maximal ideal of R. Then since x ∈M and x is a central non zero
divisor GZ(M) = GZ(R)(M) + 1. Also, Lemma 2.2.6(i) tells us that ht(M) = ht(M) + 1
and thus R is Z-Macaulay. Then since Z is local, Theorem 2.1.4 shows that R is equidi-
mensional and Lemma 2.2.6(ii) applies to give Krull dim(R) = ht(M) = Krull dim(R)−1.
On the other hand, R/M is an R-module so we again have
Extn
R
(R/M,R/xR) ∼= Extn+1R (R/M,R)
by Theorem 1.3.5. Hence jR(R/M) = jR(R/M)− 1, and the result now follows.
However, the converse is not true in general as we see from the following example,
where R = Z is not local.
Example 2.2.9. Let S = k[X]⊕ k. Then
(i) S is not Krull-Macaulay but
(ii) x = (X, 1) is a non zero divisor such that S/xS is Krull-Macaulay.
Proof. (i) We showed in Example 2.2.5 that S is not Krull-Macaulay.
(ii) We have the following ring isomorphisms:
S/xS = k[X]⊕ k/〈X〉 ⊕ k ∼= k ⊕ 0 ∼= k.
The field k is trivially Krull-Macaulay.
Proposition 2.2.10. Let R and S be Morita equivalent noetherian rings. Then R Krull-
Macaulay if and only if S is Krull-Macaulay. In particular, if R is Krull-Macaulay and
n ≥ 1 then Mn(R) is Krull-Macaulay.
Proof. Since R and S are Morita equivalent, their module categories are equivalent. Sup-
pose that R is Krull-Macaulay and let X be a finitely generated S-module. Then X
corresponds to an R-module Y with Krull dim(R) = Krull dim(Y ) + jR(Y ). Now,
Krull dim(R) = Krull dim(S) by [41, Proposition 6.5.1], and the equivalence of the
module categories gives Krull dimS(X) = Krull dimR(Y ) and jS(X) = jR(Y ). Thus
Krull dim(S) = Krull dim(X) + jS(X).
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We now give some open questions on Krull-Macaulay, which would have been interest-
ing to consider, had more time been available.
Question 2. If R is Krull-Macaulay is R[X] Krull-Macaulay?
Question 3. If R is Krull-Macaulay are the skew polynomial rings R[X;σ], R[X; δ] and
R[X;σ, δ] Krull-Macaulay, assuming these extensions are finite modules over their centres?
Question 4. If R is Krull-Macaulay and G ⊆ Aut(R) with |G| < ∞, is the skew-group
algebra R ∗G Krull-Macaulay?
Question 5. Are reconstruction algebras Krull-Macaulay?
Question 6. If R is Krull-Macaulay and e = e2 ∈ R then is eRe Krull-Macaulay?
We have already seen one non-example, the ring S = k[X]⊕ k. To find more examples
we concentrate on finite dimensional k-algebras. We will show in Chapter 3 that an
equidimensional ring is Krull-Macaulay if and only if it is Z-Macaulay and j-symmetric
(see Theorem 3.2.10). A finite dimensional k-algebra A is always equidimensional and
Z-Macaulay so A is Krull-Macaulay if and only if it is j-symmetric.
Proposition 2.2.11. Let A be a finite dimensional k-algebra. Then A is Krull-Macaulay
if and only if j(V ) = 0 for all simple left and right A-modules.
Proof. It remains to show that j is symmetric if and only if j(V ) = 0 for all simple left
and right A-modules. So assume j is symmetric and let M be a maximal ideal of A.
Then by Theorem 3.2.3 we have a maximal ideal Q with Q ∩ Z = M ∩ Z such that
j(R/Q) = G(M) = 0. Then Muller’s Theorem (Theorem 1.2.15) shows that Q and M are
in the same clique, as defined in Definition 1.2.14. Then, as we will show in Lemma 3.2.8,
j(R/M) = j(R/Q) = 0.
Now suppose that j(V ) = 0 for all simple left and right A-modules. Then since any
finitely generated left or right A-module X has a simple homomorphic image we can see
that j(X) = 0. Thus j is symmetric.
Thus we are interested in finitely generated k-algebras A whose simple modules embed
into A.
Definition 2.2.12. [37, Definition 8.26] A ring R is a right Kasch ring if every simple
right R-module can be embedded in RR. R is a Kasch ring if it is both left and right
Kasch.
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We now consider some examples which illustrate this property.
Example 2.2.13. Let A be a finite dimensional k-algebra.
(i) Clearly if A is commutative j is symmetric so this property is satisfied.
(ii) If A is quasi-Frobenius then inj.dim(A) = 0 so j(X) = 0 for any module X.
(iii) If A is local then clearly A is Kasch.
(iv) A ring R is a cogenerator ring if the modules RR and RR are cogenerators, where a
module U is a cogenerator if HomR(−, U) : mod−R→ Ab is a faithful functor. [37, Propo-
sition 19.16] shows that A is Kasch if it is a cogenerator ring.
(v) Dual rings are Kasch as shown in [43, Theorem 6.19], where R is a dual ring if
Annr(Annl(I)) = I for all right ideals I and Annl(Annr(J)) = J for all left ideals J .
(vi) Let S =
 k k
0 k
 where k is a field. It is easy to check that S has a simple left
modules and a simple right module which do not embed into R and hence S is not a
Kasch ring. We will return to this example in section 3.1.
We also note the necessity of requiring j(V ) = 0 for all left and right simple modules
as [37] gives an example of an artinian ring with is right Kasch but not left Kasch (see
Example 8.29.6).
One property of Krull-Macaulay rings is that the function −j(−) becomes a symmetric
dimension function. If the equation
Krull dim(R) = Krull dim(M) + j(M)
holds then −j becomes a shifted version of Krull dimension which we have already noted
is a symmetric dimension function for rings satisfying (H), and so it is easy to see that
the conditions for a dimension function hold. We could ask if the converse is true, i.e. if
−j(−) is a symmetric dimension function for a ring R is R Krull-Macaulay. However, this
is not the case as we see from the following example.
Example 2.2.14. Let S = k[X]⊕ k. Then,
(i) −j(−) is a symmetric dimension function for S, but
(ii) S is not Krull-Macaulay.
Proof. (i) Since R is a commutative Gorenstein ring it is Auslander-Gorenstein (see chapter
3 for the definition) and Levasseur proves in [38, Proposition 4.5] that −j(−) is a dimension
function in an Auslander-Gorenstein ring.
(ii) We showed this in Example 2.2.5.
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2.3 GK-Macaulay rings
We also note here that we could also generalise the Cohen-Macaulay property using GK
dimension rather than Krull dimension. We again refer the reader to [41, Chapter 8] for
the definition and properties of GK dimension.
Definition 2.3.1. Let R be a noetherian k-algebra with finite GK dimension. Then R is
GK-Macaulay if
GK dim(R) = GK dim(M) + jR(M)
for all finitely generated R-modules M .
However, we remind the reader that, as noted in section 1.4, Krull dimension is equiv-
alent to GK dimension for affine algebras satisfying hypthesis (H). Therefore we focus our
attention on Krull-Macaulay.
2.4 Notes
All the results in Chapter 2 are original unless explicitly referenced, with the exception of
Propositions 2.1.2, 2.1.5, 2.1.8 and 2.1.9 which are almost certainly known but for which
we were unable to find suitable references.
Chapter 3
Comparing different
generalisations of Cohen-Macaulay
Throughout this chapter, R is a ring satisfying hypothesis (H) as defined in section 1.2.
Here we define 10 different properties which are possible generalisations of the Cohen-
Macaulay property to the noncommutative case. They are all related to either centrally-
Macaulay or Krull-Macaulay as defined in chapter 2 and we will consider when and how
these properties are equivalent. Recall the definition of grade symmetry as found in Def-
inition 1.3.3. We suggest that the notion of the grade function j(−) being symmetric is
crucial in generalising Cohen-Macaulay to the noncommutative case.
Property 1. R is Krull-Macaulay.
Property 2. For all simple left or right modules X,
Krull dim(R) = j(X). (3.1)
Property 3. R is grade-symmetric and for all simple left modules X,
Krull dim(R) = j(X).
Note that it is enough to require the equation to hold for left modules as it then
holds for all simple right module. For, if X is a simple right R-module then M :=
Ann(X) is a maximal ideal and jr(X) = jr(R/M) = jl(R/M) by grade symmetry. But
M is the annihilator of some simple left module Y so that jr(X) = jl(R/M) = jl(Y ) =
Krull dim(R).
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Property 4. R is grade-symmetric and for all prime ideals P of R,
GZ(P ) = ht(P ).
Property 5. R is grade-symmetric and Z-Macaulay.
The question is, when and how are they equivalent? So we first try to show that at
least for a ring which satisfies hypothesis (H) and is equidimensional these 5 properties
are equivalent. Also, for an equidimensional ring R and a central subring C over which
R is finitely generated, R is Z-Macaulay if and only if R is C-Macaulay, by Corollary
2.1.14. This means that there is no added generality in replacing Z by such a subring in
Properties 4 or 5. The following diagram shows how we go about proving the equivalence.
2KS
Thm 3.2.6

4 ks Cor 3.2.1 +3 5 ks Thm 3.2.7
& Cor 3.2.5
+3 3
trivial
4<qqqqqqqqqqqq
qqqqqqqqqqqq
1
Prop 3.2.2
bj MMMMMMMMMMMM
MMMMMMMMMMMM
Then, in order to get an equivalent set of properties for a ring that is not equidimensional
we consider the following “local” versions of Properties 1-5 . Here C is an arbitrary central
subring of R over which R is finitely generated.
Property 6. R is locally Krull-Macaulay. That is, for all non-zero finitely generated left
or right R-modules X and all maximal ideals M ∈ Supp(X), with m =M ∩ C
Krull dim(Rm) = Krull dim(Xm) + jRm(Xm). (3.2)
Property 7. For all simple left or right R-modules X,
Krull dim(Rm) = jRm(Xm).
where M is the maximal ideal Ann(X) of R and m =M ∩ C.
Note that Ann(X) ∈ Supp(X) since in passing to XAnn(X)∩Z we only invert elements
which do not annihilate X.
Property 8. For all maximal ideals m of C, Rm is grade-symmetric and for all simple
left or right Rm-modules X, we have
Krull dim(Rm) = jRm(X).
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Property 9. For all maximal ideals m of C, Rm is grade-symmetric, and for all prime
ideals P of Rm,
GCm(P ) = ht(P ).
Property 10. For all maximal ideals m of C, Rm is grade-symmetric and Cm-Macaulay.
We will use the results we prove about the first 5 properties to prove that the second 5
properties are indeed equivalent. Again, we show in a diagram how we intend to do this.
7 Zb
Thm 3.3.2
"
>>
>>
>>
9 ks
Cor 3.2.1
+3 10
Prop 3.3.5
;C~~~~~~~
6
Thm 3.3.3|   
  
  
 
8
Thm 3.3.4
[c@@@@@@@
We note that Properties 1-5 and 6-10 are equivalent if R is equidimensional as we will
demonstrate in Theorem 3.3.1.
3.1 Examples
We consider some examples which illustrate the properties defined above.
Example 3.1.1. Z-Macaulay rings are not necessarily Krull-Macaulay, neither are all
finite dimensional algebras grade-symmetric. Let S =
 k k
0 k
 where k is a field. Then
(i) S is Z-Macaulay,
(ii) S is not Krull-Macaulay,
(iii) S is not grade-symmetric.
Proof. (i) Since S is a finite dimensional k-algebra with centre Z ∼= k, Example 2.1.3
applies to show that S is Z-Macaulay.
(ii) Let
M =
 k k
0 0
 and N =
 0 k
0 k

be the two maximal ideals of S. We will consider S/M as a left S-module and check
equation (2.8). First of all S/M ↪→ S if and only if S/M is isomorphic to a minimal left
ideal. But the only minimal left ideals are
 k 0
0 0
 ∼=
 0 k
0 0
 =: I, neither of which
is isomorphic to S/M as a left S-module. So HomS(S(S/M), S) = 0. However, it can
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be checked that Ext1(S(S/M), S) ∼= M2(k)/S 6= 0 as right R-modules, so jl(S/M) = 1.
However S is artinian so Krull dim(S/M) = Krull dim(S) = 0 and (2.8) fails for the left
module S/M . Hence S is not Krull-Macaulay.
(iii) If we now consider S/M as a right S-module we have S/M ∼=
 0 0
0 k
 which is a
right ideal of S, so HomS((S/M)S , S) 6= 0. Thus jr(S/M) = 0 and jl(S/M) = 1 so that
S is not grade-symmetric.
Example 3.1.2. Z-Macaulay, grade-symmetric rings are not necessarily Krull-Macaulay.
Let S = k[X]⊕ k. Then
(i) S is Z-Macaulay,
(ii) S is grade-symmetric,
(iii) S is not Krull-Macaulay.
Proof. We first consider the prime ideals of S. S has maximal ideals J := k ⊕ 0 of height
zero and Iλ := 〈X − λ〉 ⊕ k, for λ ∈ k, of height one.
(i) This is shown in Example 2.1.11.
(ii) It is clear that j(−) is symmetric because S is commutative.
(iii) This was proved in Example 2.2.5.
Note that the ring S in Example 3.1.2 is not equidimensional and because of this we
restrict to the equidimensional case when trying to prove that property 5 implies property
1. However, we have already seen in Example 2.2.5 that S is locally Krull-Macaulay.
3.2 The properties are equivalent for equidimensional rings
3.2.1 Equivalence of 4 and 5
The equivalence of properties 4 and 5 is an easy corollary of Theorem 2.1.4.
Corollary 3.2.1. For a ring satisfying hypothesis (H) Properties 4 and 5 are equivalent,
that is, ht(P ) = GZ(P,R) for all prime ideals P of R if and only if ht(M) = GZ(M,R)
for all maximal ideals M of R.
Proof. That Property 5 implies Property 4 follows from Theorem 2.1.4 while the other
implication is trivial.
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3.2.2 Krull-Macaulay implies Z-Macaulay and j symmetric.
For this we will prove that 1 implies 3 which in turn implies 5.
1 implies 3
Here we assume that R is Krull-Macaulay. Then trivially (3.1) holds for all simple modules
and we just need to show that R is grade-symmetric. But by Proposition 1.4.3 Krull
dimension is symmetric on bimodules so by (2.8) j(−) is symmetric. Hence we have
Proposition 3.2.2. Assume hypothesis (H). Then property 1 implies property 3. That
is, if R is Krull-Macaulay, (3.1) holds for all simple modules and R is grade-symmetric.
3 implies 5
We now show that if property 3 holds then 5 holds. We already have j(−) symmetric so
we only need to show that R is Z-Macaulay.
Theorem 3.2.3. Assume that R satisfies hypothesis (H). Let I be a maximal ideal of R.
Then there exists a maximal ideal Q of R with Q ∩ Z = I ∩ Z such that G(Q) = j(R/Q).
Proof. Let I be a maximal ideal of R, and let G(I) = t. Let {x1, . . . , xt} be a maximal
Z-sequence in I and set T :=
t∑
i=1
xiR. Then by Theorem 1.3.5, we get
ExtiR(R/I,R/T ) ∼= Exti+tR (R/I,R).
Thus, if k < t then Extk(R/I,R) = 0 so that j(R/I) ≥ t. And j(R/I) = t ⇔
Hom(R/I,R/T ) 6= 0.
Apply Lemma 1.8.2 with S = ((I ∩ Z) + T )/T , which consists of zero-divisors on
M := R/T since the sequence is maximal. Then we have some y ∈ R\T such that
(I∩Z)y ∈ T . Now apply Lemma 1.8.3 to the ring R/T with X = R/T , J = R(I∩Z)+T/T
and m = y + T . Then there exists some prime ideal Q/T of R/T , with I ∩ Z ⊆ Q, such
that Q/T is maximal with respect to AnnM (Q/T ) 6= 0. But since I ∩Z ⊆ Q∩Z and I ∩Z
is maximal, we must have I ∩Z = Q∩Z and so Q lies over I ∩Z. Then by Theorem 1.2.5
Q must be maximal.
We then have some 0 6= x + T ∈ R/T such that Q(x + T ) = 0, which gives 0 6=
f ∈ Hom(R/Q,R/T ). So it follows that jR/T (R/Q) = 0, and hence by Theorem 1.3.5
jR(R/Q) = t. Since Q ∩ Z = I ∩ Z we have G(Q) = G(I) = j(R/Q) as required.
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Theorem 3.2.4. Let R be a ring with hypothesis (H) which satisfies Property 2. Then
(i) R is Z-Macaulay,
(ii) if I is an arbitrary maximal ideal,
Krull dim(R) = j(R/I) = G(I) = ht(I)
and hence R is equidimensional,
(iii) if {x1, . . . , xt} is a maximal Z-sequence in I and T =
t∑
i=1
xiR then, HomR/T (R/I,R/T ) 6=
0 and I is an annihilator prime of R/T .
Proof. Assume that R satisfies hypothesis (H) and that property 2 holds for R. Let I
be a maximal ideal of R. By Theorem 3.2.3 we have some maximal ideal Q such that
Q ∩Z = I ∩Z and G(Q) = j(R/Q). Now (3.1) gives j(R/Q) = Krull dim(R) ≥ ht(I), so
that
G(I) = G(Q) = j(R/Q) ≥ ht(I). (3.3)
But we know from [17, §4.4] that G(I) ≤ ht(I), so G(I) = ht(I). Thus R is Z-Macaulay.
To see that (ii) is true, we note that (3.1) shows that Krull dim(R) = j(R/I) = j(R/Q)
and then the remaining equalities follow from (3.3).
Now from Theorem 1.3.5, HomR/T (R/I,R/T ) ∼= Extt(R/I,R) 6= 0 so I is an annihila-
tor prime of R/T .
The following corollary of Theorem 3.2.4 is clear.
Corollary 3.2.5. Assume hypothesis (H) and suppose that Property 3 holds, i.e. R is
grade-symmetric and the equation
Krull dim(R) = j(M)
holds for all simple R-modules M . Then R is Z-Macaulay and grade-symmetric. That is,
Property 5 holds for R.
3.2.3 Equivalence of 1 and 2
We now give the proof for Theorem 2.2.2 as stated in section 2.2.
Theorem 3.2.6. Assume hypothesis (H). Then properties 1 and 2 are equivalent, i.e.
(2.8) holds for all finitely generated R-modules if and only if it holds for all simple modules.
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Proof. Here we would like to show that if (2.8) holds for all simple modules then it holds
for all finitely generated modules. So suppose that (2.8) holds for all simple modules.
Then it holds for all artinian modules by the step d = 0 in the proof of Proposition 1.4.13.
We want to show that (2.8) holds for all finitely generated modules X and do this by
induction on the Krull dimension of X. So suppose that X has Krull dimension d > 0 and
that (2.8) holds for all finitely generated modules of Krull dimension at most d − 1. To
show (2.8) holds for all finitely generated modules of Krull dimension d, by Lemma 1.4.12
it is enough to do so for X = R/P , where P is prime and Krull dim(R/P ) = d.
Since P is not maximal, there exists a proper prime ideal Q of R such that P ( Q
with ht(Q) = ht(P ) + 1. Choose x ∈ (Q ∩ Z)\(P ∩ Z). Note that x exists by Theorem
1.2.5 since P is properly contained in Q. Then we get the following short exact sequence
0→ R/P x× // R/P → R/I → 0
where I = xR + P . We know from Theorem 3.2.4 that if all simple modules of R satisfy
(2.8) then R is centrally Macaulay, so by Theorem 2.1.7 R is catenary. Thus
Krull dim(R/Q) = Krull dim(R/P )− 1 = d− 1.
Also Krull dim(R/I) < Krull dim(R/P ) by [31, Ex 15F] so
Krull dim(R/Q) ≤ Krull dim(R/I) < Krull dim(R/P ) = Krull dim(R/Q) + 1.
Hence Krull dim(R/I) = Krull dim(R/Q) = d − 1, so by our induction hypothesis we
have j(R/I) = Krull dim(R)−Krull dim(R/I) = n− d+ 1.
The short exact sequence above gives the following long exact sequence
· · · → Exti(R/P,R) x× // Exti(R/P,R) → Exti+1(R/I,R)→ Exti+1(R/P,R)→ · · · .
(3.4)
Since R is centrally Macaulay, and hence G(P ) = ht(P ) for all primes P by Theorem 2.1.4,
we know that
ht(P ) ≤ j(R/P ) (3.5)
by Corollary 1.3.6.
Now let i := ht(P ) = n− d by catenarity. To show (2.8) holds for R/P it’s enough to
show that j(R/P ) = i. We know from (3.5) that j(R/P ) ≥ i so it remains to show that
Exti(R/P,R) 6= 0. But since j(R/I) = i+ 1 this is true by Lemma 1.3.13(i).
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3.2.4 Z-Macaulay and j symmetric implies Krull-Macaulay.
Recall that in Example 3.1.2 we showed that property 5 does not imply property 1 in a
non-equidimensional ring so in this section we assume that R is equidimensional. Note
that here we also see the significance of the symmetry of j(−). We would like to show
that property 1 holds if G(m) = ht(m) for all maximal ideals m of R and to do this we
assume that the function j(−) is symmetric. We show that property 5 implies property 3
and then Theorem 3.2.6 shows that property 1 is satisfied.
Theorem 3.2.7. Suppose that R is an equidimensional ring satisfying hypothesis (H).
If R has property 5 then it has property 3. That is, assuming grade-symmetry, if R is
Z-Macaulay then equation (3.1),
Krull dim(R) = j(X),
holds for all simple R-modules X.
Recall from section 1.2 the definition of the clique of a prime ideal of R.
Lemma 3.2.8. Assume that R satisfies hypothesis (H) and is grade-symmetricj. Let P ,
Q be maximal ideals of R belonging to the same clique. Then j(R/P ) = j(R/Q).
Proof. Since P and Q are in the same clique, there exist P = P1, P2, . . . , Pm = Q such
that either Pi  Pi+1 or Pi+1  Pi. So it’s enough to show that if M  N then
j(R/M) = j(R/N). So assume 0 6= M ∩ N/MN . Then it is a left R/M -module and a
right R/N -module where R/M and R/N are simple artinian. Therefore, as left modules,
M ∩N/MN is isomorphic to a direct sum of copies of the irreducible left R/M -module so
that
jl(M ∩N/MN) = j(R/M),
and, as right modules, to a direct sum of copies of the irreducible right R/N -module so
that
jr(M ∩N/MN) = j(R/N).
Hence j(R/M) = j(R/N) since j is symmetric.
Now we prove Theorem 3.2.7.
Proof. Consider R/P where P is a maximal ideal. Then Krull dim(R/P ) = 0 and, since
R is equidimensional and Z-Macaulay,
Krull dim(R) = ht(P ) = G(P )
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so equation (3.1) holds if and only if
j(R/P ) = G(P ).
By Theorem 3.2.3 there exists a maximal ideal Q such that Q∩Z = P ∩Z and j(R/Q) =
G(Q) = G(P ). By Mu¨ller’s Theorem (Theorem 1.2.15) Q and P belong to the same clique.
Thus j(R/Q) = j(R/P ) by Lemma 3.2.8. Hence j(R/P ) = G(P ) so that (3.1) holds for
R/P . Then it holds for any simple module V since V ⊕ · · · ⊕ V ∼= R/P for some maximal
ideal P .
We have now shown that in the equidimensional case the Z-Macaulay property and the
symmetry of j(−) imply the Krull-Macaulay property. We also get the following corollary
to Lemma 3.2.8.
Corollary 3.2.9. Assume that R satisfies hypothesis (H) and is Krull-Macaulay. Let P
and Q be prime ideals of R in the same clique. Then j(R/P ) = j(R/Q).
Proof. Notice first that since R is Krull-Macaulay j(−) is symmetric. Localise at p :=
P ∩ Z = Q ∩ Z. Then Pp ∩ Zp = Qp ∩ Zp so that Pp and Qp are in the same clique by
Theorem 1.2.15. But in Rp the ideals Pp and Qp are maximal so by Lemma 3.2.8 (which
applies since R is grade-symmetric) they have the same homological grade.
Note that Lemma 1.3.11 applies because R is Krull-Macaulay. Applying it to P and
Q gives
j(R/P ) = jRp(Rp/Pp)
and
j(R/Q) = jRp(Rp/Qp).
Hence it follows that
j(R/P ) = j(R/Q).
3.2.5 Summary
We summarise progress in the following diagram.
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We have therefore proved the following Theorem.
Theorem 3.2.10. Let R be an equidimensional ring satisfying (H). Then the first five
properties are equivalent for R.
Only Theorem 3.2.7 uses equidimensionality and we note that Example 3.1.2 shows
that the implication 5⇒ 3 is not always valid for a ring which is not equidimensional.
3.3 The equivalence of properties for rings which are not
equidimensional.
We now consider R as before but no longer assume that it is equidimensional. We fix a
central subring C over which R is finitely generated. Here we mainly consider properties
6 to 10 but we use results we have proved about properties 1 to 5. Before doing so, we
first show that the two different sets of properties are indeed equivalent for a ring which
is equidimensional. This follows from the following result together with Theorem 3.2.10
and the parallel result Theorem 3.3.6.
Theorem 3.3.1. Let R satisfy hypothesis (H) and suppose that R is equidimensional.
Then the two sets of properties are equivalent.
Proof. By Corollary 1.3.8 we have jR(R/M) = jRm(Rm/Mm) for all maximal ideals M of
R with m =M ∩ C. Let X be any simple R-module and M = AnnR(X). Then we have
jR(X) = jR(R/M) = jRm(Rm/Mm) = jRm(X).
Also, since R is equidimensional, Krull dim(R) = Krull dim(Rm). Thus it is clear that in
this case, properties 2 and 7 are equivalent.
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3.3.1 Equivalence of 6 and 7
We show here that property 7 implies 6. So suppose that for all simple R modules, X we
have
Krull dim(Rm) = jRm(Xm),
where M = AnnR(X) and m =M ∩ C. Then for all maximal ideals M
Krull dim(Rm) = jRm(Rm/Mm)
so that Property 2 holds for Rm. Then by Theorem 3.2.6 we know that (2.8) holds for
all finitely generated Rm-modules. Now let X be any finitely generated R-module and M
any maximal ideal in Supp(X). Then for m =M ∩ C, Xm is an Rm-module and
Krull dim(Rm) = Krull dim(Xm) + jRm(Xm).
Thus property 6 holds and we have
Theorem 3.3.2. Properties 6 and 7 are equivalent. That is, if the equation
Krull dim(Rm) = Krull dim(Xm) + jRm(Xm),
holds for all simple R-modules (where m is a maximal ideal of C such that M ∈ Supp(X)
for any M lying over m), then it holds for all finitely generated modules.
3.3.2 6 implies 8
Theorem 3.3.3. Property 6 implies Property 8. That is, suppose that all finitely generated
R-modules X satisfy equation (3.2):
Krull dim(Rm) = Krull dim(Xm) + jRm(Xm)
for every maximal ideal M of R in the support of X. Then for all maximal ideals M of R,
j(−) is symmetric on Rm-Rm-bimodules and (trivially) all simple modules satisfy (3.2).
Proof. Assume property 6. Let m be a maximal ideal of C. We just need to show the
symmetry of j(−) on finitely generated central Rm-Rm-bimodules. So let 0 6= X be a
finitely generated central Rm-Rm-bimodule. Then X = Ym for some finitely generated
central R-R-bimodule Y . Note that since Rm is FBN, the right and left Krull dimensions
of finitely generated Rm-Rm-bimodules coincide by Proposition 1.4.3. Thus, by the left
and right versions of (3.2),
Krull dim(X) + jl(X) = Krull dim(Rm) = Krull dim(X) + jr(X)
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and jl(X) = jr(X) as required.
3.3.3 8 implies 10
Here we assume property 8, i.e. j(−) is symmetric on Rm-Rm-bimodules and for all simple
modules X we have
Krull dim(Rm) = jRm(Xm),
for the maximal ideal m = Ann(X)∩C of C. We want to show Property 10, namely that
Rm is grade-symmetric and Cm-Macaulay.
Theorem 3.3.4. Suppose that the ring R satisfies hypothesis (H) and C is a central
subring of R with R a finitely generated C-module. Then Property 8 implies Property 10.
Proof. Suppose that Property 8 holds for R. Let m be a maximal ideal of C and let Xm
be a simple Rm-module. Then by Property 8 we have
Krull dim(Rm) = jRm(Xm).
which means that Property 3 holds in the semi-local ring Rm. Then by Corollary 3.2.5 Rm
is grade-symmetric and Cm-Macaulay.
3.3.4 10 implies 7
It now remains to prove 10 implies 7.
Proposition 3.3.5. Let R satisfy hypothesis (H) and let C be a central subring of R such
that R is a finitely generated C-module. If Rn is grade-symmetric and Cn-Macaulay for
all maximal ideals n of C then for all simple R-modules X with m = Ann(X)∩C we have
Krull dim(Rm) = jRm(Xm).
Proof. For all maximal ideals m of C, property 5 holds for Rm. Now Rm is semi-local and
Cm-Macaulay so by [17, Theorem 4.11] is equidimensional. Thus Theorem 3.2.7 applies
and property 1 holds for Rm. Now let X be a simple R-module. Then Xm is a simple
Rm-module and
Krull dimRm = jRm(Xm).
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To summarise we draw another diagram.
7 Zb
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Cor 3.2.1
+3 10
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Thus we have:
Theorem 3.3.6. Let R be a ring satisfying (H). Then properties 6 to 10 are equivalent.
3.4 What is the correct generalisation for the Cohen-Macaulay
property?
This leads us to consider the question of which is the best generalisation of the commutative
definition of Cohen-Macaulay.
First note that we think that the Krull-Macaulay property is too strong a definition
as even in the commutative case, non-equidimensional Cohen-Macaulay rings are not nec-
essarily Krull-Macaulay. So the Krull-Macaulay property does not reduce to the usual
commutative definition.
We think that it should be Property 5, that is, R is Z-Macaulay and grade-symmetric.
Definition 3.4.1. We will call a ring satisfying Property 5 symmetrically Macaulay.
So what should be true of the “correct” definition? Well firstly, it should reduce to the
usual definition in the commutative case, which is clearly true of symmetrically Macaulay.
We should also be able to generalise the hierarchy which we have in Theorem 1.1.20:
regular⇒ Gorenstein⇒ Cohen-Macaulay,
and we will see in Chapter 4 that if we take symmetrically Macaulay as our generalisation
of the Cohen-Macaulay property we get a corresponding hierarchy for rings which are finite
modules over their centres. Also many results can be proved about centrally Macaulay
rings (and hence about symmetrically Macaulay rings) such as the results in [17] and our
Theorem 2.1.50.
We will return to this discussion in Chapter 4 to explain why symmetrically Macaulay
is a better generalisation than centrally Macaulay.
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We may also consider the use of the GK-Macaulay property as a generalisation for the
Cohen-Macaulay property. For a connected graded k-algebra R, where k is a field, it is
common to define R to be Cohen-Macaulay if it satisfies the GK-Macaulay property. This
is done, for example, by Levasseur in [38] and by Stafford and Zhang in [51]. The main
disadvantage of this approach is that many nice algebras have infinite GK dimension. For
example, let k be a field and G a finitely generated group. Then [36, Theorem 1.1] shows
that kG has finite GK-dimension if and only if G is has a nilpotent normal subgroup N
such that G/N is finite. We note that there do exist examples of polycyclic by finite groups
which are not nilpotent by finite. These give group algebras which are noetherian, but
with infinite GK-dimension.
We note also an example of an algebra which is GK-Macaulay but not Krull-Macaulay,
suggesting that Krull-Macaulay is not the best generalisation of the Cohen-Macaulay prop-
erty.
Example 3.4.2. Let A := A2(C), be the second Weyl algebra over C. Then An(C) is
GK-Macaulay but not Krull-Macaulay.
Proof. By [41, 1.6.13(iii)] the associated graded ring of A is k[x1, x2, y1, y2], which is GK-
Macaulay. Then from [51, Lemma 4.4] A is GK-Macaulay. It remains to show that the
equation
Krull dim(A) = Krull dim(M) + jA(M)
does not hold for all finitely generated A-modules. But by [49, Theorem 1.1] there exists a
simple right A-module V = A/M whereM is a maximal right ideal of A which is principal.
We can show that jA(V ) = 1. Also, Krull dim(A) = 2 by [36, Corollary 8.4]. This gives
Krull dim(A) = 2 6= 0 + 1 = Krull dim(M) + jA(M).
We leave open the question of how to generalise the Cohen-Macaulay property for rings
which are not finite modules over their centres. However, we have shown the importance
of the symmetry of the grade function j(−) which suggests that the generalisation of the
Cohen-Macaulay property should be grade symmetry plus some other condition. For rings
satisfying hypothesis (H), that other condition is Z-Macaulay.
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3.5 Notes
All results in Chapter 3 are original apart from Corollary 3.2.1.
Chapter 4
Generalising the commutative
result: Gorenstein implies
Cohen-Macaulay
It is a well known result in commutative ring theory that a Gorenstein ring is Cohen-
Macaulay. See Theorem 1.1.20 for this. In Chapter 2 we looked at generalisations of the
Cohen-Macaulay property to the noncommutative case but Gorenstein and regular rings
have also been generalised and we now look at these generalisations and the connections
between them. Throughout this chapter we will assume that R is a noetherian ring which
is a finite module over its centre Z. Also, C will be a central subring of R such that R is
a finitely generated C-module.
4.1 Some definitions
In this section we return to the noncommutative generalisations of the Cohen-Macaulay
property discussed in Chapters 2 and 3 and also consider parallel noncommutative gen-
eralisations for Gorenstein and regular. At various points we have to restrict to the case
where the ring R is equidimensional, as defined in Definition 1.2.8.
Recall the generalisations of the Cohen-Macaulay property from Chapters 2 and 3:
centrally-Macaulay in Definition 2.1.1, Krull-Macaulay in Definition 2.2.1 and smmetri-
cally Macaulay in Definition 3.4.1.
In chapter 3 we proved the following theorem, as Theorem 3.2.10:
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Theorem 4.1.1. Let R be an equidimensional noetherian ring which is a finite module
over its centre Z. Then R is symmetrically Macaulay if and only if it is Krull-Macaulay.
Now we turn to generalisations of the Gorenstein property and other related properties
of commutative rings. Homologically homogeneous rings and injectively homogeneous
rings were introduced by Brown and Hajarnavis in [15] and [16] and they generalise the
commutative properties regular and Gorenstein, respectively. The following definitions
are slightly more restrictive in their scope than the original definitions of Brown and
Hajarnavis in [15] and [16].
Definition 4.1.2. Let R be a noetherian ring which is a finite module over a central
subring C.
(i) Then R is homologically homogeneous over C if it has finite global dimension and for
all irreducible right (or left) R-modules, V,W whose annihilators in C are equal, we have
pr.dim(V ) = pr.dim(W ).
(ii) We say that R is homologically homogeneous if it is homologically homogeneous over
its centre Z.
Definition 4.1.3. Let R be a noetherian ring which is a finite module over a central
subring C.
(i) The upper grade of an ideal I is defined by u. gr(I) = sup{n : ExtnR(R/I,R) 6= 0}.
(ii) R is injectively homogeneous over C if R has finite right (or left) injective dimension
and
u. gr(M) = u. gr(N)
for all maximal ideals M and N of R, with M ∩ C = N ∩ C.
(iii) We say that R is injectively homogeneous if it is injectively homogeneous over its centre
Z. Similarly R is injectively smooth if R has finite right (or left) injective dimension and
u. gr(M) = inj.dim(R)
for all maximal ideals M of R.
Note that where we don’t specify the central subring in any of the above definitions,
we assume it to be the centre. We also notice that it is easy to see that a ring R which is
homologically homogeneous over a central subring C is homologically homogeneous over
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Z. This follows because any two modules with equal annihilators in Z have equal anni-
hilators in C. Similarly, injective homogeneity over C implies injective homogeneity over
Z. Also, we omit reference to left or right injective dimension when discussing injectively
homogenous rings as [16, Corollary 4.4] shows that these are equal.
In [16, Theorem 6.5] Brown and Hajarnavis generalise the commutative result that
regular implies Gorenstein:
Theorem 4.1.4. The noetherian ring R is homologically homogeneous if and only if it is
injectively homogeneous and has finite global dimension.
Alternatively, we can generalise the Gorenstein property using the Auslander condition,
which was first studied for commutative rings by Bass in [4], and was later considered by
Auslander for noncommutative rings.
Definition 4.1.5. Let R be a noetherian ring. Then
(i) R satisfies the Auslander condition if for every finitely generated left or right R-module
M and for all i ≥ 0, j(N) ≥ i for all submodules N ⊆ Exti(M,R).
(ii) R is Auslander-Gorenstein if it satisfies the Auslander condition and has finite left and
right injective dimension.
(iii) R is Auslander-regular if it satisfies the Auslander condition and has finite global
dimension.
Note that commutative Gorenstein rings are Auslander-Gorenstein as proved in the
fundamental theorem in [4].
We also have another generalisation of the Gorenstein property. In [2], Artin and
Schelter introduced a notion of regularity for connected N-graded algebras, now known as
AS-regular. Then there is the related notion of an AS-Gorenstein algebra, which we focus
on here. It is easy to define AS-Gorenstein for rings with a “special” simple module, such
as connected graded rings, local rings and Hopf algebras. However, AS-Gorenstein has
been generalised to general noetherian rings, as in [52], giving the following definition.
Definition 4.1.6. Let R be a noetherian ring which is a finite module over its centre. R
is left AS-Gorenstein if there exists some n ∈ N such that for all irreducible left or right
R-modules V ,
ExtiR(V,R) 6= 0⇔ i = n.
Note that by [16, Lemma 3.1] this implies that R has finite injective dimension as
inj.dim(R) = sup{u. gr(V ) : V a simple R-module}.
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4.2 Some characterisations of the injectively homogeneous
property
We now concentrate on the injectively homogeneous property. First we give some proper-
ties of injectively homogeneous rings before giving, in Theorem 4.2.2, a number of char-
acterisations of injectively homogeneous rings, which we will use in order to prove our
generalisation of the commutative result that Gorenstein rings are Cohen-Macaulay.
Theorem 4.2.1. Let R be a noetherian ring which is a finite module over its centre.
(i) If R is injectively homogeneous over a central subring C then R is C-Macaulay and
inj.dim(R) = Krull dim(R) and inj.dim(Rm) = Krull dim(Rm)
for all maximal ideals m of C.
(ii) If R is injectively smooth then R is Krull-Macaulay.
(iii) R is injectively smooth if and only if R is equidimensional and injectively homogeneous
over a central subring C for which R is a finitely generated C-module.
(iv) If R is injectively homogeneous then R is Auslander-Gorenstein
Proof. (i) Let R be injectively homogeneous over C. Then R is C-Macaulay by [16,
Theorem 3.4]. That inj.dim(R) = Krull dim(R) follows from [16, Corollary 3.5] and since
Rm is injectively homogeneous over Cm by [16, Lemma 3.3] we have that inj.dim(Rm) =
Krull dim(Rm) for all maximal ideals m of C.
(ii) This is [60, Proposition 3.2].
(iii) Let R be injectively homogeneous over C. Then for all maximal ideals M of R we
have ht(M) = u. gr(R/M) by [16, Corollary 3.5]. The result then follows from (i).
(iv) This follows from [60, Theorem 3.7].
We now prove some characterisations of injectively homogeneous. Note that the hy-
pothesis that R is equidimensional is needed in Theorem 4.2.2 as we show in Example
4.2.9 below.
Theorem 4.2.2. Let R be a noetherian ring which is a finite module over a central subring
C. Assume that R is equidimensional. Then the following are equivalent:
1. R is injectively homogeneous over C of injective dimension n.
2. R is injectively smooth of injective dimension n.
3. R is C-Macaulay and inj.dim(RR) = Krull dim(R) = n <∞.
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4. R is C-Macaulay and grade-symmetric with inj.dim(RR) = n <∞.
5. R is Krull-Macaulay and inj.dim(RR) = n <∞.
6. R is C-Macaulay and there exists an invertible R-bimodule I with inj.dim(IR) =
Krull dim(R) = n <∞.
7. R is C-Macaulay and inj.dim(IR) = Krull dim(R) = n < ∞ for every invertible R-
bimodule I.
8. Any of the corresponding properties for RR hold.
We split up the proof of Theorem 4.2.2 into several propositions. Note that the equiv-
alence of 1 and 2 is Theorem 4.2.1(iii). First we prove the equivalence of 1 and 3, noting
that 1 implies 3 holds even for a nonequidimensional ring.
Proposition 4.2.3. Let R be a noetherian ring which is a finite module over a central
subring C. We assume that R is equidimensional. Then R is injectively homogeneous over
C of injective dimension n if and only if inj.dim(RR) = Krull dim(R) = n <∞ and R is
C-Macaulay.
Proof. The forward implication follows from Theorems 3.4 and 3.5 in [16] as recorded
above in Theorem 4.2.1(i). Now we assume that R is C-Macaulay and inj.dim(RR) =
Krull dim(R) = n <∞ and show that R is injectively homogeneous over C. Let M be a
maximal ideal of R. In the notation introduced in Definition 4.1.3, u. gr(M) ≥ G(M) =
ht(M) by [15, Corollary 3.1] and the fact that R is C-Macaulay. Since we are assuming
that all maximal ideals have the same height we therefore have
u. gr(M) ≥ ht(M) = Krull dim(R) = inj.dim(R) ≥ u. gr(M),
giving the equality of the upper grade of all maximal ideals.
To show that 1 implies 4 it is enough to show that injectively homogeneous implies that
j is symmetric as the other properties in 4 follow from the definition and from Theorem
4.2.1(i). We first prove that j is symmetric for an equidimensional injectively homogeneous
ring, but will show in Theorem 4.2.10 that this restriction is not necessary.
Proposition 4.2.4. Let R be an equidimensional noetherian ring, which is a finite module
over its centre Z and injectively homogeneous over a central subring C. Then the grade
function j(−) is symmetric on all R-R-bimodules.
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Proof. Since R is injectively homogeneous over C and equidimensional, it is injectively
smooth by Theorem 4.2.1(iii). Thus, by (ii) of the same theorem, R is Krull-Macaulay,
and hence j is symmetric by Proposition 3.2.2.
For 4 implies 1, we do not assume that R is equidimensional.
Proposition 4.2.5. If R is C-Macaulay and grade-symmetric and R has finite injective
dimension then R is injectively homogeneous over C.
Proof. Suppose that R is C-Macaulay and grade-symmetric with inj.dim(R) < ∞. Let
M be a maximal ideal of R and m =M ∩ C. Then
GC(M) = GCm(Mm) ≤ j(Rm/Mm) ≤ inj.dim(Rm)
by [25, Lemma 18.1] and Corollary 1.3.6, so by [16, Theorem 3.4] it is enough to show that
inj.dim(Rm) = G(M) for all maximal ideals m of C with M ∩ C = m.
So let m be a maximal ideal of C. Let G(M) = ht(m) = d and let {x1, . . . , xd}
be a maximal C-sequence on R in m. Then, using hats to denote images in Cm, [17,
Proposition 4.7] shows that {x̂1, . . . , x̂d} is a Cm-sequence on Rm in mm. Let Rm :=
Rm/
d∑
i=1
x̂iRm. Now Krull dim(Rm) = ht(m) by [31, Theorem 10.20] and by [41, Lemma
6.3.9], Krull dim(Rm) ≤ Krull dim(Rm) − d = 0. Hence Rm is artinian. Thus the right
socle of Rm contains some simple right Rm-module V .
By Theorem 1.3.5 we have ExtdRm(Rm, Rm)
∼= HomRm(Rm, Rm) 6= 0 and so jRm(Rm) ≤
d. On the other hand, Theorem 1.3.5 also gives ExtiRm(Rm, Rm) = 0 for i < d so that
jRm(Rm) = d.
Similarly ExtdRm(V,Rm)
∼= HomRm(V,Rm) 6= 0 so that jRm(V ) ≤ d and ExtiRm(V,Rm) =
0 for i < d so that jRm(V ) = d. The maximal ideal AnnRm(V ) is of the form Mm for some
maximal ideal M of R and we have Rm/Mm ∼= V ⊕t so that
j(Rm/Mm) = j(V ) = d.
Now, since R is grade-symmetric, Lemma 3.2.8 shows that all maximal idealsM ′ lying
over m of R have j(R/M ′) = d. Then Corollary 1.3.8 shows that
j(Rm/M ′m) = d
which, by Theorem 1.3.5 again, gives the fact that every simple left Rm-module occurs in
the socle of Rm.
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Now let inj.dim(Rm) = n < ∞. Clearly n ≥ d (since all simple Rm-modules have
grade equal to d). We want to show that n = d, so we assume that n > d, and look for a
contradiction. [16, Lemma 3.1] tells us that there exists a simple right Rm-module Vˆ with
ExtnRm(Vˆ , Rm) 6= 0.
Then since Vˆ occurs in the right socle of R¯ we have the following short exact sequence
0→ Vˆ → Rm → X → 0
for some right Rm-module X, and hence
ExtnRm(Rm, Rm)→ ExtnRm(Vˆ , Rm)→ Extn+1Rm (X,Rm).
Now this gives a contradiction since the middle term is non-zero, but the outer terms are
zero since pr.dimRm(Rm) = d < n by Theorem 1.3.16 and inj.dim(Rm) = n. Thus we
must have n equal to d and the result now follows.
Thus we have proved that 1 is equivalent to 4. That 4 and 5 are equivalent follows
from Theorem 3.2.10 together with Corollary 2.1.14. We now show that 3, 6 and 7 are all
equivalent via the following proposition. We refer back to Definition 1.6.1 for the definition
of an invertible bimodule.
Proposition 4.2.6. Let R be a noetherian ring. Then inj.dim(RR) = inj.dim(AR) for
any invertible right R-bimodule A.
Noting that R is invertible as an R-bimodule, the equivalence of 3, 6 and 7 is now
clear. Before proving the proposition we give a preparatory but well-known lemma.
Lemma 4.2.7. Let R be a ring, E an injective right R-module and A an invertible R-
bimodule. Then E ⊗R A is an injective right R-module.
Proof. By Proposition 1.6.2 tensoring with an invertible bimodule gives an equivalence of
categories between the right R-modules. Thus injectives go to injectives and E ⊗R A is
injective.
Now we prove Proposition 4.2.6.
Proof. Suppose we have an injective resolution
0→ R→ I0 → I1 → · · · → Im → 0
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for R where each Ii is an injective right R-module. Then we tensor the resolution by A to
get
0→ R⊗R A→ I0 ⊗R A→ · · · → Im ⊗R A→ 0.
Now Ii⊗A is injective by Lemma 4.2.7 and the invertible module A is projective and hence
flat, so the new complex is exact and hence is an injective resolution for A = R ⊗R A.
Thus we see that
inj.dim(AR) ≤ inj.dim(RR).
Similarly suppose we have an injective resolution
0→ A→ J0 → J1 → · · · → Jn → 0
for A. Then we can tensor with A−1 to get
0→ A⊗R A−1 → J0 ⊗R A−1 → · · · → Jn ⊗R A−1 → 0.
Thus
inj.dim(RR) ≤ inj.dim(AR).
Finally, that the properties in Theorem 4.2.2 for R as a left module are equivalent to
the corresponding properties for R as a right module is due to [16, Corollary 3.3].
Thus we have proved Theorem 4.2.2. Note that we used equidimensionality to prove
that 3 implies 1, so conditions 3,6 and 7 may not be equivalent to 1, 2, 4 and 5 for a
non-equidimensional ring. In fact, the theorem is not true in the non-equidimensional case
as we have the following counter-example to 3 implies 1.
Example 4.2.8. Let k be a field and S the ring of upper triangular 2 × 2 matrices over
k. Let R = S ⊕ k[x, y]. Then
(i) S is Z-Macaulay with inj.dim(S) = 1 and gl.dim(S) = 1 but is not injectively homo-
geneous;
(ii) k[x, y] is injectively homogeneous with injective dimension and global dimension 2;
(iii) R is Z-Macaulay with inj.dim(R) = gl.dim(R) = Krull dim(R) = 2 but is not
injectively homogeneous.
Proof. (i) The centre of S is k and S is k-Macaulay by Example 2.1.3(iii). We saw in
Example 3.1.1 the two simple modules S/M and S/N . As left modules, S/N is projective
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with
M ∼= S/N ⊕ S/N. (4.1)
The exact sequence of left S-modules
0→M → S → S/M → 0 (4.2)
shows that S/M has projective dimension at most 1; since there is no copy of S(S/M)
in the left socle of S, (4.2) does not split and so S(S/M) has projective dimension 1.
By [41, Proposition 7.5.1] S has finite global dimension and by [41, Corollary 7.1.14]
gl.dim(S) = 1. Also, Hom(SS/N,S S) 6= 0 by (4.1), and Ext1(SS/M,S S) 6= 0 as the
above non-split short exact sequence demonstrates, while HomS(SS/M,S S) = 0, as al-
ready noted. This gives u. gr(S/N) = 0 and u. gr(S/M) = 1. Hence by [16, Lemma 3.1]
inj.dim(S) = 1. But M ∩ Z = N ∩ Z = 0 so S is not injectively homogeneous.
(ii) k[x, y] is a commutative Gorenstein ring of injective and global dimension 2, therefore
it is injectively homogeneous.
(iii) Clearly, Z(R) := Z = k ⊕ k[x, y]. Now R is Z-Macaulay since the direct sum
of two Z-Macaulay rings is also Z-Macaulay by Proposition 2.1.8. Now inj.dim(R) =
sup{inj.dim(S), inj.dim(k[x, y])} = 2 and by [41, Lemma 6.2.4] we have Krull dim(R) =
sup{Krull dim(S),Krull dim(k[x, y])} = 2. To show R is not injectively homogeneous we
will show that it is not homologically homogeneous. We note that R has gl.dim(R) =
sup{gl.dim(S), gl.dim(k[x, y])} = 2. Consider the maximal ideals M ⊕ k[x, y] and N ⊕
k[x, y] of R which have equal intersection with Z(R). Then, the left module R/(N⊕k[x, y])
is projective, while R/(M ⊕ k[x, y]) has projective dimension 1. Thus R cannot be homo-
logically homogeneous and therefore cannot be injectively homogeneous.
However, the following trivial example shows that non-equidimensional examples occur
naturally and should therefore be considered.
Example 4.2.9. Let R = k⊕ k[X] for any field k. Then R is commutative and affine but
not a domain. R is Gorenstein with injective dimension 1 so it is injectively homogeneous.
But it has maximal ideals of different heights so is not equidimensional.
Thus we give the following “local” version of Theorem 4.2.2.
Theorem 4.2.10. Let R be a noetherian ring which is a finite module over a central sub-
ring C. Then the following conditions are equivalent:
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1. R is injectively homogeneous over C of injective dimension n.
2. R is C-Macaulay and for all maximal ideals m of C we have inj.dim(RmRm) =
Krull dim(Rm) ≤ n <∞ with sup{inj.dim(Rm) : m a maximal ideal of C} = n.
3. R is C-Macaulay with inj.dim(RR) = n <∞ and for all maximal ideals m of C, Rm is
grade-symmetric.
4. R is C-Macaulay and grade-symmetric with inj.dim(RR) = n <∞.
5. R is locally Krull-Macaulay and inj.dim(RR) = n <∞.
6. R is C-Macaulay and there exists an invertible R-bimodule I with inj.dimRm(Im) =
Krull dim(Rm) ≤ n < ∞ for all maximal ideals m of C and with sup{inj.dim(Im) :
m a maximal ideal of C} = n.
7. R is C-Macaulay and for all invertible R-bimodules I, inj.dimRm(Im) = Krull dim(Rm) ≤
n <∞ for all maximal ideals m of C and sup{inj.dim(Im) : m a maximal ideal of C} = n.
Proof. 1 ⇔ 2: That 1 implies 2 follows from [16, Lemma 3.3] and Theorem 4.2.2. We
now show that 2 implies 1 and so we assume that R is C-Macaulay and for all maximal
ideals m of C we have inj.dim(RmRm) = Krull dim(Rm) ≤ n <∞ with sup{inj.dim(Rm) :
m a maximal ideal of C} = n. Since Rm is Cm-Macaulay it is equidimensional by Theorem
2.1.4 and we can apply Theorem 4.2.2 to the ring Rm. Thus for all maximal ideals m of
C, Rm is injectively homogeneous and thus R is injectively homogeneous by [16, Lemma
3.3].
1 ⇒ 3: Let R be injectively homogeneous over C. As before we just need to show that
Rm grade-symmetric for all maximal ideals m of R. But, for all maximal ideals m of C,
Rm is injectively homogeneous and equidimensional. Thus by Theorem 4.2.4 Rm is grade-
symmetric.
3 ⇒ 4: We just need to show that if Rm is grade-symmetric for all maximal ideals m of C
then R is grade-symmetric. But this is Lemma 1.3.12.
4 ⇒ 1: This is 4 ⇒ 1 of Theorem 4.2.2 which did not require equidimensionality.
3 ⇔ 5: This follows from Theorem 3.3.6 and Proposition 2.1.5.
2 ⇔ 6 ⇔ 7: This follows from Proposition 4.2.6.
Note that thanks to Theorem 4.1.4 we have a similar result for homologically homoge-
neous rings.
Theorem 4.2.11. Let R be a noetherian ring which is a finite module over a central sub-
ring C. Then the following are equivalent:
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1. R is homologically homogeneous over C of global dimension n.
2. R is C-Macaulay and for all maximal ideals m of C we have gl.dim(RmRm) = Krull dim(Rm) ≤
n <∞ with sup{gl.dim(Rm) : m a maximal ideal of C} = n.
3. R is C-Macaulay with gl.dim(RR) = n < ∞ and Rm is grade-symmetric for all maxi-
mal ideals m of C.
4. R is C-Macaulay and grade-symmetric with gl.dim(RR) = n <∞.
5. R is locally Krull-Macaulay and gl.dim(RR) = n <∞.
Proof. Theorem 4.1.4 says that R is homologically homogeneous if and only if it is injec-
tively homogeneous with finite global dimension. In their proof of this theorem, Brown
and Hajarnavis show that if R satisfies either condition then pr.dim(R/M) = u. gr(R/M)
for all maximal ideals M of R. Thus, by [46, Corollary 4.2] and [16, Lemma 3.1],
gl.dim(R) = inj.dim(R). The result now follows from Theorem 4.2.10.
4.3 The generalisation of the commutative result
Having established different characterisations of the injectively homogeneous and homo-
logically homogeneous properties we are now in a position to state the generalisation of the
commutative result that Gorenstein implies Cohen-Macaulay. The proof has been done
already. Recall that the definition of a symmetrically Macaulay ring is given in Definition
3.4.1.
Theorem 4.3.1. Let R be a noetherian ring which is a finite module over its centre.
Then
(i) R is injectively homogeneous if and only if R has finite injective dimension and is
symmetrically Macaulay;
(ii) R is homologically homogeneous if and only if R has finite global dimension and is
symmetrically Macaulay.
Proof. (i) This is Theorem 4.2.10.
(ii) This is Theorem 4.2.11.
Note that the same proof shows that R is injectively (respectively homologically) ho-
mogeneous over a central subring C if and only if R has finite injective (respectively global)
dimension, is C-Macaulay and grade-symmetric.
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We noted immediately after defining the injectively homogeneous and homologically
homogeneous properties that if R is injectively (respectively homologically) homogeneous
over a central subring C then R is injectively (respectively homologically) homogeneous
over the centre Z. However, the converse to this is false. In Example 2.1.11 we demon-
strated that a Z-Macaulay ring need not be C-Macaulay for all central subrings. The
same example shows that injective and homological homogeneity are also dependant on
the choice of central subring, contrary to [15, Proposition 2.7] and [16, Corollary 3.6].
Example 4.3.2. Let S = k[X]⊕ k. Then
(i) S is regular and Gorenstein;
(ii) S is neither homologically or injectively homogeneous over C where C is the central
subring k〈(X, 1)〉.
Proof. (i) The ring S has global dimension 1 = sup{gl.dim(k[X], gl.dim(k))}.
(ii) We saw in Example 2.1.11 that S is not C-Macaulay. Thus by Theorems 4.2.10 and
4.2.11 S cannot be injectively homogeneous over C nor homologically homogeneous over
C.
Theorem 4.3.1 gives further justification for our choice of symmetrically Macaulay
as a suitable generalisation of Cohen-Macaulay. We now have the following hierarchy,
generalising the well-known commutative one:
homologically homogeneous⇒ injectively homogeneous⇒ symmetrically Macaulay.
Note that Krull-Macaulay would not work here as the example S = k[X]⊕ k is injectively
homogeneous but not Krull-Macaulay (see Examples 4.2.9 and 2.2.5 for the proof of this).
Theorem 4.3.1 also shows why the centrally Macaulay property is not strong enough
to be the most useful generalisation of Cohen-Macaulay. It is clear that injectively homo-
geneous implies Z-Macaulay, however the backward implication in Theorem 4.3.1 above
would not hold if we only considered Z-Macaulay, rather than symmetrically-Macaulay.
We see this in the following example.
Example 4.3.3. Let S be the ring S =
 k k
0 k
 where k is a field. Then
(i) S is Z-Macaulay but not grade-symmetric,
(ii) S has finite injective dimension but is not injectively homogeneous.
Proof. (i) is proved in Example 3.1.1 and (ii) in Example 4.2.8.
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Thus we believe that symmetrically Macaulay is the best generalisation of Cohen-
Macaulay for rings which satisfy hypothesis (H).
4.4 AS-Gorenstein
Finally, we see that AS-Gorenstein is related to the injectively smooth property.
Theorem 4.4.1. Let R be a noetherian ring which is a finite module over its centre Z.
Then R is injectively smooth if and only if R is AS-Gorenstein.
Proof. In [52, Proposition 2.2] Teo proves that injectively smooth rings are AS-Gorenstein.
Now assume that R is an AS-Gorenstein ring with Extn(V,R) 6= 0 for every simple
right R-module V . Then for any maximal idealM we have ExtiR(R/MR, RR) 6= 0⇔ i = n
and hence, u. gr(M) = n. By [16, Lemma 3.1]
inj.dim(R) = sup{u. gr(M) :M a maximal ideal of R}.
Thus inj.dim(R) = n <∞ and R is injectively smooth.
Note that Theorem 4.4.1 shows that the AS-Gorenstein property is stronger than
injective homogeneity; a specific example is S = k[X]⊕ k.
A similar property to AS-Gorenstein but which is equivalent to injectively homogeneous
is the following:
For all irreducible left R-modules V there exists some nV ∈ N such that
ExtiR(V,R) 6= 0⇔ i = nV ,
with nV = nW if Ann(V ) ∩ Z = Ann(W ) ∩ Z. Note also that the example
 k k
0 k

shows that it’s not enough to have the even weaker definition that for all V there exists
some n such that ExtiR(V,R) 6= 0⇔ i = n.
4.5 Notes
All results in Chapter 4 are original apart from Theorem 4.1.4 and Lemma 4.2.7.
Chapter 5
Invertibility and Symmetry
We looked briefly at invertible modules in chapter 4. Now we return to them in order
to prove another characterisation of injectively homogeneous rings. We then suggest a
way to generalise the property of a finite dimensional algebra being symmetric to a more
general context. In [9] Braun looks at rings which are finite modules over a central subring
and gives conditions for being a symmetric algebra. Using our proposed generalisation of
symmetry we are able to generalise his results. We close the chapter with a discussion of
when skew group algebras are symmetric.
Throughout this chapter R is a ring which is a finite module over its affine centre Z
and C is a central subring of R over which R is finitely generated. We know from Noether
normalisation that we can, if we wish, take the central subring C to be a polynomial
algebra k[x1, . . . , xn] which we will denote by Z0. We refer to section 1.6 for the definition
and some basic properties of invertible modules.
5.1 The significance of HomC(R,C)
We have a ring R which is a finite module over its affine centre Z. For any central subring C
such that R is a finitely generated C-module we consider the R-R-bimodule HomC(R,C),
where the actions are defined as follows, for r ∈ R and f ∈ HomC(R,C):
r.f(a) = f(ar) and f.r(a) = f(ra)
for all a ∈ R.
We look more particularly at the invertibility of the module H := HomC(R,C). We
note the notation Xµ as explained immediately after Definition 1.7.7.
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Now, notice that H embeds into the quotient ring if R is prime:
Proposition 5.1.1. Let R be a prime noetherian ring which is a finite module over a
central subring C. Then HomC(R,C) embeds into Q := Q(R) as R-R-bimodules.
Proof. First note that by Proposition 1.2.17 Q = RC−1 where C := C\{0}. Also H :=
HomC(R,C) is a finitely generated torsion-free C-module, so
HomC(R,C) ↪→ HomC(R,C)⊗R Q.
Now let K := Q(C) and consider the map
θ : HomC(R,C)⊗R Q→ HomK(Q,K)
where for h ∈ HomC(R,C), and p = rc−1, q = sd−1 ∈ Q we have θ(h ⊗ p)(q) =
h(rs)c−1d−1. We first check that θ(h ⊗ p) is a K-homomorphism. So let k = je−1 ∈ K.
Then
θ(h⊗ p.k)(q) = h(rjs)(ced)−1 = h(rs)(cd)−1je−1 = θ(h⊗ p)k.
Now we show that θ is an R-R-bimodule homomorphism. Let a, b ∈ R. Then
θ(a.h⊗ p.b)(q) = (a.h)(rbs)(cd)−1 = h(rbsa)(cd)−1
while on the other hand
a.θ(h⊗ p).b(q) = θ(h⊗ p)(bqa) = h(rbsa)(cd)−1.
Thus θ is an R-R-bimodule homomorphism and it is clear from the definition of θ that it
is injective.
Now H ⊗R Q = HC−1 and HomK(Q,K) have the same vector space dimension over
K, which is dimK(Q), showing that θ must be an isomorphism. To see this we note
that if R =
∑t
i=1 riC then H is generated by {fi : 1 ≤ i ≤ t} where fi(rj) = δij .
Then HC−1 = ∑ti=1 fiK. Similarly, if Q = ∑ti=1 riK and HomK(Q,K) is spanned by
{gi : 1 ≤ i ≤ t} where gi(rj) = δij . Hence we now have
HomC(R,C)⊗Q ∼= HomK(Q,K),
as R-R-bimodules. Now, by [47, Theorem 9.9] Q is a Frobenius algebra and hence
HomK(Q,K) ∼= Q as a left and as a right Q-module. Then, as bimodules, HomK(Q,K) ∼=
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1Qµ for some automorphism µ of Q. But Q is a central simple algebra so by the Skolem-
Noether Theorem, which is [47, Theorem 7.21], µ is inner and hence HomK(Q,K) ∼= Q as
Q-Q-bimodules. Combining these gives
HomC(R,C) ↪→ HomC(R,C)⊗Q ∼= HomK(Q,K) ∼= Q,
where the isomorphisms are all R-R-bimodule isomorphisms.
We now show that the module H := HomC(R,C) is significant in determining whether
or not R is injectively homogeneous. In [50] Stafford and van den Bergh showed that if
R is homologically homogeneous then H is invertible. More specifically, they prove the
following, as [50, Proposition 2.6] where DR is a dualising complex of R, as defined by
Yekutieli in [58, Definition 4.1], and Ω[d] is the object in the derived category D(mod(R))
which consists of the R-module Ω in the −dth place and zeros elsewhere.
Theorem 5.1.2. Let k be an algebraically closed field of characteristic zero. Assume that
R is a prime affine k-algebra of GK dimension d. Let C be a central subring such that R
is a finite module over C. Then R is homologically homogeneous of dimension d if and
only if gl.dim(R) <∞ and DR = Ω[d] for some invertible R-module Ω. If this holds then
Ω ∼= H.
It is now clear that if R is homologically homogeneous then H is isomorphic to an
invertible module and so must be invertible itself. We will extend this result to injectively
homogeneous rings, while at the same time removing the hypotheses on the field k and
replacing the hypothesis that R is prime by the weaker assumption that R is equidimen-
sional.
First we consider an injectively homogeneous k-algebra of injective dimension 0, that
is, a quasi-Frobenius finite dimensional k-algebra, and look at H := Homk(R, k). To
show that H is invertible it would be enough, by Theorem 1.6.4, to show that H is a
progenerator and EndR(RH) ∼= R.
The following is proved in Proposition 1.7.10, but we restate it here for convenience.
Proposition 5.1.3. If R is a quasi-Frobenius finite dimensional k-algebra then the right
(or left) module Homk(R, k) is a projective generator.
We also recall the following well-known lemma.
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Lemma 5.1.4. Let R be a finite dimensional k-algebra. Then we have the following ring
isomorphism,
EndR(RHomk(R, k)) ∼= R.
Proof. By [3, Theorem II.3.3] D = Homk(−, k) defines a duality from the category of right
R-modules to the category of left R-modules. Since D is an additive functor it restricts
to a ring homomorphism
D : EndR(AR)→ EndR(RD(A))
for any right R-module A by [1, Lemma 20.3]. But D is a duality, so this must be an
isomorphism. We now take A = R and get the ring isomorphism
EndR(RR) ∼= EndR(RHomk(R, k)).
However, we have a ring isomorphism, λ : R→ EndR(RR) where λ(r) is left multiplication
by r. Thus
R ∼= EndR(RR) ∼= EndR(RHomk(R, k)).
So together with Proposition 5.1.3 and Theorem 1.6.4 this gives
Theorem 5.1.5. If R is a quasi-Frobenius finite dimensional k-algebra then Homk(R, k)
is an invertible bimodule.
We now consider an arbitrary injectively homogeneous ring R which is a finite module
over its affine centre, but we assume that R is equidimensional. Let Z0 be a polynomial
algebra in Z(R) over which R is finitely generated. We shall show that the right R-
module HomZ0(R,Z0) is invertible. We will use Theorem 1.6.4 so we want to show that
HR := HomZ0(R,Z0)R is projective, a generator and has endomorphism ring isomorphic
to R.
Since R is injectively homogeneous, it is Z-Macaulay by Theorem 4.2.1(i). Then
since R is equidimensional, Corollary 2.1.14 shows that R is Z0-Macaulay and hence R
is a free Z0-module by Corollary 2.1.23. Then for any maximal ideal m of Z0, we lo-
calise at m so that Z0m is a regular local ring. Thus mm is generated by a Z0m-sequence
f1, . . . , fn and since Rm is a free Z0m-module f1, . . . , fn is a Z0m-sequence on Rm. Now,
Rm is injectively homogeneous by [16, Lemma 3.3] so that, by [16, Corollary 3.5(ii)],
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inj.dim(Rm) = Krull dim(Rm) = Krull dim(Zm) = n. Thus we see from Theorem 1.3.14
that R := Rm/mmRm is quasi-Frobenius. Then, since R is quasi-Frobenius, Theorem 5.1.5
shows that
Hm := HomZ0m /mm(Rm/mmRm,Z0m /mm) is R-invertible, (5.1)
which, by Theorem 1.6.4, implies that the right R-module Hm is a progenerator and we
have a ring isomorphism EndR(Hm) ∼= R.
We first relate Hm to Hm. Lemma 1.8.7 shows that
Hm = HomZ0(R,Z0)⊗ Z0m ∼= HomZ0m(Rm,Z0m). (5.2)
Since mm is generated by a Z0m-sequence, repeated application of Lemma 1.8.5, with
M = Rm and N = Z0m, shows that
Hm = HomZ0m /mm(Rm/mmRm,Z0m /mm)
∼= HomZ0m(Rm,Z0m)/mmHomZ0m(Rm,Z0m)
= Hm/mmHm.
(5.3)
Since the elements in the Ore set Z\m are zero divisors in R/mR we note that we have
Rm/mmRm = R/mR⊗R Rm = R/mR (5.4)
and
Hm/mmHm = H/mH ⊗R Rm = H/mH. (5.5)
The following lemma is well-known.
Lemma 5.1.6. Let A be a commutative noetherian ring and F a free A-module. If
{x1, . . . , xn} is an A-sequence then it is an A-sequence on HomA(F,A).
Proof. Let F ∼= A⊕t for some t. Then HomA(F,A) ∼= HomA(A,A)⊕t ∼= A⊕t as A-modules.
Thus Proposition 1.1.27 completes the proof.
Now, we examine the three desired properties of HR. First consider projectivity.
Proposition 5.1.7. Let R be an equidimensional noetherian injectively homogeneous ring
which is module finite over its affine centre. Let Z0 be a polynomial algebra in Z(R) over
which R is finitely generated. Then H := HomZ0(R,Z0) is a projective right R-module.
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Proof. By [18, Proposition 2.4], which applies to rings satisfying (H) by the comment after
the proof, it is enough to show that Hm is a projective right Rm-module for all maximal
ideals m of Z0. So we fix a maximal ideal m of Z0 and localise at m.
Let mm = 〈f1, . . . , fn〉 where {f1, . . . , fn} is a Z0m-sequence. Since Rm is a free Z0m-
module, Proposition 1.1.27 and Lemma 5.1.6 show that {f1, . . . , fn} is a Z0m-sequence on
Rm and Hm.
By (5.1), Hm is an invertible Rm/mmRm-module and hence is a projective right
Rm/mRm-module. Then, since f1, . . . , fn are central elements in the Jacobson radical
of Rm, Theorem 1.3.17 together with (5.3) show that Hm is a projective right Rm-module.
And since this holds for all maximal ideals m of Z0, H is a projective right R-module.
Now we show that HR is a generator. First of all, note that, for all maximal ideals m
of Z0, Hm/mmHm is Rm/mmRm-invertible by (5.3) and (5.1). Then (5.5) and (5.4) show
that H/mH is R/mR-invertible and hence is an R/mR-generator. We consider trace
ideals.
Definition 5.1.8. Let R be a ring and RP a finitely generated projective right module.
Let
Φ : P ⊗R HomR(P,R)→ R
be defined by p⊗ f 7→ f(p). Then the trace ideal of P is ImΦ and is denoted Tr(P ).
Note that Tr(P ) is a two-sided ideal of R since for f ∈ HomR(P,R) and r ∈ R we have
f(p).r = f(pr) since f is a right R-module homomorphism and r.f(p) = (r.f)(p) by the
left R-module structure of HomR(P,R). Also, P is a generator if and only if Tr(P ) = R.
This is because P is a generator if and only if there exists some f : Pn  R, if and only
if 1 = f(p1, . . . , pn) ∈ ImΦ, if and only if 1 =
n∑
i=1
fi(pi) for some fi : P → R, if and only
if ImΦ = R.
We now consider the following well-known result.
Lemma 5.1.9. Let R be a ring and let A be a finitely generated projective R-module such
that for all simple modules V
A V.
Then A is a generator.
Proof. By the preceding comment it is enough to show that Tr(A) = R, so suppose for a
contradiction that Tr(A) $ R. Then there exists a maximal idealM of R with Tr(A) ⊆M
CHAPTER 5. INVERTIBILITY AND SYMMETRY 107
and a simple module V with VM = 0. Thus by hypothesis there exists an R-module
epimorphism ψ from A to V . By projectivity of A there exists a map ψˆ
A
ψ

ψˆ
~
~
~
~
R pi
// V // 0
such that the diagram commutes. The map pi is the composite map R // R/M
α // V
where α is any epimorphism from R/M to V , so M ⊆ kerpi. Then Im ψˆ ⊆ Tr(A) ⊆M ⊆
kerpi which is a contradiction.
Proposition 5.1.10. Let R be a noetherian ring, finitely generated over its affine cen-
tre. Let Z0 be a central polynomial algebra such that R is a finitely generated Z0-module.
Assume that HR = HomZ0(R,Z0) is projective and that H/mH is a generator for all
maximal ideals m of Z0. Then HR is a generator.
Proof. By Lemma 5.1.9 it is enough to show that for all simple right R-modules V there
exists some map
f : H  V.
But for any simple right R-module V there exists a maximal ideal m of Z0 such that V m =
0. Then V is an R/mR-module. Since H/mH is a generator we have (H/mH)⊕t  V
for some t while the simplicity of V implies that t = 1. But H  H/mH.
It only remains to show that E := EndR(HR) ∼= R.
Proposition 5.1.11. Let R be a noetherian ring finitely generated over its affine centre.
Let Z0 be a central polynomial algebra such that R is a finitely generated free Z0-module.
If the right R-module H = HomZ0(R,Z0) is a progenerator then E := EndR(HR) ∼= R as
rings.
Proof. Note that R ↪→ E via the ring homomorphism Φ where Φ(r) is left multiplication by
r. To see that Φ is injective note that since HR is a finitely generated projective generator,
we have H⊕nR  RR for some n ≥ 1. Now if r-Ann(HR) 6= 0 then r-Ann(RR) 6= 0 which is
impossible. Thus we can consider R as a subring of E.
Note also that RE is a finitely generated module. For, E ⊆ EndZ0(H) as Z0-modules,
where H = HomZ0(R,Z0) ∼= Z0⊕m, m being the rank of R as a free Z0-module. So E is
a finitely generated and torsion-free Z0-module and hence has to be a finitely generated
R-module as the R action restricts to the Z0-action on E.
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Let m be a maximal ideal of Z0 and pass to the localised set-up, with Z0m ⊆ Rm, with
Hm ∼= HomZ0m(Rm,Z0m) and Em ∼= EndRm(Hm) by Lemmas 1.8.7 and 1.8.6. Then mm is
generated by a Z0m-sequence on Z0m which, since Rm is free over Z0m is also a Z0m-sequence
on Rm. Then, by (5.3) we have Hm ∼= Hm/mmHm. Then Lemma 5.1.4 gives
Rm/mmRm ∼= EndRm/mmRm(Hm/mmHm)
and Lemma 1.8.5 shows that this is isomorphic to Em/mmEm. Thus we have
Rm/mmRm ∼= Em/mmEm. (5.6)
We will now show that Em ∼= Rm.
Now Rm ⊆ Em and the isomorphisms in (5.6) actually give us, Rm+mmEm/mmEm =
Em/mmEm. Thus
Rm +mmEm = Em. (5.7)
Now suppose that Rm ( Em. Then since Em is a finitely generated Rm-module it
has a composition series so there exists a simple Rm-module V such that Em/Rm  V .
Also, there exists an Rm-module I such that Rm ⊆ I ( Em such that Em/I ∼= V . Thus
mmEm ⊆ I. So Rm +mmEm ⊆ I ( Em, contradicting (5.7). Hence Rm = Em.
We thus have R ⊆ E and Rm = Em for all maximal ideals m of Z and so [25, Corollary
2.9] completes the proof.
Thus we now have the following
Theorem 5.1.12. Let R be a prime noetherian injectively homogeneous ring which is
module finite over its affine centre. Let Z0 be a polynomial algebra in Z(R) over which R
is finitely generated. Then HomZ0(R,Z0) is an invertible right R-module.
Proof. That HomZ0(R,Z0) is a progenerator is proved in Lemma 5.1.7 and Corollary 5.1.10.
Then Proposition 5.1.11 applies to give EndR(H,R) ∼= R.
We now show by example that it is necessary to include the hypotheses that R is prime.
Example 5.1.13. Let R = k[X]⊕ k and Z0 = k[(X, 1)] = {(f, f(1)) : f ∈ k[X]}. Then
(i) R is injectively homogeneous;
(ii) HomZ0(R,Z0) is not an invertible R-module.
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Proof. (i) That R is injectively homogeneous is shown in Example 4.3.2.
(ii) Consider H := HomZ0(R,Z0). Note that
R = (1, 0) Z0+(0, 1) Z0
where (1, 0) Z0 is free and (0, 1) Z0 is the Z0-simple module V with annihilator 〈X−1〉⊕0.
Clearly, HomZ0(V,Z0) = 0 so
HomZ0(R,Z0) ∼= HomZ0(Z0,Z0) ∼= Z0 .
More precisely, writing e for (0, 1) ∈ R, we see that, for all h ∈ H and for all r ∈ R,
he(r) = h(er) = 0.
That is, He = 0 and hence H cannot be a generator as then Ht  R so that R is killed
by the non zero idempotent e. Thus HomZ0(R,Z0) is not an invertible R-module.
Now we consider the converse to Theorem 5.1.12. For this we use the characterisations
of injective homogeneity in chapter 4, in particular 6⇔ 1 of Theorem 4.2.2. Before giving
the converse we need a couple of lemmas.
Lemma 5.1.14. Let R be a noetherian ring which is a finite module over a central poly-
nomial subring Z0 and suppose that R is Z0-Macaulay. Then the functor HomZ0(R,−) :
Z0−mod→ R−mod is exact.
Proof. Since R is Z0-Macaulay it is a projective Z0-module by Proposition 2.1.22. Thus
the projectivity of R gives the exactness of the functor.
Lemma 5.1.15. Let R be a noetherian ring which is a finite module over a central subring
C. Let I be an injective C-module. Then
(i) HomC(R, I) is an injective (left) R-module;
(ii) for any C-modules X and Y and a C-module homomorphism f : X → Y the map
f∗ : HomC(R,X)→ HomC(R, Y ) is an R-module homomorphism.
Proof. (i) Let A := HomC(R, I) which is a left R-module with r.f(s) = f(sr) for all
r, s ∈ R and f ∈ A. Then A is R-injective if the functor HomR(−, A) is exact. By
adjointness we have, for any left R-module M ,
HomR(RM,HomC(CRR,C I)) ∼= HomC(CRR ⊗RM,C I) = HomC(CM,C I).
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This exactness of HomC(−, I) gives us the exactness of HomR(−, A).
(ii) Let g ∈ HomC(R,X) and r, s ∈ R. Then
f∗(r.g)(s) = f ◦ (r.g)(s) = f ◦ g(sr) = r.(f ◦ g)(s) = r.f∗(g)(s)
so f∗ is an R-module homomorphism.
Lemma 5.1.16. Let R be a noetherian Z-Macaulay ring which is a finite module over its
centre Z. Then Krull dim(R) ≤ inj.dim(R).
Proof. Let Krull dim(R) = n and let M be a maximal ideal of R of height n. Then
because R is Z-Macaulay M contains a Z-sequence {x1, . . . , xn} of length n. By Theorem
1.3.14 and induction we have
inj.dim(R/
∑
xiR) ≤ inj.dim(R)− n.
Thus
inj.dim(R) ≥ inj.dim(R/
∑
xiR) + n ≥ n = Krull dim(R).
Theorem 5.1.17. Let R be an equidimensional Z-Macaulay ring which is module finite
over its affine centre. Let Z0 be a polynomial algebra in Z(R) over which R is finitely
generated. Then R is injectively homogeneous if and only if H := HomZ0(R,Z0) is an
invertible module.
Proof. The forward implication is done in Theorem 5.1.12 so we assume thatH is invertible
and show that property 6 in Theorem 4.2.2 holds. That is, we show that R is Z0-Macaulay
and inj.dim(RH) = Krull dim(R) = n <∞ for the invertible module H = HomZ0(R,Z0).
Let Z0 = k[x1, . . . , xn] where n = Krull dim(R) so that inj.dimZ0(Z0) = n < ∞ by
Corollary 1.3.15. That R is Z0-Macaulay follows from Corollary 2.1.14 since R is equidi-
mensional. It remains to show that inj.dimZ0(H) = n.
Now, we have an injective resolution of Z0-modules
0→ Z0 → I0 → I1 → · · · → Ik → 0.
Apply HomZ0(R,−), which is exact by Lemma 5.1.14, to get the exact sequence of R-
modules
0→ HomZ0(R,Z0)→ HomZ0(R, I0)→ · · · → HomZ0(R, Ik)→ 0
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where the homomorphisms are R-module homomorphisms by Lemma 5.1.15(ii). Each
HomZ0(R, Ii) is R-injective by Lemma 5.1.15(i) and hence we see that inj.dim(RH) ≤ n.
But by Lemma 5.1.16 and Proposition 4.2.6 we have
n = Krull dim(R) ≤ inj.dim(R) = inj.dim(H) ≤ n.
Thus inj.dim(H) = n and R is injectively homogeneous over Z0 by Theorem 4.2.10.
5.2 A new definition of symmetry
Throughout this section, R is a noetherian ring which is a finite module over its affine
centre Z. We let C be any central subring of R such that R is a finitely generated torsion-
free C-module. In section 1.7 we briefly discussed finite dimensional Frobenius algebras
and symmetric algebras. These have been generalised to rings which are finite modules
over a central subring and are considered in [9], [5] and [14] for example. One important
aspect of symmetric algebras algebras is their connection with Calabi-Yau algebras. The
usual definition of a Calabi-Yau algebra is in terms of an equivalence of derived categories.
Much could be said on the subject of Calabi-Yau algebras, but we will confine ourselves to
the connection with symmetric algebras. Let R be a noetherian ring with a central subring
C of Krull-dimension d, such that R is a finite module over C. The following definition is
as in [33].
Definition 5.2.1. We say that R is a Calabi-Yau algebra of dimension d or d-CY if, for all
X,Y ∈ D(mod(fl − R)), the bounded derived category of finite length R-modules, there
is a natural isomorphism
HomD( mod(R))(X,Y [n]) ∼= DHomD( mod(R))(Y,X).
Here, D is the Matlis duality functor HomC(−, E), where E is the direct sum of the
C-injective hulls of the simple C-modules.
There are many examples of Calabi-Yau algebras as is demonstrated in, for example,
[30] and [33].
The following proposition, which is [14, Proposition 2.4] but follows from [33, Propo-
sitions 3.1 and 3.2], shows the connection between symmetric algebras and Calabi-Yau
algebras. In particular,
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Proposition 5.2.2. Let R, C be as above with Krull dim(C) = d and suppose that C is
a regular domain. Then R is a Calabi-Yau algebra of dimension n if and only if n = d, R
has finite global dimension, R is a projective C-module and R is a symmetric C-algebra.
In this case, R has global dimension d.
Thus we see that if C is a regular domain then being a symmetric algebra over C is a
necessary condition for being Calabi-Yau.
We now define generalisations of finite dimensional Frobenius and symmetric algebras
as given in [14, Definition 2.1] among other places.
Definition 5.2.3. R is a Frobenius extension of C if the following equivalent conditions
hold:
(i) There is an R-C-bimodule isomorphism
F : R→ HomC(R,C);
(ii) there is a C-R-bimodule isomorphism
G : R→ HomC(R,C);
(iii) there is a non-degenerate associative C-bilinear form given by
β(r, s) = F (s)(r)
for all r, s ∈ R, or similarly for G.
Definition 5.2.4. (i) R is a symmetric C-algebra if R is a finitely generated C-module
and
HomC(R,C) ∼= R
as R-R-bimodules.
(ii) Let R be a finitely generated C-module. Then R is locally symmetric if Rm is a
symmetric Cm-algebra for all maximal ideals m of C.
Note that injectively homogeneous is a generalisation for quasi-Frobenius, and assum-
ing that R is equidimensional and Z-Macaulay we can generalise the hierarchy in section
1.7 to get:
{symmetric algebra} ⇒ {Frobenius extension} ⇒ {injectively homogeneous}.
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The first implication is clear from the definitions and the second follows from Theorem
5.1.17 since in a Frobenius extension the module HomC(R,C) ∼= R is clearly invertible
and hence R is injectively homogeneous.
We now give a couple of easy properties of symmetric C-algebras.
Proposition 5.2.5. Let R be a finitely generated C-module. If R is symmetric then R is
locally symmetric.
Proof. Suppose HomC(R,C) ∼= R as an R-R-bimodule and let m be any maximal ideal of
C. Then, by Lemma 1.8.7 and the definition of a symmetric algebra, we have the following
R-R-bimodule isomorphisms,
HomCm(Rm, Cm) ∼= HomC(R,C)⊗C Cm
∼= R⊗C Cm
∼= Rm.
Lemma 5.2.6. Let R be a free module over a central subring C and let a ∈ C, with
a a non zero divisor in R. If R is a symmetric C-algebra then R/aR is a symmetric
C/aC-algebra.
Proof. By Lemma 1.8.5 and by symmetry of R we have
HomC/aC(R/aR,C/aC) ∼=
HomC(R,C)
aHomC(R,C)
∼= R/aR
as R-R-bimodules.
Similarly we can prove the following corollary.
Corollary 5.2.7. Let R be a free module over a central subring C and let a ∈ C, with
a a non zero divisor in R. If R is a Frobenius extension of C then R/aR is a Frobenius
extension of C/aC.
Definition 5.2.4 makes sense for rings where H ∼= R as a left and a right module, such
as Frobenius extensions, but we would like a sensible definition of the symmetric property
for the case where H is merely invertible, that is, for any equidimensional injectively
homogeneous ring. The following example shows that, even if we insist our ring is prime
and indeed homologically homogeneous, there do exist rings where H is invertible but not
isomorphic to R as a left or right module, and hence this is a genuine issue.
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Example 5.2.8. Let D = C[X] and m = 〈X〉 and define
S :=

D m m
D D D
D D D
 ⊆M3(D).
Then S is a prime noetherian ring which is a finite module over its centre D such that
(i) S is a homologically homogeneous ring;
(ii) HomD(S,D) is an invertible S-module;
(iii) HomD(S,D) is not isomorphic to S as left or right S-modules.
Proof. (i) S has two “special” maximal ideals, namely
M :=

m m m
D D D
D D D
 and N :=

D m m
D m m
D m m
 .
The remaining maximal ideals of S are the ideals {nS : n = 〈X − λ〉CD = Z(S), 0 6= λ ∈
C}. Each of these is clearly S-free and S/ nS ∼=M3(C).
We first show that S is hereditary. Let R = M3(D). We consider M as a right ideal
of R. Now, M is generative if RM = R and isomaximal if R/M is a finite direct sum of
isomorphic simple modules. Both these properties are easy to check so by [41, Theorem
5.5.10] I(M) = {r ∈ R : rM ⊆M} = S is hereditary.
To show that S is homologically homogeneous it remains to show that S/M and S/N
have the same projective dimension. Now, S is a free D-module so if S/M and S/N
are projective S-modules they must be projective, and hence free, D-modules. But this
is impossible so they cannot be projective. Then since S is hereditary they both have
projective dimension 1.
(ii) This follows from (i) by Theorems 4.1.4 and 5.1.12.
(iii) Let H := HomD(S,D) We first consider the factor ring S := S/XS. Now
S =

D m m
D D D
D D D

/
m m2 m2
m m m
m m m

has maximal ideals
m m m
D D D
D D D
+XS/XS and

D m m
D m m
D m m
+XS/XS.
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Thus S /J(S) ∼= C⊕
 C C
C C
, giving simple left modules V := C and W :=
 C
C
 .
Now S has orthogonal primitive idempotents
e1 =

1 0 0
0 0 0
0 0 0
+XS, e2 :=

0 0 0
0 1 0
0 0 0
+XS, e3 :=

0 0 0
0 0 0
0 0 1
+XS,
where the left modules generated by e2 and e3 are isomorphic. We then have
S e1 :=

D m2 m2
D m m
D m m
+XS, S e2 :=

m m m2
m D m
m D m
+XS, S e3 :=

m m2 m
m m D
m m D
+XS.
Now, soc(S e1) ∼= W with top(S e1) ∼= V and soc(S e2) ∼= soc(S e3) ∼= V with top(S e2) ∼=
top(S e3) ∼= W . Thus property (iii) of Definition 1.7.2 is satisfied so that S is quasi-
Frobenius. Now property (v) of Definition 1.7.2 tells us that S e1 ∼= HomC(e2 S,C) =:
(S e2)∗ and S e2 ∼= HomC(e1 S,C) =: (S e1)∗. Thus we have,
S ∼= S e1 ⊕ S e2 ⊕ S e2
∼= (S e2)∗ ⊕ (S e1)∗ ⊕ (S e1)∗
6= (S e1)∗ ⊕ (S e2)∗ ⊕ (S e2)∗
∼= HomC(S,C).
Thus S is not a Frobenius algebra. Now, Lemma 5.2.7 shows that S cannot be a Frobenius
extension of D.
Remark. The factor ring S in the proof of (iii) is an example of a finite dimensional algebra
which is quasi-Frobenius but not Frobenius.
We now give a definition for symmetric which applies to all injectively homogeneous
rings.
Definition 5.2.9. Let R be a noetherian ring which is a finite module over a central
subring C. Let H = HomC(R,C). We say that R is dual-symmetric if H = RW = WR,
where W := {f ∈ H : rf = fr ∀ r ∈ R}.
We note that RW = WR is always true by definition of W and that since H is a
finitely generated R-module, if H = RW then there must then be some f1, . . . fn ∈ W
which generate H.
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We now check that dual-symmetric is a generalisation of the symmetric property de-
fined in Definition 5.2.4. So suppose that R is symmetric in the usual sense. Then there
is some isomorphism of R-R-bimodules, θ : R→ H such that f := θ(1) generates H. Now
f ∈ W since rf = rθ(1) = θ(r) = θ(1)r = f.r, so we have H = RW and hence R is
dual-symmetric. Thus, our definition generalises the usual definition of symmetric.
Another condition we could impose on a ring R where H is invertible is to require
that R be a Frobenius extension as defined in Definition 5.2.3. This suggests the following
obvious question to which we do not know the answer.
Question 7. Suppose that R is Frobenius and dual-symmetric. Then is R symmetric?
Let Z := Z(R). We note that W is a C-submodule of H and thus it makes sense to
localise W at maximal ideals m of C. So let Wm = {f ∈ Hm : rf = fr ∀ r ∈ Rm}. Then
Lemma 5.2.10. Let H and W be as above. Then H = RW if and only if Hm = RmWm
for all maximal ideals m of C.
Proof. First note that RW ⊗Rm = RmWm since f ∈ W if and only if f ⊗ 1 ∈ Wm. Then
if H = RW we have
Hm = H ⊗Rm = RW ⊗Rm = RmWm.
Conversely suppose that RmWm = Hm for all maximal ideals m of C. Now since RW ⊆ H
we can apply [25, Corollary 2.9] to see that RW = H.
Thus we see that R is dual-symmetric if and only if Rm is dual-symmetric for all
maximal ideals m of C.
Now we look at the connections between a ring R being symmetric or dual-symmetric
and the centre of R being Gorenstein. In the commutative local case it is true that R is
symmetric if and only if it is Gorenstein.
Proposition 5.2.11. [9, Proposition 2.6] Let C ⊂ Z be a finite extension of Noetherian
commutative rings. Assume that C is local Gorenstein and that Z is Cohen-Macaulay and
equidimensional. Then the following are equivalent:
(i) Z is a Gorenstein ring,
(ii) HomC(Z,C) ∼= Z as Z-modules.
This generalizes for C not local thanks to the following proposition which is [25, The-
orem 11.6(a)]. Recall that a projective module over a commutative ring Z has rank n if
Mm is a free Zm-module of rank n for all maximal ideals m of Z.
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Proposition 5.2.12. [7, §II.5.6] Let Z be a commutative ring. A Z-module M is invert-
ible if and only if it is finitely generated and projective of rank 1.
We also need the following well-known lemma.
Lemma 5.2.13. Let Z be a commutative ring. A Z-module M is invertible if and only if
Mm is invertible for all maximal ideals m of Z.
Proof. Use Proposition 5.2.12 and show that M is projective of rank 1 if and only if Mm
is projective of rank 1 for all maximal ideals m.
Thus we get the following generalisation of Proposition 5.2.11.
Corollary 5.2.14. Let C ⊂ Z be a finite extension of Noetherian commutative rings.
Assume that C is Gorenstein and that Z is Cohen-Macaulay. Then the following are
equivalent:
(i) Z is a Gorenstein ring,
(ii) HomC(Z,C) is an invertible Z-module.
Proof. By Theorem 1.1.15 and Lemma 5.2.13 we can reduce to the local case, which is
Proposition 5.2.11 since for a local ring, free of rank 1 is the same as projective of rank
1.
We now turn to the noncommutative case. In [9, Theorem 2.10] Braun effectively
proves the following theorem.
Theorem 5.2.15. Let R be a prime ring which is a finite module over a central regular
local subring C. Suppose that
(1) the PI degree of R is invertible in R,
(2) RC is free,
(3) Z(R) is a Gorenstein ring,
(4) Rq is an Azumaya algebra for every height 1 prime q in Z(R).
Then R is a symmetric C-algebra.
Remarks. 1. Braun uses slightly different hypotheses. In particular, he assumes that
HomC(Z,C) ∼= Z which is equivalent to Z being Gorenstein since C is local. He also
assumes that R is a maximal order and C is normal which we replace with R being a free
module and C-being regular. However, the proofs are very similar, so we do not give the
proof here.
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2. We consider whether or not all the hypotheses are necessary. We are not sure
about hypotheses (1) and (2). Hypothesis (3) must be necessary because if we take R to
be commutative then it is necessary by Proposition 5.2.11. And finally hypothesis (4) is
necessary as shown by R = CG, where G is the infinite dihedral group. We now consider
this example in more detail.
Example 5.2.16. Let R = CG where G = 〈a, b : b2 = 1, bab = a−1〉 and take C =
Z = C[a + a−1]. Then R is a prime noetherian homologically homogeneous ring of Krull
dimension 1 such that
(1) R is a free Z-module,
(2) The PI degree of R is invertible in R,
(3) Z is Gorenstein,
(4) R is not height 1 Azumaya,
(5) HomZ(R,Z) ∼= R as left and right R-modules, but not as bimodules.
Proof. First note that R is prime by [45, Theorem 5.5]. By [15, Proposition 7.5] R is
homologically homogeneous if it has an abelian normal subgoup A of finite index. We can
take A = 〈a〉 which is normal of index 2. Also, Krull dim(R) = gl.dim(R) which by the
proof of [15, Proposition 7.5] is equal to 1, the Hirch number of G.
(1) Since R is homologically homogeneous is is Z-Macaulay by Theorem 4.3.1(ii). Then,
equidimensionality of R and Corollary 2.1.23 show that R is a free Z-module.
(2) By (1) and [13, Corollary III.1.6] the PI degree of R is 2 which is clearly invertible.
(3) Z is Gorenstein since it is a polynomial algebra.
(4) Since R has Krull dimension 1, height 1 Azumaya is the same as Azumaya. Now if R
is Azumaya then all the simple modules have dimension 2 but there are simple modules of
dimension 1, namely R/〈a− 1, b− 1〉 and R/〈a− 1, b+1〉. So R is not height 1 Azumaya.
(5) We use [14, Proposition 2.3] to show that R is a Frobenius extension of Z. We consider
R as having the Z-basis {1, a, b, ab} and have the linear functional Φ : R→ A which sends
an element in R to the coefficient of 1. Let 0 6= r ∈ R. We need to show that there exists
some s ∈ R such that Φ(sr) = ux for some basis element x. Let r = z1+ az2+ bz3+ abz4.
Then zi 6= 0 for some 1 ≤ i ≤ 4. If z1 6= 0 we just take s = 1. Otherwise, take s to be a−1,
b or ba−1 for z2 6= 0, z3 6= 0 and z4 6= 0 respectively. Thus R is a Frobenius extension of
Z.
This gives the bilinear form β(x, y) = Φ(xy) for x, y ∈ R. Now this is not symmetric
since taking x = b and y = ab gives β(b, ab) = Φ(a−1) = Φ(a + a−1 − a) = a + a−1 while
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β(ab, b) = Φ(a) = 0. Thus HomZ(R,Z) ∼= R as left and right R-modules, but not as
bimodules.
We can extend Theorem 5.2.15 to the situation where C is not local, but showing that
R is dual-symmetric rather than symmetric.
Corollary 5.2.17. Let R be a prime ring which is a finite module over a central regular
subring C. Suppose that
(1) the PI degree of R is invertible in R,
(2) RC is projective,
(3) Z(R) is a Gorenstein ring,
(4) Rq is an Azumaya algebra for every height 1 prime q in Z(R).
Then R is injectively homogeneous and dual-symmetric.
Proof. Localising R at maximal ideals of C allows us to apply Theorem 5.2.15 to Rm giving
Hm symmetric for all maximal ideals m of C. Then we see that for all maximal ideals m of
C, Hm is invertible and hence Rm is injectively homogeneous by Theorem 5.1.17. Also, Rm
being symmetric gives Hm = RmWm for all m. Now [16, Lemma 3.3] and Lemma 5.2.10
gives the required result.
This shows that the dual-symmetric property is a sensible generalisation of the sym-
metric property.
Remark. We again consider the necessity of the hypotheses. We suggest that it may be
possible to remove hypothesis (1) by using the reduced trace map, but as yet have not
succeeded in doing so. Hypotheses (2) and (3) are both consequences of the conclusion.
The necessity of (4) is shown by Example 5.2.16, as we now demonstrate.
Example 5.2.18. Let R be the ring in Example 5.2.16. That is, the group algebra CG
where G = 〈a, b : b2 = 1, bab = a−1〉. We take C = Z = C[a + a−1]. Then R is a prime
noetherian homologically homogeneous ring of Krull dimension 1 satisfying the first three
hypotheses in Corollary 5.2.17, but not hypothesis (4) nor the conclusion. That is, R is
not dual-symmetric.
Proof. It remains to show that R is not dual-symmetric as the hypotheses were considered
in Example 5.2.16. We showed in Example 5.2.16 that R has Z-basis {1, a, b, ab} and that
H := HomZ(R,Z) ∼= R where the isomorphism θ : R → HomZ(R,Z) comes from the
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bilinear form β. That is, for all r ∈ R,
θ(r) = β(−, r) = Φ(−r),
where Φ(z1 + z2a + z3b + z4ab) = z1. We show that W := {f ∈ H : xf = fx ∀ x ∈ R}
cannot generate H. So let f = Φ(−r) ∈W . Then x.Φ(−r) = Φ(r−).x for all x ∈ R. That
is,
Φ(yxr) = Φ(xyr)
for all x, y ∈ R. This can only happen if r = 0. To see this, it is enough to check for
r = 1, a, b, ab, the basis elements of R as a free Z-module. We leave the reader to check
that for r = 1, x = b and y = ab, Φ(yxr) 6= Φ(xyr). Similarly we can take r = a, x = ba,
y = b; r = b, x = b, y = a and r = ab, x = a, y = b. Thus W = 0 and R cannot be
dual-symmetric.
Using Theorem 5.2.15 Braun proves the following theorem, which implies Corollary
5.2.17. However, our result above gives a different approach.
Theorem 5.2.19. Let R be a prime ring which is a finite module over a central regular
subring C. Suppose that
(1) The PI degree of R is invertible,
(2) R is a maximal Cohen-Macaulay Z(R)-module,
(3) Z(R) is a Gorenstein ring,
(4) Rq is an Azumaya algebra for every height one prime q in Z(R).
Then R is a locally symmetric C-algebra and R is injectively homogeneous.
Theorem 5.2.15 and Corollary 5.2.17 generalise (i) implies (ii) of Proposition 5.2.14.
We can also generalise the other implication but before doing so we give some preparatory
results. Let M be an R-R-bimodule. Then
MR := {m ∈M : r.m = m.r ∀ r ∈ R}.
Recall from Definition 1.5.4 that, if R is a prime PI ring, T (R) denotes the trace ring of
R.
Lemma 5.2.20. [9, Proposition 2.3] Let R be a prime noetherian ring which is a finite
module over the central subring C. Suppose that T (R) = R and d =PI deg R is invertible
in R. Let
W := {f ∈ HomC(R,C) : f([x, y]) = 0 ∀ x, y ∈ R}.
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Then W ∼= HomC(Z,C) as Z-modules.
Lemma 5.2.21. Let R be a prime noetherian ring which is a finite module over its centre
Z such that the PI degree of R is invertible and the trace ring of R is equal to R. Let I
be an invertible R-submodule of Q which is centrally generated, i.e. I = XR = RX for
X = I ∩ Z then X is an invertible Z-module.
Proof. First note that by Lemma 1.6.9 we can consider I as an ideal of R. We consider
the reduced trace map T : R → Q(Z) as defined in Definition 1.5.3. By Lemma 1.5.5
ImT = Z.
Now let J = I−1. By hypothesis I = XR so R = IJ = XRJ = XJ . Apply T to this
to get
XT (J) = T (XJ) = T (R) = Z.
Thus X is an invertible Z-module and X−1 = T (J).
We can now state and prove the generalisation of (ii) implies (i) in Proposition 5.2.14.
Theorem 5.2.22. Let R be a prime, noetherian ring, finitely generated over its centre Z
such that the PI degree of R is invertible and T (R) = R. Suppose R is also injectively
homogeneous, so that H is invertible by Theorem 5.1.17. Then if R is dual-symmetric, Z
is Gorenstein.
Proof. By Lemma 5.2.20, the PI degree of R being invertible and T (R) = R give us that
W ∼= HomC(Z,C) as Z-modules. In order to apply Corollary 5.2.14 we want to show
that Z is Cohen-Macaulay. Now, Lemma 1.5.5(ii) shows that Z is a direct summand of R
which is Z-Macaulay, and hence Z is Cohen-Macaulay by Proposition 2.1.9.
Then by Corollary 5.2.14 and Lemma 5.2.20 Z is Gorenstein if and only if HomC(Z,C)
is invertible, if and only if W is invertible. So it is enough to show that W is invertible.
This follows from the invertibility of H, which is an R-submodule of Q by Proposition
5.1.1, via Lemma 5.2.21.
Lemma 5.2.23. Let R be a prime homologically homogeneous ring. Then T (R) = R.
Proof. SinceR is homologically homogeneous ring [15, Theorem 6.1] shows that Z is a Krull
domain and hence is integrally closed. Then Proposition 1.5.6 applies and T (R) = R.
We can now give the following corollary to Theorem 5.2.22.
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Corollary 5.2.24. Let R be a prime, noetherian ring, finitely generated over its centre Z
such that the PI degree of R is invertible. Suppose R is also homologically homogeneous.
Then if R is dual-symmetric, Z is Gorenstein.
Proof. Follows from Theorem 5.2.22 and Lemma 5.2.23.
The upshot of these results is that for a ring R satisfying certain conditions R is
“symmetric” if and only if Z(R) is Gorenstein.
5.3 Symmetry of skew group algebras
We now consider the question of whether or not skew group algebras are symmetric. So
let k be a field of arbitrary characteristic and S = S(V ) where V =
n∑
i=1
kXi. Let G be a
finite group acting linearly on V . Then we define T := S ∗ G to be the skew group ring
which is injectively homogeneous by [60, Proposition 2.8] and so, by Theorem 4.2.1(i),
is Z-Macaulay. We note that S is a graded algebra, and denote the ith homogeneous
component by Si. Thus S =
⊕∞
i=0 Si, where S0 = k. The following known proposition
shows that Z is equidimensional.
Proposition 5.3.1. Let V and G be as above and let T be the skew group ring S(V ) ∗G.
Then the centre Z of T is equidimensional.
Proof. We first note that Z ⊇ S(V )G. Now let P1, . . . , Pt be the minimal primes of Z.
We claim that Pj ∩ S(V )G = 0 for all 1 ≤ j ≤ t. This is because each s ∈ S(V )G is a
non zero divisor on T while Pj consists of zero-divisors. To justify this last claim, we note
that Pj
⋂
j 6=i
Pi ⊆
t⋂
i=1
Pi which is nilpotent by [31, Proposition 3.6]. But
⋂
j 6=i
Pi 6= 0 otherwise⋂
i6=j Pi = 0 ⊆ Pj which contradicts the fact that P1, . . . , Pt are distinct minimal primes.
We choose d to be minimal such that [Pj
⋂
j 6=i
Pi]d = 0, but
⋂
j 6=i
P d−1i 6= 0, which shows that
Pj consists of zero-divisors.
Thus, since Pj ∩ S(V )G = 0,
S(V )G ↪→ Z/Pj
via the map s 7→ s+Pj . And hence Z/Pj is a finitely generated torsion free S(V )G-module.
Thus, Krull dim(Z/Pj) = Krull dim(S(V )G) = dimk(V ) = n, the second equality being
by [6, Corollary 1.4.6]. Now let m be any maximal ideal of Z, and choose j, 1 ≤ j ≤ t
such that Pj ⊆ m and ht(m /Pj) = ht(m). Thus ht(m) = Krull dim(Z/Pj) = n.
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We also see from Noether normalisation (see [25, Theorem 13.3]) that there exists
polynomial subalgebra Z0 = k[f1, . . . , fn] of the centre of T with Z(T ), and hence T ,
finitely generated over Z0 and where the fi are homogeneous elements of S with degree ki.
We can assume, by raising fi to the power |G| if necessary, that |G| divides deg(fi) = ki.
Now, since Z is equidimensional, Corollary 2.1.13 shows that T is Z0-Macaulay. Thus by
Corollary 2.1.23, T and hence S are finitely generated free Z0-modules.
We consider a result in [14] on Frobenius extensions where the authors consider a ring
T which is a finitely generated free module over an affine central subalgebra Z0 with basis
B and which satisfies the following hypothesis.
Hypothesis 1. There exists a Z0-linear functional Φ : T → Z0 such that for any non-zero
a =
∑
b∈B
zbb ∈ T there exists x ∈ T with Φ(xa) = uzb for some unit u ∈ Z0 and some
non-zero zb ∈ Z0.
Proposition 5.3.2. [14, Proposition 2.3] Let T be a finitely generated free Z0-module with
a basis B which satisfies the above hypothesis. Then T is a free Frobenius extension of Z0
and for any maximal ideal m of Z0 the finite dimensional quotient T/mT is a Frobenius
algebra.
We check that our algebras satisfy the hypothesis. Let M be the maximal ideal
〈X1, . . . Xn〉 =
∞∑
i=1
Si of S. Then we let m = M ∩ Z0 =
∞∑
i=1
Z0i = 〈f1, . . . , fn〉. This
gives the finite dimensional k-algebra S = S/mS. Since Z0 is a polynomial algebra, {fi}
is a maximal Z0-sequence, which is also a Z0-sequence on S since S is free over Z0. Since
S is a polynomial algebra in n variables, it has injective dimension n. Thus S = S/
∑
fiS
has injective dimension 0 by Theorem 1.3.14 and hence is a quasi-Frobenius algebra.
Now S is a local ring by the following known lemma.
Lemma 5.3.3. Let S be an N-graded ring and R a graded subalgebra of S with R0 = S0 = k
and dimk Ri, dimk Si < ∞. Let m :=
⊕
i≥1
Ri be the augmentation ideal of R. Then if
S := S/mS is finite dimensional it is local.
Proof. If S is finite dimensional then there exists some i0 > 0 such that Si = 0 for all i > i0.
Then (mS)i = Si for all i > i0. Now take M :=
∑
i≥1
Si. For any j ≥ 1 and x ∈ Sj , we
have xi0+1 ∈ Sj(i0+1) = (mS)j(i0+1) ⊆ mS. So M/mS is generated by nilpotent elements
and hence is nilpotent. So M/mS = J(S).
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The following Lemma is proved in [34, Proposition 20.3A]
Lemma 5.3.4. Let S be as above. Then the highest degree component is 1-dimensional.
We also note that the highest degree component is the socle of S.
Proposition 5.3.5. A local, quasi-Frobenius, finite dimensional commutative k-algebra is
Frobenius.
Proof. Let A be a local, quasi-Frobenius, finite dimensional k-algebra. Since A is finite
dimensional we can express A as Ae1 ⊕ · · · ⊕ Aet where the ei are orthogonal primitive
idempotents. Since A is commutative, Aei is scalar local and hence basic. But since A
is local, t = 1 and hence A is a basic algebra. Now Proposition 1.7.11 shows that A is
Frobenius.
Now S is a local quasi-Frobenius ring, so is Frobenius by the preceding proposition.
Let the 1-dimensional socle, SN say, of S be generated by the element b0. We extend this
to a homogeneous basis of S by taking b1, . . . , bu to be a k-basis of SN−1, bu+1, . . . , bv to
be a k-basis of SN−2 and so on. This gives us a basis {b0, b1 . . . , bt} for S where each bi
is homogeneous. Let h0, . . . , ht be the basis of the dual algebra S
∗ such that hi(bj) = δij .
Now S is a Frobenius algebra, and we can take the bilinear form to be 〈a, b〉 = φ(ab)
where φ(x) is the coefficient of b0 in x. Thus hi = 〈−, bi〉 = φ(−.bi) for some homogeneous
element bi in S. Then since hi(bj) = δij we have φ(bibi) = 1 and hence, since the bi and bi
are homogeneous, bibi = b0. Thus bi ∈ SN−d where d = deg(bi).
We would like to lift our bases to Z0-bases of homogeneous elements for S. We can do
this by the following well-known graded version of Nakayama’s lemma.
Lemma 5.3.6. Let R =
⊕
i≥0
Ri be a N-graded ring with R0 = k and dimk Ri < ∞. Let
m :=
⊕
i≥1
Ri be the augmentation ideal and let X be a finitely generated graded R-module.
So X/mX =
⊕
i≥1
Xi/mXi is a finite dimensional vector space with a homogeneous basis.
Then X is generated by any choice of homogeneous preimages of the specified basis of
X/mX.
Proof. Let X/mX have homogeneous basis {x1, . . . , xd} and choose any homogeneous
elements xi such that xi+mX = xi. Now let Y :=
∑
i
Rxj and suppose for a contradiction
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that Y ( X. Then X/Y is a non-zero finitely generated graded module and therefore has
a simple graded factor module,which must be annihilated by m. Therefore mX + Y ( X,
which is a contradiction.
Proposition 5.3.7. Let G be a finite group acting linearly on a finite dimensional vector
space V . Let Z0 be the central polynomial subalgebra of T := S (V )∗G defined at the start
of section 5.3. Then T is a Frobenius extension of Z0.
Proof. We retain the notation used above. Thus we have dual bases {b0, b1 . . . , bt} and
{b0, b1 . . . , bt} for S which we can lift, by Lemma 5.3.6, to homogeneous generating sets
{b0, b1 . . . , bt} and {b0, b1 . . . , bt} of S. However, rankZ0 S = rankk S = t+1 so the homoge-
neous generating sets {b0, b1 . . . , bt} and {b0, b1 . . . , bt} are bases of S as a free Z0-module.
Now we can take the basis of T over Z0 to be {big : 0 ≤ i ≤ t, g ∈ G} and we define a
Z0-linear functional
Φ : T → Z0∑
i,g
zigbig 7→ z01.
We will show that Φ satisfies Hypothesis 1 but first, we consider Φ(bibj). Since bibi = b0
we get
bibj = δijb0 +
t∑
l=1
λlijbl,
where λlii = 0 for all l. Then
bib
j = δijb0 +
t∑
l=0
rlijbl (5.8)
where, for 0 ≤ l, i, j ≤ t, rlij ∈ Z0, r0ij ∈ m and rlii ∈ m. Now
Φ(bibj) = Φ(δijb0) + Φ(
t∑
l=0
rlijbk) = δij + r0ij .
Now to show that Φ satisfies Hypothesis 1, let 0 6= a =
∑
g∈G
zigbig. Then we choose bjh
with bj being of maximal degree such that zjh 6= 0. We let x = h−1bj and would like to
show that Φ(ax) = zjh. We have
Φ(ax) = Φ(
∑
0≤i≤t
g∈G
zigbigh
−1bj) = Φ(
∑
0≤i≤t
zihbib
j) =
∑
0≤i≤t
zihΦ(bibj), (5.9)
where the second equality is because, for s ∈ S, Φ(sgh−1) 6= 0 only when g = h.
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Thus
Φ(ax) =
∑
0≤i≤t
zih(δij + r0ij)
and we want to show that zihr0ij = 0 for all 1 ≤ i ≤ t. As before, let N = deg(b0), which is
the highest degree among the bi. Let deg(bj) = m so that deg(bj) = N −m. We compare
degrees in (5.8).
The left hand side of (5.8) is a homogeneous element, so the right hand side must
be homogeneous of the same degree. We are interested in r0ij , and it can only be non-
zero if deg(bibj) ≥ N , which is the case if deg(bi) ≥ m. We have chosen j with bj of
maximal degree such that zjh 6= 0, so for bi of greater degree, zihΦ(bibj) = 0 and makes
no contribution to Φ(ax) in (5.9). Thus we need only consider the bi with deg(bibj) = N .
This is the case if either, i = j or if there is some other basis element bi0 with degree m.
Suppose we are in the latter instance. Then bi0bj = 0 giving
bi0b
j = r0i0jb0 +
t∑
l=1
rli0jbl
where rli0j ∈ m for all l. Now the left hand side has degree N and deg(r0i0jb0) > N if
r0i0jb0 6= 0, giving r0i0j = 0. Similarly, if i = j we have
bjb
j = b0 + r0i0jb0 +
t∑
l=1
rlbl
with r0i0j = 0 so in this case Φ(bjb
j) = 1. Thus we must have Φ(zihbibj) = δijzih.
Thus
Φ(ax) = Φ(
∑
0≤i≤t
zihbib
j) = zjh,
the hypothesis is satisfied and Proposition 5.3.2 tells us that T is a Frobenius extension of
Z0.
We can therefore define the Frobenius form to be
〈a, b〉 = Φ(ab)
for a, b ∈ T . To see whether or not this is symmetric, let t ∈ T and consider t.Φ and Φ.t.
So for a ∈ T , t.Φ(a) = Φ(at) and Φ.t(a) = Φ(ta). Let a = ∑ zigbig where zig ∈ Z0. We
first take t = s for any s ∈ S. Then
Φ(as) = Φ(
∑
0≤i≤t
g∈G
zigbigs) = Φ(
∑
0≤i≤t
g∈G
zigbis
gg) = Φ
∑
0≤i≤t
(zi1bis),
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while
Φ(sa) = Φ(
∑
0≤i≤t
g∈G
szigbig) = Φ(
∑
0≤i≤t
g∈G
zigbisg) = Φ(
∑
0≤i≤t
zi1bis).
So s.Φ = Φ.s for all s ∈ S.
Now take t = h ∈ G. Note that there is an induced action of G on the graded ring
S = S/mS, preserving degree. Therefore, since the highest degree component SN of S
is one-dimensional, with SN = kb0, we have b0
g = λgb0 for all g ∈ G, where λg is some
non-zero element in k. Then bg0 = λgb0 + m for some m ∈ mS. We can express m as
t∑
i=0
dibi where each di ∈ m and thus has degree greater than zero if di 6= 0. But because
the action of G preserves degree, d0 = 0. Thus
Φ(bg0) = λg.
Hence, for h ∈ G and a =
∑
0≤i≤t
g∈G
zigbig ∈ T as before,
Φ(ah) = Φ(
∑
0≤i≤t
g∈G
zigbigh) = Φ(
∑
0≤i≤t
zih−1bi) = z0h−1 ,
and
Φ(ha) = Φ(
∑
0≤i≤t
g∈G
hzigbig) = Φ(
∑
0≤i≤t
zih−1b
h
i ) = z0h−1λh.
So Φ(ha) = Φ(ah) if and only if λh = 1 for all h ∈ G, that is, if and only if b0h = b0 for all
h ∈ G. In fact, the Nakayama automorphism ν, as defined in Definition 1.7.7, is the map
such that
ν(s) = s and ν(g) = λgg (5.10)
for all s ∈ S and g ∈ G, and where λg is the element in k such that b0g = λgb0. We note
that this is indeed a Z0-automorphism since for z ∈ Z0 and big ∈ T we have
ν(zbig) = zbiλgg = zν(big).
Thus T is symmetric if and only if b0
h = b0 for all h ∈ G.
To investigate when this condition holds, we first of all assume that k has characteristic
p and G is a p-group. In this case we have the following well-known lemma.
Lemma 5.3.8. Let k be a field with characteristic p and G a p-group. Then kG is local.
Proof. By [44, Lemma 3.1.6] the augmentation ideal, g is nilpotent. Hence g = J(kG).
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Then since kG is local, the 1-dimensional socle kb0 of S, which is a kG-module, must
be isomorphic to the trivial kG-module k. Thus for g ∈ G, b0g = b0 and b0 is invariant
under the action of G. Thus we have proved the following:
Theorem 5.3.9. Let k be a field of characteristic p, and G a finite p-group acting linearly
on a finite dimensional vector space V . Let Z0 be a graded polynomial subalgebra of Z(T ) =
S(V )G. Then T := S(V ) ∗G is a symmetric Z0-algebra.
Now we consider the case where the order of G is a unit in k. From above we know
that S ∗G is symmetric if and only if b0g = b0 for all g ∈ G. Notice that the action of G on
V gives a group homomorphism ρ : G → GL(V ). We will show that symmetry depends
on det(g) := det ρ(g).
For a vector space V acted on by a group element g we denote by Tr(g, V ) the trace of
the matrix recording the action of g on V . We note the following easy observations, which
we will use in proving the next lemma, which is effectively proved in [6, page 59].
(i) If g acts trivially on V then Tr(g, V ) = dimV .
(ii) If V =W ⊕X, a sum of kG-modules, then Tr(g, V ) = Tr(g,W ) + Tr(g,X).
Lemma 5.3.10. Let G be a finite group acting linearly on a k-vector space V such that the
characteristic of k does not divide |G|. Let S = S(V ) = k[X1, . . . , Xn] and let {f1, . . . , fn}
be homogeneous elements of S with ki = deg fi, 1 ≤ i ≤ n, such that Z0 = k[f1, . . . , fn]
is a polynomial algebra contained in SG over which S is a finitely generated module. Let
S = S/mS where m is 〈X1, . . . , Xn〉 ∩ Z0. Let Tr(g, Sj) and Tr(g,Sj) be the traces of the
matrices denoting the action of g on Sj and Sj respectively. Assume that, for all g ∈ G, k
contains a primitive |〈g〉|th root of unity. Let g ∈ G. Then,
∞∑
j=0
tj Tr(g, Sj) =
∑∞
j=0Tr(g, Sj)t
j∏n
i=1(1− tki)
.
Proof. First note that extending the field doesn’t affect the formula, so we can assume
that k is algebraically closed. Since Sj and Sj are vector spaces on which g acts, they
are k〈g〉-modules. Let d := |〈g〉|. Also k〈g〉 is semi-simple by Maschke’s Theorem, so
the irreducible k〈g〉-modules correspond to λ1, . . . , λn where the λi are the dth roots of
unity. We can choose our bases {bi} of S and {bi} of S to be eigenvectors, where bi and bi
correspond to some eigenvalue λi ∈ {λ1, . . . , λn}.
Since k〈g〉 is semi-simple, Sj = (mS ∩ Sj) ⊕ Aj for some k〈g〉-module Aj . Then
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Aj ∼= Sj/(mS ∩ Sj) = Sj , giving
Tr(g, Sj) = Tr(g,Sj) + Tr(g,mS ∩ Sj).
Now, for di = deg(bi),
mS ∩ Sj = {
t∑
i=0
aibi : ai ∈ m∩Sj−di}
= ⊕ti=0m∩Sj−dibi,
where m∩Sj−di = 0 if j − di = 0 and m∩Sj−di = Z0,j−di if j − di > 0, where Z0i is the ith
degree part of Z0. Thus,
Tr(g,mS ∩ Sj) =
t∑
i=0
Tr(g, Z0,j−dibi) =
j∑
i=1
dim(Z0i) Tr(g, Sj−i).
The second equality follows because g acts diagonally on the bi and bi giving Tr(g, Z0,j−dibi) =
dim(Z0,j−di)λi for some λi and Tr(g, Sj−i) is also a sum of λis.
Then,
Tr(g, Sj) = Tr(g,Sj) +
j∑
i=1
dim(Z0i) Tr(g, Sj−i)
=
j∑
i=0
dimZiTr(g,Sj−i).
Expressing this as a power series and noting that Tr(g,Sj−i) = 0 for i > j gives
∞∑
j=0
tj Tr(g, Sj) =
∞∑
j=0
tj
j∑
i=0
dimZ0iTr(g,Sj−i)
=
∞∑
j=0
∞∑
i=0
dimZ0itiTr(g,Sj−i)tj−i
=
∞∑
j=0
(
∞∑
i=0
dimZ0iti) Tr(g,Sj)tj .
Then for ki = deg(fi),
∞∑
i=0
dimZ0iti =
1
n∏
i=1
(1− tki)
by [34, §17.1, Example 4] and we have
∞∑
j=0
tj Tr(g, Sj) =
∑∞
j=0Tr(g, Sj)t
j∏n
i=1(1− tki)
.
CHAPTER 5. INVERTIBILITY AND SYMMETRY 130
Proposition 5.3.11. Let G be a finite group acting linearly on a k-vector space V such
that the characteristic of k does not divide |G|. Let S = S(V ) = k[X1, . . . , Xn] and
let {f1, . . . , fn} be homogeneous elements of S with ki = deg fi, 1 ≤ i ≤ n, such that
Z0 = k[f1, . . . , fn] is a polynomial algebra contained in SG over which S is a finitely
generated module. Assume that each fi is homogeneous of degree divisible by |G|. Let
S = S/mS where m is 〈X1, . . . , Xn〉∩Z0. Let b0 ∈ S be the generator of the 1-dimensional
socle of S. Then for any g ∈ G we have b0g = (det g)−1b0.
Proof. We can again assume that k is algebraically closed. Let g ∈ G. As in the preceding
lemma we see that we can choose bases such that g acts on V by diag(λ1, . . . , λn) where
each λi is a dth root of unity (here d = |〈g〉|). Then by Lemma 5.3.10 we have,
∞∑
i=0
Tr(g,Si)ti =
n∏
j=1
(1− tkj )
∞∑
i=0
Tr(g, Si)ti,
where kj is the degree of fj . By [6, Proposition 2.5.1] we have
∞∑
i=0
Tr(g, Si)ti =
n∏
j=1
1
1− λjt .
Also, since λdj = 1 and |G| divides ki we have λkj = 1 for all j, 1 ≤ j ≤ n. Hence,
∞∑
i=0
Tr(g,Si)ti =
n∏
j=1
1− tkj
1− λjt =
n∏
j=1
(1 + λjt+ · · ·+ λkj−1j tkj−1).
Now for N = deg(b0), SN is the highest degree part of S and hence Tr(g,SN ) =
n∏
j=1
λ
kj−1
j =
n∏
j=1
λ−1j = (det g)
−1. Hence, since SN is one dimensional and generated by b0 we must have
b0
g = (det g)−1b0.
Thus, for finite groups whose order is a unit in the ground field, T is symmetric if
and only if ρ(G) ⊆ SL(V ) where ρ : G → GL(V ) is the representation of G as linear
automorphisms of V . And to show that this agrees with the case where G is a p-group,
the following well-known lemma shows that in this case ρ(G) ⊆ SL(V ).
Lemma 5.3.12. Let k be a field of characteristic p and G a finite p group acting linearly
on a finite dimensional vector space V . Then for any g ∈ G, the matrix giving the action
of g has determinant 1.
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Proof. The map det : G → k is a k-homomorphism. Let q := |G|. Then for any g ∈ G,
det(g)q = det(gq) = 1. But k has no non-identity elements of prime power order, so
det(g) = 1.
We can now combine these results in the following theorem.
Theorem 5.3.13. Let k be a field and G a finite group acting linearly on a finite di-
mensional vector space V . Let ρ : G → GL(V ) be the representation of G as lin-
ear automorphisms of V and let Z0 be any central polynomial subalgebra generated by
homogeneous elements f1, . . . , fn of S with each deg(fi) divisible by |G| and such that
T := S(V ) ∗G is a finitely generated Z0-module. Then T is a symmetric Z0-algebra if and
only if ρ(G) ⊆ SL(V ).
Proof. If char k does not divide the order of the group, then Proposition 5.3.11 gives the
result. Similarly if char k = p and G is a p group then Theorem 5.3.9 together with Lemma
5.3.12 give the result. For the remaining case, suppose that p = char k divides the order
of G and choose any element g ∈ G of order d and consider the group 〈g〉. Let d = pnr
where (p, r) = 1. Let h = gp
n
. Then 〈h〉 is a finite group where char k does not divide
the order, so that Proposition 5.3.11 tells us that λh = (deth)−1 where λh is as defined
in (5.10). Then since g = hr we have λg = λrh = ((deth)
−1)r = (det g)−1. Thus, T is
symmetric if and only if det g = 1 for all g ∈ G.
We note that Braun has proved the same result in [8]. Our work is independent of his
and uses somewhat different methods for part of the proof, but for the very last step the
methods are the same so for convenience we follow his account.
5.4 Notes
Proposition 5.1.3 is taken from Chapter 1 and Lemmas 5.1.4, 5.1.6 and 5.1.9 are all known
but proved here for lack of a suitable reference. The remaining results in section 5.1
are original except Theorem 5.1.2. The properties of symmetric and Frobenius algebras in
Propositions 5.2.5, 5.2.6 and 5.2.7 are almost certainly already well-known, as are Lemmas
5.2.13 and 5.2.23, but the remaining unreferenced results in section 5.2 are original. Section
5.3 contains a number of known results, some of which are proved here, but Proposition
5.3.5, Proposition 5.3.7, Theorem 5.3.9, Proposition 5.3.11 and Theorem 5.3.13 are original.
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