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COMPLETE ORDER EQUIVALENCE OF SPIN UNITARIES
DOUGLAS FARENICK 1, FARRAH HUNTINGHAWK 2 , ADILI MASANIKA1,
AND SARAH PLOSKER 2,1
ABSTRACT. This paper is a study of linear spaces of matrices and linear maps on
matrix algebras that arise from spin systems, or spin unitaries, which are finite sets
S of selfadjoint unitary matrices such that any two unitaries in S anticommute.
We are especially interested in linear isomorphisms between these linear spaces
of matrices such that the matricial order within these spaces is preserved; such
isomorphisms are called complete order isomorphisms, which might be viewed
as weaker notion of unitary similarity. The main result of this paper shows that
all m-tuples of anticommuting selfadjoint unitary matrices are equivalent in this
sense, meaning that there exists a unital complete order isomorphism between
the unital linear subspaces that these tuples generate. We also show that the C∗-
envelope of any operator system generated by a spin system of cardinality 2k
or 2k + 1 is the simple matrix algebra M2k(C). As an application of the main
result, we show that the free spectrahedra determined by spin unitaries depend
only upon the number of the unitaries, not upon the particular choice unitaries,
and we give a new, direct proof of the fact [11] that the spin ball B
spin
m and max
ball Bmaxm coincide as matrix convex sets in the casesm = 1, 2.
1. INTRODUCTION
This paper is a study of linear spaces of matrices and linear maps on matrix
algebras that arise from spin systems, or spin unitaries, which are finite sets S of self-
adjoint unitary matrices such that any two unitaries in S anticommute. In addition
to their interest from the perspective of linear algebra, these linear spaces and lin-
ear maps are commonly studied in operator algebra theory and in applications
that include quantum information theory. We are especially interested in linear
isomorphisms between these linear spaces of matrices such that the matricial or-
der within these spaces is preserved; such isomorphisms are called complete order
isomorphisms.
We denote the algebra of d×dmatrices over the field C of complex numbers by
Md(C), the R-vector space of selfadjoint complex d× dmatrices byMd(C)sa, and
the cone of positive semidefinite d× dmatrices byMd(C)+. The unitary group in
Md(C) is denoted by Ud, and Tr denotes the canonical trace onMd(C).
Definition 1.1. A subset S ⊂ Ud of unitary matrices is a spin system of unitaries, or
simply a spin system, if
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(1) the cardinality of the set S is at least two,
(2) u∗ = u for every u ∈ S, and
(3) uv = −vu for every pair of distinct elements u, v ∈ S.
If a spin system S consists of just two elements, u and v, then the matrices u and v are
called a pair of spin unitaries.
The third of the three conditions in the definition of a spin system S indicates
that no element of S is the identity matrix 1 or its negative −1. Hence, each u ∈ S
has spectrum {−1, 1} and, by the Spectral Theorem, can be expressed as a difference
u = p−q, where p,q ∈Md(C) are projections such that pq = qp = 0 and p+q = 1.
The most basic example of a spin system of unitaries is afforded by the Pauli
matrices:
σX =
[
0 1
1 0
]
, σY =
[
0 −i
i 0
]
, and σZ =
[
1 0
0 −1
]
.
Definition 1.2. The subset P = {σX,σY ,σZ} ⊂M2(C) is called the Pauli spin system.
The following elementary (and, surely, well-known) result establishes some ba-
sic linear-algebraic facts about spin systems.
Proposition 1.3. If S ⊂ Ud is a spin system, then
(1) d is an even integer,
(2) Tr(u) = 0, for every u ∈ S,
(3) Tr(uv) = 0 for all u, v ∈ S with v 6= u, and
(4) the elements of S are linearly independent.
Proof. Select u ∈ S. By definition, there is an element v ∈ U with v 6= u. Because
uv = −vu, we deduce from
det(u)det(v) = det(uv) = det(−1uv) = (−1)d det(uv)
that (−1)d = 1, and so d is even. Likewise, uv = −vu implies that vuv = −u, and
so
−Tr(u) = Tr(−u) = Tr(vuv) = Tr(uv2) = Tr(u)
yields Tr(u) = 0.
Likewise, if u, v ∈ S are distinct, then uv = −vu implies that Tr(uv) = −Tr(vu);
since Tr(ab) = tr(ba) for all a,b, we deduce that Tr(uv) = −Tr(uv) and, thus,
Tr(uv) = 0.
Lastly, suppose that u1, . . . ,um ∈ S and that
m∑
j=1
αjuj = 0. Fix i ∈ {1, . . . ,m}
and note that the trace property Tr(ab) = Tr(ba) along with the anticommutation
relations ujui = −uiuj (for j 6= i) yield
0 = Tr(0 · ui) = Tr

 m∑
j=1
αjujui

 = αid +∑
j6=i
αj Tr(ujui)
= αid +
∑
j6=i
αj Tr(uiuj) = αid −
∑
j6=i
αj Tr(ujui),
and so αi = 0. As the choice of i is arbitrary, each αj = 0, showing that u1, . . . ,um
are linearly independent. 
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A key concept in this paper is that of an operator system of matrices, and its
matricial cone of positive semidefinite matrices.
Definition 1.4. An operator system of matrices, or more simply an operator system,
is a linear subspace R of Md(C) and a sequence of convex cones (Mn(R)+)n∈N in the
matrix algebrasMn (Md(C)) such that
(1) R contains the identity matrix 1 (sometimes denoted by 1d),
(2) R contains the adjoint x∗ of each matrix x ∈ R, and
(3) X ∈Mn(R)+ if and only if X is an n×n positive semidefinite matrix with entries
from R.
The definition of operator system given above applies only to matrices, but it
is generally sufficient for our purposes in this paper. A somewhat more general
definition is that an operator system is a unital linear subspace R of a unital C∗-
algebra A such that x∗ ∈ R for every x ∈ R. Most general of all is the axiomatic
definition of an operator system as a matrix-ordered ∗-vector space possessing an
Archimedean order unit. [16].
Definition 1.5. If R and T are operator systems, then a linear transformation φ : R→ T
is n-positive if φ(n)(X) ∈ Mn(T)+ for every X ∈ Mn(R)+, where φ
(n) : Mn(R) →
Mn(T) is the linear map defined by
φ(n)
(
[rij]
n
i,j=1
)
= [φ(rij)]
n
i,j=1 .
Further:
(1) φ is unital, if φ(1R) = 1T (i.e., φ maps the identity to the identity);
(2) φ is positive, if φ is n-positive for n = 1; and
(3) φ is completely positive, if φ is n-positive for every n ∈ N.
We turn next to the notion of isomorphism in the category of operator systems
and unital completely positive linear maps.
Definition 1.6. If R and T are operator systems, then a linear transformation φ : R→ T
is
(1) a unital complete order embedding if φ is a unital, linear, completely positive,
and injective map, and
(2) a unital complete order isomorphism if φ is a unital, linear bijection in which
both φ and φ−1 are completely positive.
To illustrate the notion of complete order isomorphism, suppose thatw ∈ Ud is
any unitary matrix and define the linear map φw : Md(C) → Md(C) by φw(x) =
w∗xw, for all x ∈ Md(C). Thus, φw is a unital complete order automorphism
of Md(C). In fact, every unital complete automorphism of Md(C) arises from a
unitary w in this way; however, if R and T are operator subsystems of Md(C),
then there may exist unital complete order isomorphisms of R and T that do not
arise from a unitary similarity transformation φw.
Definition 1.7. Suppose that S is a spin system of unitaries.
(1) The spin operator system generated by S is the linear space OS ⊆ Md(C) de-
fined by
OS = Span {1,u |u ∈ S} .
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(2) The spin operator algebra generated by S is the C∗-subalgebra AS ⊆ Md(C)
defined by
AS = Alg (OS) .
Because the elements of a spin system S have trace zero, so does every linear
combination of such elements; hence, the identity matrix 1 is linearly independent
of S. Further, the Pauli system P determines a 4-dimensional operator system in
the 4-dimensional matrix algebraM2(C), implying that
OP = AP =M2(C).
Criteria for when twomatrices are unitarily equivalent were given by a classical
result of Specht [19], as well as by others subsequently (see [18] for a good survey).
For operator systems, the concept of unital complete order isomorphism is weaker
than the notion of unitary equivalence, which makes the following definition of
interest.
Definition 1.8. A k-tuple x = (x1, . . . , xk) of matrices xj ∈ Md(C) is completely
order equivalent to a k-tuple y = (y1, . . . ,yk) of matrices yj ∈ Mℓ(C) if there exists a
unital complete order isomorphism
φ : Ox → Oy,
where Ox = Span{1d, x1, x
∗
1 , . . . , xk, x
∗
k} and Oy = Span{1ℓ,y1,y
∗
1 , . . . ,yk,y
∗
k}.
The definition of complete order equivalence of k-tuples of matrices is related to
that of interpolation by completely positive maps [1, 13]; however, a key difference
in our interpretation is that we require the interpolatingmaps to be complete order
isomorphisms, not just completely positive maps.
We use the notation
x ≃ord y
to indicate that the k-tuples x = (x1, . . . , xk) and y = (y1, . . . ,yk) are completely
order equivalent, and the notation
x ≃U y
to denote that the k-tuples x = (x1, . . . , xk) and y = (y1, . . . ,yk) are completely
order equivalent via a unitary similarity transformation xj → w
∗xjw for some
unitary matrix w.
More generally, if R and T are operator systems of matrices in Md(C) and
Mℓ(C), respectively, then the notation R ≃ord T denotes the existence of a uni-
tal complete order isomorphism φ : R → T, while the notation R ≃U T indicates
that R and T are unitarily equivalent (i.e., ℓ = d and there exists a unital com-
plete order isomorphism φ : R → T of the form φ(x) = w∗xw, for some unitary
w ∈ Ud).
The following example, whose details we differ to the next section of this paper,
is a good illustration of the information captured by these notions of equivalence.
Example 1.9. If u ∈ Ud1 and v ∈ Ud2 are selfadjoint unitary matrices such that
neither of them is a scalar multiple of the identity, then
(1) u ≃ord v, and
(2) u ≃U v if and only if d1 = d2.
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The properties of anticommuting selfadjoint unitaries are not particular to ma-
trices; indeed, these properties may be present in arbitrary complex associative
unital algebras with a positive involution ∗. With this understanding in mind, it is
useful to consider the most abstract form of a spin system: the universal algebra
[5, §II.8.3] that is defined purely from algebraic (rather than spatial) relations.
Definition 1.10. Let G = {u1, . . . , um} be a set of symbols and letΩ be the set of relations
Ω = {u∗j = uj and u
2
j = 1, ∀ j, and uiuj + ujui = 0, ∀ j 6= i}.
(1) The universal C∗-algebra Aspin(m) generated by G subject to the relations Ω is
called the universal algebra ofm spin unitaries.
(2) The operator subsystem Ospin(m) generated by G is called the universal operator
system ofm spin unitaries.
Universality leads immediately to the following result.
Theorem 1.11. If S = {u1, . . . ,um} ⊂ Ud is a spin system, then there exists a unital
completely positive linear map φ : Ospin(m) → OS such that φ(uj) = uj, for every
j = 1, . . . ,m.
Proof. As a universal C∗-algebra, the algebraAspin(m) has the property that, when-
ever S = {u1, . . . ,um} ⊂ Ud are spin unitaries, there exists a C
∗-algebra homomor-
phism π : Aspin(m) → Md(C) such that π(uj) = uj, for j = 1, . . . ,m. Consequently,
the linear map φ = π|Ospin(m) is a unital completely positive linear map of Ospin(m)
onto OS such that φ(uj) = uj, for every j = 1, . . . ,m. 
Universal C∗-algebras are normally large objects; however, Aspin(m) is a finite-
dimensional C∗-algebra. Indeed, Aspin(m) is spanned by the identity 1 and all
products (of which there are finitely many) of the form uj1uj2 · · · ujℓ , where ℓ 6 m
and j1 < j2 < · · · < jℓ [17, Chapter 3].
Our main results of the paper are the following theorem and its corollaries.
Theorem 1.12. If S ⊂ Ud is a spin system of cardinalitym, then
OS ≃ord Ospin(m).
More precisely, the unital completely positive linear map φ : Ospin(m) → OS in Proposi-
tion 1.11 is a unital complete order isomorphism.
Corollary 1.13. If u = (u1, . . . ,um) and v = (v1, . . . , vm) arem-tuples of spin unitary
matrices uj ∈ Ud1 , vk ∈ Ud2 , then u ≃ord v.
We say that a tuple x = (x1, . . . , xm) of d×dmatrices is irreducible if the only d×d
matrices that commute with each xj are scalar multiples of the identity matrix.
Corollary 1.14. If Md(C) contains an irreducible m-tuple u = (u1, . . . ,um) of spin
unitaries, then everym-tuple v = (v1, . . . , vm) of d × d spin unitaries is also irreducible
and u ≃U v.
Corollary 1.15. If u, v,w ∈ Ud are anticommuting selfadjoint unitary matrices, then
there exists a k ∈ N and subspace L ⊆ C2 ⊗ Ck such that u, v, and w are compressions
to L of, respectively, σX ⊗ 1k, σY ⊗ 1k, and σZ ⊗ 1k.
If one has an operator system of matrices R ⊆Md(C) and a unital complete or-
der embedding φ : R → A into some unital C∗-algebra A, then the C∗-subalgebra
6 D. FARENICK, F. HUNTINGHAWK, A. MASANIKA, AND S. PLOSKER
C∗ (φ(R)) of A generated by φ(R) need not be isomorphic to the C∗-subalgebra
C∗(R) ofMd(C) generated by R. Because, in the category of operator systems, we
do not distinguish between R and any unital complete order isomorphic copy of
R, a single operator systemR can, in principle, generatemany non-isomorphic C∗-
algebras. However, there always exists “smallest” such algebra, which is known
as the C∗-envelope of R.
Theorem 1.16 (Hamana). ([10, 16]) IfR is an operator system, then there exists a unital
C∗-algebraAe and unital complete order embedding ιe : R→ Ae such that ιe(R) generates
Ae and such that, if φ : R→ A is any unital complete order embedding of R into a unital
C∗-algebra A, then there is a surjective C∗-algebra homomorphism π : A→ Ae such that
ιe = π ◦ φ.
The algebra Ae in Hamana’s Theorem is unique up to isomorphism; thus, we
denote Ae by C
∗
e (R) and say that C
∗
e (R) is the C
∗-envelope of R.
Using ourmain result, Theorem 1.12, we shall also prove the following theorem.
Theorem 1.17. For every k ∈ N, C∗e (Ospin(2k))
∼= C∗e (Ospin(2k+1))
∼=M2k(C).
Lastly, results such as Theorem 1.12 and Corollary 1.13 touch upon free convex-
ity theory [12]. We defer the pertinent definitions and discussion until later, and
simply mention here that in the present paper we show that the free spectrahe-
dra determined by spin unitaries depend only upon the number of the unitaries,
not upon the particular choice unitaries, and we give a new, direct proof of the
following result.
Theorem 1.18. ([11, Corollary 14.15])The free spectrahedron B
spin
2 and the max ball
Bmax2 coincide.
2. SPIN PAIRS
It is instructive to begin with smallest of all spin systems: those that consist of
just two elements.
Definition 2.1. A spin pair is a spin system S ⊂ Ud of cardinality 2.
Thus, any two anticommuting selfadjoint unitary matrices form a spin pair.
Proposition 2.2. If u ∈ Ud is a selfadjoint unitary matrix of trace zero, then a selfadjoint
unitary v ∈ Ud anticommutes with u if and only if there exist y ∈ Ud and w ∈ Un,
where n = d/2, such that
yuy∗ =
[
1n 0n
0n −1n
]
and v = y∗
[
0n w
w∗ 0n
]
y.
Proof. By the Spectral Theorem, u is unitarily equivalent to a diagonal matrix in
which the first n entries of this diagonal matrix are 1 and the remaining n entries
are −1. Thus, yuy∗ =
[
1n 0n
0n −1n
]
, for some unitary matrix y.
Let u˜ = yuy∗ and v˜ = yvy∗; thus, u˜ and v˜ form a spin pair. Expressing v˜ as a
2× 2 matrix of n× nmatrices, v˜ has the form v˜ =
[
z11 w
w∗ z22
]
for some matrices
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z11, z22,w ∈ Mn(C) such that z11 and z22 are selfadjoint. At the matrix level, the
anticommutation relation for u˜ and v˜ leads to[
z11 w
−w∗ −z22
]
=
[
−z11 w
−w∗ z22
]
,
and so z11 = z22 = 0. Under this condition on the diagonal blocks of v˜, we obtain
v˜2 = 1d if and only if ww
∗ = w∗w = 1n.
Therefore, uv = −vu if and only if u and v have, via some unitary y ∈ Ud, the
2×2 block-matrix structure indicated in the statement of the proposition, for some
unitaryw ∈ Un. 
Corollary 2.3. If u ∈ Ud is a selfadjoint unitary matrix of trace zero, then d is an
even integer and the set of all v ∈ Ud that anticommute with u forms a path-connected
topological space homeomorphic to the unitary group Ud
2
.
Proof. By Proposition 2.2, d is an even integer and there is a unitary y ∈ Ud for
which yuy∗ =
[
1n 0n
0n −1n
]
. The function
F : Ud
2
→ {v ∈ Ud |uv = −vu}
defined by F(w) = y∗
[
0n w
w∗ 0n
]
y is a homeomorphism. Because the unitary
group Ud
2
is path connected, so is the set {v ∈ Ud |uv = −vu}. 
Even though Example 1.9(1) is a consequence of our main result, Theorem 1.12,
it is worthwhile to make note of the following simple and direct proof.
Proposition 2.4. If u ∈ Ud1 and v ∈ Ud2 are selfadjoint unitary matrices such that
neither of them is a scalar multiple of the identity, then
(1) u ≃ord v, and
(2) u ≃U v if and only if d1 = d2.
Proof. By Proposition 2.2 and the Spectral Theorem, there are unitaries wj ∈ Udj
such that
w∗1uw1 =
[
1n1 0n1
0n1 −1n1
]
and w∗2vw2 =
[
1n2 0n2
0n2 −1n2
]
,
where each nj =
dj
2
. As conjugation by the unitaries wj preserves both unitary
and complete order equivalence, we may assume without loss of generality that
both u and v are these indicated 2× 2 matrices of nj × nj matrices. In this regard,
it is clear that u ≃U v if and only if d1 = d2.
More generally, to prove that u ≃ord v, we must prove that the linear isomor-
phism
φ : Span{1d1 ,u}→ Span{1d1 , v}
in which φ(1d1) = 1d2 and φ(u) = v is a complete order isomorphism. To this
end, we identify the matrix space Mn(R) with the vector space tensor product
Mn(C)⊗ R, where R is an operator system. In particular, if
R1 = Span{1d1 ,u} and R2 = Span{1d2 , v},
then
Mn(Rj) =
{
a⊗ 1dj + b⊗ uj |a,b ∈Mn(C)
}
,
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where u1 = u and u2 = v above. That is,
Mn(Rj) =
{[
(a + b)⊗ 1nj 0
0 (a− b)⊗ 1nj
]
|a,b ∈Mn(C)
}
.
Therefore, to show that φ is a unital complete order isomorphism, we much show,
for all selfadjoint a,b ∈Mn(C) and all n ∈ N, that[
(a+ b)⊗ 1n1 0
0 (a− b)⊗ 1n1
]
is positive semidefinite if and only if[
(a+ b)⊗ 1n2 0
0 (a− b)⊗ 1n2
]
is positive semidefinite. This bi-implication above, which clearly depends only on
a and b but not upon u and v, shows that φ is a unital complete order isomor-
phism. 
The next theorem is the main result of this section. In preparation for its state-
ment, we recall the definition of the numerical range, or field of values, of a matrix.
For reasons that will be apparent in our discussion of matrix convexity, our nota-
tion and terminology for the numerical range (below) is slightly different from the
traditional notation and terminology.
Definition 2.5. The spatial numerical range of a matrix x ∈Md(C) is the set
W1s (x) = {〈xξ, ξ〉 | ξ ∈ C
d, ‖ξ‖ = 1}.
By a simple direct computation, the spatial numerical range of the 2× 2 matrix[
0 2
0 0
]
is the closed disc of radius 1, centered at 0 ∈ C.
Theorem 2.6. Let g =
[
0 2
0 0
]
∈ M2(C). If u, v ∈ Md(C) are anticommuting
selfadjoint unitary matrices and if x = u+ iv, then:
(1) x2 = 0 and ‖x‖ = 2;
(2) the spatial numerical range of x is the closed unit disc;
(3) x is completely order equivalent to g, and
(4) x is unitarily equivalent to
n⊕
1
g, where n = d/2.
Proof. The computation
x2 = u2 + iuv+ ivu+ i2v2 = 1+ i(uv − uv) − 1 = 0
shows that x is a nilpotent of order 2, while the equations
x∗x = 2(1+ iuv) and (uv)2 = −1
show that the eigenvalues of uv are ±i and thus the eigenvalues of x∗x are 0 and
4, making the norm of x (i.e., the square root of the spectral radius of x∗x) equal to
2.
By Proposition 2.2, there exist y ∈ Ud and w ∈ Un, where n = d/2, such that
yuy∗ =
[
1n 0n
0n −1n
]
and v = y∗
[
0n w
w∗ 0n
]
y.
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Hence, x = u + iv is unitarily equivalent to x˜ =
[
1 iw
iw∗ −1
]
. Because the
norm, numerical range, and complete order equivalence are invariant under uni-
tary equivalence, we may assume without loss of generality that x = x˜.
Consider the unitary matrix h =
√
1
2
[
1 −1
iw∗ iw∗
]
∈ Ud, and observe that
h∗xh =
1
2
[
1 −iw
−1 −iw
] [
1 iw
iw∗ −1
] [
1 −1
iw∗ iw∗
]
= −2
[
0n 1n
0n 0n
]
= 1n ⊗
[
0 −2
0 0
]
≃
n⊕
1
[
0 2
0 0
]
.
Hence, x is unitarily equivalent to a direct sum of n copies of the 2 × 2 complex
matrix g =
[
0 2
0 0
]
. This implies that g and x have the same numerical range–
namely, the closed unit disc in the complex plane.
It remains to show that x and g are completely order equivalent. This follows
immediately from the observation that g and
n⊕
1
g are completely order equiva-
lent. 
As a consequence of Theorem 2.6, we recover a fact observed in [4]:
Corollary 2.7. The C∗-algebra generated by any spin pair isM2(C).
Proof. If u, v ∈ Ud form a spin pair, then Theorem 2.6 shows that x ≃U
n⊕
1
g,
where n = d/2, x = u + iv, and g =
[
0 2
0 0
]
∈ M2(C). Thus, the C
∗-algebra
generated by x is isomorphic to the C∗-algebra generated by g, namelyM2(C).
On the one hand, because x = u + iv ∈ C∗(u, v), we deduce that C∗(x) ⊆
C∗(u, v). On the other hand, u =
1
2
(x + x∗) and v =
1
2i
(x − x∗) imply that u, v ∈
C∗(x), whence C∗(u, v) ⊆ C∗(x). 
3. COMPLETE ORDER EQUIVALENCE OF SPIN UNITARIES
The main result, Theorem 1.12, is restated and proved below.
Theorem 3.1. If S ⊂ Ud is a spin system of cardinality m, then the unital completely
positive linear map φ : Ospin(m) → OS in Theorem 1.11 is a unital complete order isomor-
phism and, hence,
OS ≃ord Ospin(m).
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Proof. Let S = {u1, . . . ,um}. Theorem 1.11 asserts that there exists a unital com-
pletely positive linear map φ : Ospin(m) → OS such that φ(uj) = uj, for every
j = 1, . . . ,m. Because φ is a surjective linear map of vector spaces of equal finite
dimension, it is an invertible linear transformation. Thus, we need only show that
its linear inverse, φ−1, is completely positive.
Because the universal C∗-algebra Aspin(m) is finite-dimensional [17, Chapter 3],
there exist n ∈ N and a unital C∗-algebraA ⊆Mn(C) such that Aspin(m) and A are
isomorphic C∗-algebras [8, §5.4]. Thus, without loss of generality, we may assume
that Aspin(m) is a unital C
∗-subalgebra of Mn(C). Hence, the unital completely
positive linear map φ, when considered as a map intoMd(C), has an extension to
a completely positive linear map Φ : Mn(C) → Md(C), by the Arveson Extension
Theorem [16, Theorem 7.5]. Therefore, by the Stinespring-Kraus-Choi Theorem
[16, Proposition 4.7], there are ℓ linear transformations ak : C
d → Cn such that
Φ(z) =
ℓ∑
k=1
a∗kzak, for every z ∈Mn(C). In particular,
(1) φ(x) =
ℓ∑
k=1
a∗kxak,
for every x ∈ Ospin(m).
Because the canonical trace functional Tr on the matrix algebraMn(C) induces
an inner product onMn(C), the operator system Ospin(m) is a Hilbert subspace of
Mn(C). Therefore, via the trace as an inner product, two matrices y1,y2 ∈ Ospin(m)
are equal (i.e., y1 = y2) if and only if Tr(xy1) = Tr(xy2) for every matrix x ∈
Ospin(m). We shall apply this criterion for the equality of matrices in what follows.
To clarify notation, we shall denote the trace function onMk(C), for a given k, by
Trk.
Select any x,y ∈ Aspin(m). Thus,
x =
m∑
j=1
αjuj and y =
m∑
j=1
βjuj
for some uniquely determined scalars αs and βt. As matrices in Mn(C), and by
using that facts that each u2j = 1n and the trace of any pair of anticommuting
matrices is 0, we see that
Trn(xy) = n
m∑
j=1
αjβj.
Similarly,
(2) Trd (φ(x)φ(y)) = d
m∑
j=1
αjβj =
d
n
Trn(xy).
At this point we can invoke [14, Theorem 2.2] (suitably modified for operator sys-
tems) to deduce that φ−1 is completely positive; however, owing to the complexi-
ties of the proof of that result, it is preferable to argue directly (whichwe do below)
that φ−1 is completely positive.
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In using the Stinespring-Kraus-Choi representation of φ in (1), the trace equa-
tion (2) becomes
(3)
Trn(xy) =
n
d
Trd (φ(x)φ(y)) =
n
d
Trd

 ℓ∑
i=1
ℓ∑
j=1
a∗ixaia
∗
jyaj


=
n
d
Trn

x
ℓ∑
i=1
ℓ∑
j=1
aia
∗
jyaja
∗
i

 .
Fixing y and allowing x to vary through all of Ospin(m), equation (3) above implies
that
y =
n
d
ℓ∑
i=1
ℓ∑
j=1
aia
∗
jyaja
∗
i .
Therefore, if ψ˜ :Md(C) →Mn(C) is the completely positive linear map
ψ˜(z) =
n
d
ℓ∑
i=1
aiza
∗
i ,
for z ∈Md(C), then ψ ◦ φ is the identity map on Ospin(m). Define
ψ : OS →Mn(C)
to be the restriction of the completely positive linear map ψ˜ to the operator sys-
tem OS; thus, ψ is a completely positive left inverse of φ. However, because left
invertible linear maps between finite-dimensional vector spaces of equal dimen-
sion are automatically invertible, we deduce that ψ = φ−1, implying that φ−1 is
completely positive. Hence, Ospin(m) ≃ord OS. 
Because complete order equivalence is a transitive relation, we immediately
obtain:
Corollary 3.2. If u = (u1, . . . ,um) and v = (v1, . . . , vm) are m-tuples of spin unitary
matrices uj ∈ Ud1 , vk ∈ Ud2 , then u ≃ord v.
Because an operator system R ⊆Md(C) is closed under the adjoint operation ∗,
the von Neumann Double Commutant Theorem [5, Theorem I.9.1.1] implies that
R ′′ = C∗(R), where X ′ denotes, for a set X of matrices, the commutant of X (i.e.,
the set of all matrices that commute with every matrix in X), and X ′′ denotes the
commutant of X ′. In particular, if R ′ = {λ1d | λ ∈ C}, then C
∗(R) =Md(C).
Definition 3.3. A spin system S ⊂ Ud is irreducible if S
′ = {λ1d | λ ∈ C}.
The following result was stated as Corollary 1.14 in the Introduction.
Proposition 3.4. If Md(C) contains an irreducible m-tuple u = (u1, . . . ,um) of spin
unitaries, then everym-tuple v = (v1, . . . , vm) of d × d spin unitaries is also irreducible
and u ≃U v.
Proof. By hypothesis, there exists an irreduciblem-tuple u = (u1, . . . ,um) of spin
unitaries. Therefore, the commutant of the operator system Ou is {λ1d | λ ∈ C},
implying that Au = C
∗(Ou) =Md(C).
Select any otherm-tuple v = (v1, . . . , vm) of d×d spin unitaries. By Theorem 3.1,
there is a unital complete order isomorphism φ : Ou → Ov in wihch φ(uj) = vj,
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for every j. Let ψ = φ−1, as a ucp map Ov → Ou., and let Φ,Ψ : Md(C) → Md(C)
be ucp extensions of φ and ψ, respectively. Therefore, Ψ ◦Φ is a ucp extension of
ψ◦φ = idOu . By Arveson’s Boundary Theorem [3, Theorem 2.11] (see also [9], [12,
Lemma 5.11]), the irreducibility ofOu implies that idOu has a unique ucp extension
toMd(C). Hence, Ψ◦Φ = idMd(C). In other words,Φ is a unital complete positive
linear map ofMd(C) with a completely positive inverse, which implies (by many
results [20]; e.g., Wigner’s Theorem) thatΦ–and, hence,φ–is a unitary equivalence
transformation x 7→ w∗xw, for somew ∈ Ud. Consequently, v is also an irreducible
m-tuple of spin unitaries and u ≃U v. 
4. THE C∗-ENVELOPE OF A SPIN SYSTEM
The following two consequences of Hamana’s Theorem (Theorem 1.16) are of
use to us.
Proposition 4.1. Suppose that R ⊆Md(C) is an operator system of matrices.
(1) If T ⊆ Md˜(C) is an operator system of matrices such that T ≃ord R, then
C∗e (T) = C
∗
e (R).
(2) If C∗(R) =Md(C), then C
∗
e (R) =Md(C).
Note that, by the Double Commutant Theorem and Proposition 4.1, if S is an
irreducible spin system, then C∗e(OS) = Md(C). Thus, focusing upon irreducible
spin systems is important.
The next result is based on a well known construction, but we do not know of
a specific reference with regards to the irreducibility of the construction, and so a
(straightforward) proof is given below.
Lemma 4.2. If S = {u1, . . . ,um} is an irreducible spin system of d× d unitary matrices,
then
(4) Q = {uj ⊗ 12,um ⊗ σX,um ⊗ σY ,um ⊗ σZ | j = 1, . . . ,m− 1} .
is an irreducible spin system inMd(C)⊗M2(C) =M2d(C).
Proof. Consider the set Q ⊂ U2d defined by
Q = {uj ⊗ 12,um ⊗ σX,um ⊗ σY ,um ⊗ σZ | j = 1, . . . ,m− 1} .
Each element of Q is a selfadjoint unitary and any two distinct elements anticom-
mute. Hence, Q is a spin system. We now show that Q is an irreducible spin
system.
Because every element of Q is selfadjoint, a matrix z commutes with each ele-
ment of Q if and only if z∗ commutes with each element of Q. Therefore, the space
of matrices commuting with the elements of Q is spanned by selfadjoint matrices.
Suppose, therefore, that a selfadjoint matrix z ∈ M2d(C) commutes with every el-
ement of Q. Identifying z ∈M2d(C) withM2 (Md(C)), the selfadjoint matrix z can
written as
z =
[
a11 a12
a∗12 a22
]
,
for some a11,a12,a22 ∈Md(C). Likewise, uj⊗ 12 and um⊗σZ, for j = 1, . . . ,m−1,
are given by [
uj 0
0 uj
]
and
[
um 0
0 −um
]
.
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The commutation relations z(uj ⊗ 12) = (uj ⊗ 12)z and z(um ⊗ σZ) = (um ⊗ σZ)z
yield [
a11uj a12uj
a∗12uj a22uj
]
=
[
uja11 uja12
uja
∗
12 uja22
]
for j = 1, . . . ,m − 1, and[
a11um −a12um
a∗12um −a22um
]
=
[
uma11 uma12
−uma
∗
12 −uma22
]
.
Therefore, a12 commutes with uj for j = 1, . . . ,m − 1. Furthermore, a11 and a22
commute with every element of S, which implies that ajj = αjj12n for some αjj ∈
R. Hence, z has the form
z =
[
α1112n a12
a∗12 α2212n
]
.
Using the commutation relation z(um ⊗ σX) = (um ⊗ σX)z and the identification
um ⊗ σX =
[
0 um
um 0
]
, we obtain
[
uma
∗
12 α22um
α11um uma12
]
=
[
a12um α11um
α22um a
∗
12um
]
,
which yields α11 = α22 and (a12 + a
∗
12)um = um(a12 + a
∗
12). Because a12 + a
∗
12 also
commutes with each uj for j = 1, . . . ,m− 1, we conclude that a12 + a
∗
12 = λ1d, for
some λ ∈ R. In setting α = α11, the commutation relation z(um⊗σY) = (um⊗σY)z
yields [
−ia12um αium
αium −ia
∗
12um
]
=
[
−iuma
∗
12 −αium
αium iuma12
]
.
Thus, a12 − a
∗
12 commutes with um and with each uj for j = 1, . . . ,m − 1, we
conclude that a12 − a
∗
12 = µ1d for some scalar µ ∈ R, and so a12 = (λ + iµ)1d,
which is a scalar multiple of the identity matrix. Therefore, a12 commutes with
every matrix. However, because a12 both commutes and anticommutes with um,
this scalar must be zero. Hence, z is a scalar multiple of the identity matrix, which
proves that Q is an irreducible spin system. 
Theorem 4.3. C∗e (Ospin(2k)) = C
∗
e (Ospin(2k+1)) =
k⊗
1
M2(C), for every k ∈ C.
Proof. The C∗-algebra generated by any spin pair is the simple algebra M2(C)
(Corollary 2.7), while the operator system spanned by the Pauli matrices isM2(C).
As any spin pair or triple is completely order equivalent to the pair (σX,σY) or the
triple (σX,σY ,σZ) (by Theorem 1.12), we obtain (from Proposition 4.1) the follow-
ing algebra equalities:
C∗e (Ospin(2)) = C
∗
e (Ospin(3)) =M2(C).
Using the irreducible spin system Q1 = {σX,σY ,σZ} ⊂ M2(C), the construction
of the spin system in Lemma 4.2 produces the following irreducible spin system
Q2 ⊂M2(C)⊗M2(C) of 5 elements:
Q2 = {σX ⊗ 1,σY ⊗ 1,σZ ⊗ σX,σZ ⊗ σY ,σZ ⊗ σZ}
= Q2,− ∪ {σZ ⊗ σZ},
where Q2,− = Q2 \ {σZ ⊗ σZ}.
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Another iteration of the construction in Lemma 4.2 yields an irreducible spin
system Q3 of 7 elements:
Q3 = Q3,− ∪ {σZ ⊗ σZ ⊗ σZ},
where
Q3,− = {σX⊗1⊗1,σY⊗1⊗1,σZ⊗σX⊗1,σZ⊗σY⊗1,σZ⊗σZ⊗σX,σZ⊗σZ⊗σY }.
In general,
Qk = Qk,− ∪
{
k⊗
1
σZ
}
.
The key point to observe is that the elements of Qk,− consist of k pairs such
that, in the order given by the iterative construction, the product of each pair is a
product tensor in which all factors are the identity matrix and one tensor factor is
σXσY . More specifically, if
Qk,− = {w1,w2,w3,w4, . . . ,w2k−1,w2k} ⊂
k⊗
1
M2(C),
then
w1w2 = (σXσY)⊗ 1⊗ 1 · · · ⊗ 1 = i (σZ ⊗ 1⊗ 1 · · · ⊗ 1)
w3w4 = 1⊗ (σXσY)⊗ 1 · · · ⊗ 1 = i (1⊗ σZ ⊗ 1 · · · ⊗ 1)
... =
...
w2k−1w2k = 1⊗ 1⊗ 1 · · · ⊗ (σXσY) = i (1⊗ 1⊗ 1⊗ 1 · · · ⊗ σZ) .
Hence,
k⊗
1
σZ = i
−k
k∏
j=1
w2j−1w2j ∈ Alg (Qk,−) ,
which shows that
C∗(OQk,−) = C
∗(OQk),
for every k ∈ N. Therefore, because Qk is an irreducible spin system,
C∗(OQk,−) = C
∗(OQk) =
k⊗
1
M2(C).
Therefore, the C∗-envelopes of OQk,− and OQk are also
k⊗
1
M2(C).
Therefore, by replacing Ospin(2k) with OQk,− and Ospin(2k+1) with OQk (by Theo-
rem 1.12), we obtain
C∗e (Ospin(2k)) = C
∗
e (Ospin(2k+1)) =
k⊗
1
M2(C).

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5. FREE SPECTRAHEDRA AND DILATIONS
In this partly expository section, we apply the notions developed in this paper
to examine some known results on free spectrahedra and matrix ranges, and also
prove a new result regarding the dilation of spin triples.
Definition 5.1. ([12]) Suppose that a = (a1, . . . ,am) is anm-tuple of selfadjoint d× d
matrices.
(1) The monic polynomial La(t1, . . . , tm) = 1d −
m∑
j=1
tjaj, in variables t1, . . . , tm,
evaluated at an m-tuple h = (h1, . . . ,hm) of n × n selfadjoint matrices, is the
selfadjoint element La(h) ∈Md(C)⊗Mn(C) defined by
La(h) = 1n ⊗ 1d −
m∑
j=1
hj ⊗ aj.
(2) The free spectrahedron determined by a is the sequence Da = (Da,n)n∈N of
subsets
Da,n = {h = (h1, . . . ,hn) | each hj ∈Mn(C)sa and La(h) is positive semidefinite} .
The first result shows that the free spectrahedra determined by spin systems
depends only upon the cardinality of the spin system, not upon the choice of spin
unitaries.
Proposition 5.2. If u = (u1, . . . ,um) and v = (v1, . . . , vm) are m-tuples of spin uni-
taries with uj ∈ Ud1 and vk ∈ Ud2 , thenDu = Dv.
Proof. The canonical linear bases of Ou and Ov are, respectively, {1d1 ,u1, . . . ,um}
and {1d2 , v1, . . . , vm}. In particular, by identifying Mn(Ou) with Mn(C) ⊗ Ou, a
selfadjoint matrix y ∈Mn(Ou) is expressed as
y = b0 ⊗ 1d1 +
m∑
j=1
bj ⊗ uj,
for some (uniquely determined) selfadjoint matrices b0,b1, . . . ,bm ∈Mn(C). Like-
wise, the element
y˜ = b0 ⊗ 1d2 +
m∑
j=1
bj ⊗ vj
is a selfadjoint elements ofMn(C)⊗ Ov =Mn(Ov).
Corollary 1.13 asserts that the linear map φ : Ou → Ov in which φ(1d1) = 1d2
and φ(uj) = vj, for each j, is a unital complete order isomorphism of Ou and Ov.
Thus, the equation y˜ = (idMn(C) ⊗ φ)[y] shows that
b0 ⊗ 1d1 +
m∑
j=1
bj ⊗ uj is positive semidefinite
if and only if
b0 ⊗ 1d2 +
m∑
j=1
bj ⊗ vj is positive semidefinite.
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In particular, given an m-tuples h of selfadjoint matrices hj ∈ Mn(C), Lu(h) is
positive semidefinite if and only if Lv(h) is positive semidefinite. Hence, Du,n =
Dv,n, for every n ∈ N. 
In [11], the spin ball B
spin
m is defined to be the free spectrahedron determined
by a spin system constructed iteratively from the Pauli matrices, as in the proof of
Theorem 4.3. In light of Proposition 5.2, the spin ball can be defined unambiguouly
as follows.
Definition 5.3 (Spin Ball). The spin ball B
spin
m is the free spectrahedron Du for any
m-tuple u of spin unitaries uj ∈ Ud.
Free spectrahedra are easily seen to be matrix convex. Before defining matrix
convexity below, note that the Cartesian product
m∏
1
Mn(C) ofm copies ofMn(C)
is a unital C∗-algebra, which makes the consideration of completely positive linear
maps between such spaces of interest. In particular, if γ : Cn → Ck is a linear
transformation, then we have an induced completely positive linear map
Γ :
m∏
1
Mn(C) →
m∏
1
Mk(C)
defined by Γ(x) = γ∗ · x · γ, for all x = (x1, . . . , xm) ∈
m∏
1
Mn(C), where
γ∗ · x · γ = (γ∗x1γ, . . . ,γ
∗xmγ) .
Definition 5.4. ([12]) For a fixed m ∈ N, suppose that K = (Kn)n∈N is a sequence of
subsets Kn ⊆
m∏
1
Mn(C). If the sequence K has the property that
t∑
ℓ=1
γ∗ℓ ·Λℓ · γℓ ∈ Kn,
for all t ∈ N, all Λℓ ∈ Knℓ , and all linear transformations γℓ : C
n → Cnℓ such that
t∑
ℓ=1
γ∗ℓγℓ = 1n,
theK is said to bematrix convex.
In addition to free spectrahedra, matrix ranges form another class of matrix
convex sets.
Definition 5.5 (Matrix Range). If x = (x1, . . . , xm) is an m-tuple of matrices xj ∈
Md(C), then the matrix range of x is the sequence W(x) = (W
n(x))n∈N in which each
Wn(x) is defined by
Wn(x) = {φ(x) |φ : Ox →Mn(C) is a ucp map} ,
where Ox is the operator subsystem of Md(C) generated by x and where φ(x) is the m-
tuple of elements inMn given by
φ(x) = (φ(x1), . . . ,φ(xm)) .
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The relevance of matrix ranges to complete order equivalence and unitary equiv-
alence originates in the work of Arveson [3].
Theorem 5.6. ([3, 6]) The following statements are equivalent for tuples x = (x1, . . . , xm)
and y = (y1, . . . ,ym) of matrices xj ∈Md1(C) and yk ∈Md2(C):
(1) x ≃ord y;
(2) W(x) = W(y).
There are many examples of matrix ranges in the literature. The following ex-
ample, which is relevant to the subject of the present paper, can be deduced as a
special case of [7, Example 1].
Example 5.7. Let u ∈ Ud be non-scalar selfadjoint unitary matrices. Then, for
every n ∈ N, h ∈Wn(u) if and only if there exist a,b ∈Mn(C)+ such that a+b =
1n and a− b = h.
There is also a spatial version of the matrix range.
Definition 5.8. If x = (x1, . . . , xm) is an m-tuple of matrices xj ∈ Md(C), then the
spatial matrix range of x is the finite sequence Ws(x) = (W
n(x))
d
n=1 in which each
Wns (x) is defined by
Wns (x) =
{
γ∗ · x · γ |γ : Cn → Cd is a linear isometry
}
.
Note thatWns (x) ⊆ W
n(x) for every n = 1, . . . ,d. However, the spatial matrix
range lacks the strong feature of matrix convexity; indeed, Wds (x) is the unitary
orbit of x, and therefore fails to contain any line segments (in the classical sense)
whatsoever.
In the case of n = 1, the spatial matrix rangeW1s (x) is better known in linear al-
gebra as the (joint) numerical range of x = (x1, . . . , xm). The following elementary
calculation is well known to many linear algebraists.
Example 5.9. If σ = (σX,σY ,σZ), then
(1) the spatial numerical rangeW1s (σ) is the unit Euclidean sphere in R
3, and
(2) the numerical rangeW1(σ) is the closed unit Euclidean ball in R3
Proof. Every unital positive linear functional φ : M2(C) → C is a convex combi-
nation of linear functionals of the form ωξ(x) = 〈xξ, ξ〉, for a unit vector ξ ∈ C
2.
Thus,W1(σ) is the convex hull of
W1s (σ) =
{
(〈σXξ, ξ〉, 〈σYξ, ξ〉, 〈σZξ, ξ〉) | ξ ∈ C
2, 〈ξ, ξ〉 = 1
}
.
Thus, statement (2) follows by showing statement (1) holds. To obtain (1), note
that because the inner product onC2 is not bilinear but sesquilinear, it is enough to
compute the spatial numerical range using unit vectors of the form ξ = (cos θ)e1+
eiδ(sin θ)e2, for all θ, δ ∈ R. Since
〈σXξ, ξ〉 = 2ℜ(e
iδ sinθ cosθ) = cos δ sin(2θ),
〈σYξ, ξ〉 = 2ℜ(ie
−iδ sinθ cosθ) = sin δ sin(2θ), and
〈σZξ, ξ〉 = cos
2 θ − sin2 θ = cos(2θ),
we obtain the spherical coordinates for the unit Euclidean sphere S2 in R3. Hence,
W1s (σ) = S
2. 
For eachm ∈ N, let Bm denote the closed unit Euclidean ball of R
m.
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Definition 5.10 (Max Ball). ([11, §14.2.2]) For eachm ∈ N, the max ball Bmaxm is the
sequence Bmaxm = (Bm,n)n∈N whereby anm-tuple h = (h1, . . . ,hn) of selfadjoint n× n
matrices belongs to Bm,n if and only if, for everym-tuple a = (a1, . . . ,am) of selfadjoint
d × d matrices and for every d, the m-tuple h is necessarily an element Da,n if Da,1
contains the Euclidean ball Bm.
Combining results from [11, §14.2.2]), one obtains the following criterion for
membership in the max ball.
Proposition 5.11. An m-tuple h = (h1, . . . ,hn) of selfadjoint n × n matrices belongs
to (some element of the sequence) Bmaxm if and only if
1n ⊗ 1d −
m∑
j=1
hj ⊗ aj is positive semidefinite
for for every m-tuple a = (a1, . . . ,am) of selfadjoint d× d matrices, and for every d, in
which
W1s (a) ⊆ Bm.
The max ball is not, at first glance, a free spectrahedron because the defining
conditions for membership in Bmaxm involve, in principle, infinitely many monic
polynomials La(t1, . . . , tm). However, in low dimensions, the max ball is a free
spectrahedron, as shown by the following theorem of Helton, Klep, McCullough,
and Schweighoefer [11, Corollary 14.15]. The authors of [11] give two proofs of
this result using dilation. We offer a third alternative below.
Theorem 5.12. B
spin
1 = B
max
1 and B
spin
2 = B
max
2 .
Proof. By Proposition 5.2, the spin ball B
spin
2 = B
max
2 is the free spectrahedron
determined by the Pauli matrices (σX,σY). Because σX + iσY =
[
0 2
0 0
]
, the
spatial numerical rangeW1s (σX,σY) is equal to the closed Euclidean disc B2 in R
2.
Hence, if a selfadjoint pair (h1,h2) ∈ Mn(C) ×Mn(C) belongs to B
max
1 , then by
definition
(5) 1n ⊗ 12 − (h1 ⊗ σX + h2 ⊗ σY)
is postive semidefinite. Consequently, (h1,h2) belongs to B
spin
2 , showing that
Bmax2 ⊆ B
spin
2 .
Conversely, assume that a selfadjoint pair (h1,h2) ∈ Mn(C) ×Mn(C) belongs
to B
spin
2 . Thus, the matrix in equation (5) above is positive semidefinite. Select
any pair (a1,a2) of ℓ × ℓ selfadjoint matrices in which W
1
s (a1,a2) ⊆ B2. As the
numerical radius of y =
1
2
(a1 + ia2) is at most 1, there exists, by Ando’s Theorem
[2], a positive semidefinite contraction b ∈Mℓ(C) such that
c =
[
1 y
y∗ 1ℓ − b
]
is positive semidefinite. Let ψ : M2(C) → Mℓ(C) be the unital linear map in
which ψ(e11) = b, ψ(e12) = y, ψ(e21) = y
∗, and ψ(e22) = 1ℓ − b. The matrix c
above is the Choi matrix for ψ; therefore, by Choi’s Criterion [16, Theorem 3.14],
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ψ is completely positive. Now since a1 + ia2 = ψ(σX + iσY), equating real and
imaginary parts yields a1 = ψ(σX) and a2 = ψ(σY). Hence, the positivity of
1n ⊗ 12 − (h1 ⊗ σX + h2 ⊗ σY)
implies the positivity of
(idMn(C) ⊗ψ) [1n ⊗ 12 − (h1 ⊗ σX + h2 ⊗ σY)] = 1ℓ ⊗ 12 − (h1 ⊗ a1 + h2 ⊗ a2) ,
That is, (h1,h2) belongs toB
max
1 , proving thatB
spin
2 ⊆ B
max
2 .
The proof thatB
spin
1 = B
max
1 is more straightforward, and is left to the interested
reader. 
It would, of course, be very interesting to know whether Theorem 5.12 extends
to higher dimensions. Some evidence that this might be so is presented in [15].
Definition 5.13. An m-tuple y = (y1, . . . ,ym) of matrices yj ∈ Md2(C) is a dilation
of anm-tuple x = (x1, . . . , xm) of matrices xj ⊂ Md1(C) if there exists a linear isometry
w : Cd1 → Cd2 such that xj = w
∗yjw, for every j.
Put differently, y = (y1, . . . ,ym) is a dilation of x = (x1, . . . , xm) if there is a
unitary z ∈ Ud2 such that
z∗yjz =
[
xj ∗
∗ ∗
]
,
for every j.
A reinterpretation of Corollary 1.13 leads to the following dilation result for
triples of spin unitaries.
Proposition 5.14. For every spin triple u, v,w ∈ Ud, there exists a k ∈ N such that
(σX ⊗ 1k,σY ⊗ 1k,σZ ⊗ 1k) is a dilation of (u, v,w), and there exists a ℓ ∈ N such that
(u⊗ 1ℓ, v⊗ 1ℓ,w⊗ 1ℓ) is a dilation of (σX,σY ,σZ).
Proof. By Corollary 1.13, (u, v,w) ≃ord (σX,σY ,σZ). Therefore, the triples (u, v,w)
and (σX,σY ,σZ) have identical matrix ranges, by Theorem 5.6. In particular,
(u, v,w) ∈Wd(σX,σY ,σZ).
The operator system generated by the Pauli matrices is the C∗-algebra M2(C);
therefore, the inclusion above indicates that u = φ(σX), v = φ(σY), and w =
φ(σZ), for some unital completely positive linear map φ : M2(C) → Md(C). By
the Stinespring Theorem [16], φ has the form φ(y) = γ∗π(y)γ, for some unital
representation π of M2(C) on which the representing Hilbert space has finite di-
mension. In other words, π(y) is a dilation of φ(y), for every y ∈ M2(C). Because
every representation of a full matrix algebra is unitarily equivalent to a direct sum
of the identify representation, we may assume that γ and π are so chosen so that
π(y) =
k⊕
1
y = y⊗ 1k,
thereby implying that (σX ⊗ 1k,σY ⊗ 1k,σZ ⊗ 1k) is a dilation of (u, v,w).
The second statement is argued in the same manner by interchanging the roles
of the spin triples. 
20 D. FARENICK, F. HUNTINGHAWK, A. MASANIKA, AND S. PLOSKER
ACKNOWLEDGEMENTS
This work was supported, in part, by the NSERC Undergraduate Student Re-
search Award and NSERC Discovery Grant programs, the Canada Foundation for
Innovation, and the Canada Research Chairs program.
REFERENCES
1. Ca˘lin-Grigore Ambrozie and Aurelian Gheondea, An interpolation problem for completely positive
maps on matrix algebras: solvability and parametrization, Linear Multilinear Algebra 63 (2015), no. 4,
826–851. MR 3291567
2. T. Ando, Structure of operators with numerical radius one, Acta Sci. Math. (Szeged) 34 (1973), 11–15.
MR 0318920 (47 #7466)
3. William Arveson, Subalgebras of C∗-algebras. II, Acta Math. 128 (1972), no. 3-4, 271–308.
MR MR0394232 (52 #15035)
4. William Arveson and Geoffrey Price, The structure of spin systems, Internat. J. Math. 14 (2003), no. 2,
119–137. MR 1966768
5. B. Blackadar, Operator algebras, Encyclopaedia of Mathematical Sciences, vol. 122, Springer-Verlag,
Berlin, 2006, Theory of C∗-algebras and von Neumann algebras, Operator Algebras and Non-
commutative Geometry, III. MR MR2188261 (2006k:46082)
6. Kenneth R. Davidson, Adam Dor-On, Orr Moshe Shalit, and Baruch Solel, Dilations, inclusions of
matrix convex sets, and completely positive maps, Int. Math. Res. Not. IMRN (2017), no. 13, 4069–4130.
MR 3671511
7. D. R. Farenick, C∗-convexity and matricial ranges, Canad. J. Math. 44 (1992), no. 2, 280–297.
MR 1162344 (93j:46060)
8. Douglas Farenick, Algebras of linear transformations, Universitext, Springer-Verlag, New York, 2001.
MR 1786341
9. , Arveson’s criterion for unitary similarity, Linear Algebra Appl. 435 (2011), no. 4, 769–777.
MR 2807232 (2012d:15002)
10. Masamichi Hamana, Injective envelopes of operator systems, Publ. Res. Inst. Math. Sci. 15 (1979), no. 3,
773–785.
11. J. William Helton, Igor Klep, Scott McCullough, and Markus Schweighofer, Dilations, linear matrix
inequalities, the matrix cube problem and beta distributions, Mem. Amer.Math. Soc. 257 (2019), no. 1232,
vi+106. MR 3898991
12. Tom-Lukas Kriel, An introduction to matrix convex sets and free spectrahedra, Complex Anal. Oper.
Theory 13 (2019), no. 7, 3251–3335. MR 4020034
13. Chi-Kwong Li and Yiu-Tung Poon, Interpolation by completely positive maps, Linear Multilinear Al-
gebra 59 (2011), no. 10, 1159–1170. MR 2837768
14. Ashwin Nayak and Pranab Sen, Invertible quantum operators and perfect encryption of quantum states,
Quantum Inf. Comput. 7 (2007), no. 1-2, 103–110. MR 2302678
15. Benjamin Passer, Shape, scale, and minimality of matrix ranges, Trans. Amer. Math. Soc. 372 (2019),
no. 2, 1451–1484. MR 3968808
16. Vern Paulsen, Completely bounded maps and operator algebras, Cambridge Studies in AdvancedMath-
ematics, vol. 78, Cambridge University Press, Cambridge, 2002. MRMR1976867 (2004c:46118)
17. Gilles Pisier, Introduction to operator space theory, London Mathematical Society Lecture Note Series,
vol. 294, Cambridge University Press, Cambridge, 2003. MR 2006539 (2004k:46097)
18. Helene Shapiro, A survey of canonical forms and invariants for unitary similarity, Linear Algebra Appl.
147 (1991), 101–167. MR 1088662
19. Wilhelm Specht, Zur Theorie der Matrizen. II., Jahresbericht der Deutschen Mathematiker-
Vereinigung 50 (1940), 19–23.
20. Erling Størmer, Positive linear maps of operator algebras, Springer Monographs in Mathematics,
Springer, Heidelberg, 2013. MR 3012443
