Driven by the opportunity to harvest the flexibility related to building climate control for demand response applications, this work presents a data-driven control approach building upon recent advancements in reinforcement learning. More specifically, modelassisted batch reinforcement learning is applied to the setting of building climate control subjected to a dynamic pricing. The underlying sequential decision making problem is cast on a Markov decision problem, after which the control algorithm is detailed. In this work, fitted Q-iteration is used to construct a policy from a batch of experimental tuples. In those regions of the state space where the experimental sample density is low, virtual support tuples are added using an artificial neural network. Finally, the resulting policy is shaped using domain knowledge. The control approach has been evaluated quantitatively using a simulation and qualitatively in a living lab. From the quantitative analysis it has been found that the control approach converges in approximately 20 days to obtain a control policy with a performance within 90% of the mathematical optimum. The experimental analysis confirms that within 10 to 20 days sensible policies are obtained that can be used for different outside temperature regimes.
Introduction
Perez et al. estimate that 20 to 40% of the global energy is consumed in buildings [1] . About half of this energy is used for HVAC [2] . As a consequence, control strategies for HVAC have received considerable academic attention in recent years. A popular class of control strategies is that of model-based strategies, such as Model Predictive Control (MPC) [3] . MPC for HVAC systems has been largely investigated in the recent literature [4, 5, 6, 7, 8] , in both of its main aspects, modelling [9, 10] , and control [11] . In MPC, at regular time intervals, a control action is selected by solving an optimization problem over a finite time horizon, which is typically a day for HVAC control. In MPC the impact of future disturbances, such as internal heating and meteorological conditions, is taken into account using forecasts. Predictive control allows using the load flexibility related to thermal storage, e.g. through the thermal inertia of the building or through direct heat storage [12] .
This flexibility can be harvested to enable demand response and provide load control services, which value has been increasing together with the share of renewable energy in the production mix. Examples of services are peak shaving and valley filling for a distribution system operator [13] , ancillary services towards a transmission system operator [14, 15] or energy arbitrage [16] . However, deploying MPC can be a challenging task. The most significant challenge is to derive an accurate model which, in the case of thermal control, has to include the thermal dynamics and the actuation model. In [17] ,Širokỳ et al. give a detailed report on implementation issues of MPC controllers for building heating systems.
In this context, completely data-driven approaches are deemed interesting, sacrificing performance for practicality. One possible embodiment uses data-driven model in combination with an optimization algorithm to obtain a control policy [18] . Alternatively, it is possible to learn directly the control policy by estimating a state-action value function through interaction with the system. For example in [19] , Reinforcement Learning (RL) , a model-free control approach is applied to building thermal storage. In RL, the policy is updated online, i.e. at each time step. In Batch Reinforcement Learning (BRL) , on the other hand, the policy is calculated offline using a batch of historical data. Even though (B)RL is getting more mature [20] , as discussed in [21] , combining techniques of RL with prior (domain) knowledge is a logical control paradigm. It is towards this direction that this paper is positioned, i.e. in applying BRL in combination with prior knowledge to the operation of a building climate control system for demand response applications.
The basis of our approach is BRL with Fitted Q-Iteration (FQI) [22, 23] , where the learning of an optimal control policy is enhanced by virtual data coming from a model. For this reason, such approach is called Model-Assisted Batch Reinforcement Learning (MABRL) as discussed in [24] .
In Section 2 an overview of the related literature is provided and the contribution of this work is explained. Following the approach presented in [25] , in Section 3 the building thermal scheduling is formalised as a sequential decision making problem under uncertainty. In Section 4 MABRL is detailed, while Section 5 presents a quantitative and qualitative assessment of the performance of the controller. Finally, Section 6 outlines the conclusions and discusses future research directions.
Related Work
This section gives a non-exhaustive overview of related work regarding MPC and RL for building climate control, after which the main contributions of this work are explained.
Model Predictive Control
When considering building climate control, MPC has received considerable attention in the recent literature [6, 7, 8, 26] . The overview of practical issues related to the implementation of an MPC controller can be found in [27] . The key elements of an MPC comprise mathematical models describing the building dynamics, comfort requirements and exogenous information such as user behavior and outdoor temperature. This information is used to cast an optimization problem that is solved to define optimal control actions with respect to a defined objective function, subject to constraints provided by the model.
In typical embodiments of MPC one tries to formalize the problem as a mixed integer problem to allow using fast solvers with performance guarantees. Therefore, a Linear Time Invariant model (LTI) of the system under control is to be identified. If no domain knowledge is available, black-box identification techniques are used, such as subspace identification methods [28, 29] . Alternatively, gray-box models can be used, where the model structure is defined and the parameters are estimated using experimental data [9] . In the context of thermal modelling a number of studies use thermal circuits [30, 31, 32, 33, 34] .
Advanced climate control allows, besides efficient use of energy and comfort management, integration within aggregation schemes to provide ancillary services and portfolio management in demand side management [35] . For example, in [36] the aggregated flexibility of a cluster of buildings is used to provide balancing services using an aggregate-and-dispatch approach.
An alternative for LTI modelling is to use non-linear datadriven models, such as artificial neural networks (ANNs) [18, 37] , in combination with Dynamic Programming (DP) [38] to compute a control policy. This form of control can be seen as a form of RL [39] .
Reinforcement Learning
As discussed in Section 1 RL is a model-free control technique whereby a control policy is learned from interactions with the environment. A well established reinforcement learning method is Q-learning [40] where the state-action value function, or Q-function, is learned. Compared to techniques provided in the previous section, RL mitigates the risk of modelbias [24] as a policy is built around the data. When considering Q-learning and its applications to demand response, mainly traditional Q-learning has been used [41, 42, 19] . More recently BRL [43, 44] in the form FQI [21] has been investigated. The main advantage of BRL is the practical learning time required for convergence days in [43, 44] ) which comes at the cost of an increased computational complexity. Although BRL can rival the performance of MPC techniques, as indicated in [21] , the context of demand response allows to add prior knowledge to the optimal control problem that can result in faster convergence. A first approach uses prior knowledge by shaping the policy, obtained with FQI, by means of constrained regression [22] . A second approach is described by Lampe et al. in [24] . Here virtual data from a model is used together with experimental data to obtain an approximation of the Q-function (state-action value function).
Building upon [43, 22, 24] , this work has the following contributions:
• BRL in the form of FQI [21] in combination with virtual trajectories [24] and policy shaping is applied to a HVAC system for a typical objective of dynamic pricing [45] . This effectively results in a data-driven solution for building climate control systems, combining state of the art BRL with domain knowledge;
• Quantitative and qualitative performance assessment of MABRL in a simulated and experimental environment, where the operation of an air conditioner is subject to dynamic energy pricing.
Problem Formulation
Before presenting the control approach in Section 4, this Section formulates the decision-making process as a Markov Decision Process (MDP) [38, 46] . An MDP is defined by its state space X, its action space U, and a transition function f :
which describes the dynamics from x k ∈ X to x k+1 , under the control action u k ∈ U, and subject to a random process w k ∈ W, with probability distribution p w (·, x k ). The reward accompanying each state transition is r k :
which is here considered to a cost, as it accounts for the energy price. Therefore, the objective is to find a control policy h : X → U that minimises the T -stage cost starting from state x 1 , denoted by J h (x 1 ):
with:
It is worth remarking that an optimal control policy, here denoted by h * , satisfies the Bellman optimality equation:
Typical techniques to find policies in an MDP framework are value iteration, policy iteration, and policy search [22] . As mentioned earlier, in this work MABRL (related to value iteration) is considered.
State description
Following the approach presented by Ruelens et al. in [25] , it is assumed that the state space X consists of: time-dependent state information X t , controllable state information X phys , and exogenous (uncontrollable) state information X ex :
In the following, each component of the state space is detailed.
Timing
The time-dependent information component X t contains information related to timing. In this implementation the quarter hour during the day has been used:
in order to identify behavioral daily patterns. Extending this with, e.g. the day of the week, can be done at little extra cost. However, this extension is outside the scope of this work.
Physical representation
The controllable state information x phys,k consists of the indoor air temperature, T k :
where T k and T k denote the lower and upper bound set by the end consumer.
Exogenous Information
The exogenous (uncontrollable) information x ex,k is considered to have an impact on x phys,k , but it is invariant for control actions u k . In this study the exogenous state information consists of the outside temperature, T o , and the solar radiance, S:
In this work it assumed that a forecast of the outside temperature and the solar radiance is available when constructing the policy h, as will be detailed in Section 4.2 (. is used to denotes a forecast).
Control action
In this work the control action is a binary value indicating if the HVAC system should switch ON or OFF:
The control action of the previous control event u k−1 is also added to the state information, as it is relevant for the dynamics of the HVAC system. In fact, its value will be used to avoid too frequent switching as discussed in Section 3.2. As a result, the final state vector is defined as:
As this state vector only contains part of the actual state of the system, a common approach to enrich the state vector is to add previous state tuples [47] . This, however, results in an increased state dimension that could be reduced by means of feature extraction, e.g. non-linear principal component analysis [48] . In this work however, the state vector is defined according to (11).
Backup controller and physical realisation
The HVAC system is assumed to be equipped with a backup controller, which acts as a filter to the control actions resulting from the policy h. The function B : X × U −→ U maps the requested control action u k taken in state x k to a physical control action u phys k
with θ containing system specific information. In this case, θ contains T k and T k , and B (·) is defined as:
Reward model
As discussed in the introduction, different applications can be considered to harvest the flexibility related to climate control of buildings. In dynamic pricing or energy arbitrage [16] , i.e. responding to an external price vector λ, the reward function is defined as:
with P is the average power consumption of the air conditioner during the time interval ∆t. 
Model-Assisted Batch Reinforcement Learning
As discussed in Section 2.2, the control policy h * is obtained using MABRL in combination with policy shaping, as illustrated in Figure 1 . To this end, FQI is used to obtain an approximation Q * of the state-action value function Q * from a batch of four tuples F L , as detailed in [49] :
where x l denotes the successive state in time to x l . As illustrated in Figure 1 , F L is a combination of experimentally observed tuples F E and virtual tuples generated by a model F M :
From the resulting Q * (x, u) a control action u k can be obtained following
The following subsections detail the algorithms behind each block in Figure 1 .
The support model: Artificial Neural Network
Following the approach presented in [24] , an ANN is used to represent a support model. In this work, single-layer, singleoutput Extreme Learning Machines (ELMs) are trained to predict the change of internal temperature, ∆T . These are used as they allow for fast training of the weights of the network at the expense of reduced regression performance. The latter is partially mitigated by combining multiple ELMs in an ensemble [50] .
The output of an ELM with p input neurons, n hidden neurons and one output node can be formulated as:
where x ∈ R p is the input vector,
is the weight vector connecting the input nodes with the i-th hidden node, b i ∈ R ∼ U (0, 1) is the bias of the i-th hidden node, and β i ∈ R is the output weight of i-th hidden node.
, is the vector of the output weights between the hidden neurons and the output node.
1×n is the output vector of the hidden layer, where the nodes activation function g is a sigmoid. As the parameters of the hidden nodes (bias and input weight) are randomly generated, training an ELM corresponds to determining the output weight matrix β based on the least-squares solution of Gβ = Y:
In Eq. 19 the term Y ∈ R mx1 contains the target values from the train set: Y = y 1 , y 2 , . . . , y m T , where m is the size of the train set; G ∈ R m×n is the network output matrix, constructed as:
while the regularisation term C = 100 is used to enhance the robustness and the generalisation of the solution [51] .
This study uses an ensemble of 40 single-output ELMs, the ensemble model output y ens (x) is given by a weighted average of the L individual ELM outputs:
The input vector at time k is x k = x t,k , T k , T o,k , S k , u k−1 , and the output is y k = ∆T k = T k+1 − T k . A detailed description of ELMs can be found in [52] . As the training process is fast, finding the appropriate number of hidden nodes is done using Algorithm 1 Model-assisted Fitted Q-iteration using a forecast of the exogenous data
let Q 0 be zero everywhere on X × U 4: for N = 1, . . . , T do 5:
end for 10: use regression to obtain Q N from
cross-validation. In the experimental trials, further detailed in Sec. 5.3, the ELMs regularization term is fixed to C = 100, and the ensemble of ELMs consists of 40 networks.
Fitted Q-Iteration
A popular BRL technique that found its way into several practical implementations is FQI [49] . Typically, BRL techniques construct policies based on a batch of tuples. However, since in this context the reward function is known a priori and the resulting actions of the backup controller can be measured, Algorithm 1 uses tuples of the form x l , u l , x l , u phys l
. Algorithm 1 shows how FQI [49] can be used in a demand response application when a forecast of the exogenous data is available. Herex l denotes the successor state to x l . In Algorithm 1, the observed external temperature and solar radiance in x ex,l are replaced by their forecasted valuex ex,l (line 7 in Algorithm 1). As such, Q * becomes biased towards the provided forecast. Before constructing Q * a set F M , containing at most n virtual tuples is created with random state-action pairs. However, a randomly generated tuple is only accepted to F M if the nearest experimental tuple in F E falls outside a predefined radius r, following a distance metric ∆.
1 In order to keep Algorithm 2 tractable in the event of a dense set F E , a computational budget H is added. The distance metric is defined as: ∆ ((x, x ) , (u, u )) = x − x + u − u , where · is the Euclidean norm. Algorithm 2 uses the artificial network y ANN to generate the virtual tuples as in (21) Similarly as in [49] , Algorithm 1 uses an ensemble of extremely randomized trees [53] as regression algorithm to estimate the Q-function.
In principle, other regression algorithms, such as artificial neural networks or support vector machines can be applied. generate random state action sample {x k , u k } 5:
if d > r then 7: 
Policy Shaping
This section shows how to shape a policy h * by using triangular Membership Functions (MFs) [22] and expert knowledge to enforce monotonicity in the policy.
The centers of the triangular MFs are located on an equidistant grid with N g MFs along each dimension of the state space. This partitioning leads to (N |X phys | g
) state-dependent MFs for each action.
The parameter vector θ * g that approximates the original policy can be found by solving the following least-squares problem:
s.t. expert knowledge (22) where F denotes an approximation mapping of a weighted linear combination of triangular MFs and [F(θ g )](x) denotes the policy F(θ g ) evaluated at state x. A more detailed description of how these triangular MFs are defined can be found in [22] .
Policy dispatch
The policy dispatch block is in charge of operating the air conditioner according to the policy coming from the MABRL controller. The air conditioners controller selects each action in any encountered state with nonzero probability (exploration), or dispatches the optimal control action from the policy by exploiting the acquired knowledge (exploitation) [40] . A common technique to balance the exploration-exploitation in RL is ε-greedy exploration:
where γ ∼ U (0, 1).
The following section presents the performance assessment of MABRL in simulated and real environment, where the exploration factor ε j is designed to reduce by half every four days:
In Eq. 24 the decay factor ς is 4, the initial probability ε 0 is 0.4, and the day index is j ∈ {1, 2, 3, . . .}.
Performance assessment
This section provides a qualitative and quantitative performance assessment of the controller discussed in Section 4.2. Section 5.2 presents a quantitative assessment in a setting where the online part in Figure 1 is simulated via an equivalent thermal parameter model [54] of the air conditioner and the building (further detailed in Appendix A). Section 5.3 provides a qualitative analysis of MABRL performance in a real climate control application.
Policy representation
In the following paragraphs, a graphical representation of the control policy is used to study the impact of integrating forecasts, applying policy shaping and adding virtual tuples. In order to make a two-dimensional visualization, each control policy is depicted for the forecasted outside temperature and solar radiation. As such, each two-dimensional mapping in Figure 4 maps the current quarter in the day and indoor temperature to a binary control action. Depending on the value of the binary control action, switching the HVAC system ON is represented by black areas and switching the HVAC system OFF by white areas. Note, the original control policy is denoted by h(x) and the shaped policy is denoted by [F(θ x g )](x). Especially for the experimental results, analyzing the policy is relevant as it gives offline insight in what the algorithm has learned and to evaluate the contribution of different features in the control algorithm without having to copy exactly the same measurement conditions. For example evaluating the effects of policy shaping, adding virtual tuples and the sensitivity of the policy to different forecasts of external conditions.
Simulated environment
In order to test the convergence and the performance of the MABRL controller, a benchmark is required. As the experimental setup is a living lab, exact external conditions cannot be reproduced from day to day. Thus, the model described in Appendix A has been used to simulate the air conditioner and the lab room. An optimal solution to thermal scheduling obtained using MPC is taken as benchmark and is depicted in Figure 2 . This benchmark solution is explained in more detail in Appendix B.
The simulations have been performed using different exogenous information and price profiles from day to day [55] . In Figure 2 the top graph shows the cumulated cost of the different controllers: BRL, MABRL, Optimal (MPC), and default thermostatic control.
These results indicate that indeed the control approach as presented in Section 4 is able to find near optimal control policies in a learning time of approximately 20 days, after which the performance relative to a mathematical optimum is stable. However, adding virtual tuples, as illustrated in the procedure in Section 4.2, has limited contribution, with a slight economic advantage of the MABRL approach over the BRL. The following subsection presents the policy computation on the basis of experimental data, together with its experimental validation in a living lab. 
Experimental environment
The setup consists of two air conditioners (Fig. 3) , one temperature sensor to measure the room temperature in one point, one pyranometer to measure the solar radiation on the roof, one temperature sensor to measure the external air temperature, and one power meter to measure the air conditioners power consumption. Data points are collected every 5 minutes.
External forecasts are provided three times a day with a granularity of 15 minutes and a prediction horizon of 8 hours. The policy is recomputed three times a day, as new forecasts arrive, and dispatched on 5 minutes basis.
Ability to integrate forecasts
A first analysis focuses on the ability of the control approach to effectively take into account the forecast of exogenous information. To this end, Figure 4 shows policies organized in a matrix for different forecasts of the external temperature, where each column corresponds to the same forecasted external temperature and where the numbers of experimental tuples are increased from top to bottom. No virtual tuples have been added to the batch. Starting from the top row, policies are computed using experimental batches of: two days, eight days, and sixteen days. Note that, recalling Eq. 13, once the heating system has been switched on it continues heating until the temperature upper bound is reached in order to avoid frequent switch events. When considering the first row, with only two days worth of data in the batch, the policies obtained are near invariant for the temperature forecasts used. This is attributed to the fact that the variation in the outside temperatures observed is limited. The policies depicted in the second row and certainly in the third row show significantly more dependency to the forecasted outside temperatures as the batch of observed tuples contains more variation in terms of outside temperature. Considering the policies depicted in the third row, it can be observed that the policy corresponding to the lower forecasted outside temperature (second column) is less responsive to low energy prices. Whilst the policy obtained for a high forecasted outside temperature (third column) is more responsive. This is inferred from the policy advising the HVAC system to switch ON only for a small region in the state space in the second column, compared to the third column. This is meaningful as at a low outside temperature, energy stored in the room (through an increased temperature) is lost faster, preventing the HVAC system from avoiding high energy prices. Figure 5 shows the effect of shaping the policy as discussed in Section 4.3. Here triangular membership functions [22] have been used with the constraint that the policy needs to be strictly decreasing with increasing indoor temperature. This is a direct consequence from the physical understanding that a room at a higher temperature is subjected to higher losses to the environment. The results depicted in Figure 5 show the effect of the policy shaping. In the upper row, the original (h(x)) policies are depicted, whilst the second row shows the shaped policy (F[θ * g ](x)). It can be observed that the shaping results in gaps in the policy being filled. These gaps are attributed to a nonuniform sample density in the batch and the random nature of the extra-trees regression algorithm [49] . Figure 6 shows the impact of virtual tuples on the convergence of the policy. The policies depicted in Figure 6 are computed using different proportions of experimental data and virtual tuples. The left graph in Figure 6 shows the computed policy with 2 days of experimental tuples and no virtual tuples, which is called early policy.
Policy shaping

Effect of adding virtual tuples
The right graph shows the policy computed using a large set of experimental data, without virtual tuples (20 days), called regime policy, this policy is considered to be the best possible policy that can be calculated using the data. The middle graph shows the computed policy using 2 days of experimental tuples and 2 days of virtual tuples from the support model, which is trained using the 2 days of experimental data. This latter is called model-assisted policy. One can recognize that the modelassisted policy is more similar to the regime policy than the early policy (94% overlap with the regime policy for the modelassisted policy compared to 90% overlap for the early policy). For example the model-assisted policy around time steps 27, 42 and 78 resembles more the regime policy, this is attributed to the virtual tuples.
Power profiles
Finally, a more direct indication of the performance of the approach presented in this work is illustrated in the energy price. The bottom graph depicts the internal temperature and the control policy. From both figures, it can be observed that the HVAC typically switches on at the beginning of a low price period, largely avoiding subsequent high prices, and this for two distinct outside temperature regimes. This demonstrates the efficacy of the model-free control method presented in this work for two different outside temperature regimes.
Conclusions
In this work, model-assisted batch reinforcement learning has been deployed to harvest the flexibility related to climate control. The results from a quantitative analysis using a simulated environment showed that a performance within 90% of a mathematical optimum is obtained within approximately 20 days. These results have been confirmed qualitatively after deploying the proposed control approach to a living lab. After collecting data for approximately 16 days the control approach was able to generalize policies for different forecasts of the outside temperature. A policy shaping method has been used to shape the policies by enforcing that the policies need to be strictly decreasing with an increasing indoor temperature. Furthermore, qualitative results indicate that adding virtual tuples from a support model can improve the quality of the control policies when the number of experimental tuples in the batch is small. However, adding virtual tuples resulted only in a limited increase of the performance.
Future work will be aimed towards evaluating the presented algorithm for different objectives related to demand response. Furthermore, other types of models, such as gray-box models, will be used to add virtual tuples. subject to:
where f is the equivalent thermal parameter model defined by (A.1) and B is the backup controller defined by (13) . Notice that the optimal controller knows the equivalent thermal parameter model, the settings of the backup controller and the future disturbances. An optimal solution of this optimization problem was found by applying a mixed-integer linear programming solver using Gurobi [56] . 
