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CONDITIONAL GRADIENT METHODS FOR CONVEX OPTIMIZATION
WITH FUNCTION CONSTRAINTS ∗
GUANGHUI LAN † , EDWIN ROMEIJN ‡ , AND ZHIQIANG ZHOU §
Abstract. Conditional gradient methods have attracted much attention in both machine learning and optimization commu-
nities recently. These simple methods can guarantee the generation of sparse solutions. In addition, without the computation of
full gradients, they can handle huge-scale problems sometimes even with an exponentially increasing number of decision variables.
This paper aims to significantly expand the application areas of these methods by presenting new conditional gradient methods
for solving convex optimization problems with general affine and nonlinear constraints. More specifically, we first present a new
constraint extrapolated condition gradient (CoexCG) method that can achieve an O(1/2) iteration complexity for both smooth
and structured nonsmooth function constrained convex optimization. We further develop novel variants of CoexCG, namely
constraint extrapolated and dual regularized conditional gradient (CoexDurCG) methods, that can achieve similar iteration
complexity to CoexCG but allow adaptive selection for algorithmic parameters. We illustrate the effectiveness of these methods
for solving an important class of radiation therapy treatment planning problems arising from healthcare industry.
1. Introduction. In this paper, we focus on the development of conditional gradient type methods for
solving the following convex optimization problem:
min f(x)
s.t. g(x) := Ax− b = 0,
hi(x) ≤ 0, i = 1, . . . , d,
x ∈ X.
(1.1)
Here X ⊆ Rn is a compact convex set, f : X → R and hi : X → R, i = 1, . . . , d, are proper lower semicon-
tinuous convex functions, A : Rn → Rm denotes a linear mapping, and b is a given vector in Rm. We assume
that X is relatively simple in the sense that one can minimize a linear function over X easily. Throughout
this paper we assume that an optimal solution x∗ of problem (1.1) exists. For notation convenience, we often
denote h(x) ≡ (h1(x); . . . , hd(x)).
The conditional gradient method, initially developed by Frank and Wolfe in 1956 [8], is one of the earliest
first-order methods for convex optimization. It has been widely used for solving problems with relatively
simple convex sets, i.e., when the constraints g(x) = 0 and hi(x) ≤ 0 do not appear in problem (1.1). Each
iteration of this method computes the gradient of f at the current search point xk, and then solves the
subproblem minx∈X〈∇f(xk), x〉 to update the solution. In comparison with most other first-order methods,
it does not require the projection over X, which in many cases could be computationally more expensive than
to minimize a linear function over X (e.g.. when X is a spectrahedron given by X := {X  0 : Tr(X) = 1}).
These simple methods can also guarantee the generation of sparse solutions, e.g., when X is a simplex or
spectrahedron. In addition, without the computation of full gradients, they can handle huge-scale problems
sometimes even with an exponentially increasing number of decision variables.
Much recent research effort has been devoted to the complexity analysis of conditional gradient methods
over simple convex set X. It is well-known that if f is a smooth convex function, then this algorithm can
find an -solution (i.e., a point x¯ ∈ X s.t. f(x¯) − f∗ ≤ ) in at most O(1/) iterations (see [16, 17, 20,
9, 14]). In fact, such a complexity result has been established for the conditional gradient method under
a stronger termination criterion called Wolfe Gap, based on the first-order optimality condition [16, 17,
20, 9, 14]. As shown in [16, 20, 12], this O(1/) iteration complexity bound is tight for smooth convex
optimization. In addition, if f is a nonsmooth function with a saddle point structure, one can not achieve an
iteration complexity better than O(1/2) [20], in terms of the number of times to solve the linear optimization
subproblem. One possible way to improve the complexity bounds is to use the conditional gradient sliding
methods developed in [22] to reduce the number of gradient evaluations. Many other variants of conditional
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gradient methods have also been proposed in the literature (see, e.g.,[1, 2, 3, 6, 9, 15, 14, 16, 17, 23, 33, 34,
18, 5, 11]) and Chapter 7 of [21] for an overview of these methods).
It should be noted, however, that none of existing conditional gradient methods can be used to efficiently
solve the more general function constrained convex optimization problem in (1.1). With these function
constraints (g(x) = 0 and hi(x) ≤ 0), linear optimization over the feasible region of problem (1.1) could
become much more difficult. As an example, if X is the aforementioned spectrahedron and h does not
exist, the linear optimization problem over the feasible region {x  0 : g(x) = 0,Tr(X) = 1} becomes a
general semidefinite programming problem. Adding nonlinear function constraint hi(x) ≤ 0 usually makes
the linear optimization subproblem even harder. In fact, our study has been directly motivated by a convex
optimization problem with nonlinear function constraints arising from radiation therapy treatment planing
(see [7, 24, 32, 10, 25, 26, 27] and Section 4 for more details). The objective function of this problem,
representing the quality of the treatment plan, is smooth and convex. Besides a simplex constraint, it consists
of two types of nonlinear function constraints, namely the group sparsity constraint to reduce radiation
exposure for the patients, and the risk averse constraints to avoid overdose (resp., underdose) to healthy
(resp., tumor) structures. This problem is highly challenging because the dimension of the decision variables
can increase exponentially with respect to the size of data, which prevents the computation of full gradients
as required by most existing optimization methods dealing with function constraints.
This paper aims to fill in the aforementioned gap in the literature by presenting a new class of conditional
gradient methods for solving problem (1.1). Our main contributions are briefly summarized as follows. Firstly,
inspired by the constraint-extrapolation (ConEx) method for function constrained convex optimization in [4],
we develop a novel constraint-extrapolated conditional gradient (CoexCG) method for solving problem (1.1).
While both methods are single-loop primal-dual type methods for solving convex optimization problems
with function constraints, CoexCG only requires us to minimize a linear function, rather than to perform
projection, over X, and thus it can avoid the computation of full gradients. In the basic setting when both
f and hi are smooth convex functions with Lipschitz continuous gradients, we show that the total number
of iterations performed by CoexCG before finding a -solution of problem (1.1), i.e., a point x¯ ∈ X s.t.
f(x¯)− f(x∗) ≤  and ‖g(x¯)‖2 + ‖[h(x¯)]+‖2 ≤ , can be bounded by O(1/2). Here [·]+ := max{·, 0}.
Secondly, we consider more general function constrained optimization problems where either the objective
function f or some constraint functions hi are possibly nondifferentiable, but contains certain saddle point
structure. We extend the CoexCG method for solving these problems in combination with the well-known
Nesterov’s smoothing scheme [30]. In general, even equipped with such smoothing technique, nonsmooth
optimization is more difficult than smooth optimization, and its associated iteration complexity is worse
than that for smooth ones by orders of magnitude. However, we show that a similar O(1/2) complexity
bound can be achieved by CoexCG for solving these nonsmooth function constrained optimization problems.
This seemly surprising result can be attributed to an inherent acceleration scheme in CoexCG to reduce the
impact of the Lipschitz constants induced by the smoothing scheme.
Thirdly, one possible shortcoming of CoexCG exists in that it requires the total number of iterations N
fixed a priori before we run the algorithm in order to achieve the best rate of convergence. Therefore it is not
convenient to implement this algorithm when such an iteration limit is not available. In order to address this
issue, we propose a constraint-extrapolated and dual-regularized conditional gradient (CoexDurCG) method
by adding a diminishing regularization term for the dual updates. This modification allows us to design
a novel adaptive stepsize policy which does not require N given in advance. Moreover, we show that the
complexity of CoexDurCG is still in the same order of magnitude as CoexCG with a slightly larger constant
factor. We also extend CoexDurCG for solving the aforementioned structured nonsmooth problems, and
demonstrate that it is not necessary to explicitly define the smooth approximation problem. We note that
this technique of adding a diminishing regularization term can be applied for solving problems with either
unbounded primal feasible region (e.g., stochastic subgradient descent [29] and stochastic accelerated gradient
descent [19]), or unbounded dual feasible region (e.g., ConEx [4]), for which one often requires the number
of iterations fixed in advance.
Finally, we apply the developed algorithms for solving the aforementioned radiation therapy treatment
planning problem on both randomly generated instances and real data sets. We show that CoexDurCG per-
forms comparably to CoexCG in practice in terms of solution quality and computation time. We demonstrate
that the incorporation of function constraints helps us not only to find feasible treatment plans satisfying
clinical criteria, but also to generate alternative treatment plans that can possibly reduce radiation exposure
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time for the patients.
To the best of our knowledge, all the algorithmic schemes as well as their complexity results are new in
the area of projection-free methods for convex optimization.
This paper is organized as follows. Section 2 is devoted to the CoexCG method. We first present the
CoexCG method for smooth function constrained convex optimization in Subsection 2.1 and extend it for
solving structured nonsmooth function constrained convex optimization in Subsection 2.2. We then discuss
the CoexDurCG method in Section 3, including its basic version for smooth function constrained convex
optimization in Subsection 3.1 and its extended version for directly solving structured nonsmooth function
constrained convex optimization problems in Subsection 3.2. We apply these methods for radiation therapy
treatment planning in Section 4, and conclude the paper with a brief summary in Section 5.
2. Constraint-extrapolated conditional gradient method. In this section, we present a basic ver-
sion of the constraint-extrapolated conditional gradient method for solving convex optimization problem (1.1).
Subsection 2.1 focuses on the case when f and hi are smooth convex functions, while subsection 2.2 extends
our discussion to the situation where f and hi are not necessarily differentiable.
2.1. Smooth functions. Throughout this subsection, we assume that f and hi are differential and
their gradients are Lipschitz continuous s.t.
‖∇f(x1)−∇f(x2)‖∗ ≤ Lf‖x1 − x2‖, ∀x1, x2 ∈ X, (2.1)
‖∇hi(x1)−∇hi(x2)‖∗ ≤ Lh,i‖x1 − x2‖,∀x1, x2 ∈ X, i = 1, . . . , d. (2.2)
Here ‖ · ‖ denotes an arbitrary norm which is not necessarily associated with the inner product 〈·, ·〉 (‖ · ‖∗
is the conjugate norm of ‖ · ‖). For notational convenience, we denote
Lh = (Lh,1; . . . ;Lh,d) and L¯h = ‖Lh‖2.
We need to use the Lipschitz continuity of the constraint function hi when developing conditional gradient
methods for function constrained problems. Clearly, under the boundedness assumption of X, the constraint
functions hi are Lipschitz continuous with constant Mh,i, i.e.,
‖∇hi(x)‖∗ ≤Mh,i, ∀x ∈ X. (2.3)
In particular, letting x∗ be an optimal solution of problem (1.1), we have Mh,i ≤ ∇f(x∗) + Lh,iDX , where
DX denotes the diameter of X given by
DX := max
x1,x2∈X
‖x1 − x2‖. (2.4)
Note that a different way to bound on Mh,i will be discussed for certain structured nonsmooth problems in
Subsection 2.2. For the sake of notational convenience, we also denote
M¯h =
√∑d
i=1M
2
h,i. (2.5)
Since we can only perform linear optimization over the feasible region X, one natural way to solve
problem (1.1) is to consider its saddle point reformulation
min
x∈X
max
y∈Rm,z∈Rd+
f(x) + 〈g(x), y〉+ 〈h(x), z〉. (2.6)
Throughout the paper, we assume that the standard Slater condition holds for problem (1.1) so that a pair
of optimal dual solutions (y∗, z∗) of problem (2.6) exists.
In [20] (see also Chapter 7 of [21]), Lan presented a smoothing conditional gradient method for solving
problems in the form of (2.6). This method applies the conditional gradient algorithm for a properly smoothed
version of the objective function of (2.6). However, this scheme is not applicable for our setting due to the
following reasons. Firstly, the smoothing conditional gradient method only solves bilinear saddle point
problems with linear coupling terms given by 〈g(x), y〉 and cannot deal with the nonlinear coupling term
〈h(x), z〉. Secondly, even for the bilinear saddle point problems, the smoothing conditional gradient method
in [21, 20] requires the feasible set of y to be bounded, which does not hold for problem (2.6).
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Our development has been inspired the constraint extrapolation (ConEx) method recently introduced
by Boob, Deng and Lan [4] for solving problem (2.6). ConEx is an accelerated primal-dual type method
which updates both the primal variable x and dual variables (y, z) in the each iteration. In comparison with
some previously developed accelerated primal-dual methods for solving saddle point problems with nonlinear
coupling terms [28, 13], one distinctive feature of ConEx is that it defines the acceleration (or momentum)
step by extrapolating the linear approximation of the nonlinear function h. As a consequence, it can deal with
unbounded feasible regions for the dual variable z (or y) and thus solve the function (or affine) constrained
convex optimization problems. However, each iteration of the ConEx method requires the projection onto
the feasible region X, and hence is not applicable to our problem setting.
In order to address the above issues for solving problem (1.1) (or (2.6)), we present a novel constraint-
extrapolated conditional gradient (CoexCG) method, which incorporates some basic ideas of the ConEx
method into the conditional gradient method. As shown in Algorithm 1, the CoexCG method first performs
in (2.9) an extrapolation step for the affine constraint g. Then in (2.10) it performs an extrapolation step
based on the linear approximation of the constraint function h given by
lhi(x¯, x) := hi(x¯) + 〈∇hi(x¯), x− x¯〉, (2.7)
lh(x¯, x) := (lh1(x¯, x); . . . , lhd(x¯, x)). (2.8)
Utilizing the extrapolated constraint values g˜k and h˜k, it then updates the dual variables qk and rk associated
with the affine constraint g(x) = 0 and the nonlinear constraints h(x) ≤ 0 in (2.11) and (2.12), respectively.
With these updated dual variables and linear approximation lf (xk−1, x) and lh(xk−1, x), it solves a linear
optimization problem over X to update the primal variable pk ∈ X in (2.13). Finally, the output solution xk
is computed as a convex combination of xk−1 and pk in (2.14).
Algorithm 1 Constraint-extrapolated Conditional Gradient (CoexCG)
Let the initial points p0 = p−1 ∈ X, x0 = x−1 = x−2 ∈ X, q0 ∈ Rm and r0 ∈ Rd+ be given. Also let the
stepsize parameters λk ≥ 0, τk ≥ 0 and αk ∈ [0, 1] be given.
for k = 1 to N do
g˜k = g(pk−1) + λk[g(pk−1)− g(pk−2)], (2.9)
h˜k = lh(xk−2, pk−1) + λk[lh(xk−2, pk−1)− lh(xk−3, pk−2)], (2.10)
qk = argminy∈Rm{〈−g˜k, y〉+ τk2 ‖y − qk−1‖22}, (2.11)
rk = argminz∈Rd+{〈−h˜k, z〉+
τk
2 ‖z − rk−1‖22}, (2.12)
pk = argminx∈X{lf (xk−1, x) + 〈g(x), qk〉+ 〈lh(xk−1, x), rk〉}, (2.13)
xk = (1− αk)xk−1 + αkpk. (2.14)
end for
It is interesting to build some connections between the CoexCG method and the ConEx method in [4].
In particular, by replacing the relations in (2.13) and (2.14) with
pk = argminx∈X{lf (pk−1, x) + 〈g(x), qk〉+ 〈lh(pk−1, x), rk〉+ ηk2 ‖x− pk−1‖22},
then we essentially obtain the ConEx method. Comparing these relations, we observe that the CoexCG
differs from the ConEx method in the following few aspects. Firstly, pt in CoexCG is computed by solving
a linear optimization problem, while the one in the ConEx method is computed by using a projection. The
use of linear optimization enables the CoexCG method to generate sparse solutions in feasible sets X with a
huge large number of extreme points (see Section 4). Secondly, the linear approximation models lf and lh in
the ConEx method is built on the search point pk−1, while the one in the CoexCG method is built on xk−1,
or equivalently, the convex combination of all previous search points pi, i = 1, . . . , k − 1.
We need to add a few more remarks about the CoexCG method. Firstly, by (2.11) and (2.12), we can
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define qk and rk equivalently as
qk = qk−1 + 1τk g˜k,
rk = max{rk−1 + 1τk h˜k, 0}.
It is also worth noting that we can generalize the CoexCG method to deal with conic inequality constraint
h(x) ∈ K, by simply replacing the constraint z ∈ Rd+ in (2.12) with z ∈ −K∗. Here K ⊂ Rl is a given closed
convex cone and K∗ denotes its the dual cone.
Secondly, in addition to the primal output solution xk in (2.14), we can also define the dual output
solutions yk and zk as
yk = (1− αk)yk−1 + αkqk, (2.15)
zk = (1− αk)zk−1 + αkrk. (2.16)
Different from xk, these dual variables yk and zk do not participate in the updating of any other search
points. However, both of them will be used intensively in the convergence analysis of the CoexCG method.
Thirdly, even though we do not need to select the parameter ηk when defining pk as in the ConEx method,
we do need to specify the stepsize parameter τk to update the dual variables qk and rk. We also need to
determine the parameters λk and αk, respectively, to define the extrapolation steps and the output solution
xk. We will discuss the selection of these algorithmic parameters after establishing some general convergence
properties of the CoexCG method.
Our goal in the remaining part of this subsection is to establish the convergence of the CoexCG method.
Let xk, yk, and zk be defined in (2.14), (2.15), and (2.16). Throughout this section, we denote wk ≡ (xk, yk, zk)
and w ≡ (x, y, z), and define the gap function Q(wk, w) as
Q(wk, w) := f(xk)− f(x) + 〈g(xk), y〉 − 〈g(x), yk〉+ 〈h(xk), z〉 − 〈h(x), zk〉. (2.17)
We start by stating some well-known technical results that have been used in the convergence analysis
of many first-order methods. The first result, often referred to “three-point lemma” (see, e.g., Lemma 3.1 of
[21]), characterizes the optimality conditions of (2.11) and (2.12).
Lemma 2.1. Let qk and rk be defined in (2.11) and (2.12), respectively. Then,
〈−g˜k, qk − y〉+ τk2 ‖qk − qk−1‖22 ≤ τk2 ‖y − qk−1‖22 − τk2 ‖y − qk‖22,∀y ∈ Rm, (2.18)
〈−h˜k, rk − z〉+ τk2 ‖rk − rk−1‖22 ≤ τk2 ‖z − rk−1‖22 − τk2 ‖z − rk‖22,∀z ∈ Rd+. (2.19)
The following result helps us to take telescoping sums (see Lemma 3.17 of [21]).
Lemma 2.2. Let αk ∈ (0, 1], k = 0, 1, 2, . . ., be given and denote
Γk =
{
1, if k = 1;
(1− αk)Γk−1, if k > 1. (2.20)
If {∆k} satisfies
∆k+1 ≤ (1− αk)∆k +Bk,∀k ≥ 1,
then we have
∆k+1
Γk
≤ (1− α1)∆1 +
∑k
i=1
Bi
Γi
.
We now establish an important recursion of the CoexCG method.
Proposition 2.3. For any k > 1, we have
Q(wk, w) ≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2 +
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τk
+ αk[〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉]
+ αk[〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉 − λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉]
+ αkτk2 [‖y − qk−1‖22 − ‖y − qk‖22 + ‖z − rk−1‖22 − ‖z − rk‖22], ∀w ∈ X × Rm × Rd+,
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where DX is defined in (2.4).
Proof. It follows from the smoothness of f and h (e.g., Lemma 3.2 of [21]) and the definition of xk in
(2.14) that
f(xk) ≤ lf (xk−1, xk) + Lf2 ‖xk − xk−1‖2
= (1− αk)lf (xk−1, xk−1) + αklf (xk−1, pk) + Lfα
2
k
2 ‖pk − xk−1‖2
= (1− αk)f(xk−1) + αklf (xk−1, pk) + Lfα
2
k
2 ‖pk − xk−1‖2.
hi(xk) ≤ (1− αk)hi(xk−1) + αklhi(xk−1, pk) + Lh,iα
2
k
2 ‖pk − xk−1‖2.
Using the above two relations in the definition of Q(wk, w) in (2.17), we have for any w ≡ (x, y, z) ∈
X × Rm × Rd+,
Q(wk, w) = f(xk)− f(x) + 〈g(xk), y〉 − 〈g(x), yk〉+ 〈h(xk), z〉 − 〈h(x), zk〉
≤ (1− αk)f(xk−1) + αklf (xk−1, pk)− f(x) + 〈g(xk), y〉 − 〈g(x), yk〉
+ 〈(1− αk)h(xk−1) + αklh(xk−1, pk)), z〉 − 〈h(x), zk〉
+
(Lf+z
TLh)α
2
k
2 ‖pk − xk−1‖2
= (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
k
2 ‖pk − xk−1‖2
+ αk[lf (xk−1, pk)− f(x) + 〈g(pk), y〉 − 〈g(x), qk〉+ 〈lh(xk−1, pk), z〉 − 〈h(x), rk〉].
Moreover, by the definition of xk in (2.14) and the convexity of f and hi, we have
lf (xk−1, pk) + 〈g(pk), qk〉+ 〈lh(xk−1, pk), rk〉
≤ lf (xk−1, x) + 〈g(x), qk〉+ 〈lh(xk−1, x), rk〉
≤ f(x) + 〈g(x), qk〉+ 〈h(x), rk〉, ∀x ∈ X.
Combining the above two relations, we obtain
Q(wk, w) ≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
k
2 ‖pk − xk−1‖2
+ αk[〈g(pk), y − qk〉+ 〈lh(xk−1, pk), z − rk〉]
≤ 1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2
+ αk[〈g(pk), y − qk〉+ 〈lh(xk−1, pk), z − rk〉], ∀w ∈ X × Rm × Rd+. (2.21)
Multiplying both sides of (2.18) and (2.19) by αk and summing them up with the above inequality, we have
Q(wk, w) ≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2
+ αk〈g(pk)− g˜k), y − qk〉+ αk〈lh(xk−1, pk)− h˜k, z − rk〉
+ αkτk2 [‖y − qk−1‖22 − ‖y − qk‖22 − ‖qk − qk−1‖22]
+ αkτk2 [‖z − rk−1‖22 − ‖z − rk‖22 − ‖rk − rk−1‖22], ∀w ∈ X × Rm × Rd+. (2.22)
Now observe that by the definition of g˜k in (2.9) and the fact that g(x) = Ax− b, we have
〈g(pk)− g˜k), y − qk〉 − τk2 ‖qk − qk−1‖22
= 〈A[(pk − pk−1)− λk(pk−1 − pk−2)], y − qk〉 − τk2 ‖qk − qk−1‖22
= 〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉
+ λk〈A(pk−1 − pk−2), qk − qk−1〉 − τk2 ‖qk − qk−1‖22
≤ 〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉
+
λ2k
2τk
‖A‖2‖pk − pk−1‖22
≤ 〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉+ λ
2
k
2τk
‖A‖2D2X , (2.23)
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where the first inequality follows from Young’s inequality and the last one follows from the definition of DX
in (2.4). In addition, by the definition of h˜k in (2.10), we have
〈lh(xk−1, pk)− h˜k, z − rk〉 − τk2 ‖rk − rk−1‖22
≤ 〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉 − λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉
+ λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), rk − rk−1〉 − τk2 ‖rk − rk−1‖22
≤ 〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉
− λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉+ 9λ
2
kM¯
2
hD
2
X
2τk
, (2.24)
where the last inequality follows from
λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), rk − rk−1〉 − τk2 ‖rk − rk−1‖22
≤ λ2k2τk
∑d
i=1[lhi(xk−2, pk−1)− lhi(xk−3, pk−2)]2
=
λ2k
2τk
∑d
i=1[hi(xk−2)− hi(xk−3) + 〈∇hi(xk−2), pk−1 − xk−2〉+ 〈∇hi(xk−3), pk−2 − xk−3〉]2
≤ 9λ2kD2X2τk
∑d
i=1M
2
h,i =
9λ2kM¯
2
hD
2
X
2τk
. (2.25)
The result then follows by plugging relations (2.23) and (2.24) into (2.22).
We are now ready to establish the main convergence properties for the CoexCG method.
Theorem 2.4. Let Γk be defined in (2.20) and assume that the algorithmic parameters αk, τk and λk in
the CoexCG method satisfy
α1 = 1,
λkαk
Γk
= αk−1Γk−1 and
αkτk
Γk
≤ αk−1τk−1Γk−1 ,∀k ≥ 2. (2.26)
Then we have
Q(wN , w) ≤ ΓN
∑N
k=1
[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2τN
+ τ1ΓN2 ‖y − q0‖22 + τ1ΓN2 ‖z − r0‖22, ∀w ∈ X × Rm × Rd+,
(2.27)
where DX is defined in (2.4). As a consequence, we have
f(xN )− f(x∗) ≤ ΓN
∑N
k=1
[
Lfα
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2τN
+ τ1ΓN2 (‖q0‖22 + ‖r0‖22) (2.28)
and
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ ΓN
∑N
k=1
[
[Lf+(‖z∗‖2+1)L¯h]α2kD2X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2τN
+ τ1ΓN [(‖y∗‖2 + 1)2 + ‖q0‖22 + (‖z∗‖2 + 1)2 + ‖r0‖22], (2.29)
where (x∗, y∗, z∗) denotes a triple of optimal solutions for problem (2.6).
Proof. It follows from Lemma 2.2 and Proposition 2.3 that
Q(wN ,w)
ΓN
≤(1− α1)Q(w0, w) +
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
∑N
k=1
αk
Γk
[〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉]
+
∑N
k=1
αk
Γk
[〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉
− λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉]
+
∑N
k=1
αkτk
2Γk
[‖y − qk−1‖22 − ‖y − qk‖22 + ‖z − rk−1‖22 − ‖z − rk‖22],
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which, in view of (2.26), then implies that
Q(wN , w) ≤ ΓN
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+ αN 〈A(pN − pN−1), y − qN 〉 − αNτN2 ‖y − qN‖22
+ αN 〈lh(xN−1, pN )− lh(xN−2, pN−1), z − rN 〉 − αNτN2 ‖z − rN‖22
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22]
≤ ΓN
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+ αN2τN ‖A‖2‖pN − pN−1‖22 +
9M¯2hαND
2
X
2τN
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22],
where the last relation follows from Young’s inequality and a result similar to (2.25). The result in (2.27)
then immediately follows from the above inequality.
Note that by the definition of Q(wk, w) in (2.17), and the facts that g(x
∗) = 0 and h(x∗) ≤ 0, we have
f(xN )−f(x∗) ≤ Q(wN , (x∗, 0, 0)). Using this observation and fixing x = x∗, y = 0, z = 0 in (2.27), we obtain
(2.28). Now let us denote
yˆN := (‖y∗‖2 + 1) g(xN )‖g(xN )‖2 , (2.30)
zˆN := (‖z∗‖2 + 1) [h(xN )]+‖[h(xN )]+‖2 , (2.31)
wˆ∗N := (x
∗, yˆN , zˆN ). (2.32)
Note that by the optimality condition of (2.6), we have
0 ≤ Q(wN , w∗) = f(xN )− f(x∗) + 〈g(xN ), y∗〉+ 〈h(xN ), z∗〉
≤ f(xN )− f(x∗) + ‖g(xN )‖2 · ‖y∗‖2 + ‖[h(xN )]+‖2 · ‖z∗‖2.
In addition, using the fact that g(x∗) = 0 and 〈h(x∗), zˆN 〉 ≤ 0, we have
Q(wN , wˆ
∗
N ) ≥ f(xN )− f(x∗) + 〈g(xN ), yˆN 〉+ 〈h(xN ), zˆN 〉
= f(xN )− f(x∗) + ‖g(xN )‖2(‖y∗‖2 + 1) + ‖[h(xN )]+‖2(‖z∗‖2 + 1).
Combining the previous two observations, we conclude that
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ Q(wN , wˆ∗N ) (2.33)
The previous conclusion, together with (2.27) and the facts that
‖yˆN − q0‖22 ≤ 2[‖yˆN‖22 + ‖q0‖22] = 2[(‖y∗‖2 + 1)2 + ‖q0‖22], (2.34)
‖zˆN − r0‖22 ≤ 2[zˆN‖22 + ‖r0‖22] = 2[(‖z∗‖2 + 1)2 + ‖r0‖22], (2.35)
zˆTNLh ≤ ‖zˆTN‖2‖Lh‖2 = (‖z∗‖2 + 1)L¯h, (2.36)
then imply that
‖g(xN )‖2 + ‖[h(xN )]+‖2
≤ ΓN
∑N
k=1
[
(Lf+zˆ
T
NLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2τN
+ τ1ΓN2 ‖yˆN − q0‖22 + τ1ΓN2 ‖zˆN − r0‖22
≤ ΓN
∑N
k=1
[
[Lf+(‖z∗‖2+1)L¯h]α2kD2X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2τN
+ τ1ΓN [(‖y∗‖2 + 1)2 + ‖q0‖22 + (‖z∗‖2 + 1)2 + ‖r0‖22].
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Below we provide a specific selection of the algorithmic parameters αk, λk and τk and establish the
associated rate of convergence for the CoexCG method.
Corollary 2.5. If the number of iterations N is fixed a priori, and
αk =
2
k+1 , λk =
k−1
k , τk =
N3/2
k DX
√
9‖Mh‖2 + ‖A‖2, k = 1, . . . , N, (2.37)
then we have
Q(wN , w) ≤ 2(Lf+z
TLh)D
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
(‖y − q0‖22 + ‖z − r0‖22 + 1) ,
∀w ∈ X × Rm × Rd+, (2.38)
f(xN )− f(x∗) ≤ 2LfD
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
(‖(q0; r0)‖22 + 1), (2.39)
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ 2[Lf+(‖z
∗‖2+1)L¯h]D2X
N+1
+
2DX
√
9M¯2h+‖A‖2√
N
[2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5]. (2.40)
Proof. By (2.20) and the definition of αk in (2.37), we have Γk = 2/[k(k + 1)] and αk/Γk = k. We can
easily see from these identities and (2.37) that the conditions in (2.26) hold. It is also easy to verify that∑N
k=1
α2k
Γk
= 2
∑N
k=1
k
k+1 ≤ 2N,∑N
k=1
αkλ
2
k
τkΓk
=
∑N
k=1(k − 1)2
2N3/2DX
√
9‖Mh‖2+‖A‖2
≤ N3/2
6DX
√
9‖Mh‖2+‖A‖2
.
Using these relations in (2.27), (2.28) and (2.29), we conclude that
Q(wN , w) ≤ 2(Lf+z
TLh)D
2
X
N+1 +
√
NDX
√
9M¯2h+‖A‖2
6(N+1)
+
DX
√
9M¯2h+‖A‖2
(N+1)
√
N
+
√
NDX
√
9M¯2h+‖A‖2
N+1 (‖y − q0‖22 + ‖z − r0‖22)
=
2(Lf+z
TLh)D
2
X
N+1 +
[ √
N
6(N+1) +
1
(N+1)
√
N
+
√
N
N+1 (‖y − q0‖22 + ‖z − r0‖22)
]
DX
√
9M¯2h + ‖A‖2
≤ 2(Lf+zTLh)D2XN+1 +
DX
√
9M¯2h+‖A‖2√
N
(‖y − q0‖22 + ‖z − r0‖22 + 1) ,
f(xN )− f(x∗) ≤ 2LfD
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
(‖q0‖22 + ‖r0‖22 + 1),
and
‖g(xN )‖2 + ‖[h(xN )]+‖2
≤ 2[Lf+(‖z∗‖2+1)L¯h]D2XN+1 +
√
NDX
√
9M¯2h+‖A‖2
6(N+1) +
DX
√
9M¯2h+‖A‖2
(N+1)
√
N
+
2
√
NDX
√
9M¯2h+‖A‖2
N+1 [(‖y∗‖2 + 1)2 + ‖q0‖22 + (‖z∗‖2 + 1)2 + ‖r0‖22]
≤ 2[Lf+(‖z∗‖2+1)L¯h]D2XN+1 +
DX
√
9M¯2h+‖A‖2√
N
[1 + 2(‖y∗‖2 + 1)2 + 2‖q0‖22 + 2(‖z∗‖2 + 1)2 + 2‖r0‖22]
≤ 2[Lf+(‖z∗‖2+1)L¯h]D2XN+1 +
2DX
√
9M¯2h+‖A‖2√
N
[2(‖y∗‖22 + ‖z∗‖22) + ‖q0‖22 + ‖r0‖22 + 5].
A few remarks about the results obtained in Theorem 2.4 and Corollary 2.5 are in place. Firstly, in view
of (2.38), the gap function Q(wN , w) converges to 0 with the rate of convergence given by O(1/
√
N). This
bound has been shown to be not improvable in [20] (see also Chapter 7 of [21]). Secondly, in view of (2.39)
and (2.40), the number of iterations required by the CoexCG method to find a -solution of problem (1.1),
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i.e., a point x¯ ∈ X s.t. f(x¯)− f(x∗) ≤  and ‖g(x¯)‖2 + ‖[h(x¯)]+‖2 ≤ , is bounded by O(1/2). Thirdly, it is
interesting to observe that in both (2.39) and (2.40), the Lipschitz constants Lf and L¯h do not impact too
much the rate of convergence of the CoexCG method, since both of them appear only in the non-dominant
terms. We will explore further this property of the CoexCG method in order to solve problems with certain
nonsmooth objective and constraint functions. Finally, it is worth noting that in the parameter setting (2.37),
we need to fix the total number of iterations N in advance. This is not desirable for the implementation of
the CoexCG method, especially for the situation when one has finished the scheduled N iterations, but then
realizes that a more accurate solution is needed. In this case, one has to completely restart the CoexCG
method with a different parameter setting that depends on the modified iteration limit. We will discuss how
to address this issue in Section 3.
2.2. Structured nonsmooth functions. In this subsection, we still consider problem (1.1), but the
objective function f and constraint functions hi are not necessarily differentiable. More specifically, we
assume that f(·) and hi(·) are given in the following form:
f(x) = max
q∈Q
{〈Bx, q〉 − fˆ(q)},
hi(x) = max
s∈Si
{〈Cix, s〉 − hˆi(s)}, i = 1, . . . , d,
(2.41)
where Q ⊆ Rm0 and S ⊆ Rmi are closed convex sets, and fˆ and hˆi are simple convex functions. Many
nonsmooth functions can be represented in this form (see [30]). In this paper, we assume that fˆ and hˆi are
possibly strongly convex w.r.t. the given norms in the respective spaces, i.e..
fˆ(q1)− fˆ(q2)− 〈fˆ ′(q2), q1 − q2〉 ≥ µ02 ‖q1 − q2‖2,∀q1, q2 ∈ Q (2.42)
hˆi(s1)− hˆi(s2)− 〈hˆ′i(s2), s1 − s2〉 ≥ µi2 ‖s1 − s2‖2,∀s1, s2 ∈ Si, i = 1, . . . , d, (2.43)
for some µi ≥ 0. If µ0 > 0 (resp., µi > 0), then f (resp., hi) must be differentiable with Lipschitz continuous
gradients. Therefore, our nonsmooth formulation in (2.41) allows either the objective and/or some constraint
functions to be smooth.
Our goal in this subsection is to generalize the CoexCG method to solve these structured nonsmooth
convex optimization problems. In fact, we show that that the number of CoexCG iterations required to solve
these problems is in the same order of magnitude as if f and hi’s are smooth convex functions.
Since f and hi are possibly not differentiable, we cannot directly apply the CoexCG algorithm to solve
problem (1.1). However, as pointed out by Nesterov [30], these nonsmooth functions can be closely approx-
imated by smooth convex ones. Let us first consider the objective function f . Assume that u : Q → R is a
given strongly convex function with modulus 1 w.r.t. a given norm ‖ · ‖ in Rm0 , i.e.,
u(q1) ≥ u(q2) + 〈u′(q2), q1 − q2〉+ 12‖q1 − q2‖2,∀q1, q2 ∈ Q.
Let us denote cu := argminq∈Qu(y), U(q) := u(q)− u(cu)− 〈∇u(cu), q − cu〉 and
DU := [max
q∈Q
U(y)]1/2, (2.44)
and define
fη0(x) := max
q∈Q
{〈Bx, q〉 − fˆ(q)− η0U(q)]} (2.45)
for some η0 ≥ 0. Then, we can show that fη0 is differentiable and its gradients satisfy (see [30])
‖∇fη0(x1)−∇fη0(x2)‖∗ ≤ Lf,η‖x1 − x2‖, ∀x1, x2 ∈ X with Lf,η := ‖B‖
2
µ0+η0
. (2.46)
In addition, we have
fη0(x) ≤ f(x) ≤ fη0(x) + η0D2U , ∀x ∈ X. (2.47)
In our algorithmic scheme, we will set η0 = 0 whenever fˆ is strongly convex, i.e., µ0 > 0.
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Similarly, let us assume that vi : Si → R are strongly convex with modulus 1 w.r.t. a given norm ‖ · ‖ in
Rmi , i = 1, . . . , d. Also let us denote cvi := argmins∈Sivi(s), Vi(s) := vi(s)− vi(cvi)− 〈∇vi(cvi), s− cvi〉 and
DVi := [max
s∈Si
Vi(s)]
1/2, (2.48)
and define
hi,ηi(x) = max
s∈Si
{〈Cix, s〉 − hˆi(s)− ηiVi(s)} (2.49)
for some ηi ≥ 0. We can show that for all i = 1, . . . , d,
‖∇hi,ηi(x1)−∇hi,ηi(x2)‖∗ ≤ ‖Ci‖
2
µi+ηi
‖x1 − x2‖, ∀x1, x2 ∈ X, (2.50)
hi,ηi(x) ≤ hi(x) ≤ hi,ηi(x) + ηiD2Vi , ∀x ∈ X. (2.51)
In our algorithmic scheme, we will set ηi = 0 whenever hˆi is strongly convex, i.e., µi > 0. For notational
convenience, we denote
hη(x) := (h1,η1(x); . . . ;hd,ηd(x)), Lh,η := (
‖C1‖2
µhˆ1
+η1
; . . . ; ‖Cd‖
2
µhˆd
+ηd
) and L¯h,η := ‖Lh,η‖2. (2.52)
Different from the objective function, we need to show that the gradient of the hi,ηi is bounded. Note
that the boundedness of the gradients for smooth constraint functions (with µi > 0 and hence ηi = 0) follows
from the boundedness of X (see Section 2.1). For those nonsmooth constraint functions hi (with µi = 0), we
need to assume that Si’s are compact. For a given x ∈ X, let s∗(x) be the optimal solution of (2.49). Then
‖∇hi,ηi(x)‖∗ = ‖CTi · s∗(x)‖∗ ≤ ‖Ci‖‖s∗(x)‖
≤ ‖Ci‖(‖cvi‖+ ‖s∗(x)− cvi‖)
≤ ‖Ci‖(‖cvi‖+
√
2DVi) =: MCi,Vi , i = 1, . . . , d. (2.53)
For notational convenience, we also denote
M¯C,V :=
√∑d
i=1M
2
Ci,Vi
. (2.54)
Observe that the Lipschitz constants MCi,Vi defined in (2.53) do not depend on the smoothing parameters
ηi, i = 1, . . . , d. This fact will be important for us to derive the complexity bound of the CoexCG method
for solving convex optimization problems with nonsmooth function constraints.
Instead of solving the original problem (1.1), we suggest to apply the CoexCG method to the smooth
approximation problem
min fη0(x)
s.t. g(x) = 0,
hi,ηi(x) ≤ 0,∀i = 1, . . . , d,
x ∈ X.
(2.55)
More specifically, we replace the linear approximation functions lh and lf used in (2.10) and (2.13) by lhi,ηi
and lfηo , respectively. However, we will establish the convergence of this method in terms of the solution
of the original problem in (1.1) rather than the approximation problem in (2.55). Our convergence analysis
below exploits the smoothness of fη0 (resp., hi,ηi), the closeness between f and fη0 (resp., hi and hi,ηi), and
also importantly, the fact that hi,ηi(x) underestimates hi(x) for all x ∈ X.
Theorem 2.6. Consider the CoexCG method applied to the smooth approximation problem (2.55).
Assume that the number of iterations N is fixed a priori, and that the parameters {αk}, {τk} and {λk} are
set to (2.37) with M¯h replaced by M¯C,V in (2.54). Then we have
f(xN )− f(x∗) ≤ 2Lf,ηD
2
X
N+1 +
DX
√
9M¯2C,V +‖A‖2√
N
(‖q0‖22 + ‖r0‖22 + 1)+ η0D2U , (2.56)
‖[h(xN )]+‖+ ‖AxN‖ ≤ 2[Lf,η+(‖z
∗‖2+1)L¯h,η])D2X
N+1 +
2DX
√
9M¯2C,V +‖A‖2√
N
(
2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5
)
+ η0D
2
U + (‖z∗‖2 + 1)(
∑d
i=1(ηiD
2
Vi
)2)1/2, (2.57)
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where (x∗, y∗, z∗) is a triple of optimal solutions for problem (2.6), Lf,η and L¯h,η are defined in (2.46) and
(2.52), respectively, and DX , DU and DVi are defined in (2.4), (2.44) and (2.48), respectively.
Proof. Denote Qη(wN , w) := fη0(xN )− fη0(x) + 〈g(xN ), y〉 − 〈g(x), yN 〉+ 〈hη(xN ), z〉 − 〈hη(x), zN 〉. In
view of Corollary 2.5, we have
Qη(wN , w) ≤ (Lf,η+z
TLh,η)D
2
X
N+1 +
DX
√
9M¯2C,V +‖A‖2√
N
(‖y − q0‖22 + ‖z − r0‖22 + 1) (2.58)
for any w ∈ X × Rm × Rd+. Using the relations in (2.47) and (2.51), and the fact that z, zN ∈ Rd+, we can
see that
Q(wN , w) ≤ Qη(wN , w) + η0D2U +
∑d
i=1(ηiziD
2
Vi
)
≤ Qη(wN , w) + η0D2U + ‖z‖2(
∑d
i=1(ηiD
2
Vi
)2)1/2, ∀w ∈ X × Rm × Rd+. (2.59)
By letting x = x∗, y = 0 and z = 0, we have
f(xN )− f(x∗) ≤ Q(wN , z) ≤ Qη(zN , z) + η0D2U ,
which, in view of (2.58), then implies (2.56). Now let wˆ∗N be defined in (2.32). By (2.33), (2.58) and (2.59),
we have
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ Q(wN , wˆ∗N )
≤ Qη(wN , wˆ∗N ) + η0D2U + ‖zˆN‖2(
∑d
i=1(ηiD
2
Vi
)2)1/2
≤ (Lf,η+zˆTNLh,η)D2XN+1 +
DX
√
9M¯2C,V +‖A‖2√
N
(‖yˆN − q0‖22 + ‖zˆN − r0‖22 + 1)
+ η0D
2
U + ‖zˆN‖2(
∑d
i=1(ηiD
2
Vi
)2)1/2
≤ [Lf,η+(‖z∗‖2+1)L¯h,η])D2XN+1 +
2DX
√
9M¯2C,V +‖A‖2√
N
(
2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5
)
+ η0D
2
U + (‖z∗‖2 + 1)(
∑d
i=1(ηiD
2
Vi
)2)1/2,
where the last inequality follows from the bounds in (2.34) and (2.35), and the facts that ‖zˆN‖2 ≤ ‖z∗‖2 + 1
and zˆTNLh,η ≤ ‖zˆTN‖2‖Lh,η‖2 = (‖z∗‖2 + 1)L¯h,η.
We now specify the selection of the smoothing parameters ηi, i = 0, . . . , d. We consider only the most
challenging case when the objective and all constraint functions are nonsmooth and establish the rate of
convergence of the aforementioned CoexCG method for nonsmooth convex optimization.
Corollary 2.7. Suppose that the smoothing parameters in problem (2.55) are set to
η0 =
‖B‖DX
DU
√
N
and ηi =
‖Ci‖DX
DVi
√
N
, i = 1, . . . , d. (2.60)
Then under the same premise of Theorem 2.6, we have
f(xN )− f(x∗) ≤ 3DXDU‖B‖√N +
DX
√
9M¯2C,V +‖A‖2√
N
(‖q0‖22 + ‖r0‖22 + 1) , (2.61)
‖[h(xN )]+‖+ ‖AxN‖ ≤ 3DXDU‖B‖√N +
2(‖z∗‖2+1)DX
√∑d
i=1(DVi‖Ci‖)2√
N
+
2DX
√
9M¯2C,V +‖A‖2√
N
(
2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5
)
. (2.62)
Proof. It follows from (2.46), (2.52) and (2.60) that
Lf,η =
‖B‖2
η0
= DU‖B‖
√
N
DX
,
L¯h,η =
√∑d
i=1
(
‖Ci‖2
ηi
)2
=
√∑d
i=1
(
DVi‖Ci‖
√
N
DX
)2
=
√
N
√∑d
i=1(DVi‖Ci‖)2
DX
.
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Also notice that
η0D
2
U =
DXDU‖B‖√
N
(
∑d
i=1(ηiD
2
Vi
)2)1/2 =
(∑d
i=1
‖Ci‖2D2XD2Vi
N
)1/2
=
DX
√∑d
i=1(DVi‖Ci‖)2√
N
.
Using these identities and the assumptions in (2.56) and (2.57), we have
f(xN )− f(x∗) ≤ 2DXDU‖B‖√N+1 +
DX
√
9M¯2C,V +‖A‖2√
N
(‖q0‖22 + ‖r0‖22 + 1)+ DXDU‖B‖√N
≤ 3DXDU‖B‖√
N
+
DX
√
9M¯2C,V +‖A‖2√
N
(‖q0‖22 + ‖r0‖22 + 1) ,
‖[h(xN )]+‖+ ‖AxN‖ ≤ 2DXDU‖B‖√N+1 +
(‖z∗‖2+1)DX
√∑d
i=1(DVi‖Ci‖)2√
N+1
+
2DX
√
9M¯2C,V +‖A‖2√
N
(
2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5
)
+ DXDU‖B‖√
N
+
(‖z∗‖2+1)DX
√∑d
i=1(DVi‖Ci‖)2√
N
≤ 3DXDU‖B‖√
N
+
2(‖z∗‖2+1)DX
√∑d
i=1(DVi‖Ci‖)2√
N
+
2DX
√
9M¯2C,V +‖A‖2√
N
(
2‖(y∗; z∗)‖22 + ‖(q0; r0)‖22 + 5
)
.
We add a few remarks about the results obtained in Theorem 2.6 and Corollary 2.7. Firstly, in view
of Corollary 2.7, even if f and hi are nonsmooth functions, the number of CoexCG iterations required
to find an -solution of problem (1.1) is still bounded by O(1/2). Therefore, by utilizing the structural
information of f and hi, the CoexCG can solve this type of nonsmooth problem efficiently as if they are
smooth functions. Secondly, if either the objective function or some constraint functions are smooth, we can
set the corresponding smoothing parameter to be zero and obtain slightly improved complexity bounds than
those in Corollary 2.7. Thirdly, similar to the CoexCG method applied for solving problem (1.1) with smooth
objective and constraint functions, we need to fix the number of iterations N in advance when specifying the
algorithmic parameters and smoothing parameters. We will address this issue in next section.
3. Constraint-extrapolated and dual-regularized conditional gradient method. One critical
shortcoming associated with the basic version of the CoexCG method is that we need to fix the number
of iterations N a priori. Our goal in this section is to develop a variant of CoexCG which does not have
this requirement. We consider the case when f and hi are smooth and structured nonsmooth functions,
respectively, in Subsections 3.1 and 3.2.
3.1. Smooth functions. In order to remove the assumption of fixing N a priori, we suggest to modify
the dual projection steps (2.11) and (2.12) in the CoexCG method. More specifically, we add an additional
regularization term with diminishing weights into these steps. This variant of CoexCG is formally described
in Algorithm 2.
Algorithm 2 Constraint-extrapolated and Dual-regularized Conditional Gradient (CoexDurCG)
The algorithm is the same as CoexCG except that (2.11) and (2.12) are replaced by
qk = argminy∈Rm{〈−g˜k, y〉+ τk2 ‖y − qk−1‖22 + γk2 ‖y − q0‖22}, (3.1)
rk = argminz∈Rd+{〈−h˜k, z〉+
τk
2 ‖z − rk−1‖22 + γk2 ‖z − r0‖22}, (3.2)
for some γk ≥ 0.
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Clearly, we can write qk and rk in (3.1) and (3.2) equivalently as
qk =
1
τk+γk
(τkqk−1 + γkq0 + g˜k),
rk = max
{
1
τk+γk
(τkrk−1 + γkr0 + h˜k), 0
}
Similar to the CoexCG method, it is also possible to generalize CoexDurCG for solving problems with conic
inequality constraints. The following result, whose proof can be found in Lemma 3.5 of [21], characterizes
the optimality conditions for (3.1) and (3.2).
Lemma 3.1. Let qk and rk be defined in (3.1) and (3.2), respectively. Then,
〈−g˜k, qk − y〉+ τk2 ‖qk − qk−1‖22 + γk2 ‖qk − q0‖22
≤ τk2 ‖y − qk−1‖22 − τk+γk2 ‖y − qk‖22 + γk2 ‖y − q0‖22, ∀y ∈ Rm, (3.3)
〈−h˜k, rk − z〉+ τk2 ‖rk − rk−1‖22 + γk2 ‖rk − r0‖22
≤ τk2 ‖z − rk−1‖22 − τk+γk2 ‖z − rk‖22 + γk2 ‖y − r0‖22, ∀z ∈ Rd+. (3.4)
We now establish an important recursion about the CoexDurCG method, which can be viewed as a
counterpart of Proposition 2.3 for the CoexCG method.
Proposition 3.2. For any k > 1, we have
Q(wk, w) ≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2 +
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τk
+ αk[〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉]
+ αk[〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉 − λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉]
+ αkτk2 (‖y − qk−1‖22 + ‖z − rk−1‖22)− αk(τk+γk)2 (‖y − qk‖22 + ‖z − rk‖22)
+ αkγk2 [‖y − q0‖22 + ‖z − r0‖22], ∀w ∈ X × Rm × Rd+,
where DX is defined in (2.4).
Proof. Multiplying both sides of (3.3) and (3.4) by αk and summing them up with the inequality in
(2.21), we have
Q(wk, w) ≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2
+ αk〈g(pk)− g˜k), y − qk〉+ αk〈lh(xk−1, pk)− h˜k, z − rk〉
+ αkτk2 [‖y − qk−1‖22 − ‖qk − qk−1‖22]− αk(τk+γk)2 ‖y − qk‖22
+ αkτk2 [‖z − rk−1‖22 − ‖rk − rk−1‖22]− αk(τk+γk)2 ‖z − rk‖22
+ αkγk2 [‖y − q0‖2 − ‖qk − q0‖2] + αkγk2 [‖z − r0‖2 − ‖zk − r0‖2]
≤ (1− αk)Q(wk−1, w) + (Lf+z
TLh)α
2
kD
2
X
2
+ αk〈g(pk)− g˜k), y − qk〉+ αk〈lh(xk−1, pk)− h˜k, z − rk〉
+ αkτk2 [‖y − qk−1‖22 − ‖qk − qk−1‖22]− αk(τk+γk)2 ‖y − qk‖22
+ αkτk2 [‖z − rk−1‖22 − ‖rk − rk−1‖22]− αk(τk+γk)2 ‖z − rk‖22
+ αkγk2 [‖y − q0‖22 + ‖z − r0‖22], ∀w ∈ X × Rm × Rd+. (3.5)
The result then follows by plugging relations (2.23) and (2.24) into (3.5).
We are now ready to establish the main convergence properties of the CoexDurCG method.
Theorem 3.3. Let Γk be defined in (2.20) and assume that the algorithmic parameters αk, τk and λk in
the CoexDurCG method satisfy
α1 = 1,
λkαk
Γk
= αk−1Γk−1 and
αkτk
Γk
≤ αk−1(τk−1+γk−1)Γk−1 ∀k ≥ 2. (3.6)
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Then we have
Q(wN , w) ≤ ΓN
∑N
k=1
[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2(τN+γN )
+ ΓN
(
τ1
2 +
∑N
k=1
αkγk
2Γk
)
(‖y − q0‖22 + ‖z − r0‖22), ∀w ∈ X × Rm × Rd+,
(3.7)
where DX is defined in (2.4). As a consequence, we have
f(xN )− f(x∗) ≤ ΓN
∑N
k=1
[
Lfα
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2(τN+γN )
+ ΓN
(
τ1
2 +
∑N
k=1
αkγk
2Γk
)
(‖q0‖22 + ‖r0‖22), (3.8)
and
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ ΓN
∑N
k=1
[
[Lf+(‖z∗‖2+1)L¯h]α2kD2X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
αN (9M¯
2
h+‖A‖2)D2X
2(τN+γN )
+ ΓN
(
τ1
2 +
∑N
k=1
αkγk
2Γk
)
[(‖y∗‖2 + 1)2 + ‖q0‖22 + (‖z∗‖2 + 1)2 + ‖r0‖22], (3.9)
where (x∗, y∗, z∗) denotes a triple of optimal solutions for problem (2.6).
Proof. It follows from Lemma 2.2 and Proposition 3.2 that
Q(wN ,w)
ΓN
≤(1− α1)Q(w0, w) +
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+
∑N
k=1
αk
Γk
[〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉]
+
∑N
k=1
αk
Γk
[〈lh(xk−1, pk)− lh(xk−2, pk−1), z − rk〉
− λk〈lh(xk−2, pk−1)− lh(xk−3, pk−2), z − rk−1〉]
+
∑N
k=1
[
αkτk
2Γk
(‖y − qk−1‖22 + ‖z − rk−1‖22)− αk(τk+γk)2Γk (‖y − qk‖22 + ‖z − rk‖22)
]
+
∑N
k=1
αkγk
2Γk
[‖y − q0‖22 + ‖z − r0‖22],
which, in view of (3.6), then implies that
Q(wN , w) ≤ ΓN
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+ αN 〈A(pN − pN−1), y − qN 〉 − αN (τN+γN )2 ‖y − qN‖22
+ αN 〈lh(xN−1, pN )− lh(xN−2, pN−1), z − rN 〉 − αN (τN+γN )2 ‖z − rN‖22
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22]
+ ΓN
∑N
k=1
αkγk
2Γk
[‖y − q0‖2 + ‖z − r0‖2]
≤ ΓN
∑N
k=1[
(Lf+z
TLh)α
2
kD
2
X
2Γk
+
αkλ
2
k(9M¯
2
h+‖A‖2)D2X
2τkΓk
]
+ αN2(τN+γN )‖A‖2‖pN − pN−1‖22 +
9M¯2hαND
2
X
2(τN+γN )
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22]
+ ΓN
∑N
k=1
αkγk
2Γk
[‖y − q0‖22 + ‖z − r0‖22],
where the last relation follows from Young’s inequality and a result similar to (2.25). The result in (2.27)
then immediately follows from the above inequality. We can show (3.8) and (3.9) similarly to (2.28) and
(2.29), and hence the details are skipped.
Corollary 3.4 below shows how to specify the algorithmic parameters, including the regularization weight
γk, for the CoexDurCG method. In particular, the selection of τk was inspired by the one used in (2.37), and
γk was chosen so that the last relation in (3.6) is satisfied.
Corollary 3.4. If the algorithmic parameters αk, λk, τk and γk of the CoexDurCG method are set to
αk =
2
k+1 , λk =
k−1
k , τk = β
√
k, and γk =
β
k [(k + 1)
√
k + 1− k
√
k], (3.10)
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with β = DX
√
9M¯2h + ‖A‖2 for k ≥ 1, then we have, ∀w ∈ X × Rm × Rd+,
Q(zk, z) ≤ 2(Lf+z
TLh)D
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
[
3(‖y − q0‖22 + ‖z − r0‖22) + 1
]
. (3.11)
In addition, we have
f(xN )− f(x∗) ≤ 2LfD
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
[
3(‖q0‖22 + ‖r0‖22) + 1
]
(3.12)
and
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤ 2(Lf+(‖z
∗‖2+1)L¯h)D2X
N+1
+
DX
√
9M¯2h+‖A‖2√
N
[
3[(‖y∗‖2 + 1)2 + (‖z∗‖2 + 1)2 + ‖q0‖22 + ‖r0‖22] + 1
]
, (3.13)
where (x∗, y∗, z∗) denotes a triple of optimal solutions for problem (2.6).
Proof. From the definition of αk in (3.10), we have Γk = 2/[k(k + 1)] and αk/Γk = k. Hence the first
two conditions in (3.6) hold. In addition, it follows from these identities and (3.10) that αkτkΓk = βk
√
k and
αk−1(τk−1+γk−1)
Γk−1
= (k − 1)
[
β
√
k − 1 + βk−1 [k
√
k − (k − 1)√k − 1]
]
= βk
√
k,
and hence that the last relation in (3.6) also holds. Observe that by (3.10),∑N
k=1
α2k
Γk
= 2
∑N
k=1
k
k+1 ≤ 2N, (3.14)∑N
k=1
αkγk
Γk
= β
∑N
k=1[(k + 1)
√
k + 1− k√k] = β[(N + 1)√N + 1− 1], (3.15)∑N
k=1
αkλ
2
k
τkΓk
=
∑N
k=1
(k−1)2
βk
√
k
≤ 1β
∑N
k=1
√
k − 1 ≤ 1β
∫ N
0
√
tdt = 23βN
3/2. (3.16)
Using these relations in (3.7), we have
Q(wN , w) ≤ 2(Lf+z
TLh)D
2
X
N+1 +
2
√
N(9M¯2h+‖A‖2)D2X
3β(N+1) +
N(9M¯2h+‖A‖2)D2X
β(N+1)2
√
N+1
+ 2β
√
N+1
N (‖y − q0‖22 + ‖z − r0‖22)
=
2(Lf+z
TLh)D
2
X
N+1 +
DX
√
9M¯2h+‖A‖2√
N
[
2
3 +
N
(N+1)2 +
2
√
N+1√
N
(‖y − q0‖22 + ‖z − r0‖22)
]
≤ 2(Lf+zTLh)D2XN+1 +
DX
√
9M¯2h+‖A‖2√
N
[
3(‖y − q0‖22 + ‖z − r0‖22) + 1
]
.
The bounds in (3.12) and (3.13) can be shown similarly and the details are skipped.
In view of the results obtained in Corollary 3.4, the rate of convergence of CoexDurCG matches that of
CoexCG. Moreover, the cost of each iteration of the CoexDurCG is the same as that of CoexCG.
3.2. Structured Nonsmooth Functions. In this subsection, we consider problem (1.1) with struc-
tured nonsmooth functions f and hi given in (2.41). One possible way to solve this nonsmooth problem is to
apply the CoexDurCG method for the smooth approximation problem (2.55). However, this approach still
requires us to fix the number of iterations N when choosing smoothing parameters ηi, i = 0, . . . , d.
Our goal in this subsection is to generalize the CoexDurCG method to solve this structured nonsmooth
problem directly. Rather than applying this algorithm to problem (2.55), we assume that the smoothing
parameters ηi, i = 0, . . . , d, changes at each iteration. More specifically, we assume that
η1i ≥ η2i ≥ . . . ≥ ηki , ∀i = 0, . . . , d, (3.17)
and define a sequence of smoothing functions fηk0 (x) and hi,ηki (x), i = 1, . . . , d, according to (2.45) and (2.49),
respectively. For simplicity, we denote
fk(x) ≡ fηk0 (x), h
k
i (x) ≡ hi,ηki (x) and h
k(x) ≡ (hk1(x); . . . ;hkd(x)).
We also denote the Lipschitz constants
Lkf ≡ ‖B‖
2
µ0+ηk0
, Lkh ≡ ( ‖C1‖
2
µ1+ηk1
; . . . ; ‖Cd‖
2
µd+ηkd
), and L¯kh ≡ ‖Lkh‖2.
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It can be seen from (3.17) that
fk−1(x) ≤ fk(x) ≤ fk−1(x) + (ηk−10 − ηk0 )D2U , ∀x ∈ X. (3.18)
Indeed, it suffices to show the second relation in (3.18). By definition, we have
fk(x) = max
q∈Q
{〈Bx, q〉 − fˆ(q)− ηk0U(q)} = max
q∈Q
{〈Bx, q〉 − fˆ(q)− ηk−10 U(q) + (ηk−10 − ηk0 )U(q)}
≤ max
q∈Q
{〈Bx, q〉 − fˆ(q)− ηk−10 U(q) + (ηk−10 − ηk0 )D2U} = fk−1(x) + (ηk−10 − ηk0 )D2U ,
where the inequality follows from the definition of DU in (2.44) and the assumption η
k−1
0 ≥ ηk0 in (3.17).
Similarly, we have
hk−1i (x) ≤ hki (x) ≤ hk−1i (x) + (ηk−1i − ηki )D2Vi , ∀xX, i = 1, . . . , d. (3.19)
Note that in our algorithmic scheme, we can set ηki = 0, i = 0, 1, . . . , d, if the corresponding objective or
constraint functions are smooth (i.e., µi = 0).
We now describe the more general CoexDurCG method for solving structured nonsmooth problems.
Algorithm 3 CoexDurCG for Structured Nonsmooth Problems
The algorithm is the same as Algorithm 2 except that the extrapolation step (2.10) is replaced by
h˜k = lhk−1(xk−2, pk−1) + λk[lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2)], (3.20)
and the linear optimization step is replaced by
pk = argminx∈X{lfk(xk−1, x) + 〈g(x), qk〉+ 〈lhk(xk−1, x), rk〉}. (3.21)
In Algorithm 3 we do not explicitly use the smooth approximation problem (2.55). Instead, we incorporate
in (3.20) and (3.21) the adaptive linear approximation functions lhk and lfk for the objective and constraints,
respectively. The convergence analysis of this algorithm relies on the adaptive primal-dual gap function:
Qk(w¯, w) ≡ Qηk(w¯, w) := fk(x¯)− fk(x) + 〈g(x¯), y〉 − 〈g(x), y¯〉+ 〈hk(x¯), z〉 − 〈hk(x), z¯〉, (3.22)
as demonstrated in the following result.
Proposition 3.5. For any k > 1, we have
Qk(wk, w) ≤ (1− αk)Qk−1(wk−1, w) + (L
k
f+z
TLkh)α
2
kD
2
X
2
+ (1− αk)[(ηk−10 − ηk0 )D2U +
∑d
i=1(η
k−1
i − ηki )ziD2Vi ]
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τk
+
3λ2k
τk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi
+ αk[〈A(pk − pk−1), y − qk〉 − λk〈A(pk−1 − pk−2), y − qk−1〉]
+ αk[〈lhk(xk−1, pk)− lhk−1(xk−2, pk−1), z − rk〉
− λk〈lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2), z − rk−1〉]
+ αkτk2 (‖y − qk−1‖22 + ‖z − rk−1‖22)− αk(τk+γk)2 (‖y − qk‖22 + ‖z − rk‖22)
+ αkγk2 [‖y − q0‖22 + ‖z − r0‖22], ∀w ∈ X × Rm × Rd+,
where DX is defined in (2.4).
Proof. Similar to (3.5), we can show that
Qk(wk, w) ≤ (1− αk)Qk(wk−1, w) + (L
k
f+z
TLkh)α
2
kD
2
X
2
+ αk〈g(pk)− g˜k), y − qk〉+ αk〈lhk(xk−1, pk)− h˜k, z − rk〉
+ αkτk2 [‖y − qk−1‖22 − ‖qk − qk−1‖22]− αk(τk+γk)2 ‖y − qk‖22
+ αkτk2 [‖z − rk−1‖22 − ‖rk − rk−1‖22]− αk(τk+γk)2 ‖z − rk‖22
+ αkγk2 [‖y − q0‖22 + ‖z − r0‖22], ∀w ∈ X × Rm × Rd+. (3.23)
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Moreover, by the definition of h˜k in (3.20), we have
〈lhk(xk−1, pk)− h˜k, z − rk〉 − τk2 ‖rk − rk−1‖22
= 〈lhk(xk−1, pk)− lhk−1(xk−2, pk−1), z − rk〉 − λk〈lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2), z − rk−1〉
+ λk〈lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2), rk − rk−1〉 − τk2 ‖rk − rk−1‖22
≤ 〈lhk(xk−1, pk)− lhk−1(xk−2, pk−1), z − rk〉
− λk〈lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2), z − rk−1〉
+
6λ2kD
2
XM¯
2
C,V
τk
+
3λ2k
τk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi , (3.24)
where the last inequality follows from
λk〈lhk−1(xk−2, pk−1)− lhk−2(xk−3, pk−2), rk − rk−1〉 − τk2 ‖rk − rk−1‖22
≤ λ2k2τk
∑d
i=1[lhk−1i
(xk−2, pk−1)− lhk−2i (xk−3, pk−2)]
2
=
λ2k
2τk
∑d
i=1[h
k−1
i (xk−2)− hk−2i (xk−3) + 〈∇hk−1i (xk−2), pk−1 − xk−2〉+ 〈∇hk−2i (xk−3), pk−2 − xk−3〉]2
≤ 3λ2k2τk
∑d
i=1
[
(hk−1i (xk−2)− hk−2i (xk−3))2 + 2M2Ci,ViD2X〉
]
≤ 3λ2k2τk
∑d
i=1
[
2(hk−2i (xk−2)− hk−2i (xk−3))2 + 2(ηk−2i − ηk−1i )2D4Vi + 2M2Ci,ViD2X〉
]
≤ 6λ2kD2Xτk
∑d
i=1M
2
Ci,Vi
+
3λ2k
τk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi
=
6λ2kD
2
XM¯
2
C,V
τk
+
3λ2k
τk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi . (3.25)
Here, the first inequality follows from Young’s inequality, the second inequality follows from the cauchy-
schwarz inequality, the definition of DX in (2.4) and the bound of ∇hki in (2.53), the third inequality follows
by the relation between hk−1i and h
k−2
i in (3.19) and the simple fact that (a+ b)
2 ≤ 2a2 + 2b2, and the last
inequality follows from the Lipschitz continuity of hk−2i and the bound in (2.53). In addition, it follows from
(3.18) and (3.19) that for any w ∈ X × Rm × Rd+,
Qk(wk−1, w) ≤ Qk−1(wk−1, w) + (ηk−10 − ηk0 )D2U +
∑d
i=1(η
k−1
i − ηki )ziD2Vi . (3.26)
The result follows by combining (3.23), (3.24), (3.26) and the bound in (2.23).
Theorem 3.6. Let Γk be defined in (2.20) and assume that the algorithmic parameters αk, τk and λk in
the CoexDurCG method in Algorithm 3 satisfy (3.6). Then we have, ∀w ∈ X × Rm × Rd+,
Q(wN , w) ≤ ΓN
∑N
k=1
[
(Lkf+z
TLkh)α
2
kD
2
X
2Γk
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τkΓk
+
3λ2k
τkΓk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi
]
+ ΓN
∑N
k=1
αk
Γk
(ηk0D
2
U +
∑d
i=1 η
k
i ziD
2
Vi
) +
αN (12M¯
2
C,V +‖A‖2)D2X
2(τN+γN )
+
6αN
∑d
i=1(η
N−1
i − ηNi )2D4Vi
2(τN+γN )
+ ΓN
(
τ1
2 +
∑N
k=1
αkγk
2Γk
)
(‖y − q0‖22 + ‖z − r0‖22) + ηN0 D2U + ‖z‖(
∑d
i=1(η
N
i D
2
Vi
)2)1/2,
(3.27)
where DX is defined in (2.4). As a consequence, we have
f(xN )− f(x∗) ≤ ΓN
∑N
k=1
[
Lkfα
2
kD
2
X
2Γk
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τkΓk
+
3λ2k
τkΓk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi
]
+ ΓN
∑N
k=1
αk
Γk
ηk0D
2
U +
αN (12M¯
2
C,V +‖A‖2)D2X
2(τN+γN )
+
6αN
∑d
i=1(η
N−1
i − ηNi )2D4Vi
2(τN+γN )
+ ΓN
(
τ1
2 +
∑N
k=1
αkγk
2Γk
)
(‖q0‖22 + ‖r0‖22) + ηN0 D2U (3.28)
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and
‖g(xN )‖2 + ‖[h(xN )]+‖2
≤ ΓN
∑N
k=1
[
[Lkf+(‖z∗‖2+1)L¯kh]α2kD2X
2Γk
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τkΓk
+
3λ2k
τkΓk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi
]
+ ΓN
∑N
k=1
αk
Γk
(ηk0D
2
U +
∑d
i=1 η
k
i zˆiD
2
Vi
) +
αN (12M¯
2
C,V +‖A‖2)D2X
2(τN+γN )
+
6αN
∑d
i=1(η
N−1
i − ηNi )2D4Vi
2(τN+γN )
+ ΓN
(
τ1 +
∑N
k=1
αkγk
2Γk
)
[(‖y∗‖2 + 1)2 + ‖q0‖22 + (‖z∗‖2 + 1)2 + ‖r0‖22]
+ ηN0 D
2
U + (‖z∗‖2 + 1)(
∑d
i=1(η
N
i D
2
Vi
)2)1/2, (3.29)
where (x∗, y∗, z∗) denotes a triple of optimal solutions for problem (2.6).
Proof. It follows from Lemma 2.2, Proposition 3.5 and (3.6) that
QN (wN , w) ≤ ΓN
∑N
k=1[
(Lkf+z
TLkh)α
2
kD
2
X
2Γk
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τkΓk
+
3λ2k
τkΓk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi ]
+ ΓN
∑N
k=1
αk
Γk
(ηk0D
2
U +
∑d
i=1 η
k
i ziD
2
Vi
)
+ αN 〈A(pN − pN−1), y − qN 〉 − αN (τN+γN )2 ‖y − qN‖22
+ αN 〈lhN (xN−1, pN )− lhN−1(xN−2, pN−1), z − rN 〉 − αN (τN+γN )2 ‖z − rN‖22
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22] + ΓN
∑N
k=1
αkγk
2Γk
[‖y − q0‖2 + ‖z − r0‖2]
≤ ΓN
∑N
k=1[
(Lkf+z
TLkh)α
2
kD
2
X
2Γk
+
αkλ
2
k(12M¯
2
C,V +‖A‖2)D2X
2τkΓk
+
3λ2k
τkΓk
∑d
i=1(η
k−2
i − ηk−1i )2D4Vi ]
+ ΓN
∑N
k=1
αk
Γk
(ηk0D
2
U +
∑d
i=1 η
k
i ziD
2
Vi
)
+ αN2(τN+γN )‖A‖2‖pN − pN−1‖22 +
12M¯2C,V αND
2
X
2(τN+γN )
+
6αN
∑d
i=1(η
N−1
i − ηNi )2D4Vi
2(τN+γN )
+ α1τ1ΓN2 [‖y − q0‖22 + ‖z − r0‖22]
+ ΓN
∑N
k=1
αkγk
2Γk
[‖y − q0‖22 + ‖z − r0‖22],
where the last relation follows from Young’s inequality and a result similar to (3.25). The result in (3.27)
then immediately follows from the above inequality and the observation that
Q(wN , w) ≤ QN (wN , w) + ηN0 D2U + ‖z‖(
∑d
i=1(η
N
i D
2
Vi
)2)1/2
due to (2.59). We can show (3.28) and (3.29) similarly to (2.56) and (2.57), and hence the details are skipped.
Corollary 3.7 below shows how to specify the smoothing parameter {ηki } in (3.17), and other parameters,
for the CoexDurCG method in Algorithm 3. We focus on the most challenging case when the objective
function f and all the constraint functions are nonsmooth (i.e., µi = 0, i = 1, . . . , n). Slightly improved rate
of convergence can be obtained by setting ηki = 0 for those component functions with µi > 0.
Corollary 3.7. Suppose that the parameters αk, λk, τk and γk in Algorithm 3 are set to (3.10) with
β = DX
√
12M¯2C,V + ‖A‖2 for k ≥ 1. If the smoothing parameters ηki are set to
ηk0 =
‖B‖DX√
kDU
, ηki =
‖Ci‖DX√
kDVi
, ∀i = 1, . . . , d, (3.30)
then we have, ∀w ∈ X × Rm × Rd+,
Q(wk, w) ≤ 8(‖B‖DU+
∑d
i=1 zi‖Ci‖DVi)DX
3
√
N
+
√
12M¯2C,V +‖A‖2DX√
N
[2(‖y − q0‖2 + ‖z − r0‖2) + 2]
+
12
∑d
i=1 ‖Ci‖2DXD2Vi√
12M¯2C,V +‖A‖2(N+1)
√
N
+ DX√
N
(‖B‖DU + ‖z‖
√∑d
i=1 ‖Ci‖2D2Vi).
(3.31)
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In addition, we have
f(xN )− f(x∗) ≤ 11‖B‖DUDX3√N +
√
12M¯2C,V +‖A‖2DX√
N
[2(‖q0‖2 + ‖r0‖2) + 2]
+
12
∑d
i=1 ‖Ci‖2DXD2Vi√
12M¯2C,V +‖A‖2(N+1)
√
N
(3.32)
and
‖g(xN )‖2 + ‖[h(xN )]+‖2 ≤
7(‖B‖DU+(‖z∗‖+1)
√∑d
i=1 ‖Ci‖2D2Vi )DX
3
√
N
+
12
∑d
i=1 ‖Ci‖2DXD2Vi√
12M¯2C,V +‖A‖2(N+1)
√
N
+
2
√
12M¯2C,V +‖A‖2DX√
N
[4[(‖y∗‖2 + 1)2 + (‖z∗‖2 + 1)2 + ‖q0‖22 + ‖r0‖22] + 2], (3.33)
where (x∗, y∗, z∗) denotes a triple of optimal solutions for problem (2.6).
Proof. From the definition of αk in (3.10), we have Γk = 2/[k(k + 1)] and αk/Γk = k. Similarly to
Corollary 3.4, we can check that condition (3.6), and the bounds in (3.14)-(3.16) hold. In addition, it follows
from the definition of ηki in (3.30) that
(ηk−2i − ηk−1i )2 = ‖Ci‖
2D2X
D2Vi
( 1k−1 +
1
k−2 − 2√k−1√k−2 ) ≤
‖Ci‖2D2X
(k−1)(k−2)D2Vi
,
Lkf =
‖B‖DU
√
k
DX
, and Lkh,i =
‖Ci‖DVi
√
k
DX
, ∀i = 1, . . . , d.
Using these relations in (3.27), we have
Q(wN , w) ≤ 2(‖B‖DU+
∑d
i=1 zi‖Ci‖DVi)DX
N(N+1)
∑N
k=1
k
√
k
k+1 +
2
√
12M¯2C,V +‖A‖2DX
3
√
N
+ 3βN(N+1)
∑N
k=1(
√
k(k + 1)
∑d
i=1
‖Ci‖2D2XD2Vi
(k−1)(k−2) )
+
2(‖B‖DU+
∑d
i=1 zi‖Ci‖DVi)DX
N(N+1)
∑N
k=1
√
k +
√
12M¯2C,V +‖A‖2DX
(N+1)
√
N+1
+
3
∑d
i=1 ‖Ci‖2D2XD2Vi
(N+1)
√
N+1(N−1)(N−2) +
β
N(N+1) [(N + 1)
√
N + 1][‖y − q0‖2 + ‖z − r0‖2]
+ ηN0 D
2
U + ‖z‖(
∑d
i=1(η
N
i D
2
Vi
)2)1/2,
which implies (3.31) after simplification. (3.32) and (3.33) can be shown similarly and the details are skipped.
Comparing the results in Corollary 3.7 with those in Corollary 2.7, we can see that the rate of convergence
of CoexDurCG is about the same as that of CoexCG for nonsmooth optimization. However, it is more
convenient to implement CoexDurCG since it does not require us to fix the number of iterations a priori.
4. Numerical Experiment. In this section, we apply the proposed algorithms to the intensity modu-
lated radiation therapy (IMRT) problem briefly discussed in Section 1.
4.1. Problem Formulation. In IMRT, the patient will be irradiated by Linac from several angles
and in each angle the device uses different apertures. In traditional IMRT, we select and fix 5-9 angles and
then design and optimize the apertures and their corresponding intensity. Following [32], we would like to
integrate the angle selection into direct aperture optimization in order to use a small number of angles and
apertures in the final treatment plan.
To model the IMRT treatment planning, we discretize each structure s of the patient into small cubic
volume elements called voxels, V. There are a finite number of angles, denoted by A, around the patient.
A beam in each angle, ba, is decomposed into a rectangular grid of beamlets. A beamlet (i, j) is effective
if it is not blocked by either the left, li, and right, ri, leaves. An aperture is then defined as the collection
of effective beamlets. The relative motion of the leaves controls the set of effective beamlets and thus the
shape of the aperture. The estimated dose received by voxel v from beamlet (i, j) at unit intensity is denoted
D(i,j)v, in Gy/MU. The dose absorbed by a given voxel can be determined by adding the dose from each of
the individual beamlets.
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Let Ka be the set of allowed apertures determined by the position of the left and right leaves in beam
angle a. Suppose that the rectangular grid in each angle has m rows and n columns, and the leaves move
along each row independently. Then the number of possible apertures in each angle amounts to (n(n−1)2 )
m.
We use xk,a, comprised of binary decision variables xk,a(i,j), to describe the shape of aperture k ∈ Ka. In
particular, xk,a(i,j) = 1 if beamlet (i, j) is effective, i.e., falling within the left and right leaves of row i,
otherwise xk,a(i,j) = 0. In addition to selecting angles and apertures, we also need to determine the influence
rate yk,a for aperture k ∈ Ka, which will be used to determine the dose intensity and the amount of
radiation time from aperture k. In a basic IMRT problem, the dose absorbed by voxel v, zv, is computed by
zv =
∑
a∈A
∑
k∈Ka
∑m
i=1
∑n
j=1RD(i,j)v x
k,a
ij y
k,a, based on the dose-influence matrix D, the aperture shape
xk, and the aperture influence rate yk. The objective function f(z) :=
∑
v∈V wv [T v − zv]2+ + wv [zv − T v]2+
measures the treatment quality via voxel-based quadratic penalty, where [•]+ denotes max{0, •}, and T v and
T v are pre-specified lower and upper dose thresholds for voxel v.
We also need to augment the basic model with a few additional constraints. Firstly, in order to
obtain a sparse solution with a small number of angles, we add the following group sparsity constraint∑
a∈Amaxk∈Ka y
k,a ≤ Φ for some properly chosen Φ > 0. Intuitively, this constraint will encourage the
selection of apertures in those angles Ka that has already contained some nonzero elements of y
k,a, k ∈ Ka.
Secondly, we need to meet a few critical clinical criteria to avoid underdose (resp., overdose) for tumor (resp.,
healthy) structures. These criteria are usually specified as value at risk (VaR) constraints. For example, in
the the Prostate benchmark dataset, the clinical criterion of “PTV56:V56≥ 95%” means that the percentage
of voxels in structure PTV56 that receive at least 56 Gy dose should be at least 95%. Similarly, the criterion
of “PTV68: V74.8≤ 10%” implies that the percentage of voxels in structure PTV68 that receive more than
74.8 Gy dose should be at most 10%. One possible way to satisfy these criterions is to tune the weights
((wv, wv)) in f(z). However, it would be time consuming to tune these weights to satisfy all the prescribed
clinical criteria. Therefore, we suggest to incorporate a few critical criteria as problem constraints explicitly.
Instead of using VaR, we will use its convex approximation, commonly referred to as Conditional Value
at Risk (CVaR) in the constraints [31]. Recall the following definitions of VaR and CVaR
Upper tail: VaRα(X) = inf
τ
{τ : P (X ≤ τ) ≥ α},CVaRα(X) = inf
τ
τ + 11−αE[X − τ ]+.
Lower tail: VaRα(X) = sup
τ
{τ : P (X ≥ τ) ≥ α},CVaRα(X) = sup
τ
τ − 11−αE[τ −X]+.
The upper (resp., lower) tail CVaR will be used to enforce the underdose (resp., overdose) clinical criteria.
For example, letting S1 and S2 denote structures PTV68 and PTV 56, and N1 and N2 be the number of
voxels in these structures, we can approximately formulate the criterion of “PTV68: V74.8≤ 10%” as infτ τ1+
1
(1−0.9)N1
∑
v∈S1 [zv − τ1]+ ≤ b for some b ≥ 74.8. Separately, the criterion of “PTV56:V56≥ 95%” will be
approximated by supτ τ− 1(1−0.95)N2
∑
v∈S2 [τ−zv]+ ≥ b, or equivalently, infτ −τ+ 1(1−0.95)N2
∑
v∈S2 [τ−zv]+ ≤
−b, for some b ≤ 56. Putting the above discussions together and denoting Dˆk,av :=
∑m
i=1
∑n
j=1D(i,j)v x
k,a
ij ,
we obtain the following problem formulation:
min f(z) := 1Nv
∑
v∈V wv [T v − zv]2+ + wv [zv − T v]2+ (4.1a)
s.t. zv =
∑
a∈A
∑
k∈Ka
RDˆk,av y
k,a, (4.1b)
− τi + 1piNi
∑
v∈Si [τi − zv]+ ≤ −bi,∀i ∈ UD, (4.1c)
τi +
1
piNi
∑
v∈Si [zv − τi]+ ≤ bi,∀i ∈ OD, (4.1d)∑
a∈Amaxk∈Ka y
k,a ≤ Φ, (4.1e)∑
a∈A
∑
k∈Ka y
k,a ≤ 1, (4.1f)
yk,a ≥ 0, (4.1g)
where OD and UD denote the set of overdose and underdose clinical criteria, respectively. Clearly, the
objective function f is convex and smooth. Constraints in (4.1c), (4.1d) and (4.1e) are structured nonsmooth
function constraints, while (4.1f)-(4.1g) define the simplex constraint. We can apply the CoexCG method
and the CoexDurCG method described in Subsections 2.2 and 3.2, respectively, to solve this problem.
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Table 4.1: Data Instances with Φ = 0.2
Index # of voxels # of apertures bi & pi
Ins. 1 4096 46080 [30,40,200] & [0.05,0.05,0.05]
Ins. 2 4096 46080 [40,50,100] & [0.01,0.01,0.05]
Ins. 3 4096 46080 [50,60,80] & [0.01,0.01,0.01]
Ins. 4 262144 737280 [40,50,100] & [0.01,0.01,0.05]
Ins. 5 262144 737280 [50,60,80] & [0.01,0.01,0.01]
Since the number of the potential apertures (i.e., the dimension of decision variables) in each angle
increases exponentially w.r.t. m, most existing first-order methods, including ConEx in [4], whie require
full gradient information of every coordinate, are not applicable to this problem. On the other hand, each
iteration of the CoexCG and CoexDurCG method requires the solution of a linear function over the simplex
constraint. A a result, we only need to compute the coordinate k with the most negative value of pik,a, defined
as a combination of the gradient of objective and constraint functions over aperture k, a in step (2.13). In
particular, pik,a can be decomposed over xk,aij , and we can create the aperture with the most negative pi
k,a
row by row in each angle a, as described in more details in Section 3.3.1 of [32].
4.2. Comparison of CoexCG and CoexDurCG on randomly generated instances. Due to the
privacy issue, publicly available IMRT datasets for real patients are very limited. To test the performance of
our proposed algorithms we first randomly generate some problem instances as follows. Let V = [−l, l]3 ⊆ R3
be a cube with length l. Viewing V as the human body, we then arbitrarily choose two (or more) cuboids
as healthy organs, and randomly choose 2 cubes inside V as the target tumor tissue. For a given accuracy
δ, we discretize all these structures into small cubes with length δ to define a voxel. Around the cube V ,
we generate a circle with radius 2l on the plane {x = 0}, and define every two degrees as one angle for
radiation therapy. In each angle, we consider the aperture as a square in [−l, l]2, and also discretize it with
small squares with length δ, resulting a grid with size 2lδ × 2lδ . After that, we randomly generate Na beamlets
with coordinate (x′, y′) ∈ [−l, l]2 for each angle a. As for the matrix D (recording the dose received by
voxel v from each beamlet), we first check if the voxel is radiated by the beamlet since each beamlet is a
line perpendicular to the aperture plane. If so, the dose received by the voxel from this beamlet will be
set to 2/d, where d is the distance between the voxel and the aperture plane; otherwise, the dose is 0. By
choosing different accuracy δ, we can create instances with different sizes in terms of the number of voxels
and potential apertures. Table 4.1 shows five different test instances generated with l = 8. We set δ = 1 and
0.25 for the first three instances (Ins. 1, Ins. 2 and Ins. 3), and the last two instances (Ins. 4 and Ins. 5),
respectively. Note that we consider 2 under dose and 1 overdose constraints and their corresponding r.h.s. b
and p are shown in the last column of Table 4.1. We set the T v = T¯v = 56 for tumor tissue and T v = T¯v = 0
for healthy organ in (4.1a). In addition, we set Φ = 0.2 for the group sparsity constraint in (4.1e).
We implement in Matlab the CoexCG and CoexDurCG algorithms for structured nonsmooth problems
(using entropy distances for smoothing), and report the computational results in Table 4.2. Here we use
xN := [yN , τN ], f(xN ) and ‖h(xN )‖, respectively, to denote the output solution, the objective value and
constraint violations. The CPU times are in seconds on a Macbook Pro with 2.6 GHz 6-Core Intel Core i7
processor. As shown in Table 4.2, both CoexCG and CoexDurCG exhibit comparable performance in terms
of objective value, constraint violation and CPU time for different iteration limit N . However, unlike the
CoexDurCG algorithm, we need to rerun CoexCG for all the experiments whenever N changes.
4.3. Results for real dataset. In this subsection, we apply CoexDurCG to the real dataset for a
patient with prostate cancer (https://github.com/cerr/CERR/wiki), and evaluate the generated solution
from the clinical point of view. In this prostate dataset, there are totally 10 DVH criteria as follows, PTV56:
V56≥ 95%; PTV68: V68≥ 95%, V74.8≤ 10%; Rectum: V30≤ 80%, V50≤ 50%, V65≤ 25%; Bladder:
V40≤ 70%, V65≤ 30%; Left femoral head: V50≤ 1%; Right femoral head: V50≤ 1%.
Since a smaller number of angles results in shorter treatment duration, we study the quality of the
treatment plan generated when enforcing the group sparsity requirement with different Φ in (4.1e). The
total number of apertures in a typical treatment plan for this dataset would not be greater than 100. Thus,
we set the iteration limit to 100 since the CoexDurCG algorithm generates at most one new aperture in
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Table 4.2: Results for different Instances
Index N
CoexCG CoexDurCG
f(xN ) ‖h(xN )‖ CPU(s) f(xN ) ‖h(xN )‖ CPU(s)
Ins. 1
1 46.8723 1.7237e+03
100 0.0683 0.4234 34 0.0616 0.3705 33
1000 0.0197 0.0319 323 0.0210 0.0219 327
Ins. 2
1 46.8723 1.7237e+03
100 0.0568 0.4424 33 0.0583 0.5002 34
1000 0.0224 0.0426 327 0.0232 0.0334 339
Ins. 3
1 46.8723 1.7237e+03
100 0.0625 13.7567 33 0.0604 7.3929 33
1000 0.0227 0.0514 332 0.0226 0.0193 332
Ins. 4
1 47.7099 8.7850e+03
100 0.4643 163.3043 1645 0.4643 163.3043 1645
1000 0.0398 12.1765 17254 0.0398 12.1765 17356
Ins. 5
1 47.7099 8.7850e+03
100 0.4866 253.9389 1644 0.4581 206.9143 1637
1000 0.0406 39.2051 17146 0.0417 38.6486 17607
Table 4.3: Group Sparsity
Φ # of apertures # of angles Obj. Val. Con. Vio.
1 96 39 0.0902 0
0.1 96 39 0.0902 0
0.005 96 8 0.1027 0.098
0.0005 97 3 0.1357 0.0589
each iteration. In order to balance the scale of the constraint violation, we normalized all the constraints
(4.1c)-(4.1e) by dividing both sides of the inequalities by the right hand side bi or Φ.
Table 4.3 shows the number of apertures/angles, objective value and constraints violation for different
solutions given different values of Φ. Dose volume histogram (DVH), a histogram relating radiation dose to
tissue volume in radiation therapy planning, is most commonly used as a plan evaluation tool to compare
doses received by different structures under different plans [7, 24]. Figure 4.1 plots the DVH performance of
the generated treatment plans by presenting the change of percentage of voxels in each organs over different
iterations. If Φ = 1, the constraint (4.1e) is redundant and we obtain a solution with the smallest function
value and zero constraints violation, but with the largest number of angles as shown in Table 4.3. In addition,
the plots in first column (i.e., parts (a), (d), (g), (j) and (m)) of Figure 4.1 show that the generated plan
satisfy all the DVH criteria. Comparing the first two rows in Table 4.3, we see that the solutions remain the
same when Φ ≥ 0.1. By keeping decreasing Φ, we can obtain solutions with fewer angles. Plots in second
column of Figure 4.1 shows that most DVH criteria are still satisfied even if the number of angles in the
solution reduces from 39 to 8. Moreover, the number of angles can be decreased to 3 if we are willing to
sacrifice certain qualities in the DVH criteria from the plots in third column of Figure 4.1 .
5. Concluding Remarks. In this paper, we propose new constraint-extrapolated conditional gradient
(CoexCG) methods for solving general convex optimization problems with function constraints. These meth-
ods are simple and requires only linear optimization rather than projection over the simple convex set X.
We establish the O(1/2) iteration complexity of the CoexCG method and show that the same complexity
bound still holds even if the objective or constraint functions are nonsmooth with certain structures. We
further present dual regularized algorithms that does not require us to fix the number of iterations a priori
and show that they can attain similar complexity bounds to CoexCG. Effectiveness of these methods are
demonstrated for solving a class of challenging function constrained convex optimization problems arising
from IMRT treatment planning.
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(a) PTV56 when Φ = 1 (b) PTV56 when Φ = 0.005 (c) PTV56 when Φ = 0.0005
(d) PTV68 when Φ = 1 (e) PTV68 when Φ = 0.005 (f) PTV68 when Φ = 0.0005
(g) Rectum when Φ = 1 (h) Rectum when Φ = 0.005 (i) Rectum when Φ = 0.0005
(j) Bladder when Φ = 1 (k) Bladder when Φ = 0.005 (l) Bladder when Φ = 0.0005
(m) Lt. & Rt. when Φ = 1 (n) Lt. & Rt. when Φ = 0.005 (o) Lt. & Rt. when Φ = 0.0005
Fig. 4.1: Percentage of voxels in different organs
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