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TRANSACTIONS OF THE 
AMERICAN MATHEMATICAL SOCIETY 
Volume 253, September 1979 
ON THE GLOBAL ASYMPTOTlIC BEHAVIOR OF 
BROWNIAN LOCAL TIME ON THE CIRCLE 
BY 
E. BOLTHAUSEN 
AwsmAcr. The asymptotic behavior of the local time of Brownian motion 
on the circle is investigated. For fixed time point t this is a (random) 
continuous function on S1. It is shown that after appropriate norming the 
distribution of this random element in C (S 1) converges weakly as t -X o. 
The limit is identified as 2(B(x) - f B(y) dy) where B is the Brownian 
bridge. The result is applied to obtain the asymptotic distribution of a 
Cramer-von Mises type statistic for the global deviation of the local time 
from the constant t on S '. 
1. Introduction. Let (Q, C, 4, Px) be a continuous Brownian motion on R; 
that is for t E [0, ??), 4t: 2 -* R is IF-measurable, for each w E Q, t -*4,() is 
continuous and 4t under the law Px is Brownian motion starting in x E R. 
We assume that IF contains all sets of Px-measure 0 for all x. We assume that 
there are transition operators on Q, that are mappings O,: S -Q ? such that 
(9sw) = t+ s(o) for all t,s E [0, mo). 
Let IF, be the a-algebra generated by the 4, s < t, and the common Px-null 
sets. If the set where some event is not true is of Px measure 0 for all x E R 
then we say that this event holds almost sure. 
Let 51 be a circle with circumference 1. We shall identify s' with the 
half-open interval [0, 1) c R. Addition on S ' is defined in the usual way. If 
x,y E S' then Ix-yI = min((x-y) mod 1, (y - x) mod 1). Brownian 
motion ;, on S1 can be defined through , = 4, mod 1 = , - [,] where 
[x] = max{k E Z: k < x}. For x E [0, 1), Px governs 4, starting at x, so it 
governs -, too. 
Any 'starting' probability measure IL on R gives in the usual way a law PIA 
for 4 formally by PIA - fPxp(dx). If It is concentrated on [0, 1) PJ is a law 
fort. 
For Brownian motion 4 there exists continuous local time I which is a 
mapping (0, oo) x R x S2 [0, so) with 
(1.1) For each (t, x) E (0, so) x R, 1(t, x) is C, measurable. 
(1.2) Almost surely I is joint continuous in (t, x). 
(1.3) Almost surely for a < b and arbitrary t
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Il(t, x) dx=| 1[a,b](ts) ds- 
Brownian local time starts growing after the first hitting of x that is if x E R 
and Tx = inf{s: 4s = x} then almost surely l(u, x, w) = 0 for u < Tx(w) For 
each x E R Brownian local time at x is a perfect additive functional that is 
a.s. for each x, s, t, I (t + s, x, c) = l (t, x, c) + l (s, x, Ot(w)) (see Blumenthal 
and Getoor [3, p. 2251); especially if T is a stopping time, one has l(T(W) + 
s, x, w) = I(T(w), x, c) + l(s, x, OT(.)(w)) and so for each y the Py law of 
l(T + s, x) - l(T) conditioned on 'FT is the PS law of l(s, x). So one may 
say that the local time starts afresh at stopping times. 
Local time for Brownian motion on the circle exists too, which follows 
from general theorems about existence of local times [3, p. 216] but we shall 
construct it directly from 1. Let Tn = inf{t: |j = n} and An(t) = {w ItoI < 
n, T. > t}- A = nfl? U n? An(k) has P' measure 1 for each x. For 
x E [0? 1), k E N and w E An(k) one has 
n-I 
2 (s, x + j, w) = (s, x + j, Co) fors < k, 
j=- 00 j=-n 
so for X E A, Y - t 1 (s, x + j, w) is a finite sum. We introduce local time 
for i; by 
00 
X(s, x, w) = I(s, x + k, w) (1.4) 
k =-oo 
which is then a.s. well defined and fulfills statements analogue to (1.1)-(1.3). 
For each fixed s, Xs(x) = \si (X(s, x)/s - 1) is a random element in (C(S'), 
11 11) where C(S') is the space of continuous functions on S' and the 
sup-norm. The main result of this paper is the following 
THEOREM 1. For each starting measure ,t on S 1 and for s -- oo, Xs converge 
weakly to the continuous centered Gaussian process on S 1 with covariance 
P(x,y) = 4(min(x,y) - xy) - 2(x(1 - x) + y(l - y)) + 3 
REMARKS. (1) It is easy to see that r(x, x + y) = r(O,y) and further 
r(0, 1) =(O, O). So r(x, y) is actually continuous on S'. Let Z (x) be the 
process corresponding to this kernel. It is then easy to see that Z(x) may be 
represented as 2(B(x) - fJ B(x) dx) where (B(x))x is the Brownian 
bridge. 
(2) A central limit theorem for the local time at a single point and for a 
large class of 1-dimensional ergodic diffusions has been obtained by Tanaka 
[11]. Asymptotic behavior of the global local time seems not to have been 
considered in the literature as yet. 
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As an application one obtains the following corollary which has also been 
proved by Baxter and Brosamler [1], [4] using different methods. 
COROLLARY 1. If v is a signed measure with finite total variation on S' then 
for an arbitrary starting distribution (for ;,) (fJ X(t, x)v(dx) - tX(S'))/Vt is 
asymptotically normally distributed with mean 0 and variance 
o lo P(x, y)v(dx)v(dy). 
Baxter and Brosamler obtained this theorem for a quite large class of 
Markov-processes on compact spaces. 
The main advantage of Theorem 1 however is that it enables one to 
consider nonlinear functionals on the local time. An application of this type is 
the following corollary which gives the asymptotic distribution of a measure 
of discrepancy between the local time and the density of the ergodic distribu- 
tion on S' (which is of course Lebesgue measure). 
COROLLARY 2. For each starting distribution on SI, tfs Q((t, x)/t - 1)2 dx 
converges in distribution to a probability on R+ with characteristic function 
x(t) = H I1- 2i) 
PROOF. We consider the compact integral operator P on L2(S1) where 
(rJ)(x) = fr(x, y)f(y) dy. The nonzero eigenvalues of this operator are 
1/Xr 2, j E N, each with multiplicity 2 and normalized eigenfunctions 
V2 sin(2 rjx), v? cos(2rjx). In fact an elementary calculation shows that 
these functions are eigenfunctions to 1 /.r2 and as they form a complete 
system in Rg (r) = {f E L2(AS): ff(x) dx = 0) there are no others. 
It follows that the Karhunen-Loeve xpansion for Z is 
00 1 
Z(x) = - [ W Nj sin(277jx) + V2 Nj' cos(2rjx)] 
j= I 7Tj 
where Nj, Nj' are independent standard Gauss variables. So fIZ(X)2 dx = 
2,X, (NI2 + NA'2)/7j2 and from this expression the corollary follows. 
Let 9Th(S 1) be the space of signed measures on S', the total variation 
norm on OTh(S 1). The following map is continuous (C(S 1), II II) 
->*(%T(S'), jj 1) where ~IDf)(A) =fJA f(X) dX. fp(x-)=1Xt ,c) 
then , is simply the measure of sojourn times x,u(A) = fJ 1A(AS) ds. If p is 
Lebesgue measure on S' one obtains from Theorem 1 
COROLLARY 3. For t - oo, V'- (l/t - p) converges weakly in (%(S'), 11ii) 
to the JT(S ')-valued random variable X - 1D(Z(-, w)). 
One should compare this with results obtained by Donsker and Varadhan 
in [5]. They evaluated for a large class of Markov processes on a compact set 
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K the leading term in the asymptotic expansion of P ( ,u/t E A) for special 
sets A c J (K) (the space of probability measures on K) with p 4 A (p in the 
general case being the ergodic distribution). In the special case of Brownian 
motion on S' their result stands in the same relation to the above corollary as 
stand classical large deviation results to the classical central limit theorem 
2. Applications of the Tanaka formula. The basic idea of the Tanaka 
formula is to represent Brownian local time l(t, x) by fJ 8x(ts) ds where ax is 
the Dirac impulse function at x. 3x is not a function in the usual sense, but is 
formally the second derivative of f(y) = x V y. Applying the Ito formula in 
a formal way one obtains 
( V X) - (O V X) = f X1)(s) des + 2 (s ) ds. 
This suggests to declare 4, V x - 40 V x - fJ 1X,OO)(S) d as half the local time at x. McKean proved in [8] that this process has a version which fulfills 
(1. 1)-(1.3), so this is indeed justified. (McKean's local time is half ours.) Thus 
-1(t,x) =(tVx) - (toVX) -fIX,'00)(ts)dts. (2.1) 
Let T be a Brownian stopping time with 
oo fPy (T > s, T > x) ds< oo for ally ER. (2.2) 
For each t > 0, 
tA I[X,o) (ts ) dts= f I[O,TA1](s)1,W,) ((.) dts 
(see e.g. [6, p. 72]). If (2.2) is fulfilled then, letting t -> o, the right side of the 
above equality goes to fJ 1o,Tn(s)l1X,l[X )(t) dt5 in probability. So one obtains 
for a stopping time T with (2.2): 
l l(T, X) = (eT V X) - (to V X) - 11fo,T(S)lXx,.) (4S) d4s- (2-3) 2~~~~~~~~~ 
As an application one obtains Lemma 1 below where the following two 
well-known relations are used: Let f, g be two C, adapted processes with 
0f Ey (f(t))dt < oX and the same for g. Then 
t00 
EyJ f(t) dt,= 0, (2.4) 
EY f(t) dt, g(t) t = f Ey(f(t)g(t)) dt. (2.5) 
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LEMMA I. ForE > O let TE = inf{t: 1t I = E) then 
EO (l (TE, 0)) = E, (2.6) 
var0(l (T, 0)) = E2 (2.7) 
PROOF. 
f Po(T > s, > x)d P(T > s) ds = E(T) < oo. 
So (2.3)-(2.5) are applicable. From (2.3) and (2.4) one gets E0(l(T, 0)) = 
2E ((T V 0) = E. So (2.6) is proved. 
1EO (l(T, 0)2) = E0(($T V O)2) - 2Eo(((TvO)f 1 Yo)(S) d,) 
((~T 
+E ((0 1[0.) ((s) d{s)- 
Eo ((tT V 0)| 1[o,) (ts ) dts ) EO ((T| 11[0 ) (ts) d(s) 
2 J lSo,J)(ts)dtsJ 
TIhe first summand ig zero and the second equals 
2 | EO(10,T1(S)10O9.)#(()) ds= 2 EO 
T 
4[o) (ts) dt5) 
So I E?(l(T, 0)2) = E0(((T V 0)2) = E2 h. Tus (2.7) follows. 
We are going to investigate X(t, x) = 1 - l(t, x + k) on A = 
kml Un. An(k) (An(k) was {w: ItoI < n, Tn > k)), x E [0, 1). Let x,y E 
S' with Ix -y = 8 < 2. There are two cases. Either x =y + 8 mod 1 or 
y = x + 8 mod 1. We assume the second to be true which is no restriction to 
the ensuing considerations. Set on Rl: yo = y, xo = y - 8 (it may be that 
xo=x-1) and yk = yo + k, xk = xo + k. Then X(t, x)-X(t,y) = 
vk._-00 1(t, xk) - l(t, Yk) which on An(k) is X.. -n l(t, x1)-l(t, YJ) for t < k. 
Let Fn(z) = X> n.-n(z V xi) - (z Vyj). From the Tanaka formula, one obtains on An(k) and for t < k: 
A(t,x) -X(t,y) = F,(4 -) n(t F() -f s(s)d{s. 
Now 84 8t = f' 8d4, so if Fn(z) = F(z) -(z - xo) + (n + 1)8 one 
has on An(k) and fort < k: 
X(t, x) -X(t, y) = Fn ()Fn (o Fn d 
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It follows from an elementary calculation that for m > n, Fm restricted to 
[-n, n] is F. So if F: R-> R is defined by Fj1- n = Jn one has 
X(t, x) - X(t,y) = F(4) -F(;o) - FF(4s) d;s (2.8) 
on A, (k) and t < k for each n, so on A and for all t. One easily obtains that 
sup IF(u)I < 8 and (2.9) 
uER 
F'(u)= 1_^ 8forxk < u <yk P2.1) 
LEmmA 2. For each starting distribution u on S 1 which has bounded density 
with respect to Lebesgue measure, there is a c > 0 such that for each t > 1, 
0 < 3< 2 and x,y E S' with Ix -yl = 3 one ha 
E(t Ff({n) d6n) (2.11) 
(where F is constructed from x, y as above). 
PROOF. For the sake of notational convenience we assume that 0 < x < y 
= x + 3 < 1. We use Problem 4 on p. 40 of [8]. Thus 
E (r F (fu ) di u < 36EIL( (F'(tu ) u) 
< 72EP (j du)+ c1t232 (2.12) 
where 
(u) {I forgx + k < u < y + k,k EEZ, () 0 else. 
If g: S' R is g restricted to [0, 1) one obtains 
2 2 
EA (fg ()du) = EIL (g(u) du) 
rt rt =ffJ EL (g(Du)g(;v)) du dv 
= 2ff E' (g(4u)g(;v)) du dv 
= 2f Et L D g g ds du 
= 2f (fffspu(y z)p3(z, v)g(v)g(z)lt(dy) dz dv) ds du 
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where p (x, y) is the transition density for Brownian motion on S1. By the 
assumption on ,u there is a c2 with f s pu(y, z) ,(dy) < c2 for all z E S1 and 
u > O. 
One thus obtains 
E(f g(;") du) 
< 2c2ff fg(v)g(z)f (ps(z, v) - 1) ds dz dv du 
+ 2c2f ff g(v)g(z) dv dz du ds. (2.13) 
The second summand in (2.13) is simply c2t23 2. From Theorem (2.15) of [1] 
there is an a > 0 such that for s > 1 and z,v E S', Ip (z, v) -11 < e -. 
Using this and the fact that for s -?0, p,(z, v) behaves as (1/V?s )exp( - Iz 
-v12/2s) one obtains that fJ' Ip(z, v) - is ds is bounded uniformly in w E 
[0, oo), z,v E S'. Combining this with (2.13) and (2.12) one obtains the 
statement of the lemma. 
3. Asymptotic normality of the finite dimensional distributions. It is 
convenient to prove asymptotic normality and to evaluate the covariance in 
the special case where the points lie symmetrically on S'. Together with 
tightness (which is proved in ?4) this is clearly sufficient for Theorem 1. 
Let m E N, m > 2 and set xo = 0, x1 = l/m,..., xml =(mr- 1)/m on 
S'. To = inf{t: , = 0) and inductively Tk+l = inf{t: I;Tk+t TkI 1/rn. 
-rk=2i=OTi, Xk=, tT* for k > 0, Lk = X(Tk, Tk_-) -(1rk-l, _) for k > 1. 
For any starting distribution ,u on S' the following statements are evident 
from the strong Markov property. 
(3.1) {Xk)k=0,1 is a symmetric random walk on the cyclic group 
{k/m mod 1) =Gm with 
P(Xk+ i Xkl= J = 1/2 i=j+ lori=j- lmodm, 
X0 is of course 0. The chain Xk has recurrence times with moments of any 
order. The ergodic distribution gives measure 1/rm to any state. 
(3.2) The sequence {Xk)k}k=0 1I and all pairs (Ti, L,), i = 1, 2,. .. are 
independent and the pairs (Ti, L) are identically distributed. (Here it is 
essentially used that the distances between neighbouring points are all equal.) 
As is well known E(Ti) = 1/rm2 and E(Tik) = O(I/rM2k) for k E N. From 
Lemma 1 E(Li) = 1//m and E(L,2) = 2/M2. 
n 
X(Tn Xk) - X(T Xk) = I Xk(X,-I )Li. (3.3) 
i=l 
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We further define a sequence of N U {0} valued random variables SO = o, 
and inductively Sk+l = inf{j > Sk + 1, Xj = 0}. 
(3.4) {Si-Si , I, XS,, Xs 1 ...,X 1}i 1,2,. is a sequence of inde- 
pendent (N X (Gm)N valued) random variables. 
Set ai =Ts for i > 0 and a_- = 0. For t > 0 let p- = inf{k: ak > t} and 
set a, = a 
LEMMA 3. For each starting measure IL on S 1 one has 
(a) For n > I the a -a,1 are independent and identically distributed. 
(b) For fixed k, x(a", Xk) - X(a(,1, xk), n > 1, are independent and identi- 
cally distributed. 
(c) E(X(a., xk) - X(an _, xk)) and E(. - a.- 1) are finite and both 1 /m (for 
n > 1). 
(d) For n > O the a,,-a1- I have finite fourth moments. 
(e) For n > 0 the X(a", Xk) - (a x1, Xk) have finite second moments. 
(f) E (a, - t) is bounded uniformly in t. 
(g) E (X(a,, Xk) - X(t, Xk)) is bounded uniformly in t. 
(h) pl/t converges in the first mean to m. 
PROOF. (a) and (b) follow from (3.2) and (3.4). 
(c): A(al, xk) - X(ao, xk) = j, I 1_ (Xj. )Lj. From (3.2) one obtains 
E (X(al, Xk) - X(aO, Xk)) = E(L)E ( lxk(Xj- l 
From Corollary 6-21 of [7] one has E(Eq, I1_(Xj-)) = 1 for each k. 
E(L1) = 1/im from Lemma 1. On the other hand a, - ao = js , I Tj and Sj 
and the Tj are independent, so E(al - ao0) = E(SI)E(LI) = m 1/Im2= 
1/m. 
(d): follows from the fact that SI and the Tj have moments of any order. 
(e): Let first n > 1. It suffices to consider the case n = 1. X(al, xk) - 
X(a0, xk) S E, I Lj. From Wald's inequality one has 
E( I - )) = E(SI)E(Lj - 1)< 2< 
E(X(a1, xk) - X(a0, xk))2 < 0o clearly follows. For n = 0, X(ao, xk) - 
A(a_ 1, xk) = X(ao, xk). aO is the first hitting of 0 for ', which is the first hitting 
of (0, 1) for t,. 
El (X(ao, xk)2) < Exk(X(ao, xk)2) 4 Exk(l(R, Xk)2) where R is the first 
hitting of {xk + 1, xk - 1) for {, and this last expression is < oo by Lemma 
1. 
(f): is proved similarly as (g) below. 
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A(a,, Xk) -X(t, Xk) < X(a(, Xk) - X0Qi, Xk). (3.5) 
Let p(t) = E (X(a, xk) -(dt, xk)). 
p(t) =f E(X(at, xk) -X(6, Xk)lao = s)P(ao E ds) 
f= (t - (P s)P(a0 E ds) +f E(X(s, xk)Iao = s)P(aof E ds). (3.6) 
oot 
fE((s, xk)Iao = s)P(ao E ds) = E(A(ao, xk); ao > t) 
< (E(X(aro, xk)P , t))1/2 < c. t-2 37 
from (d) and (e) where c > 0 is some constant. Clearly 4p(t) is finite on finite 
intervals. We assume for the moment that P (oo = 0) < 1 (which is equivalent 
with j # 680). Then there is a A> 0 with P(ao < A) = 1 - e < 1. Lets 4 A. 
From (3.6) and (3.7) one has 
(t + A) < (1 -e) sup qp(u) + sup q(u) + ct-. 
t Zu <+A O<u Zt 
e sup p(U) < sup P(U) + ct2. 
t<u<t+,& 0<u<1 
So it easily follows that p(t) is bounded on [ 0, oo). If ao = 0 a.s. one can copy 
the argument with a1 instead of ao. 
(h): a, - ao = 1. .l(ai - ai- 1). From Wald's identity E(p1)E(al - ) = 
E(q, - ao), E(aI - ao) = 1/rm and thus from (f) E(p,)/t -- m as t'- oo. 
E(((a - ao)/t - ptE(al- ao)/t)2) 
1 Pt 
2E , ((ari- ai - 1)-E(ai -i - I)) t \i=i 
and using again Wald's identity this is (1 /t2)E(p1) var (a1 - ao) which tends 
to 0 as t- co. So p1E(a, - ao)/t - (o, - ao)/t -0 in L2 and from (f) 
a,/t -* I and ao/t -O 0 in L1. (h) is proved. 
LEMMA 4. Let t, be a sequence of positive real numbers increasing to oo. Then 
for any starting distribution u on S' {((l/ \/)(X(tn, Xk) - tn)}O,km-l is 
asymptotically joint normally distributed. 
PROOF. 
X(tn, Xk) -t = N (X(a,, xk) - X(ai- 1, Xk) - (ai - ai- 1)) 
+ (at - tn) - ((a,,n Xk) -(tn, Xk)) + X((aO, Xk) - 00. 
From (d), (e), (f) and (g) of Lemma 3 it follows that (/I/t )(X(t,, xk) - tn) 
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is asymptotically equivalent to 
_ (X(Ui, Xk) - X(a,-1, Xk) -(i - 1))- Vt i= I 
Let (fo, ... , f,- 1) be an arbitrary vector in Rt. Then 
m-1 
E fk(X(O Xk) -X(ai-l, Xk) - (ai -i-)) 
k=O 
are independent random variables (by 3.4) with expectation 0 (by Lemma 3 
(c)) and finite variance (by Lemma 3 (d) and (e)). So from Lemma 3 (h) and 
Renyi's random central limit theorem ([10D it follows that 
mn-1 
1 - fk (X(tn, xk) - tn)) Vt k =O 
is asymptotically normally distributed. But (fo, . .. , fm- 1) was arbitrary. So 
the lemma follows. 
REMARK. The above Lemma 4 clearly follows from Corollary 2 a proof of 
which has been sketched by Brosamler in [4] using a central limit theorem for 
mixing sequences, but details are given only for It with bounded derivative in 
[1]. The renewal approach used here seems more elementary and applicable 
also for other recurrent one dimensional diffusions without compactness of 
the state space. 
4. Termination of the proof of Theorem 1. Let tn > 0, tnTcc. We want to 
show that for arbitrary starting distribution It on S' 
X1 (x) = 1 (X(tn x) - tn) 
is a tight sequence of processes on S 1. We may assume that tn > 1. Then 
?(t,, x, w) = A(l, x, w) + A(tn - 1, x, OI(W)). 
Xtn (X, ow) = ((tn-_ l)1tn)1 ((X(1n _1, X, 01 (W)) _(tn 1))/ (tn-_1)1, 
+ (A(1,x, XI _1)/ (tn _ )1/2). 
sup, X(1, x) < oo a.s., so sup. A(1, x)/(tn - 1)1/2 O- 0 a.s. It therefore suffices 
to prove the tightness of (X(t_1, x, 81(X)) (tn - 1))/(tn - 1)1/2. For nota- 
tional convenience we replace tn - 1 by tn. Distribution of X(tn, x, 0,) under 
starting measure ,I is the same as distribution of X(tn, x) under starting 
measure P'(j1 E dx) which has bounded density with respect to Lebesgue 
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measure. In order to prove tightness of X, it therefore suffices to consider the 
case where ft has bounded density. 
It follows from Lemma 4 that X, (O) converges in distribution. In order to 
obtain tightness it therefore remains to show that for each E > 0 
lim lim sup P( sup 1X,1 (x) - Xi(y)I > =0. 
6 *O0 n o? Ix-y <6 
By our modified Tanaka formular (2.8) 
X,, (x) - Xt (y) = (F((t) -F(tO) -t F'(4s) ds)s 1 / 
F is bounded and it therefore remains to show that for e > 0 
lim lim sup P sup fAF'(t) d/ tl /2) = 0. 8 --30 n --*oo Ix-Yl <6 ? 
This now follows from Lemma 2 and standard techniques for weak conver- 
gence (see e.g. [2, Theorem 12.3]). We have therefore proved that for each 
sequence tnTo XA is a tight sequence of continuous processes on s'. From 
Lemma 4 it then follows that X,1 converges weakly to a Gaussian measure on 
C (S '). It remains to identify this measure with the measure induced by Z (x). 
To this end it is clearly sufficient to show that for f: S 1 - R bounded and 
measurable f 1 XAl (x)f(x) dx converges weakly to f 1 Z (x)f(x) dx. But as was 
remarked above this has already been obtained by Baxter and Brosamler in 
[1]. We have proved that for each sequence tnToo X1 converges weakly to Z. 
So for t X-> c XA converges weakly to Z. 
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