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Proprie´te´s alge´briques des structures menues ou minces, rang de
Cantor Bendixson, espaces topologiques ge´ne´ralise´s
Re´sume´. Les structures menues apparaissent dans les anne´es 60 en lien avec la
conjecture de Vaught. Les structures minces englobent a` la fois les structures mi-
nimales et menues. Les ensembles de´ﬁnissables d’une structure mince sont range´s
par le rang de Cantor-Bendixson. Nous pre´sentons des proprie´te´s de calcul de ce
rang, une condition de chaˆıne descendante locale sur les groupes acl(0)-de´ﬁnissables
ainsi qu’une notion de presque stabilisateur local, et en de´duisons des proprie´te´s
alge´briques des structures minces : un corps mince de caracte´ristique positive est
localement de dimension ﬁnie sur son centre, et un groupe mince inﬁni a un sous-
groupe abe´lien inﬁni. Nous nous inte´ressons ensuite aux structures menues inﬁniment
de´ﬁnissables, et montrons que les groupes d’arite´ ﬁnie inﬁniment 0-de´ﬁnissable sont
l’intersection de groupes de´ﬁnissables. Nous e´tendons le re´sultat aux demi-groupes,
anneaux, corps, cate´gories et groupo¨ıdes inﬁniment 0-de´ﬁnissables, et donnons des
re´sultats de de´ﬁnissabilite´ locale pour les groupes et corps simples et menus, inﬁni-
ment de´ﬁnissables sur des parame`tres quelconques. Enﬁn, nous re´introduisons le rang
de Cantor dans son contexte topologique et montrons que la de´rive´e de Cantor peut
eˆtre vue comme un ope´rateur de de´rivation dans un semi-anneau d’espaces topolo-
giques. Dans l’ide´e de trouver un rang de Cantor global pour les the´ories stables, nous
essayons de nous de´barrasser du mot de´nombrable omnipre´sent lorsque l’on fait de la
topologie, en le remplac¸ant par un cardinal re´gulier k. Nous de´veloppons une notion
d’espace k-me´trique, de k-topologie, de k-compacite´ etc. et montrons un k-analogue
du lemme de me´trisabilite´ d’Urysohn, et du the´ore`me de Cantor-Bendixson.
Mots clefs
The´orie des mode`les, structure menue, mince, stable, simple, inﬁniment de´ﬁnissable,
groupe, abe´lien, nilpotent, corps, rang de Cantor-Bendixson, topologie.
Institut Camille Jordan, umr 5208
Universite´ Claude Bernard Lyon 1, 43 boulevard du 11 novembre 1918, 69622 Vil-
leurbanne
2
Algebraic properties of small and weakly small structures,
Cantor-Bendixson rank and generalised topological spaces
Abstract. Small structures appear in the ’60s together with Vaught’s conjecture.
Weakly small structures include both minimal and small structures. Deﬁnable sets
in a weakly small structure are ranked by Cantor-Bendixson rank. We show com-
putational properties of this rank, which imply a local descending chain condition
on acl(0)-deﬁnable subgroups, and introduce a notion of local almost stabiliser. We
deduce algebraic properties of weakly small structures. Among them, a weakly small
ﬁeld of positive characteristic is locally ﬁnite dimensional over its centre, and an in-
ﬁnite weakly small group has an inﬁnite abelian subgroup. We then turn to small
type-deﬁnable structures, showing that ﬁnitary small type 0-deﬁnable groups are
the intersection of deﬁnable groups. We extend the result to ﬁnitary small type 0-
deﬁnable monoids, rings, ﬁelds, categories and groupoids. We give local deﬁnability
results concerning groups and ﬁelds type deﬁnable over an arbitrary set of para-
meters in small and simple theories. Finally, we reintroduce the Cantor Bendixson
rank in its topological context, and show that the Cantor derivative can be seen as a
derivation in a semi-ring of topological spaces. In an attempt to ﬁnd a global Cantor
rank for stable structures, we try to eliminate the word denumerable, omnipresent
when one does topology, by replacing it by a regular cardinal k. We develop the
notions of k-metrisable space, k-topology, k-compactness etc. and show an analogue
of Urysohn’s metrisability lemma and Cantor-Bendixson theorem.
Key words
Model theory, small, weakly small, stable, simple, type-deﬁnable, group, ﬁeld, abe-
lian, nilpotent, Cantor-Bendixson rank, topology.
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Conside´rons un langage de´nombrable L, et supposons que l’on veuille compter le
nombre de L-structures de´nombrables deux a` deux non isomorphes. On peut com-
mencer par remarquer qu’il n’y en a pas plus de 2ℵ0 . Cela vient du fait qu’il y a
ℵ0 formules, et donc au plus 2
ℵ0 types d’uplets de longueur ℵ0. Si l’on choisit une
e´nume´ration de chaque structure de´nombrable, les diﬀe´rents types des e´nume´rations
obtenues sont en nombre majore´ par 2ℵ0 . Et si les e´nume´rations de deux structures
ont meˆme type alors ces deux structures sont isomorphes par la bijection qui en-
voie l’e´nume´ration de la premie`re sur celle de la seconde. En particulier une the´orie
comple`te dans le langage L n’a pas plus de 2ℵ0 mode`les de´nombrables a` isomorphisme
pre`s. La conjecture de Vaught, issue d’une question pose´e par Robert Lawson Vaught
en 1961, dit pre´cise´ment :
Conjecture. (Vaught [67]) Inde´pendamment de l’hypothe`se du continu, une the´orie
comple`te dans un langage de´nombrable ayant plus de ℵ0 mode`les de´nombrables deux
a` deux non isomorphes en a 2ℵ0.
Nous allons e´tudier une classe de the´ories, les the´ories dites menues, susceptibles
d’avoir peu de mode`les de´nombrables a` isomorphisme pre`s. Rappelons qu’une the´orie
qui a peu de mode`les de´nombrables a ne´cessairement peu de types :
Fait. 1 Soit T une the´orie dans un langage de´nombrable. Si T a strictement moins
de 2ℵ0 mode`les de´nombrables a` isomorphisme pre`s, alors ses n-types sans parame`tres
sont de´nombrables pour tout entier n.
On comprend alors l’inte´reˆt de la de´ﬁnition suivante :
De´finition. Une the´orie T est dite menue si ses n-types sans parame`tres sont de´-
nombrables pour tout entier n.
On trouvera dans [62] un historique de la conjecture de Vaught et une re´fe´rence
aux travaux la concernant. Depuis leur introduction dans les anne´es 1960, les struc-
tures menues ont e´te´ peu e´tudie´es en tant que telles. Les avance´es principales sont
dues a` Annand Pillay, Bruno Poizat, et Frank Wagner ; ce sont d’ailleurs ces deux
derniers qui ont introduit le mot ”menu” dans [61], je cite, comme une traduc-
tion infide`le, mais bien moins paˆle que l’original, du mot anglais ”small”. On
rencontre aussi ”with few types” comme synonyme de ”small” dans la litte´rature
anglo-saxonne. Leurs re´sultats concernent les relations d’e´quivalence inﬁniment
de´ﬁnissables [51] (aussi e´tudie´es par Byunghan Kim [35], Ludomir Newelski et Krysz-
tof Krupin´ski [37]), les groupes abe´liens [69], les corps commutatifs [71], et certaines
classes de modules (Vera Puninskaya [62]).
1Fait 9.2. De´monstration aux premie`res lignes du chapitre neuf.
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Certaines structures menues ont e´te´ e´tudie´es sous des hypothe`ses mode`le-the´oriques
plus fortes : les groupes stables et menus, et plus ge´ne´ralement les R-groupes in-
troduits par F. Wagner [70, chapitre 5], les groupes supersimples et ℵ0-cate´goriques
par David Evans et F. Wagner [18], les structures menues et monobase´es par A.
Pillay [50].
Le but des pages qui vont suivre n’est pas de s’attaquer a` la conjecture de Vaught,
mais d’e´tudier les proprie´te´s alge´briques particulie`res de certaines structures menues.
Nous nous inte´resserons plus pre´cise´ment aux corps, aux anneaux, et aux groupes,
peut-eˆtre dans un langage enrichi, avec un automorphisme ou une de´rivation,
de´ﬁnissables dans un premier temps, puis de´ﬁnis par une inﬁnite´ de formules. Et il
s’ave`re que, parfois, de certains re´sultats obtenus, on peut de´duire que la conjecture
de Vaught est vraie dans des cas tre`s particuliers.
Premie`re partie : proprie´te´s alge´briques des structures me-
nues, minces ou stables
Apre`s avoir introduit la notion de dimension dont sont dote´es les structures menues,
nous nous livrons a` l’exploration des corps, des anneaux puis des groupes, dans
cet ordre : du langage le plus riche au plus pauvre, c’est-a`-dire du plus facile au
plus complique´, un langage riche oﬀrant plus de prise, et e´tant plus contraint par le
manque de place impose´ par la dimension.
Au premier chapitre, nous introduisons le rang de Cantor-Bendixson, le prin-
cipal, pour ne pas dire l’unique outil dont on dispose pour l’e´tude des structures
menues, et minces, ces dernie`res ayant e´te´ introduites par Oleg Belegradek a` la lec-
ture de [71] pour englober a` la fois les structures menues et minimales. Les structures
d-minimales introduites par B. Poizat dans [59] sont minces. A la diﬀe´rence du ca-
racte`re menu, la minceur n’est pas une proprie´te´ de la the´orie. Nous y pre´sentons
des proprie´te´s de calcul du rang de Cantor :
Lemme fondamental. Soient A et B deux ensembles a-de´finissables, et f une
application a-de´finissable de A dans B, surjective, a` fibres de taille borne´e par un
entier n. Alors A et B ont meˆme rang de Cantor sur a et
dCBa(B) ≤ dCBa(A) ≤ n · dCBa(B)
Lemme fondamental. Soit X un ensemble de´finissable sans parame`tres, et a un
e´le´ment alge´brique sur le vide de degre´ n, alors
1) CBa(X) = CB∅(X)
2) dCB∅(X) ≤ dCBa(X) ≤ n · dCB∅(X)
Deux applications du re´sultat pre´ce´dent aux groupes minces. Primo, ces derniers
sont soumis a` des conditions de chaˆıne locales :
The´ore`me. Dans un groupe mince, la trace sur une cloˆture alge´brique finiment
engendre´e d’une suite de´croissante de sous-groupes acl(∅)-de´finissables stationne.
Secundo, pour toute partie de´ﬁnissable X d’un groupe menu, on peut de´ﬁnir une
notion de stabilisateur local Stabγ(X) de X dans une cloˆture alge´brique ﬁniment
engendre´e γ. Si δ est une cloˆture de´ﬁnissable ﬁniment engendre´e et si X est de rang
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de Cantor maximal, on peut borner l’indice de Stabδ(X) dans δ en fonction du degre´
de Cantor local de X. Rappelons que si X est une partie de´ﬁnissable ge´ne´rique d’un
groupe omega-stable, l’indice du stabilisateur de X est borne´ en fonction du degre´
de Morley de X.
Le chapitre 2 traite des corps. Frank Wagner a de´montre´ qu’un corps menu com-
mutatif inﬁni est alge´briquement clos, et en a de´duit la conjecture de Vaught pour
la the´orie d’un pur corps [71]. Nous en donnons une autre preuve, en de´montrant
que les groupes additifs et multiplicatifs d’un corps mince inﬁni sont connexes ; on
en de´duit :
The´ore`me. Aucune extension alge´brique d’un corps mince infini n’a d’extension
pseudo-radicale.
Rappelons aussi qu’un corps minimal de caracte´ristique positif est ﬁni ou alge´bri-
quement clos [72], de meˆme qu’un corps d-minimal [59], et que la question de savoir
si un corps minimal de caracte´ristique positive est alge´briquement clos est toujours
ouverte. Nous nous inte´ressons ensuite aux corps non commutatifs. Le re´sultat sui-
vant est celui de mon me´moire de DEA [45], dont la preuve est simpliﬁe´e.
The´ore`me. Un corps menu de caracte´ristique positive est commutatif.
Ceci re´pond en partie au proble`me 6.1.15 de [73]. Comme application imme´diate, la
conjecture de Vaught est vraie pour un pur corps de caracte´ristique positive. Pour
un corps mince :
The´ore`me. Un corps mince de caracte´ristique positive est localement de dimension
finie sur son centre.
Se pose alors la question de la validite´ de la conjecture de Vaught pour la the´orie d’un
corps dans un langage plus riche. La question semble eˆtre hors de porte´e puisqu’elle
est e´quivalente a` la conjecture de Vaught2. Au moins pouvons-nous dire quelque
chose dans le cas d’un corps aux diﬀe´rences ﬁnies. Rappelons que pour un corps
superstable K muni d’un morphisme de corps de´ﬁnissable f , soit f est l’identite´,
soit le ﬁxateur de f est ﬁni [27].
The´ore`me. Soit un corps K de caracte´ristique positive muni d’un morphisme
de´finissable de corps f . Si K est menu, alors soit f est l’identite´, soit le fixateur de
f est fini.
Le chapitre 3 concerne les anneaux. Rappelons que le radical de Jacobson d’un an-
neau stable est nilpotent [14], de meˆme que celui d’un anneau ℵ0-cate´gorique [11, 12].
Un anneau commutatif stable sans radical est un produit ﬁni de corps de´ﬁnissables,
tandis qu’un anneau non commutatif sans radical est un produit d’anneaux de ma-
trices carre´es a` coeﬃcients dans des corps de´ﬁnissables [14].
Propositions.
2Pour tout corps alge´briquement clos K, et toute structure donne´e M , on peut conside´rer un
ensemble infini P d’e´le´ments alge´briquement inde´pendants de K, en faire un pre´dicat, et y faire
vivre la structure M . On obtient une nouvelle the´orie de corps T ∗. Fixer une classe d’isomorphisme
de mode`les de T ∗, c’est fixer une classe de mode`les de Th(M), et le degre´ de transcendance du
corps.
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– Le radical de Jacobson d’un anneau menu est nil, localement nilpotent.
– Un anneau commutatif menu sans radical est localement un produit fini de corps.
– Un anneau menu est localement un produit fini d’anneaux de matrices carre´es a`
coefficients dans des corps modulo le radical.
Le chapitre 4 s’inte´resse aux groupes. Angus Macintyre a montre´ qu’un groupe
omega-stable abe´lien e´tait la somme directe d’un groupe divisible de´ﬁnissable et
d’un groupe d’exposant borne´ [40] ; Frank Wagner l’a ge´ne´ralise´ aux groupes menus
abe´liens [69]. En combinant ce dernier re´sultat a` ce que l’on sait de la structure des
groupes abe´liens divisibles et de ceux d’exposant ﬁni, on remarque que la conjecture
de Vaught est vraie pour la the´orie d’un pur groupe abe´lien. Plus ge´ne´ralement,
la conjecture de Vaught est vraie pour toute the´orie comple`te de module sur un
anneau de´nombrable de Dedekind (et donc en particulier pour un module sur Z),
et sur diverses classes de modules sur des anneaux de´nombrables [62]. Plus dur
qu’abe´lien, nilpotent. On sait d’un groupe nilpotent omega-stable qu’il est la somme
centrale d’un groupe divisible de´ﬁnissable et d’un groupe d’exposant borne´ [47]. Nous
montrons la chose suivante :
Proposition. Un groupe menu nilpotent est la somme centrale d’un groupe divisible
de´finissable et d’un groupe d’exposant borne´.
Se pose alors la question de savoir ce que l’on peut de´duire de ce re´sultat concer-
nant le nombre de mode`les de´nombrables d’un pur groupe nilpotent. Que dire d’un
groupe menu re´soluble ? Enﬁn, que peut-on dire d’un groupe menu tout court ?
Rappelons qu’un groupe connexe de rang de Morley un est abe´lien [63]. Mieux, un
groupe connexe omega-stable de rang de Morley minimal est abe´lien ; en conse´quence
tout groupe omega-stable contient un sous-groupe de´ﬁnissable abe´lien inﬁni [10]. Ce
re´sultat a e´te´ e´tendu aux groupes superstables [5]. Quelques anne´es plus tard, Frank
Wagner montre dans sa the`se qu’un groupe stable et menu posse`de un sous-groupe
abe´lien inﬁni de´ﬁnissable [68]. Re´cemment, Bruno Poizat introduit une notion de
structures de dimension un, les structures d-minimales, et montre qu’un groupe d-
minimal est abe´lien-par-ﬁni [59]. Re´sultat qu’il ge´ne´ralise, en montrant qu’un groupe
inﬁni de rang de Cantor ﬁni contient un sous-groupe abe´lien de´ﬁnissable inﬁni [60].
Nous montrons :
The´ore`me. Un groupe mince infini a un sous-groupe abe´lien infini.
Au chapitre 5, nous appliquons les me´thodes et re´sultats pre´ce´dents aux groupes
stables ou simples. Rappelons qu’un corps superstable [9], et meˆme supersimple [53]
est commutatif. Montrer qu’un corps est commutatif proce`de ge´ne´ralement en deux
e´tapes, la premie`re e´tant de montrer que le corps, vu comme espace vectoriel sur son
centre est de dimension ﬁnie ; la deuxie`me, que le corps ne peut avoir d’extension
alge´brique gauche. On sait qu’un corps superstable est alge´briquement clos [13],
qu’un corps stable n’a pas d’extension d’Artin-Schreier [64], et qu’un corps simple
n’en a qu’un nombre ﬁni [32]. Un beau jour de septembre, Monsieur Wagner m’a
demande´ si un corps stable e´tait commutatif. Je ne connais toujours pas la re´ponse,
mais on peut montrer qu’un corps stable de caracte´ristique positive n’est pas loin
d’eˆtre commutatif. Plus ge´ne´ralement,
The´ore`me. Un corps simple de caracte´ristique positive est de dimension finie sur
son centre.
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Dans un groupe stable, toute partie inﬁnie dont les e´le´ments commutent deux a`
deux est e´videmment contenue dans un groupe de´ﬁnissable puisqu’un groupe stable
est soumis aux conditions de chaˆınes sur les centralisateurs. Shelah a montre´ que
dans un goupe de´pendant, le meˆme re´sultat est encore valable [66]. Pour un groupe
simple nous montrons :
Proposition. Soit A un ensemble infini d’un groupe dont la the´orie est simple,
tel que les e´le´ments de A commutent deux a` deux. Alors, A est contenu dans un
sous-groupe de´finissable fini-par-abe´lien.
Corollaire. Un groupe dont la the´orie est simple et menue contient un sous-groupe
fini-par-abe´lien de´finissable infini.
Rappelons a` ce sujet qu’un groupe superstable et omega-cate´gorique est abe´lien-par-
ﬁni [4], qu’un groupe inﬁni dont la the´orie est stable et menue posse`de un sous-groupe
abe´lien de´ﬁnissable inﬁni [68]. De plus, un groupe omega-cate´gorique et supersimple
est ﬁni-par-abe´lien-par-ﬁni et a un rang SU ﬁni [18]. Mais on ne sait toujours pas si
un groupe stable inﬁni a un sous-groupe abe´lien inﬁni, ni si un groupe supersimple
inﬁni a un sous-groupe ﬁni-par-abe´lien de´ﬁnissable inﬁni.
Deuxie`me partie : groupes, corps et choses infiniment de´fi-
nissables dans une the´orie menue
Un ensemble infiniment A-de´finissable dans un mode`le, au lieu d’y eˆtre de´ﬁni par
une formule, l’est par une conjonction d’une inﬁnite´ de formules a` parame`tres dans
un ensemble A. Les groupes inﬁniment de´ﬁnissables, par exemple, apparaissent dans
des contextes ou` a priori aucune structure de groupe n’e´tait donne´e. Ils ne sont pas
en ge´ne´ral intersection de groupes de´ﬁnissables, sauf dans une the´orie stable par
exemple comme l’a de´montre´ E. Hrushovski [26]. Dans [73, proble`me 6.1.14], F.
Wagner pose le proble`me suivant : un groupe inﬁniment ∅-de´ﬁnissable H dans une
structure menue est-il l’intersection de groupes de´ﬁnissables ? Il y re´pond favorable-
ment dans le cas particulier ou` le groupe H est inclus dans un groupe de´ﬁnissable.
Au chapitre 6, en nous appuyant sur un re´sultat de Pillay et Poizat [51] di-
sant qu’une relation d’e´quivalence menue inﬁniment ∅-de´ﬁnissable est l’intersection
de relations d’e´quivalence de´ﬁnissables (nous dirons qu’elle est enveloppe´e), nous
re´pondons au proble`me 6.1.14 de [73].
Proposition. Dans une structure menue, un groupe d’arite´ fini, infiniment de´finis-
sable sans parame`tres est l’intersection de groupes de´finissables.
Au chapitre 7, en prenant appui sur la de´monstration que donne Kim [35] de
[51], nous e´tendons les re´sultats pre´ce´dents aux mono¨ıdes et anneaux inﬁniment
de´ﬁnissables d’arite´ ﬁni, sans parame`tres, puis a` certaines structures alge´briques, et
aux cate´gories et groupo¨ıdes. Plus ge´ne´ralement :
The´ore`me. Soit une structure quelconque M .
1) Si M enveloppe toutes les relations d’e´quivalence infiniment de´finissables, alors
elle enveloppe tous les groupes infiniment de´finissables.
2) Si M enveloppe tous les groupes infiniment de´finissables, elle enveloppe tous les
corps infiniment de´finissables.
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3) Si M enveloppe tout demi-groupe infiniment de´finissable, elle enveloppe tout an-
neau infiniment de´finissable.
4) M enveloppe tout pre´ordre infiniment de´finissable si et seulement si M enveloppe
tout demi-groupe infiniment de´finissable, si et seulement si M enveloppe toute
cate´gorie infiniment de´finissable.
5) Si M enveloppe toute relation d’e´quivalence infiniment de´finissable, alors M en-
veloppe tout groupo¨ıde infiniment de´finissable.
Au chapitre 8, nous nous attaquons aux groupes A-de´ﬁnissables ou` A est un
ensemble quelconque, en rajoutant l’hypothe`se que la the´orie ambiante est simple
(et, ce faisant nous nous rapprochons du but initial de la the`se, qui e´tait d’e´liminer
les hyperimaginaires dans une the´orie simple et menue). Dans [35], Kim montre que
dans une the´orie simple et menue, les notions de types forts et de type Lascar fort
co¨ıncident, une condition ne´cessaire pour e´liminer les hyperimaginaires. Sa preuve
comporte deux e´tapes. Dans la premie`re il conside`re des relations d’e´quivalence
borne´es. Nous montrons un analogue de la premie`re e´tape pour les groupes :
Proposition. Soit un groupe GA infiniment A-de´finissable dans une the´orie simple
et menue, et X un ensemble de´finissable contenant G, et dans lequel GA est d’indice
borne´. Alors le groupe GA est intersection de groupes de´finissables.
Nous ne savons toujours pas si ce re´sultat est vrai pour un groupe GA inﬁniment
de´ﬁnissable dans une the´orie simple et menue en ge´ne´ral, mais au moins sommes-
nous capables de parler de de´ﬁnissabilite´ locale :
Proposition. Soit un groupe GA infiniment A-de´finissable dans une the´orie simple,
et soit g un uplet fini dans GA. Soit X de´finissable contenant GA. Il existe un
groupe N infiniment de´finissable avec un nombre fini de parame`tres, inclus dans X
et contenant dcl(g) ∩GA.
Applique´s aux corps, ces groupes de´ﬁnissables locaux nous permettent de trouver
des corps de´ﬁnissables ”locaux”, et de parler de la structure de ces corps :
Proposition. Soit un corps KA infiniment de´finissable avec parame`tres A dans une
the´orie simple, et soit g un uplet fini dans KA. Soit X de´finissable contenant KA. Il
existe un corps L infiniment de´finissable avec un nombre fini de parame`tres, inclus
dans X et contenant dcl(g) ∩KA.
Corollaire. Dans une the´orie simple et menue, un corps commutatif infiniment
de´finissable avec des parame`tres quelconques est alge´briquement clos, ou fini.
Corollaire. Un corps de caracte´ristique positive, infiniment de´finissable avec des
parame`tres quelconques dans une the´orie simple et menue est commutatif.
Troisie`me partie : un peu de topologie
Au chapitre 9, nous remontons le temps et replac¸ons le rang de Cantor-Bendixson
dans son contexte topologique. Ce faisant, nous remarquons que les deux premiers
lemmes e´nonce´s concernant les proprie´te´s de calcul du rang de Cantor, n’en cachent
en fait qu’un seul :
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Proposition. Soient X et Y deux espaces compacts. Si f est une application de X
dans Y , continue, ouverte, et surjective a` fibres finies, alors X et Y ont meˆme rang
de Cantor. De plus, si le cardinal des fibres est au plus n,
dCB(Y ) ≤ dCB(X) ≤ n · dCB(Y )
Corollaire. Soit X un espace compact et R une relation d’e´quivalence continue sur
X dont toutes les classes sont finies. Alors X et X/R ont meˆme rang de Cantor.
De plus, si les classes de R ont au plus n e´le´ments,
dCB(X) ≤ dCB(X/R) ≤ n · dCB(X)
En conse´quence, s’il est une ”bonne” cate´gorie a` conside´rer pour manier cette no-
tion de dimension, c’est certainement une cate´gorie d’espaces topologiques dont les
ﬂe`ches sont des applications continues a` ﬁbres ﬁnies (ceci est a` rapprocher de la
dimension chirurgicale introduite dans [52]). Dans une telle cate´gorie C, quotiente´e
par la relation d’e´quivalence ≡, la syme´trise´e du pre´ordre ≤ provenant de la notion
de ﬂe`che, il est amusant de constater que la de´rive´e de Cantor D porte bien son nom
puisque :
Proposition. Les lois ⊕ et × munissent l’ensemble C/≡ d’une structure de semi-
anneau commutatif inte`gre, sur lequel D est un ope´rateur de de´rivation. L’applica-
tion CB de (C/≡,≤,⊕,×) dans (Ord,≤, sup,⊕) est un morphisme pre´servant la
structure de semi-anneau commutatif partiellement ordonne´.
Rappelons que Georg Cantor a introduit la de´rive´e qui porte son nom en 1872 pour
de´river les ensembles de convergence de se´ries trigonome´triques, ce qui lui a permis
dix ans apre`s d’introduire l’induction transﬁnie, quelque trois ans avant sa the´orie
des ensembles. Il appelait Abgeleitete Punktmenge l’ensemble de´rive´ d’un espace de
points, et a` notre connaissance, nulle part dans ses e´crits n’apparaˆıt une formule de
Leibniz pour D.
Citons enﬁn la proposition qui est a` l’origine du chapitre 7, et qui est une version
topologique de [51] ge´ne´ralise´e aux pre´ordres :
Proposition. Soit X un compact de´nombrable, et R un pre´ordre ferme´ sur X. Alors
R est une intersection de pre´ordres ouverts ferme´s.
Chapitre 10. Les the´ories menues e´voque´es dans les pages pre´ce´dentes ont ceci de
particulier qu’elles sont, comme les the´ories omega-stables, dote´es d’une notion de
rang purement topologique a` valeurs ordinales. Ce chapitre est ne´ de la question sui-
vante : pourquoi diable les the´ories omega-stables sont-elles dote´es d’un rang global,
le rang de Cantor, et pas les the´ories kappa-stables ? Refaisons la gene`se du rang de
Cantor : soit S l’espace des types d’une the´orie T dans un langage de´nombrable. C’est
un espace topologique a` base de´nombrable de voisinage, compact, donc me´trisable.
Si T est omega-stable, S est de´nombrable. Mais son noyau parfait est soit vide, soit
de taille 2ℵ0 ; il est donc vide, c’est-a`-dire que S est range´ par le rang de Cantor.
En essayant d’adapter la de´ﬁnition du rang de Morley d’une the´orie omega-stable,
pour l’appliquer a` une the´orie kappa-stable, j’ai voulu me de´barrasser du mot
”de´nombrable” omnipre´sent lorsque l’on fait de la topologie : c’est e´vident lors-
qu’on conside`re la notion de distance ou` apparaˆıt le corps des re´els, corps a` base
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de´nombrable de voisinages, ou encore la notion de comple´tude qui fait intervenir
celle de suite, mais, meˆme dans les notions plus abstraites de topologie, et de com-
pacite´, le mot ”ﬁni” intervient, et qu’est-ce qu’un ensemble ﬁni sinon un ensemble
plus petit que ℵ0 ? En cherchant quelles e´taient les proprie´te´s du corps R utiles pour
faire de la topologie me´trique, je suis arrive´ la de´ﬁnition suivante :
De´finition. On appelle κ-me`tre, un groupe abe´lien totalement ordonne´ muni d’une
famille strictement de´croissante (ǫi)i<κ d’e´le´ments positifs ve´riﬁant les proprie´te´s
suivantes :
(i) Tout e´le´ment positif est minore´ par un ǫi.
(ii) ǫi+1 + ǫi+1 est e´gal a` ǫi, pour tout i.
En imitant la construction de R a` partir d’omega, en se servant de la multiplication
ordinale de Hessenberg [25] rede´couverte par Conway dans [17] et de corps de se´ries
formelles ge´ne´ralise´es introduits par Hans Hahn [21], on peut construire un gros sur-
corps R(κ) de R a` partir d’un cardinal re´gulier κ, et de´velopper une notion d’espace
κ-me´trique, munie d’une application ”distance” a` valeurs dans ce corps R(κ). En
remplac¸ant ”de´nombrable” par ”de taille kappa”, et ”ﬁni” par ”petit devant kappa”,
il est facile de de´ﬁnir les notions de κ-topologie, κ-suite, κ-comple´tude, κ-compacite´,
d’espace κ-normal, de κ-continuite´ et home´omorphisme etc. On peut par exemple
montrer un kappa analogue du lemme de me´trisabilite´ d’Urysohn :
The´ore`me. Un espace κ-topologique κ-normal a` base de κ-ouverts de cardinal κ est
κ-me´trisable.
On essaye ensuite de de´velopper une notion d’espace κ-polonais qui soit satisfaisante,
c’est-a`-dire telle que :
1) Un sous-espace κ-ferme´ ou une intersection de κ κ-ouverts d’un κ-polonais soit
encore un κ-polonais.
2) Un κ-polonais κ-parfait soit vide ou bien de taille 2κ. De taille strictement plus
grande que κ nous suﬃrait.
3) Un espace κ-topologique κ-compact a` base de voisinages de cardinal κ engendre´
par une topologie compacte soit κ-polonais.
La notion de κ-polonais que nous introduisons nous permet d’aﬃrmer les points
2) et 3), toutefois pas le point 1). Nous ﬁnissons en montrant qu’on peut espe´rer
appliquer ces re´sultats a` l’espace des types d’une the´orie κ-stable. Nous rappelons
un re´sultat de [31], dont nous donnons une autre de´monstration, et qui, avec notre
terminologie s’e´nonce ainsi :
Fait. L’espace des the´ories comple`tes dans un langage de taille κ est κ-compact pour
tout cardinal faiblement compact κ.
Corollaire. L’espace des the´ories comple`tes dans un langage de taille κ est un κ-









Ge´ne´ralite´s sur les structures
menues ou presque
1.1 Structures menues, structures minces
De´finition 1.1. Une the´orie T est dite menue si ses n-types sans parame`tres sont
de´nombrables pour tout entier n.
De´finition 1.2. On dira d’une structure qu’elle est menue si sa the´orie l’est.
Proposition 1.3. Soit M une structure menue, a un uplet fini, D une partie
de´finissable de Mn, et E une relation d’e´quivalence de´finissable sur D.
1) (produit carte´sien ﬁni) Mn est menue.
2) (adjonction ﬁnie de parame`tres) La the´orie Th(M,a) est menue.
3) (de´ﬁnissabilite´) D est menue.
4) (interpre´tation) Le quotient D/E est menu.
5) La structure M est menue dans le langage augmente´ de dcl(a).
De´monstration. 1) Un m-type de Mn n’e´tant rien d’autre qu’un mn-type de M , si
les types deM sont de´nombrables, ceux deMn le sont aussi. 2) Soit n la longueur de
l’uplet a, et conside´rons l’application de Sm(a) dans Sm+n(∅) qui a` un type p(x, a)
sur a associe le type p(x, y) : elle est injective donc Sm(a) est de´nombrable. 3) Les
types de D sont des types de M : ils sont de´nombrables. 4) On peut supposer n e´gal
a` un et E de´ﬁnissable sans parame`tres. Soit l’application qui a` un type p(x) de D
associe le type p(x/E) de D/E de´ﬁni par ∃ y p(y)∧E(x, y). C’est une surjection. 5)
Soit f l’application de Sn(dcl(a)) dans Sn(a) qui a` un type p(x) associe sa restriction
aux seuls parame`tres dans a. Si α et β ont meˆme type sur a, ils se correspondent par
un va-et-vient ﬁxant a point par point ; ce va-et-vient ﬁxe e´galement dcl(a) point
par point, et α et β ont meˆme type sur dcl(a) : l’application f est injective.
De´finition 1.4. Une the´orie est ℵ0-cate´gorique si elle n’a qu’un seul mode`le
de´nombrable a` isomorphisme pre`s.
De´finition 1.5. Une the´orie est ω-stable si ses 1-types sur A sont de´nombrables
pour tout ensemble de´nombrable A de parame`tres.
Exemple 1.6. Les the´ories ℵ0-cate´goriques ou ω-stables sont menues.
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Exemple 1.7. (Graphe ale´atoire) Conside´rons la the´orie T1 du graphe ale´atoire
dans le langage re´duit a` un pre´dicat binaire R. La the´orie dit que R est une relation
syme´trique et re´ﬂexive, et que pour tous ensembles ﬁnis A et B disjoints, il existe
un z en relation avec tout e´le´ment de A, mais avec aucun e´le´ment de B. T1 n’est pas
ω-stable, car si A est un ensemble de´nombrable de parame`tres, pour toute partie B
de A, on peut trouver par compacite´ un e´le´ment zB en relation avec B mais avec
aucun e´le´ment de A \B, ce qui produit 2ℵ0 types distincts sur A. On peut montrer
que cette the´orie e´limine les quanteurs, de sorte que les n-types sont de´termine´s
par les relations entre les variables. Sn(T1) est donc ﬁni pour tout n, et T1 est ℵ0-
cate´gorique.
Exemple 1.8. Prenons pour exemple suivant une the´orie T2 dans le langage (Ei)i∈ω,
ou` les Ei sont des pre´dicats binaires. La the´orie T2 pre´cise que les Ei sont des relations
d’e´quivalence a` 2i classes, toutes inﬁnies, Ei+1 raﬃnant chaque classe de Ei en deux
classes inﬁnies, et ce, pour tout i. T2 n’est pas ω-stable. En eﬀet, si A est un ensemble
de parame`tres qui contient un repre´sentant de chaque classe de Ei pour tout i, A est
de´nombrable, et il y a 2ℵ0 types sur A. On peut montrer que deux mode`les ω-sature´s
de T2 se correspondent par va-et-vient, donc T2 e´limine les quanteurs, de sorte que
les n-types sur un ensemble de parame`tres A sont de´termine´s par les relations entre
les variables et les parame`tres pour chaque relation Ei. Montrons que T2 est menue.
Il n’y a qu’un seul 1-type. Il n’y a qu’un seul 2-types non isole´ :
p(x, y) = {xEiy : i ∈ ω}
On remarque au passage qu’il y a une inﬁnite´ de 2-types, donc T2 n’est pas ℵ0-
cate´gorique. Comme le nombre de types isole´s est borne´ par le nombre de formules,
les 2-types sont de´nombrables. De meˆme, un n-type p(x1, . . . , xn) est un point d’ac-





On a donc une application f des (n + 1)-types non isole´s sur les n-types, qui a` un
type p(x1, . . . , xi, . . . , xj, . . . , xn+1) associe p(x1, . . . , xˆi, . . . , xj, . . . , xn+1) ou` i est le
plus petit entier tel qu’il existe un j avec i, j ve´riﬁant l’e´quation ci-dessus. f est
surjective, a` ﬁbres ﬁnies de cardinal au plus C2n+1. Par induction sur n, les n-types
non isole´s sont de´nombrables, et la the´orie T2 est menue.
Nous introduisons les structures minces1 de´ﬁnies par Oleg Belegradek a` la lecture
de [71] pour englober a` la fois les structures menues et minimales.
De´finition 1.9. Une structure M est mince si pour tout uplet ﬁni a extrait de M ,
les 1-types sur a sont de´nombrables.
Une structure menue est mince. Mais en ge´ne´ral, a` la diﬀe´rence du caracte`re menu, la
minceur n’est pas conserve´e par extension e´le´mentaire et ne permet donc pas l’usage
de la compacite´, comme elle ne garantit pas que les 2-types soient de´nombrables. Elle
n’autorise que des raisonnements sur les formules en une variable. Elle est pre´serve´e
par interpre´tation avec parame`tres dans la structure.
1Le mot est sugge´re´ par B. Poizat. L’anglais dit ”weakly small”.
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De´finition 1.10. Une structure M est globalement mince si S1(M) est range´e par
le rang de Cantor. Elle est globalement menue si Sn(M) est range´ par le rang de
Cantor pour chaque entier n.
De´finition 1.11. Une structure M dans un langage de´nombrable est minimale si
tout ensemble de´ﬁnissable est ﬁni ou coﬁni. Une structure est fortement minimale
si tous les mode`les de sa the´orie le sont.
De´finition 1.12. (Poizat [59]) Une structure M dans un langage de´nombrable
est d-minimale si elle est inﬁnie et ne se divise pas en plus de d parties inﬁnies
de´ﬁnissables ; ou encore :M est union d’au plus d ensembles de´ﬁnissables minimaux ;
ou encore : les parties de´ﬁnissables deM , conside´re´es a` un ensemble ﬁni pre`s, forment
un ensemble de cardinal 2d. Une the´orie T est d-minimale si tous ses mode`les le sont.
Exemple 1.13. Une structure d-minimale est mince : elle n’a pas plus de d types
non-alge´briques, et au plus ℵ0 types alge´briques si le langage est de´nombrable. Les
structures d-minimales sont les structures globalement minces de rang de Cantor un
et de degre´ d.
1.2 Rang de Cantor
Pour une structure M , un ensemble de parame`tres a, et un ensemble X de M
de´ﬁnissable avec des parame`tres de a, on de´ﬁnit le rang de Cantor de X sur a de
manie`re inductive, en posant CB(∅) e´gal a` −∞, et
CBa(X) ≥ 0 si X n’est pas vide,
CBa(X) ≥ α + 1 si on peut trouver une inﬁnite´ de sous-ensembles Xi a-
de´ﬁnissables deux a` deux disjoints et de rang supe´rieur ou e´gal a` α.
CBa(X) ≥ λ pour un ordinal limite λ, si CBa(X) est au moins α pour tout α
strictement plus petit que λ.
Si le processus de s’arreˆte jamais, on dit que X est de rang inﬁni sur a. Lorsqu’il
existe, on appelle degre´ de Cantor de X sur a la borne supe´rieure des cardinaux d
tels qu’il existe une partition de X en d ensembles a-de´ﬁnissables de rang maximal.
On note dCBa(X) ce cardinal. On pourra e´crire CB et dCB si les parame`tres de
calcul du rang ne sont pas ambigus. Le rang et le degre´ de Cantor caracte´risent les
structures menues :
Proposition 1.14. Soit a un uplet fini et X un ensemble a-de´finissable d’une struc-
ture menue. Le rang CBa(X) est un ordinal, et dCBa(X) est un entier.
De´monstration. Supposons au contraire que X soit de rang inﬁni. L’ensemble des
formules a` parame`tres dans a e´tant bien un ensemble, il existe un ordinal α tel que
”eˆtre de rang supe´rieur a` α” implique ”eˆtre de rang inﬁni”. Il est alors facile de
construire un arbre binaire de parties a-de´ﬁnissables, et donc 2ℵ0 types sur a, une
contradiction. Supposons maintenant que le degre´ de Cantor de X sur a soit inﬁni. Il
existe une partition de X en deux ensembles a-de´ﬁnissables de rang maximal, dont
l’un au moins est de degre´ inﬁni. On peut ite´rer ce processus puisque qu’a` chaque
fois, au moins une partie parmi la partition ﬁnie de X obtenue est de degre´ inﬁni.
On obtient un arbre inﬁni, qui d’apre`s un lemme de Ko˝nig, a une branche inﬁnie,
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ce qui nous donne une suite inﬁnie de´croissante (Xi)i≥1 de parties de X de rang
maximaux, telle que CB(Xi \Xi+1) ≥ CB(X). Une contradiction avec la de´ﬁnition
du rang.
De´finition 1.15. Le rang de Cantor d’un type sur a est le plus petit rang des
formules sur a implique´es par ce type.
On note CBa(p) le rang d’un type p sur a. Pour une formule φ dans une structure
menue, on a
CB(φ) = max{CB(p) : p ∈ [φ]}
Remarquons que parce que l’espace des types est se´pare´, le rang d’un type p est
supe´rieur a` α + 1 si et seulement s’il est point d’accumulation de types de rang au
moins α. Le rang de Cantor correspond donc au rang de de´rivation dans l’espace
des types (a` un pre`s !). Il caracte´rise les structures minces :
Proposition 1.16. Si une structure M dans un langage de´nombrable L a ses types
purs range´s par le rang de Cantor, S1(∅) est de´nombrable.
De´monstration. Si L est de´nombrable, il n’y a qu’un nombre de´nombrable d’ouverts,
donc le rang deM est de´nombrable puisque ℵ1 est re´gulier. Puisque S1(∅) est a` base
de´nombrable d’ouverts, il n’y a qu’un nombre de´nombrable de types ayant le meˆme
rang de Cantor. S1(T ) est donc de´nombrable.
Rappelons que tout ordinal α s’e´crit de manie`re unique sous la forme ωα1 · n1 +
. . . + ωαk · nk ou` α1, . . . , αk est une chaˆıne strictement de´croissante d’ordinaux, et
n1, . . . , nk sont des entiers. On appelle cette e´criture la forme normale de Cantor de
α. Si α et β sont deux ordinaux de formes normales respectives ωα1 ·m1+. . .+ω
αk ·mk
et ωα1 ·n1+ . . .+ω
αk ·nk, ou` certains entiers ni et mj peuvent eˆtre nuls, leur somme
naturelle, ousomme de Cantor est de´ﬁnie par :
α⊕ β = ωα1 · (m1 + n1) + . . .+ ω
αk · (mk + nk)
Voir [31] pour de plus amples de´tails. Cette somme est commutative. Le produit
naturel ou produit de Hessenberg de deux ordinaux est alors de´ﬁni sur les monoˆmes
par :
ωα ⊗ ωβ = ωα⊕β
et prolonge´ sur la classe des ordinaux de manie`re a` eˆtre distributif sur ⊕.
Remarque 1.17. Rappelons que, par de´ﬁnition, la somme ordinale + est continue a`
droite. Contrairement a` ce qui est dit dans beaucoup de preuves des ine´galite´s de
Lascar, la somme de Cantor elle n’est pas continue, ni a` droite ni a` gauche (sup{n}⊕
1 est strictement plus grand que sup{n ⊕ 1}). Cependant, elle est semi-continue
supe´rieurement. En particulier, puisque l’exponentiation ordinale est continue en
l’exposant, le produit de Hessenberg est aussi semi-continu supe´rieurement.
Proposition 1.18. Soient X et Y a-de´finissables dans une structure menue.
1) Si X ⊂ Y , alors CBa(X) ≤ CBa(Y )
2) CBa(X ∪ Y ) = max{CBa(X), CBa(Y )}
3) Si X et Y ont meˆme rang de Cantor et sont disjoints,
dCBa(X ∪ Y ) = dCBa(X) + dCBa(Y )
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4) CBa(X × Y ) ≥ CBa(X)⊕ CBa(Y )
5) Si ϕ(x, y) est une formule sur a telle que pour tout (b, c) qui la satisfait,
CBa,b(c/b) ≤ δ. Alors
CBa(b, c) ≤ CBa(b)⊕ CBa,b(c/b)⊕ γ ⊗ CBa(b)
De´monstration. 4) Par induction sur l’ordinal CBa(X)⊕CBa(Y ). Soit ω
β ·n le plus
petit monoˆme non nul apparaissant dans les formes normales de Cantor des rangs
de X et Y . Mettons que α + ωβ · n soit la forme normale du rang de Y . Soit γ le
rang de X. Par hypothe`se d’induction, le rang du produit est au moins α + γ ⊕ γ
pour tout λ < ωβ · n. Mais ce dernier, est e´gal a`
α+ λ⊕ γ = α⊕ λ⊕ γ = α⊕ γ + λ
On conclut par continuite´ de l’application qui a` un y associe x+ y.
5) On ne perd rien a` rajouter a au langage. Soit une suite (bn, cn) telle que tp(b, c)
soit limite et point d’accumulation des types tp(bn, cn) ; posons β e´gal a` CBa(b), et
γ a` CBb(c/b) ; c’est clair si β et γ sont nuls. Si tp(b) est point d’accumulation des
tp(bn), on fait une re´currence sur β : si CB(b) est e´gal a` α+1, alors CB(bn) est e´gal
a` α, et
CB(bn, cn) ≤ β⊕ δ⊕β⊗ δ < (β+1)⊕ (β+1)⊗ δ ≤ CB(b)⊕CBb(c/b)⊕CB(b)⊗ δ
Si CB(b) est un ordinal limite, l’ine´galite´ est encore vraie par semi-continuite´
supe´rieure de la somme et du produit naturels. Sinon, on peut supposer la suite bn
constante e´gale a` b, si bien que les tp(cn/b) s’accumulent sur tp(c/b), et on proce`de
alors par re´currence sur γ.
Remarque 1.19. Le rang de Morley RM(X) d’un ensemble de´ﬁnissable X est e´gal
a` maxACBA(X). Si X et Y sont deux structures omega-stables, il re´sulte de 5)
l’ine´galite´ RM(X × Y ) ≤ RM(X) ⊕ RM(Y ) ⊕ RM(X) ⊗ RM(Y ). Le rang de
Cantor diﬀe`re toujours de un du rang de Cantor-Bendixson, le rang de de´rivation de
l’espace des types. Si l’on pose CB∗ = CB+1, l’ine´galite´ 5) devient RM∗(A×B) ≤
RM∗(A) ⊗ RM∗(B). Cette ine´galite´ apparaˆıt dans la the`se de L. Blum [6] dans le
contexte des groupes de rang de Morley ﬁni.
Les applications de´ﬁnissables a` ﬁbres ﬁnies pre´servent le rang, et les variations du
degre´ sont maˆıtrise´es :
Lemme fondamental 1.20. Soit X et Y deux ensembles a-de´finissables, et f une
application a-de´finissable de X dans Y . Alors,
1) Si f est surjective, CBa(X) ≥ CBa(Y ).
2) Si f est a` fibres borne´es, CBa(Y ) ≥ CBa(X).
3) Si f est surjective a` fibres finies de cardinal au plus un entier n, alors X et Y
ont meˆme rang de Cantor sur a, et
dCBa(Y ) ≤ dCBa(X) ≤ n · dCBa(Y )
4) En particulier si f est bijective, X et Y ont meˆme rang et degre´ sur a.
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Remarque 1.21. Les points 1) et 2) apparaissent sous une forme similaire de`s l’in-
troduction par Morley du rang qui porte son nom [46, the´ore`me 2.3]. Le re´sultat
concernant le degre´ est a` ma connaissance nouveau.
De´monstration. On ne perd rien a` rajouter les parame`tres a au langage.
1) Montrons par induction sur le rang de Y que CB(X) majore CB(Y ). Si Y est
non vide, X est non vide e´galement puisque f est surjective. Si CB(Y ) ≥ α + 1, il
existe des ensembles de´ﬁnissables deux a` deux disjoints Yi de rang supe´rieur a` α et
inclus dans Y . Les images re´ciproques des Yi sont deux a` deux disjointes et f induit
une surjection de f−1(Yi) sur Yi. Par hypothe`se de re´currence, le rang de f
−1(Yi) est
au moins α, et CB(X) ≥ α+ 1.
2) Montrons par induction sur le rang deX que CB(Y ) majore CB(X). SiX est non
vide, Y est non vide e´galement. Si CB(X) ≥ α + 1, il existe dans X des ensembles
de´ﬁnissables deux a` deux disjoints Xi de rang au moins α. Comme f(X1) ne peut
couper qu’un nombre ﬁni de f(Xi), quitte a` enlever ces Xi et re´indexer la suite (Xi),
on peut supposer qu’il n’en coupe aucun. Et ainsi de suite, on peut supposer que
les f(Xi) sont deux a` deux disjoints. Par hypothe`se de re´currence, ils sont tous de
rang au moins α, donc CB(Y ) ≥ α+ 1.
3) Si Y1, . . . , Yd sont d ensembles de´ﬁnissables deux a` deux disjoints inclus dans Y
et de meˆme rang que Y , alors leurs images re´ciproques sont deux a` deux disjointes,
de meˆme rang que X, donc dCB(X) majore dCB(Y ).
Re´ciproquement, si le degre´ de Y est d, soit Y1 un sous-ensemble de Y de degre´ un. Il
suﬃt de montrer que le degre´ de f−1(Y1) est au plus n. Supposons au contraire qu’il
existe n + 1 ensembles X0, . . . , Xn de´ﬁnissables deux a` deux disjoints inclus dans
f−1(Y1), et de meˆme rang que X. L’intersection
⋂n
i=0 f(Xi) est vide donc il existe
une plus petite intersection
⋂
i∈I f(Xi) qui soit de meˆme rang de Cantor que Y . En
particulier,
⋂
i∈I f(Xi) et f(Xi) s’intersectent en un ensemble de rang strictement
plus petit que celui de Y pour tout i hors de I, donc dCB(Y1) vaut au moins deux,
ce qui est absurde. Chaque f−1(Y1) est de degre´ au plus n : le degre´ de X est au
plus d.n.
Remarque 1.22. Pour le point 3), pour en de´duire que les rangs de Cantor de X
et de Y sont e´gaux, il faut que les ﬁbres soient borne´es, et pas seulement ﬁnies.
Conside´rer par exemple pour Y l’ensemble des entiers naturels muni de l’ordre, et
pour X l’ensemble des couples d’entiers (x, y) tels que y ≤ x. Quand on projette sur
l’axe des y, chaque ﬁbre est inﬁnie, donc CBN(X) = 2 ; quand on projette sur l’axe
des x, les ﬁbres sont ﬁnies et pourtant CBN(Y ) = 1.
Remarquons que si X est a-de´ﬁnissable, il a meˆme rang de Cantor et meˆme degre´
de Cantor sur a et sur la cloˆture de´ﬁnissable de a. Le rang ne change pas non plus
lorsque l’on rajoute des parame`tres alge´briques :
Lemme fondamental 1.23. Soit X un ensemble de´finissable sans parame`tres, et
a un e´le´ment alge´brique sur le vide de degre´ n, alors
1) CBa(X) = CB∅(X)
2) dCB∅(X) ≤ dCBa(X) ≤ n · dCB∅(X)
De´monstration. 1) Il suﬃt de montrer que CB∅(X) majore CBa(X). Faisons-le par
induction sur CBa(X). C’est e´vident si CBa(X) est nul. Si CBa(X) ≥ α + 1, alors
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X se de´compose en une inﬁnite´ de Xi deux a` deux disjoints de´ﬁnissable sur a et
de rang sur a au moins α. Par hypothe`se d’induction, un conjugue´ de X1 et Xi ont
le meˆme rang (calcule´ sur l’ensemble de tous les conjugue´s de a) ; X1 n’intersecte
donc qu’un nombre ﬁni de Xi en un ensemble de rang maximal. Quitte a` enlever ce
nombre ﬁni de Xi, et amputer les Xi restants d’une partie de´ﬁnissable de petit rang,
on peut supposer que les conjugue´s de X1 n’intersectent pas les Xi. Et ainsi de suite,
on peut supposer qu’aucun conjugue´ de Xi n’intersecte Xj pour i diﬀe´rent de j. Soit
Xi l’union (ﬁnie) des conjugue´s de Xi sous l’action du groupe d’automorphisme
de la structure. Les Xi sont deux a` deux disjoints. On a CBa(Xi) = CBa(Xi), et
par hypothe`se de re´currence, CB∅(Xi) ≥ α. L’ensemble X e´tant de´ﬁnissable sans
parame`tres, il est stable par l’action du groupe d’automorphisme et les Xi sont
dans X.
2) Supposons le degre´ de X sur le vide e´gal a` d. Quitte a` prendre un sous-ensemble
de X de degre´ 1 sur le vide, on peut supposer X de degre´ 1. Il suﬃt de montrer
que le degre´ de X sur a est au plus n. Supposons au contraire qu’il soit supe´rieur
a` n + 1, et soit X1 de´ﬁnissable sur a inclus dans X, et de meˆme rang que X et de
degre´ 1 sur a. L’union X1 des n conjugue´s de X1 est de degre´ sur a au plus n, donc
le comple´mentaire de X1 dans X est de rang maximal : dCB∅(X) est supe´rieur ou
e´gal a` 2, une contradiction.
Remarque 1.24. Comme le degre´ peut augmenter, il n’est pas suˆr que X ait un rang
de Cantor ordinal sur la cloˆture alge´brique de a. Nous appellerons rang de Cantor
local de X sur acl(a) son rang de Cantor sur n’importe quel b qui permet de le
de´ﬁnir et qui a meˆme cloˆture alge´brique que a.
Remarque 1.25. Nous verrons au chapitre 9 que les deux lemmes 1.20 et 1.23 n’en
cachent en fait qu’un seul.
Remarque 1.26. Le rang de Cantor a un gros inconve´nient par rapport au rang de
Morley : on ne sait pas maˆıtriser sa croissance lorsque l’on ajoute des parame`tres
non alge´briques. Soit X une structure menue de rang de Cantor ze´ro sur le vide, et
de rang de Cantor 2 sur un parame`tre a. Soit Y une structure menue de rang de
Cantor constant e´gal a` un quels que soient les parame`tres ajoute´s. Soit maintenant
Z l’union disjointe de X et Y (on rajoute un pre´dicat pour X). Z est encore menue,
et de rang de Cantor 1 sur le vide, et 2 sur a. Alors ¬X est de rang maximal
sur le vide, mais non maximal sur a. Le rang peut donc monter brutalement, et
re´ciproquement, il peut baisser inconside´re´ment, c’est-a`-dire eˆtre maximal sur A, et
ne plus l’eˆtre sur B ⊃ A.
1.3 Ge´ne´ralite´s a` propos des groupes minces
Soit G un groupe, dans un langage contenant le langage des groupes. On dira que
G est un pur groupe si le langage est exactement celui des groupes. Avec le lemme
1.20, on retrouve imme´diatement un re´sultat de Wagner :
Corollaire 1.27. (Wagner [68]) Si f est un homomorphisme de´finissable du groupe
mince G dans lui-meˆme, dont le noyau a n e´le´ments, alors f(G) est d’indice au plus
n dans G.
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De´monstration. Sinon, on peut trouver un uplet ﬁni a sur lequel sont de´ﬁnissables
au moins n + 1 classes modulo f(G), si bien que le degre´ de G vaut au moins
(n+ 1) · dCBa(f(G)), ce qui contredit le lemme 1.20.
Corollaire 1.28. Dans un groupe mince, il y a au plus n classes de conjugaison
d’e´le´ments dont le centralisateur est d’ordre au plus n.
De´monstration. Sinon, on peut trouver un a sur lequel sont de´ﬁnissables au moins
n + 1 classes de conjugaison de centralisateur d’ordre au plus n. Soit un b dans
une de ces classes. L’application qui a` g associe bg est a` ﬁbres de taille au plus n,
donc la classe de conjugaison de b est de rang maximal sur a et de degre´ au moins
dCBa(G)/n, ce qui est absurde.
Pour toute partie X de´ﬁnissable sans parame`tres dans un groupe mince G, et toute
cloˆture alge´brique Γ ﬁniment engendre´e par un uplet g¯ dans G, on peut de´ﬁnir le
presque stabilisateur de X dans Γ en posant
StabΓ(X) = {x ∈ Γ : CBx,g¯(x ·X∆X) < CBg¯(X)}
Corollaire 1.29. StabΓ(X) est un sous-groupe de Γ. Si X est invariant par conju-
gaison par Γ, alors StabΓ(X) est distingue´ dans Γ.
De´monstration. Si a et b sont dans StabΓ(X), alors X, aX et bX ont les meˆmes
types de rang maximal calcule´s avec les parame`tres g, a, b, donc
CBg,a,b(a ·X∆bX) < CBg(X)
Le rang e´tant pre´serve´ par bijection de´ﬁnissable, et par adjonction de parame`tres
alge´briques, on a
CBg,a,b(a ·X∆bX) = CBg,a,b(b
−1a ·X∆X) = CBg,b−1a(b
−1a ·X∆X)
donc b−1a est dans StabΓ(X).
Proposition 1.30. Si δ est un sous-groupe de dcl(g) et si X est de rang de Cantor
maximal sur g, alors Stabδ(X) est d’indice fini dans δ.
De´monstration. Soitm le degre´ de G, et l celui de X. Il y am types de rang maximal
dans G, donc pour un translate´ de X par un e´le´ment de δ, il y a C lm choix pour ses
types ge´ne´riques : en prenant C lm+1 repre´sentants de classes de X, on s’assure que
deux au moins auront les meˆmes types de rang maximal.
Les groupes dote´s d’un rang a` valeurs ordinales satisfont des conditions de chaˆınes
descendantes he´rite´es des ordinaux, du fait que ces derniers sont des bons ordres.
Les groupes minces ne de´rogent pas a` la re`gle :
Lemme 1.31. Soit G un groupe mince, et H2 ≤ H1 deux sous-groupes de G
de´finissables sans parame`tres. Si H2∩acl(∅) est un sous-groupe propre de H1∩acl(∅),
alors, soit CB(H2) < CB(H1), soit dCB(H2) < dCB(H1).
De´monstration. Si b est un e´le´ment de acl(∅) dans H1 \ H2, la re´union ﬁnie b.H2
des conjugue´s de b.H2 sous l’action de Aut(∅) forme un ensemble de´ﬁnissable sans
parame`tres, de rang de Cantor maximal dans H1, et disjoint de H2.
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Lemme 1.32. Soit G un groupe mince, et H2 ≤ H1 deux sous-groupes de G
de´finissables sans parame`tres ayant meˆme rang de Cantor. Alors, H2 ∩ acl(∅) est
d’indice fini dans H1 ∩ acl(∅).
De´monstration. Si b est un e´le´ment de acl(∅) dans H1 \H2, la re´union ﬁnie b.H2 des
conjugue´s de b.H2 sous l’action du groupe d’automorphismes de la structure forme
un ensemble de´ﬁnissable sans parame`tres, de rang de Cantor maximal dans H1. Il
n’y a donc qu’un nombre ﬁni de possibilite´s pour b.H2, et donc pour b.H2.
The´ore`me 1.33. Dans un groupe mince, la trace sur une cloˆture alge´brique fi-
niment engendre´e d’une suite de´croissante de sous-groupes acl(∅)-de´finissables est
stationnaire.
De´monstration. Soit G1 ≥ G2 ≥ . . . une chaˆıne de´croissante de sous-groupes acl(∅)-
de´ﬁnissables. Quitte a` re´indexer, on peut supposer que le rang de Cantor local est
constant d’apre`s le lemme 1.23, si bien queGi∩acl(∅) est d’indice ﬁni dansG1∩acl(∅)
pour tout i d’apre`s le lemme 1.32. Quitte a` rajouter un nombre ﬁni de parame`tres
alge´briques au langage, on peut toujours supposer que G1 est ∅-de´ﬁnissable. Soit
G˚i ∩ acl(∅) l’intersection des conjugue´s de Gi ∩ acl(∅) sous l’action du groupe d’au-
tomorphismes de la structure. L’intersection des G˚i ∩ acl(∅) est l’intersection d’un
nombre ﬁni d’entre eux d’apre`s le lemme 1.31 : c’est un sous-groupe de G0 ∩ acl(∅)
d’indice ﬁni, lequel sous-groupe est contenu dans chacun des Gi. La chaˆıne des in-
dices [G0 ∩ acl(∅) : Gi ∩ acl(∅)] est donc borne´e, et la suite stationne.
Remarque 1.34. Nous appellerons ce the´ore`me condition de chaˆıne mince. Le
the´ore`me est trivial si l’on remplace la cloˆture alge´brique par la cloˆture de´ﬁnissable.
Il s’agit d’une condition locale, re´duite a` ne´ant dans le cas ℵ0-cate´gorique. Un groupe
globalement mince satisfait de manie`re e´vidente la condition de chaˆıne descendante
sur les sous-groupes de´ﬁnissables.
Remarque 1.35. Pour deux relations d’e´quivalence E,F sur un ensemble X, on dira
que F est plus fine que E, ou que E est plus grossie`re que F si toute classe de
F est incluse dans une classe de E. Une famille (Ei)i∈I de relations d’e´quivalence
est de´croissante si Ej est plus ﬁne que Ei pour tout j ≥ i. Avec la meˆme preuve
qu’au pre´ce´dent the´ore`me, on montre que si (Ei)i∈I est une famille de´croissante de
relations d’e´quivalence acl(∅)-de´ﬁnissables dans une structure mince, de telle sorte
que pour tout i, deux classes de Ei soient en bijection de´ﬁnissable, il n’y a pas de
chaˆıne strictement descendante inﬁnie du type
E0|acl(∅) > E1|acl(∅) > E2|acl(∅) > ...
En particulier, la trace de
∧
i∈I Ei sur acl(∅) est la trace d’une intersection ﬁnie de
relations Ei.
Corollaire 1.36. Soit G un groupe mince, et (Gi)i∈I une famille de sous-groupes
de G acl(∅)-de´finissables. Il existe un ensemble fini J ⊂ I tel que
⋂
i∈I




De´finition 1.37. Soit M une structure et P une proprie´te´. On dira que M est
localement P si toute cloˆture alge´brique ﬁniment engendre´e par un uple ﬁni extrait
de M est P .
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Proposition 1.38. Si f est un homomorphisme de´finissable du groupe menu G
dans lui-meˆme, la chaˆıne des images ite´re´es de f stationne.
Remarque 1.39. C’est un cas particulier du the´ore`me 1 de [69].
De´monstration. Supposons au contraire que la chaˆıne (Imfn)n≥1 de´croisse stricte-




































Soit Φ(x) le type partiel de´ﬁni par {x /∈ f−nImfn+1, n ≥ 1}. La suite
(f−nImfn+1)n≥1 est croissante, et chaque ensemble G \ f
−nImfn+1 est non vide,
donc Φ est ﬁniment consistant, et consistant par compacite´. Soit b une re´alisation
de Φ dans un mode`le sature´. L’arbre binaire A(b) a 2ω branches consistantes, donc
S1(b) est de cardinal 2
ω, une contradiction.
Corollaire 1.40. Soit G un groupe menu et f un homomorphisme de´finissable du
groupe G dans lui-meˆme. Il existe un entier n tel que l’on ait G = Kerfn · Imfn.
De´monstration. Soit n comme dans la proposition pre´ce´dente. Appelons F l’homo-
morphisme fn. Les applications F et F 2 ont meˆme image, et pour tout g de G il
existe un h tel que F (g) soit e´gal a` F 2(h). Alors F (gF (h)−1) est e´gal a` un, et g
appartient a` KerF · ImF .
Remarque 1.41. C’est faux dans un groupe mince G : conside´rer la somme sur n








Notations. Sauf mention explicite du contraire, les corps conside´re´s ne sont pas
suppose´s commutatifs. Pour deux parties A et B d’un groupe G, on e´crira CB(A) ou
simplement C(A) pour de´signer le centralisateur de A dans B, c’est-a`-dire l’ensemble
des e´le´ments de B commutant avec A, et Z(G) sera le centre de G, i.e. l’ensemble
CG(G). On notera K
× le groupe multiplicatif d’un corps K, K+ son groupe additif.
Pour deux e´le´ments x et a d’un groupe G, on notera xa le conjugue´ de x par a,
c’est-a`-dire l’e´le´ment a−1xa.
Nous aurons besoin de quelques re´sultats alge´briques concernant les corps :
Lemme 2.1. Soient L ≤ K deux corps et f un endomorphisme du L-espace vectoriel
a` gauche K dont le noyau est de dimension n. Alors, le noyau de fm est de dimension
au plus mn.
De´monstration. Soit e1, . . . , ep une L-base de Kerf ∩ Imf que l’on comple`te en
une base du noyau de f . Soient d1, . . . , dp des ante´ce´dents de e1, . . . , ep. La famille
d1, . . . , dp, e1, . . . , en engendre le noyau de f
2 etc.
Fait 2.2. (Herstein [23, lemme 3.1.1]) Dans un corps gauche de caracte´ristique po-
sitive, pour tout e´le´ment a hors du centre, il existe un e´le´ment x et un entier i tel
que x−1ax = ai 6= a.
Fait 2.3. (Cohn [15, corollaire 2 p.49]) Soit un corps D de centre Z et A une
Z-sous-alge`bre de D. On a l’e´galite´ [D : CD(A)]g = [A : Z]
Remarque 2.4. Si K est un sous-corps commutatif d’un corps D tel que l’extension
K/D soit de degre´ ﬁni a` gauche. Alors [K : Z] ≤ [D : K]g d’apre`s le fait 2.3, donc
D est de dimension ﬁnie sur son centre, majore´e par [D : K]2g.
2.1 Corps commutatifs
Nous dirons qu’un groupe est connexe s’il n’a pas de sous-groupe de´ﬁnissable propre
d’indice ﬁni. Voici un alle`gement d’un the´ore`me de [71] :
The´ore`me 2.5. Un corps menu, meˆme gauche, est multiplicativement et additive-
ment connexe.
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De´monstration. Un corps inﬁni posse`de des e´le´ments d’ordre aussi grand que l’on
veut. Quitte a` en prendre une extension ω-sature´e, on peut supposer qu’il posse`de
des e´le´ments d’ordre inﬁni. En particulier, il n’est pas localement ﬁni. Soit K ce
corps. Pour le cas additif, nous conside´rons H un sous-groupe additif d’indice ﬁni
dans K, qui soit k-de´ﬁnissable, ou` k est un sous-corps inﬁni ﬁniment engendre´ de
K. L’intersection des λH ∩ k, ou` λ parcourt k, est celle d’un nombre ﬁni d’entre
eux : c’est un ide´al a` gauche d’indice ﬁni dans k, qui est e´gal a` k. En conclusion,
k est inclus dans H. Ceci est valable pour tout corps k ﬁniment engendre´ inﬁni, si
bien que H est e´gal a` K.
Pour le cas multiplicatif, supposons que K× ait un sous-groupe multiplicatif M
de´ﬁnissable d’indice n. Soit k un sous-corps inﬁni ﬁniment engendre´ tel que chaque
classe moduloM soit k-de´ﬁnissable.M e´tant de rang maximal, d’apre`s la proposition
1.30, son presque stabilisateur additif dans k est d’indice ﬁni dans k+, et il en va de
meˆme pour chacune des classes de M , si bien que le presque stabilisateur de toutes
ces classes est un ide´al a` gauche d’indice ﬁni dans k+, qui est donc e´gal a` k tout
entier. Nous ﬁnissons ensuite comme B. Poizat dans [59] : nous venons de montrer
que 1+a.M ≃ a.M pour toute classe a.M de M , ou` ≃ de´signe l’e´galite´ a` petit rang
de Cantor sur k pre`s. Pour toute classe a.M , et tout x dans a.M sauf un ensemble
de petit rang, 1 + x appartient a` aM , donc x−1 + 1 ∈ M , et le comple´mentaire de
M est de petit rang de Cantor : M est exactement K×.
Remarque 2.6. C’est aussi valable pour un corps mince : il suﬃt pour s’en convaincre
de traiter le cas ou` K est un corps localement ﬁni. Il est alors commutatif et e´gal a`
acl(∅) et satisfait a` la condition de chaˆıne sur les sous-groupes de´ﬁnissables d’apre`s
le the´ore`me 1.33. Il a donc un plus petit sous-groupe additif de´ﬁnissable d’indice
ﬁni, qui est un ide´al, et ne peut eˆtre que K tout entier. Pour le cas multiplicatif,
nous ne sommes pas en mesure de donner un argument plus e´le´mentaire que celui
de Duret repris par Wagner dans [71].
Remarque 2.7. L’application puissance p est a` ﬁbres ﬁnies, donc un corps commutatif
mince inﬁni est parfait d’apre`s le lemme 1.20.
Fait 2.8. (Artin-Schreier, Kummer) [39, the´ore`mes 6.2 et 6.4] Soit K un corps
commutatif de caracte´ristique p et L une extension cyclique de K de degre´ n.
(i) Si p ne divise pas n, et si K contient n racines de l’unite´ deux a` deux distinctes,
L/K est une extension dite radicale, ou de Kummer, engendre´e par K et une
racine nie`me d’un e´le´ment de K.
(ii) Si la caracte´ristique p est e´gale a` n, L/K est une extension dite pseudo-radicale,
ou d’Artin-Schreier, engendre´e par K et une racine d’une e´quation a = xp − x,
ou` a est dans K.
Corollaire 2.9. (Wagner [71]) Un corps commutatif menu infini est alge´briquement
clos.
De´monstration. Pour tout entier n, l’application puissance n est a` ﬁbres borne´es :
son image est un sous-groupe d’indice ﬁni. Il en va de meˆme pour l’application qui
a` x associe xp − x. Un corps mince n’a donc pas d’extension radicale ni pseudo-
radicale. Nous ﬁnissons comme Macintyre dans [41] : montrons d’abord que le corps
K contient toutes les racines de l’unite´. Soit a une racine e´nie`me qui ne soit pas
dans le corps, et d’ordre minimal. L’extension K(a) est de degre´ m strictement plus
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petit que n. Par minimalite´ de n, le corps K contient toutes les racines mie`mes
de l’unite´, donc si m est premier a` la caracte´ristique de K, K(a) est de la forme
K(b) avec bm ∈ K d’apre`s le fait 2.8. Puisque K× est divisible et que K contient
toutes les racines mie`mes de l’unite´, b est dans K, une contradiction. Si K est de
caracte´ristique p, alors p divise m. Donc K(a) contient une extension de degre´ p de
K qui est pseudo-radicale d’apre`s le fait 2.8, une contradiction.
Si le corps n’est pas alge´briquement clos, il a une extension normale alge´brique L de
degre´ n qui est se´parable puisque le corps est parfait d’apre`s la remarque 2.7 ; son
groupe de Galois contient un sous-groupe cyclique d’ordre q premier dont on note
K le corps des invariants. Si q n’est pas la caracte´ristique, comme K contient les
racines qie`mes de l’unite´, L/K est une extension radicale ; si q est la caracte´ristique,
L/K est pseudo-radicale ; dans les deux cas, on a une contradiction.
Rappelons qu’un corps mince n’a pas d’extension pseudo-radicale d’apre`s [71, pro-
position 9] ou bien la remarque 2.6, et qu’il est divisible d’apre`s [71, proposition 9].
La premie`re partie de la de´monstration pre´ce´dente est donc toujours valable :
Corollaire 2.10. Un corps commutatif mince infini contient toutes les racines de
l’unite´. Il n’a donc pas d’extension re´soluble par radicaux.
De´monstration. Rappelons qu’une extension L d’un corps K est re´soluble s’il existe
une chaˆıne de corps L = L0 ⊂ L1 ⊂ · · · ⊂ Ln = K telle que chaque extension
Li+1/Li soit engendre´e par Li et une racine, ou une pseudo racine d’un e´le´ment
de Li.
Une extension alge´brique d’un corps mince n’a a priori aucune raison d’eˆtre mince.
Nous ne pouvons donc pas appliquer l’argument de Macintyre et en de´duire qu’un
corps mince est ﬁni ou alge´briquement clos. Toutefois, en s’appuyant sur la structure
additive du corps, on peut montrer qu’aucune extension alge´brique d’un corps mince
n’a d’extension pseudo-radicale.
De´finition 2.11. On appelle structure abe´lienne tout groupe abe´lien muni de
pre´dicats interpre´tant des sous-groupes de ses puissances carte´siennes ﬁnies.
Dans une structure stable, on appelle chaˆıne dense de de´viations toute chaˆıne de
types pq indice´e par Q telle que pour tous rationnels q < r, le type pr soit une
extension de´viante de pq. Les structures n’ayant pas de chaˆıne dense de de´viations
sont munies d’une dimension et, pour chaque dimension α, d’un α-rang de Lascar
Uα qui range les types [24]. Ces α-rangs satisfont aux ine´galite´s de Lascar [24, P
proposition 11]. A un groupe stable (inﬁniment) de´ﬁnissable, on peut associer le
Uα-rang et la dimension d’un de ses types ge´ne´riques. Dans une structure stable, on




The´ore`me 2.12. Une structure abe´lienne d’univers mince n’a pas de chaˆıne dense
de de´viations.
Remarque 2.13. On sait qu’une structure menue et monobase´e n’a pas de chaˆıne
dense de de´viations [50, lemme 2.1]. Rappelons qu’une structure abe´lienne est stable,
et monobase´e. La diﬃculte´ du the´ore`me 2.12 par rapport a` [50, lemme 2.1] provient
du fait que l’hypothe`se de minceur n’impose pas aux n-types d’eˆtre de´nombrables
si n ≥ 2, chose ne´cessaire pour reproduire la preuve de [50, lemme 2.1].
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De´monstration. D’apre`s [24, lemme 7], il suﬃt de montrer que pour tout uplet b
et tout ensemble B, il existe un ordinal α tel que Uα(b/B) soit ordinal. Si l’on sait
qu’il existe un ordinal α tel que Uα(bi/B) soit ﬁni pour tout bi dans b et tout B,
alors Uα(b/B) est ﬁni d’apre`s les Uα-ine´galite´s de Lascar [24, proposition 11]. En
proce´dant par re´currence sur l’arite´ de b, il suﬃt donc de conside´rer les 1-types.
Supposons au contraire qu’il y ait une chaˆıne dense de de´viations d’arite´ un.
(1) Il y a une chaˆıne dense de sous-groupes infiniment acl(∅)-de´finissables deux a`
deux non commensurables : soit tp(b/Ai) une chaˆıne dense de de´viations, c’est-a`-
dire que Ai est contenu dans Aj pour tout i < j, et b 6 |⌣Ai
Aj si i < j. D’apre`s
[29], chaque formule apparaissant dans tp(b/Ai) est une combinaison boole´enne de
groupes acl(∅)-de´ﬁnissables. Il existe donc un plus petit groupe inﬁniment acl(∅)-
de´ﬁnissable Hi tel que bHi contienne le type tp(b/Ai), lequel type est ne´cessairement
ge´ne´rique dans bHi. De plus, bHi est inﬁniment Ai-de´ﬁnissable. Puisque b 6 |⌣Ai
Aj
pour tout i < j, l’indice [bHj : bHi] est inﬁni, de meˆme que celui [Hj : Hi].
(2) Construisons 2ℵ0 types purs : chaqueHi est l’intersection de groupes de´ﬁnissables
Hij. Soit Hij la re´union des conjugue´s de Hij sous l’action du groupe des automor-
phismes ﬁxant le vide. Appelons ”Hi l’intersection des Hij. Pour tout re´el r, appelons




”Hi} ∧ {¬ψ : R∗ϕ(ψ) < R∗ϕ(⋂
i≥r
”Hi), ϕ, ψ formules}
Remarquer que pour un groupe stable inﬁniment de´ﬁnissable qui est l’intersection
de groupes de´ﬁnissables de´croissants (Gi)i≥1 disons, pour toute formule ϕ, il existe






ϕ(Gj) pour tout j > iϕ. Il existe donc deux













Puisque les ϕ-rangs stratiﬁe´s sont pre´serve´s par automorphisme de la structure am-







Tout couple d’e´le´ments de la chaˆıne (”Hi)i∈Q a au moins un R∗ϕ-rang qui les distingue.
Il en re´sulte que les types (pr)r∈R sont deux a` deux inconsistants.
Proposition 2.14. Soit G un groupe stable sans chaˆıne dense de de´viations, et f
un homomorphisme A-de´finissable du groupe G dans lui-meˆme. Si le noyau de f est
fini, son image est d’indice fini dans G.
De´monstration. Montrons le re´sultat par induction sur la dimension de G. Soit α
la dimension de G, et Gα l’intersection de tous les groupes A-de´ﬁnissables ayant le
meˆme Uα-rang que G. Le groupe Gα est normal dans G, inﬁniment de´ﬁnissable et de
meˆme rang que G. Remarquons que si H est un sous-groupe A-de´ﬁnissable propre
de Gα, alors Uα(H) < Uα(Gα). De plus, f(Gα) et Gα ont meˆme Uα-rang, donc
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f(Gα) contient Gα. De meˆme, f
−1(Gα) et Gα ont meˆme Uα-rang, donc f
−1(Gα)
contient Gα et Gα contient f(Gα). Les groupes Gα et f(Gα) sont donc e´gaux, et
l’homomorphisme f induit un homomorphisme fˆ de G/Gα, dont les ﬁbres sont
encore ﬁnies puisque borne´es par celles de f ; de plus, dim(G/Gα) < α d’apre`s les
Uα-ine´galite´s de Lascar. L’image de fˆ est ge´ne´rique par hypothe`se d’induction, et
celle de f l’est aussi.
On en de´duit le the´ore`me suivant sur les corps commutatifs minces. Rappelons
a` ce sujet qu’un corps commutatif minimal de caracte´ristique positive est ﬁni ou
alge´briquement clos [72], de meˆme qu’un corps commutatif d-minimal [59]. On
ne sait toujours pas si un corps commutatif minimal de caracte´ristique nulle est
alge´briquement clos.
The´ore`me 2.15. Aucune extension alge´brique d’un corps commutatif mince infini
n’a d’extension pseudo-radicale.
De´monstration. Soit K un corps mince inﬁni de caracte´ristique positive p, L une
extension alge´brique de K, et f l’application de L dans L qui a` x associe xp − x.
On conside`re la structure additive de L, munie de f : c’est une structure abe´lienne
mince. Elle n’a pas de chaˆıne dense de de´viations d’apre`s le the´ore`me 2.12. Les ﬁbres
de f sont ﬁnies donc f(L) est d’indice additif ﬁni dans K. Mais K est additivement
connexe d’apre`s la remarque 2.6, donc Kn l’est aussi, et f est surjective.
Corollaire 2.16. Le degre´ d’une extension alge´brique d’un corps commutatif mince
infini de caracte´ristique positive p n’est pas divisible par p.
De´monstration. Soit K ce corps mince ; il est parfait d’apre`s la remarque 2.7. S’il
a une extension alge´brique de degre´ divisible par p, il a une extension normale
se´parable de degre´ divisible par p. Son groupe de Galois a un sous-groupe d’ordre p
dont on noteK1 le corps des invariants. L/K1 est donc une extension pseudo-radicale
d’apre`s le fait 2.8, une contradiction.
Corollaire 2.17. Un corps commutatif mince de caracte´ristique deux est fini ou
alge´briquement clos.
De´monstration. S’il n’est pas alge´briquement clos, il a une extension alge´brique
normale se´parable. D’apre`s le corollaire 2.10, cette extension n’est pas re´soluble par
radicaux. Son groupe de Galois n’est donc pas re´soluble d’apre`s [39, the´ore`me 7.2],
ni d’ordre pair d’apre`s le corollaire 2.16, ce qui contredit Feit-Thomson.
Proposition 2.18. Soit K un corps commutatif menu infini dont F soit un sous-
corps de´finissable, et f un endomorphisme F -line´aire non trivial de K, de´finissable,
dont le noyau soit de dimension finie. Alors f est surjectif.
De´monstration. Supposons au contraire qu’il existe un t hors de l’image de f . On a
K = Kerfm + Imfm. Soit H l’image de fm et L son noyau. L est de F -dimension
ﬁnie d’apre`s le lemme 2.1. Quitte a` remplacer L par un supple´mentaire de´ﬁnissable
de H, on peut supposer L et H disjoints. Si F est ﬁni, alors L l’est aussi, et H est
e´gal a` K. Supposons donc F inﬁni. Soit k une cloˆture alge´brique ﬁniment engendre´e
contenant t et la F -base de L. On a
k = L ∩ k ⊕H ∩ k
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ou` L∩k est un F ∩k-espace vectoriel de dimension ﬁnie. L’intersection I des λH∩k,
ou` λ parcourt k est celle d’un nombre ﬁni d’entre eux : c’est un ide´al de k qui ne
contient pas t. Il est donc re´duit a` ze´ro. Mais H ∩ k est de F ∩ k-codimension
ﬁnie, donc I e´galement : k est une extension alge´brique de k ∩ F . Mais k ∩ F est
alge´briquement clos puisque k et F le sont. Donc F contient k, et ce pour tout k :
F est K tout entier.
2.2 Corps gauches
On conside`re dans cette section un corps mince D inﬁni. Si K est un sous-corps
de D, on peut voir D comme un K-espace vectoriel a` gauche ou a` droite. On note
[D : K]g et [D : K]d les dimensions correspondantes. Cette convention n’est que
provisoire puisque :
Lemme 2.19. Si K est un sous-corps de´finissable de D, et si D est de dimension
finie sur K a` gauche ou a` droite, alors D est de dimension finie sur K a` gauche et
a` droite, et ces deux dimensions co¨ıncident. De plus, il existe une famille de D libre
et ge´ne´ratrice a` gauche et a` droite.
De´monstration. On peut supposer les corps inﬁnis. Soit f1, . . . , fn une famille de
vecteurs de D, libre a` gauche et a` droite avec n maximal. Soient Fd et Fg les combi-
naisons line´aires respectivement a` droite et a` gauche des fi a` coeﬃcients dans K. Si
Fd < D et Fg < D, alors Fd ∪ Fg < D, ce qui contredit le caracte`re maximal de n.
Supposons par exemple D e´gal a` Fd. Le morphisme de D





i=1 kifi est de´ﬁnissable, et injectif donc surjectif d’apre`s
le corollaire 1.27, donc Fg, Fd et D sont e´gaux.
Corollaire 2.20. Le centre d’un corps mince infini est infini.
De´monstration. C’est e´vident en caracte´ristique nulle. Supposons donc la ca-
racte´ristique positive. Remarquer qu’il existe un e´le´ment b d’ordre inﬁni, et que
Z(C(b)) contient toutes les racines de l’unite´ d’apre`s le corollaire 2.10. Soit a une
racine primitive de l’unite´ d’ordre premier q. Supposons que a ne soit pas dans le
centre. D’apre`s le fait 2.2, il existe un x tel que xax−1 soit e´gal a` ai et diﬀe´rent
de a. Si x est d’ordre ﬁni, le corps engendre´ par x et a est ﬁni donc commutatif,
une contradiction. L’ordre de x est donc inﬁni. En conjuguant q − 1 fois par x, on
obtient xq−1ax−q+1 = ai
q−1
. Comme iq−1 est congru a` 1 modulo q les e´le´ments xq−1
et a commutent. Mais Z(C(xq−1)) contient toutes les racines de l’unite´ ; il contient
x aussi d’apre`s le corollaire 2.10, donc a et x commutent, ce qui est absurde. Le
centre contient toutes les racines de l’unite´. Il est donc inﬁni.
Corollaire 2.21. Un e´le´ment et une de ses puissances ont meˆme centralisateur.
De´monstration. Soit un e´le´ment a d’un corps mince. On a bien suˆr C(a) ≤ C(an).
Re´ciproquement, le corps Z(C(an)) est inﬁni et contient toutes les racines de l’unite´
d’apre`s le corollaire 2.20 ; il n’a donc pas d’extension radicale, et contient a.
Remarque 2.22. En particulier, tout e´le´ment d’ordre ﬁni est dans le centre. De meˆme,
pour tout polynoˆme P non constant a` coeﬃcients dans le centre induisant un groupe
de Galois re´soluble, P (a) et a ont le meˆme centralisateur dans D. Si D est menu,
c’est vrai pour tout polynoˆme non constant a` coeﬃcients dans le centre.
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Corollaire 2.23. Un e´le´ment de D a une racine e´nie`me pour tout entier n.
De´monstration. Soit a dans D. S’il est d’ordre inﬁni, Z(C(a)) n’a pas d’extension
radicale, donc a a une racine e´nie`me. Si a est d’ordre ﬁni, il est dans le centre. On
conside`re alors le corps Z(C(a, x)), ou` x est d’ordre inﬁni.
Remarque 2.24. Soit a un uple ﬁni. acl(a) et dcl(a) ont meˆme centralisateur : si x
commute avec dcl(a), soit y dans acl(a) ; tous les e´le´ments yx
m
sont conjugue´s a` y
sous l’action du groupe d’automorphisme ﬁxant a. Il existe donc deux entiers n et m




soient e´gaux : y commute avec x en vertu du corollaire
pre´ce´dent. Ainsi,
Z(acl(a)) = Z(C(acl(a))) ∩ acl(a) = Z(C(dcl(a))) ∩ acl(a)
En particulier, puisque Z(C(dcl(a))) est divisible, deux racines e´nie`mes d’un b dans
Z(C(dcl(a))) commutent ; elles sont donc alge´briques sur b. Le centre d’une cloˆture
alge´brique ﬁniment engendre´e est donc divisible.
Lemme 2.25. Soit a dans D, et γ la conjugaison par a. Pour tout λ de D, le noyau
de γ − λ.id est un C(a)-espace vectoriel de dimension au plus un.
De´monstration. Soient x et y non nuls dans le noyau. On a les e´galite´s xa = λx et
ya = λy donc (y−1x)a = y−1x.
Proposition 2.26. Dans un corps mince de caracte´ristique positive, pour tout a,
et toute cloˆture alge´brique finiment engendre´e k contenant a, k est un Ck(a)-espace
vectoriel de dimension finie.
De´monstration. Conside´rons le morphisme f qui a` x associe xa − x. Soient K et H
le noyau et l’image de f . Remarquons que f n’est pas surjective, car si elle l’e´tait,
il y aurait un x tel que xa = x+ 1, d’ou` xa
p
= x+ p = x, une contradiction avec le
lemme 2.21. Conside´rons la restriction f˜ de f allant de D+/K dans D+/K. H est
un K-espace vectoriel. H ∩K est donc un ide´al de K, trivial puisqu’il ne contient
pas un. f˜ est injective, donc surjective, d’ou` D = H ⊕K. On a
k = H ∩ k ⊕K ∩ k
L’intersection I des λH ∩ k, ou` λ parcourt k est celle d’un nombre ﬁni n d’entre
eux : c’est un ide´al a` gauche de k¯, re´duit a` ze´ro. Mais H ∩ k est un K ∩ k-espace
vectoriel de codimension 1, donc I est de codimension au plus n.
The´ore`me 2.27. Un corps mince de caracte´ristique positive est localement de di-
mension finie sur son centre.
De´monstration. Soit k une cloˆture alge´brique ﬁniment engendre´e, et Di une chaˆıne
maximale de centralisateurs d’e´le´ments de k
k > D1 ∩ k > · · · > Dn ∩ k > Dn+1 ∩ k
ou` Dn∩k est non commutatif minimal. Cette chaˆıne existe bien d’apre`s le the´ore`me
1.33. Les extensions Di ∩ k/Di+1 ∩ k sont ﬁnies ; Dn+1 ∩ k est commutatif : la
dimension de k sur son centre et ﬁnie, borne´e par [k : Dn+1 ∩ k]
2 d’apre`s le fait 2.3
et la remarque 2.4.
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Corollaire 2.28. Un corps menu de caracte´ristique positive est commutatif.
De´monstration. acl(∅) est inﬁnie, ainsi que son centre d’apre`s le corollaire 2.20.
D’apre`s la remarque 2.24, et le corollaire 2.9, le centre de acl(∅) est relativement
alge´briquement clos dans acl(∅), et donc e´gal a` acl(∅) par le the´ore`me pre´ce´dent.
Ceci est valable pour toute cloˆture alge´brique ﬁniment engendre´e.
Corollaire 2.29. Un corps mince de caracte´ristique deux est commutatif.
De´monstration. De meˆme, d’apre`s le corollaire 2.17, toute cloˆture alge´brique ﬁni-
ment engendre´e est commutative.
Corollaire 2.30. La conjecture de Vaught est valide pour la the´orie des purs corps
de caracte´ristique positive.
De´monstration. Si la the´orie d’un pur corps inﬁni de caracte´ristique positive a
moins de 2ℵ0 mode`les, elle est menue : c’est la the´orie d’un corps commutatif
alge´briquement clos, qui n’a qu’un nombre de´nombrable de mode`les de´nombrables
comme il est remarque´ dans [71].
Proposition 2.31. Supposons le corps D menu. Soit a hors du centre, et γ la
conjugaison par a. Pour tout polynoˆme P a` coefficients dans Z(D), le morphisme
P (γ) est surjectif.
De´monstration. Appelons K le corps C(a). Comme Z(D) est alge´briquement clos,
P est scinde´ sur Z(D). Un produit de morphismes surjectifs e´tant surjectif, il suﬃt
de prouver le re´sultat pour P irre´ductible. Soit λ dans le centre, f le morphisme
γ − λ.id, et t qui ne soit pas dans l’image de f . L’application f est K-line´aire ; son
noyau est une droite ou un point. D’apre`s le corollaire 1.40, on aD = Kerfm+Imfm.
Posons H l’image de fm, et L son noyau. Remarquons que L est de K-dimension
ﬁnie. Quitte a` remplacer L par un supple´mentaire de´ﬁnissable deH, on peut toujours
supposer L et H disjoints. Soit k une cloˆture de´ﬁnissable inﬁnie ﬁniment engendre´e
contenant t, a, un e´le´ment b ne commutant pas avec a, et la K-base de L. On a
k = L ∩ k ⊕H ∩ k
L’intersection I des λH ∩ k, ou` λ parcourt k est celle d’un nombre ﬁni d’entre eux :
c’est un ide´al a` gauche de k qui ne contient pas t. Il est donc re´duit a` ze´ro. Mais
H ∩ k est de K ∩ k-codimension ﬁnie, donc I e´galement. D’apre`s le fait 2.3, on a
[k : K ∩ k] = [k : Ck(a)] = [Z(k)(a) : Z(k)] <∞
Mais Z(k) n’est rien d’autre que Z(CD(k))∩k. Comme Z(CD(k)) est alge´briquement
clos, a appartient a` Z(k), ce qui est absurde.
Corollaire 2.32. Dans un corps menu, la conjugaison par un e´le´ment engendre une
alge`bre centrale inte`gre.
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2.3 Corps aux diffe´rences finies
Ici, les corps sont commutatifs. Soit K un corps aux diffe´rences finies, c’est-a`-dire un
corps inﬁni muni d’un morphisme de´ﬁnissable de corps σ. Appelons F le sous-corps
de K constitue´ des e´le´ments ﬁxe´s par σ. On suppose K menu. F est soit ﬁni, soit
alge´briquement clos. Le noyau de σ e´tant un ide´al de K, si σ n’est pas nul, il est
injectif, donc surjectif.
Lemme 2.33. Pour tout polynoˆme P de degre´ n a` coefficients dans K, le noyau de
P (σ) est un F -espace vectoriel de dimension au plus n.






et soit C(x0, x1, . . . , xn) leur de´terminant de Casorati, de´ﬁni par
C(x0, x1, . . . , xn) =
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Le de´terminant de Casorati est nul donc les solutions x0, x1, . . . , xn sont lie´es dans
F d’apre`s le lemme II p. 271 de [16].
Lemme 2.34. Si le fixateur de σ est infini, σ et σn ont meˆme fixateur pour tout
entier n.
De´monstration. F est alge´briquement clos. Si σn ﬁxe x, σ ﬁxe les fonctions
syme´triques des racines x, σ(x), . . . , σn−1(x). Il ﬁxe donc les racines.
The´ore`me 2.35. Dans un corps menu de caracte´ristique positive, le seul morphisme
de´finissable de corps de fixateur infini est l’identite´.
De´monstration. Sinon, σ− Id est surjectif d’apre`s la proposition 2.18 et il y a un x
ve´riﬁant σ(x) = x+ 1 donc σp(x) = x+ p = x, ce qui contredit le lemme 2.34.
Corollaire 2.36. La conjecture de Vaught est valide pour la the´orie d’un corps de
caracte´ristique positive dans le langage {+, ·, 0, 1, σi : i < ω}, ou` les σi sont des
morphismes de corps dont le fixateur est infini.
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2.4 Corps diffe´rentiels
Soit K un corps diffe´rentiel , c’est-a`-dire un corps commutatif inﬁni muni d’une
application K-line´aire D satisfaisant la formule de Leibniz
D(xy) = D(x).y + x.D(y)
On suppose la the´orie de K menue, donc K est alge´briquement clos. Remarquons
que si K est de caracte´ristique positive p, tout e´le´ment x a une racine pie`me que l’on
note y etD(x) = D(yp) = pyp−1D(y) = 0 : la de´rivationD est triviale. On supposera
donc que la caracte´ristique de K est ze´ro, et on note C son corps de constantes, qui
est alge´briquement clos.
Lemme 2.37. Pour tout polynoˆme P de degre´ n a` coefficients dans K, le noyau de
P (D) est un C-espace vectoriel de dimension au plus n.
De´monstration. Soient x0, x1, . . . , xn des solutions de l’e´quation P (D) = 0. Leur
wronskien est nul donc les solutions x0, x1, . . . , xn sont lie´es dans C d’apre`s le lemme
7 de [55].
Corollaire 2.38. Pour tout polynoˆme P a` coefficients dans K, le morphisme P (D)
est surjectif.
De´monstration. D’apre`s le lemme pre´ce´dent, et la proposition 2.18.
Question 2.39. Un corps diﬀe´rentiel ω-stable n’est pas toujours diﬀe´rentiellement
clos [28]. Toutefois, il n’a pas d’extension de Liouville ni meˆme de Kolchin [44].
D’apre`s la dernie`re proposition, un corps menu est clos par adjonction d’inte´grales.




Notations. On appelle anneau un groupe abe´lien A muni d’une deuxie`me loi associa-
tive et distributive sur la premie`re. Un e´le´ment a est nilpotent d’ordre n si an est nul.
L’anneau est nil si ses e´le´ments sont nilpotents. Il est nilpotent de classe n si l’en-
semble An des produits de n e´le´ments est nul. On note AnnA(B) et Ann
A(B) les an-
nulateurs a` gauche et a` droite d’une partie B. Remarquer que AnnAAnn
AAnnA(B)
est e´gal a` AnnA(B).
Commenc¸ons par les anneaux minces de ”dimension un”. Rappelons :
Fait 3.1. (Poizat [59]) Un groupe d-minimal a un plus petit sous-groupe d’indice
fini, qui est abe´lien.
D’autre part, un corps d-minimal de caracte´ristique p est alge´briquement clos [59].
Proposition 3.2. Un anneau infini sans sous-groupe de´finissable propre infini est
un anneau trivial, ou un corps.
De´monstration. Soit A un anneau non-trivial sans sous-groupe de´ﬁnissable propre
inﬁni. Un morphisme de´ﬁnissable du groupe A est surjectif ou nul d’apre`s le corollaire
1.27. Il existe un a tel que aA soit e´gal a` A. Il y a donc un e tel que ae soit e´gal a` a :
eA est A tout entier. S’il existe un x tel que ex− x = a, alors a2 est nul et A aussi :
ex−x est nul pour tout x, et e est une unite´ a` gauche. Par syme´trie, l’anneau a une
unite´ a` droite ; par unicite´ c’est e. Si aA est nul, a est nul. La multiplication par un
e´le´ment non nul est donc surjective : A est un corps.
Corollaire 3.3. Un anneau d-minimal a un ide´al d’indice fini qui est un corps
commutatif ou un anneau trivial.
De´monstration. L’anneau a un plus petit sous-groupe de´ﬁnissable I d’indice ﬁni,
qui est un ide´al, sans sous-groupe de´ﬁnissable propre inﬁni. Si la multiplication n’est
pas triviale, I est donc un corps, d-minimal ; en particulier I n’a pas de sous-corps
de´ﬁnissable propre inﬁni. I a un plus petit sous-groupe multiplicatif G d’indice ﬁni,
qui est abe´lien d’apre`s le fait 3.1. Le centralisateur CI(G) est donc un corps inﬁni,
e´gal a` I : le centre de I est inﬁni, e´gal a` I.
3.1 Ge´ne´ralite´s sur les anneaux minces
Lemme 3.4. Soit A un anneau mince.
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1) Si un e´le´ment ne divise pas ze´ro a` gauche, A a une unite´ a` gauche.
2) Si l’anneau est unife`re, un e´le´ment est inversible a` droite si et seulement s’il
est inversible a` gauche, et l’inverse a` gauche et a` droite ne fait qu’un.
3) Un e´le´ment divise ze´ro a` gauche si et seulement s’il n’est pas inversible a`
gauche.
De´monstration. 1) Soit a cet e´le´ment. La multiplication a` gauche par a est injective,
donc surjective, et il existe un e ve´riﬁant ae = a. Pour tout b, a(eb− b) est nul donc
eb = b, et e est une unite´ a` gauche. 2) Si ab = e, alors la multiplication a` droite par
a est injective, donc surjective ; il existe un c tel que ca = e. Alors ce = cab = eb.
3) Si a ne divise pas ze´ro a` gauche, A est une unite´ a` gauche, et la multiplication a`
gauche par a est surjective puisqu’elle est injective : l’ante´ce´dent du neutre a` gauche
est l’inverse a` droite de a.
Corollaire 3.5. Un anneau mince inte`gre est un corps.
Proposition 3.6. Dans un anneau mince, il n’y a pas de chaˆıne infinie strictement
croissante d’annulateurs a` gauche Ann(k1) ≤ Ann(k2) ≤ · · · ≤ Ann(ki) ≤ · · · , ou`
les ki sont dans une cloˆture de´finissable k finiment engendre´e.
De´monstration. La suite AnnAAnnA(k1) ≥ · · · ≥ Ann
AAnnA(ki) est de´croissante.
Prenons un entier n tel que les rang et degre´ de Cantor sur k de AnnAAnnA(kn)
soient minimaux. Puisque kn + Ann
AAnnA(kn+1) est inclus dans Ann
AAnnA(kn),
l’anneau kn est dans Ann
AAnnA(kn+1), et AnnA(kn+1) ≤ AnnA(kn).
Remarque 3.7. La chaˆıne AnnA(a) ≤ AnnA(a
2) ≤ · · · ≤ AnnA(a
i) ≤ · · · stationne
quel que soit a. Si l’anneau est menu, la compacite´ borne uniforme´ment la longueur
de cette chaˆıne. En particulier l’ensemble des e´le´ments nilpotents d’un anneau menu
est de´ﬁnissable.
Proposition 3.8. Dans un anneau mince, il n’y a pas de chaˆıne infinie strictement
croissante d’annulateurs Annk(k1) ≤ Annk(k2) ≤ · · · ≤ Annk(ki) ≤ · · · , ou` les ki
sont dans une cloˆture alge´brique k finiment engendre´e.
De´monstration. Pour tout ensemble X, AnnX est inﬁniment de´ﬁnissable a` pa-
rame`tres dans X. Donc AnnkAnnk(ki) est inﬁniment k-de´ﬁnissable. La chaˆıne
AnnkAnnk(ki) de´croˆıt, donc il existe un entier n tel que Ann
kAnnk(kn) soit e´gal a`
AnnkAnnk(kn+1) d’apre`s la condition de chaˆıne mince 1.33.
Remarque 3.9. Les propositions 3.6 et 3.8 sont incomparables puisque la premie`re
est globale, a` parame`tres dans une cloˆture de´ﬁnissable, tandis que la deuxie`me n’est
que locale, mais a` parame`tres dans une cloˆture alge´brique. Elles sont aussi valables
pour des chaˆınes d’annulateurs a` droite.
Corollaire 3.10. Dans un anneau mince A, pour tout a, il existe un entier n tel
que
A = an.A⊕ AnnA(a
n)
De´monstration. Les suites ai.A et AnnA(a
i) stationnent.
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3.2 Le radical de Jacobson
Tout groupe abe´lien peut eˆtre vu comme un anneau dont la multiplication est nulle.
Partant d’un anneau, il est donc souhaitable d’en isoler la partie ”triviale”. On
introduit a` cet eﬀet le radical de Jacobson. Il existe d’autres notions de radical : voir
les pages 1 a` 6 de [34] pour une introduction au radical de Baer, [74] pour un survol
des diﬀe´rentes notions ; celle introduite par Jacobson semble eˆtre la plus propice
a` e´tablir la structure sur des anneaux de radical nul. Qui plus est, la plupart des
radicaux sont de´ﬁnissables dans la logique du second ordre. Le radical de Jacobson
est lui de´ﬁnissable au premier ordre. Un anneau est artinien a` droite si toute chaˆıne
de´croissante d’ide´aux a` droite stationne.
Fait 3.11. (Wedderburn-Artin [23, the´ore`me 2.1.7]) Un anneau artinien a` droite
de radical de Jacobson nul est isomorphe a` un produit carte´sien fini d’anneaux de
matrices carre´es a` coefficients dans des corps.
Un e´le´ment a est quasi-re´gulier a` droite s’il existe un b tel que a + b + ab soit nul.
On note J(A) ce radical, que pour nos besoins, nous de´ﬁnirons ainsi :
Fait 3.12. (Jacobson [23, the´ore`me 1.2.3]) Le radical de Jacobson d’un anneau est
l’unique ide´al a` droite maximal dont tous les e´le´ments sont quasi-re´guliers a` droite.
J(A) est donc de´ﬁni par la formule ∀y∃z(xy + z + xyz = 0).
Remarque 3.13. Si a appartient a` a.J(A), disons a = ab avec b dans le radical, −b
est aussi dans le radical, et il existe un c tel que c − b − bc soit nul. On a alors
ac = abc = a(c− b), ce qui implique que a est nul.
G. Cherlin a montre´ que le radical d’un anneau ℵ0-cate´gorique, commutatif ou non,
est nilpotent [11, 12], ainsi que celui d’un anneau stable [14].
Proposition 3.14. Dans un anneau mince, toute cloˆture alge´brique finiment en-
gendre´e du radical est nilpotente.
De´monstration. Appelons k cette cloˆture. La chaˆıne des Annk(k
i) stationne a` partir
d’un rang n. Parmi les a dans k \ Ann(kn), choisissons-en un tel que aJ ∩ k soit
minimal. Ni akn, ni akn+1 ne sont nuls ; il existe donc un b dans k tel que abkn ne soit
pas nul. D’apre`s la remarque 3.13, ab est hors de abJ . On a donc abJ ∩ k < aJ ∩ k,
une contradiction.
Remarque 3.15. Le groupe additif du radical J d’un anneau menu est menu. D’apre`s
[69, voir le fait 4.1], il se de´compose en une somme directe de deux sous-groupes J0
et Jm, ou` J0 est additivement divisible et Jm d’exposant additif m. En fait, J0
et Jm sont des ide´aux. D’apre`s le the´ore`me de Nagata-Higman, puisque J est nil
d’exposant borne´ n, J0 est nilpotent, et Jm l’est aussi pour peu que m soit un entier
premier supe´rieur a` n.
Fait 3.16. (Nagata-Higman [30, appendice C]) Une alge`bre nile d’exposant n et de
caracte´ristique ze´ro ou un entier premier supe´rieur a` n est nilpotente de classe au
plus 2n − 1.
Question 3.17. Le radical d’un anneau menu est-il nilpotent ?
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3.3 Anneaux commutatifs sans radical
Soit A un anneau commutatif mince de radical nul. En particulier, puisqu’un e´le´ment
nilpotent est quasi-re´gulier, A n’a pas d’e´le´ments nilpotents a` part ze´ro. On appelle
idempotent tout e´le´ment qui est son propre carre´.
Lemme 3.18. Si A n’est pas nul, il contient au moins un idempotent non nul. S’il
n’en a qu’un seul, disons e, chaque e´le´ment non nul est inversible dans eA.
De´monstration. On sait que A s’e´crit anA ⊕ Ann(an). Il existe donc un c dans
Ann(an) et un b tels que an = a3nb+ c. Alors, a2n = a4nb, et a2nb est un idempotent,
non nul puisque a2n est non nul.
Remarque 3.19. De la meˆme manie`re, tout e´le´ment d’une cloˆture alge´brique qui n’a
qu’un seul idempotent est soit nilpotent, soit inversible.
Remarque 3.20. Pour tout idempotent e d’un sous-anneau k de A, la trace sur k de
eA est ek.
Proposition 3.21. Pour toute cloˆture alge´brique finiment engendre´e k, il existe n
idempotents e1, . . . , en deux a` deux orthogonaux tels que chaque eik soit un corps, et
k = e1k ⊕ · · · ⊕ enk
De´monstration. Si e1, e2, . . . est une suite inﬁnie d’idempotents deux a` deux ortho-
gonaux, la chaˆıne (Annk(e1 + · · · + en))n≥1 de´croˆıt strictement, ce qui contredit la
condition de chaˆıne mince 1.33. Il n’y a donc que n idempotents e1, . . . , en deux a`
deux orthogonaux et
A = (e1 + e2 + · · ·+ en)A⊕ Ann(e1 + · · ·+ en)
A = e1A⊕ e2A⊕ · · · ⊕ enA⊕ Ann(e1 + · · ·+ en)
k = e1k ⊕ e2k ⊕ · · · ⊕ enk ⊕ Annk(e1 + · · ·+ en)
et Annk(e1 + · · ·+ en) ne contient aucun idempotent non nul : il est nul.
3.4 Anneaux non commutatifs
Lemme 3.22. Si A n’est pas nil, il contient au moins un e´le´ment idempotent non
nul. Si A n’a qu’un seul idempotent, chacun de ses e´le´ments est soit nilpotent, soit
inversible.
De´monstration. Comme dans la preuve du lemme 3.18, on trouve un a non nilpotent
et b tels que a2n = a4nb. Puisque A = Aan ⊕ AnnA(an), il existe (d, f) dans A ×
AnnA(an) avec b = dan + f . Donc a4n = a4nda4n, et a4nd est idempotent, non nul
puisque a n’est pas nilpotent.
Proposition 3.23. Pour toute cloˆture alge´brique k finiment engendre´e, l’anneau
k/J(k) est artinien a` gauche et a` droite.
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De´monstration. Montrons qu’il existe dans k un nombre ﬁni d’idempotents ei tel que
eiej soit nul pour i < j. Sinon, soit e1, e2, . . . une suite inﬁnie ; la suite (Annk(e1 +
· · · + en))n≥1 de´croˆıt strictement, ce qui contredit la condition de chaˆıne 1.33. A
s’e´crit donc Ae1 ⊕ Ann
A(e1) et en ite´rant,
A = Ae1 ⊕ · · · ⊕ Ann
A(e1, . . . , en−1)en ⊕ Ann
A(e1, . . . , en)
k = ke1 ⊕ · · · ⊕ Ann
k(e1, . . . , en−1)en ⊕ Ann
k(e1, . . . , en)
Mais Annk(e1, . . . , en) n’a pas d’idempotent. Il est nil, inclus dans le radical d’apre`s
[23, lemme 1.2.2], et
k/J(k) = (k/J(k))e1 ⊕ · · · ⊕ (k/J(k))en
Soit I un ide´al a` gauche de ke1. Si I contient un idempotent non nul ae1, alors on
peut supposer que e1ae1 6= e1, sinon I = ke1. Alors e1 − e1ae1 et e1ae1 sont deux
idempotents non nuls orthogonaux de Ae1, ce qui contredit le caracte`re maximal de
n. L’ide´al I est donc nil, et k/J(k) est artinien a` gauche. Par syme´trie, il est artinien
a` droite.
Corollaire 3.24. Pour toute cloˆture alge´brique k finiment engendre´e, k/J(k) est







Fait 4.1. (Wagner [69]) Un groupe abe´lien menu est la somme directe d’un groupe
divisible de´finissable et d’un groupe d’exposant fini.
Remarque 4.2. Le re´sultat n’est pas valable dans le cas mince : conside´rer la somme
des groupes cycliques d’ordre p ; on a seulement, pour chaque entier n, tout e´le´ment
est la somme d’un e´le´ment divisible par n et d’un autre d’ordre ﬁni.
Remarque 4.3. Depuis H. Pru¨fer et R. Baer, on connaˆıt la structure d’un groupe
abe´lien divisible ou d’exposant ﬁni : les premiers sont isomorphes a` des sommes
directes de copies de Q et de p-groupes de Pru¨fer ou` p est un entier premier. Les
seconds sont des sommes directes de groupes cycliques. Voir les the´ore`mes 17.2 et
23.1 de [20]. Rappelons que le p-groupe de Pru¨fer est le groupe multiplicatif des
nombres complexes constitue´ des e´le´ments dont l’ordre est une puissance de p. On
le note Zp∞ .
Corollaire 4.4. La conjecture de Vaught vaut pour un pur groupe abe´lien.
De´monstration. Si la the´orie d’un pur groupe abe´lien a moins de 2ℵ0 mode`les de´-

















Remarquons que chaque np est ﬁxe´ par la the´orie : c’est un p-ie`me du nombre de
racines p-ie`mes d’un e´le´ment de la partie divisible D. La partie d’exposant ﬁni est
isomorphe a` G/D, donc n et les mq sont ﬁxe´s par la the´orie. Une classe d’isomor-
phisme se re´duit au choix de n0, qui peut prendre toutes les valeurs de ze´ro a` ℵ0
(sauf si D est re´duit a` ze´ro).
Remarque 4.5. Plus ge´ne´ralement, la conjecture de Vaught est vraie pour toute
the´orie comple`te de module sur un anneau de´nombrable de Dedekind (et donc en




Dans un groupe G, on de´ﬁnit par re´currence la suite de´croissante de sous-groupes
γnG en posant γ0G e´gal a` G, et en de´ﬁnissant γn+1G comme le sous groupe engendre´
par les produits ghg−1h−1, ou` g et h parcourent G et γnG. On notera [a, b] le produit
ghg−1h−1, et [a0, a1, . . . , an] celui [a0, [a1, [. . . , an]]]. Le groupe G est nilpotent si la
suite des γnG est ﬁnie et aboutit au neutre. La classe de nilpotence de G est le plus
petit n tel que γn+1G soit le neutre. On e´crira G
′ pour γ1G. On notera au contraire
Gn l’ensemble des puissances e´nie`mes de G. Suivent trois re´sultats sur les groupes
nilpotents que l’on pourra trouver au premier chapitre de [7].
Fait 4.6. Dans un groupe nilpotent, tout sous-groupe divisible commute avec les
e´le´ments de torsion du groupe.
Fait 4.7. Un groupe nilpotent G est divisible si et seulement si G/G′ l’est.
Fait 4.8. Soit un groupe G nilpotent de classe c. Si G/G′ est d’exposant n, alors G
est d’exposant un entier divisant nc.
Dans un groupe abe´lien, tout groupe divisible a un supple´mentaire ; voir le the´ore`me
1 de [2]. C¸a n’est pas le cas en ge´ne´ral pour un sous-groupe divisible dans le centre
d’un groupe quelconque, meˆme si le groupe ambiant est nilpotent. Conside´rer par
exemple le sous-groupe de GL3(C) constitue´ des matrices triangulaires supe´rieures
avec des 1 sur la diagonale. C’est un groupe nilpotent dont le centre est divisible
isomorphe a` C×. On peut toutefois aﬃrmer :
Proposition 4.9. Soit G un groupe, et D un sous-groupe divisible du centre. Il existe
une partie A de G, distingue´e, contenant toutes les puissances de ses e´le´ments, et
qui ve´rifie
G = D · A et D ∩ A = 1
De´monstration. Nous allons utiliser le lemme de Zorn. Si A1 ⊂ A2 ⊂ · · · est une
chaˆıne croissante d’ensembles contenant chacun toutes les puissances de ses e´le´ments
et tels que Ai ∩D soit re´duit au neutre, alors
⋃
Ai ∩D est encore re´duit au neutre,
et
⋃
Ai aussi contient toutes les puissances de ses e´le´ments. G contient donc un
ensemble maximal A pour les proprie´te´s ”D∩A est re´duit au neutre” et ”A contient
toutes ses puissances”. Montrons que le produit D ·A est G tout entier. Supposons
au contraire qu’il existe un x hors du produit D ·A. Par maximalite´ de A, l’ensemble
des puissances de x coupe D de manie`re non triviale : il existe un entier n supe´rieur
a` un, et un d dans D tels que xn soit e´gal a` d. Choisissons n minimal. D e´tant
divisible, soit e une racine e´nie`me de d−1. Posons x1 e´gal a` xe. On a x
n
1 = 1, avec x1
en dehors de D ·A. Par maximalite´ de A, l’ensemble des puissances de x1 coupe D :
il existe un entier n1 < n, et un d1 dans D tel que x
n1
1 soit e´gal a` d1, ce qui contredit
le caracte`re minimal de n.
Proposition 4.10. Soit G un groupe menu nilpotent, et D un sous-groupe divisible
contenant Gn. Alors G est e´gal au produit D ·F ou` F est un groupe d’exposant fini.
De´monstration. Par re´currence sur la classe de nilpotence du groupe. S’il est abe´lien,
c’est le the´ore`me de Baer. Si c’est vrai pour tout groupe menu nilpotent de classe c,
et que G est nilpotent de classe c+ 1, appelons Z le centre de G. Le quotient G/Z
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est nilpotent de classe c. Le quotient D · Z/Z est un sous-groupe divisible de G/Z
contenant (G/Z)n : par hypothe`se, G/Z est e´gal au produit (D · Z/Z) · (C/Z) avec
C/Z d’exposant ﬁni m. Mais le centre est somme directe d’une partie divisible D0
et d’une partie F0 d’exposant ﬁni l, donc C
lm est dans D0. D’apre`s la proposition
pre´ce´dente, D0 a une partie supple´mentaire A dans C ; mais A
lm est dans D0 ∩ A :
A est d’exposant ﬁni, et
G = D · Z ·D0 · A = (D ·D0) · (F0 · A)
Remarquons que D contient D0. Alors G s’e´crit D ·B ou` B est une partie d’exposant
ﬁni. Soit F le sous-groupe engendre´ par B. Le groupe abe´lien F/F ′ engendre´ par
B · F ′/F ′ est d’exposant ﬁni : d’apre`s le fait 4.8, F est aussi d’exposant ﬁni.
Notations. On dit d’un groupe G qu’il est la somme centrale de deux sous-groupes
A et B, si G est e´gal au produit A · B, et si l’intersection de A et B est dans le
centre de G. On note alors A ∗B ce produit.
Proposition 4.11. Un groupe menu nilpotent est la somme centrale d’un groupe
divisible de´finissable et d’un groupe d’exposant fini.
De´monstration. Si le groupe est abe´lien, c’est [69]. Si c’est vrai pour tout groupe
menu nilpotent de classe c, et si G est nilpotent de classe c + 1, alors G/Z est
la somme centrale d’un groupe divisible A/Z et d’un groupe B/Z d’exposant n.
D’autre part, Z s’e´crit D0 ⊕ F0 ou` F0 est d’exposant m. A/Z est divisible, donc
Am ·D0 est une partie divisible ; appelons-la X. Soit D le sous-groupe engendre´ par
X. Le groupe abe´lienD/D′ engendre´ parX ·D′/D′, est divisible, donc, d’apre`s le fait
4.7, D est divisible, e´gal a` X. De plus, Gmn est dans D. La proposition pre´ce´dente
conclut.
4.3 Une proprie´te´ des groupes menus
Proposition 4.12. Un groupe infini ayant une seule classe de conjugaison non
centrale, et dont le centre est d’indice infini, n’est pas mince.
De´monstration. Remarquer que le groupe n’a pas de deuxie`me centre. Quitte a`
quotienter le groupe par son centre, on peut supposer le centre re´duit au neutre. Si
cette classe contient une involution, tous les e´le´ments du groupe sont des involutions,
et le groupe est abe´lien, une contradiction. Il y a donc un e´le´ment g non trivial qui
n’est pas son propre inverse. g et g−1 sont dans la meˆme classe de conjugaison, donc
g−1 s’e´crit gh pour un certain h. Remarquer que h2 n’est pas trivial, sinon le groupe
serait d’exposant deux. Alors h2 est un conjugue´ de h, disons hk. Le groupe C(hk)













. Soit Γ la cloˆture de´ﬁnissable de h et k. On a
C(C(h)) ∩ Γ > C(C(hk)) ∩ Γ > C(C(hk
2
)) ∩ Γ > · · ·
ce qui contredit la condition de chaˆıne mince 1.33.
Remarque 4.13. La proposition pre´ce´dente s’inspire de son analogue stable [70,
the´ore`me 1.0.3] : ”Un groupe infini ayant une seule classe de conjugaison non triviale
est instable”, qui lui meˆme provient du cas minimal [63].
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Proposition 4.14. Un groupe mince infini non abe´lien posse`de des centralisateurs
propres de taille arbitrairement grande.
De´monstration. Supposons au contraire que tous les centralisateurs soient de taille
ﬁnie et borne´e. Remarquer que le groupe est d’exposant ﬁni, sinon il aurait un
centralisateur propre inﬁni.
(1) G n’a qu’un nombre fini de classes de conjugaison : puisque la taille des centra-
lisateurs est borne´e, on applique le corollaire 1.28. On ne perd rien a` rajouter un
repre´sentant ai de chaque classe au langage.
(2) On peut supposer les sous-groupes distingue´s de G triviaux : un sous-groupe
distingue´, c’est une re´union de classes de conjugaison ; en particulier il est d’indice
ﬁni. Il suﬃt de remplacer G par H ∪ {1}, ou` H est une re´union minimale de classes
de conjugaison stable par multiplication. Car si H a un sous-groupe distingue´ K
non trivial, K est d’indice ﬁni dans G, donc K a un sous-groupe distingue´ dans G
d’indice ﬁni, qui ne peut eˆtre que H.
(3) G n’est pas localement fini : un groupe d’exposant ﬁni dont les centralisateurs
sont borne´s ne peut pas avoir de groupes ﬁnis de taille arbitrairement grande, parce
que la taille des Sylow de ses groupes ﬁnis est borne´e : un Sylow a un centre non
trivial dont le centralisateur de chacun des e´le´ments contient tout le Sylow. Qui
plus est, comme le groupe est d’exposant ﬁni, le nombre des Sylow d’un de ses
sous-groupe ﬁni est borne´. Soit Γ une cloˆture alge´brique ﬁniment engendre´e.
(4) Γ a un nombre fini de classes de conjugaison : tout e´le´ment x dans Γ s’e´crit ayi ,
avec y alge´brique sur ai et x puisque les centralisateurs sont ﬁnis.
(5) On peut supposer les sous-groupes distingue´s de Γ triviaux : aucune sous-re´union
de classes de conjugaison de G n’est stable par multiplication, donc pour toute sous-
re´union X de classes de conjugaison de G (il en existe un nombre ﬁni), il existe x, y
dans X tels que x · y ne soit pas dans X. En rajoutant ces parame`tres au langage,
on s’assure qu’aucune sous-re´union de classes de conjugaison de Γ n’est stable par
multiplication.
(6) Pour toute classe aG, StabΓ(a
G) est e´gal a` Γ : c’est un sous-groupe distingue´
dont la trace sur une cloˆture de´ﬁnissable est d’indice ﬁni.
(7) G n’a qu’une classe de conjugaison non centrale : on utilise ici un argument de
Poizat [59], que l’on appellera argument de syme´trie de Poizat . Soient a et b hors du
centre. Pour tout conjugue´ xbx−1 de b sauf un ensemble de rang de Cantor sur a, b
non maximal, axbx−1 est conjugue´ a` b. Comme une surjection a` ﬁbres ﬁnies pre´serve
le rang de Cantor, pour tout x sauf un ensemble de petit rang, axbx−1 est conjugue´
a` b. De meˆme, par syme´trie, pour tout x sauf un ensemble de petit rang, x−1axb est
conjugue´ a` a. On peut donc trouver un x tel que axbx−1 et x−1axb soient conjugue´s
respectivement a` b et a. Donc b et a sont conjugue´s.
(8) Contradiction finale : G est donc un groupe d’exposant ﬁni ayant une seule classe
de conjugaison non triviale : un tel groupe n’existe pas [63, 59]. En eﬀet, comme un
groupe d’exposant 2 est commutatif, il devrait eˆtre d’exposant p premier diﬀe´rent
de 2 ; soit x 6= 1, x et x−1 seraient conjugue´s par un e´le´ment y d’ordre 2 modulo le
centralisateur de x, ce qui lui interdit d’eˆtre d’exposant p.
Remarque 4.15. La preuve initiale du point (3) de la proposition 4.14 utilisait le
the´ore`me de Hall-Kulatilaka-Kargopolov [22]. M. Poizat m’a fait remarquer qu’un
49
argument de Sylow permettait de s’en passer, et que le re´sultat valait pour un groupe
mince G.
The´ore`me 4.16. Un groupe menu omega-sature´, s’il est infini, posse`de un sous-
groupe abe´lien infini.
De´monstration. S’il n’est pas abe´lien, il a un centralisateur propre inﬁni. En ite´rant,
soit on ﬁnit par tomber sur un centralisateur inﬁni abe´lien, soit on obtient une chaˆıne
inﬁnie d’e´le´ments commutant deux a` deux.
En invoquant Hall-Kulatilaka-Kargopolov, qui utilise Feit-Thomson, on peut dire
bien plus :
Fait 4.17. (Hall-Kulatilaka-Kargopolov [22]) Si l’on s’autorise l’axiome du choix,
tout groupe infini localement fini contient un sous-groupe abe´lien infini.
The´ore`me 4.18. Un groupe mince infini posse`de un sous-groupe abe´lien infini.
De´monstration. Si tous les centralisateurs sont ﬁnis, d’apre`s Hall-Kulatilaka-Kargo-
polov, le groupe G n’est pas localement ﬁni. Un sous-groupe inﬁni ﬁniment engendre´
γ se re´partit en un nombre ﬁni de classes de conjugaison (au sens de G) ; le presque
stabilisateur de toutes ses classes est un sous-groupe distingue´ d’indice ﬁni dans γ ;
d’apre`s l’argument de syme´trie de Poizat, il est compose´ du neutre et d’e´le´ments
d’une seule classe C, qui est la meˆme pour tout γ. Soit g un e´le´ment de la cloˆture
alge´brique Γ de γ ; le presque stabilisateur local de gG est un sous-groupe normal de
Γ qui contient un point de la classe C ; comme deux e´le´ments de C∩Γ sont conjugue´s
dans Γ, il contient C ∩ Γ. On en de´duit que le groupe de presque stabilisation de
toutes les classes de conjugaison de Γ est forme´ de C∩Γ augmente´ du neutre. Comme
cela se produit pour tout Γ, C∪{1} forme un sous-groupe de G : en remplac¸ant G par
ce dernier, on est ramene´ au cas ou` les centralisateurs sont borne´s, une contradiction
avec la proposition 4.14.
Remarque 4.19. J.M. Plotkin a trouve´ des groupes ℵ0-cate´goriques inﬁnis sans sous-
groupe de´ﬁnissable abe´lien inﬁni [54]. On ne peut donc pas espe´rer trouver un sous-





Groupes et corps stables ou
simples
5.1 Corps stables
Dans une the´orie T , une formule f(x, y) a la proprie´te´ de l’ordre si elle ordonne
totalement un ensemble inﬁni, i.e. s’il existe une suite a1, a2, . . . inﬁnie dans un
mode`le de T telle que
f(ai, aj) si et seulement si i < j
La formule f a la proprie´te´ de l’ordre strict si elle de´ﬁnit un ordre partiel ayant des
chaˆınes inﬁnies, c’est-a`-dire s’il existe une suite a1, a2, . . . inﬁnie dans un mode`le de
T telle que ∧
i<j
f(ai, aj) ∧ ai 6= aj
Si une formule a la proprie´te´ de l’ordre strict, elle a la proprie´te´ de l’ordre.
De´finition 5.1. Une the´orie est stable si aucune formule n’y a la proprie´te´ de l’ordre.
Une structure est stable si sa the´orie l’est.
Voir [57] et [70] pour plus de de´tails sur les groupes stables. Rappelons seulement
qu’a` toute formule f(x, y) d’un groupe sans proprie´te´ de l’ordre strict est associe´
un entier n, tel que toute chaˆıne strictement de´croissante de sous-groupes de´ﬁnis
respectivement par les formules f(x, a1), . . . , f(x, am), ait au plus n e´le´ments. De
plus :
Fait 5.2. (Baldwin-Saxl [3, 57]) Dans un groupe stable, a` toute formule f(x, y) est
associe´ un entier n, tel que l’intersection de sous-groupes de´finis par les formules
f(x, ai) soit l’intersection d’au plus n d’entre eux.
Une chaˆıne monotone de centralisateurs d’un groupe stable est donc ﬁnie.
Proposition 5.3. Soit G un groupe sans proprie´te´ de l’ordre strict et f un homo-
morphisme du groupe G dans lui-meˆme. Si les images ite´re´es de f sont uniforme´ment
de´finissables, G est e´gal au produit Kerfn · Imfn pour un certain entier n. En par-
ticulier, si f est injectif, il est surjectif.
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De´monstration. Si la chaˆıne des images ite´re´es de f est uniforme´ment de´ﬁnissable,
elle stationne a` partir d’un certain rang.
The´ore`me 5.4. Un corps stable de caracte´ristique positive est de dimension finie
sur son centre.
De´monstration. Soit D ce corps, p sa caracte´ristique, et a un e´le´ment hors du centre.
Appelons fa l’application qui a` un e´le´ment x du corps associe x
a − x.
(1) Les chaˆınes des images et noyaux ite´re´s de f stationnent : dans l’anneau des










− x = fapn (x)
une sous-chaˆıne de la chaˆıne des images ite´re´es est uniforme´ment de´ﬁnissable : la
chaˆıne des images ite´re´es stationne donc par stabilite´. Le meˆme argument vaut pour
la chaˆıne des noyaux.
(2) L’application f n’est pas surjective : sinon, posons x0 e´gal a` un, et choisissons
inductivement un ante´ce´dent xn+1 de xn. Pour tout n, xn est dans Kerϕ
n+1 mais
pas dans Kerϕn, ce qui contredit le point pre´ce´dent.
(3) D est un C(a)-espace vectoriel de dimension finie : d’apre`s la proposition 5.3,
pour un certain entier m,
D = Kerfm + Imfm
Appelons H l’image de fm ; quitte a` augmenter m, on peut supposer le noyau de fm
e´gal a` C(am). Soit I une intersection minimale de translate´s a` gauche de H par des
e´le´ments de D, de taille n disons. Par minimalite´, c’est un ide´al de D. Il ne peut eˆtre
D tout entier sans quoi f serait surjective. Il est donc re´duit a` ze´ro. D’apre`s le fait
[16], la dimension de C(am) sur C(a) est celle de Z(C(am))(a) sur Z(C(am)), donc
H est un C(a)-espace vectoriel de codimension au plus m, et I est de codimension
sur C(a) au plus m.n.
(4) En conclusion : soit une chaˆıne D < D1 < · · · < Dn < Dn+1 de centralisateurs
ou` Dn est non commutatif minimal. D est de dimension ﬁnie, disons m, sur le corps
commutatif Dn+1. D’apre`s le fait [16] et la remarque 2.4, la dimension de D sur son
centre est au plus m2.
Remarque 5.5. Le centre d’un corps stable inﬁni de caracte´ristique positive est inﬁni.
D’apre`s [64], il contient la cloˆture alge´brique de Fp ; en particulier, tout e´le´ment
d’ordre ﬁni est dans le centre.
Remarque 5.6. Un corps superstable [9], ou meˆme supersimple [53] est commutatif.
5.2 Ge´ne´ralite´s sur les structures simples
Les re´sultats e´nonce´s ci-dessous se trouvent dans le livre de F. Wagner [73]. Un
type partiel π(x, a) se divise au-dessus d’un ensemble B s’il existe une suite B-
indiscernable (ai)i∈I ayant le type de a sur B telle que la conjonction des π(x, ai)
soit inconsistante. Puisque la suite (ai)i∈I est indiscernable, par compacite´, si la
conjonction des π(x, ai) est inconsistante, elle est k-inconsistante pour un certain
entier k. On dit alors que π(x, a) se k-divise au-dessus de B. Pour toute formule ϕ,
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tout entier k, et tout type partiel π, on de´ﬁnit le rang local de π, note´ D(π, ϕ, k),
par l’induction suivante :
D(π, ϕ, k) est au moins ze´ro si π est consistant.
D(π, ϕ, k) est au moins n+ 1 s’il existe un b tel que D(π ∧ ϕ(x, b), ϕ, k) vaille
au moins n et ϕ(x, b) se k-divise au-dessus du domaine de π.
De´finition 5.7. (Shelah) Une structure est simple si ses rangs locaux D(., ϕ, k)
sont ﬁnis pour toute formule ϕ et tout entier k.
On note A |⌣C B si pour tout uplet a de A, toute formule ϕ et tout entier k, le rang
D(a/BC, ϕ, k) est e´gal a` D(a/C, ϕ, k). Dans une the´orie simple, la relation |⌣ est
syme´trique et transitive, c’est-a`-dire que A |⌣C BD si et seulement si A |⌣C B et
A |⌣CBD.
Fait 5.8. Dans une the´orie simple, aucune formule n’a la proprie´te´ de l’ordre strict.
Si G est un groupe dont la the´orie est simple, on de´ﬁnit le rang stratifie´ DG(π, ϕ, k)
du type partiel π en posant DG(π, ϕ, k) e´gal a` D(π, ϕ(y1x, y2), k). On dit d’un
e´le´ment g de G qu’il est ge´ne´rique sur A si pour tout h |⌣A g dans G, on a hg |⌣A,h.
On peut montrer que G posse`de des types ge´ne´riques, qui sont pre´cise´ment les types
dont tous les rangs stratiﬁe´s sont maximaux. Deux sous-groupes d’un groupe donne´
sont commensurables si leur intersection est d’indice ﬁni dans chacun d’entre eux.
Fait 5.9. (Schlichting [65, 73]) Soit G un groupe et H une famille de sous-groupes
uniforme´ment commensurables. Il existe un sous-groupe N de G commensurable a`
des membres de H, et invariant sous l’action du groupe des automorphismes de G
laissant la famille H globalement invariante. Si les membres de H sont de´finissables,
N l’est aussi.
Fait 5.10. (Wagner [73]) Dans un groupe simple, une chaˆıne de´croissante d’inter-
sections de sous-groupes uniforme´ment de´finissables stationne a` indice fini pre`s.





En particulier, dans un corps simple, toute chaˆıne de´croissante de centralisateurs
stationne. Qui plus est, pour toute partie A de D, C(C(C(A))) est e´gal a` C(A) ;
toute chaˆıne croissante de centralisateurs stationne e´galement.
5.3 Corps simples
The´ore`me 5.12. Un corps simple de caracte´ristique positive est de dimension finie
sur son centre.
De´monstration. Soit D ce corps, p sa caracte´ristique, et a un e´le´ment hors du centre.
Appelons f l’application qui a` un e´le´ment x du corps associe xa − x.
(1) Les chaˆınes des ite´re´s des noyaux et images de f stationnent, et f n’est pas
surjective : comme dans le cas stable.
(2) Le centralisateur de a est infini : on peut supposer l’ordre de a ﬁni, et meˆme
premier e´gal a` q. D’apre`s le fait 2.2, il existe un x d’ordre inﬁni tel que xax−1 soit
e´gal a` ai et diﬀe´rent de a. Mais a et ai ont meˆme ordre q. Le petit the´ore`me de
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Fermat aﬃrme que iq−1 est congru a` un modulo q, donc xq−1 et a commutent : C(a)
contient xq−1.
(3) D est un C(a)-espace vectoriel de dimension finie : d’apre`s la proposition 5.3,
on a
D = Kerfm + Imfm
Appelons H l’image de fm, et supposons son noyau e´gal a` C(am). Soit N une
intersection minimale a` indice ﬁni pre`s de translate´s a` gauche de H par des e´le´ments
de D, de taille n disons. Appelons H l’ensemble des translate´s a` gauche de N par des
e´le´ments deD×. D’apre`s le fait 5.9, il existe un sous-groupe I deK+, commensurable
a` N , et invariant par multiplication a` gauche. I est donc un ide´al a` gauche de D. Si I
est D tout entier, alors l’image de f est d’indice ﬁni dans D ; or c’est un C(a)-espace
vectoriel. Puisque C(a) est inﬁni, f est surjective. I est donc re´duit a` ze´ro, et N est
ﬁni. Etant un C(a)-espace vectoriel a` droite, N est nul. On en de´duit comme pour
le cas stable que D est de dimension ﬁnie sur C(a), puis sur son centre.
Proposition 5.13. Soit K un corps commutatif dont f soit un morphisme de corps.
Soit F le fixateur de f et P un polynoˆme scinde´ a` coefficients dans F dont les ite´re´s
P (f)n soient uniforme´ment de´finissables. Si K est simple, soit K est une extension
alge´brique de F , soit l’image de P (f) est d’indice fini dans K+.








que chacun des Ker(f−aiid)
i est de dimension au plus i sur F . On pose g e´gal a` P (f)
et on note N son noyau : N est de F -dimension ﬁnie. D’apre`s la proposition 5.3, K
est la somme Kergm + Imgm. On appelle H ′ l’image de gm. Soit H une intersection
minimale a` indice ﬁni pre`s de n translate´s a` gauche de H ′ par des e´le´ments de K.
Remarquons que si H est ﬁni, il existe une intersection minimale tout court, qui est
un ide´al de K, donc H est nul. Appelons H l’ensemble des translate´s a` gauche de
H par des e´le´ments de K×. D’apre`s le fait 5.9, il existe un sous-groupe I de K+,
commensurable a` H, et invariant par multiplication a` gauche : I est un ide´al de K.
Si I est K tout entier, l’image de g est d’indice ﬁni dans K+ ; pour peu que F soit
inﬁni, g est surjective. Si au contraire I est re´duit a` ze´ro, H est ﬁni, et nul. Mais N
est un F -espace vectoriel de dimension ﬁnie r, H ′ est de F -codimension r et H de
F -codimension au plus r.n.
5.4 Groupes simples
Dans une the´orie T , une formule f(x, y) a la proprie´te´ d’inde´pendance s’il existe
des suites (bi)i<ω et (aI)I⊂ω dans un mode`le de T telles que la formule f(aI , ai) soit
satisfaite si et seulement si l’indice i appartient a` l’ensemble I.
De´finition 5.14. (Shelah) Une the´orie est dite de´pendante si aucune formule n’y a
la proprie´te´ d’inde´pendance. Une structure est de´pendante si sa the´orie l’est.
Dans un groupe de´pendant, toute partie dont les e´le´ments commutent deux a` deux
est contenue dans un groupe de´ﬁnissable [66], par conse´quent :
Corollaire 5.15. Un groupe infini dont la the´orie est de´pendante et menue contient
un sous-groupe de´finissable abe´lien infini.
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Proposition 5.16. Dans un groupe simple, une partie dont les e´le´ments commutent
deux a` deux est contenu dans un groupe de´finissable fini-par-abe´lien.
De´monstration. Soit G ce groupe simple, et A cette partie abe´lienne. On ne perd
rien a` supposer que A est un groupe inﬁni. Soit H une intersection minimale a`
indice ﬁni pre`s de centralisateurs d’e´le´ments de A. Dans H, tout e´le´ment de A a
un centralisateur d’indice ﬁni, et H contient A. Conside´rons Z∗(H) l’ensemble des
e´le´ments de H dont le centralisateur dans H est d’indice ﬁni dans H : c’est un sous-
groupe de G qui contient A. Remarquons que d’apre`s [73, lemme 4.1.15], un sous-
groupe de´ﬁnissable B de G est d’indice ﬁni dans G si et seulement si DG(B,ϕ, k) =
DG(G,ϕ, k) pour toute formule ϕ et tout entier k. On a donc l’e´galite´
Z∗(H) = {h ∈ H : DG(CH(h), ϕ, k) ≥ DG(H,ϕ, k), ϕ formule, k entier}
D’autre part, pour tout type partiel π(x,A), la phrase ”DG(π(x,A), ϕ, k) ≥ n”
est une condition inﬁniment de´ﬁnissable en A d’apre`s [73, remarque 4.1.5], donc
Z∗(H) est inﬁniment de´ﬁnissable. Puisque tous ses centralisateurs sont d’indice ﬁni,
le groupe Z∗(H) est un groupe dont toutes les classes de conjugaison sont ﬁnies. Par
compacite´, les indices des centralisateurs dans H de tout e´le´ment de Z∗(H) sont
uniforme´ment ﬁnis. En particulier, Z∗(H) est de´ﬁnissable. Rappelons
Fait 5.17. (Neumann [48, the´ore`me 3.1]) Les classes de conjugaison d’un groupe G
sont de taille borne´e par un entier si et seulement si le groupe de´rive´ G′ est fini.
Le groupe de´rive´ de Z∗(H) est donc ﬁni.
Corollaire 5.18. Un groupe infini dont la the´orie est simple et menue contient un
sous-groupe fini-par-abe´lien de´finissable infini.
Remarque 5.19. Le re´sultat est optimal puisqu’il existe des groupes dont la the´orie
est simple et omega-cate´gorique, sans sous-groupes abe´liens de´ﬁnissables inﬁnis. Par
exemple les groupes inﬁnis extraspe´ciaux d’exposant p sont omega-cate´goriques [19],
supersimples de rang SU e´gal a` un, puisqu’ils sont interpre´tables dans un Fp-espace
vectoriel de dimension inﬁnie, muni d’une forme biline´aire de´ge´ne´re´e antisyme´trique.
Ils n’ont pas de sous-groupes abe´liens inﬁnis de´ﬁnissables d’apre`s [54].
Comme le fait remarquer R. de Aldama dans sa the`se [1] a` propos d’un groupe
de´pendant, ce qui est vrai pour une partie abe´lienne l’est aussi pour une partie
nilpotente. Dans le cas simple, on a le re´sultat suivant :
De´finition 5.20. Un groupe G est presque re´soluble de classe n s’il existe une suite
de´croissante de sous-groupes Gi telle que G0 = G D G
′ D G1 D G
′
1 · · · D G
′
n D
Gn+1 = {1} et tel que les indices [G
′
i : Gi+1] soient ﬁnis pour tout i.
Un groupe presque re´soluble de classe ze´ro est un groupe ﬁni-par-abe´lien.
Corollaire 5.21. Dans un groupe dont la the´orie est simple, soit n un entier, et
A un groupe re´soluble de classe n. Alors, A est contenu dans un groupe de´finissable
presque re´soluble de classe n.
De´monstration. Par re´currence sur l’entier n, montrons qu’il existe un groupe
de´ﬁnissable N contenant A, et presque re´soluble de classe n. Nous l’avons montre´ si
n est e´gal a` ze´ro. Supposons le re´sultat vrai pour n−1. Par hypothe`se de re´currence,
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A′ est contenu dans un groupe de´ﬁnissable H presque re´soluble de classe n− 1. Soit
I une intersection de conjugue´s de H par des e´le´ments de A, minimale a` indice ﬁni
pre`s. Appelons H l’ensemble des conjugue´s de I par des e´le´ments de A. D’apre`s le
fait 5.9, il existe un groupe N commensurable a` I qui soit invariant par conjugaison
par des e´le´ments de A. Le groupe N est une extension ﬁnie d’une intersection ﬁnie
M d’e´le´ments de H. Le groupe N contient donc A′ ; c’est une extension ﬁnie d’un
groupe presque re´soluble de classe n−1. Le groupe NA/N est abe´lien, donc d’apre`s
la proposition pre´ce´dente, il existe un groupe de´ﬁnissable M tel que
NA/N ≤M/N ≤ NG(N)/N
ou` M ′/N est ﬁni. Le groupe M est donc presque re´soluble de classe n.
Question 5.22. On peut dire d’un groupe G qu’il est presque nilpotent de classe
n s’il existe une suite de´croissante de sous-groupes Gi telle que G0 = G D G1 D
G2 · · · D Gn+1 = {1} et tel que les indices [[G,Gi] : Gi+1] soient ﬁnis pour tout i.
Une partie nilpotente d’un groupe dont la the´orie est simple est-elle contenue dans
un groupe de´ﬁnissable presque nilpotent ?
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Deuxie`me partie
Groupes, corps et choses





Groupes, corps et relations
d’e´quivalence
6.1 Ensembles et relations
De´finition 6.1. Soient une structure M et un ordinal α. Un sous-ensemble X de
Mα est infiniment A-de´finissable s’il est de´ﬁni par un type partiel a` parame`tres dans
A. On appelle α l’arite´ de X.
Une relation n-aire R est infiniment A-de´finissable si les n-uplets en relation via
R forment un ensemble inﬁniment A-de´ﬁnissable. Une fonction est infiniment A-
de´finissable si son graphe l’est. Un groupe est infiniment A-de´finissable si son do-
maine et sa loi le sont. Plus ge´ne´ralement, une structure est infiniment A-de´finissable
si son domaine ainsi que ses relations et fonctions le sont.
Proposition 6.2. Un groupe infiniment de´finissable G est l’intersection de groupes
infiniment de´finissables Gi d’arite´ de´nombrable, dont les lois sont l’intersection
de´nombrable de lois de´finissables, et telle que le graphe de la loi de G soit l’in-
tersection des graphes des lois des Gi.
De´monstration. Comme le fait remarquer B. Poizat a` la page 170 de [57], si F (x, y)
est le graphe d’une application f inﬁniment de´ﬁnissable entre deux ensembles inﬁni-
ment de´ﬁnissables A et B, alors F (x, y)∧F (x, y′) ⊢ y = y′. Si on note yn le n-uplet
forme´ des n premie`res coordonne´es de y, alors le type F (x, y) ∧ F (x, y′) ∧ yn 6= y
′
n
est inconsistant ; pour tout n, il existe donc une fonction fn de´ﬁnissable telle que
le graphe de f soit l’intersection des graphes des fn. En particulier, si B est d’arite´
ﬁnie, f est la trace sur A d’une fonction de´ﬁnissable. Soit G un groupe inﬁniment
de´ﬁnissable, de type partiel
∧
ϕi que l’on ne perd rien a` supposer clos par conjonc-
tions ﬁnies. Soit α l’arite´ de G. Le graphe de la loi de groupe qui a deux e´le´ments x
et y associe leur produit z est de´ﬁnie par un type partiel f(x, y, z).
Par compacite´, pour toute partie ﬁnie I0 de α, et toute formule ϕi0 dont les variables
libres comprennent xI0 , il existe une partie ﬁnie I1 de α dont on peut supposer




Quitte a` rajouter des variables superﬂues, on peut supposer l’arite´ des trois variables
identiques ; par compacite´, tout e´le´ment de ϕi1 a un inverse pour la restriction du
neutre aux variables utilise´es dans ϕi0 , et on peut supposer que cet inverse reste
dans ϕi1 quitte a` conside´rer ϕi1 ∧ ϕ
−1
i1 . En ite´rant, on voit que G est l’intersection
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de groupes Gn de la forme
∧
i ϕn,i(x) et de loi de groupe fn (intersection de lois
de´ﬁnissables fn,i), ou` pour tout i, n, la loi fn,i est associative sur ϕn,i+1, ϕn,i+1 est
stable par passage a` l’inverse pour fn,i, et ϕn,i+1(x) ∧ ϕn,i+1(y) ⊢ ϕi(fn,i(x, y)).
Remarque 6.3. En suivant la terminologie de [49], on appellera une telle conjonction
un groupe sous forme normale.
Remarque 6.4. Si l’arite´ de G est ﬁnie, on peut supposer la loi de groupe de´ﬁnissable.
De´finition 6.5. Une structure (un groupe, un anneau un pre´ordre etc.) inﬁniment
de´ﬁnissable est enveloppe´e, si elle est la conjonction d’ensembles de´ﬁnissables ayant
la meˆme structure (de groupe, anneau, pre´ordre etc.)
6.2 Groupes
A ce jour, le re´sultat principal concernant les structures menues inﬁniment de´ﬁnis-
sables est duˆ a` Pillay et Poizat [51] et porte sur les relations d’e´quivalences. Il est
rede´montre´ e´le´gamment et comple´te´ par Kim [35].
Fait 6.6. (Kim-Pillay-Poizat [51, 35]) Dans une structure menue M , toute relation
d’e´quivalence infiniment de´finissable sans parame`tres sur M est e´quivalente a` une
conjonction de relations d’e´quivalence de´finissables.
Remarque 6.7. C’est faux pour une relation d’e´quivalence inﬁniment de´ﬁnissable
sur une puissance carte´sienne inﬁnie de M , meˆme dans une the´orie ℵ0-cate´gorique :
prendre dans la the´orie des ordres denses la relation E en omega variables indice´es
par Q disant que x et y sont en relation si xi < yj et yi < xj pour i < j.
Dans [73], Wagner de´duit du fait 6.6 qu’un groupe inﬁniment ∅-de´ﬁnissable contenu
dans un groupe menu de´ﬁnissable est l’intersection de groupes de´ﬁnissables [73,
corollaire 6.1.12], et pose le proble`me de savoir si un groupe inﬁniment ∅-de´ﬁnissable
dans une structure menue satisfait a` la meˆme conclusion [73, proble`me 6.1.14].
Proposition 6.8. Soit un groupe G infiniment de´finissable sans parame`tres d’arite´
finie dans une structure menue, et Y un ensemble de´finissable le contenant. G est
contenu dans un groupe de´finissable inclus dans Y .
De´monstration. Soit Xi une suite d’ensembles de´ﬁnissables dont l’intersection est
une forme normale de G. On ne perd rien a` supposer X0 inclus dans Y . On conside`re
la relation d’e´quivalence inﬁniment de´ﬁnissable E sur X0 disant que x et y sont
en relation si et seulement si xy−1 appartient a` G. D’apre`s le fait 6.6, E est la
conjonction de relations de´ﬁnissables Ei. Un e´le´ment g appartient a`G si et seulement
si 1Eg ; par compacite´, il existe un j tel que l’ensemble {x ∈ X0 : xEj1} soit inclus
dans X1. Appelons J l’ensemble {x ∈ X1 : xEj1} : il est stabilise´ a` gauche par G. En
eﬀet, si g est dans G et si yEj1, g est e´gal a` gyy
−1 et gy appartient a` X0, donc gyEy,
et gyEj1. Le stabilisateur a` gauche H de J dans J est stable par multiplication : le
groupe H ∩H−1 contient G.
Nous sommes maintenant en mesure de re´pondre au proble`me 6.1.14 de [73].
Corollaire 6.9. Un groupe G infiniment de´finissable sans parame`tres d’arite´ finie
dans une structure menue est une intersection de groupes de´finissables.
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De´monstration. Mettons que G soit l’intersection des ensembles Yi. D’apre`s la pro-
position pre´ce´dente, chaque Yi contient un groupe de´ﬁnissable Hi enveloppant le
groupe G, lequel est donc l’intersection des Hi.
Remarque 6.10. Une structure qui enveloppe toutes les relations d’e´quivalence en-
veloppe tous les groupes. La re´ciproque est fausse puisqu’en ge´ne´ral, une the´orie
superstable n’e´limine pas globalement les hyperimaginaires : voir l’exemple 2 p. 401
de [51]. Toutefois, elle est presque vraie, a` la notion d’inverse pre`s, comme nous le
verrons au the´ore`me 7.19.
On dira qu’un groupeG agit sur un ensemble X de manie`re infiniment A-de´finissable
siG et X sont tous deux inﬁniment A-de´ﬁnissables, et s’il existe une action du groupe
G sur X qui soit inﬁniment A-de´ﬁnissable.
Proposition 6.11. Dans une structure menue, soit G un groupe agissant sur un
ensemble X de manie`re infiniment de´finissable sans parame`tres. Soit Y un ensemble
de´finissable contenant X . Si l’arite´ de X est finie, l’ensemble X est contenu dans
un ensemble de´finissable inclus dans Y, sur lequel agit G.
De´monstration. D’apre`s la proposition 6.2, on peut supposer le graphe de l’action
de´ﬁnissable. Par compacite´, il existe un ensemble de´ﬁnissable X0 contenant X tel
que pour tout (g, g′, x) dans G × G × X0, le produit (gg
′) · x soit e´gal a` g · (g′ · x)
et 1G · x a` x. Quitte a` conside´rer X0 ∩ Y a` la place de Y , on peut supposer X0 dans
Y . Toujours par compacite´, il existe un ensemble de´ﬁnissable X1 dans X0, contenant
X , tel que G · X1 ⊂ X0. Soit Xi la suite d’ensembles dont X est l’intersection. On
de´ﬁnit la relation d’e´quivalence inﬁniment de´ﬁnissable E sur X0 par
xEy ⇐⇒ ∃g ∈ G (g · x = y)
D’apre`s le fait 6.6, E est l’intersection de relations d’e´quivalence Ei. Remarquons que
x appartient a` X si et seulement s’il existe un a de X tel que aEx. Par compacite´,
il existe un indice i tel que {x : ∃a ∈ Xi, aEix} ⊂ X1. Montrons que G agit sur
{x : ∃a ∈ Xi, aEix} : soient g dans G et x dans {x : ∃a ∈ Xi, aEix} ; le produit
g · x est dans X0 donc xEg · x, d’ou` xEig · x et aEig · x par transitivite´.
Remarque 6.12. L’inte´reˆt de cette proposition est que l’arite´ du groupe G est inﬁnie.
Corollaire 6.13. Dans une structure menue, soit G un groupe agissant sur un
ensemble X de manie`re infiniment de´finissable sans parame`tres. Si l’arite´ de X est
finie, il existe une famille d’ensembles de´finissables dont X soit l’intersection, et sur
chacun desquels agisse G.
De´monstration. Soit Yi la suite d’ensembles dont X est l’intersection. D’apre`s la
proposition pre´ce´dente, chaque Yi contient un ensemble de´ﬁnissable Xi enveloppant
X , sur lequel G agit. X est donc l’intersection des Xi.
Remarque 6.14. Le re´sultat demeure si l’ensemble X est de´ﬁnissable avec parame`tre
dans un ensemble A quelconque puisque la relation E utilise´e ne fait intervenir que
les parame`tres de´ﬁnissant le groupe G. Ainsi, si GA est inﬁniment de´ﬁnissable avec
parame`tres dans A, et si H est un sous-groupe de GA inﬁniment de´ﬁnissable sans
parame`tres, il existe un sur-ensemble de´ﬁnissable X de GA stable par multiplication
par H.
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The´ore`me 6.15. Dans une structure menue, un groupe infiniment de´finissable est
l’intersection de demi-groupes de´finissables dont l’intersection des lois donne la loi
du groupe.
De´monstration. SoitM la structure menue ambiante etG ce groupe. On ne perd rien
a` supposer que sa forme normale est l’intersection d’ensembles de´nombrablesXi. Soit
En la relation d’e´quivalence de´ﬁnissable ”avoir les meˆmes n premie`res coordonne´es”.
Sur X0, on pose
xRny ⇐⇒ ∃g, h ∈ G (g · xEnh · y)
Remarquez que x appartient a` G si et seulement si xRn1 pour tout n : par compacite´
il existe un entier n tel que Rn1 ⊂ X1. Alors Rn1 est stable par multiplication par
G a` gauche. Comme il est de´ﬁni par un type qui ne contraint qu’un nombre ﬁni
de variables, d’apre`s la remarque 6.4, une restriction d’arite´ ﬁnie du type Rn1 est
stable par multiplication a` gauche par G. D’apre`s la proposition pre´ce´dente, il existe
un ensemble de´ﬁnissable S0 inclus dans X1 stable par multiplication par G. Soit S
l’ensemble S0 ×M
ω ; l’ensemble {x ∈ X1 : x · S ⊂ S} est un groupe de´ﬁnissable
contenant G.
6.3 Corps
Dore´navant, les structures inﬁniment de´ﬁnissables conside´re´es seront d’arite´ ﬁnie.
Un corps infiniment A-de´finissable, c’est un corps dont le domaine et les deux lois
sont inﬁniment A-de´ﬁnissables. Puisque les arite´s sont ﬁnies, on ne perd rien a`
supposer les lois de´ﬁnissables. Les corps inﬁniment de´ﬁnissables n’ont rien a` envier
aux groupes :
Proposition 6.16. Dans une structure menue, soit K un corps commutatif infini-
ment de´finissable sans parame`tres, et Y un ensemble de´finissable contenant K. Le
corps K est contenu dans un corps de´finissable inclus dans Y .
De´monstration. Par compacite´, il existe un ensemble de´ﬁnissable X contenant le
corps K tel que l’addition et la multiplication y soient associatives et tel que la
multiplication soit distributive sur l’addition. Quitte a` remplacer X par X ∩ Y , on
peut supposer X inclus dans Y . Posons 0−1 e´gal a` 0. Quitte a` conside´rer X ∩−X ∩
X−1∩−X−1 a` la place de X, on peut supposer X e´gal a` −X et X−1. En particulier,
X est une partie inte`gre. D’apre`s la proposition pre´ce´dente, il existe un groupe
additif H dans X enveloppant K+. De meˆme, H contient un groupe multiplicatif
G enveloppant K×. De´ﬁnissons H l’ensemble {h ∈ H : Gh ≤ H}. C’est un sous-
groupe additif de H stable par multiplication par G a` gauche. Soit L l’ensemble
{h ∈ H : hH ≤ H}. C’est un anneau inte`gre contenant G. Si la multiplication est
commutative, le produit L · L−1 est un corps, contenant G, et donc K.
Remarque 6.17. Dans une structure qui enveloppe tous les groupes inﬁniment
de´ﬁnissables, un corps, meˆme gauche, inﬁniment de´ﬁnissable est contenu dans un
anneau de´ﬁnissable inte`gre.
Corollaire 6.18. Dans une structure menue, un corps infiniment de´finissable sans
parame`tres est l’intersection de corps de´finissables.
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De´monstration. Ce corps K est l’intersection d’ensembles Yi. D’apre`s la proposition
pre´ce´dente, chaque Yi contient un anneau inte`gre Ki de´ﬁnissable, qui est un corps
enveloppant K, donc K est l’intersection des Ki.
Des corollaires 2.9 et 2.28, on de´duit :
Corollaire 6.19. Dans une structure menue, un corps infiniment de´finissable sans
parame`tres est fini ou alge´briquement clos.
Corollaire 6.20. Dans une structure menue, un corps de caracte´ristique positive,







On appelle pre´ordre une relation binaire sur un ensemble qui est re´ﬂexive et transi-
tive.
Proposition 7.1. Soit M une structure menue et ≤ un pre´ordre sur M infiniment
de´finissable sans parame`tres. S’il est plus grossier que l’e´galite´ entre types, ≤ est
l’intersection de pre´ordres de´finissables.
De´monstration. ≤ induit un pre´ordre ferme´ . sur les 1-types, de´ﬁni par
tp(a) . tp(b) ⇐⇒ a ≤ b
D’apre`s la proposition 9.20 . est l’intersection de pre´ordres ouverts ferme´s.
Remarque 7.2. En suivant la preuve de [35] pour les relations d’e´quivalence, on en
de´duit que, restreint a` un type complet p, un pre´ordre inﬁniment ∅-de´ﬁnissable sur
une structure menue est la trace sur p d’une intersection de pre´ordres de´ﬁnissables.
Le corollaire 7.16 est plus fort.
On appelle demi-groupe1 un ensemble muni d’une loi de composition interne asso-
ciative. Un demi-groupe n’est donc pas ne´cessairement unife`re. Un demi-groupe est
infiniment A-de´finissable si son domaine et sa loi de composition interne le sont.
Proposition 7.3. Dans une structure menue, soit un demi-groupe M infiniment
de´finissable sans parame`tres, et Y un ensemble de´finissable le contenant. M est
contenu dans un demi-groupe de´finissable N inclus dans Y .
De´monstration. Quitte a` rajouter une constante note´e 1 au demi-groupe M et l’en-
semble {(1, x, x) : x ∈ M ∪ 1} ∪ {(x, 1, x) : x ∈ M ∪ 1} au graphe de la loi de
composition interne, ce qui ne modiﬁe pas le fait que M soit inﬁniment de´ﬁnissable,
on peut supposer M unife`re. On peut e´galement rajouter 1 au langage, ce qui ne
modiﬁe pas le caracte`re menu de la the´orie. Par compacite´, il existe un ensemble
1Nous choisissons d’adopter la terminologie qui semble la plus commune´ment admise aujour-
d’hui, bien que Bourbaki utilise le terme mono¨ıde.
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de´ﬁnissable X contenant M , tel que la loi de M soit associative sur X. On peut
supposer X inclus dans Y . On de´ﬁnit le pre´ordre inﬁniment de´ﬁnissable R sur X
par
xRy ⇐⇒ ∃z |= tp(y) (x ∈Mz)
Remarquons que si x et y ont meˆme type, x et y sont en relation par R, donc d’apre`s
la proposition pre´ce´dente, il existe des pre´ordres Ri dont R soit l’intersection. On
peut ve´riﬁer que m ∈ M si et seulement si mR1 : par compacite´, il existe un j tel
que Rj1 ⊂ X. L’ensemble {x ∈ X : xRj1} est stabilise´ a` gauche parM : appelons-le
J ; si m est dansM et yRj1, alors my ∈My, donc myRy, et myRj1 par transitivite´.
Appelons N le stabilisateur a` gauche de J dans X et montrons qu’il est stable par
multiplication. Soient a et b dans N ; pour tout y ve´riﬁant yRj1, on a byRj1 et donc
abyRj1. En particulier pour y e´gal a` un, abRj1 donc ab appartient a` X. Alors N est
un demi-groupe contenant M .
Corollaire 7.4. Dans une structure menue, un demi-groupe infiniment de´finissable
sans parame`tres est l’intersection de demi-groupes de´finissables.
Remarque 7.5. Comme pour les groupes, on peut de´ﬁnir l’action d’un demi-groupe
sur un ensemble, se dispenser de l’hypothe`se d’arite´ ﬁnie, et avoir un analogue du
the´ore`me 6.15.
Remarque 7.6. Dans une structure ω-stable, un demi-groupe inﬁniment de´ﬁnissable
avec parame`tres dans un ensemble A quelconque est l’intersection de demi-groupes
de´ﬁnissables.
7.2 Anneaux
Proposition 7.7. Dans une structure menue, soit un anneau R infiniment de´finis-
sable sans parame`tres, et Y de´finissable contenant R. L’anneau R est enveloppe´ par
un anneau de´finissable inclus dans Y .
De´monstration. Par compacite´, il existe un ensemble de´ﬁnissable X contenant l’an-
neau tel que les deux lois y soient associatives et tel que la multiplication soit
distributive sur l’addition. Quitte a` remplacer X par X ∩ Y , on peut supposer X
dans Y . Quitte a` conside´rer X ∩ −X, on peut supposer que X e´gal a` −X. D’apre`s
la proposition pre´ce´dente, il existe un groupe additif H dans X enveloppant R+. De
meˆme, H contient un demi-groupe multiplicatif M enveloppant R×. De´ﬁnissons H
l’ensemble {h ∈ H : Mh ⊂ H} : c’est un sous-groupe additif stable par multiplica-
tion par M a` gauche. L’ensemble {h ∈ H : hH ≤ H} est un anneau contenant M
et donc R.
Corollaire 7.8. Dans une structure menue, un anneau infiniment de´finissable sans
parame`tres est l’intersection d’anneaux de´finissables.




De´finition 7.10. On appelle structure alge´brique un ensemble muni de n lois de
composition interne ve´riﬁant un ensemble de formules dans un langage contenant
ces lois.
Une structure alge´brique est infiniment A-de´finissable si son domaine et ses lois le
sont.
Proposition 7.11. Soit (A, ·1, ..., ·n,Φ) une structure alge´brique infiniment de´finis-
sable dans une the´orie menue, et Y un ensemble de´finissable contenant A. Si Φ est
fini et contient les e´nonce´s ”·i est associative” et ”·i est distributive sur ·j” pour
tout j < i, alors il existe une structure alge´brique (B, ·1, ..., ·n,Φ) de´finissable, avec
A ⊂ B ⊂ Y .
De´monstration. Par compacite´, il existe un ensemble de´ﬁnissable X de´ﬁni par une
formule ϕ contenant A tel que ϕ ⊢ Φ. Quitte a` remplacer X par X ∩ Y , on peut
supposer X ⊂ Y , et Φ e´gal aux seuls e´nonce´s mentionne´s ci-dessus. Proce´dons par
re´currence sur le nombre n de lois. Pour n e´gal a` un, (A, ·1,Φ) est un demi-groupe ;
c’est la proposition 7.3. Supposons de´montre´es les e´tapes 1 a` n− 1. Par hypothe`se
de re´currence, il existe une structure alge´brique (C, ·1, ..., ·n−1,Φ) de´ﬁnissable avec
A ⊂ C ⊂ Y ; il existe une structure alge´brique (D, ·n,Φ) avec A ⊂ D ⊂ C. Posons
H e´gal a` {c ∈ C : D ·n c ⊂ C}. La structure (H, ·1, ..., ·n−1,Φ) est alge´brique, et
D ·n H ⊂ H. Soit B l’ensemble {h ∈ H : h ·n H ⊂ H}. La structure de´ﬁnissable
(B, ·1, ..., ·n,Φ) est alge´brique, et contient A.
Remarque 7.12. On ne risque pas de pouvoir se priver totalement de l’associati-
vite´ des lois, qui assure la transitivite´ de la relation R dans la proposition 7.3. On
peut cependant l’aﬀaiblir, et se satisfaire de l’e´nonce´ (x1 · (x2 · (...(xn−1 · xn)...))) =
f(x1, ..., xn−1) · xn pour un certain n, ou` f est une fonction surjective (pour assurer
que m ∈M si et seulement si mR1) deMn−1 surM . Au lieu de la relation x ∈M ·z
de la proposition 7.3, on conside`rera plutoˆt son ite´re´e n fois, qui est bien transitive.
On peut e´galement remplacer l’hypothe`se de distributivite´ par x·i+1 (y ·iz) = f(x·i+1
y, x ·i+1 z) ou` f est une compose´e des lois (·j)j≤i.
Corollaire 7.13. Un treillis distributif infiniment de´finissable dans une the´orie me-
nue est intersection de treillis de´finissables.
De´monstration. Un treillis est une structure alge´brique (E,∧,∨,Φ) dans le langage
{∨,∧,=} avec
Φ = Φ′ ∪{x∧ y = y∧x, x∨ y = y∨x, x∨x = x, x∧x = x, x∧ (x∨ y) = x∨ (x∧ y)}
Φ′ = {x∧ (y∨z) = (x∧y)∨ (x∧z), x∨ (y∨z) = (x∨y)∨z, x∧ (y∧z) = (x∧y)∧z}
7.4 Cate´gories et groupo¨ıdes
A la lumie`re des analogies que l’on a mises en e´vidence entre demi-groupe et pre´orde
d’une part, groupe et relation d’e´quivalence d’autre part, il semble judicieux d’in-
troduire les notions de cate´gorie et de groupo¨ıde.
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De´finition 7.14. Une cate´gorie est une structure a` deux sortes, les objets O, et les
morphismes M , munie d’applications i0 et i1 allant de M dans O (le morphisme m
de M allant de i0(m) vers i1(m)), d’une loi de composition partielle associative ◦ de
M ×i0,i1 M dans M (m ◦ n est de´ﬁnie si i0(m) est e´gal a` i1(n)), et d’une application
identite´ Id de O dans M (telle que Id(x) soit le morphisme identite´ de x dans x).
Sur les objets d’une cate´gorie C, on peut de´ﬁnir un pre´ordre en posant a ≤C b s’il y a
un morphisme de a dans b, ainsi que des demi-groupesMa forme´s des morphismes de
a dans a pour tout objet a. Re´ciproquement, un pre´ordre ≤ est une cate´gorie dont
les demi-groupes sont triviaux, dont chaque morphisme est donne´ par un couple
a ≤ b ; un demi-groupe est une cate´gorie ayant un seul objet et des morphismes
donne´s par les multiplications a` gauche par un e´le´ment donne´. Ainsi la notion de
cate´gorie ge´ne´ralise a` la fois celles de pre´ordre et de demi-groupe.
Une cate´gorie est infiniment A-de´finissable si l’ensemble de ses objets, celui de ses
morphismes, de meˆme que les applications ◦, i1, i2, et Id le sont. Remarquons que si
une cate´gorie C est inﬁniment de´ﬁnissable, le pre´ordre associe´ ≤C et les demi-groupes
Ma le sont e´galement.
Proposition 7.15. Dans une structure menue, une cate´gorie infiniment de´finissable
sans parame`tres est l’intersection de cate´gories de´finissables si l’ensemble de ses
objets est d’arite´ finie.
De´monstration. Soit C cette cate´gorie, O ses objets et M ses morphismes. M a
une structure de demi-groupe partiel, que l’on peut e´tendre a` M tout entier : soit
o un nouvel objet et 0 un nouveau morphisme de o dans o ; on pose O e´gal a` O
augmente´ de o, et M e´gal a` M augmente´ de 0. On prolonge i0, i1 et ◦ en i0, i1 et
◦ en posant i0(0) = i1(0) = o et 0◦m = m◦0 = m◦n = 0 pour tous morphismes
m,n avec i0(m) 6= i1(n) ; ◦¯ demeure inﬁniment de´ﬁnissable puisque l’arite´ de O
est ﬁnie, et associative sur M . D’apre`s ce qu’on sait sur les demi-groupes, M est
intersection de demi-groupes de´ﬁnissables M i. Par compacite´, i0 et i1 sont de´ﬁnies
sur M i pour i suﬃsamment grand. On pose Mi e´gal a` M i prive´ de 0 et Oi e´gal a`
i0(Mi) ∪ i1(Mi). (Oi,Mi) n’est pas encore une cate´gorie car Id n’est pas de´ﬁnie sur
Oi. On a Id(i1(m)) ◦m = m et n ◦ Id(i0(n)) = n pour tout m,n dans M , donc par
compacite´ e´galement pour tout m,n dans Mi pour un certain i. On peut supposer
i e´gal a` ze´ro quitte a` re´indexer : C est l’intersection des cate´gories (Oi,Mi).
Corollaire 7.16. Dans une structure menue, un pre´ordre infiniment de´finissable
sans parame`tres et d’arite´ finie est l’intersection de pre´ordres de´finissables.
De´monstration. Un pre´ordre ≤ est une cate´gorie C avec pour objet {x : ∃y x ≤
y ∨ y ≤ x}, pour morphismes {(x, y) : x ≤ y} et des applications de´ﬁnies par
i0(x, y) = x, i1(x, y) = y, (x, y) ◦ (y, z) = (x, z), et Id(x) = (x, x). D’apre`s la
proposition pre´ce´dente, ≤ est intersection de cate´gories de´ﬁnissables Ci. Reste a`
ve´riﬁer que les Ci sont aussi des pre´ordres, c’est-a`-dire qu’il y a au plus un morphisme
entre chaque couple d’objets. On sait que pour tout couple d’objets a, b, il existe
au plus un morphisme de a dans b. Si jamais pour tout i, il existe ai, bi des objets
de Ci avec au moins deux morphismes de ai dans bi, alors, par compacite´, il existe
deux objets a et b de C avec au moins deux morphismes distincts de a dans b, une
contradiction.
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De´finition 7.17. Un groupo¨ıde est une cate´gorie dont chaque morphisme posse`de
un inverse a` gauche et a` droite.
Un groupo¨ıde est infiniment de´finissable si sa structure de cate´gorie l’est.
Corollaire 7.18. Dans une structure menue, un groupo¨ıde infiniment de´finissable
sans parame`tres est l’intersection de groupo¨ıdes de´finissables si l’arite´ de ses objets
est finie.
De´monstration. Un groupo¨ıde est l’intersection de cate´gories de´ﬁnissables (Oi, Ni).
Soit N−1i l’ensemble {m ∈ Ni : ∃n ∈ Ni n ◦m = Id(i0(m)) ∧m ◦ n = Id(i1(n))}.
L’intersection des (Oi, Ni ∩N
−1
i ) convient.
The´ore`me 7.19. Dans une structure il y a e´quivalence entre
1) Tout pre´ordre infiniment de´finissable sur A, d’arite´ finie, plus grossier que
l’e´galite´ des types sur A est intersection de pre´ordres de´finissables.
2) Tout pre´ordre infiniment de´finissable sur A, d’arite´ finie, est intersection de
pre´ordres de´finissables.
3) Tout demi-groupe infiniment de´finissable sur A, est intersection de demi-
groupes de´finissables.
4) Toute cate´gorie (O,M) infiniment de´finissable sur A, ou` l’arite´ de O est finie,
est intersection de cate´gories de´finissables.
De´monstration. On a montre´ successivement 1) =⇒ 3) =⇒ 4) =⇒ 2) et
l’implication 2) =⇒ 1) est e´vidente.
Enﬁn, on montre qu’une the´orie qui enveloppe les relations d’e´quivalence enveloppe
e´galement les groupo¨ıdes inﬁniment de´ﬁnissables.
Proposition 7.20. Dans une structure qui enveloppe les relations d’e´quivalence,
soit un groupo¨ıde G infiniment de´finissable sans parame`tres et d’arite´ finie. Si YO
et YM sont des ensembles de´finissables contenant respectivement les objets et les
morphismes de G, ce dernier est enveloppe´ par un groupo¨ıde de´finissable inclus dans
YO × YM .
De´monstration. Soit O etM les objets et morphismes de G. Par compacite´, il existe
des ensembles XO et XM de´ﬁnissables contenant O et M , tels que i0 et i1 soient
de´ﬁnis sur XM , Id soit de´ﬁnie sur XO, et ◦ de´ﬁnie sur XM , associative, et telle que
Id(i1(m)) ◦m = m ◦ Id(i0(m)) = m pour tout m de XM . Quitte a` remplacer XO et
XM par XO∩YO et XM ∩YM , on peut supposer (XO, XM) inclus dans (YO, YM). On
peut supposer XM e´gal a` X
−1
M . Par compacite´, il existe ZM de´ﬁnissable contenant
G avec ZM ◦ ZM inclus dans XM . On de´ﬁnit la relation d’e´quivalence inﬁniment
de´ﬁnissable E sur XM par
xEy ⇐⇒ i0(x) = i0(y) ∧ x ◦ y
−1 ∈M
E est l’intersection de relations d’e´quivalence de´ﬁnissables Ei. On peut ve´riﬁer que
x appartient a` M si et seulement si xE Id(i0(x)) ; par compacite´, il existe un j
tel que l’ensemble {x ∈ XM : xEjId(i0(x))} soit inclus dans ZM . Posons J e´gal a`
70
{x ∈ ZM : xEjId(i0(x))} : il est stabilise´ a` gauche par M . En eﬀet, si g est dans M
et yEjId(i0(y)), et si i0(g) est e´gal a` i1(y) alors
g = g ◦ Id(i0(g)) = g ◦ y ◦ y
−1
et g ◦ y est dans X donc g ◦ yEy, et g ◦ yEjId(i0(y)). Posons H l’ensemble {x ∈
J : x ◦ J ⊂ J} : il est stable par composition, et (XO, H ∩ H
−1 ∪ Id(XO)) est un
groupo¨ıde contenant G.
Corollaire 7.21. Dans une structure qui enveloppe les relations d’e´quivalence,




Groupes et corps simples et menus
8.1 Groupes
Soit C un mode`le monstrueux, κ-sature´ d’une the´orie T . Pour un ensemble, borne´
voudra dire de taille strictement plus petite que κ. On appelle hyperimaginaire
toute classe a/E d’un e´le´ment a de Cα modulo une relation d’e´quivalence E sur
Cα inﬁniment de´ﬁnissable, ou` α est un ordinal borne´. Remarquons que l’action de
Aut(C/A) sur C se prolonge naturellement aux hyperimaginaires. On appelle cloˆture
borne´e d’un ensemble A, note´e bdd(A), l’ensemble des hyperimaginaires dont l’orbite
sous l’action de Aut(C/A) est borne´e. Dans une the´orie simple, deux e´le´ments a et b
ont le meˆme type Lascar fort sur A, note´ “Lstp(a/A) = Lstp(b/A)” si et seulement
s’ils ont le meˆme type sur bdd(A) : c’est le lemme 3.2.13 p.61 de [73]. Rappelons le
the´ore`me d’inde´pendance pour les types Lascar fort.
Fait 8.1. (Kim-Pillay [36] Dans une the´orie simple, soient A,B,C, b et c satisfaisant
1) A ⊂ B, A ⊂ C et B |⌣AC
2) Ni tp(b/B), ni tp(c/C) ne de´vient sur A.
3) Lstp(b/A) = Lstp(c/A)
Alors il existe un a tel que tp(a/BC) prolonge tp(b/B) et tp(c/C), tel que tp(a/BC)
ne de´vie pas sur A, et tel que a, b et c aient le meˆme type Lascar fort sur A.
On a vu qu’une the´orie menue enveloppe les groupes inﬁniment de´ﬁnissables sans
parame`tres. Que dire d’un groupe inﬁniment de´ﬁnissable avec parame`tres dans un
ensemble A ? Si A est ﬁni, on peut le rajouter au langage, ce qui ne change pas le ca-
racte`re menu de la the´orie. S’il est inﬁni, on ne perd rien a` le supposer de´nombrable.
Deux sous-groupesG,H d’un groupe F sont commensurables si les indices [G : G∩H]
et [H : G∩H] sont borne´s. Une famille H d’ensembles inﬁniment de´ﬁnissables d’une
structure M est uniforme´ment infiniment de´finissable s’il existe deux types partiels
p(x, y) et q tels que
H = {{x ∈M : x |= p(x, a)} : a |= q}
Si q et p sont a` parame`tres dans A, on dit que H est uniforme´ment infiniment
A-de´finissable. Citons une version faible d’un the´ore`me de [73].
Fait 8.2. (Wagner [73, 4.5.13]) Dans une structure simple, soit un groupe infiniment
A-de´finissable G, et H une famille de sous-groupes de G uniforme´ment infiniment A-
de´finissable. Il existe un sous-groupe de G, infiniment A-de´finissable, contenu dans
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le groupe engendre´ par H, contenant une intersection borne´e L de groupes dans H,
et commensurable a` chaque L ∩H pour H dans H.
Sans modiﬁer la preuve du pre´ce´dent the´ore`me dans le livre de F. Wagner, on peut
aﬃner le re´sutat pre´ce´dent et aﬃrmer :
Fait 8.3. Dans une structure simple, soit X un ensemble infiniment A-de´finis-
sable muni d’une loi de composition (pas ne´cessairement interne) infiniment A-
de´finissable. Soit H une famille de groupes inclus dans X, uniforme´ment infiniment
A-de´finissable. Si X contient H · H · H · H, il existe un groupe N , infiniment A-
de´finissable, contenu dans H · H · H · H et contenant une intersection borne´e L de
groupes de H telle que N et L ∩H soient commensurables pour tout H de H.
Proposition 8.4. Plac¸ons-nous dans un ensemble de´finissable X d’une structure
simple, muni d’une loi de composition (pas ne´cessairement interne) infiniment
de´finissable telle que le produit de six e´le´ments de X soit de´fini et associatif. Soit GA
un groupe infiniment de´finissable dans X. Si sa composante connexe est enveloppe´e
par un groupe de´finissable H, alors GA est enveloppe´ par un groupe de´finissable
inclus dans H ·GA.
De´monstration. GA∩H est d’indice ﬁni dans GA, donc H ·GA est de´ﬁnissable, e´tant
une re´union ﬁnie de classes de H ; le groupe
⋂
h∈H·GA H
h l’est donc aussi. Appelons
le N : c’est un groupe invariant par conjugaison par GA. C’est aussi une intersection
de conjugue´s de H par des e´le´ments de GA : il contient donc la composante connexe
de GA, puique cette dernie`re est distingue´e dans GA. Le produit N ·GA est un groupe
de´ﬁnissable.
Pour un groupe G dans un ensemble X muni d’une loi de composition prolongeant
la loi de groupe, on appelle indice de G dans X le nombre minimal de translate´s de
G ne´cessaires pour recouvrir X.
Proposition 8.5. Dans une structure simple et menue, soit un groupe infiniment
A-de´finissable GA contenu dans un ensemble de´finissable Z dans lequel il est d’indice
borne´. Dans Z, il y a un groupe de´finissable contenant GA.
De´monstration. Quitte a` restreindre Z, on peut supposer la loi de groupe de´ﬁnie
et associative sur Z. Par compacite´, il existe un Y de´ﬁnissable contenant GA tel
que le produit Y · Y soit dans Z. On peut supposer Z et Y de´ﬁnissables sans
parame`tres, ainsi que la loi de groupe. Soit H l’ensemble {GB : B |= tp(A/∅)}. Les
e´le´ments de H sont deux a` deux commensurables : d’apre`s le fait 8.3, il existe un
groupe N inﬁniment de´ﬁnissable sans parame`tres contenant une intersection borne´e
d’e´le´ments de H tel que N et GA soient commensurables ; alors N est enveloppe´ par
un groupe de´ﬁnissable inclus dans Y d’apre`s la proposition 6.8 ; mais N contient
la composante connexe de GA, donc d’apre`s la proposition pre´ce´dente, il y a un
sur-groupe de´ﬁnissable de GA inclus dans N ·GA, et donc dans Z.
Corollaire 8.6. Dans une structure simple et menue, soit un groupe GA infiniment
A-de´finissable contenu dans un ensemble de´finissable Z dans lequel il est d’indice
borne´. Le groupe GA est l’intersection de groupes de´finissables.
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Si nous ne sommes pas parvenus a` faire mieux, au moins pouvons-nous e´noncer des
re´sultats locaux. Rappelons le lemme 4.1.19 p.102 de [73], qui cumule´ a` la remarque
4.1.20 donne :
Fait 8.7. (Wagner [73]) Dans une structure simple, soit G un ensemble de´finissable
muni d’une loi et d’un e´le´ment neutre tels que le produit de trois e´le´ments de G
soit de´fini et associatif, et tel que tous ses e´le´ments aient un inverse a` gauche et
a` droite dans G. Dans G, soit X un ensemble infiniment de´finissable tel que pour
tout x et y dans X, inde´pendants, x−1y soit dans X. Alors X · X est un groupe
infiniment de´finissable et X est ge´ne´rique dans X ·X. En fait, X contient tous les
types ge´ne´riques de X ·X.
Proposition 8.8. Dans une structure simple, soit un groupe infiniment A-de´finis-
sable GA dont g soit un uplet fini. Soit X de´finissable contenant GA. Dans X, il
y a un groupe infiniment de´finissable avec un nombre fini de parame`tres, contenant
dcl(g) ∩GA.
De´monstration. Quitte a` restreindre X, on peut supposer la loi de groupe de´ﬁnie et
associative sur X. Par compacite´, il existe un ensemble de´ﬁnissable Y dans X tel
que Y ·Y soit dans X. On peut supposer X et Y de´ﬁnissables sans parame`tres. Soit
B la cloˆture borne´e de g. Posons
NB = {x ∈ Y : ∃b |= tp(a/B) (b |⌣
B
x ∧ x ∈ Gb)}
C’est un ensemble inﬁniment B-de´ﬁnissable contenant acl(g). Soient x |⌣B y dans
NB ; montrons que x
−1y est dans NB. Il existe b et b
′ dans tp(a/B) tels que b |⌣B x,
b′ |⌣B y, x appartienne a` Gb et y a` Gb′ . D’apre`s le the´ore`me d’inde´pendance, il existe
b′′ dans tp(b/xB) ∪ tp(b′/yB) avec b′′ |⌣B x, y. Alors b
′′ |⌣B x
−1y ; mais x et y sont
dans Gb′′ donc x
−1y aussi ; a fortiori, x−1y est dans Y . D’apre`s le fait 8.7, NB ·NB




C’est une intersection borne´e, invariante sous l’action de Aut(C/g), donc inﬁniment
g-de´ﬁnissable.
Corollaire 8.9. Dans une structure simple et menue, soit un groupe infiniment A-
de´finissable GA dont g soit un uplet fini. Il existe un groupe de´finissable contenant
dcl(g) ∩GA.
8.2 Corps
Lemme 8.10. Dans une structure simple, soit un ensemble de´finissable K muni de
deux lois de composition (pas ne´cessairement internes) et de leurs e´le´ments neutres
tels que l’addition et la multiplication de trois e´le´ments de K soient de´finies et
associatives. Supposons la multiplication distributive sur l’addition, et mettons que
tous les e´le´ments de K aient un inverse a` gauche et a` droite dans K pour chacune
des lois. Dans K, soit X un ensemble infiniment de´finissable contenant les deux
e´le´ment neutres tel que pour tout x et y dans X, inde´pendants, x−1y et x− y soient
dans X. Alors X +X est un corps infiniment de´finissable.
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De´monstration. Commenc¸ons par remarquer que X est e´gal a` −X puisque ze´ro est
dans X. D’apre`s le fait 8.7, X +X est un groupe additif ; il suﬃt donc de montrer
que X +X est stable par multiplication, et meˆme que X ·X est dans X +X auquel
cas on aura
(X +X) · (X +X) ⊂ X ·X +X ·X +X ·X +X ·X ⊂ X +X
Soit p un ge´ne´rique additif de X +X ; p est dans X. Soient g et g′ dans X, et soit h
dans p avec h |⌣ g, g
′. Alors h |⌣g′ g et h+ g
′ |⌣g′ g. D’autre part, on a g
′ + h |⌣ g
′,
donc g′+ h |⌣ g par transitivite´. Alors gg
′+ gh est dans X ; puisque h−1 appartient
a` X et que g |⌣ h
−1, le produit gh appartient a` X et gg′ dans X +X.
Proposition 8.11. Dans une structure simple, soit un corps infiniment A-de´finis-
sable KA dont g soit un uplet fini. Soit X de´finissable contenant KA. Dans X,
il existe un corps infiniment de´finissable avec un nombre fini de parame`tres, qui
contient dcl(g) ∩KA.
De´monstration. Quitte a` restreindre X, on peut supposer l’addition et la multipli-
cation de´ﬁnies et associatives sur X, et la multiplication distributive sur l’addition.
Par compacite´, il existe Y dans X tel que Y · Y et Y + Y soient tous deux dans X.
Soit B la cloˆture borne´e de g. Posons
LB = {x ∈ Y : ∃C |= tp(A/B) (C |⌣
B
x ∧ x ∈ KC)}
C’est un ensemble inﬁniment de´ﬁnissable sur B contenant acl(g). Soient x et y dans
LB inde´pendants au-dessus de B ; pour les meˆmes raisons que pre´ce´demment, x
−1y
et x − y sont dans LB. D’apre`s le lemme 8.10, LB + LB est un corps inﬁniment
B-de´ﬁnissable. On conside`re alors le corps
⋂
σ∈Aut(C/g) σ(LB + LB).
Corollaire 8.12. Dans une structure simple et menue, un corps infiniment A-
de´finissable est fini ou alge´briquement clos.
De´monstration. Appelons KA ce corps. S’il est inﬁni, par compacite´, il existe un
e´le´ment x d’ordre inﬁni dansKA. Soit P un polynoˆme a` coeﬃcients dansKA. D’apre`s
la proposition 8.11, pour tout ensemble X enveloppant KA, il existe un corps LaX
inﬁniment de´ﬁnissable sur un nombre ﬁni de parame`tres aX , contenant x et les
coeﬃcients de P , et inclus dans X : il est alge´briquement clos. Le corps
⋂
X⊃KA LaX
est un sous-corps alge´briquement clos de KA qui contient tous les coeﬃcients de
P .
Corollaire 8.13. Dans une structure simple et menue, un corps de caracte´ristique
positive infiniment A-de´finissable est commutatif.
De´monstration. Soient x et y dans ce corps. D’apre`s la proposision 8.11, il existe un
corps contenant x et y, inﬁniment de´ﬁnissable sur un nombre ﬁni de parame`tres. Ce







Ge´ne´ralite´s sur les compacts
de´nombrables
Commenc¸ons par de´montrer la proposition qui a introduit la de´ﬁnition de structure
menue.
Fait 9.1. Soit X un espace toplogique compact ayant une base de´nombrable d’ouverts
ferme´s. Si X n’a pas la puissance du continu, il est de´nombrable.
De´monstration. On s’inspire de la preuve du the´ore`me 4.2.1 p.132 de [43]. Soit
(Oi)i∈ω la base d’ouverts ferme´s. Montrons que si O1 n’est pas de´nombrable, il existe
un Oj tel que ni O1 ∩ Oj ni O1 ∩ O
c




{Oj : |O1 ∩Oj| > ℵ0}
Pour chaque ouvert Oj, soit Oj, soit O
c
j contient p, mais pas les deux. Comme X est
se´pare´, p est soit vide, soit un singleton. L’ouvert O1 est donc la re´union de p et de⋃
Oi /∈p(O1∩Oi) : il est de´nombrable, une contradiction. Si X n’est pas de´nombrable,
on peut donc construire un arbre binaire d’ouverts ferme´s de longueur ℵ0, arbre dont
chaque branche sera non vide par compacite´.
Fait 9.2. Dans un langage de´nombrable, une the´orie qui a strictement moins de 2ℵ0
mode`les de´nombrables a` isomorphisme pre`s, a un nombre de´nombrable de n-types
pour tout entier n.
De´monstration. Supposons au contraire que pour un entier n, les n-types aient la
puissance du continu. On construit une application f qui a` un n-type p associe une
classe d’isomorphisme de mode`les de´nombrables le re´alisant ; c’est possible d’apre`s
le the´ore`me de Lo¨wenheim-Skolem. Un mode`le de´nombrable ne pouvant re´aliser que
ℵ0 types, les ﬁbres de f sont de´nombrables.
9.1 Rang d’un polonais de´nombrable
Soit un espace topologique se´pare´X. On note Ac le comple´mentaire d’un ensemble A
de X. Un point est isole´ si c’est un ouvert de X. Dans le cas contraire, c’est un point
d’accumulation. L’espace X est parfait s’il n’a pas de points isole´s. Nous noterons X ′
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l’espace de´rive´ de X, c’est-a`-dire l’ensemble de ses points d’accumulation. Muni de
sa topologie induite, c’est un ferme´ de X. On note Xn+1 l’espace de´rive´ de Xn, puis
Xω l’intersection des Xn pour tout entier n, Xω+1 le de´rive´ de Xω, et ainsi de suite.
On de´ﬁnit ainsi une suite de´croissante de ferme´s Xα par induction sur l’ordinal α :
X0 = X




Xα pour un ordinal limite λ
On appelle noyau parfait de X l’intersection de tous les Xα quand α de´crit les
ordinaux. On le note X∞.
De´finition 9.3. On appelle espace polonais tout espace topologique ayant une base
de´nombrable d’ouverts, et admettant une distance compatible comple`te.
Nous renvoyons a` [33] pour plus de de´tails sur les polonais. Un espace polonais peut
eˆtre coupe´ en un noyau parfait et un reste de´nombrable, d’apre`s le the´ore`me de
Cantor-Bendixson :
Fait 9.4. (Cantor-Bendixson) Un espace polonais se de´compose de manie`re unique
en une union disjointe d’un sous-ensemble parfait et d’un ouvert de´nombrable.
Par conse´quent, le noyau parfait d’un polonais de´nombrable X est vide. On dit
que X est range´ par le rang de Cantor-Bendixson, et on appelle rang de Cantor-
Bendixson de X le plus petit ordinal tel queXβ soit vide. Si T de´signe la topologie de
X, on notera CB(X,T ) ce rang, ou simplement CB(X) si la topologie sous-jacente
n’est pas d’ambigue¨. Pour tout x dans X, on de´ﬁnit le rang de Cantor de x, note´
CB(x,X) ou CB(x) s’il n’y a pas d’ambigu¨ıte´ par l’ordinal maximal α tel que Xα
contienne x. On a donc
CB(X) = sup{CB(x) + 1 : x ∈ X}
On remarque que le rang de x vaut au moins α + 1 si et seulement si x est point
d’accumulation d’e´le´ments de rang au moins α. D’autre part, x est isole´ des points
de rang supe´rieur. On de´ﬁnit le rang de Cantor CB(O) de tout ouvert O de X
comme le rang de Cantor de l’espace topologique O muni de la topologie induite.
On a alors
CB(x) = min{CB(O) : x ∈ O, O ouvert}
De´monstration. Soit α le rang de x. Un ouvert O isole x des points de rang supe´rieur,
donc Oα+1 est vide. Re´ciproquement, on montre par induction sur α que si Xα
contient x, alors, si O est un ouvert contenant x, Oα contient x e´galement. Si Xα+1
contient x, ce dernier est point d’accumulation de points de Xα. Si x n’est pas point
d’accumulation de points de Oα, il est point d’accumulation de points de Ocα, qui
est un ferme´ de X, donc x est dans Oc, absurde.
Le rang d’un point x ne de´pend donc pas du voisinage de x dans lequel on le calcule.
On le note de´sormais CB(x). Remarquez que plus la topologie est ﬁne, plus le rang
diminue :
Proposition 9.5. Soit un espace topologique X muni de deux topologies T1 et T2,
T2 e´tant plus fine que T1. Alors CB(X,T2) est plus petit que CB(X,T2).
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De´monstration. Un point isole´ par un ouvert de T1 l’est par un ouvert de T2 ; par
induction sur α, on montre que (X,T2)
α est inclus dans (X,T1)
α.
Etant donne´e une famille d’espaces topologiques Ai indexe´e par I, on note
⊕
I Ai leur
somme directe, c’est-a`-dire leur union disjointe munie de la topologie de´ﬁnie comme
suit : un ensemble est un ouvert de
⊕
I Ai si sa trace sur chaque Ai est ouverte dans
Ai. Calculons maintenant la de´rive´e et le rang d’une union, d’une somme directe et
d’un produit carte´sien d’espaces topologiques :
Proposition 9.6. Soient A et B des parties d’un espace topologique X.





= Aα ∪Bα pour tout ordinal α.
3) CB(A ∪B) = max{CB(A), CB(B)}
De´monstration. 1) Si x est isole´ dans B, il l’est dans A par le meˆme ouvert. 2)
D’apre`s 1), A′ ∪ B′ est inclus dans (A ∪ B)′. Re´ciproquement, si U et V isolent x
dans A et B respectivement, U ∩ V isole x dans A ∪ B. On termine par induction
sur α.















= sup{CB(Ai) : i ∈ I}








′. Re´ciproquement, si x est un point d’accumulation dans
⊕
i∈I Ai, il appar-
tient a` un unique Ai dans lequel il ne peut eˆtre isole´. On ﬁnit par induction sur α.
2) De´coule de 1).
Proposition 9.8. Soient A et B deux espaces topologiques non vides.




Aβ ×Bγ pour tout ordinal α.
3) Pour tout α < CB(A) et β < CB(B), α⊕β < CB(A×B) ≤ CB(A)⊕CB(B)
De´monstration. 1) Si a est isole´ dans A, et b dans B, alors (a, b) est isole´ dans A×B,
donc (A×B)′c ⊃ A′c×B′c . Re´ciproquement, si (a, b) est isole´ dans A×B, il existe
un couple d’ouverts U et V de A et B respectivement tel que U × V isole (a, b).
En particulier, U isole a et V isole b, donc (A×B)′c ⊂ A′c ×B′c. 2) Par induction,
































3) Si CB(A) = α et CB(B) = β, alors
⋃
δ⊕γ=α⊕β
Aδ × Bγ = ∅, donc (A × B)α⊕β est
vide et CB(A× B) ≤ α⊕ β. Re´ciproquement, si Aα et Bβ ne sont pas vides, alors
Aα ×Bβ ne l’est pas, et (A×B)α⊕β non plus.
Les surjections continues et ouvertes dont les ﬁbres sont ﬁnies pre´servent le rang de
Cantor :
Proposition 9.9. Soit X et Y deux espaces topologiques, et f une application de
X dans Y . Alors,
1) Si f est ouverte et surjective, CB(X) ≥ CB(Y ).
2) Si f est continue a` fibres finies, CB(X) ≤ CB(Y ).
3) En particulier si f est bijective et bicontinue, X et Y ont meˆme rang.
De´monstration. 1) Montrons que f−1(Y ′) ⊂ f−1(Y )′. Soit y un point d’accumulation
dans Y et x un ante´ce´dent de y. Pour tout voisinage O de x, l’image de O est un
voisinage de y, donc inﬁni, O est inﬁni. Par induction, on a donc f−1(Y α) ⊂ f−1(Y )α.
Puisque f est surjective, on a Y α ⊂ f(Xα).
Soit x un point d’accumulation dans X et O un voisinage de f(x). Le voisinage
f−1(O) de x est inﬁni, donc O est inﬁni. Par induction sur α, on a f(Xα) ⊂ f(X)α.
9.2 Degre´ d’un compact de´nombrable
Si X est un compact de´nombrable, on peut raﬃner cette analyse topologique : son
noyau parfait est toujours vide, et par compacite´, son rang est un ordinal successeur
α+ 1. On note CB∗(X) pour α. De plus, l’ensemble Xα est ﬁni, sans quoi il aurait
un point d’accumulation. On appelle degre´ de Cantor-Bendixson de X son cardinal,
note´ dCB(X). Parmi les polonais de´nombrables, le degre´ de Cantor caracte´rise les
compacts :
Proposition 9.10. Soit X un espace topologique se´pare´ range´ par le rang de Cantor.
Si tout ferme´ de X a un degre´ de Cantor fini, X est compact.
De´monstration. Soit (Fj)j∈J une famille de ferme´s d’intersection vide. Parmi toutes
les intersections ﬁnies de Fj, on en choisit une, note´e I, de rang et de degre´ minimaux.
Si I n’est pas vide, il existe dans I un x de rang maximal. Puisque
⋂
j∈J Fj est vide,
il existe un Fj ne contenant pas x, et le rang ou le degre´ de I ∩ Fj baisse.
Corollaire 9.11. Soit X un espace topologique se´pare´ a` base de´nombrable d’ouverts.
X est range´ par le rang de Cantor et tous ses ferme´s ont un degre´ de Cantor fini si
et seulement si X est un compact de´nombrable.
De´monstration. Si tous les ferme´s de X ont un degre´ de Cantor, X est compact.
PuisqueX est range´ par le rang de Cantor,X s’injecte dans l’ensemble de ses ouverts
de base.
Corollaire 9.12. Si A et B sont deux compacts, alors
CB∗(A×B) = CB∗(A)⊕ CB∗(B)
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Remarque 9.13. Il est facile de fabriquer un espace topologique Xα de CB
∗-rang
α pour tout ordinal α : Soit X1 le sous-ensemble de Q constitue´ des fractions 1/n
et de ze´ro. X1 n’a qu’un point d’accumulation : il est de rang CB
∗ un. Supposons
Xα de rang α construit. Si α est le successeur d’un successeur, on pose Xα+1 le
produit Xα ×X1. Pour un ordinal limite λ, on pose Xλ la somme
⊕
α<λXα, qui est
localement compacte, et Xλ+1 le compactiﬁe´ d’Alexandroﬀ de Xλ. Remarquons que
Xα a le cardinal de α.
Calculons les degre´s d’une union disjointe et d’un produit carte´sien :
Proposition 9.14. Soient X et Y deux espaces topologiques, A et B deux ensembles
disjoints dans X de meˆme rang de Cantor. Alors,
1) dCB(A ∪B) = dCB(A) + dCB(B)
2) dCB(X × Y ) = dCB(X) · dCB(Y )
De´monstration. 1) Soit α ce rang. Aα et Bα sont disjoints, donc
dCB(A ∪B) = |Aα ∪Bα| = |Aα|+ |Bα|
2) Soit α le rang de Cantor de X, et β celui de Y . On a





∣∣∣∣ = |Xα × Y β| = |Xα| · |Y β|
Dans un espace compact, le rang et le degre´ de Cantor se caracte´risent de la manie`re
suivante, bien connue des logiciens :
Proposition 9.15. Soit X un compact de´nombrable.
1) CB(X) ≥ α+1 si et seulement s’il existe une suite d’ouverts (Oi)i≥1 de rang au
moins α avec CB(Oi ∩Oj) < α pour tout i 6= j.
2) Le degre´ de X est le plus grand nombre d d’ouverts O1, . . . , Od de rang CB(X)
avec CB(Oi ∩Oj) < CB(X) pour tout i 6= j.
De´monstration. 1) Soit (Oi)i≥1 une suite d’ouverts de rang au moins α avec CB(Oi∩
Oj) < α pour tout i diﬀe´rent de j. Les O
α
i sont non vides et deux a` deux disjoints,
donc Xα est inﬁni, et contient un point d’accumulation. Re´ciproquement, si Xα+1
n’est pas vide, Xα a une inﬁnite´ de points xi isole´s par un ouvert Oi respectivement.
Chaque Oi est de rang au moins α, et deux ouverts Oi et Oj distincts ont une
intersection de rang infe´rieur α.
2) Soient O1, . . . , Od des ouverts de X de rang α et d’intersections deux a` deux
petites. Les Oαi sont deux a` deux disjoints et non vides donc le degre´ de X est plus
grand que d. Re´ciproquement, soit x1, . . . , xd une e´nume´ration de X
α. On peut trou-
ver des ouverts Oi contenant respectivement xi mais aucun des xj pour j diﬀe´rent
de i. En particulier, deux ouverts Oi et Oj distincts ont une petite intersection.
L’ensemble Oαi contient xi, donc Oi est de rang au moins α.
Remarque 9.16. Si X est un compact de´nombrable, X est me´trisable et posse`de une
base d’ouverts constitue´e de ferme´s. Quitte a` remplacer chaque Oi de la proposition
pre´ce´dente par un ouvert de base inclus dans Oi, ce qui ne change pas le rang
de Cantor des Oi, on peut supposer les Oi ouverts et ferme´s. Quitte a` remplacer
inductivement chaque Oi par l’ouvert ferme´ Oi \ (Oi ∩
⋃
j<iOj), ce qui ne change
pas le rang des Oi, on peut supposer que les Oi sont deux a` deux disjoints.
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Nous avons vu qu’une surjection ouverte et continue a` ﬁbres ﬁnies pre´serve le rang.
Mieux : on peut borner les variations du degre´.
Proposition 9.17. Soient X et Y deux espaces compacts. Si f est une application
de X dans Y , continue, ouverte, et surjective a` fibres finies de cardinal au plus un
entier n, alors X et Y ont meˆme rang et
dCB(Y ) ≤ dCB(X) ≤ n · dCB(Y )
De´monstration. Si O1, . . . Od sont d ouverts de Y de rang maximal et d’intersec-
tions deux a` deux petites, les ouverts f−1(O1), . . . , f
−1(Od) de X ont meˆme rang
que X et leurs intersections sont deux a` deux petites, donc dCB(X) ≥ dCB(Y ).
Re´ciproquement, soit d le degre´ de Y , et O0, . . . , Od·n une suite de d · n+ 1 ouverts
de X de rang maximum et d’intersections deux a` deux petites. Pour tout ensemble




i ) est vide, donc
il existe d + 1 sous-ensembles deux a` deux disjoints I0, . . . , Id de [0, d · n] tels que⋂
i∈Ij f(O
α
i ) ne soit vide pour aucun j, et Ij soit maximal ve´riﬁant cette proprie´te´.
Ecrivons Vj pour
⋂
i∈Ij f(Oi). Mais alors, pour tout j dans [0, d], chaque Vj est un
ouvert de Y , de meˆme rang de Cantor que Y , et Vj∩Vk est de petit rang pour k 6= j,
ce qui contredit le fait que Y soit de degre´ d.
Soit X un espace topologique et R une relation d’e´quivalence sur X. Pour toute
partie A de X, on note R−1(A) la re´union des classes de R qui coupent A. On dit
que R est continue si pour tout ouvert O de X, l’ensemble R−1(O) est un ouvert de
X. On notera X/R l’espace topologique quotient , c’est-a`-dire l’ensemble des classes
de R muni de la topologie la plus grossie`re rendant la surjection πR de X dans le
quotient X/R continue. Plus pre´cise´ment, O est un ouvert de X/R si π−1R (O) est un
ouvert de X. Rappelons que R est continue si et seulement si la surjection πR est
ouverte.
Corollaire 9.18. Soit X un espace compact et R une relation d’e´quivalence continue
sur X dont toutes les classes sont finies. Alors,
1) CB(X) = CB(X/R)
2) Si les classes de R ont au plus n e´le´ments,
dCB(X) ≤ dCB(X/R) ≤ n · dCB(X)
De´monstration. L’application quotient est continue, ouverte a` ﬁbres ﬁnies de taille
au plus n.
Proposition 9.19. Soit X et Y deux espaces compacts, et f une application de X
dans Y . Alors,
1) Si f est ouverte, surjective, a` fibres de rang CB∗ au moins α,
CB(X) ≥ α+ CB(Y )
2) Si f est continue a` fibres de rang CB∗ au plus α,
α+ CB(Y ) ≥ CB(X)
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De´monstration. 1) On montre que f(X)β ⊂ f(Xα+β) pour tout β. L’espace X est
la re´union des ﬁbres Fi, et
⋃
Fαi est dans X
α, donc f(X) est e´gal a` f(Xα). On a
montre´ dans la proposition 9.9 que f(X)β ⊂ f(Xβ) pour tout β. On a donc
f(X)β = f(Xα)β ⊂ f((Xα)β) = f(Xα+β)
2) On montre que f(Xα+β) ⊂ f(X)β pour tout β. La restriction a` Xα de f est
continue a` ﬁbres ﬁnies, et
f(Xα+β) = f((Xα)β) ⊂ f(Xα)β
9.3 Pre´ordre ferme´
Soit un espace topologique X et une relation binaire R sur X. On dit que R est
ferme´e, respectivement ouverte, ouverte ferme´e si l’ensemble des couples en relation
par R est un ferme´, respectivement un ouvert, un ouvert ferme´ de X ×X muni de
la topologie produit. Remarquez qu’une relation d’e´quivalence ouverte est continue.
Un pre´ordre sur X est une relation binaire re´ﬂexive et transitive. La proposition
suivante s’inspire de [51] et [35].
Proposition 9.20. Un pre´ordre ferme´ sur un compact de´nombrable est l’intersec-
tion de pre´ordres ouverts ferme´s.
De´monstration. Soit X ce compact, et R le pre´ordre sur X. L’espace X a une base
d’ouverts ferme´s. On pose F l’ensemble ferme´ des couples de X ×X en relation par
R. Si x et y ne sont pas en relation, il existe un ouvert ferme´ de base O1 × O2 de
X ×X contenant (x, y) et inclus dans F c ; l’intersection O1 ∩O2 est vide puisque R
est re´ﬂexive. On choisit O1 et O2 de sorte que (O1 ∪O2)
c soit de rang et degre´ de
Cantor minimaux, et on pose Y l’ensemble (O1 ∪ O2)
c. Montrons que Y est vide ;
sinon, prenons un y dans Y de rang maximal. Si (O1×{y})∩F et ({y}×O2)∩F sont
tous deux non vides, comme R est transitive, (O1×O2)∩F est non vide, ce qui est
absurde. On peut donc supposer (O1×{y})∩F vide. L’ensemble O1×{y} est dans
l’ouvert F c. On peut trouver un ouvert de base Q2 contenant y avec O1 ×Q2 ⊂ F .
Mais O1 × (Q2 ∪ O2) est inclus dans F
c. L’ensemble (O1 ∪ O2 ∪ Q2)
c est e´gal a`
Xc ∩ Qc2 et ne contient pas y, ce qui contredit le caracte`re minimal du degre´ de




donc F ⊂ (X × O1) ∪ (O
c




a ∈ O1 ⇒ b ∈ O1
ä
On a montre´ que aRb e´tait e´quivalent a` la conjonction
∧
x,y∈F c aRx,yb.
9.4 A propos de la de´rive´e de Cantor
SoitX un espace topologique se´pare´ et 2X l’ensemble de ses parties. Muni de l’union,
2X est un demi-groupe. D’apre`s la proposition 9.6, l’application qui a` un sous-
ensemble de X associe son espace de´rive´ est line´aire. Si 2X e´tait stable par produit
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carte´sien, la proposition 9.8 serait une formule de Leibniz. Rappelons que les notions
de point d’accumulation et d’espace de´rive´ ont e´te´ introduites par Cantor en 1872
dans [8] pour de´river les ensembles de convergence de se´ries trigonome´triques ; il
y montre l’unicite´ de la de´compostion en se´rie trigonome´trique sur un intervalle
prive´ d’un ensemble de rang de Cantor ﬁni. C’est en conside´rant les syste`mes de
point de rang inﬁni qu’il introduit en 1880 l’induction transﬁnie, avant meˆme la
the´orie des ensembles. Cantor appelait un point d’accumulation Grenzpunkt (mot
a` mot ”point frontie`re”), et l’espace de´rive´, abgeleitete Punktmenge (ableiten est le
mot qu’employait Leibniz pour de´river) ; il utilisait les notations P ′ ou P (1) pour la
premie`re de´rive´e d’un ensemble de points. A notre connaissance, nulle part dans ses
e´crits n’apparaˆıt une formule de Leibniz. Toujours est-il que la de´rive´e de Cantor
porte bien son nom puisque, quotiente´e par une certaine relation d’e´quivalence, la
classe des espaces topologiques est un semi-anneau dans lequel la de´rive´e de Cantor
est un ope´rateur de de´rivation.
On appelle ω-plongement une application ouverte et continue a` ﬁbres ﬁnies entre
deux espaces topologiques. Nous notons T opω la cate´gorie des espaces topologiques
dont les ﬂe`ches sont les ω-plongements. Elle est partiellement ordonne´e par la rela-
tion
A ≤ B s’il existe un ω-plongement de A dans B
On note A ≡ B pour dire que A ≤ B et B ≥ A. C’est une relation d’e´quivalence.
Proposition 9.21. Soient A et B deux espaces topologiques. A e´quivalence modulo
≡ pre`s, A⊕B est l’unique plus petit C tel que A ≤ C et B ≤ C.
De´monstration. Si A et B se plongent dans C via f et g, alors A⊕B se plonge dans
C via l’application qui a` a ∈ A associe f(a) et a` b ∈ B associe g(b). Re´ciproquement,
A et B se plongent dans A⊕B.
On appelle union topologique de A et B la classe modulo ≡ de A ⊕ B, que l’on
notera A ∨ B. On a donc A ∨ B ≡ B ∨ A, et A× B ≡ B × A. Les ope´rations ⊕ et
× passent au quotient modulo ≡ :
Proposition 9.22. Soient A, B et C trois espaces topologiques.
1) Si A ≤ B, alors A ∨ C ≤ B ∨ C.
2) (A ∨B) ∨ C ≡ A ∨ (B ∨ C)
3) Si A ≤ B, alors A× C ≤ B × C.
4) A× (B ∨ C) ≡ (A×B) ∨ (A× C)
Remarque 9.23. Si A,B ⊂ X, alors A ∪B ≡ A⊕B, et A⊕ A ≡ A.
De´monstration. 1) B et C se plongent dans B ∨ C, donc A et C aussi, et A ∨ C se
plonge dans B ∨ C. 2) Par de´ﬁnition de ∨. 4) D’apre`s les points pre´ce´dents,
A× (B ∨ C) ≡ A× (B ⊕ C) ≡ (A×B)⊕ (A× C) ≡ (A×B) ∨ (A× C)
Pour tout espace A, on pose D(A) le sous-espace de A prive´ de ses ouverts ﬁnis.
Puisque A est se´pare´, D(A) est e´gal a` A′. L’application D et ses proprie´te´s passent
au quotient modulo ≡.
Proposition 9.24. Soient A et B deux espaces topologiques.
1) Si A ≤ B, alors D(A) ≤ D(B)
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2) D(A ∨B) ≡ D(A) ∨D(B)
3) D(A×B) ≡ (D(A)×B) ∨ (A×D(B)))
De´monstration. 1) Si A se plonge dans B via f , la restriction de f a A′ est un
ω-plongement de A′ dans B′.
2) (A ∨B)′ ≡ (A⊕B)′ ≡ A′ ⊕B′ ≡ A′ ∨B′
3) (A×B)′ ≡ (A′ ×B) ∪ (A×B′) ≡ (A′ ×B) ∨ (A×B′)
The´ore`me 9.25. Pour toute sous-classe C de T opω close par union disjointe et
produits carte´siens finis, la classe (C/ ≡,∨,×, D, ∅) est un semi-anneau commutatif,
diffe´rentiel inte`gre.
Si C contient un ensemble ﬁni, sa classe modulo ≡ est une unite´.
Remarque 9.26. On appelle point de condensation un point dont tout voisinage est
inde´nombrable. L’application qui a` un espace topologique associe le sous-espace
constitue´ de ses points de condensation passe au quotient modulo ≡, et de´ﬁnit une
de´rive´e sur T opω/ ≡.
On conside`re a` pre´sent les classes Pol0 des polonais de´nombrables et celle K0 des
compacts de´nombrables.
Corollaire 9.27. (Pol0/ ≡,∨,×, D) est un semi-anneau commutatif diffe´rentiel
inte`gre.
Corollaire 9.28. Le rang CB∗ de (K0/≡,≤,∨,×) dans (ω1,≤,sup,⊕) est un ho-
momorphisme de semi-anneaux ordonne´s.
9.5 Application aux structures menues
Pour ﬁnir, nous appliquons les re´sultats a` l’espace des types d’une the´orie menue,
qui est un compact de´nombrable. Des pages pre´ce´dentes, il ressort que le rang de
Cantor d’une formule ϕ est le rang de de´rivation CB∗ de l’ouvert [ϕ], que nous avons
note´ simplement CB(ϕ) au chapitre premier.
Proposition 9.29. Soient A et B deux ensembles de´finissables et f une application
de´finissable de A dans B. Alors f induit une application f˜ de [A] dans [B] et
1) f˜ est continue et ouverte.
2) Si les fibres de f sont de taille au plus n, celles de f˜ aussi.
3) Si f est surjective, f˜ l’est aussi.
4) Si g est une application de´finissable de C dans A, flf ◦ g = f˜ ◦ g˜.
5) Si h = idA, alors h˜ = id[A].
De´monstration. Pour tout type p, et une re´alisation a, on pose f˜(p) e´gal a` tp(f(a)).
Remarquer que f˜(p) ne de´pend pas de a. 1) Si [D] est un ouvert de base de [B],
f˜−1([D]) = {tp(a) ∈ [A] : f(a) ∈ D} = [f−1(D)]
f˜ est donc continue, et ouverte puisque l’espace est compact a` base d’ouverts ferme´s.
2) Si f est a` ﬁbres de taille n et si f(a) et f(b) ont meˆme type, il existe un automor-
phisme σ tel que f(σ(a)) soit e´gal a` f(b), donc σ(a) est dans la ﬁbre de f(b).
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Il existe donc un foncteur covariant ∼ de la cate´gorie des ensembles de´ﬁnissables
d’une structure M , avec les applications de´ﬁnissables pour ﬂe`ches, dans la cate´gorie
des espaces de types, une sous-cate´gorie des espaces topologiques, munie des appli-
cations bicontinues. Le foncteur ∼ pre´serve les notions d’applications a` ﬁbres ﬁnies :
il induit un foncteur de la cate´gorie des ensembles de´ﬁnissables avec les applications
de´ﬁnissables a` ﬁbres ﬁnies pour ﬂe`ches, dans T opω. On en de´duit imme´diatement
une nouvelle de´monstration des lemmes 1.20 et 1.23 e´nonce´s au premier chapitre :
Corollaire 9.30. Soient C et D deux ensembles a-de´finissables, et f une application
a-de´finissable de C dans D. Alors,
1) Si f est surjective, CBa(C) ≥ CBa(D).
2) Si f est a` fibres borne´es, CBa(D) ≥ CBa(C).
3) Si f est surjective a` fibres finies de cardinal au plus un entier n, alors C et D
ont meˆme rang de Cantor sur a, et
dCBa(D) ≤ dCBa(C) ≤ n · dCBa(D)
Corollaire 9.31. Soit X un ensemble de´finissable sans parame`tres, et a un e´le´ment
alge´brique sur le vide de degre´ n, alors
1) CBa(X) = CB∅(X)
2) dCB∅(X) ≤ dCBa(X) ≤ n · dCB∅(X)
De´monstration. Sur S(X, a), la relation ”eˆtre conjugue´ sous l’action du groupe d’au-
tomorphismes ﬁxant a”, note´e Ra, est continue. Toutes ses classes sont de cardinal
au plus n. D’autre part, S(X, ∅) et S(X, a)/Ra sont home´omorphes. On applique
alors le corollaire 9.18.
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Chapitre 10
Un peu plus de topologie
10.1 κ-Me`tre, κ-distance
Un cardinal κ est re´gulier si le plus petit cardinal λ tel qu’il existe une λ-suite dans
κ de limite κ est κ lui-meˆme. On se ﬁxe un cardinal κ inﬁni re´gulier. On qualiﬁera
de petit tout ensemble de cardinal strictement infe´rieur a` κ.
De´finition 10.1. On appelle κ-me`tre, un groupe abe´lien totalement ordonne´ muni
d’une famille strictement de´croissante (ǫi)i<κ d’e´le´ments positifs ve´riﬁant les pro-
prie´te´s suivantes :
(i) Tout e´le´ment positif est minore´ par un ǫi.
(ii) ǫi+1 + ǫi+1 est e´gal a` ǫi, pour tout i.
On appellera la famille (ǫi)i<κ l’ anti bon ordre associe´, ou encore le squelette du
κ-me`tre. On posera ǫκ e´gal a` ze´ro. On qualiﬁera de κ-archime´dien un groupe abe´lien
totalement ordonne´ ve´riﬁant (i).
Remarque 10.2. Si le me`tre est muni d’une structure de corps ordonne´, l’axiome (i)
est e´quivalent a` l’e´nonce´ suivant :
(∀x, y) (x > 0 ∧ y ≥ 0⇒ ∃i < κ, x ≥ ǫi · y)
Remarque 10.3. De (i) et (ii) il re´sulte que pour tout x positif, il existe un y tel que
y + y soit plus petit ou e´gal a` x : l’axiome (ii) permettra simplement de de´couper
une boule en deux. Conside´rons l’e´nonce´ suivant, note´ (iii) : ”tout petit ensemble
d’e´le´ments strictement positifs posse`de un minorant strictement positif.” Remar-
quons que puisque κ est re´gulier, (iii) de´coule de (i). Les e´nonce´s (i), (ii) et (iii)
sont tous de´ﬁnissables dans la logique du premier ordre inﬁnitaire Lκ+,κ.
Exemples 10.4.
- Le corps des nombres re´els R est un ℵ0-me`tre, dont un anti bon ordre associe´
est la suite (1/2i)i<ℵ0 .
- Une extension κ-sature´e du corps R ve´riﬁe l’axiome (iii).
- Tout ordinal se de´compose en base ω de manie`re unique en une somme
ωα1 .n1 + · · ·+ ω
αk .nk
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avec α1, . . . , αk des ordinaux strictement de´croissants et n1, . . . , nk des entiers







Muni de la somme de Cantor, un cardinal κ re´gulier est un semi-groupe com-
mutatif simpliﬁable totalement ordonne´. On peut de´ﬁnir une loi de composition
interne commutative sur les monoˆmes en posant
(ωα.n)⊗ (ωβ.m) = ωα⊕β · (nm)
On prolonge cette multiplication sur la classe des ordinaux par distributivite´.
Posons Z(κ) e´gal a` κ×κ/E ou` E est la relation d’e´quivalence sur κ×κ de´ﬁnie
par
(a, b)E(c, d) ⇐⇒ a⊕ d = b⊕ c
On appelle ze´ro la classe (0, 0)/E, on identiﬁe tout e´le´ment x de κ a` la classe
(x, 0)/E dans Z(κ) et on prolonge l’addition sur Z(κ) en posant
(a, b)/E + (x, y)/E = (a⊕ x, b⊕ y)/E
On peut ve´riﬁer que l’addition est bien de´ﬁnie : si (a, b)E(c, d) et (x, y)E(z, t),
alors a⊕ d = b⊕ c et x⊕ t = y ⊕ z, alors a⊕ d⊕ x⊕ t = b⊕ c⊕ y ⊕ z, donc
(a⊕x, b⊕y)E(c⊕z, t⊕d). Tout e´le´ment (a, b)/E de Z(κ) a un inverse (b, a)/E
que l’on notera −(a, b)/E. L’ensemble Z(κ) est un groupe. Il est totalement
ordonne´ : on pose
(a, b)/E ≤ (x, y)/E ⇐⇒ a⊕ y ≤ b⊕ x
qui est bien de´ﬁni car κ est simpliﬁable. Remarquer que la forme normale
de Cantor d’un cardinal est ne´cessairement monoˆmiale, du type ωα ou` α est
un ordinal limite. En particulier, κ est stable par multiplication. On e´tend la
multiplication a` Z(κ) en posant
(a, 0)/E · (b, 0)/E = (a⊗ b, 0)/E
(a, 0)/E · (0, b)/E = (0, a⊗ b)/E
et on la prolonge de telle sorte qu’elle soit commutative et distributive sur
l’addition. Reste a` ve´riﬁer que cette multiplication est compatible avec l’ordre.
L’ensemble Z(κ) est donc un anneau totalement ordonne´ dont on peut montrer
qu’il est inte`gre. On note Q(κ) son corps de fraction. Puisque κ est re´gulier,
toute petite partie d’e´le´ments strictement positifs deQ(κ) a un minorant stric-
tement positif, donc Q(κ) est un κ-me`tre. On peut prendre par exemple l’anti
bon ordre (ǫi)i<κ ou` ǫ1 est e´gal a` un, ǫi+1 a` ǫi/2 et ǫλ a` 1/λ pour tout ordinal
limite λ de κ.





a` coeﬃcients dans le corps R, ou` I est un bon ordre de Z(κ). On appelle
degre´ d’une se´rie S indice´e par un bon ordre I, le plus petit e´le´ment i de
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I tel que ai soit non nul. On appelle cet ai le coefficient dominant de S,
note´ coef(S). On de´ﬁnit un ordre total sur R((Z(κ))) en aﬀectant a` une se´rie
formelle le signe de son coeﬃcient dominant. Par convention une se´rie est nulle
si ses coeﬃcients sont tous nuls. Remarquons que puisque R est additivement
divisible, R((Z(κ))) l’est aussi. R((Z(κ))) est un κ-me`tre, qui peut eˆtre muni
d’une structure de corps respectant l’ordre, comme il est explique´ dans [21] par
Hans Hahn (celui du the´ore`me de Hahn-Banach, qui e´tait aussi le directeur
de the`se de K. Go¨del), a` qui l’on doit d’avoir introduit ces corps de se´ries
formelles. On peut prendre par exemple l’anti bon ordre (ǫi)i<κ ou` ǫ1 est e´gal
a` un, ǫi+1 a` ǫi/2 et ǫλ a` X
λ. On notera dore´navant R(κ) le corps de se´ries
formelles R((Z(κ))).
De´finition 10.5. Soit X un ensemble, et M un κ-me`tre. On appelle κ-norme sur
X toute application ‖.‖ de X dans M ve´riﬁant
(o) ‖x‖ est positif.
(i) ‖x‖ est nul si et seulement si x l’est.
(ii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
De´finition 10.6. Soit X un ensemble, et M un κ-me`tre. On appelle κ-distance sur
X toute application d de X ×X dans M ve´riﬁant
(o) d(x, y) est positive.
(i) d(x, y) est nulle si et seulement si x e´gale y.
(ii) d(x, y) et d(y, x) sont e´gaux.
(iii) d(x, y) ≤ d(x, z) + d(z, y).
Pour une κ-norme ‖.‖, on appellera κ-distance associe´e a` ‖.‖ la κ-distance d de´ﬁnie
en posant d(x, y) e´gal a` ‖x − y‖. Un κ-me`tre est toujours muni d’une κ-norme |.|,
celle qui a` un e´le´ment x associe sup{x,−x}.
De´finition 10.7. On appelle espace κ-me´trique, tout triplet (X,M, d) ou` X est un
ensemble, M un κ-me`tre et d une κ-distance de X dans M .
De´finition 10.8. Soit (X, d) un espace κ-me´trique, r un e´le´ment positif de M , et
x dans X. On appelle boule ouverte de centre x et de rayon r l’ensemble {y ∈ X :
d(x, y) < r}, et boule ferme´e de centre x et de rayon r l’ensemble {y ∈ X : d(x, y) ≤
r}.
On notera Br(x) et B
′
r(x) respectivement une boule ouverte et une boule ferme´e de
rayon r centre´e en x.
De´finition 10.9. Soit X un espace κ-me´trique, d1 et d2 deux κ-distances a` valeurs
respectives dans deux κ-me`tresM1 etM2. La distance d2 est plus fine que d1 si pour
toute boule ouverte Bd1(x) pour d1, il existe une boule ouverte B
d2(x) de meˆme
centre qui contienne Bd1(x). Les distances d1 et d2 sont e´quivalentes , si d1 est plus
ﬁne que d2 et re´ciproquement. Deux κ-normes sont e´quivalentes si les κ-distances
associe´es sont e´quivalentes.
κ-Norme canonique associe´e a` un κ-me`tre
Soit un κ-me`tre M . On peut de´ﬁnir l’application |.|M de M dans κ qui a` un x
associe max{ǫi : ǫi ≤ |x|} : c’est une κ-norme sur M , e´quivalente a` |.|. Comme cette
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norme est a` valeur dans un bon ordre, pour toute partie Y de M , on peut de´ﬁnir
l’application ”distance d’un point a` Y ” en posant
dM(x, Y ) = inf{|x− y|M : y ∈ Y }
Remarquons l’ine´galite´ |dM(x, Y )− dM(y, Y )| ≤ |x− y|M .
De´monstration. 1) Si x est nul, alors |x|M l’est aussi. Re´ciproquement, si x n’est pas
nul, il existe un ǫi qui minore |x|, donc |x|M n’est pas nul.
2) Soient x et y positifs. Supposons x ≥ y et |x|M e´gal a` ǫi, alors |x+y|M est compris
entre ǫi et 2ǫj pour tout j < i. Si i est un ordinal limite, alors |x + y|M est e´gal
a` ǫi ; si i est le successeur de i
′, alors |x + y|M est e´gal soit a` ǫi (si |x|M > |y|M),
soit a` ǫi′ (sinon). Pour tout x et y, on a donc ||x| + |y||M ≤ |x|M + |y|M . Mais
||x+ y||M ≤ ||x|+ |y||M , donc |x+ y|M ≤ |x|M + |y|M .
3) |ǫi| et |ǫi|M sont e´gaux : les normes |.| et |.|M sont e´quivalentes.
κ-Distance canonique associe´e a` un espace κ-me´trique
Un espace κ-me´trique (X, d) est muni d’une κ-distance dX a` valeur dans un bon
ordre, et e´quivalente a` d, de´ﬁnie par
dX(x, y) = |d(x, y)|M
Pour toute partie Y de X, on peut donc de´ﬁnir l’application ”distance d’un point a`
Y ” en posant
dX(x, Y ) = inf{dX(x, y) : y ∈ Y }
Et l’on a encore l’ine´galite´ |dX(x, Y )− dX(y, Y )| ≤ dX(x, y).
Corollaire 10.10. Soit (X, d) un espace κ-me´trique. dX est une κ-distance sur X
e´quivalente a` d et a` valeurs dans l’anti bon ordre associe´ a` R(κ).
On supposera dore´navant toutes les κ-distances a` valeurs dans R(κ).
Proposition 10.11. Soit (X, d) un espace κ-me´trique, et (di)i<κ une famille de
κ-distances e´quivalentes a` d. Alors sup{min{diX , ǫi} : i < κ} est une κ-distance
e´quivalente a` d.
De´monstration. Ecrivons d′(x, y) pour sup{min{diX , ǫi} : i < κ}. Si d
′(x, y) est nul,
min{diX , ǫi} est nul pour tout i, donc x et y sont e´gaux : d
′ est une κ-distance. Si
d′(x, y) ≤ ǫi+1, alors d
i
X(x, y) ≤ ǫi, donc d
′ est plus ﬁne que d. Re´ciproquement, soit





(x) est dans b.
Appelons la B. Comme chaque bj contient une boule ouverte non vide pour d de
centre x, B, et donc b, contiennent une boule ouverte non vide pour d centre´e en
x.
10.2 Espace κ-topologique
De´finition 10.12. On appelle espace κ-topologique tout ensemble X muni d’un
ensemble O de parties de X tel que
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(i) O contienne l’ensemble X et l’ensemble vide,
(ii) O soit stable par re´union quelconque,
(iii) O soit stable par petites intersections.
On appellera κ-ouvert tout e´le´ment de O, et κ-ferme´ le comple´mentaire d’un κ-
ouvert. Un ensemble (Oi)i∈I de parties de X est une base de κ-ouverts si tout κ-
ouvert est re´union d’ensembles Oi. Remarquons qu’un espace topologique n’est rien
d’autre qu’un espace ℵ0-topologique, et que pour tous cardinaux κ et λ ou` κ ≥ λ,
un espace κ-topologique est un espace λ-topologique.
Soit X un ensemble et (Oi)i∈I une famille de parties de X recouvrant X telle que
toute petite intersection de Oi soit re´union de Oj. Alors il existe une unique κ-
topologie O surX dont (Oi)i∈I est une base de κ-ouverts. On appelle O la κ-topologie
engendre´e par la famille (Oi)i∈I .
Proposition 10.13. Un espace κ-me´trique est un espace κ-topologique pour la to-
pologie engendre´e par les boules ouvertes. Les boules ouvertes en forment une base
de κ-ouverts.
De´monstration. Il suﬃt de montrer qu’une petite intersection de boules ouvertes
est une re´union de boules ouvertes. Soit Br1(x1), Br2(x2), . . . une petite famille de
boules ouvertes indexe´es par I. Pour tout x dans l’intersection de ces boules, x et
xi sont a` distance ri − di, avec di strictement positif. Il existe un nombre positif
d minorant chacun des di. D’apre`s l’ine´galite´ triangulaire, la boule Bd(x) est dans
l’intersection des Bri(xi)
Un espace κ-topologique X est dit κ-me´trisable s’il peut eˆtre muni d’un κ-me`tre et
d’une κ-distance sur X qui pre´serve la κ-topologie de X. Remarquons que pour un
espace κ-me´trique, parler de la κ-topologie ou de la ℵ0-topologie engendre´e par les
boules ouvertes revient au meˆme.
Proposition 10.14. Une boule ferme´e est un κ-ferme´ pour la κ-topologie engendre´e
par les boules ouvertes.
De´monstration. Soit B′r(x) une boule ferme´e de rayon r et de centre x. Si y n’est
pas dans B′r(x), alors x et y sont a` distance r+ a avec a positif. Il existe un nombre
positif b tel que 2b minore a. Les boules Bb(y) et B
′
r(x) sont disjointes, puisque si z
est dans Bb(y),
d(x, z) ≥ d(x, y)− d(z, y) ≥ r + a− b > r
La boule B′r(x) est donc bien un κ-ferme´.
Soit X un espace κ-topologique, et x un point de X. On appelle κ-voisinage de x
toute partie de X contenant un κ-ouvert autour de x. Un ensemble (Vi) de parties de
X est une base de κ-voisinages de x si tout κ-ouvert contenant x contient un Vi. Soit
A une partie de X, on appelle κ-inte´rieur de A, note´ A˚, l’union des κ-ouverts que
contient A. On appelle κ-adhe´rence de A, note´e A l’intersection de tous les κ-ferme´s
contenant A. Le point x est κ-inte´rieur a` A s’il appartient a` A˚ ; il est κ-adhe´rent a`
A s’il appartient a` A. On dit que A est κ-dense dans X si l’adhe´rence de A est X
tout entier.
Remarque 10.15. Un point a est κ-adhe´rent a` A si et seulement si toute boule ouverte
de centre a rencontre A.
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De´finition 10.16. On dit queX est κ-se´parable s’il existe un sous-ensemble κ-dense
de X de cardinal κ.
Remarquons que pour un espace κ-me´trisable, eˆtre κ-se´parable ou a` base de κ-
ouverts de cardinal κ sont deux proprie´te´s e´quivalentes. En particulier, tout espace
κ-me´trisable κ-se´parable est de cardinal au plus 2κ.
Remarque 10.17. Si κ est un cardinal non de´nombrable inaccessible (ie 2λ < κ pour
tout λ < κ), ou simplement si 2λ ≤ κ pour tout λ < κ, le corpsR(κ) est κ-se´parable :
conside´rons le sous-ensemble du corps R(κ) constitue´ des se´ries dont les coeﬃcients







Soit un espace κ-topologique X, et un sous-ensemble A de X. On appelle κ-topologie
induite sur A, l’ensemble constitue´ des traces sur A des κ-ouverts de X ; c’est une
κ-topologie sur A.
κ-Topologie produit
Soit une famille d’espaces topologiquesXi. On appelle κ-topologie produit sur
∏
i∈I Xi
la κ-topologie engendre´e par les petites intersections d’ouverts de
∏
i∈I Xi pour la
topologie produit usuelle. Une base de cette κ-topologie est forme´e des ensembles∏
i∈I Ui ou` chaque Ui est une petite intersection d’ouverts de Xi, et tous les Ui sont
e´gaux a` Xi sauf un petit nombre. C’est la κ-topologie la plus grossie`re contenant la
topologie produit.
Proposition 10.18. R(κ)κ muni de sa κ-topologie produit est κ-me´trisable.
De´monstration. Prenons comme κ-me`tre le corps R(κ). On de´ﬁnit l’application qui




L’application ‖.‖ est bien une κ-norme. Pour ve´riﬁer qu’elle pre´serve la topologie
produit, il suﬃt de remarquer que
‖x‖ < ǫi ⇐⇒ ∀j < κ, min{ǫj, |xj|} < ǫi








Remarque 10.19. Plus ge´ne´ralement que si (Xi, di)i<κ, est une famille d’espaces κ-
me´triques, alors le produit
∏
i∈I Xi est κ-me´trisable par la κ-distance d a` valeurs
dans R(κ) de´ﬁnie par




10.3 κ-Suites, espaces κ-complets
Soit (X, d) un espace κ-me´trique. Une κ-suite de X est une application de κ dans
X. Soit l un point de X. On dit que la κ-suite u converge vers l si
(∀ǫ > 0) (∃N < κ) (n ≥ N ⇒ d(un, l) ≤ ǫ)
On appelle l la limite de la κ-suite u. Si elle existe, la limite d’une κ-suite est unique.
La notion de convergence est invariante par changement de κ-distance e´quivalente.
On appelle κ-suite extraite de u toute κ-suite (uφ(n))n<κ ou` φ est une application
strictement croissante de κ dans κ. On dit que a est κ-valeur d’adhe´rence de u s’il
existe une κ-suite extraite de u qui converge vers a.
Proposition 10.20. Soit (X, d) un espace κ-me´trique, il y a e´quivalence entre
1) a est κ-valeur d’adhe´rence de u.
2) Pour tout r > 0, l’ensemble {n < κ : un ∈ B(a, r)} est de cardinal κ.




{up : p ≥ n}.
De´monstration. Si a est limite d’une κ-suite extraite (uφ(n)), alors pour tout rayon
r, l’ensemble {φ(n) : uφ(n) ∈ B(a, r)} est de cardinal κ. Supposons 2), ﬁxons un
rayon positif r et un petit ordinal N : il existe un ordinal n ≥ N dans l’ensemble
{n : un ∈ B(a, r)}. Supposons 3). Pour tout ordinal n, une boule ouverte de centre
a coupe l’ensemble {up : p ≥ n}, donc a est dans {up : p ≥ n}. Supposons 4). On
construit par induction sur i une κ-suite d’ordinaux (ni) telle que pour tout ǫi, le
point uni soit dans la boule B(a, ǫi). Si les ni sont construits pour tout i plus petit
qu’un j ﬁxe´, alors il existe un nj majorant l’ordinal sup{ni : i < j} tel que unj soit
dans la boule B(a, ǫi). La suite construite est coﬁnale dans κ. Comme κ est re´gulier,
c’est bien une κ-suite.
Proposition 10.21. Soit A une partie de (X, d), alors
1) Un point est dans A si et seulement s’il est limite d’une κ-suite de A.
2) Un point a appartient a` A si et seulement si dX(a,A) est nulle.
3) A est un κ-ferme´ si et seulement si toute κ-suite d’e´le´ments de A convergente
(dans X) a sa limite dans A.
De´finition 10.22. Une κ-suite u est dite de Cauchy si
(∀ǫ > 0) (∃N < κ)(∀n, p ≥ N) d(un, up) ≤ ǫ
Proposition 10.23. 1) Toute κ-suite de Cauchy est borne´e.
2) Toute κ-suite convergente est de Cauchy.
3) Toute κ-suite de Cauchy ayant une κ-valeur d’adhe´rence converge.
De´monstration. 1) et 2) sont imme´diats. Pour 3), soit une κ-suite de Cauchy u ayant
une κ-valeur d’adhe´rence a. Soit ǫ positif ﬁxe´, et η positif avec 2 · η ≤ ǫ. Il existe un
N tel que pour tous ordinaux n et p majorant N , le nombre η majore d(xn, xp). Il
existe aussi un M > N tel que η majore d(xM , a). Pour tout n ≥ N , on a donc
d(xn, a) ≤ d(xn, xM) + d(xM , a) ≤ 2 · η ≤ ǫ
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De´finition 10.24. On dit d’un espace κ-me´trique X qu’il est κ-complet si toute
κ-suite de Cauchy de X est convergente dans X.
Proposition 10.25. 1) Un κ-complet est un κ-ferme´.
2) Tout κ-ferme´ d’un κ-complet est κ-complet.
3) Un produit de κ espaces κ-complets est κ-complet.
Proposition 10.26. Dans un espace κ-me´trique κ-complet, toute intersection
de´croissante de κ boules κ-ferme´es non vides dont la suite des rayons tend vers
ze´ro est un singleton.
De´monstration. Notons (Bn)n<κ cette famille de boules, et rn le rayon de Bn et
choisissons un un dans chaque Bn. La distance d(un, up) est plus petite que rm pour
tout n et p plus grand que m, donc la κ-suite (un) est de Cauchy. Elle converge, et
sa limite est dans chacune des boules.
De´finition 10.27. On appelle κ-isome´trie toute application entre deux espaces
κ-me´triques qui pre´serve les κ-distances.
Proposition 10.28. Pour tout espace κ-me´trique X, il existe un espace κ-me´trique
Y κ-complet, et une κ-isome´trie de X dans Y d’image κ-dense.
De´monstration. On conside`re pour X̂ l’ensemble des κ-suites de Cauchy de X mo-







On note û la classe d’e´quivalence d’une κ-suite (un)n<κ modulo E, et on prend sur








Le fait que la limite existe et ne de´pend pas du repre´sentant de la classe choisie,
de´coule de la κ-comple´tude du me`tre et de l’ine´galite´ triangulaire. Pour tout x de
X, on de´ﬁnit par i(x) la classe de la κ-suite constante e´gale a` x. C’est une isome´trie.
De plus, si (un)n<κ est une κ-suite de Cauchy, la κ-suite (i(un))n<κ converge vers
û dans (X̂, d̂), donc i(X) est κ-dense dans X̂. Montrons que (X̂, d̂) est κ-complet.
Soit (”un)n<κ une κ-suite de Cauchy de X̂. Puisque i est d’image κ-dense, pour tout
n < κ, on peut trouver xn dans X avec d̂(i(xn),”un) < ǫn. Par ine´galite´ triangulaire,
la suite (i(xn))n<κ est une κ-suite de Cauchy. i e´tant une isome´trie, la κ-suite (xn)n<α
est de Cauchy dans X. Enﬁn, comme i(xn) converge vers x̂ et d̂(i(xn),”un) vers ze´ro,
la suite (”un) converge vers x̂.
Question 10.29. Conside´rons le corps Q(κ) construit pre´ce´demment. D’apre`s la
proposition pre´ce´dente, il se plonge dans un espace ÷Q(κ) qui est κ-complet. ÷Q(κ)
he´rite de la structure de corps provenant de Q(κ) : deux κ-suites peuvent eˆtre
ajoute´es et multiplie´es terme a` terme ; ces addition et multiplication sont compa-
tibles avec la relation d’equivalence E, et munissent ÷Q(κ) d’une structure de corps
commutatif ordonne´ κ-complet. Quels liens entretient÷Q(κ) avec le corps des nombres
de Conway introduit dans [17] ?
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10.4 Espace fortement κ-complet
De´finition 10.30. Soient α et β deux ordinaux limites dans κ + 1. On dit d’une
β-suite u qu’elle converge vers l a` ǫα pre`s si
(∀i < α)(∃N < β)(n ≥ N ⇒ d(un, l) ≤ ǫi)
La limite a` ǫα pre`s d’une β-suite est unique a` ǫα pre`s, c’est-a`-dire que pour tout
i < α, la diﬀe´rence de deux limites a` ǫα pre`s est majore´e par ǫi.
De´finition 10.31. On dit qu’une β-suite u est de Cauchy a` ǫα pre`s si
(∀i < α) (∃N < β), (∀n, p ≥ N) d(un, up) ≤ ǫi
On dit d’un espace κ-me´trique qu’il est fortement κ-complet si pour tout ordinal α
limite dans κ, toute α-suite de Cauchy a` ǫα pre`s converge a` ǫα pre`s. Remarquons
qu’un espace fortement κ-complet est κ-complet.
Proposition 10.32. R(κ) est fortement κ-complet.
De´monstration. Soit un ordinal limite α, et (Si) une α-suite de Cauchy a` ǫα pre`s.
Il suﬃt de remarquer que pour tout β < α, les coeﬃcients de degre´ infe´rieur a` β de




β. La suite Si converge vers S a` ǫα pre`s.
Proposition 10.33. Un espace κ-me´trique est fortement κ-complet si pour tous
petits ordinaux limites α et β, toute intersection de´croissante de α boules ferme´es
dont les rayons soient non nuls a` ǫβ pre`s et telle que la suite des rayons tende vers
ze´ro a` ǫβ pre`s, est non vide.
De´monstration. Si X est fortement κ-complet, soit (Bi)i<α une suite de´croissante de
boules ferme´es de rayon ǫi et de centre bi, telle que ri tende vers ze´ro a` ǫβ pre`s. La
suite bi est de Cauchy a` ǫβ pre`s : elle converge vers un point b a` ǫβ pre`s. Puisque les
rayons sont tous non nuls a` ǫβ pre`s, b appartient a` l’intersection des boules Bi.
10.5 κ-Compacite´
De´finition 10.34. Un espace κ-topologique est κ-compact s’il est κ-se´pare´, et si de
tout recouvrement de X par des κ-ouverts de X, on peut extraire un petit sous-
recouvrement. Ou de manie`re e´quivalente, si de toute intersection vide de κ-ferme´s
de X, on peut extraire une petite sous-intersection vide.
Proposition 10.35.
1) Une partie κ-compacte d’un espace κ-se´pare´ est κ-ferme´e.
2) Une partie κ-compacte d’un espace κ-me´trique est κ-comple`te.
3) Un κ-ferme´ d’une partie κ-compacte est κ-compact.
4) Une intersection quelconque de parties κ-compactes est κ-compacte.
5) Une petite re´union de κ-compacts est κ-compacte.
6) Un produit quelconque de parties κ-compactes muni de la κ-toplogie produit est
κ-compact.
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De´monstration. 1) Soit K un κ-compact d’un espace κ-se´pare´ X. Fixons un point
x hors de K. Pour tout y dans K, il existe deux κ-voisinages disjoints Uy et Vy de
y et x respectivement. Par κ-compacite´, il existe un petit sous-recouvrement de K
par des Uyi . Alors l’intersection des Vyi correspondants est un κ-voisinage de x hors
de K.
2) Soit u une κ-suite de Cauchy d’un κ-compact K. Soit V l’ensemble des κ-valeurs
d’adhe´rence. On a vu que V e´tait e´gal a`
⋂
n<κ {up : p ≥ n}. Pour chaque petit ordinal
n, l’ensemble {up : p ≥ n} est non vide : V est non vide par κ-compacite´. La suite
u a donc une κ-valeur d’adhe´rence a, qui est aussi sa limite d’apre`s la proposition
10.23.
3) est imme´diat. 4) et 5) de´coulent de 3) et 1).
6) Un produit d’espaces κ-se´pare´s est κ-se´pare´. Nous suivons la preuve de [75]. Soit
(Xα)α∈J une famille de κ-compacts, X leur produit, et F une famille de κ-ouverts de
X dont aucune petite re´union d’e´le´ments ne recouvre X. Montrons que la re´union
des membres de F ne recouvre pas X non plus. Construisons par induction une
suite xi dont aucun κ-voisinage n’est petitement recouvert par F . On construit xα







ou` xβ est dans Uβ, ne soit petitement recouvert. Supposons que xβ soit construit
pour tout β < α, et supposons au contraire que xα n’existe pas. Appelons Z le
produit
∏
β>αXβ. Pour tout x de Xα, il y a un κ-ouvert Uy × Vy × Z petitement
recouvert tel que Uy et Vy contiennent (xi)i<α et xα respectivement. Puisque Xα est
κ-compact, il y a un petit sous-ensemble P de Xα tel que Y soit e´gal a` ∪y∈FVy.
Appelons U l’intersection
⋂
y∈F Uy : c’est un κ-voisinage de (xi)i<α et l’ensemble
U ×Xα × Z =
⋃
y∈F
U × Vy × Z ⊂
⋃
y∈F
Uy × Vy × Z
est petitement recouvert, une contradiction. La suite xα est donc construite, et
n’appartient a` aucun membre de F .
Proposition 10.36. Soit X un espace κ-me´trique. Il y a e´quivalence entre
1) X est un espace κ-compact.
2) Toute κ-suite de X a une κ-valeur d’adhe´rence.
De´monstration. 1) implique 2) : on a vu au 2) de la proposition pre´ce´dente que
l’ensemble des valeurs d’adhe´rence d’une κ-suite n’e´tait pas vide. Pour la re´ciproque,
on suit la preuve du cas ou` κ est ℵ0.
Un espace κ-topologique est localement κ-compact s’il a une base de voisinages κ-
compacts.
Proposition 10.37. Si κ est un cardinal inaccessible, le corps R(κ) est localement
κ-compact.
De´monstration. Soit I un segment ferme´ de longueur l majore´e par un petit ordinal.
Soit u une κ-suite dans I. Pour tout ǫ de l’anti bon ordre associe´ a` R(κ), on peut
partitionner I en un petit nombre de segments de longueurs plus petites que ǫ
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puisque R(κ) est κ-archime´dien. Comme κ est re´gulier, au moins un de ces segments
contient κ points de la suite u. On ite`re la division. A une e´tape limite λ, on obtient
une partition de cardinal 2λ, qui est petit puisque κ est inaccessible. On construit
ainsi une suite de segments emboˆıte´s dont le diame`tre tend vers ze´ro. D’apre`s la
proposition 10.26, l’intersection de ces segments est non vide, et adhe´rente a` la suite.
On vient de montrer que tout κ-me`tre κ-complet est localement κ-compact.
Question 10.38. A-t-on vraiment besoin que κ soit inaccessible ?
10.6 Applications κ-continues
De´finition 10.39. Une application entre deux espaces topologiques X et Y est
κ-continue si l’image re´ciproque de tout κ-ouvert de Y est un κ-ouvert de X. Elle
est κ-ouverte si l’image de tout κ-ouvert de X est un κ-ouvert de Y . Elle est κ-
bicontinue si elle est κ-ouverte et κ-continue. C’est un κ-home´omorphisme entre X
et son image si elle est bijective et κ-bicontinue.
Proposition 10.40. Si X et Y sont κ-me´triques, une application f de X dans Y
est κ-continue si et seulement si pour toute κ-suite u de X de limite a, la κ-suite
f(u) converge vers f(a).
Proposition 10.41. Soient X et Y deux espaces κ-topologiques et f une application
κ-continue de X dans Y . Si X est κ-compact, son image est une partie κ-compacte
de Y .
De´monstration. Soit Oi un recouvrement de f(X) par des κ-ouverts de Y . Alors
f−1(Oi) est un recouvrement de X par des κ-ouverts de X, donc il existe un petit
sous-recouvrement f−1(Oij). Mais alors Oij recouvre f(X).
Fait 10.42. (Urysohn) Soit A et B deux ferme´s disjoints d’un espace ℵ0-topologique
X. Il existe une fonction continue f de X dans [0, 1] valant 0 sur A et 1 sur B.
Remarque 10.43. Avec une le´ge`re modiﬁcation de la preuve, on obtient que pour
tout ordinal α muni de sa topologie de l’ordre, il existe une fonction continue f de
X dans α+ 1 valant 0 sur A et α sur B.
De´finition 10.44. Un espace κ-topologique est κ-normal s’il est se´pare´, et si tout
couple de κ-ferme´s disjoints peut eˆtre se´pare´ par des κ-ouverts disjoints.
Exemple 10.45. Un espace localement κ-compact est κ-normal.
Proposition 10.46. Soit X un espace κ-topologique κ-normal a` base de κ-ouverts
de cardinal κ. Alors X est κ-home´omorphe a` un sous-espace de Rκ muni de la
κ-topologie produit.
De´monstration. On s’inspire de [38]. Soit (Vi)i≤κ une base de κ-voisinages de X. On
peut toujours supposer cette base close par petites intersections. Conside´rons toutes
les paires (Vin , Vjn) telles que Vin ⊂ Vjn . D’apre`s le lemme d’Urysohn, il existe une
fonction ℵ0-continue fn de X dans [0, 1] valant ze´ro sur Vin et un sur V
c
jn . On a donc
une application (fn)n≤κ de X dans R
κ. Appelons la f . Chaque composante fi de f
est ℵ0-continue : f est ℵ0-continue pour la ℵ0-topologie produit. L’image re´ciproque
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d’une intersection e´tant l’intersection des images re´ciproques, f est e´galement κ-
continue pour la κ-topologie produit.
1) L’application f est injective : si x et y sont deux points distincts de X, il existe
deux κ-voisinages de base disjoints Vx et Vy de x et y respectivement. Le point x
et le κ-ferme´ V cx sont disjoints : il existe un κ-voisinage de base Ux et un ouvert
U se´parant respectivement x et V cx . En particulier, Ux et V
c
x sont disjoints, et on a
x ∈ Ux ⊂ Ux ⊂ Vx. Alors l’application correspondant a` cette paire (Ux, Vx) d’ouverts
vaut 0 en x, et 1 en y : f prend des valeurs diﬀe´rentes en x et en y.
2) L’application f est κ-ouverte : soit O un ouvert de X et f(x) dans f(O) ; on peut
se´parer Oc et x par des ouverts disjoints U ′ et Ux respectivement, ou` Ux est un
κ-voisinage de base. On peut a` nouveau se´parer U cx et x, et trouver un κ-voisinage
de base Vx avec x ∈ V x ⊂ U ⊂ O. Donc si z est dans O
c, la distance d(f(z), f(x))
est plus grande qu’une quantite´ positive a, et la boule de centre f(x) et de rayon
a/2 est dans f(O).
Remarque 10.47. Si X est un espace ℵ0-topologique compact a` base d’ouverts de
cardinal κ, la preuve ci-dessus nous donne une application injective et ℵ0-continue
de X dans Rκ muni de sa ℵ0-topologie produit usuelle. Comme X est compact, f
est de plus ouverte, donc X est home´omorphe a` un compact de Rκ.
Corollaire 10.48. Soit X un espace κ-topologique κ-normal a` base de κ-ouverts de
cardinal κ. Alors X est κ-me´trisable.
Remarque 10.49. Un espace κ-me´trique κ-compact a une base de κ-ouverts de car-
dinal κ, donc pour un espace κ-compact, eˆtre a` base de κ-ouverts de cardinal κ ou
eˆtre κ-me´trisable sont e´quivalents.
Cas des espaces κ-compacts a` base d’ouverts ferme´s
De´finition 10.50. On dira d’une κ-norme ‖.‖ qu’elle est ultrame´trique si pour tout
x, y, on a ‖x+ y‖ ≤ max{‖x‖, ‖y‖}.
De´finition 10.51. On dira d’une κ-distance d qu’elle est ultrame´trique si pour
tout x, y, z, on a d(x, y) ≤ max{d(x, z), d(z, y)}. Un espace κ-me´trique est κ-
ultrame´trique si sa κ-distance l’est.
Remarquons que si (X, d) est un espace ultrame´trique, alors (X, dX) est encore
ultrame´trique.
Proposition 10.52. Soit (Xi)i<κ une famille d’espaces κ-ultrame´triques en nombre
κ. Alors le produit
∏
Xi est κ-ultrame´trique.
De´monstration. On a vu que le produit est κ-me´trisable par la κ-distance d(x, y) =
sup{min{diX(xi, yi), ǫi} : i < κ}, qui est ultrame´trique puisque les d
i
X le sont.
De´finition 10.53. Un espace κ-topologiqueX est κ-ultranormal si pour tout couple
de ferme´s disjoints A,B, il existe un ouvert ferme´ F ve´riﬁant A ⊂ F ⊂ X \B.
Les espaces κ-ultrame´triques et les espaces localement κ-compacts a` base d’ouverts
ferme´s sont κ-ultranormaux.
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Lemme 10.54. Soit X un espace κ-ultranormal, A et B deux κ-ferme´s disjoints de
X. Alors il existe une fonction κ-continue f de X dans {0, 1} valant ze´ro sur A et
un sur B.
De´monstration. Soit F un κ-ouvert ferme´ de X ve´riﬁant A ⊂ F ⊂ X \B. On pose
f nulle sur F , et f e´gale a` un hors de F .
Proposition 10.55. Soit X un espace κ-topologique κ-ultranormal a` base de κ-
ouverts ferme´s de cardinal κ. Alors X est κ-home´omorphe a` un sous-espace de 2κ
muni de la κ-topologie produit.
Corollaire 10.56. Soit X un espace κ-topologique κ-ultranormal a` base de κ-ouverts
ferme´s de cardinal κ. Alors X est κ-me´trisable par une κ-distance ultrame´trique.
10.7 Espace κ-Baire, espace κ-polonais
On dit d’une famille de parties non vides de X qu’elle est κ-stationnaire si toute
petite sous-intersection de´croissante est non vide. On dira d’un espace κ-topologique
qu’il est κ-stationnaire s’il est a` base de κ-voisinages κ-stationnaire.
Proposition 10.57. Soit (Xi)i<κ des espaces κ-complets κ-stationnaires.




De´monstration. 1) Les κ-ouverts de base de O sont des κ-ouverts de base de X. 2)
est clair.
De´finition 10.58. On dit d’un espace κ-topologique qu’il a la proprie´te´ de Baire
d’ordre κ, ou qu’il est κ-Baire, si toute intersection d’un nombre κ de κ-ouverts
κ-denses est κ-dense, ou de manie`re e´quivalente si toute re´union d’un nombre κ de
κ-ferme´s de κ-inte´rieur vide est de κ-inte´rieur vide.
Proposition 10.59. Soit un espace κ-me´trique κ-stationnaire. Une petite intersec-
tion de κ-ouverts κ-denses de X est κ-dense.
De´monstration. Soit α un petit ordinal, (On)n<α une suite d’ouverts κ-denses dans
X, et O leur intersection. Il suﬃt de montrer que chaque boule ouverte B coupe O.
On construit a` cet eﬀet par induction sur α une suite de´croissante de κ-ouverts de
base Vn ve´riﬁant
1) Vn ⊂ Vp pour tout n ≥ p
2) Vn ⊂ B ∩On
On pose V1 un κ-ouvert de base O1 ∩B. Supposons Vi construit pour tout i < j. La
base de voisinage e´tant κ-stationnaire,
⋂
i<j Vi est un ouvert non vide. Par κ-densite´
de Oj, Oj ∩
⋂
i<j Vi contient un κ-ouvert de base Vj.
⋂
i<α Vi est non vide, et inclus
dans O ∩B par construction.
Proposition 10.60. Un espace κ-me´trique κ-complet a` base de κ-ouverts κ-
stationnaire est κ-Baire.
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De´monstration. Soit (On)n<κ une suite de κ-ouverts κ-denses dans X. Quitte a` rem-
placer chaque ouvert On par l’ouvert
⋂
i<nOi qui est κ-dense d’apre`s la proposition
pre´ce´dente, on peut supposer la suite de κ-ouverts de´croissante. Soit O leur inter-
section. Il suﬃt de montrer que chaque boule ferme´e B′ = B′(a, r) coupe O. On
construit a` cet eﬀet par induction une suite de´croissante de boules ferme´es B′n de
rayon rn et de centre bn ve´riﬁant
1) B′n ⊂ B
′
p pour tout n ≥ p
2) ri ≤ ǫi
3) B′n ⊂ B
′ ∩On
Pour tout n, l’ouvert On est κ-dense, donc B
′ ∩On est non vide. On prend pour B
′
n





est un singleton, inclus dans O ∩B′ par construction.
De´finition 10.61. Un point d’un espace κ-topologique X est κ-isole´ si c’est un
κ-ouvert de X. Dans le cas contraire, on dit que c’est un κ-point d’accumulation.
Un espace κ-topologique est qualiﬁe´ de κ-parfait s’il n’a pas de points κ-isole´s.
Proposition 10.62. Soit X un espace κ-me´trique κ-complet κ-parfait a` base de
κ-ouverts κ-stationnaire. X est soit vide, soit de cardinal au moins 2κ.
De´monstration. On va construire un arbre binaire (Os)s∈2<κ de hauteur κ, ou` chaque
Os est un κ-ouvert de base non vide de sorte que
1) Os soit inclus dans une boule ouverte de rayon rs pour tout s
2) rs ≤ ǫl(s) ou` l(s) est la longueur de s
3) Os⌢0 et Os⌢1 soient disjoints pour tout s
4) pour tout u prolongeant strictement s (note´ s ⊏ u), on ait Ou ⊂ Os
Si l’on dispose d’un tel arbre, d’apre`s la proposition 10.26, pour chaque s dans 2κ,⋂
t⊏sOt est un singleton, donc |X| ≥ 2
κ.
Construisons Os par induction sur la longueur de s. On pose O∅ = X. Supposons
Os construit pour tout s tel que l(s) < n. Soit s dans 2
<n.
⋂
t⊏s Vt est un ouvert non
vide, puisque c’est une intersection de´croissante et petite de κ-ouverts de base. X
e´tant κ-parfait,
⋂
s⊏n Vs contient au moins deux points distincts x et y. On de´ﬁnit
alors Os⌢0 et Os⌢1 deux κ-ouverts de base disjoints suﬃsamment petits autour de
x et y respectivement de telle sorte que Us⌢i ⊂ Us pour i = 0 et i = 1.
De´finition 10.63. On appelle espace κ-polonais un espace κ-topologique κ-
me´trisable et κ-complet ayant une base de κ-ouverts κ-stationnaire de cardinal κ
(ou de manie`re e´quivalente κ-se´parable).
Proposition 10.64. Soit X un espace κ-polonais
1) Un κ-ouvert de X est un κ-polonais.
2) Une intersection κ-stationnaire de κ κ-ouverts de X est un espace κ-polonais.
3) Si 2<κ ≤ κ, un produit de κ κ-polonais est κ-polonais.
De´monstration. 1) Soit O un κ-ouvert deX. O est a` base de κ-ouverts κ-stationnaire
de cardinal κ. Il reste a` montrer que O peut eˆtre muni d’une κ-me´trique κ-comple`te.
Soit f l’application d(., Oc). On a x ∈ O si et seulement si f(x) 6= 0. Soit g l’ap-
plication κ-continue g : R(κ) ×X → R(κ), (x, y) 7→ x.f(y). Soit P l’ensemble des
couples (x, y) tels que g(x, y) = 1. P est un κ-ferme´ de R(κ)×X. O est l’image de P
par la projection sur la deuxie`me coordonne´e. La projection (x, y) 7→ y est bijective
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et κ-continue, d’inverse x 7→ (1/f(x), x) κ-continue, donc O est κ-home´omorphe a`
un κ-ferme´ d’un espace κ-complet.
2) Soit Oi une famille de κ-ouverts, que l’on peut supposer de´croissants, et O leur
intersection. O est κ-stationnaire. Montrons que O peut eˆtre muni d’une κ-distance
e´quivalente comple`te. D’apre`s 1), chaque Oi peut eˆtre muni d’une κ-distance di
e´quivalente a` d telle que (Oi, di) soit κ-complet. Quitte a` remplacer chaque di par la
κ-distance canonique associe´e, on peut supposer toutes les di a` valeur dans l’anti bon
ordre associe´ a` R(κ). On conside`re alors d′(x, y) = sup{min{di(x, y), ǫi} : i < κ}
qui est encore une κ-distance e´quivalente a` d d’apre`s la proposition 10.11
.
3) Soit Y ce produit. Un produit d’espaces complets est complet. Un produit d’es-









κ = κ2 = κ
Proposition 10.65. Un κ-polonais parfait non vide est de cardinal 2κ.
Proposition 10.66. Soit X un κ polonais. X se de´compose de manie`re unique en
l’union disjointe X = P ∪C ou` P est un sous-ensemble parfait de X, et C un ouvert
de cardinal au plus κ.
On appelle κ-point de condensation tout point dont chacun des voisinages est de
cardinal strictement plus grand que κ.
De´monstration. Soit P l’ensemble des points de condensation de X, et C = X \ P .
Si Oi est une base d’ouverts, C est la re´union des Oi qui sont de cardinal κ, donc
C est de cardinal κ et ouvert. Montrons que P est parfait. Soit x dans P , et O un
voisinage ouvert de x. |O| > κ, donc O contient strictement plus de κ points de
condensation, donc |U ∩O| > κ, et U ∩O est non vide.
Question 10.67. Une intersection de κ κ-ouverts κ-stationnaires est-elle κ-
stationnaire ?
10.8 Un peu plus sur le the´ore`me de compacite´
de Go¨del
On ﬁxe un cardinal κ. On e´crira petit pour dire de cardinal strictement infe´rieur a`
κ. On dit de κ qu’il a la proprie´te´ de l’arbre si tout arbre de hauteur κ a soit un
noeud ayant κ ﬁls, soit une branche de longueur κ. Un lemme de D. Ko˝nig datant de
1936 aﬃrme que ℵ0 a la proprie´te´ de l’arbre. Le cardinal κ est faiblement compact
s’il est inaccessible et a la proprie´te´ de l’arbre. Un cardinal faiblement compact fait
partie des grands cardinaux.
Soit Ω un ensemble non vide. Un ensemble F de parties de Ω est un filtre si
1) ∅ n’appartient pas a` F .
2) F est clos par intersection ﬁnie.
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3) Si A ⊂ B et A ∈ F , alors B ∈ F .
Un ﬁltre F sur Ω est un ultrafiltre s’il est maximal pour l’inclusion. Un ﬁltre F est
un κ-filtre sur Ω s’il est clos par petites intersections. Soit S un ensemble de parties
de Ω. On dit que F de´cide de S si pour tout s dans S, soit s, soit sc est dans F .
Proposition 10.68. Si κ est faiblement compact, pour tout ensemble S de cardinal
κ de parties de κ, tout κ-filtre de cardinal κ sur κ peut eˆtre prolonge´ en un κ-filtre
qui de´cide de S.
De´monstration. Soit F un κ-ﬁltre sur κ. Si s est dans S et si s∩f est vide ainsi que
sc ∩ f ′ pour deux e´le´ments f et f ′ de F , alors f ∩ f ′ est vide, ce qui est absurde,
donc pour tout s de S, on peut prolonger F en un ﬁltre F ′ qui de´cide de s. On peut
supposer S clos par petites combinaisons boole´ennes, ce qui ne change pas le cardinal
de S puisque κ est inaccessible. Soit (si)i<κ une e´nume´ration de S. De´ﬁnissons un
arbre binaire (Ai)i∈2<κ en posant A∅ e´gal a` F , et, inductivement, pour tout i de 2
<κ,
si i est de longueur α
Ai⌢0 = Ai ∪ sα+1 si Ai ∪ {sα+1} engendre un ﬁltre, ou ∅ sinon
Ai⌢1 = Ai ∪ s
c
α+1 si Ai ∪ {s
c
α+1} engendre un ﬁltre, ou ∅ sinon







Ai engendre un ﬁltre, ou ∅ sinon
Ceci donne un arbre binaire de hauteur κ car a` une e´tape limite λ, s’il n’y a aucun
noeud, alors il existe un petit nombre (2λ est petit puisque κ est inaccessible) de
fi dans F et une partition de κ en combinaisons boole´ennes Si des (sj)j<i tels
que Si ∩ fi est vide pour tout j alors que
⋂
j<i fj est non vide. Le ﬁltre obtenu
par la proprie´te´ de l’arbre est un κ-ﬁltre puisqu’on a suppose´ S close par petites
combinaisons boole´nnes.
Soit L un langage de cardinal au plus κ. On appelle κ-e´nonce´ de L une disjonction
d’un petit nombre d’e´nonce´s. Soit n un entier et x1, . . . , xn un n-uplet de variables.
On appelle κ-formule de L un κ-e´nonce´ dans le langage L∪{x1, . . . , xn}. Remarquons
que si κ est inaccessible, le nombre de κ-formules dans L est au plus κ.
Fait 10.69. Supposons κ faiblement compact. Soit Σ un ensemble de κ-e´nonce´s tel
que tout petit sous-ensemble de Σ ait un mode`le. Alors Σ a un mode`le.
Cette proposition est un corollaire du the´ore`me de compacite´ de la logique inﬁnitaire
Lκ,κ que l’on peut trouver dans [31]. On en donne une autre de´monstration utilisant
les κ-ﬁltres.
Proposition 10.70. Soient (Mi)i∈I une famille de L structures et U un ultrafiltre
sur I. Soit φ(x) = ∨φj(x) une κ-formule. Soit m un e´le´ment de l’ultraproduit M =∏
Mi/U . Soit sj l’ensemble {i ∈ I : Mi |= φj(mi)}, et S l’ensemble des sj. Si le
filtre U restreint a` S est un κ-filtre, alors
M |= φ(m) si et seulement si {i ∈ I :Mi |= φ(mi)} ∈ U
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De´monstration. Appelons φj les formules dont φ est la disjonction. Si on a M |=
φ(m), alors il existe un j tel que l’on ait M |= φj(m). D’apre`s le crite`re de  Los, U
contient {i ∈ I :Mi |= φj(mi)}, or
{i ∈ I :Mi |= φj(mi)} ⊂ {i ∈ I :Mi |= ∨φj(mi)}
et comme U est un ﬁltre, on a
{i ∈ I :Mi |= ∨φj(mi)} ∈ U
Re´ciproquement, si U contient l’ensemble {i ∈ I : Mi |= φ(mi)}, montrons qu’il
existe un j tel que {i ∈ I : Mi |= φj(mi)} soit dans U . Sinon, pour tout j, {i ∈ I :
Mi |= ¬φj(mi)} est dans U , donc {i ∈ I : Mi |= ∧¬φj(mi)} e´galement, ce qui est
absurde. D’apre`s le crite`re de  Los, il existe un j tel que l’on ait M |= φj(m), donc
M |= φ(m)
De´monstration. (the´ore`me de compacite´) Soit Σ un ensemble de κ-e´nonce´s dont
toute petite partie est consistante. Pour toute petite partie i de Σ, soit Mi un
mode`le de i. Soit I l’ensemble des petites parties de Σ et pour tout i ∈ I, soit Ii
l’ensemble {j ∈ I : j ⊃ i}. Alors l’ensemble F = {X ⊂ I : X ⊃ Ii pour un i ∈ I}
est un κ-ﬁltre sur I. En eﬀet, I∅ = I est dans F , et F ne contient pas l’ensemble
vide ; si Xj ⊃ Iij pour un petit ensemble de j ∈ J avec ij ∈ I, alors
⋂
Xj ⊃ I∪ij .
Soit S l’ensemble des sφ = {i ∈ I : Mi |= φ} pour tout ℵ0-e´nonce´ φ apparaissant
dans Σ. κ e´tant inaccessible, S est de cardinal κ. Soit G un κ-ﬁltre contenant F et
de´cidant de S, U un ultraﬁltre contenant G, et M l’ultraproduit
∏
i∈I Mi/U . Alors
M est un mode`le de Σ. En eﬀet, pour θ dans Σ, Mi |= θ pour tout i ∈ Iθ, donc
d’apre`s la proposition ci-dessus, M |= θ.
Corollaire 10.71. L’espace des the´ories comple`tes dans un langage de taille κ est
κ-compact pour tout cardinal faiblement compact κ.
Corollaire 10.72. L’espace des the´ories comple`tes dans un langage de taille κ est
un κ-polonais pour tout cardinal faiblement compact κ.
Proble`me 10.73. Etudier les the´ories dont le noyau κ-parfait est vide, c’est-a`-dire
les the´ories range´es par un rang de Cantor-Bendixson d’ordre κ.
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Post scriptum : omega-chirurgie
Nous reprenons la dimension chirurgicale introduite par Messieurs Pillay et Poi-
zat dans [52], et lui ajoutons une notion de degre´ comme dans [59]. Forts de
la croyance que les applications de´ﬁnissables a` ﬁbres ﬁnies sont aux the´oriciens
des mode`les ce que les bijections sont aux combinatoritiens, nous qualiﬁerons de
omega-chirurgicale toute structure M inﬁnie munie d’une notion de dimension sur
les ensembles de´ﬁnissables compatible avec la chirurgie, c’est-a`-dire d’une relation
re´ﬂexive et transitive sur les ensembles de´ﬁnissables d’arite´ e´gale a` un que l’on notera
”dim(X) ≤ dim(Y )” ve´riﬁant les trois conditions suivantes :
(i) Si f est une correspondance ﬁnie de´ﬁnissable entre A et un sous-ensemble de
B, alors dim(A) ≤ dim(B).
(ii) Si dim(A) < dim(C) et dim(B) < dim(C), alors dim(A ∪B) < dim(C).
(iii) A tout ensemble de´ﬁnissable A est associe´ une multiplicite´ ﬁnie, i.e. un en-
tier m tel que A se partitionne en au plus m parties de´ﬁnissables de meˆmes
dimensions.
Notations. On notera ”dim(X) = dim(Y )” pour dire ”dim(X) ≤ dim(Y ) et
dim(Y ) ≤ dim(X)”. De meˆme, ”dim(X) < dim(Y )” signiﬁe ”dim(X) ≤ dim(Y ) et
¬dim(Y ) ≤ dim(X)”.
On appelle degre´ chirurgical d’une formule la plus petite multiplicite´ m ve´riﬁant la
condition (iii)). On dira d’une structure qu’elle est E-chirurgicale si elle ve´riﬁe les
axiomes (i), (ii) et l’axiome (iv) suivant :
(iv) Si E est une relation d’e´quivalence de´ﬁnissable entre e´le´ments de l’ensemble
de´ﬁnissable A, il n’y a qu’un nombre ﬁni de classes d’e´quivalence modulo E
ayant meˆme dimension que A.
Remarquons que la condition (iii) implique la condition (iv). La condition (ii) en-
traˆıne que la relation dim(X) ≤ dim(Y ) soit une relation d’ordre totale : en eﬀet,
si A et B sont deux ensembles de´ﬁnissables, dim(A) et dim(B) sont majore´s par
dim(A ∪ B), et (ii) implique que soit A soit B ait meˆme dimension que A ∪ B. En
conside´rant les classes d’e´quivalence modulo la relation ”avoir la meˆme dimension”,
on peut conside´rer une application dim et la supposer a` valeur dans un ensemble D
totalement ordonne´, et conside´rer le cas particulier ou` D est un bon ordre, c’est-a`-
dire rajouter la condition dite de super-chirurgicalite´ :
(v) Il n’y a pas de chaˆıne inﬁnie d’ensembles de´ﬁnissables (Ai)i∈ω avec
dim(A0) > dim(A1) > · · · > dim(Ai) > · · ·
Un sous-ensemble de´ﬁnissable d’une structure omega-chirurgicale est bien suˆr
omega-chirurgical.
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Remarque 11.1. Les conditions ne portent que sur les ensembles d’arite´ un, et n’im-
posent rien a priori sur les puissances carte´siennes de la structure.
Exemples 11.2. - Ainsi de´ﬁnies, les structures omega-chirurgicales englobent
les structures minimales, d-minimales et ω-stables : prendre dim(X) ≤ dim(Y )
si et seulement si X est ﬁni ou Y inﬁni pour les structures d-minimales, et le
rang de Morley pour les structures ω-stables.
- Plus ge´ne´ralement, les structures globalement minces, munies du rang de Can-
tor, sont omega-chirurgicales.
- Les structures o-minimales sont E-chirurgicales : la dimension cellulaire ve´riﬁe
les axiomes (i), (ii) et (iv).
- Si on demande seulement a` ce que la multiplicite´ soit un cardinal (plus petit
que le cardinal de la structure), on peut de´ﬁnir la notion de structure ∞-
chirurgicale. Les structures superstables assez sature´es sont ∞-chirurgicales :
prendre comme dimension le rang U de Lascar.
- Le rang SU ve´riﬁe les conditions (i) et (ii). Un groupe supersimple G est
E-chirurgical : en eﬀet, dans un groupe supersimple, les ensembles ge´ne´riques
sont exactement les ensembles de rang SU maximal, ou encore les ensembles
dont tous les rangs stratiﬁe´s sont maximaux. En particulier, la condition
”ψ(x, a) est de rang SU maximal” est inﬁniment de´ﬁnissable par le type∧
ϕ,kD
∗(ψ(., a), ϕ, k) ≥ D∗(G,ϕ, k). Maintenant, prenons le rang SU comme
dimension, et supposons qu’il existe une relation d’e´quivalence E dans G ayant
un nombre inﬁni de classes de rang maximal ; par compacite´, E aura autant
de classes de rang maximal que possible, une contradiction.
Lien avec les structures minces :
Proposition 11.3. Une structure omega-chirurgicale dont les dimensions sont bien
ordonne´es est globalement mince.
De´monstration. Remarquons que les ensembles de plus petite dimension chirurgicale
sont les points, et que deux points ont bien suˆr meˆme dimension. On ne perd donc
rien a` noter ze´ro cette dimension. Montrons que pour tout ϕ, CBϕ ≤ dimϕ. Par
induction sur α, montrons que si CBϕ ≥ α, alors dimϕ ≥ α. Si CBϕ ≥ 0, alors ϕ
est non vide et contient un point x, donc dimMϕ ≥ dimMx ≥ 0. Si CBϕ ≥ α + 1,
ϕ contient une inﬁnite´ de parties de´ﬁnissables dans M par des formules ϕi deux a`
deux contradictoires de rang au moins α. Par hypothe`se d’induction, les ϕi sont de
dimension au moins α. D’apre`s (iii), ϕ est de dimension strictement plus grande
que α.
Groupes omega-chirurgicaux
Dans un groupe omega-chirurgical, il n’y a pas de chaˆıne inﬁnie strictement
de´croissante de sous-groupes, tous d’indice ﬁni les uns dans leur pre´de´cesseur. En
conse´quence, un groupe omega-chirurgical G a une composante connexe G0. Pour
toute partie de´ﬁnissable X de G, on note
Stab(X) = {g ∈ G : dim(gX∆X) < dim(X)}
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ensemble que l’on appellera presque stabilisateur de X. Si la dimension est pre´serve´e
par automorphisme, Stab(X) est invariant sur les parame`tres de de´ﬁnition de X.
Proposition 11.4. Si X est non vide, Stab(X) est un groupe. De plus, si X est
stable par conjugaison, alors Stab(X) est un groupe distingue´. Si X est de dimension
maximale, alors Stab(X) est d’indice fini dans G.
De´monstration. Si X est non vide, Stab(X) est un groupe : si g et h sont dans
Stab(X), alors dim(gX∆X ∪ hX∆X) < dim(X) d’apre`s (ii), et en particulier,
dim(gX∆hX) < dim(X), et donc dim(h−1gX∆X) < dim(X). Le groupe G agit
sur l’ensemble ﬁni constitue´ des ensembles de´ﬁnissables de dimension maximale a`
ensemble de petite dimension pre`s. Etant le stabilisateur de cette action, Stab(X)
est d’indice ﬁni.
Proposition 11.5. Un groupe omega-chirurgical a un sous-groupe abe´lien infini.
De´monstration. On peut supposer G connexe, quitte a` prendre sa composante
connexe. Il suﬃt de montrer qu’il existe un centralisateur propre inﬁni. Suppo-
sons que G est un groupe omega-chirurgical dont tous les centralisateurs sont ﬁnis.
Pour tout a de G, la conjugaison par a est a` ﬁbres ﬁnies, donc les classes de conju-
gaison sont toutes de dimension maximale ; elles sont donc en nombre ﬁni d’apre`s
(iii). Un sous-groupe distingue´ de G, c’est une union de classes de conjugaison. Un
sous-groupe distingue´ de G est donc de´ﬁnissable, et de meˆme dimension que G,
donc d’indice ﬁni d’apre`s (iii). Les seuls groupes distingue´s de G sont donc triviaux.
Fixons cG une classe de conjugaison non triviale. D’apre`s (iii), Stab(cG) est d’indice
ﬁni dans G, donc Stab(cG) = G. Montrons enﬁn que G n’a qu’une seule classe de
conjugaison. Soient a et b non centraux dans G. pour tout conjugue´ xbx−1 de b sauf
un ensemble de petite dimension, axbx−1 est conjugue´ a b. Comme une surjection a`
ﬁbres ﬁnies pre´serve la dimension, pour tout x sauf un ensemble de petite dimen-
sion, axbx−1 est conjugue´ a` b. De meˆme, par syme´trie, pour tout x sauf un ensemble
de petite dimension, x−1axb est conjugue´ a` a. Par la condition (ii), on peut donc
trouver un x tel que axbx−1 et x−1axb soient conjugue´s respectivement a` b et a.
Donc b et a sont conjugue´s. Il n’y a donc qu’une seule classe de conjugaison dans
G, une chose re´fute´e depuis longtemps par Reineke pour un groupe inﬁni dont les
e´le´ments sont d’ordres ﬁnis.
Remarque 11.6. La meˆme de´monstration montre qu’un groupe a` la fois ∞- et E-
chirurgical a un sous-groupe abe´lien inﬁni.
Question 11.7. On sait d’un groupe superstable qu’il a un nombre inﬁni de classes
de conjugaisons [58]. Qu’en est il plus ge´ne´ralement d’un groupe a` la fois ∞- et
E-chirurgical ?
Corps omega-chirurgicaux
Proposition 11.8. Un corps omega-chirurgical est additivement et multiplicative-
ment connexe.
De´monstration. Soit K ce corps et K0 sa composante connexe additive. D’apre`s la
condition de chaˆıne a` indices inﬁnis pre`s,
⋂
a∈K× aK
0 est un ide´al a` gauche d’indice
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ﬁni dans K+. Pour le cas multiplicatif, on utilise les meˆmes arguments que [59]. Soit
K0 sa composante connexe multiplicative, et S le presque stabilisateur additif des
classes de K0. C’est un ide´al de K d’indice ﬁni dans K+. Donc 1+aK0 ≃ aK0 pour
tout a, ou` ≃ de´signe l’e´galite´ a` petite dimension pre`s (la condition (ii) assure que ≃
est bien une relation d’e´quivalence). Alors, pour tout a sauf un ensemble de petite
dimension, 1 + a ∈ aK0, donc K0 est de codimension petite, et vide.
Remarque 11.9. L’image d’un morphisme de´ﬁnissable d’un groupe omega-chirurgical
dont le noyau est ﬁni est d’indice ﬁni.
Corollaire 11.10. Un corps commutatif omega-chirurgical infini n’a pas d’extension
radicale ni pseudo-radicale.
Remarque 11.11. En particulier, un corps omega-chirurgical est parfait.
Proposition 11.12. Un corps super-omega-chirurgical de caracte´ristique positive
est de dimension finie sur son centre.
De´monstration. Soit D ce corps. Soit a dans D. Commenc¸ons par montrer que pour
tout entier n, les e´le´ments a et an ont meˆme centralisateur. Nous avons vu que
CD(a) est inﬁni pour tout corps inﬁni d’apre`s un lemme de Herstein. La condition
(v) entraˆıne que le centre de D soit le centralisateur d’une partie ﬁnie. Z(D) est
donc inﬁni. En particulier, Z(CD(a
n) est inﬁni et n’a pas d’extension radicale, donc
il contient a, c’est-a`-dire que CD(a
n) = CD(a). Nous en de´duisons que l’application
x 7→ xa − x n’est pas surjective. Si elle l’e´tait, 1 aurait un ante´ce´dent y, qui serait
dans CD(a
p) \CD(a), une contradiction. On ﬁnit alors la preuve comme dans le cas
stable.
Pour tout ensemble A de parame`tres, on de´ﬁnit la petite cloˆture de A note´e pcl(A)
comme e´tant le lieu des formules a` parame`tres dans A de dimension non maximale.
Une partie est petitement close si pcl(A) = A. Remarquons tout d’abord qu’une
petite cloˆture est close par toute application pre´servant la dimension (peut-eˆtre
est-il alors judicieux de supposer la dimension pre´serve´e par automorphisme de la
structure ?). Puis, dans une structure omega-chirurgicaleM κ-sature´e, pour un petit
ensemble de parame`tres, on ne peut avoir pcl(A) =M , car sinon,M serait recouverte
par un nombre ﬁni de formules de petites dimensions, une contradiction avec (ii).
Lemme 11.13. Dans une structure omega-chirurgicale de degre´ 1, toute partie pe-
titement close A est soit de´finissable, soit une restriction e´le´mentaire de M .
De´monstration. Soit ϕ(x, a) une formule non contradictoire a` parame`tres dans A. Si
ϕ(x, a) est de petite dimension, alors ϕ(x, a) est dans A. Si ϕ(x, a) est de dimension
maximale, alors son comple´mentaire est de petite dimension, et inclus dans A. A
moins que A soit exactement ce comple´mentaire, et par conse´quent de´ﬁnissable,
ϕ(x, a) est ve´riﬁe´e par un point de A, et satisfait au test de Tarski.
Proposition 11.14. Dans un groupe omega-chirurgical G, soit A une partie petite-
ment close A qui posse`de une partie infinie d’e´le´ments dont les produits deux a` deux
restent dans A. Alors A est soit de´finissable, soit une restriction e´le´mentaire de G.
109
De´monstration. Encore une fois, on recopie la preuve de [59]. Sinon, on trouverait
une partie X de G de´ﬁnie par une formule a` parame`tres dans A, qui ne serait
satisfaite par aucun point de A. En particulier, X est de dimension maximale, et
StabG0(X) est d’indice ﬁni dans G
0. C’est-a`-dire que aX ≃ X pour tout a de
Stab(X). Si a est dans A ∩ Stab(X), alors X ⊂ aX, et meˆme aX = X puisque la
meˆme chose vaut pour a−1. Le sous-groupe S de G0 constitue´ des a tels que aX = X
est donc de´ﬁnissable. Remarquons qu’un nombre ﬁni de translate´s de S recouvre A,
donc soit S est de petite dimension, et A est de´ﬁnissable, soit S est de dimension
maximale, et e´gal a` G0. Alors X = G0, mais alors, tout ensemble inﬁni de A a
au moins deux e´le´ments a et b avec a.b−1 dans G0, c’est-a`-dire dans X ! Une chose
impossible.
Puissances carte´siennes
Si l’on veut parler de la dimension des puissances carte´siennes d’une structure M
munie d’une dimension ve´riﬁant (i) et (ii), il est utile que la dimension se comporte
bien vis-a`-vis du produit. On demandera que
(vi) Pour toute formule ϕ(x, y), on a l’ine´galite´ suivante : il existe une fonction
f(x, y) continue pour la topologie de l’ordre, telle que,





Remarque 11.15. Le rang SU ve´riﬁe l’axiome (vi), avec la fonction ⊕, qui correspond
a` une des ine´galite´s de Lascar. La dimension cellulaire e´galement. Le rang de Morley
ve´riﬁe cette e´galite´ pour la fonction (.+ 1)⊗ (.+ 1) (voir la remarque 1.19).
Une dimension d est re´gulie`re si pour toutes dimensions a, b < d, f(a, b) < d. Par
exemple, dans une structure supersimple, les ordinaux dont la de´composition en base
ω est un monoˆme sont des dimensions re´gulie`res. Dans une structure ω-stable, les
ordinaux du type ωα ou` α est un monoˆme sont des dimensions re´gulie`res. Rajoutons
une condition sur les ﬁbres, ve´riﬁe´es par le rang de Morley, le rang de Lascar et la
dimension cellulaire :
(vii) Pour toute application de´ﬁnissable surjective f : A → B dont les ﬁbres sont
de rang au moins α, on a
dim(A) ≥ α+ dim(B)
Proposition 11.16. Soit M une structure super-omega-chirurgicale ve´rifiant les
conditions (vi) et (vii). Si M est de dimension re´gulie`re, pour toute partie A de M ,
pcl(pcl(A)) = pcl(A).
De´monstration. Si c est dans pcl(pcl(A)), il existe un b dans pcl(a) (ie tel que b
ve´riﬁe une formule ϕ(x, a) de petite dimension) et une formule ψ(x, b) de petite
dimension ve´riﬁe´e par c. On peut supposer ϕ(x, a) de dimension minimale et de
degre´ 1, de sorte que ϕ(x, a) isole b des points de rangs supe´rieurs. Montrons que la
formule ∃y ψ(x, y) ∧ ϕ(y, a) est de petite dimension. Montrons par induction sur la
dimension de ϕ(x, a) que pour tout b′, dim(ψ(x, b′)∧ϕ(b′, a) ≤ dimψ(x, b). C’est clair
si ϕ(x, a) est alge´brique sur A. Si ϕ(b′, a) est de petite dimension, devant ϕ(x, a),
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on applique l’hypothe`se d’induction. Sinon, b′ a le meˆme type que b sur a, et on ne
perd rien a` supposer b′ = b si la dimension est invariante par automorphisme. Dans
tous les cas, dim(ψ(x, b′) ∧ ϕ(b′, a)) ≤ dimψ(x, b). Alors, d’apre`s (vi), on a
dim(ψ(x, y) ∧ ϕ(y, a)) ≤ f(dimψ(x, b), dimϕ(x, a))
On conclut par (vii).
Dimension et mesure
Remarquons qu’une notion de dimension ve´riﬁant les conditions (i) et (ii) n’est rien
d’autre qu’une norme ultrame´trique sur Defω/≡Defω a` valeur dans un ensemble
totalement ordonne´. (i) assure que la norme d’une classe soit bien de´ﬁnie, et (ii)
est l’ine´galite´ triangulaire ultrame´trique. La multiplicite´ de (iii) correspond a` une
notion de mesure discre`te. Dans une structure M munie d’une notion de dimension
ve´riﬁant (i) et (ii), nous appellerons omega-mesure elle est, ainsi que d’une fonction
µ qui a` tout ensemble de´ﬁnissable associe un re´el strictement positif, de sorte que :
(viii) µ soit pre´serve´e par bijection de´ﬁnissable.
(ix) Si X1, X2 est une partition de X en deux parties de´ﬁnissables de meˆme dimen-
sion que X, alors µ(X) = µ(X1) + µ(X2).
(x) Si f : A → B est une application de´ﬁnissable a` ﬁbres ﬁnies de taille au plus
n, alors µ(B) ≤ µ(A) ≤ n.µ(B).
Nous dirons qu’une structure M est omega-mesurable si µ(X) < ∞ pour tout X.
Remarquons que les points ont tous pour mesure un meˆme re´el strictement positif,
et quitte a` normaliser µ, on peut supposer que cette mesure vaut 1. Les structures
mesurables au sens de [42] sont omega-mesurables.
Proposition 11.17. Dans un groupe omega-mesurable ayant un type de mesure non
nulle, la taille des centralisateurs ne peut eˆtre borne´e.
De´monstration. Si les centralisateurs sont de taille majore´e par n, alors les classes
de conjugaison sont de meˆme dimension, et de mesure minore´e par µ(G)/n. Comme
R est archime´dien, il n’y a qu’un nombre ﬁni de classes de conjugaison. Soit A un
ensemble inﬁni. Puisqu’il y a au moins un type sur A de mesure un entier p nul, il
n’y a un nombre ﬁni de mesure supe´rieure, et la relation eˆtre e´gal a` un ensemble de
mesure petite devant p pre`s est une relation d’e´quivalence qui a un nombre ﬁni de
classes. Donc le stabilisateur est d’indice ﬁni.
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