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Norm inflation for the Boussinesq system
Zongyuan Li∗ Weinan Wang†
Abstract
We prove the norm inflation phenomena for the Boussinesq system on T3. For arbitrarily small
initial data (u0, ρ0) in the negative-order Besov spaces B˙
−1
∞,∞ × B˙
−1
∞,∞, the solution can become
arbitrarily large in a short time. Such largeness can be detected in ρ in Besov spaces of any negative
order: B˙−s∞,∞ for any s > 0. Notice that our initial data space is scaling critical for u and is scaling
subcritical for ρ.
1 Introduction
In this paper, we consider the Boussinesq system on T3
ut −∆u+ u · ∇u +∇π = ρe3 (1.1)
ρt −∆ρ+ u · ∇ρ = 0 (1.2)
∇ · u = 0. (1.3)
Here, u is the velocity satisfying the 3D Navier-Stokes equations [DG, T] driven by ρ, which represents
the density or temperature of the fluid, depending on the physical context. Also π denotes the pressure
while e3 = (0, 0, 1) is the unit vector.
In recent years, there has been extensive research on the 2D Boussinesq equations. Researchers have
been studying the global existence of solutions and persistence of regularity since the seminal work of
Chae [C] and of Hou and Li [HL], who proved the global existence and uniqueness of solutions. In
[CW, SW], the authors addressed the global well-posedness in Sobolev spaces Hs. Kukavica and the
second author of this paper addressed the global Sobolev persistence of regularity in W s,q ×W s,q for the
fractional Boussinesq system in [KW1] and the long time behavior of solutions in [KW2], respectively.
For other global well-posedness results on the Boussinesq equations, cf. [HK1, W1, W2, WY2].
The 3D Boussinesq system possesses a natural scaling, i.e., for λ > 0,
uλ(x, t) = λu(λx, λ
2t), ρλ(x, t) = λ
3ρ(λx, λ2t)
are again solutions with initial data
uλ(x, 0) = λu(λx), ρλ(x, 0) = λ
3ρ(λx).
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Note that L3 × L1 is scaling invariant space for the initial data:
‖uλ(·, 0)‖L3 = ‖λu0(λ·)‖L3 = ‖u0‖L3 , ‖ρλ(·, 0)‖L1 = ‖λ
3ρ0(λ·)‖L3 = ‖ρ0‖L1 .
Much effort has been made in search for the largest initial data space for the local and global well-
posedness. For the Navier-Stokes equations, Koch and Tataru in [KT] obtained the local well-posedness
result with small BMO−1 initial data. Such space is the largest scaling critical space for the local well-
posedness of the NSE. In fact, [BP] and [Y] showed the local ill-posedness for initial spaces close to
BMO−1: B−1∞,q, q ∈ (2,∞]. It is worth mentioning that, for supercritical initial data spaces, we can still
discuss some well-posedness results, only in the sense of “almost surely”. See for example, [NPS, WY1].
Back to our Boussinesq system (1.1)-(1.3). Let us first mention some results in the positive direction.
As mentioned in [BH], by adapting Kato’s method, the local well-posedness result can be proved for scaling
invariant L3 × L1 initial data, given that the initial data is sufficiently small. The mild formulation for
the Boussinesq system is given in (2.5). One can also find some discussions of the uniqueness and long
time behaviors in [BH] and [BM].
In this paper, we show a local ill-posedness result for the 3D Boussinesq system. Our initial data
space is u0 ∈ B˙
−1
∞,∞ which is the largest possible scaling invariant space for the mild formulation, and
ρ0 ∈ B˙
−1
∞,∞ which is scaling subcritical.Specifically, we show the existence of a smooth space-periodic
solution with arbitrarily small initial data (u0, ρ0) ∈ B˙
−1
∞,∞ × B˙
−1
∞,∞ that becomes arbitrarily large in
B˙−s∞,∞ for all s > 0 immediately. This type of result is called the “norm inflation”. This phenomenon was
discovered by Bourgain and Pavlovic´ in [BP], concerning the local ill-posedness for the 3D Navier-Stokes
equations. The main idea of their approach is to construct initial data u0 in B˙
−1
∞,∞ so that when they
evolve in time, one particular frequency will accumulate while others will dissipate.
There have been many other analogous norm inflation results on different fluid models. In [DQS],
Dai, Qing, and Schonbek proved norm inflation for the MHD equations. In [CD1, CD2], Cheskidov and
Dai proved the norm inflation occurrence for the generalized Navier-Stokes and the generalized MHD
equations. In this paper, we prove the ill-posedness result for the Boussinesq system by constructing
initial data which leads to the norm inflation. To the best knowledge of the authors, this is the first
result addressing the norm inflation for the Boussinesq equations. Note that the ill posedness results
obtained in [CL, GHK] are for a dispersive type system which is different from the equations considered
in this paper. The main result of this paper is the following.
Theorem 1.1. For sufficiently small ǫ > 0, there exists a solution (u(t), ρ(t)) to the system (1.1)–(1.3)
such that
‖u(0)‖B˙−1∞,∞ + ‖ρ(0)‖B˙−1∞,∞ < ǫ
and
‖ρ(T )‖B˙−s∞,∞ > 1/ǫ, (1.4)
where 0 < T < ǫ and s > 0.
The organization of this paper goes as follows. In Section 2, we introduce our notation and the mild
formulation. The rest of the paper is devoted to the proof of Theorem 1.1. In Section 3, we first construct
the initial data as a combination of plane waves with very lacunary frequencies and then compute their
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interactions. The estimates are given in Section 3.3 and 3.4. In Section 4, we close the estimates by
giving the proof of Theorem 1.1.
2 Preliminaries and mild formulation
Recall the Leray projector
P = I +∇(−∆)−1∇·
as well as its symbol
(̂Pu)j(ξ) =
(
δjk −
ξjξk
|ξ|2
)
uˆk(ξ), j = 1, 2, 3.
We start from the mild formulation of (u, ρ) and rewrite the Boussinesq system (1.1)–(1.3) as in [BH]:{
u = et∆(u0 + tPρ0~e3) +B1(u, u) +B2(u, ρ),
ρ = et∆ρ0 +B3(u, ρ).
(2.5)
Here the bilinear forms are given by
B1(u, v) = −
∫ t
0
e(t−s)∆P∇ · (u⊗ v) ds,
B2(u, θ) = −
∫ t
0
e(t−s)∆(t− s)P(∇ · (uθ))~e3 ds,
B3(u, v) = −
∫ t
0
e(t−s)∆∇ · (uθ) ds.
(2.6)
Such mild formation is equivalent to the original system. It can be obtained as follows. We first rewrite
(1.1) and (1.2) in the integral form, by applying the Leray projection and the Duhamel principle. Then
we replace the linear term in the equation of u by the integral form equation of ρ to make all the integral
terms to be bilinear. For details, cf. [BH]. Next, we define the Besov norms for s > 0 as in [L]:
‖f‖B˙−s∞,∞ = sup
t>0
t
s
2 ‖et∆f‖L∞
‖f‖B−s∞,∞ = sup
0<t<1
t
s
2 ‖et∆f‖L∞ .
Note that they are equivalent on torus. Now we state the estimates for the bilinear operator. The
following lemma plays a key role in estimates with Leray projectors.
Lemma 2.1. There exists a constant c such that
‖∇et∆Pf‖L∞ ≤ Ct
−1/2‖f‖L∞,
for t > 0 and f ∈ L∞.
As shown in [L], the following bilinear estimate follows.
Lemma 2.2. [L] For any u, v ∈ L1(0, T ;L∞), B1 satisfies
‖B1(u, v)‖L∞ ≤ C
∫ t
0
1
(t− s)1/2
‖u‖L∞‖v‖L∞ ds.
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In the same spirit, we can also bound B2 and B3 as
‖B2(u, θ)‖L∞ ≤ C
∫ t
0
(t− s)1/2‖u‖L∞‖θ‖L∞ ds (2.7)
and
‖B3(u, θ)‖L∞ ≤ C
∫ t
0
1
(t− s)1/2
‖u‖L∞‖θ‖L∞ ds. (2.8)
The proof for (2.7) is the same with Lemma 2.2, by using Lemma 2.1. The proof for (2.8) is more
straightforward since there is no Leray projector in B3. For details, refer to [L].
Throughout this paper, we use notation ., &, and ≈ when we have the inequality in the corresponding
direction with constants independent of the parameters that we are interested in, e.g., r and t.
3 Interaction of plane wave
3.1 The first approximation in Picard’s iteration
Similarly to [BP], we decompose the solution as
u = g + u1 + y,
ρ = θ + ρ1 + z,
(3.9)
where
g := et∆(u0 + tPρ0~e3),
θ := et∆ρ0,
u1 := B1(g, g) +B2(g, θ),
ρ1 := B3(g, θ).
(3.10)
To facilitate our computation, we further decompose
y = y0 + y1 + y2, z = z0 + z1 + z2,
where
y0 = 2B1(g, u1) +B1(u1, u1) +B2(g, ρ1) +B2(u1, θ) +B2(u1, ρ1),
y1 = 2B1(g, y) + 2B1(u1, y) +B2(g, z) +B2(y, θ) +B2(y, ρ1) +B2(u1, z),
y2 = B1(y, y) +B2(y, z),
z0 = B3(g, ρ1) +B3(u1, θ) +B3(u1, ρ1),
z1 = B3(g, z) +B3(y, θ) +B3(y, ρ1) +B3(u1, z),
z2 = B3(y, z).
(3.11)
3.2 Choice of initial data and its diffusion
We construct the initial data (u0, ρ0) as
u0 = r
−β
r∑
s=1
|ks|vs cos (ks · x),
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ρ0 = r
−β
r∑
s=1
|k′s| cos (k
′
s · x),
where r is a large enough number to be chosen at the end and β > 0. The frequencies ki and k
′
i are
chosen as follows. We first fix a large number K > 0, and then for i ∈ N+ we define
k′i = 2
i−1K, k′i = (0, 0, k
′
i), ki = k
′
i + η, (3.12)
where η = (0, 1, 0). The vector vi is given as
vi = (0,
1
2
,−1/(2k′i)).
Clearly
vi · ki = 0, vi · k
′
i = −1/2, and vi · k
′
j = −
|k′j |
2|k′i|
≈ vi · kj . (3.13)
From our construction, we have
div(u0) = 0, and P(ρ0 ~e3) = 0.
The following lemma contains useful properties which are used in our computation below. The proof is
by direct computation, or one may check [CD1].
Lemma 3.1. [CD1] For γ > 0 and ki constructed as above, we have the following relations:∑
j<i
|kj |
γ ∼ |ki|
γ
and
r∑
i=1
|ki|
γe−|ki|
2t . tγ/2.
Note that the diffusion of a plane wave v cos (k · x) under the Laplacian ∆ is given by
et∆v cos (k · x) = e−|k|
2tv cos (k · x).
Therefore, we may write the diffusion of the initial data
et∆u0 = r
−β
r∑
s=1
|ks|e
−|k|2tvs cos (ks · x), (3.14)
et∆ρ0 = r
−β
r∑
s=1
|k′s|e
−|k|2t cos (k′s · x). (3.15)
To complete this section, we provide some estimates for the initial data and their diffusion.
Lemma 3.2. For β > 0, the inequalities
‖u0‖B˙−1∞,∞ ≈ r
−β , ‖ρ0‖B˙−1∞,∞ ≈ r
−β , (3.16)
‖et∆u0‖L∞ . r
−βt−1/2, ‖et∆ρ0‖L∞ . r
−βt−1/2, (3.17)
hold for all t ∈ (0, 1].
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Proof. The estimate (3.16) is clear from our construction. In the following, we prove estimate (3.17) for
the diffusion. By Lemma 3.1,
|et∆u0| =
∣∣r−β r∑
s=1
e−t|ks|
2
|ks|vs cos (ks · x)
∣∣
. r−βt−1/2
r∑
s=1
e−t|ks|
2
(|ks|t
1/2) . r−βt−1/2,
and similarly,
|et∆ρ0| = |r
−β
r∑
s=1
e−t|ks|
2
|ks|vs cos (ks · x)|
. r−βt−1/2
r∑
s=1
e−t|ks|
2
|ks|t
1/2 . r−βt−1/2.

3.3 Estimate for u1 and ρ1
In this section, we estimate the most important terms in (3.9), u1 and ρ1 by computing the three bilinear
terms directly. Recall the definitions of u1 and ρ1 in (3.10) and the bilinear forms in (2.6).
Estimate of B1(e
t∆u0, e
t∆u0). This term only involves the interactions between cos (ki · x) and
cos (kj · x). From (3.14), we further compute
et∆u0 · ∇e
t∆u0 = −r
−2β
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)vj cos (ki · x) sin (kj · x)
= −
r−2β
2
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)vj sin ((ki + kj) · x)
−
r−2β
2
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)vj sin ((ki − kj) · x),
where we used the fact: cos a sin b = ((sin(a+ b)− sin(a− b))) /2. Furthermore, we have
Pet∆u0 · ∇e
t∆u0 =−
r−2β
2
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)wi,j sin ((ki + kj) · x)
−
r−2β
2
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)w˜i,j sin ((ki − kj) · x)
=E1 + E2,
where wi,j is the projection of vj onto the orthogonal to ki + kj and w˜i,j is the projection of vj onto the
orthogonal to ki − kj . Therefore,
B1(e
t∆u0, e
t∆u0) =
∫ t
0
e(t−s)∆E1 ds+
∫ t
0
e(t−s)∆E2 ds = F1 + F2.
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For F1, we have
F1 =
r−2β
2
r∑
i,j=1
|ki||kj |(vi · kj)e
−t(|ki|
2+|kj |
2)wi,j sin ((ki + kj) · x)
1− e−t(|ki+kj |
2−|ki|
2−|kj |
2)
|ki + kj |2 − (|ki|2 + |kj |2)
.
By the facts that (1− e−x)/x and xe−x are bounded for x > 0 and |vi · kj | ≈ |kj |/|ki|, we obtain
|F1| .
r−2β
2
r∑
j=1
∑
i≤j
te−t|ki|
2
|kj |
2e−t|kj |
2
+
r−2β
2
r∑
i=1
∑
j<i
te−t|ki|
2
|kj |
2e−t|kj |
2
.
r−2β
2
r∑
j=1
j|kj |
2e−t
|kj |
2
4 +
r∑
i=1
te−t|ki|
2
|ki|
2
. r−2β | log t| . r−2βt−δ.
From here on, we fix the constant δ ≪ 1. The estimates of F2 follow similarly and we omit the details
here. Hence, we have
‖B1(e
t∆u0, e
t∆u0)‖L∞ . r
−2βr−δ. (3.18)
The estimate of B2(e
t∆u0, e
t∆ρ0) and B3(e
t∆u0, e
t∆ρ0). Both terms concern the interactions
between cos (ki · x) and cos (k
′
j · x). Here we first compute for B3, since it contains the most important
term in which the accumulation occurs.
From (3.15), we deduce
et∆u0 · ∇e
t∆ρ0 =− r
−β−β
r∑
i,j=1
|ki||k
′
j |(vi · k
′
j)e
−t(|ki|
2+|k′j |
2) cos (ki · x) sin (k
′
j · x)
=−
r−2β
2
r∑
i,j=1
|ki||k
′
j |(vi · k
′
j)e
−t(|ki|
2+|k′j |
2) sin ((ki − k
′
j) · x)
−
r−2β
2
r∑
i,j=1
|ki||k
′
j |(vi · k
′
j)e
−t(|ki|
2+|k′j |
2) sin ((ki + k
′
j) · x)
=−
r−2β
2
r∑
i=1
|ki||k
′
i|(vi · k
′
i)e
−t(|ki|
2+|k′i|
2) sin (η · x)
−
r−2β
2
r∑
i,j=1,i6=j
|ki||k
′
j |(vi · k
′
j)e
−t(|ki|
2+|k′j |
2) sin ((ki − k
′
j) · x)
−
r−2β
2
r∑
i,j=1
|ki||k
′
j |(vi · k
′
j)e
−t(|ki|
2+|k′j |
2) sin ((ki + k
′
j) · x).
Now, substituting back to (3.10), computing the integration, and noting (3.13), we rewrite ρ1 as
ρ1 = ρ1,0 + ρ1,1 + ρ1,2,
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where
ρ1,0 :=
r−2β
4
r∑
i=1
e−t|η|
2
|ki|
2 1− e
−t(|ki|
2+|k′i|
2)
|ki|2 + |k′i|
2 − 1
sin (η · x)
ρ1,1 := −
r−2β
2
r∑
i=1,i6=j
e−t|ki−k
′
j |
2
|ki||k
′
j |(vi · k
′
j)
1 − e−t(|ki|
2+|k′j |
2)
|ki|2 + |k′j |
2 − 1
sin ((ki − k
′
j) · x)
ρ1,2 :=−
r−2β
2
r∑
i,j=1
e−t|ki+k
′
j |
2
|ki||k
′
j |(vi · k
′
j)
1 − e−t(|ki|
2+|k′j |
2)
|ki|2 + |k′j |
2 − 1
sin ((ki + k
′
j) · x).
We next bound ρ1,0 from both below and above.
Lemma 3.3.
‖ρ1,0(·, t)‖B˙−s∞,∞ & r
1−2β , ∀t ∈ [K−2, 1],
‖ρ1,0(·, t)‖L∞ . r
1−2β , ∀t ∈ (0, 1].
Proof. For t ≥ K−2, we have −t(|ki|
2 + |k′i|
2) . −2i−1. Noting that |η| = 1, we have
‖ρ1,0(·, t)‖B˙−s∞,∞ =
r−2β
4
∣∣∣ r∑
i=1
e−t|η|
2
|ki|
2 1− e
−t(|ki|
2+|k′i|
2)
|ki|2 + |k′i|
2 − 1
∣∣∣‖ sin (η · x)‖B˙−s∞,∞
& r−2β
r∑
i=1
e−t(1− e−2
i−1
) & r1−2β .
Here we used
|ki|
2 ≈ |ki|
2 + |k′i|
2 − 1 and e−t ≈ 1, for t ∈ [0, 1].
Similarly, if we simply bound 1− e−t(|ki|
2+|k′i|
2) by 1, then
‖ρ1,0(·, t)‖L∞ . r
−2β(
r∑
i=1
1) . r1−2β .

For ρ1,1 and ρ1,2, we only estimate the upper bound.
Lemma 3.4.
‖ρ1,1(·, t)‖L∞ . r
−2βt−δ, ‖ρ1,2(·, t)‖L∞ . r
−2βt−δ, t ∈ (0, 1].
Proof. Here we only prove the inequality for ρ1,1, since the computation for ρ1,2 is similar. First,
|ρ1,1| . r
−2β
r∑
i=1
∑
j<i
|ki||k
′
j |(vi · k
′
j)e
−t|ki−k
′
j |
2 1− e−(|ki|
2+|k′j |
2−|ki−k
′
j |
2)t
|ki|2 + |k′j |
2 − |ki − k′j |
2
| sin (ki − k
′
j) · x|
+ r−2β
r∑
j=1
∑
i<j
|ki||k
′
j |(vi · k
′
j)e
−t|ki−k
′
j |
2 1− e−(|ki|
2+|k′j |
2−|ki−k
′
j |
2)t
|ki|2 + |k′j |
2 − |ki − k′j |
2
| sin (ki − k
′
j) · x|.
Using the relation |1− e−x| . |x|, | sin
(
(ki − k
′
j) · x
)
| ≤ 1, and |(vi · k
′
j)| ≈ |k
′
j |/|k
′
i| we have
|ρ1,1| .r
−2β
r∑
i=1
|ki|
2e−t|ki−k
′
j |
2
t+ r−2β
r∑
j=1
∑
i<j
|k′j |
2e−t|ki−k
′
j |
2
t.
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Noting that |ki| ≈ |k
′
i|, |ki − k
′
j | ≈ |ki| for j < i, |ki − k
′
j | ≈ |k
′
j | for j > i, and
∑
j<i |kj |
s ≈ |ki|
s for all
s > 0, we get
|ρ1,1| . r
−2β
r∑
i=1
|ki|
2e−t|ki|
2
t+ r−2β
r∑
j=1
j|k′j |
2e−t|k
′
j |
2
t . r−2βt−δ.
Here the last inequality follows similar steps as in (3.18). The lemma is proved. 
From Lemma 3.3 and 3.4, we deduce
|ρ1| ≤ |ρ1,0|+ |ρ1,1|+ |ρ1,2| . r
1−2β + r−2βt−δ, for t ∈ (0, 1]. (3.19)
From this, we obtain
|B2(e
t∆u0, e
t∆ρ0)| . t|B3(e
t∆u0, e
t∆ρ0)| = t|ρ1| . r
1−2βt+ r−2βt1−δ, for t ∈ (0, 1]. (3.20)
One can simply check this by comparing B2 and B3 and noting that |P sin(k · x)~ei| . | sin(k · x)|.
Combining (3.18) and (3.20), we obtain that for t ∈ (0, 1],
‖u1(·, t)‖L∞ . |B1(e
t∆u0, e
t∆u0)|+ |B2(e
t∆u0, e
t∆ρ0)| . r
−2βt−δ + r1−2βt+ r−2βt1−δ
. r−2βt−δ + r1−2βt1−δ.
(3.21)
3.4 Analysis of y and z
In this section, we estimate y and z. Throughout this section, we denote
M(t) := sup
s∈(0,t)
{sδ‖y(·, s)‖L∞}+ t sup
s∈(0,t)
{sδ‖z(·, s)‖L∞}.
The main result of this section is the following estimate.
Proposition 3.5. For some ν > 0, let T := r−ν . Then for sufficiently large r,
M(t) . r−3β + r1−3βt1+δ + r2−4βt5/2+δ, for t ∈ (0, T ], (3.22)
provided that
β > max{0,
1
2
−
3
4
ν}. (3.23)
In particular,
‖z(·, t)‖L∞ . r
−3βt−1−δ + r1−3β + r2−4βt3/2
for any t ∈ (0, T ).
Proof. We first estimate ‖y(·, t)‖L∞ and ‖z(·, t)‖L∞. For this, we apply the bilinear estimates in Lemma 2.2,
(2.7), and (2.8) to each term in (3.11), with the help of (3.17), (3.19), and (3.21).
Estimating y. Recall y = y0 + y1 + y2 and their expressions (3.11). We first estimate y0 which does
not contain y or z, term by term. Noting (3.17) and (3.21), we have
‖B1(g, u1)‖L∞ .
∫ t
0
1
(t− s)1/2
‖et∆u0‖L∞‖u1‖L∞ ds .
∫ t
0
1
(t− s)1/2
r−βs−1/2(r−2βs−δ + r1−2βs) ds
. r−3β
∫ t
0
1
(t− s)1/2
s−1/2−δ ds+ r1−3β
∫ t
0
1
(t− s)1/2
s1/2 ds
. r−3βt−δ + r1−3βt.
(3.24)
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Using (3.21), we obtain
‖B1(u1, u1)‖L∞ .
∫ t
0
1
(t− s)1/2
‖u1‖L∞‖u1‖L∞ ds .
∫ t
0
1
(t− s)1/2
(
(r−2βs−δ)2 + (r1−2βs)2
)
ds
. r−4βt1/2−2δ + r2−4βt5/2.
(3.25)
Similarly, using (2.7), (3.17), (3.19), and (3.21), we obtain the B2 terms estimates
‖B2(g, ρ1)‖L∞ .
∫ t
0
(t− s)1/2‖et∆u0‖L∞‖ρ1‖L∞ ds .
∫ t
0
(t− s)1/2r−βs−1/2(r−2βs−δ + r1−2β) ds
. r−3βt1−δ + r1−3βt,
(3.26)
‖B2(u1, θ)‖L∞ .
∫ t
0
(t− s)1/2‖u1‖L∞‖e
t∆ρ0‖L∞ ds .
∫ t
0
(t− s)1/2(r−2βs−δ + r1−2βs)r−βs−1/2 ds
. r−3βt1−δ + r1−3βt2,
(3.27)
and
‖B2(u1, ρ1)‖L∞ .
∫ t
0
(t− s)1/2‖u1‖L∞‖ρ1‖L∞ .
∫ t
0
(t− s)1/2(r−2βs−δ + r1−2βs)(r1−2β + r−2βs−δ) ds
. r1−4βt3/2−δ + r2−4βt5/2 + r−4βt3/2−2δ.
(3.28)
Again, in the last inequality we use t ∈ (0, 1]. Therefore, combining the above estimates (3.24)– (3.28)
yields
‖y0‖L∞ . r
−3βt−δ + r1−3βt+ r2−4βt5/2, t ∈ (0, 1]. (3.29)
Next, we estimate y1 which contains linear combinations of y and z. This is
‖y1‖L∞ ≤ ‖B1(g, y)‖L∞ + ‖B1(u1, y)‖L∞ + ‖B2(g, z)‖L∞ + ‖B2(y, θ)‖L∞
+ ‖B2(y, ρ1)‖L∞ + ‖B2(u1, z)‖L∞ .
(3.30)
Similarly to the estimates of (3.24) and (3.25), we get
‖B1(g, y)‖L∞ .
∫ t
0
1
(t− s)1/2
‖et∆u0‖L∞‖y‖L∞ ds . r
−β
∫ t
0
1
(t− s)1/2
s−1/2−δ ds sup
0<s<t
{sδ‖y‖L∞}
. r−βt−δ sup
0<s<t
{sδ‖y‖L∞},
(3.31)
and
‖B1(u1, y)‖L∞ .
∫ t
0
1
(t− s)1/2
‖u1‖L∞‖y‖L∞ ds .
∫ t
0
1
(t− s)1/2
(r−2βs−δ + r1−2βs)s−δ ds sup
0<s<t
{sδ‖y‖L∞}
. (r−2βt1/2−2δ + r1−2βt3/2−δ) sup
0<s<t
{sδ‖y‖L∞}.
(3.32)
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Similarly to (3.26)-(3.28), we obtain
‖B2(g, z)‖L∞ .
∫ t
0
(t− s)1/2‖et∆u0‖L∞‖z‖L∞ ds . r
−β
∫ t
0
(t− s)1/2s−1/2−δ ds sup
0<s<t
{sδ‖z‖L∞}
. r−βt1−δ sup
0<s<t
{sδ‖z‖L∞},
(3.33)
‖B2(y, θ)‖L∞ .
∫ t
0
(t− s)1/2‖y‖L∞‖e
t∆ρ0‖L∞ ds . r
−β
∫ t
0
(t− s)1/2s−1/2−δ ds sup
0<s<t
{sδ‖y‖L∞}
. r−βt1−δ sup
0<s<t
{sδ‖y‖L∞},
(3.34)
‖B2(y, ρ1)‖L∞ .
∫ t
0
(t− s)1/2‖ρ1‖L∞‖y‖L∞ ds .
∫ t
0
(t− s)1/2(r−2βs−2δ + r1−2βs−δ) ds sup
0<s<t
{sδ‖y‖L∞}
. (r−2βt3/2−2δ + r1−2βt3/2−δ) sup
0<s<t
{sδ‖y‖L∞},
(3.35)
and
‖B2(u1, z)‖L∞ .
∫ t
0
(t− s)1/2‖u1‖L∞‖z‖L∞ ds .
∫ t
0
(t− s)1/2(r−2βs−2δ + r1−2βs1−δ) ds sup
0<s<t
{sδ‖z‖L∞}
. (r−2βt3/2−2δ + r1−2βt5/2−δ) sup
0<s<t
{sδ‖z‖L∞}.
(3.36)
Therefore, combining the above estimates (3.30)– (3.36) yields
‖y1‖L∞ . (r
−βt−δ + r1−2βt3/2−δ) sup
0<s<t
{sδ‖y‖L∞}+ (r
−βt−δ + r1−2βt3/2−δ)t sup
0<s<t
{sδ‖z‖L∞}. (3.37)
Next, we treat y2, i.e., the quadratic combinations in terms of y or z,
‖y2‖L∞ . ‖B1(y, y)‖L∞ + ‖B2(y, z)‖L∞
.
∫ t
0
1
(t− s)1/2
‖y‖2L∞ ds+
∫ t
0
(t− s)1/2‖y‖L∞‖z‖L∞ ds
. t1/2−2δ( sup
0<s<t
{sδ‖y‖L∞})
2 + t3/2−2δ sup
0<s<t
{sδ‖y‖L∞} sup
0<s<t
{sδ‖z‖L∞}.
(3.38)
Combining (3.29),(3.37), and (3.38), for t ∈ (0, 1] we obtain
‖y‖L∞ . r
−3βt−δ + r1−3βt+ r2−4βt5/2 + (r−βt−δ + r1−2βt3/2−δ)M(t) + t1/2−2δM(t)2.
Hence, for any t ∈ (0, 1],
sup
0<s<t
{sδ‖y‖L∞} . r
−3β + r1−3βt1+δ + r2−4βt5/2+δ + (r−β + r1−2βt3/2)M(t) + t1/2−δM(t)2. (3.39)
Estimating z. Again, recall that z = z0+ z1+ z2 along with their expressions in (3.11). For z0, we have
‖z0‖L∞ ≤ ‖B3(g, ρ1)‖L∞ + ‖B3(u1, θ)‖L∞ + ‖B3(u1, ρ1)‖L∞ .
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Noting |B3(f, g)| . t
−1|B2(f, g)| and the estimates (3.26), (3.27), and (3.28), we obtain
‖B3(g, ρ1)‖L∞ . t
−1‖B2(g, ρ1)‖L∞ . r
−2β−βt−δ + r1−3β ,
‖B3(u1, θ)‖L∞ . t
−1‖B2(u1, θ)‖L∞ . r
−3βt−δ + r1−3βt,
and
‖B3(u1, ρ1)‖L∞ . t
−1‖B2(u1, ρ1)‖L∞ . r
1−4βt1/2−δ + r2−4βt3/2 + r−4βt1/2−2δ.
Therefore,
‖z0‖L∞ . r
−3βt−δ + r1−3β + r2−4βt3/2. (3.40)
Next we treat the linear term z1:
‖z1‖L∞ ≤ ‖B3(g, z)‖L∞ + ‖B3(y, θ)‖L∞ + ‖B3(y, ρ1)‖L∞ + ‖B3(u1, z)‖L∞.
Similarly to the estimates for z0, noting (3.33), (3.34), (3.35), and (3.36), we obtain
‖B3(g, z)‖L∞ . t
−1B2(g, z) . r
−βt−δ sup
0<s<t
{sδ‖z‖L∞},
‖B3(y, θ)‖L∞ . t
−1‖B3(y, θ)‖L∞ . r
−βt−δ sup
0<s<t
{sδ‖y‖L∞},
‖B3(y, ρ1)‖L∞ . t
−1‖B2(y, ρ1)‖L∞ . (r
−2βt1/2−2δ + r1−2βt1/2−δ) sup
0<s<t
{sδ‖y‖L∞},
and
‖B3(u1, z)‖L∞ . t
−1‖B2(u1, z)‖L∞ . (r
−2βt1/2−2δ + r1−2βt3/2−δ) sup
0<s<t
{sδ‖z‖L∞}.
Therefore, by combining the above estimates, we have
‖z1‖L∞ . (r
−βt−δ + r1−2βt1/2−δ) sup
0<s<t
{sδ‖y‖L∞}+ (r
−βt−δ + r1−2βt3/2−δ) sup
0<s<t
{sδ‖z‖L∞}. (3.41)
Next we treat the quadratic term z2 as
‖z2‖L∞ = ‖B3(y, z)‖L∞ .
∫ t
0
1
(t− s)1/2
‖y‖L∞‖z‖L∞ ds . t
1/2−2δ sup
0<s<t
{sδ‖y‖L∞} sup
0<s<t
{‖sδz‖L∞}.
(3.42)
Summing (3.40), (3.41), and (3.42), multiplying tδ, and taking sup in t, we obtain
sup
0<s<t
{sδ‖z‖L∞} . r
−3β + r1−3βtδ + r2−4βt3/2+δ
+ (r−β + r1−2βt1/2) sup
0<s<t
{sδ‖y‖L∞}+ (r
−β + r1−2βt3/2) sup
0<s<t
{sδ‖z‖L∞}
+ t1/2−δ sup
0<s<t
{sδ‖y‖L∞} sup
0<s<t
{‖sδz‖L∞}.
(3.43)
Now, multiplying (3.43) by t, then adding to (3.39), for any t ∈ (0, 1] we have
M(t) . r−3β + r1−3βt1+δ + r2−4βt5/2+δ + (r−β + r1−2βt3/2)M(t) + t1/2−δM(t)2.
The following lemma should be read as part of the proof.
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Lemma 3.6. Suppose for 0 < t < T , the non-negative continuous function M(t) satisfies M(0) = 0 and
M(t) . C1(t) + C2(t)M(t) + C3(t)M(t)
2,
where C1(t), C2(t), and C3(t) are all non-negative. Then for any t ∈ (0, T )
M(t) . C1(t),
provided that C1(t), C2(t), and C3(t) satisfy
sup
t<T
{C2(t) + C1(t)C3(t)} ≪ 1. (3.44)
The proof is by a standard absorbing argument which we will omit here. Next we return to the proof
of the proposition. The estimate (3.22) can be obtained by applying Lemma 3.6 with
C1 = r
−3β + r1−3βt1+δ + r2−4βt5/2+δ, C2 = r
−β + r1−2βt3/2, and C3 = t
1/2−δ.
Hence, we only need to check the condition (3.44). We see that C1, C2, and C3 are all increasing in t.
Thus it suffices to check
C2(T ) + C1(T )C3(T )≪ 1.
Substituting T = r−ν in, we can rewrite it as
r−β + r1−2β−
3
2
ν + r−3β−(−
1
2
−δ)ν + r1−3β−
3
2
ν + r2−4β−3ν ≪ 1.
One can check that all the exponents are negative, given (3.23). Hence the condition (3.44) holds if we
choose r sufficiently large. 
4 Closing the estimates
In this section, we close the estimates and prove our main theorem.
Proof of Theorem 1.1. First, from (3.16), we can choose r sufficiently large to achieve
‖u0‖B˙−1∞,∞ ≤ ǫ, ‖ρ0‖B˙−1∞,∞ ≤ ǫ.
It remains to prove (1.4). If β > max{0, 12 −
3
4ν} and r ≫ 1, we have the estimate in Proposition 3.5. As
in Proposition 3.5, we choose T = r−ν . Furthermore, in (3.12) we choose K = rν/2 so that Lemma 3.3
holds for t = r−ν . Now, applying Lemma 3.3, Lemma 3.2, Lemma 3.4, and Proposition 3.5 at the time
t = r−ν , we obtain
‖ρ‖B˙−s∞,∞ ≥ ‖ρ10‖B˙−s∞,∞ − ‖e
t∆ρ0‖L∞ − ‖ρ11‖L∞ − ‖ρ12‖L∞ − ‖z‖L∞
& r1−2β − r−βt−1/2 − r−2βt−δ − r−3βt−1−δ − r1−3β − r2−4βt3/2
& r1−2β(1− r−1+βt−1/2 − r−1t−δ − r−1−βt−1−δ − r−β − r1−2βt3/2)
& r1−2β(1− r−1+β−ν/2 − r−1+νδ − r−1−β+ν+νδ − r−β − r1−2β−(3/2)ν).
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In order to make
1− r−1+β−ν/2 − r−1+νδ − r−1−β+ν+νδ − r−β − r1−2β−(3/2)ν ≈ 1 and r1−2β ≫ 1
r ≫ 1, we need to choose parameters satisfying
− 1 + β − ν/2 < 0, −1 + νδ < 0, −1− β + ν + νδ < 0, 1− 2β − (3/2)ν < 0,
and 1− 2β > 0.
(4.45)
Once this holds, we may choose sufficiently large r so that ‖ρ‖B˙−s∞,∞ > 1/ǫ. Indeed, there exist parameters
satisfying (3.23) and (4.45). Recall that δ ≪ 1 is fixed. Here we can choose
β = 1/2− ν/2, and ν ≪ 1.
In particular, for such choice of parameters,
T = r−ν ≈ ‖ρ‖−1
B˙−s∞,∞
< ǫ,
which completes the proof. 
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