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ABSTRACT. – This article studies the solutions in H 1 of a two-dimensional grade-two fluid model with
a non-homogeneous Dirichlet tangential boundary condition, on a Lipschitz-continuous domain. Existence
is proven by splitting the problem into a generalized Stokes problem and a transport equation, without
restricting the size of the data and the constant parameters of the fluid. A substantial part of the article is
devoted to a sharp analysis of this transport equation, under weak regularity assumptions. By means of this
analysis, it is established that each solution of the grade-two fluid model satisfies energy equalities and
converges strongly to a solution of the Navier–Stokes equations when the normal stress modulus α tends
to zero. When the domain is a polygon, it is shown that the regularity of the solution is related to that of
a Stokes problem. Uniqueness is established in a convex polygon, with adequate restrictions on the size of
the data and parameters. Ó Elsevier, Paris
Keywords: Grade-two fluid, Generalized Stokes problem, Transport equation, Generalized Friedrichs’
Lemma
AMS classification: 35G30, 76A05, 35D05, 35D10
0. Introduction
This article studies the solutions, in a simplified case, of the equations modelling the motion
of a steady-state, two-dimensional grade-two fluid. In the general steady case, the equations of
motion have the form:
−ν1u+ curl(u− (2α1 + α2)1u)× u− (α1 + α2)1(u · ∇u)
+2(α1 + α2)u · ∇(1u)+∇p = f in Ω,
(0.1)
with the incompressiblity condition:
div u= 0 in Ω,
and adequate boundary conditions. As this equation is set in two dimensions, the vector u is
written in the form u= (u1, u2,0) in order to define the curl and the vector product. Recall that
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in two dimensions,
div u= ∂u1
∂x1
+ ∂u2
∂x2
,
and curl u= (0,0, curlu), where
curl u= ∂u2
∂x1
− ∂u1
∂x2
.
A grade-two fluid is a particular subclass of fluids of differential type (also called Rivlin–
Ericksen fluids), cf. Noll and Truesdell [27] or Rivlin and Ericksen [32]. Fluids of differential
type are non-Newtonian fluids that can experience creep but not stress relaxation, and a grade-
two fluid is considered an appropriate model for the motion of a water solution of polymers,
cf. Dunn and Rajagopal [13]. The parameter ν is the viscosity and the parameters α1 and α2 are
the constant normal stress moduli divided by the density. When both these moduli are zero, the
constitutive equation reduces to that of the Navier–Stokes equation.
Another interesting interpretation of the time-dependent version of this model is given by
Holm, Marsden and Ratiu in [19,20]. These authors study the equations with ν = 0 and
α1 + α2 = 0, called averaged-Euler equations, where α1 is an averaged length scale.
According to the work of Dunn and Fosdick [12], to be consistent with thermodynamics, a
grade-two fluid model must satisfy:
ν > 0, α1 > 0 and α1 + α2 = 0.
The same properties are derived independently in [19,20] for the averaged-Euler equations.
However, we shall see that from a strictly mathematical point of view, the sign of α1 is
unimportant in the steady-state equation. Therefore, for the sake of generality, we shall not
restrict its sign. The reader can refer to [13] for a thorough discussion on the sign of α1. On
the other hand, we shall restrict the discussion to the case where
α1 + α2 = 0,(0.2)
because it does simplify substantially the analysis. Thus, setting α = α1, Eq. (0.1) reduces to
−ν1u+ curl(u− α1u)× u+∇p = f in Ω.(0.3)
We shall keep the incompressibility condition
div u= 0 in Ω,(0.4)
and impose the Dirichlet tangential boundary condition:
u= g on ∂Ω with g · n= 0 on ∂Ω,(0.5)
where n denotes the unit exterior normal to the boundary ∂Ω of Ω .
Even in this simplified case, this problem is difficult because its nonlinear term involves a
third-order derivative, whereas its elliptic term is only a Laplace operator. The first successful
proof of existence of solutions, for both the time-dependent and steady-state grade-two fluid
models in two and three dimensions, with homogeneous Dirichlet boundary conditions, was
written in the thesis of Ouazar [28] and was later published by Cioranescu and Ouazar in [6,7].
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These authors proved existence of solutions, with H 3 regularity in space, by looking for a
velocity u such that z= curl(u− α1u) has L2 regularity in space, introducing z as an auxiliary
variable and discretizing the equations of motion (in variational form) by Galerkin’s method
in the basis of the eigenfunctions of the operator curl curl(u− α1u). The auxiliary variable z
satisfies a transport equation and the purpose of this special basis is to provide automatically
a discretization of this transport equation. This existence proof is optimal in the sense that, in
a bounded domain Ω , when the data satisfy curl f ∈ L2(Ω)3 and g = 0, it allows to construct
solutions with minimal restrictions on the size of the data. With this approach, Ouazar proved
in [28], pp. 39–59, that the time-dependent version of the simplified problem (0.3), (0.4) with
a homogeneous Dirichlet boundary condition in two dimensions has always a unique global
solution, in a simply-connected domain with sufficiently smooth boundary, for all positive
parameters ν and α, for all initial data with H 3 regularity, and for all forces f with H 1 regularity
in space. As an easy exercise, this approach shows that the steady-state problem (0.3), (0.4) with
the above data has always at least one solution. This result, published in 1981, is remarkable
considering that none of the many recent publications devoted to grade-two fluids, when applied
to this simplified model, are able to show existence of solutions without heavy restrictions on the
size of the data and parameters.
In this article, we shall extend this result to the problem with the non-homogeneous Dirichlet
tangential boundary condition (0.5), we shall relax the simple-connectedness of the domain and
reduce the regularity of the boundary to Lipschitz-continuity, at the expense of reducing the
regularity of the solution. Most important, we shall prove that all solutions of (0.3)–(0.5) satisfy
adequate energy equalities and furthermore, we shall establish that when α tends to zero, any
solution of (0.3)–(0.5) converges to a solution of the Navier–Stokes equations. This convergence
is very interesting; it was hitherto regarded as one of the major open questions relative to models
of grade-two fluids. It is a difficult result, because it relies on Green’s formula, in a Lipschitz-
continuous domainΩ :
∫
Ω
(u · ∇z)zdx= 0, where u · ∇z=
2∑
i=1
ui
∂z
∂xi
,
for all z in L2(Ω) such that u · ∇z belongs to L2(Ω), with u only in H 1(Ω)2, and u satisfying
(0.4) and (0.5). This amounts to proving uniqueness of the solution of a transport equation,
and although several authors have studied transport equations (cf. for instance Bardos in [3],
DiPerna and Lions in [9], Desjardins in [8], Mischler in [25]), to our knowledge, this Green’s
formula has not been established before when u belongs only to H 1(Ω)2 and satisfies a
tangential boundary condition on a Lipschitz-continuous domain. We shall establish this formula,
in arbitrary dimension n, by combining the regularizing technique of Puel and Roptin in [30], that
generalizes Friedrichs’ Lemma, and the renormalizing technique of [9]. The first step will enable
us to prove that, if u belongs to H 1(Ω)n and ∂Ω is Lipschitz-continuous, then smooth functions
are dense in the space of z in L2(Ω) such that u · ∇z belongs to L1(Ω); and the second step
will give uniqueness of the solution of the steady transport equation, when u satisfies div u= 0
inΩ and u ·n= 0 on ∂Ω . Interestingly, we shall derive Green’s formula from this uniqueness, in
this order and not in the reverse order as one would expect at first sight. As a very important by-
product of Green’s formula, we shall prove that under these assumptions on u, smooth functions
with compact support in Ω are dense in the space of z in L2(Ω) such that u · ∇z belongs to
L2(Ω), and this is much sharper than the statement of Friedrichs’ Lemma. Finally, we shall
prove that, under these assumptions on u, the product (zu) ·n also vanishes on the boundary ∂Ω .
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The reason for treating only the tangential boundary condition (0.5) is that this grade-two fluid
model with a fully non-homogeneous Dirichlet boundary condition is not well-posed. There
are examples in which the resulting problem has multiple solutions (cf. the work of Gupta
and Rajagopal [18] and of Kaloni and Rajagopal [23]), thus implying that additional boundary
conditions should be imposed. However, it is not yet known what boundary conditions could be
imposed in order to insure that the problem is well-posed. The reader can refer to the publication
of Rajagopal [31] for a discussion on the boundary conditions for such fluids.
After this introduction, this article is organized as follows. In Section 1, problem (0.3)–(0.5) is
split into an equivalent coupled system consisting of a generalized Stokes problem and a transport
equation. Such a coupled system is known to numerical analysts as a mixed formulation. In
Section 2, we construct a solution of this mixed formulation, for all data, by Galerkin’s method.
Section 3 is devoted to precise results for the transport equation under very weak regularity
assumptions on the domain and driving velocity. These results are applied in Section 4 to prove
that all solutions of problem (0.3)–(0.5) converge strongly to solutions of the Navier–Stokes
equations when the parameter α tends to zero. In Section 5, we prove some regularity results
for the solutions of problem (0.3)–(0.5) in a polygonal domain, related to the regularity of the
solution of a Stokes problem, and we give sufficient conditions for uniqueness when the domain
is a convex polygon.
We end this introduction with some notation that we shall use further on. To simplify, these
notation are presented in two dimensions because, except in Section 3, we shall study two-
dimensional problems. Unless otherwise specified, we shall work in a plane domain whose
boundary is Lipschitz-continuous (cf. Grisvard [17]), and for the sake of brevity, we shall refer
to it as a Lipschitz-continuous domain. As usual, we denote by D(Ω) the space of functions
that are indefinitely differentiable and have compact support in Ω . Let (k1, k2) denote a pair of
non-negative integers, set |k| = k1 + k2 and define the partial derivative ∂k by:
∂kv = ∂
|k|v
∂x
k1
1 ∂x
k2
2
.
Then, for any non-negative integer m and number r > 1, recall the classical Sobolev spaces
(cf. Adams [1] or Necˇas [26])
Wm,r (Ω)= {v ∈ Lr(Ω): ∂kv ∈Lr(Ω) ∀|k|6m},
equipped with the seminorm
|v|Wm,r (Ω) =
[ ∑
|k|=m
∫
Ω
|∂kv|r dx
]1/r
,
and norm (for which it is a Banach space)
‖v‖Wm,r (Ω) =
[ ∑
06|k|6m
|v|rWm,r (Ω)
]1/r
,
with the usual extension when r =∞. The reader can refer to [17] for extensions of this definition
to non-integral values of m. When r = 2, this space is the Hilbert space Hm(Ω). In particular,
the scalar product of L2(Ω) is denoted by (·, ·). The definitions of these spaces are extended
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straightforwardly to vectors, with the same notation, but with the following modification for the
norms in the non-Hilbert case. Let u= (u1, u2); then we set
‖u‖Lr (Ω) =
[∫
Ω
∥∥u(x)∥∥r dx]1/r ,
where ‖ · ‖ denotes the Euclidean vector norm. The advantage of using this definition is that
it leads to smaller constants in applying Hölder’s inequality to trilinear terms (cf. for instance
Bernard [4]).
For vanishing boundary values, we define:
H 10 (Ω)=
{
v ∈H 1(Ω): v|∂Ω = 0
}
,
and more generally, for any number r > 1, we define:
W
1,r
0 (Ω)=
{
v ∈W 1,r (Ω): v|∂Ω = 0
}
.
We shall often use Sobolev’s imbeddings: for any real number p > 1, there exists a constant Sp
such that
∀v ∈H 10 (Ω), ‖v‖Lp(Ω) 6 Sp|v|H 1(Ω).(0.6)
When p = 2, this reduces to Poincaré’s inequality and S2 is Poincaré’s constant. For tangential
boundary values, we define:
H 1T (Ω)=
{
v ∈H 1(Ω)2: v · n= 0 on ∂Ω}.(0.7)
A straightforward application of Peetre–Tartar’s Theorem (cf. Peetre [29] and Tartar [33] or
Girault and Raviart [14]) shows that the analogue of Sobolev’s imbeddings holds in H 1T (Ω) for
any real number p > 1:
∀v ∈H 1T (Ω), ‖v‖Lp(Ω) 6 S˜p|v|H 1(Ω).(0.8)
In particular, for p = 2, the mapping v 7→ |v|H 1(Ω) is a norm on H 1T (Ω), equivalent to the H 1
norm and S˜2 is the analogue of Poincaré’s constant. We shall also use the standard spaces for
Navier–Stokes equations:
V = {v ∈H 10 (Ω)2: div v= 0 in Ω},(0.9)
W = {v ∈H 1T (Ω): div v= 0 in Ω},(0.10)
L20(Ω)=
{
q ∈ L2(Ω):
∫
Ω
q dx= 0
}
,
and also the spaces:
H(div,Ω)= {v ∈ L2(Ω)2: div v ∈L2(Ω)},
H0(div,Ω)=
{
v ∈H(div,Ω): v · n= 0 on ∂Ω},
H(curl,Ω)= {v ∈ L2(Ω)2: curl v ∈L2(Ω)}.
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1. A “mixed” formulation
We shall solve problem (0.3)–(0.5) by putting it into what is known to numerical analysts as a
mixed formulation. The reader can refer to [14] for current examples of mixed formulations. The
assumptions on the data are:Ω is a bounded domain inR2, with a Lipschitz-continuous boundary
∂Ω , f is a given function in H(curl,Ω), g is a given tangential vector field in H 1/2(∂Ω)2 and
ν > 0 and α are two given real constants.
Following [28], we shall look for the velocity u in the space of functions v in W such that
curl(v− α1v) is in L2(Ω); this may be written more concisely as u ∈Wα , where
Wα = {v ∈W : α curl1v ∈ L2(Ω)}.(1.1)
This is a Hilbert space equipped with the norm:
‖v‖Wα =
(|v|2
H 1(Ω) + ‖α curl1v‖2L2(Ω)
)1/2
.(1.2)
Of course, when α = 0, Wα reduces to W .
Thus, let (u,p) ∈ Wα × L20(Ω) be a solution of (0.3)–(0.5) and introduce the auxiliary
variables:
z= curl(u− α1u), z= (0,0, z).
Note that z ∈L2(Ω), z ∈ L2(Ω)3,
div z= 0.(1.3)
Then (0.3) with (0.4) and (0.5) becomes a generalized Stokes equation
−ν1u+ z× u+∇p= f in Ω,(1.4)
where z× u = (−zu2, zu1). Again, following [28], let us take the curl of (1.4) in the sense of
distributions. Observing that in view of (1.3) and the structure of z and u,
curl(z× u)= (0,0,u · ∇z),
we obtain
−ν1(curlu)+ u · ∇z= curl f.
Then, we can write:
−να1(curl u)= ν(curl(u− α1u)− curlu)= ν(z− curl u),
and, passing ν curl u to the right-hand side, we see that z satisfies the transport equation:
νz+ αu · ∇z= ν curl u+ α curl f.(1.5)
Remark 1.1. – Observe that for u in H(div,Ω) and z in L2(Ω), the product u · ∇z is well-
defined as a distribution, since ∇z belongs to the dual space of H0(div,Ω). More precisely,
denoting by 〈·, ·〉X the duality pairing between X′ and X, we have by definition:
∀ϕ ∈D(Ω), 〈u · ∇z,ϕ〉D(Ω) = 〈∇z,uϕ〉H0(div,Ω)
=−〈z,div(uϕ)〉
L2(Ω) =−
∫
Ω
zdiv(uϕ)dx,
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and uϕ belongs to H0(div,Ω) provided ϕ belongs to W1,∞0 (Ω). In particular, when u belongs
to H 1(Ω)2, this holds whenever ϕ is in W 1,p0 (Ω), for some p > 2.
Furthermore, this expression simplifies when div u= 0 and we obtain for all ϕ in D(Ω), for
all z in L2(Ω) and all u in H(div,Ω) with div u= 0:
〈u · ∇z,ϕ〉D(Ω) =−
∫
Ω
z(u · ∇ϕ)dx.(1.6)
Conversely, let u ∈ H 1T (Ω), p ∈ L20(Ω) and z = (0,0, z) with z ∈ L2(Ω) be a solution of
(1.4), (0.4), (0.5) and (1.5). Then z satisfies (1.3) and taking the curl of (1.4) in the sense of
distributions yields:
−ν1(curlu)+ u · ∇z= curl f.
Then multiplying by α and comparing with (1.5), we obtain:
−να1(curl u)= νz− ν curl u,
i.e. z= curl(u−α1u). Therefore u belongs toWα and substituting the expression of z into (1.4)
shows that (u,p) is a solution of the original equations (0.3)–(0.5). This is summarized in the
following lemma.
LEMMA 1.2. – Problem (0.3)–(0.5) with (u,p) inWα×L20(Ω) is equivalent to: Find (u,p, z)
in H 1T (Ω)×L20(Ω)×L2(Ω) solution of the generalized Stokes problem (1.4), (0.4), (0.5) and
the transport equation (1.5), namely:
−ν1u+ z× u+∇p = f in Ω,
div u= 0 in Ω,
(1.7)
u= g on ∂Ω with g · n= 0 on ∂Ω,
νz+ αu · ∇z= ν curl u+ α curl f.
Remark 1.3. – Note that we have used very little regularity assumptions in deriving this
equivalence because all derivatives were taken in the sense of distributions. The only restriction
we have used is ν 6= 0.
Remark 1.4. – As mentioned above, the relation between z and u
z= curl(u− α1u),(1.8)
is a consequence of (1.4) and (1.5). But, since we want possibly to let α tend to zero, we shall
not use this relation explicitly in the sequel, except when studying uniqueness of the solution.
Remark 1.5. – Note that problem (1.7) imposes no boundary condition on z. This is clear from
(0.5) and (1.8), because a Dirichlet boundary condition on u implies nothing on the boundary
values of 1u. Nevertheless, as we shall see in Section 3, the transport equation (1.5) is uniquely
solvable since div u= 0 in Ω and u · n= 0 on ∂Ω . But if u · n 6= 0, uniqueness would appear to
require some sort of boundary condition on z, on the portion of ∂Ω where αu · n< 0.
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES
988 V. GIRAULT, L.R. SCOTT
Remark 1.6. – When α = 0, Eq. (1.4) is unchanged and Eq. (1.5) reduces to z = curlu. In
this case, z is simply the vorticity of u and problem (1.7) can be interpreted as a velocity-
vorticity formulation of the Navier–Stokes equations. The reader can refer for instance to [14],
Dubois [10] or [11] for more standard velocity-vorticity formulations of the Stokes or Navier–
Stokes equations.
2. Existence of a solution
2.1. First a priori estimates for the solution of the generalized Stokes problem
The above generalized Stokes problem and transport equation will play a fundamental part in
the subsequent analysis, and we shall study them thoroughly in the next sections. However, as
existence of a solution will be derived by Galerkin’s method and Brouwer’s fixed point theorem,
it will require only the following theorem and proposition on the generalized Stokes problem.
Note that, for a given z in L2(Ω)3, this generalized Stokes problem has the following variational
formulation: Find (u(z),p(z)) in H 1T (Ω)×L20(Ω), such that
∀v ∈H 10 (Ω)2, az
(
u(z),v
)+ b(v,p(z))= (f,v),(2.1)
∀q ∈ L20(Ω), b
(
u(z), q
)= 0,(2.2)
u(z)= g on ∂Ω with g · n= 0 on ∂Ω,(2.3)
where
az(w,v)= ν(∇w,∇v)+ (z×w,v),
b(v, q)=−(q,div v).
Since g is a tangential vector field, the compatibility condition for lifting it by a divergence-free
function is trivially satisfied. Thus, we can lift g by the solution wg inW of the non-homogeneous
Stokes problem:
−1wg +∇pg = 0 and div wg = 0 in Ω, wg = g on ∂Ω.(2.4)
Problem (2.4) has a unique solution and it satisfies the bound (cf. for instance [14]):
|wg|H 1(Ω) 6 T ‖g‖H 1/2(∂Ω).(2.5)
As in the case of the Navier–Stokes equations, this lifting is not adequate for showing existence
of solutions without restriction on the data. Instead, we need to construct a lifting, say ug, with
support concentrated in a neighborhood of the boundary in such a way that, for any v inH 10 (Ω)
2
,
the L2 norm of the vector product ug × v is small in a certain sense. In other words, we need
the following analogue of a lemma by Leray and Hopf, which we state in a slightly more general
context. The reader can refer to Leray [24], Hopf [21] or [14] for the proof.
THEOREM 2.1. – Let Ω be a Lipschitz-continuous domain and let γi , 0 6 i 6 k, denote the
connected components of its boundary ∂Ω . There exists a continuous non-increasing function
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L :R+ 7→R+, that tends to infinity as its argument tends to zero, such that for any real number
ε > 0 and for all functions g in H 1/2(∂Ω)2 satisfying∫
γi
g · n ds = 0, 06 i 6 k,
there exists a lifting function ug in H 1(Ω)2 with:
div ug = 0 in Ω, ug = g on ∂Ω,
‖ug‖H 1(Ω) 6 L
(
ε
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω),(2.6)
∀v ∈H 10 (Ω)2,
∥∥‖ug‖‖v‖∥∥L2(Ω) 6 ε|v|H 1(Ω).(2.7)
In the construction of Leray and Hopf, the function L is exponential, but when g · n= 0 and g
is a little smoother, say g ∈ Hs(∂Ω)2 for some s > 1/2, then we can show that L(t) is of the
order of 1/
√
t (cf. Girault and Scott [16]).
PROPOSITION 2.2. – Let Ω be Lipschitz-continuous, ν > 0, f ∈ L2(Ω)2 and g ∈H 1/2(∂Ω)2
satisfying the second part of (0.5). For any z in L2(Ω)3, the generalized Stokes problem (2.1)–
(2.3) has a unique solution (u(z),p(z)) in H 1T (Ω)×L20(Ω). This solution satisfies the following
bounds in H 1(Ω)2×L2(Ω):
|u(z)|H 1(Ω) 6
S2
ν
‖f‖L2(Ω) + T ‖g‖H 1/2(∂Ω)
(
1+ S4S˜4
ν
‖z‖L2(Ω)
)
;(2.8)
∀ε > 0, |u(z)|H 1(Ω) 6
S2
ν
‖f‖L2(Ω) + 2L
(
ε
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω) +
ε
ν
‖z‖L2(Ω),(2.9)
‖p(z)‖L2(Ω) 6
1
β
(
S2‖f‖L2(Ω) + νT ‖g‖H 1/2(∂Ω) + S4S˜4|u(z)|H 1(Ω)‖z‖L2(Ω)
)
,(2.10)
where β > 0 is the isomorphism constant of the divergence operator, as given in formula (2.12)
below, Sp and S˜p are defined in (0.6) and (0.8) respectively and T is defined in (2.5).
Proof. – Let ug be any lifting of g in W and set u0 = u− ug. Then (2.1)–(2.3) is equivalent to:
Find u0 ∈ V such that:
∀v ∈ V, az(u0,v)= (f,v)− az(ug,v).(2.11)
For fixed z in L2(Ω)3, the bilinear form az is elliptic onH 10 (Ω)
2×H 10 (Ω)2 since (z×v,v)= 0,
and it is continuous on H 1(Ω)2×H 1(Ω)2 since
∀u,v ∈H 1(Ω)2, ∣∣(z× u,v)∣∣6 ‖z‖L2(Ω)‖u‖L4(Ω)‖v‖L4(Ω).
Therefore (2.11) has a unique solution u0 ∈ V and in turn this implies that (2.1)–(2.3) has a
unique solution (u(z),p(z)) in H 1T (Ω)×L20(Ω).
To derive the first bound for u(z), we take for ug the lifting wg defined by (2.4). The choice
v= u0 yields
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|u0|H 1(Ω) 6
1
ν
(
S2‖f‖L2(Ω) + S4‖z×wg‖L4/3(Ω)
)
6 1
ν
(
S2‖f‖L2(Ω) + S4S˜4‖z‖L2(Ω)|wg|H 1(Ω)
)
.
With (2.5) and the triangle inequality, this gives (2.8). The second bound for u(z) is obtained by
taking for ug the lifting of Theorem 2.1. Then choosing again v= u0 and using (2.7), we derive
|u0|H 1(Ω) 6
S2
ν
‖f‖L2(Ω) + |ug|H 1(Ω) +
ε
ν
‖z‖L2(Ω).
Hence we have: ∣∣u(z)∣∣
H 1(Ω) 6
S2
ν
‖f‖L2(Ω) + 2|ug|H 1(Ω) +
ε
ν
‖z‖L2(Ω),
and (2.6) gives (2.9).
As far as p(z) is concerned, it follows from the isomorphism properties of the divergence
(cf. for instance [14] or Brenner and Scott [5]) that there exists a unique v in H 10 (Ω)2 such that:
div v= p(z) in Ω,
|v|H 1(Ω) 6
1
β
∥∥p(z)∥∥
L2(Ω),(2.12)
∀w ∈ V, (∇v,∇w)= 0.
Then taking v for test function in (2.1), we obtain:∥∥p(z)∥∥2
L2(Ω) =
(
z× u(z),v)+ ν(∇wg,∇v)− (f,v).
Therefore, applying (2.12), we derive (2.10). 2
2.2. Existence of a solution of (1.7)
Now, we turn to the existence of a solution of the mixed formulation (1.7). Beforehand, we
introduce the standard trilinear form associated with the Navier–Stokes equations:
c(u; z, θ)=
2∑
i=1
∫
Ω
ui
∂z
∂xi
θ dx.
Recall that it satisfies the important property:
∀u ∈W, ∀z ∈H 1(Ω), c(u; z, z)= 0.(2.13)
To prove existence of a solution of (1.7), let {wi}i>1 be a basis of H 2(Ω), let Zm be the vector
space spanned by wi for 16 i 6m and let us discretize z by Galerkin’s method in this basis. For
each zm in Zm, we set zm = (0,0, zm), we denote by u(zm) the unique solution of the generalized
Stokes problem (2.1)–(2.3) and we discretize the transport equation (1.5) by: Find zm in Zm such
that, for 16 i 6m:
ν(zm,wi)+ αc
(
u(zm); zm,wi
)= ν(curl u(zm),wi)+ α(curl f,wi).(2.14)
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Note that u(zm) belongs to a finite-dimensional space because zm belongs to a finite-dimensional
space. Thus, as this problem is set in finite dimensions, we can solve it by the following
consequence of Brouwer’s fixed point theorem (cf. Girault and Raviart [15]).
PROPOSITION 2.3. – Let X be a finite-dimensional Hilbert space whose scalar product is
denoted by (·, ·) and corresponding norm by | · |. Let τ be a continuous mapping from X into X
with the following property: There exists a real number χ > 0 such that:
∀x ∈X with |x| = χ, (τ (x), x)> 0.
Then there exists an element x in X such that:
|x|6 χ and τ (x)= 0.
PROPOSITION 2.4. – Let Ω be Lipschitz-continuous. For all integers m > 1, all ν > 0, all
real numbers α, all f ∈ H(curl,Ω) and g ∈H 1/2(∂Ω)2 satisfying the second part of (0.5), the
discrete problem (2.14) has at least one solution zm in Zm and zm satisfies the uniform estimate
with respect to m:
‖zm‖L2(Ω) 6
1
ν˜
S2‖f‖L2(Ω) + 4
√
2L
(
ν˜
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω) + 2
|α|
ν
‖ curl f‖L2(Ω),(2.15)
where L(·) is the function defined in Theorem 2.1 and
ν˜ = ν
2
√
2
.
Proof. – For any λm in Zm, we define τ (λm) in Zm by:
∀16 i 6m, (τ (λm),wi)= ν(λm,wi)+ αc(u(λm);λm,wi)
−ν(curlu(λm),wi)− α(curl f,wi).(2.16)
This square system of linear equations defines τ (λm) ∈ Zm uniquely and, owing to the finite
dimension, the mapping λm 7→ τ (λm) is continuous. Let us evaluate (τ (λm),λm). As the basis
functions are smooth, (2.13) yields(
τ (λm),λm
)= ν‖λm‖2L2(Ω) − ν(curl u(λm),λm)− α(curl f, λm).
Therefore, applying the bound (2.9) with some ε > 0 that will be chosen later, we obtain:(
τ (λm),λm
)
> ν‖λm‖2L2(Ω) − |α|‖ curl f‖L2(Ω)‖λm‖L2(Ω)
− ν√2‖λm‖L2(Ω)
(
S2
ν
‖f‖L2(Ω) + 2L
(
ε
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω)
+ ε
ν
‖λm‖L2(Ω)
)
.
The choice ε = ν
2
√
2
= ν˜ gives:
(
τ (λm),λm
)
> ν
2
‖λm‖2L2(Ω) −‖λm‖L2(Ω)
(√
2S2‖f‖L2(Ω)
+2ν√2L
(
ν˜
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω) + |α|‖ curl f‖L2(Ω)
)
.
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From this lower bound, we infer that (τ (λm),λm)> 0 on the surface of the sphere
‖λm‖L2(Ω) 6
1
ν˜
S2‖f‖L2(Ω) + 4
√
2L
(
ν˜
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω) + 2
|α|
ν
‖ curl f‖L2(Ω).
Hence Proposition 2.3 implies that τ (λm) has at least one zero in that sphere. Therefore (2.14)
has at least one solution zm and it satisfies the uniform bound (2.15). 2
Now we can pass to the limit and prove existence of a solution.
THEOREM 2.5. – Let Ω be Lipschitz-continuous. For all ν > 0, all real numbers α, all
f ∈ H(curl,Ω) and g ∈ H 1/2(∂Ω)2 satisfying the second part of (0.5), problem (1.7) has at
least one solution (u,p, z) and this solution satisfies the following estimates:
‖z‖L2(Ω) 6
1
ν˜
S2‖f‖L2(Ω) + 4
√
2L
(
ν˜
‖g‖H 1/2(∂Ω)
)
‖g‖H 1/2(∂Ω) + 2
|α|
ν
‖ curl f‖L2(Ω),(2.17)
|u|H 1(Ω) 6
S2
ν
‖f‖L2(Ω) + T ‖g‖H 1/2(∂Ω)
(
1+ S4S˜4
ν
‖z‖L2(Ω)
)
,(2.18)
‖p‖L2(Ω) 6
1
β
(
S2‖f‖L2(Ω) + νT ‖g‖H 1/2(∂Ω) + S4S˜4|u|H 1(Ω)‖z‖L2(Ω)
)
,(2.19)
where T , L(·), β , Sp and S˜p are defined in (2.5), Theorem 2.1, (2.12), (0.6) and (0.8) respectively,
and ν˜ = ν
2
√
2
.
Proof. – In view of (2.15), zm is uniformly bounded in L2(Ω); then (2.8) and (2.10) imply that
u(zm) and p(zm) are uniformly bounded in H 1(Ω)2 and L2(Ω), respectively. Therefore, there
exist a subsequence, still denoted by the index m, and three functions z ∈ L2(Ω), u ∈ H 1(Ω)2
and p ∈ L2(Ω) such that
lim
m→∞ zm = z weakly in L
2(Ω),
lim
m→∞u(zm)= u weakly in H
1(Ω)2,
lim
m→∞p(zm)= p weakly in L
2(Ω).
The fact that div u(zm)= 0 in Ω implies that div u= 0 in Ω , the fact that u(zm)− ug belongs to
H 10 (Ω)
2 implies that u− ug belongs to H 10 (Ω)2 and the weak convergence of u(zm) in H 1(Ω)2
implies that for all real numbers p <∞, we have:
lim
m→∞u(zm)= u strongly in L
p(Ω)2.
This allows us to pass to the limit in the generalized Stokes problem (2.1)–(2.3), associated with
zm, and it yields (2.1)–(2.3) associated with z.
Next, to pass to the limit in (2.14), we apply (2.13) with z=wi − zm and rewrite (2.14) as:
∀16 i 6m, ν(zm,wi)− αc
(
u(zm);wi, zm
)= ν(curlu(zm),wi)+ α(curl f,wi),
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and we choose an arbitrary index i . Owing to the strong convergence of u(zm) and the regularity
of wi , the product u(zm) · ∇wi converges strongly to u · ∇wi in L2(Ω) and we obtain for all
i > 1,
ν(z,wi)− αc(u;wi, z)= ν(curl u,wi)+ α(curl f,wi).
Then the density of the finite linear combinations of the functions wi in H 2(Ω) implies:
∀ϕ ∈H 2(Ω), ν(z,ϕ)− αc(u;ϕ, z)= ν(curl u, ϕ)+ α(curl f, ϕ).
But, in view of (1.6), we have for all ϕ in D(Ω),
−c(u;ϕ, z)= 〈u · ∇z,ϕ〉D(Ω).
Therefore, the pair (u, z) is a solution, in the sense of distributions, of the transport equation
(1.5).
Finally, the bound (2.17) follows from (2.15), together with the lower semi-continuity of the
norm for the weak topology; (2.18) follows from (2.8) and (2.19) follows from (2.10). 2
Remark 2.6. – When g= 0, the above bounds simplify to:
‖z‖L2(Ω) 6
√
2
S2
ν
‖f‖L2(Ω) +
|α|
ν
‖ curl f‖L2(Ω),(2.20)
|u|H 1(Ω) 6
S2
ν
‖f‖L2(Ω),(2.21)
‖p‖L2(Ω) 6
1
β
(
S2‖f‖L2(Ω) + S24 |u|H 1(Ω)‖z‖L2(Ω)
)
.(2.22)
Remark 2.7. – The estimates (2.17)–(2.19) or (2.20)–(2.22) hold on a Lipschitz-continuous
domain, without restriction on the size of the data. But their derivation, and in particular deriving
an unconditional estimate for z depends drastically on the choice of this auxiliary variable and the
space to which it should belong. With our choice, that dates back to [28], the transport equation
(1.5) for z has only one nonlinear term and the regularity of the Galerkin solution is such that
‖zm‖L2(Ω) can be bounded unconditionally by curlum and curl f. There are of course several
possibilities for splitting the original equation, but no other choice seems to produce this happy
result. In this respect, the splitting achieved by (1.4) and (1.5) is optimal.
3. Remarks on the steady transport equation in arbitrary dimension
So far, we have constructed one solution of problem (0.3)–(0.5) and we have established that
this particular solution satisfies the estimates of Theorem 2.5. But proving that every solution of
(0.3)–(0.5) satisfies these estimates is much more difficult. A glance at the equivalent system (1.7)
and the proof of Proposition 2.4 shows that the difficulty comes from the lack of regularity of the
solution of the transport equation (1.5). Indeed, the crucial estimate (2.15) for zm was derived
by using the equality (2.13) and this equality is justified because zm is sufficiently smooth. If we
wish to prove the same estimate for another solution z, we must prove that (2.13) also holds for
this solution. Clearly, this is a matter of regularity.
All results of this section hold in n dimensions, so here Ω is an n-dimensional, Lipschitz-
continuous domain and
u · ∇z=
n∑
i=1
ui
∂z
∂xi
.
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By assumption, z belongs to L2(Ω). However, the fact that z is a solution of (1.5) implies that
u · ∇z also belongs to L2(Ω). This suggests introducing the space, for fixed u in W :
Xu =
{
z ∈ L2(Ω) : u · ∇z ∈L2(Ω)},(3.1)
which is a Hilbert space equipped with the norm
‖z‖u =
(‖z‖2
L2(Ω) + ‖u · ∇z‖2L2(Ω)
)1/2
.(3.2)
If we knew that H 1(Ω) were dense in Xu, then (2.13) would extend trivially to all z in Xu.
Unfortunately, when u has no more than H 1 regularity, this density must be established, and we
do not know yet whether or not it holds without further conditions on u. Instead, for arbitrary
u in H 1(Ω)n, as far as density is concerned, the “next best” result is the statement of Theorem
3.4 below; it is a consequence of Corollary 3.3 which is an extension of Friedrichs’ Lemma
(cf. Hörmander [22]). Beforehand, we shall use the following lemma:
LEMMA 3.1. – Let Ω be a Lipschitz-continuous domain of Rn; then Ω has a finite open
covering:
Ω ⊂
N⋃
r=1
Or ,
with the following property. For each r with 1 6 r 6 N , there exists a non-zero vector tr of Rn
and a number δr > 0 such that, for all 0< ε 6 1 and for all x in Ω ∩Or ,
B(x; εδr)+ εtr ⊂Ω,
where B(x;σ) denotes the ball with center x and radius σ .
Proof. – The proof follows readily from the uniform cone property, which holds because Ω is
a Lipschitz-continuous domain (cf. [1]). Indeed, the uniform cone property tells us that Ω has a
finite open covering as above with which we can associate a cone Cr , such that for every x in
Ω ∩Or , the cone Cr with apex x is contained in Ω . Thus, for fixed r with 16 r 6N , we denote
by αr the angle of the cone Cr , by er the direction of its axis and by hr its height. Then, from the
equation of the sphere inscribed in Cr , it is easy to check that we can take:
δr = hr sin(
αr
2 )
1+ sin(αr2 )
, tr = hr1+ sin(αr2 )
er . 2
We retain the notation of Lemma 3.1. For each index r , with 16 r 6N we set Ωr =Ω ∩Or ,
and we choose a mollifier %r ∈ D(Rn) such that: 0 6 %r(x) 6 1 for all x ∈ Rn, supp %r ⊂
B(0; δr), and
∫
Rn %r (x)dx= 1. In view of [30], we define for all ε ∈]0,1]:
∀x ∈Or , %ε,r (x)= 1
εn
%r
(
x
ε
+ tr
)
.(3.3)
The use of the mollifier %ε,r is justified by the fact that for all x ∈Ωr and for all y ∈ B(0; δr),
x− ε(y− tr ) belongs to Ω . This allows one to define formally the convolution z ? %ε,r in Ωr for
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any function z defined in Ω and we have:
∀x ∈Ωr, z ? %ε,r (x)= (−1)n
∫
B(0;δr)
z
(
x− ε(y− tr )
)
%r(y)dy.(3.4)
Thus, the convolution with %ε,r regularizes z in Ωr without requiring an extension of z outside
Ωr . Furthermore, if z ∈ L1(Ω), then z ? %ε,r ∈ L1(Ωr) and
‖z ? %ε,r‖L1(Ωr) 6 ‖z‖L1(Ω).(3.5)
LEMMA 3.2. – LetΩ be a Lipschitz-continuous domain of Rn, let u be given in H 1(Ω)n, and
let z be given in L2(Ω). With the notation of Lemma 3.1, there exists a constant C independent
of z and u such that for all r with 16 r 6N and all ε ∈]0,1], we have:∥∥u · ∇(z ? %ε,r )− (u · ∇z) ? %ε,r∥∥L1(Ωr) 6 C‖∇u‖L2(Ω)‖z‖L2(Ω).(3.6)
Proof. – The argument adapts the proof written in [30] to a domain with a Lipschitz-continuous
boundary and a function u only in H 1. For x ∈Ωr , let us evaluate the quantity
Aε,r(x)=
[
u · ∇(z ? %ε,r)− (u · ∇z) ? %ε,r
]
(x).
Expanding, we obtain:
Aε,r(x)= u(x) · ∇x
( ∫
Rn
z(y)%ε,r(x− y)dy
)
− 〈u(y) · ∇yz(y), %ε,r(x− y)〉D(Rn).
But we have:〈
u(y) · ∇yz(y), %ε,r(x− y)
〉
D(Rn)
= 〈∇yz(y),u(y)%ε,r(x− y)〉H 1(Rn)
=−
∫
Rn
z(y)divy
(
u(y)%ε,k(x− y)
)
dy
=−
∫
Rn
z(y)u(y) · ∇y%ε,r(x− y)dy−
∫
Rn
z(y)%ε,r(x− y)divy u(y)dy;
hence
Aε,r(x)=
∫
Rn
z(y)
[
u(x) · ∇x%ε,r (x− y)+ u(y) · ∇y%ε,r(x− y)
]
dy
+
∫
Rn
z(y)%ε,r(x− y)divy u(y)dy
(3.7)
= 1
εn+1
∫
Rn
z(y)
(
u(x)− u(y)) · ∇%r(x− y
ε
+ tr
)
dy
+
∫
Rn
z(y)%ε,r(x− y)divy u(y)dy.
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Thus
Aε,r(x)= a + b,
where
a = (−1)n
∫
B(0;δr)
z
(
x− ε(y− tr )
)1
ε
[
u(x)− u(x− ε(y− tr ))] · ∇%r(y)dy,
b=
∫
Rn
z(y)%ε,r(x− y)divy u(y)dy.
But we have:
1
ε
[
u(x)− u(x− ε(y− tr ))]= 1∫
0
∇u(x− (1− θ)ε(y− tr )) · (y− tr )dθ.
Substituting into (3.7), taking the absolute value, integrating with respect to x inΩr , and applying
Fubini’s theorem, we can find a constant C, independent of r , u and z, such that:
‖a‖L1(Ωr) 6 C‖∇u‖L2(Ω)‖z‖L2(Ω).(3.8)
Similarly, (3.5) yields
‖b‖L1(Ωr) 6 ‖zdiv u‖L1(Ω) 6 ‖div u‖L2(Ω)‖z‖L2(Ω),
and (3.6) follows from (3.8) and this inequality. 2
COROLLARY 3.3. – Under the assumptions of Lemma 3.2, we have for all r with 16 r 6N :
lim
ε→0
∥∥u · ∇(z ? %ε,r )− (u · ∇z) ? %ε,r∥∥L1(Ωr) = 0.(3.9)
Proof. – Let {z`}`>1 be a sequence of functions of D(Ω) that converge to z in L2(Ω). Let us
write ∥∥u · ∇(z ? %ε,r)− (u · ∇z) ? %ε,r∥∥L1(Ωr)
6
∥∥u · ∇(z` ? %ε,r)− (u · ∇z`) ? %ε,r∥∥L1(Ωr)
+∥∥u · ∇((z− z`) ? %ε,r)− (u · ∇(z− z`)) ? %ε,r∥∥L1(Ωr).
The first term tends to zero with ε because z` is smooth and the second term tends to zero by
virtue of (3.6) that holds uniformly with respect to r and ε. 2
THEOREM 3.4. – Let Ω be a Lipschitz-continuous domain of Rn and let u be given in
H 1(Ω)n. Then for each z in L2(Ω) such that u · ∇z belongs to L1(Ω) (e.g. if z ∈ Xu), there
exists a sequence (zk)k>1 of functions zk ∈D(Ω) such that:
lim
k→∞ zk = z in L
2(Ω), lim
k→∞u · ∇zk = u · ∇z in L
1(Ω).
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Proof. – Let {ψr }Nr=1 be a partition of unity onΩ , subordinated to the covering {Or}Nr=1. Then
setting zr = zψr , we have that zr belongs to L2(Ω) and u · ∇zr belongs to L1(Ω). Thus, it
suffices to examine zr in Ωr and to simplify, we drop the index r . Let us choose ε = 1/k and
zk = z ? %ε,r , with %ε,r defined by (3.3). On one hand:
lim
ε→0‖z ? %ε,r − z‖L2(Ωr) = 0.
On the other hand
lim
ε→0
∥∥(u · ∇z) ? %ε,r − u · ∇z∥∥L1(Ωr ) = 0.
Then the theorem follows from these two limits and Corollary 3.3. 2
Remark 3.5. – Note that Theorem 3.4 establishes that smooth functions are dense in the space:{
z ∈ L2(Ω) : u · ∇z ∈L1(Ω)},
where u is a fixed, arbitrary function in H 1(Ω)n.
Let us apply this density result to study the steady transport equation in arbitrary dimension:
z+Wu · ∇z= h in Ω,(3.10)
where Ω is a Lipschitz-continuous domain of Rn, u is given in W , h is given in L2(Ω) andW
is a given real parameter. Our argument proceeds in three steps: first we shall prove existence of
a solution of (3.10) in L2(Ω), then we shall show that (3.10) has at most one solution in Xu and
next, using this uniqueness, we shall prove (2.13) for all z in Xu. As far as existence of a solution
is concerned, an easy application of the argument used in proving Proposition 2.4 and Theorem
2.5 shows that (3.10) has always a solution in Xu.
PROPOSITION 3.6. – Let Ω ⊂ Rn be Lipschitz-continuous. For all u in W , all h in L2(Ω)
and all real numbersW , the transport equation (3.10) has at least one solution z in Xu and z
satisfies
‖z‖L2(Ω) 6 ‖h‖L2(Ω).(3.11)
This existence result is not new and holds in more general situations, for example, when
div u = 0 and u · n = 0, but u is not necessarily in H 1(Ω)n. The key requirement is the
integrability of the product z(u · ∇ϕ) for appropriate test functions ϕ (cf. Remark 1.1).
Proving uniqueness with only the density result of Theorem 3.4 is more delicate. The proof of
the proposition below uses a renormalizing argument of Theorem II.2 in [9] (cf. also [8]).
PROPOSITION 3.7. – Let Ω ⊂ Rn be Lipschitz-continuous. For all u in W , all h in L2(Ω)
and all real numbersW , the transport equation (3.10) has one and only one solution z in Xu.
Proof. – Let z ∈ L2(Ω) be a solution of:
z+Wu · ∇z= 0 in Ω.
We must show that necessarily z= 0. Since z belongs to Xu, there exists a sequence {zk}k>1 of
functions in D(Ω) satisfying the statement of Theorem 3.4. Thus we can write:
zk +Wu · ∇zk = zk − z+Wu · ∇(zk − z)= rk,(3.12)
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where, owing to Theorem 3.4,
lim
k→∞ rk = 0 strongly in L
1(Ω).
On multiplying both sides of (3.12) by the function sign(zk), this becomes
|zk| +Wu · ∇
(|zk|)= rk sign(zk) in Ω.(3.13)
But |zk| belongs to H 1(Ω) and u belongs toW ; therefore Green’s formula, which is valid in this
case, yields ∫
Ω
u · ∇(|zk|)dx= 0.
Hence, integrating both sides of (3.13) in Ω , we obtain:∫
Ω
|zk|dx=
∫
Ω
rk sign(zk)dx,
and we let k tend to infinity in this equation. This gives
‖z‖L1(Ω) = 0,
thus proving uniqueness. 2
PROPOSITION 3.8. – Let Ω ⊂ Rn be Lipschitz-continuous and let u be given in W . Then
(2.13) extends to all z in Xu:
∀z ∈Xu, c(u; z, z)= 0.(3.14)
Proof. – Let z be in Xu and define h in L2(Ω) by:
z+ u · ∇z= h in Ω.(3.15)
Then z is the unique solution of the transport equation (3.10) with W = 1 and its uniqueness
implies that it is the weak limit in L2(Ω) of a subsequence of the functions zm defined by the
analogue of the Galerkin method (2.14) (with a basis of H`(Ω) for ` > n/2), namely
∀16 i 6m, (zm,wi)+ c(u; zm,wi)= (h,wi).(3.16)
Then the regularity of the test functions wi implies that:
(h, zm)= ‖zm‖2L2(Ω).
Now, taking the scalar product of both sides of (3.15) with zm, we obtain:
(z, zm)+ c(u; z, zm)= (h, zm)= ‖zm‖2L2(Ω).(3.17)
Thus passing to the limit in this equation, and using the lower semi-continuity of the norm for
the weak topology, we derive
‖z‖2
L2(Ω) + c(u; z, z)= limm→∞
(‖zm‖2L2(Ω))> ‖z‖2L2(Ω).
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Hence
c(u; z, z)> 0.
Similarly, changing u into −u and observing that z belongs also to X−u, we derive the opposite
inequality
c(u; z, z)6 0.
Therefore c(u; z, z)= 0. 2
It follows from Proposition 3.8 that (3.14) is equivalent to the uniqueness of the solution of the
transport equation (3.10), since (3.14) trivially implies this uniqueness. However, it is important
to note the order in the proofs: first uniqueness and next Green’s formula, because we have no
direct proof for Green’s formula (3.14).
COROLLARY 3.9. – Let Ω ⊂ Rn be Lipschitz-continuous and let u be given in W ; then we
have:
∀v ∈Xu,∀w ∈Xu,
∫
Ω
(u · ∇v)w dx+
∫
Ω
(u · ∇w)v dx= 0.(3.18)
Proof. – The proof follows immediately by applying (3.14) to v + w, which belongs to the
vector space Xu. 2
COROLLARY 3.10. – Let Ω be Lipschitz-continuous and let u be given in W . Then any h in
L2(Ω) has the orthogonal decomposition:
h= z+ u · ∇z in Ω,
where z belongs to Xu, and
‖z‖2u = ‖z‖2L2(Ω) + ‖u · ∇z‖2L2(Ω) = ‖h‖2L2(Ω).(3.19)
COROLLARY 3.11. – In the case of Proposition 3.8, the whole Galerkin sequence {zm} defined
by (3.16) converges strongly in L2(Ω) to the solution z of the transport equation (3.15).
Proof. – In view of (3.17), we can write
‖z− zm‖2 = (z− zm, z)− (z− zm, zm)= (z− zm, z)−
[
(z, zm)− ‖zm‖2
]
= (z− zm, z)+ c(u; z, zm).
In the last right-hand side, the first term obviously tends to zero and the second term tends to
c(u; z, z)= 0. This proves the strong convergence of zm and since the solution z is unique, the
entire sequence converges to z. 2
Proposition 3.8 and Corollary 3.9 have important consequences. The first one is the following
crucial density result:
THEOREM 3.12. – Let Ω ⊂Rn be Lipschitz-continuous and let u be given in W . Then D(Ω)
is dense in Xu.
Proof. – Since Xu is a Hilbert space, we shall establish this density by proving that if z in Xu
satisfies
∀ϕ ∈D(Ω), (z,ϕ)+ (u · ∇z,u · ∇ϕ)= 0,(3.20)
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then necessarily z= 0. Thus, let z be a solution of (3.20) and set w = u · ∇z. Since w ∈ L2(Ω),
(1.6) yields
∀ϕ ∈D(Ω), (z,ϕ)− 〈u · ∇w,ϕ〉D(Ω) = 0.
Therefore, in the sense of distributions, we have
z= u · ∇w,(3.21)
and as z belongs to L2(Ω), this implies that w belongs to Xu. Hence, we can take the scalar
product of both sides of (3.21) with z and apply (3.18):
‖z‖2
L2(Ω) =
∫
Ω
(u · ∇w)zdx=−
∫
Ω
(u · ∇z)w dx=−‖u · ∇z‖2
L2(Ω).
Thus
‖z‖2
L2(Ω) + ‖u · ∇z‖2L2(Ω) = 0,
and z= 0. 2
Another consequence is the following corollary on the extension by zero of functions of Xu.
It shows that when u · n= 0 on ∂Ω , then the product (zu) · n also vanishes on ∂Ω .
COROLLARY 3.13. – Let Ω ⊂Rn be Lipschitz-continuous, let u be any function in W and let
z belong to Xu. Let u˜ be any extension of u in H 1(Rn)n and let z˜ ∈ L2(Rn) denote the extension
of z by zero outside Ω . Then u˜ · ∇ z˜ belongs to L2(Rn) and:
∀ϕ ∈D(Rn),
∫
Rn
(u˜ · ∇ z˜)ϕ dx=
∫
Ω
(u · ∇z)ϕ dx= c(u; z,ϕ),(3.22)
i.e.
u˜ · ∇ z˜= u˜ · ∇z,
where the latter denotes extension of the product by zero.
Proof. – For all functions ϕ of D(Rn), we have:
〈u˜ · ∇ z˜, ϕ〉D(Rn) = 〈∇ z˜, u˜ϕ〉H 1(Rn) =−
〈
z˜,div(u˜ϕ)
〉
L2(Rn) =−
∫
Ω
zu · ∇ϕ dx,
since div u= 0 in Ω . But ϕ belongs to Xu; therefore Green’s formula (3.14) gives
〈u˜ · ∇ z˜, ϕ〉D(Rn) =
∫
Ω
(u · ∇z)ϕ dx=
∫
Rn
(
u˜ · ∇z)ϕ dx,
i.e. in the sense of distributions in Rn,
u˜ · ∇ z˜= u˜ · ∇z.
As u˜ · ∇z belongs to L2(Rn), this implies that u˜ · ∇ z˜ belongs also to L2(Rn). 2
Finally, we have the following truncation result:
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THEOREM 3.14. – Let Ω ⊂Rn be Lipschitz-continuous and let u be any function in W . Then
for any function v in W 1,p(Ω) with p > n, there exists a sequence of functions ϕk ∈D(Ω) such
that:
lim
k→∞ϕk = v strongly in L
2(Ω), lim
k→∞u · ∇ϕk = u · ∇v strongly in L
2(Ω).
Proof. – The proof is an immediate consequence of the fact that v belongs to Xu and Theorem
3.12. 2
Theorem 3.14 is remarkable, because D(Ω) is not dense in W 1,p(Ω); that is, its statement is
false if u · n does not vanish on the boundary.
4. Convergence with respect to α
A consequence of Propositions 2.2 and 3.8 is that every solution of problem (1.7) satisfies the
estimates of Theorem 2.5.
PROPOSITION 4.1. – Let Ω be Lipschitz-continuous. For all ν > 0, all real numbers α, all
f ∈H(curl,Ω) and g ∈H 1/2(∂Ω)2 satisfying the second part of (0.5), all solutions of problem
(1.7) satisfy the estimates (2.17)–(2.19) and in addition:
‖αu · ∇z‖L2(Ω) 6 ν
√
2|u|H 1(Ω) + |α|‖ curl f‖L2(Ω).(4.1)
Now, we turn to the convergence of solutions of (1.7) as α tends to zero. These solutions
depend on α and, strictly speaking, we should denote them by (uα,pα, zα).
THEOREM 4.2. – Under the assumptions of Proposition 4.1, let (uα,pα, zα) ∈ H 1T (Ω) ×
L2(Ω) × L20(Ω) be any solution of problem (1.7). Then, we can extract a subsequence, still
denoted by (uα,pα, zα), such that:
lim
α→0 u
α = u0 strongly in H 1(Ω)2,(4.2)
lim
α→0p
α = p0 strongly in L2(Ω),(4.3)
lim
α→0 z
α = z0 strongly in L2(Ω),(4.4)
where (u0,p0) satisfies the Navier–Stokes equations:
−ν1u0 + curl u0 × u0 +∇p0 = f in Ω,(4.5)
div u0 = 0 in Ω,
u0 = g on ∂Ω with g · n= 0 on ∂Ω,
z0 = curlu0 in Ω.(4.6)
Proof. – Since each solution satisfies the estimates (2.17)–(2.19), it is bounded independently
of α when α tends to zero. Therefore, by extracting a subsequence, the argument used in the
proof of Theorem 2.5 allows us to pass to the weak limit as α tends to zero:
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lim
α→0 z
α = z0 weakly in L2(Ω),
lim
α→0 u
α = u0 weakly in H 1(Ω)2,
lim
α→0p
α = p0 weakly in L2(Ω).
Similarly, we prove that u0 belongs to W , u0 = g on ∂Ω , uα converges to u0 strongly in any
Lp(Ω)2 and passing to the limit in (2.1), we obtain that (u0,p0, z0) satisfies the generalized
Stokes problem (1.4).
To pass to the limit in the transport equation (1.5), we take its scalar product with a function ϕ
in D(Ω) and apply (1.6):
ν
(
zα,ϕ
)− αc(uα;ϕ, zα)= ν(curluα,ϕ)+ α(curl f, ϕ).
The above weak and strong convergences allow us to pass to the limit in this equation, as α tends
to zero, and we find (4.6). Then (4.5) follows by substituting (4.6) into (1.4).
It remains to establish the strong convergence. As far as the velocity is concerned, the
difference uα − u0 satisfies:
∀v ∈ V, ν(∇(uα − u0),∇v)+ ((zα − z0)× uα,v)+ (z0 × (uα − u0),v)= 0.
Here we can choose v= uα − u0 ∈ V and we are left with
ν
∣∣uα − u0∣∣2
H 1(Ω) =−
((
zα − z0)× uα,uα − u0).
Then the weak convergence of zα in L2(Ω) and the strong convergence of uα in L4(Ω)2 imply
that
lim
α→0
∥∥uα − u0∥∥
H 1(Ω) = 0.
Next, the difference zα − z0 satisfies:
ν
(
zα − z0)+ αuα · ∇zα = ν curl(uα − u0)+ α curl f.
Then taking the scalar product of this equation with zα and using (3.14), we obtain:
ν
(
zα − z0, zα)= ν(curl(uα − u0), zα)+ α(curl f, zα).
The strong convergence of uα in H 1(Ω)2 and the weak convergence of zα imply that
lim
α→0ν
(
zα − z0, zα)= 0.
Then expanding ‖zα − z0‖2
L2(Ω)
, we readily find that
lim
α→0
∥∥zα − z0∥∥
L2(Ω) = 0.
Finally, choosing the function v ∈ H 10 (Ω)2 associated with pα − p0 by (2.12), we find that
pα − p0 satisfies:∥∥pα − p0∥∥2
L2(Ω) =
((
zα − z0)× uα,v)+ (z0 × (uα − u0),v).
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Then the strong convergences of zα and uα and the boundedness of v imply that:
lim
α→0
∥∥pα − p0∥∥
L2(Ω) = 0. 2
5. Additional regularity and uniqueness
The purpose of this section is first to establish further regularity properties of the solutions of
(1.7), while assuming that Ω is only a polygonal domain and next use this regularity to establish
uniqueness of the solution. Since f ∈ H(curl,Ω) is already sufficiently smooth, all we need to
do is impose higher regularity than H 1/2 to the boundary data g. Throughout this section, we
assume that Ω is a Lipschitz polygon. For each connected component γj , 0 6 j 6 k, of ∂Ω ,
we denote by Γi , for 1 6 i 6 N , the straight line segments of γj , with the convention that Γi
is adjacent to Γi+1 and ΓN+1 coincides with Γ1. Also, we denote by ni the unit normal to Γi
pointing outsideΩ , by ti the unit tangent vector along Γi pointing in the clockwise direction, by
xi the common vertex of Γi and Γi+1 and by ωi the inner angle between them. Strictly speaking,
we should use the notation Γ ji and Nj to specify the dependence on j , but we drop it to alleviate
notation.
THEOREM 5.1. – Assume that all the inner angles of ∂Ω satisfy 0 < ωi < 2pi . Let ν > 0,
α ∈R and f be given in H(curl,Ω). If the boundary data g satisfies on each γj , 06 j 6 k:
g ∈W 5/4,4/3(Γi)2 for 16 i 6N, g · n= 0 on ∂Ω,(5.1)
then all solutions of problem (1.7) satisfy
u ∈W 2,4/3(Ω)2, p ∈W 1,4/3(Ω),
with continuous dependence on the data
‖u‖W 2,4/3(Ω) + ‖p‖W 1,4/3(Ω) 6C1
(
‖f‖L2(Ω) +
k∑
j=0
[g]W 5/4,4/3(γj )
+C2
(‖f‖L2(Ω) + ‖g‖H 1/2(∂Ω))‖z‖L2(Ω)(5.2)
+C3‖g‖H 1/2(∂Ω)‖z‖2L2(Ω)
)
,
where
[g]W 5/4,4/3(γj ) =
N∑
i=1
‖g‖W 5/4,4/3(Γi).
The regularity of z is unchanged.
Proof. – Since the regularity of z is unchanged, it suffices to examine the solution of the
generalized Stokes problem (2.1)–(2.3). For the sake of simplicity we drop the index z. First
observe that condition (5.1) implies that g(xi )= 0 at each vertex of ∂Ω and, in view of Theorem
1.5.2.3 of [17], g belongs globally to H 1/2(∂Ω)2; therefore the boundary condition (2.3) makes
sense. Now, it follows from the structure of the generalized Stokes problem that the regularity of
the solution (u,p) is determined by that of the product z× u. Considering that the components
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of z belong to L2(Ω) and those of u belong to H 1(Ω), the components of the product z× u
belong to L4/3(Ω) and
‖z× u‖L4/3(Ω) 6 ‖z‖L2(Ω)‖u‖L4(Ω) 6 S˜4‖z‖L2(Ω)|u|H 1(Ω).(5.3)
Hence (u,p) is the solution of a Stokes problem with right-hand side in L4/3(Ω)2 and boundary
data satisfying (5.1). Since g(xi ) = 0, it follows from Theorem 7.1 of Arnold, Scott and
Vogelius [2] that there exists a lifting ug ∈W 2,4/3(Ω)2 of g with:
div ug = 0 in Ω and ‖ug‖W 2,4/3(Ω) 6 C
k∑
j=0
[g]W 5/4,4/3(γj ).
Then we can apply Theorem 7.3.3.1 of [17] with p = 4/3 and k = 0. It can be checked that the
roots λ 6= 0 of the characteristic equation
sinh2(λωi)= λ2 sin2(ωi)
have their imaginary part outside the interval (−1/2,0). Therefore u belongs toW2,4/3(Ω)2 with
continuous dependence on the data and the estimate (5.2) for u is derived by substituting (2.8)
into (5.3).
Finally, we derive from (1.4) and this regularity for u that ∇p belongs to L4/3(Ω)2 and, as p
has zero mean-value, this implies that p belongs toW 1,4/3(Ω) and is also bounded by (5.2). 2
THEOREM 5.2. – We retain the hypotheses of Theorem 5.1 and in addition, we suppose Ω is
a convex polygon and the boundary data g satisfies on each γj , 06 j 6 k:
g ∈H 3/2(Γi)2 for 16 i 6N, g · n= 0 on ∂Ω,(5.4)
ε∫
0
1
s
∣∣∣∣∂gi+1 · ni∂ti+1 (xi + sti+1)− ∂gi · ni+1∂ti (xi − sti )
∣∣∣∣2 ds <∞,(5.5)
where ε =min16i6N |Γi |. Then all solutions of problem (1.7) satisfy:
u ∈H 2(Ω)2, p ∈H 1(Ω),
with continuous dependence on the data
‖u‖H 2(Ω) + ‖p‖H 1(Ω) 6C1
(
‖f‖L2(Ω) +
k∑
j=0
[g]H 3/2(γj )
+C2
(
‖f‖L2(Ω) +
k∑
j=0
[g]W 5/4,4/3(γj )
)
‖z‖L2(Ω)
(5.6)
+C3
(‖f‖L2(Ω) + ‖g‖H 1/2(∂Ω))‖z‖2L2(Ω)
+C4‖g‖H 1/2(∂Ω)‖z‖3L2(Ω)
)
,
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where
[g]2
H 3/2(γj )
=
N∑
i=1
‖g‖2
H 3/2(Γi)
+
N∑
i=1
ε∫
0
1
s
∣∣∣∣∂gi+1 · ni∂ti+1 (xi + sti+1)− ∂gi · ni+1∂ti (xi − sti )
∣∣∣∣2 ds.
The regularity of z is unchanged.
Proof. – We already know that u belongs to W 2,4/3(Ω)2; therefore the components of the
product z× u belong to L2(Ω) and
‖z× u‖L2(Ω) 6 ‖z‖L2(Ω)‖u‖L∞(Ω) 6 C˜‖z‖L2(Ω)‖u‖W 2,4/3(Ω).(5.7)
Hence (u,p) is the solution of a Stokes problem with right-hand side in L2(Ω)2 and boundary
data satisfying (5.4), (5.5). Owing to (5.4), (5.5), Theorem 7.1 of [2] implies that there exists a
lifting ug ∈H 2(Ω)2 of g with:
div ug = 0 in Ω and ‖ug‖H 2(Ω) 6 C
k∑
j=0
[g]H 3/2(γj ).
Then another application of Theorem 7.3.3.1 of [17] shows that u belongs to H 2(Ω)2 with
continuous dependence on the data and the estimate (5.6) for u is derived by substituting (5.2)
into (5.7). The regularity of the pressure is proven as in Theorem 5.1. 2
We shall see below that for proving uniqueness, the solution u must belong to W 1,∞(Ω)2.
By Sobolev’s imbedding theorem, this holds if u is in W 2,r (Ω)2 for some r > 2. But if the
regularity of z is restricted to L2(Ω), we cannot expect the solution of the generalized Stokes
problem (2.1)–(2.3) to have higher regularity than H 2(Ω)2. And, whatever the regularity of u,
we cannot expect the solution z of the transport equation (1.5) to have higher regularity than
L2(Ω), if f belongs only to H(curl,Ω). However, by using (1.8), which we have not used so
far, and increasing a little the regularity of the boundary data g, we can improve somewhat the
statement of Theorem 5.2, without additional assumption on Ω and f. Indeed, assuming α 6= 0,
take any u in Wα and set y = curl(1u). As y belongs to L2(Ω), it is easy to prove that there
exists w in H 1(Ω)2 such that
y = curlw,
and w can be constructed so that it depends continuously on y:
‖w‖H 1(Ω) 6 C‖y‖L2(Ω).(5.8)
Thus curl(1u−w)= 0 and, if Ω is simply-connected, there exists a function q in L2(Ω) such
that
1u−w=∇q.(5.9)
Since u belongs to W , this means that the pair (u, q) is the solution of a Stokes problem with
right-hand side inH 1(Ω)2 and its regularity is determined by the angles of ∂Ω and the regularity
of its trace on ∂Ω .
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PROPOSITION 5.3. – In addition to the hypotheses of Theorem 5.1, we suppose that Ω is a
convex polygon. There exist a real number r0 > 2, depending on the inner angles of ∂Ω , such
that: if for some real r with 2< r < r0, and on each γj , 06 j 6 k:
g ∈W 2−1/r,r (Γi)2 for 16 i 6N, g · n= 0 on ∂Ω,(5.10)
(
∂gi+1 · ni
∂ti+1
− ∂gi · ni+1
∂ti
)
(xi )= 0 for 16 i 6N,(5.11)
then any solution u ∈Wα of (0.3)–(0.5) belongs to W 2,r (Ω)2 and
‖u‖W 2,r (Ω) 6 Cr
(
1
|α| ‖ curlu‖L2(Ω) +
1
ν
‖ curl f‖L2(Ω) +
k∑
j=0
[g]W 2−1/r,r (γj )
)
,(5.12)
where Cr is a constant independent of α and ν and
[g]W 2−1/r,r (γj ) =
N∑
i=1
‖g‖W 2−1/r,r (Γi ).
Proof. – We apply again Theorem 7.1 of [2]. The assumptions (5.10), (5.11) imply that there
exists a lifting ug ∈W 2,r (Ω)2 of g with:
div ug = 0 in Ω and ‖ug‖W 2,r (Ω) 6 C
k∑
j=0
[g]W 2−1/r,r (γj ).
Therefore the regularity of u is the same as the regularity of the solution of a homogeneous
Stokes problem with right-hand side in Lr(Ω)2 for r > 2. Since Ω is a convex polygon, all its
inner angles ωi satisfy 0<ωi < pi . Therefore, according to Theorem 7.3.3.1 of [17], there exists
a real number r0 > 2, depending on the largest inner angle ωi , such that, if the right-hand side w
of the Stokes problem (5.9) belongs to Lr(Ω)2, for some r < r0, then the solution u belongs to
W 2,r (Ω)2. The above considerations and (5.8) show that:
‖u‖W 2,r (Ω) 6Cr
(
k∑
j=0
[g]W 2−1/r,r (γj ) +‖w‖H 1(Ω)
)
6Cr
(
k∑
j=0
[g]W 2−1/r,r (γj ) +‖y‖L2(Ω)
)
,(5.13)
for a possibly different constant Cr . But we have:
y = curl(1u)= 1
α
(curl u− z).
On one hand
‖ curlu− z‖2
L2(Ω) = ‖ curlu‖2L2(Ω) + ‖z‖2L2(Ω) − 2(curlu, z).
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On the other hand, taking the scalar product of the transport equation (1.5) with z and applying
(3.14), we obtain:
−2(curlu, z)= 2α
ν
(curl f, z)− 2‖z‖2
L2(Ω).
Hence
‖ curlu− z‖2
L2(Ω) = ‖ curlu‖2L2(Ω) − ‖z‖2L2(Ω) + 2
α
ν
(curl f, z)
6 ‖ curlu‖2
L2(Ω) +
α2
ν2
‖ curl f‖2
L2(Ω).
This implies that
‖ curl u− z‖L2(Ω) 6 ‖ curlu‖L2(Ω) +
|α|
ν
‖ curl f‖L2(Ω),
and (5.12) follows by substituting this inequality into (5.13). 2
Remark 5.4. – Note that if we want to use Proposition 5.3, we can no longer let α tend to
zero. However, it is easy to check that the same regularity result holds for the solution of the
Navier–Stokes equation.
COROLLARY 5.5. – Under the assumptions of Proposition 5.3, the solution u of (0.3)–(0.5)
belongs to W 1,∞(Ω)2.
Uniqueness of the solution of problem (0.3)–(0.5) is proven in [28] for f in H 1(Ω)2 on
a sufficiently smooth simply-connected domain. Let us review this proof in order to relax its
assumptions. We still denote by c the trilinear form applied to vectors:
c(u;v,w)=
2∑
i=1
2∑
j=1
∫
Ω
ui
∂vj
∂xi
wj dx.
It satisfies the analogue of (2.13)
∀u ∈W,∀v ∈H 1(Ω)2, c(u;v,v)= 0.(5.14)
Let (u1,p1) and (u2,p2) be two solutions of (0.3)–(0.5) in Wα ×L20(Ω) and let w= u1 − u2,
q = p1 − p2. Then (w, q) satisfies:
−ν1w+ curl(w− α1w)× u1 + curl(u2 − α1u2)×w+∇q = 0 in Ω.(5.15)
PROPOSITION 5.6. – Under the assumptions of Theorem 5.1, w satisfies:
ν|w|2
H 1(Ω) + c
(
w;u1,w)+ αc(w; curlu1, curlw)
−2α
∫
Ω
curlw
(∇u11 · ∇w2 −∇u12 · ∇w1)dx= 0.(5.16)
Proof. – First note that almost everywhere in Ω ,(
curl
(
u2 − α1u2)×w) ·w= 0.(5.17)
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Next, expanding and applying (5.14), we find:(
curl w× u1,w)= c(u1;w,w)− c(w;w,u1)= c(w;u1,w).(5.18)
Hence, taking the scalar product of both sides of (5.15) with w and applying (5.17) and (5.18),
we obtain:
ν|w|2
H 1(Ω) + c
(
w;u1,w)− α(curl1w× u1,w)= 0.(5.19)
Expanding the last term and setting w⊥ = (w2,−w1), we derive:(
curl1w× u1,w)= (1(curl w),u1 ·w⊥)
= (curl w,1(u1 ·w⊥))− ∫
∂Ω
(curlw)
∂
∂n
(
u1 ·w⊥)ds
= (curl w,1(u1 ·w⊥))− ∫
∂Ω
(curlw)g · ∂w
⊥
∂n
ds,
since on the boundary, w vanishes and u1 = g. Note that the above applications of Green’s
formula are valid since u1 and w belong to W 2,4/3(Ω)2 and hence also to W 1,4(Ω)2. Now,
1
(
u1 ·w⊥)= (1u1) ·w⊥ + 2(∇u1 · ∇w⊥)+ u1 · (1w⊥).
Using the fact that div w= 0 and div u1 = 0, we have
u1 · (1w⊥)= u1 · ∇ curlw, w⊥ · (1u1)=−w · ∇ curlu1.
Therefore, by applying (2.13), we obtain:∫
Ω
(curlw)u1 · (1w⊥)dx= c(u1; curlw, curl w)= 0,
and ∫
Ω
(curl w)w⊥ · (1u1)dx=−c(w; curlu1, curl w).
Hence (5.16) will follow from (5.19), provided we prove that:∫
∂Ω
(curlw)g · ∂w
⊥
∂n
ds = 0.
Let us write g= (g · n)n+ (g · t)t, where t is the tangent vector:
t= (n2,−n1).
Expanding componentwise, one can show that:
∂w⊥
∂n
· n=−∂w
∂t
· n+ curlw, ∂w
⊥
∂n
· t= ∂w
⊥
∂t
· n+ div w.(5.20)
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Therefore
g · ∂w
⊥
∂n
= (g · n)
(
−∂w
∂t
· n+ curlw
)
+ (g · t)
(
∂w⊥
∂t
· n+ div w
)
= 0,
since div w= 0, g · n= 0 and w= 0 on the boundary. This proves (5.16). 2
Since the only positive term in (5.16) is ν|w|2
H 1(Ω)
, then for proving uniqueness, w must
be restricted to this norm. Considering the last term in (5.16), this means that u1 must belong to
W 1,∞(Ω)2. Thus, if we want to prove uniqueness of the solution of (0.3)–(0.5) by this technique,
we must be able to apply Proposition 5.3. In particular, the domain must be convex and we do
not know if problem (0.3)–(0.5) has a unique solution when the domain has a reentrant corner.
The following theorem is a straightforward consequence of (5.16) and (5.12), together with
the estimates (2.9) and (2.17). For the sake of simplicity, we have used (2.9) instead of (2.18).
THEOREM 5.7. – Under the assumptions of Proposition 5.3, the solution of problem (0.3)–
(0.5) is unique, if
ν > 2
S2
ν
(
S24 +K
)‖f‖L2(Ω) + 4L( ν˜‖g‖H 1/2(∂Ω)
)(
S24 +K
)‖g‖H 1/2(∂Ω)
+ |α|
ν
√
2
(
S24 + 2K
)‖ curl f‖L2(Ω) + |α|√2K[g]W 2−1/r,r (∂Ω),
(5.21)
where ν˜ = ν
2
√
2
, L(·) is the function defined in Theorem 2.1, Sp is the constant defined in (0.6),
K = 2√2Cr
(
S 2r
r−2
+√2C∞
)
,
and C∞ is the norm of Sobolev’s imbedding from W2,r (Ω) into W 1,∞(Ω).
Remark 5.8. – When g = 0, the sufficient condition for uniqueness (5.21) substantially
simplifies and becomes:
ν2 > S2
(
S24 +K
)‖f‖L2(Ω) + |α|√2K‖ curl f‖L2(Ω).(5.22)
Similarly, when f= 0, (5.21) reduces to:
ν > 4L
(
ν˜
‖g‖H 1/2(∂Ω)
)(
S24 +K
)‖g‖H 1/2(∂Ω) + |α|√2K[g]W 2−1/r,r (∂Ω).(5.23)
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