In this paper we discuss the problem of finding approximations for the treewidth and pathwidth of cotriangulated graphs, convex graphs, permutation graphs and of cocomparability graphs. For a cotriangulated graph, of which the treewidth is at most k, the pathwidth is at most 3k + 4 and we show there exists an O( n 2 ) algorithm finding a path-decomposition with width at most 3k + 4. For convex graphs with treewidth at most k, the pathwidth is at most 2k + 1 and we give a O( nk) algorithm which computes a path-decomposition with width at most 2k + 1. If G[1I"] is a permutation graph with treewidth k, then we show that the pathwidth of G[1I"] is at most 2k, and we give an algorithm which constructs a path-decomposition with width at most 2k in time O( nk). We assume that the permutation 11" is given. In this paper we also discuss the problem of finding an approximation for the treewidth and pathwidth of cocomparability graphs. We show that, if the treewidth of a cocomparability graph is at most k, then the pathwidth is at most O(k2), and we give a simple algorithm finding a path-decomposition with this width. The running time of the algorithm is dominated by a coloring algorithm of the graph. Such a coloring can be found in time O( n 3 ).
Introduction
In many recent investigations in computer science, the notions of treewidth and pathwidth play an increasingly important role. One reason for this is that many -This author is supported by the foundation for Computer Science (S.I.O.N) of the Netherlands Organization for Scientific Research (N.W.O.), Email: ton@cs.ruu.nl. tEmail:hansb@cs.ruu.nl. 1 problems, including many well studied NP-complete graph problems, become solvable in polynomial and usually even linear time, when restricted to the class of graphs with bounded tree-or pathwidth, [1, 3, 5, 7, 8, 32] . Of crucial importance for these algorithms is, that a tree-decomposition or path-decomposition of the graph is given in advance. Much research has been done in finding a tree-decomposition with a reasonable small treewidth. Recent results [36] show that an O( n log n) algorithm exists to find a suitable tree-decomposition for a graph with bounded treewidth. However, the constant hidden in the 'big oh', is exponential in the treewidth, limiting the practicality of this algorithm. For many special classes of graphs, it has been shown that the treewidth can be computed efficiently. In this paper we discuss the problem of finding approximate tree-and path-decompositions for cotriangulated graphs, convex graphs, permutation graphs and for cocomparability graphs. We also show that for these graphs, if the treewidth is at most k, then the pathwidth is bounded by some polynomial in k.
It has been shown that computing the pathwidth of a triangulated graph is NP-complete [27] . It is unknown whether there exist good approximations, which can be computed efficiently, for the pathwidth of a triangulated graph. Surprisingly, for cotriangulated graphs, the pathwidth and treewidth are related in a linear fashion, and there is a very simple algorithm that computes an approximate pathdecomposition.
Permutation graphs have a large number of applications in scheduling problems. See for example [21] , where permutation graphs are used to describe a problem concerning the memory requirements of a number of programs at a certain time (see also [26] ). Permutation graphs also arise in a natural way, in the problem of sorting a permutation, using queues in parallel. In [26] it is shown that this problem is closely related with the coloring problem of permutation graphs.
We show that the pathwidth of a permutation graph is at most two times the treewidth of that graph, and we give a linear time algorithm which produces a pathdecomposition which is at most two times off the optimal one. If the treewidth of the permutation graph is bounded by a constant, this result, together with earlier results show that an optimal tree-and path-decomposition can be computed in linear time. In a forthcoming paper, [10] , we show that for permutation graphs, the treewidth and pathwidth are in fact equal, and we show an O(nk2) algorithm which computes the (exact) treewidth (given the permuta.tion).
It is easy to see that computing the treewidth and pathwidth for bipartite graphs is NP-complete. Indeed, finding an approximation algorithm with a certain performance ratio for bipartite graphs is at least as difficult as finding an approximation with the same performance for gra.phs in general. In this paper we show that, if the bipartite graph is convex, with treewidth k, the pathwidth is at most 2k + 1 and it is almost straightforward to find a path-decomposition with width 2k + 1 in O(nk) time. In a forthcoming paper, [30] , we show that computing the treewidth of chordal bipartite graphs is polynomial. As the class of convex graphs is properly contained in the class of chordal bipartite graphs, this shows that the exact treewidth of convex graphs can be computed in polynomial time. However, the running time of this algorithm is not very good (O(e 3 ), where e is the number of edges), and we think that, especially for practical applications, the algorithm described in this paper, is of importance. Furthermore, as far as we know, computing the exact pathwidth is still an open problem.
Comparability graphs and their complements have a large number of applications (see e.g. [26, 39] ). These graph classes, as well as those of the triangulated and of the cotriangulated graphs, are among the largest and most important classes of perfect graphs. Cocomparability graphs properly contain many other well known classes of perfect graphs, like interval graphs, cographs (or P4-free graphs), permutation graphs, indifference graphs, complements of superperfect graphs etc. (see e.g. [26] or [6, pages 67-96] ). Cocomparability graphs are exactly the intersection graphs of continuous functions Fi : (0,1) -+ R (see [40] ). Comparability graphs can be recognized in polynomial time [35, 26, 25, 41] . Given a comparability graph, a transitive orientation of the edges can be found in O(n 2 ) time [41] .
We show that, if the treewidth of a cocomparability graph G is at most k, then the pathwidth is at most O(k2), and we give a simple algorithm which finds a pathdecomposition with this width. Our algorithm uses a transitive orientation of the complement G, and the height function which can be obtained from this orientation in linear time. The algorithm also uses a vertex coloring of the graph G. This vertex coloring, or clique cover in the complement, can be found in O(n 3 ) time using a flow algorithm, as described in [26] .
Preliminaries
In this section we start with some definitions and easy lemmas. For more information on special perfect graph classes the reader is referred to [26, 14] .
One of the oldest classes of graphs known to be perfect are the triangulated graphs.
Definition 2.1 A graph is called triangulated if it has no induced chordless cycle of
length at least four. The complement of a triangulated graph is called cotriangulated.
Triangulated graphs are also called chordal. There are some nice characterizations of triangulated graphs. For example, a graph is triangulated if and only if every minimal vertex separator induces a clique [20] or, a graph is triangulated if and only if it has a perfect elimination scheme [23] . Triangulated graphs are perfect, i.e. for every induced subgraph the chromatic number is equal to the maximum number of vertices in a clique [28] . They can be recognized in linear time, and there exist fast algorithms for many NP-complete problems (see e.g. [26] ). The perfect graph theorem [33] , states that a graph is perfect if and only if the complement of the graph is perfect, hence also cotriangulated graphs are perfect. 3 Another class of perfect graphs is the class of convex graphs (in fact all bipartite graphs are perfect). Definition 2.2 Let G = (X, Y, E) be a bipartite graph. An ordering of X has the adjacency property, if for each y E Y, the neighbors of y in X are consecutive in the ordering of X.
A bipartite graph G = (X, Y, E) is biconvex if there is an ordering of X and Y with the adjacency property. Convex graphs contain the bipartite permutation graphs. Notice that convex graphs can be recognized in linear time, using for example the PQ-tree algorithms of Booth and Lueker [13] (see also [14] ). Definition 2.4 An undirected graph G = (V, E) is called a comparability graph, or transitively orientable graph, if there e;-,;ists an orientation (V, F) of the edges satisfying:
Such an orientation is called a transitive orientation. A cocomparability graph is the complement of a comparability graph.
If a graph G is a comparability graph, then this holds for every induced subgraph of G. There exists a complete list of critical non-comparability graphs [24] . Comparability graphs, as well as triangulated graphs, are also perfect and can be recognized in polynomial time [41] . By the perfect graph theorem, also cocomparability graphs are perfect. For our algorithm we shall need the concept of a height function defined in [26] . Let F be an acyclic orientation of an undirected graph G = (V, E). A height function h assigns a non-negative integer to each vertex as follows:
In other words, h(v) is the maximal length of a path from v to a sink. A height function can be assigned in linear time [26] , and represents a proper vertex coloring of G. If F is a transitive orientation, the coloring by h is optimal (i.e. uses the least possible number of colors) [26] .
We also need a coloring of the cocomparability graph. In [26] a method is described to find an optimal coloring of a cocomparability graph by using a minimum How algorithm. It follows that this coloring can be found in O( n 3 ) time.
Cocomparability graphs are intersection graphs [40] .
Lemma 2.1 A graph G with n vertices is a cocomparability graph if and only if G
is the intersection graph of n continuous functions Fi : (0,1) -+ R.
We only use this lemma implicitly. We think of a permutation 11" of the numbers 1, ... , n, as the sequence 11" = [1I"t, ..• ,11" n]. We use the notation 11";1 for the position of the number i in this sequence.
Definition 2.5 If 11" is a permutation of the numbers 1, ... , n, we can construct an
.. ,n}, and edge set E:
An undirected graph is called a permutation graph if there exists a permutation 11" such that G '" G[ 11" ] .
Notice that we can obtain the complement of G[1I"], by reversing the sequence 11".
Hence the complement of a permutation graph is also a permutation graph. It is also easy to see that a permutation graph is a comparability graph. Pnueli, Lempel and Even ([35] ) showed that a graph G is a permutation graph if and only if both G and G are comparability graphs. It follows that permutation graphs are perfect. They can be recognized in time 0(n 2 ) (see [41] ). There exist fast algorithms for many NP-complete problems like CLIQUE, INDEPENDENT SET, FEEDBACK VERTEX SET and DOMINATING SET when restricted to permutation graphs [26, 22, 16, 15] . In this paper we assume that the permutation 11" is given, and we show some results on the pathwidth and treewidth of G[1I"], which is sometimes called the inversion graph of 11". If the permutation 11" is not given, transitive orientations of G and G can be computed in 0(n 2 ) time [41] . Given these orientations, a permutation can be computed in 0(n 2 ) time [26] . A permutation graph G[1I"] is an intersection graph, which is illustrated by the matching diagram of 11" [26] . Definition 2.6 Let 11" be a permutation of 1, ... , n. The matching diagram of 11" can be obtained as follows. Write the number 1, ... , n horizontally from left to right.
Underneath, write the numbers 11"1, . .. , 1I"n, also horizontally from left to right. Draw n straight line segments joining the two 1 's, the two 2 's, etc.
An example of a matching diagram of a permutation graph G[1I"] is illustrated in figure 1 (page 6). Notice that two vertices i and j of G[1I"] are adjacent if and only if the corresponding line segments in the matching diagram of 11" intersect. Matching diagrams are often useful in visualizing certain concepts. Definition 2.7 A tree-decomposition of a graph G = (V, E) is a pair D = (5, T) with T = (I, F) a tree and 5 = {Xi liE I} a collection of subsets of vertices of G, one subset for each node in T, such that the following three conditions are satisfied: 
For each vertex x, the set {i Ell x E Xi} forms a connected subtree of T.
A path-decomposition of a graph G is a f1'ee-decomposition (S, T) such that T is a path. We also use the notation (X},
An alternative way to define the class of graphs with treewidth at most k is by means of partial k-trees. A k-tree is defined recursively as follows: A clique with k + 1 vertices is a k-tree. Given a k-tree Tn with n vertices, a k-tree with n + 1 vertices is constructed by making a new vertex Xn+1 adjacent to a k-clique of Tn and nonadjacent to the n -k other vertices of Tn. A partial k-tree is a subgraph of a k-tree. Notice that k-trees are triangulated, and have maximum clique size k + 1. It can be shown that the class of graphs with treewidth at most k is exactly the class of partial k-trees (see e.g. [32] ). There exist linear time algorithms for many NP-complete problems, when restricted to the class of partial k-trees for some constant k and when a tree-decomposition with bounded width is given [1, 5, 8, 3] .
There are also results stating that large classes of problems can be solved in linear time, when a tree-decomposition with bounded width is given [17, 18, 19] . Determining whether the treewidth or pathwidth of a given graph is at most a given integer k is NP-complete [2] . In view of this, the results of Robertson and Seymour on minor closed classes of graph are of great interest. Robertson and Seymour proved that every minor closed class of graphs is recognizable in O( n 3 ) time [37] . Since for every fixed k, the class of graphs with treewidth (pathwidth) at most k is minor closed, it follows that for every constant k there is a polynomial algorithm that recognizes graphs with treewidth (pathwidth) at most k. In fact, for these minor closed classes faster algorithms exist. We list some of the results. 6 1. For k = 2,3 there is a linear time algorithm for the treewidth problem using rewrite rules [4, 34] .
2. For fixed k ~ 4 an O( n log n) algorithm exists which constructs a treedecomposition with width k [36, 11, 31] .
3. If an (approximate) tree-decomposition with bounded width is given, the exact treewidth, and a corresponding tree-decomposition, can be computed in linear time [11] . In this case, when also the pathwidth is bounded, also the pathwidth and an optimal path-decomposition can be computed in linear time.
For an introductory overview of recent results dealing with treewidth and pathwidth, the reader is referred to [7] .
An approximate path-decomposition for cotriangulated graphs
For triangulated graphs the treewidth is equal to the maximum clique size minus one. It follows that, for triangulated graphs, the treewidth can be computed in linear time. Computing the pathwidth of a triangulated graph is an NP-complete problem, as shown in [27] .
It is unknown if the treewidth or pathwidth of cotriangulated graphs can be computed efficiently. We show how to find good approximations for the treewidth and pathwidth of cotriangulated graphs. Let G be a cotriangulated graph with treewidth at most k. We show that the pathwidth of G is at most 3k + 4 and there exists an O( n 2 ) algorithm that finds a path-decomposition with this width. The following lemma is easily checked. For a similar result see e.g. [38] . The following lemma will also be useful (see also e.g. [12] ). Proof. Assume m ~ n. Let V be the set of vertices of G. Let Vi be the independent set with n vertices and let V2 = V \ Vi. If we add all edges between vertices in V2 (making a clique of V2), then we obtain a m-tree. Thus the treewidth of G is at most m. Since J(m+l is a minor of G, the treewidth of G is at least m. 0 Let G be a clique in G as mentioned in the lemma 3.1. The vertices of V \ G can be partitioned in two set A and B such that no vertex of A is adjacent to a vertex of B, and both A and B have at most r~(n -lel)1 vertices. Notice that the subgraph induced by A and B has a complete bipartite subgraph in G, since every vertex of A is adjacent to every vertex of B. Since the treewidth of G is at most k and by lemma 3.2: l~(n -IGI)J :s; min{lAI, IBI) :s; k Hence IA uBI :s; 3(k + 1). We can triangulate G by adding edges such that Au B becomes a clique. Since G is a stable set in G, the result is a splitgraph. For a splitgraph, the following lemma is easily checked. Lemma 3.3 Let G be a splitgraph with clique number c. If G is an interval graph, the pathwidth is c -1, otherwise, the pathwidth is c.
This proves the following theorem. As a consequence, we have O(n 2 ) approximation algorithms for the treewidth and for the pathwidth of cotriangulated gra.phs with performance ratio 3+e for all e > O. 4 An approximate path-decomposition for convex graphs Let G = (X, Y, E) be a convex graph, with IXI = m, and assume the vertices of X have been ordered 1,2, ... , m such that this ordering fulfills the adjacency property (i.e. for each y E Y the neighbors in X are consecutive). Let k be some integer. In this section we describe an O( nk) algorithm which produces a path-decomposition with width at most 2k + 1 or shows that the treewidth of G is larger than k.
Consider the case where k ~ m. If we add edges such that X becomes a clique, then the result is a splitgraph with cliquesize at most k + 1. Hence, according to lemma 3.3, we find a path-decomposition with width at most k + 1. Hence we may assume without loss of generality that k :s; m -1. Let Y' be the set of vertices of Y with degree at least k + 1. Consider the subgraph G', induced by vertices of X and the vertices of Y'. We construct a. path-decomposition for G' as follows. For i = 1, ... , m -k let Zi be the subset with: 
We now show that the algorithm described above can be implemented to run in O(nk) time. We assume that the vertices of X are ordered 1, ... , m such that this ordering has the adjacency property. Assume Y = {Yb"" Yt}.
Step 1 First assume that k ~ m. Then make a subset Zy = X u {y} for each vertex y E Y. The sequence (ZYl' Z!12 , ... , ZYt ), (for any ordering Yb ... ,Yt of the vertices of Y) is a correct path-decomposition. Stop.
Step 2 Assume k 5 m -1. Check if the number of edges does not exceed nk -!k(k + 1). If it does, then stop; the treewidth of G is larger than k.
Step 3 Otherwise, for each y E Y, determine the maximum and minimum neighbor in X, say min(y) and max(y). If a vertex y has degree 0 then we set min(y) = 0 and max(y) = -1. The result of this step is that the set of neighbors of y E Y, with degree at least one, is {x E X I min(y) 5 x 5 max(y)}.
Step 4 Calculate for each vertex y E Y the degree, max(y) -min(y) + 1, and make a list Y' of vertices of degree at least k + 1.
Step 5 Initialize subsets Zi = {i, . .. ,min( m, i + k)}, for i = 1, ... ,m. For isolated vertices of Y, we initialize Zo = 0.
Step 6 For each y E Y', put y in the subsets Zi, for i = min(y), ... ,max(y)k.
If one of these subsets, say Zj, gets more than 2k + 1 vertices, then stop; the treewidth of G exceeds k. The vertices of Zj induce a J«k + 1, k + 1).
Step 7 For each y E Y \ Y', make a subset Z~ = Zmin(y) U {y}.
Step 8 For i = 0, ... ,m, let y~, y;, ... be the vertices y E Y \ Y' with min(y) = i.
Then the path-decomposition is (Zo, Z' 0, Z' 0, ••• , Zl, Zy'I' Zy'I' ... , Z2, ... ). The discussion above proves the following theorem.
Theorem 4.1 Let G be a convex graph and let k be an integer. There exists an O( nk) algorithm which either determines that the tree width exceeds k, or produces a path-decomposition of G with width at most 2k + 1.
An approximate path-decomposition for permutation graphs
In this section, let G[1I"] be a permutation graph with n vertices and with treewidth k.
We show there exists a path-decomposition of width at most 2k, and we give a linear time algorithm to compute this. The algorithm outputs a set Xi for 1 ~ i ~ n. A vertex j is put in all sets X k with 1I";t ~ k < j or j ~ k < 11";1. The precise algorithm is given below.
Procedure Pathdec (input 11"; output X)
The next lemma shows that the constructed sets form indeed a path-decomposition. Proof. We first show that each vertex is in at least one subset of S. Consider a vertex i. If 11";1 > i then i is in the subset Xi. If 11";1 < i then i is in the subset Xi-I. Notice that the subsets containing i are consecutive. The only thing left to show is that every edge is in at least one subset. Consider again a vertex i and let j be a neighbor of i. Assume without loss of generality that i < j. In the matching diagram, the line segment corresponding with j must intersect the line segment of i. Since i < j, this implies that 11";1 < 11";1. We consider the different orderings of i, j, 11";1 and 11";1. If i < j ~ 11";1 < 11";1, then both i and j are contained in the subset Xj. If i ~ 11";1 ~ j ~ 11";1 then both are contained in Xtr~l. If i < 11";1 < 11";1 ~ j, Using results of [11] this shows that, if the treewidth is bounded by a constant, an optimal path-decomposition and tree-decomposition can be computed in linear time. Also, it follows that we have O( nk) approximation algorithms for pathwidth and treewidth with performance ratio 2. In a forthcoming paper [10] we show that the pathwidth and treewidth are equal, and can be computed in O(nk2) time. 6 An approximate path-decomposition co comparability graphs for In this section, let G be a cocomparability graph with treewidth at most k. We start with an informal discussion of the algorithm. Recall lemma 2.1. There exist n continous functions, Fi : (0, 1) -+ R, such that two vertices are adjacent if and only if the corresponding functions intersect. First make a vertex coloring of G, such that no two adjacent vertices have the same color. Since the treewidth of G is at most k, this can be done by using at most k + 1 colors. Fix any position L at the line
This partitions the vertices of G into two sets: one set of vertices for which the correponding functions start below L, and one set for which the correponding functions start at position at least L. For each of these positions L we make a subset XL as follows. For each colorclass C t , take the top most k + 1 functions which start below L, say C t (take all if there are less than k + 1). Notice that the functions correponding with a colorclass do not intersect, hence the 'topmost functions' are well defined. For functions starting at position at least L, take those which are adjacent to k + 1 vertices of C t , say Ft. Notice that F t is empty if ICtl :5 k. Also notice that if ICtl = k + 1, then each vertex of F t is adjacent to all vertices of Ct.
In this last case l.rtl ~ k, otherwise there is a K(k + 1, k + 1) subgraph. It follows that XL has at most (k + 1){2k + 1) vertices, since there are at most k + 1 color classes and for each color class C t we have ICtl + l.rtl ~ 2k + 1. Notice that we only used the ordering of the functions at position x = o. We can find a suitable ordering using the height function of G. We now give the formal description of the algorithm and proof the correctness, without using the function model. We assume that a height function h of the complement G with transitive orientation F, and a coloring of G are given. Let C ll ... ,C. be the color classes of G, where s = x( G) is the chromatic number of G.
Since a partial k-tree can always be colored with k + 1 colors, we may assume that the number of color classes s ~ k + 1.
The first step of the algorithm is to renumber the vertices. Notice that, since C t is a clique in G, all heights of vertices in C t are different. It follows that Ct{i) is uniquely determined as the set of k + 1 vertices of Ct{i) with the largest heights. Definition 6.3 For i = 1, ... ,n and t = 1, ... ,s, define
where Adj(x) is the set of neighbors of x.
We can now define the subsets of the path-decomposition: Definition 6.4 For i = 1, ... , n, let Xi be the following set of vertices:
In the rest of this section we prove that each subset Xi has at most (2k + 1)X(G) elements and we show that (Xt, ... , Xn) forms indeed a path-decomposition. The following lemma is crucial. Proof. Assume LI < L2 and x E XLl n XL2' Let LI < L < L 2 . We prove that
x E XL. We consider three cases: o By lemmas 6.2, 6.3, and 6.4 the sequence of subsets (Xl,"" Xn) is a pathdecomposition for the cocomparability graph G. According to corollary 6.2, the width of this path-decomposition is at most (2k + l)X(G) -1. In the following theorem we summarize these results. Theorem 6.2 Let G be a cocomparability graph. The sequence (XI, ... ,Xn) with Xi defined in definition 6.4, is a path-decomposition for G. If the treewidth of G is at most k, then the width of this path-decomposition is at most
Consider the time it takes to compute the sets Xi. We can sort all the color classes according to increasing labels in O( nk) time. Then each set G t ( i) can be We end this section with some remarks concerning the complexity of finding approximations for the treewidth of bipartite graphs. As all bipartite graphs are comparability graphs, the same remarks hold for comparability graphs. Given a graph G, let S(G) be the subdivision graph (see [29, pages 79-80]). Clearly, S(G) is bipartite. It is easily seen that the treewidth of S( G) is equal to the treewidth of G. Given a tree-decomposition for S( G), this can easily be transformed into a tree-decomposition for G with the same width. This shows that finding an approximation for the treewidth of bipartite graphs (within a constant factor) is as hard as finding approximations for the treewidth in general.
Conclusions
In this paper we described very simple and efficient algorithms to approximate pathwidth and treewidth of cotriangulated graphs, permutation graphs, convex graphs and cocomparability graphs. There are classes of graphs for which the exact pathwidth and treewidth can be computed efficiently. For example cographs [12] , splitgraphs (lemma 3.3) and interval graphs. Also, in a forthcoming paper [10] we show that the pathwidth and treewidth of a permutation graph are equal and can be computed in O( nk) time. In fact, in this paper we show that part of this can be generalized to cocomparability graphs; i.e. for any co comparability graph the treewidth and pathwidth are equal. However, computing the exact treewidth for co comparability graphs in polynomial time remains an open problem. The treewidth can also be computed efficiently for chordal graphs and circular arc graphs [42] . Also for chordal bipartite graphs (containing the convex graphs), the treewidth can be computed in polynomial time [30] . It would be of interest to know, if there exists a fast algorithm which computes the treewidth for cotriangulated graphs. In this respect we like to mention again the result of [27] which shows that the pathwidth of chordal graphs is NP-complete. Another interesting conclusion from this paper is that, for the considered graph classes, if the treewidth is at most k then the pathwidth is at most some polynomial of k. It would be of interest to know for which other classes of graphs such a relation between the pathwidth and treewidth exists. Finally, in [9] it is shown that there is a polynomial algorithm that finds a tree-decomposition of G with treewidth at most O( k log n), where k is the treewidth of G and n the number of vertices. We have shown that there are many graph classes for which there is a polynomial algorithm that finds a tree-decomposition with width at most some fixed polynomial of k. It would be very interesting to know if this could be generalized.
