Abstract. In this contribution, we consider the problem of the blind separation of noisy instantaneously mixed images. The images are modelized by hidden Markov 5elds with unknown parameters. Given the observed images, we give a Bayesian formulation and we propose to solve the resulting data augmentation problem by implementing a Monte Carlo Markov C h a h (MCMC) procedure. We separate the unknown variables into two categories: 1. The parameters of interest which are the mixing matrix, the noise covariance and the parameters of the sources distributions. 2. The bidden variables which are the unobserved sonrces and the unobserved pixels classification labels.
I. INTRODUCTION AND MODEL ASSUMPTIONS
The observations are m images (X')i=I..m, each image Xi is defined on a finite set of sites, S, corresponding to the pixels of the image: X' = (Z:),~S.
The ohscrvations are noisy linear instantaneous mixture of n source images ( S j ) j =~. .~ defined on the same set S:
where A = ( a i j ) is the unknown mixing matrix, N' = (n;),€s is a zeromean white Gaussian noise with variance u.f. At each site r E S, the matrix notation is: x = A s + n
(1)
The noise and source components (N')l..m and (SJ)j=l..n are supposed to be independent. Each source is moddized by a double stochastic process denotes the set of neighbors of r, according to the neighborhood system defined on S for each source component. According to the HammerskyClifford theorem, there is an equivalence between a Markov random field and a Gihhs distribution,
where Haj is the energy function and a, is a parameter weighting the spatial dependencies supposed to be known. Conditionally to the hidden discrete field Z j , the source pixels $,r E S are supposed to he independent and have the following conditional distribution:
P(SjIZj,lll) = nPA.:Iz!,lll)
7E.S
where the positive conditional distributions depend on the parameter qJ E Rd. We assume in the following that p J . I z ) is a Gaussian distribution with parameters + = ( P~~, U~~)~=~. . K .
We note that we have a twdevel inversion problem:
1. The problem described by (1) when the mixing matrix A is unkown is the sourcc separation problem [I, 2, 31.
2. Given the source component SJ, the estimation of the parameter # and the recovering of the hidden classification Z j is known as the unsupervised segmentation 141.
In this contribution, given the observations X',i = l..m, we propose a solution to jointly separate the n unknown sources and perform their unsupervised segmentations. In section 11, we give a Bayesian formulation of the problem. In section 111, an MCMC algorithm based on the data augmentation modelization is proposed. In scction N, we focus on the problem of the non identifiability and thc degeneracies occurring in the sourcc separation problem and their effects on the MCMC implcmentation. In section V, numerical simulatiom are shown t,o illustrate the feasibility of the solution.
BAYESIAN FORMULATION
Given the observed data X = (XI, ..., Xm), our objective is the estimation of the mixing matrix A, the noise covariance R. where we complete the observations X by the hidden variables (2, S), the complete data are then (X, S, 2). In a previous work [SI, we implemented restoration maximization algorithms in the one dimensional case to estimate the maximum o posteriori estimate of B. We extend this work in two directions: (i) first, the sources are two-dimensional signals, (ii) sccond, we implement an MCMC algorithm to obtain samples of B drawn from its o posteriori distribution. This gives the possibility of not being restricted to estimate the parameter by its maximum n posteriori, we can consider another cost function and compute the corresponding estimate.
MCMC IMPLEMENTATION
We divide the vector of unknown variable into two sub-vectors: The hidden variable (2,s) and the parameter B and we consider a Gihbs sampler:
repeat until convergence, 
IV. IDENTIFIABILITY AND DEGENERACIES
It is well known that in the source separation problem there exist scale and permutation indeterminations. This can be seen when multiplying the matrix A by a scale permutation matrix AP and the sources by PTA-'. The permutation indetermination doesn't degrade the performance of the algorithm. In fact, in image processing the size of data I S 1 is sufficiently large to avoid the
Markov chain ( A @ ) )
produced by the algorithm pcrmuting its columns, the probability that the Markov chain changes the n posteriori mode is very low.
However, the scale indetermination must he eliminated. In practice, after each iteration of the MCMC algorithm, the columns of A are normalized.
There is another kind of indetermination which is the transfer of variances between the covariances R, and the noise covariance Q: P(X IA,Rc + eAAA',Rz -~A , P , ) = P ( X I -% & ,~~, P~) , e = When we study the particular case of diagonal noise covariance and the mixing matrix A is unitary ( A A' = I ) , we note that an obvious transfer of Variances occurs when A = d . A retained solution in this paper is the p e nalization of the likelihood by a prior on the variances which eliminates this variance transfer. This solution is more robust than the fact of fixing either R, or e. However, a simultaneous penalization of noise and signal variance can induce a transfer between modes. In such situations, the Markov chains (a'") and (RZ@)) seem to converge to a stationary distribution even after a great number of iterations hut suddenly a transfer occurs (see the section V for numerical illustration). This indetermination is noted in 1111 and was used to accelerate the convergence of the EM algorithm by forcing the noise covariance to be maximized. In the MCMC algorithm, we note that the a posteriori covariance of A is R, = &R,-b @ Q. Consequently, as the signal to noise ratio increases, covariance decreases and the sample A is more concentrated on its mean value.
It is ohvions, under the form 2, that degeneracy happens when one of the terms constituting the sum approaches to infinity and this is independent of the law PM.
Consider now the matrices I', = ARzA* +&. It's clear that degeneracy is produced when, among matrices r,, at least one is singular and one is regular. We show in the following that this situation can occur.
We recall that the matrices R, and Q belong to a dosed subset of the set of the non negative definite matrices. Constraining matrices to be positive definite leads to complicated solutions. The main origin of this complication is the fact that the set of positive definite matrices is not closed. For the same reason, we don't constrain the mixing matrix A to he of full rank. For a detailed proof see [12] One possible' way to eliminate this degeneracy consists in penalizing the likelihood by an Inverse Wishart a priori for covariance matrices. In fact, we know that the origin of degeneracy is that the covariance matrices R, and R, approach the boundary of singularity (in a non arbitrary way). Thus, if we penalize the likelihood such that when one of the coMtiance matrices a p proaches the boundary, the a posteriori distribution goes to zero, eliminating the infinity value at the boundary and even forcing it to zero. Proposition 2: V X E (R"')lsl, the likelihood p(X 10) penalized by an a priori Inverse Wishart for the noise covariance matrix Q or by an a priori Inverse Wishart for the matrices R, is bounded and goes to 0 when one of the covariance matrices approaches the boundary of singularity.
For a detailed proof see [12] .
V. SIMULATION RESULTS
To illustrate the feasibility of the algorithm, we generate two discrete fields of 64 x 64 pixels from the king model, al > a2 implies that the first source is more homogeneous than the second source. Conditionally to Z , the continuous sources are generated from Gaussian distributions of means pjz = 1 I 1. We note the concentration of the histograms representing approximately the marginal distributions around the true values and the convergence of the empirical expectations after about 1000 iterations. Figures 4 and 5 show the convergence of the empirical expectations. We note that the convergence of the variances is slower that the mixing elements and the means. Figure 6 shows the transfer of variances when the matrix A tary. We note that this transfer occurred after a great number of iterations (80000 iterations) and that the sum of the variance8 remains constant. In this contribution, we propose an MCMC algorithm to jointly estimate the mixing matrix and the parametem of the hidden Markov fields. The problem has an interesting natural hidden variable structure leading to a twlevel data augmentation procedure. The observed images are embedded in a wider space composed of the observed images, the original unknown images and hidden discrete fields modelizing a w a n d attribute of the images and allowing to take into account a Markovian structnre. The problems of identifiability and degeneracies are mentioned and disc u d . In this work the number of sources and the number of the discrete values af the hidden Markw field are a u m e d to be known. However, the implementation of the algorithm could he extended to involve the reversible jump procedure on which we are working.
