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Abstract
In this paper, we shall investigate the symmetry property of a multivariate orthogonal M-refinable function with
a general dilation matrix M . For an orthogonal M-refinable function φ such that φ is symmetric about a point
(centro-symmetric) and φ provides the approximation order k, we show that φ must be an orthogonal M-refinable
function that generates a generalized coiflet of order k. Next, we show that there does not exist a real-valued
compactly supported orthogonal 2Is -refinable function φ in any dimension such that φ is symmetric about a point
and φ generates a classical coiflet. Finally, we prove that if a real-valued compactly supported orthogonal dyadic
refinable function φ ∈ L2(Rs) has the axis symmetry, then φ cannot be a continuous function and φ can provide
the approximation order at most one. The results in this paper may provide a better picture about symmetric
multivariate orthogonal refinable functions. In particular, one of the results in this paper settles a conjecture in
[D. Stanhill, Y.Y. Zeevi, IEEE Trans. Signal Process. 46 (1998), 183–190] about symmetric orthogonal dyadic
refinable functions.
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An s × s integer matrix M is called a dilation matrix if all its eigenvalues are greater than one in
modulus. Throughout the paper, δ denotes the Dirac sequence such that δ(0) = 1 and δ(β) = 0 for all
β ∈ Zs\{0}. An orthonormal wavelet basis for L2(Rs) is derived from an orthogonal refinable function
via the standard multiresolution analysis technique (see [2]). We say that a function φ is an M-refinable
function if φ satisfies the following refinement equation:
φ = |detM|
∑
β∈Zs
a(β)φ(M · −β). (1.1)
If φ is an M-refinable function such that the integer shifts of φ consist of an orthonormal system∫
Rs
φ(t − β)φ(t) dt = δ(β) ∀β ∈ Zs, (1.2)
then we call φ an orthogonal M-refinable function. In the refinement equation (1.1), the sequence a
on Zs is assumed to be finitely supported and is called the mask for the refinable function φ. When∑
β∈Zs a(β) = 1, there exists a unique distributional solution, denoted by φMa throughout the paper, to the
refinement equation (1.1) with the normalization condition φˆMa (0) = 1, where the Fourier transform fˆ of
f ∈ L1(Rs) is defined to be fˆ (ξ ) =
∫
Rs
f (t)e−it ·ξ dt , ξ ∈ Rs and can be naturally extended to tempered
distributions.
In this paper, we are mainly interested in real-valued M-refinable functions with compact support.
Therefore, any mask a in this paper is assumed to be a finitely supported real-valued sequence on Zs
such that
∑
β∈Zs a(β) = 1.
A simple example of an orthogonal dyadic refinable function in L2(R) is the Haar function φ = χ[0,1],
which is the characteristic function of the interval [0,1] and satisfies φ = φ(2 ·) + φ(2 · −1). Note that
the Haar function is symmetric about the point 1/2, but it is not a continuous function.
Compactly supported orthonormal wavelet bases for L2(R) have been first constructed by Daubechies
[2] from orthogonal dyadic refinable functions via the multiresolution analysis. Due to many desirable
properties of a wavelet basis such as sparse representations of piecewise smooth functions and fast
wavelet algorithms, orthonormal wavelet bases have proved to be useful in many applications (see [2,6,
8,9,11–13]). However, as proved by Daubechies in [2] through a simple argument, up to an integer shift,
the Haar function χ[0,1] is the only real-valued orthogonal 2-refinable function which is both compactly
supported and symmetric. This fact implies that there is no compactly supported real-valued symmetric
orthonormal dyadic wavelet basis in dimension one which consists of continuous functions. However,
on the other hand, in many applications, symmetry is a much desired property of a wavelet system; a
sequence which is symmetric about a point is also called a linear phase filter in the language of engi-
neering. Symmetry of a wavelet system is claimed to produce less visual artifacts than nonlinear phase
wavelets and it helps to minimize phase distortion [9,13].
Since it is not possible to obtain continuous real-valued compactly supported symmetric orthogonal
dyadic refinable function in dimension one, a lot of effort in the recent literature has been devoted to
investigate the possibility of symmetric real-valued compactly supported orthogonal refinable functions
with good smoothness in high dimensions [8,9,11,13]. Indeed, contrary to the case of dimension one, the
following example was given by Kovacˇevic´ and Vetterli in [9].
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1
512

3 −√15 3√15 − 15 −3√15 − 15 √15 3√
15 5 15 − 5√15 15 + 5√15 5 −√15
−3√15 − 15 15 + 5√15 120 120 15 − 5√15 3√15 − 15
3
√
15 − 15 15 − 5√15 120 120 15 + 5√15 −3√15 − 15
−√15 5 15 + 5√15 15 − 5√15 5 √15
3
√
15 −3√15 − 15 3√15 − 15 −√15 3

.
Then the refinable function φ2I2a is a continuous orthogonal dyadic 2I2-refinable function in L2(R2) [9]
such that φ2I2a is symmetric φ2I2a (1 − x1,1 − x2) = φ2I2a (x1, x2) for all (x1, x2) ∈ R2.
For more examples of two-dimensional orthogonal dyadic 2I2-refinable functions with symmetry,
see [8,9,11–13] and references therein.
In this paper, we are interested in various properties of symmetric orthogonal refinable functions with
a general dilation matrix. In Section 2, we shall investigate the relations between the symmetry property
of an M-refinable function and that of its mask by employing a symmetry group (see Proposition 2.1).
For some particular dilation matrix M including M = 2Is , we show in Section 2 that an orthogonal
M-refinable function cannot be symmetric about the origin.
Coiflet wavelets have been introduced by Daubechies [2] by imposing certain order of vanishing
moments on its generating orthogonal refinable function. Due to the vanishing moments of the or-
thogonal refinable functions, as pointed out by Daubechies in [2], coiflet wavelets have particularly
interesting approximation property which makes them quite appealing in some applications such as
numerical algorithms. In Section 3, we shall show that if an orthogonal M-refinable function is sym-
metric about a point, then it must generate a generalized coiflet orthogonal wavelet basis (see Theo-
rem 3.1). However, for some dilation matrices M including M = 2Is , there does not exist a symmetric
orthogonal M-refinable function that can generate a classical coiflet orthogonal wavelet basis (see Corol-
lary 3.2).
Data in many applications are recorded and stored in the form of an s-dimensional rectangular
array. For example, still images and video images, in general, are stored in two-dimensional and three-
dimensional arrays, respectively. In order to handle the data near the boundaries efficiently and to reduce
the boundary artifacts in a wavelet transform, it is a common practice in applications to extend rectan-
gular data along the boundaries by reflection [9,13] so that the extended data is continuous across the
boundaries. Due to this consideration in many applications, symmetry about a point (linear phase sym-
metry) of a wavelet system is not enough to handle the symmetrical boundaries in the extended data and
axis symmetry (symmetry about all the axis superplanes) is required in order to facilitate and handle the
symmetrical boundary conditions [13].
Clearly, the tensor product Haar functions in any dimension have the desired axis symmetry, but they
are discontinuous. Contrary to the case of dimension one, in dimension two there are orthogonal dyadic
refinable functions with the axis symmetry, which are not an integer shift of the tensor product bivariate
Haar function. The following example is given in [13] and see [8,11] for more examples.
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1
8

−1 1 1 −1
1 1 1 1
1 1 1 1
−1 1 1 −1
 .
Then it can be verified that φ2I2a is an orthogonal 2I2-refinable function such that φ2I2a has the axis sym-
metry φ(1 − x1, x2) = φ(x1,1 − x2) = φ(x1, x2) for all x1, x2 ∈ R.
In [13], Stanhill and Zeevi considered a special subfamily of orthogonal 2I2-refinable functions in
dimension two with the axis symmetry; they are called order-factorable orthogonal wavelets with four-
fold symmetry in [13] and the axis symmetry in dimension two means that the function is symmetric
about a horizontal line and a vertical line. It turns out [13] that there are only two types of order-factorable
orthogonal dyadic refinable functions with the axis symmetry: the bivariate Haar function and the one
in Example 1.2, which are both discontinuous. Since there are other orthogonal 2I2-refinable functions
with the axis symmetry which are not order-factorable, a natural question was raised in [13] (this also has
been raised explicitly or implicitly elsewhere) which led Stanhill and Zeevi to conjecture that “In the case
of four-band separable sampling, no order-factorable orthogonal wavelets exist that are both continuous
and have four-fold symmetry. Our [Stanhill and Zeevi] conjecture is that this statement is true not only
for factorable wavelets, but this has not been proven yet.” In Section 4, we shall completely settle their
conjecture by proving a stronger result showing that for any dimension if φ is an orthogonal dyadic
refinable function with axis symmetry, then its approximation order and its smoothness in any Lp norm
cannot be better than that of the Haar function (see Theorem 4.3). Our results in Section 4 also improve
a result in [8,11] about bivariate orthogonal 2I2-refinable functions such that their masks are symmetric
about a point and the Fourier series of their masks contain the special factor (1 + e−iξ1)(1 + e−iξ2).
Finally, we finish the paper by some open questions related to symmetric orthogonal refinable func-
tions. The results in this paper may give us a better picture about symmetric orthogonal refinable functions
by revealing some new possibilities and limitations of symmetric orthogonal refinable functions and sym-
metric orthogonal wavelet bases in high dimensions.
2. Symmetry property of orthogonal refinable functions
In this section, we shall investigate the symmetry property of multivariate orthogonal refinable func-
tions with a general dilation matrix.
We say that a finite set G of matrices is a symmetry group on Zs if each element E ∈ G is an s × s
integer matrix with |detE| = 1 and G forms a group under matrix multiplication. Let a be a mask on Zs
and G be a symmetry group on Zs . We say that a sequence a is G-symmetric with a center ca ∈ Rs if
a
(
E(β − ca)+ ca
)= a(β) ∀β ∈ Zs, E ∈ G. (2.1)
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symmetric with a center ca ∈ Rs if a(E(β − ca) + ca) = −a(β) for all β ∈ Zs and E ∈ G. The Fourier
series of a sequence a on Zs is defined to be
aˆ(ξ ) :=
∑
β∈Zs
a(β)e−iβ·ξ , ξ ∈ Rs . (2.2)
In terms of Fourier series, it is easy to see that (2.1) is equivalent to
aˆ
(
ETξ
)= ei(Is−E)ca ·ξ aˆ(ξ ) ∀E ∈ G. (2.3)
When G = {Is,−Is}, where Is denotes the s × s identity matrix, (2.1) is equivalent to aˆ(−ξ) =
ei2ca ·ξ aˆ(ξ ); consequently, an {Is,−Is}-symmetric sequence is also called a linear phase filter in the ter-
minology of engineering. As pointed out in [5], the symmetry on a mask may not be able to be carried
over to the refinable function, and consequently a stronger notion of symmetry group is needed. We say
that G is a symmetry group with respect to a dilation matrix M [5] if G is a symmetry group on Zs such
that
MEM−1 ∈ G ∀E ∈ G. (2.4)
Since G is a finite group, by (2.4), we see that the mapping E → MEM−1 is a well-defined one-to-one
and onto mapping from G to G. Therefore, if (2.4) holds, then we must also have M−1EM ∈ G for all
E ∈ G.
For two s × s matrices N and M , we say that N is G-equivalent to M if there exist E,F ∈ G such
that N = EMF .
Now we have the following result for symmetric refinable functions.
Proposition 2.1. Let M be an s × s dilation matrix and G be a symmetry group with respect to the
dilation matrix M . For a finitely supported mask a on Zs , the mask a is G-symmetric with a center ca
(that is, (2.1) holds) if and only if
φMa
(
E(· − c) + c)= φMa ∀E ∈ G with c := (M − Is)−1ca, (2.5)
where φMa is the unique distributional solution to the refinement equation in (1.1) with mask a and dilation
M such that φˆMa (0) = 1. Moreover, if N = EMF for some E,F ∈ G; that is, N is G-equivalent to M ,
then N must be a dilation matrix and
φNa = φMa
(· + (M − Is)−1ca − (N − Is)−1ca). (2.6)
Consequently, φNa = φNa (E(· − cN) + cN) for all E ∈ G, where cN := (N − Is)−1ca . Let b be a finitely
supported sequence such that b(E(β − cb) + cb) = ±b(β) for all β ∈ Zs and E ∈ G. Define a function
ψ by ψ := |detM|∑β∈Zs b(β)φMa (M · −β). Then
ψ
(
E(· − d) + d)= ±ψ ∀E ∈ G with d := M−1cb +M−1(M − Is)−1ca.
Proof. Since c = (M − Is)−1ca , we must have c − Ec = (Is − E)(M − Is)−1ca . It is easy to verify that
(2.5) is equivalent to
φˆMa
(
ETξ
)= φˆMa (ξ)ei(c−Ec)·ξ = φˆMa (ξ)ei(Is−E)(M−Is )−1ca ·ξ ∀E ∈ G. (2.7)
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E ∈ G and j ∈ N. Denote φ := φMa . Suppose that a is G-symmetric. Therefore, (2.3) holds. Since φˆ(ξ ) =∏∞
j=1 aˆ((M
T)−j ξ ), we deduce that
φˆ
(
ETξ
)= ∞∏
j=1
aˆ
((
MT
)−j
ETξ
)= ∞∏
j=1
aˆ
((
MjEM−j
)T(
MT
)−j
ξ
)
=
[ ∞∏
j=1
ei(Is−M
jEM−j )ca ·(MT)−j ξ
][ ∞∏
j=1
aˆ
((
MT
)−j
ξ
)]
= φˆ(ξ )
∞∏
j=1
ei(M
−j−EM−j )ca ·ξ = φˆ(ξ )ei(Is−E)
∑∞
j=1 M−j ca ·ξ
= φˆ(ξ )ei(Is−E)(M−Is)−1ca ·ξ ,
which is equivalent to (2.5) by (2.7).
Conversely, suppose that (2.5) holds. Therefore, (2.7) holds. It follows from the refinement equation
φˆ(MTξ) = aˆ(ξ )φˆ(ξ) and (2.7) that
φˆ
(
MTETξ
)= aˆ(ETξ)φˆ(ETξ)= aˆ(ETξ)ei(Is−E)(M−Is )−1ca ·ξ φˆ(ξ ).
Similarly, since M−1EM ∈ G, by (2.7), we deduce that
φˆ
(
MTETξ
)= φˆ((M−1EM)TMTξ)= φˆ(MTξ)ei(Is−M−1EM)(M−Is )−1ca ·MTξ
= φˆ(MTξ)ei(M−EM)(M−Is )−1ca ·ξ .
Consequently, we have
φˆ
(
MTξ
)= e−i(M−EM)(M−Is )−1ca ·ξ φˆ(MTETξ)= e−i(Is−E)M(M−Is )−1ca ·ξ aˆ(ETξ)ei(Is−E)(M−Is )−1ca ·ξ φˆ(ξ )
= aˆ(ETξ)e−i(Is−E)ca ·ξ φˆ(ξ ).
Since φ is compactly supported and φˆ(0) = 0, φˆ(ξ ) = 0 almost everywhere. It follows from the above
identities and the refinement equation that
aˆ
(
ETξ
)
e−i(Is−E)ca ·ξ = φˆ(M
Tξ)
φˆ(ξ)
= aˆ(ξ ) for almost everywhere ξ ∈ R.
Since aˆ is a trigonometric polynomial, we conclude that (2.3) must be true. That is, the mask a is
G-symmetric.
Since N is G-equivalent to M , we observe that MjN−j ∈ G for all j ∈ N. Therefore,
φˆNa (ξ) =
∞∏
j=1
aˆ
((
NT
)−j
ξ
)= ∞∏
j=1
aˆ
((
MjN−j
)T(
MT
)−j
ξ
)
=
[ ∞∏
j=1
ei(M
−j−N−j )ca ·ξ
][ ∞∏
j=1
aˆ
((
MT
)−j
ξ
)]= φˆMa (ξ)ei[(M−Is )−1−(N−Is )−1]ca ·ξ ,
which is equivalent to (2.6).
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ψˆ
(
ETξ
)= bˆ((MT)−1ETξ)φˆMa ((MT)−1ETξ)
= bˆ((MEM−1)T(MT)−1ξ)φˆMa ((MEM−1)T(MT)−1ξ)
= ±ei(Is−MEM−1)cb·(MT)−1ξ bˆ((MT)−1ξ)ei(Is−MEM−1)(M−Is )−1ca ·(MT)−1ξ φˆMa ((MT)−1ξ)
= ±ei(Is−E)M−1(cb+(M−Is )−1ca)·ξ ψˆ(ξ).
Therefore, ψ(E · +(Is − E)M−1(cb + (M − Is)−1ca)) = ψ for all E ∈ G. 
In passing, we mention that based on Proposition 2.1 we are able to unify the so-called primal and
dual subdivision schemes used in computer aided geometric design under the same framework. We shall
discuss this issue in details elsewhere.
Let a be a mask for an orthogonal M-refinable function. It is well known [2] that a must satisfy the
discrete orthogonal relation∑
β∈Zs
a(Mα + β)a(β) = δ(α)|detM| ∀α ∈ Z
s . (2.8)
When (2.8) holds, we say that a is an orthogonal mask with respect to the lattice MZs .
For any s × s dilation matrix M , it is obvious that {Is,−Is} is a symmetry group with respect to M .
Now we have the following result which will be needed later.
Proposition 2.2. Let M be an s × s dilation matrix such that 2M−1 is an integer matrix. Then there
is no finitely supported real-valued orthogonal mask a with respect to the lattice MZs such that a is
{Is,−Is}-symmetric about the center (1/2)Mc for some c ∈ Zs ; that is, a(Mc−β) = a(β) for all β ∈ Zs .
Consequently, for any s × s dilation matrix M such that |detM| = 2, there is no continuous compactly
supported real-valued orthogonal M-refinable function which can be symmetric about a point.
Proof. Let us use proof by contradiction. Suppose that there is a real-valued finitely supported orthogonal
mask a with respect to the lattice MZs such that for some c ∈ Zs , a(Mc − β) = a(β) for all β ∈ Zs . Let
us recall the lexicographic order on the lattice Zs . For α = (α1, . . . , αs) and β = (β1, . . . , βs), we say that
α ≺ β if αj = βj for all j = 1, . . . , i and αi < βi . Similarly, β 	 α if α ≺ β. Clearly, for any α = β, we
must have either α ≺ β or α 	 β.
Since
∑
β∈Zs a(β) = 1 and (2.8) holds, it is easy to see that the set {β ∈ Zs: a(β) = 0} cannot be
the empty set or a singleton. Let α ∈ Zs be the unique maximum element in the ordered finite set {β ∈
Z
s : a(β) = 0}. Then a(β) = 0 for all β ∈ Zs such that β 	 α. Moreover, a(β) = 0 for all β ∈ Zs such
that β ≺ Mc − α since a(Mc − β) = a(β) for all β ∈ Zs . Since {β ∈ Zs: a(β) = 0} is not a singleton
and a(Mc − β) = a(β) for all β ∈ Zs , we must have Mc − α ≺ α; if Mc − α = α, then by the choice
of α, the set {β ∈ Zs: a(β) = 0} must be a singleton since a(β) = 0 for all β 	 α or β ≺ Mc − α. So,
2α − Mc 	 0 and, in particular, 2α −Mc = 0.
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2α −Mc = 0. For any β ∈ Zs such that β 
 α, we observe that Mc+β − 2α 
 Mc+α− 2α = Mc−α.
By γ = c − 2M−1α, it follows from (2.8) that
0 = δ(γ )|detM| =
∑
β∈Zs
a(Mγ + β)a(β) =
∑
β
α
a(Mc + β − 2α)a(β) = a(Mc − α)a(α) = ∣∣a(α)∣∣2.
Therefore, we must have a(α) = 0, which is a contradiction to our choice of α since a(α) = 0. Therefore,
such an orthogonal mask a does not exist.
When |detM| = 2, it is evident that 2M−1 is an integer matrix. Suppose that there is a finitely sup-
ported orthogonal mask a with respect to MZs such that for some c ∈ Zs , a(c−β) = a(β) for all β ∈ Zs .
By what has been proved, it is impossible that c ∈ MZs . Therefore, we must have c ∈ Zs\MZs . Since
|detM| = 2, we have Zs = MZs ∪ (c+MZs). Since a(c−β) = a(β) for all β ∈ Zs , it can be easily seen
from the orthogonal relation in (2.8) that both {β ∈ Zs : a(Mβ) = 0} and {β ∈ Zs: a(c + Mβ) = 0} must
be a singleton. Consequently, the refinable function φMa must be a characteristic function of a bounded
set and hence, it is a discontinuous function. Therefore, there is no continuous symmetric orthogonal
M-refinable function for a dilation matrix M such that detM = ±2. 
3. Symmetric orthogonal refinable functions for coiflet wavelets
In this section, we shall demonstrate that any orthogonal refinable function, which is symmetric about
a point, generates a generalized coiflet orthogonal wavelet basis. However, there is no orthogonal dyadic
refinable function which can be symmetric about a point and generates a classical coiflet orthogonal
wavelet basis.
Let N0 := N ∪ {0}. For µ = (µ1, . . . ,µs), |µ| := |µ1| + · · · + |µs | and ξµ := ξµ11 · · · ξµss for ξ =
(ξ1, . . . , ξs) ∈ Rs . The order of vanishing moments of a wavelet system is closely related to the order
of sum rules for its mask. Let a be a mask on Zs . We say that a satisfies the sum rules of order k with
respect to the lattice MZs if∑
β∈MZs
a(α + β)(α + β)µ =
∑
β∈MZs
a(β)βµ ∀|µ| < k, µ ∈ Ns0, α ∈ Zs .
For ν = (ν1, . . . , νs) and µ = (µ1, . . . ,µs), by ν µ we mean νj  µj for all j = 1, . . . , s. Similarly,
by ν < µ we mean ν  µ but ν = µ. For µ = (µ1, . . . ,µs) ∈ Ns0, µ! := µ1! · · ·µs !.
Now we have the following result for symmetric orthogonal refinable functions.
Theorem 3.1. Let φ ∈ L2(Rs) be an orthogonal M-refinable function with a finitely supported real-
valued mask a on Zs such that a is {Is,−Is}-symmetric with a center ca ∈ (1/2)Zs ; that is, a(2ca −β) =
a(β) for all β ∈ Zs . If a satisfies the sum rules of order k, then we must have∑
β∈Zs
a(β)βµ = cµa or equivalently
∑
β∈Zs
a(β)(β − ca)µ = δ(µ) ∀|µ| < k, µ ∈ Ns0. (3.1)
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Rs
φ(t)(t − c)µ dt = δ(µ) ∀|µ| < k, µ ∈ Ns0 with c := (M − Is)−1ca (3.2)
and φ is symmetric about the point c, that is, φ(2c − ·) = φ.
Proof. Since φ is an orthogonal M-refinable function with mask a, its mask a must be an orthogonal
mask with respect to the lattice MZs ; that is, (2.8) holds.
Denote hµ :=∑β∈Zs a(β)βµ, µ ∈ Ns0. Since ∑β∈Zs a(β) = 1, we have h0 = 1. In the following, we
show that(
1 + (−1)|µ|)hµ = δ(µ) − ∑
0<ν<µ
(−1)|ν| µ!
ν!(µ − ν)!hµ−νhν ∀|µ| < k, µ ∈ N
s
0. (3.3)
The above relation in (3.3) has essentially appeared in [6, Theorem 6.1], which plays a central role
in the CBC (coset by coset) algorithm proposed in [6] for constructing multivariate biorthogonal
(multi)wavelets with arbitrarily high vanishing moments. For completeness we shall give a proof here.
Since a satisfies the sum rules of order k, it is evident that∑
α∈Zs
a(Mα + β)(Mα + β)µ = hµ|detM| ∀|µ| < k, β ∈ Z
s .
Since a is real-valued, by (2.8), for any µ ∈ Ns0 such that |µ| < k, we have
δ(µ) =
∑
α∈Zs
δ(α)(Mα)µ = |detM|
∑
α∈Zs
∑
β∈Zs
a(Mα + β)a(β)(Mα + β − β)µ
= |detM|
∑
0νµ
µ!
ν!(µ − ν)!
∑
β∈Zs
∑
α∈Zs
a(Mα + β)(Mα + β)µ−νa(β)(−β)ν
= |detM|
∑
0νµ
µ!
ν!(µ − ν)!
∑
β∈Zs
a(β)(−β)ν
∑
α∈Zs
a(Mα + β)(Mα + β)µ−ν
=
∑
0νµ
µ!
ν!(µ − ν)!
∑
β∈Zs
a(β)(−β)νhµ−ν
=
∑
0νµ
(−1)|ν| µ!
ν!(µ − ν)!hνhµ−ν
from which we can easily deduce (3.3).
On the other hand, since a(2ca − β) = a(β) for all β ∈ Zs , we deduce that
hµ =
∑
β∈Zs
a(β)βµ =
∑
β∈Zs
a(2ca − β)βµ =
∑
β∈Zs
a(β)(2ca − β)µ
=
∑
0νµ
µ!
ν!(µ − ν)!
∑
β∈Zs
(2ca)µ−νa(β)(−β)ν
=
∑
(−1)|ν| µ!
ν!(µ − ν)!(2ca)
µ−νhν.
0νµ
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1 − (−1)|µ|)hµ = ∑
0ν<µ
(−1)|ν| µ!
ν!(µ − ν)! (2ca)
µ−νhν, µ ∈ Ns0. (3.4)
Hence, it follows from (3.3) and (3.4) that we have the following recursive relation:{
hµ = − 12
∑
0<ν<µ(−1)|ν| µ!ν!(µ−ν)!hµ−νhν, when 0 < |µ| < k and |µ| is even,
hµ = 12
∑
0ν<µ(−1)|ν| µ!ν!(µ−ν)!(2ca)µ−νhν, when 0 < |µ| < k and |µ| is odd.
(3.5)
Consequently, the numbers hµ, 0 < |µ| < k are uniquely determined by the relation in (3.5). It is easy
to check that {hµ = cµa , |µ| < k} is a solution to (3.5) with h0 = 1. Therefore, we must have hµ = cµa ,|µ| < k. So, (3.1) holds.
By Proposition 2.1, we see that φ(2c − ·) = φ, where c := (M − Is)−1ca . Now we prove (3.2). Denote
gµ :=
∫
Rs
φ(t)(t − c)µ dt , µ ∈ Ns0. Note that φˆ(0) = 1 implies g0 = 1. Since φ satisfies the refinement
equation with mask a and dilation M , we have
1
|detM|
∫
Rs
φ
(
M−1t
)
(t − c)µ dt =
∑
β∈Zs
a(β)
∫
Rs
φ(t − β)(t − c)µ dt
=
∑
β∈Zs
a(β)
∫
Rs
φ(t)(t − c + β)µ dt
=
∑
0νµ
µ!
ν!(µ − ν)!
∫
Rs
φ(t)(t − c)µ−ν dt
∑
β∈Zs
a(β)βν.
By (3.1), we have ∑β∈Zs a(β)βν = cνa for all |ν| < k. Therefore,
1
|detM|
∫
Rs
φ
(
M−1t
)
(t − c)µ dt =
∑
0νµ
µ!
ν!(µ − ν)!gµ−νc
ν
a ∀|µ| < k, µ ∈ Ns0. (3.6)
Denote Oj := {µ ∈ Ns0: |µ| = j} and we regard Oj as an ordered set in the lexicographic order. Let #Oj
denote the number of elements in Oj . For an s × s matrix A, define an #Oj × #Oj matrix S(A,Oj ) [7]
as follows:
(Ax)µ =
∑
ν∈Oj
S(A,Oj )µ,νx
ν, µ ∈ Oj, x ∈ Rs .
Clearly, S(AB,Oj) = S(A,Oj )S(B,Oj). Since M is a dilation matrix, it is easy to see that S(M,O0) = 1
and all the eigenvalues of S(M,Oj ), j ∈ N are greater than one in modulus.
Since c = (M − Is)−1ca , we have c = Mc − ca and
1
|detM|
∫
Rs
φ
(
M−1t
)
(t − c)µ dt =
∫
Rs
φ(t)(Mt − c)µ dt =
∫
Rs
φ(t)
(
M(t − c) + ca
)µ dt
=
∑
0νµ
µ!
ν!(µ − ν)!c
µ−ν
a
∫
Rs
φ(t)
(
M(t − c))ν dt
=
∑
0νµ
µ!
(µ − ν)!c
µ−ν
a
∑
η∈O|ν|
S(M,O|ν|)ν,η
∫
φ(t)(t − c)η dt.
Rs
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0νµ
µ!
ν!(µ − ν)!c
µ−ν
a
∑
η∈O|ν|
S(M,O|ν|)ν,ηgη =
∑
0νµ
µ!
ν!(µ − ν)!gνc
µ−ν
a ∀|µ| < k. (3.7)
Taking the leading terms gν , |ν| = |µ| in (3.7), we have that for 0 < |µ| < k,∑
η∈O|µ|
[
S(M,O|µ|)− I#O|µ|
]
µ,η
gη =
∑
0ν<µ
µ!
ν!(µ − ν)!gνc
µ−ν
a
−
∑
0ν<µ
µ!
ν!(µ − ν)!c
µ−ν
a
∑
η∈O|ν|
S(M,O|ν|)ν,ηgη. (3.8)
Since the matrix S(M,O|µ|)− I#O|µ| is invertible for all 0 < |µ| < k, it is easy to see that the numbers gµ,
0 < |µ| < k are uniquely determined by the recursive relation in (3.8). We observe that {gµ = δ(µ), |µ| <
k} is a solution to (3.8). Therefore, we must have gµ = δ(µ) for all |µ| < k and µ ∈ Ns0. Hence, (3.2)
holds. 
A generalized coiflet of order k is an orthogonal wavelet basis, which is generated by an orthogonal
M-refinable function φ such that (3.2) holds for some point c ∈ Rs . In particular, if (3.2) holds with
c = 0, then φ generates a classical coiflet of order k. Univariate classical coiflets have been introduced
by Daubechies in [2]. As argued in [2], since the orthogonal refinable function for a coiflet has some
good vanishing moments, its derived coiflet is of particular interest in numerical algorithms. For more
details on coiflets, see [2].
The following result is a direct consequence of Proposition 2.2 and Theorem 3.1.
Corollary 3.2. Let M be an s × s dilation matrix such that 2M−1 is an integer matrix (for example,
this condition holds when M = 2Is ). Then there is no real-valued compactly supported orthogonal M-
refinable function which is symmetric about a point and generates a classical coiflet.
Proof. According to Theorem 3.1, if there exists such a desirable orthogonal M-refinable function, then
its mask a must satisfy (3.1) with ca = 0. However, by Proposition 2.2, there is no orthogonal mask a
with respect to MZs such that a can be symmetric about the origin. 
4. Orthogonal refinable functions with axis symmetry
In this section, we shall investigate orthogonal refinable functions with axis symmetry. As a conse-
quence, we settle a conjecture in [13] by proving a stronger result.
We define the symmetry group Gaxis for the axis symmetry as follows:
Gaxis := {diag(ε1, . . . , εs): εj = −1 or 1 ∀j = 1, . . . , s}. (4.1)
Each element in Gaxis is an s × s diagonal matrix with entries in the diagonal being 1 or −1.
Now we have the following result about the dilation matrices that are compatible with the symmetry
group Gaxis.
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Then M = P diag(m1, . . . ,ms), where m1, . . . ,ms ∈ Z and P is an s × s permutation matrix.
Proof. For j = 1, . . . , s, it is easy to see that Is − 2ej eTj ∈ Gaxis, where ej denotes the unit j th coor-
dinate column vector in Rs . Since MEM−1 ∈ Gaxis for all E ∈ Gaxis, we have M(Is − 2ej eTj )M−1 =
I − 2[Mej ][eTj M−1] ∈ Gaxis. Since all the elements in Gaxis are diagonal matrices, it follows that
[Mej ][eTj M−1] is also a diagonal matrix and consequently Mej must be a vector with at most one nonzero
entry since eTj M−1 = 0. Since M is invertible, now it is straightforward to see that there exists an s × s
permutation matrix P such that PM is a diagonal matrix. 
Let Dj denote the partial differential operator with respect to the j th coordinate. For µ =
(µ1, . . . ,µs) ∈ Ns0, Dµ is the differential operator Dµ11 · · ·Dµss . The Lp smoothness of a function
f ∈ Lp(Rs) is measured by its Lp critical exponent νp(f ) defined by
νp(f ) := sup
{
n + ν: ∥∥Dµf −Dµf (· − t)∥∥
Lp(Rs )
 Cf |t|ν ∀|µ| = n, t ∈ Rs
}
.
For a symmetric M-refinable function φ with stable shifts, an efficient algorithm has been proposed in
[7, Algorithm 2.1] to compute ν2(φ) by taking into account the symmetry property of the mask for φ.
For the mask a in Example 1.1, we have ν2(φ2I2a ) ≈ 0.943009. For the mask a in Example 1.2, we have
ν2(φ
2I2
a ) ≈ 0.125454. For a finitely supported mask a on Z, it is well known that a satisfies the sum rules
of order k with respect to the lattice mZ if and only if its Fourier series aˆ(ξ ) contains a special factor
(1+e−iξ +· · ·+e−i(|m|−1)ξ )k, that is, aˆ(ξ ) = (1+e−iξ +· · ·+e−i(|m|−1)ξ )kbˆ(ξ ) for some finitely supported
sequence b on Z. Therefore, for a diagonal dilation matrix M = diag(m1, . . . ,ms) in dimension s, one
may require that the Fourier series aˆ(ξ1, . . . , ξs) of a finitely supported mask a on Zs should contain the
special factor
∏s
j=1(1 + e−iξj + · · · + e−i(|mj |−1)ξj ).
We have the following result for symmetric orthogonal refinable functions with a diagonal dilation
matrix.
Theorem 4.2. Let M = diag(m1, . . . ,ms) be a dilation matrix. Let φ be an orthogonal M-refinable
function with a finitely supported mask a on Zs . Assume that a is {Is,−Is}-symmetric with a center
c = (c1, . . . , cs) ∈ Rs and a satisfies the sum rules of order k with respect to the lattice MZs . Suppose
that aˆ(ξ1, . . . , ξs) contains the special factor
∏s
j=1(1+e−iξj +· · ·+e−i(|mj |−1)ξj ). For j = 1, . . . , s, define
univariate masks Pja by
[Pja](α) :=
∑
β1∈Z
· · ·
∑
βj−1∈Z
∑
βj+1∈Z
· · ·
∑
βs∈Z
a(β1, . . . , βj−1, α,βj+1, . . . , βs), α ∈ Z. (4.2)
Then for every j = 1, . . . , s, we have
(1) Pja is symmetric about the point cj : [Pja](2cj − α) = [Pja](α) for all α ∈ Z;
(2) Pja satisfies the sum rules of order at least k with respect to the lattice mjZ;
(3) Pja is an orthogonal mask with respect to the lattice mjZ;
(4) φmjPj a is an orthogonal mj -refinable function and νp(φ) νp(φ
mj
Pj a
) for all 1 p ∞.
Consequently, letting b(β1, . . . , βs) := [P1a](β1) · · · [Psa](βs) for all (β1, . . . , βs) ∈ Zs , we have
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(b) b satisfies the sum rules of order at least k with respect to the lattice MZs ;
(c) b is an orthogonal mask with respect to the lattice MZs ;
(d) φMb is an orthogonal M-refinable function and νp(φ) νp(φMb ) for all 1 p ∞.
Moreover, if mj = ±2 for some j , then νp(φMa ) 1/p for all 1 p ∞ and a can satisfy the sum rules
of order at most one with respect to MZs . Consequently, φMa cannot be a continuous function.
Proof. (1) can be easily checked and (2) follows directly from [5, Theorem 3.2]. Now we prove (3).
Without loss of generality, it suffices to prove that P1a is an orthogonal mask with respect to the lattice
m1Z. For the diagonal dilation matrix M = diag(m1, . . . ,ms), the discrete orthogonal relation in (2.8)
can be rewritten in terms of the Fourier series as follows:
|m1|−1∑
j1=0
· · ·
|ms |−1∑
js=0
∣∣∣∣aˆ(ξ1 + 2πj1m1 , . . . , ξs + 2πjsms
)∣∣∣∣2 = 1 ∀ξ1, . . . , ξs ∈ R. (4.3)
Since aˆ(ξ1, . . . , ξs) contains the factor
∏s
j=1(1 + e−iξj + · · · + e−i(|mj |−1)ξj ), it is easy to verify that
aˆ(ξ1,2πj2/m2, . . . ,2πjs/ms) = 0 for all ξ1 ∈ R and j = 0, . . . , |m| − 1 for  = 2, . . . , s provided that
not all j2, . . . , js are zero. Setting ξ2 = · · · = ξs = 0 in (4.3), we have
|m1|−1∑
j1=0
∣∣∣∣aˆ(ξ1 + 2πj1m1 ,0, . . . ,0
)∣∣∣∣2 = 1 ∀ξ1 ∈ R.
Note that P̂1a(ξ1) = aˆ(ξ1,0, . . . ,0). We conclude from the above identity that P1a is an orthogonal mask
with respect to the lattice m1Z. (4) is a directly consequence of (3) and [4, Theorem 2.5].
When mj = ±2 for some j , by (1) and (4), we know that φmjPj a is a symmetric orthogonal mj -refinable
function. However, it is known that up to an integer shift, the discontinuous Haar function χ[0,1] is the
only possible symmetric orthogonal 2-refinable function. Therefore, φmjPj a must be an integer shift of the
Haar function and consequently νp(φ
mj
Pj a
) = 1/p for all 1 p ∞. So, by (4), νp(φ) νp(φmjPj a) = 1/p
for all 1 p ∞. In particular, ν∞(φ) 0 which implies [4] that φ cannot be a continuous function. 
For construction of interpolatory or orthogonal masks for a general dilation matrix in any dimension
using the projection method, see [5]. For the analysis of the projection method and projectable multivari-
ate refinable functions, see [4].
He and Lai [8] and Lai and Roach [11,12] constructed some real-valued orthogonal masks a with
respect to the lattice 2Z2 such that a is {I2,−I2}-symmetric, has support [0,8]2 and the Fourier series of
a has the special factor (1 + e−iξ1)(1 + e−iξ2). It has been verified in [12] that these orthogonal masks
in [11,12] can have the sum rules of order at most one. Theorem 4.2 demonstrates that all the examples of
such bivariate orthogonal 2I2-refinable functions constructed in [8,11,12] are discontinuous and provide
the approximation order at most one.
In the univariate case, symmetric orthogonal refinable functions can be obtained by changing the
dilation factor from 2 to a dilation factor greater than 2. For example, for the dilation factors M = 3
or M = 4, symmetric orthogonal M-refinable functions have been constructed in [1,3,10]. Moreover,
C1 symmetric orthogonal 4-refinable functions have been reported in [3]. For more details and related
references on multi-band wavelets, see the book by Sun et al. [14].
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stronger result.
Theorem 4.3. Let φ ∈ L2(Rs) be an orthogonal 2Is-refinable function with a finitely supported real-
valued mask a such that a is Gaxis-symmetric with a center c/2, where c = (c1, . . . , cs) ∈ Zs . Then all
integers c1, . . . , cs must be odd numbers, the mask a can satisfy the sum rules of order at most one and
νp(φ) 1/p for all 1 p∞. In particular, φ cannot be a continuous function.
Proof. We prove the claims by induction on the dimension s. Obviously, all the claims in Theorem 4.3
hold when s = 1 since up to an integer shift the Haar function is the only real-valued compactly supported
orthogonal 2-refinable function which is symmetric about 1/2 (see [2]).
Suppose that we have verified Theorem 4.3 for the dimension s − 1. We now verify it for dimen-
sion s. By Proposition 2.2, it is impossible that all c1, . . . , cs are even numbers. Therefore, without loss
of generality, we assume that c1 is an odd number. Define a new sequence b on Zs−1 as follows:
b(β2, . . . , βs) =
∑
β1∈Z
a(β1, β2, . . . , βs), β2, . . . , βs ∈ Z.
Since a is Gaxis-symmetric with the center c/2, it is not difficult to check that the mask b is Gaxis-
symmetric with the center (c2, . . . , cs)/2. Now we show that b must be an orthogonal mask with respect
to the lattice 2Zs−1. Since c1 is an odd number, we have Z = (2Z) ∪ (2Z + c1). It follows from the
definition of the mask b that for α ∈ Zs−1:∑
β∈Zs−1
b(2α + β)b(β) =
∑
β∈Zs−1
∑
η∈Z
∑
γ∈Z
a(γ,2α + β)a(η,β)
=
∑
β∈Zs−1
∑
η∈Z
a(η,β)
∑
γ∈Z
a(γ + η,2α + β)
=
∑
β∈Zs−1
∑
η∈Z
a(η,β)
[∑
γ∈Z
a(2γ + η,2α + β) +
∑
γ∈Z
a(2γ + c1 + η,2α + β)
]
.
Since a is Gaxis-symmetric about c/2, we have a(2γ + c1 + η,2α + β) = a(−2γ − η,2α + β). So,∑
β∈Zs−1
b(2α + β)b(β) =
∑
β∈Zs−1
∑
η∈Z
a(η,β)
[∑
γ∈Z
a(2γ + η,2α + β)
+
∑
γ∈Z
a
(
2(−γ − η)+ η,2α + β)]
=
∑
β∈Zs−1
∑
η∈Z
a(η,β)
[∑
γ∈Z
a(2γ + η,2α + β) +
∑
γ∈Z
a(2γ + η,2α + β)
]
= 2
∑
γ∈Z
∑
β∈Zs−1
∑
η∈Z
a(η,β)a
(
2(γ,α)+ (η,β)).
Since a is an orthogonal mask with respect to the lattice 2Zs , (2.8) holds and∑
s−1
∑
η∈Z
a(η,β)a
(
2(γ,α)+ (η,β))= 2−sδ(γ,α) = 2−sδ(γ )δ(α) ∀γ ∈ Z, α ∈ Zs−1.β∈Z
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β∈Zs−1
b(2α + β)b(β) = 2
∑
γ∈Z
2−sδ(γ )δ(α) = 21−sδ(α) ∀α ∈ Zs .
So, b is an orthogonal mask with respect to the lattice 2Zs−1. Now by [4, Theorem 2.5], we conclude that
φ
2Is−1
b must be an orthogonal 2Is−1-refinable function such that νp(φ)  νp(φ
2Is−1
b ) for all 1 p∞.
Since b is Gaxis-symmetric with the center (c2, . . . , cs)/2, by induction hypothesis, we deduce that
νp(φ
2Is−1
b ) 1/p for all 1 p ∞ and all the integers c2, . . . , cs must be odd numbers. Moreover, b can
satisfy the sum rules of order at most one with respect to the lattice 2Zs−1. Consequently, νp(φ) 1/p
for all 1 p ∞ and all the integers c1, c2, . . . , cs are odd numbers. By [5, Theorem 3.2], if a satisfies
the sum rules of order k with respect to 2Zs , then b can satisfy the sum rules of order at least k with
respect to 2Zs−1. Since b can satisfy the sum rules of order at most one, we conclude that a can satisfy
the sum rules of order at most one. Note that ν∞(φ) 0 implies [4] that φ is not a continuous function.
By induction, all the claims in Theorem 4.3 hold. 
Let us finish this paper by some open problems on symmetric orthogonal refinable functions and
symmetric orthogonal wavelet bases.
Let M be a dilation matrix and G be a symmetry group with respect to the dilation matrix M . Let φ be
an orthogonal M-refinable function such that its finitely supported real-valued mask a is G-symmetric
with some center. In this paper, we did not discuss the issue about deriving an orthogonal wavelet basis
from an orthogonal refinable function. It is very interesting to know whether there exist finitely sup-
ported real-valued (symmetric/antisymmetric) sequences b,  = 1, . . . , |detM| − 1 on Zs such that
{|detM|j/2ψ(Mj · −β): j ∈ Z, β ∈ Zs,  = 1, . . . , |detM| − 1} is an orthogonal wavelet basis for
L2(R
s), where the wavelet functions ψ are defined to be
ψ := |detM|
∑
β∈Zs
b(β)φ(M · −β),  = 1, . . . , |detM| − 1.
If such (symmetric/antisymmetric) sequences b,  = 1, . . . , |detM| − 1, do exist in theory, then it is
important to have an efficient numerical algorithm to derive such sequences b,  = 1, . . . , |detM| − 1
from the mask a.
For any dilation matrix M , it has been shown in [5] that one can construct a finitely supported real-
valued orthogonal mask a with respect to the lattice MZs such that a can satisfy any preassigned order
of sum rules. On the other hand, we know from Theorem 4.3 that if a finitely supported real-valued
orthogonal mask a with respect to the lattice 2Zs has the axis symmetry, then a can satisfy the sum
rules of order at most one. Consequently, it is natural to ask whether for any dilation matrix M such that
|detM| > 2, one can always construct a finitely supported real-valued orthogonal mask a with respect to
the lattice MZs such that the mask a is {Is,−Is}-symmetric and a can satisfy any preassigned order of
sum rules.
Even when a mask a is a finitely supported orthogonal mask with respect to the lattice MZs and a
satisfies the sum rules of order one, its M-refinable function φ with mask a may not be an orthogonal M-
refinable function; a simple example is φ = χ[0,3] with M = 2 and aˆ(ξ ) = (1+e−i3ξ )/2. So far, it is still a
quite challenging question whether for any dilation matrix M there always exists a compactly supported
real-valued orthogonal M-refinable function with or without {Is,−Is}-symmetry and arbitrarily high
smoothness.
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