This note describe a method for dertermining cohomology endomorphisms of a space. Examples are taken for some flag manifolds.
where |u| stands for the grade of the enclosed u and Q, the field of rationals.
The integral cohomology for the space D(m) is not available in [1] due to the presence of 2-torsion in H * (SO(m); Z). However, with slightly more geometric investigation, the algebra H * (D(m); Z) can be shown to be as follows.
Let G(2n, 2) be the Grassmannian of oriented 2-planes through the origin in the Euclidean 2n-space R 2n . The canonical 2-plane bundle γ over G(2n, 2) will have the preferred orientation. Let x ∈ H 2 (G(2n, 2); Z) be the Euler classes for the oriented bundle γ.
The space D(2n) can be identified with the subspace of G(2n, 2) × · · · × G(2n, 2) (n-copies) consisting of n mutually orthogonal oriented 2-planes with their induced orientation on R 2n agrees with the standard one. Evidently we have n projections where the 4-divisibility of e i (x 2 1 , . . . , x 2 n ) follows from the 2-divisibility of
From the Wang sequence of the standard fibration
e., the bundle p has Leray-Hirsch property [6, p. 365] . Moreover it can be shown that p * (ι) = ± 1 2 x 1 · · · x n , where ι ∈ H 2n (S 2n ; Z) = Z is a generator and p * , the induced homomorphism. Therefore, Lemma 2 implies: 
3.
Let X denote one of the spaces F (n), D(m), or S(n). From the descriptions for H * (X; Z) two types of endomorphisms become apparent:
Example 2. Let Σ n be the permutation group on {1, 2, . . . , n}, and let S n be the full permutation group on {±1, ±2, . . . , ±n}. We set
For a α ∈ Φ(X) the standard action of α on H 2 (X; Z) extends uniquely to an algebra map H * (X; Z) → H * (X; Z), for which we denote still by α.
Hoffman proved that any endomorphism of H * (F (n); Z) has the form h α k for some k ∈ Z and α ∈ Φ(F (n)). We extends his result in: 
4.
In studying endomorphisms of an algebra, a technique of handling relations appears to be crucial. The proof of Theorem 1 serves the purpose of introducing the so called "quantification" method. By this we mean polynomial relations might be quantified, hence simplified, by evaluating them at appropriate quantities. More precisely, the proof of Theorem 1 will be based on the following numerical results. For a complex number y ∈ C denote respectively by y , and [y] for the sets of sequences
where, for instance,
Theorem 2. Let a 1 , . . . , a n ; r be some reals, and let ξ = e 
, then at most one of a 1 , . . . , a n is nonzero.
5.
The proof of Theorem 2 will be postponed until the next section and at this moment, we show how it leads to a proof of Theorem 1. Let h be an endomorphism of 
So h(y i ) = ay j for some a ∈ Z, 1 ≤ j ≤ n, by 1) of Theorem 2. Consider next X = D(2n), n > 4. Applying h to the standard equality (x 1 , . . . , x n ) 
, where g n−1,n−1 = r ∈ Q for degree reasons. Since the systems
Thus h(x i ) = ax j for some a ∈ Q, 1 ≤ j ≤ n, by 2) of Theorem 2.
The case X = D(6) requires additional treatment as assertion 2) of Theorem 2 does not apply to it. Assume, with respect to the Q-basis
Since h preserves the ideal, we have
3 ); and (5.1)
If l = 0 we are done, so we may assume that l = 0 (thus A has no zero row).
So one of the three complex numbers (a 2 i + a 3 ), (b 2 i + b 3 ), (c 2 i + c 3 ) must be zero. Assume, without losing the generality, that a 2 = a 3 = 0 (hence a 1 = 0). Then (5.2) becomes Proof of Theorem 1. Case 1. X = S(n), n ≥ 3. Since h must preserve the ideal we have, in particular, that h(y 2 1
all column sum of (a 
Further, as h must send integral classes to integral ones we have k ∈ Z by Lemma 2 and 3. This finishes the proof of Theorem 1.
Proof of Theorem 2.
Assume throughout this section that a 1 , . . . , a n ; r are some real numbers satisfying
where ξ = e π n (resp. η = e π n−1 ). Clearly we can also assume that a i ≥ 0 for all 1 ≤ i ≤ n (by replacing a i with sign(a i )a i when a i < 0). If r = 0, Theorem 2 is obviously true. So we may adopt the convention that r = 0.
Denote by C + the upper half complex plane {a + bi | a, b ∈ R, b ≥ 0}, and write
Since ξ k ∈ C + for all 0 ≤ k ≤ n − 1 (resp. η l ∈ C + for 0 ≤ l ≤ n − 2), and since a i ≥ 0, the set H 1 (resp. H 2 ) of complex numbers can be considered as a subset of C + . We observe first of all that:
Lemma 5. If the sequence a 1 , . . . , a n , n ≥ 3, contains more than one nonzero entry then
Proof. Let ϕ be the polar angle function (with respect to the oriented real axis) on nonzero complexes. Take a base point ω 0 ∈ H 1 (resp. ω 0 ∈ H 2 ) with
Clearly if the sequence a 1 , · · ·, a n contains more than one nonzero entry then we have 0 / ∈ H i , and for all
This indicates that, since ω 2n
On the other hand a common lower bound for #H i can be obtained as follows. Since both sets H i are invariant under the given action of Σ n we can assume, without loss the generality, that a 1 ≥ a 2 ≥ · · · ≥ a n . Thus a partition r 1 , · · ·, r k for n (i.e., r i ≥ 1, Σr i = n) can be found so that, if
For a pair of integers 1 ≤ i < j ≤ n let (i, j) ∈ Σ n be the transposition of i and j. It is easy to see that the cardinality of the set
where id ∈ S n is the identity. We use this to show:
Proof. It suffices to show that if α, β ∈ Σ n with α = β, then ω α = ω β (resp. ω α = ω β ). We verify the first assertion for instance. If one of α, β is the identity, it is clearly true. Assume α = (i, j), β = (i , j ) ∈ Σ n are such that
Comparing the real and imaginary parts gives
Taking the quotient of (6.2) by (6.3) yields tg
We may assume that Summarizing ω α = ω β (resp. ω α = ω β ), α, β ∈ Σ n , will imply α = β by (6.4) and (6.7). This completes the proof of Lemma 6.
a combination of Lemma 5 and 6 gives:
Lemma 7. If the sequence a 1 , . . . , a n , n ≥ 3, contains more than one nonzero entry, then a 1 = · · · = a n = b for some b = 0.
We complete the proof of Theorem 2 by showing:
Proof. Here we have H
It suffices to show that (6.8) #J 1 = n ≤ 2 (resp. #J 2 = n − 1 ≤ 3).
Let S 1 be the circle in the complex plane centered at ω 0 (resp. ω 0 ) with radius 2|b|. Then J i ⊂ S 1 , i = 1, 2. On the other hand, if we let S 2 be the circle centered at 0 with radius |r| 1 2n resp. |r| , then we have J 1 ⊂ S 2 since (ω k ) 2n = r for all 1 ≤ k ≤ n (resp. J 2 ⊂ S 2 ∪ 0 since (ω k ) 2n = r(ω k ) 2 for all 1 ≤ k ≤ n − 1). (6.8) is now verified by
Remark 1. The following result, on which the main results of [2] and [3] are based, was first proved in [4] and a different proof was given in [2] .
"If u ∈ H 2 (F (n); Z) and u n = 0, then u = at i for some a ∈ Z, 1 ≤ i ≤ n." Our proof of Lemma 4 indicates that its analogue holds also for the spaces S(n) and D(2n + 1).
Remark 2.
One may find the following corollary of Lemma 7 useful in verifying the assertion made in Section 3, exceptional Case 4.
"Let a 1 , · · ·, a 4 ; r be some reals, and let η = e , then we have either 1) at most one of a 1 , . . . , a n is non-zero or, 2) |a 1 | = · · · = |a 4 |." Instead, a proof based on Lemma 2 will cause tedious computation.
