In this paper, a multi-mode bi-objective resource investment problem in which the first objective function tries to minimize the completion time of the project and the second one tries to minimize the total resource costs is considered. Due to problem complexity, two modified meta-heuristic algorithms namely NSGA-II and MOPSO are applied to solve the model. To compare the algorithms, a set of test problem is considered. Furthermore, a MADM approach called TOPSIS is applied to compare the algorithms' results. To compare the algorithms' performance, six well-known metrics, as well as the graphical comparison are considered. Finally, the computational results declare that NSGA-II has better performance regarding the performance metrics.
Introduction
One of the most prominent branches of project scheduling is Resource Constraint Project Scheduling Problem (RCPSP). By using RCPSP, several important problems, such as Job-Shop problem, are modeled [1] . In RCPSP, to execute the activities of the project, resources are determined to the specified level and activities should be scheduled in such a way that they don't need the resources over the specified level during the project execution. Blazewicz [2] proved that RCPSP is a NP-hard problem. Recently, researchers have presented models in which determining the resource level is one of the variables of the problem. This problem is known as Resource Investment Problem (RIP). This problem is discussed by Mohring [3] and is proved to be a NP-hard problem. Moreover, he proposed an exact solution method and solved several problems with 16 activities and 4 renewable resources. [4] presented another exact algorithm called Resource Availability Cost Problem (RACP) for RIP. His algorithm is based on branch and bound method for SMRCPSP by Demeulemeester and Herroelen [5] . Zimmermann and Engelhardt [6] http://www.ispacs.com/journals/acte/2015/acte-00195/ International Scientific Publications and Consulting Services developed a time-window based branch-and-bound algorithm enumerating integral start times of activities. By using Lagrangian relaxation and column approaches, Drexl and Kimms [7] defined the lower bounds and upper bounds. Akpan [8] used a heuristic procedure to solve RIP. To solve RIP, Shadrokh and Kianfar [9] developed a modified genetic algorithm and examined it with a set of problem. Nubel [10] proposed a procedure for RIP/max based on the consideration of fictitious resource capacities and the resolution of resulting resource conflicts. Nubel [11] introduced a generalization of RIP/max, and developed a depth-first branch and bound procedure to solve it. Many of the recent researches in project scheduling focus on maximizing the NPV of the project using the sum of positive and negative discounted cash flows throughout the life cycle of the project. It has been shown, for example, that a project in which progress payments are involved and which is scheduled optimally to minimize project duration may not yield the highest NPV or financial return to the firm. Russell [12] introduced the problem of the maximizing NPV in the absence of resource constraints. He proposed a successive approximation approach to solve the problem. Grinold [13] added a project deadline to the model, formulated the problem as a linear programming problem, and proposed a method to solve it. Doersch and Patterson [14] presented a zero-one integer-programming model for the NPV problem. Their model included a constraint on capital expenditure of the activities in the project, while the available capital increased as progress payments were made. Bey et al. [15] considered the implications of a bonus/penalty structure on optimal project schedules for the NPV problem. Russell [16] considered the resource-constrained NPV maximization problem. He introduced priority rules for selecting activities for resource assignment based upon information derived from the optimal solution to the unconstrained problem. Najafi and Niaki [17] introduced a new RIP in which the target was to maximize the discounted cash flows of the project payments and called it resource investment problem with discounted cash flows (RIPDCF). Najafi et al. [18] extended RIPDCF with generalized precedence relations and proposed a parameter-tuned GA to solve it. Najafi et al. [19] imposed Generalized Precedence Relations (GPR) in the model. Furthermore, the inflation factor such that forces the project not to be finished beyond the deadline was also considered. In addition, a genetic algorithm (GA) using a new three-stage process is designed to solve the problem. To the best of authors' knowledge, all the literature mentioned above, considered one objective function; however, in this paper, we consider two objective function in which the first one tries to minimize the project completion time while the other tries to minimize total resource costs. In addition, each activity has multiple execution modes, depending on the duration and their resource demand. To solve this problem, regarding problem complexity, two modified meta-heuristic algorithm, NSGA-II and MOPSO, are applied. Furthermore, a set of problem is considered to compare the algorithms' results. Besides, to compare the algorithms, sixth well-known performance metrics are used. Likewise, due to the incompatible objective functions as well as our pareto-based method, we will have a set of solution and hence, a MADM approach called TOPSIS is applied. Finally, the sensitivity analysis in terms of problem's performance is fulfilled. The rest of the paper is organized as follow; in section 2, we define the problem. In addition, we mathematically formulate the problem. Then in section 3, however, two applied meta-heuristic algorithms are discussed. In section 4, we compare the algorithms' results. Finally, the conclusion and future research come on section 5.
Preliminaries and notations
A project with n activities is assumed. The precedence relations of activities are considered to be finish to start with zero time lags. Activities are represented in an AON networks, in which Nodes 1 and n, initial and terminal nodes respectively, are considered to be dummies. Consequently their duration and resource requirement are equal to zero. Each activity j has = {1, … , } execution mode, which each mode m determine the activity's duration djm. Also each activity j has a set of predecessor activities Pj. There are http://www.ispacs.com/journals/acte/2015/acte-00195/ International Scientific Publications and Consulting Services k=1, …, renewable resource types with rjmk denoting the resource requirements of activity j in mode m with respect to resource type k. Each resource k has constant resource availability Rk over the project duration and a resource cost of Ck for each units of available capacity. The activities are considered to be nonpreemptive. Considering w1k= wnk= 0, = 1, … , and |M1| = |Mn| =1. For each activity j, each efficient mode (djm , rjm) is allowed as long as rjmk djm ≥ wjk for each resource type k. A mode is efficient if every other mode has a strictly higher resource requirement for at least one resource k. Moreover, we presume that the modes of each activity are sorted in the order of non-decreasing duration. The first objective of the problem is to schedule each activity of a project in one of its defined modes in order to minimize the project makespan; however, the second objective is to minimize the total cost of resource capacities subject to precedence and resource constraints. Due to the objective functions, the problem has two decision variables. Including xjmt and Rk. let xjmt =1, if activity j in mode m is finished at time t and 0 otherwise. The mathematical model is as follow:
The first objective function (2.1) represents the project makespan. However, the second objective function (2.2) shows total cost of the resource capacities. Constraint (2.3) assures that each activity has only one execution mode and finish time. Constraints (2.4) and (2.5) illustrate the precedence and resource constraints, respectively. Finally, Constraints (2.6) and (2.7) determine that the decision variables are binary and positive integer variables, respectively.
Main section
In this section, chromosome representation, generating of chromosomes and the operators of the multi-objective evolutionary algorithms (MOEA's) called NSGA-II and MOPSO, which have been applied to many complex problems, are discussed as follows. http://www.ispacs.com/journals/acte/2015/acte-00195/ International Scientific Publications and Consulting Services
Chromosome representation and objective function
Designing a suitable chromosome representation is one of the essential phases of the process of solving any problem. Since both of the NSGA-II and MOPSO are population-based algorithms, we design similar solution representation. This representation consists of three parts. The first part is an activity sequence, which has been proposed by Hartmann [20] . The second part, however, is a list of available resource capacities. Finally, the third part, called mode list, represents the selected mode for each activity. For example, the chromosome structure for a solution I is shown in Eq. (3.8). 
Generating of Chromosomes
The first part of this representation is activity list which is a precedence feasible permutation of the set of activities. The second part, capacity list, consists of a number of resources employed for this problem. This part should also be feasible. In order to construct a feasible capacity list, we should choose a number for each employed resource between the defined lower and upper bounds. The lower and upper bounds are described through Eqs. (3.9) and (3.10).
In order to decode the chromosome, we use the serial scheduling scheme method. This method includes n steps so that in each step one activity, considering precedence relations as well as availability of required resource, is scheduled. Each solution or individual of the MOEAs has a fitness value. However, because of existence of model constraint, generally it is not possible to expect a random generated solution being feasible. Therefore, different methods are developed for removing infeasible solutions from the population. One of the popular techniques is called Repair approach, through which we can change the infeasible solution to the feasible one. It should be noted that the infeasible solution has one of these features; whether at least one activity is started while, one of their predecessors has not been yet finished or the resource capacity is higher than the employed one. In this paper, Repair approach is applied to infeasible solutions.
Non-dominated Sorting Genetic Algorithm (NSGA-II)
NSGA-II is one of the well-known algorithms in case of multi-objective optimization. It is a revised version of NSGA, which is introduced by Srinivas and Deb [21] . NSGA uses Goldberg's domination Criterion to assign ranks for the solutions. Fitness sharing also applied to NSGA to control diversity of solutions in the solution space. NSGA was seriously criticized since its Performance highly depends on the parameters of the fitness sharing and other parameters used in the structure of the algorithm. Hence Deb et al. [22] proposed an extended version of NSGA, namely NSGA-II. Ranking of the solutions is performed via use of Goldberg's domination criterion. But as stated in the original reference Deb et al. [23] , the complexity order of NSGA-II is reduced by a factor of N according to its predecessor (NSGA), where N indicates the number of solutions (population size). NSGA-II uses a fast non-dominated sorting, with the complexity of O(MN2), to assign the ranks of individuals in the population with size N, where the multi-objective optimization problem has M objective functions. Diversity of solutions is controlled by Crowding Distance in NSGA-II. Crowding distance is defined for the same rank solutions. The lower the crowding distance, the more http://www.ispacs.com/journals/acte/2015/acte-00195/ International Scientific Publications and Consulting Services crowded the area where the solution is in; and vice versa. So, among two solutions with the same rank, the one with the higher crowding distance is preferable. Mechanism of evolution in NSGA-II is illustrated in Figure 1 , where Pt indicates the main population at iteration t. To create offspring population, a number of the main populations are selected and then, crossover, mutation, local search and movement, which are discussed further, are used to create offspring population Qt. to select parents from main population, the binary tournament selection rule is applied. In binary tournament selection rule, firstly, two solutions are selected randomly from the population. The one with lower rank is selected if the solutions are from different ranks. If the solutions have same rank, the one with higher crowding distance is selected. Crossover and mutation operations are applied to the solutions in mating pool, after creating Qt, Main population and offspring population are merged to create a larger population, named Rt. Fast Non-dominated sorting is performed and the solutions in Rt are sorted in several fronts in which the first front F1 is being completely members in current population Rt. To create the main population of the next iteration Pt+1, with the same size as Pt, it is necessary to perform a selection operation. The fronts are added to Pt+1, in increasing order of ranks, until the capacity of Pt+1 is not exceeded. If without a front, Pt+1 has fewer elements than Pt, and with it, Pt+1 has more elements than Pt, the front must selected partially. To do so, the elements of the front are sorted by crowding distances in decreasing order, and the elements of next iteration are selected from top of the front. 
Mutation
Mutation is an operator which only applied on activity list. We defined three different operators which change the activities sequence, but only one of them will be applied to the selected chromosome. To choose one of these methods, an integer number r from the interval [1 3] is randomly selected. It should be mentioned that both capacity and mode lists for the new chromosome will be obtained through the selected member. The first mutation operator called Swap selects two integer number, r1 and r2, randomly from the interval [2 n-1]. We consider the smaller number r1. Note that the initial and terminal node can't be changed. Let = (( 1 , … , ), ( 1 , … , ), ( 1 , … , )) be the selected chromosome for mutation. For r1< r2, the activity list of I is replaced by ( 1 , … , 1−1 , 2 , 1+1 , … , 2−1 , 1 , 2+1 , … , ) . An example of this operator is illustrated in Figure 2 . The second operator called insertion, selects two integer number, a and b, randomly from the interval [2 n-1]. These numbers are the selected activity and their new place, respectively. Therefore, let the activity list of the selected chromosome be ( 1 , … , −1 , , +1 , … , −1 , , +1 , … , ) . after applying insertion, activity list will be ( 1 , … , −1 , +1 , … , −1 , , , +1 , … , ). An example of this operator is illustrated in Figure 3 . It should be mentioned that we assume a=1, b=3. 
Crossover
Crossover is also used on activity list. We use two permutation-based crossover operators for the activity list of chromosome. Figure 5 . Note that the capacity and mode lists for first and second children are selected through first and second parents, respectively. 
Local Search
This operator is applied on the second part, capacity list, of a chromosome. Supposing chromosome I has been selected for this operator, firstly, an integer random number, k, is selected from the interval [1 ] and is replaced by − 1, if only ≥ , and otherwise it does not change. As mentioned before, the mutated chromosome may be infeasible. Therefore, the Repair technique is used. http://www.ispacs.com/journals/acte/2015/acte-00195/ International Scientific Publications and Consulting Services
Movement
By applying Movement operator, we are trying to minimize both first and second objective, by changing the activity list and capacity list. Consider = (( 1 , … , ), ( 1 , … , ), ( 1 , … , ) ) as selected chromosome to be moved. First of all, to obtain activities start time and the amount of resources, which are used in each unit of time, serial scheduling scheme is considered. Let be the set of all time intervals for which resource type k is at its maximum level, , for chromosome I. Note that if > MR k I , can be replaced by and I is improved. We do this operation before local search. For chromosome I and resource k = 1, .., , activity i is defined to be the Effective Activity (EA), if this activity, or parts of it, is scheduled during time intervals contained in . i.e., considering one of interval in which resource k is at its maximum level is [Si, Si+di] . In general, there will be more than one effective activity. Let AEAk, the set of all effective activities, which is executed in one of the interval that we have highest used resource k. Hence, one of the activities in AEAk, which is randomly selected, is shifted to the right. So a new schedule is obtained. It should be remarked that each time the activity is selected and shifted to the right, we find different solution. Note that by changing activity's place, the scheduling may be infeasible. So, to make it feasible, the Repair approach is also applied. Now we can present the Movement structure as follow: Note that each time this operator is applied to a chromosome, the outcome would be different. Therefore, we add tournament selection technique to this operator in which, we run Movement operator on the selected chromosome. By sorting the outcomes through the concepts of domination and crowding distance, the best outcome would be selected as the outcome. Note that if we have more than one outcome, which has not been dominated, one of them would randomly be selected.
Multi-objective Particle Swarm Optimization (MOPSO)
Particle Swarm Optimization (PSO) has massive applications in the field of optimization, due to its simplicity and fast convergence rate. In PSO, particles use information of the best solutions found so far, namely personal best, and best solution found so far by whole swarm (population) members, which is called global best. Any particle has a velocity vector and position vector, and these properties are updated at each iteration of PSO. The velocity and position update rules are described in Eqs. (3.11) where i is the particle index, j is the dimension index, t is the iteration counter, w is the inertia factor, C1 is the personal learning coefficient, C2 is global learning coefficient, and r1 and r2 are random numbers uniformly distributed in [0, 1]. xij,vij, and pij are jth element of position, velocity, and personal best position, for particle i, respectively. gj indicates the jth element of global best position found so far. Coello Coello et al. [24] presented a multi-objective version of PSO, called MOPSO. Because in the framework of multiobjective optimization the ''global best'' could not be defined, MOPSO uses an external archive of nondominated solutions, called repository, and particles randomly select their leader from repository. The members of repository, which are in the less crowded regions of the search space, are more likely to be selected as leaders. A grid-based structure is defined within MOPSO to give a crowding criterion for the search space explored so far. After a particle finishes the update process, its best position must be updated too. The update is performed in relation (3.13):
After all, Non-dominated particles are added to repository and dominated members of repository are deleted. This completes an iteration of MOPSO. It should be remarked that if the number of Non-dominated particles are greater than Repository's size, extra members are deleted via crowding distance concept. If we have same crowding distance, they are deleted randomly.
Mutation
This operator deserves a more detailed discussion. PSO is known to have a very high convergence speed. However, such convergence speed may be harmful in the case of multi-objective optimization, because a PSO-based algorithm may converge to a false Pareto front. On the other word, PSO-based algorithm may trap in local optimum. This drawback of PSO is obvious in some problems in which the original approach did of PSO does not perform very well. Therefore, a mutation operator that tries to explore with all the particles at the beginning of the search is applied. Then, we decrease rapidly (with respect to the number of iterations) the number of particles that are affected by the mutation operator (see Figure 6 ) [24] . Note that our mutation operator is applied not only to the particles' activity lists, but also to resource level, called capacity list. It should be mentioned that for each selected particles, an integer number in the interval [0 1] is chosen. If it is 0, the activity list of the selected particles would be affected; else the capacity list via local search operator is modified. Remark that at the beginning, all the particles in the population are affected by the mutation operator (as well as the full range of the decision variables). This intends to produce a highly explorative behavior in the algorithm. As the number of iterations increases, the effect of the mutation operator decreases.
Numerical examples
In this section, in order to compare the algorithm's results, a set of standard problem using PSPLIB is designed. Examples as many as 33, including problems with 10, 20 and 30 are applied. In addition, to examine algorithms' efficiency on great problems, designed examples with 60, 90 and 120 activities are also applied. Depending resource requirement and duration, each activity has five different execution modes. Besides, we assumed four different type of renewable resource. To compare algorithms' performance, we use six different performance measures. For tuning the parameters of algorithms, first we identify most important factor of algorithms, which have much more effect on results, then, Taguchi method is considered. On the other hand, a MADM approach is applied to compare the outcomes differently. All the results are calculated by using the Matlab 2011.
Parameters Tuning
This section describes how parameters of the algorithms are tuned. As it is clear, one of the most important factors that can change performance of the meta-heuristic algorithms is the value that our parameters are set on. Therefore, since different combinations of the parameters can lead to different results, we have tried to set our parameters on the most appropriate values in each of our algorithms [19] . To do so, in the beginning we design an experiment to determine effective parameters. Through this approach for NSGA-II, maximum iteration, population size, crossover probability (pc), and mutation probability (pm), local search probability (pl) and movement probability (pmo) are determined as effective factors and for MOPSO, repository size, maximum iteration, mutation probability (pm), inertia factor (w), personal best (C1), and global best coefficient (C2) are determined as effective factors. After finding effective parameters, we used Taguchi approach to optimize the algorithms' parameters. The values for the parameters are shown in Table 1 . 
Performance Metrics
Generally, in single-objective optimization, the goal is to find optimum solution of the problem. However, in multi-objective optimization, due to competing and conflicting nature of the objectives, two goals are searched during iterations of the algorithms which are (a) convergence to the Pareto-optimal set and (b) http://www.ispacs.com/journals/acte/2015/acte-00195/
International Scientific Publications and Consulting Services maintenance of diversity in solutions of the Pareto-optimal set Deb [25] . To evaluate these two goals more accurately, different metrics are usually defined. In this paper, six popular performance metrics are chosen and calculated for each of the proposed algorithms.
Number of Pareto Solution (NPS)
This metric is used for showing the number of solutions in optimal Pareto Front that is obtained for each of the meta-heuristic algorithms. The more NPS an algorithm has, the higher fitness value it earns.
Spacing (S)
This metric which was introduced by Schott [26] is used for measuring the extent of spread among the obtained solutions. The metric is formulated by the Eq. (4.14):
(4.14)
In Eq. (14), Q is the number of pareto solution. Also, and is defined through Eqs. 
Maximum Spread (MS)
This metric was introduced by Zitzler [27] and is also named diversity. The MS metric is formulated as Eq. (4.17) and is used for measuring the diagonal length of a hyper box that is formed by extreme function values observed in the Pareto curve.
(4.17)
In this equation, M and Q denotes number of the objective functions and number of the Pareto solutions respectively. Since more diversity of the Pareto curve is our interest, the higher value of MS shows better desirability.
Non-uniformity of Pareto Front (NPF)
This metric is used for measuring the non-uniformity of the distribution of a Pareto curve and is formulated as Eq. (4.18):
Where, again like spacing metrics, the less value of this metric present more desired value.
Mean ideal distance (MID)
It is used for measuring the closeness between Pareto solution and an ideal point. According to the objective functions, we consider (0,0) as an ideal point. This metric is formulated as Eq. (4.19) and as it is clear that http://www.ispacs.com/journals/acte/2015/acte-00195/
International Scientific Publications and Consulting Services less value of MID is of interest. In this equation n denotes the number of non-dominated set and f1i and f2i denote the first and second objective value of ith non-dominated solution respectively.
CPU Time
This metrics show the duration of the meta-heuristic algorithms. It is obvious that less value of CPU time has more credit.
Results
To evaluate the performance of algorithms, for each of test problems, six performance metrics are investigated and the results are shown in Table 2 . Results of Table 2 are also illustrated in Figure 7 graphically. Then, these results are evaluated statistically by means of two types of test, called t-test and Mann-Whitney test. t-Test performs a parametric hypothesis test for evaluating equality of two population means; however, Mann-Whitney test performs a nonparametric hypothesis test and is used for testing the equality of two population medians. Outputs of these statistical tests are shown in Table 3 . Now, via mentioned Figures and Tables, metrics can be assessed. But first, it is worth to be restated that for NPS and MS metrics, the more value presents a better one, while as for the rest of the metrics (S, MID, NPF and CPU Time) the less value presents a better one.
In the last row of Table 2 , the average of each metric on 33 test problems is calculated. According to these values in terms of the average, for mean ideal distance (MID), number of the Pareto solution (NPS), maximum spread (MS), spacing (S) and non-uniformity Pareto solution (NPF), NSGA-II is better (with its values). However, according to t-Test and Mann-Whitney, for S and MS, we can't prove that the algorithms have significant importance, respectively. These results can be seen clearly in Figure 7 . According to this Figure, it shown graphically that NSGA-II obtains more Pareto solutions (NPS) and maximum spread. Besides, it has less mean ideal distance within the Pareto front (MID), as well as less non-uniformity Pareto Front (NPF) in comparison with MOPSO. However, in the metric called CPU Time, MOPSO works better (with its less value). It should be mentioned, in the last row of Table 2 , those average values which represent better performance are in bold. Therefore, for CPU Time the average value of MOPSO is in bold and for other metrics, NSGA-II does so. These differences of the performance of the algorithms can be proved more comprehensively through outputs of Table 3 . In Table 3 , two types of statistical tests are performed. The first test is a t-test which performs similarly but on means of the outputs instead their medians (H0:la = lb and H1:la ≠ lb). The second test type is Mann-Whitney test which tests equality of the medians of the two algorithms (H0:ga = gb) vs. the non-equality of them (H1:ga ≠ gb). According to the outputs of these tests, since the P-value of NPS, MID, MS, NPF and CPU Time tests are less than our considered significant level (α = 0.05), the null hypotheses (H0) are rejected. Now by checking the average of the metrics, presented in 
TOPSIS approach
Since none of the defined algorithms has been better in all the metrics, we can't certainly determine which algorithm has the best performance. Therefore, a Multi Attribute Decision Making (MADM) approach namely TOPSIS is applied. TOPSIS introduced by Hwang and Yoon [28] is used to rank the given alternatives of the Pareto solutions obtained by NSGA-II and MOPSO. The basic concept of TOPSIS determines the positive ideal solution(S + ) as well as the negative ideal solution (S − ) and then finds the best compromise solution which is the closest to S + and the farthest from S-from the Pareto set according to the decision maker's objective weights. The positive (resp. negative) ideal solution has the smallest (resp. smallest) makespan and the smallest (resp. largest) resource cost in the Pareto solutions. The process of TOPSIS to determine the best compromise solution is presented as follows:
Step 1. Input S and W, where the element Sij is the jth objective value of the ith alternative (that is, S is composed of the Pareto solutions), Wj is the weight of the jth objective, and we must satisfy ∑ 2 =1 = 1.
Step 2. Normalize S to be ̌= [̌1 1 ,̌1 2 ;̌2 1 ; … ,̌1,̌2] according to the Eq. (4.20).
Step 3. Construct the weighted normalized decision matrix ̂= [̌1 1 ,̌1 2 ;̌2 1 ; … ,̌1,̌2] using the Eq. (4.21).
Step 4. Use the Eqs. Where 0 < < 1.
Step 7. Choose the best compromise solution whose relative closeness Hi is the closest to 1.
We used this method to analysis the results in terms of problems' size. We classify examples by their size in four groups. The first group consists of examples with 10 activities. The second and third ones have 20 and 30 activity, respectively. The fourth group, however, consists of the problem with more than 30 activities. Finally, TOPSIS approach is applied considering all the examples. The results are discussed in Table 4 . According to the Table 4 , NSGA-II in problems with 10 activities has 0.8975 values. In contrast, MOPSO has gain just 0.1025. However, it is clear that by increasing the number of activities, MOPSO has better performance. Moreover, when all the examples are considered, NSGA-II with 0.8303 values has gain better result. As a result, we conclude that NSGA-II has better performance; however when we investigate the problem considering the number of activities, we understand that MOPSO has better performance when it faces larger problems. Nevertheless, in compare to NSGA-II, it has still worse performance. 
Conclusion
In this paper, the multi-objective resource investment problem is discussed. In addition, each activity, regarding their resource requirement and duration, has multiple execution modes. To solve this problem, two well-known meta-heuristic algorithms, called NSGA-II and MOPSO are applied. To analysis the performance of the algorithms, six performance criteria for multi-objective optimization are used. The outcome from statistical t-tests shows that NSGA-II in NPS, MID, MS and NPF metrics have better performance; however, MOPSO has gain better results in CPU Time. Furthermore, in other metrics, we could not determine which of them is better. Nevertheless, the Mann-Whitney test is different in some cases. It illustrates that NSGA-II has better performance in NPS, MS and NPF, and MOPSO has been better in CPU Time criterion. In other metrics, however, the algorithms do not have significant difference. As a result, we could not determine the most efficient algorithm. Hence, a MADM approach called TOPSIS is applied. Considering all the examples, NSGA-II is more efficient; nevertheless, when we analysis example separately, considering their size, it is proved that as the examples become larger, NSGA-II has worse performance. In contrast, MOPSO has better performance. But it is clear that NSGA-II still has better performance. Future work may include model extension by adding new constraint, i.e., we can consider GPR precedence constraint, or another objective function. It may also be possible to add other types of resource to the model. Solving the model with the other algorithms and comparing the result would also be a good idea for further research. Finally, the authors believe that we can apply other types of costs to the model.
