We derive lower bounds in rational approximation of given degree to functions in the Hardy space H 2 of the unit disk. We apply these to asymptotic errors rates in rational approximation to Blaschke products and to Cauchy integrals on geodesic arcs. We also explain how to compute such bounds, either using Adamjan-Arov-Krein theory or linearized errors, and we present a couple of numerical experiments. We dwell on a maximin principle developed in [6] .
Introduction
Rational approximation to a given function on a curve in the complex plane is a classical topic from analysis, and a cornerstone of modeling and design in several areas of applied sciences and engineering. Special interest attaches to the case where the approximated function extends holomorphically on one side of the curve. In connection with system identification and control, such issues typically arise on the line or the circle where they make contact with extremal problems in Hardy spaces [4, 15, 33, 29, 30, 32, 43] . Our model curve in this paper will be the circle, though everything translates easily to the line. The criterion under examination will be the L 2 -norm. From the approximation-theoretic viewpoint, much attention has been directed towards error rates, in connection with smoothness of the approximated function. Let us mention Peller's converse theorems on the speed of rational approximation [33] , Glover's construction of near-best uniform rational approximants [15] , Parfenov's solution of a conjecture by Gonchar on the degree of rational approximation to holomorphic functions on compact subsets of the domain of analyticity [31] , the Gonchar-Rakhmanov estimates in uniform rational approximation to sectionally holomorphic functions off an S-contour, and its generalization to best L 2 and L p approximants in [8, 42] . The present paper is, in part, a sequel to [8] . In the latter reference best L 2 and L ∞ rational approximants are compared in the n-th root sense, whereas here we compare them in norm. We emphasize that the L 2 norm and weighted variants thereof are of great importance in applications, due to their interpretation as a variance in a stochastic context. Moreover, best rational H 2 approximants have the interesting property of being attained through interpolation [26] . Note also that certain functions, like Blaschke products, can be approximated in H 2 -norm but not in the uniform norm by rational functions. A key to the above-mentioned comparison is the derivation of lower bounds on the L 2 approximation error. Lower bounds in approximation are usually difficult to obtain; we dwell here on a topological machinery developed in [6] which expresses the approximation error as the solution to a max − min problem, and we rely as well on the Adamjan-Arov-Krein theory of best uniform meromorphic approximation. We prove a somewhat general result (Theorem 4) which gives a lower bound on the L 2 -best rational approximation error of given degree, in terms of the ratios of L 2 and L ∞ norms of the singular vectors of the Hankel operator with symbol the approximated function. We then apply it to three cases where these ratios can be estimated: rational functions, Blaschke products, and Cauchy integrals on geodesic arcs. We use also the max − min principle to study linearized errors as a means to compute further lower bounds. We also include numerical experiments, some of which give excellent accuracy to estimate the H 2 error in rational approximation (see Table 1 in Section 7). To the author's knowledge, such results are first of their kind.
The paper is organized as follows. After some preliminaries on Hardy spaces in Section 2, we present in Section 3 the approximation problems that we consider. Section 4 is an introduction to the results of [6] and it contains a basic account of the Adamjan-Arov-Krein theory. We derive in Section 5 our main theorem giving lower bounds in L 2 rational approximation, and we apply it to cases mentioned above. Finally, in section 6, we discuss linearized errors.
Notations and Preliminaries
Let D be the unit disk in the complex plane C, and T the unit circle. We denote by C(T) the space of continuous, complex-valued functions on T. For 1 ≤ p ≤ ∞, we put L p = L p (T) for the familiar Lebesgue space of complex measurable functions on T such that
θ∈ [0,2π] |f (e iθ )| < ∞.
Hereafter, we let H 2 = H 2 (D) be the Hardy space of holomorphic functions in D whose Taylor coefficients at 0 are square summable:
We refer the reader to [14] for standard facts on Hardy spaces. By Parseval's relation
and the map
is an isometry from H 2 onto the closed subspace of L 2 comprised of functions whose Fourier coefficients of strictly negative index do vanish. As is customary, we shall identify H 2 with this subspace so that the distinction between f and f * as well as f H 2 and f * 2 will disappear. This conveniently allows one to regard members of the Hardy class both as functions on D and on T. From the function-theoretic viewpoint, the correspondance f → f * is that f * (e iθ ) is almost everywhere the limit of f (z) as z tends non-tangentially to e iθ within D.
We putH 2,0 =H 2,0 (C \ D) for the companion Hardy space of holomorphic functions in C \ D, vanishing at infinity, whose Taylor coefficients there are square summable:
The map
is an isometry fromH 2,0 onto the closed subspace of L 2 comprised of functions whose Fourier coefficients of non-negative index do vanish, and as before we identifyH 2,0 with the latter. Clearly we have an orthogonal sum:
In fact, it holds that f ∈H 2,0 if and only if the functionf given by
lies in H 2 , and the map f →f is an involutive isometry of L 2 sending H 2 ontoH 2,0 . Actually,f has same modulus as f pointwise on T since f (1/z) = f (z) when |z| = 1. If f is holomorphic on Ω, then f ♯ (z) = f (1/z) is holomorphic on the reflection of Ω across T, and if f is rational f ♯ is likewise rational. Of course, a relation like f ♯ =f must be understood to hold on T only. We let P + Σ k∈Z a k e ikθ = Σ k≥0 a k e ikθ and P − Σ k∈Z a k e ikθ = Σ k<0 a k e ikθ indicate the so-called Riesz projections that discard the Fourier coefficients of strictly negative and nonnegative index respectively. Clearly P + (resp. P − ) contractively maps L 2 onto H 2 (resp.H 2,0 ) and P + + P − = I. We call P + the analytic projection and P − the anti-analytic projection. Note that, by Cauchy's formula, P ± (f ) can be expressed as Cauchy integrals:
The Hardy space H ∞ = H ∞ (D) consists of bounded holomorphic functions on D, endowed with the sup norm. From (1) we see that H ∞ embeds contractively in H 2 , in particular each f ∈ H ∞ has a non-tangential limit f * on T. It can be shown that f * ∞ = f H ∞ , and that the map f → f * is an isometry from H ∞ onto the closed subspace of L ∞ comprised of functions whose Fourier coefficients of strictly negative index do vanish. Again we identify H ∞ with this subspace. Likewise, the spaceH ∞,0 of bounded holomorphic functions vanishing at infinity in C \ D identifies via non-tangential limits with the closed subspace of L ∞ consisting of functions whose Fourier coefficients of non-negative index do vanish. However, in contrast with the situation for L 2 , the operators P ± are unbounded on L ∞ . Besides the norm topology, H ∞ inherits the weak-* topology from L ∞ (T). It is characterized by the fact that f n tends weak-* to f if and only if
It is equivalent to require that ( f n ∞ ) n is a bounded sequence and that, for each k, the k-th Fourier coefficient of f n converges to the k-th Fourier coefficient of f .
As is well-known [14, ch. II, cor. 5.7], a nonzero f ∈ H 2 factors uniquely as f = jw where
belongs to H 2 and is called the outer factor of f , normalized so as to be positive at zero, while j ∈ H ∞ has modulus 1 a.e. on T and is called the inner factor of f . The latter may be further decomposed as j = bS, where
is the normalized Blaschke product, with multiplicity k ≥ 0 at the origin, associated to a sequence of points ζ l ∈ D \ {0} and to a constant c ∈ T, while
is the singular inner factor associated with a positive singular measure µ on T. The ζ l are of course the zeros of f in D, counting multiplicities by repetition. The number of zeros, finite or infinite, is called the degree of the Blaschke product. Throughout, we let B n denote the set of Blaschke products of degree at most n. If the degree is infinite, the convergence of the product in (6) is equivalent to the condition
which holds automatically when f ∈ H 2 . That w(z) is well-defined rests on the fact that log |f | ∈ L
with inner-outer factorization f = jw lies in H ∞ if, and only if w ∈ L ∞ (T). For simplicity, we often say that a function is outer (resp. inner) if it is equal to its outer (resp. inner) factor.
We put P n [z] for the space of complex algebraic polynomials of degree at most n in the variable z, or simply P n if the variable is understood. Below we let Z(q) indicate the set of zeros of a polynomial q. For q n ∈ P n [z], we define its reciprocal polynomial to be
We warn the reader that this definition depends on n: if we consider q n−1 ∈ P n−1 as an element of P n with zero leading coefficient, the definitions of q n−1 (z) in P n−1 and in P n may be inconsistent. Therefore we always specify, e.g. via a subscript "n" as in "q n ", which definition is used. Clearly the "tilde" operation is an involution of P n preserving modulus pointwise on T.
We designate by R m,n = R m,n (z) the set of complex rational functions of type (m, n) in L 2 , namely those that can be written as p m /q n where p m belongs to P m and q n ∈ P n has no root on T. When r = p m /q n is in irreducible form, the integer max{m, n} is the (exact) degree of r. Note that B m ⊂ R m,m is comprised of rational functions of degree at most m which are analytic in D and have unit modulus everywhere on T. Alternatively, B m consists of functions q m / q m where q m ∈ P m has all its roots in D. Clearly, B m is included in the unit sphere of both H 2 and H ∞ . We further set H
Members of H 2 m identify in L 2 with non-tangential limits of meromorphic functions with at most m poles in D (counting multiplicities) whose L 2 -means over {|z| = r} remain eventually bounded as r → 1 − . Functions Problem MA(n) is also equivalent to RAB(n). Indeed, H 2 n = H 2 +(R n−1,n ∩H 2,0 ) so that, by orthogonality of H 2 andH 2,0 , the H 2 -component of a minimizer in MA(n) must be P + (f ) while theH 2,0 -component of this minimizer is a solution to RAB(n) with f replaced by P − (f ).
Let us mention that best meromorphic approximation, unlike best rational approximation, is conformally invariant. This makes it of independent interest in a broader context, see [5, prop. 5.4] for further details. .
Having reduced all previous approximation problems to RAB(n), hereafter we discuss the latter. It is known that RAB(n) has a solution which needs not be unique, and every solution has exact degree n unless f is rational of degree at most n − 1 [12, 26, 2] .
We shall write
is both the value of Problem RAB(n) and of Problem MA(n); and
is the value of problem RAN(n) (resp. RA(n)). Besides, the value of MA(n) is denoted by
This is the value of the best meromorphic approximation problem with at most n poles in L ∞ , that we did not formally introduce but which stands analog to MA(n) with L 2 replaced by
Duality in meromorphic approximation
Pick f ∈H 2,0 and let us parametrize r ∈ R n−1,n ∩H 2,0 as r = p n−1 /q n where p n−1 ranges over P n−1 and q n ranges over those polynomials in P n whose roots lie in D. Then q n / q n ∈ B n and since p n−1 / q n ∈ H 2 we have by orthogonality of H 2 andH 2,0 that
Clearly the product of aH 2,0 -function by a polynomial in P n yields a member of z nH 2,0 . Therefore
entailing that p n−1 = q n P + (f q n / q n ) is the minimizing choice in (8) for fixed q n . Consequently
That the infimum is indeed attained in the right hand side of (10) follows from (8) and the fact that RAB(n) has a solution. Define A f , the Hankel operator with symbol f , by
It is evident that A f is continuous and that |||A f ||| = f 2 , a unit maximizing vector being v ≡ 1. Here and below, we let |||.||| stand for the operator norm, and a maximizing vector of an operator E is a nonzero vector v such that Ev / v = |||E|||. The content of the discussion leading from (8) to (10) may now be restated as follows.
A rational function p n−1 /q n ∈ R n−1,n is a solution to RAB(n) if, and only if b n = q n / q n is a minimizing Blaschke product in (12) and
Put L k for the space of linear operators from H ∞ intoH 2,0 which are weak-* continuous and have rank not exceeding k. For k = 0, 1, 2, ..., we denote by σ k (A f ) the k-th approximation number of A f defined by
We need also introduce the genus of a closed symmetric subset K in a topological vector space; here, symmetric means that if v ∈ K then also −v ∈ K. By definition the genus of K, denoted by gen(K), is the smallest positive integer m for which there exists an odd continuous mapping
or else +∞ if no finite m meets the above requirement. By convention the genus is zero if K = ∅. When K is compact and does not contain 0, then gen(K) is always finite, see [44] . Below, we shall be concerned with weak-* compact subsets of S ∞ , the unit sphere of H ∞ . In this connection, we let
Subsequently, we define the (generalized) singular numbers of A f by
The following theorem, which was established in [6] , connects approximation numbers and singular numbers of A f with the value of Problem RAB(n):
the Hankel operator with symbol f . For each integer n ≥ 0, the following equalities hold:
Theorem 1 is reminiscent of a famous theorem by Adamjan-Arov-Krein (in short: the AAK theorem)
Although the definitions of A f and Γ f are formally the same, observe that the domains in (11) and (17) 
where V n+1 is the collection of linear subspaces of H 2 of complex dimension at least n + 1. In this Hilbertian context, the approximation number s n (Γ f ) is also called the n-th singular value of Γ f . We say that a function v is associated with a singular value s when v is an eigenvector of Γ * f Γ f associated with the eigenvalue s 2 :
As a particular case of Equation (18) 
If in addition f ∈ C(T), then Γ f is compact and the quantity (19) is also equal to (18) .
The case n = 0 of Theorem 2, i.e. that |||Γ f ||| = d ∞ (f, H ∞ ) was known earlier as Nehari's theorem. If we compare (15) and (16) with (18) 
where W n is the collection of linear subspaces in H ∞ of (complex) codimension at most n.
Note that (20) is the exact counterpart for A f of the standard Courant min max principle for Γ f :
where X n is the collection of linear subspaces in H 2 of (complex) codimension at most n. Using Proposition 1 it is easy to see that if p n−1 /q n is a solution to RAB(n), then the subspace (q n / q n )H ∞ , comprised of multiples of q n / q n in H ∞ , is a minimizing W in (20) . In the rest of the paper, we use the maximizing step in (15) together with Theorem 1 to derive lower bounds for Problems RAB(n).
Lower bounds

Comparing
However, it is a priori unclear how large the gap between the two errors can be. Below, dwelling on Theorems 1 and 2, we derive when f is continuous a lower bound in terms of the ratio between L 2 and L ∞ norms of the singular vectors of the Hankel operator Γ f . (21) is trivial. Otherwise, the linear span of {v 0 , · · · , v n } over C is a real 2n + 2-dimensional vector space in L 2 ∩L ∞ , and we may endow it either with the L 2 -norm or else with the L ∞ -norm. Let S 2 and S ∞ indicate the corresponding unit spheres. Identifying a vector with its coordinates, we see that S 2 is just S 2n+1 , and clearly v → v/ v ∞ is an odd homeomorphism from S 2 onto S ∞ . Therefore, by the Borsuk-Ulam theorem, S ∞ is a compact set of genus 2n + 2. Now, if we let v ∈ S ∞ and write v = n j=0 λ j v j while abbreviating s j (Γ f ) as s j , we get using " , " to mean Hermitian scalar product on T that
Theorem 4 Let f ∈H
where the second line in (22) uses the Schwarz inequality, the definition of M n (f ) together with the equality
from Theorem 2, the triangle inequality and the fact that v ∞ = 1. Inequality (21) now follows from (22) and Theorem 1.
The kernels KerA f and KerΓ f are closed subsets of H ∞ and H 2 respectively, and clearly (11) and (17) , and since f ∈H 2,0 ∩ C(T) by assumption we get that f ∈ R j0−1,j0 . In particular it holds in this case that
Keeping this observation in mind, let us define
where
as well by what precedes).
Corollary 1 Theorem 4 remains valid if M n (f ) gets replaced by Q n (f ).
Proof: we can assume that v j ∈ H ∞ \ KerA f for 0 ≤ j ≤ n, otherwise Q n (f ) = 0 and there is nothing to prove. By the discussion before the corollary, this amounts to say that f / ∈ H ∞ n . Next, pick ε > 0 and Replacing now v j by w j in the proof of Theorem 4 and using that Γ f (w j ) = Γ f (v j ), we obtain instead of (22) that, whenever w = n j=0 λ j w j is such that w ∞ = 1, then
Thus, letting ε go to 0, we get the desired result from Theorem 1 again.
Theorem 4 is useful only if we have a fair appraisal of M n (f ). The latter is delicate to estimate in general, but in the following subsections we point out three cases where this can be done in different guises. They are: the case of a general rational function which can be approached numerically; the case of a Blaschke product where estimates can be given in terms of the zeros; the case of Cauchy integrals over hyperbolic geodesic arcs in which boundedness of M n (f ) can be proved via a careful analysis of formulas behind AAK theory, dwelling on the work in [6] .
Application to rational functions
When f is rational, the bounds in Corollary 1 can be numerically computed. As explained in Section 3, the general case reduces by partial fraction extension to the special case where f ∈H 2,0 , the detail of which is carried out below.
Write f = p/q where p ∈ P N −1 , q ∈ P N is monic with all roots in D, and p, q are coprime as polynomials. Let us write 
where the empty product is understood to be 1. The effect of Γ f on any member of (Ker Γ f ) ⊥ is easily computed upon introducing a ∈ P N −1 and b ∈ P N −1 such that the following Bezout relation holds: a q + bq = 1. Indeed, one has for any u
where we used that pub/ q ∈ H 2 and, for any polynomial P , R q (P ) indicates the remainder of Euclidean division of P by q. In particular, we get from (25) that ImΓ f = P N −1 /q. The Hermitian scalar product on T can be computed in several ways for functions in P N −1 /q; one which does not use partial fraction expansion is as follows. Pick u, v ∈ P N −1 . Observing that z N / q is conjugate to 1/q on T and denoting with Q q (P ) the quotient of Euclidean division of the polynomial P by q (so that P = qQ q (P ) + R q (P )), we get since a q + bq = 1 that
where we used that R q (z N ua)/q ∈H 2,0 and z N ub/ q ∈ z N H 2 are both orthogonal to v ∈ P N −1 by Parseval's theorem. The last term in (26) is now a scalar product between polynomials which can be computed as a Euclidean one in the basis {z k ; 0 ≤ k ≤ N − 1}. Writing e j = u j / q where e j was defined in (24), we can use (25) , (26) to compute the Hermitian 
and the last term in (27) is the largest singular value of a Hankel operator with rational symbol which can be computed in the same manner as indicated above to compute s 0 (Γ f ). Thus, we can evaluate Q n defined in (23) for all n, hence also the lower bound on d 2 (f, R n−1,n ) given by Theorem 4 and Corollary 1. We implemented a prototype algorithm to compute these two bounds. Numerical experiments are presented in Section 7.
Application to Blaschke products
In this section, we use Theorem 4 to derive some lower bounds for Problem RA(n) when f is a Blaschke product of finite or infinite degree. This last case is instructive to contrast rational approximation in L 2 and L ∞ norms, for on the one hand the value of Problem RA(n) tends to zero as n goes large (since rational functions are dense in H 2 ), while on the other hand f cannot be approximated "at all" by rational functions in H ∞ , i.e. zero is a best uniform approximant. This follows from the lemma below which is not easy to locate in the literature.
Lemma 1 Let b be a Blaschke product and n be a positive integer which is strictly less than the degree of b (if b has infinite degree the assumption is void). Then
Proof:
and it is enough to show the latter is at least 1, hence in fact equal to 1.
Assume first that b has finite degree d, and 
We turn to the main result of this section: 
and also that 
Proof: assume first that b has finite degree d, so that b ∈ C(T), and write b = q d / q d where q d ∈ P d has zeros in D only. By the equivalence between Problem RA(n) and RAN(n) discussed in Section 3, we know that
Now, the Hankel operators Γb and Γb −b(0) coincide and we saw in the proof of Lemma 1 that Γb is an isometry from (Ker Γb)
Hence the e j given by (24) for 1 ≤ j ≤ d form an orthonormal family of d ≥ n + 1 singular vectors associated with the singular value 1. By the AAK theorem it follows that (30) follows at once from Theorem 4 upon choosing v j = e j+1 for 0 ≤ j ≤ n.
Next, if we let w j = ( n k=0 e 2iπkj/(n+1) v k )/(n + 1) 1/2 for 0 ≤ j ≤ n, we get another orthonormal family of n + 1 singular vectors associated with the singular value 1, and clearly w j ∞ ≤ (n + 1) 
The sequence of Blaschke products {b m } converges to b pointwise on D, and since it is bounded it must also converge weakly to b in H 2 . Since b m and b have norm 1, the limit of the norms is the norm of the weak limit, hence the convergence is actually strong in H 2 [9, Theorem 3.32]. Consequently
and since estimates (30), (31) depend only of the first n + 1 zeros of b they remain valid in the limit.
In view of Corollary 1, the conclusion of Theorem 5 can be sharpened upon replacing in the proof v j ∞ and w j ∞ by |||Γb vj ||| and |||Γb wj |||. Computations become more involved but in any case cannot increase the left hand side of (30) and (31) by more than a factor 2. Incidentally, for q n ∈ P N having all roots in D, it seems to be an open question which L 2 -orthonormal bases of P n−1 /q n have minimax L ∞ -norm. Using such bases instead of e j in the proof of Theorem 5 may improve on the result.
Since (7) is necessary and sufficient for {ζ l } to be the zero set of a Blaschke product, an immediate corollary to Theorem 5 is:
and also 
Application to Cauchy integrals on hyperbolic geodesics
Recall Below is a nonstandard characterization of hyperbolic geodesic segments which is analytic in nature. We will not use the "if" part but is is interesting in itself. 
Because this characterization depends only on z 1 , z 2 , it follows that γ must be the geodesic arc joining them.
In this section, we will consider functions of the form
where:
(H2) h is a complex-valued function on G, summable with respect to arclength, having continuous argument except possibly for finitely many jumps of amplitude π.
The prototype of such a function is one which is analytic over D except for two branchpoints of order strictly greater than -1. Indeed, by Cauchy formula, such a function can be written as the Cauchy integral, on any smooth cut connecting the branchpoints, of the jump of the function across the cut. This jump is locally analytic and has continuous argument on the cut (up to the branchpoints by Puiseux expansion), except at the zeros that the jump may have on this cut where the argument has left and right limits which differ by kπ if k is the order of the zero. Choosing the hyperbolic geodesic cut, we get representation (35) . It may seem artificial to favor the hyperbolic geodesic segment linking the branchpoints among all possible cuts. However, this one turns out to attract almost all poles of best rational approximants (see [8] for this and generalizations to finitely many branchpoints) and also of best meromorphic approximants (see [6, thm. 10 .1] and Corollary 3 below), which makes it in some sense the natural singular set of the function. We need additional facts from AAK theory that shed light on singular vectors of Hankel operators with continuous symbol. They apply in particular to Γ f when f is of the form (35).
• For f ∈ C(T) and n ≥ 0, a best approximant g n to f from H 
where v n is any singular vector of Γ f associated with s n (Γ f ); moreover, the error function f − g n has constant modulus s n (Γ f ) a.e. on T [1, thm. (36) entails that the ratios P ± (f v n )/v n are independent of which singular vector v n associated with s n (Γ f ) is used; this is remarkable for if s n (Γ f ) has multiplicity µ, then the union of {0} and of all associated singular vectors is a vector space of complex dimension µ.
• When f ∈ C(T), the inner factor of a singular vector of Γ f is a finite Blaschke product. More precisely, keeping notations as in the previous item and letting in addition m = m(n) be the smallest non-negative integer such that s m (Γ f ) = s n (Γ f ), the singular vector v n may be inner-outer factorized as
where w n ∈ H 2 is outer and b m ∈ B m is a Blaschke product of exact degree m with zeros the poles of g n (= g m ), while b is a finite Blaschke product whose zeros are also zeros of P + (f v n ). Moreover, with b, b m and w n as in (37) , it holds that
where j is a finite Blaschke product such that jb ∈ B µ−1 and µ is the multiplicity of σ n (Γ f ) [1, thm.
1.2].
• Assumptions and notations being as in the previous items, let v n be a singular vector of Γ f associated with s n (Γ f ) and (37) be its inner-outer factorization. We claim that b m w n is also a singular vector of Γ f associated with s n (Γ f ). Indeed, we know from the previous item that g n = b
2 , and also that Γ * f (Φ) = P + (f Φ) for Φ ∈ H 2,0 , while using thatb mH 2,0 ⊂H 2,0 and P + + P − = Id, we now compute
This shows that bw n is a maximizing vector of Γ f bm . Next, we observe that
because multiplication by b is an isometry and anti-analytic projection is a contraction in L 2 . Since bw n 2 = w n 2 , we conclude from (39) that w n is in turn a maximizing vector of Γ f bm and that equality must hold throughout in this equation. In other words bΓ f bm (w n ) ∈ H 2,0 , which implies easily that bΓ f bm (w n ) = Γ f bm (bw n ). Consequently
This proves the claim.
We now assume that f has the form (35) . Using (4) to express definition (17) of the Hankel operator, then inserting (35) and using successively Fubini's theorem and the residue formula, we obtain:
In particular Γ f (v n ) extends analytically from C \ D to C \ G, and Equation (38) becomes
Multiplying the restriction of (42) to z ∈ T by b m j and then taking anti-analytic projection again gives us after a similar computation:
where we took into account (37) . Equation (43) entails that in turnw n (cf. (3)) extends analytically from C \ D to C \ G, or equivalently that w n extends analytically from D to C \ G −1 , where G −1 is the reflection of G across T.
We can now establish a technical result which is the key for applying Theorem 4 to functions of the form (35) . Recall that a family of analytic functions in an open set Ω ⊂ C is said to be normal if it is uniformly bounded on every compact subset of Ω. Equivalently, a normal family of analytic functions is one which is relatively compact for the topology of locally uniform convergence in Ω. (35) where hypotheses H1-H2 do hold, and {v n } n∈N be a sequence of singular vectors of Γ f such that v n 2 = 1 for all n. Denote by w n the outer factor of v n . Then, {w n } n∈N is a normal family in C \ G −1 .
Proposition 2 Let f assume the form
Proof: we already pointed out that w n is analytic in C \ G −1 . According to Equation (37), the inner-outer factorization of v n is of the form v n = bb m w n , and we know from a previous claim (cf. Equation (40)) that b m w n is another singular vector of Γ f associated with s n (Γ f ) having the same outer factor w n . Hence we can replace v n by b m w n (in other words, we may -and we shall -assume that b ≡ 1 and write v n = b m w n ). For correctness, one should of course write m(n) throughout, but we drop the dependence of m on n for simplicity.
To prove that w n is bounded independently of n on each compact subset of 
jumps of amplitude π that t → arg h(α(t)) may have on [a, b] (if h(α(t)) is continuous we simply put β ≡ 1). Then t → arg(β 1 (t)h(α(t))) is continuous by our assumptions on h. Thus, by Mergelyan's theorem, there is a polynomial T which is real valued on [a, b] and such that |T (t)+arg α ′ (t)+arg(β 1 (t)h(α(t)))| < π/3 for t ∈ [a, b]. In invariant form, this means that the function H
is real valued on G and moreover that
where β = β 1 • α −1 is in turn a finite Blaschke product which is real-valued on G. Notice that H and β depend only on f and not on n.
In another connection, since w n has no zero in D, it has a well-defined square root w are. For j as in (38) (j depends on v n but we drop this dependence), consider the contour integral
where it should be observed that the integrand is continuous even though w n may have zeros on T (of course at such pointsw n /w 1/2 n is understood to be 0). In view of (42), this integrand extends analytically on D \ G, hence we may rewrite (45) as an integral over the circle T r = {z : |z| = r} where r ∈ (0, 1) is close enough to 1 that T r encompasses G. Then, substituting (42) and using again Fubini's theorem and the Cauchy formula (which is permitted since w 1/2 n (z) does not vanish for |z| ≤ r), the integral (45) transforms into
where we took (37) into account. Altogether, by the construction of H n , we deduce that
By (44), we get on the one hand that
On the other hand, since β, b m , j are Blaschke products while w 1/2 n 2 ≤ 1 and H n 2 ≤ C, we see from the Schwarz inequality that
Therefore, in view of (47), (46), and (48), we get that
Now, if we multiply (43) (where b ≡ 1) by β and apply P − to this product, the computation based on Fubini's theorem and Cauchy formula that led us to (41) and (43) yields
Equation (50) entails that P − (βw n ) extends analytically to C \ G and, as |j| ≤ 1 in D since it is a Blaschke product, it follows from (49) and (50) that
This proves that |P − (βw n )| is uniformly bounded with respect to n on every compact subset of C \ G. In another connection, observe from (4) that P + (βw n ) is uniformly bounded with respect to n on compact subsets of D \ G, because βw n 2 = w n 2 = 1. Adding up, we get that βw n is uniformly bounded with respect to n on compact subsets of D \ G. Since |β|, which is a finite Blaschke product with all its zeros on G, is bounded from below on compact subsets of C \ G, we thus conclude that {w n } is normal in C \ G. By reflection across T, normality of {w n } in C \ G −1 follows, as desired.
The following corollary to Proposition 2 is worth pointing out as it shows in a rather strong sense that most of the poles of best L ∞ meromorphic approximants to f as in (35) asymptotically cluster to G. Proof: we make notations as in the proof of Proposition 2. We noticed already before the latter thatw n is analytic in C \ G. In addition, it is clear that b m (1/z) = 1/b m (z) (resp. j(1/z) = 1/j(z)) since b m (resp. j) is unimodular on T. Hence b m (1/z) (resp. j(1/z)) is meromorphic in C with poles at the zeros of b m (resp. of j) and no zero in D. Since the right hand side of (42) is analytic in C \ G, we conclude that every zero of b m (and of j) which does not lie on G is a zero ofw n with same or greater multiplicity. Now, by Proposition 2, every subsequencew n k , has a subsequencew n k ℓ converging locally uniformly in C \ G to some analytic functionw which is not the zero function because w 2 = lim ℓ→∞ w n k ℓ 2 = 1. In particularw has only finitely zeros
Corollary 3 Let
Thus, by the Rouché theorem, w n k ℓ has exactly µ j zeros in the neighborhood of z j for ℓ large enough, counting multiplicities, and no other zero in in D \ V G . Consequently every subsequence of {w n } has boundedly many zeros in D \ V G , which implies the desired conclusion as poles of g m which do not lie on G are zeros ofw n by the first part of the proof.
The main result of this section is the following. (35) where hypotheses H1-H2 do hold. Then,
Theorem 6 Let f assume the form
where C 1 , C 2 are strictly positive constants depending on f but not on n.
Proof: if v n is a singular vector of Γ f associated with s n (Γ f ), normalized so that v n 2 = 1, and if w n is the outer factor of v n , we deduce from Proposition 2 that w n ∞ = v n ∞ is bounded independently of n. Hence the second inequality in (51) follows from Theorem 4.
To prove the first inequality, we must show that
for some constant C independent of n. Let g n be a best approximant to f from H ∞ n in L ∞ , and write g n = r n + h n where r n ∈ R n−1,n ∩H ∞,0 while h n ∈ H ∞ . Note that f − r n ∈H ∞,0 , hence h n = P + (f − g n ). Obviously it holds that d ∞ (f, R n−1,n ) ≤ f − r n ∞ , therefore, it is enough to check that f − r n ∞ ≤ Cd ∞ (f, H ∞ n ) in order to establish (52). Now, by the triangle inequality, we get that
, and we are left to prove that
Let v n be a singular vector of Γ f , associated with s n (Γ f ), having inner-outer factorization v n = b m w n , where b m ∈ B m vanishes exactly at the poles of g n and w n is outer; this is possible by a previous claim (cf. (40)). Here and below, we should write for correctness m = m(n), but we drop the dependence of m on n for simplicity. From (36) and (38), we gather that
mjwn /w n , where we also dropped the dependence of j on v n , and since
mjw n /w n ∞ is bounded independently of n. For this, it is enough to show that from any subsequence n k one can extract a subsequence n k ℓ for which the property holds. Appealing to Proposition 2 as in the proof of Corollary 3, we can extract from {w n k } a subsequence {w n k ℓ } converging locally uniformly to some w, analytic in C\G −1 , which is not the zero function. Let w have N zeros lying on T, say
where multiplicities are accounted by repetition and it is understood if N = 0 that {z j } is the empty set. Pick ε > 0 small enough that the circle T 1+ε does not meet G −1 and w has no other zeros than z 1 , · · · , z N in the corona C ε = {z : 1 ≤ |z| ≤ 1 + ε}. When ℓ is large enough, by the Rouché theorem, w n k ℓ has exactly N zeros z 1,ℓ , · · · , z N,ℓ in C ε , counting multiplicities with repetition, and {z j,ℓ } converges to {z j } as a set when ℓ → +∞ (recall that w n k ℓ is outer hence has no zero in D). We label the z j,ℓ so that, say z j,ℓ ∈ T for 1 ≤ j ≤ s ℓ and z j,ℓ / ∈ T for s ℓ + 1 ≤ j ≤ N . Define
and let us write w n k ℓ (ξ) = u ℓ (ξ) P N,ℓ (ξ) where u ℓ (ξ) is analytic in C \ G −1 and zero-free in C ε . By the maximum principle, u j,ℓ converges to
where we observe that
lies in B N −s ℓ and thatǔ j,ℓ /u j,ℓ is continuous and bounded independently of ℓ on C ε as well as analytic in the interior of C ε . Now, put β(ξ) = ξ and let us write
Recalling that b m (1/z) = 1/b m (z) and j(1/z) = 1/j(z), we deduce from (4)
and by Cauchy's theorem we can deform the contour of integration to T 1+ε without changing the value of the integral:
The integral in the right hand side of (56) is now bounded in modulus, independently of ℓ and z ∈ D, because |b m | ≥ 1 and |j| ≥ 1 on C \ D, while ε ≤ |ξ − z| andǔ ℓ /u ℓ is uniformly bounded on T 1+ε . Thus, the first summand in the right hand side of (54) is bounded in L ∞ , independently of ℓ, because b N −s ℓ ∈ B N −s ℓ . To see that the second summand is also bounded, we put Ψ = P − βNb2 mjǔℓ /u ℓ and we notice that Ψ ∞ is bounded independently of ℓ becauseβ Nb2 mjǔ ℓ /u ℓ is unimodular on T and we just saw from (56) that P + βNb2 mjǔ ℓ /u ℓ ∞ is bounded independently of ℓ. Next, we observe that this second summand is P + (b N −s ℓ Ψ) and that it lies in R N −s ℓ −1,N −s ℓ because for ξ ∈ T we have:
and both summands on the right lie inH 2,0 whence Q N −s ℓ P + (b N −s ℓ Ψ) ∈ P N −s ℓ −1 . We now appeal to Grigoryan's theorem, saying that if 
This achieves the proof.
The authors conjecture that Theorem 6 carries over to Cauchy integrals of the form (35) where G is a so-called symmetric contour for the Green potential in D (cf. [40, thm 1] for details), the prototype of which is an analytic function with finitely many branchpoints of order greater than −1 in the disk. For such functions, more generally even if branchpoints have arbitrary order, it was proved in [17] 
1/n = exp{−2/C} where C is the condenser capacity of the pair (T, G). The same n-th root estimate holds for d 2 (f, R n−1,n ) [8, cor. 8] , and more generally for the distance from f to
,n ) in a much stronger sense, but still one may wonder if the factor 1/ √ n + 1 is really needed. In the special case of Markov functions, i.e. of Cauchy integrals of positive densities on a segment, the results in [7] show that this factor is in fact superfluous.
Linearized errors
Given f ∈H 2,0 , p n−1 ∈ P n−1 , q n ∈ P n and a (complex) weight function w ∈ H ∞ , the linearized error associated with p, q and w in problem RAB(n) is
It is formally obtained from the error f − p n−1 /q n by chasing denominator q n and multiplying by the weight. In applied sciences, problem RAB(n) and weighted variants thereof are of great importance to model time series as well as to identify linear dynamical systems 2 , e.g. in modal analysis of mechanical structures or in frequency analysis of microwave devices [22, 24, 27, 35, 30] . The importance of the L 2 norm in this context stems from its statistical interpretation as a variance. Because RAB(n) (or equivalently MA(n)) is a difficult non convex problem, several approaches to system identification in engineering have been based on linearization. Most popular in this connection are two closely related heuristics, namely the SteiglitzMcBride method [41, 35, 36] and the vector fitting method [21, 11] . These are iterative procedures, first choosing w = 1/π n where π n ∈ P n is monic with no root on T, then minimizing L(f, p n−1 , q n , w) 2 with respect to p n−1 as well as q n , the latter being normalized so as to be monic 3 (which yields a convex problem).
Subsequently, one replaces w by 1/q o n , where q o n is the optimal q n , and repeats the previous steps until some fixed point is reached. Such procedures are prompted by the easy observation that if f ∈ R n−1,n , then the value of the problem is zero from the first iteration already. Accordingly, convergence was studied in a classical stochastic setting for system identification, where f ∈ R n−1,n ∩H 2,0 is perturbed by white noise (the noise is then constitutive of the model), but such heuristics do not converge in general when f / ∈ R n−1,n [37, 25, 36] .
Our purpose here is not to discuss these techniques, nor to compare them with dedicated optimization algorithms [13, 30] , but rather to stress a link between the value of RAB(n) and the minimization of linearized errors.
We consider weights of the form w = 1/π n where π n ∈ P n is a polynomial having no root on T. When minimizing the linearized error, Theorem 1 suggests a specific normalization for q n : let us define
Then, the following result holds.
Theorem 7
Let f ∈H 2,0 and π n ∈ P n , with Z(π n ) ∩ T = ∅. Then
Proof: we may assume without loss of generality that Z(π n ) ⊂ C \ D, for otherwise we can replace every linear factor (z − a) of π n for which a ∈ D by the linear factor (1 −āz) which has reflected zero across T. This leaves |π n | unchanged on T, and consequently does not affect the minimization of L(f, p n−1 , q n , 1/π n ) 2 . Now, arguing as we did to obtain (9), we find that π n P + (f q n /π n ) is a polynomial of degree at most n − 1. If we write p n−1 (q n , π n ) for this polynomial and take into account that Z(π n ) ∩ D = ∅, we see from Parseval's theorem that for fixed q n ∈ P n the criterion L(f, p n−1 , q n , 1/π n ) gets minimized precisely when
Let K πn := {q n /π n : q n ∈ P πn }.
Since π n has no zeros on D, it holds that K πn ⊂ S ∞ , the unit sphere of H ∞ . Identifying P n with C n+1 ∼ R 2n+2 by taking coefficients as coordinates, we see that K πn is homeomorphic to the Euclidean sphere S 2n+1 via the map q n /π n → q n / q n 2 which is odd. Therefore K πn is a compact subset of S ∞ of genus 2n + 2, and by (16) :
which is (59) in view of (60).
It follows easily from a compactness argument that the minimum in the right hand side of (59) is attained. However, it not a priori obvious how to compute it for P πn is not convex. Numerically, this issue can be approached as follows. First, we assume without loss of generality that π n has no roots in D, so that (60) holds (cf. proof of Theorem 7). Next, for ξ ∈ T, let P πn,ξ := {q n ∈ P n : q n /π n ∞ = 1, q n (ξ) = π n (ξ)}.
Observe that P πn,ξ is never empty when π n has no zero on T. Indeed, for small ε > 0, it holds that |π n (e iθ )| 2 − |ε(e iθ − ξ)| 2 ≥ 0 hence, by Fejèr-Riesz factorization (see Lemma 4 to come), there is a polynomial q n with |q n | ≤ |π n | on T and |q n (ξ)| = |π n (ξ)|. Thus, q n π n (ξ)/q n (ξ) lies in P πn,ξ . Clearly
and multiplying q n by ζ ∈ T cannot change the value of A f (q n /π n ) 2 . Therefore it holds that
where the function ψ(ξ) is given by (cf. (60))
Note that ψ(ξ) can be computed as the solution of a convex problem for each ξ, because P πn,ξ is a convex set and A f (q n /π n ) 2 a quadratic criterion. Granted this ability to evaluate ψ pointwise, we discuss below how to numerically estimate the minimum in (63).
Clearly ψ is the zero function when f ∈ R n−1,n , for if f = p/q with deg q ≤ n we may pick q n = q as minimizer in (64). The next lemma describes this minimizer in greater detail when f / ∈ R n−2,n−1 .
, then the minimizing q n in (64) is unique, has all its roots in D, and exact degree n.
Proof: assume that q n,1 and q n,2 are distinct minimizers, that is, q n,1 , q n,2 ∈ P πn,ξ and
2 , and since f ∈H 2,0 we must have that f q is a polynomial of degree at most n − 1, say p. Thus, f = p/q, and as q has a root on T (namely ξ) the latter must be cancelled by a corresponding root of p. Altogether f ∈ R n−2,n−1 , thereby showing the uniqueness part of the lemma. Let now q n,ξ be the unique minimizer and b a Blaschke product with poles in Z(q n,ξ ) ∩ C \ D. Then bq n,ξ ∈ P n has same modulus as q n on T, hence there is ζ ∈ T such that ζbq n,ξ ∈ P πn,ξ . Since ζb is a Blaschke product, reasoning as in (39) yields A f (ζbq n,ξ /π n ) 2 ≤ A f (q n,ξ /π n ) 2 so that ζbq n,ξ is in turn a minimizer, hence is equal to q n,ξ by the uniqueness part just proved. Now, q n,ξ ≡ 0 since q n,ξ (ξ) = π n (ξ) = 0, therefore ζb = 1. Thus, b must be a constant, that is to say there cannot be a zero of q n,ξ outside D. Finally, assume that deg q n,ξ < n. Then q n,ξ (z)zξ lies in P πn,ξ and, since zξ is a Blaschke product, it follows as before that q n,ξ zξ is a minimizer, hence it must be equal to q n,ξ by uniqueness. This contradiction achieves the proof.
We need a continuity property of the Fejèr-Riesz factorization that we could not ferret out in the literature. Write T n for the space of trigonometric polynomials of degree at most n, i.e. sums of the form |k|≤n a k e ikθ . For fixed n, P n and T n have a natural topology induced by any norm.
Lemma 4
To each nonzero T ∈ T n such that T ≥ 0 on T, one can associate continuously a unique polynomial q ∈ P n having no zero in D and such that |q(e iθ )| 2 = T (e iθ ) with q(0) > 0.
Proof: let T + n ⊂ T n be the closed subset of trigonometric polynomials which are non-negative on T. For T ∈ T + n , existence of q ∈ P n such that |q| 2 = T on T is a classical result known after Fejèr and Riesz [38, sec. 53] . Since |z − a| = |1 − zā| for z ∈ T, clearly q may be chosen zero free in D if T ≡ 0. Then, q |D is outer in H ∞ , for it has no zero and it extends analytically across T [14, ch. II, thms. 6.2 & 6.3]. Thus, formula (5) shows that q is uniquely defined by log |q| = log T /2, therefore also by T . Moreover, each coefficient of q is a continuous function of log T ∈ L 1 , because the k-th coefficient is just the derivative q (k) (0)/k! and we may differentiate (5) under the integral sign. To achieve the proof, we establish that T → log T is continuous from T + \ {0} into L 1 . First, we claim that T → log T 1 is continuous from T + n \ {0} into R. To see this, it is enough to show that if T {k} tends to T in T + n \ {0} as k → ∞, then log T {k ℓ } 1 tends to log T 1 for some subsequence T {k ℓ } . By the first part of the proof, we can write T {k} = |q {k} | 2 with
where multiplicities are counted by repetition and the ordering of the roots for each k is arbitrary. Note that |q {k} (0)| is bounded, since by the Schwarz inequality:
Therefore, there is a subsequence q {k ℓ } such that q {k ℓ } (0) converges to c ∈ C and a
(1 − z a j ), then clearly |q {k ℓ } | 2 converges to |q| 2 almost everywhere on T, so that necessarily |q| 2 = T . In particular, we have that c = 0 otherwise T would be identically zero, a contradiction. Now, since log turns products into sums, we are left to show that if
When |b| < 1 relation (65) Now, if T {k} tends to T in T + n \ {0}, it is plain that log T {k} converges to log T almost everywhere on T and by the previous claim the L 1 -norm of the limit is the limit of the L 1 -norms. Thus, the desired L 1 -convergence of log T {k} to log T follows from Egoroff's theorem [39, ch.3, ex.17] .
With the help of Lemmas 3 and 4, we now prove that ψ is continuous:
Then the map ψ defined by (64) is continuous on T.
Proof: if f ∈ R n−1,n , we mentioned that ψ ≡ 0 already. Otherwise, dwelling on Lemma 3, let q n,ξ indicate the unique minimizer in the last term of (64). By definition of P πn,ξ we have that |q n,ξ | ≤ |π n | on T and that q n,ξ (ξ) = π n (ξ), in particular q n,ξ is bounded independently of ξ. Thus, from any convergent sequence ξ k → ξ on T, we can extract a subsequence ξ k ℓ for which q n,ξ k ℓ converges uniformly to some q ∈ P n , and passing to the limit we see that q ∈ P πn,ξ . Given ε > 0, we can pick the sequence ξ k so that
and by continuity of q n → A f (q n /π n ) 2 from P n into R we get that lim inf
Since ε > 0 was arbitrary, we conclude that ψ is lower semi-continuous. To see that ψ is in fact continuous, it is enough to establish the following claim: to each ξ ∈ T and ε > 0, there is η > 0 such that |ξ − ζ| < η implies existence of q ζ ∈ P πn,ζ with q n,ξ − q ζ ∞ < ε. Indeed, if the claim holds, we get from (64) that when |ξ − ζ| < η:
and since ε was arbitrary we conclude that lim sup ζ→ξ ψ(ζ) ≤ ψ(ξ) whence ψ is indeed continuous in view of (66).
To establish the claim, observe from Lemma 4 since |π n | 2 − |q n,ξ | 2 is a non-negative trigonometric polynomial of degree at most n on T that
where κ n,ξ ∈ P n has no root in D and is uniquely defined by (67) together with the normalization κ n,ξ (0) > 0. As π n (ξ) = q n,ξ (ξ), we can write κ n,ξ (z) = (z − ξ)Q n−1 (z), and for ζ ∈ T we set more generally:
Clearly |κ n,ζ | 2 ≤ |π n | 2 on T so that, by Lemma 4, there is a unique P n,ζ ∈ P n having no root in D and meeting P n,ζ (0) > 0 such that
Since q n,ξ has all its roots in D and exact degree n by Lemma 3, it follows from (67) and the uniqueness part of Lemma 4 that P n,ξ =c q n,ξ where c ∈ T is such that cq n,ξ has positive leading coefficient. Moreover, it is easily checked from (68) that |κ nζ | 2 is arbitrary close to |κ n,ξ | 2 in T n if |ξ − ζ| is sufficiently small. Therefore, from (69) and the continuity property asserted by Lemma 4, we deduce that P n,ζ is arbitrary close toc q n,ξ in P n if |ξ − ζ| is sufficiently small. Consequently Q ζ =c P n,ζ is arbitrary close to q n,ξ when |ξ − ζ| is small enough. Now, by (69) and the definition of Q ζ , it holds that |Q ζ | = |P n,ζ | ≤ |π n | on T, and also that |Q ζ (ζ)| = |P n,ζ (ζ)| = |π n (ζ)| because κ n,ζ (ζ) = 0 by construction. Hence, q ζ = (π n (ζ)/Q ζ (ζ))Q ζ lies in P πn,ζ , and since
Thus, just like Q ζ , the polynomial q ζ is arbitrary close to q n,ξ when |ξ − ζ| is small enough, which proves the claim.
To estimate the right hand side (63), it remains to minimize ψ(ξ) over ξ ∈ T, which can be numerically performed by dichotomy because T is compact and 1-dimensional while ψ is continuous by Lemma 5. A natural question is whether the lower bound (59) can be sharp. The answer is no except in the trivial case where f ∈ R n−1,n :
Proposition 3 Assumptions and notations as in Theorem 7, it holds if
Proof: as in the proof of Theorem 7, we may assume that Z(π n ) ⊂ C \ D and then, by (60), the right hand side of (70) is equal to min qn∈Pπ n A f (q n /π n ) 2 . Let q n,0 be a minimizer of the latter, and b n,1 = q n,1 / q n,1 a minimizing Blaschke product in (12) . Multiplying q n,1 and q n,1 by a real constant, we may assume q n,1 ∈ P πn . We can also multiply q n,0 by a unimodular constant so that, using (62), there is ξ 0 ∈ T for which q n,0 ∈ P πn,ξ0 . Now, if (70) is an equality, we get by definition of q n,0 , q n,1 that
where we used in the second inequality that q n,1 /π n ∈ S ∞ . Consequently equality holds throughout (71), implying in particular that | q n,1 | = |π n | on T. Thus, as both polynomial have no root in D their ratio is a unimodular constant, and renormalizing q n,1 if necessary we may assume that q n,1 = π n . Then c = q n,1 (ξ 0 )/q n,1 (ξ 0 ) is a unimodular constant such that cq n,1 ∈ P πn,ξ0 , and by the uniqueness part in Lemma 3 we see that the first inequality in (71) can be an equality only if q n,0 = cq n,1 . Altogether q n,0 /π n = cb n,1 is in turn an optimal Blaschke product in (12) . This optimality entails that [6, thm. 8 
where we used in the third line that (q n,0 − q n )/π n ∈ H 2 to get rid of P + and in the last line that q n,0 /π n = π n /q n,0 on T.
On the one hand, we see that (72) is non-negative for all q n ∈ P πn,ξ0 because |q n /q n,0 | = |q n /π n | ≤ 1 on T. In fact, it can be made strictly positive: indeed, A f (q n,0 /π n ) is not the zero function for f / ∈ R n−1,n , and as discussed before (62) one can pick q n ∈ P πn,ξ0 such that |q n /q n,0 |(ξ) < 1 for ξ = ξ 0 on T. On the other hand, the fact that q n,0 is a minimizer in the convex problem (64) (where ξ is set to ξ 0 ) implies that (72) is nonpositive for all q n ∈ P πn,ξ0 [10, prop. 5.23 ], a contradiction which concludes the proof.
Numerical results
In order to study how effective the bounds given by Theorem 4, Corollary 1 and Theorem 7, we wrote a prototype implementation in each case and ran it on a few examples. We report in this section the results obtained on the following set of functions f ∈H 2,0 . For each of them, we consider the problem of best H 2 approximation by a rational function in R n−1,n with n = 4.
• Example 1: f : z → log((10z − 9)/(10z + 9)).
• Example 2: f is a rational function of degree 5.
• Example 3: f is a rational function with 20 poles that have been randomly and uniformly chosen inside the unit disc.
• Example 4: f is a rational function with 20 poles that have been randomly and uniformly chosen inside the disc of radius 0.2 centered at the origin.
• Example 5: f is a rational function with 20 poles that have been randomly and uniformly chosen inside the annulus of radii 18/20 and 19/20 centered at the origin.
• Example 6: f is fairly close to a rational function of degree 4. Namely, we chose a rational function g of degree 4 and then we obtained f by perturbing each Fourier coefficients of g with a small noise of relative error bounded by 0.01.
• Example 7:
These examples have been chosen so as to exhibit different kind of singularities inside the disc, which may or may not be close to the unit circle, in order to cover various situations. Before discussing the results, let us say a few words on the implementation. We are using Matlab R2011b. For each example, f is actually approximated by a truncated Fourier series f . The order of truncation is chosen so as to ensure that f and f agree to at least 40 bits on the unit circle. The bounds of Theorem 4 and Corollary 1 are computed as described in Section 5.2: indeed, since f is a truncated Fourier series, it can be written f = p/q where p ∈ P N −1 and q = z N . It turns out that, when q is a power of z, the construction in Section 5.2 gets simpler since q = 1, whence Bezout relation is just a q + bq = 1 with a = 1 and b = 0. We handled all examples using this technique, even though in examples 2 to 5 the number N becomes quite large (up to 1500) and it would have been more efficient (but would also have required more implementation) to forget about f and to apply the construction in Section 5.2 to the original f . Anyway, even for fairly large N , we obtained our results in a few seconds on an Intel Xeon at 2.67GHz, with 4GB of memory. When computing the bound of Theorem 4, the norms v j ∞ are estimated by sampling v j at 8000 points evenly distributed on the unit circle.
Regarding the bound of Theorem 7, its computation reduces to finding the minimum of ψ(ξ), for ξ ∈ T (see (63) and (64)) as explained in Section 6. For a given ξ, we evaluate ψ(ξ) by solving a convex optimization problem. For this purpose we use CVX, a package for specifying and solving convex programs within Matlab [19, 18] . More precisely, we precompute A f (z j−1 /π n ) (j = 1 . . . n + 1) in the Fourier basis, i.e. Since N is much larger than n, it is convenient to compute a decomposition M = QR, where Q is orthogonal and R is upper-triangular. Since M v 2 = Rv 2 for all vectors v and only the first n + 1 rows of R are non-zero, we end up handling a (n + 1) × (n + 1) matrix instead of M . Now,
The set P πn, ξ is convex, but described by infinitely many constraints. Therefore, we consider a set T 1 of 50 points regularly spaced on the unit circle and we define P
πn, ξ = {q n = n+1 j=1 a j z j−1 : q n (ξ) = π n (ξ), and ∀ζ ∈ T 1 , |q n (ζ)| ≤ π n (ζ)}.
We first use CVX to solve our minimization problem subject to q n ∈ P (1) πn, ξ . This gives an optimal polynomial q (1) n . Next, we construct a set T 2 by adding to T 1 the points of T where |q (1) n /π n | reaches a local maximum. We then use CVX to solve our minimization problem subject to q n ∈ P (2) πn, ξ , where P (2) πn, ξ = {q n = n+1 j=1 a j z j−1 : q n (ξ) = π n (ξ), ∀ζ ∈ T 2 , |q n (ζ)| ≤ π n (ζ)}.
This gives a new optimal polynomial q (2) n , and we repeat the process until we reach a step k where max ζ∈T |q (k) n (ζ)/π n (ζ)| − 1 falls below the level of numerical errors produced by CVX. It is worth pointing out that, although sufficient in most cases to get an idea of the numerical value of ψ(ξ), this procedure yields no certified estimate of the bound in Theorem 7. Actually, CVX is a userfriendly generic software, able to tackle many types of convex optimization problems with a powerful syntax. However, it offers little control on the difference between the true mathematical solution and the numerical estimate thereof. Moreover, when too many constraints enter the game, it quickly yields no solution at all. In addition, it is probably much slower than would be a dedicated tool to solve that particular convex problem. The point we want here to make is that accurately estimatig the bound in Theorem 7 (i.e. aiming at more than a prototypical illustration of the content of the paper) requires further work.
The numerical results proper are reported in Table 1 where the second column is
(lower bound given by Theorem 4), the third column is
(lower bound given by Corollary 1), the fourth and fifth columns are min qn∈Pπ n , pn−1∈Pn−1 L(f, p n−1 , q n, 1/π n ) 2 (lower bound given by Theorem 7) for two different choices of π n . For an appraisal of the sharpness of our results, we also ran RARL2 4 , a software tool that tries to compute a solution to problem RAB(n). RARL2 looks for local minima of the criterion in a fairly systematic way, and returns the best approximant it could find. As a consequence, it gives an upper bound for the value of problem RAB(n) which is likely to be tight and therefore interesting to compare with our lower bounds. The error f − r 2 generated by the candidate best approximant r computed by RARL2 is reported in the last column.
The bound given by Theorem 7 has the advantage of allowing the user to choose a weight π n which offers extra-flexibility to try to improve the estimate. Yet, it is not obvious how to pick π n in general. The simplest choice is π n ≡ 1 (reported in the fourth column of the table). Another, appealing possibility is to put π n = q * n where q * n is the denominator of the rational function computed by RARL2 (since q * n has all its poles inside the disc, π n has all its poles outside, as required). The corresponding results are reported in the fifth column of the As can be seen from the table, the refinement of Corollary 1 with respect to Theorem 4 is almost negligible on all examples. The bound given by Theorem 7 with π n = 1 is better than Theorem 4 and Corollary 1 in 4 cases out of 7, but not overly so. Considering that the computation time is generally much longer for this bound, this improvement can be considered as rather expensive. In contrast, when π n = q * n , the bound of Theorem 7 becomes fairly sharp in cases 1,2,6, and 7, which is encouraging. This better bound comes at the cost of a longer computation time though, mostly because the convex optimization problems involved with this choice of π n seem more difficult to solve. In Example 5, for instance, we were not able to obtain reliable results from CVX. However, it also appears that choosing π n = q * n is not always best, and it would be quite interesting to further understand which π n are efficient in this respect.
