Abstract-Data-driven approaches which aim to identify and predict player engagement are becoming increasingly popular in games industry contexts. This is due to the growing practice of tracking and storing large volumes of in-game telemetries coupled with a desire to tailor the gaming experience to the end-user's needs. These approaches are particularly useful not just for companies adopting Game-as-a-Service (GaaS) models (e.g. for re-engagement strategies) but also for those working under persistent content-delivery regimes (e.g. for better audience targeting). A major challenge for the latter is to build engagement models of the user which are data-efficient, holistic and can generalize across multiple game titles and genres with minimal adjustments.
I. INTRODUCTION
The video game industry has gained the ability to draw insights on the playing activity from extremely large cohorts of users. This is made possible by the increasing practice of recording a wide range of in-game telemetries coupled with the possibility to store and process massive amounts of data. One of the most important use-case for this type of data is to develop solutions for assessing and predicting engagement-related behaviours [1] - [4] . Indeed, given that the ultimate goal of a game is to deliver a specific entertaining experience to the end user, understanding if, how, and when players are engaged with a game has a pivotal importance in many different areas of applications such as: play-testing [5] , stakeholder reporting [2] and automated in-game behaviour estimation [1] . This last one has become perhaps one of the most important goal in contemporary Game Analytics with a major focus on tasks such as churn and survival estimation. Despite the literature on the topic being relatively narrow, a clear pattern of collaboration between academia and industry seems to emerge where one tries to propose solution useful for the other [1] - [4] , [6] . In this view, the present work tries to close some of the gaps in the aforementioned literature proposing a novel 'industry-friendly' approach for estimating engagement-related behaviours. We designed a model for joint estimation of survival time and churn probability working across a range of games contexts. Our model requires minimal pre-processing, it employs a restricted set of game-agnostic features, it is suitable for large scale applications and it is able to incorporate uncertainty in its estimations. Moreover, through a series of 3 experiments, we showed how employing a 'hybrid approach' [7] and integrating insights from the engagement and behavioural science literature into the model design allowed us to achieve consistently better results compared to baseline and competing approaches.
II. ENGAGEMENT
Due to space constrains, this section cannot present an extensive critical review of engagement, indeed our aim is not to provide a theoretical contribution to the construct but rather to operationalize it from a behavioural point of view. Highlighting connections between engagement and behavioural science, we tried to develop a guiding framework for the modelling attempts carried out in our experiments.
A. A video-game perspective on engagement
Defining engagement in digital games is a non-trivial task, with past attempts relying on constructs such as: Flow [8] , Self Determination Theory [9] , Immersion [10] and Uses and Gratification Theory [11] . However, due to variation in theoretical formulations and the scarcity of empirical validation, the underlying framework appear to be too heterogeneous and not strictly formalized [12] . Therefore, in the present work we decided to adopt a conceptualization, proposed by O'Brien and Toms [13] , which we believed formalized engagement in a more precise and most importantly operationalizable way. The authors describe engagement as a multiphasic process arising from the continuous interaction between the user and the game. Three stages of the aforementioned process are particularly relevant to this work: point of engagement, period of engagement and disengagement. The point of engagement is the moment in which a user directs their attention towards a game due to its ability to fulfill specific drives the user has. The period of engagement is defined by the sustained interaction of a user with a game and is maintained by the ability of the game to provide satisfying feedback. Finally, disengagement defines the moment in which a user makes an active decision to stop interacting with a game due to either external factors or the inability of the game to keep providing rewarding experiences.
Summarizing, engagement seems to be a dynamic process in which the interaction between user and game has a central role. Moreover, this process seems to be initiated, sustained and terminated in accordance with the capability of the user-game interaction to provide rewarding experiences, as highlighted also by [14] - [16] .
B. A behavioural perspective on engagement
Considering the previous section, we could argue one way to model the state of the user during the engagement process could be to assess whether they are receiving a sufficiently rewarding experience. This becomes a complex task when performed on a large scale and without the direct involvement of the user because it requires assessing latent, non-observable, states (i.e. the experience of rewarding consequences) influencing measurable outcomes (i.e. behaviour). We can adopt some simple yet powerful concepts from behavioural science (i.e. operant conditioning) to assess whether an activity has reinforcing consequences on an individual by observing the individual's behaviour during the interaction between the two. A comprehensive discussion on 'operant conditioning' would be impossible here given space constraints but, in principle, we say that a specific behaviour tends to increase in amount, frequency and duration when precise reinforcing (i.e. rewarding) consequences are associated to it [17] , [18] .
Re-framing this in a video game context we could hypothesize that, in absence of external interference, a user will produce in-game behaviour for as long as the game is able to provide rewarding experiences. On the contrary if the game environment fails to provide these experiences, the user would reduce the amount and frequency of in-game behaviour until eventually complete disengagement occurs.
C. Survival Time and Churn Probability as Engagement Approximation
Engagement, while a complex construct, must be circumscribed to simple and quantifiable behaviours when employed for data-driven applications. For this reason we propose survival time and churn as behavioural approximations of future sustained engagement and disengagement. Generally speaking, survival time can be defined as the amount of playing activity occurring between the end of an observation period and the last activity recorded for a specific user [6] , [19] - [22] . Churn can be defined as the decision of a user to stop interacting with a specific service due to internal or external reasons, usually formalized as a user entering a prolonged period of inactivity [1] - [4] , [22] . While GaaS can only rely on an inactivity period for determining churn, titles with a defined life cycle (e.g. AAA single player games) can utilize a defined end-game period as a hard cut-off for distinguishing between churners and non-churners: users finishing a game are not churners even if they stop playing afterwards.
In summary, a model estimating survival time and churn from the early stages of the engagement process should include a number of characteristics: 1) Integrate the user-game interaction from the point of engagement through to the end of the on-boarding phase [5] , an initial period of sustained engagement critical for assuring long-term engagement; 2) Integrate in-game metrics indicative of behavioural activity to try to infer to what extent the game is providing rewarding experiences; 3) Explicitly model temporality since engagement appears to be a dynamic process which develops over time.
III. STATE OF THE ART AND CURRENT CONTRIBUTION A. Churn and Survival Estimation
Given space restrictions, it is not possible to exhaustively describe all the works related to survival and churn estimation, we will therefore focus on some key examples closely linked to our work. When it comes to estimating churn, in particular for industry applications, it is relevant to develop and test models considering different titles and genre. In this view [3] , [4] , [22] , [23] are notable examples where a range of different modelling techniques (i.e. Linear Models, Decision Tress, Naive Bayes, Support Vector Machines and Deep Neural Networks (DNN)) were tested on a churn estimation task across multiple game titles. However, they often employed game specific features (sometimes carefully engineered) and build and test separate models for each game. A notable exception to that is the work done by [24] , where churn was formalized as edge prediction in a dynamic graph and modelled through a DNN. This produced a single model able to generalize across multiple game titles however with the limitation of them being all mobile titles. Another important characteristics for a churn estimation model, is to be able to produce predictions even when minimal observations are provided. In this view the works done by [1] , [2] highlights the effort made in the literature for designing methodologies able to rapidly provide estimations of churn probability via minimal amount of metrics, this was done employing traditional machine learning algorithms (same as above) but exclusively considering metrics recorded during the initial stages of the user-game interaction. One of the major drawbacks in these works was that the initial period of observation was arbitrarily chosen and fixed for all the considered users making it difficult to take inter individual differences into account. In regard to the literature on survival analysis, we found that most works employed Cox Regression [25] , or some variation of it, for estimating the probability to survive (i.e. not have churned) after a specific period of time [19] - [21] . Despite being a similar formulation, this is not equivalent to estimating the survival time (i.e. the amount of future playing time), which becomes much more interesting when trying to assess not only measures of disengagement but also measures of future sustained engagement. A notable exception to this is the churn and survival analysis competition presented by [24] , where the goal was to estimate both churn probability and survival time, this also highlights the growing interest for richer assessments of user engagement and for models able to perform both tasks. On top of what is illustrated so far, we also individuated a series of limitations regarding the employed data-sources. The number of the considered users rarely goes beyond 10 4 [24] and when it comes to churn estimation the class distribution is usually greatly imbalanced, both of these factors can pose limitations on the interpretation and generalization of results.
B. Aims and contributions of the present work
The contributions of the present work are two-fold: 1) The three experiments carried out provide insights on the validity of hybrid approaches in engagement modelling while trying to create a bridge between theoretical formulations and datadriven application.
2) The new modelling approach presented tries to fill some of the aforementioned gaps in the literature maintaining at the same time characteristics that makes it appealing for industry applications. While in previous works estimating survival time and churn probability was handled by separate models, our approach can perform both tasks in conjunction, providing a more holistic assessment of user engagement. The model was validated across four separate game genres, deviating from previous works which focused on a single game or a single game genre, potentially limiting the generalizability of the results. Furthermore, in contrast with previous works often utilizing large sets of human-engineered or game-specific features, our proposed model employs only a minimal collection of almost unprocessed and completely game-agnostic metrics, factor that can help reducing overhead in model deployment. In addition, we included in our model the capability to incorporate uncertainty in the predictions, allowing for more cautious interpretation of its estimates when employed in production pipelines.
IV. METHODOLOGY

A. Data
To conduct our experiments, we gathered data from six different games published by our partner company, Square Enix Limited. Focusing on maintaining heterogeneity in genre and platform, we considered the following titles: Hitman Go (hmg), Hitman Sniper (hms), Just Cause 3 (jc3), Just Cause 4 (jc4), Life is Strange (lis), and Life is Strange: Before the Storm (lisbf). A general description of each of these titles can be found in Table I . Data were gathered from any user playing between the game's release and February 2019, allowing us to adopt more robust sampling strategies which utilizes the breadth of virtually the entire user-base. To rule out possible 'faulty' but not 'naturally abnormal' data, we restricted the data cleaning process to a single filter applied at query time to ignore users having at least one of the considered metric over the game population's 99 th percentile. This allowed us to make little assumptions on the distribution of the data as well as providing a convenient stress test for eventual future applications.
1) Defining the Observation Period: Because we were interested in estimating survival time and churn probability based only on early user-game interactions it was important to define a cut-off at which point interactions were no longer be considered 'early'. We call the period from the user's first interaction till this cut-off the observation period (OP). Choosing the length for the OP was not trivial as there is little indication in the literature about optimal cut-off values. Hence, we decided to visually inspect the data a-priori and extend rules proposed in [1] , [2] to take into account natural inter-individual differences. Therefore, we defined the cut-off as:
Where S t is the total number of game play sessions and S c is the number of game play sessions before the user completed the game for the first time. In this way we take the first 1 ⁄3 of all played sessions for players who churned and the first 1 ⁄3 of played sessions before a non-churning player completed the game for the first time. We apply this cut off to the ordered list of all recorded play sessions for a specific user. We decided to use game sessions as the temporal dimension, rather than total minutes played, since we believed it better adjusted for each user's 'pace' (i.e. not all the users have the possibility to play at the same frequency). Since the length of the OP has a naturally different distribution between the churning and nonchurning population, we stratified our sampling technique to maintain a similar ratio of OP lengths among churners and non churners. This becomes particularly relevant for Experiment 2 and 3 where the length of the OP could leak information in the churn probability estimation task. Summarizing, if a user for example had 9 total sessions recorded, we considered the first 3 for making estimations on what happened after the 9 th . It goes without saying that at production time the OP is defined only for generating the training samples, the model can be deployed at various stages of previously unseen time series which we simulate in our experiments with the test set.
2) Defining the Behavioural Metrics and Targets: We considered a set of 5 metrics, easily generalizable across games and indicative of behavioural activity, and retrieved them temporally (i.e. over each game session during the OP), see Table II for a description. Additionally, we acquired a single context feature specifying the game context from where the metrics were originated. For determining the targets for our survival and churn estimation tasks, we leveraged existing literature on churn prediction [1] - [4] , [19] , [22] , [23] , [26] and survival analysis [6] , [20] , [21] , [26] , extending existing rules to accommodate the need to define churn and survival time in single player games with a defined life cycle (i.e. non-GaaS games). We took advantage of having access to the complete session history for all users to create a churn definition which was robust to the variance in play patterns across games, as it takes into account all the recorded inter-session distances. Therefore, the criteria we adopted for defining a user as churner were both: 1) Not completing the game 2) Being inactive for a period equal or greater to:
For better adjusting for inter-individual differences, we could have applied formula 2 to each user individually but this could have created accuracy issue for individuals with very few recorded sessions. Therefore, we opted for a conservative but more robust approach applying inactivity (x) ∀x ∈ X where X is the collection of all the considered games and x is the vector of inter-sessions distances in minutes for a specific game. The use of formula 2 allowed us to estimate an inactivity period which was not arbitrarily chosen but statistically defined as extraordinary long in accordance with characteristics of play patterns in a particular game. For defining the survival time, we simply computed the total amount of Play Time in minutes for a user minus the amount of Play Time during the OP. 3) Data Preparation: We adopted specific data preparation procedures for each experiment. For the first analysis we collapsed the data over the temporal dimension retrieving mean and standard deviation of each considered features, to this concatenating a one-hot encoded transformation of the context metric. For the second and third experiments we kept the data in the original temporal form. In Experiment 3 only we treated the game context slightly differently, numerically encoding it and separating it from the other feature matrix. Since in Experiment 2 and 3 the length of the OP differed between users, we zero padded each sequence of considered sessions to the length of the longest sequence in the data-set. For each experiment we created a tuning and validation subsets (i.e. 20 and 80 % of the original data-set) via stratified shuffle split [27] , employing the first for hyper-parameters searching and the second for model evaluation.
B. Experiments
For all experiments we applied the same procedure: first, determined the best hyper-parameters via grid search 10-fold stratified cross validation [27] on the tuning set then evaluated performance via 10-fold stratified cross validation on the validation set. In all experiments, we re-scaled the considered metric separately for each game in outliers-robust way, as in:
where x is the feature vector to be re-scaled and Q n is the n th quartile for this game. The performance metric that we chose for our survival task was the Symmetric Mean Absolute Percentage Error (SMAPE), defined as:
where N is the collection of all the users in the considered set andŷ i and y i are respectively estimated survival time and ground truth value for user i. SMAPE was implemented because its scale invariance allowed better comparisons of results across game contexts. For the churn estimation task the chosen metric was the F1 score (F1), defined as:
with precision = T P (T P +F P ) and recall = T P (T P +F N ) , where TP, FP, TN, FN stand for True Positives, False Positives, True Negatives and False Negatives. We chose the macro-averaged F1 (i.e. employing the unweighted mean of precision and recall for both classes) since our data-set was perfectly balanced.
C. Models
As well as our novel model for joint survival time and churn probability estimation we discuss several models for disjoint estimation, learning only survival time or churn probability, in order to conduct our experiments and compare our model with existing techniques. Furthermore, for providing a baseline comparison in our experiments we employed a mean model (MM), which generates predictions based on the average of the targets in the training set.
1) Models for disjoint estimation:
The choice of disjoint estimation models was dictated by a series of needs: widespread usage in research and industry settings, ability to capture linear and non-linear interactions between features and most importantly capability to train on large data-sets (e.g. matrix of dimension ≈ 10 6 × 10 2 ). Four models were employed in Experiments 1 and 2. Firstly, a variant of Regularized Regression, ElasticNet (EN) [28] , for survival estimation and Logistic Regression (LR) for churn probability estimation. Secondly, a pair of similar Multi-Layers Perceptron Neural Networks, one tasked to perform survival time regression, MLPr, and one to perform churn classification, MLPc. We felt that given the similarities between linear models and NNs, which can be seen as a stacked version of the former with more 'expressive power', the chosen algorithms constituted a natural progression in the modelling approach. For EN the best hyper-parameters were α = 0.1 and a ratio of 0.5 between l1 and l2 regularization. For LR an l1 regularization with C = 0.01. Both MLPr and MLPc employed an l2 penalty of 0.01 and utilized a 3 layers architecture with 200, 100 and 50 hidden units. For all hidden units a ReLU (z) = max(0, z) activation function was used, while an identity(z) = z and sigmoid(z) = 1 1+ −z functions were respectively used as final activations for the MLPr and MLPc, where z is a weighted sum of the hidden units of the previous layer. When training the MLP based models a small sub-set was extracted from the training set which represented 10% of the data. This sub-set was used to evaluate convergence of the model and stop the training phase before over-fitting could occur. For both models convergence was determined if the loss did not improve for 3 epochs. The networks were trained using a batch size of 256 and optimized using the Adaptive Moment Estimation (ADAM) optimizer [29] . Because survival time estimation is a regression task and churn prediction is classification task different loss function were used, Mean Squared Error (MSE) and Binary Cross Entropy (BCE) respectively. These are defined as:
where N is the size of the batch, andŷ i and y i are respectively estimations provided by the model and ground truth value for the i th element in the batch.
2) Bifurcating Model for Joint Estimation: For Experiment 3 we present a novel deep neural network architecture, loosely inspired by the winning entry in [26] , for jointly estimate survival time and churn probability. This architecture, the 'Bifurcating Model' (BM), is demonstrated in Fig. 1 . The model receives, as input, both a vector of unfolded features, as in Table II, The embedding allows the model to learn a rich multidimensional representation of the game context projecting similar games into closer points in the latent space. The second section takes these fused representation over time and models them temporally using an LSTM. The LSTM is particularly suitable because it can handle time series of different lengths and explicitly model temporal dependencies. We e thought to use this part of the model for extracting a high level representation of the player state which could be used for predicting measures of future disengagement and sustained engagement.Inspired by the results of Experiment 1, this is achieved by 'branching' two shallow NNs tasked to perform churn probability and survival time estimation. l = 40, similarly to what is done in words embedding for sentiment analysis [30] . Differently from a one-hot encoding, this approach provides a non-sparse representation of the input while also projecting it into a multi-dimensional space where the relationships between elements become meaningful (e.g. game contexts which are similar to each other in respect to the objectives will be located closer to each other in the embedding space). Using an embedding for encoding the game contexts allows to have a representation that grows richer and richer the more categories are included into it. Obviously this would require to re-train the model whenever a new unseen context is added, practice however not just advisable but also routinely done in production. Next, the raw behavioural input and the embedded game context vector are concatenated along the temporal dimension into a single feature vector and a zeropadding re-applied where needed. At this point, a masking layer allows the model to more efficiently work with timeseries of different lengths (i.e. skipping the computations for the zero-padded time-steps) and a dense layer, applied to each time step, to combine raw behavioural metrics and context in a new vector of l = 40. These newly obtained features are then modelled across time using a Long Short-Term Memory (LSTM) recurrent layer with n = 100 units. Therefore, the output of this LSTM Layer is a feature vector of l = 100 which is a latent representation of the input features across time and can be seen as providing a high-level representation of the behavioural state of the user during the OP. The final step of this architecture is to then take this high-level latent representation and pass it to a pair of shallow NNs, one tasked with estimating survival time and the other churn probability. These estimators are formed of a pair of densely connected layers, where the first layer has n = 300 units and the last has n = 1 units, the output of which will constitute the survival time and churn probability estimates. Like the two MLP models the BM was batch trained with a batch size of 256 until convergence using the ADAM optimizer, with learning rate adjusted through a cyclical policy [30] , [31] , minimizing the sum of the two losses. Similarly to the MLP models, the hidden layers used ReLU as activation function whereas the two outputs units used respectively an identity and sigmoid functions for producing the survival time and churn probability estimates. For the survival time branch SMAPE was used as an objective function while for the churn estimation branch BCE was adopted. We applied two regularization techniques after the computations of the first layers of each shallow NN, batch normalization [32] and dropout [33] (rate = 0.1). Additionally, following the intuition from [34] , we employed dropout also at inference time for sampling from the model parameters and obtaining a distribution over the posterior so to be able to represent uncertainty in the model estimates. This was achieved by querying the model 50 times at prediction time and retaining all the produced values. When computing the performance metrics we then used the mean of the estimated values, since they roughly followed a normal distribution the mean could be seen as the value with highest probability. All the experiments were implemented in Python 3.6, with the algorithms for Experiment 1 and 2 provided by the library scikit-learn [27] and our novel BM architecture developed using Keras with Tensorflow as a back-end [30] .
V. RESULTS
We will first present results for each disjoint model as well as for a baseline model. Next we will illustrate in detail the performance of the BM model both in terms of it's raw accuracy as well as its capability to include uncertainty in it's output. Note that for all reported SMAPE results the smaller the better as it represents the error between the prediction and ground truth. Conversely, for F1 the larger the better since it measures how often the trained model made the correct classifications without false alarms. The probability threshold employed for discriminating between classes was set to 0.5.
A. Experiment 1
The results from the first experiment, Table IV , showed how all the 4 models strongly outperformed the MM baseline, Table Following the results of Experiment 1 we tested the same modelling approaches on the unfolded version of the features, where all data points are provided rather than summary statistics. We observed a similar pattern of results, see Table V , regarding baseline and inter-models comparisons. However, it was clear that using unfolded, temporal data lead to only small improvements over the aggregated data from Experiment 1. This might be explained by the fact that the chosen modelling approaches are not explicitly designed for taking temporal structure into account, for example they have no explicit mechanics for temporal modeling such as those provided by a LSTM.
C. Experiment 3
Informed by the results of Experiment 1 and 2, we proceeded in evaluating the performance of our BM, Table VI, on the unfolded data. We observed how our model achieved a modest but consistent improvements in both churn probability and survival time estimation in all game contexts compared to the previous best model (MLPr and MLPc). From a visual inspection of Figure 2 we can see the presence of a positive linear relationship between estimated and ground Table VII we can observe how the model performance is evenly split across the two classes highlighting similar levels of precision and recall. Finally, observing the density plots in Figure 3a and 3b we can see how the model was able to encode different levels of uncertainty through the distribution's variance of estimated values. Since the relationship is evaluated on the log of both variables, due to the presence extreme outliers in the ground truth, this acts as mostly as a qualitative complement to the more reliable SMAPE measure.
VI. DISCUSSION, LIMITATIONS AND FUTURE WORK
The results of our experiments highlight how employing metrics indicative of behavioural activity in early user-game interactions allowed our model to estimate proxy measures of future disengagement and sustained engagement. This suggests that the early user-game interactions might be relevant for characterizing long-term engagement as well as that measures of behavioural activity could be a useful index for its inference [1] , [5] . We also found how the use of non-parametric models, able to capture non-linear interactions between features provided substantial improvements in estimating proxy measures of engagement when compared to simpler, although computationally cheaper, parametric ones. We also show that including temporal structure explicitly provides a slight edge over metrics representations which are collapsed over time, moreover we noticed that this improvement is more pronounced and consistent when employing approaches that explicitly model temporality, i.e. the BM. This is in accordance with the aforementioned theoretical formalization of engagement as a dynamic process rather than a static construct [13] . Finally the visual representation of the performance of the BM highlighted how the proposed methodology generalizes well when trying to predict survival time and churn probability as well as successfully incorporating measures of uncertainty in its estimations. While the work presented here crosses various game genres, it does not include all the major ones (e.g. multi-player titles). Moreover, despite acknowledging the complexity of the chosen estimation task, better model performance would have been desirable. Finally, the heavy dependence on a supervised approach for learning the context embedding and the inability to fully exploit the LSTM potential (i.e. our time series were at maximum 20 steps long) limited the potential of our approach. Future work will try to improve on these drawbacks considering more game genres, integrating approaches for learning context in an unsupervised way and taking into consideration longer streams of sessions. We will also try to explicitly model the contribution of elements external to the game environment for taking into account the impact of real-world factors (e.g. day of the week or time of the day).
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