This paper describes a high quality, low bit rate (about 2.4 k bits per sec) speech coder which uses adaptive wavelets to model speech. The optimal wavelet parameters which correspond to the speech model that produced a particular sound are obtained using a feed forward neural network. These parameters are then quantized using scalar and Vector Quantization (VQ) techniques to reduce the number of bits required to transmit a speech signal. Both these quantizers are described in this paper. The bit rate i.e., the number of bits per second of speech for both the quantizers is computed and it has been shown that the bit rate can be reduced signi cantly using a VQ method. The comparative perception results that are obtained by listening to the synthesized speech using both scalar and vector quantized wavelet parameters are reported in this paper. In addition, the change in error obtained by varying the number of wavelets to represent a speech signal is analyzed.
ABSTRACT
This paper describes a high quality, low bit rate (about 2.4 k bits per sec) speech coder which uses adaptive wavelets to model speech. The optimal wavelet parameters which correspond to the speech model that produced a particular sound are obtained using a feed forward neural network. These parameters are then quantized using scalar and Vector Quantization (VQ) techniques to reduce the number of bits required to transmit a speech signal. Both these quantizers are described in this paper. The bit rate i.e., the number of bits per second of speech for both the quantizers is computed and it has been shown that the bit rate can be reduced signi cantly using a VQ method. The comparative perception results that are obtained by listening to the synthesized speech using both scalar and vector quantized wavelet parameters are reported in this paper. In addition, the change in error obtained by varying the number of wavelets to represent a speech signal is analyzed.
INTRODUCTION:
There is a continuous need for low bit rate, high quality speech coders as the demand for digital transmission of voice as in the case of cellular phone increases. Most of the low and medium bit rate speech coders that are developed since couple of years are based on Code Excited Linear Prediction (CELP). In these methods, the reconstructed signal is generated by waveform matching which maximizes the Signal to Noise Ratio (SNR) on a frame by frame basis. As the bit rate decreases, the reconstructed signal is very noisy since the accuracy of waveform matching decreases 1]. It has been shown that the perceptual quality of voiced speech can be improved in the case of CELP based coders by increasing the periodicity even though the SNR decreases 2]. This implies that the preservation of correct periodicity is very important for maintaining good perceptual quality. The CELP based coders can not satisfy this condition at low bit rate 1]. Therefore, a coder which attempts to maintain the level of periodicity even at low bit rates is developed by Kleijn and it is described in 1]. This coder is based on prototype waveforms. A prototype waveform is de ned as a waveform corresponding to a single pitch cycle. In this paper, we describe a speech coder which encodes a speech signal by modeling only one pitch cycle of a voiced speech, similar to 1]. Here, we use adaptive wavelets to model speech waveform where as in 1], the author uses sinusoidal model. The advantage of using adaptive wavelets to model speech is, that it is robust to noise since they model overall features of speech signal and discard high frequency distortions 3]. In the following two sections, we discuss the concept of adaptive wavelets and show how it can be used to model speech. In section 4., we discuss the scalar and vector quantization techniques that are used to quantize wavelet parameters. We also, discuss the computation of bit rate in the case of both quantizers. The experimental details and results are discussed in section 5. Finally, we conclude and indicate our future goals in section 6.
ADAPTIVE WAVELETS:
Any given signal x(t) can be represented as:
by using wavelets as a set of basis functions. In the above equation, h(t) is the mother wavelet, and wk, bk, and ak are the coe cients, shifts and dilations of each daughter wavelet. The optimum wavelet parameters (wks, aks and bks) can be obtained by minimizing the error function E = (x(t) ?x(t)) 2 . These optimum wavelet parameters vary the shapes of the wavelets adaptively to best represent a given signal. Such wavelet functions are de ned as adaptive wavelets 3]. A \super wavelet" is a linear combination of adaptive wavelets which can be used as a wavelet by itself 3]. These super wavelets would allow the exibility of adaptively changing the fundamental shape of the wavelet for a given application rather than just changing the parameters of a xed shape wavelet as in the case of 4]. From speech applications point of view, the adaptive wavelets and super wavelets would be useful in overcoming the problems associated with variability in speaker's speaking rate and inter and intra speaker variability in speech characteristics. The application of wavelets for signal representation has been well studied. In particular, in 3], the authors have shown that adaptive wavelets can be used for the representation of voiced sounds. In this paper, we use the similar method described in 3] to model one pitch period of voiced signal. In the next section, we describe the modeling approach that we have used in this work.
MODELING OF SPEECH USING ADAPTIVE WAVELETS:
A phoneme (speech sound) is a linguistic unit and phonemes are broadly classi ed into voiced, mixed voiced or unvoiced and unvoiced sounds depending on how they are produced by the human speech production system. The voiced sounds are periodic or semi-periodic in nature. Generally, for mathematical simplicity, the human speech production system is assumed to be a linear time invariant system with glottal model as the source and vocal tract model as the system. However, in reality the human speech production system is a non-linear system since it is very di cult to separate the interaction between the glottis and the vocal tract. Therefore, it is more appropriate to use non-linear approach to model speech. Hence, here, we model speech using a nonlinear technique. The model parameters (wavelet parameters) corresponding to one pitch period of each voiced sound is estimated with the assumption that any given signal can be represented as a weighted linear combination of wavelet functions as shown in Eq. (1) and by implementing this approximation function using a neural network architecture as shown in Figure 1 which contains wavelet non-linearities rather than the standard sigmoidal non-linearities. The optimum model . The voiced phonemes are semi periodic and smooth, hence we use similar to 3], Morlet wavelet h(t) = cos(1:75t)exp(? t 2 2 ) which is more suited as a mother wavelet for modeling voiced phonemes. The error E is minimized by using the conjugate gradient descent algorithm 5]. For the equations corresponding to the gradients of E with respect to wk, bk and ak that are used while applying the conjugate descent algorithm, refer to 3]. The optimum model parameters so obtained are used to encode speech corresponding to one voiced sound using scalar and vector quantizers as described in section 4. At the decoder, the voiced sound is reproduced by rst resynthesizing one pitch period of the voiced sound using the transmitted optimum model parameters and then concatenating the resynthesized pitch period such that the reproduced voiced sound has the same length as the original signal. To avoid the edge e ects while concatenating the signal corresponding to one pitch period, we use an interpolation technique to smooth the edges. In the next section, we discuss the scalar and vector quantization techniques that are used to quantize the model parameters, and calculation of the bit rate.
QUANTIZATION AND CALCULATION OF THE BIT RATE:
To reduce the number of bits that are required to transmit a speech signal, rst we applied the scalar quantization technique which is described below. We initially, rounded o the model parameters to nearest integer and used scalar quantization technique to quantize (a) weights wks using 13 bits (12 bits + 1 sign bit), (b) dilation parameters aks using 6 bits and (c) translation parameter bks using 8 bits. Using the above mentioned number of bits we can represent the model parameters exactly, since the dynamic range of (1) wk is from -4000 to 4000, (2) ak is 0 to 32 and (3) bk is 100 to 200. Using the above mentioned number of bits to quantize various model parameters, we can calculate the number of bits required to encode one second of speech as follows.
1. There are 16000 samples in one second of speech when the signal is sampled at 16 khz. If 16000 samples are quantized using 10 bits per sample then we would need 160 kbits per sec to store or transmit this data. 2. However, by encoding the data as described above, we can reduce the requirement of number of bits signicantly as shown below.
(a) If the average length of a phoneme is 50 ms then there are 20 phonemes in one second of speech. If a prototype waveform (one pitch period) of each phoneme is represented by 10 wavelets then we would need 270 bits per phoneme. In addition we would need 4 bits to represent the total number of pitch periods/phoneme and 1 bit to represent whether a given phoneme is voiced/unvoiced. Therefore, we would need 5.5 kbits per sec to store or transmit one second of speech which is about 32 times less than encoding the whole data as is. From the above discussion, we can see that speech encoding at a rate of 5.5 kbits/sec can be achieved using scalar quantization. In the next section, we describe a VQ technique that is used to further reduce the bit rate without sacri cing the quality of speech.
Vector quantization:
A VQ is a method that is used to obtain an approximation of the vectorial input Y using a nite size (N) code book. The estimation of approximation of Y is equivalent to nding a reference vector nc which is closest to Y from the code book. One way of achieving this is by minimizing the Euclidean distance between the input vector Y and the reference vector nc. This approach is used in The Optimum Learning VQ (OLVQ) algorithm which is part of the LVQ PAK, a VQ learning package prepared by the programming team of Helsinki University of Technology 9]. The OLVQ algorithm is used here to generate the vector quantized optimum wavelet parameters. For details of this algorithm, readers are referred to 8] and 9]. While training the code book, it is initialized using \eveninit" function of LVQ PAK. This function also initializes i(t), the individual learning rate associated with each vector ni. The speaker dependent code book is trained using all the phonemes mentioned in section 5. spoken by one speaker. Each phoneme was spoken under ve di erent contexts except for three phonemes which were uttered under four di erent contexts. Hence, there are 32 di erent classes of phonemes. For each phoneme, three pitch periods of data was used to generate three sets of optimum wavelet parameters. These optimum wavelet parameters are then normalized such that they all vary from -1 to + 1. Therefore, there are 32*3 number of vectors. When the training procedure was stopped after 10,000 iterations, the OLVQ algorithm clustered 66 vectors into 47 di erent classes. Projecting from this preliminary study we can calculate the approximate bit rate for the VQ method as follows.
1. Above we only considered seven phonemes; however, English language has 42 phonemes. Therefore, we would have 630 number of training vectors per speaker with the assumption that each phoneme was uttered ve times and for each phoneme three segments of data are considered to obtain optimum wavelet parameters. If these vectors are clustered in to 256 number of classes then we would need 8 bits to represent a phoneme. 2. If there are 20 phonemes in one second of speech as described above, then we would need 160 bits per second. 3. Therefore, bit rate in the case of speaker dependent VQ would be 160 bits per second which is a signi cant reduction in bit rate as compared to scalar quantization. From above discussion on bit rate calculation for VQ, we envision that we can achieve high quality speech coding at or below 2.4 kbits per sec for speaker independent VQ.
EXPERIMENTAL DETAILS AND RESULTS:
Seven phonemes such as /a/ (as in \oily"), /i/ (as in \in"), /u/ (as in \moon"), /A/ as in (\agency"), /ay/ (as in \like"), /o/ (as in \shone") and /ae/ (as in \had") were extracted from ten sentences of the TIMIT acoustic-phonetic continuous speech corpus. The model parameters for each of the above mentioned phonemes were obtained as follows:
1. Three segments of each of these phonemes were obtained by using a Gaussian window such that each segment contained speech data corresponding to one pitch period. 2. The number of wavelets were changed from 10 to 16 to study the variation in error by approximating a given signal using di erent number of wavelets. The error is computed by measuring the Euclidean distance between the actual and the reproduced signal. 3. The initial placement (bk) of each wavelet was estimated as the location of the peak of the convolution of the signal with the mother wavelet. 4. All the weights and dilations were initialized to 0 and 8, respectively. 5. The gradient descent algorithm was executed for 100 iterations with step size for weight w, step size for dilation a and step size for translation parameter b equal to 10 ?2 , 10 ?7 and 10 ?7 , respectively. The weights were updated for every ten iterations. The normalized error e T e x T x where e is equal to the error between the actual signal x and the reproduced signalx was measured when the gradient descent algorithm reached the local minimum. The voiced signal is resynthesized by using the optimum model parameters as described in section 3. In gure 2 the original speech, reproduced speech using model parameters corresponding to 10, 14 and 16 wavelets are plotted. From this gure, we can see that the reproduced signal is From the perceptual study, we found that there is some difference in the sound quality between the sound reproduced using 10 and 16 number of wavelets; however, the di erence is not very signi cant. To study the e ect of quantization, the reproduced signal using scalar quantized model parameters are plotted in gure 3 along with the original speech and the reproduced signal without using any quantization. From this gure, we can see that the quantization e ect is very minimal. In fact, the signal reproduced with(magenta) and without(red) quantization can not be distinguishable since they are exactly the same. To study the e ect of VQ on the reproduced signal, vector quantized wavelet parameters corresponding to the test data was obtained by nding the vector from the code book which is closest to the optimum wavelet parameters corresponding to the test data and then the signal was synthesized using this VQ data. The error between the original signal and the synthesized signal using the vector quantized wavelet parameters for the case of \l" (as in all) and \r" (as in or) are 0.536 and 0.249. For these two cases, we plot the original signal and the synthesized signal using the VQ data, superimposed on each other in Figures 4 and 5 . These two gures indicate that the signal can be resynthesized very accurately even using the vector quantized wavelet parameters. Figure 5 . One pitch period of the speech signal \r" and resynthesized signal using VQ wavelet parameters.
Perception experiment:
To study the perceptual di erences between the original and the synthesized speech signal using scalar and vector quantized wavelet parameters, we chose a sentence \Even we are away alone all year" spoken by the same speaker for whose data the code book was trained in the case of VQ. The above mentioned sentence was synthesized using the scalar quantized wavelet parameters for one segment of each phoneme of the above mentioned sentence and then by concatenating them. This synthesized speech was listened along with the original speech and it was found that the perceptual di erences were minimal. In the case of VQ, the speech signal corresponding to some of the sounds such as \l" and \r" in the above mentioned sentence were synthesized and they were listened with the original sounds.
Again, very minimal perceptual di erences were observed between the original and synthesized signal. This implies that high quality speech coder can be developed at low bit rates using adaptive wavelets.
CONCLUSIONS
In this paper we demonstrated that high quality speech coder at low bit rate can be developed using adaptive wavelets to model speech. We showed experimentally that the error between the original signal and the signal synthesized using the optimal wavelet parameters does not signi cantly depend on the number of wavelets if they are at least equal to 10. Perceptual di erences were also minimal. We demonstrated that at a bit rate of 5.5 kbits/sec, we can encode a speech signal by scalar quantizing the wavelet parameters exactly. This bit rate can be reduced to 160 bits/sec using speaker dependent VQ technique without signi cantly sacri cing the quality of speech. In this paper, we only described how to model voiced speech. However, speech signals also contain unvoiced sounds. The technique described above can be extended to model unvoiced sounds as discussed in 7] . Future work warrants the extension of the method described in this paper for unvoiced sounds and extensive testing of this system on large amount of speech.
