Utilizing a weight matrix we study surfaces of prescribed weighted mean curvature which yield a natural generalisation to critical points of anisotropic surface energies. We first derive a differential equation for the normal of immersions with prescribed weighted mean curvature, generalising a result of Clarenz and von der Mosel. Next we study graphs of prescribed weighted mean curvature, for which a quasilinear elliptic equation is proved. Using this equation, we can show height and boundary gradient estimates. Finally, we solve the Dirichlet problem for graphs of prescribed weighted mean curvature.
Introduction
Given some open set U ⊂ R n let X : U → R n+1 be a smooth immersion. We denote by N : U → S n its normal vector. In [4] Clarenz and von der Mosel studied critical points of the specific parametric functional A(X) = U F (N ) + Q(X), N dA .
Requiring the homogeneity condition F (tp) = tF (p) for all p ∈ R n+1 and t > 0, this functional becomes invariant under reparametrisation of the surface. The Euler equation of this functional leads to surfaces X whose weighted mean curvature H F is prescribed by H F = divQ. A simple example is the area functional with F (p) = |p| and Q ≡ 0, leading to surfaces whose mean curvature H vanishes, i.e. minimal surfaces. In case of F (p) = |p| together with some arbitrary Q one obtains surfaces of prescribed mean curvature H = divQ.
We will now generalise the class of prescribed weighted mean curvature surfaces: We allow surfaces which do not necessarily arise as critical points of parametric functionals. To this end, let us consider a symmetric (n + 1) × (n + 1) weight matrix
We require two conditions on the weight matrix: First, the ellipticity condition G(p)y, y > 0 for all y ∈ p ⊥ \{0}
i.e. G(p) restricted to the n-dimensional space p ⊥ = {y ∈ R n+1 | y, p = 0} is positive definite. Secondly we assume tG(tp) = G(p) and G(p)p = 0 for all p ∈ R n+1 \{0} , t > 0
i.e. G(p) homogeneous of degree −1 and p belongs to the kernel of G(p). Critical points of the functional (1) will be included in our considerations. For that case we just have to define the the weight matrix G as the Hesse matrix of the second derivatives of F . Assumption (3) on G then follows directly from the 1-homogeneity assumption on F . In particular, the area functional F (p) = |p| is included where the weight matrix is given by G(p) = |p| −3 (E|p| 2 − pp T ), E denoting the identity matrix.
Similarly to Clarenz and von der Mosel (see [3] , [4] ) we now define the weighted mean curvature of the surface X as H G := tr(g −1 A G g −1 b) = tr(g −1 A G S) .
Here, the matrix g is the first fundamental form defined by g := DX T DX with g ij = ∂ i X, ∂ j X and the matrix A G is the weighted first fundamental form
Additionally, b denotes the second fundamental form defined by
Finally, S := g −1 b denotes the shape operator of the surface X. If we diagonalize S at some fixed point on the surface, i.e. S = diag(κ 1 , . . . , κ n ) with the principal curvatures κ i , then we obtain
where λ i (N ) are the diagonal entries of g −1 A G (N ). Hence, H G is a weighted sum of the principal curvatures of X. If the weight matrix G is the identity on the tangent space, then first fundamental form g and weighted first fundamental form A G agree and we obtain λ i (N ) ≡ 1 for i = 1, . . . , n. The weighted mean curvature then reduces to H G = tr(S) = κ i , i.e. the classical mean curvature of a surface.
In this paper we study surfaces whose weighted mean curvature at every point X is equal to some prescribed function H = H(X) : R n+1 → R, i.e. H G (X, N ) = H(X). As already mentioned, such surfaces arise for example as critical points of the functional (1), where the prescribed weighted mean curvature is given by H(X) := divQ(X). The special case H ≡ 0 yields surfaces whose weighted mean curvature vanishes. Such surfaces are called weighted minimal surfaces surfaces and yield a natural extension of the class of minimal surfaces. Another interesting special case is H ≡ const, i.e. surfaces with constant weighted mean curvature as studied in [6] , a natural extension of cmc-surfaces.
In Section 1 we start with a differential equation for the normal N of immersions of prescribed weighted mean curvature (see Theorem 1). It will then be used to derive a gradient maximum principle for graphs of prescribed weighted mean curvature (see Corollary 1) . In Section 2 we derive a quasilinear, elliptic differential equation for graphs of prescribed weighted mean curvature. This equation will be used to derive a height estimate for graphs, using spherical caps as barriers. In Section 3 we prove a boundary gradient estimate for graphs of prescribed weighted mean curvature defined over a C 2 -domain Ω ⊂ R n . There, the weighted mean curvature of the boundary ∂Ω will play an important role. Finally, we combine all these results to solve the Dirichlet problem for graphs of prescribed weighted mean curvature in Section 4.
The differential equation for the normal
Given a parametrisation X : Ω → R n+1 with its normal N : Ω → S n we consider the first and second fundamental forms defined by
Let g ij be the inverse matrix of g ij . We now define the matrix A G matrix with the entries
which is called the weighted first fundamental form. Note a ij is a twice covariant tensor in the following sence: Under parameter transformations it transforms the same way as the first fundamental form g ij . If G is the identity on the tangent space, then first and weighted first fundamental form agree. To derive a differential equation for the normal N of the surface, we have to consider the following differential operator.
Definition 1: Let ψ ∈ C 2 (Ω, R) be a function. We define the weighted Laplace-Beltrami operator or G-Laplace-Betrami operator of ψ by
using the sum convention (summing from 1 to n over indices appearing twice).
Remarks:
1.) The weighted Laplace-Beltrami operator was already introduced by Clarenz and von der Mosel in [3] and [4] .
2.) In case that the weight matrix G is the identity on the tangent space, we have a jk = g jk and the weighted Laplace-Betrami operator reduces to the classical Laplace-Betrami operator.
3.) From the ellipticity assumption (2) it follows that a ij is a positive definite matrix and so is g ij a jk g kl . Hence, △ G is an elliptic differential operator.
We now want to show a representation of the weighted Laplace-Betrami operator in terms of the covariant derivative. For the derivation we will use the notations from Ricci calculus (see [5, Chapter 4] ). But let us first recall the definition of covariant derivative. We define the Christoffel symbols by Γ l ij :=
Then the covariant derivative of a 1-covariant tensor T i is defined by
where ∂ i denotes the usual derivative in direction e i . Secondly, we need the definition of the covariant derivative of a 2-covariant, not necessarily symmetric tensor T ij by
For the general definition of the covariant derivative of a tensor see [5, 
Using this, we obtain
This proves the first representation of △ G claimed in this lemma. To prove the second one, we use the product rule as well as the Lemma of Ricci to calculate
ending the proof.
We will now derive a differential equation for the normal vector
Lemma 2:
Let X ∈ C 3 (Ω, R n+1 ) be a surface of prescribed weighted mean curvature H ∈ C 1 (R n+1 , R). Then its normal vector N satisfies the differential equation
Proof: From the assumption X ∈ C 3 (Ω, R n+1 ) we immediately conclude the regularity N ∈ C 2 (Ω, R n+1 ). We recall the Gauss-Weingarten equations
Using the definition of the covariant derivative (5) of a 1-covariant tensor we compute
Together with Lemma 1, the product rule and the Lemma of Ricci we obtain
For the second term in this sum we use the Codazzi equations
Finally, using H = H(X) and the chain rule we compute
noting that second term in this equation is the orthogonal projection of ∇H onto the tangent space. Combining this with (9) and (10) yields the desired equation for the normal N .
Remark:
In case that the weight matrix is the identity on the tangent space we obtain a ij = g ij and by the Ricci Lemma D k a ij = 0. The differential equation then takes the form The differential equation (7) is not quite satisfying as it contains a linear combination of the tangent vectors ∂ 1 X, . . . , ∂ n X on the right side. To get rid of this term, we will now replace it by a linear combination of the derivatives ∂ i N , i = 1, . . . , n of the normal. If we assumed K = 0 for the Gaussian curvature of X, then we could directly replace each ∂ i X by a linear combination of ∂ i N , as the vectors ∂ i N would then be linearly independent. However, we do not want to assume K = 0 as this is quite restrictive. Instead, we will now use the character of the weight matrix G = G(N ) only depending on the normal N but not on X to achieve this substitution.
. Then its normal vector N satisfies the differential equation
Proof: 1.) We first claim the following shift formula: For any vector V ∈ R n+1 we have the identity
To prove it, we use (8) and compute
2.) Using the definition
together with (8) and the assumption G(N )N = 0 we compute
Together with the definition (6) of the covariant derivative of a twice covariant tensor we obtain
Now let (N 1 , . . . , N n+1 ) be the components of N . Then the chain rule gives
if we define the vectors V ij ∈ R n+1 , i, j = 1, . . . , n, by
3.) Using 1.) and 2.) we can now rewrite the tangential term on the right side of (7) as
If we define
then the theorem follows.
Remark: If we consider the variational problem (1), then weight matrix G is obtained as the Hesse matrix of some C 3 -function F : R n+1 \{0} → R. Using the Lemma of Schwarz, a computation reveals that all P i vanish in that case. We then obtain the same differential equation as [4, Corollary 4.3] . The proof in that paper relies on a formula for the second variation of the functional (1). As our problems do not necessarily arise as Euler equations of variational problems, we do not have the tool of second variation at hand. Instead, we have used only geometric identities to derive our equation for the normal.
We now use the differential equation to derive a gradient maximum principle for graphs of prescribed weighted mean curvature. We need the following inequality
As this inequality is invariant under repametrisation, it suffices to prove it for a particular parametrisation. Given some point p 0 ∈ R n+1 on the surface, let X : B → R n+1 be a parametrisation satisfying X(0) = p 0 , g ij (0) = δ ij and b ij (0) = S i j (0) = diag(κ 1 , . . . , κ n ) with the principal curvatures κ i of the surface at p 0 . Using Cauchy-Schwarz inequality we can then estimate
Here we use a ii = ∂ i X, G(N )∂ i X ≥ 0 which follows from the ellipticity assumption (2) on G. Secondly, we use a ii = tr(G) (see the proof of Lemma 4). We can now prove
Then the estimate holds sup
Proof:
Consider the last component of the normal ψ(x) := N n+1 (x) = (1+ |∇u| 2 ) −1/2 > 0. By Theorem 1 together with the assumption H z ≥ 0 it satisfies the differential inequality
Using (12) together with assumption (13) then yields
By the maximum principle ψ achieves its minimum on ∂Ω and hence |∇u| must achieve its maximum on ∂Ω.
Remark:
We have used the differential equation for the normal to derive a gradient maximum principle. Aside from this, the it may also be for other things. For example, it may be used to derive purely interior a priori gradient estimates for graphs. Within the context of the functional (1), the differential equation for the normal is used in [4, Theorem 1.4] to prove a projectability theorem. This result states that under certain geometric conditions any stable, immersed parametric surface of prescribed weighted mean curvature must be a graph over the x 1 , x 2 -plane.
Graph representation and C 0 -estimate
For a function u : Ω → R let us consider the graph parametrisation X(x) := (x, u(x)) together with the upper normal vector
Then we say that u is a graph of prescribed weighted mean curvature if its parametrisation X(x) := (x, u(x)) has prescribed weighted mean curvature. 
Proof: For the parametrisation X(x) := (x, u(x)) the first fundamental form g = g ij is given by
Next we compute the second fundamental form b = b ij as
Now let
be the entries of the matrix A G = (DX) T G(N )DX. From ∂ i X = (e i , ∂ i u) we obtain the representation
Let us now decompose the matrix G into
whereĜ are the first n × n entries of G and (w T , c) is the last row of G. Noting that (∇u, −1) is a multiple of the normal N , assumption (3), i.e. G(N )N = 0, leads tô G∇u = w and ∇u T w = c = w T ∇u .
Using this we compute
which is equivalent toĜ = g −1 A G g −1 . Employing S = g −1 b for the shape operator together with the definition of the weighted mean curvature we then obtain
In the last step we have used the −1-homogeneity assumption (3) on the weight matrix G.
Remarks:
1.) Note that only the first n×n entries G ij for i, j = 1, . . . , n enter into the differential equation. This is due to the symmetry assumption G T = G and assumption (3) G(p)p = 0. Indeed, once the first n×n entries of G are given, the remaining entries G i n+1 and G n+1 i are uniquely determined by the above relations.
2.) Assuming G = G(p) to be a differentiable function of p, the maximum and comparision principle of [7, Theorem 10 .1] can be applied to solutions u of equation (14).
3.) For the special choice of the weight matrix G(p) = |p| −3 (E|p| 2 − pp T ), corresponding to functional (1) with F (p) = |p|, the differential equation takes the form
This is the classical nonparametric equation for a graph of prescribed (non-weighted) mean curvature H(x, u).
4.) As we can see from the example above, the quasilinear elliptic equation under consideration is not uniformly elliptic!
The next example will illustrate that graphs of prescribed weighted mean curvature are obtained as critical points of certain geometric, nonparametric functionals.
Example 1: Given two functions F ∈ C 2 (R n+1 \{0}, R) and b ∈ C 1 (Ω × R, R), consider the nonparametric version of the functional (1)
whose Euler equation is given by n i,j=1
This is exactly the differential equation of Lemma 3 if we define
Hence, critical points of the functional (17) can be interpreted as graphs with prescribed weighted mean curvature. This weight matrix G will satisfy both of the required assumptions (3) if we assume F to be 1-homogeneous, i.e. F (tp) = tF (p) for all t > 0.
Example 2: A particularly interesting example is F (p) = p 2 1 + · · · + p 2 n + ε 2 p 2 n+1 with the corresponding functional
for ε > 0. This functional can be viewed as a regularised version of the functional
The Euler equation of this functional A 0 is the degenerated elliptic equation
which is only welldefined if ∇u = 0. A solution u has the property that its level sets M c := {x ∈ Ω | u(x) = c} ⊂ R n have prescribed mean curvature b z (x, c) for x ∈ M c . Hence, one obtains a family of implicitely defined surfaces having prescribed mean curvature.
We now want to derive an estimate of C 0 -norm for graphs using spherical caps as upper and lower barriers. To do this, we first have to compute the weighted mean curvature of a sphere.
Lemma 4: Let S R = {y ∈ R n+1 : |y − y 0 | = R} be a sphere of radius R > 0. Then its weighted mean curvature H G (y) at some point y ∈ S R is given by H G (y) = 
Proof:
Note that S = ± 1 R E for the shape operator of the sphere S R , the sign depending on the choice of normal. Hence, we compute the weighted mean curvature by
The lemma now follows if tr(g −1 A G ) = tr G holds. To show this, let X : B → S R be a parametrisation of S R with X(0) = y. Additionally we may assume that g ij (0) = δ ij = g ij (0). At the point X(0) = y we then obtain
Here we have used the assumption G(p)p = 0 together with the fact that ∂ 1 X(0), . . . , ∂ n X(0), N (0) form an orthonormal basis of R n+1 , which follows directly from g ij (0) = δ ij .
We assume the smallness condition
Then the following estimate holds
Let us define a spherical cap of radius R by
which is well definded because of Ω ⊂ B R (0). Then Lemma 3, Lemma 4 together with the smallness assumption (18) yield the differential inequality n i,j=1
Noting u ≥ v on ∂Ω, the comparision principle for quasilinear elliptic equations [7, Theorem 10.1] yields u ≥ v in Ω. Similarly we can show −u ≤ −v in Ω, which then yields
proving the claimed estimate.
We can also use the maximum principle to prove a non-existence theorem.
Theorem 3: (non-existence of graphs)
Let Ω := B R (0) be the ball of radius R > 0 centered at 0. Let a prescribed weighted mean curvature H ∈ C 0 (Ω × R, R) be given such that
Then a graph u ∈ C 2 (Ω, R) ∩ C 1 (Ω, R) of prescribed weighted mean curvature H does not exist.
Proof:
Assume to the contrary that such a graph u ∈ C 2 (Ω, R) ∩ C 1 (Ω, R) exists. Let us now define
where c is the smallest real number for which u(x) ≤ v(x) in Ω. Then there exists some x * ∈ Ω with u(x * ) = v(x * ). Lemma 3, Lemma 4 together with the assumption (19) yield the differential inequality n i,j=1
The comparision principle [7, Theorem 10 .1] then implies x * ∈ ∂Ω, i.e. |x * | = R. On the other hand,
, where ν is the outer normal to ∂Ω at x * . However, we have ∂v ∂ν (x * ) = +∞ because of |x * | = R, contradicting u ∈ C 1 (Ω, R).
Note that this result can easily be generalised to domains Ω ⊂ R n satisfying B R (0) ⊂ Ω.
Boundary gradient estimate for graphs
In this section we will derive a boundary gradient estimate for graphs of prescribed weighted mean curvature. Roughly speaking, we will use the cylinder Z ∂Ω = {(x, z) ∈ R n+1 : x ∈ ∂Ω} as the barrier. We will have to require that this cylinder has a sufficienlty large weighted mean curvature w.r.t the inner normal and sufficiently small weighted mean curvature w.r.t. the outer normal. A technical difficulty arises from the fact that the cylinder is not a graph over the x 1 , . . . , x n hyperplane. Instead, we will use as barrier a graph which is sufficiently close to the cylinder. This barrier will be defined in terms of the distance function d(x) = dist(x, ∂Ω). For a C 2 -domain Ω the distance function be of class C 2 within the set Ω µ := {x ∈ Ω | d(x) < µ} for sufficiently small µ = µ(Ω) > 0 (see [7, Lemma 14.16] ). To start, we first show a formula which expresses the weighted mean curvature of the boundary in terms of the distance function. 
t. the outer normal is given by
Proof: 1.) To give the proof of the lemma, we first have to recall some facts about the distance function d(y). At first we have |∇d| 2 ≡ 1. Differentiating this equation yields
Next, for all y ∈ ∂Θ the gradient ∇d(y) is equal to the interior unit normal to ∂Θ.
2.) To prove the lemma at some point y 0 ∈ ∂Θ, we can assume y 0 = 0 after a suitable translation. After an additional rotation in R n+1 we may locally represent ∂Θ as a graph in the form (x, ψ(x)) with 0 = ψ(0) = ∇ψ(0). Additionally, we assume that the interior normal to ∂Θ at 0 is the vector e n+1 := (0, . . . , 0, 1), i.e. Θ lies above the graph (x, ψ(x)). By 1.) we also have ∇d(0) = e n+1 , in particular ∂ i d(0) = 0 for all i = 1, . . . , n. Putting this into (20) we obtain
Now by twice differentiating the identity d(x, ψ(x)) = 0 and evaluating 0 one gets ∂ ij d(0) = −∂ ij ψ(0). Using Lemma 3 we compute the weighted mean curvature of ∂Θ at 0 w.r.t. the inner normal by
proving the formula for H + G . Similarly we can derive the formula for the weighted mean curvature w.r.t. the outer normal. 
Then we have the estimate
with a constant C only depending on the data Ω, ||ϕ|| C 2 (∂Ω) , M and the moduli of continuity of H and G.
Proof: Given ϕ ∈ C 2 (∂Ω, R) we can extend it toφ ∈ C 2 (Ω, R) (see [7, Lemma 6 .37]) such thatφ = ϕ on ∂Ω. As above, let us consider
By assumption (22) together with the limit (21) we can first determine µ > 0 and c 0 > 0 such that
In particular, we have
Defining c 1 := (M + ||φ|| C 0 (Ω) )µ −1 we obtain v(x) ≥ M whenever c ≥ c 1 and d(x) = µ. In particular, this implies v(x) ≥ u(x) on ∂Ω µ whenever c ≥ c 1 . Setting c := max(c 0 , c 1 ), the comparision principle for quasilinear elliptic equations yields v(x) ≥ u(x) in Ω µ and
where ν is the outer unit normal to ∂Ω at x. Similarly, we can construct a lower barrier by choosing c < 0 sufficiently small. This will yield an estimate of | ∂u(x) ∂ν | and together with the Dirichlet boundary condition u = ϕ on ∂Ω we can give an estimate of |∇u(x)| on ∂Ω.
Remark: The methods we use are quite similar to [7, Chapter 14.3] , where boundary gradient estimates for general quasilinear elliptic equations under boundary curvature conditions are derived. In fact, we could conclude the boundary gradient estimate also from [7, Theorem 14.9 ]. There, certain structure conditions on the differential operator are required. Those structure conditions can be verified to hold for our problem using the homogeneity assumption tG(tp) = G(p) on the weight matrix G.
The Dirichlet problem for graphs of prescribed weighted mean curvature
In this section we study the Dirichlet problem for graphs of prescribed weighted mean curvature: Given a weight matrix
satisfying the assumptions (2) and (3), a prescribed weighted mean curvature H ∈ C 1+α (Ω × R, R) and Dirichlet boundary values g ∈ C 2+α (∂Ω, R) we look for a solution of
Combining the results we have proven so far we obtain Theorem 5: Assumptions: 
Proof:
The uniqueness part follows from the assumption H z ≥ 0 together with the maximum principle. For the existence part, consider a parameter t ∈ [0, 1] and the family of Dirichlet problems
G ij (−∇u, 1)∂ ij u = t H(x, u) in Ω and u = t g on ∂Ω .
Because G and H are assumed to be C 1+α -functions, any such solution u will belong to C 3+α (Ω, R) by interior Schauder theory. Then the C 0 -estimate Theorem 2, the boundary gradient estimate Theorem 4 together with the gradient maximum principle Corollary 1 yield a constant C independent of t such that ||u|| C 1 (Ω) ≤ C for any solution u = u t of (27). Using the Leray-Schauder Theorem [7, Theorem 13.8 ] the Dirichlet problem (27) is solvable for any t ∈ [0, 1]. For t = 1 we obtain the desired solution of (23).
Remarks:
1) The existence theorem applies in particular to the case H ≡ 0 where we obtain graphs with vanishing weighted mean curvature, i.e. weighted minimal graphs. Note that the assumptions (24) and (26) are satisfied in this case while assumption (25) reduces to H − G (x) < 0 < H + G (x) for x ∈ ∂Ω.
2) The first two assumptions (24) and (25) in c) are natural in the sence that similar assumptions are also needed for the classical prescribed mean curvature equation. The necessity the smallness assumption (24), needed to obtain a C 0 -estimate, is demonstrated by Theorem 3. The necessity of the boundary curvature condition (25), needed to obtain a boundary gradient estimate, is demonstrated by the non-existence theorem [7, Theorem 14.12] 3) Assumption (26), required to obtain a maximum principle for the gradient, may be relaxed somehow. Note however that in case of constant weighted mean curvature H(x, z) ≡ h ∈ R this assumption is satisfied. 
