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Abstract 
Walvoort, D.J.J., M. Knotters & T. Hoogland, 2013. Map Maker’s Guide: A Decision Support System for Interpolation, 
Aggregation, and Disaggregation. Technical documentation. Wageningen, Statutory Research Tasks Unit for Nature & the 
Environment, WOt-werkdocument 350. 31 blz. 2 fig.; 4 tab.;42 ref.; 2 appendix. 
 
This report documents a decision support system (DSS) that has been developed to assist environmental researchers in 
selecting interpolation, aggregation, and disaggregation methods. The DSS has been implemented as a web-application. This 
facilitates updating and makes the DSS generally accessible. The DSS asks the user several questions. The answers are 
compared with those given by experts. The degree of similarity between both sets of answers is used to assign suitability 
scores to a huge set of interpolation, aggregation, and disaggregation methods stored in a database. These methods are 
ranked from most to least suitable and presented to the user in a dynamic table. The user can compare recommended 
methods (backgrounds, available software, literature, performance) and evaluate dynamically which methods would have been 
recommended if deferent answers had been given (what-if analysis).  
 
Keywords: interpolation, aggregation, disaggregation, validation, space, time, space-time, decision support 
system, internet, website, knowledge base, inference engine 
 
 
 
 
 
 
 
 
 
 
 
 
©2013 Alterra Wageningen UR 
 Postbus 47, 6700 AA  Wageningen 
 Tel: (0317) 48 16 00; e-mail: info.alterra@wur.nl 
 
  
 
The Working Documents series is published by the Statutory Research Tasks Unit for Nature & the Environment (WOT Natuur 
& Milieu), part of Wageningen UR. This document is available from the secretary’s office, and can be downloaded from 
www.wageningenUR.nl/wotnatuurenmilieu 
 
Statutory Research Tasks Unit for Nature & the Environment, P.O. Box 47, NL-6700 AA  Wageningen, The Netherlands. 
Phone: (0317) 48 54 71; e-mail: info.wnm@wur.nl; Internet: www.wageningenUR.nl/wotnatuurenmilieu 
 
All rights reserved. No part of this publication may be reproduced and/or republished by printing, photocopying, microfilm or any other means 
without the publisher’s prior permission in writing. The publisher accepts no responsibility for any damage ensuing from the use of the results 
of this study or from the implementation of the recommendations contained in this report. 
 
 
F-0008 vs. 1.9 [2013]                                            Project WOT-04-011-036.16 [Werkdocument  -  oktober 2013] 
Preface
This report documents a decision support system (DSS) that has been developed to help environmental
researchers, in particularly those at the Netherlands Environmental Assessment Agency (PBL), in choosing
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by the Statutory Research Task Unit for Nature & The Environment (WOt Natuur & Milieu, Wageningen
UR).
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(PRI/Biometris - Wageningen UR) for their valuable contributions to various stages of this research.
Dennis Walvoort
Martin Knotters
Tom Hoogland
Map Maker’s Guide: Technical documentation 3

Contents
Preface 3
Summary 7
1 Introduction 9
1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Design of the Decision Support System 11
2.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Basic design and functionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Technical backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Expert System 15
3.1 Expert elicitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Questionnaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Similarity matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Discussion and Conclusions 21
5 Afterword 23
A Validation techniques 29
A.1 Validation of models for interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
A.2 Summary of validation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
B Similarity matrices 35
Map Maker’s Guide: Technical documentation 5
6 WOt-werkdocument 350
Summary
A decision support system (DSS) has been developed to assist environmental researchers in selecting interpola-
tion, aggregation, or disaggregation methods. The DSS has been implemented as a website to facilitate updat-
ing and to make the information accessible for everyone with internet access (see www.mapmakersguide.org).
The DSS guides the user through a number of questions which he has to answer. For less experienced users,
additional information on each question is provided. Experienced users, on the other hand, only have to focus
on the questions and answers and can therefore complete the questionnaire more quickly. After the question-
naire has been completed, the DSS evaluates the similarity between the given answers and those provided
by experts on interpolation, aggregation, and disaggregation methods. This results in suitability scores for
each interpolation, aggregation, and disaggregation method that is available in the database of the DSS.
These methods are sorted from most suitable to least suitable and presented in a dynamic table. The user
can compare recommended methods, select additional information (theoretical backgrounds, lists of available
software, references, the relative performance of methods, etc.). The user may also perform ‘what-if’-analyses
to explore the result of giving different answers in the questionnaire. The DSS will update the dynamic table
accordingly.
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1 Introduction
1.1 Problem statement
Knotters et al. (2010) have written an elaborate overview of interpolation, aggregation and disaggregation
methods in space, time and space-time. Although their overview is well structured, for less experienced
practitioners it may not always be immediately clear which method is most appropriate for tackling specific
interpolation, aggregation or disaggregation problems. To provide some guidance in this respect, a decision
support system (DSS) is needed that fully employs the information contained in Knotters et al. (2010) and
preferably even more.
1.2 Aims
The aim is to develop a DSS that helps practitioners find suitable methods to solve their interpolation,
aggregation and disaggregation problems. In addition, objective information on the performance of the
documented methods in Knotters et al. (2010) is required to facilitate selection of methods.
1.3 Outline
In Chapter 2, the requirements, the design principles, and the technical backgrounds of the DSS are given.
In Chapter 3, the expert system forming the heart of the DSS is explained in more detail. Finally, some
conclusions are given. Further details about the expert system and validation methods for interpolation are
given in the appendix.
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2 Design of the Decision Support System
This chapter gives an overview of the decision support system. We will start with summarizing the requirements
for a suitable DSS (Section 2.1). Next, its design and functionality are briefly described (Section 2.2). More
technical details about the DSS are provided in Section 2.3.
2.1 Requirements
The DSS should at least comply with the following requirements:
1. The DSS should be generally available for practitioners within and outside Wageningen University &
Research centre (Wageningen UR) and ‘The Netherlands Environmental Assessment Agency’ (PBL);
2. The DSS should should be intuitive and easy to use by practitioners with various backgrounds and
degrees of experience;
3. It should be possible to update information on interpolation, aggregation, and disaggregation methods
regularly with limited effort;
A DSS that fulfills these requirements is a web-based application. We have therefore implemented the DSS
as a website.
2.2 Basic design and functionality
The website starts with a home page that tells the user what the website is about, how the website works, and
about the intended audience (Figure 2.1). After clicking the start button, a questionnaire will be launched
with a limited number of questions about the interpolation, aggregation, or disaggregation problem at hand.
Since, the DSS aims at a broad audience, one may optionally request for additional information to make
the questions more clear. After the questionnaire has been completed, the DSS processes the answers and
uses an expert system to assign suitability scores to interpolation, aggregation, and disaggregation methods
residing in a database. Most of these methods are also described in Knotters et al. (2010). These methods
are sorted by suitability score and presented in a dynamic table. Optionally, the user may request additional
information about each recommended method, like for instance, a brief description of the method, more
details about the method, the availability of software (including license information), and its performance
relative to alternative methods. In addition, one can also perform a what-if analysis to find out how the order
of recommended methods changes if different answers would have been given in the questionnaire. The table
with recommended methods will be updated accordingly.
2.3 Technical backgrounds
The website consists of three main ingredients (Figure 2.2):
contents: All text, tables, and figures that make up the website.
style and layout: The ‘look-and-feel’ of the website. Think about font type, font size, colors, and the
position of text, tables and figures on the screen. The style and layout have been typeset in HTML5
and CSS3.
engine: a computer program that handles user interaction (clicking buttons, dragging sliders, etc.) and does
all the (mathematical) calculations for the DSS. The engine is coded in JavaScript.
Map Maker’s Guide: Technical documentation 11
Figure 2.1: Home page of the DSS ‘Map Maker’s Guide’
Most updates of the website are usually related to its contents only. Think about adding new interpolation
methods, adding new background information, or applying corrections and additions to the questionnaire.
The style and layout of the website and its engine usually need less maintenance.
The main design principle of the website is therefore to keep these three ingredients apart. This greatly
facilitates maintenance of the website. A maintainer who wants to add or modify only contents does not
necessarily have to be familiar with the inner workings of the engine, or how to code a specific style and layout
in HTML5 and CSS3.
The structure of the DSS is schematically depicted in Figure 2.2.
At the heart of the website is an engine that, together with webserver software, handles user’s requests (button
clicks, database queries, etc.). The engine is written in JavaScript. It guides users through the questionnaire
(Section 2.2), and processes the answers to find a set of interpolation methods that is potentially useful
to solve the interpolation problem at hand. The engine also takes control of the communication with the
databases, and dynamically fills tables and text blocks.
The website reads its contents from databases. All data are stored in JavaScript Object Notation (JSON).
This facilitates efficient data retrieval and processing by the engine. The data are organized in several JSON-
files. One file contains all text the user sees on the screen, another file contains characteristics of many
interpolation, aggregation and disaggregation methods based on expert knowledge and the parameters of the
expert system that will be used to select methods of interest. Other files contain information on available
software for interpolation, and information on the relative performance of interpolation methods, as determined
in validation studies (see Appendix A for an overview of validation methods (Appendix A.1) and validation
studies (Appendix A.2) that are also available in the database).
To facilitate updating, a maintainer does not need to modify the information in the databases directly. Instead,
he has to modify MS-Excel worksheets and (simplified) LATEX documents. The information in these documents
will be automatically uploaded to the databases.
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Figure 2.2: Structure of the decision support system. See Section 2.3 for more details.
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3 Expert System
After guiding the user through a series of questions about the interpolation, aggregation or disaggregation
problem at hand, the DSS processes the given answers to assign suitability scores to all methods in the
database. The methods will be sorted from most suitable to least suitable and presented in a dynamic table.
In this Chapter it will be explained how these suitability scores are calculated by means of an expert system.
3.1 Expert elicitation
To feed the website with information on interpolation, aggregation, and disaggregation methods experts were
asked to complete a table with characteristics of these methods. Most methods were extracted from Knotters
et al. (2010), but also new methods were added that were underexposed in Knotters et al. (2010). In
addition to the table, also instructions and background information were provided to the experts (including a
paper copy of all text on the website).
An excerpt of the list of methods is given in Table 3.1. The first column gives the name of the method, the
second column the skill of the expert, the remaining columns give the characteristics of each method. The
experts were asked to fill out the characteristics for each method and also to asses their own experience with
the method. The column names are:
interpolation method: Name of the interpolation as given in the literature (e.g., Knotters et al. , 2010);
assessor’s skill: The expert has to indicate his familiarity with the methods on a qualitative scale as ‘ignorant’,
‘novice’,‘advanced beginner’, ‘competent’, ‘proficient’ or ‘expert’. Although subjective, these estimates
can be used to weigh the expert opinion on a specific method;
domain: Does the method pertain to space, time, or space-time? Note that the methods in Table 3.1 may
refer to more than one domain. For instance, a method that is suitable for interpolation in space may
also be suitable for interpolation in time;
data type: What kind of data does the method process? A distinction is made between ‘continuous’, ‘cat-
egorical’, ‘binary’ and ‘ordinal’ data. The website gives more information on these different data types
and also provides examples;
software: is a software implementation of the interpolation method available? Two options are possible
‘available’ and ‘not available’;
uncertainty: Does the method also quantify our uncertainty about the resulting maps? And if so, how is
this uncertainty quantified. Options are ‘none’, ‘variance’, ‘quantile’, or ‘entire distribution’;
complexity: How hard is it to apply the method and interpret the results. Options are: ‘very simple’, ‘simple’,
‘average’, ‘above average’, ‘advanced’, or ‘varies’;
secondary data: Some methods make it possible to use so called secondary data to improve the maps of the
property of interest (= primary data). Is it possible to take advantage of secondary data? And if so,
what kind of secondary data can be used? Options are: ‘none’, ‘exhaustive’, or ‘non-exhaustive’;
change of support: Does the method aggregate or disaggregate the data? Options are: ‘none’, ‘aggrega-
tion’, or ‘disaggregation’;
amount of data: Does the method generally require large amounts of data or does a limited data set suffice?
Options are: ‘small’ ‘intermediate’ ‘large’ or ‘huge’;
spatial/temporal distribution: Does the method impose restrictions on the spatial and/or temporal distri-
bution of the data locations? For instance, for some methods, equidistant time-series are required.
Options are: ‘regular’, ‘nearly regular’, or ‘irregular’;
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process knowledge: Is process knowledge (e.g., a process model) available to improve the results? Options
are ‘available’, or ‘unavailable’;
Note that all options are qualitative (binary, categorical or ordinal) and seem rather subjective at first sight.
To reduce the degree of subjectivity, descriptions of the options have been provided in the instructions and
also on the website. For instance, the option a ‘large’ amount of data has been described as ranging from
250-1000 data points. However, even when these data have not been provided, experts probably tend to
attach similar meanings to the options. That is because the options are interpreted on a relative scale over
the entire set of listed interpolation methods. This will temper the degree of subjectivity.
3.2 Questionnaire
An important part of the website is the questionnaire (Section 2.2). The website asks the user several questions
to get a better understanding of the interpolation, aggregation, or disaggregation problem at hand.
Not surprisingly, the questions in the questionnaire are related to the characteristics of the methods stored in
the database (Section 3.1). Examples are questions about the domain, or about the change of support.
3.3 Similarity matrices
After having completed the questionnaire, the website assigns suitability scores to each method in the database,
based on the answers that have been provided. This is accomplished by evaluating similarity matrices. For
each question in the questionnaire, a similarity matrix is available. Each row of the matrix corresponds to a
potential answer that can be given. Each column of the matrix corresponds to an answer the experts have
been given during expert elicitation (Section 3.1).
The website uses similarity matrices with the following format:
expert︷ ︸︸ ︷
x1 x2 x3 u1 s11 s12 s13user u2 s21 s22 s23
u3 s31 s32 s33
where similarities sij are in the closed interval [0, 1].
As a first example of a similarity matrix, consider the matrix Scos (Table 3.2). This matrix belongs to the
interpolation method characteristic ‘change of support’ (Section 3.1). Each row in Scos corresponds to an
answer to the question if interpolation involves aggregation, disaggregation, or no change of support. The
possible (abbreviated) answers are ‘aggregation’, ‘disaggregation’ and ‘none’, respectively. During expert
elicitation (Section 3.1), each expert has assigned one of these answers to each interpolation method in the
database.
Table 3.2: Similarity matrix: change of support
none aggregation disaggregation
none 1.00 0.00 0.00
aggregation 0.00 1.00 0.00
disaggregation 0.00 0.00 1.00
The similarity matrix now specifies to what degree the answer given in the questionnaire corresponds to what
experts say about the interpolation methods. Suppose a user is interested in aggregation (second row) then
methods that do neither aggregation nor disaggregation get similarity index scos = s2,1 = 0 (first column),
the same is true for disaggregation methods (third column, scos = s2,3 = 0 ), only aggregation methods get
score scos = s2,2 = 1 (second column).
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As a second example consider the availability of software. The user has been asked if software should be
available to tackle his interpolation problem. He or she can choose from three answers:
1. Software should be available.
2. I prefer to use existing software. However, if existing software is not suitable for my interpolation
problem, I just write it myself.
3. The availability of software is not important. I am only interested in the theory behind the interpolation
method.
The first answer will be abbreviated as ‘available’, the second and third answers as ‘not available’. The
similarity matrix Ssoft is given below (Table 3.3). If the user wants software to be available (first row), then
all interpolation methods that have software implementations get similarity ssoft = s1,1 = 1. Methods without
software get similarity ssoft = s1,2 = 0. If the user does not care about the availability of software (second
row), then all interpolation methods get a similarity of 1 (ssoft = s2,1 = s2,2 = 1). Note that this similarity
matrix is asymmetric.
Table 3.3: Similarity matrix: software
available not available
available 1.00 0.00
not available 1.00 1.00
As a final example, consider the question in which the user is asked about the maximal complexity of the
method he his willing to apply. The answer may range from ‘very simple’ to ‘advanced’ (cf. Section 3.1)
depending on the available expertise, time, and finance. This table is also asymmetric. Someone who is
not afraid to use advanced methods (fifth row) will also be interested in simpler (usually cheaper and less
time-consuming) methods. Therefore, all entries in the fifth row get a similarity of 1. A user who asks for
a very simple method (first row) will not be interested in advanced methods (fifth column) but may still be
slightly interested in simple methods (second column). Hence, not only ‘very simple’ methods get a similarity
larger than zero (scomp = s1,1 = 1) but also ‘simple’ methods (scomp = s1,2 = 0.5). However, because the
user actually prefers ‘very simple’ methods, ‘simple’ methods get a similarity score less than 1.
Table 3.4: Similarity matrix: complexity
very simple simple average above average advanced varies
very simple 1.00 0.50 0.00 0.00 0.00 1.00
simple 1.00 1.00 0.50 0.00 0.00 1.00
average 1.00 1.00 1.00 0.50 0.00 1.00
above average 1.00 1.00 1.00 1.00 0.50 1.00
advanced 1.00 1.00 1.00 1.00 1.00 1.00
3.4 Inference
All n answers in the questionnaire are processed by evaluating the corresponding similarity matrices (see
Appendix B). This results in a vector [scos ssoft . . . scomp]
′ of n similarities for each interpolation, aggregation,
and disaggregation method in the database. Each entry in this vector relates to a specific answer. The
suitability of a specific method can be found by aggregating the similarities by multiplication:
S =
n∏
i=1
si = scos × ssoft × . . .× scomp
where S is the suitability of the method.
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There are as many S-scores as there are experts. Each S-score gives the suitability of a specific interpolation,
aggregation, or disaggregation method rated by a specific expert. Large differences between the S-scores for
a single method indicate that experts disagree about the suitability of this method. This disagreement may
point to inconsistencies in Table 3.1 and should be solved first.
For presentation purposes (e.g., sorting the methods from most to least suitable in a table), it is more
convenient to express the suitability of a method by a single value rather than by multiple values given by
different experts. This can be accomplished by aggregating the individual S-scores by using the the assessor’s
skill value (see Section 3.1) as a weight. In the current implementation of the DSS, this aggregation has
been kept relatively simple. It is accomplished by removing the scores of the expert(s) with the lowest skill
(i.e., ‘ignorant’) and taking the arithmetic mean of the remaining scores.
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4 Discussion and Conclusions
This report documents a decision support system that can be used to help researchers in the earth and
environmental sciences to select interpolation, aggregation, and disaggregation methods that can be used to
solve their problems. The decision support system is implemented as a website to reach a broad audience.
Separating source code from contents greatly facilitates maintenance of the website. The databases that feed
the website can therefore be modified without any knowledge of web-design or internet languages.
Users of the website first have to answer a number of questions. The answers are compared with a knowl-
edge base about interpolation, aggregation, and disaggregation methods to compute suitability scores. The
suitability scores are presented in a dynamic table that can be queried by the user for additional information
like the availability of software, details about the methods, or performance statistics. The user may also
try different answers to evaluate the effect on the suitability scores of the recommended methods (‘what-if’
analysis).
A website is never finished. Feedback from users may be used to improve the website, add missing methods,
en update the questionnaire. A hands-on workshop at the Netherlands Environmental Assessment Agency
(PBL) resulted in several valuable improvements and additions.
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5 Afterword
The decision support system can be accessed by typing the following URL in the address field of a web browser:
www.mapmakersguide.org
Only modern browser are supported that adhere to web standards, e.g., Mozilla Firefox, Chrome, or Chromium.
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Appendix A Validation techniques
A.1 Validation of models for interpolation
In this study we use the following definition of validation: “Validation is a test procedure, the outcome of
which determines whether a model satisfies its purpose” (Bohlin, 1991). Crucial in validation is confirmation
by independent observations, i.e., the data have not been used in modelling. Model validation needs to be
carried out on a completely new set of data (Chatfield, 1995). To establish inferential validity these data are
preferably collected by probability sampling. Furthermore, by definition the validation measure summarizing
the observed differences between model outcomes and truth must be directly related to the purpose of the
model.
If an independent set of observations is not available, cross-validation can be decided to. In cross-validation
a part of the observations is not used in constructing the model. Predictions for the locations and time
instances associated with these observations are made applying the model being constructed using the re-
maining observations. This procedure is repeated until all observations have been compared with predictions.
Cross-validation procedures in which repeatedly one observation is set aside are referred to as leave-one-out
(LOO) or set-one-aside (SOA) procedures. We give these abbreviations for information purposes only, we do
not recommend to use them.
Interpolation models are constructed to make predictions at unvisited locations or at time instances at which
no observations were made. Let us consider a space-time domain, that is, a geographical area in which during
a period of time observations have been collected. The geographical area can be one location, a transect, a
2D or a 3D area. We refer to the spatial coordinates by s. The period of time can be restricted to one time
instance, or can have any length. We refer to time instances by t. In case of spatial interpolation the period
of time is restricted to one time instance, in case of temporal interpolation the geographical area is restricted
to one location.
Observations on either continuous or categorical variables can be interpolated. First, we consider continuous
variables. Let z(s, t) be the observation on variable z at location s and time instance t and zˆ(s, t) be the
prediction. The interpolation error e(s, t) is calculated by subtracting the predicted value from the observed
value: e(s, t) = z(s, t)− zˆ(s, t). If the validation data have been collected by probability sampling, validation
measures such as mean error (ME) and root mean squared error (RMSE) can be estimated using the selection
probabilities (Cochran, 1977; De Gruijter et al. , 2006). For any other sampling design, a model of spatial
and/or temporal variation of interpolation errors is needed to estimate validation measures.
Measures such as ME, RMSE and standard deviation of error (SDE) are often used in validation studies.
However, these measures do not clearly inform about the resemblance between mapped patterns and true
patterns (either, spatial patterns, temporal or both). In interpolation it is assumed that the interpolation
model describes the spatial structure, the temporal structure or the spatiotemporal structure. Thus it might
be expected that no structure is left in the interpolation errors. This can be checked by estimating a variogram
of the interpolation errors. If the variogram indicates the presence of spatial, temporal or spatiotemporal
correlation, then it can be concluded that the interpolation model does not effectively describe the spatial,
temporal or spatiotemporal structure of the variable of interest.
Interpolation models for categorical variables can be validated by comparing the predicted category cˆ(s, t)
with the observed category c(s, t). Validation measures are based on an indicator variable y(s, t), which has
value 1 if cˆ(s, t) = c(s, t), otherwise y(s, t) = 0. The estimated space-time mean ˆ¯y(s, t) is an estimate of the
correctly classified fraction of the domain. If the validation data have been collected by probability sampling
y¯(s, t) can be estimated using the selection probabilities (Cochran, 1977; De Gruijter et al. , 2006). For
any other sampling design, a model of spatial and/or temporal variation of interpolation errors is needed to
estimate y¯(s, t).
In validation of thematic maps y¯ is referred to as purity: the fraction (or percentage) of a map that re-
sembles with reality. High purity means high reliability of the map. Despite of its clear and straightforward
meaning, two critical remarks about purity as validation measure must be made. First, purity informs about
misclassification, but not about the extent of misclassification: misclassification by one category has the same
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weight as misclassification by two or more categories. Second, purity does not inform about systematic and
random errors, and likewise the quality of mapped patterns. Both drawbacks of purity can be taken away by
presenting an error matrix (contingency table, confusion matrix; Hay (1979); Card (1982); Congalton (1991)).
An error matrix is a square array of numbers set out in rows and columns which express the number of sample
units assigned to a particular category relative to the actual category as observed in the field. The diagonal
elements reflect the resemblance between map and field truth, the off-diagonal elements inform about the
deviations between map and field truth.
A.2 Summary of validation studies
• ADW = angular distance weighting
• ANN = artificial neural networks
• CI = conditional interpolation
• CK = cokriging
• Cl = classification
• GK = global kriging (simple variogram)
• IDW = inverse distance weighting
• IK = indicator kriging
• ISDW = inverse squared distance weighting
• K = kriging
• KED = kriging with an external drift
• LCPM = localized per-class means (Borak & Jasinski, 2009)
• LK = local kriging (variograms for each interpolation point)
• MCMC = Markov Chain Monte Carlo
• NaN = natural neighbour
• NeN = nearest neighbour
• NN = neural network
• OCCK = ordinary collocated cokriging
• OK = ordinary kriging
• PCM = per class means
• RK = regression kriging
• SS = smoothing splines
• TC = climatology
• TCS = temporal cubic splines
• TLA = temporal linear averaging
• TPS = thin plate splines
• UK = universal kriging
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o
d
y
sa
va
n
n
a
:
T
C
<
L
P
C
M
,
K
a
n
g
,
L
P
C
M
/
T
C
h
yb
ri
d
,
L
P
C
M
/
T
L
A
h
yb
ri
d
<
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
s
<
T
L
A
<
K
a
n
g
9
x9
<
T
C
S
<
P
C
M
;
O
p
en
sh
ru
b
la
n
d
:
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
<
L
P
C
M
,
K
a
n
g
,
L
P
C
M
/
T
L
A
h
yb
ri
d
<
L
P
C
M
/
T
C
h
yb
ri
d
<
K
a
n
g
9
x9
<
T
C
<
T
C
S
<
P
C
M
;
G
ra
ss
la
n
d
:
co
ve
r-
sp
ec
ifi
c
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
,
T
L
A
<
T
C
<
K
a
n
g
9
x9
<
T
C
S
<
L
P
C
M
,
K
a
n
g
,
L
P
C
M
/
T
C
h
yb
ri
d
,
L
P
C
M
/
T
L
A
h
yb
ri
d
,
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
<
P
C
M
;
C
ro
p
la
n
d
:
T
C
<
T
L
A
,
co
ve
r-
sp
ec
ifi
c
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
,
T
L
A
<
T
C
S
<
K
a
n
g
9
x9
<
L
P
C
M
,
K
a
n
g
,
L
P
C
M
/
T
C
h
yb
ri
d
,
L
P
C
M
/
T
L
A
h
yb
ri
d
,
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
<
P
C
M
;
C
ro
p
la
n
d
m
o
sa
ic
:
T
L
A
<
co
ve
r-
sp
ec
ifi
c
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
<
T
C
<
L
P
C
M
,
K
a
n
g
,
L
P
C
M
/
T
C
h
yb
ri
d
,
L
P
C
M
/
T
L
A
h
yb
ri
d
,
L
P
C
M
/
T
L
A
/
P
C
M
h
yb
ri
d
<
T
C
S
,
K
a
n
g
9
x9
<
P
C
M
B
ru
s
et
a
l.
(1
9
9
6
)
th
ic
k
n
es
s
o
f
A
1
h
or
iz
o
n
,
m
a
xi
m
u
m
ar
ei
c
m
a
ss
o
f
P
2
O
5
a
d
so
rb
ed
b
y
so
il
a
b
o
ve
m
ea
n
h
ig
h
es
t
w
a
te
r
ta
b
le
,
m
ea
n
h
ig
h
es
t
w
a
te
r
ta
b
le
,
m
ea
n
lo
w
es
t
w
a
te
r
ta
b
le
va
li
d
a
ti
o
n
se
t
(n
=
9
6
);
R
M
S
E
,
M
A
E
th
ic
k
n
es
s
o
f
A
1
h
or
iz
o
n
:
O
K
-3
<
G
M
-3
<
G
M
-6
<
L
S
S
-3
<
IS
D
-3
<
IS
D
-0
<
O
K
-0
<
G
M
-0
<
N
3
-3
<
L
S
S
-0
<
N
1
-3
<
N
3
-0
<
R
P
<
N
1
-0
;
m
a
xi
m
u
m
ar
ei
c
m
a
ss
o
f
P
2
O
5
a
d
so
rb
ed
b
y
so
il
a
b
o
ve
m
ea
n
h
ig
h
es
t
w
a
te
r
ta
b
le
:
G
M
-6
<
L
S
S
-3
<
N
3
-3
<
O
K
-3
<
IS
D
-3
<
G
M
-3
<
O
K
-0
<
IS
D
-0
<
N
3
-0
<
G
M
-0
<
L
S
S
-0
<
N
1
-3
<
N
1
-0
;
m
ea
n
h
ig
h
es
t
w
a
te
r
ta
b
le
:
O
K
-3
<
N
1
-3
<
IS
D
-3
<
G
M
-6
<
N
3
-3
<
R
P
<
L
S
S
-3
<
O
K
-0
<
IS
D
-0
<
G
M
-3
<
L
S
S
-0
<
N
3
-0
<
G
M
-0
<
N
1
-0
;
m
ea
n
lo
w
es
t
w
a
te
r
ta
b
le
:
G
M
6
<
IS
D
-3
<
O
K
-3
<
N
1
-3
<
IS
D
-0
<
N
3
-3
<
O
K
-0
<
L
S
S
-3
<
R
P
<
N
3
-0
<
L
S
S
-0
<
G
M
-3
<
G
M
-0
<
N
1
-0
C
o
u
li
b
a
ly
&
B
ec
ke
r
(2
0
0
7
)
a
n
n
u
a
l
p
re
ci
p
it
a
ti
o
n
cr
o
ss
-v
a
li
d
a
ti
o
n
;
M
E
,
R
M
S
E
U
K
,
O
C
K
<
O
K
,
S
K
<
ID
W
D
en
b
y
et
a
l.
(2
0
0
5
)
P
M
1
0
,
o
zo
n
e
cr
o
ss
-v
a
li
d
a
ti
o
n
(o
zo
n
e:
n
=
1
2
7
0
,
P
M
1
0
:
n
=
9
2
9
);
R
M
S
E
p
ro
ce
ss
m
o
d
el
+
O
K
<
O
K
<
ID
W
E
rx
le
b
en
et
a
l.
(2
0
0
2
)
sn
ow
d
ep
th
,
sn
ow
d
en
si
ty
cr
o
ss
-v
a
li
d
a
ti
o
n
(n
=
5
5
0
);
M
E
,
R
M
S
E
,
M
A
E
,
G
B
in
ar
y
re
g
re
ss
io
n
tr
ee
+
k
ri
g
in
g
<
B
in
ar
y
re
g
re
ss
io
n
tr
ee
<
M
o
d
ifi
ed
re
si
d
u
a
l
k
ri
g
in
g
<
O
K
<
ID
W
<
T
S
A
H
en
g
l
(2
0
0
7
)
sa
n
d
co
n
te
n
t,
si
lt
co
n
te
n
t,
cl
ay
co
n
te
n
t
va
li
d
a
ti
o
n
se
t
(n
=
2
2
2
)
R
K
<
O
K
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T
ab
le
A
.2
:
S
u
m
m
ar
y
of
va
lid
at
io
n
st
u
d
ie
s
of
m
et
h
o
d
s
fo
r
sp
at
ia
l
in
te
rp
ol
at
io
n
;
co
n
ti
n
u
ed
R
ef
er
en
ce
ta
rg
et
va
ri
a
b
le
va
li
d
a
ti
o
n
m
et
h
o
d
;
va
li
d
a
ti
o
n
m
ea
su
re
s
ra
n
k
in
g
o
f
te
ch
n
iq
u
es
H
er
n
a
n
d
ez
-S
te
fa
n
o
n
i
&
P
o
n
ce
-
H
er
n
a
n
d
ez
(2
0
0
6
)
n
u
m
b
er
o
f
(v
eg
et
a
ti
o
n
)
sp
ec
ie
s,
E
xp
o
n
en
t
S
h
a
n
n
o
n
,
R
ec
ip
ro
ca
l
S
im
p
so
n
cr
o
ss
-v
a
li
d
a
ti
o
n
(n
=
1
4
1
);
M
E
,
M
A
E
,
R
M
S
E
,
co
rr
e-
la
ti
o
n
co
effi
ci
en
t
(R
M
S
E
)
n
u
m
b
er
o
f
sp
ec
ie
s:
st
ra
ti
fi
ed
K
<
C
l
<
st
ra
t-
ifi
ed
in
ve
rs
e
d
is
ta
n
ce
<
st
ra
ti
fi
ed
co
k
ri
g
in
g
<
k
ri
g
-
in
g
<
in
ve
rs
e
sq
u
ar
ed
d
is
ta
n
ce
<
co
k
ri
g
in
g
;
E
xp
o
-
n
en
t
S
h
a
n
n
o
n
:
st
ra
ti
fi
ed
k
ri
g
in
g
<
cl
a
ss
ifi
ca
ti
o
n
<
st
ra
ti
fi
ed
in
ve
rs
e
d
is
ta
n
ce
<
k
ri
g
in
g
<
in
ve
rs
e
sq
u
ar
ed
d
is
ta
n
ce
<
co
k
ri
g
in
g
;
R
ec
ip
ro
ca
l
S
im
p
so
n
:
st
ra
ti
fi
ed
k
ri
g
in
g
<
cl
a
ss
ifi
ca
ti
o
n
<
st
ra
ti
fi
ed
in
ve
rs
e
d
is
ta
n
ce
<
k
ri
g
in
g
<
in
ve
rs
e
d
is
ta
n
ce
<
co
k
ri
g
in
g
H
o
fi
er
ka
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
re
g
u
la
ri
ze
d
sp
li
n
es
w
it
h
te
n
si
o
n
1
H
o
fs
tr
a
et
a
l.
(2
0
0
8
)
p
re
ci
p
it
a
ti
o
n
,
m
ea
n
te
m
p
er
a
tu
re
,
m
in
im
u
m
te
m
p
er
a
-
tu
re
,
m
a
xi
m
u
m
te
m
p
er
a
tu
re
cr
o
ss
-v
a
li
d
a
ti
o
n
(v
er
y
la
rg
e
n
);
co
m
p
o
u
n
d
re
la
ti
ve
er
-
ro
r,
M
A
E
,
R
M
S
E
,
li
n
ea
r
er
ro
r
in
p
ro
b
a
b
il
it
y
sp
a
ce
,
P
ea
rs
o
n
co
rr
el
a
ti
o
n
,
p
er
ce
n
t
co
rr
ec
t,
cr
it
ic
a
l
su
cc
es
s
in
d
ex
p
re
ci
p
it
a
ti
o
n
:
G
K
<
A
D
W
2
<
L
K
<
N
a
N
<
A
D
W
1
<
T
P
S
2
D
<
T
P
S
3
D
<
R
eg
re
ss
io
n
<
C
I;
m
ea
n
te
m
-
p
er
a
tu
re
:
G
K
<
T
P
S
3
D
<
L
K
<
A
D
W
1
<
T
P
S
2
D
<
N
a
N
<
R
eg
re
ss
io
n
;
m
in
im
u
m
te
m
p
er
a
tu
re
:
G
K
<
T
P
S
3
D
<
L
K
<
A
D
W
1
<
T
P
S
2
D
<
N
a
N
<
R
e-
g
re
ss
io
n
;
m
a
xi
m
u
m
te
m
p
er
a
tu
re
:
T
P
S
3
D
<
G
K
<
L
K
<
N
a
N
<
T
P
S
2
D
<
A
D
W
1
<
R
eg
re
ss
io
n
Jo
n
es
et
a
l.
(2
0
0
3
)
co
n
ce
n
tr
a
ti
o
n
o
f
co
n
ta
m
in
a
n
t
in
g
ro
u
n
d
w
a
te
r
cr
o
ss
-v
a
li
d
a
ti
o
n
(3
D
)
(n
=
6
5
6
,
3
2
8
,
1
4
6
,
5
3
0
);
R
M
S
E
O
K
=
ID
W
<
N
a
N
K
n
o
tt
er
s
et
a
l.
(1
9
9
5
)
d
ep
th
to
so
ft
so
il
la
ye
r
S
I
(n
=
1
1
7
);
R
M
S
E
,
R
M
K
V
IR
F
-2
K
co
m
b
in
ed
w
it
h
re
g
re
ss
io
n
<
IR
F
-2
K
<
IR
F
-2
C
o
K
L
u
o
et
a
l.
(2
0
0
8
)
w
in
d
sp
ee
d
cr
o
ss
-v
a
li
d
a
ti
o
n
;
(n
=
1
8
9
);
M
E
,
R
M
S
E
O
C
C
K
<
O
K
<
lo
ca
l
p
o
ly
n
o
m
ia
l
<
U
K
(s
p
a
ti
a
l
co
-
or
d
in
a
te
s)
<
ID
W
<
th
in
p
la
te
sp
li
n
es
<
T
S
A
M
ar
d
ik
is
et
a
l.
(2
0
0
5
)
lo
n
g
-t
er
m
m
ea
n
d
a
il
y
re
fe
re
n
ce
ev
a
p
o
tr
a
n
sp
ir
a
ti
o
n
p
re
fe
re
n
ti
a
l
va
li
d
a
ti
o
n
sa
m
p
le
(n
=
1
9
);
M
E
,
M
A
E
,
R
M
S
E
g
ra
d
ie
n
t
p
lu
s
in
ve
rs
e
d
is
ta
n
ce
sq
u
ar
ed
,
k
ri
g
in
g
w
it
h
a
g
u
es
s
fi
el
d
<
or
d
in
ar
y
k
ri
g
in
g
,
in
ve
rs
e
sq
u
ar
ed
d
is
ta
n
ce
O
d
eh
et
a
l.
(1
9
9
4
)
d
ep
th
o
f
so
lu
m
,
d
ep
th
o
f
b
ed
ro
ck
,
to
p
so
il
g
ra
ve
l,
su
b
-
so
il
cl
ay
p
u
rp
o
si
ve
va
li
d
a
ti
o
n
sa
m
p
le
(n
=
7
1
);
M
E
,
R
M
S
E
d
ep
th
o
f
so
lu
m
:
k
ri
g
in
g
co
m
b
in
ed
w
it
h
li
n
ea
r
re
g
re
s-
si
o
n
<
k
ri
g
in
g
w
it
h
a
g
u
es
s
fi
el
d
<
m
u
lt
i-
li
n
ea
r
re
-
g
re
ss
io
n
<
u
n
iv
er
sa
l
k
ri
g
in
g
w
it
h
sp
a
ti
a
l
co
or
d
in
a
te
s
<
co
k
ri
g
in
g
<
or
d
in
ar
y
k
ri
g
in
g
;
d
ep
th
to
b
ed
ro
ck
:
k
ri
g
in
g
w
it
h
a
g
u
es
s
fi
el
d
<
k
ri
g
in
g
co
m
b
in
ed
w
it
h
li
n
ea
r
re
g
re
ss
io
n
<
m
u
lt
i-
li
n
ea
r
re
g
re
ss
io
n
<
co
k
ri
g
in
g
<
u
n
iv
er
sa
l
k
ri
g
in
g
w
it
h
sp
a
ti
a
l
co
or
d
in
a
te
s
<
or
d
i-
n
ar
y
k
ri
g
in
g
;
to
p
so
il
g
ra
ve
l:
k
ri
g
in
g
w
it
h
a
g
u
es
s
fi
el
d
<
m
u
lt
i-
li
n
ea
r
re
g
re
ss
io
n
<
co
k
ri
g
in
g
<
k
ri
g
in
g
co
m
-
b
in
ed
w
it
h
li
n
ea
r
re
g
re
ss
io
n
<
u
n
iv
er
sa
l
k
ri
g
in
g
w
it
h
sp
a
ti
a
l
co
or
d
in
a
te
s
<
or
d
in
ar
y
k
ri
g
in
g
;
su
b
so
il
cl
ay
:
k
ri
g
in
g
co
m
b
in
ed
w
it
h
li
n
ea
r
re
g
re
ss
io
n
<
k
ri
g
in
g
w
it
h
a
g
u
es
s
fi
el
d
<
m
u
lt
i-
li
n
ea
r
re
g
re
ss
io
n
<
co
k
ri
g
in
g
<
u
n
iv
er
sa
l
k
ri
g
in
g
<
or
d
in
ar
y
k
ri
g
in
g
P
a
la
se
a
n
u
-L
o
ve
jo
y
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
B
ay
es
ia
n
a
u
to
m
a
ti
c
fi
tt
in
g
fu
n
ct
io
n
s
P
eb
es
m
a
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
O
K
R
ig
o
l-
S
a
n
ch
ez
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
A
N
N
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T
ab
le
A
.3
:
S
u
m
m
ar
y
of
va
lid
at
io
n
st
u
d
ie
s
of
m
et
h
o
d
s
fo
r
sp
at
ia
l
in
te
rp
ol
at
io
n
;
co
n
ti
n
u
ed
R
ef
er
en
ce
ta
rg
et
va
ri
a
b
le
va
li
d
a
ti
o
n
m
et
h
o
d
;
va
li
d
a
ti
o
n
m
ea
su
re
s
ra
n
k
in
g
o
f
te
ch
n
iq
u
es
S
a
ve
li
ev
a
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
O
K
S
a
ve
li
ev
et
a
l.
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
m
u
lt
il
ev
el
B
-s
p
li
n
es
S
ch
lo
ed
er
et
a
l.
(2
0
0
1
)
cl
ay
co
n
te
n
t
(g
k
g
−
1
);
p
H
;
N
a
,
C
a
,
M
g
(c
m
o
l e
k
g
−
1
);
P
(m
g
k
g
−
1
);
or
g
a
n
ic
m
a
tt
er
co
n
te
n
t
(g
k
g
−
1
)
cr
o
ss
-v
a
li
d
a
ti
o
n
(n
=
4
6
);
M
A
E
,
M
S
E
,
G
cl
ay
:
ID
W
<
S
S
<
O
K
.
p
H
:
ID
W
=
O
K
<
S
S
.
N
a
:
O
K
<
S
S
<
ID
W
.
C
a
:
ID
W
<
O
K
<
S
S
.
M
g
:
ID
W
<
O
K
<
S
S
.
P
:
O
K
<
ID
W
<
S
S
.
O
M
:
O
K
=
ID
W
<
S
S
S
ch
u
u
rm
a
n
s
et
a
l.
(2
0
0
7
)
d
a
il
y
ra
in
fa
ll
cr
o
ss
-v
a
li
d
a
ti
o
n
(n
=
3
0
,
1
0
3
,
3
3
0
);
R
M
S
E
K
E
D
<
O
C
C
K
<
O
K
T
im
o
n
in
&
S
a
ve
li
ev
a
(2
0
0
5
)
ra
d
io
a
ct
iv
it
y
le
ve
l
p
u
rp
o
si
ve
sa
m
p
le
(n
=
8
0
8
);
R
M
S
E
,
M
A
E
,
M
E
,
P
ea
rs
o
n
’s
r
G
en
er
a
l
R
eg
re
ss
io
n
N
eu
ra
l
N
et
w
or
k
T
h
ie
ke
n
(2
0
0
3
)
d
a
il
y
ra
in
fa
ll
(m
m
)
p
u
rp
o
si
ve
sa
m
p
le
(n
=
3
6
7
);
M
E
,
S
D
E
,
R
M
S
E
,
M
A
E
,
M
R
E
ra
d
ia
l
b
a
si
s
fu
n
ct
io
n
s:
M
Q
2
<
M
Q
4
<
M
Q
1
U
b
o
ld
i
et
a
l.
(2
0
0
8
)
h
o
u
rl
y
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Appendix B Similarity matrices
Below are similarity matrices as currently been used by the DSS. Note that these matrices may change as our
experience with the DSS grows. For more information about the similarity matrices and their interpretation
see Section 3.3.
Table B.1: Similarity matrix: domain
space time space-time
space 1.00 0.00 0.25
time 0.50 1.00 0.25
space-time 0.00 0.00 1.00
Table B.2: Similarity matrix: change of support
none aggregation disaggregation
none 1.00 0.00 0.00
aggregation 0.00 1.00 0.00
disaggregation 0.00 0.00 1.00
Table B.3: Similarity matrix: software
available not available
available 1.00 0.00
not available 1.00 1.00
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Table B.4: Similarity matrix: complexity
very simple simple average above average advanced varies
very simple 1.00 0.50 0.00 0.00 0.00 1.00
simple 1.00 1.00 0.50 0.00 0.00 1.00
average 1.00 1.00 1.00 0.50 0.00 1.00
above average 1.00 1.00 1.00 1.00 0.50 1.00
advanced 1.00 1.00 1.00 1.00 1.00 1.00
Table B.5: Similarity matrix: data type
continuous categorical binary ordinal
continuous 1.00 0.00 0.00 0.00
categorical 0.00 1.00 0.00 0.00
binary 0.00 0.00 1.00 0.00
ordinal 0.00 0.00 0.00 1.00
Table B.6: Similarity matrix: data availability
small intermediate large huge
small 1.00 0.00 0.00 0.00
intermediate 1.00 1.00 0.00 0.00
large 1.00 1.00 1.00 0.00
huge 1.00 1.00 1.00 1.00
Table B.7: Similarity matrix: distribution of points
regular nearly regular irregular
regular 1.00 1.00 1.00
nearly regular 0.75 1.00 1.00
irregular 0.00 0.00 1.00
Table B.8: Similarity matrix: secondary data
none exhaustive non-exhaustive
none 1.00 0.00 0.00
exhaustive 0.25 1.00 0.50
non-exhaustive 0.25 0.00 1.00
Table B.9: Similarity matrix: uncertainty
none variance quantiles distribution
none 1.00 1.00 1.00 1.00
variance 0.00 1.00 0.50 0.50
quantiles 0.00 0.50 1.00 1.00
distribution 0.00 0.50 1.00 1.00
Table B.10: Similarity matrix: process knowledge
available unavailable
available 1.00 0.75
unavailable 0.00 1.00
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