Abstract: A 3D scene is synthesized combining multiple optically recorded digital holograms of different objects. The novel idea consists of compositing moving 3D objects in a dynamic 3D scene using a process that is analogous to stop-motion video. However in this case the movie has the exciting attribute that it can be displayed and observed in 3D. We show that 3D dynamic scenes can be projected as an alternative to complicated and heavy computations needed to generate realistic-looking computer generated holograms. The key tool for creating the dynamic action is based on a new concept that consists of a spatial, adaptive transformation of digital holograms of real-world objects allowing full control in the manipulation of the object's position and size in a 3D volume with very high depth-of-focus. A pilot experiment to evaluate how viewers perceive depth in a conventional single-view display of the dynamic 3D scene has been performed.
Introduction
Since its discovery by Dennis Gabor, holography has encouraged the expectation for a spectacular 3D imaging and display system [1, 2] . Classical holography, based on photosensitive films and plates had its main limitation in its chemical processing and singleshot procedure. Alternate recording media such as photorefractive crystals and polymers, thermoplastic, photopolymers film make holographic video possible [3, 4] .
The arrival of solid state sensors in the 1970s opened the new era of digital holography (DH). Nevertheless, despite the tremendous technological progress of solid state sensors, they have not yet surpassed the incredible spatial resolution (more then 5000 lines/mm) of classical recording materials. However, the expectation for a spectacular dynamic 3D display is now to be entrusted to DH. Holograms are digitally recorded, directly and very fast, by CCD or CMOS matrix sensors in visible or even in IR spectra. The reconstruction can be either performed numerically for a 2D screen or for display in 3D by a SLM (spatial light modulator) [5] [6] [7] .
Although the expectations for an efficient and high quality 3D system have not been matched yet by technology, there is a huge industrial and economic interest in, and fascination with, such a natural way of perceiving an artificial 3D world. The synthesis of dynamic 3D scenes can be useful in many fields such as for training and simulation of real-world scenarios (surgery training, 3D object design and visualisation, object recognition for robotics/military purposes, and so on). Of course, the enormous application for entertainment (for example, video-games, virtual reality, 3D video) cannot be underestimated [8, 9] .
Considerable progress has been made in recent years in 3D imaging and display along different directions [10] [11] [12] [13] , even if holography remains the definitive and most challenging approach [14] [15] [16] [17] [18] . In fact, while all other techniques are 3D only under a host of conditions, holography and its wavefront reconstruction family is the only true 3D imaging and display technique. Holographic displays have the unique advantage of representing all possible visual depth cues, autostereoscopically (without glasses), with both vertical and horizontal parallax, giving an appropriate medium for unlimited simultaneous viewers at arbitrary viewing positions, and without the potentially nausea-inducing accommodation-vergence rivalry inherent in modern stereoscopic 3D cinema.
Most of the impressive achievements in holographic 3D display that have been reported were obtained through the realization of computer generated holograms (CGHs) [19] [20] [21] [22] [23] .
CGHs have been extensively studied because they are an extremely flexible precursor to the more difficult task of directly obtaining a digital hologram by optically recording a 3D scene. With CGHs it is possible to synthesize holograms not only of single objects but of full scenes with multiple dynamic objects. However it is an extremely difficult task due to the huge computation time and often the results are usually of poor quality in terms of image resolution, even if recently some progresses have been done in optimizing algorithms for generating CGHs [24] [25] [26] .
Most importantly, CGHs by definition contain only computer-generated information, and come up short in a realistic representation of the world around us in the same way that in modern cinema computer-generated cartoons fail to capture the realism and emotion of lifeaction films.
Conversely, if we consider optical holograms, one of the main and as yet unresolved problems in recording a dynamic scene of real-objects by a laser is strictly connected with the intrinsic properties of such a light source. The paradox in holography is that while the high directionality and coherence of the light source satisfies the mandatory requirements to record a hologram, these properties affect severely the recording process. In fact, the hologram's quality is strongly dependent on the object's position relative to the recording camera because of such properties. Those difficulties are common to all types of holography independent of the recording medium and technique.
This can be explained as follows. For a particular object size and camera pixel size, there is a minimum distance at which the object can be correctly sampled. Surface orientation and texture of the object can also cause problems in recording digital holograms. Depending on the location of the light source and the recording camera, (i.e. the illumination and observation directions, respectively) the scattered light from the object can have such a variation that for each position it must be necessary to adjust intensity of the illumination object beam, change the direction of illumination, and adjust the exposure time. In fact it is straightforward to understand that if the object's position changes in the 3D volume, in front of the recording medium, the illuminating laser light strikes the object from different directions for each position. The scattered spectrum (amplitude and phase) is also dependent on the illumination direction, affecting the amount of light that reaches the camera aperture. In addition, the high directionality of laser light produces sharp shadows that can hinder the visibility, and that can change with the object's position. Moreover, speckle size and intensity recorded by the camera, which can affect quality of reconstructed objects, are a function of the distance between the object and the recording medium.
Considering, for example, holograms of two identical objects recorded with a single laser beam in a 3D imaged volume, and set at two different distances from the camera, gives as the result in the reconstruction process (either numerical or optical) two images that can have completely different quality because of the inverse-square law and because of speckles. Consequently, it is important to underline that the optimization of all recording parameters in holography (laser, optical configuration, object surface shape and texture, etc.) is impractical if the aim is to obtain reconstructed images of same quality for objects at different distances. While in photography, or any other imaging technique with white light, there is also a dependence on the light conditions and optical configuration, it is quite easy to optimize illumination conditions due to the incoherent character of such light.
More severe is the limit in terms of field-of-view. It is well known the pixel size and numerical aperture (NA) of the imaging sensor limits the field of view, which is due to the cut-off limit in sampling the spatial frequencies of the hologram (the interferometric fringes) [5] . The above constraint has practical drawbacks that limit the maximum extension of an object or even the range in which, for a fixed optical configuration, an object can be displaced laterally in the 3D scene (the volume in front of the camera) during the recording process.
The aforementioned problems imply that, generally speaking, holographic recording of a dynamic 3D scene, in which for example a single object is moved in an ample volume, requires an adaptive optical configuration that is optimized for each position of the object. In practice, for such an adaptive system, dynamically satisfying illumination, speckle reduction, and sampling conditions would not be feasible.
In order to overcome each of these difficulties, we propose here an original method that consists of recording each real-world object individually under favourable conditions, and then building-up a dynamic synthetic 3D scene with a process that is analogous to stopmotion video. However, in our case the movie has all the advantageous attributes associated with holographic display, such as representing all possible visual depth cues without incompatibility. The method is possible due to an innovative way in which we process the digital holograms that has never been implemented before.
Methods
To create a dynamic 3D scene using only one hologram, we consider a digital hologram of a single object recorded at distance d. The reconstruction of the object in focus is obtained numerically at distance d from the hologram plane by computing the well known diffraction Fresnel propagation integral, given by
where h(x,y) and r(x,y) are the hologram and reference beam respectively. Usually r(x,y) = 1, which means it is a plane wavefront. If an affine geometric transformation is applied to the original recorded hologram, consisting of a simple stretching and described by
, we obtain the transformed hologram
Consequently, the propagation integral changes to
, . Therefore, through subsequent reconstruction of the same hologram, stretched with a variable elongation factor α, it is possible to create a dynamic 3D scene with the object moving along the z axis. Moreover, a movement of the object in x,y directions can also be added by a simple shift in the reconstruction plane. To synthesize a dynamic 3D scene with more than one object, we construct each frame of the movie combining various digital holograms according to the following procedure: 1) Each hologram is reconstructed in a plane in which it is largely in focus.
2) To filter out the off-axis conjugated order a spatial mask is applied to the complex field in the image plane.
3) The position of each object in the x-y plane is changed by a simple shift in order to avoid superimposition of different objects in the combined image.
4) The complex wavefield is propagated back to the hologram plane.
5) Each hologram is stretched according to the desired change of the in-focus distance, that is the object position along the z-axis.
6) The complex-valued holograms are added together to yield a multiplexed hologram.
7) The multiplexed hologram is reconstructed at a fixed distance to obtain the multiobject scene.
Experimental results

Numerical reconstruction of 3D scene
For the experimental validation of our method, we consider a digital hologram of a single object, a puppet of the Neapolitan tradition, "Pulcinella," and an astronaut, recorded with an optimized optical configuration that optimizes recording parameters such as object-to-CCD distance and illumination intensity for a high quality hologram reconstruction. The holograms are acquired by means of a Mach-Zehnder interferometer in off-axis configuration with a plane reference wave. The laser source used is a DPSS laser emitting at 0.532 µm, while the distance between the objects and the CCD is approximately 56 cm. If we transform the hologram as in Eq. (2), the object is obtained in focus at a distance different to the original recording distance and with different lateral magnification. Based on this simple principle we can play with a digital hologram by creating a 3D scene in which a single object is moved back-and-forth as depicted in Fig. 1(a) . Since the hologram can be numerically transformed to change the distance at which it will appear in focus in the reconstruction process, an observer will see a 3D scene in both the numerical reconstruction and the optical reconstruction by a SLM device.
With this aim, the same digital hologram is successively reconstructed with different elongation factors α. Figure 1(b) shows the numerical reconstruction of Pulcinella's hologram stretched with elongation factors α of 0.8, 1 and 1.2, respectively. According to the formulas of Section 2, we can estimate that the depth of focus changes by about 48 cm. The numerical reconstructions in the upper row of Fig. 1(b) were performed at a single reconstruction distance for all deformed holograms. The lower row of Fig. 1(b) shows the numerical reconstructions of the deformed holograms where the reconstruction distance is changed to maintain Pulcinella in focus. It is clear that hologram stretching is equivalent to a change in the reconstruction distance and in the image lateral magnification. The results of Fig. 1(b) demonstrate that the apparent position in the holographic reconstruction of a real object can be changed independently of the original recorded distance. Dynamic and more complex 3D scenes can be synthetically constructed using different holograms. In our example, the procedure is based on recording several digital holograms of individual objects each of which rotates about its vertical axis but in a fixed position. Figure 2 shows four numerical holographic reconstructions of Pulcinella from different angles. (The corresponding movie shows the full 360° sequence.) The recording process is performed with an optimized optical configuration that admits a high quality hologram. Each recorded hologram is geometrical transformed, by numerical stretching and shifting in the x-y plane, to create a dynamic 3D scene in which Pulcinella travels backwards and forwards in the 3D volume while performing a "pirouette." Figure 3 describes the set-up used for the optical projection of the 3D scene. We use a DPSS laser emitting at 0.532 µm. The laser beam is expanded in such a way as to obtain a convergent beam that impinges on the SLM-LCOS (PLUTO-by Holoeye, 8 µm pixel pitch) that displays the synthetic hologram. The real images are projected onto a scattering screen at a certain distance z i from the SLM and, then, acquired by a camera. The lateral magnification of the projected image is expressed by the formula where m is scale-change factor of the hologram, λ r and λ c are the recording and reconstructing wavelengths, respectively, while z i and z o are the distance of the image and the object, respectively, from the hologram plane (SLM plane).
Optical display of a 3D scene
In our case, the recording and reconstructing wavelengths are the same, while the scaling m has two components: one is due to the different values of the pixel pitch in the recording camera (6.7 µm) and in SLM array, while the other is due to the numerical stretching. Obviously, the first component has the same value for all the projected images, while the second one depends on the stretching parameter. To estimate the magnification we also need to calculate the distance at which the reconstructed image appears in focus. The position of the image is obtained from the formula where z c and z r are the radii of curvature of the reference wave in the recording and reconstruction process, respectively. We used a plane reference wave in the recording process ( r z = ∞ ) and a convergent wave in the reconstruction one. Consequently, the distance of the reconstructed images from the SLM increases with stretching parameter, while their size decreases. Fig. 4 . Scheme of the 3D scene projection and three frames of the 3D scene optically reconstructed using a SLM-LCOS and a projection screen positioned at a distance l1 (aMedia 2) and at a distance l3 (b-Media 3). Figure 4 shows a few frames of the optically projected 3D scene. The sequence of 3D holographic real images is reconstructed optically by an SLM-LCOS. The real images are projected onto a scattering screen at two different distances. The complete optically reconstructed 3D dynamic scene is shown in the corresponding movies.
In the optical reconstruction by an SLM, an observer sees Pulcinella traveling along a straight path, back and forth in the 3D volume, with a very large depth of focus (over 48 cm) enabled by this simple, but effective, adaptive transformation of digital holograms. This increased depth of focus is highly significant. Using conventional digital cameras, with recording distances of tens of centimeters, the depth of focus will be limited to some millimeters and attempts to overcome this are computationally expensive [27] . By increasing the depth of focus to many centimeters we overcome a major limitation in numerical reconstruction of digital holograms. The limited depth of focus is also a problem in optical reconstruction of real images from digital holograms.
The advantage of this synthetic procedure is that a more complex 3D scene can be displayed using holograms that have been recorded in ideal conditions and hence with the same high quality. The geometric transformation can be flexibly adapted to manipulate the object's position and size in 3D and within a very large depth of field dispensing with the recording of holograms at different distances from the camera. We claim that in our case the puppet can be recorded with different postures to get 3D scenes containing whatever animated action is desired (walking, speaking, moving arms, etc.) .
In order to move the object in 3D it is not necessary to record holograms of the object at different positions in respect to the camera, but, instead, adaptively transform a single digital hologram. We could say that each stored hologram is a single template to build-up the 3D scene with high flexibility. A basic archive of "postures" (a sort of database of digital holograms) of one or more puppets, recorded in optimal conditions at a fixed distance and position in respect to the CCD camera, can allow one to construct 3D dynamic scenes with no limitations in arrangement or dynamic action. The next step is to demonstrate this full capability in synthesizing a 3D scene by combining, coherently, various digital holograms. This possibility overcomes one more problem discussed above on the limited field-of-view. As described in Section 2, by means of spatial multiplexing of various digital holograms it is possible to construct complex and dynamic 3D scenes with more than one object. Figure 5 shows the optical reconstruction of a synthetic hologram of Pulcinella and an astronaut obtained by the combination of two different holograms. They were recorded separately with the two puppets at the same distance and with the same optical configuration. By using the two basic original holograms and stretching them separately before combining them, we show that it is possible to synthesize a 3D scene with more than one object (see Fig. 5 ).The position of each object in the x-y plane is also changed by a simple numerical shift in order to avoid superimposition of the objects in the combined image.
Each frame of the recorded movies is the optical reconstruction of a synthetic hologram obtained by the combination of these two holograms, each stretched according to the desired position along the z-axis of the corresponding object. Figure 6 and the corresponding movies show a 3D scene with three different objects. In Fig. 6(a) the numerical reconstruction of the 3D scene with two astronauts and a flag is performed, while in Fig. 6 (b) the corresponding optical projection is shown. The in-focus distance changes to maintain the moving astronaut in focus.
Visual perception experiment
A pilot perception experiment was conducted to estimate the perceived depth in such a video sequence displayed on a conventional computer monitor. It is well known that motion parallax can produce strong depth perception [28] . Different cues can be used to determine depth, e.g., the retinal image of an approaching object increases in size while the retinal image of a departing object decreases in size. Also, the relative lateral movement of objects provides effective depth cues. Therefore, "Pulcinella on the moon" (Media 8), which contains both kinds of motion parallax information, can be expected to produce a clear perception of depth. The perception of depth in images is, however, in many cases underestimated [28] . So, we expect that the full extent of depth will not be perceived. The purpose of this pilot perception experiment is to demonstrate the existence of depth perception in the "Pulcinella on the moon" video sequence and to quantify it. The non-stereo movie used in the perception experiment contains a sequence of Pulcinella and the astronaut dancing with axial movement along the viewing direction. The sequence was shown continuously looping back and forth as a single-view video clip displayed on a stereoscopic display. The task of the observer was to estimate the magnitude of Pulcinella's movement in depth and to produce a perceptually equivalent stereoscopic distance in depth. Beside the window showing the non-stereo video clip there was another window showing a random-pattern stereoscopic image (see Fig. 7 ).
In the stereoscopic image there was a central rectangle whose perceptual distance in depth could be adjusted by changing the disparity between the images seen by the left and the right eye using a graphical slider (see Fig. 8 ). The mean of twelve of such adjustments was taken as an estimate of perceived depth for each of three observers. In order to estimate the reliability and veridicality of the stereoscopic depth adjustments we also asked observers to adjust the depth of the rectangle in the random pattern stereogram to be equal to that of a match box placed on the display surface so that longest side (5.3 cm) pointed towards the observer. The results showed that this method produced nearly veridical depth estimates for this real 3D object (mean = 5.61 cm, standard deviation = 1.57). The study revealed that all participants could see depth in the video. On average, Pulcinella's movement in depth was estimated to be between 2 cm and 16 cm (mean = 5.87, standard deviation = 5.51) by different observers when the viewing distance from the display was 100 cm. The depth estimate produced by different observers was, thus, highly variable. The great variability in perceived depth probably reflects individual differences in perceiving motion parallax, and the lack of other depth cues, in particular the lack of stereoscopic presentation.
Conclusion
The results shown in this article demonstrate that it is possible to synthesize a complex 3D scene by using digital holograms recorded in fixed positions. The dynamic effect is obtained by an out-of-plane displacement created through a flexible adaptive geometrical transformation of the holograms.
Our approach is an alternative to the much more complex one based on CGHs to synthesise 3D objects and scenes. It can be defined as an hybrid one, in fact we are able to overcome the poor quality of CGHs and project real-world objects using recorded holograms to synthesize numerically 3D scenes that can be optically displayed. Therefore, we can say that we benefit from the highest quality of optical holograms compared to CGHs while, thanks to the intrinsic digital nature of the holograms, we can exploit numerical computation to synthesize and effect dynamic holographic 3D scenes. The synthetic holograms can be given as input to any SLM array for optical reconstruction. The result is a 3D scene truly observable of 3D real-world objects projected in a volume in front of the SLM. It has been verified that monocular depth cues in the synthesized videos are sufficient to admit a convincing perception of depth.
