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RESUMO 
Com o passar dos anos, os processos industriais vêm se tornando cada vez mais 
complexos e mais instrumentados. O monitoramento adequado de diversos sinais 
simultaneamente é um desafio, ainda maior quando suas condições operacionais são 
frequentemente alteradas. Neste contexto, é necessária utilização de técnicas que 
consigam realizar o monitoramento multivariado do processo nas suas mais diversas 
condições operacionais. Este trabalho apresenta um estudo sobre as técnicas clássicas de 
monitoramento multivariado, tais como os métodos PCA e PLS, além de técnicas que 
utilizam modelos para explicar o comportamento do processo, entrando neste quesito a 
análise externa que trata as diversas condições operacionais do processo. Foram 
desenvolvidos três estudos de caso: o primeiro utilizando o simulador CSTR, e o segundo 
e o terceiro utilizando dados de um ventilador industrial. Nas situações aqui propostas, a 
metodologia conseguiu detectar falhas, independente da condição operacional do 
processo. 
 
 
 
 
 
 
 
 
 
 
 
ABSTRACT 
Over the years, industrial processes have become increasingly complex and more 
instrumented. The proper monitoring of multiple signals simultaneously is challenge, 
even more when their operation conditions often changes. In this context, it is necessary 
to use techniques and methods that can realize the process monitoring in its most diverse 
conditions. This work presents a study about classic techniques of multivariate process 
control, such as PCA and PLS, as well techniques that use models to explain the process 
behavior. To address the multiple modes question, the external analysis is used, to explain 
the changes in the process operational conditions. Three case studies were developed: the 
first using the CSTR simulator, the second and third use industrial data from an industrial 
fan. In the situations analyzed in the case studies, the methodology was able to achieve a 
correct fault detection, regardless of the process operational condition. 
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1 INTRODUÇÃO 
Os avanços tecnológicos nos anos recentes têm resultado em um aumento do número 
de processos industriais complexos, fazendo com que seja um desafio realizar o controle 
e o gerenciamento desses processos para que se obtenha um produto final de qualidade 
(ALDRICH; AURET, 2013). Esse aumento de complexidade também vem com um 
aumento da instrumentação das plantas, gerando uma quantidade enorme de dados a 
serem monitorados para que a qualidade do processo seja assegurada, evitando a 
ocorrência de falhas ou comportamentos anômalos. 
 O monitoramento dessa grande base de dados, do ponto de vista de detecção de 
falhas, é feito através de modelos que consigam explicar o processo. O comportamento 
do processo é comparado com o do modelo e qualquer desvio no processo, não previsto 
pelo modelo que o representa, é indicado como falha. A modelagem do processo pode ser 
feita pela modelagem fenomenológica, dados, o chamado conhecimento explícito. A 
forma com que se pode realizar o monitoramento do processo depende da forma como 
seu modelo foi construído. A figura 1 ilustra as diferentes formas de monitoramento, com 
base na forma em que o modelo que representa o processo foi construído. 
Figura 1 – Métodos de controle de processos com base no tipo de conhecimento 
 
Fonte: Adaptado de Aldrich e Auret (2013) 
 
Os métodos que advém do conhecimento explícito estão bastante difundidos na 
literatura, sendo o processo de detecção de falhas abordado geralmente através da 
construção de modelos do processo. Este método é especialmente aplicado a processos 
mais simples, quando é possível definir o modelo pelas equações que definem o processo. 
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Em Venkatasubramanian et al. (2003) são abordadas formas distintas de monitoramento 
e detecção de falhas utilizando modelos do processo, tais como observadores de estados, 
filtros de Kalman, equações de paridade, entre outros. Em Isermann (2005) é feito um 
estudo sobre os métodos baseados em modelos para detecção, focado nos observadores e 
equações de paridade como método de detecção de falha. Quando se utiliza tais modelos, 
a detecção é feita sobre os resíduos de um determinado conjunto de variáveis, gerados 
pela comparação do comportamento atual da variável com o esperado pelo modelo. 
Com o aumento da complexidade dos processos reais, a criação de um modelo 
que o representasse se torna uma tarefa dispendiosa em tempo e esforço, tornando esta 
abordagem não muito prática. Com isso, entra-se na outra vertente do conhecendo 
explícito, presente na figura 1, a utilização dos dados históricos do processo com as 
chamadas Estatísticas Multivariadas de Controle de Processos (MSPC – Multivariate 
Statistical Process Control). De acordo com Kourti (2002), os conjuntos de dados 
geralmente são enormes, altamente correlacionados com várias variáveis, colineares e de 
natureza não causal, pouca informação devido à baixa razão sinal-ruído e medidas 
perdidas em algumas variáveis. Por mais de uma década, pesquisadores vem 
concentrando esforços no desenvolvimento de modelos que utilizam métodos baseados 
em variáveis latentes, tais como a Análise de Componentes Principais (PCA – Principal 
Component Analysis) e a Projeção em Estruturas Latentes ou Mínimos Quadrados 
Parciais (PLS – Partial Least Squares), com esses métodos endereçando todas as questões 
acima de maneira direta e fornecendo ferramentas para análise que são fáceis de 
interpretar (KOURTI, 2002). Com o passar dos anos diversas aplicações foram 
desenvolvidas utilizando os métodos PCA e PLS para o monitoramento, tendo em Zhang 
(2000), uma discussão e aplicação de ambos os métodos, assim como em Yoon e 
MacGregor (2001). Variantes de ambos os métodos também são utilizados, a depender 
das características da aplicação em que ele está presente. Em Li et al. (2000) é aplicado o 
método PCA com características recursivas para se adaptar a mudanças no processo. Essa 
abordagem falha em distinguir mudanças de região de operação, que no caso são 
mudanças mais bruscas das variáveis do processo, de falhas, limitando sua aplicação.  
Uma gama maior de variações é apresentada em Aldrich e Auret (2013), mostrando 
também a utilização da Análise de Componentes Independentes (ICA – Independent 
Component Analysis) para o monitoramento de processos multivariados.  
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As aplicações, dos métodos PCA e PLS, são utilizadas para processos que 
permanecem em um mesmo estado estacionário, fugindo da realidade de grande parte dos 
processos industriais existentes. Mesmo suas variantes dinâmicas e adaptativas ainda 
sofrem para detecção de falha quando ocorre a mudança de região de operação do 
processo, com a possibilidade do processo até se adaptar a ocorrência de uma falha, no 
caso adaptativo. Com isso, vem a necessidade da construção de um sistema que consiga 
realizar um monitoramento eficiente nas mais diversas condições operacionais do 
processo, distinguindo a mudança de operação de uma falha. Posterior a visualização 
deste problema, começaram a serem desenvolvidas técnicas para atacá-lo que passam 
desde a utilização de múltiplos modelos, sendo um modelo para cada condição 
operacional, presente em Zhao, Zhang e Xu (2004), a separação em subespaços, sendo 
um com a informação comum a todas as condições operacionais e outros com a 
informação específica de cada condição, presente em Zhang, Wang e Lu (2013). A técnica 
utilizada por Kano et al. (2004), denominada de análise externa, consegue unir os dois 
aspectos presentes no conhecimento explícito endereçando questão de múltiplas regiões 
de operação. A análise externa utiliza os dados históricos do processo para construir 
modelos com estruturas lineares ou não lineares, que representem as mudanças de região 
de operação e o monitoramento, utilizando as técnicas de MSPC, é realizado no resíduo 
resultante da comparação entre o estimado pelo modelo e a medição real no processo. Na 
literatura existem aplicações da análise externa, tais como em Ge et al. (2008) na qual é 
construído um modelo não linear para explicar as mudanças de região de operação e o 
monitoramento é feito através de um conjunto com as técnicas PCA e ICA, e em Zheng, 
Qin e Chai (2016) onde é utilizada a análise externa e também uma variante do PLS para 
monitoramento do processo.  
Devido as técnicas de detecção de falhas convencionais considerarem o processo 
operando em uma única região de operação, tornam-se inviáveis suas aplicações em 
processos mais modernos, que atuam em diversas regiões. Por isso, é necessário o estudo 
e validação de técnicas para detecção de falhas e monitoramento de processos em diversas 
regiões de operação. Este estudo inclui não somente técnicas estatísticas para o 
monitoramento multivariado de processos, mas também modelos, com diferentes 
estruturas, que consigam explicar comportamento do processo nas suas mais diversas 
faixas de operação. Busca-se assim assegurar um bom monitoramento do processo, 
evitando falsos alarmes, perdas e paradas de planta desnecessárias. 
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O objetivo deste trabalho consiste na avaliação de diferentes modelos para 
detecção de falhas utilizando técnicas baseadas em análise externa, aplicadas em um 
benchmark simulado e em um ventilador industrial. No capítulo 2 é feita a revisão de 
literatura. No capítulo 3 faz-se uma discussão sobre os estudos de caso, seguido do 
capítulo 4 no qual é feita a aplicação das metodologias nos estudos de caso. Por fim, a 
conclusão obtida com base nos resultados está presente no capítulo 5. 
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2 REVISÃO DA LITERATURA 
Neste capítulo é apresentada uma revisão sobre os conceitos utilizados ao longo do 
trabalho. Na seção 2.1 são discutidos os métodos estatísticos univariados para 
monitoramento de processos. A seção 2.2 traz a vertente multivariada dos métodos 
estatísticos para monitoramento de processos, com uma descrição dos principais métodos 
utilizados na literatura. Na seção 2.3 é apresentada uma metodologia de detecção de falhas 
utilizando a análise de componentes principais. A seção 2.4 traz uma descrição sobre a 
detecção de falhas baseadas em modelos. A última seção do capítulo, 2.5, traz uma técnica 
para realizar o procedimento de detecção de falhas em processos que operam em múltiplas 
regiões de operação. 
2.1 ANÁLISE UNIVARIADA 
As cartas de controle estatístico univariado tais como carta de Shewhart, CUSUM 
e EWMA, são bem estabelecidas como métodos estatísticos para monitoramento de 
variáveis de processos estáveis (KOURTI; MACGREGOR, 1995). O mais antigo método 
é a carta de Shewhart, que consiste em um gráfico sequencial das observações em que se 
tem uma variável de qualidade a ser seguida e limites superior e inferior. A definição de 
ambos os limites é crítica para limitação da quantidade alarmes indevidos durante o 
monitoramento do processo, indicações de falha quando não há ocorrência, assim como 
durante a ocorrência de uma falha a carta de controle não indicar que ocorreu uma 
alteração no processo. Então, os limites devem ser definidos de tal maneira que se busque 
minimizar as duas indicações. A figura 2 ilustra o monitoramento via carta de Shewhart. 
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Figura 2 – Ilustração da carta de controle de Shewhart. Os pontos são observações 
 
Fonte: Adaptado de Chiang, Russel e Braatz (2000) 
 
Assumindo que a variável a ser monitorada tenha uma distribuição estatística 
próxima da normal, com média µ e desvio padrão 𝜎, os limites de confiança são expressos 
através da equação (1) 
 µ − 𝑐𝛼
2
𝜎  ≤  𝑥 ≤  µ + 𝑐𝛼
2
𝜎 (1) 
onde 𝑐𝛼
2
 é o desvio padrão normal correspondente ao nível de confiança desejado, definido 
por (1 − 𝛼). A quantidade de desvios padrões a ser utilizada nos limiares é calculada 
usando o gráfico de distribuição acumulada da variável. O monitoramento de processos 
baseado nas cartas de Shewhart podem não fornecer uma quantidade adequada de falsos 
alarmes e de detecções perdidas, não tendo sensibilidade suficiente para detecção da 
falha. Essas taxas podem ser melhoradas utilizando observações de múltiplos instantes 
consecutivos anteriores, tais como ocorre nas cartas de soma cumulativa (CUSUM – 
Cumulative Sum), proposta por Page (1954), e a carta de média móvel exponencial 
(EWMA – Exponentially Weighted Moving Average), proposta por Roberts (1959). 
 A carta de controle de Shewhart é efetiva quando se tem uma mudança na variável na 
ordem de dois desvios padrões ou maior, não sendo tão efetiva para mudanças menores. 
Nesse contexto, a carta de controle CUSUM é uma boa alternativa quando se precisa 
detectar pequenas mudanças (MONTGOMERY, 2009). Supondo que uma amostra de 
tamanho n > 1 é coletada, e 𝑥?̅? é o valor da j-ésima amostra. Se a meta do processo é 
representada por µ0, a carta de controle CUSUM é dada pela equação (2) 
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 𝐶𝑖 = ∑(𝑥?̅? − µ0)
𝑖
𝑗=1
 (2) 
Caso o processo esteja centrado na sua média, µ0, a soma cumulativa se torna um valor 
próximo de zero. Entretanto, caso ocorram mudanças na média ou tendências na variável 
monitorada, a soma cumulativa irá seguir aumentando para cima ou para baixo, a 
depender da direção da mudança. Isso faz com que a carta de controle CUSUM seja mais 
efetiva que a carta de Shewart para detectar pequenas mudanças na média da variável, 
que não violem o limiar de controle estabelecido, e também de tendências sobre a mesma. 
Outra alternativa a carta de Shewhart para detectar pequenas mudanças é carta de controle 
EWMA. O desempenho de tal carta de controle é aproximadamente equivalente ao da 
carta de controle CUSUM, sendo mais fácil sua implementação (MONTGOMERY, 
2009). A média móvel exponencial com pesos é calculada pela equação (3) 
 𝑧𝑖 = 𝜆𝑥𝑖 + (1 − 𝜆)𝑧𝑖−1 (3) 
onde 𝜆 possuí valores entre 0 e 1, sendo o valor constante durante o monitoramento e o 
valor inicial da carta de controle é definido com a meta da variável. Em Montgomery, 
(2009) é demonstrado o cálculo dos limiares para ambas cartas de controle assim como 
aplicações das mesmas na detecção de pequenas mudanças nas variáveis do processo.   
O monitoramento de processos baseados somente na carta de Shewhart pode não 
ter uma taxa de detecção adequada, justamente pela baixa sensibilidade a pequenas 
mudanças na variável. As cartas de controle CUSUM e EWMA trazem uma melhora 
nessas taxas e uma maior sensibilidade no monitoramento, mas tal melhoria vem às custas 
de atrasos nos momentos de detecção de anormalidades, já que ambas as técnicas são 
dependentes de instantes anteriores do processo, não somente do atual. Assim, pode se 
dizer que as cartas CUSUM e EWMA são melhor aplicadas na detecção de falhas que 
produzem pequenas variações persistentes nas variáveis, mudanças de média ou 
tendências, enquanto a carta de Shewhart é melhor aplicada na detecção de grandes 
mudanças abruptas na variável (CHIANG; RUSSEL; BRAATZ, 2000). 
As cartas de controle estatístico univariado de processos determina limites para 
cada observação da variável individualmente, sem considerar a informação que existe nas 
outras variáveis, ignorando a correlação entre as variáveis, não conseguindo representar 
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então corretamente comportamento da maioria dos processos industriais modernos. Para 
essa situação, foram desenvolvidas as técnicas para controle estatístico multivariado, que 
levam em conta a correlação existente entre as variáveis do processo para realizar o 
monitoramento do mesmo. 
2.2 ANÁLISE MULTIVARIADA 
A correlação entre as variáveis do processo existe pelos sensores de monitoramento 
estarem presentes em diferentes etapas do processo e etapas que são interdependentes. 
Assim, um sinal medido no início do processo pode ter uma correlação com sinais de 
medições de etapas próximas. Por não considerar tais correlações, os métodos univariados 
para detecção de falhas não tem sensitividade suficiente para detectar grande parte das 
falhas em processos industriais modernos, já que uma falha não afeta somente uma única 
variável, e sim um conjunto de variáveis. Esse fato é visto na figura 3, onde são ilustradas 
duas séries univariadas, y1 e y2. O comportamento univariado de ambas permanece dentro 
dos limiares definidos, com exceção do momento da marcação em vermelho. Quando se 
analisa o comportamento levando em conta a correlação entre ambas as séries, mesmo 
uma observação dentro dos limites univariado, em verde, pode estar fora da normalidade 
quando é feita a analise multivariada. Assim como uma observação fora dos limites 
univariados, pode estar dentro da normalidade quando é feita a análise multivariada. 
Figura 3 – Monitoramento univariado em comparação com o multivariado 
 
Fonte: Adaptado de Kourti (2002) 
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A ideia principal da análise multivariada é extrair informação dos dados originais 
e construir estatísticas para monitoramento. A maioria dos métodos para análise 
multivariada consegue trabalhar com dados com altas dimensões e correlacionados (GE; 
SONG, 2012). Para redução da dimensão dos dados originais, os métodos mais comuns 
para o monitoramento de processos são a PCA, o PLS e a ICA.  
2.2.1 PCA 
A aplicação do método PCA como uma ferramenta para se realizar o 
monitoramento de processos industriais é um tema recorrente na literatura, como pode 
ser visto em Zhang (2000), Kano et al. (2001), Yoon e MacGregor (2001), Alcala e Qin 
(2008) e Zuqui et al. (2016). De acordo com Chiang, Russel e Braatz (2000), a aplicação 
da técnica PCA para um determinado monitoramento se deve a um ou mais de três fatores: 
redução de dimensionalidade, a estrutura da análise de componentes principais pode ser 
utilizada para encontrar as variáveis responsáveis ou as mais afetadas pela ocorrência de 
uma falha e também pode separar o espaço das observações das variáveis em um 
subespaço contendo informações e tendências do processo e um outro subespaço 
contendo somente ruído branco.  
Seja um conjunto de dados 𝑋𝑛 𝑥 𝑚, onde n é o número de amostras e m a 
quantidade de variáveis do processo. Assumindo que os dados tenham média zero e 
variância unitária, a matriz de covariância amostral de 𝑋 é defina pela equação (4) 
 𝑆 =
𝑋𝑇𝑋
𝑛 − 1
 (4) 
Realizando a decomposição por autovalores sobre a matriz de covariância amostral 𝑆, 
tem-se a equação (5) 
 𝑆 =
𝑋𝑇𝑋
𝑛 − 1
= 𝑉𝛬𝑉𝑇  (5) 
onde 𝛬 é a matriz diagonal contendo os autovalores de 𝑆 e a matriz 𝑉 é a matriz ortogonal 
de autovetores associada a 𝛬. A magnitude dos autovalores é correspondente a variância 
de 𝑆 retida por aquela componente. Para realizar a redução de dimensionalidade, somente 
os autovetores correspondentes aos maiores autovalores são retidos na matriz de 
carregamento 𝑃𝑚 𝑥 𝑎, onde a é o número de componentes retidas. Em Chiang, Russel e 
Braatz (2000) são demonstrados alguns métodos para escolha do número de componentes 
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a serem retidas. A projeção dos dados da matriz 𝑋 no subespaço de menor dimensão é 
obtido através da matriz de scores, ilustrada pela equação (6) 
 𝑇 = 𝑋𝑃 (6) 
O subespaço residual é calculado através da equação (7) 
 𝐸 = 𝑋 − ?̂? (7) 
onde ?̂? é a projeção de 𝑇 no espaço de dimensão m original. 
2.2.2 PLS 
O princípio do método PLS para monitoramento é similar ao do PCA, com 
exceção de que o PLS também incorpora a informação das variáveis de qualidade no 
processo, formando o conjunto {𝑋, 𝑌} de dados (GE; SONG, 2012). É uma técnica 
também utilizada para redução de dimensionalidade que maximiza a covariância entre o 
preditor, 𝑋, e o predito, 𝑌, para cada componente do espaço reduzido (CHIANG; 
RUSSEL; BRAATZ 2000). O objetivo do PLS é a decomposição de 𝑋 e 𝑌 em uma 
combinação da matriz de scores 𝑇, de carregamento 𝑃 e 𝑄 e de pesos 𝑊. As relações de 
decomposição de 𝑋 e 𝑌 são expressas pelas equações (9) e (10) 
 
𝑋 = 𝑇𝑇𝑃 + 𝐸 
𝑌 = 𝑇𝑄𝑇 + 𝐹 
(9) 
(10) 
A matriz de regressão, 𝑅, do modelo PLS, que relaciona as variáveis de qualidade com 
as variáveis de processo é determinada pela equação (11) 
 𝑅 = 𝑊(𝑃𝑇𝑊)−1𝑄𝑇 (11) 
O método de cálculo da matriz de peso, carregamento e de scores, assim como aplicação 
do PLS para monitoramento de processos é demonstrado em Chiang, Russel e Braatz 
(2000). Para aplicação dos métodos PLS e PCA, assume-se que as variáveis têm 
comportamento gaussiano, sendo regida somente por estatísticas de até segunda ordem. 
Caso as variáveis do processo tenham um comportamento que pode ser considerado não 
gaussiano, é necessária a utilização de um outro método para monitoramento e redução 
da dimensionalidade do sinal, sendo o método ICA um dos mais recomendados na 
literatura. 
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2.2.3 ICA 
A análise por componentes independentes é uma técnica computacional e 
estatística para revelar fatores ocultos que compõem conjuntos de variáveis aleatórias, 
medidas ou sinais (GE; SONG, 2012). A principal motivação no uso do ICA para 
monitoramento é que o próprio monitoramento pode ter seu desempenho aumentado se 
focando somente nas variáveis essenciais, que guiam o processo (KANO et al, 2004). 
Seja um conjunto de dados 𝑋 com 𝑚 variáveis, ele pode ser expresso por uma combinação 
linear de 𝑟 componentes independentes, onde 𝑟 ≤  𝑚. Na equação (12) é mostrada a 
relação entre o conjunto de dados e as componentes independentes 
 𝑋𝑇 = 𝐴𝑆 + 𝐸 (12) 
onde 𝑋 é a matriz de dados, 𝐴 a matriz de mistura e 𝑆 a matriz de componentes 
independentes. O algoritmo FastICA, proposto por Hyvarine e Oja (2000), realiza o 
cálculo das matrizes 𝐴 e 𝑆, onde assume-se que as componentes independentes têm 
distribuições não gaussianas e são linearmente independentes. Para escolha da quantidade 
de componentes independentes retidas, aquelas que detêm maior quantidade de 
informação não gaussiana do processo, são utilizadas estatísticas de alta ordem, tais como 
curtose e entropia diferencial. 
 Os métodos citados nesta seção são amplamente utilizados para monitoramento de 
processos e, consequentemente, detecção de falhas. O monitoramento é realizado através 
de estatísticas multivariadas, sendo a estatística 𝑇² e 𝑄 utilizadas quando é feito o 
monitoramento pelos métodos PCA ou PLS e a estatística 𝐼² quando se utiliza o método 
ICA. Neste trabalho, para detecção de falhas, serão utilizados modelos PCA, sendo ele 
aplicado nos estudos de caso apresentados no capítulo 3 e nas aplicações do capítulo 4. 
2.3 DETECÇÃO DE FALHAS BASEADO EM DADOS – MÉTODO PCA 
A utilização dos métodos citados na seção anterior para efetiva detecção de falhas 
depende somente de dados históricos dos processos, não sendo necessário nenhum prévio 
conhecimento do sistema. Em Venkatasubramanian et al. (2003) é apresentado um estudo 
sobre métodos de detecção de falhas baseados em dados históricos, sendo os principais 
métodos ilustrados na figura 4. 
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Figura 4 – Classificação dos métodos baseados no histórico do processo 
 
Fonte: Adaptado de Venkatasubramanian et al. (2003) 
 
Um dos diversos modos para se realizar o monitoramento de processos com base em 
dados históricos é a abordagem por modelos PCA ou PLS, ambos com aplicações de 
maneira semelhante. O método PCA, inicialmente proposto por Pearson (1901) e 
posteriormente aprimorado por Hotelling (1947) é a técnica multivariada padrão e está 
incluída em diversos livros e artigos com o passar das décadas 
(VENKATASUBRAMANIAN et al, 2003).  Ele retém somente as componentes com 
maior variância do processo e com essa informação são calculadas estatísticas para se 
realizar o monitoramento do processo, sendo as mais difundidas na literatura a estatística 
𝑇² de Hotelling e a estatística 𝑄.  
A estatística 𝑇² mede a variação nos componentes principais do modelo PCA de 
monitoramento. Ela é calculada pela equação (13) 
 𝑇2 = 𝑥𝑇𝑃𝛬−1𝑃𝑇𝑥 (13) 
Para aferir se um processo está em estado de normalidade, é necessário a construção de 
um limiar que indique quando ocorreu alguma variação no processo que pode ser 
considerada uma falha. Esse limiar é calculado com os mesmos dados de normalidade 
utilizados na construção do modelo PCA. O cálculo do limiar é expresso pela equação 
(14) 
 𝑇𝛼
2 =
𝑙(𝑁 − 1)
𝑁 − 1
𝐹𝑙,𝑁−𝑙,𝛼 (14) 
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onde 𝑙 é o número de componentes retidas, 𝑁 a quantidade de amostras e 𝛼 é o nível de 
significância desejado. Caso a quantidade de amostras 𝑁 seja tão grande que a média e a 
covariância do processo possam ser estimadas corretamente, o limiar de 𝑇² pode ser 
aproximado por uma distribuição 𝜒2com 𝑙 graus de liberdade, expressa pela equação (15) 
 𝑇𝛼
2 = 𝜒𝑙;𝛼
2  (15) 
O monitoramento também pode ser realizado nas componentes principais não retidas, no 
resíduo do modelo PCA. Esse monitoramento é realizado através da estatística 𝑄 e é feito 
em conjunto com a 𝑇², pois pode ocorrer de algumas falhas só se manifestarem fora das 
componentes principais do modelo PCA. O cálculo da estatística 𝑄 é expresso pela 
equação (16) 
 𝑄 = ||?̃?||
2
= ||(𝑰 − 𝑷𝑷𝑇)𝒙||
2
 (16) 
Assim como a estatística 𝑇², a estatística 𝑄 possui um limiar indicando quando o processo 
está em condição de normalidade. Quando a estatística ultrapassa esse limiar, é indicada 
falha no processo. Em Qin (2003) é demonstrado como é feito o cálculo do limiar por 
duas formas diferentes. Uma das formas do cálculo do limiar é dada pela equação (17) 
 𝛿𝛼
2 = 𝑔𝜒ℎ;𝛼
2  (17) 
onde os parâmetros são calculados pelas equações (18), (19) e (20) 
 𝑔 =
𝜃2
𝜃1
 (18) 
 
ℎ =
𝜃1
2
𝜃2
 (19) 
 𝜃𝑖 = ∑ 𝜆𝑗
𝑖  
𝑚
𝑗=𝑙+1
      𝑖 = 1,2,3 … (20) 
onde 𝜆𝑗 , 𝑗 = 𝑙 + 1, . . . 𝑚, correspondem aos autovalores das componentes não retidas pelo 
modelo PCA. Por monitorar as componentes não retidas, a estatística 𝑄 tem um papel 
diferente da estatística 𝑇² no monitoramento do processo. De acordo com Qin (2003) a 
estatística 𝑄 mede variações que quebrem a correlação natural do processo, indicando 
uma falha, enquanto a estatística 𝑇² monitora a distância em relação a origem, a 
normalidade do processo, de uma observação. Devido as componentes principais serem 
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as que contém a maior variância do processo, somente uma variação nas observações 
maior que a definida como normal do processo deverá ser indicada como falha, ou seja, 
para estatística 𝑇² indicar a ocorrência de uma falha a magnitude da variação do processo 
tem de ser grande. Em contrapartida, por conter somente as componentes de menor 
variância a estatística 𝑄 é mais sensível a pequenas variações no processo. Por então 
serem complementares, foi proposto um único índice por Yue e Qin (2001), a combinação 
da estatística 𝑄 com a 𝑇², utilizando somente um único sinal para monitorar as situações 
em que ambas eram necessárias. A combinação é dada pela equação (21) 
 𝜑 =
𝑄
𝛿𝛼2
+
𝑇2
𝜒𝑙;𝛼
2 = 𝒙
𝑻𝜱𝒙 (21) 
onde 𝜑 é o índice combinado e 𝛷 é expresso pela equação (22) 
 𝛷 =
𝑃𝛬−1𝑃𝑇
𝜒𝑙;𝛼
2 +
?̃??̃?𝑇
𝛿𝛼2
 (22) 
onde a matriz ?̃? é composta pelas colunas da matriz de carregamento correspondentes as 
componentes não retidas pelo modelo PCA. O cálculo do limiar estatístico é demonstrado 
em Qin (2003). 
Em resumo, a utilização da informação gerada pelo modelo PCA, com as 
estatísticas de monitoramento acima propostas que fazem com que variações, fora do que 
o modelo PCA foi treinado para considerar normal, sejam indicadas como falha e assim 
fornecendo um primeiro indício para resolução do problema. A utilização de dados 
históricos não é a única forma de se modelar e conhecer o comportamento de um 
processo. Caso sejam conhecidas as equações físicas que determinem o seu 
funcionamento, é possível modelar o seu funcionamento e utilizar este modelo para 
realizar o monitoramento do processo. 
2.4 DETECÇÃO DE FALHAS BASEADO EM MODELOS 
A utilização de modelos para detecção de falhas tem sido bastante estudada nas 
últimas décadas. De acordo com Isermann (2005), a tarefa do monitoramento utilizando 
modelos consiste na detecção de falhas em processos, atuadores e sensores usando as 
dependências entre os diferentes sinais medidos, que podem ser expressas por modelos 
matemáticos. Os modelos podem variar desde os mais simples, com somente uma única 
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entrada e uma única saída para aqueles mais complexos, que englobam múltiplas entradas 
e saídas do processo. A detecção de falhas pode ser feita de formas distintas, sendo as 
principais pela comparação entre a saída do modelo e do processo para uma determinada 
entrada, gerando resíduos, a verificação de mudanças nos parâmetros do modelo ou 
mudança nos estados do processo. A figura 5 mostra um esquema geral do processo de 
detecção de falha baseado em modelos do processo. 
Figura 5 – Esquema geral para detecção e diagnóstico de falhas baseados em modelos 
 
Fonte: Adaptado de Isermann (2005). 
 
A equação (23) representa o monitoramento por geração de resíduos 
 𝑦(𝑡) = 𝑓(𝑢(𝑡), 𝑤(𝑡), 𝑥(𝑡), 𝜃(𝑡)) (23) 
onde 𝑦(𝑡) e 𝑢(𝑡) denotam as saídas e entradas medidas do processo, 𝑥(𝑡) as variáveis de 
estado, 𝑤(𝑡) distúrbios no processo e 𝜃(𝑡) os parâmetros do processo, com o resíduo 
sendo gerado pela comparação entre o medido e o estimado pela saída 𝑦(𝑡). Uma falha 
no processo causa mudanças nos estados dos mesmo e/ou nos seus parâmetros. Em 
Venkatasubramanian et al. (2003) é citado que o filtro de Kalman ou outros tipos de 
observadores são largamente utilizados para estimação de estados, assim como os 
mínimos quadrados é uma ferramenta poderosa para estimação de parâmetros e mais 
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recentemente, as equações de paridade também vêm sendo utilizadas para geração de 
resíduos no monitoramento de processos via modelos. Todos estes métodos dependem de 
prévio conhecimento do modelo do processo ou de conhecimento sobre as equações 
físicas que representem o mesmo para que o modelo possa ser estimado com a maior 
acurácia possível. 
O filtro de Kalman é um algoritmo recursivo para estimação dos dados de um 
modelo. Sua aplicação para detecção de falhas é estimar os estados com mínimo erro de 
estimação, durante a operação normal do processo. O resíduo gerado entre a comparação 
dos estados do processo com o estimado pelo filtro de Kalman é utilizado para detectar 
alterações que fazem o processo sair de seu estado normal.  
As equações de paridade são uma reorganização dos modelos entrada-saída ou de 
espaço de estados da planta. Elas são utilizadas para checar o quão consistente são os 
sinais medidos na planta com os previstos pelas equações para uma entrada conhecida do 
processo. O resíduo gerado, a diferença entre o medido e o fornecido pelas equações de 
paridade, em operação normal é próximo de zero devido a erros nos sensores, ruídos nas 
medições e precisão do modelo.  
Em Venkatasubramanian et al. (2003) os métodos são aprofundados e exemplos 
são tratados. Após a geração do resíduo, é necessário a utilização de métodos que 
mostrem quando o resíduo está dentro do normal ou se seu comportamento difere do 
proposto pelo modelo. Para isso podem ser utilizados limiares estatísticos ou 
classificadores na avaliação.  
Os mesmos conceitos utilizados para detecção de falhas por modelos, a geração de 
resíduos para monitoramento do processo, também pode ser utilizada para outros tipos de 
aplicações, sendo uma delas visualizada por Kano et al. (2004), endereçando a questão 
de processos que operem em diversas regiões de operação. São utilizados modelos 
estimados com base nos dados históricos do processo, que consigam explicar as variações 
de condição operacional do processo, uma técnica que definida como Análise Externa. 
Todo o monitoramento posterior é feito utilizando os resíduos, que não contém mais a 
influência de mudanças de condição operacional do processo, utilizando as técnicas 
clássicas de monitoramento univariado ou multivariado. 
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2.5 ANÁLISE EXTERNA 
Processos industriais reais raramente são estacionários, permanecendo em um 
único ponto de operação. Para um modelo PCA treinado somente para uma única região 
de normalidade, uma mudança nas condições operacionais é indicada como falha pela 
estatística utilizada para o monitoramento, se tornando necessário diferenciar as 
mudanças de região de operação de falhas sobre o processo. Em Kano et al. (2004) é 
definido que as condições operacionais de uma planta são definidas por fatores externos 
ao processo, tais como vazões de entrada e setpoint de controladores. Assim, as variáveis 
monitorados de um processo são divididas em dois grupos distintos, um com as variáveis 
responsáveis pelas mudanças nas condições operacionais da planta, chamadas de 
variáveis externas, e outro grupo somente com as variáveis afetadas por mudanças nas 
condições operacionais, as variáveis principais. Como as mudanças de região de operação 
devem ser distinguidas de falhas no processo, a influência das variáveis externas deve ser 
retirada das variáveis principais, tornando o monitoramento robusto a mudança de região 
de operação. Todo o processo de análise externa é ilustrado pela figura 6. 
Figura 6 – Descrição da análise externa 
 
Fonte: Adaptado de Ge et al. (2008) 
 
Considerado a matriz de dados 𝑍𝑛 𝑥 𝑚, onde n é o número de amostras e m o número de 
variáveis, a matriz de dados então pode ser dividida nas duas categorias de variáveis, 
externas e principais, ficando na forma da equação (24) 
 𝑍 = [𝑌 𝑈] (24) 
onde 𝑌 é o conjunto das variáveis principais e 𝑈 o conjunto das variáveis externas. A 
matriz 𝑌 é composta também por duas partes, uma explicada pelas variáveis externas, e 
outro não explicada, fato ilustrado pela equação (25) 
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 𝑌 = 𝑓(𝑈) + 𝑒 (25) 
onde 𝑓(𝑈) é o modelo que gera uma estimativa de 𝑌 com base em 𝑈, as variáveis 
externas, e 𝑒 os resíduos do modelo que relaciona os dois conjuntos de variáveis, a parte 
não explicada pelas variáveis externas. Para modelos lineares, pode se aplicar regressão 
múltipla por mínimos quadrados para cálculo do modelo. Com isso, a estrutura do modelo 
𝑓(𝑈) é ilustrado pela equação (26) 
 𝑓(𝑈) = 𝑈𝜃 (26) 
sendo θ a matriz de coeficientes do modelo, que é calculada pela equação (27) 
 𝜃 = (𝑈𝑇𝑈)−1𝑈𝑇𝑌 (27) 
Quando se aplica análise externa, o monitoramento é feito sobre os resíduos do modelo 
que relaciona os dois conjuntos de variáveis, a parte não explicada pelas variáveis 
externas. Outros métodos de regressão lineares também podem ser aplicados, como o 
PLS, que é mais recomendado caso existam conjuntos de dados colineares. 
Quando se realiza o monitoramento de um processo não linear, a utilização de 
regressão linear, como mínimos quadrados e/ou PLS, pode não ter resultados satisfatórios 
quando ocorre mudanças na região de operação do processo, tornando a magnitude do 
resíduo alta. Para isso, é necessário alterar a estrutura do modelo 𝑓(𝑈) para que ele seja 
capaz de lidar também com a informação não linear. Uma aplicação de análise externa 
com modelo não linear pode ser vista em Ge et al. (2008), onde é utilizada a regressão 
por vetores de suporte (SVR – Support Vectors Regression) na construção do modelo do 
processo. 
O conceito de análise externa apresentado acima não leva em consideração a 
dinâmica do processo para a construção dos modelos, tornando os modelos estáticos. 
Quando é necessário levar em consideração a dinâmica do processo, utiliza-se medidas 
de instantes anteriores além do instante atual. Isso faz com que uma alteração nas matrizes 
de variáveis principais e de variáveis externas, na forma das equações (28), (29) e (30), 
seja necessária 
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 𝑌 = 𝑌0 = [ 
𝑦(𝑠)
⋮
𝑦(𝑘 − 1)
𝑦(𝑘)
] (28) 
 𝑈 = [𝑈0 𝑈1  ⋯ 𝑈𝑠−1] 
(29) 
 
𝑈𝑖 = [ 
𝑢(𝑠 − 1)
⋮
𝑢(𝑘 − 1 − 𝑖)
𝑢(𝑘 − 𝑖)
] (30) 
onde s é a quantidade de atrasos, medições anteriores a serem consideradas. Por esse 
processo, os dados das variáveis externas utilizados para estimar o valor de 𝑦(𝑡) seriam 
𝑢(𝑡), 𝑢(𝑡 − 1), 𝑢(𝑡 − 2), . . . , 𝑢(𝑡 − 𝑠 + 1) e assim sucessivamente para outros instantes 
de tempo. De acordo com Kano et al. (2004) a quantidade de atrasos 𝑠 pode ser 
selecionada por correlação cruzada entre as variáveis externas e variáveis principais e que 
a identificação do modelo dinâmico é semelhante ao processo para identificação de um 
modelo por resposta ao impulso. Os atrasos também podem ser incluídos no modelo de 
detecção de falhas, PCA ou PLS. No caso, seriam utilizadas as variantes dinâmicas de 
ambos, a análise de componentes principais dinâmica (DPCA – Dynamic Principal 
Components Analysis) e os mínimos quadrados parciais dinâmicos (DPLS – Dynamic 
Partial Least Squares). 
 No contexto deste trabalho, algumas estruturas de modelos foram selecionadas 
para serem utilizadas nas seções a seguir. O modelo mais simples a ser utilizado, possui 
a estrutura dada pela equação (31) 
 𝑦 = 𝑎𝑥 + 𝑏 (31) 
onde 𝑎 e 𝑏 são parâmetros calculados através da equação (27), sendo 𝜃 = [𝑎 𝑏]. Uma das 
formas de se aumentar a complexidade do modelo é através do acréscimo de atrasos, se 
tornando um modelo que represente a dinâmica do processo. A estrutura de tal modelo é 
dada pela equação (32) 
 𝑦 = 𝑏 + 𝑎0𝑥(𝑡) + 𝑎1𝑥(𝑡 − 1) + 𝑎2𝑥(𝑡 − 2) + ⋯ + 𝑎𝑠−1𝑥(𝑡 − 𝑠) (32) 
Para representação da não linearidade presente em alguns processos, fatores polinomiais 
serão acrescidos, tanto na estrutura da equação (31), quanto na estrutura da equação (32). 
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A equação (33) ilustra como fica a estrutura do modelo linear com os fatores polinomiais, 
se tornando um modelo não linear,  
 𝑦 = 𝑏 + 𝑎0𝑥
1 + 𝑎1𝑥
2 + 𝑎2𝑥
3 + ⋯ + 𝑎𝑝−1𝑥
𝑝 (33) 
onde 𝑝 é a ordem do polinômio que se quer utilizar. A representação da não linearidade, 
também pode ser feita através das redes neurais, e neste trabalho será utilizada a rede 
neural com a topologia da General Regression Neural Network (GRNN), com estrutura 
e definição presentes em Spetch (1991).  
A atuação em conjunto da análise externa com o método PCA para monitoramento 
faz com que seja possível detectar falhas no processo em qualquer ponto de operação que 
o mesmo se encontre. Todo monitoramento, aplicação da técnica PCA e cálculo das 
estatísticas, é feito sobre os resíduos gerados pela análise externa, que sofrem variações 
somente durante a ocorrência de falhas no processo. As desvantagens do uso de análise 
externa é que qualquer variação sobre as variáveis externas não é considerada uma falha, 
mesma que essa variação seja causada por uma, além da escolha do modelo adequado 
para relacionar os dois conjuntos de variáveis. 
2.6 METODOLOGIA 
A metodologia será um guia para toda a aplicação presente neste trabalho. É nela que 
são definidos como serão feitas as aplicações e que tipo de resultado será obtido. Para o 
caso da detecção de falhas em processos industriais operando em múltiplos pontos de 
operação, a utilização da análise externa faz com que seja necessário processos antes da 
construção do modelo de detecção de falha. Com isso, a metodologia será dívida nos 
seguintes pontos: 
• Seleção das variáveis externas 
• Seleção dos dados de treinamento 
• Treinamento dos modelos 
• Métricas calculadas e geração dos resíduos 
• Construção do modelo estatístico de monitoramento 
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A seleção das variáveis externas passa pela identificação de quais variáveis são de 
entrada no processo, ou que não sofram influência de outras variáveis. Nessa categoria, 
como dito na seção 2.5, as variáveis de entrada podem ser setpoints de controladores, 
fluxos de entrada. Com os conjuntos de variáveis definidos, das externas e das principais, 
é necessária a seleção dos dados com que será feito o treinamento dos modelos. O 
conjunto de dados tem que ser tal que possua variações nos sinais, que torne possível o 
treinamento do modelo. No caso de o modelo a ser treinado necessitar capturar a dinâmica 
do processo, a variação nos dados de treinamento não pode ser suave o suficiente para 
que a influência da dinâmica seja praticamente nula.  
Com os dados de entrada do modelo, as variáveis externas, os dados de saída, as 
variáveis principais, o treinamento do modelo se dá geralmente utilizando a técnica dos 
mínimos quadrados, expressa pela equação (27). Para modelos com características não 
lineares, tais como modelos polinomiais de ordem maior que um, é necessário o 
acréscimo de colunas matriz U, que represente as parcelas não lineares do modelo.  
A geração dos resíduos, a informação dos dados sem a influência das variáveis externa 
é obtida pela subtração da parte estimada pelo modelo dos dados originais. O processo 
segue a linha da figura 6. Para verificar a qualidade do modelo, será calculada a sua norma 
euclidiana, de acordo com a equação  
 ||𝑥|| = √𝑥1
2 + 𝑥2
2 + 𝑥3
2 + ⋯ + 𝑥𝑛2 (34) 
Por ser um desvio, a norma dos resíduos se torna da raiz da soma do erro quadrático, um 
valor que quanto mais próximo de zero, maior a qualidade do modelo. A construção do 
modelo estatístico de monitoramento é feita utilizando os resíduos, sem influência das 
mudanças de operação do processo. Caso seja gerado resíduos para mais de uma variável, 
será construído um modelo PCA e utilizada a estatística combinada para monitoramento, 
com um limiar de 99% de confiança. Se somente o resíduo de uma variável for 
monitorado, será feito um limiar univariado, também com 99% de confiança. 
A medição do desempenho do modelo será feita pelo cálculo do tempo de detecção da 
falha de cada modelo. Quando possível, será calculado o tempo médio de detecção de um 
conjunto de simulações, semelhante como é feito em Kano, (2004) em sua primeira 
aplicação. A medição de falsos alarmes durante o período de operação normal somente 
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será calculada se alguma informação importante puder ser dita por ela, como na 
comparação entre modelos. Caso contrário, somente a norma dos resíduos e o tempo 
médio de detecção de falha serão utilizados na comparação entre os modelos. 
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3 ESTUDOS DE CASO 
Para ilustrar a eficácia das técnicas apresentadas na seção anterior, faz-se sua 
aplicação em um processo simulado e um processo real. A primeira aplicação será 
realizada em um simulador de processo químico, o CSTR (Continous Stirred-Tank 
Reactor – Reator de Tanque Continuamente Agitado), um reator tanque continuamente 
agitado, utilizado por diversos autores na literatura, inclusive por Kano et al. (2004), onde 
são feitos os testes para sua técnica de análise externa. A segunda e a terceira aplicação 
serão feitas utilizando dados de ventiladores industriais de um processo de pelotização de 
minério de ferro. 
3.1 CSTR 
No CSTR ocorre uma reação exotérmica no reator, e o modelo simulado tem como 
base o presente nos trabalhos de Finch (1989) e Oyelele (1989). A grande motivação no 
uso desse reator é sua alta não-linearidade, a interação entre suas malhas de controle, os 
seus múltiplos caminhos causais e pela possibilidade de simular falhas que afetam 
diferentes conjuntos de variáveis. Na figura 7 é mostrado um esquemático do processo.  
Figura 7 – Esquemático do processo CSTR 
 
Fonte: Adaptado de (FINCH, 1989). 
3.1.1 Descrição do Processo 
Para um dado reagente A de entrada, com concentração 𝑐𝐴0, temperatura T1 e vazão de 
entrada F1, ocorrem duas reações de primeira ordem no reator, A → B e A → C. A 
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primeira reação é exotérmica e dominante no processo enquanto a segunda reação é 
endotérmica, fazendo com que o balanço final de energia do reator seja exotérmico, 
liberando calor e elevando a temperatura do reator para uma determinada temperatura T2. 
Os produtos B, C e o restante do reagente A são bombeados para fora do reator com uma 
vazão F2 e concentrações 𝑐𝐴, 𝑐𝐵. Por ser de tamanho considerado desprezível, a 
concentração de 𝑐𝑐 é ignorada. Um vazamento com vazão F3 pode ocorrer durante a 
retirada dos produtos, tornado então a vazão final de produto do reator a diferença entre 
F2 e F3, resultando na vazão F4. O nível L do tanque é controlado pelo controlador LC, 
com estrutura PI, mantendo o nível constante em um determinado setpoint SP1 através do 
sinal de controle CNT1 para válvula de controle V1.  
Como a reação é exotérmica, é necessário algum tipo de mecanismo de 
resfriamento do reator, evitando sobreaquecimentos. Para isso, um fluído com vazão F5 e 
temperatura T3 passa pela jaqueta do reator e sai com uma vazão F8. A temperatura dentro 
da jaqueta é T4 e é maior que a do líquido refrigerante, T3, devido a troca de calor com o 
reator, resfriando o mesmo. Dois vazamentos podem ocorrer na parte de resfriamento, 
originando nas vazões F6 e F7.  A temperatura do reator é mantida constante devido a um 
controlador em cascata. O controlador primário tem setpoint SP2, de temperatura do 
reator, entregando um sinal de controle CNT2 como entrada para o controlador 
subsequente. A vazão que passa pela jaqueta é controlada por esse controlador em cascata 
através da válvula V2, que recebe um sinal de controle CNT3. As válvulas foram 
modeladas como resistências a passagem de líquido no processo, onde a resistência das 
válvulas é calculada com base no sinal de controle recebido. Para as válvulas do controle 
de nível e de temperatura a equação (35) representa o cálculo da resistência 
 𝑅 = 5𝑒0.0545𝑉 (35) 
onde 𝑉 é calculado pela equação (36) 
 𝑉 = 100 − 𝐶𝑁𝑇 (36) 
sendo 𝐶𝑁𝑇 o sinal de controle enviado pelo controlador a válvula, que é limitado no 
intervalo [0; 100]. O processo possui 16 medidas disponíveis, presentes na tabela 1, e 
com a possibilidade de serem simuladas 23 tipos diferentes de falhas, presentes na tabela 
2.  
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Tabela 1 – Variáveis do processo CSTR 
Número Variável Sigla V. Nominal Unidade 
1 Concentração de entrada cA0 20.00 mol/m³ 
2 Vazão de entrada F1 0.25 m³/s 
3 Temperatura de entrada T1 30.00 ºC 
4 Nível do Reator L 2.00 m 
5 Concentração de Produto A cA 2.85 mol/m³ 
6 Concentração de Produto B cB 17.11 mol/m³ 
7 Temperatura do Reator T2 80.00 ºC 
8 Vazão de Refrigerante F5 0.90 m³/s 
9 Vazão de Produto F4 0.25 m³/s 
10 Temperatura Refrigerante T3 20.00 ºC 
11 Pressão Refrigerante PCW 56250.00 Pa 
12 Sinal de Controle Nível CNT1 74.7 - 
13 Sinal de Controle de Vazão CNT3 0.9 - 
14 Setpoint Controle Vazão CNT2 59.3 - 
15 Setpoint Controle Nìvel SP1 2.00 - 
16 Setpoint Controle Temp. SP2 80.00 - 
Fonte: Elaborado pelo autor 
 
Tabela 2 – Falhas possíveis no simulador 
Número Falha 
Parâmetro 
Afetado 
1 Sem falha - 
2 Bloqueio na saída do reator R1 
3 Bloqueio na jaqueta de resfriamento R9 
4 Vazamento da jaqueta para o ambiente R8 
5 Vazamento da jaqueta para o tanque R7 
6 Vazamento na bomba R2 
7 Perda de pressão na bomba PP 
8 Perda de área de contato do reator com a jaqueta UA 
9 Fonte externa de calor Qext 
10 Energia de ativação da reação primária β1 
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11 Energia de ativação da reação secundária β2 
12 Vazão de entrada anormal F1 
13 Temperatura de entrada anormal T1 
14 Concentração de entrada anormal cA0 
15 Temperatura de resfriamento anormal T3 
16 Pressão de resfriamento anormal PCW 
17 Pressão do refrigerante na jaqueta anormal JEP 
18 Pressão do produto no reator anormal REP 
19 Offset no setpoint de nível SP1 
20 Offset no setpoint de temperature SP2 
21 Válvula 1 de controle com agarramento V1 
22 Válvula 2 de controle com agarramento V2 
23 Falhas em sensores MEDIDAS 
Fonte: Elaborado pelo autor 
 
Algum dos parâmetros mostrados nas tabelas 1 e 2 não foram citados no texto, sendo 
necessária uma descrição com um nível maior de detalhes para que elas apareçam na 
descrição do mesmo.  Em Finch (1989) e Oyelele (1989) o simulador é descrito com uma 
gama maior de detalhes, incluído descrições relacionadas as equações de troca térmica, 
equações da reação química entre outros aspectos. 
 
3.2 VENTILADOR INDUSTRIAL 
Máquinas que adicionam energia a um fluído, realizando trabalho sobre ele, são 
denominadas bombas quando o escoamento é de líquido ou pastoso, e ventiladores, 
sopradores ou compressores para unidades que lidam com gás ou vapor, dependendo do 
aumento de pressão (FOX, 2000). Para um ventilador, o aumento de pressão geralmente 
é pequeno, na ordem de 25mm de coluna de mercúrio. Esses equipamentos consistem em 
um elemento rotativo, geralmente o rotor de um motor elétrico acionado por um drive de 
potência, para aumentar a energia sobre o fluido que passa por ele. O formato das pás no 
rotor também pode alterar como a energia é transferida para o fluído, sendo ilustrado na 
figura 8 ventiladores com pás axiais e radiais.  
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Tomando como exemplo um processo industrial de pelotização de minério de ferro, 
um processo de aglomeração de finos de minério, é possível visualizar a importância, 
tanto para o processo quanto para os custos de produção que um ventilador industrial tem 
sobre a planta como um todo. Durante a passagem das pelotas pelo forno de pelotização, 
a pelotas são cozidas pelo fluxo de gases quentes que passam entre elas. Este fluxo de gás 
é gerado por vários ventiladores de grande porte, da ordem de MW de potência, 
reaproveitando os gases quentes do processo. Caso ocorra algum defeito em qualquer um 
dos ventiladores do processo é necessário uma parada total da planta para sua 
manutenção. 
 
Figura 8 – Ventilador industrial (a) pás axiais e (b) com pás radiais 
 
Devido a criticidade do equipamento para um processo industrial, tal como o de 
pelotização descrito acima, eles possuem vários instrumentos de proteção, como 
medidores de temperatura de ar de serviço, pressão de trabalho, vibração dos mancais, 
potência no eixo, entre outros. O acompanhamento do desempenho de tais equipamentos 
também pode se dar pelas suas curvas características, disponibilizadas pelo fabricante, 
onde se pode estimar qual a região de operação que o ventilador está operando. 
Geralmente, ventiladores possuem duas curvas, uma que relaciona a vazão com a pressão, 
geralmente a estática ou o total, a curva QF, e outra que relaciona a vazão com a potência 
no eixo do ventilador, a curva QP. Com isso, tem-se toda informação sobre o 
comportamento da máquina rotativa. Na figura 9 é ilustrado o comportamento das curvas 
características de um ventilador para diferentes configurações das pás no rotor 
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Figura 9 – Curvas Características para diferentes configurações das pás no rotor (a) 
Centrifugo com pás inclinadas para trás (b) centrifugo com pás inclinadas para frente (c) 
axial propulsor e (d) tubo axial 
 
Fonte: Disciplina operações unitárias UFPR - < 
http://ftp.demec.ufpr.br/disciplinas/TM120/-ventiladores_arquivos-
Image201_gif_arquivos/ventiladores.htm > 
 
As curvas fornecidas pelo fabricante ilustram somente o comportamento do 
ventilador para uma rotação específica. Para que seja possível utilizar as curvas para 
qualquer rotação do ventilador são aplicadas as regras de semelhança, demonstradas em 
Fox (2000), que são relações da vazão, pressão e potência com a rotação do ventilador. 
As regras são expressas pelas equações (37), (38) e (39)  
 
𝑄2
𝑄1
=
𝑁2
𝑁1
 (37) 
 𝐻2
𝐻1
= (
𝑁2
𝑁1
)
2
 (38) 
 𝑃2
𝑃1
= (
𝑁2
𝑁1
)
3
 (39) 
onde Q é a vazão, N a rotação, H a pressão e P a potência do ventilador. Com base nas 
regras, é possível deduzir novos valores de vazão, pressão e potência utilizando como 
referência a rotação da curva e a rotação a qual se deseja obter o parâmetro. A obtenção 
das curvas características é feita por ensaios em laboratório pelo fabricante do 
equipamento, com temperatura de operação constante, ou seja, o ar que passa pelo 
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ventilador tem densidade constante. No processo do forno de pelotização, por exemplo, 
os gases que passam pelos ventiladores possuem altas temperaturas, fazendo com que a 
densidade do mesmo seja diferente da densidade em que foi gerada sua curva 
característica. A figura 10 ilustra o efeito da alteração da densidade do gás na curva 
característica do ventilador, onde as curvas pontilhadas e continuas são para densidades 
de gás diferentes. Quando se utiliza as curvas de um determinado fabricante, é necessário 
ajustá-la também a densidade do gás, assim como para rotação. Com isso, a correção da 
pressão, potência com base na densidade é feita pelas equações (40), (41) e (42) 
 𝐻𝐶 = 𝐻 (
𝜌𝑐
𝜌
) (40) 
 
𝑃𝑐 = 𝑃 (
𝜌𝑐
𝜌
) (41) 
 𝑄𝑐 = 𝑄 
(42) 
onde 𝜌𝐶 é a densidade atual do gás e 𝜌 a densidade de referência das curvas características. 
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Figura 10 - Efeito da densidade sobre as curvas características do ventilador 
 
Fonte: Adaptado de https://www.nyb.com/pdf/Catalog/Letters/EL-04.pdf 
 
De posse das curvas características do ventilador e a medição dos sinais de pressão, 
potência e rotação é possível monitorar a performance do ventilador de duas formas 
distintas, mas com o mesmo objetivo, o monitoramento do seu desempenho operacional. 
A primeira forma, e a mais utilizada na literatura, presente em Niinimäki et al. (2013) e 
Ahonen et al. (2013), é estimar a pressão utilizando a potência no eixo medida pelo drive 
de acionamento do ventilador. A vazão é estimada com base na curva QP e posteriormente 
é estimada uma pressão pela curva QF, definindo assim o ponto operacional do 
equipamento. A segunda forma realiza a comparação entre a potência medida pelo drive 
de acionamento e a estimada pelas curvas características, presente em Attivissimo et al. 
(2014), utilizando como base o sinal de pressão para estimar a potência. Um aumento na 
diferença entre a potência estimada e a medida indica problemas na máquina. Assim, este 
método pode ser utilizado para detectar uma degradação no comportamento do ventilador, 
assim como falhas nos sensores utilizados como base para estimação da potência, neste 
caso o sensor de pressão. 
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Outros sinais importantes do ventilador também devem ser monitorados, tais 
como a vibração e temperatura dos seus mancais. Qualquer aumento na vibração pode 
acelerar a degradação da parte mecânica do equipamento, podendo causar falhas graves 
que necessitem de paradas da planta industrial. Por operar em diversas regiões de rotação 
diferentes, para se realizar um monitoramento mais confiável da vibração pode se utilizar 
a análise externa, considerando que uma variação na rotação implica também em uma 
variação na vibração dos mancais. Assim, a variável externa será a rotação do ventilador 
e as variáveis principais a vibração dos mancais, com o resíduo gerado utilizado no 
monitoramento do equipamento. Resumidamente, as variáveis a serem utilizadas no 
monitoramento do equipamento nas aplicações estão presentes na tabela 3. 
Tabela 3 – Sinais utilizados nas aplicações do ventilador 
Número Variável Unidade 
1 Vibração Lado Acoplado (LA) mm/s² 
2 Vibração Lado Não Acoplado (LNA) mm/s² 
3 Temperatura do ar de serviço ºC 
4 Rotação RPM 
5 Diferença de Pressão mmH2O 
6 Potência no eixo kW 
 
Com o CSTR e o comportamento do ventilador devidamente explicados, o 
próximo passo é a utilização de ambos em aplicações, que validem as técnicas citadas 
para detecção de falhas. 
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4 APLICAÇÃO E DISCUSSÃO DOS RESULTADOS 
Os estudos de casos mostrados na seção anterior, o simulador CSTR e o ventilador 
industrial, serão utilizados em aplicações das técnicas citadas na seção 2. A primeira 
aplicação será feita utilizando as técnicas clássicas de detecção de falhas aliadas a análise 
externa. A segunda aplicação consiste na utilização de dados de um ventilador industrial 
para o monitoramento dos seus níveis de vibração. E a terceira aplicação é a utilização 
das curvas fornecidas pelo fabricante do equipamento para realizar o monitoramento 
sobre a potência do ventilador.  
4.1 APLICAÇÃO AO CSTR 
Para aplicação da análise externa no processo, é necessário a divisão das variáveis 
nos dois conjuntos, das externas e das principais. A influência das mudanças sobre as 
variáveis externas nas principais será retirada utilizando as equações (24) e (25). Os 
modelos de análise externa não se limitam a somente modelos lineares, podendo ser 
utilizados também modelos não lineares para sua aplicação, desde que as variáveis 
externas escolhidas possuam alguma relação não linear com as variáveis principais. A 
escolha das variáveis externas passa por aquelas que definem as condições operacionais 
do processo, no caso variáveis de entrada e setpoints. Analisando as variáveis do CSTR 
e as equações do processo, foi possível separar os dois grupos de variáveis em externa e 
principais. As variáveis de setpoint de nível e temperatura, a vazão, temperatura e 
concentração de entrada e a pressão e temperatura de líquido refrigerante aparecem como 
candidatas a variável externa no processo por serem variáveis de entrada nas equações do 
processo. Foram selecionadas somente os setpoints de temperatura e nível como variáveis 
externas para a aplicação em questão, enquanto que o conjunto de variáveis principais 
incluem somente aquelas afetadas pelas variáveis externas, excluindo as outras variáveis 
de entrada. Com a variação do setpoint de temperatura, é observada uma relação com 
características não lineares com as variáveis do sistema de resfriamento. Na figura 11 é 
utilizada somente uma dessas variáveis, o sinal de controle do controlador de vazão de 
resfriamento, para ilustrar o comportamento dessa relação.  
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Figura 11 - Relação entre o setpoint de temperatura e o sinal de controle de resfriamento 
 
Fonte: Elaborado pelo autor 
 
Por essa relação não linear entre algumas variáveis e a variável do setpoint de 
temperatura, serão utilizados quatro tipos de modelos distintos para esta aplicação. O 
primeiro modelo consiste em um modelo linear, baseado na regressão por mínimos 
quadrados convencional e tem a estrutura dada pela equação (31). Pela figura 12, é 
observado uma dinâmica entre as transições de região de operação, então para isso 
também será utilizado um modelo dinâmico, que considere os instantes passados, com a 
mesma estrutura da equação (32). Como algumas variáveis têm características não 
lineares com relação as variações nos setpoints serão utilizados mais dois modelos, um 
não linear estático e um não linear que considere a dinâmica do processo, e o acréscimo 
da não linearidade é ilustrada pela equação (33). A quantidade de atrasos selecionados foi 
utilizando o mesmo princípio de Kano et al. (2004), sendo escolhidos com base na 
quantidade de amostras presentes no transitório entre as regiões. A estrutura do modelo 
não linear escolhido foi de um polinômio de segunda ordem.  
Antes do processo de detecção, é necessário realizar o treinamento dos modelos. 
Cada variável externa sofreu quarenta variações aleatórias, na forma de degraus, sendo 
as de nível no intervalo de [1.6;2.5] m e as de temperatura no intervalo de [75;90] ºC. As 
variações de nível e temperatura não são simultâneas, permanecendo em cada região de 
operação por um intervalo de 200 amostras, gerando um total de 80 regiões de operação 
distintas. Na figura 12 é ilustrado o comportamento das variáveis externas durante um 
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trecho da etapa de treinamento e também os respectivos comportamentos do nível e da 
temperatura do reator. Caso as variações sejam mais suaves que um degrau, como rampas 
ou variações com comportamento senoidal, fica difícil a visualização da dinâmica do 
processo, e consequentemente o treinamento de um modelo que consiga representa-la. 
Figura 12 - Variações nos setpoints de nível e temperatura para treinamento e o 
comportamento dos sinais de temperatura de nível do reator 
 
Fonte: Elaborado pelo autor 
 
Todos os modelos dinâmicos foram treinados com 30 atrasos. A verificação da 
qualidade dos modelos treinados é feita pela norma euclidiana, ou norma 2, dos resíduos 
que eles produzem. A norma euclidiana para um dado vetor 𝑥 com n observações é 
calculada pela equação (34). 
Quanto menor a norma dos resíduos, maior a quantidade de informação que o 
modelo consegue representar do conjunto de dados de treinamento. A norma será 
calculada para cada variável, individualmente, e na figura 13 estão representadas aquelas 
variáveis que tiveram uma maior alteração na norma com a mudança do modelo linear 
para o não linear. Para as variáveis ilustradas pela figura 13, existe uma clara relação entre 
a redução do resíduo e o aumento da complexidade do modelo, seja adicionando atrasos 
ou fatores não lineares.  
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Figura 13 - Norma dos resíduos das variáveis 8, 13 e 14 para os diferentes tipos de 
modelos testados  
 
Fonte: Elaborado pelo autor 
 
A etapa de validação dos modelos para detecção de falhas é o próximo passo. A 
métrica de comparação para verificar a efetividade dos modelos na detecção de falha é o 
tempo médio da detecção de uma determinada falha em 100 simulações distintas, 
posterior a mudança aleatória de região de operação, mas dentro do intervalo para qual 
os modelos foram treinados. Serão simuladas as falhas 2 a 11, 17 e 18 da tabela 2. As 
falhas não simuladas correspondem a variações em possíveis variáveis externas, variáveis 
de entrada do processo, não sendo consideradas falhas pelo conceito de análise externa. 
O modelo PCA utilizado para detecção da falha é treinado com base nos resíduos das 
variáveis na etapa de treinamento, com um limiar de 99% de confiança. 
Os dados gerados para aplicação do processo de detecção de falhas possuem 800 
amostras no total, sendo uma mudança de região após 300 amostras do início da 
simulação e a falha presente no instante 500, para que a falha não ocorra durante um 
período de transição entre regiões de operação. Os resultados para o tempo médio de 
detecção de todas as falhas simuladas estão presentes na tabela 4 e na figura 14 estão 
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representados os resultados de maior destaque. Não será mostrado a quantidade de falsos 
positivos de cada modelo para cada falha pois eles estiveram dentro do limiar proposto 
pelo modelo de detecção de falha. 
Tabela 4 – Resultados Simulação de Falhas CSTR 
Falha 
Simulada 
Tempo médio de Detecção da Falha (min) 
Linear estático Linear dinâmico Não linear estático Não linear dinâmico 
Falha 2 18.50 6.93 18.72 6.62 
Falha 3 9.64 8.79 7.55 6.67 
Falha 4 215.33 203.51 185.31 183.81 
Falha 5 95.27 87.59 94.03 88.11 
Falha 6 106.69 88.23 107.24 85.88 
Falha 7 39.31 11.07 39.41 10.57 
Falha 8 30.69 24.65 27.72 22.96 
Falha 9 38.23 30.49 23.56 18.62 
Falha 10 5.63 4.10 4.99 3.69 
Falha 11 105.02 71.46 87.39 71.82 
Falha 17 34.19 30.04 22.99 19.53 
Falha 18 29.55 9.27 29.67 8.89 
Fonte: Elaborado pelo autor 
 
Figura 14 - Resultados mais representativos da tabela 4 
 
Fonte: Elaborado pelo autor 
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Em todas as simulações foi possível realizar a detecção das falhas simuladas no processo. 
Os resultados mostram que, no geral, uma melhor performance foi obtida utilizando o 
modelo não linear dinâmico, obtendo um tempo menor que os modelos lineares em todas 
as falhas simuladas. As maiores diferenças entre os tempos de detecção entre os modelos 
lineares e os não lineares podem ser vistas justamente nas falhas que mais afetam o 
sistema de refrigeração, as falhas 4, 9, 11 e 17, presentes na figura 14. Essas falhas causam 
variações no sistema de refrigeração, tornando mais evidente a relação não linear com a 
temperatura. Com isso, o modelo não linear estático tem um melhor desempenho na 
detecção de falha do que o modelo linear com dinâmica. Outro fato observado pelos 
resultados é quanto o acréscimo da dinâmica nos modelos faz com que ele se torne mais 
efetivo para detecção de falhas, já que ele contempla também a dinâmica do processo. 
Os resultados no simulador foram satisfatórios, já que foi possível a detecção de 
falha em múltiplas regiões de operação utilizando os modelos de análise externa. Um 
próximo passo é a aplicação do conceito utilizado para detecção de falhas no simulador 
em um sistema real, que no presente caso será um ventilador industrial.  
4.2 MONITORAMENTO DA VIBRAÇÃO DE UM VENTILADOR INDUSTRIAL 
No capítulo 3 foi mostrado como é o funcionamento de um ventilador industrial e 
sua importância para o bom funcionamento de um processo industrial. O seu 
monitoramento deve ser realizado por causa da sua criticidade para o processo e por que 
qualquer falha neste equipamento gera paradas indesejadas da planta. Os ventiladores de 
grande porte são acionados por motores e sustentados por mancais, normalmente, 
lubrificados a óleo. O ventilador possui vários instrumentos de proteção e entre os mais 
importantes estão os medidores de vibração dos mancais. Esses instrumentos podem 
indicar falhas críticas tais como o desbalanceamento do ventilador, que pode destruir os 
mancais e danificar a fundação do equipamento.  
A aplicação aqui presente busca realizar a detecção de falha de vibração no 
ventilador, sendo esta detectável pelos sensores de vibração. Devido a esta falha no 
equipamento, ocorreu uma parada de um número elevado de horas do processo. Para 
verificar se é possível detectar a falha com antecedência, serão utilizados os sinais de 
rotação do ventilador, vibração do lado acoplado e vibração do lado não acoplado ao 
rotor. Neste caso, a variável externa responsável sobre a condição operacional será a 
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rotação do ventilador, por ela ter influência direta nos níveis de vibração. A figura 15 
indica o comportamento da rotação durante o período selecionado, enquanto a figura 16 
indica o comportamento de ambas as vibrações no mesmo período. 
Figura 15 - Sinal de rotação do ventilador para o período estudado 
 
Fonte: Elaborado pelo autor 
 
Figura 16 - Sinais de vibração do ventilador para o período estudado 
 
Fonte: Elaborado pelo autor 
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A relação entre os sinais de vibração e o de rotação pode ser vista no momento em que 
ocorre uma maior variação da rotação, com o mesmo comportamento sendo refletido na 
vibração do ventilador. 
Por termos uma base de dados limitada, o treinamento do modelo tem de ser feito 
de maneira diferente da aplicação do simulador CSTR. Foram selecionados cincos 
conjuntos de dados para fazer o treinamento dos modelos, ilustrados na figura 17, e feito 
um procedimento semelhante a validação cruzada por k-fold utilizando cinco folds, onde 
um conjunto é separado para validação e os outros para treinamento, todos sem a presença 
de falhas. O treinamento termina no momento em que todos os conjuntos foram utilizados 
para validação e para treino. Nesta aplicação além do modelo linear, estrutura da equação 
(31), serão utilizados modelos não lineares, entre eles o polinomial de segunda e terceira 
ordem, com estruturas da equação (33) e da rede neural GRNN. 
Figura 17 - Seleção de dados para treinamento 
 
Fonte: Elaborada pelo autor 
 
Um ponto a ser analisado antes da seleção de qual modelo será utilizado na 
aplicação é a verificação se todos os folds correspondem a trechos em que as relações 
entre a rotação e a vibração se mantém. Para isso, foram medidos as médias e os desvios 
padrões dos resíduos de cada modelo treinado, presentes nas tabelas 5 e 6.  
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Tabela 5 – Média e desvio padrão para a vibração do lado acoplado 
 
Linear 
Polinomial 2º 
ordem 
Polinomial 3º 
ordem 
GRNN 
Média Desvio Média Desvio Média Desvio Média Desvio 
Fold 1 -0,286 0,175 -0,204 0,146 -0,112 0,121 -0,079 0,143 
Fold 2 0,225 0,168 0,17 0,201 0,118 0,118 0,102 0,1245 
Fold 3 0,188 0,185 0,072 0,157 0,057 0,105 0,054 0,092 
Fold 4 0,149 0,175 0,094 0,159 0,05 0,102 0,037 0,102 
Fold 5 0,02 0,16 -0,016 0,137 -0,053 0,114 -0,059 0,111 
Fonte: Elaborado pelo autor 
 
Tabela 6 – Média e desvio padrão para a vibração do lado não acoplado 
 
Linear 
Polinomial 2º 
ordem 
Polinomial 3º 
ordem 
GRNN 
Média Desvio Média Desvio Média Desvio Média Desvio 
Fold 1 -0,323 0,163 -0,291 0,147 -0,213 0,097 -0,19 0,081 
Fold 2 0,184 0,151 0,14 0,182 0,094 0,101 0,08 0,103 
Fold 3 0,151 0,146 0,057 0,127 0,044 0,082 0,045 0,073 
Fold 4 0,322 0,118 0,278 0,161 0,237 0,098 0,212 0,084 
Fold 5 0,168 0,147 0,139 0,158 0,105 0,101 0,105 0,084 
Fonte: Elaborado pelo autor 
 
Para as duas vibrações não há uma alteração da relação entre a rotação e a 
vibração, quando se altera os conjuntos de treinamento e validação, pois não há grandes 
alterações na média e no desvio padrão dos resíduos quando se considera a magnitude da 
variável de vibração. A norma dos resíduos para cada modelo treinado foi calculada e 
está presente na figura 18. No fold 5 os modelos obtiveram um melhor resultado geral em 
relação à magnitude da norma do resíduo. Neste fold o conjunto em azul da figura 17 foi 
utilizado para validação, enquanto os outros são utilizados para o treinamento do modelo. 
Os resíduos do treinamento deste modelo foram utilizados para construção do modelo 
PCA que será utilizado para detecção de falhas, com um limiar de 99% de confiança. 
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Figura 18 - Normas dos resíduos de cada modelo em cada etapa do treinamento 
 
Fonte: Elaborado pelo autor 
 
Algumas métricas serão medidas para verificar a qualidade do modelo em relação 
a detecção de falhas: os falsos positivos, tempo de detecção das falhas e a norma dos 
resíduos. Observando os dados das figuras 15 e 16, são observados dois momentos em 
que o comportamento da vibração pode ser considerado anormal. O primeiro intervalo é 
entre as horas 40 e 60, em que há uma elevação da vibração sem mudanças na rotação, e 
o segundo intervalo, uma falha mais crítica, em que há uma elevação grande da vibração 
posterior ao instante de 130h, quando ocorre a parada do equipamento. Na figura 19 são 
mostrados os resultados da aplicação dos modelos PCA de cada modelo para todo o 
conjunto de dados e a figura 20 e a tabela 7 trazem as métricas calculadas para cada 
modelo. 
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Figura 19 - Estatísticas de monitoramento para cada modelo de análise externa 
 
Fonte: Elaborado pelo autor 
 
Pela figura 19, é visto que os modelos menos complexos utilizados, o linear e o polinomial 
de segunda ordem, são os menos sensíveis em relação a ocorrência de variações na 
vibração durante o primeiro momento de falha. Este fato é visível pela amplitude da 
estatística durante o momento em questão. Para o segundo momento, por ser uma falha 
mais crítica, todos os modelos detectaram a falha com clareza, com a estatística desviando 
com rapidez do limiar proposto. 
As métricas selecionadas para medição da qualidade dos modelos foram os falsos 
positivos, que são indicações de falha na estatística durante períodos de normalidade, o 
tempo de detecção de ambas as falhas em relação ao modelo que detectou a falha com 
maior rapidez e a norma dos resíduos, que são medidos durante a etapa de treinamento, 
sendo quanto menor o valor dos resíduos, maior a adequação do modelo aos dados de 
treinamento. Todos os resultados referentes as métricas estão presentes na tabela 6, para 
cada modelo treinado. 
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Tabela 7 – Métricas medidas na aplicação 
Modelo 
Falsos 
Positivos 
Tempo de 
Detecção – 
Falha 1 
Tempo de 
Detecção – 
Falha 2 
Norma dos 
resíduos 
Linear 1.71% 5.56h 0.033h 12.49 
Polinomial 2ª Ordem 1.37% 5.55h 0.033h 11.37 
Polinomial 3ª Ordem 5.61% 0h 0.017h 7.44 
GRNN 6.31% 0h 0h 6.70 
Fonte: Elaborado pelo autor 
 
Os resultados indicam que um modelo mais complexo realiza uma detecção de falha 
mais rápida, principalmente para quando a falha tem uma evolução mais lenta. Neste caso, 
a detecção de falha ocorreu com mais de 5h de antecedência em comparação que os 
modelos lineares e polinomial de segunda ordem. Considerando somente os falsos 
positivos, calculados com os dados de treinamento, iria-se indicar, erroneamente, os 
modelos mais simples como aqueles com melhor desempenho. A baixa taxa de falsos 
positivos, por si só, não é um bom indicativo da qualidade do modelo, como pode ser 
visto pela norma dos resíduos daqueles que obtiveram a menor taxa de falsos positivos. 
A norma dos resíduos é um modo de verificar o quão longe está o estimado do real, sendo 
assim quando menor a norma dos resíduos, melhor o resultado. A utilização de um 
modelo linear para este caso não seria ideal, devido a relação entre a rotação e a vibração 
terem características não lineares fortes. Assim, um modelo não linear consegue 
representar melhor as mudanças e gerar resíduos melhores para detecção de falhas do 
processo em questão, fazendo com que o modelo utilizado para detecção de falhas aceite 
mais variações do que o modelo PCA treinado com os resíduos dos modelos mais 
complexos. 
A utilização da análise externa para o monitoramento de detecção de anomalias na 
vibração conseguiu obter bons resultados, detectando a falha, no primeiro momento, antes 
que ela se tornasse crítica demais e forçasse uma parada do equipamento para manutenção 
ou até mesmo que a falha causasse um dano crítico ao equipamento, forçando a sua 
substituição.  
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A seleção de dados de treinamento é um fator que diferencia e dificulta a aplicação 
em um processo real. Em um ambiente simulado, como o CSTR, é possível alterar os 
parâmetros e construir o conjunto de dados que ajudem a fazer uma modelagem adequada 
do processo. No ventilador industrial, a base de dados é limitada, existindo uma maior 
dificuldade em obter dados que representem o comportamento do equipamento e a relação 
entre as variáveis a serem utilizadas no monitoramento. Caso não ocorra nenhuma 
variação, a utilização dos dados para construir um modelo se torna inviável, e o modelo 
não vai corresponder ao comportamento real do equipamento. 
4.3 APLICAÇÃO PARA O MONITORAMENTO DE EFICIÊNCIA DO 
VENTILADOR 
Outro método que pode ser utilizado para monitoramento de ventiladores é através 
da utilização das suas curvas características para detecção de degradação de eficiência ou 
falhas nas medições de pressão ou potência, comparando o estimado pelas curvas com os 
medidos no processo, como foi mencionado na seção 3.2 que é possível realizar. A 
aplicação então, consiste na utilização dos modelos propostos, que consigam representar 
o equipamento nas suas diversas condições operacionais, pelo fabricante para geração de 
resíduos do sinal de potência para monitorar o comportamento do equipamento. 
Para a aplicação aqui presente, serão utilizados dados reais de um ventilador 
industrial presente em uma planta de pelotização e também as curvas características desse 
equipamento, que são fornecidos pelo fabricante, presente na figura 20 para o ventilador 
utilizado na aplicação. A base de dados para trabalho inclui dados dos meses de agosto, 
setembro, outubro, novembro e dezembro.  
O primeiro passo é a aquisição dos dados referentes as curvas características de 
pressão e potência do ventilador e sua representação em ambiente computacional. Com 
esses dados, é possível calcular modelos, curvas, que melhor se adequem ao 
comportamento deles. Os dados da figura 20 foram retirados e utilizados no cálculo de 
modelos, presentes na figura 21. Pode ser visto, na figura 21, que há uma sobreposição 
entre a curva original, em vermelho, e a curva do modelo calculada, em azul, tanto para 
as curvas de pressão, quanto para as de potência. Só existe três curvas relativas ao 
comportamento da máquina, sendo cada curva para uma rotação específica. Essa 
limitação pode ser superada utilizando as leis de semelhança para bombas e ventiladores, 
presentes nas equações (37), (38), e (39). Essas leis, como é mencionado na seção 3.2, 
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tornam possível encontrar as curvas características da máquina rotativa para qualquer 
nível de rotação. 
Figura 20 - Curvas características do ventilador  
 
Fonte: Elaborado pelo autor 
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Figura 21 - Curvas características em ambiente computacional 
0 
 
Fonte: Elaborado pelo autor 
 
Quanto mais distante está a rotação em que se quer calcular a curva e a que se tem 
fornecida pelo fabricante, aumenta o erro de previsão do comportamento do ventilador, 
sendo esse fato ilustrados em (AHONEM et al. 2011). Por esse motivo, o plano de ambas 
as curvas foi dividido em três seções, em que cada curva fornecida pelo fabricante será 
utilizada como referência em uma determinada região. Com os modelos construídos, o 
diagrama da sequência da aplicação é ilustrado pela figura 22, onde são mostrados os 
passos necessários para obtenção do resíduo da diferença entre as potências. 
Figura 22 – Diagrama para obtenção do resíduo de potência 
 
Fonte: Elaborado pelo autor 
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A figura 23 traz a potência estimada pelo diagrama proposto na figura 22. Foram 
utilizados dados correspondentes a 576 horas de operação, para verificar se é possível 
estimar a potência somente pelas curvas fornecidas pelo fabricante.  
Figura 23 – Sinal de potência medido, estimado e o resíduo resultante 
 
Fonte: Elaborado pelo autor. 
 
Utilizando somente o sinal de rotação e pressão para estimação de potência ainda gera 
grandes resíduos, não representando adequadamente o comportamento do ventilador. 
Para que a estimação seja realmente efetiva, é necessário também corrigir os sinais de 
pressão e potência nas curvas pela densidade de operação do ventilador, como é 
demonstrado na seção 3.2. A densidade é diretamente proporcional a temperatura de ar 
de serviço do ventilador, fazendo com que o sinal de temperatura tenha uma grande 
importância para estimação correta da potência do ventilador. Realizando as devidas 
correções nas curvas de desempenho do ventilador, com base na densidade do ar de 
operação, a figura 24 ilustra o novo diagrama, para obtenção do resíduo da potência que 
será monitorado. 
58 
 
Figura 24 – Diagrama atualizado com a temperatura do ar de serviço do ventilador 
 
Fonte: Elaborado pelo autor 
 
Utilizando as correções devidas sobre as curvas de pressão e potência, a figura 25 retrata 
a potência estimada depois das correções.  
Figura 25 – Potência estimada corrigida com a densidade 
 
Fonte: Elaborado pelo autor 
 
Para verificar o desempenho do ventilador será analisado somente o sinal do 
resíduo entre as potências, tornando-se uma análise univariada de um único sinal. 
Considerando a distribuição do sinal como aproximadamente normal, um limiar de 
controle será realizado, para que quando o sinal monitorado sair espaço entre os limiares, 
algum comportamento não previsto pelo modelo ocorreu no processo. O limiar terá 99% 
de confiança e serão utilizados os dados até as 192 horas de processo, conforme a figura 
25, para sua construção. A construção do limiar será feita utilizando um k-fold com cinco 
dobras, ou seja, dividindo o conjunto de treinamento em cinco, aleatoriamente, e cada vez 
será utilizado um conjunto para construção do limiar. O limiar a ser utilizado é aquele 
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que alcançou a menor taxa de falsos positivos dentre os cinco limiares testados. Assim, a 
figura 26 ilustra o limiar, que teve uma taxa de 8091 falsos positivos para 928000 
amostras, o que dá uma taxa de somente de 0.87%, bem próxima do limite de 1% 
estabelecido pelo limiar. 
Figura 26 - Resíduo da potência com os limiares de controle 
 
Fonte: Elaborado pelo autor 
 
Observando a figura 26, é observado um momento em que ocorre uma subida no 
sinal monitorado, entre 270h e 400h, onde o sinal está margeando o limiar de controle, 
sendo um indicativo de alguma alteração no comportamento dos sinais medidos, mesmo 
que leve. A figura 27 traz os sinais de rotação e diferença de pressão no equipamento para 
os mesmos instantes mostrados na figura 26. Neste mesmo momento, da elevação no sinal 
monitorado, a rotação mantém seu comportamento em comparação ao mesmo momento 
no qual foi construído o limiar, enquanto no sinal de diferença de pressão ocorre uma 
alteração no sinal, o que leva a alteração da estimação da potência. Por ser um 
comportamento não desejado, um aumento súbito em algum sinal medido, a carta 
univariada deve indicar este momento, com amostras suficientes ultrapassando o limiar. 
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Figura 27 - Sinais de rotação e diferença de pressão 
 
Fonte: Elaborado pelo autor 
 
O mesmo trecho que foi utilizado para construção do limiar estatístico univariado, foi 
utilizado também para construção de um modelo PCA utilizando as variáveis de rotação, 
diferença de pressão e temperatura do ar serviço do ventilador. A estatística indicará falha 
sempre que uma das variáveis romper com a correlação presente no modelo PCA. Na 
figura 28 é ilustrada a estatística T² para o mesmo conjunto de dados aqui analisado na 
figura 27. No mesmo trecho em que a variável de diferença de pressão tem uma alteração 
de comportamento, a estatística indica que houve uma quebra na correlação entre as 
variáveis, desviando do limiar proposto, de 99% de confiança. 
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Figura 28 - Estatística T² para as variáveis de rotação, diferença de pressão e 
temperatura do ar de serviço do ventilador 
 
Fonte: Elaborado pelo autor 
 
Um novo teste foi feito com dados referentes ao mês de janeiro do ano de 2018. A 
intenção do novo teste é verificar se o ventilador mantém o seu comportamento para um 
período diferente de tempo. A potência para esse novo período foi estimada e os resíduos 
calculados. Na figura 29 estes dados são ilustrados, assim como os limiares univariados 
calculados anteriormente. O comportamento do resíduo nesse período está próximo de 
violar o limiar definitivamente, indicando uma alteração no comportamento do resíduo 
em relação ao resíduo que foi utilizado no treinamento do limiar. Um resíduo negativo 
indica que a potência estimada está maior que a real, ou seja, o ventilador está gastando 
menos energia para gerar a mesma diferença de pressão que o previsto pelo modelo. Para 
essa situação, tem que se atentar em dois pontos: a alteração no comportamento pode ser 
proveniente de falhar nos sensores e que este pode ser o novo comportamento e nível de 
resíduo normais do processo. Pelo longo tempo em que o resíduo se mantém com o 
mesmo comportamento, o segundo ponto se torna mais plausível que o primeiro, sendo 
necessário então um retreinamento dos limiares de controle. 
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Figura 29 – Potência estimada e resíduos para dados de Jan/18 
 
Fonte: Elaborado pelo autor 
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5 CONCLUSÃO 
A utilização somente de métodos convencionais para detecção de falhas, tais como 
PCA ou PLS, não tem muita efetividade quando utilizados para detectar falhas em 
processos que operem em múltiplos modos de operação. Para que o monitoramento seja 
feito com eficácia foi necessária a utilização de técnicas que tratam essa questão, sendo a 
análise externa escolhida para aplicação no presente trabalho. 
A análise externa foi aplicada em dois estudos de caso, um primeiro utilizando um 
simulador de processo químico e uma segunda em que se utilizou dados industriais reais 
de um ventilador de processo na presença de falhas. No primeiro caso várias falhas 
distintas foram simuladas e verificada a eficácia da detecção de falha do método proposto, 
a utilização do PCA somente nos resíduos gerados pela análise externa, conseguindo 
realizar a detecção em todas as falhas simuladas. Um fato observado foi que com o 
aumento da complexidade do modelo, acrescentado atrasos ou fatores não lineares, fez 
com que ocorresse uma detecção com maior antecipação, conseguindo representar melhor 
a relação da variável externa com as principais. No segundo estudo de caso foi aplicado 
a mesma metodologia do primeiro, e testadas diferentes complexidades do modelo de 
análise externa. Pelos resultados também foi possível notar que um aumento na 
complexidade do modelo ocasionou em uma detecção antecipada da falha em relação aos 
modelos mais simples, tais como modelos lineares. 
A relação do terceiro estudo de caso com os dois anteriores é que também são 
utilizados os resíduos para detecção de falhas. Enquanto os modelos anteriores são 
construídos utilizando dados históricos dos processos, o modelo do terceiro estudo de 
caso foi utilizado com base nas curvas do fabricante sobre o equipamento, representado 
as diversas condições operacionais do equipamento. Foi modelado o comportamento de 
um ventilador de processo, diferente do utilizado no segundo estudo de caso, para predizer 
a potência esperada de acordo com as curvas do fabricante. O resíduo monitorado foi da 
diferença entre a potência medida e a estimada, podendo assim verificar se há uma 
degradação no desempenho do equipamento ou falhas nos sensores envolvidos, tais como 
de pressão. No estudo de caso presente neste trabalho, foi possível verificar uma alteração 
nos sensores de pressão que teve reflexo na estimativa de potência no primeiro teste. O 
segundo teste foi realizado com outro conjunto de dados e por ele foi possível verificar 
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casos em que o retreinamento do limiar é necessário, caso o processo altere seu 
comportamento, considerado normal, por um tempo considerado longo. 
Conclui-se então que as técnicas utilizadas para representar o processo nas suas 
diversas condições operacionais, a análise externa e os modelos que representem o 
processo, foram utilizados com efetividade na detecção de falhas em processo que operam 
em várias regiões de operação. 
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