success rate of the second and third strategies shows an average 63.3% and 73.3%, respectively, for 13 grasping random objects. We also demonstrated these strategies using two intuitive interfaces, a 14 visual interface in rviz and a voice user interface with speech recognition, which are suitable for 15 elderly people. In addition, the robot can select strategies automatically in random scenarios, which 16 make the robot intelligent and able to make decisions independently in the environment. We obtained 
Introduction
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Figure 1. The domestic robot Doro, which consists of depth and stereo cameras, robotic arm and mobile-base platform, is useful manipulation task in domestic environment. positioned in two rows (front and back). As the robot completes extraction of the objects with several 143 RGB colors, the user selects a row and a target object using voice and visual interfaces. Based on the 144 table height information, and row and object information (height, length, weight, and distance), the 145 robot selects one of three mobile manipulation strategies that we have developed for grasping an object 146 in the back row. The strategies were designed with different grasp poses according to the table heights.
147
For grasping an object, we followed two scenarios, In the first scenario, the user employed a 148 known 
Implementation of shared autonomy system
156
The goal of the shared autonomy system is to provide support to improve the quality of human life.
157
For example, if a human operator assigns a task to a service robot with a high level of autonomy using 158 a gadget, the human can use their own cognitive skills for selecting objects. Thus, the task performance 159 with the shared autonomy system is more efficient than an autonomous system, which still has 160 difficulty in recognizing objects in the domestic environment. The main contribution of this paper is 161 the development of motion planning with three strategies of manipulation. To implement the strategies 162 of manipulation, several components such as image preprocessing, multi-object segmentation, visual 163 and voice user interfaces, and action planning were applied. The components were organized to 164 perform key roles in performing fundamental ADL for human life.
165
The domestic environment contains myriad household objects with different shapes and sizes 166 such as bottle, box, and cup, chairs, tables etc. We considered grasping an object from a table of 167 unknown height in the domestic environment, which schematically is shown in Fig. 3 with our robot.
168
Actually, many studies for grasping objects [7] [8] [9] [10] [11] were tested using fixed table height and viewpoint.
169
However, if the viewpoint is changed, detection of objects on the table will be difficult by the robot. the table) was extracted from the base frame of the robot (see Fig. 5 the linearly interpolated neck angle helped the robot to detect multiple objects easily. 
214
In our work, we adapted and modified the approach of et al.. to segment multiple objects by 215 an organized point cloud library. We used a depth camera (Xtion) for acquiring depth data instead
216
of an RGB camera to increase depth data accuracy. For each point P(x,y), a label L(x, y) is assigned.
217
Points belonging to the same segment will be assigned to the same label based on the Euclidean two points in the same label set is more than a threshold, one of the points will be discarded because 221 of increasing object segmentation speed. The area to be clustered and the threshold of points for each 222 object. The points of each object clustered between 1500 to 10000 points were chosen experimentally.
223
To distinguish between multiple objects easily, the object were covered with six RGB colors. The result 
Human object selection 227
Autonomous object selection is the best method for humans. However, selection of the target object 228 in the domestic environment is a difficult task, although multiple objects were clustered completely by 229 a camera. For this reason, the selection was conducted via human intelligence. A variety of interfaces the domestic environment. In addition, the grasping point was used to generate possible hand poses 246 relative to the object for action planning.
247
To extract the grasping point from each object, we used the 3D centroid function in PCL and 248 configured the grasp poses. In our case, we characterized two types of grasp poses:
249
•Top pose: It is aligned by the robot hand to the object in the vertical plane (along the x-and 250 z-axis), and opening and closing of the robotic hand is in the direction of the x-or y-axis (see Fig. 7(a) ).
251
•Side pose: It is defined in the horizontal plane (along the x-and y-axis), and the opening and 252 closing direction of the robotic hand is the same as previous (see Fig. 7(b) ).
253
To grasp the object, we used the motion planning library, which includes capability for collision 254 avoidance, self-collisions, and joint limit avoidance of the robot arm in the domestic environment. The Three strategies of the mobile manipulation were conceived to grasp an object, which was apart 267 from the robot. A set of 6 objects, arranged in two rows, was placed in front of the robot (see Fig. 6(a) ).
268
We consider grasping objects placed in the back row because grasping front row objects are an easy 269 task that we have already developed. Before starting the strategies for grasping an object, we need to 270 accomplish three steps. The first step is initialization of the robot arm. The next step is to transform the 271 coordinates of multiple objects from camera frame to robot base frame for manipulation. The last step 272 is pre-grasp position based on table height. These three steps are described in Algorithm 1 (lines 2 to 273 5). Actually, these steps are capable of grasping an object on a table, but grasping back-row objects 274 always fails due to the obstruction caused the front-row objects. For these reasons, we developed three 275 strategies for the mobile manipulation for grasping an object in the back row. To exploit the three 276 strategies of mobile manipulation, motion planning with Moveit library is applied to prevent the robot 277 arm from colliding with the robot body.
278
• The first strategy 279 The objective of the first strategy was to grasp an object on the approximately 70cm high table,
280
directly from the back row, to reduce manipulation time. The mobile platform was pre-defined to be 281 at a rotated angle and also the specific neck angle that supports segmentation of objects in the back row was set. In fact, the two angles were defined empirically based on distance between the table and 283 robot. However, the information of the scene obtained by the camera was still insufficient due to the 284 obstruction of front row objects. Actually, when the same sizes of objects are detected, the visualization 285 of the object size shows differently because the distance from the camera to each object is different. In 286 addition, the objects in the front row would be obstructed during grasping, and it will be difficult to (lines 7 to 9).
293
• The second strategy 294 The first strategy of the mobile manipulation was useful to grasp the objects in the back. However,
295
we still are challenged to ensure stable grasping by the robot. For this reason, we developed a new 296 strategy to grasp the objects in the back row to compensate for an inadequate object segmentation 297 and robust and stable grasping. The objective of the second strategy was to grasp the objects from an 298 80-cm-high table while ensuring good stability. To pick up the objects, the algorithm for removing the 299 objects in the front was conceived. The point of the strategy is that when the user selects the back row 300 and target object, the robot calculates the centroid front row object as well. Then, the robot lifts the 301 object off the front row and places it in the empty place on the table. First, to find the objects in the 302 front, the function was implemented for searching the nearest distance between all objects and the 303 target object. After the object in the front row was found, the pre-defined grasp position was applied. To ensure a stable grasping, the side grasp pose was introduced. Then, as the front row object was 305 grasped (see Fig. 9(a) ), a pre-defined place was located at the right edge of the table (see Fig. 9(b) ). placed in the front, and the others were placed in the back. We used rectangular objects such as plastic 343 bottles and juice boxes during the experiments.
344
For the experiment, several scenarios were organized. Before grasping an object in the back row,
345
we tested a simple scenario for grasping an object in the front row. Then, the three manipulation 346 strategies were tested to grasp an object in the back. The known table height was set at different steps 347 of 10 cm, such as 70, 80, 90, and 100 cm. In addition, these three strategies were tested at an unknown 348 table height to apply them in the real-life situation. The objects were placed in three positions: short 349 size objects in the front (FSO), tall size objects in the front (FTO), and random size objects (RO) (see Fig.   350 11). During the manipulation with all strategies for unknown table height, we considered grasping one 351 of the objects, which were placed randomly. The scenarios were evaluated 10 times for each strategy in 352 terms of collision, execution time, and success rate with known table height and with unknown table   353 height. 
Execution times
416
We measured the execution times for grasping objects in the back row using three strategies. Then 437 Also, we only tested the strategies with objects in the RO configuration for implementing in the actual 438 environment.
439
To confirm the three strategies of mobile manipulation, the three different table heights were 440 measured and the results were evaluated in the same manner as previous cases (see Fig. 15 ). In this paper, we present three mobile manipulation strategies in which the operator provides a 461 simple command using visual and voice user interfaces. The strategies resulted in the improvement of 462 grasping capabilities of household objects in collaboration with a real robot Doro. The user provides 463 the two commands regarding the object row and target object using a visual and a voice interface.
464
The three strategies of the mobile manipulation were developed to pick and place, and convey an 465 object in the domestic environment effectively. Based on the results, the three strategies have their own 466 advantages at the different table heights. Therefore, the intelligent strategy selection system can be 467 applied for domestic environments that have different table heights.
468
The goal of this paper is to support elderly people for ADL in the domestic environment. Although 469 the proposed system considered grasping limited to certain types of domestic objects, the strategies we 470 developed can apply grasping to various household objects. In addition, to take care of elderly people 471 daily, monitoring and managing systems using robots are invaluable. In this sense, our proposed Figure 16 . Visualization of execution times for grasping an object with unknown table heights using three strategies.
system can be useful to monitor the robot state and select an object easily for ADL. Nevertheless,
473
we still have many issues, including detection and segmentation, that we need to resolve in the 474 domestic environment. Actually, the current system could be used to detect, cluster, and extract simple 475 household objects such as bottles, boxes, etc. However, various objects that are different in shape exist 476 in the domestic environment. Therefore, the 3D centroid of an object would not be able to grasp it.
477
For this reason, we will develop a grasp pose algorithm for a variety of household objects with our 
