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Abstract
In this paper, the concept of a granulation order is proposed in an information system. The converse approximation of a
target concept under a granulation order is defined and some of its important properties are obtained, which can be used to
characterize the structure of a set approximation. For a subset of the universe in an information system, its converge degree
is monotonously increasing under a granulation order. This means that a proper family of granulations can be chosen for a target
concept approximation according to user requirements. As an application of the converse approximation, an algorithm based on the
converse approximation called REBCA is designed for decision-rule extraction from a decision table, which has a time complexity
of O(m2 |C |2|U |log2|U |), and its practical applications are illustrated by two examples.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, rough set theory developed by Pawlak in [1] has become a popular mathematical framework for the
analysis of vague descriptions of objects. The focus of rough set theory is on the ambiguity caused by limited
discernibility of objects in the domain of discourse. Its key concepts are those of object indiscernibility and set
approximation, and its main perspectives are information view and algebra view [2]. The primary use of rough set
theory has so far mainly been in generating logical rules for classification and prediction using information granules;
thereby making it a prospective tool for pattern recognition, image processing, feature selection, data mining and
knowledge discovery process from large data sets [3–5].
As a recently renewed research topic, granular computing (GrC) is an umbrella term to cover any theories,
methodologies, techniques, and tools that make use of granules in problem solving [6–8]. Basic ideas of GrC
have appeared in related fields, such as interval analysis, rough set theory, cluster analysis, machine learning,
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databases, and many other. As follows, for our further development, we briefly review research on GrC. L.A. Zadeh
identified three basic concepts that underlie the process of human cognition, namely, granulation, organization, and
causation. “Granulation involves decomposition of whole into parts, organization involves integration of parts into
whole, and causation involves association of causes and effects”. A general framework of granular computing was
presented by Zadeh [6] in the context of fuzzy set theory. Some authors [9–11] examined granular computing in
connection with the theory of rough sets. Yao [12] suggested the use of hierarchical granulations for the study of
stratified rough set approximations. Lin [13] and Yao [14] studied granular computing using neighborhood systems.
Klir [15] investigated some basic issues of computing with granular computing with granular probabilities. The
theory of quotient space had been extended into the theory of fuzzy quotient space based on fuzzy equivalence
relation [16]. Liang and Shi [17] established the relationship among knowledge granulation, information entropy,
granularity measure and rough entropy in rough set theory. Liang and Qian [18,19] studied rough sets approximation
based on dynamic granulation (positive approximation) and its application for rule extracting. In the view of
granular computing, a general concept described by a set is always characterized via the so-called upper and
lower approximations under static granulation in rough set theory, and a static boundary region of the concept is
induced by the upper and lower approximations. However, in rough sets approximation under dynamic granulation,
a general concept described by using the positive approximation is characterized via variational upper and lower
approximations under dynamic granulation, which is an aspect of people’s comprehensive solving ability at some
different granulations.
In recent years, rough set theory has been widely applied to extracted from decision tables. Decision tables have two
cases: consistent decision tables and inconsistent decision tables. Ziarko [20] proposed a method of rule extracting
from decision tables by reducing boundary area in decision tables. There are at least three approaches to reducing
boundary area. The first and simplest technique is to try to increase the decision table “resolution” by adding more
attributes or by increasing the precision of existing ones. The second approach is to provide another layer of decision
tables, by treating each subdomain of objects matching the description of an elementary set of the boundary area of
the original decision tables as a domain (the universe) by itself. The third proposed method of boundary area reduction
is based on the idea of treating the subdomain of the original domain corresponding to the whole boundary area as the
new domain by itself. However, in fact, the classification accuracy (the approximation measure) [21] is constrained
according to decision requirements or preference of decision makers in general. An obvious question is how to extract
much simpler decision rules on the basis of keeping an approximation measure. Liang and Qian [18,19] presented
the notion of positive approximation and applied it for rule extracting from consistent decision tables in rough set
theory. In [21], a given relative knowledge reduction determines a family of decision rules for a decision table. That
is to say, relative knowledge reduction must be obtained before rule extracting from decision tables. Many types of
knowledge reductions have been proposed [22–33] in the area of rough set and each of the reductions aimed at some
basic requirement. However, the complexity of these attribute reductions are much worse, which is inconvenient to
extract decision rules from decision tables. Our research aims to find a method for rule extracting without computing
relative attribute reduction of a decision table in rough set theory. Based on these studies, the main objectives of this
paper are to establish the structure of the approximation of a target concept by introducing a notion of a granulation
order, investigate some of its important properties, and apply it to rule extracting from decision tables.
The rest of this paper is organized as follows. In Section 2, we review some basic concepts and properties of the
positive approximation. The definitions of converse approximations of a target concept and a target decision (target
partition) based on dynamic granulation are presented respectively, and some of their very useful properties are educed
in Section 3. In Section 4, a new rule-extracting method of decision tables based on converse approximation in rough
set theory is proposed and time complexity of this algorithm is analysed. And we show how the algorithm to extract
decision rules by two illustrative examples (a consistent decision table and an inconsistent decision table). Finally,
Section 5 concludes the whole paper.
2. Positive approximation
In this section we briefly introduce some existing basic concepts and properties of the positive approximation that
are relative to the research in this paper. These concepts and properties will be helpful for us to understand the notion
of a granulation order and set approximation under dynamic granulation and to establish converse approximation in
this paper.
1756 Y. Qian et al. / Computers and Mathematics with Applications 55 (2008) 1754–1765
Let S = (U, A) be an information system, whereU is a non-empty, finite set of objects and A is a non-empty finite
set of attributes. Let P, Q ∈ 2A be two attribute subsets, where 2A is a power set of A. By IND(P) and IND(Q), we
denote the indiscernible relations induced by P and Q, respectively. A partial relation  on 2A is defined in [25] as
follows: P  Q (Q  P) if and only if, for every Pi ∈ U/IND(P), there exists Q j ∈ U/IND(Q) such that Pi ⊆ Q j ,
where U/IND(P) = {P1, P2, . . . , Pm} and U/IND(Q) = {Q1, Q2, . . . , Qn} are partitions induced by IND(P) and
IND(Q), respectively. A partition induced by an equivalence relation provides a granulation world for describing a
target concept. Thus, a sequence of granulation worlds from coarse to fine can be determined by a sequence of attribute
sets with granulations from coarse to fine in the power set of A. The positive approximation gives the definition of the
upper and lower approximations of a target concept under a given granulation order [18]. It can be used to extract from
a given decision table decision rules with granulations from coarse to fine. The definition of the positive approximation
is as follows.
Definition 2.1 ([18]). Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of
attribute sets with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, we define Pi -upper approximation
Pi (X) and Pi -lower approximation Pi (X) of Pi -positive approximation of X as
Pi (X) = Ri (X),
Pi (X) =
i⋃
k=1
RkXk,
where X1 = X and Xk = X −⋃k−1j=1 R j X j for k = 2, 3, . . . , n, i = 1, 2, . . . , n.
Theorem 2.1 ([18]). Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of
attribute sets with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, then ∀Pi (i = 1, 2, . . . , n), we have
Pi (X) ⊆ X ⊆ Pi (X),
P1(X) ⊆ P2(X) ⊆ · · · ⊆ Pn(X).
Theorem 2.1 states that the lower approximation of the positive approximation of a target concept enlarges as a
granulation order becomes longer through adding an equivalence relation, which will help to exactly describe the
target concept.
Theorem 2.2 ([18]). Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of
attribute sets with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, then ∀Pi (i = 1, 2, . . . , n), we have
αP1(X) ≤ αP2(X) ≤ · · · ≤ αPn (X),
where αPi (X) = |Pi (X)||Pi (X)| is the approximation measure of X with respect to P.
The approximation measure was introduced to the positive approximation in order to describe the uncertainty of
a target concept under a granulation order [18]. From this theorem, one can see that the approximation measure of a
target concept enlarges as a granulation order becomes longer through adding an equivalence relation.
The main motivation of the positive approximation is to extend rough set approximation under static granulation to
rough set approximation under dynamic granulation and to approach a target concept by the change in a granulation
order. Through the positive approximation, one can extract from a given decision table a family of decision rules with
granulations from coarse to fine. In some practical issues, however, we need to mining decision rules on the basis of
keeping the approximation measure of a target concept. Obviously, the positive approximation appears not to be suited
for rule extracting from decision tables on the basis of keeping the approximation measure of every decision class in
decision partition on the universe. Therefore, in the next section, we introduce a notion of converse approximation in
rough set theory.
3. Converse approximation
In this section, we introduce a new set-approximation approach called a converse approximation and investigate
some of its important properties.
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Let S = (U, A) be an information system and R ∈ 2A. A partition induced by the equivalence relation
IND(R), provides a granulation world for describing a target concept X . So a sequence of attribute sets Ri ∈ 2A
(i = 1, 2, . . . , n) with R1  R2  · · ·  Rn can determine a sequence of granulation worlds from fine to coarse.
A converse approximation can give the definition of the upper and lower approximations of a target concept under
a granulation order. In the following, we introduce the definition of the converse approximation of a target set under
dynamic granulation.
Definition 3.1. Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of attribute
sets with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, we define Pi -upper approximation Pi (X) and
Pi -lower approximation Pi (X) of Pi -converse approximation of X as
Pi (X) = R1(X),
Pi (X) = Ri X i ∪
(
i−1⋃
k=1
(RkXk − Rk+1Xk)
)
,
where X1 = X and Xk+1 = RkXk for k = 1, 2, . . . , n, i = 1, 2, . . . , n.
Definition 3.1 shows that a target concept can be approached by the change in the lower approximation Pi (X)
and the upper approximation Pi (X). In particular, we call Pn(X) = R1(X) and Pn(X) = RnXn ∪ (⋃n−1k=1(RkXk −
Rk+1Xk))P-upper approximation and P-lower approximation of P-converse approximation of X , respectively.
Theorem 3.1. Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of attribute sets
with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, then ∀Pi (i = 1, 2, . . . , n), we have that
Pi (X) ⊆ X ⊆ Pi (X),
P1(X) = P2(X) = · · · = Pn(X).
Proof. If follows from Definition 3.1 that Ri X i ⊆ X i and X i+1 ⊆ X i hold for Ri X i . Therefore, one can obtain that
Pi (X) = Ri X i ∪
(
i−1⋃
k=1
(RkXk − Rk+1Xk)
)
= Ri X i ∪ R1X1 = R1X1 = R1X,
i.e., P1(X) = P2(X) = · · · = Pn(X) = R1(X).
Moreover, it is clear from Definition 3.1 that
Pi (X) = R1(X) ⊆ X ⊆ P1(X) = Pi (X).
Thus Pi (X) ⊆ X ⊆ Pi (X). This completes the proof. 
Theorem 3.1 states that the lower approximation and the upper approximation of P-converse approximation of a
target concept do not change as a granulation order becomes longer through adding equivalence relations, which gives
a new method of describing a target concept. In particular, the number of equivalence classes in Pi (X) decreases as
the granulation order become longer. In other words, some new equivalence classes under different granulations are
induced by combining some known equivalence classes in the lower approximation of the target concept.
In order to illustrate the essence that the converse approximation is concentrated on the changes in the construction
of the target concept X (equivalence classes in lower approximation of X with respect to P), we can redefine
P-converse approximation of X by using some equivalence classes on U . Therefore, the structure of P-upper
approximation P(X) and P-lower approximation P(X) of P-converse approximation of X are represented as follows:
[P(X)] = {[x]R1 | [x]R1 ∩ X 6= Ø},
[P(X)] =
{
n⋃
i=1
[x]Ri | [x]Ri ⊆ Ri X i ∪
(
i−1⋃
k=1
(RkXk − Rk+1Xk)
)}
,
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where X1 = X , Xk+1 = RkXk for i = 1, 2, . . . , n and [x]Ri represents the equivalence class obtaining x in the
partition U/Ri . It follows from the structure of [P(X)] that
RkXk − Rk+1Xk = {[x]Rk | [x]Rk ⊆ RkXk ∩ bnRk+1(Xk), x ∈ U },
where bnRk+1(Xk) = Rk+1(Xk) − Rk+1(Xk). That is to say, these objects in RkXk − Rk+1Xk will result in a new
boundary region if they are described by Rk+1. We only research new lower approximation induced by dynamic
granulation order every time for describing the target concept.
Example 3.1. Let U = {e1, e2, e3, e4, e5, e6, e7, e8}, X = {e1, e2, e3, e4, e7, e8} and U/R1 = {{e1}, {e2}, {e3, e4},
{e5, e6}, {e7, e8}}, U/R2 = {{e1}, {e2}, {e5, e6}, {e3, e4, e7, e8}} be two partitions on U .
Obviously, R1  R2 holds. Thus one can construct two granulation orders (a family of equivalence relations)
P1 = {R1} and P2 = {R1, R2}.
By computing the converse approximation of X with respect to P , one can easily obtain that
[P1(X)] = {{e1}, {e2}, {e3, e4}, {e7, e8}},
[P1(X)] = {{e1}, {e2}, {e3, e4}, {e7, e8}},
[P2(X)] = {{e1}, {e2}, {e3, e4}, {e7, e8}}
and
[P2(X)] = {{e1}, {e2}, {e3, e4, e7, e8}},
where {e1}, {e2} can be induced by both equivalence relation R1 and equivalence relation R2, {e3, e4, e7, e8} is only
obtained by equivalence relation R2. That is to say, the target concept X is described by using granulation P1 = {R1}
and P2 = {R1, R2}. 
In order to discuss the properties of the converse approximation based on dynamic granulation, we need to
introduce the definition of v. Assume A, B be two families of classical sets, where A = {A1, A2, . . . , Am},
B = {B1, B2, . . . , Bn}. We say A v B if and only if, for any Ai ∈ A, there exists B j ∈ B such that Ai ⊆ B j
(i ≤ m, j ≤ n). From this denotation, we can obtain the following theorem.
Theorem 3.2. Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of attribute sets
with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, then ∀Pi (i = 1, 2, . . . , n), we have
[P1(X)] v [P2(X)] v · · · v [Pn(X)].
Proof. It follows from Definition 3.1 and Theorem 3.1 that
P1(X) = P2(X) = · · · = Pn(X) = R1(X).
Suppose 1 ≤ i < j ≤ n, then Ri  R j . Therefore, one can get that
[Pi (X)] = Ri X i ∪
(
i−1⋃
k=1
(RkXk − Rk+1Xk)
)
v
(
i−1⋃
k=1
(RkXk − Rk+1Xk)
)
∪
(
j−1⋃
k=i
(RkXk − Rk+1Xk)
)
∪ R j X j
= R j X j ∪
(
j−1⋃
k=1
(RkXk − Rk+1Xk)
)
= [Pj (X)].
Therefore [P1(X)] v [P2(X)] v · · · v [Pn(X)]. This completes the proof. 
Theorem 3.2 states that the number of classes in the lower approximation of P-converse approximation of a
target concept decreases as the granulation order become longer through adding equivalence relations, and some new
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equivalence classes are induced by combining known equivalence classes in the lower approximation of the target
concept. This mechanism can reduce the number of equivalence classes for describing a target concept on the basis
of keeping the approximation measure αP (X) = |P(X)||P(X)| , which can simply the construction of the approximation of a
target concept. In fact, through the converse approximation, we can more clearly understand the rough approximation
of a target concept.
Let S = (U, A) be an information system, R ∈ 2A a subset of attributes on A and Γ = {X1, X2, . . . , Xm} a
partition on U . Lower approximation and upper approximation of Γ with respect to R are defined by
RΓ = {RX1, RX2, . . . , RXm},
RΓ = {RX1, RX2, . . . , RXm}.
In the view of describing the target concept by using equivalence classes, we need to define a new measure
to discuss the converge situation about equivalence classes in a lower approximation, which will be helpful in
understanding the construction of the target concept in rough set theory. For this objective, we introduce the following
notion called a converge degree.
Definition 3.2. Let S = (U, A) be an information system, R ∈ 2A a subset of attributes on A and Γ =
{X1, X2, . . . , Xm} a partition on U . Converge degree of Γ with respect to R as
c(R,Γ ) =
m∑
i=1
|X i |
|U |
si∑
j=1
p2(X ji ),
where si is the number of equivalence classes in RX i , p(X
j
i ) = |X
j
i ||X i | and X
j
i (1 ≤ j ≤ si ) is an equivalence class in
RX i .
Obviously, 0 ≤ c(R,Γ ) ≤ 1. In particular,
(1) if Γ = {X}, then c(R,Γ ) = ∑mi=1 |X i ||U | ∑sij=1 p2(X ji ) = ∑sij=1 p2(X ji ), i.e., the converge degree of Γ with
respect to R degenerates into the converge degree of X with respect to R, denoted by c(R, X);
(2) if U/R = ω = {{x} | x ∈ U }, then c(R,Γ ) =∑mi=1 |X i ||U | × |X i ||X i |2 = m|U | ;
(3) if U/R = δ = {U }, then c(R,Γ ) achieves its minimum value c(R,Γ ) =∑mi=1 |X i ||U | × 0 = 0; and
(4) if U/R = Γ , then c(R,Γ ) achieves its maximum value c(R,Γ ) =∑mi=1 |X i ||U | × 1 = 1.
Let S = (U, A) be an information system, P = {R1, R2, . . . , Rn} a family of attribute sets with R1  R2  · · · 
Rn (Ri ∈ 2A) and Γ = {X1, X2, . . . , Xm} be a partition on U . Lower approximation and upper approximation of Γ
with respect to P are defined by
PΓ = {PX1, PX2, . . . , PXm},
PΓ = {PX1, PX2, . . . , PXm}.
Similar to Definition 3.2, we can define a converge degree of Γ with respect to P by
c(P,Γ ) =
m∑
i=1
|X i |
|U |
si∑
j=1
p2(X ji ),
where si is the number of equivalence classes in [PX i ], p(X ji ) = |X
j
i ||X i | and X
j
i (1 ≤ j ≤ si ) is an equivalence
class in [PX i ]. It is clear that 0 ≤ c(P,Γ ) ≤ 1. In particular, c(P,Γ ) degenerates into C(P, X) if Γ = X , i.e.,
c(P,Γ ) =∑sj=1 |X i |2|X |2 , where s is the number of equivalence classes in [P(X)], which represents the converge degree
of X with respect to P .
In the following, we investigate two important properties of converge degree.
Theorem 3.3. Let S = (U, A) be an information system, X ⊆ U and P = {R1, R2, . . . , Rn} a family of attribute sets
with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri }, then ∀Pi (i = 1, 2, . . . , n), we have
c(P1, X) ≤ c(P2, X) ≤ · · · ≤ c(Pn, X).
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Proof. From Theorem 3.2, it is clear that
[P1(X)] v [P2(X)] v · · · v [Pn(X)].
Suppose 1 ≤ i < j ≤ n, [Pi (X)] = {A1, A2, . . . , Am} and [Pj (X)] = {B1, B2, . . . , Bn}, then [Pi (X)] v [Pj (X)]
and m > n. That is to say, there may exist a partition {C1,C2, . . . ,Cn} of {1, 2, . . . ,m} such that Bt = ⋃l∈Ct Al ,
t = 1, 2, . . . , n. Therefore, one can obtain that
c(Pj , X) = 1|X |2
s j∑
t=1
|Bt |2
= 1|X |2
s j∑
t=1
∣∣∣∣∣⋃
l∈Ct
Al
∣∣∣∣∣
2
= 1|X |2
s j∑
t=1
(∑
l∈Ct
|Al |
)2
≥ 1|X |2
s j∑
t=1
∑
l∈Ct
|Al |2 = 1|X |2
si∑
l=1
|Al |2
= c(Pi , X).
Thus c(P1, X) ≤ c(P2, X) ≤ · · · ≤ c(Pn, X). This completes the proof. 
Theorem 3.4. Let S = (U, A) be an information system, Γ = {X1, X2, . . . , Xm} a partition on U and P =
{R1, R2, . . . , Rn} a family of attribute sets with R1  R2  · · ·  Rn (Ri ∈ 2A). Let Pi = {R1, R2, . . . , Ri },
then ∀Pi (i = 1, 2, . . . , n), we have
c(P1,Γ ) ≤ c(P2,Γ ) ≤ · · · ≤ c(Pn,Γ ).
Proof. It follows that from Theorem 3.3 that c(P1, X i ) ≤ c(P2, X i ) ≤ · · · ≤ c(Pn, X i ) for any X i (i ≤ m). Suppose
1 ≤ k < t ≤ n, then c(Pk, X i ) ≤ c(Pt , X i ). Therefore, one can obtain that
c(Pk,Γ ) =
m∑
i=1
|X i |
|U |
si∑
j=1
p2(X ji ) =
m∑
i=1
|X i |
|U | × c(Pk, X i )
≥
m∑
i=1
|X i |
|U | × c(Pt , X i )
= c(Pt ,Γ ).
Thus c(P1,Γ ) ≤ c(P2,Γ ) ≤ · · · ≤ c(Pn,Γ ). This completes the proof. 
Theorems 3.3 and 3.4 show that the converge degree of X i ∈ Γ with respect to Pi increases and the number of
equivalence classes for describing the target concept X i decreases as a granulation order becomes longer through
adding equivalence relations. Since the converse approximation can clearly describe and simply the structures of
the lower and upper approximation of a target concept on the basis of keeping the approximation measure, it may
have some potential applications in rough set theory, such as description of multi-targets concepts, approximation
classification and rule extraction from decision tables.
4. Rule extracting based on the converse approximation
Rough set theory is always used to mine some patterns in the form of “if . . . , then . . . ” decision rules from decision
tables. More exactly, the decision rules say that if some condition attributes have given values, then some decision
attributes have other given values. In this section, as an application of the converse approximation, we apply this
approach for decision-rule extracting from two types of decision tables (consistent decision tables and inconsistent
decision tables). A rule-extracting algorithm based on the converse approximation called REBCA is designed to
extract decision rules from a decision table, its time complexity is analysed and two illustrative examples are also
employed to show the mechanism of algorithm REBCA.
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Let S = (U,C∪D)with C∩D 6= Ø be an information system with decision attributes, we always call S a decision
table, where C and D are condition and decision attribute sets respectively. If C  D (U/IND(C) ⊆ U/IND(D)),
then S is a consistent decision table, otherwise we call it an inconsistent decision table [24,32]. In general, we
design different rule-extracting algorithms according to these two kinds of decision tables. In the view of the
converse approximation based on dynamic granulation, the decision classification induced by decision attributes can
be regarded as the target classification (some target concepts) and the condition attribute sets can be used to construct
a granulation order.
Let S = (U,C ∪ D) be a decision table, the significance of c ∈ C − C ′ (C ′ ⊆ C) with respect to D is defined by
sigDC ′(c) = γC ′∪{c}(D)− γC ′(D),
where γC ′(D) = 1|U | |posC ′(D)| = 1|U | |
⋃
X∈U/IND(D) C ′X |.
Generally, we can obtain some more useful decision rules by combining rules through deleting some condition
attributes in decision tables. Based on the target classes, the converse approximation gives a mechanism that can be
used to combine decision rules on the basis of keeping the confidence of each decision rule. One can know how the
mechanism works from the following algorithm.
Algorithm. REBCA (for extracting decision rules from a decision table)
Input: decision table S = (U,C ∪ D);
Output: decision rules Rule.
(1) Compute decision classes U/IND(D) = {X1, X2, . . . , Xm}.
(2) From j = 1 to m Do
Let C1← C , P(1)← {{C1}}.
(2.1) From k = 1 to |C | − 1 Do
For any c ∈ Ck , compute the significance sigDCk (c).
Let Ck+1← Ck − c0, where c0 : sigDCk (c0) = min{sigDCk (c), c ∈ Ck}.
Let P(k + 1)← P(k) ∪ {{Ck+1}};// P(k + 1) is the granulation order induced
by Ck and Ck+1;
(2.2) Compute [P(|C |)(X j )];
(2.3) Put every decision rule des([x])→ des(X j ) into the rule base rule( j), where
[x] ∈ [P(|C |)(X j )].
(3) Output Rule =⋃mj=1 rule( j).
Obviously, the generation of decision rules is not based on a reduct of a decision table but X j ∈ U/IND(D) and
a granulation order Pj induced by X j and C in algorithm REBCA. Furthermore, the number of decision rules can be
largely reduced on the basis of keeping that all decision rules are all certain rules in a decision table.
By using REBCA algorithm, the time complexity to extract decision rules from a decision table is polynomial.
At step (1), the time complexity for computing a decision partition is O(|U |2).
At step (2), we need to compute the complexity of each of three steps respectively.
For (2.1), Since |C | − 1 is the maximum value for the circle times, the time complexity for constructing Pj is
O((|C | − 1)|U |2 + (|C | − 2)|U |2 + · · · + |U |2) = O
( |C |(|C | − 1)
2
|U |2
)
;
For (2.2), the time complexity for computing [P(|C |)(X j )] is O(|C ||U |2);
For (2.3), the time complexity for putting each decision rule into rule base is O(|X j |);
Therefore, the time complexity of step (2) is
m∑
j=1
(
O
( |C |(|C | − 1)
2
|U |2
)
+ O(|C ||U |2)+ O(|X j |)
)
= O
(
m(|C |2 + |C |)
2
|U |2 +
m∑
j=1
|X j |
)
= O
(
m(|C |2 + |C |)
2
|U |2 + |U |
)
.
At step (3), the time complexity is O(|U |).
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Table 1
A consistent decision table [18]
U Attributes
a b c d e f
1 3 2 3 0 2 1
2 2 2 3 0 2 1
3 1 0 2 0 1 1
4 3 1 3 0 2 1
5 2 0 3 0 2 1
6 0 0 1 0 0 0
7 3 2 0 1 1 0
8 1 0 1 0 0 0
9 2 0 2 1 1 0
10 1 1 3 1 0 0
11 1 0 2 0 1 1
12 3 2 0 1 1 0
Thus the time complexity of algorithm REBCA is
O(|U |2)+ O
(
m(|C |2 + |C |)
2
|U |2 + |U |
)
+ O(|U |) = O
(m
2
|C |2|U |2
)
.
In fact, the time complexity of this algorithm can be reduced as O(m2 |C |2|U |log2|U |) if we compute a classification
by adopting ranking technique.
Remark. Algorithm REBCA is different from existing algorithms based on attribute reduct for extracting decision
rules from decision tables. The time complexity of a rule-extracting algorithm based on attribute reduct is
O(|C |3|U |2). Obviously, the time complexity of algorithm REBCA is much smaller than those of the existing
algorithms based on attribute reduct. In particular, its size partially depends on the number of decision classes m.
In many practical applications, m is always smaller than the number of condition attributes |C |. Therefore, the time
complexity of algorithm REBCA is largely reduced relative to those of the existing algorithms based on attribute
reduct for extracting decision rules from decision tables.
In order to discuss applications of this algorithm, two types of decision tables will be examined, which are
consistent decision tables and inconsistent decision tables, As follows, we show how algorithm REBCA to extract
decision rules from decision tables by two illustrative examples. Firstly, we focus on a consistent decision table.
Example 4.1. A consistent decision table S1 = (U,C ∪ D) is given by Table 1 [18], where C = {a, b, c, d} is
condition attribute set and D = { f } is decision attribute set. By using algorithm REBCA, we can extract decision
rules from Table 1.
By computing, it follows that
U/D = {{1, 2, 3, 4, 5, 11}, {6, 7, 8, 9, 10, 12}}.
Let X1 = {1, 2, 3, 4, 5, 11} and X2 = {6, 7, 8, 9, 10, 12}. From REBCA, we have that P =
{{a, b, c, d, e}, {a, b, c, e}, {a, c, e}, {a, e}, {e}}. From the definition of converse approximation, one can obtain that
[P(X1)] = {{3, 11}, {1, 2, 4, 5}}, [P(X2)] = {{7, 12}, {9}, {6, 8, 10}}.
Therefore, several decision rules can be extracted as follows:
des({1, 2, 4, 5})→ des(X1), i.e., (e = 2)→ ( f = 1);
des({3, 11})→ des(X1), i.e., (a = 1, e = 2)→ ( f = 1);
des({6, 8, 10})→ des(X2), i.e., (e = 0)→ ( f = 0);
des({9})→ des(X2), i.e., (a = 2, e = 1)→ ( f = 0);
des({7, 12})→ des(X2), i.e., (a = 3, e = 1)→ ( f = 0).
For intuition, these five decision rules extracted by REBCA from the decision table S1 are listed in Table 2.
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Table 2
Decision rules extracted from the decision table S1
Rule Attributes
a e f
r1 2 1
r2 1 1 1
r3 0 0
r4 3 1 0
r5 2 1 0
Table 3
An inconsistent decision table
U Attributes
a1 a2 a3 a4 d
1 1 0 0 0 1
2 0 1 1 1 2
3 0 1 0 0 2
4 0 1 2 0 2
5 0 1 0 0 1
6 0 1 0 0 1
This example shows the mechanism of the decision-rule extracting algorithm based on the converse approximation
in a consistent decision table. In fact, attribute set {a, e} is a relative reduct of condition attribute set C in decision
table S1 (the notion of relative reduct is from the literature [32]) and these decision rules in Table 2 are also the same
as the rule sets extracted from the algorithm based on attribute reduct. However, the time complexity of rule extracting
algorithm based on the converse approximation is much smaller than the time complexity of the algorithm based on
attribute reduct. 
Then, we investigate how to extract decision rules from an inconsistent decision table through using algorithm
REBCA. The following example will be helpful in understanding its mechanism.
Example 4.2. An inconsistent decision table S2 = (U,C ∪ D) is given by Table 3, where C = {a1, a2, a3, a4} is
condition attribute set and D = {d} is decision attribute set. By using algorithm REBCA, we can extract decision
rules from Table 3.
By computing, it follows that
U/D = {{1, 5, 6}, {2, 3, 4}}.
Let X1 = {1, 5, 6} and X2 = {2, 3, 4}. From REBCA, we have that
P = {{a1, a2, a3, a4}, {a2, a3, a4}, {a2, a3}, {a3}}.
From the definition of converse approximation, one can obtain that
[P(X1)] = {{1}}, [P(X2)] = {{2, 4}}.
Therefore, two certain decision rules can be extracted as follows:
des({1})→ des(X1), i.e., (a2 = 0, a3 = 0)→ (d = 1);
des({2, 4})→ des(X2), i.e., (a2 = 1, a3 = 1)→ (d = 2).
And two uncertain decision rules are also acquired from the construction of [P(X1)] − [P(X1)] and [P(X2)] −
[P(X2)] as follows:
des({3, 5, 6})→ des(X1), i.e., (a2 = 1, a3 = 0)→ (d = 2) with µ = 13 ;
des({3, 5, 6})→ des(X2), i.e., (a2 = 1, a3 = 0)→ (d = 1) with µ = 23 ;
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Table 4
Decision rules extracted from the decision table S2
Rule Attributes
a2 a3 d
r1 0 0 1
r2 1 1 2
r3 1 0 2
r4 1 0 1
where µ denotes the uncertain measure of a decision rule [15]. For intuition, these four decision rules extracted by
REBCA from the decision table S2 are listed in Table 4.
This example shows the mechanism of the decision-rule extracting algorithm based on the converse approximation
in inconsistent decision tables. In fact, attribute set {a2, a3} is a relative reduct of condition attribute set C in this
decision table (the notion of relative reduct is from the literature [32]), and these decision rules are also the same
as rule sets obtained from the algorithm based on attribute reduct. Therefore, we can extract decision rules from an
inconsistent decision table through using REBCA algorithm with smaller time complexity. 
From the above analyses, it is easy to see that by using algorithm REBCA one can extract decision rules from
both a consistent decision table and an inconsistent decision table. Unlike some rule-extracting approaches based on
attribute reduct, the time complexity of this algorithm is only O(m2 |C |2|U |log2|U |). Hence, this approach may be
used to effectively extract decision rules from practical data sets.
5. Conclusions
In this paper we have extended rough set approximation under static granulation to rough set approximation
under dynamic granulation, which is called the converse approximation of a target concept. The concept of converse
approximation is mainly based on a granulation order from fine to coarse. For a subset of the universe, its converge
degree is monotonously increasing as a granulation order becomes longer. This means that a target concept or a target
classification can be approximated by the change in the converse approximation induced by a granulation order. As
an application of the converse approximation, an algorithm called REBCA has been proposed for extracting decision
rules from a decision table. Two illustrative examples (a consistent decision table and an inconsistent decision table)
have been employed to show the validity of this algorithm. Moreover, the time complexity of algorithm REBCA is
much smaller than those of existing rule-extracting approaches based on attribute reduct. These results will be helpful
in efficiently extracting decision rules from practical large-scale data sets.
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