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Abstract
In a vehicular edge computing (VEC) system, vehicles can share their surplus computation resources
to provide cloud computing services. The highly dynamic environment of the vehicular network makes it
challenging to guarantee the task offloading delay. To this end, we introduce task replication to the VEC
system, where the replicas of a task are offloaded to multiple vehicles at the same time, and the task is
completed upon the first response among replicas. First, the impact of the number of task replicas on
the offloading delay is characterized, and the optimal number of task replicas is approximated in closed-
form. Based on the analytical result, we design a learning-based task replication algorithm (LTRA) with
combinatorial multi-armed bandit theory, which works in a distributed manner and can automatically
adapt itself to the dynamics of the VEC system. A realistic traffic scenario is used to evaluate the delay
performance of the proposed algorithm. Results show that, under our simulation settings, LTRA with
an optimized number of task replicas can reduce the average offloading delay by over 30% compared
to the benchmark without task replication, and at the same time can improve the task completion ratio
from 97% to 99.6%.
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I. INTRODUCTION
Vehicles are becoming connected and intelligent. The development of communications pro-
tocols such as IEEE 802.11p and LTE-V enable vehicle-to-everything (V2X) communications
[2]–[4]. To realize autonomous driving and various on-board infotainment applications, vehicles
will be equipped with powerful computation resources, e.g., to handle 106 dhrystone million
instructions per second [5], as well as a variety of sensors such as cameras and radars. These
moving communication, computation and sensing resources can be further exploited to enhance
conventional multi-access edge computing (MEC) systems [6]–[8], where computation and stor-
age resources are deployed in static infrastructures such as base stations (BSs) at the edge of
wireless networks.
Consequently, the concept of vehicular edge computing (VEC) (also known as vehicular fog
or cloud computing) has been proposed [9]–[16], where road side units (RSUs) and vehicles with
surplus computation resources are employed as computing nodes just like the role of edge servers
in the MEC system. The computation resources are abstracted via network function virtualization
and software defined networking techniques to support various applications. Task requesters,
including on-board driving systems and mobile devices of passengers and pedestrians, can get
computing services from service providers, including vehicles and RSUs, by means of task
offloading. In this context, vehicles acting as service providers are called service vehicles (SeVs),
while vehicles whose driving systems or passengers requesting computation task offloading are
called task vehicles (TaVs). Typical use cases in the VEC system include autonomous driving
applications such as collective environment perception and cooperative collision avoidance [17],
and vehicular crowd-sensing for road monitoring and parking navigation [18]. Applications in
conventional MEC systems are also supported by the VEC system for passengers and pedestrians,
including augmented reality, cloud gaming, and etc.
In the VEC system, the offloading delay, including data transmission and computation, is the
key performance metric, and it is vital to schedule tasks and allocate computation resources
for real-time computing services. Tasks can be offloaded from TaVs to SeVs directly in a
3distributed manner, or collected by the RSUs and then assigned to the SeVs in a centralized
manner [15]. In the literature, centralized resource allocation schemes are proposed in [13],
[19], [20], wherein the communication and computation resources are optimized globally based
on Markov decision process (MDP) with the coordination of RSUs. However, the complexity
is usually very high due to a large state space involving many vehicles and tasks. The global
states, including locations, velocities, moving directions of vehicles, wireless channel states and
available computation resources, should also be collected by RSUs frequently, leading to high
signaling overhead. An alternative way is to make offloading decisions in a distributed manner by
task requesters [21]–[24]. In this context, it is still difficult for the TaV to acquire the global state
information of SeVs and the offloading behaviors of other TaVs in the neighborhood. Contract
theory is adopted in [22], while online learning algorithm based on multi-armed bandit (MAB)
theory is proposed in [23], [24], to overcome the challenges.
In fact, challenges and opportunities coexist in the VEC system. On the one hand, task
offloading in the VEC system faces a more volatile environment, where the network topology and
wireless channels vary rapidly due to vehicle movements. On the other hand, moving vehicles
acting as VEC servers can provide more computation offloading opportunities, while at the same
time relieving the impact from the voltile environment.
To further exploit the computation resources in the VEC system, we introduce task replication.
Specifically, each task is replicated to multiple candidate SeVs at the same time and executed
by them independently. Upon the first result transmitted back from one of the selected SeVs, the
task is completed. Task replication technique is adopted in large-scale cloud computing servers
to reduce delay and mitigate the straggler effect, and the impact of redundancy level (i.e., the
number of task replicas) on the delay performance is analyzed based on queueing theory [25]–
[27]. However, the transmission delay and the dynamic network topology are not considered
in these works. Introducing task replication to the VEC system, a centralized algorithm that
maximizes the task completion ratio is proposed in [20] based on MDP, while a contextual
MAB based learning algorithm is proposed in [28], enabling the RSU to treat the service delay
as a grey box. However, no theoretical results have been revealed on how to select the number
of task replicas under different network conditions, including density of vehicles, task arrival
rates and service capabilities, to optimize the quality of service such as delay and reliability.
Moreover, these algorithms require the RSUs to collect and assign tasks in a centralized manner.
4In this paper, we study the task replication problem in the VEC system, with the objective of
delay minimization. The optimal number of task replicas is derived, and a distributed learning-
based task replication algorithm is proposed. The main contributions are summarized as follows:
• We propose a distributed task replication framework, which enables any TaV to offload task
replicas to multiple candidate SeVs in a distributed manner, so as to minimize the average
offloading delay under the task failure constraint.
• Performance analysis is carried out to characterize how the number of task replicas affects
the offloading delay, given the network conditions such as density of vehicles, average task
arrival rate and computing power. The optimal number of task replicas is approximated in
closed-form, and is validated through simulations.
• Exploiting combinatorial MAB (CMAB) theory, an online learning-based task replication
algorithm (LTRA) is proposed, which can adapt to the dynamics of the VEC system, with
provable bounded learning regret.
• A realistic traffic scenario is generated via traffic simulator Simulation for Urban MObil-
ity (SUMO) to evaluate the proposed task replication algorithm. Results show the delay
reduction brought by the joint effort of task replication and online learning. Specifically,
under our settings, using LTRA with the optimal number of task replicas can reduce the
average offloading delay by over 30%, compared to the benchmark without task replication.
Meanwhile, the task completion ratio can be improved from 97% to over 99.6%.
The rest of this paper is organized as follows. In Section II, we introduce the system model
and problem formulation. The impacts of the number of task replicas on the delay performance
and task failure probability are analyzed in Section III, and the task replication algorithm is then
proposed in Section IV. Numerical and simulation results are shown in Section V, and the paper
is finally concluded in Section VI.
Throughout the paper, we use E(·) to represent the expectation operation, and P[·] to represent
the probability of an event. Define I{x} as an indicator function, where I{x} = 1 if condition
x is true, and I{x} = 0 otherwise. The cardinality of a set is denoted by | · |. Let
(
n
k
)
denote
the number of combinations of choosing k items out of n at a time. ⌈x⌉ maps the least integer
equal to or greater than x, and round(x) maps x to its nearest integer.
5Fig. 1. Illustration of task replication in the VEC system. The RSUs collect general network conditions, optimize the number
of task replicas based on the global states for delay minimization, and broadcast the optimal number of task replicas to the
vehicles. Meanwhile, TaVs offload the replicas of tasks to the neighboring SeVs in a distributed manner, which involves three
procedures: task upload, task execution and result feedback.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Overview
As shown in Fig. 1, we consider computation task offloading among moving vehicles in a
VEC system. TaVs generate computation tasks and offload them to the neighboring SeVs, with
surplus computation resources, for remote execution. Note that the role of each vehicle, i.e.,
being either a TaV or an SeV, can change across time, which mainly depends on whether it has
free computation resources to share.
For each TaV, the SeVs moving in the same direction within its single-hop communication
range R are considered as candidates. Multiple candidate SeVs may be able to process each task,
and we introduce task replication technique to counter the dynamics in the vehicular networks.
In particular, each task is replicated and offloaded to multiple candidate SeVs and processed
by them independently. Once the first response is received from one of the selected SeVs, the
task is completed. However, we assume that other slower SeVs do not cancel the replicas of
this task upon its completion, due to two main reasons. On the one hand, cancellations require
6TaVs to exchange additional information with SeVs, and cancelling tasks at SeVs introduces
additional delay [29], which further complicate the task replication problem. On the other hand,
the proposed reinforcement learning algorithm needs to observe the delay performance of all the
selected SeVs, which will be introduced in Section IV.
Distributed task offloading is considered in this work. That is, each TaV selects a subset of
candidate SeVs to serve each task on its own, without any coordinations with other vehicles.
Without loss of generality, we will focus on a typical TaV and design the task replication
algorithm in the following.
B. SeV Candidates and Task Arrival
In the considered time period, the TaV has a total number of T tasks to be offloaded. For the
t-th task, the candidate SeV set is denoted by Nt, which may vary across time due to vehicle
movements. These candidate SeVs may also serve the tasks from other TaVs simultaneously. We
assume that the TaV can always associate to at least one SeV during the considered period, i.e.,
Nt 6= ∅ for ∀t = 1, · · · , T . Otherwise, the TaV may offload tasks to RSUs, which is beyond the
scope of this paper. A subset of SeVs, denoted by St ⊆ Nt, are selected to process the replicas
of the t-th task. We assume that the number of task replicas is fixed as K, where K should be
carefully designed based on the network conditions, such as the densities of TaVs and SeVs,
task arrival rates at TaVs, service capabilities of SeVs, etc. If |Nt| ≥ K, we have |St| = K and
St ⊆ Nt. If |Nt| < K, let St = Nt.
The arrival of tasks at the TaV is modeled by a Poisson process with rate λ0 (in tasks per
second). The input data size to be uploaded from TaV to SeV, and the output data size transmitted
back from SeV to TaV, are assumed to be identical across time, and denoted by Li and Lo (in
bits) respectively. This is a reasonable assumption since tasks generated from the same kind of
applications have similar input and output data size. Moreover, tasks with different input data
volumes can be further partitioned into subtasks and offloaded sequentially. For example, video
segmentation technique can be adopted to partition long video frames into short video clips for
classification or detection purposes [30].
7C. Task Replication Procedure
In the VEC system, there are three procedures for task replication, i.e., task upload, task
execution and result feedback. Details of the three procedures and the corresponding delay
models are described in the following.
1) Task Upload: We consider that the replicas of each task are multicast to all the selected
SeVs without retransmission using IEEE 802.11p protocol [2], so that replication does not bring
additional communication burdens to the VEC system. For the t-th task, the uplink wireless
channel state between the TaV and SeV n ∈ Nt is denoted by hu(t, n), and the interference
power is denoted by Iu(t, n). Given the uplink channel bandwidth Wu, transmission power P
and noise power N0, the achievable uplink transmission rate between TaV and SeV n ∈ Nt,
denoted by ru(t, n), is given by
ru(t, n) = Wu log2
(
1 +
Phu(t, n)
N0 + Iu(t, n)
)
. (1)
We assume that the transmission link between TaV and SeV n is a packet erasure channel
with erasure probability pe(t, n). That is, the input data of the t-th task is either successfully
received by SeV n with probability 1 − pe(t, n), or failed with probability pe(t, n), due to the
randomness of channels such as blockage or deep fast fading. We also assume that the erasure
behavior of each SeV is independent from other SeVs.
Note that all the selected SeVs should be able to receive the task via multicast. Therefore,
given the selected SeV set St, the achievable uplink transmission rate is given by
ru(t,St) = min
n∈St
ru(t, n). (2)
Then the uploading delay, denoted by du(t,St), can be written as
du(t,St) =
Li
ru(t,St)
. (3)
2) Task Execution: For the t-th task, the SeVs that can successfully receive its input data is
denoted by S ′t, with S
′
t ⊆ St. A task failure occurs when all the selected SeVs fail to receive
the input data packets, with probability
pf (t,St) =
∏
n∈St
pe(t, n). (4)
Each candidate SeV n can serve multiple TaVs within its service range R, the the offloading
behavior of these TaVs are independent from others. Based on the fact that the superposition of
8independent arrivals resembles a Poisson process [31], [32], the task arrival at each candidate
SeV n is approximated by a Poisson process with rate λc(t, n) (in tasks per second). Parameter
λc(t, n) reflects the workload of each SeV n, which is related to the number of TaVs within its
communication range, as well as the task arrival rate and the number of replicas of each TaV.
Task execution at each SeV is modeled by an M/M/1 queueing system according to the first-
come first-served discipline, where the service rate of SeV n is denoted by µc(n) (in tasks
per second), and the task processing delay (service time) follows exponential distribution with
mean 1
µc(n)
. Define the total task execution delay (sojourn time) of the t-th task as dc(t, n),
which includes queueing delay and processing delay. According to queueing theory [33], task
execution delay dc(t, n) follows exponential distribution with mean
1
µc(n)−λc(t,n)
.
3) Result Feedback: Upon completion, each selected SeV n ∈ S ′t unicasts the computation
results back to the TaV using a spectrum orthogonal to that for task uploading. We assume that the
results can always be delivered back to the TaV successfully, with retransmissions if necessary.
Define the result feedback delay as dd(t, n), including queueing delay and transmission delay,
which may be affected by many factors such as downlink channel state, interference power, link
reliability and retransmission times. The expression of dd(t, n) is not specified in our work, since
the proposed task replication algorithm in Section IV can learn it.
D. Problem Formulation
Conditioned on S ′t 6= ∅, i.e., at least one SeV successfully receives the input data of the t-th
task, the offloading delay d(t,St), including task upload, execution and result feedback delay,
can be written as
d(t,St) = du(t,St) + min
n∈S′t
(dc(t, n) + dd(t, n)) . (5)
The objective is to minimize the average offloading delay of T tasks under a failure probability
constraint, by optimizing the task replication decisions St:
P1: min
S1,...,ST
1
T
T∑
t=1
I{S ′t 6= ∅}d(t,St) (6a)
s.t.
1
T
T∑
t=1
pf(t,St) ≤ θf , (6b)
St ⊆ Nt, t = 1, · · · , T, (6c)
9where θf is the threshold of the task failure probability.
In practical VEC systems, it is impossible for each TaV to acquire the future state informa-
tion, including future candidate SeVs and the corresponding transmission rates, packet erasure
probabilities, etc. In addition, due to the limited signaling resources and the decentralized nature
of VEC systems, it is also very difficult for the typical TaV to acquire the current global state
information such as the densities of TaVs in the neighborhood, the workloads of candidate SeVs
and the wireless channel states. Consequently, the TaV has no idea how to make task replication
decisions to solve problem P1, i.e., how many SeVs and which SeVs to select.
To deal with the aforementioned challenges, we will solve the problem in two steps in the
following. First, we analyze the optimal number of task replicas from the centralized view, based
on the general network conditions collected by RSUs. Based on this result, we further propose
a learning while offloading solution to enable the TaV to learn the delay performance of its
candidate SeVs, without requiring future or global states.
III. NEAR-OPTIMAL NUMBER OF TASK REPLICAS
In this section, we carry out performance analysis to derive the optimal number of task replicas,
in terms of minimizing the average task offloading delay while satisfying the failure probability
constraint.
To enable the analysis, we consider a single-lane road system, where TaVs and SeVs are
modeled by two independent one dimensional Poisson point processes (PPPs) with densities γt
and γs (in vehicles per km), respectively. We consider a homogeneous and stationary system
where TaVs have the same task arrival rate λ0, SeVs have the same service rate µc, for ∀n, and
the packet erasure probability is also identical, denoted by pe, for ∀t, n. The transmission rate
for task upload is ru, for ∀t, n. The result feedback is assumed to be successful with negligible
delay, since the output data size Lo is usually small [34], [35].
As discussed in the previous section, task upload delay is not related to the number of task
replicas due to multicast. Therefore, we do not focus on the task upload delay. Details on the
analysis of transmission delay in vehicular networks can be found in [36], [37]. Nevertheless, we
remark that multicast may lead to packet collisions if multiple TaVs transmit data simultaneously.
A packet of the typical TaV may collides with two kinds of TaVs according to their relative
locations. 1) Collisions with other TaVs within the carrier sensing range of the typical TaV only
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occurs if multiple TaVs transmit at the same backoff slot. 2) TaVs which are outside the carrier
sensing rang of the typical TaV while within the communication range of candidate SeVs are
called hidden TaVs. The typical TaV cannot sense whether or not hidden TaV is transmitting,
and vice versa. In this case, collision occurs if the whole transmission periods of typical and
hidden TaVs are overlapped. Collisions mainly happen with hidden TaVs. However, by choosing
a proper communication range such that the carrier sensing range of each TaV is larger than 2R,
no hidden TaVs exist in the network. The collision probability is then negligible if the contention
window size is large and the backoff slot length is short, which are usually true in the realistic
VEC systems.
A. Average Task Arrival Rate at each SeV
To analyze the task execution delay and derive the optimal number of task replicas, we first
characterize the average task arrival rate at each SeV.
Consider a typical SeV n0 within the communication range of the typical TaV. Denote the
set of TaVs within the communication range of SeV n0 by Y0. For any TaV i ∈ Y0, denote the
number of its candidate SeVs by Yi. Assume that TaV i randomly selects K candidate SeVs for
task replication, if Yi ≥ K. If K < Yi, the replicas of the task are offloaded to all the candidate
SeVs. Then the probability that SeV n0 is selected by TaV i is
min{K,Yi}
Yi
. Denote the average
task arrival rate at SeV n0 by λc, which can be written as
λc = E

 |Y0|∑
i=1
min{K, Yi}
Yi
λ0

 . (7)
Let γ¯t = 2Rγt, γ¯s = 2Rγs be the average number of TaVs and SeVs within length 2R,
respectively. An upper bound of λc is given by the following Lemma.
Lemma 1. Given the number of task replicas K, an upper bound of the average task arrival
rate is given by
λc ≤ (γ¯t + 1)λ0K
∞∑
k=1
1
k
γ¯ks
k!
e−γ¯s . (8)
Proof. See Appendix A.
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B. Task Execution Delay
Denote the number of candidate SeVs within the communication range of the typical TaV by
Ns, which is a random variable following Poisson distribution with rate γ¯s. We only consider
the case when Ns ≥ 1. Define S as the number of SeVs that can successfully receive the task
from the typical TaV. Since the packet erasure behavior of each SeV is independent of others,
S follows binomial distribution. Specifically,
P[S = k] =


(
Ns
k
)
(1− pe)kpNs−ke , Ns < K, k = 1, 2, · · · , Ns,(
K
k
)
(1− pe)kpK−ke , Ns ≥ K, k = 1, 2, · · · , K.
(9)
At each SeV, task execution is modeled by an M/M/1 queue with arrival rate λc and service
rate µc. Therefore, the task execution delay follows exponential distribution with mean
1
µc−λc
.
Since the result feedback is assumed to be with negligible delay without packet loss, the average
task execution delay is the first order statistics of S exponential distributions, which equals to
1
S(µc−λc)
. Let Ks , min{K,Ns}. Given the number of candidate SeVs Ns, the expected task
execution delay is
∑Ks
k=1 P[S = k]
1
S(µc−λc)
. Since Ns is a random variable following Poisson
distribution with rate γ¯s, the expected task execution delay, denoted by Dc, can be given by
Dc =
∞∑
Ns=1
γ¯Nss
Ns!
e−γ¯s
Ks∑
k=1
(
Ks
k
)
(1− pe)
kpKs−ke
1
k
1
µc − λc
, (10)
where the number of task replicas K is the optimization variable.
An approximation to the optimal number of replicas that minimizesDc is given in the following
Theorem.
Theorem 1. The optimal number of task replicas that minimizes the average task execution
delay Dc is approximated by
K˜∗ =
µc
2λ0 (γ¯t + 1)
(
1
γ¯s
+ 1
γ¯2s
) . (11)
Proof. See Appendix B.
As shown in Theorem 1, the near-optimal number of task replicas K˜∗ related to four key
parameters of the VEC system. Specifically, K˜∗ is proportional to the service capability µc,
inversely proportional to the task arrival rate λ0, and approximately proportional to the SeV
density γ¯s and TaV density
1
γ¯t
. Remark that, as the number of task replicas is an integer in
practice, we can round K˜∗ to its nearest integer for implementations.
12
C. Task Failure Probability
Define Pf as the task failure probability. If Ns < K, Pf = p
Ns
e ; otherwise Pf = p
K
e . Therefore,
Pf can be written as
Pf =
K∑
Ns=1
γ¯Nss
Ns!
e−γ¯spNse +
∞∑
Ns=K+1
γ¯Nss
Ns!
e−γ¯spKe . (12)
Lemma 2. To guarantee the failure probability constraint Pf ≤ θf , a lower bound of the number
of replicas is
K ≥
⌈
ln θf
ln pe
⌉
. (13)
Proof. See Appendix C.
Combining Theorem 1 and Lemma 2, we obtain the approximation to the optimal number of
replicas in the following Corollary.
Corollary 1. To minimize the task execution delay while satisfying the task failure probability
threshold, the number of task replicas should be set to
K∗ = max
{
round
(
K˜∗
)
,
⌈
ln θf
ln pe
⌉}
. (14)
IV. DISTRIBUTED TASK REPLICATION ALGORITHM: A COMBINATORIAL MULTI-ARMED
BANDIT BASED APPROACH
Based on the optimized number of task replicas K∗, we design a distributed task replication
algorithm in this section. Recall that the instantaneous global states, such as the number of other
TaVs in the neighborhood, the workloads and channel environments of SeVs are very challenging
to be acquired by the TaV. Accordingly, the TaV cannot know a priori which candidate SeV can
provide the fastest computation for each task.
To overcome the aforementioned challenge, we propose a solution called learning while
offloading: the TaV can observe the delay performance of its candidate SeVs while offloading
tasks, and learn about which subset of SeVs should be selected to minimize the offloading delay.
We further assume that the TaV makes task replication decisions only when a task becomes the
head of the queue. On the one hand, the TaV may face different candidate SeVs for the following
tasks, so that the offloading decisions made in advance may not be able to be implemented. On
13
the other hand, making offloading decisions for multiple tasks simultaneously complicates the
optimization problem, which might be solved by reinforcement learning technique, but with very
high complexity.
Then the task replication problem is an online sequential decision making problem, which is
very similar to the MAB problem. In the classical MAB problem, a player faces a fixed number
of base arms with unknown rewards, and pulls one at a time to learn the reward distributions
while maximizing the cumulative rewards over time. The major challenge of the MAB problem
is the exploration-exploitation tradeoff during the learning process: to explore different arms
and learn a more accurate reward distribution, or to exploit the current knowledge and choose
the empirically optimal arm. Such problem has been widely investigated, and upper confidence
bound (UCB) based algorithms have been proposed with performance guarantee [38].
An extension of MAB is called CMAB, in which a super arm, composed of a subset of
base arms, is selected at a time. The player observes the rewards of all the selected base arms,
and obtains a reward from the super arm, which can be either a linear or non-linear function
of the rewards of base arms [39], [40]. Our task replication framework resembles the CMAB
framework: each candidate SeV is a base arm with an unknown delay (loss) distribution, and
the TaV is the player who selects a subset of SeVs St for each task. Then the offloading delay
of SeV n ∈ St is observed upon result feedback. Note that there might be a packet loss or
very long delay. We define dmax as the maximum offloading delay that is allowed for each task
replica. Specifically, for the t-th task, the offloading delay of SeV n ∈ St is
d(t, n) = min{du(t,St) + dc(t, n) + dd(t, n), dmax}, (15)
and the offloading delay of the task is d(t,St) = minn∈St d(t, n), which is a non-linear function
of the individual offloading delay. Since the maximum delay dmax can reflect packet loss, problem
P1 is transformed to P2:
P2: min
S1,...,ST
1
T
T∑
t=1
d(t,St) (16a)
s.t. St ⊆ Nt, t = 1, · · · , T. (16b)
However, existing algorithms for CMAB problem cannot be implemented directly. In our
problem, the candidate SeV set Nt changes accross time, with unknown appearance and disap-
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Algorithm 1 Learning-based Task Replication Algorithm
1: for t = 1, ..., T do
2: if Any new SeV ns ∈ Nt, ns /∈ Nt−1 appears then
3: Connect to any subset St ⊆ Nt once, with ns ∈ St and |St| = K∗.
4: Wait for result and record delay d(t, n), ∀n ∈ St.
5: Update empirical CDF Fˆn according to d˜(t, n) and the selected times kt,n ← kt−1,n+1
for ∀n ∈ St.
6: else
7: Update CDF F n according to (18), and calculate the corresponding PDF Dn, for
∀n ∈ Nt.
8: Select a subset of SeVs St according to (19).
9: Offload the t-th task to SeV ∀n ∈ St.
10: Wait for result and record delay d(t, n), ∀n ∈ St.
11: Update Fˆn and kt,n ← kt−1,n + 1, ∀n ∈ St.
12: end if
13: end for
pearance time. Existing algorithms in [39], [40] should be revised in order to adapt to such a
dynamic vehicular environment.
As shown in Algorithm 1, we propose a learning-based task replication algorithm (LTRA).
The offloading delay is first normalized according to
d˜(t, n) =
d(t, n)
dmax
, (17)
with d˜(t, n) ∈ (0, 1]. For any SeV n, denote the empirical probability density function (PDF) of
1 − d˜(t, n) by Dˆn, and the cumulative distribution function (CDF) by Fˆn. Let tn indicate that
the n-th SeV occurs upon offloading the tn-th task. Let kt,n be the number of tasks offloaded to
SeV n among the first t tasks, and α a constant factor.
In Algorithm 1, Lines 2-5 are the initialization phase, which is called at the start of the learning
process as well as the time when new candidate SeV occurs. The TaV selects a subset of K∗
SeVs that contains the newly appeared SeVs, where K∗ is obtained according to (14). Note that
N0 = ∅, k0,n = 0, and if, occasionally, the newly appeared SeVs are more than K∗, we allow
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the TaV to offload the tasks to all the new SeVs.
Lines 6-11 are the main loop of LTRA. Taking into consideration the occurrence time tn of
SeV n, a CDF F n(x) is defined as
F n(x)=


max
{
Fˆn(x)−
√
α ln(t−tn)
kt−1,n
, 0
}
, 0 ≤ x < 1,
1, x = 1.
(18)
Let Dn be the distribution of F n, and D = D1 ×D2 × ...×D|Nt| the joint distribution over all
candidate SeVs. The subset of SeVs is selected according to
St = argmin
S⊆Nt,|S|=min{|Nt|,K∗}
ED
[
min
n∈S
d(t, n)
]
. (19)
The calculation of St is a minimum element problem, which can be solved by greedy algorithms
[41]. Then the TaV multicasts the input data of the task to the selected SeVs n ∈ St, waits for
the results for a maximum time length dmax, and records the corresponding delay d(t, n). Finally,
the TaV updates the empirical CDF Fˆn according to normalized delay d˜(t, n), as well as the
selected times kt,n.
We remark that, the proposed LTRA learns the entire delay distribution of candidate SeVs,
and is able to balance the exploration-exploitation tradeoff during the learning process. Due to
the non-linearity of the loss function d(t,St) = minn∈St d(t, n), the offloading decision St cannot
be decided merely by the mean delay of candidate SeVs, but their joint distribution. Therefore,
the TaV records the empirical CDF Fˆn while learning. Meanwhile, F n is designed to guide the
offloading decisions. For an SeV with fewer selected times kt,n, the padding term
√
α ln(t−tn)
kt−1,n
is large, so that the TaV finds it a good choice to provide possible low delay performance and
explores it. The TaV also tends to exploit SeVs with lower offloading delay according to the
empirical CDF Fˆn. Furthermore, it is easy to see that for 0 ≤ x ≤ 1, F n(x) < Fˆn(x), i.e., F n(x)
first-order stochastically dominates Fˆn(x). The CDF F n provides more optimistic estimations
to those SeVs with less information learned, to balance the tradeoff between exploration and
exploitation during the learning process.
A. Performance Analysis
To characterize the performance of the proposed LTRA, we assume that the candidate SeV
set does not change during the considered time period, i.e., Nt = N , for ∀t. Moreover, the delay
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distribution d(t, n) is independently and identically distributed (i.i.d.) with respect to the task
index t. In the simulation results, we will show that without these two assumptions, the proposed
algorithm still works well.
For the t-th task, let the delay vector of SeVs be dt = (d(t, 1), ..., d(t, N)), where N =
|N |. Define the loss function as L(dt,St) = minn∈St d(t, n), and let µS = E[L(dt,St)], ∀t.
Furthermore, let S∗ = argminS⊆N ,|S|=min{N,K∗} µS denote the optimal subset of SeVs with
minimum expectation of offloading delay, and µS∗ = minS⊆N ,|S|=min{N,K∗} µS .
The performance metric to characterize the learning algorithm is called learning regret, which
is defined as
RT = E
[
T∑
t=1
L(dt,St)
]
− TµS∗. (20)
The learning regret is the expectation of the performance loss caused by learning process, which
is compared to the genie-aided case where the TaV knows the exact delay distributions of
candidate SeVs.
For any suboptimal subset of SeVs S ⊆ N with |S| = min{N,K∗}, denote the expectation
of the performance gap by ∆S = (µS − µS∗)/dmax. Let
∆n=min {∆S |S ⊆N , |S|=min{N,K
∗}, n ∈ S, µS > µS∗} .
In the following theorem, we show an upper bound of the learning regret of the proposed
LTRA.
Theorem 2. Let α = 2
3
, then RT is upper bounded by:
RT ≤ dmax
(
C1K
∑
n∈N
lnT
∆n
+ C2
)
, (21)
where C1 = 2136 and C2 =
(
pi2
3
+ 1
)
N are two constants.
Proof. See Appendix D.
Theorem 2 indicates that, the learning regret of LTRA grows logarithmically with respect
to the number of tasks T , and is also related to the performance gap ∆n and the number of
candidate SeVs N .
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B. Implementation Considerations
In reality, the observed offloading delay d(t, n) is continuous within range (0, dmax]. As the
number of tasks t grows, the proposed LTRA suffers from high storage cost to record all
the offloading delay, as well as high computational complexity to calculate St according to
(19). These two phenomena violate the motivation for task offloading, i.e., the TaV has limited
computing and storage resources.
A feasible solution is to discretize the empirical CDF Fˆn. The discretization level is denoted
by l, and the support of the discretized CDF is given by
{
0, 1
l
, 2
l
, ..., l−1
l
}
, after partitioning range
(0, 1] (the range of d˜(t, n)) into l segments with equal intervals. If value 1− d˜(t, n) belongs to[
j
l
, j+1
l
)
, the empirical CDF F˜n is updated by value
j
l
. Discretization leads to additional learning
regret, which can still be bounded according to [40].
Another issue is that the t-th task may be offloaded before the TaV collects all the result
feedbacks of the previous t− 1 tasks. In this case, a simple way is to use the up-to-date learned
information to guide the offloading decisions.
Remark 1. The relationship between Section III and Section IV is remarked here: The optimal
number of task replicas K∗ can be provided in a large time-scale based on global conditions
of a region. Meanwhile, LTRA works in a small time-scale, using K∗ as an input parameter, to
guide the offloading decisions in a distributed manner.
V. NUMERICAL AND SIMULATION RESULTS
In this section, we carry out simulations to validate the theoretical results and evaluate the
proposed task replication algorithm. We first compare the approximation to the optimal number of
task replicas obtained from Section III with numerical and simulation results, and then simulate
the proposed LTRA under a realistic traffic scenario.
A. Validation of System-Level Performance Analysis
Both numerical and simulation results are shown in this subsection, to validate the theoretical
analysis in Section III. Recall that the task upload delay is not related to the number of task
replicas due to multicasting, thus we only focus on the task execution delay.
The density of vehicles, including TaVs and SeVs, is set to γt+γs = 25 vehicles per km. The
packet erasure probability is pe = 0.02, and the communication range of each TaV is R = 200m.
18
1 2 3 4 5 6 7 8
Number of replicas K
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Ta
sk
 e
xe
cu
tio
n 
de
la
y 
(s)
(a) The density ratio of TaV to SeV is γt
γs
=
1
4
.
1 2 3 4 5 6 7 8
Number of replicas K
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Ta
sk
 e
xe
cu
tio
n 
de
la
y 
(s)
(b) The density ratio of TaV to SeV is γt
γs
=
1
3
.
Fig. 2. Numerical and simulation results of the average task execution delay with respect to the number of task replicas under
different task arrival rates λ0.
The service rate of each SeV is set to µc = 10. The theoretical task execution delay is calculated
according to (10), and the corresponding simulation result is obtained via Monte Carlo method,
where a 10km single-lane road is considered with 106 realizations.
Fig. 2 and Fig. 3 show the average task execution delay with respect to the number of task
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Fig. 3. Numerical and simulation results of the average task execution delay with respect to the number of task replicas under
different TaV and SeV densities, with λ0 = 4.
replicas K under different task arrival rates λ0 and TaV to SeV density ratios
γt
γs
. Given λ0
and γt
γs
, the task execution delay first decreases with K and then increases, and the optimal K
varies with the network conditions. A proper number of task replicas can improve the delay
performance substantially, compared to the case without replications. For example, as shown in
Fig. 2(b), when λ0 = 4 and
γt
γs
= 1
3
, task execution delay with K = 4 replicas can be decreased
by 50% compared to that without replication (K = 1).
Table I compares the optimal number of task replicas obtained from theory and simulation.
Specifically, the task execution delay is calculated according to (10) from K = 1 to 8, and
K∗theory is the corresponding K that minimizes (10), which is the optimal theoretical result.
K∗sim is obtained via Monte Carlo simulation. K˜
∗ is calculated according to Theorem 1, and
K˜∗round = round
(
K˜∗
)
is the integer nearest to K˜∗, which is our approximated result. Remark
that, the main contribution of the analysis is to derive the near-optimal number of task replicas
K˜∗ that minimizes the average task execution delay, as shown in Theorem 1. Therefore, we
mainly validate the accuracy of K˜∗ in this part.
We can see from Table I that under most cases, our near-optimal solution K˜∗round is exactly the
same as the optimal theoretical and simulation results. Occasionally, K˜∗round is not the optimal
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TABLE I
THEORETICAL AND SIMULATION RESULTS OF THE OPTIMAL NUMBER OF TASK REPLICAS.
λ0 γt/γs K
∗
theory K
∗
sim K˜
∗ K˜∗round λ0 γt/γs K
∗
theory K
∗
sim K˜
∗ K˜∗round
2
1 2 2 1.68 2 2
1
2 2 1.68 2
1/2 4 4 3.28 3 2.5 1 1 1.34 1
1/3 5 5 4.65 5 3 1 1 1.12 1
1/4 7 7 5.84 6 3.5 1 1 0.96 1
1/5 8 8 6.89 7 4 1 1 0.84 1
1/6 8 8 7.81 8 4.5 1 1 0.74 1
1/7 8 8 8.62 9 5 1 1 0.67 1
3
1 1 1 1.12 1 2
1/3
5 5 4.65 5
1/2 2 2 2.19 2 2.5 4 4 3.72 4
1/3 3 3 3.10 3 3 3 3 3.10 3
1/4 4 4 3.89 4 3.5 3 3 2.66 3
1/5 5 5 4.59 5 4 2 2 2.33 2
1/6 6 6 5.20 5 4.5 2 2 2.07 2
1/7 6 6 5.75 6 5 2 2 1.86 2
4
1 1 1 0.84 1 2
1/4
7 7 5.84 6
1/2 2 2 1.64 2 2.5 5 5 4.68 5
1/3 2 2 2.33 2 3 4 4 3.89 4
1/4 3 3 2.92 3 3.5 3 3 3.34 3
1/5 4 4 3.44 3 4 3 3 2.92 3
1/6 4 4 3.90 4 4.5 3 3 2.60 3
1/7 4 4 4.31 4 5 2 2 2.34 2
solution, but it is quite close-to-optimal, with a maximum difference of 1. We remark that,
the number of task replicas is always an integer, thus a difference of 1 is a very small gap.
Moreover, the task execution delay achieved by K = K˜∗round and K = K
∗
theory are very close
even if K˜∗round 6= K
∗
theory. For example, in Table I, when λ0 = 2 and γt/γs =
1
4
, K∗theory = 7 and
K˜∗round = 6. According to Fig. 2(a), the task execution delay at K = 7 and K = 6 are almost
the same. In brief, the approximation given in Theorem 1 provides an accurate estimate of the
optimal number of task replicas, which can guide the efficient task replication from the system
point of view.
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Fig. 4. Average offloading delay of the proposed LTRA under the realistic traffic scenario, with λ0 = 4.
B. Evaluation of the Proposed Algorithm under a Realistic Traffic Scenario
To evaluate the offloading delay and reliability of the proposed task replication algorithm, we
simulate a realistic traffic scenario in SUMO1 using a 12km segment of G6 Highway in Beijing,
which is downloaded from Open Street Map (OSM)2. The traffic scenario is the same as that in
Section VI of [24]. The total arrival rate of vehicles in SUMO is set to 0.5. According to the
traffic flow information, the average number of vehicles per km is roughly 25, which is close
1http://www.sumo.dlr.de/userdoc/SUMO.html
2http://www.openstreetmap.org/
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Fig. 5. Average offloading delay and task completion ratio of the proposed LTRA under the realistic traffic scenario, with
respect to task arrival rate λ0.
to the settings in the previous subsection. The maximum speed allowed of each TaV or SeV is
20m/s. The output of SUMO is the car data, including the location, speed, angle of each vehicle
at each time, which is imported to MATLAB for further simulations.
For each task, the input data size is Li = 1Mbits, and the output data size is considered
to be negligible. For task upload, the path loss exponent is set to 2, the channel bandwidth
Wu = 10MHz, transmission power P = 0.5W, and noise power N0 = 10
−13W. The service
rate µc(n) of each candidate SeV is uniformly distributed within [8, 12] tasks per second, and
the packet erasure probability pe(t, n) is uniformly selected within [0.01, 0.03], so that the mean
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service rate µc = 10 and the mean packet erasure probability pe = 0.02 are the same as above.
Moreover, parameter α in (18) is set to 0.5, the maximum delay dmax = 0.5s and the discretization
level l = 100.
The proposed algorithm is compared to: 1) Genie-aided policy, where the TaV knows the exact
global state information of all candidate SeVs, and offloads a single task to the SeV that can
provide the minimum delay. Note that genie-aided policy cannot be realized in reality, which is
used as a lower bound. 2) Random policy, where the TaV randomly selects a single SeV for each
task. 3) Single offloading policy, which is also an MAB-based learning algorithm proposed in
[24], where each TaV selects a single SeV to offload each task, and learns the delay performance
while offloading.
Fig. 4 shows the evolution of the average offloading delay with respect to the number of
offloaded tasks, under different density ratios of TaV to SeV with task arrival rate λ0 = 4. In
Fig. 4(a), γt
γs
= 0 indicates that the target TaV can monopolize the SeVs instead of sharing
with other TaVs. In this case, replication can fully exploit the diversity gain, and the more task
replicas are offloaded, the lower task offloading delay can be achieved. When K = 5, the average
offloading delay is very close to that achieved by the genie-aided policy. As γt
γs
grows higher,
i.e., more TaVs share the wireless channels and SeV computation resources, fewer number of
task replicas may achieve better delay performance. For example, in Fig. 4(d), K = 5 leads to
serious overload, so that the delay performance is even worse than that of the random benchmark,
while K = 2 is the optimal choice. Furthermore, the optimal number of task replicas obtained
under the realistic traffic scenario coincides with the analytical results. For example, in Fig. 4(c),
K = 3 is the optimal choice, which is the same as K˜∗round according to Table I when
γt
γs
= 1
4
and
λ0 = 4.
Fig. 5 further plots the average offloading delay and task completion ratio under different
task arrival rates and TaV to SeV density ratios. The deadline of each task is set to dmax =
0.5s. Overall, task replication significantly improves the delay performance and task completion
ratio compared with single task offloading. According to Fig. 5(a) and Fig. 5(c), with a proper
replication, the average offloading delay can be reduced by over 56% when the task arrival rate
is low (λ0 = 2), and by 33% when the task arrival rate is high (λ0 = 4.5). Meanwhile, the task
completion ratio can be improved from 97% to over 99.6% with proper number of task replicas,
as shown in Fig. 5(b) and Fig. 5(d).
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VI. CONCLUSIONS
In this paper, we have investigated the task replication problem for delay minimization in the
VEC system, and proposed a two-step solution to obtain realtime computing services. Given
the general network conditions, we have approximated the optimal number of task replicas in
closed-form, which is mainly related to densities of TaVs and SeVs, task arrival rates of TaVs,
service capabilities of SeVs and packet erasure probability. Based on the analytical result, we
have further designed LTRA based on CMAB theory, to enable distributed task replication in the
highly dynamic vehicular environment. A realistic traffic scenario has been generated to evaluate
the proposed task replication algorithm. Simulation results have shown that appropriate amount
of task replications can improve the delay performance and task completion ratio significantly.
Compared with single task offloading, task replication can reduce the average offloading delay
by at least 30%, while improving the task completion ratio from 97% to over 99.6%.
Future research directions include to consider coded computation techniques [15], [43]–[45]
and task cancellation principles [26], [27], to further improve the efficiency of resource utilization,
while guaranteeing the quality of service of computation tasks.
APPENDIX A
PROOF OF LEMMA 1
Since the number of TaVs |Y0| is independent of the number of candidate SeVs Yi, according
to Wald’s equation,
λc = E

 |Y0|∑
i=1
min{K, Yi}
Yi
λ0


= E[|Y0|]E
[
min{K, Y1}
Y1
]
λ0 (22)
Since we are considering an SeV within the communication range of the typical TaV, it is
equivalent to the case where the typical TaV is added to a PPP-distributed TaV set. According
to Slivnyak’s theorem [42],
E[|Y0|] = γ¯t + 1, (23)
where γ¯t = 2Rγt is the average number of TaVs within length 2R.
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Let γ¯s = 2Rγs. The number of candidate SeVs around a TaV follows Poisson distribution
with rate γ¯s. Therefore,
E
[
min{K, Y1}
Y1
]
=
K∑
k=1
γ¯ks
k!
e−γ¯s +
∞∑
k=K+1
K
k
γ¯ks
k!
e−γ¯s
≤ K
∞∑
k=1
1
k
γ¯ks
k!
e−γ¯s . (24)
Combining (22)-(24), we can obtain
λc = E[|Y0|]E
[
min{K, Y1}
Y1
]
λ0
≤ (γ¯t + 1)λ0K
∞∑
k=1
1
k
γ¯ks
k!
e−γ¯s . (25)
Therefore, Lemma 1 is proved.
APPENDIX B
PROOF OF THEOREM 1
A conservative estimation of the average task execution delay, denoted by Dˆc, is obtained by
substituting the average task arrival rate λc with its upper bound λˆc , (γ¯t + 1)λ0K
∑∞
k=1
1
k
γ¯ks
k!
e−γ¯s :
Dˆc =
∞∑
Ns=1
γ¯Nss
Ns!
e−γ¯s
Ks∑
k=1
(
Ks
k
)
(1− pe)
kpKs−ke
1
k
1
µc − λˆc
.
To make the derivation tractable, we minimize Dˆc in the following, which upper bounds the
expected task execution delay Dc. Accordingly, the optimal number of task replicas obtained
can guarantee the stability of the system, i.e., if µc − λˆc > 0, then µc − λc > 0.
Let cˆ = (γ¯t + 1) λ0
∑∞
k=1
1
k
γ¯ks
k!
e−γ¯s , and thus λˆc = cˆK. Recall that Ks = min{Ns, K}. We
have
Dˆc =
∞∑
Ns=1
γ¯Nss
Ns!
e−γ¯s
Ks∑
k=1
(
Ks
k
)
(1− pe)
kpKs−ke
1
k
1
µc − cˆK
=
K∑
Ns=1
γ¯Nss
Ns!
e−γ¯s
Ns∑
k=1
(
Ns
k
)
(1− pe)
kpNs−ke
1
k
1
µc − cˆK
+
∞∑
Ns=K+1
γ¯Nss
Ns!
e−γ¯s
K∑
k=1
(
K
k
)
(1− pe)
kpK−ke
1
k
1
µc − cˆK
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(a)
≈
1
µc − cˆK
K∑
k=1
(
K
k
)
(1− pe)
kpK−ke
1
k
=
1
µc − cˆK
K∑
k=1
K!
kk!(K − k)!
(1− pe)
kpK−ke
=
1
µs − cˆK
K∑
k=1
[
(K + 1)!
(k + 1)!((K + 1)− (k + 1))!
k + 1
k(K + 1)(1− pe)
(1− pe)
k+1p(K+1)−(k+1)e
]
(b)
≥
1
K(µs − cˆK)(1− pe)
K∑
k=1
(
K + 1
k + 1
)
(1− pe)
k+1p(K+1)−(k+1)e
(c)
=
1− pK+1e − (K + 1)(1− pe)p
K
e
K(µs − cˆK)(1− pe)
(d)
>
1
K(µs − cˆK)(1− pe)
. (26)
Approximation (a) is obtained by making K replicas when Ns < K. (b) holds since
k+1
k
≥ K+1
K
,
for ∀k = 1, · · · , K. (c) follows the binomial expansion, and (d) is approximated due to the fact
that packet erasure probability pe is close to 0.
By minimizing (26), we get an approximated number of task replicas that minimizes the
average task execution time
K˜∗ =
µc
2cˆ
. (27)
Finally, we provide an approximation of cˆ. Observe that
1
k
=
1
k + 1
+
1
(k + 1)(k + 2)
+O
(
1
k3
)
. (28)
We have
∞∑
k=1
1
k
γ¯ks
k!
e−γ¯s ≈
∞∑
k=1
γ¯ks
(k + 1)!
e−γ¯s +
∞∑
k=1
γ¯ks
(k + 2)!
e−γ¯s
=
1
γ¯s
∞∑
k=1
γ¯k+1s
(k + 1)!
e−γ¯s +
1
γ¯2s
∞∑
k=1
γ¯k+2s
(k + 2)!
e−γ¯s
=
1
γ¯s
∞∑
k=2
γ¯ks
k!
e−γ¯s +
1
γ¯2s
∞∑
k=3
γ¯ks
k!
e−γ¯s
=
1− e−γ¯s(1 + γ¯s)
γ¯s
+
1− e−γ¯s
(
1 + γ¯s +
γ¯2s
2
)
γ¯2s
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≈
1
γ¯s
+
1
γ¯2s
. (29)
Therefore,
cˆ = (γ¯t + 1)λ0
∞∑
k=1
1
k
γ¯ks
k!
e−γ¯s ≈ λ0 (γ¯t + 1)
(
1
γ¯s
+
1
γ¯2s
)
. (30)
Substituting (30) into (27), Theorem 1 is proved.
APPENDIX C
PROOF OF LEMMA 2
The lower bound of Pf is given by p
K
e . Let p
K
e ≤ θf , we obtain a lower bound of the number
of task replicas:
K ≥
ln θf
ln pe
. (31)
Since K is an integer, we get Lemma 2.
APPENDIX D
PROOF OF THEOREM 2
We prove that our delay minimization problem and the proposed LTRA is equivalent to
the reward maximization problem and the stochastically dominant confidence bound (SDCB)
algorithm considered in [40].
The delay minimization problem P2 can be transformed to a reward maximization problem:
min
S1,...,ST
1
T
T∑
t=1
min
n∈St
d(t, n)
=dmax min
S1,...,ST
1
T
T∑
t=1
min
n∈St
d˜(t, n)
⇔ max
S1,...,ST
1
T
T∑
t=1
[
max
n∈St
(
1− d˜(t, n)
)]
, (32)
where 1 − d˜(t, n) is considered as the reward of a base arm in [40], and the reward function
R(dt,St) = maxn∈St
(
1− d˜(t, n)
)
∈ [0, 1]. It is easy to see that the reward function is monotone
with upper bound 1. Therefore, our model satisfies assumptions 1-3 in [40].
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In our proposed task replication algorithm, Fˆn records the empirical CDF of 1− d˜(t, n), and
the CDF F n is equivalent to that in the SDCB algorithm if Nt = N , for ∀t. Moreover,
St = argmin
S⊆Nt,|S|=min{|Nt|,K∗}
ED
[
min
n∈S
d(t, n)
]
= argmax
S⊆Nt,|S|=min{|Nt|,K∗}
ED
[
max
n∈S
(
1− d˜(t, n)
)]
Therefore, the proposed LTRA is equivalent to SDCB algorithm when Nt = N , for ∀t. The
performance bound is obtained directly from Theorem 1 in [40].
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