small alterations in network properties might destabilize the network.
In the first, experimental, part of the study, Traub et al. used high concentrations (10 -100 M) of the metabotropic glutamate receptor agonist (S)-3,5-dihydroxyphenylglycine (DHPG) to evoke transitions from physiological to pathological oscillatory activity in the CA3 region of the hippocampus. Application of DHPG is known to be epileptogenic in vivo, and, under the in vitro conditions used in this study, DHPG resulted in oscillatory field potentials in the gamma range interspersed with epileptiform burst activity recordable from the CA3 pyramidal layer. In addition, very fast oscillations became apparent immediately before and during the bursts. Thus the DHPG-induced in vitro activity mimicked some of the defining features observed during the onset of ictal events in vivo. Subsequently, intracellular recordings showed that the transitions from gamma oscillations to burst activity were accompanied by an increase in excitatory input and a decrease in GABAergic input to CA3 pyramidal neurons. Conversely, the excitatory synaptic activity onto interneurons of the pyramidal layer sharply declined prior to the occurrence of a population burst, transiently weakening the interneuronal control of the pyramidal cells.
Considering the complexity of the neuronal circuits that are involved in seizures, straightforward interpretation of data obtained from experimental studies of epilepsy is often difficult. The major challenge is posed by the fact that, in most acute and chronic experimental models of seizure generation and epilepsy, numerous synaptic and cellular parameters undergo alterations simultaneously, frequently superimposed on network reorganizations that take place due to cell loss and reactive axon sprouting. Given the multiple factors that get modified during the development of seizures and epilepsy, it appears to be a particularly daunting task to isolate the variables that are key to hyperexcitability and lowered seizure thresholds. Anatomically and biophysically realistic, largescale computational network modeling, however, has been proving to be uniquely useful in determining the relative contributions of the various parameters that have been found to be modified during experimental investigations (e.g., Santhakumar et al. 2005) . In this spirit, in the second part of their study, Traub et al. implemented the experimentally observed transient changes in synaptic activity in a large-scale computational model. Similar to the experimental results, the computational model generated a bistable network activity switching between gamma oscillations and epileptiform population discharges, strongly supporting the conclusion that time-de-pendent changes in synaptic conductances contributed to the observed transition process.
However, the significant contribution of the present study to our increased understanding of the importance of the transient and often rather subtle changes during ictogenesis also highlights the reality that more work remains to be done. Above all, detailed follow-up studies are needed to identify the mechanisms underlying the time-dependent changes in synaptic conductances in the DHPG-based, as well as alternative, acute and chronic models of seizure generation. It will also be interesting to determine the exact sources of the altered excitatory postsynaptic potentials in interneurons and pyramidal neurons. In addition, because the authors restricted their analysis to interneurons residing in the pyramidal layer, it will need to be examined how the excitatory inputs get transiently modified during seizure-related phase transitions in morphologically identified, functionally distinct interneuronal subtypes. Therefore there is still a long way to go, but the present study shows that large steps can be made toward identifying the key variables that underlie the emergence of seizures from apparently normal background activity, through the careful integration of experimental and computational modeling approaches. 
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