Recovering of the depth structure of a scene from monocular video content provides an important advantage in applications such as AR (placing and removing of objects) or 3D-TV and 3D cinema (2D-to-3D video conversion). In this paper, we present an automatic method to generate relative depth maps from monocular video sequences. It relies on the dynamic occlusion depth cue to recover the depth order of objects in the scene. The forward and backward motion analysis between each two consecutive frames allows the calculation of their dynamic occlusions. We estimate the motion using a modified version of the EpicFlow. Our modifications to this optical flow method made it coherent in forward-backward directions without compromising its performance. Thanks to this new feature, occlusions are simpler to calculate than the approaches used in the relevant literature. The obtained occlusions allow order deduction of the objects contained in the image. These objects are obtained using a segmentation approach which considers both color and motion. Ours results show a small improvement to the quality of the optical flow while adding the forward/backward coherence. With respect to the depth ordering our approach obtains slightly better results than the reference method while removing a computationally costly step from the processing.
INTRODUCTION
Retrieving depth information from 2D content is possible by exploiting depth cues present in 2D images, such as linear perspectives [1], motion parallax [2] , static occlusions [3] and motion occlusions. The motion occlusion cues are reliable and present in all scenes types and at all distances [4] . For that reason, many approaches use them to retrieve depth ordering information. The approach proposed in [5] treats the case of static scenes containing a single moving object, where the object is partially occluded by scene parts. The case of static scenes containing multiple moving objects is treated in [6] . Other approaches do not consider restrictions on camera motion [7, 8, 9] . The method followed in [9] has the advantage of segmenting the scene by jointly considering color and motion information, but a parametric region-based optical flow has to be computed in order to calculate motion occlusions. In our proposed approach, the idea is to compute forward/backward coherent optical flow in order to simplify the computation of occlusions' relations. Once calculated, the occlusions are used to generate segmentation and define the depth ordering of objects, in an approach similar to [9] . In a nutshell, the color and motion information are used to represent the image with a hierarchical structure called a binary partition tree [10] . After that, this binary tree is pruned according to the occlusion relations. The pruning step results in segmentation of the scene. The last step of the method consists in ordering regions of this segmentation according to the estimated depth relationships. This paper is organized as follows. In section 2, we present the proposed approach. We expose the obtained results and discuss it in section 3, followed by a conclusion in section 4.
PROPOSED APPROACH
We propose to estimate relative depth order using motion occlusion cues. The proposed approach consists of four main steps: the estimation of coherent forward/backward optical flow, the computation of occlusions based on the results of the optical flow, a partitioning of the image using color and motion information and lastly an assignment of depth order to each region in the partition by exploiting the occlusion information. Figure 1 illustrates these steps applied to the sequence chair1 of the CMU dataset [11] .
Image t Motion fields are estimated using a modified version of the EpicFlow method [12] because, contrary to other methods, EpicFlow explicitly preserves the edges, which are essential for occlusion detection. The main steps of the EpicFlow method consist in interpolating matched points between the two images according to a geodesic distance in order to keep the edges, followed by a step of energy minimization to obtain the final flow estimation. The DeepMatching method [13] allows to generate the matching, the SED method [14] is used to compute the edges and Voronoï regions are computed to approximate the geodesic distance. In this paper, we modified the original Image It
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Matching t → (t + 1) EpicFlow in order to ensure the forward/backward coherence. The idea is to jointly calculate the backward and forward optical flows by ensuring the coherence of the used matched points and of the calculated regions. Figure 2 illustrates these modifications.
We can observe that the DeepMatching method doesn't provide the same corresponding points when matching an image It with It+1 or matching It+1 with It. The first proposed modification consists in applying the matching procedure in both directions and merging the results into a unique set of matching points, so we have coherent entry points to compute both forward and backward optical flows. The second modification changes the computation of Voronoï regions. In addition to contour information, the computation of the modified regions uses the color information expressed in the CIELAB color space as shown in Algorithm 1.
The distance used to calculate the regions is: 
I l , Ia, I b are respectively the three color components expressed in the CIELAB color space. And
L is the segment that joins pixel p to pixel p k , and C is the contour image of I computed by the SED algorithm [14] .
Occlusion Computation
We propose to estimate the occlusions between two images It and It+1, using the forward w t→(t+1) and the backward w (t+1)→t optical flows calculated using the modified EpicFlow. Figure 3 summarizes the occluding pixels detection procedure. Let us define L = (pu, po) a set of pixel pairs, where pu ∈ It is occluded in It+1 by the pixel po. We know that an occluded pixel does not have a corresponding pixel in the next image, so the optical flow can't be coherent at its position, despite the fact that the calculated motion tries to ensure backward/forward coherence. Then, a pixel p is potentially occluded if: p = pret, where: Let p1 be a pixel that respects this condition. We also know that occluded pixels are in general near color edges. So, we use Ct, the contour of image It, previously estimated by the SED method, to check if p1 verifies the condition: Mt(p1) == 1. Mt(p1) is a binary image obtained by applying the morphological image processing operation of dilation on C * t using a 3 × 3 neighborhood, with:
C th is empirically fixed to 0.15. Let p2 be a pixel verifying this condition. In order to be sure that p2 is an occluded pixel instead of a newly exposed one, we check if its neighboring pixels, moved by w t→(t+1) , are coming close to pt+1. The considered neighboring pixels are those in the normal direction to the contour at the position of p2. Nn pixels are considered on each side of p2 according to that direction. We consider the pixel occluded if at least Nt neighboring pixels (out of Nn), coming from the same side of the contour and moved by the forward w t→(t+1) motion, came closer to pt+1. For this study, Nn = 10 and Nt = 8. Algorithm 2 is used to perform this test. Let pc be a detected occluded pixel, its occluding pixel po is estimated as follows: po = pc + w t→(t+1) (pc) + w (t+1)→t (pc + w t→(t+1) (pc))
Initial Partition
Segmentation at pixel level is costly in terms of computational complexity. Therefore, and for simplicity reasons, we start with an initial partition. In order to ensure that the initial partition has minimal impact on the segmentation, we perform it by calculating the intersection of the superpixels calculated from both, the colour and motion images. We used the SLIC algorithm [15] to recover the superpixels in our study.
Segmentation and depth ordering
After the initial partition computation, the image is represented as a binary partition tree (BPT) [10] as in [9] . The BPT is formed by iteratively merging the most similar adjacent regions (Rg and R d ) in Data: p2 = (i, j) potentially occluded pixel, α gradient direction Ct en p2,w t→(t+1) Result: occ = true if p2 is occluded; else occ = false 1 begin 2 occ ← false where q = t ± 1, Lq is a set of occluded/occluding pixel pairs between It and It+1 as calculated in section 2.2 Γ(pc, po) = 1 if (pc ∈ Rg and po ∈ R d ) or (pc ∈ R d and po ∈ Rg) 0 otherwise NO is fixed to 30 in this work. The leafs of the pruned BPT, is the final partition segmentation. The depth ordering is then deduced using the resulting segmentation and occlusion information as proposed by [9] .
RESULTS AND DISCUSSIONS
Results are presented in two parts. The first part evaluates the proposed optical flow estimation in section 2.1 The second part presents the results of depth order estimation.
Optical flow estimation
We apply the modified EpicFlow on the 8 sequences of the Middelbury dataset [16] for which the ground-truth flow is publicly available. The used metrics are the End Point Error (EPE) and the Angular Error (AE). the EpicFlow [12] and modified EpicFlow, on the 8 sequences, with the two interpolation options: Nadaraya-Watson (NW) and locally-weighted affine (LA) used in [12] . The results of EpicFlow were generated using the published code from its authors with the parameters suggested for the Middlebury dataset [16] . We can observe that the modifications made to EpicFlow didn't deteriorate the performance and it added the Forward/Backward coherence as illustrated by Figure 4 , where we can see that only pixels near edges are incoherent. The precision provided by the edge preservation feature of the modified EpicFlow algorithm allowed us to remove the costly estimation of a quadratic parametric motion for each region used in [17] to ensure that motion edges are reliable. It allowed as well to remove a second pruning of the BPT that became unnecessary because of the highly improved precision in the computation of the occlusions.
Depth order estimation
Two datasets were used to evaluate the proposed method: the CMU dataset [11] and the BVSD [18] . The metric used to evaluate the performance of the depth order estimation is the local consistence order proposed in [17] . This metric is a generalization of the classic precision and recall metrics. This metric could be presented in a precision/recall coordinate system, but a result is represented by a segment instead of a point. The highest point of the segment represents the segmentation performance, and the lower one the combined effect of the segmentation and the ordering. Figure 5 shows the obtained results on the BVSD dataset. Two parameters were varied, the size S of the superpixels on the initial partition and Nmax, the maximum number of regions allowed in the final partition. The black segment represents the result obtained using the ground truth of the segmentation as the input to the depth ordering estimation.
In [17] , a global metric for the depth ordering estimation named Over Random Index (ORI) is also proposed. A positive ORI indicates that the system performs a better classification than a random Local consistence order classifier and an ORI = 1 indicates a perfect ordering. Our system obtained an ORI = 0.27 on the BVSD dataset. It is comparable to an ORI = 0.25 presented in [19] which includes the region optical flow estimation in it's calculation, resulting in a more complex process. Figure 6 presents the results for four sequences on the CMU dataset. 
CONCLUSION
In this work, we proposed a method to estimate depth ordering using motion occlusion cues. It shows that estimating a coherent forward/backward optical flow that preserves edges simplifies the depth ordering estimation while at the same time slightly improving the performance of the algorithm.
REFERENCES
[1] Xiaojun Huang, Lianghao Wang, Junjun Huang, Dongxiao Li, and Ming Zhang, "A depth extraction method based on motion and geometry for 2D to 3D conversion," 3rd International
