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Abstract
In this paper, we improve some previous results about multiple p-summing multilinear operators
by showing that every multilinear form from L1 spaces is multiple p-summing for 1 p  2. The
proof is based on the existence of a predual for the Banach space of multiple p-summing multilinear
forms. We also show the failure of the inclusion theorem in this class of operators and improve some
results of Y. Meléndez and A. Tonge about dominated multilinear operators.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and notation
Motivated by the importance of the theory of absolutely summing linear operators, there
have been some attempts to generalize this concept and the related results and tools to the
multilinear setting. Perhaps the most important one was initiated by Pietsch in [15], where
he introduced the r-dominated multilinear mappings. We say that a multilinear operator
T :X1 × · · · ×Xn → Y is r-dominated (1 r <∞) if there exists a constant K > 0 such
that (
m∑
i=1
∥∥T (x1i , . . . , xni )∥∥r/n
)n/r
K
n∏
j=1
∥∥(xji )mi=1∥∥ωr (1)
for all choices of m ∈N and xj1 , . . . , xjm ∈Xj .
✩ Both authors were partially supported by DGICYT Grant BMF2001-1284.
* Corresponding author.
E-mail addresses: david_perez@mat.ucm.es (D. Pérez-García), ignaciov@mat.ucm.es (I. Villanueva).0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00352-4
D. Pérez-García, I. Villanueva / J. Math. Anal. Appl. 285 (2003) 86–96 87The class of r-dominated multilinear operators from X1 × · · · × Xn to Y is a quasi-
Banach space with the quasi-norm δr (T )= inf{K: K verifies (1)}.
The importance of this class arises since these operators verify a domination theorem
similar to the linear case. In fact we have the following
Theorem 1.1 [12, Theorem 3.2]. A multilinear operator T :X1 × · · · × Xn → Y is r-
dominated if and only if there exist a constant K > 0 and regular probability measures
µj ∈ C(BX∗j )∗ (1 j  n) such that
∥∥T (x1, . . . , xn)∥∥K n∏
j=1
( ∫
BX∗
j
∣∣x∗(xj )∣∣r dµj (x∗)
)1/r
(2)
for every xj ∈Xj . Moreover, in that case δr(T )= min{K: K verifies (2)}.
The interested reader can consult [4], [12], or [13] and references therein to know more
about this class of operators. To compare our Corollary 3.12 with [13, Theorem 3] we have
to point out that δr is called πr;r in [13].
Recently, Bombal and both authors in [3] and [14], and Matos in [11] have defined and
studied the class of multiple summing multilinear operators (although the origin of this
class goes back to [16]). This class behaves better in many ways than previous definitions
of p-summing multilinear operators, and seems to be the “right” generalization of the
linear case for many applications. In fact, it is the main tool used in [3,14] to improve
some previous results relating tensor products [14, Proposition 3.3], matrix inequalities [3,
Corollary 4.4], and polynomial bounds [3, Corollary 4.4].
In this paper, we present a considerable improvement to [3, Section 5] by showing that,
for 1 p  2, every multilinear form from L1 spaces is multiple p-summing. This result
is essentially contained in [17] but our approach is different and much shorter. Our main
tool is the definition of a predual for the space of multiple p-summing multilinear forms.
Moreover, we relate the class of multiple p-summing operators to the class of r-dominated
operators and use this relation to improve some results of [13].
The notations and terminology used along the paper will be the standard in Banach
space theory, as for instance in [7], which is our main source for unexplained notation.
This book is also our main reference for basic facts and definitions concerning most of
the topics in this paper. However, before going any further, we shall establish some ter-
minology: Xi,Y will always be Banach spaces and H will stand for a Hilbert space.
L(X,Y ) will denote the Banach space of linear bounded mappings from X to Y . For k  2,
Lk(X1 . . . ,Xk;Y ) will be the Banach space of all the continuous k-linear mappings from
X1 × · · · × Xk into Y . When Y = K we will omit it and, from now on, ‘operator’ will
mean linear or multilinear ‘continuous mapping.’ As usual, X1 ⊗π · · · ⊗π Xn stands for
the projective tensor product of the Banach spaces X1, . . . ,Xn. Given a Banach space X,
X∗ stands for its topological dual and BX denotes its unit ball.
Given a space X and 1  p <∞, we say that a sequence (xn)n ⊂ X is strongly p-
summable if(‖xn‖) ∈ p.n
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∥∥(xn)n∥∥p =
(∑
n
‖xn‖p
)1/p
.
We say that (xn)n is weakly p-summable if, for every x∗ ∈X∗, (〈x∗, xn〉)n ∈ p. We write
∥∥(xn)n∥∥ωp = sup
{(∑
n
〈x∗, xn〉p
)1/p
: x∗ ∈BX∗
}
.
Given 1 p <∞, we write Πp(X;Y ) for the Banach space of p-summing operators
from X into Y . Given T ∈Πp(X;Y ), πp(T ) denotes its p-summing norm.
Let 1 p ∞ and λ > 1. A Banach space X is said to be an Lp,λ space if, for every fi-
nite dimensional subspace E ⊂X there exists another finite dimensional subspace F , with
E ⊂ F ⊂X and such that there exists an isomorphism v :F → dimFp with ‖v‖‖v−1‖< λ.
We say that X is an Lp space if it is an Lp,λ space for some λ > 1. Clearly, Lp(µ) is the
basic example of an Lp-space.
Given n,m1, . . . ,mn ∈ N, (xi1,...,in )m1,...,mni1,...,in=1 denotes a multiindex sequence with the
index ij varying from 1 to mj (1  j  n).
∑m1,...,mn
i1,...,in=1 xi1,...,in means the same as∑m1
i1=1 . . .
∑mn
in=1 xi1,...,in .
For n ∈Nwe define the Rademacher functions rn : [0,1]→R as rn(t)= sign(sin 2nπt).
A Banach space X is said to have cotype q if there is a constant K > 0 such that, no matter
how we select finitely many vectors x1, . . . , xm ∈X,(
m∑
i=1
‖xi‖q
)1/q
K
( 1∫
0
∥∥∥∥∥
m∑
i=1
ri (t)xi
∥∥∥∥∥
2
dt
)1/2
.
The smallest of these constants will then be denoted by Cq(X).
By Kahane’s inequality [7, Theorem 11.1], we know that a Banach space X has cotype
q if and only if there exists a constant K ′ such that(
m∑
i=1
‖xi‖q
)1/q
K ′
( 1∫
0
∥∥∥∥∥
m∑
i=1
ri (t)xi
∥∥∥∥∥
q
dt
)1/q
for every x1, . . . , xm ∈X.
We will call cq(X) the smallest of these constants. It is trivial to see that cq(X) 
Cq(X).
2. Definition and known facts
We recall now our definition.
Definition 2.1. Let 1 p1, . . . , pn  q <+∞. A multilinear operator
T :X1 × · · · ×Xn → Y
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choice of sequences (xjij )
mj
ij=1 ⊂Xj the following relation holds:(
m1,...,mn∑
i1,...,in=1
∥∥T (x1i1 , . . . , xnin)∥∥q
)1/q
K
n∏
j=1
∥∥(xjij )mjij=1∥∥ωpj . (3)
In that case, we define the multiple (q;p1, . . . , pn)-summing norm of T by
π(q;p1,...,pn)(T )= min{K: K verifies (3)}.
The class Πn(q;p1,...,pn)(X1, . . . ,Xn;Y ) of multiple (q;p1, . . . , pn)-summing multilin-
ear operators is easily seen to be a Banach space with its norm π(q;p1...,pn).
A multiple (q;p, . . . ,p)-summing operator will be called multiple (q,p)-summing and
we write π(q,p), Πn(q;p) for the associated norm and class, respectively. Moreover, a mul-
tiple (p,p)-summing operator will be called multiple p-summing and we write again πp ,
Πnp for the associated norm and class. Clearly, when n = 1 we recover the linear defini-
tions.
As mentioned in [3], we get an equivalent definition if we choose infinite weakly sum-
mable sequences.
It can be easily proved (as [11, Proposition 2.5]) that
Proposition 2.2. Let T :X1 × · · · × Xn → Y be a multilinear operator, let 1  k 
n − 1 and let Tk :X1 × · · · × Xk → Ln−k(Xk+1, . . . ,Xn;Y ) be the associated k-linear
operator. If Tk ∈ Πk(q;p1,...,pk)(X1, . . . ,Xk;Πn−k(q;pk+1,...,pn)(Xk+1, . . . ,Xn;Y )), then T ∈
Πn(q;p1,...,pn)(X1, . . . ,Xn;Y ) and π(q;p1,...,pn)(T ) π(q;p1...,pk)(Tk).
We showed in [14] that the converse implication does not hold. However, it follows
from [14] and [11] that the converse is true when p = q1 = · · · = qn = 1 and all the Xj are
C(K) spaces, or when p = q1 = · · · = qn = 2 and all the Xj and Y are Hilbert spaces.
3. The results
Let us show first that the multiple p-summing operators are a dual space, provided the
image space is a dual (in particular, multiple p-summing multilinear forms are always a
dual space). We define in X1 ⊗ · · · ⊗Xn ⊗ Y the norm
α˜p(u)= inf
{
M∑
m=1
∥∥(ym,i1m,...,inm)I 1m,...,I nmi1m,...,inm=1
∥∥
p′
∥∥(x1
m,i1m
)I 1m
i1m=1
∥∥ω
p
. . .
∥∥(xnm,inm)Inminm=1∥∥ωp
}
,
where 1/p+ 1/p′ = 1 and the infimum is taken among all the representations
u=
M∑
m=1
I 1m,...,I
n
m∑
i1m,...,i
n
m=1
x1
m,i1m
⊗ · · · ⊗ xnm,inm ⊗ ym,i1m...,inm.
When Y =K we identify X1 ⊗· · ·⊗Xn with X1 ⊗· · ·⊗Xn⊗K. Then, we will simply
denote αp for the corresponding norm α˜p in X1 ⊗ · · · ⊗Xn.
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that (X1 ⊗ · · · ⊗Xn ⊗ Y, α˜p)∗ is isometrically isomorphic to Πnp(X1, . . . ,Xn;Y ∗).
Proof. For simplicity we write the proof for the case of bilinear operators X × Y → Z∗,
but our reasonings extend without further complications to the case of more spaces.
It is completely trivial to show that α˜p is a norm with the metric mapping property that
verifies α˜p  π , with π the projective norm. To see that α˜p  ,, where , is the injective
norm, all we have to do is to use Hölder’s inequality.
Let us consider now T ∈Π2p(X,Y ;Z∗) and , > 0. We write T˜ for the associated linear
form T˜ :X⊗ Y ⊗Z→K. For u ∈X⊗ Y ⊗Z, we consider a representation
u=
M∑
m=1
Im,Jm∑
im,jm=1
xm,im ⊗ ym,jm ⊗ zm,im,jm
such that
α˜p(u)+ , 
M∑
m=1
∥∥(xm,im)Imim=1∥∥ωp∥∥(ym,jm)Jmjm=1∥∥ωp∥∥(zm,im,jm)Im,Jmim,jm=1∥∥p′ .
Using Hölder’s inequality and the definition of multiple p-summing multilinear opera-
tor, we get
∣∣T˜ (u)∣∣ πp(T ) M∑
m=1
∥∥(xm,im)Imim=1∥∥ωp∥∥(ym,jm)Jmjm=1∥∥ωp∥∥(zm,im,jm)Im,Jmim,jm=1∥∥p′
 πp(T )
(
α˜p(u)+ ,
)
.
For the converse, we consider S ∈ (X ⊗ Y ⊗ Z, α˜p)∗ and , > 0. We denote by
Sˇ :X × Y → Z∗ the associated bilinear operator. If we take sequences (xi)mi=1 ⊂ X,
(yj )
n
j=1 ⊂ Y , we know that there exist sequences (zi,j )m,ni,j=1 ⊂ BZ , (λi,j )m,ni,j=1 ⊂ K such
that
∑m,n
i,j=1 |λi,j |p
′  1 and such that(
m,n∑
i,j=1
∥∥Sˇ(xi, yj )∥∥p
)1/p
− , 
(
m,n∑
i,j=1
∣∣S(xi ⊗ yj ⊗ zi,j )∣∣p
)1/p
= S
(
m,n∑
i,j=1
xi ⊗ yj ⊗ (λi,j zi,j )
)
 ‖S‖α˜p
(
m,n∑
i,j=1
xi ⊗ yj ⊗ (λi,j zi,j )
)
 ‖S‖∥∥(xi)mi=1∥∥ωp∥∥(yj )nj=1∥∥ωp,
just because ‖(λi,j zi,j )m,ni,j=1‖p′  1. ✷
Remark 3.2. In [11] and independently, Matos defines a quasi-norm ρp in X1 ⊗ · · · ⊗Xn
⊗ Y such that (X1 ⊗ · · · ⊗Xn ⊗ Y,ρp)∗ =Πnp(X1, . . . ,Xn;Y ∗).
From now on, we denote (X1 ⊗ · · · ⊗Xn,αp) by X1⊗αp · · ·⊗αpXn and we denote its
completion by X1⊗ˆαp · · · ⊗ˆαpXn.
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y∗S is αp continuous for every y∗ ∈ BY ∗ . Moreover, in that case
‖S‖L(X1⊗ˆαp ···⊗ˆαpXn,Y ) = sup‖y∗‖1 ‖y
∗S‖(X1⊗ˆαp ···⊗ˆαpXn)∗ .
(ii) A multilinear operator T :X1 × · · · ×Xn → Y is multiple p-summing if its asso-
ciated linear operator T¯ :X1 ⊗ · · · ⊗ Xn → Y is αp continuous and p-summing as an
operator T¯ :X1⊗ˆαp · · · ⊗ˆαpXn → Y . Moreover, in that case we have that πp(T ) πp(T¯ ).
Proof. (i) is a straightforward application of the closed graph theorem. To see (ii), we con-
sider, for 1 j  n, sequences (xjij )
mj
ij=1 ⊂Xj such that ‖(x
j
ij
)
mj
ij=1‖ωp  1. Using part (i), it
is easy to see that the multiindex sequence (x1i1 ⊗ · · · ⊗ xnin)
m1,...,mn
i1,...,in=1 in X1⊗ˆαp · · · ⊗ˆαpXn,
verifies∥∥(x1i1 ⊗ · · · ⊗ xnin)m1,...,mni1,...,in=1∥∥ωp  1.
Using now that T¯ is p-summing, we obtain
(
m1,...,mn∑
i1,...,in=1
∥∥T (x1i1 , . . . , xnin)∥∥p
)1/p
 πp(T¯ ). ✷
Using this, we can give a simple proof of the following
Theorem 3.4. Let n 2, let Xj be a L1,λj space for 1 j  n, and let 1 p  2. Then,
every multilinear form T :X1 × · · · ×Xn →K is multiple p-summing and
πp(T )K2n−2G
n∏
j=1
λj‖T ‖,
where KG stands for the Grothendieck constant.
Proof. By standard localization procedures, all we have to do is to prove the result when
Xj = kj1 . We start showing the case n= 2. Using [7, Proposition 2.2], it is enough to see
that, if q is the conjugate of p, m1,m2 ∈ N, and uj : mjq → kj1 is a linear operator for
j = 1,2, then S = T (u1, u2) : m1q × m2q →K verifies that
πp(S)K2G‖u1‖‖u2‖‖T ‖.
We know that the associated linear operator S1 : m1q → m2p can be factorized as
S1 = u∗2T1u1, where T1 : k11 → k2∞ is the linear operator associated to T . Grothendieck’s
theorem [7, Lemma 3.6] and [7, Theorem 3.11] tells us that π1(u∗2T1)  K2G‖u2‖‖T ‖.
Therefore πp(S1)K2 ‖u1‖‖u2‖‖T ‖. Using Proposition 2.2 we are done.G
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ural numbers mj ∈ N and linear operators uj : mjq → kj1 . We have to show that S =
T (u1, . . . , un) : 
m1
q × · · · × mnq →K verifies that
πp(S)K2n−2G
n∏
j=1
‖uj‖‖T ‖.
The associated linear operator S¯n−1 : m1q ⊗ · · · ⊗ mn−1q → mnp can be factorized as
S¯n−1 = u∗nT¯n−1(u1 ⊗ · · · ⊗ un−1), where T¯n−1 : k11 ⊗ · · · ⊗ kn−11 → kn∞ is the linear op-
erator associated to T . Using the induction hypothesis and Proposition 3.1 we know that
π K2(n−1)−2G αp =K2n−4G αp in k11 ⊗ · · · ⊗ kn−11 , where π denotes the projective tensor
norm and αp is the tensor norm defined at the beginning of this section. Therefore
‖u1 ⊗ · · · ⊗ un−1‖L(m1q ⊗αp ···⊗αp mn−1q ,k11 ⊗π ···⊗π kn−11 ) K
2n−4
G
n−1∏
j=1
‖uj‖.
As k11 ⊗π · · · ⊗π kn−11 = k1...kn−11 and reasoning as in the bilinear case, we have that
u∗nT¯n−1 : 
k1
1 ⊗π · · · ⊗π kn−11 → mnp verifies that πp(u∗nT¯n−1)K2G‖un‖‖T ‖.
Therefore,
πp(S¯n−1)K2n−2G
n∏
j=1
‖uj‖‖T ‖.
Using Lemma 3.3 we get that πp(Sn−1)K2n−2G
∏n
j=1 ‖uj‖‖T ‖, where Sn−1 is the mul-
tilinear operator associated to S¯n−1 and, finally, Proposition 2.2 tells us that πp(S) 
πp(Sn−1), finishing the proof. ✷
Remark 3.5. This result improves the results given in [3, Section 5]. It must be noticed that
this theorem is essentially contained in the work of Rosenthal and Szarek [17]. However,
the proof given here for our particular case is much shorter. Nevertheless, we have not been
able to avoid the sharp reasonings of [17] to give a simpler proof of the following result,
which is a straightforward corollary of [17, Theorem 1].
Theorem 3.6. If 2 < p <∞, there exists a bilinear form T : 1 × 1 → K such that T
is not multiple p-summing. In particular, there is not an inclusion theorem similar to [7,
Theorem 2.8] for the class of multiple p-summing multilinear mappings.
We want to improve now some of the results in [13]. With our approach, it is easy to
understand why the results are true for precisely this values of p. We need some definitions
first.
We recall that a multilinear operator T :H1 × · · · ×Hn →H defined on Hilbert spaces
is said to be Hilbert–Schmidt if there exists K > 0 such that
∞∑ ∥∥T (e1i1 , . . . , enin)∥∥2 <K, (4)
i1,...,in=1
D. Pérez-García, I. Villanueva / J. Math. Anal. Appl. 285 (2003) 86–96 93where (ejij )ij ⊂Hj is an orthonormal basis (1 j  n). In that case, the smallest K veri-
fying (4) is the Hilbert–Schmidt norm of T . This class of operators was defined in [8] and
studied and used in, for example, [5] or [15]. It is easy to see that T is Hilbert–Schmidt
if and only if T is multiple 2-summing. Moreover, the multiple 2-summing norm and the
Hilbert–Schmidt norm coincide [11, Proposition 5.5].
Using Proposition 2.2 it is easy to check that, for any 1  p < ∞, if T is Hilbert–
Schmidt then T is multiple p-summing. Moreover, in [11] it is proved that, for any 2 
p <∞, T is Hilbert–Schmidt if and only if T is multiple p-summing.
A multilinear operator T ∈ Lk(X1, . . . ,Xk;Y ) is said to be integral if there exists a
regular Y ∗∗-valued Borel measure G of bounded variation on the product BX∗1 ×· · ·×BX∗k
such that
T (x1, . . . , xk)=
∫
BX∗1×···×BX∗k
x∗1 (x1) . . .x∗k (xk) dG
(
x∗1 , . . . , x∗k
)
for all (x1, . . . , xk) ∈X1×· · ·×Xk . The space of integral multilinear operatorsLkI (X1, . . . ,
Xk;Y ) is a Banach space with the norm ‖T ‖int = inf{v(G), where G represents T as
above}.
These operators were defined in [19] (where they are called G-integral), although the
definition is just a technical modification of a previous definition in [1].
We state for reference purposes the following proposition which we use later.
Proposition 3.7 [14, Corollary 3.2]. Let Xj , Yj , and Z be Banach spaces (1 j  n). Let
uj ∈Π2(Xj ,Yj ) and T ∈Πn2 (Y1, . . . , Yn;Z). Then S = T (u1, . . . , un) is integral.
We can now prove a result, related to [13, Theorem 1].
Proposition 3.8. If T : 1 × · · · × 1 → 2 verifies
∞∑
i1,...,in=1
∥∥T (ei1, . . . , ein )∥∥2 <∞,
then T is integral.
Proof. For simplicity in the notation we write the proof for n = 2. Let T be as in the
hypothesis and let us call K = (∑∞i1,i2=1 ‖T (ei1, ei2)‖2)1/2. Then, for any (a, b) ∈ 1 × 1,
∥∥T (a, b)∥∥= ∞∑
i1,i2=1
ai1bi2
∥∥T (ei1 , ei2)∥∥ ‖a‖2‖b‖2K
by Hölder’s inequality. Therefore, we can extend T to a bilinear operator T¯ : 2 × 2 → 2.
Calling i : 1 ↪→ 2 to the canonical inclusions, we have T = T¯ (i, i). Since T¯ is Hilbert–
Schmidt, it is multiple 2-summing.
According to one of the versions of Grothendieck’s theorem [7, Theorem 1.13], the
inclusion i : 1 ↪→ 2 is 2-summing. To finish the proof, we just need to apply Proposi-
tion 3.7. ✷
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Lemma 3.9. Let Y be a Banach space with cotype q < ∞. Then, for any n-sequence
(yi1,...,in )
m1,...,mn
i1,...,in=1 ⊂ Y , the following inequality holds:(
m1,...,mn∑
i1,...,in=1
‖yi1,...,in‖q
)1/q
 cq(Y )n
( 1∫
0
. . .
1∫
0
∥∥∥∥∥
m1,...,mn∑
i1,...,in=1
yi1,...,in ri1(t1) . . . rin (tn)
∥∥∥∥∥
q
dt1 . . . dtn
)1/q
.
With this inequality, we can prove a result relating r-dominated operators with multiple
q-summing operators.
Theorem 3.10. Let 1 r, q <∞ and let T :X1 × · · ·×Xn → Y be an r-dominated multi-
linear operator. If r  q then T is multiple q-summing and
πq(T ) δr(T ).
If q < r and Y has cotype q , then T is multiple (q,2)-summing and
π(q,2)(T ) cq(Y )nBnr δr (T ),
where Br is the constant appearing in Khinchin’s inequality [7, Theorem 1.10]. In partic-
ular, r-dominated multilinear forms are always multiple 2-summing.
Proof. If r  q , the result follows immediately from Theorem 1.1. So, let us suppose
q < r .
Let (xjij )
mj
ij=1 ⊂ Xj . Then, using Lemma 3.9, Theorem 1.1, and Khinchin’s inequality,
we have(
m1,...,mn∑
i1,...,in=1
∥∥T (x1i1 , . . . , xnin)∥∥q
)1/q
 cq(Y )n
( 1∫
0
. . .
1∫
0
∥∥∥∥∥
m1,...,mn∑
i1,...,in=1
T
(
x1i1 , . . . , x
n
in
)
ri1(t1) . . . rin (tn)
∥∥∥∥∥
q
dtn . . . dt1
)1/q
 cq(Y )n
( 1∫
0
. . .
1∫
0
∥∥∥∥∥
m1,...,mn∑
i1,...,in=1
T
(
x1i1, . . . , x
n
in
)
ri1(t1) . . . rin (tn)
∥∥∥∥∥
r
dtn . . . dt1
)1/r
 cq(Y )nδr (T )
( 1∫
0
. . .
1∫
0
n∏
j=1
∫
BX∗
∣∣∣∣∣
mj∑
ij=1
x∗j
(
x
j
ij
)
rij (tj )
∣∣∣∣∣
r
dµj
(
x∗j
)
dtn . . . dt1
)1/r
j
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n∏
j=1
( ∫
BX∗
j
1∫
0
∣∣∣∣∣
mj∑
ij=1
x∗j
(
x
j
ij
)
rij (tj )
∣∣∣∣∣
r
dtj dµj
(
x∗j
))1/r
 cq(Y )nBnr δr (T )
n∏
j=1
( ∫
BX∗
j
( mj∑
ij=1
∣∣x∗j (xjij )∣∣2
)r/2
dµj
(
x∗j
))1/r
 cq(Y )nBnr δr (T )
n∏
j=1
∥∥(xjij )mjij=1∥∥ω2 . ✷
Remarks 3.11. Some comments are in order:
(1) Compare this result with [10, Theorem 3.1]. Although none of the results follows from
the other one, in a sense Theorem 3.10 is a big improvement of [10, Theorem 3.1].
(2) The converse of Theorem 3.10 is not true: according to [3, Theorem 3.1], every multi-
linear form from the product of L∞ spaces is multiple 2-summing. Yet, there exist
trilinear forms T : ∞ × ∞ × ∞ → K such that their associated linear operator
T1 : ∞ → L2(∞, ∞) is not weakly compact [2], hence they cannot be r-dominated.
(3) A tempting improvement of Theorem 3.10 stating, for instance, that r-dominated mul-
tilinear forms are multiple p-summing for every p ∈ [1,∞) is false: according to
Grothendieck’s theorem, every bilinear form on C(K) × C(K) is 2-dominated; yet,
since the exponent in Littlewood’s inequality is optimal [6, Proposition 34.11], for
every p ∈ [1,4/3) there exist bilinear forms on c0 × c0 which are not multiple p-
summing.
(4) The referee kindly pointed to us that the case r  q of Theorem 3.10 appeared in [11],
and the case q < r has been recently (and independently) obtained in [18].
We can now prove a substantial improvement of [13, Theorem 3].
Corollary 3.12. Let 2 p,q <∞ and r > q (the case r  q is much easier). Let Y be a
Banach space of cotype q . If T : p × · · · × p → Y is an r-dominated n-linear operator,
then
( ∞∑
i1,...,in=1
∥∥T (ei1, . . . , ein )∥∥q
)1/q

(
cq(Y )Br
)n
δr(T ).
In particular, if T : p × · · · × p →K is an r-dominated n-linear form, then
( ∞∑
i1,...,in=1
∣∣T (ei1, . . . , ein )∣∣2
)1/2
 (Br)n δr (T ).
96 D. Pérez-García, I. Villanueva / J. Math. Anal. Appl. 285 (2003) 86–96Proof. According to Theorem 3.10, T is multiple (q,2)-summing and verifies that
π(q,2)(T ) (cq(Y )Br)nδr(T ). As ‖(ei)∞i=1‖ω2  1 in p, we get that( ∞∑
i1,...,in=1
∥∥T (ei1, . . . , ein )∥∥q
)1/q

(
cq(Y )Br
)n
δr(T ). ✷
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