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Zusammenfassung
In dieser Arbeit werden theoretische und praktische Aspekte der stochastischen Un-
sicherheitsbetrachtung in kaskadierten dynamischen Systemen behandelt. Die dabei
verfolge Idee besteht darin, Systeme bottom-up aus sehr einfachen Teilsystemen auf-
zubauen, indem der Ausgang eines Systems als Eingang eines folgenden Systems ver-
wendet wird. Hierbei entstehen verdeckte Zusta¨nde die gleichzeitig den Ausgang des
einen und den Eingang eines anderen Teilsystems beschreiben und dadurch im All-
gemeinen nicht direkt beobachtet werden ko¨nnen. Das Ziel ist es, fu¨r solche Sys-
temkaskaden eine stochastische Zustandsscha¨tzung durchzufu¨hren und basierend auf
den Beobachtungen von Ein- und Ausga¨ngen der Gesamtkaskade auf die verdeckten
Zusta¨nde zu schließen. Dabei kann, wie in dieser Arbeit gezeigt wird, die Struktur
der Kaskade verwendet werden, um die Zustandsscha¨tzung lokal in den Teilsystemen
durchzufu¨hren und die resultierende Scha¨tzung an die benachbarten Systeme weiter-
zugeben. Dadurch entsteht eine durchgehende Unsicherheitsbetrachtung u¨ber die eine
Zustandsscha¨tzung fu¨r das Gesamtsystem ermo¨glicht wird.
Die Ein- und Ausga¨nge der Teilsysteme, die hier betrachtet werden, ko¨nnen kontinu-
ierlich oder diskret sein. Daraus ergeben sich hybride Systeme fu¨r deren Behandlung
eine einheitliche Dichterepra¨sentation vorgestellt wird. Einen weiteren Schwerpunkt
bildet die Behandlung kontinuierlicher Teilsysteme deren Systemfunktion eine nicht-
lineare Abbildung von Eingang auf Ausgang beschreibt. Fu¨r solche Teilsysteme ist
eine exakte Berechnung der Zustandsscha¨tzung ha¨uﬁg nicht mo¨glich, da sich der Typ
der Zustandsdichte im Allgemeinen a¨ndert und die Komplexita¨t so anwa¨chst, dass
eine Weiterbehandlung in der Kaskade unmo¨glich ist.
In der Arbeit werden zwei approximative Ansa¨tze vorgestellt, mit deren Hilfe das
Scha¨tzproblem fu¨r nichtlineare kontinuierliche Teilsysteme gelo¨st werden kann. Der
erste Ansatz beruht auf der Approximation der Systemfunktion durch Mixture-Dichten
mit achsenausgerichteten Komponenten. Diese Methode ermo¨glicht es, hybride be-
dingte Dichten mit Hilfe von Dirac- und Gaussian-Mixture-Komponenten zu modellie-
ren. Ein Vorteil dieses neuartigen Ansatzes besteht zuna¨chst darin, dass die Vorwa¨rts-
und Ru¨ckwa¨rtsinferenz aufgrund der Systemapproximation geschlossen lo¨sbar sind,
und die Anzahl der Komponenten, die zur Darstellung der posterioren Dichte beno¨tigt
werden, begrenzt ist.
Das zweite vorgestellte Verfahren basiert auf der Approximation der zu scha¨tzenden
Dichtefunktion selbst, durch eine parametrische Dichtebeschreibung in Form einer
Dirac-Mixture-Dichte. Diese Approximation wird als Optimierungverfahren durch-
gefu¨hrt, indem ein Gu¨temaß zwischen der wahren Dichte und der Approximation
minimiert wird. Die Vorteile dieses Ansatzes bestehen darin, dass auch hier die In-
ferenz analytisch geschlossen gelo¨st werden kann und die Anzahl der Komponenten
der posterioren Dichte durch die Anzahl der Komponenten der approximierten Dich-
te begrenzt wird. Diese Vorgehensweise ist verwandt zum Ansatz der Partikelﬁlter.
1
Zusammenfassung
Der große Vorteil des hier vorgestellten Verfahrens besteht allerdings darin, dass die
Approximation der Dichte deterministisch ist, d. h. die Approximation liefert im-
mer die selbe (optimale) Repra¨sentierung, im Gegensatz zu Monte-Carlo-Methoden
wo die Approximation durch zufa¨lliges Ziehen aus der Dichte entsteht. Daraus er-
wachsen zwei weitere Vorteile: Zum einen ist die Konvergenzrate der systematischen
Dirac-Mixture-Approximation wesentlich ho¨her, zum anderen la¨sst sich dadurch die
optimale Anzahl der beno¨tigten Komponenten bestimmen.
Als eine mo¨gliche Anwendung von kaskadierten Systemen wird in Teil II der Arbeit
die Intentionserkennung in der Mensch-Roboter-Kooperation betrachtet. Diese Ar-
beit entha¨lt nach aktuellem Kenntnisstand die erste systemtheoretische Deﬁnition
der Intentionserkennung. Hierzu wird ein generisches Modell eingefu¨hrt, das auf der
Idee der kaskadierten Systeme beruht. Dieses Modell kann fu¨r konkrete Anwendun-
gen leicht instanziiert werden. Dazu wird ein Verfahren vorgestellt, welches zeigt,
wie hierfu¨r Expertenwissen eingesetzt werden kann. Die Methode wurde in einer
Evaluationsumgebung mit menschlichen Probanden erfolgreich getestet.
2
KAPITEL 1
Einleitung
Diese Arbeit bescha¨ftigt sich mit der Kaskadierung einfacher, kausaler Systemmodelle zu einem
gro¨ßeren Gesamtsystem. Solche Systemmodelle besitzen Ein- und Ausga¨nge und beschreiben
deren Zusammenhang. Da die Einga¨nge als Ursache und der Ausgang als Wirkung angese-
hen werden ko¨nnen spricht man auch von gerichteten kausalen Modellen. Diese einfachen Sy-
stemmodelle lassen sich zu einer Kaskade kombinieren, indem der Ausgang des einen Systems
als Eingang eines anderen Systems fungiert. Somit lassen sich aus einer Reihe von einfachen,
lokalen Systembeschreibungen, wie in einem Baukasten, gro¨ßere Systembeschreibungen
”
zu-
sammenbauen“. Die daraus entstehende Struktur kann beim Umgang mit dem Gesamtsystem
genutzt werden. So kann beispielsweise bei der Zustandsscha¨tzung, wie in dieser Arbeit betrach-
tet, der Berechnungsaufwand verringert werden. Dies geschieht durch eine lokale Auswertung
der Einzelsysteme in der Kaskade und die sukzessive Fortschreibung deren Auswirkung auf
die benachbarten Systeme. In dieser Arbeit werden stochastische Teilsystembeschreibungen
verwendet, um Unsicherheiten, wie beispielsweise endogene oder exogene Rauscheinﬂu¨sse, in
den Systemmodellen quantiﬁzieren zu ko¨nnen. Diese Unsicherheiten der einzelnen Teilsysteme
haben allerdings bei der Zustandsscha¨tzung einen, zum Teil erheblichen Einﬂuss auf benach-
barte Systeme in der Kaskade. Daher mu¨ssen diese Unsicherheiten bei der Behandlung der
Teilsysteme durchgehend beru¨cksichtigt werden.
Bei der Betrachtung kaskadierter Systeme ergeben sich verschiedene Herausforderungen. Zum
einen ko¨nnen fu¨r die verschiedenen Teilsysteme unterschiedliche Systembeschreibungen verwen-
det werden, fu¨r die unterschiedliche Eingaberepra¨sentationen beno¨tigt werden, um eine eﬃziente
Weiterverarbeitung zu gewa¨hrleisten. Zum anderen ko¨nnen in der Kaskade sowohl kontinuierli-
che als auch diskrete Gro¨ßen zur Beschreibung der Ein- und Ausga¨nge verwendet werden, wo-
durch die Gesamtkaskade ein hybrides System darstellt. Eine besonders große Herausforderung
ist die Betrachtung wertekontinuierlicher Teilsysteme die durch ein nichtlineares Systemmodell
beschrieben werden. Hierbei ist eine exakte Berechnung der Zustandsscha¨tzung ha¨uﬁg nicht
mo¨glich, da die Komplexita¨t der Zustandsbeschreibung im Allgemeinen stark anwa¨chst, was
eine Weiterverarbeitung der Information in der Kaskade praktisch unmo¨glich macht.
Der Ansatz der kaskadierten Systeme soll in dieser Arbeit in der Intentionserkennung fu¨r die
Mensch-Roboter-Kooperation verwendet werden. Dies stellt nicht den einzig mo¨glichen Anwen-
dungsbereich dar, aber zur Intentionserkennung wird ein Modell des Menschen beno¨tigt, welches
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sich aus kausalen Teilsystemen zusammensetzen la¨sst. Hierbei la¨sst sich also die Kaskadierung
sehr gut anwenden, wie im zweiten Teil der Arbeit gezeigt wird.
1.1 Problemformulierung
In dieser Arbeit werden Methoden entwickelt mit deren Hilfe kleine kausale Systembeschrei-
bungen zu einem Gesamtsystem zusammengesetzt werden ko¨nnen. Dies wird im Folgenden als
Kaskadierung von Systemen bezeichnet. Dabei ist es unerheblich, ob die Teilsysteme diskret
oder kontinuierlich, linear oder nichtlinear sind. Die Teilsysteme unterliegen einer gewissen Un-
sicherheit und werden daher stochastisch, mit Hilfe bedingter Dichten oder Systemabbildungen
mit stochastischem Rauschanteil, beschrieben. Diese Unsicherheit der Teilsysteme hat natu¨rlich
einen Einﬂuss auf die benachbarten Teilsysteme. Daher werden die Ein- und Ausga¨nge mit Hilfe
von Zufallsvariablen beschrieben.
Bei der Kaskadierung von Systemen entstehen so genannte verdeckte Zusta¨nde. Dies sind
Zusta¨nde, die gleichzeitig den Ausgang eines Teilsystems und den Eingang eines benachbar-
ten Teilsystems beschreiben. Ziel dieser Arbeit ist es, basierend auf Beobachtungen der freien
Ein- und Ausga¨nge auf diese verdeckten Zusta¨nde zu schließen. Hierbei spricht man auch von
Zustandsscha¨tzung. Das Ergebnis dieser Zustandsscha¨tzung wird in Form einer Wahrschein-
lichkeitsdichtefunktion u¨ber die zu scha¨tzende Zufallsvariablen angegeben.
Ein mo¨glicher Ansatz um diese Zustandsscha¨tzung durchzufu¨hren, wa¨re die Betrachtung des Zu-
stands des Gesamtsystems in Form einer Verbunddichte u¨ber alle Zufallsvariablen. Die Zusta¨nde
der einzelnen verdeckten Zusta¨nde ko¨nnten dann durch Marginalisierung gewonnen werden. Die-
ser Ansatz kann allerdings sehr schnell zu komplex werden, weshalb er in der Praxis schlecht
anzuwenden ist. In dieser Arbeit wird daher eine Methode zur Zustandsscha¨tzung vorgestellt,
die die Struktur der Kaskade von Teilsystemen gezielt ausnutzt. Hierzu werden die Methoden
der Bayes’schen Inferenz verwendet, um die einzelnen Systeme separat auszuwerten und das
Ergebnis dann sukzessive an die folgenden Teilsysteme weiterzureichen. Dies erlaubt es, die
Scha¨tzmethoden jeweils konzentriert, nur auf die Teilsysteme, anzuwenden, was eine deutliche
Verringerung der Berechnungskomplexita¨t bedeutet.
Eine besondere Schwierigkeit stellt hierbei die Betrachtung nichtlinearer kontinuierlicher Teil-
systeme dar. Fu¨r solche Systeme existieren oft keine analytische Dichterepra¨sentation, die das
Ergebnis der Zustandsscha¨tzung mit einer endlichen Anzahl von Parametern beschreiben. Im
Allgemeinen a¨ndert sich hierbei der Typ der Dichte und die Komplexita¨t der Beschreibung
nimmt zu. Daher werden in dieser Arbeit Methoden entwickelt, die dieses Problem approxi-
mativ lo¨sen. Grundsa¨tzlich kommen dazu zwei Mo¨glichkeiten in Frage. Zum einen kann die
Systemfunktion approximiert werden, um eine geschlossene Lo¨sung der Zustandsscha¨tzung zu
ermo¨glichen, zum anderen kann die Dichte selbst approximiert werden bevor sie als Eingang
fu¨r die Zustandsscha¨tzung des in der Kaskade folgenden Systems verwendet wird. In beiden
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Ansa¨tzen ist es auf jeden Fall das Ziel, die Komplexita¨t der resultierenden Dichte zu begren-
zen, um eine Berechenbarkeit zu gewa¨hrleisten. Beide Ansa¨tze sollen interoperabel sein, das
heißt, das Ergebnis des einen Verfahrens soll nahtlos als Eingabe fu¨r das andere Verfahren
in der Kaskade genutzt werden ko¨nnen, um eine durchgehende Unsicherheitsbetrachtung zu
ermo¨glichen.
1.2 Aufbau der Arbeit
Die vorliegende Arbeit ist in zwei Teile gegliedert. Der erste Teil bescha¨ftigt sich zuna¨chst mit
der generischen Betrachtung von kaskadierten Systemen und den Herausforderungen die dieser
Ansatz mit sich bringt. Der zweite Teil behandelt die Problemstellung der Intentionserkennung
mit Hilfe von kaskadierten Systemen. Die Arbeit ist daher wie folgt strukturiert:
Teil I befasst sich mit Behandlung von Unsicherheiten in kaskadierten Systemen. In Kapitel 2
wird die Idee der Kaskadierung von Teilsystemen dargelegt. Dabei liegt der Fokus auf der
Vorgehensweise bei der stochastischen Zustandsscha¨tzung im Hinblick auf eine durchgehende
Unsicherheitsbehandlung in der Kaskade. Es wird dazu ein generisches Berechnungsschema
vorgestellt. Am Ende des Kapitels werden die Herausforderungen aufgezeigt, fu¨r die in den fol-
genden Kapitel Lo¨sungen erarbeitet werden. Im Mittelpunkt steht hierbei das Problem der Zu-
standsscha¨tzung fu¨r nichtlineare kontinuierliche und hybride Systeme. Als Beitra¨ge zur Lo¨sung
dieses Problems werden in Kapitel 3 und 4 Verfahren zur System- und Dichteapproximation
vorgestellt, die interoperabel innerhalb einer Systemkaskade eingesetzt werden ko¨nnen und eine
durchgehende Unsicherheitsbehandlung ermo¨glichen. Abgeschlossen wird der erste Teil durch
einen Beitrag zur Modellidentiﬁkation in Kapitel 5. Hier wird ein neuartiges Verfahren zur
Dichtescha¨tzung aus Datensamples vorgestellt.
Der zweite Teil der Arbeit bescha¨ftigt sich mit der Behandlung der Intentionserkennung durch
kaskadierte Systeme. Dazu wird in Kapitel 6 zuna¨chst ein generischer Ansatz pra¨sentiert, ge-
folgt von einer Fallstudie bei der die Fa¨higkeit von Menschen zur Intentionserkennung unter-
sucht wurde. Einige konkrete Modelle werden in Kapitel 7 vorgestellt. Dies beinhaltet auch
eine Methode zur Entkopplung und Komplexita¨tsreduktion. Die Beitra¨ge in diesem Teil sind
das generische Modell, Methoden zur Komplexita¨tsreduktion bei diskreten Modellen sowie ein
prototypischer Aufbau einer Evaluationsumgebung.
Eine Zusammenfassung und ein Ausblick werden zusammen mit der Bewertung der vorgestellten
Verfahren in Kapitel 8 gegeben.
Der Stand der Technik wird jeweils zu Beginn der jeweiligen Kapitel beleuchtet.
In der Arbeit werden an einigen Stellen englische Fachausdru¨cke verwendet, da eine ada¨quate
deutsche U¨bersetzung in der Literatur entweder nicht existiert oder sich bisher nicht durchge-
setzt hat.
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KAPITEL 2
Kaskadierte Systeme
Unter kaskadierten Systemen soll hier die Verbindung von kleinen, u¨berschaubaren Systemen
zu einer gro¨ßeren Systembeschreibung verstanden werden. Dazu werden die Ausga¨nge von Teil-
systemen mit den Einga¨ngen anderer Teilsysteme verbunden, um so die Wirkung der einzelnen
Teilsysteme aufeinander zu beschreiben. Dabei entsteht eine kaskadische Topologie von Teilsys-
temen, die durch graphische Modelle beschrieben werden kann. Jedes dieser Teilsysteme kann
mehrere Einga¨nge aber nur einen Ausgang haben und wird durch ein Systemmodell, im All-
gemeinen eine Funktion, beschrieben. Dieses Systemmodell beschreibt, wie die Einga¨nge auf
den Ausgang abgebildet werden. Modelle fu¨r komplexere Systeme, wie Systeme mit internem
Zustand oder Systeme mit mehreren Ausga¨ngen ko¨nnen durch eine Kaskadierung solcher einfa-
chen Systeme erzeugt werden. Da selbst die Teilsysteme im Allgemeinen nicht exakt beschrieben
werden ko¨nnen, beispielsweise aufgrund endogener oder exogener Rauscheinﬂu¨sse, werden hier
stochastische Systembeschreibungen verwendet, um die bleibende Unsicherheit zu quantiﬁzie-
ren. Diese stochastischen Modelle ko¨nnen nach [44] als probabilistisches Modell in Form einer
bedingten Dichte oder als generatives Modell in Form einer Systemfunktion mit stochastischem
Rauschterm beschrieben werden.
Die Gesamtkaskade selbst kann mehrere Einga¨nge und mehrere Ausga¨nge haben, was von der
Topologie der Verbindung der Teilsysteme abha¨ngt. Durch die Verbindung der Teilsysteme ent-
stehen daru¨ber hinaus so genannte verdeckte Zusta¨nde. Dies sind Zusta¨nde, die gleichzeitig den
Ausgang eines Teilsystems und den Eingang eines folgenden Teilsystems beschreiben. Die Men-
ge der verdeckten Zusta¨nde beschreibt den Gesamtzustand des kaskadierten Systems. Ziel ist
es, basierend auf Beobachtungen der Ein- und Ausga¨nge der Kaskade auf den Gesamtzustand,
also auf die verdeckten Zusta¨nde zu schließen. Dies wird als Zustandsscha¨tzung bezeichnet. Ein
Beispiel eines kaskadiertes Systems ist in Abbildung 2.1 zu sehen.
?? ??
??
??
??
????
??
??
??
??
Abbildung 2.1: Ein kaskadiertes System aus sechs Teilsystemen. Das Gesamtsystem hat zwei Ein- und zwei
Ausga¨nge. Die Teilkaskade im grauen Kasten beschreibt ein System mit internem Zustand, wobei UD eine
Einheitsverzo¨gerung darstellt.
9
Kapitel 2. Kaskadierte Systeme
2.1 Stand der Forschung
Ein popula¨rer Ansatz fu¨r die stochastische Zustandsscha¨tzung ist die Bayes’sche Methode. Das
Besondere dabei ist die Mo¨glichkeit der Verwendung so genannter a priori oder priorer Wahr-
scheinlichkeiten. Da diese Wahrscheinlichkeiten auch empirisch angenommen werden ko¨nnen,
wird auch ha¨uﬁg von einem Grad perso¨nlicher U¨berzeugung (engl.
”
degree of belief“ ) ge-
sprochen. Dies steht im Gegensatz zum frequentistischen Ansatz der Stochastik, bei dem keine
empirischen Gro¨ßen erlaubt sind. Der große Vorteil der Bayes’schen Methode besteht darin, dass
die a priori Wahrscheinlichkeit aufgrund von Beobachtungen oder Messungen in a posteriori
Wahrscheinlichkeiten u¨berfu¨hrt werden ko¨nnen. Man spricht hier auch von Inferenz oder Fusi-
on. Diese Methode ist heute in einer Vielzahl von Anwendungen vertreten. Ein Beispiel hierfu¨r
ist die maschinelle Spracherkennung, wo der Bayes’sche Ansatz durch Hidden-Markov-Modelle
verfolgt wird [86]. Auch in der Bildverarbeitung werden Bayes’sche Methoden zur Analyse
verwendet [46]. Im Bereich der Robotik ist der Ansatz ebenfalls weit verbreitet. Hier wird er
beispielsweise zur Lokalisierung [17] und zum Aufbau von Karten unbekannter Umgebungen
[16] verwendet. Daru¨ber hinaus wird die Bayes’sche Methode im Bereich der agentenbasierten
Informationsfusion verwendet [91, 10]. Ebenfalls sehr popula¨r ist die Methode im Bereich der
ku¨nstlichen Intelligenz [89].
Kaskadierte Systeme lassen sich sehr gut durch Graphen darstellen. Hierbei wird im Allgemei-
nen sehr gut sichtbar, welche Ausga¨nge gleichzeitig Einga¨nge anderer Teilsysteme sind. Da in
dieser Arbeit stochastische Modelle verwendet werden sollen, gibt es eine enge Verwandtschaft
von kaskadierte Systemen zu den so genannten graphischen Modellen.
Der wohl bekanntest Vertreter der graphischen Modelle in der Literatur sind die so genannten
Bayesnetze (engl. Bayesian Networks). Diese Methode wurde popula¨r durch ein Buch von Ju-
dea Pearl [78] und hat eine große Anzahl von Publikationen nach sich gezogen [21, 79]. Die Idee
der Bayesnetze beruht auf dem Prinzip, Zufallsvariablen als Knoten in einem Graphen zu re-
pra¨sentieren und deren Abha¨ngigkeiten untereinander durch gerichtete Kanten zu beschreiben.
Wurzelknoten beschreiben dabei Zufallsvariablen mit a priori Wahrscheinlichkeiten.
Der Vorteil der Bayesnetzrepra¨sentierung ist die Fokussierung auf die Variablen. Es fa¨llt Sy-
stemmodellierern ha¨uﬁg leichter, zuerst die relevanten Variablen als Knoten zu identiﬁzieren
und anschließend die Abha¨ngigkeitsstruktur einzuzeichnen. Ein Nachteil dieser Darstellung ist
allerdings, dass die relevanten Systeme nicht direkt sichtbar sind. Ha¨uﬁg wird fa¨lschlicherwei-
se angenommen, dass jede Kante des Graphen fu¨r ein System, also fu¨r eine bedingte Wahr-
scheinlichkeit steht. In der Literatur sind Bayesnetze ha¨uﬁg auf diskrete Zufallsvariablen be-
schra¨nkt. Fu¨r Netze mit kontinuierlichen Gro¨ßen werden bis auf wenig Ausnahmen [29] nur
lineare Abha¨ngigkeiten [78] betrachtet.
Eine weitere Mo¨glichkeit der graphischen Modellierung aus dem Bereich der Signalverarbeitung
stellen die so genannten Faktorgraphen dar. Sie sind sehr gut in den Arbeiten von Loeliger [65,
57] beschrieben. Faktorgraphen beschreiben das Gesamtsystem durch ungerichtete Graphen.
Die Knoten sind Rechtecke und Kreise, wobei die Rechtecke fu¨r Funktionen und die Kreise
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fu¨r Variablen stehen. Ein Faktor besteht aus allen Variablen, die zu einer Funktion geho¨ren.
Im hier behandelten Fall sind die Funktionen bedingte Wahrscheinlichkeiten oder bedingte
Dichtefunktionen und die Faktoren bestehen aus allen Variablen, die an der jeweiligen bedingten
Wahrscheinlichkeit beteiligt sind.
In dieser Arbeit soll eine in der Systemtheorie weit verbreitete graphische Darstellung von
Systemen, so genannte Blockdiagramme, verwendet werden, die den Faktorgraphen sehr a¨hnlich
sind. Blockdiagramme werden im Allgemeinen dazu verwendet, um Signalﬂu¨sse in Systemen
darzustellen.
Die verwendeten Graphen bestehen in der Regel aus Rechtecken und gerichteten Kanten, wobei
die Rechtecke Systeme beschreiben und die Kanten den Signalﬂuss von einem System zum
na¨chsten. Die Blockdiagrammdarstellung eines Beispielsystems ist in Abbildung 2.2 zu sehen.
In der hier verwendeten Variante werden in den Systemblo¨cken die probabilistischen Modelle in
u
v
f(x |u, v) x
f(y |x)
f(z |x)
y
z
Abbildung 2.2: Blockdiagrammdarstellung eines Beispielsystems mit 3 Teilsystemen.
Form von bedingten Dichten notiert. Sie bilden jeweils Dichten am Eingang des Teilsystems auf
Dichten am Ausgang des Teilsystems ab. An den Kanten stehen die jeweiligen Zufallsvariablen,
u¨ber denen die Dichten deﬁniert sind. Die Pfeile deuten an, dass es sich hierbei um gerichtete
Modelle handelt. In der hier verwendeten Notation sieht man sehr deutlich, dass u und v
Einga¨nge und y und z Ausga¨nge des Gesamtsystems sind. x ist demnach ein verdeckter, interner
Zustand des Gesamtsystems, der nicht direkt beobachtet werden kann.
Der Hauptunterschied der klassischen Ansa¨tze wie Bayesnetze und Faktorgraphen zum hier
verwendeten Vorgehen liegt in der Herangehensweise an den Modellaufbau. Bei Bayesnetzen
und Faktorgraphen ist es das Ziel, ein komplexes System in Teilsysteme zu zerlegen, um dann
eﬃzient die Unabha¨ngigkeiten der Teilsysteme ausnutzen zu ko¨nnen. Im hier vorgestellten An-
satz geht es vielmehr darum, bestehende, lokale Teilsysteme miteinander zu koppeln und eine
durchgehende Behandlung der Unsicherheiten bei der Betrachtung der Teilsysteme zu gewa¨hr-
leisten. Dieser Ansatz kann somit als Bottom-up-Methode bezeichnet werden wohingegen die
klassischen Ansa¨tze im Allgemeinen eine Top-down-Strategie verfolgen.
2.2 Zustandsscha¨tzung in kaskadierten Systemen
Das Ziel der in dieser Arbeit vorgestellten Methoden ist die Berechnung der verdeckten Zusta¨nde
die durch eine Kaskadierung entstehen, basierend auf den Beobachtungen der Ein- und Ausga¨nge
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der Gesamtkaskade. Dabei soll die Unsicherheit der einzelnen Teilsysteme in der Berechnung
durchgehend mitberu¨cksichtigt werden. Da die Berechnung der einzelnen Zusta¨nde nicht durch
eine Berechnung der Verbunddichte u¨ber alle Zusta¨nde gleichzeitig erfolgen soll, wird ein Ver-
fahren zur sukzessiven Berechnung der Teilzusta¨nde verwendet. Der Berechnungsaufwand wird
hierdurch auf eine lokale Betrachtung der Teilsysteme beschra¨nkt, deren Ergebnis dann als
Information u¨ber den Ein- bzw. Ausgang des in der Kaskade folgenden Systems verwendet
wird.
Zur Berechnung einer Dichte u¨ber die Ausgabe bei gegebener Eingabe bzw. u¨ber die Eingabe bei
gegebener Ausgabe eines Teilsystems wird die Methode der Bayes’schen Inferenz [44] verwen-
det. Diese erlaubt das Ziehen von Schlussfolgerungen basierend auf unsicheren (stochastischen)
Informationen, Inferenz genannt. Da die Systembeschreibungen immer eine kausale Richtung
vom Eingang zum Ausgang haben, gibt es eine so genannte Vorwa¨rts- und eine Ru¨ckwa¨rts-
inferenz. Die Vorwa¨rtsinferenz schließt vom Eingang auf den Ausgang, die Ru¨ckwa¨rtsinferenz
vom Ausgang auf den Eingang. Bei der Vorwa¨rtsinferenz kann sowohl ein konkreter Wert oder
eine Wahrscheinlichkeitsdichtefunktion am Eingang anliegen. Das Ergebnis ist bei einem mit
Unsicherheit behafteten System immer eine Dichtefunktion. Bei der Ru¨ckwa¨rtsinferenz liegt im
Allgemeinen nur ein konkreter Wert des Ausgangs vor, woraus eine Dichte u¨ber den Eingang
berechnet wird. Im Fall der Kaskadierung von Systemen ist es jedoch typisch, dass der Ausgang
aufgrund der unsichereren Information eines Nachbarsystems durch eine Wahrscheinlichkeits-
dichte beschrieben wird. Dies muss im Folgenden explizit betrachtet werden. Das Ergebnis der
Ru¨ckwa¨rtsinferenz ist bei unsicherheitsbehafteten Systemen ebenfalls eine Dichte.
Im Folgenden wird nun ein generisches rekursives Berechnungsverfahren fu¨r kaskadierte Syste-
me vorgestellt das lediglich auf der Bayes’schen Vorwa¨rts- und Ru¨ckwa¨rtsinferenz basiert und
direkt auf Wahrscheinlichkeitsdichtefunktionen arbeitet und keinerlei Annahme bezu¨glich der
graphischen Struktur macht. Es wird lediglich ausgeschlossen, dass die Kaskade Zyklen entha¨lt.
Dieser Ansatz wurde auf der Fusion 2006 [101] vorgestellt.
Abbildung 2.3 zeigt eine Kaskade der Teilsysteme, die einen Einﬂuss auf die Berechnung einer
Dichte u¨ber x haben. Die Variable d bezeichnet den Eingangsgrad des jeweiligen Teilsystems,
f(x|u1,...,ud)
u1
ud
...
f(y1|x,x11,...,x1d)
x11
x1d
...
xn1
xnd
...
y1
f(yn|x,xn1,...,xnd) yn
...x
f(z2|ud) z2
f(z1|u1) z1
Abbildung 2.3: Schematische Darstellung eines Subsystems eines kaskadierten Systems.
also die Anzahl der Einga¨nge. Dieser kann von Teilsystem zu Teilsystem unterschiedlich sein.
Das Interesse gilt nun der Dichte u¨ber x, die von den Teilsystemen links und rechts beein-
ﬂusst wird. Die Information, die vom linken Teilsystem kommt, wird mit fp(x) bezeichnet,
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die Information von rechts mit fL(x) 1. fp(x) und fL(x) werden als voneinander unabha¨ngig2
angenommen, woraufhin sich die Dichte als
f(x) = cfp(x)fL(x)
berechnen la¨sst. c ist hierbei eine Normierungskonstante.
Die Dichtefunktion fp(x) von links ist das Ergebnis der Bayes’schen Vorwa¨rtsinferenz. In dem
betrachteten System ist dies
fp(x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(x|u1, . . . , ud)
d∏
i=1
f(ui)\x du1 · · · dud . (2.1)
In dieser Gleichung beschreibt f(ui)\x die Dichte u¨ber ui, bei der die Information, die von
x kommt, ignoriert wird. Wu¨rde man die volle Dichte f(ui) beru¨cksichtigen, ha¨tte dies zur
Folge, dass die Information u¨ber x, die ja auch die Information aus den rechten Teilsystemen
subsumiert, doppelt verwendet wu¨rde. Sie wa¨re somit in fp(x) als auch in fL(x) enthalten.
Die Dichte fL(x), die aus dem rechten Teil von x kommt, berechnet sich aus dem Produkt der
Dichten fLj (x)
fL(x) =
n∏
j=1
fLj (x) .
Diese resultieren aus der Ru¨ckwa¨rtsinferenz der Teilsysteme, die x als Eingang haben. Die An-
zahl der Teilsysteme die x als Eingang haben wird mit n bezeichnet. Die jeweiligen Ru¨ckwa¨rts-
inferenzen werden durch
fLj (x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(yj|x, xj1, . . . , xjd)fL(yj)
d∏
k=1
fp(xjk) dyj dxj1 · · · dxjd (2.2)
berechnet. Auch hier wird die Information von links ignoriert, um eine doppelte Verwendung
zu vermeiden. Daher tritt in der Formel kein fp(x) auf.
Bei der expliziten Beobachtung einer Variable, wie beispielsweise yj = yˇj, wird
f(yj = yˇj) = f
p(yj = yˇj) = f
L(yj = yˇj) = δ(yj − yˇj)
gesetzt. Daraus folgt
fLj (x) = f
L
j (x|yˇj)
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(yj|x, xj1, . . . , xjd) δ(yj − yˇj)
d∏
k=1
fp(xjk) dyj dxj1 · · · dxjd .
Durch Ausnutzung der Ausblendeigenschaft von δ( · ) erha¨lt man
fLj (x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(yˇj|x, xj1, . . . , xjd)
d∏
k=1
fp(xjk) dxj1 · · · dxjd .
1 Die Bezeichnungen stammen aus der Literatur fu¨r stochastische Filterverfahren, wobei p
fu¨r predicted (vorhergesagt) und L fu¨r Likelihood steht.
2 Dies beruht auf der strukturellen Annahme, dass das linke und das rechte Teilsystem,
gegeben x voneinander unabha¨ngig sind.
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Bei unbeobachteten Ausga¨ngen des Gesamtsystems, wird fLj (yj) = 1 gesetzt.
Mit diesen Berechnungsvorschriften lassen sich die Dichten u¨ber alle Variablen eines kaskadier-
ten Systems rekursiv berechnen.
2.3 Statische und dynamische Systeme
U¨ber Kaskaden von Systemen lassen sich sowohl statische als auch zeitdiskrete dynamische
Systeme beschreiben. Fu¨r die Zustandsscha¨tzung wird ein dynamisches System im Allgemei-
nen durch ein System- und eine Messmodell beschrieben [44]. Das Systemmodell beschreibt
den zeitlichen Fortschritt des Systemzustands. Das Messmodell beschreibt, wie eine messbare
Gro¨ße aus dem Systemzustand folgt. Diese Teilsysteme werden im Allgemeinen als voneinander
unabha¨ngig angenommen und in separaten Schritten (Pra¨diktions- und Filterschritt) berech-
net, da die aktuelle Messung nur vom aktuellen Zustand abha¨ngt. Auch hierbei handelt es sich,
wie bei allgemeinen kaskadierten Systemen, um eine lokale Berechnung. Wenn die Beschreibung
eines Gesamtsystems innerhalb eines Zeitschritts aus einer Kaskade besteht, kann nicht mehr
von einem Messmodell im eigentlichen Sinne gesprochen werden. So entsteht eine Abha¨ngig-
keitskaskade, die entweder ein statisches System oder einen Teil eines dynamischen Systems
beschreibt.
An jeden verdeckten Zustand la¨sst sich ein Teilsystem anha¨ngen, das die Entwicklung in die
Zukunft in Abha¨ngigkeit vom aktuellen Zustand beschreibt. Daraus la¨sst sich auch eine Kaskade
u¨ber mehrere Zeitschritte erzeugen. Eine Kombination aus einer Abha¨ngigkeitskaskade mit
einer Kaskade u¨ber verschiedene Zeitschritte ist genauso mo¨glich. Zur Berechnung eines solchen
dynamischen Gesamtsystems mit Kaskaden innerhalb eines Zeitschritts wird in jedem Fall das
gleiche Verfahren angewendet: Die Inferenzen werden immer nur lokal berechnet, d.h. vom
Eingang zum Ausgang eines Teilsystems bzw. umgekehrt. Dabei ist lediglich zu beachten, dass
Ru¨ckwa¨rtsinferenzen u¨ber Zeitschritte bei der Zustandsscha¨tzung nicht no¨tig sind. Dies ist
lediglich bei der Betrachtung von Zustandsfolgen, also Sequenzen von Zusta¨nden, notwendig,
die aber nicht Gegenstand dieser Arbeit sind.
2.4 Herausforderungen
In der Herleitung des Berechnungsschemas wurden lediglich generische Systeme betrachtet. Das
bedeutet, es wurden keine Annahmen u¨ber den Typ der Variablen oder der Systeme gemacht.
Wenn es allerdings um konkrete Systeme geht, ergeben sich weitere Herausforderungen.
Einen ganz erheblichen Einﬂuss auf die Handhabbarkeit von kaskadierten Systemen hat der Typ
der involvierten Zufallsvariablen. Diese ko¨nnen diskret oder kontinuierlich sein. Im Allgemei-
nen ko¨nnen aber auch diskrete und kontinuierliche Variablen in ein und demselben Teilsystem
vorkommen. Dabei spricht man von hybriden Systemen.
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In solchen Systemen ergeben sich vielfa¨ltige Herausforderungen, fu¨r die in dieser Arbeit Lo¨sungs-
mo¨glichkeiten aufgezeigt werden. Eine weitere Herausforderung, die im Folgenden behandelt
wird, ist die Berechnung der Bayes’schen Vorwa¨rts- und Ru¨ckwa¨rtsinferenz fu¨r kontinuierliche
und hybride Teilsystemen der Gesamtkaskade, die nichtlineare Abha¨ngigkeiten aufweisen. Es
ist bekannt [44], dass sich fu¨r diese Fa¨lle die Inferenz im Allgemeinen nicht analytisch geschlos-
sen lo¨sen la¨sst. Das bedeutet, dass keine analytische Dichtebeschreibung mit einer endlichen
Anzahl von Parametern existiert, mit der das Ergebnis der Inferenz exakt dargestellt werden
kann. Im Allgemeinen a¨ndert sich der Typ der Dichte und die Komplexita¨t der Dichte steigt.
Daher werden in den Kapiteln 3 und 4 zwei neue Verfahren vorgestellt, die das Inferenzproblem
approximativ lo¨sen.
Das erste Verfahren verwendet dazu eine Approximation der Systemfunktionen. Diese Appro-
ximation muss dabei so gewa¨hlt werden, dass der nichtlineare Charakter der Systemfunkti-
on erhalten bleibt. Dieser Ansatz ist einer einfachen Linearisierung deutlich u¨berlegen. Fer-
ner wird fu¨r die Behandlung von hybriden Systemen eine einheitliche Dichterepra¨sentation
beno¨tigt. Dafu¨r wird eine Mischung aus Dirac- und Gaussfunktionen verwendet um hybride
bedingte Dichten zu realisieren. Das Resultat einer Scha¨tzung ist hier immer eine kontinu-
ierliche, parametrische Dichterepra¨sentation in Form einer Gaussian-Mixture-Dichte oder einer
Dirac-Mixture-Dichte, wobei letztere eine kontinuierliche Repra¨sentation einer diskreten Dichte
darstellt.
Das zweite Verfahren basiert auf einer systematischen Approximation der relevanten Dich-
tefunktionen zur Lo¨sung des Inferenzproblems. Hierbei wird die wahre Dichte durch einen
Dichtetyp approximiert, der eine analytisch geschlossene Lo¨sung der Inferenz erlaubt. Die
Approximation der Dichte wird hier als Optimierungsproblem behandelt.
Die beiden vorgestellten Verfahren sind so ausgelegt, dass sie innerhalb einer Kaskade kom-
biniert werden ko¨nnen. Das bedeutet, dass das Ergebnis einer Inferenz fu¨r ein System durch
Approximation der Systemfunktion als Eingang fu¨r ein folgendes System dienen kann, bei dem
die Inferenz durch Dichteapproximation berechnet wird und umgekehrt. Wichtig ist hierbei,
dass die Ausgabe des einen Scha¨tzers kompatibel zum Eingang des anderen Scha¨tzers ist. Bei
den hier vorgestellten Verfahren handelt es sich um diskrete Approximationen von Dichtefunk-
tionen sowie um parametrische Darstellungen kontinuierlicher Dichtefunktionen. Beide sind
approximative Repra¨sentationen der jeweils wahren Dichtedichtefunktion. Durch das Einsetzen
der jeweils vorliegenden Dichtebeschreibung in den folgenden Scha¨tzer wird eine durchgehende
Unsicherheitsbetrachtung erreicht, da versucht wird, so wenig wie mo¨glich Information u¨ber
die wahre Dichte zu verlieren. Fu¨r die beiden im Folgenden vorgestellten Ansa¨tze wird je-
weils gezeigt, dass die geschlossene Vorwa¨rts- bzw. Ru¨ckwa¨rtsinferenz fu¨r alle vorkommenden
Dichterepra¨sentationen mo¨glich ist. Dabei wird eine Beschra¨nkung auf die Fa¨lle von Dirac-
Mixture-Dichten und Gaussian-Mixture-Dichten vorgenommen. Die Vor- und Nachteile der
beiden Ansa¨tze werden in Kapitel 8 betrachtet.
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KAPITEL 3
Systemapproximation
In diesem Kapitel wird eine geschlossene analytische Lo¨sung der Vorwa¨rts- und Ru¨ckwa¨rtsin-
ferenz fu¨r hybride nichtlineare Teilsysteme durch Approximation der Systemfunktion gezeigt.
Die Probleme, die dabei gelo¨st werden mu¨ssen, lassen sich in zwei Kategorien aufteilen:
Um mit hybriden Systemen arbeiten zu ko¨nnen, wird eine einheitliche Repra¨sentation der Un-
sicherheiten beno¨tigt. Diskrete Systeme werden im Allgemeinen durch Wahrscheinlichkeitsta-
bellen modelliert, kontinuierliche durch Wahrscheinlichkeitsdichtefunktionen. Es wird also eine
vereinheitlichende Repra¨sentation gesucht, mit deren Hilfe die Formeln der Bayes’schen Inferenz
aus Kapitel 2 instanziiert werden ko¨nnen.
Das zweite Problem ist die Berechnung der Inferenz fu¨r nichtlineare kontinuierliche Teilsysteme.
Der Ansatz, der zur Lo¨sung dieser Probleme verwendet werden soll, basiert auf einer Appro-
ximation der jeweiligen Systemfunktion durch eine geeignete Repra¨sentation. Hierzu wird die
Systemfunktion im Folgenden als bedingte Dichte dargestellt, welche durch eine Mixtur von
achsenausgerichteten Dichtefunktionen approximiert wird. Dies ermo¨glicht eine geschlossene
Lo¨sung der Inferenz, bei der der Typ der Dichte erhalten bleibt und die Anzahl der beno¨tigten
Parameter zur Beschreibung der Dichte begrenzt ist.
3.1 Stand der Forschung
Eine besonders einfache Methode zur Inferenzberechnung durch Approximation besteht in der
Diskretisierung des Zustandsraums. Dies zieht eine Diskretisierung der jeweiligen Systemfunk-
tion nach sich, auf die dann diskrete Verfahren wie beispielsweise das Wonhamﬁlter [110] an-
gewendet werden ko¨nnen. Der Nachteil hierbei ist allerdings, dass der Zustandsraum ha¨uﬁg zu
grob oder zu fein diskretisiert wird. Im ersten Fall fu¨hrt dies zu großen Fehlern im Scha¨tzergebnis
im zweiten Fall werden die Berechnungen zu aufwendig.
Ein Standardverfahren zur Approximation nichtlinearer Systemfunktionen ist die Linearisierung
der Systemfunktion. Sie wird beispielsweise im popula¨ren Erweiterten Kalman Filter (EKF)
verwendet [75]. Dieser Ansatz ist allerdings fu¨r Systeme mit sehr starker Nichtlinearita¨t nur be-
dingt geeignet. Unter anderem, weil sich das Verfahren auf die Berechnung des ersten Moments
und des zweiten zentralen Moments beschra¨nkt, was zur Beschreibung der Dichtefunktionen bei
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nichtlinearen Systemen ha¨uﬁg nicht ausreicht, da ha¨uﬁg multimodale Dichten entstehen. Ei-
ne Verringerung des Fehlers durch die Linearisierung wird in verschiedenen Erweiterungen des
EKF erzielt. Dabei sind unter anderem das Iterated extended Kalman Filter (IEKF) [102] und
das Second-Order Extended Kalman Filter [47] zu nennen. Das IEKF verringert den Linearisie-
rungsfehler durch mehrfache Ausfu¨hrung des EKF Filterschritts. Das Second-Order Extended
Kalman Filter verwendet eine Taylorreihenentwicklung zweiter Ordnung der Systemfunktion.
Eine Verbesserung der Performance gegenu¨ber dem EKF ist aber nicht in allen Fa¨llen garan-
tiert. Zudem ist es rechenaufwendiger und die zweite Ableitung muss nicht immer existieren
oder muss numerisch ermittelt werden.
In diesem Kapitel soll ein Verfahren verwendet werden, welches ein probabilistisches System-
modell mit Hilfe einer geeigneten Dichtefunktion wie beispielsweise einer Gaussian Mixture
[29, 49] approximiert. Da das probabilistische Modell durch eine bedingte Dichte beschrieben
wird, kann es nicht exakt durch eine Dichte approximiert werden. Auf einem festen Intervall
la¨sst sich die bedingte Dichte allerdings beliebig genau durch Gaussian Mixtures beschreiben.
Fu¨r die Behandlung hybrider kaskadierter Systeme gibt es in der Literatur zu Bayesnetzen
eine Fu¨lle von Vero¨ﬀentlichungen [60, 61, 73, 62]. Allerdings beschra¨nken sich diese Methoden
auf lineare Abha¨ngigkeiten und additives Gauss’sches Rauschen. Es werden dabei lediglich das
erste Moment und das zweite Zentralmoment der kontinuierlichen Dichten betrachtet.
Eine Methode, die dem hier vorgestellten Verfahren sehr a¨hnlich ist, aber im Allgemeinen nur
auf rein kontinuierliche Probleme angewendet wird, ist das Hybrid Density Filter [50, 51].
Der Ansatz, der in diesem Kapitel nun vorgestellt werden soll, beruht auf Arbeiten die auf
der CDC 2004 [96], auf dem IFAC World Congress 2004 [98] und auf der Fusion 2006 [101]
vorgestellt wurden. Diese Methoden lassen sich sowohl fu¨r kaskadierte Systeme als auch fu¨r
allgemeine nichtlineare hybride Filterverfahren nutzen.
3.2 Dichterepra¨sentation
Als Dichterepra¨sentation sollen, sowohl fu¨r den kontinuierlichen als auch fu¨r den diskreten
Teil, Beschreibungen verwendet werden, die universelle Approximatoren darstellen. Im Konti-
nuierlichen sind dies beispielsweise Gaussian-Mixture-Funktionen [104]. Im Diskreten werden
die Zusta¨nde durch Dirac-Delta-Funktionen in einen kontinuierliche Raum abgebildet. Diese
Darstellung wird auch Dirac-Mixture-Funktion genannt.
Zuna¨chst wird aber erst einmal angenommen, dass eine generische Mixtur der Form
f( · ) =
M∑
i=1
αigi( · )
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zur Repra¨sentierung beliebiger Dichten verwendet wird. gi( · ) ist hier eine Wahrscheinlichkeits-
dichtefunktion und M die Anzahl der Komponenten in der Mixtur. αi sind positive Gewich-
tungsfaktoren mit der Eigenschaft
∑M
i=1 αi = 1. Da im Folgenden, durch die Behandlung beding-
ter Dichten, mehrdimensionale Funktionen betrachtet werden, mu¨ssen multivariate Mixturen
vom Typ
f(x1, . . . , xn) =
M∑
i=1
αigi(x1, . . . , xn)
verwendet werden.
Um die Vereinfachung der Inferenzschritte zu ermo¨glichen, werden Mixturen mit so genann-
ten achsenausgerichteten Komponenten verwendet. Dies bedeutet, dass sich jede Komponente
gi(x1, . . . , xn) in das Produkt
gi(x1, . . . , xn) = fi,1(x1) · . . . · fi,n(xn)
zerlegen la¨sst. Die vollsta¨ndige Mixtur kann dann als
f(x1, . . . , xn) =
M∑
i=1
αi
n∏
j=1
fi,j(xj)
geschrieben werden. Die Funktion selbst, also die Summierung der Komponenten, ist im All-
gemeinen nicht achsenausgerichtet! Ein Beispiel dafu¨r ist in Abbildung 3.1 zu sehen. Dies
ist der Konturplot einer Dichtemixtur mit drei Komponenten. Jede Komponente fu¨r sich ist
x
y
Abbildung 3.1: Konturplot einer Dichtefunktion mit drei achsenausgerichteten Komponenten.
symmetrisch zur x- und zur y-Achse. Die Gesamtdichte ist aber nicht achsenausgerichtet!
3.3 Approximation der Systemfunktion
Die Idee besteht nun darin, eine bedingte Dichtefunktion durch eine solche Mixtur
f(x|u1, . . . , ud) ≈
M∑
i=1
γifi(x)
d∏
j=1
fi,j(uj) (3.1)
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mit achsenausgerichteten Komponenten zu approximieren. Der Grund fu¨r diesen Schritt liegt
in der Tatsache, dass sich durch diese Approximation die Formeln des in Abschnitt 2.2 vorge-
stellten rekursiven Berechnungsverfahrens weiter vereinfachen lassen.
Die Vorwa¨rtsinferenz ist nach (2.1) gegeben durch
fp(x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(x|u1, . . . , ud)
d∏
i=1
f(ui)\x du1 · · · dud .
Setzt man die Approximation (3.1) ein, so erha¨lt man
fp(x) ≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
M∑
i=1
γifi(x)
d∏
j=1
fi,j(uj)
d∏
k=1
f(uk)\x du1 · · · dud .
Durch Hineinziehen der Integrale in die Summe und Umsortieren erha¨lt man die Form
fp(x) ≈
M∑
i=1
γifi(x)
d∏
j=1
∫ ∞
−∞
fi,j(uj)f(uj)\x duj . (3.2)
A¨hnliches gilt fu¨r die Ru¨ckwa¨rtsinferenz. Sie ist in (2.2) gegeben durch
fLj (x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(yj|x, xj1, . . . , xjd)fL(yj)
d∏
k=1
fp(xjk) dyj dxj1 · · · dxjd .
Durch Einsetzen der Approximation der Systemfunktion (3.1) erha¨lt man
fLj (x) ≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
(
M∑
i=1
γifi(yj)fi(x)
d∏
k=1
fi,k(xjk)
)
fL(yj)
d∏
k=1
fp(xjk) dyj dxj1 · · · dxjd .
Auch hier lassen sich die Integrale in die Summe ziehen und umsortieren und man erha¨lt
fLj (x) ≈
M∑
i=1
γifi(x)
∫ ∞
−∞
fi(yj)f
L(yj) dyj
d∏
k=1
∫ ∞
−∞
fi,k(xjk)f
p(xjk) dxjk . (3.3)
Im Folgenden werden nun Dichtetypen fu¨r den kontinuierlichen, den diskreten und den hybriden
Fall angegeben, fu¨r die sich diese Integrale analytisch lo¨sen lassen.
3.4 Gaussian Mixtures
Fu¨r den rein kontinuierlichen Fall la¨sst sich die bedingte Dichte durch eine Gaussian Mixture
beschreiben. Fu¨r den Fall einer Gaussian Mixture mit achsenausgerichteten Komponenten, der
hier betrachtet wird, erha¨lt man somit
f(x|u1, . . . , ud) =
M∑
i=1
γiNi(x, μi, σi)
d∏
j=1
Ni,j(uj, μij, σij) ,
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wobei N ( · ) eine Gaussdichte bezeichnet. Die Erwartungswerte der jeweiligen Komponenten
sind durch μ und die Standardabweichungen durch σ gegeben. Durch Einsetzen dieser Funktion
in (3.2) ergibt sich
fp(x) =
M∑
i=1
γiNi(x, μi, σi)
d∏
j=1
∫ ∞
−∞
Ni,j(uj, μij, σij)N (uj, μj, σj)\x duj .
Dieses Integral u¨ber das Produkt von Gaussdichten la¨sst sich analytisch lo¨sen und man erha¨lt
fp(x) =
M∑
i=1
γiNi(x, μi, σi)
d∏
j=1
N
(
μij, μj\x ,
√
σ2ij + σ
2
j\x
)
︸ ︷︷ ︸
cuj
,
was letztendlich wieder einer Gaussian Mixture
fp(x) =
M∑
i=1
αiNi(x, μi, σi)
mit
αi = γi
d∏
j=1
cuj
entspricht.
Dasselbe gilt fu¨r die Ru¨ckwa¨rtsinferenz. Durch Einsetzen der Gaussian Mixture erha¨lt man mit
fLj (x) =
M∑
i=1
γiNi(x)
∫ ∞
−∞
Ni(yj)N L(yj) dyj︸ ︷︷ ︸
cyj
d∏
k=1
∫ ∞
−∞
Ni,k(xjk)N p(xjk) dxjk︸ ︷︷ ︸
cxjk
wieder eine Gaussian Mixture der Form
fLj (x) =
M∑
i=1
βiNi(x, μi, σi) .
Die Parameter der Gaussdichten wurden hier aus Gru¨nden der U¨bersicht weggelassen. Die
Gewichte werden hier durch
βi = γicyj
d∏
j=1
cxjk
berechnet. Ebenfalls wurde hier angenommen, dass fp(uj) = N (uj) eine einzelne Gaussdichte
ist. Im Allgemeinen kann es sich auch hier um eine Gaussian Mixture handeln. Dasselbe gilt
fu¨r fL(yj).
Der große Vorteil dieses Verfahrens besteht nun darin, dass der Typ der Dichte u¨ber die Inferenz
erhalten bleibt. Das bedeutet, egal ob Vorwa¨rts- oder Ru¨ckwa¨rtsinferenz, bei einer Gaussian
Mixture als Prioren ist die Posteriore wieder eine Gaussian Mixture1. Daru¨ber hinaus ist bemer-
kenswert, dass die Anzahl der Komponenten in der Posterioren begrenzt ist, na¨mlich durch die
1 unter der Zusatzannahme von achsenausgerichteten Komponenten fu¨r die Systemappro-
ximation
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Anzahl der Komponenten, die fu¨r die Approximation der Systemfunktion verwendet wurden.
Ferner gibt die geschlossene Lo¨sung unmittelbar die Parameter der posterioren Dichte an.
Um die Marginaldichte u¨ber x zu berechnen, mu¨ssen die Dichten fp(x) und fL(x) multipliziert
werden. Dies ist bei Gaussian Mixtures analytisch mo¨glich und man erha¨lt wieder eine Gaussian
Mixture als Ergebnis. Lediglich die Anzahl der Komponenten steigt. Sie ist das Produkt der
Komponentenzahlen von fp(x) und fL(x). Da ha¨uﬁg eine so hohe Anzahl von Komponenten
nicht beno¨tigt wird, um eine gute Darstellung der wahren Dichte zu erhalten, wurde auf der
Fusion 2005 eine Methode vorgestellt, die die Multiplikation mit einer gleichzeitigen Reduktion
der Komponentenanzahl ausfu¨hrt [95]. Dazu wird ein progressives Verfahren verwendet, das den
einen Multiplikator graduell in das Produkt u¨berfu¨hrt und die Komponenten dabei anpasst.
Es bleibt die Frage, wie Parameter fu¨r eine gute Approximation der Systemfunktion bestimmt
werden ko¨nnen? Fu¨r einfache Systeme ko¨nnen die Parameter mit etwas Erfahrung ha¨uﬁg durch
”
Hinsehen“ angegeben werden. Eine Methode zur optimalen Berechnung der Parameter der Ap-
proximation bei gegebenem generativen Systemmodell, wird in [49] gezeigt. Hier wird zuna¨chst
eine lineare Systemfunktion optimal approximiert und dann progressiv in die gewu¨nschte nicht-
lineare Funktion u¨berfu¨hrt. Eine Idee fu¨r eine datengetriebene Gewinnung der hier beno¨tigten
Approximation ist in Kapitel 4 gegeben.
3.5 Dirac-Mixture-Repra¨sentation von diskreten Dichten
Fu¨r diskrete Systeme wird als Dichterepra¨sentierung eine so genannte Dirac-Mixture-Dichte
verwendet. Es handelt sich dabei um eine Abbildung der diskreten Zusta¨nde in einen kontinu-
ierlichen Zustandsraum. Eine Dirac-Mixture-Dichte ist gegeben durch
f(x) =
|x|∑
i=1
αiδ(x− xi) ,
wobei δ( · ) die Dirac-Delta-Funktion ist. |x| bezeichnet die Anzahl der diskreten Zusta¨nde von
x und xi sind die Zusta¨nde von x abgebildet auf R. Ohne Beschra¨nkung der Allgemeinheit gilt
xi = i fu¨r i = 1, . . . , |x| ∈ N. Eine Dirac-Mixture-Funktion kann auch zur Approximation einer
kontinuierlichen Dichte verwendet werden. Dies wird in Kapitel 4 gezeigt. In diesem Fall ist xi
nicht nur auf die natu¨rlichen Zahlen N beschra¨nkt.
Wird die Dirac-Mixture-Funktion als Dichterepra¨sentation in die Vorwa¨rtsinferenz (3.2) einge-
setzt, so erha¨lt man
fp(x) =
M∑
i=1
γi
⎡
⎣ |x|∑
k=1
αikδ(x− k)
⎤
⎦ d∏
j=1
∫
R
⎡
⎣ |uj |∑
l=1
αjlδ(uj − l)
⎤
⎦
⎡
⎣ |uj |∑
l=1
βjlδ(uj − l)
⎤
⎦ duj .
Durch Ausnutzung der Ausblendeigenschaft und Umsortieren erha¨lt man eine Dirac-Mixture-
Funktion
fp(x) =
M∑
i=1
αi
⎡
⎣ |x|∑
k=1
αikδ(x− k)
⎤
⎦ ,
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wobei die Gewichte durch
αi = γi
d∏
j=1
|uj |∑
l=1
αljβlj
berechnet werden2. Die ausfu¨hrlichere Betrachtung ist in [101] gegeben.
Setzt man die Dirac-Mixture-Beschreibungen in die Ru¨ckwa¨rtsinferenz (3.3) ein, so erha¨lt man
fLj (x) =
M∑
i=1
γi
⎡
⎣ |x|∑
l=1
αilδ(x− l)
⎤
⎦∫
R
⎡
⎣ |yj |∑
l=1
αilδ(yj − l)
⎤
⎦
⎡
⎣ |yj |∑
l=1
βilδ(yj − l)
⎤
⎦ dyj
·
d∏
k=1
∫
R
⎡
⎣|xjk|∑
l=1
αklδ(xjk − l)
⎤
⎦
⎡
⎣|xjk|∑
l=1
βklδ(xjk − l)
⎤
⎦ dxjk .
Auch hier erha¨lt man nach Ausnutzung der Ausblendeigenschaft und Umsortieren wieder eine
Dirac Mixture der Form
fLj (x) =
M∑
i=1
αi
⎡
⎣ |x|∑
l=1
αilδ(x− l)
⎤
⎦ .
Die Gewichte lassen sich durch
αi = γi
⎛
⎝ |yj |∑
l=1
αilβil
⎞
⎠ d∏
k=1
|xjk|∑
l=1
αklβkl
berechnen.
Diese Schreibweise ist eine exakte Abbildung der Inferenz fu¨r diskrete Systeme in den kontinu-
ierlichen Zustandsraum. Dies ermo¨glicht nun eine einheitliche Behandlung von kontinuierlichen
und diskreten Dichten in der Zustandsscha¨tzung, was im na¨chsten Schritt zur Behandlung
hybrider Teilsysteme fu¨hrt.
3.6 Hybride bedingte Dichten
Im Folgenden werden nun zuerst einige Spezialfa¨lle fu¨r bedingte Dichten betrachtet, aus denen
dann sukzessive das generische hybride Modell hergeleitet wird. Die Spezialfa¨lle betrachten ein
einfaches System, das aus zwei Zufallsvariablen x und y und dem Modell f(y|x) besteht. Dieses
Modell wird approximiert durch
f(y|x) ≈
M∑
i=1
γi fi(x)fi(y) .
2 Es gilt zu beachten, dass hier Diracfunktionen, also Distributionen multipliziert werden.
Das ist in diesem Fall mo¨glich, da es sich um ein normiertes Produkt u¨ber eine Summe
von Diracfunktionen handelt, wodurch eine Konvergenz gewa¨hrleistet wird. Dies la¨sst sich
beispielsweise zeigen, indem fu¨r die Diracfunktionen Gaussdichten eingesetzt werden und
dann ein Grenzu¨bergang σ → 0 der Standardabweichung durchgefu¨rt wird.
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Fu¨r den ersten Fall wird angenommen, dass x und y diskret sind. Daher gilt
f(y |x) ≈
M∑
i=1
γi
⎡
⎣ |x|∑
j=1
αijδ(x− j)
⎤
⎦
⎡
⎣ |y|∑
j=1
βijδ(y − j)
⎤
⎦ .
Um die Anwendung dieser Darstellung zu erkla¨ren wird folgendes Beispiel verwendet: Seien x
und y bina¨r und f(y|x) durch die Wahrscheinlichkeitstabelle
y = 1 y = 2
x = 1 0.3 0.7
x = 2 0.8 0.2
gegeben. Um diese bedingte Dichte als Dirac Mixture zu beschreiben, werden M = 2 Kompo-
nenten beno¨tigt, deren Parameter durch
α11 = 1 α12 = 0 β11 = 0.3 β12 = 0.7
α21 = 0 α22 = 1 β21 = 0.8 β22 = 0.2
gegeben sind. Die γ-Parameter ko¨nnen alle auf Eins gesetzt werden, da die bedingte Dichte
nicht normiert sein muss.
Fu¨r den rein diskreten Fall sieht man, dass es sich um eine exakte Darstellung der bedingten
Dichte handelt und nicht um eine Approximation.
Als na¨chstes wird der Fall betrachtet, das x diskret und y kontinuierlich ist. Dies fu¨hrt zu der
Darstellung
f(y |x) ≈
M∑
i=1
γi
⎡
⎣ |x|∑
j=1
αijδ(x− j)
⎤
⎦N (y, μi, σi) .
Fu¨r diesen Fall werden so viele Komponenten beno¨tigt, dass
M mod |x| = 0
gilt, da alle Zusta¨nde von x beru¨cksichtigt werden mu¨ssen. Daraus folgt, dass die Parameter
fu¨r eine bina¨re Variable x durch
α11 = 1 α12 = 0
α21 = 0 α22 = 1
...
...
αM−1,1 = 1 αM−1,2 = 0
αM1 = 0 αM2 = 1
gegeben sind. Die Parameter der Gausskomponenten mu¨ssen dann dem Problem entsprechend
angepasst werden, beispielsweise mit der Methode aus [49].
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Als na¨chster Fall wird x kontinuierlich und y diskret betrachtet. Hier gilt
f(y |x) ≈
M∑
i=1
γiN(x, μi, σi)
⎡
⎣ |y|∑
j=1
αijδ(y − j)
⎤
⎦ .
Fu¨r diesen Fall ist die Wahl der Komponentenanzahl stark von der zu approximierenden be-
dingten Dichte abha¨ngig. Das liegt daran, dass f(y|x) u¨ber x im Allgemeinen keine Dichte ist.
Da diese Funktion aber durch eine Gaussian-Mixture-Dichte approximiert werden soll, muss ein
Intervall festgelegt werden, innerhalb dessen die Approximation durchgefu¨hrt wird. Ansonsten
wu¨rde eine unendlich hohe Anzahl von Gausskomponenten beno¨tigt.
Um den allgemeinen Fall einer hybriden Dichte zu beschreiben, wird die Funktion f(y|x1, . . . , xm)
betrachtet. Hier soll eine Zufallsvariable y beliebigen Typs von einer Menge diskreter Zufalls-
variablen x1, . . . ,xn und einer Menge kontinuierlicher Zufallsvariablen xn+1, . . . ,xm abha¨ngen.
Dann la¨sst sich eine hybride bedingte Dichte approximieren durch
f(y|x1, . . . , xm) ≈
M∑
i=1
γifi(y)
⎛
⎝ n∏
k=1
|xk|∑
j=1
αijδ(xk − j)
⎞
⎠ m∏
k=n+1
N(xk, μi, σi) .
fi(y) ist dann entsprechend des Typs von y eine Gauss- oder eine Dirac-Mixture-Komponente.
Beispiel 3.1: Hybrides kaskadiertes System
In diesem Beispiel wird ein kaskadiertes System betrachtet, dessen Systemfunktionen nach der oben
behandelten Methode approximiert werden. Diese Kaskade hat zwei Einga¨nge x und v, einen Aus-
gang z sowie zwei verdeckte Zusta¨nde y und u und ist in Abbildung 3.2 zu sehen. Die Einga¨nge
sind diskret und der Ausgang ist kontinuierlich. Der Zustand y ist kontinuierlich und der Zustand u
ist diskret.
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Abbildung 3.2: Hybrides kaskadiertes Systems mit zwei diskreten Einga¨ngen und einem kontinuierlichen Ausgang.
Der Zustand y ist kontinuierlich und der Zustand u ist diskret.
Die diskreten Variablen sind jeweils bina¨r und die Parameter der Teilsysteme sind wie folgt gegeben:
Fu¨r die zwei Einga¨nge x und v wird eine priore Verteilung P (x = 1) = 0.4 und P (x = 2) = 0.6
beziehungsweise P (v = 1) = 0.3 und P (v = 2) = 0.7 angenommen.
Die Abha¨ngigkeit der bina¨ren Variable u von v ist durch die Wahrscheinlichkeitstabelle
v P (u = 1|v = v) P (u = 2|v = v)
1 0.5 0.5
2 0.3 0.7
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gegeben.
Die Zufallsvariable y ist kontinuierlich und ha¨ngt von der diskreten Zufallsvariable x ab. Daher muss
fu¨r jeden Zustand von x eine kontinuierliche Dichte u¨ber y gegeben sein. Aus Gru¨nden der U¨ber-
sicht wird in diesem Beispiel jeweils eine Gaussverteilung u¨ber y mit unterschiedlichen Parametern
angenommen. Die Parameter sind durch
x μy σy
1 -2 1
2 2 1
gegeben.
Die Abha¨ngigkeit von y und z wird als linear, aber fu¨r jeden Zustand von u als verschieden
angenommen. Die generativen Modelle hierfu¨r sind
u = 1 z = 2 + y + wz
u = 2 z = −2 + y + wz
,
wobei wz ein standardnormalverteilter additiver Rauschterm ist. Die entsprechenden probabilistischen
Modelle sind demnach gegeben durch
f(z|y,u = 1) = N(z, 2 + y, 1)
f(z|y,u = 2) = N(z,−2 + y, 1) .
Um den neuen Ansatz zu verwenden, wird dieses Modell durch eine Gaussian Mixture mit 50
Komponenten approximiert. Die hierfu¨r verwendeten Funktionen sind
f(z|y,u = 1) ≈
25∑
j=−25
1
50
·N(y, 2 + 0.5j, 1)N(z, 0.5j, 1)
und
f(z|y,u = 2) ≈
25∑
j=−25
1
50
·N(y,−2 + 0.5j, 1)N(z, 0.5j, 1) .
Die Qualita¨t des Verfahrens wird nun mit der exakten Lo¨sung und einem Verfahren aus der Literatur
nach Lauritzen [61] verglichen. Dazu wird nun die Beobachtung {v = 1, z = 3} angenommen und
die resultierende Dichte u¨ber y betrachtet. Das Ergebnis ist in Abbildung 3.3 zu sehen.
Man sieht hier deutlich, dass das vorgestellte Verfahren, basierend auf der Approximation der Sys-
temfunktionen, sehr nahe an der wahren Dichte liegt. Das Ergebnis nach der Methode von Lauritzen
hingegen ist deutlich ungenauer, da hier nur erstes Moment und zweites Zentralmoment der Dichte
betrachtet werden.
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Abbildung 3.3: Gegeben die Beobachtung v = 1,z = 3 wird die exakte Marginaldichte u¨ber y mit dem Resultat
des vorgestellten Verfahrens und der Methode nach Lauritzen verglichen.
In diesem Beispiel wurde keine nichtlineare Abha¨ngigkeit behandelt, da die Methode nach Lauritzen
mit diesem Fall nicht umgehen kann. Um zu zeigen, dass die neue Methode es erlaubt mit Nicht-
linearita¨ten umzugehen wird im Folgenden das Modell f(z|y, u) ausgetauscht. Dabei wird nun das
generative Modell
u = 1 z = 0.01 · y3 + wz
u = 2 z = 0.01 · (−y)3 + wz
angenommen. Die Approximation dieses Systemmodell ist aus zwei verschiedenen Perspektiven in
Abbildung 3.4 fu¨r u = 1 gezeigt.
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Abbildung 3.4: Approximation des nichtlinearen Modells f(z|y, u) fu¨r u = 1 aus zwei unterschiedlichen
Perspektiven.
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Die resultierende Zustandsdichte u¨ber y fu¨r die Beobachtung {v = 1, z = 3} ist in Abbildung 3.5
gezeigt.
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Abbildung 3.5: Vergleich der Zustandsdichten u¨ber y fu¨r ein nichtlineares Modell f(z|y, u) gegeben die
Beobachtung v = 1,z = 3.
Auch hier sieht man, dass das Ergebnis des vorgestellten Verfahrens sehr nahe an der wahren Dichte
liegt. 
Das hier vorgestellte Verfahren eignet sich sehr gut fu¨r hybride kaskadierte Systeme, die viele
diskrete Anteile haben. In Teil II wird dieses Verfahren daher auch fu¨r das Beispiel der In-
tentionserkennung eingesetzt, da hier viele symbolische Beschreibungen wie Intentionen oder
Aktionen durch diskrete Variablen beschrieben werden. Die daru¨ber hinaus beno¨tigten kon-
tinuierlichen Bewegungs- und Messmodelle ko¨nnen mit Hilfe dieses Verfahrens nahtlos in das
Gesamtmodell integriert werden.
3.7 Kompatibilita¨t
Wie bereits in Abschnitt 2.4 angesprochen, ist es das Ziel den in diesem Kapitel vorgestell-
ten Ansatz und das im folgenden Kapitel verwendete Verfahren interoperabel zu halten. Das
bedeutet, dass beide Methoden innerhalb einer Kaskade angewendet werden ko¨nnen. Da die
Vorwa¨rts- und Ru¨ckwa¨rtsinferenz u¨ber ein Teilsystem jeweils fu¨r sich abgeschlossen sind, ha¨ngt
die Kompatibilita¨t der Verfahren lediglich davon ab, ob das jeweilige Verfahren die Ausgabe des
anderen Verfahrens als Eingabe verarbeiten kann. Der Fokus liegt hierbei auf der Verarbeitung
von Dichten u¨ber kontinuierliche Variablen, da die Darstellung von diskreten Dichten durch
Dirac-Mixture-Funktion immer exakt ist und fu¨r beide Verfahren anwendbar ist.
Fu¨r den kontinuierlichen Fall ko¨nnen jedoch verschiedene Dichtebeschreibungen aufgrund der
unterschiedlichen Verfahren auftreten. Diese werden im Folgenden aufgeza¨hlt und im Hinblick
auf die in diesem Kapitel vorgestellte Methode, bezu¨glich Vorwa¨rts- und Ru¨ckwa¨rtsinferenz,
betrachtet. In Kapitel 4 wird diese Betrachtung fu¨r das andere Verfahren angestellt.
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3.7.1 Kontinuierliche Dichte
Der Fall, dass eine kontinuierliche Dichte als Eingabe fu¨r die Vorwa¨rts- bzw. Ru¨ckwa¨rtsinferenz
vorliegt, wurde in diesem Kapitel als der Standard behandelt. Hier wurde im Speziellen die Form
der Gaussian-Mixture-Dichte als Eingang betrachtet. Fu¨r beide Inferenzrichtungen wurde in
Abschnitt 3.4 gezeigt, dass das Ergebnis jeweils wieder eine Gaussian-Mixture-Dichte ist, deren
Parameter geschlossen berechnet werden ko¨nnen.
3.7.2 Exakte Beobachtung
Eine exakte Beobachtung kann entweder fu¨r den Eingang oder fu¨r den Ausgang eines Teilsys-
tems bestehen und wird in Form eines Diracimpulses an der Stelle der Beobachtung beschrieben.
Dies wurde bereits in der Herleitung des Berechnungsschemas in Abschnitt 2.2 eingefu¨hrt. So-
wohl fu¨r die Vorwa¨rts- als auch fu¨r die Ru¨ckwa¨rtsinferenz ist das Resultat in diesem Fall, bei
Anwendung des in diesem Kapitel eingefu¨hrten Verfahrens, wieder eine Gaussian Mixture, fu¨r
die die Parameter in geschlossener Form angegeben werden ko¨nnen.
3.7.3 Approximierte Dichte
Der fu¨r die Kompatibilita¨t zum in Kapitel 4 vorgestellten Verfahren wichtigste Fall ist das Auf-
treten von Dichteapproximationen in Form einer Dirac-Mixture-Funktion. Wie diese zustande
kommen wird in Kapitel 4 beschrieben. Hier soll nur betrachtet werden, ob das in diesem Kapi-
tel vorgestellte Verfahren mit einer solchen Dichterepra¨sentation zurecht kommt. Die Antwort
ist ja, denn die Dirac-Mixture-Funktion ist letztendlich lediglich eine Verallgemeinerung einer
vorliegenden exakten Beobachtung. Es handelt sich hierbei um eine Summe von gewichteten
Dicracimpulsen, wobei fu¨r jeden dieser Impulse als Ergebnis der Vorwa¨rts- oder Ru¨ckwa¨rtsin-
ferenz eine Gaussian Mixture entsteht. Das Gesamtergebnis ist eine Summe solcher Gaussian
Mixtures, die zu einer Dichte zusammengefasst werden ko¨nnen.
Die Kompatibilita¨t zum Verfahren aus Kapitel 4 ist somit gegeben und das hier beschrie-
bene Verfahren kann im Sinne einer durchgehenden Unsicherheitsbehandlung innerhalb einer
Kaskade von Teilsystemen eingesetzt werden.
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KAPITEL 4
Dichteapproximation
Ziel dieses Kapitels ist es, das Inferenzproblem fu¨r nichtlineare kontinuierliche Systeme durch
Approximation der Dichtefunktion zu lo¨sen. Dabei soll eine parametrische Beschreibung zur
Repra¨sentation der Dichte verwendet werden. Der verwendete Dichtetyp soll sich bei der Infe-
renz nicht a¨ndern. Daru¨ber hinaus soll die Komplexita¨t der Dichtebeschreibung in Bezug auf
die Anzahl der verwendeten Parameter nicht steigen oder zumindest zu Lasten der Approxi-
mationsgu¨te begrenzt werden ko¨nnen.
4.1 Stand der Technik
In der Literatur sind vor allem im Bereich der nichtlinearen Filter viele Dichterepra¨sentationen
bekannt. Hier sind beispielsweise Edgeworth Expansionen [20] oder Exponentialdichten [18] zu
nennen. Dabei handelt es sich um Reihenentwicklungen. Da diese Entwicklungen abgebrochen
werden mu¨ssen, handelt es sich bei der beschriebenen Funktion nicht immer um eine korrekte
Dichte, da, wie im Beispiel von Edgeworth Expansionen, negative Werte angenommen werden
ko¨nnen.
Ein in der Literatur sehr weit verbreiteter Ansatz ist die Verwendung von Gaussian-Mixture-
Funktionen zur Dichtebeschreibung [4]. Hierbei handelt es sich um einen universellen Approxi-
mator [104], der bei der Verwendung von positiven Gewichtungsfaktoren immer eine korrekte
Dichte beschreibt. Die Eigenschaft des universellen Approximators gilt allerdings im Allgemei-
nen nur fu¨r Gaussian Mixtures mit unendlich vielen Komponenten. Eine Methode zur Filterung
mit Gaussian Mixtures ist das Progressive Bayes Verfahren [42]. Hier wird das systematische Ap-
proximieren der Dichte in ein Optimierungsproblem u¨berfu¨hrt, das dann progressiv gelo¨st wird.
Dieses Verfahren ist eine theoretische Basis fu¨r das in diesem Kapitel vorgestellte Verfahren.
Ein weiterer sehr popula¨rer Ansatz in der Literatur sind Monte-Carlo-Methoden, zu denen
auch die so genannten Partikelﬁlter [74, 11, 28, 27] geho¨ren. Hier wird die Dichte durch eine
Menge von Realisierungen, so genannte Partikel, repra¨sentiert. Dies ermo¨glicht eine punktweise
analytische Auswertung der Inferenzintegrale. Da die Partikel zufa¨llig aus der Dichte gezogen
werden, handelt es sich hierbei um eine Monte-Carlo-Integration. Da die Samples aus Komple-
xita¨tsgru¨nden im Allgemeinen nicht aus der wahren Dichte gezogen werden ko¨nnen, kommen
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ha¨uﬁg so genannte Proposal-Dichten zum Einsatz, was man auch als Importance Sampling [36]
bezeichnet. Ein Problem bei Partikelﬁltern ist, dass die Partikel mit der Zeit aussterben ko¨nnen,
da sie an ungu¨nstigen Stellen plaziert werden und somit abgewichtet werden mu¨ssen. Dem wird
beispielsweise mit so genannten Bootstrap-Methoden [38] begegnet. Ein spezieller Typ sind so
genannte regularisierte Partikelﬁlter [70, 6], die aus einer kontinuierlichen Approximation der
posterioren Dichte die Realisierungen ziehen. Damit produzieren sie glattere Resultate.
Die Monte-Carlo-Methode hat jedoch einige Probleme, die durch das zufa¨llige Ziehen von Rea-
lisierungen verursacht werden. So sind die Ergbnisse im Allgemeinen nicht deterministisch. Das
heißt, dass das mehrfache Ausfu¨hren des gleichen Inferenzschrittes bei identischen Vorbedin-
gungen zu unterschiedlichen Ergebnissen fu¨hrt. Daru¨ber hinaus wird eine große Anzahl von
Partikeln beno¨tigt, um eine gute Darstellung der Dichte zu erhalten. Die Anzahl der Partikel
kann aber aufgrund des Indeterminismus im Allgemeinen nicht im Vorhinein festgelegt werden.
Um diesen Problemen zu begegnen, wurden so genannte Quasi Random Sequenzen [56, 67] als
Alternative zum zufa¨lligen Ziehen von Realisierungen vorgeschlagen. Eine bekannte Sequenz ist
die Niederreiter-Reihe [71]. Ein Filter, das auf Quasi Random Sequenzen beruht wurde in [83]
vorgestellt.
Ein weiteres sehr bekanntes Verfahren, das auf einer punktweisen Auswertung beruht ist das
Unscented Kalman Filter (UKF) [54, 55]. Hier wird das Integral der Vorwa¨rtsinferenz an de-
terministischen Stellen, so genannten Σ-Punkten ausgewertet. Die Wahl dieser Punkte liefert
allerdings nur im linearen Fall exakte Ergebnisse.
Das in diesem Kapitel vorgestellte Verfahren vereint einige positive Eigenschaften der oben
genannten Methoden. Die Idee beruht auf einer punktweisen Darstellung der Dichte, die deter-
ministisch und optimal ist. Dazu wird der Dichtetyp der Dirac-Mixture, der bereits in Kapitel 3
zur Darstellung von diskreten Dichtefunktionen verwendet wurde, fu¨r die Approximation konti-
nuierlicher Dichten verwendet. Diese Approximation wird durch Minimierung eines Gu¨temaßes
in ein Optimierungsproblem u¨berfu¨hrt, was ein deterministisches Ergebnis in Vorwa¨rts- und
Ru¨ckwa¨rtsinferenz ermo¨glicht. Ein weiterer Eﬀekt ist die Mo¨glichkeit, die Anzahl der beno¨tigten
Parameter fu¨r eine frei wa¨hlbare Approximationsgu¨te zu bestimmen.
4.2 Dirac-Mixture-Dichten
Eine besondere Form der Dichtebeschreibung stellt die Summe gewichteter Diracfunktionen
dar. Diese Repra¨sentierung wird als Dirac-Mixture-Dichte bezeichnet. Die Dichtefunktion ist
gegeben durch
f(x) =
L∑
i=1
ωiδ(x− xi) , (4.1)
wobei ωi Gewichtungsfaktoren sind und δ( · ) fu¨r die Dirac-Delta-Funktion steht.
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Die Dirac-Delta-Funktion, oder kurz Diracfunktion, ist im Allgemeinen deﬁniert durch
δ(x) = lim
σ→0
N (x, 0, σ) , (4.2)
also eine Gaussdichte deren Standardabweichung σ gegen Null geht. Als besondere Eigenschaf-
ten der Diracfunktion gelten
δ(x) =
⎧⎨
⎩undef, x = 00, sonst ,
sowie die Ausblendeigenschaft
∫ a+
a−
f(x)δ(x− a) dx = f(a) .
Da ferner gilt, dass δ(±∞) = 0 und ∫∞−∞ δ(x) dx = 1, handelt es sich bei der Diracfunktion um
eine normierte Dichtefunktion.
Eine Dirac-Mixture-Dichte ist somit eine parametrische Dichtefunktion mit dem Parametervek-
tor
η =
[
ω1 . . . ωL x1 . . . xL
]T
,
wobei ωi die Gewichte und xi die Positionen der jeweiligen Diracfunktionen sind.
Um zu gewa¨hrleisten, dass es sich um eine gu¨ltige Dichte handelt, mu¨ssen alle Gewichtungs-
faktoren
ωi ≥ 0
positiv sein fu¨r i = 1, . . . , L. Außerdem muss, um eine normierte Dichte zu erhalten, die Summe
der Gewichte Eins ergeben
L∑
i=1
ωi = 1 .
Da sich die Diracfunktion aus der Gaussdichte deﬁniert und eine Gaussian Mixture ein univer-
seller Approximator ist [104], handelt es sich bei der Dirac Mixture ebenfalls um einen universel-
len Approximator. Allerdings gilt auch hier, dass im Allgemeinen unendlich viele Komponenten
beno¨tigt werden.
Eine Dirac-Mixture-Darstellung erlaubt ein geschlossene Berechnung der Momente aus den
Parametern.
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Fu¨r die Momente gilt
Ei = E{xi}
=
∫ ∞
−∞
xif(x) dx
=
∫ ∞
−∞
xi
L∑
j=1
ωjδ(x− xj) dx
=
L∑
j=1
ωj
∫ ∞
−∞
xiδ(x− xj) dx
=
L∑
j=1
ωjx
i
j .
Der Mittelwert xˆ = E{x} einer Dirac-Mixture-Dichte ist also gegeben durch ∑Lj=1 ωjxi.
Die Zentralmomente lassen sich berechnen durch
Ci = E{(x− xˆ)i}
=
∫ ∞
−∞
(x− xˆ)if(x) dx
=
∫ ∞
−∞
(x− xˆ)i
L∑
j=1
ωjδ(x− xj) dx
=
L∑
j=1
ωj
∫ ∞
−∞
(x− xˆ)iδ(x− xj) dx
=
L∑
j=1
ωj(xj − xˆ)i .
A¨hnliche Beschreibungen fu¨r Dichten werden im Bereich der Monte-Carlo-Methoden oder Par-
tikelﬁlter benutzt [27]. Die Parameter repra¨sentieren dort Stichproben die zufa¨llig aus einer
Dichte gezogen werden. Ein solcher Ansatz wird in dieser Arbeit nicht verfolgt! Die neuartige
Idee besteht vielmehr darin, eine komplexe Wahrscheinlichkeitsdichte optimal hinsichtlich eines
Gu¨temaßes durch eine Dirac Mixture zu approximieren. Ein Verfahren dazu wird in Abschnitt
4.5 vorgestellt.
4.3 Inferenz
Der große Vorteil der Darstellung einer Dichte durch eine Dirac-Mixture-Funktion liegt darin,
dass es fu¨r diesen speziellen Dichtetyp mo¨glich ist, die Bayes’sche Vorwa¨rts- und Ru¨ckwa¨rts-
inferenz aus Abschnitt 2 fu¨r beliebige Systeme analytisch geschlossen zu berechnen. Dies soll
in den folgenden zwei Abschnitten gezeigt werden. Es werden dazu wieder die Formeln aus
Abschnitt 2.2 instanziiert. Zur besseren U¨bersicht wird im Folgenden ein Teilsystem mit nur
einem Eingang behandelt. Dies la¨sst sich aber ohne Probleme erweitern.
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4.3.1 Vorwa¨rtsinferenz
Die Bayes’sche Vorwa¨rtsinferenz ist nach (2.1) gegeben durch die Gleichung
fp(x) =
∫ ∞
−∞
f(x |u)f(u) du .
Ist nun die priore Dichtefunktion f(u) in Form einer Dirac-Mixture-Funktion
f(u) =
N∑
i=1
ωiδ(u− ui) (4.3)
gegeben, so kann diese in (2.1) eingesetzt werden, woraus
fp(x) =
∫ ∞
−∞
f(x |u)
N∑
i=1
ωiδ(u− ui) du
folgt. Dieses Integral la¨sst sich unter Ausnutzung der Ausblendeigenschaft der Diracfunktion
lo¨sen und man erha¨lt
fp(x) =
N∑
i=1
ωif(x |ui) .
Die Funktion f(x |ui) ist eine Dichte u¨ber x, da ui ein konstanter Wert ist. Es la¨sst sich daher
auch von einem Schnitt durch die bedingte Dichte f(x |u) an der Stelle ui sprechen.
Im Falle eines Systems mit additivem Rauschen, beschrieben durch die Funktion
x = g(u) +w ,
wobei w nach fw(w) verteilt ist, ergibt sich das probabilistische Modell
f(x |u) = fw(x− g(u)) .
Als analytische Lo¨sung der Vorwa¨rtsinferenz fu¨r dieses System erha¨lt man somit
fp(x) =
N∑
i=1
ωif
w(x− g(ui)) .
Wenn das Rauschen gaussverteilt ist, so ist das Ergebnis der Vorwa¨rtsinferenz eine Gaussian-
Mixture-Dichte. Diese Vorgehensweise funktioniert gleichermaßen auch fu¨r andere Rauschcha-
rakteristika wie beispielsweise multiplikatives Rauschen.
Eine praktische Anwendung dieser analytischen Vorwa¨rtsinferenz wird in Abschnitt 4.6.1 ge-
zeigt.
4.3.2 Ru¨ckwa¨rtsinferenz
Die Bayes’sche Ru¨ckwa¨rtsinferenz ist nach (2.2) gegeben durch
fL(x) =
∫ ∞
−∞
f(y|x)fL(y) dy . (4.4)
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wobei fL(y) die Beobachtung u¨ber y beschreibt. Fu¨r den Fall, dass eine exakte Beobachtung
δ(y − yˇ) vorliegt, wurde in Abschnitt 2.2 bereits gezeigt, dass
fL(x) = f(yˇ|x) (4.5)
gilt. Handelt es sich um eine unsichere Beobachtung, beispielsweise als Ergebnis der Ru¨ckwa¨rts-
inferenz eines folgenden Systems in der Kaskade, so kann diese in Form einer Dirac-Mixture-
Dichte
fL(y) =
M∑
i=1
ωiδ(y − yi)
gegeben sein. Diese la¨sst sich ebenfalls in (2.2) einsetzen und man erha¨lt
fL(x) =
M∑
i=1
ωif(yi|x) .
In beiden Fa¨llen ist das Ergebnis eine kontinuierliche Likelihoodfunktion. Um nun den Zustand
u¨ber x zu erhalten muss fL(x) mit der prioren Dichte fp(x) multipliziert werden. Ist die priore
Dichte fp(x) als Dirac-Mixture-Funktion wie in (4.3) gegeben, so la¨sst sich die posteriore Dich-
te f(x) berechnen, indem die Likelihoodfunktion fL(x) an den Stellen xi ausgewertet wird,
an denen die Dirac Komponenten von fp(x) sitzen. Dies ist sinnvoll, da die Priore an allen
anderen Stellen den Wert Null hat und daher auch keinen Beitrag fu¨r die Posteriore liefert. Die
posteriore Dichte ist somit in diesem Fall wieder eine Dirac-Mixture-Funktion. Der Beitrag der
Likelihoodfunktion wird daher in den Gewichten der neu entstehenden Dirac-Mixture-Dichte
f(x) =
N ′∑
i=1
ω¯iδ(x− xi)
beru¨cksichtigt mit
ω¯i = c ·ωi · fL(xi) ,
wobei ωi das Gewicht aus der prioren Dichte und c eine Normierungskonstante ist. Diese
Konstante la¨sst sich berechnen durch
c =
1∑N ′
i=1 ωi · fL(xi)
.
Im Fall einer exakten Beobachtung gilt N ′ = N , im Fall einer unsicheren Beobachtung N ′ = N ·M .
4.4 Kompatibilita¨t
Bevor nun in Abschnitt 4.5 gezeigt wird, wie eine optimale Approximation einer kontinuierli-
chen Dichte durch Dirac-Mixture-Dichten berechnet werden kann, soll hier die Kompatibilita¨t
der Inferenz mit Dichteapproximation zur Inferenz mit Systemapproximation aus Kapitel 3
untersucht werden. Dazu werden wieder die drei Fa¨lle wie in Kapitel 3 betrachtet.
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4.4.1 Kontinuierliche Dichte
Durch Verwendung des Verfahrens der Systemapproximation aus Kapitel 3 fu¨r die Inferenz auf
Vorga¨nger- oder Nachfolgersysteme in der Kaskade erha¨lt man als Eingang fu¨r die Inferenz kon-
tinuierliche Dichtebeschreibungen. Dies sind hier im Allgemeinen Gaussian Mixtures. Um diese
Dichten weiterverarbeiten zu ko¨nnen, mu¨ssen sie in eine Form gebracht werden, die zur hier
vorgestellten Inferenzmethode passen. D.h. sie mu¨ssen durch eine Dirac-Mixture-Dichte appro-
ximiert werden. Dies ist mit der in Abschnitt 4.5 vorgestellten Methode mo¨glich. Daher kann
das hier behandelte Verfahren zusammen mit dem Verfahren aus Kapitel 3 in einer Kaskade
verwendet werden und die durchgehende Unsicherheitsbetrachtung bleibt gewahrt.
4.4.2 Exakte Beobachtung
Die Behandlung einer exakten Beobachtung wurde fu¨r die Ru¨ckwa¨rtsinfernz in Form von
fL(y − yˆ) bereits gezeigt. Fu¨r den Fall der Vorwa¨rtsinferenz stellt die exakte Beobachtung
einen Spezialfall zur Eingabe einer Dirac-Mixture-Dichte dar, da es sich nur um eine Dirac-
Komponente handelt.
4.4.3 Approximierte Dichte
Die Eingabe einer Dirac-Mixture-Dichte fu¨r die Inferenz stellt gewissermaßen die native Form
fu¨r diese Inferenzmethode dar und bereitet daher keine Probleme.
4.5 Optimale Approximation
In diesem Abschnitt wird nun ein Vorgehen pra¨sentiert, mit dessen Hilfe sich eine geeignete Ap-
proximation durch Dirac-Mixture-Dichten berechnen la¨sst, um die vorgestellten Inferenzschritte
anwenden zu ko¨nnen. Das Ziel ist es, das Approximationsproblem als Optimierungsproblem zu
formulieren. Gegeben sei dazu eine kontinuierliche Dichtefunktion f˜(x). Diese Dichte wird auch
als wahre Dichte bezeichnet und soll durch eine Dirac-Mixture-Dichte der Form
f(x, η) =
L∑
i=1
ωiδ(x− xi)
approximiert werden. Wie bereits in Abschnitt 4.2 beschrieben, ist η der Parametervektor der
Dirac-Mixture
η =
[
ω1 . . . ωL xi . . . xL
]T
mit ωi als Gewichte und xi als Positionen der jeweiligen Diracfunktionen.
Die Idee, eine Approximation als Optimierungsproblem aufzufassen, beruht darauf, dass ein
Gu¨temaß G( · ) zwischen der wahren Dichte und ihrer Approximation
G
(
f˜(x), f(x, η)
)
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minimiert wird. Die optimale Approximation im Hinblick auf das gewa¨hlte Gu¨temaß ist dann
gegeben durch den Parametervektor fu¨r den gilt
ηˆ = argmin
η
G
(
f˜(x), f(x, η)
)
. (4.6)
In der Literatur sind viele verschiedene Gu¨temaße zum Vergleich von Dichten bekannt. Als
besonders anschaulich ist hier das integralquadratische Maß
G(η) =
∫ ∞
−∞
(
f˜(x)− f(x, η)
)2
dx
zu nennen [104, 52]. Dieses Gu¨temaß beschreibt die A¨hnlichkeit der Form der Dichten.
Ein in der Literatur sehr popula¨res Maß ist die Kullback-Leibler Divergenz [58]
G(η) =
∫ ∞
−∞
f(x, η) log
(
f(x, η)
f˜(x)
)
dx .
Diese ist allerdings aufgrund der fehlenden Symmetrieeigenschaft kein Distanzmaß. Es gibt
jedoch Ansa¨tze zur Symmetrierung [53].
Allen Gu¨temaßen, die auf Dichten deﬁniert sind ist gemein, dass sie fu¨r die Verwendung mit
Dirac-Mixtures nicht geeignet sind. Dies liegt daran, dass die Dirac-Mixture an den meisten
Stellen den Wert Null annimmt und somit ein Vergleich an diesen Stellen keinen Sinn ergibt. Der
Ansatz der hier nun verfolgt wird, besteht stattdessen darin, ein Gu¨temaß im Verteilungsraum
zu betrachten. Die Verteilungsfunktion einer Dichte f(x) ist gegeben durch das Integral
F (x) =
∫ x
−∞
f(u) du .
Die Verteilungsfunktion der Diracfunktion ist ein Sprung, die so genannte Heavisidefunktion∫ x
−∞
δ(u) du = H(x) .
Diese ist deﬁniert durch
H(x) =
⎧⎪⎪⎨
⎪⎪⎩
0, x < 0
1
2
, x = 0
1, x > 0
.
Die Verteilungsfunktion einer Dirac-Mixture ergibt sich somit zu
F (x) =
L∑
i=1
ωiH(x− xi) (4.7)
und wird auch als Heaviside-Mixture bezeichnet. Diese nimmt Werte zwischen Eins und Null
an und la¨sst sich mit anderen Verteilungsfunktionen mittels Gu¨temaß vergleichen.
Ein einfaches und weit verbreitetes Gu¨temaß im Verteilungsraum ist die Kolmogorov-Smirnov
Distanz [84] gegeben durch
G(η) = max
−∞<x<∞
∣∣∣F˜ (x)− F (x, η)∣∣∣ .
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Sie gibt den maximalen absoluten Fehler zwischen zwei Verteilungsfunktionen an.
Ein Gu¨temaß, welches die Form der Verteilungsfunktionen betrachtet, ist die Crame´r-von Mises
Distanz [12]
G(η) =
∫ ∞
−∞
r(x)
(
F˜ (x)− F (x, η)
)2
dx , (4.8)
wobei r(x) eine Gewichtungsfunktion ist. Im Folgenden wird dieses Gu¨temaß fu¨r die Optimie-
rung verwendet.
Um nun eine optimale Approximation bezu¨glich des geeigneten Gu¨temaßes, wie in (4.6) gege-
ben, zu erhalten, wird die Nullstelle der Ableitung nach dem Parametervektor
∂G(η)
∂η
= 0
gesucht.
Der Rest dieses Abschnitts gliedert sich nun in die Spezialfa¨lle Optimierung der Gewichte bei
gegebenen Positionen, Optimierung der Positionen bei festen Gewichten sowie die vollsta¨ndige
Optimierung von Positionen und Gewichten der Dirac-Mixture.
4.5.1 Optimierung der Gewichte bei gegebenen Positionen
Zuerst wird ein besonders einfacher Spezialfall betrachtet. Die Positionen der Dirac-Mixture-
Funktion x1, . . . , xL werden hier als gegeben und fest angenommen. Der Parametervektor
η =
[
ω1 . . . ωL
]T
,
besteht somit nur aus den Gewichten.
Die Ableitung der Crame´r-von Mises Distanz zwischen der wahren Verteilung F˜ (x) und der
Approximation F (x, η) ergibt nun
∂G(η)
∂η
=
⎡
⎢⎢⎣
∂G(η)
∂ω1
...
∂G(η)
∂ωL
⎤
⎥⎥⎦ .
Durch Einsetzen der Verteilungsfunktion der Approximation (4.7) ergeben sich die Ableitung
nach den einzelnen Gewichten zu
∂G(η)
∂ωi
= 2
∫ ∞
−∞
r(x)
[
F˜ (x)− F (x, η)
]
H(x− xi) dx
= 2
∫ ∞
xi
r(x)
[
F˜ (x)− F (x, η)
]
dx . (4.9)
Durch Nullsetzen der Funktion und Einsetzen der Verteilungsfunktion erha¨lt man∫ ∞
xi
r(x)F˜ (x) dx =
L∑
j=1
ωj
∫ ∞
xi
r(x)H(x− xj) dx .
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Die Gewichtungsfunktion r(x) kann nun so gewa¨hlt werden, dass, wie bei einer Fensterfunktion,
nur der relevante Teil der wahren Dichte betrachtet wird, beispielsweise einen Bereich in dem
der Großteil der Wahrscheinlichkeitsmasse liegt. Eine einfache Gewichtungsfunktion
r(x) =
⎧⎨
⎩1, −c < x < c0, sonst (4.10)
erfu¨llt diesen Zweck. c ist hierbei eine Konstante. Durch Einsetzen von (4.10) ergibt sich nun∫ c
xi
F˜ (x) dx =
L∑
j=1
ωj
∫ c
xi
H(x− xj) dx . (4.11)
Es verbleiben also lediglich bestimmte Integrale, die sich fu¨r die rechte Seite lo¨sen lassen zu∫ c
xi
F˜ (x) dx = c
L∑
j=1
ωj − xi
i∑
j=1
ωj −
L∑
j=i+1
ωjxj .
Dies ergibt fu¨r die Gewichte ωi ein lineares Gleichungssystem⎡
⎢⎢⎢⎢⎢⎢⎣
∫ c
x1
F˜ (x) dx∫ c
x2
F˜ (x) dx∫ c
x3
F˜ (x) dx
...∫ c
xL
F˜ (x) dx
⎤
⎥⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
c− x1 c− x2 c− x3 · · · c− xL
c− x2 c− x2 c− x3 · · · c− xL
c− x3 c− x3 c− x3 · · · c− xL
...
...
...
. . .
...
c− xL c− xL c− xL · · · c− xL
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
ω1
ω2
ω3
...
ωL
⎤
⎥⎥⎥⎥⎥⎥⎦
Beispiel 4.1: Approximation einer Standardnormalverteilung an festen Positionen
Dieses Beispiel zeigt die Approximation einer Standardnormalverteilung mit L = 10 Komponenten in
der Dirac-Mixture. Die Konstante c wurde hier auf c = 3 gesetzt. Die Positionen xi fu¨r i = 1, . . . , 10
sind im Intervall [−c, c] a¨quidistant.
?
??
??
Abbildung 4.1: Approximation einer Standardnormalverteilung durch eine Dirac-Mixture-Funktion mit festen Po-
sitionen. Auf der linken Seite sind die Verteilung der wahren Funktion in blau und die Verteilung der Approximation
in rot gegeben. Auf der rechten Seite sind die entsprechenden Dichtefunktionen zu sehen.

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Das Ergebnis des Beispiels zeigt sehr scho¨n, wie sich die Gewichte gema¨ß dem Verlauf der
Dichte anpassen. In der Verteilung sieht man, wie der Approximationsfehler symmetrisch zur
wahren Dichte angeordnet ist, was dem Minimum der Gu¨tefunktion entspricht.
4.5.2 Optimierung der Positionen bei festen Gewichten
In diesem Abschnitt werden nun die Positionen der Dirac-Mixture optimiert unter der Annah-
me, dass die Gewichte identisch und fest sind. Die folgenden Herleitungen stammen aus einer
Vero¨ﬀentlichung auf der CDC 2006 [93].
Der Parametervektor der Dirac-Mixture-Funktion ist gegeben durch
η =
[
x1, x2, . . . , xl
]T
. (4.12)
Er besteht also nur aus Positionen. Fu¨r die Positionen wird eine Ordnung
x1 < x2 < . . . < xL−1 < xL
angenommen. Die Gewichte sind identisch ωi =
1
L
fu¨r i = 1, . . . , L. Als Gu¨temaß wird die
Crame´r-von Mises Distanz verwendet, diesmal allerdings mit r( · ) = 1
G(η) =
∫ ∞
−∞
(
F˜ (x)− F (x, η)
)2
dx . (4.13)
Satz 4.1 Die optimalen Parameter xi fu¨r i = 1, . . . , L einer Dirac-Mixture-Approximation
f(x, η) nach (4.1) mit dem Parametervektor η nach (4.12) einer gegebenen Dichte f˜(x) bei
gegebenem Gu¨temaß (4.13) erha¨lt man durch Lo¨sen der Gleichung
F˜ (xi) =
2i− 1
L
(4.14)
fu¨r i = 1, . . . , L.
Beweis: Als notwendige Bedingung fu¨r das Minimum des Gu¨temaßes muss die Nullstelle der
Ableitung des Gu¨temaßes nach dem Parametervektor
∂G(η)
∂η
= 0
bestimmt werden. Fu¨r die einzelnen Parameter xi erha¨lt man
∂G(η)
∂xi
= −2
∫ ∞
−∞
(
F˜ (x)−
L∑
j=1
wjH(x− xj)
)
δ(x− xi) dx
fu¨r i = 1, . . . , L. Durch Ausnutzung der Ausblendeigenschaft der Diracfunktion erha¨lt man
∂G(η)
∂xi
= −2
(
F˜ (xi)−
L∑
j=1
wjH(xi − xj)
)
. (4.15)
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Nach Auswertung der Heavisidefunktionen H(xi−xj) und Nullsetzen der Gleichung erha¨lt man
das gewu¨nschte Ergebnis
F˜ (xi)− 2i− 1
2L
!
= 0
fu¨r i = 1, . . . , L. 
Das Gleichungssystem (4.14) ist allerdings nur fu¨r Spezialfa¨lle geschlossen analytisch lo¨sbar.
Es folgt daher zuerst eine Betrachtung solcher Spezialfa¨lle, gefolgt von einer Lo¨sung fu¨r den
allgemeinen Fall.
Gleichverteilung
Der erste Spezialfall, der eine geschlossen Lo¨sung von (4.14) ermo¨glicht, ist die Gleichvertei-
lungsdichte. Ohne Beschra¨nkung der Allgemeinheit nehmen wir eine Gleichverteilungsdichte
gegeben durch
f˜(x) =
⎧⎪⎪⎨
⎪⎪⎩
0, x < 0
1, 0 ≤ x < 1
0, x ≥ 1
(4.16)
an. Die entsprechende Verteilungsfunktion ist somit gegeben durch
F˜ (x) =
⎧⎪⎪⎨
⎪⎪⎩
0, x < 0
x, 0 ≤ x < 1
1, x ≥ 1
.
Durch Einsetzen in (4.14) erha¨lt man unmittelbar die Lo¨sung
xi =
2i− 1
2L
(4.17)
fu¨r i = 1, . . . , L.
Beispiel 4.2: Approximation einer Gleichverteilung mit festen Gewichten
Dieses Beispiel zeigt in Abbildung 4.2 die Lo¨sung von (4.14) fu¨r eine Gleichverteilung im Intervall
[0, 1] fu¨r L = 5, L = 10 und L = 15 Komponenten in der Dirac Mixture.
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Abbildung 4.2: Approximation einer Gleichverteilung fu¨r unterschiedliche Anzahlen von Komponenten L = 5, L =
10 und L = 15. In blau ist jeweils die wahre Verteilungsfunktion und in rot die Approximation angegeben.

Es ist oﬀensichtlich, dass diese Approximation fu¨r L → ∞ gegen die wahre Dichte konver-
giert. Diese Aussage wird im Folgenden etwas formaler gefasst. Die Beweise sind jeweils in [93]
gegeben.
Satz 4.2 Das Distanzmaß G(η) zwischen der Gleichverteilungsfunktion F˜ (x) und ihrer Dirac-
Mixture-Approximation mit L Komponenten ist
G(η) =
1
12
1
L2
und geht quadratisch gegen Null, wenn die Anzahl der Komponenten L steigt.
Beweis: Das Distanzmaß zwischen F˜ (x) und F (x, η) ist in diesem Fall gegeben durch
G(η) =
∫ 1
0
(
x−
L∑
i=1
1
L
H
(
x− 2i− 1
2L
))2
dx .
Dies ist a¨quivalent zu
G(η) =
2L∑
i=1
(∫ 1
2L
0
x2 dx
)
.
Die Auswertung des Integrals ergibt
G(η) =
2L∑
i=1
1
3
1
(2L)3
=
1
3
1
(2L)2
was den Beweis abschließt. 
Der Erwartungswert und die Varianz der wahren Dichte f˜(x) betragen
Ef˜{x} =
1
2
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und
Ef˜
{(
x− Ef˜{x}
)}
=
1
12
.
Lemma 4.1 Der Erwartungswert einer Dirac-Mixture-Approximation einer Gleichverteilungs-
dichte ist (unabha¨ngig von der Anzahl der Komponenten L) gegeben durch
Ef˜{x} =
L∑
i=1
1
L
2i− 1
2L
=
1
2
.
Beweis:
Ef{x} =
∫ ∞
−∞
x
(
L∑
i=1
ωiδ(x− 2i− 1
2L
)
)
dx
Daraus folgt durch Anwendung der Ausblendeigenschaft
Ef{x} =
L∑
i=1
1
L
2i− 1
2L
.
Durch Vereinfachung erha¨lt man
Ef{x} = L(L + 1)− L
2L2
=
1
2
.

Somit ist der Erwartungswert der Approximation gleich dem Erwartungswert der wahren
Dichte, unabha¨ngig von der Anzahl der Komponenten.
Lemma 4.2 Die Varianz der Dirac-Mixture-Approximation ist gegeben durch
Ef
{
(x− Ef{x})2
}
=
L2 − 1
12L2
.
Beweis: Die Varianz ist gegeben durch
Ef
{
(x− Ef{x})2
}
= Ef
{(
x− 1
2
)2}
= Ef
{
x2 − x + 1
4
}
=
(
L∑
i=1
1
L
(2i− 1)2
(2L)2
)
− 1
4
.
Da es sich hierbei um eine arithmetische Reihe handelt, la¨sst sich der Ausdruck zu
4L2 − 1
12L2
− 1
4
vereinfachen, woraus unmittelbar das Ergebnis folgt. 
Die Varianz der Approximation konvergiert somit gegen die Varianz der wahren Dichte, wenn
die Anzahl der Komponenten gegen unendlich geht.
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Gaussdichte
Als weiterer Spezialfall fu¨r den die Gleichung (4.14) geschlossen lo¨sbar ist wird nun die Gauss-
dichte gegeben durch
f˜(x) =
1√
2πσ
exp
{
1
2
(x− μ)2
σ2
}
betrachtet, wobei μ der Mittelwert und σ die Standardabweichung ist. Die Verteilungsfunktion
der Gaussdichte kann mit Hilfe der Fehlerfunktion erf( · ) dargestellt werden als
F˜ (x) =
1
2
erf
(
x− μ√
2σ
)
+
1
2
.
Die erf-Funktion liegt im Allgemeinen tabelliert vor [19], oder sie wird, wie beispielsweise in
MATLAB, approximativ berechnet [22].
Lemma 4.3 Die Parameter einer Dirac-Mixture-Approximation einer Gaussdichte sind
xi =
√
2σ erf−1
(
2i− 1− L
L
)
+ μ
fu¨r i = 1, . . . , L.
Beweis: Einsetzen der Verteilungsfunktion in (4.14) ergibt
1
2
erf
(
x− μ√
2σ
)
+
1
2
=
2i− 1
2L
,
woraus das Ergebnis unmittelbar folgt. 
Die inverse Fehlerfunktion erf−1 ist beispielsweise in MATLAB gegeben durch die Funktion
erfinv( · ).
Beispiel 4.3: Approximation einer Gaussdichte mit festen Gewichten
Dieses Beispiel zeigt in Abbildung 4.3 die Approximation einer Gaussdichte durch eine Dirac-Mixture-
Funktion mit festen Gewichten.
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Abbildung 4.3: Approximation einer Gaussdichte durch eine Dirac-Mixture-Funktion mit unterschiedlichen An-
zahlen von Komponenten L = 3, L = 5 und L = 10. Links sind jeweils die wahre Verteilungsfunktion in blau und
die Approximation in rot angegeben. Rechts sind die entsprechenden Dichtefunktionen zu sehen.
Die Approximation wurde mit L = 3, L = 5 und L = 10 durchgefu¨hrt. Man sieht deutlich,
wie sich die Dirac-Komponenten im der Bereich der gro¨ßten Wahrscheinlichkeitsmasse der wah-
ren Dichte dra¨ngen. Außerdem wirkt sich die Symmetrie der wahren Dichte als eine Symmetrie in
der Approximation aus. 
Allgemeiner Fall
Fu¨r den allgemeinen Fall, in dem eine beliebige komplexe kontinuierliche Dichtefunktion f˜(x)
vorliegt, ist (4.14) nicht geschlossen lo¨sbar. Dies liegt vor allem daran, dass die Verteilungs-
funktion F˜ (x) ha¨uﬁg nicht analytisch invertierbar ist. Daher wird hier nun ein progressives nu-
merisches Verfahren zur Lo¨sung dieses Problems vorgeschlagen. Dieses Verfahren wurde bereits
erfolgreich fu¨r die Approximation einer wahren Dichte durch Gaussian-Mixtures angewendet
[43, 42, 41].
Die Hauptidee des Verfahrens besteht darin, die Approximation progressiv herbeizufu¨hren.
D.h. es wird zuerst ein
”
einfaches“ Approximationsproblem gelo¨st, welches dann sukzessive
in das eigentliche (komplexe) Approximationsproblem u¨berfu¨hrt wird. Dieses kontinuierliche
U¨berfu¨hren des einen Problems in das andere erlaubt es, die Lo¨sung graduell anzupassen und
so schlussendlich die Gesamtlo¨sung zu erhalten.
Anschaulich la¨sst sich das Verfahren so beschreiben, dass zu Beginn eine
”
einfache“ Dichte s(x)
approximiert wird, fu¨r die eine optimale Lo¨sung bereits bekannt ist oder leicht gefunden werden
kann. Kandidaten hierfu¨r sind beispielsweise die Gleichverteilungsdichte oder die Gaussdichte
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fu¨r die bereits geschlossene Lo¨sungen hergeleitet wurden. Um die graduelle U¨berfu¨hrung der
Approximation zu ermo¨glichen wird ein so genannter Progressionsparameter γ eingefu¨hrt, der
die wahre Dichte f˜(x) parametriert. Ohne Beschra¨nkung der Allgemeinheit wird angenommen,
dass dieser Parameter Werte im Bereich γ ∈ [0, 1] annimmt, und zwar so, dass f˜(x, γ = 0) der
einfachen Dichte s(x) und f˜(x, γ = 1) der wahren Dichte f˜(x) entspricht. Es gilt also
f˜(x, γ = 0) = s(x)
und
f˜(x, γ = 1) = f˜(x) .
Wie der Parameter γ die wahre Dichte parametrisiert, um die obige Forderung zu gewa¨hrleisten,
ist nicht festgelegt. Daher sind verschiedene Progressionsabla¨ufe denkbar. Hier soll nun zuna¨chst
der besonders einfache Ablauf
f˜(x, γ) = (1− γ)s(x) + γf˜(x) (4.18)
betrachtet werden. Weitere Mo¨glichkeiten werden in Abschnitt 4.5.3 betrachtet.
Da auch hier die Approximation im Verteilungsraum berechnet werden soll, muss auch der
entsprechende Verlauf
F˜ (x, γ) = (1− γ)S(x) + γF˜ (x)
betrachtet werden, wobei S(x) die Verteilungsfunktion der einfachen Dichte s(x) beschreibt.
Ein Beispiel fu¨r den hier betrachteten Progressionsablauf wird nun gegeben.
Beispiel 4.4: Progressive Approximation mit festen Gewichten
Als wahre Dichte wird eine Gaussian Mixture mit zwei Komponenten betrachtet, gegeben durch
f˜(x) = ω1N (x, μ1, σ1) + ω2N (x, μ2, σ2)
mit
ω1 = 0.3, ω2 = 0.7,
μ1 = −0.5, μ2 = 2.0,
σ1 = 1, σ2 = 0.3 .
Als einfache Dichte s(x) wird die Gleichverteilung wie in (4.16) verwendet.
Der Progressionsablauf fu¨r γ = 0 nach γ = 1 ist in Abbildung 4.4 zu sehen.
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Abbildung 4.4: Einfacher Progressionsablauf fu¨r Verteilungs (oben) und Dichtefunktion (unten) fu¨r γ = 0 (links)
nach γ = 1 (rechts).
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Fu¨r den gesamten Verlauf der Progression soll nun das Minimum des Gu¨temaßes verfolgt wer-
den. D.h. fu¨r einen kleinen Schritt des Progressionsparameters γ in Richtung 1 a¨ndert sich die zu
approximierende Funktion F˜ (x, γ) geringfu¨gig, woraufhin die Parameter der approximierenden
Funktion F (x, η) angepasst werden mu¨ssen, um im Minimum von G(η) zu bleiben.
Zur Verfolgung der Nullstelle mit Hilfe der Parameter wird die progressive Version F˜ (x, γ)
von F˜ (x) in (4.14) eingesetzt und die partielle Ableitung nach γ berechnet. Da aufgrund der
Progression die Positionen der Diracimpulse nach xi = xi(γ) implizit von γ abha¨ngen, ha¨ngt
F˜ (x, γ) sowohl explizit, als auch implizit von γ ab. Die Ableitung von (4.14) ergibt somit
∂F˜ (xi, γ)
∂γ
+
∂F˜ (xi, γ)
∂xi
∂xi(γ)
∂γ
= 0 ,
fu¨r i = 1, . . . , L. Dies la¨sst sich mit
∂F˜ (xi, γ)
∂xi
= f˜(xi, γ)
zu
−∂F˜ (xi, γ)
∂γ
= f˜(xi, γ)x˙i(γ)
vereinfachen, wobei x˙i(γ) die Ableitung von xi nach dem Progressionsparameter γ bezeichnet.
Das resultierende Diﬀerentialgleichungssystem kann in Vektor-Matrix Schreibweise angegeben
werden durch
b
(
η(γ), γ
)
= P
(
η(γ), γ
) · η˙(γ) (4.19)
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mit
b
(
η(γ), γ
)
=
⎡
⎢⎢⎢⎢⎣
−∂F˜ (x1,γ)
∂γ
−∂F˜ (x2,γ)
∂γ
...
−∂F˜ (xL,γ)
∂γ
⎤
⎥⎥⎥⎥⎦
und
P
(
η(γ), γ
)
=
⎡
⎢⎢⎢⎢⎣
f˜(x1, γ) 0 · · · 0
0 f˜(x2, γ)
...
...
. . . 0
0 0 f˜(xL, γ)
⎤
⎥⎥⎥⎥⎦ .
Fu¨r die spezielle Progression gegeben in (4.18), erha¨lt man
∂F˜ (xi, γ)
∂γ
= F˜ (xi(γ))− S(xi(γ)) .
Daraus ergibt sich b
(
η(γ), γ
)
mit
b
(
η(γ), γ
)
=
⎡
⎢⎢⎢⎢⎣
S(x1(γ))− F˜ (x1(γ))
S(x2(γ))− F˜ (x2(γ))
...
S(xL(γ))− F˜ (xL(γ))
⎤
⎥⎥⎥⎥⎦ .
Beispiel 4.4: Progressive Approximation mit festen Gewichten (Fortsetzung)
Abbildung 4.5 zeigt nun die Lo¨sung des Diﬀerentialgleichungssystems (DGL) (4.19) fu¨r L = 15 Di-
rac Komponenten. Die Ho¨he der Dirac-Komponenten entspricht der Gewichtung. Das DGL-System
kann mit einem beliebigen numerischen Lo¨sungsverfahren wie einem impliziten Eulerverfahren [40]
oder Runge-Kutta Methoden [26] gelo¨st werden. Ein speziell auf das hier vorliegende Problem
zugeschnittener Lo¨ser wird in Abschnitt 4.5.3 vorgestellt.
Da f˜(x, γ) eine Gleichverteilung ist wird als Startlo¨sung η(γ = 0) fu¨r die Progression der Parame-
tervektor aus (4.17), also die geschlossene Lo¨sung fu¨r die Gleichverteilung, verwendet.
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Abbildung 4.5: Progressive Approximation einer Gaussian Mixture Dichte (blau) mit zwei Komponenten fu¨r
γ = 0 . . . 1. Die Approximationsdichte (rot) besteht aus L = 15 Komponenten. Die Ho¨he der Dirac-Komponenten
entspricht der Gewichtung. In der oberen Reihe ist der Progressionsverlauf in der Verteilungs und in der unteren
Reihe in der Dichtefunktion gezeigt.
Abbildung 4.6 zeigt das Endergebnis (fu¨r γ = 1) der Approximation fu¨r L = 10, L = 20, L = 30
und L = 40 Dirac-Komponenten. Die unterschiedlichen Ho¨hen der Dirac-Impulse resultieren aus
den unterschiedlichen Komponentenzahlen, da die Gewichte mit ωi =
1
L
fu¨r i = 1, . . . , L festgelegt
sind.
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Abbildung 4.6: Approximation einer Gaussian-Mixture-Dichte durch Dirac-Mixtures mit L = 10, L = 20, L = 30
und L = 40 Komponenten.
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Fu¨r eine feste Anzahl von Dirac-Komponenten la¨sst sich der Verlauf der Positionen u¨ber die Progressi-
on sehr gut verfolgen. Abbildung 4.7 zeigt den Verlauf der Positionen fu¨r L = 15 Dirac-Komponenten
fu¨r γ = [0, 1]. Es handelt sich hier also um die Funktion η(γ).
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Abbildung 4.7: Verlauf des Parametervektors η(γ) mit L = 15 Komponenten. Jede Linie im Plot stellt den Verlauf
einer Komponente dar.

Wie bei der geschlossen lo¨sbaren Approximation mit festen Gewichten sieht man auch hier, wie
sich die Positionen der Dirac-Mixture-Funktion im Bereich der gro¨ßten Wahrscheinlichkeits-
masse der wahren Dichte dra¨ngen. Da es sich um eine global optimale Approximation handelt,
werden die Bereiche mit geringerer Wahrscheinlichkeitsmasse aber nicht ausgespart.
4.5.3 Vollsta¨ndige Optimierung
Die beste Approximationsgu¨te erreicht man, wenn der vollsta¨ndige Parametervektor
η =
[
ω1 . . . ωL x1 . . . xL
]T
also Positionen und Gewichte gleichzeitig, optimiert wird. Die folgenden Ergebnisse wurden auf
der Fusion 2006 [94] vero¨ﬀentlicht.
Auch bei der vollsta¨ndigen Optimierung soll wieder ein Gu¨temaß zwischen den Verteilungsfunk-
tionen der wahren Dichte F˜ (x) und der Approximationsdichte F (x, η) minimiert werden. Da
nun aber Positionen und Gewichte optimiert werden sollen, muss fu¨r die notwendige Bedingung
nach dem vollen Parametervektor abgeleitet werden. Da ferner hier keine geschlossene Lo¨sung
mehr mo¨glich ist, wird wieder der progressive Ansatz, wie in Abschnitt 4.5.2 beschrieben,
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verwendet. Es soll folglich gelten, dass
∂G(η, γ)
∂η
=
[
∂G(η,γ)
∂ω
∂G(η,γ)
∂x
]
!
= 0 .
Im Folgenden wird wieder die Crame´r-von Mises Distanz (4.8) als Gu¨temaß betrachtet. Die
entsprechenden Ableitungen
∂G(η, γ)
∂ωi
=
∫ ∞
−∞
r(x)
[
F˜ (x, γ)− F (x)
]
H(x− xi) dx
∂G(η, γ)
∂xi
= −ωir(xi)
[
F˜ (x, γ)− F (xi)
]
wurden bereits in Abschnitt 4.5.1 bzw. 4.5.2 berechnet.
Durch Nullsetzen, Einsetzen der Gewichtungsfunktion (4.10) und Vereinfachen erha¨lt man das
Gleichungssystem bestehend aus∫ c
xi
F˜ (x, γ) dx = c
L∑
j=1
ωj − xi
i∑
j=1
ωj −
L∑
j=i+1
ωjxj (4.20)
und
F˜ (xi, γ) =
i−1∑
j=1
ωj +
ωi
2
. (4.21)
fu¨r i = 1, . . . , L. Diese beiden Bedingungen erlauben im U¨brigen eine recht anschauliche graphi-
sche Interpretation. So bedeutet (4.20), dass die Fla¨chen, die zwischen der Verteilungsfunktion
der wahren Dichte und der Treppenfunktion entstehen, klein sein mu¨ssen. Dies ist auch in
sofern klar, da diese Fla¨chen den resultierenden Approximationsfehler beschreiben. Aus Bedin-
gung (4.21) folgt, dass die Verteilungsfunktion der wahren Dichte immer durch die Mitten der
Spru¨nge der Treppenfunktion gehen soll. Diese Bedingung gewa¨hrleistet die Formtreue in der
Verteilungsfunktion.
Um das Minimum des Gu¨temaßes wa¨hrend der Progression zu verfolgen, wird die partielle Ab-
leitung nach γ berechnet. Es sei an dieser Stelle noch einmal darauf hingewiesen, dass ωi = ωi(γ)
und xi = xi(γ) implizit von γ abha¨ngen, was bei der Ableitung beru¨cksichtigt werden muss.
Somit ergibt sich fu¨r die Ableitung von (4.20) nach γ
∫ c
xi
∂F˜ (x, γ)
∂γ
dx = c
L∑
j=1
ω˙j − xi
i∑
j=1
ω˙j −
L∑
j=i+1
xjω˙j + F˜ (xi, γ)x˙i − x˙i
i∑
j=1
ωj −
L∑
j=i+1
ωjx˙j
und fu¨r die Ableitung von (4.21) nach γ
∂F˜ (xi, γ)
∂γ
+ f˜(xi, γ)x˙i =
i−1∑
j=1
ω˙j +
ω˙i
2
jeweils fu¨r i = 1, . . . , L.
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Das resultierende System gewo¨hnlicher Diﬀerentialgleichungen la¨sst sich wieder in Vektor-
Matrix Form als
b = Pη˙ , (4.22)
mit
b =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∫ c
x1
∂F˜ (x,γ)
∂γ
dx
...∫ c
xL
∂F˜ (x,γ)
∂γ
dx
∂F˜ (x1,γ)
∂γ
...
∂F˜ (xL,γ)
∂γ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
und
η˙ =
[
ω˙1 . . . ω˙L x˙1 . . . x˙L
]T
schreiben. Die Matrix P ergibt sich zu
P =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c− x1 c− x2 c− x3 · · · c− xL −ω1 −ω2 · · · −ωL
c− x2 c− x2 c− x3 · · · c− xL F˜ (x1, γ)− ω1 −ω2 · · · −ωL
c− x3 c− x3 c− x3 · · · c− xL 0 F˜ (x2, γ)−
∑2
i=1 ωi · · · −ωL
...
...
...
. . .
...
...
...
. . .
...
c− xL c− xL c− xL · · · c− xL 0 0 · · · F˜ (xL, γ)−
∑L
i=1 ωi
1
2
0 0 · · · 0 −f˜(x1, γ) 0 · · · 0
1 1
2
0 · · · 0 0 −f˜(x2, γ) · · · 0
...
...
...
. . .
...
...
...
. . .
...
1 1 1 · · · 1
2
0 0 · · · −f˜(xL, γ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Progression
Fu¨r die Lo¨sung des Approximationsproblems soll ein anderer Progressionsablauf als der in
Abschnitt 4.5.2 vorgestellte lineare U¨bergang verwendet werden. Ein Problem dieses Progressi-
onsablaufs ko¨nnen die entstehenden Unstetigkeiten in der Dichtefunktion darstellen. Um diesem
Problem entgegenzuwirken sollte der Progressionsablauf Unstetigkeiten vermeiden1. Ein solcher
Verlauf la¨sst sich beispielsweise sehr einfach fu¨r Gaussdichten durch
f˜(x, γ) =
1√
2πσ
exp
⎧⎪⎨
⎪⎩−12 x
2(
1+
γ+
σ
)2
⎫⎪⎬
⎪⎭ (4.23)
erzeugen, wobei  eine sehr kleine Konstante ist. Fu¨r γ = 0 erha¨lt man somit eine Gleichvertei-
lung, fu¨r die eine geschlossene Lo¨sung bekannt ist und die als Startlo¨sung fu¨r die Progression
eingesetzt werden kann.
1 Es sei denn die wahre Dichte ist selbst unstetig!
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Abbildung 4.8: Progressionsablauf fu¨r eine Gaussdichte (unten) und entsprechende Verteilungsfunktion (oben).
Fu¨r γ = 0 ergibt sich eine Gleichverteilung, fu¨r γ = 1 die wahre Gaussdichte.
Der Verlauf dieser Progression ist in Abbildung 4.8 zu sehen. Dieser Progressionsablauf ist im
U¨brigen auch fu¨r Gaussian-Mixture-Dichten anwendbar, indem jede Komponente einzeln wie
gezeigt parametriert wird.
Lo¨ser
Da das System von Diﬀerentialgleichungen (4.22), wie bereits erwa¨hnt, analytisch nicht lo¨sbar
ist, werden numerische Verfahren beno¨tigt. Hier wird nun ein entsprechender Algorithmus vor-
gestellt, der auf das zu lo¨sende Problem angepasst ist. Der Ansatz ist sehr eﬃzient, da eine
adaptive Schrittweitenregelung beim Lo¨sen verwendet wird, die gleichzeitig auf die Einhaltung
gewisser Fehlergrenzen achtet. Diese Fehleru¨berwachung wird durch ein so genanntes Pra¨diktor-
Korrektor Schema, auch bekannt als Adams-Bashforth-Moulton-Methode, realisiert. Dieses Ver-
fahren wird im Folgenden erla¨utert und ist als Pseudocode in Algorithmus 4.1 angegeben.
Der Algorithmus beginnt bei γ = 0. Wa¨hrend des Lo¨sungsprozesses wird γ sukzessive erho¨ht
und der Parametervektor η entsprechend angepasst. Da das Minimum von G(η, γ) fu¨r jedes
γ gesucht wird, muss η so initialisiert werden, dass η
0
= argη minG(η, γ = 0) gilt. Aufgrund
der geschickten Parametrisierung von G(η) durch γ ist es im Allgemeinen mo¨glich, eine solche
Startlo¨sung, wie bereits in Abschnitt 4.5.2 gezeigt, anzugeben.
In Zeile 3 des Algorithmus wird eine initiale Schrittweite Δγ fu¨r den Algorithmus festgelegt,
die dann im Laufe des Verfahrens variiert wird.
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Algorithmus 4.1 Pra¨diktor–Korrektor Methode mit Schrittweitenregelung
1: γ := 0
2: η
0
:= η(γ = 0)
3: Δγ := γstep min
4: repeat
5: γ := γ + Δγ
6: η
tmp
:= Prediktor
(
η, γ
)
7:
[
η
tmp
, success
]
:= Corrector
(
η
tmp
)
8: if success then
9: η := η
tmp
10: Increase(Δγ, γstep max)
11: else
12: γ := γ −Δγ
13: Decrease(Δγ, γstep min)
14: end if
15: until γ == 1
Der Hauptteil des Algorithmus besteht aus einer Schleife, in der γ sukzessive um Δγ erho¨ht wird
bis γ = 1 erreicht ist. In jedem Schleifendurchlauf wird zuerst ein Parametervektor η
tmp
fu¨r das
zuvor erho¨hte γ pra¨diziert. Die entsprechende Pra¨diktormethode wird im na¨chsten Abschnitt
beschrieben.
Nach jedem Pra¨diktorschritt wird ein Korrektorschritt auf den pra¨dizierten Parametervektor
η
tmp
berechnet, um den Fehler des Pra¨diktors zu minimieren. Wenn der Korrektor schnell
konvergiert, la¨sst sich daraus folgern, dass der Pra¨diktor nur einen kleinen Fehler verursacht
hat. Daher kann die Schrittweite fu¨r den na¨chsten Schleifendurchlauf erho¨ht werden. Wenn der
Korrektor jedoch nicht konvergiert, so war der Fehler des Pra¨diktors zu groß. Aus diesem Grund
muss der letzte Pra¨diktorschritt ru¨ckga¨ngig gemacht und die Schrittweite verringert werden.
Die Korrektormethode wird im Anschluss an den Pra¨diktor beschrieben.
Pra¨diktor Der Pra¨diktor lo¨st zuerst das Gleichungssystem (4.22) fu¨r η˙. Das heißt, dass ein
lineares Gleichungssystem fu¨r gegebenes η und γ gelo¨st wird.
Der pra¨dizierte Parametervektor wird dann berechnet durch
η
tmp
= η + Δγη˙ .
Da η˙ nur eine Richtung angibt wird hierbei ein Fehler erzeugt, der stark von der Schrittweite
Δγ abha¨ngt. Dieser Fehler muss im Korrektorschritt verringert werden.
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Korrektor Der Korrektorschritt basiert auf dem Newtonverfahren zur Nullstellensuche. Gema¨ß
diesem Ansatz wird die Gleichung
J
(
η
k
) [
η
k+1
− η
k
]
︸ ︷︷ ︸
Δη
= −h
(
η
k
)
(4.24)
verwendet, wobei
h
(
η
)
=
∂G(η, γ)
∂η
=
[
h
(1)
1 , . . . , h
(L)
1 , h
(0)
2 , . . . , h
(L)
2
]T
mit
h
(i)
1
(
η
)
=
∫ c
xi
F˜ (x, γ) dx− c
L∑
j=1
ωj − xi
i∑
j=1
ωj −
L∑
j=i+1
ωjxj
und
h
(i)
2
(
η
)
= F˜ (xi, γ)−
i−1∑
j=0
ωj − ωi
2
ist. Es ist zu beachten, dass γ in diesem Schritt konstant ist!
Die Jakobimatrix J
(
η
k
)
ist gegeben durch
J
(
η
k
)
=
∂h
(
η
)
∂ηT
=
∂2G(η, γ)
∂η∂ηT
.
Die Gleichung (4.24) wird nun fu¨r Δη gelo¨st, um einen rekursiven Ansatz
η
k+1
= η
k
−Δη
zu erhalten. Wenn der initiale Parametervektor η
0
fu¨r diese Rekursion nahe dem wahren Para-
metervektor ist, dann konvergiert dieses Verfahren sehr schnell. Die Konvergenz kann festgestellt
werden, wenn Δη → 0 geht. In diesem Fall liefert die Methode success und den konvergierten
Parametervektor η zuru¨ck. Sollte die Rekursion nicht in wenigen Schritten konvergieren, so wird
das Verfahren abgebrochen und kein Erfolg zuru¨ckgegeben.
Beispiel 4.5: Approximation einer unnormierten Gaussdichte mit freien Gewichten und
Positionen
In diesem Beispiel wird die progressive Approximation einer Standardnormalverteilung ohne Normie-
rungsfaktor
f˜(x, γ) = exp
⎧⎪⎨
⎪⎩−12 x
2(
1+
γ+
)2
⎫⎪⎬
⎪⎭
mit freien Gewichten und Positionen gezeigt. Dabei wird der Progressionsablauf aus (4.23) verwen-
det, dessen Verlauf in Abbildung 4.8 gezeigt ist.
Da f˜(x, γ = 0) = 1 eine Gleichverteilung mit F˜ (x, γ = 0) = x ist, kann (4.17) grundsa¨tzlich als
Startlo¨sung verwendet werden. Da F˜ (−c, γ = 0) jedoch nicht Null ist, wird noch ein Kompensati-
onsgewicht ω0 an der Stelle x = −c beno¨tigt. Fu¨r L Dirac-Komponenten ist eine gu¨ltige Startlo¨sung
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somit
xi =
2ci
L + 1
, ω0 =
c
L + 1
, ωi =
2c
L + 1
(4.25)
fu¨r i = 1, . . . , L. Fu¨r diese Parameter gilt, unabha¨ngig von der Anzahl der Komponenten, G(η, γ) =
0. Abbildung 4.9 zeigt diese Startlo¨sung fu¨r L = 3 und L = 8 Komponenten.
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Abbildung 4.9: Startlo¨sung fu¨r Approximation einer Gaussdichte mit L = 3 und L = 8 Komponenten. In blau ist
jeweils die wahre Verteilung und in rot die Approximation gegeben.
Die resultiere Approximation fu¨r L = 3, L = 5 und L = 10 Komponenten ist in Abbildung 4.10
zu sehen. Der Lo¨ser beno¨tigte fu¨r die Berechnung des Diﬀerentialgleichungssystems 14, 25 bzw. 49
Schritte.
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Abbildung 4.10: Endergebnis der Approximation einer Gaussdichte mit L = 3, L = 5 und L = 10 Komponenten.
Die Verteilung ist in blau und die Approximation gegeben in rot gegeben.

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Zum Abschluss wird nun ein Beispiel mit einer komplexeren wahren Dichte betrachtet.
Beispiel 4.6: Approximation einer Gaussian-Mixture-Dichte mit freien Gewichten und
Positionen
In diesem Beispiel wird eine Gaussian-Mixture-Dichte
f˜(x, γ) =
M∑
j=1
αjN (x, μj, σj, γ)
mit M = 3 Komponenten approximiert. Die Parameter dieser Dichte sind gegeben durch
α = [0.45, 0.1, 0.45]T
μ = [−3, 0, 3]T
σ = [0.5, 3, 0.5]T
als Gewichte, Mittelwerte und Standardabweichung der jeweiligen Gausskomponenten. Die Para-
metrisierung durch γ erfolgt in jeder Komponente wie in (4.23) gezeigt. Der Progressionsablauf in
Dichte und Verteilung zusammen mit der optimalen Approximation fu¨r den jeweiligen γ-Wert fu¨r
L = 10 Dirac-Komponenten ist in Abbildung 4.11 gezeigt.
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Abbildung 4.11: Progressive Approximation einer Gaussian-Mixture mit 3 Komponenten fu¨r γ = 0 . . . 1. Die
Approximationsdichte besteht aus L = 10 Dirac-Komponenten.
Die fertige Approximation fu¨r L = 3, L = 5 und L = 10 Dirac-Komponenten ist in Abbildung 4.12
gezeigt.
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Abbildung 4.12: Approximationsergebnis fu¨r eine Gaussian-Mixture mit drei Komponenten durch eine Dirac-
Mixture mit L = 3, L = 5 und L = 10 Komponenten.
Der Lo¨ser beno¨tigte hier 42, 66 bzw. 111 Schritte zur Berechnung des Ergebnisses. 
4.6 Dynamisches System als Kaskade
In diesem Abschnitt wird nun als Ergebnis der Anwendung der Approximation durch Dirac-
Mixture-Dichten ein Pra¨diktor fu¨r nichtlineare wertekontinuierliche stochastische Systeme vor-
gestellt. Diese Ergebnisse wurden auf der ACC 2007 [100] vero¨ﬀentlicht. Dabei wird gezeigt, wie
eine rekursive Pra¨diktion als Kaskade zeitdiskreter Systemfunktionen angesehen werden kann.
In Anlehnung an die Literatur zu dynamische Filtern wird die Bayes’sche Vorwa¨rtsinferenz
hier auch als Pra¨diktionsschritt bezeichnet. Dieser Abschnitt entha¨lt unter anderem U¨berle-
gungen zur Bestimmung der optimalen Anzahl von Komponenten fu¨r die Approximationsdich-
te sowie zu der Frage an welcher Stelle im Zustandsraum eines komplexen Gesamtsystems
approximiert werden soll. Insbesondere dieser letzte Punkt ist im Hinblick auf kaskadierte Sys-
teme von entscheidender Bedeutung. Ferner werden Vergleiche mit
”
State-of-the-art“-Verfahren
angestellt.
4.6.1 Pra¨diktor
In diesem Abschnitt wird die rekursive Fortpﬂanzung einer Wahrscheinlichkeitsdichte durch ein
zeitdiskretes stochastisches nichtlineares dynamisches System
xk+1 = ak(xk, uk, wk)
betrachtet, wobei xk fu¨r den Systemzustand, uk fu¨r einen bekannten Eingang und ak( · ) fu¨r eine
zeitabha¨ngige nichtlineare Abbildung stehen. wk bezeichnet endogene wie exogene Rauschquel-
len, die das System beeinﬂussen und wird beschrieben durch eine Dichtefunktion fwk (wk). Da es
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sich um ein zeitdiskretes System handelt, kann es auch als ein kaskadiertes System betrachtet
werden, da der Ausgang in jedem Zeitschritt als Eingang fu¨r den na¨chsten Zeitschritt fungiert.
Ausgehend von einer Dichte fx0 (x0) u¨ber den initialen Systemzustand x0 besteht das Ziel darin,
die Entwicklung des Systems u¨ber einen endlichen Zeithorizont k = 1, . . . , N , fu¨r gegebene
Einga¨nge uk, k = 0, . . . , N − 1 zu berechnen. Dies entspricht der sequentiellen Berechnung der
Wahrscheinlichkeitsdichten fu¨r fxk (xk), k = 1, . . . , N − 1 des Systemzustands und kann, wie im
oberen Teil von Abbildung 4.13 zu sehen, als Kaskade von Systemen betrachtet werden.
exakte rekursive Pra¨diktion
approximative rekursive Pra¨diktion
fˇ0(x)
S1
u1
w1
S2
u2
w2
Sk
uk
wk
fˇk
A S1
u1
A S2
u2
A Sk
uk
f˜k
fˇ1 fˇ2 fˇk−1
f0 f˜1 f1 f˜2 f2 fk−1
Abbildung 4.13: Darstellung einer rekursiven Pra¨diktion als kaskadiertes System. Der obere Teil entspricht der
sukzessiven exakten Bayes’schen Pra¨diktion. Die Dichten fˇ bezeichnen die resultierenden exakten Dichten. Der
untere Teil entspricht der approximativen rekursiven Pra¨diktion, die durch Approximation der Posterioren nach
jedem Pra¨diktionsschritt entsteht. f bezeichnet approximierte Dichten. f˜ bezeichnet Dichten, die aus einem exakten
Pra¨diktionsschritt mit einer approximierten Prioren entstehen.
Verfahren aus der Literatur zur Behandlung solcher Systeme, wie beispielsweise Particle Filter,
wurden bereits am Anfang des Kapitels vorgestellt. Die Idee, die hier nun verfolgt wird be-
steht darin, die Vorwa¨rtsinferenz, beschrieben in Abschnitt 4.3.1, rekursiv anzuwenden, gefolgt
von Approximationsschritten. Das generelle Vorgehen ist im unteren Teil von Abbildung 4.13
gezeigt.
Abbildung 4.13 zeigt den Vergleich der exakten Bayes’schen Pra¨diktion mit der approximati-
ven Pra¨diktion. Da die exakte Berechnung, wie im oberen Teil gezeigt, im Allgemeinen nicht
berechenbar ist, wird ein Approximationsschritt beno¨tigt. Der Fokus liegt hier natu¨rlich auf
der Approximation durch Dirac-Mixture-Dichten. Wie der untere Teil der Abbildung zeigt, soll
jeweils die posteriore Dichte aus einem Pra¨diktionsschritt durch eine Dirac-Mixture-Dichte ap-
proximiert werden, die dann als Priore fu¨r den na¨chsten Pra¨diktionsschritt dient. Alle Dichten
fk in Abbildung 4.13 sind somit Dirac-Mixtures.
Aufgrund des Systemrauschens wk ist die Posteriore des Pra¨diktionsschritts im Allgemeinen
von einem anderen Typ als die Priore. Dies ist durch die Bezeichnung f˜k gekennzeichnet. Es
handelt sich hier also normalerweise nicht um eine Dirac-Mixture. Daher muss die Posteriore
optimal reapproximiert werden, um die Dichte weiterpropagieren zu ko¨nnen.
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Spezialfall additives Gauss’sches Rauschen
Im weiteren Verlauf wird nun der wichtige Spezialfall des additiven Gauss’schen Rauschens
betrachtet. Das System la¨sst sich in diesem Fall beschreiben durch
xk+1 = ak(xk, uk) + wk ,
wobei
fwk (wk) = N (wk, 0, σwk )
mittelwertfrei und gaussverteilt ist. Das Bemerkenswerte an diesem, auch fu¨r die Praxis rele-
vanten Fall ist, dass man durch Einsetzen des probabilistischen Modells
f(xk+1|xk) = N (xk+1, ak(xk, uk), σwk )
in den Vorwa¨rtsschritt
fxk+1(xk+1) =
∫ ∞
−∞
f(xk+1|xk)fxk (xk) dxk
bei fxk (xk) geben durch eine Dirac-Mixture, als geschlossene Lo¨sung eine Gaussian-Mixture-
Dichte
fxk+1(xk+1) =
L∑
i=1
ωiN (xk+1, ak(xi, uk), σwk )
erha¨lt. Hierbei sind xi fu¨r i = 1, . . . , L die Postionen der Dirac-Funktionen zum Zeitpunkt k.
Die Approximation einer Gaussian-Mixture wurde bereits in Beispiel 4.6 gezeigt. Somit la¨sst
sich das Verfahren rekursiv, wie im unteren Teil von Abbildung 4.13 gezeigt, anwenden.
Weitere Approximationskriterien
Bisher wurde bei der Approximation lediglich die priore Dichte fu¨r den folgenden Vorwa¨rts-
schritt aus der posterioren Dichte des vorangegangenen Vorwa¨rtsschritts berechnet. Was dabei
bisher außer Acht gelassen wurde, ist wie sich der Approximationsfehler, der in jedem Schritt
entsteht, durch das kaskadierte System weiterentwickelt.
Es ist klar, dass fu¨r eine unendliche Anzahl von Dirac-Mixture-Komponenten die Dichten im
System exakt approximiert werden ko¨nnen. Der Fehler der Approximation ha¨ngt somit in erster
Linie von der Anzahl der verwendeten Komponenten ab.
Es werden nun verschiedene Strategien zur Bewertung des Eﬀekts der Approximation einer
prioren Dichte zum Zeitpunkt k vorgestellt. Diese Strategien konzentrieren sich auf die zuku¨nf-
tige Entwicklung des Systems und beschra¨nken sich auf die Approximationsstruktur, d.h. die
Positionen in der Kaskade von Einzelsystemen, an denen ein Vergleich zwischen einer wahren
und einer aus der Approximation stammenden Dichte vorgenommen werden kann. Fu¨r diesen
Vergleich werden entsprechende Gu¨temaße vorgeschlagen.
Zur Veranschaulichung der verschiedenen Mo¨glichkeiten wird ein Ausschnitt aus der Gesamt-
kaskade in Abbildung 4.14 betrachtet der zwei Vorwa¨rtsschritte umfasst.
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fk−1 Sk A Sk+1 f˜k+1
Sk+1 ˜˜fk+1
f˜k fk
Abbildung 4.14: Ausschnitt aus der in Abbildung 4.13 gezeigten Kaskade bestehend aus zwei Vorwa¨rtsschritten
und einer Approximation. Eingangs- und Rauschgro¨ße wurden zur Vereinfachung weggelassen.
Priore Optimierung Der einfachste Optimierungsansatz ist der direkte Vergleich der wahren
Dichte f˜k mit der Approximation fk. Dies entspricht im Wesentlichen dem bisher gezeigten
Vorgehen. Was jedoch fehlt, ist die Berechnung der optimalen Komponentenzahl von fk.
Dieser Ansatz ist sehr naheliegend, allerdings garantiert eine gute Approximation zum Zeit-
schritt k nicht, dass die zuku¨nftige Entwicklung, die aus dieser Approximation resultiert, nahe
der Entwicklung der wahren Dichte liegt.
Vorausschau Optimierung Ein wu¨nschenswerterer Optimierungsansatz wa¨re eine Approxi-
mation im Zeitschritt k zu ﬁnden, so dass ein Gu¨temaß zwischen der wahren Dichte und der
Fortschreibung der Approximation in der Zukunft des Systems minimiert wird. Idealerweise
wu¨rde dies fu¨r eine sehr große oder gar unendliche Anzahl von Vorwa¨rtsschritten ausgefu¨hrt.
Aus Komplexita¨tsgru¨nden ist eine solche Optimierung im Allgemeinen aber nicht durchfu¨hrbar.
Posteriore Optimierung Eine praktikablere Lo¨sung beschra¨nkt sich auf ein paar wenige
Vorwa¨rtsschritte. Fu¨r einen einzelnen Vorwa¨rtsschritt vergleicht man mittels Gu¨temaß die
Dichten f˜k+1 und
˜˜fk+1. f˜k+1 ist die ”
exakte“ Dichte die aus der Approximation fk durch den
Vorwa¨rtsschritt entsteht. ˜˜fk+1 ist die exakte posteriore Dichte die aus der exakten prioren
Dichte2 f˜k ensteht. Es wird also f˜k so durch fk approximiert, dass ein Gu¨temaß zwischen f˜k+1
und ˜˜fk+1 minimiert wird. Dieser Ansatz ist wesentlich aufwa¨ndiger als der erste Ansatz, da ein
exakter Vorwa¨rtsschritt ohne Approximation gerechnet werden mu¨sste. Allerdings wird hier die
Entwicklung des Systems mitberu¨cksichtigt.
Priore Optimierung fu¨r beste Posteriore Ein Optimierungsansatz, der mit den zur Verfu¨gung
stehenden Methoden sofort angewandt werden kann, stellt eine Erweiterung des ersten Ansat-
zes dar. Hier wird zuna¨chst f˜k durch fk approximiert. Die Anzahl der Parameter von fk wird
dann jedoch durch einen Vergleich von f˜k+1 und
˜˜fk+1 festgelegt. So wird die Entwicklung des
Systems u¨ber einen Zeitschritt beru¨cksichtigt.
Im Folgenden werden nun fu¨r den ersten und den letzten Ansatz praktische Algorithmen und
Gu¨temaße vorgestellt.
2 Dies ist die Dichte vor der Approximation
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Priore Optimierung
Zuna¨chst wird ein Algorithmus zur Bestimmung der optimalen Anzahl von Komponenten fu¨r
eine priore Dichte vorgestellt. Dabei kann das in Abschnitt 4.5.2 eingefu¨hrte Gu¨temaß G(η)
aus (4.8) zum Vergleich der wahren Dichte und der Approximation verwendet werden. Das
Vorgehen ist in Algorithmus 4.2 angegeben und wird im Folgenden na¨her erla¨utert.
Algorithmus 4.2 Bestimmung der optimalen Anzahl der Komponenten fu¨r die Approximation
der prioren Dichte.
1: Wa¨hle maximalen Fehlerschwellwert Gmax
2: Wa¨hle initiale Anzahl von Komponenten L = L0
3: Wa¨hle Suchschrittweite ΔL
4: η = approx(L)
5: while G
(
η
)
> Gmax do
6: L = L + ΔL
7: η = approx(L)
8: end while
9: Ll = L−ΔL
10: Lu = L
11: while Lu − Ll > 1 do
12: Lt = Ll + Lu−Ll2 
13: η = approx(Ll)
14: if G
(
η
)
> Gmax then
15: Ll = Lt
16: else
17: Lu = Lt
18: end if
19: end while
Zuna¨chst werden zur Initialisierung des Verfahrens einige Werte festgelegt. Dies sind der maxi-
male Approximationsfehler Gmax, eine initiale Anzahl von Komponenten, sowie eine Suchschritt-
weite ΔL, gefolgt von einer initialen Approximation fu¨r die gewa¨hlte Anzahl von Komponenten.
Der Ansatz sucht nun in einer ersten Schleife eine Anzahl von Komponenten, fu¨r die die Ap-
proximation besser (kleiner) als der vorgegebene maximale Approximationsfehler ist. Bei dieser
Suche wird die Anzahl der Komponenten jeweils um ΔL erho¨ht.
Sobald der maximale Fehler unterschritten wurde, wird die Suche auf das letzte Intervall
[L,L + ΔL] begrenzt. Dabei wird mittels Intervallschachtelungsverfahren nach der kleinsten
Anzahl von Komponenten gesucht, fu¨r die der Approximationsfehler kleiner als die Vorgabe
ist.
Diese Art der Suche ist mo¨glich, da das Approximationsverfahren deterministisch ist und der
Approximationsfehler fu¨r steigende Anzahl von Komponenten monoton fallend ist. Dies wird
im folgenden Beispiel verdeutlicht.
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Beispiel 4.7: Monotonie des Approximationsfehlers fu¨r steigende Anzahl von Komponen-
ten.
In diesem Beispiel wird die Monotonie des Approximationsfehlers fu¨r steigende Anzahl von Kompo-
nenten betrachtet und mit dem Approximationsfehler durch zufa¨lliges Ziehen, wie bei Monte-Carlo-
Methoden u¨blich, verglichen.
Als Beispiel wird eine Gaussian-Mixture-Dichte mit vier Komponenten und den Parametern
α =
[
0.3 0.3 0.2 0.2
]T
μ =
[
−3 −1.5 0.5 2.5
]T
σ =
[
0.8 0.4 1 1
]T
approximiert.
Abbildung 4.15 zeigt im linken Teil den Verlauf des Approximationsfehlers G(η) fu¨r die steigende
Anzahl von Komponenten L.
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Abbildung 4.15: Approximationsfehler G(η) fu¨r eine steigende Anzahl L von Komponenten in der Dirac-
Mixture (links) und eine steigende Anzahl von Realisierungen M in einem zufallsbasierenden Ansatz (rechts). Der
zufallsbasierte Ansatz wurde 200 mal wiederholt. Daher sind in hellblau σ-Grenzen angegeben.
Zum Vergleich ist im rechten Teil von Abbildung 4.15 der Fehler fu¨r eine Darstellung der Dichte
durch zufa¨llige Realisierungen aus der Dichte3 gezeigt. Um den statistischen Eﬀekt dieser Metho-
de zu beru¨cksichtigen, wurde das zufa¨llige Ziehen von M Realisierungen jeweils zweihundertmal
durchgefu¨hrt. Der Plot zeigt in dunkel den mittleren Fehler und in hell die σ-Grenzen der Streuung.
Hieraus wird sehr gut deutlich, dass die Dirac-Mixture-Approximation deterministisch ist. D.h. die
Parameter und der daraus resultierende Fehler sind im Gegensatz zum zufallsbasierten Ansatz immer
identisch fu¨r eine bestimmte Anzahl von Komponenten. Ferner ist die Konvergenzrate viel ho¨her,
was an der Anzahl der verwendeten Komponenten in der L-Achse abzulesen ist.
3 Auch Particles genannt
64
4.6. Dynamisches System als Kaskade
Dieses Verhalten ist auch fu¨r die Konvergenz der Momente, wie in Abbildung 4.16 gezeigt, zu
beobachten.
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Abbildung 4.16: Verlauf des quadratischen Fehlers des ersten Moments E1 sowie der zentralen Momente C2, C3
und C4 fu¨r eine steigende Anzahl von Komponenten. Die linke Seite zeigt die Ergebnisse fu¨r eine Dirac-Mixture-
Approximation, die rechte Seite die Ergebnisse fu¨r zufa¨lliges Samplen aus der wahren Dichte.
Abbildung 4.16 zeigt den quadratischen Fehler
D(E1) =
∣∣Ewahr1 − Eapprox1 ∣∣
fu¨r das erste Moment E1 (Erwartungswert) sowie fu¨r die zentralen Momente C2, C3 und C4. Die
Berechnung der jeweiligen Momente wurde bereits in Abschnitt 4.2 gezeigt.
Bemerkenswert ist hier, dass der Erwartungswert von Beginn an exakt approximiert wird und die
Konvergenzrate auch fu¨r die zentralen Momente wesentlich ho¨her ist als beim zufa¨lligen Ziehen. 
Priore Optimierung fu¨r beste Posteriore
Die Approximation der prioren Dichte fu¨r eine optimale posteriore Dichte ist eine Erweiterung
des zuvor vorgestellten Verfahrens. Hierbei sollen, wie in Abbildung 4.14 dargestellt, die poste-
riore Dichte f˜k+1 die aus der Approximation resultiert mit der wahren posterioren Dichte
˜˜fk+1
verglichen werden. Das Verfahren ist in Algorithmus 4.3 als Pseudocode dargestellt.
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Algorithmus 4.3 Bestimmung der optimalen Anzahl der Komponenten fu¨r die Approximation
der prioren Dichte im Hinblick auf eine optimale posteriore Dichte.
1: Wa¨hle maximalen Fehlerschwellwert Gmax
2: Wa¨hle initiale Anzahl von Komponenten L = L0
3: Wa¨hle Suchschrittweite ΔL
4: κt = predict(approx(Llarge))
5: κ = predict(approx(L))
6: G = G(κt, κ)
7: while G > Gmax do
8: L = L + ΔL
9: κ = predict(approx(L))
10: G = G(κt, κ)
11: end while
12: Ll = L−ΔL
13: Lu = L
14: while Lu − Ll > 1 do
15: Lt = Ll + Lu−Ll2 
16: κ = predict(approx(Ll))
17: G = G(κt, κ)
18: if G > Gmax then
19: Ll = Lt
20: else
21: Lu = Lt
22: end if
23: end while
Die Initialisierung des Verfahrens ist zuna¨chst identisch zu Algorithmus 4.2. Die Hauptidee der
Erweiterung besteht darin, die Approximation zu verwenden, um einen Vorwa¨rts- oder Pra¨dik-
tionsschritt zu berechnen und dann den Vergleich der Posterioren mittels Gu¨temaß durch-
zufu¨hren. Fu¨r den Vergleich wird allerdings die wahre posteriore Dichte fu¨r einen Schritt ˜˜fk+1
beno¨tigt, die im Allgemeinen nicht geschlossen berechnet werden kann. Aufgrund der hohen
Konvergenzrate der Dirac-Mixture-Approximation kann man jedoch davon ausgehen, dass fu¨r
eine große Anzahl Llarge von Komponenten ein Ergebnis sehr nahe an der wahren Dichte gefun-
den werden kann. Dieses Ergebnis wird als Referenz genutzt. Ein alternativer Ansatz, der ohne
diese Approximation mit vielen Komponenten auskommt, wird weiter unten beschrieben.
Durch den Pra¨diktionsschritt a¨ndert sich, wie bereits erwa¨hnt, der Typ der Dichtebeschreibung.
Im hier behandelten Fall von additivem Gaussrauschen im System, erha¨lt man als Posteriore
eine Gaussian-Mixture. Der Parametervektor dieser Dichte wird im Algorithmus mit
κ =
[
α μ σ
]T
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bezeichnet. κt bezeichnet somit den Parametervektor der wahren Posterioren
˜˜fk+1. Die Suche
nach der kleinsten Anzahl von Komponenten deren Pra¨diktion einen Fehler kleiner als Gmax
erzeugt, verla¨uft nun wie in Algorithmus 4.2. Der einzige Unterschied besteht darin, dass das
Gu¨temaß nun auf den Posterioren deﬁniert ist. Da es sich hierbei um kontinuierliche Dichten
handelt, kann beispielsweise das integralquadratische Gu¨temaß
G(κt, κ) =
∫ ∞
−∞
(
˜˜fk+1(x, κt)− f˜k+1(x, κ)
)2
dx
verwendet werden.
Eine Alternative zum Vergleich mit der wahren Posterioren ˜˜fk+1 besteht darin, die A¨nderung
der Approximation f˜k+1 fu¨r eine steigende Anzahl von Komponenten zu betrachten. Aufgrund
der fallenden Monotonie des Fehlers bei steigender Komponentenzahl kann nach einer Anzahl
von Komponenten L gesucht werden, bei der sich der Unterschied
G
(
f˜k+1(x, κL), f˜k+1(x, κL+n)
)
nicht mehr signiﬁkant vera¨ndert, wobei κL einen Parametervektor mit L Komponenten be-
schreibt.
Es folgt nun ein Beispiel fu¨r eine rekursive Pra¨diktion durch ein chaotisches System.
Beispiel 4.8: Pra¨diktion eines chaotischen Systems.
Es wird die Simulation des Verlaufs eines stochastischen nichtlinearen dynamischen Systems be-
trachtet, welches ein chaotisches Verhalten aufweist. Das System wurde vorgestellt in [85] und ist
gegeben durch
xk+1 = a(xk) + wk
mit einer zeitinvarianten Nichtlinearita¨t
a(xk) = 0.23xk(16− xk) ,
wobei wk ein mittelwertfreier gaussverteilter Rauschterm mit einer Standardabweichung von σw = 0.4
ist.
Das chaotische Verhalten des Systems bedeutet, dass eine kleine A¨nderung beim Startwert des Sys-
tems eine große A¨nderung im Verlauf des Systems verursacht, was in der Simulation in Abbildung 4.17
deutlich zu sehen ist. Hier wurden die Startwerte 8.0 und 8.3 gewa¨hlt.
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Abbildung 4.17: Zeitliche Entwicklung eines chaotischen Systems bei nahe beieinanderliegenden Startwerten von
8.0 (blau) und 8.3 (rot).
Fu¨r die Betrachtung der Pra¨diktion wird nun von einem Startwert x0 = 8.0 ausgegangen, was zu
einer ersten posterioren Dichte
f˜1(x1) = N (x1, 14.72, 0.4)
fu¨hrt. Diese Dichte wird durch eine Dirac-Mixture-Dichte f1(x1) approximiert und in die Rekursion
eingesetzt.
Im Folgenden werden 5 Pra¨diktionsschritte gezeigt, fu¨r die die wahren Dichten fˇ2(x2) bis fˇ6(x6)
”
brute force“ mittels numerischer Integration zum Vergleich berechnet wurden. Diese sind in Abbil-
dung 4.18 jeweils in blau gezeigt.
Die wahre Dichte wird jeweils mit den resultierenden Dichten des Dirac-Mixture-Ansatzes a) und
b), der Monte-Carlo-Methode c) und d) sowie des Unscented Kalman Filters (UKF) e) verglichen.
In der Zeile a) von Abbildung 4.18 wird das Ergebnis der Reapproximation der jeweiligen posterioren
Gaussian-Mixture-Dichte durch eine Dirac Mixture mit L = 40 Komponenten gezeigt. Hier wird kei-
nes der vorgestellten Verfahren zur Berechnung der optimalen Anzahl von Komponenten verwendet.
Die rote Kurve zeigt jeweils die resultierende Gaussian Mixture des Pra¨diktionsschritts. Man sieht
wie gut die Approximation fu¨r die einfache Dichte am Anfang gelingt. Mit steigender Komplexita¨t
der wahren Dichte wird jedoch ein geringer Fehler in k = 6 sichtbar.
In Zeile b) wird das Verfahren zu Bestimmung der optimalen Anzahl von Komponenten der Prioren
fu¨r die beste Posteriore verwendet. Als maximaler Fehler wurde hier Gmax = 0.5% gewa¨hlt. Dazu
wurde ein normiertes Fehlermaß
G(κt, κ) =
∫∞
−∞
(
˜˜fk+1(x, κt)− f˜k+1(x, κ)
)2
dx∫∞
−∞
(
˜˜fk+1(x, κt)
)2
dx +
∫∞
−∞
(
f˜k+1(x, κ)
)2
dx
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Abbildung 4.18: Fu¨nf Pra¨diktionsschritte fu¨r ein chaotisches System mit einer Dirac-Mixture-Approximation mit
a) einer festen Anzahl von 40 Komponenten b) einer optimalen Anzahl von Komponenten fu¨r einen maximalen Fehler
in der posterioren Dichte von 0.5%, Monte-Carlo-Sampling mit c) 40 und d) 4000 Werten und e) dem Unscented
Kalman Filter (UKF). In jedem Zeitschritt wird mit der wahren Dichte (blau) veglichen.
nach [42] verwendet.
Man sieht hier deutlich, dass fu¨r die einfache Dichte am Anfang wesentlich weniger Komponenten
verwendet werden mu¨ssen um ein vergleichbares Ergebnis zu erlangen. Mit Zunahme der Komplexita¨t
der wahren Dichte steigt auch die Anzahl der beno¨tigten Komponenten. Die Anzahl der Komponen-
ten in den jeweiligen Schritten und die daraus resultierenden Fehler sind in der folgenden Tabelle
zusammengefasst.
k 2 3 4 5 6
L 19 37 47 52 58
G 0.483% 0.444% 0.439% 0.425% 0.497%
In den Zeilen c) und d) sind die Ergebnisse bei Verwendung der Monte-Carlo-Methode gezeigt.
Hier werden in jedem Schritt aus der Dichte zufa¨llige Werte gezogen (gesampled). Der rote Graph
zeigt jeweils die posteriore Dichte, die entsteht, wenn man diese Zufallswerte in den Vorwa¨rtsschritt
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einsetzt und die jeweilige Gaussian-Mixture-Dichte erha¨lt. Bei Particle Filtern ist dieses Vorgehen
zwar nicht u¨blich, da die Posteriore im Allgemeinen auch durch Partikel repra¨sentiert wird. Die
Darstellung u¨ber kontinuierliche Dichten erleichtert allerdings hier den Vergleich.
Es ist deutlich zu sehen, dass das Ergebnis mit 40 Partikeln deutlich schlechter ist als mit 40 Dirac-
Komponenten. Um vergleichbare Ergebnisse zu erhalten, muss eine hundertfach gro¨ßere Anzahl von
Partikeln verwendet werden wie in Zeile d) zu sehen.
In Zeile e) sind der Vollsta¨ndigkeit halber noch die Ergebnisse bei Verwendung des Unscented Kalman
Filter (UKF) gezeigt. Hier wird deutlich, dass die alleinige Verwendung des ersten Moments und des
zweiten Zentralmoments nicht ausreicht, um die entstehenden Dichten eines solchen nichtlinearen
Systems ada¨quat zu beschreiben. 
Ein vollsta¨ndiges Filter basierend auf Dirac-Mixture-Approximation wurde auf der ICINCO
2007 [99] vorgestellt.
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Zur Verwendung modellbasierter Verfahren wie der Bayes’schen Zustandsscha¨tzung wird immer
ein Modell des betrachteten Systems beno¨tigt. Wenn es um die Modellierung physikalischer
Zusammenha¨nge geht, sind diese Modelle ha¨uﬁg in einer generativen Form gegeben, wie sie
direkt in dem Verfahren aus Kapitel 4 verwendet werden ko¨nnen. Stochastische Gro¨ßen wie
beispielsweise ein System- oder Messrauschen mu¨ssen jedoch ha¨uﬁg aus Messungen identiﬁziert
werden.
Da die Rauschcharakteristik im Allgemeinen durch eine Wahrscheinlichkeitsdichte beschrie-
ben wird, nennt man diese Rekonstruktion aus Daten auch Dichterekonstruktion oder Dich-
tescha¨tzung [81]. Auch im Bereich des Lernens von Bayesnetzen wird die Dichtescha¨tzung
eingesetzt [88].
5.1 Stand der Technik
Dichtescha¨tzverfahren ko¨nnen in zwei Familien unterteilt werden: parametrische Verfahren und
nicht-parameterische Verfahren.
Nicht-parametrische Verfahren machen im Allgemeinen keine Annahme bezu¨glich des Typs der
zu scha¨tzenden Dichte. Der einfachste Ansatz in diesem Kontext sind Histogramme [35]. Hier
werden die beobachteten Daten in Klassen, so genannte Bins eingeteilt und geza¨hlt. Dies fu¨hrt
zu einer diskreten Repra¨sentation der Dichte. Eine kontinuierliche Beschreibung erha¨lt man
von so genannten Kernel -Scha¨tzern. Bei diesem Ansatz wird eine kontinuierliche Dichtefunk-
tion (Kernel) an den Positionen der beobachteten Daten platziert und aufsummiert. Der wohl
bekannteste Vertreter dieser Verfahren ist der Parzen Scha¨tzer [76]. Der verwendete Kernel
ist ha¨uﬁg eine Gaussfunktion mit einer festen Standardabweichung die auch als Bandbreite
bezeichnet wird.
Parametrische Scha¨tzer machen im Gegensatz zu nicht-parametrischen Verfahren eine Annah-
me bezu¨glich des Typs der Dichte mit dem die wahre Dichte gescha¨tzt werden soll. Dies ko¨nnen
verschiedene parametrische Dichtetypen wie Gauss, Laplace, Gleichverteilung oder Mixturen
aus diesen sein. Diese Annahme bedeutet allerdings nicht, dass die wahre Dichte von genau
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diesem Typ sein muss. Die traditionelle Methode zur Scha¨tzung der Parameter einer parame-
trischen Dichtefunktion aus Daten ist das Maximum Likelihood Verfahren, das auf R.A. Fisher
zuru¨ckgeht [3]. Die Idee des Verfahrens besteht darin, die Parameter zu ﬁnden, die die beobach-
teten Daten mit der ho¨chsten Wahrscheinlichkeit erkla¨ren. Das Problem des Verfahrens ist, dass
die dabei verwendete Likelihoodfunktion ha¨uﬁg mehrere lokale Maxima besitzt und das Ergeb-
nis der Suche nach dem globalen Maximum stark von der Wahl der Startparameter abha¨ngt.
Das bekannsteste Verfahren zur Lo¨sung des Maximum Likelihood Problems ist die Expectation
Maximization (EM) Methode [25]. Dabei handelt es sich um einen iterativen Algorithmus, von
dem bekannt ist, dass er in ein Maximum der Likelihoodfunktion konvergiert.
In diesem Kapitel wird ein neuartiges parametrisches Scha¨tzverfahren vorgestellt, das auf den
Ideen der Dichteapproximation aus Kapitel 4 beruht. Dabei wird allerdings das Argument
herumgedreht. D. h. es wird eine Dirac-Mixture-Funktion durch eine kontinuierliche Funkti-
on approximiert. Da dies wieder im Verteilungsraum geschieht, ist das Ergebnis vergleichbar
mit Verfahren, die eine Kolmogorov-Smirnov-Test-Statistik [106] minimieren, da diese ebenfalls
im Verteilungsraum deﬁniert ist. In dem hier vorgestellten Verfahren wird jedoch ein anderes
Gu¨temaß gewa¨hlt.
Daru¨ber hinaus ist interessant, dass das vorgestellte Verfahren auch als Curve Fitting Problem
[80] betrachtet werden kann. Dieses Problem ist fu¨r einfache Dichtefunktionen wie Gaussdichten
leicht zu lo¨sen. Fu¨r Gaussian-Mixtures, wie sie beispielsweise hier betrachtet werden, ist es
allerdings ein aufwa¨ndiges Problem, fu¨r das im Folgenden eine Lo¨sung vorgestellt wird.
5.2 Dichtescha¨tzung
Es wird nun ein neues Verfahren zur Dichtescha¨tzung betrachtet. Dieses Verfahren wurde auf der
Fusion 2007 publiziert [45] und beruht auf einem Approximationsansatz, der dem in Kapitel 4
verwendeten Verfahren a¨hnlich ist.
Im Folgenden wird eine kontinuierliche Dichtefunktion ˜˜f(x) betrachtet. Die Charakteristik die-
ser Dichte ist unbekannt. Lediglich eine Menge von Realisierungen (Samples) dieser Dichte sind
gegeben. Es wird angenommen, dass diese Realisierungen unabha¨ngig und gema¨ß ˜˜f(x) verteilt
sind.
Das Ziel ist nun, eine parametrische Dichtebeschreibung f(x, κ) aus den Realisierungen zu
bestimmen, die als Approximation von ˜˜f(x) dient. κ ist hier der Parametervektor von f( · ).
Als Approximationsdichte wird eine Mischdichte vom Typ
f(x, κ) =
M∑
i=1
ωifi(x, κi)
mit einer endlichen Anzahl von Komponenten angenommen. ωi sind Gewichte und fi(x, κi)
parametrische Dichtefunktionen mit den Parametern κi fu¨r i = 1, . . . ,M . Die Gewichte sind
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positiv und addieren sich zu Eins nach
M∑
i=1
ωi = 1 .
Der Parametervektor ist somit durch
κ =
[
ω1, ω2, . . . , ωM , κ
T
1 , κ
T
2 , . . . , κ
T
M
]T
gegeben.
Der besondere Ansatz des neuen Verfahrens besteht in der Interpretation der Realisierungen
als Dirac-Mixture-Funktion
f˜(x, η˜) =
L∑
j=1
ω˜iδ(x− x˜i) .
η˜ ist hier ein Parametervektor der aus L Gewichten ω˜i und Positionen x˜i der Realisierungen
besteht. Da alle Realisierungen gleich wichtig sind, ergibt sich eine Gleichgewichtung mit ωi =
1
L
woraus
f˜(x, η˜) =
1
L
L∑
j=1
δ(x− x˜i) .
mit
η˜ =
[
x˜1, x˜2, . . . , x˜L
]T
.
folgt.
Die wahre Dichte ˜˜f(x) ist im Allgemeinen nicht bekannt und kann daher auch nicht direkt
approximiert werden. Da f˜(x, η˜) die einzige Information ist, die bezu¨glich der wahren Dichte
vorliegt, soll diese durch f(x, κ) approximiert werden.
Ha¨uﬁg wird dieses Problem durch die Maximierung der Likelihoodfunktion f(η˜|κ) fu¨r ein festes
η˜ behandelt. Im Gegensatz dazu soll hier ein neues Verfahren angewendet werden, bei dem
ein Gu¨temaß G zwischen der Dirac-Mixture f˜(x, η˜) und der Approximation f(x, κ) minimiert
wird. Dadurch wird das Approximationsproblem wieder als Optimierungsproblem betrachtet.
Ferner soll gewa¨hrleistet werden, dass das gefundene Minimum auch ein Minimum des dualen
Problems ist. Unter dem dualen Problem ist die Approximation einer kontinuierlichen Dichte
durch eine Dirac-Mixture-Dichte zu verstehen, wie sie im vorangegangenen Kapitel behandelt
wurde. Diese Forderung erlaubt einen U¨bergang von der einen Repra¨sentation in die andere
und zuru¨ck.
5.2.1 Scha¨tzverfahren
Wie auch beim dualen Problem ist der Vergleich einer Dirac-Mixture mit einer kontinuierlichen
Dichtefunktion im Dichteraum nicht sinnvoll. Aus diesem Grund wird der Ansatz, wie bereits
zuvor, im Verteilungsraum betrachtet. Als Verteilungsfunktionen sind hier fu¨r die Dirac-Mixture
F˜ (x, η˜) =
1
L
L∑
i=1
H(x− x˜i)
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und fu¨r die Approximationsfunktion
F (x, κ) =
∫ x
−∞
f(t, κ) dt
gegeben. Das zu minimierende Gu¨temaß ist
G(η˜, κ) =
∫ ∞
−∞
(
F˜ (x, η˜)− F (x, κ)
)2
dx .
Da ein Minimum diese Gu¨temaßes im Hinblick auf das duale Problem gefunden werden soll,
wird die partielle Ableitung nach η˜ gleich Null gesetzt, woraus die Bedingung
F (x˜i, κ) =
2i− 1
2L
(5.1)
fu¨r i = 1, . . . , L entsteht. Ein vergleichbares Ergebnis wird auch in der optimalen Quantisie-
rungstheorie gefunden [64].
Da die Anzahl der Realisierungen, gegeben durch die Dimension von η˜, im Allgemeinen wesent-
lich gro¨ßer ist als die Anzahl der Komponenten, die zur Approximation verwendet werden und
durch η gegeben sind, handelt es sich hier um ein u¨berbestimmtes Gleichungssystem. Daru¨ber
hinaus handelt es sich hierbei im Allgemeinen um eine nichtlineares Gleichungssystem.
Das Lo¨sen dieses nichtlinearen Gleichungssystems ist identisch mit dem Finden der Nullstelle
der vektoriellen Funktion
g(κ) =
⎡
⎢⎣F (x˜1, κ)−
2 · 1−1
2L
...
F (x˜L, κ)− 2 ·L−12L
⎤
⎥⎦ .
Die Verwendung von Standardverfahren wie Newtoniteration oder Gradientenabstieg liefert
aber ha¨uﬁg keine befriedigenden Ergebnisse. Dies liegt an der Tatsache, dass die Konvergenz die-
ser Verfahren sehr stark vom initialen Startwert der Algorithmen abha¨ngt. Um diesem Problem
zu begegnen, soll auch hier eine Progressionstechnik verwendet werden.
Die Idee besteht darin, die Approximation mit einem Paar aus Parametervektoren κStart und
η
Start
zu beginnen, fu¨r die bekannt ist, dass sie bezu¨glich des Gu¨temaßes optimal zusammen-
passen. D.h. die Distanz zwischen F (x, κStart) und F˜ (x, ηStart) ist bereits minimal. Dabei gilt zu
bedenken, dass η
Start
eine Konﬁguration von Realisierungen repra¨sentiert, die im Allgemeinen
vo¨llig verschieden von der gewu¨nschten Konﬁguration der Realisierungen η˜ ist.
Ausgehend von diesem initialen Paar von Parametervektoren werden nun die Positionen der
Realisierungen graduell in die gewu¨nschten Positionen η˜ u¨berfu¨hrt. Dabei soll das Minimum des
Gu¨temaßes durch Anpassung des Parametervektors der Approximationsfunktion κ beibehalten
werden.
Die U¨berfu¨hrung der Realisierungspositionen von η
Start
nach η˜ geschieht durch einen Progressi-
onsparameter γ der von 0 nach 1 geht. Die Progression kann dadurch als lineare Verschiebung
η(γ) = γη˜ + (1− γ)η
Start
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formuliert werden.
Wa¨hrend γ kontinuierlich von 0 bis 1 erho¨ht wird, muss das Minimum der Gu¨tefunktion durch
Adaption des Parametervektors κ verfolgt werden. Dazu kann beispielsweise ein Newtonver-
fahren [107] verwendet werden. Zur Berechnung dieser Parameteranpassung, wird γ immer
um kleine Inkremente erho¨ht. Daraus ergibt sich ein schrittweises iteratives Verfahren, das in
Abbildung 5.1 schematisch dargestellt ist.
+
Abbildung 5.1: Blockdiagramm der progressiven Dichtescha¨tzung. Der Progressionsparameter γ wird in jedem
Schritt um Δγ erho¨ht, woraus ein vera¨ndertes ηk+1 resultiert. κ wird durch ein Newtonverfahren angepasst, um das
Minimum des Gu¨temaßes G zu verfolgen.
Jeder Schritt besteht aus zwei Phasen. Zuerst wird γ um eine Schrittweite Δγ erho¨ht. An-
schließend erfolgt eine Anpassung des Parametervektors κ um das Gu¨temaß G(η(γ + Δγ), κ)
zu minimieren.
Es kann angenommen werden, dass der aktuelle Parametervektor κ ein globales Minimum der
Gu¨tefunktion vor der Erho¨hung von γ beschreibt. Dies begru¨ndet sich in der Wahl des initialen
Parameterpaars κStart und ηStart. Da γ nur um inﬁnitesimal kleine Schritte γ+Δγ erho¨ht wird,
wird auch das Minimum nur gering verschoben. Aus diesem Grund kann ein Newtonverfahren
zur Anpassung des Parametervektors κ verwendet werden. Der resultierende Parametervektor
kann als Startwert fu¨r die na¨chste Anwendung des Newtonverfahrens eingesetzt werden.
Die verbleibende Frage ist nun, wie ein initiales Paar von Parametervektoren κStart und ηStart
fu¨r γ = 0 gefunden werden kann. Hier zeigt sich, dass die Beru¨cksichtigung des dualen Problems
von Vorteil war, denn hier wurde im vorangehenden Kapitel gezeigt, wie eine optimale Dirac-
Mixture-Approximation fu¨r eine kontinuierliche Dichte berechnet werden kann. Folglich kann
Algorithmus 4.1 verwendet werden, um fu¨r ein beliebiges κStart das optimale ηStart zu berechnen.
Die besten Ergebnisse im Hinblick auf die anschließende Progression werden erreicht, indem die
Dichte f(x, κStart) so gewa¨hlt wird, dass sie den Bereich, in dem sich die wahren Realisierungen
x˜i beﬁnden, anna¨hernd gleichverteilt abdeckt. Eine exakte Gleichverteilung ist im Allgemeinen
nicht mo¨glich, da es sich bei f(x, κStart) um eine Mischdichte mit endlicher Komponentenanzahl
handelt.
Die progressive Approximationsmethode kann durch zwei Erweiterungen noch verbessert wer-
den: durch eine Schrittweitenregelung, sowie durch eine Regelung der Genauigkeit des verwen-
deten Newtonverfahrens (Toleranzregelung).
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Die Schrittweitenregelung adaptiert die Schrittweite Δγ. Dies ermo¨glicht maximal große Schrit-
te, die immer noch eine Konvergenz des Newtonverfahrens erlauben. Dazu wird Δγ zu Beginn
der Approximation auf einen minimalen Wert gesetzt. Wenn das folgende Newtonverfahren er-
folgreich konvergiert, wird der resultierende Parametervektor κ als Startwert fu¨r den na¨chsten
Schritt akzeptiert und die Schrittweite erho¨ht. Dies geschieht bis eine maximale Schrittweite
erreicht ist. Konvergiert das Newtonverfahren nicht, so wird der resultierende Parametervektor
verworfen und γ auf γ−Δγ zuru¨ckgesetzt. Fu¨r den folgenden Schritt wird Δγ verringert. Dies
geschieht bis zu einer minimalen Schrittweite.
Die Toleranzregelung beeinﬂusst das Konvergenzkriterium des Newtonverfahrens. Das New-
tonverfahren gilt als konvergiert, wenn der Parametervektor sich um weniger als einen Wert 
vera¨ndert, bevor eine maximale Anzahl von Iterationen erreicht ist, wobei  > 0 aber sehr klein
ist. Die Toleranzregelung beeinﬂusst dieses  wie folgt: Zu Beginn wird  auf einen minimalen
Wert gesetzt. Sollte das Newtonverfahren nicht konvergieren und Δγ ist bereits minimal, so
wird  erho¨ht. Wenn das Newtonverfahren konvergiert und Δγ ist bereits maximal, so wird 
verringert.
Das gesamte Verfahren ist in Algorithmus 5.1 als Pseudocode angegeben.
Spezialfall: Gaussian Mixture
Im Folgenden wird nun der Spezialfall der Dichtescha¨tzung durch eine Gaussian-Mixture be-
trachtet. Das heißt, es werden die Parameter einer Funktion
f(x, κ) =
M∑
j=1
ωjN (x, μj, σj),
also Gewichte ωj, Erwartungswerte μj und Standardabweichungen σj der jeweiligen Kompo-
nenten aus den beobachteten Realisierungen bestimmt. Die entsprechende Verteilungsfunktion
lautet
F (x, κ) =
1
2
M∑
j=1
ωj erf
(
x− μj√
2σj
)
+
1
2
,
wobei erf( · ) die Fehlerfunktion ist.
Durch Einsetzen in die Bedingung (5.1) erha¨lt man das System nichtlinearer Gleichungen
1
2
M∑
j=1
ωj erf
(
xi − μj√
2σj
)
+
1
2
=
2i− 1
2L
fu¨r i = 1, . . . , L. Um dieses zu lo¨sen, wird die Nullstelle der vektorwertigen Funktion
g(κ) =
⎡
⎢⎢⎢⎣
1
2
∑M
j=1 ωj erf
(
x1−μj√
2σj
)
+ 1
2
− 2 · 1−1
2L
...
1
2
∑M
j=1 ωj erf
(
xL−μj√
2σj
)
+ 1
2
− 2 ·L−1
2L
⎤
⎥⎥⎥⎦
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Algorithmus 5.1 Progressive Methode zur Dichtescha¨tzung mit Schrittweiten- und Toleranz-
regelung.
1: γ := 0
2: κ := Uniform(M, range(η˜))
3: η
Start
:= DiracApprox(κ, L) //aus Alg. 4.1
4:  := min
5: Δγ := γstep min
6: function η = η(γ)
7: η = γη˜ + (1− γ)η
Start
8: end function
9: repeat
10: γ := γ + Δγ
11: η = η(γ)
12:
[
κtmp, success
]
:= NewtonApproach
(
κ, η, 
)
13: if success then
14: κ := κtmp
15: if Δγ < γstep max then
16: Increase(Δγ, γstep max)
17: else
18: Decrease(, min)
19: end if
20: else
21: γ := γ −Δγ
22: if Δγ > γstep min then
23: Decrease(Δγ, γstep min)
24: else
25: Increase(, max)
26: end if
27: end if
28: until γ = 1
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gesucht. Hierzu wird das Newtonverfahren verwendet, dass in jeder Iteration
κk+1 = κk −
(
Jg(κk)
TJg(κk)
)−1
Jg(κk)
T · g(κ)
berechnet. Jg(κk) bezeichnet hierbei die Jakobimatrix der Funktion g(κ). Da die Jakobimatrix in
dieser Anwendung im Allgemeinen nicht quadratisch ist, wird ein modiﬁziertes Newtonverfahren
mit einer Pseudoinversen verwendet.
Die Jakobimatrix setzt sich aus drei Blo¨cken
Jg(κk) = [J1 J2 J3]
zusammen. Der erste Block ist gegeben durch
J1(i, j) =
1
2
[
erf
(
xi − μj√
2σj
)
− erf
(
xi − μM√
2σM
)]
Dies ist eine (L×M −1)-Matrix, die die Ableitungen nach den Gewichten ωj, j = 1, . . . ,M −1
entha¨lt. Das letzte Gewicht wird aus der Normierungsbedingung ωM = 1−
∑M
j=1 ωj berechnet.
Aus dieser Bedingung ergibt sich auch der zweite Term in J1.
Der zweite Block ist gegeben durch die L×M -Matrix
J2(i, j) = −ωjN (xi, μj, σj)
und beschreibt die Ableitung nach den Mittelwerten μj fu¨r j = 1, . . . ,M .
Der dritte Block ist ebenfalls eine L×M -Matrix, die durch
J3(i, j) = −ωj xi − μj
σj
N (xi, μj, σj)
gegeben ist. Sie beschreibt die Ableitung nach den Standardabweichungen σj fu¨r j = 1, . . . ,M .
Im Folgenden wird nun ein Beispiel fu¨r die progressive Approximation betrachtet.
Beispiel 5.1: Approximation einer Dichte aus optimalen Realisierungen
In diesem Beispiel wird eine Gaussian-Mixture mit drei Komponenten und dem Parametervektor
˜˜κ = [0.5, 0.3, 0.2,−1, 0, 1, 0.3, 0.4, 0.5]T
als wahre Dichte ˜˜f(x) betrachtet.
Aus dieser Wahrscheinlichkeitsdichtefunktion werden nun Realisierungen generiert. Um zu zeigen,
dass das vorgestellte Verfahren auch das duale Problem lo¨st, werden diese Realisierungen zuna¨chst
mit dem Verfahren aus Abschnitt 4.5.2 generiert. Sie sind somit im Hinblick auf das Gu¨temaß
optimal. Fu¨r das Beispiel werden L = 20 Realisierungen generiert.
Die Progression startet mit einer Gaussian abdeckt. Dies ist der Bereich in dem die Realisierungen
liegen. Der Parametervektor dieser Funktion ist gegeben durch
κStart =
[
1
3
,
1
3
,
1
3
,−2, 0, 2, 1.4, 1.4, 1.4
]T
.
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Abbildung 5.2: Progressionsverlauf fu¨r eine Dichtescha¨tzung. Es wird eine Gaussian-Mixture mit 3 Komponenten
aus 20 optimalen Realisierungen rekonstruiert. Die obere Zeile zeigt den Progessionsverlauf in der Dichtefunktion,
die untere den Verlauf in der Verteilungsfunktion. In rot sind jeweils die Realisierungen und in blau die rekontruierte
Funktion zu sehen.
Aus diesem Startvektor werden die Startparameter der Dirac-Mixture-Funktion η
Start
mit dem Ver-
fahren aus Kapitel 4.5.2 berechnet. Dadurch wird gewa¨hrleistet, dass sich G(η
Start
, κStart) in einem
Minimum beﬁndet.
Die Progression ist ausschnittsweise in Abbildung 5.2 zu sehen. Die Abbildung stellt den Verlauf
der Progression fu¨r γ = 0, γ = 1 und zwei Zwischenschritte dar. Die obere Zeile zeigt den
Progessionsverlauf in der Dichtefunktion, die untere den Verlauf in der Verteilungsfunktion.
Die resultierende Approximation sowie der Rekonstruktionsfehler sind in Abbildung 5.3 gezeigt. Als
Fehler wird hier die Diﬀerenz ˜˜f(x)− f(x, κ) betrachtet.
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Abbildung 5.3: Resultat der progressiven Dichtescha¨tzung (oben). Diﬀerenz zur wahren Dichtefunktion (unten).
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Es ist deutlich zu sehen, dass trotz der geringen Anzahl von Realisierungen der Betragsfehler geringer
als 2× 10−3 bleibt, was eine hohe Genauigkeit bedeutet. 
Das gezeigte Beispiel verwendete optimale Realisierungen, die durch das vorgestellte determi-
nistische Verfahren berechnet wurden. Dies diente hauptsa¨chlich der Veranschaulichung der
Progression. In einem weiteren Beispiel werden nun zufa¨llige Realisierungen generiert und zur
progressiven Dichtescha¨tzung verwendet.
Beispiel 5.2: Approximation einer Dichte aus zufa¨lligen Samples
In diesem Beispiel wird dieselbe wahre Dichte ˜˜f(x) wie im vorangegangen Beispiel verwendet.
Abweichend von diesem Beispiel werden nun 30 zufa¨llige Realisierungen aus dieser Dichte gezogen.
Die Startkonﬁguration η
Start
und κStart ist identisch zum vorherigen Beispiel. Das Ergebnis der pro-
gressiven Dichtescha¨tzung ist in Abbildung 5.4 zu sehen. Im oberen Teil dieser Abbildung wird der
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Abbildung 5.4: Scha¨tzung einer Gaussian-Mixture-Dichte mit drei Komponenten aus 30 zufa¨lligen Realisierungen.
Oben: Die wahre Dichte
˜˜
f(x) ist durch die schwarze gestrichelte Linie gezeigt, das Scha¨tzergebnis durch die blaue
Linie. Unten: Die Stufenfunktion der Realisierungen aus der wahren Dichte sind in rot dargestellt und die gescha¨tzte
Verteilungsfunktion in blau.
Dichteraum und im unteren Teil der Verteilungsraum dargestellt. Die gestrichelte schwarze Linie im
oberen Plot zeigt die wahre Dichte ˜˜f(x); die blaue Linie zeigt die resultierende Scha¨tzung f(x, κ).
Die Positionen der Realisierungen als Dirac Mixture f˜(x, η) sind durch die roten Pfeile angegeben.
Die Verteilungsfunktionen F˜ (x, η) und F (x, κ) sind im unteren Plot jeweils in rot und blau gezeigt.

Man sieht im unteren Teil von Abbildung 5.4 deutlich, dass die kontinuierliche Funktion nicht
exakt durch die Stufen der Sprungfunktion geht, was bedeutet, dass die Bedingung (5.1) nicht
exakt erfu¨llt ist. Dies liegt daran, dass es sich um ein nichtlineares u¨berbestimmtes Gleichungs-
system handelt, fu¨r das keine exakte Lo¨sung existiert. Allerdings liefert das Verfahren den
besten mo¨glichen Parametervektor κ im Sinne der kleinsten Fehlerquadrate.
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Um die Qualita¨t des Verfahrens beurteilen zu ko¨nnen, wird nun in einem weiteren Beispiel das
Resultat mit den Ergebnis des ha¨uﬁg verwendeten EM-Algorithmus verglichen.
Beispiel 5.3: Vergleich des progressiven Dichtescha¨tzverfahrens mit dem EM-Algorithmus
Die wahre Dichte ˜˜f(x) ist identisch zu den vorherigen Beispielen, ebenso wie die Startkonﬁguration
fu¨r das progressive Scha¨tzverfahren.
Um die Ergebnisse der beiden Verfahren vergleichen zu ko¨nnen werden fu¨r verschiedene Anzahlen
von Realisierungen jeweils 20 Sa¨tze von zufa¨lligen Realisierungen aus ˜˜f(x) gezogen. Fu¨r jeden dieser
20 Sa¨tze wird die Abweichung des Scha¨tzergebnisses zur wahren Dichte durch
G(˜˜κ, κEM) =
∫ ∞
−∞
(
˜˜f(x)− f(x, κEM)
)2
dx
bzw.
G(˜˜κ, κP) =
∫ ∞
−∞
(
˜˜f(x)− f(x, κP)
)2
dx
berechnet.
Das quadratische Mittel der Fehler u¨ber alle 20 Sa¨tze (eRMS) ist fu¨r eine steigende Anzahl von Rea-
lisierungen im rechten Teil von Abbildung 5.5 gezeigt. Es ist deutlich zu sehen, dass der Scha¨tzfehler
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Abbildung 5.5: Links: Histogramm der Verteilung von G(˜˜κ, κEM) fu¨r L = 14 Realisierungen. Rechts: Quadratisches
Mittel der Scha¨tzfehler fu¨r EM in rot und fu¨r das progressive Verfahren in blau.
des progressiven Verfahrens fu¨r kleine Anzahlen von Realisierungen im Mittel wesentlich geringer ist
als der mittlere Scha¨tzfehler des EM Verfahrens. Um zu verdeutlichen woran dies liegt, ist auf der
linken Seite der Abbildung das Histogramm des Scha¨tzfehlers G(˜˜κ, κEM) fu¨r L = 14 Realisierungen
gezeigt. Man sieht hier deutlich, dass das EM Verfahren fu¨r einen hohen Prozentsatz von Realisie-
rungskonﬁgurationen gegen ein lokales Minimum konvergiert. Dieses Verhalten ist beim progressiven
Scha¨tzer nicht zu beobachten.

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Das hier vorgestellte Verfahren zur Dichtescha¨tzung kann nun, wie bereits erwa¨hnt, fu¨r die
Identiﬁkation stochastischer Rauscheinﬂu¨sse verwendet werden. Dies ist beispielsweise fu¨r die
generativen Systemmodelle, wie sie durch das Verfahren in Kapitel 4 verwendet werden, hilf-
reich. In Teil II wird das Verfahren zur Identiﬁkation von Messrauschen verwendet. Dazu wur-
den Realisierungsdaten eines akustischen Trackingsystems aufgezeichnet und mit der neuen
Methode verarbeitet.
Durch eine Erweiterung des hier vorgestellten Dichtescha¨tzverfahrens auf den mehrdimensiona-
len Fall la¨sst sich die Methode auch zur Identiﬁkation vom probabilistischen Systemmodellen,
wie sie in Kapitel 3 verwendet werden, nutzen. Hierbei kann mit Hilfe des Verfahrens eine Ver-
bunddichte u¨ber Ein- und Ausgang des Systems gescha¨tzt werden. Aus dieser Verbunddichte
la¨sst sich dann das probabilistische Modell durch einen progressiven Ansatz bestimmen. Dies
wurde bereits in einer Studienarbeit [30] gezeigt.
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Anwendung: Intentionserkennung
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KAPITEL 6
Konzept und Fallstudie
Als eine mo¨gliche Anwendung fu¨r kaskadierte stochastische Systeme soll nun die Intentionser-
kennung in der Mensch-Roboter Kooperation betrachtet werden. Die Motivation zur Erkennung
von menschlichen Intentionen durch einen Roboter entstammt dem Wunsch, einen Menschen in
einer allta¨glichen Umgebung optimal zu unterstu¨tzen. Ein Beispielszenario hierfu¨r ist die Ko-
operation mit einem humanoiden Serviceroboter im Haushalt. Eine Erkennung der Intention
durch den Roboter wu¨rde zum einen eine intuitivere Kommunikation mit dem Roboter erlau-
ben, zum anderen wu¨rde eine implizite Kommandierung ermo¨glicht. Dies liegt in der Tatsache
begru¨ndet, dass Menschen es von der Kooperation mit anderen Menschen gewohnt sind, de-
ren Intentionen zu erkennen und das Gleiche von ihrem Gegenu¨ber erwarten. Die U¨bertragung
dieses Verhaltens auf die Mensch-Roboter Kooperation wird in diesem Teil vertieft.
Die menschliche Intention ist ein verdeckter Zustand. Das heißt, sie ist nicht direkt beobachtbar,
da sie lediglich einen mentalen Zustand, gewissermaßen
”
im Kopf“ des Menschen darstellt. Was
allerdings direkt beobachtbar ist, sind die Handlungen und Aktionen des Menschen, von denen
man annehmen kann, dass sie durch dessen Intention angetrieben oder verursacht werden.
Daher ist es mo¨glich, von diesen Handlungen und Aktionen auf die zugrunde liegende Intention
zuru¨ckzuschließen.
Um das Ru¨ckschließen zu ermo¨glichen, wird ein Modell beno¨tigt, das die Verbindung von Inten-
tionen zu Aktionen beschreibt. Genauer gesagt muss ein Modell des Menschen, oder ein Modell
fu¨r menschliches Verhalten, verwendet werden. Ein solches Modell la¨sst sich durch menschliche
Experten sehr gut aus Teilsystemen aufbauen. Aus diesem Grund la¨sst sich der Ansatz der
kaskadierten Systeme hier sehr gut anwenden.
Das hier verwendete Konzept der Intentionserkennung ist eng verwandt mit der Planerkennung
und wurde auf der ICINCO 2005 [97] vorgestellt. Die Intentionserkennung wird hier im Rahmen
der Mensch-Roboter-Kooperation behandelt.
6.1 Stand der Technik
Die Mensch-Roboter-Kooperation ist ein wichtiges Feld im Bereich der Forschung zu huma-
noiden Robotern. Dabei wird heute ein starker Fokus auf soziale Aspekte der Interaktion von
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Menschen und Robotern gelegt [14, 15]. Laut Watt [105] tendieren Menschen dazu, Maschinen
zu anthromorphisieren, d.h. sie zu vermenschlichen. Je gro¨ßer die A¨hnlichkeit der Maschine zu
einem Menschen wird, desto mehr menschena¨hnliches Verhalten wird von der Maschine erwartet
[31]. Dies geht Hand in Hand mit einer steigenden Erwartung an die kognitiven Fa¨higkeiten der
Maschine, bzw. des Roboters. Mit anderen Worten, Menschen erwarten, dass sich humanoide
Roboter verhalten wie sie aussehen – wie Menschen.
Eine hauptsa¨chliche Herausforderung in der Mensch-Mensch-Kooperation ist die Einscha¨tzung
des Kooperationspartners. Nur wenn ein Mensch die Absichten seines Gegenu¨bers optimal ein-
zuscha¨tzen vermag, ist eine gute Kooperation mo¨glich. Durch die Anthromorphisierung von Ro-
botern wird diese Fa¨higkeit auch in der Mensch-Roboter-Kooperation relevant [23]. Menschen
erwarten, dass der Roboter ihre Intentionen erkennt, da sie dieses Verhalten von menschlichen
Kooperationspartnern gewo¨hnt sind. Auf der anderen Seite kann ein Robotersystem vielfa¨ltige
Informationen u¨ber sein Gegenu¨ber erlangen, wenn es dessen Intentionen beru¨cksichtigt. Aus
Sicht eines Designers von humanoiden Robotern ermo¨glicht dieses Wissen eine neue Qualita¨t
in der high-level Taskplanung.
Das Problem der Intentionserkennung wird in verschiedenen Gebieten der Mensch-Maschine-
Interaktion behandelt. Klassische Ansa¨tze sind in der Literatur zur Planerkennung zu ﬁnden
[63, 37]. Diese Ansa¨tze sind auch im Bereich der Computerspiele sehr popula¨r [34, 2]. In der
Robotik wird die Intentionserkennung in verschiedenen Kontexten betrachtet. Ein Beispiel aus
der mobilen Robotik zeigt, dass Intentionserkennung zur Verbesserung der Steuerung eines
autonomen Rollstuhls verwendet werden kann, um die Anna¨herung an Objekte zu ermo¨glichen,
die sonst als Hindernis erkannt worden wa¨ren [103]. Im
”
Programmieren durch Vormachen“-
Paradigma [111] wird Intentionserkennung als Segmentierung einer Benutzerdemonstration,
sowie der Klassiﬁzierung von Griﬀen, wie der Mensch sie beabsichtigt hat, verstanden.
Da Menschen es gewo¨hnt sind mit Unsicherheiten und Ambiguita¨ten in ihrem ta¨glichen Leben
umzugehen, ist es sehr natu¨rlich, probabilistische Ansa¨tze zur Intentionserkennung zu verwen-
den. Ein bekanntes Beispiel fu¨r probabilistische Methoden in der Intentionserkennung ist das
Lumie`re-Projekt [48] von Microsoft Research. Hier werden die Ziele eines Menschen anhand von
Aktionen an einem Computer mit Bu¨rosoftware erkannt. Zur Modellierung der Abha¨ngigkeiten
von Benutzerzielen und -aktionen werden in diesem System Bayesnetze verwendet. Aus diesem
Projekt ist der Assistent in Microsofts Oﬃcepaket entstanden.
6.2 Vorgehen
Um das Vorgehen bei der Intentionserkennung zu erla¨utern, muss zuna¨chst der Begriﬀ der Inten-
tion gekla¨rt werden. Es handelt sich dabei um ein Konzept, das beispielsweise in der Philosophie
und in der Psychologie betrachtet wird. Hier einige Deﬁnitionen des Begriﬀs Intention:
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[109][lateinisch] Absicht, Bestreben, Vorhaben, Plan, klarer Wille, Zielsetzung, Hinwen-
dung auf ein Ziel.
Adjektiv: intentional, zweckbestimmt, zielgerichtet, absichtlich.
[82] Eine Absicht (lat. intentio) oder Intention ist das bewusste Streben auf ein Ziel und
auch das, worauf es bei einer Willenshandlung abgesehen ist, das Ziel selbst.
Fu¨r diese Arbeit soll als Deﬁnition folgendes genu¨gen:
Deﬁnition 6.1 Die Intention ist eine bewusste Absicht bzw. Hinwendung auf ein Ziel.
Daher kann die Intentionserkennung auch als Absichtserkennung bezeichnet werden. U¨ber die
reine Planerkennung geht die Intentionserkennung hinaus, da sie sowohl Ziele als auch Pla¨ne
beru¨cksichtigt. Planerkennung betrachtet nur die Abfolge von Aktionen, wohingegen die Ziel-
erkennung nur das Ziel der menschlichen Handlung beru¨cksichtigt. Die Intentionserkennung
vereint diese beiden Ansa¨tze.
Da Intentionen bzw. Absichten sich im Allgemeinen nicht direkt a¨ußern, wird eine direkt be-
obachtbare Gro¨ße beno¨tigt, die mit der Intention im Zusammenhang steht. In der Philoso-
phie wird der Zusammenhang zwischen Intentionen und Handlungen des Menschen untersucht.
Hier sind vor allem die Arbeiten von Anscombe [5] und Davidson [24] zu nennen. Anscom-
be stellt den Zusammenhang zwischen Aktionen und deren Grund her, wohingegen Davidson
die Ursache-Wirkungs-Beziehung zwischen Gru¨nden und Handlungen betrachtet. Aus diesen
Betrachtungen wird klar, dass die menschliche Handlung in direktem Zusammenhang mit der
menschlichen Intention steht, ja sogar durch sie zu erkla¨ren ist. Intention ist also Ursache
menschlicher Handlung.
Die menschliche Handlung la¨sst sich durch Folgen von Aktionen beschreiben. Dies sind einzelne
Taten, die der Mensch ausfu¨hrt, um sich dem Ziel seiner Intention zu na¨hern. Fu¨r die Inten-
tionserkennung sollen hier elementare pick-and-place-Aufgaben, wie
”
Der Mensch nimmt die
Tasse“, als Aktion bezeichnet werden. Nach [5] werden nur intendierte Handlungen betrach-
ten, also Aktionsfolgen, denen eine Intention zu Grunde liegt. Unintendierte Handlungen sind
beispielsweise Unfa¨lle wie
”
Der Mensch stolpert“. Um nun von den Aktionen auf die zugrunde
liegende Intention ru¨ckschließen zu ko¨nnen, wird ein Modell beno¨tigt. In diesem Fall handelt
es sich um ein Modell des menschlichen Verhaltens.
Da der Mensch von seiner Umwelt beeinﬂusst wird, hat diese natu¨rlich auch eine Wirkung auf
dessen Intention. Daher sollte der Kontext des Menschen ebenfalls in dem Modell beru¨cksichtigt
werden. Der Kontext beschreibt hier den relevanten Teil der Umwelt, der eine Auswirkung auf
die Intention haben kann.
Im Folgenden wird nun eine systematische Deﬁnition der Begriﬀe Situation und Kontext gege-
ben, wie sie fu¨r die Intentionserkennung verwendet werden sollen. Dazu wird das Venndiagramm
in Abbildung 6.1 als schematische Hilfe verwendet. Zuna¨chst wird die Umwelt des Menschen
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Zustandsraum
S1
S2
Z1
Z2
Z3
Abbildung 6.1: Venndiagramm zur Deﬁnition von Situation und Kontext. Z1, Z2 und Z3 bezeichnen Zusta¨nde,
S1 und S2 Kontexte
als Zustandsraum betrachtet. Dieser Zustandsraum beinhaltet sa¨mtliche Konﬁgurationen von
Objekten in der Umwelt sowie die Konﬁguration des Menschen und des Roboters. Unter Konﬁ-
gurationen sind beispielsweise Positionen und Orientierungen von Objekten zu verstehen. Eine
mo¨gliche Gesamtkonﬁguration wird im Folgenden als Zustand Z bezeichnet. Eine Situation ist
eine Menge von Zusta¨nden, die u¨ber eine Bedingung deﬁniert wird (S). Beispiele fu¨r solche Men-
gen sind:
”
Es stehen vier Teller auf dem Tisch“ (S1) oder ”
Der Mensch steht am Tisch“ (S2).
Bei der Beschreibung von Situationen ist die exakte Position eines Objekts unter Umsta¨nden
nicht relevant, weshalb eine Menge von Zusta¨nden die geforderte Bedingung erfu¨llt. Als Bei-
spiel sind in Abbildung 6.1 die Situationen S1 und S2 angegeben. Hier sieht man, dass sich die
Mengen auch u¨berschneiden ko¨nnen. Ein Kontext wird nun durch den aktuell vorherrschenden
Zustand bestimmt. Der Kontext in dem sich der Mensch beﬁndet wird als die Menge der Situa-
tionen, in denen der aktuelle Zustand enthalten ist, deﬁniert. Es handelt sich hierbei also um
eine Menge von Mengen. Im Beispiel wa¨re dies die Menge aus
”
Es stehen vier Teller auf dem
Tisch“ und
”
Der Mensch steht am Tisch“. In Abbildung 6.1 ist dies beispielsweise der Kontext
von Z1 der durch {S1, S2} gegeben ist. Der Kontext von Z2 ist {S1} und der Kontext von Z3
ist {∅}, die leere Menge. Letztere kann als unbekannte Situation betrachtet werden.
Ferner beeinﬂusst der Mensch mit seinen Aktionen auch die Umwelt selbst. Dies ist insbesondere
dann wichtig, wenn die Aktionen selbst schwer zu erkennen sind. In solchen Situationen la¨sst
sich dann zumindest von der Beobachtung der Umwelt ein Ru¨ckschluss auf die ausgefu¨hrte
Aktion ziehen. Dies kann auch als Aktionserkennung bezeichnet werden.
Eine Skizze des Menschmodells ist in Abbildung 6.2 zu sehen. Dieses Modell zeigt die Inten-
tion als versteckten Zustand
”
im Kopf“ des Menschen. Kontext, Aktionen und Umwelt sind
beobachtbare Gro¨ßen.
Gema¨ß der philosophischen Betrachtung handelt es sich hierbei um ein gerichtetes Modell.
Das heißt, es gibt Ursachen und Wirkungen. Diese Modellierung wird durch die Richtung der
Pfeile verdeutlicht. Diese Kausalita¨t legt eine systemtheoretische Modellierung, wie in Teil I
eingefu¨hrt, nahe. Eine Vorwa¨rtsmodellierung ist demnach hier bereits natu¨rlich vorgegeben.
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Intention
AktionAktion
Benutzer
Umwelt
Kontext
Abbildung 6.2: Modell des Menschen fu¨r die Intentionserkennung.
Ein solches Modell beinhaltet allerdings viele Unsicherheiten. So ist der Zusammenhang von
Intentionen und Aktionen im Allgemeinen nicht deterministisch und von Mensch zu Mensch
unterschiedlich ausgepra¨gt. Außerdem sind die Aktionen eventuell nicht exakt beobachtbar und
der Einﬂuss des Kontexts auf das Gesamtsystem ist unsicher.
Die Struktur der Skizze in Abbildung 6.2 legt die Verwendung von kaskadierten Systemen be-
reits nahe, da der Kontext und die Aktionen bei gegebener Intention voneinander unabha¨ngig
sind. Abbildung 6.3 zeigt nun ein generisches Modell fu¨r die Intentionserkennung in einer Bayes-
netzrepra¨sentierung. Diese Form der Darstellung wird hier zuna¨chst gewa¨hlt um die A¨hnlichkeit
zum skizzierten Modell in Abbildung 6.2 zu verdeutlichen. Die Form der Knoten soll hierbei
Intention 
Aktion 1
Kontext
Messung 1
Messung m
Aktion n
Messung 1
Messung m
Abbildung 6.3: Generisches Modell fu¨r die Intentionserkennung.
verdeutlichen, dass die jeweiligen Zufallsvariablen kontinuierlich (oval) oder diskret (rechteckig)
sein ko¨nnen. Ha¨uﬁg werden Intentionen und Aktionen durch symbolische Beschreibung, wie
”
o¨ﬀnet die Spu¨lmaschine“ angegeben, was durch diskrete Zufallsvariablen ausgedru¨ckt werden
kann. Die Sensormessungen, die von solchen Aktionen hervorgerufen werden, sind allerdings
ha¨uﬁg kontinuierlich, wie beispielsweise Distanzen vom Menschen zu Objekten. Diese ko¨nnen
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durch kontinuierliche Zufallsvariablen beschrieben werden. Es handelt sich hierbei folglich um
ein hybrides Modell.
Um nun die Scha¨tzung der Intention vorzunehmen, muss der Einﬂuss sa¨mtlicher direkt beob-
achtbarer Gro¨ßen in das Modell eingespeist und die entsprechenden Bayes’schen Inferenzschrit-
te, wie in Abschnitt 2.2 beschrieben, ausgefu¨hrt werden. Als direkt beobachtbar werden hier
die Sensormessungen sowie der jeweilige Kontext angenommen. Man kann dies auch als eine
Informationsfusion der bekannten Beobachtungen im Sinne von [9] betrachten.
Ein weiterer Aspekt, der im generischen Modell beru¨cksichtigt werden soll, ist die Dynamik. Da
zu einer Intention ha¨uﬁg eine Folge von Aktionen geho¨rt und eine Aktion ha¨uﬁg eine Sequenz
von Sensormessungen erzeugt, muss dieser zeitliche Aspekt mit beru¨cksichtigt werden. Dazu
kann eine dynamische Bayesnetzdarstellung (DBN), wie in Abbildung 6.4 gezeigt, verwendet
werden. Da es sich hierbei um eine zeitdiskrete Modellierung handelt, wird das generische Modell
Intention
Aktion 1
Kontext
Messung 1
Messung m
Aktion n
Messung 1
Messung m
Intention
Aktion 1
Kontext
Messung 1
Messung m
Aktion n
Messung 1
Messung m
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Abbildung 6.4: Dynamisches Bayesnetzmodell fu¨r die Intentionserkennung.
aus Abbildung 6.3 fu¨r zwei Zeitschritte t und t + 1 dargestellt. Die zeitlichen Abha¨ngigkeiten
sind durch gestrichelte Kanten angegeben. Hierbei wird die Markov-Annahme erster Ordnung
verwendet. D. h. jeder Zustand ist nur von seinem unmittelbaren Vorga¨ngerzustand abha¨ngig.
Diese Art der Darstellung wird in der Literatur auch als 2T-DBN bezeichnet [68].
Eine Blockdiagrammdarstellung des generischen Modells ist in Abbildung 6.5 zu sehen. Hier
kt f(it|it−1, kt)
Unit Delay f(a1t |a1t−1, it)
Unit Delay
Unit Delay
f(ant |ant−1, it)
g(a1t )
v1t
m1t
f(mnt |ant ) mnt
lala
it
it−1
a1t−1
ant−1
a1t
ant
Abbildung 6.5: Blockdiagrammmodell fu¨r die Intentionserkennung.
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werden die entsprechenden Zufallsvariablen abgeku¨rzt durch k fu¨r Kontext, i fu¨r Intention, a
fu¨r Aktion und m fu¨r Messung bezeichnet. Ferner ist der jeweilige Zeitindex durch t annotiert.
Die verschiedenen Aktionen und Messungen sind durch einen oberen Index gekennzeichnet. Der
U¨bersicht wegen wird hier fu¨r jede Aktion nur eine Messung angenommen. Dies muss im Allge-
meinen nicht so sein. Fu¨r die Messung m1t ist ein generatives Modell mit additivem Rauschen
vt angegeben, fu¨r die Messung m
n
t ein probabilistisches Modell. Dies dient der Verdeutlichung,
dass beide Modellierungsarten verwendet werden ko¨nnen. Daru¨ber hinaus ist auch vorstellbar,
dass die Messungen u¨ber weitere Kaskaden ermittelt werden.
In Abbildung 6.6 ist nun der Scha¨tzer fu¨r dieses generische Modell angegeben. Der Scha¨tzer
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Abbildung 6.6: Scha¨tzer fu¨r das generische Intentionserkennungsmodell.
erha¨lt als Eingabe den aktuellen Kontext kˆt sowie die Messungen mˆ
j
t fu¨r j = 1, . . . , n. Als Aus-
gang liefert er die Scha¨tzung der vorliegenden Intention in Form der Wahrscheinlichkeitsdichte
f(it). Die Inferenz basiert auf den in Kapitel 2.2 vorgestellten Berechnungsvorschriften. Die mit
BV und BR bezeichneten Blo¨cke stehen fu¨r die Bayes’sche Vorwa¨rts- und Ru¨ckwa¨rtsinferenz.
Die mit UD bezeichneten Blo¨cke beschreiben eine Einheitsverzo¨gerung (engl.: Unit Delay). Die
Operatoren mit Punkt sind Multiplikationen. Da als einzige Marginaldichte die Dichte u¨ber die
Intention berechnet wird, kann beim Eingang des Bayes’schen Vorwa¨rtsschritts fu¨r die Aktio-
nen die Intention weggelassen werden. Diese Information wu¨rde sonst bei der Berechnung von
f(it) doppelt berechnet.
91
Kapitel 6. Konzept und Fallstudie
Dieser Scha¨tzer kann nun fu¨r konkrete Szenarien instanziiert werden. Dazu muss zuerst festge-
legt werden, ob die Variablen kontinuierlich oder diskret sind. Danach mu¨ssen die entspre-
chenden probabilistischen oder generativen Modelle festgelegt werden. Dies kann entweder
datengetrieben oder durch Experten erfolgen, was beispielhaft in Kapitel 7 gezeigt wird.
6.3 Fallstudie
Um herauszuﬁnden wie gut ein Roboter die Intentionen eines Menschen erkennen ko¨nnen soll-
te, wurde eine Fallstudie durchgefu¨hrt, in der zuna¨chst gekla¨rt wurde, wie gut Menschen die
Intention anderer Menschen erkennen. Hierzu wurde in einem Experiment untersucht, welche
Informationen der Mensch beno¨tigt, um zu erkennen, was das Ziel einer anderen Person ist.
In dem Experiment wurden von verschiedenen Personen unterschiedliche Ta¨tigkeiten in einer
Ku¨che ausgefu¨hrt und mit einer Videokamera aufgezeichnet. Den Personen wurde dabei jeweils
eine Aufgabe gestellt, die sie in der Ku¨che umsetzen mussten. Dazu wurden die folgenden
Aufgaben formuliert:
Sie mo¨chten • die Spu¨lmaschine beladen
• das Geschirr abwaschen
• kochen
• den Tisch decken
Die Gruppe der Pra¨sentierenden bestand aus vier Personen, die jeweils alle vier Aufgaben in auf-
einanderfolgenden Aufzeichnungen ausfu¨hrten. Ein Bild aus einer exemplarischen Aufzeichnung
einer Person, die kochen mo¨chte, ist in Abbildung 6.7 zu sehen.
Abbildung 6.7: Videoaufzeichnung einer Person in der Ku¨che. Diese Person mo¨chte kochen.
Ziel des Experimentes war es, eine andere Gruppe von Personen scha¨tzen zu lassen, um wel-
che Intention es sich jeweils handelt. Dazu wurden Interviews mit acht verschiedenen Personen
durchgefu¨hrt, denen eine Auswahl der aufgezeichneten Videos gezeigt wurde. Das jeweilige Vi-
deo wurde immer fu¨r 10 Sekunden gespielt und dann angehalten. Die interviewte Person wurde
anschließend gefragt, welche Intention bei der gezeigten Person ihrer Meinung nach vorliegt. Da-
nach wurde das Video wieder 10 Sekunden weitergespielt, angehalten und die Frage fortgesetzt.
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Diese Prozedur wurde bis zum Ende des Videos wiederholt. Die Dauer der Aufzeichnungen lag
zwischen 80 und 100 Sekunden. Den befragten Personen wurden keine Vorgaben u¨ber mo¨gliche
Intentionen gegeben, sie mussten frei antworten.
Das Resultat dieses Experiments war erstaunlich, da alle befragten Personen in der Lage waren,
die korrekte Antwort auf die Frage spa¨testens nach der zweiten Frage zu geben. Also nach 20
Sekunden. Hierbei zeigt sich bereits die hohe Leistung, die Menschen bei der Erkennung der
Intention anderer Menschen an den Tag legen.
Um nun die Leistungen des Menschen mit den Leistungen eines technischen Systems verglei-
chen zu ko¨nnen, wurden die Videos transkribiert. D.h. aus den Videos wurde eine Sequenz
klassiﬁzierter Aktionen der pra¨sentierenden Person generiert. Diese Transkription wurde von
Hand generiert und fu¨hrte zu folgenden Aktionen:
• O¨ﬀnet Spu¨lmaschine
• Schließt Spu¨lmaschine
• Nimmt Gegenstand aus der Spu¨lmaschine
• Stellt Gegenstand in die Spu¨lmaschine
• O¨ﬀnet Schrank
• Schließt Schrank
• Nimmt Gegenstand aus dem Schrank
• Stellt Gegenstand in den Schrank
• Stellt Gegenstand auf die Arbeitsﬂa¨che
• Nimmt Gegenstand von der Arbeitsﬂa¨che
• Stellt Gegenstand auf die Spu¨le
• Nimmt Gegenstand von der Spu¨le
• Stellt Gegenstand in die Spu¨le
• Nimmt Gegenstand aus der Spu¨le
• La¨sst Wasser laufen
• Nimmt Spu¨lmittel
• Stellt Topf auf den Herd
• Nimmt Essen
• Gibt Essen in den Topf
• Gibt Gegenstand in den Topf
• Stellt Gegenstand auf den Tisch
• Stellt Essen auf den Tisch
• Benutzt den Mu¨lleimer
• O¨ﬀnet den Ku¨hlschrank
• Schließt den Ku¨hlschrank
Als Idee hinter dieser Transkription stand die Frage:
”
Was wu¨rde ein Mensch sagen, der diese
Aktion des anderen Menschen beschreiben sollte?“ Es stellte sich heraus, dass die Aktionen, die
als relevant eingestuft wurden, letztendlich alle als pick-and-place Operationen zu beschreiben
waren. Die Objekte, die bei diesen Aktionen involviert sind, lassen sich in zwei Klassen einteilen:
• Gegensta¨nde: Diese Klasse umfasst alle Arten von Besteck (Messer, Gabel, Lo¨ﬀel, etc.)
und Geschirr (Teller, Tassen, Schu¨sseln, etc).
• Essen: Diese Klasse umfasst alle essbaren und trinkbaren Dinge in der Ku¨che.
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Einige Gegensta¨nde wie Spu¨lmittel konnten keiner Klasse zugeordnet werden und werden daher
separat behandelt.
Die transkribierten Aktionssequenzen wurden, wie zuvor die Videosequenzen, den befragten
Personen pra¨sentiert. Um ein Vorwissen u¨ber die Pra¨sentation auszuschließen, wurde den Per-
sonen eine andere Pra¨sentation vorgelegt als beim ersten Interview. Der zeitliche Abstand
zwischen dem ersten und zweiten Interview betrug ungefa¨hr vier Wochen.
Die Aktionen wurden in schriftlicher Form durch die graphische Oberﬂa¨che in Abbildung 6.8
pra¨sentiert. Den Personen wurden im Gegensatz zum vorherigen Interview vier mo¨gliche Inten-
Abbildung 6.8: Graphische Oberﬂa¨che zur Pra¨sentation transkribierter Aktionsfolgen.
tionen zur Auswahl gegeben. Es war hier auch eine Mehrfachauswahl mo¨glich, um eine gewisse
Unsicherheit ausdru¨cken zu ko¨nnen. Jeder Person wurden vier Pra¨sentationen gezeigt, wobei
alle acht Personen dieselben Pra¨sentationen sahen.
Als Ergebnis der Befragung standen vier mal acht Sequenzen von Einscha¨tzungen der beob-
achtenden Personen zur Verfu¨gung. Diese Sequenzen wurden u¨ber die acht Personen gemittelt
und normiert. Das Ergebnis ist in Abbildung 6.9 zu sehen.
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Abbildung 6.9: Menschliche Intentionsscha¨tzung aus transkribierten Aktionsdaten.
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Die U¨berschriften der Plots zeigen die jeweils vorliegende wahre Intention des pra¨sentierenden
Menschen. Jede Graﬁk zeigt die gemittelte und normierte Einscha¨tzung der acht Personen u¨ber
die Folge der Aktionen. Fu¨r jeden Zeitpunkt (jede Aktion) liegt also eine Scha¨tzung u¨ber die vier
mo¨glichen Intentionen vor, die durch die Werte der vier Graphen gegeben ist. Die Summe der
Graphen ergibt zu jedem Zeitpunkt Eins. Die gro¨ßte mo¨gliche Unsicherheit wa¨re also gegeben,
wenn alle Graphen den Wert 1
4
annehmen wu¨rden, die gro¨ßte Sicherheit, wenn ein Graph den
Wert Eins annimmt.
Die Ergebnisse zeigen ein hohe anfa¨ngliche Unsicherheit in der Pra¨sentation von
”
Geschirr
abwaschen“ (links unten). Diese verschwindet aber u¨ber die Zeit ga¨nzlich. Bei der Pra¨sentation
von
”
Spu¨lmaschine beladen“ (links oben) hingegen sind sich die Beobachter von Beginn an
sehr sicher. Die Pra¨sentationen von
”
kochen“ (rechts oben) und
”
Tisch decken“ (rechts unten)
scheinen sehr a¨hnlich zu sein, da in beiden Fa¨llen anfangs eine große Unsicherheit zwischen
diesen beiden Mo¨glichkeiten herrscht.
Um nun die Mo¨glichkeiten der modellbasierten Scha¨tzung von Intentionen auszuloten, wurde
ein einfaches diskretes, kaskadiertes System aufgestellt. Dieses System entha¨lt eine Variable
fu¨r die Intention als verdeckten Eingang sowie eine Variable fu¨r jede mo¨glich Aktion aus der
Transkription als Ausgang. Die Gesamtkaskade hat also einen verdeckten Eingang und 25 be-
obachtbare Ausga¨nge. Die bedingten Wahrscheinlichkeiten wurden dabei von Hand festgelegt.
Dazu wurde jeweils die Frage gestellt:
”
Gegeben die Intention ist x, wie wahrscheinlich ist es,
dass die Aktion y ausgefu¨hrt wird?“ Da Menschen fu¨r das betrachtete Ku¨chenszenario als Ex-
perten angesehen werden ko¨nnen, sind sie sehr gut in der Lage ein solches Modell aufzustellen.
Außerdem wurde ein dynamisches Modell verwendet, um die Historie der Scha¨tzung zu beru¨ck-
sichtigen. Dazu wurde eine Markovbedingung erster Ordnung fu¨r die Intention angenommen.
Das heißt, die Intention zum Zeitpunkt t + 1 ha¨ngt nur von der Intention zum Zeitpunkt t
ab. Als Modell wurde dafu¨r angenommen, dass der Mensch zu 95% bei seiner Intention bleibt
und mit 1% Wahrscheinlichkeit in eine andere Intention wechselt. Um das Modell einfach zu
halten, wurden die Aktionen bei gegebener Intention als unabha¨ngig angenommen. Diese An-
nahme ist im Allgemeinen nicht immer gu¨ltig. Deshalb wird im folgenden Kapitel eine Methode
vorgestellt, wie auch komplexere Abha¨ngigkeiten betrachtet werden ko¨nnen.
Die Ergebnisse der Scha¨tzung mit dem einfachen Modell sind in Abbildung 6.10 zu sehen. Die
Graﬁken sind wieder so wie in Abbildung 6.9 zu interpretieren: die Graﬁken zeigen den Verlauf
der Wahrscheinlichkeiten der einzelnen Intentionen u¨ber der Folge von Aktionen. Auch hier sind
die Wahrscheinlichkeiten normiert. Es ist bemerkenswert, dass die Ergebnisse des Scha¨tzers der
Einscha¨tzung der Befragten Personen sehr a¨hnlich sind. Das heißt, an den Stellen an denen die
Menschen eine große Unsicherheit zeigen, resultiert auch eine große Unsicherheit im Ergebnis
des Scha¨tzers. An Stellen die den menschlichen Beobachtern sofort klar waren, entscheidet der
Scha¨tzer auch sehr sicher zu Gunsten der korrekten Intention.
Dieses Beispiel zeigt, dass die modellbasierte Intentionsscha¨tzung durchaus in der Lage ist, die
Leistung eines Menschen bei der Intentionserkennung zu erreichen. Fu¨r komplexere Szenarien
sind allerdings komplexere Modelle als das hier betrachtete no¨tig. Insbesondere, da die Aktionen
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Abbildung 6.10: Modellbasierte Intentionsscha¨tzung aus transkribierten Aktionsdaten.
selbst auch erkannt werden mu¨ssen, wodurch weitere Unsicherheit in die Scha¨tzung mit einﬂießt.
Aus diesem Grund werden im folgenden Kapitel weitere Betrachtungen zu geeigneten Modellen
fu¨r die Intentionserkennung angestellt.
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KAPITEL 7
Modelle und Evaluationsumgebung
7.1 Entkopplung und Komplexita¨tsreduktion
Bei der Konstruktion von kaskadierten Systemmodellen ist die Annahme der Unabha¨ngigkeit
von Teilsystemen essentiell. Allerdings ist eine solche Annahme ha¨uﬁg nicht korrekt, was sich
in schlechten Inferenzergebnissen niederschla¨gt. Ein exaktes Modell, das alle Abha¨ngigkeiten
beru¨cksichtigt, besitzt aber im Allgemeinen eine sehr komplexe Struktur, die beispielsweise
Zyklen enthalten kann.
Eine ga¨ngige Methode um solche Abha¨ngigkeit aufzulo¨sen ist die Einfu¨hrung so genannter
versteckter Variablen, die die Abha¨ngigkeiten des Verbundraums subsumieren [77]. Ein Nachteil
dieser Methode ist, dass der Verbundraum extrem groß werden kann, was auch wieder zu einer
schlechten Handhabbarkeit fu¨hrt. Daher werden Methoden zur Reduktion des Zustandsraums
der versteckten Variablen beno¨tigt, wobei die Ergebnisse der Inferenz in diesem kaskadierten
System im Idealfall nicht vom unreduzierten Fall abweichen sollten.
In der Literatur existieren Verfahren, um geeignete versteckten Variablen zu ﬁnden [33, 13],
wenn diese nicht bereits bekannt sind. Andere Verfahren beschreiben, wie die Kardinalita¨t der
versteckten Variablen bestimmt werden [32, 66] und deren Parameter aus Daten gelernt werden
[87, 59] ko¨nnen. Ein generischer Ansatz zur Reduktion des Zustandsraums von Variablen wird
in [108] vorgestellt, wobei dort der Hauptaugenmerk jedoch auf diskrete Zusta¨nde, die aus der
Quantisierung kontinuierlicher Variablen entstehen, liegt.
Im Weiteren wird der Fall von diskreten Systemen am Beispiel der Intentionserkennung betrach-
tet. Dies ist interessant, da selbst hier die Bestimmung der Kardinalita¨t der reduzierten Va-
riable, also die Anzahl der Zusta¨nde, sowie die entsprechenden bedingten Wahrscheinlichkeiten
nicht ohne einen erheblichen Aufwand zu bestimmen sind. Fu¨r den kontinuierlichen Fall ko¨nnen
Clusterverfahren, wie sie in [101] vorgestellt wurden, verwendet werden. Das hier vorgestellte
Verfahren wurde auf der IROS 2007 [92] publiziert und stellt durch die Konstruktion eines kas-
kadierten Systems fu¨r die Intentionserkennung, basierend auf Expertenwissen, eine alternative
Vorgehensweise zu datengetriebenen Verfahren dar. Es werden daher keine Lernverfahren fu¨r
Struktur oder Parameter des Modells beno¨tigt.
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Bei der Behandlung der Intentionserkennung fu¨r Menschen kann man im Allgemeinen davon
ausgehen, dass menschliche Experten eine gute Vorstellung vom Zusammenhang zwischen Inten-
tionen und Aktionen haben. Man kann dies auch als Modellwissen bezeichnen. Solche Modelle
ko¨nnen beispielsweise als eine Abbildung von einer Intention auf eine Aktion angegeben werden.
Basierend auf solchen Abbildungen sollen probabilistische Modelle abgeleitet werden, bei denen
die Intention durch eine diskrete Zufallsvariable int, mit so vielen Zusta¨nden wie bekannten In-
tentionen, beschrieben wird. Aktionen werden durch bina¨re Zufallsvariablen ai, mit i = 1, . . . , n
beschrieben, wobei n die Anzahl der beobachtbaren Aktionen ist. Die Unsicherheit in diesem
Modell wird repra¨sentiert durch die bedingte Wahrscheinlichkeit P (a1, . . . , an | int). Im Fol-
genden wird von Wahrscheinlichkeiten und bedingten Wahrscheinlichkeiten anstatt Dichten
gesprochen um zu verdeutlichen, dass es sich um wertediskrete Systeme handelt.
Im Allgemeinen sind die Aktionen, gegeben die Intention, nicht unabha¨ngig voneinander, wes-
halb keine unabha¨ngigen Modelle P (ai | int) angegeben werden ko¨nnen. Da Abha¨ngigkeiten
zwischen den Aktionen bestehen, muss also zuna¨chst der komplette Verbundraum u¨ber alle be-
teiligten Zufallsvariablen betrachtet werden. Ein mo¨gliches kaskadiertes System, das den kom-
pletten Verbund beschreibt, ist in Abbildung 7.1(a) gezeigt. Dieses graphische Modell beschreibt
(a) Verbundmodell
??? ??
??
??
(b) Entkoppeltes Modell
??? ?
??
??
??
Abbildung 7.1: Kaskadiertes System fu¨r Intentions-Aktions Relationen. (a) zeigt das Verbundmodell und (b) das
entkoppelte Modell.
nach der Kettenregel das Verbundsystem
P (int, a1, . . . , an) = P (int)P (a1|int)P (a2|a1, int) · . . . ·P (an|int, a1, . . . , an−1) .
Diese Darstellung hat den großen Nachteil, dass sie (ungerichtete) Zyklen entha¨lt, wodurch das
rekursive Berechnungsverfahren aus Abschnitt 2.2 unbrauchbar wird. In der Literatur sind zwar
Topologien bekannt, fu¨r die eine so genannte loopy belief propagation garantiert konvergiert [69],
fu¨r allgemeine kaskadierte Systeme ist diese Konvergenz allerdings nicht gesichert.
Ein verbreiteter Ansatz um Zyklen zu entfernen, ist das Einfu¨hren von so genannten versteckten
Variablen wie in Abbildung 7.1(b) gezeigt. Dies fu¨hrt zu einer Entkopplung des Systems und
damit zu einer weniger komplexen Struktur, die sich durch
P (int)P (h|int)P (a1|h) . . . P (an|h)
beschreiben la¨sst.
Diese Vereinfachung bekommt man allerdings nicht geschenkt. Der Preis, den man fu¨r die naive
Anwendung dieses Ansatzes zahlen muss, ist die Komplexita¨t der Zufallsvariable h in Form der
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Anzahl ihrer Zusta¨nde. Sie muss den kompletten Verbundraum abdecken, was im gegeben
Beispiel zu |int| · 2n Zusta¨nden fu¨hrt, wobei |int| die Anzahl der bekannten Intentionen und n
die Anzahl der bekannten Aktionen beschreibt. Dieses Modell wird im Folgenden als das exakte
Modell bezeichnet.
Der Umgang mit solch großen Zustandsra¨umen ist fu¨r praktische Anwendungen ha¨uﬁg nicht
durchfu¨hrbar. Daher wird nun ein approximativer Ansatz verfolgt, der mit weniger Zusta¨nden
fu¨r die versteckte Variable h auskommt, aber in der Inferenz vergleichbare Ergebnisse zur Ver-
wendung des exakten Modells erzielt. Die Herleitung des approximativen Ansatzes wird von
einem Beispiel begleitet. Dieses Beispiel ist bewusst einfach gehalten, um die Nachvollziehbar-
keit zu gewa¨hrleisten. Außerdem erlaubt das Beispiel mit der exakten Lo¨sung zu beginnen, die
dann in die approximative Lo¨sung u¨berfu¨hrt wird.
Beispiel 7.1: Enkopplung und Modellreduktion
Es wird der Fall von drei bekannten Intentionen int1, int2, int3 und drei mo¨glichen Aktionen a1, a2,
a3, die ein Mensch ausfu¨hren kann, betrachtet. Von einem menschlichen Experten erha¨lt man eine
Abbildung, die besagt, welche Aktionen ausgefu¨hrt werden, wenn eine bestimmte Intention vorliegt.
Fu¨r dieses Beispiel wird die Abbildung
int1 → a1, a2,
int2 → a2,
int3 → a3.
(7.1)
angenommen.
Es sei darauf hingewiesen, dass die erste Intention zwei Aktionen auslo¨sen kann. Es wird aber keine
Annahme getroﬀen, dass diese Aktionen gleichzeitig auftreten mu¨ssen. Außerdem gilt zu beachten,
dass die Aktion a2 sowohl durch die Intention int1 als auch durch die Intention int2 ausgelo¨st werden
kann. 
7.1.1 Exakte Entkopplung
Die exakte Entkopplung durch Einfu¨hrung der versteckten Variable h beno¨tigt, wie bereits
erwa¨hnt, einen Zustandsraum mit |int| · 2n Zusta¨nden. Jeder Zustand von h stellt dabei eine
mo¨gliche Kombination aus Intention und dem Auftreten oder Nichtauftreten aller Aktionen
dar. Der komplette Verbundraum (int,a1, . . . ,an) wird also auf den Zustandsraum von h
abgebildet.
Die Kombination der Intentionen mit dem Verbundraum der Aktionen (a1, . . . ,an) kann al-
lerdings auch mit Hilfe der bedingten Wahrscheinlichkeit P (a1, . . . , an, | int) modelliert wer-
den. Daher muss h lediglich den Verbundraum der Aktionen abbilden, wodurch die Anzahl der
Zusta¨nde von h auf 2n verringert wird. Es handelt sich hierbei nicht um eine Approximation, da
die Abbildung von Intention auf Aktionenverbund von h lediglich in die bedingte Wahrschein-
lichkeit P (h | int) verschoben wird, was immer noch das exakte Modell beschreibt. Allerdings
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ist 2n immer noch eine sehr hohe Anzahl von Zusta¨nden bei einer entsprechend hohen Anzahl
von Aktionen.
Beispiel 7.1: Enkopplung und Modellreduktion (Fortsetzung)
Es wird nun eine Zufallsvariable h mit 2n Zusta¨nden eingefu¨hrt, wobei n = 3 ist. Jeder Zustand hi,
fu¨r i = 0, . . . , 7 von h steht fu¨r eine Kombination der mo¨glichen Aktionen. Jeder Verbundzustand
(a1, a2, a3) wird im Folgenden durch eine Bina¨rzahl ausgedru¨ckt. Das gleichzeitige Auftreten aller
Aktionen beispielsweise durch 111. Somit erha¨lt man folgende Abbildung:
h0 ← 000 h1 ← 001 h2 ← 010 h3 ← 011
h4 ← 100 h5 ← 101 h6 ← 110 h7 ← 111

Basierend auf dem vom Experten angegeben Modell, mu¨ssen nun die Parameter der bedingten
Wahrscheinlichkeit P (h | int) bestimmt werden. Diese werden im Allgemeinen in einer Wahr-
scheinlichkeitstabelle angegeben. Um dies tun zu ko¨nnen, muss noch ein Fall betrachtet werden,
der im Modell des Experten nicht explizit angegeben ist – Der Mensch kann eine Intention im
Kopf haben, fu¨hrt aber zum aktuellen Zeitpunkt keine Aktion aus. Dies kann beispielsweise
dann auftreten, wenn der Mensch sich in einer Transitionsphase beﬁndet, in der er sich von
einer Postion zu einer anderen bewegt, um dort die relevante Aktion ausfu¨hren zu ko¨nnen. Um
diesen
”
idle“-Zustand beachten zu ko¨nnen muss er Teil des Modells P (h | int) sein.
Beispiel 7.1: Enkopplung und Modellreduktion (Fortsetzung)
Die Tabelle der bedingten Wahrscheinlichkeit P (h | int) kann aus der Abbildung des Experten aus
(7.1) gewonnen werden.
Fu¨r dieses Beispiel wird als Wahrscheinlichkeit fu¨r den
”
idle“-Zustand h0 10% angenommen. Dar-
aus erfolgt die bedingte Wahrscheinlichkeit P (h0|inti) = 0.1 fu¨r i = 1, . . . , 3. Die restlichen
Wahrscheinlichkeiten mu¨ssen sich demzufolge zu 0.9 addieren.
P (h|int) P (h0) P (h1) P (h2) P (h3) P (h4) P (h5) P (h6) P (h7)
int1 1/10 0 3/10 0 3/10 0 3/10 0
int2 1/10 0 9/10 0 0 0 0 0
int3 1/10 9/10 0 0 0 0 0 0
Fu¨r int1 ist die Wahrscheinlichkeitsmasse u¨ber das einzelne und gleichzeitige Auftreten der Aktio-
nen a1 und a2 verteilt, da die Regel des Experten keine Angaben daru¨ber macht, welche Aktion
wahrscheinlicher ist. 
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7.1.2 Reduktion
Die Modellierung des gesamten Aktionsverbundraumes in h ist mit 2n Zusta¨nden immer noch
sehr komplex. Daher wird nun eine Methode hergeleitet, mit deren Hilfe die Anzahl der Zusta¨nde
weiter reduziert werden kann. Die Grundannahme, die dieser Zustandsreduktion zugrundeliegt,
ist die Tatsache, dass die Aktionen im Allgemeinen eher separat als gleichzeitig auftreten. Bei
vielen Aktionen ist der Mensch gar nicht in der Lage diese gleichzeitig auszufu¨hren. Diese Ein-
sicht kann als logische ODER-Verknu¨pfung der Aktionen, gegeben eine Intention, interpretiert
werden.
Der Zustandsraum von h kann nun reduziert werden, indem alle Zusta¨nde, in denen eine Ak-
tion ai ausgefu¨hrt wird, zusammengefasst werden, was der besagten ODER-Verknu¨pfung von
relevanten Aktionen entspricht. Diese Zusammenfassung la¨sst sich mit einer Zufallsvariable h′
ausdru¨cken die nur noch n+1 Zusta¨nde beno¨tigt!
Die bedingte Wahrscheinlichkeit P (h′ | int) la¨sst sich aus P (h | int) durch einfache Regeln der
Wahrscheinlichkeitsrechnung berechnen. Hier wird die Regel, dass fu¨r zwei Zufallsvariablen a
und b
P (a ∨ b) = P (a) + P (b)− P (ab) (7.2)
gilt, angewendet. Die Anwendung wird im folgenden Beispiel gezeigt.
Beispiel 7.1: Enkopplung und Modellreduktion (Fortsetzung)
Es wird nun eine versteckte Zufallsvariable h′ mit vier Zusta¨nden eingefu¨hrt. Deren Zusta¨nde
repra¨sentieren die ODER-Verknu¨pfung der relevanten Zusta¨nde von h nach
h′0 ← h0
h′1 ← h4 ∨ h5 ∨ h6 ∨ h7
h′2 ← h2 ∨ h3 ∨ h6 ∨ h7
h′3 ← h1 ∨ h3 ∨ h5 ∨ h7 .
Der Zustand, in dem keine Aktion ausgefu¨hrt wird, bleibt davon unberu¨hrt als h′ = h′0.
Die bedingte Wahrscheinlichkeit P (h′ | int) wird nun nach (7.2) aus P (h | int) berechnet durch
P (h′1|int) = P (h4 ∨ h5 ∨ h6 ∨ h7 | int)
= P (h4 | int) + P (h5 | int)
+ P (h6 | int) + P (h7 | int) .
Hierbei wurde bereits ausgenutzt, dass die Zusta¨nde von h immer einzeln auftreten, weshalb der
letzte Term von (7.2) Null ist. A¨hnlich la¨sst sich so auch die bedingte Wahrscheinlichkeit fu¨r h′2 und
h′3 durch
P (h′2|int) = P (h2 | int) + P (h3 | int)
+ P (h6 | int) + P (h7 | int)
P (h′3|int) = P (h1 | int) + P (h3 | int)
+ P (h5 | int) + P (h7 | int)
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berechnen. Die bedingte Wahrscheinlichkeit P (h′ | int) ist somit bestimmt und muss noch normiert
werden. Daraus ergibt sich
P (h′|int) P (h′0) P (h′1) P (h′2) P (h′3)
int1 1/10 9/20 9/20 0
int2 1/10 0 9/10 0
int3 1/10 0 0 9/10

Als na¨chstes mu¨ssen die Modelle bestimmt werden, die die Abha¨ngigkeit der Aktionen ai von
der versteckten Variable h bzw. h′ beschreiben. Im Falle des exakten Modells ist dies sehr
einfach. Die Wahrscheinlichkeitstabellen P (ai |h) enthalten nur 1 und 0 Eintra¨ge, da die Ta-
bellen eine direkte Abbildung des Verbundraumes der Aktionen auf die einzelnen Aktionen
beschreiben. Dies wird im na¨chsten Beispiel gezeigt.
Um die bedingen Wahrscheinlichkeiten P (ai |h′) aus P (ai |h) berechnen zu ko¨nnen, muss wieder
bedacht werden, dass die Zusta¨nde von h′ eine ODER-Kombination der Zusta¨nde von h sind.
Daher ko¨nnen alle bedingten Wahrscheinlichkeiten u¨ber ai fu¨r die kombinierten hi addiert
werden. Dies ist im na¨chsten Beispiel gezeigt.
Beispiel 7.1: Enkopplung und Modellreduktion (Fortsetzung)
Die bedingten Wahrscheinlichkeitstabellen P (ai |h) fu¨r das exakte Modell sind gegeben durch
P (ai|h) P (a1) P (a1) P (a2) P (a2) P (a3) P (a3)
h0 1 0 1 0 1 0
h1 1 0 1 0 0 1
h2 1 0 0 1 1 0
h3 1 0 0 1 0 1
h4 0 1 1 0 1 0
h5 0 1 1 0 0 1
h6 0 1 0 1 1 0
h7 0 1 0 1 0 1
Da h′0 identisch zu h0 ist, kann dieser Teil direkt u¨bernommen werden. Fu¨r die anderen Zusta¨nde
von h′ mu¨ssen die ODER-Kombination beru¨cksichtigt werden. Da
h′1 = h4 ∨ h5 ∨ h6 ∨ h7
ist, la¨sst dich die bedingte Wahrscheinlichkeit durch
P (ai|h′1) = P (ai|h4) + P (ai|h5) + P (ai|h6) + P (ai|h7)
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berechnen und normieren. Dies fu¨hrt zu einer Gleichverteilung fu¨r a2 und a3.
Das gleiche gilt fu¨r die anderen Zusta¨nde von h′. Hier lassen sich die bedingten Wahrscheinlichkeiten
durch
P (ai|h′2) = P (ai|h2) + P (ai|h3) + P (ai|h6) + P (ai|h7)
und
P (ai|h′2) = P (ai|h1) + P (ai|h3) + P (ai|h5) + P (ai|h7)
berechnen. Die resultierenden bedingten Wahrscheinlichkeitstabellen sind somit durch
P (ai|h′) P (a1) P (a1) P (a2) P (a2) P (a3) P (a3)
h′0 1 0 1 0 1 0
h′1 0 1 1/2 1/2 1/2 1/2
h′2 1/2 1/2 0 1 1/2 1/2
h′3 1/2 1/2 1/2 1/2 0 1
gegeben.

7.1.3 Vergleich der Modelle
Es soll nun das reduzierte Modell mit dem exakten Modell, die beide auf der Abbildung
von Intentionen auf Aktionen durch einen Experten beruhen, verglichen werden. Dazu wer-
den mit beiden Modellen Scha¨tzungen der Intention bei verschiedenen vorliegenden Aktionen
durchgefu¨hrt
Beispiel 7.1: Enkopplung und Modellreduktion (Fortsetzung)
Es werden zuerst Beobachtungen von Aktionen betrachtet die im Expertenmodell (7.1) angegeben
wurden. Die Ergebnisse der Scha¨tzungen der Intention mit dem exakten Modell sind in Tabelle 7.1
gezeigt; die Ergebnisse mit dem reduzierten Modell in Tabelle 7.2.
Tabelle 7.1: Intentionsscha¨tzung mit dem exakten Modell.
a1 a2 a3 P (int1) P (int2) P (int3)
0 0 0 0.3 0.3 0.3
1 0 0 1 0 0
0 1 0 0.25 0.75 0
0 0 1 0 0 1
1 1 0 1 0 0
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Tabelle 7.2: Intentionsscha¨tzung mit dem reduzierten Modell
a1 a2 a3 P (int1) P (int2) P (int3)
0 0 0 0.3 0.3 0.3
1 0 0 1 0 0
0 1 0 0.3 0.6 0
0 0 1 0 0 1
1 1 0 0.5 0.5 0
Beim Vergleich der Ergebnisse sieht man, dass beim Auftreten keiner Aktion die Scha¨tzungen der
Intention identisch sind. Das Gleiche gilt, wenn eine Aktion beobachtet wird, die nur einer Intention
zugeordnet ist. Fu¨r den Fall, dass eine Aktion mehreren Intentionen zugeordnet ist, wie bei a2, ist die
Unsicherheit im Ergebnis der Scha¨tzungen mit dem reduzierten Modell leicht erho¨ht, die Tendenz
bleibt jedoch erhalten. Im Falle des gleichzeitigen Auftretens von Aktionen tritt diese Vergro¨ßerung
der Unsicherheit deutlicher zu Tage. Dieser Fall widerspricht allerdings auch der Annahme auf der
die Reduktion beruht, na¨hmlich dass Aktionen nur einzeln auftreten.
Tabelle 7.3 zeigt die Ergebnisse der Scha¨tzungen mit dem reduzierten Modell basierend auf beob-
achteten Aktionskombinationen, die nicht Teil des Expertenmodells waren. Diese Kombinationen
stehen also gewissermaßen im Widerspruch zum Expertenmodell.
Tabelle 7.3: Intentionsscha¨tzung mit dem reduzierten Modell
a1 a2 a3 P (int1) P (int2) P (int3)
0 1 1 0.2 0.4 0.4
1 0 1 0.3 0 0.6
1 1 1 0.3 0.3 0.3
Man sieht hier deutlich, dass nun gro¨ßere Unsicherheiten auftreten. Im exakten Modell fu¨hren diese
Beobachtungen sogar zu ungu¨ltigen Scha¨tzungen, da die Wahrscheinlichkeit fu¨r alle Intentionen
gleich Null ist.

Das Beispiel zeigt, dass das reduzierte Modell zu vergleichbaren Ergebnissen wie das exakte Mo-
dell fu¨hrt. Außerdem erlaubt es, den Umgang mit Beobachtungen von Aktionskombinationen,
die im exakten Modell undeﬁniert waren.
Die Ableitung des reduzierten Modells vom exakten Modell, wie sie hier am Beispiel gezeigt
wurde, ist nur fu¨r kleine Modelle mo¨glich. Fu¨r gro¨ßere Modelle mit einer ho¨heren Anzahl von
Aktionen kann dieser Weg so nicht beschritten werden. Es ist daher no¨tig, das reduzierte Modell
direkt von der Abbildung der Intentionen auf Aktionen des Experten abzuleiten. Wenn man
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sich das reduzierte Modell einmal genauer betrachtet, fa¨llt dies auch nicht schwer, da jeder Zu-
stand von h′ (außer h′0) das Auftreten genau einer Aktion beschreibt. Diese Erkenntnis erlaubt
eine einfache Verteilung der Wahrscheinlichkeitsmasse aus der Expertenabbildung. Zuerst muss
die Wahrscheinlichkeit P (ho) bestimmt werden. Dann wird die Tatsache ausgenutzt, dass jeder
Zustand h′i mit i > 0 mit genau einer Aktion ai verbunden ist. Gegeben eine gewisse Inten-
tion intj muss nun P (h
′
i | intj) bestimmt werden. Jeder Aktion ai, die vom Experten dieser
Intention zugewiesen wurde, wird zuna¨chst der Wert 1 zugewiesen. Im Anschluss werden die
Wahrscheinlichkeiten so normiert, dass sie sich zu 1 − P (h0) aufsummieren. Somit la¨sst sich
auch das approximierte Modell direkt aus der Expertenabbildung gewinnen. Dieser Ansatz wird
im folgenden Abschnitt verwendet.
7.2 Experimente in der virtuellen Realita¨t mit Techniken der weitra¨umi-
gen Telepra¨senz
Im Folgenden wird eine Evaluationsumgebung fu¨r die Intentionserkennung in der Mensch-
Roboter-Kooperation, sowie die darin verwendeten Modelle, vorgestellt. Diese Arbeiten sind
Teil des Sonderforschungsbereichs SFB 588 Humanoide Roboter – Lernende und kooperierende
multimodale Roboter [7].
Zur Evaluation der kaskadierten Systemmodelle wurde im Rahmen einer Diplomarbeit [1] ei-
ne Umgebung geschaﬀen, die es erlaubt, Experimente in einem kontrollierten Szenario durch-
zufu¨hren. Ziel war es dabei, Experimente mit echten Menschen durchzufu¨hren, die, basierend
auf ihrer Intention, Aktionen frei ausfu¨hren ko¨nnen. Der Aufwand an Sensorik zur Erkennung
der Benutzeraktionen sollte allerdings u¨berschaubar gehalten werden, da die Modelle und nicht
ein Hardwareaufbau im Vordergrund standen. Somit wurde eine virtuelle Welt geschaﬀen, in
die der Mensch eintauchen und in der er sich frei bewegen kann.
Um eine freie Bewegung in der virtuellen Welt zu ermo¨glichen, wurden Techniken aus der
weitra¨umigen Telepra¨senz verwendet [39]. Diese ermo¨glichen die Exploration eines virtuellen
Szenarios, a¨hnlich wie die Exploration einer entfernten Welt, durch freies Gehen durch diese
Welt. Unter Gehen ist hier wirklich ein Gehen auf zwei Beinen zu verstehen und nicht die
Erkundung per Joystick oder a¨hnlicher Hilfsmittel. Der Mensch erha¨lt somit die Mo¨glichkeit,
sich in einen Avatar in der virtuellen Welt hineinzuversetzen, genauso, wie er sich bei der
traditionellen weitra¨umigen Telepra¨senz in einen Roboter hineinversetzen wu¨rde, der sich an
einem entfernten Ort beﬁndet. Die Verwendung einer virtuellen Umgebung als entfernte Welt
ermo¨glicht eine sehr hohe Flexibilita¨t bezu¨glich der zu untersuchenden Szenarien, da sie sehr
schnell angepasst und erweitert werden ko¨nnen.
Der fu¨r Experimente zur Verfu¨gung stehende Raum ist typischerweise kleiner als der fu¨r das
virtuelle Szenario beno¨tigte. Daher wurde fu¨r die Evaluationsumgebung das Bewegungskom-
pressionsverfahren [72] eingesetzt. Bei diesem Verfahren wird der Pfad, den der Benutzer in der
virtuellen Welt zuru¨cklegt, so verkru¨mmt, dass er in den Raum passt, der ihm in der realen
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Abbildung 7.2: Head Mounted Display NVisor SX der Firma NVIS.
Welt zur Verfu¨gung steht. Durch eine geschickte Benutzerfu¨hrung wird der Anwender dann auf
diesen gekru¨mmten Pfad gelenkt. Dies geschieht durch einen Versatz in der Darstellung der
virtuellen Welt fu¨r den Benutzer.
Das verwendete Verfahren ist la¨ngentreu und lokal winkeltreu. Das heißt, wenn der Mensch in
der virtuellen Welt 10 Meter zuru¨cklegt, so legt er auch 10 Meter in der Realita¨t zuru¨ck und
wenn er sich um 90 Grad in der virtuellen Welt dreht, so muss er sich auch in der realen Welt
um 90 Grad drehen. Diese Technik gibt dem Benutzer somit das Gefu¨hl auch in der virtuellen
Welt wirklich vor Ort zu sein.
Das Gesamtsystem zur Durchfu¨hrung der Experimente besteht aus mehreren Komponenten,
die im Folgenden kurz beschrieben werden sollen.
Head Mounted Display Um dem Benutzer die virtuelle Welt zu pra¨sentieren, wird ein hoch-
auﬂo¨sendes Head Mounted Display (HMD) der Firma NVIS mit einer Auﬂo¨sung von 1280×1024
Bildpunkten pro Auge verwendet. Das Gera¨t ist in Abbildung 7.2 gezeigt. Durch Verwendung
dieses Displays bekommt der Nutzer einen dreidimensionalen Eindruck der virtuellen Welt, was
die Navigationsmo¨glichkeit deutlich verbessert. Das Gera¨t ist sehr leicht und zeichnet sich durch
einen hohen Tragekomfort aus.
Trackingsystem Zur U¨bertragung der Bewegung des Benutzers in die virtuelle Welt muss
dieser in seiner realen Umgebung geortet und verfolgt werden. Dazu wird ein am Lehrstuhl fu¨r
intelligente Sensor-Aktor-Systeme entwickeltes akustisches Trackingsystem verwendet [8]. Das
System basiert auf der Laufzeitmessung von Schallsignalen und ist aufgrund der Verwendung
von Signalen im ho¨rbaren Bereich sehr robust gegenu¨ber Verdeckungen. Das System besteht
aus sechs Lautsprechern, wie in Abbildung 7.3 zu sehen, die in den Ecken und u¨ber der 4,5
Meter × 4,5 Meter großen Benutzerumgebung angebracht sind. An jedem in der Umgebung
zu verfolgenden Objekt sind vier Mikrophone angebracht. Basierend auf den Laufzeiten der
Signale von den Lautsprechern zu den Mikrophonen wird die Position und die Orientierung des
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Abbildung 7.3: Lautsprecher des akustischen Trackingsystems.
Objekts berechnet. Zur Gla¨ttung der Positionsdaten wird diese Lage noch mit den Daten eines
angebrachten 3D-Drehratensensors (Gyroskop) fusioniert.
Um die Bewegung des Menschen in die virtuelle Welt zu u¨bertragen wird der Kopf und eine
Hand des Menschen verfolgt. Dazu wird ein Kopftracker am HMD, wie in Abbildung 7.4
Abbildung 7.4: HMD mit angebrachtem Kopftracker.
gezeigt, verwendet. Zur Verfolgung der Position und Orientierung der Hand wird ein weiteres
Trackingmodul (Abbildung 7.5(a)) eingesetzt.
Ferner soll die Bewegung der Finger in der virtuellen Welt dargestellt werden, um dem Menschen
das Greifen von Gegensta¨nden zu ermo¨glichen. Dazu wird ein drahtloser Datenhandschuh (Ab-
bildung 7.5(b)) mit 8 Freiheitsgraden verwendet. Der Datenhandschuh wurde am Forschungs-
zentrum Karlsruhe (FZK) entwickelt und kommuniziert u¨ber eine Bluetooth Schnittstelle mit
der Rechnerinfrastruktur.
Der Gesamtaufbau des Trackingsystems am Menschen ist in Abbildung 7.6 zu sehen.
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(a) Handtracker (b) Datenhandschuh
Abbildung 7.5: (a) Ein Handtrackingmodul. (b) Drahtloser Datenhandschuh vom Forschungszentrum Karlsruhe
(FZK).
HMD
Kopftracker
Datenhandschuh
Handtracker
Abbildung 7.6: Gesamtaufbau des Trackingsystems.
Die Signalverarbeitung fu¨r das Trackingsystem wird auf Signalprozessorkarten durchgefu¨hrt, die
in dem Rucksack, den der Benutzer in Abbildung 7.6 tra¨gt, untergebracht sind. Dort beﬁndet
sich auch ein Mini-PC-System, auf dem die dreidimensionale Stereodarstellung der virtuellen
Welt fu¨r den Benutzer berechnet wird.
Virtuelle Umgebung Zur Evaluation der Modelle fu¨r die Intentionserkennung wurde in der
virtuellen Welt ein Ku¨chenszenario implementiert, das der Demonstrationsumgebung des Son-
derforschungsbereichs 588
”
Humanoide Roboter – Lernende und kooperierende multimodale
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Roboter“ [7] an der Universita¨t Karlsruhe (TH) entspricht. Der Blick des Benutzers in die
virtuelle Ku¨che ist in Abbildung 7.7 gezeigt.
Abbildung 7.7: Virtuelle Ku¨che in der sich der Nutzer frei gehend umher bewegen kann. Der Mensch tra¨gt hier
gerade einen Apfel.
In dieser Ku¨che kann sich der Benutzer aufgrund der verwendeten Techniken der weitra¨umigen
Telepra¨senz frei gehend bewegen. Außerdem hat der Benutzer die Mo¨glichkeit mit der Umwelt
zu interagieren. Er kann Objekte greifen, sie umher tragen und sie wieder ablegen. In Abbil-
dung 7.7 tra¨gt der Mensch gerade einen Apfel. Durch die Verwendung einer Physiksimulation
ist diese Manipulation sehr naturgetreu. Die Objekte ko¨nnen beispielsweise auch auf den Boden
fallen. Abgesehen davon kann der Mensch Schra¨nke o¨ﬀnen und Objekte aus ihnen entnehmen
oder hineinstellen. Der in Abbildung 7.7 zu sehende simulierte Roboter kann ebenfalls Objekte
greifen, tragen und abstellen.
Scha¨tzer Als Kernkomponente fu¨r die Intentionserkennung wurde ein Scha¨tzermodul entwi-
ckelt. Dieses Modul erha¨lt die Informationen vom Trackingsystem und u¨ber die Objekte in der
virtuellen Welt und liefert als Ausgabe eine Scha¨tzung u¨ber die aktuell vorliegende Intention.
Die Visualisierung der Intentionsscha¨tzung ist in Abbildung 7.8 gezeigt.
Herzstu¨ck des Scha¨tzers ist eine selbstgeschriebene Bibliothek fu¨r hybride dynamische kaska-
dierte Systeme. Diese Bibliothek ist aus Performancegru¨nden in C++ implementiert. Sie entha¨lt
Methoden zum Anlegen beliebiger Topoligien kaskadierter Systeme und zur Eingabe der Pa-
rameter. Zur Berechnung der Zustandsscha¨tzung entha¨lt die Bibliothek eine Implementierung
des Verfahrens aus Abschnitt 2.2.
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Abbildung 7.8: Visualisierung der Intentionsscha¨tzung.
Um das Anlegen der Modelle und das A¨ndern der Parameter ﬂexibel zu halten, wurde ein
Pythonwrapper fu¨r die Bibliothek implementiert. Da Python eine sehr performante Skriptspra-
che ist, entfa¨llt das Kompilieren der Anwendung bei A¨nderung der Modellparameter. Dadurch
steht ein Prototypingsystem zur Verfu¨gung, mit Hilfe dessen die Modelle sehr schnell angepasst
werden ko¨nnen.
Infrastruktur Das Gesamtsystem ist u¨ber mehrere Rechner verteilt. Es besteht zum einen aus
dem bereits erwa¨hnten Rucksackrechner fu¨r die Signalverarbeitung des Trackingsystems und
die Berechnung der Visualisierung der virtuellen Welt fu¨r den Nutzer. Ein anderer Rechner ist
fu¨r die Berechnung der Bewegungskompression zusta¨ndig und auf einem dritten Rechner wird
die Scha¨tzung berechnet und ausgegeben.
Datenhandschuh
Fingerstellung
Intentionserkennung
virtuelle
Benutzerumgebung
Benutzer
Kopfposition
Kopforientierung
Objektpositionen
Griffinformation
CORBA
Handposition Objektpositionen
GriffinformationKopfposition
KopftrackerHandtracker
Handposition
Handorientierung
Abbildung 7.9: Kommunikationsstruktur des Evaluationssystems.
Diese Teilsysteme mu¨ssen miteinander kommunizieren. Da die einzelnen Teilsysteme mit un-
terschiedliche Sprachen implementiert wurden, aber alle objektorientiert sind, wurde als Kom-
munikationsbus die Common Object Request Broker Architecture (CORBA) verwendet. Das
System nutzt zwei CORBA-Instanzen, die als Bus in Abbildung 7.9 gezeigt sind. Der gru¨ne
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Block zeigt die Systeme, die direkt am Benutzer sind und die Eingabe fu¨r das Gesamtsys-
tem darstellen. Die Informationen, die u¨ber den Softwarebus laufen, sind jeweils annotiert.
Als Eingang fu¨r die virtuelle Benutzerumgebung gelten alle Informationen, die an diesem Bus
anliegen.
7.2.1 Intentionserkennungsmodell mit integrierten Aktionserkennern
Basierend auf den Mo¨glichkeiten in der virtuellen Welt, wurde ein Modell zur Intentionserken-
nung implementiert. Es handelt sich dabei um ein komplettes kaskadiertes System fu¨r Inten-
tionen und Aktionen und stellt eine Realisierung des generischen Modells aus Abschnitt 6.2
dar.
Das implementierte Szenario umfasst sechs zu erkennende Intentionen:
• int1: Der Mensch mo¨chte die Spu¨lmaschine beladen.
• int2: Der Mensch mo¨chte abwaschen.
• int3: Der Mensch mo¨chte kochen.
• int4: Der Mensch mo¨chte den Tisch decken.
• int5: Der Mensch mo¨chte etwas zu trinken vom Roboter.
• int6: Der Mensch mo¨chte das Objekt haben, das der Roboter ha¨lt.
Dies wird durch eine diskrete Zufallsvariable int mit sechs Zusta¨nden modelliert.
Als Kontext wird betrachtet, was der Roboter in der Hand ha¨lt. Hierbei wird unterschieden, ob
der Roboter ein Gefa¨ß mit einem Getra¨nk, ein anderes Objekt oder kein Objekt in der Hand
ha¨lt. Dies wird durch eine diskrete Zufallsvariable rob mit drei Zusta¨nden modellieren. Das
Aufstellen der bedingten Wahrscheinlichkeit P (int | rob) ist sehr einfach durch einen Experten
mo¨glich.
Zur Erkennung der Intention stehen im System Erkenner fu¨r 21 Aktionen zur Verfu¨gung. Diese
Erkenner sind als Teilsysteme des kaskadierten Gesamtsystems integriert. Die Aktionen lassen
sich in drei Klassen unterteilen. Die jeweilige Klasse ist in den folgenden drei Tabellen als
U¨berschrift angegeben.
Halten eines Gegenstands
O¨ﬀnen/Schließen des Ku¨chenschranks O¨ﬀnen/Schließen der Spu¨lmaschine
O¨ﬀnen/Schließen des Ku¨hlschranks Tragen von Lebensmitteln
Halten eines Tabletts Halten eines Bechers
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Anna¨hern eines Gegenstands an einen Ort
Gegenstand in den Ku¨chenschrank legen Gegenstand in die Spu¨lmaschine legen
Gegenstand in das Spu¨lbecken legen Gegenstand auf die Spu¨lablage legen
Gegenstand auf den Ku¨chentisch legen Lebensmittel auf den Ku¨chentisch ablegen
Topf auf Herdplatte abstellen Lebensmittel in Topf legen
Gegenstand an Topf anna¨hern Gegenstand auf eine Arbeitsﬂa¨che legen
Entfernen eines Gegenstands von einem Ort
Gegenstand aus dem Ku¨chenschrank nehmen Gegenstand aus der Spu¨lmaschine nehmen
Gegenstand aus dem Spu¨lbecken nehmen Gegenstand von der Spu¨lablage nehmen
Gegenstand von einer Arbeitsﬂa¨che nehmen
Die Einteilung der mo¨glichen Aktionen in Klassen erlaubt die Verwendung von generischen Ak-
tionserkennern, die nur noch mit den jeweiligen Gegensta¨nden und Orten instanziiert werden
mu¨ssen. Wie bereits in der Fallstudie in Kapitel 6 festgestellt, handelt es sich hierbei vornehm-
lich um pick-and-place Aktionen. Die Modelle zur Erkennung dieser Aktionen werden weiter
unten vorgestellt.
Basierend auf den gegebenen Intentionen und Aktionen wurde von einem Experten ein Modell
fu¨r deren Zusammenhang aufgestellt. Diese Zuordnung ist in Tabelle 7.4 dargestellt und wird
zum Aufstellen des stochastischen Modells verwendet. Zur Entkopplung der Aktionen wird auch
hier eine Zufallsvariable h nach dem in Abschnitt 7.1 beschriebenen Schema eingefu¨hrt.
Zusa¨tzlich zu diesen Aktionen wird noch die Distanz des Menschen vom Roboter betrachtet.
Dies ist sinnvoll, da die letzten zwei Intentionen (int5 und int6) eine direkte Kooperation mit
dem Roboter erfordern, im Gegensatz zu den ersten vier Intentionen (int1 - int4). Das heißt,
dass sich die Distanz zwischen Mensch und Roboter wohl verringern wird, wenn der Mensch
beispielsweise ein Objekt vom Menschen bekommen mo¨chte. Da die Distanz eine kontinuier-
liche Gro¨ße darstellt, wird hier der Ansatz fu¨r hybride Systeme aus Kapitel 3 verwendet. Die
verwendete hybride bedingte Dichte f(d | int) ist in Abbildung 7.10 zu sehen.
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int1 int2 int3 int4 int5 int6
Gegenstand in den Ku¨chenschrank legen x x x
Gegenstand aus dem Ku¨chenschrank nehmen x x x
Gegenstand in die Spu¨lmaschine legen x x
Gegenstand aus der Spu¨lmaschine nehmen x x
Gegenstand in das Spu¨lbecken legen x x
Gegenstand aus dem Spu¨lbecken nehmen x x x
Gegenstand auf die Spu¨lablage legen x x x
Gegenstand von der Spu¨lablage nehmen x x x x x
Gegenstand auf den Ku¨chentisch legen x x
Lebensmittel auf den Ku¨chentisch ablegen x x
Gegenstand auf eine Arbeitsﬂa¨che legen x x x x
Gegenstand von einer Arbeitsﬂa¨che nehmen x x x x x
Lebensmittel in Topf legen x
Gegenstand an Topf anna¨hern x
Topf auf Herdplatte abstellen x
O¨ﬀnen/Schließen eines Ku¨chenschranks x x x x x
O¨ﬀnen/Schließen der Spu¨lmaschine x x
O¨ﬀnen/Schließen des Ku¨hlschranks x x
Tragen von Lebensmitteln x x
Halten eines Tabletts x x
Halten eines Bechers x x x x x
Anna¨herung an den Roboter x x
Tabelle 7.4: Zuordnung der Aktionen zu den Intentionen.
Abbildung 7.10: Die verwendete hybride bedingte Dichte f(d(t) | int(t)) beschreibt, dass die Distanz zum Roboter
bei den Intentionen int5 und int6 im Allgemeinen geringer ist als bei den anderen Intentionen.
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Fu¨r das hier vorgestellte Szenario wird ein dynamisches Modell verwendet, das die Entwicklung
des kaskadierten Gesamtsystems u¨ber die Zeit beru¨cksichtigt. Der obere Teil des Modells (hier
noch ohne die Aktionserkenner) ist in Abbildung 7.11 in einer dynamischen Bayesnetzdarstel-
lung zu sehen. Diese Art der Darstellung ist hier aufgrund ihrer Kompaktheit gewa¨hlt und
weil direkt zu erkennen ist, welche Variablen kontinuierlich und welche diskret sind. Die grauen
Abbildung 7.11: DBN Struktur des oberen kaskadierten Teilsystems. Rote Kanten stehen fu¨r zeitliche Abha¨ngig-
keiten
Kanten zeigen die Abha¨ngigkeiten u¨ber die Zeit. Hier sind auch die Zeitindizes der Variablen
in Klammern angegeben.
Fu¨r die Intentionsvariable wird davon ausgegangen, dass sich die Intention des Menschen im All-
gemeinen selten a¨ndert. Daher wird fu¨r das dynamische Modell P (int(t+1) | int(t)) die bedingte
Wahrscheinlichkeitstabelle
P (int(t+1) | int(t)) P (int(t+1)1 ) P (int(t+1)2 ) P (int(t+1)3 ) P (int(t+1)4 ) P (int(t+1)5 ) P (int(t+1)6 )
int
(t)
1 0.9 0.02 0.02 0.02 0.02 0.02
int
(t)
2 0.02 0.9 0.02 0.02 0.02 0.02
int
(t)
3 0.02 0.02 0.9 0.02 0.02 0.02
int
(t)
4 0.02 0.02 0.02 0.9 0.02 0.02
int
(t)
5 0.02 0.02 0.02 0.02 0.9 0.02
int
(t)
6 0.02 0.02 0.02 0.02 0.02 0.9
verwendet. Dieses Modell sagt aus, dass sich mit hoher Wahrscheinlichkeit (0.9) die Intention
des Menschen nicht a¨ndern wird. Mit einer kleinen Wahrscheinlichkeit (0.02) kann der Mensch
sich aber umentscheiden. Dieses Modell hat eine stark gla¨ttende Wirkung auf die Scha¨tzung
und wird auch in angepasster Form fu¨r die dynamischen Modelle der Aktionen P (a
(t+1)
i | a(t)i )
fu¨r i = 1, . . . , 21 verwendet.
Der kontinuierliche Part dieses Teilmodells beschreibt, wie bereits erwa¨hnt, die Distanz zwischen
Mensch und Roboter. Diese Distanz muss u¨ber die Zeit verfolgt werden. Da die Distanz aus
Informationen des Kopftrackers und aus der virtuellen Welt berechnet werden muss, unterliegt
sie, wie das Trackingsystem selbst, einem Rauschen. Um diesem zu begegnen, wird ein Modell
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aus der Koppelnavigation in das Gesamtmodell integriert. Es wird zum einen ein dynamisches
Bewegungsmodell verwendet, um die mo¨gliche Distanz im na¨chsten Zeitschritt vorherzusagen.
Zum anderen wird ein Messmodell verwendet, das das Rauschverhalten des Trackers bei der
Scha¨tzung beru¨cksichtigt. Als Bewegungsmodell wird eine Zufallsbewegung (engl. random walk)
angenommen. Dies dient vornehmlich der Gla¨ttung der Scha¨tzung u¨ber die Zeit. Fu¨r das Mess-
modell der Distanz wird ein additives Rauschen angenommen, das mit Hilfe des in Kapitel 5
vorgestellten Verfahrens identiﬁziert werden kann. Dazu wurde wie in Abbildung 7.12 zu sehen
Abbildung 7.12: Aufnahme der Handposition zur Identiﬁkation des Messrauschens. Der graue Pfosten dient zur
Visualisierung des Kalibierpunktes (0,0,1)
die Hand mittels Tracker auf einem festen Punkt in der virtuellen Realita¨t gehalten. Bei dieser
Position wurden 300 Messungen der Position durchgefu¨hrt, was bei einer Aktualisierungsrate
des Trackers von 50 Hz, 6 Sekunden entspricht. Die gemessenen Werte sind in Abbildung 7.13
in rot als Dichte und als Verteilung zu sehen. Die identiﬁzierte Dichte bzw. Verteilung ist in
blau gezeichnet und besteht aus zwei Gausskomponenten.
Aktionserkenner
Zur Erkennung der Aktionen aus den gegebenen Informationen stehen drei Typen von Erken-
nern zur Verfu¨gung, die wieder als dynamische kaskadierte Systeme modelliert sind. Durch
Instanziierung eines Erkenners fu¨r eine bestimmte Aktion wird das Gesamtmodell um das
entsprechende Erkennermodell erweitert. Die vorhandenen Erkenner sind:
• Halten eines Gegenstands
• Anna¨hern eines Gegenstands an einen Ort
• Entfernen eines Gegenstands von einem Ort
Als Beispiel wird hier das Modell fu¨r die Erkennung von Halten eines Gegenstands in Ab-
bildung 7.14 gezeigt.
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Abbildung 7.13: Rauschidentiﬁkation des Trackingsystems. In rot sind die gemessenen Daten in Form eine Dirac-
Mixture-Dichte (oben) bzw. als deren Verteilung (unten) gezeigt. In blau sind die gescha¨tzte Dichte (oben) und
Verteilung (unten) bestehend aus jeweils zwei Gauß-Komponenten gegeben.
Abbildung 7.14: Modell fu¨r die Erkennung der Aktion Halten eines Gegenstands.
Ein gehaltenes Objekt bedingt einen Abstand d, wobei hier der Abstand zwischen der Hand
des Menschen und dem Objekt selbst gemeint ist. Zur Verfolgung der Distanz wird wieder das
Modell aus der Koppelnavigation verwendet. Daru¨ber hinaus muss ein Griﬀ vorliegen, was u¨ber
die bina¨re Zufallsvariable g ausgedru¨ckt wird. Diese Information liefert der Datenhandschuh.
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Beim diesem Modell zur Aktionserkennung handelt es sich um ein hybrides Modell, da die
Distanz kontinuierlich und der Griﬀ sowie die Aktion selbst diskret sind. Die Parameter die-
ses Modells sind a¨hnlich dem oben beschrieben und werden daher nicht noch einmal separat
aufgefu¨hrt.
Fu¨r die weiteren Aktionserkenner (Anna¨hern/Entfernen eines Gegenstands an/von
einen/einem Ort) dient die Aktion Halten eines Gegenstands als ein Teilmodell, da das
Halten eines Objekts hier eine Grundvoraussetzung ist. Als weitere Gro¨ße wird in diesen Mo-
dellen noch die Geschwindigkeit der Handbewegung in Richtung des Ortes betrachtet. Hierbei
handelt es sich auch wieder um eine kontinuierliche Gro¨ße die mit dem Koppelnavigationsmodell
verfolgt wird.
In der virtuellen Ku¨che sind zahlreiche Objekte, wie ein Topf, Gla¨ser, Tassen, etc. und verschie-
dene Orte wie Arbeitsﬂa¨chen, ein Herd, eine Spu¨le und ein Tisch modelliert. Das Gesamtmodell
fu¨r die Intentionserkennung inklusive der Aktionserkennungsmodelle besteht daher aus u¨ber 300
Zufallsvariablen. Durch das Hinzufu¨gen neuer Objekte oder Orte ko¨nnen jederzeit weitere Va-
riablen erga¨nzt werden, ohne dass das Gesamtmodell vera¨ndert werden muss. Hier zeigt sich
ganz besonders die Flexibilita¨t des verwendeten Ansatzes.
Ergebnisse
Zur Evaluation des Modells wurden durch einen Menschen verschiedene Aktionen in der vir-
tuellen Umgebung durchgefu¨hrt, die zu vorgegebenen Intentionen passen sollten. Es handelt
sich dabei um folgendes Szenario: Zuna¨chst beginnt der Mensch zu kochen. Wa¨hrend das Essen
auf dem Herd ist, deckt er den Ku¨chentisch. Anschließend nimmt er das Essen vom Herd und
bringt es ebenfalls zum Tisch. Dann ra¨umt er das Geschirr vom Tisch in die Spu¨lmaschine.
Schließlich verlangt er etwas zu trinken vom Roboter.
Die Ergebnisse des Scha¨tzers unter Verwendung des beschriebenen Modells sind in Abbil-
dung 7.15 zu sehen. Jeder einzelne Plot zeigt die Wahrscheinlichkeit der einzelnen Intentio-
nen u¨ber die Zeit. Jeder Zeitschritt betra¨gt hier eine Sekunde. Der unterste Plot zeigt in rot
mit der Entropie ein Maß fu¨r die Unsicherheit der Scha¨tzung. Man sieht deutlich, wie sich die
Tendenzen des Scha¨tzers mit der Vorfu¨hrung durch den Menschen decken. Die gelegentlichen
Abweichungen, die einen Anstieg in der Unsicherheit verursachen, sind zum einen durch das
Rauschen der Beobachtungen, zum anderen durch Aktionen, die nicht im Modell beru¨cksichtigt
sind, zu erkla¨ren. Nichtsdestotrotz liefert der Scha¨tzer ein robustes Ergebnis.
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Abbildung 7.15: Ergebnisse der Intentionsscha¨tzung in der virtuellen Welt mit einem handelnden menschlichen
Probanden. Der unterste Plot zeigt die Entropie der Scha¨tzung als Maß fu¨r die Unsicherheit.
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KAPITEL 8
Zusammenfassung und Ausblick
In dieser Arbeit werden theoretische und praktische Aspekte der stochastischen Unsicherheits-
betrachtung in kaskadierten dynamischen Systemen behandelt. Die dabei verfolge Idee besteht
darin, Systeme bottom-up aus sehr einfachen Teilsystemen aufzubauen, indem der Ausgang ei-
nes Systems als Eingang eines folgenden Systems verwendet wird. Hierbei entstehen verdeckte
Zusta¨nde die gleichzeitig den Ausgang des einen und den Eingang eines anderen Teilsystems
beschreiben und dadurch im Allgemeinen nicht direkt beobachtet werden ko¨nnen.
Das Ziel ist es, fu¨r solche Systemkaskaden eine Zustandsscha¨tzung durchzufu¨hren und basie-
rend auf den Beobachtungen von Ein- und Ausga¨ngen der Gesamtkaskade auf die verdeckten
Zusta¨nde zu schließen. Dabei kann, wie in dieser Arbeit gezeigt wird, die Struktur der Kaska-
de verwendet werden, um die Zustandsscha¨tzung lokal in den Teilsystemen durchzufu¨hren und
die resultierende Scha¨tzung an die benachbarten Systeme weiterzugeben. Dadurch entsteht eine
durchgehende Unsicherheitsbetrachtung u¨ber die eine Zustandsscha¨tzung fu¨r das Gesamtsystem
ermo¨glicht wird.
In dieser Arbeit wird davon ausgegangen, dass oﬀene Kaskaden ohne Zyklen betrachtet werden.
Dies vermeidet ein Zirkulieren des in Abschnitt 2.2 vorgestellten Verfahrens. Wu¨rde diese Ein-
schra¨nkung nicht getroﬀen, so wa¨re eine zusa¨tzliche Betrachtung der Konvergenz des Verfahrens
notwendig. Nichtsdestotrotz ergeben sich selbst bei dieser Einschra¨nkung verschiedene Heraus-
forderungen fu¨r die Zustandsscha¨tzung, die im Rahmen dieser Arbeit angegangen werden. Die
Ein- und Ausga¨nge der Teilsysteme, die hier betrachtet werden, ko¨nnen kontinuierlich oder dis-
kret sein. Daraus ergeben sich hybride Systeme fu¨r deren Behandlung eine einheitliche Dichte-
repra¨sentation vorgestellt wird. Einen weiteren Schwerpunkt bildet die Behandlung kontinuier-
licher Teilsysteme deren Systemfunktion eine nichtlineare Abbildung von Eingang auf Ausgang
beschreibt. Fu¨r solche Teilsysteme ist eine exakte Berechnung der Zustandsscha¨tzung ha¨uﬁg
nicht mo¨glich, da sich der Typ der Zustandsdichte im Allgemeinen a¨ndert und die Komplexita¨t
so anwa¨chst, dass eine Weiterbehandlung in der Kaskade unmo¨glich ist.
Es werden zwei approximative Ansa¨tze vorgestellt, mit deren Hilfe das Scha¨tzproblem fu¨r nicht-
lineare kontinuierliche Teilsysteme gelo¨st werden kann. Der erste Ansatz beruht auf der Appro-
ximation der Systemfunktion durch Mixture-Dichten mit achsenausgerichteten Komponenten.
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Diese Methode ermo¨glicht es, hybride bedingte Dichten mit Hilfe von Dirac- und Gaussian-
Mixture-Komponenten zu modellieren. Ein Vorteil dieses neuartigen Ansatzes besteht zuna¨chst
darin, dass die Vorwa¨rts- und Ru¨ckwa¨rtsinferenz aufgrund der Systemapproximation geschlos-
sen lo¨sbar sind. Daraus folgt auch unmittelbar, dass die Anzahl der Komponenten die zur
Darstellung der posterioren Dichte beno¨tigt werden durch die Anzahl der Komponenten in der
Systemapproximation begrenzt ist. Daru¨ber hinaus la¨sst sich das Verfahren einfach ins Mehr-
dimensionale u¨bertragen. Ein Nachteil des Verfahrens ist, dass eine geeignete Approximation
ha¨uﬁg schwierig zu ﬁnden ist und unter Umsta¨nden viele Komponenten beno¨tigt werden, um
das System gut genug zu approximieren. Daher ha¨ngt auch das Ergebnis der Scha¨tzung stark
von der Gu¨te der Modellapproximation ab. Allerdings wurde gezeigt, dass Ansa¨tze zur Be-
stimmung geeigneter Modellapproximationen bestehen [49]. Wenn eine solche Approximation
gegeben ist, liefert das Verfahren bessere Ergebnisse als Standardverfahren, wie in Kapitel 3 an
Beispiel 3.1 gezeigt wurde.
Das zweite vorgestellte Verfahren basiert auf der Approximation der Dichtefunktion selbst,
durch eine parametrische Dichtebeschreibung in Form einer Dirac-Mixture-Dichte. Die Appro-
ximation wird als Optimierung durchgefu¨hrt, indem ein Gu¨temaß zwischen der wahren Dich-
te und der Approximation minimiert wird. Die Vorteile dieses Ansatzes bestehen darin, dass
auch hier die Inferenz analytisch geschlossen gelo¨st werden kann und die Anzahl der Kompo-
nenten der posterioren Dichte durch die Anzahl der Komponenten der approximierten Dichte
begrenzt wird. Aufgrund der Approximation der Dichte la¨sst sich die Inferenz auch direkt mit
dem gegeben Modell ausfu¨hren. Diese Vorgehensweise ist verwandt zum Ansatz der Partikel-
ﬁlter. Der große Vorteil des hier vorgestellten Verfahrens besteht allerdings darin, dass die
Approximation der Dichte deterministisch ist, d. h. die Approximation liefert immer die selbe
(optimale) Repra¨sentierung, im Gegensatz zu Monte-Carlo-Methoden, wo die Approximati-
on durch zufa¨lliges Ziehen aus der Dichte entsteht. Daraus erwachsen zwei weitere Vorteile:
Zum einen ist, wie in Abschnitt 4.6.1 gezeigt, die Konvergenzrate der systematischen Dirac-
Mixture-Approximation wesentlich ho¨her, zum anderen la¨sst sich dadurch die optimale Anzahl
der beno¨tigten Komponenten bestimmen (Algorithmus 4.2). Dieses Verfahren birgt jedoch auch
ein paar Nachteile. So ist der Berechnungsaufwand im Vergleich zum zufa¨lligen Ziehen deutlich
ho¨her (O(n3) gegenu¨ber O(n)). Dies la¨sst sich zwar durch geschickte Implementierung abmil-
dern, muss aber fu¨r jeden Inferenzschritt wiederholt werden. Hier muss ganz klar zwischen
Aufwand und Genauigkeit abgewogen werden.
Wann welches der beiden Verfahren angewendet werden sollte, ha¨ngt stark von den gegebenen
Teilsystemen ab. Wenn keine Systemapproximation gefunden werden kann, la¨sst sich der zweite
Ansatz immer anwenden, wenn auch mit einer ho¨heren Laufzeitanforderung. Eine Systemappro-
ximation kann auf der anderen Seite oﬄine berechnet werden und bei der Zustandsscha¨tzung
in O(n) ausgewertet werden. In beiden Fa¨llen gilt, dass Genauigkeit und Rechnenaufwand
durch die Wahl der Anzahl der Approximationskomponenten gegeneinander abgewogen wer-
den ko¨nnen. Beide Verfahren ko¨nnen in jedem Fall innerhalb der selben Kaskade angewendet
werden. Dazu wurde gezeigt, dass die Dichterepra¨sentationen der beiden Verfahren kompatibel
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sind und jeweils vom einen zum anderen Verfahren weitergereicht werden ko¨nnen, wodurch eine
durchgehende Unsicherheitsbetrachtung ermo¨glicht wird.
Wenn keine Systemmodelle in probabilistischer oder generativer Form vorliegen, so kann ein
entsprechendes Modell evtl. aus Daten gescha¨tzt werden. Ein neuer Ansatz dazu wird in Kapi-
tel 5 gezeigt. Dieses Verfahren stellt eine Alternative zum Maximum-Likelihood-Verfahren dar,
da es fu¨r kleine Mengen von Beobachtungen weniger Probleme mit lokalen Minima hat.
Als eine mo¨gliche Anwendung von kaskadierten Systemen wird in Teil II die Intentionserkennung
in der Mensch-Roboter-Kooperation betrachtet. Diese Arbeit entha¨lt nach aktuellem Kennt-
nisstand die erste systemtheoretische Deﬁnition der Intentionserkennung. Hierzu wird ein ge-
nerisches Modell eingefu¨hrt, das auf der Idee der kaskadierten Systeme beruht. Dieses Modell
kann fu¨r konkrete Anwendungen leicht instanziiert werden. Dazu wird ein Verfahren vorgestellt,
welches zeigt, wie hierfu¨r Expertenwissen eingesetzt werden kann. Die Methode wurde in einer
Evaluationsumgebung mit menschlichen Probanden erfolgreich getestet.
In Zukunft gilt es, die vorgestellten Verfahren zu erweitern und zu verbessern. Die gro¨ßte Her-
ausforderung im Bereich der kaskadierten Systeme ist die Erweiterung der Verfahren auf mehrdi-
mensionale Probleme. Fu¨r den Systemapproximationsansatz ist dies prinzipiell bereits mo¨glich.
Das Problem liegt hier hauptsa¨chlich in der exponentiell wachsenden Anzahl der beno¨tigten
Komponenten bei Beschra¨nkung auf die Achsenausrichtung. Fu¨r die Dichteapproximation sind
bereits Erweiterungen fu¨r den mehrdimensionalen Fall in der Entwicklung. Hier zeigt sich, dass
fu¨r eine globale Optimierung a¨hnliche Komplexita¨tsprobleme entstehen. Aus diesem Grund
werden suboptimale Verfahren entwickelt, die diesen Problemen entgegenwirken.
Fu¨r die Intentionserkennung werden in Zukunft bessere Modelle fu¨r die Erkennung von Aktio-
nen beno¨tigt. Hierbei ist besonders die Bewegung des Menschen von großem Interesse. Daru¨ber
hinaus sollten die Modellparameter online gelernt und verbessert werden ko¨nnen. Eine wei-
tere Verbesserung ist von der Verwendung von Planwissen u¨ber mo¨gliche Aktionsabfolgen zu
erwarten.
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