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Resumen
Las arritmias cardiacas son alteraciones del funcionamiento ele´ctrico normal
del corazo´n. Algunas, las arritmias patolo´gicas, son potencialmente malignas y
constituyen una de las principales causas de mortalidad en el mundo occidental.
Hoy en d´ıa, el estudio de los mecanismos de las arritmias patolo´gicas se asienta
sobre dos a´mbitos de investigacio´n: de un lado, el ana´lisis de sen˜ales cardiacas
registradas mediante sistemas de captacio´n con electrodos en estudios cl´ınicos y/o
experimentales, tales como los electrogramas intracavitarios y del electrocardio-
grama de superficie; de otro lado, el ana´lisis de la dina´mica del sustrato cardiaco
a partir ima´genes proporcionadas por sistemas de mapeo o´ptico en estudios ex-
perimentales in-vivo e in-vitro. A pesar de que estas dos aproximaciones se fun-
damentan en el ana´lisis de la actividad ele´ctrica cardiaca, suelen recibir un trato
independiente. Explorar la correspondencia entre los resultados proporcionados en
cada campo por separado, permitir´ıa definir nuevas estrategias para profundizar
en el estudio de los mecanismos de las arritmias cardiacas.
El objetivo principal de la presente Tesis Doctoral es construir el eje de una
investigacio´n integrada dedicada al estudio de los mecanismos involucrados la ge-
neracio´n y perpetuacio´n de las arritmias cardiacas. Nuestra metodolog´ıa se basa
en la combinacio´n de herramientas de modelado y te´cnicas de procesado de sen˜al
para establecer una correspondencia directa entre la dina´mica del sustrato cardia-
co, las sen˜ales ele´ctricas registradas y la caracterizacio´n cl´ınica mediante ı´ndices
cardiacos extra´ıdos a partir del procesado de las sen˜ales ele´ctricas cardiacas.
En esta disertacio´n desarrollamos los elementos que conforman un marco de
investigacio´n integrada siguiendo un enfoque incremental, desde la caracterizacio´n
de la dina´mica cardiaca a nivel celular, hasta el procesado de ı´ndices cardiacos.
Concretamente, realizamos tres aportaciones principales. En primer lugar, ana-
lizamos a nivel celular los mecanismos de generacio´n de arritmias inducidas por
mutaciones conge´nitas a partir de un modelo detallado de ce´lula cardiaca. Es-
te ana´lisis permite definir la dina´mica un sustrato pro-arr´ıtmico de gran intere´s
cl´ınico y experimental. En segundo lugar, abordamos la reconstruccio´n de la acti-
vidad ele´ctrica cardiaca a partir de sen˜ales ele´ctricas remotas mediante algoritmos
de estimacio´n basados en ma´quinas de vectores soporte (SVM). En este estudio,
establecemos una relacio´n bidireccional entre sustrato cardiaco y sen˜al cardiaca.
Por u´ltimo, proponemos y evaluamos un me´todo de deteccio´n de arritmias basado
en ı´ndices cardiacos mediante el uso clasificadores SVM y te´cnicas de seleccio´n
de caracter´ısticas. Con este me´todo es posible inferir, desde el punto de vista po-
blacional, conclusiones acerca de la dina´mica del sustrato cardiaco. Cada una de
estas aportaciones sienta las bases de una aproximacio´n integrada al estudio de
las arritmias cardiacas. La combinacio´n de te´cnicas de procesado de sen˜al y de
herramientas de modelado constituye un marco de investigacio´n beneficioso para
esclarecer los mecanismos de las arritmias cardiacas.
Abstract
Cardiac arrhythmias are disorders of the heartbeat due to cardiac electrical
activity dysfunction. Among them, the so-called pathological arrhythmias can be
life-threatening and constitute one of the leading causes of mortality in the western
world. Nowadays, the study of the mechanisms of cardiac arrhythmias relies on
two approaches. On the one hand, the analysis of cardiac electric signals registered
by electrode systems in experimental and clinical studies. Examples of such car-
diac signals are intracavitary electrograms and the surface electrocardiogram. On
the other hand, the analysis of cardiac tissue dynamics based on optical mapping
systems in in-vivo and in-vitro experimental studies. Nevertheless, these two ap-
proaches are usually treated independently and as a consequence the interaction
among them is not fully exploited.
The objective of this Thesis is to develop an integrated research framework
to study the mechanisms involved in the initiation and perpetuation of cardiac
arrhythmias. By combining computer modeling and signal processing techniques,
we aim to establish a correspondence between cardiac tissue dynamics, cardiac
electric signals and cardiac indices obtained from cardiac electric signals.
Following an incremental approach, from cell dynamics to cardiac indices, we
develop the elements of an integrated research framework. The main contributions
of this dissertation can be summarized as follows. Firstly, we analyze at cellular
level the mechanisms of cardiac arrhythmias induced by genetic mutations. For
this purpose, we use a detailed computer model of ventricular cardiac cells to cha-
racterized the pro-arrhythmic dynamics of the mutant heart. Secondly, we propose
a number of algorithms based on support vector machines (SVM) to reconstruct
the cardiac electrical activity from remote cardiac electric signal. Therefore, a bi-
directional link between cardiac tissue and cardiac signal is established. Finally,
we develop a new method for detecting cardiac arrhythmia from cardiac indices
by using a classification SVM and feature selection techniques. This study in-
forms us about the relevance of cardiac indices in the characterization of cardiac
tissue dynamics. The combination of computer modeling and signal processing te-
chniques constitutes a suitable framework to elucidate the mechanisms of cardiac
arrhythmia.
“Some twenty years ago I saw, or thought I saw,
a synchronal or simultaneous flashing of fireflies. I could hardly
believe my eyes, for such a thing to occur among insects is
certainly contrary to all natural laws.”
Philip Laurent – Science (1917)
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1Cap´ıtulo 1
Introduccio´n
La presente disertacio´n tiene como objetivo principal el estudio de los me-
canismos arr´ıtmicos mediante herramientas de modelado y te´cnicas robustas de
procesado digital de sen˜al. Utilizadas conjuntamente, es posible establecer una
correspondencia directa entre el sustrato arr´ıtmico, las sen˜ales cardiacas registra-
das y los ı´ndices cl´ınicos extra´ıdos a partir del procesado de dichas sen˜ales. Esta
aproximacio´n integrada constituye un marco de experimentacio´n muy valioso pa-
ra, tanto en investigacio´n cl´ınica como en ba´sica, generar y validar hipo´tesis que
permitan esclarecer los mecanismos subyacentes de las arritmias cardiacas. En
este primer cap´ıtulo se exponen las razones que han dado lugar al desarrollo de
esta Tesis Doctoral y se presentan los objetivos perseguidos. Posteriormente se
desglosan los elementos que conforman la base metodolo´gica de este estudio. El
cap´ıtulo finaliza presentando la estructural formal de esta disertacio´n junto con
sus principales aportaciones.
1.1. Motivacio´n y estado del arte
Las arritmias cardiacas son deso´rdenes en el ritmo normal del corazo´n, y se
producen o bien de forma totalmente natural en respuesta a necesidades fisiolo´gi-
cas comunes (como respirar o correr), o bien debido a trastornos en la actividad
ele´ctrica del corazo´n que rige la contraccio´n del mu´sculo cardiaco. Pueden apare-
cer, por tanto, en todo tipo de individuos, y no necesariamente todas ellas deben
identificarse con patolog´ıas graves. No obstante, las arritmias patolo´gicas son peli-
grosas y constituyen una de las causas predominantes de mortalidad en el mundo
occidental [243].
Especialmente relevantes, por su transcendencia cl´ınica y social, son algunas
taquiarritmias, entre las cuales destacan la fibrilacio´n auricular (FA) y la fibri-
lacio´n ventricular (FV). En te´rminos generales, la fibrilacio´n es una actividad
ele´ctrica desorganizada sin actividad meca´nica asociada, lo que produce un fallo
en la contraccio´n efectiva de las cavidades del corazo´n. La FA es la arritmia ma´s
frecuente en la pra´ctica cl´ınica, afectando a ma´s de 2.2 millones de personas so´lo
en los EE.UU [14]. Si bien no es letal, degenera de forma natural en enfermedad
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cro´nica, aumentando considerablemente el riesgo de sufrir un ataque cardiaco. El
tratamiento de la FA persigue reducir la ra´pida actividad ele´ctrica de las aur´ıcu-
las, e incluye desde la aplicacio´n de fa´rmacos antiarr´ıtmicos, hasta la ablacio´n con
cate´ter de radio frecuencia o la implantacio´n de un marcapasos. Ma´s grave es la
FV, en la que sobreviene la muerte en un plazo de 3-4 minutos si no es adecuada-
mente revertida, convirtie´ndose de este modo en la causa ma´s frecuente de muerte
su´bita en el mundo occidental, provocando ma´s de 500.000 muertes cada an˜o en
los EE.UU [209]. El u´nico tratamiento efectivo hoy en d´ıa es la aplicacio´n de un
choque ele´ctrico de alta energ´ıa, que elimine la actividad ele´ctrica ano´mala de
forma que el marcapasos natural del corazo´n pueda recuperar su automatismo.
La metodolog´ıa cla´sica de estudio de las arritmias cardiacas ha seguido una
aproximacio´n reduccionista. De un lado, los sistemas de captacio´n con electrodos,
proporcionan una sen˜al o registro de la actividad ele´ctrica del corazo´n a nivel local
(EGM) o a nivel global (ECG), y se constituyen como las principales herramientas
para el diagno´stico y ana´lisis del comportamiento arr´ıtmico del corazo´n. En este
a´mbito de investigacio´n, diversos para´metros han sido concebidos para describir
el sustrato cardiaco, entre los que destacan los para´metros derivados del ana´lisis
espectral. El ana´lisis frecuencial del EGM/ECG durante episodios de fibrilacio´n
parece contener una gran cantidad de informacio´n sobre la dina´mica de la los
procesos fibrilatorios [48, 61, 66, 67], potencialmente aplicables a la deteccio´n de
FA o FV [12, 96, 137]. De otro lado, los sistemas de mapeo o´ptico (SMO) en es-
tudios experimentales in-vivo o in-vitro con animales, proporcionan una imagen
bidimensional de la actividad ele´ctrica sobre una porcio´n de la superficie cardia-
ca [62]. A partir del ana´lisis de esta imagen bidimensional, es posible investigar
los factores que alteran la conduccio´n ele´ctrica en el sustrato cardiaco y dan lu-
gar a comportamientos arr´ıtmicos [11, 62, 65]. En este sentido, y al igual que los
sistemas de captacio´n con electrodos, la caracterizacio´n espectral de las ima´genes
obtenidas mediante SMO ha revelado importantes diferencias regionales en las
aur´ıculas durante FA [193] y en los ventr´ıculos durante FV [159]. No obstante,
a pesar de que estos dos a´mbitos de investigacio´n esta´n relacionados, reciben un
trato independiente, debido a las limitaciones asociadas al estudio de las arritmias
cardiacas en humanos. Como consecuencia, no se puede establecer una correspon-
dencia directa entre los resultados proporcionados en cada campo por separado.
El examen simulta´neo del sustrato arr´ıtmico y su registro ele´ctrico asociado per-
mitir´ıa no so´lo explicar gran parte de los resultados obtenidos hasta la fecha, sino
que adema´s, conformar´ıa una novedosa herramienta de experimentacio´n a partir
de la cual obtener nuevos resultados.
A pesar de los grandes avances realizados en estos a´mbitos de investigacio´n,
el conocimiento de las arritmias cardiacas sigue siendo au´n muy limitado, y como
consecuencia su tratamiento continu´a hoy en d´ıa basa´ndose en consideraciones
cl´ınicas1. Por estos motivos surge la necesidad de desarrollar nuevas estrategias
1Se recurre a estudio multice´ntricos para el contraste de hipo´tesis cl´ınicas. Este proceso es muy
informativo, pero no siempre es posible obtener de este modo informacio´n sobre los mecanismos
de las arritmias.
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que permitan esclarecer los feno´menos electrofisiolo´gicos subyacentes al funciona-
miento del corazo´n, y as´ı perfeccionar los procedimientos diagno´sticos y terape´uti-
cos en busca de una prevencio´n efectiva que limite o evite las consecuencias de las
arritmias cardiacas malignas.
En la presenten Tesis Doctoral proponemos una investigacio´n integrada como
estrategia adecuada para solventar los problemas anteriormente expuestos, y for-
mar un marco experimental que au´ne informacio´n conjunta de los procesos elec-
trofisiolo´gicos subyacentes (en adelante sustrato cardiaco), las sen˜ales ele´ctricas
registradas (en adelante sen˜ales cardiacas), y la caracterizacio´n cl´ınica median-
te ı´ndices cardiacos robustos (en adelante ı´ndices cardiacos). En este sentido, la
conjuncio´n de simulaciones nume´ricas mediante modelos electrofisiolo´gicos y de
te´cnicas de procesado de sen˜al, se constituyen como las herramientas que con-
forman este marco de investigacio´n integrado, convirtie´ndose de esta manera en
instrumentos necesarios y complementarios a la experimentacio´n ba´sica y cl´ınica.
Desde el punto de vista del modelado electrofisiolo´gico es necesario desarro-
llar distintas aproximaciones que permitan describir, y de este modo analizar, el
comportamiento del tejido a distintos niveles de detalle y en distintas situaciones
patolo´gicas. Los modelos detallados basados en ecuaciones de reaccio´n-difusio´n,
con respecto a las aproximaciones simplificadas, requieren mayor carga compu-
tacional, pero permiten simular sustratos arr´ıtmicos ma´s complejos.
Las te´cnicas de procesado de sen˜al son una pieza clave en este marco expe-
rimental, dado que proporcionan el puente de unio´n entre la sen˜al cardiaca y,
(a) el sustrato cardiaco (lo que constituye un problema de estimacio´n), o (b) el
ı´ndice cardiaco (que representa un problema de clasificacio´n). En ambos casos, el
correcto tratamiento de la informacio´n para extraer conclusiones va´lidas requiere
de la utilizacio´n de me´todos robustos de procesado de sen˜al. Dadas sus buenas
prestaciones en otros problemas de clasificacio´n y estimacio´n [26, 176], las ma´qui-
nas de vectores soporte (SVM, del ingle´s Support Vector Machines), proporcionan
un me´todo robusto para analizar, reconstruir y predecir, a partir de sen˜ales y/o
ı´ndices cardiacos, el comportamiento, normal y anormal, del corazo´n.
1.2. Objetivos
El objetivo principal de la presente Tesis Doctoral es establecer el eje de una
investigacio´n integrada dedicada al estudio de los mecanismos involucrados la gene-
racio´n y perpetuacio´n de las arritmias cardiacas. Con este fin, se emplean conjun-
tamente herramientas de modelado y te´cnicas de procesado de sen˜al para construir
un v´ınculo directo, entre sustrato arr´ıtmico, sen˜al cardiaca e ı´ndice cardiaco. En
este desarrollo se emplea una aproximacio´n sucesiva, desde lo particular (o cono-
cido, como las ecuaciones que definen los modelos) hasta lo ma´s gene´rico (o menos
conocido, como los datos crudos proporcionados por la investigacio´n cl´ınica o ex-
perimental). En virtud de estas consideraciones, y teniendo en cuenta la finalidad
u´ltima de esta disertacio´n, se definen los siguiente objetivos espec´ıficos:
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Figura 1.1: La contribucio´n del modelado, la investigacio´n cl´ınica y el procesado de sen˜al
conforman una aproximacio´n novedosa para el estudio de las arritmias cardiacas.
1. Estudio de los mecanismos de las arritmias cardiacas a nivel celular
a partir de un modelo detallado de tejido y te´cnicas de procesado
digital de sen˜al. Los modelos microsco´picos celulares, si bien son compu-
tacionalmente costosos, ofrecen la posibilidad de reproducir en detalle los
procesos involucrados en la generacio´n del impulso ele´ctrico a nivel celu-
lar, y constituyen la base para construir modelos macrosco´picos de sustrato
cardiaco.
2. Reconstruccio´n de la actividad ele´ctrica cardiaca a partir de me-
didas remotas mediante algoritmos SVM para problemas de esti-
macio´n. Si bien las ecuaciones que relacionan el sustrato cardiaco y la sen˜al
cardiaca son conocidas, el problema inverso no esta´ resuelto actualmente.
Esta aplicacio´n permitir´ıa establecer un nexo directo entre medida ele´ctrica
(EGM/ECG) y sustrato cardiaco.
3. Me´todos robustos de deteccio´n de arritmias a partir de ı´ndices
cardiacos basados en SVMs. Existen actualmente un gran nu´mero de
ı´ndices cardiacos para caracterizar cuantitativamente los procesos arr´ıtmicos
en el tejido cardiaco. No obstante, no todos los ı´ndices son relevantes y
discriminar aquellos de distinta naturaleza aporta informacio´n u´til sobre las
caracter´ısticas dina´micas del tejido cardiaco bajo estudio.
1.3. Metodolog´ıa
En el marco de la investigacio´n integrada se inscribe la metodolog´ıa seguida en
esta Tesis Doctoral, compuesta por la interrelacio´n directa de tres grandes disci-
plinas cient´ıficas, a saber, herramientas de modelado electrofisiolo´gico, procesado
de sen˜ales cardiacas, e investigacio´n cl´ınica y/o experimental (Figura 1.1). Cada
una de ellas aporta informacio´n valiosa de distinta naturaleza sobre un mismo
feno´meno: el comportamiento del tejido cardiaco. Su integracio´n, en un marco de
experimentacio´n comu´n proporciona una valiosa herramienta de investigacio´n, en
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la que es posible establecer una correspondencia entre el sustrato cardiaco, las
sen˜ales cardiacas y los para´metros o ı´ndices cardiacos.
1.3.1. Experimentacio´n in-silico
Basados en la conjuncio´n de ideas e hipo´tesis de campos diversos de la ciencia,
tales como la biof´ısica, la ingenier´ıa, las matema´ticas y la cardiolog´ıa, los modelos
electrofisiolo´gicos tienen como objetivo fundamental emular y de este modo ana-
lizar de forma controlada el comportamiento del tejido cardiaco. Desde el trabajo
pionero de los brita´nicos Alan L. Hodking y Andrew F. Huxley en 1952 [99], muchas
aportaciones se han hecho en el campo del modelado. Actualmente se cuenta con
modelos que describen los procesos electrofisiolo´gicos involucrados en la generacio´n
y propagacio´n del impulso ele´ctrico en el miocardio a distintas escalas espaciales,
en respuesta a necesidades de investigacio´n distintas. A nivel microsco´pico se tie-
nen modelos de de canales io´nicos y ce´lulas aisladas. A nivel macrosco´pico existen
modelos de tejidos e incluso de o´rganos. As´ı, es posible estudiar, por ejemplo, los
efectos de mutaciones hereditarias tanto a nivel celular como a nivel de o´rganos,
generando consecuentemente conclusiones a niveles distintos.
La experimentacio´n in-silico consiste en la realizacio´n de simulaciones nume´ri-
cas con modelos electrofisiolo´gicos mediante el empleo de ma´quinas computadoras
(ordenadores). Por ello, la capacidad descriptiva de los modelos esta´ limitada por
la carga computacional que requieran dichas simulaciones, de forma que la elec-
cio´n del modelo dependera´ del problema que se pretenda abordar. A pesar de
la limitacio´n intr´ınseca que supone el compromiso entre exactitud y requisitos
computacionales, los modelos electrofisiolo´gicos constituyen un marco de experi-
mentacio´n muy valioso y complementario a la investigacio´n in-vivo e in-vitro para
la generacio´n de hipo´tesis y la validacio´n de resultados cl´ınicos, por varias razones:
Reproducibilidad de experimentos y resultados.
Acceso completo a las variables del experimento, en cualquier instante, en
cualquier localizacio´n, caracter´ıstica dif´ıcilmente realizable en experimentos
electrofisiolo´gicos.
Control total de los para´metros que definen el experimento.
La principal limitacio´n atribuida a los modelos electrofisiolo´gicos viene dada
por la propia naturaleza del modelado, esto es, la aproximacio´n simplificada de los
complejos procesos que tienen lugar en el substrato mioca´rdico. Bajo esta pers-
pectiva se piensa que los modelos electrofisiolo´gicos so´lo son capaces de reproducir
aquellos los resultados experimentales para los que fueron disen˜ados. Sin embargo,
existen evidencias significativas sobre la capacidad de los modelos para esclare-
cer los mecanismos subyacentes a las arritmias cardiacas [183]. De esta manera,
dada la capacidad predictiva de los modelos electrofisiolo´gicos, se ha impulsado
el desarrollo de modelos cada vez ma´s realistas. Con este objetivo, los modelos
electrofisiolo´gicos actuales se encuentran en constante evolucio´n, y su desarrollo
6 1.3 Metodolog´ıa
avanza a medida que nueva informacio´n experimental esta´ disponible. Los u´ltimos
avances en modelado incorporan conjuntamente informacio´n detallada tanto de la
dina´mica cardiaca a nivel celular (corrientes io´nicas), como de las propiedades de
conduccio´n del impulso ele´ctrico (velocidad de conduccio´n, curvatura, anisotrop´ıa)
en modelos realistas de cavidades (miocardio tridimensional, fibras de purkinje,
ce´lulas epica´rdias, endoca´rdicas y mid-mioca´rdicas). Sin embargo, e´stos modelos
requieren una carga computacional tan elevada que los hace pra´cticamente ina-
bordables actualmente2.
1.3.2. Sen˜ales cardiacas y procesado de sen˜al
Si bien el modelado constituye una herramienta importante para el estudio
de las arritmias, la principal fuente de informacio´n de la dina´mica cardiaca sigue
siendo la observacio´n directa del feno´meno a estudiar. Mediante el registro con
electrodos, la actividad ele´ctrica del corazo´n ha sido utilizada como herramienta
diagno´stica desde los comienzos de la electrocardiograf´ıa en el siglo XIX.
Desde el punto de vista de la electrofisiolog´ıa cl´ınica, el estudio y diagno´stico
de las arritmias se aborda actualmente mediante distintas fuentes de informacio´n:
La principal herramienta diagno´stica ECG, mediante el que se registra la
actividad ele´ctrica cardiaca a partir de electrodos situados sobre la superficie
del cuerpo humano.
Los EGM intracavitarios registrados mediante electrodos situados en el in-
terior de las cavidades del corazo´n durante los estudios electrofisiolo´gicos a
pacientes con arritmias. Estos estudios son un tipo de cateterismo que busca
diagnosticar y tratar las fuentes ele´ctricas responsables de las arritmias seve-
ras. Los EGMs representan una fuente importante de informacio´n cl´ınica en
pra´cticamente cualquier arritmia, si bien la resolucio´n espacial de los EGM
es muy limitada, y no siempre permiten visualizar o tener una descripcio´n
inequ´ıvoca del feno´meno ele´ctrico subyacente, como por ejemplo, los circuitos
reentrantes.
Los sistemas de navegacio´n cardiaca (SNC) constituyen una herramienta ca-
si imprescindible para el tratamiento de las arritmias durante los estudios
electrofisiolo´gicos invasivos. Mediante un sistema de localizacio´n, se detecta
la posicio´n precisa de un electro-cate´ter situado en el interior del corazo´n.
Desplazando de forma secuencial dicho cate´ter por las paredes de una ca-
vidad card´ıaca, se registra la posicio´n y la actividad ele´ctrica (EGM) aso-
ciada a cada punto de exploracio´n, obtenie´ndose de esta forma un mapa
virtual tridimensional de la cavidad bajo estudio. En esta imagen tridimen-
sional se representa la informacio´n electrofisiolo´gica relevante, como mapas
de activacio´n, mapas de propagacio´n o mapas de voltaje. La cartograf´ıa elec-
troanato´mica es de gran ayuda en el reconocimiento del mecanismo preciso
2Reproducir 1 s. de actividad ele´ctrica mediante modelo tridimensional ventricular requiere
8 horas de simulacio´n en un computador con 128 procesadores [215].
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de la arritmia y permite su tratamiento efectivo por medio de la ablacio´n
cardiaca.
Por otro lado, en a´mbitos experimentales in-vivo e in-vitro con animales, los
SMO constituyen otra fuente de informacio´n importante sobre la actividad ele´ctri-
ca del tejido cardiaco. Mediante el empleo de sustancias fluorescentes en las que
inciden potentes fuentes de luz es posible registrar directamente, con ca´maras de
alta definicio´n, la propagacio´n del impulso ele´ctrico sobre una regio´n de intere´s del
corazo´n o sobre preparaciones laminares con ce´lulas cardiacas (monolayers).
A diferentes niveles descriptivos, la informacio´n de la actividad ele´ctrica car-
diaca obtenida en cada uno de los sistemas de registro proporciona un conjunto de
sen˜ales cardiacas a partir de las cuales es posible estudiar, analizar y diagnosticar
las arritmias cardiacas. La naturaleza dina´mica de dichas sen˜ales requiere de un
tratamiento adecuado con el que obtener informacio´n adicional acerca de los pro-
cesos involucrados en la generacio´n y propagacio´n del impulso ele´ctrico cardiaco.
Por ello, el procesado de sen˜ales cardiacas es otra herramienta fundamental para
el estudio y ana´lisis de las arritmias, que juega un papel fundamental tanto en la
investigacio´n cl´ınica como en la experimental.
El procesado la sen˜al proporcionada por el ECG es el a´mbito de investigacio´n
de sen˜ales cardiacas ma´s amplio y extendido. Basados en el ECG, existen en la lite-
ratura cient´ıfica numerosos algoritmos para la deteccio´n y prediccio´n de arritmias
cardiacas [202].
En dispositivos de soporte vital, como marcapasos o desfibriladores automa´ti-
cos implantables (DAI), se emplean los EGMs registrados por los propios dispo-
sitivos para detectar y discriminar arritmias cardiacas [112]. En muchos casos,
estos algoritmos de deteccio´n se basan en criterios heur´ısticos y nuevos me´todos
de discriminacio´n han sido propuestos [174], aunque con escaso impacto debido
a la pol´ıtica de las casas comerciales. Tambie´n, mediante EGM registrados en
procedimientos electrofisiolo´gicos convencionales, es posible construir una imagen
tridimensional de la activacio´n ele´ctrica del corazo´n [214], estrategia que se ha con-
vertido en una referencia casi imprescindible para el especialista. Adema´s, en este
mismo tipo de intervenciones, recientes investigaciones incorporan un ana´lisis de
los para´metros espectrales obtenidos a partir de los EGMs registrados [12,193], con
objeto de utilizar dichos para´metros como ı´ndices cl´ınicos para localizar regiones
de actividad ele´ctrica reentrante acelerada.
Por u´ltimo, los SMO utilizan la fluorescencia de los tintes an˜adidos al tejido
cardiaco para construir mapas de la conduccio´n del impulso ele´ctrico. Adema´s de
estos mapas de activacio´n, es comu´n generar, a partir de los anteriores, mapas de
fase y mapas de frecuencia [154], con el fin de determinar los puntos singulares3 y
las regiones asociadas a actividad reentrante de alta frecuencia, respectivamente.
3Nu´cleos de rotacio´n de la actividad reentrante.
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Figura 1.2: Metodolog´ıa para el estudio de las arritmias cardiacas. De un lado, a nivel
de sustrato cardiaco, se define un modelo f´ısico en el que es posible estudiar el com-
portamiento del tejido cardiaco de acuerdo a un conjunto de ecuaciones conocidas. De
otro lado, a nivel poblacional, se define un modelo muestral, a partir del cual se infiere
el funcionamiento ele´ctrico del corazo´n. Ambos extremos pueden relacionarse gracias a
la utilizacio´n de modelos electrofisiolo´gicos, el bioelectromagnetismo y las te´cnicas de
procesado de sen˜al.
1.3.3. Investigacio´n ba´sica y cl´ınica
La investigacio´n ba´sica y cl´ınica constituyen las principales fuentes de evi-
dencias experimentales sobre el comportamiento del corazo´n, y la interpretacio´n
especialista de los resultados obtenidos mediante herramientas de modelado y de
procesado de sen˜al. Esta relacio´n no es unidireccional, puesto que, a su vez, el
conocimiento ba´sico y cl´ınico se beneficia de los experimentos sinte´ticos realizados
con modelos matema´ticos y te´cnicas de procesado de sen˜al para generar y validar
hipo´tesis dif´ıcilmente reproducibles en estudios reales.
1.3.4. Aproximacio´n incremental
Cada uno de los elementos que conforman la metodolog´ıa de esta Tesis Doctoral
se emplean aqu´ı siguiendo una aproximacio´n incremental, esto es, una descripcio´n
ascendente en escala desde lo particular (o microsco´pico), escenario en el que es
posible establecer un modelo electrofisiolo´gico regido por ecuaciones matema´ticas,
hasta lo general (o macrosco´pico), donde la u´nica informacio´n disponible son los
datos proporcionados por la investigacio´n cl´ınica y/o experimental (Figura 1.2).
El punto de partida es la caracterizacio´n del sustrato cardiaco de acuerdo a un
modelo f´ısico, a partir del cual es posible describir en detalle el comportamiento de
las ce´lulas cardiacas mediante un conjunto de ecuaciones matema´ticas conocidas
(Figura 1.2). La informacio´n disponible en este nivel descriptivo es aquella propor-
cionada por la investigacio´n experimental a nivel microsco´pico, a saber, corrientes
y potenciales ele´ctricos celulares (ma´s conocido este u´ltimo como potencial de
accio´n, ve´ase Cap´ıtulo 2). El modelado matema´tico de las ce´lulas cardiacas es
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importante por varias razones. En primer lugar, permite simular una amplia va-
riedad de sustratos pro-arr´ıtmicos, dado que actualmente una gran parte de los
mecanismos involucrados la generacio´n de arritmias esta´n descritos a nivel celular.
En segundo lugar, esta descripcio´n microsco´pica puede extenderse a modelos de
tejido e incluso de o´rgano, donde estudiar el comportamiento del sustrato arr´ıtmi-
co en funcio´n de variables macrosco´picas (velocidad de conduccio´n, curvatura), y
sus sen˜ales cardiacas asociadas.
A nivel de tejido o de cavidad (Figura 1.2), el funcionamiento ele´ctrico del
corazo´n puede caracterizarse, desde el punto de vista cl´ınico, a partir de los EGMs
registrados durante la exploracio´n en procedimientos electrofisiolo´gicos mediante
los SNC. Cada uno de los EGMs registrados proporciona informacio´n local del
tejido cardiaco, y por tanto, describe la dina´mica del corazo´n en su regio´n de
alcance. No obstante, en la traduccio´n de los feno´menos ele´ctricos de naturaleza
espacio-temporal que tienen lugar en el corazo´n, a registro ele´ctrico unidimensional
(EGM), gran parte de la informacio´n sobre la dina´mica cardiaca queda enmasca-
rada, y como consecuencia, la caracterizacio´n del sustrato cardiaco a partir de
los EGMs no es una tarea sencilla. Una primera aproximacio´n para ayudar a la
correcta interpretacio´n de los EGMs puede realizarse mediante la comparacio´n, en
situaciones normales y patolo´gicas, de registros reales y registros simulados por
ordenador, en virtud de las herramientas de modelado y de la Teor´ıa del Bio-
electromagnetismo. Esta relacio´n puede darse en sentido inverso (Figura 1.2), de
forma que, haciendo uso de te´cnicas de procesado de sen˜al, es posible estimar el
comportamiento ele´ctrico del corazo´n a partir de medidas ele´ctricas remotas (rea-
les o simuladas). El conjunto de procedimientos expuestos en este segundo nivel
metodolo´gico, proporciona una relacio´n directa entre sustrato cardiaco y medida
ele´ctrica local.
Desde el punto de vista cl´ınico, la deteccio´n temprana de episodios y sustratos
arr´ıtmicos requiere la utilizacio´n de te´cnicas de procesado de sen˜al a partir de la
sen˜al contenida en el ECG. Si bien es posible desarrollar modelos de torso humano
y de medidas ele´ctricas de superficie que relacionen el sustrato cardiaco y el ECG,
esta aproximacio´n presenta varias limitaciones, dado que su capacidad descriptiva
sigue siendo limitada y adema´s requiere una elevada carga computacional. Por ello,
la principal fuente de informacio´n acerca del comportamiento global del corazo´n
sigue siendo el ECG de superficie Figura (1.2). El ana´lisis poblacional del ECG
permite definir un modelo muestral, a partir del cual es posible inferir conclusiones
acerca del comportamiento del tejido cardiaco mediante los modelos de aprendizaje
basados en muestras.
1.4. Estructura y aportaciones
La estructura formal de la presente disertacio´n esta´ directamente relaciona-
da con los objetivos definidos y la metodolog´ıa propuesta en la seccio´n anterior.
As´ı pues, esta Tesis Doctoral se articula en seis cap´ıtulos, cuyas aportaciones se
enumeran a continuacio´n:
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El Cap´ıtulo 2 contempla los conceptos ba´sicos de electrofisiolog´ıa cardia-
ca que resultan relevantes para este trabajo. Paralelamente a la descripcio´n
electrofisiolo´gica, se examinan los modelos matema´ticos de generacio´n y pro-
pagacio´n del impulso ele´ctrico a distintas escalas espaciales. Adema´s, se des-
criben los fundamentos del funcionamiento normal y anormal del corazo´n,
las causas de varias disfunciones y las principales herramientas para detectar
estas anomal´ıas, as´ı como los modelos de registro con electrodos.
El Cap´ıtulo 3 representa una aplicacio´n directa de los modelos electrofi-
siolo´gicos, dedicada al estudio de los mecanismos de generacio´n de arritmias
inducidas por mutaciones conge´nitas en las ce´lulas cardiacas. El ana´lisis se
basa en la aplicacio´n de distintos protocolos de estimulacio´n sobre modelos
detallados de ce´lula cardiaca [8, 40, 44].
El Cap´ıtulo 4 aborda el problema inverso en electrocardiograf´ıa [92], en el
que se propone la aplicacio´n de algoritmos SVM como herramienta de es-
timacio´n aplicada a la reconstruccio´n de ima´genes de la actividad ele´ctrica
cardiaca a partir de medidas remotas. En esta aproximacio´n al problema in-
verso, se adapta adecuadamente la formulacio´n de las SVMs para incorporar
informacio´n del problema a tratar, lo que supone un enfoque original con
respecto a la utilizacio´n cla´sica de las SVMs, que esta´ ofreciendo excelentes
prestaciones en otros a´mbitos de procesado de sen˜al [26, 176].
El Cap´ıtulo 5 esta´ dedicado a la deteccio´n de arritmias mediante el empleo de
SVMs como herramienta diagno´stica. Esta aplicacio´n supone la utilizacio´n de
las SVMs en su formato cla´sico, como clasificador automa´tico de arritmias;
dada la naturaleza no estacionaria de las sen˜ales cardiacas registradas en
condiciones arr´ıtmicas, existen diversos esquemas de deteccio´n de arritmias
basados en para´metros temporales, frecuenciales y tiempo-frecuenciales ex-
tra´ıdos a partir de la informacio´n contenida en el ECG [180]. En este cap´ıtulo,
se propone un novedoso esquema de seleccio´n de caracter´ısticas basado en
algoritmos SVM y remuestreo bootstrap, a partir del cual es posible reali-
zar tests de hipo´tesis para determinar la bondad de las prestaciones de los
para´metros anteriores como ı´ndices de arritmias.
Finalmente, el Cap´ıtulo 6, resume las principales contribuciones y resulta-
dos de esta Tesis Doctoral y describe las principales l´ıneas de investigacio´n
futuras.
.
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Cap´ıtulo 2
Modelado de la electrofisiolog´ıa
cardiaca
En este cap´ıtulo se presentan los fundamentos electrofisiolo´gicos y las herra-
mientas matema´ticas que describen el comportamiento ele´ctrico del corazo´n. Si-
guiendo una l´ınea descriptiva ascendente, desde el nivel microsco´pico hasta el nivel
macrosco´pico, se exponen de forma paralela los conceptos electrofisiolo´gicos y sus
modelos matema´ticos asociados. Mediante este desarrollo, se explican en detalle
los sistemas de excitacio´n y conduccio´n responsables del funcionamiento normal
del corazo´n. Tambie´n se examinan los trastornos en la actividad ele´ctrica cardia-
ca, ma´s conocidos como arritmias, y se presentan dos modelos de comportamiento
ampliamente utilizados para caracterizar algunas de las arritmias ma´s peligrosas.
A partir de los modelos de excitacio´n y conduccio´n del corazo´n, es posible calcular
la actividad ele´ctrica registrada por un sistema de electrodos en dos escenarios:
(a) en regiones pro´ximas a la superficie cardiaca (EGM simulados), y (b) en re-
giones alejadas de la superficie del corazo´n (ECG simulados). La combinacio´n de
modelos ele´ctricos, modelos de comportamiento y modelos de captacio´n constituye
un marco teo´rico de experimentacio´n fundamental, con el que es posible simular
la actividad ele´ctrica cardiaca y su registro con electrodos, tanto en situaciones
normales como en situaciones patolo´gicas, a distintas escalas espaciales. Por ello,
cada una de las secciones de este cap´ıtulo conforma la base conceptual que, desde
el punto de vista electrofisiolo´gico y matema´tico, proporciona el conjunto de mo-
delos y sen˜ales cardiacas que sera´n utilizados como herramientas de ana´lisis de las
arritmias cardiacas en posteriores cap´ıtulos de la presente disertacio´n.
2.1. Introduccio´n
El funcionamiento eficiente del corazo´n requiere la contraccio´n sincronizada
de las ce´lulas que constituyen el tejido muscular cardiaco para proporcionar un
bombeo sangu´ıneo eficaz. La capacidad contra´ctil cardiaca esta´ gobernada por un
est´ımulo ele´ctrico que se origina en el propio corazo´n, y se propaga por todas las
ce´lulas del tejido cardiaco de forma progresiva y secuencialmente ordenada, ac-
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tiva´ndolas ele´ctricamente. De forma casi simulta´nea, la activacio´n ele´ctrica produ-
ce la contraccio´n del mu´sculo cardiaco. Alteraciones en la generacio´n o conduccio´n
del est´ımulo ele´ctrico causan alteraciones en la contraccio´n del tejido cardiaco que
afectan en u´ltima instancia a la capacidad de bombeo del corazo´n, lo que da lugar
a las distintas arritmias cardiacas. As´ı, el conocimiento de la actividad ele´ctrica
cardiaca proporciona informacio´n detallada sobre el estado normal o anormal del
corazo´n. Por este motivo, las herramientas diagno´sticas actuales se basan en la
captacio´n de dicha actividad mediante sistemas de electrodos.
La actividad ele´ctrica del corazo´n tiene su origen en el movimiento de iones a
trave´s de la membrana excitable de sus ce´lulas. Esta corriente io´nica se transmite
a las ce´lulas vecinas a trave´s de pequen˜os canales que comunican unas ce´lulas con
otras. Si este est´ımulo ele´ctrico es suficientemente intenso, las ce´lulas vecinas se
excitan, para posteriormente contraerse. Este proceso de excitacio´n genera nuevas
corrientes io´nicas en las ce´lulas recie´n activadas, que se transmiten a su vez a
regiones adyacentes, inicia´ndose de esta forma ondas de excitacio´n que se propagan
por el tejido cardiaco, provocando su activacio´n y contraccio´n. En virtud de estas
propiedades, el tejido cardiaco se constituye, por tanto, como un medio excitable,
esto es, un sistema espacialmente distribuido en el que se transmite la informacio´n
por medio de ondas que se propagan sin pe´rdidas. Existen numerosos ejemplos en
la naturaleza de medios excitables: un incendio en el bosque, en el que el fuego
se propaga a medida que nuevos a´rboles se van quemando, algunas reacciones
qu´ımicas (como la como reaccio´n oscilante de Belousov-Zhabotinsky [237]), o la
transmisio´n de sen˜ales en los sistemas nervioso [99] y muscular, incluyendo el
corazo´n [151, 234].
Dada la complejidad de los feno´menos involucrados en la generacio´n y propa-
gacio´n del impulso ele´ctrico en el corazo´n, es comu´n analizar el comportamiento
del tejido cardiaco a partir de modelos abstractos simples1, tanto a nivel cl´ınico
como experimental. As´ı, se habla de modelos de arritmias, a nivel electrofisiolo´gi-
co, o de modelos de membrana, a nivel biof´ısico. La naturaleza de los modelos
depende, pues, de la disciplina en la que ven la luz. En este sentido, asociaciones
simples, como la establecida entre el flujo de iones y la corriente ele´ctrica, o como
la caracterizacio´n del tejido cardiaco como medio excitable, han impulsado la par-
ticipacio´n de matema´ticos, biof´ısicos e ingenieros para aportar sus herramientas
conceptuales con objeto de describir y as´ı analizar los feno´menos ele´ctricos que
rigen el comportamiento del corazo´n.
Un sistema f´ısico y su modelo descriptivo asociado esta´n ı´ntimamente relacio-
nados, de forma que no es comprensible el uno sin el otro. Por ejemplo, se entiende
que una piedra, separada del suelo, cae por su propio peso gracias a la ley (modelo)
de la gravedad. En general, los modelos asociados a sistemas f´ısicos se deducen a
partir de medidas experimentales realizadas sobre el propio sistema, para as´ı pre-
decir su comportamiento bajo circunstancias diversas. En ocasiones, sin embargo,
la simplificacio´n impl´ıcita que supone el empleo de modelos para describir un sis-
tema f´ısico provoca que los resultados predichos por el modelo precedan a las
1Entie´ndase por simples de complejidad menor con respecto a los feno´menos reales.
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evidencias experimentales [99].
La estrecha relacio´n entre sistema y modelo f´ısico ha motivado la estructura
formal de este cap´ıtulo. Tomando como sistema f´ısico el comportamiento ele´ctrico
del corazo´n, se presentan, de forma paralela, los fundamentos de electrofisiolog´ıa
cardiaca y su descripcio´n matema´tica asociada. En primer lugar, en la Seccio´n 2.2,
se expone la estructura y el funcionamiento ba´sico del corazo´n, como base funda-
mental para comprender los posteriores conceptos y modelos electrofisiolo´gicos.
Partiendo de una descripcio´n microsco´pica a nivel celular, la Seccio´n 2.3 analiza el
origen de la actividad ele´ctrica cardiaca (Figura 2.1 (a)). En este nivel de detalle
surgen dos tipos de modelos: modelos de membrana y canales io´nicos y modelos de
ce´lula que permiten simular el flujo de corriente y la variacio´n de voltaje (poten-
cial de accio´n) a trave´s de la membrana celular cardiaca, respectivamente. En la
Seccio´n 2.4 se detalla la propagacio´n del impulso ele´ctrico sobre el tejido cardiaco
(Figura 2.1 (b)). La conexio´n de modelos aislados de ce´lula mediante elementos
resistivos constituye un modelo de tejido, con el que se describe la trasmisio´n del
impulso ele´ctrico a trave´s de los canales que comunican las ce´lulas cardiacas. A
nivel de o´rgano, en la Seccio´n 2.5 se presenta el sistema de excitacio´n y conduccio´n
cardiaco, responsable de la generacio´n y conduccio´n ordenada del impulso ele´ctrico
para la contraccio´n eficiente del corazo´n (Figura 2.1 (c)). La incorporacio´n de estas
propiedades en un modelo de tejido con geometr´ıa realista, en el que se distingan
diversos tipos celulares, define un modelo de o´rgano. La descripcio´n ele´ctrica del
corazo´n finaliza en la Seccio´n 2.6, en la que se examinan los principales trastor-
nos que afectan a la actividad ele´ctrica cardiaca, y que dan lugar a los distintos
tipos de arritmias. En este u´ltimo nivel descriptivo (Figura 2.1 (d)), se presentan
dos modelos de arritmias asociados con algunas de las alteraciones cardiacas ma´s
peligrosas: la reentrada y los rotores.
Tras esta descripcio´n detallada, en la Seccio´n 2.7, se introducen los principales
sistemas de captacio´n de la actividad ele´ctrica cardiaca que actualmente se em-
plean en los a´mbitos cl´ınico y experimental (Figura 2.2), a saber, ECGs, EGMs
y SMO. Esta seccio´n se completa con los fundamentos bioele´ctricos que permiten
modelar la captacio´n ele´ctrica mediante sistemas de electrodos colocados sobre la
superficie del cuerpo (ECGs) o en el interior del corazo´n (EGMs). El cierre de
este cap´ıtulo, en la Seccio´n 2.8, se dedica a recapitular los conceptos aqu´ı presen-
tados, y a reflexionar sobre las ventajas del uso de modelos matema´ticos como
herramientas para analizar la actividad ele´ctrica cardiaca.
2.2. Anatomı´a y fisiolog´ıa del corazo´n
El corazo´n es el o´rgano fundamental del apartado circulatorio, y su funcio´n
principal consiste en bombear la sangre al resto del organismo. Se situ´a en el
pecho, entre los pulmones, por detra´s del esterno´n y por encima del diafragma.
Esta´ formado por dos bombas separadas: el corazo´n derecho y el corazo´n izquierdo
(Figura 2.3). Cada lado tiene dos cavidades, una aur´ıcula y un ventr´ıculo. Las
aur´ıculas, de paredes delgadas, sirven para llenar los ventr´ıculos, de paredes grue-
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Figura 2.1: Estructura del Cap´ıtulo 2. Conceptos electrofisiolo´gicos y modelos matema´ti-
cos asociados.
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Figura 2.2: Herramientas de estudio de las arritmias.
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Figura 2.3: Anatomı´a del corazo´n. En el corazo´n derecho, la sangre proveniente del
sistema circulatorio llena la aur´ıcula derecha y e´sta impulsa su contenido a trave´s de
la va´lvula tricu´spide hasta el ventr´ıculo derecho. Desde ah´ı, la sangre se dirige hacia
la arteria pulmonar, la cual difunde su contenido por los pulmones para el intercambio
de gases (circulacio´n menor o pulmonar). En el corazo´n izquierdo, la sangre oxigenada
vuelve a la aur´ıcula izquierda por las cuatro venas pulmonares y pasa al ventr´ıculo iz-
quierdo, que la bombea al resto del cuerpo a trave´s de la arteria aorta (circulacio´n mayor
o siste´mica)
sas, para que e´stos, dada su mayor fuerza de contraccio´n, distribuyan la sangre
hacia los pulmones o hacia los o´rganos perife´ricos. Para evitar el retroceso de la
sangre desde los ventr´ıculos hacia las auriculas, estas cavidades esta´n separados
por unas compuertas llamadas va´lvulas. Con el mismo fin, existen tambie´n va´lvulas
que separan los ventr´ıculos y las arterias.
2.2.1. Anatomı´a y fisiolog´ıa del mu´sculo cardiaco
El corazo´n esta´ formado en su mayor parte por el tejido muscular card´ıaco2
conocido como miocardio. La parte interna del miocardio se denomina endocardio,
y recubre las cavidades del corazo´n; la parte externa es conocida como epicardio.
Todo el corazo´n, y parte de los vasos que salen de e´l, esta´n revestidos por el
pericardio, que es una pel´ıcula que recubre el corazo´n, lo mantiene en su lugar y
permite su movimiento mediante la secrecio´n de un l´ıquido que lubrica la cavidad.
Las ce´lulas musculares mioca´rdicas (miocitos) esta´n dispuestas longitudinal-
mente formando fibras musculares alargadas, las cuales, a su vez, se unen late-
ralmente en forma de paquetes cil´ındricos llamados fasc´ıculos. La agrupacio´n de
varios fasc´ıculos constituye el mu´sculo cardiaco. Las propiedades de los miocitos
confieren al corazo´n su funcionamiento ba´sico, dado que:
2Existen tres tipos de tejido muscular: esquele´tico, liso y card´ıaco.
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En primer lugar, se contraen ante est´ımulos de naturaleza ele´ctrica, debido a
la presencia de finos filamentos constituidos por prote´ınas contra´ctiles (actina
y miosina) intercalados con las ce´lulas musculares.
En segundo lugar, tienen la capacidad de transmitir impulsos ele´ctricos a las
ce´lulas adyacentes de forma que un impulso ele´ctrico generado en una regio´n
del miocardio se propaga a las ce´lulas vecinas.
Los miocitos que componen una fibra muscular esta´n conectados en serie entre s´ı,
de tal manera que se favorece la propagacio´n del impulso ele´ctrico en la direccio´n
del eje de la fibra muscular. Se dice, por tanto, que el mu´sculo cardiaco es un
sincitio, esto es, un agrupamiento de miocitos conectados ele´ctricamente en el
cual cualquier excitacio´n sobre una de estas ce´lulas se propaga lateralmente por
las ce´lulas vecinas, alcanzando finalmente a todas las que forman parte de este
sistema.
En el corazo´n se distinguen claramente dos sincitios, el auricular y el ventri-
cular, que se encuentran separados por un tejido fibroso que los rodea y aisla
ele´ctricamente. As´ı, un impulso ele´ctrico so´lo puede viajar del primero al segundo
a trave´s un sistema de conduccio´n especializado, el nodo auriculoventricular (o
nodo AV). Esta divisio´n funcional permite que el impulso ele´ctrico contraiga las
aur´ıculas simulta´neamente para, un poco despue´s, contraer los ventr´ıculos. De es-
ta forma, se coordina eficientemente el bombeo de sangre a los pulmones y vasos
perife´ricos. Para producir esta contraccio´n eficaz, existe un sistema de generacio´n
y conduccio´n del impulso ele´ctrico que recorre el corazo´n. En las siguientes seccio-
nes se describen los mecanismos involucrados tanto en la generacio´n como en la
propagacio´n del impulso ele´ctrico que controla la contraccio´n del corazo´n.
Desde la generacio´n del impulso ele´ctrico a nivel celular hasta la contrac-
cio´n coordinada de las cavidades del corazo´n, tienen lugar una serie de complejos
feno´menos cuyo objetivo es proporcionar un funcionamiento eficiente del corazo´n.
En las pro´ximas secciones se describen los fundamentos electrofisiolo´gicos, f´ısicos
y matema´ticos que nos permiten aproximar, estudiar y comprender el comporta-
miento del tejido cardiaco.
2.3. El potencial de accio´n
Cada miocito esta´ rodeado por una fina membrana continua (5− 7 nm), deno-
minada sarcolema. El sarcolema separa el l´ıquido extracelular, que se halla fuera de
la ce´lula, del l´ıquido intracelular, situado en el interior de la misma. Esta´ formado
por una bicapa lip´ıdica, en la que flotan un gran nu´mero de mole´culas proteicas,
muchas de las cuales atraviesan la membrana por completo, poniendo en contac-
to el interior y el exterior de la membrana celular (Figura 2.4). Constituye, por
tanto, una barrera de permeabilidad selectiva, que controla el intercambio de sus-
tancias y regula la composicio´n io´nica y molecular del medio interno. Bajo ciertas
circunstancias, se altera la permeabilidad de la membrana, permitiendo el movi-
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Figura 2.4: Estructura de la membrana celular (ilustracio´n tomada de [139]).
miento de iones espec´ıficos a trave´s de las mole´culas proteicas que la atraviesan,
ma´s conocidas como canales io´nicos.
La desigual concentracio´n io´nica entre el interior y el exterior de la membrana
celular genera una diferencia de potencial ele´ctrico entre el espacio intracelular y
el espacio extracelular. Ma´s concretamente, el exterior de la membrana contiene
grandes cantidades de sodio (Na+) y en menor medida cloro (Cl−), y un bajo con-
tenido en potasio (K+). En el interior sucede lo contrario, los iones de K+ se hallan
en grandes cantidades mientras que el Cl− y el Na+ apenas tienen presencia. El
resultado de esta distribucio´n de cargas es una clara electronegatividad del medio
interno con respecto al externo, lo que se conoce como potencial de membrana.
Esta distribucio´n no es aleatoria, sino que junto a las superficies de la pared celu-
lar los iones se alinean de forma bipolar, es decir, por cada ion negativo hay otro
positivo que lo neutraliza. Este efecto es el mismo que se produce en las placas de
un condensador, por lo que se puede decir que la membrana celular se comporta
como un condensador ele´ctrico, siendo la bicapa lip´ıdica el diele´ctrico. A causa
de la delgadez extrema de la pared celular (de 7 a 10 nm), su capacitancia es muy
grande para su superficie: aproximadamente 1 µF/cm2.
En estado de reposo, el potencial de membrana se encuentra en equilibrio; el
gradiente qu´ımico, que tiende a igualar la concentracio´n io´nica a ambos lados de
la membrana celular, se compensa con el gradiente ele´ctrico, que lucha por separar
las cargas positivas de las negativas. En estas condiciones se habla de potencial
de reposo, en el que la ce´lula se encuentra polarizada, de tal forma que el po-
tencial dentro de la membrana es de unos -90 mV con respecto al exterior3. Sin
embargo, determinados eventos (como la inyeccio´n de una corriente io´nica al me-
dio intracelular), rompen el equilibrio electroqu´ımico, alterando la permeabilidad
de la membrana que favorece el movimiento de iones a trave´s de ella, provocando
as´ı un cambio en el potencial de membrana. Si la perturbacio´n es pequen˜a, la ce´lula
responde con una variacio´n pra´cticamente lineal del potencial de membrana que,
3Conocidas las concentraciones io´nicas a ambos lados de la membrana, el valor de potencial
de membrana en el equilibrio creado por un ion puede determinarse por medio del la ecuacio´n
del potencial de Nernst : V (mV ) = ±61log(Ci/Ce), donde Ci y Ce son respectivamente las
concentraciones intra y extracelulares. El potencial de membrana en estado de reposo coincide
pra´cticamente con el potencial de Nernst del potasio, puesto que el principal factor que mantiene
este valor constante es la difusio´n iones K+.
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Figura 2.5: Fases del potencial de accio´n. Evolucio´n temporal del potencial de membrana
(Vm) y de las principales corrientes io´nicas involucradas en la generacio´n del potencial
de accio´n. Por convenio, las corrientes con sentido entrante al interior de la ce´lula,
se representan con signo negativo, mientras que las corrientes salientes tienen signo
positivo. En la fase 0, la corriente de sodio (INa) alcanza los -200 µA/µF , por lo que
so´lo se ha representado una fraccio´n de esta corriente.
inmediatamente, vuelve de nuevo a su estado de reposo. Si, en caso contrario, la
estimulacio´n es suficientemente grande para aumentar el potencial de membrana
por encima de un determinado potencial umbral, la ce´lula cardiaca se activa, pro-
ducie´ndose una variacio´n brusca y no lineal del potencial de membrana, conocido
como potencial de accio´n.
El potencial de accio´n de un miocito ventricular presenta cinco fases distintas
[108], como se muestra en la Figura 2.5:
Fase 0: fase ascendente del potencial de accio´n. Cuando el potencial de mem-
brana alcanza el valor umbral de aproximadamente unos -65 mV, los canales
de sodio se abren repentinamente, permitiendo el paso de iones de Na+ que
se introducen ra´pidamente en el interior de la membrana celular, generan-
do de esta forma la corriente de sodio (INa). La corriente entrante de sodio
provoca un aumento del potencial de membrana (despolarizacio´n) que al-
canza aproximadamente los +20 mV. La apertura de los canales de sodio es
muy breve. Al cabo de pocos unos milisegundos, los canales se inactivan4,
cerrando el flujo io´nico para el Na+.
4Se distinguen tres estados en un canal io´nico: abierto, cerrado e inactivo. En estado abierto,
un canal io´nico permite el flujo de iones a trave´s de la membrana. El estado inactivo se corres-
ponde con un estado transitorio de recuperacio´n del canal, en el que no se permite el traspaso de
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Fase 1: repolarizacio´n ra´pida. En el instante en que los canales de sodio se
inactivan, se abren los canales de potasio para llevar de nuevo la ce´lula al
estado de reposo. Este proceso se conoce como repolarizacio´n, y se lleva a
cabo durante la duracio´n del potencial de accio´n por medio de la corriente
saliente de potasio (IK).
Fase 2: meseta del potencial de accio´n. Varios milisegundos despue´s del
comienzo del potencial de accio´n, se abren los canales de calcio, activados en
la despolarizacio´n (fase 0), aunque a una tasa de apertura ma´s lenta que los
canales de sodio. La corriente entrante de calcio (ICa) contrarresta la accio´n
de los iones de potasio (IK), creando un equilibrio transitorio que se refle-
ja como una meseta relativamente plana en la morfolog´ıa del potencial de
accio´n. Adema´s, la entrada de iones de Ca2+ en el interior de la membrana
activa los mecanismos de contraccio´n a nivel celular.
Fase 3: repolarizacio´n final. La inactivacio´n de los canales de calcio determina
el final de la meseta en el potencial de accio´n. So´lo los canales de potasio
continu´an activos, devolviendo ra´pidamente el potencial de membrana a su
valor de reposo.
Fase 4: potencial de reposo. Los miocitos de los ventr´ıculos y aur´ıculas per-
manecen a este nivel constante hasta que un nuevo est´ımulo aumenta el
potencial de membrana por encima del potencial umbral, generando as´ı un
nuevo potencial de accio´n.
Para´metros ba´sicos del potencial de accio´n
Diversos para´metros son comu´nmente empleados para caracterizar la magnitud
de los cambios en el potencial de accio´n. La amplitud del potencial de accio´n se
mide desde el potencial de reposo al pico ma´ximo de despolarizacio´n. La duracio´n
del potencial de accio´n (APD, del ingle´s Action Potential Duration) se refiere
al intervalo de tiempo que transcurre desde el comienzo de la despolarizacio´n
hasta una fraccio´n anterior del instante final de la repolarizacio´n (Figura 2.5). Por
ejemplo, APD90 indica que el APD ha sido medido al 90% de la repolarizacio´n.
Desde el final del APD, hasta el comienzo de un nuevo potencial de accio´n se tiene
el intervalo diasto´lico (DI, del ingle´s Diastolic Interval), tambie´n conocido como
tiempo de recuperacio´n (Figura 2.5). Por u´ltimo, se define la velocidad ma´xima de
despolarizacio´n como la primera derivada del potencial de membrana con respecto
al tiempo en el instante de despolarizacio´n (representado normalmente como V˙max
o dV/dtmax).
iones, pero tampoco permite que el canal se vuelva a abrir hasta pasado un tiempo. En estado
cerrado, no hay corriente a trave´s del canal, si bien en este estado el canal tiene la capacidad
de abrirse de nuevo si se aplica un est´ımulo ele´ctrico. Como se vera´ ma´s adelante, la descripcio´n
en estados de una canal io´nico tiene su origen en el modelo de comportamiento propuesto por
Hodgkin y Huxley a ra´ız de sus descubrimientos en el axo´n del calamar gigante [99].
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La magnitud de los para´metros anteriores depende del tipo de ce´lula y del
potencial de reposo intr´ınseco. De igual forma, estos para´metros tambie´n difieren
entre especies; por ejemplo, el APD de un miocito ventricular de un rato´n es
significativamente ma´s pequen˜o que el de un humano.
Periodo refractario
El periodo refractario es el intervalo de tiempo en el que un miocito esta´ despo-
larizado a causa de un potencial de accio´n precedente, y durante el cual no puede
desencadenarse un nuevo potencial de accio´n. El per´ıodo refractario esta´ asociado
con el proceso de inactivacio´n de los canales de sodio, puesto que durante es-
te estado los canales no pueden volver a abrirse sea cual sea la sen˜al excitadora
que se aplique a los mismos, pudiendo hacerlo u´nicamente cuando el potencial de
membrana sea pro´ximo o ide´ntico al potencial de reposo. Se definen un periodo re-
fractario absoluto y un periodo refractario relativo. El per´ıodo refractario absoluto
es aquel en que los canales de sodio se encuentran en estado inactivo, y de este
modo no puede desencadenarse un posterior potencial de accio´n, incluso si se apli-
can est´ımulos de gran intensidad. El per´ıodo refractario relativo es aquel en que
los canales de sodio comienzan paulatinamente a abandonar el estado inactivo, y
por tanto los est´ımulos de mayor energ´ıa s´ı que podra´n desencadenar un potencial
de accio´n.
Como se ha visto hasta ahora, el conjunto de procesos que desencadenan un
potencial de accio´n supone la interaccio´n compleja de diversos feno´menos para al-
terar de forma controlada el potencial de membrana. Predecir el comportamiento
de estas complejas interacciones no lineales, supone dejar de lado nuestra intuicio´n
lineal para poder abordar la descripcio´n de los mecanismos subyacentes responsa-
bles del potencial de accio´n. La aplicacio´n de herramientas matema´ticas resulta,
por tanto, una aproximacio´n acertada, tal y como sucede en otros campos de la
ciencia, como la f´ısica o la ingenier´ıa.
En las dos pro´ximas subsecciones se presentan las aproximaciones matema´ti-
cas a los feno´menos involucrados en la generacio´n del potencial de accio´n a nivel
celular. Desde el punto de vista de las corrientes io´nicas, existen dos formalismos
para describir el flujo de corriente a trave´s de la membrana celular, que conforman
los aqu´ı denominados modelos de membrana y canales io´nicos: el formalismo de
de Hodgkin y Huxley, y el formalismo markoviano. Si bien la descripcio´n marko-
viana es ma´s reciente que la aproximacio´n de Hodgkin y Huxley, ambos esquemas
modelan el comportamiento de las corriente io´nicas a la misma escala espacial, y
por esta razo´n se presentan en el siguiente apartado paralelamente. La integracio´n
de estas aproximaciones en modelos detallados proporciona una descripcio´n del
potencial de accio´n celular, y sera´n presentados bajo el t´ıtulo de modelos de ce´lula
cardiaca. A este nivel descriptivo, los modelos de ce´lula cardiaca han permitido
estudiar en detalle los procesos involucrados en el potencial de accio´n, as´ı como el
efecto de distintos fa´rmacos y mutaciones gene´ticas.
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Figura 2.6: Modelo circuital de la membrana plasma´tica. La corriente transmembrana
Im esta´ compuesta por la suma de tres corrientes: la io´nica (Iion), la de estimulacio´n
(Istim) y la que atraviesa el condensador equivalente de la membrana (Icm).
2.3.1. Modelos de membrana y canales io´nicos
Aprovechando la similitud que se puede establecer entre el flujo de iones y
el movimiento de cargas por un cable, es comu´n analizar el comportamiento de
la membrana celular desde el punto de vista de teor´ıa de circuitos, tal y como
propusieron Hodgkin y Huxley en 1952 [99]. El modelo circuital de la membrana
plasma´tica incluye tres componentes en paralelo (Figura 2.6), y puede describirse
mediante:
Im = Cm
dVm
dt
+ Iion − Istim (2.1)
donde Vm es el potencial transmembrana definido como la diferencia entre los po-
tenciales intracelular (φi) y extracelular (φe), es decir, Vm = φi − φe; Cm es la
capacitancia asociada a la membrana plasma´tica; Iion es la suma de las corrientes
io´nicas; e Istim representa una fuente de corriente externa de estimulacio´n, que
desencadena el potencial de accio´n. La contribucio´n de elementos anteriores pro-
porciona la corriente neta total que fluye a trave´s de la membrana plasma´tica, o
corriente transmembrana, Im.
Como se detalla a continuacio´n, en los dos pro´ximos apartados, el formalismo
de Hodgkin y Huxley y el formalismo markoviano son dos aproximaciones que
permiten modelar las corrientes io´nicas individuales que componen la variable
Iion.
Formalismo de Hodgkin–Huxley
En su trabajo valedor del Premio Nobel, los investigadores Alan L. Hodking
y Andrew F. Huxley establecieron los fundamentos para la descripcio´n matema´ti-
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Figura 2.7: Modelo de H-H. Las propiedades ele´ctricas de la membrana esta´n repre-
sentadas por un condensador (Cm) en paralelo con dos conductancias dependientes del
voltaje (gNa y gK) y una conductancia de valor constante (g¯L). Las fuentes de voltaje
representan el potencial de Nernst para cada io´n.
ca de los canales io´nicos, a partir de los cuales postularon un modelo funcional
de comportamiento que, salvo excepciones, sigue constituyendo la base de la ma-
yor´ıa de los modelos matema´ticos de membrana celular [99]. Hodgkin y Huxley
describieron su trabajo diciendo:
“Our object here is to find equations which describe the conductance with
reasonable accuracy and are sufficiently simple for theoretical calculation
of the action potential and refractory period. For sake of illustration we
shall try to provide a physical basis for the equations, but must emphasize
that the interpretation given is unlikely to provide a correct picture of the
membrane”.
Hodgkin y Huxley tomaron como premisa el modelo circuital de membrana
(Figura 2.6), donde cada corriente io´nica esta´ representada como:
Ix = gx(Vm − Ex) (2.2)
donde Ix es la corriente asociada al io´n x [µA/cm
2], gx es la conductancia del canal
io´nico correspondiente [mS/cm2] y Ex es el potencial de Nernst del io´n x [mV ].
En el equilibrio, Vm = Ex, por tanto, la corriente del io´n x se anula.
A partir de sus experimentos, observaron que cuando la membrana de una
ce´lula nerviosa es despolarizada ma´s alla´ de un valor umbral, tiene lugar en la ce´lula
una corriente de entrada transitoria provocada por iones de sodio, seguida de una
corriente de salida formada por iones de potasio. Conoc´ıan, adema´s, que otros iones
(predominantemente cloro) tambie´n atravesaban la membrana celular, aunque en
una proporcio´n mı´nima comparada con el Na+ y el K+. Determinaron entonces que
el flujo de iones de sodio despolarizaba la ce´lula y que el potasio la repolarizaba,
mientras que el efecto de otros iones se correspond´ıa con la permeabilidad natural
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de la membrana plasma´tica. As´ı, su modelo de membrana, representado en la
Figura 2.7, consta de cuatro componentes, cada de las cuales se asume que utiliza
su propio camino y por tanto tiene una representacio´n circuital directa:
Corriente generada por el flujo de iones de sodio (INa).
Corriente generada por el flujo de iones de potasio (IK).
Corriente generada por el flujo de otros iones (leak current I L), principal-
mente iones de cloro. Este modelo no tiene en cuenta la corriente de calcio,
ya que esta´ referido a una ce´lula nerviosa.
Corriente capacitiva, asociada al efecto capacitivo de la membrana.
El modelo de Hodgkin y Huxley (H-H) fue desarrollado para una ce´lula aislada;
en estas condiciones, ninguna corriente puede fluir hacia el medio intracelular, por
tanto Im = 0, y la evolucio´n del potencial transmembrana puede escribirse, a partir
de la Ecuacio´n 2.1, como:
∂Vm
∂t
= − 1
Cm
(Iion − Istim) (2.3)
Basados en este marco teo´rico, Hodgkin y Huxley caracterizaron la dependen-
cia con el voltaje de la conductancia de los canales io´nicos del axo´n del calamar
gigante mediante la aplicacio´n de te´cnicas de voltage-clamp5. Las conductancias
del sodio gNa y del potasio gK resultaron ser dependientes tanto del voltaje como
del tiempo. Hodgkin y Huxley justificaron este comportamiento postulando la exis-
tencia de ciertas part´ıculas cargadas que, unidas al canal io´nico correspondiente
en localizaciones espec´ıficas, permitir´ıan o no el flujo de iones por el canal:
“...it depends on the distribution of charged particles which do not act as
carriers in the usual sense, but which allow the ions to pass through the
membrane when they occupy particular sites in the membrane”.
Cada una de estas part´ıculas controlar´ıa las compuertas de un canal, de forma
que la accio´n individual de cada part´ıcula se corresponder´ıa con la probabilidad de
apertura (z) o cierre (1− z) de cada compuerta (0 ≤ z ≤ 1). As´ı, las compuertas
proporcionan la dependencia con respecto al tiempo y al voltaje, mientras que la
conductancia ma´xima (gNa y gK) se obtiene cuando todas las compuertas esta´n
abiertas. Cada compuerta puede pasar del estado abierto al cerrado o viceversa,
siguiendo una ley dependiente del voltaje de primer orden:
5En las te´cnicas de voltage-clamp, manteniendo constante el voltaje transmembrana a un
nivel seleccionado, es posible medir la variacio´n temporal de las corrientes io´nicas. Conocido el
voltaje (Vm) y medida la corriente (Ix), la ley de Ohm (Ecuacio´n 2.2) permite determinar la
conductancia (gx) del canal.
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dz
dt
= αz(1− z)− βzz (2.4)
donde las variables αz (intervalo de tiempo en el que el canal io´nico esta´ abierto)
y βz (intervalo de tiempo en el que esta´ cerrado) se obtienen emp´ıricamente y
dependen directamente de Vm. Se trata, por tanto, de un sistema de ecuaciones
diferenciales acopladas, cuya solucio´n, bajo condiciones de estado estacionario, se
caracteriza por sus valores asinto´ticos z∞ y su constante de tiempo τz.
El ajuste de la funcio´n conductancia (gx(z) = gxf(z)) a partir de las curvas
experimentales obtenidas mediante voltage-clamp, permitio´ a Hodgkin y Huxley
describir la dina´mica de los canales io´nicos. En sus experimentos, determinaron
que el incremento de gK durante la despolarizacio´n sigue una evolucio´n de tipo
sigmoidal, mientras que la repolarizacio´n es exponencial. Encontraron, adema´s,
que para simular este comportamiento son necesarias cuatro compuertas. Sea n
una compuerta que sigue una ley de variacio´n temporal como la presentada en
la Ecuacio´n (2.4). Bajo estas condiciones, n sera´ funcio´n exponencial, de forma
que n4 evolucionara´ como una curva de tipo sigmoidal, imitando ma´s fielmente el
incremento de gk durante la despolarizacio´n; por otro lado, si n decae exponencial-
mente, n4 tambie´n lo hara´, reproduciendo la ca´ıda de gK durante la repolarizacio´n.
Basados en este ana´lisis, Hodgkin y Huxley postularon que la conductancia ma´xi-
ma del potasio ser´ıa proporcional a n4. En el caso de la corriente de sodio, su
conductancia mostraba un activacio´n ra´pida, modelada como la accio´n combinada
de tres compuertas (m3), para inmediatamente despue´s sufrir una ca´ıda abrup-
ta, feno´meno que fue denominado como inactivacio´n y se represento´ como otra
compuerta independiente con probabilidad de apertura h. Matema´ticamente, el
formalismo de Hodgkin y Huxley (en adelante, formalismo H-H) se resume en las
siguientes expresiones:
INa = gNam
3h(Vm − ENa) (2.5)
Ik = gKn
4(Vm −Ek) (2.6)
IL = gL(Vm −EL) (2.7)
en donde se asume que la conductancia gL de la corriente leak es constante y no
var´ıa con el tiempo ni con Vm.
En virtud de este trabajo, Hodgkin y Huxley fueron los primeros en postular
la existencia de canales io´nicos en la membrana celular. Este resultado se con-
firmo´ en los an˜os 70 con la aparicio´n de las te´cnicas de patch-clamp6 [155]. Dada
su simplicidad y eficiencia, el formalismo H-H sigue hoy vigente y constituye la
base de la gran mayor´ıa de los modelos actuales de ce´lula cardiaca.
6Mediante estas te´cnicas es posible medir el flujo de corriente que atraviesa la membrana
plasma´tica en una ce´lula individual o en un canal io´nico aislado en una pequen˜a regio´n (patch)
de la membrana.
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Formalismo markoviano
El formalismo H-H supone una aproximacio´n elegante y eficaz para describir el
flujo io´nico en la membrana celular. Sin embargo, no permite describir los meca-
nismos subyacentes al comportamiento de los canales io´nicos. Gracias al desarrollo
de las te´cnicas de patch-clamp y al mayor conocimiento estructural de los cana-
les io´nicos ha sido posible desarrollar herramientas matema´ticas que, de forma
precisa, simulen la dina´mica de los canales io´nicos.
Los canales io´nicos son estructuras proteicas integradas en la membrana celu-
lar, y constituyen las unidades elementales de excitacio´n de las ce´lulas cardiacas,
controlando as´ı el flujo io´nico a trave´s del sarcolema. Desde el punto de vista fun-
cional, un canal io´nico se compone de varios elementos independientes, cada uno
de los cuales cumple una funcio´n espec´ıfica [98]:
Un filtro selectivo, que permite el paso de un io´n espec´ıfico a trave´s del canal.
Un poro acuoso, que conforma el canal por el que circulan los iones.
Un sensor de voltaje, que detecta los est´ımulos ele´ctricos en el canal.
Una compuerta, que se abre y cierra con cierta probabilidad dependiendo del
est´ımulo aplicado.
Un receptor, para la unio´n con ligandos, que controlan la activacio´n y la
inactivacio´n del canal.
Desde el punto de vista estructural, un canal io´nico esta´ formado por la unio´n
de varias prote´ınas homo´logas (subunidades) que se asocian circularmente alrede-
dor del poro acuoso. La subunidad que forma el poro se denomina subunidad α,
mientras que las subunidades auxiliares son denotadas sucesivamente con la letras
griegas β,γ, etc. La estructura y el nu´mero de subunidades de un canal io´nico de-
penden de su selectividad io´nica (Na+, K+, Ca2+). El canal de sodio, por ejemplo,
esta´ formado por una u´nica subunidad α, compuesta por cuatro dominos (DI-DIV)
divididos en seis segmentos (S1-S6) cada uno (Figura 2.8). Los cuatro dominios se
pliegan formando un cilindro que atraviesa la membrana celular, permitiendo el
movimiento de iones de un lado a otro de la misma.
El ana´lisis de la estructura molecular de los canales io´nicos aporta gran in-
formacio´n acerca de su dina´mica. En el caso del canal de sodio, la unio´n de los
segmentos S5-S6 le confiere la selectividad io´nica, mientras que el segmento S4
proporciona la dependencia con el voltaje. As´ı, cuando el canal de sodio se activa,
el sensor de voltaje S4 se desplaza, lo que produce un cambio en la conformacio´n
del canal7, el cual modifica su configuracio´n para permitir el flujo io´nico. El pro-
7Los canales io´nicos son macromole´culas flexibles y dina´micas. Pueden cambiar su forma
en respuesta a las propiedades del entorno. Cada posible configuracio´n del canal se denomina
conformacio´n, de forma que la transicio´n de una conformacio´n a otra es conocida como cambio
conformacional. Entre otros, los cambios conformacionales esta´n inducidos por diversos factores
como la temperatura, el pH, el voltaje, la concentracio´n io´nica o la unio´n con otras part´ıculas
(ligandos).
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Figura 2.8: Subunidad α del canal de sodio activado por voltaje, codificada por el gen
SCN5A. Esta´ compuesto por cuatro dominios (DI-DIV) divididos en cuatro segmentos
(S1-S6) cada uno.
ceso de inactivacio´n tambie´n conlleva un cambio conformacional. En este caso, el
bucle que une los dominios DIII-DIV se pliega cerrando el paso de iones.
El mayor avance en el estudio electrofisiolo´gico de los canales io´nicos, no obs-
tante, se produjo gracias al empleo de las te´cnicas de patch-clamp [189]. Las evi-
dencias experimentales demostraron que la corriente io´nica que fluye por un u´nico
canal io´nico celular var´ıa de acuerdo a transiciones aleatorias entre dos niveles
de corriente [98]. Dichas transiciones se corresponden con las dos caracter´ısticas
observables de un canal: paso de corriente, y no paso de corriente. Estas medi-
das, sin embargo, esconden el comportamiento dina´mico real del canal, en tanto
en cuanto pueden existir varias conformaciones distintas del canal que produzcan
una misma medida de corriente. Por ejemplo, tanto en el estado cerrado como en
el estado inactivo el canal no conduce, y por tanto la medida de corriente sera´ nula
en ambos casos. As´ı pues, la dina´mica de un canal io´nico esta´ determinada por un
conjunto de estados, de forma que las transiciones entre ellos se corresponden con
los cambios conformacionales del canal [98]. Si bien no todas las transiciones de
un estado a otro son posibles, e´stas so´lo dependen del estado anterior.
En este contexto, el procesado estad´ıstico de sen˜al proporciona herramientas
adecuadas para modelar la dina´mica de los canales io´nicos. Concretamente, los
procesos de Markov continuos resultan adecuados para este propo´sito [50, 51],
dado que la naturaleza que rige los cambios conformacionales en los canales io´nicos
cumple la propiedad de Markov: para cualquier instante de tiempo s > t > 0, la
distribucio´n de probabilidad del proceso en el instante s, dada la historia completa
del proceso hasta el instante de tiempo t, depende u´nicamente del estado del
proceso en el instante t.
Sea I(t) la corriente registrada en un u´nico canal io´nico cuyo valor depende de
los estados (ocultos) del canal. Para cada uno de los i posibles estados discretos
(i = 1 . . . N), la corriente Ii tomara´ uno de los dos posibles valores: Ii = 0, para
los estados de no-conduccio´n, e Ii = Imax para los estados de conduccio´n, dado
un valor de voltaje transmembrana Vm fijo
8. Puesto que la evolucio´n del estado
8En realidad se tendr´ıa que Ii = Imax(Vm).
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interno (dina´mica) del canal se representa como un proceso de Markov continuo,
la probabilidad pi(t) del sistema de encontrarse en el estado i satisface:
dpi(t)
dt
=
N∑
j,j 6=i
[kji · pj(t)]− pi(t) ·
N∑
j,j 6=i
kij (2.8)
donde kij representa la probabilidad de abandonar el estado i para ocupar el estado
j, cumplie´ndose adema´s que pi(t) ≥ 0 y que
∑N
i pi(t) = 1.
Dado que la transicio´n entre estados es una variable aleatoria, tambie´n lo sera´ la
corriente en cada uno de los canales I(t). Para un valor de voltaje Vm constante,
la corriente media que circula por un canal io´nico sera´ pues:
〈I(t)〉 =
N∑
i
pi(t)Ii = Icanal (2.9)
Teniendo en cuenta que el nu´mero de canales en la membrana es bastante
elevado (del orden de 102 − 103 canales por µm2), se puede utilizar la ley de los
grandes nu´meros para calcular la corriente macrosco´pica Imembrana, a partir de la
media de la corriente del canal:
Imembrana(t) = #{canales} · Icanal(Vm) (2.10)
donde desarrollando la Ecuacio´n (2.9), se tiene que
Icanal(Vm) =
N∑
i
pi(t)Ii = Imax(Vm)
N∑
i
pi(t) = gx(Vm − Ex)
K∑
k
pk(t) (2.11)
siendo k = 1, . . . , K el nu´mero de estados de conduccio´n del canal, y donde gx
representa la conductancia ma´xima del canal y Ex el potencial de equilibrio del
ion x. Agrupando los te´rminos de las Ecuaciones (2.10) y (2.11) y suponiendo un
u´nico estado abierto o de conduccio´n se llega a:
Imembrana(t) = #{canales}po(t)gx(Vm −Ex) (2.12)
donde po(t) representa la probabilidad de que el canal se encuentre en estado abier-
to en el instante t. En la expresio´n anterior puede reducirse el te´rmino #{canales}
teniendo en cuenta de nuevo la ley de los grandes nu´meros. En esta situacio´n, se
pasa de un plano de probabilidades a un plano poblacional. Esto es, definiendo
Po(t) = #{canales}po(t) (2.13)
como la proporcio´n de canales en estado abierto, las tasas de transicio´n kij , se
redefinen como la proporcio´n de canales que pasan de un estado a otro por uni-
dad de tiempo (s−1). Finalmente, incluyendo (2.13) en (2.12), la expresio´n de la
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Figura 2.9: Modelo markoviano del canal de potasio IK y su correspondencia con el
modelo propuesto por Hodgkin y Huxley para el mismo canal.
corriente segu´n el formalismo markoviano queda:
Imembrana(t) = gxPo(t)(Vm −Ex) (2.14)
donde Po(t) var´ıa de acuerdo a la expresio´n (2.8).
Cabe destacar la similitud formal en las expresiones finales del formalismo mar-
koviano y del formalismo H-H. De hecho, en cierto casos, un modelo markoviano y
un modelo H-H son equivalentes. Sirva como ejemplo el modelado del canal de po-
tasio IK . A partir de sus experimentos, Hodgkin y Huxley postularon la existencia
de cuatro compuertas que gobiernan la dina´mica del canal de potasio. Hoy en d´ıa
se conoce que el canal de potasio tiene una estructura tetrame´rica (formada por
cuatro unidades α). Para que el canal permita el flujo de iones, cada una de las
cuatro subunidades tiene que estar activa [98], feno´meno que matema´ticamente se
corresponde con la variable n4 (Figura 2.9), poniendo de manifiesto la elegancia y
exactitud de los descubrimientos de Hodgkin y Huxley. Por otro lado, el modelo
markoviano para el canal de potasio se compone de cuatro estados cerrados y uno
abierto (Figura 2.9). Para alcanzar el estado de apertura O del canal, es necesario
pasar por cada uno de los cuatro estados cerrado C4-C1. Puesto que cada tran-
sicio´n en un modelo de Markov se corresponde con una ecuacio´n diferencial de
primer orden, el modelo H-H y el markoviano en este caso coinciden [24].
A pesar de sus similitudes, el proceso de generacio´n de ambos modelos es
totalmente distinto. El modelo H-H se obtiene a partir de un ajuste de curvas ex-
perimentales, mientras que el formalismo markoviano requiere la estimacio´n de los
para´metros que definen el modelo estad´ıstico. En este u´ltimo caso, es necesario fijar
a priori la topolog´ıa y el nu´mero de estados del modelo, para posteriormente cal-
cular las tasas de transicio´n. La topolog´ıa de los modelos markovianos comenzo´ a
desarrollarse a partir de consideraciones heur´ısticas, sin embargo, este desarrollo ha
ido perfecciona´ndose a medida que nueva informacio´n relativa al comportamiento
de los canales io´nicos ha estado disponible. Hoy en d´ıa, los modelos markovianos
representan con gran exactitud el comportamiento de los canales io´nicos, gracias
a la incorporacio´n, en forma de nuevos estados, de informacio´n detallada sobre la
dina´mica del canal io´nico. En contraposicio´n, el incremento del nu´mero de estados
produce un aumento de la complejidad, lo que se traduce en una mayor carga
computacional. Otro aspecto relevante de los modelos markovianos radica en la
estimacio´n de las tasas de transicio´n. Para un topolog´ıa dada, se escogen las ta-
sas de transicio´n o´ptimas mediante me´todos de ma´xima verosimilitud a partir de
datos experimentales proporcionados por las te´cnicas de path-clamp [222]. Existen
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tambie´n otras aproximaciones basadas en registros de voltage-clamp [15].
La ventaja de los modelos markovianos frente al formalismo H-H es su capa-
cidad descriptiva sobre la dina´mica de los canales io´nicos. En su formulacio´n, el
modelo H-H se basa en la premisa de independencia entre sus variables de puerta
(n,m,h). Sin embargo, se ha demostrado que los estados del canal esta´n acoplados
y, por tanto, la suposicio´n de independencia no es va´lida. Gracias a su capacidad
descriptiva, los modelos markovianos resultan de gran intere´s para el estudio de
situaciones arritmoge´nicas inducidas por trastornos en dina´mica del canal, como
sucede en las mutaciones gene´ticas.
El modelo de H-H y los modelos markovianos constituyen dos de los formalis-
mos ma´s extendidos para representan matema´ticamente las corrientes io´nicas que
fluyen a trave´s de la membrana. Su integracio´n, en un modelo u´nico en el que se
describa cada una corrientes io´nicas responsables de la generacio´n de un potencial
de accio´n, conforma los denominados modelos de ce´lula cardiaca, tal y como se
explica en la siguiente subseccio´n.
2.3.2. Modelos de ce´lula cardiaca
En 1962, Denis Noble [156] publico´ el primer modelo matema´tico de ce´lula car-
diaca, en el que se describ´ıa el potencial de accio´n de las fibras de Purkinje (ve´ase
la Seccio´n 2.5), a partir de la adaptacio´n de las ecuaciones del modelo H-H. Poste-
riormente, en 1975, McAllister et al. [141] mejoraron el modelo de Noble mediante
la incorporacio´n, en forma de nuevas corrientes io´nicas, de nuevas evidencias ex-
perimentales sobre las propiedades de la membrana celular. Seguidamente, Beeler
y Reuter [21] desarrollaron en 1977 el primer modelo de miocito ventricular, re-
formulado por Luo y Rudy en 1991 [134]. Caracter´ısticas importantes del tejido
cardiaco, como la bombas io´nicas9 y la concentracio´n de cargas, no se tuvieron
en cuenta hasta el desarrollo de los modelos de Difrancesco y Noble [58] (para
las ce´lulas de Purkinje), y Luo y Rudy los incorporar´ıan en posteriores versiones
revisadas de su modelo de miocito ventricular [135,136]. Si bien la mayor parte de
los modelos celulares cardiacos estaban dirigidos a representar el comportamiento
de las ce´lulas ventriculares, unos pocos modelos fueron desarrollados tambie´n para
la ce´lulas auriculares. Las ce´lulas del nodo sinoauricular (ve´ase Seccio´n 2.5) fueron
las primeras ce´lulas auriculares en ser descritas matema´ticamente [56,157,158]. En
1998, Nygren et al. [160] publicaron un modelo de miocito auricular, reformulado
un an˜o despue´s por Courtemanche et al. [52, 53].
A medida que la investigacio´n experimental avanza en el estudio de los pro-
cesos involucrados en la generacio´n del potencial de accio´n, los modelos de ce´lula
cardiaca se han ido actualizando para incorporar informacio´n cada vez ma´s deta-
9Las bombas io´nicas son mole´culas proteicas que atraviesan la membrana celular. Al contrario
que los canales io´nicos (transporte pasivo), las bombas io´nicas permiten el traspaso de iones a
trave´s de la membrana en contra de un gradiente electroqu´ımico, por lo que se requiere un gasto
de energ´ıa (transporte activo). Posiblemente el proceso ma´s conocido de transporte activo sea el
de la bomba sodio-potasio, mediante la cual la prote´ına de transporte involucrada consigue que
tres iones de sodio salgan al l´ıquido extracelular y dos iones de potasio entren en el intracelular.
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llada, proporcionando una descripcio´n ma´s realista. En contraposicio´n, los modelos
han ido adquiriendo mayor complejidad, y actualmente incorporan un gran nu´me-
ro de variables y ecuaciones para describir las corrientes io´nicas (Iion, Ecuacio´n
2.1) que tienen lugar durante un potencial de accio´n. Las diferencias entre unos
modelos y otros estriba pues, en el nu´mero de elementos y variables que confor-
man la corriente io´nica total (Iion). A continuacio´n, se presentan dos ejemplos de
modelos de ce´lula cardiaca, el modelo de Beeler-Reuter [21] y el modelo de Luo-
Rudy (y sus posteriores evoluciones) [69,134–136,224,239]. De forma resumida, se
incidira´ u´nicamente en sus principales componentes y aportaciones.
Modelo de Beeler-Reuter
El modelo de Beeler-Reuter (B-R) se describe en [21], y sus ecuaciones pueden
encontrarse en el Ape´ndice A.1. Se compone de 4 corrientes io´nicas y 6 variables
que representan el estado de las compuertas de los canales io´nicos (en adelante
variables de estado), tal y como se describe en la Tabla 2.1.
Ion Dependencia Temporal Direccio´n Nombre Variables de estado
K+ No Extracelular Ik1
K+ S´ı Extracelular Ix1 x1
Na+ S´ı Intracelular INa m, h, j
Ca2+ S´ı Intracelular Is([Cai]) d, f
Tabla 2.1: Corrientes io´nicas en el modelo de B-R.
La principal aportacio´n del modelo B-R, con respecto a los modelos previos de
Noble y McAllister, es la representacio´n de la concentracio´n de calcio intracelular.
Modelo de Luo-Rudy
El modelo original de Luo-Rudy (L-R) se describe en [134] y sus ecuaciones se
pueden encontrar en el Ape´ndice A.2. Es una reformulacio´n del modelo de B-R e
incluye informacio´n experimental ma´s reciente: se compone de 6 corrientes io´nicas
y 8 variables de estado (Tabla 3.2). A diferencia del modelo de B-R, la formulacio´n
de L-R describe ma´s detalladamente la corriente no dependiente del tiempo de K+,
cuya aportacio´n ha sido separada en tres contribuciones IK1 , IKp, Ib.
Ion Dependencia Temporal Direccio´n Nombre Variables de estado
K+ No Extracelular IK1 K1
K+ No Extracelular IKp
K+ No Extracelular Ib
K+ S´ı Extracelular IK X,Xi
Na+ S´ı Intracelular INa m, h, j
Ca2+ S´ı Intracelular Is([Cai]) d, f
Tabla 2.2: Corrientes io´nicas en el modelo L-R.
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Figura 2.10: Diagrama esquema´tico del modelo LRd07 para un miocito ventricular.
Posteriormente, el modelo L-R fue redefinido por sus autores [135, 136] para
incorporar una descripcio´n ma´s realista sobre los procesos que regulan la concen-
tracio´n intracelular y el movimiento de iones de de calcio a trave´s de la membrana
y el ret´ıculo sarcopla´smico10 . El conjunto de los procesos anteriormente mencio-
nados son comu´nmente conocidos bajo el sobrenombre de dina´mica del calcio. Por
ello, las siglas que identifican a este modelo son LRd.
Desde su publicacio´n en 1994, el modelo LRd ha sido actualizado en varias
ocasiones, a medida que nueva informacio´n experimental ha estado disponible:
LRd95 [239]: incorpora dos contribuciones separadas (IKr e IKs) para des-
cribir con ma´s detalle la corriente de potasio dependiente del tiempo.
LRd99 [224]: refina la definicio´n de la corriente IKs y reformula la corriente
que describe la liberacio´n de calcio en el ret´ıculo sarcopla´smico (Irel,CICR).
Define, adema´s, tres tipos celulares distintos: endocardio, miocardio, epicar-
dio.
LRd00 [69]: reformula la corriente Irel,CICR y el intercambiador sodio-calcio
(INaCa).
LRd07 [133]: incorpora nuevos descubrimientos en relacio´n con la corriente
ICa(L) y el proceso de captacio´n de calcio en el ret´ıculos sarcopla´smico.
La u´ltima versio´n del modelo de LR (LRd07) se representa en la Figura 2.10,
y sus ecuaciones pueden encontrarse en [186].
10El ret´ıculo sarcopla´smico es el principal almace´n de calcio intracelular de las ce´lulas cardiacas
y participa de forma importante en el proceso de excitacio´n-contraccio´n del mu´sculo cardiaco,
regulando las concentraciones intracelulares de calcio durante la contraccio´n y la relajacio´n mus-
cular.
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Figura 2.11: Potencial de accio´n resultante del modelo LRd07 para un miocito ventri-
cular.
Ca´lculo del potencial de accio´n
Todos los modelos de ce´lula cardiaca siguen una misma metodolog´ıa para cal-
cular el potencial de accio´n. Una vez obtenidas las corrientes io´nicas (Iion) segu´n
el modelo de ce´lula correspondiente, y definidos los para´metros del sistema (Cm,
Ist), se calcula la evolucio´n temporal de Vm a partir de la ecuacio´n (2.1), utilizando
te´cnicas de integracio´n nume´rica, generalmente los me´todos de Euler o de Runge-
kutta. La Figura 2.11 ilustra un ejemplo de potencial de accio´n de un miocito
ventricular calculado segu´n el modelo de LRd00.
Clasificacio´n de los modelos de ce´lula cardiaca
Como se presento´ al comienzo de esta seccio´n, los modelos de ce´lula cardiaca no
esta´n restringidos a la descripcio´n de los miocitos ventriculares. Existen tambie´n
otros modelos para representar la actividad ele´ctrica del corazo´n de sus ce´lulas
auriculares [52,53,160], de las ce´lulas del nodo sinoauricular [56,157,158] y de las
fibras de Purkinje [58,141]. Dada su eficacia para representar el potencial de accio´n
de las distintas ce´lulas cardiacas, los modelos celulares se han convertido en una
potente herramienta de validacio´n en estudios experimentales con animales. Por
este motivo, existen actualmente modelos de ce´lulas cardiacas capaces de simular
la actividad ele´ctrica celular de una gran variedad de especies animales: ratones,
ratas, cobayos, conejos y perros.
De forma general, los modelos de ce´lula cardiaca esta´n formulados de acuer-
do al formalismo H-H. En los u´ltimos an˜os, el conocimiento alcanzado sobre la
estructura de los canales io´nicos ha permitido estudiar los defectos gene´ticos que
alteran la dina´mica de los canales y que esta´n asociados con las arritmias cardia-
cas [168]. En este sentido, la integracio´n de modelos matema´ticos de mutaciones
en modelos celulares constituye un marco de experimentacio´n adecuado para es-
tudiar el efecto de las alteraciones gene´ticas sobre el potencial de accio´n cardiaco.
Esta aproximacio´n requiere la utilizacio´n de modelos markovianos, que represen-
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Figura 2.12: Esquema ilustrativo de la propagacio´n del impulso ele´ctrico en el tejido
cardiaco. El impulso ele´ctrico se propaga de una ce´lulas a otras a trave´s de las gap
junctions o uniones comunicantes. Ilustracio´n tomada de [107].
ten fielmente los estados estructurales (conformacionales) de los canales io´nicos. El
primer ejemplo de mutacio´n conge´nita incorporado en un modelo de ce´lula cardia-
ca, fue desarrollado por Clancy y Rudy en 1999 [40]. En este trabajo, analizaron
el efecto de la mutacio´n ∆KPQ, que afecta al canal de sodio y que esta´ asociada
con el s´ındrome del QT largo tipo 3 (ve´ase Cap´ıtulo 3). En otros ejemplos, los
mismo autores simularon el efecto de mutaciones que afectan al gen HERG que
codifica la corriente IKr [41], adema´s de otras mutaciones relativas al canal de
sodio (1795insD) que producen dos fenotipos distintos, s´ındrome del QT largo y
s´ındrome de Brugada [42]. Los modelos de mutaciones basados en el formalismo
markoviano constituyen, por tanto, una potente herramienta de experimentacio´n,
a partir de la cual se puede establecer un enlace entre los trastornos gene´ticos
y su manifestacio´n en la actividad ele´ctrica cardiaca, o incluso evaluar la accio´n
de fa´rmacos para contrarrestar el efecto pro-arr´ıtmico de las alteraciones gene´ti-
cas [44].
2.4. Propagacio´n de la actividad ele´ctrica car-
diaca
Hasta ahora se han explicado los procesos involucrados en la generacio´n del
potencial de accio´n, as´ı como las herramientas matema´ticas que permiten des-
cribirlos. No obstante, para comprender el funcionamiento del tejido cardiaco es
indispensable abordar la propagacio´n y conduccio´n del potencial de accio´n sobre
el miocardio. En esta seccio´n, se explican estas cuestiones, en la que se describen
los mecanismos que dan lugar a la propagacio´n del impulso ele´ctrico que recorre
el corazo´n.
Una propiedad muy importante del tejido cardiaco es la propagacio´n ce´lula
a ce´lula del impulso ele´ctrico responsable de la despolarizacio´n y contraccio´n del
miocardio. Las ce´lulas cardiacas esta´n conectadas a trave´s de pequen˜as uniones
(uniones comunicantes o gap junctions) que comunican el medio intracelular de
ce´lulas adyacentes [243]. Cuando se aplica un est´ımulo ele´ctrico sobre una ce´lula
cardiaca, se abren los canales de sodio y calcio de forma que iones cargados po-
sitivamente se desplazan por difusio´n hacia el interior de la membrana (Figura
2.12, paso 1), aumentando su potencial intracelular. La diferencia de potencial
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resultante entre el medio intracelular de la ce´lula recie´n excitada y su ce´lula veci-
na genera una corriente ele´ctrica que circula a trave´s de la uniones comunicantes
(Figura 2.12, paso 2), elevando consecuentemente el potencial interno de la ce´lula
vecina. Cuando el potencial del medio interno supera el potencial umbral, la ce´lu-
la se excita (Figura 2.12, paso 3) y repite el mismo proceso con sus ce´lulas ma´s
cercanas, propagando as´ı el potencial de accio´n de una ce´lula a otra (Figura 2.12,
paso 4) [108]. La propagacio´n del frente de despolarizacio´n recibe el nombre de im-
pulso muscular, ya que produce la contraccio´n del mu´sculo, cardiaco en este caso.
El impulso muscular puede viajar en cualquier direccio´n a unos 0.6 m/s, si bien
se propaga ma´s ra´pidamente (del orden de 3 a 5 veces) en sentido paralelo a las
fibras musculares cardiacas (propiedad conocida como anisotrop´ıa). No obstante,
el impulso muscular puede detenerse por dos motivos:
En primer lugar, pueden existir zonas en las que la corriente de despolari-
zacio´n no sea suficiente para estimular regiones adyacentes, por lo que la
propagacio´n se detiene. Esta es la conocida ley del todo o nada.
La despolarizacio´n se detendra´ tambie´n cuando se alcancen zonas en las que
es imposible la conduccio´n, como por ejemplo un infarto o regiones en estado
refractario.
2.4.1. Propiedades de restitucio´n
Los para´metros ba´sicos que caracterizan un potencial de accio´n (amplitud,
APD, dV/dtmax) dependen del tiempo en el que una ce´lula permanece en reposo
(DI) antes de que una nueva estimulacio´n se suceda (Figura 2.13 (a)). Las pro-
piedades de restitucio´n reflejan estas dependencias [18], las cuales constituyen los
mecanismos mediante el cual el corazo´n responde adecuadamente a aceleraciones
naturales del ritmo [23], como pueden ser las debidas a la realizacio´n de ejercicio
f´ısico.
El valor actual del APD puede expresarse en funcio´n del valor precedente del
DI, esto es, del DI asociado al latido anterior. La curva que relaciona el APD
con respecto al DI recibe el nombre de curva de restitucio´n para el APD. Otra
caracter´ıstica importante de la propagacio´n del impulso ele´ctrico es su velocidad
de conduccio´n (CV, del ingle´s Conduction Velocity). La CV tambie´n depende del
DI anterior, y su relacio´n se expresa mediante la curva de restitucio´n para la CV.
Un ejemplo de tales curvas se muestra en la Figura 2.13. Como se puede observar,
una disminucio´n del valor de DI provoca una disminucio´n tanto de la CV como del
APD; esto es, cuanto menor sea el tiempo que la membrana celular permanezca
en reposo, menor sera´ el intervalo que permanezca excitada y menor sera´ tambie´n
la velocidad con la que el est´ımulo ele´ctrico se propague a otras regiones del tejido
cardiaco.
La elevacio´n del ritmo cardiaco puede mantenerse gracias a que las propie-
dades de restitucio´n impiden que nuevos frentes alcancen la cola refractaria de
frentes precedentes, en cuyo caso dejar´ıan de propagarse. En efecto, cuando tiene
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Figura 2.13: (a) Propiedades de restitution del potencial de accio´n. Ha medida que el DI
disminuye, tambie´n lo hacen los para´metros ba´sicos (amplitud y APD, en esta figura) del
potencial de accio´n. (b) Curvas de restitucio´n del APD, y de la CV. Los valores del APD
y de la CV esta´n relacionados con el DI por medio de una ley de variacio´n exponencial.
lugar una aceleracio´n del ritmo cardiaco, se reduce progresivamente la separacio´n
entre est´ımulos consecutivos, y en principio un est´ımulo podr´ıa llegar a aplicarse
mientras que la membrana se encuentra despolarizada; no obstante, y como conse-
cuencia de las propiedades de restitucio´n, el tiempo que permanece despolarizada
la membrana (APD) se reduce, evitando de esta manera que se de´ esta situacio´n.
2.4.2. Modelos de propagacio´n
El conocimiento de las propiedades de propagacio´n del impulso ele´ctrico en el
tejido cardiaco surgio´ a ra´ız de los experimentos realizados a finales del siglo XIX,
en los que se asociaba la conduccio´n ele´ctrica cardiaca con la propagacio´n ele´ctrica
sobre un cable. En los siguientes apartados se realiza una breve introduccio´n a los
modelos de propagacio´n y se presentan la ecuaciones que se emplean actualmente
para simular la propagacio´n del impulso muscular cardiaco.
Primeros modelos
Ludvig Hermann (1905) [95] fue el primero es sugerir que la membrana celular
se puede describir mediante una red uniformemente distribuida de resistencias y
condensadores en paralelo11 (Figura 2.14). Posteriormente, Hodgkin y Rushton
[100] consideraron que el axo´n era ele´ctricamente ana´logo al cable submarino, y de
esta forma la teor´ıa matema´tica desarrollada para el cable pudo ser aplicada a la
descripcio´n de las propiedades de conduccio´n de las ce´lulas nerviosas. Utilizando
te´cnicas de registro intracelular, Fatt y Katz [73] mostraron en 1951 las propiedades
de cable de las fibras musculares.
11Los primeros experimentos se realizaban sobre ce´lulas nerviosas. En estas investigaciones,
se asociaba la propagacio´n en el interior de la membrana con la propagacio´n ele´ctrica sobre un
cable rodeada de una solucio´n salina. De esta forma, se trabajaba con una sola direccio´n (eje x)
y se obviaba la estructura intr´ınsecamente discreta del tejido nervioso.
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Figura 2.14: Primer modelo circuital de fibra muscular, propuesto por Ludvig Hermann.
Esta´ compuesto por una red uniformemente distribuida de resistencias y condensadores
en paralelo.
La utilizacio´n de las ecuaciones del cable proporciono´ informacio´n muy valiosa
acerca de las propiedades pasivas de las fibras musculares cardiacas. Con estas
ecuaciones, S. Weidmann demostro´ en 1970 que la comunicacio´n entre ce´lulas es
de naturaleza ele´ctrica y se comporta como un sincitio funcional [228]. En este
contexto, se puede considerar que el corazo´n esta´ formado por dos sincitios, uno
intracelular y otro extracelular, separados por una membrana [16]. Cada sincitio se
comporta como un medio pasivo, cuya naturaleza depende de tres factores: (1) las
propiedades ele´ctricas (pasivas) del medio intra y extracelular; (2) las propiedades
ele´ctricas de las uniones comunicantes; y (3) la organizacio´n geome´trica de las
ce´lulas [82]. Consecuentemente, la respuesta a un est´ımulo arbitrario se puede
evaluar en este modelo desde el punto de vista de teor´ıa de circuitos12 (Figura
2.14), cuyo resultado, en estado estacionario, es la ecuacio´n general del cable:
∂2Vm
∂x2
= (ri + re)Im (2.15)
donde ri, re son las resistencias por unidad de longitud de los medios intracelular
y extracelular respectivamente.
Tejido cardiaco como un continuo
Dado que tanto el medio intracelular como el extracelular pueden considerarse
como dos sincitios funcionales, la distribucio´n de potencial y corriente ele´ctrica
puede considerarse tambie´n continua en los mismos medios. Sin embargo, la pre-
sencia de las uniones comunicantes pone de manifiesto la naturaleza discreta del
tejido cardiaco. E´stas, a nivel celular, se comportan como elementos concentrados,
12Suponiendo una fibra infinita unidimensional y pasiva, en la que todas las resistencias y
condensadores son constantes, de forma que la propagacio´n se produce sin discontinuidades
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Figura 2.15: Modelo circuital equivalente del cable unidimensional continuo para (a)
formulacio´n bidominio (b) formulacio´n monodominio. Los componentes de la membrana
corresponden con la figura 2.6, si bien la corriente de estimulacio´n Istim se ha obviado
para simplificar la representacio´n.
y por tanto introducen discontinuidades en los patrones de voltaje y corriente. No
obstante, si se restringe el intere´s a las variaciones a escala macrosco´pica, se puede
considerar que el tejido cardiaco se comporta como un continuo, esto es, un medio
cuyas propiedades ele´ctricas se han promediado [101,146]. As´ı, el complejo tejido
cardiaco se puede sustituir por tres medios continuos, a saber, el medio intrace-
lular, el medio extracelular y la membrana celular, de forma que los tres medios
ocupan el mismo espacio f´ısico. En estas estas condiciones, se habla de modelos
bidominio y modelos monodominio (Figura 2.15).
La aplicacio´n experimental de un modelo continuo de propagacio´n cardiaca
esta´ limitado a estructuras geome´tricas regulares. Este modelo no admite discon-
tinuidades en el tejido cardiaco, a pesar de que obsta´culos reales como trabe´culas o
capas de tejido conectivo pueden estar presentes en el miocardio. Adema´s, tampoco
tiene en cuenta posibles variaciones en el taman˜o de la ce´lula o de las propiedades
pasivas de los medios intra o extracelular. A pesar de todo, la representacio´n del
corazo´n como un medio continuo ha demostrado ser una buena una aproximacio´n
para describir la propagacio´n en el tejido cardiaco a nivel macrosco´pico [120].
2.4.3. Modelos bidominio y monodominio
Un modelo bidominio es aquel en el que se considera que el tejido cardiaco
esta´ compuesto por dos medios continuos separados, uno intracelular y otro ex-
tracelular [146]. En este sistema (Figura 2.15 (a)), cuando se aplica un corriente
ele´ctrica en el medio intracelular, parte de la energ´ıa se emplea para descargar el
condensador y fluye al medio extracelular, mientras que otra parte se propaga a
trave´s de las uniones comunicantes a las ce´lulas vecinas que, a su vez, reparten
de nuevo la energ´ıa con sus ce´lulas adyacentes. Como resultado de esta propaga-
cio´n, se produce un decaimiento de la corriente con la distancia. Puesto que esta
variacio´n es mayor que las dimensiones de una ce´lula aislada, se puede considerar
que los medios intra y extracelular se comportan como dos medios paralelos con-
tinuos de conductividades Σi, y Σe, que definen las propiedades promediadas del
medio intracelular y extracelular, respectivamente. Aplicando la ley de Ohm en
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cada medio,
Ji = −Σi∇φi
Je = −Σe∇φe (2.16)
donde los sub´ındices i y e se refieren al medio intracelular y extracelular, respec-
tivamente, de forma que φi representa el potencial intracelular, φe el potencial
extracelular, y Σi y Σe son los tensores de conductividad intra y extracelular
respectivamente.
Las densidades de corriente intracelular Ji y extracelular Je esta´n acopladas en
virtud de la ley de la conservacio´n de la carga, esto es, la corriente que emana desde
un medio tiene que ser la que recibe el otro. La corriente de transmembrana que
fluye del medio intracelular al medio extracelular actu´a, por tanto, como sumidero
del medio intracelular, y adema´s como fuente del medio extracelular. Evaluando
la divergencia, se cumple
−∇ · Ji = ∇ · Je = SvIm (2.17)
donde Im es la corriente transmembrana por unidad de a´rea [A/m
2] y Sv es el a´rea
de la membrana por unidad de volumen [1/m]. Combinando las ecuaciones (2.17)
y (2.16), el potencial en cada medio se representa como:

∇ · (Σi∇φi) = SvIm
∇ · (Σe∇φe) = −SvIm
(2.18)
que no es ma´s que una extensio´n tridimensional de la ecuacio´n del cable. Adema´s,
φi y φe se relacionan a trave´s del potencial transmembrana:
Vm = φi − φe (2.19)
Resolver nume´ricamente las ecuaciones del modelo bidominio no es, por lo ge-
neral, una tarea fa´cil, ya que requiere la computacio´n simulta´nea de dos potenciales
φe y Vm [119]. Afortunadamente, es posible simplificar de forma eficaz el forma-
lismo del modelo bidominio y reducir el coste computacional. Esta simplificacio´n
se basa en la hipo´tesis de que la conductividad del medio extracelular es mucho
mayor que la conductividad del medio intracelular [94], lo que permite establecer
los siguientes supuestos:
Las variaciones del potencial extracelular son suficientemente pequen˜as con
lo que las variaciones del potencial transmembrana coinciden con las del
potencial intracelular.
El efecto del potencial extracelular en la corriente de transmembrana es
despreciable, lo que permite desacoplar las ecuaciones bidominio.
Bajo estos supuestos, un modelo monodominio es aquel que considera el
potencial extracelular isopotencial, es decir φe = 0, y la corriente en juego es
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Figura 2.16: Esquema de la actividad cardiaca. (a) Dimensiones de una ce´lula cardiaca
aislada. (b) La membrana plasma´tica contiene canales io´nicos que permiten el paso de
los iones de forma selectiva, iniciando el potencial de accio´n. (c) El potencial de accio´n
se propaga por la ce´lulas vecinas generando las corrientes intra y extracelular. Figura
tomada de [22].
simplemente la intracelular (Figura 2.15 (b)). De esta forma, el formalismo mono-
dominio queda representado como:
SvIm = ∇ · (Σ∇Vm) (2.20)
donde el tensor Σ coincide con Σi.
Utilizando la aproximacio´n monodomino, y combinando las ecuaciones (2.20) y
(2.1), la propagacio´n en el tejido cardiaco puede describirse a partir de la siguiente
ecuacio´n de reaccio´n-difusio´n:
1
Sv
∇ · (Σ∇Vm) = Cm∂Vm
∂t
+ Iion − Istim (2.21)
A diferencia del modelo bidominio, las ecuaciones del monodominio no rela-
cionan expl´ıcitamente los potenciales intra y extracelular, sino su diferencia, es
decir, el potencial transmembrana Vm. El potencial creado en las proximidades de
la muestra de tejido se puede estimar calculando la densidad de corriente trans-
membrana en cada punto del tejido y sumando el potencial generado por cada
fuente de corriente. A pesar de las limitaciones del modelo monodominio [94], los
resultados que proporciona para una muestra fina de tejido son parecidos a los que
se obtendr´ıan con la formulacio´n bidominio [81].
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La descripcio´n matema´tica de la generacio´n y propagacio´n del impulso mus-
cular permite simular el comportamiento del tejido cardiaco, lo que se denomina
modelo de tejido. Un modelo de tejido comprende un modelo de membrana y otro
de propagacio´n celular. La Figura 2.16 muestra claramente esta divisio´n. En ella,
se puede observar co´mo cada uno de los modelos representa feno´menos ele´ctricos
originados en la membrana plasma´tica a distintos niveles: los modelos de membra-
na describen la relacio´n entre el voltaje a ambos lados de la misma y las corrientes
io´nicas que la atraviesan (corrientes transmembrana) en una ce´lula aislada (Fi-
gura 2.16 (b)); los modelos de propagacio´n, sin embargo, simulan el flujo de las
corrientes intra y extracelular de una ce´lula a otra (Figura 2.16 (c)).
Todav´ıa queda por abordar otro aspecto relevante relativo al comportamiento
ele´ctrico del corazo´n. El sistema de conduccio´n cardiaco es el responsable de la
guiar el impulso ele´ctrico de forma adecuada para permitir la contraccio´n coor-
dinada de aur´ıculas y ventr´ıculos. A lo largo de la siguiente seccio´n se profundi-
zara´ acerca del sistema de generacio´n y conduccio´n de impulsos, cuyo resultado
provoca la contraccio´n regular del corazo´n, tambie´n conocida como ciclo cardiaco.
2.5. Ciclo card´ıaco
Puede entenderse ciclo cardiaco como el intervalo de tiempo comprendido en-
tre dos latidos consecutivos, o como la secuencia de acontecimientos relacionados
con la contraccio´n y relajacio´n repetida del corazo´n. Para llevar a cabo este pro-
cedimiento, el corazo´n esta´ dotado de un sistema especializado de excitacio´n y
conduccio´n (Figura 2.17), compuesto por los siguiente elementos:
Nodo SA. Es el origen del impuso ele´ctrico que despolariza el mu´sculo
cardiaco. El nodo sinoauricular (o nodo SA) es una pequen˜a cinta aplanada
y elipsoide de mu´sculo especializado, localizado en la parte anterosuperior de
la aur´ıcula derecha. Sus fibras conectan toda la regio´n auricular, de forma
que el impulso autogenerado se extiende inmediatamente a las aur´ıculas,
provocando su contraccio´n.
Nodo AV. Localizado en la pared septal de la aur´ıcula derecha, inmediata-
mente detra´s de la va´lvula tricu´spide, el nodo auriculoventricular (nodo AV)
y sus fibras de conduccio´n asociadas son responsables del retardo en la trans-
misio´n del impulso card´ıaco de las aur´ıculas a los ventr´ıculos, lo cual permite
que la sangre pase de las aur´ıculas a los ventr´ıculos antes de que comience la
contraccio´n de e´stos. Este retardo total es de alrededor de 150 ms, aproxi-
madamente una cuarta parte del cual se origina en las fibras de transicio´n,
pequen˜as fibras que se conectan con las v´ıas internodales auriculares con el
nodo AV.
Sistema His-Purkinje. Es el sistema que conduce el impulso a lo largo
de los ventr´ıculos, para que as´ı se contraigan al un´ısono. Sus fibras parten
del nodo AV, siguiendo el haz de His, y penetran en los ventr´ıculos. El
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SistemaHis-Purkinje
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Figura 2.17: Sistema de excitacio´n y conduccio´n del corazo´n. El impulso, generado en
el nodo SA, se propaga ra´pidamente, despolarizando y contrayendo la regio´n auricular.
Alcanza el nodo AV, donde se retarda antes de transmitirse a trave´s del sistema His-
Purkinje, a los ventr´ıculos que se contraen de forma pra´cticamente simulta´nea.
haz de His se divide casi inmediatamente en dos ramas (la rama derecha y
la rama izquierda), que se encuentra por debajo del endocardio. Cada una
de estas ramas se extiende hacia abajo en direccio´n al a´pex del ventr´ıculo
correspondiente, y se subdivide cada vez en ramas ma´s pequen˜as, hasta llegar
a las fibras de Purkinje terminales. Desde el momento en que el impulso
penetra en el haz de His, hasta que alcanza las terminaciones de las fibras de
Purkinje transcurren aproximadamente 30 ms, por lo que el impulso cardiaco
se difunde casi inmediatamente a toda la superficie endoca´rdica del mu´sculo
ventricular.
2.5.1. Ge´nesis de la sen˜al cardiaca
La autoexcitacio´n es una propiedad caracter´ıstica de la mayor parte de las
ce´lulas cardiacas y consiste en la generacio´n esponta´nea de impulsos ele´ctricos sin
necesidad de est´ımulos externos. El origen del ciclo cardiaco esta´ en la generacio´n
r´ıtmica de impulsos ele´ctricos en el nodo SA, que recibe el nombre de marcapasos,
desde el cual se propaga la excitacio´n hacia el resto del miocardio.
Ritmicidad cardiaca
La ritmicidad propia del corazo´n surge como consecuencia de un proceso de
reexcitacio´n, consistente en despolarizaciones repetitivas autoinducidas. Este pro-
ceso se articula en varios pasos:
Autoexcitacio´n. Los iones de sodio tienden a difundirse hacia el interior de la
membrana, resultando un flujo de cargas positivas que aumentan el potencial
de membrana progresivamente. Cuando se alcanza el voltaje umbral, se abren
los canales de sodio y calcio, inicia´ndose el potencial de accio´n.
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Recuperacio´n del potencial de reposo. Pocas mile´simas de segundo despue´s
se inactivan las compuertas de los canales de sodio y calcio y se abren las
del potasio, interrumpiendo el potencial de accio´n.
Hiperpolarizacio´n. Los canales de potasio se mantiene abiertos durante unas
pocas de´cimas de segundo, lo que provoca que el voltaje interior de la mem-
brana alcance valores muy negativos. Esta excesiva electronegatividad es
conocida como hiperpolarizacio´n. Al mismo tiempo que la fibra cardiaca se
encuentra hiperpolarizada comienza de nuevo el flujo entrante de iones de
sodio, inicia´ndose as´ı un nuevo ciclo.
Marcapasos del corazo´n
Hay ocasiones en que el impulso originado en el nodo SA no alcanza al resto
de las fibras cardiacas. En este caso, el corazo´n no detiene su actividad, y otra
regio´n asume el papel de marcapasos, aunque su ritmicidad no sea la misma que
la del nodo SA. Normalmente, la regiones anato´micas del corazo´n que actu´an como
marcapasos adicionales son las fibras del haz de His y las fibras de Purkinje. En
estas circunstancias se dice que el marcapasos del corazo´n se ha desplazado desde
el nodo SA a un nuevo foco, que recibe el nombre de marcapasos ecto´pico.
Las fibras del haz de His, cuando no son estimuladas desde el exterior, descar-
gan en un intervalo r´ıtmico de 40 a 60 lpm13, mientras que las fibras de Purkinje
descargan con frecuencias entre 15 y 40 lpm. Estas frecuencias contrastan con la
frecuencia normal del nodo SA, que es de 70 a 80 lpm. Es este hecho, la mayor
frecuencia de generacio´n de impulsos, el que hace que el nodo SA controle la ritmi-
cidad del corazo´n. Cada vez que el nodo SA descarga su impulso, e´ste alcanza las
fibras del nodo AV y las de Purkinje, despolarizando sus membranas excitables. A
continuacio´n, cuando todos estos tejidos se recuperan del potencial de accio´n, se
encuentran hiperpolarizados, pero el nodo SA se recupera mucho antes que cual-
quiera de los otros dos y emite otro impulso antes de que ninguno de ellos haya
alcanzado su umbral propio de autoexcitacio´n. El nuevo impulso descarga nueva-
mente el nodo AV y las fibras de Purkinje. Este proceso se repetira´ una y otra
vez; salvo fallo, el nodo sinusal excitara´ constantemente estos otros tejidos poten-
cialmente autoexcitables antes de que se produzca una aute´ntica autoexcitacio´n
de los mismos.
La incorporacio´n de la actividad ele´ctrica realista en modelos cavidades cardia-
cas proporciona un modelo tridimensional del corazo´n. Este modelo de o´rgano per-
mite estudiar feno´menos relativos a la funcio´n global del corazo´n y a su anatomı´a.
Supone, por tanto, una aproximacio´n de mayor nivel con respecto a los modelos de
tejido. Actualmente, el esfuerzo de la cardiolog´ıa computerizada se centra en el de-
sarrollo de modelos que contengan conjuntamente informacio´n detallada tanto de
la dina´mica cardiaca a nivel celular (corrientes io´nicas), como de las propiedades
de conduccio´n del impulso ele´ctrico (propiedades de restitucio´n, anisotrop´ıa), en
modelos de cavidades realistas (miocardio tridimensional, sistema de conduccio´n:
13La frecuencia cardiaca se expresa, normalmente, en latidos por minuto (lpm).
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nodo SA, nodo AV y fibras de Purkinje). El apartado que se presenta a conti-
nuacio´n presenta brevemente las caracter´ısticas ba´sicas que definen un modelo de
o´rgano.
2.5.2. Modelos de o´rgano: el corazo´n
Para describir la actividad ele´ctrica en el corazo´n tridimensional son necesarios
tres elementos [187]:
Propiedades a nivel celular, reflejado en modelos de ce´lulas que tengan en
cuenta la diversidad celular del corazo´n. Entre otros, nodo SA, His-Purkinje,
aur´ıculas y ventr´ıculos.
Modelos de propagacio´n ele´ctrica. Adema´s de las aproximaciones monodo-
minio y bidominio, tambie´n son habitualmente utilizados los modelos de
auto´matas, dada su menor carga computacional.
Descripcio´n de la geometr´ıa del corazo´n. El volumen cardiaco es discretizado
espacialmente mediante estructuras tridimensionales (regulares o irregulares)
a partir de ima´genes segmentadas proporcionadas por te´cnicas de resonancia
magne´tica o tomograf´ıa computerizada.
Para reconstruir la actividad ele´ctrica del corazo´n es necesario resolver, en cada
uno de los nodos que definen el volumen cardiaco discretizado, las ecuaciones que
gobiernan la propagacio´n ele´ctrica, es decir, las ecuaciones monodominio o bido-
minio. La solucio´n se calcula empleando me´todos nume´ricos, tales como me´todos
de diferencias finitas (FDM, del ingle´s Finite Difference Method), o me´todos de
elementos finitos (FEM, del ingle´s Finite Element Method). El primero, FDM,
se emplea en situaciones en que el corazo´n esta´ dividido en estructuras regulares
tridimensionales (vo´xeles). Si bien es un me´todo computacionalmente eficiente, la
discretizacio´n del corazo´n es demasiado gruesa (Figura 2.18 (a)). Refinar la es-
tructura cardiaca requiere la utilizacio´n de me´todos de triangulacio´n (tetraedros)
(Figura 2.18 (b)). En este tipo de mallado (mediante tetraedros) no es posible
utilizar FDM, por lo que los FEM constituyen la u´nica solucio´n posible.
2.6. Arritmias
Uno de los principales objetivos de la investigacio´n cl´ınica en el a´mbito de la
electrofisiolog´ıa consiste en dilucidar los mecanismos que intervienen en la gene-
racio´n y perpetuacio´n de las arritmias cardiacas. Si bien muchas de ellas esta´n
perfectamente caracterizadas a nivel cl´ınico, otras son so´lo parcialmente cono-
cidas, por lo que habitualmente los especialistas recurren a modelos simples de
comportamiento para explicar los factores y/o consecuencias involucrados en di-
chas arritmias. Un modelo de arritmia constituye el u´ltimo paso en el modelado
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Figura 2.18: Geometr´ıa ventricular proporcionada por (a) me´todos de diferencias fi-
nitas (FDM), y (b) me´todos de elementos finitos (FEM). Como se puede apreciar, la
descripcio´n mediante FEM proporciona un volumen suavizado.
cardiaco por ordenador. La simulacio´n de condiciones patolo´gicas permite anali-
zar los para´metros del modelo (de o´rgano, y por ende de tejido y celular) que
caracterizan las arritmias. No obstante, no hay que olvidar que en todo momento
la conclusiones extra´ıdas de estudios con modelos cardiacos han de referirse a los
para´metros definidos en el modelo, por lo que su extrapolacio´n a indicadores o
para´metros reales ha de tomarse con precaucio´n.
El objetivo de esta seccio´n es presentar de forma breve los modelos de com-
portamiento que dan respuesta a las arritmias ma´s peligrosas, a saber, el modelo
de reentrada y la teor´ıa del rotor.
2.6.1. Definicio´n de arritmia cardiaca
El ritmo normal, o ritmo sinusal (RS) se origina en el nodo SA, el cual genera
el impulso ele´ctrico que se propaga y despolariza al resto de las ce´lulas. Esta
despolarizacio´n progresa siempre en un sentido y de forma ordenada, ya que as´ı las
ce´lulas, una vez excitadas, entran en per´ıodo refractario y no pueden volver a ser
activadas, evita´ndose el retroceso del impulso ele´ctrico.
Las arritmias cardiacas son ritmos anormales que alteran el funcionamiento
ele´ctrico del corazo´n y que, por tanto, afectan directamente a la eficacia del bom-
beo. No obstante, no siempre se corresponden con procesos perjudiciales para el
organismo, sino que muchas veces se dan en respuesta a necesidades fisiolo´gicas
comunes, como el caso del aumento de la frecuencia cardiaca durante el ejercicio
f´ısico.
2.6.2. Mecanismos de las arritmias
Varias son las causas que originan las arritmias, aunque habitualmente se pro-
ducen por una combinacio´n de las siguientes anomal´ıas del sistema card´ıaco:
Alteraciones del automatismo, o ritmos sinusales anormales. Normalmente
se producen por la estimulacio´n del sistema simpa´tico o parasimpa´tico, pro-
vocando un aumento o disminucio´n de la ritmicidad normal del nodo SA,
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respectivamente. Tambie´n puede deberse a la accio´n de diferentes fa´rmacos,
as´ı como disfunciones en el nodo SA.
Bloqueo de la trasmisio´n del impulso. Se interrumpe la progresio´n normal
del impulso ele´ctrico. Puede producirse en varias localizaciones, y afectar de
forma parcial o total.
Reentrada y movimientos circulares. Supone uno de los mecanismos ma´s
importantes de la ge´nesis de los trastornos cardiacos, por ello, sera´ explicado
a continuacio´n en el siguiente apartado.
Generacio´n esponta´nea de impulsos anormales. Tambie´n conocidas como ex-
tras´ıstoles, se definen como latidos anticipados de origen ecto´pico. General-
mente responden a una aportacio´n insuficiente de ox´ıgeno o a la presencia
de sustancias to´xicas que aumentan la excitabilidad de las ce´lulas.
2.6.3. Modelo de reentrada
Normalmente, el frente de despolarizacio´n originado en el nodo SA recorre por
completo el corazo´n, activando las aur´ıculas, el nodo AV y finalmente los ventr´ıcu-
los, de forma que el impulso cardiaco no puede volver a excitar sus ce´lulas, que
se encuentran en periodo refractario, por lo que ese impulso muere. En el ciclo
siguiente, una vez pasado el periodo refractario, un nuevo potencial de accio´n se
origina en el nodo SA y vuelve a propagarse de la misma forma. Hay ocasiones,
por el contrario, en que el impulso creado en el nodo SA se propaga indefinida-
mente alrededor de un obsta´culo anato´mico (generalmente una zona infartada, las
venas pulmonares o las va´lvulas) o funcional (zonas del miocardio con diferen-
tes per´ıodos refractarios o velocidades de conduccio´n). Este feno´meno es conocido
como reentrada.
Cuando el frente de onda alcanza un circuito de reentrada, se bifurca y se
propaga una onda por cada lado del circuito. En condiciones normales, al acabar
el circuito las ondas se unen de nuevo, y la propagacio´n continua su curso. Para
que exista reentrada tienen que darse las siguientes condiciones:
Bloqueo en la conduccio´n en una direccio´n de modo que una de las ondas
no pueda progresar. Esta condicio´n es necesaria para que se produzca la
reentrada, acompan˜ada de al menos una de las siguientes situaciones.
Conduccio´n decremental. El impulso no bloqueado atraviesa una zona de
conduccio´n lenta o decremental, transcurriendo tiempo suficiente para que
alcance el punto de bloqueo fuera de su per´ıodo refractario. De esta mane-
ra, el impulso original puede progresar alrededor del circuito continuamente
(Figura 2.19).
Vı´a larga. En estas circunstancias la onda no se retarda. Sin embargo, la
longitud del circuito tiene los mismos efectos que el caso anterior: la onda
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Figura 2.19: Reentrada: teor´ıa de la Longitud de Onda. Se conoce como Longitud de
Onda al producto del per´ıodo refractario por la velocidad de conduccio´n, y representa
la longitud efectiva del circuito de reentrada. Cuanto menor es la velocidad y el periodo
refractario, mayor es la posibilidad de que se produzca una reentrada.
bifurcada no bloqueada continu´a alrededor del c´ırculo una y otra vez (Figura
2.19). Una v´ıa larga es frecuente en corazones dilatados.
Periodo refractario corto. Otra posibilidad para generar reentrada es que el
periodo refractario se acorte, por lo que no hay necesidad de la longitud
del circuito sea ma´s grande o que se retarde el impulso. Es frecuente que
el periodo refractario se acorte como respuesta a diversos medicamentos o
despue´s de una intensa estimulacio´n vagal.
Las v´ıas reentrantes que establecen movimientos circulares locales irradian nue-
vos frentes de excitacio´n de origen ecto´pico. E´stos pueden ser muy ra´pidos, en
perfecto equilibrio dina´mico, pudiendo perpetuarse horas o incluso indefinidamen-
te, superponie´ndose al ritmo cardiaco normal. Este modelo de comportamiento
arr´ıtmico suele utilizarse en electrofisiolog´ıa para explicar ciertas taquicardias, las
cuales pueden agruparse en dos grandes grupos en funcio´n del origen del trastorno
arr´ıtmico.
Dentro de las taquicardias que se producen en las aur´ıculas o el nodo AV
(taquicardias supraventriculares), se tienen los siguientes ejemplos:
Taquicardia auricular (TA). Se conoce como TA a la sucesio´n de tres o ma´s
extras´ıstoles14 de origen supraventricular.
14Impulsos que nacen de un foco ecto´pico.
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Flu´ter o aleteo auricular. Es una de las arritmias ma´s frecuentes, y a menudo
evoluciona de manera esponta´nea a fibrilacio´n auricular. El mecanismo se
atribuye a un movimiento circular alrededor de las aur´ıculas, que ocasionar´ıa
una activacio´n auricular perio´dica y muy ra´pida, y una aceleracio´n de la
frecuencia ventricular.
Fibrilacio´n auricular (FA). Es una de las arritmias ma´s frecuentes en la
pra´ctica cl´ınica, en particular en pacientes de edad avanzada, pero en ningu´n
caso es mortal como la fibrilacio´n ventricular.
Ejemplos de las taquicardias que se producen en los ventr´ıculos (taquicardias
ventriculares), son los siguientes:
Taquicardia ventricular (TV). Se conoce como TV a la sucesio´n de tres o ma´s
extras´ıstoles ventriculares sucesivas, sin latidos normales interpuestos. Este
tipo de taquicardia suele ser un trastorno muy grave, dado que desemboca
muy frecuentemente en fibrilacio´n ventricular.
Flu´ter ventricular. Presenta las mismas caracter´ısticas de ge´nesis que en el
flu´ter auricular, si bien en este caso el foco reentrante esta´ situado en los
ventr´ıculos. La mayor´ıa de las veces da lugar a fibrilacio´n ventricular.
Fibrilacio´n ventricular (FV). Es la ma´s grave de todas las arritmias. La acti-
vacio´n ventricular se realiza de forma desorganizada y parcelas, con mu´ltiples
movimientos de reentrada. No existe actividad meca´nica u´til, por lo que, si
no revierte en el plazo de 3-4 min, sobreviene la muerte. Su u´nico trata-
miento eficaz consiste en practicar una desfibrilacio´n ele´ctrica y, si esto no
es posible, maniobras de reanimacio´n cardiopulmonar hasta que se disponga
de un desfibrilador.
2.6.4. Modelo de ge´nesis y perpetuacio´n de la FV
Si bien se coincide en que la base de la fibrilacio´n son los feno´menos de reentrada
y movimientos circulares, el origen de la fibrilacio´n, sin embargo, no es totalmente
conocido. El modelo cla´sico de reentrada describe el proceso de fibrilacio´n como
un movimiento circular del impulso ele´ctrico a una frecuencia de rotacio´n tan
elevada, que el tejido circundante es incapaz de responder a los frentes de onda
generados por la reentrada. Como resultado, se producen los nuevos frentes de
onda que colisionan unos con otros, que constituyen un conjunto de focos que
laten cada uno a su ritmo de forma cao´tica [150, 151]. No obstante, el modelo de
reentrada no es va´lido para explicar los feno´menos involucrados en la fibrilacio´n, en
el que complejos movimientos circulares forman patrones de activacio´n que giran
en forma de espiral en el miocardio tridimensional, au´n en ausencia de obsta´culos.
Estos movimientos en espiral reciben el nombre de rotores, y giran en el tejido
cardiaco alrededor de un punto central o vo´rtice, semejante a los huracanes. Los
rotores son una caracter´ıstica particular de los medios excitables, y por tanto su
manifestacio´n no es exclusiva en el tejido cardiaco.
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Figura 2.20: Un rotor desencadena un propagacio´n del frente de despolarizacio´n en
forma de espiral. En el pivote se encuentran todas las fases del potencial de accio´n.
Definicio´n de rotor
En 1978, A. Winfree definio´ como rotor la rotacio´n estable de reaccio´n y difu-
sio´n que rodea a un pivote [233]. Estos pivotes o singularidades de fase se crean tras
la rotura de un frente de onda al encontrarse en su propagacio´n con tejido refrac-
tario o un obsta´culo anato´mico. En ese punto de rotura, el frente de propagacio´n
se curva y enlentece hasta llegar a converger con su propia cola de refractariedad,
crea´ndose un rotor de activacio´n [152] (Figura 2.20).
Evolucio´n y teor´ıas actuales
A finales de los an˜os 70, simulaciones nume´ricas realizadas en el a´mbito de la
teor´ıa de los sistemas excitables demostraron que el corazo´n pod´ıa mantener una
actividad ele´ctrica que rotaba alrededor de un obsta´culo funcional [124,235]. An˜os
ma´s tarde, con el desarrollo de te´cnicas de mapeo de alta resolucio´n, Davidenko
et al. consiguieron visualizar directamente sobre el tejido cardiaco ondas espirales
que manten´ıan el proceso fibrilatorio [55]. Desde entonces, el modelo de rotor se
propuso como el mecanismo principal subyacente a la fibrilacio´n.
La ge´nesis de la FV se atribuye a los factores que dan lugar a la generacio´n
de defectos topolo´gicos alrededor de los cuales giran los rotores. Existen tres tipos
de defectos o heterogeneidades, a saber, anato´micas (cicatriz o lesio´n), funcionales
(refractariedad heteroge´nea de las ce´lulas cardiacas) o dina´micas (como un latido
ecto´pico). Por el contrario, los mecanismos de perpetuacio´n de la FV no esta´n con-
sensuados, y las principales hipo´tesis emergen desde dos escuelas de pensamiento
distintas. Algunos investigadores sostienen que la FV es el resultado de la inesta-
bilidad y movilidad de los rotores, que en u´ltima instancia producen su ruptura,
lo que da lugar a una actividad cardiaca desorganiza y cao´tica. Defienden que las
propiedades de restitucio´n definen las caracter´ısticas dina´micas de los rotores, de
forma que el aumento o disminucio´n de la pendiente de la curva de restitucio´n
produce la fragmentacio´n o estabilizacio´n de los mismos [79, 171]. En contraposi-
cio´n a la hipo´tesis de la restitucio´n, otros piensan que la fibrilacio´n se mantiene
debido a mu´ltiples frentes de onda que emanan a una frecuencia tremendamente
alta desde un rotor relativamente estable [84,85]. De estos rotores estables se dis-
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tinguen dos tipos: cuando el rotor esta´ anclado, provoca taquicardia monomo´rfica,
mientras que cuando se mueve o rota a una frecuencia muy alta el resultado es la
fibrilacio´n.
Como se comento´ al inicio de esta seccio´n, la incorporacio´n de condiciones
patolo´gicas sobre un modelo de tejido o de o´rgano permite analizar el comporta-
miento de las arritmias cardiacas en un entorno totalmente controlado. El modelo
cla´sico de reentrada y el modelo de rotor constituyen los paradigmas ma´s ex-
tendidos para el estudio de la FV. En esta l´ınea de investigacio´n, es indudable
la aportacio´n de los estudios experimentales basados en simulaciones nume´ricas
sobre medios excitables.
2.7. Herramientas de estudio de las arritmias
Para poder estudiar los mecanismos involucrados en la generacio´n y perpetua-
cio´n de las arritmias cardiacas, se hace necesario un sistema de observacio´n, que
proporcione informacio´n fiable acerca de los feno´menos bajo estudio. Esta meto-
dolog´ıa de ana´lisis requiere, pues, la determinacio´n de dos elementos. Por un lado,
la observacio´n o medida en s´ı, y por otro el sistema mediante el que se obtiene
dicha medida. En este sentido, la actividad ele´ctrica cardiaca constituye la prin-
cipal fuente de informacio´n (observaciones) acerca del funcionamiento normal o
anormal del corazo´n. El sistema de medida, sin embargo, depende de la escala a la
que se quiera obtener dicha informacio´n. Por ejemplo, las te´cnicas de patch-clamp
o voltage-clamp son paradigmas de sistemas de medida de la actividad ele´ctrica del
corazo´n a nivel io´nico. En el estudio de los factores involucrados en la generacio´n
de arritmias se utilizan tres sistemas de medida, que consecuentemente permiten
analizar la actividad ele´ctrica cardiaca desde tres niveles descriptivos distintos:
A nivel local del tejido cardiaco bidimensional esta´n los SMO. Mediante
el empleo de sustancias fluorescentes en las que inciden potentes fuentes
de luz, es posible registrar directamente, con ca´maras de alta definicio´n, la
propagacio´n del impulso ele´ctrico sobre una regio´n de intere´s del corazo´n o
sobre preparaciones laminares con ce´lulas cardiacas (monolayers).
A nivel local del corazo´n tridimensional se tienen los EGMs intracavitarios.
Un EGM es el registro de la actividad ele´ctrica cardiaca medida dentro del
corazo´n mediante cate´teres intracavitarios. Constituye la principal fuente de
informacio´n en los procedimientos electrofisiolo´gicos convencionales y en los
dispositivos de soporte vital.
A nivel global del corazo´n tridimensional esta´ el ECG. Es el registro de la
actividad ele´ctrica del corazo´n mediante electrodos colocados en el torso del
paciente. Es la herramienta diagno´stica ma´s utilizada en la pra´ctica cl´ınica.
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Figura 2.21: Sen˜ales obtenidas mediante SMO. (a) Fotogramas (64 × 64 p´ıxeles) de
la repolarizacio´n (izquierda) y la despolarizacio´n (derecha) registrada durante estudios
experimentales. (b) Sen˜al ele´ctrica asociada al pixel marcado con una cruz.
2.7.1. Sistemas de Mapeo O´ptico
Los SMO suponen el u´nico sistema de medida que proporciona una imagen de
la actividad ele´ctrica del corazo´n. Las te´cnicas de mapeo o´ptico se fundamentan en
la utilizacio´n de tintes fluorescentes sensibles al voltaje. Las mole´culas del tinte se
adhieren a la membrana celular, de forma que la frecuencia de emisio´n de luz del
tinte flourescente var´ıa de forma proporcional a la variacio´n del voltaje transmem-
brana [11]. Mediante ca´maras de alta resolucio´n (espacial y temporal), se registra
directamente en mu´ltiples localizaciones el potencial de accio´n cardiaco (Figura
2.21 (a)). De esta forma, se obtiene una imagen bidimensional (p´ıxel × p´ıxel) de
la actividad ele´ctrica cardiaca.
El potencial de accio´n registrado en cada p´ıxel representa el voltaje transmem-
brana promedio de la regio´n espacial captada bajo su campo de visio´n (Figura 2.21
(b)). En funcio´n de la resolucio´n, el campo de visio´n puede hacerse mayor o menor,
y con ello se consigue registrar la actividad ele´ctrica a nivel de una sola ce´lula, o
a nivel de tejido [65]. Gracias a esta versatilidad, los SMO proporcionan un enlace
directo entre los feno´menos a nivel celular y los mecanismos que intervienen en la
propagacio´n del impulso ele´ctrico (nivel de tejido).
Las te´cnicas de mapeo o´ptico se utilizan normalmente en dos escenarios. En
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primer lugar, en estudios experimentales con corazones in-vivo [62]. En este caso
los SMO registran la actividad de ele´ctrica sobre el epicardio en una regio´n (bidi-
mensional) de intere´s. En segundo lugar, en cultivos laminares de ce´lulas cardiacas
(monolayers) [65]. Mediante el empleo de monolayers, es posible estudiar los pro-
cesos celulares en su contexto natural, evitando en parte las deficiencias asociadas
a los estudios con ce´lulas aisladas o con corazones enteros. En ambos casos, la
resolucio´n de los SMO proporciona una imagen suficientemente detallada de los
procesos involucrados en la generacio´n y propagacio´n del potencial de accio´n, que
permite contrastar los resultados experimentales con modelos matema´ticos de te-
jido cardiaco. Con estas herramientas, se han realizado importantes avances en la
comprensio´n de los factores involucrados en la generacio´n y perpetuacio´n de las
arritmias cardiacas.
2.7.2. EGMs intracavitarios
Un EGM intracavitario es el registro de la actividad ele´ctrica del corazo´n cuan-
do los electrodos esta´n situados en el interior de las cavidades cardiacas. Los EGM
constituyen una herramienta diagno´stica importante en los procedimientos de elec-
trofisiolog´ıa cl´ınica, ya que de su interpretacio´n se obtiene informacio´n de dos tipos:
Cronolo´gica. Colocando el electrocate´ter directamente sobre la superficie en-
doca´rdica, se registra un EGM a partir del cual se extrae el instante de
despolarizacio´n de la regio´n del miocardio en contacto con el cate´ter. Es-
te instante de despolarizacio´n se conoce como el tiempo de activacio´n local.
Calculado en varios puntos, se puede realizar un mapeo que determina el
patro´n espacio-temporal de la propagacio´n ele´ctrica sobre el endocardio en
ritmos sostenidos.
Morfolo´gica. El estudio morfolo´gico del EGM caracteriza la propagacio´n del
frente de onda en la regio´n cardiaca de intere´s.
Es esa informacio´n la que hace de los EGM fundamentales en diferentes con-
textos como:
Ablacio´n endoca´rdica. A partir del mapa de tiempos de activacio´n es po-
sible localizar circuitos de reentrada, los cuales son destruidos mediante la
aplicacio´n de calor de alta intensidad producido por radiofrecuencia (abla-
cio´n) [196], o mediante congelacio´n (crioablacio´n) [59].
Desfibrilador Automa´tico Implantable (DAI). Son dispositivos implantados
en pacientes con alto riesgo de sufrir TV y FV [97]. Mediante el registro
de EGMs, monitorizan la actividad ele´ctrica del corazo´n y, en funcio´n de
la anomal´ıa detectada, actu´an en consecuencia, ya sea mediante la estimu-
lacio´n ele´ctrica (tren de pulsos que infieren el circuito de la taquicardia),
la cardioversio´n (te´cnica antiarr´ıtmica que hace uso de un choque ele´ctrico
sincronizado de baja energ´ıa), o la desfibrilacio´n (choque no sincronizado de
alta energ´ıa).
2.7 Herramientas de estudio de las arritmias 53
A B C
__ _ _ ++++++++
Figura 2.22: EGM en configuracio´n unipolar. El recta´ngulo del borde izquierdo repre-
senta el punto en el que se inicia la activacio´n ele´ctrica. A partir de ese punto la despo-
larizacio´n avanza hacia la derecha generando EGM de distinta morfolog´ıa en cada uno
de los electrodos de registro.
Tipos de derivaciones
La configuracio´n de los electrodos intracavitarios determina la informacio´n que
se puede obtener a partir del registro de la actividad ele´ctrica. En un EGM se
distinguen dos tipos de derivaciones: monopolares o unipolares, y bipolares.
Se conoce como EGM unipolar al sistema de captacio´n ele´ctrico que registra
la diferencia de potencial entre un electrodo en contacto directo con la superfi-
cie cardiaca (explorador) y otro electrodo lejano, llamado indiferente, de voltaje
nulo [97]. La morfolog´ıa de los EGM monopolares es caracter´ıstica, y depende ex-
clusivamente de la posicio´n del electrodo explorador con respecto al punto donde
se inicia la activacio´n ele´ctrica (Figura 2.22). A medida que la despolarizacio´n se
acerca al electrodo, el voltaje registrado aumenta; en el momento que atraviesa
el electrodo se produce un cambio brusco de polaridad, que provoca una onda de
valor negativo que vuelve a cero una vez a pasado el frente de despolarizacio´n
(B). As´ı, cuando el electrodo esta´ situado cerca del est´ımulo, la forma de onda
registrada tiene una deflexio´n ra´pida negativa y continu´a siendo negativa despue´s
hasta hacerse cero (A). En el punto de terminacio´n, la onda es predominantemente
positiva, en la que el valor de tensio´n aumenta a medida que se acerca la excita-
cio´n (C). Por tanto, la morfolog´ıa del EGM unipolar aporta informacio´n tanto del
tiempo de activacio´n local como de la posicio´n relativa de la fuente o el final del
impulso con respecto al electrodo explorador.
Un EGM bipolar registra la diferencia de potencial entre dos electrodos muy
pro´ximos entre s´ı (Figura 2.23). El EGM bipolar se puede interpretar como la di-
ferencia de los electrogramas unipolares de cada uno de los electrodos, por lo que
su morfolog´ıa, en condiciones normales de conduccio´n del impulso, depende prin-
cipalmente de la distancia entre los electrodos y de la orientacio´n de los electrodos
con respecto al frente de activacio´n [97]. Las caracter´ısticas del EGM bipolar hacen
que no sea demasiado u´til para conocer la direccio´n del frente de despolarizacio´n,
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Figura 2.23: EGM en configuracio´n bipolar. En e´l tambie´n se representa la fuente de la
actividad ele´ctrica y el frente de despolarizacio´n antes de alcanzar los electrodos.
pero s´ı para reflejar feno´menos locales, puesto que su morfolog´ıa se ve afectada por
la propiedades de conduccio´n del tejido del que registra su actividad ele´ctrica. Por
esta razo´n, los EGMs bipolares constituyen una herramienta u´til para determinar
la patolog´ıa que origina anomal´ıas en la actividad ele´ctrica.
2.7.3. Electrocardiograma
El ECG es el registro del campo ele´ctrico generado por el corazo´n a trave´s
de electrodos colocados sobre la superficie corporal. La lejan´ıa de los electrodos
del ECG con respecto al corazo´n permite extraer informacio´n acerca de su fun-
cionamiento global. As´ı, las distintas fases de propagacio´n del impulso ele´ctrico a
trave´s del miocardio se reflejan en distintas variaciones en el ECG. En un ECG
normal (Figura 2.24) se distinguen tres deflexiones caracter´ısticas: una onda P, un
complejo QRS 15 y una onda T, de forma que:
La onda P esta´ causada por las corrientes que producen despolarizacio´n de
las aur´ıculas antes de su contraccio´n.
La corrientes que despolarizan los ventr´ıculos producen el complejo QRS.
La repolarizacio´n de los ventr´ıculos produce la onda T. La repolarizacio´n
auricular queda enmascarada por el complejo QRS.
A lo largo del ciclo cardiaco, las ce´lulas cardiacas generan corrientes ele´ctricas
que se propagan por los tejidos circundantes. Por esta razo´n, es posible registrar
la actividad ele´ctrica cardiaca sobre la superficie del corazo´n (mediante SMOs),
en sus proximidades (mediante EGMs) e incluso sobre la superficie del cuerpo hu-
mano (a partir del ECG). Las fuentes de corriente cardiacas son las responsables
de la generacio´n de un campo ele´ctrico en el interior del cuerpo humano, de for-
ma que, de acuerdo a los principios generales del bioelectromagnetismo, es posible
15El complejo QRS incluye en realidad tres ondas separadas: Q, R y S.
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Figura 2.24: Morfolog´ıa de un ECG normal. Esta´ formado por una onda P, causada por
la despolarizacio´n de las aur´ıculas; un complejo QRS, provocado por la despolarizacio´n
de los ventr´ıculos; y una onda T, que se corresponde con la repolarizacio´n ventricular.
describir el potencial ele´ctrico registrado en distintos puntos del mismo. En la si-
guiente seccio´n, de forma resumida, se presentan las principales propiedades que
definen la descripcio´n matema´tica de las corrientes que se propagan en el interior
del cuerpo humano. Para su mejor comprensio´n, la base teo´rica en la que se funda-
menta los conceptos presentados a continuacio´n ha sido separada en el Ape´ndice
A. No´tese que a lo largo del desarrollo matema´tico se referenciara´ habitualmente
a este ape´ndice como soporte ba´sico a la explicacio´n.
2.7.4. Teor´ıa del conductor volume´trico en electrofisiolog´ıa
En el proceso de activacio´n del corazo´n, el movimiento de iones a trave´s de la
membrana celular es el responsable de la generacio´n de corrientes ele´ctricas que,
en u´ltima instancia, inducen un campo ele´ctrico en el medio que las rodea. Se de-
nomina conductor volume´trico al medio conductor pasivo (puesto que no contiene
fuentes), continuo y tridimensional que rodea a las fuentes del campo ele´ctrico
inducido. Estas fuentes de corriente surgen durante el proceso de despolarizacio´n
celular, y por tanto, presentan una localizacio´n temporal y espacial espec´ıfica. Con-
cretamente, se situ´an en aquellas regiones del tejido cardiaco en las que tiene lugar
el potencial de accio´n. Conocidas las fuentes ele´ctricas, el conductor volume´trico
esta´ constituido por el resto de tejidos que componen el cuerpo humano. Entre
otros, el resto de las fibras musculares cardiacas (tejido excitable que se encuentra
suficientemente lejos de las fuentes para ser descrito de forma pasiva) junto con el
torso inhomoge´neo16 que contiene varios o´rganos contiguos (Figura 2.25); dentro
del corazo´n las cavidades llenas de sangre, mientras que exteriormente se tiene el
pericardio, los pulmones, mu´sculo esquele´tico, huesos, grasa, piel, aire, etc.
16Cada uno de los o´rganos que componen el conductor volume´trico tiene una conductividad
asociada, lo que conforma un volumen inhomoge´neo.
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Figura 2.25: Seccio´n horizontal del to´rax. Figura tomada de [139]
Fuentes del conductor volume´trico
Las fuentes bioele´ctricas que dan lugar las corrientes que fluyen en el con-
ductor volume´trico considerado se describen normalmente mediante la funcio´n
Ji(x, y, z, t)17, que var´ıa tanto en el espacio como en el tiempo [139]. Esta funcio´n
es conocida formalmente como la densidad de corriente impresa y tiene dimensio-
nes de corriente por unidad de a´rea [A/m2] o de momento dipolar por unidad de
volumen (ve´ase el Apartado B.1.1 del Ape´ndice B). En el caso del tejido cardiaco,
estas corrientes se generan como consecuencia de la conversio´n de energ´ıa qu´ımica
a ele´ctrica, y por tanto, dichas corrientes son no conservativas. Por otro lado, el
comportamiento temporal de las fuentes cardiacas del conductor volume´trico se
inscribe predominantemente en las bajas frecuencias, dado que su densidad espec-
tral de potencia esta´ por debajo de 1KHz. Por ello, los campos electromagne´ticos
inducidos presentan el mismo comportamiento, denominado como cuasi-esta´tico.
Esta condicio´n conlleva dos implicaciones importantes. En primer lugar, todas las
corrientes y campos, para cada instante de tiempo, se comportan como en esta-
do estacionario, y por tanto la fase de la variacio´n temporal se puede obviar ya
que todos los campos var´ıan s´ıncronamente. En segundo lugar, se puede despre-
ciar la componente capacitiva del tejido cardiaco (correspondiente a la membrana
celular), por lo que en el conductor volume´trico so´lo se tienen corrientes de con-
duccio´n18 que requieren u´nicamente especificar la resistividad (o la conductividad)
de los tejidos. De este modo, se puede suponer que el conductor volume´trico es
puramente resistivo.
En el caso ma´s general, el conductor volume´trico que define el torso humano se
considera lineal, iso´tropo (menos en las fibras musculares), e inhomoge´neo (Tabla
2.3), donde la permeabilidad y la permitividad son las del espacio libre.
17A partir de este momento, a no ser que se indique de forma expl´ıcita, se obviara´ la variacio´n
espacio-temporal de forma que Ji(x, y, z, t) ≡ Ji. Conviene destacar que, si bien la notacio´n de
la densidad de corriente intracelular Ji y la funcio´n J
i son parecidas, representan magnitudes
f´ısicas distintas.
18Las corrientes de conduccio´n son aquellas generadas por el movimiento de cargas en un
volumen (como puede ser un conductor) y vienen descritas por una densidad de corriente J. En las
corrientes de conveccio´n, como por ejemplo las corrientes de desplazamiento en un condensador,
no hay transporte de cargas.
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Tejido Resistividad [Ωm]
Sangre 1.6
Mu´sculo cardiaco 2.5 (paralelo a las fibras)
5.6 (normal a las fibras)
Mu´sculo esquele´tico 1.9 (paralelo a las fibras)
13.2 (normal a las fibras)
Pulmones 20.0
Grasa 25.0
Huesos 177.0
Tabla 2.3: Valores de resistividad para los diferentes tejidos representados en la
Figura 2.25.
Relaciones ba´sicas en un conductor volume´trico homoge´neo
Supo´ngase, en una primera aproximacio´n, un medio conductor infinito, ho-
moge´neo, lineal y de conductividad σ (iso´tropo), en el que se situ´an las fuentes de
corriente Ji [139]. El efecto de las fuentes de corriente es la induccio´n de un campo
ele´ctrico E de forma que sobre cada uno de los puntos del conductor volume´trico
aparece una densidad de corriente J. Esta densidad de corriente, en aquellas regio-
nes suficientemente alejadas de los puntos de despolarizacio´n, depende linealmente
de la intensidad del campo ele´ctrico E, es decir
J = σE (2.22)
Dado que los efectos de onda electromagne´tica se pueden despreciar, esto es,
dado que so´lo se tiene el campo ele´ctrico creado por las fuentes, para cada instante
de tiempo se cumple que
E = −∇φ (2.23)
Como consecuencia de la propiedad de cuasi-esta´tica, se asume, adema´s, que la
densidad de corriente J, en cualquier instante de tiempo, depende exclusivamente
de las fuentes ele´ctricas Ji en ese mismo instante, y por tanto, obedecen al principio
de superposicio´n. De esta forma, la Ecuacio´n(2.22) se puede modificar para incluir
las regiones activas, como sigue:
J = Ji + σE (2.24)
Puesto que la componente capacitiva de los tejidos es despreciable, las cargas se
distribuyen en un per´ıodo de tiempo insignificante en respuesta a cualquier cambio
en las fuentes ele´ctricas, y por tanto, la tasa de cambio de la densidad volume´trica
de carga sera´ nula. En virtud de la ecuacio´n de continuidad, la divergencia de J
se anulara´, llevando (2.24) a
∇ · J = ∇ · (Ji + σE) = 0 (2.25)
ecuacio´n que puede combinarse junto con (2.23), y reducirse a una ecuacio´n de
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Poisson:
σ∇2φ = ∇ · Ji (2.26)
Esta u´ltima ecuacio´n expresa la relacio´n directa entre el potencial ele´ctrico y
las fuentes del campo inducido. A partir de ella, se puede calcular la distribu-
cio´n de potencial en todos los puntos del conductor volume´trico. As´ı, el potencial
ele´ctrico calculado en el interior de las cavidades del corazo´n proporciona un mo-
delo de EGM, mientras que el potencial ele´ctrico calculado sobre la superficie del
torso permite obtener un modelo de ECG. En ambos casos, la metodolog´ıa para el
ca´lculo de φ es equivalente y se fundamenta en el teorema de Green proporcionado
por la teor´ıa cla´sica del Electromagnetismo (ve´ase Seccio´n B.1.2 del Ape´ndice B).
Sin embargo, dado el cara´cter local del EGM y el cara´cter global del ECG, dife-
rentes aproximaciones en el conductor volume´trico considerado pueden utilizarse
para obtener una solucio´n. La Seccio´n B.2 del Ape´ndice B recoge las distintas
aproximaciones realizadas para calcular el potencial φ en distintos escenarios que
simulan las condiciones de captacio´n de un EGM y de un ECG.
Modelo de EGM
Supo´ngase que el tejido cardiaco (activo) yace en un conductor volume´trico
lineal, homoge´neo, iso´tropo de conductividad σ y de extensio´n infinita [167]. Bajo
estas condiciones, tal y como se demuestra en el Escenario B.1.2 del Ape´ndice B,
el potencial en cualquier punto (x′, y′, z′) del interior del conductor volume´trico V
considerado es [107]:
φ(x′, y′, z′) = − 1
4πσ
∫
V
(
1
r
)(∇ · Ji) dv (2.27)
donde, para cada dv, ∇ · Ji se comporta como una fuente puntual que genera un
campo que var´ıa con 1/r.
Las regiones activas del tejido cardiaco han sido representadas hasta ahora
como el elemento ideal Ji que representa los generadores externos que inducen
el campo ele´ctrico en el volumen conductor. No obstante, con objeto de resolver
nume´ricamente la Ecuacio´n (2.27), es necesario asociar Ji con magnitudes f´ısi-
cas que caractericen la actividad ele´ctrica asociada a la propagacio´n del impulso
ele´ctrico en el tejido cardiaco. En este sentido, las magnitudes f´ısicas definidas en la
descripcio´n de los modelos de propagacio´n monodominio y bidominio constituyen
el enlace requerido (Apartado 2.4.3).
Sea Vm el potencial transmembrana calculado mediante la aproximacio´n mo-
nodominio. Combinando (2.16), (2.17) y (2.19), el potencial ele´ctrico en el medio
extracelular del tejido cardiaco puede expresarse como:
∇ · (Σ∇φe) = −∇ · (Σi∇Vm) (2.28)
donde Σ = Σi + Σe. Suponiendo que los medios intra y extracelular son ho-
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moge´neos e iso´tropos (σ = σi + σe), y haciendo uso de la ecuacio´n (2.20)
SvIm = ∇ · (σi∇Vm) (2.29)
se obtiene el siguiente resultado:
∇ · (σ∇φe) = −SvIm (2.30)
Identificando te´rminos y comparando (2.26) con respecto a (2.30), se tiene que
el potencial extracelular en un conductor volume´trico V lineal, homoge´neo, infinito
e iso´tropo de conductividad σ es
φe(x
′, y′, z′) =
Sv
4πσ
∫
V
Im
r
dv (2.31)
La ecuacio´n (2.31) proporciona un modelo EGM y sera´ empleada para simular
el registro de la actividad ele´ctrica cardiaca por un electrodo cercano a la superficie
endoca´rdica del corazo´n.
Modelo de ECG
En este caso el volumen conductor esta´ formado por el corazo´n (pasivo) y el
resto de tejidos que componen el cuerpo humano (Figura 2.26) [24]. Consecuente-
mente, la distribucio´n de potencial se ve afectada por la contribucio´n de las fuentes
primarias Ji, y de las fuentes secundarias creadas entre las discontinuidades entre
tejidos [139] (Escenario B.2 en el Ape´ndice B, ve´ase ecuacio´n B.55).
Se quiere calcular el potencial ele´ctrico en un cualquier punto t del torso hu-
mano modelado de acuerdo a la representacio´n de la Figura 2.26. La solucio´n
matema´tica a este problema consiste exclusivamente en particularizar la Ecuacio´n
(B.55) para el caso bajo estudio. Siguiendo la nomenclatura de la Figura 2.26, se
tiene:
4πσtφ(x
′, y′, z′) =
∫
Vh
Ji · ∇
(
1
r
)
dv−
−
∮
Sh
[
(σh − σt)φh∇
(
1
r
)]
· dSh
−
∮
Sl
[
(σl − σt)φl∇
(
1
r
)]
· dSl
−
∮
St
[
σtφt∇
(
1
r
)]
· dSt
(2.32)
Del mismo modo que sucede con el modelo de EGM, es necesario modelar
las fuentes de corriente Ji para obtener una solucio´n a la ecuacio´n del potencial.
En este caso, no es posible hacer uso de las magnitudes definidas en los modelos
monodomino y bidominio, puesto que existen otras fuentes de corriente (secun-
darias) que afectan al resultado. Normalmente se emplean dos tipos de modelos
para describir las fuentes primarias. Los primeros asocian Ji con modelos f´ısicos
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Figura 2.26: Modelo de conductor volume´trico para el torso humano.
equivalentes de generadores, como el dipolo, el dipolo con movilidad, la asociacio´n
de dipolos o multipolos. Los segundos, conocidos como modelos macrosco´picos de
fuente representan la fuente primaria como la contribucio´n de elementos unitarios
que describen el potencial ele´ctrico generado por un conjunto de ce´lulas.
El ca´lculo de la distribucio´n de potencial en la superficie del cuerpo a partir
de un modelo de fuente se conoce como el problema directo en electrocardiograf´ıa.
Definido el modelo de fuente, el problema directo tiene solucio´n u´nica, y constituye
un prerequisito para abordar el problema inverso en electrocardiograf´ıa. El proble-
ma inverso consiste en determinar la activacio´n ele´ctrica del corazo´n a partir del
ana´lisis de los potencial registrados sobre el torso. Este problema, sin embargo,
no tiene solucio´n u´nica, y por tanto se hace necesario imponer restricciones en la
descripcio´n de las fuentes ele´ctricas del corazo´n.
2.8. Conclusiones
En el presente cap´ıtulo hemos presentado los fundamentos de la electrofisio-
log´ıa cardiaca y su descripcio´n matema´tica asociada. Como se ha podido observar,
el avance experimental en el estudio de los procesos involucrados en la generacio´n y
propagacio´n de la actividad ele´ctrica cardiaca, y su descripcio´n mediante modelos
matema´ticos han seguido un desarrollo paralelo. Los modelos electrofisiolo´gicos
complementan a los estudios in-vivo o in-vitro para aportar nuevas evidencias
experimentales, a partir de las cuales se mejora la capacidad descriptiva de los
modelos matema´ticos, y con ello su potencialidad como soporte a la investigacio´n.
El estudio de los mecanismos subyacentes a las arritmias cardiacas siempre ha
seguido una aproximacio´n reduccionista, cuyo objetivo ha sido analizar el efecto
individual de cada una de las corrientes io´nicas en la generacio´n y propagacio´n
del impulso ele´ctrico cardiaco. Hoy en d´ıa, no obstante, gracias al desarrollo de la
capacidad computacional de los ordenadores actuales, los esfuerzos esta´n dirigi-
dos hacia la conjuncio´n de modelos microsco´picos y macrosco´picos para construir
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modelos electrofisiolo´gicos realistas con informacio´n anato´mica tridimensionales.
Con todo, el estudio de los procesos arr´ıtmicos mediante experimentos in-silico
requiere la simulacio´n, de forma ma´s o menos detallada, de la actividad ele´ctrica
a todos los niveles, desde el nivel celular al nivel de arritmia.
No so´lo el ana´lisis de los feno´menos electrofisiolo´gicos del corazo´n es impor-
tante para comprender los mecanismos responsables de las arritmias cardiacas. El
estudio de la captacio´n de la actividad ele´ctrica cardiaca mediante electrodos re-
sulta de especial intere´s para relacionar el sustrato cardiaco y su registro ele´ctrico
asociado, y con ello ganar informacio´n sobre los procesos arr´ıtmicos a partir de la
informacio´n disponible en pruebas diagno´sticas mediante ECGs o EGMs.
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Cap´ıtulo 3
S´ındrome del QT largo: ana´lisis
de sen˜al a nivel celular
El presente cap´ıtulo se dedica al estudio a nivel celular de los mecanismos de
generacio´n de arritmias inducidas por mutaciones gene´ticas cardiacas. En parti-
cular, se investigan los factores dina´micos que desencadenan un comportamiento
arr´ıtmico en ce´lulas mioca´rdicas afectadas por el S´ındrome del QT largo tipo 3
(LQT3). El LQT3 constituye una de las patolog´ıas cardiacas ma´s peligrosas, pues-
to que esta´ relacionado con graves arritmias ventriculares y muerte su´bita cardiaca,
especialmente cuando el ritmo cardiaco es lento. Para estudiar el comportamien-
to dina´mico del LQT3, analizamos la variacio´n temporal de las sen˜ales asociadas
a la actividad ele´ctrica celular obtenidas mediante simulaciones por ordenador.
Concretamente, estudiamos la variacio´n latido a latido del APD y del DI de una
ce´lula afectada por el LQT3. Para ello, empleamos un modelo markoviano deta-
llado de la mutacio´n ∆KPQ, responsable del LQT3, sometido a un protocolo de
estimulacio´n espec´ıficamente disen˜ado para analizar las variaciones del APD y del
DI. En contraposicio´n al ana´lisis morfolo´gico empleado normalmente para carac-
terizar la manifestacio´n ele´ctrica a nivel celular del LQT3, el ana´lisis dina´mico
resulta especialmente adecuado para profundizar en los mecanismos involucrados
en la generacio´n de arritmias dependientes de la frecuencia cardiaca, tal y como
sucede en el LQT3. Este cap´ıtulo supone la primera aportacio´n de la presente Tesis
Doctoral, en el que se pone de manifiesto la utilidad de los modelos matema´ticos
para estudiar los mecanismos de las arritmias cardiacas.
3.1. Introduccio´n
El s´ındrome del QT largo (LQTS, del ingle´s Long QT Syndrome) es una enfer-
medad cardiaca conge´nita caracterizada por una repolarizacio´n ventricular tard´ıa,
efecto que se manifiesta como una prolongacio´n del segmento QT en el ECG de
superficie. El LQTS esta´ asociado con la aparicio´n de arritmias ventriculares ma-
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lignas, particularmente con la torsades de pointes1, las cuales predisponen a los
individuos afectados a sufrir episodios de s´ıncope y muerte su´bita cardiaca, pre-
dominantemente en edades tempranas [195]. El LQTS es un desorden gene´tico
causado por diversas mutaciones que afectan a los genes que codifican los canales
io´nicos de la membrana celular. As´ı, existen distintos tipos de LQTS, dependiendo
del canal io´nico que se vea alterado. El LQTS de tipo-3 (LQT3) es un caso parti-
cular de LQTS, y esta´ causado por un conjunto de mutaciones que afectan al gen
SCN5A del canal de sodio activado por voltaje [226]. El efecto de las mutaciones
involucradas en el LQT3, se manifiesta como una prolongacio´n excesiva del inter-
valo QT a bajas frecuencias cardiacas, que produce comportamientos arr´ıtmicos
que tienen lugar preferentemente durante estados de suen˜o o reposo. La delecio´n
de los aminoa´cidos KPQ (∆KPQ) en el gen SCN5A es una de las mutaciones ma´s
severas relacionadas con el LQT3, dado que altera el proceso de inactivacio´n del
canal de sodio [60] (Figura 3.1). Los canales ∆KPQ mutantes (MT), en compa-
racio´n con los canales sanos (WT, del ingle´s Wild-Type), se activan e inactivan a
mayor velocidad, y por ello, sufren aperturas continuas durante la despolarizacio´n,
induciendo una corriente de sodio residual que prolonga el APD y consecuente-
mente el intervalo QT del ECG [28, 60]. Adema´s, el aumento excesivo del APD
puede desencadenar la aparicio´n de postdespolarizaciones tempranas2 (EADs, del
ingle´s Early Afterdepolarizations). Ambos feno´menos, esto es, la prolongacio´n del
APD y la presencia de EADs han sido confirmados en experimentos in-vitro con
ratones transge´nicos alterados con la mutacio´n ∆KPQ [54, 93]. Si bien se admite
que las EADs son las responsables de la generacio´n de las arritmias cardiacas en
el LQT3, los mecanismos que promueven este comportamiento arr´ıtmico no es, sin
embargo, del todo conocido.
Complementariamente a los estudios in-vitro, los modelos matema´ticos por or-
denador tambie´n han sido utilizados para investigar los mecanismos de generacio´n
de arritmias cardiacas involucradas en el LQT3. En 1999, Clancy y Rudy desa-
rrollaron un modelo Markoviano detallado de la mutacio´n ∆KPQ en el canal de
sodio [40], que incorporaron en un modelo de ce´lula cardiaca (LRd) [136], para
simular los efectos de dicha mutacio´n en el potencial de accio´n ventricular. Los
resultados de este estudio demostraron que, el potencial de accio´n de una ce´lula
afectada por el LQT3, presenta una repolarizacio´n ventricular tard´ıa, predomi-
nantemente para ritmos cardiacos lentos, para los cuales es muy probable que se
produzcan EADs. Basado u´nicamente en el ana´lisis de la morfolog´ıa del poten-
cial de accio´n, el modelo de Clancy y Rudy ha sido utilizado en dos escenarios. En
primer lugar, para establecer una asociacio´n directa entre el defecto gene´tico (geno-
1La torsades de pointes es una taquicardia ventricular polimo´rfica, caracterizada por la inver-
sio´n perio´dica del complejo QRS con respecto a la l´ınea de base. Aunque es una arritmia poco
frecuente, es muy peligrosa, puesto que puede degenerar en FV.
2Las postdespolarizaciones tempranas (EADs) son oscilaciones en el potencial de membrana
que ocurren durante la fase 2 o 3 del potencial de accio´n. Las EADs surgen como resultado de la
disminucio´n de la corriente de salida, o el aumento de las corrientes de entrada. Los resultados
experimentales sugieren que la generacio´n de las EADs se debe a la reactivacio´n de los canales
de calcio [108].
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Figura 3.1: La delecio´n de los aminoa´cidos KPQ altera el proceso de inactivacio´n del
canal de sodio SCN5A, puesto que afecta a la unio´n entre los dominio DIII-DIV, que
constituye la compuerta de inactivacio´n (ve´ase Seccio´n 2.3.1). Estudios experimentales
con te´cnicas de patch-clamp revelaron que la mutacio´n ∆KPQ produce de una corriente
de sodio residual, que es responsable de la prolongacio´n del APD. Dicha corriente de
sodio residual ha sido asociada con dos tipos de comportamiento (o modos de funciona-
miento): reaperturas tard´ıas aisladas ( isolated brief openings), y ra´fagas de aperturas
(burst of openings) [28,60].
tipo) y su manifestacio´n (fenotipo) ele´ctrica a nivel de potencial de accio´n [42,43].
En segundo lugar, para evaluar el efecto de los fa´rmacos antiarr´ıtmicos para el
tratamiento de arritmias cardiacas [44]. Adema´s de alteraciones en su morfolog´ıa,
las anomal´ıas en la dina´mica del potencial de accio´n (variaciones latido a latido),
han demostrado estar relacionadas con la generacio´n de arritmias cardiacas. Entre
otras, la alternancia en el APD es la alteracio´n dina´mica que ma´s atencio´n ha
recibido en los estudios experimentales [229]. El te´rmino alternancia en el APD
se refiere a la variacio´n latido a latido del valor del APD, y se postula como un
factor pro-arr´ıtmico clave. Es ma´s, la alternancia en el APD esta´ directamente
relacionada con la alternancia en la onda T [163], feno´meno que constituye un
importante indicador de arritmias ventriculares asociadas con el LQTS [164].
El principal objetivo del presente cap´ıtulo consiste en analizar el comporta-
miento dina´mico del modelo de mutacio´n gene´tica ∆KPQ asociado con el LQT3,
en adelante modelo LQT3-∆KPQ. Con este fin, hemos utilizado un protocolo de
estimulacio´n espec´ıfico, denominado Restitution Portrait (RP) [117]. El protoco-
lo RP constituye una importante herramienta para analizar el comportamiento
dina´mico de las ce´lulas cardiacas [117], y resulta adecuado, por tanto, para estu-
diar el feno´meno de la alternancia en el APD [212]. Adema´s del protocolo RP, se ha
utilizado tambie´n un protocolo de estimulacio´n aleatorio [38], que permite analizar
de forma exhaustiva la dina´mica del APD. El estudio desarrollado en este cap´ıtu-
lo aporta nuevas evidencias relacionadas por la ocurrencia del LQT3, y podr´ıa
explicar por que´ los pacientes afectados por la mutacio´n ∆KPQ son propensos
a desarrollar graves arritmias ventriculares en un rango de frecuencias cardiacas
distinto comparado con individuos normales u otros tipos de LQTS.
La estructura del cap´ıtulo es como sigue. La Seccio´n 3.2, se dedica a los me´to-
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dos empleados en este estudio, esto es, el modelo matema´tico ∆KPQ-LQT3 y los
protocolos de estimulacio´n utilizados. En la Seccio´n 3.3 se investigan las propieda-
des dina´micas del modelo LQT3-∆KPQ y se presentan los principales resultados.
El ana´lisis del comportamiento del APD requiere una descripcio´n en te´rminos de la
Teor´ıa Dina´mica No-lineal. Posteriormente, en la Seccio´n 3.4, se discuten los prin-
cipales hallazgos en relacio´n con trabajos previamente publicados. Por u´ltimo, en
esta misma seccio´n, se resumen los resultados y se proponen l´ıneas de investigacio´n
futuras.
3.2. Me´todos
La base conceptual de los me´todos aqu´ı presentados ha sido introducida en el
cap´ıtulo precedente. Con objeto de clarificar la explicacio´n, se repetira´n aqu´ı al-
gunas de las ecuaciones ya presentadas anteriormente. En estos casos, se hara´ re-
ferencia expl´ıcita a la ecuacio´n original, para enfatizar el contexto en que fueron
descritas.
3.2.1. Modelo matema´tico LQT3-∆KPQ
El modelo que simula el comportamiento del LQT3 esta´ formado por la inte-
gracio´n de dos niveles descriptivos distintos, a saber, un modelo de ce´lula cardiaca
aislada (Seccio´n 2.3.2) y, un modelo de canal io´nico representado de acuerdo al
formalismo Markoviano (Seccio´n 2.3.1).
Modelo de ce´lula cardiaca aislada
El comportamiento de una ce´lula aislada ha sido simulado de acuerdo al modelo
de LRd00 de potencial de accio´n para un miocito ventricular [136]. Tal y como
se presento´ en la Seccio´n 2.3.2, el potencial de accio´n, para una ce´lula aislada
(Im = 0), se puede reconstruir por medio de la ecuacio´n:
dVm
dt
= − 1
Cm
· (Iion + Ist) (3.1)
en la que se relaciona la tasa de variacio´n del potencial transmembrana (Vm) con
la corriente io´nica global (Iion) y la corriente de estimulacio´n (Ist). Cm representa
la capacidad de la membrana celular, para la que se ha tomado un valor de 1
µF/cm2. Todas las corriente del modelo de LRd00, excepto la corriente de sodio
(INa), han sido formuladas segu´n el formalismo H-H. Una descripcio´n detallada
de cada una de estas corriente puede encontrarse en el art´ıculo original [136].
Modelo Markoviano de la corriente INa
La dina´mica (estados conformacionales) del canal de sodio ha sido represen-
tada mediante un modelo de Markov cont´ınuo [40]. De esta for
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Figura 3.2: Modelo Markoviano de los canales WT y MT. El modelo markoviano para
el canal WT se compone de tres estados cerrados, un estado de apertura y cinco estados
de inactivacio´n. El modelo Markoviano MT combina dos modos de funcionamiento,
los cuales se corresponden con los feno´menos de reaperturas tard´ıas del canal (modo
background) y ra´fagas de apertura (modo burst), respectivamente.
sodio puede describirse como un conjunto de estados distintos3, donde la transi-
cio´n entre estados esta´ gobernada por una ecuacio´n diferencial de primer orden.
Sea N el nu´mero de estados del modelo de Markov del canal de sodio, y sea kij
(i, j = 1, . . . , N) la tasa de transicio´n de abandonar el estado del canal i y ocupar
el estado j. Bajo estos supuestos, la variacio´n temporal del porcentaje de canales
pi(t) de encontrarse en el estado i puede modelarse como:
dpi(t)
dt
=
N∑
j,j 6=i
[kji · pj(t)]− pi(t) ·
N∑
j,j 6=i
kij (3.2)
cumplie´ndose que pi(t) ≥ 0 y que
∑N
i pi(t) = 1 (tal y como se presento´ en la
Ecuacio´n 2.8). No´tese adema´s, que las tasas de transicio´n dependen del poten-
cial transmembrana, es decir, kij = kij(Vm). El valor instanta´neo de pi(t) pue-
de calcularse mediante te´cnicas de integracio´n nume´rica a partir de la ecuacio´n
(3.2). La utilizacio´n de estas te´cnicas se sustenta bajo la discretizacio´n temporal,
tn = tn−1 +∆t, resultando en:
pi(tn) = pi(tn−1) + ∆pi(tn) (3.3)
donde se ha empleado un me´todo de Runge-Kutta para calcular ∆pi(tn) [44].
En la Figura 3.2 se muestra el modelo Markoviano para los canales WT y los
3Entie´ndase por distinto inteligible, claro, sin confusio´n.
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canales ∆KPQ MT. La descripcio´n del canal WT esta´ formada por un conjunto
de nueve estados: tres estados cerrados (C3, C2, y C1), un estado de apertura del
canal (O), y cinco estados que representan la inactivacio´n del canal, que tienen
en cuenta los procesos de inactivacio´n ra´pida (IF ), inactivacio´n lenta (IM1, IM2)
e inactivacio´n de los estados cerrados (IC3, IC2). El modelo Markoviano para los
canales ∆KPQ presenta dos modos de funcionamiento para representar la dina´mi-
ca del canal, a saber, el modo ba´sico (o modo background) y el modo ra´faga (o
modo burst). Si bien el modo ba´sico del canal ∆KPQ MT comparte la misma
topolog´ıa que el canal WT (Figura 3.2), existen diferencias en las tasas de tran-
sicio´n: comparado con los canales WT, los canales MT se caracterizan por (a)
una activacio´n ma´s ra´pida, lo que se refleja en mayores tasas de transicio´n de los
estados cerrado al estado abierto, y (b) una recuperacio´n de la inactivacio´n ma´s
ra´pida, representado como mayores tasas de transicio´n de los estados de inacti-
vacio´n a los estados cerrados. El modo de funcionamiento en ra´faga representa
la alteracio´n en el proceso de inactivacio´n de los canales ∆KPQ MT. So´lo una
pequen˜a proporcio´n de los canales MT entran en este modo de funcionamiento,
desplaza´ndose constantemente entre los estados cerrados (MC3, MC2, MC1) y el
estado de conduccio´n (OL), lo que simula continuas reaperturas del canal. Una
vez que los canales entran en el modo ba´sico o el modo ra´faga, la probabilidad de
abandonar este modo de funcionamiento es mı´nima, dado que los valores de µ1 y
µ2 son muy pequen˜os comparado con el resto de tasas de transicio´n.
De acuerdo con el formalismo Markoviano (Ecuacio´n 2.14), la corriente ma-
crosco´pica de sodio se puede expresar de la siguiente forma:
INa = gNa · Popen · (Vm −ENa) (3.4)
donde gNa es la conductancia ma´xima para el sodio, ENa es el potencial de Nernst
del sodio, y Popen es el porcentaje de canales que ocupan un estado de conduccio´n,
definido como
Popen = α · POMT + (1− α) · PO (3.5)
donde POMT = POU +POL es el porcentaje de canales MT en estado abierto (Figura
3.2), y donde la variable α se define como el ı´ndice de penetracio´n de la mutacio´n,
esto es, la proporcio´n de canales WT y MT en una ce´lula, de forma que:
α = 0 representa una ce´lula WT;
α = 0.5 representa una ce´lula heterocigo´tica;
α = 1.0 represents una ce´lula MT homocigo´tica.
La incorporacio´n de la descripcio´n Markoviana de la corriente INa en el modelo
LRd00 de potencial de accio´n define el modelo ∆KPQ-LQT3. La exactitud de
este modelo ha sido testada y validada de forma exhaustiva a partir de datos
experimentales [40, 42–44].
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3.2.2. Protocolos de estimulacio´n
Los protocolos de estimulacio´n permiten analizar el comportamiento dina´mico
del modelo ∆KPQ-LQT3, esto es, estudiar la variacio´n temporal del APD y del
DI. En este estudio se han utilizado dos protocolos de estimulacio´n: el protocolo
RP y el protocolo de estimulacio´n aleatoria. El protocolo RP, define un conjunto
de pasos espec´ıficos para examinar de las propiedades de restitucio´n del modelo.
El protocolo de estimulacio´n aleatoria, emplea un intervalo de estimulacio´n alea-
torio, y por tanto, en comparacio´n con el anterior, no asume ningu´n modelo de
comportamiento desde el punto de vista de las propiedades de restitucio´n.
Protocolo de estimulacio´n Restitution Portrait
El protocolo RP ha sido propuesto en [117] y ha sido utilizado en este estudio
para caracterizar dina´micamente las ce´lulas WT y las ∆KPQMT. La restitucio´n se
define como el ana´lisis del APD en funcio´n del DI precedente (Seccio´n 2.4.1). Esto
es, sean APDn y DIn los valores del APD y DI para el latido n, respectivamente.
Para una longitud de ciclo ba´sica (BCL, del ingle´s Basic Cycle Length) dada,
se tiene que la relacio´n entre el APD y el DI puede expresarse como DIn =
BCL − APDn. De esta forma, la representacio´n de APDn con respecto a DIn−1
se conoce como curva de restitucio´n del APD. Dicha curva, representa la variacio´n
del APD y del DI ante los cambios en la BCL, los cuales se producen en respuesta
a las necesidades fisiolo´gicas del organismo. Tal y como se recoge en [117], existen
diferentes curvas de restitucio´n en funcio´n del protocolo de estimulacio´n utilizado:
Curva de restitucio´n S1-S2 (S). Tras la aplicacio´n de una serie de est´ımulos
(S1) a una tasa BCL constante, se aplica un est´ımulo prematuro (S2) en
distintos instantes de tiempo desde el final de S1. La representacio´n del
intervalo de estimulacio´n variable en que se aplica S2 (DIn−1), y su APD
correspondiente (APDn), define la curva de restitucio´n S.
Curva de restitucio´n dina´mica (D). Relaciona el APDn y el DIn−1 para
distintas BCLs una vez que el APD ha alcanzado el estado estacionario,
lo que requiere una estimulacio´n de larga duracio´n para alcanzar el estado
estacionario en cada BCL.
Curva de restitucio´n a BCL constante (CB). Se divide en dos curvas de
restitucio´n. Para una BCL dada, la curva CB dina´mica (CBD) se obtiene
midiendo el APDn y el DIn−1 durante su adaptacio´n hasta alcanzar el es-
tado estacionario. Para una BCL dada, la curva CB en estado estacionario
(CBS) relaciona el APDn y el DIn−1 cuando ambos han alcanzado el estado
estacionario.
Cada una de las cuatro curvas de restitucio´n anteriormente mencionadas (S, D,
CBS y CBD), se obtienen simulta´neamente mediante el protocolo RP: comenzando
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Figura 3.3: Protocolo RP para B constante, en el que se han empleado los siguientes
valores: δ = 50 ms, ∆ = 100 ms y B = 1000 ms. (a) Evolucio´n temporal del protocolo
RP. (b) Curvas de restitucio´n medidas con el protocolo RP. Tanto CBD como CBS
se ajustan mediante regresio´n lineal (l´ıneas gruesa y discontinua, respectivamente). Los
puntos obtenidos tras perturbar la tasa de estimulacio´n B (B+ δ: Sa, B− δ: Sb y B−∆:
Sc), junto con Fp definen los valores del APD que aproximan la curva de restitucio´n S.
por una una longitud de ciclo inicial (B0), las ce´lulas WT y las ce´lulas MT son es-
timuladas para distintas longitudes de ciclo B cuyo valor decrece progresivamente.
Para cada B, se definen los siguientes seis pasos (Figura 3.3):
1) Estimulacio´n durante 60s a una B constante: CBpD.
2) 10 est´ımulos cada B: puntos fijos (Fp).
3) 1 est´ımulo a BL = B + δ: denominado como S
a.
4) 5 est´ımulos cada B: CBaS.
5) 1 est´ımulo a BS = B − δ: representado como Sb.
6) 5 est´ımulos cada B: CBbS.
Despue´s del sexto y u´ltimo paso, se disminuye el valor de B en ∆ ms, de forma
que Bactual = Banterior −∆. A continuacio´n, se repiten de nuevo cada uno de los
seis pasos anteriores, hasta el valor ma´s pequen˜o de B para el que se obtiene una
medida del APD en cada est´ımulo aplicado.
La Figura 3.3 (a) ilustra cada una de las fases que conforman el protocolo
RP. El primer paso esta´ disen˜ado para analizar la respuesta transitoria del APD
cuando la ce´lula se ve sometida a una nueva tasa B de estimulacio´n. Cada una de
las medidas que definen el primer paso del protocolo RP han sido etiquetadas como
CBpD. En el paso 2, se considera que el APD ha alcanzado el estado estacionario.
Por esta razo´n, los diez est´ımulos aplicados son tambie´n conocido como puntos
fijos (Fp), dado que constituyen el estado de equilibrio de la ce´lula. Una vez que
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el APD alcanza el estado estacionario, se aplica un est´ımulo (Sa) a una tasa de
estimulacio´n mayor (B + δ) para perturbar el estado de equilibrio. Seguidamente,
se retoma de nuevo la tasa de estimulacio´n B durante cinco estimulaciones (CBaS).
Una nueva perturbacio´n (B − δ) se introduce en el sistema (Sb), para finalmente
recuperar la tasa de estimulacio´n inicial B durante los siguientes cinco est´ımulos
(CBbS). El u´ltimo dato representado en la figura (S
c), se corresponde con el APD
de la primera estimulacio´n para un nuevo B.
Cada uno de los pasos que definen el protocolo RP esta´ espec´ıficamente di-
sen˜ado para medir distintas propiedades de restitucio´n (Figura 3.3 (b)). Esto es,
las cuatro curvas de restitucio´n definidas anteriormente se obtienen combinando
adecuadamente la informacio´n proporcionada en cada uno de los seis pasos del
protocolo. La curva de restitucio´n CBD se obtiene mediante la aproximacio´n lineal
de los puntos CBpD que conforman el primer paso del protocolo RP. La curva de
restitucio´n CBS tambie´n se calcula mediante regresio´n lineal, en este caso teniendo
en cuenta los puntos Fp, CB
a
S y CB
b
S. La curva de restitucio´n S se aproxima por
una funcio´n exponencial, ajustando los puntos Fp, S
a, Sb y Sc. La curva de resti-
tucio´n dina´mica no puede calcularse para una tasa de estimulacio´n B u´nica, sino
que se obtiene ajustando exponencialmente los puntos Fp, para distintos valores
de B (Figura 3.4 (b), l´ınea punteada).
Protocolo de estimulacio´n aleatoria
Con objeto de validar los resultados proporcionados por el protocolo RP, se
utiliza un protocolo de estimulacio´n alternativo para analizar las propiedades
dina´micas de la curva de restitucio´n del APD [38]. Este procedimiento se basa
en estimular una ce´lula cardiaca de acuerdo a DI aleatorios. La ventaja de este
protocolo es que no asume ningu´n modelo de restitucio´n (lineal o exponencial),
y por tanto proporciona un me´todo para analizar de forma ra´pida y eficiente el
comportamiento dina´mico del APD para un amplio rango de valores del DI. En
este estudio se ha tomado un DI uniformemente distribuido entre 20 y 1000 ms,
es decir, DI ∼ U(20, 1000), de forma que el rango de variacio´n del DI aleatorio y
el obtenido con el protocolo RP coincidan.
3.2.3. Condiciones de simulacio´n
Todas las simulaciones realizadas se han desarrollado en C/C++ y ejecutado
en un PC esta´ndar (3GHz, 2GB RAM). El tiempo de integracio´n utilizado ha sido
∆t = 0.005 ms. El APD ha sido calculado como el intervalo de tiempo desde la
despolarizacio´n hasta un potencial de −70 mV durante la repolarizacio´n, lo que
se corresponde aproximadamente con el APD90.
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Figura 3.4: Dina´mica del APD para una ce´lula WT. (a) Acomodacio´n del APD. Re-
presenta la respuesta transitoria del APD hasta que e´ste alcanza el estado estacionario.
Para cada valor de B, la acomodacio´n del APD sigue una ley de variacio´n exponencial,
y por tanto esta respuesta se puede describir mediante una constante de tiempo τ . (b)
Protocolo RP de una ce´lula WT. El protocolo RP proporciona una imagen global de la
relacio´n dina´mica entre APDn y DIn−1, para cada valor de B considerado.
3.3. Resultados
3.3.1. Protocolo RP de una ce´lula WT
La Figura 3.4 ilustra el resultado de aplicar el protocolo RP sobre una ce´lula
WT. El protocolo comienza con un valor de B0 = 1000 ms, hasta llegar a B = 300
ms, disminuyendo ∆ = 100 ms en cada paso, con δ = 50 ms. La evolucio´n tem-
poral del APD se representa en la Figura 3.4 (a), en la que se aprecia co´mo a
medida que B decrece, la ce´lula responde de manera estable4 1:1. Este patro´n de
respuesta se corresponde con un comportamiento normal, en el que las variaciones
del APD de un est´ımulo al siguiente son despreciables. La representacio´n temporal
del protocolo RP (Figura 3.4 (a)), muestra, adema´s, la fase de acondicionamiento
del APD ante decrementos en B, lo que normalmente se conoce como acomodacio´n
del APD [227]. En los instantes de tiempo en los que se emplea un nuevo valor
de B (l´ıneas punteadas verticales), se produce un cambio abrupto en el APD, a
partir del cual evoluciona lentamente hacia el estado estacionario, hasta que se
aplica una nueva tasa de estimulacio´n. Para mejorar la comprensio´n de la figura,
los puntos CBpD, Fp, CB
a
S y CB
b
S del protocolo RP han sido representados bajo el
mismo formato, que ha sido etiquetado como CBp. Los puntos Sa y Sb tambie´n
esta´n representados en la Figura 3.4 (a), los cuales se corresponden con pequen˜as
perturbaciones del estado de equilibrio. Como es de esperar en una ce´lula WT,
estas pequen˜as perturbaciones apenas alteran el valor del APD.
4La notacio´n n:k indica que, de cada n est´ımulos aplicados se obtienen k respuestas. As´ı, una
actividad 1:1 indica un comportamiento normal, puesto que por cada est´ımulo aplicado la ce´lula
responde con un potencial de accio´n.
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Figura 3.5: Dina´mica del APD para una ce´lula MT heterocigo´tica. (a) La acomodacio´n
del APD refleja alternancias en el intervalo B = 800 − 700 ms. (b) Protocolo RP de
una ce´lula MT heterocigo´tica. Los valores de APDn y DIn−1 para los que se producen
alternancias han sido representados como puntos aislados, puesto que no puede trazarse
ninguna curva de restitucio´n que se ajuste a esa variacio´n.
Como se puede apreciar en la Figura 3.4 (a), el valor del APD en estado es-
tacionario disminuye a medida que el valor de B tambie´n disminuye. Este efecto
dina´mico de APD se conoce como restitucio´n. As´ı, es posible estudiar las propie-
dades de restitucio´n para cada valor de B a partir de una representacio´n como
la mostrada en la Figura 3.3 (b). Gracias a esta representacio´n, tal y como se
muestra en la Figura 3.4 (b), el protocolo RP proporciona una imagen completa
de las variaciones del APD para distintos valores de B. Esto es, las caracter´ısticas
dina´micas del APD para cada valor individual de B esta´n caracterizadas por las
curvas de restitucio´n CB (CBS y CBD) y S, mientras que los valores del APD en
estado estacionario para distintos valores de B se describen por medio de la curva
de restitucio´n D.
3.3.2. Protocolo RP de una ce´lula MT
Un resultado muy distinto se obtiene al aplicar el protocolo RP sobre una ce´lula
∆KPQ MT. Las caracter´ısticas dina´micas de una ce´lula heterocigo´tica (α = 0.5)
esta´n representadas en la Figura 3.5, en la cual se han utilizado los mismos para´me-
tros de simulacio´n que en el caso WT (B0 = 1000 ms, ∆ = 100 ms y δ = 50 ms).
La variacio´n temporal del APD esta´ dibujada en la Figura 3.5 (a). Existen dos re-
giones claramente identificables en las que la ce´lula MT se comporta normalmente,
es decir, responde de manera estable 1:1. Sin embargo, para el intervalo de tasas
de estimulacio´n comprendido entre B = 800− 700 ms, el APD no responde de
manera estable, sino que oscila latido a latido. Es ma´s, al contrario que sucede
con las ce´lulas WT, pequen˜as variaciones en la tasa de estimulacio´n B, afectan
profundamente al valor del APD, tal y como se observa en los puntos Sa y Sb para
B = 700 ms.
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Figura 3.6: Secuencia de potenciales de accio´n de una ce´lula MT heterocigo´tica medidos
en distintos instantes de tiempo. (a) Antes de que la alternancia en el APD tenga lugar
(B = 900 ms). (b) Durante la presencia de alternancia (B = 800 ms). (c) Despue´s de
que se haya producido la alternancia (B = 600 ms).
La alternancia en el APD tambie´n se refleja en el protocolo RP (Figura 3.5 (b)).
Tal es as´ı, que existen valores del APD para los cuales las curvas de restitucio´n CB
y S no se ajustan a una ley de variacio´n lineal o exponencial, respectivamente. Este
comportamiento inestable tiene lugar en un estrecho rango de tasas de estimulacio´n
(B = 800 − 700 ms), o de forma equivalente, en un estrecho rango de valores
relativamente elevados del DI (DI ≃ 430− 600 ms). En este intervalo, el APD
no alcanza en ningu´n momento el estado estacionario, sino que alterna entre un
rango de valores discretos. Para valores de B por debajo de 700 ms, la alternancia
desaparece, y se retoma de nuevo el comportamiento estable 1:1. La Figura 3.6
muestra algunos ejemplos de la variacio´n latido a latido del potencial de accio´n para
distintos valores de B. Como puede observarse, la presencia de EADs inestables
rompe el equilibrio entre el APD y el DI precedente, y consecuentemente, el APD
nunca alcanza el estado estacionario, lo que provoca la alternancia en el APD
(Figura 3.6 (b)). En aquellas tasas de estimulacio´n B para las cuales no se producen
EADs (B = 600 hasta 300 ms), o se tienen EADs estables (B = 1000 y 900 ms),
no se produce alternancia en el APD (Figura 3.6 (a) y (c)).
En el caso de una ce´lula ∆KPQ homocigo´tica (α = 1.0), comparado con un
ce´lula heterocigo´tica, la alternancia en el APD se produce en un rango ma´s amplio
de frecuencias de estimulacio´n (Figura 3.7 (a)). En este ejemplo, so´lo se muestra la
acomodacio´n del APD, dado que el APD alterna para todos los valores de B y por
tanto ninguna curva de restitucio´n puede extraerse de los datos. Las simulaciones
se han realizado con los siguientes valores: B0 = 1200 ms, ∆ = 100 ms, y δ = 50
ms. Como se aprecia en la Figura 3.7 (a), no existe un comportamiento estable
del APD hasta que alcanza una respuesta 1:1 para B = 300 ms. Cabe mencionar
que el potencial de accio´n de una ce´lula MT homocigo´tica presenta EADs severas
(Figura 3.7 (b)), lo que indica que cuanto mayor sea el nu´mero de oscilaciones
producidas por las EADs, ma´s inestable es el APD.
Hemos comprobado que nuestros resultados no dependen de los valores de B0
y ∆. Se han utilizado valores de prueba para B0 comprendidos en el intervalo
B0 ± 200 ms, con respecto al valor B0 original (es decir, B0 = 1000 ms, para una
3.3 Resultados 75
100 200 300 400 500 600 700
100
200
300
400
500
600
700
time (s)
AP
D
 (m
s)
 
 
CB p
S a
Sb
B0=1200 B=1000 B=300
221 222 223 224 225 226 227 228 229 230
−80
−60
−40
−20
0
20
40
time (s)
V 
(m
v)
(a) (b)
Figura 3.7: Dina´mica del APD para una ce´lula MT homocogo´tica. (a) La acomodacio´n
del APD revela oscilaciones abruptas en el valor del APD, las cuales esta´ correladas con
la presencia de EADs. (b) Secuencia de potenciales de accio´n en los que se aprecia la
alternancia en el APD (B = 1000 ms).
ce´lula heterocigo´tica). Han sido analizados tambie´n valores de ∆ desde ∆ = 10 ms
hasta ∆ = 500 ms. Variaciones simulta´neas de B0 y ∆ tampoco afectaron a los
resultados. Por u´ltimo, tambie´n se investigo´ el efecto de la variacio´n del tiempo
de estimulacio´n durante el primer paso del protocolo RP, para el que se utilizo´ un
valor de prueba de 120 s. De nuevo, en este caso, las propiedades dina´micas del
APD no se vieron alteradas con respecto a los resultados precedentes.
3.3.3. Protocolo de estimulacio´n aleatoria de una ce´lula
MT
Hemos validado los resultados obtenidos con el protocolo RP mediante la uti-
lizacio´n del protocolo de estimulacio´n aleatoria introducido en la seccio´n de Me´to-
dos [38]. Concretamente se han examinado las caracter´ısticas dina´micas del APD
de ce´lulas ∆KPQ MT (heterocigo´ticas y homocigo´ticas) estimulando segu´n DIs
aleatorios. La Figura 3.8 (a) muestra la curva de restitucio´n del APD de una ce´lu-
la heterocigo´tica estimulada durante 20 min. de acuerdo a un DI uniformemente
distribuido entre 20 y 100 ms: DI∼ U(20, 1000)). En concordancia con la Figura
3.5 (b), la alternancia en el APD se produce en el intervalo de valores del DI
comprendido entre DI ≃ 400− 600 ms, en los cuales las EADs se manifiestan de
forma intermitente. Cabe destacar que el APD se distribuye en dos regiones dis-
juntas (tal y como se refleja en la Figura 3.5 (b)), hecho que pone de manifiesto
el comportamiento transitorio del APD en un estrecho rango de valores del DI.
En el caso de una ce´lula MT homocigo´tica estimulada durante 20 min. tomando
DI∼ U(20, 1000), se produce un incremento tanto en el nu´mero de regiones de
transicio´n, como en el nu´mero de agrupamientos del APD (Figura 3.8 (b)). Desde
el punto de vista de la distribucio´n del APD, destaca el parecido entre la figura
que representa la acomodacio´n del APD (Figura 3.7 (a)), y la curva de restitu-
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Figura 3.8: Curvas de restitucio´n obtenidas mediante el protocolo de estimulacio´n alea-
toria. Cada impulso de estimulacio´n se aplica con un DI aleatorio (DIn−1), que genera
un potencial de accio´n con un APD (APDn). La curva de restitucio´n surge al represen-
tar el par (APDn, DIn−1) para cada est´ımulo aplicado. (a) Curva de restitucio´n de una
ce´lula MT heterocigo´tica. El APD se distribuye en dos regiones distintas. (b) Curva de
restitucio´n de una ce´lula MT homocigo´tica. La severidad de las EADs caracter´ıstica de
este tipo de ce´lulas aumentan el nu´mero de regiones en las que se distribuye el APD.
cio´n (Figura 3.8 (b)), donde se puede observar co´mo en ambos casos el APD se
concentra en torno a los 300, 420, 550 y 650 ms aproximadamente.
Para caracterizar cualitativamente la distribucio´n del APD en las curvas de
restitucio´n obtenidas segu´n el protocolo de estimulacio´n aleatoria, se calcularon
histogramas normalizados del APD (Figura 3.9). Como era de esperar en una
ce´lula heterocigo´tica, el APD se distribuye en dos regiones (Figura 3.9 (a)). La
figura evidencia una alta concentracio´n de valores del APD en torno a 300 ms,
que se corresponden con la saturacio´n de la curva de restitucio´n del APD para
valores elevados del DI. La otra regio´n, distribuida en un rango de valores ma´s
grande, contiene los valores del APD correspondientes a la fase creciente de una
curva de restitucio´n esta´ndar. Esta separacio´n tan marcada entre regiones sugiere
que, a medida que el DI aumenta (partiendo de valores pequen˜os), o de forma
equivalente, a medida que el DI decrece (desde valores elevados), la presencia de
EADs crea una transicio´n en la cual el APD nunca se estabiliza, lo que desemboca
en la alternancia del APD. En el caso de una ce´lula MT homocigo´tica (Figura
3.9 (b)), el APD correspondiente a la curva de restitucio´n esta´ndar se produce
para valores del DI por debajo de 100 ms. Como se comento´ anteriomente, el
nu´mero de regiones en las que se produce la alternancia del APD esta´ relacionado
con el grado de severidad de las EADs. Esto es, EADs con un alto grado de
oscilaciones presentes en el potencial de accio´n, dan lugar a EADs inestables en
un rango ma´s amplio de DIs. Una caracter´ıstica interesante de los histogramas
del APD es la ausencia de valores del APD entre las distintas regiones. Ser´ıa de
esperar que, cuando se utiliza un protocolo de estimulacio´n aleatoria, se obtenga
una curva de restitucio´n continua. No obstante, la presencia de EADs limita los
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Figura 3.9: Histogramas de la distribucio´n del APD. (a) El APD de una ce´lula MT
heterocigo´tica se distribuye en dos regiones distintas, y cubre un rango de valores del
APD comprendidos entre los 100 y los 350 ms, aproximadamente. (b) En una ce´lula MT
homocigo´tica, hay cinco distribuciones en el APD, cuyos valores var´ıan desde los 100 a
los 750 ms, manifestando una prolongacio´n del potencial de accio´n excesiva debido a las
EADs.
valores permisibles del APD. Es decir, cuando el potencial de accio´n presenta
EADs, solamente grandes variaciones en el DI tendra´n efecto en el siguiente APD,
puesto que es necesario variar considerablemente el DI para disminuir el nu´mero de
oscilaciones (EADs) que afectan al potencial de accio´n, y de esta forma, disminuir
a su vez el APD.
3.3.4. Dina´mica de la alternancia
En la simulaciones precedentes se ha demostrado que la mutacio´n ∆KPQ pro-
mueve la generacio´n de alternancia en el APD en un estrecho rango de frecuencias
de estimulacio´n. El marco habitual para analizar al alternancia en el APD es la
disciplina de la Dina´mica no Lineal [118]. Basados en esta teor´ıa, junto con la
aportacio´n de simulaciones por ordenador y estudios experimentales, muchos in-
vestigadores han analizado las condiciones para predecir la alternancia en el APD
(ve´ase [199] para una revisio´n en profundidad). Si bien varios tipos de ce´lulas
cardiacas (fibras de Purkinje [36], miocitos [223], y ce´lulas del nodo-SA [145]) y
especies animales (oveja [36], cobaya [164], conejo [91], rana toro [117]) han de-
mostrado producir alternancia en el APD durante estimulacio´n a alta frecuencia,
e´sta nunca ha sido encontrada, no obstante, en un estrecho rango de frecuencias.
En este cap´ıtulo se ha utilizado la Dina´mica no lineal para evaluar la estabili-
dad tanto de la acomodacio´n como de la dina´mica del APD, mediante el ana´lisis
de una ce´lula MT heterocigo´tica. La acomodacio´n del APD, tal y como se pre-
sento´ anteriormente, se refiere al decaimiento exponencial de los valores del APD
hasta alcanzar el estado estacionario. Este feno´meno constituye un proceso de-
pendiente del tiempo, el cual puede ser aproximado por la siguiente ecuacio´n en
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Figura 3.10: Dina´mica no-lineal de una ce´lula MT heterocigo´tica. (a) Mapa de Poin-
care´. Patrones sime´tricos representan periodos c´ıclicos, mientras que patrones aperio´di-
cos esta´n considerados como elementos cao´ticos. (b) Diagrama de bifurcacio´n. Para cada
B, so´lo se ha considerado el valor del APD en estado estacionario (puntos Fp del pro-
tocolo RP).
diferencias [118]:
APDn = F (APDn−1) (3.6)
donde F es una funcio´n desconocida no lineal que relaciona el valor de APDn con
APDn−1. Puesto que F es desconocida, las propiedades dina´micas de la solucio´n
se deducen de los valores de la serie temporal descrita por APDn. Entre otras,
el nu´mero de estados estacionarios y la presencia de bifurcaciones son algunos
ejemplos de tales propiedades dina´micas. El estado estacionario APD∗ es el valor
del APD para el cual APDn = APDn−1 = APD
∗, o
APD∗ = F (APD∗) (3.7)
La representacio´n de los valores APDn con respecto a APDn−1 (Fig. 3.10 (a)),
ilustra gra´ficamente la Ecuacio´n (3.6), y define el denominado mapa de Poin-
care´. Como se establece en (3.7), los puntos estables caera´n sobre la recta
APDn = APDn−1. Otra opcio´n factible es que los puntos de la serie temporal
se situ´en sime´tricamente con respecto a la recta APDn = APDn−1. En este caso,
dichos puntos se corresponden con ciclos de periodo p (como sucede en algunos
casos para B = 700 ms), los cuales se definen como
APDn+p = APDn (3.8)
con APDn+i 6= APDn para i = 1, . . . , p − 1. Aquellos puntos que no muestran
ninguna estructura en el mapa de Poincare´ se consideran patrones aleatorios (como
el conjunto de APD medidos a B = 800 ms).
Tal y como se ha demostrado a lo largo de este estudio, la estabilidad local del
APD depende de la tasa de estimulacio´n, o lo que es lo mismo, de la frecuencia.
Aquellos valores de frecuencia para los cuales la estabilidad del estado estacionario
3.4 Discusio´n y Conclusiones 79
cambia, se conoce como punto de bifurcacio´n. Un ejemplo t´ıpico de bifurcacio´n es
la bifurcacio´n de periodo doble, en la cual la variacio´n de un para´metro del sistema
(frecuencia en este caso) provoca que un ciclo estable de periodo p se desestabilice y
de´ lugar a un nuevo ciclo estable de periodo 2p. Cabe mencionar que en este estudio
se produce una bifurcacio´n en el APD en un rango de frecuencias de estimulacio´n.
La Figura 3.9 (b) muestra el diagrama de bifurcacio´n obtenido a partir de los datos
proporcionados por el protocolo RP aplicado sobre una ce´lula heterocigo´tica. Con
objeto de examinar de forma exhaustiva la regio´n de intere´s (B = 800− 700 ms),
se utilizo´ una estimulacio´n de larga duracio´n para cada B, junto con valores de
∆ pequen˜os: B0 = 900 ms, ∆ = 10 ms, y δ = 0 ms, estimulando durante 120 s
durante el primer paso del protocolo RP. El rango de frecuencias para el cual se
encontro´ la bifurcacio´n comprende aproximadamente f ≃ 1.1− 1.4 Hz. Hay que
destacar tambie´n que bifurcaciones de periodo doble no pueden visualizarse de
forma correcta, dado que requieren decrementos en B muy pequen˜os.
3.4. Discusio´n y Conclusiones
En el presente cap´ıtulo se ha analizado el comportamiento dina´mico de ce´lulas
WT y ce´lulas ∆KPQ MT mediante la utilizacio´n de un modelo Markoviano del
s´ındrome ∆KPQ-LQT3 sometido al protocolo de estimulacio´n RP. El ana´lisis de
las propiedades dina´micas del APD (curvas de restitucio´n del APD y acomodacio´n
del APD), ha permitido identificar alternancia en el APD en ce´lulas MT para un
estrecho rango de frecuencias de estimulacio´n. Concretamente, se ha encontrado
que el feno´meno de alternancia en el APD se produce en DIs (o de forma equiva-
lente, en frecuencias de estimulacio´n) para los que las EADs esta´n presentes. La
presencia de EADs, sin embargo, no es condicio´n suficiente para la generacio´n de
alternancia en el APD, dado que para tasas de estimulacio´n elevadas (B > 900
ms) se observan EADs estables sin alternancia. Sin embargo, en frecuencias de
estimulacio´n para las que las EADs no se estabilizan, se producen irregularida-
des en el DI, lo que da lugar a una presencia irregular de EADs, que en u´ltima
instancia introduce variaciones latido a latido en el APD. Es ma´s, el grado de
severidad de las EADs es un factor importante en la ocurrencia de la alternancia,
dado que EADs severas producen alternancia en el APD en un amplio intervalo
de frecuencias de estimulacio´n.
Estos resultados se han confirmado mediante el empleo de un protocolo de
estimulacio´n alternativo, basado en la aplicacio´n de de est´ımulos con un retraso
distribuido aleatoriamente. La propiedad aleatoria de este protocolo de estimula-
cio´n resulta adecuada para estudiar la dina´mica de la restitucio´n del APD, puesto
que no padece las limitaciones intr´ınsecas de adquisicio´n de las curvas de restitu-
cio´n esta´ndar (CB, S y D) [38]. Los resultados mostrados por los dos protocolos
de estimulacio´n fueron ide´nticos, confirmando as´ı consistencia en nuestros resul-
tados. La similaridad en las prestaciones de ambos protocolos pone de manifiesto
la independencia de los para´metros del protocolo RP (B0,∆ y δ) con respecto a
los resultados, y demostrando que la aparicio´n de alternancia en el APD en es-
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te modelo ∆KPQ-LQT3 no depende de la historia en la estimulacio´n, sino de la
frecuencia de estimulacio´n exclusivamente.
La alternancia en la repolarizacio´n es un feno´meno bien conocido que se refleja
en el ECG, y que se caracteriza por una alternancia latido a latido en la morfolog´ıa,
amplitud y/o polaridad de la onda T. Este feno´meno ha sido identificado en el
LQTS conge´nito, y constituye un factor progno´stico importante, puesto que se
observa habitualmente precediendo a episodios de torsades de pointes [197, 238].
Aunque no se conocen de forma precisa los mecanismos io´nicos involucrados en la
alternancia de la repolarizacio´n, la alternancia en el APD puede jugar fundamental
en la generacio´n de este feno´meno [163,225]. Desde el punto de vista experimental,
la alternancia en el APD ha sido observada bajo las siguientes condiciones: en
estimulacio´n ra´pida, ante cambios abruptos en la frecuencia de estimulacio´n (lo que
genera alternancia transitoria), y en bajas frecuencias de estimulacio´n en corazones
isque´micos [199]. Sin embargo, en el LQT3, la alternancia en el APD, las EADs
y los episodios de torsades de pointes tienen lugar bajo ritmos cardiacos lentos,
que pueden estar o no seguidos de una pausa ma´s o menos prolongada [131].
Nuestros resultados predicen el acontecimiento de la alternancia en el APD y las
EADs para ritmos cardiacos lentos, y por tanto, proporcionan un enlace con los
mecanismos potenciales involucrados en la generacio´n de arritmias en el LQT3, las
cuales se desarrollan normalmente en condiciones de bradicardia. Una consecuencia
interesante de nuestro modelo es la aparicio´n de una ventana de vulnerabilidad
de frecuencias de estimulacio´n, bajo la cual las EADs y la alternancia del APD
parece enfatizarse. Un comportamiento parecido ha sido publicado en un modelo
de alternancia en el APD [163]. Por el contrario, modelos de LQT3 farmacolo´gicos
basados en el incremento de la corriente tard´ıa de sodio por medio de la toxina
ATX-II, muestran alternancia en el APD ante incrementos abruptos en la tasa
de estimulacio´n [75], en los que no se aprecia la contribucio´n de una ventana de
vulnerabilidad. Desde el punto de vista cl´ınico, la presencia de alternancia en la
onda T y de arritmias ventriculares dentro de una ventana de frecuencias cardiacas
en pacientes con LQT3 no ha sido explorado exhaustivamente.
La alternancia en el APD tambie´n ha sido estudiada bajo condiciones de si-
mulacio´n mediante modelos matema´ticos. En este escenario, la alternancia en el
APD se ha observado en dos situaciones: (a) en estimulacio´n ra´pida, cuando cuan-
do se modifica adecuadamente las propiedades io´nicas del modelo, y (b) cuando
la pendiente de la curva de restitucio´n supera la unidad (lo que se ha denominado
la hipo´tesis de restitucio´n) [199]. No obstante, recientes experimentos han demos-
trado que la pendiente de la curva de restitucio´n no predice la alternancia del
APD en ciertos casos [140,170]. La hipo´tesis de la restitucio´n no es va´lida, puesto
que depende de la curva de restitucio´n utilizada, debido a la presencia de efecto
de memoria. Por tanto, ser´ıan necesarios ma´s grados de libertad para analizar el
comportamiento de la alternancia. Para solventar esta situacio´n, se ha propuesto
la utilizacio´n de modelos simplificados que relacionan el APD actual, con el APD
y el DI precedentes [37, 77, 213, 223], y as´ı predecir la aparicio´n de alternancia en
el APD. Estos modelos han tratado de encontrar las condiciones bajo las cuales
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sucede la alternancia, y para ello se han basado en el ana´lisis de la historia dina´mi-
ca de la restitucio´n del APD, es decir, la relacio´n entre el APD actual y los DIs
y APDs precedentes. En nuestro trabajo, sin embargo, la alternancia se predice
mediante un estudio dina´mico del modelo ∆KPQ-LQT3. Este estudio se basa en
dos protocolos de estimulacio´n que (intencionalmente e intr´ınsecamente) incorpo-
ran la historia del APD. En nuestros resultados se obtuvo que, en presencia de
EADs que dan lugar a alternancia en el APD, no se puede trazar una curva de
restitucio´n, y como consecuencia, la prediccio´n de la generacio´n de alternancia no
tiene que recaer exclusivamente en la pendiente de la curva de restitucio´n.
Los mecanismos io´nicos subyacentes a la generacio´n de la alternancia en el
APD no son del todo conocidos. Por un lado, se sabe que las concentraciones intra
y extracelular son las responsables de la memoria de las ce´lulas cardiacas [104].
Por otro lado, la alternancia en el APD parece producirse principalemente por la
corriente de calcio ICa [83, 130, 170], junto con el efecto modulador producido por
el incremento de las corrientes Ik1, Ikr y Iks [78]. En el presente estudio, sin embar-
go, la alternancia en el APD tiene lugar en presencia de EADs asociadas con un
comportamiento anormal de la corriente de sodio INa. El efecto de la corriente de
sodio en la generacio´n de EADs ha sido descrito previamente. El aumento en INa
producir´ıa una corriente entrante adicional que prolongar´ıa el APD, retardando
as´ı la repolarizacio´n, y promoviendo la reactivacio´n de algunos canales de sodio,
lo que generar´ıa una corriente INa relativamente grande, que podr´ıa invertir la
corriente transmembrana neta para iniciar oscilaciones en el potencial de accio´n
(EADs) [75]. Nuestro ana´lisis dina´mico del modelo ∆KPQ-LQT3 confirma la apa-
ricio´n de alternancia en el APD para bajas frecuencias de estimulacio´n debido a la
alteracio´n de INa, lo que sugiere que ni la curva de restitucio´n ni la dina´mica del
calcio son factores cruciales en la generacio´n de alternancia en el LQT3. Es ma´s,
en nuestro estudio, la alternancia en el APD se produce por EADs intermitentes,
un mecanismo poco comu´n que ha sido publicado recientemente por Fabritz et
al. [70]. EADs alternantes en ritmos cardiacos lentos podr´ıa explicar la alternancia
en el intervalo QT macrosco´pico visto en pacientes con LQT3 y la generacio´n de
torsades de pointes cuando el cara´cter heteroge´neo del miocardio es an˜adido al
modelo [75].
Hay que tener en cuenta las limitaciones de este estudio. En primer lugar, la
utilizacio´n de un modelo simplificado de potencial de accio´n puede no preproducir
de forma exacta los complejos procesos electrofisiolo´gicos que tienen lugar en un
miocito. En segundo lugar, el estudio se ha centrado exclusivamente en el compor-
tamiento dina´mico de una ce´lula cardiaca aislada, y por tanto, no se ha tenido en
cuenta la relacio´n entre las ce´lulas epica´rdicas, endoca´rdicas y mioca´rdicas, cada
una de ellas con propiedades espec´ıficas distintas. Por u´ltimo, la escasez de datos
cl´ınicos y experimentales que confirmen la validez de nuestro modelo limita su
aplicabilidad con respecto al comportamiento del corazo´n en el LQT3.
Nuestras simulaciones demuestran que el ana´lisis dina´mico a nivel celular me-
diante simulaciones por ordenador constituye una aproximacio´n acertada para
enlazar defectos moleculares con los mecanismos de arritmias dependientes de la
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frecuencia. Hemos encontrado tambie´n que un potencial mecanismo de generacio´n
de arritmias en el LQT3 no puede ser exclusivamente atribuido a las EADs o a la
alternancia en el APD, sino a una contribucio´n de los dos factores. En esta l´ınea
de investigacio´n, ser´ıa interesante estudiar la dependencia entre las EADs y la al-
ternancia en el APD. La extensio´n del modelo celular aqu´ı propuesto, a un modelo
unidimensional o bidimensional de tejido cardiaco nos permitir´ıa analizar en pro-
fundidad los mecanismos de las arritmias cardiacas desde el punto de vista de las
EADs y la alternancia espacial del APD discordante [91]. Finalmente, la prediccio´n
del ana´lisis teo´rico aqu´ı presentado puede validarse mediante ce´lulas cardiacas que
expresen tanto la mutacio´n ∆KPQ, como otras mutaciones relevantes al LQTS.
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Cap´ıtulo 4
Reconstruccio´n de la actividad
ele´ctrica cardiaca
En el presente cap´ıtulo se evalu´a la utilidad de los algoritmos SVM para pro-
blemas de estimacio´n en la resolucio´n de un caso particular del problema inverso
en electrocardiograf´ıa, consistente en deducir la distribucio´n de corriente ele´ctrica
sobre la superficie endoca´rdica del corazo´n a partir de medidas intracavitarias re-
gistradas con cate´teres. El problema inverso en electrocardiograf´ıa esta´ altamente
mal condicionado, y por ello, se hace necesario la utilizacio´n de herramientas de
regularizacio´n. En esta l´ınea de investigacio´n, diversas te´cnicas han sido explora-
das en la literatura, mostrando en todos los casos un alcance limitado. Teniendo en
cuenta la robustez de la formulacio´n SVM frente a problemas mal condicionados, se
propone el empleo de algoritmos SVM como me´todo alternativo de regularizacio´n.
Concretamente, se han desarrollado cuatro algoritmos SVM, cuya formulacio´n ha
sido espec´ıficamente adaptada para solventar las limitaciones derivadas del mal
condicionamiento presente en esta aplicacio´n. Tres de los algoritmos se emplean
para reconstruir la distribucio´n de corriente transmembrana (actividad ele´ctrica
cardiaca), mientras que el cuarto esta´ formulado para estimar la secuencia de acti-
vacio´n cardiaca (instantes de despolarizacio´n). Las prestaciones de los algoritmos
propuestos han sido evaluadas mediante ejemplos sinte´ticos sencillos y mediante
simulaciones realistas, haciendo uso, en todos los casos, de un modelo simplificado
de tejido cardiaco y de un modelo de captacio´n ele´ctrica (modelo de EGM). El es-
tudio presentado en este cap´ıtulo establece una relacio´n entre el sustrato cardiaco
(sano o arr´ıtmico) y las medidas realizadas con electrodos, y constituye un a´rea
de investigacio´n de gran intere´s electrofisiolo´gico. El marco conceptual de los ele-
mentos sobre electrofisiolog´ıa y bioelectromagnetismo aqu´ı manejados se apoyan
sobre los conceptos previamente presentados en el Cap´ıtulo 2.
4.1. Introduccio´n
La electrofisiolog´ıa cardiaca es la disciplina de la cardiolog´ıa dedicada al estu-
dio y tratamiento de los trastornos en la actividad ele´ctrica del corazo´n a trave´s
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de me´todos no invasivos (tales como el Holter o la prueba de esfuerzo), o a trave´s
de me´todos invasivos por medio de cateterismo. La realizacio´n de estudios elec-
trofisiolo´gicos invasivos se recomienda en pacientes con s´ıntomas de alteraciones
arr´ıtmicas que puedan desembocar en muerte su´bita cardiaca. En estos procedi-
mientos, se analiza la actividad ele´ctrica cardiaca mediante la realizacio´n de un
mapeo endoca´rdico, esto es, la reconstruccio´n de la secuencia de acontecimientos
ele´ctricos que tienen lugar sobre la superficie interna de las cavidades del corazo´n.
Mediante esta informacio´n, es posible localizar el origen del trastorno ele´ctrico sub-
yacente a la arritmia cardiaca y determinar sus mecanismos, permitiendo de esta
manera realizar un diagno´stico y tratamiento adecuado. La localizacio´n correcta
de las fuentes arritmoge´nicas es crucial para asegurar el e´xito del tratamiento por
ablacio´n cardiaca.
En el mapeo endoca´rdico convencional, el especialista desplaza un conjunto
de electro-cate´teres (sensores) sobre la superficie interior de la pared mioca´rdica
del corazo´n, registrando los potenciales intracavitarios (EGMs) en distintas loca-
lizaciones [132]. Mediante este procedimiento, el electrofisio´logo se construye una
“imagen mental” del proceso de activacio´n de la cavidad cardiaca, y con ello, de-
termina el origen de la arritmia. Este proceso, sin embargo, utiliza un nu´mero
limitado de registros, y requiere un tiempo de realizacio´n elevado. Adema´s, el ma-
peo se lleva a cabo durante varios ciclos cardiacos, sin tener en cuenta la posible
variabilidad de los patrones de activacio´n de un ciclo al siguiente [116].
En los u´ltimos an˜os, han surgido los Sistemas de Navegacio´n Cardiaca (SNC,
ve´ase Seccio´n 1.3.2) como soporte al mapeo cardiaco convencional. Hoy en d´ıa,
estos sistemas se utilizan de forma rutinaria en los procedimientos electrofisiolo´gi-
cos actuales y constituyen una herramienta pra´cticamente imprescindible para el
especialista. Mediante un sistema de localizacio´n, se detecta la posicio´n precisa de
un electro-cate´ter situado en el interior del corazo´n. Desplazando dicho cate´ter por
las paredes de una cavidad cardiaca de forma secuencial, se registran simulta´nea-
mente la posicio´n y el EGM asociado a cada punto de exploracio´n, obtenie´ndose
de esta forma un mapa virtual tridimensional de la cavidad bajo estudio. En es-
ta imagen tridimensional se representa la informacio´n electrofisiolo´gica relevante,
como mapas de instantes de activacio´n, mapas de propagacio´n o mapas de vol-
taje [214] (Figura 4.1). La cartograf´ıa electroanato´mica es de gran ayuda en el
reconocimiento del mecanismo preciso de la arritmia y permite su tratamiento
efectivo por medio de la ablacio´n cardiaca. Muy recientemente, se ha incorpora-
do a estos sistemas la posibilidad de generar una imagen anato´mica previa de la
cavidad de intere´s mediante resonancia, y an˜adir esta informacio´n anato´mica al
mapa ele´ctrico del sistema de navegacio´n, aumentando su precisio´n y facilitando
el direccionamiento espacial del cate´ter [132,214]. La utilizacio´n de los SNC tiene,
sin embargo, algunas limitaciones. En primer lugar, los SNC siguen requiriendo
un muestreo secuencial de la actividad ele´ctrica, y por tanto su utilizacio´n se en-
cuentra muy restringida en casos de arritmias hemodina´micamente inestables o
no sostenidas. En segundo lugar, se desconoce el nu´mero de puntos necesarios de
registro para deducir de forma fiable el mecanismo de la arritmia. En tercer lugar,
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Figura 4.1: Ima´genes obtenidas durante estudios electrofisiolo´gicos mediante el sistema
de navegacio´n CARTO XPTM . El panel izquierdo representa el mapa de voltaje de un
paciente con flu´ter auricular. Los puntos rojos superpuestos sobre el mapa de voltaje
muestran cada una de las aplicaciones del cate´ter de radiofrecuencia en la realizacio´n
de la ablacio´n. El panel derecho muestra el mapa de activacio´n del ventr´ıculo izquierdo
durante TV isque´mica. La regiones marcadas en colores ca´lidos, indican las zonas ma´s
precoces en la activacio´n cardiaca. Las regiones grisa´ceas delimitan el tejido cardiaco
isque´mico.
no existe tampoco un me´todo reglado que permita orientar el cate´ter hacia las
zonas de mayor intere´s para el diagno´stico de la arritmia. Este problema puede
prolongar el tiempo de la exploracio´n, ya que a menudo se pierde tiempo en regis-
trar puntos innecesarios y, por el contrario, pueden pasarse por alto a´reas en las
que el registro ele´ctrico es importante.
Para solventar las limitaciones de las te´cnicas de mapeo punto a punto secuen-
cial, se han desarrollado me´todos alternativos tales como los sistemas endoca´rdicos
multielectrodo (SEM) o los Sistemas de Navegacio´n Instanta´neos (SNI). Por un la-
do, los SEM utilizan un array de electrodos compuesto por ocho brazos meta´licos
equidistantes que proporciona un total de 64 registros unipolares o 32 registros
bipolares [113]. Una vez introducido en la cavidad correspondiente, se expande
el cate´ter de forma que los electrodos se encuentren en contacto directo con la
superficie endoca´rdica. Con ello, este sistema de mapeo permite registrar de for-
ma simulta´nea la actividad ele´ctrica en mu´ltiples localizaciones y as´ı reconstruir
ra´pidamente mapas de activacio´n. El limitado nu´mero de electrodos en el cate´ter
restringe la resolucio´n espacial (de aproximadamente 1 cm entre electrodos situa-
dos en el mismo brazo y ≥ 1 m entre electrodos de distintos brazos ), la cual no es,
en general, suficiente para localizar el origen de la arritmia en procesos de abla-
cio´n [194]. Adema´s, para conseguir una buena reconstruccio´n ele´ctrica, es necesario
un buen contacto de los electrodos con la irregular superficie endoca´rdica, lo que
en ocasiones (dado que el disen˜o del cate´ter no es espec´ıfico para las dimensiones
de la cavidad del paciente), no es una tarea sencilla.
Por otro lado, los SNI (EnSite 3000r, Endocardial Solutions Inc.) han sido
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Figura 4.2: Mapa isopotencial de la aur´ıcula derecha de un paciente con flu´ter auricular
obtenido mediante el SNI Ensite 3000r. Para realizar el mapeo, se recorre la cavidad
cardiaca bajo estudio con un cate´ter convencional, registrando su posicio´n (coordenadas)
en distintos puntos de la superficie interna del corazo´n. A partir de estas coordenadas se
construye un modelo virtual tridimensional de la geometr´ıa del endocardio del paciente.
As´ı, conocida la posicio´n del cate´ter multielectrodo, y la coordenadas de la superficie
endoca´rdica, se calculan los EGMs en todos los puntos del modelo tridimensional, los
cuales contienen la informacio´n electrofisiolo´gica de intere´s.
propuestos recientemente [166]. Mediante los SNI es posible construir una imagen
instanta´nea de la actividad ele´ctrica endoca´rdica a partir de los potenciales ele´ctri-
cos registrados a distancia por una cate´ter multielectrodo situado en el interior de
la cavidad cardiaca deseada [166, 206] (Figura 4.2). Los SNI esta´n basados en la
resolucio´n del problema inverso en electrocardiograf´ıa, el cual consiste en estimar
las fuentes ele´ctricas1 endoca´rdicas o epica´rdicas a partir de un nu´mero limitado de
medidas (potenciales ele´ctricos) remotas [86]. A pesar de los esfuerzos realizados
por diversos grupos de investigacio´n, as´ı como por casas comerciales americanas,
los sistemas actuales ofrecen una exactitud limitada para los requisitos de los es-
pecialistas, por lo que el mapeo instanta´neo no ha podido desbancar en la pra´ctica
cl´ınica a los sistemas de mapeo secuencial.
El alcance limitado de las soluciones al problema inverso esta´ determinado por
propia la idiosincrasia del problema, dado que e´ste se constituye como un problema
mal condicionado, principalmente por dos motivos: (1) el limitado nu´mero de ob-
servaciones disponibles en comparacio´n con la complejidad de la fuente cardiaca, y
(2) la atenuacio´n del potencial ele´ctrico al atravesar el volumen conductor corres-
pondiente al interior del corazo´n (en el problema inverso endoca´rdico), o al torso
1La corriente ele´ctrica generada en las ce´lulas cardiacas se propaga por los tejidos circun-
dantes. Las corrientes no conservativas (Ji) producidas durante los procesos electroqu´ımicos que
tienen lugar en los miocitos son el origen de esta actividad ele´ctrica, y se conocen como fuentes
ele´ctricas cardiacas. Este concepto ya fue presentado en la Seccio´n 2.7.4.
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humano (en el problema inverso epica´rdico), lo que en ambos casos proporciona
una imagen difusa de las fuentes ele´ctricas. Intuitivamente, por mal condiciona-
miento se entiende que pequen˜as perturbaciones en los datos, tales como errores
en la medida o ruido, dan lugar a grandes perturbaciones en la solucio´n, como
por ejemplo formas de onda oscilatorias o no fisiolo´gicas. Por esta razo´n, se hace
necesario la utilizacio´n de te´cnicas de regularizacio´n para estabilizar y restringir
la solucio´n. La regularizacio´n representa un compromiso entre el ajuste a los datos
y un conjunto de restricciones definida a priori. Muchas te´cnicas de regulariza-
cio´n han sido propuestas en el marco del problema inverso en electrocardiograf´ıa,
demostrando en todas las ocasiones un alcance limitado [198].
En el presente cap´ıtulo exploramos un me´todo de regularizacio´n alternativo ba-
sado en algoritmos SVM para abordar un caso particular de problema inverso en
electrocardiograf´ıa, en el cual tratamos de estimar las fuentes cardiacas a partir de
medidas intracavitarias (mapeo endoca´rdico). Las te´cnicas SVM son algoritmos de
aprendizaje estad´ıstico basados en el principio inductivo de Minimizacio´n del Ries-
go Estructural (MRE), que han demostrado un comportamiento excelente en otros
muchos problemas mal condicionados [221]. Entre las principales ventajas de los
algoritmos SVM, destacan: (1) sus propiedades de regularizacio´n; (2) su capacidad
de generalizacio´n con pocas muestras disponibles, dado que la solucio´n depende
exclusivamente de subconjunto reducido de las observaciones cuyos elementos se
conocen como vectores soporte; y (3) la obtencio´n de versiones no lineales de los
algoritmos SVM es inmediata aplicando el denominado truco del nu´cleo. Todas
estas caracter´ısticas justifican la eleccio´n de la metodolog´ıa SVM como aproxima-
cio´n al problema inverso. Presentamos aqu´ı cuatro nuevos algoritmos SVM para
los cuales, a diferencia del enfoque cla´sico de utilizacio´n de las SVMs, se adapta
convenientemente su formulacio´n incorporar informacio´n del problema a tratar.
De las cuatro versiones presentadas, dos de ellas son adaptaciones al problema
inverso de algoritmos recientemente propuestos para la interpolacio´n no uniforme
de series temporales [176]. El estudio realizado para este cap´ıtulo constituye la
primera aproximacio´n de este tipo al problema inverso en electrocardiograf´ıa, en
el que analizamos en detalle la capacidad de reconstruccio´n de los algoritmos SVM
en distintos escenarios de trabajo. Para ello, partimos de una situacio´n ideal, en
la que todos los elementos involucrados en el problema inverso son conocidos. A
partir de la informacio´n extra´ıda de este ana´lisis, las condiciones de trabajo se
hara´n cada vez ma´s restrictivas, para as´ı aproximar el escenario bajo estudio a
una situacio´n real de aplicacio´n del problema inverso.
En la resolucio´n del problema inverso intervienen los siguientes elementos (Sec-
cio´n 4.2). De un lado, es necesario establecer una relacio´n entre la medida remota
(EGM) y la fuente ele´ctrica cardiaca. Los conceptos de modelado electrofisiolo´gi-
co y la Teor´ıa del Bioelectromagnetismo presentados en el Cap´ıtulo 2 constitu-
yen los fundamentos para generar un modelo bioele´ctrico de sen˜al, que contenga,
segu´n una fo´rmula matema´tica, la relacio´n entre fuente y medida cardiaca. De
otro lado, una herramienta de regularizacio´n es imprescindible. En este caso, se
utilizara´n algoritmos SVM, en su formato de regresio´n, puesto que el problema
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inverso sera´ formulado de acuerdo a un problema de estimacio´n. Partiendo del
modelo bioele´ctrico de sen˜al, en la Seccio´n 4.3, se presentan los algoritmos SVM
desarrollados, y se analizan sus propiedades de regularizacio´n por medio de ejem-
plos sinte´ticos sencillos. Posteriormente, en la Seccio´n 4.4, se estudian ejemplos
ma´s realistas, en los cuales el problema inverso se resuelve en virtud de EGMs si-
mulados a partir de un modelo simplificado de fuentes ele´ctricas cardiacas. Tanto
en los ejemplos sencillos, como en los casos ma´s realistas, el funcionamiento de los
algoritmos SVM propuestos se compara con el me´todo cla´sico de regularizacio´n
de Tikhonov de orden cero. Esta comparacio´n se lleva a cabo segu´n el criterio del
Error Cuadra´tico Medio (MSE, del ingle´s Mean Squared Error) cometido en la
estimacio´n de las fuentes cardiacas. Una vez estudiado el comportamiento de los
algoritmos SVM mediante experimentos in-silico, estudiamos, en la Seccio´n 4.5, un
caso real utilizando registros obtenidos en experimentos in-vivo mediante SMO.
Por u´ltimo, se dedica el final del cap´ıtulo a presentar las conclusiones extra´ıdas en
este estudio y a discutir el alcance y limitaciones de los resultados obtenidos.
4.2. Me´todos
Las simulaciones por ordenador constituyen la metodolog´ıa elegida para evaluar
las prestaciones de los algoritmos SVM. En esta seccio´n se presenta la implemen-
tacio´n del modelo electrofisiolo´gico de tejido cardiaco y del modelo captacio´n, a
partir de los cuales se establece el modelo bioele´ctrico de sen˜al. Seguidamente, se
introducen los conceptos ba´sicos de la formulacio´n SVM en regresio´n y su ver-
sio´n no lineal mediante nu´cleos de Mercer. Dado que dos de los algoritmos SVM
propuestos posteriormente empleara´n como nu´cleo la secuencia de autocorrela-
cio´n de sen˜ales discretas conocidas, esta seccio´n de me´todos finaliza con una breve
descripcio´n de distintas te´cnicas de estimacio´n de la secuencia de autocorrelacio´n
de una sen˜al definida en energ´ıa a partir de un conjunto finito de observaciones
disponibles.
4.2.1. Modelo bioele´ctrico de sen˜al
A lo largo del ciclo cardiaco, la corriente generada por las ce´lulas del corazo´n se
propaga por los tejidos circundantes. El efecto de estas corrientes es la generacio´n
de un potencial ele´ctrico susceptible de ser registrado en distintos puntos de cuerpo
humano. Ejemplos de tales potenciales registrados son el ECG de superficie o los
EGM intracavitarios. La caracterizacio´n de estos potenciales ele´ctricos requiere
tener en cuenta las propiedades ele´ctricas del cuerpo humano, y por ello, un modelo
de EGM (o ECG) tiene que estar descrito en te´rminos de un modelo de fuente
ele´ctrica y del volumen conductor en el que las fuentes esta´n inmersas. Estos
modelos bioele´ctricos de sen˜al, por tanto, relacionan directamente el potencial
(observacio´n) con las fuentes cardiacas, y constituyen el denominado problema
directo en electrocardiograf´ıa, cuya solucio´n es un requisito imprescindible para
resolver el problema inverso en electrocardiograf´ıa.
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Modelo simplificado de tejido
Un modelo de tejido esta´ formado por un modelo de dina´mica de membrana
celular y por un modelo de la propagacio´n (ve´anse Secciones 2.3.1, 2.3.2 y 2.4.2),
y constituye, por tanto, una representacio´n de las fuentes ele´ctricas del tejido car-
diaco y sus variaciones espacio-temporales. Los modelos de tejido presentados en
el Cap´ıtulo 2, denominados de reaccio´n-difusio´n, reproducen la dina´mica de mem-
brana simulando el paso de las corrientes io´nicas a trave´s de los canales io´nicos y
el potencial de membrana asociado. La conexio´n entre las ce´lulas se modela me-
diante resistencias ele´ctricas y la propagacio´n del impulso se calcula resolviendo
las ecuaciones que gobiernan los circuitos ele´ctricos (Seccio´n 2.4.3). Estos modelos
son muy detallados y son capaces de reproducir situaciones complejas, pero re-
quieren una carga computacional muy elevada y a menudo son necesarias muchas
horas de ca´lculo en multiprocesadores para poder simular uno o dos segundos de
actividad ele´ctrica.
Por estos motivos, hemos optado por una implementacio´n de dina´mica de las
fuentes ele´ctricas cardiacas mediante un modelo simplificado de auto´mata celular.
Un auto´mata celular concibe el tejido como un conjunto de elementos discretos
interconectados entre s´ı [72, 80, 232]. Cada elemento, puede adoptar un nu´mero
finito de estados permitidos, como por ejemplo activo o inactivo, cada uno de
los cuales cambia en funcio´n del estado precedente y del estado de los elementos
vecinos de acuerdo a unas reglas predeterminadas. Las transiciones entre estados
individuales rigen la evolucio´n y comportamiento del sistema en su conjunto y son
deterministas, puesto que bajo las mismas condiciones iniciales, el sistema evo-
luciona de manera ide´ntica. Los auto´matas celulares son fa´ciles de programar y
permiten simulaciones ra´pidas con una carga computacional moderada. Sin em-
bargo, presentan serias limitaciones al tratar de reproducir varios feno´menos de
gran intere´s en electrofisiolog´ıa, como los efectos de la curvatura de los frentes de
activacio´n [187].
En su versio´n tradicional, las transiciones entre estados se rigen de acuerdo
a reglas deterministas, y de ellas derivan algunas de las mayores limitaciones de
los modelos de auto´mata. En nuestra implementacio´n [7], el tejido cardiaco se
ha modelado como una rejilla bidimensional de elementos discretos, o celdas, que
representan grupos de ce´lulas con un comportamiento intr´ınseco promedio, y que
interaccionan con las celdas de su vecindad siguiendo una regla probabil´ıstica de
transmisio´n del impulso ele´ctrico (Figura 4.3). Cada celda se comporta como un
auto´mata celular que puede adoptar tres estados:
Reposo (R), durante el cual la celda se encuentra relajada y excitable.
Activado (A), excitada y con capacidad de excitar a las celdas vecinas.
Refractario (Rf ), excitada, pero sin capacidad de excitar a su vecindad.
El estado Activado se mantiene durante una fraccio´n F de la duracio´n del potencial
de accio´n (APD), fijado a un valor en torno al 10%. Durante el resto del APD,
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Figura 4.3: Representacio´n esquema´tica del modelo simplificado de tejido. Cada uno
de los elementos de la rejilla bidimensional se comporta como un auto´mata celular con
tres estados distintos. La interaccio´n entre elementos vecinos define la propagacio´n del
impulso ele´ctrico segu´n las reglas de transicio´n entre estados. En este ejemplo, las celdas
coloreadas representan la vecindad del elemento central. Por u´ltimo, la dina´mica celular
queda definida mediante la traduccio´n del estado de cada elemento del tejido a un valor
de voltaje real.
la celda permanece en periodo Refractario, para pasar a continuacio´n al valor
de Reposo, que se corresponde con el intervalo diasto´lico (DI). La transicio´n entre
estados esta´ regida por tres leyes (Figura 4.3): repolarizacio´n parcial (transicio´n de
Activado a Refractario), repolarizacio´n total (transicio´n de Refractario a Reposo)
y despolarizacio´n (transicio´n de Reposo a Activado).
Tanto la repolarizacio´n parcial como la repolarizacio´n total tienen lugar de
manera determinista una vez fijados el instante de despolarizacio´n y el APD. La
despolarizacio´n, por el contrario, esta´ definida en te´rminos probabil´ısticos y se ba-
sa en dos factores: por un lado, la excitabilidad de la celda (E), que se incrementa
con el tiempo que aque´lla permanece en reposo y, por otro lado, la cantidad de
excitacio´n alrededor de cada ce´lula (Q), de forma que cuanto mayor es esta canti-
dad, mayor es la probabilidad de que el elemento se excite. Si denotamos por P excj
la probabilidad de la celda j de ser excitada, estos dos factores se combinan en la
fo´rmula:
P excj = E ·Q = E ·
∑
i6=j
λi
dij
(4.1)
donde i es un elemento de la vecindad, λi es el estado de excitacio´n binario (1 en
Activado, 0 en otro caso), y dij es la distancia entre los centros de los elementos
i y j. La estimacio´n de ambos factores (excitabilidad y cantidad de excitacio´n)
se ha realizado utilizando dos variables macrosco´picas, el APD y la velocidad de
conduccio´n (CV), teniendo en cuenta las propiedades de restitucio´n ele´ctrica del
tejido cardiaco (ve´ase Seccio´n 2.4.1). Segu´n las mismas, el APD y la CV dependen
de la frecuencia de estimulacio´n a la que se ve sometido el tejido. Una frecuencia
elevada reduce el DI, condicionando APD breve y una CV baja, mientras que una
frecuencia lenta produce el feno´meno contrario.
Finalmente, se asigna a cada celda un valor real de voltaje (Vm) por medio
de un potencial de accio´n prototipo, obtenido a partir del modelo de L-R [134],
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asociando el tiempo transcurrido en el estado actual de cada celda con su nivel
de voltaje (Figura 4.3). As´ı, una vez determinado el voltaje en cada elemento del
modelo, el ca´lculo de las fuentes ele´ctricas del tejido cardiaco se realiza siguiendo
una aproximacio´n monodominio (ve´ase Seccio´n 2.4.3) para representar la pro-
pagacio´n bioele´ctrica. Conside´rese el tejido cardiaco como un medio homoge´neo,
continuo e isotro´pico con conductividad σt. Bajo estas suposiciones, tal y como
se presento´ en la Ecuacio´n (2.20), se puede obtener una relacio´n directa entre
el potencial transmembrana en cada ce´lula del tejido Vm(x, y, z) y la corriente
transmembrana Im(x, y, z):
SvIm(x, y, z) = σt∇2Vm(x, y, z) (4.2)
No´tese que, siguiendo la misma metodolog´ıa que la presentada en la Seccio´n
2.7.4, las fuentes ele´ctricas del tejido cardiaco (Ji) han sido identificadas, en este ca-
so, con la magnitud f´ısica correspondiente a la corriente transmembrana Im(x, y, z)
definida para un modelo monodominio. Esta magnitud, por tanto, contiene toda
la informacio´n relativa al estado ele´ctrico del tejido cardiaco y por ello, de ahora
en adelante, nos referiremos a Im(x, y, z) como las fuentes ele´ctricas cardiacas.
Modelo simplificado de captacio´n
De acuerdo a los principios de la Teor´ıa del Conductor Volume´trico [139],
dada la distribucio´n de fuentes ele´ctricas en el corazo´n Im(x, y, z), el potencial
ele´ctrico v(p, t0) registrado en el instante t0, en un punto p externo de la superficie
endoca´rdica contenido en un volumen conductor homoge´neo Ω, lineal e iso´tropo,
de conductividad σe (ve´ase modelo de EGM en Seccio´n 2.7.4, Ecuacio´n 2.31), se
puede expresar como:
v(p, t0) =
Sv
4πσe
∫
Ω
Im(x, y, z)
r
dv (4.3)
donde r representa la distancia del punto de observacio´n p al elemento de corriente
Im(x, y, z).
En nuestro modelo simplificado de tejido cardiaco, e´ste se representa como una
rejilla bidimensional que yace en el plano xy (Figura 4.4). Bajo esta suposicio´n, la
integral de la Ecuacio´n (4.3) se puede discretizar como [201]:
v(p) =
Sv
4πσe
L−1∑
l=0
I lm√
(xe − xl)2 + (ye − yl)2 + h2
(4.4)
donde l representa el ı´ndice a todos los elementos del tejido activo bidimensional,
(xl, yl) son las coordenadas del elemento l, y (xe, ye, h) se corresponde con las
coordenadas del punto de medida p para una altura h con respecto a la superficie
del tejido cardiaco. Cabe destacar que, de ahora en adelante, tal y como queda
reflejado en la Ecuacio´n(4.4), se obviara´ la dependencia temporal.
Conside´rese una representacio´n bidimensional del tejido cardiaco compuesto
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Figura 4.4: Simulacio´n de un frente de onda plano y EGMs asociados. (a) Modelo sim-
plificado de tejido y modelo de captacio´n. El modelo simplificado de tejido esta´ formado
por L = 1600 elementos (40 × 40). La barra de colores codifica el voltaje, expresado
en mV, de cada elemento del tejido. El modelo de captacio´n esta´ formado por K = 25
electrodos en configuracio´n unipolar, situado a h = 0.2 cm sobre el sustrato cardiaco.
(b) EGMs bipolar y unipolar obtenidos cuando se utiliza en electrodo central, de coor-
denadas (1, 1, 0.2) cm, como electrodo de registro, en configuracio´n bipolar y unipolar,
respectivamente.
por L elementos, en el que se registra el potencial ele´ctrico mediante un array
multielectrodo compuesto por K sensores (Figura 4.4). En este escenario, y em-
pleando notacio´n matricial, la Ecuacio´n (4.4) puede reescribirse como:
v = Ai (4.5)
donde v es un vector de dimensiones [K×1], i es otro vector [L×1] en el que cada
elemento se corresponde con i(l) = I lm, y A representa una matriz de dimensiones
[K × L] definida como A(k, l) = 1/rkl, siendo rkl la distancia entre el elemento k
y el elemento l.
El modelo definido en (4.5), por tanto, permite establecer una relacio´n lineal
entre las fuentes cardiacas i y los potenciales intracavitarios v a trave´s de una
matriz (funcio´n) A que depende exclusivamente de la distancia entre el electrodo
de captacio´n y las ce´lulas activas del tejido cardiaco.
Modelo convolucional
A partir del modelo matricial definido anteriormente, puede extraerse un mo-
delo de sen˜al ma´s apropiado para su posterior formulacio´n mediante algoritmos
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Figura 4.5: Representacio´n unidimensional de la captacio´n con electrodos. (a) En el
caso en que L 6= K. (b) Con L = K, emerge la funcio´n de transferencia h0, como la
respuesta al impulso, espacial, de la captacio´n con electrodos.
SVM. Si extendemos de forma expl´ıcita la Ecuacio´n (4.5), se tiene:

v0
v1
...
vK−1

 =


a0
a1
...
aK−1

 ·


i0
i1
...
iL−1

 (4.6)
donde el operador (·) representa el producto escalar, y ak es un vector de dimen-
siones [1×L], siendo ak(l) = akl = 1/rkl el inverso de la distancia entre el elemento
l del tejido y el electrodo k. Para un electrodo k aislado, el modelo de captacio´n
se puede escribirse de la siguiente forma:
vk =
L−1∑
l=0
ilakl (4.7)
ecuacio´n que ha sido representada gra´ficamente en la Figura 4.5 (a). En el caso en
que se tenga el mismo nu´mero de electrodos que de fuentes de corriente (K = L),
la Ecuacio´n (4.7) se puede transformar en:
vk =
L−1∑
l=0
ilakl =
K−1∑
l=0
ilakl (4.8)
cuya representacio´n se muestra en la Figura 4.5 (b). No´tese que, la componente akl
puede expresarse a partir del vector h0, cumplie´ndose que akl = h
0
k−l. Definiendo
la respuesta al impulso del sistema como h = h0, y teniendo en cuenta que h es
sime´trico con respecto al eje de ordenadas, (4.8) puede describirse como:
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vk =
K−1∑
l=0
il · akl =
K−1∑
l=0
il · hk−l =
K−1∑
l=0
il · hl−k = ik ∗ hk (4.9)
donde (∗) representa el operador convolucio´n, de forma que el potencial intracavi-
tario vk puede describirse como la convolucio´n de las fuentes de corriente cardiacas
ik y la funcio´n de transferencia del sistema hk. As´ı, la Ecuacio´n (4.9) constituye
nuestro modelo bioele´ctrico de sen˜al, a partir del cual sera´n disen˜ados los
distintos algoritmos SVMs.
4.2.2. Algoritmos SVM en problemas de regresio´n
El presente cap´ıtulo constituye una primera aproximacio´n al problema inverso
en electrocardiograf´ıa mediante algoritmos SVM. Dado el potencial intracavitario
registrado en varias localizaciones vk, y conocida la funcio´n de transferencia del
sistema hk (de acuerdo a la Teor´ıa del Conductor Volume´trico en Bioelectromag-
netismo), se quiere estimar el valor de las fuentes cardiacas ik a partir del modelo
bioele´ctrico de sen˜al (Ecuacio´n 4.9) que relaciona estas tres magnitudes. Con este
objetivo, se desarrollara´n y estudiara´n cuatro algoritmos de estimacio´n basados en
la formulacio´n SVM.
Las te´cnica SVM son algoritmos de aprendizaje basado muestras, que emergen
del principio inductivo de MRE [218]. Inicialmente concebidas para problemas de
clasificacio´n [221], han ido extendie´ndose hacia una teor´ıa ma´s general, englobando
problemas no lineales mediante nu´cleos de Mercer [2], problemas de regresio´n o
aproximacio´n [200], hasta conformar un marco teo´rico en el a´mbito del procesado
de sen˜ales discretas [26, 175].
En el desarrollo de los algoritmos de estimacio´n de las fuentes cardiacas, se
propone el empleo de los algoritmos SVM en su planteamiento para problemas de
regresio´n, ma´s conocidos como SVR (del ingle´s, Support Vector Regression). Para
profundizar en los elementos que definen la formulacio´n SVR, en esta subseccio´n
se establece, en primer lugar, el problema de regresio´n general. A continuacio´n, se
define el principio inductivo de MRE, sobre el que se fundamentan los algoritmos
SVM. Finalmente, se presenta la formulacio´n cla´sica de la herramienta SVR. A
lo largo de este desarrollo se seguira´ la recopilacio´n de conceptos sobre me´todos
de aprendizaje basado en muestras descrita en [174]. Un tratamiento ma´s extenso
puede encontrarse en [35].
Problema de regresio´n
Sea un sistema que transforma un conjunto de entrada dado x ∈ Rd en un
conjunto de salida y ∈ R, segu´n una densidad de probabilidad conjunta p(x, y)
desconocida. El problema de regresio´n consiste, entonces, en estimar la funcio´n
real f que establece la dependencia entre los datos del sistema, a partir de un
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conjunto finito de observaciones:
Rd −→ R
x −→ y = f(x,w) (4.10)
donde f(x,w) se denomina ma´quina de aprendizaje, siendo w es el conjunto de
todos los posibles para´metros para el ajuste de f . Esta ma´quina estima una apro-
ximacio´n funcional de la respuesta del sistema a partir de conjunto limitado de
observaciones:
(xi, yi), i = 1, . . . , n (4.11)
La calidad de la aproximacio´n producida por la ma´quina de aprendizaje se
cuantifica mediante la funcio´n de pe´rdidas, o discrepancia entre la salida producida
por el sistema y la salida producida por la ma´quina en un punto dado x:
L(y, f(x,w)) (4.12)
a partir de la cual se define el funcional de riesgo actual, o valor medio de la
funcio´n de pe´rdidas:
R(w) =
∫
L(y, f(x,w))p(x, y)dxdy (4.13)
Una funcio´n de pe´rdidas empleada comu´nmente en regresio´n es el error
cuadra´tico:
L(y, f(x,w)) = (y − f(x,w))2 (4.14)
y en este caso, el problema de regresio´n consiste en estimar la funcio´n f(x,w0)
que minimiza el funcional:
R(w) =
∫
(y − f(x,w))2p(x, y)dxdy (4.15)
empleando exclusivamente los datos de entrenamiento.
Minimizacio´n del Riesgo Estructural
La expresio´n del funcional de riesgo actual (Ecuacio´n 4.13) no es de mucha
utilidad, puesto que, en general, no se dispone de p(x, y). Por ello, se define la
funcio´n de riesgo emp´ırico, que proporciona una medida del riesgo estimado (error
cometido) a partir de los datos de entrenamiento:
Remp(w) =
1
n
n∑
i=1
L(yi, f(xi,w)) (4.16)
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Vapnik demostro´ que, con probabilidad 1−η, se cumple la siguiente desigualdad
R(α) ≤ Remp(α) +
√
θ(log(2n/θ) + 1)− log(η/4)
n
(4.17)
donde θ es un nu´mero entero no negativo que representa la complejidad de la
ma´quina, y recibe el nombre de dimensio´n VC (Vapnik-Chervonenkis). Este re-
sultado permite formular el principio inductivo de MRE, segu´n el cual, la ma´quina
o´ptima sera´ aquella que minimice la cota del riesgo actual, esto es, aquella para la
cual se minimice conjuntamente la contribucio´n del riesgo emp´ırico y la compleji-
dad.
Formulacio´n del algoritmo SVR
Sea el conjunto de observaciones:
(xi, yi), i = 1, . . . , n (4.18)
con xi ∈ Rn, yi ∈ R. El objetivo de la formulacio´n SVR consiste en encontrar
el hiperplano separador f(x) que mejor se ajusta a los datos con una tolerancia
aceptada ε, y que al mismo tiempo tenga la menor inclinacio´n posible. En el caso
de regresio´n lineal, f tendra´ la siguiente forma:
y = f(x) = 〈w,x〉+ b (4.19)
donde 〈·, ·〉 representa el operador producto escalar, y por tanto el problema a
resolver consiste en determinar los para´metros del hiperplano w y b. Este proble-
ma se puede expresar como un problema de optimizacio´n [200], definido como la
minimizacio´n del siguiente funcional:
Lp =
1
2
||w||2 (4.20)
sujeto a
yi − 〈w,xi〉 − b ≤ ε
−yi + 〈w,xi〉+ b ≤ ε
(4.21)
donde || · || denota la norma eucl´ıdea.
En ocasiones este problema no es realizable, esto es, no se puede encontrar
ningu´n hiperplano que aproxime los pares con una precisio´n inferior a ε. En ese
caso, se introduce una funcio´n de coste penalizadora que de´ cuenta de aquellos
datos alejados del valor actual una cantidad mayor (o menor) que ε. La funcio´n
de coste penalizadora ma´s utilizada es la funcio´n ε-insensible de Vapnik (Figura
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Figura 4.6: Para´metros de la SVR. (a) Funcio´n de coste ε-insensible de Vapnik. Si el
valor absoluto del error es menor que ε, entonces las variable de pe´rdidas ξi o ξ
∗
i , sera´ ce-
ro.(b) Hiperplano separador lineal. Las muestras alejadas del hiperplano una distancia
superior a ε se penalizan mediante las variables de pe´rdidas ξi, ξ
∗
i .
4.6 (a)), definida como:
Lε(ei) =
{
0 |ei| < ε
|ei| − ε |ei| > ε
(4.22)
con ei = yi− 〈w,xi〉 − b, y donde se pueden definir las variables de pe´rdidas ξi, ξ∗i
(Figura 4.6 (b)), de tal modo que ξi = ei − ε representa la desviacio´n positiva
de los datos con respecto al valor de ε, y ξ∗i = −ei + ε representa la desviacio´n
negativa de los datos con respecto al valor de ε. As´ı, el problema de optimizacio´n
consistira´ ahora en minimizar:
Lp =
1
2
||w||2 +
n∑
i=0
Lε(ei) =
1
2
||w||2 + C
n∑
i=0
(ξi + ξ
∗
i ) (4.23)
con respecto a w y (ξi, ξ
∗
i ), sujeto a
yi − 〈w,xi〉 − b ≤ ε+ ξi
−yi + 〈w,xi〉+ b ≤ ε+ ξ∗i
ξi, ξ
∗
i ≥ 0
(4.24)
donde la constante C > 0 representa un compromiso entre la obtencio´n de un
hiperplano con la menor inclinacio´n posible y una desviacio´n mı´nima de los valores
objetivo. La solucio´n a este problema de minimizacio´n con restricciones viene dado
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por el punto de silla de la siguiente funcio´n lagrangiana:
L =
1
2
||w||2 + C
n∑
i=0
(ξi + ξ
∗
i )−
n∑
i=0
(βiξi + β
∗
i ξ
∗
i )
+
n∑
i=0
αi (yi − 〈w,xi〉 − b− ε− ξi)
+
n∑
i=0
α∗i (−yi + 〈w,xi〉+ b− ε− ξ∗i )
(4.25)
donde (βi, β
∗
i ) y (αi, α
∗
i ) son los multiplicadores de Lagrange para las restricciones
presentadas en (4.24). Las variables (duales) de la funcio´n lagrangiana tienen que
cumplir por tanto:
α
(∗)
i , β
(∗)
i ≥ 0 (4.26)
No´tese que la notacio´n α
(∗)
i hace referencia a αi y α
∗
i conjuntamente.
Derivando con respecto a las variables primales w, ξ
(∗)
i e igualando a cero
(condicio´n de punto de silla), junto con las condiciones de Karush-Kuhn-Tucker
(KKT), se obtiene que:
w =
n∑
i=0
(αi − α∗i )xi (4.27)
de forma que el hiperplano o´ptimo se puede construir como una combinacio´n lineal
del conjunto de entrenamiento, y por tanto:
f(x) =
n∑
i=0
(αi − α∗i )〈xi,x〉+ b (4.28)
y la solucio´n so´lo depende de los multiplicadores de Lagrange distintos de cero
(α
(∗)
i 6= 0), denominados Vectores Soporte. En estas condiciones se dice que la
solucio´n es dispersa, puesto que e´sta se construye mediante los vectores soporte,
que, en general, conforman un subconjunto reducido de las observaciones.
La generalizacio´n de los algoritmos SVR a un escenario no lineal es inmediata
aplicando el teorema de Mercer [143]. Sea φ(x) una transformacio´n no lineal que
mapea el espacio de entrada a un espacio de Hilbert de dimensio´n superior (RKHS,
del ingle´s Reproducing Hilbert Kernel Space), o espacio de caracter´ısticas:
Rd −→ H
x −→ φ(x) (4.29)
Eligiendo de forma adecuada φ(·), puede construirse una ma´quina lineal en el
espacio de caracter´ısticas, que equivale a una ma´quina lineal en el espacio de
entrada (Figura 4.7). La mayor´ıa de las transformaciones φ(·) son desconocidas,
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Figura 4.7: Ejemplo de transformacio´n no lineal. La utilizacio´n de la transformacio´n
φ(x1,x2), mapea los pares (x1,x2) ∈ R2 a un espacio de dimensio´n R3, donde es posible
encontrar un hiperplano lineal que se ajuste a los datos.
si bien el producto escalar puede expresarse como
〈φ(xi), φ(xj)〉 = K(xi,xj) (4.30)
donde K(xi,xj) se conoce como nu´cleo (o kernel) de Mercer. As´ı pues, no se
requiere una representacio´n expl´ıcita de los vectores en el espacio de caracter´ısticas,
sino so´lo un modo de calcular el producto escalar, caracter´ıstica conocida como el
truco del nu´cleo [143].
De esta forma, transformando los datos de entrada a un espacio de caracter´ısti-
cas, los pesos de la ma´quina se expresan como:
w =
n∑
i=0
(αi − α∗i )φ(xi) (4.31)
y, aplicando el truco del nu´cleo, la solucio´n de hiperplano o´ptimo puede expresarse
como una combinacio´n lineal de nu´cleos:
f(x) =
n∑
i=0
(αi − α∗i )K(xi,x) + b (4.32)
Las condiciones de Mercer establecen los requisitos para los cuales un nu´cleo
representa el producto escalar en el RKHS, esto es, las condiciones para hacer
uso del truco del nu´cleo. Para ello, K(xi,xj) tiene que ser una funcio´n sime´trica
definida positiva, que satisfaga:∫
K(x,y)g(x)g(y)dxdy ≥ 0 (4.33)
siendo g(x) cualquier funcio´n integrable:∫
g(x)dx <∞ (4.34)
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Entre otros ejemplos de nu´cleos de Mercer se encuentran:
Nu´cleo polino´mico:
K(x,y) = (x · y)p (4.35)
donde p representa el grado del polinomio.
Nu´cleo gaussiano de base radial (RBF, del ingle´s Radial Basis Functions):
K(x,y) = exp
(
−||x− y||
2
2σ2
)
(4.36)
donde σ denota la anchura del nu´cleo.
Una clase particular de nu´cleos son los invariantes frente a desplazamientos.
Un nu´cleo invariante es aquel que satisface K(xi,xj) = K(xi − xj). Se puede
demostrar que un kernel invariante constituye un nu´cleo de Mercer si y so´lo si su
transformada de Fourier es no negativa [240].
Sea sn una sen˜al real discreta, con sn = 0 ∀n 6∈ (0, S−1), y sea Rsn = sn∗s−n su
secuencia de autocorrelacio´n. Bajo estas condiciones, puede construirse el siguiente
nu´cleo2:
Ks(n,m) = Rsn−m (4.37)
conocido como kernel autocorrelacio´n de sn [103, 123]. Puesto que el espectro de
la secuencia de autocorrelacio´n es no negativo, el nu´cleo invariante definido en la
Ecuacio´n (4.37) sera´ siempre un nu´cleo de Mercer.
No´tese que los para´metros libres de la SVM, esto es, los para´metros de la
funcio´n de coste (ε), la constante C y los para´metros del nu´cleo (salvo en el caso
del kernel autocorrelacio´n), tienen que fijarse segu´n algu´n conocimiento a priori
acerca del problema. Me´todos como la validacio´n cruzada o el remuestreo bootstrap
pueden utilizarse para este propo´sito.
4.2.3. Estimacio´n de la secuencia de autocorrelacio´n
Tal y como se muestra en (4.37), la autocorrelacio´n de una sen˜al de energ´ıa
finita puede emplearse como nu´cleo en algoritmos SVM. En la presente subseccio´n
se presenta la definicio´n matema´tica de secuencia de autocorrelacio´n para sen˜ales
definidas en energ´ıa y sen˜ales definidas en potencia. Puesto que, en general, so´lo se
dispone de un conjunto limitado de muestras de una sen˜al, se examinan tambie´n
en este apartado distintas aproximaciones para estimar, a partir de un conjunto
limitado de observaciones, tanto la secuencia de autocorrelacio´n como la matriz
de autocorrelacio´n.
Sea xn una sen˜al real discreta definida en energ´ıa. La funcio´n de autocorrelacio´n
2El siguiente cambio de variables ha sido utilizado: K(sn, sm) = Ks(n,m). No´tese que la sen˜al
discreta sn puede interpretarse como un vector.
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de xn se define como:
Rxn =
∞∑
m=−∞
xmxm+n = xn ∗ x−n (4.38)
secuencia que tambie´n recibe el nombre de autocorrelacio´n determinista [161].
Sea yn una sen˜al real discreta perio´dica, y por tanto, definida en potencia. La
funcio´n de autocorrelacio´n de yn se define como:
Ryn =
1
N0
N0−1∑
m=0
ymym+n (4.39)
donde N0 representa el per´ıodo de la sen˜al yn.
Sea zn un sen˜al discreta que describe un proceso estoca´stico estacionario en
sentido amplio, y por tanto, definido en potencia. La funcio´n de autocorrelacio´n
de zn se define como:
Rzn = E[zmzm+n] (4.40)
donde E[·] denota el operador esperanza matema´tica. Si, adema´s, el proceso es-
toca´stico es ergo´dico, la esperanza puede sustituirse por el promedio temporal, y
en este caso la funcio´n de autocorrelacio´n se puede expresar mediante:
Rzn = l´ım
N→∞
1
N
N−1∑
m=0
zmzm+n (4.41)
secuencia que tambie´n recibe el nombre de autocorrelacio´n estoca´stica.
Estimacio´n de la secuencia de autocorrelacio´n
Sea xn una sen˜al real discreta definida en energ´ıa de la cual se quiere calcular su
autocorrelacio´n a partir de un nu´mero finito de muestras xˆn, tal que xˆn = xn, ∀n ∈
0, . . . , N − 1. De la definicio´n (4.38), una estimacio´n de la autocorrelacio´n viene
dada por:
Rˆxn =
∞∑
m=−∞
xˆmxˆm+n =
N−n−1∑
m=0
xmxm+n, n ≥ 0 (4.42)
resultado que proporciona un estimador sesgado y consistente. Al aumentar n, no
obstante, el valor de Rxn es estimado cada vez con un menor nu´mero de puntos,
y por tanto su varianza aumenta. Para evitar este problema, puede emplearse el
siguiente estimador modificado de la autocorrelacio´n:
Rˆxn =
∞∑
m=−∞
xˆmxˆm+n =
N−1∑
m=0
xi+mxi+m+n,−P ≤ n ≤ P (4.43)
102 4.2 Me´todos
donde en este caso xˆn se define como xˆn = xn, ∀n ∈ 0, . . . , N −1, . . . , N −1+P , y
donde el ı´ndice i hace referencia a la muestra de la sen˜al original a partir del cual
se realiza la estimacio´n de la autocorrelacio´n. A diferencia del me´todo presentado
en (4.42), en este caso se emplean N+P muestras de la sen˜al original para realizar
la estimacio´n.
Cabe destacar que, la estimacio´n presentada en (4.42) se calcula a partir del
enventanado de la secuencia original, esto es:
xˆn = xn · wn (4.44)
donde {wn}, wn = 0, ∀n 6∈ (0, N − 1). Por el contrario, la secuencia de autocorre-
lacio´n descrita en (4.43), puede entenderse como el enventanado de la secuencia
de autocorrelacio´n original:
Rˆxn = R
x
n · wn (4.45)
En ambos casos, hay que tener en cuenta el efecto del enventanado a la hora de
realizar la estimacio´n de la secuencia de autocorrelacio´n.
Estimacio´n de la matriz de autocorrelacio´n
Sea xn una sen˜al real discreta definida en energ´ıa de la cual se quiere calcular
su matriz de autocorrelacio´n a partir de un nu´mero finito de muestras xˆn, siendo
xˆn = xn, ∀n ∈ 0, . . . , K − 1, K, . . . , L− 1. Bajo estas condiciones, el me´todo de la
autocorrelacio´n permite calcular una estimacio´n de la matriz de autocorrelacio´n
de xn a partir de la definicio´n de la siguiente matriz:
Xˆ =


xˆ0, 0, . . . 0
xˆ1, xˆ0, . . . 0
...
... . . .
...
xˆK−1, xˆK−2, . . . xˆ0
xˆK , xˆK−1, . . . xˆ1
...
... . . .
...
xˆL−1, xˆL−2, . . . xˆL−K
0, xˆL−1, . . . xˆL−K+1
0, 0, . . . xˆL−K+2
...
... . . .
...
0, 0, . . . xˆL−1


(4.46)
mediante la cual la estimacio´n de la autocorrelacio´n se obtiene como:
Rˆx = XˆT · Xˆ (4.47)
donde cada fila de la matriz definida en (4.47) representa una estimacio´n de la
secuencia de autocorrelacio´n que formalmente coincide con la estimacio´n descrita
en (4.42), y por tanto, el estimador resultante es sesgado. El me´todo de la au-
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tocorrelacio´n proporciona, no obstante, una matriz de autocorrelacio´n sime´trica,
definida positiva y Toepliz3
El me´todo de la covarianza proporciona una estimacio´n insesgada de la matriz
de la autocorrelacio´n. Sea la matriz Xˆ definida de la siguiente forma:
Xˆ =


xˆK−1, xˆK−2, . . . xˆ0
xˆK , xˆK−1, . . . xˆ1
...
...
. . .
...
xˆL−1, xˆL−2, . . . xˆL−K

 (4.48)
en este caso la matriz de autocorrelacio´n Rˆx = XˆT · Xˆ es sime´trica y definida
positiva, pero no Toeplitz. No´tese que las filas de la matriz de autocorrelacio´n
estimada con este me´todo coinciden formalmente con la estimacio´n de la secuencia
de autocorrelacio´n descrita en (4.43), con i = K − 1 y N = L−K.
4.3. Algoritmos SVM para el problema inverso
La utilizacio´n de los algoritmos SVR en problemas de procesado de sen˜al, tales
como identificacio´n de sistemas o prediccio´n de series temporales, ha seguido una
aproximacio´n metodolo´gica convencional, basada en la aplicacio´n de elementos
SVR gene´ricos. En este escenario, no obstante, las prestaciones de los algoritmos
SVR mejoran cuando se adapta convenientemente su formulacio´n para incorporar
informacio´n del problema a tratar [26,175,176]. Siguiendo esta novedosa metodo-
log´ıa, proponemos aqu´ı cuatro algoritmos SVR para abordar el problema inverso
en electrocardiograf´ıa.
Las caracter´ısticas de nuestro problema inverso, descrito en (4.9), lo convierten
en un candidato ideal para aplicar algoritmos SVM, por varias razones. En primer
lugar, la relacio´n entre magnitudes sigue un modelo convolucional de sen˜al, a
partir del cual es posible crear sistemas o modelos equivalentes en virtud de las
propiedades de los sistemas lineales e invariantes. En segundo lugar, la magnitud
a estimar (corrientes cardiacas) constituye una secuencia dispersa, dado que las
fuentes cardiacas so´lo actu´an en aquellas regiones del tejido cardiaco en proceso
de despolarizacio´n (y repolarizacio´n, aunque en menor medida). En condiciones
normales, la onda de despolarizacio´n avanza de forma secuencialmente ordenada
por el tejido cardiaco, y por tanto, para un instante dado, la corriente cardiaca
tiene lugar exclusivamente en una regio´n espec´ıfica del tejido cardiaco, siendo nula
en el resto.
Teniendo en cuenta las caracter´ısticas precedentes, proponemos en primer lu-
gar, un algoritmo lineal (y robusto), denominado Modelo Primal de Sen˜al (MPS),
basado en el marco teo´rico de procesado lineal de sen˜al con SVMs presentado
en [175]. En segundo lugar, y siguiendo la aproximacio´n desarrollada previamente
3Una matriz se dice Toeplitz si es constante a lo largo de las diagonales paralelas a la diagonal
principal.
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para interpolacio´n de series temporales [176], presentamos elModelo Dual de Sen˜al
(MDS). En tercer lugar, empleamos un modelo de sen˜al obtenido mediante el fil-
trado del modelo convolucional (4.9), con la respuesta al impulso del sistema, a
partir del cual emerge un kernel de autocorrelacio´n, para el cual se ha demostrado
sus buenas prestaciones en problemas de clasificacio´n y regresio´n [102, 122], cons-
tituyendo el algoritmo aqu´ı denominado Modelo de Sen˜al con Kernel de Autoco-
rrelacio´n (MSKA). Adema´s de estimar el valor real de la corriente, otra magnitud
de intere´s electrofisiolo´gico es el instante de despolarizacio´n y repolarizacio´n del
tejido cardiaco. Con este fin, desarrollamos, en u´ltimo lugar, el Modelo de Sen˜al
Adaptado (MSA), en el que filtramos las observaciones con una secuencia prototipo
de la corriente a estimar invertida, a modo de filtro adaptado, lo que proporciona
una estimacio´n de los instantes de tiempo en que la corriente es ma´xima, esto es,
de los instantes de despolarizacio´n.
A continuacio´n, establecemos las condiciones que definen nuestro problema
inverso. Seguidamente, se desarrollara´n los algoritmos propuestos, y se analizara´n
por medio de un ejemplo sencillo. Para facilitar la lectura y comprensio´n de esta
seccio´n, parte de los desarrollos matema´ticos han sido llevados al Ape´ndice situado
al final del cap´ıtulo.
4.3.1. Modelo y prea´mbulos
Sea vk, k = 0, . . . , K − 1 el conjunto de observaciones obtenidas mediante un
sistema multielectrodo de cate´teres intracavitarios para un modelo de tejido unidi-
mensional o bidimensional (Figura 4.4 (a) y Seccio´n 4.2.1), sea hl, l = 0, . . . , L− 1
la respuesta al impulso, conocida, del sistema y sea il, l = 0, . . . , L− 1 la corriente
desconocida en cada elemento que define el tejido cardiaco. Suponiendo una situa-
cio´n ideal en que se tiene el mismo nu´mero de elementos en el tejido cardiaco que
sensores, K = L, las tres magnitudes anteriores esta´n relacionadas por medio del
modelo bioele´ctrico de sen˜al (4.9), de forma que se propone el siguiente modelo de
ana´lisis:
vk = iˆk ∗ hk + ek =
K−1∑
n=0
iˆnhn−k + ek (4.49)
donde iˆk constituye la estimacio´n de la sen˜al desconocida ik, y ek, k = 0, . . . , K−1
representa los residuos del modelo.
Las prestaciones de nuestros algoritmos sera´n comparadas con respecto a la
regularizacio´n de Tikhonov de orden cero [211], mediante la te´cnica de Mı´nimos
Cuadrados Regularizados (RLS, del ingle´s Regularized Least Squares). En este
caso, la solucio´n se calcula a partir del modelo matricial que relaciona las medidas
y las fuentes de corriente definido en (4.5), resultando:
iˆ =
(
ATA+ λI
)−1
ATv (4.50)
donde I es la matriz identidad, λ representa el para´metro de regularizacio´n (fi-
jado a priori), y (·)T y (·)−1 denotan la transpuesta y la inversa de una matriz,
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Figura 4.8: Funcio´n de coste ε-Huber. A diferencia de la funcio´n de coste ε-insensible,
an˜ade un grado de libertad adicional, lo que permite trabajar con ruidos de distinta
naturaleza.
respectivamente.
Por analog´ıa con clasificacio´n, durante an˜os se ha utilizado la funcio´n de coste
ε-insensible de Vapnik en problemas de regresio´n. No obstante, en presencia de
distintos tipos de ruido, la funcio´n de coste generalizada ε-Huber resulta adecuada
para problemas de regresio´n en general [25]. Esta´ definida de la siguiente forma
(Figura 4.8):
LǫH(ek) =


0, |ek| ≤ ε
1
2γ
(|ek| − ε)2, ε ≤ |ek| ≤ eC
C(|ek| − ε)− 12γC2, |ek| ≥ eC
(4.51)
donde eC = ε + γC, ε es el para´metro de insensibilidad, y γ y C definen el
compromiso entre el ajuste a los datos (regularizacio´n) y las pe´rdidas. En este
caso, en comparacio´n con la funcio´n de coste ε-insensible, se tienen tres para´metros
ε, γ, C los cuales han de ser fijados a priori. Cada una de las tres regiones definidas
permiten tratar con ruido de distinta naturaleza. La zona ε-insensible descarta
errores menores a ε. La zona cuadra´tica resulta adecuada para ruido gaussiano,
mientras que la zona lineal limita el efecto del ruido impulsivo [175, 177]. Cabe
destacar que (4.51) representa la funcio´n ε-insensible de Vapnik cuando γ → 0.
4.3.2. Modelo Primal de Sen˜al
Sea el sistema lineal definido en (4.49), el algoritmo MPS consiste en calcular
el valor de las fuentes de corriente ik que mejor aproximan el voltaje registrado
en cada uno de los electrodos vk. Este problema de estimacio´n puede expresarse
como la minimizacio´n de:
1
2
||ˆi||2 +
K−1∑
k=0
LǫH (ek) (4.52)
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donde iˆ = [i0, . . . , iK−1]
T .
Utilizando la funcio´n de coste ε-Huber (4.51), el problema de optimizacio´n
consistira´ ahora en minimizar:
K−1∑
k=0
i2k
2
+
1
2γ
∑
k∈I1
(
ξ2k + ξ
∗2
k
)
+ C
∑
k∈I2
(ξk + ξ
∗
k)−
1
2
∑
k∈I2
γC2 (4.53)
con respecto a ik y ξ
(∗)
k , sujeto a las siguientes restricciones:
vk −
K−1∑
j=0
ijhk−j ≤ ε+ ξk
−vk +
K−1∑
j=0
ijhk−j ≤ ε+ ξ∗k
ξk, ξ
∗
k ≥ 0
(4.54)
para k = 0, . . . , K − 1, y donde ξ(∗)k son las variables de pe´rdidas, e I1(I2) repre-
sentan los ı´ndices de los residuos que se encuentran en la zona de coste cuadra´tica
(lineal). El problema definido en (4.53) constituye un problema de optimizacio´n
con restricciones conocido como problema primal4, cuya solucio´n viene dada por
el punto de silla de la siguiente funcio´n lagrangiana:
K−1∑
k=0
i2k
2
+
1
2γ
∑
k∈I1
(
ξ2k + ξ
∗2
k
)
+ C
∑
k∈I2
(ξk + ξ
∗
k)−
1
2
∑
k∈I2
γC2−
−
K−1∑
k=0
(βkξk + β
∗
kξ
∗
k)+
+
K−1∑
k=0
αk
(
vk −
K−1∑
j=0
ijhk−j − ε− ξk
)
+
K−1∑
k=0
α∗k
(
−vk +
K−1∑
j=0
ijhk−j − ε− ξ∗k
)
(4.55)
sujeto a α
(∗)
k , β
(∗)
k , ξ
(∗)
k ≥ 0, donde α(∗)k , β(∗)k representan las multiplicadores de La-
grange (variables duales) para las restricciones (4.54).
Derivando con respecto a las variables primales ik y ξ
(∗)
k , e igualando a cero,
4Dist´ıngase entre problema primal, y modelo primal (de sen˜al). Un problema de optimizacio´n
con restricciones puede reemplazarse por dos problemas de optimizacio´n intercambiables, deno-
minados problema primal y problema dual, de tal forma que, los multiplicadores de Lagrange del
primal constituyen las variables del problema dual, mientras que los multiplicadores de Lagrange
del dual conforman las variables del primal. Dado que tienen la misma solucio´n, es indiferente
resolver uno u otro, sin embargo, el coste computacional no es el mismo. De la misma forma,
dist´ıngase tambie´n entre problema dual y modelo dual (de sen˜al).
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junto con las condiciones KKT5, se obtiene la siguiente expresio´n para las corrien-
tes:
iˆk =
K−1∑
j=0
hj−kηj (4.56)
donde ηj = αj − α∗j .
Incorporando (4.56) en (4.55) se obtiene el problema dual, que consiste en
maximizar el siguiente funcional:
−1
2
(α−α∗)T (G+ γI)(α−α∗) + vT (α−α∗)− ε1T (α+ α∗) (4.57)
sujeto a 0 ≤ α(∗) ≤ C, donde la matriz G esta´ definida como:
G(m,n) =
K−1∑
j=0
hm−jhn−j (4.58)
y por tanto representa una estimacio´n de matriz de la autocorrelacio´n de la res-
puesta al impulso hk segu´n el me´todo de la covarianza:
G(m,n) = Rˆhm−n (4.59)
La ecuacio´n (4.57) constituye un problema de programacio´n cuadra´tica, con-
vexo puesto que G es una matriz semidefinida positiva6, y por tanto con un u´nico
ma´ximo, a partir del cual se calculan los multiplicadores de Lagrange, y con ellos
se obtiene la solucio´n a (4.56). As´ı, la corriente estimada iˆk, se obtiene como re-
sultado de una combinacio´n lineal de los coeficientes de la respuesta al impulso,
donde los pesos ηk (multiplicadores de Lagrange) se corresponden con los vectores
soporte que, en general, constituyen una secuencia dispersa, dado que so´lo algunos
de ellos sera´n distintos de cero.
Solucio´n al MPS y esquema de bloques
Reescribiendo (4.56), puede establecerse la siguiente relacio´n entre las sen˜ales
discretas:
iˆk = ηk ∗ h−k (4.60)
a partir de la cual se deduce que es posible obtener la corriente estimada como
la convolucio´n de los multiplicadores de Lagrange y la respuesta al impulso del
sistema invertida. Varias conclusiones pueden extraerse a la vista del resultado
proporcionado en (4.60). En primer lugar, la solucio´n sera´ estable (regularizada),
puesto que, tanto la respuesta al impulso como los multiplicadores de Lagrange
5Ve´ase la seccio´n de Ape´ndices al final del cap´ıtulo para consultar el desarrollo matema´tico
completo.
6Se dice que una matriz es semidefinida positiva si y so´lo si todos sus autovalores son mayores
o iguales a cero.
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Figura 4.9: Esquema de bloques del algoritmo MPS.
toman valores acotados, y consecuentemente, tambie´n lo estara´ la solucio´n. En
segundo lugar, si bien los multiplicadores de Lagrange conforman un conjunto
disperso, la solucio´n (4.60), en general, no sera´ dispersa, dada la relacio´n lineal
entre los multiplicadores y la respuesta al impulso.
El voltaje resultante en cada uno de los electrodos puede calcularse a partir de
(4.9) segu´n:
vˆk = iˆk ∗ hk (4.61)
e introduciendo (4.60) se obtiene que:
vˆk = ηk ∗ h−k ∗ hk = ηk ∗ Rˆhk (4.62)
donde de nuevo, al igual que en (4.59), surge la secuencia de autocorrelacio´n de la
respuesta al impulso. El algoritmo MPS esta´ representado esquema´ticamente en
la Figura 4.9.
Ejemplo
Para evaluar las prestaciones del algoritmo MPS, se ha definido una corriente
de prueba ik unidimensional, a partir de la cual se han obtenido EGMs simulados
(de acuerdo a (4.9)) en distintas localizaciones vk, a los que se les ha an˜adido ruido
blanco aditivo gaussiano v˜k. As´ı, dado v˜k el objetivo es obtener una estimacio´n iˆk
de la corriente original por medio del algoritmo MPS. La Figura 4.10 (a) ilustra la
reconstruccio´n de una corriente de prueba en forma de pulso mediante el MPS en
comparacio´n con RLS. En este caso, el nivel de ruido ha sido prefijado de forma que
la relacio´n sen˜al al ruido sea SNR = 50 dB. Como puede apreciarse, en ambos
algoritmos, la regularizacio´n en la solucio´n impide que la corriente estimada se
ajuste ante un cambio abrupto en la corriente original. Las prestaciones del MPS
son ligeramente superiores en comparacio´n con RLS, tal y como se desprende del
espectro de las corrientes estimadas representado en la Figura 4.10 (b).
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Figura 4.10: Ejemplo de funcionamiento del algoritmo MPS para SNR = 50dB en com-
paracio´n con el me´todo RLS. (a) Variacio´n espacial. (b) Comportamiento en frecuencia.
4.3.3. Modelo Dual de Sen˜al
El MDS parte de una premisa distinta con respecto al MPS para relacionar
el voltaje registrado y las fuentes cardiacas. En este caso, las observaciones vk se
modelan como la regresio´n no lineal de un conjunto de localizaciones dadas k:
vk = 〈w, φ(k)〉+ ek (4.63)
donde φ(·) : R → H es una transformacio´n no lineal que mapea un conjunto de
localizaciones espaciales a un RKHS, siendo w ∈ H el vector de pesos definido en
el RKHS.
Siguiendo la metodolog´ıa SVM [176], el funcional a minimizar es:
K−1∑
k=0
w2k
2
+
1
2γ
∑
k∈I1
(
ξ2k + ξ
∗2
k
)
+ C
∑
k∈I2
(ξk + ξ
∗
k)−
1
2
∑
k∈I2
γC2 (4.64)
con respecto a wk y ξ
(∗)
k , sujeto a las siguientes restricciones:
vk − 〈w, φ(k)〉 ≤ ε+ ξl
−vk + 〈w, φ(k)〉 ≤ ε+ ξ∗l
ξk, ξ
∗
k ≥ 0
(4.65)
Obteniendo el Lagrangiano, derivando con respecto a las variables primales e
igualando a cero, se llega a:
w =
K−1∑
k=0
ηkφ(k) (4.66)
Incorporando (4.66) en (4.64) se obtiene el problema dual, que consiste en
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Figura 4.11: Esquema de bloques del algoritmo MDS. Tomando Kk = hk la propia
respuesta al impulso del sistema, se tiene una solucio´n regularizada y dispersa.
maximizar el siguiente funcional:
−1
2
(α−α∗)T (S+ γI)(α−α∗) + vT (α−α∗)− ε1T (α+ α∗) (4.67)
sujeto a 0 ≤ α(∗) ≤ C, donde la matriz S esta´ definida como:
S(j, k) = 〈φ(j), φ(k)〉 = K(j, k) (4.68)
donde se ha aplicado el truco del nu´cleo, de forma que no es necesario conocer
expl´ıcitamente la transformacio´n φ(·). Ahora bien, la definicio´n de S conlleva es-
tablecer previamente un nu´cleo de Mercer K. Entre otras posibilidades, se podr´ıan
emplear los nu´cleos definidos en la seccio´n precedente (polino´mico o RBF). No
obstante, frente a los nu´cleos convencionales, se pueden mejorar las prestaciones
del algoritmo SVR si se emplea un nu´cleo de Mercer extra´ıdo a partir de la infor-
macio´n del problema a tratar [26,175,176], tal y como se presenta a continuacio´n.
Solucio´n al MDS y esquema de bloques
Una vez calculados los multiplicadores de Lagrange a partir del problema de
programacio´n cuadra´tica (4.67), se obtiene la solucio´n a (4.66), de forma que las
observaciones estimadas pueden expresarse como:
vˆk =
〈
K−1∑
j=0
ηjφ(j), φ(k)
〉
=
K−1∑
j=0
ηj 〈φ(j), φ(k)〉 (4.69)
y aplicando el truco del nu´cleo:
vk =
K−1∑
j=0
ηjK(j, k) (4.70)
donde K representa el kernel definido en (4.68). Por otro lado, teniendo en cuenta
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Figura 4.12: Ejemplo de funcionamiento del algoritmo MDS para SNR = 50dB en com-
paracio´n con el me´todo RLS. (a) Variacio´n espacial. (b) Comportamiento en frecuencia.
el modelo de sen˜al convolucional (4.9), el potencial registrado en K localizaciones
distintas {k = 0, . . . , K − 1} es:
vk =
K−1∑
j=0
ijhj−k (4.71)
Comparando la Ecuacio´n (4.70) con (4.71), e identificando te´rminos, se pueden
establecer las siguientes relaciones:
K(j, k) = hj−k (4.72)
iˆk = ηk (4.73)
de forma que
vˆk = ηk ∗ Kk = ηk ∗ hk (4.74)
y as´ı, tomando iˆk = ηk y Kk = hk emerge de forma natural un modelo convolutivo
que relaciona la respuesta al impulso y la sen˜al dispersa {ηk}. La Figura 4.11
representa el diagrama de bloques del algoritmo MDS.
Varias conclusiones pueden extraerse a partir de (4.74). En primer lugar, la so-
lucio´n iˆk = ηk sera´ dispersa, dado que en general los multiplicadores de Lagrange
conforman un conjunto disperso. En segundo lugar, la solucio´n esta´ regularizada
de forma muy ingeniosa, puesto que la solucio´n depende de los valores o´ptimos de
un problema de optimizacio´n cuadra´tico y convexo. En tercer lugar, la respuesta
al impulso, cuya morfolog´ıa se asemeja a una secuencia de autocorrelacio´n (ma´xi-
ma en 0 y decayendo progresivamente), presenta una transformada de Fourier no
negativa, y por ello, K(j, k) = hj−k define un nu´cleo de Mercer va´lido.
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Ejemplo
Las prestaciones del MDS en la reconstruccio´n de la corriente de prueba pueden
apreciarse en la Figura 4.12. Al contrario que el algoritmo MPS y el RLS, el al-
goritmo MDS proporciona una solucio´n que se ajusta perfectamente a la corriente
original en forma de pulso (Figura 4.12 (a)). La corriente estimada, no so´lo es dis-
persa, sino que adema´s proporciona una regularizacio´n muy eficiente, al adaptarse
perfectamente ante cambios brusco de la sen˜al a estimar. Si bien el valor ma´ximo
de la corriente estimada no alcanza el valor original, la respuesta en frecuencia
demuestra las buenas prestaciones de este algoritmo para reconstruir la corriente
original (Figura 4.12 (b)).
4.3.4. Modelo de Sen˜al con Kernel de Autocorrelacio´n
A partir de los resultados proporcionados por el algoritmo MDS, pueden de-
finirse nuevos modelos lineales de relacio´n entre los potenciales registrados y las
fuentes cardiacas para sacar el ma´ximo partido de la formulacio´n SVR. En el
MSKA, filtramos el modelo convolucional (4.49) con la respuesta invertida de la
respuesta al impulso desplazada, obtenie´ndose la siguiente serie temporal:
zk = vk ∗ [h−k ∗ δk+K ] = [ˆik ∗ hk + ek] ∗ h−k ∗ δk+K = iˆk ∗Rhk ∗ δk+K + e
′
k (4.75)
donde δk es la secuencia Delta de Kronecker, que representa una secuencia de
valores nulos excepto para k = 0 donde vale 1, y donde e
′
k = ek ∗ h−k ∗ δk+K son
los residuos filtrado.
Una vez definida (4.75), se puede aplicar un procedimiento ana´logo al MDS:
zk = 〈w, ψ(k)〉+ e′k (4.76)
y el funcional a minimizar es ahora:
K−1∑
k=0
w2k
2
+
1
2γ
∑
k∈I1
(
ξ2k + ξ
∗2
k
)
+ C
∑
k∈I2
(ξk + ξ
∗
k)−
1
2
∑
k∈I2
γC2 (4.77)
con respecto a wk y ξ
(∗)
k , sujeto a las siguientes restricciones:
zk − 〈w, ψ(k)〉 ≤ ε+ ξl
−zk + 〈w, ψ(k)〉 ≤ ε+ ξ∗l
ξk, ξ
∗
k ≥ 0
(4.78)
Siguiendo la misma metodolog´ıa que en el algoritmo MDS, los pesos de la
ma´quina pueden calcularse como:
w =
K−1∑
k=0
ηkψ(k) (4.79)
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Figura 4.13: Esquema de bloques del algoritmo MKSA. La respuesta al impulso invertida
y desplazada K muestras coincide con la respuesta al impulso original, dada su simetr´ıa.
Filtrando las observaciones con la respuesta al impulso del sistema emerge un kernel de
autocorrelacio´n.
y el problema dual resulta:
−1
2
(α−α∗)T (T+ γI)(α−α∗) + vT (α−α∗)− ε1T (α + α∗) (4.80)
sujeto a 0 ≤ α(∗) ≤ C, donde la matriz T esta´ definida como:
T (j, k) = 〈ψ(j), ψ(k)〉 = K(j, k) (4.81)
donde de nuevo es necesario definir el kernel K. Este problema dual constituye
tambie´n un problema de programacio´n cuadra´tica, convexo, siempre y cuando la
matriz T, sea semidefinida positiva.
Solucio´n al MSKA y esquema de bloques
Una vez obtenidos los multiplicadores de Lagrange, las observaciones estimadas
(y filtradas) {zˆk}, pueden expresarse como:
zˆk =
K−1∑
j=0
ηj 〈ψ(j), ψ(k)〉 =
K−1∑
j=0
ηjK(j, k) (4.82)
e identificando te´rminos con respecto al modelo convolutivo MSKA:
zˆk = iˆk ∗Rhk =
K−1∑
j=0
iˆkR
h
j−k (4.83)
encontramos que:
K(j, k) = Rhj−k (4.84)
iˆk = ηk (4.85)
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Figura 4.14: Ejemplo de funcionamiento del algoritmo MSKA para SNR = 50dB en
comparacio´n con el me´todo RLS. (a) Variacio´n espacial y (b) comportamiento en fre-
cuencia del algoritmo MSKA cuando se utiliza una estimacio´n de la secuencia de auto-
correlacio´n de la respuesta al impulso. (c) Variacio´n espacial y (d) comportamiento en
frecuencia del algoritmo MSKA cuando se utiliza una la secuencia de autocorrelacio´n
original.
y por tanto:
zˆk = ηk ∗ Kk = ηk ∗Rhk = iˆk ∗Rhk (4.86)
Al igual que en el algoritmo MDS, el MSKA proporciona una solucio´n dispersa y
regularizada, y donde, en este caso, emerge de forma natural un kernel de auto-
correlacio´n. El esquema de bloques del algoritmo MSKA esta´ representado en la
Figura 4.13.
Ejemplo
El conocimiento de la respuesta al impulso hk permite trabajar bien con una
estimacio´n de la secuencia de autocorrelacio´n Rˆhk , bien con la secuencia de auto-
correlacio´n original Rhk para calcular el nu´cleo K. Las prestaciones del algoritmo
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MSKA, en ambas situaciones, se representan en la Figura 4.14, donde los paneles
(a) y (b) reflejan los resultados relativos al algoritmo MSKA utilizando un nu´cleo
calculado segu´n la estimacio´n de la secuencia de autocorrelacio´n, mientras que
los paneles (c) y (d) se ha empleado como nu´cleo la secuencia de autocorrelacio´n
original. En ambos casos, la solucio´n obtenida se ajusta perfectamente a la sen˜al
original, si bien destaca el kernel de autocorrelacio´n estimado. Las discrepancias
entre ambos nu´cleos pueden atribuirse a la obtencio´n de los para´metros libres que
definen el punto de trabajo o´ptimo de la SVR.
En comparacio´n con los algoritmos previamente propuestos, las prestaciones
del MSKA son ligeramente superiores al MDS, y considerablemente superiores al
MSP.
4.3.5. Modelo de Sen˜al Adaptado
En este u´ltimo algoritmo, proponemos un me´todo para estimar los tiempos de
activacio´n en el tejido cardiaco. Los tiempos de activacio´n (o instantes de despo-
larizacio´n) coinciden con el valor ma´ximo de las corrientes cardiacas y constituyen
una magnitud de alto intere´s electrofisiolo´gico, a partir de la cual puede recons-
truirse la secuencia de activacio´n del tejido cardiaco.
Supo´ngase un ritmo cardiaco variable, en el que el impulso ele´ctrico de des-
polarizacio´n barre la superficie endoca´rdica de forma aperio´dica, en el caso ma´s
general. En estas condiciones, y fijando el punto de observacio´n en una localizacio´n
fija del tejido cardiaco, la corriente en el corazo´n puede modelarse como:
in = i
o
n ∗ fn (4.87)
donde n denota un ı´ndice temporal, ion representa la corriente en un instante de
despolarizacio´n dado, que se supone ide´ntica para el resto de instantes de despola-
rizacio´n, y fn =
∑
j δn−naj , siendo n
a
j los instantes de despolarizacio´n (Figura 4.15).
Sin pe´rdida de generalidad se puede suponer, adema´s, que la distancia temporal
entre impulsos se corresponde con una distancia espacial rak, y por tanto, para un
instante dado, se cumple que:
ik = i
o
k ∗ fk =
∑
j
iok−raj (4.88)
donde k denota ı´ndices espaciales, y fk =
∑
j δk−raj , siendo r
a
k la distancia espacial
entre los instantes de despolarizacio´n.
Bajo estas suposiciones iniciales, si filtramos el modelo convolutivo (4.49) con
la corriente prototipo {iok} invertida, se obtiene el siguiente modelo de sen˜al:
uk = vk ∗ [io−k ∗ δk+K ] = [ˆik ∗ hk + ek] ∗ io−k ∗ δk+K
= iˆok ∗ fˆk ∗ io−k ∗ hk ∗ δk+K + e
′
k = R
io
k ∗ fˆk ∗ hk ∗ δk+K + e
′
k
(4.89)
donde Ri
o
k representa la secuencia de autocorrelacio´n de las fuentes cardiacas pro-
116 4.3 Algoritmos SVM para el problema inverso
0 0.2 0.4 0.6 0.8 1 1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
tiempo (s)
i n
−0.1 −0.05 0 0.05 0.1 0.15
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
tiempo (s)
io n
0 0.2 0.4 0.6 0.8 1 1.2
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
tiempo (s)
f n
(a) (b) (c)
Figura 4.15: Modelo de corriente de despolarizacio´n. La secuencia de despolarizacio´n de
un ritmo cardiaco variable (a) puede representarse como la convolucio´n de la corriente
prototipo (b) y un tren de deltas (c), que aporta la informacio´n sobre los instantes de
despolarizacio´n.
totipo iok.
El objetivo del algoritmo MSA consiste en obtener una estimacio´n del tren
de deltas fˆk lo ma´s parecido a la secuencia original fk. Para ello, adoptando un
modelo dual para las observaciones:
uk = 〈w, ϕ(k)〉+ e′k (4.90)
y siguiendo un desarrollo matema´tico ide´ntico al presentado para el algoritmo
MSKA, el vector w en el RKHS puede calcularse como:
w =
K−1∑
k=0
ηkϕ(k) (4.91)
y el problema dual resulta:
−1
2
(α−α∗)T (P+ γI)(α−α∗) + vT (α−α∗)− ε1T (α + α∗) (4.92)
sujeto a 0 ≤ α(∗) ≤ C, donde la matriz P esta´ definida como:
P (j, k) = 〈ϕ(j), ϕ(k)〉 = K(j, k) (4.93)
donde de nuevo es necesario identificar el nu´cleo K, como se presenta a continua-
cio´n.
Solucio´n al MSA y esquema de bloques
Una vez obtenidos los multiplicadores de Lagrange, las observaciones uˆk, pue-
den expresarse como:
uˆk =
K−1∑
j=0
ηj 〈ϕ(j), ϕ(k)〉 =
K−1∑
j=0
ηjK(j, k) = ηk ∗ Kk (4.94)
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Figura 4.16: Esquema de bloques del algoritmo MSA. Dado que la secuencia de instantes
de despolarizacio´n {fk} constituye una secuencia dispersa, el objetivo de la formulacio´n
MSA es proporcionar una estimacio´n {fˆk} que tenga las mismas propiedades. Para ello,
filtramos las observaciones con la corriente prototipo invertida.
e identificando te´rminos con respecto al modelo convolutivo MSA:
uˆk = fˆk ∗Riok ∗ hk (4.95)
encontramos que:
Kk = Riok ∗ hk (4.96)
ηk = fˆk (4.97)
y por tanto:
uˆk = ηk ∗ Kk = fˆk ∗Rik ∗ hk (4.98)
La solucio´n al problema de estimacio´n consiste ahora en determinar el tren de
deltas fˆk. La secuencia fk define una sen˜al dispersa, y por tanto, la utilizacio´n de
un algoritmo SVM resulta adecuada para determinar sus valores con precisio´n. Por
otro lado, el kernel se construye como la convolucio´n de la respuesta al impulso y
la autocorrelacio´n de las fuentes de corriente, y sera´ nu´cleo de Mercer, puesto que
la convolucio´n de dos nu´cleos de Mercer es tambie´n un nu´cleo de Mercer. No´tese
que la corriente {ik} es desconocida, y por ello {Riok } se calcula a partir de una
secuencia {iok} prototipo definida a priori. El esquema de bloques del algoritmo
MSA esta´ representado en la Figura 4.16.
Ejemplo
La corriente rectangular utilizada en los ejemplos precedentes se emplea
aqu´ı como corriente prototipo iok, que en este caso coincide con ik, dado que so´lo
se tiene en cuenta un instante de despolarizacio´n. Resolviendo el problema inverso
para detectar el tiempo de activacio´n de ik se obtiene el resultado presentado en la
Figura 4.17. Como puede observarse, la estimacio´n fˆk se aproxima casi perfecta-
mente a la secuencia original fk, poniendo de manifiesto la idoneidad de adecuar
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Figura 4.17: Ejemplo de funcionamiento del algoritmo MSA para SNR = 50dB.
el modelo de sen˜al en la formulacio´n SVM para detectar de forma precisa los
instantes de despolarizacio´n.
Algoritmo MSA en Sistemas de Mapeo O´ptico
En los SMO se tiene acceso a la variacio´n temporal del voltaje sobre la superficie
epica´rdica del corazo´n. Por ello, proponemos un me´todo de reconstruccio´n de los
instantes de despolarizacio´n alternativo, basado en los registros temporales, no
espaciales, asociados a cada elemento del modelo de tejido. Con este objetivo,
reformulamos el modelo MSA tomando como fuente de informacio´n el voltaje
registrado sobre cada localizacio´n del tejido cardiaco, dado que su morfolog´ıa,
en cada despolarizacio´n no var´ıa, o var´ıa so´lo ligeramente. El algoritmo es como
sigue: supo´ngase que nuestras observaciones son el voltaje asociado a cada punto
(espacial) de una regio´n (bidimensional) del tejido cardiaco, tal y como suceder´ıa
en un experimento real mediante un Sistema de Mapeo O´ptico. Este voltaje vˆn, en
cada punto (x, y) del tejido (Figura 4.18 (a)), se ver´ıa afectado por ruido de distinta
naturaleza, asociado con el sistema de medida, que podr´ıa modelarse como:
vˆn = vn + en (4.99)
A partir de este voltaje, se puede definir otra entidad matema´tica, denominada
a partir de ahora in, que contenga la informacio´n relativa a los instantes de des-
polarizacio´n. Puesto que la despolarizacio´n de las ce´lulas cardiacas se refleja como
un cambio brusco en el potencial de accio´n, el operador derivada se postula como
un me´todo adecuado para determinar los instantes de cambio en el voltaje, y por
tanto, determinar el instante de despolarizacio´n (Figura 4.18 (b)). As´ı, in se define
como:
in =
dvˆn
dn
=
dvn
dn
+ e
′
n (4.100)
donde e
′
n representa el ruido tras atravesar el sistema derivador.
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Figura 4.18: Ejemplo de registro en SMO. (a) Potencial transmembrana vn captado en
una localizacio´n fija. (b) Primera derivada, denominada in, del voltaje transmembrana.
Sin pe´rdida de generalidad, y siguiendo un desarrollo paralelo al presentado
anteriormente, la secuencia {in} puede modelarse como:
i˜n = i
o
n ∗ fn + e
′
n (4.101)
donde ion representa la entidad in en un instante dado, y fn =
∑
j δn−naj , siendo
naj los instantes de despolarizacio´n. De esta forma, in puede aproximarse por i˜n,
secuencia, esta u´ltima, definida como la repeticio´n, en cada instante de despolari-
zacio´n, de un patro´n de activacio´n ion.
Para sacar partido de la formulacio´n SVM, la secuencia {˜in} es filtrada con el
la secuencia prototipo {ion} invertida, obtenie´ndose el siguiente modelo de sen˜al:
un = i˜n ∗ [io−n ∗ δk+N ] = [ion ∗ fn + e
′
n] ∗ io−n ∗ δn+N
= ıon ∗ io−n ∗ fn ∗ δn+N + e
′′
n = R
io
n ∗ fn ∗ δn+N + e
′′
n
(4.102)
donde Ri
o
k representa la secuencia de autocorrelacio´n del prototipo i
o
k, y e
′′
n el ruido
coloreado.
Adoptando un modelo dual para las observaciones un, y realizando las deriva-
ciones matema´ticas pertinentes se llega al siguiente resultado:
Kn = Rion (4.103)
ηn = fˆn (4.104)
de forma que, la secuencia de instantes de despolarizacio´n estimada fˆn, se corres-
ponde con los multiplicadores de Lagrange del problema de optimizacio´n derivado
de la metodolog´ıa SVM. La Figura 4.19 muestra el esquema de bloques del algo-
ritmo propuesto.
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mediante SMO.
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Figura 4.20: Prestaciones de los algoritmos de reconstruccio´n para distintos valores de
la SNR.
4.3.6. Comparativa entre algoritmos
La Figura 4.20 ilustra el comportamiento de los distintos algoritmos de estima-
cio´n de las corrientes cardiacas, para distintos valores de la relacio´n sen˜al al ruido.
Concretamente, se estudian las prestaciones de los algoritmos MPS, MDS y MSKA
desde el punto de vista del MSE normalizado, cometido al estimar la corriente en
forma de pulso utilizada en los ejemplos previos para distintos valores de la SNR.
Para el algoritmo MSKA se han obtenido dos resultados, correspondientes a la
utilizacio´n bien de la secuencia de autocorrelacio´n estimada (MSKA-E), bien de
la secuencia de autocorrelacio´n real (MSKA-R) como nu´cleo de la SVR.
Las prestaciones del MSKA-E destacan por encima del resto en todo el rango
de la SNR, superando en el peor de los casos en casi un orden de magnitud el
comportamiento del algoritmo RLS. El funcionamiento del algoritmo MSKA-R
es tambie´n bastante aceptable, especialmente para valores bajos de la SNR. A
partir de SNR= 20 dB, sin embargo, las prestaciones del algoritmo no mejoran a
medida que el nivel de ruido disminuye. Esta saturacio´n se debe a la morfolog´ıa
de la sen˜al estimada (Figura 4.21 (a)). Si bien la sen˜al reconstruida se ajusta
casi perfectamente a la sen˜al original, la deflexiones negativas observadas ante el
cambio abrupto del pulso y la limitacio´n del valor ma´ximo estimado (feno´menos
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Figura 4.21: Variacio´n espacial para SNR = 20 dB. (a) MSAK-R y (b) MDS.
que tienen lugar a partir de SNR = 30 dB), imponen una cota superior en el valor
del MSE.
En el caso del MDS, e´ste proporciona una buena estimacio´n, en te´rminos del
MSE, para valores elevados de la SNR. En contraposicio´n, presenta el peor com-
portamiento para valores de la SNR por debajo de los 30dB. La Figura 4.21 (b)
muestra un ejemplo de funcionamiento del MDS para SNR = 20dB. Co´mo puede
apreciarse, los multiplicadores de Lagrange (recue´rdese que en el caso del MDS
iˆk = ηk) no llegan a encontrar una situacio´n estable en que se ajusten de forma
adecuada a la sen˜al original. Una posible causa de este comportamiento puede
atribuirse a la bu´squeda de los para´metros libres de la SVR, que si bien en todos
los casos supone una tarea compleja que se lleva a cabo de forma exhaustiva, en
el MDS, adema´s, no proporciona el valor o´ptimo de trabajo.
Por u´ltimo, el MPS presenta unas prestaciones ligeramente superiores al RLS
y bastante inferiores al MSKA-E para el rango completo de valores de la SNR.
Con todo, el comportamiento del MPS es el esperado de un modelo de sen˜al que
proporciona una corriente estimada no dispersa, que por tanto no consigue un
ajuste tan preciso como el resto de algoritmos derivados de la metodolog´ıa SVM
de regresio´n en el RKHS.
4.4. Resultados
Con objeto de analizar el comportamiento de los algoritmos SVM en situa-
ciones realistas, se consideran dos escenarios de trabajo, donde, en ambos casos,
la informacio´n sobre las fuentes cardiacas y el potencial ele´ctrico registrado en
distintas localizaciones, se obtiene a partir del modelo simplificado de tejido y del
modelo de captacio´n presentados en la Seccio´n 4.2.1:
Corriente realista unidimensional. En este caso, se tomara´ como referen-
cia un modelo unidimensional de tejido cardiaco (representando una fibra
122 4.4 Resultados
cardiaca aislada). La formulacio´n, en forma de series espaciales, de los algo-
ritmos SVM presentados en la seccio´n precedente, sugiere realizar un ana´lisis
unidimensional como punto de partida para evaluar las prestaciones de cada
uno de los me´todos de reconstruccio´n propuestos.
Este escenario, adema´s, resulta de gran intere´s para su posterior extensio´n a
un escenario bidimensional, y por tanto, ma´s cercano a una situacio´n real, por
dos motivos: en primer lugar, proporciona informacio´n sobre el algoritmo de
reconstruccio´n o´ptimo (MPS, MDS o MSKA) y el funcionamiento del MSA.
En segundo lugar, escenarios de trabajo ma´s complejos, teniendo en cuenta
un modelo bidimensional de tejido cardiaco, pueden resolverse siguiendo una
metodolog´ıa unidimensional.
Corriente realista bidimensional. A partir de los resultados obtenidos en el
escenario anterior, se analizara´ el comportamiento del algoritmo de recons-
truccio´n o´ptimo y del algoritmo MSA en un modelo de tejido bidimensional,
ante dos situaciones de intere´s cl´ınico: propagacio´n de un frente plano y
activacio´n ele´ctrica en el tejido cardiaco en forma de espiral.
4.4.1. Corriente realista unidimensional
En este caso, la corriente transmembrana en cada punto del tejido, entidad
que constituye las fuentes cardiacas, se ha calculado a partir de la Ecuacio´n (4.2),
donde Vm se ha obtenido a partir del modelo simplificado de tejido. Supo´ngase un
impulso ele´ctrico que barre una fibra cardiaca unidimensional en la direccio´n x a
una velocidad de 50 cm/s. En estas condiciones, un potencial de accio´n con APD
= 200 ms presenta una longitud espacial de λ = CV·APD = 10 cm. La Figura 4.22
(a) ilustra esta situacio´n, donde se representa la variacio´n espacial del potencial
de accio´n (Vm) y de la corriente transmembrana (Im), en una fibra cardiaca unidi-
mensional de 12 cm de largo. Como puede apreciarse, durante la despolarizacio´n
se produce una variacio´n muy ra´pida en la corriente transmembrana, producida
por el cambio brusco del potencial de membrana ante la apertura de los canales
de sodio (Seccio´n 2.3).
Dada la corriente transmembrana (o fuentes cardiacas) en cada punto espacial
del tejido cardiaco, es posible calcular el EGM asociado a cada punto de capta-
cio´n utilizando el modelo simplificado de captacio´n (Ecuacio´n (4.4)). Teniendo en
cuenta que se tiene el mismo nu´mero de electrodos que de elementos de corriente,
el resultado de (4.4) es una distribucio´n espacial del potencial ele´ctrico registra-
do (Figura 4.22 (b)). A partir de la informacio´n del EGM (espacial), se evalu´an
las prestaciones de los algoritmos propuestos en la reconstruccio´n de la corrien-
te transmembrana para distintos niveles de ruido. Superpuesto al trazo continuo
correspondiente a un EGM sin ruido, la Figura 4.22 (b) muestra tambie´n un ejem-
plo de EGM contaminado con ruido blanco aditivo gaussiano para un valor de
SNR = 10 dB.
Si bien en la Figura 4.22 (a) so´lo se distingue una deflexio´n ra´pida en el tra-
zo de la corriente transmembrana, en ella, sin embargo, pueden identificarse dos
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Figura 4.22: Modelo de tejido unidimensional. (a) Voltaje y corriente transmembrana
obtenidos para un potencial de accio´n con APD = 200 ms recorriendo el tejido cardiaco
en la direccio´n x a 50 cm/s. El voltaje ha sido escalado para apreciar la sincroniza-
cio´n entre el instante de despolarizacio´n y el inicio del potencial de accio´n. (b) EGM
resultante y EGM ruidoso (trazo continuo y puntos, respectivamente) calculado a par-
tir del modelo de captacio´n. (c) Corriente transmembrana durante la despolarizacio´n.
(d) Espectro de la corriente transmembrana durante la despolarizacio´n. (e) Corriente
transmembrana durante la repolarizacio´n. (f) Espectro de la corriente transmembrana
durante la repolarizacio´n.
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instantes de tiempo (o localizaciones) distintos que tienen un efecto directo sobre
el EGM registrado, y por tanto, aportan informacio´n de intere´s electrofisiolo´gico.
Por un lado, la despolarizacio´n del tejido cardiaco (Figura 4.22 (c)), en que la
corriente transmembrana var´ıa bruscamente en un intervalo de tiempo muy pe-
quen˜o (o equivalentemente en una regio´n muy estrecha), cuyo efecto se refleja en
el EGM como una deflexio´n ra´pida. El espectro de la corriente de despolarizacio´n,
por tanto, se situ´a en la altas frecuencias (Figura 4.22 (d)). Por otro lado, la repo-
larizacio´n del tejido cardiaco (Figura 4.22 (e)), en que la corriente transmembrana
var´ıa lentamente en un rango dina´mico mucho ma´s estrecho comparado con la
corriente de despolarizacio´n y por ello, su contribucio´n al EGM puede apreciarse
en forma de una variacio´n lenta que indica el final del potencial de accio´n. El
espectro de la corriente de despolarizacio´n se encuentra, as´ı pues, en las bajas
frecuencias (Figura 4.22 (f)).
Dadas las distintas caracter´ısticas de los procesos de despolarizacio´n y repo-
larizacio´n, en la resolucio´n del problema inverso, se tratara´n cada uno de estos
instantes (o regiones) de forma independiente. La forma de onda de la corriente
de despolarizacio´n puede identificarse como una secuencia dispersa, en la que la
mayor´ıa de los valores que la componen son nulos o pueden considerarse nulos.
Por ello, la corriente de despolarizacio´n se constituye como un candidato perfecto
sobre el que aplicar los algoritmos SVM que siguen una formulacio´n del problema
en el Dual, para los que, como se demostro´ anteriormente, se obtiene una solucio´n
dispersa. A diferencia de la corriente de despolarizacio´n, la lenta variacio´n de la
corriente de repolarizacio´n no proporciona una secuencia dispersa, y por tanto,
es de esperar que con los algoritmos Duales no se obtengan unos resultados que
destaquen sobre el resto.
A continuacio´n se presentan los resultados relativos a la resolucio´n del problema
inverso para la corriente de despolarizacio´n y repolarizacio´n. En un u´ltimo apar-
tado, se evalu´an las prestaciones del algoritmo MSA para detectar los instantes de
despolarizacio´n del tejido cardiaco.
Corriente transmembrana de despolarizacio´n
La Figura 4.23 muestra las prestaciones de los algoritmos SVM de recons-
truccio´n de la corriente transmembrana durante la despolarizacio´n para distintos
valores de la SNR. El algoritmo MSKA-R se ha descartado en la representacio´n
gra´fica dados sus pobres resultados. Se puede observar que, al igual que suced´ıa en
el ejemplo sinte´tico, las prestaciones del algoritmo MSKA-E destacan por encima
del resto. El comportamiento del MDS, sin embargo, mejora para SNRs bajas con
respecto a los ejemplos presentados en la Seccio´n 4.3, debido a la morfolog´ıa de
la corriente de despolarizacio´n, que resulta adecuada para este algoritmo Dual.
Si bien tanto el MSKA-E como el MDS proporcionan las mejores prestaciones,
cabe destacar que la solucio´n o´ptima es muy sensible a los para´metros libres de
la SVM, y pequen˜as variaciones en sus valores producen un incremento sustancial
en el MSE. En el caso del MPS, sus prestaciones son las esperadas, mejorando
ligeramente el resultado del RLS.
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Figura 4.23: Prestaciones (MSE normalizado) de los algoritmos SVM de reconstruccio´n
de la corriente transmembrana durante la despolarizacio´n para distintos valores de la
SNR.
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Figura 4.24: Ejemplos de reconstruccio´n de la corriente de despolarizacio´n a partir de
un EGM simulado para SNR = 50 dB. En todos los casos el resultado se compara con
el algoritmo RLS. (a) MPS. (b) MDS. (c) MSKA-E.
Un ejemplo de reconstruccio´n de la corriente transmembrana para los distintos
algoritmos se presenta en la Figura 4.24. El MPS (Figura 4.24 (a)), proporciona
una solucio´n muy parecida al RLS, mientras que el MDS (Figura 4.24 (b)) y el
(Figura 4.24 (c)) el resultado se ajusta de forma muy aproximada a la corriente
original, sin oscilaciones en los valores nulos.
Corriente transmembrana de repolarizacio´n
La Figura 4.25 muestra las prestaciones de los algoritmos SVM de reconstruc-
cio´n de la corriente transmembrana durante la repolarizacio´n para distintos valores
de la SNR. En este caso, el MPS proporciona los mejores resultados por delante
del resto de algoritmos, superando ligeramente al MSKA-E. La variacio´n suave
de la corriente durante la despolarizacio´n proporciona una secuencia no dispersa,
donde el MPS se constituye como el algoritmo o´ptimo para su reconstruccio´n (Fi-
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Figura 4.25: Prestaciones (MSE normalizado) de los algoritmos SVM de reconstruccio´n
de la corriente transmembrana durante la repolarizacio´n para distintos valores de la SNR.
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Figura 4.26: Ejemplos de reconstruccio´n de la corriente de repolarizacio´n a partir de
un EGM simulado para SNR = 50 dB. En todos los casos el resultado se compara con
respecto al algoritmo RLS. (a) MPS. (b) MDS. (c) MSKA-E
gura 4.26 (a)). A pesar de trabajar con una secuencia no dispersa, el MSKA-E
proporciona un resultado bastante aceptable (Figura 4.26 (c)), muy por encima
del MDS, algoritmo que tambie´n esta´ formulado segu´n una metodolog´ıa Dual.
Destacan, adema´s, las buenas prestaciones del MPS y del MSKA-E para valores
de la SNR bajas, donde el RLS falla en la reconstruccio´n. Por el contrario, el MDS
se constituye como el peor algoritmo en este escenario, para el cual la solucio´n
siempre oscila, no ajusta´ndose de forma adecuada a la corriente original (Figura
4.26 (b)).
A la vista de los resultados anteriores, se puede afirmar que el MSKA-E cons-
tituye el algoritmo de reconstruccio´n que, en el computo de las dos situaciones
analizadas, esto es, durante la despolarizacio´n y la repolarizacio´n, mejores resul-
tados proporciona.
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Figura 4.27: Elementos para el ana´lisis de prestaciones del algoritmo MSA. (a) Estudio
1, ritmo sinusal. (b) Estudio 2, despolarizacio´n prematura.
Modelo de sen˜al adaptado
El MSA ha sido desarrollado para detectar los instantes de despolarizacio´n de
la actividad ele´ctrica del corazo´n, a partir de la convolucio´n del voltaje registrado
en cada punto del tejido cardiaco vk, con una corriente prototipo i
o
k adaptada a la
morfolog´ıa de la corriente de despolarizacio´n. De esta forma, y eligiendo el nu´cleo
de la SVM de forma adecuada, se estiman los instantes de despolarizacio´n fˆk.
Una vez elegido el nu´cleo SVM y la corriente prototipo, el funcionamiento del
algoritmo MSA dependera´n de la variabilidad en los datos, esto es, la variabili-
dad en la corriente de despolarizacio´n. Por ello, para analizar las prestaciones del
algoritmo MSA se han estudiado dos situaciones:
Estudio 1, Figura 4.27 (a). En este escenario de trabajo una fibra cardiaca
unidimensional del 8 cm (CV = 20 cm/s) es estimulada en dos instantes
de tiempo suficientemente separados, de forma que la corriente de despo-
larizacio´n es pra´cticamente ide´ntica de un instante al siguiente. Este esce-
nario representa una situacio´n de despolarizacio´n del tejido cardiaco cuasi-
estacionaria.
Estudio 2, Figura 4.27 (b). En este caso, la misma fibra cardiaca unidimen-
sional es estimulada en tres instantes de tiempo, el segundo de los cuales
representa una estimulacio´n prematura (con un DI muy corto), y por tanto
la corriente de despolarizacio´n (adema´s de la repolarizacio´n) se ve afectada
tanto en su forma de onda como en su amplitud.
En la aplicacio´n del MSA presentado en la seccio´n anterior, se escogio´ como
corriente prototipo una corriente de la misma morfolog´ıa que la corriente trans-
membrana. En este caso, dada la ra´pida variacio´n de la corriente de despolarizacio´n
se utilizara´n dos corrientes prototipo distintas. De un lado, una corriente de des-
polarizacio´n calculada a partir de un potencial de accio´n prototipo (Figura 4.28
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Figura 4.28: Elementos para el ana´lisis de prestaciones del algoritmo MSA. (a) Corrien-
te prototipo cuya morfolog´ıa coincide con la corriente de despolarizacio´n. (b) Corriente
prototipo de morfolog´ıa triangular y anchura σ variable.
(a)), cuya morfolog´ıa refleja todos los cambios de la corriente transmembrana du-
rante la repolarizacio´n. De otro lado, una corriente de despolarizacio´n triangular
(Figura 4.28 (b)), con anchura σ variable, de forma que, variando el valor de σ
esta corriente puede adaptarse a las distintas deflexiones de la corriente de despo-
larizacio´n. La definicio´n de una corriente prototipo de despolarizacio´n triangular
ha sido incluida en este estudio para evaluar las prestaciones del algoritmo MSA
en situaciones (reales) en que no se pueda estimar, o se desconozca totalmente, la
morfolog´ıa de la corriente prototipo de despolarizacio´n.
La Figura 4.29 ilustra las prestaciones, en te´rminos del MSE normalizado, del
algoritmo MSA en la deteccio´n de los instantes de despolarizacio´n para distintos
valores de la SNR, cuando se utiliza la corriente prototipo definida en la Figura
4.27 (c), de ahora en adelante denominada corriente prototipo de despolarizacio´n.
Puede apreciarse co´mo las prestaciones del MSA son buenas en ambos escenarios
de trabajo, si bien, como es lo´gico, el error asociado al Estudio 2 tiene asociado
un error ligeramente superior en la estimacio´n de los instantes de despolarizacio´n.
Un ejemplo de funcionamiento del algoritmo MSA bajo la corriente prototipo
de despolarizacio´n, para valores de SNR = 10 y 50 dB se presenta en la Figura
4.30. En todos los casos, se observa un buen comportamiento del algoritmo para el
que, si bien se obtienen esp´ıculas casi aisladas en los instantes de despolarizacio´n,
la amplitud de las mismas no llega a su valor o´ptimo, encontra´ndose siempre por
debajo del valor esperado. De nuevo, este hecho puede atribuirse a la bu´squeda
de los para´metros libres de la SVM, que ha de realizarse de forma exhaustiva, y
dada la carga computacional, no se garantiza que encontremos el valor o´ptimo en
todos los casos. Las diferencias del algoritmo asociadas a los distintos valores de la
SNR son lo´gicas (paneles superiores frente a inferiores), dado que, a mayor SNR,
mejores prestaciones se observan. Destaca, el buen funcionamiento del MSA en el
Estudio 2, tal y como se comento´ en la Figura 4.29, demostra´ndose la robustez
de este algoritmo. Desde el punto de vista de la reconstruccio´n de la secuencia
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Figura 4.29: Prestaciones del algoritmo MSA con la corriente prototipo de despolariza-
cio´n, en los dos escenarios de trabajo, para distintos valores de la SNR.
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Figura 4.30: Estimacio´n de la secuencia de instantes de despolarizacio´n fˆk para (a)
Estudio 1, SNR = 10 dB. (b) Estudio 2, SNR = 10 dB. (c) Estudio 1, SNR = 50 dB.
(d) Estudio 2, SNR = 50 dB.
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Figura 4.31: Prestaciones del MSA con la corriente prototipo triangular, en los dos
escenarios de trabajo, para distintas valores de σ.
de instantes de despolarizacio´n fˆk, puede apreciarse co´mo en todos los casos, y
especialmente en el Estudio 2, para SNR = 50 dB, la estimacio´n proporcionada
por el algoritmo no so´lo aporta informacio´n del tiempo de activacio´n, sino tambie´n
de la amplitud de la corriente estimada, poniendo de manifiesto, en este ejemplo,
que la corriente de despolarizacio´n correspondiente al segundo est´ımulo presenta
una corriente de transmembrana menor. En este sentido, se observa tambie´n que,
la corriente corriente de repolarizacio´n del segundo est´ımulo, de amplitud mayor
de lo normal, tambie´n se refleja en la estimacio´n proporcionada por el MSA en
forma de una pequen˜a delta de valor negativo.
En la Figura 4.31 se representa el comportamiento del algoritmo MSA cuando
se utiliza una corriente prototipo triangular con distintas anchuras σ, para valores
de la SNR = 10 y 50 dB. En te´rminos del MSE, puede apreciarse co´mo a mayor σ,
menor error se comete en la estimacio´n de los instantes de despolarizacio´n. Este
resultado resulta esperado, dado que cuanto menor sea σ, ma´s parecido a una
delta sera´ la corriente prototipo, y en ese caso, e´sta se adaptar´ıa a cada una de las
deflexiones de la corriente transmembrana, lo que no resultar´ıa o´ptimo en te´rminos
de MSE puesto que aumentar´ıa el nivel de espurios. Por otro lado, destaca el hecho
de que las prestaciones del algoritmo son mejores para SNR = 10 dB comparado
con SNR = 50 dB. La explicacio´n a este feno´meno se encuentra en la Figura
4.32, la cual representa distintos ejemplos de reconstruccio´n de fˆk para un valor
de SNR = 10 y distintas anchuras σ en los dos escenarios de trabajo. Si bien en
te´rminos de MSE resulta adecuado utilizar una σ elevada, en te´rminos de nu´mero
de elementos distintos de cero (o espurios) el resultado no es o´ptimo. Al contrario
de lo que se esperaba, a menor σ, mayor error se comete en la estimacio´n de la
amplitud de las deltas, pero el nu´mero de espurios se reduce. Por esta razo´n, el
MSE es ligeramente superior para los valores de sigma pequen˜os en relacio´n con
valores ma´s elevados. Sin embargo, el menor MSE, tal y como se comprueba en
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Figura 4.32: Estimacio´n de la secuencia de instantes de despolarizacio´n {fˆk} en los dos
escenarios de trabajo, para SNR = 10 dB y distintos valores de σ.
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la Figura 4.32, no garantiza una reconstruccio´n o´ptima, y por ello, la diferentes
prestaciones del algoritmo para los valores SNR = 10 y 50 tienen que entenderse
bajos estas consideraciones.
La corriente prototipo en forma triangular resulta adecuada para reconstruir
los instantes de despolarizacio´n en situaciones reales, donde no se tiene acceso a
la corriente transmembrana. No obstante, su utilizacio´n conlleva una serie de res-
tricciones. En primer lugar, el error de estimacio´n, para todos los valores de σ,
es mayor en este caso comparado con el MSA empleado la corriente prototipo de
despolarizacio´n (4.29 vs 4.31). En segundo lugar, la corriente triangular trata de
adaptarse a cada una de las deflexiones de la corriente de despolarizacio´n (Figura
4.32), y por ello, siempre esta´ presente en la reconstruccio´n una delta de gran
amplitud de valor negativo, que refleja el valor mı´nimo de la corriente transmem-
brana. En tercer lugar, si bien la estimacio´n de los instantes de despolarizacio´n
es mejor (en te´rminos de lo´bulos secundarios) para valores pequen˜os de σ, e´sta
presenta un MSE mayor, comparado con valores de σ elevados, y por tanto, el
criterio de seleccio´n de los para´metros libres de la SVM no resulta nada sencillo.
En este sentido, hay que destacar que la amplitud de la corriente prototipo se ha
mantenido constante. Incluyendo esta variable como para´metro libre a determinar
se obtendr´ıan mejores resultados, pero la complejidad de la bu´squeda se escapa de
los propo´sitos de este estudio.
4.4.2. Corriente realista bidimensional
A partir del ana´lisis realizado en la seccio´n precedente para una fibra car-
diaca unidimensional, en esta seccio´n se estudian las prestaciones del algoritmo
MSKA-E y del MSA bajo la corriente prototipo de despolarizacio´n en una porcio´n
de tejido cardiaco que se extiende en dos dimensiones. Concretamente, se anali-
zara´ el comportamiento de los algoritmos de reconstruccio´n o´ptimos, adaptados
convenientemente a un escenario 2D, en dos situaciones de intere´s cl´ınico:
Frente de onda plano, Figura 4.33 (a) y (b). Mediante la utilizacio´n del mode-
lo simplificado de tejido, la estimulacio´n simulta´nea de columna izquierda en
una porcio´n bidimensional de tejido cardiaco de 2×2 cm (20×20 elementos)
produce un frente de onda plano que se desplaza a CV constante en la direc-
cio´n x (Figura 4.33 (a)). Aplicando (4.2), se obtienen las fuentes ele´ctricas
generadas en el tejido cardiaco, esto es, la corriente transmembrana (Figura
4.33 (b)), que constituye la variable a estimar.
Activacio´n ele´ctrica cardiaca en forma de espiral, Figura 4.33 (c) y (d). Em-
pleando el mismo modelo simplificado de tejido que en el caso del frente
plano, y estimulando perpendicularmente a la propagacio´n de un frente plano
en la cola refractaria, se genera un frente de activacio´n en forma de espiral
cuya CV decrece cuanto ma´s cerca se esta´ del centro de rotacio´n (Figura 4.33
(c)). Las fuentes ele´ctricas tienen lugar en las regiones donde se produce una
transicio´n en el valor de voltaje de un punto a otro (∇Vm 6= 0), y por ello, la
4.4 Resultados 133
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
X (cm)
 
Y 
(cm
)
−80
−60
−40
−20
0
20
40
60
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
X (cm)
 
Y 
(cm
)
−80
−60
−40
−20
0
20
40
60
(a) (b)
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
X (cm)
 
Y 
(cm
)
−80
−60
−40
−20
0
20
40
60
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
X (cm)
 
Y 
(cm
)
−80
−60
−40
−20
0
20
40
60
(c) (d)
Figura 4.33: Modelo simplificado de tejido bidimensional de 2×2 cm, en dos situaciones
distintas. El valor de cada elemento del tejido se recoge en forma de una escala de
colores. Frente de onda plano : (a) voltaje transmembrana, (b) corriente transmembrana.
Activacio´n en forma de espiral: (c) voltaje transmembrana (d) corriente transmembrana.
corriente transmembrana proporciona informacio´n del frente de despolariza-
cio´n, que en este caso, como puede observarse, presenta una forma de onda
en espiral (Figura 4.33 (d)).
Dada la imagen (en un instante de tiempo fijo) de la corriente transmembrana
(fuentes ele´ctricas, Figura 4.33 (b) y (d)), el objetivo de esta seccio´n es estu-
diar el comportamiento del algoritmos de reconstruccio´n de la corriente ele´ctrica
(MSKA-E) y de la secuencia de activacio´n (MSA), a partir de la informacio´n de
los EGMs registrados en cada punto de captacio´n7, para distintos valores de la
SNR.
7Recue´rdese que se tiene el mismo nu´mero de elementos de corriente, o fuentes ele´ctricas, que
de elementos de registro, o electrodos.
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Figura 4.34: Prestaciones del algoritmo MSKA-E para distintos valores de la SNR en
dos situaciones de intere´s cl´ınico. Los s´ımbolos + y ×, indican diferencias estad´ıstica-
mente significativas (p-valor < 0.05) entre las prestaciones (MSE promedio) del algorit-
mo MSKA-E y del algoritmo RLS para un frente plano de activacio´n y una activacio´n
en forma de espiral, respectivamente.
Reconstruccio´n de la corriente transmembrana
La Figura 4.34 recoge los resultados obtenidos en la reconstruccio´n de las fuen-
tes ele´ctricas mediante el algoritmo MSKA-E para distintos valores de la SNR,
en las dos situaciones bajo estudio, cuando se compara con respecto al algoritmo
RLS. Para cada valor de la SNR, se representa el MSE promedio tras 50 reali-
zaciones del experimento, una vez que se ha fijado el punto de trabajo o´ptimo,
obtenido mediante una bu´squeda exhaustiva de los para´metros libres de la ma´qui-
na γ, C, ε. Desde el punto de vista del MSE, ambos algoritmos de reconstruccio´n
presentan un comportamiento bastante aceptable, si bien las prestaciones del algo-
ritmo MSKA-E superan ligeramente al algoritmo RLS, especialmente para valores
medio-altos (20-50 dB) de la SNR. Las diferencias entre las prestaciones (MSE
promedio) de los algoritmos han sido evaluadas mediante el test t-student o el test
de Wilconxon pareados, dependiendo de la naturaleza normal o no de la distribu-
cio´n muestral, respectivamente. Existen diferencias estad´ısticamente significativas
entre las prestaciones del algoritmo MSKA-E y del algoritmo RLS para todos los
valores de la SNR y en los dos escenarios de trabajo, salvo para SNR = 70 dB, y
SNR = 10 dB (so´lo en el caso del frente plano de activacio´n). En el caso de SNR
= 10 dB, el p-valor asociado tiene un valor p = 0.09, por lo que se puede atribuir
este resultado a un pequen˜o desajuste en los para´metros libres. Para SNR = 70
dB, el comportamiento de los dos algoritmos es muy similar, demostrando el l´ımite
en la capacidad de reconstruccio´n del algoritmo MSKA-E.
No obstante, en comparacio´n con los resultados obtenidos para una fibra car-
diaca unidimensional (Figura 4.23), las diferencias entre el MSKA-E y el RLS, en
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Figura 4.35: Prestaciones del algoritmo MSKA-E para distintos valores de la SNR y de
los para´metros libres de la SVM: (a) γ, (b) C y (c) ε.
este ejemplo bidimensional, han disminuido considerablemente. La utilizacio´n de la
SVM en su fase de entrenamiento, especialmente para registros con un gran nu´me-
ro de elementos, esta´ limitada por la carga computacional asociada a la bu´squeda
de los para´metros libres de la ma´quina. En este sentido, para limitar el nu´mero
de elementos que componen el modelo simplificado de tejido, se ha escogido una
frecuencia de muestreo ([muestras/cm]) pequen˜a, por lo que la representacio´n de la
actividad ele´ctrica no es muy detallada, y as´ı se disminuyen los grados de libertad
en la solucio´n, limitando con ello, las posibles diferencias entre los algoritmos.
La determinacio´n del punto de trabajo de la SVM es un aspecto crucial para
asegurar el comportamiento o´ptimo de los algoritmos SVM. Esta tarea se realiza
normalmente bien en funcio´n de consideraciones teo´ricas [34, 126], bien mediante
bu´squeda exhaustiva por medio de te´cnicas de validacio´n cruzada o remuestreo
bootstrap [220]. La Figura 4.35 representa la variacio´n del MSE en funcio´n de cada
uno de los para´metros libres de la SVM para distintos valores de la SNR. Cada
una de las gra´ficas ha sido calculada como el promedio del MSE obtenido entre la
corriente estimada y la corriente original para 100 realizaciones, variando uno de
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los para´metros libres y fijando los dos restantes al valor obtenido previamente tras
una bu´squeda exhaustiva del punto o´ptimo de trabajo, tomando como ejemplo el
frente plano de activacio´n cardiaca. Como puede apreciarse, existe un amplio rango
de trabajo para C (panel (b)), mientras que en el caso de ε (panel (c)) y, en menor
medida γ (panel (a)), se tiene una curva de error co´ncava, que refleja un valor
o´ptimo u´nico. En el caso de γ una disminucio´n de su valor con respecto al punto
o´ptimo de trabajo, no supone un incremento significativo en el MSE cometido
(panel (a), SNR = 30 dB). Si bien no se aprecia claramente, para SNR = 50, la
variacio´n con γ tambie´n muestra una curva de error co´ncava. Destaca, a la vista
de los resultados, el papel de ε. Este para´metro controla el nivel de dispersio´n de
la solucio´n y por ello, su contribucio´n es fundamental para una estimacio´n o´ptima
de la secuencia original. A pesar de que en la escala de la figura no se aprecia salvo
para SNR = 30 dB, en el rango de SNR = 10-50 dB (panel (c)), la curva del MSE
presenta un mı´nimo bien definido, y una pequen˜a variacio´n con respecto a este
punto supone un incremento considerable del error cometido en la estimacio´n de
la corriente original.
Reconstruccio´n de la secuencia de activacio´n
Siguiendo la misma metodolog´ıa que en los ejemplos anteriores de aplicacio´n
del algoritmo MSA, estudiamos aqu´ı la reconstruccio´n de los instantes de despola-
rizacio´n en un plano de tejido bidimensional, para dos valores de la SNR, concre-
tamente para SNR = 10 y 50 dB. Puesto que no es posible definir una corriente
prototipo de despolarizacio´n bidimensional, al contrario que en la reconstruccio´n
(bidimensional) de la corriente transmembrana, realizamos en este caso una apro-
ximacio´n elemento a elemento. Esto es, se aplicara´ el algoritmo MSA de forma
individual sobre la secuencia temporal unidimensional registrada en cada una de
las localizaciones (elementos o p´ıxeles) que conforman el modelo de tejido cardia-
co. Como se explico´ en la Seccio´n 4.3.5, la aplicacio´n del algoritmo MSA requiere
definir una respuesta al impulso espacial, y por ello, es necesario transformar el
dominio temporal asociado a la secuencia temporal registrada en cada p´ıxel del
tejido, a un dominio espacial, en el que aplicar la formulacio´n MSA. Asumiendo
una CV constante sobre el tejido, la escala espacial y la escala temporal siguen
una relacio´n lineal y, por tanto, es posible pasar de una escala a otra multiplicando
simplemente por un factor de escala (CV). La Figura 4.36 (a) y (b) muestra la
secuencia, espacial, del voltaje y la corriente registrada en dos localizaciones dis-
tintas del modelo de tejido cardiaco. Ambos registros, originalmente de longitud
0.8 s, muestran la propagacio´n (a CV = 20 cm/s) de un frente plano de activacio´n,
cuya longitud espacial es de λ = 0.8·20 = 16 cm. Tanto el voltaje como la corriente
han sido escalados en la figura para apreciar los instantes de despolarizacio´n.
La aplicacio´n del algoritmo MSA sobre los registros de corriente de la Fi-
gura 4.36 (a) y (b), utilizando una corriente prototipo de despolarizacio´n, para
SNR = 10 y 50 dB esta´ representada en los paneles (c-d) y (e-f), respectivamen-
te. Como puede observarse la Figura 4.36 (c) y (e), los resultados para el p´ıxel
(10,18) son, a pesar del alto nivel de espurios, bastante aceptables, en tanto en
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Figura 4.36: Resultados del algoritmo de reconstruccio´n de la secuencia de activacio´n
MSA. Secuencias, escaladas, del voltaje y corriente transmembrana, registradas en las
coordenadas del modelo de tejido cardiaco bidimensional (a) (1, 1.8) cm, (b) (1.5, 1.0)
cm. Comportamiento del algoritmo en los dos ejemplos seleccionados para SNR = 10
dB (c) y (d), y para SNR = 50 dB (e) y (f).
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cuanto podr´ıa identificarse claramente el instante de despolarizacio´n utilizando
un decisor duro sobre la salida blanda del algoritmo SVM, para un valor de de-
cisio´n umbral prefijado a priori. Por otro lado, en el primero de los potenciales
de accio´n representados, el instante de despolarizacio´n se reconstruye correcta-
mente, mientras que para los dos siguientes puede apreciarse co´mo la corriente de
repolarizacio´n, de gran amplitud, afecta a la solucio´n.
La morfolog´ıa de la corriente de despolarizacio´n tiene consecuencias directas
sobre la solucio´n, tal y como se recoge en los resultados presentados para el p´ıxel
(15,10), Figura 4.36 paneles (b), (d) y (f). En este caso, la forma de onda de
la corriente, para cada uno de los frentes de activacio´n, no se aproxima a una
corriente de despolarizacio´n prototipo (como podr´ıa ser la corriente asociada al
primer potencial de accio´n de la Figura 4.36 (a)). Por esta razo´n, la solucio´n
proporcionada por algoritmo SVM no recoge los instantes de despolarizacio´n (panel
(d), potenciales de accio´n 1 y 3), y tanto el nu´mero de espurios (panel (f), segundo
potencial de accio´n), como su amplitud, aumentan considerablemente, descartando
la posibilidad de utilizar un decisor duro para mitigar su efecto. El efecto de
la desadaptacio´n entre la corriente de despolarizacio´n y la corriente prototipo
tambie´n esta´ presente cuando se utiliza una corriente prototipo triangular (Figura
4.37).
En general, el comportamiento del algoritmo MSA en la reconstruccio´n de
los instantes de despolarizacio´n puede considerarse medianamente aceptable. Es-
te comportamiento es fruto de las suposiciones realizadas a la hora de utilizar
como fuente de informacio´n los registros temporales de cada uno de los elemen-
tos del tejido. En primer lugar, la corriente de transmembrana en cada p´ıxel no
se corresponde con la corriente asociada a una fibra unidimensional, sino que se
constituye como la contribucio´n de una vecindad de elementos, y consecuente-
mente, su morfolog´ıa no tiene por que´ coincidir con una corriente transmembrana
prototipo unidimensional. As´ı pues, el modelo de sen˜al adaptado a una corriente
prototipo unidimensional no siempre se adecuara´ a la morfolog´ıa requerida. En
segundo lugar, la suposicio´n de CV constante no siempre es va´lida. En situaciones
estacionarias (o quasi-estacionarias), como la propagacio´n de un frente plano, esta
suposicio´n puede considerarse aceptable, sin embargo, en escenarios no estaciona-
rios, como la propagacio´n en forma de espiral, la velocidad de conduccio´n no es
igual para cada elementos del tejido, y por tanto, la solucio´n SVM no proporcio-
nar´ıa el instante de despolarizacio´n correcto.
Basa´ndonos en este primer ana´lisis, exploramos el me´todo de reconstruccio´n
alternativo desarrollado en la Seccio´n 4.3.5, el cual se fundamenta en la utilizacio´n
de registros temporales. La Figura 4.38 recoge los resultados de esta nueva aproxi-
macio´n para detectar los instantes de despolarizacio´n bajo las mismas condiciones,
SNR = 10 y 50 dB, que en el ejemplo presentado en la Figura 4.36. En este caso,
se ha utilizado como secuencia prototipo una sen˜al de forma triangular, como la
analizada en el escenario unidimensional. A la vista de la figura, pueden identifi-
carse claramente, en las dos localizaciones seleccionadas (Figura 4.38 (a) y (b)),
y para los dos valores de SNR manejados, los instantes de despolarizacio´n. Para
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Figura 4.37: Resultados del algoritmo de reconstruccio´n de la secuencia de activacio´n
MSA mediante corriente prototipo triangular (σ = 0.4 cm). Comportamiento del algo-
ritmo en los dos ejemplos seleccionados para SNR = 10 dB (c) y (d), y para SNR = 50
dB (e) y (f).
SNR = 10 dB (Figura 4.38 paneles (c) y (d)), el resultado del algoritmo es una
secuencia ruidosa en que, no obstante, el nivel de ruido siempre esta´ por debajo
de la sen˜al deseada, y por tanto, la utilizacio´n de un decisor duro (con un umbral
situado aproximadamente en 0.3), proporcionar´ıa los instantes de despolarizacio´n.
Para SNR = 50 dB (Figura 4.38 paneles (e) y (f)), el nivel de ruido y espurios es
inapreciable, por lo que, si bien la amplitud de la secuencia estimada no llega a su
valor o´ptimo, utilizando exclusivamente la salida blanda de la SVM, se identifican
los instantes de despolarizacio´n de forma muy aceptable.
El buen comportamiento de este algoritmo se debe principalmente a la morfo-
log´ıa de la secuencia resultante de la operacio´n derivada sobre la secuencia tem-
poral del voltaje transmembrana registrada en cada elemento del tejido cardiaco
vˆn. Dado que la secuencia del voltaje transmembrana presenta una variacio´n nula,
o muy pequen˜a, (en situaciones estacionarias), para las distintas despolarizacio-
nes del tejido cardiaco, la secuencia derivada in, tendra´ tambie´n una morfolog´ıa
regular, de forma que la utilizacio´n del algoritmo MSA, en que filtramos por una
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Figura 4.38: Resultados del algoritmo de reconstruccio´n de la secuencia de activacio´n
alternativo. Secuencias, escaladas, del voltaje transmembrana y su derivada, denomina-
da corriente, en ausencia de ruido registradas en las coordenadas del modelo de tejido
cardiaco bidimensional (a) (1, 1.8) cm, (b) (1.5, 1.0) cm. Comportamiento del algoritmo
en los dos ejemplos seleccionados para SNR = 10 dB (c) y (d), y para SNR = 50 dB
(e) y (f).
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Figura 4.39: Comportamiento del algoritmo MSA alternativo ante un frente de des-
polarizacio´n en forma de espiral. (a) Secuencias, escaladas, del voltaje transmembrana
y su derivada en ausencia de ruido, registradas en las coordenadas del modelo de teji-
do cardiaco bidimensional (1, 1) cm. (b) Resultado del algoritmo y comparacio´n con la
secuencia original para SNR = 20 dB.
secuencia prototipo adaptada al patro´n comu´n de la corriente i0n, resulta adecuada
para estimar los instantes de despolarizacio´n. La forma de onda de la secuencia
derivada in, adema´s, presenta un pico ma´ximo positivo en cada despolarizacio´n
(Figura 4.38 (a) y (b)), por lo que se posibilita la utilizacio´n de una secuencia
prototipo gene´rica i0n, de forma que, sin necesidad de extraer informacio´n sobre
la morfolog´ıa de i0n a partir de in, podr´ıa seguir aplica´ndose este algoritmo. No
obstante, el algoritmo MSA alternativo esta´ basado en la utilizacio´n del voltaje
transmembrana como fuente de informacio´n y no en todos los estudios experi-
mentales y/o cl´ınicos se tiene acceso a esta informacio´n, por lo que su utilizacio´n
esta´ limitada a experimentos in-silico o in-vivo mediante SMO.
Para finalizar el estudio de las prestaciones del algoritmo MSA alternativo,
analizamos, una situacio´n no estacionaria de intere´s cl´ınico, en la que el frente de
despolarizacio´n que barre el tejido cardiaco rota alrededor de un punto de ancla-
je o punto singular no esta´tico, para formar una onda de activacio´n en espiral o
rotor. La Figura 4.39 (a) representa variacio´n temporal del voltaje transmembra-
na y de su derivada, registrados en el elemento central de coordenadas (1, 1) cm
del modelo de tejido. En este punto de captacio´n, cercano en ocasiones al punto
singular de la activacio´n ele´ctrica en espiral, se registran potenciales de accio´n de
muy pequen˜a amplitud y duracio´n, para los cuales su derivada, consecuentemen-
te, se ve afectada con respecto a los dema´s potenciales de accio´n. Este hecho, no
modifica significativamente la forma de onda de la secuencia derivada, y por tanto
el algoritmo MSA alternativo sigue proporcionando una solucio´n bastante acep-
table (Figura 4.39 (b)). Para este ejemplo se ha fijado una SNR = 20 dB, valor
ma´s pequen˜o que el que se puede encontrar en situaciones reales en experimentos
mediante SMO (Figura 4.42 (a) y (b)). El comportamiento del algoritmo MSA
alternativo en este escenario de trabajo es bastante bueno, pudie´ndose identificar
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Figura 4.40: Fotogramas (64 × 64 p´ıxeles) aislados de la captacio´n mediante experimen-
tos in-vivo con SMO. (a) Potencial epica´rdico. (b) Corriente transmembrana, calculada
computacionalmente. La flecha indica el sentido de la propagacio´n del frente de despo-
larizacio´n.
claramente los instantes de despolarizacio´n. La utilizacio´n de un decisor, con un
umbral situado en torno a 0,2, proporcionar´ıa una secuencia que se aproximar´ıa
de forma muy exacta a la secuencia de activacio´n fn original.
4.5. Reconstruccio´n en SMO
Esta seccio´n del cap´ıtulo cierra la parte dedicada al ana´lisis de los algoritmos
SVM aqu´ı presentados, estudiando un ejemplo de aplicacio´n pra´ctica sobre regis-
tros reales, obtenidos durante experimentos in-vivo mediante SMO. Este estudio,
tal y como se ha seguido en las secciones precedentes, esta´ dividido en dos partes:
De un lado, se aborda la reconstruccio´n de las fuentes cardiacas, o corriente
transmembrana. En los SMO no se tiene acceso a las fuentes cardiacas, sino
so´lo a los valores de fluorescencia que reflejan la variacio´n del potencial trans-
membrana Vm. De esta forma, con objeto de aplicar la formulacio´n SVM,
as´ı como tambie´n para obtener el punto o´ptimo de trabajo de los algorit-
mos (incluido el algoritmo RLS), la corriente transmembrana Im es calculada
computacionalmente mediante la aplicacio´n del operador laplaciano (4.2) so-
bre la informacio´n del potencial Vm proporcionada por el SMO.
De otro lado, se evalu´a el algoritmo de reconstruccio´n de la secuencia de
activacio´n alternativo propuesto en la seccio´n precedente, como te´cnica para
estimar los instantes de despolarizacio´n en registros de mapeo o´ptico.
La Figura 4.40 representa un ejemplo de registro obtenido mediante un SMO. Una
ca´mara de alta resolucio´n focalizada en un a´rea de 2 × 2 cm recoge la variacio´n
espacio-temporal del potencial ele´ctrico sobre la superficie epica´rdica de un corazo´n
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in-vivo (Figura 4.40 (a)). Tal y como se aprecia en la figura, dentro del a´rea de
captacio´n, el ana´lisis de los registros obtenidos mediante el SMO se centra en
una regio´n de intere´s delimitada mediante una ma´scara. El panel (b) muestra la
corriente transmembrana calculada a partir de la imagen del potencial epica´rdico
segu´n la Ecuacio´n (4.2). Teniendo en cuenta que el sistema de captacio´n introduce
cierta variabilidad en la medida, la corriente transmembrana obtenida presenta
tambie´n oscilaciones, enfatizadas por el operador laplaciano, de forma que aparecen
mu´ltiples esp´ıculas en la imagen resultante. Con todo, puede observarse, en la
parte central de los dos fotogramas representados, un frente de despolarizacio´n
que se aleja en la direccio´n marcada por la flecha, feno´meno que se refleja como
una deflexio´n negativa seguida de una positiva en la corriente transmembrana,
caracter´ısticas correspondientes al proceso de repolarizacio´n cardiaca.
A partir de la informacio´n proporcionada en fotogramas como los presentados
en la Figura 4.40, presentamos a continuacio´n, ejemplos de la reconstruccio´n de
las fuentes cardiacas y de la secuencia de la activacio´n en SMO.
4.5.1. Reconstruccio´n de las fuentes cardiacas
La reconstruccio´n de las fuentes cardiacas se realiza fotograma a fotograma
sobre la parte central (1×1 cm) de la imagen proporcionada por el SMO. Tal y
como se presento´ en la seccio´n precedente, la reconstruccio´n bidimensional requiere
trabajar fotograma a fotograma (ima´genes de dimensiones espaciales), de forma
que el MBS (Ecuacio´n (4.9)) siga siendo va´lido, y por tanto, pueda aplicarse la
formulacio´n SVM desarrollada. El objetivo de trabajar con la regio´n central de la
imagen del SMO es u´nicamente reducir la carga computacional asociada a la SVM,
y disminuir as´ı el tiempo de ca´lculo sin pe´rdida de generalidad en los resultados
obtenidos.
La Figura 4.41 muestra un ejemplo de reconstruccio´n de la corriente trans-
membrana para un fotograma aislado obtenido mediante el SMO. El panel (a)
representa el potencial epica´rdico registrado sobre el a´rea de intere´s. Como se apre-
cia en la variacio´n espacial de dicho potencial, el fotograma elegido representa un
ejemplo despolarizacio´n del tejido cardiaco bajo estudio. La corriente transmem-
brana, consecuentemente, informa tambie´n del proceso de despolarizacio´n (panel
(b)), observa´ndose, en la parte central de la imagen, una gran deflexio´n positiva
seguida de una deflexio´n negativa. El ca´lculo de la corriente transmembrana, como
se comento´ anteriormente, introduce numerosas esp´ıculas que limitan la calidad de
la imagen. No obstante, esta imagen ruidosa, se tomara´ como imagen objetivo a la
hora de reconstruir su morfolog´ıa. Los paneles (c)-(f) muestran la reconstruccio´n
de la corriente transmembrana objetivo obtenida mediante el algoritmo RLS (c),
y los distintos algoritmos SVM, a saber, MPS (d), MDS (e) y MSKA-E (f).
Tanto el algoritmo RLS, como los algoritmos MPS y MSKA-E proporcionan
una solucio´n suavizada con respecto a la corriente original. Este efecto destaca
principalmente en el algoritmo RLS, que no consigue ajustarse a las esp´ıculas de
la corriente transmembrana. En este sentido, cabe destacar el comportamiento
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Figura 4.41: Ejemplo de reconstruccio´n de las fuentes cardiacas en SMO. (a) Potencial
epica´rdico registrado en la parte central de la imagen. (b) Corriente transmembrana cal-
culada computacionalmente. Esta imagen se toma como funcio´n objetivo a reconstruir.
Resultados de la reconstruccio´n mediante el algoritmo RLS (a), MPS (b), MDS (c) y
MSKA-E (d).
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del algoritmo MDS. En todos los ejemplos vistos hasta ahora el MDS siempre
ha demostrado las peores prestaciones, sin embargo, en este caso, supera conside-
rablemente al resto de algoritmos (Tabla 4.1). Como se recordara´ de las seccio-
nes anteriores, los ejemplos comparativos ten´ıan en cuenta situaciones donde la
corriente variaba de forma muy ra´pida exclusivamente en un rango de la secuencia
original (como en el estudio de la despolarizacio´n unidimensional -Figura 4.24-),
mantenie´ndose constante en el resto. Ante estas situaciones, el MDS se ajustaba
bien a los cambios bruscos de la sen˜al, mientras que en los tramos en que la sen˜al
original no variaba, la solucio´n obtenida siempre presentaba ciertas oscilaciones,
y por ello sus prestaciones siempre estaban por debajo del resto de algoritmos.
En este ejemplo, por el contrario, estas caracter´ısticas proporcionan al MDS la
capacidad de ajustarse a las variaciones ra´pidas de la imagen objetivo, de forma
que, en te´rminos de MSE, se constituye como el algoritmo ma´s preciso.
RLS MPS MSKA-E MDS
MSE 0.47 0.39 0.37 0.09
Tabla 4.1:MSE normalizado asociado a la reconstruccio´n de la corriente transmembrana
para cada uno de los algoritmos empleados.
Por las mismas razones que sobresale el MDS, el algoritmo MSKA-E desta-
ca por su modesto comportamiento, teniendo en cuenta los antecedentes, cuyas
prestaciones en este ejemplo superan ligeramente al MPS, demostrando que en
sen˜ales o ima´genes que var´ıan ra´pidamente en todo su rango temporal o espacial,
no se ajusta adecuadamente a todos los cambios bruscos. No obstante, los algorit-
mos SVM mejoran el funcionamiento del algoritmo RLS, demostrando de nuevo
la potencialidad de las te´cnicas de reconstruccio´n aqu´ı desarrolladas.
4.5.2. Reconstruccio´n de la secuencia de activacio´n
La deteccio´n de los instantes de despolarizacio´n (y repolarizacio´n) es un proce-
dimiento comu´nmente utilizado en los experimentos mediante SMO para generar
mapas de isocronas con los que visualizar la propagacio´n de la activacio´n (y repola-
rizacio´n) ele´ctrica del tejido cardiaco bajo estudio [190]. El proceso de deteccio´n de
los instantes de activacio´n y repolarizacio´n se realiza tomando aquello puntos para
los que la derivada del potencial de accio´n registrado es ma´xima ((dVm/dt)max),
y en aquellos para los que la segunda derivada del potencial de accio´n es ma´xima
((d2Vm/dt
2)max), respectivamente [190]. En esta subseccio´n presentamos un pro-
cedimiento para la estimacio´n de la secuencia de activacio´n alternativo, basado
en la formulacio´n SVM. El objetivo no es mejorar las prestaciones de los me´todos
tradicionales, sino evaluar el comportamiento de nuestro algoritmo en casos reales,
que adema´s, nos sirva como punto de partida para futuras aplicaciones en otros
escenarios experimentales, tales como el mapeo ele´ctrico, o el mapeo endoca´rdico
mediante electrodos intracavitarios.
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Figura 4.42: Ejemplo de reconstruccio´n de la secuencia de activacio´n en SMO. Varia-
cio´n temporal del potencial ele´ctrico registrado en (a) p´ıxel (32,32) y (b) p´ıxel (47,47).
Secuencia resultante tras aplicar el operador derivada sobre el potencial ele´ctrico en (c)
p´ıxel (32,32) y (d) p´ıxel (47,47). Resultado del algoritmo de reconstruccio´n (e) y (f).
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El me´todo de reconstruccio´n alternativo desarrollado en la seccio´n precedente
constituye el algoritmo de deteccio´n empleado en este ejemplo. Para cada p´ıxel
del mapa de voltaje, calculamos la derivada con respecto al tiempo, secuencia que
constituye la informacio´n a partir de la cual extraeremos el tren de impulsos que
conforman los instantes de activacio´n del tejido cardiaco. La Figura 4.42 (a) y (b)
muestra la variacio´n temporal del voltaje registrado en dos p´ıxeles (o coordenadas)
distintas de la regio´n de captacio´n. El panel (a), correspondiente al p´ıxel (32,32),
ilustra un registro t´ıpico obtenido en experimentos mediante SMO, para el cual
se distinguen perfectamente varios potenciales de accio´n. El panel (b), correspon-
diente al p´ıxel (47,47) -pro´ximo al l´ımite de la regio´n de intere´s delimitada por la
ma´scara, Figura 4.40-, representa un ejemplo de registro en SMO con artefactos de
movimiento, en el que, por el contrario, la forma de onda del potencial de accio´n
no esta´ tan bien definida como en el caso anterior. La contraccio´n del mu´scu-
lo cardiaco durante la despolarizacio´n altera la intensidad del tinte fluorescente
que ban˜a el tejido cardiaco, deformando la morfolog´ıa del potencial de accio´n, y
complicando, consecuentemente, la deteccio´n de los instantes de activacio´n (y re-
polarizacio´n) [191]. Las secuencias correspondientes a la primera derivada de los
registros (a) y (b), esta´n dibujadas en los paneles (c) y (d). La comparacio´n de
ambos registros, refleja claramente el efecto de los artefactos de movimiento en
la sen˜al a partir de la cual se identifican los instantes de despolarizacio´n. Existen
distintas te´cnicas para mitigar los efectos de los artefactos de movimiento, entre
otros, la inmovilizacio´n meca´nica o qu´ımica, o te´cnicas de postprocesado de ima´ge-
nes [191]. Con la informacio´n cruda proporcionada por los registros representados
(c) y (d), aplicamos nuestro algoritmo MSA, fijados los para´metros libres de la
ma´quina. El resultado se muestra en los paneles (e) y (f). Si bien no se obtiene un
tren de deltas perfectamente definido, se ha reducido considerablemente el nivel
de ruido asociado a la sen˜al derivada, especialmente para en el caso de un registro
con artefactos de movimiento. En la bu´squeda de para´metros libres, hay que llegar
a un compromiso entre la sen˜al deseada y el nivel de ruido a eliminar, por ello, con
objeto de obtener una secuencia a partir de la cual se identifiquen claramente los
instantes de despolarizacio´n, hay que permitir cierto nivel de ruido y/o espurios.
Con todo, el resultado del algoritmo es bastante aceptable, y en cualquier caso,
mejor que la sen˜al resultante de aplicar la derivada sobre la secuencia de poten-
ciales de accio´n, por lo que me´todos como la decisio´n dura (mediante umbrales)
o la deteccio´n de ma´ximos pueden aplicarse sobre las sen˜ales proporcionadas por
el algoritmo SVM para mejorar la fiabilidad de la estimacio´n de los instantes de
activacio´n, especialmente ante la presencia de artefactos de movimiento.
4.6. Discusio´n y conclusiones
En el presente cap´ıtulo se han analizado y desarrollado distintos algoritmos
basados en la metodolog´ıa SVM para su potencial aplicacio´n real en el problema
inverso endoca´rdico. De un lado, se ha estudiado la reconstruccio´n de las fuen-
tes cardiacas a partir de medidas remotas, procedimiento que proporciona una
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imagen detallada de los procesos de despolarizacio´n y repolarizacio´n que rigen
el comportamiento del tejido cardiaco. De otro lado, se ha comprobado el buen
comportamiento de los algoritmos SVM para obtener informacio´n adicional sobre
la secuencia de eventos ele´ctricos que tienen lugar en el corazo´n, tales como los
instantes de despolarizacio´n. En ambos casos, el ana´lisis se ha realizado a partir
de ejemplos sinte´ticos sencillos, situaciones ma´s realistas por medio de un modelo
simplificado de tejido y un modelo de captacio´n, y registros reales obtenidos a
partir de experimentos in-vivo mediante SMO. Desde el punto de vista de la esti-
macio´n de las fuentes cardiacas, en todos los ejemplos estudiados, las prestaciones
de los algoritmos SVM mejoran con respecto al algoritmo RLS, demostrando que:
(1) adecuando convenientemente la formulacio´n de la SVM a los requisitos del pro-
blema a tratar, se obtienen resultados muy favorables; y (2) los algoritmos SVM
se constituyen como herramientas de regularizacio´n muy potentes. Desde el punto
de vista de la estimacio´n de los instantes de despolarizacio´n, los resultados son
tambie´n muy esperanzadores, poniendo de manifiesto la versatilidad de las SVMs
para disen˜ar algoritmos de estimacio´n robustos.
Las prestaciones de los algoritmos se han comparado con respecto a la regulari-
zacio´n de Tikhonov de orden cero, mediante el algoritmo RLS, dado que constituye
el algoritmo de referencia ma´s extendido en la literatura [144,185,198]. Dentro de
la regularizacio´n de Tikhonov, existen otras variantes comu´nmente empleadas, a
saber, de primer y segundo orden. No obstante, no existen diferencias significati-
vas entre los resultados proporcionados por los distintos tipo de regularizacio´n de
Tikhonov [184,185]. El proceso de regularizacio´n supone un compromiso entre las
restricciones para limitar la solucio´n y un buen ajuste a los datos y esta´ controla-
do por el para´metro de regularizacio´n. Este para´metro puede ser fijado a priori,
siempre y cuando se tenga un nu´mero suficiente de datos para obtener un valor
o´ptimo. En nuestro caso, el para´metro de regularizacio´n del algoritmo RLS, y los
para´metros libres de la SVM, han sido elegidos teniendo en cuenta el criterio MSE,
bajo un conocimiento perfecto de los datos, y por tanto se ha trabajado siempre
en el punto de trabajo o´ptimo. En la pra´ctica, la disponibilidad de informacio´n
para realizar una bu´squeda a priori de los para´metros libres es escasa, y por ello,
distintos algoritmos a posteriori han sido desarrollados con este fin, tales como el
operador CRESO [49], la curva L [90], o el me´todo de cruce por cero [115]. Desde
el punto de las SVMs, por su condicio´n de ma´quina de aprendizaje, requiere la
utilizacio´n de conjuntos de entrenamiento con objeto de encontrar, a priori, los
para´metros libres o´ptimos. En nuestro caso, dado que abordamos el problema in-
verso endoca´rdico, esta situacio´n no supone una limitacio´n importante, puesto que
en los estudios electrofisiolo´gicos pueden realizarse un alto nu´mero de medidas de
entrenamiento en relativamente poco tiempo. En estas medidas, no obstante, la
informacio´n relativa a las fuentes cardiacas no estara´ disponible, ya que so´lo se
tiene acceso al EGM registrado en cada punto, y por tanto, uno de los pro´ximos
pasos en futuras versiones de los algoritmos SVMs aqu´ı desarrollados, ha de tener
en cuenta la informacio´n disponible para la bu´squeda del punto de trabajo o´ptimo.
La principal limitacio´n por la que ha de entrenarse la SVM a partir de las fuentes
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cardiacas es la sensibilidad de la solucio´n ante los para´metros libres, si bien este
efecto es caracter´ıstico en las te´cnicas de regularizacio´n [138].
La principal limitacio´n de la utilizacio´n de las SVMs, especialmente en su
formato de regresio´n, es la obtencio´n de los para´metros libres que, en general,
requiere de una bu´squeda exhaustiva. No obstante, en los ana´lisis realizado en este
cap´ıtulo se ha constatado que, para la funcio´n de coste ε-Huber, el para´metro ε es
el ma´s sensible, de forma que pequen˜as variaciones con respecto a su valor o´ptimo
incrementan dra´sticamente el error de estimacio´n cometido. Para los para´metros
C y γ, el rango de actuacio´n es ma´s amplio, y puede encontrarse fa´cilmente. Esta
dependencia con ε es la que limita la utilizacio´n de la informacio´n de los EGM
en la bu´squeda de los para´metros libres, teniendo que hacer uso de la corriente
transmembrana.
En este estudio seminal, se ha partido de una situacio´n ideal, en la que se
tiene el mismo nu´mero de electrodos de medida que de fuentes cardiacas. Como
resultado, se tiene que las medidas y las fuentes cardiacas pueden relacionarse por
medio del operador convolucio´n, de modo que es posible aplicar la teor´ıa de los
sistemas lineales e invariantes (SLI) en la formulacio´n de los distintos algoritmos
SVM. Siguiendo esta metodolog´ıa, pueden aprovecharse las propiedades de los SLI
para desarrollar escenarios de trabajo ma´s realistas mediante la introduccio´n de
elementos de diezmado e interpolacio´n en los sistemas definidos para cada algo-
ritmo SVM, y as´ı reducir el nu´mero de electrodos necesarios en la reconstruccio´n.
E´ste es otro aspecto a tener en cuenta en el futuro.
A pesar de an˜os de esfuerzo, el problema inverso en electrocardiograf´ıa sigue
sin proporcionar soluciones cl´ınicamente aceptables [198] y, en este sentido, el tra-
bajo presentado en este cap´ıtulo muestra un futuro prometedor, dadas las buenas
prestaciones de los algoritmos SVM y las posibilidad factible de realizar una va-
lidacio´n cl´ınica de los resultados obtenidos mediante el contraste con los sistemas
actuales de mapeo endoca´rdico utilizados comu´nmente en el laboratorio de electro-
fisiolog´ıa. No obstante, aun siendo este un trabajo completo, todav´ıa requiere una
mayor atencio´n, y por ello, dentro de las l´ıneas de investigacio´n futuras, adema´s de
las mencionadas anteriormente, se situ´a la incorporacio´n de informacio´n temporal
(no so´lo espacial) y la inclusio´n de restricciones anato´micas y fisiolo´gicas como
elementos para mejorar las prestaciones de nuestros algoritmos.
Por u´ltimo, cabe resaltar que, en la resolucio´n del problema inverso, se esta-
blece una relacio´n bidireccional entre el sustrato cardiaco y las medidas ele´ctricas
(EGM), lo que permite evaluar la validez de distintos para´metros de intere´s cl´ınico
extra´ıdos a partir de los registros ele´ctricos.
4.7. Ape´ndice
4.7.1. Formulacio´n del Modelo Primal de Sen˜al
La solucio´n al problema de optimizacio´n presentado en (4.53) viene dado por
el punto de silla de la siguiente funcio´n lagrangiana:
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K−1∑
k=0
i2k
2
+
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2γ
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k∈I1
(
ξ2k + ξ
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+ C
∑
k∈I2
(ξk + ξ
∗
k)−
1
2
∑
k∈I2
γC2 −
K−1∑
k=0
(βkξk + β
∗
kξ
∗
k)
+
K−1∑
k=0
αk
(
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K−1∑
j=0
ijhk−j − ε− ξk
)
+
K−1∑
k=0
α∗k
(
−vk +
K−1∑
j=0
ijhk−j − ε− ξ∗k
)
(4.105)
sujeto a
α
(∗)
k , β
(∗)
k , ξ
(∗)
k ≥ 0
∂L
∂in
= 0
∂L
∂ξ
(∗)
n
= 0
(4.106)
junto con las condiciones KKT:

αk
(
vk −
∑K−1
j=0 ijhk−j − ε− ξk
)
= 0
α∗k
(
−vk +
∑K−1
j=0 ijhk−j − ε− ξ∗k
)
= 0
(4.107)
{
βkξk = 0
β∗kξ
∗
k = 0
(4.108)
Por ser variables de pe´rdidas
{
ξ
(∗)
k
}
, se cumple que ξkξ
∗
k = 0, y por tanto
αkα
∗
k = 0. Derivando el lagrangiano con respecto a las variables primales, e igua-
lando a cero, se sustituyen las variables primales por las duales para pasar al
problema dual.
Problema Dual
Sea la restriccio´n:
∂L
∂in
= 0 (4.109)
entonces se cumple que:
in −
∂
[∑K−1
k=0 (αk − α∗k)
(∑K−1
n=0 inhk−n
)]
∂in
= 0
in =
K−1∑
k=0
(αk − α∗k)hk−n
(4.110)
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Mediante un cambio de variable y tomando ηj = αj − α∗j :
iˆk =
K−1∑
j=0
hj−k(αj − α∗j ) = h−k ∗ ηk (4.111)
que de forma matricial puede expresarse:
iˆ =
K−1∑
j=0
hj−k(αj − α∗j ) (4.112)
donde hj−k = [1×K], y por tanto
iˆ = H(α−α∗) (4.113)
siendo H(m, p) = hp−m, con ı´ndices {m, p = 1, . . . K}, de forma que:
H =


h0, h1, . . . hK−1
h−1, h0, . . . hK−2
...
...
. . .
...
h1−K , h2−K , . . . h0

 (4.114)
Adema´s, puesto que ‖i‖2 = iT i se cumple que:
‖i‖2 = (α−α∗)TG(α−α∗) (4.115)
con G = HTH. Expl´ıcitamente:
G =


h0, h−1, . . . h1−K
h1, h0, . . . h2−K
...
...
. . .
...
hK−1, hK−2, . . . h0

 ·


h0, h1, . . . hK−1
h−1, h0, . . . hK−2
...
...
. . .
...
h1−K , h2−K , . . . h0

 (4.116)
que expresado de forma resumida:
G(m, p) =
K∑
z=1
hm−zhp−z (4.117)
donde m, p, z son ı´ndices que toman valores en el intervalo {1, . . . K}.
Sea la restriccio´n
∂L
∂ξ
(∗)
k
= 0 (4.118)
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entonces, en la zona cuadra´tica, k ∈ I1, se cumple:
1
γ
(ξk + ξ
∗
k)− (βk + β∗k)− (αk + α∗k) = 0 (4.119)
Puesto que ξ
(∗)
k 6= 0 en I1, por las condiciones KKT se tiene que β(∗)k = 0.
Adema´s, dado que ξkξ
∗
k = 0, resulta:
ξ
(∗)
k = γα
(∗)
k (4.120)
Ecuacio´n que puede aplicarse sobre:
1
2γ
∑
k∈I1
(
ξ2k + ξ
∗2
k
)
=
1
2γ
∑
k∈I1
(
γ2α2k + γ
2α∗2k
)
=
=
γ
2
∑
k∈I1
(
α2k + α
∗2
k
)
=
γ
2
∑
k∈I1
(αk − α∗k)2 =
=
γ
2
(α−α∗)T II1(α−α∗) (4.121)
donde la siguiente ecuacio´n ha sido utilizada: αkα
∗
k = 0
En la zona lineal, k ∈ I2, al igual que en la zona cuadra´tica se cumple que
β
(∗)
k = 0 puesto que ξ
(∗)
k 6= 0, resultando:
α
(∗)
k = C (4.122)
Representacio´n matricial
Introduciendo estos cambios en el primal, se obtiene el siguiente desarrollo:
1
2
(α−α∗)TG(α−α∗) + γ
2
(α−α∗)T II1(α−α∗) + C1TI2 (ξ + ξ∗)
− γ
2
C21TI21I2 − (βTξ + β∗Tξ∗)I1 − (βTξ + β∗Tξ∗)I2
+ vT (α−α∗)− (α−α∗)TG(α−α∗)
− ε1T (α + α∗)− (αTξ + α∗Tξ∗)I1 − (αTξ + α∗Tξ∗)I2
(4.123)
En I1: β
(∗) = 0, ξ(∗) = γα(∗)
−(αTξ + α∗Tξ∗)I1 = −γ(α−α∗)T II1(α−α∗) (4.124)
En I2: β
(∗) = 0, α(∗) = C{
C1TI2 (ξ + ξ
∗) se cancela con (αTξ + α∗Tξ∗)I2
−γ
2
C21TI21I2 = −γ2 (α−α∗)T II2(α−α∗)
(4.125)
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As´ı, el problema dual se puede expresar como:
1
2
(α−α∗)TG(α−α∗) + γ
2
(α−α∗)T II1(α−α∗)−
γ
2
(α−α∗)T II2(α−α∗)
+ vT (α−α∗)− (α−α∗)TG(α−α∗)− ε1T (α + α∗)− γ(α−α∗)T II1(α−α∗)
(4.126)
agrupando te´rminos y simplificando, se llega a
LD = −1
2
(α−α∗)T (G + γI)(α−α∗) + vT (α−α∗)− ε1T (α + α∗) (4.127)
sujeto a 0 ≤ α(∗)l ≤ C
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Cap´ıtulo 5
Seleccio´n de caracter´ısticas del
ECG para deteccio´n automa´tica
de FV
En el presente cap´ıtulo proponemos un me´todo de seleccio´n de caracter´ısticas
para la deteccio´n automa´tica de la FV. La FV es una arritmia cardiaca potencial-
mente mortal, y su deteccio´n en etapas tempranas resulta, pues, crucial a la hora
disminuir el riesgo de muerte su´bita cardiaca y reducir los posibles dan˜os irrever-
sibles. Existen diferentes esquemas de deteccio´n de FV basados en el ana´lisis de
para´metros temporales, espectrales y tiempo-frecuenciales extra´ıdos a partir de la
informacio´n contenida en el ECG. La comparacio´n entre las prestaciones obtenidas
mediante parametrizaciones temporales, frecuenciales y tiempo-frecuenciales es de
gran intere´s, puesto que proporciona un mejor conocimiento sobre los para´metros
relevantes para la deteccio´n de la FV, lo cual, adema´s, puede aportar informa-
cio´n importante sobre los mecanismos que sustentan los procesos fibrilatorios. No
obstante, dada la cantidad de para´metros propuestos dicha comparacio´n conduce
a una explosio´n de la dimensionalidad del espacio de entrada, que hace necesa-
rio recurrir a te´cnicas de seleccio´n de caracter´ısticas para reducir el nu´mero de
caracter´ısticas manteniendo la informacio´n del conjunto original. En esta l´ınea
de investigacio´n, desarrollamos un procedimiento general de seleccio´n de carac-
ter´ısticas basado en la combinacio´n de algoritmos SVM para clasificacio´n como
herramientas de deteccio´n de la FV y de te´cnicas de remuestreo no parame´trico
bootstrap como caracterizacio´n inferencial de la SVM. El comportamiento de este
algoritmo ha sido evaluado mediante ejemplos sinte´ticos y registros reales de las
bases de datos MIT/BIH y AHA. El estudio presentado en este cap´ıtulo permite
definir un modelo muestral, a partir del cual es posible inferir conclusiones acerca
de las caracter´ısticas dina´micas del tejido cardiaco analizado mediante modelos de
aprendizaje basado en muestras.
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5.1. Introduccio´n
La muerte su´bita cardiaca (MSC) es una de las principales causas de mortali-
dad en el mundo occidental [244]. La FV es el mecanismo de MSC ma´s frecuente,
provocando ma´s de medio millo´n de muertes cada an˜o en los EE.UU. [209, 242].
Fruto de una actividad ele´ctrica fragmentada y as´ıncrona del miocardio [19], du-
rante la FV queda anulada la capacidad meca´nica del corazo´n, de manera que si no
se actu´a en el plazo de 3-4 minutos sobreviene la muerte. Hoy en d´ıa, el u´nico tra-
tamiento efectivo para revertir la FV es la desfibrilacio´n ele´ctrica del corazo´n [20].
La desfibrilacio´n consiste en la aplicacio´n de un est´ımulo ele´ctrico de alta energ´ıa,
bien externamente sobre el torso del paciente, bien internamente sobre la superficie
epica´rdica o endoca´rdica del corazo´n [149,207]. Evidencias cl´ınicas y experimenta-
les han demostrado que el e´xito de la desfibrilacio´n esta´ inversamente relacionado
con el intervalo de tiempo comprendido entre en inicio del episodio de FV y la
aplicacio´n del choque ele´ctrico [27, 231, 236]. El reconocimiento de este hecho en
los an˜os 80 [29], junto con la invencio´n del microprocesador [207], ha impulsado
el desarrollo de dispositivos automa´ticos que, sin apoyo o presencia de personal
cualificado, sean capaces de detectar con precisio´n y en tiempo real episodios de
FV para as´ı actuar en consecuencia.
Actualmente, existen dos tipos de desfibriladores automa´ticos: externos (DAE,
Desfibriladores Automa´ticos Externos) o internos (DAI, Desfibriladores Automa´ti-
cos Implantables). Los DAEs basan su decisio´n a partir del ana´lisis del ECG de
superficie [29]. Estos dispositivos son de acceso pu´blico, y se disen˜an para ser utili-
zados bien por personal sanitario cualificado, bien por usuarios con conocimientos
de primeros auxilios mı´nimos, y por tanto incorporan tanto herramientas de ayuda
a la decisio´n de desfibrilacio´n, como sistemas de desfibrilacio´n automa´tica [71]. Los
DAIs, por su parte, emplean la informacio´n de los EGMs intracavitarios para de-
tectar la aparicio´n de FV y aplicar el choque ele´ctrico adecuado [4,149]. Los DAIs
son dispositivos de soporte vital, cuya implantacio´n esta´ recomendada en pacien-
tes con alto riesgo de sufrir taquiarritmias malignas, tales como TV sostenidas o
FV [97].
El objetivo principal de los desfibriladores automa´ticos (tanto externos o como
internos) es, pues, la deteccio´n de la FV en el menor tiempo y de la manera ma´s
precisa posible, para as´ı disminuir el tiempo de actuacio´n y reducir los posibles
dan˜os irreversibles. Desde el punto de vista de la precisio´n, la deteccio´n de la
FV mediante desfibriladores automa´ticos tiene un doble objetivo: maximizar la
fiabilidad del dispositivo (alta sensibilidad) minimizando, a su vez, el nu´mero de
detecciones erro´neas (alta especificidad) [241]. La maximizacio´n de la sensibilidad
se consigue disminuyendo el nu´mero de falsos negativos, esto es, el nu´mero de
episodios de FV no clasificados como FV. La maximizacio´n de la especificidad se
alcanza reduciendo el nu´mero de falsos positivos, es decir, aquellos ritmos cardiacos
no fibrilatorios etiquetados como FV [208]. La pe´rdida de especificidad tiene como
resultado la aplicacio´n choques ele´ctricos innecesarios, que generan malestar en
el paciente, aumentan la probabilidad de dan˜os el miocardio y reducen el tiempo
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de vida de las bater´ıas (en DAIs). La pe´rdida de sensibilidad tiene, no obstante,
consecuencias fatales, al descartarse episodios de FV potencialmente mortales. Por
estos motivos, la deteccio´n temprana y precisa de FV mediante desfibriladores
automa´ticos es de vital importancia.
Desde el punto de vista de los DAEs, existe en la literatura un gran nu´mero de
esquemas de deteccio´n de FV basados en la informacio´n contenida en el ECG. El
primer algoritmo de deteccio´n de FV aplicado a un DAE fue propuesto en 1979
por Dyack y Wellborn [57]. En este primer dispositivo se utilizaba exclusivamente
el ritmo cardiaco del paciente, estimado a partir de la deteccio´n del complejo QRS,
como criterio para admitir la presencia de FV. Dada la dificultad para identificar
el complejo QRS durante FV, a partir de los an˜os 80, comenzaron a desarrollar-
se algoritmos de deteccio´n de mayor precisio´n basados en el ana´lisis morfolo´gico
del ECG (dominio temporal). Diversos estudios propusieron la utilizacio´n de la
funcio´n de correlacio´n como me´todo para identificar la FV [13, 31]. El ana´lisis de
correlacio´n se basa en la hipo´tesis de que la FV es un ritmo irregular y aperio´dico,
y consecuentemente la autocorrelacio´n del ECG durante FV es muy distinta a la
autocorrelacio´n del ECG durante ritmos normales o sostenidos (perio´dicos). No
obstante, esta hipo´tesis es bastante cuestionable, dado que un registro de FV pue-
de presentar una morfolog´ıa regular y perio´dica, y por tanto, los buenos resultados
presentados por estos algoritmos [31] tienen que tomarse con cautela [46]. Otro
me´todo de deteccio´n utilizado por varios autores es el TCI (del ingle´s, Threshold
Crossing Intervals) [33, 46, 208, 216]. El TCI mide el intervalo de tiempo medio
entre cruces de la sen˜al del ECG con respecto un valor umbral fijado a priori.
Este para´metro se calcula sobre segmentos de ECG de un segundo de duracio´n,
utilizando como valor umbral el 20% del valor ma´ximo de la amplitud del ECG
correspondiente al segmento bajo estudio. El algoritmo se apoya sobre la hipo´tesis
de que la distribucio´n de valores de TCI para episodios de FV y para otros ritmos
definen clases separables y, por tanto, puede definirse un test de hipo´tesis que per-
mita etiquetar el episodio en una clase u otra para un valor de TCI dado. Cabe
destacar que la distincio´n entre FV y TV no es clara, y en estos casos se recurre a
un test de hipo´tesis secuencial para discriminar entre ambas clases [208]. A pesar
de los buenos resultados presentados en los primeros trabajos relacionados con el
algoritmo TCI [208], estudios recientes demuestran valores de sensibilidad y es-
pecificidad muy por debajo de los presentados inicialmente [162, 216]. Con objeto
de aumentar la separacio´n entre TV y FV, en [33] se propone una variacio´n del
algoritmo TCI, que mejora ligeramente los resultados obtenidos en [208]. Por otro
lado, la variabilidad en la pendiente del ECG ha sido utilizada tambie´n en diver-
sos estudios como criterio para la discriminacio´n de la FV [106,165]. Finalmente,
otros me´todos proponen un ana´lisis multidimensional basado en la conjuncio´n de
para´metros morfolo´gicos (similares al TCI) y de para´metros relativos al ritmo
cardiaco para la deteccio´n de la FV [74,210].
Paralelamente al desarrollo de algoritmos basados en el ana´lisis morfolo´gico
del ECG (para´metros temporales), la descripcio´n en el dominio de la frecuen-
cia ha revelado importantes caracter´ısticas espectrales de la dina´mica de la FV
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que han sido utilizadas como base para detectar automa´ticamente episodios de
FV [48]. Tradicionalmente, la FV ha sido concebida como una actividad ele´ctrica
cao´tica y desorganizada [19]. No obstante, algunos trabajos sen˜alan que la FV no
es totalmente cao´tica, y cierta organizacio´n espacio-temporal podr´ıa estar presen-
te [48,55,109]. El ana´lisis frecuencial del ECG ha revelado diferencias significativas
en el espectro de los ritmos fibrilatorios y de los ritmos normales. El espectro de
la mayor´ıa de los ritmos cardiacos normales es ancho, hasta unos 25 Hz, con un
gran nu´mero de armo´nicos. Durante FV, por el contrario, el espectro se concentra
en una estrecha banda de frecuencias comprendida en el intervalo 3-9 Hz, cuyo
ma´ximo se conoce como frecuencia dominante (FD) [48, 76, 96, 153] La FD, junto
con otros para´metros espectrales relativos a la relacio´n de energ´ıa entre bandas
de frecuencia, han sido utilizados en la deteccio´n de la FV [17, 68, 76, 137]. Cabe
destacar que, en estos estudios, se pone de manifiesto la dificultad para discri-
minar entre TV y FV, y en este sentido se incide en la necesidad de ampliar el
rango de frecuencias de ana´lisis ma´s alla´ del definido para FV para obtener ma´s
informacio´n relevante que permita caracterizar de forma correcta los distintos rit-
mos cardiacos. Otro algoritmo que puede suscribirse dentro del ana´lisis del ECG
en el dominio frecuencial es el propuesto por Kuo y Dillman [125] y su poste-
rior evolucio´n desarrollada en [142]. Este algoritmo asume que durante la FV, la
sen˜al del ECG presenta una morfolog´ıa senoidal. As´ı, la identificacio´n de la FV se
realiza mediante la comparacio´n del ECG con una onda sinusoidal de forma que,
si existe similitud entre ambos registros, se interpreta como FV. Este proceso de
comparacio´n se realiza aplicando un filtro banda eliminada sobre el ECG, centrado
en su frecuencia media. El valor del leakage resultante proporciona el para´metro
discriminante.
Adicionalmente, la descripcio´n en el dominio de la frecuencia del ECG ha
puesto de manifiesto la naturaleza no estacionaria de la FV [45,61, 179]. La utili-
zacio´n de te´cnicas convencionales de ana´lisis espectral, aunque ampliamente uti-
lizadas, no resultan adecuadas para estudiar la dina´mica variante de la FV, cuya
interpretacio´n puede arrojar informacio´n importante sobre los mecanismos que la
sustentan [45]. Por estos motivos, se propone en la literatura cient´ıfica la apli-
cacio´n de herramientas tiempo-frecuencia, mediante las cuales se puede evaluar
de forma simulta´nea la evolucio´n temporal y frecuencial de una serie temporal.
Dada su capacidad para procesar sen˜ales no estacionarias, estas te´cnicas han sido
ampliamente utilizadas en mu´ltiples aplicaciones biome´dicas [3]. Desde el punto
de vista electrocardiogra´fico, en [1, 45] se realiza un ana´lisis comparativo de dis-
tintas te´cnicas tiempo-frecuencia para caracterizacio´n y discriminacio´n de la FV.
Posteriormente, se propuso un me´todo para la discriminacio´n TV-FV que inclu-
ye para´metros u´tiles extra´ıdos en el dominio tiempo-frecuencia [148]. Finalmente,
Rosado desarrolla un algoritmo enfocado a la deteccio´n temprana de FV con apli-
cacio´n en tiempo real, basado en la caracterizacio´n tiempo-frecuencia de sen˜ales
de ECG de monitorizacio´n continua [179].
Adema´s de los me´todos anteriormente expuestos dedicados a la deteccio´n de
FV a partir de la descripcio´n temporal, frecuencial o tiempo-frecuencial del ECG,
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otras te´cnicas de extendida y exitosa aplicacio´n en otros campos cient´ıficos han
sido propuestas en este escenario de trabajo. Destacan, entre otros, algoritmos
desarrollados de acuerdo a la teor´ıa de dina´mica no lineal, las redes neuronales
artificiales o la transformada wavelet [181]. Los primeros sen˜alan que el estudio
de la dina´mica del ECG mediante te´cnicas no lineales proporciona informacio´n
relevante sobre los procesos fisiolo´gicos subyacentes. Para´metros como la medida de
complejidad (CM, del ingle´s Complexity Measured) [32,241] o el ı´ndice Hurst [205]
son ejemplos de tales caracter´ısticas no lineales. En esta l´ınea de investigacio´n, se
propone tambie´n la reconstruccio´n del denominado mapa de fases, a partir del
cual pueden extraerse caracter´ısticas diferenciales para la FV [217]. Por otro lado,
se ha explorado la utilizacio´n de redes neuronales para la discriminacio´n de la FV
que, si bien posee un gran potencial, depende de la informacio´n contenida en el
conjunto de para´metros que conforma el espacio de entrada. La aplicacio´n de las
redes neuronales fue inicialmente estudiada en [127], y posteriormente analizada
en detalle en [47]. Ma´s recientemente, Pardey [162] ha propuesto la utilizacio´n
conjunta de los para´metros TCI y CM como espacio de entrada de una red neuronal
artificial, demostrando una mejora en la capacidad discriminatoria con respecto
a los resultados individuales presentados en los trabajos originales. Por u´ltimo, el
ana´lisis mediante transformada wavelet se ha abordado en [147], donde se obtienen
altos valores de sensibilidad y especificidad, si bien el algoritmo ha sido evaluado
u´nicamente sobre segmentos escogidos de corta duracio´n.
Tal y como se apunta en [162], el ana´lisis individual de caracter´ısticas tem-
porales, frecuenciales o tiempo-frecuenciales no es o´ptimo desde el punto de vista
de la sensibilidad y especificidad en la deteccio´n de la FV. En [216] se realiza un
ana´lisis comparativo de distintos me´todos de deteccio´n basado la utilizacio´n de
para´metros individuales (temporales y frecuenciales) propuestos en la literatura.
En este estudio, haciendo uso de tres bases de datos pu´blicas de registros de ECG
con segmentos no seleccionados, se pone de manifiesto que los algoritmos bajo
estudio presentan unas prestaciones muy por debajo de las publicadas en previas
investigaciones. El desarrollo de algoritmos de deteccio´n fundamentados en la utili-
zacio´n conjunta de para´metros temporales y espectrales ha demostrado su eficacia
en DAIs [4,174], as´ı como en la prediccio´n del e´xito en la desfibrilacio´n [111,204].
Siguiendo esta l´ınea de investigacio´n, en [181] se proponen distintos esquemas
de clasificacio´n basados en la combinacio´n de ı´ndices temporales, frecuenciales y
tiempo-frecuenciales extra´ıdos del ECG para la deteccio´n automa´tica de la FV.
Dado el gran nu´mero de para´metros obtenidos, en este trabajo se explora adema´s,
la seleccio´n de caracter´ısticas mediante esquemas de miner´ıa de datos y descu-
brimiento de conocimiento en bases de datos, tales como ana´lisis de componentes
principales, mapas autoorganizados, y a´rboles de regresio´n y clasificacio´n.
La utilizacio´n de te´cnicas de seleccio´n de caracter´ısticas aplicadas sobre las
parametrizaciones temporales, espectrales y tiempo-frecuenciales, permite cuan-
tificar la relevancia de cada una de las caracter´ısticas extra´ıdas, lo que resulta
de gran intere´s, por varios motivos. En primer lugar, mejora las prestaciones de
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los algoritmos de deteccio´n, al descartar variables irrelevantes1, reduciendo as´ı el
espacio de caracter´ısticas. Consecuentemente, y en segundo lugar, disminuye el
coste computacional asociado al proceso de deteccio´n. Por u´ltimo, y ma´s impor-
tante desde el punto de vista del estudio de las arritmias cardiacas, proporciona un
mejor conocimiento sobre los procesos subyacentes que generan las caracter´ısticas
seleccionadas, lo que puede aportar informacio´n importante sobre los mecanismos
que sustentan las patolog´ıas cardiacas.
No obstante, si bien la aplicacio´n de te´cnicas seleccio´n de caracter´ısticas resulta
de gran intere´s, este procedimiento conduce a una explosio´n de la dimensionali-
dad del espacio de caracter´ısticas que, como sucede en [181], debe ser abordada
de forma espec´ıfica en cada uno de los esquemas de clasificacio´n propuestos. Por
esta razo´n, en el presente cap´ıtulo desarrollamos un procedimiento general de se-
leccio´n de caracter´ısticas para la deteccio´n de la FV, que nos permita identificar
aquellos ı´ndices cardiacos que aportan informacio´n u´til sobre las caracter´ısticas
dina´micas de los procesos fibrilatorios. Este procedimiento se sustenta en la apli-
cacio´n de Ma´quinas de Vectores Soporte (SVM) y te´cnicas de remuestreo bootstrap
como herramientas de deteccio´n y de generacio´n de test de hipo´tesis para la selec-
cio´n de caracter´ısticas, respectivamente. Las propiedades de las SVMs justifican
su eleccio´n como me´todo discriminante. Entre otras, destacan: (1) sus excelentes
prestaciones en un gran nu´mero de aplicaciones pra´cticas, en te´rminos de mı´nima
probabilidad de error de deteccio´n; (2) su robustez frente al incremento de la di-
mensionalidad del espacio de entrada, demostrada en a´mbitos como el procesado
de imagen o la bioinforma´tica; y (3) su naturaleza no parame´trica proporciona
un detector robusto a la distribucio´n estad´ıstica del espacio de caracter´ısticas de
entrada. De acuerdo a esta u´ltima propiedad, la utilizacio´n de remuestreo no pa-
rame´trico bootstrap resulta adecuada para desarrollar un procedimiento secuencial
de seleccio´n de caracter´ısticas en clasificadores SVM. Por ello, en este cap´ıtulo
proponemos un algoritmo de seleccio´n de caracter´ısticas hacia atra´s, basado en el
comparacio´n de las prestaciones del clasificador SVM entre el conjunto de carac-
ter´ısticas completo (modelo completo), y un conjunto reducido de caracter´ısticas
de entrada (modelo reducido). Esta comparacio´n se realiza de acuerdo a un test
de hipo´tesis para el cual se define un estad´ıstico obtenido mediante te´cnicas de re-
muestreo bootstrap. En cada paso del algoritmo, se elimina la caracter´ıstica menos
relevante, hasta llegar a un subconjunto de variables significativas. De esta mane-
ra, nos aseguramos de que las prestaciones del clasificador resultante no difieran
significativamente con respecto al modelo completo.
El resto del cap´ıtulo se articula en cuatro secciones. La Seccio´n 5.2, dedicada
a me´todos, cubrimos los principales conceptos teo´ricos y herramientas emplea-
dos en este cap´ıtulo: te´cnicas de seleccio´n de caracter´ısticas, SVM en clasificacio´n
y remuestreo bootstrap. A continuacio´n, en la Seccio´n 5.3, estudiamos, mediante
ejemplos sinte´ticos sencillos, el efecto de la colinealidad y de las variables ruidosas
sobre el estad´ıstico definido para evaluar las diferencias entre el modelo completo
y el modelo reducido. A partir de este estudio, en esta misma seccio´n, propone-
1La relevancia de una variable se definira´ de forma rigurosa en la Seccio´n 5.2.
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mos un algoritmo de seleccio´n de caracter´ısticas. En la Seccio´n 5.4, presentamos
un ejemplo de funcionamiento del algoritmo desarrollado en ejemplos sinte´ticos
ma´s elaborados, para posteriormente aplicar nuestro me´todo de seleccio´n de ca-
racter´ısticas a la deteccio´n automa´tica de la FV. Finalmente, en la Seccio´n 5.5,
discutimos acerca de los resultados obtenidos y presentamos las principales con-
clusiones extra´ıdas.
5.2. Me´todos
Nuestro algoritmo de seleccio´n de caracter´ısticas se asienta sobre la hipo´tesis
de que diferencias en la prestaciones del clasificador SVM ante dos conjuntos de
entrada exactamente iguales, salvo en una variable, aportan informacio´n sobre la
relevancia de la variable disjunta. En otras palabras, si la presencia o ausencia
de una variable no modifica las prestaciones del clasificador, se puede afirmar que
dicha variable no es significativa. Para comparar las prestaciones del clasificador en
el modelo completo frente al modelo reducido, en esta seccio´n presentamos un test
de hipo´tesis basado en remuestreo no parame´trico bootstrap. Esta seccio´n consta de
tres apartados. En primer lugar, describimos brevemente el marco conceptual en el
que se insscribe nuestro algoritmo de seleccio´n de caracter´ısticas. En segundo lugar,
siguiendo un desarrollo similar al presentado en la Seccio´n 4.2.2, introducimos
los fundamentos ba´sicos de las ma´quinas SVM en clasificacio´n. Por u´ltimo, y en
tercer lugar, presentamos el me´todo de comparacio´n de prestaciones basado en la
estimacio´n de intervalos de confianza mediante te´cnicas bootstrap.
5.2.1. Te´cnicas de seleccio´n de caracter´ısticas
Hoy en d´ıa, las te´cnicas de aprendizaje estad´ıstico se emplean en escenarios ca-
da vez ma´s ambiciosos, en donde se cuenta con un gran nu´mero de observaciones a
partir de las cuales se pretende inferir dependencias entre los datos [89,128]. Parece
razonable pensar que el proceso de aprendizaje se beneficia del incremento de los
ejemplos disponibles, no obstante, la capacidad de aprendizaje se ve seriamente
afectada por la relevancia informativa de sus datos [105]. Para asegurar un apren-
dizaje adecuado, surgen dos aproximaciones conocidas como te´cnicas de extraccio´n
y te´cnicas de seleccio´n de caracter´ısticas, cuyo objetivo consiste en proporcionar
al sistema de aprendizaje un conjunto reducido y representativo de los datos ori-
ginales. Las te´cnicas de extraccio´n de caracter´ısticas construyen un nuevo modelo
de datos de dimensio´n reducida, que codifica toda la informacio´n contenida en el
conjunto original [129]. Los me´todos de seleccio´n de caracter´ısticas, por su parte,
eligen un subconjunto del conjunto de datos original que describe la estructura
del sistema mejor o igual que el conjunto de datos original [192]. Las te´cnicas de
seleccio´n de caracter´ısticas se constituyen, por tanto, como un caso particular del
problema de extraccio´n de caracter´ısticas.
La seleccio´n de caracter´ısticas puede aplicarse tanto en procedimientos de
aprendizaje supervisado como en me´todos de aprendizaje no supervisado [188].
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En este cap´ıtulo nos centraremos en el problema de aprendizaje supervisado de
clasificacio´n, en el que cada muestra de entrenamiento del espacio de entrada
xi ∈ Rd contiene d elementos, tambie´n denominados variables, caracter´ısticas o
atributos2 [105]. Los objetivos principales de las te´cnicas de seleccio´n de carac-
ter´ısticas son los siguientes [88, 188]:
1. Mejorar la capacidad de generalizacio´n, evitando as´ı evitar el sobreajuste a
los datos.
2. Reducir el coste computacional asociado al proceso de aprendizaje.
3. Facilitar la comprensio´n de los procesos subyacentes que generan los datos.
A pesar de sus virtudes, el procedimiento de seleccio´n de caracter´ısticas intro-
duce una etapa de complejidad adicional, dado que la bu´squeda del subconjunto
o´ptimo de caracter´ısticas relevantes supone la evaluacio´n exhaustiva de todos los
posibles subconjuntos de caracter´ısticas (2d, siendo d el nu´mero de variables), lo
que resulta computacionalmente inabordable [88,114,188]. Por este motivo, el pro-
ceso de bu´squeda se realiza de forma heur´ıstica de acuerdo con algu´n criterio de
relevancia determinado. Dependiendo de la forma en que se combina este procedi-
miento de bu´squeda y la construccio´n del modelo de clasificacio´n, los me´todos de
seleccio´n de caracter´ısticas pueden dividirse en tres grandes categor´ıas [88, 188]:
me´todos de filtrado, me´todos wrapper y me´todos embedded.
Los me´todos de filtrado (filter methods) evalu´an la relevancia de cada una de las
caracter´ısticas examinando individualmente las propiedades intr´ınsecas de los da-
tos, ignorando el algoritmo de clasificacio´n. Las variables son ordenadas de acuerdo
con una medida de relevancia predefinida, y aquellas con menor puntuacio´n son
descartadas. El subconjunto elegido conforma el espacio de entrada entrada del
clasificador. Ejemplos de me´todos de filtrado son, entre otros, el test chi-cuadrado,
el ana´lisis de componentes principales, las te´cnicas de informacio´n mutua o el cri-
terio de correlacio´n [88, 188]. Los me´todos de filtrado son computacionalmente
simples y ra´pidos, sin embargo, ignoran la interaccio´n con el clasificador, y por
tanto no aseguran que las prestaciones del algoritmo de deteccio´n sean aceptables.
Los wrapper methods utilizan el clasificador como funcio´n de evaluacio´n en la
bu´squeda del subconjunto o´ptimo. Para ello, se define un algoritmo de bu´squeda
en el espacio de caracter´ısticas, y para cada subconjunto seleccionado se evalu´a su
capacidad predictiva de acuerdo con el clasificador seleccionado. El subconjunto
que proporcione mejores prestaciones es el elegido. La utilizacio´n de un me´todo
wrapper requiere, por tanto, definir previamente los siguientes aspectos: (a) un
clasificador; (b) un criterio de evaluacio´n de la capacidad predictiva de un sub-
conjunto de caracter´ısticas dado; y (c) un algoritmo de bu´squeda en el espacio de
todos los posibles subconjuntos de caracter´ısticas. Para un clasificador dado, la
evaluacio´n de un subconjunto espec´ıfico de caracter´ısticas se realiza normalmente
2A lo largo de este cap´ıtulo utilizaremos indistintamente estos tres te´rminos para referirnos
a cada uno de los d elementos del espacio de las muestras de entrada.
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mediante te´cnicas de validacio´n cruzada o subdividiendo los datos en conjuntos de
entrenamiento, validacio´n y test. Por otro lado, como se menciono´ anteriormente,
la bu´squeda en el espacio de caracter´ısticas es un problema complejo, y por ello se
acude a me´todos heur´ısticos para guiar la bu´squeda del subconjunto o´ptimo. Los
me´todos de bu´squeda pueden dividirse en dos clases: aleatorios y deterministas
(o secuenciales). Entre los primeros, se tienen ejemplos tales como los algoritmos
gene´ticos o el simulated annealing. Frente a los aleatorios, los algoritmos determi-
nistas, tambie´n conocidos como estrategias greedy, realizan una bu´squeda gruesa
(local) en el espacio de caracter´ısticas, y proporcionan me´todos computacional-
mente aceptables y robustos frente al sobreajuste [88]. Los me´todos deterministas
ma´s extendidos son la seleccio´n hacia delante y la seleccio´n hacia atra´s. Las te´cni-
cas de seleccio´n hacia delante parten de un conjunto de caracter´ısticas vac´ıo y, de
forma iterativa, se an˜aden en cada paso aquellas variables que maximicen las pres-
taciones del clasificador. El proceso continu´a hasta que la adicio´n de variables no
mejore las prestaciones obtenidas en el paso anterior. Los me´todos de seleccio´n ha-
cia atra´s parten del conjunto completo, y eliminan consecutivamente las variables
que no degradan las prestaciones del clasificador. Las te´cnicas wrapper proporcio-
nan, en general, mejores resultados que los me´todos de filtrado, sin embargo, son
computacionalmente intensos y tienen un riesgo mayor de sobreajuste.
Por u´ltimo, los me´todos embedded incorporan la bu´squeda en el espacio de
caracter´ısticas con el proceso de entrenamiento del clasificador. En algunos de
ellos, denominados me´todos anidados, el proceso de bu´squeda del conjunto o´ptimo
se realiza mediante la estimacio´n de alteraciones en una funcio´n objetivo (como
puede ser las prestaciones del clasificador) producidas por distintos subconjuntos
de caracter´ısticas. Combinados con estrategias de seleccio´n hacia delante o hacia
atra´s, se constituyen como me´todos muy eficientes [88]. Sea Rc es el valor de la
funcio´n objetivo para el conjunto completo de caracter´ısticas y sea Rjr el valor
de la funcio´n objetivo cuando la caracter´ıstica xj del conjunto completo ha sido
eliminada3. Bajo estas suposiciones, se definen tres criterios C para evaluar las
alteraciones en la funcio´n objetivo (medida de relevancia) [105, 172]:
Criterio de orden cero:
C = Rjr (5.1)
en este caso la variable menos significativa es aquella que minimiza la funcio´n
objetivo.
Diferencia de orden cero:
C = |Rc − Rjr| (5.2)
la variable menos significativa es aquella minimiza la diferencia entre las
funciones objetivo.
3No´tese que, para una observacio´n xi = x1, x2, . . . , xj , . . . , xd dada, xj hace referencia al valor
de la muestra xi cuya caracter´ıstica es j.
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Criterio de primer orden o sensibilidad:
C =
∣∣∣∣∂Rjr∂xj
∣∣∣∣ , j = 1, . . . , d (5.3)
la variable menos significativa es aquella que minimiza la sensibilidad de la
funcio´n objetivo.
Definicio´n de relevancia
Una cuestio´n importante en el a´mbito de la seleccio´n de caracter´ısticas es la
relacio´n entre variables o´ptimas y variables relevantes. Seleccionar las caracter´ısti-
cas ma´s relevantes es, en la mayor parte de los casos, subo´ptimo para construir un
buen clasificador, especialmente si las variables son redundantes [88]. Por el con-
trario, un conjunto de variables o´ptimas puede excluir caracter´ısticas redundantes
que, sin embargo, sean relevantes. En este apartado presentamos la definicio´n de
relevancia presentada por Kohavi en [121], trabajo en el que se sugiere la necesidad
de definir dos grados de relevancia: estricta y de´bil.
Sea (x, y) una tupla contenida en el conjunto de observaciones entrada-salida
para el entrenamiento, donde y es el valor de la etiqueta y x = {x1, x2, . . . , xd},
siendo d el nu´mero de caracter´ısticas. Sea cj el conjunto de todas las caracter´ısticas
con excepcio´n de xj , cj = {x1, . . . , xj−1, xj+1, . . . , xd}. Denotamos por vxj , vy, vcj a
los valores asignados a la caracter´ıstica xj , la etiqueta y y el conjunto cj, respec-
tivamente.
Definicio´n 5.1 Una variable xj es relevante en sentido estricto si y so´lo si existe
algu´n vxj , v
y y vcj con p
(
xj = v
x
j , cj = v
c
j
)
> 0, tal que:
p
(
y = vy|xj = vxj , cj = vcj
) 6= p (y = vy, cj = vcj) . (5.4)
Definicio´n 5.2 Una variable xj es relevante en sentido de´bil si y so´lo si no es
relevante en sentido estricto y existe algu´n subconjunto de caracter´ısticas c′j de cj
con p
(
xj = v
x
j , c
′
j = v
c′
j
)
> 0, tal que:
p
(
y = vy|xj = vxj , c′j = vc
′
j
)
6= p
(
y = vy, c′j = v
c′
j
)
(5.5)
Bajo estas definiciones, xj es una caracter´ıstica relevante en sentido estricto si
su eliminacio´n conlleva una degradacio´n de las prestaciones del clasificador. Una
caracter´ıstica xj es relevante en sentido de´bil si no es relevante en sentido estricto
y si existe un subconjunto de caracter´ısticas tal que las prestaciones de dicho
subconjunto son peores que las prestaciones de dicho subconjunto incluyendo a
xj . Relevancia en sentido de´bil implica que una caracter´ıstica puede contribuir a
mejorar las prestaciones del clasificador. As´ı, una caracter´ıstica es irrelevante si no
es relevante ni en sentido estricto ni en sentido de´bil.
La taxonomı´a general de los algoritmos de seleccio´n de caracter´ısticas, as´ı como
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las definiciones presentadas en esta seccio´n son de gran utilidad a la hora de
desarrollar nuevas propuestas. Desde el punto de vista de los me´todos wrappers y
embedded, el algoritmo SVM ha sido ampliamente utilizado como herramienta de
seleccio´n de caracter´ısticas en virtud de sus propiedades basadas en el principio
inductivo de MRE (Seccio´n 4.2.2) y su particular formulacio´n en su versio´n lineal,
segu´n la cual cada caracter´ıstica esta´ asociada con un valor de relevancia o peso
[89, 105,172].
5.2.2. Algoritmo SVM en problemas de clasificacio´n
Un problema de clasificacio´n consiste en estimar, a partir de un conjunto limi-
tado de observaciones, una funcio´n que permita decidir a que´ conjunto conjunto,
de entre varios preestablecidos, pertenece una muestra dada [174]. El objetivo de
este problema es, entonces, definir un clasificador que separe correctamente las
muestras no utilizadas en la estimacio´n de la funcio´n clasificadora, esto es, que
generalice correctamente [87]. De acuerdo con el principio de MRE [219], el algo-
ritmo SVM utilizado en el a´mbito de la clasificacio´n define el clasificador o´ptimo
como el hiperplano separador con ma´ximo margen.
Los fundamentos ba´sicos del algoritmo SVM han sido presentados en el cap´ıtu-
lo precedente (Seccio´n 4.2.2), por lo que en este apartado nos limitamos exclusi-
vamente a la formulacio´n del problema de clasificacio´n, siguiendo un desarrollo
ana´logo al descrito en la citada seccio´n.
Formulacio´n del algoritmo SVM
Un problema de clasificacio´n gene´rico puede restringirse, sin pe´rdida de gene-
ralidad, a un escenario de clasificacio´n bicla´sico o binario [87]. Sea el conjunto de
observaciones:
(xi, yi), i = 1, . . . , N (5.6)
con xi ∈ Rd, yi ∈ {+1,−1}, que definen un problema linealmente separable. En
esta situacio´n, existe un conjunto de hiperplanos separadores que clasifican per-
fectamente las observaciones, y vienen dados por la siguiente expresio´n:
〈w,xi〉+ b = 0 (5.7)
donde w es el vector normal al hiperplano y b/‖w‖ es la distancia perpendicular
desde el hiperplano al origen. Dado un hiperplano separador, una clasificacio´n
correcta de las observaciones puede expresarse segu´n las siguientes restricciones:{
〈w,xi〉+ b ≥ 0 si y = +1
〈w,xi〉+ b ≤ 0 si y = −1.
(5.8)
166 5.2 Me´todos
Figura 5.1: Hiperplano separador o´ptimo (en rojo).
El problema puede ser replanteado de la siguiente forma:{
〈w,xi〉+ b ≥ +1 si y = +1
〈w,xi〉+ b ≤ −1 si y = −1
(5.9)
con so´lo escalar adecuadamente w y b, de forma que las restricciones definidas en
la Ecuacio´n (5.9) pueden combinarse en una sola:
yi [(〈w,xi〉+ b)− 1] ≥ 0, i = 1, . . . , N (5.10)
La distancia eucl´ıdea desde cualquier punto xi al hiperplano se puede calcular
como:
dist(xi) =
|〈w,xi〉+ b|
‖w‖ (5.11)
a partir de la cual se define el margen como ρ = dist++dist−, siendo dist+(dist−)
la distancia eucl´ıdea ma´s corta entre el hiperplano separador y la muestra positiva
(negativa). Se puede demostrar que el margen viene dado por:
ρ =
2
‖w‖ (5.12)
El hiperplano de separacio´n o´ptimo (Figura 5.1) es aquel que maximiza el
margen, o lo que es equivalente, aquel que minimiza el siguiente funcional:
Lp =
1
2
||w||2 (5.13)
con respecto a w, sujeto a las siguientes restricciones:
yi [(〈w,xi〉+ b)− 1] ≥ 0, i = 1, . . . , N (5.14)
Cuando los datos no son linealmente separables, se an˜ade un te´rmino de coste
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< , >+ = -1w xi b
< , > + = 1w xi b
(a) (b)
Figura 5.2: Distincio´n de los problemas de clasificacio´n. (a) Linealmente separable. (b)
No linealmente separable. En este caso, se introducen unas variables de pe´rdidas ξi que
cuantifican el error en clasificacio´n cometido.
C que de´ cuenta de los errores de clasificacio´n cometidos en el entrenamiento. Para
ello, se introduce unas variables de pe´rdidas ξi, i = 1, . . . , N (Figura 5.2), y en este
caso, el problema consiste en encontrar el mı´nimo de:
Lp =
1
2
||w||2 + C
N∑
i=0
ξi (5.15)
con respecto a w y ξi, sujeto a:
yi (〈w,xi〉+ b) ≥ 1− ξi
ξi ≥ 0 (5.16)
donde el te´rmino la constante C > 0 representa un compromiso entre el margen y
las pe´rdidas, fijado segu´n algu´n conocimiento a priori. La solucio´n a este problema
de optimizacio´n con restricciones viene dado por el punto de silla de la siguiente
funcio´n lagrangiana:
Lp =
1
2
||w||2 + C
N∑
i=0
ξi −
N∑
i=0
αi [yi (〈w,xi〉+ b)− 1 + ξi]−
N∑
i=0
βiξi (5.17)
donde αi y βi son los multiplicadores de Lagrange para las restricciones de la Ecua-
cio´n (5.16). Las variables (duales) de la funcio´n lagrangiana tienen que cumplir
por tanto:
αi, βi ≥ 0 (5.18)
La funcio´n lagrangiana tiene que ser minimizada con respecto a las variables
primales, w, b, ξi y maximizada con respecto a las duales αi y βi. Al ser e´ste
un problema de programacio´n cuadra´tica convexa, puede hallarse el problema
dual equivalente, el cual es ma´s sencillo de resolver. Derivando con respecto a las
168 5.2 Me´todos
variables primales e igualando a cero (condicio´n de punto de silla), se obtiene que:
w =
N∑
i=0
αiyixi (5.19)
y sustituyendo en (5.17), la solucio´n al problema consiste entonces en maximizar
el funcional dual:
Ld =
N∑
i=0
αi − 1
2
N∑
i=0
N∑
j=0
αiαjyiyj〈xi,xj〉 (5.20)
sujeto a:
αi ≥ 0
N∑
i=0
αiyi = 0
(5.21)
Resolviendo la Ecuacio´n (5.20), se obtienen los multiplicadores de Lagrange, y
entonces la funcio´n de clasificacio´n puede construirse como:
y = f(x) = sign
(
N∑
i=0
αiyix · xi
)
(5.22)
y la solucio´n so´lo depende de los multiplicadores de Lagrange distintos de cero
(αi 6= 0), denominados Vectores Soporte. En estas condiciones se dice que la solu-
cio´n es dispersa, puesto que e´sta se construye mediante los vectores soporte, que,
en general, conforman un subconjunto reducido de las observaciones.
La generalizacio´n de la formulacio´n SVM a un escenario no lineal es inmediata
aplicando el teorema de Mercer presentado en el cap´ıtulo anterior (Seccio´n 4.2.2).
Sea φ(x) una transformacio´n no lineal que mapea el espacio de entrada a un espacio
de Hilbert de dimensio´n superior o RKHS. En este caso, el problema consiste en
maximizar:
Ld =
N∑
i=0
αi − 1
2
N∑
i=0
N∑
j=0
αiαjyiyjK(xi,xj) (5.23)
con respecto a αi ≥ 0 y
∑n
i=0 αiyi = 0, con funcio´n de clasificacio´n:
y = f(x) = sign
(
N∑
i=0
αiyiK(x,xi)
)
(5.24)
donde K(x,xj) representa el nu´cleo (o kernel) de Mercer. Ejemplos de tales nu´cleos
han sido presentados previamente en la Seccio´n 4.2.2. Recue´rdese que los para´me-
tros libres del algoritmo SVM, esto es, la constante C y los para´metros del nu´cleo,
tienen que fijarse segu´n algu´n conocimiento a priori acerca del problema. Me´to-
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f
Figura 5.3: Ejemplo de transformacio´n no lineal. En el RKHS es posible encontrar un
hiperplano separador.
dos como validacio´n cruzada o remuestreo bootstrap pueden utilizarse para este
propo´sito [174].
Basa´ndose en formulacio´n del algoritmo SVM, diversos me´todos de seleccio´n
de caracter´ısticas han sido propuestos en la literatura. En estos algoritmos, se uti-
liza la expresio´n ‖w‖2 como una medida de la capacidad predictiva de la ma´quina
(funcio´n objetivo). Combinando ‖w‖2 como funcio´n objetivo y algu´n criterio C
como los presentados en en las Ecuaciones (5.1), (5.2) y (5.3), se establecen distin-
tos me´todos de seleccio´n de caracter´ısticas [89, 105, 172, 230]. Estos me´todos, sin
embargo, esta´n sujetos a la variabilidad del criterio de relevancia C como conse-
cuencia de la variabilidad de los datos [105]. Por ello, se hace necesario establecer
una medida robusta de naturaleza estad´ıstica que permita evaluar de forma precisa
la relevancia de un conjunto de caracter´ısticas. En el siguiente apartado se propo-
ne un me´todo robusto basado en remuestro bootstrap para medir la relevancia del
espacio caracter´ısticas de entrada en algoritmos SVM.
5.2.3. Comparacio´n de prestaciones en ma´quinas SVM
Para evaluar la relevancia de una o varias caracter´ısticas proponemos comparar
las prestaciones de un clasificador SVM obtenidas mediante el conjunto de varia-
bles original frente a las obtenidas mediante el conjunto de variables reducido en
una o varias caracter´ısticas. Esta comparacio´n se lleva a cabo mediante un test
de hipo´tesis para el que se define un estad´ıstico de contraste calculado mediante
remuestreo bootstrap.
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Remuestreo bootstrap
El me´todo bootstrap fue introducido en 1979 por Bradley Efron [63] para es-
timar el error esta´ndar de un estad´ıstico definido sobre una muestra aleatoria
procedente de una distribucio´n cualquiera, all´ı donde los me´todos cla´sicos fallaban
o no resultaban operativos [245]. Basado en esta idea, el me´todo bootstrap ha
extendido su campo de aplicacio´n y actualmente se emplea, entre otros escenarios,
para el calculo de los intervalos de confianza y la realizacio´n de test de hipo´tesis.
Los principios del me´todo bootstrap se basan en la nocio´n de remuestra o mues-
tra bootstrap [64]. Sea X = {x1,x2, . . . ,xN} con xi ∈ Rd una muestra aleatoria
obtenida a partir de una distribucio´n de probabilidad F . A partir de la muestra
aleatoria se define la distribucio´n emp´ırica Fˆ como la distribucio´n discreta que
asigna una probabilidad 1/N a cada elemento xi de la muestra original. Una dis-
tribucio´n emp´ırica Fˆ otorga a cada conjunto A del espacio muestral de la variable
aleatoria x la probabilidad:
P̂ rob {A} = # {xi ∈ A}
N
(5.25)
equivalente a la proporcio´n de elementos de la muestra observada X que pertene-
cen al conjunto A. Una muestra bootstrap se define entonces como una muestra
aleatoria generada por Fˆ y se denota mediante X∗ = {x∗1,x∗2, . . . ,x∗N}. En otras
palabras, una muestra bootstrap es una muestra aleatoria obtenida con reemplaza-
miento a partir de la poblacio´n de N objetos X = {x1,x2, . . . ,xN}. La generacio´n
de muestras bootstrap por medios computacionales es sencilla. Un procedimiento
habitual es construir mediante un generador de nu´meros aleatorios una secuencia
nu´meros enteros i1, i2, ... iN comprendidos entre 1 y N y con probabilidad 1/N .
Entonces, al elemento n-e´simo de la muestra bootstrap, x∗n, se le asigna el valor
in-e´simo de la muestra aleatoria original, xin .
A partir de la generacio´n de muestras bootstrap es posible estimar la distribu-
cio´n de un estad´ıstico. Dicha estimacio´n recibe el nombre de distribucio´n bootstrap.
Si ϑˆ = s(X) es un estad´ıstico definido sobre muestras aleatorias X, se define una
re´plica bootstrap del estad´ıstico como ϑˆ∗ = s(X∗). Esta cantidad es el resultado de
aplicar, pues, la funcio´n s(·) sobre una muestra bootstrap X∗ de la misma manera
que es aplicada sobre la muestra observada X. Dada una coleccio´n de B muestras
bootstrap independientes, X∗1, X∗2, ..., X∗B, se define la distribucio´n bootstrap
del estimador muestral ϑˆ como el histograma construido a partir de las B re´pli-
cas ϑˆ∗(b) = s(X∗b), donde b = 1, 2, . . . , B. T´ıpicamente, valores adecuados de B
oscilan alrededor de B = 500 o 1000 remuestras.
Las principales aplicaciones de los me´todos bootstrap incluyen la estimacio´n
del error esta´ndar de un estad´ıstico y la estimacio´n de sus percentiles. Errores
esta´ndar y percentiles pueden usarse para calcular los intervalos de confianza del
estad´ıstico. Si Gˆ es la funcio´n de distribucio´n cumulativa de las re´plicas bootstrap,
su intervalo de confianza a nivel 1 − 2λ basado en percentiles se define como el
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intervalo comprendido entre los percentiles λ y 1− λ de Gˆ:
[ϑˆi, ϑˆs] = [Gˆ
−1(λ), Gˆ−1(1− λ)] (5.26)
donde ϑˆi y ϑˆs son los l´ımites inferior y superior, respectivamente.
Estimacio´n de las prestaciones del clasificador SVM mediante bootstrap
Sea un proceso de estimacio´n de dependencias entre pares de datos en un pro-
blema de clasificacio´n, donde los datos observados proceden de cierta distribucio´n
estad´ıstica:
p(x, y)→ V = { (x1, y1) , . . . , (xN , yN)} (5.27)
Se construye una ma´quina SVM para construir una funcio´n de clasificacio´n
cuyos para´metros estimados son:
αˆ = s(V, θ) (5.28)
donde s(·, ·) representa el proceso de estimacio´n de los pesos de la SVM a partir
de los datos, y de los para´metros libres θ prefijados de antemano. Para el conjunto
completo de datos de entrenamiento, la probabilidad de error es el riesgo emp´ırico
y se denota como:
Rˆemp = t(αˆ,V) (5.29)
donde t(·, ·) representa el operador que estima el riesgo emp´ırico, y que depende
expl´ıcitamente de los para´metros de la ma´quina y del conjunto completo de datos
de entrenamiento.
Una remuestra bootstrap de los pares entrada-salida vendra´ dada por:
pˆ(x, y)→ V∗ = { (x∗1, y∗1) , . . . , (x∗N , y∗N)} (5.30)
y el proceso de remuestreo se repite B veces. Puede considerarse una particio´n de
V en te´rminos de la remuestra V∗(b), tal que:
V = (V∗in(b),V
∗
out(b)) (5.31)
esto es, se distinga entre los pares incluidos en la remuestra b y los excluidos de la
misma. La estimacio´n de los para´metros de la SVM obtenida para cada remuestra
vendra´ dada por:
αˆ∗(b) = s(V∗in(b), θ) (5.32)
dado que en este caso los vectores repetidos no se incluyen en el proceso de opti-
mizacio´n. La estimacio´n del riesgo emp´ırico se vera´ afectada exclusivamente por
las muestras incluidas:
Rˆ∗emp(b) = t(αˆ
∗(b),V∗in(b)) (5.33)
y sin duda no estara´ exento de peligro de sobreajuste. Sin embargo, puede obtenerse
una aproximacio´n razonable al riesgo actual evaluando el funcional de error sobre
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las muestras excluidas de la poblacio´n:
Rˆ∗(b) = t(αˆ∗(b),V∗out(b)) (5.34)
La distribucio´n muestral de las re´plicas para este estad´ıstico es una aproxi-
macio´n a la verdadera distribucio´n del riesgo actual estimado. El estimador no
sesgado de la media se obtendra´ simplemente tomando el promedio remuestral, y
en general el histograma de las re´plicas bootstrap del riesgo actual puede utilizarse
como una aproximacio´n no parame´trica a su funcio´n densidad de probabilidad.
Consideremos ahora una versio´n restringida de los datos observados W, en
la que se suprime la informacio´n de la u-e´sima variable del espacio de entrada,
cancelando as´ı su efecto. Si en el proceso de remuestreo anteriormente descrito se
realiza un remuestreo paralelo del conjunto reducido,
pˆ(x, y)→W∗ = { (x∗1, y∗1) , . . . , (x∗N , y∗N)|sin variable u } (5.35)
se puede obtener la re´plica bootstrap del riesgo actual en el modelo reducido como:
Rˆ∗r(b) = t (αˆ
∗(b),W∗out(b)) , (5.36)
Test de hipo´tesis para la seleccio´n de caracter´ısticas
Sean Rc y Rr las prestaciones (riesgo actual) de una ma´quina SVM para el
conjunto de datos completo y el conjunto de datos cuando la variable u-e´sima ha
sido eliminada (conjunto reducido), respectivamente. Sin pe´rdida de generalidad,
puede tomarse la probabilidad de error en clasificacio´n (Pe) como una medida
adecuada para cuantificar las prestaciones del algoritmo SVM. As´ı, para evaluar
la relevancia de la variable u, comparamos las probabilidad de error cometida
en clasificacio´n para el conjunto de datos completo (Pe) y el conjunto de datos
reducido (Pe,r). Tomando como hipo´tesis nula la ma´s conservativa, se tiene:
H0: la caracter´ıstica u no es significativa;
H1: la caracter´ıstica u es significativa.
Para comprobar la veracidad de los anteriores enunciados, se utiliza el siguiente
estad´ıstico de contraste:
∆Pe = Pe,r − Pe (5.37)
de forma que el test de hipo´tesis puede ser reformulado de la siguiente manera:
H0 ≡ ∆Pe = 0: la caracter´ıstica u no es significativa;
H1 ≡ ∆Pe 6= 0: la caracter´ıstica u es significativa.
En general, dado un conjunto de observaciones entrada salida, no se conocen
exactamente las prestaciones de una ma´quina SVM puesto que no se dispone de
p(x, y). No obstante, tal y como se ha presentado anteriormente, las prestaciones
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del algoritmo SVM pueden estimarse mediante remuestreo bootstrap, y en este
caso, se puede definir el siguiente estad´ıstico de contraste:
∆P ∗e (b) = P
∗
e,r(b)− P ∗e (b), b = 1, . . . , B (5.38)
que permite cuantificar la alteracio´n en las prestaciones de la SVM atribuibles a
la caracter´ıstica eliminada. Adema´s, de esta manera, podemos obtener la distri-
bucio´n del estad´ıstico ∆P∗e a partir de la cual se pueden estimar sus intervalos de
confianza (IC) y su error esta´ndar. Para un nivel de significacio´n dado, diremos
que aceptamos H0 si el IC del estad´ıstico asociado a la variable u solapa al cero.
En caso contrario, no aceptamos H0, y diremos entonces que la variable u es sig-
nificativa. El procedimiento para evaluar la relevancia de una variable se resume
a continuacio´n:
Algoritmo 5.1 Relevancia de caracter´ısticas
(1) Construya B muestras bootstrap ide´nticas para el conjunto completo V, y
para el conjunto reducido W.
(2) Para cada remuestra, calcule la probabilidad de error del conjunto completo
P ∗e (b) y del conjunto reducido P
∗
e,r(b).
(3) Construya el estad´ıstico bootstrap definido en (5.38).
∆P ∗e (b) = P
∗
e,r(b)− P ∗e (b) (5.39)
(4) Para un nivel de significacio´n λ dado, calcule el intervalo de confianza a
nivel 1− λ.
(5) Determinar si el IC solapa o no el cero.
El algoritmo definido en 5.1 puede suscribirse dentro de los me´todos embedded
de seleccio´n de caracter´ısticas, donde la probabilidad de error en clasificacio´n cons-
tituye la funcio´n objetivo, para la cual se ha empleado un criterio C de diferencia
de primer orden.
5.3. Estudio de la seleccio´n de caracter´ısticas
ruidosas y colineales
Frente a la alta dimensionalidad del espacio de entrada, las te´cnicas de se-
leccio´n de caracter´ısticas buscan reducir el espacio de caracter´ısticas descartando
aquellas irrelevantes. Los me´todos wrapper y embedded utilizan la capacidad pre-
dictiva de las variables como medida de relevancia, y en esa interaccio´n con el
clasificador, es de esperar que existan complejas relaciones entre las variables de
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entrada, como colinealidad (variables redundantes relacionadas linealmente), va-
riables ruidosas o subconjuntos de caracter´ısticas consideradas relevantes so´lo si
interactu´an conjuntamente. Si bien la relacio´n entre variables ha sido ampliamente
estudiada en el a´mbito del ana´lisis discriminante, no esta´ claro co´mo esta relacio´n
puede afectar al proceso de clasificacio´n mediante te´cnicas no lineales tales como el
algoritmo SVM [88], y consecuentemente, co´mo puede afectar a nuestro algoritmo
para evaluar la relevancia de las caracter´ısticas. Por estos motivos, en esta seccio´n,
analizamos en detalle el efecto de variables ruidosas, variables redundantes, y su
interaccio´n conjunta, en el estad´ıstico de contraste definido en (5.38). Para ello,
utilizamos una bater´ıa de ejemplos sinte´ticos sencillos espec´ıficamente disen˜ados
para esta tarea.
5.3.1. Ejemplos sinte´ticos
El estudio de la interaccio´n de variables sobre el estad´ıstico de contraste se ha
realizado en seis etapas sucesivas de complejidad creciente, con objeto de cubrir
un amplio espectro de relaciones entre las variables del conjunto de caracter´ısticas.
Los ejemplos han sido construidos teniendo en cuenta tanto escenarios de clasi-
ficacio´n lineales como problemas de clasificacio´n no lineales. En el primer caso,
se presenta, junto con la evolucio´n del estad´ıstico de contraste ∆P∗e, el peso wi
asociado a cada variable. No´tese que, para el algoritmo SVM el vector de pesos w
depende linealmente de las observaciones (Ecuacio´n 5.19), y por ello, cada elemen-
to de w puede entenderse como una medida de la relevancia de cada caracter´ıstica.
La comparacio´n del peso wi y el estad´ıstico de contraste nos permite comprobar
el correcto funcionamiento de nuestro algoritmo para evaluar la relevancia de ca-
racter´ısticas. En un escenario no lineal, no obstante, el vector de pesos no puede
asociarse a las caracter´ısticas del espacio de entrada, puesto que esta´ referido al
RKHS y por este motivo no puede extraerse informacio´n adicional a partir de ellos.
Notacio´n
Sea el conjunto de observaciones (xi, yi), i = 1, . . . , N con xi ∈ Rd,
yi ∈ {+1,−1}. Cada muestra es, por tanto, un vector compuesto de d caracter´ısti-
cas tal que:
xi = {x1,i, x2,i, . . . , xd,i}T (5.40)
En un abuso de notacio´n, definamos xj adema´s, como el conjunto de observaciones
relativas a la caracter´ıstica j, de forma que:
xj = {xj,1, xj,2, . . . , xj,N} (5.41)
Bajo estas definiciones, xj,i hace referencia al valor de la j-e´sima caracter´ıstica de
la i-e´sima observacio´n.
A no ser que se indique lo contrario, a partir de este momento, un xj vector
hace referencia a la definicio´n presentada en (5.41). Esta notacio´n resulta ma´s
intuitiva para comprender los siguientes ejemplos.
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Figura 5.4: Subestudio 1. Problema de clasificacio´n linealmente separable (N = 1000
observaciones). El conocimiento de las muestras de la variable x2 permite clasificar
correctamente las observaciones. Por ello, x2 es una variables relevante, mientras que
x1 se considera irrelevante.
Subestudio 1. Modelo lineal y variables ruidosas
Sea el problema de clasificacio´n lineal compuesto por dos caracter´ısticas x1
y x2, que representan dos variables aleatorias
4, donde x1,i = N (0, 3.5) y x2,i =
x + N (0, σ2), siendo x una variable aleatoria que toma dos valores5, x = 2 con
probabilidad 0.5 y x = −2 probabilidad 0.5, para i = 1, 2, . . . , N (Figura 5.4). El
hiperplano de separacio´n o´ptimo viene dado por la expresio´n x2 = 0, de forma que
las observaciones que cumplen x2 > 0 esta´n clasificadas como yi = +1, mientras
que las muestras x2 < 0 esta´n etiquetadas como yi = −1. De este modo, para una
correcta clasificacio´n de las observaciones so´lo es necesario conocer el valor de las
muestras x2,i y por tanto, la variable x1 es irrelevante.
El para´metro σ2 representa la desviacio´n t´ıpica de la variable significativa, de
forma que la variacio´n de este valor nos permite analizar escenarios ma´s o menos
complejos desde el punto de vista de la probabilidad de error. El clasificador o´ptimo
viene dado por el detector ma´ximo veros´ımil, que proporciona una probabilidad
de error teo´rica dada por [169]:
Pe =
1
2
ercf
(
2√
2σ2
)
(5.42)
donde erfc(·) representa la funcio´n error complementario [169].
La Figura 5.5 muestra la evolucio´n del estad´ıstico de contraste ∆P∗e (panel (a))
y la evolucio´n de los pesos wi asociados a cada variable (panel (b)) en funcio´n del
para´metro σ2. Para cada valor de σ2, y para cada variable, la Figura 5.5 representa
el valor medio y el IC al 95% de ∆P∗e y de los pesos wi, que han sido calculados
segu´n un proceso de remuestreo de acuerdo con el Algoritmo 5.1. El estad´ıstico de
contraste asociado a cada variable refleja el cambio producido en la probabilidad
4Denotamos por N (µ, σ) una distribucio´n normal de media µ y desviacio´n t´ıpica σ.
5A partir de este momento representaremos x2,i = x+N (0, σ2) como x2,i = ±2 +N (0, σ2).
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Figura 5.5: Variacio´n del valor medio (×), y del IC al 95% (◦) del estad´ıstico de con-
traste ∆P∗e (a) y de los pesos wi (b) para distintos valores del para´metro σ2. En el
proceso de remuestreo, se han tomado B = 1000 remuestras.
de error asociada al clasificador SVM debido a la exclusio´n de dicha variable del
proceso de clasificacio´n. Un cambio positivo indica que la probabilidad de error del
conjunto reducido es mayor que la del conjunto completo, o lo que es lo mismo, que
la eliminacio´n de dicha variable degrada las prestaciones del sistema. Si este cambio
es significativo, el IC del estad´ıstico de contraste no solapara´ al cero, y en ese caso
consideramos que la variable es relevante. Por el contrario, si la distribucio´n del
estad´ıstico de contraste solapa con el cero, diremos que la variable no es relevante.
A la vista de la Figura 5.5 (a), tal y como era de esperar, podemos afirmar que la
variable x2 es relevante para todos los valores de σ2, mientras que x1 es irrelevante
puesto que no aporta ninguna informacio´n u´til en el proceso de clasificacio´n.
La evolucio´n del estad´ıstico de contraste en funcio´n de σ2 refleja el empeo-
ramiento del escenario de trabajo a medida que aumenta el valor de σ2, cuyo
incremento aumenta consecuentemente la probabilidad de error del modelo com-
pleto segu´n la Ecuacio´n (5.42). La evolucio´n de ∆P∗e es muy similar a la evolucio´n
de los pesos Figura 5.5 (b), cuyo valor refleja tambie´n la relevancia de las ca-
racter´ısticas. Por tanto, en este ejemplo nuestro algoritmo se comporta de forma
adecuada, permitie´ndonos identificar las variables relevantes.
La adicio´n de ma´s variables ruidosas de distinta naturaleza tampoco afecta a la
relevancia de la caracter´ıstica x2 (Tabla 5.3.1). Sean x3 y x4 dos nuevas caracter´ısti-
cas an˜adidas al problema de clasificacio´n original6, tales que x3,i = U(−0.5, 0.5)
y x4,i = R(1)− 1. En este escenario de trabajo, los resultados no var´ıan con res-
pecto a los presentados en la Figura 5.4, demostrando el buen comportamiento de
nuestro algoritmo frente a un nu´mero moderado variables ruidosas.
6Denotamos por U(a, b) una distribucio´n uniforme en el intervalo (a,b), y por R(σ) una
distribucio´n rayleigh con valor rrms =
√
2σ.
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∆P∗e (%) σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
x1 0(-0.5,0.2) 0.1(-0.8,0.1) -0.2(-2,0.8) -0.6(-2,1) -0.6(-3,1)
x2 48(42,53) 33(27,40) 27(20,33) 21(15,28) 17(11,24)
x3 0(-0.3,0.2) 0(-0.8,0.5) 0(-0.5,0.5) 0(-0.8,0.8) 0(-0.8,0.8)
x4 0(-0.5,0.3) 0(-1.0,0.5) -0.1(-1,0.8) -0.1(-1.8,1.1) 0(-1.6,1.3)
w · 102 σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
w1 0.8(-3,4) 0.5(-2,4) -0.2(-2,0.8) 3.7(0.2,7) 3.4(-0.2,1)
w2 93(88,99) 62(59,68) 41(37,45) 27(25,30) 20(18,22)
w3 -5(-11,0.9) -7(-15,1) -0.3(-13,7) -2(-13,9) -2(-14,10)
w4 3(-8,12) 4(-5,14) 10(-0.4,23) 9(-6,25) 8(-7,24)
Tabla 5.1: Valor medio e IC del estad´ıstico de contraste ∆P∗e y de los pesos wi. La
variable x2 define un problema lineal, y por tanto se corresponde con la variable relevante.
Por su parte, x1, x3 y x4 son variables ruidosas.
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Figura 5.6: Subestudio 2. Problema de clasificacio´n lineal (N = 1000). (a) Las variables
x1 y x2 esta´n correlacionadas. Para el ejemplo de la figura se ha tomado σ1 = σ2 = 1.
(b) Coeficiente de correlacio´n R entre las variables x1 y x2 en funcio´n de σ1.
Subestudio 2. Modelo lineal y colinealidad
Sean x1 y x2 dos variables aleatorias, tales que x2,i = ±2 +N (0, σ2) define un
problema lineal y donde x1,i = N (0, σ1) − 3x2,i representa una versio´n escalada
y ruidosa de la variable x2, con i = 1, 2, . . . , N (Figura 5.6 (a)). El para´metro
σ1 permite definir el grado de redundancia entre las dos variables en el rango de
valores representado en la Figura 5.6 (b). Si bien la caracter´ıstica x2 por s´ı sola
define un problema linealmente separable de acuerdo al hiperplano x2 = 0, el
proceso de clasificacio´n puede beneficiarse de la utilizacio´n de x1 para definir un
nuevo hiperplano separe mejor los datos y por tanto disminuya la probabilidad de
error del modelo completo.
Para un valor de σ2 = 1 constante, la Figura 5.7 representa la evolucio´n del
estad´ıstico de contraste y de los pesos de cada variable para distintos grados de
correlacio´n entre x1 y x2. Para una correlacio´n superior al 95% (σ1 < 2), los IC
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Figura 5.7: Variacio´n del valor medio y del IC de: (a) el estad´ıstico de contraste ∆P∗e,
y (b) de los pesos wi, en funcio´n del para´metro σ1 (B = 1000).
de ∆Pe para cada una de las caracter´ısticas solapan al cero, lo que indica que
ninguna de las dos variables se constituye como necesaria (Figura 5.7 (a)). En esta
situacio´n, el conocimiento de cualquiera de ellas es suficiente para mantener las
prestaciones del clasificador, lo que puede entenderse como relevancia en sentido
de´bil. A medida que el grado de correlacio´n disminuye, tambie´n lo hace la utilidad
de x1, y consecuentemente aumenta la relevancia de x2. As´ı, para valores de corre-
lacio´n inferiores al 90%, x2 puede identificarse como una variable relevante. Desde
el punto de vista de los pesos (Figura 5.7 (b)), se puede observar que x2 toma un
papel destacado para todos los niveles de correlacio´n, salvo en el caso ideal en el
que la correlacio´n alcance el 100%. Este resultado pone de manifiesto que la SVM
so´lo se apoya en x2 para construir el hiperplano separador ignorando el papel de
x1. Por tanto, para altos grados de correlacio´n (superiores al 95%), si bien el clasi-
ficador SVM otorga mayor peso a una de las caracter´ısticas redundantes, nuestro
estad´ıstico no es capaz de distinguir la relevancia de las mismas.
Exploramos ahora el efecto de la disminucio´n de la separacio´n entre clases para
distintos grados de correlacio´n. La Figura 5.8 muestra la evolucio´n del estad´ıstico
de contraste y de los pesos asociados a cada variable para distintos valores del
para´metro σ2 en dos situaciones distintas. En los paneles (a) y (b) se ha toma-
do σ1 = 3, correspondiente a un valor del coeficiente de correlacio´n entre x1 y
x2 del 90%, aproximadamente. En los paneles (c) y (d) se tiene σ1 = 10, lo que
proporciona un grado de correlacio´n del 52%, aproximadamente. Para un nivel
de correlacio´n elevado (90%), y una probabilidad de error por encima del 16%
(σ2 > 2), los IC del estad´ıstico de contraste de ambas variables solapan al cero
(panel (a)), y de acuerdo a nuestro algoritmo este hecho indica que ambas ca-
racter´ısticas son igual de relevantes. No obstante, para valores intermedios de σ2
(panel (a)), a pesar de que ambos IC solapan al cero, se aprecian diferencias entre
el valor medio e IC para x2 y x1, lo que indica que tanto el valor medio como la
anchura de los IC albergan informacio´n sobre la relevancia de las variables. En
el caso en el que la correlacio´n se encuentre en un valor razonable (panel (c)), el
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Figura 5.8: Variacio´n del valor medio y del IC del estad´ıstico de contraste ∆P∗e (a y c) y
de los pesos wi (b y d), en funcio´n del para´metro σ2 para distintos grados de correlacio´n
entre x1 y x2: (a y b) σ1 = 3, (c y d) σ1 = 10. (B = 1000).
estad´ıstico de contraste distingue claramente a x2 como la variable relevante. Este
escenario, sin embargo, no es tan favorable como el presentado en la Figura 5.5
(a) en la que las diferencias entre variables destacaban au´n ma´s, lo que demuestra
que la redundancia entre caracter´ısticas dificulta el proceso de seleccio´n de nues-
tro algoritmo. Desde el punto de vista de los pesos, en ambas situaciones (paneles
(b) y (d)), destaca de nuevo x2 sobre x1. Los resultados son bastante similares
en ambos casos, si bien puede apreciarse co´mo los IC asociados al escenario con
mayor grado de correlacio´n (panel (b)) son ligeramente ma´s anchos.
Subestudio 3. Modelo lineal y variables ruidosas y colineales
Sea el conjunto de variables aleatorias {x1,x2, . . . ,x5}, donde x2 define un pro-
blema lineal x2,i = ±2 +N (0, σ2), con i = 1, 2, . . . , N . Las variables x1, x3 y x4
son caracter´ısticas ruidosas de distinta naturaleza definidas como x1,i = N (0, 3.5),
x3,i = U(−0.5, 0.5) y x4,i = R(1)− 1, respectivamente. Por u´ltimo, x5 representa
una variable redundante x5,i = N (0, σ5) − 3x2,i. Este escenario de trabajo repre-
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∆Pe (%) σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
x1 0.1(-1,1) -0.2(-3,1) -0.3(-3,2) -0.1(-3,2) 0(-3,2)
x2 7(3,10) 3(-2,7) 1(-3,5) 0.1(-4,4) 0(-3,3)
x3 0(-1,1) -0.2(-3,1) 0(-3,2) -0.1(-3,2) -0.2(-3,2)
x4 -0.1(-2,0.5) -0.2(-3,2) 0(-3,3) 0(-2,3) 0(-3,3)
x5 -0.1(-1,1) 0(-2,2) 0(-3,2) -0.1(-3,3) 0(-3,3)
w · 102 σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
w1 -6(-22,7) -2(-9,4) -3(-9,2) -4(-9,1) -4(-9,2)
w2 237(190,294) 88(58,116) 49(26,71) 31(8,57) 22(-4,45)
w3 23(-77,130) 27(-58,114) 25(-34,88) -22(-44,95) -25(-50,95)
w4 3(-40,65) 2(-37,45) -2(-40,35) -5(-38,32) -6(-40,30)
w5 -8(-28,7) 5(-2,13) -4(-3,11) 2(-5,10) 1(-7,9)
Tabla 5.2: Subestudio 3. Valor medio e IC de (a) el estad´ıstico de contraste ∆P∗e, y (b)
de los pesos wi, (N = B = 1000). El coeficiente de correlacio´n entre x2 y x5 es del 90%
(σ5 = 3).
∆Pe (%) σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
x1 0.2(-2,2) -0.2(-2,1) -0.2(-3,2) -0.2(-3,2) -0.2(-4,3)
x2 26(20,32) 14(7,22) 7(0,13) 4(-2,10) 2(-3,8)
x3 -0.2(-2,0.7) -0.1(-2,1.5) -0.4(-4,2) -0.5(-4,2) -0.4(-4,3)
x4 0(-1.4,1.4) -0.1(-3,2) -0.1(-3,3) -0.1(-4,3) -0.4(-5,3)
x5 -0.4(-3,1.2) -0.2(-3,1) 0(-4,3) 0.3(-3,3) 0(-5,4)
w · 102 σ2 = 1 σ2 = 2 σ2 = 3 σ2 = 4 σ2 = 5
w1 -5(-10,0.5) -0.3(-3,2) 0.4(-1,2) 0.4(-2,2) 0.4(-2,3)
w2 254(185,325) 73(57,94) 37(29,46) 24(13,32) 15(5,25)
w3 22(-84,128) 0(-67,88) 17(-54,91) 20(-59,93) 22(-64,101)
w4 -26(-78,33) -17(-56,24) -14(-51,20) -3(-42,33) 4(-40,40)
w5 -0.8(-9,5) -0.8(-3,2) -1(-3,1) -1(-3,1) -1(-3,2)
Tabla 5.3: Subestudio 3. Valor medio e IC de (a) el estad´ıstico de contraste ∆P∗e, y (b)
de los pesos wi, (N = B = 1000). El coeficiente de correlacio´n entre x2 y x5 es del 50%
(σ5 = 10).
senta la conjuncio´n de los dos problemas anteriormente estudiados. El objetivo
en este apartado es pues, determinar el efecto conjunto de variables ruidosas y
colineales sobre la relevancia de la caracter´ıstica x2 que define el problema de cla-
sificacio´n. Para ello, al igual que en el Subestudio 2, analizamos el comportamiento
del estad´ıstico de contraste y de los pesos en funcio´n del para´metro σ2 para dos
valores del coeficiente de correlacio´n entre las variables x2 y x5. En un caso to-
mamos σ5 = 3, que proporciona un alto grado de redundancia (90%). En el otro
caso, elegimos σ5 = 10, valor con el que se alcanza una correlacio´n del 52% apro-
ximadamente. Los resultados pueden observarse en las Tablas 5.2 y 5.3, donde el
IC del estad´ıstico de contraste que no solapa al cero ha sido resaltado en negrita.
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Figura 5.9: Subestudio 4. Problema de clasificacio´n no lineal (N = 1000). (a) σ12 = 1,
la probabilidad de error asociada es Pe = 2.3 · 10−2. (b) σ12 = 2, la probabilidad de error
asociada es Pe = 0.32.
La introduccio´n de las variables ruidosas afecta ahora al algoritmo para deter-
minar la relevancia de x2. Si comparamos los resultados obtenidos en este estudio
con los presentados en la Figura 5.8, podemos comprobar que el IC del estad´ıstico
de contraste para x2 solapa al cero para valores de σ2 donde anteriormente no su-
ced´ıa. El valor de los pesos, por otro lado, so´lo var´ıa ligeramente con respecto a los
resultados previos para las variables x2 y x5. No obstante, destaca tambie´n el peso
asociado a la variables ruidosa x3, para la cual la anchura de su IC sobresale con
respecto al resto de variables, lo que en ocasiones podr´ıa dar lugar a confusiones
sobre su capacidad informativa.
Subestudio 4. Modelo no lineal y variables ruidosas
Sea el conjunto de variables aleatorias {x1,x2, . . . ,x5}, donde x1 y x2 definen
el problema de clasificacio´n no lineal conocido como XOR: x1,i = ±2 +N (0, σ12),
x2,i = ±2 +N (0, σ12), con i = 1, 2, . . . , N (Figura 5.9). Las variables x3, x4 y x5
son caracter´ısticas ruidosas de distinta naturaleza definidas como x3,i = N (0, 3.5),
x4,i = U(−0.5, 0.5) y x5,i = R(1) − 1, respectivamente. Para una correcta clasifi-
cacio´n de las observaciones so´lo es necesario conocer el valor de la caracter´ısticas
x1,i y x2,i y por tanto, la variables x3, x4, x5 son irrelevantes. Al igual que en
el modelo lineal, el para´metro σ12 nos permite analizar escenarios ma´s o menos
complejos desde el punto de vista de la probabilidad de error en clasificacio´n. De
nuevo, el clasificador o´ptimo viene dado por el detector ma´ximo veros´ımil [169],
que proporciona una probabilidad de error teo´rica dada por:
Pe = ercf
(
2√
2σ12
)
(5.43)
Cabe destacar que para valores de σ12 ≥ 2 se alcanzan probabilidades de error por
encima del 30% (Figura 5.9 (b)).
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Figura 5.10: Variacio´n del valor medio y del IC del estad´ıstico de contraste ∆P∗e para
distintos valores del para´metro σ12 (B = 1000). La contribucio´n de las variables ruidosas
ha sido representada bajo el mismo formato, en color verde claro.
La Figura 5.10 muestra la evolucio´n del estad´ıstico de contraste en funcio´n
del para´metro σ12 para cada una de las variables del problema. Para facilitar la
comprensio´n de los resultados, las variables ruidosas han sido representadas bajo
el mismo formato. Como puede observarse, las variable x1 y x2 emergen como las
caracter´ısticas relevantes para todos los valores de σ12, salvo en el caso de σ12 = 3,
donde la probabilidad de error del modelo completo alcanza el 50%. Del mismo
modo en que suced´ıa en el modelo lineal, a medida que aumenta σ12, aumenta
la probabilidad de error del modelo completo, y por ello resulta ma´s complicado
distinguir las caracter´ısticas relevantes. No obstante, en escenarios de trabajo ma´s
favorables, en los que la probabilidad de error no supere el 20% (σ12 < 1.5), nuestro
algoritmo para evaluar la relevancia de caracter´ısticas se comporta bastante bien
ante la presencia de variables ruidosas en problemas de clasificacio´n no lineales.
Subestudio 5. Modelo no lineal y variables colineales
Sea el conjunto de variables aleatorias {x1,x2,x3}, donde x1 y x2 definen un
problema de clasificacio´n XOR, con x1,i = ±2 +N (0, σ12), x2,i = ±2 +N (0, σ12),
i = 1, 2, . . . , N y donde x3 es una variable colineal, de forma que proporciona
informacio´n u´til para el proceso de clasificacio´n. En primer lugar, elegimos x3 como
una combinacio´n lineal ruidosa de las variables x1 y x2, tal que x3,i = 3(x1,i+x2,i)+
N (0, σ3), donde el para´metro σ3 proporciona una medida de correlacio´n entre las
tres variables. No´tese que x3 esta´ definida de forma tal que contiene informacio´n
para distinguir entre las clases {+1,−1}: para yi = +1 (cuadrantes 1 y 3 de la
Figura 5.9), los valores de x3,i se agrupan en torno ±12, mientras que para yi = −1
(cuadrantes 2 y 4), los valores de x3,i se concentran en torno al cero.
En la Figura 5.11 representamos la evolucio´n de ∆P∗e en funcio´n de σ12 para
distintos grados de correlacio´n entre las variables. El panel (a) muestra los resul-
tados correspondientes a un escenario de trabajo en el que se tiene una correlacio´n
entre x3 y x1 y x2 es del 70% aproximadamente (σ3 = 2). En esta situacio´n,
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Figura 5.11: Subestudio 5. La variable x3 es combinacio´n lineal de x1 y x2 (N = 1000).
Variacio´n del valor medio y del IC del estad´ıstico de contraste ∆P∗e para distintos grados
de correlacio´n entre las caracter´ısticas (B = 1000). (a) σ3 = 2. (b) σ3 = 10.
ninguna de las caracter´ısticas puede considerarse relevante, puesto que los inter-
valos de confianza del estad´ıstico de contraste asociados a cada variables solapan
al cero. La eliminacio´n de una de las variables, por tanto, no modifica las pres-
taciones del clasificador, puesto que e´ste puede apoyarse en la informacio´n de las
dos variables restantes para mantener las prestaciones constantes. En este senti-
do, podr´ıamos definir las variables como relevantes en sentido de´bil. El panel (b)
muestra la evolucio´n del estad´ıstico de contraste cuando la correlacio´n entre los
datos es del 50% aproximadamente (σ3 = 10). En este caso, x1 y x2 se identifican
como las variables relevantes para probabilidades de error por debajo del 30%
(σ12 < 2). Si comparamos estos resultados con los presentados en la Figura 5.8 (a)
y (c) podemos observar una pe´rdida de eficiencia del algoritmo desde el punto de
vista del estad´ıstico de contraste. Es decir, el efecto negativo de la correlacio´n para
evaluar la relevancia entre variables es ma´s notable en un escenario de clasificacio´n
no lineal.
En un problema de clasificacio´n no linealmente separable, otras combinaciones
entre variables son posibles. En segundo lugar, definimos x3 como una combinacio´n
no lineal de las variables x1 y x2, tal que x3,i = 2(x1,i+x2,i)
2+N (0, 2). De nuevo,
x3 contiene informacio´n u´til para clasificar las observaciones: para yi = +1, los
valores de x3,i se agrupan en torno al valor +24, mientras que para yi = −1, los
valores de x3,i se concentran en torno al cero (Figura 5.12 (a)). Los intervalos de
confianza y el valor medio del estad´ıstico de contraste asociado a las tres variables
en juego se muestran en la Figura 5.12 (b). Si bien el problema definido por las
variables x1 y x2 proporciona un escenario para la clasificacio´n ma´s favorable que
el constituido por x3, ninguna de las caracter´ısticas puede considerarse relevante,
salvo x3 cuando σ12 = 0.5. Para este valor de σ12, la probabilidad de error asociada
al problema definido por las variables x1 y x2 es nula
7, mientras que el problema
7Para σ12 = 0.5, la Pe teo´rica es de 6.3 · 10−5, sin embargo las simulaciones se han realizado
mediante N = 1000 realizaciones, que como ma´ximo proporcionan una Pe de 10
−3. As´ı, la Pe de
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Figura 5.12: Subestudio 5. La variable x3 es combinacio´n no lineal de x1 y x2. (a)
Histograma normalizado de los valores de x3,i para σ12 = 0.5. Los distintos colores
presentan las distintas clases de acuerdo a la Figura 5.9. (b) Variacio´n del valor medio
y del IC del estad´ıstico de contraste ∆P∗e para distintos valores del para´metro σ12 (B =
1000).
de clasificacio´n asociado a x3 presenta una probabilidad de error distinta de cero
(Figura 5.12 (a)). En esta situacio´n, sin embargo, nuestro estad´ıstico de contraste
identifica a x3 como caracter´ıstica relevante, hecho que puede atribuirse al proceso
de entrenamiento del algoritmo SVM, para el cual se obtienen unos para´metros
libres adaptados el problema de clasificacio´n definido por x3. Para el resto de
valores de σ12, las u´nicas diferencias apreciables se observan en la anchura de los
IC del estad´ıstico de contraste de cada variable. Esta informacio´n, dado que x1 y
x2 conforman las variables significativas, puede resultar de intere´s para analizar la
capacidad informativa de un conjunto de caracter´ısticas. Por u´ltimo, cabe destacar
que, a la vista de los resultados, el feno´meno de la colinealidad en un clasificador
no lineal es un problema complejo, que afecta a la capacidad discriminatoria de
nuestro estad´ıstico de contraste.
∆P∗e (%) σ12 = 0.5 σ12 = 1 σ2 = 1.5 σ2 = 2 σ2 = 2.5 σ2 = 3
x1 0(-0.5,0) 0.8(-2,4) 1(-2,4) 0.7(-2,3) 0.2(-2,3) 0(-1,0.6)
x2 0(-0.5,0) 0.6(-2,3) 0.9(-3,4) 0.6(-2,3) 0.2(-3,3) -0.1(-2,0.6)
x3 0(-0.5,0) -1.3(-5,1) -1(-5,2) -0.3(-4,3) 0.1(-4,3) 0(-1,1)
x4 0(0,0) 0(-1,1) 0.4(-2,3) 0(-0.5,0.6) 0(-0.5,0.6) 0(0,0)
x5 0(0,0) -0.2(-2,2) 0(-3,3) 0.1(-1,1) 0(-1,1) 0(-0.5,0.5)
x6 0(-0.5,0) -2(-5,1) -1(-5,2) -0.6(-5,3) 0.5(-4,4) -0.4(-4,2)
x7 2(0.5,4) -3(-6,0.5) -1(-6,3) -2(-8,2) -2(-7,4) -0.1(-6,6)
Tabla 5.4: Subestudio 6 (N = 1000). Variacio´n del valor medio y del IC del estad´ıstico
de contraste ∆P∗e para distintos valores del para´metro σ12 (B = 1000).
las simulaciones asociadas al valor de σ12 = 0.5 puede considerarse nula.
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Subestudio 6. Modelo no lineal y variables ruidosas y colineales
En este u´ltimo apartado analizamos el comportamiento del estad´ıstico de con-
traste en un problema de clasificacio´n no lineal en el que entran en juego conjun-
tamente variables relevantes, ruidosas y colineales. Sea, por tanto, el conjunto de
variables aleatorias {x1,x2, . . . ,x7}, donde x1 y x2 definen un problema de clasi-
ficacio´n XOR; x3, x4 y x5 son variables ruidosas; y donde x6 y x7 constituyen un
combinacio´n lineal y no lineal de x1 y x2, respectivamente. Cada caracter´ıstica se
define de la siguiente manera:
x1,i = ±2 +N (0, σ12)
x2,i = ±2 +N (0, σ12)
x3,i = N (0, 3.5)
x4,i = U(−0.5, 0.5)
x5,i = R(1)− 1
x6,i = 3(x1,i + x2,i) +N (0, 2)
x7,i = 2(x1,i + x2,i)
2 +N (0, 2)
(5.44)
con i = 1, 2, . . . , N .
La Tabla 5.4 recoge los resultados relativos al valor medio e IC del estad´ıstico
de contraste de cada variable para distintos valores del para´metro σ12. Los re-
sultados muestran que todos los IC solapan al cero, y por tanto, ninguna de las
variables puede considerarse relevante. En esta situacio´n, nuestro algoritmo pro-
puesto para evaluar la relevancia de las caracter´ısticas no es capaz de diferenciar
entre variables relevantes (en sentido estricto), relevantes en sentido de´bil, e irrele-
vante. Tal y como se comento´ anteriormente, la u´nica informacio´n u´til que puede
extraerse de los resultados anteriores es la anchura de los IC, a partir de los cuales,
proponemos a continuacio´n un algoritmo de seleccio´n de caracter´ısticas basado en
la informacio´n de los IC del estad´ıstico de contraste ∆P∗e.
5.3.2. Algoritmo de seleccio´n de caracter´ısticas
Hasta ahora, hemos observado que el estad´ıstico de contraste refleja la rele-
vancia de las caracter´ısticas relevantes cuando e´stas van acompan˜adas de otras
variables ruidosas. Este comportamiento no es tan favorable ante la presencia de
variables colineales. El efecto de variables definidas como combinaciones lineales
de otras significativas sobre el poder discriminante del estad´ıstico de contraste
depende del grado de correlacio´n entre las mismas, siendo esta dependencia ma´s
destacada en un problema de clasificacio´n no lineal. En general, la colinealidad
tanto en modelos lineales como en modelos no lineales, merma considerablemen-
te la capacidad informativa de nuestro estad´ıstico de contraste, provocando que
el IC de todas las variables solapen al cero. La utilizacio´n conjunta, adema´s, de
variables ruidosas y colineales establece una compleja relacio´n entre las variables
y el clasificador, y tiene como resultado la pe´rdida del significado del estad´ıstico
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de contraste. En esta situacio´n, donde el IC de todas las variables solapa el ce-
ro, es muy complicado evaluar la relevancia de cada caracter´ıstica, por lo que es
necesario establecer una medida adicional que nos permita seleccionar aquellas va-
riables ma´s significativas. Tal y como se ha comentado en los ejemplos anteriores,
la anchura de los IC es una medida que puede contener informacio´n u´til sobre la
relevancia de las caracter´ısticas.
Por tanto, y basado en el ana´lisis exhaustivo llevado a cabo en los apartados
precedentes, proponemos utilizar la informacio´n de la anchura del IC del estad´ıstico
de contraste como medida adicional para descartar variables. Puesto que hasta
la fecha no existe ningu´n criterio de relevancia basado en la anchura del IC de
un estad´ıstico de contraste, proponemos dos aproximaciones: eliminar aquellas
caracter´ısticas con el IC ma´s estrecho, o eliminar aquellas caracter´ısticas con el con
IC ma´s ancho. Nuestro algoritmo para la seleccio´n de caracter´ısticas esta´ definido
en la Tabla 5.5.
5.4. Resultados
En esta seccio´n estudiamos, en primer lugar, el comportamiento de nuestro
algoritmo de seleccio´n de caracter´ısticas basado en la medida de la anchura del IC
como criterio de relevancia. Para ello, utilizamos los ejemplos sinte´ticos definidos
previamente. En segundo lugar, y basa´ndonos en los resultados obtenidos en los
ejemplos sinte´ticos, aplicamos nuestro procedimiento de seleccio´n de caracter´ısticas
al problema de deteccio´n de la FV.
5.4.1. Ejemplos sinte´ticos
Con objeto de comprobar la validez de los criterios de relevancia basados en la
anchura del IC del estad´ıstico de contraste, analizamos el algoritmo de seleccio´n de
caracter´ısticas sobre dos situaciones distintas: un problema de clasificacio´n lineal
y un problema de clasificacio´n no lineal.
Modelo lineal
Sea el conjunto de variables aleatorias {x1,x2, . . . ,x5}, donde x2 define un
problema linealmente separable x2,i = ±2 + N (0, σ2). Las variables x1, x3 y x4
son caracter´ısticas ruidosas de distinta naturaleza definidas como x1,i = N (0, 3.5),
x3,i = U(−0.5, 0.5) y x4,i = R(1)− 1, respectivamente. Por u´ltimo, x5 representa
una variable redundante x5,i = N (0, σ5) − 3x2,i. En este escenario de trabajo
analizamos el funcionamiento de nuestro algoritmo de seleccio´n de caracter´ısticas
para distintos valores del para´metro σ2. Este para´metro nos permite modificar
la distancia entre clases, y por tanto, podemos comprobar la bondad de nuestro
me´todo para distintos valores de la probabilidad de error en clasificacio´n. Para
estudiar el efecto de la colinealidad, distinguimos dos situaciones. En la primera,
tomamos σ5 = 3 para obtener una correlacio´n por encima del 90% entre la variable
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Algoritmo 5.2 Seleccio´n de caracter´ısticas
(1) Comience con todas las variables del espacio de entrada.
(2) Construya B remuestras bootstrap para el conjunto completo V.
(3) Para cada remuestra, calcule la probabilidad de error del conjunto
completo P ∗e (b).
(4) Para cada variable, construya de forma ide´ntica al paso (3) B re-
muestras bootstrap para el conjunto reducido W.
(5) Para cada remuestra y para cada variable, calcule la probabilidad
de error del conjunto reducido P ∗e,r(b).
(6) Para cada variable, construya el estad´ıstico bootstrap definido en
(5.38):
∆P ∗e (b) = P
∗
e,r(b)− P ∗e (b) (5.45)
y calcule su IC al 95%.
(7) Si el IC del estad´ıstico asociado a alguna variable es totalmente
negativo:
elimine dicha caracter´ıstica.
Si, por el contrario, el IC del estad´ıstico asociado a alguna variable
solapa el cero, entonces:
elimine la caracter´ıstica cuyo IC solapa al cero y tiene el IC
ma´s ancho, o
elimine la caracter´ıstica cuyo IC solapa al cero y tiene el IC
ma´s estrecho.
(8) Si, para alguna variable se cumple que:
P∗e,r < P
∗
e (5.46)
entonces redefina la probabilidad del modelo completo como:
P∗e = P
∗
e,r (5.47)
(9) Termine cuando el IC de ninguna de las variables solape el cero.
En otro caso, vuelva al paso (4).
Tabla 5.5: Algoritmo de seleccio´n de caracter´ısticas.
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σ2 = 0.5 σ2 = 1.0 σ2 = 2.5 σ2 = 5
IC estrecho x2 x2 x2 x
†
2
IC ancho x2 x2 x5 x5
P∗e 9.0(0.0, 100) · 10−5 2.4(1.5, 3.4) · 10−2 0.21(0.19, 0.24) 0.35(0.32, 0.38)
P∗e,r estrecho 3.4(0.8, 100) · 10−5 2.3(1.4, 3.3) · 10−2 0.21(0.19, 0.24) 0.34(0.31, 0.37)
P∗e,r ancho 3.4(0.8, 100) · 10−5 2.3(1.4, 3.3) · 10−2 0.23(0.20, 0.25) 0.35(0.32, 0.38)
Pe teo´rica 3.2 · 10−5 2.3 · 10−2 0.21 0.34
R 0.90 0.91 0.95 0.98
Tabla 5.6:Modelo lineal. Seleccio´n de caracter´ısticas para σ5 = 3, (N = 1000, B = 500).
σ2 = 0.5 σ2 = 1.0 σ2 = 2.5 σ2 = 5
IC estrecho x2 x2 x2 x2
IC ancho x2 x2 x2 x5
P∗e 4.1(0.0, 100) · 10−5 2.4(1.4, 3.4) · 10−2 0.21(0.19, 0.24) 0.35(0.32, 0.37)
P∗e,r estrecho 3.7(0.8, 100) · 10−5 2.3(1.4, 3.3) · 10−2 0.21(0.19, 0.24) 0.34(0.32, 0.37)
P∗e,r ancho 3.7(0.8, 100) · 10−5 2.3(1.4, 3.3) · 10−2 0.21(0.19, 0.24) 0.37(0.34, 0.40)
Pe teo´rica 3.2 · 10−5 2.3 · 10−2 0.21 0.34
R 0.53 0.56 0.70 0.85
Tabla 5.7: Modelo lineal. Seleccio´n de caracter´ısticas para σ5 = 10, (N = 1000, B =
500).
x2 y x5. En la segunda, disminuimos el grado de correlacio´n eligiendo un valor de
σ5 = 10.
Las Tablas 5.6 y 5.7 contienen los resultados del algoritmo de seleccio´n de
caracter´ısticas sobre el problema definido por {x1,x2, . . . ,x5} para las dos situa-
ciones bajo estudio. Cada una de las tablas recoge la caracter´ıstica seleccionada
segu´n el criterio de relevancia utilizado (IC ancho, IC estrecho). Para comparar las
prestaciones del modelo resultante, se presenta tambie´n la probabilidad de error
del modelo completo original P∗e, y la del conjunto (reducido) que finalmente ha
sido seleccionado (P∗e,r estrecho y P
∗
e,r estrecho). Adicionalmente, se muestra la
probabilidad de error teo´rica asociada al problema de clasificacio´n definido por
la variable relevante, y el coeficiente de correlacio´n R entre las variables x2 y x5.
Con objeto de comprobar la reproducibilidad de los resultados obtenidos, los ex-
perimentos han sido repetidos 10 veces con un conjunto de datos distinto en cada
repeticio´n. Aquellos resultados no reproducibles en el 100% de las repeticiones han
sido marcados con el s´ımbolo (†). En estos casos, se muestra el resultado obtenido
en el mayor nu´mero de ocasiones.
Para un problema de clasificacio´n linealmente separable, los dos criterios de
relevancia (IC estrecho, IC ancho) resultan adecuados puesto que, salvo en esce-
narios poco favorables, se obtiene como caracter´ıstica relevante la variable x2. No
obstante, aun en las situaciones ma´s complejas desde el punto de vista de pro-
babilidad de error (σ2 ≥ 2.5), podemos comprobar que el algoritmo se comporta
de forma correcta, puesto que la probabilidad de error del conjunto seleccionado
apenas difiere de la probabilidad de error teo´rica objetivo. Para valores de σ2 ≤ 1
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no existe diferencia en los resultados de los dos criterios de seleccio´n. Esto indica
que, en estos casos, el estad´ıstico de contraste asociado a x2 destaca por encima
del resto de variables, de forma que, a medida que se eliminan caracter´ısticas, x2
se constituye como la variable ma´s significativa. Las diferencias entre los dos cri-
terios de relevancia se producen en situaciones donde la correlacio´n entre x2 y x5
es elevada, y la probabilidad de error teo´rica supera el 20%. En estos casos, tal
y como se mostro´ en los ejemplos de la seccio´n anterior, el IC tanto de x2 como
de x5 solapa al cero, y por tanto no puede asegurarse la relevancia de ninguna
de las variables. Los resultados muestran que x2 tiene un IC ma´s ancho que x5,
y por ello, el criterio de relevancia relativo al IC ma´s estrecho resultar´ıa adecua-
do. No obstante, puesto que la probabilidad de error del conjunto reducido no es
significativamente distinta bien se seleccione x2, bien x5, no se puede asegurar la
idoneidad de ninguno de los criterios de relevancia. Desde el punto de vista de la
redundancia entre las variables x2 y x5, las diferencias en los resultados mostrados
en las tablas ponen de manifiesto que a menor grado de correlacio´n, aumenta la
relevancia de x2 en valores elevados de σ2.
En general, los resultados muestran un buen comportamiento del algoritmo de
seleccio´n de variables en rangos razonables de correlacio´n entre variables (< 80%)
y probabilidad de error del escenario de trabajo (< 25%). Cabe destacar que,
para cada valor de σ2, los para´metros libres del algoritmo SVM se calculan para el
modelo completo, y no se modifican durante el proceso de seleccio´n. Hemos com-
probado que el valor del para´metro C no var´ıa significativamente para los distintos
pasos del algoritmo de seleccio´n de caracter´ısticas, por lo que esta aproximacio´n
es adecuada.
Modelo no lineal
Sea el conjunto de variables aleatorias {x1,x2, . . . ,x7}, definidas de acuerdo a
la Ecuacio´n (5.44). Se tiene por tanto, un problema de clasificacio´n no lineal, donde
x1 y x2 constituyen las variables significativas que definen un problema XOR, y
x6 y x7 representa variables colineales que afectan notablemente en la capacidad
discriminatoria del estad´ıstico de contraste. Por su parte, x3, x4 y x5 son variables
ruidosas cuyo efecto individual no es significativo, pero que entorpece el proceso de
seleccio´n cuando variables colineales esta´n presentes. Este escenario es, por tanto,
bastante complejo desde el punto de vista de la seleccio´n de caracter´ısticas, ya
que como se mostro´ en la Tabla 5.4, el IC de todas sus variables solapa al cero. A
partir de esta informacio´n, que constituye el paso inicial del algoritmo de seleccio´n
de caracter´ısticas, se analiza el comportamiento de los dos criterios de relevancia.
La Tabla 5.8 muestra los resultados del algoritmo de seleccio´n de caracter´ısti-
cas para el problema de clasificacio´n no lineal bajo estudio. De nuevo, como en
los ejemplos precedentes, el ana´lisis del algoritmo de seleccio´n de caracter´ısticas
se realiza en diversos escenarios donde la probabilidad de error en clasificacio´n
asociada es distinta segu´n el para´metro σ12. Al igual que en el apartado anterior,
los experimentos se han repetido 10 veces. En este sentido, el s´ımbolo (†) indica
que el resultado se ha obtenido el 80% de las ocasiones, mientras que el s´ımbolo (♮)
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σ12 = 0.5 σ12 = 1 σ12 = 2
IC estrecho x7 (x1,x2)
† x7
IC ancho (x1,x2)
† (x1,x2)
♮ (x1,x2)
†
P∗e 5.8(2.0, 11.0) · 10−3 7.9(6.9, 9.7) · 10−2 0.32(0.29, 0.35)
P∗e,r estrecho 5.6(2.0, 11.0) · 10−3 4.6(3.4, 5.9) · 10−2 0.32(0.29, 0.35)
P∗e,r ancho 7.6(0.0, 100.0) · 10−5 4.6(3.4, 5.9) · 10−2 0.29(0.25, 0.37)
Pe teo´rica 6.3 · 10−5 4.5 · 10−2 0.32
R 0.69 0.69 0.7
Tabla 5.8: Seleccio´n de caracter´ısticas para el modelo no lineal, (N = 1000, B = 500).
quiere decir que la variable mostrada ha resultado seleccionada en el 60% de los
casos. Los resultados reflejan diferencias en las variables seleccionadas en funcio´n
del criterio de relevancia elegido. Para σ12 = 0.5 podemos observar la seleccio´n de
la caracter´ıstica x7, de acuerdo al criterio IC estrecho, no supone una disminucio´n
de las prestaciones con respecto al conjunto completo. No obstante, la eleccio´n
de x7 no es o´ptima, y como se refleja en la tabla, seleccionar (x1,x2) mejora la
probabilidad del sistema en dos o´rdenes de magnitud, proporcionando un valor
similar al de la probabilidad de error teo´rica. Por tanto, podemos decir que los
dos criterios de relevancia son va´lidos desde el punto de vista de las prestaciones
resultantes, sin embargo, en este caso, el criterio de IC ancho resulta adema´s ser
el o´ptimo. Las diferencias entre los resultados proporcionados por los dos criterios
de relevancia disminuyen cuanto mayor es σ12. Para σ12 = 1, en ambos casos y en
la mayor parte de las experimentos realizados, se selecciona el conjunto o´ptimo,
lo que conlleva una ligera mejora en las prestaciones con respecto al modelo com-
pleto. Para σ12 = 3, el criterio IC estrecho elige x7 como variable relevante, y esta
eleccio´n no supone una pe´rdida de prestaciones con respecto al conjunto o´ptimo.
Por tanto, nuestro algoritmo de seleccio´n de caracter´ısticas asegura, teniendo en
cuenta los dos criterios de relevancia, que las prestaciones del conjunto reducido se
mantienen o mejoran con respecto al modelo completo. Cuando se utiliza el crite-
rio IC ancho, adema´s, nuestro me´todo proporciona, en los ejemplos examinados,
un conjunto reducido que mejora las prestaciones originales.
Hay que destacar que para cada valor de σ12, el punto de trabajo del algoritmo
SVM se ha obtenido mediante el conjunto completo de caracter´ısticas. As´ı, una vez
obtenidos los para´metros libres, e´stos no var´ıan durante el proceso de seleccio´n.
La eleccio´n del punto de trabajo es un aspecto crucial en este escenario no lineal,
dado que una eleccio´n erro´nea puede modificar el resultado del algoritmo de selec-
cio´n de caracter´ısticas. Una vez elegidos los para´metros libres, hemos comprobado
que no es necesario reentrenar la ma´quina a cada paso del algoritmo, siempre y
cuando el punto de trabajo sea el adecuado. La variabilidad en los resultados pre-
sentados en la Tabla 5.8 esta´ causada por este hecho, puesto que no en todas las
ocasiones se encuentran los para´metro o´ptimos de la SVM. Esta dependencia con
los para´metros libres del algoritmo de seleccio´n de caracter´ısticas es su principal
limitacio´n.
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5.4.2. Seleccio´n de caracter´ısticas en FV
Para la deteccio´n de la FV utilizaremos un algoritmo SVM basado en para-
metrizaciones temporales, frecuenciales y tiempo-frecuenciales del ECG extra´ıdas
previamente en [180, 181]. Dado que se desconoce la relacio´n entre las variables,
proponemos emplear un modelo no lineal de ma´quina SVM para abordar este
problema de clasificacio´n. Mediante este esquema, analizamos, en primer lugar,
las prestaciones del algoritmo SVM teniendo en cuenta el conjunto completo de
para´metros. Una vez caracterizado el modelo completo, aplicamos nuestro algo-
ritmo de seleccio´n de caracter´ısticas. En este procedimiento, y basa´ndonos en los
resultados previos para el problema de clasificacio´n no lineal, haremos uso exclu-
sivamente del criterio de relevancia basado en la eliminacio´n de variables con el
IC ma´s ancho.
Bases de datos
Para la extraccio´n de para´metros, se utilizaron 29 registros de las bases AHA y
MIT/BIH, de aproximadamente 30 minutos de duracio´n cada uno. Estos registros
proporcionan alrededor de 12.5 horas de sen˜al de monitorizacio´n (ECG), de las
cuales aproximadamente 100 minutos se corresponden con episodios de FV (inclu-
yendo flu´ter). Cada paciente (registro) se segmento´ en ventanas de 128 muestras
a una tasa de muestreo de 125 Hz, y cada segmento se caracterizo´ mediante 27
para´metros temporales, frecuenciales, y tiempo-frecuenciales previamente descritos
en [181] (Tabla 5.9). El resultado de la parametrizacio´n es un conjunto de entra-
da con N = 57908 observaciones y 27 variables. Cada observacio´n se etiqueto´ en
cuatro grupos distintos en funcio´n de la patolog´ıa: NORMAL, correspondiente a
ritmo sinusal; FV, incluyendo flu´ter; TV, correspondiente a taquicardia ventricu-
lar; y OTROS, correspondiente a otros ritmos. La densidad muestral de cada clase
es distinta. As´ı, NORMAL y OTROS contienen el 40.25% de las muestras cada
uno, FV el 10.66% y TV el 8.84%. Hay que destacar que, de los 29 registros utiliza-
dos, en cuatro de ellos existen discrepancias entre las anotaciones proporcionadas
por las bases de datos y la opinio´n de un especialista.
Deteccio´n de la FV
Dado que el objetivo u´ltimo es la deteccio´n de la FV, el proceso de clasifi-
cacio´n se abordo´ de forma binaria, esto es, discriminando la FV con respecto al
resto de patolog´ıas. La bu´squeda de los para´metros libres del clasificador SVM se
realizo´ mediante validacio´n cruzada n-fold (n = 5). En este procedimiento, debi-
do a la alta dimensionalidad del espacio de entrada, se empleo´ como conjunto de
entrenamiento un subconjunto aleatorio y reducido (20%) de los datos originales.
Las muestras no utilizadas en el entrenamiento se emplearon como conjunto de
test para comprobar la capacidad de generalizacio´n del clasificador.
Los resultados se muestran en la Tabla 5.10. La capacidad de deteccio´n de la
FV mediante el algoritmo SVM puede considerarse bastante aceptable, teniendo
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Variables Tipo NORMAL OTROS TV FV-Flu´ter
minimfrec f 0.73± 0.49 0.63± 0.38 0.64± 0.35 0.64± 0.34
maximfrec f 21.9± 7.7 20.1± 7.3 15.4± 7.8 14.1± 5.6
pmxfrq f 5.51± 3.16 4.01± 2.47 2.80± 2.00 2.56± 1.24
area tf 133± 107 126± 96 186± 136 173± 110
lfrec f 9.47± 5.01 7.81± 3.68 5.49± 3.89 4.66± 2.17
ltmp t 13.83± 11.65 15.43± 12.65 33.81± 20.73 34.97± 21.80
minfrec f 3.28± 3.35 3.07± 3.85 2.44± 1.75 2.36± 1.55
maxfrec f 12.76± 6.04 10.88± 4.65 7.94± 4.32 7.03± 2.13
nareas tf 1.46± 0.81 1.55± 1.59 1.76± 0.93 1.64± 0.86
dispersion tf 5.72± 6.04 5.96± 6.57 8.80± 7.88 9.89± 7.93
tmy tf 158.6± 72.2 158.3± 62.6 292± 124 251± 113
te tf (6.5± 10) · 108 (2± 51) · 109 (1.2± 20) · 1010 (9.9± 18) · 108
teh f (6± 10) · 107 (4 ± 171) · 108 (3± 72) · 109 (2± 10) · 107
tel f (5± 7) · 108 (1.3± 29) · 109 (7± 107) · 109 (9± 14) · 108
qtel f 75.4± 10.6 76.7± 11.6 84.8± 9.5 86.0± 10.1
qteh f 12.1± 9.9 7.9± 7.2 4.0± 6.0 2.8± 4.4
ct8 t 3.6± 1.6 3.8± 1.5 6.3± 1.3 6.0± 1.3
tsnz tf 1048± 635 1104± 638 1596± 477 1496± 492
tsnzl f 686± 338 723± 332 1250± 345 1197± 346
tsnzh f 172± 232 161± 226 125± 177 104± 182
qtl f 68.5± 9.7 68.9± 10.2 79.3± 10.0 81.2± 10.6
qth f 15± 10 12.3± 8.7 6.4± 7.6 5.3± 7.0
mdl8 t 93.4± 44.3 86.7± 39.5 69.2± 36.8 64.0± 25.4
vdl8 t 99.2± 43.8 87.9± 38.6 50.3± 29.9 46.7± 21.2
curve f 0.112± 0.123 0.134± 0.117 0.038± 0.202 −0.008± 0.208
VR t 8.2± 6.7 6.0± 5.0 1.6± 3.4 1.5± 1.1
RatioVar t 1.6± 0.5 1.8± 0.5 2.5± 0.6 2.7± 0.4
Tabla 5.9: Estad´ıstica ba´sica (media y desviacio´n t´ıpica) del conjunto de para´metros
temporales (t), frecuenciales (f) y tiempo-frecuenciales (tf), utilizados para la deteccio´n
de la FV.
Sensibilidad Especificidad Especificidad Especificidad Especificidad
FV-Flu´ter NORMAL OTROS TV global
5-fold 86.4% 97.3% 96.6% 40.0% 90.8%
Test 87.6% 97.5% 97.4% 40.0% 91.4%
Tabla 5.10: Deteccio´n de la FV mediante el algoritmo SVM.
en cuenta que se ha utilizado la base de datos entera, sin segmentos escogidos, y
con desigualdad muestral entre clases. Los errores ma´s significativos, no obstante,
se producen en los episodios de TV que son frecuentemente confundidos con la
FV. La Figura 5.13 muestra dos ejemplos de funcionamiento del clasificador SVM,
correspondientes a dos registros distintos. En la parte superior de cada ejemplo
se representa la patolog´ıa asociada a cada una de las observaciones. En el panel
inferior se muestra la salida del clasificador. En l´ınea continua se muestra la sa-
lida esperada (la FV esta´ etiquetada como {−1}), y en trazo punteado la salida
blanda del clasificador. En la Figura 5.13 (a) puede observarse co´mo el algoritmo
SVM es capaz de discriminar correctamente los episodios de FV frente al resto de
5.4 Resultados 193
2.48 2.5 2.52 2.54 2.56 2.58 2.6 2.62 2.64 2.66
x 104
Normales
FV
Otros
TV
Muestras
Episodio 13 con P
acierto = 0.797073
2.48 2.5 2.52 2.54 2.56 2.58 2.6 2.62 2.64 2.66
x 104
−1
0
1
Muestras
Sa
lid
a 
Cl
as
ific
ad
or
(a)
8400 8600 8800 9000 9200 9400 9600 9800 10000 10200
Normales
FV
Otros
TV
Muestras
Episodio 5 con P
acierto = 0.917073
8400 8600 8800 9000 9200 9400 9600 9800 10000 10200
−1.5
−1
−0.5
0
0.5
1
Muestras
Sa
lid
a 
Cl
as
ific
ad
or
(b)
Figura 5.13: Ejemplos de deteccio´n de FV mediante el algoritmo SVM.
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patolog´ıas, sin embargo, en ocasiones se confunde con la TV. La Figura 5.13 (b)
muestra la evolucio´n de la salida del clasificador hacia un episodio de FV. Como
puede observarse, la transicio´n desde RS a FV se produce lentamente, intervalo
de tiempo que se corresponde con un episodio TV que precede a la FV.
Seleccio´n de caracter´ısticas
La Tabla 5.11 recoge el resultado del algoritmo de seleccio´n de caracter´ısticas
para la deteccio´n de la FV. En ella se muestran, por orden de relevancia, las carac-
ter´ısticas temporales (t), frecuenciales (f) y tiempo-frecuenciales (tf) selecciona-
das. La probabilidad de error del conjunto completo es de P∗e(%) = 9.3(7.8,10.7),
mientras que la del conjunto reducido es P∗e,r(%) = 11.6(9.3,14.1). A pesar de la
ligera disminucio´n en la probabilidad de error con respecto al modelo completo, la
reduccio´n en el espacio de caracter´ısticas ha mantenido constantes las prestacio-
nes del clasificador. Cabe destacar que la proporcio´n de para´metros espectrales y
tiempo-frecuencia del conjunto seleccionado ha aumentado con respecto al conjun-
to original, en detrimento de los ı´ndices temporales que apenas tienen presencia.
Variables Seleccionadas ∆P∗e (%)
curve f 4.95(2.34,7.28)
qtl f 3.42(0.97,5.91)
mdl8 t 3.30(0.92,5.89)
qteh f 2.75(0.28,5.32)
maxfrec f 2.65(0.19,5.38)
tsnz f 2.60(0.37,4.91)
area tf 2.51(0.09,5.10)
tsnzh f 2.48(0.19,5.22)
minfrec f 2.45(0.09,5.22)
tsnz tf 2.42(0.09,5.14)
minimfrec f 2.41(0.19,5.38)
dispersion tf 2.33(0.19,5.15)
Tabla 5.11: Resultado del algoritmo de seleccio´n de caracter´ısticas. Las variables selec-
cionadas han sido ordenadas de acuerdo al valor medio del estad´ıstico de contraste ∆P∗e.
La columna de la derecha muestra el valor medio e IC de ∆P∗e para cada variables.
Diversos trabajos han analizado tambie´n el proceso de seleccio´n de caracter´ısti-
cas a partir del conjunto de para´metros extra´ıdos en [181], los cuales han sido
utilizados en este estudio. En [178], Rosado y colaboradores extraen 7 para´metros
significativos mediante la utilizacio´n de te´cnicas cla´sicas de ana´lisis discriminan-
te como el me´todo de la correlacio´n y el me´todo lambda de Wilks. Basado en
consideraciones emp´ıricas, se an˜aden otras cuatro caracter´ısticas ma´s al conjunto
inicialmente seleccionado, para proporcionar un total de 11 variables relevantes.
Posteriormente, los mismos autores [182], exploran el proceso de seleccio´n de ca-
racter´ısticas mediante esquemas de miner´ıa de datos tales como el ana´lisis de
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componentes principales y mapas autoorganizados. En este estudio, un total de 10
caracter´ısticas son seleccionadas, demostrando mejores prestaciones desde el pun-
to de vista de la sensibilidad y la especificidad que aquellas que se derivan de los
resultados presentados en [178]. La Tabla 5.12 compara los resultados obtenidos
por el algoritmo de seleccio´n de caracter´ısticas aqu´ı propuesto (Me´todo 1), y los
desarrollados en [178] (Me´todo 2) y en [182] (Me´todo 3). De las caracter´ısticas
seleccionadas en nuestro estudio, so´lo cuatro de ellas son tambie´n seleccionadas
por el Me´todo 3, y tres de ellas por el Me´todo 2. No´tese que la caracter´ısticas qteh
y qth han sido consideradas como una misma variable puesto que la correlacio´n
entre ambas supera el 95% [179]. Entre el Me´todo 2 y el Me´todo 3, por su parte,
son cinco las caracter´ısticas coincidentes. El mejor me´todo, desde el punto de vista
de la probabilidad de error del conjunto reducido, es el segundo. No obstante, las
diferencias con respecto a los me´todos restantes son mı´nimas, demostrando todos
ellos una buena capacidad de deteccio´n. Cabe destacar que el Me´todo 3 supera
en te´rminos de selectividad y especificidad al Me´todo 2, sin embargo, e´ste u´ltimo
supera al primero en te´rminos de probabilidad de error. La mı´nima probabilidad
de error, por tanto, no asegura las mejores prestaciones en cuanto a especifici-
dad y sensibilidad se refiere. De hecho, el proceso de deteccio´n de FV propuesto
en [178, 179] se realiza mediante un a´rbol de decisio´n, donde una primera discri-
minacio´n de las observaciones se basa en para´metros temporales cuya relevancia
ha sido estimada emp´ıricamente. A pesar de las diferencias en los conjuntos de
caracter´ısticas seleccionados, las prestaciones de cada uno de ellos son bastante
similares (Tabla 5.12), lo que demuestra que el conjunto de datos original contiene
una gran cantidad de informacio´n redundante.
5.5. Discusio´n y conclusiones
En el presente cap´ıtulo hemos presentado un novedoso esquema de seleccio´n
de caracter´ısticas con aplicacio´n a la deteccio´n automa´tica de la FV. El algoritmo
se basa en la comparacio´n de las prestaciones (probabilidad de error) de un clasi-
ficador para el conjunto de datos original y un conjunto de datos reducido en el
que ciertas variables han sido canceladas. Esta comparacio´n se lleva a cabo por
medio de un test de hipo´tesis donde el estad´ıstico de contraste se calcula mediante
remuestreo bootstrap no parame´trico. Adicionalmente, el procedimiento de selec-
cio´n se apoya en la informacio´n de la anchura del IC del estad´ıstico de contraste
para descartar variables en situaciones donde el estad´ıstico de contraste carece de
capacidad discriminatoria. Estas situaciones se producen en escenarios de trabajo
con gran cantidad de informacio´n redundante entre variables.
El ana´lisis del algoritmo de seleccio´n de caracter´ısticas sobre ejemplos sinte´ti-
cos ha demostrado un buen comportamiento del me´todo propuesto frente a va-
riables ruidosas y colineales. Diversos estudios han explorado tambie´n la utilidad
de la formulacio´n SVM para desarrollar algoritmos de seleccio´n de caracter´ısti-
cas [89, 105, 172, 230]. Estos me´todos siguen una metodolog´ıa similar al procedi-
miento aqu´ı presentado, dado que el proceso de seleccio´n se basa en la evaluacio´n
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Me´todo 1 Me´todo 2 (ref. [178]) Me´todo 3 (ref. [182])
curve curve curve
qteh qth qth
tsnzl — tsnzl
qtl — qtl
dispersion dispersion —
— te te
— ltmp ltmp
— tmy tmy
minfrec ct8 lfrec
tsnz vdl8 maximfrec
minimfrec VR pmxfrec
area narea —
mdl8 RatioVar —
maxfrec — —
tsnzh — —
P∗e,r(%) = 11.6(9.3,14.1) P
∗
e,r(%) = 9.7(7.8,11.4) P
∗
e,r(%) = 10.6(8.9,12.5)
Tabla 5.12: Ana´lisis comparativo de distintos me´todos de seleccio´n de caracter´ısticas.
Las variables han sido ordenadas de forma que se puedan comparar los resultados comu-
nes y no comunes a los tres me´todos.
de las diferencias sobre una medida de prestaciones (funcio´n objetivo) cuando se
elimina la contribucio´n de una o varias variables. Como funcio´n objetivo emplean
normalmente bien la expresio´n ‖w‖2, bien alguna cota superior del riesgo estruc-
tural. No obstante, la utilizacio´n de estas medidas de prestaciones se ve afectada
por la variabilidad de los datos, por lo que es deseable establecer algu´n criterio
de relevancia que explote la naturaleza estad´ıstica de la funcio´n objetivo. En es-
te sentido, Ghattas [105] propone la utilizacio´n de remuestreo bootstrap sobre las
funciones objetivo definidas en [89,172], para mejorar la estimacio´n del criterio de
relevancia. No hace uso, sin embargo, del remuestreo como herramienta para defi-
nir un test de hipo´tesis que evalu´e la relevancia de un conjunto de caracter´ısticas.
Nuestra propuesta, es pues, novedosa con respecto a los me´todos existentes hasta
la fecha. En estos estudios, adema´s, se evalu´a el comportamiento del procedimien-
to de seleccio´n de caracter´ısticas mediante ejemplos sinte´ticos en los que el efecto
de la colinealidad no esta´ presente, por lo que no puede conocerse el alcance real
de los mismos.
La principal limitacio´n de nuestro me´todo de seleccio´n de caracter´ısticas, y en
general de todos los me´todos basados en la formulacio´n SVM, es su dependencia
de los para´metros libres. La bu´squeda del punto o´ptimo de trabajo del clasifi-
cador SVM es crucial para asegurar un buen funcionamiento del procedimiento
de seleccio´n. No obstante, una vez fijados los para´metros libres, no es necesario
reentrenar la ma´quina. El efecto del reentrenamiento ha sido evaluado en varios
trabajos, los cuales consideran que es una tara innecesaria desde el punto de vista
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de los me´todos de seleccio´n que utilizan criterios de relevancia de orden cero, o
de diferencia de orden cero [89, 105, 172], dentro de los cuales se inscribe nuestro
algoritmo. Otro aspecto importante a tener en cuenta es la carga computacional
asociada a nuestro algoritmo de seleccio´n de caracter´ısticas. Si bien el proceso de
entrenamiento so´lo se lleva a cabo una vez (para cada escenario de trabajo), es un
procedimiento costoso, especialmente en problemas no separables linealmente. El
coste asociada al remuestreo tambie´n es elevado, por lo que puede considerarse que
nuestro algoritmo de seleccio´n de caracter´ısticas es computacionalmente intensivo.
Desde el punto de vista de la deteccio´n de la FV, el algoritmo SVM discrimi-
na correctamente las distintas patolog´ıas pero confunde FV-flu´ter con TV. Como
se comento´ al comienzo de este cap´ıtulo, la discriminacio´n TV-FV es un proceso
complejo, dado que la TV se presenta habitualmente como una etapa temprana de
la FV, poniendo de manifiesto la dificultad para distinguir entre ambas patolog´ıas.
Por otro lado, no hay que olvidar que la clase FV incluye episodios de flu´ter, que
en realidad constituye un tipo de TV. Los resultados relativos a la discriminacio´n
TV y FV presentados en la literatura tienen que tomarse con cautela. Algunos
emplean segmentos escogidos de TV y FV para evaluar las prestaciones de sus
algoritmos [208]. Otros presentan los resultados de la comparacio´n de la compara-
cio´n TV-FV frente a ritmo sinusal [110]. Sin embargo, cuando se emplean registros
de ECG completos sin seleccionar, la sensibilidad y especificidad en la deteccio´n
de la FV rondan el 80% [216]. Nuestro me´todo de deteccio´n de la FV puede con-
siderarse, por tanto, bastante aceptable, teniendo en cuenta, que trabajamos con
episodios sin seleccionar, donde adema´s en ocasiones existen discrepancias entre
las etiquetas proporcionadas por las bases de datos y la opinio´n de un especia-
lista. No obstante, las tasas de acierto son mejorables mediante dos mecanismos.
En primer lugar, con objeto de mejorar la discriminacio´n TV y FV, ser´ıa deseable
revisar, bajo la supervisio´n de un cardio´logo, el etiquetado de las bases de datos en
aquellos episodios donde se produce confusio´n entre ambas clases. Ser´ıa beneficio-
so, adema´s, para el proceso de deteccio´n contar con una base de datos seleccionada
y revisada con la que comprobar la eficacia del algoritmo SVM. En segundo lu-
gar, ser´ıa necesario establecer esquemas de deteccio´n ma´s elaborados, mediante la
combinacio´n de te´cnicas previamente propuestas para la discriminacio´n de ritmos
normales [178, 182] y el desarrollo de algoritmos SVM especializados en la discri-
minacio´n TV-FV. Otra opcio´n de desarrollo futuro consiste en la utilizacio´n de
combinaciones de nu´cleos dedicados a los para´metros temporales, frecuenciales y
tiempo-frecuencia.
Los resultados obtenidos mediante nuestro me´todo de seleccio´n de caracter´ısti-
cas revelan que los para´metros frecuenciales y tiempo-frecuencia juegan un papel
fundamental para la deteccio´n de la FV. Este resultado puede estar relacionado con
estudios experimentales en los que se propone el empleo de para´metros frecuencia-
les para caracterizar diferencias regionales en el miocardio durante FV [193]. No
obstante, esta interpretacio´n de los resultados ha de ser cuidadosa, puesto que otros
me´todos que utilizan el mismo conjunto de para´metros seleccionan caracter´ısticas
distintas. La incorporacio´n a la base de datos, de los para´metros espectrales defi-
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nidos en los estudios experimentales puede resultar interesante para comprobar la
relevancia y capacidad discriminatoria de los mismos, y de este modo interpretar
su contenido informativo sobre los mecanismos de la FV. Por otro lado, el ana´lisis
comparativo de los distintos me´todos de seleccio´n de caracter´ısticas destinados a la
deteccio´n de FV muestra un alto grado de redundancia en el conjunto de para´me-
tros original. En este sentido, nuestro me´todo de seleccio´n puede beneficiarse de la
aplicacio´n de un me´todo de filtrado previo (correlacio´n, componentes principales)
para disminuir la correlacio´n entre variables manteniendo la riqueza estad´ıstica de
los datos. Las discrepancias de nuestro me´todo con respecto a los otros dos pre-
sentados pueden atribuirse a la utilizacio´n estad´ıstico de contraste basado en la
probabilidad de error en clasificacio´n. El proceso de seleccio´n guiado por cambios
en la probabilidad de error puede que no sea o´ptimo desde el punto de vista de
la sensibilidad y especificidad en la deteccio´n de la FV. No obstante, gracias a la
flexibilidad proporcionada por las te´cnicas de remuestreo, puede definirse tambie´n
un estad´ıstico de contraste para evaluar alteraciones en la sensibilidad del proble-
ma y utilizarse aislada o conjuntamente con el criterio basado en probabilidad de
error.
A modo de conclusio´n final, debe remarcarse que en este cap´ıtulo se ha desa-
rrollado un nuevo me´todo de seleccio´n de caracter´ısticas basado en las propiedades
del algoritmo SVM y las te´cnicas de remuestreo bootstrap. Los ejemplos sinte´ticos
utilizados han demostrado la potencialidad del me´todo, y su versatilidad, extensi-
ble a otras medidas de prestaciones. Las buenas propiedades de nuestro algoritmo,
no obstante, suponen un alto coste computacional. Por otro lado, el presente tra-
bajo ha sentado las bases para una futura extensio´n de los resultados obtenidos.
Las acciones futuras, ya introducidas a lo largo de esta discusio´n, pueden resumir-
se en las siguientes frases. Desde el punto de vista del algoritmo de seleccio´n de
caracter´ısticas, ser´ıa deseable comparar el comportamiento de nuestro algoritmo
con respecto a me´todos cla´sicos y me´todos basados en la formulacio´n SVM. En
cuanto al me´todo de deteccio´n, ser´ıa necesario mejorar la capacidad predictiva
del clasificador SVM mediante la incorporacio´n de esquemas ma´s elaborados, a
partir de los cuales mejorar la sensibilidad y especificidad en la deteccio´n de la
FV, lo que en u´ltima instancia favorece al procedimiento de seleccio´n de carac-
ter´ısticas. Por u´ltimo, ser´ıa interesante incorporar me´todos de filtrado previo al
algoritmo de seleccio´n de caracter´ısticas y evaluar otros estad´ısticos de contraste
que complementen al aqu´ı definido.
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Cap´ıtulo 6
Conclusiones y l´ıneas futuras de
investigacio´n
En la presente Tesis Doctoral se han desarrollado los elementos que conforman
el esqueleto sobre el que articular una investigacio´n integrada para el estudio de
los mecanismos de las arritmias cardiacas. La investigacio´n integrada se funda-
menta en la combinacio´n de herramientas de modelado y te´cnicas de procesado de
sen˜al para establecer un v´ınculo entre sustrato arr´ıtmico, sen˜al cardiaca e ı´ndice
cardiaco, y con ello formar un marco de experimentacio´n que contenga conjun-
tamente informacio´n de los procesos electrofisiolo´gicos subyacentes, su traduccio´n
a registros ele´ctricos unidimensionales (EGM/ECG) y su caracterizacio´n cl´ınica
mediante ı´ndices cardiacos. Si bien este marco de experimentacio´n no ha sido apli-
cado sobre un problema concreto, hemos desarrollado, siguiendo una metodolog´ıa
incremental, las bases de una aproximacio´n integrada a todos los niveles. En pri-
mer lugar, hemos estudiado los mecanismos de generacio´n de arritmias inducidas
por mutaciones conge´nitas a partir de un modelo detallado de ce´lula cardiaca.
En este estudio, hemos comprobado que el ana´lisis dina´mico a nivel celular me-
diante modelos matema´ticos es u´til para relacionar defectos moleculares con los
mecanismos de arritmias dependientes de la frecuencia. Espec´ıficamente, el modelo
∆KPQ-LQT3 utilizado como sustrato cardiaco resulta de especial intere´s puesto
que esta´ relacionado con graves arritmias ventriculares y muerte su´bita cardiaca
y por tanto, su extensio´n a modelos de tejido macrosco´picos puede ser muy u´til
para investigar los factores que desencadenan estos letales trastornos cardiacos.
En segundo lugar, hemos establecido una relacio´n bidireccional entre sustrato
cardiaco y sen˜al cardiaca con potencial aplicacio´n en estudios cl´ınicos y experimen-
tales desde el punto de vista de imagen cardiaca no invasiva. El Bioelectromag-
netismo, te´cnicas de procesado de sen˜al y herramientas de modelado constituyen
los elementos de esta aproximacio´n, en la que se pone de manifiesto la utilidad de
un marco de investigacio´n integrado para profundizar en el conocimiento de los
mecanismos de las arritmias cardiacas.
Por u´ltimo, y en tercer lugar, hemos definido un me´todo de ana´lisis basado en
muestras a partir del cual podemos inferir, desde el punto de vista poblacional, con-
clusiones acerca del comportamiento del tejido cardiaco. Este me´todo esta´ basado
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en la aplicacio´n de te´cnicas de seleccio´n de caracter´ısticas sobre parametrizaciones
extra´ıdas de la informacio´n contenida en el ECG para relacionar ı´ndices cardiacos
y el sustrato arr´ıtmico subyacente. Para ello, se ha desarrollado un nuevo me´todo
de seleccio´n de caracter´ısticas sobre un algoritmo de aprendizaje basado en mues-
tras, demostrando la utilidad de las te´cnicas de procesado de sen˜al para establecer
un v´ınculo entre los procesos electrofisiolo´gicos responsables de la generacio´n de
arritmias cardiacas y su ı´ndice cardiaco asociado.
El estudio de las arritmias cardiacas, por tanto, se beneficia de la combina-
cio´n de te´cnicas de procesado de sen˜al y de herramientas de modelado para crear
un marco de investigacio´n integrado que reduzca la separacio´n entre investigacio´n
cl´ınica y ba´sica mediante la conjuncio´n de informacio´n experimental del compor-
tamiento del tejido cardiaco (sustrato cardiaco), las medidas o sen˜ales cardiacas
registradas en estudio cl´ınicos y/o experimentales, e informacio´n cl´ınica extra´ıda
del ana´lisis poblacional.
De acuerdo con la estructura formal de la presente disertacio´n, se recopilan a
continuacio´n las conclusiones relativas a las aportaciones obtenidas en cada uno
de los cap´ıtulos desarrollados.
6.1. Aportaciones de la Tesis
De forma individual, se han presentado las conclusiones de cada cap´ıtulo al final
de los mismos. En esta seccio´n resumimos las principales aportaciones obtenidas.
En el Cap´ıtulo 3 se analizan los factores dina´micos que desencadenan un com-
portamiento arr´ıtmico en ce´lulas cardiacas afectadas por el LQT3. La principal
aportacio´n de este cap´ıtulo reside en la aplicacio´n de distintos protocolos de esti-
mulacio´n sobre un modelo Markoviano del s´ındrome ∆KPQ-LQT3 para analizar
el comportamiento dina´mico (curvas de restitucio´n del APD y acomodacio´n del
APD) de ce´lulas WT y ce´lulas ∆KPQ MT. Fruto de este ana´lisis se han obtenido
los siguientes resultados:
Se ha identificado la existencia de alternancia en el APD en ce´lulas MT
para un estrecho rango de frecuencias de estimulacio´n. Concretamente, se ha
encontrado que el feno´meno de alternancia en el APD se produce en DIs (o
de forma equivalente, en frecuencias de estimulacio´n) para los que las EADs
esta´n presentes.
Se ha demostrado que un potencial mecanismo de generacio´n de arritmias en
el LQT3 no puede ser exclusivamente atribuido a las EADs o a la alternancia
en el APD, sino a una contribucio´n de los dos factores.
Se ha confirmado, mediante el empleo de un protocolo de estimulacio´n al-
ternativo, que la aparicio´n de alternancia en el APD en este modelo ∆KPQ-
LQT3 no depende de la historia en la estimulacio´n, sino de la frecuencia de
estimulacio´n exclusivamente.
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Desde el punto de vista de los mecanismos io´nicos subyacentes a la generacio´n
de alternancia, nuestro ana´lisis sugiere que ni la curva de restitucio´n ni la
dina´mica del calcio son factores cruciales en la generacio´n de alternancia en
el LQT3, dado que la aparicio´n de alternancia en el APD se produce tambie´n
en bajas frecuencias de estimulacio´n debido a la alteracio´n de la corriente de
sodio.
El Cap´ıtulo 4 aborda el problema inverso endoca´rdico, para el que se propone
la aplicacio´n de algoritmos SVM como herramienta de estimacio´n aplicada a la
reconstruccio´n de ima´genes de la actividad ele´ctrica cardiaca a partir de medidas
remotas. Como principales aportaciones destacan:
Desarrollo de un modelo simplificado de tejido que, reduciendo el tiempo de
simulacio´n requerido por los modelos de reaccio´n-difusio´n, permite simular
las propiedades de conduccio´n del impulso ele´ctrico (velocidad de conduc-
cio´n, curvatura, anisotrop´ıa) y sus alteraciones asociadas.
Implementacio´n de un modelo de captacio´n de campo ele´ctrico, que permite
traducir la actividad ele´ctrica del tejido cardiaco en sus sen˜ales registradas
en sistemas de electrodos intracavitarios (EGM).
Desarrollo de tres algoritmos SVM para la estimacio´n de la fuentes cardia-
cas con aplicacio´n a dos escenarios de trabajo: (a) sobre sen˜ales sinte´ticas
obtenidas el modelo simplificado de tejido y el modelo de captacio´n y; (b)
sobre ima´genes reales obtenidas mediante SMO.
Desarrollo de un algoritmo SVM para la reconstruccio´n de la secuencia de
activacio´n del tejido cardiaco. Las prestaciones de este algoritmo han sido
evaluadas sobre los mismos escenarios de trabajo que en el apartado anterior.
Los algoritmo SVM desarrollados se fundamentan en las propiedades de linea-
lidad e invarianza (desde el punto de vista espacial) del conductor volume´trico
considerado, gracias a lo cual es posible aplicar la teor´ıa de los sistemas lineales
e invariantes y con ello adecuar convenientemente la formulacio´n de los algorit-
mos SVM para incorporar informacio´n del problema a tratar. En virtud de esta
aproximacio´n, se han obtenido los siguientes resultados:
Desde el punto de vista de las prestaciones en la reconstruccio´n de las fuentes
cardiacas, se han demostrado la superioridad de los algoritmo SVM propues-
tos frente a la regularizacio´n de Tikhonov de orden cero. Esta diferencia es
especialmente relevante en estudios sinte´ticos unidimensionales.
Desde el punto de vista de las prestaciones en la reconstruccio´n de los ins-
tantes de despolarizacio´n, se ha ha analizado en detalle el comportamiento
del algoritmo SVM propuesto, para el cual se ha observado un buen funcio-
namiento.
202 6.2 Publicaciones cient´ıficas asociadas a la Tesis
Desde el punto de vista de los para´metros libres de los algoritmos SVM, se ha
constatado que ε es el para´metro ma´s sensible de la funcio´n de coste ε-Huber.
De esta forma, pequen˜as variaciones con respecto a su valor o´ptimo incre-
mentan dra´sticamente el error de estimacio´n cometido. Para los para´metros
C y γ, el rango de actuacio´n es ma´s amplio, y puede encontrarse fa´cilmente
El Cap´ıtulo 5 se dedica al ana´lisis del ECG de superficie como fuente de in-
formacio´n para la caracterizacio´n del sustrato cardiaco arr´ıtmico subyacente. Se
presenta un novedoso esquema de seleccio´n de caracter´ısticas basado en algoritmos
SVM y remuestreo bootstrap con aplicacio´n a la deteccio´n automa´tica de la FV.
Las aportaciones ma´s relevantes son las siguientes:
La utilizacio´n de algoritmos SVM como me´todo de deteccio´n de la FV, to-
mando como datos de entrenamiento un conjunto de parametrizaciones tem-
porales, espectrales y tiempo-frecuenciales extra´ıdas a partir del ECG.
Desarrollo de un algoritmo de seleccio´n de caracter´ısticas hacia atra´s basado
en el ana´lisis de prestaciones del clasificador SVM. Este ana´lisis se realiza de
acuerdo a un test de hipo´tesis para el cual se define un estad´ıstico obtenido
mediante te´cnicas de remuestreo bootstrap.
El ana´lisis del algoritmo de seleccio´n de caracter´ısticas sobre ejemplos sinte´ticos
ha demostrado un buen comportamiento del me´todo propuesto frente a variables
ruidosas y colineales. Por otro lado, desde el punto de vista de la deteccio´n de
la FV, las pruebas realizadas sobre los registros de las bases de datos AHA y
MIT/BIH sin segmentos escogidos han demostrado que:
El detector SVM alcanza un 87% de sensibilidad frente a FV y 91% de
acierto global. La principal limitacio´n del detector es la discriminacio´n TV-
FV.
Los para´metros frecuenciales y tiempo-frecuencia juegan un papel funda-
mental para la deteccio´n de la FV.
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A continuacio´n describimos las principales publicaciones cient´ıficas asociadas
con cada uno de los cap´ıtulos de la presente Tesis Doctoral.
El Cap´ıtulo 3 ha dado lugar a un art´ıculo en conferencia y un art´ıculo en
revista:
F. Alonso-Atienza, J. Requena-Carrio´n, J.L. Rojo-A´lvarez, et al. “Action
Potential alternans in LQT3 Syndrome: a simulation study”, Conf. Proc.
IEEE Eng. Med. Biol. Soc., pp. 640-3, Lyon, Francia, 23-26 Agosto 2007
(referencia [9]).
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F. Alonso-Atienza, J. Requena-Carrio´n, J.L. Rojo-A´lvarez, et al. “Rate
dependence of APD alternans in LQT3 Syndrome: a simulation study”,
Biophys. J. (En preparacio´n).
En esta l´ınea de investigacio´n, resultados previos relativos a la extensio´n bidi-
mensional del modelo Markoviano han sido publicados en:
F. Alonso-Atienza, J. Requena-Carrio´n, J.L. Rojo-A´lvarez, et al. “∆KPQ
mutation in LQT3 results in increased frequency and stability of reentry”,
Heart Rhythm, Boston, EE.UU, 17-20 Mayo 2006 (referencia [8]).
Dada la magnitud del problema analizado y las herramientas utilizadas, el
Cap´ıtulo 4 ha dado como resultado diversas publicaciones cient´ıficas. Con respecto
al desarrollo de un modelo simplificado de tejido, los resultados han sido publicados
en un art´ıculo en revista y una comunicacio´n a congreso:
F. Alonso-Atienza, J. Requena-Carrio´n, A. Garc´ıa-Alberola, et al., “Desa-
rrollo de un modelo probabil´ıstico de la actividad ele´ctrica cardiaca basado
en un auto´mata celular”, Rev. Esp. Cardiol., Nu´mero 1, Vol. 58, pp. 41-47,
Enero 2005 (referencia [7]).
J. Requena-Carrio´n, F. Alonso-Atienza, J.L. Rojo-A´lvarez, et al. “Reproduc-
cio´n de rotores mediante modelos basados en las propiedades de restitucio´n”.
El Congreso de las Enfermedades Cardiovasculares, Madrid, 20-23 Octubre
2004 (referencia [173]).
Cabe destacar que el anterior art´ıculo [7], fue galardonado con el Premio de
la Seccio´n de Electrofisiolog´ıa y Arritmias al mejor art´ıculo de electrofisiolog´ıa y
arritmias publicado en la Revista Espan˜ola de Cardiolog´ıa en el an˜o 2005. Adema´s,
el art´ıculo fue comentado ampliamente por el Dr. F.J. Chorro-Gasco´ del Servicio
de Cardiolog´ıa del Hospital Universitario de Valencia en el editorial del mismo
nu´mero de la Revista Espan˜ola de Cardiolog´ıa titulado “Modelos matema´ticos y
simulaciones en el estudio de las arritmias cardiacas” [39]. Los editores eligieron
como portada de ese nu´mero una de las figuras que se inclu´ıan en el art´ıculo.
La utilizacio´n de algoritmos SVM en problemas de estimacio´n introduciendo
convenientemente la informacio´n del problema a tratar, ha sido previamente ana-
lizada en problemas teo´ricos de estimacio´n en el a´mbito de procesado de sen˜al, lo
que ha dado lugar a un art´ıculo en revista:
J.L Rojo-A´lvarez, C. Figuera, C.E. Mart´ınez-Cruz, G. Camps-Valls, F.
Alonso-Atienza and M. Mart´ınez-Ramo´n, “Nonuniform interpolation of noisy
signals using support vector machines”, IEEE Trans. Sig. Proc., vol. 55, no
8, pp. 4116-4126, Agosto 2007 (referencia [176]).
En este mismo cap´ıtulo, los resultados dedicados al problema inverso endoca´rdi-
co han sido publicados en una conferencia:
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F. Alonso-Atienza, J.L. Rojo-A´lvarez, D. A´lvarez, et al., “Reconstruction of
transmembrane currents using support vector machines and its application
to endocardial mapping: a model study”, IEEE Computers in Cardiology,
Durham, EE.UU, 30 Septiembre - 3 Octubre 2007 (referencia [10]).
En el Cap´ıtulo 5, las contribuciones ma´s relevantes han sido publicadas en :
F. Alonso-Atienza, G. Camps-Valls, A. Rosado, et al., “Seleccio´n de carac-
ter´ısticas en ma´quinas de vectores soporte para la discriminacio´n automa´tica
de la fibrilacio´n ventricular”, Congreso Anual de la Sociedad Espan˜ola de In-
genier´ıa Biome´dica, Madrid, Espan˜a, 10-12 Noviembre 2005 (referencia [5]).
F. Alonso-Atienza, G. Camps-Valls, A. Rosado, et al., “Bootstrap feature
selection in support vector machines for ventricular fibrillation detection”,
European Symposium of Artificial Neural Networks, Brujas, Be´lgica, 26-28
Abril 2006 (referencia [6]).
F. Alonso-Atienza, A. Rosado, J.L. Rojo-A´lvarez, et al., “Learning the Re-
levant Features of Ventricular Fibrillation from Automatic Detection Al-
gorithms”, en Intelligent System Techniques and Applications, IGI Global,
(Enviado).
6.3. L´ıneas futuras de investigacio´n
La realizacio´n de esta tesis supone un esfuerzo importante para el desarrollo
de una investigacio´n integrada. Con este objeto, y dados los resultados obtenidos
hasta ahora, surge un rico abanico de posibilidades futuras para extender el tra-
bajo aqu´ı presentado. Al igual que en el apartado anterior, las l´ıneas futuras de
investigacio´n han sido ya expuestas dentro de cada cap´ıtulo, por lo que resumimos
aqu´ı las principales actuaciones a tener en cuenta.
En el Cap´ıtulo 3, el trabajo futuro debe estar dedicado a profundizar sobre los
factores involucrados en la generacio´n de la alternancia y al estudio de la depen-
dencia entre las EADs y la alternancia en el APD. En esta l´ınea de investigacio´n,
se proponen las siguientes acciones futuras:
Ana´lisis de los mecanismos io´nicos responsables de la generacio´n de alter-
nancia en el APD. Puesto que se dispone de un modelo detallado de ce´lula
cardiaca, es posible investigar los factores que dan lugar a la alternancia en
un rango estrecho de frecuencias de estimulacio´n.
Extensio´n del modelo de ce´lula cardiaca a un modelo unidimensional, prime-
ro, y bidimensional, despue´s, para analizar los mecanismos de las arritmias
cardiacas donde la presencia esta´ considerada un factor pro-arr´ıtmico impor-
tante.
En este modelo bidimensional, ser´ıa interesante adema´s estudiar la alternan-
cia espacial discordante del APD.
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Para el Cap´ıtulo 4, los esfuerzos deben ir dirigidos hacia la evaluacio´n exhaus-
tiva de los algoritmos SVM propuestos, y su consecuente extensio´n para poder
ser utilizados en escenarios reales. Para ello, ser´ıa interesante profundizar en las
siguientes l´ıneas de investigacio´n:
Reduccio´n del nu´mero de electrodos necesarios para la reconstruccio´n de las
fuentes cardiacas. Los algoritmos SVM propuesto imponen que el nu´mero de
electrodos y el nu´mero de elementos que componen el tejido cardiaco coin-
cidan (K = L). La introduccio´n de elementos de diezmado e interpolacio´n
en los sistemas definidos para cada algoritmo SVM es, sin duda, el siguiente
paso a tener en cuenta.
Ana´lisis del efecto de los para´metros que definen el sistema de captacio´n
sobre la capacidad de estimacio´n de los algoritmos SVM. Entre otros, e´l
nu´mero de electrodos, la distancia relativa entre electrodos, la altura de los
electrodos con respecto al tejido, y la distancia relativa entre los electrodos y
el tejido cardiaco activo. En este sentido, ser´ıa interesante tambie´n comparar
los resultados actuales con los que se obtendr´ıan mediante un modelo de
captacio´n calculado segu´n el enfoque del lead-field o aproximado por un un
modelo de double-layer.
Disminucio´n de la dependencia de los para´metros libres con ε. La definicio´n
de una nueva funcio´n de coste con un menor nu´mero de para´metros libres
podr´ıa solventar esta limitacio´n.
Incorporacio´n de informacio´n temporal para explotar la correlacio´n entre
distintos instantes de tiempo. La utilizacio´n de un nu´cleo de Mercer que
contenga conjuntamente informacio´n espacio-temporal es una posible solu-
cio´n para esta l´ınea de investigacio´n.
Adicio´n de informacio´n a priori, para mejorar las prestaciones de los algo-
ritmos de estimacio´n. La inclusio´n de restricciones anato´micas y fisiolo´gicas,
as´ı como valores de la solucio´n conocidos a priori han demostrado constituir
un enfoque interesante para obtener una solucio´n ma´s precisa.
Validacio´n cl´ınica de los resultados obtenidos mediante el contraste con los
sistemas actuales de mapeo endoca´rdico utilizados comu´nmente en el labo-
ratorio de electrofisiolog´ıa.
En el Cap´ıtulo 5, las l´ıneas de investigacio´n futura deben buscar la mejora del
algoritmo de deteccio´n de FV, en especial la discriminacio´n TV-FV, y al ana´lisis
comparativo del me´todo de seleccio´n de caracter´ısticas propuesto:
Desarrollo de algoritmos de deteccio´n ma´s elaborados, mediante la combina-
cio´n de te´cnicas propuestas para la discriminacio´n de ritmos normales y el
desarrollo de algoritmos SVM especializados en la discriminacio´n TV-FV.
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Utilizacio´n de combinaciones de nu´cleos dedicados a los para´metros tempo-
rales, frecuenciales y tiempo-frecuencia.
Revisio´n del etiquetado de las bases de datos en aquellos episodios donde se
produce confusio´n entre TV-FV.
Comparacio´n del comportamiento de nuestro algoritmo de seleccio´n de ca-
racter´ısticas con respecto a me´todos cla´sicos y me´todos basados en la for-
mulacio´n SVM.
Incorporacio´n de me´todos de filtrado previos al algoritmo de seleccio´n de
caracter´ısticas para disminuir la correlacio´n entre variables manteniendo la
riqueza estad´ıstica de los datos.
Definicio´n, dada la versatilidad del algoritmo de seleccio´n de caracter´ısticas,
de un estad´ıstico de contraste alternativo para evaluar alteraciones en la
sensibilidad del detector y utilizarse bien aisladamente, bien conjuntamente
con el criterio de seleccio´n basado en probabilidad de error.
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Ape´ndice A
Modelos io´nicos de membrana
En este ape´ndice presentamos de forma esquema´tica las ecuaciones que descri-
ben las corrientes io´nicas que componen el modelo B-R y el modelo L-R.
A.1. Modelo de Beeler-Reuter
El modelo de B-R esta´ definido en [21]. Recue´rdese que el modelo se compone
de 4 corrientes io´nicas y de seis variables de estado (x1,m, h, j,d, f). E´stas u´ltimas
definen la dependencia temporal del modelo de acuerdo a la Ecuacio´n (2.4), donde
α y β representan el intervalo de tiempo que el canal esta´ abierto y cerrado,
respectivamente
Unidades y condiciones iniciales
Las unidades utilizadas en el modelo se detallan en la Tabla A.1.
Variable Unidades
Corrientes: IK1, Ix1, INa, Is µA/cm
2
Potenciales: Vm, ENa, Es mV
Concentracio´n: [Ca]i M
Tiempo: t ms
Tabla A.1: Unidades utilizadas en las ecuaciones del modelo de B-R.
Valor inicial de la concentracio´n intracelular de calcio: [Ca]i = 1 · 10−7M.
Corrientes io´nicas
A continuacio´n se detallan las ecuaciones de cada una de las corrientes que
componen el modelo B-R.
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Corriente de potasio independiente del tiempo IK1
IK1 = 0.35 ·
[
4 · (e0.04·(Vm+85) − 1)
e0.08·(Vm+53) + e0.04·(Vm+53)
+
0.2 · (Vm + 23)
1− e−0.04·(Vm+23)
]
(A.1)
Corriente de potasio dependiente del tiempo Ix1
Ix1 =
0.8 · (e0.04(Vm+77) − 1)
e0.04(Vm+35)
x1 (A.2)
αx1 =
0.0005 · (e0.083(Vm+50) − 1)
e0.057(Vm+50) + 1
(A.3)
βx1 =
0.0013 · (e−0.06(Vm+20) − 1)
e−0.04(Vm+20) + 1
(A.4)
Corriente de sodio dependiente del tiempo INa
iNa = (4 ·m3 · h · j + 0.003)(Vm − 50) (A.5)
αm =
Vm + 47
e−0.1·(Vm+47) − 1 (A.6)
βm = 40 · e−0.056(Vm+72) (A.7)
αh = 0.126 · e−0.25(Vm+77) (A.8)
βh =
1.7
e−0.082·(Vm+22.5) + 1
(A.9)
αj =
0.055 · e−0.25·(Vm+78)
e−0.2·(Vm+78) + 1
(A.10)
βj =
0.3
e−0.1·(Vm+32) + 1
(A.11)
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Corriente lenta de calcio dependiente del tiempo Is
Is = 0.09 · d · f(Vm − Es) (A.12)
Es = −82.3− 13.0287 ln [Ca]i (A.13)
d[Ca]i
dt
= −10−7 · Is + 0.07 · (10−7 − [Ca]i) (A.14)
αd =
0.095 · e−0.01·(Vm−5)
e−0.072·(Vm−5) + 1
(A.15)
βd =
0.07 · e−0.017·(Vm+44)
e0.05·(Vm+44) + 1
(A.16)
αf =
0.012 · e−0.008·(Vm+28)
e−0.15·(Vm+28) + 1
(A.17)
βf =
0.0065 · e−0.02·(Vm+30)
e−0.2·(Vm+30) + 1
(A.18)
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A.2. Modelo de Luo-Rudy
El modelo de L-R esta´ definido en [134] y se compone de 6 corrientes io´nicas
y 8 variables de estado: K1, X,Xi, m, h, j, d, f . Al igual que en el modelo B-R, la
dependencia temporal esta´ embebida en la ecuacio´n que rige el comportamiento
de las variables de estado.
Unidades, constantes y condiciones iniciales
Las unidades utilizadas en el modelo se detallan en la Tabla A.2.
Variable Unidades
Corrientes: IK1, IKp, Ib, IK , INa, Isi µA/cm
2
Potenciales: Vm, EK1, EKp, EK , ENa, Esi mV
Concentracio´n: [K]i, [K]e, [Na]i, [Na]e, [Ca]i, [Ca]e M
Tiempo: t ms
Tabla A.2: Unidades utilizadas en las ecuaciones del modelo de L-R.
En el modelo L-R se utilizan varias constantes relativas a la concentracio´n intra
y extracelular de los iones de K+,Na+ y Ca2+, tal y como se describe en la Tabla
A.3.
Ion Concentracio´n Intracelular Concentracio´n Extracelular
Potasio [K]i = 145 mM [K]e = 5.4 mM
Sodio [Na]i = 18 mM [Na]e = 140 mM
Calcio Valor inicial: [Ca]i = 2 · 10−4 mM [Ca]i = 1.8 mM
Tabla A.3: Concentraciones io´nicas para el modelos de L-R
Cabe destacar que el potencial de Nernst se calcula utilizando los siguientes
valores: R = 8.31 J M−1K−1, T = 301 K y F = 96500 A s M−1
Corriente de potasio independiente del tiempo IK1
IK1 = 0.6047 ·
√
[K]e
5.4
·K1∞ · (Vm − EK1) (A.19)
EK1 =
RT
F
· ln [K]e
[K]i
(A.20)
K1∞ =
αK1
αK1 + βK1
(A.21)
αK1 =
1.02
e0.2385·(Vm−EK1−59.215) + 1
(A.22)
βK1 =
0.49124 · e0.08032·(Vm−EK1+5.476) + e0.6175·(Vm−EK1−594.31)
e−0.5143·(Vm−EK1−4.753) + 1
(A.23)
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Corriente de potasio independiente del tiempo IKp
IKp = 0.6047 · 1
1 + e(7.488−Vm)/5.98
· (Vm − EKp) (A.24)
EKp =
RT
F
· ln[K]e
[K]i
(A.25)
Corriente de potasio independiente del tiempo Ib
Ib = 0.03921 · (Vm + 59.87) (A.26)
Corriente de potasio dependiente del tiempo IK
IK = 0.282 ·
√
[K]e
5.4
·X ·Xi · (Vm − EK1) (A.27)
EK =
RT
F
· ln[K]e + 0.01833 · [Na]e
[K]i + 0.01833 · [Na]i (A.28)
αX =
0.0005 · e0.083·(Vm+50)
e0.057·(Vm+50) + 1
(A.29)
βX =
0.0013 · e−0.06·(Vm+20)
e−0.04·(Vm+20) + 1
(A.30)
Xi =
{
2.837·(e0.04·(Vm+77)−1)
(Vm+77)·e0.04·(Vm+35)
si Vm > −100
1 resto
(A.31)
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Corriente ra´pida de sodio dependiente del tiempo INa
INa = 23 ·m3 · h · j · (Vm − ENa) (A.32)
EK =
RT
F
· ln[Na]e
[Na]i
(A.33)
αm =
0.32 · (Vm + 47.13)
1− e−0.1·(Vm+47.13) (A.34)
βm = 0.08 · e−Vm/11 (A.35)
αh =
{
0 si Vm ≥ −40
0.135 · e−(Vm+80)/6.8 resto (A.36)
βh =
{ 1
0.13·(e−(Vm+10.66)/11.1+1)
si Vm ≥ −40
3.56 · e0.079·Vm + 3.1 · 105 · e0.35·Vm resto (A.37)
αj =
{
0 si Vm ≥ −40
(Vm+37.78)
(
−1.2714·105·e0.2444·Vm−3.474·10−5·e−0.04391·Vm
)
e0.311·(Vm+79.23)+1
resto
(A.38)
βj =
{
0.3·e−2.535·10
−7
·Vm
e−0.1·(Vm+32)+1
si Vm ≥ −40
0.1212·e−0.01052·Vm
e−0.1378·(Vm+40.14)+1
resto
(A.39)
Corriente lenta de calcio dependiente del tiempo Isi
Isi = 0.09 · d · f · (Vm − Es) (A.40)
Esi = 7.7− 13.0287 ln [Ca]i (A.41)
d[Ca]i
dt
= −10−4 · Isi + 0.07 · (10−7 − [Ca]i) (A.42)
αd =
0.095 · e−0.01·(Vm−5)
e−0.072·(Vm−5) + 1
(A.43)
βd =
0.07 · e−0.017·(Vm+44)
e0.05·(Vm+44) + 1
(A.44)
αf =
0.012 · e−0.008·(Vm+28)
e−0.15·(Vm+28) + 1
(A.45)
βf =
0.0065 · e−0.02·(Vm+30)
e−0.2·(Vm+30) + 1
(A.46)
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Ape´ndice B
Ecuaciones del conductor
volume´trico
El objetivo de este ape´ndice es la revisio´n de los conceptos ba´sicos del Electro-
magnetismo, con especial atencio´n al paradigma electrosta´tico y su relacio´n con
la teor´ıa del conductor volume´trico en electrofisiolog´ıa.
B.1. El campo electrosta´tico
Los feno´menos electromagne´ticos se describen a trave´s de las ecuaciones de
Maxwell. En medios materiales estas ecuaciones se pueden expresar de la siguiente
manera [30]:
∇ ·D = ρ
∇ ·B = 0
∇× E = −∂B
∂t
∇×H = J+ Ji − ∂D
∂t
(B.1)
donde (∇·) y (∇×) representan los operadores divergencia y rotacional, respec-
tivamente. El dominio electromagne´tico esta´ definido por el vector intensidad de
campo ele´ctrico E, el vector desplazamiento ele´ctrico D, el vector intensidad de
campo magne´tico H y el vector de induccio´n magne´tica B. Se asume que estos
vectores son finitos dentro del campo y son adema´s funciones continuas que de-
penden de la posicio´n y del tiempo con derivadas continuas. La fuente de un campo
electromagne´tico es la distribucio´n de corriente y carga ele´ctrica. Puesto que, en
general, so´lo los efectos macrosco´picos son de intere´s, se puede suponer que esta
distribucio´n es una funcio´n continua del espacio y del tiempo, definida por medio
de la densidad de carga ρ y el vector densidad de corriente J. La densidad de
corriente impresa Ji representa los generadores externos que inducen el campo
electromagne´tico.
En regimen estacionario, las ecuaciones de Maxwell introducidas en la Ecuacio´n
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(B.1) se reducen a:
∇ ·D = ρ
∇ ·B = 0
∇×E = 0
∇×H = J+ Ji
(B.2)
Y, por tanto, en todo punto de un sistema electrosta´tico se cumple
∇ ·D = ρ
∇× E = 0 (B.3)
junto con las ecuaciones constitutivas D = ǫE y J = σE, suponiendo que el medio
es lineal, homoge´neo e iso´tropo. De la Ecuacio´n (B.3) se desprende que el campo
ele´ctrico E, satisface la condicio´n de campo conservativo, y por tanto existe una
funcio´n escalar cuyo gradiente es el campo ele´ctrico
E = −∇φ (B.4)
donde el signo − se toma por convencio´n y la funcio´n φ se denomina potencial
electrosta´tico. El potencial electrosta´tico puede obtenerse directamente tan pronto
como se establezca su existencia. Puesto que se sabe que existe φ,∫
r
rref
E · dr = −
∫
r
rref
∇φ · dr (B.5)
donde rref indica un punto de referencia en el que φ es cero. De la definicio´n de
gradiente (∇φ · dr = dφ) se tiene
− (φ(r)− φ(rref)) =
∫
r
rref
E · dr, (B.6)
de forma que el potencial electrosta´tico generado por una carga puntual q utili-
zando como punto de referencia el infinito (φ(∞) = 0) es
φ =
1
4πǫ0
q
r
(B.7)
Por otra parte, para un medio lineal (propiedad que se cumple en casi todos
los materiales), homoge´neo e iso´tropo, se puede escribir
D = ǫE = −ǫ∇φ (B.8)
y teniendo en cuenta (B.3)
∇(−ǫ∇φ) = ρ, (B.9)
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entonces φ debe ser una solucio´n de la ecuacio´n de Poisson:
∇2φ = −ρ
ǫ
(B.10)
La interpretacio´n f´ısica de la ecuacio´n anterior permite obtener varias conclusio-
nes. En primer lugar, aplicando la definicio´n de divergencia sobre la Ecuacio´n (B.9)
∇ · E = −ρ
ǫ
(B.11)
se deduce que las fuentes del campo ele´ctrico son las cargas. En segundo lugar, y
derivado de la primera conclusio´n, se tiene que las cargas positivas se comportan
como manantiales del campo y las negativas como sumideros. Por u´ltimo, en la
regio´n del campo libre de carga la ecuacio´n (B.10) se reduce a la ecuacio´n de
Laplace:
∇2φ = 0 (B.12)
En este marco conceptual, el problema fundamental en electrosta´tica consiste
en determinar el campo escalar φ(x, y, z) que satisface, en todos los puntos de
una regio´n prescrita, la ecuacio´n de Poisson (o su caso particular, la ecuacio´n de
Laplace) y sus condiciones de contorno.
B.1.1. Conductor volume´trico en electrosta´tica
Los conductores juegan un papel importante en electrosta´tica. Desde el pun-
to de vista puramente macrosco´pico, un conductor se puede considerar como un
dominio cerrado en el que las cargas se pueden mover libremente (caracter´ıstica
cuantificada por la conductividad del medio σ). El flujo de carga en un conductor
es directamente proporcional a la intensidad E del campo ele´ctrico (J = σE). De
esta forma, cuando un campo ele´ctrico E actu´a sobre un conductor volume´trico,
aparecera´ una densidad de corriente J[A/m2], cumplie´ndose adema´s:
I =
∫
S
J · dS
J = Ji + σE
(B.13)
donde I tiene unidades de [I] = A, y Ji se ha incluido en la ecuacio´n anterior para
denotar los generadores o fuentes que inducen el campo dentro del conductor vo-
lume´trico. El significado de la ecuacio´n anterior es el siguiente. Los generadores Ji
(normalmente externos al medio conductor y, por ello, no incluidos en las ecuacio-
nes) inducen un campo ele´ctrico E, de tal forma que todas las cargas del conductor
se ven sometidas a una fuerza (Ley de Coulomb) proporcional a la intensidad del
campo ele´ctrico. La fuerza que actu´a sobre las cargas provoca un desplazamiento
de las mismas cuantificado por la densidad de corriente J.
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a
Figura B.1: Distribucio´n dipolar de cargas.
El dipolo ele´ctrico
El dipolo ele´ctrico representa la distribucio´n de dos cargas q iguales y de distinto
signo, separadas una distancia a. El estudio de los dipolos resulta interesante
porque los a´tomos y mole´culas que componen la materia se presentan siguiendo
esta distribucio´n. Atendiendo a la configuracio´n de cargas de la Figura B.1 y
haciendo uso de la ecuacio´n (B.7), el potencial ele´ctrico en el punto P queda:
φ =
q
4πǫ0
(
1
r1
− 1
r2
)
(B.14)
Si la distancia a es muy pequen˜a comparada con r se cumple que r2 − r1 ≃
a cos θ y r1r2 ≃ r2, resultando:
φ =
q
4πǫ0
r2 − r1
r1r2
≃ qa cos θ
4πǫ0r2
(B.15)
Definiendo el momento dipolar ele´ctrico por p = qa, el potencial ele´ctrico
creado por un dipolo centrado en el origen sera´n entonces:
φ =
1
4πǫ0
p · r
r3
(B.16)
Teniendo en cuenta que r = rur y que ∇
(
1
r
)
= ur
r2
, la ecuacio´n anterior puede
reescribirse de la siguiente forma:
φ =
1
4πǫ0
[
p · ∇
(
1
r
)]
(B.17)
B.1.2. Teorema de Green en electromagnetismo
Hasta ahora se han presentado de forma muy breve las principales propiedades
del campo electrosta´tico. En este escenario, el problema fundamental consiste en
determinar el potencial en todos los puntos del volumen conductor, a partir de la
ecuacio´n de Poisson. El teorema de Green constituye la herramienta para resolver
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este problema. Los conceptos descritos en esta seccio´n han seguido el desarrollo
presentado en [203].
Sea S una curva cerrada simple positivamente orientada1, diferenciable por tro-
zos, y sea Ω la regio´n cerrada del espacio limitada por S. Sean φ y ψ dos funciones
escalares de la posicio´n que cumplen que sus primeras y segundas derivadas son
continuas en Ω y sobre la superficie S. Aplicando el teorema de la divergencia2
sobre el vector ψ∇φ se obtiene:∫
Ω
∇ · (ψ∇φ)dv =
∮
S
(ψ∇φ) · nds (B.18)
Expandiendo la divergencia mediante
∇ · (ψ∇φ) = ∇ψ · ∇φ+ ψ∇ · ∇φ = ∇ψ · ∇φ+ ψ∇2φ (B.19)
y teniendo en cuenta que
∇φ · n = ∂φ
∂n
(B.20)
donde ∂φ/∂n es la derivada en la direccio´n de la normal positiva, se obtiene la
conocida como primera identidad de Green:∫
Ω
∇ψ · ∇φdv +
∫
Ω
ψ∇2φdv =
∮
S
ψ
∂φ
∂n
ds (B.21)
Si φ es una solucio´n de la ecuacio´n de Laplace y se toma ψ = φ, la ecuacio´n
(B.21) se reduce a ∫
Ω
(∇φ)2dv =
∮
S
φ
∂φ
∂n
ds (B.22)
Por otro lado, intercambiando los papeles3 de φ y ψ, esto es, aplicando el teorema
de la divergencia sobre el vector φ∇ψ, se llega a∫
Ω
∇φ · ∇ψdv +
∫
Ω
φ∇2ψdv =
∮
S
φ
∂ψ
∂n
ds (B.23)
Se tienen ahora dos ecuaciones diferentes (B.21), (B.23) que relacionan los campos
escalares φ y ψ. Si se substrae a la ecuacio´n (B.21) la ecuacio´n (B.23), el resultado
es la segunda identidad de Green, ma´s conocida como el teorema de Green∫
Ω
(ψ∇2φ− φ∇2ψ)dv =
∮
S
(ψ
∂φ
∂n
− φ∂ψ
∂n
)ds (B.24)
1Por convenio, para las curvas cerradas, la orientacio´n positiva se define como el sentido
antihorario.
2El teorema de la divergencia se define como:
∫
Ω
∇ · Fdv = ∮
S
F · nds.
3En la definicio´n del vector ψ∇φ no se especifica ninguna relacio´n entre las funciones escalares.
Por tanto, esta definicio´n sigue siendo va´lida si se intercambian los papeles de φ y ψ.
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x,y, z
x’, y’, z’
r
Ω = Ω1
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ρ
ρ’
Figura B.2: Aplicacio´n del teorema de Green sobre una regio´n Ω limitada externamente
por la superficie S y la esfera interna S1.
Integracio´n de la ecuacio´n de Poisson
Utilizando el teorema de Green se puede calcular el potencial en un punto fijo
(x′, y′, z′) dentro de un volumen Ω en te´rminos de una integral del volumen y una
intregral de superficie sobre S. Supo´ngase una distribucio´n volume´trica de carga
ρ(x, y, z), y una superficie S regular, arbitraria, que encierra al volumen Ω (Figura
B.2). No es necesario que la superficie S encierre toda la carga (ρ+ρ′), ni siquiera
parte de ella. Sea O el origen de coordenadas arbitrario y x = x′, y = y′, z = z′,
un punto fijo de observacio´n dentro de Ω. El potencial en este punto creado por
la distribucio´n de carga sera´ φ(x′, y′, z′). Como funcio´n ψ se tomara´ un solucio´n
sime´trica esfe´rica de la ecuacio´n de Laplace,
ψ(x, y, z, x′, y′, z′) =
1
r
(B.25)
donde r es la distancia de un punto variable (x, y, z) dentro de Ω al punto fijo
(x′, y′, z′).
r =
√
(x′ − x)2 + (y′ − y)2 + (z′ − z)2 (B.26)
La funcio´n ψ no satisface la condicio´n necesaria de continuidad para r = 0.
Para excluir esta singularidad, se toma una pequen˜a esfera de radio r1 tomando
(x′, y′, z′) como centro de la misma. El volumen Ω estara´ ahora limitado externa-
mente por la superficie S e internamente por la esfera S1. As´ı, dentro de Ω tanto
φ como ψ satisfacen las condiciones del teorema de Green, cumplie´ndose adema´s
que ∇2ψ = 0. De esta manera, la ecuacio´n (B.24) se puede expresar como∫
Ω
∇2φ
r
dv =
∮
S+S1
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds (B.27)
Sobre la esfera S1, la normal positiva esta´ dirigida radialmente hacia el centro
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(x′, y′, z′), puesto que esta´ fuera del volumen Ω. Sobre S1, entonces,
∂φ
∂n
= −∂φ
∂r
,
[
∂
∂n
(
1
r
)]
r=r1
=
1
r21
(B.28)
Puesto que r1 es constante, la contribucio´n de la esfera al te´rmino de la derecha
de la Ecuacio´n (B.27) es
− 1
r1
∫
S1
∂φ
∂r
ds− 1
r21
∫
S1
φds (B.29)
Si φ¯ y ∂¯φ/∂r y denotan valores medios de φ y ∂φ/∂r en S1, su contribucio´n
sera´
− 1
r1
4πr21
∂¯φ
∂r
− 1
r21
4πr21φ¯ (B.30)
que en el l´ımite r1 → 0 se reduce a −4πφ(x′, y′, z′). Introduciendo este valor en
(B.27), el potencial ele´ctrico en cualquier punto interior (x′, y′, z′) resulta
φ(x′, y′, z′) = − 1
4π
∫
Ω
∇2φ
r
dv +
1
4π
∮
S
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds (B.31)
En te´rminos de la densidad de carga ∇2φ = −ρ/ǫ
φ(x′, y′, z′) =
1
4πǫ
∫
Ω
ρ
r
dv +
1
4π
∮
S
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds (B.32)
Varias conclusiones se derivan de la ecuacio´n anterior. En primer lugar, si no
existen cargas en el interior del volumen limitado por S, las integrales de volumen
de (B.32) se anulara´n. Es decir, en un medio libre de cargas limitado por una
superficie S (en el medio exterior a S pueden existir cargas), en la que por tanto
se cumple la ecuacio´n de Laplace, el potencial en cualquier punto interior de Ω,
so´lo depende del valor del φ y sus derivadas normales sobre la superficie S, esto
es:
φ(x′, y′, z′) =
1
4π
∮
S
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds (B.33)
En segundo lugar, es importante destacar que una superficie cerrada S divide
el espacio en dos volu´menes, uno interior Ω1 y otro exterior Ω2 (Figura B.3 (a)). Si
las funciones φ y ψ son regulares en infinito, el teorema de Green, y en particular
las ecuaciones (B.31) y (B.32), se pueden aplicar a la regio´n exterior Ω2 tal y
como se ha desarrollado para Ω1. En este caso, u´nicamente debera´n permutarse
las palabras interior y exterior, cambiando simulta´neamente n por −n.
Si adema´s, la distribucio´n de carga total ρ + ρ′ se encuentra confinada en el
interior de la superficie S (Figura B.3 (b)), la integral de superficie desaparecera´.
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Figura B.3: Aplicacio´n del teorema de Green (a) en el exterior de la superficie S, (b)
en el exterior de la superficie S cuando toda la carga esta´ confinada en el interior de la
misma.
En este caso, la solucio´n a la ecuacio´n de Poisson en un punto exterior a S resulta
φ(x′, y′, z′) =
1
4πǫ
∫
Ω1
ρ+ ρ′
r
dv (B.34)
solucio´n que igualmente se puede obtener a partir de la Ley de Coulomb.
Por u´ltimo, en esta misma situacio´n (Figura B.3 (a)), el potencial en cualquier
punto (x′, y′, z′) de Ω2 exterior a S puede calcularse o bien por medio de (B.34), o
bien a partir del conocimiento de φ y ∂φ/∂n aplicando la Ecuacio´n (B.33).
B.2. Teorema de Green en bioelectromagnetis-
mo
Al igual que en electrosta´tica, el problema fundamental en bioelectromagne-
tismo consiste en determinar la distribucio´n de potencial creada por las fuentes
del conductor volume´trico. Para ello, es necesario resolver la conocida ecuacio´n de
Poisson:
σ∇2φ = ∇ · Ji (B.35)
aplicando el teorema de Green introducido en la seccio´n precedente. Diferentes
aproximaciones a la solucio´n dependera´n de las diferentes simplificaciones en el
volumen conductor considerado. Por este motivo, esta seccio´n esta´ dedicada a la
resolucio´n de la Ecuacio´n (B.35) en distintos escenarios correspondientes a di-
ferentes situaciones de intere´s electrocardiogra´fico. Concretamente se estudiara´n
dos situaciones, relacionadas con el ca´lculo del potencial ele´ctrico en un torso ho-
moge´neo y en un torso inhomoge´neo, respectivamente.
Escenario B.1 Potencial en conductor volume´trico lineal, homoge´neo e iso´tropo
de conductividad σ, en el que la superficie S que encierra todas las fuentes presentes
en el medio conductor.
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Este escenario representa el torso humano sin inhomogeneidades internas. Bajo
ciertas restricciones, puede utilizarse para analizar el potencial ele´ctrico creado por
una fibra muscular aislada (escenario B.1.1), o el creado por una fibra muscular
inmersa en un ban˜o conductor (escenario B.1.2).
Aplicando un procedimiento ana´logo al presentado en la Seccio´n B.1.2 y to-
mando de nuevo ψ = 1/r, se llega a [203]:∫
V
[
1
r
∇2φ− φ∇2
(
1
r
)]
dv =
∮
S
[
1
r
∇φ− φ∇
(
1
r
)]
ds (B.36)
Para evitar la singularidad en r = 0, de forma alternativa al ca´lculo de la
integral en S1 (Figura B.2), se puede emplear la siguiente relacio´n matema´tica:
∇2
(
1
r
)
= ∇2
(
1
r′ − r
)
= −4πδ(r′ − r) (B.37)
donde δ representa la funcio´n delta de Dirac y r′, r son los vectores de posicio´n del
punto donde se quiere calcular el potencial y del punto de integracio´n, respectiva-
mente. Introduciendo (B.37) en (B.36), el potencial ele´ctrico en un punto (x′, y′, z′)
interior a S se obtiene mediante una expresio´n ide´ntica a (B.31). Particularizando
para la ecuacio´n de Poisson planteada en (B.35) se tiene:
φ(x′, y′, z′) =− 1
4πσ
∫
V
(
1
r
)(∇ · Ji) dv+
+
1
4π
∮
S
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds
(B.38)
Si se aplica la identidad vectorial
∇ ·
(
Ji
r
)
= ∇
(
1
r
)
· Ji +
(
1
r
)
∇ · Ji (B.39)
al primer te´rmino a la derecha de la igualdad de la Ecuacio´n (B.38), entonces la
integral de volumen puede sustituirse por:
1
4πσ
∫
V
∇
(
1
r
)
· (Ji) dv − 1
4πσ
∫
V
∇ ·
(
Ji
r
)
dv (B.40)
Haciendo uso del teorema de la divergencia para el segundo te´rmino de la
Ecuacio´n (B.40), y como Ji = 0 sobre S (todas las fuentes caen dentro del corazo´n,
y ninguna sobre la superficie de integracio´n), la ecuacio´n (B.38) se puede expresar
como:
φ(x′, y′, z′) =
1
4πσ
∫
V
[
Ji · ∇
(
1
r
)]
dv+
+
1
4π
∮
S
[
1
r
∂φ
∂n
− φ ∂
∂n
(
1
r
)]
ds
(B.41)
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A partir de esta ecuacio´n general, dos situaciones de intere´s electrocardiogra´fico
se pueden analizar, como se presenta a continuacio´n.
Escenario B.1.1 Si, adema´s de los supuestos definidos en el Escenario B.1, se
tiene que el volumen exterior a S es el aire, con σ′ = 0.
Este escenario representa el ca´lculo del potencial ele´ctrico en el exterior de una
fibra muscular aislada o bien en el torso humano homoge´neo.
En este caso, tanto el valor del potencial ele´ctrico como la componente trans-
versal de la corriente ele´ctrica tienen que ser continuos en la frontera S entre los
dos medios. Si denotamos φ y φ′ al potencial en el interior y el exterior de S
respectivamente, las siguientes condiciones se cumplen en la regio´n de separacio´n:
φ = φ′
(σE) · n = (σ′E′) · n (B.42)
donde n es el vector normal a la superficie orientado hacia fuera. En la frontera
de separacio´n de los dos medios S, se cumple que σ′ = 0, y por tanto, en ausencia
de corrientes externas:
(σ∇φ) · n = 0 (B.43)
condicio´n de contorno que es equivalente a:
∂φ
∂n
= 0 (B.44)
La aplicacio´n de la ecuacio´n de contorno anterior permite simplificar la expre-
sio´n (B.41) como sigue:
φ(x′, y′, z′) =
1
4πσ
∫
V
[
Ji · ∇
(
1
r
)]
dv−
− 1
4π
∮
S
φ
∂
∂n
(
1
r
)
ds
(B.45)
Aunque la condicio´n de contorno homoge´nea de Neumann (ve´ase Ape´ndice C)
de la Ecuacio´n (B.44) es la ma´s comu´n para modelar el torso humano, la condicio´n
de contorno de Dirichlet, dada por:
φ = V (r), r sobre S (B.46)
tambie´n es posible.
Escenario B.1.2 Si, adema´s de los supuestos definidos en el Escenario B.1, se
cumple que la superficie S se extiende a infinito.
Este escenario se corresponde con el ca´lculo del potencial ele´ctrico generado
por el tejido inmerso en un ban˜o conductor de extensio´n infinita. Para regiones
pro´ximas a la superficie endoca´rdica o epica´rdica, puede suponerse que la superficie
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delimitada por el torso es suficientemente grande, y por tanto, este desarrollo puede
utilizarse para el ca´lculo de EGMs intracavitarios [201].
En este caso, La integral de superficie desaparecera´. El potencial en cualquier
punto (x′, y′, z′) en el interior de un medio homoge´neo infinito en el que se incluyen
las corrientes impresas, en funcio´n de (B.38), se simplifica como sigue:
φ(x′, y′, z′) = − 1
4πσ
∫
V
(
1
r
)(∇ · Ji) dv (B.47)
Comparando esta u´ltima ecuacio´n con (B.34), se puede concluir que las corrien-
tes impresas se comportan de igual forma que lo hace la densidad volume´trica de
carga ρ. As´ı, para cada dv, ∇·Ji se comporta como una fuente puntual que genera
un campo, el cual var´ıa como 1/r. Aplicando este concepto, se define la densidad
volume´trica de fuente como IF = −∇ · Ji.
Otras analog´ıas interesantes se derivan de la expresio´n (B.47), cuando se utiliza
la identidad vectorial (B.39):
φ(x′, y′, z′) =
1
4πσ
∫
V
[
Ji · ∇
(
1
r
)]
dv (B.48)
En este caso, si se presta atencio´n al resultado presentado en la Ecuacio´n
(B.17), se podra´ identificar de nuevo la corriente impresa con un elemento ba´sico
de la electrosta´tica. Se puede apreciar que el elemento Jidv se comporta como un
dipolo ele´ctrico, y por tanto se puede interpretar Ji como una densidad dipolar
volume´trica (nu´mero de fuentes -dipolos- activos en funcio´n del nu´mero total de
fuentes).
Escenario B.2 Potencial en conductor volume´trico lineal e iso´tropo, limitado por
una superficie cerrada S1. El volumen conductor esta´, a su vez, dividido en i re-
giones homoge´neas cerradas Si (i = 2, 3, . . . , m), de conductividades iso´tropas σ
+
en el exterior de Si y σ
− en el interior. La superficie S1 encierra todas las fuentes.
Este problema es una extensio´n del planteado en el Escenario B.1 (Figura B.4),
y describe el conductor volume´trico correspondiente al torso humano con inhomo-
geneidades internas, descritas segu´n las diferentes regiones y consecuentemente sus
diferentes propiedades (distinta resistividad). Hay que aclarar que esta situacio´n
no representa un medio aniso´tropo, sino un medio inhomoge´neo dividido en re-
giones homoge´neas, en cada una de las cuales se tiene una conductividad iso´tropa
asociada.
Sea dv un elemento de volumen contenido en V , y ψ y φ dos funciones es-
calares con primeras y segundas derivadas continuas en cada una de las regiones
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Figura B.4: Conductor volume´trico inhomoge´neo.
homoge´neas. Del teorema de Green generalizado se tiene:
m∑
i=1
∮
Si
[
σ−i
(
ψ−∇φ− − φ−∇ψ−)] · dS−
−
m∑
i=1
∮
Si
[
σ+i
(
ψ+∇φ+ − φ+∇ψ+)] · dS =
=
∑∫
V
(ψ∇ · σ∇φ− φ∇ · σ∇ψ) dv
(B.49)
donde los sumatorios esta´n asociados a todas las superficies, y a todos los volu´me-
nes homoge´neos. El vector dS para cada una de las integrales de superficie apunta
hacia el exterior (hacia el medio de conductividad σ+i ). Si, como anteriormente, se
toma ψ = 1/r, y sin realizar ninguna suposicio´n acerca de φ, entonces:
m∑
i=1
∮
Si
[(
σ−i ∇φ− − σ+i ∇φ+
) 1
r
]
· dS−
−
m∑
i=1
∮
Si
[(
σ−i φ
− − σ+i φ+
)∇(1
r
)]
· dS =
=
∑∫
V
(
1
r
∇ · σ∇φ
)
dv + 4πσ(r′)φ(r′)
(B.50)
donde en el u´ltimo te´rmino tanto σ como φ se evalu´an en un punto P = (x′, y′, z′),
cuyo vector de posicio´n asociado es r′. Identificando el potencial escalar:
∇ · (σ∇φ) = ∇ · Ji (B.51)
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y aplicando las condiciones de contorno en cada una de las fronteras de las super-
ficies Si:
φ− = φ+(
σ−i ∇φ−
) · dS = (σ−i ∇φ−) · dS (B.52)
se obtiene:
φ(r′) = − 1
4πσ(r′)
∫
V
∇ · Ji
r
dv−
− 1
4πσ(r′)
m∑
i=1
∮
Si
[(
σ−i − σ+i
)
φ(r)∇
(
1
r
)]
· dS
(B.53)
Reescribiendo la integral de volumen,
φ(r′) =
1
4πσ(r′)
∫
V
Ji · ∇
(
1
r
)
dv−
− 1
4πσ(r′)
m∑
i=1
∮
Si
[(
σ−i − σ+i
)
φ(r)∇
(
1
r
)]
· dS
(B.54)
En un punto cualquiera (x′, y′, z′) situado en el interior de la superficie Sk, cuya
conductividad es σ−k , resulta:
φ(x′, y′, z′) =
1
4πσ−k
∫
V
Ji · ∇
(
1
r
)
dv−
− 1
4πσ−k
m∑
i=1
∮
Si
[(
σ−i − σ+i
)
φ(r)∇
(
1
r
)]
· dS
(B.55)
Esta expresio´n evalu´a el potencial ele´ctrico en cualquier punto un conductor
volume´trico inhomoge´neo que contenga las fuentes volume´tricas. La integral de
volumen de la Ecuacio´n (B.55), se corresponde exactamente con (B.48) y refleja
la contribucio´n de la fuente volume´trica, tambie´n denominada fuente primaria.
El segundo te´rmino de la ecuacio´n (B.55) aparece como consecuencia de las in-
homogeneidades del medio, el cual es conocido como fuente secundaria (o fuentes
secundarias si nos referimos a cada una de las inhomogeneidades). Estas fuentes
se denominan secundarias porque se originan despue´s de que las primarias hayan
establecido un campo, y por tanto, una corriente en las fronteras de las diferentes
zonas de conduccio´n. Esta perspectiva de disociacio´n de fuentes proporciona una
aproximacio´n conceptual para considerar los efectos de las homogeneidades. En
esta aproximacio´n, en primer lugar, se calcula el campo (o potencial) generado
por la fuente primaria como si el volumen conductor fuera uniforme e infinito, y,
en segundo lugar, se an˜ade el campo creado por las fuentes secundarias. Utilizando
esta aproximacio´n conceptual, la contribucio´n de las fuentes primarias ser´ıa:
φp =
1
4πσt
∫
Vp
[
Ji · ∇
(
1
r
)]
dv (B.56)
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Esta integral calcula el potencial creado por las fuentes primarias p en un volumen
Vp homoge´neo, infinito de conductividad σt, donde el sub´ındice t hace referencia a
la conductividad del medio en ese punto. Con respecto a las fuentes secundarias,
se tiene:
φs = − 1
4πσt
m∑
i=1
∮
Si
[(
σ−i − σ+i
)
φ(r)∇
(
1
r
)]
· dS (B.57)
que proporciona el potencial creado en por las fuentes secundarias s en el volumen
conductor inhomoge´neo obtenido en un punto cualquiera del mismo cuya conduc-
tividad asociada es σt. A partir de los dos resultados anteriores, φT = φp + φs.
Ejemplo B.1 Resolucio´n del problema planteado en el Escenario B.1.1 mediante
el teorema de Green generalizado.
Este sencillo ejemplo se puede resolver utilizando las expresiones de las ecuacio-
nes (B.56) y (B.57), teniendo en cuenta las siguientes premisas. En primer lugar,
so´lo se tiene una superficie S en juego. En segundo lugar, la conductividad en el
medio exterior es σ′ = 0. Las fuentes primarias se corresponden con las presentadas
en la ecuacio´n (B.45). En tanto, para las fuentes secundarias se tiene:
φs(x
′, y′, z′) = − 1
4πσ
∮
Si
[
(σ − 0)φ∇
(
1
r
)]
· dS (B.58)
Operando se llega a
∇
(
1
r
)
· dS = ∂
∂n
(
1
r
)
ds (B.59)
Puesto que la fuente primaria no cambia su expresio´n con respecto a la ecuacio´n
(B.45), y dado que se ha demostrado la igualdad de las fuentes primarias entre
(B.45) y (B.59), se puede deducir que tanto esta metodolog´ıa, como la presentada
en el Escenario B.1.1, son equivalentes.
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Ape´ndice C
Condiciones de contorno en
problemas electromagne´ticos
Es importante clasificar los problemas electromagne´ticos, puesto que, tanto la
teor´ıa general como la solucio´n seleccionada dependera´ del tipo de problema que
se quiera resolver. Esta clasificacio´n permitira´ inferir el mejor me´todo de reso-
lucio´n para un problema electromagne´tico dado. Los problemas continuos esta´n
categorizados en tres clases, en funcio´n de:
1. La regio´n de solucio´n del problema.
2. La naturaleza de la solucio´n que describe el problema.
3. Las condiciones de contorno asociadas.
Para la presente disertacio´n, nos vamos a restringir exclusivamente a (3).
C.1. Clasificacio´n de las condiciones de contorno
El problema consiste en determinar la funcio´n desconocida φ de una ecuacio´n
en derivadas parciales. Dentro del volumen de intere´s V limitado por una superficie
cerrada S, la funcio´n φ cumple:
Lφ = g (C.1)
donde L es un operador (diferencial en el ejemplo que se trata) y g es conocida
como la excitacio´n o fuente. Adema´s, φ ha de satisfacer ciertas condiciones sobre
S, las cuales se clasifican en tres tipos:
Condiciones de Dirichlet, la funcio´n φ evaluada sobre la superficie S es nula,
esto es:
φ(r) = 0, r sobre S (C.2)
228 C.1 Clasificacio´n de las condiciones de contorno
Condiciones de Neumann, la derivada parcial de φ con respecto a la normal
de la superficie es nula:
∂φ(r)
∂n
= 0, r sobre S (C.3)
donde n es el vector normal a S.
Condiciones mixtas, que supone una combinacio´n de las dos anteriores:
∂φ(r)
∂n
+ h(r)φ(r) = 0, r sobre S (C.4)
donde h(r) es una funcio´n conocida. No´tese que la condicio´n de contorno de
Neumann es un caso particular de la condicio´n mixta con h(r) = 0.
Las tres condiciones anteriores se denominan condiciones de contorno ho-
moge´neas. En el caso ma´s general, las ecuaciones anteriores se transforman en
condiciones de contorno inhomoge´neas:
Dirichlet, la funcio´n φ evaluada sobre la superficie S tiene un valor conocido:
φ(r) = p(r), r sobre S (C.5)
Neumann, la derivada parcial de φ con respecto a la normal de la superficie
es conocida:
∂φ(r)
∂n
= q(r), r sobre S (C.6)
Mixtas, la combinacio´n de las dos anteriores da como resultado otra funcio´n
w(r) conocida:
φ(r)
∂n
+ h(r)φ(r) = w(r), r sobre S (C.7)
donde p(r), q(r) y w(r) son funciones conocidas expl´ıcitas en la superficie S.
En funcio´n de los datos aportados en el problema electromagne´tico a resolver,
se utilizara´ condicio´n de contorno u otra.
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