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PEMODELAN CURAH HUJAN MENGGUNAKAN 




Peranan analisis deret waktu sangat bermanfaat di berbagai bidang 
khususnya meteorologi. Curah hujan memiliki pola yang rumit dan 
sulit diprediksi, sehingga memerlukan metode terbaik untuk 
menangani kondisi tersebut. Terdapat beberapa metode yang mampu 
menganalisis fenomena curah hujan. Diantaranya yaitu metode 
ARIMA, namun metode ini hanya mampu mengatasi pola data linier. 
Kemudian berkembang metode Neural Network (NN) yang mampu 
mengatasi pola data linier dan nonlinier. Salah satu contoh NN adalah 
Feed Forward Neural Network (FFNN). Peneliti menggunakan 
pendekatan metode ARIMA, Hybrid ARIMA-NN, dan FFNN dengan 
tujuan mendapatkan pemodelan terbaik dan prediksi yang akurat. 
Penelitian dilakukan dengan memodelkan curah hujan dari alat Mini 
Weather Station (MWS) di lokasi Supiturang dan di lokasi 
Manggisari. Berdasarkan hasil penelitian, pada lokasi Supiturang 
didapatkan model terbaik dari seluruh model yang terbentuk yaitu 
model ARIMA(1,1,1) dengan RMSE data testing yaitu 3,4326. 
Sedangkan pada lokasi Manggisari didapatkan model terbaik dari 
seluruh model yang terbentuk yaitu Hybrid ARIMA (1,1,1) FFNN (4-
9-1) dengan nilai RMSE data testing 3,1056. 



















































RAINFALL MODELING USING ARIMA, HYBRID ARIMA-
NN, AND FFNN IN MALANG DISTRICT 
 
ABSTRACT  
Time series analysis is useful in various fields, especially 
meteorology. Rainfall has a complex pattern and difficult to predict, 
so it requires the best method to deal with these conditions. There are 
several methods that are able to analyze the phenomenon of rainfall. 
Among them is the ARIMA method, but this method is only able to 
overcome linear data patterns. Then developed the Neural Network 
(NN) method that is able to overcome linear and nonlinear data 
patterns. One example of NN is the Feed Forward Neural Network 
(FFNN). The researcher uses the ARIMA, Hybrid ARIMA-NN, and 
FFNN to get the best modeling and accurate predictions. The research 
was conducted by modeling rainfall from the Mini Weather Station 
(MWS) at Supiturang and Manggisari. Based on the results, at 
Supiturang, the best model of all the models formed was the 
ARIMA(1,1,1) model with RMSE data testing, which was 3.4326. 
Meanwhile, at Manggisari, the best model of all the models formed 
was Hybrid ARIMA (1,1,1) FFNN (4-9-1) with an RMSE value of 
data testing of 3.1056. 
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1.1.        Latar Belakang 
 Analisis deret waktu adalah analisis yang memiliki 
keterkaitan dengan waktu dan digunakan untuk memprediksi 
pengamatan suatu variabel pada waktu yang akan datang (Wei, 2006). 
Peranan analisis deret waktu sangat bermanfaat di berbagai bidang, 
salah satunya bidang meteorologi. Hal ini disebabkan karena secara 
geografis Negara Indonesia dilewati garis khatulistiwa dan sebagai 
titik temu sirkulasi meridional (Utara-Selatan) yaitu sirkulasi Hardley 
dan sirkulasi zonal (Timur-Barat) yaitu sirkulasi Walker yang  
memberikan pengaruh terhadap keragaman iklim di Indonesia 
(Saputro, 2009). Selain itu, kegiatan peningkatan konsentrasi rumah 
kaca di atmosfer menyebabkan naiknya temperatur udara atau 
pemanasan global sehingga memicu perubahan iklim yang tidak 
terkendali dan berpotensi mengubah pola cuaca secara ekstrem di 
berbagai negara termasuk Indonesia.  
Curah hujan yang memiliki pola yang rumit dan sulit 
diprediksi memerlukan metode khusus dalam menangani kondisi 
tersebut. Metode yang paling umum atau analisis deret waktu yang 
sering digunakan dalam berbagai penelitian salah satunya adalah 
metode Autoregressive Integrated Moving Average (ARIMA) yang 
dikembangkan oleh Box dan Jenkins (1976). Metode ARIMA 
menjelaskan keterkaitan antar pengamatan pada variabel tertentu di 
suatu waktu dengan pengamatan variabel tersebut pada waktu 
sebelumnya. Data deret waktu memiliki pengaruh dari pengamatan 
periode sebelumnya. Data tersebut dikumpulkan secara periodik 
berdasarkan urutan waktu berupa tahun, bulan, minggu, hari, jam atau 
menit. Metode ARIMA dapat digunakan untuk analisis fenomena 
curah hujan dan hanya mampu mengatasi pola linier pada data. 
Selain metode ARIMA, untuk memprediksi curah hujan 
terdapat metode yang memiliki kemiripan dengan jaringan saraf 
biologis pada manusia yaitu Neural Network (NN). NN merupakan 
sistem komputasi untuk memudahkan dalam menganalisis data yang 
berpola linier maupun nonlinier. Salah satu contoh arsitektur jaringan 
NN adalah Feed Forward Neural Network (FFNN). Kemudian, Zhang 
(2003) memperkenalkan pengombinasian model ARIMA dengan NN. 
Alasan dilakukan pengombinasian kedua metode tersebut dikarenakan 
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sering ditemukan kesulitan peramalan pada kasus linier maupun 
nonlinier dan kasus deret waktu jarang yang mengandung pola linier 
ataupun nonlinier saja atau sering mengandung pola keduanya. 
Pengombinasian dua metode tersebut dapat menjadi alternatif dalam 
melakukan pemodelan. Oleh karena itu, dengan adanya metode-
metode tersebut dapat memudahkan peneliti dalam memprediksi 
fenomena curah hujan dengan akurat dan sesuai dengan kondisi data. 
Terdapat beberapa penelitian curah hujan yang pernah 
dilakukan peneliti terdahulu yaitu oleh Susanto (2016), meneliti 
tentang peramalan curah hujan dengan pendekatan ARIMA, Feed 
Forward Neural Network, dan Hybrid ARIMA-NN di Banyuwangi, 
kemudian didapatkan hasil penelitian bahwa FFNN merupakan 
pendekatan model terbaik pada kasus curah hujan di Banyuwangi 
dengan model FFNN (3-3-1) dikarenakan memiliki nilai RMSE out 
sample terkecil apabila dibandingkan dengan ARIMA dan Hybrid 
(ARIMA-NN). Wahyuni dkk. (2017) meneliti tentang peramalan 
curah hujan menggunakan Hybrid Adaptive Neuro-Fuzzy Inference 
System (ANFIS) dan Algoritma Genetik, hasil penelitian 
menunjukkan bahwa ANFIS-GA menghasilkan nilai RMSE terkecil 
dibanding metode lain. Penelitian oleh Iriany dkk. (2020) tentang 
peramalan curah hujan menggunakan pendekatan model neural 
network, didapatkan hasil bahwa NN-GSTAR-SUR merupakan model 
terbaik dan akurat untuk meramalkan curah hujan.  
Pada pemodelan curah hujan ini, peneliti ingin melakukan 
penelitian dengan menggunakan pendekatan ARIMA, Hybrid 
ARIMA-NN, dan FFNN di Kabupaten Malang. Pemodelan dengan 
metode tersebut diharapkan dapat menghasilkan model yang terbaik 
dan prediksi yang akurat untuk data curah hujan tersebut.   
 
1.2. Rumusan Masalah 
Berdasarkan latar belakang, dapat diketahui rumusan masalah 
pada penelitian ini adalah sebagai berikut. 
1. Bagaimana hasil pemodelan curah hujan di  Kabupaten Malang 
menggunakan metode pendekatan ARIMA, Hybrid ARIMA-NN, 
dan FFNN? 
2. Metode mana yang paling sesuai dalam memodelkan curah hujan 
di Kabupaten Malang? 
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1.3. Tujuan Penelitian  
Berdasarkan rumusan masalah pada penelitian ini, didapatkan 
tujuan penelitian sebagai berikut. 
1. Mengetahui model data curah hujan di Kabupaten Malang dengan 
metode pendekatan ARIMA, Hybrid ARIMA-NN, dan FFNN; 
2. Mengetahui metode terbaik dalam  memodelkan data curah hujan  
di Kabupaten Malang. 
1.4. Manfaat Penelitian 
Manfaat yang diharapkan dengan adanya penelitian ini adalah 
sebagai berikut. 
1. Mengetahui metode terbaik dalam memodelkan data curah hujan 
di Kabupaten Malang;  
2. Memberikan informasi penerapan metode pendekatan ARIMA, 
Hybrid ARIMA-NN, dan FFNN; 
3. Menambah pengetahuan dan menjadi referensi dalam 
pengembangan ide penelitian berikutnya. 
1.5. Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut. 
1. Data yang digunakan merupakan data curah hujan daerah Bocek 
dengan 2 lokasi pemasangan yaitu di lokasi Supiturang dan di 
lokasi Manggisari dari Alat Mini Weather Station; 
2. Tidak mempertimbangkan pencilan pada data; 
3. Tidak mempertimbangkan lag restricted; 
4. Model Neural Network menggunakan FFNN 1 hidden layer 
dengan menguji coba neuron pada hidden layer sebanyak 2 

























































2.1. Analisis Deret Waktu  
Analisis deret waktu merupakan data pengamatan yang 
pengurutannya teratur menggunakan waktu. Sifat intrinsik data deret 
waktu adalah data pengamatan saling berkorelasi sehingga urutan 
pengamatan sangat penting. Analisis deret waktu dapat digunakan di 
berbagai bidang, salah satu contoh adalah bidang meteorologi yang 
memanfaatkan analisis ini untuk mengamati tinggi rendahnya suhu 
udara, kecepatan angin hingga curah hujan pertahun (Wei, 2006).  
Cryer dan Chan (2008), menyatakan bahwa tujuan analisis 
deret waktu secara umum ada dua yaitu: memahami dan memodelkan 
mekanisme stokastik yang digunakan untuk mengetahui hasil deret 
waktu suatu pengamatan dan meramalkan hasil deret waktu pada masa 
yang akan datang berdasarkan deret waktu sebelumnya dan faktor lain 
yang terkait sebagai acuan dalam pengambilan keputusan.  
2.2. Pola Data Deret Waktu 
Metode deret waktu dapat digunakan dengan tepat terhadap 
pengujian data pengamatan apabila diketahui pola dari data 
pengamatan tersebut. Terdapat empat jenis pola data dalam deret 
waktu (Makridakis dkk., 1997).  
1. Pola Data Horizontal 
Pola data horizontal adalah pola data yang stasioner terhadap rata-
rata dikarenakan berfluktuasi disekitar rata-rata yang konstan.  
2. Pola Data Musiman  
Pola data musiman adalah pola data yang berkaitan erat dengan 
faktor musiman seperti kuartal, tahun, bulan, atau minggu 
tertentu. 
3. Pola Data Siklis  
Pola data siklis adalah pola data yang terjadi berulang tetapi tidak 
periodik. 
4. Pola Data Trend  
Pola data trend adalah pola data yang mengalami kenaikan atau 




2.3. Autoregressive Integrated Moving Average (ARIMA) 
Analisis deret waktu yang diterapkan pada pengamatan 
dengan satu variabel runtun waktu (univariat) adalah model 
Autoregressive Integrated Moving Average (ARIMA). Model 
ARIMA dapat diketahui melalui identifikasi plot Autocorrelation 
Function (ACF) dan plot Partial Correlation Function (PACF). 
Model ARIMA (p,d,q) dapat ditulis sesuai persamaan (2.1) (Wei, 
2006).  
𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑍𝑡 = 𝜃𝑞(𝐵)𝑎𝑡 (2.1) 
diketahui, 
𝜙𝑝(𝐵) = (1 − 𝜙1𝐵 − ⋯ − 𝜙𝑃𝐵
𝑝) (2.2) 
𝜃𝑞(𝐵) = (1 − 𝜃1𝐵 − ⋯ − 𝜃𝑞𝐵
𝑞) (2.3) 
dengan: 
𝜙  : komponen autoregressive (AR) non musiman orde ke-p 
𝜃   : komponen moving average (MA) non musiman orde ke-q 
p : orde autoregressive 
d : derajat pembedaan (differencing) 
q : orde moving average 
𝑎𝑡  : sisaan acak ke-t (white noise)  
𝑍𝑡  : besarnya pengamatan pada waktu ke-t 
 
2.3.1. Stasioneritas Deret Waktu  
Analisis deret waktu memiliki beberapa syarat yang harus 
dipenuhi yaitu stasioneritas. Terdapat dua jenis stasioneritas yang 
harus dilakukan yaitu stasioneritas terhadap rata-rata dan ragam. 
Stasioneritas menunjukkan bahwa data yang digunakan tidak 
mengalami kenaikan atau penurunan dari waktu ke waktu. Dimisalkan 
menggunakan model ARIMA orde p=1, d=0, q=0 dengan model 
sebagai berikut.  
(1 − 𝜙𝐵)𝑍𝑡 =  𝑎𝑡  
𝑍𝑡 − 𝜙𝑍𝑡−1 =  𝑎𝑡  
𝑍𝑡 = 𝜙𝑍𝑡−1 + 𝑎𝑡 (2.4) 
dengan 𝑎𝑡~𝑁𝐼𝐼𝐷(0, 𝜎𝑎
2) memiliki rata-rata konstan dengan bukti 
sebagai berikut.  
𝐸(𝑍𝑡) =  𝐸(𝜙𝑍𝑡−1 + 𝑎𝑡)   
𝐸(𝑍𝑡) =  𝐸(𝜙𝑍𝑡−1) + 𝐸(𝑎𝑡)  




dengan asumsi: 𝐸(𝑍𝑡) = 0, 𝐸(𝑍𝑡 − 𝜇) = 0, maka diperoleh: 
𝐸(𝑍𝑡) =  𝜙(0)+0 
𝐸(𝑍𝑡) = 0  (2.5) 
Dari persamaan (2.5) diketahui bahwa rata-rata {𝑍𝑡} tidak 
mengandung unsur waktu. Sehingga rata-rata akan bernilai 0 untuk 
semua t. Sedangkan untuk ragam {𝑍𝑡} konstan dapat diketahui melalui 
persamaan berikut.  
𝛾0 = 𝑣𝑎𝑟(𝑍𝑡)  
𝛾0 = 𝑣𝑎𝑟(𝜙𝑍𝑡−1 + 𝑎𝑡)  (2.6) 
















  (2.7) 
Dari persamaan (2.7) diketahui bahwa ragam {𝑍𝑡} tidak mengandung 
unsur waktu. Sehingga ragam akan bernilai sama untuk semua t, 
dengan 𝜙2<1.  
1. Stasioneritas Terhadap Ragam 
Data deret waktu dikatakan sudah memenuhi asumsi stasioner 
terhadap ragam apabila data dari waktu ke waktu memiliki fluktuasi 
dengan ragam tidak berubah-ubah atau konstan. Untuk memenuhi 
asumsi stasioner terhadap ragam dapat dilakukan dengan transformasi 
Box-Cox (Wei, 2006).  








𝜆 merupakan parameter transformasi, sedangkan 𝑍𝑡 yaitu amatan pada 
periode ke-t. Apabila ingin dilakukan transformasi menggunakan nilai 









= ln(𝑍𝑡)   (2.9) 
Berikut merupakan bentuk transformasi dan nilai 𝜆 yang saling 




Tabel 2.1. Nilai λ dan Bentuk Transformasi Box-Cox 








 ln 𝑍𝑡 √𝑍𝑡 𝑍𝑡 
 
2. Stasioneritas Terhadap Rata-Rata 
Data deret waktu dikatakan sudah memenuhi asumsi stasioneritas 
apabila fluktuasi data berada disekitar nilai rata rata yang konstan atau 
sejajar dengan sumbu waktu (t). Apabila data deret waktu belum 
memenuhi asumsi stasioneritas, maka dapat dilakukan metode 
pembedaan (differencing) (1 − 𝐵)𝑑𝑍𝑡 dengan d ≥1 (Wei, 2006). 
Proses differencing apabila dilakukan sebanyak satu kali maka disebut 
differencing orde d=1 dan seterusnya. Differencing pertama (d=1) dari 
𝑍𝑡 dapat ditulis sesuai persamaan (2.10) (Cryer dan Chan, 2008). 
Δ𝑍𝑡 =  𝑍𝑡 − 𝑍𝑡−1 (2.10) 
dengan: 
𝑍𝑡  : pengamatan pada periode waktu ke-t   
𝑍𝑡−1 : pengamatan pada periode waktu ke-(t-1) 
Δ𝑍𝑡    : hasil differencing pertama pengamatan 𝑍𝑡  
Sedangkan, untuk differencing kedua (d=2) dapat diketahui pada 
persamaan (2.11). 
Δ2𝑍𝑡 =  Δ𝑍𝑡 −  Δ𝑍𝑡−1 (2.11) 
dengan: 
𝑍𝑡  : pengamatan pada periode waktu ke-t   
𝑍𝑡−1 : pengamatan pada periode waktu ke-(t-1) 
Δ𝑍𝑡    : hasil differencing pertama pengamatan 𝑍𝑡  
Δ𝑍𝑡−1 : hasil differencing pertama pengamatan 𝑍𝑡−1  
Δ2𝑍𝑡 : hasil differencing kedua pengamatan 𝑍𝑡  
Asumsi stasioneritas terhadap rata-rata dapat diduga secara 
deskriptif yakni dengan melihat plot data deret waktu. Apabila plot 
data deret waktu tidak menunjukkan adanya trend, maka data 
memenuhi asumsi stasioneritas terhadap rata-rata. Jika ingin 
memeriksa stasioneritas rata-rata menggunakan plot ACF dapat dilihat 
nilai-nilai autokorelasi menunjukkan signifikan atau berbeda nyata 
pada lag ≤ 3. Adapun cara lain untuk pemeriksaan stasioneritas 
terhadap rata-rata dapat dilakukan menggunakan uji Augmented 




𝐻0 : 𝛾 = 0 (data tidak stasioner terhadap rata-rata) 
vs 
𝐻1 : 𝛾 < 0 (data stasioner terhadap rata-rata) 
Δ𝑍𝑡 =  𝛽0 +  (𝛽1 − 1)𝑍𝑡−1 + 𝑎𝑡 (2.12) 
Δ𝑍𝑡 =  𝛽0 +  𝛾 𝑍𝑡−1 + 𝑎𝑡 (2.13) 
Jika 𝛾 = 0, maka 𝛽1 = 1 artinya 𝑍𝑡 memiliki akar unit atau data 
tidak stasioner terhadap rata-rata. Parameter 𝛾 dapat diestimasi 
menggunakan metode Ordinary Least Square (OLS). Statistik uji 
yang digunakan adalah uji t dengan membandingkan nilai uji dengan 




 ~ 𝜏(𝑁)  
(2.14) 
dengan: 
𝑎𝑡                  : error 
𝛾 = (𝛽1 − 1) : koefisien  
Apabila 𝜏ℎ𝑖𝑡𝑢𝑛𝑔 > 𝜏(𝛼,𝑁) dapat diputuskan bahwa 𝐻0 ditolak dan 
disimpulkan bahwa data stasioner terhadap rata-rata.  
2.3.2. Identifikasi Model  
Proses identifikasi model dilakukan setelah data deret waktu 
dinyatakan stasioner terhadap ragam ataupun rata-rata. Model 
ARIMA dapat diidentifikasi menggunakan plot Autocorrelation 
Function (ACF) dan Partial Autocorrelation Function (PACF). 
Menurut Cryer dan Chan (2008), karakteristik plot ACF dan PACF 
pada model ARMA yang telah stasioner diketahui pada Tabel 2.2. 
Tabel 2.2. Karakteristik Plot ACF dan PACF 
Model ACF PACF 




setelah lag ke-p 
MA (q) Berbeda nyata 














1. Autocorrelation Function (ACF) 
Menurut Wei (2006), ACF merupakan fungsi yang 
merepresentasikan nilai korelasi antara 𝑍𝑡 dengan 𝑍𝑡+𝑘 pada deret 
waktu. Suatu deret waktu memiliki rata-rata 𝐸(𝑍𝑡) =  𝜇, dan ragam 
𝑉𝑎𝑟(𝑍𝑡) = 𝐸(𝑍𝑡 − 𝐸(𝑍𝑡))
2 =  𝜎2, maka dapat diketahui rumus ACF 
sesuai persamaan (2.15). 
𝛾𝑘 = 𝐶𝑜𝑣(𝑍𝑡 , 𝑍𝑡+𝑘) = 𝐸(𝑍𝑡 − 𝜇)(𝑍𝑡+𝑘 − 𝜇)  






 , k = 0,1,2,... (2.15) 
Korelasi antara 𝑍𝑡 dengan 𝑍𝑡+𝑘 pada deret waktu dapat diestimasi 
menggunakan rumus sebagai berikut. 










 , k = 0,1,2,... 
(2.16) 
dengan:  
?̂?𝑘  : koefisien autokorelasi pada lag ke-k 
𝑍𝑡       : pengamatan pada periode waktu ke-t 
 𝑍𝑡+𝑘 : pengamatan pada waktu ke-(t+k) 
?̅?        : rata-rata pengamatan 𝑍𝑡  
?̂?𝑘  : koefisien autokovarian pada lag ke-k  
?̂?0  : koefisien autokovarian pada lag ke-0 
 
2. Partial Autocorrelation Function (PACF) 
PACF adalah fungsi yang digunakan untuk mengukur korelasi 
antara 𝑍𝑡 dan 𝑍𝑡+𝑘 apabila pengaruh waktu ke 1,2,…(k-1) atau 
pengaruh variabel 𝑍𝑡+1, 𝑍𝑡+2,…, 𝑍𝑡+𝑘−1 ditiadakan. Metode dalam 
menentukan koefisien autokorelasi parsial adalah sebagai berikut 
(Wei, 2006). 
𝜙𝑘𝑘 = 𝐶𝑜𝑟𝑟(𝑍𝑡 , 𝑍𝑡+𝑘|𝑍𝑡−1, 𝑍𝑡+𝑘−1) (2.17) 
Rata-rata diasumsikan 𝐸(𝑍𝑡) = 0, karena mempertimbangkan 
proses yang stasioner. Ketergantungan linier 𝑍𝑡+𝑘 pada 𝑍𝑡+1, 𝑍𝑡+2,…, 
𝑍𝑡+𝑘−1 didefinisikan sebagai estimasi linier terbaik. ?̂?𝑡+𝑘 dapat 
diketahui sebagai berikut. 
?̂?𝑡+𝑘 = 𝛼1𝑍𝑡+𝑘−1 + 𝛼2𝑍𝑡+𝑘−2 + ⋯ + 𝛼𝑘−1𝑍𝑡+1 (2.18) 
𝛼𝑖 (1≤ 𝑖 ≤ 𝑘 − 1) adalah koefisien regresi linier kuadrat rata-rata dari 
meminimalkan rumus berikut. 
𝐸(𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)
2 = 𝐸(𝑍𝑡+𝑘−𝛼1𝑍𝑡+𝑘−1 − ⋯ − 𝛼𝑘−1𝑍𝑡+1)
2  
𝐸(𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)
2 = 𝑉𝑎𝑟(𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)  
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𝑉𝑎𝑟(𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)= 𝐸[𝑍𝑡+𝑘(𝑍𝑡+𝑘−𝛼1𝑍𝑡+𝑘−1 − ⋯ −
𝛼𝑘−1𝑍𝑡+1)] 
 
𝑉𝑎𝑟(𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)=  𝛾0 − 𝛼1𝛾1 − ⋯ − 𝛼𝑘−1𝛾𝑘−1 (2.19) 
Sedangkan pada ?̂?𝑡 dapat diketahui dengan rumus sebagai berikut. 
?̂?𝑡 = 𝛽1𝑍𝑡+1 + 𝛽2𝑍𝑡+2 + ⋯ + 𝛽𝑘−1𝑍𝑡+𝑘−1 (2.20) 
Dengan 𝛽𝑖 = 𝛼𝑖 (1≤ 𝑖 ≤ 𝑘 − 1) yaitu koefisien regresi linier kuadrat 
rata-rata dari meminimalkan rumus berikut. 
𝐸(𝑍𝑡 − ?̂?𝑡)
2 = 𝐸(𝑍𝑡−𝛽1𝑍𝑡+1 − ⋯ − 𝛽𝑘−1𝑍𝑡+𝑘−1)
2 (2.21) 
Oleh kerena itu, didapatkan fungsi PACF diantara 𝑍𝑡 dan 𝑍𝑡+𝑘 
akan sama dengan autokorelasi biasa antara (𝑍𝑡 − ?̂?𝑡) dan (𝑍𝑡+𝑘 −
?̂?𝑡+𝑘). Sehingga, diketahui  ?̂?𝑘 sebagai fungsi PACF 𝑍𝑡 dan 𝑍𝑡+𝑘 pada 
persamaan (2.24).  
𝐶𝑜𝑣[(𝑍𝑡 − ?̂?𝑡), (𝑍𝑡+𝑘 − ?̂?𝑡+𝑘)] = 𝐸(𝑍𝑡−𝛼1𝑍𝑡+1 − ⋯ −
 𝛼𝑘−1𝑍𝑡+𝑘−1)(𝑍𝑡+𝑘−𝛼1𝑍𝑡+𝑘−1 − ⋯ −  𝛼𝑘−1𝑍𝑡+1) 
 
 
𝐶𝑜𝑣[(𝑍𝑡 − ?̂?𝑡), (𝑍𝑡+𝑘 − ?̂?𝑡+𝑘) = 𝛾𝑘 − 𝛼1𝛾𝑘−1 − ⋯ − 
 𝛼𝑘−1𝛾1 
(2.22) 








?̂?𝑘 =  
𝜌𝑘−𝛼1𝜌𝑘−1−⋯−𝛼𝑘−1𝜌1
𝛾0−𝛼1𝜌1−⋯−𝛼𝑘−1𝜌𝑘−1
   (2.24) 
dengan: 
?̂?𝑘 : koefisien autokorelasi parsial pada lag ke-k 
𝑍𝑡 : pengamatan pada periode waktu ke-t 
𝑍𝑡+𝑘 : pengamatan pada waktu ke-(t+k) 
 
2.3.3. Pendugaan Parameter  
Metode untuk pendugaan parameter dilakukan setelah 
melakukan identifikasi model ARIMA. Menurut Cryer dan Chan 
(2008), dalam menduga parameter dapat menggunakan metode 
momen, metode kuadrat terkecil atau Ordinary Least Square (OLS) 
dan metode Maximum Likelihood. Namun, dikarenakan metode 
momen tidak memberikan hasil maksimal untuk berbagai macam 
model, maka dapat digunakan metode pendugaan parameter lain 
seperti OLS dan Maximum Likelihood. Berawal dari kasus regresi 




𝑍𝑡 =  𝜙𝑋𝑡 + 𝑎𝑡 (2.25) 
Asumsi pada 𝑎𝑡: 
1. Rataan nol, E(𝑎𝑡) = 0 
2. Ragam konstan, E(𝑎𝑡
2) = 𝜎𝑎
2 
3. Tidak berautokorelasi,  E(𝑎𝑡 𝑎𝑘) = 0, untuk 𝑡 ≠ 𝑘 
4. Tidak berkorelasi dengan variabel penjelas 𝑋𝑡: E(𝑋𝑡  𝑎𝑡) = 0 
Diketahui estimasi OLS dengan model deret waktu sesuai persamaan 
(2.27). 
𝑍𝑡 =  𝜙𝑍𝑡−1 + 𝑎𝑡 , t= 1,2,…, n (2.26) 
𝑎𝑡 = 𝑍𝑡 − 𝜙𝑍𝑡−1  
∑ 𝑎𝑡
2𝑛
𝑡=2 = ∑ (𝑍𝑡 − 𝜙𝑍𝑡−1)
2𝑛
𝑡=2     
∑ 𝑎𝑡
2𝑛
𝑡=2 = ∑ (𝑍𝑡 − 𝜙𝑍𝑡−1)
𝑛
𝑡=2 (𝑍𝑡 − 𝜙𝑍𝑡−1)     
∑ 𝑎𝑡
2𝑛
𝑡=2 = ∑ (𝑍𝑡
2 − 2𝜙𝑍𝑡𝑍𝑡−1 + 𝜙
2𝑍𝑡−1
2)𝑛𝑡=2    
∑ 𝑎𝑡
2𝑛
𝑡=2 = ∑ 𝑍𝑡















= −2 ∑ 𝑍𝑡𝑍𝑡−1
𝑛





𝑡=2  + 2𝜙 ∑ 𝑍𝑡−1
2𝑛









  (2.27) 
 
2.3.4. Signifikansi Parameter 
Signifikansi parameter ARIMA digunakan untuk mengetahui 
layak atau tidaknya parameter yang digunakan untuk pemodelan. 
Signifikansi parameter dilakukan secara parsial dengan statistik uji t. 
Pengaruh signifikan pada pengujian parameter dapat diketahui pada 
persamaan (2.28) (Wei, 2006). 
𝐻0: ?̂?𝑖 = 0  (parameter tidak signifikan) 
vs 
𝐻1: ?̂?𝑖 ≠ 0   (parameter signifikan) untuk i= 1,2,…,p 
Statistik uji:  
𝑡 =  
?̂?𝑖
𝑠𝑒(?̂?𝑖)
 ~ 𝑡(𝑛−𝑝) (2.28) 
apabila nilai |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝛼
2
(𝑛−𝑝) atau p-value < 𝛼(0,05) menunjukkan 






?̂? : penduga parameter model 
𝑠𝑒(?̂?) : standart error penduga parameter model 
p : banyak parameter 
n : banyak pengamatan 
 
2.3.5. Diagnostik Model 
1. Pengujian Asumsi White Noise pada Sisaan 
Diagnostik model bertujuan untuk memastikan bahwa pemilihan 
orde p,d,q pada model telah dispesifikasi dengan benar. Pemeriksaan 
yang dilakukan yaitu menguji kesesuaian model menggunakan asumsi 
white noise pada residual atau sisaan (Wei, 2006). 
Pengujian white noise pada sisaan menggunakan uji Ljung-Box. 
Apabila asumsi white noise terpenuhi, maka sisaan bersifat acak dan 
menunjukkan tidak adanya korelasi. Kelayakan model ARIMA 
dipengaruhi oleh sifat sisaan yang saling bebas, acak dan linieritas. 
Pengujian white noise pada sisaan diketahui pada persamaan (2.29) 
dengan hipotesis sebagai berikut (Wei, 2006). 
𝐻0: 𝜌𝑖 = 0  (white noise) 
vs 
𝐻1: minimal terdapat satu 𝜌𝑖 ≠ 0 untuk i= 1,2,…,k  (tidak white noise) 
Statistik uji: 









n : banyak pengamatan 
?̂?𝑘  : penduga autokorelasi sisaan pada lag ke-k 
k : banyak autokorelasi yang diuji 
m : banyak parameter yang diduga pada model (m=p+q) 
Statistik Q mendekati distribusi Chi-square dengan derajat bebas 
k-m. Apabila statistik Q < 𝜒2(𝛼,𝑘−𝑚), maka koefisien korelasi 
dianggap tidak berbeda dari nol, sehingga model layak digunakan.   
 
2. Pengujian Normalitas Sisaan 
Asumsi normalitas pada sisaan diperlukan untuk proses lanjutan 
terhadap model ARIMA. Pengujian normalitas pada sisaan bertujuan 
untuk mengetahui apakah sisaan telah berdistribusi normal, untuk 
pengujiannya menggunakan uji statistik Kolmogorov-Smirnov pada 




2) (sisaan menyebar normal) 
vs 
𝐻1: 𝑎𝑡 ≁ NIID (𝜇,𝜎
2) (sisaan tidak menyebar normal) 
Statistik uji: 
D = maks|𝐹𝑛(𝑥) − 𝐹0(𝑥)| ~ 𝐷(𝑁)  (2.30) 
dengan: 
𝐹𝑛(𝑥)  : fungsi kumulatif data contoh  
𝐹0(𝑥)  : fungsi kumulatif distribusi normal  
Pengambilan keputusan dilakukan dengan cara membandingkan 
nilai statistik 𝐷 dengan titik kritis pengujian Kolmogorov-Smirnov 
𝐷(𝛼). Apabila nilai 𝐷 < 𝐷(𝛼, 𝑁), maka sisaan berdistribusi normal. 
2.4. Uji Linieritas  
Pengujian linieritas antar variabel dikembangkan berdasarkan 
model Neural Network dan termasuk dalam kelompok pengujian 
Lagrange Multiplier yang diperkenalkan oleh Lee dkk, dan Terasvirta 
dkk. (Subanar dkk., 2006). Pengujian tersebut dapat dilakukan melalui 
uji 𝜒2 atau uji F. Pengujian 𝜒2 diketahui melalui persamaan (2.31) 
dengan hipotesis sebagai berikut. 
H0 ∶ model linier  
vs 
H1 ∶ model nonlinier 
Statistik Uji: 
𝜒2 = 𝑛𝑅2 ~𝜒2(𝑚) (2.31) 
dengan: 
𝑅2 : koefisien determinasi 
𝑚 : jumlah variabel prediktor kuadratik dan kubik  
𝑛 : banyak pengamatan 
Statistik 𝜒2 mendekati distribusi 𝜒2
(𝑚)
 dengan derajat bebas 
(𝑚). Apabila statistik  𝜒2<𝜒2(𝑚), maka data mengandung model 
linier. 
2.5. Normalisasi dan Denormalisasi 
Pada pemodelan neural network diperlukan data 
preprocessing yaitu normalisasi data untuk mengonversi data input 
dalam rentang tertentu berdasarkan data asli data input. Tujuan 
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preprocessing untuk menghindari masalah proses komputasi, 
memenuhi persyaratan algoritma yang digunakan, dan memberikan 
pembelajaran lebih baik agar mempercepat proses analisis.  
Normalisasi data dapat dilakukan menggunakan persamaan 






𝑎 : data minimum 
𝑏 : data maksimum 
𝑥 : data asli 
𝑋′ : data normalisasi 
Setelah dilakukan analisis, diperlukan adanya postprocessing 
yaitu denormalisasi data yang dilakukan setelah jaringan dan output 
terbentuk, hal ini dilakukan agar bentuk data output seperti semula dan 
dapat dibandingkan dengan data asli. Denormalisasi dapat diketahui 
menggunakan persamaan (2.33).  
𝑥 = 𝑎 + (?̂?(𝑏 − 𝑎)) (2.33) 
dengan: 
𝑎 : data minimum 
𝑏 : data maksimum 
?̂? : output (data keluaran) 
x : data asli 
  
2.6. Neural Network 
Neural network (NN) merupakan sistem komputasi yang 
meniru sistem jaringan saraf biologis. NN dikembangkan sebagai 
generalisasi model matematis yang mirip dengan jaringan saraf pada 
manusia, adapun asumsinya sebagai berikut (Utama dkk., 2019). 
1. Proses informasi yang terjadi pada elemen sederhana disebut 
neuron. 
2. Sinyal yang dikirim diantara neuron melalui penghubung. 
3. Masing-masing penghubung memiliki bobot yang memperkuat 
atau memperlemah sinyal yang ditransmisi. 
4. Dalam penentuan output, fungsi aktivasi yang digunakan neuron 
(biasanya nonlinier) pada net input (jumlah sinyal input terboboti) 




Beberapa keuntungan dari penggunaan neural network yaitu 
mampu menganalisis pola data linier atau nonlinier, mampu 
melakukan generalisasi dan ekstrasi dari suatu pola data tertentu, serta 
memiliki fault tolerance karena gangguan akan dianggap sebagai 
noise (Haykin, 2009).  
Menurut Fausett (1994), NN digolongkan menurut arsitektur 
jaringan atau pola hubungan diantara neuron, learning atau algoritma 
dalam menentukan bobot penghubung dan fungsi aktivasi. Beberapa 
jenis NN yaitu backpropagation, radial basic function network, dan 
sebagainya. Terdapat komponen yang harus diperhatikan dalam 
metode model neural network, komponen ini mempengaruhi dalam 
pembentukan model neural network seperti neuron, layer (input layer, 
hidden layer, dan output layer), fungsi aktivasi, dan bobot.   
2.7. Komponen Neural Network 
Pada NN, setiap neuron pada jaringan menerima atau 
mengirim sinyal dari atau ke neuron lainnya. Pengiriman sinyal ini 
dapat dilakukan melalui penghubung. Kekuatan dalam hubungan yang 
terjadi diantara setiap simpul disebut dengan bobot atau weight. 
Berikut merupakan komponen dalam membentuk model NN. 
2.7.1. Lapisan Neural Network 
Menurut Haryanto dkk. (2015), bahwa kerangka NN dapat 
diketahui melalui jumlah lapisan (layer) dan jumlah neuron setiap 
lapisan. Secara umum, terdiri dari 3 lapisan dalam NN, yaitu sebagai 
berikut. 
1. Lapisan Input (Input Layer) 
Input layer merupakan layer dari neuron yang menerima input 
dari user. Neuron pada input layer disebut unit input, input yang 
dimasukkan adalah penggambaran masalah.   
2. Lapisan Tersembunyi (Hidden Layer) 
Hidden layer adalah layer yang tidak terhubung dengan user. 
Neuron pada hidden layer disebut dengan unit tersembunyi. 
3. Lapisan Output (Output Layer) 
Output layer merupakan layer dari neuron yang mengirim output 
pada user. Neuron pada output layer disebut unit output, output 
merupakan keluaran neural network terhadap permasalahan.  
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2.7.2. Arsitektur Neural Network 
Arsitektur NN adalah pola hubungan antara neuron dengan 
lapisan (Fausett, 1994). Arsitektur pada neural network dibedakan 
menjadi 3, antara lain: 
1. Jaringan Lapisan Tunggal (Single Layer Network) 
Single layer network memiliki satu lapisan dengan bobot yang 
terhubung. Jaringan ini hanya menerima input pada input layer, 
kemudian langsung mengolahnya menjadi output pada output layer 
tanpa melalui hidden layer. Pada Gambar 2.1, lapisan input memiliki 
3 neuron yaitu 𝑥1, 𝑥2, dan 𝑥3, kemudian lapisan output terdapat 2 
neuron yaitu 𝑦1 dan 𝑦2. Neuron-neuron tersebut saling berhubungan 
dan hubungan tersebut ditentukan oleh bobot-bobot yang bersesuaian 
(Haryanto dkk., 2015). 
 
 
Gambar 2.1. Single Layer Network 
Sumber: Haryanto dkk., 2015 
2. Jaringan Lapisan Jamak (Multilayer Network) 
Multilayer network memiliki lebih dari satu lapisan. Lapisan 
tersebut terdapat diantaranya lapisan input, lapisan output, dan 
terdapat lapisan tersembunyi atau hidden layer. Pada Gambar 2.2, 
Jaringan banyak lapisan atau multilayer network memiliki 
permasalahan yang lebih rumit, terdapat 2 lapisan bobot diantara 




Gambar 2.2. Multilayer Network 
Sumber: Haryanto dkk., 2015 
Pada arsitektur multilayer network, output dihitung melalui 







𝑖=1 𝑍𝑡−𝑖 + 𝑏𝑗
ℎ) + 𝑏0) (2.34) 
dengan: 
?̂?𝑡  : variabel output atau sebagai nilai duga variabel input 
t : indeks nilai input target (?̂?𝑡−𝑖 , ?̂?𝑡), t= 1,2,…, n  
𝑓0 : fungsi aktivasi neuron lapisan output 
𝑤𝑗
0 : bobot neuron ke-j pada hidden layer yang menuju neuron 
pada output layer   
j : indeks neuron pada hidden layer, j =1,2,…, H 
𝑓𝑗
ℎ : fungsi aktivasi neuron ke-j pada hidden layer 
𝑤𝑗𝑖
ℎ  : bobot input ke-i pada neuron yang menuju hidden layer  
i : indeks variabel input, i =1,2,…, p 
𝑍𝑡−𝑖 : variabel input sebanyak i 
𝑏𝑗
ℎ  : bias neuron ke-j pada hidden layer  
𝑏0 : bias neuron pada output layer 
 
3. Jaringan Lapisan Kompetitif  
Pada lapisan kompetitif neuron didalam jaringan ini bersaing 
untuk mendapatkan hak menjadi aktif. Berikut merupakan contoh 
arsitektur jaringan lapisan kompetitif dengan bobot −𝜂 pada Gambar 




Gambar 2.3. Jaringan Lapisan Kompetitif 
Sumber: Haryanto dkk., 2015 
2.7.3. Fungsi Aktivasi  
Bagian paling penting didalam NN yaitu fungsi aktivasi. 
Fungsi aktivasi atau threshold function digunakan sebagai pembatas 
output keluaran yang dihasilkan neuron. Fungsi aktivasi yang sering 
digunakan pada neural network antara lain (Fausett, 1994): 
1. Fungsi Sigmoid Biner 
Fungsi sigmoid biner digunakan untuk NN yang menggunakan 
metode backpropagation. Fungsi sigmoid biner memiliki range antara 
0 sampai 1, sehingga fungsi ini digunakan untuk neural network yang 
membutuhkan nilai output dengan interval 0 sampai 1. Fungsi sigmoid 
biner dapat diketahui pada persamaan (2.35) dan (2.36). 
𝑦 = 𝑓(𝑥) =
1
1+𝑒−𝜎𝑥
  (2.35) 
𝑓′(𝑥) =  𝜎𝑓(𝑥)[1 − 𝑓(𝑥)]  (2.36) 
Parameter kemiringan (slope) yaitu 𝜎, pada umumnya nilai yang 
digunakan adalah 1.   
2. Fungsi Sigmoid Bipolar   
Fungsi sigmoid bipolar memiliki kegunaan yang sama seperti 
fungsi sigmoid biner, namun untuk output dari fungsi ini memiliki 
range antara 1 sampai dengan -1. Fungsi sigmoid dapat diketahui pada 
persamaan (2.37) dan (2.38). 
𝑦 = 𝑓(𝑥) =
1−𝑒−𝜎𝑥
1+𝑒−𝜎𝑥
  (2.37) 
𝑓′(𝑥) =  
𝜎
2
[1 + 𝑓(𝑥)][1 − 𝑓(𝑥)]  (2.38) 
Selain fungsi sigmoid bipolar, terdapat fungsi lain yang memiliki 
kedekatan dengan fungsi sigmoid bipolar yaitu hyperbolic tangent 
dikarenakan output fungsi ini juga berada pada range 1 sampai -1, 




𝑦 = 𝑓(𝑥) =
𝑒𝑥− 𝑒−𝑥
𝑒𝑥+𝑒−𝑥
  (2.39) 
atau  




  𝑓′(𝑥) = [1 + 𝑓(𝑥)][1 − 𝑓(𝑥)]  (2.41) 
3. Fungsi Undak Biner Threshold 
Fungsi Undak Biner Threshold biasa disebut dengan fungsi nilai 
ambang (threshold) atau fungsi Heaviside. Fungsi undak biner  dapat 
mengubah nilai input bernilai kontinu, menjadi nilai output bernilai 
biner (1 atau 0) atau bipolar (1 atau -1). Fungsi undak biner dapat 
diketahui pada persamaan (2.42). 
𝑓(𝑥) = {
1, 𝑗𝑖𝑘𝑎 𝑥 ≥ 𝜃 
0, 𝑗𝑖𝑘𝑎 𝑥 <  𝜃
   (2.42) 
2.7.4. Pengaturan Bobot 
Pengaturan bobot pada NN dapat dilakukan melalui dua 
metode pelatihan yaitu pelatihan terbimbing (supervised training) dan 
pelatihan tidak terbimbing (unsupervised training) (Yeung dkk., 
1998). 
1. Pelatihan Terbimbing (supervised training) 
Supervised training merupakan metode yang membutuhkan guru, 
guru yaitu representasi sekumpulan sampel input-output. Pada metode 
ini terdapat sejumlah data yang digunakan untuk melatih jaringan 
mencapai nilai bobot yang diinginkan. Dalam setiap training, suatu 
unit masukan diberikan ke jaringan, kemudian diproses oleh jaringan 
dan menghasilkan output. Selisih antara output pada jaringan dan 
output yang diinginkan merupakan error. Jaringan akan terus 
memodifikasi bobot hingga tercapai error yang diinginkan.     
2. Pelatihan Tidak Terbimbing (unsupervised training) 
Pada unsupervised training ini tidak terdapat data training yang 
berfungsi sebagai data acuan. Perubahan bobot dari jaringan dilakukan 
berdasarkan pada parameter tertentu dan jaringan dimodifikasi sesuai 




2.8. Feed Forward Neural Network (FFNN) 
Feed forward neural network (FFNN) merupakan model yang 
sering digunakan dalam melakukan peramalan time series. Struktur 
FFNN terdiri dari input layer, hidden layer, dan output layer. Salah 
satu algoritma pembelajaran yang digunakan dalam memperkirakan 
parameter (bobot) pada model FFNN yaitu menggunakan Algoritma 
Backpropagation. Backpropagation merupakan algoritma supervised 
training dan digunakan oleh multilayer network untuk mengubah 
bobot-bobot terhubung dengan neuron-neuron pada hidden layer. 
Algoritma Backpropagation terdiri dari fase yaitu Feedforward, 
Backpropagation, dan update bobot dan bias (Hasan dkk., 2019). 
Berikut arsitektur jaringan FFNN dapat diketahui melalui Gambar 2.4.  
 
Gambar 2.4. Arsitektur Feed Forward Neural Network 
Sumber: (Hasan dkk., 2019) 
Beberapa langkah dalam penyelesaian Backpropagation 
adalah sebagai berikut (Romadhona dkk., 2018). 
1. Menginisiasi bobot dengan bilangan nilai acak kecil, diantara -0.5 
dan 0.5 atau diantara -1 dan 1.  
2. Selama kondisi berhenti belum terpenuhi, maka dilakukan 
langkah berikut, untuk setiap pasangan data training dilakukan 
langkah 1 sampai 7.  
a. Fase Feedforward 
Langkah 1 : Setiap unit input (𝑥𝑖=1,2,..,n) menerima 
sinyal input 𝑥𝑖 dan meneruskan sinyal tersebut ke unit lapisan 
tersembunyi (hidden layer). 
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Langkah 2 : Setiap unit tersembunyi (𝑧𝑗, 𝑗= 1,2,..,p) 
menjumlahkan bobot sinyal sesuai persamaan (2.43). 
𝑧_𝑖𝑛𝑗 = 𝑣0𝑗+∑ 𝑥𝑖𝑣𝑖𝑗
𝑛
𝑗=1   (2.43) 
dengan: 
𝑧_𝑖𝑛𝑗 : total sinyal diterima pada unit hidden layer 
𝑥𝑖 : nilai input pada unit 
𝑣𝑖𝑗  : bobot antara input dan hidden layer 
Menghitung sinyal output dengan menerapkan fungsi aktivasi 
sigmoid biner pada persamaan (2.44). 






𝑧𝑗 : nilai input pada unit hidden layer 
f(𝑧_𝑖𝑛𝑗) : fungsi aktivasi total sinyal diterima hidden layer 
Kemudian mengirimkan sinyal tersebut ke seluruh unit pada 
unit atasnya (output). 
Langkah 3 : Setiap unit output (𝑦𝑘 , 𝑘 =1,2,…,m) 
menjumlahkan bobot sinyal input sesuai persamaan (2.45). 
𝑦_𝑖𝑛𝑘 = 𝑤0𝑘+∑ 𝑧𝑗𝑤𝑗𝑘
𝑛
𝑗=1   (2.45) 
dengan: 
𝑦_𝑖𝑛𝑘 : total sinyal diterima pada unit output 
𝑧𝑗 : nilai input pada unit hidden layer 
𝑤𝑗𝑘 : bobot antara unit hidden layer dan output 
Menghitung sinyal output dengan menerapkan fungsi aktivasi 
sigmoid biner pada persamaan (2.46). 





𝑦𝑘 : output pada unit output 
f(𝑦_𝑖𝑛𝑘) : fungsi aktivasi total sinyal diterima output layer 
 
b. Fase Backpropagation 
Langkah 4 : Setiap unit output (𝑦𝑘 , 𝑘 =1,2,…,m) 
menerima pola target sesuai dengan pola input training. 
Kemudian menghitung kesalahan (error) pada unit output 
sesuai persamaan (2.47). 






𝛿𝑘 : faktor koreksi kesalahan (error) pada unit output 
𝑦𝑘 : output pada unit output 
𝑡𝑘  : target keluaran  
Mengoreksi bobot untuk memperbaiki 𝑤𝑗𝑘 dan bias untuk 
memperbaiki 𝑤0𝑘 dengan persamaan (2.48) dan (2.49). 
∆𝑤𝑗𝑘 =  𝛼𝛿𝑘𝑧𝑗 (2.48) 
∆𝑤0𝑘 =  𝛼𝛿𝑘  (2.49) 
dengan: 
∆𝑤𝑗𝑘 : faktor koreksi kesalahan (error) pada bobot 𝑤𝑗𝑘 
∆𝑤0𝑘 : faktor koreksi kesalahan (error) pada bias 𝑤0𝑘 
𝛼 : tingkat pembelajaran (learning rate), sebagai  
parameter training digunakan untuk mengoreksi 
bobot saat proses training. 
Kemudian mengirimkan 𝛿𝑘 ke unit lapisan diatasnya. 
Langkah 5 : Setiap unit tersembunyi (𝑧𝑗, 𝑗= 1,2,..,p) 
menjumlahkan 𝛿 (delta) input dari unit lapisan atas dengan 
persamaan (2.50). 
𝛿_𝑖𝑛𝑗 =  ∑ 𝛿𝑘𝑤𝑗𝑘
𝑚
𝑘=1   (2.50) 
dengan: 
𝛿_𝑖𝑛𝑗  : delta input 
Kemudian hasil tersebut dikali dengan nilai turunan fungsi 
aktivasi untuk menghitung informasi kesalahan dengan 
persamaan (2.51) berikut. 
𝛿𝑗  = (𝛿𝑖𝑛𝑗) 𝑓′(𝑧_𝑖𝑛𝑗)  (2.51) 
dengan:  
𝛿𝑗 : delta output 
Setelah itu, menghitung koreksi bobot untuk memperbaiki 𝑣𝑖𝑗  
dan koreksi bias untuk memperbaiki 𝑣0𝑗   dengan persamaan 
(2.52) dan (2.53) berikut.  
∆𝑣𝑖𝑗  =  𝛼𝛿𝑗𝑥 (2.52) 
∆𝑣0𝑗 =  𝛼𝛿𝑗   (2.53) 
dengan: 
∆𝑣𝑖𝑗  : faktor koreksi kesalahan (error) pada bobot 𝑣𝑖𝑗  





c. Fase Perubahan Bobot dan Bias 
Langkah 6 : Setiap unit output (𝑦𝑘 , 𝑘 =1,2,…,m) 
memperbarui bobot dan bias (𝑧𝑗, 𝑗= 1,2,..,p) dengan persamaan 
(2.54). 
𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) =  𝑤𝑗𝑘(𝑙𝑎𝑚𝑎) + ∆𝑤𝑗𝑘 (2.54) 
Kemudian, setiap unit tersembunyi (hidden layer) 
memperbarui bobot dan bias (𝑥𝑖=1,2,..,n) menggunakan 
persamaan (2.55).  
𝑣𝑖𝑗(𝑏𝑎𝑟𝑢) =  𝑣𝑖𝑗(𝑙𝑎𝑚𝑎) + ∆𝑣𝑖𝑗   (2.55) 
Langkah 7 : Uji kondisi berhenti. Dalam menentukan 
kondisi berhenti dilakukan menggunakan dua cara. Pertama 
adalah nilai maksimal epoch (iterasi), yaitu iterasi sudah 
mencapai maksimal iterasi (epoch ≤ maksimum epoch). 
Kedua adalah minimum error, nilai (Mean Squared Error 
(MSE) < ). 
2.9. Hybrid ARIMA-NN 
Hybrid ARIMA NN merupakan kombinasi model linier dan 
nonlinier yang dapat meningkatkan keakuratan dalam prediksi. 
Pemodelan tersebut dapat diketahui dari persamaan matematis (2.56) 
(Zhang, 2003). 
𝑍𝑡 = 𝐿𝑡 + 𝑁𝑡 (2.56) 
dengan: 
𝐿𝑡  : komponen linier model ARIMA  
𝑁𝑡    : komponen nonlinier model NN  
Model hybrid dilakukan melalui dua langkah. Pertama, 
memodelkan komponen linier untuk mendapatkan sisaan model, 
kemudian mengaplikasikan kedalam komponen nonlinier model. 
ARIMA merupakan komponen linier model, sehingga diasumsikan  
𝑎𝑡 adalah sisaan model ARIMA yang dapat sesuai persamaan (2.58).  
𝑎𝑡 = 𝑍𝑡 − ?̂?𝑡 (2.57) 
𝑎𝑡 = 𝑓(𝑎𝑡−1,𝑎𝑡−2, … , 𝑎𝑡−𝑝,) +  𝑒𝑡 = ?̂?𝑡 + 𝑒𝑡  (2.58) 
Fungsi 𝑓(. ) merupakan aplikasi komponen nonlinier model 
NN dan 𝑒𝑡  adalah sisaan dari model NN. Sehingga prediksi model 
Hybrid ARIMA-NN dapat diketahui pada persamaan (2.59).  






?̂?𝑡  : prediksi model linier pada waktu ke-t   
?̂?𝑡 : komponen nonlinier model 
 
2.10. Pemilihan Model Terbaik 
Setelah melakukan pemeriksaan terhadap beberapa model 
yang layak, maka perlu memilih model terbaik yang akan digunakan 
dalam peramalan. Pemilihan model dilakukan menggunakan 
perhitungan nilai Root Mean Square Error (RMSE), RMSE sangat 
berguna dalam mencari seberapa besar kesalahan pada data dari model 
yang digunakan. Model terbaik dapat ditentukan apabila model 
tersebut memiliki nilai RMSE terkecil (Willmott dan Matsuura, 2005). 
Adapun dalam mencari model terbaik menggunakan rumus RMSE 






  (2.60) 
dengan: 
?̂?𝑡  : nilai hasil peramalan 
𝑍𝑡  : nilai pengamatan ke-t 
n : banyak pengamatan 
 
2.11. Curah Hujan 
Indonesia adalah negara kepulauan dengan bentuk topografi 
beragam, dilewati garis khatulistiwa, serta diapit dua benua dan dua 
samudera. Indonesia merupakan daerah pertemuan sirkulasi 
meridional (Utara-Selatan) atau sirkulasi Hardley dan sirkulasi zonal 
(Timur-Barat) atau sirkulasi Walker. Dua sirkulasi tersebut sangat 
mempengaruhi keragaman iklim di Indonesia. Selain itu, posisi semu 
matahari berpindah dari 23.5° Lintang Utara ke 23.5°Lintang Selatan 
sepanjang tahunnya, gangguan siklon tropis, serta semua aktivitas dan 
sistem yang berlangsung bersamaan menyebabkan Indonesia 
memiliki pola hujan dan curah hujan  yang bervariasi antara satu 
tempat dengan tempat lain (Saputro, 2009).  
Menurut Wirjohamidjojo dan Swarinoto (2013) dari BMKG, 
curah hujan merupakan tetesan-tetesan air yang keluar dari awan dan 
jatuh ke permukaan bumi. Nilai yang menyatakan sifat hujan adalah: 
1. Banyak air hujan (R), secara kumulatif selama pengamatan, 
umunya digunakan satuan milimeter. Curah hujan 1 mm 
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menyatakan bahwa banyak air hujan yang tertampung pada 
permukaan datar seluas 1 𝑚2 sebanyak 1 liter.  
2. Intensitas hujan/kelebatan (I), yaitu banyak hujan tiap satuan 
waktu selama hujan turun (R). Intensitas hujan dinyatakan dalam 
mm /detik. I = R/t 
3. Hari hujan (H), merupakan banyaknya hari dengan hujan dalam 
jumlah tertentu (digunakan ketetapan sehari ada hujan sebanyak 
0.5 mm atau lebih). Hari hujan dinyatakan dalam H/minggu, 
H/bulan dan waktu lain yang digunakan. 
2.12. Mini Weather Station 
Mini Weather Station (MWS) adalah alat yang memiliki 
sensor pengukur curah hujan, kecepatan angin, suhu, dan kelembaban, 
yang dikembangkan oleh Iriany dkk. (2019). Alat MWS ini memiliki 
keunggulan diantaranya yaitu mengatasi data yang tidak terekam oleh 
BMKG, portable, dan dirancang berbasis android. Alat tersebut 
dilengkapi dengan software yang dapat diakses melalu website 
https://maws.researchrainfall2016.com/ dengan Smartphone atau 
Personal Computer (PC). Software MWS diprogram agar langsung 
terhubung dengan Alat MWS yang terpasang. Software MWS dapat 
mengetahui keadaan cuaca terutama curah hujan dan dapat 
meramalkan curah hujan di daerah pemasangan alat MWS.  
 
Gambar 2.5. Alat Mini Weather Station 





Gambar 2.6. Grafik Curah Hujan 
Sumber: Website Mini Weather Station 
 
 
Gambar 2.7. Data Prediksi Fuzzy 
Sumber: Website Mini Weather Station 
 
Gambar 2.8. Data Prediksi G-STAR 





Gambar 2.9. Peta Alat Mini Weather Station 
Sumber: Website Mini Weather Station 
 
 
Gambar 2.10. Data Curah Hujan 















2.13. Originalitas Penelitian dan Penelitian Terdahulu 
Beberapa penelitian terdahulu dapat diketahui dalam 
rangkuman Tabel 2.3 sebagai berikut. 
Tabel 2.3. Originalitas Penelitian dan Penelitian Terdahulu 
Penelitian 1  Machmudin dkk. (2012), “Peramalan temperatur 
udara menggunakan ARIMA dan Artificial Neural 
Network di Surabaya”. Hasil penelitian: FFNN (2-4-1) 
merupakan model optimum dan memberikan nilai 
MAPE terkecil dibandingkan ARIMA. 
Penelitian 2 Susanto (2016), “Peramalan Curah Hujan dengan 
Pendekatan ARIMA, Feed Forward Neural Network, 
dan Hybrid ARIMA-NN di Banyuwangi”. Hasil 
penelitian: FFNN merupakan pendekatan model 
terbaik pada kasus curah hujan di Banyuwangi dengan 
model FFNN (3-3-1) dikarenakan memiliki nilai 
RMSE out sample terkecil apabila dibandingkan 
dengan ARIMA dan Hybrid (ARIMA-NN). 
Penelitian 3 Wahyuni dkk. (2017), “Peramalan curah hujan 
menggunakan Hybrid Adaptive Neuro-Fuzzy 
Inference System (ANFIS) dan Algoritma Genetik”. 
Hasil penelitian: ANFIS-GA menghasilkan nilai 
RMSE terkecil dibanding metode lain. 
Penelitian 4 Amalia (2018), “Aplikasi jaringan syaraf tiruan 
backpropagation untuk prediksi korban jiwa kejadian 
tornado di Amerika Serikat”. Hasil penelitian: model 
FFNN (6-5-2-1) merupakan model terbaik. 
Penelitian 5 Iriany dkk. (2020), “Peramalan curah hujan 
menggunakan pendekatan model neural network”. 
Hasil penelitian: NN-GSTAR-SUR merupakan model 




























3.1. Sumber Data 
Data yang digunakan dalam penelitian ini merupakan data 
sekunder curah hujan di daerah Bocek dengan 2 lokasi pemasangan 
yaitu Supiturang dan Manggisari dari alat Mini Weather Station 
(MWS) oleh Iriany dkk. (2019) yang dapat diakses melalui website 
https://maws.researchrainfall2016.com/datacuaca, dengan data 
update per 5 menit setiap hari, Data yang digunakan di lokasi 
Supiturang dengan periode mulai tanggal 1 Februari 2021 hingga 24 
Februari 2021, sebanyak 4476 data. Sedangkan, data yang digunakan 
di lokasi Manggisari periode mulai tanggal 2 Desember 2020 hingga 
16 Desember 2020, sebanyak 3918 data.  
3.2. Metode Analisis Data  
Analisis data pada penelitian ini menggunakan software 
Excel, R, dan Minitab. Adapun langkah-langkah dalam pemodelan 
curah hujan pada penelitian ini adalah sebagai berikut. 
a. Pemodelan ARIMA  
1. Melakukan uji stasioneritas terhadap ragam menggunakan 
transformasi Box-Cox pada data menggunakan persamaan 
(2.8). 
2. Melakukan uji stasioneritas terhadap rata-rata menggunakan 
Uji Augmented Dickey Fuller (ADF) pada persamaan (2.14). 
3. Menentukan orde model ARIMA berdasarkan plot ACF 
mengggunakan persamaan (2.15) dan PACF pada persamaan 
(2.24). 
4. Menduga parameter model menggunakan Ordinary Least 
Square (OLS) menggunakan persamaan (2.27).  
5. Menguji signifikansi parameter secara parsial menggunakan 
statistik uji t menggunakan persamaan (2.28). 
6. Melakukan pengujian asumsi white noise pada sisaan model 
pada data menggunakan uji Ljung-Box menggunakan 
persamaan (2.29). 
7. Melakukan pengujian normalitas pada sisaan model 




8. Memilih model terbaik ARIMA berdasarkan kriteria Root 
Mean Square Error (RMSE) menggunakan persamaan (2.60).  
 
b. Pemodelan FFNN 
1. Menentukan input pemodelan FFNN berdasarkan lag PACF 
yang signifikan pada data menggunakan persamaan (2.24). 
2. Melakukan normalisasi data input pemodelan FFNN 
menggunakan persamaan (2.32) 
3. Menentukan banyaknya hidden layer dan neuron pada hidden 
layer untuk pemodelan, dengan satu buah hidden layer 
menggunakan persamaan (2.43). 
4. Melakukan pembelajaran jaringan model FFNN menggunakan 
Algoritma Backpropagation pada persamaan (2.44 sampai 
dengan 2.55). 
5. Melakukan denormalisasi data output pemodelan FFNN 
menggunakan persamaan (2.33) 
6. Memilih model terbaik FFNN berdasarkan kriteria RMSE dari 
data training maupun testing menggunakan persamaan (2.60). 
 
c. Pemodelan Hybrid ARIMA-NN 
1. Menentukan input pemodelan Hybrid ARIMA-NN 
berdasarkan plot PACF sisaan pemodelan ARIMA. 
2. Melakukan normalisasi data input pemodelan Hybrid ARIMA-
NN menggunakan persamaan (2.32) 
3. Menentukan banyaknya hidden layer dan neuron pada hidden 
layer untuk pemodelan, dengan satu buah hidden layer 
menggunakan persamaan (2.43). 
4. Melakukan pembelajaran jaringan model Hybrid ARIMA-NN 
menggunakan Algoritma Backpropagation pada persamaan 
(2.44 sampai dengan 2.55). 
5. Melakukan denormalisasi data output pemodelan Hybrid 
ARIMA-NN menggunakan persamaan (2.33) 
6. Memilih model terbaik FFNN berdasarkan kriteria RMSE dari 




3.3. Diagram Alir Penelitian 
Mulai
Data curah hujan
Melakukan uji signifikansi 
terhadap model tentatif ARIMA
Memilih model terbaik menggunakan 
kriteria RMSE 
Melakukan normalisasi pada 
data input FFNN
Transformasi
Melakukan pelatihan pada data 




Data sudah stasioner 
terhadap rata-rata?
Diferensiasi
Melakukan uji diagnostik terhadap 
model tentatif ARIMA
Selesai
Menentukan input pemodelan 





Melakukan denormalisasi pada 
data output FFNN
Peramalan data curah hujan dengan 
metode terbaik
Melakukan pemilihan model 
terbaik ARIMA
Menentukan ordo (p,d,q) dari plot 




Melakukan pemodelan Hybrid 
ARIMA-NN
Melakukan normalisasi pada 
data input Hybrid ARIMA-NN
Melakukan pelatihan pada data 
input Hybrid ARIMA-NN dengan 
algoritma backpropagation 
Menentukan input pemodelan 
Hybrid ARIMA-NN dari lag PACF 
sisaan model terbaik ARIMA
Melakukan denormalisasi pada 
data output Hybrid ARIMA-NN
Melakukan pemodelan ARIMA
Melakukan pemodelan ARIMA 





























HASIL DAN PEMBAHASAN 
4.1. Data Supiturang  
Data yang digunakan pada penelitian ini merupakan data 
sekunder curah hujan periode 1 Februari 2021 hingga 24 Februari 
2021 dari alat Mini Weather Station (MWS). Data curah hujan yang 
digunakan update per 5 menit dengan total data sebanyak 4476 data.  
Data tersebut dapat diketahui secara rinci pada Lampiran 1.1.  
4.1.1. Statistik Deskriptif Supiturang 
Statistik deskriptif digunakan untuk mengetahui gambaran 
secara umum data curah hujan pada penelitian ini. Hasil statistik 
deskriptif dapat diketahui pada Tabel 4.1. 
Tabel 4.1. Statistik Deskriptif Supiturang (mm) 
Min. Q1 Median Q3 Mean Max. Sd. 
0,00 0,56 13,41 30,73 31,29 197,54 45,6885 
Pada Tabel 4.1 diketahui bahwa sebagian besar curah hujan 
yang terjadi pada periode 1 Februari hingga 24 Februari 2021 adalah 
sebesar 31,29 mm dan standar deviasi sebesar 45,6885 mm dengan 
median 13,41 mm, serta curah hujan maksimal yang terjadi dapat 
diketahui sebesar 197,54 mm. 
 
Gambar 4.1. Plot Curah Hujan Daerah Supiturang 
Pada Gambar 4.1 dapat diketahui bahwa kondisi curah hujan 
terdapat trend turun. Pada awal bulan Februari curah hujan sangat 
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tinggi, sedangkan pada akhir Februari curah hujan tergolong lebih 
rendah.  
4.1.2. Pengujian Linieritas Supiturang 
Sebelum melakukan pemodelan pada data curah hujan 
menggunakan pendekatan ARIMA, Hybrid ARIMA-NN dan FFNN, 
dilakukan pengujian linieritas terhadap data yang akan digunakan. 
Pengujian tersebut dilakukan untuk mengetahui dan menangkap pola 
nonlinier pada data. Hipotesis pengujian linieritas dapat diketahui 
sebagai berikut. 
H0 ∶ model linier 
vs 
H1 ∶ model nonlinier 
Berdasarkan hasil pengujian linieritas diketahui bahwa p-
value (0,3707) > 𝛼 (0,05), maka dapat diputuskan menerima H0. Pada 
pengujian linieritas ini, dapat disimpulkan bahwa data curah hujan 
tidak memiliki pola nonlinier. Meskipun data yang digunakan 
dinyatakan linier, hal tersebut tidak menutup kemungkinan untuk tetap 
dilakukan pemodelan curah hujan menggunakan pendekatan Neural 
Network (NN) yang dapat mengatasi data yang berpola linier atau 
nonlinier.  
4.1.3. Pemodelan Curah Hujan dengan ARIMA Supiturang 
Pemodelan ARIMA Supiturang dilakukan melalui beberapa 
tahapan untuk mendapatkan model ARIMA terbaik, hal tersebut 
dilakukan menggunakan data training curah hujan. Setelah dilakukan 
analisis dan didapatkan model terbaik, model tersebut diujikan 
terhadap data testing curah hujan.  
1. Data Training dan Testing ARIMA Supiturang 
Sebelum dilakukan analisis, langkah yang harus dilakukan adalah 
membagi data curah hujan kedalam data training dan data testing. 
Pembagian data training dan testing dilakukan dengan membagi 70% 
untuk data training dan 30% untuk data testing dari total data 
sebanyak 4476 data. Data training yang digunakan untuk analisis 
adalah sebanyak 3133 data, sedangkan data testing yang digunakan 
sebanyak 1343 data. 
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2. Stasioneritas Terhadap Ragam Supiturang 
Langkah pertama dalam pemodelan ARIMA adalah stasioneritas 
terhadap ragam dan rata-rata. Stasioneritas terhadap ragam dapat 
diketahui melalui transformasi Box-Cox. Hasil transformasi Box-Cox 
dapat diketahui pada Gambar 4.2 dan 4.3. 
 
 
Gambar 4.2.Transformasi Box-Cox Supiturang 
 
Gambar 4.3. Transformasi Box-Cox Stasioner Supiturang 
Pada Gambar 4.2 dapat diketahui bahwa data curah hujan belum 
stasioner terhadap ragam dan diperlukan transformasi dengan 𝜆 
sebesar 0,24. Kemudian setelah dilakukan transformasi, pada Gambar 
4.3 diketahui bahwa data curah hujan sudah stasioner terhadap ragam 
dikarenakan nilai 𝜆 sebesar 1.  
38 
 
3. Stasioneritas Terhadap Rata-Rata Supiturang 
Setelah data stasioner terhadap ragam, langkah selanjutnya adalah 
melakukan stasioneritas terhadap rata-rata menggunakan Uji 
Augmented Dickey Fuller dan memeriksa plot ACF. Stasioneritas 
terhadap rata-rata dapat diketahui pada Gambar 4.4 dan 4.5. 
 
Gambar 4.4. Plot ACF Supiturang 
 
Gambar 4.5. Plot ACF Stasioner Supiturang 
Pada Gambar 4.4. dapat diketahui bahwa pada plot ACF pada data 
sebelum dilakukan penanganan terdapat banyak lag yang keluar, 
sehingga harus dilakukan penanganan dengan differencing satu kali 
(d=1) agar memenuhi asumsi stasioneritas terhadap rata-rata. Setelah 
dilakukan differencing dapat dilihat pada Gambar 4.5 didapatkan lag 
yang signifikan yaitu lag ke-1 dan 2. Stasioneritas terhadap rata-rata 
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juga dapat diketahui melalui pengujian Augmented Dickey Fuller 
(ADF), dengan hipotesis sebagai berikut. 
𝐻0 : 𝛾 = 0 (data tidak stasioner terhadap rata-rata) 
vs 
𝐻1 : 𝛾 ≠ 0 (data stasioner terhadap rata-rata) 
Berdasarkan hasil pengujian ADF, didapatkan hasil p-value 
sebesar 0,01< 𝛼(0,05), maka dapat diputuskan menolak 𝐻0. Pada 
pengujian ADF ini, dapat disimpulkan bahwa asumsi stasioneritas 
terhadap rata-rata pada data curah hujan terpenuhi.  
4. Identifikasi Model Supiturang 
Identifikasi model bertujuan untuk mengetahui ordo (p,d,q) yang 
terbentuk dalam membangun model tentatif ARIMA dari plot ACF 
dan PACF yang sudah stasioner terhadap ragam dan rata-rata. Hasil 
identifikasi dapat diketahui pada Gambar 4.6 dan 4.7. 
 
 
Gambar 4.6. Identifikasi Plot ACF Stasioner Supiturang 
 
Gambar 4.7. Identifikasi Plot PACF Stasioner Supiturang 
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Berdasarkan hasil pada Gambar 4.6 dan Gambar 4.7 dapat 
diketahui bahwa pada plot ACF ada 1 lag yang signifikan. Sedangkan 
pada plot PACF juga terdapat 1 lag yang signifikan dengan 
differencing sebanyak 1 kali (d=1). Dari plot ACF dan PACF 
diperoleh model tentatif yaitu: 
a. ARIMA (1,1,1) 
b. ARIMA (1,1,0) 
c. ARIMA (0,1,1) 
 
5. Pendugaan Parameter dan Uji Signifikansi Model Supiturang 
Pendugaan parameter model dilakukan setelah proses identifikasi 
model tentatif. Hasil pendugaan parameter dari model tentatif yang 
terbentuk diketahui melalui Tabel 4.2. 











𝜙1 = 0,7546 2,8615 1.9607 1.6453 Signifikan 
𝜃1 = -0,7317 2,6743 1.9607 1.6453 Signifikan 
ARIMA 
(1,1,0) 





𝜃1 = 0,0276 1,5505 1.9607 1.6453 
Tidak 
Signifikan 
Pengujian signifikansi model dapat diketahui melalui uji t dengan 
hipotesis sebagai berikut. 
𝐻0: ?̂?𝑖 = 0  (parameter tidak signifikan) 
vs 
𝐻1: ?̂?𝑖 ≠ 0  (parameter signifikan)  
untuk i= 1,2,…,p 
Pada Tabel 4.2 dapat diketahui bahwa hanya model ARIMA 
(1,1,1) yang seluruh parameter modelnya memiliki t hitung > t tabel, 
maka dapat diputuskan menolak 𝐻0. Oleh sebab itu, hanya parameter 
model ARIMA (1,1,1) yang signifikan.    
6. Diagnostik Model Supiturang 
Setelah melakukan identifikasi dan uji signifikansi model tentatif, 
didapatkan model yang signifikan adalah model ARIMA (1,1,1) saja. 
Pengujian diagnostik model perlu dilakukan pada ARIMA (1,1,1) 
yang bertujuan untuk mengetahui kelayakan model tersebut. 
41 
 
Diagnostik model terbagi menjadi dua yaitu pengujian terhadap 
pemenuhan asumsi white noise pada sisaan dan pengujian normalitas 
pada sisaan.  
Hipotesis untuk asumsi white noise pada sisaan dapat diketahui 
sebagai berikut.  
𝐻0: 𝜌𝑖 = 0 (white noise) 
vs 
𝐻1: minimal terdapat satu 𝜌𝑖 ≠ 0 untuk i= 1,2,…,k (tidak white noise) 
Berdasarkan hasil pengujian asumsi white noise pada sisaan, 
didapatkan hasil p-value sebesar 0,9762 > 𝛼(0,05), maka dapat 
diputuskan menerima 𝐻0. Oleh sebab itu, asumsi white noise pada 
sisaan terpenuhi.  
Hipotesis untuk normalitas terhadap sisaan dapat diketahui 
sebagai berikut.  
𝐻0: 𝑎𝑡~NIID (𝜇,𝜎
2) (sisaan menyebar normal) 
vs 
𝐻1: 𝑎𝑡 ≁ NIID (𝜇,𝜎
2)  (sisaan tidak menyebar normal) 
Hasil pengujian normalitas pada sisaan, diketahui memiliki p-
value sebesar 2,2× 10−16 < 𝛼(0,05), maka dapat diputuskan menolak 
𝐻0. Oleh sebab itu, pengujian normalitas pada sisaan tidak terpenuhi. 
Hal ini kemungkinan terjadi dikarenakan data memiliki pencilan. 
Pembuktian pencilan di dalam data, dapat digunakan boxplot dengan 
perhitungan sebagai berikut. 
𝑍𝑡 (min)= 0,  𝑍𝑡 (max)= 197,54 
𝑄1= 0,56, 𝑄2= 13,41, 𝑄3= 30,73 
1,5 IQR = 1,5 (𝑄3 − 𝑄1) = 1,5 (30,73-0,56) = 45,255 
Batas bawah = 𝑄1 − 1,5 𝐼𝑄𝑅 = -44,695 




Gambar 4.8. Boxplot Supiturang 
Berdasarkan perhitungan dan Gambar 4.8. diatas, pencilan terjadi 
dikarenakan terdapat data yang keluar atau melebihi dari batas bawah 
maupun batas atas. Salah satu pencilan yang dapat diketahui adalah 
nilai maksimum (197,54) melebihi batas atas (75,985), maka terbukti 
bahwa sisaan model tidak memenuhi asumsi normalitas.  
7. Pemilihan Model Terbaik ARIMA Supiturang 
 Setelah melakukan beberapa tahapan analisis ARIMA, tahapan 
selanjutnya adalah pemilihan model terbaik. Model terbaik dapat 
diketahui adalah model ARIMA (1,1,1). Model tersebut selanjutnya 
digunakan untuk melakukan pengujian terhadap data training dan data 
testing. Hal tersebut bertujuan untuk mendapatkan hasil peramalan 
dan besarnya nilai RMSE yang dihasilkan oleh dua jenis data tersebut. 
RMSE bertujuan untuk mengetahui seberapa besar kesalahan pada 
data dari model yang digunakan. Model terbaik dapat ditentukan 
apabila model tersebut memiliki nilai RMSE terkecil. Berdasarkan 
pemodelan ARIMA yang telah dilakukan, didapatkan nilai RMSE 
pada data training sebesar 5,6056 dan nilai RMSE pada data testing 
sebesar 3,4326. Persamaan model ARIMA (1,1,1) adalah sebagai 
berikut.  
𝑍𝑡 = (1 + 𝜙)𝑍𝑡−1 + 𝜙𝑍𝑡−2+𝑎𝑡 − 𝜃1𝑎𝑡−1 




4.1.4. Pemodelan Hybrid ARIMA-NN Supiturang 
Pemodelan Hybrid ARIMA-NN merupakan kombinasi dari 
komponen linier yaitu ARIMA dan komponen non linier yaitu NN. 
Pemodelan NN yang digunakan adalah Feed Forward Neural 
Network (FFNN). Pemodelan pada data curah hujan menggunakan 
data input dari sisaan ARIMA. Oleh karena itu, dilakukan pengujian 
linieritas terhadap sisaan yang akan digunakan. Pengujian tersebut 
dilakukan untuk mengetahui dan menangkap pola nonlinier pada data. 
Hipotesis uji linieritas dapat diketahui sebagai berikut. 
H0 ∶ model linier 
vs 
H1 ∶ model nonlinier 
Berdasarkan hasil pengujian linieritas diketahui bahwa p-
value (0,0044) < 𝛼 (0,05), maka dapat diputuskan menolak H0. Pada 
pengujian linieritas ini, dapat disimpulkan bahwa sisaan ARIMA 
memiliki pola nonlinier. 
1. Penentuan Data Input Hybrid ARIMA-NN Supiturang 
Data input yang digunakan dalam pemodelan Hybrid ARIMA-NN 
adalah menggunakan sisaan model data training dan data testing pada 
ARIMA, dan menggunakan lag PACF 1,2,3, dan 4. Pembagian data 
curah hujan kedalam data training dan data testing, sama dilakukan 
seperti pemodelan ARIMA yaitu dengan membagi 70% dari data 
curah hujan untuk data training dan 30% untuk data testing. Namun, 
pada data training yang digunakan dikurangi 4, akibat dari lag PACF 
yang digunakan yaitu sebanyak 3129 data, sedangkan data testing 
yang digunakan sebanyak 1343 data. 
2. Normalisasi Data Hybrid ARIMA-NN Supiturang 
Proses normalisasi data Supiturang dilakukan agar tidak 
mengalami kegagalan saat melakukan kegiatan pelatihan atau 
pengujian. Proses normalisasi ini dibutuhkan untuk memenuhi 
persyaratan algoritma. Melakukan pembelajaran menggunakan fungsi 
aktivasi sigmoid biner dengan interval [0,1] akan mempercepat proses 







Tabel 4.3. Normalisasi Data Training Hybrid ARIMA-NN 
Supiturang  
No. Lag.1 Lag.2 Lag.3 Lag.4 Data Sisaan 
5 0,7017 0,7017 0,7017 0,7021 0,7017 
6 0,7017 0,7017 0,7017 0,7017 0,7017 
7 0,7017 0,7017 0,7017 0,7017 0,7017 
8 0,7017 0,7017 0,7017 0,7017 0,7017 
9 0,7017 0,7017 0,7017 0,7017 0,7017 
10 0,7017 0,7017 0,7017 0,7017 0,7017 
11 0,7017 0,7017 0,7017 0,7017 0,7017 
12 0,7017 0,7017 0,7017 0,7017 0,7017 
13 0,7017 0,7017 0,7017 0,7017 0,7017 
14 0,7017 0,7017 0,7017 0,7017 0,7017 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Berdasarkan Tabel 4.3, diketahui bahwa normalisasi yang 
dilakukan pada data input yaitu lag 1,2,3, dan 4 setara dengan range 
fungsi aktivasi sigmoid biner yaitu [0,1].     
3. Pelatihan Backpropagation Hybrid ARIMA-NN Supiturang 
Banyak hidden layer yang digunakan pada penelitian ini adalah 
satu hidden layer dengan menguji coba neuron pada hidden layer 
sebanyak 2-10. Perancangan arsitektur terbaik didapatkan apabila 
error kecil. Pada Tabel 4.4 dapat diketahui analisis pelatihan data 
sebagai berikut. 
 









1 2 Hybrid (ARIMA (1,1,1) 
FFNN (4-2-1)) 
10,2986 35 
2 3 Hybrid (ARIMA (1,1,1) 
FFNN (4-3-1)) 
10,2981 75 
3 4 Hybrid (ARIMA (1,1,1) 
FFNN (4-4-1)) 
10,2854 532 
4 5 Hybrid (ARIMA (1,1,1) 
FFNN (4-5-1)) 
10,3002 211 





Tabel 4.4. Arsitektur Jaringan Hybrid ARIMA-NN dan RMSE 








6 7 Hybrid (ARIMA (1,1,1) 
FFNN (4-7-1)) 
10,3017 468 
7 8 Hybrid (ARIMA (1,1,1) 
FFNN (4-8-1)) 
10,2815 554 
8 9 Hybrid (ARIMA (1,1,1) 
FFNN (4-9-1)) 
10,2955 172 
9 10 Hybrid (ARIMA (1,1,1) 
FFNN (4-10-1)) 
10,3040 312 
Berdasarkan Tabel 4.4 diketahui bahwa untuk memprediksi data 
testing pelatihan menggunakan 8 neuron hidden layer, dikarenakan 
memiliki nilai RMSE training paling kecil sebesar 10,2815 dengan 
step sebesar 554. Sehingga, diperoleh arsitektur jaringan (ARIMA 
(1,1,1) FFNN (4-8-1)) yaitu input layer memiliki 4 input, 1 hidden 
layer dengan 8 neuron hidden layer, dan output layer memiliki 1 
output. Arsitektur jaringan Hybrid ARIMA-NN terbentuk dari proses 
pembelajaran dapat diketahui pada Gambar 4.9.   
 
Gambar 4.9. Arsitektur Jaringan (ARIMA (1,1,1) FFNN (4-8-1)) 
Supiturang 
Performa dari neuron sangat dipengaruhi oleh arsitektur 
jaringannya. Pada arsitektur tersebut terdapat penghubung atau bobot. 
Bobot merupakan nilai matematis yang berawal dari masing-masing 
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neuron menuju hidden layer hingga menuju output layer. Semakin 
besar bobot maka semakin penting suatu hubungan diantara neuron. 
Hasil pelatihan untuk bobot dapat diketahui pada Tabel 4.5 sampai 
4.6.  
Tabel 4.5. Bobot Akhir Hidden Layer Supiturang  
Var. V[i,] 
V[,j] 
1 2 3 4 
Bias 0 -0,8415 -1,1808 1,8797 1,0703 
X1 1 -0,4133 -0,9769 0,9453 -1,0919 
X2 2 0,9034 2,0902 1,3353 0,1786 
X3 3 1,6822 1,0959 -0,1906 -1,1102 




5 6 7 8 
Bias 0 0,4508 -0,1574 -0,6391 -0,4018 
X1 1 -0,6771 -1,4073 -0,5765 0,9807 
X2 2 0,4428 -1,9386 0,4938 0,5341 
X3 3 1,6254 0,0361 -1,0172 0,1929 
X4 4 0,3697 1,0698 -0,7176 -0,4083 
 













Berdasarkan Tabel 4.5 dan 4.6, diketahui bahwa output bobot 
akhir Hybrid ARIMA (1,1,1) FFNN (4-8-1) yang didapatkan dari 
pelatihan Algoritma Backpropagation secara matematis dapat ditulis 
sebagai berikut.  
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4. Hasil Pengujian Hybrid ARIMA-NN Supiturang 
Pengujian terhadap data testing dilakukan untuk mengukur 
apakah hasil pemodelan yang dibangun menggunakan data training 
sudah memberikan hasil terbaik dengan RMSE yang kecil. Hasil 
pengujian terhadap data testing dapat diketahui melalui Tabel 4.7.   










1 2 Hybrid (ARIMA (1,1,1) 
FFNN (4-2-1)) 
10,2986 3,4327 
2 3 Hybrid (ARIMA (1,1,1) 
FFNN (4-3-1)) 
10,2981 3,4330 
3 4 Hybrid (ARIMA (1,1,1) 
FFNN (4-4-1)) 
10,2854 3,4338 
4 5 Hybrid (ARIMA (1,1,1) 
FFNN (4-5-1)) 
10,3002 3,4350 
5 6 Hybrid (ARIMA (1,1,1) 
FFNN (4-6-1)) 
10,2966 3,4326 





Tabel 4.7. Arsitektur Jaringan Hybrid ARIMA-NN dan RMSE 









7 8 Hybrid (ARIMA (1,1,1) 
FFNN (4-8-1)) 
10,2815 3,4334 
8 9 Hybrid (ARIMA (1,1,1) 
FFNN (4-9-1)) 
10,2955 3,4336 
9 10 Hybrid (ARIMA (1,1,1) 
FFNN (4-10-1)) 
10,3040 3,4323 
Diketahui dari Tabel 4.7 dengan arsitektur jaringan optimal 
Hybrid (ARIMA (1,1,1) FFNN (4-8-1)) didapatkan nilai RMSE 
testing sebesar 3,4334 dengan input 4, hidden layer sebanyak 1 layer 
dengan neuron hidden layer sebanyak 8 dan output 1. Persamaan 
Model Hybrid ARIMA-NN adalah sebagai berikut.  
?̂?𝑡 =  ?̂?𝑡 + ?̂?𝑡 


















5. Denormalisasi Data Hybrid ARIMA-NN Supiturang 
Denormalisasi data dilakukan setelah arsitektur jaringan dan 
output terbentuk, hal ini dilakukan agar data output kembali seperti 
semula dan dapat dibandingkan dengan data asli, namun pada 
denormalisasi data ini khusus Hybrid ARIMA-NN dilakukan 
penjumlahan dari hasil model linier (?̂?𝑡) dengan model nonlinier (?̂?𝑡). 
Berikut hasil denormalisasi data dapat diketahui pada Tabel 4.8.  
 
Tabel 4.8. Denormalisasi Data Testing Hybrid ARIMA-NN 
Supiturang 











Berdasarkan Tabel 4.8, diketahui bahwa denormalisasi yang 
dilakukan pada data output dari data input lag 1,2,3, dan 4 sudah 
menghasilkan data yang mirip dengan data asli. Hasil analisis tersebut 
dapat dibandingkan dengan data asli.  
4.1.5. Pemodelan Feed Forward Neural Network (FFNN) 
Supiturang 
Feed forward neural network (FFNN) merupakan model yang 
sering digunakan dalam melakukan peramalan time series dan 
memiliki struktur jaringan yang terdiri dari input layer, hidden layer, 
dan output layer. Salah satu algoritma yang digunakan dalam proses 
pelatihan data adalah Algoritma Backpropagation.  
 
1. Penentuan Data Input FFNN Supiturang 
Data input yang digunakan dalam pemodelan FFNN yaitu 
menggunakan lag PACF yang signifikan. Diketahui bahwa pada 
proses stasioneritas ragam dan rata-rata, lag PACF yang signifikan 
adalah lag ke-1 yang tercantum pada Gambar 4.7. Pembagian data 
curah hujan kedalam data training dan data testing, sama dilakukan 
seperti pemodelan ARIMA yaitu dengan membagi 70% dari data 
curah hujan untuk data training dan 30% untuk data testing. Namun, 
pada data training yang digunakan dikurangi 1 akibat dari lag PACF 
yang signifikan yaitu sebanyak 3132 data, sedangkan data testing yang 
digunakan sebanyak 1343 data. 
2. Normalisasi Data FFNN Supiturang 
Proses normalisasi data dilakukan agar jaringan tidak mengalami 
kegagalan dalam kegiatan pelatihan atau pengujian. Selain itu, proses 
normalisasi dibutuhkan untuk memenuhi persyaratan algoritma. 
Melakukan pembelajaran menggunakan fungsi aktivasi sigmoid biner 
dengan interval [0,1] akan mempercepat proses analisis. Ringkasan 
normalisasi data dapat diketahui pada Tabel 4.9. 
Tabel 4.9. Normalisasi Data Training FFNN Supiturang 
No. Lag 1 PACF Curah Hujan Curah Hujan 
2 0,2659 0,2659 
3 0,2659 0,2659 
4 0,2659 0,2659 
5 0,2659 0,2659 
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Tabel 4.9. Normalisasi Data Training FFNN Supiturang (Lanjutan) 
No. Lag 1 PACF Curah Hujan Curah Hujan 
⋮ ⋮ ⋮ 
91 0,0000 0,0000 
92 0,0000 0,0000 
93 0,0000 0,0000 
⋮ ⋮ ⋮ 
116 0,0000 0,0283 
117 0,0283 0,0368 
118 0,0368 0,0368 
119 0,0368 0,0368 
120 0,0368 0,0368 
… … … 
486 0,7157 0,7157 
487 0,7157 0,0000 
488 0,0000 0,0000 
489 0,0000 0,0000 
⋮ ⋮ ⋮ 
3132 0,2348 0,2348 
Berdasarkan Tabel 4.9, diketahui bahwa normalisasi yang 
dilakukan pada data input yaitu lag 1, setara dengan range fungsi 
aktivasi sigmoid biner yaitu [0,1].     
3. Pelatihan Backpropagation FFNN Supiturang 
Algoritma Backpropagation adalah pelatihan data yang bertujuan 
untuk mengetahui pembelajaran tentang data yang diinput. Pelatihan 
ini dilakukan beberapa kali dengan trial dan error untuk mendapatkan 
arsitektur jaringan dan hasil prediksi yang baik saat menentukan 
jumlah neuron. Sebelum dilakukan penelitian banyak hidden layer dan 
banyak neuron pada hidden layer harus ditentukan terlebih dahulu. 
Banyak hidden layer yang digunakan pada penelitian ini adalah satu 
hidden layer dengan menguji coba neuron pada hidden layer sebanyak 
2-10. Perancangan arsitektur terbaik didapatkan apabila error kecil. 

















1 2 FFNN (1-2-1)  5,6241 11414 
2 3 FFNN (1-3-1) 5,6139 1744 
3 4 FFNN (1-4-1) 5,6192 13866 
4 5 FFNN (1-5-1) 5,6225 6798 
5 6 FFNN (1-6-1) 5,6185 16763 
6 7 FFNN (1-7-1) 5,6154 1435 
7 8 FFNN (1-8-1) 5,6281 9002 
8 9 FFNN (1-9-1) 5,6216 343 
9 10 FFNN (1-10-1) 5,6246 1903 
Berdasarkan Tabel 4.10 diketahui bahwa untuk memprediksi data 
testing pelatihan menggunakan 3 neuron hidden layer, dikarenakan 
memiliki nilai RMSE training paling kecil sebesar 5,6139 dengan step 
sebesar 1744. Sehingga, diperoleh arsitektur jaringan FFNN (1-3-1), 
yaitu input layer memiliki 1 input, 1 hidden layer dengan 3 neuron 
hidden layer, dan output layer memiliki 1 output. Arsitektur jaringan 
Hybrid ARIMA-NN terbentuk dari proses pembelajaran dapat 
diketahui pada Gambar 4.10.  
 
Gambar 4.10. Arsitektur Jaringan FFNN (1-3-1) Supiturang 
Performa dari neuron sangat dipengaruhi oleh arsitektur 
jaringannya. Pada arsitektur tersebut terdapat penghubung atau bobot. 
Bobot merupakan nilai matematis yang berawal dari masing-masing 
neuron menuju hidden layer hingga menuju output layer. Semakin 
besar bobot maka semakin penting suatu hubungan diantara neuron. 
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Hasil pelatihan untuk bobot dapat diketahui pada Tabel 4.11 sampai 
4.12 
Tabel 4.11. Bobot Akhir Hidden Layer Supiturang 
Variabel V[i,] 
V[,j] 
1 2 3 
Bias 0 -0,0679 4,7585 1,0156 
X1 1 2,7406 -5,1350 -2,0049 
 








Berdasarkan Tabel 4.11 dan 4.12 diketahui bahwa output bobot 
akhir FFNN (1-3-1) yang didapatkan dari pelatihan Algoritma 


































4. Hasil Pengujian FFNN Supiturang 
Pengujian terhadap data testing digunakan untuk mengukur 
apakah hasil peramalan dari model yang dibangun menggunakan data 
training sudah memberikan hasil terbaik dengan RMSE yang kecil. 
Hasil pengujian terhadap data testing sebanyak 1343 data, dapat 



















1 2 FFNN (1-2-1)  5,6241 3,4478 
2 3 FFNN (1-3-1) 5,6139 3,4375 
3 4 FFNN (1-4-1) 5,6192 3,4411 
4 5 FFNN (1-5-1) 5,6225 3,4448 
5 6 FFNN (1-6-1) 5,6185 3,4406 
6 7 FFNN (1-7-1) 5,6154 3,4377 
7 8 FFNN (1-8-1) 5,6281 3,4509 
8 9 FFNN (1-9-1) 5,6216 3,4447 
9 10 FFNN (1-10-1) 5,6246 3,4476 
Diketahui dari Tabel 4.13 dengan arsitektur jaringan optimal 
FFNN (1-3-1) didapatkan nilai RMSE testing sebesar 3,4375 dengan 
input 1, hidden layer sebanyak 1 layer dengan neuron hidden layer 
sebanyak 3, dan output 1.  
5. Denormalisasi Data FFNN Supiturang 
Denormalisasi data dilakukan setelah arsitektur jaringan dan 
output terbentuk, hal ini dilakukan agar bentuk data output seperti 
semula dan dapat dibandingkan dengan data asli. Berikut hasil 
denormalisasi data dapat diketahui pada Tabel 4.14.  
 
Tabel 4.14. Denormalisasi Data Testing FFNN Supiturang 









Berdasarkan Tabel 4.14, diketahui bahwa denormalisasi yang 
dilakukan pada data output dari data input lag 1 sudah menghasilkan 
data yang mirip dengan data asli. Hasil analisis tersebut dapat 
dibandingkan dengan data asli.  
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4.1.6. Hasil Validasi Data Supiturang 
Hasil validasi digunakan untuk membandingkan nilai RMSE 
dari analisis yang telah dilakukan yaitu pemodelan ARIMA dengan 
model terbaik ARIMA (1,1,1) dan pemodelan FFNN dengan model 
terbaik FFNN (1-3-1). Perbandingan nilai RMSE dari analisis tersebut 
dapat diketahui pada Tabel 4.15.  
 
Tabel 4.15. Validasi RMSE Training dan Testing Supiturang 
Metode RMSE Training RMSE Testing  
ARIMA (1,1,1) 5,6056 3,4326 
FFNN (1-3-1) 5,6139 3,4375 
Hybrid (ARIMA 
(1,1,1) FFNN (4-8-1)) 
10,2815 3,4334 
Berdasarkan Tabel 4.14 dapat diketahui bahwa RMSE terkecil 
pada data testing dimiliki oleh metode ARIMA (1-1-1) yaitu sebesar 
3,4326. 
 
4.2. Data Manggisari  
Data yang digunakan pada penelitian ini merupakan data 
sekunder curah hujan di daerah Manggisari  periode 2 Desember 2020 
hingga 16 Desember 2020 dari alat Mini Weather Station (MWS). 
Data curah hujan yang digunakan update per 5 menit dengan total data 
sebanyak 3918 data. Data tersebut dapat diketahui secara rinci pada 
Lampiran 2.1. 
4.2.1. Statistik Deskriptif Manggisari 
Statistik deskriptif digunakan untuk mengetahui gambaran 
secara umum data curah hujan pada penelitian ini. Hasil analisis 
deskriptif dapat diketahui pada Tabel 4.16. 
 
Tabel 4.16. Statistik Deskriptif Manggisari (mm) 
Min. Q1 Median Q3 Mean Max. Sd. 
0,00 0,00 6,15 32,13 19,94 114,28 25,3743 
Pada Tabel 4.16 diketahui bahwa sebagian besar curah hujan 
yang terjadi pada periode 2 Desember hingga 16 Desember 2021 
adalah sebesar 19,94 mm dan standar deviasi sebesar 25,3743 mm 
dengan median 6,15 mm, serta curah hujan maksimal yang terjadi 




Gambar 4.11. Plot Curah Hujan Daerah Manggisari  
Pada Gambar 4.11 dapat diketahui bahwa pola curah hujan 
mengalami penurunan. Pada awal bulan Desember terdapat curah 
hujan yang tinggi, sedangkan diakhir bulan Desember terjadi 
penurunan curah hujan.  
4.2.2. Pengujian Linieritas Manggisari 
Pengujian linieritas digunakan untuk mengetahui dan 
menangkap pola nonlinier pada data. Hipotesis uji linieritas adalah 
sebagai berikut. 
H0 ∶ model linier 
vs 
H1 ∶ model nonlinier 
Berdasarkan pengujian linieritas yang dilakukan, diketahui 
bahwa p-value (2,2 × 10−16) < 𝛼(0,05), maka dapat diputuskan 
menolak H0. Pada pengujian linieritas ini, dapat disimpulkan bahwa 
data curah hujan memiliki pola  nonlinier. Sehingga dapat dilakukan 
pemodelan curah hujan menggunakan NN yang dapat mengatasi data 
berpola nonlinier.  
4.2.3. Pemodelan Curah Hujan dengan ARIMA Manggisari 
Berdasarkan pengujian linieritas diketahui data curah hujan 
Manggisari adalah nonlinier, sehingga tidak dapat dilakukan 
pemodelan ARIMA saja. Sehingga, pemodelan ARIMA Manggisari 
ini dilakukan untuk mendapatkan sisaan model ARIMA sebagai data 
input pada pemodelan Hybrid ARIMA-NN.  Terdapat beberapa 
tahapan untuk mendapatkan sisaan model ARIMA terbaik, 
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menggunakan data training curah hujan. Setelah dilakukan analisis 
dan didapatkan model terbaik, model tersebut diujikan terhadap data 
testing curah hujan. 
1. Data Training dan Testing ARIMA Manggisari 
Pembagian data training dan testing dilakukan dengan membagi 
70% untuk data training dan 30% untuk data testing dari total data 
sebanyak 3918 data. Data training yang digunakan untuk analisis 
adalah sebanyak 2742 data, sedangkan data testing yang digunakan 
sebanyak 1176 data. 
2. Stasioneritas Terhadap Ragam Manggisari 
Langkah awal dalam pemodelan ARIMA adalah stasioneritas 
terhadap ragam dan rata-rata. Stasioneritas terhadap ragam dapat 
diketahui melalui transformasi Box-Cox. Hasil transformasi Box-Cox 
dapat diketahui pada Gambar 4.12 dan 4.13. 
 
 




Gambar 4.13. Transformasi Box-Cox Stasioner Manggisari  
Pada Gambar 4.12 dapat diketahui bahwa data curah hujan belum 
stasioner terhadap ragam dan diperlukan transformasi dengan 𝜆 
sebesar 0,09. Kemudian setelah dilakukan transformasi, pada Gambar 
4.13 diketahui bahwa data curah hujan sudah stasioner terhadap ragam 
dikarenakan nilai 𝜆 sebesar 1.  
3. Stasioneritas Terhadap Rata-Rata Manggisari 
Stasioneritas terhadap rata-rata diuji menggunakan Uji 
Augmented Dickey Fuller dan memeriksa plot ACF. Stasioneritas 
terhadap rata-rata dapat diketahui pada Gambar 4.13 dan 4.14. 
 




Gambar 4.15. Plot ACF Stasioner Manggisari 
Pada Gambar 4.14 dapat diketahui bahwa pada plot ACF pada 
data sebelum dilakukan penanganan terdapat banyak lag yang keluar, 
sehingga harus dilakukan penanganan dengan differencing 1 kali 
(d=1) agar memenuhi asumsi stasioneritas terhadap rata-rata. Setelah 
dilakukan differencing dapat dilihat pada Gambar 4.15 didapatkan lag 
yang signifikan yaitu lag ke-1. Stasioneritas terhadap rata-rata juga 
dapat diketahui melalui pengujian Augmented Dickey Fuller (ADF), 
dengan hipotesis sebagai berikut. 
𝐻0 : 𝛾 = 0 (data tidak stasioner terhadap rata-rata) 
vs 
𝐻1 : 𝛾 ≠ 0 (data stasioner terhadap rata-rata) 
Berdasarkan hasil pengujian ADF, didapatkan hasil p-value 
sebesar 0,01< 𝛼(0,05), maka dapat diputuskan menolak 𝐻0. Pada 
pengujian ADF ini, dapat disimpulkan bahwa asumsi stasioneritas 
terhadap rata-rata pada data curah hujan terpenuhi.  
4. Identifikasi Model Manggisari 
Identifikasi model yang terbentuk dari plot ACF dan PACF yang 
sudah stasioner terhadap ragam dan rata-rata, dapat diketahui pada 




Gambar 4.16. Identifikasi Plot ACF Stasioner Manggisari 
 
Gambar 4.17. Identifikasi Plot PACF Stasioner Manggisari 
Berdasarkan hasil pada Gambar 4.16 dan Gambar 4.17 dapat 
diketahui bahwa pada plot ACF ada 1 lag yang signifikan. Sedangkan 
pada plot PACF juga terdapat 1 lag yang signifikan dengan 
differencing sebanyak 1 kali (d=1). Dari plot ACF dan PACF 
diperoleh model tentatif yaitu: 
a. ARIMA (1,1,1) 
b. ARIMA (1,1,0) 




5. Pendugaan Parameter dan Uji Signifikansi Model Manggisari 
Pendugaan parameter model dilakukan setelah proses identifikasi 
model tentatif. Hasil pendugaan parameter dari model tentatif yang 
terbentuk diketahui melalui Tabel 4.17. 











𝜙1 = 0,5845 2.0246 1.9608 1.6454 Signifikan 
𝜃1 = -0,5591 1.8998 1.9608 1.6454 Signifikan 
ARIMA 
(1,1,0) 





𝜃1 = 0,0219 1.1711 1.9608 1.6454 
Tidak 
Signifikan 
Pengujian signifikansi model dapat diketahui melalui uji t dengan 
hipotesis sebagai berikut. 
𝐻0: ?̂?𝑖 = 0  (parameter tidak signifikan) 
vs 
𝐻1: ?̂?𝑖 ≠ 0   (parameter signifikan)  
untuk i= 1,2,…,p 
Pada Tabel 4.17 dapat diketahui bahwa hanya model ARIMA 
(1,1,1) yang seluruh parameter modelnya memiliki t hitung > t tabel, 
maka dapat diputuskan menolak 𝐻0. Oleh sebab itu, hanya parameter 
model ARIMA (1,1,1) yang signifikan.    
6. Diagnostik Model Manggisari 
Pengujian diagnostik model perlu dilakukan pada ARIMA (1,1,1) 
yang bertujuan untuk mengetahui kelayakan model tersebut. 
Diagnostik model terbagi menjadi dua yaitu pengujian terhadap 
pemenuhan asumsi white noise pada sisaan dan pengujian normalitas 
pada sisaan.  
Hipotesis untuk asumsi white noise pada sisaan dapat diketahui 
sebagai berikut.  
𝐻0: 𝜌𝑖 = 0  (white noise) 
vs 
𝐻1: minimal terdapat satu 𝜌𝑖 ≠ 0 untuk i= 1,2,…,k  (tidak white noise) 
Berdasarkan hasil pengujian asumsi white noise pada sisaan, 
didapatkan hasil p-value sebesar 0,6367 > 𝛼(0,05), maka dapat 
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diputuskan menerima 𝐻0. Oleh sebab itu, asumsi white noise pada 
sisaan terpenuhi.  
Hipotesis untuk normalitas terhadap sisaan dapat diketahui 
sebagai berikut.  
𝐻0: 𝑎𝑡~NIID (𝜇,𝜎
2) (sisaan menyebar normal) 
vs 
𝐻1: 𝑎𝑡 ≁ NIID (𝜇,𝜎
2)  (sisaan tidak menyebar normal) 
Hasil pengujian normalitas pada sisaan, diketahui memiliki p-
value sebesar 2,2× 10−16 < 𝛼(0,05), maka dapat diputuskan menolak 
𝐻0. Oleh sebab itu, pengujian normalitas pada sisaan tidak terpenuhi. 
Hal ini kemungkinan terjadi dikarenakan data memiliki pencilan. Hal 
ini kemungkinan terjadi dikarenakan data memiliki pencilan. 
Pembuktian pencilan di dalam data, dapat digunakan boxplot dengan 
perhitungan sebagai berikut. 
𝑍𝑡 (min)= 0,  𝑍𝑡 (max)= 114,28 
𝑄1= 0, 𝑄2= 6,15, 𝑄3= 32,13 
1,5 IQR = 1,5 (𝑄3 − 𝑄1) = 1,5 (32,13-0) = 48,195 
Batas bawah = 𝑄1 − 1,5 𝐼𝑄𝑅 = 0-1,5(32,13) = -48,195 
Batas atas = 𝑄3 + 1,5 𝐼𝑄𝑅 = 32,13 = 80,325 
 
Gambar 4.18. Boxplot Manggisari 
Berdasarkan perhitungan dan Gambar 4.18. diatas, pencilan 
terjadi dikarenakan terdapat data yang keluar atau melebihi dari batas 
bawah maupun batas atas. Salah satu pencilan yang dapat diketahui 
adalah nilai maksimum (114,28) melebihi batas atas (80,325), maka 
terbukti bahwa sisaan model tidak memenuhi asumsi normalitas.   
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7. Pemilihan Model Terbaik ARIMA Manggisari  
Setelah dilakukan beberapa tahapan untuk mendapatkan model 
terbaik, model ARIMA (1,1,1) merupakan model terbaik. Sisaan pada 
model ARIMA (1,1,1) ini dipergunakan sebagai data input pada 
Hybrid ARIMA-NN. Persamaan model ARIMA (1,1,1) adalah 
sebagai berikut.  
𝑍𝑡 = (1 + 𝜙)𝑍𝑡−1 + 𝜙𝑍𝑡−2+𝑎𝑡 − 𝜃1𝑎𝑡−1 
𝑍𝑡 = 1,5845 𝑍𝑡−1 + 0,5845 𝑍𝑡−2 + 𝑎𝑡 + 0,5591 𝑎𝑡−1  
4.2.4. Pemodelan Hybrid ARIMA-NN Manggisari 
Pemodelan Hybrid ARIMA-NN merupakan kombinasi dari 
komponen linier yaitu ARIMA dan komponen non linier NN. 
Pemodelan NN yang digunakan adalah FFNN. Pemodelan pada data 
curah hujan menggunakan data input dari sisaan ARIMA. Oleh karena 
itu, dilakukan pengujian linieritas terhadap sisaan yang akan 
digunakan. Pengujian tersebut digunakan untuk mengetahui dan 
menangkap pola nonlinier pada data. Hipotesis uji linieritas dapat 
diketahui sebagai berikut. 
H0 ∶ model linier 
vs 
H1 ∶ model nonlinier 
Berdasarkan hasil pengujian linieritas diketahui bahwa p-
value (0,1144) > 𝛼 (0,05), maka dapat diputuskan menerima H0. Pada 
pengujian linieritas ini, dapat disimpulkan bahwa sisaan ARIMA tidak 
memiliki pola nonlinier. 
1. Penentuan Data Input Hybrid ARIMA-NN Manggisari 
Data input yang digunakan dalam Pemodelan Hybrid ARIMA-
NN adalah menggunakan sisaan model data training dan data testing 
pada ARIMA, dan menggunakan lag PACF 1,2,3, dan 4. Pembagian 
data curah hujan kedalam data training dan data testing, sama 
dilakukan seperti pemodelan ARIMA yaitu dengan membagi 70% dari 
data curah hujan untuk data training dan 30% untuk data testing. 
Namun, pada data training yang digunakan dikurangi 4, akibat dari 
lag PACF yang digunakan sebanyak 2739 data, sedangkan data testing 




2. Normalisasi Data Hybrid ARIMA-NN Manggisari 
Proses normalisasi data Manggisari juga dilakukan agar jaringan 
tidak mengalami kegagalan dalam kegiatan pelatihan atau pengujian. 
Selain itu, proses normalisasi ini dibutuhkan untuk memenuhi 
persyaratan algoritma. Melakukan pembelajaran menggunakan fungsi 
aktivasi sigmoid biner dengan interval [0,1] akan mempercepat proses 
analisis. Ringkasan normalisasi data dapat diketahui pada Tabel 4.18. 
 
Tabel 4.18. Normalisasi Data Training Hybrid ARIMA-NN 
Manggisari 
No. Lag.1 Lag.2 Lag.3 Lag.4 Data Sisaan 
5 0,6016 0,8929 0,5471 0,5467 0,6434 
6 0,6434 0,6016 0,8929 0,5471 0,5587 
7 0,5587 0,6434 0,6016 0,8929 0,5534 
8 0,5534 0,5587 0,6434 0,6016 0,5488 
9 0,5488 0,5534 0,5587 0,6434 0,5592 
10 0,5592 0,5488 0,5534 0,5587 0,4232 
11 0,4232 0,5592 0,5488 0,5534 0,5937 
12 0,5937 0,4232 0,5592 0,5488 0,5809 
13 0,5809 0,5936 0,4232 0,5592 0,5503 
14 0,5550 0,5809 0,5937 0,4232 0,5528 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Berdasarkan Tabel 4.18, diketahui bahwa normalisasi yang 
dilakukan pada data input yaitu lag 1,2,3, dan 4, setara dengan range 
fungsi aktivasi sigmoid biner yaitu [0,1].     
3. Pelatihan Backpropagation Hybrid ARIMA-NN Manggisari 
Banyak hidden layer yang digunakan pada penelitian ini adalah 
satu hidden layer dengan menguji coba neuron pada hidden layer 
sebanyak 2-10. Perancangan arsitektur terbaik didapatkan apabila 


















1 2 (ARIMA (1,1,1) 
FFNN (4-2-1)) 
5,6593 50 
2 3 (ARIMA (1,1,1) 
FFNN (4-3-1)) 
5,6831 28 
3 4 (ARIMA (1,1,1) 
FFNN (4-4-1)) 
5,6574 162 
4 5 (ARIMA (1,1,1) 
FFNN (4-5-1)) 
5,6522 133 
5 6 (ARIMA (1,1,1) 
FFNN (4-6-1)) 
5,6693 248 
6 7 (ARIMA (1,1,1) 
FFNN (4-7-1)) 
5,6653 275 
7 8 (ARIMA (1,1,1) 
FFNN (4-8-1)) 
5,6577 393 
8 9 (ARIMA (1,1,1) 
FFNN (4-9-1)) 
5,6439 71 
9 10 (ARIMA (1,1,1) 
FFNN (4-10-1)) 
5,6475 210 
Berdasarkan Tabel 4.19 diketahui bahwa untuk memprediksi data 
testing pelatihan menggunakan 9 neuron hidden layer, dikarenakan 
memiliki nilai RMSE training paling kecil sebesar 5,6439 dengan step 
sebesar 71. Sehingga, diperoleh arsitektur jaringan (ARIMA (1,1,1) 
FFNN (4-9-1)) yaitu input layer memiliki 4 input, 1 hidden layer 
dengan 9 neuron hidden layer, dan output layer memiliki 1 output. 
Arsitektur jaringan Hybrid ARIMA-NN terbentuk dari proses 




Gambar 4.19. Arsitektur Jaringan (ARIMA (1,1,1) FFNN (4-9-1)) 
Manggisari 
Performa dari neuron sangat dipengaruhi oleh arsitektur 
jaringannya. Pada arsitektur tersebut terdapat penghubung atau bobot. 
Bobot merupakan nilai matematis yang berawal dari masing-masing 
neuron menuju hidden layer hingga menuju output layer. Semakin 
besar bobot maka semakin penting suatu hubungan diantara neuron. 
Hasil pelatihan untuk bobot dapat diketahui pada Tabel 4.20 sampai 
4.21. 
Tabel 4.20. Bobot Akhir Hidden Layer Manggisari  
Var. V[i,] 
V[,j] 
1 2 3 4 
Bias 0 -2,0291 -0,2792 -0,9550 -0,4337 
X1 1 -0,5485 -1,3529 -1,4762 -0,8319 
X2 2 -0,2822 -1,3921 -1,2416 -1,2196 
X3 3 -3,1150 -1,3362 -0,4134 -1,1606 









Tabel 4.20. Bobot Akhir Hidden Layer Manggisari (Lanjutan) 
Var. V[i,] 
V[,j] 
5 6 7 8 9 
Bias 0 -0,6376 -1,9115 0,2672 -1,9408 1,6872 
X1 1 1,2624 0,1381 -1,3211 -2,9486 -0,8292 
X2 2 -1,2665 -1,4508 -2,0761 -2,1630 -0,5787 
X3 3 -0,3121 -0,4793 -1,3268 -1,0648 -0,0429 
X4 4 -1,4265 -1,4195 -2,3619 -1,1987 -0,7816 
 














Berdasarkan Tabel 4.20 dan 4.21, dapat diketahui bahwa output 
model Hybrid ARIMA (1,1,1) FFNN (4-9-1) secara matematis dapat 
ditulis sebagai berikut.  





































































4. Hasil Pengujian Hybrid ARIMA-NN Manggisari 
Pengujian terhadap data testing digunakan untuk mengukur 
apakah hasil peramalan dari model yang dibangun menggunakan data 
training sudah memberikan hasil terbaik dengan RMSE yang kecil. 
Hasil pengujian terhadap data testing sebanyak 1176 data, dapat 
diketahui melalui Tabel 4.22.   
 










1 2 (ARIMA (1,1,1) 
FFNN (4-2-1)) 
5,6593 3,1029 
2 3 (ARIMA (1,1,1) 
FFNN (4-3-1)) 
5,6831 3,1009 
3 4 (ARIMA (1,1,1) 
FFNN (4-4-1)) 
5,6574 3,1021 
4 5 (ARIMA (1,1,1) 
FFNN (4-5-1)) 
5,6522 3,1026 
5 6 (ARIMA (1,1,1) 
FFNN (4-6-1)) 
5,6693 3,1017 
6 7 (ARIMA (1,1,1) 
FFNN (4-7-1)) 
5,6653 3,1013 
7 8 (ARIMA (1,1,1) 
FFNN (4-8-1)) 
5,6577 3,1002 
8 9 (ARIMA (1,1,1) 
FFNN (4-9-1)) 
5,6439 3,1056 
9 10 (ARIMA (1,1,1) 
FFNN (4-10-1)) 
5,6475 3,0991 
Diketahui dari Tabel 4.22 dengan arsitektur jaringan optimal 
(ARIMA (1,1,1) FFNN (4-9-1)) didapatkan nilai RMSE testing 
sebesar 3,1057 dengan input 4, hidden layer sebanyak 1 layer dengan 
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neuron hidden layer sebanyak 9, dan output 1. Persamaan model 
Hybrid ARIMA-NN adalah sebagai berikut. 
?̂?𝑡 =  ?̂?𝑡 + ?̂?𝑡  




















   
5. Denormalisasi Data Hybrid ARIMA-NN Manggisari 
Denormalisasi data dilakukan setelah arsitektur jaringan dan 
output terbentuk, hal ini dilakukan agar bentuk data output seperti 
semula dan dapat dibandingkan dengan data asli, namun pada 
denormalisasi data ini khusus Hybrid ARIMA-NN dilakukan 
penjumlahan dari hasil model linier (?̂?𝑡) dengan model nonlinier (?̂?𝑡). 
Berikut hasil denormalisasi data dapat diketahui pada Tabel 4.23.  
 
Tabel 4.23. Denormalisasi Data Testing Hybrid ARIMA-NN 
Manggisari 









Berdasarkan Tabel 4.23, diketahui bahwa denormalisasi yang 
dilakukan pada data output dari data input lag 1,2,3, dan 4 sudah 
menghasilkan data yang mirip dengan data asli. Hasil analisis tersebut 
dapat dibandingkan dengan data asli.  
4.2.5. Pemodelan Feed Forward Neural Network (FFNN) 
Manggisari 
1. Penentuan Data Input FFNN Manggisari 
Data input yang digunakan dalam pemodelan FFNN yaitu 
menggunakan lag PACF yang signifikan. Diketahui bahwa pada 
proses stasioneritas ragam dan rata-rata, lag PACF yang signifikan 
adalah lag ke-1. Pembagian data curah hujan kedalam data training 
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dan data testing, sama dilakukan seperti pemodelan ARIMA yaitu 
dengan membagi 70% dari data curah hujan untuk data training dan 
30% untuk data testing. Namun, pada data training yang digunakan 
dikurangi 1 akibat dari lag PACF yang signifikan yaitu sebanyak 2742 
data, sedangkan data testing yang digunakan sebanyak 1176 data. 
 
2. Normalisasi Data FFNN Manggisari 
Proses normalisasi data dilakukan agar jaringan tidak mengalami 
kegagalan dalam kegiatan pelatihan atau pengujian. Selain itu, proses 
normalisasi dibutuhkan untuk memenuhi persyaratan algoritma. 
Melakukan pembelajaran menggunakan fungsi aktivasi sigmoid biner 
dengan interval [0,1] akan mempercepat proses analisis. Ringkasan 
normalisasi data dapat diketahui pada Tabel 4.24. 
 
Tabel 4.24. Normalisasi Data Training FFNN Manggisari 
No. Lag 1 PACF Curah Hujan Curah Hujan  
2 0,0000 0,0000 
3 0,0000 0,0049 
4 0,0049 0,0317 
5 0,0317 0,3838 
6 0,3838 0,5623 
7 0,5623 0,6967 
8 0,6967 0,7603 
9 0,7603 1 
10 1 0,0635 
11 0,0635 0,1857 
12 0,1857 0,3936 
13 0,3936 0,4743 
14 0,4743 0,5428 
⋮ ⋮ ⋮ 
Berdasarkan Tabel 4.24, diketahui bahwa normalisasi yang 
dilakukan pada data input yaitu lag 1, setara dengan range fungsi 
aktivasi sigmoid biner yaitu [0,1].     
3. Pelatihan Backpropagation FFNN Manggisari 
Banyak hidden layer yang digunakan pada penelitian ini adalah 
satu hidden layer dengan menguji coba neuron pada hidden layer 
sebanyak 2-10. Perancangan arsitektur terbaik didapatkan apabila 
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error kecil. Pada Tabel 4.25 dapat diketahui analisis pelatihan data 
sebagai berikut. 
 










1 2 FFNN (1-2-1)  3,1295 586 
2 3 FFNN (1-3-1) 3,4733 545 
3 4 FFNN (1-4-1) 3,5094 965 
4 5 FFNN (1-5-1) 3,1509 340 
5 6 FFNN (1-6-1) 3,1412 351 
6 7 FFNN (1-7-1) 3,1315 340 
7 8 FFNN (1-8-1) 3,1389 327 
8 9 FFNN (1-9-1) 3,1389 837 
9 10 FFNN (1-10-1) 3,1311 1,3650× 103 
Berdasarkan Tabel 4.25, diketahui bahwa untuk memprediksi 
data testing pelatihan menggunakan 2 neuron hidden layer, 
dikarenakan memiliki nilai RMSE training paling kecil sebesar 
3,1295 dengan step sebesar 586. Sehingga, diperoleh arsitektur 
jaringan FFNN (1-2-1) yaitu input layer memiliki 1 input, 1 hidden 
layer dengan 2 neuron hidden layer, dan output layer memiliki 1 
output. Arsitektur jaringan Hybrid ARIMA-NN terbentuk dari proses 
pembelajaran dapat diketahui pada Gambar 4.20. 
 
Gambar 4.20. Arsitektur Jaringan FFNN (1-2-1) 
71 
 
Performa dari neuron sangat dipengaruhi oleh arsitektur 
jaringannya. Pada arsitektur tersebut terdapat penghubung atau bobot. 
Bobot merupakan nilai matematis yang berawal dari masing-masing 
neuron menuju hidden layer hingga menuju output layer. Semakin 
besar bobot maka semakin penting suatu hubungan diantara neuron. 
Hasil pelatihan untuk bobot dapat diketahui pada Tabel 4.26 sampai 
4.27. 
 




Bias 0 0,3675 -1,0980 
X1 1 -3,9645 -34,1147 







Berdasarkan Tabel 4.26 dan 4.27 diketahui bahwa output bobot 
akhir FFNN (1-2-1) yang didapatkan dari pelatihan Algoritma 

























4. Hasil Pengujian FFNN Manggisari 
Pengujian terhadap data testing digunakan untuk mengukur 
apakah hasil peramalan dari model yang dibangun menggunakan data 
training sudah memberikan hasil terbaik dengan RMSE yang kecil. 
Hasil pengujian terhadap data testing sebanyak 1176 data, dapat 















1 2 FFNN (1-2-1)  3,1295 5,5464 
2 3 FFNN (1-3-1) 3,4733 5,3470 
3 4 FFNN (1-4-1) 3,5094 4,7497 
4 5 FFNN (1-5-1) 3,1509 5,5260 
5 6 FFNN (1-6-1) 3,1412 5,0899 
6 7 FFNN (1-7-1) 3,1315 5,0899 
7 8 FFNN (1-8-1) 3,1389 5,0356 
8 9 FFNN (1-9-1) 3,1389 4,6209 
9 10 FFNN (1-10-1) 3,1311 5,3042 
Diketahui dari Tabel 4.28 dengan arsitektur jaringan optimal 
FFNN (1-2-1) didapatkan nilai RMSE testing sebesar 5,5464 dengan 
input 1, hidden layer sebanyak 1 layer dengan neuron hidden layer 
sebanyak 2, dan output 1.  
5. Denormalisasi Data FFNN Manggisari 
Denormalisasi data dilakukan setelah arsitektur jaringan dan 
output terbentuk, hal ini dilakukan agar bentuk data output seperti 
semula dan dapat dibandingkan dengan data asli. Berikut hasil 
denormalisasi data dapat diketahui pada Tabel 4.29. 
 
Tabel 4.29. Denormalisasi Data Testing FFNN Manggisari 









Berdasarkan Tabel 4.29, diketahui bahwa denormalisasi yang 
dilakukan pada data output dari data input lag 1 sudah menghasilkan 
data yang mirip dengan data asli. Hasil analisis tersebut dapat 




4.2.6. Hasil Validasi Data Manggisari 
Hasil validasi digunakan untuk membandingkan nilai RMSE 
dari analisis yang telah dilakukan yaitu pemodelan pemodelan Hybrid 
ARIMA-NN dengan model terbaik (ARIMA (1,1,1) FFNN (4-9-1)), 
dan pemodelan FFNN dengan model terbaik FFNN (1-2-1). 
Perbandingan nilai RMSE dari analisis tersebut dapat diketahui pada 
Tabel 4.30.  
Tabel 4.30. Validasi RMSE Training dan Testing 
Metode RMSE Training RMSE Testing  
Hybrid (ARIMA 
(1,1,1) FFNN (4-9-1) 
5,6439 3,1056 
FFNN (1-2-1) 3,1295 5,5464 
Berdasarkan Tabel 4.30, dapat diketahui bahwa RMSE 
terkecil pada data testing RMSE metode Hybrid (ARIMA (1,1,1) 
FFNN (4-9-1) memiliki RMSE yang kecil.  
 
4.2.7. Hasil Validasi Data Supiturang dan Data Manggisari  
Hasil validasi data Supiturang dan data Manggisari yaitu 
membandingkan nilai RMSE dengan seluruh pemodelan. 
Perbandingan nilai RMSE tersebut dapat diketahui pada Tabel 4.31.  


























10,2815 3,4334 FFNN (1-2-1) 3,1295 5,5464 
FFNN 
(1-3-1) 
5,6139 3,4375    
Berdasarkan hasil analisis, data Supiturang memiliki model 
terbaik yaitu model ARIMA (1,1,1) dikarenakan memiliki RMSE 
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terkecil data testing dibandingkan model lain. Sedangkan pada data 
Manggisari, yang memiliki nilai RMSE terkecil pada data testing 
diperoleh metode terbaik dengan RMSE terkecil yaitu model Hybrid 
(ARIMA (1,1,1) FFNN (4-9-1)). 
Peramalan curah hujan di Kabupaten Malang dilakukan pada 
lokasi Supiturang dan Manggisari, menggunakan metode ARIMA, 
Hybrid ARIMA-NN dan FFNN. Metode tersebut digunakan untuk 
mendapatkan model terbaik dan prediksi curah hujan yang akurat. 
Metode peramalan yang baik yaitu memiliki nilai RMSE terkecil. 
Model terbaik dapat diketahui melalui perbandingan nilai RMSE data 
testing pada model ARIMA, Hybrid ARIMA-NN dan FFNN. Hasil 
validasi data testing pada Tabel 4.31 dapat diketahui bahwa 
pemodelan curah hujan di lokasi Supiturang, diperoleh hasil ARIMA 
terbaik menggunakan model ARIMA (1,1,1) dengan nilai RMSE 
testing 3,4326. Pemodelan Hybrid ARIMA-NN terbaik menggunakan 
model (ARIMA (1,1,1) FFNN (4-8-1)) dengan nilai RMSE testing 
3,4334. Pemodelan FFNN terbaik menggunakan model FFNN (1-3-1) 
dengan nilai RMSE testing 3,4375. Sedangkan pemodelan curah hujan 
di lokasi Manggisari, diperoleh hasil Hybrid ARIMA-NN terbaik 
menggunakan model (ARIMA (1,1,1) FFNN (4-9-1)) dengan nilai 
RMSE testing 3,1056. Pemodelan FFNN terbaik menggunakan model 
FFNN (1-2-1) dengan nilai RMSE testing sebesar 5,5464. Pemodelan 
curah hujan terbaik di Kabupaten Malang pada lokasi Supiturang 
didapatkan model terbaik yaitu ARIMA (1,1,1). Sedangkan pada 
lokasi Manggisari didapatkan model terbaik yaitu Hybrid (ARIMA 
(1,1,1) FFNN (4-9-1)). Plot data model terbaik pada lokasi Supiturang 
dapat diketahui sebagai berikut,  
 
Gambar 4.21. Plot ARIMA (1,1,1) Supiturang 
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Berdasarkan plot pada Gambar 4.21, diketahui bahwa plot 
data curah hujan asli berwarna hitam dan plot pemodelan curah hujan 
Plot ARIMA (1,1,1) berwarna merah. Pada perbandingan plot diatas 
dapat dilihat bahwa pemodelan curah hujan ARIMA (1,1,1) secara 
keseluruhan memberikan hasil pemodelan atau pola pergerakan yang 
mirip dan mendekati data asli lokasi Supiturang.  Sedangkan plot data 
model terbaik pada lokasi Manggisari dapat diketahui sebagai berikut 
 
Gambar 4.22. Plot Hybrid (ARIMA (1,1,1) FFNN (4-9-1))  
Manggisari 
Berdasarkan plot pada Gambar 4.22, diketahui bahwa plot 
data curah hujan asli berwarna hitam dan plot pemodelan curah hujan 
Plot Hybrid (ARIMA (1,1,1) FFNN (4-9-1)) berwarna merah. Pada 
perbandingan plot diatas dapat dilihat bahwa pemodelan curah hujan 
Hybrid (ARIMA (1,1,1) FFNN (4-9-1)) secara keseluruhan 
memberikan hasil pemodelan atau pola pergerakan yang mirip dan 






































KESIMPULAN DAN SARAN 
3.1. Kesimpulan  
Berdasarkan pada hasil penelitian, dapat diambil kesimpulan 
sebagai berikut. 
1. Pemodelan curah hujan di lokasi Supiturang, diperoleh hasil 
ARIMA terbaik menggunakan model ARIMA (1,1,1) dengan 
nilai RMSE testing 3,4326. Pemodelan Hybrid ARIMA-NN 
terbaik menggunakan model (ARIMA (1,1,1) FFNN (4-8-1)) 
dengan nilai RMSE testing 3,4334. Pemodelan Feed Forward 
Neural Network (FFNN) terbaik menggunakan model FFNN (1-
3-1) dengan nilai RMSE testing 3,4375. Sedangkan pemodelan 
curah hujan di lokasi Manggisari, diperoleh hasil Hybrid ARIMA-
NN terbaik menggunakan model (ARIMA (1,1,1) FFNN (4-9-1)) 
dengan nilai RMSE testing 3,1056. Pemodelan FFNN terbaik 
menggunakan model FFNN (1-2-1) dengan nilai RMSE testing 
sebesar 5,5464. 
2. Model ARIMA (1,1,1) merupakan model yang terbaik dalam 
memodelkan curah hujan di Supiturang, sedangkan Hybrid 
ARIMA (1,1,1) FFNN (4-9-1) merupakan model yang terbaik 
dalam memodelkan curah hujan di Manggisari. 
3.2. Saran  
Berdasarkan hasil dan kesimpulan penelitian ini, dapat 
diberikan saran sebagai berikut. 
1. Pada penelitian selanjutnya dapat dilakukan dengan menambah 
periode data yang lebih panjang atau menggunakan outlier untuk 
mengatasi sisaan yang tidak normal, sehingga hasil pemodelan 
lebih akurat.  
2. Pada penelitian selanjutnya dapat mengombinasi hidden layer 
pada NN dengan mencoba banyak hidden layer atau 
menambahkan banyaknya neuron dalam hidden layer, sehingga 
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A. Data Supiturang 
 
Lampiran 1.1. Data Curah Hujan Supiturang 
Tanggal Waktu Curah Hujan (mm) 
1 Februari 2021 00:00:57 52,53 
1 Februari 2021 00:05:57 52,53 
1 Februari 2021 00:10:29 52,53 
1 Februari 2021 00:15:34 52,53 
1 Februari 2021 00:20:28 52,53 
1 Februari 2021 00:25:29 52,53 
1 Februari 2021 00:35:57 52,53 
1 Februari 2021 00:40:29 52,53 
1 Februari 2021 00:45:28 52,53 
1 Februari 2021 00:50:28 52,53 
1 Februari 2021 00:56:36 52,53 
1 Februari 2021 01:00:58 52,53 
1 Februari 2021 01:05:28 52,53 
1 Februari 2021 01:10:31 52,53 
1 Februari 2021 01:15:28 52,53 
1 Februari 2021 01:20:28 52,53 
1 Februari 2021 01:25:30 52,53 
1 Februari 2021 01:35:58 52,53 
1 Februari 2021 01:40:29 52,53 
1 Februari 2021 01:45:28 52,53 
1 Februari 2021 01:50:28 52,53 
1 Februari 2021 01:55:30 52,53 
1 Februari 2021 02:00:28 52,53 
1 Februari 2021 02:06:28 52,53 
⋮ ⋮ ⋮ 
24 Februari 2021 02:45:29 25,7 
24 Februari 2021 02:50:30 25,7 





Lampiran 1.2. Plot Data Curah Hujan Supiturang 
 
Lampiran 1.3. Statistik Deskriptif Supiturang 
> summary(DCH$Data.Curah.Hujan) 
   Min. 1st Qu.  Median    Mean 3rd Qu.    Max.  
   0.00  0.56     13.41   30.73  31.29    197.54  
 
Lampiran 1.4. Pengujian Linieritas Supiturang 
> terasvirta.test(as.ts(DCH$Data.Curah.Hujan)) 
 
 Teraesvirta Neural Network Test 
 
data:  as.ts(DCH$Data.Curah.Hujan) 
























Lampiran 1.7. Pengujian Augmented Dickey Fuller (ADF) 
































Lampiran 1.10. Model Tentatif ARIMA (1,1,1) 
 
Lampiran 1.11. Model Tentatif ARIMA (1,1,0) 
 


















Lampiran 1.14. Asumsi White Noise Sisaan Training Model ARIMA 
(1,1,1)  
 
Lampiran 1.15. Plot White Noise Sisaan Training Model ARIMA 
(1,1,1) 
 








Lampiran 1.17. Akurasi Data Training Model ARIMA (1,1,1) 
 












Pemodelan Hybrid ARIMA-NN 
Lampiran 1.19. Pengujian Linieritas Sisaan 
 








Lampiran 1.21. Ringkasan Model Hybrid ARIMA(1,1,1) FFNN(4-8-
1) 
 





Lampiran 1.23. Bobot Input Hidden Layer 
 






Lampiran 1.25. RMSE Data Training Hybrid ARIMA(1,1,1) 
FFNN(4-8-1) 
 
Lampiran 1.26. RMSE Data Testing Hybrid ARIMA(1,1,1) FFNN(4-
8-1) 
 







Lampiran 1.28. Normalisasi Data Training FFNN 
 
⋮ 




Lampiran 1.30. Ringkasan Pelatihan Algoritma Backpropagation 
 
Lampiran 1.31. Bobot Input Hidden Layer 
 





Lampiran 1.33. RMSE Data Training FFNN (1-3-1) 
 
Lampiran 1.34. RMSE Data Testing FFNN (1-3-1) 
 










































B. Data Manggisari 
 
Lampiran 2.1. Data Curah Hujan Manggisari 
Tanggal Waktu Curah Hujan (mm) 
2 Desember 2020 10:15:29 0 
2 Desember 2020 10:31:15 0 
2 Desember 2020 10:35:35 0,56 
2 Desember 2020 10:40:25 3,63 
2 Desember 2020 10:50:59 43,87 
2 Desember 2020 10:57:33 64,26 
2 Desember 2020 11:01:23 79,63 
2 Desember 2020 11:08:15 86,89 
2 Desember 2020 11:11:04 114,28 
2 Desember 2020 11:15:29 7,26 
2 Desember 2020 11:20:49 21,23 
2 Desember 2020 11:27:29 44,98 
2 Desember 2020 11:31:08 54,2 
2 Desember 2020 11:35:32 62,03 
2 Desember 2020 11:40:27 62,03 
2 Desember 2020 11:45:27 62,59 
2 Desember 2020 11:50:28 62,59 
2 Desember 2020 11:55:27 63,14 
2 Desember 2020 12:00:27 63,14 
2 Desember 2020 12:05:29 63,14 
2 Desember 2020 12:10:29 63,14 
2 Desember 2020 12:15:30 63,14 
2 Desember 2020 12:20:28 63,14 
2 Desember 2020 12:25:26 63,14 
⋮ ⋮ ⋮ 
16 Desember 2021 23:45:28 0 
16 Desember 2021 23:50:24 0 






Lampiran 2.2. Plot Data Curah Hujan Manggisari 
 
Lampiran 2.3. Statistik Deskriptif Manggisari 
> summary(DCH1$Curah.Hujan) 
   Min. 1st Qu.  Median    Mean 3rd Qu.    Max.  
   0.00    0.00    6.15   19.94   32.13  114.28  
 
 
Lampiran 2.4. Pengujian Linieritas Manggisari 
> terasvirta.test(as.ts(DCH1$Curah.Hujan)) 
 
 Teraesvirta Neural Network Test 
 
data:  as.ts(DCH1$Curah.Hujan) 
















Lampiran 2.6. Plot ACF dan PACF Sesudah Stasioner 
 


























Lampiran 2.11. Model Tentatif ARIMA (1,1,0) 
 






























Lampiran 2.15. Plot White Noise Sisaan Training Model ARIMA 
(1,1,1) 
 












Pemodelan Hybrid ARIMA-NN 
Lampiran 2.17. Pengujian Linieritas Sisaan 
 







Lampiran 2.19. Ringkasan Model Hybrid ARIMA(1,1,1) FFNN(4-9-
1) 
 
Lampiran 2.20. Ringkasan Pelatihan Algoritma Backpropagation 















Lampiran 2.22. Bobot Input Output Layer Hybrid ARIMA(1,1,1) 
FFNN(4-9-1) 
 
Lampiran 2.23. RMSE Data Training Hybrid ARIMA (1,1,1) FFNN 
(4-9-1) 
 



































Lampiran 2.27. Ringkasan Model FFNN (1-2-1) 
 
Lampiran 2.28. Ringkasan Pelatihan Algoritma Backpropagation 
FFNN (1-2-1) 
 





Lampiran 2.30. Bobot Input Output Layer FFNN (1-2-1) 
 
Lampiran 2.31. RMSE Data Training FFNN (1-2-1) 
 
Lampiran 2.32. RMSE Data Testing FFNN (1-2-1) 
 







Lampiran 2.34. Syntax Software R 
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