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Chapter 1
Introduction
“(...) All collected data had come to a final end. Nothing was left to be
collected. But all collected data had yet to be completely correlated and
put together in all possible relationships. A timeless interval was spent in
doing that. And it came to pass that AC learned how to reverse the
direction of entropy. But there was now no man to whom AC might give
the answer of the last question. No matter. The answer – by
demonstration – would take care of that, too. For another timeless
interval, AC thought how best to do this. Carefully, AC organized the
program. The consciousness of AC encompassed all of what had once
been a Universe and brooded over what was now Chaos. Step by step, it
must be done.
And AC said, "LET THERE BE LIGHT!"
And there was light—”
Isaac Asimov, The last question
1.1 Why STEM-EELS?
Microscopy has evolved from the rudimentary optical instruments of the 17th
century to a multidisciplinary science that connects many different technological
branches and knowledge fields. Seemingly disparate applications of life and mate-
rial sciences are now related by similar imaging and spectroscopic characterization
solutions. Electron microscopy is an example of this advance and diversification
process, offering both imaging and spectroscopic techniques capable of exploring
materials at the nanometer level and beyond.
The invention of electron microscopy took place at the beginning of the 20th
century. As the understanding of the physical laws was quickly increasing, new
3
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Fig. 1.1 Results of a double-slit-experiment performed by Dr. Tanamura showing the
build-up of an interference pattern of single electrons. Numbers of electrons are 200 (a),
6000 (b), 40000 (c), 140000 (d). Adapted from Ref. 3.
possible experiments and techniques appeared. Before that, only optical instru-
ments existed, with their spatial resolution constrained by the wavelength of
visible light. Then, in 1925, in order to fix inconsistencies in the emerging field of
quantum physics, Louis de Broglie theorized that the electron could sometimes
behave as a wave, and sometimes as a particle. The wave-particle duality theory
was confirmed by experiments as soon as two years later. The first magnetic
lenses were devised by Busch that same year1. This event opened the gates for
the construction of the first electron microscope, culminated in 1932 with the
instrument of Knoll and Ruska2. Only 7 years had passed since it was first re-
alized that fast electrons have a wavelength in the order of the picometer and
interact strongly with matter, and they were starting to be used for imaging and
spectroscopic purposes.
Richard Feynman, at his famous lectures4, thought of a time when electron
microscopy would be able to directly resolve crystalline structures and chem-
ical compounds at the atomic level. At that time (1970s), electron optics in
transmission electron microscopy (TEM) suffered from incorrigible aberrations.
The unleashing of electron resolution then seemed a hopeless case, aberrations
arresting the dawn of this new era.
Nowadays, thanks to the generalization of aberration correction, modern
TEMs feature powerful electron optics that produce probes with sizes below the
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nanometer. Additionally, modern instruments are versatile tools that allow for
many different possibilities of operation. There are different modes for electron
optics to be configured, e.g. the scanning TEM (STEM) mode to raster a very
small probe along given areas in order to form a pixel-by-pixel map. There are
also many complementary characterization techniques that can be performed us-
ing specific detectors attached to the TEM column. One of these techniques,
and the raison d’être of the present work, is electron energy loss spectroscopy
(EELS).
Although it is presented as a TEM-related technique, EELS can be viewed
as a fundamental spectroscopic technique. It is based on a rather simple experi-
ment. EELS measures the energy lost by a beam of electrons upon transmission
through a thin film sample. The recorded spectrum, an energy-loss distribution,
is characteristic of the chemical and electronic properties of the material probed
by the electron beam. In this way, EELS represents a valuable source of informa-
tion capable of retrieving many material properties, most of them inaccessible to
other TEMmethods, and within the small volumes defined by the electron-matter
interaction.
The resolution limits of electron spectroscopy techniques in the TEM have
also been greatly improved in the recent past. We owe this improvement to the
generalization of electron beam monochromation. Modern systems feature energy
resolutions well below the electron-volt range. Interesting material properties,
e.g. related to the material valence band structure, can be measured directly
in spectra acquired at great spatial resolution. In the last few years, extremely
powerful STEM-EELS instruments have appeared, capable of measuring spectra
at the atomic level, with an energy resolution in the meV range. In future years
the power of the TEM to resolve even smaller structures will further increase,
hopefully beyond our imagination. Ground breaking applications in the field of
solid-state physics and and optics have already been devised for these ultimate
resolution experiments.
1.1.1 Scope of this thesis
In this work, we examine structures of interest in the semiconductor materials
field that demand characterization solutions at the higher resolution available.
The examined semiconductor materials are based on silicon or III-V nitrides,
among the more important of their kind for industrial applications. The analyzed
samples contain structures, from thin deposited layers to quantum well and dot
structures, in the nanometer size range. Our tool of choice, the aberration-
corrected and beam-monochromated STEM, gives us the opportunity to push the
resolution barrier close to the atomic level. Our aim is to explore the analytical
capabilities of the EELS technique in these interesting materials and using the
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most advanced tools.
The following sections in this chapter give an overview of the theoretical
foundations of the EELS technique. The low-loss part of the EEL spectrum will
be our main analysis tool, so a special focus is put on its main features; the link of
the spectral features with theoretical properties of materials and the limitations
of the technique. A following chapter describes the analytical and theoretical
Methods that are used to treat the experimental data and to simulate spectral
shapes. Indeed, this thesis includes results from both analytical and theoretical
work. The simulation results are first presented in the third chapter, and after
that, several more chapters deal with different analytical works. These chapters
serve to introduce the more specific techniques that have been developed for
the preparation of this research work. These results are aimed at the better
understanding of the EELS spectrum, overcoming some of the limitations of the
technique and revealing some interesting properties of the examined materials
and structures.
1.2 Fundamentals of EELS
The following sections introduce the EELS technique as performed in modern
STEM instruments. First, some general concepts regarding TEM and related
spectroscopies are reviewed. Then, the scattering processes that occur in the
interaction of the electron beam with the sample are introduced. Finally, some
physical limitations to the EELS spatial and energy resolution are explained.
1.2.1 Electron imaging and spectroscopy
All electron microscopes, for imaging and/or spectroscopic purposes, use an ac-
celerated electron beam as an illumination source. In any TEM system, the
electron beam is focused onto a thin film sample through which it is transmitted.
The resulting exit-wave distribution is projected into a viewing screen or charge-
coupled device (CCD) detector. The EELS experiment consists in measuring the
energy-loss distribution of the electrons in this exit-wave (or outgoing beam).
The accelerating voltages typically used in TEM systems determine the initial
electron speed, v, or in other words its initial kinetic energy, E0. Any energy
spread in the beam is disregarded in the following description. In other words,
we assume that the incident electrons have nearly equal E0 before interacting
with the thin film sample. In general applications, these energies are fairly large,
typically between tens of keV and a few MeV. Hence, relativistic kinematics have
to be used in order to calculate accurately the electron speeds, e.g using the
following formula,
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v2
c2
= E0(E0 + 2m0c
2)
(E0 +m0c2)2
(1.1)
where m0 is the electron rest mass, given by m0c2 ∼ 511 keV. To grasp the
magnitude of the involved speeds, consider that electrons accelerated at E0 in the
range of 80− 300 keV travel at v between 0.50− 0.78 c. In a typical experiment,
the great kinetic energy of the electrons means that they travel so fast that
even at the highest intensities used in the microscope only one electron is being
transmitted through the sample at a given time.
More importantly, these speeds are also huge when compared to the mean
orbital speed of atomic or molecular electrons in their shells. For instance, in
the Bohr model, the mean v/c value for the first circular orbit is given by the
fine structure constant, α(α−1 ∼ 137), well below the speed of a typical TEM
electron beam. In solids, another measure of the electron mean orbital speed,
the Fermi velocity, is also typically below the electron beam speed. This feature
of the beam has allowed theoretical physicists to treat the interaction of the fast
electrons with matter in terms of perturbation theory5, as explained ahead in
this text.
The ability to curve, focus and shape an electron beam is determined by the
electron-optics (see Fig. 1.2), composed of round magnetic lenses, interchangeable
apertures, and sometimes other elements. Modern TEM configurations mostly
comprise common, similar elements. The illumination system is composed of an
electron gun and condenser lens(es). In conventional TEM, the electron beam is
focused onto the sample to achieve near-parallel illumination. When in STEM
mode, the illumination system forms the smallest possible electron probe onto the
sample. The image forming system is composed of the objective, intermediate and
Fig. 1.2 Electron beam fo-
cusing ability through the
magnetic field created by a
magnetic lens, represented
here in a schematic way.
Adapted from Ref. 4.
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projective lenses. Images or diffraction patterns are formed with the objective
lens, closest to the sample, and selected by the intermediate lens(es). Finally,
magnification is chosen by means of the projective lens.
The study of the energy-loss distribution of the outgoing electrons is equiva-
lent to the study of the distribution of speeds. One way of measuring the velocity
distribution in practice is by using a homogeneous magnetic field6, in a device
called a magnetic prism spectrometer, depicted schematically in Fig. 1.3. The
effect of the magnetic field in this device is to bend the electron beam to a circu-
lar trajectory. Electrons traveling at different speeds will have a different radius,
that is also a function of the strength of the magnetic field. A dispersion of
these trajectories is observed when electrons travel at different speeds in a beam.
This dispersion is what allows us to measure the energy loss. We will not go
into more detail about the design of such devices, which is very complex. For
instance, magnification of the dispersion plane is achieved by additional electron
optics, specifically designed to obtain the correct focusing properties. See Ref. 7
and references within for a detailed account on the design of magnetic prisms for
EELS applications.
Different spectrometer models exist for different applications. A popular one
is the parallel recording spectrometer8, preferred for producing single spectra.
Another typical configuration, the image filter9, is preferred for energy-filtered
TEM (EFTEM) imaging applications. Most modern TEMs, that also have the
capability to operate in STEM mode, are equipped with some model of Gatan
imaging filter (GIF). This is a family of post-column image filters that double as
Fig. 1.3 Operation principle of the
EELS spectrometer: electrons follow cir-
cular trajectories in a magnetic field, with
a radius that depends on their speed. The
field is generated in a magnetic prism.
Two different speeds are depicted here,
solid and dashed lines, the solid one being
faster and, thus, having a bigger radius.
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a parallel recording spectrometer.
The configuration of the elements in the microscope is of major relevance for
any EELS experiment performed in a STEM system. For the sake of simplicity, it
is useful to describe very schematically this configuration, as depicted in Fig. 1.4.
In a STEM experiment the illumination system of the microscope is in charge of
producing a very small probe, as already mentioned. We need to consider the size
of this probe, or spot size, and the angular spread of the incident beam, α, the
convergence angle. For most applications we choose spot sizes in the order of the
nm or less, and convergence angles of a few mrad. Once the beam is transmitted
through the sample and projected by the post-specimen lenses, only a fraction
enters the EELS spectrometer. A collection angle is then defined, considering the
angular aperture and camera length of the projector/spectrometer system.
As a first approach to theoretical resolution, the diffraction-limited resolution
of any imaging system can be approximated using the Rayleigh criterion10. In
this approach, the radius of the Airy disc formed by an incoherent source is
related to the wavelength of the radiation and the angle-limiting aperture of the
system. Some values of the Airy disc radius as a function of collection angle
and electron wavelength are included in Fig. 1.5. This figure also shows the
inverse dependence of the electron wavelength with the voltage being used in the
microscope. Although this criterion alone should not be used to calculate the
resolution of a real system (see section 1.2.5), it illustrates an important point
in electron microscopy: higher voltages are desirable when possible, as they will
Fig. 1.4 The schematic de-
scription of the EELS experi-
ment attending only to the con-
vergence and collection (semi)
angles. The convergence angle,
α, is depicted at the top of the
image. The collection angle, β,
appears below, limited by the
aperture of the detector. The
finite size of the beam over the
sample is also qualitatively in-
dicated using two white lines.
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Fig. 1.5 In black lines, Airy
disc radius, rs, for a series of
apertures, β, and electron wave-
lengths, Λ. The Airy disc ra-
dius, rs = 1.22Λβ−1, gives the
diffraction-limited resolution in
the Rayleigh criterion. A red
line is used to depict the depen-
dence of the electron wavelength
with energy.
give higher resolutions. However, the caveat is that the the processes of electron
scattering and diffraction as well as beam induced damage (the interaction of
the electrons with the sample) are also affected by the energy of the impinging
electrons. In fact, much effort is spent through this text addressing some of these
relationships. Modern instruments are capable of revealing detail well below the
nanometer range, thanks to the generalization of aberration correction (more in
Sec. 1.2.5).
Following the given definitions for the STEM-EELS experiments, we see that
the object of study here is the momentum distribution of the electron exit-wave
from a small probe-volume. Actually, this is just one of the characteristic radia-
tions that can be studied when the high energy electrons are transmitted through
a sample. A variety of interaction processes involve the emission of photons and
electrons which can be detected and analyzed. For instance, an example of a
technique exploiting photon radiation in the TEM in the form of X-ray emission
is energy dispersive spectroscopy (EDS). The process behind X-ray emission is
the relaxation of atomic core electrons that have been excited by a fast electron
from the beam. The atomic species in the sample are identified by a characteristic
EDS energy.
It turns out that a mode analogous to EDS exists in the EELS technique.
EELS measures the energy lost by the transmitted electrons when they interact
inelastically with the sample. Among these electrons, those that excited core
levels of atoms in a process analogous to XES may be measured. However, there
is a vast array of other possible interactions of electrons with material media.
Moreover, experimental spectra are constituted by mixed signals related to some
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of these possible interactions. This fact increases perhaps the complexity of
the analysis of EELS data, when the different contributions to our experimental
spectra have to be identified. It is thus necessary to start a classification of the
different processes that affect the fast electron interaction with a specimen, and
may be behind an energy-loss spectrum.
Before that, the acquisition modes in each experiment present additional dif-
ferences that need to be addressed. In some experiments, multiple spectra are
acquired successively to characterize spatial variations in the sample. In this ac-
quisition modes, equally spaced spectra are collected along a line or inside an area
as the STEM probe rasters the specimen. Such hyperspectral acquisition modes
have some analytical advantages, as they allow to monitor changes in localized
regions of the sample. In EELS jargon, these modes are typically called spec-
trum lines or spectrum images (SL or SI), for the 1- or 2-dimensional acquisitions,
respectively.
1.2.2 Electron scattering
In a scattering process, a form of radiation is deviated from its initial trajectory
due to the interaction with a medium through which it passes. There is a close
relationship between the fast development of quantum theory and beam scatter-
ing experiments. A well known example is the devising of the first atomic model
by Rutherford, after a series of α particle scattering experiments by Geiger and
Marsden11. Similarly, in EELS one studies the scattering of fast electrons by
material media. More precisely, these fast electrons change their momentum and
kinetic energy upon interaction with the constituents of the sample.
A first general classification of the electron interaction processes can be made
attending solely to the existence of an energy exchange. In this energy-wise sense,
classification of scattering involves the distinction between elastic and inelastic
processes. It is said that pure elastic processes are those that involve no energy
change whatsoever for the scattered particle. In turn, an inelastic process involves
some energy exchange between the scattered particle and the medium. This
energy exchange is governed by the usual laws for the conservation of energy
and momentum. In electron spectroscopy some interaction processes, involve an
energy exchange so small that it is negligible. These processes are also termed
elastic scattering, as there is practically no measured energy-loss. In order to
better understand this subject it is useful to introduce some concepts about the
kinematics of scattering processes.
Kinematics of scattering
In this section, the relativistic kinematics of the scattering process are reviewed
taking only into account the projectile, a fast electron. The description takes
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into account the initial and final state of this particle. Let us start with the
initial momentum and total energy of the incident electron, which are set from
the beginning of the experiment. If we call the initial momentum p,
p = γm0v = k0~ (1.2)
where v is the electron initial velocity and m0 its rest mass. Notice that the
right-hand term of this equation expresses the initial momentum in units of ~, as
a wave-vector, k0. This notation will be useful later on, in the quantization of
the electromagnetic field. The Lorentz factor present in this equation, γ, is also
equivalent to the total energy of the incident electron expressed in units of the
electron rest energy m0c2. This value of the total energy can also be obtained
from the relativistic speed of the electron as,
γ =
√
1− (v/c)2 (1.3)
Another way of defining the electron total energy is in natural units for energy,
e.g. eV, using its kinetic energy E0, set by the accelerating voltage. If we call
this total energy, W0, then it is defined as,
W0 = γm0c2 = E0 +m0c2 (1.4)
Total electron energy after interaction is obtained through conservation of
energyW1 = W0−E. Since E is the energy loss which is measured in EELS, this
quantity is typically known. Electron momentum after interaction k1, is defined
through conservation of momentum, see Fig. 1.6. This conservation law requires
the introduction of a momentum transfer, q. It turns out that momentum transfer
is unknown, but we can use conservation of energy to express k1, the modulus of
the final momentum, as a function of the known variables,
k21 = k20 − 2γm0E/~2 + E2/(~c)2 (1.5)
Both conservation laws for energy and momentum can be used together to
obtain an expression for the magnitude of the momentum transfer as a function
of energy loss and scattering angle, i.e. q = q(θ, E). The scattering angle, θ,
is the angle through which the electron is deflected. This relationship for the
momentum transfer is rather long and cumbersome7, and will not be reproduced
here. Nevertheless, we will give some definitions that stem from that equation,
in a small scattering angle approximation. The first one concerns the minimum
attainable momentum transfer, q(θ = 0, E) = qmin(E) ≈ k0θE . Where,
θE =
E
γm0v2
(1.6)
1.2. Fundamentals of EELS 13
Fig. 1.6 Vector diagram for the
conservation of momentum, as
given in the text, q = k1 − k0.
The dashed circle defines different
values of q and θ for a given k1,
see Eq. (1.5). For small θ, RP ∼
SP ∼ k0θE and RQ ∼ k1θ ∼ k0θ,
leading to the approximate solu-
tion in Eq. (1.7).The original dia-
gram is included in Ref. 7.
θE is called the characteristic scattering angle, which becomes relevant in the
description of inelastic scattering at low angles (see Sec. 1.2.3 and beyond). In
fact, this definition allows to find a shorter expression for the momentum transfer
in the case E  E0,
q2 = qmin + 4k0k1 sin2(θ/2) ≈ k20(θ2 + θ2E) (1.7)
The right-hand side approximation holds for scattering angles much smaller
than 1 rad. In other words, for θ  1 rad, the momentum transfer can be
approximated using the quadratic sum of the characteristic and actual scattering
angle, in units of the initial momentum. This approximation generally holds and
is used since the convergence and collection angles in STEM experiments are in
the order of 10 mrad.
Elastic scattering processes
In a purely elastic scattering event k0 = k1 and E = 0; the incident and final
momenta have the same magnitude and there is no energy loss. By solving
Eq. (1.7) with these conditions, momentum transfer is shown to be a function
solely of the scattering angle and the incident momentum,
q = 2k0sin(θ/2) (1.8)
In a transmission experiment, some of the electrons in the beam do not in-
teract with the specimen in any way. By this definition, a fraction of the total
outgoing intensity is termed direct beam. Since in TEM analysis the sample is
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typically very thin, it is usually among the more intense parts of the total sig-
nal. These electrons travel with the same velocity as the incident beam, they have
emerged from the sample literally unscathed. These exit trajectories are expected
inside a cone centered around the optical axis, with a diameter determined by the
incidence angle. As introduced above, in a STEM set-up the maximum incidence
angle is given by the probe convergence angle, α. As a consequence, in the back
focal plane, the direct beam is a central spot with a diameter proportional to 2α,
as seen in convergent beam electron diffraction (CBED)10.
A fraction of the electrons interact with the electrostatic field of the atomic
nuclei in the sample. To the negatively-charged fast electron this field is attrac-
tive, because it is generated by the positive nucleus and the partial screening of
the atomic electrons. This interaction is termed elastic scattering because of the
huge difference between the mass of the atomic nucleus and the fast electron.
Hence, the trajectory of this fast electron is deflected with a negligible associated
energy-loss, by a scattering angle close to the above defined θ. This insignif-
icant energy-loss is equal to the recoil energy associated with the momentum
transfer of the fast electron to the atomic nucleus mass. Typical recoil energies
in TEM experiments are < 0.1 eV7, not even measurable for the typical EELS
spectrometers.
In scattering experiments it is instructive to define the probability of scatter-
ing per unit solid angle, Ω, called the differential cross section (DCS). Using our
definition of momentum transfer and taking the Fourier transform of the atomic
potential, V (r), to be proportional to an elastic form factor, F (q), the elastic
DCS for a single atomic species takes the following general form:
dσ
dΩ =
4γ2
a20q
4 |F (q)|
2 (1.9)
Here a0 is the first Bohr radius. Within some general approximations and
including a model for screening, analytical formulas for the elastic scattering
DCS can be obtained. A notable method is the semi-classical Lenz model, that
incorporates screening through the Wentzel-Yukawa potential,
dσ
dΩ =
4γ2
a20
(
Z
q2 + r−20
)2
∼ 4γ
2Z2
a20k
4
0
1
(θ2 + θ20)2
(1.10)
where Z is the atomic number, r0 is the potential screening radius and
θ0 is a characteristic angle of elastic scattering such that θ0 = (k0r0)−1 (see
Fig. 1.6). Additionally, this model gives an estimate of the screening radius, as
r0 = a0Z−1/3. This relatively simple model provides an estimate of the atomic
DCS. More refined methods for the calculation of atomic DCS exist, such as
full-relativistic Mott cross sections.
1.2. Fundamentals of EELS 15
The single-atom elastic DCS are only useful for gases and amorphous mate-
rials; the theory needs to be extended to the case of crystalline specimens. In a
crystalline material atoms are regularly arranged forming a lattice and the elec-
tron wave scattered from each atom in the lattice interferes with itself. In this
case, atomic electron scattering is modulated by a structure factor, F (θ), again re-
lated with the Fourier transform of the lattice. Without further detail, the direct
consequence of this formulation is the well known Bragg equation for the reflec-
tion maxima12. This equation states that for an incident electron wavelength Λ,
a family of atomic planes with spacing d modulates the atomic scattering with a
maximum at the characteristic Bragg angle θB :
Λ = 2d sin θB (1.11)
In a diffraction pattern, this means that bright spots appear where Bragg
conditions are fulfilled, surrounding the direct beam. An alternative point of
view is that these spots are the constructive interference of the exit electron
waves.
This formulation is at the basis of the formation of diffraction patterns and
images in TEM, but is of no less importance for EELS. This is because, in prac-
tice, the most common configuration for the acquisition of spatially resolved
energy-loss spectra from crystalline specimens places the aperture of the detector
over the central spot of the diffraction pattern (see β in Fig. 1.4). Of course,
this central spot is composed of the direct beam and elastically and inelastically
scattered electrons. In fact, a small collection angle configuration is preferred
since most inelastic scattering is contained in a narrow cone surrounding the op-
tical axis. As long as a small angle configuration is set-up, the intensity from
this central spot dominates for a crystalline sample (see 2θB in Eq. (1.11)). In
other words, most of the Bragg scattered electrons are left outside the energy-loss
spectra. Conversely, atomic elastic scattering is axially symmetric and dominant
for amorphous materials. The intensity entering the detector is much reduced
in relation to the total elastic scattering intensity (see 2θ0 in Eq. (1.10)). The
importance of this fact will become apparent in the following section.
The zero-loss peak
In general, all electrons which have undergone elastic scattering processes, or
no scattering at all, once collected in the spectrometer, are focused to the same
point. This is translated into an intense peak in the energy-loss spectrum at
E = 0, the zero-loss peak (ZLP).
Figure 1.7 portraits an idealized EELS spectrum, containing the ZLP and
other peaks, such as the plasmon excitation peak and a core-loss edge. The
study of these features, associated to inelastic scattering, is the aim of any EELS
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Fig. 1.7 Idealization of a typical energy-loss spectrum, showing the zero-loss peak
(ZLP) and low- and core-loss regions. The ZLP is always located at 0 eV, because it
is associated with elastic scattering processes. The low- and core-loss regions contain
inelastically scattered electrons.
experiment. Typically, EELS acquisition is difficult by the large intensity differ-
ences between the peaks. For thin-film analysis, the ZLP is almost always the
most intense feature of an EELS spectrum. Depending on the energy dispersion
of the beam, it will extend its tail into the low-loss region, beyond several eV.
This poses a threat to the analysis of the inelastic signal at low energies. Apart
from this fact, the ZLP is important because it can provide with an estimate of
the sample thickness, as shown in Sec. 1.2.4.
1.2.3 Low-loss and core-loss
So far, elastic processes have been described, in which the interaction of the fast
electron with the atoms in the specimen is mainly defined by the screened field of
the atomic nucleus. In this picture, there is a large mass difference between the
projectile and the target. Because of this difference, most elastic scattering at
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small angles does not present an appreciable energy-loss. In inelastic processes
this picture no longer holds because a given fast electron also interacts with
atomic electrons; thus, the mass difference is small. This fact has two interesting
consequences. First, the energy loss in this processes is not negligible; on the
contrary, it can be in the order of a few keV . Second, the process of inelastic
scattering is characteristic of the electronic configuration. However, it is necessary
to develop a theoretical framework to conceptualize and take advantage of this
fact.
Equivalent electron energy-loss processes have two radically different out-
comes depending on the nature of the atomic electrons involved in it. According
to this, two major regions may be distinguished in almost every energy-loss spec-
trum from a material medium: the low- and the core-loss region. The low-loss
region is defined as the energy-loss range in which we expect to find those elec-
trons that have interacted with the outermost electronic shells of a material. This
energy region starts at zero energy-loss and goes up to several tens of eV, depend-
ing on the material. Conversely, the electrons above this energy-loss range have
interacted with the innermost shells.
The difference in energy-loss ranges can be explained by a simple single-atom
model. Outermost shells are relatively loosely bound to the atomic nucleus.
They may absorb a small amount of energy and jump to an excited state. These
energies are typically below some tens of eV. Conversely, innermost shells are
more tightly bound to the atomic nucleus by a strong Coulomb field. Hence,
these electronic states lie in orbitals closer to the nucleus and it may take a
large amount of energy to excite one of them to an unoccupied orbital. These
energies range from a few to thousands of eV. To improve the description of the
fast electron interaction with the atom, let us take a closer look at the quantum-
mechanical implications of this model.
Bethe theory
In the single-atom view, the quantum mechanical problem of electronic scattering
is approached using perturbation theory. This is just natural considering that
the field of the incident electron is much smaller than the field of the target atom.
For electrons with energies ∼ 10 keV and above, their velocity is large compared
with the mean orbital velocity of the atomic electrons (see Sec. 1.2.1). Thus,
they represent a sudden and small perturbation, and may be treated within
the first order Born approximation framework. Additionally, we will consider
the E  E0 case, that allows to use a plane-wave description for the incident
and exit wave. Under this assumptions, Bethe developed a quantum-mechanical
theory of inelastic scattering5,13. As in the elastic scattering case, the magnitude
of interest is the differential cross section (DCS), the probability of an electron
being inelastically scattered per unit solid angle. The first Born approximation
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for a transition from an initial state ψ0 to a final state ψn reads,
dσn
dΩ =
( m0
2pi~2
)2 k1
k0
∣∣∣∣∫ V (r)ψ0ψ∗neiq·rdτ ∣∣∣∣2 (1.12)
This relationship gives the inelastic DCS, but models are still needed for the
atomic wave-functions and the interaction potential (energy), −V (r), for a fast
electron at coordinate r. For high projectile energies, a full relativistic description
of the interaction potential, including retardation effects is required7,14. This
description is simplified for incident electrons with an energy below ∼ 300 keV,
and the potential is written as,
V (r) = Ze
2
4pi0r
− 14pi0
Z∑
j=1
e2
|r− rj | (1.13)
Where the first term is the Coulomb attraction by the nucleus and the second
one is the repulsion by each atomic electron. When evaluating the integral in
Eq. (1.12) using this V (r), the nuclear term adds to zero, because of the orthogo-
nality of the wave-functions (also, nuclear positions are considered fixed). Thus,
only the electronic terms matter for the inelastic DCS, reflecting its origin from
electron-electron events. By rearranging these elements we have,
dσn
dΩ =
(
2γ
a0q2
)2
k1
k0
〈ψn|
∑
j
eiq·rj |ψ0〉2 ≡
(
2γ
q
)2
k1
k0
R
En
fn(q) (1.14)
Where fn(q) is the generalized oscillator strength (GOS) of the target atom for
the transition with an associated energy change En. Notice that R is the Rydberg
energy, R = 13.6 eV. Notice also that the GOS depends on a momentum matrix
element, here presented in bra-ket notation, that contains the electronic state
wave-functions. This formulation can be generalized to ionization transitions to
a continuum of states, to explore the angular and energy dependence of inelastic
scattering,
d2σ
dΩdE =
(
2γ
q
)2
k1
k0
R
En
df
dE
(q, E) (1.15)
The angular dependence of this equation in the small angle limit can be
examined by using the approximate kinematic relationship, Eq. (1.7). Notice
also that the k1/k0 factor tends to 1 as the momentum transfer is small. This
approximation yields a Lorentzian dependence for inelastic scattering, with a
characteristic scattering angle, θE ,
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d2σ
dΩdE ≈
(
2γ
k0
)2
R
E
(
1
θ2 + θ2E
)
df
dE
(q, E) (1.16)
The meaning of θE is of a half-width at half maximum (HWHM) of the
distribution of scattering, which is more intense at small angles. The range of
application for this approximation is also called dipole region. In this region of
small scattering angle and relatively low energy loss the GOS is equivalent to a
dipole oscillator strength; f(q, E) → f(0, E). This function is related with the
optical absorption of an atom, i.e. its response to incident photons.
Bethe theory generally expresses the DCS as a product of two factors. One
is related with the kinematics of the incident particle only. The other one is
related with the quantum-mechanical description of the target atom only. This
term is the GOS, which in Eq. (1.14) is explicitly shown to isolate the transition
matrix element, also known as dynamic structure factor. This formalism can be
generalized for material media, restricting the movement of the fast electron to
a single axis. Then, the double-differential cross section (per atom) is related to
the stopping power of the medium,
dE
dx
=
∫ ∫
naE
d2σ
dΩdE dΩdE (1.17)
where na is the number of atoms per unit volume of the medium, and x is
an arbitrary axis. The importance of this equation and the concept of stopping
power becomes apparent in the following sections, where the dielectric model is
presented. In this sense, a model of the GOS will not be useful for the study
of the features in low-loss EELS, but it is at the core of the analysis of the
features at higher energies. In order to obtain a model of the GOS, an electronic
Fig. 1.8 Experimental
energy-loss spectrum from
a La1/2Sn1/2MnO3 crystal,
showing the O-K and Mn-L2,3
core-loss edges. The edges
have been striped from their
background intensity using a
model fit. The DCS used for
quantification in the commercial
software DigitalMicrograph
are also portrayed, in red
lines. They are obtained
from a Hartree-Slater atomic
calculation7.
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structure model is needed. Simple models can be calculated for this purpose,
such as the Hydrogenic model. In this model, the Schrödinger equation is solved
using an effective nuclear charge and only one atomic electron. More complex
models include self-consistent field calculations, such as, for example, Hartree-
Slater calculations (see Fig. 1.8). Again, these equations are derived from a
single-atom view and apply directly only to isolated atom situations, like low-
density gases.
Material media
Bethe theory constitutes the starting point for the analysis of core-shell exci-
tations in material media, both crystalline and amorphous. This is so because
the wavefunctions of the inner shells in the solid state material can be approxi-
mated by the single-atom ones. Nevertheless, in material media many atoms are
present, producing a multiplicity of electronic energies that are represented, in
solid state physics, by a continuous density of states (DOS). For a visual example,
see Fig. 1.9.
Generally, it is the initial state of a tightly bound atomic electron involved
in an inelastic scattering event that describes a core-loss process. The initial
state gives its name to the characteristic energy-loss distribution: the core-loss
edge (e.g. Carbon Ka edge). For different media composed of the same atomic
species, but in a different structure or with a different stoichiometry, similar
core-loss edges are expected. Yet, fine-structure modifications due to the solid
state properties of the material media are also expected: this is the so-called
energy-loss near edge structure (ELNES).
In the solid-state interpretation, the Fermi golden rule states that a DOS
weights the transition matrix. This DOS is determined by the transition initial
core level and final state (joint DOS). These states are in turn given by the local
band structure at the excited atom site (local DOS). Of course, only transitions to
unocuppied states above the Fermi level are permitted. Additionally, the strength
of the transition is related to the dipole selection rule. When these considerations
are examined in detail, it becomes clear that the characteristic ELNES modula-
tions are related to local bonding effects, both chemical and structural properties
of the material. Further effects are also to be expected in solid-state physics,
like the core-hole effect or non-dipole effects, or the extended energy-loss fine
structure (EXELFS) from multiple scattering.
Nevertheless, quantification based on atomic core-shell modeling is a most
powerful EELS tool and analysis of the ELNES is also routinely performed. Ab
initio calculations of the ELNES are also available, e.g. via density functional
theory (DFT) software that is capable of obtaining the detailed band structure
of many systems.
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Fig. 1.9 Representation of transitions in the solid state combining two equivalent
views: energy level (right side) and DOS (left side). Inner-shell (core-loss) and outer-
shell (low-loss) transitions are presented. The starting core state, ΨC , typically lies in
an inner shell, similar to the single-atom ones. Meanwhile, the starting valence state,
ΨV , lies closer to the Fermi energy, in a broad energy band. Finally, both are promoted
to an unoccupied state, just above the Fermi energy EF , or to vacuum, above EV ac.
In turn, outer shells contain weakly bound electrons that participate actively
in the chemical bond of material media. In solid-state physics, these levels are
identified with the valence (or conduction) band. The application of Bethe the-
ory is made more difficult by the fact that the wave functions of the valence
electrons are radically modified by the chemical and structural environment. In
addition, these electronic states can be very delocalized, as in the extreme case
of the metallic materials. In this case, the conduction band electrons are nearly
free and their behavior is only determined by collective effects, involving several
atoms. The analysis of the low-loss EELS region is related with these effects, and
although the Bethe picture is still valid, an alternative approach is preferred: the
dielectric formulation.
The work presented in this thesis is devoted to the analysis of spectra in the
low-loss region. This region is chosen because of the special importance that
the band structure information has for the study of semiconductor materials.
Understanding of the dielectric formulation is needed to extract information from
the low-loss EELS. Nevertheless, some conclusions of Bethe theory are also useful
for this analysis. These topics are thoroughly described in the following sections.
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In what is left of the present section, additional general definitions concerning
the EELS experiments are given.
1.2.4 Single, plural and multiple scattering
In this section, the description of scattering is extended from an heuristic point of
view. The aim is to give an insight into the EELS experiment by describing the
Poisson statistical model. This model is useful to present the situation in which
scattering events occur repeatedly. Such a situation is common, as the typical
thickness of an electron-transparent TEM sample is, in its thinner regions, around
a few times the electron mean free path, in the order of 100 nm.
Poisson statistics
Suppose now that inelastic scattering events, or collisions, are stochastically in-
dependent i. This proposition states that the occurrence of one collision does not
affect the probability of the other ones. As a direct consequence, the occurrence
of these collisions obeys Poisson statistics. In this framework, the probability for
one electron to suffer a number n of collisions, Pn, is completely defined by the
mean number of collisions.
The mean value of collisions is the relative thickness, t/λ, given by the com-
bined properties of the electron beam and the irradiated volume of the specimen.
This relative thickness is equal to the ratio between thickness and mean free path.
Thickness, t, is the physical distance in the sample through which an electron of
the beam is transmitted. The mean free path, λ, is a material property depen-
dent on the beam voltage. It corresponds to the mean distance a fast electron
travels before an inelastic scattering event occurs.
Using the expression for Pn given by Poisson statistics,
Pn =
In
It
= (t/λ)
n
n! e
−t/λ (1.18)
Where In is the scattering intensity associated with electrons that have suf-
fered exactly n number of collisions, and It the total scattering intensity. These
values can be obtained by integration of the EELS spectrum over the correspond-
ing spectral regions. For instance consider I0, the spectral intensity associated
with electrons that have not suffered any collision at all. In terms of the real
electron scattering recorded in EELS, the events in I0 are only identified with
the direct beam, disregarding elastic scattering. Then it also becomes clear that
the relative thickness can be expressed as,
iIt can be proved than this assumption generally holds within the relaxation time approxi-
mation. See Ref. 15
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t/λ = log(It/I0) (1.19)
In a real case scenario, the EELS spectrometer is recording all of the trans-
mitted electrons from all possible interactions; inelastic and elastic. However, so
far elastic scattering events have been overlooked. Poisson statistics, as presented
here, still needs to be re-formulated in order to account for them.
Typically, only a portion of the elastic scattering events are selected for the
EELS spectrometer. As explained in last section, this portion can be estimated
by looking at the characteristic angles, θ0 for atomic scattering and θB for Bragg
scattering. Additionally, by imposing an angle limiting aperture, we may also
modify the amount of recorded inelastic scattering. Again, for a thin specimen,
the majority of the scattering intensity is concentrated at a narrow angular width
and low energy-losses. This is the characteristic scattering angle, θE (more about
this assumption in the next section). Then, as long as a collection aperture is
used such that, β  θE , and the irradiated sample thickness is uniform and below
the range t/λ > 5, these intensity variations will not affect the validity of Poisson
statistics for thin samples. As it turns out, the result of a re-formulated theory
is equivalent to the one already presented here, given that these assumptions are
fulfilled7.
In other words, the stochastically independent collision supposition from above
generally holds for the STEM-EELS set-ups. In these, the recorded scattering
angles are typically small but well above θE , e.g. α ∼ β ∼ 10 mrad. More-
over, each spectrum has been acquired by irradiating small sample volumes of
uniform thickness. Conveniently enough, these conditions do not represent some
rather impossible to obtain sweet-spot, but the normal operating conditions for
STEM-EELS experiments.
Finally, with these guidelines we shall be able to obtain t/λ provided our
spectra contain the ZLP and energy-loss intensity up to some tens of eV. Under
this assumption, I0 and It would be the integral of the intensities below the ZLP
and the whole spectral range, respectively. On one hand hand, Eq. (1.19) means
that we can obtain an approximate measurement of the thickness of a specimen
if its composition is known and uniform. On the other, if we have a composite
specimen but we are able to prepare a uniform thickness sample, we shall be able
to obtain compositional information from the mean free path values.
1.2.5 Resolution limits
The preceding sections have introduced the idea that STEM-EELS experiments
can be used to obtain energy-resolved spectra with great spatial resolution. How-
ever, the actual resolution of the technique has not been completely discussed yet.
For instance, a mention was made in Sec. 1.2.1 of the possibility of tuning down
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the electron beam wavelength to sub-atomic dimensions. This explains the abil-
ity of the electron microscope to obtain atomic-resolution images. Nevertheless,
picometer-scale spatial resolution is never achieved in the electron microscope,
as one could naïvely expect from Fig. 1.5. In fact, the Rayleigh criterion as in-
troduced in that section was incomplete, giving an unrealistic estimate of the
resolution in an EELS set-up.
In this section, the limits of the EELS experiment are examined in more detail.
In this sense, spatial and energy resolution are the figures of interest. Spatial
resolution is limited by delocalization effects, through mainly three factors16:
Coulomb delocalization, long-range nature of the excitations and instrumental
broadening. The first two issues are addressed in the first section below. On the
other hand, both instrumental delocalization and energy resolution depend on
the instrument, and they are addressed in the following section.
Delocalization length
Couloumb delocalization is related to the spatial range of the electromagnetic
(EM) field set by an electron that moves swiftly, with velocity v. This field
is responsible for the inelastic interaction with the atomic electrons, as will be
explained in more detail in Sec. 1.3. In this interaction, the energy-loss is given
by the field frequency, E = ~ω. This problem was first examined by Bohr using
a classic-oscillator analysis17. He found that the electromagnetic field extends to
a distance known as the Bohr cut-off impact parameter, bmax. This formulation
was generalized to relativistic fields by Jackson18, finding a value for the Bohr
cut-off7,16,19,
bmax =
γv~
E
(1.20)
This formula gives insight into some interesting properties of Coulomb de-
localization. First, notice that the range of the field is inversely proportional
to the energy-loss. In other words, Coulomb delocalization increases as smaller
energy-loss are measured. Hence, this behavior is most relevant for low-loss
EELS, as the increase in the range of the mediating EM field will increase the
interaction volume. Additionally, bmax increases with the velocity, set in EELS
by the beam acceleration voltage, E0. This property can result in a (counterin-
tuitive) decrease of spatial resolution with increasing E0 19. However, since the
EM field diverges at its source, large interaction contrast is expected across small
distances16, resulting in that bmax is a too crude an estimator of the effects of
spatial delocalization.
The extended nature of the excitations that are probed has to be also taken
into account in order to measure spatial delocalization. One way of doing this
is by introducing the wave nature of the electron into the scattering event to
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calculate a point-spread function (PSF)7. Such calculations can be used in sim-
ulations25, and some works have taken the time to exhaustively compare these
results with experimental data (see Fig. 1.10).
It is perhaps more useful to consider a pragmatic approach to delocalization
based on the correct application of the Rayleigh diffraction limit7, 0.6λ/β. In the
absence of a collection aperture, one half of the total inelastic scattering intensity
is contained within a median scattering angle 〈θ〉. Calculation of this angle using
the Bethe-ridge angle
√
2θE allows to estimate the object width containing 50 %
of the scattered electrons,
L50 ≈ 0.6λ/〈θ〉 ≈ 0.5λ/θ3/4E (1.21)
This formula relates the delocalization length to microscope parameters, and
is a good estimator for low-loss EELS applications. In the case of high energy-loss
applications, the effect of the collection aperture becomes apparent. It is then
useful to examine the general trend (but getting just a rough estimate) combining
in quadrature the effect of L50 with that of β,
d250 ≈ (0.5λ/θ3/4E )2 + (0.6λ/β)2 (1.22)
In fact, d50 is only relevant for large values of E, as shown in Fig. 1.11. This
figure depicts the trend of d50 for three values of E0 and is included in order
to give a visual guide to spatial delocalization, that can be used as a reference.
The inset of the figure (portraying the behavior of d50 for low energy-losses)
clearly shows that the spatial delocalization of EELS signal for E below 10 eV is
above 1 nm. Indeed, when measuring EELS features lying in the lower-E parts
Fig. 1.10 Comparison of theoretical cal-
culations and experimental measurements
of the delocalization width (symbols).
The calculations are based on L50 (see
Eq. (1.21)), using the Bethe ridge and
the the plasmon cut-off angles, depicted
with solid and dashed lines, respec-
tively. The experimental measurements
represent EELS experiments from vari-
ous sources20–24, with different microscope
configurations. More information is avail-
able elsewhere as the figure is adapted from
Ref. 7, p. 338.
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Fig. 1.11 Calculation of the
delocalization width using d50,
for E0 = 80, 120, 300 eV and
β = 10 mrad. Notice that, at
high energy-losses, represented
in the main panel using a semi-
log scale, d50 is of sub-atomic
size and improves with E0 (ef-
fect of λ). Conversely, for low-
energy losses, inset, represented
using a log-log scale, d50 is above
the nm range irrespective of E0
as d50 ∼ L50.
of the spectrum, the delocalization length is the main limiting factor for spatially
resolved measurements, such as band gap determination26.
Instrumental factors
Other factors that limit the resolution of EELS experiments are purely instrumen-
tal, determined by the electron microscope and the spectrometer optics. These
factors have historically hindered electron microscopy as a whole, limiting both
spatial and energy resolution. However, recent years have seen tremendous im-
provements in this field, and spatial and energy resolution below the eV and nm,
respectively, are commonplace in modern instruments.
Historically, the main limiting factor to the spatial resolution of electron mi-
croscopy experiments was spherical and higher-order aberrations introduced by
the imaging system. In fact, all electron-optical systems based upon rotationally
symmetrical electron lenses are unavoidably affected by spherical aberration27,
even if assuming that astigmatism is corrected and all the apertures in the illu-
mination system are perfectly aligned.
Nowadays, aberration correction through the implementation of non-symme-
trical electro-optic elements, known as multipole lenses, can solve this problem.
The theory of aberration-correction was well known since 194728; however, the
multipole lenses were so difficult to engineer and control that the the introduc-
tion of aberration correction to TEM was delayed till the improvement of com-
puters in recent years made it possible. Modern aberration corrected TEMs
feature complex multipole lenses; sextupole pair lenses, better suited for con-
ventional TEM29–32, or quadrupole-octupole lenses, better suited for STEM ap-
plications33. Thanks to these advances, sub-Ångström resolution is achieved in
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modern TEMs34, and the technology advances keep pointing towards the correc-
tion of higer order aberrations35.
Other limiting factors stem from the characteristics of the illumination source,
the electron gun7,10. In ideal conditions (perfect coherence), the electron inten-
sity distribution is a function of current and brightness, as well as the effective
aperture. The brightness is the number of electrons emitted from the source per
unit area per unit time. It is particularly important for EELS; by increasing it,
both higher spatial resolution and analytical sensitivity are achieved. This is one
of the reasons why microscopes designed mostly for analytical TEM applications,
such as STEM-EELS, are equipped with some kind of field emission gun (FEG),
commonly composed of a fine W needle and a mechanism to induce a strong
electric field at the tip. The other major option for the electron gun, the LaB6
thermionic source, only works better for low-magnification TEM.
The other main reason for the use of FEG sources is the spatial and temporal
coherence of the electron beam, related to source size and energy spread, respec-
tively. In sources with a high spatial coherence, more intensity of the beam can
be concentrated into a smaller probe. More interesting to EELS applications is
energy spread. Energy spread measures the energy distribution of the electrons
in the beam. In a well-known example from visible light optics, a monochromatic
laser source has a higher temporal coherency than a white light source. Similarly,
an electron beam with a small energy spread is composed of electrons with similar
energies.
In fact, a small energy spread is needed for EELS because energy spread limits
the energy resolution. In a system with a large energy spread some features of
the EELS spectrum can be impossible to measure. This is so because the energy
spread leads to a broadening of the features in EELS spectra, so that weak
features in the vicinity of stronger peaks can effectively disappear under their
tails. Because of this, EELS is best performed when the contributions from this
initial energy spread are minimized (as well as those introduced by the measuring
set-up).
Typical values for the energy spread of cold-FEG sources can be as as low as
0.3 eV, in optimal operation conditions. This value is quite good for most EELS
applications. Nevertheless, these sources are expensive and their emission can be
quite unstable. Because of this, modern microscopes can be equipped with an in-
column energy filter36, appropriately called a monochromator, which can reduce
the energy spread to around 0.1 eV37,38. This device uses an electromagnetic
field that acts as the prism spectrometers use for EELS measurements, separat-
ing the electrons by their kinetic energy distribution. Then, an energy-selecting
slit is used to discard the fraction of the electron beam with energies above or
below certain thresholds (effectively acting as a band-pass filter). Notice that this
operation does not only reduce the energy spread of the beam, but, critically, it
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also reduces its intensity. Indeed, for all other TEM applications besides EELS,
using the monochromator can effectively hinder the microscope performance.
Following this discussion, features in energy-loss spectra at E ' 20 eV, such
as plasmon excitation peaks in semiconductor materials7, can be estimated with
a resolution limit of ∆x ' 0.5 − 1.0 nm (close, but above atomic column level).
The limited dynamic range of the spectrometer when collecting the extremely
intense ZLP simultaneously with the low-loss scattering region gives rise to a low
signal-to-noise ratio (SNR) in individual spectra, hindering our ability to identify
spectral features.
1.3 Physical elements for low-loss EELS
The following sections introduce physical concepts that are useful for the under-
standing of low-loss spectra. First, a dielectric response model is used to relate
low-loss spectra to the macro- and microscopic aspects of the the response of
material media to electromagnetic (EM) radiation. Additionally, this framework
allows to construct simple models to analyze the spectral features. Finally, a
dielectric formulation of low-loss EELS is presented that allows to calculate and
predict the spectral features.
1.3.1 Dielectric model for material media
The linear dielectric formulation from classic electrodynamics serves as an heuris-
tic presentation of the present subject. This theory dates from the time of J. C.
Maxwell (XIXth century), but, within its application range, is perfectly valid
from a macroscopic average point of view. It describes the behavior of electro-
magnetic fields in dielectric media, in terms of free and bound charges.
Consider, for instance, that a free charge distribution is introduced in a steady-
state dielectric solid. Any free charges in this medium are the source of the
displacement field, D, following Gauss law, ∇ ·D = ρf . The displacement field
is defined through the medium constituent equation,
D = ε0E +P (1.23)
where ε0 is the vacuum permittivity, E is the electric field and P is the polar-
ization field. The electric field in the medium induces a bound charge distribution
ρb, which in turn is the source of the polarization field, ∇ · P = −ρb. The po-
larization is shaped by the permanent field of the bound distribution and an
induced response to the appearance of the free charge distribution. In the case
that the free charge distribution is small in comparison with the dimensions of
the solid, one may treat the electric field as a small perturbation. Moreover, the
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induced polarization has an approximately linear dependence with the weak elec-
tric field15. In homogeneous isotropic media, this linear response is represented
by means of a complex tensor termed electric susceptibility, χij , such that,
Pi(r′, t′) = ε0
∫
χij(|r− r′|, |t− t′|)Ej(r, t)drdt (1.24)
where Einstein notation is used to imply summation over the repeated indices
of the components of the electric and polarization fields, Ej and Pi, respectively.
Notice that two different space-time coordinates, (r, t) and (r′, t′), are used to
explicitly show the causality relationship between the fields. Without any loss of
generality, the time-dependent electric field can be represented in terms of plane
waves with wave-vector q and frequency ω. Then, the above integral may be
analyzed in terms of the Fourier convolution theorem, obtaining,
Pi(q, ω) = ε0χij(q, ω)Ej(q, ω) (1.25)
This equation defines the linear dielectric theory, where the induced response
of an homogeneous medium to the electric field is contained in the electric sus-
ceptibility. The polarization field can now be omitted in an equation relating the
displacement field with the electric field. This is possible by means of the con-
stitutive equation above, Eq. (1.23). In this sense, it is helpful to define another
complex tensor, εij , such as,
Di(q, ω) = ε0εij(q, ω)Ej(q, ω) ⇒ εij(q, ω) = 1 + χij(q, ω) (1.26)
where Di are the components of the displacement field, and εij is called the
dielectric tensor. An interesting limiting case happens when the magnitude of
q is small in comparison with the bounding field spatial dependence. Then, the
dielectric tensor q-dependence can be dropped, obtaining the optical dielectric
tensor, εij(ω). The term optical comes from the fact that visible light wavelength
is large in comparison with the typical interatomic spacings in a solid. Finally,
in some cases the tensor nature of εij may not be relevant, e.g. in isotropic and
cubic systems. In these cases the tensor may be replaced in the equations by a
scalar complex dielectric function (CDF), ε.
The elements of the dielectric tensor are bound by some general properties
of linear and kinetic response coefficients. Because its elements are kinetic coef-
ficients, the tensor has a symmetric nature, described by the Onsager relations,
ε(−q,−ω) = ε∗(q, ω) and εij(q, ω) = εji(−q, ω). Additionally, as defined above,
the response of the medium in linear theory has to be causal, in that it should
not precede its causes. This requirement ties the real and imaginary parts of
the response coefficients by the Kramers-Kronig relations. All elements of the
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tensor are complex functions such that ε = ε1 + iε2. Then, the Kramers-Kronig
relations state that are,
ε1(ω)− 1 = 2
pi
P
∫ ∞
0
ω′ε2(ω′)dω′
ω′2 − ω2 , ε2(ω) = −
2ω
pi
P
∫ ∞
0
ε1(ω′)dω′
ω′2 − ω2 (1.27)
So far, in the given description, a small moving free charge distribution is
explicitly used as a source for the perturbation field. Nevertheless, the description
is equally valid if only a pure EM radiation field perturbation is considered (no
variation of the charge density involved), such as visible light. This choice is
made for reasons that will become apparent in the next section.
Microscopic dielectric formulation
A microscopical understanding of the physical properties reflected in dielectric
coefficients can only be obtained from quantum examination, since it involves
purely quantum objects (see Fig. 1.12). Indeed, pioneering works in the field
showed that it was possible to build a quantum model of ε, actually using χ39.
The translation of Eq. (1.25) to the microscopic world is made through the charge
and current densities in Maxwell equations for the scalar and vector potentials.
In this description, different strategies for solving the fields can be made, and
increasingly complex effects can be included. In this section, a simplified semi-
classical model for independent elemental excitations is presented, in order to
generally introduce the solid state properties that will be relevant further ahead
in this text. This approach is equal to the random phase approximation (RPA)
Fig. 1.12 Polarization originated by the displacement of the electron clouds (green)
relative to the ion cores (black). Notice that this is slightly different from the case
in which a free charge is present, as the charge density would be changed and the
displacement would only be induced locally.
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calculation of Lindhard40, with the particularity that a Bloch-wave description
for an isotropic medium is included41.
Our approach begins by constructing an effective independent particle Hamil-
tonian for the valence electron system, as the sum of two terms. The first term,
H0 is the Hamiltonian for the unperturbed system. In this term, a mean-field
potential, V (r), accounts for the crystal bonding. Consequently, no many-body
effects, such as spin exchange or Coulomb correlation, are included in our descrip-
tion. More general formulations exist that include these effects42,43. The second
term is introduced in order to work within the boundaries of linear perturbation
theory: HeR, called the electron-radiation interaction Hamiltonian. The form
of HeR depends on the chosen gauge. In the Coulomb gauge (∇ · A = 0), it
involves the scalar and vector potentials, φ and A, and the momentum operator,
p. Adding these two terms, the total Hamiltonian is obtained,
H = H0 +HeR = p
2
2m + V (r) + eφ− (e/m)A · p (1.28)
where second-order terms in A have been neglected. Transversal and longitu-
dinal EM interaction is quantized trough this formulation. For instance, optical
interaction is typically studied as a purely transverse interaction, with EM fields
perpendicular to the propagation of the light-wave. Additionally, the free charge
density is null, so in the medium φ = 0, and the electric field only displaces the
charge density. In the case of electronic interaction, pertinent to EELS, there is a
variation in the charge density and the interaction takes place through Coulomb
force, which is purely longitudinal. This means that the electric field takes a
direction perpendicular to the wave-vector of the field. It is sufficient then to set
A = 0, and examine the variation induced in the bound charge density, ρind,
χ(q, ω) = ρ
ind(q, ω)
ε0q2φ(q, ω)
(1.29)
notice that since φ is the potential corresponding to the E field, this is just
Eq. (1.25) rewritten. If interested in obtaining the transverse field from the
time variation of the charge density, then the current density equation must also
be used. This step will not be performed here; instead, the small-q limit that
corresponds to optical excitations will be examined (also called electric dipole
approximation). As it turns out for isotropic media within this limit and the
RPA, tangential and longitudinal dielectric coefficients are equal16,40.
In our independent particle description, the bound charge density is repre-
sented by electrons described by their wave-functions. Notice that if generic
wave-functions, ψi, are used to represent i states, then the charge density is
obtained from the amplitude as,
32 Chapter 1. Introduction
ρ = e
∑
i
fi|ψi|2 (1.30)
where fi is an occupation number for the i-th state. Additionally, the energy
of each state, Ei, can be obtained using the unperturbed Hamiltonian, H0. In
solid-state physics, the crystal lattice is represented by a periodic potential and
Bloch functions are the natural choice for the bound electron wave-functions. The
general shape of these wave-functions is |ψi〉 = |K, n〉eiK·x, with a wave-vector
K and band index n. In this text, this solid-state picture is used to analyze
the transitions, for instance using expressions that refer to the reduced-scheme
band-structure picture, as depicted in Fig. 1.13. It is also natural to represent the
electric potential in its Fourier-analyzed form, following the same sign convention
as for the macroscopic fields,
φ(x, t) =
∑
i
φ(q, ω)ei(q·x−ωt−iγt) (1.31)
where a complex frequency term, γ, has been added to represent the life-time
of the optical excitations. The induced charge density is proportional to the
probability of transition per unit time, or transition rate. In the framework of
Fig. 1.13 Idealized energy-momentum diagrams in the band reduced scheme, por-
traying intra- and inter-band transitions. In panel (a), an insulator material with direct
or indirect inter-band transitions portrayed with solid or dashed arrows, respectively.
In panel (b), a conductor material that, additionally, features intra-band transitions
depicted with a dash-dot line (adapted from Ref. 44).
1.3. Physical elements for low-loss EELS 33
time dependent perturbation theory, this rate is obtained from the Fermi golden
rule. In this rule the transition rate is proportional to the product of the density
of final states and the transition matrix element. To obtain them, we take into
account excitations that correspond to absorption or emission of photons by the
electrons of the medium. Thus, the longitudinal dielectric coefficient takes the
general form44,
ε(q, ω) = 1− e
2
ε0q2V
∑
K,n,n′
〈K+ q, n′|K, n〉〈K, n|K+ q, n′〉
EK+q,n′ − EK,n − ~ω − iγ~ (fK+q,n
′ − fK,n)
(1.32)
where V is the volume of the lattice unit cell. In this formulation, electrons
transition from occupied to empty states, with labels K, n and K + q, n′, re-
spectively, as denoted in the momentum matrix elements. Furthermore, the only
permitted transitions are to empty states (fK+q,n′ − fK,n 6= 0) and allowed by
the crystal symmetry (〈K, n|K+ q, n′〉 6= 0).
This dielectric function contains both single and collective electron excitation
modes. In the small damping case, the collective excitation mode appears for
frequencies ωL such that ε1(ωL) = 0 and monotonically increasing45. These
conditions imply a peak in the imaginary part called the bulk plasmon, because
of the analogy with a quasi-free electron plasma oscillation (examined below).
Three kinds of single electron excitations (optical transitions) are allowed,
when ~ω = EK+q,n′ − EK,n. First, intra-band transitions, such that n = n′
which means the transition is between states in the same band. These are only
allowed in metals, where the conduction band is above the Fermi level. Second,
direct inter-band transitions, such that n 6= n′ but q = 0 meaning the transition
is between states in different bands vertically aligned in the band reduced scheme.
Finally, indirect inter-band transitions, such that n 6= n′ and q 6= 0, which locates
the final state in a different band diagonally separated from the initial state.
Notably, RPA formulations similar to this one can be used for the theoretical
prediction of the dielectric response of a material46. In fact, given the knowledge
of the band structure, all the necessary ingredients for the calculation of Eq. (1.32)
are accessible. However, a further generalization has to be implemented in order
to include all possible transitions at frequency ω. This way, the ε(ω) is related to
the joint density of states (JDOS) between occupied and unoccupied states. This
is depicted in Fig. 1.14, that shows that some transitions are more probable than
others (red arrows, ω1 and ω2), because they involve a greater JDOS. Notice also
that ε2 is related with the products of the momentum matrix elements times the
JDOS, averaged over the energy-loss spectrum.
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Fig. 1.14 In panel (a), the continuum of transitions (arrows) near the band gap of an
ideal insulator material. In panel (b), the imaginary part of the CDF, ε2, showing that
these populous inter-band transitions are translated into peaks of the optical absorption
spectrum.
Simple models for ε(ω)
The dielectric function in Eq. (1.32) can be simplified after the K ·p expansion in
the small-q limit (all transitions are direct). Such an approximation is too rough,
and thus not useful to make predictions, but rather to give a phenomenological
insight into the behavior of ε(ω) in terms of optical transitions. In this sense, no-
tice also that we are disregarding the q-dependence, that is relevant but of lesser
interest in this work. The formulation obtained is sometimes called generalized
Lorentz model41,
ε(ω) = 1−
∑
K,n
ω2P
ω2 + iγω fK,n,n +
∑
K,n6=n′
ω2P
ω2K,n,n′ − ω2 − iγω
fK,n,n′ (1.33)
where ωP is the free-electron plasma frequency and ωK,n,n′ are inter-band
transition binding frequencies, respectively. Moreover, fK,n,n and fK,n,n′ are
known as the intra- and inter-band dipole oscillator strengths, respectively. Their
value is derived from the leading terms of the K · p expansion as a function of
the momentum matrix elements between valence and conduction band states,
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fK,n,n = δ(EF − EK,n) |〈K, n|qˆ · pˆ|K, n〉|
2
mnv
(1.34)
fK,n,n′ = 2fK,n
|〈K, n′|qˆ · pˆ|K, n〉|2
mnv~ωK,n,n′
(1.35)
where nv is the number of valence electrons per unit-cell. Notice that these
elements are analogous to Eq. (1.30), if one considers that they represent the
occupation number of each excited state. Indeed, if we index every possible
optical excitation using i, our model must satisfy the constrain
∑
i f
2
i = 1. It
can be shown that this normalization is a consequence of total charge density
conservation (see for instance Ref. 44), it is known as the oscillator sum rule, or
alternatively as the Bethe f -sum rule13. This sum-rule allows to examine the
meaning of the plasma and binding frequencies as well. Their names denote their
relationship with the collective and single electron excitation modes, respectively.
Indeed, because of the oscillator sum-rule, the value of ωP in our model is fixed
to,
ωP =
√
e2nv
ε0m
(1.36)
Notice that intra- and inter-band contributions appear separately in Eq. (1.33),
in the first and second sum, respectively. In the case where the inter-band term
is null, the value of ωP corresponds to ε1(ωP ) = 0. As discussed above, this
case corresponds to the excitation of a bulk plasmon in a quasi-free electron ap-
proximation. This excitation has a classic analogue in the Drude model for the
bulk plasmon in a conductor material15. Furthermore, the dielectric response
is characterized by a plasmon excitation at ωP with a damping given by the
phenomenological life-time term, γ,
ε(ω) = 1− ω
2
P
ω2 + iγω (1.37)
In general, the inter-band contribution to the dielectric response does not
need to be null. Notice that the inter-band contribution introduces poles into the
ε(ω) model in Eq. (1.33). These poles appear at binding frequencies imposed by
the energy difference between each transition initial and final states,
ωK,n,n′ = ~−1(EK,n′ − EK,n) (1.38)
In these cases the dielectric response can be critically modified, as depicted
in Fig. 1.15. For instance when intra-band transitions are not allowed (fK,n,n
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Fig. 1.15 Panel (a) shows two CDF models, computed using a modified Drude model,
such as Eq. (1.39), with EP = ~ωP = 17 eV and Γ = ~γ = 4 eV in both cases. Top CDF
has one transition, at an energy Eeff = ~ωeff = 5 eV; bottom CDF has an additional
one at 10 eV (strength f = 0.8). In panel (b), the loss function Im(−1/ε) for both CDF
models, in solid and dashed lines for the first and second models, respectively. The bulk
plasmon is evidenced in this function by a strong peak that does not appear in ε2.
= 0), or when the presence of inter-band transitions is important (fK,n,n ∼
fK,n,n′), the collective excitation mode ε1(ωL) = 0 occurs at frequencies ωL 6= ωP .
Nevertheless, the Drude model is a useful approximation of ε(ω) close to the
plasmon excitation threshold and in the absence of inter-band transitions in the
near spectral region. For instance, an effective inter-band binding frequency ωeff
may be considered, resulting from the addition of all single electron excitations. In
this approximation, a modified Drude model might be obtained from Eq. (1.33)45,
ε(ω) = 1 +
∑
i
ω2P fi
ωi − ω2 − iγω = 1 +
ω2P
ω2eff − ω2 − iγω
(1.39)
in this model, the collective mode excitation energy threshold is shifted to
ω2L = ω2P + ω2eff . For some conductor and semiconductor materials, Drude func-
tions can approximately model the plasmon response. Notice that the modified
Drude function is useful given that ωK,n,n′ are small compared to ωP . Some
examples of these materials include alkali metals such as aluminum and semi-
conductors such as silicon, see Fig. 1.16a. For other materials, strong inter-band
transitions can overlap or smear the collective excitation, in terms of Eq. (1.33),
and the approximation leading to ω0 does not hold. For instance, the presence of
ion-core d states near the valence band of transition metals, such as the 3d band
in gallium and semiconductor GaN, modifies critically the dielectric response;
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Fig. 1.16 The Im(−1/ε) (or energy-loss function) of GaN and c-Si evidences the
different dielectric response of these two semiconducting materials. In panel (a), a
general view, featuring a prominent collective excitation mode peaks and some inter-
band transitions in both. In panel (b), a detail from the lower energy region, showing
the first allowed inter-band transition, the band gap. These functions were obtained
from EELS measurements, using the procedures explained ahead in the text.
again, this is portrayed in Fig. 1.16a.
Materials may present direct or indirect transitions, depending on their band
structure. For instance, some semiconductor materials feature a direct band gap
transition, such as GaN and others present an indirect band gap, as for Si. The
dielectric response is changed accordingly, as depicted in Fig. 1.16b. Evidently,
this fact is not taken into account in the simple dielectric model of Eq. (1.33).
The origin of these differences lies in the band structure of the materials
and is expressed using the JDOS. Both the band structure and the JDOS can
be calculated if the band structure of a material is known. For instance, in an
insulating material (see Fig. 1.14), we may generalize the classical inter-band
oscillator strengths to an integral carried out over the k-space surface S defined
by a constant energy difference between the bands, ~ωvc = ~(ωc − ωv), to obtain
the following expression45,
fvc(ω) =
2ε0
pi2mnv~ω
∫
S
|Mvc|2 dS|∇kωvc| (1.40)
where the integrand is composed of Mvc, the momentum matrix elements be-
tween valence and conduction bands, and the JDOS function differential element.
Indeed, this formulation will be useful to understand some methods applied to
the analysis of EELS data. These methods will be addressed later on.
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1.3.2 Dielectric formulation of low-loss EELS
Inelastic scattering in low-loss EELS is typically restricted by the characteristic
energy and momentum exchanges that are studied. This restriction allows making
an analogy with the framework of dielectric theory.
In a low-loss EELS experiment, electrons with a high initial kinetic energy
interact with a material medium. The initial kinetic energy is so high that the
velocity, v, of the fast electron is well above the mean velocity of the atomic
electrons. This condition is sufficient for the first-order Born approximation to
hold, and allows to apply a formalism analogous to the dielectric theory that was
reviewed above. Moreover, the application of linear dielectric theory implies that
the medium is treated as being continuous. Because of this, the scattering is
restricted to small momentum transfers, compared to the inter-electronic spacing
in the material. In this sense, the typical experimental conditions of EELS are
consistent with the small-q limit dielectric theory.
The physical image corresponding to the fast electron is that of a small charged
particle that follows a straight-line trajectory, r(t), crossing the origin at time
t = 0. This image is expressed by the following charge distribution,
ρ = −eδ(r− vt) (1.41)
were the Dirac δ-function is used. In the framework of classic dielectric theory
this ρ is a small perturbing free-charge. The induced electromagnetic field distri-
bution in the medium is considered. The inelastic scattering event is embodied
in the force exerted back on the particle by the induced electric field. Conse-
quently, the electron energy-loss, E = ~ω, and the momentum transfer, ~q, are
equivalent to the frequency and wave-vector of the electric field, E, acting back
on the particle39. This is the so-called stopping force, and allows to calculate the
energy absorption of the medium as,
dW = eE(vt, t)vˆdr (1.42)
This quantity, if examined in q-space, is such that W (q, ω) is equal to the
energy absorbed by the medium in units of ~ω. Following this approach, it is
evident that in order to calculate dW it is sufficient to obtain the E induced by
ρ. In the following section, the solution to this problem and its consequences
are presented in the non-retarded limit. This is so because we are interested in
obtaining separately the non-radiative bulk scattering distribution, for reasons
that will become clear later. Notice that, while the EM field mediating the
interaction is considered non-retarded, relativistic expressions are used to derive
kinetic parameters. Afterwards, we will also consider the full-relativistic case,
since for v > c√ε1, radiative energy-loss processes cannot be disregarded.
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Bulk and surface energy-loss
In the absence of a magnetic response, the induced electric field is obtained from
the potential, φ, following Maxwell equation E = −∇φ. In the non-retarded case,
the potential may be obtained from Poisson equation in q-space47,
φ(q, ω) = ρ(q, ω)
q2ε0ε(q, ω)
= eδ(qv+ ω)
q2ε0ε(q, ω)
(1.43)
In this sense, ε can be interpreted as a measure of the screening strength in the
interaction between free charge and bound charge distributions. If the electron
movement is restricted to an arbitrary axis, x, an expression for the stopping
power of an infinite homogeneous isotropic medium can be obtained,
dE
dx
= ~
2
pia0m0v2
∫ ∫
q⊥ω Im[−1/ε(q, ω)]
q2⊥ + (ω/v)2
dq⊥dω (1.44)
where q⊥ is the component of the momentum transfer perpendicular to v,
and E = −W is the electron energy-loss. Furthermore, the description of the
dielectric response of the medium is introduced through the energy-loss function
(ELF), Im(−1/ε). The calculation of the double-differential cross section can be
recalled from the Bethe formalism presented in Sec. 1.2.3, particularly Eq. (1.17).
Additionally, the stopping power is shown to have a definite dependence on the
scattering angle, if the calculations are restricted to the dipole region of scattering
(or small-q). Within this small angle approximation, the definitions presented
in Sec. 1.2.2 hold, and q⊥ → mv~ θ, dq⊥ → k0θ, dΩ → 2piθdθ and ω → m0~ θE .
Finally, these approximations are wrapped into the scattering distribution for the
bulk electron energy-loss in an infinite medium, first found by R.H. Ritchie48,
d2σ
dΩdE ≈
Im[−1/ε(q, E)]
pi2a0m0v2na
(
1
θ2 + θ2E
)
(1.45)
where na is the number of atoms per unit volume of the medium. Only the
bulk effects are described by this equation, that is not directly applicable to a
real sample, of finite geometry. In real samples, the scattering distribution is
also affected by the boundary surfaces of the material media. In general, as the
potential can be separated in bulk and boundary reflection terms, the inelastic
scattering distribution can be separated in bulk and surface terms16.
The typical TEM specimen is a thin material slab. In the best case scenario it
is considered to have perfectly parallel and clean boundary surfaces with vacuum.
Hence, the material thickness, t, in the direction perpendicular to the surfaces
is constant. Moreover, the extension of the foil is assumed to be infinite in
the other two directions. For the slab case, the bulk term is simply equal to
Eq. (1.45) times the electron path-length, t. Meanwhile, the surface term is
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more complicated, as it may contain contributions from the dielectric response
of additional media at the boundaries and the incidence angle of the beam. For
the sake of simplicity, the full general solution will not be presented here (it
can be found elsewhere7). A first solution to this problem was found using an
hydrodynamic model for the surface charge distribution48. This procedure shows
that bound charge oscillations can propagate through the boundaries between
media, analogous to the propagation of bulk plasmons. The excitation of this
collective mode is called a surface plasmon. The double differential scattering
distribution for the case of normal beam incidence and clean unoxidized surfaces
reduces to,
d2σs
dΩdE ≈
Im
[
−4
1+ε(q,E)
]
− Im
[
−1
ε(q,E)
]
pi2a0m0v2
(
k0θ
θ2 + θ2E
)
(1.46)
Because of the above conditions, this equation represents the surface-loss of
one surface boundary to vacuum. The inelastic scattering distribution that we
have presented relates the EELS experiment to the dielectric response of the
material media. The correspondence to an energy-loss spectrum is obtained after
angular integration, using the collection angle, β, as an integration limit. If
this is done using Eq. (1.45) and Eq. (1.46), the corresponding single scattering
distributions of bulk and surface losses are obtained,
Sb(E) =
2I0t
pi2a0m0v2
Im[−1/ε(E)] log [1 + (β/θE)2] (1.47)
Ss(E) =
2I0k−10
[
Im
(
−4
1+ε
)
− Im (−1ε )]
pi2a0m0v2
[
tan−1(β/θE)
θE
− β
β2 − θ2E
]
(1.48)
were I0 is the ZLP intensity. Notice that the total single scattering distri-
bution (SSD) intensity is S = Sb + Ss. The bulk term, Sb, is more important
for thick samples, typically being the dominant contribution to an energy-loss
spectrum. From Eq. (1.45) it becomes clear that the angular distribution of bulk
scattering is peaked at zero scattering angle and decays from there. Conversely,
from Eq. (1.45), the surface term, Ss, is independent of thickness, and its contri-
bution to an energy-loss spectrum can be important for extremely thin samples
(. 50 nm). Additionally, its intensity cancels at very low scattering angles, and
is symmetrically distributed at a mean angle. Notice that for a non-normal inci-
dence case this symmetry is broken7. Because the expressions for Sb and Ss are
relatively simple they can be used to extract the dielectric response information
enclosed in the low-loss EELS spectra.
In this first approximation, we have not considered a purely geometric ef-
fect. Whenever the boundary surfaces are sufficiently close together, geometric
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coupling of the EM-fields in the medium is possible. Because of this effect, the
surface-plasmon contribution may depart from the formula given above even in
a non-relativistic formulation. The following section addressed this issue and
further corrections that are necessary for the relativistic case.
Full-relativistic description
In order to give a full description of the inelastic scattering distribution, it is
necessary to also take into account the retardation of the EM field mediating the
energy-loss interaction. In this full-relativistic description, both bulk and surface
loss scattering distributions depart from the expressions given above. In order
to include both effects, the retarded version of the electric field has to be solved
including the appropriate boundary conditions.
Radiative-loss excitation is possible when electrons move faster than pho-
tons propagating in the medium, emitting Čerenkov radiation. Whenever the
dielectric response framework applies, the group velocity for electromagnetic
waves is determined by c/√ε1, and the Čerenkov condition can be expressed
as ε1(E) > c2/v2. This condition is easily fulfilled in the typical EELS exper-
iment, given that electrons in the TEM beam travel at very high speeds (see
Sec. 1.2.1). Indeed, because for insulating materials ε1(E) > 0 at low energy-
losses, the radiative-loss mode can be an important contribution to the scattering
distribution. For a graphical example, depicting the Čerenkov threshold using a
dielectric response model, see Fig. 1.17. In this figure, the impact of beam energy,
E0, on the relativistic loss is explored using a model CDF.
In a first approximation, the amount of Čerenkov radiation should depend on
the path-length of the electron through the specimen. Hence, the radiative-loss
contributes to the bulk-loss and is more important in thick samples. Additionally,
a realistic surface scattering distribution also departs from the one presented
above and is affected by the introduction of retardation effects. Furthermore, the
presence of boundaries alters the radiative-loss contribution as well, which is a
purely relativistic effect. Depending on the geometry, this effects account for the
excitation of several modes within the sample.
A full-relativistic double differential cross section for normal incidence on a
material slab of parallel infinite boundaries separated by a thickness, t, was found
by E. Kröger49. To find this solution, it was necessary to solve the EM-wave
equations with appropriate boundary conditions. The scattering distribution is,
d2P
dΩdE =
1
pi2a0m0v2
Im
[
tµ2
ε∗ϕ2
− 2θ
2(ε∗ − η∗)2
k0ϕ20ϕ
2 (A+B + C)
]
(1.49)
were ε∗ = ε1 − iε2 is the complex conjugate of the dielectric function for the
specimen, and η∗, idem for the surroundings (η∗ = 1 for vacuum). Moreover,
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Fig. 1.17 In the top panel,
solid lines, ε(E) model obtained
using Eq. (1.39) with EP = 19
eV, Eeff = 6 eV, Γ = 3 eV
(see also Fig. 1.15). In order
to simulate the band gap sig-
nal onset, ε(E) is shifted 1 eV
and padded using a constant
ramp. Also included, dashed
lines, c2/v2 values at E0 = 10
and 50 keV. They indicate the
threshold of radiative loss, as ex-
plained in the text. Also in-
cluded, gray color filled area,
Im(−1/ε). In the panel below,
solid lines and gray color filled
area, non-retarded (bulk only)
and full-relativistic (surface in-
cluded) calculations of the scat-
tering distribution, S(E). Other
parameters, t = 150 nm and
β = 2.5 mrad.
the equation is given as a function of the following adimensional terms: µ2 =
1 − ε∗(v/c)2, ϕ2 = λ2 + θ2E and ϕ20 = λ20 + θ2E , where λ2 = θ2 − ε∗θ2E(v/c)2
and λ20 = θ2 − η∗θ2E(v/c)2. The A, B, and C terms represent the relativistic
surface loss in the slab by surface-plasmon and guided-light modes. For the sake
of simplicity, the relatively complex dependence of these terms on θ, E and t is
not given here, their definitions can be found elsewhere7.
The full-relativistic S(E) is obtained after angular integration of Eq. (1.49),
in which bulk and surface contributions again appear separately. In the case
of the bulk term, the dependence on ε is rather complex when compared to the
non-relativistic case. Hence, it is difficult to use a full-relativistic S(E) expression
to obtain the dielectric response from EELS measurements. However, numeri-
cal integration can be performed if dielectric data are available. In this sense,
Eq. (1.49) is a valuable source of information to assess EELS measurements using
a theoretical prediction of S(E).
A deeper understanding of the behavior of these theoretical scattering distri-
butions can be gained by performing some calculations, as the ones depicted in
Fig. 1.18. In this figure, Eq. (1.47) and Eq. (1.49) are used, together with the
same ε(E) model as in Fig. 1.17, to simulate the dielectric response of semicon-
ductor slabs for different thickness values. Let us examine first the non-retarded
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Fig. 1.18 In panel (a), dashed lines and color filled areas, non-retarded (bulk only)
and full-relativistic (surface included) calculations of the scattering distribution, Sb(E)
and S(E), respectively, for different thickness values in the 10−100 nm range (E0 = 50
keV and β = 2.5 mrad). In panel (b), from the same simulation and using the same
line and color conventions as in (a), the separate integrals of the Čerenkov enhancement
and the surface term from Eq. (1.49) are given. The surface term is directly obtained
from the calculation of S(E). The Čerenkov enhancement is calculated as the difference
between the relativistic and the non-retarded bulk scattering terms.
bulk scattering distributions, Sb(E) (panel (a), dashed lines). Because these dis-
tributions follow Eq. (1.47), their shape is independent of the thickness, that is
only a multiplicative factor. Conversely, the shape of the full-relativistic total
distributions, S(E) (panel (a), color filled areas), is drastically altered depending
on the thickness. The most relevant modifications are in the lower energy-loss
region (inset), and in the region preceding the bulk plasmon at ∼ 15 eV.
Since these regions correspond to the band gap onset energy and the surface
plasmon, respectively, their alteration is related with the interplay of surface-loss
and radiative-loss effects. Panel (b) in Fig. 1.18 compares these effects by ex-
tracting the bulk radiative-loss and the surface-loss term from S(E). First notice
that the bulk radiative loss (Čerenkov enhancement, at the top of the panel),
increases its impact with thickness, as expected. This contribution peaks near
the spectral onset (where ε2 6= 0), and near the inter-band transition at Eeff = 6
eV. The whole spectral region near the band gap onset is modified, as shown
in the inset in panel (a). Because of guided-light modes in the specimen, the
surface-loss term (at the bottom of the panel) shows a purely radiative contribu-
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tion in this region also. Notice that this contribution is negative and of the order
of the bulk-radiative loss (the figure is not at scale). In the lower energy region,
both purely radiative bulk- and surface-loss contributions tend to compensate
one another, with an interplay that depends on the thickness.
For the ε(E) used in this calculation, the Čerenkov condition is broken above
∼ 7 eV for E0 = 50 keV electrons (see Fig. 1.17). Hence, the region of the
intense surface term at around ∼ 15 eV is free of radiative contributions. Here,
only the non-retarded surface-plasmon contribution is relevant, and the scattering
distribution for this voltage is mostly independent of thickness. Indeed, only a
slight change is predicted for the smallest of the thickness values, corresponding
to the geometric coupling of the surface-plasmon because of the proximity of the
boundary surfaces. For most thickness values, the non-retarded Eq. (1.47) and
Eq. (1.48) are sufficient for the prediction of the scattering distribution above ∼ 5
eV. Below this energy-loss range, the presence of radiative-loss contributions can
modify the shape of the spectral intensity. Alternatively, in very thin samples, the
surface-plasmon peak becomes more important (as the bulk intensity decreases),
and its geometric coupling can modify the spectral shape.
The presented examples are given to demonstrate the different contributions
to low-loss EELS data and their relative importance. This model-based approach
is a relatively simple way to gain insight into the relatively complex Kröger equa-
tion, as the exploration of all its possible implications is beyond our interest. In
the following chapter, the methods used for the analysis of the features in low-loss
EELS will be presented.
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Chapter 2
Methods
“Every square is just as likely to get hit again. The hits aren’t clustering.
Mean density is constant.” Nothing on the map to the contrary. Only a
classical Poisson distribution, quietly neatly sifting among the squares
exactly as it should... growing to its predicted shape...
Thomas Pynchon, Gravity’s Rainbow
In this chapter, computational procedures for the analysis of materials prop-
erties in low-loss EELS are presented. The discussion is necessarily restricted to
only some of these methods; of course, these are the tools that are used in the fol-
lowing chapters of this thesis. Hence, the stress is put into the signal processing,
calculation and simulation tools designed for STEM-EELS experiments in semi-
conductor materials. First, the common analytical tools for the analysis of the
low-loss EELS spectra are explained. Following that, statistical tools conceived
for the analysis of multidimensional datasets are separately presented. Those are
useful for the purposes of this thesis, but are perhaps less known to the typical
EELS analyst. Finally, the band structure simulation tools that were used in this
thesis are also presented.
2.1 Analytical tools for low-loss EELS
Most of the analytical tools that are explained in this section are commonplace
tools, in the sense that are either extensively explained in the literature1, or
that most scientists working in the field are acquainted with them. Hence, this
section is intended as a broad introduction to the following chapters, disclosing
the general methodology that is used there.
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In order to present the methods in a consistent manner and using graphical
examples, two experimental spectra are analyzed throughout this section. Both
are low-loss EEL spectra from known semiconductor materials, one from n-doped
silicon, and the other one from gallium nitride. Since all the materials that are
analyzed in this thesis are either based on silicon or in III-V nitride compounds,
these two semiconductor materials are ubiquitous. The spectra were acquired
from the substrate part of thin samples, in defect-free crystalline regions. The ex-
periments were performed using a probe-corrected 60-300 FEI Titan microscope,
which is also used in the experiments throughout this thesis. This instrument is
equipped with a Wien filter monochromator, which improves energy resolution
in EELS down to the sub-eV range (see Sec. 1.2.1).
The most relevant parameters concerning the acquisition conditions and cal-
ibration of these spectra are included in Table 2.1. Notice that these two ex-
periments were performed with different acquisition conditions, yielding different
signal to noise ratios (SNR). In this sense, the Si low-loss spectrum was acquired
using low E0 electrons in order to avoid radiative-loss processes, more important
given the dielectric response of Si (which is demonstrated below). Notice that
because of the smaller collection angle, β, that is used in the acquisition of the
Si spectrum, a poorer SNR is expected. Conversely, this small collection an-
gle ensures that the inelastic scattering comes from dipole-like interactions only
(small-q limit).
For Si, only a single spectrum was collected, whilst the GaN experiment was
an EELS spectrum line (SL) acquisition (see Sec. 1.2.1). For the analyses in this
section, only a single spectrum from the GaN EELS-SL is shown or processed at
once, unless otherwise stated.
Below, a series of computational procedures are explained. They are used for
the dielectric characterization of the sampled materials using low-loss EELS. The
experimental conditions are also discussed, as they can determine whether fea-
tures in the spectra can be correlated with material properties. Of course, this is
done by inscribing these features in the inelastic scattering distribution theoreti-
cal framework of Sec. 1.3. With this objective in mind, relevant information has
to be separated from other spurious contributions to the spectral intensity using
various spectral processing techniques. In order to do so, subtraction and de-
Table 2.1 Relevant parameters for the example spectra; beam energy, E0, collection
angle, β, channel size, ∆E, ZLP full width at half maximum, FWHM, zero-loss intensity,
I0, and relative thickness, t/λ.
E0/ keV β/ mrad ∆E/ eV FWHM / eV I0/ counts t/λ
Si 80 2.5 0.02 0.24 4.3 · 107 0.33
GaN 300 17.0 0.02 0.25 10.4 · 107 0.35
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convolution methods are presented. Finally, the dielectric properties in the form
of ε(ω) are revealed using Kramers-Kronig analysis (KKA). The presentation of
this algorithm is culminated with the calculation of relevant dielectric properties,
based on the Bethe f-sum rules.
2.1.1 Calibration and deconvolution
Figure 2.1 shows low-loss spectra obtained from Si and GaN semiconductor mate-
rials with the experimental conditions described above. Notice first that the most
intense contribution to these spectra is the zero-loss peak (ZLP), located at the
left-hand side of the image but not totally included. Indeed, for any thin sample,
the ZLP dominates the low-loss EELS if acquired, being typically thousands of
Fig. 2.1 Two experimental low-loss spectra, from silicon (Si) and gallium nitride
(GaN) semiconductor materials, black lines. In both cases, a power-law fit is used
to model the ZLP tail, blue dashed lines. These ZLP models are subtracted from the
EELS intensity, and the remaining intensity is depicted in dashed lines.
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times more intense that the other features. As introduced in Sec. 1.2.2, this peak
is related to electrons that have undergone elastic scattering, or no scattering at
all. One might think that that since no energy-loss has been detected for the
spectral intensity in the ZLP, no information is enclosed in it, and its acquisition
is uninteresting. However, this is far from the truth, and it is important to an-
alyze this peak as it allows the calibration of the energy-loss axis, and provides
with an estimate of the specimen thickness and the instrumental broadening.
The first use of the ZLP is in the calibration of the energy-loss axis.
For this reason, it is reasonable to acquire the ZLP whenever considering low-
loss EELS. Indeed, the energy axes of both spectra in Fig. 2.1 are calibrated
using the maxima of each ZLP, which is better examined in Fig. 2.2. In the best
case scenario, this procedure allows to obtain a calibration precision equal to the
spectral channel bin size. This bin size is set in the acquisition, and in our cases
is of ∆E = 0.02 eV (see Tab. 2.1). This precision can be improved if necessary,
e.g. by modeling the ZLP shape with Gaussian or/and Lorentzian functions, in
order to obtain sub-pixel precision. Another fast and reliable method to obtain
sub-pixel precision is to measure the cross-correlation between ZLP features in a
series of spectra and shift their energy-loss axis accordingly. Notice that this is
useful when more than one spectrum is acquired at the same time, such as in the
GaN EELS-SL. This is a typical working situation.
As described in Sec. 1.2.4, inelastic processes are governed by Poisson statistics
and the relative thickness of the sample can be obtained from a simple
formula, Eq. (1.19), related to the total and ZLP spectral intensities. If low-loss
EELS is acquired up to moderately high energy-loss, well above the plasmon
peak, the estimation of the relative thickness with the above mentioned formula
Fig. 2.2 The complete, non-
normalized, ZLP from the Si and
GaN spectra, depicted with solid and
dashed lines, respectively. The ZLP
FWHM is of ∼ 0.2 eV in both cases,
and the intensities are 10.4 · 107 for the
Si spectrum and 4.3 · 107 for the GaN
spectrum.
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is accurate. This is because, for most thin film specimens of low-Z materials,
low-loss EELS represents the majority of the total inelastic scattering intensity.
Indeed, in these typical cases, the plasmon peak concentrates most of the intensity
in the energy-loss spectrum. In the inelastic scattering theoretical framework, the
values of the relative thickness, t/λ, are related to the fast electron electron path
in the sample. Notice that from Eq. (1.42) and the definitions therein, it becomes
clear that the electron mean-free-path, λ, is related to the stopping power. As
a consequence, it has a dependence on the electron velocity, set up by the beam
voltage, E0, and on the collection angle, β.
In some cases, an estimation of the value of λ(E0) can be obtained from
tables in the literature1. Using this knowledge, the t/λ can provide with an
approximation to the specimen thickness, t. For instance, the tabulated value
for c-Si is λ = 145 nm for E0 = 200 keV (β = 12 mrad), which is reduced
to about 130 nm for 80 keV electrons. The t/λ values obtained for the Si and
GaN spectra were 0.33 and 0.35, respectively. These values indicate that these
spectra were acquired in thin regions of the sample, with thicknesses around 50
nm. Notice that further corrections to this calculation would imply considering
the λ(β) dependence.
Apart from its intensity, the full width at half maximum (FWHM) of
the ZLP is also a relevant parameter to be assessed, because, as explained in
Sec. 1.2.5, the width of this peak is related to the instrumental broadening.
Indeed, if the beam and spectrometer were perfect, the zero-loss distribution
would only occupy a single channel, and it would be possible to measure in-
finitely small energy-losses. In practice this is impossible because of the energy
spread of the beam and the additional broadening introduced by the spectrome-
ter. In this sense, two different effects are taken into account when assessing the
ZLP width. First, notice that instrumental broadening affects all of the acquired
EELS intensity, not only the ZLP. Thus, the determination of the ZLP FWHM
gives an estimate of the energy resolution of the experimental set-up. This im-
portant information cannot be obtained from other intense EELS features, like
the plasmon peak, because their width is strongly influenced by their respective
excitation life-times.
A second reason to assess the ZLP FWHM is that the tails of the zero-loss
distribution extend into the energy-loss spectrum, with an impact that can domi-
nate the spectral intensity in the first few eV. This is most relevant for the low-loss
EELS of semiconductor materials, because this region typically contains the first
interband transition features, such as the band gap signal. Indeed, if one wants to
measure these low-energy features, the use of TEM instruments equipped with a
monochromator is more than advisable. Using a monochromator, energy spread
of the beam is drastically improved, and the ZLP FWHM can be reduced to the
sub-eV range.
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When the ZLP is sufficiently narrow, its tail can be modeled and subtracted to
reveal the low energy-loss features. There is a vast number of possible strategies
for subtracting the ZLP, considering that the shape of this peak and the nature
of the features to be measured are variables that depend on the instrument and
the material, respectively. Because of this, let us review in detail the strategy
that is used in this work, which is power-law subtraction. In this strategy, the
ZLP tail above a selected energy threshold is modeled by a power-law function.
This procedure is typically performed using a least-square fit to the spectral data
in a fitting-window immediately preceding the threshold, with a width between
0.5− 1.0 eV. For example, in order to obtain the ZLP models in Fig. 2.1, power-
law extensions were applied using the following regions; 0.5 − 1.5 eV for Si and
1.5− 2.5 eV for GaN. For this last material, the onset of its direct band gap, at
∼ 3.4 eV, is intense. Meanwhile, for Si, the indirect band gap onset, at ∼ 1.5
eV, is more faint. Nevertheless, both signals are visible in the acquired low-loss
EELS data, owing to the fact that the ZLP FWHM in these experiments was
∼ 0.25 eV.
Fourier-log deconvolution
It is indeed advisable, before other analytic procedures are performed to low-loss
EELS data, to first consider spectral processing tools that can take advantage
of the information within the ZLP. This section explains the deconvolution al-
gorithms used for this processing, that deal with the spurious effects of plural
scattering and instrumental broadening. Notice that the impact of these effects
can also be attenuated to some extent by using adequate experimental conditions,
i.e. regarding sample preparation and/or instrumentation. Whenever further im-
provement is not possible by experimental means, the deconvolution techniques
come in handy. The most widespread algorithm is the Fourier-log deconvolution
(FLD)2. This algorithm is useful for deconvolution of plural scattering, coupled
with the subtraction of a ZLP model. A second algorithm, Richardson-Lucy de-
convolution (RLD), capable of achieving deconvolution of broadening effects, also
using a ZLP model, is described in the following sub-section.
As explained in Sec. 1.2.4, the transmitted electron can suffer inelastic scat-
tering more than once before it emerges from the sample. This effect is known
as plural or multiple scattering, giving rise to an additional spectral distribution
that is governed by Poisson statistics. It is easy to see that the value of the
t/λ parameter is related to the amount of plural scattering in a given spectrum.
Indeed, we can estimate that for t/λ > 1 these effects are important, and even
below that, their impact is still sizable. Nevertheless, plural scattering is ne-
glected in the usual theoretical models for EELS, e.g. the dielectric formulation
of low-loss presented in Sec. 1.3.2, in which only a single scattering distribution
(SSD) is taken into account. As including plural scattering in all these models
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would constitute an unpractical solution, the sound approach is to eliminate it
from our experimental measurements.
The FLD algorithm makes it possible to perform deconvolution of plural scat-
tering using the information in the ZLP. This algorithm uses the relationship
between the zero-loss, single and measured scattering distributions established
by Poisson statistics. Using their Fourier representations, and naming these dis-
tributions z, s and j, respectively, their relationship is given by,
s = I0 log(j/z) (2.1)
were I0 represents the ZLP intensity as usual. To perform this calculation
an algorithm based on the fast Fourier transform (FFT) was provided in Ref. 1.
In the version that is used in the present work, found in Hyperspy3, the ZLP
model is used in order to perform subtraction of this peak as well. This version
is additionally modified to avoid noise problems and fills the spectral range with
zeros in order to use a longer FFT vector (zero-padding). Whenever necessary,
the high energy-loss end of the plasmon is extended to the next power-of-two,
using a power-law tail. This is a standard pretreatment when performing Fourier
analysis, to avoid introducing step-like artifacts at the spectrum extrema.
Figure 2.3 shows the result of processing the low-loss EELS of Si and GaN
using this FLD algorithm. After FLD, the SSD are retrieved, in the figure in red
lines. Notice that these SSD have been stripped of the ZLP and plural scattering,
Fig. 2.3 Same spec-
tra and ZLP models as
Fig. 2.1, but instead
of just subtracting the
ZLP models, Fourier-
log algorithm is used
to perform plural scat-
tering deconvolution
to reveal the SSD,
depicted with dashed
lines. A pretreatment
for Kramers-Kronig
analysis has also been
performed, which does
not affect the shape of
the signal.
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diverging from the experimental EELS data at the lower and higher energy-
loss regions. The reduction at high energies corresponds to plural scattering
deconvolution. It is perhaps better appreciated in the Si spectrum, in which the
curvature after the plasmon is drastically affected. Finally, it can be appreciated
that the ZLP subtraction in Fig. 2.1 produces a similar result at low energy-loss,
without affecting higher energy-loss regions, of course.
Theoretically, FLD should eliminate both plural scattering and broadening
effects from the scattering distribution. In practice, this is not possible, first,
because of the noise content of the spectrum, and, ultimately, because of the
energy resolution limitations1. This restricts the power of FLD to deconvolution
of plural scattering, and the recovered SSD is affected by instrumental broadening
just as the measured one is. In order to attenuate broadening effects as well,
Bayesian algorithms can be of some help.
Richardson-Lucy deconvolution
It is possible to attenuate the effect of instrumental broadening in a measured
spectrum using Bayesian deconvolution methods. In these, a sharpening of the
spectrum is obtained by including an estimate of the point spread function (PSF)
of the system. The objective of these methods is then to invert the effect of
the PSF, improving the energy resolution. This is typically done by iterative
minimization of some functional. Further information is incorporated to these
functionals, e.g. in order to restrict the possible solutions only to positive spectral
intensities. The method used in this work is Richardson-Lucy deconvolution
(RLD) adapted to EELS data1,4.
This iterative method was originally devised for image restoration for astro-
nomical data from large telescopes in which the lens aberration produces a point
spread5,6. It uses the maximum-likelihood Bayesian deconvolution, assuming a
Poisson noise distribution, thus being adequate for EELS. The RLD algorithm
needs an estimate of the PSF, used as a kernel in the iterative maximization
process. The algorithm is known to be robust to small errors in the PSF, and the
use of a ZLP acquired in vacuum using the same conditions as the spectrum to
process is advisable. Other possible kernels include ZLP models from experimen-
tal data or using Gaussian and Lorentzian combined forms, as for the zero-loss
distribution models used in FLD.
In practice, deviations from the assumptions of the Bayesian deconvolution
cause the iterative loop to diverge, as artifacts are introduced in the result. For
instance, unlike most noise sources in EELS that are of Poisson nature, as as-
sumed by RLD, CCD readout noise is of Gaussian nature. This noise source is
typically less important, and can be neglected in the majority of spectra, except
for the noisier cases. Additional problems appear when the iterative method is
carried out beyond the energy resolution limits, in particular affecting regions in
2.1. Analytical tools for low-loss EELS 59
which large dynamic range variations are present. In these cases, characteristic
ripple-like artifacts appear in the spectrum, localized in those regions, which are
easy to detect and help determine the appropriate number of iterations. The
ZLP tails are one example of such regions with a large dynamic range variation.
Let us demonstrate the application of the RLD algorithm by using the Si and
GaN low-loss EELS data as examples, a process that is depicted in Fig. 2.4. In
these two experiments the vacuum ZLP was not acquired, so it is necessary to
build a ZLP model to use as a RLD kernel. The ZLP model that was built for FLD
is the obvious choice. As RLD performs better with moderate noise levels, the
spectral axes are rebined by averaging in a 4-channel wide window (new channel
width ∼ 0.8 eV). This process amounts to a reduction in the dimensions of the
energy axis in both spectra from 2048 to 512 pixels. For the GaN EELS-SL the
ZLP model can be further improved using median filtering to average adjacent
pixels. This process removes noise from the models that impacts the spectral
region of the ZLP tails.
The results from the application of the RLD algorithm with 5, 7, 15 and 25
iterations are portrayed with increasingly bold shades of red in Fig. 2.4. The
performance of the RLD can be assessed by examining the ZLP FWHM, that in
both cases is reduced below 0.15 eV from the original ∼ 0.25 eV. Additionally, the
definition of the peaks is slightly improved, as clearly seen in the GaN spectrum.
Characteristic ripple artifacts of RLD are visible at the high energy-loss ends of
Fig. 2.4 Various iter-
ations (3-25) of the
RLD algorithm applied
to the Si and GaN spec-
tra, using a ZLP model
as a kernel; both de-
picted as in the pre-
ceding figures. The re-
sulting sharpened spec-
tra are depicted in
shades of red, bolder for
greater iteration num-
bers. The ZLP model
for Si is obtained as in
Fig. 2.1, the GaN one
is obtained after a fil-
tering process, as ex-
plained in the text.
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the spectra, and at the tail of the ZLP. These artifacts are originated in large
dynamic range variation regions, and since they are confined to these localized
spectral regions, which can be discarded, they are of little importance. Further
rippling affects noisy regions of the spectra, an effect that is more important in
the noisier Si spectrum. In this case, the RLD algorithm fails to distinguish the
elevated noise levels from the relatively faint signals. Since this is an intrinsic
problem of the noise level of the Si spectrum, in this case, the application of the
RLD algorithm is not recommended. In both cases, RLD reveals the band gap
onset in the spectra, as the subtraction of the ZLP model by FLD did. Since
the improvement in sharpness seems not worth the risk of introducing ripple
artifacts in our spectra by over-smoothing, especially for the Si spectrum, this
deconvolution method will not be used in the following calculations in this section.
2.1.2 Kramers-Kronig analysis
In most occasions, low-loss EELS data is acquired with the intention of reveal-
ing the dielectric properties of the sample enclosed in ε(E), the CDF. For this
purpose, the relatively simple expressions of the dielectric formulation of inelastic
scattering in the non-retarded limit are useful. These expressions were introduced
in Sec. 1.3.2, where it was shown that inelastic scattering from a thin film in this
limit is only related to Im[−1/ε(E)], the ELF, see Eq. (1.47). The following sec-
tions describe the Kramers-Kronig analysis (KKA) method, devised in order to
reveal this information enclosed in low-loss EELS. The discussion here is based
on Ref. 1, that explains the fast Fourier transform (FFT) method used in this
work. The Kramers-Kronig transformation is explained first, as this property of
the CDF enables KKA. The following sections describe the stages of the KKA
iterative algorithm. First, the pretreatment of the SSD and the Im(−1/ε) nor-
malization, that are performed before the transformation. Then, the iterative
surface-loss removal procedure, that includes the transformation.
Kramers-Kronig transformation
One could think that Im(−1/ε) alone does not contain the full dielectric response
information enclosed in ε. Nonetheless, the missing piece of this puzzle is found
in the inherent properties of these functions, as dielectric response coefficients are
bound by causality requirements (see Sec. 1.3.1). This mean that the Kramers-
Kronig relations hold. The formulation presented in Eq. (1.27) can be then
adapted for the CDF, to the inverse of the dielectric function as1,
Re
[
1
ε(E)
]
= 1− 2
pi
P
∫ ∞
0
Im
[ −1
ε(E)
]
E′dE′
E′2 − E′2 (2.2)
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This relationship allows calculating Re(1/ε) from Im(−1/ε), obtaining all the
information necessary to compute ε by straightforward complex algebra. It is
necessary to consider the way in which the Kramers-Kronig transformation is
going to be integrated. Notice that the direct approach requires the whole range
of Im[−1/ε(E′)] to be integrated at each E, which, from the computational point
of view, constitutes a time consuming algorithm.
Another fast and reliable method, used in this work, is based on the evaluation
of the integrals in the time-domain, using fast Fourier transform (FFT) methods7.
Considering the time-dependent dielectric function, 1/ε(t)− δ(t), the cosine and
sine transforms of its even and odd parts, p(t) and q(t), are related to Re[1/ε(E)]−
1 and Im[−1/ε(E)], respectively. The causality assumption then reads 1/ε(t′)−
δ(t′) = 0 for t′ < 0, and therefore, p(t) = sgn[q(t)]. In other words, q(t) can be
computed as the FFT of Im(−1/ε), and following a sign inversion this gives p(t).
Then, Re[1/ε] is obtained as the real part of the FFT of p(t).
KKA algorithm I: pretreatment
Irrespective of the selected algorithm, FFT or direct integration, it is advisable to
let the EELS intensity smoothly decay to zero in order to perform the Kramers-
Kronig transformation. Of course, the best way to do so is to acquire the low-loss
data up to high enough energy-losses. However, this is not always possible, as
we are interested in high energy resolution, decreasing the energy channel step
size which, in turn, reduces the acquired energy range. In these cases, the EELS
intensity is extended using a Power-law with a negative exponent that decays
smoothly to zero. This procedure is applied before computing the transformation,
extending the spectrum size up to at least the double of the closest power-of-two,
in order to avoid the wrap-around problem of the FFT. Notice that a similar tail
extension procedure is also customary in most cases when computing directly the
integral in Eq. (2.2)1.
As any spurious low energy-loss intensity introduces an instability in the re-
sult, this part is also typically processed. One solution is to use a Hanning win-
dow between 0 eV and a threshold positive energy-loss, to taper this intensities
without changing the SSD integral.
These pretreatments can be examined by comparing Fig. 2.1 and Fig. 2.3. In
the first figure no pretreatment was applied; in the second one, Hanning taper
and Power-law extension are depicted. In that figure, the Hanning taper was
applied in different filtering windows for Si and GaN, starting from 0 eV in both,
up to an energy-loss threshold of, 1.5 eV for Si and 2.5 eV for GaN. The Power-
law extension was applied using a fit window of 4 eV, starting from the end of
the spectrum. The final spectra have a length of 212 = 4096 channels and decay
smoothly to zero intensity.
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KKA algorithm II: normalization
Ignoring the contributions from different surface-loss terms, radiative-loss modes
and instrumental broadening, Eq. (1.47), predicts the SSD in a thin film from
ε(E). The same equation can be used to compute Im(−1/ε) from the SSD ob-
tained in a low-loss EELS experiment, e.g. after Fourier-log deconvolution as
described in Sec. 2.1.1. This proportionality is obtained solving Eq. (1.47), which
is revisited here for the sake of clarity in a slightly different form,
Im
[ −1
ε(E)
]
=
(
I0t
pi2a0m0v2
)−1 SSD
log [1 + (β/θE)2]
(2.3)
With the definitions so far, it is possible to estimate values for all of the in-
volved quantities in this equation except for one, the absolute specimen thickness
t. In the cases where the value of t is not accurately known, the Kramers-Kronig
sum rule can be used to obtain the remaining proportionality term (in parenthe-
ses). This sum rule is obtained from the E → 0 limit of Eq. (2.2),
1− Re
[
1
ε(0)
]
= 2
pi
∫ ∞
0
Im
[ −1
ε(E)
]
dE
E
(2.4)
Considering the typical behavior of ε(E), the left-hand side can be taken as
1 for a metal, and as 1 − 1/ε1(0) for an insulator, where ε1(0) = n2, the square
of the refractive index for visible light. This normalization has the additional
advantages that the values of v and β are not used, and that an estimate of t
is obtained (given that E0 and I0 are known). Indeed, the absolute thickness
determination is an additional result of KKA when n is used for normalization.
In the cases where the value of n is not accurately known, an estimate of t can
be used instead. Nevertheless, the normalization of Im(−1/ε) is very sensitive to
small variations, giving large errors for small E when the FFT are computed.
KKA algorithm III: surface-loss removal
In order to subtract the non-retarded surface-loss contribution from the SSD (ig-
noring surface coupling), Eq. (1.48) is implemented into KKA. In the formulation
used in this work, a thin film specimen in vaccum is assumed. This equation gives
an estimate of the surface-loss contribution from the ε obtained after normaliza-
tion of Im(−1/ε) and Kramers-Kronig transformation.
Surface-loss removal is an important part of KKA, especially in very thin
samples with t < 50 nm. When implemented, KKA results in an iterative process
in which the normalization, transformation and surface-loss removal steps are
repeated until convergence is reached. Convergence largely depends on the shape
of the low-loss EELS intensity at small E. Indeed, the iterative process may be
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monitored through the variations of ε(E) in this region, that should approach
the optical refractive index. Conversely, the absolute thickness estimation may
be also used to monitor the iterative process.
The KKA iterative algorithm was applied to the SSD of Si and GaN (see
Fig. 2.3), after the pre-processing explained in the last sections. For this pur-
pose, the KKA algorithm in Hyperspy was used3. The CDF of both materials
were obtained, which are given in Fig. 2.5. The refractive indices for both ma-
terials were used, nSi = 3.8 and nGaN = 2.42. In both cases, the iterative
process converged quite quickly, in 5 or less iterations. The absolute thickness
estimates are ∼ 51.5 nm for Si and ∼ 41.5 nm for GaN. Considering the instru-
mental broadening (∼ 0.25 eV), the shape of both ε(E) shows a moderately good
agreement with the dielectric response functions determined by other methods
for these materials.
Besides instrumental broadening, and the considered bulk and surface terms,
other contributions affect the single scattering distribution. As introduced in
Sec. 1.3.2, they include the surface coupling effect, and, in most cases, radia-
tive contributions. Obviously, the formulation leading to KKA is only justified
when the dominant contribution to inelastic scattering is the bulk non-retarded
term, and surface coupling, in thin samples, and radiative contributions, in thick
samples at high voltages, are negligible.
Fig. 2.5 Complex
dielectric function
(CDF) of Si and GaN,
depicted with black
and red lines for the
imaginary and real
parts, respectively.
The CDF is obtained
after KKA, using the
SSD obtained from
FLD (see Fig. 2.3),
and after applying
the pre-treatments
explained in the text.
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2.1.3 Bethe f-sum
The study of the dielectric properties in low-loss EELS is complemented with
the oscillator strength sum rules, introduced in Sec. 1.3.1. In this sense, the
dielectric response of material media is defined by the properties of the JDOS,
the convolution of valence and conduction bands. EELS experiments, as well
as optical absorption, indirectly probe this JDOS. This is a valuable feature of
these techniques, which reveals further information about the band character of
the sampled material. In this section, a classical calculation based on these sum
rules is presented: the calculation of the effective electron number.
The relevant dielectric coefficients for optical absorption and energy-loss ex-
periments are Im(ε) = ε2 and Im(−1/ε), respectively. Through their relationship
with the JDOS and oscillator strenght, Bethe f-sum rule is applied to both coeffi-
cients. For ε2, this is done almost directly by analogy of the RPA CDF with the
definition of the JDOS in Eq. (1.40). For Im(−1/ε), Bethe theory, see Sec. 1.2.3,
is implemented into the DDCS definition, in Eq. (1.45). In both cases nv, the
absolute number of valence electrons per unit volume is obtained,
nv =
2ε0m0
pina~2e2
∫ ∞
0
Eε2(E)dE =
2ε0m0
pina~2e2
∫ ∞
0
E Im
[ −1
ε(E)
]
dE (2.5)
These JDOS-functions are not equal, and they portray the differences between
ε2 and Im(−1/ε). The first one reflects only transverse optical absorption, with
q ≈ 0. The second one reflects longitudinal modes also (plasmon excitation).
Notice that these integrals extend up to infinity, which is actually impossible to
do experimentally, as the core-excitation energies overlap the spectrum. In order
to to gain insight into the JDOS of a material, one option is to examine the
integrands in these equations as a function of E.
It is also possible is to compute the effective number of electrons per unit atom
(or unit cell), neff . This is an energy-loss dependent quantity, as it is obtained
by computing the integrals in Eq. (2.5) up to a given E, instead of infinity. This
operation can be performed for both the ELF and the CDF, giving rise to two
different formulas for neff ,
neff (ε2) =
2ε0m0
pina~2e2
∫ E
0
E′ε2(E′)dE′ (2.6)
neff [Im(−1/ε)] = 2ε0m0
pina~2e2
∫ E
0
E′ Im
[ −1
ε(E′)
]
dE′ (2.7)
Because there is an 1/E weighting factor between the ELF and CDF, favoring
Eq. (2.6), neff calculated with Eq. (2.7) remains smaller up to large values of E.
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For sufficiently large values of E, both neff (E) converge to a plateau value. In
simple cases, this value corresponds to nv, a known number of electrons in the
valence band. Thus, neff can provide a comparison between theoretical models
and the data derived from the dielectric formulation of low-loss EELS.
These integrals can be computed using the CDF that were derived from the
experimental low-loss EELS of Si and GaN in the last section. The result of
these calculations is given in Fig. 2.6 (The following number of atoms per m3
have been used: 8.9 · 1028 for GaN, and 5.0 · 1028 for Si). First, let us examine
the JDOS functions, depicted with solid and dashed black lines. Notice that the
plasmon peak only appears in the function that uses Im(−1/ε). Meanwhile, the
JDOS function that uses ε2 is related to the single electron transitions.
In solid and dashed red lines, the neff (E) curves show the expected behavior.
For both Si and GaN, the result of computing neff using Eq. (2.6) remains
larger than using Eq. (2.7), for the whole energy-loss range. Both curves seem
to converge to a plateau value at large energy-losses, above plasmon excitation.
Using the atomic densities given in the figure, the plateau values are found to be:
4 e−/atom for Si and 3 e−/atom for GaN.
These results can be related to the electronic structure of both materials.
Silicon is the simpler case, as it is a single element crystal. Its ground state elec-
tronic shell configuration is [Ne]3s23p2, meaning that its valence band contains
4 electrons. In this case, the correspondence between the calculated neff values
and the theoretical nv is excellent.
In the case of GaN, this correspondence is harder to trace as inner-shell ex-
Fig. 2.6 Effective
electron number, neff ,
computed for Si and
GaN. First, JDOS
functions are derived
using the CDF and
ELF, portrayed with
solid and dashed black
lines, respectively. The
cumulative integrals
of these functions (see
Eq. (2.6) and Eq. (2.7))
give neff , depicted
with solid and dashed
red lines, as above.
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citations can occur before all valence JDOS has been exhausted. In this sense,
notice that, although gallium has 3 electrons in the valence band, its semi-core
3d-band is also to be taken into account, as it is the origin of the fine struc-
ture observed for large E, above the GaN plasmon peak. It thus seems that the
observed neff = 3 e−/atom corresponds to the nv = 3e− in the valence band
of gallium. Nevertheless, one cannot be completely sure of this fact: an EELS
experiment in which the inelastic scattering is acquired up to a sufficiently large
E might show a substantially larger plateau value before excitation of additional
core-levels.
This calculation of neff is a general example of the broad many applications
that low-loss EELS has in unraveling electronic properties of the probed mate-
rials1. In this sense, additional analytical methods will be presented along this
thesis.
Closing remarks
Semiconductors, such as Si and GaN, have large dielectric constants at low
energy-losses. This increases the relative importance of the radiative-loss con-
tribution. In some thick samples, the bulk Čerenkov contribution can dominate
the energy-loss spectrum. It is necessary then to assess the impact of radiative
losses, e.g. by performing calculations with the full-relativistic formulation of
Eq. (1.49). For instance, such calculations have been performed for Si and GaN
using reference optical data8. The calculations show that the radiative contribu-
tion strongly affects Si spectra for E0 = 300− 200 eV, being guided-light modes
the dominant term for thin specimens (t < 250 nm). Similar calculations show
that the impact of retardation effects in GaN spectra is negligible for thin films
with thickness values below ∼ 100 nm. In the previous analyses, it was estimated
that the Si and GaN low-loss EELS were acquired in thin regions with t ≈ 50 nm.
In these cases, bulk radiative losses and surface coupling are negligible. However,
from the above considerations, radiative surface-losses from guided-light modes
can still modify the Si spectrum.
Finally, notice that the experimental conditions for the Si experiment were
designed with these issues in mind. The microscope voltage was lowered to E0 =
80 keV, restricting the radiative contributions to a smaller energy-loss region
and making it easier to retrieve the dielectric response information from EELS.
Additionally for this experiment, sample sensibility demanding the use of low
voltages was also a concern. Nevertheless, the discussion of this issue corresponds
to the results sections, where it is appropriately addressed.
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2.2 Hyperspectral analysis
STEM-EELS, the experimental technique that is used in this thesis, features an
extremely localized probe, with typical sizes in the order of the Å. This is one of
the most valuable characteristics of the technique, as it allows measurements of
properties from very small material volumes. For instance, one can characterize
the different nanometer-size structural components of a modern electronic device
by positioning the STEM probe directly on them. Also, STEM-EELS produces
spectra that contain a high amount of information. The interesting spectral fea-
tures are typically convolved with one another and with various spurious sources
(e.g. instrumental broadening, noise). In this sense, the information content is
of mixed nature, and sometimes the analysis of the spectra is an issue that is
difficult to tackle.
Nevertheless, with the development of the appropriate instrumentation, hy-
perspectral acquisition modes are nowadays a common analysis tool for most ma-
terial scientists working in the EELS field, as well as many other spectroscopic
techniques. These hyperspectral modes consist in the acquisition of spectral se-
ries that portrait spatial features or the time evolution of the studied sample.
In the present work, spatially localized spectral series along lines and areas are
analyzed, i.e. spectrum lines and images (SL and SI), respectively. These acqui-
sitions represent a high throughput data source, as often thousands of spectra
have to be analyzed at once. Obviously, following the discussions in the preceding
sections, their analysis is only possible by using fast and reliable computational
tools.
Some of these computational tools have been already reviewed in the previous
sections, as deconvolution and dielectric analyses that can be carefully applied to
several spectra at once. Modeling techniques, most importantly for the present
thesis model-based fitting based on non-linear least squares, are also applied
extensively. However, these are well known mathematical techniques that we are
not going to review here. Less known are the analysis tools based on machine
learning, which are increasingly popular in various applied science fields. They
are useful to sort through vast amounts of data, deal effectively with noise, and to
extract the information of interest. They are perhaps better known in the EELS
field for their applications in the analysis of core-loss EELS9,10. It is interesting
to take some time to introduce them, as they will be useful at some point in this
thesis.
2.2.1 Multivariate analysis
Broadly speaking, multivariate analysis (MVA) comprises a group of mathemat-
ical algorithms, within the field of machine learning, that sort large and noisy
data arrays. The datasets generated in hyperspectral EELS acquisition fit into
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this category and recent years have seen an increase in the use of MVA methods1.
In this context, the EELS dataset is regarded as a N×M matrix, whereM is the
total number of pixels and N is the spectral size. For instance, a spectrum image
dataset is D(x, y, E), with N equal to the pixel-area covered by x and y. One
way to sort this data array is to solve the matrix factorization problem in the
linear mixing model, by proposing a new representation of D as a combination
of components,
D(x, y, E) = Sn(x, y)LTn (E) (2.8)
where n is the component index, that runs up to the minimum between N and
M . Moreover, each S is a score matrix and LT is the transpose of the loading
matrix. Notice that score and loading matrices keep the spatial and spectral
dimensions, respectively.
Decomposition using PCA
One method that finds a general solution to this problem is principal component
analysis (PCA). This method is mathematically equivalent to solving Eq. (2.8) as
an eigenvalue problem, because it is based on imposing an orthogonality require-
ment on the loadings. Fast and reliable algorithms exist to solve such problems,
like singular value decomposition (SVD), and PCA decomposition is a relatively
cheap algorithm, computationally speaking. Typically in the PCA algorithms,
the amount of information enclosed in each component is identified with its ex-
plained variance. This variance can be measured in various ways, for instance
by the magnitude of the loading matrix. In this framework, once that the data
array is decomposed the components are sorted depending on their variance, and
a threshold component index may be found above which the information content
is negligible (noise).
In favorable cases when this limit can be found, only the leading high-variance
components below that index are used to approximately model the data array
using Eq. (2.8), effectively eliminating the majority of noise contributions. This
threshold is typically small and it is found, in practice, using the so-called scree
plot method. When working with real EELS data, some additional methods are
used to improve the results of PCA. Among these methods, Poisson-weighted nor-
malization of the data is a typical preprocessing, critical in reducing the number
of components11. Other methods include; removing plural scattering for thicker
samples; removing so-called spikes, or high intensity artifacts; and, aligning the
spectral axis in order to prevent shifting artifacts in the PCA components. The
results from one PCA analysis are depicted in Fig. 2.7.
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Fig. 2.7 EELS-SI from a FexCo3−xO4@Co3O4 mesoporous nano particle, before and
after PCA noise reduction, framed in blue and green, respectively. The side panels
depict individual spectra from a thin part, (b) and (e), in red, and from a thicker part,
(c) and (f), in yellow (Adapted from Ref. 9, courtesy of Dr. Yedra).
Blind source separation
The objective of the approximate factorization by PCA decomposition described
above is the separation of a set of source signals from a set of mixed signals
and noise, with little consideration about these signals or the mixing process.
This mathematical problem is also known as blind source separation (BSS). In
general BSS constitutes an ill-posed problem12, to which it is difficult to find an
exact solution. Nevertheless, useful approximations can be derived by imposing
appropriate conditions.
One method of performing BSS is to impose mutual independence to the
source components, known as independent component analysis (ICA)13. In or-
der to be able to use this method, the dimensionality of the dataset has to be
reduced. This is done by previously performing PCA, and selecting a principal
component threshold. In favorable cases, ICA is able to transform the princi-
pal components from PCA into independent components with improved physical
meaning. Because of the necessary PCA step, the preprocessing for ICA is as for
PCA and datasets which are poorly sorted by PCA will be hard to analyze using
ICA.
One of the drawbacks of PCA and ICA methods is the frequent occurrence
of results that are hard to interpret or unphysical, as the linear mixing involves
counterintuitive cancellations between positive and negative components. Thus,
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Fig. 2.8 The left panel shows the loadings from ICA which are proportional to cobalt
oxide (red), iron oxide (blue) and thickness of the sample (green). The top right panels
show the corresponding score maps, for four different projections in a tilt series: cobalt
oxide (CoxOy) in red, thickness (T) in green, and iron oxide (FexOy) in blue. Below
that, RGB composites are given for the four tilt angles in order to compare the spatial
distribution and magnitude of each component (Adapted from Ref. 9, courtesy of Dr.
Yedra)
it is useful to review methods capable of performing BSS without a previous PCA
step, such as non-negative matrix factorization (NMF)14. This method finds
an approximate solution to Eq. (2.8), for a limited number of components and
imposing a non-negativity constrain to all the possible loadings. This limitation
is based on a physically meaningful constraint, as only additive combinations are
allowed and no subtractions can occur. In this notion, NMF gives an approximate
parts-based representation, and is sometimes capable of finding a more intuitive
solution to the BSS problem in cases where ICA fails to perform15.
Both ICA and NMF methods have been tested for core-loss EELS applica-
tions16,17, and they are available along with PCA in the Hyperspy toolbox3. One
example of the successful application of PCA and ICA is in the work of Yedra
et al.9 that proposes using MVA to enhance the electron tomographic series re-
construction from a FexCo3−xO4@Co3O4 mesoporous nano particle. In this data
acquisition, the noise level in the spectra was in principle excessively high for
any further quantification at any position. Following PCA analysis, portrayed
in Fig. 2.7, it was possible to eliminate the noise components of the signal. The
PCA reconstruction of the signal resulted in sharp edges, suitable for quantifica-
tion procedures. Performing BSS by ICA, as depicted in Fig. 2.8, three indepen-
dent components were identified. One of them was a thickness component, that
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prevails in the centre of the particle. Meanwhile, the other two components are
identified with cobalt and iron oxides, that dominate at the border. The MVA
analysis reveals that the two oxides are not found together all over the particle,
as iron oxide is clearly seen on its own at some points, unlike cobalt oxide, which
is always associated to iron oxide.
2.3 Ab-initio simulation tools
From the quantum mechanical point of view described in Sec. 1.3, energy-loss
spectra can be related to a joint density of states (JDOS) and the momentum
matrix elements for the involved transitions. This view is helpful in order to
build phenomenological models, that can be used to analyze spectra and relate
their features to materials properties, but with little predicting power. In order
to use the full predicting power of this formulation, ab-initio simulation methods
are necessary. These methods are capable of obtaining fundamental material
properties from first principles. In other words, ab-initio methods usually start
from a very reduced set of material parameters, for instance chemical composition
and crystalline structure. Then, a set of physical rules is implemented so that,
within certain limits, they enable to calculate the considered properties.
There are two families of ab-initio methods that have been applied to the cal-
culation of excited properties and, thus, are relevant to EELS18. One of them are
the multiple scattering and time-dependent density functional theory (TDDFT)
algorithms, that perform real-space calculations and direct calculations of the
spectra. These methods go beyond some of the simple independent particle tran-
sitions in Sec. 1.3, and, because of this, they are theoretically best suited for
the calculation of excited-state properties. Fig. 2.9 depicts schematically these
departures from simple independent particle transitions between ground states,
to account for the relaxation of the valence and conduction states, including the
electron and hole interactions. Additionally, the calculation of spatially resolved
properties is also possible. However, a separate simulation has to be set for each
property, resulting in a computational high cost and difficulties of implementa-
tion. Some examples of software implementing these methods are FEFF19 and
Yambo20, that are based on multiple scattering and TDDFT, respectively.
The other relevant ab-initio methods are band structure algorithms, that per-
form reciprocal-space calculations. They calculate ground-state properties of
periodic structures, and they have been shown to obtain a reasonably good ap-
proximation of excited-state properties18. Typically, band structure methods are
computationally cheaper and easier to implement. Probably, the most popular
band structure simulation method is density functional theory (DFT), that is the
one used in this thesis. This method is implemented in many software packages,
such as CASTEP22 and Wien2k23. The latter is our package of choice for the
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Fig. 2.9 From left to right, in order
of increasing complexity, independent
transitions, quasi-particle transitions and
two-body excitonic interaction. Adapted
from Ref. 21.
calculations in this thesis. The main reasons for this are its extensive use for
EELS simulations18, a large and well documented collection of routines and a
thriving community of users21.
2.3.1 DFT simulations with Wien2k
DFT is used to study material media as systems formed by the atomic electrons
and fixed nuclei. Such systems pose a complex problem involving the many-body
Schrödinger equation. However DFT reduces the formulation to a set of single
particle equations thanks to the Hohenberg-Kohn theorem24. The key quantity in
this theorem is the electronic density, ρ(r), as it states that the expectation value
of any observable can be obtained from a unique functional of ρ that minimizes
the energy functional E[ρ] i. This way, a set of equations is found that give a
density of states equal to the real ground state density of the many body system,
the Kohn-Sham (KS) equations25,
(T + VH + Vext + Vxc)ϕi(r) = iϕi (2.9)
In these equations, T is the kinetic energy operator, and VH , the Hartree po-
tential, which are known. The last term, Vxc, is obtained from a functional of the
exchange and correlation energy, of the form δExc[ρ]/δρ. The explicit expression
for this Exc is unknown since it includes all kinds of correlations between the
particles in the system. Because of this, an approximation of Vxc is needed in
order to solve the KS equations. These approximations depend largely on the
DFT implementation and the properties of interest, so they can vary from one
calculation to another (more below). Once this is set up, the KS equations are
solved, typically in an iterative process called the self-consistent field (SCF) cy-
iIf the spin, σ, is also taken into account, a spin density, ρσ(r), is formulated instead.
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cle, that is carried out until convergence of a given parameter (e.g. total energy,
charge density...).
The Wien2k DFT software package is used to perform simulations of periodic
systems (crystals)23. This implementation of DFT uses the full-potential lin-
earized augmented plane wave (LAPW) method for solving the KS equations26.
In this framework, a wave-function basis set is devised in order to obtain the
ground state density, total energy and KS eigenvalues (energy bands) of a many-
electron system. All calculations are performed in K-space; however, this basis
set consists in different mathematical functions depending on the location in the
unit cell. Two regions are defined, using a different basis set in each, the non
overlapping atomic spheres and an the interstitial region (see Fig. 2.10). In the
first region, a linear combination of radial functions times spherical harmonics is
used. In the interstitial region, a plane wave expansion based on the reciprocal
lattice vectors, K, is used. This expansion can be represented by the following
schematic full-potential,
V (r) =

∑
l,m
Vl,m(r)Yl,m(rˆ) inside a sphere∑
K
VKe
iK·r outside a sphere
(2.10)
Where the charge densities have an analogous shape. The convergence of such
basis set is controled by a cut-off parameter RMTKmax = 6 − 9, where RMT ,
literally muffin-tin radius, is the radius of the smallest atomic sphere and Kmax
is the magnitude of the largest K-vectors used in the expansion. In order to
improve the performance and to treat semicore and valence states in a consistent
way, additional basis functions are sometimes added, called local orbitals (LO).
Fig. 2.10 Model of a unit cell for
DFT calculations showing the intersti-
tial region and atomic spheres (AS). The
schematic basis set of Eq. (2.10) follows
this model. In this sense, plane waves
and spherical harmonics are represented
in the image using black and color (red
or green) curves, respectively.
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Choice of XC-potential
An exchange-correlation (XC) potential is necessary to complement the KS for-
mulation of DFT24,25. A simple, yet in most cases accurate, approach is to
suppose that the energy contribution of the XC-potential only depends on the
electron density at each point of space, which is known as linear (spin) density
approximation (LSDA). For some solid-state systems, LSDA yields accurate re-
sults, but, however, it fails when density changes rapidly. An improvement is
obtained by considering the gradient of the electron density, this is the so-called
generalized gradient approximation (GGA)27.
As already explained, DFT is a ground state theory and its description of
excited state properties is limited. For instance, the band gap of insulator or
semiconductor materials is usually underestimated when one uses the KS equation
with LSDA and GGA to determine the electronic density21. Because of this, there
are alternative ways to estimate the experimental band gap. These methods may
lie outside the framework of the KS equation, for instance, by introducing a
non-multiplicative potential.
In many works where low-loss spectra are theoretically studied using DFT,
the exchange correlation effects are treated using GGA21,28,29. Nevertheless,
if one wants to stay in the KS framework and still use a computationally cheap
semilocal method that leads to theoretical band gap energy predictions which are
close to the experimental values30, the modified Becke-Johnson (mBJ) potential
can be a good starting point. The mBJ potential reads as follows:
vmBJx,σ (r) = cvBRx,σ (r) + (3c− 2)
1
pi
(
5
6
tσ(r)
ρσ(r)
)1/2
(2.11)
Where ρσ(r) is the density of states, tσ(r) is the kinetic energy density, vBRx,σ is
the Becke-Roussel potential and c a parameter that changes the relative weights
of the two terms in mBJ potential:
vBRx,σ (r) =
−1
bσ(r)
(
1− e−xσ(r) − 12xσ(r)e
−xσ(r)
)
(2.12)
c = α+ β
(
1
Vcell
∫
cell
|∇ρ(r′)|
ρ(r′) d
3r′
)1/2
(2.13)
Where bσ = (x3σe−xσ/(8piρσ))1/3, α and β are parameters and xσ(r) is deter-
mined from a non-linear equation involving ρσ, ∇ρσ ∇2ρσ.
In the present work we implement the mBJ XC-potential, as a way to improve
the calculation of the excited state quantities, such as the band gap energy or
the behavior of the plasmon peak. Additionally, we have also implemented the
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GGA XC-potential developed by Perdew, Burke and Ernzerhof31, also called
PBE-GGA.
Calculation of properties
In general, the result of a DFT calculation after having solved the KS equations
is the ground-state band structure, i.e. for each band n at each point K the KS
electron wave-functions and energies. In the independent particle and random
phase approximations, as exposed in Sec. 1.3 (see also Fig. 2.9), the theoretical
dielectric function can be calculated from a Fermi golden-rule. Notice that this
band structure is analogous to the real |K, n〉 and EK,n only in the sense that
they supposedly generate the correct electron density21.
A DFT calculation with Wien2k starts by setting up the crystal structure and
other program inputs in order to generate an initial charge density. This is done
in a semi-automated way using the init_lapw algorithm, that suggests values
for most of the relevant quantities, e.g. RMTKmax and size of the K-mesh, and
helps the user to detect possible errors. After this process, an algorithm for the
SCF cycle is selected, e.g. run_lapw, that follows series of fixed steps in order to
reach the targeted convergence criterion. For instance, if an energy criterion is
selected, the SCF cycle stops when the total energy difference between iterations
is smaller than a given threshold.
After the SCF cycle is successfully converged, ε(q, E) can be obtained within
the RPA from the LAPW basis set wave-functions. The implementation of this
formalism was developed by R. Abt and C. Ambrosch-Draxl32,33, and it is imple-
mented in the optic algorithm. The software calculates the momentum matrix
elements, plasma frequency and JDOS, obtaining from them the imaginary part
of the CDF, ε2. The precise calculation of the momentum matrix elements is
more demanding than the SCF cycle and is usually carried out using a larger K-
mesh for accuracy. After this, the real part of the CDF, ε1, is obtained through
Kramers-Kronig transformation. Other quantities that help to understand the
dielectric response, such as the DOS, electron densities and band structure, are
also calculated in Wien2k. This is done in a consistent way, using the results
from the same SCF cycle21,23.
The following chapter, which is the first results chapter of this thesis, ad-
dresses the DFT calculation using Wien2k of the EELS spectra of some III-V
semiconductor materials.
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Chapter 3
DFT modeling of wurtzite
III-nitride ternary alloys
(...) I do not attribute to nature either beauty or deformity, order or
confusion. Only in relation to our imagination can things be called
beautiful or ugly, well-ordered or confused.
Baruch Spinoza, Letters
This chapter describes DFT band structure calculations that were performed
in order to simulate the dielectric response of III-nitride semiconductors. The
aim of this study is to improve our understanding of the features in the low-
loss electron energy-loss spectra of ternary alloys, but the results are also rele-
vant to optical and UV spectroscopy results. For these DFT calculations, the
standard tools found in Wien2k software were used. The novel modified Becke-
Johnson (mBJ) exchange-correlation potential was also implemented, in order
to improve the band structure description of these semiconductor compounds.
The results from these calculations include band structure, density of states and
complex dielectric function for the whole compositional range. When compared
with standard generalized gradient approximation (GGA), the predicted band
gap energies for the novel potential were found to be larger and closer to experi-
mental values. Additionally, the dependence of the most interesting features with
composition was described by applying a Vegard law to band gap and plasmon
energies. For this purpose, three wurtzite ternary alloys, from the combination
of binaries AlN, GaN and InN, were simulated through the whole compositional
range (i.e., AlxGa1−xN, InxAl1−xN and InxGa1−xN, with x = [0, 1]). Moreover,
a detailed analysis of the collective excitation mode in the dielectric response co-
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efficients (CDF and ELF) was performed by model based analysis. This reveals
their compositional dependence, which sometimes departs from a linear behavior.
Finally, an advantageous method for measuring the plasmon energy dependence
from these calculations was also developed.
3.1 Introduction
Group-III nitride semiconductors have attracted the interest of the scientific com-
munity since the early 1990s due to their promising industrial applications. Their
direct band gap combined with a high excitonic binding energy provides a high
light emission efficiency. On top of the third column of the periodic table one finds
aluminum, gallium and indium. In combination with nitrogen, they form the bi-
nary compounds AlN, GaN and InN. In actual devices, mostly for optoelectronic
applications, they are often found as non-stoichiometric ternary compounds, e.g.
InxGa1−xN with 0 < x < 1. The huge variation of their room-temperature band
gap energies, from the infrared (InN, ∼ 0.7 eV) to the ultraviolet (AlN, ∼ 6.2 eV)
range, offers a unique possibility to cover the entire visible range with only one
group of materials. In particular, the development of InGaN active layers for III-
nitride optoelectronic devices allowed the fabrication of blue/green/white light
emitting diodes (LED) that revolutionized the LED market1,2. Indeed, recently
(2014), the Nobel Prize in Physics was awarded jointly to I. Akasaki, H. Amano
and S. Nakamura “for the invention of efficient blue light-emitting diodes which
has enabled bright and energy-saving white light sources”3.
The electronic properties of these materials strongly depend on composition,
structure and strain. As the size of semiconductor devices shrinks, the need for a
characterization tool with an appropriate spatial resolution is evidenced. EELS
analysis can be highly revealing, provided an accurate analysis of the energy-loss
spectra can be performed. In this sense, a clear understanding of the dielectric
response of the nitride compounds is needed4–6. Optoelectronic properties can
be predicted from ab-initio band structure calculations. In this sense, a complete
DFT modeling of III-nitride ternary alloys will be carried out.
One of the main advantages of DFT ab-initio simulations is that, once a
band structure model is obtained, it may be used to compute many different
observable quantities. For instance, we may, in principle, predict the shape of
both core-loss and low-loss EELS spectra using the results of a DFT calculation.
Nevertheless, theoretical studies for EELS have been typically centered on the
core-loss region6–9, which is useful for the analysis of the chemical composition
of the sample. Conversely, the calculations of the low-loss spectra, which yields
further information about the electronic and optical properties and includes the
plasmon peak, are relatively less common4,10. It is possible, one may argue, that
the reason for this bias is that in DFT simulations it is inherently difficult to
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obtain reliable predictions of some band structure quantities11. These quantities
include such relevant parameters for the study of low-loss EELS as the band gap
values. In fact, the existing theoretical studies for III-nitrides as a function of
composition do not extend to valence band effects and their relationship with the
low-loss EELS spectrum6.
3.1.1 Band structure based calculations
For the present work, several band structure calculations were devised in order to
study the behavior of the plasmon peak position as a function of composition in
ternary compounds AlxGa1−xN, InxAl1−xN and InxGa1−xN, through the whole
compositional range.
These calculations were performed using the Wien2k DFT program package,
which was introduced in Sec. 2.3. Whenever low-loss spectra had been theoreti-
cally studied using DFT, the exchange correlation effects were treated using the
GGA exchange-correlation potential4,9,10. In the present work, we went a step
further and used the novel mBJ exchange-correlation potential, which had shown
promising results in the prediction of band gap energies for other compounds12.
This quantity is strongly related to the energy-loss spectra of semiconductors:
mBJ is thus implemented in order to improve the calculation of the excited state
quantities, such as the band gap energy or the behavior of the plasmon peak.
Additionally, we also implemented the GGA XC-potential developed by Perdew,
Burke and Ernzerhof13, also called PBE-GGA. All calculations were performed
with both mBJ and GGA, for comparison, except for the initial structural relax-
ation, in which mBJ was included only at the end.
The aim of these simulations was to use the obtained band structures to com-
pute the complex dielectric function (CDF), ε(q, E) = ε1 + iε2, and from them,
extract the energy-loss function (ELF), Im[−1/ε(E)]. The simulations were per-
formed for the binary compounds and ternary alloys, as explained in the following
sections. Before we address them, let us briefly review some properties derived
from dielectric response theory that were taken into account for the analysis of
the results.
3.1.2 Modeling the dielectric response
If we rely on the dielectric formulation to describe inelastic scattering of electrons
through small angles, the measured energy-loss spectra can be related to theoret-
ical calculations of the dielectric response coefficients (see Sec. 1.3). Then, simple
phenomenological models can be used in order to interpret energy-loss features
that are connected to valence band features of the modeled materials.
Within the dielectric response framework, phenomenological models for the
CDF of a semiconductor can be formulated taking into account single electron
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transitions and collective mode excitations, as shown in Sec. 1.3.1. As it turns
out, many metals and some semiconductors have none or a small number of
weak interband transitions, and their collective modes (i.e. plasmon excitation)
near the excitation threshold can be approximately described by these coarse
free-electron models.
In the semi-classic approximation, bulk inelastic electron scattering from a
material, as measured in EELS, is determined by the ELF, as shown in Sec. 1.3.2.
A simple, yet poweful and widely used, model for the ELF is obtained in the free-
electron approximation (Drude model, no interband transitions)14,15,
Im[−1/ε(E)] = EE
2
PΓ
(E2 − E2P )2 + (EΓ)2
(3.1)
with EP , the plasmon energy, and Γ, the plasmon width. This model is
typically used to fit semiconductor EELS experimental data, in order to extract
information from the plasmon energy and width. Notice that it is essentially the
same as the models for the CDF in Eq. (1.37).
In summary, the model above predicts the shape of the plasmon peak using a
“quasi-free” electron gas approximation. Such a model is useful for the determi-
nation of the plasmon energy and width as long as inter-band transitions do not
strongly affect the spectral shape near the plasmon peak16. Indeed, the presence
of single electron transitions will inevitably modify the shape of the CDF. In some
semiconductor materials, these transitions do not seriously affect the shape of the
plasmon region and mostly introduce a shift in the resonance peak (see ωeff in
Eq. (1.39)). However, pathological cases in which transitions overlap the plasmon
region will present a different peak shape than the one predicted by Eq. (3.1). In
these cases, it is useful to remember that presence of a collective mode excitation
is also indicated by the real part of the CDF crossing the zero-axis, ε1(Ecut) = 0,
from negative values, with Ecut 6= EP .
3.2 Simulation of the binary compounds
In our approach, a structural relaxation of the binary compounds was initially
performed, in order to determine their wurtzite crystal structure parameters for
DFT simulation. The description of these simulations is completed with an anal-
ysis of the results that were obtained: band structure, DOS, CDF and ELF.
3.2.1 Initial set-up of the structures
The binary and ternary compounds can, in principle, exist in two different stable
crystalline structures: wurtzite and zinc-blende17. In this study, we focused
on the wurtzite structure. The wurtzite structure is an hexagonal lattice with
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an atomic basis of 4 atoms (2 of nitrogen and 2 of a group-III element). The
hexagonal lattice is defined by two lattice parameters, a and c, its primitive
vectors being,
a1 = 1/2(axˆ−
√
3ayˆ)
a2 = 1/2(axˆ+
√
3ayˆ)
c = czˆ
(3.2)
Where xˆ, yˆ and zˆ are unitary vectors defining the cartesian coordinates. The
III-group atoms (Al, Ga and In) are found in the (0, 0, 0) and (2/3, 1/3, 1/2)
positions, with the nitrogen atoms in the (0, 0, 3/8) and (2/3, 1/3, 7/8) positions.
The generic crystal-cell is represented in Fig. 3.1 (actually using gallium atoms).
Notice that because of the representation used in this image the uppermost Ga
atom is repeated.
Structural relaxation
It is generally accepted that the prediction of the equilibrium lattice parame-
ters for a given structure by DFT is almost impossible. As a consequence, the
equilibrium lattice parameters used in DFT calculations are different from the
experimental ones. In this work, we performed a standard structural relaxation
of the binaries. This is achieved by performing several simulations with differ-
ent lattice parameters and measuring the energy variation. First, some initial
parameters, ai, ci, were introduced and the simulations performed with small
Fig. 3.1 Scheme of the wurtzite GaN crystal-cell and an In2/8Ga6/8N super-cell, with
the size difference between the III-group elements represented through their covalent
radii, using XCrysDen software18.
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variations around these values. We chose the initial values of the lattice param-
eters for AlN, GaN and InN from the literature19,20. This values are included in
Table 3.1, together with the main features of the structural relaxation process,
that are explained below.
The relaxed structure has the lowest energy and, hence, it can be found
by fitting a model to the simulated data. This model depends on the type of
optimization applied to the lattice parameters. We first performed a volume
optimization by fixing the c/a ratio and the angles, this way we do not alter
the wurtzite structure. For each binary material we performed 7 simulations
by changing the volume between values in the range 94 − 106 % of the initial
volume. Notice that the volume of the hexagonal unit cell is V = a2c sin(pi/3).
These calculations were carried out using a 10000 k-point mesh, in an iterative self
consistent cycle (SCF) with an energy convergence criterion of 0.0001 Ry i. See
Table 3.1, for the computational details dependent on the material, the muffin-
tin radius reduction, RMT , and the core/valence cut-off energy, Ecore. Default
values were used for the other simulation parameters. The optimal volume is
obtained by a non-linear least squares fit to the energy expression given in Ref.
21,
E = k1 + k2V −1/3 + k3V −2/3 + k4V −1 (3.3)
Once the minimum point was determined, the final (relaxed) lattice param-
eters, af , cf , were retrieved from the following relationships; af = ai(Vf/Vi)1/3
and cf = ci(Vf/Vi)1/3. The final lattice parameters that were found after this
process are also included in Table 3.1.
In the following step, we explored the c/a ratio optimization, using the lattice
parameters obtained with the first simulation, with fixed volume and angles. As
in the volume-optimization process, we performed 7 simulations by changing the
c/a ratio between 97% and 103%. Again, calculations were carried out using a
10000 k-point mesh and an energy convergence criterion of 0.0001 Ry. However,
the results of this optimization process gave us values with differences below one
thousandth of the volume-optimized ones. Consequently, the values we used for
the following simulations correspond to the volume-optimized lattice parameters.
i1 Ry = 13.6056923(12) eV
Table 3.1 Main features of the structural relaxation process (see text).
Material ai, ci / Å RMT / % Ecore / Ry af , cf / Å
AlN 3.111, 4.981 3 -6.0 3.134, 5.017
GaN 3.188, 5.176 3 -8.0 3.226, 5.239
InN 3.532, 5.691 4 -6.0 3.587, 5.780
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3.2.2 Band structure and density of states
The band structure diagrams of the three binary compounds from simulations
performed using the final lattice parameters are shown in Fig. 3.2. Notice that
the mBJ XC-potential was included in these calculations. The Kohn-Sham band
structure diagram can be used to find the available energies for an electron in
solid-state physics, with wave function |K, n〉. The DOS plots, presented in
Fig. 3.3, give further information, as they describe the number of states avail-
able to the solid-state electrons per interval of energy. In both, band structure
diagrams and DOS, occupied states are found below the Fermi energy, EF , and
unoccupied states, above. By examining them, we can start to understand the
dielectric response of the materials, learning about their electronic structure.
In the band structure diagrams, the energy difference between the maximum
of valence band and minimum of conduction band represents the band gap value,
Egap. It becomes clear that a direct band gap (K = K′) is predicted for all
the studied materials, as expected. The obtained values can be found in Ta-
ble 3.2. Compared with the ones obtained from calculations using GGA only,
the implementation of mBJ yielded larger band gap values. This resulted in an
improvement in the description of the band structure for the three binaries, pri-
marily because the predicted band gaps for GGA calculations were well below the
experimental measurements. Band gap adjustments thus improved in mBJ. Ad-
Fig. 3.2 Band structure of the binary compounds, AlN, GaN and InN, obtained after
the structural relaxation (mBJ included in the simulation). Green and red labels are
used to indicate some of the critical points in the valence and conduction bands that
are the start and end points of some interband transitions, respectively.
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Fig. 3.3 The obtained DOS
for the three binary compounds
AlN, GaN and InN. The band
gap onset energy is indicated in
the three cases. This would be
the onset energy of the first sig-
nal in the energy-loss spectrum
from these semiconducting ma-
terials.
Table 3.2 Comparison of experimental and theoretical band gap values.
Material Eexpgap / eV (a) EGGAgap / eV (b) EmBJgap / eV (b) Efitgap / eV (c)
AlN 6.2 4.06 5.44 5.4
GaN 3.4 1.68 2.94 2.8
InN 0.7 0.00 0.69 0.7
(a) Experimental values, from Ref. 17. (b) Theoretical band gap predictions by
GGA and mBJ, presented in this section. (c) Fitted coefficients for the ternary
simulation series by mBJ, presented in the next section.
ditionally, the GGA calculation for InN did not show any band gap. This means
that the simulation rendered the behavior of this material as metallic whereas
we know it to be a semiconductor. This was corrected in the case of the mBJ
calculation.
We focus now on the DOS of the binary materials, also obtained in our calcu-
lations. They can be found in Fig. 3.3, showing the DOS of AlN, GaN and InN,
for calculations with implemented mBJ. In this figure, the band gap is also ob-
served as the region where the DOS is zero above EF . Additionally, the strength
of each interband transition is also featured, as maximum values of the DOS are
found in those energies where the critical points are located. The critical points,
or van Hove singularities, are regions in the energy bands where the reciprocal
space gradient becomes 0 at least in one direction. The position of some of these
points was already hinted in the band structure diagrams in Fig. 3.2.
Following the discussion of the JDOS in Sec. 1.3.1, as critical points have a
high DOS, the most probable interband transitions occur between two of them17.
It is possible to detect how these transitions are reflected in the calculated CDF
and ELF for the binary and ternary materials, that are presented in the follow-
ing section. Notice also that, in GaN and InN, more important single electron
transitions are expected, by the presence of 3d-band transitions.
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3.2.3 Complex dielectric and energy-loss functions
The imaginary part of the CDF, ε2, was obtained from our simulations, within
the RPA22,23. Following this, the complete CDF, ε = ε1 + iε2, was obtained
from Kramers-Kronig transformation. Figure. 3.4 (a) shows three ε1, obtained
from the studied binaries. Notice that, from each simulation, a CDF with the
form ε(E) was obtained in the 0 − 50 eV range, as typically attributed to the
low-loss region. For the sake of simplicity, we restricted our study to the dielectric
response to an electron propagating in the a1 or a2 primitive vectors direction,
see Eq. 3.2, that corresponds to typical experimental cross-section observation.
Nevertheless, calculations for the a3 direction from other authors4, as well as our
own, have only shown small differences between the responses for each direction.
Once the CDFs were obtained, the ELF can be directly computed from them
as Im[−1/ε(E)]. The ELF for the binaries are depicted in Fig. 3.4 (b). In the
ELF, the plasmon peak can usually be identified, as it is the most intense exci-
tation. The ELF of AlN, on top of the panel, shows a very intense plasmon peak
and few less intense transitions. For GaN, in the middle, the interband transi-
tions are more intense and appear alongside the plasmon peak. Finally, in the
ELF of InN, at the bottom, the interband transitions are the most visible features
in the dielectric response. For comparison, notice that the experimental plasmon
energies for AlN, GaN and InN are 21.1, 19.7 and 14.95 eV24–29, respectively.
It is necessary to apply a broadening factor to the theoretical calculations
in order to compare them with data from the experimental spectrometer resolu-
Fig. 3.4 In panel (a), three ε1(E) curves, obtained for the three binary compounds,
AlN, GaN and InN, after simulations with implemented mBJ. In the inset, the 15− 25
eV region is shown in detail. This is the region where the zero-crossing energies, Ecut,
such that ε1(Ecut) = 0, are found. In panel (b), the three energy-loss functions (ELFs)
derived from these CDFs as Im(−1/ε). Notice that these ELFs have been scaled to the
same height.
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tion typically obtained in EELS. Disregarding its physical origin, the resolution
limiting factors are translated as an approximately Gaussian broadening of the
spectra. In order to study different characteristics in the CDF and ELF, an
0.4 eV broadening was selected as an approach to the spectral resolution of the
energy-loss spectra from for a typical instrument. This broadening was applied
to the CDF and affects the ELF as well, because it was calculated directly from
the CDF as Im[−1/ε(E)].
In the dielectric formulation, the Ecut points where ε(Ecut) = 0 and the
function is increasing from negative values indicate the collective mode excitation,
as described in 3.1.2. In the inset of Fig. 3.4 (a), these CDF zero-crossing energies,
Ecut, are also indicated. In AlN and GaN, the Ecut values are similar to the
EP values that we obtain from model-based fits using Eq. (3.1). Conversely, in
InN it is hard to determine the position of the plasmon peak, as it is smeared
out by strong inter-band transitions. This nuisance becomes more relevant in the
following section, in which we study the dependence of the band gap and plasmon
features on composition.
3.3 Simulation of the ternary alloys
Once the lattice parameters for the three binary compounds were determined,
we built simulation super-cells for the ternary structures. Using this super-cell
approach, we were able to simulate a wide compositional range of ternary alloys.
These calculations were then used to predict the composition dependence of band
gap and plasmon energies, studied through the fitting of parabolic models.
3.3.1 Super-cell approach
In order to build the simulation super-cells, different utilities of the program
structeditorii, bundled with Wien2k, were used to automate the process. In
this process, a 2x2x1 super-cell is first generated from a starting binary com-
pound, with a total of 8 group-III atoms. Then, a number of group-III atoms
are replaced by other group-III atoms, in random positions. For instance, two
gallium atoms from GaN can be replaced by two indium atoms in order to have
In2/8Ga6/8N (represented graphically in Fig. 3.1). By doing so, we can explore
the whole compositional range, 0 < x < 1, with a step size of x = 0.125.
For each replaced atom, RMT is modified, according to Table 3.1, in order
to make the atomic behavior more realistic, and to reduce computational time.
In the simulations presented in this section, a linear Vegard law was applied
to obtain the lattice parameters of the ternary compounds in the set-up of the
iiThis useful package was developed by Robert Laskowski. rolask@theochem.tuwien.ac.at
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super-cells used in the calculations. In this formulation, Vegard law states that
for an arbitrary ternary nitride alloy, AxB1−xN, where species A and B are found
with concentrations x and (1− x), respectively, a given lattice parameter, a, can
be obtained by the following equation,
aAxB1−xN = xaAN + (1− x)aBN (3.4)
Additionally, Vegard law can be applied to features in the energy-loss spectra
that depend on the lattice parameters, such as the band gap and plasmon peak
energies. If we call Ei the characteristic energy for one of these properties, and
adding a non-linear concentration dependence, weighted by the so-called bowing
parameter, b.
E
AxB1−xN
i = xEANi + (1− x)EBNi + x(1− x)b (3.5)
The bowing parameter for III-V alloys is typically positive, with its physical
origin in disorder effects created by the presence of different cations and anions30.
In this work, parabolic Vegard laws were used to model the evolution of the
predicted band gap and plasmon energies.
Once each super-cell for a given composition of a ternary compound was
generated, we carried out the band structure simulation. As mentioned, both
mBJ and GGA approaches were used to treat the XC-potentials. The SCF cycles
were performed using a mesh size of 1000 k-point and an energy convergence
criterion of 0.0001 Ry. Optimal mesh size was determined by trial and error
from 500 to 2000 k-point. After each SCF had successfully finished, the Band
structures, CDF and ELF were obtained.
3.3.2 Band gap
A series of band gap values is obtained from the simulation of each ternary alloy
super-cell series. For instance, if AlxGa1−xN compounds are simulated, there
are 8 values of the band gap corresponding to the serial simulation of 1,2,...8 Al
atom substitutions in the original 2x2x1 GaN super-cell. As the GGA band gap
prediction was poorer (see Sec. 3.2.2), only the mBJ XC-potential was used.
For each ternary compound series, a regression of the band gap as a function of
composition was performed, following a non-linear Vegard Law formula, Eq. 3.5.
The obtained equations for the three series are,
EAlxGa1−xNgap = 5.4x+ 3.0(1− x)− 0.07x(1− x)
EInxAl1−xNgap = 0.7x+ 5.4(1− x)− 2.7x(1− x)
EInxGa1−xNgap = 0.7x+ 2.9(1− x)− 0.4x(1− x)
(3.6)
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where the precision in the fitted coefficients is of around ±0.2 for the linear
ones, and of ±0.8 for the non-linear ones; with a confidence of 95 %. Notice that,
in this Vegard Law formulation, the linear coefficients correspond to the band
gap energies for the pure binaries and the non-linear coefficients, to a bowing
parameter.
Included in Table 3.2 are the band gap values of the binaries, Efitgap, calculated
after the adjustment of the band gap values of the ternaries by a parabolic law.
The band gap energies of the pure binaries from GGA and mBJ calculations
are in good agreement with the linear coefficients from this fitting procedure.
The results predict almost negligible bowing parameters for AlxGa1−xN and
InxGa1−xN, indicating an approximately linear dependence with composition.
The non-linear behavior is more clear in InxAl1−xN, as indicated by the higher
bowing parameter. This was already expected, as ternary bowing increases with
the Z difference between the binaries: among the three III-group atoms, alu-
minum is the smallest one and indium is the largest one.
3.3.3 Plasmon energy
The simulation of the super-cell series resulted also in three ELF-series, one for
each of the corresponding ternary compounds. These series are depicted in the
three panels of Fig. 3.5. Implicit in these results, the ELFs from the pure binary
compounds appear at the bottom and top of the series.
For all the studied cases, the series showed the composition dependence of the
plasmon peak. A visual examination of Fig. 3.5(a) evidences that, in AlxGa1−xN,
this dependence is still approximately linear, as for the band gap. However, it is
harder to identify and follow the plasmon peak evolution in the compounds with
high indium content.
As a first approach to study the plasmon composition dependence, we used
a non-linear model based fit following Eq. 3.1. The fitting interval was chosen
around the peak maximum energy position, with a width of 2 eV around this
value. This was done in order to minimize the impact of other spectral features
in our fitting interval, since the model does not account for those. Once this
procedure was performed, a series of Drude plasmon energies, EP , were obtained
as a result. We proceeded to analyze them in terms of the Vegard law equation,
as done above for the band gap values. The obtained equations for the three
series are,
E
AlxGa1−xN
P = 23.4x+ 22.8(1− x) + 0.2x(1− x)
E
InxAl1−xN
P = 21.3x+ 23.3(1− x) + 0.5x(1− x)
E
InxGa1−xN
P = 21.3x+ 22.7(1− x) + 0.7x(1− x)
(3.7)
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Fig. 3.5 The obtained ELF-series after the simulation of the three ternary compounds,
AlxGa1−xN, InxAl1−xN and InxGa1−xN. The concentration varies linearly in steps of
0.125. In panel (a), the ELF-series for AlxGa1−xN, from AlN to GaN (both included).
For panels (c) and (d), the ELF-series for InxAl1−xN and InxGa1−xN , from AlN and
GaN, respectively, to InN. The ascending or descending ordering corresponds to the
relative intensity variation only, as the spectra have not been normalized in any way
whatsoever. Moreover, the panels are not at scale; for instance, the GaN ELF at the
bottom of panel (a) is the same as displayed on top of panel (c). The positions of the
plasmon maxima are indicated with colored lines, as an eye-guide.
where the precision in the fitted coefficients is of ±0.2 for the linear ones, and
of ±0.8 for the non-linear ones, with a confidence of 95 %. As for the band gap fit
above (Eq. 3.6), the linear fit coefficients were identified with the Drude plasmon
energies for the pure binaries. Recalling the experimental plasmon energies, given
in Sec. 3.2.3, it seems that the calculated ELF systematically overestimates this
parameter. Meanwhile, the non-linear coefficients were identified with bowing
parameters for the plasmon energy. Notice that the bowing parameters for the
band gap and plasmon need not be equal, as experimentally there can usually be
some small discrepancy.
However, this time the discrepancy is rather large, as the bowing parameters
for all ternary compounds are rather small and all positive. This is found to be
in contradiction with the calculated composition dependence of Egap presented
above (Eq. 3.6), in the case of InxAl1−xN and InxGa1−xN. These series both
show a negative bowing of the band gap values, with a sizable value in the
case of InxAl1−xN. By examination of the relatively small bowing parameters
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in Eq.3.7, it seems that the composition dependence of EP should follow an
approximately linear law. Nevertheless, we expected from experimental studies
that the bowing parameters in the case of ternary compounds with indium showed
be more important31.
We observe that including indium in the alloys produces theoretical ELF that
are difficult to analyze by the model-based fit procedure. This should be directly
related to the increased importance of the interband transitions in compounds
with indium. We also have to keep in mind that electronic transitions truly are
excited-state properties of material media. DFT is a ground-state theory, with
inherent limitations in the prediction of excited-state properties. This deficiency
can cause DFT to fail on assigning the correct intensities and life-times for the
excitations. When calculating the CDF or the ELF, the main limitation is the
impossibility to predict the width of the peaks from imprecise transition life-
times.
In the In-rich ternary compounds, the intensity of the collective mode is re-
duced as interband transitions become more important. On a first approximation,
we interpret that a smaller plasmon peak is smeared by other surrounding peaks.
In this sense, our ability to predict the behavior of the EP that is observed in
experimental energy-loss spectra is compromised. This limitation can be circum-
vented by directly examining the CDF, as shown in the following section.
3.3.4 CDF zero-cut energy
There was one simulated CDF-series for each ternary compound, from which
the ELF-series above were calculated. A series of Ecut values was extracted
from each one of them, using linear interpolation around the 15 − 30 eV region.
The linear interpolation was used to increase accuracy to sub-pixel precision.
Once this procedure was performed, we were left with three Ecut-series, each one
corresponding to a ternary compound.
We proceeded to analyze them using the Vegard law equation (Eq. 3.5), as
for Egap and EP above. The obtained equations for the three series are,
E
AlxGa1−xN
cut = 23.2x+ 22.0(1− x) + 0.5x(1− x)
E
InxAl1−xN
cut = 15.9x+ 23.7(1− x)− 1.9x(1− x)
E
InxGa1−xN
cut = 16.2x+ 22.3(1− x)− 5.3x(1− x)
(3.8)
where the precision in the fitted coefficients is of around ±0.2 for the linear
ones, and of ±0.8 for the non-linear ones; with a confidence of 95 %. Notice that
the linear coefficients corresponding to AlN and GaN for Ecut, in Eq. 3.8, are
similar to the ones for EP , in Eq. 3.7.
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This correspondence is maybe better appreciated using a graphical represen-
tation of the data (see Fig. 3.6). This figure summarizes the results from the three
energy-determination procedures in this work, Egap, EP and Ecut. In these plots,
we observe the negative or positive bowing in the curvature of the fit lines. It
becomes clear that Egap and Ecut both have negative bowing in InxAl1−xN and
InxGa1−xN; more so in the case of Ecut. Nevertheless, bowing in the EP -series
for the In-containing compounds does not follow the same trend, and is positive.
This is to say that we do not find similar behaviors in EP and Ecut for the same
ternaries, as we may had naïvely expected in the beginning.
Remember that within their respective frameworks, both Ecut and EP repre-
sent a characteristic energy-loss for the excitation of collective modes. Whereas
EP relies on the free-electron approximation, Ecut is more general. However,
the plasmon peak in most semiconductors is typically well described by a (quasi)
free-electron approximation. Experimentally it is also easier to measure EP from
EELS, by a model-based fit, than obtaining Ecut. In order to obtain Ecut from
EELS, Kramers-Kronig analysis is needed15, which is difficult and not always
feasible32,33.
These disagreements between the collective mode excitation energies can be
related to the introduction of indium in the III-nitride alloys. As the indium
content is increased, the number of intense inter-band transitions increases. At
the same time, the collective excitation mode is weaker (also broader in our ELF).
These combined effects make it harder to trace the collective excitation mode as
indium content increases. Thus, in this case, the model-based fit procedure is not
appropriate and the assessment of the CDF zero-cut energy is more advantageous.
Notice that for In-containing alloys, especially for InAlN, some deviation from
the parabolic dependence is found for Egap and Ecut. Earlier theoretical calcula-
tions also predicted this deviation for the band gap in (In, Ga, Al)N alloys, more
so in InAlN34. In this sense, a strong increase in InAlN bowing parameter with
decreasing InN molar fraction is expected, as qualitatively confirmed by some
experimental measurements30,35. This effect becomes relevant in the following
chapter, where we observe it experimentally.
3.4 Conclusions
• We simulated the dielectric response for AlxGa1−xN, InxAl1−xN and
InxGa1−xN, three of the most relevant ternary III-nitride semiconductors,
using advanced DFT methods in Wien2K. In an initial structural relaxation
phase, the binary lattice parameters were optimized for DFT calculation,
using GGA. Using the mBJ XC-potential, we observed an improvement in
the calculation of band structure related parameters. In this sense, theoret-
ical band structures for the three binary compounds were obtained, showing
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Fig. 3.6 Summary of the results from the ternary series simulation of AlxGa1−xN,
InxAl1−xN and InxGa1−xN, and Vegard Law fit for each series (solid lines). Included
are: band gap energy, Egap (red circles); Drude plasmon energy, EP (green upward
triangles); CDF-zero cut energy, Ecut (blue downward triangles).
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a direct band gap in all cases.
• We also found that, for these wurtzite structures, the total energy strongly
depends on the volume of the primitive cell (keeping the ratio between the
lattice parameters). We observed a much weaker dependence on c/a ratio
(constraining the volume to the optimized one). The optimization results
are relevant, as these III-nitrides often grow epitaxially in the c direction
on an hexagonal substrate with similar lattice parameters.
• The improvement upon implementing mBJ was critical, as we found that
GGA calculation wrongly predicted a metallic behavior (Egap = 0) for
InN. With mBJ, we found that theoretical band gap energies were also
closer to the experimental measurements than the ones calculated using
GGA. However, the calculated band gap was always underestimated for
both XC-potentials.
• We then studied the composition dependence of band gap energy in the
ternary compounds. A parabolic Vegard law was used in order to do so in
a systematic manner. In the case of AlxGa1−xN, we obtained an almost lin-
ear dependence for both band gap and plasmon energies, as expected from
other studies29,36. In the case of ternary compounds with indium content,
InxAl1−xN and InxGa1−xN, an accurate prediction becomes more compli-
cated as bowing and interband transitions become more relevant31,34. In
these cases, we found that it is more advantageous to examine the real part
of the CDF in order to predict the plasmon energy composition dependence
using Ecut.
• As in other related works using DFT4, the calculated plasmon peaks showed
higher energies than the experimental observed ones. In this sense, we dis-
cussed a method for the theoretical assessment of the collective excitation
mode in the CDF, through Ecut. This method does not rely on the as-
sumption of a free-electron like response, as the model-based fit one does.
using Ecut, the prediction of the composition dependence of the plasmon
was improved. Additionally, this dependence was seen to be consistent with
the one found for the band gap energy.
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Chapter 4
AlN/GaN and InAlN/GaN
DBRs
“We did not really believe that we had picked up signals from another
civilization, but obviously the idea had crossed our minds and we had no
proof that it was an entirely natural radio emission. It is an interesting
problem - if one thinks one may have detected life elsewhere in the
universe how does one announce the results responsibly? Who does one
tell first?”
S. Jocelyn Bell Burnell, Little Green Men, White Dwarfs or Pulsars?
This chapter presents the high resolution monochromated STEM-EELS char-
acterization of two distributed Bragg reflector (DBR) multilayer heterostructures,
composed of a periodic staking of III-nitride layers. These heterostructures were
grown by the group of E. Calleja at the Instituto de Sistemas Optoelectrónicos y
Microtecnología (ISOM), from Universidad Politécnica de Madrid. One of these
DBR is composed of an alternate staking of AlN and GaN layers, and the other
one, of InAlN lattice matched to GaN. EELS at sub-nanometric spatial resolu-
tion and < 200 meV energy resolution was used to assess the electronic properties
of the structures. The EELS signal was treated using ZLP subtraction and de-
convolution methods, and non-linear fitting tools complemented with theoretical
modeling of the electron scattering distribution. In this sense, the log-ratio for-
mula was used to calculate the relative thickness, related to the electron inelastic
mean free path. Moreover, fitting of the bulk plasmon peak was performed using
Lorentzian and Drude free-electron models. As we have seen, in group-III nitride
alloys, the energy position of this peak can be related to the chemical composition
variation through Vegard law. Also, within the context of the Drude plasmon
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model, information regarding the structural properties of the material can be
obtained from the lifetime of the oscillation. This structural and chemical char-
acterization of the layers was complemented with experimental and simulated
high angle annular dark field (HAADF) images. Finally, information related to
the dielectric response of the materials was extracted using Kramers-Kronig anal-
ysis. Our results significantly improve the understanding of previous macroscopic
characterizations of the electro-optical properties of these structures.
4.1 Introduction
Group-III nitrides staged a major breakthrough in optoelectronic applications
with the development of blue-violet light emission by solid state devices in the
early 1990s1,2. Owing to their widely-tunable room-temperature band gap en-
ergy, these materials are of great promise for the design of optoelectronic devices
that cover the entire visible range. Additionally, they are interesting materials
for building distributed Bragg reflector (DBR) devices because of their relatively
high refractive index contrast, plus design and growth simplicity3. However, the
huge potential of this new group of materials has been significantly constrained
by several inherent problems.
In-plane lattice mismatch between the binary components is an issue that
affects their growth, and defects and chemical segregations are usual, finally de-
creasing the overall performance of the devices4. Consider, for instance, the high
in-plane lattice mismatch between the three most common binaries (InN, GaN
and AlN)5. An early theoretical calculation for the alloys (In, Ga, Al)N, based on
a strictly regular solution model, predicted high mixing instability and proneness
to spinodal decomposition6, especially strong in the case of indium containing
alloys. This leads to the formation of layers with two separated zones, such as
inter-diffusions of the metallic species forming metal-rich and -poor regions, and
the appearance of metallic isles and other defect structures7–9. Obviously, these
mechanisms lead to defect formation at the heterostructure interfaces, affecting
the electrical and optical properties of the devices.
Despite these difficulties, experimental results reported during the last decade,
for systems obtained mainly by metal-organic vapor phase epitaxy (MOVPE),
have proven that lattice matched InAlN / GaN heterostructures of excellent
quality can be grown; high reflectivity DBRs10, resonant-cavity LEDs11, pla-
nar micro cavities (MCs, see Feltin et al.12) and optically pumped vertical cavity
surface emitting lasers (VCSELs, see Feltin et al.13) have already been demon-
strated. Reports concerning molecular beam epitaxy (MBE) growth are very
scarce and have been focused mainly on high electron mobility transistor struc-
tures (HEMT, in various publications14–16). The first systematic studies of the
material growth have been reported recently17,18, as well as short LM InAlN /
4.1. Introduction 105
GaN super-lattices and ten-period DBR devices19–21. The DBRs are optoelec-
tronic devices composed of a periodic and alternate staking of layers with different
refractive indices. Bearing in mind that the MBE technique allows the forma-
tion of flat and abrupt interfaces, it can be argued that, in the field of InAlN /
GaN heterostructures, the potential of this growth technique has not been fully
exploited yet. The main reason for this is the huge difference in optimal growth
temperatures for the two binaries (400 and 800◦C for InN and AlN, respectively).
In order to optimize the performance of these devices, it is of fundamen-
tal importance to determine the structural, optical and electrical properties of
the layers, and to correlate them to one another. For this purpose, techniques
such as atomic force microscopy (AFM)22, optical reflection spectroscopy (ORS)
and transmission electron microscopy (TEM) have been widely considered20,21,23.
Optical techniques traditionally used for band gap determination have excellent
energy resolution (down to the meV range) but are limited to macroscopic mea-
surements due to their micron-range spatial resolution. However, the growth
issues of group-III nitride ternary compounds and their application to DBR
structures require characterization techniques providing precise information with
exceptionally high spatial resolution, like EELS does24,25.
In this chapter we undertake the detailed characterization of nitride het-
erostructures grown by MBE for the configuration of DBR devices (see Fig. 4.1).
In our case, these layers are composed of group-III nitride binaries and N-based
ternary alloys. More specifically, the two examined DBR systems are based on
AlN / GaN and InAlN / GaN heterostructures, respectively, with layer size in
the range of 50 nm and below.
Theoretical calculations for the (In, Ga, Al)N systems, such as our own simu-
lations presented in Chapter 3, predict a band gap and a plasmon shift that can
be used in the framework of Vegard law to study alloy composition. However, as
shown by our own results, some deviation from the usual parabolic dependence
Fig. 4.1 Schematic diagram of a dis-
tributed Bragg reflector structure, show-
ing the periodic staking of alternate high
and low refractive index materials. No-
tice that the structure is intended to re-
flect light beams, of a specific wavelength.
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can be expected in the case of InAlN, which has been attributed to the large
electronegativity difference between aluminum and indium atoms26. Experimen-
tal measurements have confirmed the strong increase in InAlN bowing parameter
with decreasing InN molar fraction, in qualitative agreement with our simulations
and other theoretical findings5,27. Also in good agreement with our results from
Chapter 3, it has been recently reported that, for AlGaN alloys, both band gap
and plasmon energies vary linearly with composition28.
4.2 System I: AlN / GaN DBR
4.2.1 Sample details and previous characterization
In this section we addresse the characterization of a 20-period (Al, Ga)N mul-
tilayer DBR, designed to present a peak reflectivity centered around ∼ 400 nm.
Semi-periods thicknesses were set to be 49.3/41.0 nm (AlN / GaN) to obtain
the targeted reflectivity. The growth was carried out in a RIBER Compact 21
MBE system equipped with a radio-frequency plasma nitrogen source and stan-
dard Knudsen cells for gallium and aluminum. Both GaN and AlN layers were
grown below GaN decomposition threshold temperature, at 720◦C. To improve
AlN crystalline quality, Ga was used as a surfactant23.
Preliminary results from optical and X-ray techniques, obtained by the ISOM
group, provided a macroscopic characterization of the sample. A noticeable de-
viation from the theoretically expected values was revealed in the reflectivity of
the samples, 92 instead of 99 %, as measured by spectrophotometry. The high
in-plane lattice mismatch present in this structure (∼ 2.5 %) is known to lead
to a strong tensile stress in the AlN layers and to the formation of cracks in the
heterostructure29,30. In spite of this, no cracks were found by optical microscopy
examination of the structure. X-ray diffraction-reciprocal space mapping (XRD-
RSM) measurements hinted the presence of AlGaN inclusions23. In the following,
we demonstrate the strong potential of the STEM-EELS technique to elucidate
the ultimate reasons for the observed optical performance.
Electrotransparent thin foil samples were prepared for TEM observation by
mechanical polishing and ion bombardment, as explained in Appendix A. Fig-
ure 4.2 (a) displays a HAADF-STEM image of the whole sample. The 20 AlN /
GaN periods could be seen in this figure, maintaining the periodicity and layer
flatness for the whole stack. However, at higher magnification, HAADF observa-
tions revealed that the (AlGa)N heterostructure is composed of a periodic four
layer structure. According to dependence on Z of the HAADF intensity, the
bright and dark bands are expected to correspond to GaN and AlN, respectively,
with an intermediate composition in the gray regions (see Fig. 4.2 (b)). Yet, the
chemical composition of these layers, using only Z-contrast images, could not be
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Fig. 4.2 (a) HAADF-STEM image of the 20-period (AlGa)N full structure. The
high periodicity of the structure is appreciated in this image. (b) shows a detail of
two successive periods. Four layers of different contrast are clearly visible. Finally,
(c) presents the detail of an area where anomalous segregations are detected, and its
surroundings.
determined. Moreover, some anomalous segregations were detected in localized
regions of the sample (see Fig. 4.2 (c)).
From this information we knew that the sample presented a highly stable four-
layer periodic heterostructure and some localized growth irregularities. Given the
small size and unknown composition of these features, an EELS-based analysis
was the obvious choice for the examination of this structure. In this sense, sev-
eral hyperspectral EELS data-sets were acquired to monitor the behavior of the
plasmon peak, as explained in the following section.
4.2.2 Characterization through plasmon peak position
The continuous line through a whole period of the stack in Fig. 4.2 (b), displays
the profile along which a typical EELS spectrum line (SL) was measured. In
Fig. 4.3 (a) four single spectra of this EELS-SL, corresponding to the highlighted
points in Fig. 4.2 (b), are shown as an example. Spectra from points 2 and 3 were
identified as energy-loss spectra of pure AlN and GaN because of their plasmon
energy position, very close to the expected experimental plasmon energies for the
pure binaries (EAlNmax = 21.1 eV and EGaNmax = 19.7 eV)31–35, in good agreement with
our previous qualitative estimation from Z-contrast in HAADF images. Spectra
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Fig. 4.3 Panel (a) displays four energy-loss spectra, from the highlighted points in
Fig. 4.2 (b); a line shows their determined plasmon maxima. Spectra taken from pure
AlN and GaN regions are indicated. Panel (b) displays the determined plasmon max-
imum energy, Emax (circles), and the HAADF intensity (line) profiles through one
period. These signals have been centered and normalized to allow for a comparison
of the contrasts that they provide. Additionally, the HAADF intensity axis has been
inverted.
from points 1 and 4 have intermediate plasmon energy values, and thus, the
composition in these regions is expected to be that of an intermediate AlGaN
alloy.
Plasmon profiling
In order to extract more quantitative information from the analysis of the hyper-
spectral EELS datasets, we used the Drude plasmon model (DPM),
Im[−1/ε(E)] = EE
2
PΓ
(E2 − E2P )2 + (EΓ)2
(3.1)
This model function, already introduced in Sec. 3.1.2, provides two fitting
parameters that contain relevant information from the material36–38. One is re-
lated to the energy threshold of the collective excitation mode, also called the
(modified) plasmon energy, EP . This parameter includes the effects of band tran-
sitions and core electrons to the plasmon excitation. The other one is related to
the broadening of the peak, Γ. We are also interested in obtaining the maximum
of the plasmon peak, Emax, useful for the application of Vegard law,
Emax(EP ,Γ) =
(
2EP − Γ2 +
√
(2EP − Γ2)2 + 12E4P
6
)1/2
(4.1)
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Plasmon profiling can be performed using simple Gaussian or Lorentzian mod-
els that correctly obtain Emax, but give a worse estimation of Γ. Interestingly, it
is possible to use the DPM for the calculation of parameters such as the lifetime
of the plasmon excitation, τ = ~/Γ, in addition to Emax 37.
Figure 4.3 (b) presents Emax, as determined by DPM in comparison with
the experimental HAADF intensity profile, for the whole EELS-SL depicted in
Fig. 4.2 (b). Notice that the HAADF intensity axis is inverted, higher values
at the bottom, as a help to the eye to compare it to the plasmon profile. In
Z-contrast, a higher HAADF intensity (lower values in the image) corresponds
to heavier compounds. In this case, gallium is heavier than aluminum, and the
correspondence with the plasmon profile appears to be excellent.
Composition determination from Vegard law
Our DFT simulations, presented in Chapter 3, indicate that both band gap and
plasmon energies in the AlxGa1−xN system can be related to binary nitride com-
position through a linear law (negligible bowing). These findings, in good agree-
ment with other theoretical and experimental works39, suggest that the plasmon
energy in an AlxGa1−xN layer is given by the ratio of each component through
a Vegard-like Law of the form,
EAlGaNP = xEAlNP + (1− x)EGaNP , (4.2)
Using the experimental bulk plasmon peak maximum energies of the binary
compounds (presented above), the aluminum nitride composition can be deter-
mined. Notice that the available experimental data correspond to Emax, but we
expect a linear behavior similar to that of EP . Assuming the validity of Eq. (4.2)
for the whole spectrum line, and once the plasmon position profiles are processed
using Vegard Law, the composition of one of this periods is well described by the
variation of the aluminum nitride composition, here called x, along the spectrum
line. This result is given in Fig. 4.4 (a). In this profile, it is possible to distinguish
each of the layers that compose the repeating four-layer heterostructure. We are,
thus, able to resolve the GaN, AlN and intermediate AlGaN regions and to read
from the profile the composition variation.
In Fig. 4.4 (a), corresponding to the scanned line in Fig. 4.2, we can distinguish
the transition corresponding to the ending of the AlGaN2 layer, with x ' 0.6,
at a line depth of ∼ 15 nm. Two nearly-pure binary layers are detected after
this, x ' 0.1 and x ' 0.9, with the narrow AlGaN1 layer between them, x ' 0.5.
Finally, the beginning of the next AlGaN2 layer (this is a periodic structure) has
a composition of x ' 0.4. In fact, the AlGaN2 layer appears to have a graded
composition, with higher AlN content at the top. The average AlN content in the
periods was calculated, finding < x >' 0.5 for all examined periods, as expected.
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Fig. 4.4 Left panel, (a), shows the aluminum ratio (circles) profiles calculated through
Vegard Law analysis of the plasmon excitation energy position and the HAADF intensity
profile (line) corresponding to the spectrum line from 1 to 4 in Fig. 4.2 (b). At the left
side, (b), compares the HAADF integrated intensity profiles, experimentally acquired
and simulated, along 3 periods.
The width of the different layers that compose the periodic heterostructure,
as determined by EELS analysis is of ∼10, 15, 50 and 15 nm for AlGaN1 (AlN-
on-GaN), GaN, AlGaN2 (GaN-on-AlN) and AlN layers, respectively.
HAADF simulations
An experimental HAADF profile spanning three periods is shown in Fig. 4.4 (b).
Notice the gradual intensity variation in this profile due to the thickness gradient
of the sample.
In parallel to the EELS analysis above, the log-ratio method was applied to
the spectra to calculate thickness to inelastic mean free path ratios, t/λ. The
logarithm of the ratio between the total and the elastic intensities is equal to t/λ,
as explained in Sec. 1.2.4. The obtained t/λ profiles point towards an increase
of sample thickness along the direction of the line scan (as we approach the
buffer layer), a quite appreciable ∼ 40 % mean variation after 3 DBR periods,
as expected from the sample preparation procedure. Composition through the
three periods was determined by plasmon energy analysis, as explained above.
Following those calculations, HAADF contrast simulations were performed
using the obtained composition and thin foil thickness profiles. This was done
in order to compare them with the experimental HAADF intensity profiles and,
hence, to validate the estimated composition derived from plasmon energy de-
termination. An atomic model for three periods, with the expected thickness
variation was created using the RHODIUS software40,41. Then the STEM probe
propagation through the atomic potential was calculated by the multislice method
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using the TEM-SIM software42. The simulated integrated intensity profiles are
also shown in Fig. 4.4 (b) as a dotted line. As a linear variation in thickness was
assumed in the simulations for the sake of simplicity; thus there is not a perfect
agreement between simulated and experimental data. However, the simulation
roughly shows the expected thickness dependence of the HAADF signal and a
fairly good agreement with the intensity variation arising from compositional
changes.
The present analysis produced a detailed compositional and structural char-
acterization of the multilayer structure. This information allowed to implement
a model for the optical properties of the DBR. The result is presented in Fig. 4.5,
which shows experimental and simulated optical reflectivity profiles. For the sim-
ulations, a reduced refractive index contrast approximation (RRICA) was used23,
a novel method which yields an excellent agreement.
Fig. 4.5 Comparison between the ex-
perimental and simulated reflectivity pro-
files. Two simulations are presented, a
nominal DBR with 2.05/2.50 refractive
indices and a DBR with reduced refrac-
tive index contrast 2.175/2.347, with op-
tical properties equivalent to the formed
four-layer period structure. Adapted
from Ref. 23.
4.2.3 Anomalous segregation regions
We now focus our attention on the anomalous segregations noticed in some regions
of the AlN / GaN heterostructure. HAADF images and energy-loss spectra in
two dimensions (spectrum images, SI) were simultaneously acquired in three of
such regions. In the first region, see Fig. 4.6, it appears as if a nanometer-size
bulging was formed in the GaN layer, judging by the Z-contrast in the HAADF
image. In the case of the other two probed regions (see Fig. 4.7 and Fig. 4.8 for
the second one, and Fig. 4.9 for the third one), more severe segregations were
found. We observe, in these HAADF images, that the local shape of the structure
has been much altered, with segregations sometimes affecting several consecutive
layers.
EELS-SI from these three different regions were analyzed using a non-linear
fitting to the DPM. The relative thickness, t/λ, was also calculated. The DPM
fit outputs two parameters, EP and Γ. Using the associated formulas included
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Fig. 4.6 HAADF image and t/λ, EP and Emax maps calculated from the EELS-SI
for the first examined anomalous segregation region.
in the model, we can recover the position of the peak maximum, Emax(EP ,Γ),
and the lifetime of the plasmon excitation, τ(Γ). A Lorentzian model fit was also
applied to the EELS data to obtain Emax, for comparison purposes, showing an
almost perfect agreement in all cases.
The HAADF image from the first segregation region is presented in Fig. 4.6,
together with the calculated maps t/λ, EP and Emax. There is a striking resem-
blance between the images in all three panels in spite of the different calculation
procedures involved and the particular nature of the information displayed in
each of them. Notice that the contrast for the (modified) plasmon energy map,
EP , is not exactly the same as for the peak maximum, Emax. This is expected
in the context of the DPM.
Fig. 4.7 HAADF images, experimental and simulated, along with Emax map, for the
second examined segregation region. The experimental HAADF and Emax show, again,
a good agreement; the simulated HAADF image is in good accordance as well. This exit
wave reconstruction simulation (size 363× 356 pixel) was performed using an atomistic
model based on the chemical information from Emax and Vegard Law. The increased
abruptness of the AlN / GaN interface in the clamped region can be assessed.
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The results from the fits also produce a map of Γ, related to the damping of
the plasmon. With this result we can calculate τ(Γ) values, but, in this case, the
broadening of the plasmon could not be correlated to any particular property of
the examined region, as the maps were found to be homogeneous. A Γ of ∼ 5 eV
(τ ' 0.13 fs) was found in the whole region.
Because of the small size of this region, we expect the sample thickness gra-
dients to be small. Under this condition, the t/λ parameter is related to the
different electron mean free paths, λ, present in the region. Notice that this pa-
rameter is computed by means of the log-ratio formula, Eq. (1.19), which uses
the integrals of spliced parts of the EEL spectrum, which is remarkably different
from the non-linear fit procedure. We can conclude that, for this region, the com-
position dependence of λ appears to be linear, as it is for the plasmon excitation
energy or the HAADF intensity.
Figure 4.7 shows another region, with a more complex structure of reduced
size. Observing the HAADF image of this second anomalous segregation region
and the corresponding Emax map, we can see how the GaN material of one
period has been clamped down into the AlN layer of the next period. An atomic
model was built using the information in the plasmon position map and, through
exit wave reconstruction, the contrast in the HAADF image was simulated, also
shown in Fig. 4.7. This simulation confirmed the correspondence between the
information in the two maps. Notice that, due to computational limitations,
only a fraction of the structure that is seen in the images was simulated. The
simulation recreates the HAADF contrast from a GaN layer being clamped into
the next period AlN layer, with a good agreement with the experimental HAADF
Fig. 4.8 Two additional EELS-calculated property maps from the second examined
segregation region. The left panel shows the relative thickness map, which is quite
different from the chemically sensitive pictures in Fig. 4.7. The right panel shows the
DPM lifetime τ .
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image.
Corresponding t/λ and τ maps are presented in Fig. 4.8: on one hand, the
t/λ of the material, through the inelastic electron mean free path, λ, shows
two regions, higher/lower relative thickness or shorter/longer λ (red/blue in the
image). On the other hand, it would seem that not much information can be
inferred from the blurry τ map, but on the central region there is a hint of a
low plasmon-lifetime area (high damping, blue again). When compared with the
other maps and the HAADF image, two parallel stripes are found, on the AlN /
GaN interface.
In this region, the map for the t/λ parameter now shows a contrast which
deviates from the linear behavior that was observed in the previous region. Notice
that the t/λ parameter is in the same range as it was in the previous region
(see Fig. 4.6), indicating that the absolute thickness is similar. But, this time,
although the contrast for the AlN layers is preserved, the GaN and AlGaN regions
appear blurred out in the map. The τ maps for this region show a contrast which
is related to the damping of the plasmon oscillation. In this case the abruptness
of the AlN/GaN interface is greatly increased, with an effect on the measured Γ
and τ(Γ) parameters from the interface region. The maximum of Γ and minimum
of plasmon lifetime, τ , appear to lie close to the interface. This is just where the
maximum strain gradient in the material should be, as the lattice mismatch
between AlN and GaN is important.
Finally, Fig. 4.9 shows a HAADF image of a region with a segregation span-
ning five periods, dramatically reshaping the layers in a zone almost 500 nm
long and 80 nm wide. The t/λ map shows the red/blue region that seems to
indicate two repeating constant λ regions. Also, this property is affected by the
thickness variation expected from the wedge shape of the sample, that offsets the
contrast between the lateral ends. Moreover, the good correspondence between
the HAADF features and the t/λ map also points towards a linear dependence
on composition, except for the central parts of the segregation.
In the plasmon energy map in Fig. 4.9, two island-shaped regions draw our
attention to the center of the image. The plasmon energy inside these two islands
is ∼ 15 eV, well below the rest of the map, where it lies between the pure GaN and
AlN plasmon peak energies. This map, once again, shows a good correspondence
with the HAADF signal.
In the τ map (bottom panel in Fig. 4.9) the island regions are still visible but
show a different type of contrast. The origin of these features in the map is a
consistent broadening of the plasmon around the island and a narrowing inside
it. This is interpreted in the model as a decrease of τ around the island and an
increase inside it.
The measured value for the plasmon energy (∼ 15 eV) corresponds to the
expected value for pure Al. This fact, plus the narrowing of the peak suggest a
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Fig. 4.9 HAADF image and three EELS-calculated property maps from the third
EELS-SI, t/λ, Emax and τ .
metallic aluminum composition for these islands. Indeed, the islands cannot be
easily identified in the t/λ map, but are clearly characterized by the plasmon en-
ergy of pure Al, ∼ 15 eV. Interestingly, the τ parameter is lower around the island
and higher inside it, confirming the existence of an halo-like signal surrounding
the island. The possibility that an halo-like area for the Γ parameter surrounds
strained or amorphized areas has been mentioned by other authors36,37.
In brief, plasmon damping, measured through the Γ parameter of the plas-
mon fit, showed halo-like contrast only in situations where the structure had
unusually abrupt interfaces, AlN-to-GaN or AlN-to-Al. While we can rely on the
compositional sensitivity of the plasmon peak, our analysis indicates that the τ
parameter may have a great structural sensitivity. Moreover, for the latter two
segregations, linear contrast correspondence is lost in some zones of the t/λ maps.
The plasmon energy and HAADF contrast are strongly correlated with compo-
sition, while, as other authors have already pointed out43, an extensive study of
the λ(Z) behavior is needed in order to predict the dependence of this parameter.
4.3 System II: InAlN / GaN DBR
The substitution of one binary material by a ternary compound is a potential
solution for lattice mismatch related problems. In this sense, an option, based
on the same AlN / GaN heterostructure, is the substitution of AlN for InAlN.
With approximately 18 % of indium, this compound gets in-plane lattice-matched
(LM) to GaN, allowing the growth of strain-free InAlN/GaN heterostructures.
However, as already mentioned, the growth of the (In, Al)N system is not an
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easy task6, as the material exhibits proneness to spinodal decomposition due to
the large covalent bonds mismatch between the InN and AlN binaries.
4.3.1 Sample details and previous characterization
A 10-period nearly lattice-matched InAlN / GaN DBR system, with peak reflec-
tivity centered around ∼ 400 nm, was grown using a RIBER MBE instrument,
equipped with a radio-frequency plasma nitrogen source and standard Knudsen
cells for gallium, aluminum and indium. The InAlN semi-periods were grown
under effective stoichiometry at 535◦C. This growth temperature provides good
InAlN crystalline quality and good control over the targeted 18 % In content17.
Due to the high thermal sensitivity of In-N bonds, the InAlN semi-periods were
buried by consecutive growth of GaN semi-periods, grown at the same tempera-
ture without growth interruptions. As 535◦C growth temperature is too low for
good GaN quality (its optimal growth temperature is ∼ 700◦C), excess indium
was used as a surfactant, as a liquid indium layer on the growth surface en-
hances Ga adatoms surface mobility, thus improving the GaN crystalline quality.
Indium atoms incorporate only residually into the growing GaN crystal (being
the InN molar fraction typically below 1 %). Instead, they accumulate on the
growth surface as metal droplets. At the end of each GaN semi-period, samples
were thermally annealed at temperatures above 600◦C to allow for desorption
of excess indium droplets and to recover a clean and flat surface. To fabricate
ten-period DBRs, the same procedure was repeated ten consecutive times.
Samples were prepared for TEM observation by mechanical methods, as ex-
plained in Appendix A. A preliminary HREM characterization of the DBR con-
firmed the expected epitaxial relationships21, both between GaN and sapphire:
(0001) [011¯0] Al2O3 ‖ (0001) [112¯0] GaN, and between the GaN and InAlN bi-
layers: (0001) [112¯0] InAlN ‖ (0001) [112¯0] GaN. A typical net of threading
dislocations was also revealed, with high uniformity of hexagonal wurtzite phase
in the InAlN semi-periods, according to selected-area electron diffraction results.
Surprisingly, GaN semi-periods showed a clear coexistence of hexagonal wurtzite
and cubic zinc-blende phases21.
Fig. 4.10 (a) shows a general HAADF image of the ten-period DBR. Fig. 4.10
(b) displays an atomic resolution image corresponding to one of the GaN/InAlN
interfaces observed along the (112¯0) zone axis. The multilayer grows epitaxially
along the (0002) axis of wurtzite structure and presents good lattice matching
between the layers. Notice that the GaN layer appears (bright) at the bottom of
the image whereas InAlN appears (darker) at the top. Between GaN and InAlN,
a third region appears with intermediate contrast, which is believed to be an In-
rich zone of InAlN, according to Z-contrast in the HAADF images and taking into
account the conditions used during the growth of GaN layers, with indium acting
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Fig. 4.10 Panel (a) shows a HAADF general view of the structure observed along the
(112¯0) zone axis. Panel (b) portrays a high-resolution HAADF image of the interface
between an InAlN (topmost, dark regions) and a GaN (bottom, lighter layer), observed
along the same direction.
as a surfactant. Additionally, these high resolution HAADF images confirm the
preparation of a very thin sample (∼50 nm) without amorphisation.
In summary, although epitaxial growth of this system was confirmed, the co-
existence of wurtzite and zinc-blende phases in the GaN semi-periods and the
existence of an In-rich InAlN interlayer at the GaN / InAlN interfaces, detri-
mental to the optical properties of the DBR, suggested the need for a detailed
compositional and electronic characterization at high spatial resolution.
4.3.2 Low-loss EELS data treatment
In order to analyze the different regions, we acquired EELS-SLs through the
layers, as depicted in Fig. 4.11. In the energy-loss spectra, see panel (b) for
some examples, the plasmon energy shift is more subtle than for the AlN / GaN
DBR. However, there are important changes in the shape of these spectra; see,
for instance, the smoothing of the low-loss EELS in the InAlN layer as typical
inter-band transitions from GaN disappear.
EELS analysis was centered in the detailed characterization of the low-loss
features, including band gap signal. Notice that band gap characterization re-
quires a careful removal of the zero-loss peak (ZLP) tails from the spectrum. As
for the AlN / GaN system, we carried out a plasmon energy analysis to determine
local composition. Further optoelectronic properties were also determined from
low-loss EELS data.
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Fig. 4.11 Panel (a) shows a HAADF image that depicts the examined region. A
clear contrast can be appreciated in the InAlN region. The profile over which a typical
EELS-SL was acquired is depicted. Panel (b) shows 4 selected spectra from the analyzed
data-set. The spectra spatial location can be read from the numbered labels.
The most common ways to separate elastic and inelastic contributions to the
signal are based on deconvolution or subtraction methods. For this work, we
tested some of these methods, as they are crucial for the characterization that
is performed afterwards. Subtraction methods have the advantage of being rel-
atively easy to implement but their result depends on the user ability to find
a good tail-fit. The shape and symmetry of the ZLP, as well as the negligible
plural scattering contribution (thin sample), allow for the use of simple tail sub-
traction methods, such as power law (PL) fit subtraction or mirrored tail (MT)
subtraction.
The first one fits a PL function to the right end of the ZLP (See Fig. 4.12).
This fit has to be set before the onset of the band gap signal. A computer routine
then searches for the inflection points in each spectrum, within a given energy
window, indicating the onset of the inelastic scattering signal. The designed
program included a SNR measuring scheme based on the two area method38 in
order to help improve the results. The MT method uses the mirrored left part
of the ZLP (negative energies) to subtract the elastic contribution only. This
method is considered to be suitable owing to the symmetric nature of the ZLP
in monochromated instruments44,45. However, the PL subtraction was preferred
as it reproduced the ZLP tail more precisely.
Among the ZLP deconvolution methods considered in this work, the chosen
method was Fourier-log which, as explained in Sec. 2.1.1, suppresses plural scat-
tering. It is important to examine the deconvolved signal and make sure all the
original features are still present, especially in the case of very low energies, near
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Fig. 4.12 The plot shows the result of
the two used tail-subtraction routines to-
gether with the original data (20 spectra
spatial-averaging is performed to increase
SNR) from the InAlN layer. The image
shows the band gap region in detail. A 1
eV fit interval before the inflexion point
was chosen for the power law fit.
the ZLP, when the selection of a good cut-off energy point between ZLP and
inelastic signal is crucial to avoid losing valuable information. Again, this cut-off
energy was separately determined for each spectrum as an inflexion after the ZLP.
Fig. 4.13 (a) shows a raw spectrum from an InAlN region and the result of the
deconvolution routine. In the panel below, Fig. 4.13 (b), the resulting average of
deconvolved spectra from a GaN region is given. The labeled arrows in this panel
point to inter-band transition features (A, B and C) found before the plasmon,
Fig. 4.13 Panel (a) shows the deconvo-
lution of a single spectrum (no averaging,
low SNR) in the InAlN layer; the ZLP is
subtracted and information down to the
band gap transition signal can be used.
Panel (b) shows the result of of the de-
convolution for a 20 spectra average in
the GaN layer.
120 Chapter 4. AlN/GaN and InAlN/GaN DBRs
and other single-electron transitions from the Ga 3d band (D, E and F). Below
∼ 5 eV errors are liable to appear as the signal can get smoothed. The occurrence
of these errors is easy to detect by direct examination of the remaining intensity
in this energy-loss region. In our case, inelastic SSDs with useful information
below 3 eV were retrieved from the energy-loss spectra.
4.3.3 Composition and bowing parameter from Vegard law
Once the spectra were appropriately deconvolved, with an ad-hoc designed rou-
tine we could determine the energy position of the plasmon peaks along the given
spectrum line (see Fig. 4.11). In this case we used a simple model-based fit. For
this purpose, Gaussian and Lorentzian functions were tested; the latter showed
better results and were finally chosen. The Lorentzian peak fit, as depicted in
Fig. 4.14, determines Emax with great precision. The experimental resolution is
given by the ZLP FWHM, which in this case is . 0.2 eV.
The determined Emax values in the InAlN region, see Fig. 4.15, can be related
to the ternary alloy content using a parabolic version of Vegard Law. This is in
contrast with the (Al, Ga)N system, in which a linear law suffices. In the (In,
Al)N system, the great mismatch between indium and aluminum species leads
to a sizable deviation from a linear composition dependence both for the band
gap energies5,26,27, and for the plasmon energies, as shown in our simulations in
Chapter 3. This deviation is typically modeled by a parabolic version of Vegard
law.
Notice that it is necessary to determine the bowing parameter for this partic-
ular case, which is, in principle, unknown. We did that by imposing the average
indium content to ∼ 18 %, as estimated by X-ray diffraction for the studied sys-
tem21. Plasmon energy in InxAl1−xN can be related with x, the In ratio, through
Fig. 4.14 The Lorentzian peak is op-
timal for the determination of Emax.
The single spectrum shown, from a In-
AlN layer, has not been treated by any
other method than FLD. The fit uses
data points within a symmetric interval
∼ 4 eV wide around the peak maximum.
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a Vegard law with a bowing parameter, b,
EpInAlN = xEpInN + (1− x)EpAlN + bx(1− x). (4.3)
For the adjustment of the bowing parameter, Vegard law was first applied to
each spectrum across the InAlN layer, considering an initially null bowing pa-
rameter, b = 0. From this, the shape of the graded In concentration profile, x,
was found. Then, the calculation of the integral of all the determined indium
concentration values was performed, and the average In content could be calcu-
lated as a function of bowing parameter. A new value of the bowing parameter
was finally chosen to recover the nominal average In content of 18 %, which
yielded a bowing parameter b = 3.1eV . The plasmon energies for the binary
compounds were taken from the literature46,47, EGaNmax = 19.4 eV EInNmax = 15.7
eV and EAlNmax = 21.1 eV. The plasmon energy values obtained in the GaN layers
were in good agreement with the expected plasmon energy for GaN and with
measurements in other works32,33,48; however, we could not relate our measure
of the bowing parameter to any other work. Our simulations in Chapter 3 suggest
that higher order terms might affect the bowing of the InxAl1−xN system, for
small values of x.
The resulting indium concentration profile is depicted in Fig. 4.15 (b). No-
tice that this profile is taken through the InxAl1−xN layers, along the growth
direction, [0001]. Our aim was to elucidate, using EELS, whether Indium is
homogeneously incorporated along the growth direction.
According to Fig. 4.15 (b), the In concentration decreases from 30 % (above
the nominal value, 18 %) approximately linearly within the first 10 nm of the
Fig. 4.15 (a) presents the Emax determined through the whole EELS-SL indicated in
Fig. 4.11. A red square highlights the InAlN layer. (b) shows the Indium ratio through
the 40 nm wide InAlN layer, as calculated by applying Vegard Law with a bowing
parameter fitted to impose the mean [In] value, ∼ 0.18, which yields b ≈ 3.1 eV. Error
bars are included, they were calculated from the plasmon peak Lorentzian fits.
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InAlN semi-period down to near nominal values. Then, it remains nearly constant
at a value slightly below the nominal one until the last few nanometers, where a
certain increase is found. The existence of two different regions in the InAlN layer,
a decreasing-ratio [In] rich region and a poor, and approximately [In] constant
region, previously noticed in HAADF, is confirmed through EELS. Energy loss
precision given by the ZLP FWHM yields an average ±3 % standard deviation
of the calculated [In] values.
Concerning the possibility of an in-plane composition modulation, the con-
trast in the HAADF images does not seem to suggest it (see, for instance,
Fig. 4.10). In addition, further EELS data were analyzed to rule out this pos-
sibility. In this sense, high resolution EELS-SLs parallel to the interfaces were
acquired and analyzed, showing no traces of in-plane composition modulation.
4.3.4 Optoelectronic and structural properties
Kramers-Kronig Analysis
KKA was performed on the EELS-SL data as explained in the Methods section,
Sec. 2.1.2. As discussed there, certain calculations in the mathematical routine
involve the use of fast Fourier transformations (FFT). For FFT analysis purposes
it is convenient that all signals start and end at zero (or almost zero) counts,
without sharp peaks. At low energies, below the cut-off value for deconvolution,
negative data points and at least the first channel of all SSD data arrays are set to
zero. As the plasmon tail was not measured completely on these spectra because
of the chosen energy-loss range, the function Ar−3 suggested by the Drude model
was used to extrapolate data to zero. Finally the SSD arrays were padded with
zeros up to twice their actual length, a procedure which is bound to reduce the
noise coming from sampling in Fourier space.
At this point, refraction index (commonly denoted as n) values were needed
for the normalization loop. The values used for the calculations were taken from
experimental data21, as were the refraction indices used for normalization of the
SSD (nGaN = 2.5, nIn0.18Al0.82N = 2.3). Different values were tested which did
not substantially improve the results, with the exception of using a higher value
of n in the In rich region.
Since the composition of the InAlN layer in the In rich region is not uniform,
the local value of n may vary in this region. Indeed, in the case of the InAlN
region, the refraction index values obtained from optical techniques do not seem
appropriate for our sub-nm-resolved spectra. Possible solutions, in this particular
case, are to check the outcome with results from a better known layer, such as
GaN, or, if possible, to normalize the SSD using a different method, such as
sample thickness. We finally chose to limit the use of nIn0.18Al0.82N to the InAlN
layer regions where the Indium content (plasmon peak position) stays constant,
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and all the results concerning InAlN discussed from now on will refer to these
data.
Once KKA was correctly performed, the complex dielectric function (CDF,
ε = ε1 + iε2) was obtained. CDFs were recovered point by point, each one
corresponding to an individual spectrum. Fig. 4.16 shows CDFs, averaged from
20 adjacent pixels, derived from KKA of Fourier-log deconvolved spectra. This
procedure was considered the best possible one in order to assess features in
lower energy losses. The shapes of the functions are in good agreement with the
ones expected for a semiconductor material49: Before the band gap onset, lowest
energy-loss values are characterized by ε2 = 0 and ε1 ≈ n2, which is shown
in the inset of Fig. 4.16. At a higher energy-loss, the real part, ε1, becomes
positive, indicating the collective mode excitation, and the real and imaginary
parts present a crossing point just after the plasmon peak energy.
Band gap onset energy
The band gap signal could be directly observed in the original spectra, shown in
Fig. 4.11 (b). The observed direct band gaps remained close to ∼ 3 eV through
the examined GaN and InAlN layers, as shown in Fig. 4.12, and in the two
panels of Fig. 4.13. More precise band gap energy values for selected areas of the
examined layers were calculated from the energy-loss function (ELF), Im(−1/ε).
After averaging in selected regions of the InAlN and GaN layers to improve the
Fig. 4.16 GaN and InAlN In-poor regions CDFs, the data correspond to 20 averaged
CDFs from each of the indicated regions. The inset shows the lower energy-loss region
in detail.
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SNR and to obtain sufficiently clear functions, a square root model-based fit to the
ELF was used to retrieve the band gap onset energy value. The normalized ELF
that is recovered from KKA corresponds to the joint density of states (JDOS) of
the conduction and valence bands. For a direct band gap transition50, a square
root function of the shape A + (E − Egap)1/2 can be used for fitting the ELF
band gap peak. In these fits, depicted in Fig. 4.17, parameter A is a step used to
account for background level.
The result in both cases was found to be almost the same, Egap ≈ 3.2 eV for
GaN regions, and Egap ≈ 3.4 eV for most of InAlN (spectra taken from the [In]
∼ 15 % in the In concentration profile, the almost constant region in Fig. 4.15b),
indicating that the lattice matched (LM) InAlN presents a band gap which is
close to the one of GaN. Estimated error is ±0.2 eV. As far as GaN is concerned,
a band gap of 3.4 eV was expected for pure wurtzite GaN layers. However,
the previous structural characterization had revealed the presence of zinc blende
phase21; this cubic phase has a theoretical band gap of 3.2 − 3.3 eV. The two
phases appeared to be mixed in the GaN semi-periods, and the electron beam
was bound to cross (and excite) both wurtzite and zinc-blende regions. Indeed,
the coexistence of these hexagonal and cubic phases could give rise to the lower
band gap values determined after the EELS analysis. Nevertheless, the origin of
the abnormal values for the band gap of InAlN remains elusive.
The experimental relationship between the [In] and the Egap of InAlN were
reviewed in Ref. 27. This study used spectroscopic ellipsometry on a series of
samples grown by MOVPE, covering a wide compositional range, to determine
an experimental dependence of InAlN bowing parameter on alloy composition.
According to this study, a band gap value of Egap ∼ 4 eV is predicted for an In
Fig. 4.17 Square root fit
individual examples from
GaN region (top) and InAlN
(In0.15Al0.85N region, bottom).
Only the data in the intervals
used for these fits has been
plotted (from ∼ 2.8 to 5 eV ).
The added step accounts for
the departure of the data from
a square root shape at the
baseline. The values of Egap are
indicated. Plots correspond to a
4 spectra average.
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concentration of [In] ∼ 18 %. In our case, since the In concentration is slightly
lower in the considered region, we should expect a band gap value even higher
than 4 eV, somewhat far from our measurement of 3.4 eV.
On the other hand, our measured value was in agreement with other exper-
imental results, corresponding to different growth techniques, included in Ref.
27 and references therein. Our own DFT calculations for the (In, Al)N system,
presented in Chapter 3, predict a band gap value close to 3.4 eV for an indium
concentration of 18 %. Indeed, this system presents a strong band gap bowing
and other theoretical studies have related it with the presence of In-clustering in
the layer (understanding a cluster here as a nitrogen environment with a given
indium coordination number)51. We could not disregard local In-clustering in
the InAlN layer, as there was an excess of In at the first stages of InAlN growth,
although no actual evidence was found.
Additionally, our measurements could also be affected by retardation losses,
keeping in mind that our measurements were performed at 300 kV. This point
will be addressed in Sec. 4.3.5.
Effective electron number
As a sanity check on the data derived from KKA, a Bethe f-Sum Rule routine
was designed; the results are shown in Fig. 4.18. The integrals of the CDF and
ELF were performed using all channels of each of these data-sets. As expected,
the integral of ε2(E) showed greater or nearly equal values to the ELF integral
(point-to-point). Also, from these integrals, the effective number of electrons
taking part in the transitions (per unit cell), neff , could be derived, which seems
to be ∼ 3. The high dispersion of values in the middle region, which corresponds
to the InAlN layer, reflects the lack of a good refractive index value for the InAlN
region.
Cole-Cole plots
With the obtained CDF, Cole-Cole plots were prepared to help identify char-
acteristic transitions. The results are shown in Fig. 4.19 for GaN and InAlN,
in panels (a) and (b), respectively. The one corresponding to InAlN shows no
transition beyond the ribbon shape resulting from the convolved loops of band
gap and plasmonic transitions. Conversely, the GaN Cole-Cole plot does show
additional features.
According to the energy values reported in literature33, we can clearly dis-
tinguish a characteristic transition at ∼ 7.8 eV corresponding to pure h-GaN as
highlighted in both the CDF and Cole-Cole plots in Fig. 4.19c and Fig. 4.19d.
Additional transitions are also detected at energies ∼ 10, 12.2, 23.6, 28.9 eV , that
can be attributed to both the h- and c-GaN phases. Moreover, at high energies
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Fig. 4.18 Effective electron numbers
resulting from computing Bethe f-Sum
rule, integrating the energy-loss func-
tion (ELF, red) or the real part of the
CDF (ε2, blue) from zero to the high-
est recorded energy. As expected, ELF-
calculated values are higher than CDF
ones. They both tend to converge with
increasing integration limits.
further small loops hint the presence of three transitions corresponding to energy
values above the band gap (one of them at ∼ 26.7 eV , characteristic of pure
c-GaN).
Looking back at the original low-loss spectra (the CDF depicted in Fig. 4.19c
corresponds to the SSD of GaN in Fig. 4.13), we could correlate the intensity
maxima (features A to F) with the corresponding transitions in the CDF plot.
All of the features in Fig. 4.13, but for A and E, could be related to both c-GaN
and h-GaN. Although slightly visible in the plot, the A-peak of pure h-GaN at
7.8 eV can be identified. Feature E, clearly discernible by naked eye, corresponds
to the characteristic transition of c-GaN at ∼ 26.7 eV .
Summing up, our spectra show characteristic transitions from both h-GaN
and c-GaN, in very good agreement with the previous HREM characterization.
We thus show that energy-loss spectra can be used to detect the mixture of the
two polytypes by identifying their distinctive features.
4.3.5 Assesing the impact of retardation losses
Retardation effects can significantly alter the shape of the obtained CDF45,52, as
they can be important, depending on the experimental conditions. Similar condi-
tions to the ones used here had been already considered in the work of Erni and
Browning53, in which the impact of retardation losses on the single scattering
distribution (SSD) was taken into account using the complete Kröger formula-
tion54. In this sense, we calculated the difference between the experimentally
obtained SSDs and the SSDs from the CDF in the complete Kröger formulation.
The calculation of the SSDs involved several steps. Starting from the CDFs
that were obtained from KKA, the full-relativistic scattering was computed for
each point of an angular grid representing the collection aperture. In this formu-
lation, the scattering is divided in bulk- and surface-loss terms, both including
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Fig. 4.19 Panels (a) and (b) are examples of GaN and InAlN Cole-Cole plots from the
obtained CDFs. Band gap transition (black, 0 − 6 eV ) and plasmon excitation (green
or light gray, 6 − 38 eV ) regions are colored to allow an easy identification. Subtler
transition regions of the CDF can be identified in the panels below. Panels (c) and (d)
are detailed images of a CDF and its corresponding Cole-Cole plot, with the highlighted
zone indicating an h-GaN transition (∼ 7.8 eV , A in Fig. 4.13). Data corresponds to
20 averaged CDFs from each of the indicated regions.
retardation losses. A rather costly calculation integrates in the angular domain
and the resulting data block contains the SSDs, then normalized to allow for a
comparison with the, already normalized, experimental SSDs.
The results of this procedure are displayed in Fig. 4.20, showing the predicted
analytical shape of the scattering which is not accounted for in a semi-relativistic
bulk scattering formulation. These effects are present in most of the spectrum
as a background signal, which is the registered signal present before the onset of
the band gap. But, although the maximum of the retardation losses is located
near the band gap onset, the overall shape of the spectrum is not changed, as
a consequence, the fitting of the square root with constant background function
will give us a measure of the band gap signal energy onset consistent with our
error bars.
128 Chapter 4. AlN/GaN and InAlN/GaN DBRs
Fig. 4.20 Expected complete scatter-
ing distribution for ε(E) deduced by
KKA in the GaN and InAlN regions; ex-
perimental SSD and the difference be-
tween the two is also plotted. Data cor-
respond to a 10 spectra average.
4.4 Conclusions
• We proposed quantitative methods for the characterization of materials
using the combination of STEM-HAADF and low-loss EELS-SI mapping
and we applied them to two group-III nitride DBR systems. Computational
analyses were performed using home-made routines for automatic EELS-SI
data processing.
• In both samples, plasmon energy shift was related to the composition of the
ternary alloys (through Vegard law). This dependence was monitored by
model-based fitting of the plasmon peak in the energy-loss spectrum, either
using a simple Lorentzian peak shape or the more sophisticated Drude
plasmon model.
• In the (AlN / GaN)x20 DBR, this property revealed the initially unknown
composition of a repeating four-layer structure of AlGaN alloys. Further-
more, two dimensional mapping of this property using EELS-SI revealed
the composition of anomalous segregations and metallic inclusions in the
heterostructure. The linear dependence of plasmon energy with composi-
tion in these kind of alloys, predicted in the simulations, was additionally
tested: we compared the experimental HAADF intensity profiles and im-
ages with HAADF simulations, constructed using atomistic models based
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on the plasmon energy characterization.
• The low-loss EELS SIs from the localized anomalous segregation regions
were studied through a detailed analysis. Plasmon width and relative thick-
ness were measured, and compared to plasmon energy maps and HAADF
images. Aluminum inclusions were found in the system. Plasmon broaden-
ing at abrupt interfaces and halo-like contrast surrounding these metallic
inclusions were observed, evidencing the relationship between dielectric re-
sponse and strain state.
• In the (InAlN / GaN)x10 DBR, we proposed a general method to adjust
the parabolic composition dependence of the plasmon energy, given that
the non-linear term (bowing) is unknown. The InAlN layers presented an
In-rich segregation region, located just above the GaN layers. Using our
method, we obtained the local composition from these regions, with sizes
below 5 nm, and measured the value of the parabolic bowing parameter for
this composition. This measurement indicates that bowing in this system
is not well known, and may be better described by a higher order law, as
hinted in our DFT simulations.
• An exhaustive optoelectronic and structural characterization was also car-
ried out in this sample. CDFs were recovered by KKA, and used to assess
the presence of polytypism in the GaN layers. Using the ELF, band gap
energy onset values were also determined along the multilayer, finding val-
ues of 3.2 and 3.4 eV for the GaN and InAlN layers, respectively, with a
±0.2 eV error.
• Finally, we carried out the calculation of the scattering distribution in the
framework of a full-relativistic formulation in our band gap measurements.
The impact of bulk Čerenkov losses needs to be taken into account because
of the high voltage used (E0 = 300 keV). However, given the small thickness
of the examined regions, always below 100 nm, we can estimate that the
shape and position of the band gap signal is not affected and can be safely
measured.
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Chapter 5
Multiple InGaN QW
heterostructure
“The ideal color scheme in unrealisable (...) A standard color scheme is
not vital, but might be useful.”
R.F. Egerton, Extract from presentation.
This chapter presents a detailed examination of an InxGa1−xN multilayer
structure, composed of alternating In-rich quantum wells (QWs) and In-deficient
barriers. The nominal widths of these semiconductor layers are 1.5 nm and 6 nm,
for the QW and barrier layers, respectively. This is, thus, a structure with features
in the nanometer size range, smaller than the two structures examined in the
preceding Chapter. Again, our STEM examination consists in the simultaneous
acquisition of HAADF images and spatially resolved low-loss EELS-SI, that are
used in combination. However, this time, we also present a detailed analysis of
high resolution HAADF images, that provides additional evidence of chemical
and structural changes in the layers. Subtle changes in the valence properties of
the materials, band gap energy, plasmon excitation and also elemental transitions
are monitored by low-loss EELS. Kramers-Kronig analysis (KKA) of the energy-
loss spectrum is used to extend the dielectric characterization. In this sense, we
apply a method for the experimental characterization of the plasmon excitation
in the CDF based on our findings in Chapter 3, consisting in the determination
of Ecut in the CDF. Apart from this, we compute spatially localized electron
effective mass values from our CDFs, as we expect some contrast in the QW
region. Finally, we examine the intensity of the Ga 3d transition in a previously
normalized SSD. We show how this can be carried out after KKA, revealing the
gallium concentration distribution with an excellent spatial resolution.
137
138 Chapter 5. Multiple InGaN QW heterostructure
5.1 Introduction
Devices based on a stacking of III-V semiconductor layers have led to a revolution
in the optoelectronic research and industrial fields because of their ability to op-
erate in a wide range of applications. Among these applications, high brightness
light emitting diode (LED) devices based on multiple InxGa1−xN quantum well
(QW) active layers are important because of their high quantum efficiency1,2.
There is a strong need to control the QW thickness down to the monolayer level
while keeping a high indium composition, in order to achieve optimum operating
properties.
The reduction of the QW size, down to nanometer range, is difficult to control
because of the strain accumulation at the InGaN / GaN interfaces. It is also
problematic to achieve a high indium content, given the tendency of InxGa1−xN
compounds to phase separation. For instance, indium mobility is an issue, as
introduced in Chapter 4; other authors have reported coalescence during growth
in similar systems3–9. In some of these works, the formation of segregated In-rich
nanoclusters, with an In content of above 80 %, has been reported4–7. In other
cases, a certain inhomogeneity inside the InGaN QW, and width variations have
been observed8,9. Both variations in the local In composition and the QW width
have been related to a carrier localization effect in the InGaN QW regions10. In
these devices, carrier localization improves recombination rates, notwithstanding
the typically high threading dislocation densities, which, in turn, act as light-
quenching centers. Consequently, this effect could be responsible for the high
emission rates obtained in InxGa1−xN heterostructure-based laser devices11.
5.1.1 Structure growth and previous experiments
The multiple QW heterostructure under study was grown by the group of E.
Calleja at the Instituto de Sistemas Optoelectrónicos y Microtecnología (ISOM).
A RIBER Compact 21 molecular beam epitaxy (MBE) system was used, equipped
with a radio-frequency plasma nitrogen source and standard Knudsen cells for Ga
and In. The growth was carried out on commercial ∼ 3.3 µm GaN-on-sapphire
(0001) templates (Lumilog), grown by metal organic chemical vapor deposition.
Prior to InxGa1−xN quantum wells (QWs), a ∼ 20 nm thick In0.05Ga0.95N spacer
was grown. Afterwards, six 1.5 nm thick InGaN QWs with nominal In content of
20 % were grown. The InGaN QWs are separated by 6 nm thick InGaN quantum
barriers and covered with a 20 nm thick InGaN capping layer, both layers with a
nominal 5 % In content. The entire growth was performed in intermediate metal-
rich conditions and without interruptions, to facilitate good crystal quality and
formation of flat and abrupt interfaces (for growth details see Ref. 12).
To get a preliminary insight into the layer structural properties, X-ray diffrac-
tion (XRD) was performed. The samples were probed with Cu-Kα1 line (λX =
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Fig. 5.1 (a) Schematic depiction of the examined structure design. The active layer
containing the QW and barrier structure is indicated by a dotted box. (b) XRD line-
scan and simulated intensity, in gray filled area and solid line, respectively. The simu-
lation confirms the growth of a superlattice structure. (c) PL spectra acquired at room
temperature (RT) and at 13 K; in solid and dashed lines, respectively. The peaks are
identified with the band gaps from the GaN substrate and the InGaN QW structure.
1.5406 Å), in a commercial Panalytical X’Pert Pro system, equipped with a
Ge(220) hybrid monocromator. ω/2Θ XRD scans were acquired around the
(0002) GaN Bragg reflection, see Fig. 5.1(b). The XRD spectrum reveals satellite
peaks, resolved up to the third order. The satellite peak separation confirms a
structure with a high periodicity, being the period thickness found at 7.5 nm, in
excellent agreement with the nominal QW (1.5 nm) and barrier (6 nm) values.
Optical properties were assessed by photoluminescence (PL) measurements,
exciting with a HeCd laser (λ = 325 nm) with a power density of ∼ 1 Wcm2 at
∼ 10 K and room temperature (RT). These PL measurements, in Fig. 5.1(c), per-
formed at 10 K, reveal three intense emission peaks, attributed to the underlying
GaN, InGaN spacer/capping and InGaN QWs, respectively (from high to low
energy). Temperature increase leads to a certain emission red shift and intensity
drop, as expected. The relative intensity of InGaN QW emission is, neverthe-
less, higher at room temperature than at low temperature; this is attributed to
enhanced photo-excited carriers mobility, which consequently reach the InGaN
QWs (that is the lowest energy emission band) more easily. The energies of the
InGaN QWs and the InGaN spacer/capping are found to be in good agreement
with their nominal 20 and 5 % In contents, respectively.
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After this characterization, thin lamella specimens were prepared for TEM
observation by mechanical polishing, low angle Ar-ion milling (see Appendix A).
The extremely small size of the structural features in this sample demands the
use of the most advanced electron microscopy instruments for its characterization.
Because of this, all the work in this sample was performed using the aberration
corrected and monochromated FEI Titan STEM instrument, operated at 300 kV.
5.2 High resolution HAADF image analysis
Owing to the use of the Cs-corrector, the resolution of the HAADF images ob-
tained allows to measure the lattice parameters of the crystalline layers. Z-
contrast in these images means that the inclusion of the relatively large indium
atoms will produce a more intense scattering at high angles, revealing the posi-
tion of the InGaN QW layers. This information is used to assess the crystalline
quality of the sample and to locate the position of the barrier and QW layers.
Figure 5.2 shows an example of a high-resolution HAADF image; it corresponds
to an InGaN QW. The width of the QW in this image is near the nominal value
of 1.5 nm, with parallel and abrupt interfaces.
Figure 5.3 shows another high-resolution HAADF image, this time at a lower
magnification, including several periods of the multilayer structure. In this image,
we can still resolve the crystalline atomic columns and assess the location of the
InGaN QW layers, identified by their brighter contrast. This allows to measure
the width of the periods in the repeating QW and barrier multilayer structure,
which is in excellent agreement with the nominal 7.5 nm. We can also assess the
Fig. 5.2 A high resolution HAADF im-
age portraying an InGaN QW (bright
contrast in the central region) and two
barrier layers (dark contrast regions,
above and below).
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Fig. 5.3 On the left hand side, a high resolution HAADF image with color filled
contours showing the zz strain matrix element resulting from the GPA calculation.
The average values of zz (along the horizontal direction) can be examined in the plot
on the right-hand side.
inhomogeneity of the QW layers, with bulgings extending a few nanometers in
some regions. The formation of these wider inhomogeneities is always detected in
the upper QW interface, which is typically rougher than the lower one, in good
agreement with previous observations of similar systems13–15.
In these images, the bright Z-contrast is indicative of the substitution of lighter
gallium atoms for heavier indium ones. As the layers grow epitaxially, keeping the
wurtzite structure, we expect a certain level of strain to be present8. In order to
explore the strain distribution from HAADF images, we used geometrical phase
analysis (GPA) software16. GPA calculates the relative spatial deformation maps
from an image of a crystalline lattice using Fourier transforms. For this purpose,
it is necessary to define a reference region in the image. The result of GPA is a
map showing the spatial dependence of the elements of the strain matrix, , that
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measure the lattice deformation relative to the reference region.
In the GPA calculation, the lower region from the HAADF image, the In-
GaN spacer layer with a nominal In composition of 5 % (see Fig. 5.1a), which
in principle should be more stable than the adjacent multilayer structure, was
selected as a reference region. Results from GPA show no appreciable strain in
any direction other than in the out-of-plane direction. This direction corresponds
to the c lattice parameter in the wurtzite structure, which we are going to call z
direction; thus, the lattice strain is expressed in the zz matrix term. This term
is shown in Fig. 5.3 using green, blue and red filled contours for increasing values
of strain. Additionally, the right-side graph in Fig. 5.3 shows the average strain
along the vertical direction for the whole image. By looking at this graph (and
the contours), we observe that the gradients of this zz term are located in the
InGaN QW layers.
The inclusion of more indium atoms has been related to an increase of the
out-of-plane lattice deformation (zz > 0), in other studies of InGaN multilayer
structures8,11,14,17,18. For this and other types of III-V semiconductor alloys, it
is natural to associate this effect to Vegard Law. In this framework, a linear re-
lationship is formulated between the measured lattice parameter of the alloy and
the lattice parameter of the pure components, as a function of composition. If bi-
axial strain is also taken into account in wurtzite InxGa1−xN17, a cubic equation
allows to extract x from experimentally determined a and c lattice parameters.
Using this equation, we first calculated x for our measured lattice parameter in
the spacer layer, (a, c) = (0.522, 0.319) nm. We obtained a concentration of
x = 0.05, in excellent agreement with the nominal value. Considering this re-
sult, we continued using this equation to assess indium concentration through
the strain map in Fig. 5.3. Consequently, the detected strain values above 2.5 %
correspond to an indium content above the nominal indium composition of 20 %
in the InxGa1−xN QW layers. Lattice deformations of around 5 % correspond
to an indium content of ∼ 35 %. Such large lattice deformations are consistently
detected in our HAADF images, in the regions showing a wider bulging of the
QW. Conversely, more moderate strain values (below 2 %) are detected for the
QW layers of width closer to the nominal 1.5 nm.
Other authors have reported deformations above 10 %, indicating indium
content ∼ 80 %, for similar systems in which In-clustering had been observed4–7.
Our results, and the homogeneous Z-contrast of the HAADF images indicate
that, if present, a more moderate degree of indium diffusion is occurring in this
particular system. Anyway, when preparing this work we were aware of the
reports stating that In-cluster formation may be induced by the high irradiation
damage in typical high-energy HRTEM experiments8,11. In these cases, InGaN
samples containing similar QW heterostructures present an indium segregation
and separation of phases that is detectable by examination of time series images.
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However, recent works have postulated that a comparatively small irradiation
damage is suffered by InGaN in a typical HR-STEM observation18. Moreover,
this adds to the fact that no particular In-cluster formation was detected during
our STEM acquisition, for example through salt-and-pepper or dot-like contrasts,
which we surveyed by acquiring images of the same regions through the whole
experimental process. Because of this, we relate the detected zz gradients to the
natural lattice deformation induced during the growth process.
5.3 Band gap and plasmon analysis
The low-loss EELS-SI were treated using computational tools developed in collab-
oration with the Hyperspy Python project19, available open-source to the public.
To improve the spectral signal-to-noise ratio (SNR), we used a spatial filtering
approach (see Fig. 5.4). First, cross-correlation of the ZLP was used to calibrate
the energy axis. After that, averaging and deconvolution methods were used in
order to subtract the tails of the ZLP and to effectively improve SNR. To perform
the averaging, we applied a square uniform spatial filter (3x3 pixel size). At the
same time, we used Richardson-Lucy deconvolution (RLD), a Bayesian algorithm
that uses a ZLP model to increase spectral resolution20. Using this method, we
obtain an improvement in spectral resolution from ∼ 0.3 eV to ∼ 0.16 eV, mea-
sured by the FWHM of the ZLP. Additionally, RLD also reduced the tail of the
ZLP, that masks low-energy features like the band gap onset. Finally, ZLP and
plural scattering were suppressed by Fourier-log deconvolution (FLD)21.
This data processing improves SNR at the expense of spatial resolution of
the datasets, originally below the nm. Here, we have taken into account that we
are examining electronic properties with a certain delocalization length, e.g. in
the order of 1 nm for the plasmon. By repeating all the following calculations
with unfiltered datasets, we made sured that no important information was lost
Fig. 5.4 An example energy-loss spec-
trum of InxGa1−xN. This panel shows
the effect of our data treatment as it de-
picts the ZLP model (light gray) sub-
tracted by deconvolution from the orig-
inal spectrum (circles) to obtain the SSD
(dark gray). The features analyzed in
this work are: the band gap, which is ex-
pected at ∼ 3 eV; the plasmon, the most
intense peak at ∼ 19 eV; and the Ga 3d
transition, at ∼ 22.5 eV.
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when increasing SNR and removing artifacts from the spectra in this manner.
After the processing, we obtained a pixel-by-pixel map of the single scattering
distribution (SSD).
The low-loss EELS from In-poor InxGa1−xN features a number of interband
transitions in the vicinity of the plasmon peak8,22–24, prominently from the Ga
3d band (see Fig. 5.4). Additional effects exist; for instance, a plasmon shift in
response to deformation in strained structures has been reported25; or a plasmon
broadening in response to strain and the presence of interfaces and defects, as
seen in Chapter 4. These changes indicate an enhancement of the de-excitation
processes through structural and chemical inhomogeneities which has yet to be
fully understood.
5.3.1 Low-loss EELS in nanometer-sized structures
For band gap and also for plasmon energies, a size dependent shift is expected
in very small structures, such as these QWs. As the size of the QW shrinks it is
customary to consider a quantum confinement model to assess the band structure
related properties. One of such models is presented in Ref. 26, for a free particle
with effective mass, m∗, confined in one direction by impenetrable barriers with
a separation, L. In this simple case, the increase in ground state energy for the
particle, ∆E, is,
∆E = 12m∗
(
~pi
L
)2
(5.1)
Finally, delocalization of inelastic scattering, see Sec. 1.2.5, at these energy
ranges is important and can be the leading cause for plasmon broadening in the
vicinity of some interfaces. The electron probe in a STEM-EELS experiment can
be as small as a few Å, and one may expect low-loss spectra to be originated from
interactions with an atomic-sized volume of the sample material. However, it is
generally accepted that this realization is far from reality due to the finite range
of electron interaction and the extended nature of these excitations27. Because
the threshold energy for the transitions in valence EELS is low, the characteristic
Coulomb delocalization is high. Importantly, for band gap and other low-lying
features, but also for the plasmon excitation, the effective characteristic length
may become several times above the probe size28.
5.3.2 Band gap energy
Using the data treatment mentioned above, the SSD are retrieved after deconvo-
lution of the ZLP from the original spectra, as is depicted in detail in Fig. 5.5(a),
and the features at low energy losses are revealed. We assume that the band gap
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Fig. 5.5 (a) Detail from the 0 − 10 eV
energy-loss region depicted as in Fig. 5.4.
(b) The same SSD is compared with the
results from a full-relativistic calculation,
performed with optical data29. These re-
sults are the relativistic differential cross
section (DCS), black solid line, and the
non-relativistic DCS, red dashed line.
signal is the first signal in the low-loss spectrum, detected at the lowest energy
(here ∼ 3 eV). The validity of this assumption was assessed by the simulation
of the EELS intensity using a full-relativistic inelastic scattering calculation for
an 80 nm GaN thin TEM lamella (the measured relative thickness, t/λ, is below
0.9 for the examined regions). This calculation was carried out as explained in
Sec. 4.3.5, with the difference that this time optical data was used as an input
for the calculation. Results are shown in Fig. 5.5(b).
We first notice that the experimental and simulated intensities near the sig-
nal onset are in good agreement up to ∼ 6 eV (see Fig. 5.5(b), black solid line).
Above that energy both intensities diverge a little, as the simulation predicts an
increase of the relativistic contribution. The origin of this divergence is in the
relativistic surface-loss term of the calculation, rather than in the bulk radiative-
loss. Hence, the departure can be related either with a failure to estimate the
surface effects, or, rather, a failure in the optical data (from Ref. 29) to predict
high-energy dielectric behavior. Nevertheless, the result confirms that the char-
acteristic square root shape for the direct band gap transition is the dominant
contribution to the spectral intensity below 10 eV. Moreover, we are now con-
vinced that, for our experimental thickness and beam energy, the contributions
from surface and radiative losses are not intense enough as to mask the other
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low-energy features.
The three panels in Fig. 5.6(b) depict two QW periods, both with suspected
In-diffusion regions. The InGaN QW layers are apparent in the HAADF image,
thanks to Z-contrast. This image confirms that acquisition did not suffer much
from spatial drift. Spatially resolved band gap onset energy values were obtained
from a series of EELS-SI, looking at the low energy onset (between 1 and 10
eV). The first procedure to determine band gap energy is based on inflexion
point detection using a normalized and smoothed derivative of the spectrum,
obtained from a Savitzky-Golay filter. This procedure results in energy values
around 3.1 ± 0.1 eV, as depicted in the histogram in Fig. 5.6(a). The band gap
onset energy for InxGa1−xN, on a first approximation, is linearly related to the
band gap energy of the pure compounds. The generally accepted values for these
energies are 3.44 eV and 0.77 eV30,31, for pure bulk GaN and InN, respectively.
Following Vegard law, our average band gap energy value corresponds to an
indium concentration, x, of around 12.7 %. Remarkably, these band gap energy
/ concentration values are between, and close to the mean of the nominal values
for the barrier and QW layers, of 3.3 eV / 5 % and 2.9 eV / 20 %, respectively.
In the pure compounds, both band gaps are direct transitions22,23,26,32. In
EELS, the energy dependence of the signal in direct transitions goes as SSD ∝√
E − Eg near the signal onset. As a second procedure, a fit based on a model
Fig. 5.6 (a) An his-
togram showing the
dispersion of the band gap
energy (bin size 0.2 eV), ΓP
and EP (bin size 0.1 eV);
in red, green and blue color
filled areas, respectively.
The band gap energy was
measured using the inflex-
ion method, as explained
in the text. (b) From top
to bottom, HAADF image
and maps for EP and ΓP ,
from the same region. The
spatial resolution is ∼ 0.3
nm.
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containing this square root function confirmed this type of band gap in our spec-
tra. This fitting procedure could be carried out throughout the whole EELS-SI,
giving an equivalent result to that obtained above for the onset energy. However,
the inflexion-point procedure proved to be more reliable, giving a much smaller
dispersion of values.
No spatial correlation with the QW position was found, neither with the in-
flexion point procedure nor using the model-based fit. We have to consider that
spatial delocalization for this interaction is larger than the dimensions of the
multilayer structure constituents22,33. Hence, these extremely thin InGaN QW
layers are effectively rendered invisible to the direct detection of their band gap
properties using a fast electron beam. Given the beam spreading and delocaliza-
tion lengths for the band gap signal it is reasonable to think that the electron
beam interacts with both barrier and QW layers as a whole34. Arguably, the
band gap energy that has been observed is related to an average band gap signal
of the layered system. This is in contrast with the results obtained by similar
studies8, in which In-clusters of around 3 nm in size presented a sizable band gap
onset energy redshift to around 2.65 eV. This result could be related to a bigger
size and higher indium concentration of the In-clusters in the samples analyzed
in that work.
Finally, taking into account the reduced size of the InGaN QW layers, we have
to consider that quantum confinement effects could be taking place. Because of
that, an increase of the band gap energy, of . 1 eV for a 1.5 nm wide QW (see
Eq. 5.1), could be expected in these layers, which is not detected. Following
the discussion in the last paragraph, trying to assess the impact of this effect by
monitoring the band gap alone seems hopeless given the large delocalization of
this signal.
5.3.3 Plasmon analysis
Our interest now is in the plasmon peak and the interband transitions, appearing
in EELS at higher energies than the band gap. After a Drude model-based fit
procedure (see Eq. (3.1)) is applied pixel-by-pixel to our EELS-SI, plasmon energy
(EP ) and width (ΓP ) values are measured. Figure 5.6(b) presents these results
as histograms and as maps, compared with the simultaneously acquired map of
the HAADF intensity. From the examination of the histograms, in panel (a), it
becomes apparent that the dispersion of the plasmon energy and width values is
smaller than for the inflexion energy values resulting from the study of the band
gap region. From the maps, we see that the spatial distribution of the plasmon
energy and width shows some contrast in the QW region.
Across the whole region, plasmon energy measurements yield quite constant
values. Only a slight variation of 0.2 eV is found, between the wider QW regions
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and the barrier layers, at about 19.4 eV and 19.6 eV, respectively. Additionally,
a localized broadening of the plasmon peak in the InGaN QW layers is detected.
ΓP shows a strong variation between QW and barrier regions of around 1 eV.
Parts of the InGaN QW structures are almost invisible by looking at the
plasmon energy distribution. As for the band gap, delocalization of the plasmon
interaction is an important factor that needs to be addressed. In this sense, we
have to take into account that the delocalization length for the plasmon interac-
tion is ∼ 1 nm. The nominal size of the QW structure, 1.5 nm, is in the order of
this length. On the contrary, localized QW regions with larger sizes, well above 3
nm at their most prominent bulgings, are detected. A consistent plasmon energy
and width contrast is apparent for these regions, and it is reasonable to conclude
that the measures correspond to characteristic properties of these layers.
The determination of the indium concentration in the multilayer structure
from these plasmon measurements is a controversial matter. For instance, follow-
ing a linear Vegard Law, considering that for the pure compounds, EGaNP = 19.7
eV and EInNP = 15.7 eV, the obtained E
InxGa1−xN
P in the barrier layers would be
of x ' 2.5 %, an indium content of half the nominal value. This result would
indicate that the barriers have been partially depleted from indium, contributing
to the formation of the wider QW regions with an indium content above the
nominal 20 %. However, the InxGa1−xN system has been reported to follow a
parabolic version of Vegard’s Law with a negative bowing parameter, as in Ref.
31 for the band gap (b = −1.43 eV). In this sense, a bowing parameter of around
−2.1 eV would suffice to get the nominal In composition of 5 % in the barrier
layers. Notice that even higher bowing parameters have been recently reported
for the system, e.g. b = −2.55 eV in Ref. 9. This last result would indicate that
In content in the barrier layers is higher than the nominal value and that diffusion
from the QW layers has increased the In content. This relative divergence in the
InxGa1−xN bowing can be related to a non-parabolic composition dependence,
as indicated by our simulations in Chapter 3.
The measured plasmon energy for the InGaN QW layers, around 19.4 eV,
deserves a final comment, as it is far too large for In0.2Ga0.8N. In a hypothetic
system of broader layers with the same nominal composition, a larger negative
gradient of the plasmon energy in the In-rich regions, of several eV, would be
expected9. Again, one has to consider the impact of nanometer size effects,
increasing the ground energy by an amount, termed confinement energy, pro-
portional to the inverse square of the barrier separation (see Eq. (5.1)). As a
consequence, both the band gap and the plasmon energies may experience an
increase, of ∆E . 1 eV for barriers separated by L . 1.5 nm.
With the available information, it is difficult to determine which effect is re-
sponsible for the broadening of the plasmon peak. So far we have showed that the
plasmon broadening is sizable in the thin InGaN QW regions, whereas the plas-
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mon energy shift is undetectable at these regions. Other works showed plasmon
broadening independent of the energy shift in similar systems with strained lay-
ers35. It thus seems that these two facts support the evidence of a strain driven
broadening at a scale similar to the plasmon delocalization length, through in-
terband transition de-excitation processes. Nevertheless, QC effect has also been
related to a significant broadening of the plasmon36,37, as well as the already
considered delocalization and strain effects.
5.4 KKA and electronic properties
Kramers-Kronig analysis (KKA) was carried out on the SSD spectrum images, in
order to further explore the electronic properties of the InGaN structure. Before
using the KKA algorithm, a standard pretreatment procedure was used to taper
the SSD intensity at high and low energies, as explained in Sec. 2.1.2. This
procedure is important for the numerical stability of the KKA algorithm, that
uses fast Fourier transforms (FFT). These are prone to errors when the spectral
intensity at the energy extrema does not decay smoothly down to zero. Care
was taken to suppress only the intensity at low energies (below the band gap)
proceeding from the remaining signal after ZLP tail subtraction, which is mostly
noise without any specific physical meaning. This is dealt with using a Hanning
taper to filter the data in this region along the energy dimension. The intensity
at high energy comes from the plasmon tail and the limited energy range used
to acquire it. We use a power law fit to smoothly extend this decaying tail up
to the next power of two, another important factor in the success of the KKA
algorithm.
Once the SSD spectrum image was treated, the standard KKA algorithm was
used to calculate the complex dielectric function (CDF), as explained in Sec. 2.1.2
also. This calculation relays on prior knowledge of the refraction index, n, of the
material under observation. A precise knowledge of n in a nanostructure such as
this one is unlikely, except for notable exceptions38,39. For our relatively In-poor
InGaN multilayer structure we lacked this knowledge, but we assumed we could
approximate the CDF by using the known refractive index of pure GaN, nGaN =
2.422. This assumption is supported by the fact that EELS measurements in
these regions show only quite subtle variations from these obtained in the barrier
regions. In doing this we assume that In-rich QW layers do not depart strongly
in their optoelectronic properties from the rest of the barrier layers. A complex
dielectric function (CDF), ε(E), is obtained from each energy-loss spectrum in the
EELS-SI. Additionally, an estimation of the absolute thickness, t, of the sampled
region is obtained, yielding ∼ 80 nm, in good agreement with the estimation
from t/λ. A t map was also obtained, which is presented later in this section.
Before this, we describe the results obtained from the examination of (a) plasmon
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Fig. 5.7 From top to bottom, HAADF image, EP , Ecut andm∗ maps, from an InGaN
QW layer. Notice that the growth direction is from bottom to top, and a dashed line
is included in all images to indicate the start of the QW deposition. All images are the
result of the same STEM-EELS acquisition, for which the spatial resolution was . 0.2
nm.
excitation properties, EP in low-loss EELS and Ecut in the CDF, and (b) the
calculation of the electron effective mass from the CDF.
Results were obtained from an acquisition with greater spatial resolution, as
presented in Fig. 5.7. A small bulging, of about ∼ 3 nm at its widest part, is
visible in the HAADF image. The contrast from this InGaN QW region is also
apparent in the EP map. The contrast in this map is faint, yet an additional
region of lower EP values appears at the top of the image. Because of its position,
we know that this region is not part of the next multilayer period, but rather
some inhomogeneity in a localized spot inside the adjacent barrier. In the ΓP
map, in Fig. 5.8, a broadening of the plasmon is observed, localized around the
same regions. Moreover, the contrast in this map extends along most of the QW,
even through thinner parts (see dashed line).
5.4.1 Zero-cut energy
After the KKA of this spectrum image was performed, we explored the calculation
of spatially resolved properties. For instance, the zero-cut energy of the CDF,
Ecut, was determined through a linear fit of the real part of the CDF in the
17 − 20 eV energy region, as depicted in Fig. 5.7. This figure shows a map of
Ecut together with a map of EP , for comparison. The EP map was obtained
through the model based fit procedure explained above. These plasmon energy
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Fig. 5.8 From top to bottom, the Ga 3d intensity, ΓP and t maps from the same
region as in Fig. 5.7. Ga 3d is an integral mapping, subject to normalization; hence,
in this case no intensity bar is given. Additionally, three color squares over the Ga 3d
and ΓP maps are used to indicate the regions from which the averages in Fig. 5.9 were
taken.
maps show a contrast along the QW and in the indium diffusion region above it.
Additionally, Ecut seems to have an amplified contrast of ∼ 1 eV, greater than
the ∼ 0.3 eV one that we can see in the EP map.
The good agreement between Ecut and EP was already expected, as both
properties are related to the collective mode excitation. On one hand, the deter-
mination of EP from the SSD, through model based fitting, relies on the quasi-free
particle approximation in Eq. (3.1). This model can fail to predict the true shape
of the plasmon peak in EELS to some extent, because of the presence of interband
transitions (see Eq. (1.33)). On the other hand, plasmon energy determination
through Ecut does not rely on a model and still gives a measure of the energy for
collective transitions, as discussed in the previous chapters.
5.4.2 Electron effective mass
From the obtained CDFs, we also calculated the electron effective masses for
conduction electrons, m∗, related to charge mobility40, following a free-electron
plasmon model similar to the one leading to Eq. (1.36). This analysis is based
on the relationship between EP , the electron concentration at this energy, neff ,
and the high frequency dielectric constant, ε∞ 41,42,
m∗ = ne
ε0ε∞
(
e~
EP
)2
(5.2)
where ε0 is the permittivity of free space and e the electron charge. ne and
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ε∞ can be obtained from the CDF28, as has been done for similar systems40.
We mapped the electron effective mass, m∗, using the EP maps and the CDFs,
through Eq. (5.2).
The obtained m∗ map for the EELS-SI, also in Fig. 5.7, shows values between
0.16·m0 and 0.14·m0. The effective masses for the conduction of electrons for the
binary compounds are m∗GaN ∼ 0.2 ·m0 and m∗InN ∼ 0.11 ·m0, where m0 is the
electron rest mass26. For an InxGa1−xN compound, we expect the m∗InxGa1−xN
value to typically lie between 0.2·m0 and 0.11·m0. In terms of absolute values, the
agreement of our calculations with the theoretically expected values is good. We
detect somehow lower values associated with the presence of wider In-rich regions
in the QW at the center of the image, but there is not enough information to
confirm a consistent spatial distribution of this effect.
5.4.3 Ga 3d intensity
In addition to the characterization of the plasmon, we also examined the Ga 3d
transition intensity. Before this could be done, we needed a method to normalize
the spectral intensity, so that it could be used for approximate elemental quan-
tification. In the developed method, we take advantage of the absolute thickness,
t, map obtained from KKA. This map is included at the bottom in Fig. 5.8,
and portrays the thickness gradient in the region. Using this knowledge and the
ZLP total intensity, I0, we can normalize the SSD following Eq. (1.47). Because
in this equation the angular term varies slowly for energies above ∼ 10 mrad,
this procedure ensures that the intensity in a normalized SSD is proportional to
Im(−1/ε). Notice that the angular factor can be calculated and added if nec-
essary, for instance, if using a wider integration energy window. We expect the
integral of the intensity below the Ga 3d transition to be proportional to the
gallium concentration, following the Bethe f-sum rule28,43.
To extract the spectral intensity of the Ga 3d transition, routine background
subtraction on the normalized SSD-SI was performed, using a power-law fit before
∼ 21.5 eV. The Ga 3d intensity is found in the 22 − 25 eV spectral range. The
intensity integral in this range is shown in the top panel of Fig. 5.8. To calibrate
the image we used the average over the first nm in the growth direction (see
arrow in the left hand side), that presented a relatively homogeneous intensity
distribution. Hence, this region was normalized to 95 % gallium, the nominal
composition of the barrier. Square regions are marked in Fig. 5.8, using color-
coded rectangles. Average line profiles in these regions, through the in-plane
direction, were taken from the m∗ and ΓP maps. These profiles are portrayed in
Fig. 5.9 with solid and dashed lines, respectively.
The maps and profiles of the Ga 3d intensity inform us of the composition
of the examined InxGa1−xN region. Panels (a) and (b) in Fig. 5.9 (solid lines),
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Fig. 5.9 In panels (a), (b) and
(c), Ga 3d intensity (solid lines)
and ΓP (dashed lines) averaged
from the blue, green and red
rectangular regions highlighted
in Fig. 5.8. As in that figure, an
arrow indicates the growth di-
rection, from left to right, and
the dashed line indicates the be-
ginning of the QW.
showcase the left-hand side and central regions of the InGaN QW bulging. Both
profiles indicate the depletion of gallium where the QW was deposited, with a
width of ∼ 1.5 nm in (a) and ∼ 3 nm in (b). In the central region the depletion
is deeper, the Ga 3d intensity drops to almost 50 % of its value, at the wider
part of the bulging. The profiles indicate some localized diffusion region above
the QW: gallium concentration in the region after the deposition of the QW
is much smaller than in the region before. To the contrary, panel (c) from the
right-hand side region shows an abrupt start of the QW valley, 1.5 nm wide, and
a lower degree of indium diffusion. The quantification of the profiles indicates
that InxGa1−xN composition at the sides of the QW is close to x = 0.2 (gallium
concentration of 80 %), and in the central part of the bulging is closer to x = 0.5.
It seems that the right-hand side region returns somewhat to the Ga 3d intensity
level at the beginning of the next period. Meanwhile, the other regions keep a
low Ga 3d intensity, indicative of the gradual diffusion. Finally, a region further
above the QW shows a compositional inhomogeneity according to the Ga 3d
intensity. Notice that this region is a localized spot inside the barrier region, not
visible in the HAADF image.
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As a final note, consider that the examination of the Ga 3d transition was
initially proposed in Ref. 43, in similar samples, characterizing also the ε1 shift
and intensity. In our work, the possibilities of using ε1 were naturally explored, as
we performed KKA. As expected, we obtained similar maps as for the normalized
SSD intensity ones, but with increased numerical noise which we were not able
to improve. Indeed, the analysis of SSD is advantageous in the sense that it is
performed directly from EELS measurements without the need of a model-based
fitting to ε1. Anyway, the success of this method relies on our ability to normalize
the SSD to produce spectra effectively proportional to Im(−1/ε). This is only
possible if the thickness gradient is small (or better, negligible), as was our case.
In cases where thickness gradients are important, using ε1 may be advantageous,
if KKA is still feasible.
In summary, for the InGaN QWs and some localized spots inside the barriers,
we have measured the shift and broadening of the plasmon. See for instance Ecut
in Fig. 5.7, in which a consistent plasmon energy shift is detected for the QW,
and also at a separate spot on top of the image, in the barrier region. Meanwhile,
the ΓP map in Fig. 5.8 and profiles in Fig. 5.9 (dashed lines), show broadening
of the plasmon peak in these two regions. These measurements follow a similar
trend to the Ga 3d intensity (solid lines), indicative of a gradual indium diffusion
from the QW, as already commented. Notice that this analysis is in overall good
agreement with the strain analysis carried out by GPA. It has been suggested that
broadening of the plasmon peak may serve as an indicator of strain in nanoscaled
systems44. Indeed, out-of-plane deformation has been related to the broadening
of the plasmon peak before25. Following this reasoning, it is natural to relate
the shift and broadening of the plasmon peak to the structural and chemical
inhomogeneities in the layer, appearing because of the high diffusivity of In.
It is hard to give a precise account of the magnitude of indium diffusion to the
barriers, although evidence from the Ga 3d intensity distribution and Z-contrast
in the HAADF images suggests that it is small and constrained to localized spots.
In the localized region in Fig. 5.7, the HAADF contrast is not as bright as for the
QW. Additionally, the strain analysis from GPA shows that the overall structural
inhomogeneity inside the barriers is negligible.
5.5 Conclusions
• An InxGa1−xN multiple QW structure was studied. As a starting point,
high resolution HAADF imaging revealed chemical and structural inhomo-
geneities in the multilayer. Z-contrast and GPA mappings gave a quali-
tative account of the compositional and strain gradients, respectively, at
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sub-nanometer scale. It, thus, became relevant to examine low-loss EELS,
since such changes are expected to alter the electronic properties of the
materials. We combined model-based analyses in the dielectric formulation
with the appropriate data treatments to perform a quantitative character-
ization.
• In this framework, the features in low-loss EELS were identified with single-
electron or with collective excitations. We confirmed their strong spatial
delocalization, at the nanometer range, higher for lower energy thresholds.
Hence, the more delocalized one is the band gap signal which has the lower
energy threshold. For this signal, the QW features are virtually unde-
tectable and no spatial distribution was found. We compared our measure-
ments with optical data using a full-relativistic calculation of the EELS
intensity. The average Eg value was related to the mean indium content in
these layers through Vegard Law.
• We analyzed the plasmon peak using model-based fitting. Consistent shift
and broadening of this peak in the InGaN QW layers was found, with a
spatial resolution close to the QW size range. However, the obtained EP
values are well above the expected ones for the suspected QW composition,
which is proposed to be related to quantum confinement effects. Moreover,
ΓP maps exhibit a contrast that can also be related to the structural and
chemical inhomogeneities in the layers.
• In addition, we mapped other quantitative parameters that can be accessed
after KKA using the same EELS data. For instance, the direct determi-
nation of the collective mode energy threshold as Ecut in ε(Ecut) = 0 was
applied. The results from this procedure seem to improve the plasmon en-
ergy contrast in the QW, in comparison with model-based plasmon shift
measurements. Electron effective mass (m∗) and absolute thickness (t),
were also mapped. The m∗ measurements were related to the expected
values for the pure binaries.
• Finally, we showed how, after normalization of the SSD, chemical informa-
tion can be obtained by examination of the Ga 3d transition. Intensity
maps for this transition were obtained with a strong contrast in the QW
regions. These gradients can be related to gallium depletion in the InGaN
QW layers. They confirm the chemical information extracted from HAADF
and plasmon measurements.
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Chapter 6
Er-doped Si-nc/SiO2
multilayer
“Size matters not. Look at me. Judge me by my size, do you?”
Yoda, The Empire Strikes Back.
In this chapter (and the next one), we turn our attention to silicon-based elec-
tronic devices. In particular, we present here the characterization of an active
layer stack for novel optoelectronic devices consisting of alternate thin layers of
pure silica (SiO2) and silicon-rich silicon oxide (SRO, SiOx). Upon high tem-
perature annealing the SRO sublayer segregates into a Si nanocluster (Si-nc)
precipitate phase and a SiO2 matrix. Additionally, erbium (Er) ions were im-
planted and used as luminescent centres in order to obtain a narrow emission
at 1.54 µm. By means of the combination of HAADF and EELS techniques,
structural and chemical information from the embedded Si-ncs is revealed. The
analyzed energy-loss spectra contain contributions from the Si-ncs and the sur-
rounding SiO2. By performing a double plasmon fit, the spatial distribution of
the Si-ncs and the SiO2 barriers is accurately determined in the multilayer. Addi-
tionally, the quality of the studied multilayer in terms of composition, roughness
and defects is analysed and discussed. Er clusterization was not observed, nei-
ther by HAADF-EELS nor EDX. Blue-shifted plasmon and interband transition
energies for silica are measured, in the presence of Er ions and sizable quantum
confinement effects.
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6.1 Introduction
Design and characterization of new complementary-metal-oxide-semiconductor
(CMOS) silicon-based light emitting devices is an important driving force for the
functional integration of photonics and electronics in the same chip, as well as
the development and mass manufacturing of a vast variety of products1. Indeed,
silicon is the most appropriate material for optoelectronic and photonic appli-
cations, as it is transparent in the third telecommunication window at 1.5 µm,
CMOS compatible, extremely low-cost, and presents a high refractive index con-
trast with its natural oxide. However, as a bulk material, silicon exhibits some un-
suitable optical properties for the development of light emitting devices (LEDs)2.
For instance, the indirect nature of its band gap leads to a poor radiative recom-
bination rate, causing long radiative lifetimes in pure bulk silicon and hindering
the efficient emission of light.
Overcoming these limitations is the key challenge for the material scientist
working on this field. Some solutions have been proposed in the literature: (i) the
incorporation of silicon nanoclusters (Si-ncs) embedded in either SiO2 or Si3N4
dielectric matrices to achieve the spatial confinement of the electrons and holes,
which allows relaxing the momentum conservation in the recombination process
(intrinsic emission), and (ii) the introduction of rare earth impurities such as
erbium (Er) ions that act as optically active dopants (extrinsic emission). In par-
ticular, Er-doped silicon-rich silicon oxide (SRO, SiOx) has been extensively used
and characterized3. The reported results have shown that the Si-ncs inclusion
may allow for a larger photoluminescence (PL) if efficient coupling between Si-ncs
and Er ions occur, thus increasing the absorption cross-section of Er by orders
of magnitude4. Equally, Si-ncs are also beneficial for the electrical conductivity
because they promote the modulation of the electrode-active layer barrier height
providing better injection of carriers or just an increase of the bulk conductiv-
ity of the composite material5. Additionally, the role of Er ions is crucial for
luminescent applications. Therefore, special attention must be paid to the ratio
between the total Er ion concentration and the Er ions that can emit (i.e. that
are optically active) for boosting the emission at 1.5 µm and also to avoid the
Er clustering. Undoubtedly, to better understand and control the structural and
compositional properties of the material, an in-depth analysis at the nanoscale is
required.
In the past, the spatial resolution obtained by electron microscopy methods
has been critical for the detection of Er ion clustering and assessment of its im-
pact on efficient light emission by the dopant6. In particular, electron energy loss
spectroscopy (EELS) in the low-loss regime has been a valuable tool for the char-
acterization of materials involved in the configuration of these photonic devices.
As an example, Si excess in oxide-nitride-oxide structures and quantum con-
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finement at the nanometer scale have been detected early-on by examination of
low-loss EELS data7,8. With the development of new powerful instrumentation
(aberration correctors and monochromators to improve the spatial and energy
resolution of EELS), the usefulness of low-loss EELS increases. Henceforth, the
analysis of the plasmon peak has allowed the mapping of a number of materi-
als properties with unprecedented spatial and energy resolution9–11. It is now
possible to directly examine critical nanoscale features of silicon-based photonic
devices such as Er cluster formation or quantum confinement in Si-ncs12,13.
This chapter presents the structural and chemical characterization of a mul-
tilayer structure, that acts as an active layer for optoelectronic devices. Our
aim is to assess the morphology of the interfaces, check for the occurrence of Er
clusterization and detect the distribution of Si-ncs with high spatial resolution.
In this sense, we test the ability of the STEM HAADF and EELS techniques to
extend the information provided by EFTEM, HRTEM and EDX. Additionally,
we measure electronic properties with high energy and spatial resolution, a feat
that can only be achieved by using EELS.
6.1.1 Sample details and preliminary examination
We examine a ∼ 50 nm wide active multilayer of Er-doped SiO2/SRO in an
electro-optical active slot waveguide14, as shown in Fig. 6.1. These kinds of
multilayers can also be used as electroluminiscent layers in other photonic devices,
such as ring resonators and LEDs. The examined device was provided by the
group of Prof Blas Garrido, from the Departament d’Electrònica at Universitat
de Barcelona.
The multilayer was deposited on a [001] crystalline silicon (c-Si) substrate,
with a highly doped poly-Si contact on top (to provide the electron injection).
The stacking is composed by alternate 2 nm wide SiO2 layers and 3 nm wide SRO
layers. The Si excess in each SRO sublayer is around of 20 %, thus being the
averaged Si excess in the whole layer equal to 12 %. The layers were deposited by
plasma enhanced chemical vapour deposition (PECVD), over a c-Si substrate in
[100] orientation. Conventional annealing at 900◦C for 1 hour was performed, in
order to induce the Si phase separation and precipitate the Si-ncs. In addition, the
multilayer structure was implanted with Er ions which measured concentration
was roughly of 2x1020 atm/cm3 at the centre of the implanted profile. A post-
annealing at 800◦C for 6 hours was also performed in all samples in order to
optically activate the Er ions and additionally to recover the multilayer from
defects caused by the implantation.
Since the active layer is specifically localized in the device, a thin lamella
was prepared for STEM-EELS observation by focused ion beam (FIB) lift-out
procedure (see Appendix A), as illustrated in successive panels, (a)-(c), in Fig. 6.1.
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Fig. 6.1 Upper panels: scanning electron microscopy (SEM) images of the sample
preparation process, from an electro-optical active slot waveguide integrated photonic
device. Each panel corresponds to a specific stage of the FIB lift-out preparation process:
The protective Pt deposition, panel (a), the ion beam-carved trenches, panel (b), and
the final thinning of the extracted lamella, panel (c). Lower panels: Two EFTEM
images of the sample. Left image, (d), was acquired filtering the silicon plasmon peak;
right image, (e), filtering the silica plasmon peak. The comparison of these two images
reveals the alternative presence of silicon and silica in the multilayer. In both images,
a red dashed square highlights the active layer region, explored in this work.
A preliminary HRTEM characterisation and energy filtered TEM (EFTEM)
observation was performed using a JEOL J2010 F (S)TEM. Figures 6.1(d) and
(e) correspond to the EFTEM images acquired by filtering the plasmon peak of
Si (at ∼ 17 eV) and of SiO2 (at ∼ 24 eV), respectively. These images illustrate
the general configuration of the stack and allow for an initial assessment of the
quality of the fabrication process, showing the expected morphology of the active
multilayer. Besides the conventional evaluation of the quality of the fabricated
multilayers for the validation of the growth procedure (relative layer thicknesses,
abruptness and homogeneity of the layers through the stack), this preliminary
analysis was already focused on the detection of Er and Si clusterization signs
and on the phase separation between Si-ncs and SiO2 host matrix6,15.
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However, the small size of the features in this multilayer structure demands a
spatial resolution beyond that of a conventional electron microscope. In addition,
the use of a low energy beam to avoid damaging the sampled region is required.
Subsequently, a probe-corrected FEI Titan (S)TEM, operated at 80 kV, was
used to obtain the data from the sample at great spatial resolution. Notice
that a precise evaluation of the configuration of the multilayer stack requires
spatially resolved information, to appropriately correlate the EELS-HAADF data
to the material properties. For this reason, hyperspectral low-loss EELS data-sets
and HAADF images covering the whole active multilayer were simultaneously
acquired using this instrument. Additionally, energy dispersive X-ray (EDX)
analysis was performed on the sample using EDAX X-rays microanalysis.
The STEM-EELS experiment was carried out on the active region of the
sample, indicated with a red square in the EFTEM images in Fig. 6.1. Hyper-
spectral acquisition was performed, consisting in HAADF-EELS data-sets with
up to 100x100 spatially localized spectra, acquired with a ∼ 0.5 nm spatial res-
olution, with β ∼ 14.3 mrad and α ∼ 7 mrad. These data were processed using
the standard tools explained in Sec. 2.1. The energy axis was calibrated using
the zero-loss peak (ZLP), and Fourier-log deconvolution was performed. The
symmetry of the sampled area along the growth direction allowed us to perform
an initial perpendicular binning of the spectra in the EELS-SI to increase statis-
tics. Because of this averaging, the spatial sampling in the growth direction is of
∼ 0.5 nm while for the perpendicular direction it was reduced to ∼ 1 nm. Even if
the probe in the Titan microscope is of sub-nanometer size, the actual sampling
resolution is above 1 nm due to volume plasmon delocalization, see Sec. 1.2.5.
The following sections present the analysis of one of the acquired data-sets,
containing a low-loss EELS-SI plus a HAADF image. Two-dimensional maps of
properties in low-loss EELS were calculated from the spatially localized energy-
loss spectra. To help identify the different parts of the structure, all these maps
follow the same alignment: the top and bottom ends correspond to the contact
and substrate sides respectively, while the central part corresponds to the active
multilayer.
6.2 HAADF and relative thickness analysis
Figure 6.2(a) shows the HAADF image recorded simultaneously with the EELS-
SI. As already discussed, in HAADF images heavier atoms appear brighter. From
the examination of the contrast in Fig. 6.2(a), we can see that the first two layers
present a much brighter contrast. Also, we can appreciate localized areas of
increased intensity, roughly circular spots, usually over the bright layers. These
areas should correspond to a difference in the local composition or thickness.
EDX analysis was performed on this region, finding no evidence of the presence
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Fig. 6.2 Panel (a) shows a HAADF image of the examined region, acquired simul-
taneously to the EELS-SI. Panel (b) shows the relative thickness map calculated from
the EELS-SI. In these and all further maps: c-Si substrate and poly-Si contact are lo-
cated at bottom and top sides, respectively, while the central part of the map shows
the multilayer structure.
of erbium in these spots, neither copper nor gallium from the sample preparation
process. Three color-coded marks have been added to this image: silicon (red),
silica (blue) and SRO (green) regions. This color code will be used to identify
these regions in the figures.
We can have an indirect insight into the thickness of the sampled area through
the examination of the relative thickness, t/λ, as measured using low-loss EELS.
This parameter is mapped in Fig. 6.2(b) using the spatially localized spectra in
the EELS-SI. As explained in Sec. 1.2.4, t/λ is equal to the ratio between the
thickness, t, and the inelastic electron mean free path (λ) of the material. As
the FIB lift-out sample preparation method minimizes thickness variations, we
expect the t/λ profiles to have a great stability and contrast, and that they may
also be used as a fingerprinting tool.
In Fig. 6.2(b), the measured value for the pure silicon regions (substrate at the
bottom of the image, and contact at the top) is very homogeneous, t/λ(Si) ∼ 1.2,
at both sides. This confirms that we are sampling a constant thickness region,
owing to the FIB preparation of the sample. Moreover, high contrast between the
pure silicon and the active multilayer (t/λ ∼ 0.8) is found. This ∼ 1.5 measured
ratio is greater than the theoretically expected ratio between mean free paths for
silica and silicon, ∼ 1.1 (calculated for a 80 kV incident energy and an effective
collection angle of 14 mrad)16,17. As the value for the pure Si layers is reliable,
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we estimate that this departure from the theoretical values is due to an increase
in the λ values in the silica. This can be related to the effect of Er doping and
the nanoscaled multilayer staking on promoting the contribution of low-energy
excitations in the plasmon region10,13,18. Meanwhile, in the active multilayer, the
Si excess in the SRO yields a lower but still appreciable contrast, t/λ(SRO) ∼ 0.9.
The contrast in t/λ is enough to sharply differentiate the periodic structure,
giving also the first quantitative information about the material properties and
providing additional insight into the morphology observed in Fig. 6.1 (d) and (c).
In summary, the sampled region presents a negligible thickness variation,
while Z-contrast imaging suggests the presence of localized higher density par-
ticles. To further understand the structure of the layers, the analysis of the
plasmon peak in the energy-loss spectra was carried out.
6.3 Measuring the Si-ncs plasmon energy
We could accurately measure both bulk plasmon energy and width using non-
linear fitting techniques. Notice that, with this application in mind, plural scat-
tering was previously suppressed using Fourier-log deconvolution. As in the pre-
vious chapters, a Drude plasmon model (DPM) was used to fit the plasmon peaks,
following Eq. (3.1). In this model, the EP parameter does not correspond directly
to the plasmon peak maximum intensity energy position, Emax, but is a function
of this parameter and ΓP (see Plasmon profiling in Sec. 4.2.2).
In Fig. 6.3 (a), we observe examples of individual spectra acquired in the
c-Si substrate, a SiO2 layer and a SRO layer. The c-Si energy-loss spectrum in
this image shows a narrow bulk plasmon at an energy EP ∼ 17 eV, as expected
for this material (Emax ∼ 16.8 eV). For the SiO2 plasmon, the middle spectrum
in Fig. 6.3(a), we observe a blue shift from the expected EP value, 22.3 eV for
pure silica, to 23.7 eV and above. Apart from this blue shift, we acknowledge
the presence of a secondary peak at ∼ 15 eV corresponding to a SiO2 interband
transition. For the SRO plasmon, the top spectrum in Fig. 6.3(a), a similar blue
shift is also evident, towards higher EP values in the order of 24 eV. In this case,
a secondary peak observed at 18 eV can be identified with the Si-ncs.
An EELS-SI across the entire active multilayer was acquired and the plasmon
peak energies were determined according to a DPM fit. The appropiateness of
this procedure was assessed by examination of the sum of the squared residuals
in the fitting region. The resulting distribution of plasmon energies, EP , in the
analyzed EELS-SI is presented as an histogram in Fig. 6.3(b). Plasmon energies
are indicated in the energy axis. A clear separation in the plasmon energy of the
c-Si substrate and poly-Si on top (both at ∼ 17 eV) from the dielectric material
in the multilayer (∼ 23.5 eV) is found. Moreover, the EP values for the multilayer
appear to be somewhat spread (the energy resolution is around 0.2 eV), because
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Fig. 6.3 (a) experimental energy-loss spectra (black lines) from the three distinctive
material regions highlighted in Fig. 6.2(a), showing their Drude plasmon fits (solid color
lines). The dashed color lines correspond to the plasmon energy from the corresponding
fit. (b) histograms of the fitted plasmon energies, calculated from the whole dataset
(including Si substrate and upper contact). The bars have been color coded according
to the identifiable characteristics from silicon, SiO2 and SRO regions.
the plasmon energy values are red shifted (to lower energies) in the SRO layers
with respect to the ones in the SiO2 layers.
6.3.1 Double plasmon fit
The energy-loss spectra in Fig. 6.4(a), top and bottom, correspond to SRO and
SiO2 layers, respectively. Looking carefully, we can identify secondary peaks, at
lower energies compared to the bulk plasmon of silica at∼ 24 eV. They correspond
to the Si-nc at ∼ 18 eV, for SRO, and to the interband transition at ∼ 15 eV,
for SiO2. According to these observations, fingerprinting should be performed by
using a model containing two DPM peaks instead of a single one. This procedure
implies that when the model is applied to an EELS spectrum acquired on the
active region, two peaks are fitted at the same time. Taking the observed silica
plasmon energy as a reference, our average fitting results in a slightly blue shifted
SiO2 plasmon (∼ 24 eV) in addition to a lower energy and lower intensity peak.
This “low energy” peak will correspond to the SiO2 interband transition or to
the Si-nc plasmon, depending on the region. Figure 6.4(b) shows the histogram
of the distribution of the “low energy” plasmon energies in the active multilayer
region, which undoubtedly reveals the existence of these two overlapped but
apparent plasmon peaks. Also, the good accord of the double plasmon fits with
the experimental shape of the plasmon can be assessed by examination of the
energy-loss spectra and color lines in Fig. 6.4(a).
The raw plasmon energies obtained from the application of these procedures
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Fig. 6.4 (a) experimental energy-loss spectra (black lines) from SRO (top) and SiO2
(bottom) regions, showing their Double plasmon fits (solid colored lines). The dashed
color lines correspond to the plasmon energy from the Drude components involved in
the corresponding fit. (b) histogram plots for the “low-energy” component of the double
plasmon fits, containing only data from the spectra within the multilayer region. The
bars have been color coded according to the identifiable characteristics from silicon,
SiO2 and SRO regions.
to the analysis of the plasmon peak in each individual EEL spectrum in our
dataset are depicted in Fig. 6.5 (a) and (b). Particularly, Fig. 6.5(a) corresponds
to the plasmon energy according to the single plasmon model. In this image, The
measured plasmon energy on the dark zones at the bottom (Si substrate) and the
top (poly-Si electrode) was around ∼ 16.9 eV, as expected for this material16.
Likewise, the central region, corresponding to the multilayer structure yielded a
plasmon energy value in the range of 23 − 24 eV. This value is slightly shifted
approximately 1 eV to higher energies with respect to the pure silica plasmon
(22.3 eV), in well-defined regions: blue shifted silica plasmon corresponds to the
layers observed in the EFTEM, HAADF and t/λ maps.
Figure 6.5(b) corresponds to the energy position of the “low energy” plasmon
after fitting the spectra with the double plasmon model. In the SRO layers,
the double plasmon fit detects a “low energy” plasmon identified as the Si-ncs
signature. We expect the Si-ncs plasmon energy to be above 16.3 eV or 16.7 eV,
which are the values for a-Si and c-Si respectively, due to quantum confinement
effects9,18. A wide distribution of plasmon energies around ∼ 18 eV can be
identified in Fig. 6.4(b), which can be attributed to the size variation of Si-ncs.
Finally, the bright regions in Fig. 6.5(a) correspond to dark areas in Fig. 6.5(b)
in which a less energetic “low energy” plasmon was detected through the double
plasmon fit. This peak is identified as the SiO2 interband transition at ∼ 15 eV.
The threshold energies in the histograms in Fig. 6.3(b) and Fig. 6.4(b) were
used as a color scale to better map the plasmon energy distribution. The resulting
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Fig. 6.5 (a) Energies from the single plasmon model; (b) “low energy” component of
the double plasmon model in the same EELS-SI.
color plots are presented in Fig. 6.6 (a) and (b), in which red, green and blue are
used to indicate Si, SiO2 and SRO/Si-ncs regions, respectively. Figure 6.7 shows
an averaging through the the whole set of presented results. The plasmon energies
were averaged in a direction perpendicular to the growth direction, indicated
with an arrow in Fig. 6.6(b), from the c-Si substrate (left) to the poly-Si contact
(right). The dotted blue line, indicating the position of the “low energy secondary
plasmon” alternates between the SiO2 interband transition (∼ 15 eV) and the Si-
nc (∼ 18 eV) values. The black triangles line indicates the “high energy” plasmon
in the double fitting model. The red triangles line, corresponding to the single
plasmon model fit, oscillates between higher (∼ 24 eV) lower (∼ 23 eV ) values.
Figure 6.7 corroborates the good agreement between single and double plas-
mon fits: when a SiO2 interband transition is detected in the “low energy” plas-
mon (minima of the blue line oscillation), the “high energy” plasmon (black line)
and the maximum of the single plasmon fit (maxima of the red line oscillation)
are both found at ∼ 24 eV. Conversely, when the Si-nc plasmon is detected (max-
ima of the blue line oscillation), the “high energy” plasmon remains at the same
energy value as it had for the silica, ∼ 24 eV, whereas the minima of the single
plasmon fit shift about ∼ 1 eV towards lower energies. The average profile allows
us to establish the period for each SRO/SiO2 repetition at ∼ 5 nm, as is expected
from the deposition process, with an extra silica layer on top (below the upper
poly-Si contact). As expected also, the average width of each SRO layer is about
2.5−3 nm. In this profile, as in the histograms, the plasmon energy for the Si-ncs
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Fig. 6.6 Color filled contour maps of the plasmon energies in Fig. 6.5, for (a) the
single plasmon fit, and (b) the “low-energy” component from the double plasmon fit.
is found to be spread around ∼ 18 eV, but the profile allows detecting an increase
in the average energies of the Si-ncs as the periods are sequentially deposited.
Notice that the profiles in Fig. 6.7 are averages from the EELS signals in the
spectrum image, and the fact that smooth outlines are observed reflects both the
expected delocalization effects and the statistical nature of the study.
Fig. 6.7 Plasmon energies
from the double model (the
“low energy” and the “high
energy” components in blue
and black, respectively); and
the single model (red). Data
were averaged in the direction
perpendicular to the growth
(the latter is indicated with a
white arrow in Fig. 6.6)
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6.3.2 Discussion
For Si-ncs embedded in a Si-rich nitride matrix, for which quantum confinement
(QC) takes place, a direct relationship between the size of the particles and
the blue shift of the Si plasmon energy can be established through an empirical
formula13. For instance, a measured energy of ∼ 18 eV should correspond to
plasmons in crystalline particles with a typical size of ∼ 4 nm, bigger than the
width of our layers. This result does not apply directly to our Si-ncs, although we
expect the QC to be the main reason for the plasmon blue shift. Additionally, we
observe an increase in plasmon energy in subsequently deposited sublayers of the
multilayer (see “high energy” component in Fig. 6.7). In the framework of QC
effects, this is related to an increase of the crystalline quality of the Si-ncs and/or
to a shrinkage of the Si-ncs after few sublayer depositions of the multilayer.
No traces of Er clusterization were found, probably because the rare-earth
dopant distribution cannot be observed at the resolution at which experiments
were carried out. Based on the assumption that clusterization takes place in the
form of Er oxide, we could expect to measure a contribution from the Er O2,3
absorption edge. This edge is at 29 eV, within the energy range of our energy-
loss spectra, and has been reported in similar systems, where Er clusters were
detected12. If optically active Er (not in clusters) is present in the sample, we
expect the dopant to introduce intermediate energy levels in the band structure.
Namely, 1.54µm emission is produced via interband transitions of the 4f shell.
When inter-band transitions occur at a lower energy than that of the Drude
plasmon peak, a shift to higher energies of the plasmon peak is produced16. The
observed shift of the plasmon energy to higher values in the SiO2 layers would
then indicate the presence of optically active Er.
If a Vegard law-like linear relationship existed between the SiO2 matrix mea-
sured plasmon energy (∼ 24 eV) and the plasmon energy from the Si-ncs (average
plasmon energy ∼ 18 eV), this should allow us to calculate the Si excess for each
value of the plasmon energy. In spite of the problematic nature of this assump-
tion, the ∼ 1 eV measured redshift of the plasmon maxima from Silica to SRO
would be associated with a 16.6 % Si-excess, not far from the 20 % nominal
concentration.
From the examination of the maps and profiles in Figures 6.3-6.7 we can con-
clude that the silicon excess from the two first periods suffered some intermixing
after the annealing. In these two layers Si-ncs are detected outside the targeted
periodic structure, thus blurring the multilayer boundaries and increasing high-
angle scattering (brighter HAADF contrast). In spite of this initial instability,
the successive periodic growth and formation of the multilayers was successfully
achieved for the next layers.
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6.4 Conclusions
• A multilayer structure, made of Er-doped alternating layers of SiO2 and
SRO, was examined. In this structure, an annealing process has been car-
ried out to obtain Si-ncs in the SRO region. This embedded nanoparticle
system was characterized using a combination of HAADF and EELS-SI.
Such a study is unavoidably difficult because of the overlapping of Si-ncs
and silica contributions to the EELS signal.
• In this sense, HAADF and t/λ maps (obtained from EELS), were used for
a preliminary assessment of thickness and stack homogeneity of the sample.
In the HAADF images, we detected some brighter spots on the SRO layers,
and also on the last silica layer, that could be hinting the presence of more
massive localized regions. The t/λ maps confirmed that as the specimen
for TEM observation was prepared by focused-ion beam (FIB), it presented
a negligible thickness gradient. This allowed to use the contrast in the
t/λ maps and the Z-contrast in the HAADF images to identify the Si-ncs
regions.
• Plasmon energy maps were obtained from low-loss EELS-SIs, with great
spatial and energy resolution. We demonstrated a double plasmon model-
based fit, adjusting the energy-loss spectra according to the presence of two
distinct plasmon peaks. In our example, a “high-energy” plasmon model
is always used to fit the SiO2 peak (23.7 eV); conversely, a “low energy”
plasmon model is used to tell the Si-ncs peak from the SiO2 interband
transition. This strategy allowed us to locate the Si-ncs in the multilayer,
in which they appear scattered, with a relatively low concentration, and
have a subtle impact on the low-loss EELS data.
• No evidences of Er clusterization were found. The presence of optically
active Er is suggested by blue-shifted interband transition and plasmon
energies in silica.
• The obtained maps and profiles confirmed the good quality of the fabricated
multilayer. Our results indicate that the Si-ncs formation can be effectively
controlled by adjusting the distance between SiO2 barrier layers, hence
providing an ordered array of Si-ncs of very similar sizes. Moreover, this
multilayer approach offers an additional benefit when compared to single
layers with the same fabrication parameters because of the apparent absence
of Er clusterization6,19.
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Chapter 7
Si-NCs embedded in
dielectric matrices
“Any sufficiently advanced technology is indistinguishable from magic.”
Arthur C. Clarke, Profiles of the Future.
In this chapter, we present a novel analytical strategy, useful in order to
probe structural and electronic properties of single silicon nanocrystals (NCs)
embedded in a dielectric matrix. We tested this strategy in three systems with
different embedding dielectric matrices (SiO2, SiC and Si3N4). Experiments were
performed using a monochromated and aberration corrected Titan low-base mi-
croscope, operated at 80 kV to avoid sample damage and to reduce the impact of
radiative losses. Then, a novel analysis approach allowed to disentangle the elec-
tronic features corresponding to pure Si-NCs from the spectral contribution of
the surrounding dielectric materials, trough an appropriate computational treat-
ment of hyperspectral datasets. First, the different materials were identified by
measuring the plasmon energy. Notice that due to the overlapping of Si-NCs
and dielectric matrix information, the variable shape and position of mixed plas-
monic features increases the difficulty for non-linear fitting methods to identify
and separate the components in the EELS signal. We managed to solve this
problem for the silicon oxide and silicon nitride systems by applying multivari-
ate analysis (MVA) methods that can factorize the hyperspectral datacubes in
selected regions. By doing so, the EELS spectra are re-expressed as a function
of abundance of Si-NC and dielectric signal components. EELS contributions
from the embedded nanoparticles as well as their dielectric surroundings are thus
separated, studied, and compared with the crystalline silicon from the substrate
and with the dielectric material in the matrix.
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7.1 Introduction
Silicon-based devices represent the dominant technology for photovoltaic appli-
cations both at research and production stages. As discussed in the previous
chapter for photonic applications, the reason for this is the maturity, high avail-
ability and low cost of the technological processes involved. Theoretically, the
efficiency of a bulk silicon solar cell is limited by the fixed band gap energy of
this material1. In order to overcome this limitation, alternative structures such
as tandem solar cells have been proposed2,3. In this tandem configuration, the
bulk silicon is complemented with one or more solar cells presenting different
band gap energies.
A suitable approach is a superlattice (SL) layer composed of ordered sili-
con nanocrystals (Si-NCs) embedded in a dielectric medium4. The functionality
in this type of nanostructure is related to the Si-NC band gap energy, higher
than that of bulk silicon. The size and spatial distribution of the Si-NCs and the
surrounding dielectric media greatly influence the performance of the final photo-
voltaic device. For instance, the quantum confinement of charge carriers (QC)5
is a size-sependent effect. Due to the QC effect, band gap energy is inversely
proportional to NC size.
Most of the experimental techniques that are commonly used for the assess-
ment of performance in these systems – photo- and electro-luminescence, charge
transport measurements, Raman scattering spectroscopy, to name a few – do
not allow a direct characterization of the individual NCs. However, different
techniques available in transmission electron microscopy (TEM) do access these
properties at high spatial resolution. In particular, high resolution (HR-) and
energy filtered (EF-) TEM are the most commonly employed techniques. As a
combination of structural and chemical characterization, EFTEM has been in-
tensively used in the evaluation of the Si-NCs size after deposition3,6,7.
Among the electron microscopy techniques, EELS performed in an aberration
corrected STEM instrument using a monochromated probe offers best spatial
and energy resolution. In this chapter, we propose a low-loss EELS examination,
appropriate for the individual characterization of the Si-NCs.
7.1.1 Sample details and preliminary examinations
The systems considered for the present study, designed as active layers for tandem
solar cells, consist of silicon-based multilayer stacks combining stoichiometric-
and Si-rich-based dielectric layers. Three dielectric materials were used as a bar-
rier: SiO2, SiC and Si3N4. The respective non-stoichiometric layers were: silicon
rich oxynitride, carbide and nitride (SRON, SRC and SRN). The layers were
deposited by plasma-enhanced chemical-vapor deposition (PECVD) with thick-
nesses below 5 nm. After the deposition process, the Si excess was precipitated,
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and phase separation was induced in order to achieve the Si-NC formation. For
this purpose, different accumulative annealing treatments were used, with tem-
peratures ranging from 1100◦C to 1150◦C depending on the compound and, in
the SiC sample, a previous annealing step at 600◦C. The final goal is the for-
mation of a silicon quantum dot superlattice, on top of a bulk silicon solar cell
(see Fig. 7.1 for a diagram of the structure). These systems were grown in the
context of the European 7th framework project “silicon NAnodots for Solar Cell
Tandem” (NASCEnT). More information regarding the NC superlattice growth
can be found in Ref. 3 for the SiO2 sample, in Ref. 3 for the SiC system and in
Ref. 6 for the Si3N4 system.
Electro-transparent specimens for STEM observation were prepared by me-
chanical polishing followed by an Ar+ attack, as explained in Appendix A, and
preliminary observations were performed in a JEOL J2010 F (S)TEM. Figure 7.2
(a) and (b) correspond to these observations, for the SiO2 and Si3N4 samples,
respectively. HRTEM and EFTEM measurements in the J2010 were used to
evaluate the quality of the fabricated multilayers, measuring abruptness and ho-
mogeneity of the layers3,6,8. The EFTEM experiments confirmed the formation
of Si-NCs within alternative layers in the stack, and were used to measure an
average crystal size. As expected, crystal sizes were found to be related to the
silicon-rich layer thickness, in all studied cases cases around or below 5 nm. From
these first observations, it was clear that conventional electron microscopy would
not suffice for the individual characterization of the Si-NCs and their environ-
ment.
As in the previous chapter, some preliminary experiments indicated that
Fig. 7.1 Schematic diagram for a tan-
dem solar cell, showing the arrangement
of the Si-NC superlattices on top of the
c-Si solar cell. Arrows represent the in-
coming solar radiation, the high-energy
photons (blue arrow) are absorbed by the
higher band gap energy material, whereas
the low-energy ones (red arrow) are ab-
sorbed within the c-Si bottom cell. CTO
stands for conductive transparent oxide.
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Fig. 7.2 (a) HRTEM image of the SiO2 based sample showing crystalline lattice planes
from the Si-NCs. The inset shows an EFTEM image of the same sample, where the
bright contrast corresponds to Si-NCs. (b) EFTEM image of the Si3N4 sample, with
an analogous contrast.
higher voltages in STEM mode (i.e. 300 keV) and/or larger acquisition times
could damage the Si-NCs and their environment, modifying or even destroying
the studied structures in the process. Given the beam sensitivity of the Si-NCs,
low accelerating voltages were used in the experiment. As the experiment is
usually designed to minimize radiation dosage by maximizing acquisition speed
and reducing beam current density, the acquired spectral data could present
low signal-to-noise ratios (SNRs). Nevertheless, since the plasmon signal is the
strongest one in the EELS spectrum but for the zero-loss peak, the acquisition of
low-loss EELS at low accelerating voltages and short acquisition times is feasible,
in terms of SNR, when probing beam-sensitive materials. A probe-corrected FEI
Titan (S)TEM, operated at 80 kV, was used to obtain the EELS data at high
spatial resolution.
Three sets of low-loss EELS-SI and simultaneously acquired high-angle an-
nular dark field (HAADF) images were obtained, from the SiO2, SiC and Si3N4
systems, respectively. A collection angle of ∼ 2.5 mrad, a convergence angle of
∼ 26 mrad, and an acquisition time of 0.03 s per spectrum were employed in
the acquisition. Pixel sizes between 0.2− 0.6 nm were selected for the EELS-SIs.
The microscope conditions were thus adjusted to acquire HAADF-EELS datasets
containing a few Si-NCs and a portion of the barrier layer. Exceptionally, for the
silicon carbide sample, bigger datasets were acquired containing more than one
period to portray wider scale structural phenomena. Large areas of the specimens
in relation to pixel size were covered in this way with no apparent beam damage.
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According to the full width at half maximum (FWHM) measured from the ZLP
of the EELS-SI, energy resolution was kept below 0.2 eV in all experiments.
7.2 Phase identification and MVA analysis
We developed an original methodological approach for EELS data treatment to
elucidate the individual properties of the Si-NCs. The reasons to propose this
strategy stem from the nature of the analyzed samples: multilayer stacks com-
bining dielectric barriers and Si-enriched layers that contain Si-NCs (precipitated
during the post-deposition annealing treatment). In this configuration, the Si-
NCs are completely surrounded by the dielectric material, and it is unlikely to
prepare an electro-transparent TEM specimen that will give a direct and pure
Si-NC low-loss EELS measurement in a STEM experiment. In other words, sur-
rounding material will be present over and/or under the NC in the TEM lamella,
so that the incident e− will go through it and it will contribute to the EEL spectra
in the NC region. The reason for this limitation is the size of the NCs, below 5 nm
in diameter, and the geometry of the embedded particle and matrix system. As
in the preceding chapter, and in the related literature9,10, all measured spectra
present a mixture of nanoparticle and matrix contributions, at least. Neverthe-
less, in this work we show that indirect low-loss EELS calculations revealing the
electronic and structural properties of the individual Si-NCs are feasible by the
appropriate use of computational methods.
7.2.1 Analytical methodology
The large amount of raw data acquired for each system further motivated the
development of a simple, yet fast and powerful, computational treatment based
on the prior identification of phase compositions through model-based fitting and
segmentation of the datasets by mathematical morphology techniques. Moreover,
factorization of the EELS-SI is achieved using multivariate analysis (MVA) algo-
rithms, allowing us to separate the contribution of the Si-NC to the EELS spectra.
In this way we could analyze a collection of several EELS-SI with hundreds of
pixels and 2048 spectral channels each.
Identification and segmentation of data regions
The first part of the applied treatment is based on the experiences gathered
through the several studies of the low-loss EELS of semiconducting devices, pre-
sented in this thesis, in which the characterization of the plasmon peak revealed
structural and compositional information from the examined materials. Following
a standard low-loss analysis scheme, all spectra had their energy axis calibrated
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using the ZLP and a measure of their relative thickness, t/λ, was obtained, from
which the absolute thickness of the material can be estimated. Additionally, a
Fourier-log algorithm was used to produce single scattering distribution (SSD)
spectra that can be compared to the original spectra to assess the impact of plu-
ral scattering. This is important because plural scattering contribution to the
spectra from thicker specimens can pose a problem to further analyses of the
data.
The plasmon peak in bulk c-Si has an energy of ∼ 16.7 eV, while the dielectric
materials studied in this work have higher energy plasmons, ∼ 22.5 eV for SiO2,
∼ 23.7 eV for Si3N4 and ∼ 21.5 eV for SiC. This difference is large enough to
distinguish each material by their characteristic plasmonic signature in the EELS
spectra. An example of this, illustrated with EELS spectra from the SiO2 sample,
is given in Fig. 7.3(b) and (c). These spectra contain all the features examined
in this work: the ZLP, the onset of valence transitions at low energies, and the
plasmon peaks. Plasmon peaks were fitted, using a simple Lorentz model, with
2 fitting regions. These regions were selected according to the position of the
low-loss maxima. In some regions, the Si-NC plasmon became apparent over a
background signal similar to the one measured in the regions of “pure dielectric”
expected composition. Hence, the fit energy window was modified to adjust
only the area around the Si-NCs plasmon. For each spectrum the fit window is
centered on its intensity maximum, which is also a fitting parameter.
From the analysis of a given EELS-SI with this method, a plasmon energy,
EP , map is produced which we then analyze through a histogram thresholding
approach. Our aim here is to identify regions of the dataset where the spec-
tra and their neighbors show “dominant Si-NC” or “pure dielectric” plasmonic
features according to a defined threshold depending on the material. For this
plasmon fingerprinting we impose the condition that a certain pixel of the EP
map (corresponding to a spectrum in the EELS-SI) is labeled as belonging to
one of these two classes: the dominant Si-NCs (in fact a mixture of Si-NCs and
the surrounding matrix) or the dielectric phase. However, the allocation of each
pixel to a specific class (technically, Boolean masks, at this stage) generated by
this approach alone may not be useful for several reasons. First, thresholding
alone applied to an image may generate a mask that includes small disconnected
spatial features, such as Fig. 7.3(d), like separate regions containing only a single
or a few pixels without physical meaning. Also, spatial features may appear to
be connected, and identified as one even if only joined by few pixels. Finally, it
is desirable to identify big enough, yet separate, spatial features in the EELS-SI
no matter what shape they may have. For this purpose, we developed an ap-
plication in the framework of the Hyperspy toolbox11 that takes advantages of
the computer vision tools included in the n-dimensional image analysis library of
scientific Python (ndimage in SciPy). Operating over the binary identification
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Fig. 7.3 Typical HAADF-EELS data from the SiO2 sample. (a) displays the HAADF
intensity (the image is rotated as indicated). (b) and (c) contain typical energy-loss
spectra, acquired at the Si-rich and barrier regions, respectively. (d) shows a binary
mask resulting from the thresholding of the corresponding EELS-SI. In this case, the
pixels portrayed in black color have been found to contain spectra with EP < 19 eV. (e)
shows the map of individual elements labeled as “dominant Si-NC” regions generated
from the previous mask after selecting connected regions only.
maps, mathematical morphology operations act like a fast and powerful filter on
the mask, allowing to select the degree of connectivity required from the regions
to be labeled. Namely, the EP map is filtered using binary opening and closing
operations, with a structural element that selects connected regions only. Once
a filtered mask has been produced, see Fig. 7.3(e), the labels are assigned in a
simple and straightforward step. As a result, there exist the possibility to locate
a spatial region of the original EELS-SI which spectra fulfill a certain require-
ment, then access it regardless of its shape, and operate with it as a separate
sub-dataset with the same number of dimensions as the original dataset. Addi-
tionally, the size of the identified region is automatically measured as the number
of pixels that fulfill the imposed condition.
After this procedure, a collection of sub-datasets allocated to the class of
“dominant Si-NCs” or “pure dielectric” regions was generated. All the results
presented in this work were achieved taking those regions as a starting point. For
example, by averaging the spectra within a given region, noise-free spectra can be
obtained that reveal its characteristic EELS features. Indeed, using this strategy
one can obtain material information or, depending on the case and region, get
close estimates of the pure Si-NC or pure dielectric EELS data.
Figure 7.4 shows some examples of energy-loss spectra for the three systems
with different dielectric matrices (SiO2, SiC and Si3N4 as labeled in the figure).
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For each matrix, a pair of spectra representative of the classes “Si-NCs” or “pure
dielectric” (labeled as barrier) are drawn. In these plots, the raw spectra are
presented as color-filled areas, and the black lines define the averaged spectra of a
specific sub-data set of each class, identified following the segmentation procedure
explained above. In the figure, the improvement of the SNR from raw to average
spectra is evidenced. But, interestingly enough, it is also clear that the spectra
from the class “dominant Si-NC regions” present significant differences depending
on the matrix, revealing the impact of the different dielectric backgrounds.
Although this mixing will increase the difficulty in analyzing and interpreting
results from the spectra, EELS may be the less problematic (S)TEM technique
for extracting information arising solely from the Si-NCs. Other methods were
found to be not a reliable source of structural and chemical information regarding
the Si-NCs (EFTEM, HAADF, or t/λ imaging)9.
MVA factorization
Our analysis continued by focusing on the factorization of the low-loss EELS
spectra by MVA within the detached subsets of data of the class “dominant Si-
NCs” features. As explained in Sec. 2.2.1, MVA factorization is performed by
using computational tools that analyze a given matrix of spectral data and de-
compose it into a number of components. These components constitute additive
Fig. 7.4 Raw (color-filled
areas) and average (black
lines) energy-loss spectra
from the three examined
samples. The spectra are
averaged or extracted from
regions identified as belong-
ing to the class of “domi-
nant Si-NCs” or to the class
of “dielectric” region using
threshold values of the EP
plasmon distribution.
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contributions to a model of the EELS data, which is expressed as the product of
the corresponding factors and abundance maps. Factors have the same number of
channels as the input EELS spectra and an associated abundance map indicating
its spatial distribution, with the same number of pixels as the original EELS-SI,
can be obtained. A legitimate guess is that it might be possible to retrieve the
contribution corresponding to the Si-NCs by performing a factorization of the
whole EELS-SI by using MVA algorithms. It turns out that for most cases this is
a difficult task because low-loss EELS is not always optimized as a direct input
for MVA. The major reason for this is the fact that, in many cases, the presence
of different phases in the examined materials translates into an energy shift of the
plasmon peaks. This peak shift, which is usually an interesting subject of study,
increases the number of dimensions for the factorization. As a result, multiple
factors appear associated to a single shifting feature, hindering the interpretation
of the results. With these limitations in mind, MVA factorization was performed
on the aforementioned sub-datasets, which are given by the mixture of two com-
peting contributions, the Si-NC plasmon peak and a dielectric-type background
peak.
MVA factorization is generally performed in the EELS community using de-
composition by principal component analysis (PCA), followed by blind source
separation (BSS) by independent component analysis (ICA)12–16. The appli-
cation of such an approach to low-loss EELS presents an additional difficulty
because the mutually independent sources assumption in ICA may not be neces-
sarily fulfilled in the hyperspectral data. In this work, two different methods were
used, the non-negative matrix factorization (NMF, included in Hyperspy)17, and
the Bayesian linear unmixing (BLU, available as a Matlab code)18,19. These two
algorithms have in common the so-called positivity assumption, i.e. sources are
supposed to be positive. This constrain fits well to the nature of EELS spectra,
as no negative contribution is expected. The BLU algorithm imposes an extra
additivity constrain to the sources, meaning that the sum of all contributions
should be equal from pixel to pixel. Additionally, as this algorithm is initialized
by a set of factors determined from a geometrical algorithm (N-FINDR in this
work), the resulting set of factors is expected to be related to the possibility
to find pixels containing spectral components as pure as possible (least mixed
pixels). Gaussian statistical distribution of the noise is also required for BLU.
We added spike removal and Poisson normalization steps to the data treat-
ments prior to the application of any of these MVA algorithms20. In the first
step, spikes are detected by thresholding the first derivative of the spectral data
and removed by spline interpolation. In the second one, the Poissonian nature of
the statistical distribution in EELS is taken into account, and data are normal-
ized to approach a Gaussian distribution. With this normalization we expect to
improve the suitability of the input data for the BLU algorithm. Both methods
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are included in Hyperspy, and a Matlab application was developed in order to use
the Poisson-normalized data-cubes together with the available BLU program.
7.2.2 System I: silicon oxide barriers
Figure 7.5 presents some results from one of the HAADF-EELS datasets cor-
responding to the SiO2 system. Fig. 7.5(a) shows the HAADF-STEM image
obtained in a region that contains both silicon enriched SiO2 layer and a SiO2
barrier, and Figs. 7.5(b) and (c) show the t/λ ratio and the EP maps, respec-
tively, as calculated from the corresponding EELS-SI. The faint contrast through
the center of both HAADF and t/λ maps indicates the presence of the Si-rich
layer. Also, a t/λ value around 0.25 tells us that this is a very thin sample and
that the impact of plural scattering should be low. An alternative to the EP
map is to represent the values of EP as a histogram of frequencies as shown in
Fig. 7.5(d). The latter is useful to understand the color code in the map and to
assess the EP distribution. The two significant classes are easily distinguished in
the histogram where EP thresholds of 19 eV and 22.3 eV, indicated by lines in
Fig. 7.5(d) and by region contours in Fig. 7.5(c), were selected to define the class
of “dominant Si-NC” or “pure dielectric” features. Notice also that the energy
resolution of the experiment, indicated by the ZLP, is below 0.2 eV, the size of
one bin in the histogram.
The barriers and the Si-rich region seem to be well defined, with little variation
of EP through consistent areas. While EP for the barriers is below 23 eV, the
corresponding plasmon maximum is ∼ 23.7 eV, due to the asymmetric shape of
this peak. It is now clear that the examined area contains a full dielectric barrier,
on the left-hand side of the image, a total of 4 Si-NC regions, featured at the
center, and part of a second barrier, on the right-hand side. The image also shows
that the width of the dielectric layer and Si-rich layers remained unchanged after
annealing, both layers being ∼ 5 nm in width. The Si-NCs appear to be confined
inside the Si-rich layer. Other areas of this SiO2 multilayer were scanned, showing
similar results along the different periods.
Once the regions are defined, average spectra may be obtained from the pixels
within. Two of these spectra, from the “dominant Si-NC” region at the center
of the image and the “pure dielectric” barrier on the left-hand side, are shown
as black lines in the first two panels of Fig. 7.4. The raw spectra that are shown
below the lines as color-filled areas were hand picked from a single pixel within
these two regions. Some features evidence the presence of a contribution from a
dielectric-like inelastic scattering to the EELS signal in the Si-NC region. The
main one is the presence of a shoulder at ∼ 24 eV that can be related to the
SiO2 plasmon, present at this energy. Also, a strong peak onset at ∼ 9.5 eV and
spanning several more eVs is detected, related to the band gap of SiO2. This
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Fig. 7.5 Panel (a) displays the HAADF intensity while (b) and (c) show the t/λ and
EP , respectively, of the simultaneously acquired EELS-SI from a SiO2 sample. (d) shows
the histogram corresponding to the EP map in (c). In both last panels black and red
lines indicate the threshold of the "dominant Si-NC" and "pure dielectric" regions. The
process to identify the very same "dominant Si-NC" regions was illustrated in Fig. 7.3.
is in good agreement with our picture of crystalline silicon particles embedded
in a dielectric medium giving overlapped contribution to EELS, but does not
constitute a direct confirmation.
MVA factorization by the NMF method did prove to be useful as an indirect
method to confirm it. Let us focus on the specific “dominant Si-NC” region high-
lighted on top of Fig. 7.5(c). Fig. 7.6(a) shows the three main factors extracted
from NMF. The contributions to the EELS data from both dielectric and Si-NC
phases are identified with the first two components. Using a RGB code, we assign
green color to the C1 component, corresponding to the Si-NCs, red one to the
C2 component corresponding to the dielectric contribution, and blue color to C3,
that reveals a sudden change in sensibility in the detector at mid-channel scale.
The number of factors used for NMF was chosen by examination of the scree
plot after PCA. A sanity check was performed, by comparing the decomposition
reconstructed signal with raw spectra (residuals method). The plot in Fig. 7.6(b)
illustrates this method; two NMF reconstructed spectra (lines) and two raw spec-
tra, one from each representative region, are shown to be in good agreement.
Panels (c)-(e) in Fig. 7.6 show the abundance maps corresponding to these
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Fig. 7.6 MVA analysis by NMF of Si-NCs in the oxide sample. (a) main factors,
corresponding to the Si-NCs (green), the dielectric barrier (red) and a detector artifact
(blue). (b) shows the reconstruction of the EELS data from the decomposition model vs
the raw model data. (c)-(e) show the corresponding abundance maps of these factors,
using the same RGB color coding. Notice the 90◦ rotation with respect to Fig. 7.5; (f)
shows the plasmon energy map for the same area and can be used as visual reference.
three factors. Notice that these plots are rotated 90◦ clockwise with respect to the
map in Fig. 7.5(c). Additionally, a rotated EP map is included, in Fig. 7.6(f), and
can be used as a reference. The spatial distribution of these components evidences
two Si-NCs (in good agreement with the EP map) with a SiO2 background. The
detector artifact component (blue) presents a rather random spatial distribution
and a smaller abundance than the other two.
The factorization reveals that the EELS contributions corresponding to the
Si-NC and the SiO2 matrix present plasmon maxima at ∼ 17.3 eV and ∼ 22.7
eV, respectively. The 1-eV energy shift between the SiO2 in the barrier (∼ 23.7
eV, plasmon maximum) and in the particle surroundings indicates the probable
formation of a nitrogen oxide in the matrix from the SRON. The absence of
further plasmon shifting within the barrier indicates a low and homogeneous
diffusion of nitrogen through the dielectric.
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7.2.3 System II: silicon carbide barriers
For the SiC sample we succeeded in acquiring and analyzing large EELS-SI, with
sizes up to more than 120×120 pixels. The resulting t/λ and EP maps are shown
in Fig. 7.7. The area covered in this image spans over 3 periods of the multi-
layer (more that 40×40 nm2), with a pixel-to-pixel resolution better than 0.4 nm.
Smaller EELS-SI were also acquired and analyzed, as for oxide samples, but the
use of a wider region was necessary to study a larger scale structural phenomenon
in this sample using the chemical sensitivity of low-loss EELS. Again, t/λ con-
firms that the TEM sample is particularly thin at the examined region, around
0.25 times the electron inelastic mean free path, λ. No contrast related with
the difference in λ between Si-NC and the dielectric region is found, Fig. 7.7(a).
Nevertheless, some faint fringes can be distinguished at the center of the image,
Fig. 7.7 (a) and (c) display the t/λ and EP maps, respectively, calculated from the
same EELS-SI covering a 3-period wide region of the carbide sample. (b) and (c) show a
HAADF image and EP map, respectively, from an acquisition covering a smaller region.
In the EP maps, black and red lines are used, as in Fig. 7.5(c), as region boundaries.
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coming from the elastic scattering contrast in the ZLP intensity (equivalent to
bright-field imaging), which are indicative of the presence of a crystalline parti-
cle. The simultaneously acquired HAADF images, see Fig. 7.7(b), show a weak
contrast of the silicon particles in the carbide medium, not useful for the charac-
terization of neither particles nor barriers.
Figure 7.7(c) and (d) display the EP map with thresholds at 18.5 eV (red line)
and 20.3 eV (black line). A procedure similar to the one used for the oxide system
was used to discriminate the “dominant Si-NC” and “pure dielectric” regions. c-
Si and SiC plasmons are much closer than in the case of SiO2, for which the
thresholds were 19 eV and 22.3 eV, respectively, as evidenced by the energy-loss
spectra in the middle of Fig. 7.4, taken from Si-NC and SiC regions. When
averaging inside these “dominant Si-NC” and “pure dielectric” regions, it seems
that the EELS low-loss features are sharp and differentiated. This indicates
that the EELS contribution measured in the “dominant Si-NC” region has a
much smaller impact from SiC than in the case of SiO2, owing probably to the
bigger size of the formed Si-NCs. Taking these considerations into account, we
generated spatially averaged energy-loss spectra and examined them in order to
identify both band gap and plasmon features. In these spectra a strong signal
with an onset at ∼ 2.5 eV is evident, corresponding to the band gap energy of
the SiC. No signal at lower energies could be consistenly detected in this case.
This indicates that the band gap signal of the Si-NCs, if present, is faint over the
delocalized band gap signal of the surrounding SiC. For the plasmon peak, the
contrast between regions is clear in both energy and width. The barrier material
from the center of the “pure dielectric” regions presents a broad plasmon peak
at ∼ 21.5 eV. This peak shifts smoothly to lower energies as we examine regions
farther away, down to a sharp peak at ∼ 17.5 eV at the center of the “dominant
Si-NCs” regions.
From the examination of the EP maps in Fig. 7.7, we can tell that the dielec-
tric barriers and silicon rich layers underwent some kind of segregation process.
The inhomogeneity of the interfaces is apparent, and, although the dielectric and
silicon rich multilayer structure is preserved, the gradient of EP values through
the map evidences an unintended inter-diffusion in the growth direction. The
plasmon energies detected in the sample are only spatially consistent (meaning
EP values close to one of the two expected values) in small areas. In fact, the
dielectric barriers do not always show a plasmon energy corresponding to pure
SiC, indicating that the diffusion from the silicon-rich layer modifies the chemical
composition of the barrier layer. Finally, the inhomogeneity of the Si-NCs size is
greater than in the SiO2 system, with coalescence and vertical growth.
MVA factorization was also carried out in this EELS data-set, and the sep-
aration of a component related to the Si-NCs plasmon was achieved. However,
it was difficult or impossible to obtain a consistent component associated with
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the silicon carbide background. We suspect the reasons for this are a continuous
change in the energy of the silicon carbide plasmon, caused by the composition
gradient, and an imperfect phases separation in this structure. Thus, no MVA
results are shown in this case.
7.2.4 System III: silicon nitride barriers
As for the previous two systems, the silicon nitride multilayer was probed by
HAADF-EELS and data were analyzed using a similar methodology. Fig. 7.8
presents three plasmon energy maps for this sample obtained in different regions
of the multilayer stack. Black and red lines show the nature of the EELS plasmon
in the enclosed regions, “dominant Si-NC” and “pure dielectric”, respectively.
The same energy thresholds as for SiO2, 19 eV and 22.3 eV, were used since
Si3N4 plasmon energy is similar to that of SiO2. Concerning the morphology, the
configuration of barriers and Si-rich layers is preserved, as in the case of SiO2.
However, the contribution of the dielectric plasmon as a background to the EELS
data in “dominant Si-NC” regions is not as evident as in the oxide case. This
is because silicon nitride lacks the strong and characteristic low-energy peaks of
the silicon oxide EELS features.
Yet, MVA was able to separate the contributions of the Si-NC and the dielec-
tric background to the EELS data in the “dominant Si-NC” region. Fig. 7.9 shows
an example of MVA analysis, corresponding to the particle at the right-hand side
of Fig. 7.8(c). In this case, we used a BLU algorithm with three components
and a wider spatial crop in order to include the dielectric regions on top and
bottom of the particle also. The resulting components show an analogous re-
Fig. 7.8 Panels (a)-
(c) feature plasmon en-
ergy maps from differ-
ent EELS-SI acquired
in the nitride sample.
Black and red lines are
used, as in Fig. 7.5(c)
and 7.7(b), as region
boundaries.
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sult to that of the NMF applied to SiO2. Figure. 7.9(a), shows one of these
components (green factor), corresponding to the Si-NC with an abundance map
located within the particle. The other two components correspond to the dielec-
tric background plasmon convolved with a small positive or negative intensity
step from the detector. When added, these contributions cancel out, leaving only
the background peak, also in Fig. 7.9(a) (red factor). We also observe a good
agreement between the modeled spectra after decomposition and the raw spectra,
as depicted in Fig. 7.9(b). The contribution from the Si-NC particle in Fig. 7.9
corresponds to a plasmon energy of ∼ 17.8 eV. The barrier and matrix dielectric
plasmon energies determined from averaging and factorization were found to lie
at ∼ 22.7 eV. It is, thus, strongly suggested that the dielectric material from the
barrier and the particle surroundings have a similar composition, altered in the
nearest vicinity of the Si-NC only. Indeed, “pure dielectric” regions are found in
Fig. 7.9 MVA analysis of Si-NCs in the nitride sample by BLU. Panel (a) shows esti-
mated main factors related to Si-NCs (green) and a mixture of dielectric and instrument-
related components (red). (c) and (d) show the abundance of the factors in panel (a),
using the same red-green color coding. Meanwhile, a reconstruction of the EELS signal
from the decomposition model vs the raw EELS data is shown in panel (b). Panel (c)
gives the plasmon energy map the same area.
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the silicon-rich layer, between Si-NCs, see Fig. 7.8(a).
From the EP maps in Fig. 7.8 and the BLU abundance maps in Fig. 7.9, it
seems that the particles in the silicon nitride matrix are rounder than the ones
in silicon oxide (and, of course, in silicon carbide). Other authors have found the
Si-NCs formed in SiO2 to occupy irregular volumes9. Conversely, some of the
Si-NCs in Si3N4 are not completely formed while Si-NCs in SiO2 appear to have
a very homogeneous distribution of sizes.
In these spectra, a strong signal with an onset at ∼ 4 eV is observed, near the
band gap energy of Si3N4, at ∼ 5eV. In the regions with a presence of Si-NCs, a
lower band gap onset energy, at ∼ 3.5 eV, is observed.
7.2.5 Discussion and remarks
The separation between particle and surrounding material, in terms of EELS
signal, has been proven feasible. One of the main reasons for this is the smaller
delocalization distance for the quantum-confined Si-NC plasmon than for the
band gap. Also, the relatively small expected difference between the dielectric
functions of the Si-NCs and surrounding materials means the effects of interface
plasmons can be considered negligible21. We should also mention that for any
MVA technique, peak energy shifting and the existence of an intense background
signal would negatively affect the final result22. In low-loss EELS we easily get
both effects, the shifting of the plasmons linked to gradients in concentration
or strain being a well-known feature in a wide range of systems. To complete
the list, ZLP intensity is typically several orders of magnitude more intense than
any other feature in low-loss EELS data. This means that MVA techniques are
unsuitable to solve problems in which a continuous plasmon shift is a dominant
characteristic or in which the ZLP masks out the relevant feature, as in low-lying
band gap energies. In our case, the energy stability of the plasmons in selected
areas and the correct alignment of the ZLP and energy windows before the MVA
have been critical to enable the successful NMF and BLU analyses.
Our plasmon energy measurements have to be interpreted in the context of
QC theory (as in Chapters 5 and 6), in which the plasmon peaks of Si-NCs are
expected to show higher plasmon energies than those measured for c-Si (∼ 16.9
eV). Ref. 10 proposes a phenomenonological formula to relate plasmon energy
with particle size in similar systems. Following this formula, a plasmon energy
of 17.8 eV corresponds to cristallyne Si nanoparticles with diameters around 5.1
nm, which is in excellent agreement with the obtained results.
Yet, regarding the measured Si-NC plasmon energies for all systems, no con-
sistent shift related to (apparent) particle size was found. Bearing in mind that
QC effect implies an inverse relationship between particle diameter and plasmon
energy, this is a surprising result. For instance, much smaller Si-NCs are formed
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in Si3N4 in comparison to the other systems. Nevertheless, no plasmon shift as-
sociated with the smaller size of these particles was found. This might indicate
that the smallest particles are not fully crystalline.
To summarize, we have presented three different cases where the analysis of
EELS maps is an advantageous technique when compared to other TEM-based
approaches, although convolution of the interesting features is an inherent dif-
ficulty. In the previous chapter, a Drude model containing two plasmons also
proved reliable. Nevertheless, when applied to carbide and nitride systems, it
failed to give consistent measurements of neither EP nor plasmon width. Our
present experience indicates that this double plasmon model will only be reli-
able when the fitted features are well separated in energy and exhibit significant
differences in FWHM, i.e. low energy narrow peak vs high energy wide peak
(as in the case of Si-NCs in a SiO2 matrix). Conversely, when analyzing plas-
monic features that are very close in energy and width, this method may not
be reliable and may lead to uninterpretable or wrong results (as in Si-NCs in
SiC and Si3N4 matrices). Other works have examined Si-NCs in a silicon ni-
tride matrix using a model-based fit analysis of EELS data found much higher
variability of the calculated plasmon energies for the background10. Moreover,
an additional disadvantage regarding model-based procedures is that EELS data
acquired from thin specimens will be naturally noisy, as the inelastic scattering
signal is diminished. Our phase identification and segmentation technique, fol-
lowed by factorization by NMF and BLU algorithms, has proved to be capable
of extracting relevant information from EELS data. More complex aspects of the
low-loss EELS analysis are addressed in the following section.
7.3 Optoelectronic properties of the Si-NCs
Kramers-Kronig analysis (KKA) was carried out on the spectra to extract the
complex dielectric function (CDF) from the Si-NCs and barrier dielectric. This
analysis is based on the relationship between the energy-loss spectrum and the
CDF of a given bulk material following the semi-classical formula for the single
scattering distribution (SSD), see Sec. 2.1.2,
SSD(E) = I0t
pia0m0v2
· log [1 + β/θE ] · Im [−1/ε(E)] (7.1)
Where I0 is the elastic scattering (ZLP) intensity, t is the sample thickness,
a0 is the Bohr radius, m0 is the electron rest mass, v is the electron velocity, β
is the collection angle, θE is the characteristic angle for inelastic scattering at a
given energy loss E, and ε is the energy dependent CDF. Thus the pre-logarithmic
factor, which will be calledK, depends only on the ZLP intensity and the electron
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kinetic energy T . The logarithmic factor will be called the angular correction,
Θ(β,E).
The first step in KKA is to normalize the SSD. For the normalization step
of KKA we have used two main approaches depending on the availability of
refractive index values. If this value is available, the sum-rule of the Kramers-
Kronig relations allows us to calculate K,
K =
(
1− 1
n2
)−1 2
pi
∫ ∞
0
SSD
Θ(β,E)
dE
E
(7.2)
Also, this approach allows measuring the thickness of the sampled region from
the expression of K in eq. 7.1. The refractive indices of all the bulk materials
involved in this samples are well known, so this approach may be used for spectra
from the dielectric barriers or the crystalline silicon substrate. However, the
values to be used for the Si-NCs MVA factors are not clearly known, since n
depends on particle size23. For this reason, we have developed an alternative
approach for the normalization step that rests on the previous estimation of the
absolute thickness of the sampled region24. In this thickness normalization step,
we use the value of t calculated in an adjacent region, of known n,
K = I0t
pia0m0v2
= I0t
T · 332.5
[ nm
keV
]
(7.3)
Also, for each KKA, a measure of the intensity (sum of channel values) of
the ZLP is necessary. In the case of the MVA factors, this value is not directly
available because the ZLP has to be cropped off or subtracted before MVA fac-
torization. We measured and stored the t/λ values using the total and ZLP
intensities, IT and I0, respectively, for each pixel. Using this value we can relate
the integral of a given EELS signal, IS , to the value of the ZLP intensity to which
it would theoretically correspond using the following formula,
t/λ = log(IT /I0) = log(1 + IS/I0) (7.4)
Hence, the ZLP intensity values that are needed for the normalization step
in the KKA of MVA factors can be estimated from the t/λ mean value in a
region where the factor is the dominant spectral feature (highest abundance).
This KKA algorithm, including the two normalization options, was implemented
for Hyperspy11, and is freely available. Also using this toolbox, a measurement
of the atomic (molecular) density of electrons involved in the valence plasmon
excitation, neff , was obtained, using the procedures explained in Sec. 2.1.2. Fi-
nally, electron effective mass values, m∗, were calculated as well, using the same
procedure as in Sec. 5.4.2.
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7.3.1 KKA in the Si-NCs and dielectric regions
KKA was used to calculate the CDF from the available spectra, namely, the
“pure dielectric” region averaged spectra, the Si-NC and dielectric background
spectra from MVA factors, and crystalline silicon (c-Si) single spectra acquired
from the substrate (see Fig. 7.10).
On both silicon oxide and nitride cases, the first step was to perform KKA
on the spectra identified as dielectric signals, using the corresponding refractive
index for each material25, nSiO2 = 1.5 and, nSi3N4 = 2. For the MVA factors,
the ZLP intensities were calculated from the signal integral and a mean of the
calculated t/λ from a selected “pure dielectric” region of the EELS dataset.
These CDFs are depicted in Fig. 7.10(a) and (b); notice that, for silicon ni-
tride, both dielectric CDFs, from MVA factor and averaged spectra, are found to
be in excellent agreement with one another. On the other hand, CDFs for the
silicon oxide differ in intensity and plasmon position. This is not unexpected,
as the EELS average spectrum from the barrier region (SiO2) differs in plasmon
position and width from the EELS contribution from the dielectric surrounding
the Si-NC (SRON). Sample thicknesses were obtained from t/λ values. Both
samples were confirmed to be particularly thin at the examined regions, with t
∼ 48 nm and t ∼ 18 nm for the silicon oxide and nitride matrices, respectively.
These values were used for the normalization step in the KKA of the MVA factors
identified as Si-NC signals. The t/λ mean values for the dominant Si-NC regions
were used to determine ZLP intensity from the signal integral (Eq. (7.4)). The
t/λ values are typically higher than in the dielectric region, indicating a decrease
in the electron mean free path, λ, associated with the presence of the Si-NC. The
Si-NC CDFs were then calculated, Fig. 7.10(c), showing a good agreement for
particles within the silicon oxide and nitride matrices. For the sake of complete-
ness, KKA was also applied to retrieve the CDF from a single spectrum acquired
at the c-Si substrate in the silicon nitride system, see Fig. 7.10(c).
7.3.2 Band gap measurements
We measured band gap energies to add this information to our derived CDF.
These results are summarized in Table 7.1. For the silicon oxide barrier, the band
gap of SiO2 was observed at ∼ 10 eV, in good agreement with the literature26.
This suggests, again, a very limited nitrogen diffusion from the silicon rich layer
(SRON) to the SiO2 in the barrier.
The band gap of Si3N4, measured at ∼ 4 eV, is lower than the 5 eV value
expected for the pure dielectric material. This is in good agreement with the
measured plasmon energy shift in the barriers from the expected 23.7 eV to the
obtained 22.7 eV (the measured EP values are also included in Table 7.1). We
thus propose the formation of a SiNx (x < 1) type matrix, and a growth mecha-
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Fig. 7.10 This figure shows the CDFs calculated from the KKA of experimental EELS
spectra and MVA factors. In all of them, the real and imaginary parts of the CDF are
indicated with red and black colors, respectively. Panels (a) and (b) display the CDFs
calculated from silicon oxide and silicon nitride, respectively; energy-loss spectra from
the different regions (solid lines) and NMF and BLU factors (dashed lines). Panel (c)
displays the Si-NCs CDFs calculated from NMF and BLU, in the oxide and nitride
samples, respectively, in dashed lines. Also in this panel is the CDF calculated from an
energy-loss spectrum obtained in the c-Si substrate, in solid lines. The insets show in
greater detail the regions of the CDFs highlighted using dashed line squares.
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Table 7.1 Summary of the band gap and plasmon energies and the electron effective
masses, obtained for the three different systems in regions of interest. Notice that, for
SiO2 and Si3N4, the values obtained from the barrier regions are obtained by averaging,
while the ones from the matrix and the Si-NC regions are obtained by MVA. For SiC,
only averaging is used, as explained in the text.
EB/eV EP /eV m∗/m0
SiO2
Barrier 9.5 23.7 —
Matrix 9.5 22.7 0.188
Si-NC 3.0 17.3 0.129
SiC Barrier 2.5 21.5 —Si-NC — 17.5 —
Si3N4
Barrier 4.0 22.7 —
Matrix 4.0 22.7 0.160
Si-NC 3.5 17.8 0.133
c-Si substrate 1.3 16.9 0.1
nism for the Si-NCs from nucleation up to a critical size after which coalescence
takes over, as in Refs. 27, 28, 10. The authors of those works attributed the
decrease in plasmon energy to an increase of Si-Si bonds concentration in the
material. Our measurements of both plasmon and band gap energies exhibit a
solidary redshift of ∼ 1 eV, indicating a consistent energy shift of the whole band
structure or the addition of new levels29–31. Additionally, other works on similar
samples characterized by EFTEM6, estimated that 15% of the volume of the
dielectric barrier is distributed around the Si-rich layer between the Si-NC. This
measurement is in good agreement with our observations, e.g. a pure dielectric
region between particles in Fig. 7.8(a).
The indirect band gap for c-Si is found at energies between 1.2-1.4 eV, and it
is possible to measure this signal in the EELS spectra from bulk samples32. We
confirmed the possibility to obtain this measurement using c-Si spectra acquired
at the substrate level. The CDF from the c-Si substrate is shown in Fig. 7.10(c)
(the onset of the imaginary part is clearly visible). It can be expected to detect
a similar indirect band gap signal also in the case of embedded particles. In
the case of the Si-NC, we would expect this signal to appear at higher energies,
owing to QC effects23, but still below 2-3 eV. However, no such feature was
found in any of the Si-NC regions in the SiO2 or Si3N4 systems. It was also
impossible to measure any consistent contribution to the spectral intensity levels
below ∼ 3 eV for the Si-NC MVA factors or average spectra from the “dominant
Si-NC” regions. We believe that the lack of a silicon indirect band gap signal in
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these embedded-particle systems should be attributed to the fact that particle
dimensions are comparable to the electron delocalization distance, ∼ 10 nm for
the spectrum at low energy losses13,33, as explained in Sec. 1.2.5.
Arguably, this does not exclude the possibility that a contribution from the
indirect band gap may be present in our low-loss EELS data. On one hand, this
contribution would be among the less intense features in the low-loss range, mak-
ing it difficult to detect it above the tail of the ZLP, the band gap signal from the
surrounding material, and the noise level. On the other hand, we cannot neglect
the possibility that electron energy losses different from the ones related with
the semi-classical interpretation of inelastic scattering may have an impact in the
measured EELS spectra (see Sec. 1.3.2). García de Abajo considered many of
these losses34; among them, the excitation of Čerenkov radiation, and the case of
a composite material in which the grain size affects the interface-to-volume loss
ratio. Although we are not able to consistently measure such contributions and
the use of a low energy beam (80 keV) makes Čerenkov radiation excitations less
probable, we cannot discard the possibility that a mixture of spurious losses could
be affecting the measurement of the indirect band gap. Surface losses, which rel-
ative importance increases as sample thickness decreases, were subtracted in the
usual manner in the KKA algorithm33. The fact that the surface loss contribu-
tion is relatively more important in the thinner Si3N4 sample meant that KKA
algorithm required more iterations (10 instead of 5 in the case of the Si-NC CDF)
to reach proper convergence. Finally, the shape and energy of the features de-
tected at ∼ 3-3.5 eV allows us to relate this measurement to the Tauc optical
absorption gap, the direct band gap feature of the Si-NC23,35,36.
Again, these results are in good agreement with the QC model for Si-NCs
in this size range. Although recent reports have stated that small Si-NCs could
exhibit smaller band gaps than the ones predicted in the QC model37, this cor-
rection will only be important for Si-NCs which size is around or below the 1 nm
range. In this case it would be troublesome to characterize the optoelectronic
properties of the Si-NC, as the low-loss EELS from particles of so small a size
would be very strongly affected by delocalized scattering from the surrounding
material.
7.3.3 Electron effective mass
The electron effective mass, m∗, related to carrier mobility can be derived from
the CDF38. These results are also summarized in Table 7.1. For the Si-NC in
silicon oxide and nitride matrices, m∗ values of 0.129m0 and 0.133m0 (m0 =
9.11·10−31 kg) were obtained, respectively. Meanwhile, for the c-Si substrate,
a value of 0.1m0 was obtained. By supposing an equal atomic density for c-Si
and Si-NC of 50.2 nm−3, an atomic density of electrons, neff , of ∼ 3 electrons
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was obtained, actually higher for the Si-NCs, up to 3.5, in Si3N4. In the case of
crystalline silicon, as the k-space surfaces of constant energy are ellipsoids, this
quantity consists of a combination of the transversal and longitudinal electron
effective masses. The generally accepted value of m∗ for c-Si is 0.26m0, with a
valence electron density of 4 electrons per atom39. Notice that the obtained m∗
and neff values are below the expected ones. This appears to be a general trend
for EELS measurements, as in the work in Ref. 38, or in Chapter 5, where the
m∗ and neff calculated values for III-V nitride samples were smaller than the
theoretically expected ones. However, the possibility to combine the chemical in-
formation also present in the spectra justify the use of EELS for the calculation
of m∗ values10,40. Moreover, our calculation indicates an approximate correspon-
dence of the values for c-Si and the Si-NCs, with an increase of the m∗ and neff
in the Si-NCs.
7.4 Conclusions
• Three systems were examined, made of alternating pure dielectric and sil-
icon rich layers (SRON, SRC and SRN respectively); Si-NCs are formed
in the Si-rich layer after annealing. As in Chapter 6, the mixed nature of
the energy-loss spectra from the embedded nanoparticle systems poses a
problem to the analyst. We proposed a novel approach for this analysis,
based on phase identification by plasmon energy, followed by segmentation
of the EELS data-cubes by MVA. These procedures were tested on the three
systems.
• Our phase identification and segmentation technique proved that a selective
averaging of spectra from regions allocated to a specific “dominant Si-NC”
or “pure dielectric” class, can enhance the SNR, thus preserving the features
of the EELS spectrum containing valuable information about the probed
regions. We showed how MVA can be used to disentangle the individual
spectral contributions to the characteristic EELS spectrum of the embedded
particle system: the Si-NC and background dielectric signals.
• The plasmon energies measured in the SiO2 barriers are consistent with the
literature, indicating the growth of mostly pure dielectric barriers that do
not suffer from such effects as inhomogeneous silicon or nitrogen diffusion.
Conversely, in the case of the SiC and Si3N4 barriers, the significant shifts
of the plasmon energy indicate an overall inhomogeneity in composition
that can be related to the diffusion of silicon from the Si-rich layer. More-
over, the inhomogeneous shape and distribution of Si-NC in the SiC system
as compared with the other two systems indicates that diffusion severely
BIBLIOGRAPHY 203
affected the shape of the multilayer structure, with generalized coalescence
of the Si-NCs and deformation of the barrier interfaces.
• In the SiO2 case, NMF allowed separating a spurious intensity step in the
detector and recovering each contribution in the SRON layer as a separate
component. This was not possible in the SRN case, in which we showed
that BLU allowed for the separation of the Si-NC contribution in one com-
ponent whereas two other components contained the mixed contributions
from dielectric plasmon and intensity step. The different results after ap-
plying NMF or BLU highlight the differences between both approaches, in
particular the geometrical initialization and additivity constrain of BLU.
Both analyses were enabled by the previous use of spike removal and Pois-
son normalization steps.
• A detailed report on the electronic analysis of the EELS data and the
derived MVA factors was given. Different KKA normalization steps were
employed, using the refractive index or the thickness as an input, depending
on the available data. The derived CDFs of the dielectric material in the
barriers, the dielectric material surrounding the Si-NCs, and the Si-NCs
themselves provided a valuable insight into the structural properties of the
systems after the growth process. The Si-NC CDFs were compared to the
CDF from a c-Si substrate area. Band gap energies were also determined.
Finally, electron effective masses and an approximate density of electrons
for c-Si and the Si-NCs were calculated. Results are found to be in good
agreement with QC theory.
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Chapter 8
Conclusions
The main goal of this thesis has been to develop quantitative methods for the
analysis of materials from low-loss EELS data obtained at the highest spatial
and energy resolution. In particular, it has been focused on theoretical and
experimental works related to the low-loss EELS of group-III nitride and silicon-
based structures. Theoretical work can be divided in two main branches. On
one hand, a considerable amount of effort has been put into building a coherent
synthesis of the existing formulation of inelastic scattering of electrons by material
media. In this sense, the introductory sections of this thesis, Chapter 1 and also
Chapter 2, will hopefully provide the reader with a useful review of the theoretical
framework available for the analysis of low-loss EELS. On the other hand, original
band structure simulations have been designed and performed using the Wien2k
software package.
Experimental work has been devoted to the analysis of hyperspectral HAADF-
EELS data-sets, acquired on a probe-corrected, monochromated STEM. Data has
been analyzed using advanced computational methods, including, to name the
most relevant: Model-based analysis of low-loss EELS data, typically through
non-linear fitting routines; Kramers-Kronig analysis (KKA) to obtain the com-
plex dielectric function (CDF), and energy-loss function (ELF); calculation of
parameters either from raw EELS data, such as the relative thickness (t/λ), or
from the CDF, such as absolute thickness (t); and application of advanced multi-
variate analysis (MVA) algorithms for the factorization of hyperspectral low-loss
EELS datasets. Most of these methods have been designed or adapted from the
literature to the considered problem. The developed methodologies have been
made available through careful descriptions in published works (derived from
this thesis), so that calculations can be reproduced, typically using resources in
Hyperspy. Hyperspy is an open-source software repository, designed specifically
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for EELS, to which a number of contributions have been made in the context of
the present thesis. In the following lines, we summarize the most relevant results
of simulations and data analysis of III-V and Si-based materials.
8.1 Simulation of group-III ternary compounds
DFT band-structure simulations of group-III nitride binary compounds and ternary
alloys have been performed. Using them, the dielectric response (CDF and ELF)
in a random phase approximation (RPA) framework has been studied. The re-
sults of these simulations, presented in Chapter 3, include the following:
• The lattice parameters for the binary nitrides (AlN, GaN and InN) have
been optimized for DFT calculations, in an initial structural relaxation step.
We have found that, for the wurtzite structures, the total energy strongly
depends on the volume of the primitive cell when the ratio between the
lattice parameters, c/a, is kept constant. We have observed a much weaker
dependence on c/a ratio when constraining the volume to the optimized
one. The optimization results are relevant, as these III-nitrides often grow
epitaxially in the c direction on an hexagonal substrate with similar lattice
parameters.
• Also in these simulations, an improvement has been found after implemen-
tation of the modified Becke-Johnson (mBJ) exchange-correlation (XC) po-
tential, leading to more realistic band gap values than those obtained by
generalized gradient approximation (GGA). Moreover, the GGA simula-
tions wrongly predict a metallic behavior for InN (EGGAgap = 0 eV), which is
corrected in mBJ (EmBJgap = 0.69 eV).
• In the simulation of the ternary alloys, AlxGa1−xN, InxGa1−xN, InxAl1−xN,
the application of a super-cell simulation strategy has allowed to account
for variations in composition, x. Using these calculations, the evolution
of relevant electronic parameters, such as band gap and plasmon energies,
with x, is predicted.
• In this analysis, we have also shown that it is advantageous to monitor the
plasmon energy in the CDF (ε = ε1 + iε2) using the Ecut parameter. This
parameter indicates the collective mode energy threshold, related to plas-
mon energy, without the need to perform model-based fitting of the ELF,
thus overcoming the detrimental influence that single electron transitions
can have in model-based fit procedures.
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– The results obtained from this analysis predict that the composition
dependence of both band gap and plasmon energies in AlGaN alloys
is well adjusted by a linear Vegard law.
– In indium-containing alloys, as InGaN and InAlN, these parameters
are better adjusted by parabolic Vegard laws. Additionally, some
higher-order deviations have been observed for low indium concen-
trations.
8.2 Group-III ternary compound-based structures
Three different group-III nitride heterostructures have been examined using a
combination of HAADF and low-loss EELS. These structures are composed of
a stacking of III-nitride layers, with characteristic sizes in the nanometer range.
A chemical and structural characterization has been performed, obtaining an
important insight on several issues that can affect the final device performance.
In this sense, we have carried out a quantitative chemical characterization of three
ternary alloys (InAlN, AlGaN and InGaN) based on the heuristic relationship
between the measured shift of the plasmon energy (EP or Emax) and the local
composition (Vegard law). This dependence is typically monitored by model-
based fitting of the plasmon peak in the energy-loss spectrum, either using a
simple Lorentzian peak shape or the more accurate Drude plasmon model.
In Chapter 4, two distributed Bragg reflector (DBR) structures have been
characterized.
• In the first studied system, an AlN / GaN DBR structure, plasmon energy
analysis reveals the presence of a repeating four-layer structure of AlGaN
alloys, composed of ∼ 10, 15, 50 and 15 nm wide AlGaN1, GaN, AlGaN2
and AlN layers, respectively. These layers are spontaneously formed by
phase separation: GaN and AlN layers show a nearly pure composition;
the two AlGaN layers show an intermediate, graded composition.
• Furthermore, two dimensional mapping of plasmon energy reveals the for-
mation of anomalous segregations and metallic Al inclusions in the het-
erostructure. The linear dependence of plasmon energy with composition
in AlGaN alloys, predicted in the simulations, is confirmed. The experimen-
tal HAADF intensity profiles and maps have been successfully compared
with HAADF simulations, built using atomistic models based on the local
composition determined through plasmon energy.
• Additionally, using Drude model-based fits, the plasmon width parameter,
ΓP , related to plasmon lifetime in the context of this model, has also been
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obtained. These measurements indicate a broadening of the plasmon in the
abrupt interfaces between nearly pure AlN and GaN layers. Moreover, a
broadening of the plasmon has also been detected in the AlxGa1−xN regions
surrounding metallic aluminum inclusions. In both cases, the structural
differences between regions are likely to produce a strained state of the
crystalline lattices.
• In the second studied system, an InAlN / GaN DBR structure, a general
method is proposed to adjust the parabolic composition dependence on
plasmon energy, given that the non-linear term (bowing) is unknown. The
InAlN layers present an In-rich segregation region, located just above the
GaN layers. Using our method, the local composition from these regions,
under 5 nm in size, is obtained, and the value of the parabolic bowing
parameter is measured (b = 3.1 eV). The obtained results suggest that
bowing in this system is not well defined by a parabolic law for low indium
concentrations, and may be better described by a higher order law, as hinted
in the DFT simulations.
• Using KKA of the experimental low-loss EELS data from this system, we
have extracted the CDF and the ELF. Using this treatment, an insight into
structural and electronic properties of the system is obtained. Moreover,
additional properties have been then calculated from the obtained CDF;
absolute thickness, t, and effective electron number, neff .
– The CDF is used to detect characteristic transitions pertaining to both
wurtzite and zinc-blende crystalline phases. This indicates the coexis-
tence of both phases (polytypism), in good agreement with a previous
TEM characterization. Hence, the calculation of the CDF extends the
structural characterization capabilities of low-loss EELS.
– Using the calculated ELFs, we have been able to measure band gap
energy onsets from a model-based fit in the InAlN and GaN layers.
Our measurements for the In-deficient regions are in relatively good
agreement with the expected band gap energies. However, the charac-
teristic delocalization length for this energy-loss region is large, almost
10 nm for an ∼ 3 eV loss, making it impossible to measure a change
in the band gap energy related to the relatively small In-rich regions,
under 5 nm in width.
– Finally, it has been deemed necessary to perform full-relativistic cal-
culations to assess the impact of radiative losses in the low energy-
loss region. These calculations have been carried out using ε(E) data
obtained after KKA. The results indicate that the impact of bulk
Čerenkov losses is not negligible because of the high voltages involved
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(E0 = 300 keV). However, given the small thickness of the examined
regions, always below 100 nm, it can be concluded that the shape
and position of the band gap signal is not modified and can be safely
measured.
In Chapter 5, an InGaN multiple quantum well (QW) heterostructure is ex-
amined, with In-rich QWs of very reduced nominal dimensions (1.5 nm). In
this case, we have used geometrical phase analysis (GPA) measurements in high
resolution HAADF images to complement our low-loss EELS analysis.
• The analysis of the high resolution HAADF images reveal chemical and
structural inhomogeneities in the InxGa1−xN QW multilayer. In this sense,
strain mapping using geometric phase analysis (GPA) is applied to the
images, and the results are related to local composition. A higher strain
gradient is found in regions where the QW is thicker than the nominal
dimensions, 1.5 nm. This result is associated with a local indium enrichment
above the nominal composition, x = 0.2, but not above values indicating
In-clustering, x > 0.5.
• Using the low-loss EELS data, we have been able to measure band gap
energy onsets by directly examining the inflexion point in the raw signal. As
for the InAlN / GaN DBRs in the preceding chapter, our measurements for
the relatively In-poor barriers are in good agreement with the expected band
gap energies; meanwhile, the characteristic delocalization length, around
∼ 10 nm, makes it unlikely to measure a change in the band gap energy
related to the relatively small QWs, under 5 nm in width.
• As in the preceding chapter, plasmon energy and width in these low-loss
data have been studied using Drude model-based fits. Plasmon energy shift
and broadening for QW regions below 2 nm in width have been measured.
– The obtained plasmon energy values are unexpectedly high (EP ∼ 19.4
eV in the QWs), indicating, in principle, an incompatibility between
Vegard law and nominal composition regardless of the applied bowing.
However, given the small size of these layers, we have related the
increase in plasmon energy to spatial delocalization and a quantum
confinement effect.
– In this case, the broadening of the plasmon in the QW has been di-
rectly related to strain through the analysis of the high resolution
HAADF images. Notice that the presence of a QW represents both a
chemical and a structural change in the structure, as the inclusion of
more indium atoms in the epitaxial growth process induces a lattice
deformation.
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• Again, KKA of the experimental low-loss EELS data has been used to
extract the CDF and the ELF, and a greater variety of properties have
been then calculated from the obtained CDF:
– We have monitored the zero-cut energy, Ecut, using the obtained CDF.
For this purpose, we use a direct measurement method, similar to the
one applied to the analysis of the theoretical CDFs obtained from DFT
simulations. Comparison of the Ecut and EP maps shows that Ecut
presents significant variations between the QW and barrier regions
(∆EP ∼ 0.3 eV, ∆Ecut ∼ 1.0 eV).
– Thickness normalization, performed after KKA, has been crucial to
obtain Ga 3d transition intensity maps. The intensity of the single
electron transition from the Ga 3d band can be qualitatively related
to gallium concentration. In our case, by mapping the Ga 3d intensity
in the normalized SSD, we have obtained an insight into the composi-
tional inhomogeneities in the InAlN QWs.
– We have calculated electron effective mass, m∗, maps from the CDFs.
They do not show a consistent contrast in the QW regions; yet, the
obtained values are in good agreement with other low-loss EELS ob-
servations from similar systems (m∗ ∼ 0.15m0).
– Finally, a full-relativistic calculation to assess the impact of radiative
losses in the low energy-loss region has also been carried out, but, in
this case, we use ε(E) data from optical measurements in the literature.
The results are similar to the ones in the preceding chapter, and that
the shape and position of the band gap signal is not modified and can
be safely measured.
8.3 Silicon-based structures
Several different silicon-based structures, containing pure silicon particles with
sizes in the nanometer range embedded in a silicon-based dielectric material ma-
trix, have been examined using HAADF-EELS. In this sense, Chapter 6 presents
the results of an Er-doped heterostructure, consisting of silicon nano-particles in
a SiO2 matrix; meanwhile, in Chapter 7, three systems are presented, that con-
tain silicon nano-particles in different dielectric-based matrices (i.e. SiO2, Si3N4
and SiC).
The examined structures have in common being composed of pure silicon re-
gions surrounded by a dielectric matrix. For this reason, we expect low-loss EELS
data to always contain mixed contributions from these regions. Additionally, the
difference between pure silicon and silicon-based dielectric regions, in terms of
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atomic number, is small. For these reasons, the interpretation of spectra, as
well as HAADF images, is difficult. Indeed, energy-filtered TEM (EFTEM) is
typically preferred for the examination of these kinds of layers. Nevertheless,
energy-loss spectra potentially contain more information than EFTEM images.
Because of this, we have proposed several approaches that improve our ability
to obtain insight into the studied systems from HAADF-EELS data. Our most
relevant findings can be summarized as follows:
• We have calculated the relative thickness parameter, t/λ, through the log-
ratio formula, from the energy-loss spectra. This is a relatively fast calcula-
tion, that allows to assess thickness variations in the examined regions. This
is very relevant to the quality of the sample for low-loss EELS and HAADF
observation, as plural scattering and thickness variations can strongly affect
both spectra and images.
– In Chapter 6, t/λ has been used for sample quality assessment. As
this specimen has been prepared by focused-ion beam (FIB), a small
thickness gradient is expected. The t/λ maps show that the thickness
of the examined region is nearly constant (t/λ ∼ 0.9). This allows to
use the λ contrast in the t/λ maps and the Z-contrast in the HAADF
images to characterize the Si-ncs regions.
– In Chapter 7, the final goal has been to probe each Si nano-particle
individually. However, in thick specimens we may measure several
Si-nanocrystals (NCs) at once, making this task difficult. Therefore,
mechanical preparation is used; in comparison to FIB preparation,
it allows obtaining thinner specimens, even if with smaller observ-
able regions and more inhomogeneous thickness profiles. Indeed, the
t/λ maps calculated from all the acquired EELS-SI confirm the low
thickness of the prepared specimens, with t/λ≤ 0.35.
• In order to study the plasmon energy and width in the low-loss EELS data,
separately for each contribution, a signal un-mixing problem has to be
tackled. Two different strategies are proposed to solve this problem. In both
cases, preliminary model-based fitting of the plasmon peak has been used
to identify the trace of pure silicon in our hyperspectral datasets: silicon
has an expected plasmon energy of 16.9 eV; for dielectric compounds, this
value is slightly higher, in the 21.5− 24 eV range.
– We have first demonstrated a double plasmon model-based fit, adjust-
ing two different Drude plasmon models to the low-loss EELS data.
In the Er-doped SRO case, a “high-energy” plasmon model is always
used to fit the SiO2 peak (23.7 eV); conversely, a “low-energy” plasmon
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model is used to differentiate the Si-ncs peak from the SiO2 interband
transition. This strategy has allowed us to locate the Si-ncs in the
whole active layer, in which they appear scattered with a relatively
low concentration and have a subtle impact in the low-loss EELS data.
Notice that this strategy relays on the possibility to adjust the condi-
tions of the fit to a specific spectral shape. Thus, this method is not
as useful when the dielectric matrix has a plasmon energy closer to
that of pure Si.
– Thus, in Chapter 7, we have proposed a novel method based on MVA
of the low-loss EELS data from particular regions, that is useful even
when the spectral contributions are quite similar. Our method works
in two steps. First, the hyperspectral data are segmented using plas-
mon energy thresholding to identify “Si-dominant” regions that exhibit
a plasmon peak similar to that of crystalline silicon (but still mixed
with a dielectric contribution). Second, MVA algorithms are applied
to factorize the EELS-SI in terms of Si-NC and dielectric contribution.
We have shown the successful application of this method in the SiO2
and Si3N4 structures. However, the SiC structure is severely affected
by composition inhomogeneities that produce a continuous shift of the
plasmon peaks, leading to artifacts in the MVA factorization. In such
cases, this method is not appropriate.
• Using the factorizations, we have measured plasmon energy and width in the
components, which we can interpret as the contributions from the Si-NCs
and their surrounding dielectric matrices. These values are then compared
with spectra obtained in sample regions of known composition, namely the
crystalline silicon substrate and the pure dielectric barriers:
– For the Si-NCs, plasmon energies in the 17 − 18 eV range have been
obtained, above the expected value for pure crystalline silicon. Ad-
ditionally, a broadening of the plasmon is observed in the Si-NCs.
Taking into account the small size of the silicon particles, these de-
viations have been interpreted as reflecting a quantum confinement
effect.
– For the SiO2 and Si3N4 matrices surrounding the nano-particles, plas-
mon energies of 22.7 eV and 22.7 eV have been measured, respectively.
In this case, the SiO2 plasmon in the matrix presents a broadening
similar to the one in the barrier, but plasmon energy is 1 eV lower,
indicating the formation of a sub-oxide (SiOx). Meanwhile, the Si3N4
plasmon in the matrix matches the one measured in the barrier in both
energy and broadening, indicating a pure dielectric matrix.
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• Additionally, the MVA strategy allows to perform KKA using the spectral
features obtained by factorization. The CDFs resulting from the KKA of
the Si-NCs and dielectric contributions have been extracted in the SiO2
and Si3N4 structures.
– In order to test this procedure, we have compared these results with
the CDFs extracted from the experimental EELS data in the crys-
talline silicon substrate and purely dielectric barrier regions, respec-
tively. They have been found to be in excellent agreement, taking into
account the observed plasmon shifts and broadenings.
– From these CDFs, we have calculated m∗ values using the Bethe-f sum
rule. We obtain 0.1m0 for the c-Si substrate and around 0.13m0 for
the Si-NCs, indicating a good agreement between both measurements.
In summary, the developed methods have revealed structural and chemical
properties of the examined materials at a high spatial and analytical res-
olution, allowing to elucidate the intimate configuration of state-of-the-art
optoelectronic devices.
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Appendix A
Sample growth, preparation
procedures and
instrumentation
Sample growth
All the group-III nitride samples were grown by the group of E. Calleja at the
Instituto de Sistemas Optoelectrónicos y Microtecnología (ISOM), at Universidad
Politécnica de Madrid, which also carried out previous macroscopic characteriza-
tions.
The electro-optical active slot waveguide, examined in Chapter 6, was de-
veloped by the group of B. Garrido, at the Departament d’Electrònica of the
Universitat de Barcelona. The examined devices were grown by J.-M. Fedeli
at Laboratoire d’électronique des technologies de l’information (CEA-LETI), in
Grenoble, France.
The SiC samples, examined in Chapter 7, were grown by the group of C.
Summonte at Istituto per la Microelettronica e i Microsistemi (CNR-IMM), in
Bologna, Italy. The SiO2 and Si3N4 samples were grown by the group of M.
Zacharias at the Institut für Mikrosystemtechnik (IMTEK), located in Freiburg,
Germany.
Sample preparation
All the devices and systems examined in this thesis were prepared for TEM
observation in cross-section geometry using traditional mechanical preparation
or FIB preparation, in the facilities of the Scientific and Technical Centers of
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Universitat de Barcelona (CCiT-UB).
Mechanical preparation was carried out by parallel polishing down to
50µm, followed by a dimpling down to 25µm. Finally, an Ar+ bombardment
was performed at V = 5 kV and I = 15 µA with an incident angle of 7◦ using
a PIPS-Gatan equipment. Preliminary observation was always carried out, in
order to check that no significant amorphization occurred.
FIB preparation allows choosing the region of interest of a given device
very selectively. For FIB preparation a FEI Strata Dual Beam instrument was
used with a Ga+ energy of 30 kV and with an intensity varying from 700 pA to
30 pA, depending on the process step. A copper grid was used as a support for
the sample, using the gas-injection system with a platinum precursor for welding.
Instrumentation
Preliminary STEM-HAADF experiments were carried out in a JEOL J2010F
(S)TEM operated at 200 keV, also at CCiT-UB.
For the data acquisition at high spatial and energy resolution a probe-corrected
FEI Titan 60-300 (S)TEM operated at 300 kV and equipped with a Wien fil-
ter monochromator and a Gatan Tridiem 866 ERS energy filter/spectrometer was
used. This equipment is found at the Advanced Microscopy Laboratory at the
Instituto de Nanociencia de Aragón (LMA-INA), in Zaragoza, Spain.
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Appendix B
Resumen en Español
El objetivo marcado para esta tesis es el desarrollo de métodos cuantitativos pa-
ra el análisis de materiales en el microscopio electrónico de transmisión (TEM),
usando espectroscopía de pérdida de energía (EELS) en el régimen de bajas pér-
didas (low-loss). En líneas generales, en la preparación de este trabajo se han
realizado estudios teóricos y experimentales relacionados con low-loss EELS en
estructuras basadas en nitruros del grupo III y silicio. Estos materiales se en-
cuentran entre los más relevantes para el diseño e implementación de circuitos
electrónicos, con especial interés en el campo de la optoelectrónica. De hecho, el
pequeño tamaño de los componentes estructurales donde se implementan estos
materiales hace del uso de técnicas de microscopía electrónica una exigencia. En
particular, logramos una caracterización específica, adquiriendo espectros locali-
zados en el espacio usando el modo de barrido (STEM). En este sentido, hemos
analizado estructuras con dimensiones características en el rango de las decenas
de nm o menos.
En el Capítulo 1, se ha sintetizado la formulación teórica de la dispersión
(scattering) inelástica de electrones rápidos por medios materiales. Revisamos en
profundidad un modelo de respuesta dieléctrica, que es el punto de partida que
hemos considerado para la simulación y el análisis del low-loss EELS. Por un
lado, la función clave en este marco teórico es la permitividad compleja (CDF),
ε = ε1+iε2, relacionada con las propiedades cuánticas del material. Es importan-
te señalar que es posible medir la CDF por diversas técnicas experimentales (e.g.
espectroscopías electrónicas u ópticas) o calcularla a partir de simulaciones ab
initio. Por otro lado, usando la función de pérdidas (ELF), Im(−1/ε), podemos
diseñar modelos fenomenológicos del low-loss EELS que incluyen las excitacio-
nes elementales, plasmón y transiciones interbanda, que esperamos poder medir
experimentalmente.
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En el Capítulo 2, se han descrito en detalle las herramientas analíticas usadas
para realizar los estudios, experimentales y teóricos, recogidos en los capítulos
posteriores:
• Se presentan primero los métodos generales de procesado del espectro; cali-
bración y deconvolución del espectro, los algoritmos Fourier-log y Richardson-
Lucy. Además, se explica el análisis Kramers-Kronig (KKA) que sirve para
obtener las ELF y CDF a partir de un espectro experimental y con ellas
relacionar las medidas experimentales con propiedades electrónicas (e.g. re-
gla de suma de Bethe). La explicación se ha visto complementada con dos
ejemplos prácticos de análisis usando espectros experimentales de silicio y
nitruro de galio (GaN).
• También se ha incluido un apartado sobre los modos de adquisición “hiper-
espectrales” de STEM-EELS, el spectrum-image, en los que adquirimos una
colección de espectros espacialmente localizados para analizar una región
de interés en la muestra. Además de adaptar todas nuestras rutinas compu-
tacionales al procesado de estos “cubos de datos”, hemos propuesto la apli-
cación de algoritmos de análisis multivariante (MVA) en low-loss EELS.
Estos algoritmos MVA se usan para identificar las diferentes contribuciones
espectrales y, si es posible, factorizar en consecuencia los “cubos de datos”.
• Finalmente, hemos dedicado un apartado a los métodos de simulación ab
initio por teoría del funcional de la densidad (DFT), que se han utiliza-
do para el estudio teórico de low-loss EELS. Estas simulaciones permiten
predecir la estructura de bandas de un material, y, a partir de ésta, calcu-
lar un gran número de propiedades. Entre otras propiedades interesantes,
se logra una caracterización teórica de la respuesta dieléctrica, pudiendo
obtener predicciones de las CDF y ELF, con el interés de comparar estas
simulaciones con resultados experimentales.
En el Capítulo 3, se ha descrito el estudio teórico del low-loss EELS, centrado
en nitruros del grupo III, en particular los compuestos binarios y ternarios de
tipo (Al, Ga, In)N. Para este estudio, hemos incluído avanzadas herramientas
como el potencial de intercambio y correlación Becke-Johnson modificado (mBJ)
y la simulación con super-celdas. Hemos propuesto, además, una estrategia para
el estudio de la evolución de la energía de la banda prohibida, o band gap (Egap),
y de la energía del plasmón de volumen, basada en modelos fenomenológicos para
la CDF (e.g. modelo de Drude) y la llamada ley de Vegard para tener en cuenta
la variación con la composición en aleaciones ternarias.
• Por un lado, se demuestra que la introducción del mBJ mejora la formu-
lación de la estructura de bandas, en el sentido de que las anchuras de la
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banda prohibida en los materiales binarios (i.e. AlN, GaN e InN) se apro-
ximan más ajustadamente a los valores esperados.
• Por otro lado, gracias al uso de las super-celdas es posible simular aleacio-
nes ternarias (i.e. AlxGa1−xN, InxGa1−xN e InxAl1−xN) en todo su rango
composicional 0 < x < 1.
• En el análisis de los resultados de la energía del plasmón, se han conside-
rado dos parámetros para medirla de forma distinta, EP y Ecut. Se han
demostrado las ventajas que ofrece examinar Ecut en la CDF detectando
un punto de corte, frente a medir EP en la ELF usando un ajuste al mo-
delo de Drude. En este último caso, la posibilidad de ajustar el plasmón
se vé afectada negativamente por la presencia de transiciones entre niveles
profundos que modifican la forma del espectro.
• Los resultados obtenidos tras este análisis para AlGaN predicen que la de-
pendencia en composición de las energías de band gap y plasmón se ven bien
descritas por una ley lineal. Para InGaN e InAlN, estas mismas dependen-
cias se ajustarían a una ley parabólica, teniendo en cuenta, además, ciertas
desviaciones para bajas concentraciones de indio, que indican la necesidad
de tener en cuenta términos de mayor orden.
En el Capítulo 4, se ha procedido a la caracterización de dos sistemas de
reflectores distribuídos de Bragg (DBR), compuestos por aleaciones ternarias
de nitruros del grupo III, a partir de medidas experimentales EELS-HAADF.
En ambos casos, se usa la ley de Vegard para asociar el desplazamiento de la
energía del plasmón con la composición de las aleaciones. Para determinar esta
dependencia de manera precisa se usan ajustes del low-loss EELS basados en
modelos fenomenológicos de la ELF presentados en el capítulo anterior.
• En el primer sistema, un DBR (AlN / GaN)x20, este análisis revela una es-
tructura periódica de cuatro capas de aleaciones AlGaN, dos de ellas capas
de AlN y GaN casi puros, y dos capas de composición intermedia; una de
ellas relativamente corta, la otra mas larga; formadas de manera espontánea
por separación de fases. Además, es posible construir mapas de la energía
del plasmón usando EELS-SI, para así revelar la composición en regiones
localizadas que presentan segregaciones anómalas o inclusiones metálicas.
Como indican las simulaciones DFT, se ha supuesto una ley de Vegard lineal
para obtener estos resultados. Para reforzar la confianza en esta suposición
se han llevado a cabo simulaciones de la intensidad HAADF a partir de
los resultados obtenidos por EELS. La correspondencia de estas simulacio-
nes con las imágenes HAADF experimentales es excelente, confirmando la
hipótesis de partida.
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• Adicionalmente, las EELS-SIs tomadas han servido para un estudio más
detallado de las segregaciones anómalas e inclusiones metálicas. En este
sentido, se ha medido la anchura del plasmón, ΓP (en el contexto del modelo
de Drude), y el espesor relativo, t/λ, comparando ambos con las imágenes
HAADF. Estos análisis muestran el ensanchamiento del plasmón en las
intercaras abruptas y alrededor de las inclusiones.
• En la segunda estructura estudiada, un DBR (InAlN / GaN)x10, se ha pro-
puesto un método general para ajustar la dependencia de la composición
con la energía del plasmón, en el supuesto de que esta sea parabólica, co-
mo se espera para este sistema. Por un lado, así logramos caracterizar la
composición en las capas de InAlN. En las imágenes HAADF, estas capas
presentan una zona con contraste brillante, que nuestro análisis determi-
na que se trata de una segregación rica en indio con tamaño menor de 5
nm. Por otro lado, el método aplicado resulta en una medida del término
no-lineal de la ley de Vegard parabólica (bowing). Esta medida indica que
el comportamiento de este sistema no se predice de forma correcta usan-
do simplemente un término parabólico, y que términos de más alto orden
pueden ser necesarios a bajas concentraciones de indio, tal y como habían
predicho las simulaciones DFT.
• También se ha realizado, sobre estos mismos datos, una caracterización
exhaustiva de propiedades electrónicas y estructurales. La CDF del sistema,
recuperada por KKA, evidencia el politipismo de las capas de GaN, en las
que coexisten una estructura hexagonale (Wurtzita) y una estructura cúbica
(Zinc-Blenda). Las energías de band gap de las capas, determinadas en la
ELF, revelan valores muy próximos, de 3.2 y 3.4 eV, para capas de GaN e
InAlN, respectivamente.
En el Capítulo 5, se ha caracterizado otro sistema basado en nitruros del grupo
III, en este caso una heteroestructura de InxGa1−xN, que presenta capas ricas
en indio de dimensiones muy reducidas (1.5 nm) que pueden ser denominadas
quantum wells (QWs). En este caso, además de haber utilizado herramientas de
análisis basadas en low-loss EELS, se han estudiado imágenes HAADF de alta
resolución.
• Dichas imágenes revelan que los QW presentan ciertas inhomogeneidades
químicas y estructurales. Se Ha utilizado el análisis de fase geométrica
(GPA), una técnica para calcular mapas de deformación en la red cris-
talina, para obtener información cualitativa, a escala nanométrica, sobre
estas inhomogeneidades. En las zonas donde se ensancha el QW se observa
un mayor gradiente de deformación, que se puede asociar con una acumu-
lación de indio en esas regiones. Esta acumulación estaría por encima del
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valor nominal, x =0.2, pero sin superar valores de x >0.5, que indicarían
un clustering de indio.
• En el análisis del low-loss EELS, se han medido valores de band gap, ob-
teniendo una buena correspondencia con los valores esperados para las ba-
rreras, sin que su distribución espacial revele la existencia de un QW de
distinta composición. Este resultado se explica por la delocalización espa-
cial, que es grande (∼ 10 nm) para pérdidas de energía tan bajas como las
correspondientes al band gap.
• Sobre los datos de low-loss EELS se ha analizado, como en los casos ante-
riores, la energía y anchura del plasmón (EP y ΓP ) usando un modelo de
Drude, registrando de forma consistente desplazamientos y ensanchamien-
tos en las regiones de QW. Es relevante reseñar que no es posible relacionar
cuantitativamente el desplazamiento de EP con un contraste químico, como
en los anteriores capítulos. Asociamos este efecto al impacto de la delocali-
zación y el incremento de las energías del estado fundamental asociados al
reducido tamaño de las estructuras QW.
• En cambio, el contraste en los mapas de ΓP vuelve a aparecer relacionado
con la inhomogeneidad química y estructural en las capas, por compara-
ción directa con los mapas de deformación. Despues del KKA, medimos
la intensidad de la transición Ga 3d y el parámetro Ecut. Estos dos pará-
metros mejoran la resolución espacial obtenida con EP en las capas QW,
proporcionando valiosa información acorde también con lo observado hasta
ahora. De los resultado de KKA se obtienen valores de m∗, que, aunque no
muestran un contraste consistente en la zona del QW, dan valores en bue-
na correspondencia con otras observaciones de low-loss EELS en sistemas
similares.
En los dos siguientes capítulos se examinan varias estructuras basadas en si-
licio. Las estructuras consideradas tienen en común que en ellas el silicio forma
nanocristales rodeados de una matriz de material dieléctrico amorfo también ba-
sado en silicio. El objetivo aquí es la caracterización individual de estos cristales,
siempre sirviéndonos de la combinación de low-loss EELS y HAADF. Por la con-
figuración de las estructuras consideradas, la interpretación de estos espectros e
imágenes se ve complicada por el solapamiento entre las contribuciones de na-
nopartículas y matriz. En cada capítulo se propone una estrategia distinta para
resolver este problema y, así, aprovechar la resolución espacial y energética que
proporciona el EELS-SI.
En el Capítulo 6, se ha examinado una heteroestructura de SiO2 amorfo con
capas ricas en silicio que contienen clústeres de tamaño nanométrico de silicio
cristalino (Si-ncs) dopadas con erbio. Hemos caracterizado una muestra preparada
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por haz de iones focalizado (FIB), técnica que permite conseguir un perfil de
espesor muy homogéneo. Para el análisis del low-loss EELS, se ha utilizado un
ajuste múltiple basado en el modelo de Drude del plasmón, y además se ha
monitorizado el espesor a partir del parámetro t/λ. Un objetivo adicional ha sido
buscar evidencias de clusterización del erbio, que no se había podido detectar
para esta estructura por rayos X (EDX).
• Las imágenes HAADF y los mapas t/λ obtenidos confirman la homoge-
neidad del espesor de la muestra en la región examinada. Esto permite
interpretar el contraste Z y el de λ para caracterizar las regiones con Si-
ncs. En este sentido, observamos la presencia de capas ricas en silicio con
algunas acumulaciones localizadas, de manera consistente con un cálculo
del recorrido libre medio para la dispersión inelástica, aunque no es posible
discernir la posible presencia de clústeres de erbio.
• Para la caracterización de estas estructuras, se ha utilizado un modelo que
contiene dos picos con el objetivo de ajustar dos plasmones distintos. Uno de
ellos ha de ajustarse al plasmón del material dieléctrico (ESiO2P =23.7 eV),
siempre presente, y el otro detecta la presencia de los Si-ncs por la aparición
de un plasmón en ∼ 17 eV. Esta estrategia permite localizar la posición de
los Si-ncs en las multicapas, aunque se encuentran bastante dispersos, con
una concentración baja, y representan una contribución pequeña al low-loss
EELS medido. En este sentido, adaptar las condiciones del ajuste a la forma
del espectro es crucial para el funcionamiento de esta estrategia.
• En este análisis, se han obtenido energías de plasmón para los Si-ncs y el
SiO2 mayores de lo esperado, además de un incremento sensible en λ para el
SiO2. Se pueden relacionar estas medidas con la presencia de erbio disperso
a lo largo de toda la estructura examinada y, en el caso de los Si-ncs, con
un efecto de confinamiento cuántico.
En el Capítulo 7, se han examinado tres sistemas que presentan nano-cristales
de silicio (Si-NCs), con diámetros del orden de 5 nm, en distintas matrices die-
léctricas amorfas (i.e. SiO2, Si3N4 y SiC). Se ha propuesto una estrategia de
análisis basada en la identificación y segmentación de las regiones de interés por
la energía del plasmón, y, finalmente, la factorización del low-loss EELS usando
algoritmos MVA.
• En este sentido, se ha demostrado el uso de MVA para separar las contribu-
ciones espectrales de los Si-NCs y las matrices dieléctricas. Los algoritmos
MVA funcionan de manera excelente en las muestras de SiO2 y Si3N4, en
las cuales se constata el correcto crecimiento de las muestras. El punto clave
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para el uso de los algoritmos MVA es la identificación de regiones de com-
posición homogénea, atendiendo a las medidas de energía de plasmón. En
este sentido, en la muestra de SiC el crecimiento ha sido mas complicado;
el desplazamiento continuo del pico de plasmón indica que se produce una
inhomogeneidad estructural y química. En estas circunstancias, el uso de
los algoritmos MVA está desaconsejado por la aparición de artefactos en la
factorización.
• Los algoritmos MVA utilizados (NMF y BLU) han sido adaptados usando
la normalización de Poisson. Esta normalización permite tener en cuenta
correctamente la distribución estadística de la intensidad registrada en low-
loss EELS, lo cual es clave para el buen funcionamiento de los algoritmos.
• Además, se ha podido realizar un análisis detallado de las propiedades elec-
trónicas a partir de los resultados que se derivan de la factorización por
MVA, usando KKA. Este análisis permite extraer información separada-
mente de la respuesta dieléctrica de los Si-NCs y las matrices dieléctricas.
En este sentido, se han comparado las CDFs de los Si-NCs con las del sus-
trato de silicio cristalino, obteniendo muy buena correspondencia si tenemos
en cuenta que el confinamiento cuántico produce un aumento de la energía
del estado fundamental en las nanopartículas, en el rango de 17 − 18 eV.
Encontramos también una buena correspondencia si comparamos el mate-
rial dieléctrico en las matrices con las barreras dieléctricas, especialmente
en Si3N4. En SiO2, observamos un decremento de la energía del plasmón en
la matriz, de 1 eV, lo cual nos indica la formación de un sub-óxido (SiOx)
alrededor de las nanopartículas.
• Finalmente, se han podido calcular valores de m∗ a partir de las CDFs
obtenidas con anterioridad. Es interesante señalar de nuevo la buena co-
rrespondencia que encontramos entre el sustrato de silicio cristalino y los
Si-NCs, con valores ligeramente superiores en las nanopartículas.
En suma, los métodos desarrollados han revelado propiedades estructurales y
mecánicas de los materiales examinados, a una alta resolución espacial y analí-
tical, permitiendo así dilucidar la configuración de avanzados dispositivos optoe-
lectrónicos.
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