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We obtain exact solutions of the (2+1) dimensional Dirac oscillator in a homogeneous magnetic
field within a minimal length (∆x0 = ~
√
β), or generalized uncertainty principle (GUP) scenario.
This system in ordinary quantum mechanics has a single left-right chiral quantum phase transition
(QPT). We show that a non zero minimal length turns on a infinite number of quantum phase
transitions which accumulate towards the known QPT when β → 0. It is also shown that the
presence of the minimal length modifies the degeneracy of the states and that in this case there exist
a new class of states which do not survive in the ordinary quantum mechanics limit β → 0.
PACS numbers: 03.65.Pm,03.65.Ge,12.90.+b,02.40.Gh
I. INTRODUCTION
The existence of an absolute minimal length is a
generic prediction of string theory [1], quantum grav-
ity [2] and black hole physics [3]. As is well known this has
generated a considerable amount of literature investigat-
ing quantum mechanical physical systems under a gen-
eralised uncertainty principle (GUP) scenario [4, 5] with
the hope to point out possible and hopefully measurable
effects induced by the minimal length. For a review see
for example [6, 7].
In particular the Dirac oscillator model, one of the few
relativistic systems exactly solvable [8–14], has recently
attracted attention [15, 16] also in view of the possible ap-
plications to the physics of graphene [17]. In [17] the au-
thors conjecture that in graphene a Dirac oscillator cou-
pling may arise as a consequence of the effective internal
magnetic field generated by the motion of the charge car-
riers in the planar hexagonal lattice of the carbon atoms.
This certainly warrants the interest in exact solutions of
this system and further investigating beyond the stan-
dard model scenarios such as the one taken up here i.e.
the generalised uncertainty principle.
In a recent paper [18] we have shown that the (2 + 1)
dimensional Dirac equation in the presence of a homoge-
neous magnetic field B0 and a minimal length (∆x0 =
~
√
β) is exactly solvable and the solutions were obtained
explicitly. It was also shown [18] that the presence of
a minimal length modifies the spectrum and there are
states which do not have any ”classical” counterparts
(β → 0 limit). Here we shall consider the same model
as in [18] but in the presence of a Dirac oscillator inter-
action. This model also turns out to be exactly solvable
and we find explicit analytic solutions discussing in detail
the degeneracy with respect to the angular momentum
quantum number. In this context it may be recalled that
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this system in ordinary quantum mechanics (no minimal
length or β → 0 limit) is characterized by a left-right
chiral quantum phase transition at a given critical value
(Bcr) of the external magnetic field [16, 19]. Such a phase
transition is characterized, apart from other things, by
the spectrum which is different for B ≷ Bcr. In partic-
ular, the spectrum is non analytic at the critical point
B = Bcr. It will be seen here that this scenario is greatly
altered in the presence of a minimal length. Most in-
terestingly we find that for any non vanishing minimal
length there appear an infinite multitude of quantum
phase transitions which have an accumulation point at
precisely the single QPT of the vanishing minimal length
limit. In any neighborhood of this QPT there appear in-
finitely many QPTs which depend on the minimal length
parameter (β). In other words the minimal length in-
duces many other critical magnetic fields which have the
peculiarity of becoming infinitely large in the limit β → 0.
Two of the present authors have recently discussed
the Dirac oscillator in a homogenous magnetic field in
the presence of non commutativity [20] finding similarly
that the parameter associated to the non commutativity
of the momentum operators shifts the known QPT (the
shift vanishing in the commutative limit) and the param-
eter associated to non commutativity of the coordinates
generates a second new QPT which becomes inaccessible
Bcr →∞ in the commuting limit.
We would also like to remind here that very recently
the one dimensional version of the Dirac oscillator has
been realized experimentally [21]. Practicable prospects
of realizing soon the two dimensional version of the Dirac
oscillator have also been discussed [13, 21, 22].
Finally we comment briefly on possible applications
to the physics of (two dimensional) materials like
graphene [23–25], silicene [26–29], and the newly discov-
ered germanene [30, 31], that have captured the interest
of a wide scientific community, and which all share the
feature that the motion of the charge carriers is known
to be described by an effective (2+1) dimensional Dirac
equation.
The organisation of the rest of the paper is as follows:
2in section II we formulate the problem and present exact
solutions; in section III we analyse the spectrum and ex-
plain β dependent quantum phase transitions and finally
section IV is devoted to a conclusion.
II. EXACT SOLUTIONS OF THE (2+1)
DIMENSIONAL DIRAC OSCILLATOR IN A
MAGNETIC FIELD WITHIN A MINIMAL
LENGTH
In the minimal length formalism the commutation re-
lation between position and momentum is [4, 5]:
[xˆi, pˆj] = i~δij(1 + βp
2) , (1)
where β > 0 is the minimal length parameter. The cor-
responding GUP reads:
∆xi∆pj ≥ ~
2
δij [1 + β(∆p)
2 + β〈p〉2] , (2)
and the associated minimal observable length is ∆x0 =
~
√
β. Among the various representations of xˆi and pˆi
which satisfies Eq.(1) we consider the following :
xˆi = i~(1 + βp
2)
∂
∂pi
, pˆi = pi , (3)
The Hamiltonian of the (2 + 1) dimensional Dirac os-
cillator in the presence of a homogeneous magnetic field
B = (0, 0, B0) is given by
H = cσ · (pˆ− iMωσzrˆ + e
c
Aˆ) + σzMc
2 , (4)
where σ = (σx, σy), and σz are Pauli matrices and the
vector potential is given by Aˆ = (−B0/2, B0/2, 0). The
eigenvalue problem corresponding to Eq.(4) reads
Hψ =
(
Mc2 cP−
cP+ −Mc2
)(
ψ(1)
ψ(2)
)
= E
(
ψ(1)
ψ(2)
)
. (5)
Introducing polar coordinates in the momentum space
(p, ϑ) = (
√
p2x + p
2
y, tan
−1 py
px
) the operators P± read:
P± = e±iϑ
[
p∓ λ (1 + βp2)(∂p ± i
p
∂ϑ
)]
, (6)
where λ = ~eB02c −M~ω = M~ (ω˜c − ω) and ω˜c = eB02Mc .
We observe that depending on the strength of the mag-
netic field (in comparison to the oscillator strength), λ
can be either positive or negative. In order to solve the
eigenvalue equations of ψ(1,2) we make the ansatz:
ψ(1) = eimϑp−1/2ϕ(1)m (p) , ψ(2) = ei(m+1)p−1/2ϕ
(2)
m (p)
p = 1√
β
tan(q), q = x/2 + π/4
(7)
and obtain the second-order equations (i = 1, 2):{
− d
2
dx2
+ Vi(x)
}
ϕ(i)m (x) = k
2ϕ(i)m (x), (8)
where k2 = ǫ
2+1/β
4βλ2 with ǫ
2 = ǫ+ ǫ−, ǫ± = (E ±Mc2)/c
and:
Vi(x) =
(
µ2i + ν
2
i
2
− 1
4
)
1
cos2 x
+
µ2i − ν2i
2
sinx
cos2 x
(9)
µi = ξi − 1
2
, νi = ζi − 1
2
, (10)
ζi = m− 1
2
+ i, ξi = m+
5
2
− i+ 1
βλ
. (11)
The physically acceptable solutions to the above equa-
tions can be obtained from [32] as (omitting the index
i)
ψn(x) = C [z(x)]
µ
2 +
1
4 [1− z(x)] ν2+ 14
2F1 (−n, µ+ ν + 1; ν + 1; 1− z(x))
kn = n+
µ+ ν + 1
2
(12)
where z(x) =
1− sinx
2
= cos2(q) and C is a normaliza-
tion constant.
The vanishing of the wave-function at the end-points
(i.e. q = 0 and q = π/2) is ensured by enforcing the fol-
lowing constraints (remembering the symmetry of V (x)
through the replacements µi → −µi and/or νi → −νi):
(a) µi > −1/2 and νi > −1/2; (b) µi < 1/2 and νi < 1/2;
(c) µi > −1/2 and νi < 1/2; (d) µi < 1/2 and νi >
−1/2. Solving for the parameters µi, νi in Eqs. (10) in
terms of the angular momentum quantum numberm pro-
vides four ranges (of m) and the wave functions (from
Eq. (12)) in Tables I and II.
To understand the physical meaning of the quantity
1
βλ we express it as
1
βλ
=
~
(~
√
β)2M (ω˜c − ω)
=
[
(∆x0)
2
(
1
ℓ2L
− 1
ℓ2D
)]−1
(13)
where ℓL, ℓD are the characteristic lengths of the asso-
ciated Landau, ℓL =
√
~
Mω˜c
, and Dirac, ℓD =
√
~
Mω ,
oscillators. The quantity in brackets is certainly a small
one when the two lengths are very different, because in
this case the difference is dominated by one of the two
terms, and we assume the condition ∆x0 ≪ ℓL , ℓD to
be always satisfied. Furthermore, the same quantity in
brackets is also obviously small when the two lengths are
equal or nearly so ℓ2L ≃ ℓ2D, so in both these situations
we have 1λβ ≫ 1. However, we now expect there will be
certain values of ℓL,D with: (∆x0)
2
(
1
ℓ2
L
− 1
ℓ2
D
)
≃ 1 so
3m ϕ
(1)
n,m k
2
(a) {m ≥ 0} ∩
{
m > − 3
2
− 1
βλ
}
sζ1cξ1 2F1
(−n, n+ ζ1 + ξ1, ζ1 + 12 ; s2) 14 (2n+ ζ1 + ξ1)2
(b) {m ≤ −1} ∩
{
m < − 1
2
− 1
βλ
}
s1−ζ1c1−ξ1 2F1
(−n, n+ 2− ζ1 − ξ1, 32 − ζ1; s2) 14 (2n+ 2− ζ1 − ξ1)2
(c)
{
− 3
2
− 1
βλ
< m ≤ −1
}
s1−ζ1cξ1 2F1
(−n, n+ 1− ζ1 + ξ1, 32 − ζ1; s2) 14 (2n+ 1− ζ1 + ξ1)2
(d)
{
0 ≤ m < − 1
2
− 1
βλ
}
sζ1c1−ξ1 2F1
(−n, n+ 1 + ζ1 − ξ1, ζ1 + 12 ; s2) 14 (2n+ 1 + ζ1 − ξ1)2
TABLE I. ϕ
(1)
n,m and the corresponding energy values for different values ofm. In this case a solution to Eq. (10) is µ = m+1+
1
βλ
and ν = m. Note that the two classes of solutions (a) and (c) were both admissible at m = 0, but since they are equal there,
we have let the range of (c) start from m = −1. For brevity we have indicated s = sin q and c = cos q.
m ϕ
(2)
n,m k
2
(a) {m ≥ 0} ∩
{
m > − 1
2
− 1
βλ
}
sζ2cξ2 2F1
(−n, n+ ζ2 + ξ2, ζ2 + 12 ; s2) 14 (2n+ ζ2 + ξ2)2
(b) {m ≤ −1} ∩
{
m < 1
2
− 1
βλ
}
s1−ζ2c1−ξ2 2F1
(−n, n+ 2− ζ2 − ξ2, 32 − ζ2; s2) 14 (2n+ 2− ζ2 − ξ2)2
(c)
{
− 1
2
− 1
βλ
< m ≤ −1
}
s1−ζ2cξ2 2F1
(−n, n+ 1− ζ2 + ξ2, 32 − ζ2; s2) 14 (2n+ 1− ζ2 + ξ2)2
(d)
{
−1 ≤ m < 1
2
− 1
βλ
}
sζ2c1−ξ2 2F1
(−n, n+ 1 + ζ2 − ξ2, ζ2 + 12 ; s2) 14 (2n+ 1 + ζ2 − ξ2)2
TABLE II. ϕ
(2)
n,m and the corresponding energy values for different values of m. In this case a solution to Eq. (10) is µ = m+
1
βλ
and ν = m+ 1. In writing the constraints for the first and third row, use has been made of the fact that for m = −1 the two
solutions and the spectrum are exactly the same; thus we have arbitrarily chosen to let the case (a) start from m = 0 while
including the case m = −1 in (c).Here again c = cos q, s = sin q.
that 1λβ will be of order unity. From now on, we work
with the dimensionless parameter ρ, defined as
ρ =
~ (ω˜c − ω)
Mc2
(14)
so that λ = ρM2c2.
To construct the full spinor solutions, we proceed by
first studying how the decoupled solutions appear in the
possible ranges of the parameter ρ. We first identify these
in Table III.
Now, care has to be taken in building up the spinors.
Obviously, we can put together to form a bispinor only
those eigenfunctions ψ(1) and ψ(2) that have the same en-
ergy E and are paired through the intertwining relations
from Eq. (5). We shall write down in tables IV, V and
VI the complete solutions with their respective energy
eigenvalues, explicitly in terms of a unique normalization
constant C of the Dirac spinor. Defining a new constant
ρ∗ = 2βM2c2 = 2 λ˜
2
C/(~
√
β)2, with λ˜C = ~/(Mc) the
particle’s reduced Compton wavelength, the two values
ρ± = ±ρ∗ define the various ranges.
It can be readily observed that in the limit β → 0
(ρ∗ → ∞) the range described in Table IV (ρ > +ρ∗ ∨
ρ < −ρ∗) disappears, leaving only the ranges described
in Tables V (0 < ρ < ρ∗) and VI, (−ρ∗ < ρ < 0) respec-
tively for positive and negative values of ρ. Thus when
β → 0 we recover the correct description of the system
in terms of a unique quantum phase transition at ρ = 0,
or from Eq. (14), at the critical field:
Bcr =
2Mc
e
ω (15)
through which we pass from a phase (characterized by
ρ < 0) where the ground state of the positive branch of
the spectrum is given by E = Mc2 to another (ρ > 0)
where the ground state is given by E = Mc2
√
1 + 4ρ.
III. QUANTUM PHASE TRANSITION(S)
Here we highlight the new features brought about by
the presence of a minimal length, i.e. by a nonzero β pa-
rameter. We discuss explicitly only the positive branch of
the spectrum but a similar analysis can be applied as well
to the negative branch. As stated before, we must now
handle four different regimes, two of which (the extremal
ones) are absent in the standard quantum mechanical
framework as their outbreak is at ρ = ±ρ∗ and these
points go respectively to ±∞ when β → 0. The spec-
trum in this “external” range, see Table IV, is given by
the levels: E = Mc2
√
1 + 4ρN [2(ρ/ρ∗)N ± 1] where the
plus and minus signs refer respectively to m ≥ 0 (where
N = n +m + 1) and to m ≤ −1 (where N = n + |m|).
In either case N = 1, 2, . . . and the degeneracy of each
distinct level is D = N . Note that the ground state is
represented by the eigenvalue corresponding to N = 1
with the sign − or + depending on the positive or nega-
tive sign of ρ.
4range ψ(1) class of solution ψ(2) class of solution
ρ > ρ∗ (a) m ≥ 0 ; (c) m = −1 ; (b) m ≤ −1 (a) m ≥ 0; (d) m = 0,−1; (b) m ≤ −1
0 < ρ < ρ∗ (a) m ≥ 0; (c) τ− < m ≤ −1; (b) m < τ+ (a) m ≥ 0; (c) τ < m ≤ −1; (b) m < τ+
−ρ∗ < ρ < 0 (a) m ≥ 0 ∧m > τ−; (d) 0 ≤ m < τ ; (b) m ≤ −1 (a) m > τ > 0; (d) −1 ≤ m < τ+; (b) m ≤ −1
ρ < −ρ∗ (a) m ≥ 0; (c) m = −1; (b) m ≤ −1 (a) m ≥ 0; (d) m = 0,−1; (b) m ≤ −1
TABLE III. Values of m which are repeated in boldface in two different classes of solutions within the same range of ρ are
associated to wave functions and spectrums which coincide, so that only one need be considered, e.g. we omit the case m = −1
for the solution (d) in the first and last range (τ = − 1
2
− ρ∗
2ρ
and τ± = τ ± 1).
We now turn to the range as in Table V. Defining
τ = − 12 − 1βρM2c2 in this range we have −∞ < τ < −1.
Here the spectrum is interestingly given by:
(i) the levels E = Mc2
√
1 + 4ρN [2(ρ/ρ∗)N + 1], N =
1, 2, . . . with N = n + m + 1 for m ≥ 0 (degeneracy
D = N) and N = n (n starting from 1) for τ < m ≤ −1
(degeneracy D = |⌈τ⌉|); the total degeneracy of a level is
D = N + |⌈τ⌉|
(ii) the levels E = Mc2
√
1 + 4ρN [2(ρ/ρ∗)N − 1] with
N = n + |m| for m < τ (it follows that N = 2, 3, . . .)
and a degeneracy which varies from D = 0 when ρ→ 0+
(the level does not exist) and then increasing gradually
to reach the maximum D = N − 1 when ρ→ ρ+.
What happens is that when ρ is very close to zero, only
the solution (i) is meaningful, the other one being re-
stricted to values of m which become increasingly more
negative. However, when ρ starts increasing we see that
more and more levels pertaining to (ii) pop out and when
ρ is near ρ+ we are found with a swarm of energy levels
which are the same as those found in rightmost range, but
without what is the ground state level in that range. All
this means, in other words, that in this zone we witness
the appearance of the class of solutions (ii) gradually, i.e.
distinctly for each (negative) value of m, until in passing
out to the rightmost zone (i.e. for strong magnetic fields)
at the point ρ = ρ+ the last (and lower) level turn up:
that is to say the level corresponding to N = 1 with the
energy eigenvalue given by solutions of type ii (with a
minus sign in the square bracket term), corresponding to
m = −1 and n = 0).
Finally, we have the case described by Table VI. The
energy eigenvalues here go as follows (note that here
0 < τ < +∞):
(iii) E = Mc2
√
1 + 4ρN [2(ρ/ρ∗)N + 1], with N = n +
m + 1 for m > τ (so N = 2, 3, . . .). The degeneracy of
each level goes from D = 0 (level not permissible) when
ρ→ 0− to D = N − 1 when ρ→ ρ−.
(iv) E = Mc2 for 0 ≤ m < τ (D = |⌈τ⌉|).
(v) E = Mc2
√
1 + 4ρN [2(ρ/ρ∗)N − 1], N = 1, 2, . . .
with N = n for 0 ≤ m < τ (degeneracy (D = ⌈τ⌉))
and N = n + |m| for m ≤ −1 (D = N). Globally the
level has degeneracy D = N + ⌈τ⌉. The situation is now
specular to the one we have already seen in the range
ρ ≥ 0. Indeed starting from ρ = ρ− , where τ → 0+ and
we have all the solutions as in (iii) at full degeneracy,
together with (iv) with degeneracy 1 (only m = 0 is pos-
sible) and (v) with degeneracy N + 1; with increasing ρ
we observe that solutions of the kind (iii) gradually disap-
pear while the levels (iv) and (v) become more and more
degenerate and remain the only possible levels when we
get very close to zero. In Fig. 1 the lowest energy levels
are shown as a function of ρ.
It is worth pointing out that none of the dashed states
survives up to the critical point ρ = 0. Note also that
due to these states the energy levels (except for the
zero mode singlet for ρ < 0) are altered with respect
to the ordinary case β → 0 solid lines in Fig. 1, and
discontinuities and changes in slope arise in every en-
ergy level passing from the external zone to the internal
(when ρ < 0) and then from the internal to the external
(when ρ > 0). We find that the points in the variable ρ:
ρN = ± ρ
∗
N , (N = 1, 3, 5 . . . ) –large dark disks– where the
states shown in Fig.1 by dashed lines start, and those:
ρN = ± ρ
∗
N , (N = 2, 4, 6 . . . ) –small dark disks– where
such states cross the ones represented by solid lines, re-
alise a partition of the intervals [−ρ∗, 0] , [0,+ρ∗] and to
each one of them corresponds a critical value of the ex-
ternal magnetic field, obtained from Eq. (14), given by
BNcr = Bcr +
4c
Nβe~ N = 1, 2, 3, . . . , (16)
where Bcr is given in Eq. (15), and to each B
N
cr is asso-
ciated a new quantum phase transition explicitly depen-
dent on the minimal length parameter. We note that
the thresholds of the dashed lines ρN = ± ρ
∗
N , (N =
1, 3, 5 . . . ) – large disks in Fig 1 – are found form the
conditions m < τ = (Table V) and m > τ (Table VI),
recalling that τ = − 12 − ρ
∗
2ρ . Similarly the critical points
ρN = ± ρ
∗
N , (N = 2, 4, 6 . . . ) –small disks in Fig. 1– are
obtained by equating the eigenvalues of the type (i) with
those of type (ii) in the discussion above.
In the ordinary quantum mechanical limit (β → 0)
all the critical points ρN move off to infinity together
with ρ∗ and so they will the critical magnetic fields in
Eq. 16 (limβ→0BNcr = ∞) and only the ρ = 0 critical
point (Bcr =
2Mc
e ω) and its well known associated left-
right chiral quantum phase transition survive. On the
contrary it is found that limN→∞BNcr = Bcr which ex-
presses the fact that the critical field Bcr within ordinary
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FIG. 1. (Color online) Plot of the first few energy levels (ordered by increasing energy at any given ρ, for ρ∗ = 20. Solid lines
represent states which persist in the β → 0 limit. Dashed lines refer to states which exist only for β 6= 0, disappearing altogether
when one takes the limit β → 0 (their threshold ρN = ρ∗/N ,N = 1, 3, . . . becoming increasingly large since ρ∗ → ∞). Each
energy level is represented by a broken line alternatively solid and dashed (of the same color). Points of discontinuities and
change of slope in the energy levels signal a quantum phase transition. Each energy level crosses the critical point at ρ = 0
undergoing infinitely many quantum phase transitions.
quantum mechanics (no minimal length) acts as an ac-
cumulation point for the multitude of new critical fields
BNcr which arise with a non vanishing minimal length. We
note that a similar behaviour has been found within the
non commutative Dirac oscillator [20] where the parame-
ter related to space non commutativity simply shifts the
known QPT at ρ = 0 while the momentum non commu-
tativity parameter introduces a second QPT which how-
ever moves out to ρ → ∞ (and hence disappears) when
such parameter is turned off.
One might also make the following interesting consid-
eration. Suppose that the oscillator frequency is such
that the critical field Bcr in eq. (15) can be realized in
a laboratory and that the minimal length is so small
that the quantity B1cr − Bcr is instead too large to be
realized in a laboratory. Then one might consider the
quantity B2cr − Bcr = 12 (B1cr − Bcr) and if even B2cr
is not experimentally accessible one can try to go to
B3cr − Bcr = 13 (B1cr − Bcr) and so on until for some suffi-
ciently large N the critical field BNcr and the associated
quantum phase transition will be accessible in the labo-
ratory.
Finally we comment briefly on possible applications of
the results presented in this work to the physics of new
materials like graphene, silicene and germanene. The mo-
tion of the charge carriers in such materials is known
to be described by an effective (2+1)-dimensional Dirac
Equation. In reference [20] it was shown that in both
graphene and silicene the quantum phase transitions in-
duced by the non commutativity will affect differently
the two inequivalent Dirac points K and K ′. Indeed the
quantum phase transitions take place at different critical
values of the magnetic field. A similar behavior is worth
investigating in the case of the present model with a min-
imal length. The result presented here could be applied
directly to silicene because there the charge carriers are
massive. In the case of graphene however the charge car-
riers are massless and the results of this work will have
to be discussed in the massless limit.
IV. CONCLUSION
Here we have obtained exact solutions of the Dirac
oscillator in the presence of a homogeneous magnetic field
within the generalized uncertainty principle scenario. It
6TABLE IV. Energy levels and the corresponding wave functions constructed from the first (and last) row of Table (III). Note
that the solutions of classes (c) and (d), for the up and down component respectively, cannot be used to form a spinorial solution
and must be discarded. (ρ > +ρ∗ ∨ ρ < −ρ∗)
m ≥ 0 E
Mc2
= ±
√
1 + 4ρ(n+m+ 1)
[
1 + 2ρ
ρ∗
(n+m+ 1)
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
ǫ−
2ρM2c2(m+1)
ψ
(2)
n,m
)
ψ
(1)
n,m =
pm 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+1, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(m+1) 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+2, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
ei(m+1)ϑ
m ≤ −1 E
Mc2
= ±
√
1 + 4ρ(n+ |m|)
[
2ρ
ρ∗
(n+ |m|)− 1
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
2ρM2c2m
ǫ+
ψ
(2)
n,m
)
ψ
(1)
n,m =
p|m| 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,1+|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(|m|−1) 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
ei(m+1)ϑ
TABLE V. Energy levels and the corresponding wave functions constructed from the second row of Table (III). Note that the
ground state in the negative branch is a singlet state with negative energy E = −Mc2. (0 < ρ < +ρ∗)
m ≥ 0
E
Mc2
= ±
√
1 + 4ρ(n+m+ 1)
[
1 + 2ρ
ρ∗
(n+m+ 1)
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
ǫ−
2ρM2c2(m+1)
ψ
(2)
n,m
)
ψ
(1)
n,m =
pm 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+1, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(m+1) 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+2, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
ei(m+1)ϑ
τ < m ≤ −1 E
Mc2
= −1 , ψ0,m = C
(
0
ψ
(2)
0,m
)
; E
Mc2
= ±
√
1 + 4ρn
[
1 + 2ρ
ρ∗
n
]
, n = 1, 2, . . . ψn,m = C
(
ψ
(1)
n−1,m
2mρM2c2
ǫ+
ψ
(2)
n,m
)
ψ
(1)
n,m =
p|m| 2F1
(
−n,n+2+ ρ
∗
2ρ
,|m|+1, βp
2
1+βp2
)
(1+βp2)
1+
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p|m+1| 2F1
(
−n,n+ ρ
∗
2ρ
,|m|, βp
2
1+βp2
)
(1+βp2)
ρ∗
4ρ
ei(m+1)ϑ
m < τ E
Mc2
= ±
√
1 + 4ρ(n+ |m|)
[
2ρ
ρ∗
(n+ |m|) − 1
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
2ρM2c2m
ǫ+
ψ
(2)
n,m
)
ψ
(1)
n,m =
p|m| 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,1+|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(|m|−1) 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
ei(m+1)ϑ
TABLE VI. Energy levels and the corresponding wave functions constructed from the third row of Table (III). Note that here
the ground state in the positive branch is a singlet with positive energy E =Mc2. (−ρ∗ < ρ < 0)
m > τ E
Mc2
= ±
√
1 + 4ρ(n+m+ 1)
[
1 + 2ρ
ρ∗
(n+m+ 1)
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
ǫ−
2ρM2c2(m+1)
ψ
(2)
n,m
)
ψ
(1)
n,m =
pm 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+1, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(m+1) 2F1
(
−n,n+2(m+1)+ ρ
∗
2ρ
,m+2, βp
2
1+βp2
)
(1+βp2)
m+1+
ρ∗
4ρ
ei(m+1)ϑ
0 ≤ m < τ E
Mc2
= 1, n = 0, ψ0,m = C
(
ψ
(1)
0,m
0
)
; E
Mc2
= ±
√
1 + 4ρn
[
2ρ
ρ∗
n− 1
]
, n = 1, 2, . . . ψn,m = C
(
ψ
(1)
n,m
2mρM2c2
ǫ+
ψ
(2)
n−1,m
)
ψ
(1)
n,m =
pm 2F1
(
−n,n− ρ
∗
2ρ
,m+1,
βp2
1+βp2
)
(1+βp2)
−
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
pm+1 2F1
(
−n,n+2− ρ
∗
2ρ
,m+2,
βp2
1+βp2
)
(1+βp2)
1−
ρ∗
4ρ
ei(m+1)ϑ
m ≤ −1 E
Mc2
= ±
√
1 + 4ρ(n+ |m|)
[
2ρ
ρ∗
(n+ |m|)− 1
]
n = 0, 1, . . . ψn,m = C
(
ψ
(1)
n,m
2ρM2c2m
ǫ+
ψ
(2)
n,m
)
ψ
(1)
n,m =
p|m| 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,1+|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
eimϑ ψ
(2)
n,m =
p(|m|−1) 2F1
(
−n,n+2|m|− ρ
∗
2ρ
,|m|, βp
2
1+βp2
)
(1+βp2)
|m|−
ρ∗
4ρ
ei(m+1)ϑ
7has been shown that unlike the β = 0 case in the present
model there are an infinite number of quantum phase
transitions depending on the minimal length parameter
β. In other words there are an infinite number of critical
magnetic fields (BNcr , N = 1, 2, 3, . . . ) whose magnitude
depends on β. However all these critical magnetic fields
become infinitely large in the β → 0 limit and one is left
only with the ”classical”Bcr (15). Equally interesting is
the fact that however small is β, in any neighbourhood
of ρ = 0, or B = Bcr, there will be an infinite number of
critical fields BNcr .
We have briefly commented about possible applica-
tions of our exact solutions to the physics of materials
like graphene, silicene and germanene.
While the main scope of the present work is to report
the striking appearance when β 6= 0 of an infinite number
of quantum phase transitions in the vicinity of the ρ = 0
critical point a detailed study of the effect of such QPTs
on the thermodynamic functions of the system will be
the object of further investigations.
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