This paper discusses an algorithm used for determining distributions of unknown continuous populations. We present a method, using the theory of Relative Increment Functions, to determine the distribution of the population from which the sample was drawn. The method will be illustrated in two numerical examples.
Introduction
Suppose we have a large sample of size N from the Unimodal Continuous Population (UCP) spanning the closed real interval J and we have no other information on this population.The aim of the paper is to determine the probability distribution function of this population. We use an algorithm developed by Szabo (2006) , which uses the theory of relative increment functions.We illustrate this method in two numerical examples, one of which has already been discussed in [5] .
The interval J is partitioned into n equidistant subintervals I k = [x k−1 , x k ) of length a for k = 1, 2, ..., n. Let v k be the frequency distribution defined as the number of sample values in I k , then we have relative frequency r k = v k N and the cumulative relative frequency as
The empirical cumulative distribution function F emp whose points of discontinuity are at equidistant points, x k , is therefore given by y k , so
Step 1:
This step allows us to eliminate a large number of distributions which the population does not belong to.
Define the relative Increment function, h, for a distribution with cumulative distribution function F (x) as
and define the empirical relative increment function, h, for our population as
The monotonic properties of relative increment function of a large class of distributions has been investigated and documented as either increasing, decreasing, increasing and then decreasing or decreasing and then decreasing. The monotonic behaviour of the empirical relative increment functions h emp is checked against the behaviour of well known distributions for which the behaviour relative increment functions have been investigated. If the monotonic properties do not match, then the distribution is dropped, otherwise the distribution is put in a set of possibilities, S.
Step2:
From the set S a best fitting function is found by using the method of least squares. A distribution function F (x) ∈ S providing the best fit to the cumulative relative frequency is selected or a distribution whose probability density function f (x) provides the best fit to the relative frequencies r k such that
The next example will illustrate the method described above. The monotonic behaviour of the empirical relative increment function of the population is compared to the monotonic behaviour relative increment functions of the well known distributions as documented by Szabo(2006 Figure 1 . Graph of empirical relative increments.
According to this graph, the relative increment function increases and then decreases. Of all the distributions investigated, the truncated Cauchy distribution Function
provided the best least squares fit
This method can also be used to model bounded growth processes. Let g k be a sequence of values measured at some equidistant points x k . An upper bound B for g k is set, (B is greater than any value of g k ). To model the growth process of (x k , g k ), we consider the transformed data
as the values of of the empirical cummulative distribution function F emp at the points x k . The example below illustrates this method. 0.14
Figure 2: Graph of empirical relative increments.
As we can see, the empirical relative increments increase up to a certain point and then decrease. Out of the distributions already investigated, this behaviour is similar to that of the Cauchy distribution, the lognormal distribution and the inverse Gaussian distribution. Amongst the three, the Cauchy distribution function, 
