This paper presents the results of a simulation study designed to evaluate the applicability of an Arps 1 decline curve methodology for assessing reserves in hydraulically-fractured wells completed in tight gas sands at high-pressure/high-temperature (HP/HT) reservoir conditions. We simulated various reservoir and hydraulic-fracture properties to determine their impact on the production decline behavior as quantified by the Arps decline curve exponent, b. We then evaluated the simulated production with Arps' rate-time equations at specific time periods during the well's productive life and compared estimated reserves to the true value. To satisfy requirements for using Arps' models, all simulations were conducted using a specified constant bottomhole flowing pressure condition in the wellbore.
Introduction
Tight gas sands constitute a significant percentage of the domestic natural gas resource base and offer tremendous potential for future reserve and production growth. According to a recent study by the Gas Technology Institute (GTI), 2 tight gas sands in the US comprise 69 percent of gas production from all unconventional natural gas resources and account for 19 percent of total gas production from both conventional and unconventional sources. The same study 2 estimates total domestic producible tight gas sand resources exceed 600 Tcf, while economically recoverable gas reserves are 185 Tcf.
Most of the resources assessed in the 2001 GTI study were at depths less than 15,000 ft, yet the natural gas industry continues to extend exploration and development activities to much greater depths. In some geologic basins, those depths are approaching 20,000 to 25,000 ft. Many of these deep natural gas resources are not only characterized by lowpermeability, low-porosity reservoir properties, but these reservoirs also exhibit abnormally high initial pore pressure and temperature gradients -i.e. high-pressure/hightemperature (HP/HT) reservoir conditions. Similar to conventional natural gas resources, tight gas sand reserves are routinely assessed with Arps' decline curve techniques. The original Arps 1 paper suggested the decline curve exponent, b, should fall between 0 and 1.0 on a semilog plot. However, we often observe values much greater than 1.0, particularly in tight gas sands at HP/HT reservoir conditions. Deviations in observed b-exponents from the expected range suggest Arps' rate-time relationships may not be valid for modeling the decline behavior of tight gas sands at HP/HT conditions. More importantly, inappropriate use of the Arps models may cause significant reserve estimate errors in these unconventional natural gas resources.
Since these depths and extreme reservoir conditions require wells that are very expensive to drill, complete and operate; it is imperative that we understand both the well productivity and production decline behavior. We also need to determine the applicability of the Arps rate-time equations for assessing reserves. To address these concerns, we have conducted a series of single-well simulation studies to develop a better understanding of both the short-and long-term production decline behavior and to identify those parameters affecting the production decline. In this study we simulated a range of reservoir and hydraulic fracture properties, including:
Vertical heterogeneity from layering, permeability contrast among layers, horizontal permeability anisotropy, and stressdependent reservoir properties;
Variable effective fracture conductivities and lengths, unequal fracture wing lengths, two-phase and non-Darcy flow, and stress-dependent fracture properties; and Reservoir temperatures ranging from 300 to 400 o F and initial pore pressure gradients ranging from 0.60 to 0.90 psi/ft.
We evaluated the simulated production with the Arps 1 ratetime equations. Reserve estimates were obtained at various time periods during the well's productive life by extrapolating the best-fit Arps model through the simulated production. Our assumed economic conditions for estimating reserves were either a rate of 50 Mscf/d or a producing time period of 50 years, whichever came first. Reserve estimate errors were computed by comparing those estimated reserves to the "true" value. For this paper, we define the "true" estimated ultimate recovery (EUR) to be the 50-year cumulative production volume. For reference, we also summarize the Arps rate-time equations in Table 1 , given below: 
Description of Numerical Model
We developed a three-dimensional, two-phase (gas-water) finite-difference model. [3] [4] [5] We employed a Cartesian rather than a radial grid geometry so that we could more accurately model the linear flow patterns characteristic of hydraulicallyfractured wells producing from tight gas sands. We should note that we developed a reservoir model that addressed reservoir inflow performance, and other than using a bottomhole flowing pressure constraint, we did not attempt to model well outflow performance.
We initially modeled a well drilled on a spacing of 80 acres per well, but we also evaluated well spacings of 40 and 160 acres per well.
The 80-acre grid system, illustrated schematically in Fig. 1 , was constructed with 1521 grids (39 grids in both the x-and y-directions). We used finer grids adjacent to the wellbore and at the fracture tips because of the large pressure gradients observed perpendicular to the fracture faces and at the fracture tips. During the simulation process, we also monitored reservoir pressures at two points ( Fig. 1) on the edge of the drainage area so that we could assess flow conditions (i.e., transient, transition, or boundary-dominated flow conditions).
Reservoir Model and Properties. We modeled a hydraulically-fractured well completed in multiple layers at an average depth of 18,000 ft in a HP/HT, low-permeability, low-porosity gas sand. We assumed that the reservoir fluid was a dry gas with connate water saturations that are greater than the irreducible values, but with only a small fraction that is mobile (this is the analog for a basin-centered gas system. 6, 7 ). 
Reservoir Pressures and Temperatures.
For the base case, we assumed an initial pore pressure gradient of 0.90 psi/ft (p i =16,200 psia at a depth of 18,000 ft) and an initial bottomhole temperature of 400 o F. We also evaluated initial pore pressure gradients of 0.60, 0.70 and 0.80 psi/ft and a bottomhole temperature of 300 o F. Because of the extreme reservoir pressure and temperature conditions, the reservoir model was formulated using a pseudopressure approach [3] [4] [5] 8 so that we could incorporate pressure-dependent gas properties and their effect on gas storage and flow capacity.
Reservoir Fluids. We modeled a gas-water system in which the hydrocarbon fluid is a dry gas (composition shown in Table 2 ), i.e. a gas that forms no liquid hydrocarbons over the pressure depletion path from the reservoir to surface facilities. Gas deviation or z-factors were computed using the DranchukAbou-Kassem 9 correlations with the Wichert-Aziz 10 corrections for carbon dioxide and the Casey 11 correction for nitrogen.
Gas viscosities were computed using the correlations developed by Lee, et al. 12 We also assumed the in-situ connate water is a brine with a total dissolved solids content of 30,000 ppm. Reservoir Permeability and Porosity. As a basis for our simulated cases, we used rock permeability and porosity data from a comprehensive core description and evaluation program (400 ft of whole core) in a Lower Cotton Valley Sandstone reservoir at HP/HT reservoir conditions and at depths of 13,000 to 15,000 ft. Although taken from shallower zones than evaluated in our study, we have assumed the rock properties and their distribution would be similar for a deeper reservoir. A significant part of the core evaluation program included classification of hydraulic rock types. 13 When described on the basis of the dominant pore throat diameter determined from high-pressure, mercury capillary pressure data, we observed distinct groupings of rocks having similar flow and storage properties, i.e., hydraulic rock types (HRT). Figure 2 is a semilog plot showing the general region of each hydraulic rock type in porosity-permeability space and grouped according to empirical relationships developed by Pittman. To capture the range of permeability and porosity exhibited by the four hydraulic rock types, we developed a four-layer case where each layer represents a different hydraulic rock type with average properties from Fig. 2 . The layers can be considered to be hydraulic flow units (HFU) which are defined simply as "groupings of rocks with similar properties." [13] [14] [15] For modeling purposes, we have assumed the relative thickness of each HFU is directly proportional to the percentage of rock types shown in Fig. 2 . For example, HRT 1 has the fewest measured points from the coring program and will represent the thinnest layer. Conversely, HRT 3 has the most measured data points and will be the thickest layer. In Table 3 we summarize the properties for each HFU (or layer) in a reservoir with a gross sand thickness of 200 ft. We should note that the average properties are "thickness-averaged" values. We also evaluated reservoirs with one, eight and sixteen layers. For the single-layer case, we assumed a homogeneous, isotropic system with average effective porosity and absolute horizontal permeability equal to the thickness-averaged values shown in Table 3 . For the eight-and sixteen-layer cases, we incorporated more contrast among layer properties by utilizing a greater range of permeabilities and porosities as shown in Fig. 2 . For example, the permeabilities and porosities given in Table 4 for the eight-layer case represent the average + one standard deviation for each HRT. Similarly, the permeabilities and porosities listed in Table 5 for the sixteen-layer case range from the average + one standard deviation to the average + two standard deviations. Note also that thickness-averaged properties shown in Tables  4 and 5 are the same as those for the four-layer case summarized in Table 3 . Maintaining these equalities allows us to make direct comparisons among the various cases. To illustrate the comparative heterogeneity for each layered case, we constructed a Modified Stratigraphic Lorenz Plot (Fig. 3) 15-17 -which is simply a plot of the normalized cumulative flow capacity against normalized cumulative storage capacity from the top of the shallowest layer to the bottom of the deepest layer. Note that the single-layer case, which forms a 45-degree line, represents a homogeneous, isotropic system. Deviations from this line indicate heterogeneity. Surprisingly, the four-layer case displays much more deviation than the other two multi-layer cases. In contrast, the sixteen-layer case shows the least deviation of all multi-layer cases. As we will demonstrate later, more heterogeneity is manifested by hyperbolic decline behavior with larger Arps bexponents than cases with less heterogeneity. In fact, the heterogeneous cases will display more of the hyperbolic decline shape characteristic of wells completed in tight gas sands. Stress-Dependent Reservoir Properties. Although all rocks have some stress-dependent properties, tight gas sands (in particular), display both stress-dependent porosity and permeability characteristics. 18 Observed changes in porosity, however, are usually much less significant than changes in permeability. We also note that the magnitudes of the stress dependencies are functions of hydraulic rock type. Generally, the lower-permeability, lower-porosity rock types will exhibit much larger relative changes in stress-dependent properties.
For our simulation study, we have re-scaled laboratory measurements from the shallower Lower Cotton Valley sands to reflect the higher pressures in our hypothetical deep gas reservoirs. Stress-dependent effective porosity and absolute permeability for each of the four hydraulic rock types used in our simulation study are illustrated in Figs. 4 and 5, respectively. Note that the stress measurements have been converted to multipliers representing a fraction of the original property value as a function of reservoir pore pressure. 2,000 4,000 6,000 8,000 10,000 12,000 14,000 16,000
Reservoir Pore Pressure, psia Fraction Original Porosity, frac. Reservoir Pore Pressure, psia Fraction Original Permeability, frac. Gas-Water Capillary Pressure Curves. To model the vertical distribution of fluids in our hypothetical HP/HT tight gas sands, we also employed gas-water capillary pressure curves which were measured using core samples from shallower Cotton Valley Sands. Since no single conventional measurement technique can achieve the low water saturations (and associated high capillary pressures) in low-permeability rocks, we used data generated using a hybrid vapor desorption/highpressure porous plate method. 19, 20 We also have capillary pressure curves for each HRT. Moreover, we converted the data to a Leverett J-function 21 ( Fig. 6) for use in the simulator. Gas-Water Relative Permeability Curves. Although we are modeling a basin-centered tight gas sand 6, 7 in which the connate water saturations are relatively immobile, we still incorporated gas-water relative permeability data in our simulation study. The gas relative permeability curves, shown in Fig. 7 for each HRT from the Lower Cotton Valley Sands, were measured using an incremental phase trapping technique. 22 Further, the data have been corrected for gas slippage or Klinkenberg effects. 23 Because of the low permeability, we were able to measure the effective permeability to water for HRT 1 and 2 only. The data shown for HRT 3 and 4 were derived from single, end-point measurements with synthetic curves drawn to mimic the general curve shape for HRT 1 and 2. Hydraulic Fracture Model. We modeled a vertical fracture extending over the entire sand thickness. Although some of our simulation cases evaluated unequal fracture lengths, all cases assumed each fracture half-length (or fracture "wing") extended equally in the vertical direction in each HFU or layer. As mentioned previously, the grid system was constructed using a Cartesian rather than radial grid geometry so that we could model the linear flow patterns characteristic of hydraulically-fractured wells producing from tight gas sands.
We also modeled several types of stimulation treatments and properties. Specifically, we investigated fractures with three different types of generic proppants, each having different crushing and embedment characteristics. We evaluated the following range of fracture heterogeneities and the impact of these heterogeneities on well productivity and performance:
Effective fracture half-length (equal wing lengths) of 50, 100, 200, 300, 400, and 500 ft;
Unequal effective fracture half-lengths, including wing length ratios of 6:1, 3:1 and 1.5:1;
A range of fracture conductivities (0.1 F CD < 200) including absolute fracture permeabilities of 1, 10, 100, and 1000 md (constant throughout entire fracture);
Variable fracture permeabilities within the fracture, including the choked fracture case (lower fracture permeability near the wellbore);
Two-phase (gas-water) flow in the fracture using non-linear fracture relative permeabilities (Fig. 8) ; 24 Stress-dependent fracture conductivity for three generic types of proppants (Fig. 9) .
Simulated Operational Conditions. To better represent operational conditions, we implemented several flowing bottomhole pressure constraints in the simulation process to ensure that we modeled field operations as realistically as possible. For example, we modeled a well that is choked back during the initial flow back for the first few weeks during the clean up period, but is allowed to reach line pressure at the end of that time period. Specifically, we evaluated the effect of the maximum pressure drawdown on long-term production decline behavior, and we observed little differences for pressure drawdown constraints from 2000 psia to 8000 psia. For all cases, we used a constant bottomhole flowing pressure of 3,000 psia after the initial clean-up period and for the remaining productive life of the well. 
Decline Curve Analysis of Simulated Production
Traditional decline curve analysis consists of plotting production rate against time, history matching the production data using one of several industry-standard models -i.e., the Arps 1 exponential, hyperbolic or harmonic decline modelsand extrapolating the established trend into the future. Decline curve analysis is quite simply a curve fitting process which does not necessarily have a theoretical basis. An exception to this statement is the exponential decline case which can be derived from a single-well model producing at a constant bottomhole flowing pressure during boundary-dominated flow conditions.
We evaluated the simulated production using common industry practices -i.e., assuming the Arps rate-time equations are applicable. Our objectives were to not only quantify the Arps decline curve parameters (i.e., initial decline rate, D i , decline exponent, b, etc.), but to also assess reserves at various times during the well's productive life. Reserve estimates were obtained by extrapolating the best-fit Arps model through the simulated production. Our assumed economic conditions for estimating reserves were either a rate of 50 Mscf/d or a time period of 50 years, whichever came first. Reserve estimate errors were computed by comparing those estimated reserves to the "true" value. For this paper, we define the "true" estimated ultimate recovery (EUR) or reserves volumes to be the 50-year cumulative production volume.
Even though the exponential and hyperbolic relations (as provided by Arps) are empirically derived, the Arps decline curves are excellent tools for estimating reserves when applied under the correct conditions. Unfortunately, many of us in the industry either have forgotten or have chosen to ignore the conditions under which use of the Arps decline curves are appropriate. Application of a decline curve methodology using the Arps models implicitly assumes the following: 25 Extrapolation of the best-fit curve through the current or historical production data is an accurate model for future production trends;
There will be no significant changes in current operating conditions or field development that might affect the curve fit and the subsequent extrapolation into the future;
The well is producing against a constant bottomhole flowing pressure; and Well production is from an unchanging drainage area with noflow boundaries (i.e., the well is in boundary-dominated (stabilized) flow).
Traditional decline curve analysis is based on the general form of the Arps (1) where D i is the initial decline rate, q i is the gas flow rate, and b is Arps decline curve constant (or decline exponent). Note that the units of these three variables must be consistent. Equation 1 has three different forms -exponential, harmonic, and hyperbolic -depending on the value of the b-exponent. Each of these equations has a different shape on Cartesian and semilog graphs of gas production rate versus time and cumulative gas production.
The exponential or constant-percentage decline case is a special case of Eq. 1 where the b-exponent is zero, and is characterized by a decrease in production rate per unit of time that is directly proportional to the production rate. The exponential decline equation (b-exponent of zero) is written as: Similarly, the harmonic decline is also a special case of Eq. 1 (b-exponent equals one), and is written as: The Arps hyperbolic decline is given by the general form (Eq. 1) and is "valid" for any condition where the b-exponent varies between 0 and 1.0. We should note that the value of the bexponent determines the degree of curvature of the semilog decline plot (log(q) versus t), ranging from a straight line with b=0 to increasing curvature as b increases. Although there is no theoretical basis, Arps 1 indicated the b-exponent should lie between 0 and 1.0 -but he offered no justification of the possibility that b might be greater than one. Therefore, variations in the computed b-exponents outside of the expected range suggests the Arps' rate-time relationships may not be valid for modeling the decline behavior of tight gas sands at HP/HT conditions.
Effect of Reservoir Properties on Production Decline
We first evaluated the effects of various reservoir properties and heterogeneities -including vertical heterogeneity from layering, permeability contrast among layers, horizontal permeability anisotropy, and stress-dependent reservoir properties -on the production decline behavior. Decline characteristics were quantified and compared using primarily the Arps decline exponent, b.
Layering and Permeability Contrast Among Layers. The simulated short-and long-term production profiles for the single-and multi-layer cases are shown in Figs. 10 and 11 , respectively. Recall that the single-layer case assumes a homogeneous, isotropic reservoir with absolute permeability and effective porosity equal to the "thickness-averaged" values of the multi-layer cases (Tables 3-5 ). Other reservoir and hydraulic-fracture input properties used to simulate the production profiles are summarized in Table 6 . Figure 10 also shows that, after the initial steep decline, the single-layer case has the flattest production profile during the first 5 years of production. However, the multilayer cases begin to flatten substantially after that period. In fact, the multilayer cases display more of the long-term, hyperbolic decline shape characteristic of tight gas sands (Fig. 11) .
All of these observations concerning the decline behavior are confirmed by the b-exponents ( Table 7 ) which were computed from the best-fit Arps 1 model through the simulated production for producing times of 1, 5, 10, 20 and 50 years. Surprisingly, all b-exponents lie approximately in the range suggested by Arps 1 (i.e., 0 < b < 1) after 50 years of production.
Based on the results shown in Table 7 , it also appears as if the degree of heterogeneity affects the long-term decline behavior more than just low permeability -i.e., low permeability alone is not necessarily sufficient to generate large b-exponents frequently observed in tight gas sands. Recall the Modified Stratigraphic Lorenz plot shown in Fig. 3 which indicates that the 4-and 8-layer cases are the most heterogeneous based on their deviations from the 45-degree line (representing a homogeneous system). We also see that these two cases have the largest b-exponents during the last 30 years of production. Conversely, both the computed b-exponents and the Modified Stratigraphic Lorenz plot suggest that, even though it has more layers, the 16-layer case "behaves" more like the single-layer case than either of the other multi-layer cases. We also estimated reserves from an extrapolation of the bestfit Arps 1 model through the simulated production and at each of the time periods shown in Table 7 . We then compared those estimates to the "true" reserve value for each respective multi-layer case. Not unexpectedly, the differences or errors (Table 8 ) between the estimates and "true value" generally decline as more production is available for the history match. As discussed previously, use of the Arps rate-time equations is strictly valid only when the well has reached true boundarydominated flow conditions. Consequently, we attribute the large b-exponents shown in Table 8 as well as the large reserve estimate errors during the early producing times to incorrect use of the Arps equations during transient and/or transitional flow periods.
To validate our hypothesis, we monitored and recorded layer pressures at several positions in the reservoir during the simulation process. In Fig. 12 , we show the layer pressures for the 4-layer case. Pressures were monitored in each layer at a point located on the edge of the 80-acre drainage area directly opposite the wellbore and aligned with the axis of the hydraulic fracture (i.e., monitoring point no. 1, Fig. 1 ). Note that HFU 1 and 2 (the two most permeable layers) show the earliest and largest pressure reductions, while HFU 3 exhibits less of a pressure decline. We also observe that the least permeable layer (HFU 4) does not experience an appreciable pressure reduction for the first ten years of production. We also monitored the change in reservoir pressures at a point located on the edge of the 80-acre drainage area, directly opposite the wellbore but in a direction perpendicular to the hydraulic fracture axis (i.e., monitoring point no. 2, Fig. 1 ). Figure 13 shows that HFU 1 and 2 again exhibit the largest and earliest pressure reduction. However, unlike pressure monitoring point no. 1 at which we saw measurable pressure reductions in the first six months, we observed no significant pressure changes in HFU 3 for the first two years. Most significantly, we see very little change in reservoir pressure in HFU 4 for the first 25 years of production. Comparison of the layer pressure responses in Figs. 12 and 13 demonstrates several points. First, even in reservoirs with no permeability anisotropy, we observe an elliptical flow geometry (with the major ellipse axis centered along the fracture axis). Secondly, variations in layer flow capacities cause unequal growth of the elliptical drainage patterns. Finally, the pressure responses in HFU 4 suggest that the well did not reach true boundary-dominated flow but was in either transient or transitional flow for more than 20 years.
Since HFU 4 does not represent a significant percentage (approximately 13 percent) of the total hydrocarbon pore volume, it apparently does not affect the overall decline behavior as significantly as HFUs 1-3. Furthermore, the lack of boundary-dominated flow in HFU 4 does not prevent the overall well production decline from "behaving" as if it were in true boundary-dominated flow conditions after 20 years of production. We observed similar pressure distributions for the 8-and 16-layer cases.
Vertical-to-Horizontal Permeability Ratio. All of the simulated production profiles shown in Figs. 10 and 11 were generated with a vertical-to-horizontal permeability ratio, Table 6 were used as additional input for all cases.
All of the short-term production profiles (Fig. 14) have very similar initial decline rates (D i =68.8, 66.6, and 60.8 day -1 for k v /k h = 0.001, 0.01 and 0.1, respectively). However, the production profile for k v /k h = 0.1 is much flatter than the other two cases after the initial decline and during the first five years of production. Vertical flow from less permeable layers into HFU 1 and 2 provides pressure support and helps maintain higher rates as well as the shallower decline profile during this early time period. However; after 15 to 20 years of production, the two cases with lower k v /k h values begin to flatten more than the k v /k h = 0.1 case. Moreover, the lower k v /k h cases display more of the long-term hyperbolic shape characteristic of tight gas sands (Fig. 15) . The observed decline characteristics are reflected by the computed b-exponents ( Table 9 ). The b-exponents for the k v /k h = 0.001 and 0.01 cases are very similar for the entire time period evaluated. However, b-exponents for the k v /k h = 0.1 cases are generally larger for the first ten years, but begin to decrease more rapidly than the other cases after that time period. Again, we observe that the long-term b-exponents are approaching values between approximately 0.5 and 1.0. The differences (or errors) between the 50-year cumulative production volume and the reserves estimated from extrapolation of the best-fit Arps decline curve through the simulated production data are summarized in Table 10 . Similar to the results shown in Table 8 , we note a general correlation between b-exponents and reserve estimate errors -i.e., the largest errors are associated with the largest bexponents. We also observe that the largest errors occur for cases where there is less than 10 years of production. Horizontal Permeability Anisotropy. All of the previous simulated performance cases addressed the impact of vertical heterogeneities (i.e., layering, permeability contrast among layers, and k v /k h ) on the production decline -in these cases no horizontal permeability anisotropy was considered (i.e., k x = k y ). In this section we evaluate the effects of horizontal permeability anisotropy as quantified by various values of k y /k x . Specifically, we evaluated k y /k x = 0.1, 1.0 and 10. Except for variations in k y /k x , all reservoir and hydraulic fracture properties shown in Table 6 were used as additional input for the simulated cases.
In previous cases which considered vertical heterogeneity, we observed much less pressure reduction in the layers with the lowest permeability in a direction perpendicular (y-direction) to the hydraulic fracture axis, so we would expect variations in k y /k x to impact the production decline and pressure depletion even more significantly. Differences between the 50-year cumulative production volume and the reserves estimated from the best-fit Arps decline curve through the simulated data for k y /k x values of 0.1, 1.0 and 10 are summarized in Table 12 . Again, we note that there is a direct association between the largest reserve estimate errors and the largest computed b-exponents. Further, the largest reserve estimate errors generally occur when there is less than 10 years of production and before reaching boundary-dominated flow conditions. . The pressure responses demonstrate that lower values of k y /k x delay the onset of boundary-dominated flow even more than in the isotropic case. In fact, neither HFU 3 nor 4 exhibit measurable pressure reductions at pressure monitoring point no. 2 for at least the first 20 years of production for the k y /k x = 0.1 case. We should note that the absence of boundary-dominated flow conditions during the first 30 years of production for k y /k x = 0.1 also corresponds to the larger errors shown in Table 12 .
Stress-Dependent Reservoir Properties. All tight gas sands exhibit some stress-dependent characteristics. Typically, reductions in permeability are much greater than that for porosity. For this paper, we evaluated the impact of stressdependent reservoir properties on the production decline using the functions shown in Figs. 4 and 5. Except for the inclusion of stress-dependent reservoir properties, we used the reservoir and hydraulic fracture properties shown in We compared simulated production profiles for all multilayered cases -with and without stress-dependent permeability and porosity -and we saw little or no differences in the decline behavior. Apparently, the vertical heterogeneity caused by reservoir layering and permeability contrast among layers has a much larger impact on the decline behavior. These observations are based on results generated using the functions shown in Figs. 4 and 5, so we should caution that results may be different with other stress-dependent functions.
The greatest impact occurred in the single-layer, homogeneous, and isotropic case. Following very similar initial declines, the inclusion of stress-dependent properties caused the production profile (Fig. 22) to be much flatter during the first ten years of production, but to decline much faster after that time period. Although not shown, the computed bexponents match our observations. We also computed larger reserve estimate errors than those summarized in Table 7 during the first ten years of production when stress-dependent properties were included.
Lateral Rock Heterogeneity. We frequently encounter variations in rock properties in low-permeability reservoirs in the lateral direction (i.e., x-and y-directions) caused by differential diagenetic events following deposition. Dia-genesis -defined as any physical or chemical process causing changes in initial rock properties -is the principal source of reductions in both permeability and porosity in tight gas sands. The primary diagenetic processes typically seen in tight gas sands are mechanical and chemical compaction, quartz and other mineral cementation, mineral dissolution, and clay genesis. Diagenesis may affect the rock properties sufficiently enough to cause the rock to act as flow baffles, and in extreme cases, may create flow barriers. To evaluate the effects of diagenesis, we randomly populated the model grid cells in each layer with variable effective porosity and absolute horizontal permeability values. Each random distribution was constrained by the maximum and minimum range of values observed for each HRT shown in Fig. 2 . Moreover, the random property distributions for each layer or HFU were generated so that the averages equaled the individual layer values shown in Tables 3-5 for the 4-, 8, and 16-layer cases, respectively. Maintaining these average properties throughout this work allowed us to make relevant comparisons among the various cases.
Except for the inclusion of the heterogeneous distribution of properties, we used the reservoir and hydraulic fracture properties shown in Table 6 as input for the simulation. We compared simulated production profiles for all layered cases -with and without heterogeneity -and we observed no significant differences. Similar to the evaluation of stressdependent reservoir properties, it appears as if the vertical heterogeneity caused by reservoir layering and permeability contrast among layers has a much bigger effect on the decline behavior than does the lateral heterogeneity.
Effect of Fracture Properties on Production Decline
In this section, we evaluate the effects of various hydraulic fracture properties and heterogeneities -including variable effective fracture lengths and conductivities, unequal fracture lengths ("wings"), stress-dependent fracture properties, and two-phase and non-Darcy flow -on the production decline behavior. Decline characteristics were again quantified and compared using the Arps decline exponent, b. Except for variations in specific hydraulic fracture properties being evaluated, all reservoir and hydraulic fracture properties summarized in Table 6 were used as input for the simulation cases.
Effective Fracture Half-Length. We first examined the influence of effective or propped fracture half-length on production decline behavior. All of the previous simulation studies were generated with an effective hydraulic fracture half-length of 300 ft, but we also evaluated effective halflengths, L f = 50, 100, and 500 ft in our study.
The simulated short-and long-term production declines for the 4-layer case with L f = 50, 100, 300 and 500 ft are shown in Figs. 23 and 24 , respectively. As expected, the cases with shorter effective fracture half-lengths exhibit steeper initial declines but are followed by flatter profiles during the early years of production. Conversely, cases with longer effective fracture half-lengths display a more gradual initial decline that is followed by sharper production decline profile. Although the initial declines are much steeper, the long-term declines (as illustrated by Fig. 24 for the shorter effective hydraulic half-lengths) seem to be slightly flatter for most of the productive period. Differences between decline profiles after about ten years of production are, however, very small.
Our observations for the decline behavior are validated by examination of the computed b-exponents (see Table 13 ). Although the b-exponents are consistently larger for cases with shorter fracture half-lengths, all b-exponents approach a value of one after 50 years of production. Unlike previous cases, we also observe b-exponents much greater than 3.0 for fracture half-lengths of 50 and 100 ft during the first year of production. Reserve estimate errors for various time periods and computed from the best-fit Arps 1 decline curve through the simulated data for L f values of 50, 100, 300 and 500 ft are summarized in Table 14 . We again see that there is a correlation between the largest reserve estimate errors and the largest computed bexponents shown in Table 13 . Interestingly, the reserve estimate errors are less than 10 percent after ten years of production. These small errors suggest that each case may be approaching the "true" b-exponent for all fracture half-lengths investigated in this study. Figures 25 and 26 show the simulated layer pressures at monitoring points no. 1 and 2, respectively, for L f = 50 ft (color-filled circles) and L f = 500 ft (color-filled triangles). At pressure monitoring point no. 1 (Fig. 25) , we see that (as expected) the wells with longer effective fracture half-lengths will recover gas more effectively in all layers. We even see significant pressure reductions in the least permeable layer (HFU 4) after less than 2 years of production for the L f = 500 ft case. Even though it is delayed for almost 20 years, we also see small but measurable pressure reductions in HFU 4 for the L f = 50 ft case.
Similar to the results from our investigation of reservoir properties on production decline behavior, we also see evidence of an elliptical flow geometry from the pressure responses shown at pressure monitoring point no. 2 in Fig. 26 . Although the layer pressure behavior in HFU 1 and 2 are comparable, we see no measurable pressure reduction in HFU 4 for either the L f = 50 or 500 ft case. More significantly, we see essentially no pressure reduction for either fracture half-length case after almost 30 years of production.
Based on the pressure responses shown in Figs. 25 and 26, we offer several conclusions. First, we observe an elliptical flow geometry for a wide range of effective fracture half-lengths. The flow duration and geometrical parameters may be different, but all cases exhibit elliptical flow. Secondly, the pressure responses in HFU 4 for both the L f = 50 or 500 ft cases suggest that both cases were either in transient or transitional flow during the first 30 years of production. It does appear, however, that both cases had either reached or were approaching boundary-dominated flow. Again, since HFU 4 does not represent a significant percentage of the total hydrocarbon pore volume, it apparently does not affect the overall decline behavior as significantly as HFUs 1-3. Consequently, the lack of boundary-dominated flow in HFU 4 does not prevent the well from "behaving" as if it were in true boundary-dominated flow conditions after 30 years. Absolute Fracture Conductivity. We next evaluated the effects of absolute fracture conductivity, w f k f , on the production decline behavior. All of the previous simulated performance cases were generated using an absolute fracture conductivity, w f k f = 50 md-ft (i.e., a numerical F CD = 18.5).
Figures 27 and 28 compare the short-and long-term production decline profiles, respectively, for w f k f = 0.5, 5.0, 50 and 500 md-ft (i.e., numerical F CD = 0.185, 1.85, 18.5, and 185, respectively). Cases with lower effective fracture conductivities exhibit much steeper initial declines followed by flatter profiles during the early years of production, while cases with higher effective fracture conductivities display a gradual initial decline followed by a sharper long-term production decline profile.
We also note that cases with numerical conductivities of 50 and 500 md-ft are almost identical. These similarities suggest the decline behavior for all values of infinitely conductive fractures will be similar, while the production profiles for fractures of (low) finite conductivity will vary depending on the effective conductivity. The computed b-exponents (Table 15) reflect the decline behavior shown in Figs. 25 and 26. Similar to those cases with short effective fracture half-lengths shown previously in Table 13 , cases with low fracture conductivities have bexponents greater than 3 for the first year of production. We also note that all b-exponents equal or are approaching one after 50 years of production. In fact, the computed bexponents change little after about ten years of production, which suggests those cases are approaching boundarydominated flow conditions. Reserve estimate errors for various time periods are summarized in Table 16 . We again see a correlation between the largest reserve estimate errors and the largest computed bexponents shown in Table 15 . We also note the reserve estimate errors are less than 10 percent after ten years of production. These small errors also suggest that each case may be approaching the "correct" b-exponent for all fracture conductivities investigated in this study. Although not shown, we also monitored the simulated layer pressures for each of the fracture conductivities that were modeled. We observed similar pressure responses as those shown in Figs. 25 and 26 for various effective fracture halflengths. In general, the pressure responses for fracture cases with higher conductivities behaved similarly to those for longer, effective fracture half-lengths, while fractures with lower fracture conductivities behaved like wells with short, effective fracture half-lengths.
Unequal Fracture Wing Lengths. In this section, we evaluated the effects of unequal hydraulic fracture half-lengths on the production decline behavior. All previous simulations were conducted assuming that the fracture "wings" extended equal distances on either side of the wellbore; however, heterogeneities in rock properties may cause fractures to grow unequally during the stimulation treatment.
For this study, we modeled wing length ratios ranging from 1.0 (i.e., equal lengths), 1.5, 3 and 6.0. Results from our study indicate that variations in fracture wing ratios do not significantly affect long-term production profiles -but this variable will cause variations in the short-term decline behavior. Figure 29 illustrates the decline behavior for the first five years. In general, larger wing length ratios exhibit steeper initial declines and flatter profiles during this time period. Computed b-exponents are summarized in Table 17 for the same wing length ratios shown in Fig. 29 . We see larger wing length ratios result in larger b-exponents for the first five years of production. However, we also notice that the b-exponents for all wing length ratios start to approach a value of 1.0 after ten years of production. In fact, the values change little for the last 30 years of production. The computed reserve estimate errors are compiled in Table  18 . We observe the same relationships that we have seen in all of our previous results between the computed b-exponents and reserve estimate errors. The largest reserve estimate errors occur during the first five years of production when the wells are experiencing either transient or transitional flow conditions. Although not shown, the layer responses at pressure monitoring points 1 and 2 confirm that HFUs 1-3 have experienced significant pressure depletion during the first 20 years of production. Similar to previous results, HFU 4 does not experience much pressure reduction for the first 20 years (especially at monitoring point no. 2). But, since HFU 4 represents a much smaller percentage of the total connected hydrocarbon pore volume than HFUs 1-3, the overall well decline stabilizes and behaves as if it were in true boundarydominated flow. This explains why the computed b-exponents shown in Table 17 appear to be stabilizing after 20 years of production.
Variable Fracture Conductivity (Choked Fracture Case).
Next, we considered the effects of variable fracture conductivities, or more specifically, the "choked" fracture case in which the fracture conductivity near the wellbore is lower than in the fracture towards the tip. The variable fracture conductivity is quantified by the ratio of fracture conductivities, k f1 /k f2 , where k f1 and k f2 are the near (wellbore) and far (field) fracture conductivities, respectively. Figures 30 and 31 present the short-and long-term production profiles, respectively, for k f1 /k f2 = 0.01, 0.10 and 1.0. As illustrated in Fig. 30 , the effect of lower fracture conductivity in the near-wellbore area causes steep initial declines in the production rates followed by relatively flat profiles for the first five years. Long-term production profiles also tend to remain flat for the entire producing period shown in Fig. 31 .
Computed b-exponents for the production profiles shown in Figs. 30 and 31 are summarized in Table 19 . Both of the choked fracture cases with k f1 /k f2 < 1 have b-exponents significantly greater than 3.0 during the first year. As we would expect, the corresponding reserve estimate errors (Table 20) exceed 100 percent. We also note that the bexponents for the k f1 /k f2 = 1 case tend to "stabilize" after about 10 years of production, while the choked fracture cases continue to change after that time period. All cases, however, equal or approach 1.0 after 50 years of production. Stress-Dependent Fracture Conductivity. Most hydraulic fractures, particularly those in reservoirs with high initial stress conditions (similar to HP/HT gas reservoirs), experience some reduction in conductivity created during the initial stimulation treatment. The most common causes of conductivity reduction are proppant crushing and/or embedment into the reservoir rock. Some proppants (i.e., resin-coated ceramic, bauxite, and resin-coated sands) are designed to minimize conductivity reductions in high-stress reservoirs.
For this paper, we evaluated the impact of stress-dependent reservoir properties on the production decline using the functions shown in Fig. 9 . These curves represent the fraction of original fracture conductivity as a function of the net fracture pressure for various types of generic proppants. Except for the inclusion of stress-dependent reservoir properties, we used the reservoir and hydraulic fracture properties shown in Table 6 as input for the simulation.
We compared simulated production profiles for all multilayered cases -with and without stress-dependent permeability and porosity -and we saw little or no differences in the decline behavior. Again, the vertical heterogeneity caused by reservoir layering and permeability contrast among layers has a much more significant effect on the decline behavior than the stress-dependent fracture conductivity.
Two-Phase and Non-Darcy Fracture Flow. The final fracture characteristics evaluated in our study were two-phase and non-Darcy flow phenomena. Two-phase flow conditions typically occur primarily early in the production history immediately following the stimulation treatment and during the fracture clean-up period. Non-Darcy flow occurs during any phase of the production history and is dependent on the flowrate and pressure drawdown.
We modeled two-phase flow during the fracture cleanup period using a method similar to that described in Reference 24. Two-phase (gas-water) flow in the fracture was accounted for using the relative permeability curves shown in Fig. 8 . We also varied fracture conductivity from 50 to 500 md-ft. Simulation results show that two-phase flow primarily affects very early production declines, but has little to no impact on the long-term decline behavior.
We also evaluated non-Darcy flow in the fracture. For this study, we modeled non-Darcy flow using a rate-dependent skin, D. [3] [4] [5] Similar to the two-phase flow simulations, we also varied fracture conductivity from 50 to 500 md-ft. Again, the simulation results suggest that non-Darcy flow affects primarily the early decline behavior but has no substantial impact on the long-term production profiles. For both the two-phase and non-Darcy flow simulations, vertical heterogeneity from layering and permeability contrast among layers had a much larger effect on the long-term production decline.
Effect of Well Spacing on Production Decline
All of the previous results evaluating the effects of reservoir and hydraulic fracture properties were generated for a well drilled on an 80-acre spacing. In this section, we evaluate the impact of other well spacings on the production decline behavior. Except for variations in well spacing, all reservoir and hydraulic fracture properties shown in Table 6 were used as input for the simulation cases. Figure 32 compares the simulated long-term production profiles for well spacings of 40, 80 and 160 acres per well. As expected, we observe much sharper initial decline rates as well as much steeper long-term profiles for wells drilled on closer spacing. The computed b-exponents for each well spacing also reflect our observations concerning both short-and longterm decline characteristics. As shown in Table 21 , computed b-exponents are consistently lower for smaller well spacings (for the time periods shown). Surprisingly, we also note that all b-exponents, regardless of the spacing, lie approximately in the range 0.50 < b < 1.0 after 50 years of production. The reserve estimate errors for the three well spacings considered in our study are shown in Table 22 . Similar to the previous results for various reservoir and hydraulic fracture properties, we see a direct correlation between the computed b-exponent and reserve estimate error. The results also show that the largest errors for the 40-acre and 80-acre well spacing cases occur with less than five years of production, while the errors for the 160-acre spacing case are still quite significant (greater than 10%) for the first 20 years of production. Figures 33 and 34 present the simulated layer pressures at monitoring points no. 1 and 2, respectively, for well spacings of 40-acres per well (color-filled circles) and 80-acres per wells (color-filled triangles). At pressure monitoring point 1 (Fig. 33) , we see that all HFUs for both well spacings experience some pressure depletion within the first year of production. As expected, the largest pressure reductions occur for the 40-acre spacing case. Figure 34 shows the pressure response at pressure monitoring point no. 2. Unlike most of the previous cases in which we saw little or no pressure change for the entire 50-year producing period, we see significant pressure depletion in HFU 4 for the 40-acre spacing case after 20 years of production. Based on the pressure responses shown in Figs. 33 and 34, we conclude that the well is in boundary-dominated flow after 20 years of production. And, we would expect the reserve estimate errors to be significantly lower after that time period. 
Effect of Reservoir Pressure and Temperature on Production Decline
The final phase of our simulation studies addressed the effects of both reservoir pressure and temperature conditions. Recall that all of the previous results were generated with an initial reservoir pressure of 16,200 psia (i.e., initial pore pressure gradient of 0.90 psi/ft at an average well depth of 18,000 ft) and a bottomhole reservoir temperature of 400 o F.
To assess the impact of pressure, we also simulated several cases with initial reservoir pressures of 10,800, 12,600, and 14,400 psia corresponding to pore pressure gradients of 0.60, 0.70 and 0.80 psi/ft, respectively. All simulated cases used to evaluate the effects of reservoir pressure were generated with a bottomhole temperature of 400 o F. Although not shown, the simulated production profiles generally exhibited lower initial production rates and sharper initial declines for lower initial reservoir pressures. However, both the intermediate-and long-term decline behavior were very similar for all pressures. Moreover, differences between the computed b-exponents and reservoir estimate errors were also very minor.
We also compared the production decline characteristics for reservoir temperatures of 300 o F and 400 o F for the same range of initial reservoir pressures. Again, we observed very little differences in the results generated using these two temperatures for the complete range of pressures considered.
Conclusions
Based on the results of our simulation study, we offer the following conclusions about use of an Arps decline curve methodology for evaluating reserves in tight gas sands at HP/HT reservoir conditions:
1. The most significant error source for reserve evaluations using a traditional Arps decline curve methodology is incorrect application of Arps' decline curves during either transient flow or the transitional period between the end of transient and onset of boundary-dominated flow. During both of these periods (principally the transient period), we observed b-exponents greater than one and corresponding reserve estimate errors exceeding 100 percent.
2. Although only a few of the simulated cases evaluated in our study reached true boundary-dominated flow during the first 50 years of production, we found that the reserve estimate errors were quite often less than 10 percent when the well was in the "late" transitional flow period. It appears that reserve estimate errors using the Arps models will be negligible if the least permeable layers contributing to flow represent a small percentage of the overall contacted pore volume.
3. b-exponents computed from the long-term (i.e, 50 years) decline characteristics generally approached values between 0.5 and 1.0 for the range of reservoir and hydraulic fracture properties and heterogeneities investigated in our study. Agreement between Arps' suggested b-exponent range and our simulated evaluations also indicates that, if applied under the appropriate conditions, the Arps rate-time models are appropriate for assessing reserves in tight gas sands at HP/HT reservoir conditions. 4. Hyperbolic decline behavior commonly observed in wells producing from tight gas sands is caused by various types of both reservoir and hydraulic fracture heterogeneities. Our simulated results demonstrate that low permeability alone in a homogeneous system is not sufficient to generate large bexponents and flat declines.
5. Although not shown, terminal decline rates for the simulated production ranged from about 1.5 to 5.0 percent for the ranges of reservoir and hydraulic fracture properties and heterogeneities evaluated in our study. These rates are based on our reservoir inflow model and do not account for wellbore problems that might affect well outflow performance. These results also suggest that much larger terminal decline rates may not be attributable to reservoir phenomena, but may be caused by operational problems (e.g., liquid loading in the wellbore, loss of fracture conductivity, plugging or closure of perforations, etc.).
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