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Abstract
While the problem of generating random graphs has received much attention, the problem
of generating graphs for specific classes has not been studied much. In this dissertation, we
propose schemes for generating chordal graphs, weakly chordal graphs, and strongly chordal
graphs. We also present semi-dynamic algorithms for chordal graphs and strongly chordal
graphs. As an application of a completion technique for chordal graphs, we also discuss a
1-round algorithm for approximate point placement in the plane in an adversarial model
where the distance query graph presented to the adversary is chordal.
The proposed generation algorithms take the number of vertices, n, and the number of
edges, m, as input and produces a graph in a given class as output. The generation method
either starts with a tree or a complete graph. We then insert additional edges in the tree
or delete edges from the complete graph. Our algorithm ensures that the graph properties
are preserved after each edge is inserted or deleted. We have also proposed algorithms to
generate weakly chordal graphs and strongly chordal graphs from an arbitrary graph as
input. In this case, we ensure the graph properties will be achieved on the termination of
the conversion process.
vi
We have also proposed a semi-dynamic algorithm for edge-deletion in a chordal graph.
To the best of our knowledge, no study has been done for the problem of dynamic algorithms
for strongly chordal graphs. To address this gap, we have also proposed a semi-dynamic
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A graph is a structure that represents the pairwise relationships between objects. The
objects are represented by the set of vertices of the graph and a pairwise relationship
between two objects is represented by an edge between them. We use graphs to model a large
variety of real-world problems. These problems can arise in many practical and relevant
fields, such as biology, social networks, circuit design, scheduling, telecommunication, and
data analysis. By using a graph-theoretic approach, one constructs a graph that represents
a mathematical model of the real-world aspects of a problem.
Graphs are categorized into different classes based on their properties. Among them,
chordal (also known as a triangulated, a rigid circuit) graphs are one of the most extensively
studied classes of graphs. Chordal graphs arise in many practical and relevant fields such as
computing the solutions of systems of linear equations, in database management systems,
VLSI, biology, and so on [7, 11, 12, 35, 43]. A large number of algorithms have been
developed for solving different problems for the class of chordal graphs. There are many
situations where we would like to generate input instances to test these algorithms for
1
chordal graphs. For instance, we proposed a 1-round algorithm for approximate point
placement in the plane in an adversarial model where the distance query graph presented
to the adversary is chordal (see chapter 6). Also, in one of our generation methods for
strongly chordal graphs, we generate chordal graphs as an intermediate step (see chapter 4).
Chapter 2 deals with generating methods for chordal graphs.
Weakly chordal graphs were introduced by Hayward [26] in 1985. The class of weakly
chordal graphs contains the class of chordal graphs and the class of complements of weakly
chordal graphs. A graph is chordal if it has no chordless cycles of size 4 or more, whereas
a graph G is weakly chordal (or weakly triangulated) if neither G nor its complement G
contains a chordless cycle of size 5 or more. As was done for chordal graphs, in [39], the
authors showed how to generate all linear layouts of a weakly chordal graph. A generation
mechanism for weakly chordal graphs can be used to obtain test instances for this latter
algorithm. However, until the work reported in this dissertation, no algorithm was known
for generating weakly chordal graphs, exploiting their structural properties. In chapter 3,
we present algorithms for generating weakly chordal graphs.
Strongly chordal graphs, introduced by Farber [22], are a proper subclass of the class of
chordal graphs. As such, among many definitions of a strongly chordal graph the following
has a more intuitive connection with the parent class of chordal graphs that have no induced
cycle of size greater than 3. A graph G is strongly chordal if it is chordal and every even
cycle of length 6 or more has a strong chord, that is, a chord that divides such an even
2
cycle into two paths of odd-length. The interest in this subclass stems from the fact that
many algorithmic problems are NP-complete (such as INDEPENDENT SET, CLIQUE
COLORING, CLIQUE COVER, DOMINATING SET, and STEINER TREE, etc.) for
chordal graphs are solvable in polynomial time for this subclass. For example, the k-tuple
domination problem for strongly chordal graphs can be solved in linear-time if a strong
ordering is provided [34]. While there are algorithms to recognize strongly chordal graphs,
we did not find any in the literature that can generate these. In chapter 4, we propose
algorithms for generating strongly chordal graphs. Next, in chapter 5, we present semi-
dynamic algorithms for strongly chordal graphs under deletions and insertions of edges.
In chapter 6, we discuss the point placement problem in the plane, which is a special
case of the graph embedding problem of Saxe [49]: For a given incomplete edge-weighted
graph G and a parameter k, the problem is to decide if there is a mapping of the vertices of
G to points in a Euclidean k-space such that any two vertices of G, connected by an edge,
are mapped to points, whose Euclidean distance is equal to the weight of the edge. Saxe
showed that the problem is strongly NP-complete, even when k = 1. In our version of the
problem, for a given set of points, a distance query graph is generated and submitted to
the adversary where the adversary is the source of true distances. When the distance query
graph is chordal, then there exists a sequence of chordal graphs such that each intermediate
graph is obtained by adding exactly one new edge to the immediately previous graph by
using a distance matrix completion algorithm. After completion of the distance matrix, we
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can compute the locations of the points.
In the next section, we collect in one place some common graph-theoretic terminology
used throughout the dissertation. In section 1.2, we describe all the obtained results of this
dissertation.
1.1 Preliminaries
Let G = (V,E) be an undirected graph with n(= |V |) vertices and m(= |E|) edges. The
neighborhood N(v) of a vertex v is the subset of vertices {u ∈ V | {u, v} ∈ E} of V . The
closed neighborhood N [v] of a vertex v is the set N(v)∪{v}. Figure 1.1 shows a graph where
n = 5, m = 7, and the neighbors of v3 is N(v3) = {v1, v4}, while the closed neighborhood




Figure 1.1: A graph with 5 vertices and 7 edges
E(S) = {{u, v} ∈ E | u ∈ S and v ∈ S}, let G[S] denote the subgraph of G induced by
S, namely the subgraph (S,E(S)). In other words, an induced subgraph is a subset of the
vertices of a graph G together with any edges whose endpoints are both in this subset.
In Fig. 1.1, if S = {v1, v3, v4}, then G[S] is the induced subgraph containing the edges
E(S) = {{v1, v3}, {v1, v4}, {v3, v4}}.
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A path in a graph G is a sequence of vertices [vi, vi+1, . . . , vk], where {vj , vj+1} for
j = i, i+ 1, . . . , k− 1, is an edge of G. The first vertex is known as the start vertex, the last
vertex is called the end vertex, and the remaining vertices in the path are known as internal
vertices. A cycle is a closed path where the start vertex and the end vertex coincide. The
size of a cycle is the number of edges in it. A clique in G is a subset of vertices (S ⊆ V ) of
G, where its induced subgraph G[S] is complete. A maximal clique is a clique that cannot
be extended by including one more adjacent vertex. A graph on n vertices that forms a
clique on n vertices is called a complete graph.
1.2 Obtained Results of this Dissertation
In this section, we describe the results obtained in this dissertation.
Chordal Graph Generation and Maintenance. We propose unified methods
(Unified-Deletion and Unified-Insertion) for the generation of chordal graphs. The uni-
fied methods take the number of vertices and the number of edges as input and produce
chordal graphs by maintaining a clique tree. The algorithms unify the insertion or deletion
of edges in a chordal graph by maintaining the clique tree following a dynamic algorithm for
chordal graphs by Ibarra [30]. The main advantage of the proposed methods that they can
generate a connected chordal graph for the exact number of vertices and edges. Unified-
Insertion is suitable to generate sparse chordal graphs and Unified-Deletion is suitable to
generate dense chordal graphs. We propose a method for generating a chordal graph from
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an arbitrary graph based on a theorem by Dirac [18]. This generation method exploits
the fact that chordal graphs can be generated by taking their unions. We present a semi-
dynamic algorithm for chordal graphs under edge-deletions. This algorithm only requires
maintenance of the basic adjacency matrix data structure.
Weakly Chordal Graph Generation. We describe a separator based method for
generating weakly chordal graphs. The proposed method allows us to exploit the structural
properties of a weakly chordal graph. An additional feature of our algorithm is that an
added edge can be a non-two-pair edge. This result has been accepted to publish in Discrete
Mathematics, Algorithms and Applications [45]. We present an algorithm for generating a
weakly chordal graph from an arbitrary input graph. The algorithm is based on the theorem
for recognizing weakly chordal graphs due to Berry et al. [9]. This problem was listed as an
open problem in [9].
Strongly Chordal Graph Generation and Maintenance. We discuss three strongly
chordal graph generation algorithms based on three different characterizations namely, to-
tally balanced matrices [22], forbidden subgraph [22], and intersection graph [21] charac-
terization. To the best of knowledge, these are completely new results. We propose semi-
dynamic algorithms for deletions and insertions of edges into a strongly chordal graph. The
proposed semi-dynamic algorithms are based on two different characterizations of strongly
chordal graphs. The deletion algorithm is based on a strong chord characterization, while
the insertion algorithm is based on a totally balanced matrix characterization.
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Chordal Graphs and Point Placement in the Plane. As an application of chordal
graphs, we propose a 1-round algorithm for approximate point placement in the plane in
an adversarial model where the distance query graph presented to the adversary is chordal.
The remaining distances are determined using a distance matrix completion algorithm for
chordal graphs, based on a result by Bakonyi and Johnson [6]. The layout of the points
is determined from the complete distance matrix using the traditional Young-Householder
approach [57]. We show how the fact that chordal graphs form a completion class can be
used to solve this point placement problem. To the best of our knowledge, such a connection
has not been exploited before. This result have been published in Proceedings of the 17th
International Conference on Computational Science and Its Applications (ICCSA) [46]. An
extended version of this work (the extended part is not included in this dissertation) has
been published in Transactions on Computational Science [44].
1.3 Organization of this Dissertation
The remainder of this dissertation is organized as follows.
In chapter 2, we discuss methods for generating chordal graphs and a semi-dynamic
algorithm under for chordal graphs under edge-deletions. Chapter 3 describes generation
methods for weakly chordal graphs. In chapter 4, we present methods for generating strongly
chordal graphs. Chapter 5 focuses on semi-dynamic algorithms for deletions and insertions
of edges into a strongly chordal graph. In chapter 6, we introduce a 1-round algorithm
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for point placement in the plane in an adversarial model where the distance query graph
presented to the adversary is chordal. Finally, chapter 7 highlights the contributions of this
dissertation with discussions and provides direction for possible future work.
1.4 Summary
In this chapter, we stated and motivated the graph generation problems for different classes
of graphs. This chapter also presented some common graph-theoretic terminologies.
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Chapter 2
Chordal Graph Generation and
Maintenance
Chordal graphs are one of the most studied classes of graphs. We start this chapter by
defining chordal graphs with the well-known standard characterizations of chordal graphs.
In section 2.2 of this chapter, we propose unified methods for the generation of chordal
graphs. The unified methods take the number of vertices and the number of edges as input
and produce chordal graphs by maintaining a clique tree. A third method for generating
chordal graphs from an arbitrary graph is based on a modified version of an algorithm
by Dirac [18]. The modified version introduces fewer edges compared to the algorithm by
Dirac. This appears in section 2.3. In section 2.4, we propose a semi-dynamic algorithm
for chordal graphs under edge-deletions. This algorithm only requires maintenance of the
basic adjacency matrix data structure.
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2.1 Preliminaries
In this section, we review different characterizations of chordal graphs and existing algo-
rithms for generating them.
2.1.1 Chordal Graphs
A chord of a cycle in a graph G = (V,E) is an edge joining two non-consecutive vertices.
For instance, in the graph of Fig. 2.1, the edge between v1 and v4 is a chord of the cycle
〈v1, v2, v4, v3〉. A graph G is said to be chordal if it has no induced chordless cycles of size




Figure 2.1: A chordal graph
2.1.2 Perfect Elimination Ordering
An elimination ordering, α of the vertices of G is a map α : {1, 2, . . . ., n} → V . Thus, α(i)
is the ith vertex in the elimination ordering and α−1(vi) is the index of vi in α. A vertex
v is said to be simplicial if N(v) is a clique, that is, a complete subgraph on N(v). The
vertex v3 is simplicial in Fig. 2.1 because N(v3) = {v1, v4} is a complete subgraph. The
ordering α is a perfect elimination ordering (or simplicial ordering) if for 1 ≤ i ≤ n, the
vertex vi is simplicial in the induced graph on the vertex set {vi, vi+1, . . . ., vn}. For the
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chordal graph of Fig. 2.1, a perfect elimination ordering is: α(1) = v3, α(2) = v4, α(3) =
v2, α(4) = v1 and α(5) = v0, obtained from the following label lists of the vertices over
five steps using Lexicographic breadth-first search (Lex-BFS) [48] algorithm. The following
v0 v1 v2 v3 v4
Step 0 () () () () ()
Step 1 () (5) (5) () ()
Step 2 () (5) (5,4) (4) (4)
Step 3 () (5) (5,4) (4) (4,3)
Step 4 () (5) (5,4) (4,2) (4,3)
Lex-BFS algorithm is due to Rose et al. [48]. As shown by Dirac [18], every non-trivial
Algorithm 2.1 Lex-BFS
Input: A graph G
Output: A perfect elimination ordering α
1: Assign the empty label list, (), to each vertex in V
2: for i← n to 1 do
3: Pick an unnumbered vertex v ∈ V with the lexicographically largest label list
4: Set α(i)← v
5: For each unnumbered vertex w adjacent to v, add i to the label list of w
6: end for
7: return α
chordal graph has at least two non-adjacent simplicial vertices. The following theorem due
to Fulkerson and Gross states that chordal graphs are characterized by the existence of a
perfect elimination ordering of its vertices.
Theorem 2.1 [23] A graph G is chordal if and only if there exists a perfect elimination
ordering of its vertices.
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2.1.3 Minimal Vertex Separators
A subset of vertices S ⊂ V is a vertex separator of G if it separates the graph into two
or more distinct connected components of G[V − S]. If S separates u and v into two
components, then S is said to be a u − v separator. If no proper subset of S is an u − v
separator, then S is a minimal u − v separator. For the graph shown in Fig. 2.1, {v1, v4}
is a minimal v2 − v3 separator. The following theorem by Dirac [18] characterizes chordal
graphs in terms of their minimal separators.
Theorem 2.2 [18] A graph G is chordal if and only if every minimal vertex separator of
G is complete in G.
2.1.4 Weighted Clique Intersection Graphs
Let KG denotes the set of all maximal cliques in G. The weighted clique intersection graph,
denoted by WKG , has KG as its vertex set. Two distinct maximal cliques K and K
′ are
joined by an edge if K ∩K ′ 6= ∅ and the weight of this edge is set to |K ∩K ′|. Figure 2.2(b)
is the weighted clique intersection graph of Fig. 2.2(a). There are three maximal cliques
v0v1v2, v1v2v4, and v1v3v4 in G. The weight of each edge is also set appropriately. Note the
WKG of a complete graph consists of a single vertex only because the only maximal clique
















Figure 2.2: (a) Chordal graph (G), (b) Weighted clique intersection graph (WKG), (c)
Clique tree (T )
2.1.5 Clique Trees
A clique tree T of a graph G is a spanning tree of WKG that satisfy the following clique-
intersection property:
For every pair of distinct cliques K,K ′ ∈ KG, the set K∩K ′ is contained in every clique
on the path connecting K and K ′ in the tree.
Indeed, G is a chordal graph if and only if it has a clique tree. A greedy spanning tree
algorithm (e.g., Kruskal’s algorithm) can be used to construct a clique tree.
Note the clique tree T of WKG of a complete graph is a singleton node only. Figure 2.2(c)
is a clique tree of the weighted clique intersection graph of Fig. 2.2(b). It is easy to verify
that it satisfies the clique-intersection property.
Yannakakis and Tarjan [53] designed the well-known Maximum Cardinality Search
(MCS) algorithm for ordering the vertices of a graph G that turns out to be the reverse of
a Perfect Elimination Ordering (PEO) if the graph is chordal. At each step, the algorithm






for i← n to 1 do
Choose a vertex v ∈ V − Li+1 for which |adj(v) ∩ Li+1| is maximum
α(v)← i
new card← |adj(v) ∩ Li+1|
if new card ≤ prev card then
s← s+ 1
Ks ← adj(v) ∩ Li+1
if new card 6= 0 then
k ← min{j|vj ∈ Ks}
p← clique(vk)




Ks ← Ks ∪ {vi}
Li ← Li+1 ∪ {vi}
prev card← new card
end for
Figure 2.3: Expanded-MCS [11]
of numbered vertices, with ties broken arbitrarily. The MCS algorithm runs in O(n + m)
time.
Blair and Peyton [11] present an efficient algorithm for computing a clique tree, which is
an extension of the MCS algorithm. We used this expanded version of the MCS algorithm
to obtain a clique tree from G in O(n + m) time. This algorithm computes a clique tree




In [3], the authors proposed an algorithm for generating chordal graphs by using a PEO.
In each iteration, a vertex is chosen from the PEO, and the vertices adjacent to it in G are
turned into a clique by inserting additional edges as needed.
In [36], Markenzon et al. proposed two methods for the generation of chordal graphs.
The first method adds edges incrementally while maintaining chordality. The method is
simple, dispensing with the need for any auxiliary data structure. The second method adds
vertices incrementally while maintaining a perfect elimination ordering of the vertices and
also a clique tree representation of the graph. The first method generates sparse graphs,
while the second method generates dense ones. The first method makes crucial use of the
following theorem.
Theorem 2.3 [36] Let G = (V,E) be a connected chordal graph and u, v ∈ V , {u, v} /∈ E.
The augmented graph G+{u, v} is chordal if and only if G[V −Iu,v] is not connected, where
Iu,v = N(u) ∩N(v).
The number of vertices, n, and the number of edges, m, are the two inputs to this
method. This method starts with the generation of a tree with the given number of vertices
n. After the tree generation phase, m − n + 1 more edges are added. The algorithm adds
a new edge, provided chordality is preserved.
The second method is based on the following lemma:
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Lemma 2.4 [36] Let G = (V,E) be a chordal graph, v /∈ V a new vertex and Q ⊆ V a
clique of G. The graph JOIN(G,Q, v) = (V ∪ {v}, E ∪ {(v, x)|x ∈ Q}) is also chordal.
This method takes the number of vertices and an upper bound of the number of edges
as input. This algorithm makes the crucial use of a clique tree of a chordal graph. The
generation method starts with a single vertex. Then, in every iteration, a new vertex is
added and joined it to a clique. To increase the number of edges, the algorithm randomly
picks maximal cliques and merges these to attain the specified upper bound on the number
of edges.
Seker et al. [51] proposed an algorithm for the generation of “random” chordal graphs.
The algorithm is based on the characterization that a graph G is chordal if and only if G is
the intersection graph of subtrees of a tree. The algorithm starts by generating a random
tree T on n nodes [47]. Next, it creates average k-sized n random subtrees of T . Then, G is
produced as the intersection graph of the chosen subtrees. The algorithm takes n and k (a
random integer) as input and produces a chordal graph G on n vertices. But the number of
edges, m, in the resulting graph is not fixed for the same n and k. The authors claim that
their generation algorithm can generate a “random” chordal graph, but no proof is given
to support this claim other than an experimental analysis of the distribution of maximal
cliques.
In section 2.2, we present unified methods for the generation of chordal graphs. In
section 2.3, we propose a modified version of an algorithm by Dirac [18] to generate chordal
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graphs from arbitrary graphs. Section 2.4 explains the semi-dynamic algorithm for a chordal
graph under edge-deletions.
2.2 Unified Chordal Graph Generation
We propose two algorithms for generating chordal graphs. Both algorithms take the num-
ber of vertices (|V | = n) and the number of edges (|E| = m) as input and produce a
chordal graph as an output. One algorithm deletes edges from the initial graph (a complete
graph) and the other algorithm adds edges to the initial graph (a tree). The first algo-
rithm (Unified-Deletion) generates a complete graph on n vertices and then deletes edges
from this complete graph until m edges are left. On the other hand, the second algorithm
(Unified-Insertion) generates a random connected tree on n vertices and then adds edges till
there are m edges. For both algorithms, we maintain a clique tree to enable the insertion
or deletion of edges so that chordality is preserved. Finally, a chordal graph is generated
from a clique tree. The algorithms unify the insertion or deletion of edges in a chordal
graph by maintaining the clique tree following a dynamic algorithm for chordal graphs by
Ibarra [30]. In sections 2.2.2 and 2.2.3, we present both methods (Unified-Deletion and
Unified-Insertion) with algorithms and examples. One of the main advantages of the pro-
posed unified algorithms is that chordal graphs can be generated for the exact number of
vertices and edges. We also ran some experiments where we generated chordal graphs for
different sets of vertices and edges and analyzed these with respect to different attributes
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(such as the number of max cliques, min/max/mean clique size, etc.).
The rest of the section is organized as follows. Section 2.2.1 explains dynamic deletion
and insertion algorithms for chordal graphs with examples. In sections 2.2.2 and 2.2.3, we
present unified methods for the generation of chordal graphs. Section 2.2.4 discusses the
complexity with experimental results. Finally, section 2.2.5 contains concluding remarks
and open problems.
2.2.1 Dynamic Maintenance of Chordal Graphs
The algorithm due to Ibarra [30] maintains a clique tree representation of a chordal graph
G which it queries to determine if deleting (G− {u, v}) from or inserting (G+ {u, v}) into
G an arbitrary edge {u, v} preserves chordality or not.
Deletion of an Edge from a Chordal Graph:
The deletion of an edge {u, v} is decided based on the following theorem:
Theorem 2.5 [30] Let G be a chordal graph with edge {u, v}. Then G− {u, v} is chordal
if and only if G has exactly one maximal clique containing {u, v}.
Algorithm 2.2 Delete-Query [30]
Input: A clique tree T of a chordal graph G and an edge {u, v} to be deleted
Output: Return True or False
1: canBeDeleted← False
2: if the edge {u, v} belongs to exactly one node (x) in T then
3: canBeDeleted← True





That is, an edge {u, v} can be deleted if and only if a unique node in the clique tree
containing the edge {u, v}. Then the delete operation is performed and the clique tree is
updated. The node containing the edge {u, v} can be replaced with 0, 1, or 2 nodes [30].
These situations are explained with examples in Fig. 2.4. Algorithm Delete deletes the edge
{u, v}, and updates the clique tree.
v0 v1
v2v3
v0v1v3 v1v2v3 v2v3v0v1v3 v1v3
v0 v1
v2v3
G T T G− {v1, v2}T
v1v3 is not maximal
v0v1v3 v2v3
after deleting{v1, v2}







G T G− {v1, v3}
v0v2v3 and v0v1v2 are maximal












G− {v0, v1}T after deleting{v0, v1}
2 2 2 1 2
(c)
Figure 2.4: Different scenarios illustrated that the clique tree node containing the edge {u, v}
can be replaced with 0, 1, or 2 nodes.
Insertion of an Edge into a Chordal Graph:
Whether an edge {u, v} can be inserted or not is decided based on the following two theo-
rems:
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Algorithm 2.3 Delete [30]
Input: A clique tree T of a chordal graph G and an edge {u, v} to be deleted
Output: An updated Clique tree after deleting {u, v}
1: deleted← False
2: if Delete−Query(T, u, v) returns True then
3: For every y ∈ N(x), test whether u ∈ Ky or v ∈ Ky and whether w(x, y) = k − 1 .
w(x, y) = |Kx ∩Ky|





add edge {x1, x2} with w(x1, x2) = k − 2. . Kux = Kx − {v} and Kvx = Kx − {u}
5: if y ∈ Nu then . Nu = {y ∈ N(x)|u ∈ Ky}
6: replace {x, y} with {x1, y}
7: end if
8: if z ∈ Nv then . Nv = {z ∈ N(x)|v ∈ Kz} and Kz is a maximal clique
9: replace {x, z} with {x2, z}
10: end if
11: if w ∈ Nuv then . Nuv = {w ∈ N(x)|u, v /∈ Kw} and Kw is a maximal clique
12: replace {x,w} with {x1, w} or {x2, w} (chosen arbitrarily)
13: end if
14: if Kux and K
v
x are both maximal in G− {u, v} then
15: return deleted and the updated clique tree T
16: end if
17: if Kux is not maximal because K
u
x ⊂ Kyi for some yi ∈ Nu then
18: choose one such yi arbitrarily, contract {x1, yi}, and replace x1 with yi
19: end if
20: if Kvx is not maximal because K
v
x ⊂ Kzi for some zi ∈ Nv then
21: choose one such zi arbitrarily, contract {x2, zi}, and replace x2 with zi
22: end if
23: deleted← True
24: return deleted and the updated clique tree T
25: end if
Theorem 2.6 [30] Let G be a chordal graph without edge {u, v}. Then G + {u, v} is
chordal if and only if there exists a clique tree T of G such that u ∈ Kx, v ∈ Ky for
some {x, y} ∈ T , where Kx and Ky are two maximal cliques, x and y are two nodes in T ,
{x, y} ∈ T represents an edge between x and y in T .
Theorem 2.7 [30] Let G be a chordal graph without edge {u, v}. Let T be a clique tree
of G and let x, y be the closest nodes in T such that u ∈ Kx, v ∈ Ky. Assume {x, y} /∈ T .
There exists a clique tree T ′ of G with u ∈ Kx′, v ∈ Ky′ and {x′, y′} ∈ T ′ if and only if the
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minimum-weight edge e on the x− y path in T satisfies w(e) = w(x, y).
That is, an edge {u, v} can be inserted if {x, y} ∈ T or there is a path between x and y
in the clique tree such that the minimum-weight of an edge on the x − y path is equal to
the overlap of Kx and Ky. If one of these conditions is satisfied, then the edge {u, v} can
be inserted and the clique tree is updated. Theorem 2.7 is illustrated with an example in
Fig. 2.5. Assume we want to insert an edge {v3, v5}, where the vertex v3 is in maximal
clique v2v3v6 (say x) and the vertex v5 is in maximal clique v5v6v7 (say y). There is no edge
between x and y in T but the minimum-weight edge e on the x − y path in T is 1 which
satisfies w(e) = w(x, y). The updated clique tree and the resulting graph after inserting
{v3, v5} is shown in Figs. 2.5(c) and 2.5(d), respectively. In general, the nodes x and y can
Algorithm 2.4 Insert-Query
Input: A clique tree T of a chordal graph G without the edge {u, v} to be inserted
Output: Return True or False
1: canBeInserted← False
2: Find the closest nodes x, y ∈ T such that u ∈ Kx, v ∈ Ky
3: if {x, y} ∈ T then
4: canBeInserted← True
5: return canBeInserted and the nodes x, y
6: else
7: Find the minimum weight edge e on the x− y path in T
8: if w(e) == w(x, y) then
9: canBeInserted← True
10: return canBeInserted and the nodes x, y






be replaced with 1, 2, or 3 nodes [30]. These situations are explained with examples in
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(d) G+ {v3, v5}
Figure 2.5: Illustration of theorem 2.7
v0 v1
v2v3
v0v1v3 v1v2v3 v1v2v3v0v1v3 v0v1v2v3 v0v1v2v3
v0 v1
v2v3
G T T G+ {v0, v2}
v0v1v3 and v1v2v3 are not maximal
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v0 v1
v2v3
G T T G+ {v0, v2}
v2v3 is not maximal
v0v1v3 v0v2v3
T after inserting{v0, v2}
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v0v4v3 v1v2v3 v1v2v3v0v4v3 v0v1v3
v0 v1
v2v3
T G+ {v0, v1}




G T after inserting{v0, v1}
1 2 2
(c)
Figure 2.6: Different scenarios illustrated that the nodes x and y can be replaced with 1, 2,
or 3 nodes.
The query operations for checking an edge can be deleted or inserted run in O(n) time,
and the deletion and insertion operations also run in O(n) time, where n is the number of
vertices.
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Algorithm 2.5 Insert [30]
Input: A clique tree T of a chordal graph G and an edge {u, v} to be inserted
Output: An updated Clique tree after inserting {u, v}
1: inserted← False
2: if Insert−Query(T, u, v) returns “True” then
3: Replace edge {x, y} in T with new node z representing Kz = I ∪ {u, v} and add
edges {x, z}, {y, z}, each with weight |I|+ 1 where I = Kx ∩Ky
4: Determine whether Kx, Ky are maximal in G+ {u, v} by comparing |Kx|, |Ky|, and
w(x, y)
5: if Kux and K
v
x are both maximal in G+ {u, v} then
6: return inserted and the updated clique tree T
7: end if
8: if Kx is not maximal then
9: contract {x, z} and replace x with z
10: end if
11: if Ky is not maximal then
12: contract {y, z} and replace y with z
13: end if
14: inserted← True
15: return inserted and the updated clique tree T
16: end if
2.2.2 First (Unified-Deletion) Method
The Unified-Deletion algorithm starts by generating a complete graph on n vertices. The
next step is to generate a clique tree (T ) from the complete graph. Initially, the clique tree
(T ) consists of a single node. We update T after every deletion. The algorithm iterates
m′ −m times (where m′ = n(n−1)2 is the number of edges in a complete graph) and deletes
edges until m edges are left. Whether an edge {u, v} can be deleted or not is decided based
on the Delete-Query algorithm, discussed in the previous section. If Delete-Query algorithm
returns “True” and the node x from the clique tree, then the Delete algorithm deletes the
edge {u, v} and updates the clique tree. In the final step, we construct a chordal graph (G)
from the clique tree (T ).
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Algorithm 2.6 Unified-Deletion
Input: The number of vertices n and the number of edges m
Output: A chordal graph (G)
1: Generates a complete graph (G) on the given n
2: Generates a clique tree (T ) from G
3: p← 0; q ← m′ −m . m′ = n(n−1)2 (no. of edges in the complete graph)
4: while p < q do
5: Choose a pair of vertices u and v at random
6: if the edge {u, v} does not exist then
7: continue
8: else
9: if Delete(T, u, v) returns True then




14: Construct a chordal graph (G) from the clique tree (T )
When we choose an edge {u, v} to delete from G, a failure may occur. That is, a random
edge is picked for deletion but the deletion of this edge violates the chordality property and
the algorithm Delete-Query returns “False”. Another edge {u, v} is chosen at random until
an edge is found that can be deleted. This may require several unsuccessful trials. To avoid
picking an edge that is already deleted, we maintain two different lists. One list contains the
candidate edges for deletion and the other list includes the edges which have been previously
deleted.
Since we are interested in generating connected chordal graphs, if there is a maximal
clique containing one edge only, this edge is not deleted even if the conditions for dele-
tion are satisfied. This is another reason for an edge to be not picked for deletion. The
Unified-Deletion method is suitable for generating dense chordal graphs. We use the running
intersection property [11] to obtain the connected chordal graph from the clique tree.
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Running Intersection Property [11] A total ordering of the cliques in KG, say K1,K2, . . .Km,
has the running intersection property (RIP) if for each clique Kj, 2 ≤ j ≤ m, there exists
a clique Ki, 1 ≤ i ≤ j − 1, such that Kj ∩ (K1 ∪K2 ∪ · · · ∪Kj−1) ⊂ Ki.
Markenzon et al. [36] showed how to construct the adjacency list for G in O(m) time
by iterating over all the nodes in the clique tree (T ), where m is the number of edges in
the generated final chordal graph. When processing a node in the clique tree, we partition
the vertices into two sublists: a list with old vertices and another list with new vertices.
The new list contains all the new vertices and a complete subgraph is created on this set.




















Figure 2.7: Chordal graph generation: Unified-Deletion
Figure 2.7 shows an example of generating a chordal graph with 5 vertices and 8 edges.
The first two steps of the Unified-Deletion algorithm are shown in the first two Figs. 2.7(a)
and 2.7(b). The clique trees after deleting {v2, v3} and {v2, v0} are shown in Figs. 2.7(c)
and 2.7(d), respectively. Figure 2.7(e) shows the generated chordal graph with 5 vertices
and 8 edges.
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2.2.3 Second (Unified-Insertion) Method
The Unified-Insertion algorithm works in a similar way as the Unified-Deletion algorithm.
The main differences here we start with a tree and then add edges to the tree. A tree on
n vertices can be generated in O(n) time using Prüfer coding [42] or by starting with a
tree containing a single node and then add a new node by making it adjacent to one of
the existing nodes in the tree, chosen at random [47]. Here we generate tree on n nodes
as follows: starting with a single node, we add new ones either by splitting an edge into
two or joining a new node to an existing node, chosen at random. The second step of the
algorithm generates a clique tree (T ). In the next step, the Insert algorithm adds an edge if
the Insert-Query algorithm returns “True”. The while loop iterates m−n+1 times, adding
as many edges.
Algorithm 2.7 Unified-Insertion
Input: The number of vertices n and the number of edges m
Output: A chordal graph (G)
1: Generates a tree graph (G) on the given n
2: Generates a clique tree (T ) from G
3: p← 0; q ← m−m′ . m′ = n− 1 (the no. of edges in the tree graph (G))
4: while p < q do
5: Choose a pair of vertices u and v at random
6: if the edge {u, v} already exists then
7: continue
8: else
9: if Insert(T, u, v) returns True then




14: Construct a chordal graph (G) from the clique tree (T )
































Figure 2.8: Chordal graph generations: Unified-Insertion
edge is picked for insertion but the insertion of this new edge violates chordality and Insert-
Query returns “False”. Another edge {u, v} is chosen at random until there is an edge to
be inserted. This may require many trials to pick an edge for insertion. To avoid picking an
edge that already exists, we compute Kx \ {Kx ∩Ky} and Ky \ {Kx ∩Ky} and then choose
a vertex from each set for insertion. It is evident that we will always find an edge to insert.
The last step is to construct a chordal graph (G) from the clique tree (T ) by applying the
running intersection property [11] as stated before.
Figure 2.8 illustrates the Unified-Insertion method, adding two edges ({v2, v4} and
{v3, v4}), in that order, into the graph. The resulting chordal graph is shown in 2.8(e).
2.2.4 Complexity and Experimental Results
For the Unified-Insertion approach, the complexity of generating a tree is O(n). The com-
putation of building a clique tree requires O(n+m′) time, where n is the number of vertices
and m′ is the number of edges in the tree. Each Insert-Query, Insert, Delete-Query, and
Delete operations can be performed in O(n) time. Since we pick edge in random, the inser-
tion/deletion of an edge may violate the chordality. To insert m−m′ edges, we may query
m−m′ + k times, where m′ = n− 1 and k is the number of unsuccessful trials. An upper
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bound on the Insert-Query operations is (m−m′ + k)O(n). Similarly, an upper bound on





and k is the number
of unsuccessful trials. The construction of a chordal graph from a clique tree takes O(m)
time, where m is the number of edges in the generated final chordal graph.






















5647 Insert 1 627 2 10 6.93 1.36
50375 Insert 1 484 37 65 53.29 4.39
252238 Delete 1 302 2 699 30.75 125.45
399907 Delete 1 117 2 884 90.77 236.22
2500
35290 Insert 1 1442 9 22 15.53 2.21
322434 Insert 1 1220 116 151 134.11 5.80
1572067 Delete 1 739 2 1762 31.29 202.97
2509819 Delete 1 272 2 2229 107.40 430.21
(a) n = 1000,m = 5647 (b) n = 1000,m = 50375
(c) n = 1000,m = 252238 (d) n = 1000,m = 399907
Figure 2.9: Maximal clique distributions
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Table 2.1 shows experimental results of the unified chordal graph generation methods
where the first two columns represent the number of vertices and the number of edges,
respectively. The third column represents the selected method. Column 4 represents the
number of connected components in the resulting chordal graph and column 5 represents
the number of maximal cliques. Column 6-8 represents the minimum, maximum, and
mean clique size. The last column shows the standard deviation of clique sizes. We ran
experiments on two different sets of vertices with a different number of edges. We choose a
method, based on the minimal number of edges needed to insert or delete to reach m.
Seker et al. [51] studied the distribution of maximal cliques to show the varieties of
the generated chordal graphs. We also tried to do a similar study here to understand
whether the distribution of cliques tells anything about the randomness of the generated
chordal graph. Figure 2.9 shows the distribution of maximal cliques, where the maximal
clique distributions in Figs. 2.9(a) and 2.9(b) demonstrate output graphs contain maximal
cliques of many different sizes. We observe that the medium-size maximal cliques become
visible relative to the small and large maximal cliques. In the other two cases (delete), it
seems that we have more small maximal cliques with few large maximal cliques than the
other maximal cliques. An interesting open problem would be to generate chordal graphs
uniformly at random. There are published works on the uniform generation of random
regular graphs ([37, 55]). A polynomial-time algorithm is presented for the fast uniform
generation of regular graphs by Jerrum and Sinclair [31].
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2.2.5 Discussion
We proposed unified methods to generate chordal graphs. These methods used the clique
tree data structure for chordal graphs. The first method (Unified-Deletion) starts with a
complete graph and is more suitable for generating dense chordal graphs. On the other
hand, the second method (Unified-Insertion) is more suitable for generating sparse chordal
graphs. One of the advantages of the proposed methods that they can generate a connected
chordal graph for the exact number of vertices and edges.
2.3 k-chromatic Chordal Graph Generation
In this section, we present a modified version of an algorithm by Dirac [18] for generating
k-chromatic chordal graphs. The parameter k is bounded below by the clique size and upper
bounded by |V | − |M | + 1 of the generated graph, where |V | is the number of vertices in
the graph and |M | is the size of a maximal set of independent vertices.
The following subsection defines some terminologies. In subsection 2.3.2, we present our
algorithm. Finally, section 2.3.3 contains concluding remarks.
2.3.1 Definitions
A graph H = (V,E + F ) is called a triangulation of G = (V,E) if H is chordal. A
triangulation H = (V,E + F ) of G = (V,E) is minimal if and only if the removal of any
single fill edge from H results in a non-chordal graph [48]. An independent vertex set of a
graph G is a subset of vertices that have no edges between them. An independent vertex
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set is maximal if it is not a subset of any other independent vertex set. A graph coloring
is an assignment of colors to the vertices of a graph G such that no two adjacent vertices
have the same color. If a coloring uses at most k-colors, it is known as a k-coloring and the
minimum number of colors needed to color the vertices in G is the chromatic number of the
graph. A graph that can be assigned a k-coloring is k-colorable, and it is k-chromatic if its
chromatic number is exactly k.
2.3.2 The Algorithm
In this section, we present an algorithm for the construction of k-chromatic chordal graphs.
The algorithm is based on the following theorem due to Dirac:
Theorem 2.8 [18] From any graph with n vertices which contains α mutually independent
vertices, it is always possible to obtain a (n− α+ 1)-colorable rigid circuit graph by adding
edges.
Algorithm 2.8 k-chromaticChordalGraph
Input: An arbitrary graph G = (V,E)
Output: A chordal graph G
1: Find a maximal set of α mutually independent vertices (M) from arbitrary graph
2: n′ = n \M . n′ represents the set of not mutually independent vertices
3: Create complete subgraph on n′
Algorithm 2.8 takes an arbitrary graph as input and turns it into a chordal graph.
To generate an arbitrary graph, we used the algorithm called ‘dense gnm random graph’
method by Keith M. Briggs, which is inspired by Knuth’s Algorithm S (Selection sampling
technique), in section 3.4.2 of [32]. This random graph generation method takes the number
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of vertices (n) and the number of edges (m) as input and produces a random graph. For
the given n, we compute m as a random value lying in the range between n− 1 and n(n−1)2 .
Then we pass n and m to the ‘dense gnm random graph’ method. The resulting graph may
not be connected and is considered as input to the Algorithm 2.8.
The next step is to find a mutually independent set of vertices (M) of the arbitrary
graph. We used the approximation algorithm by Boppana and Halldórsson [13] to find M .
We get n′ by subtracting M from n. Now we create a complete subgraph on n′ by making it
into a clique. The resulting graph is chordal because of the following theorem due to Dirac:
Theorem 2.9 [18] If n1 and n2 are rigid circuit graphs and n1 ∩ n2 is a clique or empty,
then n1 ∪ n2 is a rigid circuit graph.
Algorithm 2.9 LB-Triang [8]
Input: An arbitrary graph G = (V,E)
Output: A minimal fill-in F of G, A minimal triangulation H = (V,E + F ) of G.
1: Choose an arbitrary order σ of V
2: for each vertex x in V taken in the order σ do
3: Compute N [x]
4: if N [x] 6= V then
5: Compute the set of connected components CG(NH [x])
6: for each connected component C in CG(NH [x]) do




Dirac’s method introduces more edges than required to turn the graph induced by n′ into
a chordal graph. To obtain a sparser chordal graph, we apply the LB-Triang algorithm
proposed by Anne Berry in [8] to the graph induced by n′. Before using the LB-Triang
algorithm on n′, we make the neighborhood of each vertex in M into a clique. Note that
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Dirac’s theorem still holds as the neighborhood of each vertex in the independent set being
an induced subgraph of a chordal graph is also chordal. The LB-Triang algorithm described
below produces a minimal triangulation on n′.
Algorithm 2.10 k-chromaticChordalGraphModified
Input: An arbitrary graph G = (V,E)
Output: A chordal graph G
1: Find a maximal set of α mutually independent vertices (M) from arbitrary graph
2: for each vertex α in M do
3: Compute N [α]
4: Make the N [α] a clique
5: end for
6: n′ = n \M . n′ represents the set of not mutually independent vertices





























Figure 2.10: Construction of k-chromatic chordal graphs
The modified version of the Algorithm 2.8 is given in Algorithm 2.10, where we made
the neighborhood of each α a clique and then we applied LB-Triang on the graph induced
by n′. Figure 2.10 shows an example of a chordal graph generation using both algorithm 2.8
and algorithm 2.10. Assume {v0, v1, v2} are the mutually independent set of vertices. Al-
gorithm 2.8 creates a complete subgraph on the set of vertices {v3, v4, v5, v6, v7, v8}. On the
other hand, Algorithm 2.10 introduces three edges {v3, v7}, {v4, v6}, and {v4, v7} only by
applying LB-Triang algorithm 2.9 on the same set of vertices (n′). The neighborhood of
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{v0, v1, v2} is already a clique. We can color the mutual set of vertices using the same color
but we need different colors for the non-mutual set of vertices if we apply algorithm 2.8
because the non-mutual set of vertices forms a clique. Thus the chordal graph produced
by algorithm 2.8 is (n − α + 1) colorable. The chordal graph obtained by algorithm 2.10
is also (n − α + 1) colorable but we may need fewer colors if the induced graph on the
set of non-mutual vertices is not complete. In the worst case, we can find the maximum
independent set in O(n/(log n)2) time [13]. The time requires for the set difference is linear
in the sizes of the two sets and is thus bounded by O(n). The complexity of LB-Triang is
O(nm) [8].
2.3.3 Discussion
We modified the k-chromatic chordal graph generation algorithm proposed by Dirac. For
the same set of vertices, we can generate chordal graphs by introducing fewer edges. This
is achieved by making the neighborhoods of a mutually independent set of vertices into
cliques and applying the LB-Triang algorithm on the non-mutual set of vertices of the given
graph G. The resulting chordal graph is still k-colorable but may require fewer colors. An
interesting open problem would be to compare the varieties of the chordal graphs generated
from the original method and the modified method and also to find the exact number of
colors required to color the resulting chordal graphs.
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2.4 Semi-dynamic Algorithm for Chordal Graphs
In this section, we propose a semi-dynamic algorithm for edge-deletions in a chordal graph.
For a given chordal graph (G), the method takes an edge {u, v} to be deleted as an input.
In [30], the author proposed a fully dynamic algorithm for chordal graphs by using a clique
tree as an auxiliary data structure. But the semi-dynamic algorithm proposed here for edge-
deletions does not require us to maintain any additional data structure besides an adjacency
matrix representation of G. In the following subsections, we describe our algorithm and
support it with examples.
2.4.1 Semi-dynamic Algorithm for Deletions
Let G = (V,E) be a chordal graph and e = {u, v} be an arbitrary edge of G. To reiterate,
a graph G is said to be chordal if it has no induced chordless cycles of size 4 or more. The
edge e can be deleted if and only it is not the only chord of a 4-cycle. Since the addition of a
chord splits a cycle of size 4 into two P3-paths (each spanning three vertices), it is sufficient
to check for the presence of a chord in every cycle of length 4.
A potential 4-cycle of which e = {u, v} is a chord is formed by disjoint pairs of chordless
P3-paths that go from u to v. Thus we determine all such P3-paths and for every disjoint
pair of these, we check whether {u, v} is the only chord or not. If there is a chord other
than {u, v} in every disjoint pair of P3-paths, then the edge {u, v} can be deleted. On the
other hand, if {u, v} is the only chord for any disjoint pair of P3-paths, then the edge {u, v}
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cannot be deleted. To find all P3-paths from u to v, we compute N(u) ∩N(v).
Algorithm 2.11 Delete
Input: A chordal graph G and an edge {u, v} to be deleted
Output: A chordal graph G− {u, v}
1: if Delete−Query(G, u, v) returns “True” then
2: Delete the edge {u, v} from G
3: end if
Algorithm 2.12 Delete-Query
Input: A chordal graph G and an edge {u, v} to be deleted
Output: Return True or False
1: canBeDeleted← False
2: if the edge {u, v} does not exist then
3: return canBeDeleted
4: else







Algorithm 2.12 returns “True”, if {u, v} can be deleted from G. When the algorithm














(b) G− {v0, v2}
Figure 2.11: An example
Consider the chordal graph G shown in Fig. 2.11. Can we delete the edge {v1, v6}?
Now we check the deletion of {v1, v6} preserves the chordality property or not. To do
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that, we compute the neighborhood of v1 and v6 and then compute N(v1) ∩ N(v6) =
{v0, v2, v3, v4, v5, v6}∩{v0, v1, v2, v3, v4} = {v0, v2, v3, v4}. There are four P3-paths ([v1, v0, v6],
[v1, v2, v6], [v1, v3, v6], and [v1, v4, v6]) between v1 and v6 in the graph G. We notice that
{v1, v6} is the only chord in the induced graph created with pairs of [v1, v2, v6], [v1, v4, v6]
and [v1, v3, v6], [v1, v4, v6]. Hence the deletion of {v1, v6} is not allowed. Were the chord
{v2, v4} also present in the induced graph formed by pairs of [v1, v2, v6], [v1, v4, v6] and
[v1, v3, v6], [v1, v4, v6] we could have delete {v1, v6}.
The edge {v0, v2}, on the other hand, can be deleted from the graph. Since N(v0) =
{v1, v2, v3, v4, v5, v6} and N(v2) = {v0, v1, v3, v6} then N(v0) ∩ N(v2) = {v1, v3, v6}. There
are three P3-paths ([v0, v1, v2], [v0, v3, v2], and [v0, v6, v2]) between v0 and v2. We are allowed
to delete the edge {v0, v2} because there is another chord present in the induced graph
created with a pair of P3-paths (shown in Fig. 2.11(b)).
2.4.2 Complexity of Deletions
The neighborhood computations take linear time. To determine if {u, v} is the only chord
of G, we have to find all P3 paths between u and v. The number of such paths is bounded
above by O(dudv), where du and dv are the degrees of the vertices u and v respectively. The
actual paths can also be found out in O(dudv) time by computing the intersection of u and
v. Clearly, we have a P3 path between u and v for each entry in the common neighborhood
set. Thus the number of paths and the time complexity of finding these are both bounded
by O(dudv). The next step is to find out if {u, v} is not the only chord of each 4-cycle
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time. Thus the query complexity of this step is in O(d2ud
2
v).
The deletion of an edge takes constant time since we maintain an adjacency matrix data
structure to represent G.
2.4.3 Discussion
In this section, we have presented a semi-dynamic algorithm for edge-deletions in chordal
graphs. The proposed semi-dynamic algorithm is based on the characterization of chordal
graphs that prohibit induced chordless cycles of size 4 or more. The proposed method is
straightforward and does not require us to maintain the complex clique tree representation
of a chordal graph. We also avoid the reconstruction of a chordal graph from the final clique
tree.
2.5 Summary
In this chapter, we have presented two different chordal graph generation methods and also
a semi-dynamic algorithm for edge-deletions. The Unified methods generate chordal graphs
for a given number of vertices and a given number of edges. The k-chromatic chordal graph




Weakly Chordal Graph Generation
Though a chordal graph G cannot contain an induced chordless cycle of size four or more,
it can be seen from Fig. 3.1 that its complement can contain an induced chordless cycle
of size four. However, the complement cannot contain a 5-cycle, as the complement of a














Figure 3.1: Complement of a chordal graph with a chordless 4-cycle
This suggests the generalization of chordal graphs to weakly chordal (or weakly triangu-
lated) graphs as those graphs G such that neither G nor its complement G contains induced
chordless cycles of size five or more [26]. From the symmetry of the definition, it follows
that G is also weakly chordal. Figure 3.2 shows an example of a weakly chordal graph, G,













Figure 3.2: Weakly chordal graph
In this chapter, we address the algorithmic problem of generating weakly chordal graphs.
While the problem of generating graphs uniformly at random has received much attention
(see [37, 54, 55, 56]), little is known about this problem. In fact, the only prior work
we are aware of is described later in this section. There are many situations where we
would like to generate instances of these to test algorithms for weakly chordal graphs.
For instance, in [39], the authors generate all linear layouts of weakly chordal graphs. A
generation mechanism can be used to obtain test instances for this algorithm. A number
of optimization algorithms, like finding a maximum clique, maximum stable set, minimum
clique cover, minimum coloring, for both weighted and unweighted versions, of a weakly
chordal graph have been studied in [28] and versions with improved time complexities have
appeared in [29, 52]. It would be interesting and useful to carry out experimental studies
of these algorithms using our generation algorithm to create a variety of input instances.
In another direction, in the line of the work of Seker et al. [51] for chordal graphs, it would
be useful to initiate an experimental study of the extent to which our algorithm generates
random weakly chordal graphs by studying the distribution of maximal cliques.
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In this chapter, we propose two methods for the generation of weakly chordal graphs.
The first method takes the number of vertices (n) and the number of edges (m) as input.
We first construct a tree and then generate an orthogonal layout (which is a weakly chordal
graph on the n vertices) based on this tree. We then insert additional edges, if needed, for
a total of m edges. On the other hand, the second method turns an arbitrary graph into a
weakly chordal graph by adding edges in the graph. This method checks the LB-simpliciality
of every edge in the graph including the newly added edge.
3.1 Weakly Chordal Graph Generation
Let Pk(k ≥ 3) denote a chordless path, spanning k vertices of G. An edge e in G is
peripheral if it is not the middle edge of a P4 of G. In [27], Hayward proposed the following
constructive characterization of weakly chordal graphs, based on the notion of a peripheral
edge.
Theorem 3.1 [27] A graph is weakly chordal if and only if it can be generated in the
following manner:
1. Start with an empty graph G0.
2. Repeatedly add an edge ej to the graph Gj−1 to create the graph Gj such that ej is a
peripheral edge of Gj.
This is analogous to a similar characterization for chordal graphs by Fulkerson and Gross [23].
No details were provided as to how to decide if an edge is peripheral and the complexity
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of the generation method. The proof of this theorem uses the notion of a two-pair and a
generation method can be devised based on this. A pair of vertices {u, v} in G is a two-pair
if the only chordless paths between u and v are of length 2. Interestingly enough, a weakly
chordal graph that is not a clique has a two-pair [28]. Furthermore, let {u, v} be a two-pair
in an arbitrary graph G. Then G + {u, v} is weakly chordal if and only if G is weakly
chordal [52]. We can then generate a weakly chordal graph on n vertices by starting with a
tree (as the complement of a 5-cycle is also a 5-cycle) and repeatedly find a two-pair {u, v}
and add to G the edge joining u to v. To find a two-pair, we can use an O(mn) (where n is
the number of vertices and m is the number of edges in the current graph) algorithm due
to Arikati and Rangan [4]. Unfortunately, this does not allow us to exploit the structural
properties of a weakly chordal graph, nor does it allow us to add an edge between a pair
of vertices, which is not necessarily a two-pair. Thus in the following section, we propose a
separator-based strategy that generalizes an algorithm due to Markenzon [36] for generating
chordal graphs and allows us to exploit the structural properties of a weakly chordal graph,
with the additional feature of being able to join non two-pair vertices that keep the graph
weakly chordal (the dashed line in Fig. 3.3).
3.1.1 Separator-based Weakly Chordal Graph Generation
In this section, we propose a scheme for generating a weakly chordal graph on n vertices
with m edges. In this method, we first construct a tree and then generate an orthogonal








Figure 3.3: G is weakly chordal and so is G+ {u, v}
additional edges, if needed, for a total of m edges. Our algorithm ensures that the graph
remains weakly chordal after each edge is inserted. The time complexity of an insertion
query is O(d2ud
2
v(n+m)), where du and dv are the degrees of the vertices u and v we want
to join with an edge and an insertion takes constant time. The advantages of this method
are that it uses very simple data structures and exploits the basic structural properties of
a weakly chordal graph.
The rest of the section is organized thus. In the next section, we add a brief review of
Markenzon’s incremental method [36] for generating chordal graphs. The following subsec-
tion contains details of our algorithm, beginning with a brief overview. The final subsection
contains some concluding remarks and suggestions for further research.
Preliminaries
For any vertex set S ⊆ V , the open neighborhood, N(S), of S is defined to be N(S) = {x ∈
V − S | ∃y ∈ S, such that {x, y} ∈ E}.
Given n and m, Markenzon’s method [36] starts by generating a labeled tree on n
vertices using Prüfer’s scheme [42]. Next, an edge is inserted in each iteration to reach m.
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The algorithm picks a pair of vertices u and v and checks whether v is reachable from u in
the induced graph G[S], where S = V − Iu,v and Iu,v = N(u)∩N(v). If G[S] is connected,
then a path exists between u and v and thus G + {u, v} is not chordal; otherwise, the
augmented graph G+{u, v} is chordal. To make the search for a path efficient, the method
reduces the set S from V − Iu,v to N(x) − Iu,v, for any x ∈ Iu,v. The correctness of the
algorithm was established by proving the following theorem.
Theorem 3.2 [36] Let G = (V,E) be a connected chordal graph and u, v ∈ V, {u, v} /∈ E.
The augmented graph G+ {u, v} is chordal if and only if G[V − Iu,v] is not connected.
Overview of the Method
As in Markenzon’s method for generating chordal graphs, the inputs to our algorithm are
the number of vertices, n, and the number of edges, m, of a weakly chordal graph to be
generated. The algorithm has three phases. As trees are weakly chordal graphs, in the first
phase, it generates a tree with at least n vertices. In the next phase, it uses this tree to
generate an orthogonal layout (which is also a weakly chordal graph on at least n vertices)
made up of 4-cycles and edges incident on the vertices of these 4-cycles. In the third and
final phase, vertices are removed if the count exceeds n and additional edges are introduced
to bring up the edge tally to m, maintaining weak chordality.
Inserting an edge between two vertices u and v so that weak chordality is preserved
requires careful consideration. Let Iu,v be the set of common neighbors of u and v. If
Iu,v 6= ∅, we check whether the removal of Iu,v separates u and v, that is put them in
44
different components of G[V − Iu,v]. To check for this we can do a breadth-first search in
G[V − Iu,v], starting at u to see if v is reachable. As we shall see, this search can be done in
the induced graph of a reduced set of vertices called AuxNodes. If v is not reachable from u,
we insert an edge between u and v, else we search for shortest paths between u and v. We
do not insert the edge {u, v} if the length of a shortest path is greater than 3. Otherwise,
we have to check for other conditions, such as single or multiple shortest paths, forbidden
configurations, alternate longer paths between u and v to decide whether the insertion of
{u, v} preserves weak chordality.
If Iu,v = ∅, we proceed in the same way as when Iu,v does not separate u and v (see
previous paragraph). The only difference is that here we have to consider the entire graph
to search for shortest paths between u and v but the other details remain essentially the
same.
The three phases are explained in full details in the next subsections.
Phase 1: Generation of Tree
We generate as follows a tree, T , on dn2 e nodes such that each node has degree at most four.
Starting with a single node, we add new ones either by splitting an edge into two or joining
a new node to an existing node, chosen at random. After dn2 e nodes have been added, we
traverse the tree to check if a pair of degree-4 nodes or a degree-3 node and a degree-4 node
are adjacent. Each such pair is separated by inserting a new node adjacent to both (we
explain this in the description of the next phase). Let k(≥ dn2 e) be the number of nodes in
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the resulting tree, T ′.
Phase 2: Generation of Initial Layout
In this phase, we generate an orthogonal layout that corresponds to T ′ in the following way.
For each node in T ′, we create a 4-cycle. By having 4-cycles in our layout, we ensure that
the algorithm generates proper weakly chordal graphs and not just chordal graphs. Two
4-cycles have an edge in common if and only if the corresponding tree nodes are adjacent.
Fig. 3.4(a) shows a tree T ′ with two nodes, a and b. The corresponding layout is shown in
Fig. 3.4(b). It has two 4-cycles, each corresponding to a node of T ′; these share an edge in
common as the tree nodes a and b are adjacent. We define this as the initial layout. For

















































(g) Initial Layout (G3)
Figure 3.4: Tree to layout (4-cycles)
As explained in the first phase, after generating a tree, if two degree-4 nodes or a degree-
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3 node and a degree-4 node are adjacent, we insert a new node between them to separate
them (see Figs. 3.4(e), 3.4(f), and 3.4(g)). Otherwise, the orthogonal layout will force two
4-cycles that do not correspond to adjacent tree nodes to share an edge. If the resulting
orthogonal layout has more than n vertices, we delete enough vertices from the 4-cycles
to bring the count down to n. Note that the orthogonal layout has 2k + 2 > n vertices
where k(≥ dn2 e) is the number of vertices in the tree generated in Phase 1. Vertices that are
candidates for deletion are those that have degree two. Post vertex-deletion, if the number
of edges m′ in the resulting layout is m or more, the algorithm stops and returns the layout
(which is a weakly chordal graph) as our output. Otherwise, we proceed to the next phase.
Phase 3: Generation of Weakly Chordal Graph
In this phase, we insert (m−m′) additional edges into the initial layout, preserving weakly
chordality. Two cases arise, according as Iu,v 6= ∅ and otherwise. We discuss them in this
order.
Case 1: Iu,v is non-empty Since Iu,v is non-empty, we need to check whether the removal
of Iu,v separates u and v. This can be settled by checking for the existence of a path from
u to v by a breadth-first search in the induced graph G[V − Iu,v]. To make this search more
efficient, we perform this search in a smaller set than V − Iu,v. Call this set AuxNodes.
For chordal graphs Markenzon et al. [36] defined this set to be N(x)− Iu,v, where x is any
vertex in Iu,v. The correctness of this choice was shown by appealing to the fact that in
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a chordal graph minimal separators are cliques. For weakly chordal graphs, we have to be
more careful. We define AuxNodes = N(Iu,v)∪N(N(Iu,v)∪ {Iu,v}), which as an extended
neighborhood of Iu,v. In the next paragraph, we substantiate this definition with the help
of an example.
Refer to the graph in Fig. 3.5. We have Iu,v = {a} and N(Iu,v) = {u, v, b, d}. If we
define AuxNodes = {u, v, b, d}, it is clear that there is no path from u to v in G[AuxNodes].
However, if we redefine AuxNodes as an extended neighborhood of Iu,v, viz., AuxNodes =
{u, v, b, c, d, e} then there are two chordless paths, [u, c, d, e, v] and [u, c, d, b, v], between u
and v in G[AuxNodes]. Each of these paths prevents the addition of the edge {u, v} to G







Figure 3.5: Why neighbors of neighbors?
Setting u as the source vertex, we now perform breadth-first search in G[AuxNodes] for
a path from u to v. If no path exists, then adding {u, v} to G keeps it weakly chordal. If a
path does exist and its length is longer than 3, then {u, v} cannot be added to G without
violating weak chordality. If there is a path of length three (a P4 as we shall say) from u
to v, we cannot yet add the edge {u, v} to G as there may exist chordless paths of length
greater than three between u and v, which precludes this addition. We need to check for
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this. We consider two subcases: (1) exactly one P4 connects u to v; (2) more than one P4
connects u to v.
Case 1.1: Let SP be the set of vertices of the unique P4 = [u, x, y, v], where x and y
are internal vertices. Just as in our search for P4-paths relative to Iu,v we need to define
the set AuxNodes for shortest paths relative to P4. As can be inferred from the graphs
in Figs. 3.6(a), 3.6(b) shortest paths relative to P4 can have vertices from the sets SP ,
N(SP ) and N(N(SP )). Thus we set AuxNodes in three different ways by removing either
one of the internal vertices or both the internal vertices from P4. By setting AuxNodes to
N(SP ) ∪N(N(SP ) ∪ SP ) ∪ (SP − {x}), or to N(SP ) ∪N(N(SP ) ∪ SP ) ∪ (SP − {y}) or
to N(SP ) ∪ N(N(SP ) ∪ SP ) ∪ (SP − {x, y}) we can capture all potential shortest paths
from u to v that are longer than P4. The first two cases are used to find longer paths via
one of the internal nodes of P4 and the third case is to find longer paths disjoint from P4.
Breadth-first search from u now takes place in the induced graph G[AuxNodes]. A formal




















Figure 3.6: Neighbors of a path
Case 1.2: When multiple P4’s exist, we need to check for a forbidden configuration
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Algorithm 3.1 SingleShortestPathSubCase
Input: Single shortest path (SP ← {u, x, y, v}, u, and v)
Output: Returns True if {u, v} can be inserted in G otherwise False
1: canBeInserted ← False
2: Compute the vertex set N(SP )
3: if N(SP ) == ∅ then
4: canBeInserted ← True
5: return canBeInserted
6: else
7: Compute the vertex set N(N(SP ) ∪ SP )
8: Compute the vertex set AuxNodes← N(SP ) ∪N(N(SP ) ∪ SP )
9: Create AuxGraph on AuxNodes′ ← N(SP ) ∪ N(N(SP ) ∪ SP ) ∪ (SP − {x}) or
AuxNodes′ ← N(SP ) ∪ N(N(SP ) ∪ SP ) ∪ (SP − {y}) or AuxNodes′ ← N(SP ) ∪
N(N(SP ) ∪ SP ) ∪ (SP − {x, y})
10: Perform breadth-first search BFS(u,AuxGraph) till all the vertices of AuxNodes′−
{u} have been visited or v has been reached
11: if no chordless longer path exists between u and v in AuxGraph then





formed by a pair of P4’s as shown in Fig. 3.7(a). Inserting an edge {u, v} into this configu-
ration does not create a chordless cycle of size five or more in G, but it creates a chordless
6-cycle in G as can be seen from the complement of the configuration in Fig. 3.7(b). Since
a graph G is weakly chordal if neither G nor its complement G contains a chordless cycle
of size 5 or more, such an insertion is not permitted. Figure 3.8 shows some other allowed
configurations formed by pairs of P4’s, where adding {u, v} to G does not violate its weak
chordality.
Having checked for forbidden configurations, the next step is to check if a chordless
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Figure 3.8: Some other permitted configurations formed by a pair of P4’s
{u, x1, x2, . . . , xi, y1, y2, . . . , yj , v} to be the set of vertices on all the P4’s between u and
v. As in case 1.2, the search for a chordless path longer than a P4 can be restricted to
the set of vertices N(allSP ) ∪ N(N(allSP ) ∪ allSP ). Figures 3.9(a)-3.9(g) show all the
different ways such a longer path from u to v can contain internal vertices of the P4’s. In
these figures, the black dots (•) represent the set of vertices that are in the AuxNodes set






















Figure 3.9: Case 1.2: Paths longer than P4 between u and v, (a)-(c) completely disjoint
path, (d)-(g) shared path
To find a path longer than P4 from u to v, completely disjoint from all the P4’s,
we set AuxNodes = {N(allSP ) ∪ N(N(allSP ) ∪ allSP ) ∪ {u, v}} − {x1, x2, . . . , xn} −
51
Algorithm 3.2 MultipleShortestPathSubCase
Input: Multiple shortest paths (allSP ← {u, x1, x2, . . . , xi, y1, y2, . . . , yj , v}, u, and v)
Output: Returns True if {u, v} can be inserted in G otherwise False
1: canBeInserted ← False
2: if no forbidden configuration then
3: Compute the vertex set N(allSP )
4: Compute the vertex set N(N(allSP ) ∪ allSP )
5: Compute the vertex set AuxNodes← N(allSP ) ∪N(N(allSP ) ∪ allSP )
6: Create AuxGraph on AuxNodes′ ← AuxNodes ∪ {u, v} − {x1, x2, . . . , xn} −
{y1, y2, . . . , yn} . see Figs. 3.9(a)-3.9(c)
7: Perform breadth-first search BFS(u,AuxGraph) till all the vertices of AuxNodes′−
{u} have been visited or v has been reached
8: if no chordless longer path exists between u and v in AuxGraph then
9: Create AuxGraphs on the candidate vertex sets AuxNodes′ ∪ {xi} and
AuxNodes′ ∪ {yi} . see Figs. 3.9(d) and 3.9(e)
10: Perform breadth-first search BFS(u,AuxGraph) till all the vertices of the can-
didate vertex sets have been visited or v has been reached
11: if no chordless longer path exists between u and v in any of the AuxGraphs
then
12: for each disjoint pair of P i4 and P
j
4 , create AuxGraphs on the candidate
vertex sets AuxNodes′ ∪ {xi, yj} or AuxNodes′ ∪ {xj , yi} . see Figs. 3.9(f) and 3.9(g)
13: Perform breadth-first search BFS(u,AuxGraph) till all the vertices of the
candidate vertex sets have been visited or v has been reached
14: if no chordless longer path exists between u and v in any of the AuxGraphs
then







{y1, y2, . . . , yn}. Each of the Figs. 3.9(a), 3.9(b), and 3.9(c) illustrates this situation.
The second possibility that must be considered is that such a longer path between u and
v, passes through one internal vertex of a P i4 = u−xi−yi−v and thus shares an edge with it.
Note that we do not preclude the possibility that this shared edge is a part of other P4’s. In
this case, we set the AuxNodes in turn to {N(allSP )∪N(N(allSP )∪allSP )∪{u, v}∪{xi}}
and {N(allSP )∪N(N(allSP )∪allSP )∪{u, v}∪{yj}} respectively while searching for such
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a path. Figures 3.9(d) and 3.9(e) illustrate the two different ways this can happen. This
search is repeated for each of the k P4’s.
The third possibility is that such a longer path contains one internal vertex from each
of two disjoint P4’s. The search for a longer path is now done by setting AuxNodes in turn
to {N(allSP )∪N(N(allSP )∪ allSP )∪ {u, v} ∪ {xi, yj}} and {N(allSP )∪N(N(allSP )∪
allSP ) ∪ {u, v} ∪ {xj , yi}} respectively. The two scenarios are illustrated in Figs. 3.9(f)
and 3.9(g). This search is repeated for each pair of P4’s.
Algorithm 3.3 InitLayoutToWCG
Input: An initial layout G = (V,E)
Output: A weakly chordal graph G+ {u, v}
1: p← 0; q ← m−m′ . m′ is the no. of edges in the initial layout
2: while p < q do
3: Choose a pair of vertices u and v at random
4: if the edge {u, v} already exists then
5: continue
6: else
7: Compute N(u) and N(v)
8: Compute Iu,v ← N(u) ∩N(v)
9: if Iu,v is non-empty then . case 1: Iu,v 6= ∅
10: Compute the vertex set N(Iu,v)
11: Compute the vertex set N(Iu,v) ∪ {Iu,v}
12: Compute the vertex set AuxNodes← N(Iu,v) ∪N(N(Iu,v) ∪ {Iu,v})
13: Create AuxGraph on AuxNodes
14: Perform breadth-first search BFS(u,AuxGraph) till all the vertices of
AuxNodes− {u} have been visited or v has been reached
15: if v has not been reached from u in AuxGraph then
16: insert edge {u, v}
17: p← p+ 1
18: else
19: if the shortest path is not longer than a P4 then
20: if there is a single P4 between u and v then . case 1.1 (single P4)
21: if singleShortestPathSubCase(P4, u, v) returns True then
22: insert edge {u, v}
23: p← p+ 1
24: end if
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25: else . case 1.2 (multiple P4’s)
26: if multipleShortestPathSubCase(P 14 , P
2
4 , . . . , P
k
4 , u, v) returns
True then
27: insert edge {u, v}





33: else . case 2: Iu,v = ∅
34: if the shortest path is not longer than a P4 then
35: if there is a single P4 between u and v then . case 2.1 (single P4)
36: if singleShortestPathSubCase(P4, u, v) returns True then
37: insert edge {u, v}
38: p← p+ 1
39: end if
40: else . case 2.2 (multiple P4’s)
41: if multipleShortestPathSubCase(P 14 , P
2
4 , . . . , P
k
4 , u, v) returns True
then
42: insert edge {u, v}







Case 2: Iu,v is empty In this case, there are no common neighbors of u and v but a
path exists between u and v. This case can be solved in a similar way as for case 1.1 and
1.2. Here the AuxGraph is the entire graph because Iu,v is empty. If any of the paths is
greater than P4, we do not insert {u, v} and choose another pair of vertices. Otherwise, we
use the same algorithms as for case 1.1 and 1.2 to check if the addition of {u, v} keeps the
graph weakly chordal or not. The corresponding cases are referred to as case 2.1 and case
2.2. The details of these cases are formally described in algorithm 3.3.
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An Example Consider generating a weakly chordal graph with n = 8 vertices and m = 12
edges. All the phases, from left to right, are shown in Fig. 3.10. Figure 3.10(a) shows a tree
on dn2 e nodes. There are four nodes in the tree and on expanding each node to a 4-cycle,
we get the initial orthogonal layout of Fig. 3.10(b) with n = 10 vertices. Then we removed
two vertices 8 and 9 from the initial layout and we get a layout with n = 8 vertices and
m′ = 10 edges as shown in Fig. 3.10(c). We need to insert (m −m′) = 2 more edges into















































Figure 3.10: Tree to weakly chordal graph
Say we want to insert edge between the vertices v3 and v4. Since Iv3,v4 is non-empty
we have Case 1. As the removal of Iv3,v4 leaves the vertices v3 and v4 in two different
components, we can safely insert an edge between vertices v3 and v4 as per case 1 as shown
in Fig. 3.10(d). Next, let us try to insert edge {v3, v6}. The insertion of this edge corresponds
to case 1.1 because the removal of their common neighbor, viz., {v5} does not separate v3
and v6. Now, N(v5) is {v3, v4, v6} and N(N(Iv3,v6) ∪ Iv3,v6) is {v0, v2, v7} and therefore
55
AuxNodes = {v3, v4, v6, v0, v2, v7}. In G′1[AuxNodes] we search for paths from v3 and v6.
There is a single shortest path SP = {v3, v4, v7, v6} and this corresponds to Case 1.1. Since
N(SP ) = {v0, v2} is not an empty set, we need to compute {N(N(SP ) ∪ SP )} which is
empty. Thus AuxNodes = N(SP )∪N(N(SP )∪SP )∪SP = {v3, v4, v6, v0, v2, v7} vertices.
We create different induced graphs on G′1[AuxNodes] by removing both the internal vertices
from SP or exactly one of them and observed that there is no chordless path between v3
and v6. Hence, we can insert an edge between v3 and v6.
Complexity
The tree generation is the first phase in the proposed approach and can be constructed in
time O(k), where k is the number of nodes in a tree. For k nodes in the tree, we insert
3k + 1 edges in the layout and each edge insertion can be done in constant time. So the
initial layout can be generated in O(k) time.
In the third phase, a pair of vertices {u, v} is chosen at random to insert an edge between
them. Two types of failures may arise. One is that the pair of vertices {u, v} corresponds
to an existing edge and the other is that the addition of {u, v} violates weak chordality
property. To avoid the first type of failure, we can either maintain a list of edges belonging
to the complement graph or we can check the existence of an edge in constant time by
maintaining the adjacency matrix representation of the current graph.
To bound the query complexity of adding an edge {u, v} to the existing weakly chordal
graph, we note that this is dominated by the case when there are multiple P4’s between
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u and v and we have to consider these in pairs and run breadth-first search on the entire
graph (the case when Iu,v = ∅ in Algorithm 3). An upper bound on the number of pairs of
P4’s can be estimated this way.
Assume G has n vertices. Let {v1, v2, . . . , vl} be the set of vertices adjacent to v that
lie on the P4 shortest paths between u and v. If dv is the degree of v then l ≤ dv. Likewise,
let {v′1, v′2, v′3, v′4 . . . v′k} be the set of vertices adjacent to u that lie on these shortest paths.
Again k ≤ du, where du is the degree of u. Thus, dudv is an upper bound of the number of
P4-paths between u and v.
Let di be the degree of vi relative to the vertices {v′1, v′2, v′3, v′4 . . . v′k}, for i = 1, . . . , l.
Then an upper bound on the number of pairs of edge-disjoint P4-paths between u and v
is given by PathCount =
∑
i 6=j didj . Let
∑
di = t. Now, it follows from the equality
2l
∑
didj = (l− 1)(
∑
di)
2 −∑i 6=j(di − dj)2 that PathCount is maximum when all di’s are
equal. Therefore, an upperbound on PathCount is l2.( tl )
















Figure 3.11: P4-paths between u and v
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If |E| be the number of edges in the current weakly chordal graph, the time complexity
of running a breadth-first search is O(n+ |E|). Since m is the number of edges in the final




We have proposed a method for the generation of weakly chordal graphs. We have imple-
mented the proposed algorithm in Python. An interesting open problem is to investigate
how to generate weakly chordal graphs uniformly at random. This requires coming up with
a scheme for counting the number of labeled weakly chordal graphs on n vertices having
m edges. If we could also determine the probability distribution underlying our algorithm
for generating weakly chordal graphs, then we could compute the relative entropy between
the two distributions to estimate how close our algorithm is to generating weakly chordal
graphs uniformly at random. The term relative entropy (also known as the Kullback-Leibler
‘distance’) is a measure of the similarity between two probability distributions. For a given
two probability distributions P and Q, the relative entropy given by H(P ||Q) is defined as
follows [19]:





The relative entropy is always nonnegative and equal to zero if and only if P (xi) = Q(xi).
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3.1.2 Arbitrary Graph to Weakly Chordal Graph
In this section, we describe an algorithm for generating a weakly chordal graph from an
arbitrary input graph. This problem has been listed as an open problem in [9]. Here and
below, the abbreviation LB will stand for the initials of the authors Lekerkerker and Boland
of the paper [33].
A vertex v of a graph G is said to be LB-simplicial if all the separators of G contained in
the neighborhood N(v) of v are cliques. In [33], Lekerkerker and Boland gave the following
alternate characterization of chordal (triangulated) graphs.
Theorem 3.3 [33] A graph is triangulated iff every vertex is LB-simplicial.
This implies a recognition algorithm for chordal graphs. In [9], Berry et al. extended
the above recognition algorithm to weakly chordal graphs, based on the notion of LB-
simpliciality for edges in a graph G.
Let e = {u, v} be an edge of G and S is a separator contained in its neighborhood, N(e).
For each component Sj of G(S), if at least one endpoint of e sees all vertices of Sj , then e
is said to be S-saturating.
An edge e is LB-simplicial if it satisfies one of the following two conditions [9]:
 e is S-saturating for each minimal separator S included in the neighborhood of e
 N [e] = V
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Our generation algorithm is based on a scheme for recognizing weakly chordal graphs
that is based on the following result due to Berry et al. [9].
Theorem 3.4 [9] A graph G = (V,E) is weakly triangulated iff every edge of E is LB-
simplicial.
We run the recognition algorithm on an arbitrary input graph G. If an edge e fails the
LB-simpliciality test, we add the necessary edges to make it LB-simplicial. We iterate over
every edge (including the newly added ones) in the graph G and make it LB-simplicial.
Before explaining this method in more detail, in the next subsection, we introduce some
necessary notations and definitions.
Notations
The graph obtained after each iteration is denoted by H = (V,E + F ), F be the set of
added edges. N [C] = ∪x∈CN [x] denotes the closed neighborhood of C (note that it also
contains C). For X ⊆ V , C(X) is the set of connected components of G(V − X). S is
called a separator if C(S) ≥ 2, an xy-separator if x and y are in two different connected
components. In the following subsections, we present the algorithm and explain each of the
steps.
The Generation Method
This method generates a weakly chordal graph from an arbitrary graph. Thus, the first step
is to generate an arbitrary graph. For this, we use an algorithm called ‘dense gnm random graph’
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method by Keith M. Briggs, which is inspired by Knuth’s Algorithm S (Selection sampling
technique) that appears in section 3.4.2 of [32]. The method generates an arbitrary graph
on n vertices with m edges. The arbitrary graph may have more than one component. If
so, we connect the components by introducing an edge between each component to obtain a
connected graph. Then we use the resulting graph as an input to Algorithm 3.4, described
below.
Algorithm 3.4 ArbitraryToWCG
Input: An arbitrary graph G = (V,E)
Output: A weakly chordal graph H = (V,E + F ) of G
1: while the graph turns into weakly chordal do
2: for each edge e ∈ E do . e represents an edge between a pair of vertices u and v
3: Compute N [{u, v}]
4: if N [{u, v}] 6= V then
5: Compute the set of connected components C(N [{u, v}])
6: Compute the minimal separators S contained in the neighborhood of {u, v}
7: for each minimal separator S in the list do
8: Compute the set of connected components of G(S)
9: if all the components are visible from one of the end points of e then
10: The edge e is LB-simplicial
11: else






Let k be the number of rounds. In the first round (k = 1), the algorithm iterates every
edges in the arbitrary graph G and adds new edges to turn every edge LB-simplicial. The
edges have already turned LB-simplicial may not remain LB-simplicial after introducing
other edges in the graph. Thus if any new edges added in the first round, the algorithm
takes the modified graph as an input for the next round (k = 2), iterates every edge and
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adds new edges to turn every edge LB-simplicial, unless it is already so. The algorithm
stops when there are no new edges added and every edge becomes LB-simplicial.
Checking for LB-simpliciality of an edge e requires a number of different computations,
including computing the neighborhoods, the set of connected components in G and G(S).
The first step is to compute the closed neighbors of both the endpoints of an edge e. The
next step is to compute the minimal separators contained in the neighborhood of e. To get
the minimal separators, we can compute N [C] \ C for each component C of C(N [e]). For
each minimal separator S in the list, we compute the set of connected components of G(S).
The algorithm iterates and verifies whether every edge is LB-simplicial or not. Fig-
ure 3.12 shows an example of generating a weakly chordal graph (Fig. (b)) from an arbitrary













Figure 3.12: Arbitrary graph to weakly chordal graph
{d, e}. The only separator included in the neighborhood of N({d, e}) is {c, f}. Now the
connected components of G({c, f}) is {c, f}. Vertex a can see f only but not c and vertex b
can see c only but not f . Now if we introduce an edge between c and f , then the edge {a, b}
becomes LB-simplicial. Next choose another edge say, {b, c}. The closed neighborhood of
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N [{b, c}] is {b, a, c, d, f}. Similarly, we can compute C(N [{b, c}]) which is {a, d, f}. The
only separator included in the neighborhood of N({e}) is {d, f}. Vertex b neither see d nor
f but vertex c can see both d and f . So the edge {b, c} is LB-simplicial. In a similar way,
we can check the LB-simpliciality of the other edges and because of the addition of only
one new edge {c, f}, the arbitrary graph G turns into a weakly chordal graph H. In the
second round, the algorithm takes H as an input, iterates every edge, and observe every
edge is LB-simplicial. Thus no new edges are added and the arbitrary graph turns into a
weakly chordal graph.
Discussion
The proposed algorithm can turn an arbitrary graph into a weakly chordal graph. The
method turns a component into a clique when the component is not visible from one of the
endpoints of an edge. By doing so, perhaps we introduce more edges than required. We
also need to check if each edge, including the newly added edges, is LB-simplicial or not.
During the checking of LB-simpliciality of an edge e, we introduce edges to ensure that e
is LB-simplicial. The newly added edges are also LB-simplicial. But the addition of other
edges in the later iterations, the edges added previously, may not remain LB-simplicial.
Thus we need to check the LB-simpliciality of all the edges in more than one round. An
interesting open problem is to find a way to turn an arbitrary graph into a weakly chordal
graph by introducing the minimal number of edges while checking the LB-simpliciality of
every edge in the given arbitrary graph.
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3.2 Summary
In this chapter, we have described a scheme for generating weakly chordal graphs on n
vertices and m edges. We also proposed an algorithm to generate a weakly chordal graph





Strongly chordal graphs are a subclass of the well-studied class of chordal graphs. The
interest in this class stems from the fact that many hard problems are solvable in polynomial
time for this class of graphs. In this chapter, we explore a number of different methods for
generating strongly chordal graphs. This would be of interest if we were to test, for example,
an implementation of a polynomial-time algorithm for k-tuple dominating sets for strongly
chordal graphs [34]. To the best of our knowledge, there does not seem to exist any such
generation algorithm in the literature. However, a number of different characterizations of
strongly chordal graphs are known.
Farber [22] established a number of different characterizations that include one based on
totally balanced matrices, another that is based on a class of forbidden induced subgraphs
called trampolines, and a third based on the notion of a strong chord. These also include
an intersection graph characterization [21] that is analogous to a similar characterization
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for chordal graphs [24]. In this chapter, we propose generation algorithms based on three of
the characterizations listed above. In the first method, our algorithm first generates chordal
graphs, using an available algorithm (see chapter 2) and then adds enough edges to make
it strongly chordal, unless it is already so. The edge additions rely on the characterization
that a certain neighborhood matrix of a strongly chordal graph is a totally balanced matrix





as a submatrix). The second
generation method is based on the forbidden subgraph characterization of strongly chordal
graphs. Our proposed algorithm starts with generating a trampoline and converts it into a
strongly chordal graph by adding a minimum number of edges. Seker et al. [51] exploited the
intersection graph characterization of chordal graphs to obtain an algorithm for generating
them. Here, we propose an algorithm to show that strongly chordal graphs can also be
generated using their intersection graph characterization. This is our third method for
generating strongly chordal graphs. A characterization that is intuitive and close to the
definition of a chordal graph as having no chordless 4-cycles is one that the based on the
notion of a strong chord. A strong chord partitions the boundary of an even cycle of size 6
or more into two odd length paths. A graph G = (V,E), is strongly chordal if and only if
it is chordal and every even cycle of size 6 or more has a strong chord.
66
4.1 Definitions
A graph G is chordal if and only if there exists a perfect elimination ordering (or simplicial
ordering, defined in section 2.1.2) of its vertices [23]. For instance, v2, v6, v4, v1, v3, v5 is a











(b) Strongly chordal graph(G2)
Figure 4.1: An example
have an analogous characterization for a strongly chordal graph G. A vertex v of G is said
to be simple if the sets in {N [u] : u ∈ N [v]} can be linearly ordered by inclusion. An
alternate definition is this. Vertices u and v of G are said to be compatible if N [u] ⊆ N [v] or
N [v] ⊆ N [u] [22]. Then, a vertex v is simple if the vertices in N [v] are pairwise compatible.
None of the vertices of the graph in Fig. 4.1(a) is simple. Thus, v2 is not simple as the
vertices v1 and v3 in N [v2] = {v1, v2, v3} are not pairwise compatible.
A strong elimination ordering of a graph G = (V,E) is an ordering v1, v2, . . . ., vn of V
such that the following condition holds: for each i, j, k, and l, if i < j, k < l and vk, vl ∈
N [vi], and vk ∈ N [vj ], then vl ∈ N [vj ] [22]. Thus a graph G is strongly chordal if it admits
a strong elimination ordering, which is a generalization of the notion of perfect elimination
ordering used to define chordal graphs. Since the graph shown in Fig. 4.1(a) is not strongly
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chordal, it has no strong elimination ordering. On the other hand, v2, v6, v4, v1, v3, v5 is a
strong elimination ordering of the vertices of the graph shown in Fig. 4.1(b).
The strong chord characterization also helps us distinguish Fig. 4.1(a) from Fig. 4.1(b).
The graph in Fig. 4.1(a) is chordal but not strongly chordal because it has no strong chord
(in the literature, this graph is known as the Hajos graph). On the other hand, the graph
in Fig. 4.1(b) is strongly chordal, since {v1, v4} (shown as a dashed line segment) is a strong
chord.
The rest of the chapter is organized as follows. In the next section, we turn a chordal
graph into a strongly chordal graph by adding edges. Next, in section 4.3, we propose
a method based on the forbidden subgraph characterization to generate strongly chordal
graphs. Section 4.4 presents an algorithm for the generation of strongly chordal graphs
based on the intersection graph characterization.
4.2 First Method
Overview: We first generate a chordal graph on n vertices and m edges by using an
existing algorithm (see chapter 2). Next, a perfect elimination ordering for this graph is
computed using the lexicographic breadth-first search (Lex BFS) algorithm (discussed in
section 2.1.2), proposed by Rose et al. in [48]. This perfect elimination ordering is used
in the generation of strongly chordal graphs. Algorithm 4.1 transforms the input chordal
graph into a strongly chordal graph and the perfect elimination ordering of the input chordal
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graph into a strong elimination ordering of the resulting strongly chordal graph.
4.2.1 Details
The neighborhood matrix, M(G), of a graph G is an n× n matrix whose rows and columns
are labeled by the vertices v1, v2, . . . , vn and its (i, j)-th entry is 1 if vi ∈ N [vj ] and 0
otherwise. The ordering of the vertices v1, v2, . . . , vn of G is a strong elimination ordering






is not a submatrix of the neighborhood matrix, M(G).
Our generation algorithm is based on the following observation.
Observation 4.1 [22] The row (and column) labels of M(G) correspond to a strong elim-
ination ordering if and only if the matrix M does not contain ∆ as a submatrix.
Now, consider the following definition from Farber [22].
Definition 4.2 A (0, 1) matrix is said to be totally balanced if it does not contain as a
submatrix the (edge-vertex) incidence matrix of a cycle of length at least three.
The absence of ∆ in M implies that M is totally balanced and the theorem below allows
us to claim that G is strongly chordal.
Theorem 4.3 [22] A graph G is strongly chordal if and only if M(G) is totally balanced.
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Algorithm 4.1 StronglyChordalGraphGeneration
Input: A chordal graph G
Output: A strongly chordal graph G
1: Call Lex BFS(G) to generate a perfect elimination ordering
2: Generate the neighborhood matrix M(G) of G from the perfect elimination ordering
3: for i← 2 to n do . skipped first row
4: for j ← 2 to n do . skipped first column
5: if M [i][j] == 0 then
6: if (M [i− 1][j − 1] == 1 and M [i− 1][j] == 1 and M [i][j − 1] == 1) then
7: M [i][j]← 1 . switch 0 to 1





Algorithm 4.1 searches for the occurrences of ∆ in M(G), adding new edges to the graph






submatrix in M(G). On termination, the chordal graph turns into a strongly







(n, 1) (n, j) (n, n)
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. . . (i+ 1, n)
(i− 1, n)
Figure 4.2: Neighborhood matrix M(G)
Figure 4.2 illustrates how the proposed algorithm works. If there is a 0 in the ith row
and jth column and if (M [i− 1][j − 1] == 1 and M [i− 1][j] == 1 and M [i][j − 1] == 1),
then we change the entry from 0 to 1 (which corresponds to the insertion of an edge in the







created in M(G). Thus we set M [i][j+ 1] == 1. Since M(G) must be symmetric, both the













1 0 0 1 1 0 0
0 1 1 1 0 0 1
0 1 1 1 0 0 1
1 1 1 1 1 0 1
1 0 0 1 1 1 1
0 0 0 0 1 1 1
0 1 1 1 1 1 1

(c) Neighborhood matrix
M(G) of the chordal graph is
shown in Fig. (a)

1 0 0 1 1 0 0
0 1 1 1 1 0 1
0 1 1 1 1 0 1
1 1 1 1 1 0 1
1 1 1 1 1 1 1
0 0 0 0 1 1 1
0 1 1 1 1 1 1

(d) Neighborhood matrix
M(G) of the strongly chordal
graph is shown in Fig. (b)
Figure 4.3: An example of a chordal and a strongly chordal graph
4.2.2 An Example
Figure 4.3 shows an example of a chordal graph and the strongly chordal graph generated
by the above algorithm from this chordal graph. The graph shown in Fig. 4.3(a) is chordal
but not strongly chordal as there is no strong chord (no edge {v0, v4} and {v2, v4}) in





submatrix can be detected in the neighborhood matrix M(G). According to the
algorithm 4.1, by resetting the 0 entry to 1, in each of these occurrences, the submatrix
does not occur any more in M(G). This is equivalent to introducing two new edges {v0, v4}
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and {v2, v4} in the input graph. Now the updated graph has strong chords in the 6-cycles
〈v0, v3, v1, v4, v5, v6, v0〉 and 〈v2, v6, v5, v4, v1, v3, v2〉. The resulting graph is now strongly
chordal and the perfect elimination ordering v1, v0, v2, v3, v4, v5, v6 has turned into a strong
elimination ordering.
Figure 4.4(a) shows another example of a chordal graph and the perfect elimination















(a) Chordal graph and also
strongly chordal graph.

1 0 1 0 1 0 0 1
0 1 1 1 1 0 0 1
1 1 1 1 1 0 0 1
0 1 1 1 1 0 1 1
1 1 1 1 1 0 1 1
0 0 0 0 0 1 1 1
0 0 0 1 1 1 1 1
1 1 1 1 1 1 1 1

(b) Neighborhood matrix M(G)
of the strongly chordal graph is
shown in Fig. (a)
Figure 4.4: An example of a chordal and a strongly chordal graph
Theorem 4.4 Algorithm 4.1 generates a strongly chordal graph, along with a strong elim-
ination ordering.
We know the ordering of the vertices v1, v2, . . . , vn of a graph G is a strong elimination





is not a submatrix of the neighborhood matrix,
M(G) and the algorithm makes sure that no such submatrices are present in M(G). Thus,
the resulting graph is a strongly chordal.
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4.2.3 Complexity
The time complexity of Lex BFS is linear in the number of vertices, n, and the number
of edges, m. The time complexity of algorithm 4.1 depends on the number of 0’s in the
matrix, M(G). We can process these 0’s in row-major order from left to right. For each 0,
we check upwards in the column in which this 0 lies and to the left in the row in which it
lies. If the row and column indices of a 0 are i and j, then this complexity is dominated by
the sum of i× j taken over all the 0’s in M(G). Thus O(n4) is a rough upper bound on the
time complexity of Algorithm 4.1.
4.2.4 Remarks
The proposed algorithm takes n vertices and m edges as input to generate strongly chordal
graphs. It is interesting to note that if we start with a tree as the initial chordal graph, we
cannot add new edges as a tree is also strongly chordal and thus, there is no ∆ submatrix
present in the neighborhood matrix of a tree. Hence we would get very sparse strongly
chordal graphs. Figure 4.5(a) shows an example of a tree with a perfect elimination ordering
v3, v0, v1, v2, v4. The neighborhood matrix is shown in Fig. 4.5(b), from which we can see
that there is no ∆ submatrix present in its M(G). An interesting challenge is to generate
a strongly chordal graph without generating a chordal graph as an intermediate step.
For testing purposes, at the end of the strongly chordal graph generation process, the
recognition algorithm 4.6 is applied to verify that the graph generated by the algorithm 4.1











1 1 0 0 0
1 1 0 1 0
0 0 1 1 0
0 1 1 1 1
0 0 0 1 1

(b) Neighborhood
matrix M(G) of the
tree is shown in Fig.
(a).
Figure 4.5: An example of a tree with neighborhood matrix
Input: A graph G = (V,E)
Output: A strong elimination ordering
1: Set n← |V |.
2: Let V0 = V and let (V0, <0) be the partial ordering on V0 in which v <0 u if and only
if v = u. Let V1 = V , and set i← 1.
3: Let Gi be the subgraph of G induced by Vi. If Gi has no simple vertex then output Gi
and stop. Otherwise, define an ordering on Vi by v <i u if v <i−1 u or Ni[v] ⊂ Ni[u].
4: Choose a vertex vi which is simple in Gi and minimal in (Vi, <i). Let Vi+1 = Vi −{vi}.
If i = n then output the ordering v1, v2, . . . ., vn of V and stop. Otherwise, set i← i+ 1
and go to step 2.
Figure 4.6: Strong elimination ordering [22]
4.2.5 Arbitrary Graph to Strongly Chordal Graph
In section 2.3, we discussed algorithms to turn an arbitrary graph into a chordal graph and
in the previous section, we generated chordal graphs as an intermediate step to generate
strongly chordal graphs. By combining these two approaches, we have an algorithm to gen-
erate strongly chordal graphs from arbitrary graphs. Figure 4.7 shows the phases involved
Arbitrarygraph Chordal graph Strongly chordal graph
Figure 4.7: Phases of the algorithm
in the algorithm. A formal description of the algorithm is given below:
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Algorithm 4.2 ArbitraryToSCG
Input: An arbitrary graph G = (V,E) on n vertices
Output: A strongly chordal graph G
1: Turn an arbitrary graph into a chordal graph by applying algorithm 2.10 (see chapter 2)










(b) Chordal graph (G′)

1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1
1 1 0 1 1 1
1 0 1 1 1 1





1 0 0 1 1 0
0 1 0 1 1 1
0 0 1 0 1 1
1 1 0 1 1 1
1 1 1 1 1 1








(e) Strongly chordal graph (G′′)
Figure 4.8: Arbitrary graph to strongly chordal graph
The following example illustrates the generation of a strongly chordal graph from an
arbitrary graph. All the phases, from left to right, are shown in Fig. 4.8. By applying
algorithm 2.10, we turn the arbitrary graph (Fig. (a)) into a chordal graph (Fig. (b)).
The corresponding M(G′) is shown in Fig. (c). The graph shown in Fig. 4.8(b) is chordal






submatrix can be detected in the neighborhood matrix M(G′). According to
the algorithm 4.1 (second step in algorithm 4.2), by resetting the 0 entry to 1, in each
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of these occurrences, the submatrix does not occur anymore in M(G′). This is equivalent
to introducing an edge {v3, v6} in the chordal graph (G′). Now the resulting graph has a
strong chord in the 6-cycle. The resulting graph (G′′) is now strongly chordal.
4.3 Second Algorithm
Overview: A trampoline is a chordal graph G on 2n vertices, for some n ≥ 3, whose vertex
set can be partitioned into two sets, W = {w1, w2, . . . , wn} and U = {u1, u2, . . . , un}, so that
W is independent and for each i and j, wi is adjacent to uj if and only if i = j or i = j+ 1(
mod n) and G[U ] is a complete graph [22]. Fig. 4.9(a) and 4.10(a) show trampolines on 8
and 10 vertices, respectively.
The algorithm of this section is based on the following forbidden subgraph characteri-
zation of strongly chordal graphs by Farber:
Theorem 4.5 [22] A chordal graph is strongly chordal if and only if it contains no induced
trampoline.
Since a trampoline is provably chordal (any permutation of the vertices in W , followed
by any permutation of the vertices in U is a perfect elimination ordering), we exploit
Theorem 4.5 to generate a strongly chordal graph from a trampoline and then introduce
additional edges by applying the completion algorithm. In section 4.3.3, we extend the scope
of this method to generate dense strongly chordal graphs from a network of trampolines.
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4.3.1 Details
We first explain how to turn a trampoline on 2n vertices into a strongly chordal graph by
adding edges strategically.
Algorithm 4.3 TrampolineToSCG
Input: A trampoline G = (V,E) on n vertices
Output: A strongly chordal graph G
1: Choose an independent vertex wi from set W
2: Find the neighbors of wi in the set U
3: Find the vertices in the set U those are not in the neighborhood of wi and add edges
from wi to those vertices
From an alternate characterization of strongly chordal graphs, we know that if ev-
ery even cycle of length at least 6 in a chordal graph G has a strong chord, then G is
necessarily strongly chordal and hence cannot contain an induced trampoline. Thus the
strategy is to introduce strong chords in even cycles of size 6 and larger. Consider the
trampoline shown in Fig. 4.9(a). There is no strong chord for the even cycle of length
8 〈w1, u1, w2, u2, w3, u3, w0, u0, w1〉. Algorithm 4.3 adds edges by joining one of the inde-
pendent vertices wi to its non-neighbor vertices in the set U . In this example, two edges
{w1, u3} and {w1, u2} are added to turn the trampoline into a strongly chordal graph (see
Fig. 4.9(b)). While {u0, u2} or {u3, u1} is a strong chord for every even cycle of length 6,
the outer 8-cycle has no strong chord. Joining w1 and u3 splits this 8-cycle into a 4-cycle
〈w1, u0, w0, u3, w1〉 and a 6-cycle 〈w1, u1, w2, u2, w3, u3, w1〉. However, there is no strong
chord in the newly created 6-cycle. This is rectified by adding an edge between w1 and







































Figure 4.10: (a) Trampoline(G) (b) Strongly chordal graph(G′)
chord in every even cycle of length 6 and more. Clearly, given a trampoline of size 2n, by
adding n− 2 strong chords, we can turn it into a strongly chordal graph. Another example
is shown in Fig. 4.10, where a trampoline of size 10 is turned into a strongly chordal graph
by adding 3 strong chords. In [41], Odom showed that strongly chordal graphs, in addition
to other graph classes like chordal graphs, constitute a completion class. This allows us to
add an edge at a time to a strongly chordal graph to reach the complete graph, remaining
in the class all throughout. The completion Algorithm 4.11 is based on the theorem below.
Theorem 4.6 [41] Let G = (V,E) be a connected graph of order n and size m. Let
G0 = G, and define the sequence of graphs G0, G1, . . . , Gs using Algorithm 4.11. If α is
a strong elimination ordering for G, then α is a strong elimination ordering for each Gi,
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i = 1, 2, . . . , s.
Input: A strongly chordal graph G, a strong elimination ordering α, and the number of
edges m
Output: A strongly chordal graph G
G0 ← G
E0 ← E
s← m−m′ . m′ is the no. of edges in G (before applying the completion algorithm)
for i← 1 to s do
ki ← max{j|deg(vj) < n− 1}
mi ← max{l|vki , vl /∈ Ei−1}
ei ← vki , vmi
Ei ← Ei−1 ∪ {ei}
Gi ← (V,Ei)
end for
Figure 4.11: SCGCompletion [41]
The completion algorithm takes a strongly chordal graph, a strong elimination ordering,
and the number of edges (m) as input and produces a strongly chordal graph. We use the
recognition algorithm by Farber, described in section 3.1.2, to generate a strong elimination
ordering. Based on the strong elimination ordering, we choose a pair of vertices ki and mi
according to the conditions mentioned in the algorithm and introduce edges between them.
We iterate s times to add s additional edges to meet the target of m edges.
4.3.2 An Example
We illustrate the completion algorithm by means of an example. Consider the strongly
chordal graph (G′) shown in Fig. 4.9(b) where m′ = 16. Let m = 18. To add two (s = 2)
more edges we use the completion algorithm. From Farber’s recognition algorithm, we
obtain the following strong elimination ordering: w2, w0, w3, u2, u1, u0, u3, w1. We choose
a pair of vertices from the ordering with no edge between them. In the first iteration,
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we introduce an edge between u0 and w3 and in the next iteration, we introduce an edge
between u0 and w2. This gives a strongly chordal graph G
























(c) G′′′ = G′′ + {w1, w0}
Figure 4.12: Strongly chordal graph generation
4.3.3 Network of Trampolines
To generate a greater variety of strongly chordal graphs, we construct a trampoline network
and apply Algorithm 4.3 as a subroutine to turn each trampoline of this network into a
strongly chordal graph. A network of trampolines and a strongly chordal graph derived
from it are shown in Fig. 4.13.
4.3.4 Complexity
To create a trampoline of size 2n takes O(n2) time, this being the size of an adjacency list
to represent this graph. The complexity of the completion procedure is in O(n3), this being
the complexity of generating a strong elimination ordering using Farber’s algorithm. Thus
the time complexity of this method is in O(n3) for generating a strongly chordal graph from
a single trampoline. The time complexity of generating a strongly chordal graph from a
trampoline network is in O(k+ Σki=1ni










































Figure 4.13: (a) Network of Trampoline(G) (b) Strongly chordal graph(G′)
network and ni is the size of the i-th trampoline.
4.4 Third Algorithm
Preamble: Farber’s intersection graph characterization [21] of strongly chordal graphs is
analogous to a similar characterization for chordal graphs by Gavril [24]. Seker et al. [51]
exploited this characterization of chordal graphs to obtain an algorithm for generating them.
In this section, we propose an algorithm to show that strongly chordal graphs can also be
generated using their intersection graph characterization.
The following essential definitions from Farber [21] underlie this characterization. Let r
be the root of an edge-weighted tree T . The edge-weights are positive numbers that can be
conveniently interpreted as the lengths of the edges.
Definition 4.7 [21] The weighted distance from a node u to a node v in T , denoted by
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d∗T (u, v), is the sum of the lengths of the edges of the (unique) path from u to v.
Definition 4.8 [21] Let T1 and T2 be two subtrees of T . Subtree T1 is full with respect
to T2, denoted by T1 > T2, if for any two vertices u, v ∈ T2 such that d∗T (r, u) ≤ d∗T (r, v),
v ∈ V (T1) implies that u ∈ V (T1).
Definition 4.9 [21] A collection of subtrees {T1, T2, . . . , Tn} of T is compatible if for each
pair of subtrees Ti and Tj either Ti > Tj or Tj > Ti.
Using the definitions above, Farber established the following intersection graph charac-
terization for strongly chordal graphs.
Theorem 4.10 [21] A graph is strongly chordal if and only if it is the intersection graph
of a compatible collection of subtrees of a rooted, weighted tree, T .
4.4.1 The Algorithm
Let S be an adjacency matrix whose rows correspond to a compatible collection of subtrees,
{T1, T2, . . . , Tk} of a rooted, weighted tree T as in Theorem 4.10 and columns correspond
to the vertices {v1, v2, . . . , vn} of T , arranged from left to right in order of non-decreasing
distance from the root, r. Our main observation is that Definition 4.8 can be re-interpreted





as a sub-matrix. More precisely, if i
and j are two rows of S, corresponding to compatible subtrees Ti and Tj of T , then there
cannot exist columns k and l that intersect these two rows to create ∆1. Thus S belongs
to the class of 0-1 matrices that do not have ∆1 as a submatrix. Note that this is only a
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necessary condition. If we can generate a 0-1 matrix that satisfies this necessary condition,
we have to ensure that each row corresponds to a subtree of a weighted tree T . The details
of how this can be achieved are described in the algorithm below that is built atop our
observation of the forbidden sub-matrix property of S.
Each of the entries of the first row and the first column are randomly set to 0 or 1. The
entries of the submatrix [2 . . . k, 2 . . . n] are carefully set to 0 or 1 so as not to have ∆1 as
a submatrix. This is done in row-major order. While setting the entry of the i-th row and
j-th column we check the entries exhaustively in the columns to the left of the j-th columns
and the entries above the i-th row to make sure that no 2× 2 submatrix is equal to ∆1. To






as a submatrix. Such a submatrix can create cycles in the tree T we wish
to construct from the rows of our matrix representing a collection of compatible subtrees.
Algorithm 4.4 generates a 0− 1 matrix S without ∆1 or ∆2 as a submatrix.
In the next phase, we prune some of the rows of S. First, we remove rows with all 0’s.
Then we remove duplicate rows (if any) because they produce identical subtrees and denote
the matrix as S′. In the next step, we generate a strongly chordal graph from the matrix
S′. Each subtree (row) represents a vertex in the strongly chordal graph, and there is an
edge between two vertices in the strongly chordal graph if Ti ∩ Tj 6= ∅. Algorithm 4.5 takes
the number of columns (nodes) n and the number of rows (subtrees) k (k ≤ n) as inputs
and outputs a strongly chordal graph G.
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Algorithm 4.4 0− 1MatrixGeneration
Input: The number of rows (subtrees) r and the number of columns (nodes) c
Output: A matrix S
1: for i← 1 to n do
2: for j ← 1 to n do
3: randomEntry ← random(0, 1) . randomly chosen either 0 or 1
4: if i == 1 or j == 1 then
5: S[i][j]← randomEntry
6: else
7: if randomEntry == 1 then
8: if (S[i − 1][j − 1] == 1 and S[i − 1][j] == 1 and S[i][j − 1] == 0) or
(S[i− 1][j − 1] == 0 and S[i− 1][j] == 1 and S[i][j − 1] == 1) then
9: randomEntry ← 0 . switch 1 to 0
10: S[i][j]← randomEntry
11: else
12: S[i][j]← randomEntry . keep 1 as a valid entry
13: end if
14: else






Input: The number of columns (nodes) n and the number of rows (subtrees) k
Output: A strongly chordal graph G









2: Remove any rows with zeros only
3: Remove any duplicate rows
4: Generate a strongly chordal graph from rows by computing the intersection of each row
In the following paragraphs, we explain on an example, the strongly chordal graph
generation process step-by-step.
4.4.2 An Example




1 0 0 0 1 0 0 0 1 0 0 1
1 0 1 0 0 0 0 1 0 1 1 0
1 1 0 1 0 1 1 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

After removing 6 rows (row index: 5th, 7th, 9th, 10th, 11th, 12th) that have only zero
entries, we get the following matrix S′:
S′ =

1 0 0 0 1 0 0 0 1 0 0 1
1 0 1 0 0 0 0 1 0 1 1 0
1 1 0 1 0 1 1 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0

From the matrix S′, we can see there are six subtrees. The subtrees are shown in
Fig. 4.14. The strongly chordal graph shown in Fig. 4.15 is generated by representing each
Ti of Fig. 4.14 as a node vTi . There is an edge between vTi and vTj if the intersection of Ti


















































Figure 4.15: A strongly chordal graph generated from subtrees {T1, T2, T3, T4, T5, T6}
4.4.3 Complexity
Algorithm 4.4 takes O(n4) time to generate matrix S, ensuring it does not have ∆1 or ∆2
as a submatrix. The intersection of two subtrees (Ti ∩ Tj) can be computed in O(n) time.
Each subtree represents a vertex in a strongly chordal graph and if Ti ∩ Tj 6= ∅, then there
is an edge between two vertices in a strongly chordal graph. The insertion of an edge can
be done in O(1) time.
4.4.4 Discussion
In this chapter, we have presented three novel algorithms for the strongly chordal graph
generation based on the three different characterizations. It would be interesting to improve
on the time complexities of these algorithms or find more efficient ways of generating strongly
chordal graphs. We implemented all the proposed algorithms in Python. Apropos the third
algorithm, it is interesting to point out that we tested a large number of intersection graphs
generated from ∆1-free matrices. Without exception, all of these passed the recognition
algorithm test for strong chordality. It would be worthwhile to investigate this further.
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4.5 Summary
In this chapter, we have presented three different methods for the strongly chordal graph





There is an extensive literature on dynamic algorithms for a large number of graph-theoretic
problems, particularly for all varieties of shortest path problems. Germane to this chapter
are a number of fully dynamic algorithms that are known for chordal graphs [30, 38].
However, to the best of our knowledge, no study has been done for the problem of dynamic
algorithms for strongly chordal graphs. To address this gap, in this chapter, we propose a
semi-dynamic algorithm for edge-deletions and a semi-dynamic algorithm for edge-insertions
in a strongly chordal graph.
The rest of the chapter is structured as follows. In the next section, we explain the
design of a semi-dynamic algorithm for deletions and in section 5.2, we discuss the design of
a semi-dynamic algorithm for insertions. Finally, section 5.3 contains concluding remarks
and open problems.
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5.1 Semi-dynamic Algorithm for Deletions
Let G = (V,E) be a strongly chordal graph and C an even cycle of size six or greater in
G. A chord {u, v} of C is a strong chord if a shortest distance between u and v along
C, dC(u, v), is odd. The deletion algorithm is based on the following characterization of a
strongly chordal graph.
Theorem 5.1 [22] A graph G is strongly chordal if and only if it is chordal and every even
cycle of length at least 6 in G has a strong chord.
Let e = {u, v} be an arbitrary edge of G. Then e can be deleted from G provided G− e
remains chordal and it is not the only strong chord of a 6-cycle. The check for chordality
exploits the following theorem.
Theorem 5.2 [30] Let e be an edge of a chordal graph G. Then G− e remains chordal if
and only if G has exactly one maximal clique containing e.
Since strongly chordal graphs are a subclass of chordal graphs, a clique tree data struc-
ture, T , representing G, is used to check for the chordality condition.
Consider the chordal graph shown in Fig. 5.1(a) that has three maximal cliques v1v2v3,
v1v3v4v5, and v1v5v6. Each maximal clique is represented by a node in the tree T and the
weight of each edge is the size of the overlap of the two maximal cliques that it joins. To
obtain a clique tree T from G, we use an expanded version of the Maximum Cardinality










(b) A clique tree (T )
Figure 5.1: An example
in two or more clique tree nodes, then we cannot delete e as its deletion will violate the
chordality property of G. For instance, we cannot delete the edge {v1, v5} or the edge
{v1, v3} from G (see Fig. 5.1) because either deletion will make G non-chordal.
Thus, by maintaining the clique tree T , we can determine if an edge can be deleted
without violating chordality. The details are as follows. For each node in T , we compute
the intersection of the node (a maximal clique contains two or more vertices of G) with the
edge e. If we find T has exactly one node containing the end-points of e, then we continue
and check if the deletion preserves strong chordality as well.
As explained earlier, an edge e can be deleted if and only it is not the only strong chord
of a 6-cycle. For instance, consider the strongly chordal graph shown in Fig. 5.2. The edge
{v0, v5} (shown as a dashed line segment) splits the 8-cycle 〈v0, v1, v2, v3, v4, v5, v6, v7, v0〉
into a 4-cycle, 〈v0, v5, v6, v7, v0〉 and a 6-cycle, 〈v0, v5, v4, v3, v2, v1, v0〉. The addition of a
strong chord {v1, v4} (shown as a dashed line segment) splits the 6-cycle 〈v0, v5, v4, v3, v2, v1, v0〉
into two 4-cycles, 〈v0, v5, v4, v1, v0〉 and 〈v1, v4, v3, v2, v1〉. Alternatively, we could interpret
{v0, v5} as a strong chord of the 6-cycle 〈v0, v7, v6, v5, v4, v1, v0〉, post the introduction of









Figure 5.2: A strongly chordal graph
Since the addition of a strong chord splits an even cycle of size 6 or greater into two
odd-length paths, for the next part of the test, it is sufficient to check for the presence of a
strong chord in every even cycle of length 6. The formal proof of this is given below where
we justify why it is enough to check if an edge e that is a candidate for deletion is a strong
chord of a 6-cycle.
Definition 5.3 Let Ck denote a cycle with k edges.
Definition 5.4 An ensemble E of strong chords of an even cycle with 2n edges, C2n, is a
set of n− 2 strong chords that are pairwise disjoint, except for common endpoints.















Figure 5.3: Two different ensembles of strong chords of an 8-cycle
Lemma 5.5 A strong chord of a cycle C2n belongs to an ensemble of n− 2 strong chords,
E.
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Proof: Let {v1, vk}, for k ≥ 4 and even, be a strong chord of an even cycle C2n =
〈v1, v2, . . . , v2n〉 of length 2n, where n ≥ 3. The proof is by induction on n. Clearly as
a single strong chord splits a 6-cycle into two cycles of length 4, the claim is true for n = 3.
Assume that the claim is true for a cycle of length 2(n − 1). Since {v1, vk} splits C2n
into two cycles Ck and Ck′ of even lengths k and k
′ = 2n − k + 2, by the inductive hy-
pothesis, there exists a disjoint ensemble of k/2 − 2 strong chords that partition Ck and
a disjoint ensemble of (2n − k + 2)/2 − 2 strong chords that partition C2n−k+2. Since the
strong chord {v1, vk} is not counted, the total number of strong chords that partition C2n










Figure 5.4: Every strong chord is a strong chord of a 6-cycle
Theorem 5.6 Each of the strong chords in an ensemble E of strong chords of C2n is a
strong chord of a 6-cycle.
Proof: Once again, the proof is by induction on n. This is true for C6, as the ensemble
E has only one strong chord. Assume the claim holds for an even cycle of smaller length.
Among the ensemble E of strong chords of C2n there is one, say c1, that forms a C4 with
three boundary edges (see Fig. 5.4). By the inductive hypothesis, in the even cycle formed
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by the rest of the 2n − 3 edges and c1 each of the strong chords of the residual ensemble
E−{c1} is a strong chord of a 6-cycle, C6. To show that c1 is also a strong chord of a 6-cycle,
we observe from Fig. 5.4, that c1 is a strong chord of the 6-cycle, 〈v2n, v1, v2, v3, v4, v5〉, or
of the 6-cycle 〈v2n, v1, v2, v3, v4, v5〉 or of the 6-cycle 〈v2n, v1, v2, v3, v4, v5〉 and {v2n, v5} or
{v1, v6} or {v2n−1, v4} is a strong chord in E − {c1}. This completes the proof.
A potential 6-cycle of which e = {u, v} is a strong chord, is formed by disjoint pairs of
P4-paths that go from u to v. Thus we determine all P4-paths and for every disjoint pair
of these, we check whether {u, v} is the only strong chord or not. If there is a strong chord
other than {u, v} in every disjoint pair of P4-paths, then the edge {u, v} can be deleted.
On the other hand, if {u, v} is the only strong chord for any disjoint pair of P4-paths, then
the edge {u, v} cannot be deleted. To find all P4 paths between u and v, we compute the
adjacency matrix of a bipartite graph, one part consisting of the neighbors of u and the
other part consisting of the neighbors of v (see Fig. 5.6).
Algorithm 5.1 Delete
Input: A strongly chordal graph G and an edge {u, v} to be deleted
Output: A strongly chordal graph G− {u, v}
1: if Delete−Query(G,T, u, v) returns “True” then
2: Delete the edge {u, v} from G
3: Call UpdateCliqueTreeAfterDeletion
4: end if
Algorithm 5.2 returns “True” and the node x, if {u, v} can be deleted from G, in which
case we perform the delete operation, described in algorithm 5.1. After performing the
delete operation, we update both the clique tree and the graph. The clique tree node that
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Algorithm 5.2 Delete-Query
Input: A strongly chordal graph G, a clique tree T of G, and an edge {u, v} to be deleted
Output: Return True or False
1: canBeDeleted← False
2: if the edge {u, v} does not exist then
3: return canBeDeleted
4: else
5: if the edge {u, v} belongs to exactly one node (x) in T then
6: if {u, v} is not a strong chord then
7: canBeDeleted← True








contains the edge {u, v} can be replaced with 0, 1, or 2 nodes. The algorithm UpdateCli-
queTreeAfterDeletion due to Ibarra [30] deletes the edge {u, v} and updates T .
5.1.1 An Example
Consider deleting the edge {v1, v4} from the strongly chordal graph G of Fig. 5.1(a). First,
we check if chordality is preserved. From the clique tree T (see Fig. 5.1(b)), we observe there
is only one node that contains the edge {v1, v4}. This satisfies the chordality condition and
now we check for the strong chordality condition. For this, we compute the neighborhoods
of v1 and v4 where N(v1) = {v2, v3, v4, v5, v6} and N(v4) = {v1, v3, v5}. It is now easy to
see that there are three P4-paths, [v1, v2, v3, v4], [v1, v5, v3, v4], and [v1, v6, v5, v4] between v1
and v4. We note that {v1, v4} is the only strong chord in the graph. Hence the deletion of
{v1, v4} is not allowed. But were any of the other two strong chords, {v2, v5} or {v3, v6},
been present in the graph we could delete {v1, v4}.
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Algorithm 5.3 UpdateCliqueTreeAfterDeletion [30]
Input: A clique tree T and an edge {u, v} to be deleted
Output: An updated clique tree T
1: For every y ∈ N(x), test whether u ∈ Ky or v ∈ Ky and whether w(x, y) = k − 1 . Kx
and Ky are maximal cliques and w(x, y) = |Kx ∩Ky|





add edge {x1, x2} with w(x1, x2) = k − 2 . Kux = Kx − {v} and Kvx = Kx − {u}
3: if y ∈ Nu then . Nu = {y ∈ N(x) | u ∈ Ky}
4: replace {x, y} with {x1, y}
5: end if
6: if z ∈ Nv then . Nv = {z ∈ N(x) | v ∈ Kz} and Kz is a maximal clique
7: replace {x, z} with {x2, z}
8: end if
9: if w ∈ Nuv then . Nuv = {w ∈ N(x) | u, v /∈ Kw} and Kw is a maximal clique
10: replace {x,w} with {x1, w} or {x2, w} (chosen arbitrarily)
11: end if
12: if Kux and K
v
x are both maximal in G− {u, v} then
13: return the updated clique tree T
14: end if
15: if Kux is not maximal because K
u
x ⊂ Kyi for some yi ∈ Nu then
16: choose one such yi arbitrarily, contract {x1, yi}, and replace x1 with yi
17: end if
18: if Kvx is not maximal because K
v
x ⊂ Kzi for some zi ∈ Nv then
19: choose one such zi arbitrarily, contract {x2, zi}, and replace x2 with zi
20: end if
21: return the updated clique tree T
For another example, consider the graph, shown in Fig. 5.5(a). Here, chordality is
preserved if we delete the edge {v7, v2}. However, as it is the only strong chord for the
6-cycles 〈v7, v0, v6, v2, v4, v5, v7〉 and 〈v7, v3, v6, v2, v4, v5, v7〉, it cannot be deleted. The edge
{v5, v4}, though, can be deleted from the graph. A check of the clique tree shows that
only a single node contains the edge {v5, v4}. Proceeding to check for the strong chordality
condition, we note that {v5, v4} is not a strong chord and thus can be deleted. The updated
































(d) G− {v4, v5}
Figure 5.5: An example
5.1.2 Complexity of Deletions
Using the expanded version of the MCS algorithm, the preprocessing time required to
construct a clique tree T is in O(n+m). To check if an edge {u, v} belongs to exactly one
maximal clique in T , we perform a set intersection operation with the vertices of a maximal
clique and the vertices of the edge {u, v}. The time for this is linear in the sizes of the two
sets and is thus bounded by O(n). Thus the query complexity for this part is in O(n).














Figure 5.6: Estimating the number of P4 paths from u to v
v. It can be seen from Fig. 5.6 that the number of such paths is bounded above by O(dudv),
where du and dv are the degrees of the vertices u and v respectively. The actual paths can
also be found out in O(dudv) time by computing the adjacency matrix of a bipartite graph,
one part consisting of the neighbors of u and the other part consisting of the neighbors of
v, whose adjacencies are determined from G. Clearly, we have a P4 path for each entry
1 in the adjacency matrix. Thus the number of paths and the time complexity of finding
these are both bounded by O(dudv). The next step is to find out if {u, v} is not the only
strong chord of each 6-cycle determined by disjoint pairs of these P4 paths, a task that can
be accomplished in O(d2ud
2





Using an implementation of a fully dynamic algorithm by Ibarra [30] for maintaining
chordal graphs, the clique tree can be updated in O(n) time. As we also maintain an
adjacency matrix representation of G for the strongly chordal graph query, an update to
this structure can be done in O(1) time. Thus the overall query update time is in O(n).
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5.2 Semi-dynamic Algorithm for insertions
Let G be a strongly chordal graph and α = v1, v2, . . . , vn be a strong elimination ordering
(defined in section 4.1) of its vertices, V . The existence of such an ordering is characteristic
of G. The neighborhood matrix M(G) of G, based on α, is an n× n matrix whose (i, j)-th






Our dynamic insertion algorithm is based on the following observation.
Observation 5.7 [22] The row (and column) labels of M(G) correspond to a strong elim-
ination ordering if and only if the matrix M does not contain ∆ as a submatrix.
Farber [22] defined a 0-1 matrix M to be totally balanced if it does not contain a sub-
matrix that can be interpreted to be the edge-vertex incidence matrix of a cycle of size 3
or greater.
The absence of ∆ in M(G) implies that M(G) is totally balanced and the theorem below
allows us to claim that G is strongly chordal.
Theorem 5.8 [22] A graph G is strongly chordal if and only if M(G) is totally balanced.
Thus if G is strongly chordal, then G + {u, v} remains so if inserting the edge {u, v}
into G does not create any ∆ submatrix in M(G+ {u, v}).
To insert an edge {u, v} into G, we first check if it is already present in G. If not, we
insert it into G, provided no submatrix ∆ is created in M(G).
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The initialization process consists of computing a strong elimination ordering α of a
strongly chordal input graph, G. For this, we use a recognition algorithm for strongly
chordal graphs due to Farber [22].
Algorithm 5.4 Insert
Input: A strongly chordal graph G and an edge {u, v} to be inserted
Output: A strongly chordal graph G+ {u, v}
1: if Insert−Query(G, u, v) returns “True” then
2: Insert edge {u, v} into G
3: Update neighborhood matrix M(G)
4: end if
Having obtained a strong elimination ordering α, we create the neighborhood matrix
M(G) of G. We also identify the relative order of u and v in the ordering α. Now we check







(n, 1) (n, j) (n, n)
(i, n)




. . . (i− 1, n)
. . .
. . . (i+ 1, n)
Figure 5.7: Algorithm to find ∆ submatrix
The searching strategy can be explained with the help of Fig. 5.7. Assume there is a
0 in the ith row and jth column that we want to change into a 1 (which corresponds to
the insertion of an edge in the graph). For this, we need to test if, as a result, ∆ appears
as a submatrix in M(G). We check in three different directions from the (i, j)-th position:
upward to (1, n), downward to (n, n), and leftward to (n, 1). If no ∆ submatrix is found,
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Algorithm 5.5 Insert-Query
Input: A strongly chordal graph G and an edge {u, v} to be inserted
Output: Return True or False
1: canBeInserted← True




6: for l← j to n do . downward
7: for k ← i to n do






14: for l← j to n do . upward
15: for k ← i to 0 do






22: for l← j to 0 do . leftward
23: for k ← i to n do








we change the (i, j)-th entry to 1. Since M(G) is symmetric, simultaneously we change the
(j, i)-th entry to 1. The formal details of the above search strategy is given in Algorithm 5.5.
If it returns “True”, Algorithm 5.4 inserts the edge {u, v} into G.
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5.2.1 An Example
Consider the strongly chordal graph shown in Fig. 5.8(a). After finding a strong elimination
ordering v1, v2, v3, v4, v6, v5, v0 of G, we create the neighborhood matrix M(G). Now, say
we want to insert an edge {v2, v5} into G. However, this insertion creates a ∆ submatrix
in G and this cannot be done. Next, suppose we want to insert the edge {v1, v6} into G.
This is possible as its insertion does not create any ∆ submatrix in G. Since M(G) is a
symmetric matrix, we change 0 to 1 in both symmetric positions (which corresponds to the









(b) G+ {v1, v6}

1 0 0 1 0 0 1
0 1 0 0 1 0 1
0 0 1 0 1 0 1
1 0 0 1 1 0 1
0 1 1 1 1 1 1
0 0 0 0 1 1 1
1 1 1 1 1 1 1

(c) A neighborhood ma-
trix M(G) of the strongly
chordal graph shown in Fig.
(a)

1 0 0 1 1 0 1
0 1 0 0 1 0 1
0 0 1 0 1 0 1
1 0 0 1 1 0 1
1 1 1 1 1 1 1
0 0 0 0 1 1 1
1 1 1 1 1 1 1

(d) A neighborhood matrix
M(G) of the strongly chordal
graph shown in Fig. (b)
Figure 5.8: An example of insertion
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5.2.2 Complexity of Insertions
Computing a strong elimination ordering using Farber’s algorithm takes O(n3) time, and it
takes O(n2) time to initialize the neighborhood matrix M(G). Thus the preprocessing time
complexity is O(n3). The upper bound on searching for a ∆ submatrix in M(G) is O(n2).
Thus the time complexity of an insert-query is O(n2).
The insertion of an edge takes constant time since we maintain a neighborhood matrix
data structure to represent G.
With a more significant amount of preprocessing, here is an input-sensitive solution to
the search for a ∆-submatrix in M(G).
With each entry of the M(G) matrix we associate four integer values, vu, vd, hl, hr, that
record the runs of that entry vertically up and down, horizontally left and right. This is











Figure 5.9: Runs relative to an entry
In addition, we record for each row and column of M(G), the range of 0’s and 1’s into
which it can be decomposed (see Fig. 5.10).
0′s 1′s 0′s 1′s 0′s
Figure 5.10: Range decomposition of a row or column
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We explain how the search for a ∆-submatrix is done in the upper right quadrant relative
to a 0 as the (i, j) entry of M(G) that we would like to replace by a 1. For this, we intersect
a 0-range to the right of this entry on the i-th row and a 1-range vertically above this entry
on the j-th column (see Fig. 5.11).
0










Figure 5.11: Searching the intersection of ranges
We want to find a 1 in this intersected range. For this, we traverse the boundary of
this range, looking for a 1 or probe its interior relative to a 0 for a 1 (using the recorded
information on horizontal and vertical runs). We terminate the traversal as soon as we find
a 1 or report that there is no 1 in this range.
The complexity of this search is: Σ(|Rh|+ |Rv|), where |Rh| and |Rv| are the sizes of the
horizontal and vertical ranges and the sum is taken over all pairs, consisting of a 1-range
vertically above the (i, j)-th entry and a 0-range to the left of this entry. This shows that
the search-complexity is sensitive to the distribution of 0’s and 1’s in the matrix M(G)
and, except for the worst-case scenario when all the 0 and 1 ranges are of size 1, has time
complexity that is of lower order than n2.
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A similar search is carried out for a 1 in the lower left quadrant and a 0 in the lower
right quadrant. In case all three searches fail, the 0 entry is changed into a 1. We also
update the ranges of 0’s and 1’s on the i-th and j-th columns and update the neighborhood
information of the 0’s in vu, vd, hl and hr, adjoining the (i, j)-th entry. All this work takes
linear time.
5.3 Discussion
The proposed semi-dynamic algorithms are based on two different characterizations of
strongly chordal graphs. The deletion algorithm is based on a strong chord characteri-
zation, while the insertion algorithm is based on a totally balanced matrix characterization.
An interesting and challenging open problem is to come up with an efficient fully dynamic
algorithm for this class of graphs.
5.4 Summary
In this chapter, we have presented semi-dynamic algorithms for deletions and insertions of
edges into a strongly chordal graph.
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Chapter 6
Chordal Graphs and Point
Placement in the Plane
In this chapter, we discuss an application of chordal graphs to the problem of designing a
1-round algorithm for approximate point placement in the plane in an adversarial model.
The distance query graph presented to the adversary is chordal. The remaining distances
are determined using a distance matrix completion algorithm for chordal graphs, based on
a result by Bakonyi and Johnson [6]. The layout of the points is determined from the
complete distance matrix using the traditional Young and Householder approach [57].
6.1 Introduction
The problem of locating n distinct points on a line, up to translation and reflection, in an
adversarial setting has been extensively studied [1, 15, 16, 17]. The best known 2-round
algorithm that makes 9n/7 queries and has a query lower bound of 9n/8 queries is due to
Alam and Mukhopadhyay [2]. In this chapter, we propose a 1-round algorithm for the same
problem in the plane. To the best of our knowledge, there is no prior work extant on this
105
problem. A practical motivation for this study is the extensively researched and closely
related sensor network localization problem [5, 10].
6.2 Preliminaries
Let D = [dij ] be an n×n symmetric matrix (a square matrix that is equal to its transpose,
e.g., D = DT ), whose diagonal entries are 0 and the off-diagonal entries are positive. It
is said to be an Euclidean Distance Matrix if there exists points p1, p2, . . . , pn in some k-
dimensional Euclidean space such that dij = d(pi, pj)
2, where d(pi, pj) is the Euclidean
distance between the points pi and pj . A set of necessary and sufficient conditions for this
was given by Schoenberg [50], as well as Young and Householder [57]. A partial distance
matrix is one in which some entries are missing. If x 6= 0 is a n× 1 vector and λ is a scalar
such that Dx = λx, then x is an eigenvector of D with eigenvalue λ. D is positive semi-
definite if xTDx ≥ 0 for all non-zero column vector x in Rn and xT denotes the transpose
of x. The rank of a matrix D corresponds to the maximal number of linearly independent
columns of D and is denoted as rankD.
The distance graph of an n × n distance matrix, is a graph on n vertices with an edge
connecting two vertices vi and vj if there is an entry greater than zero in i-th row and j-th
column of the distance matrix.
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6.3 Point Placement On a Line: A Quick Review
To provide a context and motivation for the results of this chapter, we provide a quick
review of the main ideas underlying point placement algorithms for points on a line, with
reference to a state-of-the-art algorithm [2].
Let P = {p1, p2, . . . , pn} be n distinct points on a line. A distance graph on n vertices
(corresponding to the n points in P ) has edges joining pairs of points whose distances on
the line are sought of an adversary. An assignment of lengths to the edges of this graph
by an adversary is assumed to be valid if there exists a linear layout consistent with these
lengths. The distance graph is said to be line-rigid if a consistent layout exists for all valid,
adversarial assignments of lengths. All the distance graphs shown in Fig. 6.1 are line-rigid.
However, a 4-cycle is not line-rigid as there exists an assignment of lengths that makes it a
parallelogram, whose vertices have two distinct linear layouts.
(a) K3 (b) K2,3 (c) Jewel (d) K
−
4
Figure 6.1: Some examples of line rigid graphs
We define a k-round (k ≥ 1) algorithm as one in which the adversarial distance queries
are done in k batches in order to resolve the placement of the points.
A prototypical 1-round algorithm [16] uses the line-rigid 3-cycle (or triangle) graph as
the core structure and constructs the following distance graph on n points (see Fig. 6.2).
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As the figure shows, the graph has n − 2 triangles hanging from a common strut. The
number of distance queries made 2n − 3, where the number of distance queries made for






Figure 6.2: Distance graph for a 1-round algorithm
A prototypical 2-round algorithm [16] uses the 4-cycle (or triangle) graph as the core
structure and constructs the following distance graph on n points (see Fig. 6.3). As the
figure shows, the graph has b and b + 2 edges, hanging from the left and right end-points
respectively of a fixed edge. The explanation is that a 4-cycle is not line-rigid and the
rigidity condition that at least one pair of opposite edges are not equal can be satisfied over
two rounds. The discrepancy of 2 in the number of edges hanging from the two end-points
allows us to pair edges which are not equal and thus meet the line rigidity condition for a
4-cycle. The number of distance queries made is 3n/2− 2. Thus by increasing the number
of rounds and constructing a more complex query graph, we reduce the number of distance
queries by a constant factor. The goal is to minimize the number of adversarial queries we
ask of an adversary.
The best known 2-round algorithm to-date [2], builds a distance query graph using the
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p1 p2
b leaves b+ 2 leaves
pi pj
Figure 6.3: Distance graph for a 2-round algorithm
3-path graph of Fig. 6.4. Its query complexity is 9n/7 + O(1). This comes at the expense





Figure 6.4: The 3-path graph
The main tool for obtaining these rigidity conditions is the concept of a layer graph,
introduced in [15]. A layer graph is an orthogonal re-drawing (if possible) of the distance
query graph that must satisfy the following conditions:
P1. Each edge e of G is parallel to one of the two orthogonal directions x and y.
P2. The length of an edge e is the distance between the corresponding points on L.
P3. Not all edges are along the same direction (thus, a layer graph has a two-dimensional
extent).
P4. When the layer graph is folded onto a line, by a rotation either to the left or to the
right about an edge of the layer graph lying on this line, no two vertices coincide.
Chin et al. [15] showed that a given distance query graph is not line rigid if and only if it
has a layer graph drawing. The different rigidity conditions are derived from a painstaking
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enumeration of all possible layer graph drawings of the given distance query graph. This is
a challenging task.
Our experience with the implementation of 2-round algorithms (see [40]) has shown that
the rigidity conditions are easy to verify when exact arithmetic is used; indeed, we simulated
an adversary by generating layouts with integral coordinates. However, if pairwise distances
are not integral, the rounding errors introduced in finite-precision calculations can make
checking the rigidity conditions difficult. This is an unavoidable issue for point-placement
in the plane.
Another difficulty of generalizing this approach to two and higher dimensions is that of
obtaining a suitable generalization of the layer graph concept and the associated theorem.
This motivates the approach taken in this chapter. The advantage of this approach is that
it is susceptible to generalization to higher dimensions.
6.4 Overview of our results
We first discuss a reductionist approach to this problem: reducing point placement in the
plane to point placement on a line. We consider the case when the points lie on a circle,
using stereographic projection to reduce this to a 1-dimensional point placement problem.
For points lying on an integer grid, we reduce the problem to two 1-dimensional point
placement problems.
The algorithms for point placement on a line require testing a very large number of
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constraints involving edge lengths of a distance graph. Our experiments have shown that
these work well when the points on a line have integral coordinates. To circumvent this
problem, we consider a matrix distance completion approach, when the distance graph
is chordal. In our adversarial setting, we seek the lengths of this chordal graph from an
adversary (an adversary can be thought of as a source of correct distance measurements).
Once the adversary has returned edge lengths for the chordal distance graph, we solve a
matrix distance completion problem. Bakonyi and Johnson [6] showed that if the distance
graph corresponding to a partial distance matrix is chordal, there exists a completion of
this partial distance matrix. Precisely, they proved the following result.
Theorem 6.1 [6] Every partial distance matrix in Rk, the graph, G, of whose specified
entries is chordal, admits a completion to a distance matrix in Rk.
Finally, we compute the planar coordinates of the vertices of this complete distance
graph using an algorithm based on a result of Young and Householder [57].
6.5 Point placement in the plane
When the points p1, p2, . . . , pn lie on an integer grid, we can solve the problem by solving
two 1-dimensional point placement problems by projecting them on the x and y-axes. We
assume that no two points lie on the same vertical or horizontal line of the grid (see Fig. 6.5).
When the points lie on a circle, we can solve the problem by a stereographic projection










Figure 6.5: Points on a two-dimensional integer grid







Figure 6.6: Stereographic projection of points on a circle
When the distance query graph is complete, we can compute the locations of the points
using an algorithm, based on the following result due to Young and Householder [57].
Theorem 6.2 [57] A necessary and sufficient condition for a set of numbers dij = dji
to be the mutual distances of a real set of points in Euclidean space is that the matrix
B = [d21i + d
2
1j − d2ij ] be positive semi-definite; and in this case the set of points is unique
apart from a Euclidean transformation.
In this case, there exists an orthogonal matrix σ such that
B = σL2σt
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where L2 = [λ21, λ
2
2, . . . , λ
2
r , 0, . . . , 0], λ’s are the eigenvalues, σ
t is the transpose of σ,
and r is the embedding dimension (which is the minimum dimension, into which the points
can be mapped). Thus, we have
B = (σL)(σL)t
Since B = AAt, where the rows of the matrix A are the coordinates of the points
p1, p2, . . . , pn in some r dimensional Euclidean space, the coordinates of the points are
determined by solving the system of linear equations.
A = σL
When the (distance) graph of the partial distance matrix is chordal, we use a distance
matrix completion algorithm, the major components of which are discussed below.
6.5.1 Computing a perfect elimination ordering, α, of G
A perfect elimination ordering can be found by a breadth-first search of G, combined with
lexicographic labeling of its vertices. The Lex BFS algorithm, due to Rose et al. [48]
described in chapter 2 (see section 2.1.2). We used the Lex-BFS algorithm to compute a
perfect elimination ordering.
6.5.2 Computing a chordal graph sequence
An algorithm for generating the sequence of chordal graphs depends on the following results,
proved in [25].
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Theorem 6.3 [25] G has no minimal cycles of length exactly 4 if and only if the following
holds: For any pair of vertices u and v with u 6= v, {u, v} /∈ E, the graph G+ {u, v} has a
unique maximal clique which contains both u and v. (That is: if K and K ′ are both cliques
in G+ {u, v} which contain u and v, then so is K ∪K ′.)
In particular, Theorem 6.3 holds for chordal graphs. The next theorem suggests an
iterative algorithm for solving the distance matrix completion problem.
Theorem 6.4 [25] Let G = (V,E) be chordal. Then there exists a sequence of chordal
graphs Gi = (V,Ei), i = 0, 1, . . . , k, such that G = G0, G1, G2, . . . , Gk is the complete graph
and Gi is obtained by adding to Gi−1 an edge {u, v} as in Theorem 6.3.
Such an edge {u, v} is selected using the following scheme described in [25]. Assume that
a perfect elimination ordering α of the vertices of the input chordal graph G is available.
Let vk be the vertex α
−1(k). Set ki = max{k | {vk, vm} /∈ Ei for some m} and ri = max{r |
{vr, vki} /∈ Ei}. Then the edge to be added is {u, v} = {uki , vri}. In the next section we
discuss an algorithm for selecting a maximal clique, containing this edge.
6.5.3 Computing a maximal clique containing a given edge
An interesting algorithm due to Bron-Kerbosch [14] computes all maximal cliques, from
which we can select the maximal clique that contains this edge. The Bron-Kerbosch al-
gorithm is a recursive backtracking algorithm, and a version based on choosing a pivot is
described thus. The algorithm maintains three sets R,P , and X, reporting the set R as
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the vertices of a maximum clique when at any level of the recursive calls, the sets P and X
become empty.
Algorithm 6.1 ComputingCliques [14]
1: BronKerbosch2(R,P,X):
2: if (P and X are both empty) then
3: report R as a maximal clique
4: end if
5: choose a pivot vertex u ∈ P ∪X
6: for each vertex v ∈ P \N(u) do
7: BronKerbosch2(R ∪ {v}, P ∩N(v), X ∩N(v))
8: P := P \ {v}
9: X := X ∪ {v}
10: end for
We have implemented a simple algorithm that starts with the edge of interest and grows
this into a maximal clique. In greater details, start with a clique containing two vertices
of the given edge, and grow the current clique one vertex at a time by looping through the
graph’s remaining vertices. For each vertex v examined, add v to the clique if it is adjacent
to every vertex that is already in the clique; otherwise, discard v.
6.5.4 Distance matrix completion of a clique
The distance matrix of a clique with the distance of one edge missing can be formulated as
the problem of completing a partial distance matrix with one missing entry. The following
lemma proposes a solution to this problem.
Theorem 6.5 [6] The partial distance matrix 0 D12 xDt12 D22 D23
x Dt23 0












are distance matrices with embedding dimensions p and q then x can be chosen so that the
embedding dimension of F is s = max{p, q}.
This is equivalent to finding completions of the partial distance matrix:
0 1 1 et 1
1 0 d12 D13 d14










to a matrix in which the Schur complement a B x− d12 − d14Bt C D
x− d12 − d14 Dt f






has a positive semidefinite completion of rank s. This provides a solution for x that
follows from the following result.
Theorem 6.6 [20] Let
R =















q. Then there is real positive semidefinite completion F of R such that the rank of F is
max{p, q}. This completion is unique iff rankC = p or rankC = q.
In the next section, we discuss the last stage of the point placement problem: this is to
determine the coordinates of a layout from a completed distance matrix.
6.5.5 Experimental results
We have implemented the above algorithm in Python on a laptop with an Intel Core i7
processor with 16GB RAM running under Windows 10. The software includes a module for
the generation of chordal graphs to be used as input. The chordal graph generation uses
one of the algorithms discussed in chapter 2.
The result of an experiment is described below for a chordal graph. The following partial
distance matrix, where the off-diagonal 0’s represent unknown distances,
0 9 0 0 0 0 5 20
9 0 2 25 40 34 20 17
0 2 0 17 0 0 0 13
0 25 17 0 5 0 0 2
0 40 0 5 0 2 0 5
0 34 0 0 2 0 10 5
5 20 0 0 0 10 0 13
20 17 13 2 5 5 13 0

is obtained from the distances returned by the adversary based on the layout of a chordal
graph, G, shown in Fig. 6.7.

















Figure 6.7: A chordal graph on 8 vertices

0 9 17.0 34.0 37.0 25.0 5 20
9 0 2 25 40 34 20 17
17.0 2 0 17 34.0 32.0 26.0 13
34.0 25 17 0 5 9.0 25.0 2
37.0 40 34.0 5 0 2 20.0 5
25.0 34 32.0 9.0 2 0 10 5
5 20 26.0 25.0 20.0 10 0 13
20 17 13 2 5 5 13 0

where the computed entries are shown with a decimal point, followed by a single 0. The
correctness of the computed entries can be checked against Fig. 6.7.
We ran the above complete distance matrix through our implementation of the Young
and Householder algorithm. A plot of the output is shown in Fig. 6.8. As can be seen that,
apart from scale and orientation and missing edges, it is the same as the plot of the original
graph shown in Fig. 6.7.
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Figure 6.8: A plot of the output of the Young and Householder algorithm
6.6 Computational Complexity
The computational complexity of the algorithm can be parametrized with respect to three
different measures: (a) number of rounds, which is 1 in our case; (2) query complexity,
which is the number of distance queries posed to the adversary and is a function of the
number of rounds; (c) the time complexity of the algorithm.
The query complexity is the number of edges in the initial chordal graph. We have tried
to make it as sparse as possible. It is always a tree on n vertices, with a few more edges
added, to meet the requirements of the distance matrix completion algorithm. Thus the
query complexity is O(n). The time complexity of the algorithm is dominated by the number
of times we have to perform distance matrix completion of a clique. This is O(n2f(n)), as
we go from a chordal graph, which is nearly a tree to a complete (chordal) graph. This
explains the n2 term. The factor f(n) is the complexity of the distance matrix completion
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algorithm. A loose upper bound is O(n3) [6]. Thus the time complexity of our algorithm is
in O(n5).
6.7 Discussion
In this chapter, we have proposed a 1-round algorithm for point placement in the plane in
an adversarial setting, taking advantage of an existing infrastructure for completing partial
distance matrices whose distance graphs are chordal. The locations of the points in the
plane are recovered from the complete distance matrix, using an algorithm based on a
result in [57].
Much more work remains to be done. The most interesting open question is this: for
what kind of chordal graphs do we have a unique distance matrix completion? Bakonyi and
Johnson [6] proved the following:
Theorem 6.7 [6] Let R be a partial distance matrix in Rk, the graph G = (V,E) of whose
specified entries is chordal and let S be the set of all minimal vertex separators of G. Then





has rank k + 2 for any S ∈ S.
The characterization is interesting but computationally very expensive. It would be
interesting to know if simpler characterizations exist that could be used to generate chordal
graphs having unique completions.
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Other problems of interest are the extensions of the algorithm to other classes of graphs
than chordal graphs and the design of 2-round algorithms.
6.8 Summary
At the beginning of this chapter, we briefly discussed the point placement on a line problem.




Conclusions and Open Problems
In this thesis, we have proposed algorithms for generating chordal graphs, weakly chordal
graphs, and strongly chordal graphs by exploiting different characterizations of each class of
graphs. The methods either take the number of vertices (n) and the number of edges (m) as
input or start from an arbitrary graph and then turn the arbitrary graph into a graph in the
target class. The generation methods that take n and m as input start with either a tree or a
complete graph. When we start with a tree, we insert more edges to reach the target m and
when we start with a complete graph, we delete edges to meet the target m. In this case, we
maintain the relevant graph properties (chordal, weakly chordal, or strongly chordal) after
every insertion or deletion. On the other hand, the relevant graph property is achieved at
the end of the process when we generate these graphs, starting from an arbitrary graph.
In this case, we stop the process after meeting certain criteria or the number of edges in
the resulting graph reaches m. Note that in both types of generation methods, the number
of vertices remains the same. We have also proposed semi-dynamic algorithms for chordal
graphs and strongly chordal graphs by maintaining simple data structures.
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At first, we proposed methods for generating chordal graphs and a semi-dynamic al-
gorithm for edge-deletions. The proposed unified methods for generating chordal graphs
maintain a clique tree. The unified methods are suitable for generating both sparse and
dense graphs. We modified a result by Dirac [18] to generate k-chromatic chordal graphs
with the addition of fewer edges. The method is straightforward and does not require the
maintenance of the clique tree. This method turns an arbitrary graph into a chordal graph.
The semi-dynamic algorithm for chordal graphs starts with a non-trivial chordal graph and
maintains chordality after the deletion of every edge. This algorithm maintains only a sim-
ple adjacency matrix data structure. There has been some work on the uniform generation
of trees and regular graphs. An interesting open problem would be to generate chordal
graphs uniformly at random. Work has also been done on the generation of regular graphs
from prescribed degree sequences. To the best of our knowledge, the problem of generating
chordal graphs from prescribed degree sequences has not been studied and therefore, merits
serious attention.
Second, we have also proposed two different methods for generating weakly chordal
graphs. The first method maintains weak chordality after the insertion of every edge. An
interesting open problem is to investigate how to generate weakly chordal graphs uniformly
at random. The issue of generating weakly chordal graphs from prescribed degree sequences
also merits attention. We have also proposed an algorithm that turns an arbitrary graph
into a weakly chordal graph. An interesting open problem is to come up with an efficient
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algorithm that turns an arbitrary graph into a weakly chordal graph. Also, the problem
of resolving whether the class of weakly chordal graphs is a completion class needs to be
resolved.
Third, we have proposed three different generation methods and also semi-dynamic
algorithms for strongly chordal graphs. The generation methods are based on three different
characterizations of strongly chordal graphs. The first two methods generate chordal graphs
as an intermediate step and then convert these chordal graphs into strongly chordal graphs.
To the best of our knowledge, there seems to be no prior work for the problem of dynamic
algorithms for strongly chordal graphs. To address this gap, we proposed a semi-dynamic
algorithm for edge-deletions and a semi-dynamic algorithm for edge-insertions in strongly
chordal graphs. An exciting and challenging open problem is to come up with an efficient
fully dynamic algorithm for this class of graphs.
Finally, as an application of chordal graphs, we have proposed a 1-round algorithm
for approximate point placement in the plane in an adversarial model where the distance
query graph presented to the adversary is chordal. The proposed method determines the
remaining distances using a distance matrix completion algorithm. An interesting problem
would be to extend this result to other classes of graphs.
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[13] Boppana, R. B., and Halldórsson, M. M. Approximating maximum independent
sets by excluding subgraphs. BIT 32, 2 (1992), 180–196.
[14] Bron, C., and Kerbosch, J. Algorithm 457: Finding all cliques of an undirected
graph. Commun. ACM 16, 9 (Sept. 1973), 575–577.
[15] Chin, F. Y. L., Leung, H. C. M., Sung, W.-K., and Yiu, S.-M. The point
placement problem on a line - improved bounds for pairwise distance queries. In
Proceedings of the Workshop on Algorithms in Bioinformatics (2007), vol. 4645 of
LNCS, pp. 372–382.
[16] Damaschke, P. Point placement on the line by distance data. Discrete Applied
Mathematics 127, 1 (2003), 53–62.
[17] Damaschke, P. Randomized vs. deterministic distance query strategies for point
location on the line. Discrete Applied Mathematics 154, 3 (2006), 478–484.
[18] Dirac, G. A. On rigid circuit graphs. Abhandlungen aus dem Mathematischen Sem-
inar der Universität Hamburg 25, 1 (Apr 1961), 71–76.
[19] Durbin, R., Eddy, S. R., Krogh, A., and Mitchison, G. Biological Sequence
Analysis (Probabilistic models of proteins and nucleic acids). Cambridge University
Press, The Pitt Building. Trumpington Street, Cambridge, United Kingdom, 2002.
127
[20] Ellis, R., and Lay, D. Rank-preserving extensions of band matrices. Linear Multi-
linear Algebra 26 (1990), 147–179.
[21] Farber, M. Applications of 1.p. duality to problems involving independence and dom-
ination. PhD thesis, Rutgers University, 1982.
[22] Farber, M. Characterizations of strongly chordal graphs. Discrete Mathematics 43,
2-3 (1983), 173–189.
[23] Fulkerson, D. R., and Gross, O. A. Incidence matrices and interval graphs.
Pacific J. Math. 15, 3 (1965), 835–855.
[24] Gavril, F. The intersection graphs of subtrees in trees are exactly the chordal graphs.
Journal of Combinatorial Theory, Series B 16, 1 (1974), 47 – 56.
[25] Grone, R., Johnson, C. R., Sa, E. M., and Wolkowicz, H. Positive definite
completions of partial hermitian matrices. Linear Algebra and its Applications 58
(1984), 109–124.
[26] Hayward, R. B. Weakly triangulated graphs. J. Comb. Theory, Ser. B 39, 3 (1985),
200–208.
[27] Hayward, R. B. Generating weakly triangulated graphs. Journal of Graph Theory
21, 1 (1996), 67–69.
128
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