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Abstract
We consider a compressible viscous fluid affected by external forces of general form which are small and smooth enough in
suitable norms in R3. In Shibata and Tanaka [Y. Shibata, K. Tanaka, On the steady flow of compressible viscous fluid and its
stability with respect to initial disturbance, J. Math. Soc. Japan 55 (2003) 797–826], we proved the unique existence and some
regularity of the steady flow and its globally in-time stability with respect to a small initial disturbance in the H3-framework. In
this paper, we investigate the rate of the convergence of the non-stationary flow to the corresponding steady flow when the initial
data are small enough in the H3 and also belong to L6/5.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The motion of a compressible viscous isotropic Newtonian fluid is formulated by the initial value problem of the
Navier–Stokes equation for compressible viscous fluid:
ρt +∇ · (ρv) = 0,
vt + (v · ∇)v = µ
ρ
∆v+ µ+ µ
′
ρ
∇(∇ · v)− ∇ (P(ρ))
ρ
+ F(x),
(ρ, v)|t=0 = (ρ0, v0)(x),
lim|x |→∞(ρ, v) = (ρ∞, 0)

, (1.1)
where t ≥ 0, x = (x1, x2, x3) ∈ R3; ρ = ρ(t, x) (>0) and v = (v1(t, x), v2(t, x), v3(t, x)) denote the density
and velocity, which are unknown; P(·) denotes the pressure which is a C2-function defined in a neighbourhood
of ρ∞; µ and µ′ are the viscosity coefficients which satisfy the condition: µ > 0 and µ′ + 2µ/3 ≥ 0;
F(x) = (F1(x), F2(x), F3(x)) is a given external force; ρ∞ is a given positive constant scalar. Throughout the paper
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we assume that
P ′(ρ) > 0, when ρ∞
2
≤ ρ ≤ 2ρ∞. (1.2)
The stationary problem corresponding to the initial value problem (1.1) is
∇ · (ρ∗v∗) = 0,
(v∗ · ∇)v∗ = µ
ρ∗
∆v∗ + µ+ µ
′
ρ∗
∇(∇ · v∗)− ∇ (P(ρ
∗))
ρ∗
+ F(x),
lim|x |→∞(ρ
∗, v∗) = (ρ∞, 0)
 , (1.3)
where x = (x1, x2, x3) ∈ R3; ρ∗ = ρ∗(x) (>0) and v∗ = (v∗1(x), v∗2(x), v∗3(x)) denote the density and velocity
respectively, which are unknown; F(x) and the other symbols are the same as in (1.1). Here and hereafter, we use
standard notation in vector analysis. For example, we set for scalar u, vectors v = (v1, v2, v3) and w = (w1, w2, w3)
∆u =
3∑
i=1
∂2u
∂x2i
, ∆v = (∆v1,∆v2,∆v3), ∇ · v =
3∑
i=1
∂vi
∂xi
,
(v · ∇)w = ((v · ∇)w1, (v · ∇)w2, (v · ∇)w3) , (v · ∇)u =
3∑
i=1
vi
∂u
∂xi
,
∇ku = (∂αx u | |α| = k) , ∇kv = (∂αx vi | |α| = k, i = 1, 2, 3) ,
where α = (α1, α2, α3) is a multi-index, |α| = α1 + α2 + α3 and ∂αx = ∂ |α|/∂xα11 ∂xα22 ∂xα33 .
Before stating our results, we introduce some function spaces. Let ‖ · ‖L p is the usual L p-norm. For scalars u1, u2
and vectors v = (v1, v2, v3), w = (w1, w2, w3), we set
‖u1‖W kp =
∑
|α|≤k
‖∂αx u1‖L p , ‖v‖L p =
3∑
i=1
‖vi‖L p , ‖v‖W kp =
3∑
i=1
‖vi‖W kp ,
(u1, u2) =
∫
R3
u1(x)u2(x)dx, (v,w) =
3∑
i=1
(vi , wi ).
Let L p denote the usual L p-space with norm ‖ · ‖L p and W kp = {u ∈ L2 | ‖u‖W kp < ∞}, Wˆ kp = {u ∈ L p,loc | ∇u ∈
W k−1p }, where u is either vector or scalar. We use the abbreviations: ‖ · ‖ = ‖ · ‖L2 , ‖ · ‖k = ‖ · ‖W k2 , H
k = W k2 and
Hˆ k = Wˆ k2 . Shibata and Tanaka [13] proved the following two theorems concerning the unique existence theorem of
solutions to (1.3) and its stability with respect to an initial disturbance in H3:
Theorem 1.1. Assume that F has the form: F = ∇ · F1 + F2 where F1 is a 3 × 3-matrix of functions and F2 is a
3-vector of functions. Then, there exist constants c0 > 0 and 0 > 0 depending on ρ∞ such that if F satisfies the
condition:
3∑
ν=0
‖(1+ |x|)ν+1∇νF‖ + ‖(1+ |x|)3F‖L∞ + ‖(1+ |x|)2F1‖L∞ + ‖F2‖L1 ≤ c0
for  ≤ 0, then (1.3) admits a unique solution (ρ∗, v∗) = (ρ∞ + σ ∗, v∗) with σ ∗ ∈ H4 and v∗ ∈ Hˆ5, which satisfies
the estimate:
‖σ ∗‖L6 +
∥∥∥∥σ ∗|x|
∥∥∥∥+ 4∑
ν=1
‖(1+ |x|)ν∇νσ ∗‖ + ‖(1+ |x|)2σ ∗‖L∞ + ‖v∗‖L6 +
∥∥∥∥ v∗|x|
∥∥∥∥
+
5∑
ν=1
‖(1+ |x|)ν−1∇νv∗‖ +
1∑
ν=0
‖(1+ |x|)ν+1∇νv∗‖L∞ ≤ . (1.4)
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Theorem 1.2. There exist constants d > 0 and δ > 0 such that if ‖(ρ0 − ρ∗, v0 − v∗)‖3 ≤ δ, then (1.1) admits
a unique solution: (ρ, v) = (ρ∗ + σ, v∗ + w) globally in time, with σ ∈ C0([0,∞); H3)1 ∩C1([0,∞); H2),
w ∈ C0([0,∞); H3)3 ∩ C1([0,∞); H1)3, ∇σ , wt ∈ L2((0,∞); H2)32 and ∇w ∈ L2((0,∞); H3)9, which satisfies
the estimate:
‖(σ,w)(t)‖23 +
∫ t
0
‖∇σ(s)‖22 + ‖∇w(s)‖23 + ‖ws(s)‖22ds ≤ d‖(ρ0 − ρ∗, v0 − v∗)‖23 ≤ dδ (1.5)
for any t > 0.
By Sobolev’s inequality, we have
‖w‖L∞ ≤ C‖w‖W 16 ≤ C‖∇w‖1. (1.6)
Here and hereafter, the letter C denotes a general positive constant which may change from line to line. From (1.5)
and (1.6) it follows that:
‖(σ,w)(t)‖L∞ → 0 as t →∞. (1.7)
The purpose of this paper is to show the rate of convergence in (1.7). The following theorem is the main result of this
paper.
Theorem 1.3. Let κ be any small positive number. Let ρ∗, v∗, σ , w, , δ and d be the same as in Theorems 1.1 and 1.2.
Then, there exist positive constants 1 and Cκ depending on κ such that if + dδ ≤ 1 and (ρ0− ρ∗, v0− v∗) ∈ L6/5
then (σ,w) satisfies the estimate:
t1−κ‖∇(σ,w)(t)‖22 +
∫ t
0
s1−κ
(
‖∇σ(s)‖22 + ‖∇w(s)‖23 + ‖ws(s)‖22
)
ds
≤ Cκ
[
‖(ρ0 − ρ∗, v0 − v∗)‖23 + ‖(ρ0 − ρ∗, v0 − v∗)‖2L 6
5
]
(1.8)
for any t > 1. Here, Cκ may blow up when κ → 0.
Remark 1.4. (i) By (1.6) and (1.8) we have
‖(σ,w)(t)‖L∞ ≤ Cκ t−(1−κ)/2 as t →∞.
(ii) In (1.8), the positive κ comes from our technique, especially from Lemma 3.3 below. If we can improve
Lemma 3.3 as κ = 0, we can get (1.8) with κ = 0. But, so far we have no idea to improve Lemma 3.3.
When the stationary solution is constant, namely ρ∗ = ρ∞ and v∗ = 0, the rate of convergence was studied by
Matsumura and Nishida [11], Ponce [12], Hoff and Zumbrum [5,6], Liu and Wang [10], Danchin [2,3] in the Cauchy
problem case, and by Kobayashi and Shibata [9] and Kobayashi [7,8] in the exterior initial-boundary value problem
case. When the external force F is given by the potential: F = −∇Φ with some scalar function Φ, the stationary
solution (ρ∗, v∗) has the form:∫ ρ∗(x)
ρ∞
P ′(ζ )
ζ
dζ + Φ(x) = 0, v∗(x) = 0.
In this case, where v∗ ≡ 0, the rate of convergence was obtained by Deckelnick [4] as ‖∇(ρ − ρ∗, v)‖ = O(t−1/4)
when t → ∞. He used the so-called weighted energy method. But, this method does not seem to be extended to the
case where v∗ 6≡ 0. In fact, by the energy method we can only prove the following proposition:
1 Ck ([0,∞); B) denotes the set of all B valued Ck functions on [0,∞).
2 L2(I ; B) denotes the set of all B valued L2 functions on the interval I ⊂ R.
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Proposition 1.5. Let κ be any small positive number. Let ρ∗ and v∗ be the solution to (1.3) obtained in Theorem 1.1
and ρ = ρ∗ + σ and v = v∗ + w be the solution to (1.1) obtained in Theorem 1.2. Then, there exists a small constant
1 > 0 such that if (1.4) holds with  = 1 and supt≥0 ‖(σ,w)(t)‖3 ≤ 1, then (σ,w) satisfies the estimate:
t1−κ‖∇(σ,w)(t)‖22 +
∫ t
0
s1−κ
(
‖∇2σ(s)‖21 + ‖∇2w(s)‖22 + ‖∇ws(s)‖21
)
ds
≤ C
[
‖(ρ0 − ρ∗, v0 − v∗)‖23 +
∫ t
0
s1−κ‖∇(σ,w)(s)‖2ds
]
(1.9)
for any t ≥ 0, where C is a constant depending only on µ and µ′ essentially.
The point is that the term:∫ t
0
s1−κ‖∇(σ,w)(s)‖2ds
remains in the right-hand side. In order to estimate this term, we use the Strichartz-type estimate (cf. Lemma 3.3),
which is our main idea. In fact, using Lemma 3.3, we have the following proposition:
Proposition 1.6. Let ρ∗, v∗, σ ,w, 1 and κ be the same as in Proposition 1.5. Assume that (σ0,w0) ∈ L6/5 in addition.
Then, there exists a constant Cκ depending only on µ, µ′ and κ essentially such that the estimate holds:∫ t
0
s1−κ‖∇(σ,w)(s)‖2ds ≤ C
{
‖(ρ0 − ρ∗, v0 − v∗)‖2L 6
5
+ ‖(ρ0 − ρ∗, v0 − v∗)‖23
}
+Cκ1
∫ t
0
s1−κ
(
‖∇σ(s)‖2 + ‖∇w(s)‖21
)
ds (1.10)
for any t > 0.
Once obtaining (1.9) and (1.10), we have
t1−κ‖∇(σ,w)(t)‖22 +
∫ t
0
s1−κ
(
‖∇σ(s)‖22 + ‖∇w(s)‖23 + ‖∇ws(s)‖21
)
ds
≤ C
[
‖(ρ0 − ρ∗, v0 − v∗)‖23 + ‖(ρ0 − ρ∗, v0 − v∗)‖2L 6
5
]
+ CCκ1
∫ t
0
s1−κ
(
‖∇σ(s)‖2 + ‖∇w(s)‖21
)
ds.
Choosing 1 so small that CCκ1 ≤ 1/2, we have Theorem 1.3 immediately.
Therefore, what remains to show are Propositions 1.5 and 1.6. Our proof of Proposition 1.6 relies on the theory of
interpolation and the Lorentz spaces. Therefore, as a preparation for the later sections, we will start with the summary
of definition and fundamental properties of the Lorentz space to make the paper self-contained. In Section 3, we will
give the proof of Proposition 1.6, in which it will be shown how our Strichartz-type estimate (Lemma 3.3) works
and at the same time it will become clear the reason why the Lorentz space L6/5,2 is necessary in our case. To
prove Lemma 3.3 we will devote the whole of Section 4. We conclude the proof of Theorem 1.3 with the proof of
Proposition 1.5 in Section 5, which follows from a standard energy method.
2. Preparation about the Lorentz spaces3
For the measurable function f defined on R3, the rearrangement f ∗ and the average function f ∗∗ are defined by
f ∗(t) = inf
{
s > 0 | µ({x ∈ R3 | | f (x)| > s}) ≤ t
}
, f ∗∗(t) = 1
t
∫ t
0
f ∗(s)ds
3 For details, see Bergh and Lo¨fstro¨m [1].
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for t > 0, where µ(·) denotes the Lebesgue measure. Let 1 < p < ∞ and 1 ≤ d ≤ ∞. The Lorentz space L p,d
consists of all measurable functions defined on R3 which satisfy the condition: ‖ f ‖L p,d <∞, where we have set
‖ f ‖L p,d =

[∫ ∞
0
(
t
1
p f ∗∗(t)
)d dt
t
] 1
d
if d <∞,
sup
t>0
t
1
p f ∗∗(t) if d = ∞.
Then, L p,d is a quasi Banach space with quasi norm ‖ · ‖L p,d . We know that
L p,p = L p, L p,d0 ⊂→ L p,d1 if d0 ≤ d1, (2.1)
with continuous injection. Moreover, the Lorenz spaces can be constructed via the real interpolation:
(L1, L∞)1− 1p ,d = L p,d . (2.2)
This together with the reiteration theorem in the interpolation theory (cf. [1]) implies that(
L p0,d0 , L p1,d1
)
θ,d = L p,d , (2.3)
provided 1 < p0 < p1 <∞, 0 < θ < 1, 1/p = (1− θ)/p0 + θ/p1 and 1 ≤ d0, d1, d ≤ ∞ (cf. [1, Theorem 5.3.1]),
and therefore
‖ f ‖L p,d ≤ C‖ f ‖1−θL p0,d0 ‖ f ‖
θ
L p1,d1
(2.4)
for f ∈ L p0,d0 ∩ L p1,d1 ⊂ L p,d . By (2.2) and the density theorem [1, Theorem 3.4.2] we know that L1 ∩ L∞ is dense
in L p,d if 1 ≤ d <∞. In case d = ∞, we call L p,∞ a weak L p-space. It is known that f is in L p,∞ if and only if
‖ f ‖L p,w = sup
t>0
tµ
(
{x ∈ R3 | | f (x)| > t}
) 1
p
<∞, (2.5)
and ‖·‖L p,∞ is equivalent to ‖·‖L p,w . We also know that L p,d is the dual space of L p′,d ′ provided that 1/p+1/p′ = 1
and 1/d + 1/d ′ = 1 with 1 < p, p′ <∞ and 1 ≤ d, d ′ ≤ 1. Note that C∞0 is not dense in L p,∞.
Lemma 2.1. (i) Let 1 < p, q, r < ∞ satisfy the relation: 1/r = 1/p + 1/q. Let 1 ≤ d ≤ ∞. If f ∈ L p,∞ and
h ∈ Lq,d , then f h ∈ Lr,d and
‖ f h‖Lr,d ≤ C‖ f ‖L p,∞‖h‖Lq,d ,
where C > 0 is a constant depending only on p, q and d.
(ii) If v ∈ H1, then v ∈ L6,2 and
‖v‖L6,2 ≤ C‖∇v‖.
Proof. (i) For fixed f ∈ L p, the operator: h 7→ f h is bounded from Lq into Lr by the Ho¨lder inequality. Interpolating
this fact and using (2.3), we see that the operator: h 7→ f h is bounded from Lq,∞ into Lr,∞. Then, for fixed h ∈ Lq,∞,
the operator: f 7→ f h is bounded from L p into Lr,∞. Interpolating this fact and using (2.3), we obtain the first
assertion.
(ii) For ϕ ∈ C∞0 , by Sobolev’s inequality we know that
‖ϕ‖Lq ≤ C‖∇ϕ‖L p (2.6)
provided that 1 < p < 3 and 1/q = 1/p − 1/3. Interpolating (2.6) and using the fact that L2,2 = L2, we have
‖ϕ‖L6,2 ≤ C‖∇ϕ‖L2,2 ≤ C‖∇ϕ‖.
Since C∞0 is dense in L6,2 and H1, we have the second assertion, which completes the proof of the lemma. 
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Lemma 2.2. (i) If (1+ |x|) f ∈ L∞, then f ∈ L3,∞ and
‖ f ‖L3,∞ ≤ C‖(1+ |x|) f ‖L∞ .
(ii) If (1+ |x|)2 f ∈ L∞, then f ∈ L3/2,∞ and
‖ f ‖L 3
2 ,∞
≤ C‖(1+ |x|)2 f ‖L∞ .
Proof. (i) In view of (2.5), we see that
‖ f ‖L3,∞ ≤ C sup
t>0
tµ
({
x ∈ R3 | | f (x)| > t
}) 1
3
≤ C sup
t>0
tµ
({
x ∈ R3 | ‖(1+ |x|) f ‖L∞ |x|−1 > t
}) 1
3
≤ C sup
t>0
t
[
4pi
3
(‖(1+ |x|) f ‖L∞
t
)3] 13
= C
(
4pi
3
) 1
3 ‖(1+ |x|) f ‖L∞ .
(ii) In view of (2.5), we see that
‖ f ‖L 3
2 ,∞
≤ C sup
t>0
tµ
({
x ∈ R3 | | f (x)| > t
}) 2
3
≤ C sup
t>0
tµ
({
x ∈ R3 | ‖(1+ |x|)2 f ‖L∞ |x|−2 > t
}) 1
3
≤ C sup
t>0
t
4pi
3
(‖(1+ |x|)2 f ‖L∞
t
) 2
3
 23 = C (4pi
3
) 2
3 ‖(1+ |x|)2 f ‖L∞ .
This completes the proof of the lemma. 
3. A proof of Proposition 1.6
We start with the well-known L p–Lq type estimate of the solutions to the linear equation:
σt + γ∇ · u = f,
ut − α∆u− β∇(∇ · u)+ γ∇σ = g,
(σ,u)|t=0 = (σ0,u0)
 (3.1)
for x ∈ Rn and t ≥ 0, where α, β > 0, γ 6= 0 are constants and f (x), g(x) are given functions. In order to solve
(3.1), we use the Fourier transform with respect to x-variables and solve the resultant ordinary differential equation
with respect to t-variable. Then, we can define the solution operator Eγ (t) for (3.1) by the formula:
Eγ (t)
[
σ0
u0
]
= F−1
ξ
[
Êγ (t, ξ)
[
σ̂0
û0
]
(ξ)
]
(x), (3.2)
where ·̂ stands for the Fourier transform with respect to x-variables, F−1
ξ
denotes the Fourier inverse transform,
Êγ (t, ξ) is the 4× 4 matrix of the form:
Êγ (t, ξ) =

λ+eλ−t − λ−eλ+t
λ+ − λ− , −iγ
T ξ
eλ+t − eλ−t
λ+ − λ−
−iγ ξ e
λ+t − eλ−t
λ+ − λ− ,
λ+eλ+t − λ−eλ−t
λ+ − λ−
ξ ⊗ ξ
|ξ |2 + e
−α|ξ |2t P(ξ)
 ,
λ±(ξ) = −α + β2 |ξ |
2 ±
√
(α + β)2|ξ |4 − 4γ 2|ξ |2
2
, ξ =
ξ1ξ2
ξ3
 , T ξ = (ξ1, ξ2, ξ3),
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ξ ⊗ ξ =
ξ1ξ1, ξ1ξ2, ξ1ξ3ξ2ξ1, ξ2ξ2, ξ2ξ3
ξ3ξ1, ξ3ξ2, ξ3ξ3
 , P(ξ) = I − ξ ⊗ ξ
and I is the 3× 3-identity matrix. Using Eγ (t), the solution (σ,u) of (3.1) is given by the formula:[
σ
u
]
(t) = Eγ (t)
[
σ0
u0
]
+
∫ t
0
Eγ (t − s)
[
f
g
]
(s)ds.
Noting that 4γ 2 − (α + β)2|ξ |2 > 0 when |ξ | < 2|γ |/(α + β), we choose a function ϕ(ξ) in C∞0 (R3) in such a way
that ϕ(ξ) = 1 for |ξ | < |γ |/2(α + β), ϕ(ξ) = 0 for |ξ | > |γ |/(α + β) in order to define the operators Eγ 0(t) and
Eγ∞(t) by the formulas:
Eγ 0(t)
[
σ0
u0
]
= F−1
ξ
[
ϕ(ξ)Êγ (t, ξ)
[
σ̂0
û0
]
(ξ)
]
(x),
Eγ∞(t)
[
σ0
u0
]
= F−1
ξ
[
(1− ϕ(ξ))Êγ (t, ξ)
[
σ̂0
û0
]
(ξ)
]
(x).
Note that Eγ (t) = Eγ 0(t)+ Eγ∞(t). According to Kobayashi and Shibata [9], we know the following estimates for
the operators Eγ 0(t) and Eγ∞(t):
Theorem 3.1. (i) Let 1 ≤ p ≤ 2 ≤ q. Then, for any t > 0 there holds the estimate:∥∥∥∥∂ jt ∂αx Eγ 0(t) [σ0u0
]∥∥∥∥
Lq
≤ C(1+ t)−[ 32 ( 1q− 1p )+ j+|α|2 ]‖(σ0,u0)‖L p ,
where the constant C depends on p, q, j and α.
(ii) Let 1 < p <∞. Then, for any t > 0, there holds the estimate:∥∥∥∥∂ jt ∂αx Eγ∞(t) [σ0u0
]∥∥∥∥
L p
≤ Ce−ct
[
t−N/2‖σ0‖W (2 j+|α|−N−1)+p + ‖σ0‖W |α|p
+ t−N/2‖u0‖W (2 j+|α|−N−1)+p + ‖u0‖W (|α|−1)+p
]
for any N ≥ 0 with some positive constant c independent of σ0, u0, t and N, where the constant C depends on j ,
α, p and N, and we have set k+ = max(k, 0).
By simple application of Theorem 3.1, we can obtain the following corollary:
Corollary 3.2. (i) For any η ≥ 0, there exists a constant Cη > 0 such that there holds the estimate:∫ ∞
0
(1+ s)η
∥∥∥∥∇Eγ∞(s) [σ0u0
]∥∥∥∥2 ds ≤ Cη (‖σ0‖21 + ‖u0‖2) ,
for any scalar σ0 ∈ H1 and 3-column vector u0 ∈ L2.
(ii) For any η ≥ 0, there exists a constant Cη > 0 such that there holds the estimate:∫ t
0
(1+ s)η
∥∥∥∥∫ s
0
∇Eγ∞(s − τ)
[
f
g
]
(τ )dτ
∥∥∥∥2 ds ≤ Cη ∫ t
0
(1+ s)η
{
‖ f (s)‖21 + ‖g(s)‖2
}
ds
for any t > 0, scalar f (s) ∈ L2((0, T ); H1) and 3-column vector g(s) ∈ L2((0, T ); L2)3.
Proof. (i) Employing Theorem 3.1(ii) with p = 2, j = 0, |α| = 1 and N = 0, we have the estimate immediately.
(ii) For short we write H(s) = T [ f, g](s) and h(s) = ‖ f (s)‖1 + ‖g(s)‖. By Theorem 3.1(ii) with p = 2, j = 0,
|α| = 1 and N = 0, we have
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∫ t
0
(1+ s)η
∥∥∥∥∫ s
0
∇Eγ∞(s − τ)H(τ )dτ
∥∥∥∥2 ds ≤ C ∫ t
0
[∫ s
0
e−c(s−τ)h(τ )dτ
]2
(1+ s)ηds
≤ C

∫ t
0
[∫ s
2
0
e−c(s−τ)h(τ )dτ
]2
(1+ s)ηds
+
∫ t
0
[∫ s
s
2
e−c(s−τ)h(τ )dτ
]2
(1+ s)ηds

≡ C(I + I I ).
Since (1+ s)η ≤ 2η(1+ τ)η when s/2 ≤ τ ≤ s, we have
I I ≤ 2η
∫ t
0
[∫ s
s
2
e−c(s−τ)(1+ τ) η2 h(τ )dτ
]2
ds
≤ 2η
∫ t
0
[∫ s
s
2
e−c(s−τ)dτ
∫ s
s
2
e−c(s−τ)(1+ τ)ηh(τ )2dτ
]
ds
= 2
η
c
∫ t
0
[∫ 2τ
τ
e−c(s−τ)ds
]
(1+ τ)ηh(τ )2dτ ≤ 2
η
c2
∫ t
0
(1+ τ)ηh(τ )2dτ (3.3)
and we also have
I ≤
∫ t
0
e−cs(1+ s)η
[∫ s
2
0
(1+ τ)ηh(τ )2dτ
] 1
2
[∫ s
2
0
(1+ τ)−ηdτ
] 1
2
ds
≤
∫ ∞
0
e−cs(1+ s)η+ 12 ds
∫ t
0
(1+ τ)ηh(τ )2dτ
= Cη
∫ t
0
(1+ τ)ηh(τ )2dτ. (3.4)
Combining (3.4) and (3.3), we have the desired estimate, which completes the proof of the corollary. 
The following Strichartz-type estimate is the key estimate in this paper:
Lemma 3.3. (i) Let k = 1 and 1 ≤ q < 2 or k = 0 and 1 < q < 2. Put δ = 3(1/q − 1/2)/2. Then, there exists a
constant C independent of U0 such that there holds the estimate:∫ ∞
0
s2δ−1+k‖∇kEγ 0(s)U0‖2ds ≤ C‖U0‖2Lq,2 (3.5)
for any 4-column vector U0 ∈ Lq,2.
(ii) For any small κ > 0, there exists a constant Cκ > 0 which may blow up when κ → 0 such that there holds the
estimate:∫ t
0
s1−κ
∥∥∥∥∫ s
0
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥2 ds ≤ Cκ ∫ t
0
s1−κ‖f (s)‖2L 6
5 ,2
ds
for any t > 0 and 4-column vector f (s) ∈ L2((0, t); L6/5,2)4.
The proof of the lemma is rather complicated. Therefore, we leave the proof to Section 3 and we continue the proof
of Proposition 1.6 here.
Proof of Proposition 1.6. Let (ρ∗, v∗) be a solution to (1.3). Substituting
ρ(t, x) = ρ∗(x)+ σ(t, x), v(t, x) = v∗(x)+ w(t, x)
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into (1.1), we have the system of equations for (σ,w):
σt + ρ∞∇ · w = f,
wt − µ
ρ∞
∆w− µ+ µ
′
ρ∞
∇(∇ · w)+ P
′(ρ∞)
ρ∞
∇σ = g,
(σ,w)|t=0 = (ρ0 − ρ∗, v0 − v∗)(x)
 , (3.6)
where f and g are defined by the following formulas:
f = −∇ · {(σ ∗ + σ)w+ v∗σ} ,
g = −(v∗ · ∇)w− (w · ∇)(v∗ + w)− σ
∗
ρ∗ρ∞
[
µ∆w+ (µ+ µ′)∇(∇ · w)]
− σ
ρ∗(ρ∗ + σ)
[
µ∆(v∗ + w)+ (µ+ µ′)∇ {∇ · (v∗ + w)}]
−
{
P ′(ρ∗ + σ)
ρ∗ + σ −
P ′(ρ∗)
ρ∗
}
∇ρ∗ −
{
P ′(ρ∗ + σ)
ρ∗ + σ − P
′(ρ∞)
}
∇σ.
In the course of the proof of Propositions 1.5 and 1.6, we may assume that
ρ∞
2
≤ ρ∗(x) = ρ∞ + σ ∗(x) ≤ 2ρ∞, ρ∞2 ≤ ρ
∗(x)+ σ(t, x) ≤ 2ρ∞ (3.7)
for any x ∈ R3 and t ≥ 0, replacing  and δ by smaller ones in (1.4) and (1.5) respectively, if necessary. Let us set
u = ρ∞P ′(ρ∞)−1/2w, α = µ/ρ∞ and β = (µ+ µ′)/ρ∞. Then, (3.6) is reduced to the equation:
σt + γ∇ · u = f,
ut − α∆u− β∇(∇ · u)+ γ∇σ = ρ∞P ′(ρ∞)− 12 g,
(σ,u)|t=0 =
(
ρ0 − ρ∗, ρ∞P ′(ρ∞)− 12 (v0 − v∗)
)
 .
Thus, we have[
σ
u
]
(t) = Eγ (t)
[
ρ0 − ρ∗
ρ∞P ′(ρ∞)−
1
2 (v0 − v∗)
]
+
∫ t
0
Eγ (t − s)
[
f
ρ∞P ′(ρ∞)−
1
2 g
]
(s)ds.
Note that u = ρ∞P ′(ρ∞)−1/2w, and therefore we can estimate (σ,w) as follows:∫ t
0
s1−κ‖∇(σ,w)(s)‖2ds ≤ 2

∫ 1
0
‖∇(σ,w)(s)‖2ds +
∫ t
1
s1−κ
∥∥∥∥∥∇Eγ (s)
[
ρ0 − ρ∗
ρ∞P ′(ρ∞)−
1
2 (v0 − v∗)
]∥∥∥∥∥
2
ds
+
∫ t
1
s1−κ
∥∥∥∥∥
∫ s
0
∇Eγ (s − τ)
[
f
ρ∞P ′(ρ∞)−
1
2 g
]
(τ )dτ
∥∥∥∥∥
2
ds

≡ 2{I + I I + I I I }.
Applying Corollary 3.2 and Lemma 3.3 to I I and I I I , we have
I I + I I I ≤ C
[
‖ρ0 − ρ∗‖21 + ‖v0 − v∗‖2 + ‖(ρ0 − ρ∗, v0 − v∗)‖2L 6
5 ,2
]
+Cκ
∫ t
0
(1+ s)1−κ
{
‖ f (s)‖21 + ‖g(s)‖2 + ‖( f, g)(s)‖2L 6
5 ,2
}
ds.
Since I ≤ C‖(ρ0 − ρ∗, v0 − v∗)‖23 as follows from (1.5), to obtain Proposition 1.6, it is sufficient to show that
‖ f (s)‖21 + ‖g(s)‖2 + ‖( f, g)(s)‖2L 6
5 ,2
≤ C1
(
‖∇σ(s)‖2 + ‖∇w(s)‖21
)
. (3.8)
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Let 1 > 0 be a small number and , δ > 0 be chosen so small that  + dδ ≤ 1. By (1.4) and (1.5) and Sobolev’s
inequality, we have
1∑
k=0
‖∇k(σ ∗, v∗, σ,w)‖L∞ +
3∑
k=1
‖∇kσ ∗‖L3 +
4∑
k=1
‖∇kv∗‖L3 +
2∑
k=0
‖∇k(σ,w)‖L3 ≤ C1,
‖∇k(σ,w)‖L6 ≤ C‖∇k+1(σ,w)‖k ≤ C1, k = 0, 1, 2,
(3.9)
provided that  + dδ ≤ 1. Using Sobolev’s inequality and (3.9), we estimate the left hand side as follows:
‖ f (s)‖1 ≤ ‖(∇2σ ∗,∇σ ∗,∇2v∗,∇v∗,∇2σ,∇σ)‖L3‖(σ,w)‖L6
+‖(∇σ ∗, σ ∗,∇v∗, v∗,∇σ, σ )‖L∞‖∇(σ,w)‖ + ‖(σ ∗, v∗, σ )‖L∞‖∇2(σ,w)‖
≤ C1‖∇(σ,w)(s)‖1 (3.10)
and using Lemma 2.1(i), (ii), we also have
‖ f (s)‖L 6
5 ,2
≤ ‖∇σ ∗‖L 3
2 ,∞
‖w‖L6,2 + ‖σ ∗‖L3,∞‖∇w‖
+‖∇v∗‖L 3
2 ,∞
‖σ‖L6,2 + ‖v∗‖L3,∞‖∇σ‖ + ‖∇σ‖‖w‖L3,∞ + ‖σ‖L3,∞‖∇w‖
≤
[
‖∇(σ ∗,w∗)‖L 3
2 ,∞
+ ‖(σ ∗,w∗)‖L3,∞ + ‖(σ,w)‖L3,∞
]
‖∇(σ,w)‖. (3.11)
Since we have (from (1.4), (2.1) and (3.9), Lemma 2.1(i) and Lemma 2.2(i))
‖(σ,w)‖L3,∞ ≤ C‖(σ,w)‖L3 ≤ C1,
‖(∇σ ∗,∇v∗)‖L 3
2 ,∞
≤ C‖|x|−1‖L3,∞‖|x|∇(σ ∗, v∗)‖L3,∞ ≤ C‖|x|∇(σ ∗, v∗)‖L3
≤ C‖|x|∇(σ ∗, v∗)‖1 ≤ C1,
‖(σ ∗, v∗)‖L3,∞ ≤ C‖(1+ |x|)(σ ∗, v∗)‖L∞ ≤ C1,
inserting these inequalities into (3.11) implies that
‖ f (s)‖L 6
5 ,2
≤ C1‖∇(σ,w)(s)‖. (3.12)
Moreover, using Sobolev’s inequality and (3.9), we can easily check that
‖g(s)‖ ≤ C
[
‖(σ ∗, v∗, σ,w)‖L∞‖(∇σ,∇2w,∇w)‖ + ‖(∇σ ∗,∇2v∗,∇v∗)‖L3‖(w, σ )‖L6
]
≤ C1 (‖∇σ(s)‖ + ‖∇w(s)‖1) . (3.13)
If we write g(s) =∑7j=1 g j (s), where
g1 = −(v∗ · ∇)w, g2 = −(w · ∇)v∗, g3 = −(w · ∇)w,
g4 =
(
1
ρ∗ + σ −
1
ρ∞
) [
µ∆w+ (µ+ µ′)∇(∇ · w)] ,
g5 = − σ
ρ∗(ρ∗ + σ)
[
µ∆v∗ + (µ+ µ′)∇(∇ · v∗)] ,
g6 = −
{
P ′(ρ∗ + σ)
ρ∗ + σ −
P ′(ρ∗)
ρ∗
}
∇ρ∗, g7 = −
{
P ′(ρ∗ + σ)
ρ∗ + σ − P
′(ρ∞)
}
∇σ,
then by Lemma 2.1(i), (ii), Lemma 2.2(i), (ii), (1.4), (2.1), (3.7) and (3.9), we have
‖g1‖L 6
5 ,2
≤ ‖v∗‖L3,∞‖∇w‖ ≤ C‖(1+ |x|)v∗‖L∞‖∇w‖
≤ C1‖∇w‖,
‖g2‖L 6
5 ,2
≤ ‖v∗‖L 3
2 ,∞
‖w‖L6,2 ≤ C‖(1+ |x|)2∇v∗‖L∞‖∇w‖
≤ C1‖∇w‖,
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‖g3‖L 6
5 ,2
≤ ‖w‖L3,∞‖∇w‖ ≤ C1‖∇w‖,
‖g4‖L 6
5 ,2
≤ C‖(σ ∗, σ )‖L3,∞‖∇2w‖ ≤ C1‖∇w‖1,
‖g5‖L 6
5 ,2
≤ C‖σ‖L6,2‖∇2v∗‖L 3
2 ,∞
≤ C‖∇σ‖‖|x|−1‖L3,∞‖|x|∇2v∗‖L3,∞
≤ C‖∇σ‖‖(1+ |x|)∇2v∗‖1 ≤ C1‖∇σ‖,
‖g6‖L 6
5 ,2
≤ C‖σ‖L6,2‖∇σ ∗‖L 3
2 ,∞
≤ C‖∇σ‖‖|x|−1‖L3,∞‖|x|∇σ ∗‖L3,∞
≤ C‖∇σ‖‖(1+ |x|)∇σ ∗‖1 ≤ C1‖∇σ‖,
‖g7‖L 6
5 ,2
≤ C‖(σ ∗, σ )‖L3,∞‖∇σ‖ ≤ C1‖∇σ‖.
Combining these estimates, we obtain
‖g(s)‖L 6
5 ,2
≤ C1(‖∇σ(s)‖ + ‖∇w(s)‖1). (3.14)
The estimates (3.10)–(3.14) implies (3.8), which completes the proof of Proposition 1.6. 
4. A Proof of Lemma 3.3
In view of Theorem 3.1(i), ∂αx Eγ 0(t) is a bounded linear operator from Lq to L2 with norm:
‖∂αx Eγ 0(t)‖L(Lq ,L2) ≤ Ct−[
3
2 (
1
q− 12 )+ |α|2 ] for t > 0, (4.1)
when 1 < q < 2, where ‖ · ‖L(A,B) means the operator norm from A to B and C is a constant depending on α and q.
In view of (2.3), interpolating (4.1) we see that ∂αx Eγ 0(t) is extended to a bounded linear operator from Lq,2 into L2
with norm:
‖∂αx Eγ 0(t)‖L(Lq,2,L2) ≤ Ct−[
3
2 (
1
q− 12 )+ |α|2 ] for t > 0, (4.2)
when 1 < q < 2.
Proof of Lemma 3.3(i). First, we consider the case: 1 < q < 2 and k = 1. Observe that∫ ∞
0
s2δ‖∇Eγ 0(s)U0‖2ds =
∞∑
j=−∞
∫ 2 j+1
2 j
s2δ‖∇Eγ 0(s)U0‖2ds
≤
∞∑
j=−∞
(2 j+1 − 2 j )2( j+1)2δα j (U0)2,
where we have set α j (U0) = sup2 j≤s≤2 j+1 ‖∇Eγ 0(s)U0‖. Then, we have∫ ∞
0
s2δ‖∇Eγ 0(s)U0‖2ds ≤ 22δ+1
∞∑
j=−∞
[
2
j
(
δ+ 12
)
α j (U0)
]2
. (4.3)
Let `sq be the space consisting of all sequences (α j ) j∈Z satisfying ‖(α j ) j∈Z‖`sq <∞, where we set
‖(α j ) j∈Z‖`sq =

∑
j∈Z
|2 jsα j |q
 1q when 1 ≤ q <∞,
sup
j∈Z
2 js |α j |, when q = ∞.
Here Z means the set of all integers. Let q0, q , q1 and θ be four numbers such that 1 < q0 < q < q1, 0 < θ < 1 and
1
q
= 1− θ
q0
+ θ
q1
. (4.4)
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By (4.2) we have
|α j (U0)| ≤ C(2 j )−[
3
2 (
1
qk
− 12 )+ 12 ]‖U0‖Lqk ,2 for k = 0, 1,
which implies that
‖(α j (U0)) j∈Z‖`sk∞ ≤ C‖U0‖Lqk ,2 , k = 0, 1 with sk =
3
2
(
1
qk
− 1
2
)
+ 1
2
.
Since `s2 =
(
`
s0∞, `s1∞
)
θ,2 with s = (1 − θ)s0 + θs1 (cf. [1, Theorem 5.6.1]), by the real interpolation theorem for the
sublinear operator we have[ ∞∑
j=−∞
(
2 js |α j (U0)|
)2] 12 ≤ C‖U0‖Lq,2 . (4.5)
By (4.4), we have
s = (1− θ)s0 + θs1 = (1− θ)
[
3
2
(
1
q0
− 1
2
)
+ 1
2
]
+ θ
[
3
2
(
1
q1
− 1
2
)
+ 1
2
]
= 3
2
(
1
q
− 1
2
)
+ 1
2
= δ + 1
2
,
which together with (4.3) and (4.5) implies (3.5) with k = 1 when 1 < q < 2. Employing the same argument as
above, we also have (3.5) with k = 0.
Now, we consider (3.5) with q = 2. We shall use the energy method. If we set[
ρ
v
]
(t) = F−1
ξ
[
ϕ(ξ)Êγ (t, ξ)
[
σ̂0
û0
]
(ξ)
]
(x),
[
ρ1
v1
]
=
[
ρ
v
]
(0) = F−1
ξ
[
ϕ(ξ)
[
σ̂0
û0
]
(ξ)
]
(x),
then (σ, v) satisfies the equation:
ρt + γ∇ · v = 0,
vt − α∆v− β∇(∇ · v)+ γ∇ρ = 0,
(ρ, v)|t=0 = (ρ1, v1)
 (4.6)
for x ∈ R3 and t > 0. Multiplying the first equation of (4.6) by ρ and the second one by v, and integrating the resultant
formulas over R3 by integration by parts, we have
1
2
d
dt
‖(ρ, v)(t)‖2 + α‖∇v(t)‖2 + β‖∇ · v(t)‖2 = 0,
where we have used the identity: (γ∇ · v, ρ)+ (γ∇ρ, v) = 0. After differentiating (4.6) with respect to x j , we have
1
2
d
dt
‖∇(ρ, v)(t)‖2 + α‖∇2v(t)‖2 + β‖∇(∇ · v(t))‖2 = 0.
Integrating two formulas above from 0 to t and summing up the resultant formulas, we have
1
2
‖(ρ, v)(t)‖21 + α
∫ t
0
‖∇v(s)‖21ds + β
∫ t
0
‖∇ · v(s)‖21ds =
1
2
‖(ρ, v)(0)‖21. (4.7)
Since suppϕ(ξ) ⊂ {ξ ∈ R3 | |ξ | < |γ |/(α + β)}, by Parseval’s formula we have
‖(ρ, v)(0)‖21 ≤ ‖(1+ |ξ |2)ϕ(ξ)(σ̂0, û0)(ξ)‖2 ≤ C‖(σ0,u0)‖2, (4.8)
which combined with (4.7) implies that
‖(ρ, v)(t)‖21 +
∫ t
0
‖∇v(s)‖21ds ≤ C‖(σ0,u0)‖2. (4.9)
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Multiplying the second equation of (4.6) by ∇ρ and integrating the resultant formula, we have
d
dt
(v(t),∇ρ(t))+ (∇ · v(t), ρt (t))− α (∆v(t),∇ρ(t))− β (∇(∇ · v(t)),∇ρ(t))+ γ ‖∇ρ(t)‖2 = 0.
Inserting the first equation of (4.6) into this formula and integrating the resultant formula over (0, t), we have
γ
∫ t
0
‖∇ρ(s)‖2ds ≤ C
[∫ t
0
‖∇v(s)‖21ds
] 1
2
[∫ t
0
‖∇ρ(s)‖2ds
] 1
2
+ γ
∫ t
0
‖∇v(s)‖2ds + ‖v(t)‖‖∇ρ(t)‖ + ‖v(0)‖‖∇ρ(0)‖,
which combined with (4.8) and (4.9) implies (3.5) with q = 2 and δ = 0 immediately. This completes the proof of
the lemma. 
Proof of Lemma 3.3(ii). Observe that∥∥∥∥∥
∫ s
2
0
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥
2
≤
{∫ s
2
0
‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖τ− 1−κ2 dτ
}2
≤
∫ s
2
0
‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖2dτ
∫ s
2
0
τ−(1−κ)dτ
= 1
κ
( s
2
)κ ∫ s2
0
‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖2dτ.
Therefore, using the fact that s ≤ 2(s − τ) when 0 ≤ τ ≤ s/2 and Fubini’s theorem, we have∫ t
0
s1−κ
∥∥∥∥∥
∫ s
2
0
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥
2
ds ≤ 1
κ2κ
∫ t
0
s
[∫ s
2
0
‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖2dτ
]
ds
≤ 2
κ2κ
∫ t
0
ds
∫ s
2
0
(s − τ)‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖2dτ
= 2
κ2κ
∫ t
2
0
dτ
∫ t
2τ
(s − τ)‖∇Eγ 0(s − τ)τ 1−κ2 f (τ )‖2ds
≤ 2
κ2κ
∫ t
0
dτ
∫ ∞
0
r‖∇Eγ 0(r)τ 1−κ2 f (τ )‖2dr. (4.10)
Applying Lemma 3.3(i) with q = 6/5 and δ = 1/2, we have∫ ∞
0
r‖∇Eγ 0(r)τ 1−κ2 f (τ )‖2dr ≤ Cτ 1−κ‖f (τ )‖2L 6
5 ,2
,
which together with (4.10) implies that
∫ t
0
s1−κ
∥∥∥∥∥
∫ s
2
0
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥
2
dτ ≤ Cκ
∫ t
0
τ 1−κ‖f (τ )‖2L 6
5 ,2
dτ. (4.11)
To proceed the estimate, we introduce the operator E˜γ 0(t) which is defined by the formula:
E˜γ 0(t)h = F−1ξ
[
ψ(ξ)Êγ (t, ξ )̂h(ξ)
]
(x),
where ψ(ξ) is a C∞0 -function on R3 such that ψ(ξ) = 1 for |ξ | ≤ |γ |/(α+β) and ψ(ξ) = 0 for |ξ | ≥ 3|γ |/2(α+β).
Since ψ(ξ) = 1 on suppϕ(ξ), we have Eγ 0(s)h = E˜γ 0(s − η)Eγ 0(η)h when 0 < η < s. Observe that
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∣∣∣∣∣
(∫ s
s
2
∇Eγ 0(s − τ)f (τ )dτ,h
)∣∣∣∣∣ =
∣∣∣∣∣
∫ s
s
2
(
Eγ 0
(
s − τ
2
)
f (τ ),∇ E˜−γ 0
(
s − τ
2
)
h
)
dτ
∣∣∣∣∣
≤
[∫ s
s
2
∥∥∥∥Eγ 0 ( s − τ2
)
f (τ )
∥∥∥∥2 dτ
] 1
2
[∫ s
s
2
∥∥∥∥∇ E˜−γ 0 ( s − τ2
)
h
∥∥∥∥2 dτ
] 1
2
.
(4.12)
Since ∫ s
s
2
∥∥∥∥∇ E˜−γ 0 ( s − τ2
)
h
∥∥∥∥2 dτ ≤ C‖h‖2
as follows from Lemma 3.3(i) with q = 2 and δ = 0, by (4.12) we have∥∥∥∥∥
∫ s
s
2
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥ ≤ C
[∫ s
s
2
∥∥∥∥Eγ 0 ( s − τ2
)
f (τ )
∥∥∥∥2 dτ
] 1
2
.
Using this estimate, the fact that s ≤ 2τ when s/2 ≤ τ ≤ s and Fubini’s theorem, we have∫ t
0
s1−κ
∥∥∥∥∥
∫ s
s
2
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥
2
ds ≤ C
∫ t
0
dτ
∫ 2τ
τ
∥∥∥∥Eγ 0 ( s − τ2
)
(2τ)
1−κ
2 f (τ )
∥∥∥∥2 ds. (4.13)
By Lemma 3.3(i) with k = 0, we have∫ 2τ
τ
∥∥∥∥Eγ 0 ( s − τ2
)
(2τ)
1−κ
2 f (τ )
∥∥∥∥2 ds ≤ 2 ∫ ∞
0
‖Eγ 0(r)(2τ) 1−κ2 f (τ )‖2dr ≤ Cτ 1−κ‖f (τ )‖2L 6
5 ,2
,
which combined with (4.13) implies that∫ t
0
s1−κ
∥∥∥∥∥
∫ s
s
2
∇Eγ 0(s − τ)f (τ )dτ
∥∥∥∥∥
2
ds ≤ C
∫ t
0
τ 1−κ‖f (τ )‖2L 6
5 ,2
dτ. (4.14)
Combining (4.11) and (4.14), we obtain the lemma. 
5. A proof of Proposition 1.5
Let (ρ∗, v∗) be a solution to (1.3). Substituting
ρ(t, x) = ρ∗(x)+ σ(t, x), v(t, x) = v∗(x)+ w(t, x)
into (1.1), we have the system of equations for (σ,w):
σt +∇ ·
{
(ρ∗ + σ)w} = f, (5.1)
wt − 1
ρ∗
{
µ∆w+ (µ+ µ′)∇(∇ · w)}+ A∇σ = g, (5.2)
where f , g and A are defined as follows:
f = −∇ · (v∗σ)
g = −(v∗ · ∇)w − (w · ∇)(v∗ + w)− σ
ρ∗(ρ∗ + σ)
[
µ∆(v∗ + w)+ (µ+ µ′)∇ {∇ · (v∗ + w)}]
−
{
P ′(ρ∗ + σ)
ρ∗ + σ −
P ′(ρ∗)
ρ∗
}
∇ρ∗,
A = P
′(ρ∗ + σ)
ρ∗ + σ .
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Applying the energy method to (5.1) and (5.2), we shall show Proposition 1.5. For short we set B = (ρ∗A)−1(ρ∗ +
σ) = (ρ∗P ′(ρ∗ + σ))−1(ρ∗ + σ)2. In view of (1.2) and (3.7), there exists a b0 > 0 such that
b0 ≤ B ≤ 1b0 , b0 ≤ ρ
∗B ≤ 1
b0
. (5.3)
To obtain
1
2
d
dt
{
‖∂αx σ‖2 +
(
(ρ∗B)∂αx w, ∂αx w
)}+ µ (B∇∂αx w,∇∂αx w)+ (µ+ µ′) (B∇ · ∂αx w,∇ · ∂αx w)
= ( fα, ∂αx σ )+ (ρ∗Bgα, ∂αx w)+ 12 (ρ∗Bt∂αx w, ∂αx w)
−µ (∇B · ∇∂αx w, ∂αx w)− (µ+ µ′) ((∇B)(∇ · ∂αx w), ∂αx w) (5.4)
for 1 ≤ |α| ≤ 3, we use the equations:
(∂αx σ)t +∇ ·
[
(ρ∗ + σ)∂αx w
] = fα, (5.5)
(∂αx w)t −
1
ρ∗
[
µ∆∂αx w+ (µ+ µ′)∇(∇ · ∂αx w)
]+ A∇∂αx σ = gα (5.6)
and the fact that(∇ · [(ρ∗ + σ)∂αx w], ∂αx σ )+ (A∇∂αx σ, ρ∗B∂αx w) = − ((ρ∗ + σ)∂αx w,∇∂αx σ )+ (∇∂αx σ, (ρ∗ + σ)∂αx w) = 0,
where
fα = ∂αx f −
∑
β<α
(
α
β
)
∇ ·
[
(∂
α−β
x (ρ
∗ + σ))∂βx w
]
,
gα = ∂αx g+
∑
β<α
(
α
β
){(
∂
α−β
x
1
ρ∗
)[
µ∆∂βx w+ (µ+ µ′)∇(∇ · ∂βx w)
]
− (∂α−βx A)∇∂βx σ
}
.
Let us denote
A = P
′(ρ∗)
ρ∗
+ A˜, A˜ = P
′(ρ∗ + σ)
ρ∗ + σ −
P ′(ρ∗)
ρ∗
.
Inserting this formula into (5.6) and multiplying the resultant formula by ∂αx wt , we have
‖∂αx wt‖2 +
d
dt
(
P ′(ρ∗)
ρ∗
∇∂αx σ, ∂αx w
)
= (gα, ∂αx wt)+ ( 1ρ∗ [µ∆∂αx w+ (µ+ µ′)∇(∇ · ∂αx w)] , ∂αx wt
)
+
(
P ′(ρ∗)
ρ∗
∇∂αx σt , ∂αx w
)
+
(
A˜∇∂αx σ, ∂αx wt
)
(5.7)
for 1 ≤ |α| ≤ 2. By (5.6) we have
‖∇∂αx σ‖ =
∥∥∥∥ 1A
[
gα − (∂αx w)t +
1
ρ∗
{
µ∆∂αx w+ (µ+ µ′)∇(∇ · ∂αx w)
}]∥∥∥∥ (5.8)
for 1 ≤ |α| ≤ 2. Let c0 and c1 be small positive numbers determined later. By (5.4), (5.7) and (5.8) we have
1
2
d
dt
[{ ∑
1≤|α|≤3
{
‖∂αx σ‖2 +
(
(ρ∗B)∂αx w, ∂αx w
)}+ 2c0 ∑
1≤|α|≤2
(
P ′(ρ∗)
ρ∗
∇∂αx σ, ∂αx w
)}
(1+ t)1−κ
]
+ (1+ t)1−κ
[ ∑
1≤|α|≤3
{
µ
(
B∇∂αx w,∇∂αx w
)+ (µ+ µ′) (B∇ · ∂αx w,∇ · ∂αx w)}
+ c0
∑
1≤|α|≤2
‖∂αx wt‖2 + c1
∑
1≤|α|≤2
‖∂αx ∇σ‖2
]
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≤ (1+ t)1−κ
[ ∑
1≤|α|≤3
{∣∣( fα, ∂αx σ )∣∣+ ∣∣(ρ∗Bgα, ∂αx w)∣∣+ 12 ∣∣(ρ∗Bt∂αx w, ∂αx w)∣∣
+µ ∣∣(∇B · ∇∂αx w, ∂αx w)∣∣+ (µ+ µ′) ∣∣((∇B)(∇ · ∂αx w), ∂αx w)∣∣ }
+ c0
∑
1≤|α|≤2
{∣∣(gα, ∂αx wt)∣∣+ µ ∣∣∣∣( 1ρ∗∆∂αx w, ∂αx wt
)∣∣∣∣+ (µ+ µ′) ∣∣∣∣( 1ρ∗∇(∇ · ∂αx w), ∂αx wt
)∣∣∣∣
+
∣∣∣∣( P ′(ρ∗)ρ∗ ∇∂αx σt , ∂αx w
)∣∣∣∣+ ∣∣∣( A˜∇∂αx σ, ∂αx wt)∣∣∣}
+ c1
∑
1≤|α|≤2
C
{
‖gα‖2 + ‖∂αx wt‖2 + ‖∆∂αx w‖2 + ‖∇(∇ · ∂αx w)‖2
}]
+ 1− κ
2(1+ t)κ
[ ∑
1≤|α|≤3
{
‖∂αx σ‖2 +
(
(ρ∗B)∂αx w, ∂αx w
)}+ 2c0 ∑
1≤|α|≤2
(
P ′(ρ∗)
ρ∗
∇∂αx σ, ∂αx w
)]
, (5.9)
where the constant C depends on ‖A−1‖L∞ , µ, |µ′| and ‖(ρ∗)−1‖L∞ .
Now, we shall estimate the right-hand side of (5.9). By integration by parts, we have(
fα, ∂αx σ
) = −∑
β<α
(
α
β
)(
(∂
α−β
x v∗) · ∇∂βx σ + (∇ · ∂α−βx v∗)∂βx σ, ∂αx σ
)
− 1
2
(
(∇ · v∗)∂αx σ, ∂αx σ
)+ 1
2
(
(∇ · w)∂αx σ, ∂αx σ
)−∑
β<α
(
α
β
)(
∇ · (∂α−βx σ ∗∂βx w), ∂αx σ
)
−
∑
β<α
(
α
β
)(
(∂
α−β
x σ)∇ · ∂βx w, ∂αx σ
)
−
∑
β<α,|β|≥1
(
α
β
)(
(∇∂α−βx σ) · ∂βx w, ∂αx σ
)
for 1 ≤ |α| ≤ 3. Let 1 > 0 be a small number and , δ > be small enough so that  + dδ ≤ 1. Using (3.9) and
Sobolev’s inequality, we have∑
1≤|α|≤3
∣∣( fα, ∂αx σ )∣∣ ≤ C1‖∇(σ,w)‖22. (5.10)
To estimate gα , we write gα = ∂αx (g0 + g1 + g2)+ g3,α + g4,α + g5,α , where
g0 = −(v∗ · ∇)w− (w · ∇)v∗ − (w · ∇)w,
g1 = − σ
ρ∗(ρ∗ + σ)
[
µ∆v∗ + (µ+ µ′)∇(∇ · v∗)]− σ
ρ∗(ρ∗ + σ) P
′(ρ∗ + σ)∇σ ∗ − σ
ρ∗
Q(ρ∗, σ )∇σ ∗,
Q(ρ∗, σ ) = {P ′(ρ∗ + σ)− P ′(ρ∗)} 1
σ
=
∫ 1
0
P ′′(ρ∗ + θσ )dθ,
g2 = − σ
ρ∗(ρ∗ + σ)
[
µ∆w+ (µ+ µ′)∇(∇ · w)] ,
g3,α =
∑
β<α
(
α
β
)(
∂
α−β
x
1
ρ∗
)[
µ∆∂βx w+ (µ+ µ′)∇(∇ · ∂βx w)
]
,
g4,α = −
∑
β<α
(
α
β
)(
∂
α−β
x
P ′(ρ∗)
ρ∗
)
∇∂βx σ, g5,α = −
∑
β<α
(
α
β
)(
∂
α−β
x A˜
)
∇∂βx σ.
Using (3.9) and Sobolev’s inequality to g0, we have
2∑
k=1
‖∇kg0‖ ≤ C1‖∇w‖2. (5.11)
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By (1.4), (1.5) and (3.7) and Sobolev’s inequality, we have∥∥∥∥ρ∗, A˜, B, 1ρ∗ , 1A , 1ρ∗(ρ∗ + σ) , P ′(ρ∗ + σ), Q(ρ∗, σ ), P ′(ρ∗)
∥∥∥∥
L∞
≤ C,∥∥∥∥∇ [ρ∗, A˜, B, 1ρ∗ , 1A , 1ρ∗(ρ∗ + σ) , P ′(ρ∗ + σ), Q(ρ∗, σ ), P ′(ρ∗)
]∥∥∥∥
L∞
+
∥∥∥∥∇2 [ρ∗, A˜, B, 1ρ∗ , 1A , 1ρ∗(ρ∗ + σ) , P ′(ρ∗ + σ), Q(ρ∗, σ ), P ′(ρ∗)
]∥∥∥∥
L3
≤ C1,
(5.12)
provided that 0 < 1 ≤ 1. By (3.9) and (5.12) and Sobolev’s inequality, we have
2∑
k=1
‖∇kg1‖ ≤ C1‖∇σ‖1,
2∑
k=1
‖∇kg2‖ ≤ C1‖∇w‖3,∑
1≤|α|≤2
‖(g3,α, g3,α, g5α)‖ ≤ C1 (‖∇σ‖1 + ‖∇w‖2) .
(5.13)
By (1.4), (1.5) and (3.7) and Sobolev’s inequality, we have∥∥∥∥∇3 1ρ∗ , P ′(ρ∗)ρ∗
∥∥∥∥
L3
≤ C1, ‖∇3 A˜‖ ≤ C‖∇σ‖2,
which combined with (3.9) and (5.12) implies that∑
|α|=3
‖(g3,α, g4,α, g5,α)‖ ≤ C1 (‖∇σ‖2 + ‖∇w‖3) . (5.14)
When |α| = 3, by integration by parts we have∣∣(ρ∗B∂αx (g0 + g1 + g2), ∂αx w)∣∣ ≤ ‖ρ∗B‖L∞‖∇2(g0 + g1 + g2)‖‖∇4w‖
+‖∇(ρ∗B)‖L∞‖∇2(g0 + g1 + g2)‖‖∇3w‖
and therefore by (5.11)–(5.13) we have∑
|α|=3
∣∣(ρ∗B∂αx (g0 + g1 + g2), ∂αx w)∣∣ ≤ C1 (‖∇σ‖21 + ‖∇w‖23) ,
which combined with (5.11), (5.13) and (5.14) implies that∑
1≤|α|≤3
∣∣(ρ∗Bgα, ∂αx w)∣∣ ≤ C1 (‖∇σ‖22 + ‖∇w‖23) ,∑
1≤|α|≤2
∣∣(gα, ∂αx wt)∣∣ ≤ C1 (‖∇σ‖22 + ‖∇w‖23 + ‖∇wt‖21) ,∑
1≤|α|≤2
‖gα‖2 ≤ C1
(
‖∇σ‖22 + ‖∇w‖23
)
,
(5.15)
provided that 0 < 1 ≤ 1. Recalling that B = (ρ∗P ′(ρ∗ + σ))−1(ρ∗ + σ)2, we have
Bt = − 1
ρ∗
[
P ′′(ρ∗ + σ)(ρ∗ + σ)2
P ′(ρ∗ + σ)2 − 2
ρ∗ + σ
P ′(ρ∗ + σ)
]
σt .
Therefore, by (5.1), (3.7) and (3.9) we have
‖Bt‖L∞ ≤ C1. (5.16)
By (5.1) and integration by parts, we have
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P ′(ρ∗)
ρ∗
∇∂αx σt , ∂αx w
)
=
(
P ′(ρ∗)
ρ∗
∇ · ∂αx
[
σ(v∗ + w)+ ρ∗w] ,∇ · ∂αx w)
+
({
∇ P
′(ρ∗)
ρ∗
}
∇ · ∂αx
[
σ(v∗ + w)+ ρ∗w] , ∂αx w) ,
and therefore by (3.9) and (5.12) and Sobolev’s inequality we have∑
1≤|α|≤2
∣∣∣∣( P ′(ρ∗)ρ∗ ∇∂αx σt , ∂αx w
)∣∣∣∣ ≤ C1‖∇(σ,w)‖22, (5.17)
provided that 0 < 1 ≤ 1. In view of (3.7), (5.3) and (5.12), we choose c0 in such a way that∑
1≤|α|≤3
‖∂αx σ‖2 +
(
(ρ∗B)∂αx w, ∂αx w
)+ 2c0 ∑
1≤|α|≤2
(
P ′(ρ∗)
ρ∗
∇∂αx σ, ∂αx w
)
≥ b1‖∇(σ,w)‖22, (5.18)
where b1 = min{1/2, (b0ρ∞)/4}. By (1.5), we have∣∣∣∣∣12 (1− κ)
∫ t
0
(1+ s)−κ
[ ∑
1≤|α|≤3
{
‖∂αx σ(s)‖2 +
(
(ρ∗B)∂αx w(s), ∂αx w(s)
)}
+ 2c0
∑
1≤|α|≤2
(
P ′(ρ∗)
ρ∗
∇∂αx σ(s), ∂αx w(s)
)]
ds
∣∣∣∣∣
≤ C
∫ t
0
‖∇(σ,w)(s)‖22ds ≤ C‖(ρ0 − ρ∗, v0 − v∗)‖23. (5.19)
Integrating (5.9) from 0 to t and using (5.10), (5.12) and (5.15)–(5.19), we have
b1‖∇(σ,w)(t)‖22(1+ t)1−κ + µb0
∫ t
0
(1+ s)1−κ‖∇2w(s)‖22ds
+ c0
∫ t
0
(1+ s)1−κ‖∇ws(s)‖21ds + c1
∫ t
0
(1+ s)1−κ‖∇2σ(s)‖21ds
≤ C(1 + c0 + c1)
∫ t
0
(1+ s)1−κ‖∇w(s)‖23ds + C1(1+ c0 + c1)
∫ t
0
(1+ s)1−κ‖∇σ(s)‖22ds
+Cc0
∫ t
0
(1+ s)1−κ‖∇2w(s)‖2‖∇ws(s)‖1ds
+Cc1
∫ t
0
(1+ s)1−κ‖∇ws(s)‖21ds + C‖(ρ0 − ρ∗, v0 − v∗)‖23. (5.20)
By Schwarz’s inequality, we have
Cc0
∫ t
0
(1+ s)1−κ‖∇2w(s)‖2‖∇ws(s)‖1ds ≤ c04
∫ t
0
(1+ s)1−κ‖∇ws(s)‖21ds
+Cc0
∫ t
0
(1+ s)1−κ‖∇2w(s)‖22ds,
which is inserted into (5.20) and implies that
b1(1+ t)1−κ‖∇(σ,w)(t)‖22 +
∫ t
0
(1+ s)1−κ
[
µb0‖∇2w(s)‖22 +
3c0
4
‖∇ws(s)‖21 + c1‖∇2σ(s)‖21
]
ds
≤ C(1 + c0 + c1)
∫ t
0
(1+ s)1−κ‖∇w(s)‖23ds + Cc1
∫ t
0
(1+ s)1−κ‖∇ws(s)‖21ds
+C1(1+ c0 + c1)
∫ t
0
(1+ s)1−κ‖∇σ(s)‖22ds + C‖(ρ0 − ρ∗, v0 − v∗)‖23. (5.21)
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Choosing c0, c1 and 1 in such a way that Cc1 ≤ c0/4, C1(1 + c0 + c1) ≤ c1/2 and C(1 + c0 + c1) ≤ µb0/2, by
(5.21) we have Proposition 1.5.
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