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Resumen 
 
En el presente Proyecto de Título se desarrolla un sistema de control para el 
Laboratorio de Procesos de la carrera Ingeniería en Automatización y Robótica de 
la Universidad Andrés Bello. Este sistema de control incorpora clasificadores del 
tipo Árbol de Decisión que ayudan a la toma de decisión en cuanto a la gestión de 
la escenografía de la sala en función de las costumbres de uso de la misma. 
Primeramente, se realiza un estudio del Estado del Arte describiendo diversos 
sistemas Domóticos de marcas de renombre. También se describen algunos 
desarrollos y prototipos de sistemas de Ambientes Inteligentes (AmI). 
Luego se realiza una investigación sobre el Marco Teórico en el que se basa este 
proyecto. Se abordan definiciones y conceptos fundamentales como la Inteligencia 
e Inteligencia Artificial con sus campos de aplicación. Luego, se particulariza en los 
distintos métodos de Maching Learning (en español, Aprendizaje Automático). 
Posteriormente se abordan técnicas de Aprendizaje Supervisado y Aprendizaje no 
Supervisado resumiendo los propósitos de cada método.  Finalmente se ahonda en 
la Inteligencia Ambiental con algunos casos de uso. 
Una vez estudiado el Marco Teórico se plantean los objetivos del presente proyecto 
conjuntamente con una propuesta de lo que será el sistema. Esta propuesta se 
desarrolla bajo una metodología como es el ciclo de Deming y una planificación de 
tareas para alcanzar los objetivos. 
Se inicia el desarrollo del sistema con una inspección ocular de la sala de clases 
para identificar las variables a medir y las posibilidades de control. Se crean  
programas en los microcontroladores(BeagleBone Black y Arduino) para la 
adquisición de datos con una frecuencia de un muestreo por cada minuto por un 
periodo de 17 días recopilando un total de 24.057 registros de los cuales se 
utilizaron 10.073 registros correspondientes a los primeros 7 días para graficar el 
estado de cada variable  y servir como base para las técnicas de Aprendizaje 
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Supervisado y no Supervisado mientras que el resto de los registros se utilizaron 
para comprobar el funcionamiento del sistema de control. 
En la elección del clasificador se utilizó una técnica llamada GridSearch (búsqueda 
en rejilla) la cual itera el entrenamiento del clasificador con distintos parámetros de 
configuración y evalúa cuál de estas combinaciones arroja mejores resultados 
priorizando la simplicidad del algoritmo. Luego se graficó la forma de reconocer 
patrones en función del tiempo para escoger el que agrupa mejor los distintos 
estados. 
Se crea el código del software que gestiona la escenografía a partir de las 
costumbres de uso y que además genera un reporte en forma de gráfico para dar 
cuenta de cómo se está utilizando la sala particularizando en aquellos estados en 
los que se desperdicia más energía como cuando queda el computador encendido 
durante toda la noche. 
Finalmente, se analiza la gestión del sistema de control en función de los registros 
obtenidos a partir de la segunda y que se consideran condiciones externas al 
escapar del control del sistema. Se compara el estado de aquellos componentes 
controlables (Luminarias y Telón) con los estados reales registrados en esa misma 
semana. 
 
1 Introducción 
 
Entendemos por Domótica la incorporación equipamiento de nuestras viviendas y 
edificios tecnología que permita gestionar de forma energéticamente eficiente, 
segura y confortable para el usuario, los distintos aparatos e instalaciones 
domésticas tradicionales que conforman una vivienda (la calefacción, la lavadora, 
la iluminación, etc.) (Navarrete Quiroz, 2005) . El usuario noto que tiene el control, 
y ese control lo ejerce mediante el sistema para ahorrar o derrochar. Podemos hacer 
que una luz se encienda al abrir la puerta, o que se cierren automáticamente el gas 
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y el agua, se bajen las persianas y se apague la calefacción cuando activamos la 
alarma al salir de casa, pero todo ello porque el usuario así lo desea, no porque el 
sistema quiera (el usuario establece de forma intuitiva, centralizada y eficiente cómo 
quiere que su hogar se automatice) (Acuña Agost, Ahumada Ojeda, & Avendaño 
Arriagada, 2001). Para que un sistema pueda ser considerado inteligente ha de 
incorporar elementos o sistemas basados en las Nuevas Tecnologías de la 
Información. 
“Sistemas de Automatización, Gestión de la Energía y Seguridad para Viviendas y 
Edificios: Son aquellos sistemas centralizados o descentralizados, capaces de 
recoger información proveniente de unas entradas (sensores o mandos), 
procesarlas y emitir órdenes a unos actuadores o salidas, con el objeto de conseguir 
confort, gestión de la energía o la protección de personas, animales y bienes.  Estos 
sistemas pueden tener la posibilidad de acceso a redes exteriores de comunicación, 
información o servicios, como, por ejemplo, red telefónica conmutada, servicios 
Internet, etc.” (Contreras, 2012) 
 
1.1 Antecedentes 
 
Hasta hace unos años el usuario de una instalación eléctrica convencional se 
conformaba solamente con iluminarse, calentarse y disponer de acceso al tendido 
eléctrico para conectar los distintos dispositivos asociados. Los requisitos de la 
instalación se limitaban a proteger las líneas y las personas contra los riesgos 
eléctricos. Posteriormente a las funciones tradicionales se han añadido nuevas 
funciones y productos que gestionan la energía y el confort, primordialmente. Para 
dar respuesta a estas nuevas demandas, han aparecido en el mercado una extensa 
variedad de dispositivos que permiten aplicaciones específicas como programar la 
calefacción, regular la temperatura ambiental, gestionar el consumo de energía, etc. 
La incorporación de estas instalaciones singulares ha supuesto mayor complejidad, 
el cableado que requieren estas innovaciones se debe añadir al ya existente y la 
densidad es tan elevada que una ampliación y/o modificación en la utilización de los 
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locales se traduce en largas y costosas intervenciones por parte del instalador. Se 
necesitaba una nueva tecnología para simplificar la instalación eléctrica, con el 
objetivo de: Disminuir el cableado, una mayor flexibilidad que permita una fácil 
ampliación y/o re-configuración, integrar los servicios y las instalaciones 
convencionales, funcionando hasta ahora independientemente, posibilitando la 
comunicación e interacción entre ellos. (Villa Romo, 2017) 
 
Al hablar del concepto de Domótica en sí, que estaría mucho más cerca de un 
sistema de control que de un sistema de gestión, nos encontramos con dos tipos de 
filosofía principales. La primera es la filosofía de los sistemas Domóticos 
restringidos, que llamamos así porque no permiten utilizar los mecanismos 
(interruptores, pulsadores, etc.) que desee el usuario, sino que limitan el abanico de 
posibilidades de elección a los modelos y marcas que son compatibles con sus 
sistemas, en este grupo nos podemos encontrar con las grandes marcas eléctricas: 
los magnates del mercado eléctrico en Europa, que no potencian ni imaginan 
verdaderas soluciones Domóticas a la vida cotidiana, aunque camuflen su dejadez 
o falta de imaginación en teóricos estándares de comunicación europeos y otras 
especies, posiblemente porque su mercado y facturación siguen estando en el lado 
eléctrico de la vida, no en el electrónico. Al otro lado está la otra filosofía, la que dice 
“pon lo que quieras y yo te lo controlaré”, es con la que trabajan los fabricantes del 
país de la Domótica, USA. Estos sistemas controlan todo lo que se instala en las 
viviendas y es susceptible de ser controlado. Toldos, persianas, electroválvulas, 
luces, puertas automáticas, aires acondicionados, televisores, videos, equipos de 
música, DVD, electrodomésticos y sistemas con los que convivimos día a día. (De 
Vincenzi, Cardacci, & Mastriani, 2000) 
Hoy en día se vive en un mundo hiperconectado donde la tecnología ha avanzado 
de forma exponencial en los últimos 50 años, permitiendo que se desarrollen 
aplicaciones impensadas como la impresión en tres dimensiones, realidad virtual, 
micro cirugías apoyadas de componentes robóticos, prótesis que emulan las 
funciones de las extremidades, computadores de bolsillo, entre muchas otras. Todo 
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esto ha sido posible gracias a la miniaturización de los componentes electrónicos y 
mecánicos que los componen. La tecnología electrónica forma parte de nuestra vida 
cotidiana al punto de permitir, gracias al Internet, conectar prácticamente cualquier 
dispositivo de manera rápida y efectiva. A partir de dichas premisas se funda el 
concepto de “Internet de las Cosas” (IoT, Internet o Things), la cual está en 
constante evolución. Según (Augusto JC, 2013) La integración de dispositivos 
inteligentes capaces de captar información y/o actuar combinados con algoritmos 
de razonamiento e inferencia capaces de reconocer las actividades y rutinas de los 
usuarios forman el concepto de “Ambiente Inteligente”. 
 
1.2 Características de un Sistema Domótico 
 
Un sistema Domótico o Inmótico debe cumplir con una serie de características que 
lo puede diferenciar una marca de otra a la hora de seleccionar una en específica.  
➢ Fácil de usar: 
 Las tendencias de todos los dispositivos dedicados para el uso del humano común 
y corriente como dispositivos inteligentes, electrodomésticos, controles por pantalla 
táctil y hasta las aplicaciones en los computadores es de ser lo más intuitivos 
posibles al punto de que sean fácilmente controlados hasta por niños. Como plantea 
Leopoldo Molina González (2010), los sistemas deben ser fáciles de aprender su 
uso y que los sistemas que requieran un amplio conocimiento del usuario están 
destinados a fracasar. 
➢ Flexibilidad:  
Los sistemas de automatización de la vivienda deben adaptarse a los diferentes 
tipos de edificaciones en cuanto a tamaños y uso del recinto; a las necesidades de 
los clientes y, por sobre todo a las exigencias que requiera en cuanto a aparatos 
que desee controlar o cuales aplicaciones quiere instalar. La flexibilidad permite la 
posibilidad de ir implementando aplicaciones de forma progresiva a una instalación 
sin la necesidad de intervenir demasiado. Según plantea en el libro “Instalaciones 
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Domóticas” (Molina González, 2010)  los sistemas basados en arquitecturas 
distribuidas o modulares presentan una mayor flexibilidad por ser fácilmente 
ampliables. 
➢ Interconexión:  
La tendencia de la globalización y la era tecnológica es estar siempre conectados a 
la red con la posibilidad de interactuar en tiempo real con otras redes o sistemas 
independientemente de su localización. Por esta razón es que es fundamental que 
los sistemas Domóticos posean pasarela a las diferentes redes, principalmente 
hacia internet para que aporten más servicios e información a los usuarios para 
poder monitorizar y controlar el hogar desde cualquier parte del mundo. 
 
2 Problemática 
 
En el mercado de la Domótica existen muchas marcas que proponen sus sistemas 
y protocolos como solución a los requerimientos de automatización de viviendas o 
edificios. Al clasificar estas marcas se pueden distinguir dos filosofías. La primera 
es la de los “Sistemas Domóticos restringidos”, estos no permiten utilizar los 
componentes que desee el usuario, sino que limitan el abanico de posibilidades de 
elección a los modelos y marcas que son compatibles con sus sistemas, en este 
grupo podemos encontrar con las grandes marcas del mercado eléctrico en Europa, 
que no potencian ni imaginan verdaderas soluciones Domóticas a la vida cotidiana, 
aunque camuflen su falta de imaginación en teóricos estándares de comunicación. 
Según Luciano Redolfi (Redolfi, 2013), La visión europea se enfoca en la el confort 
de las personas y reducir el impacto ambiental mediante energías renovables no 
convencionales. 
“Los principales desarrollos podemos encontrarlos en lo que se refiere 
a la generación y aprovechamiento eficiente de la energía eléctrica. Son 
las empresas distribuidoras de energía quienes buscan incluso que la 
casa, a través de paneles solares o generadores eólicos, se 
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autoabastezca de energía y, en caso de excedente de energía, 
abastezca a la casa vecina.” (Redolfi, 2013) 
 
Al otro lado está la otra filosofía de los “Sistemas Domóticos Flexibles”, estos 
controlan todo lo que se instala en las viviendas y es susceptible de ser controlado, 
por ejemplo, toldos, persianas, electroválvulas, luces, puertas automáticas, aires 
acondicionados, televisores, videos, equipos de música, DVD, electrodomésticos y 
sistemas con los que convivimos día a día, en este grupo podemos encontrar 
fabricantes de USA. Según Luciano Redolfi (Redolfi, 2013), La visión 
estadounidense se enfoca en la interconexión de la casa con Internet. 
“Su desarrollo se basa en la telecomunicación completa del hogar, para 
trabajar en línea, comprar en línea, estudiar en línea, controlar nuestra 
casa en línea. La intención es que nuestro hogar, no solo nosotros, esté 
conectado con todo el mundo y sea completamente interactivo.”  
(Redolfi, 2013) 
A pesar de la gran cantidad de marcas y protocolos Domóticos, no existen marcas 
reconocidas que se dediquen a crear completos sistemas Domóticos que incorporen 
los beneficios de los Ambientes Inteligentes. Solo existen prototipos que están 
orientados a aplicaciones específicas que carecen de abstracción.  
Tanto los adultos mayores como discapacitados presentan problemas al moverse e 
interactuar en sus entornos, esto causa que el accionar cotidiano de la vida pueda 
tornarse complicado incluso para personas afectadas por limitaciones transitorias al 
tener que guardar reposo por algún tratamiento o fractura. Labores sencillas, como 
presionar el interruptor de una luz, abrir una puerta o ventana, utilizar una toma de 
corriente o alcanzar un control remoto, pueden transformarse en tareas complicadas 
cuando se utiliza una silla de ruedas, andador o si se debe permanecer inmóvil 
debido al reposo médico o a fracturas. Esto ocurre principalmente por la posición de 
los objetos o dispositivos en la vivienda donde no se considera la utilización de éstos 
por personas con movilidad reducida. 
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La implementación de Ambientes Inteligentes sugiere un gran beneficio para 
personas con movilidad reducida, ya que algunas tareas repetitivas podrían ser 
sugeridas y ejecutadas por el sistema inteligente a partir de las costumbres de los 
usuarios. Esto supondría un aumento en la confortabilidad y bienestar de los 
usuarios. Además, estos sistemas aumentan la eficiencia en la gestión energética. 
 
3 Estado del Arte 
 
Para comenzar con el Estado del Arte es hará referencia a un extracto de un 
documento, el cual refleja plenamente la esencia de este proyecto de título: 
 
“El concepto de computación omnipresente puede aplicarse a sistemas 
de automatización de residencias y lugares de trabajo, dotando al 
sistema de la habilidad tanto para reaccionar ante las acciones del 
usuario y aprender de sus hábitos, como para controlar aspectos 
ligados al ahorro energético, confort y seguridad del entorno. Sistemas 
de computación ubicua (omnipresente), como los presentados por Mark 
Weiser, tienen como objetivo desarrollar aplicaciones que reaccionan 
ante situaciones, facilitando tareas cotidianas y permitiendo que el uso 
de la tecnología se produzca sin esfuerzo, mejorando las relaciones 
humano-maquina (Weiser, 2007). La importancia de aplicar estos 
conceptos radica en que las personas se ven cada día rodeadas de más 
tecnologías, las cuales en muchos casos no son lo suficientemente 
simples. Es así que los sistemas de automatización están cada vez más 
disponibles como una característica estándar en hogares, oficinas y 
edificios en general. Por tanto, el desarrollo de ambientes 
automatizados dotados de real inteligencia, capaz de adaptarse por un 
lado al uso que se les da y por otro mantener condiciones propicias que 
apoyen la seguridad y el ahorro energético, son características 
esenciales en los futuros sistemas de este tipo”.  (Henríquez & Palma, 
2011) 
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3.1 Sistemas Domóticos 
 
3.1.1 Comexio 
 
 
Características: 
 
Basado en: Autómatas Programables 
Arquitectura: Centralizada o distribuida 
Topología: estrella o árbol 
Software: Comexio studio, Comexio Planner, 
Smartphones Apps para usuarios. 
Medios de transmisión: bus KNX, Ethernet 
RJ45 10/100 Mbit/s 
Entradas: universales, analógicas (0-10 V), 
digitales (12-24 V) 
Salidas: Relé 16A, analógicas (0-10 V) 
Compatibilidad: KNX, EnOcean, 1-wire 
Módulos: IO extensión, Led Dimmer, EnOcean 
Unit, Universal Dimmer, Universal Actuator, 
Smart Meter. 
 
http://www.comexio.com/es/dat
os-tecnicos-io-server/ 
Dirección árbol: Domótica/ Sistemas Domóticos/ 
Comexio 
(Comexio, 2017)  
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3.1.1.1 Módulos 
 
 
Características: 
 
Modulo: IO-Extension 
Entradas: 8 universales (12-230V AC/DC), 8 
analógicas 0-10 V, 8 digitales (12-24V DC) 
Salidas: 9 salidas a relés, 4 analógicas (0-10V 
DC) 
 Otros: medidor de potencia en cada borne de 
salida 
http://www.comexio.com/es/dat
os-tecnicos-io-extension/ 
Dirección árbol: Domótica/ Sistemas/Comexio/ 
IO-Extension 
(Comexio, 2017)  
 
 
Características: 
 
Modulo: LED Dimmer 
Salidas: 9 salidas Dimmer 
Otros: medidor de potencia en cada borne de 
salida máx. A por borne  
http://www.comexio.com/es/dat
os-tecnicos-led-dimmer/ 
Dirección árbol: Domótica/ Sistemas/Comexio/ 
LED Dimmer 
(Comexio, 2017)  
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Características: 
 
Modulo: EnOcean Unit 
Salidas: conector para antena SMA de 
EnOcean 
Otros: 128 Actuadores por unidad, 256 
Sensores por unidad 
http://www.comexio.com/es/dat
os-tecnicos-enocean-unit/ 
Dirección árbol: Domótica/ Sistemas/Comexio/ 
EnOcean Unit 
(Comexio, 2017)  
 
 
 
Características: 
 
Modulo: Universal Dimmer 
Entradas: 8 universales (12-230V AC/DC) 
Salidas: 6 Dimmer 0-1050W 
Otros: Se pueden conectar múltiples canales 
en paralelo. Medidor de potencia en cada canal, 
para mediciones de luminarias carga inductiva 
mínima 20W y carga capacitiva mínima 10W 
http://www.comexio.com/es/dat
os-tecnicos-universal-dimmer/ 
Dirección árbol: Domótica/ Sistemas/Comexio/ 
Universal Dimmer 
(Comexio, 2017)  
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Características: 
 
Modulo: Universal Actuator 
Salidas: 16 salidas a relé 16A 
Otros: Potencial libre con bloqueo, 4 Bloques 
con medición de potencia integrada de hasta 
16A por bloque. 
http://www.comexio.com/es/dat
os-tecnicos-universal-dimmer/ 
Dirección árbol: Domótica/ Sistemas/Comexio/ 
Universal Dimmer 
(Comexio, 2017)  
 
 
 
Modulo: Smart Meter 
Entradas: 4 análogas 0-10V DC o entradas digitales 
24V DC, 3 entradas de Voltaje 
Magnitudes medidas: Potencia, Voltaje, Dirección de 
corriente, Potencia Activa/ Reactiva/ Aparente, Fallas 
de corriente, Carga críticas en el conductor neutro, 
desfases, frecuencia. 
Rango: Máximo 5A AC (conectar transformadores 
como transmisores). Máximo 400V AC 
Tolerancia: menor a 1% 
http://www.comexio.com/es/datos-
tecnicos-smart-meter/ 
Dirección árbol: Domótica/ 
Sistemas/Comexio/ Smart Meter 
(Comexio, 2017)  
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3.1.2 GetVera: 
 
 
Basado en: Sistemas inalámbricos 
Arquitectura: distribuida 
Topología: malla 
Protocolo: Z-wave preferentemente 
Software: VeraUI7, Smartphones Apps para 
usuarios. 
Medio de transmisión: Radio frecuencia 
Compatibilidad: ZigBee, Bluetooth, WiFi, 3G, 
Gigabit Ethernet 
Módulos: Aire acondicionado, cámaras, 
Monóxido de carbono, Clima, Nube, 
Apertura/cierre, Energía, control de puerta de 
garaje, rotura de cristal, mandos a distancia, 
Dimmer, Enchufes, Interruptor, Iluminación,  
Sensor movimiento, Horno, Plug In módulo de 
aparato, Plug In Módulo de lámpara, termostato, 
Repetidor, Detector de humo, Detección de 
fugas de agua, Estación meteorológica, 
Cortinas, ZigBee. 
 
http://getvera.com/support/ Dirección árbol: Domótica/ Sistemas/ Get vera 
(GetVera, 2017)  
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3.1.2.1 Módulos Controladores 
 
 
Vera Edge 
 
Es el controlador básico de GetVera. Puede 
controlar los dispositivos de manera local o 
remota. 
 
CPU: 600 MHz 
Memoria Flash: 128 MB 
RAM: 128 MB 
Compatibilidad: USB, WAN, Z-Wave y WiFi 
Dispositivos Max.: 1200 unidades 
http://getvera.com/support/ Dirección árbol: Domótica/ Sistemas/ Get vera 
(GetVera, 2017)  
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Vera Secure 
 
Es un controlador integral del hogar fácil de 
instalar que incluye un sistema de alarma de 
seguridad con todas las funciones. VeraSecure 
hace más que seguridad puede ajustar los 
termostatos, luces de control, puertas de garaje, 
y mucho más. Operar todo de una fácil 
aplicación en el Smartphone, Tablet u 
ordenador. 
CPU: 880 MHz doble núcleo 
Memoria Flash: 128 MB 
RAM: 512 MB 
Compatibilidad: VeraLink(345MHz), 3G, USB, 
WAN, ZigBee, Bluetooth, Z-Wave y Wi-Fi 
Dispositivos Max.: 2000 unidades 
 
http://getvera.com/support/ Dirección árbol: Domótica/ Sistemas/ Get vera 
(GetVera, 2017)  
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Vera Plus 
 
Es el controlador principal de GetVera. Puede 
controlar los dispositivos de manera local o 
remota mediante diferentes protocolos. Es 
compatible con varias marcas. 
 
CPU: 880MHz 
Memoria Flash: 128 MB 
RAM: 256 MB 
Compatibilidad: USB, WAN, ZigBee, 
Bluetooth, Z-Wave y WiFi 
Dispositivos Max.: 1500 unidades 
http://getvera.com/support/ Dirección árbol: Domótica/ Sistemas/ Get vera 
(GetVera, 2017)  
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3.1.3 SimonVox2 
 
 
Características: 
Basado en: Microcontroladores 
Arquitectura: centralizada 
Topología: estrella o árbol 
Software: Simón software. 
Medio de transmisión: cableado telefónico, 
Internet 
Módulos: programador telefónico, Interruptor 
horario, detector de gas, baterías, detector 
inundación, sonda temperatura, pantalla táctil, 
modulo internet, detector de presencia. 
http://www.simonDomótica.es/
area/index.html 
Dirección árbol: Domótica/ Sistemas/ 
simonVox2 
(Simon, 2017)  
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3.1.4 DomóticaRF de Schneider Electric 
 
 
Características: 
 
Basado en: Sistemas inalámbricos 
Arquitectura: distribuida 
Topología: malla 
Protocolo: Z-Wave 
Software: Software Connect 
Medio de transmisión: Radio Frecuencia 868 
MHz. 
Módulos: Interruptor, Dimmer, regulador 
universal, control de persiana, válvula 
termostática 
https://www.schneider-
electric.es/es/product-
range/2679-Domótica-rf--
radiofrecuencia-/?parent-
category-id=2200 
Dirección árbol: Domótica/ Sistemas/ 
DomóticaRF 
(Schneider Electric, 2017)  
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3.1.5 ABB KNX 
 
 
Características: 
Basado en: Bus de campo 
Arquitectura: distribuida 
Topología: árbol 
Protocolo: KNX 
Software: ETS5 
Medio de transmisión: Bus par trenzado, Corriente 
portadora, Radio frecuencia, Internet 
Módulos: Interruptor, Dimmer, regulador universal, 
control de persiana, control válvula, Gateway IP, 
entradas analógicas, estación meteorológica, detector 
de presencia, DALI, GPS, medidor de energía eléctrica, 
detector de gas, entre otros. 
http://www.knx-
gebaeudesysteme.de/
sto_g/English/_HTML/
product_tree_030_005
_001_009.htm 
Dirección árbol: Domótica/ Sistemas/ ABB KNX 
(ABB, 2017)  
 
  
27 
 
3.1.6 Alhena 
 
 
Características: 
 
Basado en: Sistemas inalámbricos 
Arquitectura: distribuida 
Topología: Malla 
Protocolo: Insteon 
Software: Insteon for Hub, H Voice, Insteon 
para Windows 8 
Medio de transmisión: Corriente portadora, 
Radio frecuencia, Internet 
Compatibilidad: Protocolo X-10 
Módulos: Hub PLM Ethernet Insteon, Luz ON-
OFF, Luz Regulable, motores, enchufables, 
Presencia, termostato, apertura/cierre, 
Domótica Insteon House Linc 
https://alhenaing.me/hub-plm-
ethernet-smartlinc/ 
Dirección árbol: Domótica/ Sistemas/ Alhena 
(Alhena, 2017)  
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3.1.7 DIGITAL SECURITY CONTROLS 
 
 
Características: 
 
Basado en: Sistemas microcontroladores 
Arquitectura: Centralizada o Distribuida 
Topología: Estrella o Árbol 
Protocolo: Contact ID y SIA 
Software: Software WebSA, Software de 
gestión de rutina del sistema, Software de 
descarga DLS 5 
Medio de transmisión: Línea telefónica, Radio 
frecuencia, Internet y 3G 
Módulos: Fuente de alimentación, Salida con 
corriente alta, Salida con corriente baja, Audio 
bidireccional. 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
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3.1.7.1 Módulos 
 
 
 
Panel de control HS2128 
Medio de transmisión: Línea Telefónica, Radio 
frecuencia, Internet y 3G 
Zonas: 8 – 128 
Salidas: 4 salidas programables (49 opciones) 
Memoria: 1000 eventos 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
 
 
 
Modulo: Expansor de Zona Cableada HSM2108 
 
• Agrega ocho zonas cableadas 
• Alimentación AUX hasta 125 mA. 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
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Modulo: Audio bidireccional HSM2955 
 
• Permite escuchar y hablar a través del 
panel de alarmas desde cualquier 
teléfono 
• Grabación opcional de hasta 15 minutos 
anteriores a la activación de la alarma 
• Compatible con verificación mediante 
audio VOX de 2 vías y PTT (pulsar para 
hablar) 
• Modo Silencioso/Escuchar para alarmas 
de asalto (se active solamente cuando 
ocurre una alarma) 
• Audio de dos vías vía RTC o red celular 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
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Modulo: Fuente de Alimentación HSM2300 
 
• Supervisa falla de CA, batería baja y falla 
de salida AUX 
• Capacidad de hasta 1 Amper @ 12 VDC 
• Compatible con paneles de control 
HS2016, HS2032, HS2064, HS2128 
 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
 
 
 
Módulo: Salida con Alta CorrienteHSM2204 
• Totalmente supervisado para falla de CA, 
batería baja y falla AUX 
• Cuatro salidas de alta tensión 
programables de 1 A 12 VCC 
• La salida número uno puede utilizarse 
como salida de sirena supervisada 
http://www.dsc.com/index.php?
n=library&o=documents&id=27 
Dirección árbol: Domótica/ Sistemas/ DSC 
(DSC, 2017)  
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3.2 Desarrollos y Prototipos de Ambientes Inteligentes 
 
Desde hace algunos años, diferentes entornos inteligentes dedicados 
se han estado desarrollando en empresas y Universidades en todo el 
mundo, por ejemplo, la investigación multidisciplinaria llevada a cabo 
por la Universidad de Texas MavHome (Cook,2003), enfocada en la 
creación de un ambiente de hogar inteligente; el proyecto AwareHome 
(Kidd,1999) implementa un laboratorio en vivo para el estudio de las 
actividades diarias y computación ubicua; iniciativas conjuntas como 
PlaceLab (Larson,2005), llevada a cabo por la empresa TIAX y el 
Instituto de Tecnología de Massachusetts (MIT) desarrollan un 
laboratorio viviente para el estudio de la conducta humana, interacción 
y rutinas; la empresa Phillips fundó HomeLab (Philips,2008), como un 
escenario de pruebas en tecnologías de interacción en ambientes 
residenciales. El reconocimiento de las Actividades de la Vida Diaria 
(AVD), se enfoca en investigaciones ligadas a lograr alta precisión del 
contexto y forma en que se realizan las actividades, para luego utilizar 
esta información en aplicaciones de alto nivel. El trabajo desarrollado 
por Carlos Machado y José A. Mendes (Machado, 2007), se enfoca en 
el desarrollo de clasificadores RNA para el control de iluminación en 
entornos de Domótica. Estudios más recientes como el llevado a cabo 
por Natalie Kcomt Ché (Kcomt, 2010) y el desarrollado por la 
Universidad Politécnica de la Marche, Italia (Morganti, 2009), se 
enfocan en la predicción de las acciones de los usuarios en entornos 
automatizados.” (Henríquez & Palma, 2011) 
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3.2.1 Domótica para Viviendas Sociales (Arduino uno) 
 
En este prototipo se creó una red de 4 Arduinos modelo Uno para controlar la 
iluminación (on/off y dimerización) y la ventilación de una vivienda social con el fin 
de disminuir el gasto energético de la familia. Es capaz de desconectar aparatos en 
modo “Stand-by” por 8 horas al día. 
 
“Se estima que la implementación de este 
sistema domótico, ofrece una reducción de 
hasta un 90% de la energía que se utilizaría en 
aplicaciones como ver una película o escuchar 
música en un ambiente de iluminación tenue y 
una caída del 33% del consumo en stand-by si 
tan solo se desconectan los circuitos de 
enchufes ocho horas diarias.” 
Características: 
Basado en: Microcontroladores 
Protocolo: Comunicación TX/RX Arduino uno 
Arquitectura: Distribuida. 
Topología: Árbol. 
Medio de transmisión: cableado. 
 
(Calvo Torres, 2014) Dirección árbol: Domótica/ Sistemas Domóticos/ 
Prototipos/ Domótica para viviendas sociales 
(Arduino). 
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3.2.2 Control Automático de Condiciones Ambientales en Domótica usando 
Redes Neuronales Artificiales 
 
Mauricio R. Henríquez y Patricio A. Palma proponen un sistema que reconoce las 
actividades de los ocupantes de una oficina. A través de Redes Neuronales 
Artificiales es capaz de aprender el comportamiento. Además, representa la 
actividad de la oficina en una escena de realidad virtual en tiempo real Se registran 
los patrones de comportamiento del usuario para luego emplearlos en un sistema 
consciente del contexto, capaz de reaccionar de forma automática y permitiendo la 
autoconfiguración de un sistema automatizado en un entorno de oficina. 
 
“Se utilizan Redes de Neuronas Artificiales 
como clasificador del estado de las luces, 
calefacción y ventilación. Los resultados 
muestran que la técnica de redes neuronales es 
capaz de reconocer satisfactoriamente más de 
un 90% de los patrones del usuario.” 
Características: 
Basado en: Microcontroladores 
Arquitectura: centralizada 
Topología: estrella 
Medio de transmisión: cable serial. 
(Henríquez & Palma, 2011) Dirección árbol: Domótica/ Sistemas Domóticos/ 
Prototipos/ Control Automático de Condiciones 
Ambientales en Domótica usando Redes 
Neuronales Artificiales 
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3.2.3 Sistema Domótico ZigBee de bajo costo  
 
El prototipo de sistema diseñado se implementó en el Laboratorio de 
“Automatización y Control” de Ingeniería Eléctrica y Electrónica de la Universidad de 
Antioquia en Colombia. Fue destinado al desarrollo de prácticas con el fin de 
socializar el conocimiento y las experiencias adquiridas con la comunidad 
interesada, con fines académicos, en el área de domótica. 
 
En una misma tarjeta se tiene el transceptor Xbee, 
interfaz de potencia para el manejo de cargas 
ON/OFF, entradas para los sensores, transformador, 
y el circuito de detección de cruce por cero, microchip 
16F688.El sistema posee interfaz de usuario por 
medio de un computador 
Características: 
Basado en: Sistemas inalámbricos. 
Protocolo: ZigBee. 
Arquitectura: Distribuida. 
Topología: Árbol. 
Medio de transmisión: Inalámbrico. 
(Durango, Ospina, & Carvajal, 
2012) 
Dirección árbol: Domótica/ Sistemas Domóticos/ 
Prototipos/ Sistema Domótico ZigBee de bajo costo 
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4 Marco Teórico 
 
4.1 ¿Qué es Inteligencia? 
 
El concepto de “Inteligencia” etimológicamente proviene del latín “Intelligentia”, que 
significa la facultad de comprender y establecer relaciones entre elementos. Según 
la Real Academia Española (2014), Inteligencia es: la capacidad de entender o 
comprender, capacidad de resolver problemas, el conocimiento, la comprensión o 
el acto de entender. La capacidad de aprender es la herramienta fundamental de la 
supervivencia y la evolución de seres vivos, ya que, aprendiendo se acumula 
experiencia para poder adaptarse a los cambios y modificar la estrategia para 
resolver problemas nuevos, En resumen, se podría afirmar que la Inteligencia es la 
capacidad de entender y estar consiente de una situación con sus variables y 
condiciones. 
La inteligencia es uno de los conceptos más difíciles de describir ya que en el 
transcurso de los años, diversos autores han propuesto su definición, pero en lo que 
muchos concuerdan es que existen diversas formas de Inteligencia. Una de las 
mejores definiciones de “Inteligencia” es simple y concisa, propuesta por Jean 
Piaget (2009), que dice que la inteligencia es la capacidad de adaptarse. Jean 
Piaget afirma que la adaptación y las nuevas soluciones que las funciones 
intelectuales le dan a las necesidades podrían basarse en relaciones que pueden 
ser expresadas lógica y matemáticamente. 
4.2 ¿Qué es la Inteligencia Artificial? 
 
Según la RAE (2014), Inteligencia Artificial (I.A.) quiere decir: “Disciplina científica 
que se ocupa de crear programas informáticos que ejecutan operaciones 
comparables a las que realiza la mente humana, como el aprendizaje o el 
razonamiento lógico”. Por lo tanto, un software que se clasifique dentro de la I.A. 
debe ser capaz principalmente de dos cosas: capaz de entender el contexto en el 
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que se encuentra y, en segundo lugar, debe ser capaz de decidir en base a una 
serie de condiciones inferidas y “aprendidas” del entorno. 
Según Benítez, Escudero, & Kanaan (2014) en el libro Inteligencia Artificial 
Avanzada propone que “La posibilidad de manipular expresiones lógicas y 
esquemas abstractos mediante sistemas artificiales es la que permite la existencia 
de lo que conocemos como inteligencia artificial”. Es decir que la I.A. se basa en 
sistemas creados por el hombre que ocupan algoritmos capaces de modificar 
expresiones lógicas y relaciones entre conceptos para simular el aprendizaje y la 
inteligencia humana, entendiéndose como inteligencia humana la capacidad de 
procesar los estímulos sensoriales para identificar patrones.  
La inteligencia natural (Biológica) y la artificial (computacional) proceden de 
maneras muy diferentes para aprender y actuar. Esto se debe a la construcción de 
las mismas y que hoy en día no es posible replicar artificialmente la estructura 
química de las neuronas. A pesar de esto, existe una gran cantidad de aplicación 
pueden ser resueltas con ambos tipos de inteligencia y como lo proponen Benítez, 
Escudero, & Kanaan (2014) en el libro Inteligencia Artificial Avanzada “a pesar de 
las enormes diferencias entre sistemas naturales y artificiales, a un cierto nivel de 
abstracción ambos pueden describirse como sistemas de procesado de objetos 
abstractos mediante un conjunto de reglas”. 
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Tabla 1: Comparación Inteligencia Natural vs Artificial 
Nivel Natural Artificial 
Abstracción Representación y 
manipulación de objetos 
abstractos 
Representación y 
manipulación de objetos 
abstractos 
Computacional Activación coordinada de 
áreas cerebrales 
Algoritmo o 
procesamiento efectivo 
Programación Conexiones sinápticas y 
plasticidad 
Secuencia de 
operaciones aritméticas y 
lógicas 
Arquitectura Redes excitatorias e 
inhibidoras 
CPU + Memoria 
Hardware Neurona Transistor 
 
Para que un sistema artificial pueda resolver una problemática debe seguir una serie 
de pasos o acciones. Esta serie de pasos se le conoce como Algoritmo, que no es 
más que un procedimiento eficaz que puede estar separado en reglas, condiciones 
y pasos para realizar una tarea. (Benítez, Escudero, & Kanaan, 2014) 
 
4.2.1 Dominios de Aplicación 
 
La I.A. en la actualidad ha desarrollado aplicaciones de diversas áreas con 
resultados exitosos. Según Virginie Mathivet (2017) y Benítez, Escudero, & Kanaan  
(2014) la I.A. han sido parte de áreas como:  
Ciencia Ficción: en numerosas películas donde se trata el tema de la I.A. en donde 
la temática más común es como la I.A. se revela contra la humanidad. 
Robótica: para mejorar la interacción de robots con humanos. 
Militar: con tecnología que va desde drones capaces de distinguir entre aliados y 
enemigos hasta robots que permiten encontrar y salvar personas. 
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Videojuegos: Los diversos personajes que son controlados por el procesador tiene 
que ser capaces de interactuar y simular un comportamiento que al jugador le 
parezca realista. 
Economía: Análisis de riesgos, estimación de precios, minería de datos y sistemas 
expertos para detectar fraudes o cambio de comportamiento de los clientes para 
ofrecer productos acordes al perfil del mismo. 
Medicina: Procesamiento de señales fisiológicas, análisis de imágenes biomédicas 
y aplicaciones capaces de diagnosticar rápidamente según los síntomas del 
paciente. No obstante, el análisis y diagnóstico realizado con I.A. solo sirve para 
ayudar las labores del médico, ya que, la decisión final la debe tomar el especialista. 
Ingeniería: Optimización de producción y procesos, diagnóstico de fallos, toma de 
decisiones, planear las rutas de los equipos de transporte y para el ordenamiento 
eficaz de las bodegas. 
Informática: Procesamiento del lenguaje natural, criptografías y teoría del juego. 
En la actualidad la tendencia del desarrollo de aplicaciones de I.A. no apunta a crear 
Robots Humanoides, sino más bien en crear programas que sean capaces de 
procesar una gran cantidad de información eficazmente para que el análisis de estos 
inmensos conjuntos de Datos sea mucho más rápido y sencillo. Por ejemplo, se 
podría utilizar Aprendizaje No Supervisado para identificar con Minería de Datos 
qué características o atributos tienen mayor relevancia para predecir la dinámica de 
una variable. Otra rama de la I.A que está en apogeo es la creación de Sistemas 
Expertos que replican el análisis y las tareas típicas de un profesional experto. 
En resumen, la I.A. podría ser aplicable en máquinas para darles la capacidad de 
adaptar su estrategia en función de los cambios en las variables o atributos 
medidos. No obstante, el desarrollo de una aplicación de I.A. siempre es base a un 
paradigma o problema específico, por lo que carecen de flexibilidad de aplicación y 
están sesgadas a cumplir un set de funciones. Entre los dominios de aplicación más 
desarrollados no se encuentra el dominio de gestión escenográfica y eficiencia 
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energética como un conjunto, por lo que en esta tesis se investigará como elegir el 
modelo de aprendizaje que mejor se acomoda a la aplicación. 
 
4.2.2 Maching Learning 
 
El presente Proyecto de Título apunta a comprobar si las técnicas de Minería de 
Datos en conjunto con algoritmos de Maching Learning son capaces de gestionar el 
escenario de una sala de clases en base a las costumbres de uso de la misma. En 
el presente apartado se da cuenta, a grandes rasgos, de la evolución del Maching 
Learning. 
El Maching Learning, en español “Aprendizaje Automático”, comenzó hace más de 
60 años cuando en 1950 Alan Turing crea el “Test de Turing”, en donde se decía 
que una maquina era inteligente si era capaz de engañar a un humano haciéndole 
pensar que estaba interactuando con otro humano, 2 años más tarde Arthur Samuel 
escribe el primer programa que aprende a jugar Damas y mejorar con cada partida, 
en la conferencia de Darthmouth 1956 Martin Minsky implanta el término “Artificial 
Intelligence” como nombre de este campo. Esta disciplina ha tenido épocas de 
grandes avances como épocas en donde el desarrollo ha quedado estancado por 
varias razones. Según González (Una breve historia del Maching Learning, 2016) el 
primer estancamiento se produjo entre 1974 y 1980 porque las compañías que 
solventaban la investigación dejaron de aportar con recursos tras varios años de 
altas expectativas y pocos avances. Luego de este estancamiento hubo avances, 
pero con poca utilidad debido a la limitación de computo en esos años. 
En la actualidad se vive un nuevo apogeo del Maching Learning gracias al aumento 
en la capacidad de cómputo y la gran cantidad de información disponible en formato 
digital, pero principalmente al nuevo enfoque que se le dio a esta disciplina, la 
Minería de Datos con el fin de aportar en rubro empresarial. Muchas empresas han 
mutado en función de los datos y los numerosos algoritmos de Maching Learning 
para mejorar sus productos y servicios para posicionarse en el marcado. 
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Según el campo de Reconocimiento de Patrones el Maching Learning se puede 
dividir en dos tipos de aprendizaje “Aprendizaje Supervisado” y “Aprendizaje No 
Supervisado” (Flores López & Fernández, 2008). A continuación, se detallan estos 
tipos y algunos algoritmos de aprendizaje con sus aplicaciones. Según el libro 
“Encyclopedia of Artificial Intelligence” (Rabuñal, Gestal, & Rivero, 2009) existen 5 
paradigmas que son los más estudiados y desarrollados: Redes Neuronales 
Artificiales, Algoritmos Genéticos, Métodos Empíricos de Inducción de Reglas y 
Arboles de Decisión, Aprendizaje Analítico, Métodos basados en casos. 
 
4.2.2.1 Redes Neuronales Artificial 
 
Como su nombre lo indica, este algoritmo trata de recrear el funcionamiento de las 
neuronas biológicas, ya que, proporciona una salida a partir de la entrada según la 
configuración de:  
• Pesos: Asigna la importancia de las entradas con respecto a las demás 
• Función de Agregación: calcula un valor único a partir de las entradas y pesos 
• Umbral: indica el límite entre el estado de reposo y activación 
• Función de activación: Forma y tipo de la salida según el umbral 
La siguiente figura muestra la correlación entre las características anteriores: 
 
Ilustración 1: Esquema Red Neuronal 
Fuente: (Inteligencia Artificial para Desarrolladores, 2017) 
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4.2.2.2 Algoritmos Genéticos: 
 
Recibe su nombre por la analogía que se hace con el cabio natural que se produce 
en la genética basada en la selección natural y evolución. Se caracteriza por 
presentar la serie de atributos de forma binaria con el fin de estudia todas las 
combinaciones posibles. Su principal aplicación es para clasificar. (Pino, Gómez, & 
de Abajo Martinez, 2001) 
 
4.2.2.3 Métodos empíricos para la de Inducción de Reglas 
 
Dentro de esta clasificación entran los Arboles de Decisión, ya que son algoritmos 
que identifican relaciones entre los atributos y los escriben matemáticamente para 
generar reglas. Este Paradigma de aprendizaje puede generar Sistemas Expertos 
a partir de los conocimientos y la experiencia de lo aprendido. (Pino, Gómez, & de 
Abajo Martinez, 2001) 
 
4.2.2.4 Aprendizaje Analítico: 
 
Este paradigma intenta mejorar el rendimiento de los sistemas de resolución de 
problemas transformando el conocimiento adquirido en estructuras que facilitan el 
alcance del objetivo. Para crear el modelo se ocupa la reducción del problema 
ordenando el conocimiento en un conjunto de operaciones, acciones y estados, en 
donde las operaciones pueden seguir dividiéndose hasta poder representar el 
proceso a cabalidad. (Pino, Gómez, & de Abajo Martinez, 2001) 
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4.2.2.5 Método basado en casos 
 
Este paradigma incluye las características del Aprendizaje Analítico, pero con la 
ventaja de poder almacenar y reproducir la solución exitosa de problemas resueltos 
con anterioridad modificando esta solución para adaptarlo a la nueva situación. 
(Pino, Gómez, & de Abajo Martinez, 2001). 
 
4.2.3 Aprendizaje No Supervisado1 
 
El Aprendizaje No Supervisado utiliza datos almacenados sin etiquetar con el fin de 
identificar alguna relación, similitud, estructura de los datos o alguna forma de 
organizarlos para entender la dinámica y conseguir conclusiones.  (Flores López & 
Fernández, 2008), entre las aplicaciones de agrupamiento se destacan: 
Procesamiento de imagen, para separar unas zonas de otras (típicamente con 
imágenes de satélite). 
• Agrupamiento de genes relacionados con una determinada característica o 
patología. 
• Agrupamiento automático de textos por temas. 
• Definir tipos de clientes y orientar las estrategias comerciales en función de esos 
grupos. 
• En general, definir grupos en conjuntos de datos de los que no se conoce una 
subdivisión previa: astronomía, física, química, biología, medicina, farmacología, 
economía, sociología, psicología, etc. 
                                            
1 La sección de aprendizaje no supervisado está escrita en base a lo expuesto en el libro Inteligencia 
Artificial Avanzada de los autores Benítez, Escudero, & Kanaan. (2014) 
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4.2.3.1 Algoritmos de agrupamiento  
 
Dentro de este tipo de aprendizaje es el algoritmo el que debe identificar clases y 
grupos, ya que los datos no poseen etiquetas ni clases. Según Benítez, Escudero, 
& Kanaan (2014) los algoritmos de agrupamiento de mayor relevancia son: 
k-medios (k-means): Busca que todos los datos sean asociados al grupo en el que 
se encuentra más cercano el centroide. Se le debe indicar la cantidad de grupos 
que debe realizar. 
c-medios difuso (Fuzzy c-means): Busca un objetivo similar al de k-medios, pero 
con la particularidad de que los datos poseen un grado de pertenecía con respecto 
a las agrupaciones vecinas. 
agrupamiento espectral (spectral clustering): El espectro son los valores propios 
de una matriz o conjunto de datos. Este algoritmo busca la menor variabilidad de 
los valores propios, ya que, esto indica que pertenecen al mismo grupo. 
 
4.2.3.2 Extracción y Selección de Atributos  
 
En las tareas de Aprendizaje No Supervisado es común encontrarse con conjuntos 
de datos en los que existen atributos que no aportan información relevante para la 
obtención de un modelo o de agrupaciones. Por esto último es indispensable aplicar 
Algoritmos que nos den indicios de los atributos que serán más útiles y así filtrar el 
Ruido para tener una representación lo más reducida posible. La simplificación del 
conjunto de datos se le llama Reducción de Dimensionalidad y su fin es eliminar los 
factores que no entreguen información relevante sobre el caso de estudio. Por otra 
parte, se denomina Señal a aquellos factores o atributos que aportan información 
relevante del proceso. En resumen, los datos son la suma de la Señal y el Ruido. 
(Benítez, Escudero, & Kanaan, 2014) 
𝐷𝑎𝑡𝑜𝑠 = 𝑆𝑒ñ𝑎𝑙 +  𝑅𝑢𝑖𝑑𝑜 
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En ocasiones es necesario separar los datos para agrupar características que 
contribuyan al estudio del proceso para obtener una representación del mismo como 
un conjunto de componentes. A su vez, estos componentes deben ser designados 
siguiendo algún criterio, por ejemplo, en un sistema de reconocimiento de vehículos 
se podrían designar componentes como el tipo de vehículo (motocicleta, camión, 
camioneta, etc.), y con esto, otorgar mayor separabilidad de los datos y así 
interpretarlos de mejor forma. Esta técnica se denomina métodos de factorización 
matricial y consiste en factorizar una matriz como una multiplicación de sub-
matrices. 
Entre los métodos de factorización matricial se encuentra algoritmos para la 
extracción de características se encuentran: 
• Discriminación de atributos por poca variación 
• Descomposición en componentes principales (PCA, Principal Component 
Analysis) 
• Factorización de matrices no-negativas (NMF, Non-negative matrix 
factorization) 
• Descomposición en valores singulares (SVD, Singular Value Decomposition) 
 
4.2.4 Aprendizaje Supervisado 
 
El Aprendizaje Supervisado se caracteriza por poseer un agente “Supervisor”, es 
decir, un ente que controla el aprendizaje proporcionando la salida que debería 
generar el Modelo. De esta forma se puede comprobar el aprendizaje del modelo y 
si el resultado no es satisfactorio se pueden modificar los parámetros del modelo 
para conseguir la respuesta óptima. (Flores López & Fernández, 2008) 
Las aplicaciones de Aprendizaje Supervisado se pueden dividir en dos tipos 
principalmente, aplicaciones de Regresión y aplicaciones de Clasificación. En el 
siguiente apartado se detallan estos dos tipos con su finalidad. 
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4.2.4.1 Regresión 
 
Se utiliza cuando la salida del modelo es flexible ante las entradas y no está limitada 
a un número finito de etiquetas o categorías, sino más bien es un valor continuo. 
Como Afirman Girónes y otros en el Libro “Minería de Datos: Algoritmos y Modelos”, 
“Los modelos de regresión predicen valores numéricos en lugar de etiquetas de 
clase discretas. A veces también nos podemos referir a la regresión como predicción 
numérica.” (Mineria de Datos: Modelos y Algoritmos, 2017) 
 
4.2.4.2 Clasificación 
 
La clasificación apunta a agrupar los datos de entrada en clases que se describan 
mediante sus atributos continuos o discretos. Por lo que es necesario etiquetar 
correctamente el conjunto de entrenamiento para que el algoritmo pueda deducir 
una función capaz de obtener buenos resultados en etapa de predicción. 
 
4.2.5 ¿Qué es Minería de Datos? 
 
En los últimos años se ha generado la globalización y estandarización de la gran 
mayoría de Información, ya sean unidades de medida, medios de comunicación, 
protocolos de comunicación, entre muchos otros. Esta tendencia ha provocado que 
casi la totalidad de la información sea transformada a digital lo que facilita el 
procesamiento de la misma. Por esto último es que existe abundancia de 
información de distintos indoles por lo que el problema no es conseguir los datos, 
sino más bien extraer información útil de esta gran cantidad de antecedentes. Esta 
tarea de extraer información útil se le llama Minería de Datos. (Benítez, Escudero, 
& Kanaan, 2014) 
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4.2.6 Resumen del propósito de los métodos 
 
Como se expuso en capítulos anteriores, dependiendo del objetivo y el caso de 
estudio sería conveniente aplicar uno u otro Algoritmo para conseguir los resultados 
esperados. La siguiente Tabla muestra las distintas aplicaciones que se les puede 
dar a los Métodos de Aprendizaje Automático Supervisado y No Supervisado: 
 
Tabla 2: Resumen Aplicación de Algoritmos de Maching Learning 
Método 
Supervisado No Supervisado 
Regresión Clasificación Agrupamiento 
Agrupamiento jerárquico   x 
k-medios   x 
k-vecinos cercanos  x  
Máquina de Soporte Vectorial x x  
Redes Neuronales x x  
Arboles de Decisión x x  
Métodos Probabilístico x x  
Fuente: (Mineria de Datos: Modelos y Algoritmos, 2017) 
 
4.2.7 Sistema Experto 
 
Los sistemas expertos son programas computacionales en el que se vuelca el 
conocimiento de un experto en algún área de aplicación con el fin de emular el 
razonamiento y las habilidades para resolver problemas de un experto humano. 
(Pino, Gómez, & de Abajo Martinez, 2001) 
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Los sistemas expertos constan de varias partes que interactúan entre sí: 
Base de Reglas: el conocimiento adquirido de un experto. Estas reglas son del tipo 
“Si…, Entonces...”. Las condiciones de aplicación de una regla se les llama 
premisas. El conocimiento que generan las premisas puede ser de dos orígenes: 
Conocimiento relativo al problema (Entradas) o Conocimiento derivado de la 
aplicación de las Reglas (Hechos Inferidos). Los conocimientos se les llama 
conclusiones y son las acciones a seguir al cumplirse las premisas. 
Base de Hechos: representan el estado actual del conocimiento del sistema sobre 
un caso en particular. Al inicio del Sistema Experto no se tienen más que los datos 
de entrada, pero a medida que se aplican las reglas se generan nuevos Registros 
de Hechos Inferidos. 
Motor de Inferencias: permite aplicar las relaciones y reglas. Es el núcleo del 
Sistema Experto y permite seleccionar las reglas acordes al problema que se quiere 
solucionar. Además, es el encargado de agregar los nuevos registros útiles a la 
Base de Hechos. 
Interfaz de Usuario: para interactuar  
 
4.3 Inteligencia Ambiental: 
 
La idea básica de un Ambiente Inteligente (AmI) es que, al integrar tecnología a un 
entorno, se pueda construir un sistema capaz de tomar decisiones que beneficien a 
los usuarios. Estas decisiones deben estar basadas en información recopilada en 
tiempo real e información histórica acumulada. 
La inteligencia ambiental se ha desarrollado como multidisciplinaria, ya que está 
basada en varias áreas de la Ciencia de la Computación como son: Redes, 
Sensores, Interfaz HMI, Computación Ubicua y Maching Learning. 
Un aspecto importante de AmI tiene que ver con la interacción. Por un lado, hay una 
motivación para reducir la interacción hombre-ordenador ya que el sistema se 
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supone que utiliza su inteligencia para inferir situaciones y necesidades de los 
usuarios a parir de las actividades registradas, como si un asistente humano pasivo 
estuviera observando las actividades que se desarrollan con el objetivo de ayudar 
cuando (y sólo sí) se requiere. Por otro lado, una diversidad de usuarios puede 
necesitar o buscar voluntariamente interacción directa con el sistema para indicar 
preferencias y necesidades. (Dix, Finlay, Abowd, & Beale, 2003) 
“Para que un dispositivo computacional sea consciente del contexto, 
necesita ser sensible a situaciones físicas, sociales y de tareas. Al 
responder a las cinco preguntas básicas de la narrativa de quién, qué, 
cuándo, dónde y por qué puede proporcionar una tremenda cantidad de 
comprensión y el contexto de una historia, haciendo un dispositivo de 
cómputo o comunicaciones sensible a estas mismas preguntas 
proporcionan unas simples pero poderosas directrices estructurales 
para el contexto de conciencia en el diseño de la interfaz del 
dispositivo.” (Brooks, 2003) 
Brooks (The Context Quintet: Narrative Elements Applied to Context Awareness, 
2003), Detalla por qué se deben considerar estos cuestionamientos para que un 
sistema sea consiente del contexto. A continuación, se resumen estos 
cuestionamientos: 
Quién: La identificación de un usuario del sistema y el papel que desempeña el 
usuario dentro del sistema en relación con otros usuarios. Esto puede ampliarse a 
la identificación de elementos importantes como mascotas, robots y objetos de 
interés dentro del entorno. 
 
Donde: El seguimiento de la ubicación donde un usuario u objeto se encuentran 
geográficamente en cada momento durante la operación del sistema. Esto puede 
ayudar a la adquisición de datos para el reconocimiento de las actividades de los 
usuarios y así definir el contexto del entorno. 
 
Cuando: Se requiere la asociación de actividades con el tiempo para construir una 
imagen realista de la dinámica de un sistema. Por ejemplo, los usuarios o los 
animales domésticos que viven en una casa a menudo cambian de ubicación y 
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saber cuándo ocurrieron esos cambios y por cuánto tiempo duraron son 
fundamentales para entender la dinámica del entorno y las costumbres de los 
usuarios. 
 
Qué: El reconocimiento de las actividades y tareas que los usuarios están 
realizando es fundamental para proporcionar la ayuda apropiada o una sugerencia 
si es necesario. La multiplicidad de posibles escenarios que pueden seguir una 
acción hace que esto sea muy difícil. La conciencia espacial y temporal ayuda a 
lograr la conciencia de la tarea. 
 
Por qué: La capacidad de inferir y comprender las intenciones y objetivos detrás de 
las actividades es uno de los desafíos más difíciles en el área, pero fundamental 
que permite al sistema anticipar las necesidades y servir a los usuarios de una 
manera sensata. 
 
4.3.1 Agente Inteligente 
 
Un Agente se podría resumir como cualquier sistema que pueda percibir el entorno 
a través de sensores y con actuadores influir en el entorno. Un Agente Inteligente 
sería el que actúa con el objetivo de obtener el mejor resultado. Los Agentes 
Informáticos Inteligentes deben poseer características o atributos que aporten 
mayor operabilidad que los programas convencionales, con el fin de ser más 
flexibles ante los cambios de medioambiente. (Rihawi Aragón, 2009) 
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https://poiritem.wordpress.com/2009/11/16/6-4-1-
definicion-agente-racional-y-fundamentos/ 
(Rihawi Aragón, 2009) 
 
“En términos matemáticos se puede decir que el comportamiento del 
agente viene dado por la función del agente que proyecta una 
percepción dada en una acción. Este comportamiento se entiende como 
una actividad que el agente racional en cada posible secuencia de 
percepciones, deberá emprender aquella acción que supuestamente 
maximice su medida de rendimiento, basándose en las evidencias 
aportadas por la secuencia de percepciones y en el conocimiento que 
el agente mantiene almacenado.” (Rihawi Aragón, 2009) 
 
4.3.2 Casos de uso 
 
Los Ambientes Inteligentes prometen ser un asistente proactivo que sugiere 
cambios o escenas a partir de las costumbres y necesidades de los usuarios. 
Además, el concepto de Ambiente inteligente puede implementarse a diversas 
áreas como la salud, el transporte público, la educación, seguridad comunitaria, 
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entre otros, con el objetivo de hacer uso de la tecnología disponible para crear 
ciudades inteligentes y eficientes. 
Juan Carlos Augusto and Paul McCullagh (2007) proponen una serie de 
aplicaciones para los ambientes inteligentes en distintos escenarios, entre los más 
destacados se encuentran: 
 
4.3.2.1 Salud 
 
Los hospitales pueden aumentar la eficiencia de sus servicios mediante el 
seguimiento de la salud de los pacientes y el progreso mediante el análisis 
automático de las actividades en sus habitaciones. También pueden aumentar la 
seguridad y reducir la infección cruzada, por ejemplo, sólo permitiendo que el 
personal autorizado y los pacientes accedan a áreas y dispositivos específicos. 
Sala de hospital: Donde un paciente es monitoreado por razones de salud y 
seguridad. Los objetos en el entorno son muebles, equipos médicos, elementos 
específicos de la habitación como un inodoro y una ventana. Interactores en este 
entorno serán el paciente, familiares y cuidadores (por ejemplo, enfermeras y 
médicos). Los sensores pueden ser sensores de movimiento y detectores de banda 
de muñeca para identificar quién está entrando o saliendo de la habitación y quién 
se está acercando a áreas específicas como una ventana o el inodoro. Los 
actuadores pueden ser micrófonos / altavoces dentro de la habitación para 
interactuar con el paciente en una emergencia. Los contextos de interés pueden ser 
"el paciente ha entrado en el baño y no ha regresado después de 20 minutos" o 
"paciente frágil dejó la habitación". Las reglas de interacción pueden considerar, por 
ejemplo, que si el paciente está saliendo de la habitación y el estado indica que esto 
no está permitido para este paciente en particular, las enfermeras deben ser 
notificadas. 
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4.3.2.2 Transporte público 
 
El flujo eficiente de tráfico puede beneficiarse de tecnología adicional, incluida la 
estimación de la ubicación espacial basada en el satélite de posición global (GPS) 
para hacer el transporte más fluido y por lo tanto más eficiente y seguro. Por 
supuesto, este enfoque también facilita el seguimiento de vehículos corporativos y 
estatales otorgando el poder de monitorear rutas y tiempos. 
Estación de Tren: La red de Metro podría estar equipada con sensores de 
localización para rastrear la ubicación de cada tren en tiempo real. Basándose en el 
tiempo necesario para conectar dos ubicaciones con sensores, el sistema también 
puede predecir la velocidad de cada unidad. Ejemplos de objetos en este entorno 
son pistas y estaciones. Interactores son trenes, conductores y oficiales del centro 
de comando. Los sensores se utilizan para fines de identificación basados en 
señales de ID enviadas desde el tren. También se pueden enviar otras señales, por 
ejemplo, estado del tren, velocidad o frenos de emergencia. Los actuadores serán 
señales que coordinan el flujo de trenes y mensajes que se pueden entregar a cada 
unidad para regular su velocidad y el tiempo de espera en andenes. Los contextos 
de interés pueden ser "retrasos", “vías obstruidas” o "trenes detenidos". Una regla 
de interacción puede ser "si la línea se bloquea o hay paradas intermedias, informar 
la situación a los pasajeros y regularizar la situación". 
 
4.3.2.3 Servicios educativos 
 
Las universidades y las instituciones de educación superior utilizan la tecnología de 
tarjetas inteligentes para permitir el acceso a las instalaciones de computación y 
biblioteca, aparcamientos, comedores y aulas. La misma tecnología puede ser 
usada para monitorear tanto la asistencia de los estudiantes como la eficiencia 
energética del recinto. 
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Escuela: Los estudiantes son supervisados en el equilibrio de su experiencia de 
aprendizaje. Los objetos dentro de un salón de clases o de juego son tablas y otros 
elementos disponibles. Los interactores son estudiantes y profesores. Los sensores 
identificarán quién está usando los espacios, como laboratorios o bibliotecas, y a su 
vez permitirá el monitoreo de cuánto tiempo los estudiantes están involucrados con 
un experimento en particular. Los actuadores pueden ser recomendación de 
actividades o gestión de la energía. Los contextos de interés pueden ser "el 
estudiante ha estado con un solo equipo de experimentación durante demasiado 
tiempo" o "el estudiante no ha participado en la experimentación activa". El primer 
contexto activará una regla "si el alumno ha estado interactuando con un solo kit 
durante más de 20 minutos, aconseje al estudiante que pruebe el siguiente 
experimento disponible" mientras que el segundo puede enviar un mensaje a un 
tutor, como "si el estudiante no está comprometido por más de 5 minutos con un 
experimento luego el tutor tiene que animar y guiar al estudiante”. 
 
4.3.2.4 Servicios de emergencia 
 
Los servicios relacionados con la seguridad, como ambulancias y bomberos, 
pueden mejorar su tiempo de reacción a un incidente mediante localización precisa 
basada en GPS y acelerar la ruta automatizando las señales de tráfico a su favor. 
El servicio penitenciario y policial puede localizar rápidamente un lugar donde se 
está produciendo un peligro y preparar un mejor acceso al personal de seguridad. 
El cuerpo de bomberos: Las calles pueden estar equipadas con sensores para 
medir el paso del tráfico dentro de las áreas a través de las cuales el camión de 
bomberos podría pasar para alcanzar el lugar donde se encuentra la emergencia. 
Los objetos aquí serán calles y cruces de calles. Interactores serán automóviles. 
Los actuadores pueden ser semáforos ya que pueden ayudar a acelerar el arribo de 
bomberos. Un contexto será un incendio que ocurre en la hora punta con un número 
de calles alternativas para ser utilizado. Una regla de interacción puede ser "si todas 
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las calles están ocupadas, use semáforos para retener el tráfico de las 
intersecciones de la ruta". 
 
4.3.2.5 Producción 
 
Las fábricas centradas en la producción pueden auto organizarse de acuerdo con 
la relación producción / demanda de los bienes producidos. Esto facilitará la toma 
de decisiones y disminuiría recursos ociosos o productos estancados en el 
inventario. 
Línea de producción:  Los sensores pueden seguir el flujo de artículos en cuellos 
de botella críticos en el sistema y el sistema puede comparar el flujo actual con un 
punto de referencia deseado. Los administradores pueden tomar decisiones sobre 
cómo proceder y cómo reaccionar ante la llegada de nuevos materiales y las 
próximas demandas. Diferentes partes de la planta pueden ser desactivadas o 
activadas en consecuencia. Del mismo modo, los sensores pueden proporcionar 
información útil sobre lugares donde ha habido un problema y la sección ha dejado 
de producir, requiriendo una desviación en el flujo. Los objetos aquí son cinta 
transportadora y productos que se fabrican, mientras que los actuadores son los 
diferentes mecanismos que permiten el flujo de elementos en lugares particulares. 
Un contexto puede ser "un pedazo de sistema que requiere mantenimiento" y una 
regla de interacción relacionada puede ser "si la sección A no está disponible y luego 
redirigir el flujo de objetos a través de rutas alternativas". 
 
4.3.2.6 Vigilancia pública  
 
El despliegue generalizado de cámaras de CCTV proporciona monitoreo de lugares 
públicos potencialmente peligrosos. Los centros de la ciudad, las estaciones de 
metro y el transporte público pueden beneficiarse de una mayor vigilancia. Hasta 
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hace poco, se trataba de un proceso completamente pasivo, a menudo utilizado 
para recopilar evidencias de mal hacer, pero limitado en términos de prevención del 
delito. A medida que el video se analiza automáticamente e interpreta por 
computadora esto ampliará AmI a la calle principal a través de visión artificial. 
CCTV:  Los sensores son cámaras CCTV enriquecidas en la calle o en el transporte. 
Interactores son ciudadanos respetuosos de la ley y potenciales asaltantes. Un 
contexto puede ser "si una persona es atacada, proporcionar una alarma, emitir una 
advertencia verbal in situ para disuadir al atacante y activar un rescate de la estación 
de policía o guardia de seguridad más cercana". Se pueden utilizar canales de voz 
bidireccionales. Por supuesto AmI requiere que la detección, toma de decisiones y 
actuador se automatizan. En el futuro esto se puede lograr con el procesamiento de 
imágenes y sonido, el razonamiento para la identificación de una situación de 
emergencia y las advertencias de texto a voz entregadas al delincuente. 
 
4.3.2.7 Hogar Inteligente 
 
Como menciona Juan Carlos Augusto and Paul McCullagh (Ambient Intelligence: 
Concepts and Applications, 2007) la categorización de una casa como inteligente 
es subjetiva, por ejemplo, una habitación puede tener un sensor para decidir cuando 
su ocupante está dentro o fuera y sobre esa base mantener las luces encendidas o 
apagadas. Sin embargo, si los sensores sólo se basan en el movimiento, entonces 
una persona que lee en una posición de descanso puede confundir el sistema que 
dejará la habitación oscura. El sistema estará malinterpretando la ausencia de 
movimiento con la ausencia de la persona. Se requiere un contexto adicional, por 
ejemplo, la persona ha salido de la habitación, detectado mediante un interruptor de 
la puerta. Para el ocupante, la casa debe proporcionar el ambiente hogareño 
normalmente esperado, y no debe parecerse a un laboratorio. Sin embargo, varios 
artefactos y elementos en una casa pueden ser enriquecidos con sensores para 
recopilar información sobre su uso y en algunos casos incluso para actuar 
independientemente sin intervención humana. 
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Hogar Inteligente: 
 
Ilustración 2: Hogar Inteligente 
El área bajo control puede incluir el ambiente significativo de la casa, incluyendo el 
patio trasero y una parte de la puerta frontal, ya que estas áreas también pueden 
instalarse sensores. Los objetos son plantas, muebles, etc. La Ilustración 2 tiene 
tres interactuantes representados: una persona en el dormitorio, un gato y un robot 
de limpieza en el salón. También hay sensores de movimiento, interruptor de 
cordón, detector de humo, detector de timbre, almohadilla de presión, más sensores 
de interruptor para grifos, una cocina y un televisor. Además, hay un conjunto de 
actuadores, como las válvulas, cocina y TV que también tienen la capacidad de ser 
encendido y apagado sin la ayuda humana. Los contextos de interés pueden ser "la 
cocina se deja sin presencia humana en la cocina durante más de 10 minutos", "el 
ocupante todavía está durmiendo después de las 9AM". Las reglas de interacción 
especificadas pueden considerar que "si el ocupante está en la cama y es más tarde 
de las 9AM y el contacto se ha intentado sin éxito, el cuidador debe ser notificado". 
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5 Objetivos 
 
5.1 Objetivo General  
 
Investigar y diseñar un sistema control que permita mejorar la gestión de la 
escenografía de una sala de clases a través de la incorporación del concepto de 
“Ambiente Inteligente” con el fin de aumentar el confort asistiendo al docente en el 
acondicionamiento de la escenografía y la eficiencia energética optimizando los 
recurso. El sistema debe ser capaz de monitorear variables en un entorno en tiempo 
real para la toma de decisiones para generar un escenario óptimo para los usuarios 
al mismo tiempo que reduzca el desperdicio de energía eléctrica. 
 
5.2 Objetivos Específicos 
 
• Trabajar en un ambiente de arquitectura abierta, en donde tanto el software 
como el hardware sean libres de uso, permitiendo su duplicación por parte de 
personas que lo requieran y de igual forma continuar con su desarrollo y mejoras 
a futuro. 
• Utilizar Técnicas de Minería de Datos para analizar las variables medidas y 
tratar el conjunto de datos.  
• Sintonizar diversos clasificadores para encontrar el mayor porcentaje de 
aciertos para posteriormente compararlos para seleccionar uno 
• Identificar las costumbres de uso de la sala mediante la agrupación de los 
estados de la escenografía de la misma asociándolos con una marca de tiempo. 
• Crear un código en Python que permita generar las salidas de actuación en 
base a las costumbres de uso. 
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6 Propuesta 
 
Ante esta situación de ineficiencia en la gestión de los recursos la solución que aquí 
se plantea, es la de investigar y diseñar un sistema de control básico y relativamente 
fácil de instalar y que no requiera una configuración por parte del usuario y que le 
asista en la gestión de la escenografía de la sala. Para ello, el sistema contará con 
una red de sensores desplegada en una sala de clases, dicha red de sensores 
recogerá los cambios en los estados (Encendido o Apagado) de diversos equipos 
que intervienen en la escenografía y nos permitirá conocer el momento que se 
realiza para posteriormente entrenar un clasificador disponible en la librería Scikit-
Learn para Python con el fin de “Aprender” los horarios en los que usualmente 
suceden los cambios en la escenografía. El objetivo es crear un sistema en el que 
los usuarios no necesiten tener mayores conocimientos en computación creando un 
programa que se autoconfigure según las costumbres y que necesite la menor 
interacción del usuario con el sistema, a tal punto que solo sea necesario instalar el 
equipo. Lo anterior se lograría implementando una marcha blanca de una semana 
para que el sistema reconozca costumbres y las incorpore a su programación. 
 
6.1 Metodología 
 
Para guiar este Proyecto de Título se consideró una metodología coherente como 
es el ciclo de Deming. Esta metodología consta de 4 pasos los cuales deben ser 
secuenciales e iterativos. El primero es planificar para establecer objetivos y 
procesos necesarios para conseguir los resultados. Segundo, hacer los procesos 
para alcanzar los objetivos. Tercero, verificar y monitorizar el funcionamiento de los 
procesos contrastando con los objetivos. Por último, corregir los procesos. 
(GIRONÉS ROIG, CASAS ROMA, MINGUILLÓN ALFONSO, & CAIHUELAS 
QUILES, 2017) 
 
60 
 
6.1.1 Planificación 
 
La planificación se hizo como una serie de etapas secuenciales como se muestra 
en la siguiente lista: 
• Analizar el caso y obtener objetivos 
• Seleccionar variables a medir 
• Seleccionar sensores para medir las variables y microcontrolador para 
leerlas 
• Acondicionar la señal para que esté en el rango de medición del 
microcontrolador 
• Ubicar sensores y realizar pruebas de medición 
• Crear programa que cree registro de cada medición 
• Analizar el conjunto de datos con herramientas como Excel 
• Analizar los datos con técnicas de aprendizaje no supervisado 
• Crear conjuntos de entrenamiento 
• Comparar algoritmos de clasificación y seleccionar uno 
• Comprobar la gestión del sistema de control 
• Conclusiones 
 
7 Desarrollo 
 
7.1 Consideraciones Preliminares 
 
Como se ha planteado en los Objetivos, se desea reconocer las costumbres de uso 
de la sala mediante la agrupación de los estados de la escenografía de la misma, 
por ende, es necesario medir el estado de los diversos aparatos que influyen en la 
escenografía. 
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7.1.1 Variables a Medir 
 
Primeramente, se realizó una inspección visual del ambiente, del cual se consideró 
medir los siguientes componentes de la sala: 
• Luminaria 
• Puerta 
• Presencia/Movimiento 
• Telón 
• Proyector 
• Computador del escritorio del docente 
Luego de definir las variables a medir se prosiguió en decidir cómo se obtendrían 
los estados de los componentes de la lista anterior.  
Tabla 3: Variables y Sensores de Sistema de Adquisición de Datos 
Variable Sensor Salida del sensor Salida objetivo 
Luminaria Fotorresistencia Análoga de Voltaje 
Encendido 
O 
Apagado 
Puerta Contacto Magnético Digital 
Presencia Infrarrojo Pasivo Digital 
Telón Contacto Magnético Digital 
Proyector Pasivo de Corriente Voltaje Alterno 
Computador Pasivo de Corriente Voltaje Alterno 
 
Como la salida objetivo es saber si el equipo se encuentra encendido o apagado es 
necesario acondicionar las salidas de los sensores para que estén dentro del rango 
de medición. En el capítulo 7.3 Sensores se detalla el circuito necesario para 
acondicionar la salida de los sensores. 
 
  
62 
 
7.1.2 Ubicación de Sistema de Adquisición de Datos 
 
Posteriormente se realizó un plano con medidas aproximadas de la sala de clases 
en estudio para planificar la disposición de los sensores y cubicar los metros de 
cable. 
7.1.2.1 Componentes a medir 
 
Se identificaron tres grupos de luminarias, de las cuales una ilumina la entrada de 
la oficina, otra la parte frontal donde se encuentra el telón y el escritorio del docente 
y la última ilumina la mitad trasera de la sala en donde se encuentran las maquetas 
de proceso y las mesas de los estudiantes. Los grupos de iluminación se nombraron 
con letras A, B y C La siguiente Ilustración 3 muestra la locación de los equipos a 
medir y los grupos de iluminación. 
 
Ilustración 3: Plano Sala de Clases, Componentes Escenografía 
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7.1.2.2 Microcontroladores 
 
Una vez identificados la ubicación de los equipos a medir, se tomó un punto central 
de la sala en donde llegar con los cables desde los sensores en el equipo hasta el 
Arduino que se usó como interfaz de entradas para el pre-procesamiento inicial de 
las entradas. 
 
Ilustración 4: Plano Sala de Clases, Ubicación Microcontroladores 
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7.1.2.3 Sensor de Presencia 
 
El sensor de pasivo infrarrojo posee la característica de un gran Angulo de medición 
y un alcance de hasta 8 metros. Se utilizo el software AutoCAD para decidir la mejor 
posición para este sensor con el fin de abarcar la mayor cantidad de espacio de la 
sala priorizando el sector donde están los alumnos y el docente. La siguiente imagen 
muestra la locación de este sensor. 
 
Ilustración 5: Plano Sala de Clases, Sensor de Presencia 
65 
 
7.1.2.4 Plano general de sensores 
 
En la siguiente Figura se muestra la distribución de los distintos sensores dentro de 
la sala de clases 
 
Ilustración 6: Plano Sala de Clases, Ubicación de Sensores 
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7.2 Hardware 
 
7.2.1 BeagleBone Black 
 
BeagleBone es una tarjeta de desarrollo de bajo costo desarrollada por la 
organización Beagleboard.org de Texas Instrument, la cual está enfocada en 
estimular el uso de software y hardware open source, así como el conocimiento y el 
intercambio de ideas. Es una plataforma que corre bajo un sistema operativo Linux 
(cabe señalar que actualmente existen varias distribuciones de Linux para las 
plataformas BeagleBone), y que cuenta con diversas entradas y salidas de propósito 
general las cuales cuentan con diversas funciones entre las cuales se encuentran 
(I/O Digitales, Entradas Analógicas, Salidas con PWM, soporte para I2 & SPI). 
Además, cuenta con un puerto ethernet para la comunicación en red con otros 
dispositivos, mini HDMI, puerto memoria MicroSD, un puerto USB 2.0 para la 
comunicación con otros dispositivos. Una de las principales ventajas es que la placa 
hace las veces de servidor web. Al conectarla vía USB, está crea una red y una 
página web de Inicio Rápido en donde hay documentación, controladores, ejemplos 
y el entorno de programación Cloud9 en donde, utilizando el mouse y teclado del 
PC, se puede controlar completamente la placa ya que, incluye terminal SSH, el 
árbol de archivos y varios lenguajes de programación. 
 
Características: 
Procesador: AM3359AZCZ100, 1GHz 
Salida de Video: HDMI  
DRAM:  512MB DDR3L   
Flash:  2GB eMMC, µSD   
JTAG    Opcional   
Serial:  2x46 Pin Headers  
Alimentación: 210-460 mA @ 5V  
https://beagleboard.org/black (Beagleboard,2014) 
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7.2.2 Arduino Uno 
 
Se utilizó el Microcontrolador Arduino Uno como interfaz de sensores ya que posee 
un rango de medida analoga superior al de la Placa BeagleBone (0-1.8V). Ademas, 
se utlizó para el preprocesamiento de los datos con el fin de enviar un Byte con los 
estados binarios de las variables lo cual baja la carga puntacional del Beaglebone 
ya que estará encargado de otros procesos con mayor coste computacional. 
 
Características: 
 
Procesador: ATmega328  
DRAM:  512MB DDR3L   
Flash:  32 Kb   
Pines Digitales: 14 (6 pwm) 
Pines Análogos: 6 (0-5 VCD) 
Alimentación: 7-12 VCD 
https://store.arduino.cc/usa/ard
uino-uno-rev3 
(Arduino, 2010) 
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7.3 Sensores 
 
En este capítulo se describen los sensores utilizados para obtener el estado de los 
distintos componentes de la sala 
 
7.3.1 Sensor PIR HC-SR501 
 
El módulo PIR modelo HC-SR501 es de bajo costo, pequeño, e incorpora la 
tecnología más reciente en sensores de movimiento. El sensor utiliza 2 
potenciómetros y un jumper que permiten modificar sus parámetros y adaptarlo a 
las necesidades de la aplicación: sensibilidad de detección, tiempo de activación, y 
respuesta ante detecciones repetitivas. el sensor PIR consta en realidad de 2 
elementos detectores separados, siendo la señal diferencial entre ambos la que 
permite activar la alarma de movimiento. 
 
 
Características: 
 
• Usa el PIR LHI778 y el controlador 
BISS0001 
• Voltaje de alimentación: de 3 a 12 VDC 
• Consumo promedio: < 0,5 miliampere 
• Rango de distancia de 3 a 7 metros 
ajustable. 
• Salida: 3,3 VDC 
http://www.puntoflotante.net/S
ENSOR-INFRARROJO-
PASIVO-PIR-MOVIMIENTO-
HC-SR501.htm 
(Punto Flotante S.A.,2017) 
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7.3.2 Sensor Magnético 
 
El Sensor magnético para ventanas y puertas consta de un imán y un interruptor 
magnético. Este sensor funciona como un switch normalmente cerrado (mientras 
hay campo magnético). Cuando la puerta o ventana se abre, el circuito eléctrico 
también se abre y es posible detectar la apertura de una puerta o ventana. El sensor 
viene completamente sellado en plástico lo que lo hace extremadamente resistente. 
 
Características: 
 
• Rango de voltaje: 1-48 VDC 
• Salida: mismo voltaje de entrada 
http://www.arduinosaltillo.deniv
el.com/producto/interruptor-
magnetico/ 
(Arduino saltillo, 2017) 
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7.3.3 Fotorresistencia LDR 
 
La fotorrestencia LDR (Light Dependent Resistor) es un componente electrónico 
muy utilizado y visto en la materia de optoelectrónica, este pequeño componente 
posee una resistencia interna variable la cual aumenta o disminuye dependiendo de 
la luz que este incidiendo en él. La resistencia de un fotorresistor disminuye si hay 
un aumento en la intensidad de luz, por el caso contrario si la intensidad de luz 
disminuye la resistencia aumenta. 
 
 
Características: 
• Rango de resistencia: 100Ω-1MΩ 
• Uso: Detección de luz que no varíen 
rápido en el tiempo 
• Tipo de LDR: No lineal 
 
A este elemento fue necesario incorporarlo a un divisor de tensión para que la salida 
sea más estable y para cumplir la función ON/OFF. 
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7.3.4 Sensor no invasivo de corriente SCT-013  
 
El sensor de corriente SCT-013 trabaja como transformador, en donde el cable que 
queremos medir hace como devanado principal y el sensor posee el secundario. La 
ventaja de este sensor es que no es necesario interrumpir el cable para medir, lo 
que lo hace más seguro y aísla la instrumentación de las altas potencias. No 
obstante, si se quiere medir una carga monofásica hay que usar una fase ya que al 
tomar fase y neutro se cancelan los campos eléctricos al ir en dirección opuesta 
entregando una medición 0. Por esto último fue necesario crear un alargador para 
dejar libre la fase para poder medir. 
 
Características: 
• Rango de Medición: 0-5A 
• Uso: Medición de corriente mediante un 
transformador de núcleo partido 
• Salida: 0-1VCA 
 (YHDC, 2014) 
 
La salida del sensor es del tipo análoga, por lo que no es conveniente usar 
directamente el microcontrolador para hacer la medición porque la parte negativa 
de la salida puede dañar el sistema. Se hizo uso del circuito integrado LM358 que 
es un amplificador operacional. 
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Características: 
• Amplio rango de voltaje de entrada 
• Alta ganancia 
• Compensación de frecuencia 
• Rectifica la entrada 
http://www.ti.com/lit/ds/symlink/
lm158-n.pdf 
(Texas Instrument, 2014) 
 
El circuito acondicionador se realizó en base a un artículo publicado en la página 
web www.naylampmechatronics.com en el cual hace uso del integrado 
anteriormente descrito y un Arduino.  El circuito propuesto en el artículo se muestra 
en la siguiente tabla. 
 
https://naylampmechatronics.c
om/blog/51_tutorial-sensor-de-
corriente-ac-no-invasivo-s.html 
(Naylamp Mechatronics, 2016) 
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El código propuesto en el artículo entrega dos variables corriente RMS y Potencia. 
Por el contrario, el uso que se le quiere dar a la medición es obtener el estado 
(Encendido/Apagado) del proyector y del computador del escritorio del profesor. Por 
lo que fue necesario modificar el código para para que en base a un límite de 
corriente se decida si el aparato en cuestión está encendido o pagado. 
 
8 Pruebas adquisición de estados 
 
En las primeras pruebas con los sensores se constató que el uso de los pines 
análogos de la Placa BeagleBone funciona bien cuando la señal es estable (sin 
oscilaciones) como la señal que entrega el circuito de acondicionamiento del sensor 
foto resistivo. En cambio, cuando la señal posee gran cantidad de ruido como es la 
señal acondicionada del sensor de corriente la placa no es capaz de distinguir las 
pequeñas fluctuaciones haciendo que la medición no se pueda realizar 
correctamente confundiendo los estados encendidos y apagados. Esto último se 
genera debido a que la señal del circuito de acondicionamiento del sensor de 
corriente es una señal amplificada y rectificada en la cual los semiciclos negativos 
son suprimidos produciendo una salida de 0 V que es distinto a conectar los 0 V del 
pin GND. El problema ocurre en que los pines análogos del BeagleBone poseen un 
ruido propio de la placa acusando una medición máxima si no se les conecta tensión 
a estos.  
Para darle solución a este problema se decidió utilizar la placa Arduino Uno para 
leer la señal del sensor de corriente, ya que, en el artículo de Naylamp Mechatronics  
(Tutorial sensor de corriente AC no invasivo SCT-013, 2016)se utiliza esta placa de 
desarrollo para procesar la señal. 
Una vez determinado la cantidad de metros de cable para cada sensor se realizaron 
pruebas individuales a los sensores para determinar cómo procesar la señal y 
corroborar si el largo del cable influye en la medición. 
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8.1 Conexionado de Sensores 
 
Se optó por utilizar Arduino Uno para leer y procesar las señales de los diversos 
sensores y con esto bajar la carga computacional de la placa BeagleBone. Por lo 
tanto, Arduino Uno lee las señales de los sensores, procesa para obtener estado 
Encendido/Apagado en formato binario y las envía por USB hasta BeagleBone para 
ser almacenados en la base de datos. La siguiente figura muestra el conexionado 
de los distintos sensores para la etapa de adquisición de Datos 
 
 
Ilustración 7: Conexionado de Sistema de Adquisición de Datos 
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8.2 Adquisición de Datos 
 
Para la adquisición de los estados de las variables se utilizó código en Arduino 
capaz de medir y procesar las entradas para enviarlas en formato binario hasta la 
BeagleBone. Por otra parte, Se utilizó un código escrito en Python para establecer 
una conexión serial con el Arduino en jerarquía Maestro-Esclavo, en donde se 
reciben y guardan registros cada 60 segundos. 
Después de 17 días recopilando los estados de las variables medidas se procede a 
trabajar solo con los primeros 7 días para crear el conjunto de identificación del 
estado posteriormente para crear un conjunto de patrones con el día, hora y el 
estado identificado con el conjunto anterior 
 
8.3 Pre-procesamiento del Conjunto de Datos 
 
Para que los Algoritmos puedan encontrar la mejor combinación de condiciones es 
necesario que el formato y tipo de datos de las variables estén representados 
numéricamente para que sea más fácil procesarlos y con esto lograr un buen 
resultado de los algoritmos de aprendizaje. 
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8.3.1 Formato  
 
Los valores de las variables como el Dia y la Hora se obtienen con Funciones de las 
librerías de Python, pero no vienen en un formato apropiado para entrenar un 
modelo. Por lo tanto, es necesario cambiar el formato a variables numéricas. A su 
vez, las variables obtenidas desde la placa de desarrollo Arduino Uno también 
deberán ser transformadas a un formato apropiado. La siguiente tabla muestra los 
formatos una vez Pre-procesados los valores de las variables: 
Tabla 4: Pre-procesado de Atributos 
  Formato original Formato Pre-procesado 
Dia String Mon-Sun Int [1-7] 
Hora String HH:MM:SS Int [1-1440] 
Presencia String High/Low Binario [0, 1] 
Puerta String High/Low Binario [0, 1] 
Telón String High/Low Binario [0, 1] 
Computador Int [0-1023] Binario [0, 1] 
Proyector Int [0-1023] Binario [0, 1] 
Luz A Int [0-1023] Binario [0, 1] 
Luz B Int [0-1023] Binario [0, 1] 
Luz C Int [0-1023] Binario [0, 1] 
 
El Formato Pre-procesado compone una fila o registro de la tabla donde se guardan 
los estados de las variables que a su vez son almacenados en el archivo CSV a 
través de un código escrito en Python. 
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8.4 Gráfico de uso 
8.4.1 Lunes  
 
  
  
Ilustración 8: Gráficos de Uso Lunes 
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8.4.2 Martes 
 
  
  
Ilustración 9: Gráficos de Uso Martes 
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8.4.3 Miércoles 
 
  
  
Ilustración 10: Gráficos de Uso Miercoles 
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8.4.4 Jueves 
 
  
  
Ilustración 11: Gráficos de Uso Juevest 
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8.4.5 Viernes 
 
  
  
Ilustración 12: Gráficos de Uso Viernes 
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8.4.6 Sábado 
 
  
  
Ilustración 13: Gráficos de Uso Sábado 
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9 Análisis Conjunto de Datos con técnicas de Aprendizaje no 
Supervisado 
 
Para representar un proceso de forma generalizada muchas veces es necesario 
escoger aquellos atributos o características que representen de mejor manera la 
dinámica del proceso y descartar otros que sea irrelevantes o generar un atributo a 
partir de varios. Según Girones y (Mineria de Datos: Modelos y Algoritmos, 2017) 
“el objetivo es reducir el coste espacial y computacional de creación del modelo, 
permitiendo además la creación de un modelo de similar o mejor calidad.” 
 
9.1 Selección de Atributos 
  
Existen diversos algoritmos para filtrar los atributos algunos son genéricos y otros 
están orientados a algún tipo de clasificador. Como uno de los objetivos de este 
proyecto es analizar distintos clasificadores se utilizarán algoritmos filtro que son 
genéricos a cualquier tarea de Minería de Datos. Los atributos son las variables 
registradas en la base de datos y podrían ser agrupadas preliminarmente según su 
utilidad o influencia en el escenario de la siguiente manera: 
Tabla 5:  Agrupación de Atributos 
Clasificación Variables 
Iluminación 
Luz A 
Luz B 
Luz C 
Proyección 
Computador 
Proyector 
Telón 
Luz B 
Presencia 
Presencia 
Puerta 
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9.1.1 Eliminar atributo con poca varianza 
 
La siguiente lista muestra todos los atributos que fueron medidos. A estos atributos 
se le aplicaran técnicas de selección y filtro para reducir la dimensionalidad del 
conjunto de entrenamiento. La distribución de cada atributo y su varianza nos da 
información sobre la relevancia del mismo, ya que, a menor variabilidad la muestra 
es más homogénea y por lo tanto la probabilidad de conseguir la moda es mucho 
mayor que conseguir el otro valor. 
● Dia 
● Hora 
● Presencia 
● Puerta 
● Telón 
● Computador 
● Proyector 
● Luz A 
● Luz B 
● Luz C 
 
9.1.1.1  VarianceThreshold de Sklearn 
 
Dentro de las herramientas de la Librería Sklearn se encuentra VarianceThreshold 
el cual elimina el atributo con menor variación dentro del conjunto de entrenamiento 
en función del umbral. Uno de los enfoques que se le puede dar es que al tener un 
atributo en el que sus valores son constantes debe indicar que este atributo no está 
siendo influenciado por los demás atributos, ya que, la relación entre estos es 
imperceptible. 
Para atributos booleanos se aplica un umbral de varianza con la forma de la 
Distribución Nominal de Bernoulli 
𝑝 ∗ (1 − 𝑝) 
Se desea eliminar aquellos atributos con una distribución nominal de 85%, por lo 
tanto, en el programa de Python se utiliza el umbral: 
0,85 ∗ (1 − 0,85) 
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La aplicación de este algoritmo da como resultado la eliminación del atributo 
“Puerta”. Esto se debe a dos razones, la primera, el muestreo se realizó con una 
frecuencia de una medición cada minuto (1/60 Hz), la segunda, el estado “abierto” 
de la puerta es demasiado corto porque incorpora un sistema mecánico con resorte 
que la mantiene cerrada, por lo que la el tiempo en el que sucede este cambio (de 
abierta y volver a cerrar) es menor al tiempo de muestreo. La siguiente tabla muestra 
la varianza de cada atributo 
 
Tabla 6: Resultados de Varianza 
Atributo Varianza 
Presencia 0,233 
Puerta 0,001 
Telón 0,250 
Computador 0,193 
Proyector 0,148 
Luz A 0,247 
Luz B 0,235 
Luz C 0,250 
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9.2 Extracción de Atributos 
 
Las tareas de extracción de atributos permiten extraer características del proceso 
de estudio, por lo que una de las tareas de mayor efectividad es la crear un nuevo 
atributo a partir de los existentes. Para la extracción de atributos se tomará la 
clasificación de los atributos según su utilidad en la sala de clases tal y como se 
presenta en la siguiente tabla: 
Tabla 7: Agrupación Atributos 
Clasificación Variables Estado 
Iluminación • Luz A 
• Luz B 
• Luz C 
binario 
Proyección • Proyector 
• Telón 
• Computador 
binario 
Presencia • Presencia binario 
 
Una forma de extraer un atributo nuevo a partir de los existentes dice relación con 
los posibles estados de las variables y su codificación de binario a decimal. 
 
  
87 
 
9.2.1 Iluminación: 
 
En la clasificación Iluminación existen tres atributos que representan el estado 
Encendido/Apagado de cada grupo de luminaria. Para 3 atributos binarios existen 8 
posibles combinaciones. Lo que permite resumir en un atributo la combinación de 
iluminación usada en la sala de clases. Se realizó un Dendograma para identificar 
la relevancia de cada atributo de esta categoría 
 
Ilustración 14: Dendograma Atributo Iluminación 
Una vez identificado que atributo tiene mayor relevancia, se ordena de menor a 
mayor para hacer más notoria la diferencia entre un estado y otro asignándole la 
posición más significativa al atributo más relevante 
Tabla 8: Codificación Atributo Iluminación 
Estado binario Estado decimal 
Luz A Luz B Luz C Nuevo atributo “Iluminación” 
0 0 0 0 
0 0 1 1 
0 1 0 2 
0 1 1 3 
1 0 0 4 
1 0 1 5 
1 1 0 6 
1 1 1 7 
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Ilustración 15: Histograma Atributo Iluminación 
 
 
 
Ilustración 16: Histograma con Máscara Atributo Iluminación 
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Del gráfico Histograma de Iluminación se puede extraer 3 combinaciones que son 
usualmente medidas de las 8 posibles permitiendo reducir 3 atributos (dimensiones) 
en un atributo con 3 posibles categorías.  
Una vez que los valores de los atributos son filtrados y clasificados se hace mucho 
más fácil etiquetar cada clase con una etiqueta descriptiva. La siguiente tabla 
muestra la etiqueta correspondiente a cada clase del atributo “Iluminación”. 
 
Tabla 9: Resumen Atributo Iluminación 
Estado binario Estado decimal 
Descripción N° Casos 
Luz A Luz B Luz C Nuevo Atributo “Iluminación” 
0 0 0 0 Luces Apagadas 5991 
1 0 1 5 Proyección luz baja 552 
1 1 1 7 Luces encendidas 3528 
 
 
Tabla 10: Porcentaje de Ocurrencias Atributo Iluminación 
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9.2.2 Proyección: 
 
En la clasificación Proyección existen tres atributos que representan el estado 
Encendido/Apagado de cada componente que influye en la Proyección (Proyector, 
Telón y Computador). Para 3 atributos binarios existen 8 posibles combinaciones. 
Lo que permite resumir en un atributo la combinación de componentes usado para 
proyectar en la sala de clases. Del mismo modo que en el atributo anterior, se realiza 
dendograma para identificar la relevancia de cada atributo contenido en esta 
clasificación. Ordenándolos según relevancia el nuevo atributo Proyección se 
calcula con la siguiente tabla: 
 
Ilustración 17: Dendograma Atributo Proyección 
 
Tabla 11: Codificación Atributo Proyección 
Estado binario Estado decimal 
Proyector Telón Computador Nuevo atributo Proyección 
0 0 0 0 
0 0 1 1 
0 1 0 2 
0 1 1 3 
1 0 0 4 
1 0 1 5 
1 1 0 6 
1 1 1 7 
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Ilustración 18: Histograma Atributo Proyección 
 
 
 
Ilustración 19: Histograma Máscara Atributo Proyección 
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Del Histograma de Proyección se puede concluir que de las 8 posibles 
combinaciones de estado sólo son comunes la mitad de ellos permitiendo reducir 
las posibles clases de clasificación además de integrar 3 atributos (dimensiones) en 
un solo atributo con 4 posibles categorías o clases. 
Una vez que los valores de los atributos son filtrados y clasificados se hace mucho 
más fácil etiquetar cada clase con una etiqueta descriptiva. La siguiente tabla 
muestra la etiqueta correspondiente a cada clase del atributo “Proyección”. 
 
Tabla 12: Resumen Atributo Proyección 
Estado binario Estado decimal 
Etiqueta / Descripción 
N° 
casos Proyector Telón Computador 
Nuevo atributo  
“Proyección” 
0 0 0 0 sin proyección, Telón abajo 1913 
0 0 1 1 
sin proyección,  
computador encendido 
, telón arriba 
1779 
0 1 0 2 sin proyección 666 
0 1 1 3 
sin proyección, 
 computador encendido 
, telón abajo 
3959 
1 0 1 5 proyección 1754 
1 1 1 7 Preparando Proyección 1 
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Tabla 13: Porcentaje de Ocurrencias Atributo Proyección 
 
 
9.3 Resultados de Selección y Extracción de Atributos 
 
De la selección de atributos se descartó el atributo “Puerta” al presentar una 
varianza inferior al 85%, es decir, el valor es el mismo en más del 85% de los 
registros medidos. Este proceso permitió Disminuir las dimensiones de 10 a 9 
De la extracción de atributos se crearon dos nuevos atributos a partir de la 
agrupación en función de su influencia en el ambiente. Se creó el atributó 
“Iluminación” que contiene las posibles combinaciones de iluminación más comunes 
agrupadas en 3 clases. También se creó el atributo “Proyección” el cual integra 3 
atributos (Proyector, Telón y Computador) en un solo atributo con 4 combinaciones 
usuales o clases. 
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9.3.1 Formato de Conjunto Procesado 
 
Se logró disminuir la dimensionalidad del conjunto de 10 a 5 atributos y, por ende, 
la complejidad. Se obtiene un conjunto de datos simplificado y clasificado según su 
utilidad o influencia, la siguiente tabla muestra el nuevo conjunto de datos: 
 
Tabla 14: Formato Conjunto de Datos Procesado 
 Atributo Formato original Nuevo Formato 
Dia String Mon-Sun Decimal [1-7] 
Hora String HH:MM:SS Decimal [1-1440] 
Presencia String High/Low Binario [0, 1] 
Proyección 3 atributos binarios High/Low Decimal [0;1;2;3;5;7] 
Iluminación 3 atributos binarios High/Low Decimal [0;5;7] 
 
9.3.2 Etiquetado del Conjunto de Entrenamiento: Identificación de Estado 
 
Para el etiquetado del Conjunto de entrenamiento se realizó un procedimiento 
similar al realizado con el atributo “Proyección” e “Iluminación” en el cual se codifican 
los estados concatenando el valor de cada atributo y se grafica el histograma para 
encontrar estados que sean comunes y analizar su composición para poderlos 
etiquetar convenientemente, Para el etiquetado del estado de la sala solo se 
consideró los atributos “Presencia”, “Proyección” e “Iluminación”  debido a que los 
atributos “Dia” y “Hora” son dependientes solo de tiempo y no de una acción 
humana. 
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Tabla 15: Etiquetado Conjunto Identificación de Estados 7 Clases 
Presencia Proyección Iluminación Código Etiqueta / Descripción 
0 0 0 0 Sala Inoperativa 
0 1 0 10 
Sala Inoperativa, Computador 
Encendido 
0 1 7 17 
Luces y computador encendidos 
sin presencia 
0 2 0 20 Sala Inoperativa 
0 3 0 30 
Sala Inoperativa, Computador 
Encendido 
0 3 7 37 
Luces y computador encendidos 
sin presencia 
1 1 7 117 Luces y computador encendidos 
1 2 7 127 Luces Encendidas 
1 3 7 137 Luces y computador encendidos 
1 5 5 155 Proyección con luz baja 
1 5 7 157 Proyección con luz alta 
 
Resumiendo, la tabla anterior observa que varios códigos indican un 
comportamiento de uso similar. No obstante, no se puede afirmar que los estados 
son iguales, ya que presentan pequeñas diferencias, por ejemplo, la posición del 
Telón o si el computador está encendido. La siguiente tabla muestra la etiquetación 
final: 
Tabla 16: Resumen Etiquetas Conjunto de Identificación de Estados 
Código   Etiqueta 
5 20 130 0 Sala Inoperativa 
27 17 37 10 Sala Inoperativa 
127 117 137 177 Luces Encendidas 
157       Proyección con luz alta 
155       Proyección con luz baja 
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9.3.3 Etiquetado Conjunto de Entrenamiento Reporte de Aprovechamiento 
energético 
 
Tomando en cuenta la presencia de ocupantes de la Sala de Clases se puede 
generalizar aún más la clasificación del estado escenográfico de la misma 
agrupando los estados en función del aprovechamiento energético que se le da a 
los recursos eléctricos. La siguiente tabla muestra la denominación según el 
consumo eléctrico de la escenografía de la sala de clases. 
Tabla 17: Etiquetado Conjunto de Aprovechamiento Energético 
Código Etiqueta/Descripción 
0 20     Sala inoperativa 
127 107     Luces encendidas 
155       Proyección con luz baja 
157       Proyección con luz alta 
117 137 177   Luces y computador encendidos 
5 30 130 10 Sala inoperativa, computador encendido 
7 17 37   Luces y computador encendidos sin presencia 
 
Con esta etiqueta de eficiencia se puede escoger que combinaciones son 
convenientes para incorporarlos como costumbre con el objetivo de volcar la gestión 
de la escenografía desde una gestión ineficiente energéticamente hacia una gestión 
que maximice el aprovechamiento energético y, por ende, bajar los costos 
asociados. Los estados de eficiencia clasificados como “Alto” son elegidos para 
incorporarlos al conjunto de entrenamiento de costumbres que posteriormente 
gestionará la sala de forma automática. 
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10 Análisis Conjunto de Datos con técnicas de Aprendizaje 
Supervisado 
 
El análisis del Conjunto de Datos con técnicas de Aprendizaje Supervisado tiene 
como objeto reconocer el estado de la sala de clase mediante la clasificación de la 
combinación de estados de las diversas variables medidas (proyector, telón, 
computador, luminarias, puerta y presencia). Lo anterior es necesario para 
reconocer patrones de uso en horarios establecidos asociando el estado clasificado 
con un nivel de desperdicio energético y con una marca de tiempo. Dependiendo 
del nivel de eficiencia del patrón reconocido se puede sugerir un estado similar pero 
optimizado para orientar la gestión al aprovechamiento de recursos. 
Para realizar estos procesos es necesario contar con un Conjunto de Entrenamiento 
con datos suficientes para cubrir la mayor cantidad de casos, Algoritmos de 
Clasificación para reconocer los estados de la sala y, por último, Índices y Gráficos 
para comparar el rendimiento de cada algoritmo. 
 
10.1 Conjuntos de Entrenamiento 
 
Se crearán conjuntos de entrenamiento para alcanzar 2 objetivos. El primero, 
identificar exitosamente el estado de la sala y registrarlo en una base de datos. El 
Segundo, Filtrar las combinaciones altamente eficientes para reconocer patrones e 
incorporarlos a la gestión eficiente automática y reemplazar combinaciones 
similares por otras más eficientes. 
  
98 
 
10.1.1 Conjunto de Entrenamiento: Aprovechamiento Energético 
 
Se creó el conjunto de entrenamiento que clasifica las clases anteriores según su 
aprovechamiento energético. Se consideró utilizar los atributos “Dia” y “Hora” para 
establecer una marca de tiempo con el fin de relacionar el horario de las costumbres 
a un estado de eficiencia. Las costumbres seleccionadas son las clasificadas como 
“Bajo” y las otras (Media y Alto) son modificadas a un estado similar, pero más 
eficiente para orientar el reconocimiento de patrones a un mejor aprovechamiento 
de los recursos eléctricos. En resumen, la finalidad de este conjunto es clasificar el 
estado de la sala según su eficiencia para posteriormente generar un PDF con un 
gráfico que muestre el aprovechamiento energético. 
Tabla 18: Estructura Conjunto de Aprovechamiento Energético 
 Entradas Salida 
 Presencia Proyección Iluminación Etiqueta 
N° de Clases 2 6 3 7 
 
10.1.2 Conjunto de Entrenamiento: Identificación de Estado 
 
Para identificar el estado actual de la escenografía de la sala de clases se 
consideraron los atributos “Presencia”, “Proyección” e “Iluminación” debido a que 
son los que resumen el estado de la escenografía. En cambio, los atributos “Dia” y 
“Hora” no dependen de los cambios realizados por los ocupantes. El Conjunto de 
Entrenamiento Identificación de Estado es una matriz de la forma 10072x4 
(ejemplos x atributo) y su finalidad es clasificar la combinación de estados en alguna 
de las 4 clases etiquetadas. La siguiente tabla muestra la estructura del conjunto de 
entrenamiento “Identificación de Estado”. La Siguiente Tabla muestra los Atributos 
de entrada y salida. 
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Tabla 19: Estructura Conjunto de Identificación de Estados 
 Entradas Salida 
 Presencia Proyección Iluminación Etiqueta 
N° de Clases 2 6 3 4 
 
  
10.1.3 Conjunto de Entrenamiento: Identificación de Patrones 
 
Se creó un conjunto de entrenamiento que relacione alguno de los estados 
clasificados por el conjunto de Identificación de Estado con el momento en que 
suceden. De esta forma, posteriormente se puede predecir como se acostumbra 
acondicionar la sala de clases según el día y la hora. 
Tabla 20: Estructura Conjunto Identificación de Patrones 
 Entradas Salida 
 Dia Hora Etiqueta 
N° de Clases 7 1440 4 
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10.2 Sintonización Algoritmos Clasificadores 
 
Para seleccionar el Algoritmo que mejor se ajusta a los conjuntos de entrenamiento 
se realizaron sintonizaciones a cada algoritmo para encontrar su mejor rendimiento 
en cuanto al puntaje (score), mediante la librería GridSearchCV, la cual realiza 
iteraciones del aprendizaje combinando distintos valores de parámetros de cada 
Algoritmo. Luego se graficó la clasificación con la mejor combinación de parámetros 
para comparar su generalización y estabilidad en tareas de reconocimiento de 
patrones. 
10.2.1 Método: Soporte Vectorial 
Este Algoritmo se basa en la factorización matricial del conjunto de características 
asociándolas según su influencia y para modelos con salida multiclase utiliza el 
esquema uno contra uno. el algoritmo Support Vector Classification (SVC), es parte 
de Scikit-Learn y cuenta con varios parámetros para modificar su accionamiento su 
función de decisión y el núcleo. Para la Sintonización de estos algoritmos se 
utilizaron combinaciones de los parámetros más influyentes para configurar este 
algoritmo. La siguiente tabla muestra los parámetros con el formato y descripción: 
Tabla 21: Parámetros Maquina de Soporte Vectorial 
Support Vector Classification 
Parámetro Formato Descripción 
kernel String: [ linear, poly, 
rbf, sigmoid, 
precomputed] 
Predeterminado: rbf 
Especifica el tipo de kernel o núcleo que 
se usará en el algoritmo. 
gamma Float Coeficiente de Kernel para 'rbf', 'poly' y 
'sigmoid'. Si gamma es 'auto', entonces se 
usarán 1 / n_features en su lugar. 
C Boolean 
Predeterminado= 
1.0 
Parámetro de penalización C del término 
de error. 
  (Pedregosa, y otros, (2011) ) 
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Tabla 22:Combinación de Parámetros Maquina de Soporte Vectorial 
Support Vector Classification 
Parámetro Valores de prueba 
kernel [rbf, linear] 
gamma [1e-3, 1e-4] 
C [1, 10, 100, 1000] 
 
 
Tabla 23: Resultado de Sintonización Maquina de Soporte Vectorial 
Resultados Sintonización 
kernel Gamma C score Tiempo de sintonización 
rbj 0.001 1000 0.21 5min 33s 
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10.2.2 Método Probabilístico: Multinomial Naive Bayes 
 
Este Algoritmo se basa en el Teorema Probabilístico de Bayes la cual asume que 
cada característica aporta en la probabilidad de clasificar una clase en particular. El 
algoritmo Multinomial Naive Bayes es parte de Scikit-Learn y está orientado a 
modelos multinomial, es decir, que el resultado de la predicción soporta más de 2 
clases, por lo cual es usado comúnmente para el procesamiento de Texto ( Frank & 
Bouckaert, 2006) 
Para la Sintonización de estos algoritmos se utilizaron combinaciones de los tres 
parámetros disponibles para configurar este algoritmo. La siguiente tabla muestra 
los parámetros con el formato y descripción: 
 
Tabla 24: Parámetros Naive Bayes 
Multinomial Naive Bayes 
Parámetro Formato Descripción 
Alpha Float  
Predeterminado= 1.0 
Parámetro de suavizado de 
aditivos Laplace y Lidstone 
respectivamente 
Fit_prior Boolean (True, False) 
Predeterminado= 
True 
Ya sea para aprender las 
probabilidades previas de la 
clase o no. Si es falso, se usará 
un uniforme previo. 
Class_prior Array  
Predeterminado=Non
a 
Se utiliza para priorizar el 
aprendizaje de alguna 
clase en especial 
 (Pedregosa, y otros, (2011) ) 
103 
 
 
Tabla 25: Combinación de Parámetro Naive Bayes 
Multinomial Naive Bayes 
Parámetro Valores de prueba 
Alpha [1.0, 0.1, 1.1] 
Fit_prior [True, False] 
Class_prior [Nona] 
 
Tabla 26: Resultado Sintonización Naive Bayes 
Resultados Sintonización 
Alpha class_prior fit_prior score Tiempo de sintonización 
1.1 None True 0.596 8s 
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10.2.3 Método: Perceptrón Multi-capa  
 
Este Algoritmo se basa en la fórmula de optimización de la función de pérdida o de 
error. Dicha formula de optimización puede ser: optimizador en la familia de métodos 
cuasi-Newton LBFGS, descenso de gradiente estocástico SGD u optimizador 
estocástico basado en gradiente propuesto por Kingma y Diederik ADAM. El 
Algoritmo MLPClassifier es parte de la herramienta Scikit-Learn. Al igual que en los 
algoritmos anteriores, para la Sintonización de este se utilizaron combinaciones de 
los parámetros más influyentes para configurar este algoritmo. La siguiente tabla 
muestra los parámetros con el formato y descripción: 
 
Tabla 27: Parámetros Perceptrón Multicapa 
Support Vector Classification 
Parámetro Formato Descripción 
hidden_layer_sizes Tuple  
Predeterminado= 
(100,) 
Numero de Perceptrones por 
capa 
solver String [Adam, sgd, 
lbfgs] 
Predeterminado=adam 
Algoritmo de optimización de los 
pesos 
alpha Float 
Predeterminado= 
0.0001 
Parámetro de penalización para 
regular generalización 
'random_state' int 
Predeterminado=None 
Función de números aleatorios 
para pesos y umbrales 
 (Pedregosa, y otros, (2011) ) 
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Tabla 28: Combinación Parámetros Perceptrón Multicapa 
Support Vector Classification 
Parámetro Valores de prueba 
hidden_layer_sizes [(8,3), (5,5), (4,7), 
(6,10)] 
solver [lbfgs, sgd] 
alpha [0.0001, 0.1] 
random_state [1, 2, 3] 
 
Tabla 29: Resultados Sintonización Perceptrón Multicapa 
 Resultados Sintonización 
hidden_layer_sizes solver alpha random_state score 
Tiempo de 
sintonización 
(5, 5), sdf 0.0001 2 0,34 16min 56s 
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10.2.4 Método: K-vecinos  
 
Este Algoritmo se basa en índices de similitud (Distancia Euclídea, Distancia de 
Manhattan, Distancia de Minkowski), por lo que almacena todos los ejemplos y al 
realizar una nueva medición analiza estos índices para identificar la menor distancia 
o similitud con sus vecinos. El algoritmo KNeighborsClassifier es parte de la 
herramienta Scikit-Learn. Para la Sintonización de estos algoritmos se utilizaron 
combinaciones de los parámetros más influyentes para configurar este algoritmo. 
La siguiente tabla muestra los parámetros con el formato y descripción: 
 
Tabla 30: Parámetros K-Vecinos Cercanos 
Support Vector Classification 
Parámetro Formato Descripción 
algorithm String: [ auto, 
ball_tree, kd_tree, 
brut] 
Predeterminado: auto 
Algoritmo utilizado para calcular 
los vecinos más cercanos: 
n_neighbors Int 
Predeterminado=5 
Número de vecinos a usar por 
defecto para las 
kneighborsconsultas. 
leaf_size Boolean 
Predeterminado= 1.0 
Tamaño de hoja de árbol. El 
valor óptimo depende de la 
naturaleza del problema. 
weights String 
Predeterminado=5 
función de peso utilizada en la 
predicción 
 (Pedregosa, y otros, (2011) ) 
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Tabla 31: Combinación Parámetros K-Vecinos Cercanos 
Support Vector Classification 
Parámetro Valores de prueba 
algorithm [ball_tree, kd_tree, 
brute] 
n_neighbors [1, 3, 5, 7] 
leaf_size [1, 10, 100] 
weights [uniform, distance] 
 
 
Tabla 32: Resultado Sintonización K-Vecinos Cercanos 
 Resultados Sintonización 
algorithm n_neighbors leaf_size weights score 
Tiempo de 
sintonización 
ball_tree 1 100 Uniform 0.775 11min 33s 
 
 
10.2.5 Método: Árbol de Decisión 
 
Este Algoritmo se basa en el algoritmo de construcción “ID3”, el cual hace uso de la 
“Teoría de la Información” desarrollada por C. Shannon en 1948 para encontrar la 
característica que separa mejor el conjunto de datos creando el Árbol desde el Nodo 
Raíz (el de mayor Ganancia de Información) solo en base a los ejemplos, a partir 
de este nodo se va subdividiendo los conjuntos hasta alcanzar los limites 
parametrizados (Sancho Caparrini, 2018) . El algoritmo DecisionTreeClassifieres es 
parte de Scikit-Learn y cuenta con varios parámetros para modificar su 
accionamiento. Para la Sintonización de estos algoritmos se utilizaron 
combinaciones de los parámetros más influyentes para configurar este algoritmo. 
La siguiente tabla muestra los parámetros con el formato y descripción: 
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Tabla 33: Parámetros Árbol de Decisión 
DecisionTreeClassifieres 
Parámetro Formato Descripción 
max_depth Int 
Predeterminado= None 
Parámetro de suavizado de 
aditivos Laplace y Lidstone 
respectivamente 
criterion String [Gini, entropy] 
Predeterminado= Gini 
La función para medir la 
calidad de una división. Los 
criterios soportados son "Gini" 
para la impureza de Gini y 
"entropía" para la ganancia de 
información. 
min_samples_split Int(cantidad) 
Float (porcentaje) 
Predeterminado=2 
El número mínimo de muestras 
requeridas para dividir un nodo 
interno 
class_weight list of dicts, "balanced" o 
None 
Predeterminado=None 
Pesos asociados con clases en 
el formulario. Si no se da, se 
supone que todas las clases 
tienen peso uno. Para 
problemas de múltiples salidas, 
se puede proporcionar una 
lista de dicts en el mismo 
orden que las columnas de y 
splitter String [best, random] La estrategia utilizada para 
elegir la división en cada 
nodo. Las estrategias 
compatibles son "mejores" 
para elegir la mejor división y 
"aleatoria" para elegir la mejor 
división aleatoria. 
  (Pedregosa, y otros, (2011) ) 
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Tabla 34: Combinación Parámetros Árbol de Decisión 
DecisionTreeClassifieres 
Parámetro Valores de prueba 
max_depth [1, 4, 5, 7,10,15] 
criterion [Gini, entropy] 
min_samples_spli
t 
[100, 1000] 
class_weight balanced 
splitter [best, random] 
 
 
Tabla 35: Resultado Sintonización Árbol de Decisión 
Resultados Sintonización 
max_depth criterion min_samples_split class_weight splitter 
score Tiempo de 
sintonización 
15 Gini 50 balanced best 0.961 33s 
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10.3 Entrenamiento y comparación 
 
Una vez que se consigue obtener los parámetros que maximizan la precisión de 
cada clasificador, se entrenan con el Conjunto de Entrenamiento Aprovechamiento 
Energético para comparar la forma de agrupar las clases en el tiempo y la 
generalización de cada algoritmo para evaluar el reconocimiento de patrones. Los 
siguientes gráficos cuenta de dos conjuntos de datos. Las líneas verticales 
multicolor son más bien puntos, que al estar tan cerca unos de otros generan una 
línea. Estos puntos son los datos de entrenamiento. Por otro lado, se tiene el color 
de fondo, que representa el contorno de cada agrupación de clases clasificadas por 
el algoritmo. 
10.3.1 Naives Bayes 
 
 
Ilustración 20: Conjuntos Clasificados Naive Bayes 
De este Gráfico se puede extraer que la generalización de este clasificador es 
demasiado amplia y no incorpora un balance de la cantidad de ejemplos de cada 
clase, de tal modo que solo agrupa 5 de las 7 clases del Conjunto de Entrenamiento 
mientras que los 2 restantes no alcanzan a formar alguna agrupación por tener 
menor cantidad de casos en comparación a las otras clases. Otro dato importante 
a considerar es que este clasificador presenta un porcentaje de aciertos de un 59%.  
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10.3.2 Perceptrón 
 
Ilustración 21: Conjuntos Clasificados Perceptrón Multicapa  
Este clasificador, al igual que el Multinomial Naive Bayes, generaliza demasiado en 
función del número de casos y es afectado por la escala de las variables. Sumado 
a lo anterior, este clasificador logra un 34% de aciertos y tardo aproximadamente 
30 segundos en entrenar. 
 
10.3.3 K vecinos 
 
Ilustración 22: Conjuntos Clasificados Perceptrón Multicapa 
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De este gráfico se puede concluir que efectivamente logra agrupar ciertos patrones 
en función del tiempo. La desventaja es que presenta histéresis de un día a otro 
debido a que los días y las horas están en un formato discreto por ende el algoritmo 
no posee información de lo que sucede si el día es por ejemplo 1.4. Otra desventaja 
es que solo logro predecir un 77% de los estados del día. 
10.3.4 Árbol de Decisión 
 
 
Ilustración 23: Conjuntos Clasificados Árbol de Decisión 
Este clasificador logra agrupar todas las clases de forma clara y definida gracias a 
las condiciones lógicas que se generan a partir del Conjunto de Entrenamiento 
utilizado. Logra un porcentaje de aciertos de 96% lo cual está al borde del 
sobreajuste en un tiempo de entrenamiento menor a 1 segundo. 
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10.3.5 Selección de Algoritmo de Clasificación  
 
Tabla 36: Resumen Evaluación Algoritmos Clasificadores 
Clasificador Aciertos 
Tiempo de 
entrenamiento 
Agrupación de patrones 
Naive Bayes 59% 3 s Generalizada 
Perceptrón 34% 30s Muy Generalizada 
K vecinos 77% 16s Generalizada con histéresis 
Árbol de Decisión 96% 1 s Levemente sobre ajustada 
 
En base a las gráficas presentadas anteriormente se decide utilizar el algoritmo 
“Árbol de Decisión” debido a que este presenta una mejor generalización e identifica 
claramente los patrones de uso de la escenografía de la sala de clases. En cambio, 
los otros algoritmos no parecen relacionar el estado con el día y la hora de forma 
correcta. Además, es el algoritmo que requiere menor tiempo de entrenamiento al 
igual que para las predicciones, ya que, al codificarse como condiciones lógicas no 
se requiere tanto procesamiento como en las redes neuronales o las Maquinas de 
Soporte de Vectores. 
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11 Software 
 
Como se mencionó en el apartado Propuesta el objetivo de este Proyecto de Titulo  
es la de investigar y diseñar un sistema de control básico y relativamente fácil de 
instalar, que incorpore el reconocimiento de actividades para inferir o sugerir 
acciones, podría ser aplicado en ambientes corporativos como recintos 
educacionales, oficinas, sector comercial o salud, en general en recintos donde se 
pueda identificar un patrón de uso de luminarias o componentes eléctricos 
controlables como persianas o telones. Para ello, el sistema contará con una red de 
sensores desplegada en una Sala de Clases Perteneciente a la carrera Ingeniería 
en Automatización y Robótica de la Universidad Andrés Bello, dicha red de sensores 
recogerá los cambios en los estados (Encendido o Apagado) de las luminarias, 
proyector, computador, telón  y nos permitirá conocer el momento que se realiza 
para posteriormente entrenar un Árbol de Decisión disponible en la librería Scikit-
Learn para Python con el fin de “Aprender” los horarios en los que debería estar 
encendida la luminaria clasificando en horario “Operativo” e “Inoperativo”, identificar 
la preferencia de los profesores en utilizar “Luz Baja” o “Luz Alta” en las 
proyecciones para cada módulo. El objetivo es crear un sistema en el que los 
usuarios no necesiten tener mayores conocimientos en computación creando un 
programa que se autoconfigure según las costumbres y que necesite la menor 
interacción del usuario con el sistema, a tal punto que solo sea necesario instalar el 
equipo. Lo anterior se lograría implementando una marcha blanca de una semana 
para que el sistema reconozca costumbres y las incorpore a su programación. 
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11.1 Python 3.4 Distribución Miniconda 3 
 
Miniconda es un instalador mínimo gratuito para Conda. Miniconda es una versión 
pequeña de Anaconda que incluye solo Conda, Python 3.4, los paquetes de los que 
dependen y un pequeño número de otros paquetes útiles, incluidos pip, zlib y 
algunos otros. Se puede utilizar el comando de instalación “Conda” para instalar 
más de 720 paquetes del repositorio de Anaconda.  
Anaconda es una distribución de Python que contiene los paquetes más usados en 
temas de ciencia, matemáticas o ingeniería como son NumPy, Scikit-Learn, SciPy 
o Matplotlib. La distribución Miniconda 3 es un instalador de ambiente de 
programación con paquetes de librerías con herramientas útiles para la análisis y 
minería de datos. 
  
11.1.1 Librería Scikit-Learn  
 
Scikit-Learn es una Librería de Maching Learning escita en Python. Está enfocado 
a acercar el Maching Learning a un público que no necesariamente debe ser experto 
en la materia simplificando el su uso en lenguaje de alto nivel. Está compilado para 
interoperar con Librerías como: NumPy, SciPy, Matplotlib, Pandas, entre otros. 
Entre sus herramientas cuenta con algoritmos de Clasificación, Regresión y 
Agrupación, por ejemplo: Redes Neuronales, Algoritmos estadísticos, Nearest 
Neighbors (Vecinos cercanos), Arboles de Decisión, Bosques Aleatorios, Regresión 
Lineal, entre otros. Además, posee herramientas enfocadas a la Minería de Datos y 
el Preprocesamiento de los Datos con módulos como: PCA (Principal Component 
Analysis), Feature Selection, Non-negative Matrix Factorization, Preprocesing, 
Feature Extraction, entre otros. (Pedregosa, y otros, (2011) ) 
Una de las principales ventajas de esta librería es la sencillez del ambiente de 
programación ya que, para su funcionamiento solo necesita las versiones 
compatibles de NumPy y SciPy. 
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11.2 Arquitectura del Software 
 
Se creó un programa en Arduino que pueda realizar las siguientes funciones: tomar 
datos utilizando los pines de la placa, pre-procesar los niveles de voltaje para 
convertirlos en estados binarios, enviar los estados mediante comunicación serial a 
través de USB. Por otro lado, se creó un código en leguaje Python versión 3 que 
sea capaz de realizar funciones como cargar y crear el conjunto de entrenamiento 
y prueba, entrenar y re-entrenar el modelo con el conjunto de entrenamiento y 
evaluar su aprendizaje, podar los datos antiguos semanalmente para liberar espacio 
y hacer el sistema flexible, clasificar el horario en “Sala Inoperativa”, “Luces 
Encendidas”, “Proyección con Luz Alta” y “Proyección con Luz Baja”  en tiempo real 
y actuar en consecuencia a las costumbres. 
 
11.2.1 Consideraciones Preliminares 
 
Para identificar las costumbres de uso de la sala de clases se separó cada día en 
módulos, cada módulo comprende dos horas pedagógicas. Entonces se predice 
como el docente acostumbra acondicionar el escenario en sus cátedras y en base 
a esta costumbre es que se prepara la sala en cada módulo bajando el telón si se 
acostumbra proyectar y apagando oportunamente la Luz B cuando se acostumbra 
utilizar luz baja para la proyección. En la siguiente Tabla se muestra la separación 
del día en módulos. 
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Tabla 37: Separación de Día en Módulos 
Modulo Inicio Fin 
0 0:00 8:00 
1 8:00 10:10 
2 10:10 12:00 
3 12:00 13:50 
4 13:50 15:40 
5 15:40 17:30 
6 17:30 19:00 
7 19:00 20:30 
8 20:30 22:00 
0 22:00 24:30:00 
 
El modelo de Árbol de Decisión entrenado cumple la función de identificar los 
patrones de uso de cada módulo en función del estado de la escenografía de la sala 
en el tiempo. La actuación es realizada en base a las condiciones de las variables 
para que sea oportuna y eficiente.  
Por ejemplo, si se entra en el primer módulo y el profesor acostumbra proyectar con 
luz baja, se sensan las condiciones iniciales Iluminación, presencia y puerta, 
entonces se esperará que se detecte un cambio en estas condiciones como que se 
abra la puerta o se detecte presencia. Al detectarse la diferencia entre las 
condiciones iniciales y las actuales es cuando se actúa a través de los pines de 
salida de la placa BeagleBone primeramente preparando la sala encendiendo las 
luces y bajando el telón, posteriormente se espera que se encienda el proyector 
para apagar la Luz B. 
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11.2.2 Diagrama de Flujo 
 
 
Ilustración 24: Diagrama de Flujo Simplificado 
Se creó un diagrama de flujo con la logica del sistema de control, se muetran los 
distintos modos de operación,  la secuencialidad de las funcion y las condiciones 
que gatillan el cambio de un modo de operacion a otro.  
 
11.2.2.1 Modo de Operación: Inicio 
 
En este Modo de Operación se importan las librerias necesarias para la ejecucion 
del programa, se inician los contadores, se inicia la comunicación serial con el 
Arduino. Para la condicion de salida de este Modo se verifica la cantidad de registros 
en el archivo CSV para identificar si ya terminó la puesta en marcha. La cantidad de 
Registro puede iniciar 2 Modos, si la cantidad de Registros es menor a 10.800 se 
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inicia el Modo Puesta en Marcha, contrariamente, si se tienen mas de 10.800 
registros se carga el modelo guardado al terminar el Modo Puesta en Marcha 
 
11.2.2.2 Modo de Operación: Puesta en Marcha 
 
Este modo es gatillado por el Modo anterior al constatarse que existen menos de 
10.800 Registros. En este modo el Arduino entrega los estados de los diversos 
aparatos y el BeagleBone los guarda en un archivo CSV cada 1 minuto. La condición 
de salida de este modo es cuando se tiene exactamente 10.800 registros, entonces 
se entrenan los 3 clasificadores con los datos registrados y con los parámetros 
encontrados en la sintonización del algoritmo. Finalmente se guarda un nuevo 
registro para tener 10.801 registros y con esto iniciar el Modo Operación Normal. 
 
11.2.2.3 Modo de Operación: Operación Normal 
 
Este modo es el que se debe ejecutar en la mayor parte del tiempo. Se obtienen 
registros del Arduino, Se calcula el modulo en base a la hora, con el Clasidficador 
Identifica Patrones se predice el escenario para cada minuto comprendido en el 
modulo y se guardan en una matriz, se aplica moda y maximo para encontrar el 
estado predominante del modulo. El procedimiento anterior permite comenzar un 
ciclo que termina cuando acaba el modulo. Este ciclo permite preparar la sala de 
clases en base al estado predominante del modulo. Por otra parte, cada minuto 
utiliza el Clasificador Identificador de Estados de 4 clase y el de 7 clases para 
generar nuevos registros para el Reconocimiento de Patrones y para el Reporte de 
Aprovechamiento energetico. La velocidad aproximada de este ciclo es de 2 Hz. 
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11.2.2.4 Modo de Operación: Re-Entrenamiento 
 
Este Modo inicia cuando se cumple la condición que sea domingo a las 23:55 horas. 
Se inicia generando el gráfico de Reporte que da cuenta del uso de la sala de clases, 
se re-entrena el Clasificador Identificación de patrones con una mayor cantidad de 
datos. Si se poseen más de los registros que se pueden acumular en un mes, se 
borran los registros de los 7 días más antiguos para no superar el límite de memoria 
del BeagleBone y para mantener una Autoconfiguración flexible. Finalmente se 
evalúa el porcentaje de aciertos del clasificador, Si es inferior al 70% se vuelve a 
entrenar el Algoritmo con los datos resultantes de la poda. Al finalizar se vuelve al 
Modo Operación Normal. 
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Ilustración 25: Diagrama de Flujo Detallado 
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11.2.3 Librerías Importadas 
 
Para la construcción del código fue necesario instalar e importar las siguientes 
librerías: 
sklearn. tree: Esta librería contiene el modelo y las herramientas del Árbol de 
Decisión  
sklearn. cross_validation: Esta Librería contiene la herramienta que separa 
aleatoriamente el Conjunto de Datos en Conjunto de Entrenamiento y Conjunto de 
Prueba. 
sklearn.externals: Esta librería contiene las herramientas necesarias para guardar 
y cargar los modelos entrenados. 
pandas: Es una librería escrita como extensión de NumPy para manipulación y 
análisis de datos para el lenguaje de programación Python. Ofrece funciones que 
facilitan el manejo de datos estructurados en tablas y series temporales. 
NumPy: Es una librería enfocada a dar soporte a operaciones con vectores y 
matrices. Útil para las operaciones realizadas al conjunto de entrenamiento. 
Time: Librería que importa la hora y la fecha del sistema ya que es uno de los datos 
relevantes del Conjunto de Entrenamiento. 
CSV: Librería con funciones para el manejo de archivos. Es útil para abrir, leer y 
escribir en el archivo CSV que contiene el Conjunto de Entrenamiento 
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11.2.4 Clasificadores 
 
Para realizar las funciones objetivo, se crearon 3 clasificadores en los que cumplen 
la función de identificar y etiquetar los estados y costumbres. El primero de ellos es 
el clasificador que identifica el estado de la sala de clases en 7 diferentes clases a 
partir de la combinación de los estados y de esta forma generar el reporte semanal 
de Aprovechamiento Energético dando información de algunas falencias en la 
gestión de la sala. El segundo tiene un enfoque parecido al anterior, pero está 
orientado a las posibilidades de control de la escenografía clasificando el estado de 
las variables en 4 clases distinta. Por último, está el clasificador encargado de 
asociar la salida del segundo clasificador con una marca de tiempo, para 
posteriormente identificar costumbres de uso de la sala de clases. 
 
11.2.4.1 Clasificador: Identificación de Estado 
 
El clasificador del estado es el núcleo del sistema posee 4 clases como salidas las 
cuales son la base para identificar los patrones de uso ya que son estas 4 clases 
las que se asocian a una marca de tiempo para identificar patrones de uso de la 
sala de clases. 
Según la importancia de las características (Presencia, Proyección y Computador), 
se elige el nodo principal y a partir de este se subdivide según la entropía de los 
datos. La siguiente gráfica muestra la importancia de cada característica. 
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Ilustración 26: Importancia de Atributos en Identificación de Estados 
 
Este clasificador posee una profundidad de 3 nodos por lo que es tan fácil de 
comprender como eficaz. La siguiente ilustración muestra la estructura del árbol. 
 
 
 
Ilustración 27: Estructura Clasificador Identificador de Estados 4 Clases 
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11.3 Predicción de escenario 
 
Como se explicó en el apartado de adquisición de datos, para las etapas de 
aprendizaje no supervisado y supervisado se utilizó los datos del primero 7 días. 
Para comprobar la eficacia del programa se utilizó el conjunto de datos de los 10 
días restantes, cabe destacar que este último no se utilizó en ninguna de las fases 
anteriores por lo que contiene ejemplos totalmente distintos a los utilizados para el 
entrenamiento de los algoritmos. 
11.3.1 Programa Demostración 
 
Desde el punto de vista del control de la escenografía, solo se puede controlar la 
iluminación y la posición del telón, por ende, estos son los estados que debe 
entregar el sistema. Por otro lado, desde el punto de vista de condiciones 
externas, se encuentra el estado del proyector, el computador y la presencia, 
por lo que estas variables serán tomadas desde el conjunto de datos de la segunda 
semana. 
Para demostrar el funcionamiento del sistema se creó un programa que simula estar 
funcionando a partir de la segunda semana ya pasada la etapa de puesta en 
marcha, es decir, existen suficientes datos para entrenar a los clasificadores. Una 
vez entrenados los clasificadores se toman algunos de los atributos independientes 
al control del sistema contenidos en los conjuntos de la segunda semana (Registros 
que no se utilizaron para entrenar) como son el proyector, el computador y la 
presencia. Estos últimos atributos simulan las condiciones reales que son 
inherentes al control del sistema por lo que el sistema actúa en función de estas 
generando, a partir de las costumbres de uso identificadas en la primera semana, 
los estados de la luminaria y el telón. 
Para comparar la gestión del sistema prediciendo el estado de la escenografía de 
la segunda semana con los datos reales de la segunda semana se graficaron estos 
dos conjuntos 
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11.3.1.1 Ejemplo de Reporte 
 
Cada Domingo el sistema genera un reporte en forma de gráfico que muestra el 
aprovechamiento energético del uso de la escenografía Identificando 
particularmente aquellos estados en los que se está gastando energía 
innecesariamente. 
 
 
Ilustración 28: Ejemplo de Reporte de Aprovechamiento Energético 
 
Del Reporte obtenido se pueden observar estados en los que se desperdician 
recursos. Por ejemplo, cuando se queda el Computador encendido toda la noche o 
cuando las luminarias están encendidas si presencia. 
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11.3.1.2 Gráfico datos reales segunda semana 
 
En la siguiente grafica se muestra la clasificacion del estado con los datos reales de 
la segunda semana, se identifican las 4 clases(Sala inoperativa, Luces encendidas, 
Proyeccion y Proyeccion con Luz Baja). Se puede apreciar que existe una 
secuencialidad entre las Clases Proyeccion (puntos celestes)y Proyeccion con Luz 
Baja( puntos rojos), es decir, las presentraciones suelen partir con luz alta y luego 
el profesor decide si quiere apagar la Luz B.  El gafico presentado posee dos 
entradas de datos, Las lineas  verticales multicolor representan los datos de 
entrenamiento, mientras que los colores de fondo forman los contornos que separan 
las clases según el sistema de control. Las lineas horizontales delimitan cuando 
empieza y cuando termina cada modulo. 
 
 
 
Ilustración 29: Gráfico de Estados Reales Segunda Semana 
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11.3.1.3 Gráfico estados simulados segunda semana 
 
En la siguiente grafica se muestra la clasificacion del estado con los datos 
generados a partir de las condiciopnes externas reales de la segunda semana, se 
identifican las 4 clases(Sala inoperativa, Luces encendidas, Proyeccion y 
Proyeccion con Luz Baja).  Comparando con los datos reales, las salidas se 
comportan de manera similar a las condiciones reales siendo la unica diferencia el 
tiempo en que sucede el escenario Proyeccion con Luz Baja 
 
Ilustración 30: Gráfico de Estados Reales Segunda Semana 
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12 Limitaciones 
 
Durante el análisis del sistema se detectaron algunas limitaciones o dependencias. 
El sistema necesita estar conectado a Internet mediante un cable ethernet con 
conector rj-45 para mantenerse con la hora y la fecha actualizadas. Ya que al no 
poseer de batería se pierde la configuración de fecha y hora, pero se actualiza una 
vez conectado a internet. El sistema depende completamente de la adquisición de 
datos, por ende, los sensores al igual que el Arduino tienen que estar operativos 
para el correcto funcionamiento de las condiciones lógicas y los clasificadores. 
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Conclusiones 
 
En los preliminares de la ejecución del proyecto, la elección de las variables a medir 
pudo exitosamente dar cuenta de los distintos tipos de escenografía que son 
usuales en el uso diario de la sala de clases. Así mismo, los sensores seleccionados 
y el tipo de cable utilizado mantuvieron un funcionamiento estable durante los 17 
días que duró esta etapa entregando los estados de las variables oportuna y 
eficazmente durante el proceso de Adquisición de Datos recopilando un total de 
24.057 Registros guardados en un archivo delimitado por comas (CSV). 
Posteriormente este conjunto de datos fue la materia prima con que se trabajaron 
las técnicas de Minería de Datos. 
El sistema de Adquisición de Datos combinó dos microcontroladores debido a la 
ineficacia de la placa BeagleBone en leer la señal análoga del sensor de corriente 
por lo que se optó por utilizar un Arduino Uno para la lectura de todas las señales 
de los sensores.  Por una parte, la conversión de niveles de voltaje en estado binario 
la realizó el microcontrolador Arduino en donde el estado que necesita más tiempo 
y procesamiento es la detección del encendido del Proyector y el Computador. esto 
se debe a que el sensor de corriente no invasivo no es más que un transformador 
de núcleo partido y entrega una señal oscilatoria consecuencia de la corriente 
alterna que circula por el cable de alimentación de estos equipos. Esta señal debió 
ser rectificada y amplificada para entrar al rango de medición de la placa Arduino. 
el circuito acondicionador entrega una señal rectificada con los semi-ciclos positivos, 
por lo que no es conveniente utilizar una muestra momentánea del nivel de corriente 
sino más bien, es necesario utilizar un algoritmo matemático en el código Arduino 
para encontrar la integral de señal rectificada de la corriente en 500 milésimas de 
segundo para encontrar la corriente RMS. Por esto último, se puede asegurar que 
el microcontrolador Arduino es capaz de entregar un muestreo de todas las 
variables y entregar los estados en formato binario por el puerto serial en menos de 
1 segundo. Esto permite que el sistema pueda tener una densidad de datos tal que 
se puedan registrar los cambios del escenario en cada segundo y actuar en 
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consecuencia. Por otro lado, el Computador de Placa Reducida BeagleBone 
permitió almacenar estos cambios en un archivo CSV con una frecuencia 
configurada a un registro cada 60 segundos, un tiempo prudente para no 
sobrecargar el conjunto de datos, ya que los cambios significativos perduran por 
más tiempo que el configurado, además, está encargado de agregar la marca de 
tiempo de cada registro guardado. En Resumen, la utilización de dos 
microcontroladores permite una menor latencia del sistema en general al asignar al 
Arduino el Pre-Procesamiento de los niveles de voltaje para convertirlos en estados 
binarios y asignar al BeagleBone los procesos con mayor carga computacional. Al 
finalizar la Adquisición de Datos se obtiene un Archivo extensión CSV con 10 
Atributos (columnas) en un formato optimo aplicar la siguiente etapa de Minería de 
Datos. 
Las técnicas de Minería de Datos aplicadas al conjunto resultaron útiles en la 
reducción de la dimensionalidad del conjunto de datos, por ende, la reducción de la 
complejidad de los clasificadores analizados. De la selección de atributos se 
descartó el atributo “Puerta” al presentar una varianza inferior al 85%, es decir, el 
valor es el mismo en más del 85% de los registros medidos. Este proceso permitió 
disminuir las dimensiones de 10 a 9. De la extracción de atributos se crearon dos 
nuevos atributos a partir de la agrupación en función de su influencia en el ambiente 
y la relevancia del atributo según los dendograma obtenidos, se utilizaron 
Histogramas para determinar cuáles combinaciones de estados son úsales y de 
esta forma reducir la cantidad de clases de cada atributo extraído. Se creó el atributó 
“Iluminación” que contiene las posibles combinaciones de iluminación más comunes 
agrupadas en 3 clases. También se creó el atributo “Proyección” el cual integra 3 
atributos (Proyector, Telón y Computador) en un solo atributo con 4 combinaciones 
usuales o clases. Al finalizar esta etapa se obtiene un conjunto de datos simplificado 
y clasificado según su relevancia e influencia en la escenografía con una reduciendo 
la dimensionalidad a la mitad del Conjunto Inicial de Datos, es decir, de 10 atributos 
a 5 atributos que reflejan fielmente el estado de la escenografía de la sala de clases, 
además, esto permitió etiquetar las clases con una descripción clara.  
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A partir de este nuevo Conjunto de Datos (con 5 atributos) se crearon 3 conjuntos 
de entrenamiento con distinto enfoque. El primero es el Conjunto de Entrenamiento 
de Aprovechamiento Energético el cual considera los atributos que dan cuenta del 
estado de la escenografía como entrada (Presencia, Proyección e Iluminación), de 
salida se utilizan 7 clases que representan el estado de la sala orientado a reportar 
condiciones que desperdicien recursos energéticos (Sala inoperativa, Luces 
encendidas, Proyección con luz baja, Proyección con luz alta, Luces y computador 
encendidos, Sala inoperativa computador encendido, Luces y computador 
encendidos sin presencia), con el fin de generar un gráfico cada domingo. El 
Segundo es el Conjunto de Entrenamiento de Identificación el cual considera los 
mismos atributos que el conjunto anterior, de salida se utilizan 4 clases que 
representan el estado de la sala orientado a la gestión de la escenografía y los 
patrones que se puedan identificar, por lo mismo es más generalizado que el 
conjunto anterior (Sala Inoperativa, Luces Encendidas, Proyección con Luz Alta y 
Proyección con Luz Baja). Por último se creó el Conjunto de Entrenamiento 
Identificación de Patrones, el cual utiliza los atributos Dia y Hora como entradas, 
como salida se utilizan las 4 clases del conjunto de entrenamiento anterior, este 
conjunto es el encargado de asociar los estados que se clasifican con el conjunto 
de entrenamiento anterior con una marca de tiempo, por ende, este conjunto de 
entrenamiento permitirá predecir el comportamiento de la sala de clases solo en 
función de la hora y el día generando como salida el estado que se acostumbra en 
el momento del día. Cabe destacar que todos estos conjuntos comprenden los datos 
de la primera semana de Adquisición de Datos, ya que, el resto se utilizó para la 
demostración del sistema. 
Una vez generados los Conjuntos de Entrenamiento comenzó el análisis de los 
posibles clasificadores a utilizar en el sistema. Como el objetivo final del presente 
proyecto es gestionar la escenografía de la sala en función de los patrones 
identificados, se utilizó el Conjunto de Entrenamiento Identificación de Patrones 
para evaluar como agrupan los estados en el tiempo. El análisis comenzó con la 
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sintonización de todos los clasificadores para encontrar los parámetros de 
configuración del algoritmo que presentaba un mayor rendimiento en cuanto el 
porcentaje de aciertos utilizando conjunto de entrenamiento mencionado y el tiempo 
que se tarda en el proceso de entrenamiento. Se graficó la respuesta de cada 
clasificador en el tiempo para comparar la agrupación De este ejercicio se concluyó 
utilizar el clasificador Árbol de Decisión el cual logró un 100% de aciertos y tardo 33 
segundos, un tiempo inferior al utilizado en el entrenamiento de los demás 
clasificadores.  
En la creación del código del sistema de control, se comenzó definiendo las 
funciones que debía ser capaz de cumplir, a partir de estas funciones se generó un 
diagrama de flujo para representar la lógica y secuencialidad del programa, esta 
metodología permitió crear funciones con distintas salidas lo que las hace 
reutilizables una y otra vez dentro del código. 
 
Finalmente, se realizó un código que sirvió de demostración de la gestión del 
sistema. Este programa simula estar funcionando a partir de la segunda semana ya 
pasada la etapa de puesta en marcha, es decir, existen suficientes datos para 
entrenar a los clasificadores. Una vez entrenados los clasificadores se toman los 
atributos independientes al control del sistema contenidos en los conjuntos de la 
segunda semana (registros que no se utilizaron para crear los conjuntos de 
entrenamiento) como son el proyector, el computador y la presencia. Estos últimos 
atributos simulan las condiciones reales que son inherentes al control del sistema 
por lo que el sistema actúa en función de estas generando los estados de la 
luminaria y el telón a partir de las costumbres de uso identificadas en la primera 
semana. Se graficaron los datos reales del estado de la escenografía en la segunda 
semana y se comparó con los estados generados por el programa de demostración.  
Se concluye que el Sistema de Control generado con 3 clasificadores del tipo Árbol 
de Decisión es efectivo en la gestión de la escenografía, La única diferencia que se 
puede notar entre los estados reales y el generado por el programa de demostración 
es el tiempo de duración del estado Proyección con Luz Baja, lo cual se debe a que 
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los estados generados por el sistema ocurren inmediatamente al cumplirse las 
condiciones lo que puede asociarse a que el estado se genera en el momento 
oportuno en función de las costumbres identificadas por el Clasificador Identificador 
de Patrones. 
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Resumen Conclusiones 
 
• Las variables y los sensores encaros de la Adquisición de mantuvieron un 
funcionamiento estable durante los 17 días que duró este proceso 
entregando los estados de las variables oportuna y eficazmente recopilando 
un total de 24.057 Registros guardados en un archivo delimitado por comas 
(CSV). Posteriormente este conjunto de datos fue la materia prima con que 
se trabajaron las técnicas de Minería de Datos. 
• En el proceso de Selección y Extracción de Atributos se descartó el atributo 
“Puerta” al presentar una varianza inferior al 85%, es decir, el valor es el mismo 
en más del 85% de los registros. A partir de 6 atributos se extrajeron 2 atributos 
clasificados según su influencia en escenario de la sala de clases y que reflejan 
fielmente el estado de la sala de clases. En esta etapa se disminuyen los 
atributos de 10 a 5, por ende, disminuye la complejidad del clasificador. 
• De la Sintonización de los clasificadores se obtuvo el resultado esperado. Se 
consigue seleccionar un clasificador del tipo Árbol de Decisión capaz de 
replicar el modelo de comportamiento de la sala en base a el día y la hora 
con un 96% de aciertos y que además tarda menos de 1 segundo en 
entrenarse. 
• La lógica del diagrama de flujo de sistema de control permite que una vez 
instalado el sistema de control no necesite de una configuración de 
parámetros sin mermar la flexibilidad de incorporación de costumbres que 
permiten las podas de datos, además de optimizarse cada semana. 
• A partir de la comparación de el Gráfico de datos reales con los estados 
simulados, se concluye que el sistema generado con 3 clasificadores del tipo 
Árbol de Decisión es efectivo en la gestión de la escenografía y que esto se 
traduce en un aumento en el confort de los alumnos y profesor, además, se 
asiste al profesor en la preparación de la sala en todo momento y ajustado a 
sus costumbres. 
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Anexo A: Programa de Demostración 
 
#Importar Librerías 
 
from sklearn.tree import DecisionTreeClassifier 
from sklearn.model_selection import train_test_split 
from sklearn.externals import joblib 
import graphviz 
from sklearn.tree import export_graphviz 
import matplotlib.pyplot as plt 
import pandas as pd 
import numpy as np  
import time 
import csv 
import datetime 
 
#Condiciones Ininiciales 
i,r,Iluminacion,Telon,Puerta=0,0,0,1,1 
DB=pd.read_csv('patron.csv',delimiter=';')#Lee Base de Datos 
if(DB.shape[0]>=10070): 
    #"arbol=joblib.load('arbol_entro.pkl')#Carga modelo si ya esta entrenado 
    X=DB[DB.columns[0:2]].as_matrix() 
    y=DB[DB.columns[-1]].as_matrix() 
    x_entrena, x_test,y_entrena, y_test=train_test_split(X, y) 
    
arbol_patron=DecisionTreeClassifier(max_depth=15,min_samples_split=50,class_
weight='balanced', 
                                        criterion='entropy',splitter= 'best') 
    arbol_patron.fit(x_entrena, y_entrena) 
    score=arbol_patron.score(x_test,y_test) 
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    print('modelo patrones entrenado con prescion:',score) 
DB2=pd.read_csv('db2.csv',delimiter=';') 
 
DB3=pd.read_csv('identificacion.csv',delimiter=';')#Lee Base de Datos 
X2=DB3[DB3.columns[0:3]].as_matrix() 
y2=DB3[DB3.columns[-1]].as_matrix() 
x_entrena2, x_test2,y_entrena2, y_test2=train_test_split(X2, y2) 
arbol_etiqueta=DecisionTreeClassifier(max_depth=15,min_samples_split=50,class
_weight='balanced',criterion='entropy',splitter= 'best') 
arbol_etiqueta.fit(x_entrena2, y_entrena2) 
score=arbol_etiqueta.score(x_test2,y_test2) 
print('modelo identificador entrenado con prescion:',score) 
 
 
def Obten_Registro_semana2(): 
    #Lee Base de Datos[[Dia,Hora,Presencia,Proyector,PC]] 
    global r 
     
    Registro=DB2.values[r] 
    print('dato N°:',r) 
    #print('Registro:',Registro) 
    r=r+1 
    return Registro 
 
 
 
def Calcula_modulo(): 
    #print('Calcula modulo') 
    global minuto, Fin 
    minu=minuto 
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    #print('minuto',minu) 
     
    if (minu<=480):  
        modulo=0 
        inicio=0 
        Fin=480 
    elif (minu<=610):  
        modulo=1 
        inicio=481 
        Fin=610 
    elif (minu<=720): 
        modulo=2 
        inicio=611 
        Fin=720 
    elif (minu<=835): 
        modulo=3 
        inicio=721 
        Fin=835 
    elif (minu<=940): 
        modulo=4 
        inicio=836 
        Fin=940 
    elif (minu<=1050):  
        modulo=5 
        inicio=941 
        Fin=1050 
    elif (minu<=1140): 
        modulo=6 
        inicio=1051 
        Fin=1140 
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    elif (minu<=1230):  
        modulo=7 
        inicio=1141 
        Fin=1230 
    elif (minu<=1330):  
        modulo=0 
        inicio=1231 
        Fin=1330 
    elif (minu<=1440):  
        modulo=0 
        inicio=1331 
        Fin=1330 
     
    #print('modulo',modulo) 
    return modulo,inicio,Fin 
 
 
def Etiquetador(): 
    global Presencia,Proyeccion,Iluminacion 
     
    Registr=[[Presencia,Proyeccion,Iluminacion]] 
    etiqueta=arbol_etiqueta.predict(Registr) 
    return etiqueta 
 
 
 
def Predice(): 
    #print('Predice') 
    global Inicio,Fin,Dia 
    i=0 
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    minuto_pre=0 
    prediccion=pd.DataFrame() 
    minuto_pre=Inicio 
    
    while (minuto_pre < Fin): 
         
        predict=arbol_patron.predict([[Dia,minuto_pre]]) 
        prediccion[i]=predict 
        minuto_pre=minuto_pre+1 
        i=i+1 
    
    moda=prediccion.T.mode() 
    
    maximo=prediccion.T.max() 
   
    return moda,maximo 
 
 
def Prepara_Sala(): 
    global Moda,Maximo,Presencia,Proyector,Iluminacion,Telon,r,minuto 
       
    Anterior=[Telon,Proyector,Iluminacion] 
    if((Iluminacion==0)and(Presencia==1 or Puerta==0)): 
        Iluminacion=7 
        print('Enciende luces',Iluminacion) 
        print('minuto:',minuto) 
         
        if((Maximo.values==(2 or 3))and (Telon==1)): 
            print('Baja Telon') 
            print('minuto:',minuto) 
145 
 
            Telon=0 
    elif((Maximo.values==3)and(Proyector==1)and (Iluminacion==7)): 
        print('Apaga Luz B') 
        print('minuto:',minuto) 
        Iluminacion=5 
        if(Telon==1): 
            print('Baja Telon') 
            print('minuto:',minuto) 
            Telon=0 
    elif(Iluminacion==5)and(Proyector==0): 
        print('Enciende Luz A') 
        print('minuto:',minuto) 
        Iluminacion=7 
    elif((Iluminacion==7)and(Presencia==0)): 
        print('Apaga Todo') 
        print('minuto:',minuto) 
        Iluminacion=0 
        Telon=1 
    Actual=[Telon,Proyector,Iluminacion] 
    if (Anterior !=Actual): 
        Guardar=1 
    else: 
        Guardar=0 
     
    return Guardar,Actual #Luego usarlos en variables globales 
 
 
 
def Guarda_Reentrenamiento(): 
    global Dia,minuto,Presencia,Proyeccion,Iluminacion,Etiqueta 
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    Actual=[Dia,minuto,Presencia,Proyeccion,Iluminacion,Etiqueta] 
    #print('Actual',Actual) 
    archivo = csv.writer(open("resultado3.csv", "a",), delimiter=";",lineterminator='\n')    
    archivo.writerow(Actual)#DATA FRAME 
    print('Se guardÃ³ nuevo Registro***********',Actual) 
     
 
 
end=13893 
x=datetime.datetime.now() 
print(x.hour,':',x.minute) 
while (r<end): 
    #print('***Entre modulo') 
    Registro_sem2=Obten_Registro_semana2() 
    
Dia_,minuto_,Presencia_,Proyector_,Computador_=Registro_sem2[[[0]]],Registro_
sem2[[1]],Registro_sem2[[2]],Registro_sem2[[3]],Registro_sem2[[4]] 
    
Dia,minuto,Presencia,Proyector,Computador=Dia_[0],minuto_[0],Presencia_[0],Pro
yector_[0],Computador_[0] 
    Calc_modulo=Calcula_modulo() 
    Modulo,Inicio,Fin=Calc_modulo[0],Calc_modulo[1],Calc_modulo[2] 
    Prediccion=Predice() 
    Moda,Maximo=Prediccion[0],Prediccion[1] 
    dia_ini=Dia 
    while(minuto<Fin): 
        #print('***Preparando Sala') 
        Registro_sem2=Obten_Registro_semana2() 
        
Dia_,minuto_,Presencia_,Proyector_,Computador_=Registro_sem2[[[0]]],Registro_
sem2[[1]],Registro_sem2[[2]],Registro_sem2[[3]],Registro_sem2[[4]] 
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Dia,minuto,Presencia,Proyector,Computador=Dia_[0],minuto_[0],Presencia_[0],Pro
yector_[0],Computador_[0] 
        Preparacion=Prepara_Sala() 
        P=(str(Proyector)) 
        T=(str(Telon)) 
        C=(str(Computador)) 
        Proyeccion=int(P+T+C,2) 
        Etiqueta=Etiquetador() 
        Etiqueta=Etiqueta[0] 
         
        Guardar,Actual=Preparacion[0],Preparacion[1] 
        Guarda_Reentrenamiento() 
         
        if((Dia!=dia_ini)or(r>=fin)): 
            break 
x=datetime.datetime.now() 
print(x.hour,':',x.minute) 
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Anexo B: Códigos Adquisición de Datos 
13.1 Código Arduino 
 
/Pines de entradas analogas 
const char proyector =A0; 
const char pc        =A1; 
const char luz_A     =A2; 
const char luz_B     =A3; 
const char luz_C     =A4; 
//Pines de salidas digitales 
const int arriba    =5; 
const int abajo     =6; 
const int luzA_on   =7; 
const int luzB_on   =8; 
const int luzC_on   =9; 
//Pines de entradas digitales 
const int presencia =10; 
const int puerta    =11; 
const int telon     =12; 
int pres,puer,telo, 
pc_estado,Luz_A_estado,proyector_estado,Luz_B_estado,Luz_C_estado,pin_digit
al; 
char pin_analogo; 
 
void setup() { 
  pinMode(presencia, INPUT); 
  pinMode(puerta, INPUT); 
  pinMode(telon, INPUT); 
   
  pinMode(arriba, OUTPUT); 
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  pinMode(abajo, OUTPUT); 
  pinMode(luzA_on, OUTPUT); 
  pinMode(luzB_on, OUTPUT); 
  pinMode(luzC_on, OUTPUT); 
   
  Serial.begin(9600); 
  analogReference(INTERNAL); 
} 
 
void loop() { 
 //estados 
   pres = leer_digital(); 
   puer = leer_digital(puerta); 
   telo = leer_digital(telon); 
   Luz_A_estado = leer_luz(luz_A); 
   Luz_B_estado = leer_luz(luz_B); 
   Luz_C_estado = leer_luz(luz_C); 
   float pc_estado=leer_corriente(pc); 
   float proyector_estado=leer_corriente(proyector); 
   pint (pres,puer,telo, 
pc_estado,Luz_A_estado,proyector_estado,Luz_B_estado,Luz_C_estado)} 
    
   float leer_digital(); 
{ 
    int estado =0; 
    int dato=digitalRead(pin_digital); 
    if (dato == HIGH)  
    {estado=1; 
    else estado=0;} 
    return(estado);} 
150 
 
     
   int leer_luz(pin_analogo){ 
    int a =0; 
    int dato=analogRead(pin_analogo); 
    if dato<100{ estado=0;} 
    else {estado=1;} 
    return(estado);} 
    
   float leer_corriente(pin_analogo){ 
  int estado; 
  float voltajeSensor; 
  float corriente=0; 
  float Sumatoria=0; 
  long tiempo=millis(); 
  int N=0; 
  while(millis()-tiempo<500)//Duración 0.5 segundos(Aprox. 30 ciclos de 60Hz) 
  {  
    voltajeSensor = analogRead(pin_analogo) * (1.1 / 1023.0);////voltaje del sensor 
    corriente=voltajeSensor*5.0; //corriente=VoltajeSensor*(30A/1V) 
    Sumatoria=Sumatoria+sq(corriente);//Sumatoria de Cuadrados 
    N=N+1; 
    delay(1); 
  } 
  Sumatoria=Sumatoria*2;//Para compensar los cuadrados de los semiciclos 
negativos. 
  corriente=sqrt((Sumatoria)/N); //ecuación del RMS 
  if corriente > 0.1{estado=1;} 
  else {estado=0;} 
  return(estado); 
} 
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13.2 Código Python 
 
import csv 
import datetime 
import serial 
import time 
import numpy as np  
import pandas as pd 
 
arduino=serial.Serial('/dev/ttyACM0',baudrate=9600) 
arduino.open() 
sensores, post=0,0  
 
def Concatena(): 
    #print("concatena") 
    data=arduino.readline() 
    sensores=data.decode().strip('\r\n') 
    presencia=int(sensores[0]) 
    puerta=int(sensores[1]) 
    pc=int(sensores[2]) 
    proyector=int(sensores[3]) 
    telon=int(sensores[4]) 
    luz_a=int(sensores[5]) 
    luz_b=int(sensores[4]) 
    luz_c=int(sensores[5]) 
    x=datetime.datetime.now() 
    minuto=x.hour*60 + x.minute 
    dia=time.strftime("%a") 
    if dia=='Mon': 
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        dia=1 
    elif dia=='Tue': 
        dia=2 
    elif dia=='Wed': 
        dia=3 
    elif dia=='Thu': 
        dia=4 
    elif dia=='Fri': 
        dia=5 
    elif dia=='Sat': 
        dia=6 
    else: 
        dia=7 
    reg=[[dia,minuto,presencia,puerta,pc,proyector,luz_b,luz_c]] 
    registro=pd.DataFrame(data=reg) 
    return registro 
     
while (True): 
    registro=Concatena() 
    print (registro) 
    registro.to_csv('db.csv', sep=';',mode='a',index=False,header=False) 
    time.sleep(60) 
     
