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Abstract. We investigate vector perturbations with holonomy corrections in the
framework of loop quantum cosmology. Conditions to achieve anomaly freedom for
these perturbations are found at all orders. This requires the introduction of counter-
terms in the hamiltonian constraint. We also show that anomaly freedom requires
the diffeomorphism constraint to hold its classical form when scalar matter is added
although the issue of a vector matter source, required for full consistency, remains to
be investigated.The gauge-invariant variable and the corresponding equation of motion
are derived. The propagation of vector modes through the bounce is finally discussed.
21. Introduction
In the canonical formulation of general relativity, the Hamiltonian is a sum of
constraints. In particular, within the Asthekar framework [1], the Hamiltonian is a
sum of three constraints:
HG[N
i, Na, N ] =
1
2κ
∫
Σ
d3x
(
N iCi +N
aCa +NC
) ≈ 0, (1)
where κ = 8piG, (N i, Na, N) are Lagrange multipliers, Ci is called the Gauss constraint,
Ca is the diffeomorphism constraint, and C is the hamiltonian constraint. The sign ”≈”
means equality on the surface of constraints (i.e. weak equality). One can also define
the corresponding smeared constraints as follows:
C1 = G[N i] = 1
2κ
∫
Σ
d3x N iCi, (2)
C2 = D[Na] = 1
2κ
∫
Σ
d3x NaCa, (3)
C3 = S[N ] = 1
2κ
∫
Σ
d3x NC, (4)
that is such that HG[N
i, Na, N ] = G[N i] +D[Na] + S[N ]. The Hamiltonian is a total
constraint which is vanishing for all multiplier functions (N i, Na, N).
Because HG[N
i, Na, N ] ≈ 0 at all times, the time derivative of the Hamiltonian
constraint is also weakly vanishing, H˙G[N
i, Na, N ] ≈ 0. The Hamilton equation
f˙ = {f,HG[M i,Ma,M ]} therefore leads to{
HG[N
i, Na, N ], HG[M
i,Ma,M ]
} ≈ 0, (5)
which, when explicitly written, means:{
G[N i] +D[Na] + S[N ], G[M i] +D[Ma] + S[M ]
} ≈ 0. (6)
Due to the linearity of the Poisson bracket, one can straightforwardly find that the
condition (5) is fulfilled if the smeared constraints belong to a first class algebra
{CI , CJ} = fKIJ(Ajb, Eai )CK . (7)
In (7), the fKIJ(A
j
b, E
a
i ) are structure functions which, in general, depend on the phase
space (Ashtekar) variables (Ajb, E
a
i ). The algebra of constraints is fulfilled at the classical
level due to general covariance. To prevent the system from escaping the surface of
constraints, leading to an unphysical behavior, the algebra must also be closed at the
quantum level. In addition, it was pointed out in [2] that the algebra of quantum
constraints should be strongly closed (off shell closure). This means that the relation
(7) should hold in the whole kinematical phase space, and not only on the surface of
constraints (on shell closure). This should remain true after promoting the constraints
to quantum operators.
Loop quantum gravity (LQG) [3] is a promising approach to quantize gravity,
based on a canonical formalism parametrized by Ashtekar variables. The methods of
LQG applied to cosmological models are known as loop quantum cosmology (LQC)
3[4]. In LQC, quantum gravity effects are introduced by holonomies of Ashtekar
connection. This replacement is necessary because connection operators do not exist
in LQG. Rewriting classical constraints in terms of holonomies leads to two types of
quantum corrections: the so-called inverse-volume and holonomy corrections. Because
the constraints are quantum-modified, the corresponding Poisson algebra might not be
closed:
{CQI , CQJ } = fKIJ(Ajb, Eai )CQK +AIJ . (8)
Here, AIJ stands for the anomaly term which can appear due to the quantum
modifications. For consistency (closure of algebra), AIJ is required to vanish. The
condition AIJ = 0 implies some restrictions on the form of the quantum corrections.
In this paper, we will study this requirement to find a consistent way for introducing
quantum holonomy corrections to the vector perturbations.
The question of the construction of an anomaly-free algebra of constraints is
especially interesting to address in inhomogeneous LQC. Perturbations around the
cosmological background are indeed responsible for structure formation in the Universe.
This gives a chance to link quantum gravity effects with astronomical observations.
In the particular case of the flat FLRW background, the Ashtekar variables can be
decomposed as follows
Aia = γk¯δ
i
a + δA
i
a and E
a
i = p¯δ
a
i + δE
a
i , (9)
where k¯ and p¯ parametrize the background phase space, and γ is the so-called Barbero-
Immirzi parameter.
The issue of anomaly freedom for the algebra of cosmological perturbations was
extensively studied for inverse-volume corrections. It was shown that this requirement
can be fulfilled for first order perturbations. This was derived for scalar [5, 6], vector [7]
and tensor perturbations [8]. It is worth mentioning that, for the tensor perturbations,
the anomaly-freedom is automatically satisfied. Based on the anomaly-free scalar
perturbations, predictions for the power spectrum of cosmological perturbations were
also performed [9]. This gave a chance to put constraints on some parameters of the
model using observations of the cosmic microwave background radiation (CMB) [10].
The aim of this article is to address the issue of anomaly freedom for the holonomy-
corrected vector perturbations in LQC. It was shown in [7] that these perturbations can
be anomaly free up to the fourth order in the canonical variable k¯. This, however, is
not sufficient to perform the analysis of the propagation of vector modes through the
cosmic bounce. Vector perturbations with higher order holonomy corrections were also
recently studied [11]. It was shown there that, in this case, an anomaly-free formulation
can be found for the gravitational sector. In this paper, we apply a different method,
which is based on the introduction of counter-terms in the Hamiltonian constraint. We
show that the anomaly freedom conditions for vector modes with holonomy corrections
can be fulfilled in this way. The method is similar to the one used by Bojowald et al. in
the case of cosmological perturbations with inverse-volume corrections. As we will see,
the counter-terms do not introduce any higher-order holonomy corrections. This way of
4fulfilling the anomaly freedom is therefore different from what was done in [11], where
higher order terms are involved. Moreover, in Ref. [11], the issue of anomaly freedom was
studied for the gravity sector only and the formulation suffers from ambiguities. In our
study, scalar matter is introduced. The presence of this matter term fixes the ambiguity
associated with the holonomy correction. It should be underlined that without a vector
matter source, one cannot rigorously prove the anomaly cancellation. However, as will
be shown in the next sections, our approach is meaningful as the equations derived are,
as in [7], compatible with vector matter assuming pia = 0 but Va 6= 0.
Holonomy corrections arise while regularizing classical constraints, when expressing
the Ashtekar connection in terms of holonomies. In particular, the regularization of
the curvature of the Ashtekar connection F iab leads to the factor
(
sin(µ¯γk¯)
µ¯γ
)2
, which
simplifies to k¯2 in the classical limit µ¯ → 0. However, the Ashtekar connection does
not appear only because of F iab: in the classical perturbed constraints, terms linear in
k¯ are also involved. In principle, such terms should be holonomy-corrected. However,
there is no direct expression for them, analogous to the regularization of the F iab factor.
Nevertheless, one can naturally expect that k¯ factors are corrected by the replacement
‡
k¯ → sin(nµ¯γk¯)
nµ¯γ
, (10)
where n is some unknown integer. It should be an integer because, when quantizing the
theory, the eiγk¯ factor is promoted to be the shift operator acting on the lattice states. If
n was not an integer, the action of the operator corresponding to einγk¯ would be defined
in a different basis. Another issue is related with the choice of µ¯, which corresponds
to the so-called lattice refinement. Models with a power-law parametrization µ¯ ∝ p¯β
were discussed in details in the literature. While, in general, β ∈ [−1/2, 0], it was
pointed out that the choice β = −1/2 is favored [13]. This particular choice is called
the µ¯−scheme (new quantization scheme). Studies in this article are performed for the
general power-law case µ¯ ∝ p¯β.
For the sake of simplicity, we use the notation
K[n] :=


sin(nµ¯γk¯)
nµ¯γ
for n ∈ Z/{0},
k¯ for n = 0,
(11)
for the holonomy correction function. The introduction of holonomy corrections is
therefore performed by replacing k¯ → K[n]. However, factors k¯2 are simply replaced by
K[1]2, because they arise from the curvature of the Ashtehar connection. For the linear
terms, the integers are parameters to be fixed.
‡ this was derived rigorously e.g. for the Bianchi II model [12].
52. Vector perturbations with holonomy corrections
Vector modes within the canonical formulation were studied in [7]. It was shown there
that
δEai = −p¯(c1∂aFi + c2∂iF a), (12)
where c1 + c2 = 1 and the divergence-free condition δ
i
aδE
a
i = 0 is fulfilled. The values
of c1 and c2 depend on the gauge choice. However, due to the Gauss constraint, only
symmetric variables are invariant under internal rotations. This is the case for δE(ai),
which is consequently independent on the specific choice of c1 and c2, and should be
preferred. The perturbation of the shift vector is parametrized as δNa = Sa.
We consider the quantum holonomy-corrected hamiltonian constraint given by
SQ[N ] =
1
2κ
∫
Σ
d3x
[
N¯(C(0) + C(2))
]
, (13)
where
C(0) = − 6√p¯ (K[1])2 , (14)
C(2) = − 1
2p¯3/2
(K[1])2 (1 + α1)(δE
c
jδE
d
kδ
k
c δ
j
d) +
√
p¯(δKjc δK
k
d δ
c
kδ
d
j )
− 2√
p¯
(K[v1]) (1 + α2)(δE
c
jδK
j
c ). (15)
Holonomy corrections were introduced by replacing k¯ → K[n]. Two counter-term
functions α1 and α2, whose interest will be made clear later, were also added. In the
classical limit K[n] → k¯, and αi = αi(p¯, k¯) → 0, with i = 1, 2. We have assumed here
that αi are functions of the background variables only and that v1 is an integer to be
fixed. The hamiltonian constraint (13) corresponds to the one investigated in [7] while
setting αi = 0. However, as we will show, it is necessary to introduce these additional
factors, which vanish in the classical limit. These factors can, of course, also be viewed
as contributions from the two counter-terms
SC1 = − α1
2κ
∫
Σ
d3x
N¯
2p¯3/2
(K[1])2 (δEcjδE
d
kδ
k
c δ
j
d), (16)
SC2 = − α2
2κ
∫
Σ
d3x
2N¯√
p¯
(K[v1]) (δE
c
jδK
j
c ) (17)
to the holonomy-corrected hamiltonian constraint.
A similar method of counter-terms was successfully applied for perturbations with
inverse-volume corrections. In that case, it was possible to fix the counter-terms so as
to make the algebra anomaly free. In this article, we follow the same path so as to find
explicit expressions for α1 and α2.
For the sake of completeness, we also introduce holonomy corrections to the
diffeomorphism constraint, as follows:
DQ[Na] =
1
κ
∫
Σ
d3xδN c
[−p¯(∂kδKkc )− (K[v2]) δkc (∂dδEdk)] , (18)
6where v2 is an unknown integer. It is worth emphasizing here that within LQG,
the diffeomorphism constraint is fulfilled at the classical level while constructing the
diffeomorphism invariant spin network states. If LQC was really derived from the full
LQG theory, the classical form of the diffeomorphism constraint should therefore be
used. However, at this early stage of the understanding of LQC, it might be safe
to allow for some generalizations by introducing the holonomy correction also to the
diffeomorphism constraint. This hypothesis was already studied in [14] in the case
of holonomy-corrected scalar perturbations. It was assumed there that the holonomy
correction function was given by K[2]. In this work, we prefer to keep a more general
expression K[v2] with a free v2 parameter. We will investigate whether this additional
modification can help to fulfill the anomaly freedom conditions.
In order to investigate the algebra of constraints, the Poisson bracket has to
be defined. We start with the gravity sector for which the Poisson bracket can be
decomposed as follows:
{·, ·} = κ
3V0
(
∂·
∂k¯
∂·
∂p¯
− ∂·
∂p¯
∂·
∂k¯
)
+ κ
∫
Σ
d3x
(
δ·
δδKia
δ·
δδEai
− δ·
δδEai
δ·
δδKia
)
. (19)
The algebra of constraints (13) and (18) shall now be investigated. Using the
Poisson bracket (19), we find:{
SQ[N1], S
Q[N1]
}
= 0, (20){
DQ[Na1 ], D
Q[Na2 ]
}
= 0, (21)
{
SQ[N ], DQ[Na]
}
=
N¯√
p¯
BDQ[Na]
+
N¯
κ
√
p¯
∫
Σ
d3xδN cδkc (∂dδE
d
k)δE
d
kA, (22)
where B := (1 + α2)K[v1] + K[v2] − 2K[2], and A is the anomaly function which, for
reasons that shall be made clear later, is decomposed in two parts A = A1 +A2, where
A1 = BK[v2], (23)
A2 = 2K[2]p¯∂K[v2]
∂p¯
− 1
2
(K[1])2 cos(v2µ¯γk¯)− 2K[1]p¯∂K[1]
∂p¯
cos(v2µ¯γk¯)
+ (1 + α2)K[v1]K[v2]− 1
2
K[1]2(1 + α1). (24)
This decomposition was made such that, in the classical limit (µ¯ → 0), both
contributions to the anomaly vanish separately. Using the relation
p¯
∂K[n]
∂p¯
=
(
k¯ cos(nµ¯γk¯)−K[n]) β, (25)
the second contribution can be re-written as:
A2 = − 2βK[2]K[v2] + (1 + α2)K[v1]K[v2] + (2β − 1/2)(K[1])2 cos(v2µ¯γk¯)
− 1
2
(K[1])2(1 + α1). (26)
7The full anomaly term is given by:
A = 2(1 + α2)K[v1]K[v2]− 1
2
(K[1])2(1 + α1)− 2(1 + β)K[2]K[v2] +K[v2]2
+ (2β − 1/2)(K[1])2 cos(v2µ¯γk¯). (27)
3. Anomaly freedom in the gravity sector
The requirement of the anomaly freedom for the gravity sector reads as A = 0. Under
this condition, the algebra of constraints becomes closed but deformed, in particular:
{
SQ[N ], DQ[Na]
}
= DQ
[
N¯√
p¯
BNa
]
. (28)
The structure of space-time is therefore also modified. This is illustrate in Fig. 1 where
one can notice that the hamiltonian and diffeomorphism constraints generate gauge
transformations in directions respectively normal and parallel to the hypersurface. In
Figure 1. Pictorial representation of the hypersurface deformation algebra.
the classical limit, B → 0 and both the transformations commute at the perturbative
level.
3.1. The no counter-terms case
Let us start by analyzing the condition A = 0 without any counter-term (i.e. with
α1 = α2 = 0). This case corresponds to the one studied in [7] generalized by the
contribution from the corrected diffeomorphism constraint. It was shown in that work
that, if v2 = 0, the anomaly-freedom condition can be satisfied up to the k¯
4 order only.
Here, we investigate whether this might be improved by the additional correction made
to the diffeomorphism constraint.
By setting α1 = α2 = 0, the anomaly term given by (27) can be expanded in powers
of the canonical variable k¯ as follows:
A
(µ¯γ)2
=
1
12
(
20− 4v21 − v22 + 8β − 8v22β
)
x4
+
1
720
(−224 + 12v41 − 220v22 + 40v21v22 + 17v42
− 128β + 80v22β + 48v42β
)
x6 +O(x8), (29)
8where we have defined x := µ¯γk¯ and x ∈ [0, pi]. Clearly, in the classical limit µ¯ → 0,
the anomaly tends to zero. Requiring the anomaly cancellation up to the fourth order
leads to the condition:
20− 4v21 − v22 + 8β − 8v22β = 0. (30)
It can be shown that the condition of anomaly cancellation up to orders higher than
four cannot be met. For β = −1/2 (µ¯−scheme), the above equation simplifies to the
quadratic Diophantine equation:
16− 4v21 + 3v22 = 0. (31)
This equation can be reduced to a Pell-type equation and solved for an infinite number of
pairs of integers (v1, v2). The first three solutions are (2, 0), (4, 4) and (14, 16). The first
one (2, 0) corresponds to the case studied in [7], where the diffeomorphism constraint
was kept at its classical form. The value v1 = 2 obtained in this case was also used to
fix the ambiguity for the holonomy-corrected tensor perturbations [8]. If the holonomy
modified diffeomorphism constraint is used, the ambiguity cannot be fixed anymore due
to the infinite number of solutions to Eq. (31).
As we have shown, the modification of the diffeomorphism constraint does not help
satisfying the anomaly freedom conditions in the absence of counter-terms. In this
case, the anomaly freedom can be fulfilled up to the fourth order in x. In the semi-
classical limit x≪ 1, the anomaly cancellation up to the fourth order might be a good
approximation. However, when approaching the bounce, where x = pi
2
, contributions
from higher order terms become significant and the effects of the anomaly cannot be
neglected anymore. Studies of vector perturbations during the bounce phase cannot be
performed in such a setup. In order to study vector perturbations through the bounce,
the anomaly cancellation at all orders is required. This probably makes mandatory the
introduction of counter-terms.
3.2. The general case
Let us consider the general case with non-vanishing counter-terms. In this case, the
requirement A = 0 can be translated into a relation between the two counter-terms α1
and α2:
α1 = − 1 + 4(1 + α2)K[v1]K[v2]
K[1]2
− 4(1 + β)K[2]K[v2]
K[1]2
+ 2
K[v2]
2
K[1]2
+ (4β − 1) cos(v2µ¯γk¯). (32)
With this choice for the α1 function, the anomaly is removed. However a significant
ambiguity remains. Namely, the function α2 together with parameters v1 and v2 remain
undetermined. A particularly interesting case corresponds to the choice α2 = 0. This
determines α1. Of course, this also works the other way round: one can set α1 = 0
and derive the correct expression for α2. Therefore, two special cases, heuristically
9motivated, where one of the counter-terms is vanishing, are worth studying:
α1 = − 1 + 4K[v1]K[v2]
K[1]2
− 4(1 + β)K[2]K[v2]
K[1]2
+ 2
K[v2]
2
K[1]2
+ (4β − 1) cos(v2µ¯γk¯), (33)
α2 = 0, (34)
and
α1 = 0, (35)
α2 = − 1 + 1
4
(K[1])2
K[v1]K[v2]
+ (1 + β)
K[2]
K[v1]
− 1
2
K[v2]
K[v1]
− (β − 1/4)(K[1])
2 cos(v2µ¯γk¯)
K[v1]K[v2]
. (36)
To conclude, at least one counter-term is necessary to fulfill the anomaly freedom
conditions for the gravity sector.
3.3. The B = 0 case
Another possible way to fix the ambiguity in the choice of the α1 and α2 functions could
be to set B = 0. With this restriction, the anomaly cancellation is fulfilled by imposing
A2 = 0 as A1 ∝ B = 0. As mentioned earlier, both A2 and A1 separately tend to zero
in the classical limit, making this decomposition meaningful.
In this case, the Poisson bracket between the hamiltonian and diffeomorphism
constraints is just
{
SQ[N ], DQ[Na]
}
= 0. The conditions B = 0 and A2 = 0 can
be translated into expressions for the α1 and α2 functions:
α1 = − 1 + 4(1− β)K[2]K[v2]
K[1]2
− 2K[v2]
2
K[1]2
+ (4β − 1) cos(v2µ¯γk¯), (37)
α2 = − 1 + 2K[2]−K[v2]
K[v1]
. (38)
The expressions for α1 and α2 are parametrized by the integers v1 and v2 only. However,
the dependence upon v1 vanishes when α2 is used in the hamiltonian constraint.
The derived expressions for α1 and α2 do contain K[n] functions in the
denominators. In principle, α1 and α2 could therefore diverge for some values of k¯.
However, in the counter-terms SC1 and SC2, α1 is multiplied by K[1]
2 and α2 by K[v1].
The subsequent cancellation prevents any physical divergence from occurring.
4. Introducing matter
We have shown that the gravity sector of the vector perturbations with holonomy
corrections can be made anomaly free. We will now extend this result by introducing
scalar matter. The matter Hamiltonian does not depend on the Ashtekar connection and
10
is therefore not subject to holonomy corrections. Furthermore, for vector perturbations,
δN = 0. The matter Hamiltonian is perturbed up to the second order as follows:
Hm[N ] = H¯m + δHm =
∫
Σ
d3xN¯(C(0)m + C
(2)
m ), (39)
where
C(0)m = p¯
3/2
[
1
2
p¯i2
p¯3
+ V (ϕ¯)
]
. (40)
The value of C
(2)
m is given by
C(2)m =
1
2
δpi2
p¯3/2
+
1
2
√
p¯δab∂aδϕ∂bδϕ+
1
2
p¯3/2V,ϕϕ(ϕ¯)δϕ
2
+
(
1
2
p¯i2
p¯3/2
− p¯3/2V (ϕ¯)
)
δkc δ
j
dδE
c
jδE
d
k
4p¯2
, (41)
where we have used the condition δiaδE
a
i = 0. The matter diffeomorphism constraint is
given by:
Dm[N
a] =
∫
Σ
d3xδNap¯i(∂aδϕ). (42)
The total hamiltonian and diffeomorphism constraints are
Stot[N ] = S
Q[N ] +Hm[N ], (43)
Dtot[N
a] = DQ[Na] +Dm[N
a]. (44)
The resulting Poisson brackets are the following:
{Stot[N1], Stot[N1]} = 0, (45)
{Dtot[Na1 ], Dtot[Na2 ]} = 0, (46)
{Stot[N ], Dtot[Na]} = N¯√
p¯
BDQ[Na] + N¯
κ
√
p¯
∫
Σ
d3xδN cδkc (∂dδE
d
k)δE
d
kA
+[cos(v2µ¯γk¯)− 1]
√
p¯
2
(
p¯i2
2p¯3
− V (ϕ¯)
)∫
Σ
d3xN¯∂c(δN
a)δjaδE
c
j
+
p¯i
p¯3/2
∫
Σ
d3xN¯(∂aδN
a)δpi − p¯3/2Vϕ(ϕ¯)
∫
Σ
d3xN¯(∂aδN
a)δϕ. (47)
Anomaly freedom requires B = 0, A = 0, v2 = 0 (classical diffeomorphism constraint),
and also δϕ = 0 = δpi. The latter conditions δϕ = 0 = δpi are due to the fact that
metric scalar perturbations are not considered. Consistently, scalar field perturbations
are vanishing too. In fact, one could set δϕ = 0 = δpi from the very beginning but,
without assuming this, it can be shown that the condition δϕ = 0 = δpi in fact resulting
from the anomaly freedom.
The associated counter-terms are given by (37) and (38) with v2 = 0. Two non-
vanishing counter-terms are required in contrast to the gravity sector, where only one
counter-term was sufficient to fulfill the anomaly freedom conditions. The integer v1
remains undetermined but the dependence upon this parameter cancels out in the
11
hamiltonian constraint. Namely, applying the counter-terms (37) and (38) with v2 = 0,
we find that the anomaly free hamiltonian constraint is given by:
SQfree[N ] =
1
2κ
∫
Σ
d3x
[
N¯(C
(0)
free + C
(2)
free)
]
, (48)
where
C
(0)
free = − 6
√
p¯ (K[1])2 , (49)
C
(2)
free = −
1
2p¯3/2
[
4(1− β)K[2]k¯ − 2k¯2 + (4β − 1)K[1]2] (δEcjδEdkδkc δjd)
+
√
p¯(δKjcδK
k
d δ
c
kδ
d
j )−
2√
p¯
(
2K[2]− k¯) (δEcjδKjc ). (50)
The gravitational diffeomorphism constraint holds its classical form(v2 = 0). This is in
agreement with LQG expectations. Interestingly, this can also be obtained here as a
result of anomaly freedom.
The obtained anomaly-free Hamiltonian (48) is determined up to the choice of the
µ¯ functions. There are no other remaining ambiguities. The µ¯ function appears in
definition of the K[n] function. Because of this, there is also explicit appearance of the
factor β in equation (50). The choice β = −1/2 is preferred by various considerations
[13]. Recently, this value was shown to be required also by the conditions on the
anomaly-free scalar perturbations with holonomy corrections [15]. For this choice of
the β parameter, the remaining freedom is a parameter of proportionality in relation
µ¯ ∝ p¯−1/2. This parameter can be written as √∆, so µ¯ =√∆/p¯. The parameter ∆ has
interpretation of physical area, around which the elementary holonomy is defined. It is
expected that ∆ ∼ l2P l, where lP l is the Planck length. However, determination of the
accurate value of ∆ is a subject to empirical verifications.
It is worth noticing about the Hamiltonian constraint (48) that the effective
holonomy corrections, due to the counter-terms, are no longer almost periodic functions,
defined as follows [16]
f(k¯) =
∑
n
ξne
iµ¯γk¯n. (51)
In this expression, n runs over a finite number of integers and ξn ∈ C. This does
not lead to any problem at the classical level. However, difficulties may appear when
going to the quantum theory on lattice states. This is because the quantum operator
corresponding to k¯ does not exist in contrast to the K[n] functions, which are almost
periodic functions. This problem does not exist if the gravitational sector, without any
matter content, is considered alone. However, the diffeomorphism constraint then has
to be holonomy corrected, as studied previously. In such a case, the background terms
in the anomaly-free gravitational Hamiltonian are almost periodic functions. The loop
quantization can therefore be directly performed.
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5. Gauge invariant variable
The coordinate transformation xµ → xµ + ξµ generates a tensor gauge transformation.
In the case of vector modes, the coordinate transformation is parametrized by the
shift vector Na = ξa, where ξa,a = 0, Therefore, the resulting gauge transformation
is generated by the diffeomorphism constraint δξf = {f,DQ[ξa]}. The corresponding
transformations for the canonical variables are:
δξ(δE
a
i ) = {δEai , DQ[ξa]} = −p¯∂iξa, (52)
δξ(δK
i
a) = {δKia, DQ[ξa]} = K[v2]∂aξi. (53)
Based on the equation of motion E˙ai = {Eai , HG}, and the definition (12), one finds the
expression of δKia. The dot means differentiation with respect to the conformal time
since we have chosen N¯ =
√
p¯. Using equations (52) and (53) one finds:
δξF
a = ξa, (54)
δξS
a = ξ˙a + (2K[2]−K[v1](1 + α2)−K[v2])ξa. (55)
Based on this, one can define a gauge invariant variable
σa := Sa − F˙ a − (2K[2]−K[v1](1 + α2)−K[v2])︸ ︷︷ ︸
=−B
F a, (56)
such that δξσ
a = 0.
6. Equations of motion
In this section we derive the equation of motion for the gauge-invariant variable found
in the previous section.
For the sake of completeness, we recall that the equations of motion for the
background part are:
˙¯p = N¯2
√
p¯(K[2]), (57)
˙¯k = − N¯√
p¯
[
1
2
(K[1])2 + p¯
∂
∂p¯
(K[1])2
]
+
κ
3V0
(
∂H¯m
∂p¯
)
, (58)
where H¯m = V0N¯C
(0)
m and N¯ =
√
p¯. For a free scalar field, an analytical solution to
these equations can be found [17]:
p¯ =
(
1
6
γ2∆pi2ϕκ+
3
2
κpi2ϕt
2
)1/3
. (59)
This solution represents a symmetric bounce.
The diffeomorphism constraint δ
δδNa
Dtot[N
a] = 0 leads to the equation
p¯(∂kδK
k
a ) + (K[v2]) δ
k
a(∂dδE
d
k) = κp¯i∂a(δϕ). (60)
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Using the symmetrized variables
δK(ia) =
1
2
[
(2K[2]−K[v1](1 + α2))
(
Fa,
i + F i,a
)
+
(
Fa,
i + F i,a
)
˙− (Sa,i + Si,a)]
= − 1
2
(
σa,
i + σi,a
)
+
1
2
K[v2]
(
Fa,
i + F i,a
)
, (61)
and
δE(ia) = −p¯1
2
(
Fa,
i + F i,a
)
, (62)
equation (60) can be rewritten as
− p¯
2
∇2σa = κp¯i∂a(δϕ). (63)
Because δϕ = 0 (from the anomaly-free condition), the symmetric diffeomorphism
constraint simplifies to the Laplace equation ∇2σa = 0. Since, the spatial slice is flat
(Σ = R3) there are no boundary conditions on σa. This restricts the possible solutions of
the Laplace equation to σa = ba+ d
c
axc, where ba and d
c
a are sets of constants. However,
because σa is a perturbation (there is no contribution from the zero mode),∫
Σ
d3xσa = 0, (64)
as required from the consistency of the perturbative expansion. This is also the reason
why the first order perturbation of the Hamiltonian is vanishing,
∫
Σ
C(1)d3x = 0.
Condition (64) implies ba = 0 and d
c
a = 0, which leads to σa = 0. This shows that
our gauge invariant variable σa is identically equal to zero in absence of vector matter,
in agreement with earlier studies [18]. This can also be proved by expanding σa into
Fourier modes.
In order to have non-vanishing (physical) vector modes σa, a source term in equation
(63) therefore has to be present. With ”vector matter”, this reads as [7]:
− 1
2p¯
∇2σa = 8piG(ρ+ P )Va, (65)
where ρ and P are the energy density and pressure of the vector matter and Va is a matter
perturbation vector. If (ρ+ P )Va 6= 0 then σa 6= 0 so physical vector perturbations are
expected. However, it should be pointed out that proving that the formulation remains
anomaly-free in presence of the vector matter remains an open issue. This could be
checked,e.g., by introducing an electromagnetic field in the Hamiltonian formulation
[19]. We leave this problem to be analyzed elsewhere.
Due to the Gauss constraint, we introduce the symmetrized variable
S
i
a := σ
i
,a + σa,
i. (66)
The equation of motion for this variable reads as:
− 1
2
d
dη
S
i
a −
1
2
(2K[2] + B)Sia +AF (i,a) = κp¯δT (ia), (67)
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where
δT ia =
1
p¯
[(
1
3V0
∂H¯m
∂p¯
)(
δEcjδ
j
aδ
i
c
p¯
)
+
δHm
δδEai
]
. (68)
For scalar matter δT ia = 0. The same holds for tensor modes [20] (the reasons are the
same because δiaδE
a
i = 0 and δN = 0). When imposing the anomaly freedom conditions
A = 0 and B = 0, equation (67) simplifies to
− 1
2
d
dη
S
i
a −
1
2
(2K[2])︸ ︷︷ ︸
= 1
p¯
dp¯
dη
S
i
a = 0, (69)
with fully determined coefficients. Of course without vector mater, as discussed above,
the variable Sia is equal to zero and the equation (69) is trivially satisfied. However,
the presence on a non-vanishing contribution from Va allows for non-trivial solutions of
equation (69). In such a case, equation (69) leads to:
S
i
a =
const
p¯
=
const
a2
. (70)
For a symmetric bounce driven by a free scalar field:
S
i
a ∝
1(
2pi
3
√
3
γ3l2Pl + t
2
)1/3 . (71)
The evolution is smooth through the bounce. The amplitude of the perturbations grows
during the contraction and decreases in the expanding phase. The maximum amplitude
is reached at the transition point (bounce). Moreover, this evolution is independent on
the length of the considered mode, as can be seen by performing a Fourier transform of
the function σa. Because of this, there is significant difference with respect to tensor and
scalar perturbations. For the scalar and tensor perturbations, the evolution is different
depending on whether the mode length is shorter or longer that the Hubble horizon. In
particular, on super-horizon scales, the amplitude of the scalar and tensor perturbations
is frozen. In contrast, for the vector modes there is no such effect. Therefore, in an
expanding universe, the amplitude of vector modes decreases with respect to the super-
horizon tensor and scalar perturbations. The contribution from vector modes becomes
negligible during the expansion phase. However, the situation reverses in the contracting
phase, before the bounce. Then, the amplitude of the vector perturbations grows with
respect to the super-horizon tensor and scalar perturbations. Therefore, on very large
scales the vector perturbations can play an important role, e.g. leading to the generation
of large scale magnetic fields [21]. This could lead to a new tool to explore physics of
the (very) early universe.
7. Summary and conclusions
In this paper we have studied the issue of anomaly cancellation for vector modes with
holonomy corrections in LQC. Our strategy is based on the introduction of counter-
terms in the holonomy-corrected hamiltonian constraint. In our study, we have also
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introduced possible holonomy corrections to the diffeomorphism constraint. We have
shown, first, that the anomaly cancellation cannot be achieved without counter-terms.
Holonomy corrections to the diffeomorphism constraint do not help significantly to fulfill
the anomaly freedom conditions, that are anyway satisfied up to the fourth order in the
canonical variable k¯. Then, we have studied the anomaly issue for the gravitational
sector with two counter terms. We have shown that the conditions of anomaly freedom
can be met with at least one non-vanishing counter-term. The resulting effective
holonomy corrections are almost periodic functions only if the diffeomorphism constraint
is holonomy corrected. Subsequently, we have investigated the issue of anomaly
cancellation when a matter scalar field is added. In this case, the closure conditions are
more restrictive and fully determine the form of the resulting hamiltonian constraint.
Moreover, this requires that the diffeomorphism constraint holds its classical form, in
agreement with LQG expectations. Because of this, the effective holonomy corrections,
which take into account contributions from the counter-terms, are no more almost
periodic functions. We have found the gauge invariant variable and the corresponding
equation of motion. The solution to this equation were also given. We have analyzed
this solution for the symmetric bounce model to point out that the vector perturbations
smoothly pass through the bounce, where their amplitude reaches its maximum but
finite value. The work performed here for scalar matter should be extended to vector
matter to fully address the considered issue.
In [15], we address the related issue of anomaly freedom for scalar perturbations
with holonomy corrections. This is most important from the observational viewpoint.
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