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THE SUPER-VIRASORO SINGULAR VECTORS AND
JACK SUPERPOLYNOMIALS RELATIONSHIP REVISITED
O. BLONDEAU-FOURNIER, P. MATHIEU, D. RIDOUT, AND S. WOOD
Abstract. A recent novel derivation of the representation of Virasoro singular vectors in terms of Jack
polynomials is extended to the supersymmetric case. The resulting expression of a generic super-Virasoro
singular vector is given in terms of a simple differential operator (whose form is characteristic of the sector,
Neveu-Schwarz or Ramond) acting on a Jack superpolynomial. The latter is indexed by a superpartition
depending upon the two integers r, s that specify the reducible module under consideration. The corre-
sponding singular vector (at grade rs/2), when expanded as a linear combination of Jack superpolynomials,
results in an expression that (in addition to being proved) turns out to be more compact than those that
have been previously conjectured. As an aside, in relation with the differential operator alluded to above, a
remarkable property of the Jack superpolynomials at α = −3 is pointed out.
1. Introduction
1.1. Brief overview of past results in the superconformal case. The remarkable relationship between
Virasoro singular vectors and Jack polynomials [2, 16, 17, 19] turns out to have a surprising supersymmetric
counterpart. Indeed, there are two completely different formulations of this representation of the super-
Virasoro singular vectors in terms of symmetric polynomials.
The first one [9] relies on the extension of the Jack polynomials to superpolynomials, which are polyno-
mials that depend upon additional anticommuting variables. In this context, the simple link which exists
in the Virasoro case, namely that a singular vector is represented by a single Jack indexed by a rectangular
partition, becomes somewhat more complicated. Indeed, instead of a single Jack superpolynomial (sJack
for short) indexed by a superpartition of rectangular form, a singular vector is represented by a linear com-
bination of sJacks indexed by the so-called self-complementary superpartitions which are controlled by the
expected rectangle. A self-complementary superpartition is such that when glued in a specific manner with
(a slightly modified version of) itself, it fills the defining rectangle. The explicit expression for the coefficients
of these linear combinations has been conjectured (and heavily tested) in both the Neveu-Schwarz (NS) and
Ramond (R) sectors[1, 9].
The second one [3], proposed almost simultaneously, bypasses the manipulation of fermionic variables
by bosonising the free fermion modes in an intricate way. Then the symmetric polynomial representing the
singular vector is a Uglov polynomial indexed by a rectangular partition, exactly as in the Virasoro case. The
Uglov polynomials, like the Jacks, can be obtained from the Macdonald polynomials, which depend upon
two parameters q and t, in a special limit. While the Jack case is recovered by taking q = tα and t→ 1, the
Uglov case corresponds to q = −|t|α and t → −1 (see e.g., [14, Chap. 10]). This connection, conjectured in
[3], has recently been proved in [20]. Notice however that this second construction is limited to the NS sector.
In the present work, we reconsider the first approach along the lines of the argument of [17] which is
sketched in the following subsection.
1.2. Schematic version of the argument in the Virasoro case. The derivation of the relationship
Virasoro-Jack proceeds via the following steps.
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(1) Using the free boson representation of the Virasoro algebra, write the singular vector at grade rs in
terms of a composite screening charge as
|χr,s〉 =
∫
dz f(z, h−) |ηr,s〉 (1.1)
where f is a polynomial in the free boson negative modes (h− is the subalgebra of the negative
modes of the Heisenberg algebra, see (2.13)) and in the z = (z1, . . . , zr) variables. This function
comes from the normally ordered product of r vertex operators together with the prefactor generated
by this ordering. The vector |ηr,s〉 is a suitable Fock highest-weight state specified by two positive
integers r and s, such that the resulting expression |χr,s〉 is a well-defined (nontrivial) singular vector.
(2) Identify, within f , a Jack polynomial evaluated at z−1i , so that
f(z, h−) = P
(α)
(sr)(z
−1)R(z, h−) (1.2)
where (sr) is the rectangular partition whose diagram has r rows all of length s and α is a free
parameter — free because this Jack actually does not depend upon α, being equal to a single
monomial. This is so because the number of variables is equal to the number of parts in (sr) and
because (sr) is the lowest partition (with respect to the dominance ordering) of degree rs having
this property. The term R(z, h−) contains a factor w(z;κ) which is precisely the weight function
defining the scalar product for the Jacks with a particular parameter κ:
〈P (κ)λ , P (κ)µ 〉 ∝
∫
dz w(z;κ)P
(κ)
λ (z
−1)P (κ)ν (z). (1.3)
This suggests trying to write the integral over f(z, h−) in terms of a scalar product for which, by
setting α = κ, we already have the left component, namely P
(κ)
(sr)(z
−1), and the weight w(z;κ).
(3) Introduce an algebra isomorphism ̺ relating the operators an, n < 0, of h− to symmetric polynomials:
̺(pm) = γ a−m (1.4)
where γ is a constant to be fixed shortly and pm =
∑∞
i=1 y
m
i with the yi being new variables (in
unlimited number). Under the inverse action of this isomorphism, R(z, h−) gets transformed into
R(z, y).
(4) Then observe that there is a particular value of γ, related to κ, for which R(z, y) can be decomposed
as
R(z, y) = w(z;κ)
∑
ν
P (κ)ν (z)P
(κ)
ν (y) bν(κ) (1.5)
for some constant bν(κ). We have thus
|χr,s〉 =
∑
ν
bν(κ) ̺
(
P (κ)ν (y)
)∫
dz w(z;κ)P
(κ)
(sr)(z
−1)P (κ)ν (z) |ηr,s〉 (1.6)
(5) We next use the orthogonality property of the Jacks, namely:∫
dz w(z;κ)P
(κ)
λ (z
−1)P (κ)ν (z) ∝ δλ,ν (1.7)
to conclude that
|χr,s〉 ∝ ̺
(
P
(κ)
(sr)(y)
) |ηr,s〉 (1.8)
the sought-for result.
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1.3. How the argument is modified in the superconformal case. Again we keep the presentation at
a sketchy level. The free field representation of the superconformal algebra involves a free boson and a free
fermion.
(1) A singular vector at grade rs/2 (in a reducible highest-weight module of the superconformal algebra)
is written in terms of a composite screening charge
|χr,s〉 =
∫
dz dθ F (z, θ, (h⊗ C)−)|ηr,s〉 (1.9)
which is expressed in terms of the variables z = (z1, . . . , zr) and a set of anticommuting variables
θ = (θ1, . . . , θr). The function F (·) is the product of r normally ordered super-vertex operators. The
notation (h⊗ C)− refers to the negative modes of the free boson and the free fermion (C stands for
Clifford algebra, which is sector-dependent, NS or R). The highest weight |ηr,s〉 is the tensor product
of suitable bosonic and fermionic highest-weight states.
(2) Appealing to the theory of symmetric superpolynomials, we identify within the function F (·) a Jack
superpolynomial P
(κ)
Γ in the variables (z
−1, ∂θ), i.e.,
F (z, θ, (h⊗ C)−) = P (κ)Γ (z−1, ∂θ)B(z, θ)w(z;κ)R(z, θ, (h⊗ C)−). (1.10)
The replacement of the variables (z, θ) by (z−1, ∂θ) in a superpolynomial can be interpreted as the
adjoint operation defined by the orthogonality relation of superpolynomials:
P
(κ)
Γ (z
−1, ∂θ) =
[
P
(κ)
Γ (z, θ)
]†
. (1.11)
The label Γ, called a superpartition, is a direct generalization of the rectangular partition (sr). In
addition, we obtain a residual (sector-dependent) factor B(z, θ) that is neither part of a sJack nor
part of the weight function w(z;κ) defining the sJack scalar product. The expression for B(z, θ)
can be transformed into an operator that acts on the Jack superpolynomial, inside the orthogonality
relation:
P
(κ)
Γ (z
−1, ∂θ)B(z, θ) =
[
B†P (κ)Γ (z, θ)
]†
. (1.12)
B† is symmetric but it does not act diagonally on P (κ)Γ (z, θ). Therefore B
†P (κ)Γ (z, θ) generates a
linear combination of Jack superpolynomials:
B†P (κ)Γ (z, θ) =
∑
Ω
dΓ,Ω(κ)P
(κ)
Ω (z, θ). (1.13)
(3) We then define an algebra isomorphism whose inverse maps the term R(·) into the power sum version
of the Cauchy formula which can be transformed into a bilinear sum of sJacks:
̺ : R(z, θ, (h⊗ C)−) ←
∑
Λ
P
(κ)
Λ (z, θ)P
(κ)
Λ (y, φ)bΛ(κ). (1.14)
(4) The singular vector (1.9) becomes then
|χr,s〉 =
∑
Λ
bΛ(κ) ̺
(
P
(κ)
Λ (y, φ)
) ∫
dz dθ w(z;κ)
[
B†P (κ)Γ (z, θ)
]†
P
(κ)
Λ (z, θ) |ηr,s〉. (1.15)
(5) Finally, we use the orthogonality relation of the sJacks,∫
dz dθ w(z;κ)
[
P
(κ)
Ω (z, θ)
]†
P
(κ)
Λ (z, θ) ∝ δΩ,Λ, (1.16)
to conclude that the singular vector is given by a linear combination of the terms that appear in
B†P (κ)Γ (z, θ) but whose expansion coefficients are dressed by normalization factors nΩ, i.e., dΓ,Ω →
dΓ,Ω nΩ. The resulting expression for the singular vector is thus of the form
|χr,s〉 =
∑
Ω
dΓ,Ω nΩ ̺
(
P
(κ)
Ω (y, φ)
)
|ηr,s〉 (1.17)
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Now, the factors nΩ are known. However, in general, the coefficients dΓ,Ω are not known. We thus
end up an implicit, albeit general, expression for the singular vectors.
How does this compare with the conjectured expressions in [1, 9]? Note first that these latter results
are presented in a different sJack basis, that is, for a different value of the Jack parameter, which explains
the mismatch with the present results. In general, the expressions presented here are simpler in that they
contain less terms. Another advantage is that here they are derived, and therefore proved, as opposed to
being conjectured. But in [1, 9], there is an explicit conjecture for the expression of all the coefficients for
any singular vector, which is not the case here.
1.4. Organization of the article. In Section 2, we collect review material on the superconformal algebra,
its free field representation and the definition of the screening charges from which the singular vectors are
constructed. Sections 3 and 4 are devoted to the explicit derivation of the representation of the singular
vectors in terms of symmetric superpolynomials, in the NS and R sectors respectively. These analyses rely
on the theory of Jack superpolynomials, which is summarized in Appendix A. Finally, in Appendix B, which
is somewhat off the main theme of the article, we display a remarkable formula for the action of the operator
B, in the NS sector, on the sJacks P
(−3)
Γ .
2. Super-Virasoro singular vectors from screening charges
2.1. The superconformal algebra. The generators of the superconformal transformations are the stress-
energy tensor T (z) and its superpartner G(z), which satisfy the following operator product expansions
(OPEs):
T (z)T (w) ∼ c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w (2.1)
T (z)G(w) ∼ (3/2)G(w)
(z − w)2 +
∂G(w)
z − w (2.2)
G(z)G(w) ∼ 2c/3
(z − w)3 +
2T (w)
z − w (2.3)
where c ∈ C is the central charge. Writing the mode decomposition of these fields as
T (z) =
∑
n∈Z
Lnz
−n−2, G(z) =
∑
n∈Z+ǫ
Gnz
−n−3/2, (2.4)
where ǫ specifies the sector
ǫ =
{
1
2 Neveu-Schwarz (NS)
0 Ramond (R),
(2.5)
the expressions (2.1)–(2.3) are equivalent to the (anti)commutation relations
[Lm, Ln] = (m− n)Lm+n + 1
12
c(m3 −m)δm,−n (2.6)
[Lm, Gk] = (
1
2
m− k)Gm+k (2.7)
{Gk, Gl} = 2Lk+l + 1
3
c(k2 − 1
4
)δk,−l. (2.8)
The relations (2.6)–(2.8), with n,m ∈ Z and k, l ∈ Z+ ǫ, define the N = 1 superconformal algebra which is
denoted by svirǫ.
Let Mc,h denote the Verma module freely generated from the highest-weight vector |h〉 defined by
L0|h〉 = h|h〉, Ln|h〉 = Gk|h〉 = 0, n, k > 0, (2.9)
h being the conformal dimension. A basis for the descendant vectors in Mc,h is
G−n1 · · ·G−nkL−m1 · · ·L−ml |h〉 (2.10)
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for k, l ≥ 0, with n1 > n2 > · · · > nk ≥ 0 and m1 ≥ m2 ≥ · · · ≥ ml> 0. The grade of the vector (2.10) is its
L0–eigenvalue relative to the highest-weight state, namely
∑
i ni +
∑
j mj .
For generic values of c and h the module Mc,h is irreducible. But when c and h are related to each other
in a special way the Verma module is reducible. More precisely, let c = c(t) and h = hr,s(t) be parametrized
by the following expressions
c(t) =
15
2
− 3
(
t+
1
t
)
(2.11)
and
hr,s(t) =
(r2 − 1)t
8
+
(s2 − 1)
8t
+
1− rs
4
+
1
32
(1− (−1)r+s) (2.12)
where t ∈ C and r, s ∈ Z (and rs ∈ Z+). Then, the Verma module Mc(t),hr,s(t), for all t 6= 0, con-
tains a singular vector at grade rs/2. We stress that the parity of r + s determines the sector of svirǫ:
2ǫ = (r + s− 1) mod 2.
2.2. Free field representation. In view of connecting the expression for the singular vectors of the super-
conformal algebra with symmetric polynomials, we first define an embedding of svirǫ into a free field algebra,
namely, the algebra of a free boson and a free fermion. Let a(z) =
∑
n∈Z anz
−n−1 be the field whose Laurent
modes satisfy the commutation relations of the Heisenberg algebra h,
[am, an] = mδm,−n. (2.13)
The field a(z) is the derivative of the free bosonic field
φ(z) = a∗ + a0 log(z)−
∑
n∈Z,n6=0
an
n
z−n (2.14)
It is thus natural to extend h by the addition of the mode a∗, which satisfies the commutation relation
[an, a
∗] = δn,0. (2.15)
Verma modules for h are called Fock modules. A highest-weight state |λ〉 of the Fock module F(λ) with
λ ∈ C is defined by
a0|λ〉 = λ|λ〉, an|λ〉 = 0, ∀n > 0. (2.16)
The Fock modules F(λ) are irreducible and, as vector spaces, they are isomorphic to
F(λ) ∼= S(h−) = C[a−1, a−2, . . .] (2.17)
where S(h−) is the symmetric algebra of h− or, equivalently, the polynomial ring in the negative modes of
h. Note that the exponential of the operator a∗ acts on Fock modules as follows:
exp(µa∗) : F(λ) 7→ F(λ+ µ). (2.18)
Since the superconformal algebra contains odd generators (Gr, r ∈ Z + ǫ), we also need to introduce
a Clifford algebra in the free field representation. Let b(z) =
∑
n∈Z+ǫ bnz
−n− 1
2 be the free fermionic field
whose Laurent modes satisfy the Clifford algebra Cǫ,
{bm, bn} = δn,−m (2.19)
where n,m ∈ Z+ ǫ and ǫ = 0, 12 . There is a unique Fock (Verma) module over Cǫ, for each choice of ǫ, and
it is likewise irreducible. In the Neveu-Schwarz sector (ǫ = 12 ), the fermionic Fock module is isomorphic, as
a vector space, to the exterior algebra in the negative modes:∧
[b−1/2, b−3/2, . . .]. (2.20)
The Ramond sector presents a minor complication because the fermionic Fock module has two independent
ground states that are interchanged by b0. As b0 squares to
1
2 and not 0, the Ramond Fock module cannot
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be identified with
∧
[b0, b−1, . . .]. It may be realized as a direct sum of two copies of
∧
[b−1, b−2, . . .], however
we shall find it convenient to instead follow [9, App. B] and decompose the zero mode as
b0 =
1√
2
(b+0 + b
−
0 ). (2.21)
Here, b+0 annihilates the highest-weight state of the Ramond Fock module and b
−
0 maps it to the other
independent ground state. Imposing (b±0 )
2 = 0 and {b+0 , b−0 } = 1 ensures the validity of the identity b20 = 12
since
b20 =
1
2
(b+0 )
2 +
1
2
{b+0 , b−0 }+
1
2
(b−0 )
2. (2.22)
Moreover, we may also impose {b±0 , bn} = 0 for all n 6= 0. With this decomposition, we realize the Ramond
Fock module as being isomorphic, as a vector space, to the exterior algebra∧
[b−0 , b−1, b−2, . . .]. (2.23)
The full free field algebra is the tensor product of h and Cǫ. The corresponding Fock modules, denoted by
Fǫ(λ), are the tensor product of the Fock module F(λ) for h with either the Neveu-Schwarz Fock module
(ǫ = 12 ) or the Ramond Fock module (ǫ = 0). They are characterized by their highest-weight states which
satisfy (2.16) as well as
b+0 |λ〉 = 0, ǫ = 0; bn|λ〉 = 0, ∀n > 0. (2.24)
Descendant states in Fǫ(λ) are of the form
a−n1 · · ·a−nkb−m1 · · · b−ml |λ〉 (2.25)
for k, l ≥ 0 with n1 ≥ · · · ≥ nk > 0, m1 > · · · > ml ≥ 0, and ni ∈ Z,mj ∈ Z + ǫ. As a vector space, it is
clear that
Fǫ(λ) ∼=
{
C[a−1, a−2, . . .]⊗
∧
[b−1/2, b−3/2, . . .] if ǫ = 12 ,
C[a−1, a−2, . . .]⊗
∧
[b−0 , b−1, b−2 . . .] if ǫ = 0.
(2.26)
The relations (2.13), (2.15) and (2.19) imply the following OPEs
φ(z)φ(w) ∼ log(z − w), b(z)b(w) ∼ 1
(z − w) . (2.27)
Note that the fermionic two-point function is sector-dependent
〈b(z)b(w)〉 = 1
(z − w) (NS) and 〈b(z)b(w)〉 =
1
2
√
z/w +
√
w/z
(z − w) (R). (2.28)
The sought for realization of the superconformal generators is
T (z) =
1
2
(∂φ(z)∂φ(z)) +
α0
2
∂2φ(z) +
1
2
(∂b(z)b(z))
G(z) = ∂φ(z)b(z) + α0∂b(z) (2.29)
where α0 is a free (complex) parameter (the background charge in the Coulomb gas formalism) related to
the central charge by
c =
3
2
− 3α20. (2.30)
SUPER-VIRASORO SINGULAR VECTORS AND JACK SUPERPOLYNOMIALS 7
In terms of modes, (2.29) becomes
Ln = −1
2
α0(n+ 1)an +
1
2
∑
m∈Z
aman−m +
1
2
∑
k∈Z+ǫ
(
k +
1
2
)
bn−kbk (n 6= 0),
L0 =
1
2
(a20 − α0a0) +
∑
m∈Z
m>0
a−mam +
∑
k∈Z+ǫ
k>0
k b−kbk +
(1− 2ǫ)
16
,
Gk = −α0
(
k +
1
2
)
bk +
∑
m∈Z
ambk−m, (2.31)
where, we recall, ǫ = 0 (12 ) in the R (NS) sector.
Using the above expression for L0, the conformal dimension of a highest-weight state in Fǫ(λ) is found to
be
L0|λ〉 =
(
hλ +
(1 − 2ǫ)
16
)
|λ〉 (2.32)
where
hλ =
1
2
(λ2 − α0λ). (2.33)
2.3. Vertex operators and screening charges. In terms of the free fields just introduced, we define the
(super) vertex operator as
Vλ(ζ) = : expλ[φ(z) + θb(z)] : (2.34)
where ζ = (z, θ) and θ is a Grassmann variable. The normal ordering in the vertex operator means that the
positive and negative free field modes are separated, the former being placed at the right. By a straight-
forward computation, the normal ordering for two vertex operators, with ζ1 = (z1, θ1) and ζ2 = (z2, θ2), is
found to be
Vλ(ζ1)Vµ(ζ2) = (z1 − z2)λµ
(
1− λµ θ1θ2
z1 − z2
)
: Vλ(ζ1)Vµ(ζ2) : (2.35)
in the NS sector and
Vλ(ζ1)Vµ(ζ2) = (z1 − z2)λµ
(
1− λµ θ1θ2
2
√
z1z2
(
z1 + z2
z1 − z2
))
: Vλ(ζ1)Vµ(ζ2) : (2.36)
in the R sector.
It is also simple to verify that Vλ(ζ) is a primary superfield, whose decomposition into field components
takes the form
Vλ(ζ) = : exp[λφ(z)] : + θ λ b(z) : exp[λφ(z)] : . (2.37)
For Φ(ζ) to be a primary superfield of dimension h, with Φ(ζ) = ϕ(z) + θξ(z), the following conditions need
to be satisfied:
T (z)ϕ(w) ∼ hϕ(w)
(z − w)2 +
∂ϕ(w)
z − w T (z)ξ(w) ∼
(h+ 12 )ξ(w)
(z − w)2 +
∂ξ(w)
z − w
G(z)ϕ(w) ∼ ξ(w)
(z − w) G(z)ξ(w) ∼
2hϕ(w)
(z − w)2 +
∂ϕ(w)
z − w . (2.38)
The conformal dimension of the field Vλ(ζ) is given by hλ, see (2.33). This entails the correspondence
Vλ(ζ) |0〉 ↔ |λ〉. (2.39)
We next introduce the screening charges as
Q± =
∫
dz dθ Vα±(ζ) (2.40)
(with the convention
∫
d θ θp = δp,1) where the value of α± is fixed by enforcing hα± = 1/2, which yields
α± =
α0 ±
√
α20 + 4
2
, α+ + α− = α0, α+α− = −1. (2.41)
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The constraint on the conformal dimension ensures the commutativity of Q± with both T (z) and G(z),
which is manifest from the second and fourth OPEs in eq. (2.38).
The screening charges Q± define thus intertwiners between representations of the superconformal algebra.
As a result, Q±|χ〉 is a highest-weight state if |χ〉 is itself a highest-weight state. More generally, we can
define a new set of screening charges by composition of the screening charge Q±. Let k be a positive integer
and define
Q
[k]
± =
∫
Ck
dz1 · · · dzk
∫
dθ1 · · · dθkVα±(ζ1) · · ·Vα±(ζk) (2.42)
where Ck is a certain integration contour.
1
In order to describe the superconformal singular vectors in terms of a Fock-space construction, we need
to introduce the following Fock highest-weight states |αr,s〉:
αr,s =
(1− r)
2
α+ +
(1− s)
2
α−, (2.43)
with r, s ∈ Z. We will denote by Fr,s = Fǫ(αr,s) the Fock module associated with the highest-weight state
|αr,s〉 with the understanding that
Fr,s =
{
F 1
2
(αr,s) if r + s = 0 mod 2
F0(αr,s) if r + s = 1 mod 2.
(2.44)
The action of Q
[k]
± relates Fock modules as follows:
Q
[r]
+ : Fr,−s 7→ F−r,−s,
Q
[s]
− : F−r,s 7→ F−r,−s. (2.45)
The following statement links the composite screening charges with the explicit expressions for the singular
vectors in svirǫ.
Proposition 2.1 ([13]). In the Verma module Mc(t),hr,s(t), rs ∈ Z+, which belongs to the NS sector when
r + s is even and the R sector when r + s is odd, there exists a nonvanishing singular vector at grade rs/2
given either by
|χ+r,s〉 = Q[r]+ |αr,−s〉, for r ≤ s, or |χ−r,s〉 = Q[s]− |α−r,s〉, for r ≥ s, (2.46)
with hr,s = (α
2
r,s − α0αr,s)/2.
3. The Neveu-Schwarz algebra
We first consider explicit expressions for the singular vectors in the NS sector, i.e. for the svir 1
2
algebra.
3.1. Manipulating the integral representation of the singular vectors: identifying therein a Jack
superpolynomial. Using the expression (2.35) for the normal ordering of k vertex operators, one obtains
for the screening operator (2.42)
Q
[k]
± =
∫
dz1 · · · dzk
∫
dθ1 · · · dθk ekα± a
∗
∏
1≤i6=j≤k
(zi − zj − θiθj)α
2
±/2
k∏
i=1
z
α±a0
i
× exp
(
α±
∑
n>0
[
1
npn(z) a−n + p˜n−1(z, θ) b 12−n
])
× exp
(
−α±
∑
n>0
[
1
npn(z
−1) an − p˜n(z−1, θ) bn− 1
2
])
, (3.1)
1The description of the contour Ck is somewhat subtle and we refer the reader to [12, 13] for an explicit construction. For
the present calculations, we will take for granted that, up to a certain normalization (which is irrelevant for our purpose), the
integration contour Ck is equivalent to that appearing in the scalar product of the Jack (super)polynomials — see Appendix A.
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where pn(z) and p˜n(z, θ) are the power sum symmetric superpolynomials (defined in (A.8)). (Note that,
since the normalization of singular vectors is arbitrary, we will not care about global phase factors.) Acting
with Q
[k]
± on a generic highest-weight state |αp,q〉 of the Fock module Fp,q, we have
Q
[k]
± |αp,q〉 =
∫
dz1 · · · dzk
∫
dθ1 · · · dθk
k∏
i=1
z
α±αp,q+(k−1)α2±/2
i
∏
1≤i6=j≤k
(
1− zi
zj
)α2±/2
×
∏
1≤i6=j≤k
(
1− α
2
±θiθj
2(zi − zj)
)
exp
(
α±
∑
n>0
[
1
npn(z) a−n + p˜n−1(z, θ) b 12−n
])
|αp,q + kα±〉 (3.2)
where all positive modes have annihilated the highest-weight state. Notice that this action preserves the
sector: p+ q = p+ q + 2k mod 2.
Using Prop. 2.1 and considering first the case of |χ+r,s〉, this last expression specializes to
|χ+r,s〉 =
∫
dz1
z1
· · · dzr
zr
∫
dθ1 · · · dθr
∏
1≤i6=j≤r
(
1− zi
zj
)α2+/2 r∏
i=1
z
−(s−1)/2
i
×
∏
1≤i6=j≤r
(
1− α
2
+ θiθj
2(zi − zj)
)
exp
(
α+
∑
n>0
[
1
npn(z)a−n + p˜n−1(z, θ)b 12−n
])
|α−r,−s〉. (3.3)
The integration over the anticommuting variables is equivalent (up to a global sign) to∫
dθ1 · · · dθr =
∫
dθ1θ1 · · · dθrθr ∂θ1 · · · ∂θr (3.4)
since both operators pick up the term whose θ-dependence is precisely θ1 · · · θr. Hence, this allows us to
write
|χ+r,s〉 =
∫
dz1
z1
· · · dzr
zr
∫
dθ1θ1 · · · dθrθr ∂θ1 · · · ∂θr
∏
1≤i6=j≤r
(
1− zi
zj
)α2+/2 r∏
i=1
z
−(s−1)/2
i
×
∏
1≤i6=j≤r
(
1− α
2
+ θiθj
2(zi − zj)
)
exp
(
α+
∑
n>0
[
1
npn(z)a−n + p˜n−1(z, θ)b 12−n
])
|α−r,−s〉. (3.5)
With insight, one can manipulate the integrand of the last equation to obtain
|χ+r,s〉 =
∫
dz1
z1
· · · dzr
zr
∫
dθ1θ1 · · · dθrθr
∏
1≤i6=j≤r
(
1− zi
zj
)(α2+−1)/2
∂θ1 · · ·∂θr∆(z−11 , . . . , z−1r )
r∏
i=1
z
−(s−r)/2
i
×
∏
1≤i6=j≤r
(
1− α
2
+ θiθj
2(zi − zj)
)
exp
(
α+
∑
n>0
[
1
npn(z)a−n + p˜n−1(z, θ)b 12−n
])
|α−r,−s〉
(3.6)
where ∆(z1, . . . , zr) is the Vandermonde determinant (defined in (A.25)). Observe that with r + s even the
power of zi in the last expression is an integer, ensuring a well-defined integration.
For r ≤ s, r + s = 0 mod 2, define the following superpartition with exactly r parts
Γr,s :=
(
s+ r
2
− 1, s+ r
2
− 2, . . . , s− r
2
;
)
. (3.7)
Notice that
Γr,s ⊢ (12r(s − 1)|r) (3.8)
(recall the definition (A.3)). The Jack superpolynomial associated to this superpartition is simply
P
(κ)
Γr,s
(z1, . . . , zr, θ1, . . . , θr) = mΓr,s(z1, . . . , zr, θ1, . . . , θr)
= θ1 . . . θr ∆(z1, . . . , zr)
r∏
i=1
z
(s−r)/2
i . (3.9)
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Indeed, the monomial expansion of this sJack contains a single term since all lower terms with respect to the
dominance order contain more than r parts and hence must be zero when the number of variables of each
type is fixed to r, that is, when restricted to the non-zero variables (z1, . . . , zr, θ1, . . . , θr) (see eqs (A.11)
and (A.24)). Note that this truncated sJack is independent of the value of κ.
Thus, in the expression that appears in the first line of (3.6), one recognizes the adjoint expression of this
Jack superpolynomial (3.9) (namely, (3.9) with the replacements zi → z−1i and θi → ∂θi — cf. the definition
(A.17)). A closer look shows that the resulting integral has a structure akin to the (integral) scalar product
defined in Appendix A. In the next subsection this will be made explicit.
3.2. Implementing the relationship between free fields and symmetric polynomials. The idea is
now to make precise the above observation and rewrite the expression (3.6) in the form of a scalar product of
symmetric superpolynomials, following the analysis of the Virasoro and ŝl(2) cases [17, 18]. Using equation
(A.16), we can rewrite equation (3.6) in the form of a (h⊗ Cǫ)-valued scalar product as follows
|χ+r,s〉 =
〈
P
(κ)
Γr,s
, F
〉κ+
r
|α−r,−s〉, (3.10)
where κ+ is fixed in order for (1−zi/zj)(α2+−1)/2 to be the kernel of the scalar product, namely (1−zi/zj)1/κ+
(cf. (A.16)):
κ+ =
2
α2+ − 1
=
2
α+α0
, (3.11)
and F stands for
F =
∏
1≤i6=j≤r
(
1− α
2
+ θiθj
2(zi − zj)
)
exp
(
α+
∑
n>0
[
1
npn(z)a−n + p˜n−1(z, θ)b 12−n
])
. (3.12)
By using the orthogonality property of the Jack superpolynomials, if we set κ = κ+, then the singular vector
will be given by the coefficient of F that is proportional to P
(κ+)
Γr,s
(z1, . . . , zr, θ1, . . . , θr).
Let us now introduce a sector-dependent isomorphism ρǫ, which, in the NS sector (ǫ =
1
2 ) is defined as
ρ 1
2
: C[p1(y), p2(y), . . .]⊗
∧
[p˜0(y, φ), p˜1(y, φ), . . .] → C[a−1, a−2, . . .]⊗
∧
[b− 1
2
, b− 3
2
, . . .],
ρ 1
2
(pn(y)) =
2
α0
a−n, ρ 1
2
(p˜m(y, φ)) =
2
α0
b− 1
2
−m. (3.13)
It thus relates the symmetric superpolynomials and the free field negative modes. For this purpose, we have
introduced a new set of (infinitely many) indeterminates (y, φ) = (y1, y2, . . . , φ1, φ2, . . .) where yi and φi are
even and odd variables respectively.
The expression (3.10) becomes
|χ+r,s〉 =
〈
E(r;α+)P
(κ+)
Γr,s
, exp
(
κ−1+
∑
n>0
[
1
npn(z)ρ 12 (pn(y)) + p˜n−1(z, θ)ρ 12 (p˜n−1(y, φ))
])〉κ+
r
|α−r,−s〉. (3.14)
In this last expression, we have swapped the first product in F given in (3.12) to the left side of the scalar
product, thereby replacing it by its adjoint (using the definition (A.17)):
E(r;α+) =
[ ∏
1≤i6=j≤r
(
1− α
2
+ θiθj
2(zi − zj)
)]†
=
∏
1≤i<j≤r
(
1 + α2+
zi∂θizj∂θj
zi − zj
)
(3.15)
E(r;α+) is thus an operator that acts on the Jack superpolynomial P
(κ+)
Γr,s
.
The second term in the scalar product in (3.14) is nothing but the expression of the partition function (or
Cauchy kernel) for Jack superpolynomials (A.23). Actually, the normalization factors in (3.2) were chosen in
order to generate the prefactor κ−1+ in the exponential. Hence, the singular vector |χ+r,s〉 takes the compact
form
|χ+r,s〉 =
∑
Ω
〈
E(r;α+)P
(κ+)
Γr,s
, Q
(κ+)
Ω
〉κ+
r
ρ 1
2
(
P
(κ+)
Ω (y, φ)
)
|α−r,−s〉, r ≤ s (3.16)
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where the sum is over superpartitions Ω such that (recall the definition (A.3))
Ω ⊢ (12 (rs−m) |m), m = 0, 1, . . . , r. (3.17)
This expression (3.16) captures the exact form the NS singular vector at grade rs/2 when r ≤ s. Making it
fully explicit requires the expression for the operator E(r;α+) on P
(κ+)
Γr,s
expanded in the sJack basis P
(κ+)
Λ
(i.e., for the same value of the free parameter, here κ+). This expression is not known. But strangely enough,
this expansion in terms of the sJacks P
(−3)
Λ can be obtained in closed form (see Conj. B.1 in Appendix B).
Going back to (3.2), a similar analysis for the expression |χ−r,s〉, using Prop. 2.1, yields
|χ−r,s〉 =
∑
Ω
〈
E(s;α−)P
(κ−)
Γs,r
, Q
(κ−)
Ω
〉κ−
s
ρ 1
2
(
P
(κ−)
Ω (y, φ)
)
|α−r,−s〉, r ≥ s, (3.18)
with κ− = 2/(α0α−) and where the sum is over superpartitions Ω such that
Ω ⊢ (12 (rs−m) |m), m = 0, 1, . . . , s. (3.19)
3.3. Examples. In this section we give some examples of singular vectors using the superpolynomial con-
struction. We consider only cases with r ≤ s and, to lighten the notation, we set
|χ+r,s〉 ≡ |χr,s〉 and κ+ ≡ κ =
2
α+α0
. (3.20)
In terms of the parametrization (2.11), we have
α0 =
(t− 1)√
t
, α+ =
√
t, κ =
2
t− 1 . (3.21)
3.3.1. The |χ1,s〉 sequence. For s = 1, 3, 5, . . . , we have
|χ1,s〉 =
∑
Ω
〈
P
(κ)
( 1
2
(s−1); ), Q
(κ)
Ω
〉κ
1
ρ 1
2
(
P
(κ)
Ω (y, φ)
)
|α−1,−s〉 (3.22)
since E(1;α+) = 1. Hence, only one superpartition contributes, i.e. Ω = (
1
2 (s− 1); ). We obtain
|χ1,s〉 ∝ ρ 1
2
(
P
(κ)
( 1
2
(s−1); )(y, φ)
)
|α−1,−s〉. (3.23)
Recall that any singular vector is defined up to a (non-zero) global constant.
In particular, consider the case s = 3. The present construction yields
|χ1,3〉 ∝ ρ 1
2
(P
(κ)
(1; )(y, φ)) |α−1,−3〉
∝ [κρ 1
2
(p(1;)) + ρ 1
2
(p(0;1))] |α−1,−3〉
∝ [κρ 1
2
(p˜1) + ρ 1
2
(p˜0p1)] |α−1,−3〉
∝ [b− 3
2
+ α+b− 1
2
a−1] |α−1,−3〉 (3.24)
using (3.2). This should be compared with the expression of the singular vector
|χ′1,3〉 = [G− 3
2
− tG− 1
2
L−1] |h1,3〉 (3.25)
whose free field embedding is obtained using the relations (2.31):
|χ′1,3〉 =
(
a−1b− 1
2
+ a0b− 3
2
+ α0b− 3
2
− t(a0b− 1
2
+ a1b− 3
2
)(a−1a0)
)|α−1,−3〉
=
(
(α−1,−3 + α0 − tα−1,−3)b− 3
2
+ (1− tα2−1,−3)b− 1
2
a−1
)|α−1,−3〉
∝ [b− 3
2
+ βb− 1
2
a−1] |α−1,−3〉 (3.26)
with
β =
1− tα2−1,−3
α−1,−3 + α0 − tα−1,−3 =
1− (t− 2)2
(1− t)(t− 2)/√t+ (t− 1)/√t =
√
t (3.27)
where we have used α−1,−3 = (α2+ − 2)/α+. This confirms that |χ′1,3〉 = |χ1,3〉.
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3.3.2. The |χ2,s〉 sequence. For s = 2, 4, 6, . . . , we have
|χ2,s〉 =
∑
Ω
〈
E(2;α+)P
(κ)
( s
2
, s
2
−1; ), Q
(κ)
Ω
〉κ
2
ρ 1
2
(
P
(κ)
Ω (y, φ)
)
|α−2,−s〉 (3.28)
where
P
(κ)
( s
2
, s
2
−1; ) = m( s2 , s2−1; ) = θ1θ2 (z
s/2
1 z
s/2−1
2 − zs/2−11 zs/22 ) = θ1θ2(z1 − z2)(z1z2)s/2−1 (3.29)
so that
E(2;α+)P
(κ)
( s
2
, s
2
−1; ) =
(
1 + α2+
z1∂θ1z2∂θ2
z1 − z2
)
θ1θ2(z1 − z2)(z1z2)s/2−1
= P
(κ)
( s
2
, s
2
−1; ) − α2+P
(κ)
( ; s
2
, s
2
). (3.30)
Recall that such expressions are easy to handle since we work with only two variables of each type: z1, z2
and θ1, θ2 (simply because r = 2). Hence, we can write
|χ2,s〉 =
[〈
P
(κ)
( s
2
, s
2
−1; ), Q
(κ)
( s
2
, s
2
−1; )
〉κ
2
ρ 1
2
(
P
(κ)
( s
2
, s
2
−1; )(y, φ)
)
−α2+
〈
P
(κ)
( ; s
2
, s
2
), Q
(κ)
( ; s
2
, s
2
)
〉κ
2
ρ 1
2
(
P
(κ)
( ; s
2
, s
2
)(y, φ)
)]
|α−2,−s〉. (3.31)
Dividing this expression by
〈
1, 1
〉κ
N
and using the definition of the coefficient cΛ(κ;N) (cf. eq. (A.26))
cΛ(κ;N) =
〈
P
(κ)
Λ , Q
(κ)
Λ
〉κ
N〈
1, 1
〉κ
N
, (3.32)
then, up to an irrelevant global factor, we have
|χ2,s〉 =
[
ρ 1
2
(
P
(κ)
( s
2
, s
2
−1; )(y, φ)
)
− α2+
c( ; s
2
, s
2
)(κ; 2)
c( s
2
, s
2
−1; )(κ; 2)
ρ 1
2
(
P
(κ)
( ; s
2
, s
2
)(y, φ)
)]
|α−2,−s〉. (3.33)
It only remains to evaluate a ratio of coefficients cΛ. Using formula (A.21) and the trick mentioned at the
end of Appendix A (see (A.30) and the example given there), we obtain
c( ; s
2
, s
2
)(κ; 2) =
1
κs/2 + 1
s/2∏
i=1
κ(s/2− i) + 2
κ(s/2− i+ 1) (3.34)
and
c( s
2
, s
2
−1; )(κ; 2) = 2κ−2
κ+ 2
κs/2 + 1
s/2−1∏
i=1
κ(s/2− i+ 1) + 2
κ(s/2− i) . (3.35)
After simplification, we finally have
|χ2,s〉 =
[
ρ 1
2
(
P
(κ)
( s
2
, s
2
−1; )(y, φ)
)
− 4α
2
+κ
s(κs+ 4)
ρ 1
2
(
P
(κ)
( ; s
2
, s
2
)(y, φ)
)]
|α−2,−s〉. (3.36)
As a consistency check, we have verified explicitly the correctness of the resulting expression of the singular
vector for the first few values of s.
4. The Ramond algebra
We now turn to the construction of singular vectors in the Ramond sector, i.e. for the svir0 algebra.
This is somewhat more complicated than for the NS case essentially because the fermionic field b(z) now
decomposes into integer modes: this brings half-integer powers of z and zero modes. The first point spoils
the single-valued character of the vertex operator defined in (2.34) (which is also reflected in the normal
ordered relation (2.36)). We have already, in Section 2.2, dealt with the second point by decomposing the
zero mode b0 into a linear combination of two new modes b
+
0 and b
−
0 which we treat as positive and negative,
respectively. In any case, the screening charge construction can still be applied to obtain a symmetric
polynomial representation of the singular vectors.
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4.1. Treating the square roots. The first step in the construction of the singular vectors consists in
evaluating the composite screening charge Q
[k]
± . We first point out a simple trick to remove the half-integer
powers of the zi variables. Since the variables θi are being integrated, we can make the change of variables:
θi =
√
ziηi with ηi being new Grassmann variables. In this case, the Berezin integration (which, we recall,
acts as a derivative) becomes ∫
dθ1 · · · dθk =
∫
dη1 · · · dηk
k∏
i=1
z
−1/2
i . (4.1)
This transformation removes all the square roots of the zi in the vertex operators themselves, since
k∑
i=1
θib(zi) =
k∑
i=1
∑
n∈Z
θi bn z
−n− 1
2
i =
k∑
i=1
∑
n∈Z
ηi bn z
−n
i , (4.2)
and in the prefactor resulting from their normal ordering (cf. eq. (2.36)), i.e.∏
1≤i<j≤k
(
1− α
2
±
2
θiθj√
zizj
(
zi + zj
zi − zj
))
=
∏
1≤i<j≤k
(
1− α
2
±
2
ηiηj
(
zi + zj
zi − zj
))
(4.3)
leaving only the overall multiplying factor resulting from (4.1) that will enter in the construction of the
symmetric superpolynomial. We then obtain, after relabeling η → θ, the following expression:
Q
[k]
± =
∫
dz1 · · · dzk
∫
dθ1 · · · dθk
k∏
i=1
z
− 1
2
i e
kα±a
∗
∏
1≤i6=j≤k
(zi − zj)α
2
±/2
∏
1≤i<j≤k
(
1− α
2
±θiθj
2
(zi + zj
zi − zj
)) k∏
i=1
z
α±a0
i
× exp
(
α±
[∑
n>0
1
npn(z)a−n +
1√
2
p˜0(z, θ)b
−
0 +
∑
n>0
p˜n(z, θ)b−n
])
× exp
(
−α±
[∑
n>0
1
npn(z
−1)an − 1√2 p˜0(z, θ)b
+
0 −
∑
n>0
p˜n(z
−1, θ)bn
])
. (4.4)
4.2. Constructing the singular vectors. Using Prop. 2.1 and eq. (4.4), the expression for the singular
vector |χ+r,s〉 at level rs/2 is
|χ+r,s〉 = Q[r]+ |αr,−s〉
=
∫
dz1
z1
· · · dzr
zr
∫
dθ1θ1 · · · dθrθr
[
∂θ1 · · ·∂θr ∆(z−11 , . . . , z−1r )
r∏
i=1
z
−(s−r+1)/2
i
] ∏
1≤i6=j≤r
(
1− zi
zj
)(α2+−1)/2
×
∏
1≤i<j≤r
(
1− α
2
+θiθj
2
(zi + zj
zi − zj
))
exp
(
α+
[∑
n>0
1
npn(z)a−n +
1√
2
p˜0(z, θ)b
−
0 +
∑
n>0
p˜n(z, θ)b−n
])
|α−r,−s〉.
(4.5)
In this equation, we have taken into account that the positive modes annihilate the highest-weight state.
Note that this integral is well-defined (single-valued) only if r + s is odd (thanks to the factor
∏
i z
−1/2
i
coming from (4.1)), a condition that is satisfied in the R sector. Using the notation (3.7), we introduce the
superpartition Γr,s+1 of degree (
1
2rs|r) given by
Γr,s+1 =
(
s+ r + 1
2
− 1, s+ r + 1
2
− 2, . . . , s− r + 1
2
;
)
, (4.6)
for r < s. The corresponding sJack is
P
(κ)
Γr,s+1
(z1, . . . , zr, θ1, . . . , θr) = θ1 · · · θr∆(z1, . . . , zr)
r∏
i=1
z
(s−r+1)/2
i , (4.7)
whose adjoint version is recognized in the first square bracket of (4.5). Again, it is independent of κ. The
strategy is the same as in the NS sector. We observe that the factor∏
1≤i6=j≤r
(
1− zi
zj
)(α2+−1)/2
=
∏
1≤i6=j≤r
(
1− zi
zj
)1/κ+
, (4.8)
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where we used κ+ = 2/(α
2
+ − 1) = 2/(α+α0), can be interpreted as the kernel of a scalar product 〈· , ·〉κ+r .
To achieve this goal, we introduce the isomorphism ρǫ which, for ǫ = 0, is defined by
ρ0 : C[p1(y), p2(y), . . .]⊗
∧
[p˜0(y, φ), p˜1(y, φ) . . .] → C[a−1, a−2 . . .]⊗
∧
[b−0 , b−1, . . .],
ρ0(pm(y)) =
2
α0
a−m, ρ0(p˜m(y, φ)) =
2
α0
b−m, ρ0(p˜0(y, φ)) =
√
2
α0
b−0 (4.9)
for m > 0. As before y, φ stands for a new set of variables. The exponential factor becomes then
exp
(
κ−1+
∑
n>0
[
1
npn(z)ρ0(pn(y)) + p˜n−1(z, θ)ρ0(p˜n−1(y, φ))
])
(4.10)
and we can use the Cauchy formula (A.23) to obtain
|χ+r,s〉 =
∑
Ω
〈
D(r;α+)P
(κ+)
Γr,s+1
, Q
(κ+)
Ω
〉κ+
r
ρ0
(
P
(κ+)
Ω (y, φ)
)
|α−r,−s〉, r < s. (4.11)
The sum is over all superpartitions Ω such that
Ω ⊢ (12rs|m), m = 0, 1, . . . , r, (4.12)
and the operator D(r;α+) is given by
D(r;α+) =
 ∏
1≤i<j≤r
(
1− α
2
+θiθj
2
(zi + zj
zi − zj
))† = ∏
1≤i6=j≤r
(
1 +
α2+
2
(zi + zj
zi − zj
)
∂θi∂θj
)
. (4.13)
A similar analysis for |χ−r,s〉 leads to the following expression
|χ−r,s〉 =
∑
Ω
〈
D(s;α−)P
(κ−)
Γs,r+1
, Q
(κ−)
Ω
〉κ−
s
ρ0
(
P
(κ−)
Ω (y, φ)
)
|α−r,−s〉, r > s, (4.14)
with κ− = 2/α0α− and where the sum is now over superpartitions Ω such that
Ω ⊢ (12rs|m), m = 0, 1, . . . , s. (4.15)
4.3. Examples. We end the section on the Ramond algebra by presenting some examples with r < s, and
return to the notation (3.20).
4.3.1. The |χ1,s〉 sequence. For r = 1 and s = 2, 4, 6, . . . , the operator D is the identity, i.e. D(1;α+) = 1,
and thus the expression for the singular vector (4.11) contains only one term:
|χ1,s〉 = ρ0
(
P
(κ)
( s
2
; )(y, φ)
)
|α−1,−s〉. (4.16)
4.3.2. The |χ2,s〉 sequence. For r = 2 and s = 3, 5, 7, . . . , we first compute
D(2;α+)P
(κ)
(
s+1
2 ,
s−1
2 ; )
=
(
1 +
α2+
2
(z1 + z2
z1 − z2
)
∂θ1∂θ2
) [
θ1θ2(z1 − z2)z(s−1)/21 z(s−1)/22
]
= P
(κ)
(
s+1
2 ,
s−1
2 ; )
− α
2
+
2
P
(κ)
( ;
s+1
2 ,
s−1
2 )
. (4.17)
Using eqs (A.27) and (A.28), we have
c
( ;
s+1
2 ,
s−1
2 )
(κ; 2) =
2
(1 + 12κ(s− 1))(1 + 12κ(s+ 1))
1
2 (s−1)∏
i=1
2 + κi
κi
(4.18)
and
c
(
s+1
2 ,
s−1
2 ; )
(κ; 2) = 2κ−2
κ+ 2
1 + 12κ(s+ 1)
1
2 (s−1)∏
i=1
κ(i+ 1) + 2
κi
. (4.19)
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The singular vector can be written explicitly as
|χ2,s〉 =
ρ0(P (κ)
(
s+1
2 ,
s−1
2 ; )
(y, φ)
)
− α
2
+
2
c
( ;
s+1
2 ,
s−1
2 )
(κ; 2)
c
(
s+1
2 ,
s−1
2 ; )
(κ; 2)
ρ0
(
P
(κ)
( ;
s+1
2 ,
s−1
2 )
(y, φ)
) |α−2,−s〉 (4.20)
and the relative coefficient can be simplified to
α2+
2
c
( ;
s+1
2 ,
s−1
2 )
(κ; 2)
c
(
s+1
2 ,
s−1
2 ; )
(κ; 2)
=
2α2+κ
2
(2 + κ(s− 1))(4 + κ(s+ 1)) . (4.21)
We stress that this expression for |χ2,s〉 is much simpler than that conjectured in [9, eq. (B.23)] which
contains (s+ 1) terms, instead of only two here.
4.3.3. A detailed evaluation of |χ2,3〉. Let us detail the case (r, s) = (2, 3) in order to further illustrate the
manipulations in the R sector. The two contributing Jack superpolynomials are
P
(κ)
(2,1;) =
−1
2(κ+ 1)
p(1,0;2) +
1
2(κ+ 1)2
p(1,0;1,1) +
κ
(κ+ 1)2
p(2,0;1)
+
κ(2κ+ 1)
2(κ+ 1)2
p(2,1;) −
κ
2(κ+ 1)2
p(3,0;) (4.22)
and
P
(κ)
(;2,1) =
−κ
κ+ 2
p(3) +
(κ− 1)
(κ+ 2)
p(2,1) +
1
κ+ 2
p(1,1,1). (4.23)
Writing
|χ2,3〉 = Ξ2,3|α−2,−3〉, (4.24)
we have thus (with the normalization fixed so that the coefficient of a3−1 is 1)
Ξ2,3 = a
3
−1 −
α20κ
4
a−3 +
α0(κ− 1)
2
a−2a−1 +
2(κ+ 1)(κ+ 2)
α2+κ
2
b−1b0a−2 − 4(κ+ 2)
α2+α0κ
2
b−1b0a2−1
− 4(κ+ 2)
α2+κ
b−2b0a−1 − α0(2κ+ 1)(κ+ 2)
α2+κ
b−2b−1 +
α0(κ+ 2)
α2+κ
b−3b0. (4.25)
Of course, in the above expression, b0 could be replaced by b
−
0 /
√
2. Using κ = 2/(α0α+), α0 = (t − 1)/
√
t
and α+ =
√
t, we recover the correct expression — in terms of free field modes — for the operator Ξ2,3
defining the singular vector |χ2,3〉:
Ξ2,3 = a
3
−1 −
t− 1
2α
a−3 − t− 3
2
√
t
a−2a−1 + (t+ 1)b−1b0a−2 − 2
√
tb−1b0a2−1
− t+ 3√
t
b−2b−1 +
t− 1√
t
b−3b0 − 4b−2b0a−1. (4.26)
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Appendix A. Jack superpolynomials
We collect in this appendix the properties of symmetric superpolynomials used in this article. Consider
the ring RN = C[z1, . . . , zN ]⊗
∧
[θ1, . . . , θN ] in the indeterminates zi, θi with i = 1, . . . , N . The elements of
RN are called superpolynomials. We are interested in those elements of RN that are fixed under the action
of the symmetric group SN defined by (zi, θi) 7→ (zσ(i), θσ(i)), for i = 1, . . . , N , where σ ∈ SN . These are the
symmetric superpolynomials [7]; they form a subring of RN to be denoted by ΣN .
16 O. BLONDEAU-FOURNIER, P. MATHIEU, D. RIDOUT, AND S. WOOD
The basis elements of ΣN are indexed by superpartitions. A superpartition Λ is a pair of partitions
Λ = (Λa; Λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,Λℓ), (A.1)
such that
Λ1 > · · · > Λm ≥ 0 and Λm+1 ≥ Λm+2 ≥ · · · ≥ Λℓ > 0 . (A.2)
The number of parts of Λa, in this case m, is called the fermionic degree. The bosonic degree is the sum of
all the parts. A superpartition Λ is said to be of degree (n|m), written Λ ⊢ (n|m), if its bosonic (fermionic)
degree is n (resp. m). For easy reference, we restate this as an equation:
Λ ⊢ (n|m) ⇔ n =
ℓ∑
i=1
Λi = |Λa|+ |Λs| and m = # of parts in Λa. (A.3)
The diagrammatic representation of Λ is given by the diagram of the weakly decreasing ordered partition
obtained from Λ by removing the semi-colon, which is denoted by Λ∗, and adding circles to the rows
corresponding to the parts of Λa. By convention, the circle is placed at the top-most row when a part of Λa
is repeated in Λs. Here is an example for a superpartition which has degree (19|4):
Λ = (6, 3, 2, 0; 5, 3) :
❦
❦
❦
❦
(A.4)
The partition Λ∗ corresponds thus to the diagram of Λ with the circles removed. The partition associated
to the diagram where circles are replaced by boxes is denoted by Λ⊛. For the above example,
Λ∗ = (6, 5, 3, 3, 2) : Λ⊛ = (7, 5, 4, 3, 3, 1) : (A.5)
Note that the pair of partitions Λ∗ and Λ⊛ uniquely characterizes Λ.
A first basis for ΣN is the generalization of the monomial symmetric polynomials. Explicitly, the super-
monomial associated to a superpartition Λ of fermionic degree m is given by
mΛ(z, θ) = θ1 · · · θmzΛ11 · · · zΛℓℓ + distinct permutations of (zi, θi)↔ (zj , θj). (A.6)
For instance, for N = 4 we have
m(3,0;1,1)(z, θ) = θ1θ2(z
3
1 − z32)z3z4 + θ1θ3(z31 − z33)z2z4 + θ1θ4(z31 − z34)z2z3
+ θ2θ3(z
3
2 − z33)z1z4 + θ2θ4(z32 − z34)z1z3 + θ3θ4(z33 − z34)z1z2. (A.7)
Observe that the parts of Λa are associated to the exponents of the zi that form an antisymmetric polynomial
(in the zi) and the parts of Λ
s to a symmetric polynomial.
The classical basis that is the most useful in the present context is that constructed multiplicatively out
of the power sums:
pΛ(z, θ) = p˜Λ1(z, θ) · · · p˜Λm(z, θ)pΛm+1(z) · · · pΛℓ(z). (A.8)
where
p˜r(z, θ) =
N∑
i=1
θiz
r
i and ps(z) =
N∑
i=1
zsi , (A.9)
with r ≥ 0 and s ≥ 1.
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The projective limit
Σ = lim←−ΣN (A.10)
corresponds to the case where we have infinitely many indeterminates z1, θ1, z2, θ2, . . .. The monomials and
power sums are stable with respect to the projective limit (meaning that the transition matrices between
these two bases are independent of the number of variables, provided that the latter is large enough).
The limiting form will be denoted simply by mΛ and pΛ, respectively, and are referred to as symmetric
superfunctions. Define iN to be the homomorphism from Σ to ΣN that sets zN+1 = zN+2 = · · · = 0 and
θN+1 = θN+2 = · · · = 0. Then, we have
iN
(
mΛ
)
=
{
mΛ(z1, . . . , zN , θ1, . . . , θN ) if N ≥ ℓ
0 otherwise
(A.11)
(recall that ℓ is the total number of parts in Λ, see (A.1)).
The space of symmetric superfunctions has a natural bigradation
Σ =
⊕
n,m≥0
Σ(n|m) (A.12)
where Σ(n|m) is the subspace of homogeneous symmetric superfunctions of degree n in the zi and degree m
in the θi. It is shown in [7] that
Σ(n|m) = CmΛ, Σ(n|m) = CpΛ, Λ ⊢ (n|m). (A.13)
In other words, the monomial and power sum superfunctions are independent bases over Σ. Moreover, the
ring Σ is generated by the p˜r and ps with r ≥ 0 and s ≥ 1:
Σ = C[p1, p2, . . .]⊗
∧
[p˜0, p˜1, . . .]. (A.14)
Note that
iN : Σ→ ΣN =
⊕
n,m≥0
Σ
(n|m)
N . (A.15)
We are now in position to introduce the Jack superpolynomials. We take the ring of symmetric super-
polynomials ΣN defined over the field Q(α) of rational functions in α, where α is a free parameter. For two
elements f, g ∈ ΣN we define the following scalar product〈·, ·〉α
N
: ΣN × ΣN 7→ Q(α)〈
f, g
〉α
N
:=
1
(2πi)N
∫
T
dz1
z1
· · · dzN
zN
∫
dθ1θ1 · · · dθNθN
∏
1≤i6=j≤N
(
1− zi
zj
)1/α
[f(z, θ)]†g(z, θ) (A.16)
where the adjoint operation with respect to this scalar product, denoted by a dagger, is given by
[f(z, θ)]† = f(z−1, ∂θ). (A.17)
The integration in (A.16) of the z variables, with |zi| < 1, is over the N -torus T = {z = (z1, . . . , zN) ∈ CN :
|zi| = 1, 1 ≤ i ≤ N}.
The Jack superpolynomials, denoted by P
(α)
Λ (z, θ), associated to superpartitions Λ are elements of ΣN
defined by the following two conditions (assuming that N ≥ ℓ).
C1. They decompose triangularly in the monomial basis
P
(α)
Λ (z, θ) =
∑
Λ≥Ω
uΛ,ΩmΩ(z, θ) (A.18)
with uΛ,Ω ∈ Q(α) and uΛ,Λ = 1. Here, Λ ≥ Ω refers to the (partial) dominance order between
superpartitions given by [8]:
Λ ≥ Ω iff Λ∗ ≥ Ω∗ and Λ⊛ ≥ Ω⊛ (A.19)
where the ∗- and ⊛-type partitions are compared with the usual dominance order [15].
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C2. They are orthogonal with respect to the scalar product (A.16):〈
P
(α)
Λ (z, θ), P
(α)
Ω (z, θ)
〉α
N
= 0 if Λ 6= Ω. (A.20)
The projective limit of the Jack superpolynomials, called the Jack superfunctions P
(α)
Λ , form a basis for
Σ(n|m) with all Λ ⊢ (n|m) [6].
Most of the properties of Jack polynomials can be lifted to the super-case [6,8,10]. Here we present those
that are used in this work. In order to formulate the first property in a compact notation, we introduce the
dual superpolynomials Q
(α)
Λ (z, θ) defined by Q
(α)
Λ = bΛP
(α)
Λ where bΛ = bΛ(α) is given by [8]
bΛ = (−1)(
m
2 )α−m
∏
s∈B(Λ)
αa˜(s) + l(s) + 1
αa(s) + l˜(s) + α
(A.21)
(m is the fermionic degree of Λ). Here, B(Λ) is the set of boxes in the diagram of Λ that do not lie in a
row and a column both ending with a circle. The quantities a(s) and l(s) are the arm- and the leg-length
calculated in Λ∗, while a˜(s) and l˜(s) are the analogous quantities for Λ⊛. Recall that for the box s in the
i-th row and the j-th column of the diagram representing the partition λ, these data are given by
a(s) = λi − j and l(s) = λ′j − i, (A.22)
where λ′ is the conjugate of λ obtained from it by interchanging rows and columns. We are now in position
to present the three needed properties.
P1. The Cauchy formula (or partition function). We have∑
Λ
P
(α)
Λ (z, θ)Q
(α)
Λ (y, φ) = exp
(
α−1
∑
n>0
[ 1npn(z)pn(y) + p˜n−1(z, θ)p˜n−1(y, φ)]
)
(A.23)
where y, φ represent another set of indeterminates (yi and φi are even and odd variables, respec-
tively). Note that the Cauchy formula is also valid for infinitely many variables, i.e. in Σ.
P2. Reduction. For a superpartition of the form Λ¯ = (k+ l− 1, k+ l− 2, . . . , k+ 1, k; ) which contains l
parts, with k ≥ 0, the Jack superpolynomial in exactly l variables (of each type, z and θ) is simply
P
(α)
Λ¯
(z1, . . . , zl, θ1, . . . θl) = θ1 · · · θl∆(z1, . . . , zl)m(kl)(z1, . . . , zl). (A.24)
Here, ∆(z1, . . . , zl) denotes the Vandermonde determinant in l variables,
∆(z1, . . . , zl) =
∏
1≤i<j≤l
(zi − zj), (A.25)
and (kl) is the partition with all l parts equal to k. Note in particular that this sJack does not
depend upon α.
P3. Normalization. With respect to the scalar product (A.16), the normalization of a Jack superpolyno-
mial defined by
cΛ = cΛ(α;N) :=
〈
P
(α)
Λ , Q
(α)
Λ
〉α
N〈
1, 1
〉α
N
(A.26)
is conjectured to be
cΛ(α;N) = α
−m
(
N
m
)−1
cΛ∗(α;N)
∏
s∈Λ⊛\Λ∗
(N + αa′(s)− l′(s)) (A.27)
with (cf. [15, Eq. VI (10.37)])
cΛ∗(α;N) =
∏
s∈Λ∗
N + a′(s)α− l′(s)
N + (a′(s) + 1)α− l′(s)− 1 . (A.28)
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In (A.27) and (A.28), a′(s) denotes the arm-colength of the box s, calculated in Λ⊛ and Λ∗, re-
spectively. Similarly, l′(s) denotes the leg-colength of s. Recall that these quantities are defined
by
a′(s) = j − 1, l′(s) = i− 1 (A.29)
for a box s at position (i, j). Note that the expression (A.26) can be deduced from the corresponding
normalization of the Macdonald superpolynomials given in [6, §9], or [4, §6], by taking the proper
Jack limit.
Finally, we end this appendix by pointing out that instead of evaluating the integral in the scalar product
(A.16), one can set α = 1/k for k a positive integer, evaluate〈
f, g
〉1/k
N
= ct
[ ∏
1≤i6=j≤N
(
1− zi
zj
)k
(f †g)
]
, (A.30)
where ct[A] stands for the constant term of A, and then analytically continue this result to all k ∈ C. To
illustrate this, take for example〈
1, 1
〉1/k
2
= ct
((
1− z1
z2
)k(
1− z2
z1
)k)
=
k∑
p=0
(
k
p
)2
=
(
2k
k
)
(A.31)
and 〈
P
(1/k)
(1,0;) , P
(1/k)
(1,0;)
〉1/k
2
= (−1)ct
((
1− z1
z2
)k(
1− z2
z1
)k
(z1 − z2)
( 1
z1
− 1
z2
))
= (−1)ct
((
1− z1
z2
)k+1(
1− z2
z1
)k+1)
= (−1)
(
2k + 2
k + 1
)
. (A.32)
Hence
c(1,0;)(α; 2) =
(
c(1,0;)(1/k; 2)
)
k=α−1
= α−2
((2k + 2)(2k + 1)
(k + 1)(k + 1)
)
k=α−1
= 2α−2
α+ 2
α+ 1
. (A.33)
Appendix B. Some properties of the operators E and D
We have obtained implicit expressions for the singular vectors of the N = 1 superconformal algebra which
involve the action of the operators E (for the NS sector) and D (for the R sector) on Jack superpolynomials.
However, for these actions, we have not been able to find an explicit expression for their action on the Jack
superpolynomial basis. In this section, we initiate the study of these operators and point out a surprising
relation with Jack superpolynomials with the negative parameter α = −3, studied in [10] in a more general
setting.
Let B(l; t) be either E(l;
√
t) or D(l;
√
2t) depending on the sector,
B(l; t) =
E(l;
√
t) =
∏
1≤i<j≤l
(
1 + t
( zizj
zi−zj
)
∂θi∂θj
)
(NS)
D(l;
√
2t) =
∏
1≤i<j≤l
(
1 + t
( zi+zj
zi−zj
)
∂θi∂θj
)
(R).
(B.1)
By looking at the explicit form of the operator B(l; t), we see that its action does not preserve the homoge-
neous space Σ
(n|m)
l , i.e.
B(l; t)Σ
(n|m)
l 6⊆ Σ(n|m)l . (B.2)
It rather preserves the global even/odd parity and it decomposes as
B(l; t)Σ
(n|m)
l ⊆ Σ(n|m)l ⊕ Σ(n+2ǫ|m−2)l ⊕ Σ(n+4ǫ|m−4)l ⊕ · · · ⊕ Σ
(n+2ǫ⌊m2 ⌋|m mod 2)
l (B.3)
where again ǫ = 0, 1/2 corresponds to R, NS (respectively). This peculiarity makes an explicit expression
for the action on sJacks difficult to obtain.
For the construction of the singular vectors, the operator B(l; t) acts on a Jack superpolynomial in exactly
l variables which is indexed by a staircase-shaped superpartition
Γ¯ := Γ2a−l,l = (a− 1, a− 2, . . . , a− l; ) (B.4)
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for a given a ≥ l. Using property (A.24) with k = a− l, we have
P
(α)
Γ¯
(z1, . . . , zl, θ1, . . . , θl) = mΓ¯(z1, . . . , zl, θ1, . . . , θl) = θ1 · · · θl∆(z1, . . . , zl)
l∏
i=1
za−li . (B.5)
Since the operator B(l; t) acts non-trivially only on the anticommuting variables, through their derivatives,
it is convenient to expand its action on a specific monomial in the θi as
B(l; t)θ1 · · · θl =
⌊l/2⌋∑
k=0
(−t)kBk (B.6)
where we choose to write the expansion in powers of (−t). The term Bk results from the action of 2k dis-
tinct derivatives on θ1 · · · θl, thus reducing the total fermionic degree by 2k. Because B(l; t) is symmetric (in
superspace), in the expansion (B.6) we can restrict ourselves to the analysis of the coefficient that contains
θ1 · · · θl−2k — the complete expression for Bk then being recovered by an appropriate symmetrization.
The coefficients Bk turn out to have remarkably simple compact expressions. These are
Bk
∣∣
θ1...θl−2k
= pf
( zizj
zi − zj
)
l−2k+1≤i6=j≤l
(B.7)
for the NS sector and
Bk
∣∣
θ1...θl−2k
= pf
(zi + zj
zi − zj
)
l−2k+1≤i6=j≤l
(B.8)
for the R sector, where pf(·) denotes the pfaffian. Using the identities [5]2
pf
(
zizj
zi − zj
)
1≤i6=j≤2n
=
1
∆(z1, . . . , z2n)
P
(−3)
µ 1
2
[n](z1, . . . , z2n) (B.9)
with
µ 1
2
[n] =
(
2n− 1, 2n− 1, 2n− 3, 2n− 3, . . . , 1, 1) (B.10)
and
pf
(
zi + zj
zi − zj
)
1≤i6=j≤2n
=
1
∆(z1, . . . , z2n)
P
(−3)
µ0[n]
(z1, . . . , z2n) (B.11)
with
µ0[n] =
(
2n− 1, 2n− 2, 2n− 3, . . . , 1), (B.12)
we can then write[
B(l; t)mΓ¯(z1, . . . , zl, θ1, . . . , θl)
]
θ1···θl−2k
= (−t)k∆(z1, . . . , zl−2k)
l∏
i=1
za−li
∏
1≤i≤l−2k
l−2k<j≤l
(zi − zj)
× P (−3)µǫ[k](zl−2k+1, . . . , zl) (B.13)
where ǫ = 0, 12 according to the sector of B. Note that we have written the Vandermonde determinant as
∆(z1, . . . , zl) = ∆(z1, . . . , zl−2k)∆(zl−2k+1, . . . , zl)
∏
1≤i≤l−2k
l−2k<j≤l
(zi − zj), (B.14)
2To make a direct comparison with [5], we write
pf
(
zizj
zi − zj
)
1≤i6=j≤2n
=
2n∏
i=1
zi pf
(
1
zi − zj
)
1≤i6=j≤2n
and use
2n∏
i=1
z−1i P
(−3)
µ 1
2
[n]
(z1, . . . , z2n) = P
(−3)
µ 1
2
[n]−(12n)
(z1, . . . , z2n)
where µ − λ = (µ1 − λ1, · · · , µ2n − λ2n), so that µ 1
2
[n]− (12n) is the partition µ 1
2
[n] but with each part reduced by 1 (which
is δ(2n)(0, 0) in the notation of [5]).
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to simplify the expression. Recall that the full expression of B(l; t)mΓ¯ is obtained by first symmetrizing
(B.13) and then summing over k from 0 to ⌊l/2⌋.
It follows from [11] that the Jack polynomials evaluated at α = −3 are well-defined for the partitions
µǫ[k], (meaning that they have no poles), since these partitions satisfy the (2, 2, 2k)−admissibility condition.
Recall that a partition λ is (2, 2, 2k)−admissible if it has 2k parts and satisfies
λi − λi+2 ≥ 2, i = 1, . . . , 2k − 2. (B.15)
Moreover, these Jack polynomials vanish if any three of their variables coincide (this corresponds to the
so-called clustering property). Consequently, the right-hand side of eq. (B.13) vanishes if any three variables
in the set {zl−2k+1, . . . , zl} coincide. But this is also true for three zi in the set {z1, . . . , zl−2k} due to the
antisymmetry of the Vandermonde determinant. Moreover, the last product in the first line in (B.13) also
vanishes whenever two variables that belong to one set coincide with one variable of the other set. Therefore,
we have (with Γ¯ defined in (B.4))
B(l; t)mΓ¯(z1, . . . , zl, θ1, . . . , θl) = 0 if z1 = z2 = z3. (B.16)
The superpolynomials that vanish when three (bosonic) variables coincide have been studied in [10]. Let
us denote their vector space by F (2)l , that is,
F (2)l = {f(z, θ) ∈ Σl ; f(z, θ) = 0 if z1 = z2 = z3}. (B.17)
The analog of the admissibility condition (B.15) for superpartitions is as follows. A superpartition Λ is
(2, 2, l)−admissible if it satisfies
Λ⊛i − Λ∗i+2 ≥ 2, 1 ≤ i ≤ l − 2. (B.18)
Denote the set of (2, 2, l)−admissible superpartitions by πl and introduce the following vector space
I(2,2)l := spanC{P (−3)Λ ; Λ ∈ πl}. (B.19)
It has been conjectured in [10] that
I(2,2)l = F (2)l . (B.20)
This conjecture implies that B(l; t)mΓ¯ ∈ I(2,2)l . Quite remarkably, in the NS sector, an explicit expression
for the action of B(l; t) on mΓ¯ in the sJack basis {P (−3)Λ } can be conjectured.
Let Λ be a superpartition with exactly m circles. From left to right (equivalently, from bottom to top),
mark each circle of Λ with 1, 2, . . . ,m. For instance
Λ = (4, 3, 2, 1, 0; ) :
❦5
❦4
❦3
❦2
❦1
. (B.21)
Let ⊤i(Λ), for 1 ≤ i ≤ m− 1, be the operator that acts on the diagram of Λ by replacing the circle marked
by i with a box and removing the one marked by i+ 1. These operations may be composed, noting that we
do not relabel the circles during the intermediate operations. For instance
⊤2 (4, 3, 2, 1, 0; ) = (4, 3, 0; 2, 2) :
❦5
❦4
❦1
, (B.22)
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so that
⊤4⊤2 (4, 3, 2, 1, 0; ) = (0; 4, 4, 2, 2) :
❦1
(B.23)
is defined. Note that ⊤i cannot be applied twice, that ⊤i+1 and ⊤i can never be composed, and that
⊤i⊤j = ⊤j⊤i for all |i− j| > 1.
Given m, let I = (i1, . . . , ik), with 0 ≤ k ≤ ⌊m/2⌋ and 1 ≤ i1, . . . , ik ≤ m − 1, be an ordered set such
that ij ≥ ij−1 + 2. Denote the set of all such I, for fixed m and k, by Im,k. We define the following set of
superpartitions generated from a superpartition Λ with exactly m circles:
Xk(Λ) =
{ ⋃
I∈Im,k
⊤i1 ⊤i2 · · · ⊤ik (Λ)
}
. (B.24)
It is not difficult to show that for k = 0, 1, . . . , ⌊l/2⌋, the set Xk(Γ¯), where Γ¯ = Γ2a−l,l is given in (B.4),
contains only (2, 2, l)-admissible superpartitions.
Conjecture B.1. For the NS case, we have
B(l, t)mΓ¯(z1, . . . , zl, θ1, . . . , θl) =
⌊l/2⌋∑
k=0
(−t)k
∑
Λ∈Xk(Γ¯)
P
(−3)
Λ (z1, . . . , zl, θ1, . . . , θl). (B.25)
Let us illustrate this result by considering again the case Γ¯= Γ5,5 = (4, 3, 2, 1, 0; ). We first construct the
sets Xk
(
(4, 3, 2, 1, 0; )
)
with k = 0, 1, 2. We have of course X0
(
(4, 3, 2, 1, 0; )
)
= (4, 3, 2, 1, 0; ). The elements
of X1 are constructed as follows:
⊤1(4, 3, 2, 1, 0; ) = (4, 3, 2; 1, 1), ⊤2(4, 3, 2, 1, 0; ) = (4, 3, 0; 2, 2),
⊤3(4, 3, 2, 1, 0; ) = (4, 1, 0; 3, 3), ⊤4(4, 3, 2, 1, 0; ) = (2, 1, 0; 4, 4). (B.26)
Next, for X2, the contributing superpartitions are
⊤1⊤3 (4, 3, 2, 1, 0; ) = (4; 3, 3, 1, 1),
⊤2⊤4 (4, 3, 2, 1, 0; ) = (0; 4, 4, 2, 2), ⊤1⊤4 (4, 3, 2, 1, 0; ) = (2; 4, 4, 1, 1). (B.27)
We thus finally arrive at:
B(5; t)m(4,3,2,1,0; ) = P
(−3)
(4,3,2,1,0;) − t
(
P
(−3)
(4,3,2;1,1) + P
(−3)
(4,3,0;2,2) + P
(−3)
(4,1,0;3,3) + P
(−3)
(2,1,0;4,4)
)
+ t2
(
P
(−3)
(4;3,3,1,1) + P
(−3)
(2;4,4,1,1) + P
(−3)
(0;4,4,2,2)
)
, (B.28)
which indeed agrees with the explicit expression obtained from the action of the operator E(5;
√
t).
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