Let G ⊂ L 2 (R) be the subspace spanned by a Gabor Riesz sequence (g, Λ) with g ∈ L 2 (R) and a lattice Λ ⊂ R 2 of rational density. It was shown recently that if g is well-localized both in time and frequency, then G cannot contain any time-frequency shift π(z)g of g with z / ∈ Λ. In this paper, we improve the result to the quantitative statement that the L 2 -distance of π(z)g to the space G is equivalent to the Euclidean distance of z to the lattice Λ, in the sense that the ratio between those two distances is uniformly bounded above and below by positive constants. On the way, we prove several results of independent interest, one of them being closely related to the so-called weak Balian-Low theorem for subspaces.
Introduction
The Balian-Low theorem is a well known and fundamental result in time-frequency analysis, which asserts that a Gabor system cannot be a Riesz basis for L 2 (R) if its generating window is well localized both in time and frequency. More precisely, it states the following: Theorem 1.1 (Balian-Low Theorem). Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a lattice such that the Gabor system {e 2πibx g(x − a) : (a, b) ∈ Λ} is a Riesz basis for L 2 (R) (and therefore Λ is of density 1). Then ˆx 2 |g(x)| 2 dx ˆω 2 | g(ω)| 2 dω = ∞.
(1.1)
In the recent paper [6] , the following generalization of the Balian-Low theorem was proved (see also [7] for a similar generalization of the amalgam Balian-Low theorem). Theorem 1.2 ([6] ). Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a lattice of rational density such that the Gabor system {e 2πibx g(x − a) : (a, b) ∈ Λ} is a Riesz basis for its closed linear span G(g, Λ). If there exists a time-frequency shift e 2πiηx g(x − u), (u, η) ∈ R 2 \Λ, of g which is contained in G(g, Λ), then (1.1) holds.
Note that condition (1.1) is equivalent to having g / ∈ H 1 (R) or g / ∈ H 1 (R), where H 1 (R) denotes the usual Sobolev space in L 2 (R) of regularity order 1. Therefore, Theorem 1.2 can be rephrased as follows: if g, g ∈ H 1 (R), then the time-frequency shift e 2πiηx g(x − u) has a positive L 2 -distance to the space G(g, Λ) whenever (u, η) ∈ R 2 has a positive Euclidean distance to the lattice Λ. As our main result, we are going to prove the following quantitative version of Theorem 1.2 which relates the two mentioned distances. In the sequel, we denote by H 1 (R) the set of all g ∈ H 1 (R) satisfying g ∈ H 1 (R).
Preparations
Notation. Let us begin with collecting some notation we will use throughout the paper. We set N := {1, 2, . . .} and N 0 := N ∪ {0}. The Lebesgue measure of a Borel set Ω ⊂ R n is denoted by |Ω|. If g : R → C is measurable, we write Xg for the function x → x g(x), that is, (Xg)(x) = x g(x), x ∈ R.
Let H be a Hilbert space, and let Φ = (ϕ i ) i∈I be a family in H. This family is called a frame for H if there are A, B ∈ (0, ∞) such that A x 2 H ≤ i∈I | x, ϕ i | 2 ≤ B x 2 H for all x ∈ H. If Φ is a frame for its closed linear span span{ϕ i : i ∈ I}, then we say that Φ is a frame sequence. We say that Φ is a Riesz sequence if there are A, B ∈ (0, ∞) such that A c ℓ 2 ≤ i∈I c i ϕ i ≤ B c ℓ 2 for all finitely supported sequences c = (c i ) i∈I ∈ ℓ 2 (I). If Φ is a Riesz sequence and span{ϕ i : i ∈ I} is dense in H, we say that Φ is a Riesz basis for H. Each Riesz basis is a frame.
Let T : H → H be a bounded linear operator on a (complex) Hilbert space H. The spectrum of T will be denoted by σ(T ); that is,
The complement of σ(T ) in C is denoted by ρ(T ) and is called the resolvent set of T . For a bounded linear operator A : H → K between two Hilbert spaces H and K, we define Denoting by T a and M b the operators of translation by a ∈ R and modulation by b ∈ R, respectively, we have π(a, b) = M b T a . A lattice in R 2 is a set Λ = AZ 2 with A ∈ GL(2, R). Its density is defined as | det A | −1 . If Λ is a lattice in R 2 and g ∈ L 2 (R), we denote by (g, Λ) the Gabor system generated by g and Λ, that is, (g, Λ) := {π(λ)g : λ ∈ Λ}. The Gabor space generated by g and Λ is denoted and defined by G(g, Λ) := span (g, Λ), with the closure taken in L 2 (R).
The Zak transform of g ∈ L 2 (R) is defined as
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where the limit is taken in L 2 ((0, 1) 2 ). The Zak transform g → Zg is a unitary operator from L 2 (R) to L 2 ((0, 1) 2 ). In the following, we will consider the Zak transform Zg of g ∈ L 2 (R) as an (a.e. defined) function on R 2 , by using Equation (2. 2) on all of R 2 , where the limit is taken in L 2 loc (R). This extended Zak transform has the following properties (all of which hold for a.e. (x, ω) ∈ R 2 ):
(a) Zg(x + m, ω + n) = e 2πimω Zg(x, ω) for all m, n ∈ Z.
(b) Z[π(u, η)g](x, ω) = e 2πiηx Zg(x − u, ω − η) for all (u, η) ∈ R 2 . (c) (Z[π(m, n)g])(x, ω) = e 2πi(nx−mω) Zg(x, ω) for all m, n ∈ Z.
(d) Z g(x, ω) = e 2πixω Zg(−ω, x).
(e) g(x) =´1 0 Zg(x, ω) dω and g(ω) =´1 0 e −2πixω Zg(x, ω) dx. For all these properties, we refer to [11, Section 8] . The property (a) of Zg is called quasi-periodicity.
In what follows, we will consider the lattice Λ = 1 Q Z × P Z (where P, Q ∈ N) and connect the spectral properties of the frame operator S : L 2 (R) → L 2 (R), f → λ∈Λ f, π(λ)g π(λ)g and the Gram operator G : ℓ 2 (Z 2 ) → ℓ 2 (Z 2 ), (c n,k ) n,k∈Z → n,k∈Z c n,k π(Q −1 n, P k)g, π(Q −1 m, P ℓ)g m,ℓ∈Z of the Gabor system (g, Λ) to the spectral properties of certain matrix multiplication operators as defined in Appendix A.1. For this, we consider R P := (0, 1 P ) × (0, 1), and we define unitary operators V : L 2 ((0, 1) 2 ) → L 2 (R P , C P ) and U : ℓ 2 (Z 2 ) → L 2 (R P , C Q ) by where f ∈ L 2 ((0, 1) 2 ), c = (c n,m ) n,m∈Z ∈ ℓ 2 (Z 2 ), and e s,n (x, ω) := P 1/2 · e 2πi(nP x−sω) , (x, ω) ∈ R P . Furthermore, we denote by S n ∈ C n×n the cyclic shift operator satisfying S n e i = e i−1 for i ∈ {1, . . . , n − 1} and S n e 0 = e n−1 for the standard basis {e 0 , . . . , e n−1 } of C n . For ω ∈ R we define the matrices L ω := S P diag(e 2πiω , 1, . . . , 1) ∈ C P ×P and M ω = diag(e −2πiω , 1, . . . , 1) S −1 Q ∈ C Q×Q . Lemma 2.1. For P, Q ∈ N and g ∈ L 2 (R), g = 0, let us define the matrix function A g : R 2 → C P ×Q by
.
Then for a.e. (x, ω) ∈ R 2 we have
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In particular, A * g A g is ( 1 P , 1)-periodic and A g A * g is ( 1 Q , 1)-periodic. If Λ = 1 Q Z × P Z, then (g, Λ) is a Bessel sequence if and only if Zg ∈ L ∞ (R 2 ). In this case, the synthesis operator T : ℓ 2 (Z 2 ) → L 2 (R), (c n,m ) n,m∈Z → n,m c n,m π(Q −1 n, P m)g, the frame operator S, and the Gram operator G of (g, Λ) are given by T = (VZ) * M Ag U , S = (VZ) * M AgA * g (VZ), and G = U * M A * g Ag U , (2.5) respectively, where M AgA * g (respectively M A * g Ag or M Ag ) is the matrix multiplication operator (cf. Section A.1) with respect to A g A * g (resp. A * g A g or A g ) acting on L 2 (R P ; C P ) (resp. L 2 (R P ; C Q )).
If Zg ∈ L ∞ (R 2 ), the following statements hold:
(a) (g, Λ) is a Riesz sequence if and only if essinf z∈R 2 σ 0 (A g (z)) > 0. (b) (g, Λ) is a frame sequence if and only if essinf z∈R 2 σ 1 (A g (z)) > 0. (c) (g, Λ) is a frame for L 2 (R) if and only if essinf z∈R 2 σ 0 (A g (z) * ) > 0.
Proof. Let A := A g . We have A(x + 1
, where-due to the quasi-periodicity of Zg-we see that
In matrix notation, this means precisely that A satisfies the first relation in (2.4), and the ( 1 P , 1)-periodicity of A * A follows from L * ω L ω = Id C P and from A(x, ω+1) = A(x, ω). The second relation in (2.4) can be proved similarly and shows that AA * is ( 1 Q , 1)-periodic. Let T 0 denote the pre-synthesis operator of (g, Λ), that is,
where ℓ 2 0 (Z 2 ) is the space of all elements of ℓ 2 (Z 2 ) with only finitely many non-zero entries. For c ∈ ℓ 2 0 (Z 2 ), the properties of the Zak transform listed after Equation (2.2) show that
where h ℓ (x, ω) := P 1/2 s,n∈Z c sQ+ℓ,n e 2πi(nP x−sω) and h := (h ℓ ) Q−1 ℓ=0 = U c with the operator U defined in Equation (2.3). Since h is ( 1 P , 1)-periodic, we obtain (Z T 0 c)(x + k P , ω) = A(x + k P , ω)h(x, ω), e 0 C P = A(x, ω)h(x, ω), e k C P . Here, we used the identity A(x + 1 P , ω) = L ω A(x, ω) from the beginning of the proof to get
where an easy induction shows that (L * ω ) k e 0 = diag(e −2πiω , 1, . . . , 1) S * P k e 0 = e k for k = 0, . . . , P − 1. With the operator V defined in Equation (2.3), we have thus shown
. Since the operators V, Z, U are unitary, this shows that T 0 is bounded if and only if M A is bounded, that is, if each entry of A is essentially bounded (on R P ), which-by quasiperiodicity-exactly means that Zg ∈ L ∞ (R 2 ). In particular, this shows that (g, Λ) is a Bessel sequence if and only if T 0 is bounded, if and only if Zg ∈ L ∞ (R 2 ).
Let us assume for the rest of this proof that Zg ∈ L ∞ (R 2 ). Then VZT = M A U , where T = T 0 = (VZ) * M A U is the synthesis operator of (g, Λ). Clearly, M * A = M A * is the (bounded) multiplication operator with A * ; thus M * A M A = M A * A and M A M * A = M AA * . Since S = TT * and G = T * T, this proves (2.5).
By definition, (g, Λ) is a Riesz sequence if and only if the synthesis operator T is bounded below. Lemma A.3 shows that this holds if and only if G = T * T is boundedly invertible, that is, if and only if 0 ∈ ρ(G). Similarly, (g, Λ) is a frame for L 2 (R) if and only if 0 ∈ ρ(S). Likewise (see Lemmas A.4 and A.2), (g, Λ) is a frame sequence if and only if (0, ε 0 ] ⊂ ρ(G) for some ε 0 > 0. Hence, (g, Λ) is a Riesz sequence if and only if 0 ∈ ρ(M A * A ), a frame sequence if and only if (0, ε 0 ] ⊂ ρ(M A * A ) for some ε 0 > 0, and a frame for L 2 (R) if and only if 0 ∈ ρ(M AA * ).
The statements (a)-(c) now follow from Lemma A.1 (ii)+(iii). Here, it is used for properties (a) and (b) that σ i (A g (z)) only depends on A * g (z)A g (z), which is (P −1 , 1)periodic, so that essinf z∈R 2 σ i (A g (z)) = essinf z∈Rp σ i (A g (z)) for i ∈ {1, 2}. Finally, for property (c), it is used that if (g, Λ) is a frame for L 2 (R), then P/Q ≤ 1 (see [11] 
). Conversely, if essinf z∈R 2 σ 0 (A * g (z)) > 0, then also essinf z∈R P σ 0 (A * g (z)) > 0, so that 0 ∈ ̺(M AA * ) by Lemma A.1. In the next lemma, we derive a formula for the matrix function A g associated to the dual window g of the Riesz sequence (g, Λ). This means that-considered on the Gabor space G(g, Λ)-the Gabor system ( g, Λ) is the canonical dual frame to (g, Λ). In the proof of the lemma, we will use that g = S † g satisfies this property, where S † is the pseudo-inverse (see Section A.2) of the (pre)-frame operator S of (g, Λ), which is given by Sf = λ∈Λ f, π(λ)g π(λ)g. For completeness, we sketch a proof of this fact. Let S 0 := S| G(g,Λ) : G(g, Λ) → G(g, Λ) denote the restriction of S to G(g, Λ). Note that S 0 is invertible since (g, Λ) is a frame for G(g, Λ), and that G(g, Λ) = ran S = (ker S) ⊥ since S is self-adjoint. Therefore, the pseudo-inverse of S is given by S † = S −1 0 P G(g,Λ) , where P G(g,Λ) denotes the orthogonal projection from L 2 (R) onto G(g, Λ). Hence, g 0 := S † g = S −1 0 g. Finally, a straightforward but tedious computation shows that π(λ)S = Sπ(λ) for all λ ∈ Λ, which also implies that π(λ)G(g, Λ) = G(g, Λ). Therefore, S 0 [π(λ)g 0 ] = π(λ)S 0 g 0 = π(λ)g, showing that indeed π(λ)g 0 λ∈Λ = S −1 0 (π(λ)g) λ∈Λ is the canonical dual frame of (g, Λ).
With this preparation, we can now prove the announced lemma.
Lemma 2.2. Let g ∈ L 2 (R), P, Q ∈ N, Λ = 1 Q Z × P Z, and assume that (g, Λ) is a Riesz sequence. Let g be the dual window of (g, Λ) and G := Zg, G := Z g, A := A g , and A := A g , with A g and A g as in Lemma 2.1. Then
Moreover, for arbitrary µ = (u, η) ∈ R 2 we have
and D P = diag(k/P ) P −1 k=0 , with the understanding that e 2πiηD P = diag (e 2πiηk/P ) P −1 k=0 . Proof. In this proof we shall make use of the notion of the pseudo-inverse T † of an operator T with closed range. For the definition of this notion and a review of some of its properties, we refer to Section A.2.
Let S be the frame operator of (g, Λ). Then the range of S is ran S = G(g, Λ), which is closed in L 2 (R). Hence, by Lemma A.6 we have S † = ϕ(S), where ϕ : R → R is defined by ϕ(0) = 0 and ϕ(t) = 1/t for t = 0. As seen before the statement of the lemma, g = S † g = ϕ(S)g. Furthermore, Lemma A.6 shows ϕ(A(z)A(z) * ) = (A(z)A(z) * ) † for every z ∈ R P . Hence, an application of Equation (2.5) and of Lemma A.1 (iv) shows that
with V as defined in Equation (2.3). Therefore,
In order to extend this relation to
Let z = (x, ω) ∈ R P be arbitrary, and set z n,k = (x+ n+k P , ω) for k ∈ {0, . . . , P − 1} and n ∈ Z. Using Equation (2.4), we see that
Similarly, Equation (2.4) shows that G(z n,k )
. All in all, we thus get for (x, ω) ∈ R P and n ∈ Z that
= A(x + n P , ω)A(x + n P , ω) * † ( VG)(x + n P , ω) . In combination with the 1-periodicity in the second variable of all involved functions, this implies V G = (AA * ) † ( VG) a.e. on R 2 .
, and because AA * is ( 1 Q , 1)-periodic, we obtain the identity A = (AA * ) † A = A(A * A) † = A(A * A) −1 , see Lemma A.5 (iv). Here, we used that A * A is invertible almost everywhere by Lemma 2.1 (a). We have thus proved Equation (2.6). Now, denote the orthogonal projection from L 2 (R) onto G(g, Λ) = ran S by P. Then, for any µ = (u, η) ∈ R 2 we have For arbitrary f ∈ L 2 (R), we thus see that
Now, the claim follows from |e 2πiηx | = 1.
In proving the next result, we crucially use that if λ = (α, β) ∈ R 2 and µ = (a, b) ∈ R 2 , then π(λ)π(µ)f = e −2πiαb π(λ + µ)f , as can be verified by a direct calculation. In particular, this implies T π(λ)π(µ)f L 2 = T π(λ + µ)f L 2 for any linear operator T : L 2 (R) → L 2 (R). Lemma 2.3. Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a lattice. If P denotes the orthogonal projection from L 2 (R) onto G(g, Λ), then P commutes with the operators π(λ), λ ∈ Λ. In particular, for any µ ∈ R 2 , any f ∈ L 2 (R), and any λ ∈ Λ we have
Proof. Let G := G(g, Λ). We have π(λ)π(µ)g = e −2πiλ 1 µ 2 π(λ + µ)g ∈ G for any µ, λ ∈ Λ, as discussed before the statement of the lemma. This easily implies π(λ)G ⊂ G and-by symmetry of Λ-also π(−λ)G ⊂ G. From this it follows that also π(λ)G ⊥ ⊂ G ⊥ ; indeed, π(λ)f, h = f, π(−λ)h = 0 for f ∈ G ⊥ and h ∈ G. Now, if f ∈ L 2 (R), then we can write f = f 1 + f 2 with f 1 ∈ G and f 2 ∈ G ⊥ ; hence, π(λ)f = π(λ)f 1 + π(λ)f 2 with π(λ)f 1 ∈ G and π(λ)f 2 ∈ G ⊥ , which implies P[π(λ)f ] = π(λ)f 1 = π(λ)[Pf ].
As to the "in particular"-part, we observe for µ ∈ R 2 and λ ∈ Λ that
The claim now follows by noting that dist(f, G) = (I − P)f L 2 for f ∈ L 2 (R).
The following lemma is probably folklore. However, since we could not find any reference for it (one direction is proved in [9, Proof of Thm. 2.3]), we give a full proof here. Recall that H 1 (R) is the space of all g ∈ H 1 (R) satisfying g ∈ H 1 (R).
. In this case, the weak derivatives of Zg are given by
and
Proof. "⇒:" Assume that g ∈ H 1 (R) and let Ω ⊂ R 2 be nonempty, open, and bounded. Let us first assume that g ∈ C ∞ c (R) (such a function of course is in H 1 (R)). Recalling the definition (2.2) of the Zak transform, we see that on Ω, Zg is defined by a finite sum (hence Zg ∈ C ∞ (Ω)), and the first relation in (2.9) is easily verified. For the second relation, we note
The middle term vanishes by partial integration and since ∂ 1 (Zϕ n ) = Z(ϕ ′ n ); the other two terms tend to zero as n → ∞. Hence, Zg,
The relation Zg, ∂ 2 φ = 2πi Z(Xg) − XZg, φ is proven similarly, by noting that
and Xϕ n → Xg in L 2 , and therefore Z(Xϕ n ) → Z(Xg) and X Zϕ n → X Zg with convergence in L 2 loc (R 2 ). Because of Zg ′ ∈ L 2 (Ω) and Z(Xg) − XZg ∈ L 2 (Ω), this proves that Zg ∈ H 1 (Ω) and that (2.9) holds on Ω. Since Ω was an arbitrary nonempty, open, bounded set, we have proved one implication.
. Lemma A.14 shows that, after changing G on a null-set, we can assume that G(x, ·) is locally absolutely continuous on R with derivative (∂ 2 G)(x, ·) ∈ L 2 loc (R) for almost every x ∈ R and simultaneously that G(·, ω) is locally absolutely continuous on R with derivative (∂ 1 G)(·, ω) ∈ L 2 loc (R) for almost every ω ∈ R.
According to the properties of the Zak transform, we have g(x) =´1 0 G(x, ω) dω for almost all x ∈ R; see Page 3. Let us fix one x 0 ∈ R for which this is true. Hence, for almost all x ∈ R we have
. Hence, possibly after redefining g on a set of measure zero, g is locally absolutely continuous on R. To see that actually φ ∈ L 2 (R) (and hence g ∈ H 1 (R)), recall from the properties of the Zak transform that G(t+n, ω) = e 2πinω G(t, ω) for almost all (t, ω) ∈ R 2 . Hence,
1 Indeed, for any ε > 0, there is a compactly supported function h such that (1 + |X|) (g − h) L 2 < ε,
To show that also g ∈ H 1 (R), define F :
is locally absolutely continuous for almost all x ∈ R, the product rule for Sobolev functions (see for instance [2, Section 4.25] ) shows that also F x := F (x, ·) satisfies this property. Moreover, the product rule also shows for almost all x ∈ R that we have
. This easily implies that the function ψ : R → C, ω →´1 0 H(x, ω) dx, is almost everywhere well-defined and satisfies ψ ∈ L 1 loc (R). Next, recall from the properties of the Zak transform (Page 3) the inversion formula
Fix some ω 0 ∈ R for which this holds, and note for almost all ω ∈ R that
Hence-possibly after changing g on a null-set-we see that g is locally absolutely continuous, with g ′ (ω) = ψ(ω), so that it remains to show ψ ∈ L 2 (R). To this end, observe for n ∈ Z that G x (ω + n) = Zg(x, ω + n) = Zg(x, ω) = G x (ω), and hence also G ′ x (ω + n) = G ′ x (ω), which finally implies for almost all x ∈ R that H(x, ω + n) = e −2πinx H(x, ω) for almost all ω ∈ R. Therefore, we see for any n ∈ Z that
For proving our next proposition-and also several other results-we shall make use of so-called symplectic operators in order to generalize statements involving lattices of the form Q −1 Z×P Z, P, Q ∈ N, to general lattices of rational density. To explain this, let Λ ⊂ R 2 be such a general lattice of rational density. Then there exists a matrix
It is not hard to check that det B 0 = 1, and that B 0 Λ = | det A| 1/2 Z 2 . Thus, if we let B := diag (P Q) −1/2 , (P Q) 1/2 B 0 , then det B = 1 as well, and BΛ = Q −1 Z × P Z.
Next, since det B = 1, we see from [11, Lemma 9.4.1 and Equation (9.39)] that there is a unitary operator U B :
(2.11) An operator U B with this property is called symplectic. As a consequence of Schur's Lemma (see [11, Lemma 9.3.2] ), the operator U B is unique up to multiplication with unimodular constants; therefore, we have
For us, an important property of symplectic operators is that they leave H 1 (R) invariant. To see this, recall from [6, discussion around Equation (4.5)] that each matrix B ∈ SL(2, R) can be written as a product of matrices of the form
, then a direct computation shows that the choices U B (1)
valid. Likewise, if we let U B 0 := F be the Fourier transform, then (2.10) is satisfied as well.
Thus, in view of (2.12), it suffices to show that H 1 (R) is invariant under the operators F, D α , and C β . For F and D α , this is trivial. Finally, for C β recall that f ∈ L 2 (R) is in H 1 (R) if and only if Xf ∈ L 2 (R) and if f is locally absolutely continuous with f ′ ∈ L 2 (R). As a consequence of the product rule for Sobolev functions (see for instance [2, Section 4 .25]), it follows that if g ∈ H 1 (R), then C β g is locally absolutely continuous, with
To see an application of symplectic operators, note that if Λ is a lattice of rational density with BΛ = Q −1 Z × P Z for some B ∈ SL(2, R), and if g ∈ L 2 (R) is such that (g, Λ) is a Riesz sequence, one may define
. This reduction to the separable lattice Λ 1 will be crucial in the proof of the following proposition.
Proposition 2.5. Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a lattice of rational density such that (g, Λ) is a Riesz sequence. Let g be the dual window of (g, Λ). Then g ∈ H 1 (R) if and only if g ∈ H 1 (R).
Proof. Let us first prove the claim for Λ = Q −1 Z × P Z, where P, Q ∈ N. Assume that g ∈ H 1 (R). By Lemma 2.4, Zg ∈ H 1 loc (R 2 ). Let us denote by A g and A g the matrix functions introduced in Lemma 2.1. Using that lemma, we conclude that each entry of A g is contained in L ∞ (R 2 ) and that there exists c > 0 such that σ 0 (A g (z)) ≥ c for a.e. z ∈ R 2 . Therefore, a combination of Equation (2.6) and Lemma A.10 shows that each
is also a Riesz basis for G(g, Λ) = G( g, Λ) with (g, Λ) being the dual Riesz basis, interchanging the roles of g and g in the above arguments yields that g ∈ H 1 (R) implies g ∈ H 1 (R). Now, let Λ ⊂ R 2 be an arbitrary lattice of rational density. As seen before Equa-
where S is the frame operator of (g, Λ). Hence, as discussed before Lemma 2.2, the dual window of (g 1 , Λ 1 ) is given by
Now, suppose that g ∈ H 1 (R). As seen in the discussion before this proposition, symplectic operators leave
Hence, by what we showed above, we see that
. Finally, by interchanging the roles of g and g we see that g ∈ H 1 (R) implies g ∈ H 1 (R).
Differentiability of the Time-Frequency Map
In this section, we will show that for g ∈ H 1 (R) the map (a, b) → e 2πibx g(x − a) is differentiable at the origin, with the derivative given by (a, b) → −ag ′ + 2πibXg. In the proof of this result, we will make use of the following simple estimate. Recall that the sinc function is defined by sinc(x) := sin(πx) πx for x ∈ R\{0} and sinc(0) := 1.
Proof. The first inequality is equivalent to | sin(x) − xe −ix | ≤ x 2 and thus to
Since f is even, it suffices to prove f (x) ≤ 0 for x > 0. We have
As sin(x) < x and sin(x) + x > 0 for x > 0, we have that f ′ (x) < 0 for x > 0. Since f (0) = 0, this proves the claim. Equation (3.1) is a direct consequence of the first estimate combined with | sinc(x)| ≤ 1 and |e −iπx | ≤ 1.
It is well known that S g is continuous for every g ∈ L 2 (R). Here, we will show that S g is differentiable if g ∈ H 1 (R). We first investigate the differentiability of S g at the origin.
Proof. (a) We first prove that S g is differentiable at (0, 0), and then compute its derivative. To this end, define A g ( a b ) := −ag ′ + 2πibXg. We have to prove that
To see this, we write , we observe that
and thuŝ
Using the estimate (3.1), we find that this expression is not larger than
Hence, we obtain
which tends to zero as b → 0 as a consequence of Xg ∈ L 2 and the dominated convergence theorem.
For the first term in (3.6), observe that Plancherel's theorem yields
so that we can conclude from our calculations in (3.9) that
Finally, using the estimates |e 2πibx − 1| ≤ 2π|bx| and |e 2πibx − 1| ≤ 2, we can treat the last summand in (3.6) as follows:
Hence,
which tends to zero as (a, b) → (0, 0), again as a consequence of the dominated convergence theorem and g ′ ∈ L 2 . By recalling (3.6), we thus see that (3.5) holds.
(b) We prove (3.3), given that g ∈ H 2 (R). Recalling Equations (3.8) and (3.1), we see thatˆ
Likewise, we use Equations (3.10), (3.1), and (3.7) to obtain
Furthermore,
Thus, Equation (3.6), combined with the elementary estimate |ab| ≤ 1 2 (a 2 + b 2 ), shows that
, and the lemma is proved.
Proof of Theorem 1.3
As mentioned in the introduction, an upper bound in (1.2) is not difficult to achieve. It even holds without assuming that Λ be of rational density nor (g, Λ) be a Riesz sequence.
Since 2πiω g = F[g ′ ], Plancherel's theorem and the Cauchy-Schwarz inequality yield the claim.
Remark 4.2. If Λ = AZ 2 with A ∈ GL(2, R), then the maximal distance of a point µ ∈ R 2 to the lattice Λ is bounded above by 2 −1/2 A op . Therefore, for each timefrequency shift π(µ)g of g we have that
In other words, the better g is localized in both time and frequency, the closer the timefrequency shifts of g scatter around G(g, Λ). However, due to the uncertainty principle, the constant in the above inequality cannot be arbitrarily small.
In the proof of the next proposition we shall be dealing with matrix-valued ordinary differential equations (ODEs) of the form
where X : R → C m×n and where M : R → C n×n has locally integrable entries. A solution of this ODE is a matrix function X : R → C m×n with (locally) absolutely continuous entries for which X ′ (t) = X(t)M (t) holds for a.e. t ∈ R.
Lemma 4.3. If X 1 and X 2 are two solutions to the ODE (4.1) such that
Proof. Since the classical ODE theory deals with continuously differentiable solutions to continuous equations that are required to fulfil a Lipschitz condition, we cannot quite apply that theory. As we will see, however, the same proof idea still works. Indeed, since X := X 1 − X 2 is a solution to the ODE X ′ = X · M with X(0) = 0, it suffices to show that any such function satisfies X ≡ 0. Since X is continuous, the set G := {t ∈ R : X(t) = 0} is closed. Since R is connected and since 0 ∈ G = ∅, it is therefore enough to show that G is also open.
Thus, let x 0 ∈ G be fixed but arbitrary. Since M is locally integrable, there is some
, and denote by X := C(I; C m×n ) the space of all continuous functions f : I → C m×n , equipped with the norm f X := sup t∈I f (t) op . It is not hard to see that X is a Banach space. Furthermore, define the linear operator
and hence T X→X ≤ 1 2 < 1. From this, it follows using a Neumann series argument that id − T : X → X is invertible.
Finally, since X(x 0 ) = 0 and X ′ (t) = X(t)M (t), we have
for all t ∈ I, which means that f := X| I satisfies (id − T )f = 0. Hence f = 0, which means that X ≡ 0 on (x 0 − ε, x 0 + ε). Thus, (x 0 − ε, x 0 + ε) ⊂ G, so that G is open.
The following proposition can be seen as a weak Balian-Low-type theorem for subspaces. For a comparison with other results of this type see Remark 4.5 below.
Proposition 4.4. Let g ∈ H 1 (R) and let Λ ⊂ R 2 be a lattice of rational density such that (g, Λ) is a Riesz basis for its closed linear span G(g, Λ). Then
Proof. Let us assume towards a contradiction that γ := −ag ′ + 2πibXg ∈ G(g, Λ) for some (a, b) ∈ R 2 \{(0, 0)}. We divide the proof into five steps.
Step 1: In the first four steps of the proof, we only consider separable lattices of the form Λ = 1 Q Z × P Z for certain P, Q ∈ N. Let G := Zg ∈ L 2 loc (R 2 ) denote the Zak transform of g, and recall from Lemma 2.1 the definition of the function A g ∈ L 2 loc (R 2 ; C P ×Q ) given by
Since g ∈ H 1 (R), Lemma 2.4 shows that G ∈ H 1 loc (R 2 ), so that all component functions of A g are in H 1 loc (R 2 ) as well. In this step, we show that A g satisfies a certain differential equation; see Equation (4.2) below.
Since γ ∈ G(g, Λ) and Λ = 1 Q Z × P Z, Lemma A. 16 shows π( L Q , 0)γ ∈ G(g, Λ) for each L ∈ {0, . . . , Q − 1}. This means that for each L ∈ {0, . . . , Q − 1} there is a sequence (c
m,sQ+ℓ π(s + ℓ Q , P m)g .
By using the properties (a)-(c) of the Zak transform on Page 3, this implies for each
is locally squareintegrable on R 2 and ( 1 P , 1)-periodic. Now, recall from Lemma 2.4 that
Therefore,
Thus, we arrive at
Denoting by e 0 , . . . , e Q−1 the standard basis vectors of C Q , plugging x + k P instead of x into the preceding displayed equation, and recalling that f
. As a consequence of Fubini's theorem (and since (a, b) = (0, 0)), there is a null-set N 0 ⊂ R 2 such that for all (x, ω) ∈ R 2 \N 0 , we have (t → F (x + ta, ω + tb)) ∈ L 2 loc (R; C Q×Q ). Note that the preceding displayed equation holds for almost all (x, ω) ∈ R 2 . Therefore, if we let v t := v+t (a, b) for v ∈ R 2 and t ∈ R, then Lemma A.15 yields a null-set
for almost all t ∈ R. In the last step we introduced the matrix
Step 2: In the present step, we show that G = Zg has a particularly nice representative.
To see this, recall from Step 1 that G ∈ H 1 loc (R). Next, define ̺ := (a, b) ∈ R 2 \{0}, and choose θ ∈ R 2 with θ 2 = 1 and such that θ ⊥ ̺. Define T : R 2 → R 2 , (t, s) → t̺ + sθ, and note that T is linear and bijective, so that the same holds also for T −1 . In particular, 
Note that since G 0 = G = G•T almost everywhere and since T and T −1 map null-sets to null-sets, we have G = G 0 • T −1 =: G 0 almost everywhere. By Lemma A.15, there is thus a null-set N 4 ⊂ R 2 such that
Since T is Lipschitz continuous, the set N 3 ) ). By the properties from above, this means that the map
Step 3: In this step, we use the "nice" representative G 0 of G to construct for almost all v = (x, ω) ∈ R 2 two locally absolutely continuous functions R v : R → C P ×Q and L v : R → C P ×Q which satisfy the differential equations
Step 1. We then use this differential equation to deduce R v = L v . In Step 4 we will finally employ this identity to complete the proof for the case Λ = 1 Q Z × P Z.
First, define
A :
, and note A = A g almost everywhere. Next, note for any
is locally absolutely continuous and satisfies
for almost all t ∈ R. Next, since (g, Λ) is a Riesz sequence, Lemma 2.1 shows essinf z∈R 2 σ 0 (A g (z)) > 0 and hence also essinf z∈R 2 σ 0 (A(z)) > 0, which means that (A * A)(x, ω) is invertible for almost all (x, ω) ∈ R 2 , say for all (x, ω) ∈ R 2 \N 7 .
For
and furthermore
where as before D P = diag(k/P ) k=0,...,P −1 ∈ R P ×P .
Since
, we see as a consequence of the product rule for Sobolev functions (see for instance [2, Section 4.25]) and of Equation (4.6) that R v is locally absolutely continuous, with
for almost all t ∈ R. This easily implies that L v is locally absolutely continuous as well,
and all t ∈ R.
Step 4: We complete the proof for the case Λ = Q −1 Z × P Z. To this end, let t ∈ R be arbitrary, and note that the matrix function H (−ta,−tb) defined in Lemma 2.2 satisfies for almost all v = (x, ω) ∈ R 2 that
By Lemma 2.2 and by the quasi-periodicity of G = Zg (which implies that |G| is (1, 1)periodic), this implies that dist 2 π(−ta, −tb)g, G(g, Λ) = g 2
That is, π(−ta, −tb)g ∈ G(g, Λ) for each t ∈ R. By Theorem 1.2, this means that (−ta, −tb) ∈ Λ for every t ∈ R. Because of (a, b) = (0, 0) and since Λ ⊂ R 2 is discrete, this yields the desired contradiction.
Step 5: Let Λ ⊂ R 2 be an arbitrary lattice of rational density, and assume again that −ag ′ + 2πibXg ∈ G(g, Λ) for some a, b ∈ R. Then there exists a matrix B ∈ GL(2, R) with det B = 1 and certain P, Q ∈ N such that Λ 1 := BΛ = Q −1 Z × P Z. With the symplectic operator U B (see (2.10)), set g 1 := U B g. Then (g 1 , Λ 1 ) is a Riesz basis for G(g 1 , Λ 1 ) = U B G(g, Λ) and, as H 1 (R) is invariant under symplectic operators (see the discussion after Equation (2.12)), we have g 1 ∈ H 1 (R). For f ∈ H 1 (R), let us set T f (x, ω) := ρ(x, ω)f , x, ω ∈ R, cf. (2.11). Using Corollary 3.3 we find that
In particular,
We have (see (2.10))
Hence, by Equation (4.7), we see that Λ 1 ) , which, by the first part of this proof, implies that α = β = 0 and thus a = b = 0.
Remark 4.5. Proposition 4.4 is closely related to the so-called weak subspace Balian-Low Theorem (cf. [12, Thm. 8] ) which states that if g ∈ L 2 (R) and Λ ⊂ R 2 is a lattice such that (g, Λ) is a Riesz basis for its closed linear span G, then at least one of the distributions g ′ , Xg, g ′ , X g is not contained in G, where g denotes the dual window of (g, Λ). More precisely, Proposition 4.4 implies that if g ′ , Xg ∈ L 2 (R) and Λ ⊂ R 2 is a lattice of rational density such that (g, Λ) is a Riesz sequence (and hence also g ′ , X g ∈ L 2 (R) by Proposition 2.5), then none of g ′ , Xg, g ′ , X g is contained in G. In fact, it even asserts that every non-trivial real linear combinations of ig ′ and Xg, as well as those of i g ′ and X g, do not belong in G.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let us denote by P the orthogonal projection from L 2 (R) onto G := G(g, Λ). Proposition 4.4 implies that the R-linear mapping In particular, there exists some δ > 0 such that ε(a, b) L 2 ≤ γ (a, b) 2 for (a, b) 2 < δ.
Combining these together and the fact that (Id −P)g = 0, we have for (a, b) 2 < δ,
Now, consider the compact set R := {µ ∈ R 2 : µ 2 = dist(µ, Λ)} and denote by B = B δ (0, 0) ⊂ R 2 the open ball of radius δ > 0 centered at (0, 0). By possibly shrinking δ, we may assume that B ⊂ R; in fact, since Λ is discrete, there is some δ 0 > 0 such that λ 2 ≥ 2δ 0 for all λ ∈ Λ\{0}. We then have B ⊂ R as soon as 0 < δ ≤ δ 0 .
We will show that there exists some γ ′ > 0 with (Id −P)π(a, b)g L 2 ≥ γ ′ (a, b) 2 for all (a, b) ∈ R\B. Towards a contradiction, suppose that there is no γ ′ > 0 with (Id −P)π(a, b)g L 2 ≥ γ ′ (a, b) 2 for all (a, b) ∈ R\B. Then there exists a sequence (µ n ) n∈N ⊂ R\B such that (Id −P)π(µ n )g → 0 as n → ∞. As R\B is compact, we may assume that µ n → µ 0 as n → ∞ for some µ 0 ∈ R\B. But then, since µ → π(µ)g is continuous, it follows that (Id −P)π(µ 0 )g = 0, that is, π(µ 0 )g ∈ G, which by Theorem 1.2 is only possible if µ 0 ∈ Λ; but this implies µ 0 2 = dist(µ 0 , Λ) = 0, in contradiction to µ 0 ∈ R\B.
Hence, there exists some γ ′ > 0 with dist(π(µ)g, G) = (Id −P)π(a, b)g L 2 ≥ γ ′ (a, b) 2 for all (a, b) ∈ R\B. As a consequence, we have with α := min{γ, γ ′ } > 0,
Finally, we note that for each µ ∈ R 2 there exist λ ∈ Λ and ν ∈ R with µ = λ + ν; indeed, there exists λ ∈ Λ with µ − λ 2 = dist(µ, Λ) and ν := µ − λ satisfies ν 2 = dist(µ, Λ) = dist(ν, Λ). Thus, we obtain (see Lemma 
This completes the proof.
An Explicit Local Bound
As mentioned in the introduction, we were unable to derive an explicit constant α for (1.2). Nevertheless, we can find a constant α that holds for (u, η) close to the lattice Λ. For this, however, we have to assume that (g, Λ) is an orthonormal sequence. The following result makes a first step towards finding such an α; it improves Proposition 4.4 under the additional assumption of orthonormality.
Proposition 5.1. Let g ∈ H 1 (R) and let Λ ⊂ R 2 be a lattice such that (g, Λ) is an orthonormal basis of its closed linear span G(g, Λ). Then for any (a, b) ∈ R 2 we have
Remark 5.2. The classical uncertainty principle (see e.g., [11, Theorem 2.2.1]) states that for any g ∈ L 2 (R),
where the equality holds if and only if g is a Gaussian, that is, if g(x) = c e −πx 2 /α for some c ∈ C and α > 0. As a consequence of this uncertainty principle and of the elementary estimate |2ab| ≤ a 2 + b 2 for a, b ≥ 0 (with equality if and only if a = b), it follows that
where we have the equality if and only if g(x) = c e −πx 2 for some c ∈ C. Here, we used that if g α (x) = e −πx 2 /α (α > 0), then g α = √ α · g 1/α , and hence Xg α
holds if and only if α = 1.
As we have g L 2 = 1 if (g, Λ) is an orthonormal basis, this shows that the lower bound appearing in Proposition 5.1 is bounded by π
and achieves the maximum value π/2 exactly when g(x) = 2 1/4 c · e −πx 2 for some c ∈ C with |c| = 1.
The proof of Proposition 5.1 hinges crucially on the following lemma which describes a general property of Hilbert spaces. 
Proof. For brevity, define α := f 2 H , γ := g 2 H , and β := Re f, g . Moreover, let A := α + γ and B := αγ − β 2 . Because of f = 0 or g = 0, we have A > 0. Besides, the Cauchy-Schwarz inequality shows that β ≤ |β| ≤ √ αγ, and thus B ≥ 0. Finally, a direct computation shows
Given these notations, a direct computation shows for arbitrary a, b ∈ R that
Note that the matrix M is real-symmetric, with characteristic polynomial
which has the roots
Therefore, and because of √
Since M is real symmetric, this implies x, M x R 2 ≥ B A x 2 2 for all x ∈ R 2 . Combined with Equation (5.1), we see af
for all a, b ∈ R, which establishes the first part of the claim. For the second part, note that the Cauchy-Schwarz inequality implies
. Proof of Proposition 5.1. Let us denote by P the orthogonal projection from L 2 (R) onto G(g, Λ) in L 2 (R). Since (g, Λ) is an orthonormal sequence, the operator P is given by Pf = λ∈Λ f, π(λ)g π(λ)g , whence Pg ′ , iXg = λ∈Λ g ′ , π(λ)g π(λ)g, iXg .
Let a, b ∈ R. By integration by parts and translation, and by using the elementary identity (π(a, b)) * = e −2πiab π(−a, −b), we see that From Equations (5.2) and (5.3), we see by orthonormality of (g, Λ) for arbitrary (a, b) ∈ Λ that
Combining these identities, we arrive at
for all (a, b) ∈ Λ. Therefore, with µ = −λ, we see that
which shows that Im Pg ′ , iXg = 0.
We would now like to use partial integration to get g ′ , Xg = − g 2 L 2 − Xg, g ′ ; however, since Xg / ∈ H 1 (R), we cannot directly apply such a partial integration. Instead, pick ϕ ∈ C ∞ c (R) with 0 ≤ ϕ ≤ 1, supp ϕ ⊂ (−2, 2), and ϕ ≡ 1 on (−1, 1), and set ϕ n : R → [0, 1], x → ϕ(x/n). We then have ϕ n → 1 pointwise, so that the dominated convergence theorem implies f, ϕ n · h → f, h for all f, h ∈ L 2 (R). Likewise, we have ϕ ′ n (x) = n −1 · ϕ ′ (x/n) and hence ϕ ′ n → 0 uniformly, which implies f, ϕ ′ n · h → 0 for f, h ∈ L 2 (R). Overall, since ϕ n Xg ∈ H 1 (R), we thus see
Here, we used in the last step that g, ϕ n Xg ′ = Xg, ϕ n g ′ with Xg, g ′ ∈ L 2 (R). As a consequence of the last displayed equation, we get 2 Re g ′ , Xg = − g 2 L 2 = −1, and hence Im g ′ , 2πiXg = −2π Re g ′ , Xg = π. Therefore,
Setting f := (I − P)[−g ′ ] and h := (I − P)[2πiXg], we have shown up to now that Im f, h = −π = 0, which in particular implies that f = 0 and h = 0. Thus, an application of Lemma 5.3 shows for arbitrary (a, b) ∈ R 2 that
This concludes the proof of the proposition.
Theorem 5.4. Let g ∈ H 1 (R) and let Λ ⊂ R 2 be a lattice such that (g, Λ) is an orthonormal basis of its closed linear span G(g, Λ). Then there exists ε > 0 such that dist π(µ)g, G(g, Λ) ≥ π/2
with C g as in (3.4) .
Proof. For (a, b) ∈ R 2 let γ(a, b) := π(a, b)g − g − (−ag ′ + 2πibXg). Denote by P the orthogonal projection from L 2 (R) onto G(g, Λ). Due to Proposition 5.1 we have π
In the last inequality we used that (I − P)g = 0 and I − P = 1. By Lemma 3.2 there exists ε > 0 such that
Moreover, this is satisfied in the case g ∈ H 2 (R) if ε is as given in the theorem (see
This proves the theorem.
Remark 5.5. In the case g ∈ H 1 (R), the value of ε in Theorem 5.4 depends on the convergence to zero of the following quantities (see the proof of Lemma 3.2):
Note that the lattice Λ in Theorem 5.4 is not necessarily of rational density. The following corollary suggests that the rational density condition of Λ in Theorems 1.2 and 1.3 might be redundant.
Corollary 5.6. Let g ∈ H 1 (R) and let Λ ⊂ R 2 be a lattice such that (g, Λ) is an orthonormal basis of its closed linear span G(g, Λ). Then there exists an N ∈ N such that π(µ)g / ∈ G(g, Λ) for all µ ∈ R 2 \ N n=1 1 n Λ; that is, G(g, Λ) is invariant only under time-frequency shifts with parameters in a subset of N n=1 1 n Λ. Proof. Lemma A.16 implies that for any µ ∈ R 2 , π(µ)g ∈ G(g, Λ)
=⇒ π(nµ + λ)g ∈ G(g, Λ), ∀ n ∈ N 0 , ∀ λ ∈ Λ . Let Λ = A Z 2 with A ∈ GL(2, R) and let F := A([0, 1) 2 ) be the fundamental domain of Λ. Since F ⊂ A([0, 1] 2 ) is contained in a compact set, there exists a finite covering F ⊂ N −1 ℓ=1 C ℓ of F by sets C ℓ ⊂ R 2 with diameter diam C ℓ =: d ℓ < ε, where ε > 0 is as in Theorem 5.4. By the pigeonhole principle, for any N distinct points z 1 , . . . , z N ∈ F there exist i, j ∈ {1, . . . , N } with i = j, but such that z i , z j ∈ C ℓ for some ℓ ∈ {1, . . . , N − 1}, and hence z i − z j 2 < ε.
Let µ ∈ R 2 with π(µ)g ∈ G(g, Λ) and consider the N points z k := kµ mod Λ, k = 0, . . . , N − 1, in F . We claim that z 0 , . . . , z N −1 are not all distinct. Indeed, let us assume towards a contradiction that they are. As just seen, this implies that there are 0 ≤ ℓ < k ≤ N − 1 such that 0 < z k − z ℓ 2 < ε. But µ 0 := z k − z ℓ = (k − ℓ)µ + λ for some λ ∈ Λ, and thus π(µ 0 )g ∈ G(g, Λ) by (5.5); furthermore, µ 0 ∈ B ε (0). In fact, we also have µ 0 / ∈ Λ, since otherwise z k−ℓ = (k − ℓ)µ mod Λ = 0 = z 0 , contradicting our assumption that z 0 , . . . , z N −1 are distinct. Thus, µ 0 ∈ B ε (0)\Λ and π(µ 0 )g ∈ G(g, Λ). In view of Theorem 5.4, this yields the desired contradiction.
Finally, since z 0 , . . . , z N −1 are not all distinct, there are 0 ≤ ℓ < k ≤ N − 1 with z k = z ℓ , and hence (k − ℓ)µ ∈ Λ. Thus, µ ∈ 1 n Λ for some n ∈ {1, . . . , N − 1}.
A. Auxiliary results

A.1. Matrix multiplication operators
Let (Ω, Σ, µ) be a measure space. To avoid trivialities, assume that there is some M ∈ Σ such that 0 < µ(M ) < ∞. Now, let B : Ω → C n×m be a measurable matrixvalued function. Then the multiplication operator
It is easy to see that the operator M B is bounded if and only if each entry of B(·) is essentially bounded as a function on Ω, if and only if dom(M B ) = L 2 (Ω; C m ). Here, as in all of the paper, we consider the space L 2 (Ω; C k ) as equipped with the inner product f, g =´ f (ω), g(ω) C k dµ(ω), where ·, · C k denotes the standard inner product on C k . Let A : H → H be a bounded self-adjoint operator in a Hilbert space H. Then for any continuous, real-valued function ϕ ∈ C(σ(A); R), the operator ϕ(A) is defined by ϕ(A) := lim n→∞ ϕ n (A), where (ϕ n ) n∈N is a sequence of real-valued polynomials converging uniformly to ϕ on σ(A) ⊂ R and the limit is taken with respect to the operator norm. Since p(A) = p C(σ(A)) for polynomials p, this definition is meaningful. One then has ϕ(A) = ϕ C(σ(A)) and σ(ϕ(A)) = {ϕ(λ) : λ ∈ σ(A)}. Furthermore, ϕ(A) is self-adjoint for all ϕ ∈ C(σ(A); R), since this is easily seen to hold for all polynomials ϕ n . For more details on the so-called continuous functional calculus we refer the reader to [20, Section VII.1].
For the case n = m, the next lemma connects the spectral properties of the multiplication operator M B to those of the matrices B(ω), ω ∈ Ω.
Lemma A.1. Let B : Ω → C n×n be a measurable, essentially bounded matrix-valued function satisfying B(ω) = B(ω) * for a.e. ω ∈ Ω. Then the following statements hold:
(i) The operator M B is bounded and self-adjoint. To prove (ii), let us assume towards a contradiction that the claim is false; that is, the set
Setting Ω k := {ω ∈ Ω : σ(B(ω)) ∩ I k = ∅}, we then have Ω 0 = k∈N Ω k , so that there is some k ∈ N for which Ω k is not a null-set. Let us choose a dense subset {λ n : n ∈ N} of I k , and define Ω m,n := ω ∈ Ω : σ(B(ω)) ∩ B 1/m (λ n ) = ∅ for m, n ∈ N .
By density, we have for any m ∈ N that I k ⊂ n∈N B 1/m (λ n ), whence Ω k ⊂ n∈N Ω m,n . Thus, for each m ∈ N, there is some n m ∈ N such that Ω m,nm is not a null-set. Since (λ nm ) m∈N is a sequence in the compact set I k , there is a subsequence (λ nm ℓ ) ℓ∈N such that λ nm ℓ → λ ∈ I k ⊂ ρ(M B ) as ℓ → ∞. By (A.1), there is some ε > 0 such that Θ := {ω ∈ Ω : σ(B(ω)) ∩ B ε (λ) = ∅} is a null-set. But for ℓ ∈ N large enough, we have 1 m ℓ + |λ nm ℓ − λ| < ε, and hence B 1/m ℓ (λ nm ℓ ) ⊂ B ε (λ), which shows that Ω m ℓ ,nm ℓ ⊂ Θ is a null-set. This is the desired contradiction.
To prove (iii) let λ ∈ σ(M B ) and let N ⊂ Ω be of zero measure. If k ∈ N is arbitrary, then by (A.1), the set {ω ∈ Ω : σ(B(ω)) ∩ B 1/k (λ) = ∅} does not have measure zero, and thus has non-empty intersection with Ω\N . Hence, we can pick ω k ∈ Ω\N and λ k ∈ σ(B(ω k )) such that |λ k − λ| < 1/k. This proves the inclusion in (iii).
The statement (iv) is obvious for polynomials ϕ. Now, for arbitrary f ∈ L 2 (Ω; C n ) it follows that
A.2. Operators with closed range and their pseudo-inverse
In this subsection, we review the notion of the pseudo-inverse of an operator with closed range and some of its elementary properties. All of these properties are wellknown in general; yet, as some readers might not be familiar with them we decided to include the essentials. Throughout this subsection H, K, and L denote Hilbert spaces. Moreover, the following statements are equivalent:
In this case, the following identities hold: ran(AA * ) = ran A, ran(A * A) = ran A * , and σ 1 (A) = σ 1 (A * ).
(A.3)
Proof. The identity (A.2) is a simple exercise (see [14, Theorem 58.2] ).
To prove (a)⇒(b), let ran A be closed. The operator A 0 : (ker A) ⊥ → ran A, x → Ax is easily seen to be bijective, and hence boundedly invertible by the bounded inverse theorem, since its domain and codomain are Hilbert spaces. Taking the adjoint of the identities id (ker A) ⊥ = A −1 0 A 0 and id ran A = A 0 A −1 0 , we see that A * 0 is boundedly invertible as well. Next, note that A = ι ran A • A 0 • π (ker A) ⊥ , where π V : H → V denotes the orthogonal projection from H onto a closed subspace V ⊂ H, and ι V : V → H, x → x denotes the inclusion map. It is not hard to see π * V = ι V . Hence,
If ran A is closed, then so is ran A * since (a)⇔(d); hence, ran A = ran(A| (ker A) ⊥ ) = ran(A| ran A * ) = ran(AA * ). Proof. Using the bounded inverse theorem, it is easy to see that a bounded operator T between two Hilbert spaces is bounded below if and only if ker T = {0} and if ran T is closed. Lemma A.2 shows that ran A is closed if and only if ran(A * A) is closed. Since furthermore ker A = ker(A * A), we obtain the first claim.
For the second part of the claim, let T : H → H be bounded, self-adjoint, and bounded below. As seen above, this implies that ran T is closed and that ker T = {0}. Therefore, Equation (A.2) shows H = (ker T ) ⊥ = ran T * = ran T . Hence, T : H → H is bijective, so that the bounded inverse theorem shows that T is boundedly invertible.
It is clear that if T is boundedly invertible, then T is bounded below. Let A : H → K be a bounded linear operator with closed range. Then the operator
is boundedly invertible by the bounded inverse theorem. Hence, the pseudo-inverse
• P ran A of A defines a bounded linear operator from K to H. Here, P ran A : K → ran A is the orthogonal projection from K onto ran A and ι (ker A) ⊥ : (ker A) ⊥ → H, x → x, is the inclusion map.
In the following lemma we list some of the properties of the pseudo-inverse.
Lemma A.5. Let A : H → K be a bounded linear operator with closed range. Then the following hold:
Proof. The identities (i) and (ii) follow immediately from the definition of the pseudoinverse and from the identity A = A P (ker A) ⊥ = A 0 P (ker A) ⊥ with A 0 as in Equation (A.4).
As to item (iii) we refer to [4, Thm. 1.6] .
To prove item (iv), let B := (A * A) † A * . Property (i) from the present lemma, combined with the fact ker(A * A) = ker A shows BA = P (ker(A * A)) ⊥ = P (ker A) ⊥ = A † A. This means that B and A † coincide on ran A. Since Bx = 0 = A † x for x ∈ ker A * = (ran A) ⊥ , it follows that B = A † . The remaining identity follows from the one we just proved and (iii) by applying the first part of (iv) on the right-hand side of the identity A † = ((A * ) † ) * . Proof. It is clear that U * AU is bounded and self-adjoint with closed range. Furthermore, a direct calculation shows p(U * AU ) = U * p(A)U for every polynomial p ∈ R[x]. By definition of the continuous spectral calculus, we thus get ϕ(U * AU ) = U * ϕ(A)U for all ϕ ∈ C(σ(A); R), where we note σ(A) = σ(U * AU ). Now, the claim follows from Lemma A.6.
A.3. Some properties of Sobolev functions
A.3.1. The algebra of essentially bounded (matrix-valued) Sobolev functions Our main objective in this subsection is to prove that the space of matrix-valued functions with all entries in H 1 (Ω) ∩ L ∞ (Ω) is stable under matrix multiplication and inversion. For this, the following lemma will be crucial. Proof. (a) Clearly, f g ∈ L 2 (Ω) ∩ L ∞ (Ω). Furthermore, [2, Section 4.25] shows that the weak derivatives of f g exist and can be computed as follows (j = 1, . . . , n):
As ∂ j f, ∂ j g ∈ L 2 (Ω) and f, g ∈ L ∞ (Ω) it follows that ∂ j (f g) ∈ L 2 (Ω) for arbitrary j = 1, . . . , n.
(b) Let r := essinf |f |. We trivially have 1/f ∈ L ∞ (Ω). Now, define γ : C → C by γ(z) := 1/z for |z| ≥ r, z/r 2 for |z| < r.
Then, γ(0) = 0 and γ • f = 1/f almost everywhere. Thus, if we can show that γ is Lipschitz continuous, then Lemma A.8 implies that 1/f ∈ H 1 (Ω). To see that γ is indeed Lipschitz continuous, we distinguish four cases for z, w ∈ C. If |z|, |w| ≥ r,
On the other hand, if |z|, |w| ≤ r, then |z/r 2 − w/r 2 | = r −2 · |w − z|. Next, if |z| < r and |w| ≥ r, then by the intermediate value theorem there is some t ∈ [0, 1] such that u := tz + (1 − t)w satisfies |u| = r. Note that u −1 = u/|u| 2 = r −2 u. Using the estimates from the preceding two cases, we thus see
Finally, if |z| ≥ r and |w| < r, the same arguments as in the preceding case apply.
In the following we denote by H 1 (Ω; C k×ℓ ) the space of all matrix-valued functions A : Ω → C k×ℓ for which each component function is in H 1 (Ω). We similarly define L p (Ω; C k×ℓ ) for p ∈ [1, ∞]. Proof. Statement (a) follows from Lemma A.9 (a), since (AB) j,n = t A j,t B t,n . For (b) we first observe that Leibniz's formula
and Lemma A.9 (a) yield det A ∈ H 1 (Ω) ∩ L ∞ (Ω). Now, the condition on A implies that A(x) is invertible for a.e. x ∈ Ω so that A(x) −1 indeed exists for a.e. x ∈ Ω. Moreover, for a.e. x ∈ Ω, for the smallest eigenvalue λ(x) of A(x) * A(x) we have that λ(x) ≥ c := essinf(σ 0 (A)) 2 > 0. Therefore, we conclude that
for a.e. x ∈ Ω. Hence, from Lemma A.9 (b) it follows that (det A) −1 ∈ H 1 (Ω) ∩ L ∞ (Ω). Also,
x ∈ Ω implies that A −1 ∈ L ∞ (Ω; C k×k ). Finally, A −1 ∈ H 1 (Ω; C k×k ) follows from Lemma A.9 (a), combined with the so-called cofactor formula for the inverse of a matrix (see for instance [15, and (5-23)]). It states for A ∈ C k×k with k > 1 and det A = 0 that
where A (j,i) denotes the matrix obtained from A by deleting its j-th row and its i-th column. In the remaining case k = 1, we have 
A.3.2. A certain property of the space H
Proof. [1, Lemma 5.4] shows for C := 2 · 9 2 and arbitrary ρ > 0 and f ∈ C 2 ([0, ρ]) that
By density, it is not hard to see that this remains true for f ∈ H 2 (0, ρ) , noting that H 2 (0, ρ) ֒→ C 1 ([0, ρ]) (see for instance [1, Thm. 4.12, Part II]). Given g ∈ H 2 (R) and x ∈ [1, ∞), we can apply the above estimate to the function t → g(x + t) to obtain
dx the average of f over Ω, with µ(Ω) denoting the Lebesgue measure of Ω. Now, fix n ∈ N 0 for the moment, and let x ∈ [2 n , 2 n+1 ). If we set ρ = 2 −n , then 
Summing over n ∈ N 0 , we conclude that ∞) ) .
(A.7)
Here we used in the last step that ∞ n=0 1 (2 n ,2 n+2 ) (y) ≤ 3; indeed, if 2 n < y < 2 n+2 , then each k ∈ Z for which also 2 k < y < 2 k+2 satisfies 2 n < 2 k+2 and 2 k < 2 n+2 , so that k ∈ {n − 1, n, n + 1}.
By applying estimate (A.7) to h : R → C, x → g(−x) instead of g, we easily get −1 −∞ |x · g ′ (x)| 2 dx ≤ 12C · g ′′ 2 L 2 ((−∞,−1)) + X 2 g 2 L 2 ((−∞,−1)) . Adding this to (A.7) and using the trivial estimate´1 −1 |x · g ′ (x)| 2 dx ≤ g ′ 2 L 2 , we finally arrive at
This easily implies the first part of the stated estimate. For the final part, recall that F[g ′ ](ξ) = 2πiξ g(ξ) and likewise F[g ′′ ](ξ) = (2πiξ) 2 g(ξ). In combination with Plancherel's theorem and the elementary estimate |ξ| 2 ≤ 1 + |ξ| 4 , we thus see g ′ 2 L 2 =ˆR |2πξ · g(ξ)| 2 dξ ≤ (2π) 2 ·ˆR | g(ξ)| 2 + |(2πiξ) 2 g(ξ)| 2 dξ = (2π) 2 · g 2 L 2 + g ′′ 2 L 2 . Together with the first part of the estimate, this implies the second part.
A.3.3. Sobolev functions on slices and the AC-property
Let A ⊂ R n be Borel measurable, where n > 1. For i ∈ {1, . . . , n} and x ∈ R n−1 we define the following Borel measurable subset of R:
A i,x = {t ∈ R : (x 1 , . . . , x i−1 , t, x i , . . . , x n−1 ) ∈ A} .
Note that A i,x is open if A is so. The following lemma is an easy consequence of Fubini's theorem.
Lemma A.12. A Borel set N ⊂ R n has measure zero if and only if for some (and then all) i ∈ {1, . . . , n} and a.e. x ∈ R n−1 the set N i,x has measure zero in R. i,x on K. Therefore, g i,x is LAC on Ω i,x .
We say that a function
For the "in particular"-part, it suffices to prove ∂ i g = D i f a.e. on every open rectangular cell R = n j=1 (a j , b j ) satisfying R ⊂ Ω. For this, set R i := j =i (a j , b j ) ⊂ R n−1 , and observe that for any ϕ ∈ C ∞ c (R) we havê
Hence,´R(∂ i g − D i f )ϕ dx =´R(f − g)∂ i ϕ dx = 0 for every ϕ ∈ C ∞ c (R). The claim thus follows from the fundamental lemma of variational calculus (see for instance [2, Section 4.22] ).
We close with this subsection with a result that generalizes Lemma A.12 in the case n = 2 to sections of R 2 that are not necessarily parallel to the coordinate axes.
Lemma A.15. Let N ⊂ R 2 be a null-set, and let (a, b) ∈ R 2 \{0}. Then there is a null-set N 0 ⊂ R 2 such that for all (x, ω) ∈ R 2 \N 0 , we have (x + ta, ω + tb) ∈ R 2 \N for almost all t ∈ R.
Remark. The set of t ∈ R for which (x + ta, ω + tb) ∈ R 2 \N depends on (x, ω).
Proof. Set θ := (a, b) ∈ R 2 \{0}, and choose ̺ ∈ R 2 \{0} with ̺ ⊥ θ. Let us define T : R 2 → R 2 , (t, s) → tθ + s̺. Note that T is linear and bijective, so that the same holds of T −1 . In particular, T and T −1 are Lipschitz continuous, and thus map null-sets to null-sets.
Let N := T −1 N ⊂ R 2 . By Lemma A.12, there is a null-set N 1 ⊂ R such that for all s ∈ R\ N 1 , the set N 1,s = {t ∈ R : (t, s) ∈ N } is a null-set. Let N 0 := T (R × N 1 ), and note that N 0 ⊂ R 2 is indeed a null-set.
We claim that if (x, ω) ∈ R 2 \N 0 , then (x + ta, ω + tb) ∈ R 2 \N for almost all t ∈ R. To see this, let (x, ω) ∈ R 2 \N 0 , and note that this implies (x, ω) = T (t 0 , s 0 ) for certain (t 0 , s 0 ) ∈ R × (R\ N 1 ), so that N 1,s 0 is a null-set. Finally, if t ∈ R\( N 1,s 0 − t 0 ) (which holds for almost all t ∈ R), then t + t 0 / ∈ N 1,s 0 , which means (t + t 0 , s 0 ) / ∈ N = T −1 N , and hence (x + ta, ω + tb) = T (t + t 0 , s 0 ) ∈ R 2 \N , as claimed.
A.4. Invariance properties of Gabor spaces
The following lemma refines the statement of [5, Proposition A.1] for the case of Gabor spaces in L 2 (R).
Lemma A. 16 . Let g ∈ L 2 (R) and let Λ ⊂ R 2 be a set containing 0 which is closed under addition. Setting Γ := µ ∈ R 2 : π(µ)g ∈ G(g, Λ) and Γ 0 := µ ∈ R 2 : π(µ)G(g, Λ) ⊂ G(g, Λ) where G(g, Λ) = span{π(λ)g : λ ∈ Λ}, we have that Γ = Γ 0 ⊃ Λ and that Γ is closed under addition.
Proof. Since 0 ∈ Λ, we have g ∈ G(g, Λ) which implies directly that Γ 0 ⊂ Γ. Also, we have Λ ⊂ Γ 0 . Indeed, for λ, λ ′ ∈ Λ there exists a constant c = c(λ, λ ′ ) ∈ C with |c| = 1 and π(λ)π(λ ′ ) = c π(λ + λ ′ ), so that π(λ)[π(λ ′ )g] = c π(λ + λ ′ )g ∈ G(g, Λ). By varying λ ′ ∈ Λ, we deduce that π(λ)[G(g, Λ)] ⊂ G(g, Λ), i.e., λ ∈ Γ 0 , and therefore Λ ⊂ Γ 0 .
To see that Γ ⊂ Γ 0 , let us fix any γ ∈ Γ, so that π(γ)g ∈ G(g, Λ). Then for each λ ∈ Λ, there exists a constant c = c(γ, λ) ∈ C with |c| = 1 and π(γ)π(λ) = c π(λ)π(γ), and therefore π(γ)[π(λ)g] = c π(λ)[π(γ)g] ∈ π(λ)[G(g, Λ)] ⊂ G(g, Λ) .
Since this holds for every λ ∈ Λ, it follows that π(γ)G(g, Λ) ⊂ G(g, Λ), i.e., γ ∈ Γ 0 . Hence, we have Γ = Γ 0 ⊃ Λ.
Finally, to show that Γ is closed under addition, we observe that for γ, γ ′ ∈ Γ, there exists a constant c = c(γ, γ ′ ) ∈ C with |c| = 1 and π(γ + γ ′ ) = c π(γ)π(γ ′ ). Then π(γ + γ ′ )G(g, Λ) = c π(γ)[π(γ ′ )G(g, Λ)] ⊂ G(g, Λ) which means that γ + γ ′ ∈ Γ 0 = Γ.
