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Abstract 
The equations for the geodesic flow on the ellipsoid are well known, and were first 
solved by Jacobi in 1838 by separating the variables of the Hamilton-Jacobi equation. In 
1979 Moser showed that the equations for the geodesic flow on the general ellipsoid with 
distinct semi-axes are Liouville-integrable, and described a set of integrals which weren't 
known classically. These integrals break down in the case of coinciding semi-axes. 
After reviewing the properties of the geodesic flow on the three dimensional ellipsoid 
with distinct semi-axes, the three dimensional ellipsoid with the two middle semi-axes be-
ing equal, corresponding to a Hamiltonian invariant under rotations, is investigated, using 
the tools of singular reduction and invariant theory. The system is Liouville-integrable 
and thus the invariant manifolds corresponding to regular points of the energy momentum 
map are 3-dimensional torL An analysis of the critical points of the energy momentum 
map gives the bifurcation diagram. The fibres of the critical values of the energy momen-
tum map are found, and an analysis is carried out of the action variables. The obstruction 
to the existence of single valued globally smooth action variables is monodromy. 
The geodesic flow on three dimensional ellipsoids where some of the semi-axes coincide 
is investigated for all remaining cases. For the ellipsoid with two sets of equal semi-axes, 
with a 80(2) x 80(2) symmetry, and for those ellipsoids with equal larger semi-axes and 
equal smaller semi-axes, with a 80(2) symmetry, the systems are Liouville-integrable. 
An analysis of the critical points of the energy momentum maps for these cases gives 
the bifurcation diagrams. The fibres of the critical values of the energy momentum map 
are classified for all cases, and it is shown that three smooth action variables for the 
80(2) x 80(2) case may be globally defined. The higher degenerate three dimensional 
ellipsoids are also investigated. 
The generic degenerate ellipsoid with several sets of coinciding semi-axes is investigated. 
This situation has many analogies to the degenerate C. Neumann problem studied by 
Dullin and Hansmann. The equations of the geodesic flow are integrable in the non-
commutative sense of Mishenko-Fomenko, and the regular fibres of the Energy-Casimir 
map are shown to be torus bundles over a direct product of Grassmannian manifolds. 
The action variables consist of a set of global actions corresponding to the total angular 
moment a arising from group actions of a direct product of special orthogonal groups, 
and a set of actions arising from solving the Hamilton-Jacobi equation on the reduced 
ellipsoid. 
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Chapter 1 
Introduction 
The geodesic flow on the ellipsoid is the classical example of a non-trivial separable and 
thus Liouville integrable Hamiltonian system. It is the prime example in Jacobi's famous 
"Vorlesungen iiber Dynamik" [35] and may be considered as his motivation to develop 
Hamilton-Jacobi theory and the solution of the Abel-Jacobi inversion problem. Moser 
describes in [54] how in December 1838 Jacobi wrote to Bessel saying: "Yesterday I 
solved the equations for the geodesic lines on an ellipsoid with three different axes by 
quadrature. These are the simplest formulae in the world, Abelian integrals, which turn 
into elliptic integrals if two of the axes become equal." By the mid twentieth century, the 
classical approach to mechanics was considered by many physicists and mathematicians 
to be outdated and classical mechanics courses merely a prelude to the more important 
discipline of quantum mechanics. However, the geometrisation of mechanics by Smale, 
Kolmogorov, Arnold and others in the 1950s shed new light onto the problems of classical 
mechanics, utilised techniques from topology and smooth manifold theory and provided 
insight into nonlinear dynamics and chaos. 
The modern treatment of the geodesic flow on the ellipsoid was pioneered by the Ziirich 
school, namely by Moser [55] in 1979-1980 and Knorrer [36, 37] in 1980-82, generalising 
to the n-dimensional ellipsoid and providing smooth integrals and the general solution 
in terms of B-functions for the generic case of an n-dimensional ellipsoid with pair-wise 
distinct semi-axes. Remarkably, the globally smooth integrals described by Moser in [55], 
which were found by Uhlenbeck [67] and also described by Devaney [19], were not known 
classically. Separation of variables leads to a curve of genus n and the n actions are 
given by integrating a differential of second kind over a basis of real cycles. The generic 
motion on an n-torus corresponds to a non-degenerate curve. Special motions correspond 
to degenerate curves. Moser also showed how the geodesic flow on the ellipsoid is related 
to the C. Neumann problem [60], another important classical problem which describes 
motion on a sphere under the influence of a general quadratic potential. Knorrer showed 
another important relationship between the two systems, whereby the Gauss map [37] 
maps geodesics on the ellipsoid to solutions of the C. Neumann problem, although the 
map is not a one-to-one correspondence. 
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Related to the geodesic flow on the ellipsoid is the problem of ellipsoidal billiards, where 
a particle moves in straight lines within an ellipsoid and is reflected at the ellipsoidal 
boundaries. The billiard may be considered to be the singular limit of the problem of 
the geodesic flow on an ellipsoid where one of the semi-axes collapses to zero. Work has 
been carried out in this area by Waalkens and Dullin [70, 28, 69] and also by Dragovic, 
Jovanovic and Radnovic [20, 21]. 
For two degrees of freedom the topology of the Liouville foliation for the geodesic flow 
on the ellipsoid was analysed by Bolsinov and Fomenko in [10], published in 1995. This 
approach used the theory of Fomenko atoms [11] to classify the fibres into which the 
phase space is foliated. For completeness the well known cases of the geodesic flow on 
two-dimensional ellipsoids with symmetry, i.e. the ellipsoids of revolution, are presented 
as an appendix to this thesis. 
An excellent general approach to the topology of Stackel systems, including the geodesic 
flow on the ellipsoid with distinct semi-axes, was carried out by Zung [75] in 1996. This is 
the first paper where the singularities of the Liouville foliation were studied for the geodesic 
flow on the ellipsoid. Zung analyses the geodesic flow on the n-dimensional ellipsoid with 
distinct semi-axes, and classifies all of the singularities which can occur. Zung does not 
deal with the degenerate cases where some of the semi-axes of the ellipsoid coincide, and 
his paper also includes the claim that for the generic ellipsoid with distinct semi-axes, 
all of the singularities are non-degenerate. This claim is not true, as Zung himself later 
discovered, but nevertheless the paper is a superb study into the classification of the 
singularities for the n-ellipsoid. 
Surprisingly most of these results for the generic n-dimensional ellipsoid with distinct 
semi-axes are not stable when the ellipsoid becomes degenerate, i.e. when some semi-axes 
coincide. The smooth integrals develop poles in this limit, the hyperelliptic curve changes, 
complete Abelian action integrals change from 2nd kind to 3rd kind, and the topology of 
the critical values in the image of the energy-momentum map changes. In this thesis the 
geodesic flow on the ellipsoid where some of the semi-axes coincide is studied. 
We first review the tools needed for the investigation; the basic principles of Hamiltonian 
mechanics, the momentum map, regular and singular reduction, integrable Hamiltonian 
systems, classification of singularities and the classical theory of geodesics. A particularly 
important tool in the study of the system is reduction theory [49]. Due to the presence of 
symmetry in the system, represented by a Lie group, and the fact that the Hamiltonian 
is invariant under the symmetry group action, constants of motion are found for the 
system by constructing the momentum map. Furthermore, the system can be simplified 
by factoring out by the symmetries to find a system on a "reduced" phase space. This is 
known as reduction theory, and was described in 1974 by Marsden and Weinstein [50] for 
symplectic manifolds with symmetries on which there is a Hamiltonian invariant under 
the symmetry. Later work by Marsden and Ratiu [48] in 1986 showed that reduction can 
also be carried out for Poisson manifolds. However, the type of reduction described in 
these papers is regular reduction, where the action of the symmetry group on the manifold 
is free, and the reduced space is found to be a smooth manifold. For situations where the 
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action of the symmetry group is not free, the theory of singular reduction was pioneered 
by Cushman, Sjamaar and Lerman, amongst others, in the early 1990s [16, 46]. Singular 
reduction theory often uses the tools of invariant theory and differs from regular reduction 
in that the reduced space need not be a smooth manifold. For the situation of the geodesic 
flow on the degenerate ellipsoid, the tools of singular reduction need to be used. 
The study commences with an investigation into the geodesic flow on the three dimen-
sional ellipsoid. First of all the geodesic flow on the ellipsoid with distinct semi-axes is 
studied, which provides a good example and introduction to the classical theory, including 
finding integrals of motion, constructing the bifurcation diagram, classifying the fibres in 
the Liouville foliation and separating the variables. A relationship between the constants 
of motion in Cartesian and ellipsoidal coordinates is shown which will later be found to 
have an analogy for the general degenerate ellipsoid. 
The geodesic flow on the three dimensional ellipsoids with coinciding semi-axes is in-
vestigated next. We classify all the degenerate cases which are possible. The most in-
teresting result appears when the middle-axes coincide; the set of regular values of the 
energy-momentum map becomes non-simply connected due to the presence of an isolated 
singularity. Duistermaat [23] realised that for an integrable system global action variables 
might not exist. The torus-bundle over the regular values of the energy-momentum map 
at constant energy is non-trivial and has monodromy, which is the simplest to understand 
of the obstructions which can exist to the triviality of the fibre bundle which appears in 
integrable systems. This shows that by making the system simpler (Le. more symmetric) 
it can become more complicated (Le. have a non-trivial torus bundle). 
The cases of the three dimensional ellipsoid with the larger two semi-axes set equal, and 
the ellipsoid with the smaller two semi-axes set equal, exhibit similar behaviour to each 
other. Integrals of motion are found in both situations which are analogous to the case 
with coinciding middle semi-axes, but for these situations no isolated singularity appears. 
However, a bifurcation diagram with two chambers is found for each ellipsoid. The torus 
bundles over the regular values in each chamber are trivial for these ellipsoids. The regular 
and singular fibres of the energy-momentum map for constant energy are then classified. 
For the ellipsoid with two sets of equal semi-axes, we find that the bifurcation diagram 
is a convex polyhedron. This is a generalisation of the results of Atiyah [3] and Guillemin-
Sternberg [33] on the convexity of the image of the momentum map, but for a particular 
example of a non-compact situation. The existence of three smooth global action variables 
for this situation is demonstrated hence the torus bundle occurring is trivial. The topology 
of the geodesic flow for the remaining degenerate three dimensional ellipsoids is also 
described. 
Finally the general degenerate ellipsoid with arbitrary sets of coinciding semi-axes is 
considered. This ellipsoid has a symmetry group represented by a direct product of special 
orthogonal groups. The problem is analogous to the degenerate C. Neumann problem 
studied by Dullin and Hansmann [26], and many of the techniques used in their study are 
equally applicable to the general degenerate ellipsoid. The system has non-commutative 
integrability in the sense of Mishenko-Fomenko [53]. According to the Mishenko-Fomenko 
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conjecture [53], a system which is integrable in the non-commutative sense is also Liouville-
integrable. This is known to be true for Coo smooth integrals [12]. However, a system 
with non-commutative integrability is degenerate in the sense that motion take place on 
invariant tori of dimension less than the number of degrees of freedom of the system. 
Crucial to the understanding of the dynamics of the situation, and analogous to the 
energy-momentum map for systems with Liouville-integrability, is the energy-Casimir 
map. This maps points in phase space to the energy and total angular moment a arising 
from each symmetry group action. The regular fibres of the energy-Casimir map are 
shown to be torus bundles over the direct product of Grassmannian manifolds. The total 
angular momenta are found to be global actions of the system. Separation of variables is 
carried out for the reduced system, which enables additional actions not arising from the 
symmetry in the full system to be found. 
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Chapter 2 
Background 
We first give a short and concise introduction to Hamiltonian systems, integrable systems, 
the momentum map and related concepts, and geodesics. It is not the purpose of this 
section to provide yet another definitive guide to the subject, which is available in many 
excellent textbooks [2, 1, 11, 49, 18], but merely to summarise the main concepts and 
general theorems that are required by the thesis. Some of the terms used in the published 
literature will also be briefly reviewed. 
2.1 Hamiltonian systems 
Consider a symplectic manifold (M,w), which is a finite dimensional smooth manifold M 
and a skew-symmetric, non-degenerate, closed differential two-form w on the manifold. 
The non-degeneracy condition w(~, ry} = 0, "fry => ~ = 0 implies that a symplectic mani-
fold must always be even dimensional. A similar condition holds for infinite dimensional 
manifolds but a stronger non-degeneracy condition is required. 
An important class of symplectic manifolds is the cotangent bundle of a smooth man-
ifold Q. If we consider the canonical I-form () = p.dq on the cotangent bundle, where 
(q,p) are local coordinates on the cotangent bundle, then a symplectic form is given by 
w = -d(p.dq} = dq 11 dp. We call this the canonical symplectic form. Other examples of 
symplectic manifolds, which are not cotangent bundles, are the coadjoint orbit of a Lie 
group, and Kiihler manifolds. 
It follows from the non-degeneracy of a symplectic form that we can construct an 
isomorphism between the cotangent and tangent bundles of the symplectic manifold, 
T* M and T M respectively, given by 
ixw =a 
for X E X(M} and a E nl(M}, where i is the contraction of a differential form into a 
another form of one degree lower, defined by ixw = w(X, .}, X(M} is the set of smooth 
vector fields on M, and nl(M} is the set of smooth differential one-forms on M. 
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Definition 2.1.1. Hamiltonian Vector Field. Consider a smooth function H : M -> lR. 
which is called a Hamiltonian function. The Hamiltonian vector field X H E X(M) of the 
Hamiltonian H on the symplectic manifold M is the vector field given by the isomorphism 
iXHw = dH 
for the differential dH of the Hamiltonian. 
For the types of Hamiltonian systems which arise from mechanical systems, the symplectic 
manifold is always a cotangent bundle known as the phase space. The configuration space 
of a mechanical system consists of the space of all positions of the particles in the system 
and the phase space consists of the set of all positions and conjugate momenta. The 
dimension of the configuration space is called the number of degrees of freedom of the 
system. 
Given a Hamiltonian vector field X H , the equations of motion are defined by the first 
order set of ordinary differential equations 
z=XH 
where Zi are (local) coordinates on the manifold. 
By Darboux's theorem [44], for every point on a symplectic manifold there exists a 
neighbourhood in which the symplectic form can be reduced to the canonical form w = 
dq A dp in a suitable local coordinate system (q, p). So in canonical coordinates we have 
the well know Hamilton's canonical equations 
. oH 
q = op' 
. oH 
P=-oq· 
We note here that a special case of Hamiltonian systems is the class of Lagrangian sys-
tems [2]. Consider a smooth n-dimensional manifold Q together with a smooth function 
L on its tangent bundle L : TQ -> R. 
Definition 2.1.2. The map, : lR. -> Q is called a motion of the Lagmngian system with 
configumtion space Q and Lagmngian L if it is an extremal of 
l tl Fb) = L("y",t)dt, to 
Writing ,( t) in local coordinates (qJ, . .. , qn) we have that the motion must satisfy the 
Euler-Lagrange equations [2]: 
.!i oL _ oL = 0 . 1 
, ~= , ... ,n. 
dt Oizi Oqi 
(2.1) 
For a mechanical system the manifold Q is the configuration space and the Lagrangian 
function L is given by L = T - V where T is the kinetic energy of the system and V the 
potential energy. 
A Lagrangian system is a special case of a Hamiltonian system, where the symplectic 
manifold M, the phase space of the system, is given by M = T*Q and the Hamiltonian 
function H is given by the Legendre transform of the Lagrangian L. 
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Definition 2.1.3. Legendre Transform. For a Lagragian L, the Legendre transform is a 
map IFL : TQ -+ T*Q given by 
qEQ. 
Note that the Legendre transform is a fibre preserving map. Using local coordinates 
(q,p) on M = T*Q, we have for the Hamiltonian system, the Legendre transform which 
determines the Hamiltonian function H: T*Q -+ lR is given by 
H(q,p) = p.q - L(q, q), 
where we must express q in terms of (q,p). Hence we require that 
is a non-degenerate matrix. 
One approach to solving Hamilton's equations is to look for first integrals, or constants 
of motion, of the equations, namely smooth functions f E GOO(M) which are constant 
under the flow <Pt : M -+ M of Hamiltons equations, Le. <p;(f) = f. 
An important concept in Hamiltonian systems, which also provides a means of checking 
whether a given function is a first integral of a given system, is the Poisson bracket. 
Definition 2.1.4. Canonical Poisson Bracket. The canonical Poisson bracket {.,.} of 
smooth functions on a symplectic manifold is given by 
"If, 9 E GOO(M). 
Note that under the Poisson bracket the set of all smooth functions on M form a Lie 
algebra. 
Since under the flow of a Hamiltonian system we have 
i = df(XH ) = {f, H}, "If E GOO(M) 
we have f is a constant of motion of a Hamiltonian system iff {f, H} = O. We also see 
immediately that we can write Hamilton's equations as 
q = {q,H}, p = {p,H}. 
These are known as the equations of motion in Poisson bracket form [49]. 
More general than a Hamiltonian system (which is defined on a symplectic manifold) 
is a Poisson system on a Poisson manifold [49]. 
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Definition 2.1.5. Poisson Manifold. A Poisson manifold (P, {., .}) is a smooth manifold 
P together with a Poisson bracket {.,.} on Coo(P) which is a map Coo(P) x Coo(P) -+ 
Coo(P) satisfying 
{af + ,6g,h} = a{f,h} +,6{g,h}, Vf,g,h E Coo(P), a,,6 E 1R, 
{f,g}=-{g,h}, Vf,gECoo(P), 
{f,{g,h}} + {g,{h,J}} +{h,{f,g}} = 0, Vf,g,h E Coo(P), 
which make Coo (P) into a Lie algebra, plus the Leibnitz formula 
{fg,h} = {f,h}g+ f{g,h}, Vf,g,h E Coo(P) 
where f 9 represents pointwise multiplication of functions. 
Hence it is obvious that a symplectic manifold is always a Poisson manifold where we take 
the canonical bracket defined in terms of the symplectic form as the Poisson bracket, but 
not the converse. 
Given a Poisson manifold (P, {.,.}) and a smooth function H E Coo(P) we may define 
a Hamiltonian vector field on the Poisson manifold by 
Vf E Coo(P) 
because we can write any derivation as a vector field. Given the vector field we may 
then define its flow <l>t : P -+ P and then we can write once again with respect to the 
Hamiltonian flow that j = {f, H}, Vf E Coo(P) and so for local coordinates z on the 
Poisson manifold we have the equations of motion in Poisson bracket form 
z = {z,H}. 
For a Poisson manifold there can be certain functions c E Coo(P) for which {c,J} = 0, 
"If E Coo(P). These are known as the Casimir functions [49] of the manifold. Since these 
functions are clearly constant with respect to the flow of all Hamiltonian vector fields, 
this represents trivial behaviour (Le. the Casimir functions don't generate a flow on the 
manifold). 
We must note here that although every symplectic manifold is a Poisson manifold, it 
is not true that every Poisson manifold is a symplectic manifold. In a neighbourhood of 
any point on a Poisson manifold we can consider the Poisson tensor n [49], which is used 
to express the Poisson bracket in local coordinates z as 
{f, g} = nik(z) of ~. 
oZ; OZk 
In general, the Poisson tensor may not have full rank and so due to this degeneracy we 
cannot define a symplectic form on the manifold. In the case that the Poisson tensor has 
full rank, the manifold is symplectic. 
8 
Although a Poisson manifold is not in general symplectic, there is the well known 
result [49] that every Poisson manifold can be foliated into a disjoint union of symplectic 
leaves. We say that two points on the Poisson manifold are in the same symplectic leaf 
if there exists a piecewise smooth curve in the manifold joining the points for which each 
section is the flow of a locally defined Hamiltonian vector field. We further find that the 
Poisson structure restricted to every symplectic leaf has full rank. 
Given two Poisson manifolds (Pi> {., .h) and (P2 , {., .h) and a smooth map F : PI --+ 
P2 , then we call F a Poisson map [49] if F' {J,gh = {F'f,F'g}I' Vf,g E COO(P2 ). We 
then have the following lemma. 
Lemma 2.1.6. A map between Poisson manifolds F : PI --+ P2 is a Poisson map iff 
nij( )aWk aWl _ nkl( ) 
"1 Z ---- - "2 W 
aZi aZj 
where Zi are coordinates on PI, Wk are coordinates on P2 and Wk = Wk(Zi) is the local 
coordinate representation of F. 
Proof. See Marsden and Ratiu [49]. o 
An important type of Poisson bracket which occurs in mechanical systems is the Dirac 
bracket [18]. Suppose that we have a symplectic manifold (M,w) and we want to con-
sider motion in the manifold but constrained to a symplectic submanifold. We have the 
canonical bracket [.,.] on M defined by the symplectic form. The submanifold will in-
herit a Poisson bracket related to the canonical bracket. In other words, the geometry of 
the constrained system is encapsulated within the choice of a new Poisson bracket {.,.}, 
known as the Dirac bracket. The Dirac bracket is defined as follows. 
Definition 2.1.7. Dirac Bracket. Given a set of relations Ci = 0 which define a sub-
manifold of M, we use the canonical bracket to define the matrix C whose components 
are given by 
Cij = [Ci, Cj]. 
The Dirac bracket is then defined for any f, 9 E coo (M) by: 
A simple calculation shows that the Dirac bracket is indeed a Poisson bracket on the 
submanifold. The constraints Ci are Casimirs for the bracket. 
2.2 Momentum maps 
Symmetry occurs widely in mechanical problems, and the presence of symmetry is inti-
mately connected with the existence of constants of motion, or conserved quantities, of 
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the system. For Lagrangian systems we have the well known Noether theorem [2) which 
explains how a first integral arises in the presence of a one-parameter symmetry group of 
diffeomorphisms. Consider a Langrangian system as defined in Definition 2.1.2. Then we 
have 
Theorem 2.2.1. Noether's Theorem. If the Lagrangian system admits a one-parameter 
group of diffeomorphisms hS : Q -t Q, s E lR. (i.e. L(TqhSvq) = L(vq), for all Vq E TqQ, 
q E Q) then the Lagrangian system has a first integral I : TQ -t lR. given by 
I( .) = aLdhS(q) I 
q,q a' d . q S 8=0 
Proof. See Arnold [2). o 
In general, a symmetry of a Hamiltonian system is described by the action of a Lie 
group [44) on the system. The symmetry will give rise to a concept known as the momen-
tum map which describes constants of motion for the system. We define the momentum 
map of a group action of a Lie group on a smooth manifold. The theory of momentum 
maps is described in detail by numerous authors. Two of the best references are Marsden 
and Ratiu [49) and Abraham and Marsden [1], and for clarity their definitions are repro-
duced here. We must first define the infinitesimal generator for a Lie group acting on a 
smooth manifold. 
Definition 2.2.2. Infinitesimal Generator of a Group Action. Let G be a Lie group 
with Lie algebra 9 and M be a smooth manifold on which G acts smoothly by the action 
<J!: G x M -t M, with <J!g(p) = <J!(g,p). Given ~ E g, one can define a R action on 
M by <J!{ : R x M -> M, <J!{ (t,p) = <J! (exp (t~) ,plo Hence <J!exp(t{) : M -> M is a flow 
on M. The corresponding vector field is called the infinitesimal generator of the action 
corresponding to ~ and is defined by 
The momentum map is then defined by Abraham and Marsden [1) as follows: 
Definition 2.2.3. Momentum Map. Let (M, w) be a connected symplectic manifold and 
<J! : G x M -> M be a symplectic action of a Lie group G with Lie algebra 9 on the manifold; 
i. e. for each g E G, the diffeomorphism <J! 9 : M -> M, p -> <J! (g, p) is symplectic. Suppose 
that for each ~ E 9 the vector field given by the infinitesimal generator ~M is a Hamiltonian 
vector field. In other words, for each ~ E 9 there exists a function Je : M -t R such that 
dJe = ieMw. In this case, the map J : M -t g*, defined by Je (x) = J (x) ~, is said to be 
a momentum mapping for the group action. 
We explain what is mean by a coadjoint action of a Lie group. Consider a Lie group G 
with Lie algebra g. 
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Definition 2.2.4. Coadjoint action. Let the inner automorphism be the map given by 
19: G --> G, 
Then we define the ad joint operator 
Adg : g --> g, 
The coadjoint action on the Lie group is then given by the dual map 
where 
Ag* . n* -+ n* g-1 . V V , 
for (., .) the pairing between g* and g. 
/1 E g*,t; E g, 
We state a further definition which describes a particular type of momentum map which 
occurs widely in mechanical problems. 
Definition 2.2.5. Ad* equivariance. A momentum map is said to be Ad* equivari-
ant provided that it commutes with the coadjoint action of the Lie group G, namely 
J (<1>g (p)) = Ad;_lJ (p) for each g E G. 
We need one final definition. 
Definition 2.2.6. A point /1 E g* is said to be a regular value of the momentum map if 
the Jacobian of the momentum map at pE M has full rank for all pE J-1 (/1), otherwise 
/1 is said to be a singular value. /1 is said to be weakly regular if the tangent space at 
any point p E J-1 (/1) is equal to the kernel of the Jacobian of J at p and J-1 (/1) is a 
submanifold of the domain M of J. 
Note that although the submersion theorem [44] states that a regular point implies the 
inverse image of a map between manifolds is automatically a submanifold, it is still possi-
ble, in certain instances, for the inverse image to be a submanifold even though the rank 
of the tangent map is not full. 
Note that for the definition of the momentum map nothing has been specified about 
any relationship between the Hamiltonian function H of a Hamiltonian system on M and 
the group action of G. The following theorem explains why the momentum map is a 
useful concept. 
Theorem 2.2.7. The Momentum map as first integral. Let (M,w) be a symplectic man-
ifold on which a Lie group G acts symplectically as in Definition 2.2.3, and J : M -+ g* 
be the momentum map for this group action. Suppose also that we have a Hamiltonian 
system on (M,w) represented by a Hamiltonian function H: M --> JR, and that the Hamil-
tonian is invariant with respect to the action ofG; i.e. H(g.p) = H(p), Vp E M,g E G. 
Then J is a first integral of the Hamiltonian system. 
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Hence we can see that the momentum map defines constants of motion arising from sym-
metries of a Hamiltonian system. The momentum map is, so to speak, a more generalised 
version of the concept of linear (or angular) momentum, which is a conserved quantity 
in translation (rotational) invariant mechanical systems. We can relate this to Noether's 
theorem (Theorem 2.2.1) for a Lagrangian system. 
We consider a useful concept known as the energy momentum map. 
Definition 2.2.8. The Energy-Momentum map. Consider a system as described in The-
orem 2.2.7. Then we define the energy momentum map of the system to be the map 
cM:M->Rxg*, p>-> (H(p),J(p)) 
The energy-momentum map of a system is important as it helps classify the qualitative 
information obtained from the integrals of motion. To analyse a system the standard 
way of proceeding [18] is to find the critical points, critical values and image of the 
energy-momentum map. All of the fibres of the energy momentum map, both regular and 
singular, should then be determined. Finally, one should examine how the energy level 
sets, i.e. Ch = {p E MIH(p) = h}, are foliated by the fibres. 
The most interesting momentum maps are those which arise from the action of compact 
Lie groups. Let us consider the example of SO(n) acting on Rn for n ~ 2. The group 
action of SO(n) on Rn lifts to T*Rn by the cotangent lift. Cotangent lift is defined, as in 
Marsden and Ratiu [49], as follows 
Definition 2.2.9. Cotangent Lift. Given smooth manifolds M and N and a difJeomor-
phism f : M -> N, the cotangent lift of f is defined to be the map T* f : T* N -> T* M 
between the cotangent bundles of the manifolds described by 
(T*f(ap ) ,v) = (ap,TJ.v) 
where ap E T;N, v E TqM, p = f(q), and (.,.) represent the pairing between one-forms 
in a cotangent space and vectors in a tangent space. 
The important fact about a contangent lift is that it is always a symplectic map, namely 
a map which preserves the symplectic structure on a symplectic manifold. 
Let <I> be the action of a Lie group G on a smooth manifold M. The right lift <1>* of the 
action <I> to the symplectic manifold T* M is defined by 
<1>; (a) = (T;-l.q<l>g) (a) 
where g E G, a ET; M and T*<I>g is the cotangent lift of the diffeomorphism <l>g : M -> M. 
A left lift of <1>, <1>* is defined by (<I>*)g = T;.q (<I>g-.). 
Despite the rather technical definition for the generic case, it is well known (e.g. 
Marsden and Ratiu [49]) that the lift of the action of any subgroup of CL (n, R) on 
Rn (defined by left multiplication x -> gx) to the cotangent bundle T*Rn is given by 
(x,y) -> (gx,(g-1)ty). Hence we have the cotangent lift for SO(n) on T*Rn is given 
by (x, y) -> (gx, gy), as g-1 = gt for 9 E SO(n). Summarising Marden and Ratiu's 
calculations for this case, we have 
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Lemma 2.2.10. Momentum Map for 80(n) action on T*]Rn. For the group action i(> : 
80(n) x T*]Rn --+ T*]Rn, for n ~ 2, defined by (g, (x,y)) --+ (gx,gy), the infinitesimal 
generator is given by 
The momentum map is given by 
J(x,y) = x0y- y0x Eso (n)*. 
The momentum map is Ad* equivariant. 
Proof. See Marsden and Ratiu [49J. D 
We should note here that a group action 80(1) on ]R has no effect. SO(l) is topologi-
cally a point, and 80(1) acting on ]R merely maps the point to itself x >--> x. There is no 
momentum map arising from a group action of 80(1). 
We would like to look at how in certain circumstances we may use a group action to 
reduce the Hamiltonian system on M to another Hamiltonian system on a manifold of 
lower dimension. 
2.3 Regular and Singular Reduction 
An important property of the momentum map is the ability to use it to reduce the 
dimension of the manifold on which motion is taking place. Marsden and Weinstein [50J 
proved the following remarkable theorem on regular reduction: 
Theorem 2.3.1. Marsen-Weinstein Reduction. Let (M,w) be a symplectic manifold on 
which a Lie group G acts symplectically and let J : M --+ g* be an Ad* equivariant 
momentum map. Assume that Jt E g* is a regular value of J and that the isotropy 
group G" under the co-ad joint action on g* acts freely and properly on J-1 (Jt). Then 
M" = J-1 (Jt) IG" has a unique symplectic form Wl' with the property 71';wf! = i;w. 
FUrthermore, let the Hamiltonian H: M --+]R be invariant under the action ofG. Then 
the flow of X H leaves J-l (Jt) invariant and commutes with the action of G" on J-l (Jt), 
so it induces canonically a flow on Mw This flow is a Hamiltonian flow on M" with a 
Hamiltonian Hf! satisfying H" (71',,) = H (i,,). H" is called the reduced Hamiltonian. 
We may add that the action of a compact Lie group is always proper, and that this 
guarantees that the reduced space will be a Hausdorff topological space. Note that the 
regular reduction theorem assumes that G" acts freely. For cases where the group action 
is not free we cannot apply the regular reduction theorem. However, in such cases we 
may be able to apply singular reduction [18, 16, 46J. For cases where the group does not 
act freely, we do still get a reduced space but it is not a smooth manifold. Cushman [18J 
gives the singular reduction theorem as follows 
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Theorem 2.3.2. Singular Reduction. Let (M,w) be a symplectic manifold on which a Lie 
group G acts symplecticaUy and properly, and let J : M -t g* be an Ad* equivariant mo-
mentum map. Suppose that the coadjoint orbit 0" through p, E g* is locally closed. Then 
on the singular reduced space M" = J- l (0,..) IG there is a nondegenerate Poisson algebra 
(COO (M,..) , {., .}I" .). In addition, MI' is a locally finite union of symplectic manifolds. The 
flow of a Hamiltonian derivation corresponding to a smooth function on MI' preserves the 
decomposition of MI' into symplectic pieces and the inclusion map of a symplectic piece 
into M,.. is a Poisson map. 
Despite the technical details of this theorem, singular reduction is often quite straightfor-
ward to carry out in practice. One method of doing singular reduction is to use invariant 
theory. Cushman, Sjamaar and Lerman [16, 46J have applied this method to determine 
the reduced phase spaces for cases of singular reduction for compact group actions. To 
make use of this method we must consider the invariants [61 J of the group action, Le. 
polynomial functions which are invariant under the group action. 
Consider the situation as described in Theorem 2.3.2. Suppose also that the action of 
G on M has the polynomial invariants (al,"" ak), which form a basis for the space of 
polynomial invariants of the group. The singular reduced space M,.. is given by the image 
of the momentum level set J-l(p,) under the Hilbert map of the G action, which is the 
map taking points in the phase space to the invariants (al(p), ... ,ak(p)) of the group 
action 
x: M -t lR,k, 
We note that we may have some relations between the invariants of the group action, and 
also some inequalities. The reduced phase space is a semi-algebraic variety. 
A concrete example of singular reduction using invariant theory is presented for the 
simple case of the group action <I> of 80(2) on the cotangent bundle T*lR,2 with coordinates 
(Xl, X2, Yl, Y2)' Letting x = (Xl, X2) and Y = (Yl, Y2) we see that this 80(2) group action 
is given by 
<I> (x, Yi 0) = (x, ii) 
where 
x = (Xl cos Ii - X2 sin 0, Xl sin 0 + X2 cos 0) 
ii = (Yl cos 0 - Y2 sin 0, Yl sin 0 + Y2 cos 0) . 
The group action <I> is the flow generated by the angular momentum J : T*lR,2 -t .50(2)* 
given by J = XlY2 - X2YI. The angular momentum J will be a first integral of any 
Hamiltonian function on T*lR,2 which is invariant under the group action <I>. 
We now use invariant theory. The action of 80(2) has, as a basis of polynomial invari-
ants, 
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The invariants are related by 7r17r2 - 7r~ - 7r~ = O. One can see that the invariant 7r4 is 
equal to the angular momentum J which generates the group action. The fixed point of 
iP has Xl = X2 = Yl = Y2 = O. So the group action iP on T*]R2 is not free. 
When J = 7r4 = j =1= 0 the fixed point is not in J-l (j) and the reduction by the 
80(2) symmetry leads to a smooth reduced system on the reduced phase space P = 
J- I (j)j80(2). 
Consider the Hilbert map x: T*]R2 -+ ]R3, defined by (Xl>X2,YI,Y2) t-> (7rl>7r2,7r3), to 
find the reduced phase space, which is given by the surface 7r17r2 - 7r~ = P embedded 
in ]R3[7rl, 7r2, 7r3J, due to the relation between the invariants. This surface is a cone when 
j = 0 and smooth otherwise (it is a two sheeted hyperboloid). Considering the inequalities 
7rl ~ 0, 7r2 ~ 0 the reduced phase space for j = 0 is half of a cone. For j =1= 0 we get one 
sheet of a two sheeted hyperboloid which is isomorphic to ]R2. 
An alternative description of the reduced phase space is obtained by first restricting to 
any invariant subspace of the XI-x2-plane within the singular reduced space, e.g. X2 = 
Y2 = O. The 80(2) action iP has a residual Z2 action on this plane since iP(7r)(Xl> yd = 
(-Xl> -Yl)' To understand what we mean by this residual action, note that the full phase 
space on which the group acts is T*]R2 ~ ]R4. If we fix J = j, then the set of all points 
satisfying this condition, M = {(x, y) E ]R41xlY2 - X2Yl = j}, is a three dimensional set 
embedded in ]R4. Let iP act on this set. Clearly M is invariant under iP. Consider the 
case for J = 0 that we have for singular reduction. The set defined by X2 = Y2 = 0 is 
a subset of M = J-I(O). Then iP acting on points in this subset gives a path in M. If 
we look at where the orbit of a point in the subset intersects with the subset again we 
have the residual action as described, namely iP(7r). The singular reduced phase space 
{(7rI, 7r2, 7r3) E ]R317rl7r2-7ri = 0, 7rl ~ 0, 7r2 ~ O} C]R3 can then be viewed as ]R2[Xl> yd/Z2, 
because we have the xrYl-plane with the residual action. This is the half-plane Xl ~ 0 
with the boundary Yl = 0 identified with itself by (Xl, 0) ~ (-Xl> 0), which again gives a 
cone. The fixed point of the residual 2:2 action iP( 7r) is the origin Xl = Yl = 0 and it is 
the singular point of the reduced phase space (Le. the point of the cone). 
Yet another representation of the same reduced phase space is given by classical polar 
coordinates Xl = r cos 11, X2 = r sin 11. Using this coordinate system, the reduced space is 
the half plane r,Pr with r ~ 0 and Pr = (XIYl + x2Y2)/r, Le. ]R~. From the above we see 
that for j = 0 the reduced space, however, is not a half-plane, but a cone, because of the 
identification Pr ~ -Pr along the line r = O. 
The cone 7rl7r2 - 7l'i = 0 can be diagonalised as a quadratic form. We can write this in 
matrix form as 
( 0 -! 0) Ilt -~ 02 0 Il = 0, o 0 1 
We then perform an orthogonal transformation, by setting 7r1 = U + V, 7r2 = U - v, and 
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1T3 = W, to get 
(u,v,w) ( ~ 
or 
o 
-1 
o 
Then the cone is parametrised by u = r, v = r sin rP, and w = r cos rP. In complex 
notation z = r exp irP the reduction map 1Tl = x2, 1T2 = y2, 71'3 = xy can then be written 
as z = i(x - iy)2/2, because we have rcosrP = xy and rsinrP = (x2 - y2)/2 which is z in 
complex notation. Thus the mapping from ]R2[X, y] \ (0,0) to the cone without tip is a 
double cover. Therefore again the cone is equal to ]R2/712• 
We further note that the Poisson-structure on the cone is given by 
This is mapped into the symplectic structure 
{1T[,1T2h = {x2, y2h = 4xy = 41T3, 
{1T[,1T3h = {x2,xyh = 2X2 = 21T[, 
{1T2,1T3h = {y2, xy h = _2y2 = -21T2. 
Moreover, the reduction map is invariant under the 712 symmetry action, and thus the 
symplectic structure on the plane passes down to the cone. 
2.4 Integrable systems 
Hamiltonian systems cover a large multitude of examples. An important class of Hamilto-
nian systems are Integrable systems, which are characterised by their completely regular 
behaviour. Consider a Hamiltonian system with n-degrees of freedom, which is char-
acterised by a smooth function H : M -+ ]R on a 2n dimensional symplectic manifold 
(M,w). 
Definition 2.4.1. Liouville or Completely Integrable. For a Hamiltonian system as 
above, suppose that there exist n functions P; : M -+ ]R which are constants of motion of 
H, i.e. {P;, H} = 0 fori = 1, ... , n. Suppose also that the Fi are functionally independent 
for almost all p E M (i.e. the one forms dF1(P), ... ,dFn(P) are linearly independent 
almost everywhere} and the F; are all in involution {i.e. {Fi, Fj } = 0, Vi,j = 1, ... , n}. 
Then the Hamiltonian system is said to be completely integrable. 
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Note the Hamiltonian H is functionally related to the independent integrals FI, . .• ,Fn. 
For an Integrable System the Liouville-Arnold theorem [2] applies. Consider a Com-
pletely Integrable System. As the integrals F';, are functionally independent and invariant 
under the flow of H, it makes sense to discuss the level set of the integrals, defined by 
Mf = {p E M[F';,(p) = fi,i = 1, ... ,n}. 
It follows that M, is a smooth manifold invariant under the phase flow of the Hamiltonian 
H. We then have the theorem: 
Theorem 2.4.2. Liouville-Arnold Theorem. For a completely integrable system as de-
scribed above, if M, is compact and connected then it is diffeomorphic to the n-torus Tn. 
It also follows that the phase flow of the Hamiltonian determines a conditionally periodic 
motion on M" i.e. 
d1> 
-=v, dt lJ = lJ(f), (2.2) 
where 1> = (1)1, ... , 1>n) are angular coordinates on rn, f = (ft, ... ,in) and lJ(f) just 
means a function of the values of the integrals. The canonical equations with Hamiltonian 
H may be integrated by quadratures. Furthermore, a neighbourhood of an invariant torus, 
M" is diffeomorphic to U x rn where U c ]Rn is an open set. Here we can choose a set 
of coordinates (1,1», called action-angle coordinates, such that the differential equations 
of the flow (2.2) have the form 
dI 
dt = 0, 
d1> 
dt = lJ(I), 
where the action variables I = (It, ... , In) are functions of F, i.e. I = I(F) and the 
action-angle coordinates are symplectic, i. e. 
n 
W = L dIi /\ d1>i. 
i=l 
Proof. The classical proof is given by Arnold [2]. An alternative proof using the period 
lattice is given by Duistermaat [23]. 0 
The fact that a completely integrable Hamiltonian system is integrable by quadratures 
was proved by Liouville. It was Arnold and his colleagues who proved the existence of 
invariant tori and the local existence of action-angle coordinates in their neighbourhood. 
Due to the involution of the first integrals, the Hamiltonian vector fields X F, commute 
and we can define a Poisson action <I> of the Lie group ]Rn on the manifold M, which is 
generated by the flows of the Hamiltonian vector fields. In other words, if 1>: is the flow 
of X F, then we define an action 
<I> : M x ]Rn --> M, <T>(p, (tt, ... , tn » = 1>i' 0 ••• 0 1>~n(p). 
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This action is fundamental to the proof of the Liouville-Arnold theorem [2]. 
As the Liouville-Arnold theorem shows, for regular values motion takes place on invari-
ant tori Tn, and one can choose angular coordinates 1>i on the tori. The theorem then 
shows that the equations of motion take the form (2.2). Note that the angular coordinates 
1>i are not unique but are defined up to a unimodular transformation, as we have to choose 
a coordinate system on a torus m. 
The Liouville-Arnold theorem also shows that a neighbourhood of an invariant torus 
is diffeomorphic to U x m where U is an open set in IRn. To illustrate this we choose 
coordinates (Fi,1>i) and we can write the Hamiltonian system as 
i = 1, ... ,n 
In general (Fi, 1>i) will not be symplectic coordinates but we can choose a set of coordinates 
(I;,1>i)' where I; = Ii(Fl , . •. ,Fn ), by the Liouville-Arnold theorem, which are symplecticj 
the action-angle coordinates. Once again these are only unique up to a unimodular 
transformation. 
Action variables have an important geometrical property. An action variable has a 
periodic flow, in other words it generates a 51 action. Hence it is the momentum map of 
the simplest compact Lie group. 
In the previous section we gave a definition of the momentum map, Definition 2.2.3, 
for the action of a symmetry group. There is another definition of a momentum map for 
a completely integrable Hamiltonian system, which is given as follows. 
Definition 2.4.3. Momentum Map. Given a completely integrable Hamiltonian system 
as above, consider the map F : M ---> IRn defined by p >-> (Fi (P), ... , Fn (p)). This map is 
called the Momentum Map for the Integrable System. 
With respect to the two different definitions of momentum map, note that for the case of 
a completely integrable Hamiltonian system, we have a Poisson action generated by the 
Abelian Lie group IRn. However, as IRn is not compact, this action is not as "interesting" 
as the actions of compact groups such as SO(n) which we previously investigated. 
By the standard theory of analysis on manifolds [44], a point on the manifold p E M 
is called a critical point of the momentum map F : M ---> IRn if dF(p) does not have full 
rank. The image of a critical point in M under F is called a critical value. 
Definition 2.4.4. Bifurcation Diagram. Consider a completely integrable Hamiltonian 
system as described above. We call the image of the critical points of the momentum map 
under F the bifurcation diagram I; of the integrable system. 
We have another important concept related to the momentum map for an integrable 
system. 
Definition 2.4.5. Liouville Foliation. For a completely integrable Hamiltonian system as 
described, we call the foliation of the symplectic manifold M into the level sets M f of the 
constants of motion Fi the Liouville foliation. 
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We should note that although the fibres of regular values of the momentum map are tori 
rn, there is no general theory which directly determines the fibres of the critical values 
of the momentum map [38J for any Hamiltonian system. It is necessary to look at each 
case individually. The bifurcation diagram is an extremely useful tool for investigating 
how the phase space is foliated into invariant sets. As we cross the singular values of the 
momentum map in the bifurcation diagram, the fibres change type. In other words, a 
bifurcation occurs. 
Due to the presence of fibres of different types, the Liouville foliation is not a fibre 
bundle in the classical sense [64J. However, one can construct a fibre bundle by removing 
the preimages of critical values of the momentum map from the phase space M to give 
a total space E = M \ F-l(L:). The base space B of the bundle is the open set defined 
by the image of E under the momentum map, Le. we remove the critical values of the 
momentum map from its image. The projection map of the fibre bundle is the momentum 
map F : E -t B. Since all the critical points have been removed, the fibre above each 
bE B, defined by Mb = F-1(b), is then an n-torus rn and hence we have a torus bundle. 
The existence of action-angle coordinates is guaranteed locally in the neighbourhood 
of an invariant torus by the Liouville-Arnold theorem. The question as to whether they 
exist globally was first raised by Duistermaat [23J. In general, action-angle coordinates will 
not exist globally. The existence of globally smooth single-valued action-angle variables 
is a necessary condition for the fibre bundle, obtained from the Liouville foliation by 
removing the regular values, to be a trivial bundle. Various obstructions to the triviality 
of the bundle can exist. One of the most common obstructions is called monodromy [23J. 
Monodromy often occurs as an obstruction to the existence of global action-angle variables 
in examples of Hamiltonian systems arising from problems in mechanics [7, 5, 18,69,25, 
17, 15J. The classical definition of monodromy for a torus bundle is as follows. 
Definition 2.4.6. Monodromy. Let P : M -t B be a fibre bundle with total space M, 
base space B, projection map P and fibre an-torus Tn for some n. Pix a point b E B in 
the base space and consider a closed loop based at b. This loop creates an automorphism 
of the torus which is the fibre at b, namely p-l (b). Consider the homomorphism induced 
between the fundamental group of the base space 7l'l(Bj b) (i.e. the group of homotopy 
classes of loops in B based at b) and the group of automorphisms of the first cohomology 
cycles of the fibre Tn, namely GL(Hl(P-l(b)j Z)). This is known as the monodromy of 
M. 
We recall here that the fundamental group 7l'l(Bj b) of a manifold B, based at a point 
bE B, is defined by considering all of the loops 1 in B based at b (Le. continuous maps 
1 : [O,lJ -t B such that 1(0) = 1(1) = b). The set of homotopy classes of the loops 
bJ (Le. equivalence classes bJ of 1 under the equivalence relation of all loops based at 
bE B which can be obtained from 1 by a continuous transformation) form a group under 
composition, Le. [1J 0 [8J = [10 8J. SO for the simple example of the fundamental group of 
8 2 based at any point, this is trivial because any loop can be contracted to a single point 
under a continuous transformation. 
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Recall also that the first de-Rham cohomology group Hl(Mj Z) of a smooth manifold 
M may be defined as 
where Ok(M) is the space of smooth differential k-forms on M and d is the exterior 
differential [44]. So H1(Mj Z) is the quotient ring of closed forms over exact forms. By 
the de-Rham theorem the de-Rham cohomology groups are isomorphic to the singular 
cohomology groups, which may be considered to be the dual of the singular homology 
groups of M [44]. 
We can apply the standard definition of monodromy for a torus bundle to the bundle 
obtained from the Liouville foliation. The monodromy is a measure of the obstruction 
to the triviality of the bundle, which is equivalent to the obstruction to the existence of 
globally smooth single valued action variables. We can quantify this by determining the 
monodromy matrix which is a measure of this obstruction. As an example, consider a 
completely integrable system with three degrees of freedom. We assume that we know the 
integrals and can construct the bifurcation diagram. Let us assume also that we can find 
a separating coordinate system and carry out separation of variables. We can then define 
the "natural" action variables as per Waalkens and Dullin [69]. By this we mean that 
for any regular value of the momentum map, we calculate the action variables by using a 
basis of natural cycles in the invariant torus T3 at this point in the Liouville foliation. By 
a natural cycle we mean that we consider the obvious choice given by the coordinate lines 
of the separating coordinate system. Suppose then that these natural actions are given 
by I = (It, 12 , 13)t for a regular value b in the base space B of the torus bundle. Consider 
a loop in the base space B based at b. We can then look at what happens to the action 
variables calculated using the natural basis of cycles in the total space E as we go around 
the loop in the base space and back to the start of the loop at bE B. In effect, the loop 
in the base space induces a toral automorphism in the torus above b E B. Writing this 
transformation in matrix form, we find that in the case that the bundle is non-trivial, we 
can express the monodromy matrix in a normal form N. Dullin et al [24] have shown 
that for 3 degrees of freedom there exists a basis of cycles such that the normal form can 
be one of the following 
N=(~~:)' 001 ( ~ ~1 :), o 0 -1 
where B E SL(2, Z) has irrational eigenvalues and * denotes integers. In fact, all we have 
done is choose a suitable basis of cycles to express the automorphism in Definition 2.4.6 
in matrix form. 
Matveev [51] has shown that monodromy occurs in two degrees of freedom Hamiltonian 
systems which have an isolted critical value in the bifurcation diagram of focus-focus type, 
and these cases have also been investigated by Zung [77, 78]. 
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We should note that there are symplectic manifolds which are torus bundles where 
action-angle variables do not exist globally but have no monodromy [6]. Such cases have 
Chern class obstructions to triviality. However, to date such systems have been artificially 
constructed and an example of a mechanical system with a Chern class obstruction to 
triviality but no monodromy is not known. 
For some Hamiltonian systems with n degrees of freedom we can find more than n 
functionally independent constants of motion. However, it is impossible to find more 
than n functionally independent, involutive constants of motion. In the case where more 
than n independent constants of motion exist we say that the system has non-commutative 
integrability [53]. Some references call such a system superintegrable [34]. We find that 
in such instances motion takes place on invariant tori of dimension lower than n. In such 
situations we have to apply Nekhoroshev's [59] extension of the Liouville-Arnold theorem, 
which may be stated as follows: 
Theorem 2.4.7. Nekhoroshev's theorem. Let (M, w, H) be a Hamiltonian system, with 
dim M = 2n, and first integrals Fl , .•. ,Fn-k,Fn-k+l,. .. ,Fn+k, k ;::: 0, such that the differ-
entials are linearly independent at each point m E M. Let each of the first integrals be 
in involution on M with each of the first n - k. Let the connected components V of the 
manifolds {m EM: F; (m) = j;, i = 1, ... , n + k}, where the fi are constants, be compact. 
Then for each component there exists a neighbourhood U in which there are canonical 
coordinates (I,p,r/> mod 2n,q) such that 
w = d (~Iidr/>i + tPjdqj) 
Here Ii = Ii(Fb ... , Fn- k) and Pj and qj are functions of Fl , ... ,Fn-k. Fn- k+b ... ,Fn- k. 
Furthermore, all trajectories lie on (n - k) dimensional invariant tori, and the solutions 
will be conditionally periodic with frequencies Vi, where the Vi are local functions of the 
first n - k integrals. 
Proof. See [59]. D 
An important question to ask is whether a system with non-commutative integrability is 
integrable in the Liouville sense; given an algebra of integrals :F which are not all com-
mutative, as per Nekhoroshev's theorem, can we find a commutative sub-algebra f:. This 
is the well-known Mishenko-Fomenko conjecture [53], which states that if :F consists of 
smooth, real analytic or polynomial integrals respectively, then a commutative sub-algebra 
f: exists of corresponding smooth, real analytic or polynomial integrals. The conjecture 
is known to be true in the case of smooth integrals but the situation is still unclear for the 
other cases. In many situations, the integrals arise due to symmetries of a Lie group. We 
need to note however that even if we find n functionally independent involutive equations 
of motion and ignore any additional non-involutive independent integrals to apply the 
Liouville-Arnold theorem, the system is degenerate in so far as dynamics takes place on 
lower dimensional tori than implied by Liouville-Arnold, due to the presence of additional 
integrals. 
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2.5 Singularities of Integrable Hamiltonian Systems 
We previously defined the critical points and critical values of the momentum map for an 
integrable system. For the critical values in the bifurcation diagram, the first integrals 
are not functionally independent. By Sard's theorem [44] this set of critical values has 
measure zero on the image of the momentum map in JR.n. Bolsinov and Fomenko [11] 
have investigated the non-degenerate singularities for the momentum map of integrable 
systems for the cases of two degrees of freedom and many degrees of freedom. We will 
briefly explain the definition of nondegeneracy for the case of many degrees of freedom 
as it is required for the current study. The situation is slightly different in this study to 
the one described in [11], as we are dealing with a set of Poisson equations on a Poisson 
manifold rather than Hamilton's equations on a symplectic manifold. However, the main 
principles are the same. 
We consider the situation as described in Definition 2.4.3. As per [11], let us define the 
set Ki of all singularities of the momentum map of rank i, namely 
Ki = {p E Mlrank dF = i}, i = 0, ... ,n-1 
The set of all singular points, K, is given by K = Ko + ... + Kn- l • Consider the singular 
points of rank i, contained in K i • For p E K i , we can always find a set of functions 
G l , ... , Gn , which are linear functions of the first integrals H, ... , Fn , such that 
k = 1, ... , (n - i) 
and dGk(p) for k = (n - i + 1), ... , n are linearly independent. This implies that the 
Hamiltonian vector fields X ak vanish at p for k = 1, ... , (n - i). We linearise the vector 
fields at p and define 
k = 1, ... , (n - i). (2.3) 
Hence the Ak are linear operators belonging to the Lie algebra of the symplectic group 
Sp(2n, JR.), acting on the tangent space TpM. Let L be the i dimensional subspace in 
TpM generated by X ak for k = (n - i + 1), ... , n, and L' the orthogonal complement 
of L in TpM with respect to w. Clearly L CL', and also L C ker Ak and lm Ak C L' 
for k = 1, ... , (n - i). Finally we define K(p, F) as the commutative sub-algebra in 
sp(2(n - i), JR.) generated by Ab"" An-i. We then have 
Definition 2.5.1. Nondegeneracy. A critical point p of rank i is called non-degenerate 
if K(p, F) is a Carian sub-algebra (and hence a maximal commutative sub-algebra) in 
sp(2(n - i), JR.). 
This is the case for Hamiltonian systems on symplectic manifolds. For Poisson systems 
the situation is almost the same, except that we have to take the linearisation of the 
Hamiltonian vector field generated by the Poisson bracket from the constants of motion. 
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In other words, we still have (2.3) defines the linear operators but the action of the vector 
field is defined by 
k = 1, ... , (n - i) 
for any smooth function f. We note that here n is the number of functionally independent 
constants of motion and that the Poisson manifold may have dimension greater than 2n, 
although the Poisson tensor has rank 2n. The degeneracy in the Poisson tensor, if it 
exists, is related to the existence of the Casimir functions, for which the Hamiltonian 
vector field is always zero. The rest of the theory is the same. 
Consider the special case of a completely integrable system with two degrees of freedom. 
The singular points which can occur belong to the sets Ko for pE M with rank dF(p) = 0 
and KJ for pE M with rank dF(p) = 1. Let us call the integrals for this system Hand f. 
For the set of singularities K J , a critical point is non-degenerate if the rank of the 2-form 
>"d2 f(p) + J1-d2H(p) on the subspace L' is equal to 2 [11]. 
For singular points pE Ko, we require dH(p) = df(p) = O. Since p is a fixed point of 
the Poisson action of 1R2 , there is an Abelian subgroup G(h,J) in Sp(4, 1R) of symplectic 
transformations ofTpM, with a Lie algebra K(H, J). pE Ko is then called non-degenerate 
if K(H, f) is a Cartan subalgebra of sp(4,IR) [11]. A commutative algebra in sp(4,IR) is 
Cartan iff it is 2-dimensional and contains an element whose eigenvalues are different. 
Hence we require ~ f and ~ H are independent and a linear combination >"A, + J1-AH 
has different eigenvalues, where A, refers to the linearisation of the Hamiltonian vector 
fieldX" which is DX,. The four possible Cartan subalgebras which can occur [11] are 
conjugate to one of the following 
(a) 
(c) 
( 
0 0 -a 0) 
o 0 0 -{3 
a 0 0 0 ' 
o (3 0 0 
o 
-(3 
o 
o 
o 0) o 0 
a 0 ' 
o {3 
(b) 
o 0 0 ) o 0 -{3 
o a 0 ' 
{3 0 0 
(d) 
Type (a) has four imaginary eigenvalues ia, -in, i{3, -i{3. Type (b) has two real and two 
imaginary eigenvalues -a, a, i{3, -i{3. Type (c) has four real eigenvalues -a, a, -{3, {3. 
Type (d) has four complex eigenvalues a - i{3, a + i{3, -a + i{3, -a - i{3. The spectrum 
of the matrices of the linear operators is related to the Cartan subalgebra. 
We note that the eigenvalues of the linear operators occur in pairs ±>.. and so we always 
have one of the four types shown above. A pair of real eigenvalues are called hyperbolic, 
purely imaginary eigenvalues are called elliptic, and four complex eigenvalues are called 
focus-focus. In the complex case there are always four eigenvalues, of the form ±>.., ±X. 
Hence for a completely integrable system in two degrees of freedom, we classify the singular 
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points in Ko by calling them elliptic-elliptic, elliptic-hyperbolic, hyperbolic-hyperbolic or 
focus-focus. 
In the general case of n degrees of freedom, we quote from [11] the well known theorem 
of Williamson [73] which classifies the non-degenerate singular points 
Theorem 2.5.2. Williamson. Let K C sp(2n,~) be a Carian subalgebra. Then there 
exists a symplectic coordinate system Xl, ... , Xn, YI, ... , Yn in ~2n and a basis el, ... , en 
in K such that each of the quadratic polynomials ei takes one of the following forms: 
(i) ei = xl + Y; elliptic type, 
(ii) ei = XiYi hyperbolic type, 
(iii) ei = XiYi+1 - XHIYi, eHI = XiYi + Xi+1Yi+1 focus-focus type. 
Proof See [73]. o 
2.6 Theory of Fomenko Atoms 
Fomenko and Bolsinov [11] have described the topology of foliations on two dimensional 
surfaces generated by Morse functions. This general theory is important, as it classifies 
the singularities which occur for smooth functions on smooth manifolds, and hence is used 
to classify the Liouville foliation for an integrable system. Although the theory described 
in [11] is for systems with two degrees of freedom, analogous methods will be used to 
classify the foliations for the three dimensional ellipsoid. The theory of Fomenko atoms 
is too vast to do it justice in the brief introduction given in this thesis, but a few of the 
important points which will be relevant later are explained. 
Consider a smooth function f : M -> ~ where M is a smooth n-dimenisonal manifold 
with local coordinates (Xl, ... , xn) in the neighbourhood of a point p E M. Then we have 
by the well known theory of smooth manifolds [44] that the point p is called critical for 
the function f if the differential 
vanishes at p. The critical point is non-degenerate if the second differential 
is non-degenerate at this point (Le. the determinant of the second derivative matrix is 
non zero). We have 
Definition 2.6.1. Morse function. A smooth function is called a Morse function if all 
its critical points are non-degenerate. 
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Morse functions are important because by the Morse lemma [52], one can choose a suitable 
local coordinate system in the neighbourhood of a non-degenerate critical point of f to 
write it as a quadratic form, 
f( ) 2 2 2 2 X = -Xl - ... - xk + Xk+l + ... + x n • 
Since Morse functions are everywhere dense in the set of smooth functions on a smooth 
manifold, any smooth function can be perturbed into a Morse function [52]. For two di-
mensional smooth manifolds, the only possible non-degenerate critical points are maxima, 
minima and saddles. 
One can look at the pre-images, or level sets, f-l(a) for a E JR of a Morse function 
F : M -> R If a is a regular value of f then the pre-image is a smooth submanifold of M 
by the submersion theorem [44]. One can also consider the pre-images of critical values 
of f. We have 
Definition 2.6.2. Simple Morse function. A Morse function is called a simple Morse 
function if each critical level set has exactly one critical point. 
Note that one can arbitrarily perturb any Morse function to create a simple Morse func-
tion. 
Consider the level sets f-l(a) of a Morse function f : M -> JR where M is a compact 
manifold. The connected components of the level sets are called fibres. Considering all 
the fibres for the Morse function we get a foliation. As per Bolsinov [11], we consider the 
space of fibres r of a morse function f and give it the quotient topology. This is a finite 
graph for a Morse function on a compact manifold. We then have the following definition. 
Definition 2.6.3. The Reeb graph. The graph r is called the Reeb graph of the Morse 
function f on manifold M. A vertex of the graph is the point corresponding to a singular 
fibre. A vertex is called an end-vertex if it is the end of one edge only, otherwise it is 
called interior. 
As an example consider the height function on the two dimensional torus, f : T2 -> JR. 
This is a Morse function. The fibres and Reeb graph are shown in figure 2.1. Notice that 
the end-vertices correspond to maxima and minima of the height function. The interior 
vertices correspond to saddles. Bolsinov [11] shows that the Reeb graph of a simple 
Morse function on a closed two dimensional surface determines that surface uniquely up 
to diffeomorphism. 
We now come to the concept of an atom, which is the topological type of a two dimen-
sional Morse singularity, defined as follows. 
Definition 2.6.4. Atom. An atom is a neighbourhood P of a critical fibre of a Morse 
function f : M -> JR, defined by c - € ::; f ::; c + € for sufficiently small €, foliated into 
level lines of f and considered up to fibre equivalence. 
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(a) (b) 
Figure 2.1: (a) Level sets of height function on T2, (b) Reeb graph 
(a) (b) (c) 
@ 
A 
Figure 2.2: (a) Maximum on surface, (b) The Atom A, (c) Molecule 
Note that we say two Morse functions f : M --> IR and g : N --> IR on two dimensional 
smooth manifolds are fibrewise equivalent if there is a diffeomorphism between M and N 
which transforms connected components of level lines of f into those of g. 
Consider some examples of simple atoms. We say that an atom is simple if the Morse 
function in the pair (P, J) is simple, where P is the neighbourhood of the critical point. 
An atom which is not simple is called complicated. 
Atom A is shown in figure 2.2. This corresponds to a maximum or a minimum on a 
two dimensional surface. At a maximum or minimum value of the Morse function, the 
critical set is a point. Nearby the critical set is diffeomorphic to a circle. Hence the A 
atom represents a bifurcation where a point turns into a circle. 
Atom B is shown in figure 2.3. Here the critical point is a saddle. The level set of the 
critical value looks like a figure eight. We have this type of singularity at each interior 
vertex in the case where we consider the height function on a two dimensional torus. For 
this atom, we have a bifurcation where a single circle is transformed into two circles as 
we pass through the critical value. 
The atom C2 is shown in figure 2.4. This is a complicated rather than a simple atom 
because it contains two critical points, at the intersection points of the two circles. At 
the critical value, two circles bifurcate into another two circles. 
Here we define another important concept. 
Definition 2.6.5. Simple Molecule. The graph obtained by replacing the vertices of the 
26 
C·) Cb) 
\/ 
B 
I 
Figure 2.3: (a) The Atom B, (b) Molecule 
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Figure 2.4: (a) The Atom O2, (b) Molecule 
Reeb graph by their corresponding atoms is called a simple molecule. 
Fomenko and Bolsinov [l1J have described atoms of complexity 1, 2 and 3 for Morse 
functions on two dimensional surfaces. By the complexity of an atom we mean the number 
of critical points it contains. 
Fomenko and Bolsinov [11 J also present a theory on the Liouville classification of inte-
grable systems with two degrees of freedom in four dimensional neighbourhoods of singular 
points. We summarise a few important definitions and facts which will be required for 
the classification of the fibres for the cases described in this thesis. 
Consider an integrable Hamiltonian system with two degrees of freedom H : M -> ]R, 
with momentum map F = (H, f) : M -> ]R4. Let p E M be a non-degenerate singular 
point of the momentum map. The singular point can be of type (i) elliptic-elliptic, (ii) 
elliptic-hyperbolic, (iii) hyperbolic-hyperbolic or (iv) focus-focus. Consider the set K of 
critical points of the momentum map in the neighbourhood U of the singular leaf of the 
foliation which passes through the critical point p E M. For cases (i), (ii) and (iii), the 
set K consists of two sets of preimages of two curves Ib 12 in the bifurcation diagram 
which intersect at p, namely 
Consider the pairs VI = (Hip" PI) and V2 = (HiP2' P2) for Hamiltonian H. We then have 
Definition 2.6.6. I-type. The pair (Vb V2) is called the I-type of the singularity of the 
momentum map F at the point F(p). 
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A more informal way of explaining the I-type of a singularity is to consider the singular 
point in a bifurcation diagram which lies at the point of intersection of two singular lines. 
When we consider the intersection of the lines, the type of singularity occurring there 
depends on the type of singularities occurring on each line. This concept will be required 
when we classify the fibres of the geodesic flow on the three dimensional ellipsoid with 
distinct semi-axes. 
2.7 Geodesic flows 
We briefly review here some of the theory of the geodesic flow on manifolds. Consider 
a Riemannian manifold (M, g), Le. a smooth manifold together with smooth function 
g: TM x TM -+ 1R whose restriction to each TpM x TpM is an inner product. 9 is called 
a Riemannian metric. 
Consider a curve 'Y : [a, bJ -+ M on a Riemannian manifold. We may define the length 
of the curve to be 
l("{) = [111' ll dt 
where 11.11 is the norm defined with respect to the Riemannian metric, Le. II~II = g(~, ~)1/2. 
Usually we will restrict ourselves to curves which are piecewise regular. A curve is said 
to be regular if l' is never zero. 
It may seem logical at first glance to define a geodesic as a path of shortest distance 
between two points on a manifold, or rather a curve which minimises the length function. 
Although easy to understand intuitively, a different definition for a geodesic is generally 
used in the literature [52, 58, 43J. However, every curve which minimises the length 
function on a Riemannian manifold is a geodesic, and every geodesic will locally minimise 
the length function [43J. 
We proceed to define a geodesic on a manifold in the following way. Given a manifold 
M, choose a connection V on it, Le. a map V : X(M) x X(M) -+ X(M) such that 
Vx(Y + Z) = VxY + VxZ 
V x+yZ = V xZ + VyZ 
V/xY = fVx Y 
V x(jY) = X(j)Y + fV x Y 
for all X, Y, Z E X(M) and f E COO(M). For a Riemannian manifold we usually choose 
a connection compatible with the metric [43J and with zero torsion which is known as a 
Riemannian connection. 
The connection is then used to define parallel transport. That is, a vector field X E 
X(M) is said to be parallel transported along a curve 'Y : [a, b] -+ M if 
'It E [a, bJ. 
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We define a geodesic as follows: 
Definition 2.7.1. Geodesic. A curve ,(t) on a manifold M is called a geodesic if the 
tangent vector to " is parallel transported along" namely 
(2.4) 
Consider a Hamiltonian system. Given a Riemannian manifold (M, g), a geodesic flow is 
the Hamiltonian system on T* M with Hamiltonian H defined in local coordinates as 
where gij is defined from the metric gij in local coordinates by gij gjk = i5ik • The Lagrangian 
function L, defined on TM, is given by 
where Vi is the tangent vector (velocity) in local coordinates. The Euler-Lagrange equa-
tions (2.1) of L are identical to (2.4). The connection we choose, which is compatible with 
the metric gij, is therefore the Levi-Civita connection [22]. 
The Hamiltonian is derived from the Lagrangian function L using the Legendre trans-
form. Hence the equations for the geodesic in Hamiltonian form are equivalent to those 
for the classical definition of the geodesic (2.4). Note that the Lagrangian is that of free 
motion on the manifold. In other words, it only consists of the kinetic energy term; the 
potential energy is zero. Hence the equations of free motion on a manifold are equivalent 
to the equations of the geodesic flow. We also note that geodesic flow is homogeneous, i.e. 
the behaviour is the same up to a scaling of speed irrespective of the value of the energy 
H = h we set. The results in this section are true for any geodesic flow, but it is useful 
to point out that in this thesis we are dealing with examples of integrable geodesic flow. 
Bolsinov provides an excellent description of this special situation in [8]. 
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Chapter 3 
Geodesic flow on the generic three 
dimensional ellipsoid 
A 3-ellipsoid embedded in ]R4 with coordinates x = (Xo, Xl, X2, X3) has the equation 
(A-IX, x) = 1 with the standard Euclidean scalar product (,) and a positive definite 
matrix A. This quadratic form can always be diagonalised by an orthogonal transfor-
mation and the eigenvalues of A are denoted by 0 < 0<0 ::; 0<1 ::; 0<2 ::; 0<3' Thus we 
may assume that A is diagonal and the standard form of the ellipsoid with semi-axis yQi 
embedded in ]R4 is 
X2 x2 X2 X2 
Cl = -2. + -.!. + 2 + .2 - 1 = 0 . 
ao 0<1 0<2 a3 
For the generic non-degenerate ellipsoid the semi-axes are distinct. For distinct semi-axes 
the theory is well-known due to the work of Moser [55J. However, the main points of this 
case are explained here for the three dimensional ellipsoid as a prelude to the degenerate 
cases (where not all the semi-axes are distinct). Some of the results for the generic 
non-degenerate case transfer over to the degenerate cases with some slight modifications, 
whereas some new and interesting behaviour is observed. 
3.1 Equations of geodesic flow 
Recall from the section 2.7 that the equations of the geodesic flow on a Riemannian 
manifold are equivalent to the equations of free motion, and that the Lagrangian of a 
mechanical system is defined by L = T - V where T is the kinetic energy and V the 
potential energy. For free motion the potential energy is zero. Without loss of generality 
we can assume that the mass of the particle is 1. The Lagrangian of a free particle with 
mass 1 is given by L = !(:i:~ + :i:~ + :i:~ + :i:~). We should note that the coordinates 
(xo, Xl> X2, X3) are for ]R4 and the particle is constrained to move on the three dimensional 
ellipsoid embedded in this space. One method of defining and solving the equations of 
motion for this system is to use the method of Lagrange multipliers [32J. To do this 
30 
we replace the Lagrangian L by a new Lagrangian L = L - AC1. The Euler-Lagrange 
equations (2.1) then become 
~ oL _ oL + A oCl = 0 
dt OXi OXi OXi ' i = 0, ... ,3. 
The additional last term which we can write Qi = A aaG! is the component of force in x, 
coordinate direction Xi constraining the particle on the ellipsoid. The equations of motion 
with Lagrange multiplier A enforcing the constraint Cl = 0 then become 
(A-Ix, x) 
A = (A lX, A IX) . (3.1) 
The value of the Lagrange multiplier as given above is determined as follows. Since the 
particle must move on the sphere we have the additional constraint 
xoxo X1Xl X2X2 X3 X3 0 
-+-+-+-= . 
no Ql Q2 Q3 
Differentiating this constraint we get 
Substituting in the expression for x and rearranging then gives the value of A as specified. 
We now consider a Hamiltonian description of the equations of motion by using the 
method of the Dirac bracket as described in definition 2.1.7. Momenta Yi = Xi are 
introduced and the constraint Cl = 0 is enforced by replacing the standard symplectic 
structure dx 11 dy by a Dirac bracket. The Dirac bracket has as Casimirs the constraint 
for being on the ellipsoid Cl = 0 and the constraint for its tangent space 
C2 = XoYo + XIYl + X2Y2 + X3Y3 = o. Qo QI Q2 Q3 
We define also the following notation 
D = x~ + x~ + x~ + x~ = ~ " oCl oC2 
Q~ Q~ Q~ Q~ 2 L..J OXi 0Yi • 
We can generalise the constraints Cl and C2 , and the factor D, for an - 1 ellipsoid e 
embedded in lRn. Lifting to the cotangent bundle, we have coordinates x = (xo, ... , xn-J) 
and conjugate momenta Y = (Yo, ... , Yn-l) for T* e embedded in T*lRn. For this generic 
case the Dirac bracket with Casimirs Cl and C2 is given by the formula in definition 2.1. 7 
which is evaluated to be 
XiYk - XkYi 
DQiQk 
where the index of n on the bracket indicates the embedding space is T*lRn. 
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(3.2) 
Returning to the three dimensional ellipsoid, the Hamiltonian is H = !(Y5 +yi +y~ +y~) 
and the equations of motion in Poisson bracket form are 
Xi = {Xi, H}g, Yi = {Yi' H}g, i = 0,1,2,3. (3.3) 
These equations are equivalent to those determined by the method of Lagrange multiplier 
(3.1). This can be seen by evaluating the Dirac brackets and applying the Casimirs to 
the resulting expressions. The first bracket evaluates to Xi = Yi, which when substituted 
into the expression obtained from the second bracket gives (3.1). 
3.2 Liouville Integrability 
Moser proved Liouville Integrability for the geodesic flow on an n-dimensional ellipsoid 
with distinct semi-axes in his classic paper on integrable systems [55J. Extending the 
setup for the three dimensional ellipsoid to the generic n-dimensional case, by specifying 
coordinates X = (xo, . .. ,xn ) etc. we have the following theorem. 
Theorem 3.2.1. Liouville Integrability. The geodesic flow on an n-dimensional ellipsoid 
with distinct semi-axes is Liouville integrable with smooth global integrals defined by 
F.. _ 2 + ~ (XiYk - XkYi)2 ,- Yi L....t ' 
k=l,k"i O<i - O<k 
i = O, ... ,n. 
The integrals El are related to the Hamiltonian by H = HFo + ... + Fn). 
Proof. See Moser [55J. 
(3.4) 
o 
The smooth global integrals El were described by Uhlenbeck and Moser [55J. In the case 
of the three dimensional ellipsoid we have the integrals Fo, FI , F2 , F3• 
Clearly T*IR4 together with the Dirac bracket {.,.} is a Poisson manifold. All Poisson 
manifolds are foliated into symplectic leaves, which are defined by the Casimir functions. 
In this case, the symplectic leaves are T*E, the cotangent bundles of ellipsoids. On the 
symplectic leaf of the Dirac bracket given by Cl = C2 = ° (Le. the ellipsoid with semi-axes 
VC;; in which we are interested) the smooth integrals have pair-wise vanishing brackets 
[55J. 
The integrals are related on the symplectic leaf by I: El/O<i = 0, which is obtained from 
a partial fraction expansion using the constraints; see [55J or the chapter on the general 
degenerate ellipsoid for the derivation of this relation. 
The relation between the integrals and the Hamiltonian is seen by adding together the 
integrals, because the terms involving (XiYk - XkYi)2 all cancel out in the sum. 
An alternative method of obtaining a Hamiltonian description of the equations of mo-
tion is to find a set of generalised coordinates on the ellipsoid and to express the La-
grangian in terms of these. For generalised coordinates the Hamiltonian is then obtained 
from the Lagrangian by performing a Legendre transform. 
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Ellipsoidal coordinates are local coordinates on the ellipsoid that separate the Hamilto-
nian. They were first found by J acobi in order to solve the equations of the geodesic flow 
on the ellipsoid [35]. The ellipsoidal coordinates are defined as the roots A of K(x, Xj A) = 1 
where 
'"' XiYi K(X,YjA) = L... a. _ A' 
• 
The equations K(x, Xj Ai) = 1 are linear in x~ and can be easily solved to give 
2 B(ai) 
Xi = A' (a;) , 
3 
B(z) = IT (Ak - z), 
k=O 
3 
A(z) = IT (ak - z), 
k=O 
where A' means the derivative of A. 
Because of the poles in K for fixed x the 4 roots satisfy 
(3.5) 
The ellipsoidal coordinates form a coordinate system on ]R4. It is of course a singular 
coordinate system with singularities occurring at A = ai for i = 0, ... ,3. 
Fixing AO = 0 gives a coordinate system (Ab A2, A3) on the ellipsoid since K(x, Xj 0)-1 = 
Cl j the constraint equation. 
The coordinate transformation to the new variables Ai is used to write the Lagrangian in 
generalised coordinates, then a Legendre transform is carried out. Defining the conjugate 
momenta Pi one has then proved the following lemma. 
Lemma 3.2.2. The Hamiltonian for free motion in ]R4 is given by 
where the primed product excludes the vanishing term with k = i. The geodesic flow on 
the ellipsoid AO = 0 is described by the invariant subset given by Po = AO = O. 
The variables can be separated by using the van der Monde matrix (A{-I)ij as a Stackel 
matrix [29]. For more details of how the variables are separated, using the Jacobi trick, 
please refer to chapter 9 dealing with the general degenerate ellipsoid, where we explain 
the separation of variables for the generic n-dimensional ellipsoid with distinct semi-axes. 
For the three dimensional ellipsoid we have, with separation constants Si where S3 = 2h 
and 80 = 0 the separated equations are 
2 Pi = (3.6) 
Note that the values of 83 = 2h and 80 = 0 are determined by the Jacobi trick. 
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The system separates on the hyperelliptic curve w2 = -Q(z)A(z) of degree 7, hence 
genus 3. One sees this by removing the poles from (3.6) by setting w = 2A(z)p, after 
which (3.6) transforms into w2 = -Q(z)A(z). The relation between F; and the separation 
constants Si is determined by the residues of the identity 
3 Ft Q(z) L Z -'01' - A(z)' 
i=O ~ 
(3.7) 
In particular 82 = - Lcyel fo(al + a2 + a3), 81 = Lcyel fo(ala2 + ala3 + a2a3), where fi 
denotes a value of Fi • 
This result is proved for the generic n-dimensional ellipsoid with distinct semi-axes in 
chapter 9. 
The ellipsoidal coordinates >'i only determine the squares of the Xi and thus have sin-
gularities when Xi = 0, as previously pointed out. Smoother coordinates <Pi on a covering 
torus designed so that their cotangent lift cancels the singularities given by A(z) in (3.6) 
are defined by 
d<Pi 1 i = 1,2,3. (3.8) 
This defines elliptic functions >'i(<Pi) with modulus k2 = (013-012)(011-010)/((013-011)(012-
010)) given by the cross ratios of the semi-axes squared for i = 1,3 and with complementary 
modulus VI - k 2 for i = 2 (See Appendix for a brief explanation of elliptic functions). 
The moment a conjugate to <Pi are denoted by Pi. These moment a are found by performing 
a point transformation between the (,\,Pi) and (<Pi,P;) coordinate systems which gives 
Pi = ~~:Pi' i = 1,2,3. (3.9) 
In the new coordinates the squares of the new moment a are smooth functions 
(3.10) 
The coordinate system (<Pi, Pi) is a non-algebraic ellipsoidal coordinate system whereas 
(>'i,Pi) are algebraic ellipsoidal coordinates. Using the new coordinate system we have 
the result 
Lemma 3.2.3. The Hamiltonian H and the constants of motions from separation 81 , 82 
in non-algebraic ellipsoidal coordinates are 
-2 -2 -2 
H _ PI + P2 + P3 
2>'1(>'2 - >'d(>'3 - Ad 2A2(A2 - >'1)(>'3 - >'2) 2>'3(>'3 - >'1)(>'3 - >'2)' 
>'2>'3P~ >'1>'2P~ >'1>'2P5 
>'1(>'2 - AI)(A3 - >'1) + >'2(>'2 - >'d(A3 - >'2) + >'3(>'3 - >'1)(A3 - >'2)' 
(~+~~ (>'I+~~ (>'I+~~ 
>'1(>'2 - >'1)(>'3 - AI) A2(>'2 - >'1)(>'3 - >'2) >'3(>'3 - >'1)(>'3 - >'2)' 
In these formulas each >'i represents the elliptic function >'i(<Pi)' 
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Proof The Hamiltonian is derived by substituting into the Hamiltonian in (Ai,Pi) coor-
dinates the point transformation between the coordinate systems Pi = Pi(Ai«/Ji),Pi). The 
constants of motion SI and S2, which are coefficients of Q, are then found by solving the 
equations (3.10) which are linear in both SI and S2. D 
We note that Zung uses a slightly different definition for the non-algebraic ellipsoidal 
coordinates for the generic non-degenerate ellipsoid in [75]. Instead of (3.8) he defines 
which has the effect of removing the Ai term from the denominator of each of the terms 
in the Hamiltonian and other constants of motion. However, the presence of these terms 
in the formulae we quote is not cause for concern because Ai can never be zero. 
The (<p, fi) coordinate system still is not a global coordinate system on the cotangent 
bundle of the 3-ellipsoid (such global coordinates do not exist). It has singularities at 
the "umbilical curve" determined by Al = A2 = C¥I contained in the XI = 0 plane and 
A2 = A3 = C¥2 contained in the X2 = ° plane. The term "umbilical curve" is used in 
analogy to the umbillic points on the two dimensional ellipsoid. For a two dimensional 
ellipsoid the umbilical points are the four points where the two principal curvatures are 
equal. They are identical to the four points where the two sets of ellipsoidal coordinates 
on the ellipsoid are singular. On the "umbilical curve" for a three dimensional ellipsoid, 
two of the three principal curvatures are equal. For the umbilic curve with Xi = 0, i = 1 
or 2, the coinciding curvatures are a~1' where I is the length of the gradient vector of the 
ellipse-equation. Explicit formulas are obtained by inserting these conditions into (3.5), 
where A3 or Al become the curve parameter, respectively. Hence the umbilic curves are 
coordinate lines on the respective sub-ellipsoid. The umbilic curves are thus 2 topological 
circles in the x2-x3-plane with Xo > ° or Xo < ° and 2 topological circles in the xo-xl-plane 
with X3 > ° or X3 < 0. At these points in configuration space H and Si are singular for 
arbitrary momenta and a different coordinate system needs to be used. 
3.3 Bifurcation Diagram 
We can now construct the bifurcation diagram, which is described as follows. 
Lemma 3.3.1. Bifurcation Diagram. The bifurcation diagram of the geodesic flow on the 
three dimensional ellipsoid with distinct semi-axes consists of four straight lines intersect-
ing at six points, together with a quadratic curve which intersects tangentially with two 
of the lines. The four straight lines correspond to the geodesic flow on two dimensional 
sub-ellipsoids, and are defined by 
i = 0, 1, 2, 3, (3.11) 
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Figure 3. 1: Birurcation Diagram or the generi c Ellipsoid wit h eti = 1/3, l. 3,4 
whe"eas the six intersecting points correspond to the one dimensional subfio ws. The 
quadmtic curve corresponds to special motions defined by fixing the value of the ellip-
soidal coordinate A2, and is parameterised by 
(3.12) 
P1'I)0j. The birurcation diagra m or the geodesic Aow on t he three dimensiona l ell ipsoid with 
distinct semi-axes a t constant energy is show n in fi gure 3. 1. There are rour 2-dimensiona l 
tota ll y geodesic subAows obtained from setting Xi = Yi = O. This is or course geodesic 
motion on a two dimensional sub-ellipsoid . Simila rly t here a re six I-dimen iona l totally 
geodesic subAows obtained rrom sett ing Xi = Xk = Yi = Yk = 0 [or each pair or indices 
wit h i < k. A I-dimensional subAow i or course imply two period ic orbi ts. Th e six 
times two periodic orbi ts and the [our subflows on 2-ellipsoids give the backbone o[ the 
birurcat ion liagra m. i.e. t he critical va lues in t he image or t he energy- moment um ma p. 
These cri tical values a re shown in fi gur 3.l. 
Each separated equation pf- (_ 1)i+1Q(Ai(4>;)) = 0 defines a curve in the phase portra it 
in the (4)i, Pi) pl ane. Different iat ing t he separated quat:on wit h respect to 4>i a nd 7Ji an I 
seLting both deri vatives equal to zero. we find the cri t ica l points or the equation . The 
cri t ical I oin ts t hererore occur at 7Ji = 0 a nd 4>i determined by Q'(Ai) A; = O. Solu t ions a re 
or two types: 
(i) double roots or Q (because we requ ire Q'(Ai) = 0, and 7Ji = 0 implies Q(Ai) = 0), 
(ii ) c ri t ical poi nts o[ t he ell ipt ic runction Ai. 
According to (3.8) cri t ical points or Ai(4)i) occur exac tly for Ai = O<i - 1 or Ai = O<i . By 
(3 .5) t his implies that Xi - 1 = 0 or Xi = 0, respectively, and simila rly [or Yi as rrom the 
cotangent lirt of (3.8), namely (3.9), w have Pi = 0 implies Pi = 0 and hence Yi = 0 by 
lirt ing (3.5). These critical points thererore correspond to t he geodesic subAows mention d 
above. The image or the cri t ical points Xk = Yk = 0 is given by a segment or the line in 
the 8 1-82 plane given by Q (O<k) = 0, see fi gure 3.1 , which is just (3. 10) [or Xi = Yi = O. 
T he other ty pe or cri t ical points occurs ror t hose values o[ SI. S2 ror which t here is a 
double root in Q(z) = 2hz(z- d)2 with 0< 1 ::; d ::; 0<2 so that A2 = d is Axed ror t hi s motion. 
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Note that we require a l s: d s: a2 and can 't have a o s: d s: al or a2 s: d s: a3. We 
see this by con idering the hyperelliptic Cill've w2 = -Q(z)A(z) on which the equations 
separate. Let us suppose first of all that Q has the form Q(z) = 2hz(z-r1)(z-r2) for two 
roots 1'1, 1'2 (we need not consider them equal for the moment, but assume that they are 
close together so the both lie within one of the intervals [ai, aHI])' For ao s: 1"1 s: 1'2 s: a ] 
one would have cycles across the intervals [ao,1"I], h , ad and [a2 ' a3]' We have the three 
cycles but they are not in the correct ranges so this case cannot exist . Similarly for 
a2 s: 1'1 s: 1"2 s: a3 the cycles are not properly defined. Only for al s: 1"1 s: 1'2 s: a2 , where 
we have the three cycles across the intervals [ao , al], h,r2] and [a2' a3] is the sit uation 
possible. For 1'1 = 1'2 = d the middle cycle contracts to a single point on the z-axis. For d 
not at its boundary values these critical points are not contained in any geodesic subflow. 
Finally we have to establish whether any point with x-coordinates in the umbilic curves 
is critical. The umbilic curves are contained in x] = ° and X2 = 0, respectively. The 
gradient of Fi vanishes on the subflow Xi = Yi = 0. This shows that points on the umbilic 
cw-ve contained in Xi = ° which have vanishing momentum Yi = 0 are indeed criticaL 
But what about other momenta? If the momentum Yi is non-zero the corresponding 
geodesic will leave the plane Xi = 0. As soon as it is outside the sub-ellipsoid ellipsoidal 
coordinates are regular , and thus the geodesic is non-critical since the only critical points 
outside sub-ellipsoids are tori with fixed A2 with al s: A2 s: a2; but t hese tori have no 
point in common with the umbi lic cw-ve unless A2 = al or a2 . 
We have thus proved the well known result that the bifw-cation diagram is obtained 
from collisions of roots of the hyperelliptic cw-ve w2 = -Q(z) A(z). Subflows correspond 
to Q(z) having a root that coincides with a root of A(z). Hence the fow- sub-ellipsoids 
are given by the lines Q(ak) = ° in the image of the energy momentum map (h, S2 , S I) ' 
For geodesic flows the energy can be fixed to 1/2 without loss of generality (as a geodesic 
flow is always homogenous), and thu the [ow- lines in (Sb S2) space are the straight lines 
a~ + S2ak + SI = 0, see figure 3.1. These fow- lines intersect in six points (SI, S2) = 
(akal, -ak - al)' corresponding to periodic motion in the kl-plane. The other cw-ved 
line of the bifw-cation diagram is given by double roots in Q(z) = z(z - d)2 such that 
(s] , S2) = (d2, -2d) where a] s: d = A2 s: a2 attaching tangentially to the straight lines 
of intermediate slopes at the codimension two points (al, -2ai), i = 1, 2. D 
3.4 The Classification of the Fibres of the Energy-
Momentum Map 
It is important to establish the (non-)degeneracy and type [11] of the singular points in 
phase space. This is specified by the following lemma. 
Lemma 3.4.1. Classification of Singular points. The singular points on the lines in the 
bifurcation diagram defined by Fo = ° and F3 = 0, with the exception of the intersection 
points, are corank one elliptic points . For the lines F] = ° and F2 = 0, exluding the inter-
sections, the singular points are corank one. For the parts of these lines which form the 
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outer boundary of the image of the momentum map, the singular' points are elliptic. Fm' 
the parts of the lines interior to the image, the points are hyperbolic. For the intersections 
of lines Fi and Fj , the singular points are corank two and are of type elliptic-elliptic for ij 
equal to 03, 01 and 23, elliptic-hyperbolic for' 02 and 13, and hyperbolic-hyperbolic for 12. 
On the quadratic curve, excluding the tangential intersections with FI = 0 and F2 = 0, 
the singular points are co rank one elliptic points. The two tangential intersection points 
are degenerate singular points. 
Proof The gradient of Fi vanishes in the plane Xi = Yi = 0 since each term is quadratic 
and contains the vanishing terms. For non-degeneracy the spectrum of the J acobian 
matrix of the flow of Fi , which is denoted by DXp, needs to be computed, as described 
in section 2.5. The J acobian is a 8 x 8 matrix. When restricted to the plane Xi = Yi = 0 
the only nonzero entries are in the Xi-Yi sub-block. This sub-block reads 
(
-2J(i(X, Y) 2(Ki(X, x) - 1)) 
-2J(i(Y, Y) 2J(i(X, Y) L XkYk where J(i(X, y) = . C¥k -n' k-::j:.i t (3. 13) 
Notice that K i(y, y) never vanishes when Fo and F3 (i = 0,3) are considered as all of the 
terms in the sum are of the same sign, and it is not possible for all t he terms to be zero. 
Otherwise not all terms are of the same sign and J(i (y, y ) can vanish. Since this matrix is 
traceless the square of the eigenvalues is given by the negative determinant . This condition 
needs to be evaluated on a point of the singular fibre in question. Consider , say, FI . Then 
the point Xo = X3 = 0 is on all cri t ical sets. Then Y2 = 0 since tills point is at a maximum 
of X2 on the sub-ellipsoid XI = 0; moreover X2 = ± JQ2 as w r qwr Cl = O. At this point 
the diagonal terms vanish, and the eigenvalues vanish when J(i(Y, y) vani hes. For FI = 0 
this occurs for the special momentum when Y5 = 2h(ao - al)/(ao - a3) (by solving C2 = 0 
and J(I (Y, y) = 0), and this is the point of tangency of the line FI = 0 wi th the curve 
of double roots in Q in the bifurcation diagram. All other points are non-degenerate. 
Similarly for F2 . This shows that there are two degenerate singularities in the geodesic 
flow on the non-degenerate n-dimensional ellipsoid when n = 3. This is why the claim 
made in Theorem 2 of [75], that the geode ic flow on the ellipsoid with distinct semi-axes 
is strongly nondegenerate, is not true. 
All critical points corresponding to Fo = 0 and F3 = 0 are non-degenerate since J(i(Y, y) 
cannot vanish. The type of the points (i. e. whether the eigenvalues are elliptic, hyperbolic, 
or focus-focus) is elliptic on Fo = 0 and F3 = 0, while it changes from elliptic to hyperbolic 
at the degenerate points on FI = 0 and F2 = O. This is where the straight line FI = 0 in 
figure 3.1 changes from being the outer boundary of the image of the momentum map to 
a line interior to the image; similarly for the line F2 = O. 
The critical points with double roots rl = r2 = d are non-degenerate when they occur 
outside the umbilic curves. In that case the J acobian matrix of the flow generated by 
the one degree of freedom system G(A2,PZ) = p~ + Q(A2(<P2)) = 0 is non-degenerate 
at A2(<P2) = d since the 2nd derivative of Q simply gives 2d, which is non-zero. The 
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Figure 3.2: Fomenko singularity number 17 of l-type (C2 , C2 ). 
linearisation of the Hamiltonian vector field Xc of this expression is 
DX = ( 0 1) ( ~ 8~~~' ) (0 1) ( 2d 0) = ( 0 2 ) c -1 0 8'C a'c - 1 0 0 2 - 2d 0 ' 82,h >'2 82p2 
and hence the critical point is of ellipt ic type as the eigenvalues are purely imaginary. 
Tote that since we have separated the variables in the ellipsoidal coordinate system then 
we are talking about the linearisation of the Hamiltonian vector field for the one degree 
of freedom system in separated variables, and are not referring to the flow in full phase 
space. 
The six corank two points given by the intersection of the lines Fi = 0 and Fj = 0 
are non-degenerate. The above statements can now be specialised to the plane Xi = 
Xj = Yi = Yj = O. T his is a one degree of freedom geodesic flow on the ellipse. T he 
points on this orbit can be easily parametrized and then the eigenvalues become )..l = 
Shad (- (ak - ail (al - ai)) where k, l are the other two indices distinct from i , j . These 
eigenvalues are real or pure imaginary. T he linear combination aD X Pi + {3D X Pj has 
eigenvalues a )..i and {3 )..j, which are different assuming ai "I aj. The combinations that 
occur are elliptic-elliptic (indices 03 , 01 , 23), elliptic-hyperbolic (02, 13) , and hyperbolic-
hyperbolic (12) . D 
We classify the fibres of the energy-momentum map for constant energy, as described 
in the following theorem which is essentially due to Bolsinov and Fomenko [ll]. One 
should add that in fact it is not necessary to fix the energy; the theorem still holds for all 
positive energies. The only reason the energy is fixed is to draw the bifurcation diagram; 
for variable energy the bifurcation diagram is a "cone" with figure 3.1 as its cross section. 
Theore m 3.4.2. Classification of Fibres of Energy-Momentum Map. The r-egular fibr-es 
of the ener-gy-momentum map at constant en ergy are T3 . The multiplicity of the regular-
fibr-es is 4 f or- the chamber enclosed between the quadratic curve and lines FI = 0 and 
F2 = 0, and 2 for the l'emaining chambers . The corank two singularities have fibres 2S1 
for the intersection points 03, 01 and 23, fibres C2 x SI f or the points 02 and 13, and the 
direct p1'Oduct of SI and the Fomenko molecule shown in figure 3.2 for the point 12. The 
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two degenerate singular points have fibres 2T2 . For the corank one singular points, on the 
lines Fo = 0 and F3 = 0 the singular fibres are 2T2, and on the quadratic CUl'Ue they are 
4T2. For the parts of the lines FI = 0 and F2 = 0 which f orm the outer boundary of the 
image of the momentum map, the singular fibres are 2T2. For the parts of these lines in 
the interior of the diagram between the degenerate points and the 12 inter-section point, 
the fibres are 2B x T 2. For the interior parts of the lines between the 12 intersection point 
and the 02 and 13 intersection points, the singular fibres are C2 x T 2. 
Proof. A topological argument may be used to prove the results. Consider first of all 
the corank two critical values which occur for the intersection of the lines Fi = 0 and 
Fj = o. The crit ical values are elliptic-elliptic for indices ij equal to 01 , 03 and 23. As 
was shown in the derivation of the bifurcation diagram, these correspond to mot ion on 
one dimensional sub-ellipsoids; so we have periodic orbits. For each of these critical values 
the singular fibre is 281, as the motion on the periodic orbit can be in either direction. 
Since the points are elliptic-ellipt ic, the only points in the singular fibre are the critical 
points. For the other three corank two critical values, for indices 02, 13 which are elliptic-
hyperbol ic and indices 12 which are hyperbolic-hyperbolic, we still have periodic orbits 
but also have to take a separatrix into account for each case. 
Consider the corank one critical values on the lines Fi = 0 which contain the elliptic-
elliptic corank one values. For the lines Fo = 0 and F3 = 0, the critical values are elliptic 
of corank one, except at the intersection points. The singular fibres are therefore two 
dimensional tori T2 Since the multiplicity of the periodic orbits at 01, 03 and 23 is two, 
extending from the intersection points along the lines one has that the multiplicity of the 
two-dimenional tori is two. So the singular fibres are 2T2 on the lines Fo = 0 and F3 = 0 
excluding the intersection points. 
For the sections of the lines FI = 0 and F2 = 0 which form the boundary of the 
bifUl"cation diagram (as opposed to the sections of the lines in the interior of the diagram), 
and on which the cri tical values are corank one ellipt ic, by the same argument as that for 
the lines Fo = 0 and F3 = 0 one sees that the singular fibres are also 2T2 We leave aside 
the question of what happens at the degenerate critical values for t he moment. 
One can then investigate the inside of the bifUl"cation diagram and consider the fibres 
for the regular values of the energy momentum map at con tant energy. By the Liouville-
Arnold theorem the regular fibres are three dimensional tori T3. Since the multiplicity 
of the 8 1 and T 2 on the boundaries of the bifUl"cation diagram is two, it follows that the 
multiplicity of the tori T 3 above the regular values must also be two, for those chambers 
enclosed between the lines Fo = 0, FI = 0, F2 = 0 and F3 = O. This still leaves the 
chamber enclosed between the quadratic CUl"ve and lines FI = 0 and F2 = 0 to investigate. 
Looking at the elliptic-hyperbolic values on the boundaries (the 02 and 13 intersection 
points), the sets of critical points contained within the singular fibres are 281 , as once 
again one has periodic orbits where the motion can be in either direction. However , there 
is also a eparatrix to find. Consider the point 02 on the line Fo = O. As we travel along 
the line and cross the 02 point , there is a bifurcation from 2T2 to 2T2 This bifUl"cation 
is represented by the Fomenko atom C2 , where two circles 281 bifUl"cate into two circles 
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2SI . Since singular fibres always occm as direct products for the geodesic flow on the 
ellipsoid [75], the singular fibre is thus C2 x SI . If we consider a neighbomhood of the 
cri t ical value, the fibre has the structure C2 x A X SI X I , where A is the Fomenko atom 
and I is an open neighbourhood I = (0, 1). The hyperbolic part is C2 and the elliptic 
part is A. The open set I represents taking a neighbourhood of the fixed energy level 
H = h say. For the singular fibre at the critical value, the atom A becomes a single point 
in the direct product C2 x SI and so can be ignored. 
One can extend from the points 02 and 13 up the lines F2 = 0 and Fl = 0 respectively, 
as far as the hyperbolic-hyperbolic point 12, to ee that the singular fibre above values 
on these lines is C2 x T 2, as the singular fibres always occm as direct products, so one 
mu t have C2 x S' X SI = C2 X T2. In effect, we are looking at a neighbomhood of the 
point in the A atom once we move away from the singularity of corank two and onto the 
line which is of corank one. 
For the hyperbolic-hyperbolic point 12, we have the intersection of the lines FI = 0 
and F2 = 0, which are both two dimensional sub-ellipsoids. We have already shown that 
we have C2 type singularities on each of these lines. For the intersection of the lines, 
the singular fibre is therefore of (C2 , C2 ) I-type of complexity 2. There are exactly two 
singular points which can exi t of complexity 2 and I-type (C2 , C2 ) . There is only one 
possible type of singularity that can be present here. This is the number 17 saddle-saddle 
singularity of complexity 2 described in Theorem 9.7 of Bolsinov [11] and shown in figure 
3.2. The only other case of I-type (C2 , C2 ) can be eliminated as it does not contain two 
C2 atoms in its structure. The singular fibre is therefore the direct product of SI and the 
number 17 saddle-saddle singularity. 
Since the number 17 saddle-saddle singularity contains fom Fomenko B atoms, there 
are four two dimensional tori contained within it. It follows that the singular fibres above 
the critical values on the lines F l = 0 and F2 = 0 between the hyperbolic-hyperbolic point 
12 and the degenerate points must contain bifurcations of the form 2B. The full singular 
fibre on these line i therefore 2B x T2. Extending to the regular values enclosed between 
the quadratic cmve and the lines F, = 0 and F2 = 0, one sees that the multiplicity of 
the fibres must be fom. By Liouville-Arnold the fibres are of type T 3 here. The singular 
fibre at the inter ection point 12 contains 4T2 as already shown, and on must take the 
direct product with S' when moving off the singular line and into the chamber of regular 
points, so we have that the regular fibres are 4T3. Extending onto the quadrat ic curve 
where the critical values are of corank one elliptic type one sees that the singular fibres 
here must be 4T2. 
For the degenerate points, which are on the lines F, = 0 and F2 = 0, the fibres are 2T2. 
Consider moving along the line F, = 0 from the intersection point wi th the line Fo = O. 
We found that the fibre is 2T2 up to the degenerate point. After the degenerate point the 
fibre above the critical values on Fl = 0 was shown to be 2B x T2. The fibre type doesn't 
change at a degenerate point [11] and so it remains 2T2 Moving along the line one sees 
that the 2T2 part of the fibre always remains, but when the line changes from elliptic to 
hyperbolic we get the additional saddle singularity B. 0 
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Pigure 3.3: Bifurcation Diag ram of almost degenerate Elli psoids with Qi = (1 / 4. 1/ 4 + 
c, 1,2), (1/ 4, 1/ 2, 1/ 2 + c, 2), (1/ 4, l/2. 1, 1 + c), (1 / 4, 1/ 4 + c , 1, 1 + c), where c = 0.03. 
The topology of the bifurcation diagram is a lways that of fi gure 3. 1 as long as all t he 
semi-axe of the ellipsoid are distinct. As a first attempt to understand the degenerate 
cases in figure 3.3 the bifurcation di agra m is presented for four cases in which t he semi-
a..xes nearly coincide. l=l'om top left to bottom right t he ca es a re c10s to equal sma llest 
axes, equal middle axes, equal largest axes. a nd equal smallest a nd largest axes, also 
denoted by 211 , 121, 112, and 22. We will see later th at 211 corresponds to a symmetry 
group action of SO(2) x SO(1) x SO(1) etc. It appears as if in the 121 and 22 case 
the image of the moment um ma p ha only a single chamber. and in the 121-case t he 
image is a t ri angle. We will see t hat thi s is not qu ite the correct a nswer. Prom the 
bifurcation diagrams it is clear, however, tha t the image of t he ymmet ric subspace(s) 
which correspond to a num ber of colla psing lines needs to be a na lysed anew, while t he 
results outside th is preimage can be taken over. 
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Chapter 4 
Three dimensional ellipsoid with 
equal middle axes 
Consider the geodesic flow on a three ellipsoid with equal middle axes al = a2. The 
Ca.<;imirs Cl and C2 and the resulting Dirac bracket (3.2) and the Hamiltonian are the 
same as for th three dimensional ellipsoid with distinct semi-axes, but with a2 set equal 
to a ,. We ther fore have the ellipsoid defined by 
Consider the integrals for the geodesic flow on this ellipsoid. For the generic three di-
mensional ellipsoid with di t inct emi-axes, we had fow' smooth global integrals Fo , F I , 
F2 and F3 · When we set a2 = al the integral FI and F2 are not defined any more, due 
to the presence of poles. However, the sum G = FI + F2 is also a smooth global integral 
for the generic ellipsoid with distinct semi-axes, and if we then take the limit of a2 -; a l 
for this sum then the singular terms cancel and G is an integral for the ca.<;e with equal 
middle semi-axes. The other integrals for the generic ca.<;e, Fo and F3 , do not have poles 
when we s t a2 = al and so they remain the same and are still integrals for the new 
situation. 
The system is invariant under rotations in the (X I, X2) plane and its cotangent lift, i. e. 
imultaneous rotation in the (YI, Y2) plane. This SO(2) group action is 
<l>(X, y; 0) = (x, ii) 
where 
x = (xo, XI cos 0 - X2 sin 0, XI sinO + X2 cos 0, X3) 
ii = (yo, YI cos 0 - Y2 sinO, y, sin e + Y2 cose, Y3) . 
(4.1) 
(4.2) 
We write the group action for this ca.<;e a.<; SO(l) x SO(2) x SO(1). The group SO(1) is 
topologically a point and the first and the la.<;t SO(1) in the direct product merely fix Xo 
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and X3 respectively (and Yo and Y3 in the lift). We only include the 8 0 (1) group action 
in the direct product to emphasize the fact that it is the middle two semi-axes which 
are equal , as opposed to the first two 0<1 = 0<0 or the last two 0<3 = o<z. Note that the 
Hamiltonian is invariant under this group action, so by the theory of the momentum map 
explained in t heorem 2.2.7 we get a constant of motion arising from this symmetry. The 
group action q, is the flow generated by the angular momentum J = XIYZ - XZY1, which 
is a global act ion variable since it generates the periodic flow q,. 
4.1 Liouville Integrability 
T heorem 4.1.1. Liouville Integrability. The geodesic flow on the ellipsoid with equal 
middle axes is Liouville integrable. The constants of motion are the energy, given by 
H = ~ (Y5 + Yf + y~ + yn , the angular momentum J = X1YZ - XZY1, and the thil'd integr'al 
G=F1+Fz 
G Z Z (XOY1 - X1YO)z (xoYz - xzYo)z (X1Y3 - X3yt}z (XzY3 - X3YZ)Z (4 3) =Y1 +YZ+ + + + . 
0<1 - 0<0 0<1 - 0<0 0<1 - 0<3 0<1 - 0<3 
Proof. As in the generic case 2H = Fo + G + F3· So G and H commute because the Fi 
commute in the generic case. In the limi t o<z ---> 0< 1 the constant of motion (0<1 - O<z) F I 
becomes ]2. Hence J Z commutes with H and G, and therefore also J . 
The constants of motion are not independent on the symplectic leaves of the Dirac 
bracket. Their r lation is 
(4.4) 
which is a straightforward limit of the generic relation L F./ O<i = 0 using Ft! 0<1 + Fd o<z = 
G/o<z - F1(0<1 - O<Z)/(0<10<Z). 
H , J , G and t he Casimirs Cl, Cz are functionally independent almost everywhere on 
the level set Cl = Cz = 0: this is because they are polynomial and independent e.g. at 
X= (yIaO, O, O, O), y= (0, 1,0,0). 0 
Note that for the case with distinct semi-axes, we have a Poisson action of 1R3 , as we 
always have for a Liouville integrable system with three degrees of freedom. However, 
when we set O<z = 0<1 to get the system with equal semi-axes, the presence of a 80(2) 
symmetry means that the Poisson action of 1R3 transforms to an action of 80(2) x 1R2 In 
effect , we have perturbed the original integrable system and get another integrable system 
which is still integrable but simpler, i. e. more symmetric. However, we will see that the 
behaviour of this "simpler" system is in fact more complicated. 
The group action q, has the invariants 
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related by 7f['7r2 -7f5 -7rJ = O. The remaining variables Xo, X3, Yo , Y3 are triv ial invariants of 
<I? as they are always fixed by the action. The fixed points of <I? have XI = X2 = YI = Y2 = O. 
When j = 7f4 = j f 0 the fixed points are not in j -I (j) and the reduction by the SO(2) 
symmetry leads to a smooth reduced system on j -I(j)/SO(2) . We have the following 
lemma which describes the reduced phase space. 
Lem m a 4.1.2. A set of reduced coordinates (~Q' 6, 6, 170 , '71, 172) is defined on the reduced 
phase space Pj = j - I(j)/SO(2) by the f07mulae 
~o = Xo, ~ I = "firl, ~2 = X3, 170 = Yo, 172 = Y3· 
The reduced coordinates satisfy the Dimc bracket in 1R6[~,17], i.e. {. ,. h as defined in (3 .2). 
The mapping R : 1R8 [x, yJ -> 1R6 [~, 17J is Poisson from 1R8 with {., . h to 1R6 with {., . hand 
the ,"educed system has reduced Hamiltonian 
. 1 (2 2 2) j2 
H = "2 170 + 171 + 172 + 2~r 
and additional integral 
G = 17~ + (~1170 - ~0171)2 + (~ 1 172 - 6171)2 + j: (1+ ~J + ~5 ) 
0<1 - 0<0 0< 1 - 0<3 ~I 0<1 - 0<0 0<1 - 0<3 
Proof. We recall from section 2.3 that the singular reduced space Pj is given by the image 
of the momentum level set j -I(j) under the Hilbert map of the SO(2) action, which is 
the map taking points in the phase space to the invariants (xQ, Yo, X3, Y3 , 7rh 7f2, 7f3) of the 
group action. The variables Xo, Yo, X3 and Y3 are trivial invariants as previously stated, 
and we recall t hat we also have the relation 7f17r2 - 7f5 = f between the other invariants, 
as well as the two Casimirs . 
We therefore define a set of coordinates on 1R6[~, 17J as shown. T his is clearly a coordinate 
system on the singular reduced space as it parameterises the points for constant angular 
momentum j in the space of invar iants . Note that the coordinate system is well defined 
because j f 0 and so we mu t have 7f1 > 0, hence can always define 171. 
The Poisson property of the map R, i.e. {f 0 R, g o Rh = f, g 60 R follows from di-
rect computation of the basic brackets, e.g. {6,6}6 = { xr + x~, x3h = 0, {6,172h = 
{ Jxr + x~, Y3h = -(X~X3 + x~x3)/(DO<I0<3 Jx~ + x~) = - 6 6/(DO<I0<3), etc. T he re-
duced bracket {, h has the Casimirs C\ = (6/0<0 + ~f / 0<1 + ~v 0<3 - 1 and 62 = ~0170/ 0<0 + 
~117dO< I + 6172/0<2 . 
The relation between the invariants becomes ~l7r2 - 17~~l - f = 0 and elimination of 
7f2 from the Hamiltonian leads to the above result. 
Similarly the integral G can first be written in terms of invariants 7fi, i = 1, 2,3, namely 
1 (2 2 ) 1 (2 2 ) G = 7f2 + X07r2 + Y07f1 - 2XOY07r3 + X37r2 + Y37r1 - 2X3Y27r3 , 
0<1 - 0<0 0<1 - 0<3 
and then the elimination of 7ri in addition using 7fJ = ~l and 7f3 = 171~1 gives the result. 0 
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The reduced system is the "geodesic flow" on the 2-dimensional ellipsoid wi th semi-axes 
foO, jQI, jQ3 and an additional effective potent ial/ / 2Ef. By defini tion El > 0, so that 
the reduced system for 111 > 0 has only the open half of the ellipsoid as configuration 
space. Since Ijl > 0 the plane Et = 0 is dynamically not accessible becau e El = 0 =? XI = 
X2 = 0 =? j = O. Clearly the coordinates Xo, X3, Yo, Y3 can serve as local coordinates on 
the half-ellipsoid , see the ingular reduction below. Alternatively ellipsoidal coordinates 
on the E-ellipsoid can be used to separate the variables. 
To this end define a (singular) coordinate sy tern on 1R8 [x; , Y;] by 
Xl = El cos e, X2 = Et sine (4.6) 
where e is t he angle of rotation corresponding to the 30(2) symmetry group action <1>. 
The 2-ellipsoid embedded in 1R3 is defined by Cl = O. Coordinates (AO, AI , A2) are then 
chosen as a confocal ellipsoidal coordinate system [55] in 1R3[E], t hese being the roots z of 
(4. 7) 
Con tant AO defines an ellipsoid, constant Aj a one-sheeted hyperboloid and constant A2 
a two sheeted hyperboloid , where AO s: a o s: Al s: a l s: A2 s: a3 ' Fixing AO = 0 gives a 
set of generalised coordinates (Ar, A2, 11) on the three ellipsoid with the middle two semi-
axes equal. The conjugate momenta are denoted by (PI, P2, Po ), where Po is t he angular 
moment um J found earlier. 
Lemma 4.1.3. The Hamiltonian for the geodesic flow on the ellipsoid with equal middle 
axes in local symplectic coordinates (Aj , A2, e ,PI ,P2,PO) reads 
H 2(ao - AI )(al - AI)(a3 - AI ) 2 2(ao - A2 )(al - A2)(a3 - A2) 2 AI (A2 - AI) PI - A2(AI - A2) P2 
(ao - a l)(a3 - a l) 2 
+ 2al (AI - a l)(A2 - atl Po ' 
The constants of motion al'e Po and G; 
where i = 1,2 . The integrals G and G; are related by 
Proof. The Hamil tonian in local coordinates is found after performing a cotangent lift 
of t he new coordinates, and then expressing the original Hamiltonian in terms of those 
coordinates. The Hamiltonian is separated simply by multiplication with A2 - Al and 
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rearranging to determine Cl and C2 . As a resul t of the separation the moment a Pi 
conj ugate to Ai can be expressed as 
2 Pi = 
Q(Ai) 
4A(Ai) 
with Q being the analogue of Q in (3.6) given as 
(4.8) 
Q(z) = z (2hZ2 + (2g - 2alh) z + ((01 - ao~;ol - (3) l- 2alg) ) (4.9) 
or , in terms of the constant of motion 9 instead of g, we have 
Q(z) 
z 
_ 2h(01 - Z)2 + (4.10) 
(03 - al)(ol - (0) ( ( ) .2) + 000<3 - o<r .2( ) 9 0<1 - Z - J 2 J 0<1 - Z 
0< 1 a l 
The relation between the constant of motion G and the separation constants Ci is derived 
by substitut ing the expressions for the original coordinates in terms of the new local 
coordinates into G, rearranging and expressing in partial fractions. 0 
Note that constants of motion in the n w coordinate system are H , Po, Cl and C2, 
only three of which are functionally independent. If we fix the energy H = h say, then for 
fixed Po we can see that the value of Cl must be ident ical to that of C2, as by multiplying 
the Hamiltonian by A2 - A2 we get CI(AIoPI) = C2(A2 ,P2) = 9 where 9 is a constant. If 
however we neglect the energy and consider Po , Cl and C2 as independent constants of 
motion, then Cl (AI , PI ) and C2(A2, P2) are not required to be equal to each other. Note 
that we can con truct a phase portrait for each Ci(Ai, Pi) = gi' 
An analogue of the relation between the constants of mot ion for the generic 3-dim 
ellip oid (3.7) is given by 
Fa F3 G J2 Q(z) 
--'--+ + + =--Z-O<o Z-0<3 Z -O<I (Z-O< I)2 A(z) ' (4.11) 
This is a straightforward extension of (3.7) as can be seen by the relation 
which becomes, on taking the limi t 0<2 --+ 0<1, 
G J2 
z - 0<1 + (z - 0<1)2 ' 
The proof that the numerator of (4.11), Q(z), is the same as the polynomial in the 
numerator of (4.8) is a special case of the proof we give in full later for the case of the 
general degenerate ellipsoid with several sets of equal semi-axes. 
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Figur 4.1: Reduced configuration space for 121 ellipsoid with aD = 1, a, = 2, a3 = 3. 
The separating coordin ate system is singular \Vh never Ai equals ak , hence w henever 
~k = O. When mooth elliptic coordin ates I/>i are in t roduced the singulari ty at x, = X2 = 0 
remains, while those at Xo = 0 and X3 = 0 disappear. The umbilica l points on t he reduced 
ellipsoid (X5. X5) = (ao(aJ - aD) , a3(a3 - a, ))/(a3 - aD) (coresponding to A, = A2 = a,) 
are contain d in the p l ane~, = O. 
The reduced configuration space, the open half of t he ellipsoid , is shown in fi gure 4 .l. 
This is parameterised using Jacobi ell iptic funct ion [13], as follows 
~o = ao(a , - aD) sn(I/> ,.k) (a3 - aD) dn(1/>2. k') ' (4 .12) 
(4.13) 
(4 .14) 
where sn, cn and dn are t he Jacobi elliptic functions wi th smooth elli pt ic coordinates I/>i' 
k is th e modulus given by 
(4.15) 
and k' is t he complem ntary modulus dell ned by kl2 = 1 - k2 For the hal f ellipsoid 
we have 1/>, E [-K(k). K(k)] and 1/>2 E [0,2K(k')J where K.(k) is the Jacobi complete 
ellipt ic in t gral of the first kind [13] with modulus k. The pa rameterisation is obtained 
by so lving t he differential equations for the non-algebraic ellipsoidal coordin ate I/>i on a 
tw d imensional ellipsoid in terms of the alg brai ellipsoidal oordinates Ai. namely 
(4. 16) 
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d~2 1 
= -----rF===;~=~="'T dA2 )(a3 - A2)(A2 - (2)(A2 - ao)' ( 4.17) 
and then expressing the Cartesian coordinates (~0,6,6) in terms of (AI, A2)' 
Lemma 4. 1.3 can be read as singular coordinates: for the fu ll as for the reduced system. 
In other words, we can consider the singular coordinate (AI,A2,e,PI,P2,PO) on the full 
phase space. Then for fixed Po, we can consider (AI, A2, PI, P2) as singular coordinates on 
the reduced system. 
4.2 Singular Reduction 
The singular reduction for j = 0 leads to a reduced system on a non-smooth manifold. 
To understand its singularity we should first refer to the simple example of SO(2) acting 
on T*jR2 described in section 2.3. Essentially the same argument as used in this simple 
example is applied to the case of the geodesic flow on the ellipsoid: 
Lemma 4.2.1. The singular reduced phase space of the geodesic flow on the 3-ellipsoid 
with equal middle axes and vanishing angular momentum j = 0 is the phase space of 
the geodesic flow on the 2-ellipsoid reduced by the Z2 action S(~o, ~I, ~2, '1)0, '1)1, '1)2) = 
(~0'-~1 , 6 , 'I)0 , -'I)1,'I)2)' Thus it is the geodesic flow on the 2-ellipsoid with a hal-d bil-
liard wall insel-ted in the ~ I = O-plane. 
Proof The SO(2) group action W does not act freely, because we have fixed points in 
J- 1(0) , and so we have to use singular reduction to analyse the reduced phase spaces. To 
do this we use invariant theory. The Casimirs for the system, expressed in terms of the 
invariants (4.5) , are 
XoYo + 7r3 + X3Y3 = O. 
ao al a3 
( 4.18) 
lote that these equations are linear in the invariants. The Hamiltonian may be expressed 
in terms of the invariants as 
1 ( 2 2) H = 2 Yo + 7r2 + Y3 . ( 4.19) 
The reduced phase space is a subset of jR7[XO, Yo, X3, Y3, 7r1, 7r2, 7r3]. It is defined by the two 
Casimirs (4. 18), the relation between the invariants 7r17r2 - 7r5 = P and the inequalities 
7r1 2: 0, 7r2 2: O. Note that we can no longer say 7r1 > 0 and 7r2 > 0 because we have j = O. 
The reduced phase space carries the induced Poisson-structure. To describe this subset 
we first of all eliminate 7r1 and 7r3 using (4.18) to get 
( 4.20) 
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This is a single equation in JR5[XO, X3, Yo, Y3, 1f2J which defines a four dimensional object. 
Equating the gradient to zero , we find that the equation defines a smooth four dimensional 
manifold except when j = O. This is the reduced phase space Pj = J - 1(j)jSO(2). When 
j = 0 there is a singularity for 7r1 = 7r2 = 1f3 = O. The singular points are given by the 
phase space of the geodesic flow on the ellipse in the 03-plane, which is a cylinder, defined 
by 
XoYo + X3Y3 = O. 
Qo Q3 
Thus the ingular set of the reduced phase space is itself a symplectic manifold. This 
symplectic manifold is invariant under the flow of the reduced equations, but it i not 
fixed under it . 
The geod sic flow on the 2-ellipsoid reduced by the Z2 action S is the billiard. Take as a 
fundamental region the half-ellipsoid with ~l ~ O. Then the action of S on the boundary 
6 = 0 simply flips the sign of T/I , which can be viewed as the reflection on the plane 
6 = 0 with the rule "angle of incidence equal angle of reflection" . Moreover , points 
~I = T/l = 0 are fixed under S and correspond to orbits that are sliding along (or in) the 
billiard boundary ~l = O. 
To establish the correspondence b tween the reduced space and the billiard consider the 
slice X2 = Y2 = 0 through full phase space. This is a geodesic subflow, which is the geodesic 
flow on the 2-ellipsoid with semi-axes vao, Jal, foJ, as described in lemma 4.1.2. Any 
motion with j = 0 can be reduced to a motion in this plane by some rotation <1> (0) with 
constant O. So locally the flow on this 2-ellipsoid i the reduced system. Globally, however , 
we still have the residual Z2 action S, given by <1> (1f), to reduce by. 
The reduced bracket in JR5 is the original Dirac bracket (3.2) between Xo, X3, Yo, Y3 with 
the addit ional non-zero brackets with 7r2 given by 
As in the trivial example for SO(2) acting on T'JR2, described in section 2.3, we now 
show that the mapping from the 2-ellipsoid minus a cylinder to the reduc d phase space 
minu the singular set is a Poisson map. When the singular set is removed , (4.20) 
can be solved for 1f2. After elimination of 7r2 only the original Dirac bracket between 
Xo, X3, Yo, Y3 remains. For the description of the geodesic flow on the 2-ellipsoid we 
use the the variables ~o, ~l ' 6 and moment a T/o , T/ !, T/2 which satisfy the Dirac bracket 
(3 .2), without implying that they are obtained by regular reduction as in lemma 4.1.2. 
The mapping from the symplectic submanifold of JR6[~O, ~!, ~2, T/o, T/l , T/2J obtained by fix-
ing the Casimirs to JR4[XO, X3, Yo, Y3J (without any Casimirs) is simply the projection 
Xo = ~o, X3 = 6, Yo = T/o , Y3 = T/2, which preserves the Dirac bracket. However , this 
mapping i 2: 1 since from the Casimir only ~f can be recovered, but not its sign. 
The meaning of this construction is very simple. Because of the inequality 7rl > 0 the 
variables Xo, X3 are restricted to the interior of the ellipse 7rl = O. These variables are good 
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local coordinates on the reduced phase space after the singula rity (at 1Tl = 0) is removed. 
From the point of view of the 2-ellipsoid this amounts to choosing local coordinates in 
configuration space as the projection of the point onto the ~l = 0 plane. 0 
As a result the regular reduction described in lemma 4.1.2 gives the right description 
even in the singular case, when the additional discrete quotient by the Z2 action S is 
included in the picture. In the regular case j =J 0 the two halves of the ellipsoid that are 
identified by S are dynamically disconnected, because of the effective potential l /2~i . 
However , when j = 0 the Z2 action is less trivial because its fixed set is now accessible to 
the dynamics, and this fact is crucial in order to obtain the correct singular fi bres in the 
next section. 
4.3 The Liouville foliation 
We now wish to investigate the topology of the invariant level sets obtained by fixing the 
constants of motion. The energy momentum map is £M = (H , J, C ) : !v! -> [R3 . Since H 
for a geodesic flow is homogeneous in the momenta we can fix the energy to, say, h. 
T heore m 4.3 .1. The image of the energy momentum map £M for con tant energy H = 
h is the Tegion in [R2 bounded by the quadratic curves (see figure 4.2) 
(4.21) 
Singular values of the energy momentum map are the boundary curves (elliptic), their 
intersections (elliptic-elliptic), and an isolated singularity at the origin (j, g) = (0, 0) of 
focus-focus type. 
Proof. As in the generic case critical points can occur on sub-ellipsoids. On Xo = Yo = 0 
the integral Fo = 0 and \l Fo = 0, similarly for X3 = Y3 = 0 and F3. In both cases the 
corresponding sub-ellipsoids are ellipsoids of revolution. The image of the critical points 
with Xo = Yo = 0 is found using the relation (4.4) to eliminate F3 in 2H = Fo + C + F3, 
which gives 
and hence the first curve of critical values. A similar computation for critical points with 
X3 = Y3 = 0 gives the other curve. 
These points are non-degenerate because the Jacobian of the flow generated by Fo 
restricted to the critical points Xo = Yo = 0 is given by (3 .13). Evaluating this on the 
point Xo = X l = X3 = 0, Yo = Y2 = 0 shows that the eigenvalues of this matrix never 
vanish and are of ellipt ic type, and hence these critical points are non-degenerate. Similar 
arguments apply to the points X3 = Y3 = O. The two corank two points given by the 
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intersection of the two curves are also non-degenerate, because the non-zero 2 x 2 blocks 
of the Jacobians are distinct, so that J1-DXF'o + IJDXF3 spans the Cartan subalgebra; t he 
4 eigenvalues (for any point on the critical circles given by Xo = X3 = Yo = Y3 = 0) are 
± 2iJ1-J2aoh/(al - ao) and ±2iIJJ2a3h/(a3 - all. This orbi t is a relative equilibrium, i.e. 
a circle in the x I-X2 plane. The eigenval ues of D X 1'0 and D X 1', are elliptic, so at their 
intersection an orbit of ellipt ic-elliptic type is found. 
Since for Xi = Yi = 0 the integrals Fi = 0 and also its gradient vanishes, C = FI + F 2 
and its gradient clearly vanishes when XI = X2 = YI = Y2 = O. Considering the Casimirs 
the solutions set of XI = X2 = YI = Y2 = 0 is a geodesic flow on the ellipse in the XO-X3 
plane. Fixing the energy two critical circles are obtained, defined by 
XoYo + XoYo = O. 
ao ao 
On these critical points also J = 0 so that the origin in the image (J, C) = (0, 0) is a 
critical value. 
Moreover \1 J = 0 as well, and the Jacobian of XJ has eigenvalues ±i, since its flow i[> 
is a rotation. Finally J1-DXc + IJ DXJ spans the Cartan subalgebra; the 4 eigenvalues (for 
any point on the critical circles) are ±J1-VSalh/(al - ao)(a3 - ad±iIJ . These eigenvalues 
form a complex quadruplet, and hence the isolated critical point at the origin is of focus-
focus type. 
This establishes the existence, non-degeneracy, and type of all cri tical points. The 
bifurcation diagram is shown in figure 4.2 with an i olated ingularity at the origin (j, g) = 
(0, 0). The remaining part of the proof shows that there are no other critical points. 
First of all the ellipsoidal coordinates from le=a 4.1.3 are used to establish that 
almost all other points are non-singular. These coordinates are non-singular outside any 
sub-ellipsoid ~i = O. To find cri tical points in the region of phase space with ~ coordinates 
uch that all ~i f. 0 it is enough to compute the rank of the matrix D(C I ,C2 ,PO), see 
lemma. 4.1.3. We recall here that Cl, C2 and Po are functionally independent integrals 
providing we do not fix the energy. Since the variable are separated this implies Pi = 0 
and h2al (Ai - ad2 = -(al - aO)(a3 - aIlp~ which is impossible. We obtained the e 
relations by differentiating Ci(Ai, Pi) with respect to Pi then setting the partial derivative 
equal to zero , and doing the same for the partial derivative with respect to Ai. Thus 
critical points are contained in the coordinate singularities ~i = O. 
It remains to check the pre-images in full phase space of the sub-ellipsoids ~i = 0 where 
the ellipsoidal coordinates are not defined. When 7)i = 0 in addition to ~i = 0 then 
the point is cri tical, see above. Thus we need to show that all points with ~i = 0 but 
7)i f. 0 are non-singular. The ellip oid Xo = 0 is a totally geodesic submanifold, i.e. when 
Yo = 0 every orbit stays inside Xo = O. Conversely, when Yo f. 0 the orbit must leave 
the sub-ellipsoid Xo = O. Similar for X3 = O. In general an orbit with X in some sub-
ellipsoid(s) but Y not tangent to these sub-ellipsoids will leave them, and therefore wi ll 
have all Xk f. O. But there ellip oidal coordinates are regular, and therefore the original 
point is non-critical, since geodesic motion preserves non-crit icality. When ~I = 0 and 
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Figure 4.2: BifurcaLion I iagram for t he elli psoid with axis 0:0 < 0: 1 -
0:0 = 1,01 = 2.a3 = 3. h = 1. 
T3 
hence X I = X2 = 0 t he condition 171 = 0 is always atisned by defi ni tion , but it does not 
spec i fy YI and Y2· But t he previous argument applies again : if (YI, Y2) =J (0, 0) then t he 
g odesi will leave XI = X2 = 0, and therefore t he original point is not cr it ical. 
D 
The bifurcation diagram figure 4.2 can be con i I red a the square root of t he d iagram 
in fi gure 3.3 top right. The line J = 0 is where the l ines FI = 0 and F2 = 0 co ll apse. 
However. in t he limi t coming from the generi c case the whole line would appeal' to be 
ri t ical , sin e it is on the bou ndary of the image of t he energy-momentum map. Recall 
that t he limi t of F2(0:2 - ad (or FI (O: I - (2)) equals ]2. but not J. Obviously]2 is 
singular when J = 0, but J i tse l f is not. T hu t he square root of fi gur 3.3 tOI right gives 
figure 4.2. Upon t his transition mo t of th cri t ical points along the lines FI = F2 = 0 
disappear, except for t he isolat cl cri t ical point, which can be t hought of as the remainder 
of the intersect ion of the two lines and t he critical curve corresponding to t he umbillic l ine 
Al = A2 (in the generi c system). rVl oreover the two corank 2 poi nts at t he corners of the 
t ri angl in fi gure 3.3 top right only have corank 1 after passing from ]2 to the "better" 
onstant of motion J. Finally, the mu ltip lici ty of the regular T3 changes fr m 2 to 1 fo r 
every regular point in the image. 
The fibre of a regular value in the image of £M is a T3 by the Liou ville-A rnolcl theorem. 
We wi h to find t h fib res of the energy moment um map at the singular values in the 
bifu rcation diagram. in particular at t he isolated cri tical value. 
Theol"em 4 .3.2. The singular fibres over the boundaT1J curves oJ the image oJ the energy 
momentum map at constant enel"9Y, with the exception oJ their intersection, am two t01'i 
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Figme 4.3: The intersection of the preimage of the isolated singular point (j, g) = (0, 0) 
with the Poincare section X3 = 0 in reduced phase space. The separatrix is of type C2 
before quotient by :£2 (reflection about the <;&-axis) . For ao = 1, al = 2, a3 = 3, h = 1. 
'["2. At each intersection point of the boundary curves the singular fibr·e is SI. The singular 
fibre over the isolated singularity at the origin is the direct product of SI and a doubly 
pinched torus T2. 
Proof. At the boundary of the image all singularit ies are of elliptic type, and hence the 
singular fibre is T 3- r where r is the corank of the singularity ; r = 1 on the upper and 
lower cmve and r = 2 at their intersection points. 
The upper boundary with Fo = 0 consists of all orbits in the geodesic flow on the 
ellipsoid of revolution defined by Xo = Yo = O. Reduction maps each T 2 of this system 
to a relative periodic orbit . The isloated periodic orbit in the 12-plane of the geodesic 
flow on the llipsoid of revolut ion corresponds to the extremal points with J = ±.J2alh. 
Reduction maps this relative equilibrium to the fixed point ~ = (0, jOl, O) on the middle-
axis of the reduc d ellipsoid. A similar statement holds for the lower bowldary F3 = O. 
The isolated periodic orbit in the 12 plane is common to both ellipsoids of revolut ion. 
The singular fibre for the isolated critical value at the origin of the bifmcation diagram 
contains two circles of crit ical points in the 03-plane, see above. The crit ical points are 
non-degenerate and of focus-focus type. From the general theory [75J it follows that it is 
an almost direct product of a pinched torus multiplied by SI. Since there are two circles 
of critical points in the singular fibre the number of pinches is 2. 
The fibre over the isolated singularity is complicated as it is not of elliptic type and thus 
contains the non-critical points of the separatrix in addition to the two circle of singular 
points. By lemma 4.2.1 the reduced system for j = 0 is the geodesic flow on the 2-ellipsoid 
quotient by the :£2 action S. Ignoring the quotient the reduced singular fibre consists of 
the W1stable isolated periodic orbits in the plane ~1 = 0 and their separatrix. In [11J it 
was shown that the topology of this singular fibre is C2 x SI , where C2 stands for two 
circles intersecting in two points. This can be seen from the Poincare section 6 = O. Since 
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6 = Ti2 = 0 is an invariant subflow the boundary of the section with Ti2 ~ 0 is an invariant 
set and it is the only place where the flow is not transverse to the section. In configuration 
space the section condition is the el lipse in the Ol-plane, and it can be parametrised by an 
angle if> by (~o, ~I ) = (foO cos if>, JQj sin if» . The momentum P", conjugate to c/> then gives 
the momenta as (Tio, Til ) = (foO sin c/>, - JQj cos if» p",/d where d = ao sin2(c/» + al cos2 (if» . 
The reduced Hamiltonian can be solved for Ti2 on the section and thus the integral G can 
be written as a function of (if>,p",) on the section: 
(4.22) 
The singular fibre is 9 = 0 (j = 0 was already used in the singular reduction) , and it 
defines two circles winding around the (if>, p",) cyclinder intersecting at the points (0, 0) 
and ('IT, 0), which are critical points of g. This is the "atom" C2 [11]. The quotient 
with respect to S now has to be performed. In the new coordinates the action of S is 
(if>, p",) -t (-if>, -p",), which fixe ~o and Tio, but flips the sign of ~I and Til' This action has 
two fixed points (0, 0), and ('IT, 0), so that the fixed points of S coincide with the critical 
points of g. Reduction of the cylinder by the Z2 action gives the "canoe" [18], wi th two 
singular points. The two singular points are connected by two half-circles. This is C2/Z2 , 
where Z2 acts by reflection such that the intersection points are fixed. 
Since the reduced flow is transverse to the section on the singular fibre the complete 
reduced singular fibre is (C2/Z2) X SI The singular fibre in full phase space is found by 
letting q, act on the preimage of th is et under the reduction map. Since the singular 
circles are fixed under q, they will remain singular circles, while every other point will 
be multiplied by SI Excllanging the order of the operations, first acting with q, on the 
preimage of C2/Z2 gives a double pinched torus, which is then multiplied by SI. This SI 
action also has a generator, which is a second global smooth action, see below. 
o 
Following the approach suggested by Nguyen Tien Zung in [76], one can reformulate 
the last statement of Theorem 4.3.2 by aying that the singularity corresponding to the 
isolated singular point is the direct prod uct of the standard 4-dimensional focus- focus 
singularity with 2 pinches and a non-singulru' system with 1 degr e of freedom. This is a 
kind of "almost direct product" decompo it ion which can be found for any non-degenerate 
singularity (see [76]). The fact that in our case the product is "direct" seems to be a 
general property of focus type singularities (Nguyen Tien Zung, private communication). 
We used general theory in Theorem 4.3.2 to show that the singular fibres are SI for 
the intersection of the quadratic boundary CUIves, and T2 elsewhere on the boundary 
curves. However, we can find these fibres directly another way. Consider first of all the 
two intersection points . We noted that these are where a relative equilibrium occurs. For 
these relative equilibria, the reduced energy surface (i.e. the points in the reduced phase 
space for fixed energy) consists of a single point. The point is at easily seen to be at 
(xO,YO,X3,Y3,'ITI,'IT2,'IT3) = (0, 0, 0,0,QI, 2h, 0), because the trivial invariants are all zero 
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on the intersections of the boundary curves, 1T I and 1T3 are determined by the Casimirs and 
1T2 from the energy equation. Using the relation between t he invar iants and the expression 
for C in terms of invariants gives J 2 = 20:1 h and C = 2h. General theory tells us that we 
can only have singular points in a singular fibre of elliptic type, but this is also observed 
by substit uting j2 = 20: I h into the equation for the reduced phase space (4.20). This 
equation i t hen solved quite easily in this instance by rearranging it into a sum of positive 
terms which is equal to zero, and hence shows that Xo = Yo = X3 = Y3 = O. Hence we only 
have the single singular point in the singular fibre in reduced phase space. To find the 
fibre in the full phase space, consider a point in the inverse image of the reduction map 
for the relative equilibrium, e.g. x = (0, Jiil, 0, 0), Y = (0,0, .../2ii, 0). Acting the group 
action i]) on this point we get a circle SI in full phase space. ote that since J of 0, there 
are no fixed points of i]) in the inverse image of the reduction map. Hence the singular 
fibre is SI. 
! ext consider the quadratic boundaries excluding their intersections. Since the singular 
points are of elliptic type, there are only singular points in the singular fibres. Consider 
any (non-intersection) point on the lower curve for which X o = Yo = O. The equation for 
the reduced energy surface is 
for some fixed angular momentum j . The invariants 1Tl, 1T2 , 1T3 are then functions of X3 
and Y3. The equation represents a curve homeomorphic to a circle. Choosing any point on 
the circle fixe the values of X3 and Y 3' For this point , we then take a point in the inverse 
image of the reduction map and act i]) on it . We get a circle once again in full phase space. 
Note that the only fixed point of the lifted group action is Xl = X2 = YI = Y 2 = 0 and 
this is not in the inverse image of the reduction map. If we take the single point on the 
boundary curve where it crosses the C-axes, for which J = 0, we still get a circle in full 
phase space because although we can have XI = X2 = 0, we can never have Y I = Y 2 = ° 
at the same t ime, as t his would mean (J, C) = (0, 0) . Since for any point on the circle in 
reduced phase space we get a circle when we act i]) on a point in the inverse image of the 
reduction map, the singular fibre in full phase space is SI x Sl = T 2. 
4.4 The Action Variables 
We found that the equat ions for the geodesic flow are Liouville integrable, and so the fibre 
over a regular point is a T 3. By the Liouville-Arnold theorem we know that action-angle 
variables always exist in the neighbourhood of an invariant torus. However, as explained 
in section 2.4, they are not guaranteed to exist globa lly. For a Liouville integrable system 
with n-degrees of freedom, let us choose n cycles Ci on an invariant toru which is t he 
pre-image of a regular value of the momentum map (we assume that the fibre is compact) . 
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Then by Arnold [2], the action variables 1i are given by 
1i = -2
1 1 p .dq 
7r lC1 
where (q, p ) are symplectic coordinates. In general it is difficult , if not impossible, to 
evaluate these integrals to derive the actions. However, for a system where the variables 
can be separated, we can explicitly calculate the actions without too much difficulty. The 
global existence question still remains though. In general, the action variables may not be 
singulari ty free globally, and they may not be smooth. In the case where globally smooth 
singularity free action variables exist , they may not be single valued. The action variables 
for the geodesic flow in the current situation amply illustrate this. 
Let Cl , C2 , C3 be a basis of cycles on the torus above a regular value of the momentum 
map for the geodesic flow in the current instance. Due to the fact that the variable can 
be separated as in lemma 4.1.3, natural cycles are 
(4.23) 
The adjective 'natural ' is used in the technical sense of [69], and simply means to consider 
the obvious choice given by coordinate lines of the separating coordinate systems. Natural 
though this may be, it will t urn out that the corresponding actions are only continuous, 
but not smooth . The corresponding natural action variables are given by 
11 = ~ 1 PodO = Po, 
21r !Cl ( 4.24) 
The first action is just the angular momentum. The momentum Pi in the second and third 
actions is given in lemma 4.1.3, together wi th the polynomial Q in (4.10). The integer 
mult ipliers m2 = 2 and m3 = 2 arise due to the way in which the ellipsoidal coordinates 
are set up over the eight octants in JR3, which we will explain below. When 12 (respect ively 
h ) is evaluated on the upper (respectively lower) boundary of the bifurcation diagram 
(Figure 4.2) the natural actions for the geodesic flow on the ellipsoid of revolution are 
found, see section on two-dimensional ellipsoids. 
The polynomial Q can be factored as Q(z) = z(z - TI )(Z - T2) where, in order to have 
real momenta PI, P2, 
The integrals (4.24) are calculated on the hyperellipt ic curve given by 
A(z) Q(z) 
(z - 01)2 . 
(4.25) 
(4.26) 
The genus of this curve is one less than for a non-degenerate ellipsoid because the pole 
in A can be divided out. This is plotted in figure 4.4 and the cycles can be seen. Note 
that the part of the curve in the negative z range does not correspond to any real motion. 
Writ ing out the actions in full we have proved the following theorem 
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Figure 4.4: Real part of curve w2 = -z(z - ao)(z - 1'd(z - 1'2)(z - (3) showing cycles for 
ao = 0.5, al = 2, a3 = 3,1'1 = 1.5,1'2 = 2.5. 
Lemma 4.4.1. The actions of the geodesic flow on the three dimensional ellipsoid with 
equal middle axes are given by 11 = Po, 
1 i Q h = - dz 
7r c, 2(a l - z)w and 
li Q h = - dz . 
7r C3 2(z - a l )w ( 4.27) 
Consider why there are integer mult ipliers m2 = 2 and m3 = 2. This is explained in 
detail by Dullin, Richter , Veselov and Waalkens in [27] for the analogous sit uation which 
arises for the actions of the Neuman system. Here we summarise the main points of their 
argument. Consider again figure 4.4 which shows the real part of the hyperelliptic curve 
w2 = R(z) where 
R(z) = -z(z - ao)(z - rtl(z - r2)(z - (3) . 
We observe that the zeros of R(z) are the constants ao, and a3 plus the zeros of Q(z), 
namely 0, 1'1 and 1'2 . We can ignore the zero of Q, z = 0, because the curve passing 
through this point does not correspond to any real motion. Consider what happens as 
we go around a cycle Ci on an invariant torus. We have ellipsoidal coordinates on a 
two-dimensional reduced ellipsoid defined by (4.7). The expressions for the Cartesian 
coordinates ~i are analogous to those defined on the three dimensional ellipsoid with 
distinct semi-axes, given by (3 .5) . The ellipsoidal coordinates only determine the squares 
of t he Cartesian coordinates ~l but not the signs. Now go around one the cycles in figure 
4.4. We have one cycle defined over [ao, rd and the other over h , a3]. Consider as an 
example the first cycle. We have ~o = 0 when z = a o. So as we cross the end of the 
segment [ao, Td for which z = ao, the sign of ~o changes, as we have crossed into another 
octant of ]R3 . To go around a complete cycle on an invariant torus, we have to go around 
the cycle shown in figure 4.4 twice. If we start from z = ao then ~o = O. Hence one must 
go around the cycle in the figure twice. T he fir st time we come back to z = ao we cross 
the axis ~o = 0 once. The next time we return to the axis and are back at our starting 
position. The situation is t he same for the second cycle but for z = a3 and the variable 
6 · Hence we have m2 = 2 and m3 = 2. 
We also note t hat if we plot the projection of the invariant torus, for a given regular 
point of t he momentum map, onto the reduced configuration space, we get the region 
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I' igure 4.5: Projection of invariant torus onto reduced configuration space for ao = l. 
al = 2, a3 = 3, Po = 0.5. 9 = -2.5. h = 1. 
of reduced configuration space on which th In t ion takes place. T he bound ari e of this 
region are caustic curves. This is shown in fi gure 4.5. T his is constructed quite easily by 
plotting the region on the two dimensional elli psoid enclosed by the coord inate lines in 
the ranges AI E [ao , 7'd a nd A2 E h, a3]. The parameteri sat ions shown in (4. 13) , (4 .14) 
and (4. 15) may be used , where t he lim iting values of t he non-algebra ic coordinates <Pi a re 
fo und from Ai by t he inverse J acobi funct ions [13]. The caust ic curves a re sect ions of the 
coord inate lines in the elli psoidal coordin ate system. 
We a nalys fur t her the actions 12 and h. Note that t he constants of mot ion Po. hand 9 
are impli it in the defi nit ion of Q(z) given in (4.10). T he in tegrand has a simple pole at al 
and branch points at ao, a3, and at 7'1 and 7'2 for Po # O. T he in tegrals are hyper-elliptic 
of genus 2 and third kind. T he t hree natural actions 1,. 12 and h a re fun Lions of Po , 9 
and h. However, we will show t hat 12 and h a re not different ia ble at Po = O. 
T he d ri vative of t hese actions with respect to Po is given by 
01i 
= 
oPo 
(4.28) 
Figure 4.6 part (a) indicates the poles , bra nch poin ts and integration path .. Note t hat 
there is only one sign for i = 2,3. T his is d ue to t he choice of t he bra nch cuts as shown 
in figure 4.6. Th fi gure shows a branch cut to the left of z = 0, a branch cut joining the 
poin ts z = ao and z = rI , and another cu t join ing the poin ts z = 1'2 and z = a3. For 
Po # 0 we have rl < al < r2· In the complex pla ne t he integration path C2 is shown in 
part (b) of figure 4.6 and t he path C3 in pa rt (c). Note t hat as Po ---> 0, th n we fi nd t hat 
one of the branch points r i tends to t he pole at al. 
g > O~ lirn rl = al. 
Po -,O 
(4.29) 
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Figure 4.6: Complex plane lC(s) and choice of branch cuts (a), integration paths for Po 
for T l -t al (b) and T2 -> 0<1 (c) . (d) and (e) show decomposition of C2 for case (b) and 
C3 for case (c) . 
In other words, consider the bifurcation diagram shown in figure 4.2 and observe what 
happens on the axis J = Po = O. Note that with the exception of the isolated singularity at 
(J, C) = (0, 0) and the points on the C-axis which intersect with the quadratic boundary 
cW'ves, all points on the C-axis in the bifurcation diagram are regular value of the 
momentum map at constant energy. For the part of the axis with 9 < 0 the branch point 
at z = 1'2 coincides with the pole at Cll whereas for the part of the axis with 9 > 0 the 
branch point at z = Tl coincides with the pole. Due to this collision between poles and 
branch points, it is possible for the partial derivative of the actions with respect to Po to 
be non-zero for Po = 0 despite the factor Po in the expressions. 
We follow the approach of Cushman [18] and Dullin [69] and deform the integration 
paths for the respective actions so that the integral may be spli t up into two separate 
integrals. The integral around the branch points Ci is expanded into loops Bi around the 
poles and then the contributions from the poles RI , R2 are subtracted. This is shown in 
parts (d) and (e) of figure 4.6. 
(4.30) 
Evaluating the residue of the integrand at the simple pole, we have 
(4.31) 
Then we evaluate the integrals in the limit as Po -> O. Note that each respective integral 
around Ci is split into two integrals, one around the path Bi and another around the pole 
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R;, but the expression for the partial derivative (4.28) has a factor Pe in the integral. This 
multiplies both the integral around B; and the integral around R;. So as Pe --> 0, the 
contribution from the integral around Bi tends to zero, and we only have the contribution 
from the integral around Ri. We then have for 9 < 0, 
Hm 812 = 0, r 813 lim 8h = 1 (4.32) Im -=-1, p,_o Pe p,-o+ 8Pe p,-o- 8Pe 
and for 9 > 0, 
r 812 lim 812 = 1, lim 813 = 0. (4.33) Im -=-1, p,-o+ 8pe p,-o- 8Pe p,_o Pe 
Note that for 9 < ° the path O2 is away from the pole z = 0<1 and so the partial derivative 
of 12 must be zero, whereas for 9 > ° the path C3 is away from the pole and hence the 
partial derivative of 13 is zero. In other words we have 
1· 8Ii ~ l' 81i Im -.,.. Im-p,-o- 8Pe p,_o+ 8Pe ' i = 2,3 
Since 12 and h are even functions of Pe (as they are both functions of p~), differentiability 
at ° would imply that the derivative is zero at Pe = 0. But there is a discontinuity in the 
derivative here and so the natural actions are continuous but not differentiable at Pe = 0. 
4.5 Monodromy Calculation 
We showed that the natural actions are not smooth on the line Po = 0, but all points on 
this line are regular apart from the isolated singularity and points where the line intersects 
with the quadratic boundary curves in the bifurcation diagram. So given any regular point 
on the G-axis, we know that smooth action variables exist locally by the Liouville-Arnold 
theorem. The natural actions are not smooth on the axis because the basis of cycles does 
not vary smoothly as we cross the axis. By changing the basis of cycles for the natural 
actions, locally smooth actions can be found, but they are then globally multi-valued. 
This gives rise to monodromy in the system. We describe this in the following manner. 
Let the natural actions for positive Pe be represented by 1+ = (h, 12 , 13)t, and those for 
negative Po by L. 11 is odd (recall h = Pe) and 12 , 13 are even, hence 
(4.34) 
where S = diag( -1,1,1). We then define unimodular matrices Mi such that 1+ and MiL 
join smoothly at Pe = 0. This smoothes the actions locally. For continuity on the line 
Pe = ° it is necessary that below the isolated critical point 
g>o (4.35) 
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and above 
9<0 (4.36) 
Therefore (0, h la)t is an eigenvector of M; with eigenvalue 1 [24]. Since this is true for 
arbitrary 12 and 13 , the eigenvector equations 
show that M; must have the form 
(
0; 0 0) M;= ~;10 
(3; 0 1 
and since M; E 8£(3, Z) as it is unimodular, we must have 0; = l. 
(4.37) 
Note that =881 = 0 and =881 = -sgn(po) for 9 > 0 and so we may find Ml because here 
P6 P9 
for the actions to join smoothly we require 
Ml aL = 01+ 
apo apo 
( 4.38) 
which implies that ~1 = -2 and (31 = O. 
For 9 < 0 we have ~ = 0 and =881 = -sgn(po) and as for a smooth join we require 
VP8 P8 
M2 aL _ 01+ 
apo - apo' 
we find that ~2 = 0 and (32 = -2. 
(4.39) 
The monodromy matrix M for a counter clockwise cycle around the isolated singularity 
at the origin (Po,9) = (0,0) is given by M = (M28)-I(MI8). This is because when we 
cycle around the origin in a counter clockwise direction and cross the axis G = 0 for a value 
of 9> 0, we must transform from 1+ to its smooth continuation M I 81+. When crossing 
the axis in the opposite direction for 9 < 0 we smooth by the inverse transformation 
(M28tl. This gives 
M=(~ ~~). 
-2 0 1 
(4.40) 
We would like to find the normal form N for this monodromy matrix. To do this we 
make a final unimodular change of basis, defined by T MT-l = N. Hence we must find 
a suitable T E 8£(3, Z). Dullin and Waalkens describe how to do this in [69]. Given 
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a monodromy matrix as above with the first column (l,a,~)t, the matrix is already in 
normal form if one of the a or ~ is zero. If not, the normal form N is given by 
( 1 0 0) N= 0 1 0 , n 0 1 n = gcd(a,~). (4.41) 
The transformation matrix T is given by 
( 100)(S 00) N = t2 1 0 0 Nn -aln . t3 t4 1 0 k I (4.42) 
where s = ±1, k, I are solutions of ka + l~ = ns and t 2 , t4, t4 are arbitrary integers. 
Choosing the first matrix in the product as the identity, s = 1 and k = 0, I = -1, we find 
that for the situation described in the current example an appropriate choice of T is 
T= (~ ~1 ~1). 
o 0 -1 
(4.43) 
We have now put the monodromy matrix into normal form and have proved the following 
theorem: 
Theorem 4.5.1. Monodromy The obstruction to the existence of smooth global action 
variables for the geodesic flow on the ellipsoid with equal middle axes is monodromy. The 
monodromy matrix has normal form 
This result is consistent with the general theory of non-degenerate singularities of in-
tegrable systems developed in [51], [76], [77]. According to Nguyen Tien Zung [76], each 
non-degenerate singularity can topologically be presented as an almost direct product 
of "basic" singularities. In our case, this is just the direct product of the 4-dimensional 
focus-focus singularity with two pinched points and a non-singular system with one degree 
of freedom (see the last statement of theorem 4.3.2). It is easily seen that the monodromy 
matrix in such a situation is decomposed into two blocks: (~ ~) which correspond to 
the focus-focus singularity with two pinches (see [51], [77]) and the trivial I-dimensional 
block. Up to a change of basis, this is exactly the matrix from theorem 4.5.1. 
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Chapter 5 
Ellipsoid with 112 symmetry 
Consider the geodesic flow on a three dimensional ellipsoid with the two largest semi-axes 
equal, namely 0 < ao < al < a2 = a3, corresponding to the symmetry group action 
80(1) x 80(1) x 80(2). So the ellipsoid is 
We will call this ellipsoid the three dimensional oblate ellipsoid, in analogy to the two 
dimensional ellipsoid of revolution with a SO(1) x 80(2) symmetry, which is oblate or 
disc shaped. Many of the arguments we used for the three dimensional ellipsoid with 
equal middle semi-axes follow directly over into this situation. Once again the Casimirs 
Cl and C2 , the resulting Dirac bracket (3.2) and the Hamiltonian are the same as in the 
generic case, with a2 and a3 set equal. In this situation it is the integrals F2 and F3 from 
the generic case which are not defined any more, but the singular terms cancel in the sum 
G = F2 + F3. The other integrals Fo and H remain the same. The system is invariant 
under rotations in the (X2' X3) plane and its cotangent lift, the SO(2) group action being 
iP(x, Yi B) = (x, ii) 
where 
x = (XO,Xl>X2cosB - x3sinB,x2sinB + X3 cos B) 
ii = (Yo, Yl> Y2 cos B - Y3 sin B, Y2 sinB + Y3 cos B) . 
(5.1) 
(5.2) 
The group action iP is the flow generated by the angular momentum J = X2Y3 - X3Y2, 
which is a global action variable. 
5.1 Liouville Integrability 
Theorem 5.1.1. Liouville Integrability. The geodesic flow on the ellipsoid with equal 
largest semi-axes is Liouville integrable. Constants of motion are the energy, H = 
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~ (Y5 + y~ + y~ + y~), the angular momentum J = X2Y3 - X3Y2, and the third integral 
G=H+F3 
G = y~+y~+ (XOY2 - X2YO? + (XOY3 - X3Yo)2 + (XIY2 - X2YI)2 + (XIY3 - x3yIl2 (5.3) 
~-~ ~-~ ~-al ~-~ 
Proof The proof is analogous to that of (4.1.1), except that in this case the relationship 
between the integrals and the Hamiltonian is 2H = Fo + FI + G, and in the limit a3 -t 
a2 the constant of motion (a2 - a3)F2 becomes J2. Here the relationship between the 
constants of motion on the symplectic leaves of the Dirac bracket is given by 
Fo FI G J2 
-+-+--2=0, 
ao al a2 a2 
(5.4) 
which is the limit of the generic relation L, Ell ai = 0 using Fd a2 + F3/ a3 = G / a3 -
H(a2 - a3)/(a2a3). 0 
The group action <P has the invariants 
7r1 = x~ + x~, 7r2 = y~ + y~, 7r3 = X2Y2 + X3Y3, 7r4 = X2Y3 - X3Y2, (5.5) 
related by 7r17r2-7r~-7rl = O. The remaining variables xo, Xl, Yo, YI are trivial invariants of 
<P. The only fixed point of <I> is X2 = X3 = Y2 = Y3 = O. As before, when J = 7r4 = j ~ 0 
this fixed point is not in J- I (j) and the reduction by the 80(2) symmetry leads to a 
smooth reduced system on J-I(j)/80(2): 
Lemma 5.1.2. A set of reduced coordinates (~o'~b6,T}o,T}I,T}2) is defined on the reduced 
phase space Pj = J-I(j)/80(2) by the formulae 
7r3 
T}2 = fo' 6=fo, T}o = Yo, T}I = Yb 
The reduced coordinates satisfy the Dirac bracket in ]R6[~, T}], i.e. {.,.h as defined in (3.2). 
The mapping R : ]R8[x, y] -t ]R6[~, T}] is Poisson from ]R8 with {., . la to ]R6 with {.,. hand 
the reduced system has reduced Hamiltonian 
• 1 (2 2 2) j2 
H = 2 TJo + T}I + T}2 + 2~~ 
and additional integral 
Proof. The proof is essentially the same as that of (4.1.2) with an appropriate change of 
indices. 0 
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As before the reduced system is the "geodesic flow" on the 2-dimensional ellipsoid with 
semi-axes foO, yt"Qi", ..fli2 and an additional effective potential P /2~~, and as 6 > 0, the 
reduced system for Ijl > 0 has only the open half of the ellipsoid as configuration space 
with the plane !:2 = 0 dynamically not accessible. 
Again we define a singular coordinate system on JR8[Xi, Yi] by 
X2 = 6 cos If, (5.6) 
where If is the angle of rotation corresponding to the 80(2) symmetry group action <1>. 
We then choose confocal ellipsoidal coordinates and parameterise the 2-ellipsoid to give 
us a set of generalised coordinates PIt, A2, If) on the three ellipsoid with the larger two 
semi-axes equal. We denote the conjugate momenta are denoted by (Pt,P2,PO)' 
Lemma 5.1.3. The Hamiltonian for the geodesic flow on the ellipsoid with equal largest 
semi-axes in local symplectic coordinates reads 
H 2(ao - Al)(al - Al)(a2 - AI) 2 2(ao - A2)(al - A2)(a2 - A2) 2 Al (A2 - AI) PI - A2(Al - A2) P2 
(ao - (2)(al - (2) 2 
+ 2a2(Al - (2)(A2 - (2)Po' 
The constants of motion are Po and G; 
G; = 2(ao - A;)(al - A;)(a2 - A;) p2 _ hAi _ (ao - (2)(al - (2) p~ 
Ai • 2a2(Ai - (2) 
where i = 1,2. The integrals G and Gi are related by 
G- G- (a2 - ao)(a2 - adG 2 h a~ - aOal 2 1 + 2 = - a2 + Po· 
a2 a~ 
Proof. The proof is the same as that of (4.1.3) with appropriate changes of indices. Once 
again by separation of variables the momenta Pi conjugate to Ai can be expressed as 
2 Pi = (5.7) 
where 
Q(z) = z (2hZ2 + (29 - 2a2h) z + ((02 - aO~~02 - al) l- 2(29) ) . (5.8) 
D 
The relation of the separation constant G to the constant of motion G is in this case 
Po PI G J2 Q(Z) 
z-ao + Z-al + z-a2 + (Z- a2)2 = A(z)' 
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5.2 Singular Reduction 
Lemma 5.2.1. The singular reduced phase space of the geodesic flow on the 3-ellipsoid 
with equal largest axes is the phase space of the geodesic flow on the 2-ellipsoid reduced by 
the Z2 action S(~o, 6, 6, 1/0, 1/1> 1/2) = (eo, ~I> -6,1/0,1/1> -1/2)' Thus it is the geodesic flow 
on the 2-ellipsoid with a hard billiard wall inserted in the 6 = O-plane. 
Proof. This proof is analogous to the proof of (4.2.1) for the 121 case. Using the same 
argument as before the reduced phase space is a subset of ]R7[XO, Yo,X1> YI,7rl,7I"2, 71"3] and 
is defined by the two Casimirs 
XoYo XIYI 71"3 0 
--+--+-= , 
ao al a2 
(5.9) 
the relation between the invariants 71"171"2 - 11'~ = j2 and the inequalities 71"1 2: 0, 71"2 2: 0, 
that give the equation 
(1 x~ x?) 2 (XOYO + XIYI) 2 _ .2 a2 - - - - 71"2 - a 2 -- -- - J . 
ao al ao al 
(5.10) 
This equation defines a four dimensional object. It is the reduced phase space Pj = 
J- I (j)/SO(2), which is a smooth 4 dimensional manifold for j =I 0 and is not a smooth 
object for j = O. 
The geodesic flow on the 2-ellipsoid reduced by the Z2 action S is once again the 
billiard, although here the Z2 action fixes the plane orthogonal to the largest axis, i.e. 
6 = 0, whereas in the 121 case the Z2 action fixed the plane orthogonal to the middle 
axis, namely ~I = O. 
The other arguments and results are the same as for the 121 case. We will return to 
the additional discrete quotient by the Z2 action S when we calculate the singular fibres 
in the next section. 0 
5.3 The Liouville foliation 
We investigate the topology of the invariant level sets obtained by fixing the constants 
of motion. The energy momentum map is eM = (H, J, G) : M -+ ]R3. Since H for a 
geodesic flow is homogeneous in the momenta we can fix the energy to, say, h. 
Theorem 5.3.1. The image of the energy momentum map eM for constant energy H = 
h is the region in]R2 bounded by the quadratic curves (see figure 5.1) 
2a2 h al ·2 g= - J, 
a2 - al a2(0<2 - ad 
(5.11) 
(5.12) 
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g= 8a2h 1.1 a~ - aOal ·2 J - J (a2 - aO)(a2 - all a2(a2 - aO)(a2 - ad . (5.13) 
Singular values of the energy momentum map are the boundary curves (elliptic), their 
transverse intersections (elliptic-elliptic), the boundary between the two chambers of the 
bifurcation diagram (hyperbolic), and the non-transverse intersections between the bound-
ary curves (degenerate). 
Proof. As in the generic case critical points can occur on sub-ellipsoids. On Xo = Yo = 0 
the integral Fo = 0 and '\l Fo = 0, similarly for Xl = YI = 0 and FI. In both cases the 
corresponding sub-ellipsoids are ellipsoids of revolution. The image of the critical points 
with Xo = Yo = 0 is found using the relation (5.4) to eliminate H in 2H = Fo + Fl + G, 
which gives 
and hence the upper boundary curve of critical values (5.11). A similar computation for 
critical points with Xl = YI = 0 gives the lower boundary curve (5.12). 
Since for Xi = Yi = 0 the integrals F; = 0 and also its gradient vanishes, G = F2 + F3 
and its gradient clearly vanishes when X2 = X3 = Y2 = Y3 = O. Considering the Casimirs 
the solutions set of X2 = Xa = Y2 = Ya = 0 is a geodesic flow on the ellipse in the XO-XI 
plane. Fixing the energy two critical circles are obtained. On these critical points also 
J = 0 so that the origin in the image (j, g) = (0,0) is a critical value. This is analogous 
to the case with equal middle semi-axes. However in this case the critical value is not 
isolated but lies on the intersection of the two curves defined by (5.13). The curves (5.13) 
arise in the following way. 
We use the ellipsoidal coordinates from lemma 5.1.3 to establish which other points 
are non-singular. These coordinates are non-singular outside any sub-ellipsoid ~i = O. To 
find critical points in the region of phase space with ~ coordinates such that all ~i of 0 we 
compute the rank of the matrix D(G1, G2,po), see lemma. 5.1.3. Since the variables are 
separated this implies 
Pi = 0, 
so here we have critical points not contained in the coordinate singularities ~i = o. Solving 
for Ai and substituting this value and Pi = 0 into the expression for G; in Lemma 5.1.3 
gives the following curves in (j, g) coordinates 
g = - ha2 ± Ijl 2h(a2 - aO)(a2 - all 
a2 
(5.14) 
Using the relationship between g and g in Lemma 5.1.3 to convert to (j,g) coordinates 
we get the curves (5.13). For the ellipsoid with equal middle axes the equation we found 
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using this method had no solution. The curves (5.13) intersect tangentially with the curve 
corresponding to critical points Xl = Yl = 0 at the points 
(j,g) = (± (5.15) 
The next step is to investigate the types of critical points. For the corank one critical 
points on the upper boundary curve (5.11) these points are non-degenerate because the 
Jacobian of the flow generated by Fo restricted to the critical points Xo = Yo = 0 is given 
by the matrix sub-block (3.13). Note that the matrix entry Ko(y, y) never vanishes for 
points on this boundary curve because O<k - ao in the denominator of each term is always 
positive. The matrix is traceless so the square of the eigenvalues is given by the negative 
determinant. Evaluating the matrix on the point Xo = Xl = X3 = 0, Yo = Y2 = 0 shows 
that the eigenvalues of this matrix never vanish and are of elliptic type, and hence these 
critical points are non-degenerate. 
For the corank one critical points on the lower boundary curve (5.12) we still have 
the Jacobian of the flow generated by Fl restricted to the critical points Xl = Yl = 0 
is given by (3.13). However here Kl(y, y) can vanish because the terms in the sum can 
have different signs, as we have O<k - 0<1 in the denominator of each term in the sum. If 
we consider the point Xo = X3 = 0 on all critical sets we have X2 = ±VCi2 and Y2 = O. 
The eigenvalues of the matrix block vanish at Y5 = 2h(0<1 - 0<0)/(0<2 - 0<0) so here we 
have degenerate points. These corresponds to the two points of tangency where the lower 
boundary curve (5.12) and the curves (5.13) intersect, defined by (5.15). For values of 
j2 < 2ha~;a~~atl we have Y5 > 2h(0<1 - 0<0)/(a2 - 0<0) and here the eigenvalues are real 
and hence hyperbolic. Note that this is the case even for the point on the axis j = O. For 
j2 > 2ha~;a~~al) we have Y5 < 2h(0<1 - 0<0)/(0<2 - 0<0) and the eigenvalues are purely 
imaginary and hence elliptic. 
The two corank two points given by the intersection of the upper boundary curve (5.11) 
and lower boundary curve (5.12) are also non-degenerate, because the non-zero 2 x 2 blocks 
of the Jacobians are distinct, so that p,DXpo + vDXp, spans the Cartan subalgebraj the 
4 eigenvalues (for any point on the critical circles given by Xo = Xl = Yo = Yl = 0) are 
±2iJ.hj20<0h/(0<2 - ao) and ±2ivv'20<Ih/(a2 - o<d. This orbit is a relative equilibrium, Le. 
a circle in the XI-X2 plane. The eigenvalues of DXpo and DXp, are elliptic, so at their 
intersection an orbit of elliptic-elliptic type is found. 
Consider the type of singularities on the curves (5.13). These correspond to points on 
the curve with double roots in the generic case and are corank one critical points. As in 
the generic case we consider the J acobian matrix of the flow generated by the one degree of 
freedom system corresponding the the constant of motion G. We get that the eigenvalues 
).. are given by )..2 = -~~? a;? and both partial derivatives are strictly positive. Hence 
critical points on these lines are elliptic. For the origin on these lines we have J = 0 and 
G = O. This is a critical point of corank two. Moreover 'V J = 0 as well, and the Jacobian 
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j<'igure 5. 1: Bifurcation Diagram for the ellipsoid with 0<0 < 0< 1 < 0<2 = 0<3 for 0<0 = 1 ,0<1 = 
2 , 0<2 = 3, h = 1. 
of X J has eigenvalues ± i, in e its fl ow q; is a rotation. We have that J-LDXC + vDXJ 
spans the Cartan subalgebra; t he 2 eigenva lues (for a ny poin t on t he cri ti cal circles) are 
± i{! J80<2 h/(0<2 - 0<0)(0<2 - o<d ± i// . Hence t he origin is of ellip t ic-elliptic ty pe. 
This establishes the existence. non-degeneracy or degeneracy, a nd type of a ll cri t ical 
point. The bifurcat ion diagram is s hown in figure 5. l. 
It remains to show that there a re no other cri t ica l point . We must check t he pr -image 
in full phase space of the sub-elli pso ids ~i = 0 wher t he ellipso idal coordin ate a re not 
defin ed . Here the argument i analogous to t hat given for the case of the elli psoid with 
equal middle semi-axes. 
o 
The bifurcation diagra m fi gure 5. 1 can be considered as the square root of t h di agram 
in fi gure 3.3 bottom left , simila r to what happened in t he case with two equal middl 
semi-axes. 
We then have to find th fibres of the energy moment um map at the regula r and s ingular 
values in t he bifurcat ion diagram. 
Theo re m 5.3.2. The singular fibres ovel' the upper boundary curve (5. 11) of the image 
of the energy momentum map at constant energy, with the exception oJ its intel"Sections, 
are two-dimensional tori Y?-. A t each intersection point of the upper and lower boundary 
curves (5. 11 ) and (5. 12) the singulm' fib l'e is SI. The singular fibre at the O1igin is two 
circles S I. For the curves (5. 13) except at its inter ections the singulm' fibm is two set 
of two-dimensional tori '1'2 For the lowel' boundary curve (5 .12) the singular fibre is 
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a two-dimensional to'T'1tS T2 for each point on the boundary of the bifurcation diagram, 
B x T2 on the region which divides the bifurcation diagram into two chambers, and T2 for 
the two degenerate points where the curve is tangential to (5.13) , where B is the Fomenko 
atom. The multiplicity of the regular fibres T3 is one for the chamber enclosed between 
the uppe7' boundary curve (5.11) and the lower boundary curve (5,12) and two fOT the 
chambe7' enclosed between the lower boundary curve (5 .12) and the curves (5. 13). 
Proof. Con id er first of all the upper boundary curve (5.11) with Fo = 0 of the image of 
the energy momentum map. On this curve all singularit ies axe of elliptic type, and hence 
the singulax fibre is T 3-r where r is the corank of the singulaxity; hence we have T2 on 
the curve and SI at its intersection points with the curve (5.12). 
The situation of the upper boundary with Fo = 0 is analogous to the upper boundary 
in the 121 situation. The curve consists of all orbits in the geodesic flow on the ellipsoid of 
revolution defined by Xo = Yo = 0, which is an oblate two dimensional ellipsoid , obtained 
by deleting the smallest axis in the three dimensional ellipsoid. Reduction maps each T2 
of this system to a relative periodic orbit. The isolated periodic orbit in the 23-plane of 
the geodesic flow on the ellipsoid of revolution corresponds to the extremal points with 
J = ±J2Q2h. Reduction maps this relative equilibrium to the fixed point ~ = (0, 0, Jii2) 
on the larger-axis of the reduced ellip oid. We also note that the multiplicity of the fibres 
is one on this boundary. If we con id er t he fibres at the intersection points we find that 
at one intersection we have the per iodic orbit in the 23 plane, in full phase space, in one 
direction J = +J2Q2h, and at the other the other periodic orbit in the opposite direction 
J = - J2Q2h , so the multiplicity is one at the intersections. Moving from the intersection 
to the boundary curve Fo = 0 the multiplicity of T2 must therefore also be one. 
Consider the other transverse intersection of boundaxy curves at C = 0, J = O. This 
is an elliptic-elliptic point of corank two and so we must have a fibre of SI However, 
we actually have two sets of critical circles SI at this point which are the singular fibres. 
Here the fibres are the periodic orbits in the 01 plane on the ellipsoid in full phase space 
corresponding to 7r1 = 1f2 = 7r3 = O. There are two periodic orbits; one in either direction, 
ext consider the curves defined in (5.13) on which the origin (J, C) = (0, 0) lies. 
For points on the curves away from the tangential intersection with (5.12) the cri tical 
points are of elliptic type and of corank one. Hence the singulax fibres are T2 Since the 
multiplicity at the origin is two, the multiplicity on the boundary curves must also be 
two. 
Finally consider the lower boundaxy curve (5.12) corresponding to FI = O. The curve 
consists of all orbits in the geodesic flow on the ellipsoid of revolut ion defined by Xl = YI = 
O. This is an oblate two dimensional ellipsoid, as occurred for the curve corresponding to 
Fo = 0, but in the current instance the ellipsoid of revolution is obtained by deleting the 
second smallest axis in the three dimensional ellipsoid. This is why hyperbolic behaviour 
is possible on this line, and also why the line can have degenerate points. For the part of 
this curve which is a boundary of the bifurcation diagram, excluding the two degenerate 
points, the critical points are elliptic and corartk one, and by the same argument as for 
the upper boundary curve (5.11) the singular fibres axe T 2 of multiplicity one. 
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Figure 5.2 : The intersection of the preimage of points on (5.12) for j f 0 with the Poincare 
section Xo = 0 in reduced phase space for ao = 1, al = 2, Ct2 = 3, h = 1, p~ = 2.5. The 
separatrix is of type B. 
Before looking at the remaining part of the lower boundary curve (5. 12), let us consider 
the multiplicity of the regular fibres. The regular fibres are r3 by the Liouville-Arnold 
theorem. For the chamber enclosed between the upper boundary curve (5.11) and the 
lower boundary curve (5.12), the multiplicity is one because the multiplicity is one on 
the boundaries. For the chamber enclosed between the lower boundary curve (5.12) and 
(5.13) the multiplicity is two as the multiplicity is two on the boundaries. 
As we cross the part of the lower boundary curve (5.12) which divides the bifurcation 
diagram into two chambers , the multiplicity of the regular fibres changes from one to 
two. From the Fomenko theory of atoms we therefore require an atom corresponding 
to a bifurcation from a multiplicity of one to two. A likely candidate for the singular 
fibre in the reduced phase space is the direct product of SI and the Fomenko atom B. 
We shall show that tills is indeed what we get. The critical points are of corank one 
but are of hyperbolic type. In the reduced ellip oid the crit ical sets are circles in the 02 
plane. However, the singular fibres also have a separatrix because the critical points are 
hyperbolic. 
By lemma 5.2.1 the reduced system for j = 0 is the geodesic flow on the 2-ellipsoid 
quotient by the :£2 action S. Ignoring the quotient the reduced singular fibre consists of 
the unstable periodic orbits corresponding to ~J = 171 = 0 on the reduced ellipsoid and 
their separatrix. This can be seen from the Poincare section ~o = O. Since ~o = T)o = 0 is 
an invariant subflow the boundary of the section with 170 ~ 0 is an invariant set and it is 
the only place where the flow is not transverse to the section. In configuration space the 
section condition is the ellipse in the 12-plane, and it can be parametrised by an angle 
r/> by (~J,6) = (JCiicosr/>, fo2sin</». The momentum P4> conjugate to </> then gives the 
momenta as (17J,172) = (-JCiisin </>, fo2 cos r/»p4> / d where d = al sin2(r/» + a2 cos2(if». 
The reduced Hamiltonian can be solved for T)o on the section and thus the integral G can 
be written as a function of (</>,p ... ) on the section. Setting g = ~ - (0.0.0 0. )j2, where 
<p 0'2 - 00 0:2 2- 0 
we assume h = 1, and rearranging the expression to find P4> we have the s ction of the 
singular fibre is given by 
(5. 16) 
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Figure 5.3: The intersection ofthe preimage of points on (5.12) for j = 0 with the Poincare 
section Xo = 0 in reduced phase space for ao = 1, Q l = 2, Q2 = 3, h = 1, Po = O. The 
separatrix is of type C2 before quotient by Z2. 
Figure 5.2 shows the section for j of 0 for if> ~ 0 which is the Fomenko atom B. There 
is also a mirror image of B if we plot the part of the graph for which if> ::; 0 . However, 
for j = 0 we get a different picture. This is shown in figure 5.3. Note that here we have 
the Fomenko atom C2. If we start wi th the graph for which j of 0, then as we decrease 
the value of j the two copies of the atom B approach each other, finally merging into one 
curve at j = O. If we increase j then as we approach the degenerate points the graphs of 
the B atoms in the section reduce in size unt il all that is left of them at the degenerate 
points is two points in the (if> , p",) plane on the P", = 0 axis. 
The quotient with respect to S has to be performed next. In the new coordinates the 
Z2 action S is (if>, p",) ---> (- if>, - p",). This action has no fixed points on the curve. For 
j = 0, under the action the C2 is converted into B. To see this , choose a fund amental 
region of the jR2 plane, if> ~ 0 say, then glue P", to -P", at if> = 0 and similarly at if> = 7r. 
For j of 0 the two B merge into one so we again have B. 
Since the reduced flow is transverse to the section on the singular fibre the complete 
reduced singular fibre is B x SI. The singular fibre in full phase space is found by letting 
<J> act on this set. There are no fixed points under q, so every point will be multiplied by 
SI. Hence the singular fibre is B x T2 
For the degenerate points recall that the B atoms reduced to two points which under 
the residual action map to a single point. The singular fibre in reduced phase space is 
therefore SI. In full phase space we have a singular fibre of T2 As we travel along the 
boundary curve, where the fibre is ~, we reach the degenerate point and the fibre does 
not change. This is expected behaviour for a degenerate point[ll]. When we enter the 
interior of the bifurcation diagram and the critical points become hyperbolic, t he fibre 
changes to B x T 2 So we always have a T2 in the fibre along the boundary curve. 
o 
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A in the case of the 121 ell ipsoid we can define action variables for the 112 situation 
in terms of hyper-elliptic integrals. However, we do not have an isolated singularity in 
this case nor do we have monodromy. The fibre bundle over the regular points in each 
chamber of the bifurcation diagram will be trivial as in the generic case with distinct 
semi-axes. 
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Chapter 6 
Ellipsoid with 211 symmetry 
Consider the geodesic flow on a three ellipsoid with the two smallest semi-axes equal, 
namely 0 < ao = al < Q2 < a3 , corresponding to the symmetry group action SO(2) x 
SO(I) x SO(I). We will call th i ellip oid the three dimensional prolate ellipsoid, in 
analogy to the two dimensional ellipsoid of revolu tion with a SO(2) x SO( I ) symmetry, 
which is prolate or cigar shaped . This case is analogous to the 112 case, and so we will only 
briefly summarise the results. For the 211 case the integrals Fo and FI from the generic 
case are not defined any more, but the singular terms cancel in the slim G = Fo + FI. 
The other integrals F2 and F3 remain the same. The system is invariant under rotations 
in the (xo , XI) pl ane and its cotangent lift, the SO(2) group action being 
where 
<I> (x , Y; e) = (x, y), 
x = (xo cose - XI sine, xosin e + XI cose, X2, X3), 
Y = (yo cose - YI sine, Yo sin e + YI cose, Y2, Y3). 
(6.1) 
(6.2) 
As before the group action <I> is the flow generated by the angular momentum J = 
XOYI - XIYO, which is once again a global action variable. 
6.1 Liouville Integrability 
Theorem 6.1.1. Liouville Integrabili ty The geodesic flow on the ellipsoid with equal 
smallest semi-axes is Liouville integrable. Constants of motion are the ene7YY H = 
! (Y6 + Yf + y~ + yD, the angular momentum J = XOYI - XIYO, and the third integral 
G = Fo + FI 
G 2 2 (XOY2 - X2YO)2 (XIY2 - X2YI)2 (XOY3 - X3YO)2 (XIY3 - x3yd
2 (6.3) 
= Yo + YI + + + + -'-.:.::..:...._=.:.c,-
~ -~ ~-~ ~-~ ~-~ 
Pmoj The proof is analogous to that of (5.1. 1). 0 
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The grou paction eji has the in variants 
2 2 2 2 (6 ) 7r1 =XO+XI, 7r2=YO+YI' 7r3= XOYO+X IY1, 7r4=XOYI-XIYO, .4 
related by 7r17r2 - 7r5 - 7rJ = O. The remaining variables are trivial invariants. The fixed 
point of eji is Xo = XI = Yo = YI = O. As before, when J = 7r4 = j f 0 t his fixed point 
is not in J - I (j) and the reduction by the 80(2) symmetry leads to a smooth reduced 
system on J - I(j) / 80(2): 
Lemma 6.1.2. A set of reduced coordinates (~o'~I,6,1"/o , 1"/I , 1"/2) is defined on the r·educed 
phase space Pj = J - I(j)/80(2) by the formulae 
The reduced coordinates satisfy the Dirac bracket in ]R6[~, 1"/], i. e. {. , .h as defined in (3.2). 
The mapping R: ]RB[X, y]-> ]R6[~ , 1"/] is Poisson from]RB with {.,.h to ]R6 with {.,.h and 
the ,·educed system has reduced Hamiltonian 
, 1 2 2 2) P 
If = 2(1"/0 +1"/1 + 1"/2 + 2~6 
and additional integral 
6 = 1"/6 + (~01"/2 - ~21"/0)2 + (~0 1"/3 - 61"/0)2 + j: (1 + ~i + ~5 ) 
~-~ ~ - ~ ~ ~-~ ~-~ 
Proof. This is analogous to the 112 situation. D 
As before the reduced system is the "geodesic flow" on the 2-dimensional ellipsoid with 
semi-axes foO,.JCi2, fo3 and an additional effective potential P /2~6, and as ~o > 0, the 
reduced system for Ijl > 0 has only the open half of the ellipsoid as configuration space 
with the plane ~o = 0 dynamically not accessible. 
Again we define a singular coordinate system on ]RB[Xi, y;] by 
Xo = ~ocos() , Xl = ~o sin () (6.5) 
where () is the angle of rotation corresponding to the 80(2) symmetry group action eji . 
We then choose confocal ellipsoidal coordinates and parameterise the 2-ellipsoid to give 
us a set of generalised coordinates (AI , A2, e) on the three ellipsoid with the larger two 
semi-axes equal. We denote the conjugate moment a are denoted by (PI,P2,PO) . 
Lemma 6.1.3. The Hamiltonian for the geodesic flow on the ellipsoid with equal largest 
semi-axes in local symplectic coordinates reads 
If - 2(ao - AI)(a2 - AI)(a3 - AI) 2 2(ao - A2)(a2 - A2) (a3 - A2) 2 A\ (A2 - Ad PI - A2(AI - A2) P2 
(a2 - aO)(a3 - ao) 2 
+ 2aO(AI - aO)(A2 - ao)PO· 
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The constants of motion are Po and Gi 
where i = 1,2. The integrals G and Gi are related by 
Proof. The proof is analogous to the 112 case. We have separable equations 
2 Q(Ai) 
Pi = - 4A(Ai) (6.6) 
where 
Q(z) = z (2hZ2 + (29 - 2aoh) z + C ao - a2~~ao - (3) j2 - 2(09) ) . (6. 7) 
o 
The relation of the separation constant G to the constant of motion G is 
6.2 Singular Reduction 
Lemma 6.2.1. The singular reduced phase space of the geodesic flow on the :I-ellipsoid 
with equal largest axes is the phase space of the geodesic flow on the 2-ellipsoid reduced by 
the:£:2 action S(~o, ~1 ' ~2 ' 1)0 , 1)1 , 1)2) = (-~o, ~ 1, ~2 ' -1)0, 1)1 , 1)2). Thus it i the geodesic flow 
on the 2-ellipsoid with a hard billiard wall inser'ted in the ~o = O-plane. 
Proof. This proof is analogous to the proof of the 112 case. The reduced phase space is 
a subset of ]R7[X2' Y2, X3, Y3, 7rl, 7r2 , 7r3J and is defined by the two Casimirs 
(6.8) 
the relation between the invariants 7r17r2 - 7r5 = l and the inequalities 7r1 2: 0, 7r2 2: 0, 
that give the equation 
(6.9) 
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+-0 
Sl 
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T2 
Sl x 
Figure 6.1: Bifurcation Diagram for the ellipsoid wit h ao = a , < a2 < a3 for ao = l. a2 = 
2, a3 = 3, h = 1. 
Thi. eq uation defin es a fou r d imensional objecl . I t is t he reduced phase space Pj = 
J - '(j) / SO(2), which is a smooth 4 dimens iona l mani fold for j # 0 and is not a smooth 
object fo r j = O. 
T he geode ic Aow on t he 2-ellipsoid reduced by t he £:2 act ion S is once again the 
bi ll ia r I, although here the £:2 action fi xes t he plane orthogonal to t he sma llest ax is, i.e. 
~o = 0, whe r as in t he 112 case the £:2 action fi xed the plane orthogonaJ to the la rgest 
a.xis. namely 6 = O. 0 
6.3 The Liouville foliation 
We investigate the topology of the invarian t level sets obta ined by fi x ing the constants 
of mot ion. T he energy moment um ma p is EM = (H, J , C) : N! --> ]R3. Since H for a 
geode i Aow i homogeneous in the Lllomenta we can fi x t he energy to. say, h. 
Theore m 6 .3.1. The image oJ the energy momentum map EM Jor constant energy H = 
h is the region in ]R2 bounded by the quadmtic curves (see figure 6.1) 
2ao I a2 ·2 g = 1+ J . 
ao - a2 aO(a2 - ao) (6.10) 
2ao I a3 ·2 9 = 1+ J , 
ao - a3 aO(a3 - ao) (6. 11) 
g = - 80:oh 1 '1 a20:3 - a5 ·2 (02 - 0:0)(a3 - Qo) J + a O(Ct2 - 0:0)(Q3 - ao)J . (6.12) 
7 
Singular· values oJ the energy momentum map are the boundary curves (e lliptic), their 
transverse intersections (elliptic-elliptic), the boundary between the two chambers oJ the 
bijm'cation diagram (hyperbolic), and the non-transverse intersections between the bound-
ary curves (degenerate). 
Proof. This is analogous to the 112 case. D 
ote that the curvatlUe of the boundary ClUves in figure 6.1 is different to the ClUvature 
of the boundaries in figlUe 5.1 for the 112 elli psoid because the boundary equations have 
different coefficients. For the 2ll ellipsoid, G will always change sign due to the form 
of the quadratic equations for the boundaries, which are always negative for J = 0 and 
always positive for the maximum J value. The tangency points can be positive or negative 
depending on the values of 0<0,0<2,0<3. 
The fibres of the energy momentum map at the singular values in the bifurcation 
diagram are then classified by 
Theore m 6.3.2 . The singular fibres over the boundary curve (6. 10) oJ the image oJ the 
energy momentum map at constant energy, with the exception oJ its intersections, are 
two-dimensional tori T2. At each intersection point oJ the boundary curves (6 .10) and 
(6. ll ) the singular fibre is SI . The singular fibre at the origin is two circles SI For the 
boundary CU1'Ues (6. 12) except at its intersections the singular fibre is two sets oJ two-
dimensional tori T 2. For the curve (6. 11) the singular fibre is a two-dimensional torus 
T2 Jor each point on the boundary oJ the bifurcation diagram, B x T2 on the region which 
divides the bifurcation diagram into two chambers, and T2 for the two degenerate points 
where the curve is tangential to (6.12), where B is the Fomenko atom. The fibre oJ a 
regular value in the image oJ EM is T3. The multiplicity is one Jor the chamber enclosed 
between (6.10) and (6.ll) and two Jor the chamber enclosed between (6. 11) and (6. 12 ). 
Proof. This is analogous to the 112 case. D 
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Chapter 7 
Three dimensional ellipsoid with two 
sets of equal semi-axes 
The three-ellipsoid with two pairs of equal axes is defined by 
(7.1 ) 
where ° < 0< , < 0<2 . The SO(2) x SO(2) symmetry group action is given by 
(7.2) 
where 
x - (xo cos 11, - X, sin 11
" 
Xo sin 11, + X, cos 111, X2 cos 112 - X3 sin 112, X2 sin 112 + X3 cos (12) , 
Y - (Yo cos 11, - y, sin 111, Yo sin 111 + Y1 cos 111, Y2 cos 112 - Y3 sin 112, Y2 sin 112 + Y3 cos (12 ) . 
\[J is generated by the momentum map M = (J
" 
J2) : M -> 1R2, where J1 = XOYI - X,yO 
and J2 = X2Y3 - X3Y2 are the angular momenta. 
The Dirac bracket is given by (3.2) with 0<0 = 0< , and 0<3 = 0<2 . 
7.1 Liouv ille Integrability. 
Theorem 7.1.1. The geodesic fiow on the ellipsoid with two pairs of equal axes is Liouville 
integmble. Constants of motion are the energy H = ~ (Y6 + YI + yi + yn, and angular 
momenta J1 and J2 . 
Proof H , J , and h commute with respect to the Dirac bracket (3.2). Moreover they 
are independent a1mo t everywhere since they are polynomials and independent a t , e.g., 
X = (fol ,O, O,O), Y = (0, 0, 1, 0). D 
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We note that we also have smooth globally defined integrals Cl and C2 . C I is defined 
by Cl = Fo + F I , where the Fi are as in (3.4) for the generic three dimensional ellipsoid , 
and letting 0<0 -; 0 1. Similarly C2 is defined by C2 = F2 + F3 for 0<3 -; 02 . Hence 
C l - Y5 + y~ + 1 [(XOY2 - X2YO)2 + (XOY3 - X3YO)2 
0< 1 - 0<2 
+ (X IY2 - X2 y ,)2 + (X2Y3 - X3Y2)2j , 
1 y~ + yj + [(XOY2 - X2 YO )2 + (XOY3 - X3YO)2 
02 - 0<1 
+ (X IY2 - X2YI) 2 + (X2Y3 - X3Y2) 2j . 
We have t he relations 2H = Cl + C2 and 
Cl + C2 _ Jf _ Ji = 0 
2 2 . 
0< 1 0<2 0<1 0<2 
These integrals will be used later in t he proof of the non-degeneracy of t he singular points 
of the moment um map. 
The group action lIt has the invariants 
7f~ = x5 + xi, 
71"~ = x~ + x~, 
related by 
I 2 2 71"2 = YO + YI ' 
2 2 2 
71"2 = Y2 + Y3' 
7f1 7fJ - (7fj)2 - (7f~ ?, 
I 7f3 = XoYo + XIYI, 
2 
71"3 = X2Y2 + X3Y3, 
7f! = XOYI - XIYO , (7.3 ) 
7f~ = X2Y3 - X3Y2, (7.4) 
(7.5) 
lIt is not free, but has fixed points at the origin in the Xo, XI, Yo , YI plane for O2 = 0 and 
in the X2, X3, Y2, Y3 plane for 01 = 0, or both. These are the only fixed points, and they 
occur for zero angular moment um only. When J I = 7fA = h # 0 and J2 = 7fJ = 12 # 0 
the fixed points are not in M - I(jI,j2), so excluding J I J2 = 0 we can reduce by lIt and 
obtain a regular reduced system. 
T heorem 7.1.2. A set of reduced coordinates (~I ' ~2 ' 1)1 , 1)2) is defined on the reduced phase 
space M - I(j l , j2)/ IIt , for jl12 # 0, by the f01'1nulae 
~I = F;, 6 =,;:;i, 
The reduced coordinates satisfy the Dirac bracket in ]R4[~ , 1)], i.e. {. , .}4 as defined in (3.2 ). 
The mapping R : ]R8 [X, y] -; ]R4[~ , 1)] is Poisson from ]R8 with {., .}s to ]R4 with {. , '}4 and 
the reduced system has reduced Hamiltonian 
(7.6) 
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Proof. Define a set of coordinate on lR4[~,1)l as shown. The new variables (6,6,1)1,1)2) 
are invariant under the group action W. The Poisson property of the map R , i.e. {f oR ,go 
R h = {f, g} 4 0 R follows from direct computation of the basic brackets, e.g. {6 , 6 } 4 = {J X6 + xi, Jx~ + xns = 0, etc. Using the identities 
(7.7) 
the new Hamiltonian is found , which is t hat of the geodesic flow on the ellipse plus an 
effective potential. In the new variables the two Casimirs are 
~11)1 + 61)2 = 0. 
0<1 0<2 
(7.8) 
D 
The condition jlj2 f. ° insures that the transformation to 1)i and the Hamiltonian are 
smooth. The reduced Casimirs show that the reduced phase space is T* 8 1 . Symplectic 
coordinates (ifJ, p",) may be chosen as 
~ I = ..fiii cos( ifJ), 6 = yfa2 sin(ifJ), 
-..fiii sin( ifJ )p", ..fli2 cos( ifJ )p", (7.9) 
These are symplectic coordiantes as {ifJ, p", } = 1. Expressing the reduced Hamiltonian in 
these coordinates gi ves 
H _ 1 ( P~ + if + ji ) 
-"2 0<1 sin 2(ifJ) + 0<2 cos2(ifJ) 0<1 cos2 (ifJ) 0<2 sin2 (ifJ) . (7.10) 
The contour plot for the reduced Hamiltonian is shown in figw-e 7.1. 
otice that ~i > 0, so that only one quarter of the circle, ° < ifJ < 7r / 2 is the reduced 
configw-ation space. When allowing the full circle the quotient by the Z2 x Z2 action that 
flips the sign of ~i' 1)i, i = 1,2 gives back the quarter circle. Here this action is trivial, as 
W has no fixed points in M - I(jloj2) for jI32 f. 0, but for the singular reduction it will 
become more interesting. 
The reduced Hamiltonian has one degree of freedom , and equilibrium points of the 
reduced system in general correspond to two-tori in full phase space. Since the reduced 
Hamiltonian grows monotonically with the moment a, for fixed energy these equilibrium 
points occw- at minima of H. Conversely, the image of the energy surface under the 
momentum map has as a boundary the values of moment a for which equilibria are found 
in the reduced system. 
Theorem 7.1.3 . The image of the energy sUljace Ch = {(x , y ) E T *cIH = h} under the 
momentum map is the convex region bounded by the polygon defined by the lines 
(7.11) 
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Figure 7.1: Contour plot of reduced Hamiltonian with Q I = 1, Q2 = 2, jl = 1, j2 = 0.4 
Proof The boundary of the image of the energy surface under the momentum map cor-
responds to the equilibrium points of the reduced flow. Equating {~i' il} to zero gives 
(7.12) 
so that 'f/i = 0, using the Casimir (7.8) . Using this, t he equation {ryi.iI} = 0 reduces to 
Q;j2 (~l + ~i ) = ~4 ( j? + ji ) . 
1 QI Q~ 1 Ql~? Q2~i (7.13) 
Dividing this equation by Q;jl~l gives ~tI~~ = QIJ?/(Q2ji) . Inserting the ansatz ~l = 
±S.jiiiji wi th a scaling factor s into the Casimir of the ellipse determines s and thus gives 
the result 
(7.14) 
The sign in the ansatz is chosen so that ±ji is positive. Evaluating the Hamiltonian 
at these critical points gives the critical values which are the boundaries of the polygon 
shown in figure 7.2. 0 
This result is a generalization of a general result by Atiyah [3] and Guillemin-Sternberg 
[33] on the convexity of the image of the momentum map. The classical result applies 
to compact symplectic manifolds only, but extensions to certain non-compact situations 
exist [63, 45]. The fibres over the momentum map in the compact case follow from the 
general theory. In the non-compact case treated here the fibres are computed explicitly 
using singular reduction. The singular reduction also works when hh = O. However , the 
reduced pha e space is not a smooth manjfold in this case. Previously we have seen that 
83 
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Sl x J2 
o Sl 
J1 
Figure 7.2: Bifurca 'ion di agra m f rthe lIi psoid with ao = a l < a2 = a3 fo r al = 1, a2 = 
2, h = 1. 
in the regular case jlj2 =J 0 the reduced phase space is the cotangent bundle over a n open 
interval in ,p. hence it is d iffeomorphic to ffi!2. 
T he bifurcat ion diagra m fi gure 7.2 can be considered as taki ng t he squa re root tw ice 
of the diagram in fi gure 3.3 bottom right. The line J I = 0 is where the lines Po = 0 and 
PI = 0 coll apse, a nd J2 = 0 is where F2 = 0 a nd P3 = 0 coll apse. In the li mit coming 
from t he generi c case the whole of each line wou ld appeal' to be cri t ical, in e they a re 
both on the bounda ry of the imag of t h n rgy-momentum ma p. Reca ll t hat t he limi t 
of Fo(ao - al) as al -> ao (o r PI(al-ao)) equa ls Jf, but not Jl . Simila rly Ji is t h limi t 
of F2(a2 - a3). O bviously Jl is s ingular when JI = O. but JI itself is not, and simil a rly for 
Ji- T hus taking t he square root twice of fi gure 3.3 bottom righ t gives fi gure 7.2. Upon 
thi tra nsition the cri t ical poin ts along the lines Po = Fl = 0 and P2 = P3 = 0 disappear. 
The boundary of t he convex polyhed ron the result of taking the squa re root tw ice of t he 
quad ra t ic curve in fi gure 3.3 bot tom ri ght a rising from the double roots. The mu lt ipl ic ity 
of t he regula r T3 changes from 4. to 1 for every r g ular poin t in t he im age. 
7.2 Singular R eduction 
Theor e m 7.2.1. The singular reduced space has one or two conical singularities. The 
only singular values of the energy-moment~£m map f07' constant ene7"f}y are the boundaries 
of the convex polygon forming the image of the energy surface muleT the momentum map. 
Proof. We use in variant theory to per fonn s ingula r reduction in order to find the reduced 
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phase space. The Casimirs for the system expressed in terms of the invariants are 
(7.15) 
and expressing the Hamiltonian in terms of the invariants gives 
1 (I 2) H = :2 71"2 +71"2 . (7.16) 
To find the reduced phase space M - 1(j I,j2)/1J1 we eliminate the invariants from the 
second relation (7.5). The reduced phase space is then defined by the equations 
(7.17) 
together with the inequalit ies 
(7.18) 
Differentiating the five equations with respect to the six variables and computing the rank 
we find that the surfaces defined by these equations are smooth manifolds unless one or 
both of the j i are zero. When j i = 0 then the non-negativity of 71"; and 7I"~ implies that all 
7I"t = 0, k = 1, 2, 3. 
We consider the three cases which may occur. For jlj2 of 0 we have the strict inequalities 
7I"} > 0, 7I"~ > 0, 7I"~ > O. Thus we can eliminate 7I"} and the resulting equation is that of a 
two-sheeted hyperboloid. Only one sheet is relevant due to the posit ivity of the invariants. 
This is t he [R2 found before using symplectic coordinates (rP, p",) . 
For the singular cases it is best to consider a covering of the reduced phase space. In 
section 4.2 th i was done for the action generated by a single momentum. Here we repeat 
the construction with both momenta. The result is that we describe the reduced phase 
space as that of the geodesic flow on the ellipse with coordinates (~, 'T/) quotient by the 
discrete group Z2 x Z2. The group action of the ith factor is given by flipping the signs 
of ~i , 'T/i · When ~i = 'T/i = 0 is not in the reduced phase space this action merely identifies 
the four quarters of the circle. In the singular case, however, conical singularities appear 
whenever j; = 0 and hence ~i = 'T/i = 0 is possible. When only one angular momentum is 
zero this gives one conical singularity in the reduced phase space, when both are zero it 
gives two. Thus the rednced phase space for jl = 12 = 0 is the canoe [18]. 
We consider the energy surface in the reduced phase space. Fixing the energy H = h in 
the Hamiltonian (7.16), we may use it to eliminate a further invariant in (7.17) because the 
Hamiltonian is linear in the invariants. Changing h leaves the energy surface invariant up 
to a scaling of momenta, which is always the case for geodesic flows. Fixing one positive 
h gives the equations 
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The singular points are where "i7QI x "i7Q2 = O. The only real solution to this equation 
1-0 ?T3 - , I 2/ml 1T2 = --. 
al 
(7.20) 
Finding the remaining invariants from the Casimirs and energy equation and substitu ting 
into the relations gi ves 
2h(1T 1)2 
·2 I Jl = , 
a l 
(7.21) 
Eliminating 1T I from these equations gives us the equation (7.11) for the convex polygon 
found earl ier. In other words the only singular values are on the boundary of the polygon. 
The important thing to note here is that the coordinates axes in the image of the momen-
tum map are not singular values, unless at the corners of the polygon. In particular also 
the origin)1 = 12 = 0 is not a singular value. The reason is that for h > 0 the conical 
singularities of the reduced phase space are outside the energy surface. 
The non-critical energy surfaces in the reduced pha e space are just circles, which can 
best be seen from the Hamiltonian (7.10). In the critical cases they are simply points. D 
The above theorem confirms that inside the image there are no critical points at all . 
The momentum map can be considered as a slice through the energy-momentum map 
for fixed energy. The complete imag of the energy-momentum map is a con over the 
polygon. Since the geodesic flow does not change with energy (up to scaling) the energy 
can be fixed to some positive value. In the fo llowing we are interested in the fibres of the 
energy-momentum map (for that fixed energy) , not just the fibres of the momentum map. 
7.3 The Liouville Foliation 
The fibres over a regular value of the energy momentum map is a T3. The fibres of 
singular values are described by the following theorem. 
T h eore m 7.3.1. Points on the edges of the convex polygon are corank one elliptic singular 
points and have have fibres T2. The corners correspond to corank two elliptic-elliptic 
singulw' points and have fibres SI . 
Pmoj. Consider the corner of the polygon given by J? = 2alh, J2 = O. Here the invariants 
have the values 1T1 = ab 1T~ = 2h, 1T~ = 0, 7r; = 0, 1T~ = 0, 1Tj = O. Take a point in the 
pre-image of the reduction map R from full phase space to reduced phase space 
(7.22) 
e.g. x = (fol, 0, 0, 0) , y = (0 , J2ii, 0, 0) . For the SO(2) x SO(2) group action the orbi t is 
(7.23) 
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where 
1; = (yIa;" cosB I , yIa;" sinB I , 0, 0), y = (- V2hsinB I , V2hcosB I , 0, 0) (7.24) 
which is a SI. Similarly for each of the other corners the fibre is a SI. 
The fibres over points on the edge of the polygon are found in a similar manner. Let 
(jl, h) be a point in the bifurcation diagram on the edge of the polygon, namely a solution 
of (7.11) , but not a corner. Then values of ?Tt, ?T~ and ?Tl are given by (7.20) and (7.21), 
and the other invariants then follow from the Casimirs and energy equation. In the 
reduced space the invariants for a point (j I, )2) on the boundary are 
2 rc;;[ . [ 
?TI = V 2h J2 , (7.25) 
d 1-0 2 -0 an 1f3 - J 1f3 - . A point in the pre-image of the reduction map is then found , for 
example, 
x = (.;;i, 0, 0, Ft), Y = (O,;;;i, [:i, 0). (7.26) 
Note that as the point (Jt,h) is not a corner then none of the values of XI , X4, YI or Y3 
can be zero. Thus the group action of SO(2) x SO(2) on this point gives T2 as an orbit. 
We show the non-degeneracy of the critical points as follows. Consider first of all the 
corners of the convex polygon. We choose the corner for which j l = 0, h = 2a2h to show 
non-degeneracy, bu t an analogous argument holds for t he other corners. For this corner 
we have the critical points Xo = Xl = Yo = YI = O. Here we find Cl = 0, C 2 = 2h. 
Evaluating the gradients we have \l JI = 0 and \lC I = 0, hence the critical points are 
of corank two. The Jacobians of the flow for Jl and Cl are then calculated , i.e . DXJ , 
and DXc , respectively. We evaluate the flows for a single point given by X2 = 0, X3 = 
y'il2, V3 = 0, V2 = V2h, and find J.LDXJ , +vDXc ,· This spans the Cartan sub-algebra; the 
4 eigenvalues are ±i (J.L± 2vv2had(a2 - al) ) ' Hence the critical points are of elliptic-
elliptic type. 
For the edges of the convex polyhedron, excluding the corners, we proceed as follows. 
Consider first of all the edge for which Jl > 0, h > O. We will give the proof of non-
degeneracy for this case, but analogous arguments hold for the other edges. Consider the 
new integral J( which we define by 
This is an integral because J1, J2 and H are integrals. Notice that J( = 0 is just the 
equation for the edge of the polyhedron. First we parameterise the edge, for example 
choose 
(7.27) 
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for an angle 'If; E [0, 7T / 2]. 
Then we find a point in the pre-image of the reduction map, e.g. 
X o = yIQ;" cos('If;), X l = 0, X2 = ..;a;. sin('If;), X3 = 0, 
Yo = 0, YI = V2h cos('If;), Y2 = 0, Y3 = V2h sin('If;). 
Assume further that 'If; # k7T / 2 for k E Z otherwise the point will correspond to a corner 
of the polyhedron. Calculating the flow of /( we get X K = O. We are on the boundary of 
the image of the momentum map, the equation of which is /(. Similar results have been 
shown in general [ll] in the theory of non-degeneracy. For the current sit uation we have 
a corank one cri t ical point . The J acobian of the flow DXK has two non-zero eigenvalues 
± i2V2/(Q2 + Q1 + (Q2 - (1)( A,:", - Jl~"2 )) . These eigenvalues never vanish and are of 
ellipt ic type. 
We could equally use general theory [ll] to find the singular fibres on the boundary of 
the convex polyhedron, as for a cOl'ank r singular point of ellipt ic type t he singular fibre 
is T 3- r. 0 
7.4 Actions 
Since the system is Liouville integrable, we may consider action angle variables in the 
neighbourhood of any regular point . Two of the action variables are the angular moment a 
J[ and J2. The third action is the action of the reduced system with one degree of freedom 
obtained from the Hamiltonian (7.10) along the contours C as seen in Fig. 7.1. Hence we 
have the following theorem 
T heorem 7.4.1. Action Integral. The action variables f or the geodesic flow on the three 
dimensional ellipsoid with 80(2) x 80(2) symmetry are the angulal' mom enta J1 , J2 and 
a third integral I defined by 
I = 2~ fa pq,dtjJ (7. 28) 
where 
(7.29) 
The action I is "natural" in the technical sense of [69], and simply means that we 
consider a cycle C such that dB1 = dB2 = 0, where Bi is the angle coordinate conjugate to 
the angular momentum 1;. Since the action is natural it is not necessarily smooth. 
The energy surface in action space is shown in figure 7.3. Notice that the action I is 
not differentiable with respect to J I and J2 on the axes )1 = 0 and ) 2 = O. We will prove 
this by calculating the derivatives of the actions and looking what happens on the axes. 
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I 
Figure 7.3: Energy surrace in action space with etl = 2. Q2 = 2. h = 1. 
I 
Figure 7.4: Smooth energy surrace in act ion space wit h Ql = 2,0<2 = 2, h = 1. 
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Further note that the faces of the "pyramid" are not planes. We can smooth the energy 
surface by plotting instead 1+ IJII + IJ2 1. This is shown in figure 7.4. 
The action integral has simple poles at '" = 0, ±7l' with residues ijk, respectively. It 
has branch points at values of 1> for which the momentum P4> vanishes. The integral is 
put into standard form by the substitution s = yfal cos( ",). The part of the integrand 
involving the angular momenta is the square root of the following expression 
(7.30) 
where G factorises as 
(7.31) 
The polynomial G has si and s~ as roots and hence ±Si are branch points (in S coordinates) 
of the action integral. In 1> coordinates we have branch points at 1>i given by al cos2( 1>i) = 
2 
Si· 
The action I is a complete elliptic integral with Legendre normal form 
I = 4J2h ((a~ + (a2 _ al) SDI/2 e (k) _ (ai + (a2 - al) sD S~ 211 (a2, k) 
27l'yfal al (ai + (a2 - al) S~) / 
+ (S~ - al)(ai + (a2 - al) sD 11 (,82 k)) (7.32) 
al (ai + (a2 - al) S~)1/2 ' 
where e and 11 are Legendre's complete elliptic integrals of the second and third kind 
respectively and the parameters are 
The derivatives of the action I with respect to the other action variables JI and J2 are 
(7.34) 
(7.35) 
tJ, has a simple pole at 1> = ~ whereas tJ
2 
has a simple pole at 1> = O. A picture of the 
complex plane with the branch points and poles is shown in figure 7.5. For jl = 0 we 
have SI = 0 and 0 ::; s~ ::; at, and for 12 = 0 we have s~ = al and 0 ::; si ::; al. In other 
words, when jl = 0 the branch point at S = SI coincides with the simple pole at S = 0 
(Le at 1> = ~) and when 12 = 0 the branch point at S = S2 coincides with the simple pole 
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a) 
b) 
c) 
+ 
.------... +i + .-----... 
X~---------~ X 
C2 • 
.----------. 
. ----------. 
-i 
Figure 7.5: Complex plane IC(s) and choice of branch cuts (a), integration paths for Pe 
for s~ --> 0 (b) and s~ --> C¥l (c). (d) and (e) show decomposition of Cl for case (b) and 
C2 for case (c). 
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at 8 = a:/2 (Le. at if> = 0). The integration paths in the complex plane are deformed so 
that the integral may be sptit up into two separate integrals for each case. The integral 
Ci around the branch points is expanded into a loop Bi around the pole in question and 
then the contribution from the pole R; is subtracted. For the case where SI coincides with 
° we have 
(7.36) 
and for the case where 82 coincides with a:/2 we have 
(7.37) 
Evaluating the residues of the integrand at the simple pole in question, we have 
J l 
Res,Bl = 27rilJd and Res,B2 = (7.38) 
We then have 
1· &I l' Jl d l' &I l' J2 Im - = Im - an Im - = Im--
J,-0 &Jl J,-0 IJI! J,-O &J2 J,-O 1J21 (7.39) 
by the method of residues. Hence 
tim &I = 1, tim &I = -1, tim &I = -1, tim &&]I = 1. (7.40) 
J,-0+ &Jl J,-0- &Jl J2-0+ &J2 J2-0- 2 
Denote the natural actions in each of the four quadrants of the plane in (JI> J2 ) as h+, 
L+, L_ and h-. They are related by 
where 
L+( -JI> J2) = SII++(JI, J2), 
L_( -Jl , -J2) = S2L+( -JI> J2 ), 
I+-(Jl, -J2) = SIL_( -JI> -J2), 
h+(JI> J2) = S2I++(J1> -J2), 
(-1 ° 0) SI = ° 1 ° , 
° ° 1 
(7.41) 
(7.42) 
We then define unimodular matrices Mi such that the appropriate natural actions and 
products of actions and M j join smoothly at the Jl and J2 axes. We have 
I++ = MIL+ = MlSII++ = M1h+, 
I+_ = M2L_ = M2S1I+_ = M2h-, 
L+ = M3L_ = M3S2L+ = M3L+, 
I++ = M4I+_ = M4S2h+ = M4I++, 
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Jl = O,h > 0, 
J1 = 0, J2 < 0, 
J2 = 0, Jl < 0, 
J2 = 0, Jl > 0, 
(7.43) 
on the appropriate axes. 
We see that MI and M2 have an eigenvalue 1 with eigenvector (0, J2, I)t and M3 and 
M4 have an eigenvalue 1 with eigenvector (JJ, O,I)t. The eigenvector equations and the 
fact that Mi E 8L(3, Z) show that M; must have the form 
( 1 0 0) Mi= ~i 1 0 ,iE{1,2}, 
,6i 01 . ( l~iO) M;= 0 1 0 ,iE{3,4}. o ,6; 1 (7.44) 
In fact, we have MI = M2 and M3 = M4 • As the derivatives of the actions must join 
smoothly at the axes we have 
M aL+ _ al++ 
I 8JI - aJI ' 
which implies that 
(7.45) 
o 0) 10, 
o 1 
(7.46) 
Taking a loop around around the origin and calculating the overall monodromy matrix 
M, gives 
(7.47) 
so monodromy is not present in the system. Globally smooth action variables can be 
defined by I, MISII, M3S2 MISII and (M28 1t l M382M I8 11 in each of the four quadrants 
of the plane, where 1 is the natural action in the (+, +) plane. Thus we have proved 
Theorem 7.4.2. The geodesic flow on the three dimensional ellipsoid with two pairs of 
equal axes has three global actions. 
Two of these actions are trivial, they are the generators of the symmetry. The third 
action is given by a non-trivial complete elliptic integral, and when using the separating 
coordinate system this action is not globally smooth. Instead it is only continuous across 
the lines Jk = O. Nevertheless, even though this natural action is not differentiable, 
different linear combinations exist which give actions that are smooth across the lines 
Jk = O. Moreover, completing a cycle around the origin there is no overall monodromy. 
Therefore a globally smooth and single valued third action exists in this case. It would 
be interesting to check whether it is possible to find a single formula in terms of standard 
complete elliptic integrals which is smooth. 
The absence of monodromy was to be expected since there are no critical points inside 
the image of the momentum maps. Nevertheless, from the point of view of the explicit 
calculation of the third momentum this is a non-trivial observation. 
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Chapter 8 
Higher degenerate three dimensional 
ellipsoids 
8.1 Ellipsoids with 13, 31 symmetry 
Consider the geodesic flow on the three dimensional ellipsoid corresponding to the group 
actions 80(1) x 80(3) and 80(3) x 80(1). Taking 80(1) x 80(3) first we have 
(8.1) 
where ao < al. The Casimirs and the Dirac bracket are the same as before with al = 
a2 = a3' For systems with non-commutative integrability (Le. where there are more 
independent integrals than degrees of freedom but not all of them commute), a more 
useful concept than the energy momentum map EM, when describing the dynamics of 
the system, is the energy Casirnir map EC. This is defined here as EC : T*JR4 -> JR x JR, 
(x, y) f-4 (H, J) where H = ~ (Y5 + yi + y~ + yn is the energy and J the total angular 
momentum arising from the symmetry group action of 80(3). 
Theorem 8.1.1. Non-commutative Integrability. The equations of the geodesic flow on 
the ellipsoid with a symmetry corresponding to 80(1) x 80(3) are non-commutative in-
tegrable; namely two independent involutive integrals are the energy H and total angular 
momentum J, and two independent but non-involutive integrals given by angular momenta 
L 12 , L 13 . The fibre over a regular point of the energy Casimir map (H, J) = (h, j) is a 
fibre bundle with base space 8 2 and fibre T2. 
Proof. The 80(3) group action gives rise to three angular moment a L 12 , L 13 , L 23 (defined 
by LI2 = XlY2 - X2YI etc.) belonging to the Lie algebra so(3)*. These are all functionally 
independent. The total angular momentum J is defined by 
(8.2) 
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Taking J as an integral leaves two functionally independent L ij • By a direct calculation 
{H,J} =0, 
Hence we have two independent involutive integrals and two independent but non involu-
tive integrals. We apply Nekhoroshev's theorem [59] on non-commutative integrability to 
show that motion takes place on invariant two tori T2. However, this is when we fix the 
constants of motion. Fixing J, L12 and L 13 is equivalent to fixing L 12 , L 13 and L23, assum-
ing that they are in the correct range (Le. obviously L 23 is defined by L~3 = J2 - Li2 - Li3 
and this must be positive). The individual angular moment a Lij belong to so(3)* which 
is isomorphic to R3 with the usual isomorphism of multiplication being mapped to the 
vector product. But this allows the Lij to vary over R3 so is not quite the situation here. 
For the energy Casimir map where we fix (H, J) = (h,j), the total angular momentum 
J is fixed so the Lij are free to vary but are constrained on a sphere 8 2 • So each regular 
fibre of the energy Casimir map is a fibre bundle with fibre ~ and base space S2. D 
An analogous situation to this result was described by Fasso [30] for broadly integrable 
Hamiltonian systems, of a meadow of actions in which there are flowers whose petals are 
tori parameterised by angles conjugate to the actions and whose centres are coadjoint 
orbits. 
For the group action 80(3) we have the invariants 
(8.4) 
(8.5) 
7r3 = X1Y1 + X2Y2 + X3Y3. (8.6) 
Note that for 80(3) we only have three invariants. We do not have an analogue of the 7r4 
which occurs as the fourth invariant of 80(2). The variables xo, Yo are trivial invariants of 
the group action. We use the invariants to define variables in a reduced system as follows: 
Lemma 8.1.2. A set of reduced coordinates (~o, ~1' 1]0, 711) is defined on the reduced phase 
space Ij = J-1(j)/80(3) by the formulae 
~o = XO, ~1 = ..fil, '1)0 = Yo, 7r3 1]1 = --. 
..fil 
The reduced coordinates satisfy the Dimc bracket in R4[~, 'I)], i.e. {.,. h as defined in (3.2). 
The mapping R : R8 [x, y] --+ R4[~, 1]] is Poisson from R8 with {., . la to R4 with {., . hand 
the reduced system has reduced Hamiltonian 
representing a one degree of freedom system on an ellipse. 
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Proof. The proof is analogous to lemma 4.1.2. D 
We carry out singular reduction by 
Lemma 8.1.3. The reduced phase space Pj = J-1(j)jSO(3) is an open subset ofT*SI, 
diJJeomorphic to ]R2, in the case that j # o. For j = 0 the reduced space is two dimensional 
with a conical singularity. 
Proof. The Casimirs and the Hamiltonian are linear in the invariants. The reduced phase 
space is a subset of ]R5[XO' yo, 71"1, 71"2, 7I"3J and defined by the Casimirs, the relation 71"171"2 -
71"5 = P and the inequalities 71"1 2: 0, 71"2 2: O. Eliminating the invariants 71"1 and 71"3 using 
the Casimirs gives 
(8.7) 
which defines the reduced phase space Pj = J-1(j)jSO(3). As before this is smooth 
except for j = O. For j # 0 we have 71"2 > 0 and the reduced phase space is one sheet of 
a two sheeted hyperboloid, which is diffeomorphic to ]R2. We can also see this by looking 
at the two Casimirs in the reduced variables (~o, ~b 7Jo, 7J1) which give an open subset of 
T* SI. We only have an open subset and not the whole cotangent bundle as 6 > O. For 
j = 0 we have 71"2 2: 0 and here we get a conical singularity in the reduced phase space. D 
For the singular fibres we have the following result. 
Theorem 8.1.4. Singular Fibres. For J = 0 we have a singular fibre S2 x SI and for 
J2 = 2Cli1h we have a singular fibre SO(3). 
Proof. For the geodesic flow on the ellipsoid corresponding to a symmetry group SO(1) x 
SO(3) we have 0 :::; J2 :::; 20i1h. Eliminating the invariants in the relation using the 
Casimirs and the Hamiltonian gives 
(8.8) 
Differentiating this relation with respect to the variables Xo and Yo and setting the deriva-
tives equal to zero gives a critical point at Xo = 0, Yo = O. Here the invariants are 71"1 = Clib 
71"2 = 2h and 71"3 = O. This gives us the singular value J2 = 20i1h. Inserting this value into 
(8.8) gives 
2 (1 (Oil - Oio) 2) _ 2hx6 < 0 Yo + 2 Xo - ----
Oio OiO 
(8.9) 
and hence the only solution is Xo = 0, yo = O. Thus the singular fibre is defined by the 
equations 
(8.10) 
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y~ + y~ + y~ = 2h 
XIYI + X2Y2 + X3Y3 = o. 
But this is just the unit circle bundle over 8 2 which is known to be 80(3). 
(8.11) 
(8.12) 
Note that the relation we differentiated to find the singular points was equal to P. This 
means that another singular point arises due to the problem with differentiability at J = O. 
We proceed to find the singular fibre here by first of all fixing the singular value J = 0 of 
the momentum map. So setting (8.8) equal to zero and rearranging gives the equation 
2h"3 _ 2h"o X2 
2 _ o}-O:o 01-00 0 
Yo - 2 ,,' Xo+~ 
(8.13) 
in the reduced phase space. The curve represented by this equation is homeomorphic to a 
circle 8 1 in reduced space. We now wish to find the singular fibre in the full phase space. 
For any point on the circle in reduced phase space, we choose any point in the inverse 
image of the reduction map, this being a point in full phase space, and look at the orbit 
under the group action of 80(3). As the point in full phase space is never a fixed point 
of the group action, or we would require (XI, X2, X3) = (0,0,0) and (Yb Y2, Y3) = (0,0,0) 
which is not possible, the orbit is always 8 2 and hence the singular fibre in full phase 
space is 8 2 X 8 1• D 
For the 80(3) x 80(1) group action, the situation is similar to the previous case. We 
have 
Theorem 8.1.5. 80(3) x 80(1) Ellipsoid For the geodesic flow on the ellipsoid corre-
sponding to a 80(3) x 80(1) symmetry, the behaviour of the flow is analogous to that of 
the 80(1) x 80(3) ellipsoid. For total angular momentum J we have 0 ::; P ::; 2aoh. 
For J = 0 we once again have a singular fibre 82 x 81, for P = 2aoh we have a singular 
fibre 80(3), and for intermediate values of P the points are regular and the regular fibres 
are a T2 bundle over 82• 
8.2 Ellipsoid with 80(4) symmetry 
Consider the geodesic flow on the three dimensional ellipsoid with all of the semi-axes 
equal, corresponding to the symmetry group action of 80(4). This case has been described 
in detail by Cushman[18J. For the sake of completeness we briefly mention some of the 
results. We have motion on the configuration space 
2 2 2 2 
Xo XI x 2 X3 1 
-+-+-+-= 
ao ao ao ao 
(8.14) 
This is the well known case of the geodesic flow on 8 3 • The Hamiltonian is given by 
(8.15) 
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with respect to Poisson's equations on T*JR4 with the Dirac bracket as previously de-
scribed. Notice that in this case the term Daiak in the Dirac bracket just becomes aa, 
the square of the radius of the sphere. The motion for this case may be summarised in 
the following theorem: 
Theorem 8.2.1. Fibres of Energy Casimir map. The regular fibres of the energy Casimir 
map for the geodesic flow on the ellipsoid corresponding to a 80(4) symmetry are 81 fibre 
bundles over the base space 83• There is a singular fibre of 83 at the singular value which 
occurs at a total angular momentum of zero, but here the energy is zero. 
Proof. For a 80(4) action there are six angular moment a Lab L02 , L03 , L 12 , L 13 , L23 but 
only five of these are functionally independent. Let J be the total angular momentum. 
We have the Casimirs 
XoYo XIYI X2Y2 X3Y3 0 
-+-+-+-= 
ao ao ao ao 
and the energy equation 
2 2 2 2 2h Yo + YI + Y2 + Y3 = 
(8.16) 
(8.17) 
(8.18) 
so we have invariants 71'1 = aa, 71'2 = 2h and 11'3 = O. The relation between the invariants 
is 
(8.19) 
and so the Hamiltonian and total angular momentum are dependent. We therefore have 
one independent involutive integral J and four independent but non-involutive integrals, 
let us say Lab L02 , L03 , L 13 • Applying Nekhoroshev [59) we see that motion will take place 
on one dimensional tori 8 1• The Casimirs and energy equation show that a regular fibre 
of the momentum map is a 8 1 fibre bundle over 8 3. 
For singular points of the momentum map we have Yo = YI = Y2 = Y3 = 0 and hence 
zero energy h = O. Therefore J = 0 and h = 0 and we have that every point on the sphere 
8 3 where the motion is stationary is in the singular fibre of the momentum map. Hence 
the singular fibre is 8 3 . D 
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Chapter 9 
The general degenerate ellipsoid 
9.1 Geodesic flow on the generic ellipsoid 
We now investigate the geodesic flow on the general degenerate ellipsoid; namely an n-
dimensional ellipsoid for which some of the semi-axes may be equal. Much of the theory 
is analogous to the degenerate C. Neumann problem described by Dullin and Hansmann 
in [26]. In this chapter we follow the methodology used by Dullin and Hansmann, but 
adapted to the case of the geodesic flow on the degenerate ellipsoid. 
Consider an n-dimensional ellipsoid [; embedded in Rn+l with coordinates given by 
x = (xo, ... , xn ). The equation for the ellipsoid is (A-lx, x) = 1 with the standard 
Euclidean scalar product (,) and a positive definite matrix A. We can always diagonalise 
this quadratic form by an orthogonal transformation and we denote the eigenvalues of A 
by 0 < ao ::; ... ::; an. Thus we may assume that A is diagonal and the standard form of 
the ellipsoid [; with semi-axes ..;a; embedded in Rn+! is 
n 2 
"X. Cl = L..J -' - 1 = O. 
i=O Q'i 
(9.1) 
For the generic non-degenerate ellipsoid the semi-axes are distinct. The Lagrangian of 
a free particle with mass 1 is L = ~ L::~=o ±r The equations of motion with Lagrange 
multiplier A enforcing the constraint Cl = 0 are 
.. AA-l X= - x, (A-lx, x) A = (A lX, A IX)' (9.2) 
As we have seen in section 2.7, the equations for free motion on a Riemannian manifold 
are equivalent to the equations of the geodesic flow. The geodesic flow on the ellipsoid is 
the classical example of a non-trivial separable and thus Liouville integrable Hamiltonian 
system. It is the prime example in Jacobi's famous "Vorlesungen iiber Dynamik" [35] 
and may be considered as his motivation to develop Hamilton-Jacobi theory and the 
solution of the Abel-Jacobi inversion problem. Jacobi [35] solved this problem in 1838 by 
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defining a set of generalised coordinates on the ellipsoid, the Jacobi ellipsoidal coordinates, 
constructing the Hamiltonian from the Lagrangian corresponding to free motion on the 
ellipsoid, then solving the Hamilton-Jacobi equation, for which his coordinates were a 
separating coordinate system. We should note that finding a Hamiltonian description of 
the equations of motion for a given mechanical system is not difficult. The problem is 
finding a separating system of coordinates in which the Hamilton-Jacobi equation may be 
solved. As there is no set procedure for finding such a set of coordinates, the traditional 
approach has often been to find sets of coordinates which can be separated and then look 
for problems to which they can be applied. 
The modern treatment of the geodesic flow on the ellipsoid was pioneered by the Ziirich 
school, namely by Moser [54, 55, 56, 57] in 1979-80 and Knorrer [36, 37] in 1980-82, 
generalising to the n-ellipsoid and providing smooth integrals and the general solution in 
terms of O-functions for the generic case of an n-ellipsoid with pair-wise distinct semi-
axes. Separation leads to a curve of genus n and the n actions are given by integrating a 
differential of second kind over a basis of real cycles. The generic motion on an n-torus 
corresponds to a non-degenerate curve. Special motions correspond to degenerate curves. 
We reproduce Moser's result [55] here for the ellipsoid where all of the semi-axes are 
distinct, 0 < ao < ... < an. 
Theorem 9.1.1. Geodesic Flow on an Ellipsoid. The geodesic flow on the n-dimensional 
ellipsoid with distinct semi axes .jQi embedded in lRn+1 is integrable, and possesses the 
following polynomial integrals, which are in involution 
"'. ( ) _ 2 + Ln (XiYk - XkYi)2 
r. X,Y -Yi , 
a·-ak k#i,k=D l 
i = 0, . .. ,n, 
where Yi are the momenta conjugate to Xi. The energy has the form 
1 n 
H="2LFi 
i=O 
and on T* c: the integrals are related by 
(9.3) 
(9.4) 
(9.5) 
Proof. See Moser [55] for a full description of the proof. It is only intended to sketch the 
points here that are required for the extension to the degenerate ellipsoid. 
Moser restricts the Hamiltonian on the embedding space T*lRn+1, which is a symplectic 
manifold, to the symplectic submanifold which is the cotangent bundle of the embedded 
ellipsoid T* C:. In the embedding space the canonical moment a Y = (Yo, Yl, ... ,Yn) satisfy 
the canonical Poisson bracket relations 
(9.6) 
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Moser's proof uses properties of confocal quadrics, described by Chasles [14J, to show that 
there exists an orthogonal (n+ I)-frame associated with each line in ]Rn+! which touches n 
confocal quadrics. This is used to show the functional independence of the integrals in the 
full space, but there is a relation (9.5) between them when we restrict to the ellipsoid. The 
integrals are rational functions which exist globally and are in involution on the ellipsoid. 
Moser defines the following polynomials: 
n 
" XiYi Qz(x,y)=L..J ,zEC, 
i=OQi- Z 
Qz (x) = Qz (x, x) , 
Q(x,y) = Qo(x,y), 
Q (x) = Qo (x, x) . 
Now consider the function F as a Hamiltonian where 
1 F = 2 (Q (y) - Q (x) Q(y) +Q2 (x,y)). (9.7) 
Moser showed that the system for the Hamiltonian vector field X p with Hamiltonian F 
is integrable by finding n-independent involutive integrals for the system. 
The involutive integrals Fh given by (9.3), were found by showing that the function 
i[>z (x, y), defined by 
i[>z(x,y) = Qz(y) - (Qz (x)Qz (y) - Q~ (x,y)), (9.8) 
may be expanded as partial fractions 
'" ( )_2:n F;(x,y) 
""z x,y - . 
a·-z i=O t 
(9.9) 
The restriction of the Hamiltonian 
(9.10) 
to the set 
{I - Qo (x) = 0, Qo (x, y) = O}, 
defines the geodesic flow on the ellipsoid £ and the restricted Hamiltonian on the ellipsoid 
is given by 
H* = ~ttytt2 - IlF, (9.11) 
where Il is a constant. o 
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Remarkably, the integrals (9.3) described by Moser weren't know classically. They were 
discovered by Uhlenbeck [67] and are also described by Devaney [19]. 
Moser's method breaks down if any of the semi-axes are equal, as poles appear in 
the expressions for the involutive integrals Ft. However, it is not difficult to adjust the 
method to take account of this. Consider the situation for the ellipsoid £ with several 
sets of equal semi-axes. The equation for the ellipsoid with several sets of equal semi-axes 
can be written more concisely as 
(9.12) 
where Io, ... ,Im are m+ 1 index sets, with the set Iu containing ku equal semi-axes whose 
squares are given by au • Suppose also that 
0< ao < ... < am. 
The Hamiltonian on the full phase space T*m.ko+ ... +km is given by 
1 m 
H='2LL>i-
0'=0 iEI(T 
(9.13) 
Due to the symmetry inherent in the system, one has the group action of SO (ko) x 
... x SO (km) acting on the configuration space, which lifts to the phase space. The 
Hamiltonian is invariant under this group action. Hence the symmetry gives rise to a 
momentum map, which provides some of the constants of motion of the system. We have 
the following theorem: 
Theorem 9.1.2. Integrals for the Degenerate Ellipsoid. The geodesic flow on the generol 
degenerote ellipsoid, with a symmetry represented by the group action SO (ko) x ... x 
SO (km), possesses the following polynomial integrols of motion, which are in involution 
where 
Lij (x, y) = XiYj - XjYi. 
The energy has the form 
1 m H='2L Fu. 
0'=0 
a=O, ... ,m, (9.14) 
(9.15) 
(9.16) 
A further set of integrols Ju , a = 0, ... ,m, also exists, which are in involution with each 
other and the Fa integrols. They are defined by 
J;(X,y)= L L?j' (9.17) 
i,jE/(T,i<j 
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These integrals are related on r* £ by 
f :" -f ~~ = O. (9.18) 
a=O a 0'=0 (J' 
An addition set of integrals consists of the angular momenta Lij for i, j E J" and a = 
0, ... , m. These integrals are in involution with the integrals F" and J", but with each 
other the following bracket applies 
[Lij , Lkd = DikLjl + DjlLik - DaLjk - DjkLa. (9.19) 
Proof. The integrals for the degenerate ellipsoid are described by Liu Zhangju in [47]. Liu 
proves that the C. Neumann problem is completely integrable for arbitrary eigenvalues 
of the potential matrix, i.e. multiple eigenvalues are possible, and describes a set of 
involutive, independent integrals. The analogous result for the degenerate ellipsoid is 
then given by Liu as a corollary to his result for the degenerate C. Neumann problem. 
The same partial fraction method as used by Liu for the degenerate C. Neumann problem 
is used here to find the integrals for geodesic flow on the degenerate ellipsoid. 
The integrals for the geodesic flow on the degenerate ellipsoid are derived using the 
same method as Moser used for the ellipsoid with distinct semi-axes, but modifying it to 
take into account the degeneracy in the ellipsoid. In this case we can expand the function 
<pz(x, y) into partial fractions as 
"'( )_~F,,(x,y) ~J;(x,y) 
"'z x,y - L...J - L...J 2 
0'=0 Ou - Z u=o (nu - z) 
(9.20) 
where F" and J" are as stated in the theorem. 
The angular moment a Lij arise from the symmetries of the system which we get from 
the momentum map, i.e. Lij E so(ki)*. So for each group SO(ki)' we have (2ki - 3) 
independent angular momenta L ij . This is further explained in the following section on 
the momentum map. The total angular moment a J", a = 0, ... , m define a further set of 
integrals. Since each J" is derived from the (2k" - 3) independent angular momenta L ij , 
to retain independence we may consider as integrals for each group action SO(k,,) the 
total angular momentum J" and (2k" - 4) independent integrals L ij . These then form a 
set of (2k" - 3) independent integrals. 
The integrals F" are analogous to the integrals F; given in (9.3) for the ellipsoid with 
distinct semi-axes. They are related by 
F" = Hm '" F;, 
Gi-Qu ,iE1cr L.t 
i€I" 
which can be seen by writing the sum as 
(9.21) 
(9.22) 
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Now taking the limit for O<i -> 0<0" for all i E 10" gives the result. 
Adding together the FO" gives the energy as stated. The relation between the integrals 
is because the flow is on the cotangent bundle of the ellipsoid. 
Note that for the degenerate ellipsoid not all the integrals are in involution. 
(a) The integrals FO", JO" are in involution with themselves and all of the integrals Lij, 
i, j E 10"' i < j, (J' = 0, ... ,m. This follows from a direct calculation using the canonical 
bracket. Liu [47] uses a different method to prove involutivity, which uses the equivariance 
of the momentum map of SO (ko) x ... x SO (km) and various identities involving the 
brackets. Note that the integrals JO" are not differentiable for the case of zero total angular 
momentum when kO" > 2. 
(b) The integrals Lij are not all in involution with each other. Direct calculation gives 
the bracket between them as stated. The bracket is non-zero in the case that only one 
index is repeated, otherwise it is zero. 
As in the non-degenerate case, the Hamiltonian restricted to the ellipsoid is given by 
H* = ~IIYW - J.!F 
where F is defined in (9.7). 
(9.23) 
D 
Moser's method for finding the integrals of the geodesic flow takes the approach of restrict-
ing the flow to a symplectic submanifold T*E and then finding the reduced Hamiltonian 
H* on that submanifold. An alternative Hamiltonian description can be obtained by 
introducing momenta Yi = Xi (where Xi is still a coordinate in the embedding space 
]Rko X ••• X ]Rkm) and enforcing the constraint by replacing the standard symplectic struc-
ture dx 11 dy by a Dirac bracket. Let n be the number of degrees of freedom of the system, 
given by n = ko + ... + km - 1. The constraint Cl = 0 for being on the ellipsoid may be 
written 
m 2 
Cl = L L Xi - 1 = o. 
O • 0<0" q= ~Elu 
(9.24) 
The Dirac bracket preserves the ellipsoid Cl = 0 and its tangent space 
(9.25) 
We then have, by a straightforward calculation of the Dirac bracket from Definition 2.1.7, 
and the fact that TOE, embedded in P = T*]Rko+ ... +km is defined by the constraints 
Cl = C2 = 0 used to construct the Dirac bracket, the following lemma. 
Lemma 9.1.3. The Dirac Bracket. The Dime bmeketfor the geodesieflow on the geneml 
degenemte ellipsoid is given by 
{Xi, Xj}2(n+1) = 0, 
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where i E Iv, j E I" (v and (J need not be distinct), and with the notation 
Hence (P, {.,.}) is a Poisson manifold with T*£ as a symplectic leaf. 
The subscript 2(n+1) on the bracket indicates the dimension ofthe space P. Later, when 
we deal with reduced spaces, this dimension will be adjusted accordingly to indicate which 
bracket is being discussed. However, where it is clear which space is being discussed we 
omit this subscript. 
Note that if ki = 1, 'Vi = 0, ... , m, the above expression specifies the Dirac bracket for 
the generic ellipsoid with distinct semi-axes. 
The Hamiltonian written in canonical variables in the embedding space is 
1 m 
H=2 LLY; 
0'=0 iE1cr 
(9.26) 
but because the coordinates do not form a generalised set, the equations of motion are 
given by the Poisson equations 
Xi = {xi,H}, Yi = {Vi, H}, (J = O, ... ,m (9.27) 
using the Dirac bracket, where we have omitted the subscript n. Let X H be the Hamilto-
nian vector field generated by H. Using this method the F,,, J" and Lij defined in theorem 
9.1.2 are still integrals of the system, but in our new formulation the integrals F" and J" 
are in involution with respect to the Dirac bracket, and relation (9.19) for the Lij holds 
for the Dirac bracket. Furthermore, we do not need to restrict the Hamiltonian H in the 
full phase space to T*£, giving a new Hamiltonian H*, as the geometry is encapsulated 
in the bracket. 
£ is an embedded submanifold in IRko x ... X IRkm. The group G = SO (ko) x ... x SO (km) 
acts on IRko x ... X IRkm and lifts to T* (IRko X •.• X IRkm) by cotangent lift. Define the 
total angular moment a J" of each group action SO(k,,), for k" :::: 2, by 
J;= L L~j' (9.28) 
i,jE/CT,i<j 
We now have the following lemma for group action of G: 
Lemma 9.1.4. Invariants of the Group Action. Invariants for the group action arise 
from each of the factors SO(k,,) in the direct product and are given as follows: 
(i) If k" = 1 then trivial invariants of the group action are Xi, Yi for i El", 
(ii) If k" = 2 then invariants of the group action are 
11"3 = L XiYi, 
iE1a 
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i < j. 
(iii) If k" ~ 3 then invariants of the group action a.,.e 
1rt = LX;, 71"2 = LY;, 71"3 = LXiYi. 
iE1cr iEICT iEICT 
The following .,.elation exists between the invariants for k" ~ 2, 
Proof. It is easily seen that the expressions given above are invariants of the group action 
due to the properties of orthogonal groups. For g E 80(n) we know that (g.x, g.y) 
(x, y) for x, yE lRn and an inner product (.,.) and hence the results. 
We have the relation between the invariants because 
71"171"2 - (71"3)2 = (L xi) (L YJ) - (L XiYi) 2 
t€ItT \;EICT 'tEla 
= LxM + L XiYJ - Lxiyi - 2 L XiYiX;Y; 
iEI(1 i,jElcr,i=j:.j iEICT idEI(T,ii=-J 
i,jElq,i<j 
o 
We note the presence of the fourth invariant 7I"r for the action of 80(2), and the relation 
between the invariants is 7I"17l"~ _(71"3)2- (7I"n2 = O. We have J; = (71":)2, but the important 
fact is that in this case we can remove the square root and write J" = 7I"r; there is a fourth 
invariant as the square root of J" is a polynomial because there is only one term in the 
sum for J" and we have J" = L i;. In other words, we have been able to recover the sign 
of the angular momentum when we take a square root. For k" ~ 3 we cannot have a 
fourth polynomial invariant, and in this situation it is not possible to recover the sign of 
the total angular momentum. J" is only differentiable at J" = 0 in the case of k" = 2. 
For k" ~ 3 it is often more useful to work with the Casimir W" defined by 
W" = L LT;, (9.29) 
i,jE/u.i<j 
rather than the total angular momentum J" which necessitates taking a square root. 
The Hamiltonian on the full space, written in terms of the invariants, is 
(9.30) 
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The two Casimirs may be expressed in terms of the invariants by 
m " 
'" 1r1 Cl = L..J-' 
et 0'=0 q 
(9.31) 
Given the expressions for the Dirae bracket for the canonical coordinates Xi, Yj, it is 
possible to evaluate the Dirae bracket for all pairs of invariants. This leads to the following 
lemma. 
Lemma 9.1.5. Poisson Algebra of Invariants. The space of invariants of the group action 
G = SO (ko) x ... x SO (km) forms a Poisson algebra under the Dirac bracket. 
Proof. Evaluating pairs of invariants using the Dirac bracket and expressing the results 
in terms of the other invariants gives the following relations 
{1rf, 1rf} = 0, 
{1rf,1rn = 0, 
{1rf,1rj'} = 
Note that 
m " 
D= L::1r~. 
a 
0'=1 " 
If any of the kv = 1 we get the additional relations 
{Xi,1l'f} = 0, { er} 2 < 21rf Yi, 1r1 = - XiU"v + D ' 
QqQ'j.I 
Hence the space of invariants in closed under the Dirac bracket. The properties of bi-
linearity and anti-symmetry for the space of invariants directly follow on from the defi-
nition of a Poisson bracket. However, it is not guaranteed that the Jacobi identity will 
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hold. It is therefore necessary to perform a series of calculations to ensure that the J a-
cobi identity is satisfied. This must be carried out for every triple of combinations of the 
invariants 1f'{, 1f2 and 1f~, plus the trivial invariants Xi and Yi, including the cases where 
the superscripts are all distinct, where two are equal and where three are equal. These 
relations must be evaluated, for example 
{1fr, {1fr, 1ffn + {1fr, {1ff, 1ff}} + {1ff, {1fr,1frH = {1fr, O} + {1fr, O} + {1ff, O} = 0, 
and 
21fr (1 {" f3} 1ff '"' 1 {" 'Y}) 
- - a Q D 1rl,7rl - D2 L..J 0:'2 7f1,7fl 
vf3 "1 'Y 
21ff (1 {V"} 1ff '"' 1 {V "1}) + a a D 1f1>1f) - D2 ~ a 2 1f),1f) 
f3O' "1 "1 
which is equal to zero as all the brackets involve 1f1. 
Doing this for all of the identities, it is found that the Jaeobi identity is satisfied. 
Therefore the space of invariants under the Dirae bracket forms a Lie algebra. The 
Leibnitz identity also automatically follows from the definition of the bracket, and so we 
have a Poisson algebra. The constrains C) and C2 are Casimirs of the bracket, as are the 
total angular moment a JO' • D 
9.2 The momentum map for the generic degenerate 
ellipsoid 
We consider the momentum map for the group action 80 (ko) x ... x 80 (km) which we 
have for the general degenerate ellipsoid, and under which the Hamiltonian is invariant. 
Let us start by considering the case of the action of 80(n) on JRn for n ~ 2. We will then 
extend this to an action of a direct product of special orthogonal groups on JRko x ... X JRkm. 
We should note here that a group action 80(1) on JR has no effect. 80(1) is topolog-
ically a point, and 80(1) acting on JR merely maps the point to itself X t-> x. We use 
80(1) in a direct product to indicate variables which are not affected by the group action. 
There is no momentum map arising from a group action of 80(1). 
Note that the components of the momentum map J are the angular moment a Lij = 
XiYj - XjYi. The dimension of the cotangent bundle is 2n and that of the Lie algebra dual 
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so (n)* is !n (n - 1). However, only 2n - 3 of the Lij are functionally independent. This 
is explained in the following theorem. 
Theorem 9.2.1. Weak Regularity Theorem. For p, "# 0 any point (x,y) E J-1 (p,) is 
regular for n = 2 and n = 3 and weakly regular for n > 3, where J is the momentum 
map of the lift of the action of a special orthogonal group SO( n). The space J-1 (p,) is 
diJJeomorphic to a hyperboloid embedded in]R4 forn 2: 2 and there are (2n-3) functionally 
independent angular momenta Lij which satisfy the PlUcker relations. 
Proof Recall first of all that we call p, a regular point of J if the Jacobian of J has full 
rank for all p E J-1(p,) and that p, is weakly regular if the tangent space at any point 
pE J-1 (p,) is equal to the kernel of the Jacobian of J at p and J-1 (p,) is a submanifold 
of the domain of J, T*]Rn. 
Given a function H : ]R2n -+ ]R, the Hamiltonian vector field is defined by 
XH = (~I ~) ( E ) . (9.32) 
For x, y E ]Rn consider the invariants 71"1 = ! (x, x), 71"2 = ! (y, y) and 71"3 = (x, y) for the 
group action SO (n). The Hamiltonian vector fields calculated from these invariants are 
then given by 
(9.33) 
These vectors are linearly independent when J "# O. The kernel of DJ (x, y) is defined by 
kerDJ(x,y) = {((x,y),(u,v))I (x,y) Er1(p,), 
YjUi - YiUj + XiVj - XjVi = 0, Vi, j = 1, ... ,n} (9.34) 
by a direct calculation of the J acobian of the momentum map. Of course, given (x, y) E 
J-1 (p,), one has that (XiYj -XjYi) = J.lij,i < j,p, E so (n)*. Hence it follows that the 
independent vector fields X"., X"2 and X"3 all belong to the kernel. So the kernel will 
always have dimension greater than or equal to 3. In fact, the dimension will actually be 
precisely equal to 3, as will be seen, as we will show that all cases are diffeomorphic to 
the case n = 2. 
Consider the case n = 2. For the case of p, = 0, one has X1Y2 - X2Y1 = 0 so (0,0,0,0) E 
J-1 (0). At this point DJ has rank zero so this is a singular point. If p, "# 0 then DJ will 
always have rank 1 unless (x,y) = (0,0) which is not in J-1 (p,). So for the case n = 2 
there will always be a regular value for p, "# o. Hence J-1 (p,) will be a submanifold of 
T*]R2 with codimension 1, so its dimension is 3. 
For the case n = 3 one has J : T*]R3 -; so (3)* ~ ]R3. By using the isomorphism with 
]R3, a direct algebraic calculation of the Jacobian shows that for p, = 0 there is a singular 
point and that for p, "# 0 there will always be a regular point. The submanifold is of 
codimension 3 in the cotangent bundle T*]R3. 
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For cases n = 2,3 the regular submanifold is of dimension 3. For n > 3 values of J.t i' 0 
will only be weakly regular. One can now determine the exact nature of the space J-1 (J.t). 
Let ei, i = 1, ... ,n be the standard basis for ]Rn and eij, i, j = 1, ... ,n be the standard 
basis for so (n) defined by (see e.g. Cushman [18]) setting the (k, l)th element of eij equal 
to 
{ 
1, ~f (k,/)=(i.'~) 
-1, If (k, I) = (J,~) 
0, otherwise 
The standard basis for the dual space so (n)* is defined by the transpose etj = erj' 
Now consider any point (xo, Yo) such that J (xo, Yo) = J.t, and furthermore assume that 
the vectors Xo and Yo are not parallel. Then Xo and Yo will span a plane. This plane 
may be written as span{xo,Yo}. As the action of SO(n) on]Rn is transitive, we can 
always find 9 E SO(n) such that span {Xo,Yo} is mapped to span {e;, ej} for any two 
of the standard basis vectors for ]Rn. As (xo, Yo) E J- I (J.t), if we transform the plane 
span{xo,Yo} into span {e;,ej} we see that J.t is transformed into Ad;_lJ.t. However, as 
any point in the original plane spanned by Xo and Yo is transformed into a point in the . 
plane spanned by ei and ej, the transformed value of J.t is also equal to J.toe:j where J.to is 
a scalar. Hence Ad;-lJ.t = J.toe;j' In effect, this is the same as the case for n = 2, where 
one had J- I (J.t) = {(x,y) E T*]R2 : XIY2 - X2Yl = J.t}. Hence it has been shown that in 
the general case one has 
J-1 (J.t) = {(x,y) E T* (span {xo,Yo}) : J (xo,Yo) = J.t, 
(gx)i (gY)j - (gx)j (gY)i = J.toe:j} (9.35) 
where 9 E SO (n) is the element which maps the plane span {xo, Yo} to span {ei' ej} and 
J.to the scalar defined by Ad;_lJ.t = J.toeij. 
Hence we know the full structure of J-1 (J.t) as we understand the case n = 2. In T*]R2 
the set has the structure of a hyperboloid in ]R4 defined by ~i1)j - ~j1)i = J.to for some 
coordinates ~i and 1)j. The general case is diffeomorphic to this, the diffeomorphism of 
which is given by (gX)i (gY)j - (gx)j (gY)i = J.toeij where 9 is the transformation between 
the planes. 
A regular point is always weakly regular, essentially by definition. To show this we 
only have to show that for a regular value one has ker DJ(x, y) = T(x,y)J-I(J.t). For the 
general n dimensional case we have 
DJ (x, y) : T(x,y)T*]Rn -> TJ(x,y)SO (n)*. (9.36) 
However, we have already shown by the submersion theorem [44] that for the case n = 2 
the submanifold J-l(J.t) has codimension 1 in T*]R2 and for n = 3, codimension 3 in T*]R3. 
Hence in both cases the dimension of the tangent space T(x,y)J-I (J.t) is 3. Any point in 
the tangent space will therefore be contained in the kernel, and hence a regular point is 
weakly regular. 
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Now apply the rank and nullity theorem [44] to the derivative DJ at a weakly regular 
point (x, y) for any dimension n. We know that T(x,y)T*lRn has dimension 2n and that the 
rank of ker DJ(x, y) is always equal to 3 for a weakly regular point (x, y). The theorem 
tells us that the dimension of the image of DJ(x, y) is equal to (2n - 3). Hence DJ(x, y) 
has rank (2n - 3) for a weakly regular point (x, y) or, in other words, (2n - 3) of the Lij 
are functionally independent. The relationship between the Lij is given by the Plucker 
equations [44] in Cartan's exterior algebra. 
Recall that the Stiefel manifold, Vn,2, is defined by 
Vn ,2 = {(v, w) E (lRn? : (v, v) = 1, (w, w) = 1, (v, w) = o}. (9.37) 
This manifold has dimension 2n - 3. Let us now choose the two vectors v and w in terms 
of the standard basis vectors ei as v = L~l vie;, w = L~l wiei' An orthonormal frame 
is then given by 
~ = v 11 w = L:(ViWk - vkwi)ei 11 ek. 
i<k 
Suppose that we define Pik = (viWk - VkWi ). As ~ is decomposable into two I-vectors then 
~ 11 ~ = 0 so we get the equation 
so 
L: L: PikPjlei 11 ek 11 ej 11 el = 0 
i<k j<1 
L: L: PikPjl = O. 
i<k j<1 
These are the Plucker relations. There are actually (~) of these relations, corresponding 
to the number of basis elements ei 11 ej 11 ek 11 el. In other words, this is the problem that 
given any 2-vector in lRn , in which situations is it decomposable into two I-vectors. We 
may consider the parameters Pij to be analogous to the angular momenta L ij • 
For n = 4 there is only one relation, namely 
(9.38) 
However for n = 5 there are m = 5 relations. As there are 10 linearly independent Lij, 
which follows from the dimension of so (5)*, this would seem to contradict the statement 
that there are only (2n - 3) = 7 functionally independent angular moment a, which would 
correspond to having only 3 relations between them. The reason for this is that although 
the Pliicker relations are independent as equations on the whole space lR2n , when we 
restrict to the submanifold defined by equating them to zero then they become dependent. 
Hence there are too many relations when n is greater than 4. Unfortunately there is no 
simple expression relating the equations for this case. D 
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We now want to consider the orbits and co-adjoint orbits for SO(n) acting on T*]Rn. We 
restate a lemma given by Dullin [26J for this instance. 
Lemma 9.2.2. Orbit and Co-Adjoint Orbits for SO(n) acting on T*]Rn. 
(i) Let p = (x,y) E J-1 (J.L), then the G orbit of p under the action <I> is given by 
G/Gp = SO (n) ISO (n - d) = Vn,d where Vn,d is a Stiefel manifold and d = span{x, y}. 
The cases are d = 0 the trivial case where x = y = 0, d = 1 the singular case where in 
fact Vn,l = sn-l and d = 2 the regular case. 
(ii) For a (weakly) regular point J.L i 0, the co-adjoint orbit 0" is given by G/GJ.L where 
the co-adjoint isotropy subgroup is defined by GI' = {g E G: Ad;_l (J.L) = J.L}' The co-
ad joint orbit is found to be G/G" = SO (n) / (SO (2) x SO (n - 2)) = Gn,2, which is a 
Grassmanian manifold. 
Proof. The first part follows quite simply from the expression for an orbit of a point p of 
the action of a group G which is G/Gp. If d = 0 then Gp = G = SO(n) so the result is 
obvious. For d = 1 then x is parallel to y and so Gp = SO(n - 1), etc. See Dullin [26J 
for full details of the proof. 0 
We can simply extend the results for SO(n) to the case of a direct product, ]Rko x ... x]Rkm. 
We get the following lemma. 
Lemma 9.2.3. Direct Product of Special Orthogonal Groups. 
For the group action <I> : SO(ko) x ..• x SO(km) x ]Rko X ••• X ]Rkm --> ]Rko X •.. x ]Rkm 
defined by (g, x) --> g. x where g = (go, .. , ,gm) ,gi E SO(ki), x = (Xo, ... , Xm) ,Xi E ]Rk, 
and g . x = (go' Xo, ... ,gm' xm) the cotangent lift is given by (g, (x, y)) --+ (g. x, g . y) or 
<I>g (x,y) = (g. x,g' y). 
The infinitesimal generator is 
(M (x,y) = ((.x,(·Y) 
where ( = ((0,"" (m) ,(i E so (ki), x = (XO, ... , Xm) ,Xi E ]Rk', Y = (Yo, ... , Ym) ,Xi E 
(]Rk')* and (. x = ((0' Xo, ... , (m' Xm). 
The Ad* equivariant momentum map is given by 
J (x, y) = (Xi IS! Yi - Yi IS! Xi) E so (kot x ... x so (km)* . 
For the G orbit of a point p = (x, y) E J-1 (J.L), where J.L = (J.Lo, ... , J.Lm) E so (ko)* x ... x 
so (km)', the following cases apply: 
(a) The trivial case where X = (0, ... ,0) and y = (0, ... ,0). For this case, Gp = G = 
SO (ko) x ... x SO (km) and so G/Gp = {id}. 
(b) The singular case. Here a point J.L = (J.Lo, ... , J.Lm) E so (ko)* x ... x so (km)* is 
singular if any of the values J.Li is zero. In this instance, suppose that J.Li = 0 for one 
and only one index i. In this case one has Gp = SO (ko - 2) x ... x SO (ki - 1) x ... x 
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SO (km - 2) with all the groups in the direct product being of order kj - 2 for j f i. In 
the case of more than one Jli being equal to zero then each of the corresponding groups in 
the direct product is of order k i - 1. 
GIGp = SO (ko) x .. , x SO (km) SO (ko - nl) X ••• X SO (ki - nil X •.. X SO (km - nm) 
or 
where ni E {I, 2}. For ni = 1 then Vk"l = Sk,-l. Otherwise one has the Stiefel manifolds 
of oriented frames. 
(c) The regular case. In this instance, Gp = SO (ko - 2) X ••• x SO (km - 2) and 
GIGp = SO (ko) x ... x SO (km) SO (kl - 2) x ... X SO (km - 2) 
so 
GIGp = Vko ,2 X ••• X Vkm ,2 
which is the direct product of Stiefel manifolds. 
The co-ad joint isotropy subgroup is Gp. = SO (2) x SO (ko - 2) x ... x SO (2) x 
SO (km - 2) and the co-ad joint orbit for regular values of Jl is given by 
GIG _ SO (ko) x ... x SO (km) 
p. - SO (2) X SO (ko - 2) X ••• X SO (2) x SO (km - 2)' 
which can be written in terms of the direct product of the Grassmanian manifolds of 
oriented two planes by 
GIGp. = Gko ,2 X •• , X Gkm ,2' 
Proof This is a straightforward extension of the lemmas already stated. D 
9.3 Regular and singular reduction 
For the general degenerate ellipsoid c, we have P = T*(Rko X ••• X Rkm) is a Poisson man-
ifold under the Dirac bracket. The cotangent bundle of the ellipsoid, T* c, is a symplectic 
leaf of P. We would now like to apply reduction theory to case of the general degenerate 
ellipsoid. We carry out Poisson reduction for this instance. 
When we carry out reduction with respect to the direct product of special orthogonal 
groups G = SO(ko) x ... x SO(km), we need to be careful in the case that we have k i = 1 
for one or more i. In this instance, SO(ki ) does not have any effect on the particular 
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components in phase space; we have (Xi, Yi) >-> (Xi, Yi)' We do not have any momentum 
map arising from the action of SO(ki ) for ki = 1, and no reduction takes place with 
respect to this particular factor. 
We have the following theorem for regular reduction. 
Theorem 9.3.1. Regular Reduction. For the general degenerate ellipsoid the reduced 
space PI' for a weakly regular value /1 E g* is dijJeomorphic to an open subset of T* sm. 
Coordinates on the reduced manifold are defined by 
~CT = ..for, 
~CT = Xi, 
where eT = 0, .. . ,m. 
The new coordinates obey the Dirac bracket on ]R2Cm+l)[~, 1]], i.e. {., .hCm+l)' We have 
the following relations between the reduced coordinates 
In the new coordinates the reduced Hamiltonian is 
1 m 1 m J2 H=22::>;+2L:~~, 
0'=0 0'=0 U 
with additional integrals 
(9.39) 
for eT = 0, ... , m. 
The reduction map 
R: T*(]Rko x ... X ]Rkm) --+ ]R~ x ... x ]R~, 
is Poisson, i. e. {f, g hCm+l) 0 R = {f 0 R, g 0 RhCn+l) , 
Proof. Consider first of all the case of the action of SO (k) on ]Rk. This is described in 
detail by Dullin and Hansmann in [26] for the degenerate C. Neumann problem, and 
the arguments described there also apply to the problem of the geodesic flow on the 
degenerate ellipsoid. 
For the lift of the action of SO (k) on]Rk the reduced space PI' = J-1 (/1) IGI' for /1 oF ° 
is diffeomorphic to the open half plane with coordinates ~ = IIxll and 1] = (x, y) Illxll 
such that [~, 1]] = 1. This can be seen by choosing the coordinates (~, 1]), and calculating 
the canonical bracket to show that they are global symplectic coordinates, for /1 oF 0. 
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The coordinates are defined on 1R~. Here we have carried out symplectic reduction on a 
symplectic manifold. 
For the case of a direct product of orthogonal groups SO(ko) x ... x SO(km) acting on 
lRko x ... X lRkm, the result is a simple extension of the case of a single orthogonal group; 
define coordinates ~IT = y7r~ and 1'/IT = 7r3 / ~ for (J = 0, ... , m. The reduced space 
Pp, = 1R~ x ... 1R~, where we have (m + 1) sets of open half planes. In the special case 
that ki = 1 for some i then we define (~i' 1'/i) = (Xi, Yi) for that particular factor. We do 
not get reduction with respect to SO(1) which just trivially fixes Xi and Yi> and there is 
no momentum map. 
Note that the dimension of the reduced space Pp, may be calculated as follows. Abraham 
and Marsden [1] have shown that dim Pp, = dimP - 2dimG/Gp + dim G/Gp" where P is 
the original manifold on which the motion takes place. The cotangent bundle in which 
the ellipsoid is embedded has dimension 2 (ko + ... + km). For a Stiefel manifold Vn ,2, the 
dimension is 2n-3. Hence the orbit space G/Gp has dimension (2ko - 3)+ .. . +(2km - 3), 
by adding together the dimensions of the Stiefel manifolds in the direct product. Finally, 
the co-adjoint orbit G/GIl has dimension (2ko - 4) + ... + (2km - 4), as the dimension 
of the Grassmannian Gk,,2 is 2ki - 4. Hence the dimension of the reduced manifold PIl is 
2(m+ 1). 
The Dirac bracket for the reduced coordinates is evaluated by expressing the reduced 
coordinates in terms of the invariants, evaluating the bracket for the invariants, and then 
expressing the result in reduced coordinates. The resulting relations for the Dirac bracket 
are identical to those for the original coordinates. For example 
{~IT,~"h(m+I) = {.,fof, V1ff} = 4k{7rf,7rn = o. 
We also have 
{~IT,1'/"h(m+I) = {.,fof, ~} = 2V~r7rr{7rf,7rn - 4J7r~(7rn3 {7rf,7rD 
1 [IT r 2 IT"] < ~IT~" 
= 2 I IT " 27r1 ()IT," - D 7r17r1 = ()IT," - D . V~l~l QqQv QqQv 
The third bracket is evaluated in a similar manner. 
Writing the Casimirs Cl and O2 in the reduced coordinates gives the relations as spec-
ified. 
In terms of the invariants, the Hamiltonian is given by 
1 m 
H='2L::>2'· 
cr=o 
(9.40) 
Substituting the reduced coordinates into the relation between the invariants and rear-
ranging gives 
(9.41) 
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Substituting this expression we find the reduced Hamiltonian as described. The formula 
for the reduced Hamiltonian is still applicable if we have k" = 1 for some~. In such cases 
we set the corresponding term J" = 0 in the reduced Hamiltonian. 
The additional integrals are found by expressing the integrals F" in terms of the in-
variants, using the relation between the invariants, and then expressing the invariants in 
terms of the reduced coordinates. We have the integrals F" as given by theorem 9.1.2 
so writing the first part of the expression in terms of the invariants and expanding the 
expression for Lij gives 
F. -,,"'" 1 ""'(22222 ) 
" - 7l' 2 + L.J L.J Xi Yj + XjYi - XiXjYiYj' 
a q - 0:'", . . 
"'i-q 1EII7,JEI~ 
(9.42) 
Breaking the double sum into two single sums, and substituting the expressions for the 
other invariants given in lemma 9.1.4, we get 
(9.43) 
Eliminating the invariants using (9.41) and writing in terms of (~","v) we have 
F. 2 J; "'" 1 (C2 (J; 2) c2 (J; 2) C ) 
" = 17" + C2 + L.J _ <,,, C2 + 17v + <'v C2 + 17" - 2<,,,~v17,,17v . ~O" V:f:.u etO' a v ~v ~O' (9.44) 
and rearranging gives the additional integral as required. , 
Finally we consider the reduction map which maps the original coordinates (Xi, Yi) to 
the reduced coordinates (~'" 17,,). We show this map is a Poisson map, i.e. it preserves 
the bracket, by applying lemma 2.1.6. To ensure a Poisson map we have to verify the 
following equality 
(9.45) 
where we sum over all i and j, plus analogous equalities for the brackets {~'" 17v h(m+l) 
and {17", 17v h(m+l)' Taking the equality shown above we know that the left hand side 
is always equal to zero. On the right hand side, we have {xi,xjh(n+l) is always zero. 
Differentiating the definitions for ~" and 17" we have 
a~" = 0 i E I" or i E Iv (9.46) 
aYi ' 
so the right hand side is always zero. For {~'" 17v h(m+l) we have to show 
{} {} a~" a17v { } a~" a17v ~",17v 2(m+l) - Xi,Xj 2(n+l)-a -a + x;,Yj 2(n+l)-a -a 
Xi Xj Xi Yj 
{ } a~(T a17v { } a~" a17v + Y;,Xj 2(n+l)-a -a + Yi,Yj 2(n+l)-a -a . 
Yi Xj Yi Yj 
(9.47) 
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The right hand side is equal to 
(9.48) 
which is 
(9.49) 
A similar equality holds for {1).,., 1)v h(m+l)' Hence the reduction map is a Poisson map. 
There is one point where care must be taken when considering the reduction map. If 
one considers the domain T* (jRko X ... X jRkm) then there are certain points at which the 
1).,. coordinates can be undefined due to the presence of a singularity. These are the points 
for which the invariants 71'1 can be zero. However, this will not occur for regular points so 
restricting attention to these points ensures that the reduction map is indeed smooth. D 
9.4 The Energy Casimir Map 
We described in section 2.2 that given a Hamiltonian system with symmetry, the energy 
momentum map (H, J) is important because it helps to classify the qualitative information 
obtained from the integrals of motion. To completely classify such a system, we need to 
find the critical points and critical values of the energy momentum map, calculate the 
bifurcation diagram, describe both the regular and singular fibres and explain how they 
foliate the energy surface. This procedure is described in detail by Cushman [18] for 
a number of classical integrable Hamiltonian systems. The systems described there are 
integrable in the LiouviIle sense, so the phase spaces are foliated into invariant tori for 
regular points of the momentum map. For some of the cases we described for the three 
dimensional ellipsoid, we found Liouville integrability. We have also seen that the geodesic 
flow on the general ellipsoid with distinct semi-axes is integrable in the Liouville sense. 
We would now like to consider what happens in the case of non-commutative integrability, 
where there are more integrals than degrees of freedom, but not all of the integrals are 
in involution. This situation is described by Nekhoroshev [59], the results of which are 
given in theorem 2.4.7. 
As a simple example, consider the case of the group SO(m) acting on T*jRm by cotan-
gent lift. We do not need consider here the geodesic flow on an ellipsoid but merely look 
at free motion in jRm. The energy momentum map is a map 
(H,J): T*jRm ..... jR x so(m)*. (9.50) 
The involutive integrals are the energy H and total angular momentum J. However 
we also have, for m > 2, an additional 2m - 4 non-involutive independent integrals 
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Lij which are the individual angular momenta. This system has m degrees of freedom, 
two independent involutive integrals and 2m - 4 independent non-involutive integrals. 
Hence for m > 2 we have more integrals than degrees of freedom. This is an example of 
super-integrability, which is another name for non-commutative integrability. Applying 
Nekhoroshev's theorem we see that the fibres of the energy momentum map (H, J) are 
T2. There are two generalised action-angle variables in the sense of Nekhoroshev. Since 
motion takes place on a two dimensional set we can ignore the 2m - 4 coordinates, which 
actually relate to a set of symplectic coordinates on the coadjoint orbit Gm ,2' 
We should note again the special situation for m = 2, where the total angular momen-
tum arising from the 80(2) action is J = Lij ; there is only one angular mometum Lij . In 
the general case for m :::: 3, J2 is defined as the sum of the squares of the individual angu-
lar moment a Lij and it is not possible to assign a sign to J when we take the square root. 
Differentiability breaks down at J = O. However, for m = 2, J is well defined for 11 = 0, 
where 11 E 50(2). This is why we were still able to find regular points at J = 0 for the 
examples of the geodesic flow on the three dimensional ellipsoid with 80(2) symmetries. 
For systems with super-integrability, a more useful concept than the energy momentum 
map is the energy Casimir map. We define this for the geodesic flow on the general 
degenerate ellipsoid as follows. 
Definition 9.4.1. The Energy Casimir Map. The energy Casimir map for the geodesic 
flow on the degenemte ellipsoid with a symmetry group 80(ko) x ... x 80(km ) is defined 
by: 
EC : T* (JRko x ... X JRkm ) --> JR x JRm+! 
(x, Y) I--> (H, Jo, ... , Jm ) 
where Ji is the total angular momentum for the group 80(ki)' 
The energy-Casimir map describes the dynamics of the system. We can now carry out 
an analysis of the dynamics of the geodesic flow on the general degenerate ellipsoid using 
this map. 
9.4.1 The image of the Energy Surface under the Casimir Map 
In the case of a system with non-commutative integrability, we work with the energy-
Casimir map rather than the energy-momentum map which is used in a Liouville inte-
grable system. An analogous procedure to finding the critical values of the momentum 
map and constructing the bifurcation diagram for a Liouville integrable system is followed 
here. We therefore consider the image of the energy surface Eh = {(x,y) E T*EIH = h} 
under the Casimir map, which maps points in phase space into (Jo, ... , Jm ). 
Lemma 9.4.2. Image of Energy Surface. The image of the energy surface Eh under the 
Casimir map is a convex polyhedron whose boundary is defined by the equations 
f±~=-I2h· fa. i=O vu:~ 
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Proof. Consider the reduced Hamiltonian in the reduced coordinate set (6, 1]i). In reduced 
space we have motion described by the Poisson equations 
~;={~;,H}, 
'iJi = {1]i, H}, i=O, ... ,m. (9.51) 
We investigate the critical points of the Hamiltonian by solving the equations ~i = 0 and 
'iJ; = ° for all i = 0, ... , m. 
For ~; = ° we set {~i' H} = ° and evaluate the bracket. Rearranging the resulting 
expression shows 
Vi=O, ... ,m. (9.52) 
However the sum on the right hand side of the equation is just the Casimir for being on 
the tangent space, which is equal to zero, and so 1]; = 0, Vi = 0, ... , m. 
We also require 'iJi = ° so setting {1];, H} = 0, evaluating the bracket, then substituting 
in zero for all1]i, implies 
m .:2 m J2 2" "J 4" i aiJi L.. 2" = ~i L.. --:c2' 
a· aJ,,· j=O J j=O J 
Vi = 0, ... , m. 
Note that this is an equation of the form 
where 
(9.53) 
Substituting the values of ~i into the Casimir for being on the ellipsoid Cl = ° gives 
1 
C = "m ± J .• 
W3=O J*i 
The Hamiltonian may then be evaluated at its critical points by substituting in the values 
of ~i and 1]i just found to give 
H = ~ (f ±-.!L) 2 
2 j=O Vaj 
(9.54) 
Putting H = h and taking the square root gives us the specified result, which is the 
equation for the boundary of a convex polyhedron. D 
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We remark here that Atiyah [3, 4] and Guillemin-Sternberg [33] proved some general 
results on the convexity of the image of the momentum map. Atiyah's classical result [3] 
states that the image under the momentum map of a compact symplectic manifolds acted 
on by a torus Tk is a convex polyhedron. This was discovered independently by Guillemin 
and Sternberg. Extensions to certain non-compact situations also exist [63, 45]. There 
are also generalisations due to Kostant [39] where rn is replaced by any Lie group. 
For the case of the geodesic flow on the three dimensional ellipsoid with a 80(2) x 80(2) 
action, described in chapter 7, we have a torus action as T2 = 80(2) x 80(2) but the 
phase space is not compact, so we have actually proved an extension to the general theory 
for a special case. For the general case in lemma 9.4.2 we still have a convexity result even 
though we do not have a torus action in general. Note that the polyhedron is defined in 
terms of the total angular momenta Ju and not the Casimirs Wu = J;. As previously 
noted, the sign of Ju can only be recovered for the case that Ju arises from a 80(2) action. 
So for 80(ku) where ku > 2 we can only consider Ju 2:: O. 
9.4.2 Singularities of the Casimir Map 
Whereas for a Liouville integrable system the critical values of the momentum map are 
found in order to determine the bifurcation diagram, for a system with non-commutative 
integrability the singularities of the Casirnir map must be determined. Having already 
found the image of the energy surface under the Casimir map, the nature of all points in 
the image, regular or singular, will be known. We have the Casimir map for the system 
(9.55) 
(x, y) ..... (Jo, ... , Jm ), 
where J; = L,i,jEI.,i<j Lfj. To find the singular points of this map, we need to look for 
points where the Jacobian matrix DC does not have full rank. However, we also have to 
take into account the derivatives of the constraints 0 1 , O2 , for being on the ellipsoid and 
in the cotangent bundle. We have 
001 =0 
°Yi ' 
002 Yi 002 Xi 
OXi = Qu' 0Yi = O<u' 
(9.56) 
Since each Ju only depends on (Xi, Yi) for i E I u , the part of the Jacobian matrix for the 
derivatives of the angular moment a consists of diagonal blocks. This part of the Jacobian 
does not have full rank if and only if at least one of the blocks does not have full rank. 
We have 
oJu 1 ( u u) 
-;:;-:- = -J. 71'2 Xi - 71'3 Yi , 
uXt u 
(9.57) 
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aJu 1 ( u U) 
-;;-:- = -J 7r1 Yi - 7r3Xi , 
vy, u 
for Ju # 0 due to a lack of differentiability at Ju = 0 in the case that ku > 2. 
Jacobian not to have full rank we require 
- 2x· - Y 1 
>'1-' + >'2-' + >'u-J (7r~Xi - 7rgYi), 
a q 00' U 
i E I u , u = 0, ... ,m, 
\ Xi ,1 ( u U) 
A2-+ Au-J 7rI Yi- 7r3Xi, (tu u i E I u , u = 0, ... ,m. 
For the 
(9.58) 
(9.59) 
Multiplying each equation in (9.59) by Xi and adding the equations over all i in all Iu and 
applying the constraints implies ~2 = O. Doing the same but using Yi implies 
(9.60) 
0'=0 
Now multiplying (9.58) by Xi, summing over all i in all Iu and applying the results 
obtained from (9.59) implies ~I = O. Hence we can ignore the two rows of the Jacobian 
which contain the derivatives of the constraints and only look at part containing the 
derivatives of the angular moment a, which will not have full rank if and only if one of 
the diagonal blocks does not have full rank. Since the block for a given total angular 
momentum Ju consists of only a single row then for it not to have full rank we require 
aJu = aJer = 0 Vi E Iu. (9.61) 
aXi aYi ' 
Hence we must solve 
(9.62) 
These conditions can only be satisfied if Ju = 0 but we already know that Ju is not 
differentiable there for ku > 2. 
For ku = 2 we do not have a square root in the definition of Ju as Ju = Lij for 
Lij E 50(2)* and hence we can differentiate at Ju = O. For this case, the rank of the 
Jacobian matrix will not be full when Xi = Yi = 0 for i E Iu so 7rf = 7r~ = 7r3 = 0 
and hence Ju = O. However, consider the three dimensional ellipsoids with 121 and 22 
symmetries. In the 121 case, we have for 7r1 = 7r2 = 7r3 = 0 only at the origin (J, G) = (0,0) 
of the bifurcation diagram where J is the angular momentum; i.e. regular values of the 
momentum map do exist for some values of J = 0 as J is always defined. For the 22 case 
we get singular values at some points for which Ji = 0 but due to the Casimir equations 
we found that these values are at the corners of the diagram. All of the other points on 
the angular moment a axes are regular. So for the general case we only get singular values 
for those points in the image of the Casimir map where 7rf = 7r~ = 7r3 = o. 
So we have proved the following lemma. 
Lemma 9.4.3. Singular values of the Casimir Map. The Casimir Map for the geodesic 
flow on the general degenerate ellipsoid has singular values if any of the total angular 
momenta Ju = 0, fori E {O, ... , m} where ku > 2. In the case that ku = 2 then we have 
singular values only for those points at Ju = 0 for which 7rf = 7r~ = 7r3 = o. 
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9.4.3 Fibres of the Energy-Momentum map for 80(2) actions. 
Before analysing the fibres of the Energy Casimir map for the generic situation, let us 
consider the special case corresponding to actions of a direct product of 80(2) groups, 
and look at the Energy-Momentum map. The situation is encapsulated in the following 
theorem. 
Theorem 9.4.4. 80(2) x ... x 80(2) action. The geodesic flow on a (2m+ 1) dimensional 
ellipsoid with a symmetry group action corresponding to m+ 1 sets of 80(2), is a Liouville 
integrable system, and motion takes place on invariant T 2m+1 tori. 
Proof For the geodesic flow on a (2m + 1) dimensional ellipsoid, with a symmetry corre-
sponding to a group action of 80 (ko) x ... x 80 (km), where ki = 2 for i = 0, ... , m, one 
has (2m + 1) degrees of freedom. The integrals of the system are the energy H, m + 1 
integrals of Moser-Uhlenbeck type Fo, ... , Fm, and m + 1 angular momenta Jo, ... , Jm. 
Here only one angular momentum Ji arises from each 80(2). There are two relations 
between the integrals. Hence we have (2m + 1). involutive integrals. 
We can see that the integrals are functionally independent as follows. Choose the 
following point on the ellipsoid: Xi = 0 for i E ItT> (]' = 1, ... , m, and for i E 1o set 
Xl = 0, then it follows that Xo = Fa. For a point on the cotangent space at this point 
on the manifold, choose any (Yo, ... , Y2m+l) such that all the coordinates are positive. 
One may then evaluate the derivatives of Fo, ... , Fm, Jo, ... , Jm with respect to z = 
(Xo, ... , X2m+b Yo,···, Y2m+l) at the point (Fa, 0, ... ,0, Yo, ... , Y2m+1)' The derivatives 
are: 
Yl 0 
-Yo 
0 
0 
Y2i+1 
-Y2i 
aJa aJi 0 
8z 0, 8z 
0 
Fa 0, 
0 0 
o o 
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and 
oFo 
oz 
where i = 1, ... ,m. 
oF; 
oz 
~(2 2) 
o 0<j;:,.0<0 Y2i + Y2i+1 
~( ) 0<,-0<0 Y2iYl + Y2i+1Yl 
o 
0, 
o 
o 
We drop Fo as there is a relation between the integrals F; so at most m of them can be 
functionally independent. All of the derivatives of the Ji terms are independent vectors 
where we choose the Yi to be non-zero. Consider the derivatives of F!, ... , Fm. This 
too is a linearly independent set. The set of derivatives F1, ••• ,Fm, J!, ... , Jm is linearly 
independent by inspection. A simple algebraic calculation shows that when we add Jo 
to the set of integrals we still have a linearly independent set. As all the integrals are 
analytic functions, so is their Jacobian. If an analytic function is non-zero at one point 
then it is non-zero almost everywhere, and hence we have proved that the one forms are 
linearly independent everywhere except on a null set. 
We now apply the Liouville-Arnold theorem to show that the invariant sets are (2m+1) 
dimensional tori if they are compact and connected. They are clearly compact because the 
energy surface, defined by t:h = {(x, y) E T*t:IH = h}, is compact as it is diffeomorphic to 
the unit sphere bundle T1S2m+l. All submanifolds of this manifold must be compact and 
hence the invariant manifolds are compact. The invariant manifolds are connected because 
they are submanifolds defined by a series of polynomial equations, namely J i = Jli' where 
(Jlo, ... ,Jlm) is a regular point of the momentum map, and H = h, where H is expressed 
in terms of the integrals. This is a submanifold of T*t: and fixing H gives a compact 
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space, so we have a submanifold of a compact space which is compact and connected. 
Hence motion takes place on ]'2m+1. 0 
9.4.4 Fibres of the Energy Casimir Map 
Before classifying the regular fibres of the energy Casimir map, we first of all state an 
integrability theorem for the generic situation which we require to find the fibres. For 
the general degenerate ellipsoid e with symmetry group G = SO(ko) x ... x SO(km ), the 
number of degrees of freedom n is given by 
m 
n=L ki-1. (9.63) 
i=O 
T'e is embedded in the Poisson manifold (P, {.,}), where P = T'(JRko X ... X JRkm ). 
Suppose that we have rh + 1 sets of ki for which ki 2: 2. In other words, we don't count 
the SO(1) factors in the direct product as these don't give rise to any angular momenta. 
Theorem 9.4.5. The geodesic flow on the n-dimensional general degenerate ellipsoid e 
is integrable in the non-commutative sense, and motion takes place on m+rh+ 1 invariant 
tori rm+m+l. 
Proof. The involutive integrals of the system are the m + 1 Moser-Uhlenbeck integrals 
Fj, the rh + 1 total angular momenta Ji and the Hamiltonian H, as described in theorem 
9.1.2. There are two relations between the involutive integrals, namely 2H = Fo+ ... +Fm 
and 
(9.64) 
where we set Ji = 0 if ki = 1. Hence there are m + rh + 1 involutive integrals. 
For the case where ki 2: 3, the total angular momentum is the square root of the sum 
of the squares of the individual angular momenta, and is not differentiable at Ji = 0 so 
we therefore only deal with the weakly regular points. 
There are also the other integrals for the system arising from the momentum map, 
which are in involution with the set of involutive integrals but not with each other. These 
are the angular momenta Ljl • For each SO(ki) for ki 2: 2 there are (2ki -3) of these which 
are functionally independent. However, for each SO(ki) we need to remove one of these 
integrals because Ji is a function of the Ljl for that group and we have already included 
Ji as an involutive integral. For the case where ki = 2 we just have one integral, and 
the total angular momentum is this individual angular momentum. We have (2ki - 4) 
additional independent integrals for each group with k i 2: 2 which are in involution with 
the first (m + rh + 1) integrals but not with each other. 
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We must ensure that all the integrals are functionally independent in order to apply 
Nekhoroshev's theorem. We use an analogous method to that used by Liu [47] for the 
degenerate C. Neumann problem. Choose the 2k" - 3 integrals Lij for i, j E [" and F" 
for a = 0, ... ,m. We remove one of the F" due to the relation between them. Then for 
functional independence we require 
m m-I 
L L aijdLij + L b"dF" = 0 (9.65) 
0'=0 i,jE1u 0'=0 
for some point (x, y). Assuming this is true, then for any k E COO(T*£) we have E aijLij+ 
Eb"F" and k are in involution at (x,y). If we assume k is G = SO(ko) x ... x SO(km ) 
invariant then we require 
m-I 
Lb"{F,,,k}(x,y) = 0 (9.66) 
0'=0 
for all G-invariant functions k as functions of the momentum map will be constants of 
motion for k so {Lij, k} = O. It follows that this can only be true for bo = ... = bm-I = 0 
by choosing 3m G-invariant functions 7rf, 7r~, 7r3 and the facts that (i) Fo, ... , Fm-I are 
independent for the case with distinct semi-axes and (ii) since F" and k are G-invariant, 
it is sufficient to take a particular point on each G-orbit to verify (9.66). Hence (9.65) 
holds if and only if 
(9.67) 
is true. But we already know that the (2k" - 3) Lij are functionally independent hence 
the result. 
To apply Nekhoroshev's theorem we need a n degree of freedom system with (n - k) 
involutive independent integrals and a further 2k independent integrals for some integer 
k. For the current situation we have 
n - k = m + in + 1, 
in 
2k = L 2ki; - 4, 
j=O 
(9.68) 
where ki; is the subsequence of ki consisting of those ki for which ki ~ 2. Note that since 
(9.69) 
we can apply Nekhoroshev's theorem to show we get motion on a m + in + 1 torus, 
T(m+in+I). 0 
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The fibres :h,j of the weakly regular points of the energy Casimir map are given by 
Fh,j = £C-I(h,j) = Wl(h) n U J-I(ji), (9.70) 
jiEG·1' 
where ji runs through all points in the coadjoint orbit G . fl. 
The fibres are classified by the following theorem. 
Theorem 9.4.6. Regular Fibres of the Energy Casimir Map. Applying the momentum 
map to the fibre Fh,j gives us the direct product of Grassmannian manifolds 
(9.71) 
The fibre of this map is T(m+I). Hence the fibres of the weakly regular point of the energy 
Casimir map are torus bundles over Grassmannian manifolds. 
Proof This theorem is analogous to the situation for the fibres of the weakly regular 
points of the energy Casimir map for the degenerate N eumann system as shown by Dullin 
and Hansmann [26]. 
For weakly regular points, although by Nekhoroshev the motion takes place on invariant 
tori, these tori are not the fibres of the energy momentum map. For motion on the general 
degenerate ellipsoid, the invariant tori are the sets defined by: 
M = {(x,y) E T*(jRko x ... X jRkm) : H = h, Jo = jo, ... ,Jm = jm, 
F3 = fg, ... , Fm = fm, {Lij} = AI"", {Lij} = Am}. (9.72) 
Here ji are scalars, there are (2ki -4) independent {Lij} terms and the integrals FI and F2 
have been omitted due to their dependence on the other integrals. Alternatively, one could 
eliminate the Ji terms and instead fix all that individual angular momenta Ai E .50 (ki )* 
due to the relation between the individual angular moment a and total angular momenta. 
The fibres of the energy momentum map are defined by the set 
(9.73) 
where fli E .50 (ki )* are the components of the momentum map, of which (2ki - 3) are 
functionally independent. However, we should note that this is really just a question 
of terminology. In this instance we have defined the term "momentum map" to only 
include those integrals arising from the symmetry group action, and have chosen not to 
set constant the other involutive integrals Fa, ... , Fm. 
As we previously explained, the energy Casimir map is a more useful concept than the 
energy momentum map. The fibre Fh,j of the energy Casimir map is specified by (9.70). 
This is because if we fix the vector whose components are the total angular momenta, 
namely j = (jO, ... ,jm) = (1Ifloll, .. ·,llflmll) corresponding to some fl = (fla, ... ,flm) E 
.50 (ka)* x ... X.50 (km)', then for any ji E G· fl the components of total angular moment a 
(ja, ... , jm) remain constant, because ji is preserved by the action of SO(ki)' as it is a 
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function of the invariants of the group. As we have already shown that the coadjoint orbit 
G . /L is a direct product of Grassmannians, we have, when we apply the momentum map 
to the fibre Fh,j, the expression given by (9.71). Hence we can see that the fibres of the 
Energy Casimir map are torus bundles over the direct product of Grassmannians. 0 
Consider as a special case the situation resulting from the direct product of two groups 
for an ellipsoid e. Here there will be no Fi integrals in the definition of the invariant 
manifold M on which motion takes place, which is given by 
(9.74) 
By Nekhoroshev, motion takes place on an invariant torus T3. However, here the 
invariant set is actually a fibre of the energy momentum map; all of the Ft terms have 
been eliminated. So here the fibres of the energy momentum map are diffeomorphic to 
T3. 
The image of each fibre under the momentum map is Gko ,2 x Gk, ,2' The pre-image of 
any point in this direct product of Grassmannians with respect to the momentum map is 
just the invariant set M. 
Hence for the case of two groups the fibres of the energy Casimir map, over weakly 
regular points, are T3 bundles over Gk, ,2 x Gk2 ,2. For the special case of the three dimen-
sional ellipsoid with the symmetry group 80(2) x 80(2) that we previously investigated, 
the energy momentum map and the energy Casimir map are the same map. 
9.5 Separation of variables in the reduced system 
The general reduced Hamiltonian was shown to be 
(9.75) 
This is a flow on a reduced ellipsoid but with an additional potential. The flow will only 
be geodesic on the reduced ellipsoid when all of the total angular momenta Jq are zero. 
We will show how to solve this reduced Hamiltonian system by using Hamilton-Jacobi 
theory. 
Moser [55] describes the geodesic flow on the generic ellipsoid with distinct semi-axes 
but does not show the separation of variables for this case. However, he does carry 
out separation of variables for the related C. Neumann problem [60], which describes a 
point moving on a sphere under the influence of a quadratic potential. Dullin et al. [27] 
also looked at this system in relation to the Picard Fuchs equations, whereas Dullin 
and Hansmann [26] solved the degenerate C. Neumann system which is analogous to 
the geodesic flow on the degenerate ellipsoid. For the C. Neumann problem, Jacobi's 
ellipsoidal spherical co-ordinate system is used to describe a set of coordinates on a sphere. 
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The C. Neumann system describes a particle constrained to move on an m-dimensional 
sphere sm embedded in Rm+l with Euclidean coordinates (xo, .. . ,xm), so Ixl = 1, with 
a quadratic potential U(x) = !(ax, x) where a = diag(ao, ... , am) for distinct ai. It has 
a set of m + 1 involutive integrals given by 
(9.76) 
where Yv is the variable conjugate to XV' Note that these integrals are of the same form as 
those for the geodesic flow on the ellipsoid with distinct semi-axes, but with the variables 
Xv and Yv interchanged. 
Defining a set of ellipsoidal spherical coordinates (Ab"" Am) on the sphere srn and 
separating the variables using Hamilton Jacobi theory give separated equations 
(9.77) 
where Pi is conjugate to Ai and 
m 
A(z) = IT (z - av ), (9.78) 
v=o 
for constants of separation (Vb.'" Vm ). 
Moser also shows a relation between the integrals Fv and polynomial Q(z) occurring in 
the separation, namely 
Q(z) ~ Fv 
A(z) = ~ z-a . 
v=o 11 
(9.79) 
Similar results occur when we separate the variables for the geodesic flow on the ellipsoid, 
as we will show. 
Knorrer [37] found another relationship between the C. Neumann problem and geodesics 
on the ellipsoid with distinct semi-axes. The Gauss map transforms the geodesics on the 
ellipsoid into solutions of the C. Neumann problem, with an appropriate parameterisation. 
For geodesics on the ellipsoid as defined in section 9.1 we define the Gauss map as follows. 
Reparameterise the equations for the geodesic flow on the ellipsoid by t >-> T where 
dT ~~~ 
dt = y'-A(t), (9.80) 
where A( t) is the Lagrange multiplier. Then the Gauss map defines a new set of variables 
q by 
(9.81) 
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One then has that q satisfies the C. Neumann problem with potential U(q) = (A-lq, q). 
This map is not bijective, as there exist solutions of the C. Neumann problem which 
cannot be transformed back to geodesics on an ellipsoid. An extension to this problem 
was proved by Veselov [68]. 
A related problem is the Rosochatius system [62]. This system describes the motion 
of a particle on an m-dimensional sphere sm embedded in ]Rm+1 under the influence of a 
potential 
(9.82) 
for parameters ai and bi . This is similar to the C. Neumann problem but with additional 
potential terms. The Rosochatius system has been studied in recent years by Suris [65, 66] 
and Kubo et al [41, 42]. Suris and Kubo et al also studied the C. Neumann problem and 
geodesic flow on the ellipsoid. Dullin and Hansmann [26] found that the reduced system 
arising from the degenerate C. Neumann problem is precisely the Rosochatius system up 
to a discrete quotient. For the geodesic flow on the degenerate ellipsoid, the reduced 
system is simpler than the Rosochatius system as it lacks the quadratic terms aiXr which 
arise from the potential in the C. Neumann problem. However, the similarity is apparent. 
9.5.1 Separation of variables for generic non-degenerate ellip-
soid 
We describe an adaptation of Moser's proof [55] for the C. Neumann system which we have 
applied to the geodesic flow on the ellipsoid. We start for the case of the non-degenerate 
ellipsoid, Theorem 9.1.1, and present our proof for this case, after which we will extend 
it for the case of the geodesic flow on the general degenerate ellipsoid. 
The main differences between Moser's proof [55] for separation of variables in the C. 
Neumann problem and the separation of variables for the geodesic flow on the ellipsoid 
described here are the coordinate systems used to separate the variables, and the addi-
tional potential terms which are present in the C. Neumann problem but absent in the 
problem of the geodesic flow. For the C. Neumann problem, Moser used Jacobi spherical 
ellipsoidal co-ordinates which are defined on a sphere. For the geodesic flow on an ellipsoid 
we must use Jacobi ellipsoidal coordinates. We define a confocal ellipsoidal coordinate 
system on ]Rm+1 by the roots Ai of the equation 
m 2 
'" Xi _ 1 L..J (1. - A - . 
i=O t 
(9.83) 
We have m + 1 roots where 
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The definition of >. is given by Moser's Qz(x)-function, z = >., in the proof of theorem 
9.1.1. 
We express Xi in terms of the ellipsoidal coordinates as 
2 U(ai) 
Xi = A'(ai)' 
m 
U(z) = IT (z - >'i), 
i=O 
m 
A(z) = IT(z - ail, 
i=O 
(9.84) 
where A'(z) means the derivative of A(z) with respect to z. 
To choose a system of coordinates on the ellipsoid we set >'0 = 0 and then we have m 
coordinates (>'), ... , >'m). Let Pi be the variables conjugate to >'i. Since the Lagrangian 
for the geodesic flow on the ellipsoid is 
m L -~L·2 x· 
2 ' i=O 
we may express the Lagrangian in terms of the ellipsoidal coordinates, and since these form 
a generalised set of coordinates, perform a Legendre transform to get the Hamiltonian 
H = _~ ~ 4A(>.;) 2. 
2 L..J U'(>'·) P, 
i=1 t 
Note that we have Po = >'0 = 0 for motion on the ellipsoid. 
(9.85) 
Setting the energy constant H = h, we then use the Jacobi trick, which is as follows. 
Given a polynomial 
we will always have 
~ >';P(>'i) 
VI = L..J U'(>'.) . 
i=l t 
Setting VI = h and substituting into the expression for the Hamiltonian, we get 
m 1 L U'(>'.) (-4A(>.;)p; - 2>.;P(>.;)) = 0 
i=l 1 
so we have 
p~ = Q(>.;) 4A(>';) , Q(z) = 2zP(z), 
Hence we have separated the variables. 
i= 1, ... ,m. 
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(9.86) 
(9.87) 
(9.88) 
(9.89) 
In Hamilton Jacobi theory, we wish to find a symplectic transformation from coordinates 
(A, p) to (u, v) to solve the Hamilton J acobi equation, 
as 
H(A, aA) = VI (9.90) 
where S is a generating function for the transformation. For this situation we have 
as 
Pi = aAi' 
as 
Ui = a-' 
Vi 
We then get a new set of differential equations of motion 
Vi = o. 
The generating function S is given by 
1 m fA' fQW S=2tt V-~dz. 
Putting R(z) = -A(z)Q(z) we have 
S = ~ ~fA' v'RWd 2 L.J A(z) Z. 
,=1 
(9.91) 
(9.92) 
(9.93) 
(9.94) 
Now evaluating the derivative it; in terms of the generating function S we get the following 
expression. 
_~ ~ A1 ,\. _ (} 
2 L.J JR(A') • - p,m, 
'1=1 " 
P= 1, ... ,m. (9.95) 
We would now like to find the relationship between the constants of motion Fj in coordi-
nates (x, y) and the constants of separation Vi in the ellipsoidal coordinate system. We 
can use partial fractions to express 
(9.96) 
Like Moser did for the C. Neumann problem, we claim Mi = Fj. To prove this we note 
that it is only necessary to identify Q(z)/A(z) and 
m F,. 
L z-'a. 
i=O t 
(9.97) 
at some point of an orbit, then from analyticity they will agree everywhere. Note first 
of all that both these expressions have the same poles. Furthermore, since Q(z) has the 
form 
(9.98) 
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and 
f Fi = (Fo+ ... +Fm)zm+ ... +((-1)mrr;:OaiL:;0~) 
i_OZ-~ rr~(Z-~) , (9.99) 
the first coefficients of the numerators agree as 2H = Fo + ... + Fm. Notealso that the 
last coefficient is zero due to the relationship between the integrals. 
We now consider a point on the ellipsoid corresponding to the zeros of the polynomial 
Q(z) = O. These are qi for i = 1, ... , m. For each zero we have R(z) = 0 and so we must 
have >-i = 0 for i = 1, ... , m by (9.95). But here we will have Xi = 0 for i = 0, ... , m and 
hence Yi = O. But here (9.97) is also zero, which can be seen by evaluating Fi. and so 
the two expressions (9.96) and (9.97) have the same zeros. The most the expressions can 
vary by is a multiplicative factor, but we have shown that they both have the same first 
coefficient in the numerator. Hence we have shown that Mi = Fi • We have proved the 
following lemma. 
Lemma 9.5.1. Relation between Integrals. The relationship between the Cartesian and 
ellipsoidal integrals for the geodesic flow on the ellipsoid with distinct semi-axes, described 
by (9.3) and (9.89) respectively, is given by 
m F, Q(z) L z _va = A(z)' 
v=o v 
It is remarkable that both the C. Neumann system and the equations for the geodesic flow 
on an ellipsoid give rise to an identical form for the relationship between the integrals. 
9.5.2 Separation of variables for general degenerate ellipsoid 
We have the following theorem, which is analogous to the theorem proved by Dullin and 
Hansmann [26] for the degenerate C. Neumann problem. 
Theorem 9.5.2. Hamilton-Jacobi Theory. The system for the general reduced Hamilto-
nian can be separated using Jacobi's confocal ellipsoidal coordinates Ai. The generating 
function of the Hamilton-Jacobi equation is 
s = ~ ~J>" ((z) d 
2 f::t A(z) z 
where A(z) is defined by (9.84), P(z) by (9.105) and the integral is defined on the curve 
((z) which is described by 
((z? = - (2P(Z)A(Z) + fJlA'(aj) A~Z)) . 
j-O z a J 
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Proof. We have motion on a reduced m dimensional ellipsoid embedded in jRm+l with 
distinct semi-axes Qo, ••• , Qm. In other words we have a situation analogous to that of 
the geodesic flow on a generic ellipsoid with m + 1 distinct semi-axes, so we can use the 
same set of separating coordinates as before. However, the case is slightly different due to 
the presence of an additional potential, which we must take into account. Jacobi confocal 
ellipsoidal coordinates on jRm+l, (AD, ... , Am) with conjugate momenta (Po, ... ,Pm) are 
defined as before by (9.83), and the reduced coordinates ~i' with conjugate moment a 'TJi, 
are expressed in terms of the ellipsoidal coordinates by (9.84), where Xi is replaced by ~i' 
If the Hamiltonian depended solely on a kinetic energy term then it would be the same 
as before in (9.85). However, we have a potential term V and this needs to be written in 
J acobi ellipsoidal coordinates. We do this as follows. The potential energy V is given by 
v=~fJj, 
2 j=O ~j 
but we know from (9.84) that 
1 A'(Qj) 
~J = U(Qj)' 
(9.100) 
(9.101) 
so V can be expressed in terms of ellipsoidal coordinates. Then we apply the Jacobi trick, 
which is 
1 m 1 
U(z) = ~ U'(Ai)(Z - Ai)' 
to rewrite V as 
1 m m 1 
V = 2 L: JJA'(Qj) L: U'(A)(Q - A')' 
j=O i=O t 3 t 
Hence we can write the Hamiltonian as 
1 m 1 [ 2 m JJAI(Qj)] 
H = 2 L: U'(A-) -4A(Ai)Pi + L: ( . - A') , 
i=l t j=O et) t 
remembering that we have AD = Po = 0 for motion on the ellipsoid. Now define 
where the Vi are m separation constants. We have as before 
m P(Ai) 
VI = L: UI(A') 
i=O t 
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(9.102) 
(9.103) 
(9.104) 
(9.105) 
(9.106) 
so setting H = VI and rearranging we get 
m 1 [ m J2A'(a:.) ] L: U'(,X.) -4A('xi)P~ + L: (J . _ ;.) - 2P('xi) = O. 
i=l t j=O Cl) t 
Then we require 
i = 1, .. . ,m 
and the generating function S is given by 
m jA' S = L: . Pi(z)dz. 
i=l 
So 
1 m jA' S('x,v) = '2 L: 
i=l 
1 [ m JJA'(a:j)] 
A(z) -2P(z) + ~ (a:j _ z) dz. 
From the definition of A(z) we may then write 
where 
B(z) = 2P(z)A(z) + f JJA'(a:j) zA~~ .. 
j=O J 
B(z) is a polynomial of degree 2m + 1. 
If we write S as 
S = ~ ~j'" ((z) d 
2 f::t A(z) z 
then the curve (( z) is defined by 
((Z)2 = -B(z). 
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(9.107) 
(9.108) 
(9.109) 
(9.110) 
(9.111) 
(9.112) 
(9.113) 
(9.114) 
o 
This theorem is analogous to the result for the degenerate C. Neumann problem. Dullin 
and Hansmann [26J showed that for this problem there is a reduced Hamiltonian of the 
form 
where bu are constants relating to the potential and the other terms are analogous to 
those occurring in the geodesic flow on the degenerate ellipsoid. This problem then had 
a general solution to the Hamilton-Jacobi problem analogous to the generating function 
S in theorem 9.5.2, which was also defined on a hyperelliptic curve. 
The following lemma now describes the relationship between the constants of motion 
in Cartesian and ellipsoidal coordinates. 
Lemma 9.5.3. Relations between Integrals. The relationship between the Cartesian and 
ellipsoidal integrals for the geodesic flow on the general degenerate ellipsoid is 
~ ( Fu J;) Q(z) 
L..J z - Cl< + (z - Cl<)2 = n"'-- (z - Cl< )n. 0'=0 (1 U (j -0 0' 
where Q(z) is a polynomial given by 
m m J2A'( ) m Q(z) = 2P(z) II(z-Cl<u)n.-1 + L ; _ :u II(z - Cl<u)n.-l, 
a=O 0'=0 U k=O 
(9.115) 
the reduced integrals Fu are given by (9.39) and nu = 1 if ku = 1 and nu = 2 if ku :::: 2 in 
the group action SO(ko) x ... x SO(km ). 
Proof. The proof here is analogous to that for the case of the generic ellipsoid with distinct 
semi-axes. The form of the relation between the integrals is suggested by the relation for 
the three dimensional ellipsoid with 121 symmetry, and the derivation of the integrals for 
the general degenerate ellipsoid. We rewrite the equation for the separation of variables 
(9.111) in the form 
( )
2 . Q(Ai) 
Pi Ai = - 4 nm (_ )n. ' 
a=O Z 0'0' 
(9.116) 
where nu is as stated. Then Q(z) is as given in the lemma. Note that Q(z) is a polynomial 
because if ku = 1 then Ju == 0 so there is no _1_ term that can arise in this instance. If z-Ctv 
ku :::: 2 then the z_l". term always cancels out with a corresponding term in the product of 
the (z-Cl<u)n.-1. We further note that Q(z) is the multi-dimensional analogue ofthe term 
Q(z) which occurs in the separation of variables (4.8) of the three-dimensional ellipsoid 
with equal middle semi-axes. 
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As for the generic ellipsoid with distinct semi-axes, we once again find a canonical trans-
formation to convert between (>.,p) and (u, v) coordinate systems to solve the Hamilton 
J acobi equation. We also get the following relation in this instance. 
m 
p= 1, ... ,m, R{z) = -Q{z) II{z-aoY', (9.117) 
0'=0 
where I" = ° if k" > 1 and I" = 1 if k" = 1. 
Note first of all that both sides of the relation between the integrals have the same 
poles. Since J" = ° if k" = 1 because no angular momentum is defined in this instance, 
there will only be single pole arising if k" = 1. Otherwise there will be a double pole on 
both sides of the relation. The left hand side is expanded as 
1 m[ m m] 
I1;;'=o{z - a,,)n. ~ F" ;II,,, {z - a;)n;{z - C!,,)n.-l + J; j=U;i" (z - C!j)n; . (9.118) 
The numerator is a (2:;;'=on,,) - 1 degree polynomial, as is Q(z), and the coefficient of 
the highest power of z is 2Vl as 2H = Fo + ... Fm. Hence the coefficient is the same as 
for that of the coefficient of the highest power of z in Q (z). We now only need to show 
that the left and right hand side of the relation has the same zeros for a given orbit. 
Consider the point on the ellipsoid defined by the zeros of Q (z). Here we require ),i = ° 
for i = 1, ... , m. Hence ~i = ° for i = 0, ... , m and therefore 17i = ° because 17 = ~i 
by the Poisson equations. We note that Q(z) has at most C2:;;'=on,,) -1 distinct zeros. 
We choose the orbit for which 17i = ° and Ji = ° for i = 0, ... , m. Here we require 
1l'~ = 0, Vi = 0, ... , m and hence y = 0. For this orbit we see that the zeros of both 
sides of the relation coincide. Since Q{z) = 0 and all the total angular momenta are zero, 
we have that the (2:;;'=0 n,,) - 1 zeros of Q are made up of the 2:;;'=0 (n" - 1) zeros of 
I1;;'=o{z - C!,,)n.-l plus the m zeros of P{z). For these points we have Ji = F; = ° for 
i = 0, ... ,m. Hence both sides of the relation are identical. 0 
9.6 Action variables 
Nekhoroshev's theorem applied to the geodesic flow on the general degenerate ellipsoid 
proves the existence of action-angle variables. First of all note that the total angular 
moment a J" are global action variables, which we prove in the following lemma. 
Lemma 9.6.1. Global Actions. For the geodesic flow on the general degenerate ellipsoid, 
the in + 1 total angular momenta J" for which k" > 2, in the group action G = SO{ko) x 
... x SO{km ), are global action variables. 
Proof. Nekhoroshev's theorem implies that there will be in + m + 1 action variables 
corresponding to the independent involutive integrals. We claim that in + 1 of these 
action variables are the total angular momenta J", and that furthermore, they are global 
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action variables. Will prove that the J" are action variables, by showing that their flow 
is 27l'-periodic. Consider the variable J". The flow is given by the solution to the Poisson 
equations 
(9.119) 
Yi = {Yi> J,,}, 
for the Dirac bracket. We have m + 1 sets of equations, each set corresponding to i El". 
Evaluating bracket for the Poisson equations gives the following equations for the flow 
of each action J". 
Xi = 0, (9.120) 
. 1 (" ") Xi = J" Yi7l'1 -Xi7l'3 , 
Yi = 0, i 1:. I", 
. 1 (" eT) Yi = J" Yi7l'3 - Xi7l'2 , 
Expressing the equations as matrix differential equations gives, for each (Xi, Yi), 
( ~: ) = ( ~ ) , i 1:. I", (9.121) 
( ~: ) = SM ( ~: ) , i El", 
where 
(9.122) 
Here S is the standard symplectic matrix. Note that although the matrix equation at 
first appears to be non-linear, all of the entries of the matrix M are constants of motion, 
and so the equation reduces to a linear one. The flow is given by 
<I>~.(Xi' Yi) = exp (BMt) Zi> ( Xi) Zi = Yi ' (9.123) 
<I>~.(Xi' Yi) .= Zi, 
The eigenvalues of the matrix BM are ±i and the Cayley-Hamilton theorem may be used 
to evaluate the exponential of the matrix. The flow is then given by 
<I>~(Xi'Yi) = (idcost+SMsint) (~: ), (9.124) 
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t ( Xi ) <PJ.(Xi,Yi) = Yi ' 
Hence we have shown that all of the Jq are actions. 
The projection of the orbit to configuration space (or momentum space) is a circle in 
the hyperplane spanned by the initial Xi and Yi for j E Iq, with radius ftf (or ViiI). 
Hence the total angular moment a Jq are global action variables for the geodesic flow 
on the general degenerate ellipsoid. D 
This is the same Dullin and Hansmann's result for the degenerate C. Neumann prob-
lem [26]. 
The corresponding angle variables 'l/Ji are defined as the variables conjugate to the total 
angular momentaj we have, using the canonical bracket 
(9.125) 
The global actions Jq are not the only action variables that occur for the general 
degenerate elliposoid. We also have the action variables which arise in the reduced system. 
These are described in the following lemma. 
Lemma 9.6.2. Actions of the Reduced System. In the reduced system the actions are 
defined by 
1 fA' ((z) 
Ii = 47r A(z) dz, i = 1, ... ,m, 
where (( z) is as defined in theorem 9.5.2. 
Proof. We solved the Hamilton-Jacobi equation for the reduced system in theorem 9.5.2 
by separating the variables and finding the generating function S. 
For an Integrable Hamiltonian system the actions are given by 
Ii = 21 1 p.dq, 
1T c& 
(9.126) 
where Ci are the cycles on an invariant torus. The individual actions can be simplified to 
I; = ~1 Pidqi 
27r C, 
(9.127) 
when we can separate the variables. Hence the actions I; are given as shown in the 
lemma. D 
Putting together the results, we have m + 1 global actions Jq , and m actions 1;. We 
recall that Nekhoroshev's theorem [59] is equivalent to saying that the symplectic form w 
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on the full phase space near a weakly regular value of the energy-momentum map can be 
decompo~ed into 
w = wl' + d1/1 /\ dJ + wo. (9.128) 
where wl' = d</> /\ dI is the symplectic structure on the reduced phase space PI" We 
have defined angle variables </> conjugate to the actions I. 1/1 is conjugate to J and wo" 
is the symplectic structure on the coadjoint orbit space of G = SO(ko) x ... x SO(km ). 
This result relates to the Energy Casimir map. In the decomposition of w, the first term 
wl' relates to the reduced phase space, and the second term d1/1 /\ dJ to the Casimirs. 
The last term relates to the coadjoint orbit which we found was a direct product of 
Grassmannian manifolds. The regular fibres of the Energy Casimir map were found to 
be torus bundles over this direct product. However, since the reduced Hamiltonian does 
not contain coordinates belonging to the direct product, these are ignorable coordinates. 
An analogous situation to these results was described by Fasso [30] for broadly integrable 
Hamiltonian systems, of a meadow of actions in which there are flowers whose petals are 
tori parameterised by angles conjugate to the actions and whose centres are the coadjoint 
orbits. 
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Chapter 10 
Conclusions and future work 
We finally summarise the main conclusions of the thesis and indicate some ideas for future 
work. 
10.1 Conclusions 
In this study, we have employed techniques from Hamiltonian mechanics, integrable sys-
tems, reduction theory and invariant theory to investigate the behaviour of the geodesic 
flow on ellipsoids with equal semi-axes. We have completely classified the behaviour of the 
geodesic flow on all of the degenerate three dimensional ellipsoids, although there are a 
few further investigations which could be carried out here, which we will describe shortly. 
We also described the well known classical situation for the geodesic flow on the three 
dimensional ellipsoid with distinct semi-axes. Although "well known" , we are not aware of 
any publication which specifically describes this system, as recent literature concentrates 
on the general n-dimensional case. However, discussions with Alexey Bolsinov assure me 
that the topology of the Liouville foliation for this case is known to researchers in inte-
grable systems. The degenerate three dimensional ellipsoids show a number of interesting 
features. The most interesting is the system with 121 symmetry, where monodromy is 
found in the system. Nevertheless, the other degenerate cases have important features 
too, including the presence of three globally smooth actions for the ellipsoid with two sets 
of two equal semi-axes. For completeness a description of the geodesic flow on the two 
dimensional ellipsoids of revolution is given in the appendix. 
For the geodesic flow on the general degenerate ellipsoid, we have extended Moser's 
work on the ellipsoid with distinct semi-axes to the degenerate case, and used singular 
reduction to simplify the situation by finding a reduced system. We found the integrals 
for the system, including a number of global action variables, and showed that the system 
is integrable in the non-commutative sense. The concept of the energy-Casimir map was 
introduced and the regular fibres of this map were shown to be torus bundles over the 
direct product of Grassmannian manifolds. Finally we separated the variables for the 
reduced system and found a further set of actions not arising from the symmetry in the 
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system. The results for the general case have many similarities to Dullin and Hansmann's 
study [26] into the degenerate C. Neumann problem, and many of their arguments were 
used here. 
10.2 Future Work 
There are several avenues for further studies which could be carried out in relation to the 
material described in this thesis. We have concentrated solely on the classical situation 
and not investigated any quantised systems. Waalkens and Dullin showed quantum mon-
odromy [69] exists for the quantum prolate ellipsoidal billiard. We would expect to find 
similar behaviour in the quantum system of the geodesic flow on the three dimensional 
ellipsoid with a 121 symmetry. This is because the prolate ellipsoidal billiard is the sin-
gular limit of the geodesic flow on the 121 ellipsoid with the smallest semi-axis tending to 
zero. It may also be interesting to quantise some of the other systems as well, although we 
will not get quantum monodromy as monodromy is not present in the classical analogous 
system. 
A study is certainly merited into an analysis of the dynamics of the motion on the 
degenerate three dimensional ellipsoids. Fedorov recently presented some interesting re-
sults on algebraically closed geodesics on a triaxial ellipsoid [31]. An analogous study 
for three dimensional ellipsoids would be welcome, in particular for the dynamics for the 
three dimensional ellipsoid with a 121 symmetry. An alternative approach could be to 
investigate the dynamics of the geodesics for the 121 ellipsoid by classifying motions on 
the invariant tori by their winding number and investigating the energy surfaces. 
For the general degenerate ellipsoid, a study into the singularities which can exist would 
provide a welcome extension to Zung's study [75] into the singularities which can exist 
for the n-dimensional ellipsoid with distinct semi-axes. 
The geodesic flow on the general degenerate ellipsoid and the degenerate C. Neumann 
problem are two famous classical problems which exhibit similar behaviour. Various inte-
grable extensions exist to the geodesic flow on the ellipsoid, e.g. Kozlov's study [40], and 
there are other related problems such as the Rosochatius system [62] and Wojciechowski 
system [74]. It would be interesting to investigate the effect of introducing symmetries 
into these cases. 
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Appendix A 
The geodesic flow on two 
dimensional ellipsoids 
Here the well known classical situation of the 2-ellipsoid embedded in R3 is briefly de-
scribed. For coordinates x = (xo, Xb X2) in R3 , the ellipsoid is defined by 
(A.l) 
where 
(A.2) 
As in the three dimensional case we let Yi = Xi and define constraints for being on the 
ellipsoid from which we construct a Dirac bracket, which is given by definition 2.1.7. The 
Hamiltonian is H = ~(Y5 + Y~ + Y~) and the equations of motion of the geodesic flow on 
the ellipsoid in Poisson bracket form are analogous to the three dimensional case. 
A.I The two dimensional ellipsoid with distinct semi-
axes 
We already showed in theorem 3.2.1 that the geodesic flow on an n-dimensional ellipsoid 
with distinct semi-axes is Liouville integral and listed the smooth global integrals Fj by 
(3.4). Hence we have 
Theorem A.1.1. Liouville Integrability. The geodesic flow on the two dimensional el-
lipsoid with distinct semi-axes is Liouville integrable with the integrals Fa, Fb F2 and the 
relation 2H = Fo + FI + F2• 
We proceed as in the three dimensional case, and construct an ellipsoidal coordinate 
system (Ab A2) on the tri-axial ellipsoid, defined by 
(A.3) 
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for which we have 
2 B(ai) 
Xi = A'(ai) , 
where 
2 
B(z) = IT (Z - Aj), 
j=O 
2 
A(z) = IT (Z - aj), 
j=o 
Expressing the Hamiltonian in the ellipsoidal coordinates we get the following result. 
Lemma A.1.2. The Hamiltonian for the geodesic flow on the two-dimensional ellipsoid 
with distinct semi-axes in local symplectic coordinates (Ab A2,Pl,P2) is 
The additional constant of motion are G is found by separating the variables as 
where i = 1,2. 
Proof. As for the proof of lemma 3.2.2. 
As a result of the separation the moment a Pi conjugate to Ai can be expressed as 
2_ Pi -
Ai(2hAi + 2gi) 
o 
Note once again that the (algebraic) elliptic coordinates Ai have singularities when 
Xi = 0; Xo = 0 for Al = aD, Xl = 0 for Al = al or A2 = al and X2 = 0 for A2 = a2. The 
middle plane Xl = 0 contains the four umbilic points defined by Al = A2 = al. Introducing 
elliptic functions Ai (<Pi) gives a double covering by a torus with coordinates <Pi branched 
over the umbilic points. We can express the Hamiltonian using the non-algebraic elliptic 
coordinates <Pi as 
where Pi is conjugate to <Pi. We have removed the singularities when Al = aD and a2 = a2· 
The topology of the Liouville foliation for this case was analysed by Bolsinov and 
Fomenko [9, 10, 11]. The results are briefly summarised in the following theorem. 
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Theorem A.1.3. The Liouville Foliation. The image of the momentum map for fixed 
energy is a line segment with three co rank 1 non-degenerate critical values. The endpoints 
correspond to the stable orbits in the Xo = 0 and X2 = 0 plane. There is another critical 
value in the middle of the interval corresponding to the orbits in the plane Xl = o. The 
fibre of this point contains the two unstable orbits connected by a heteroclinic separatrix. 
The topology is that of two circles intersecting in two points multiplied by a circle, i. e. 
C2 x 81 • 
Proof. For the details of this proof see [9, 10]. Here we summarise some of the important 
points. 
There are three critical periodic orbits obtained by intersecting the ellipsoid with any 
coordinate plane Xi = 0, i = 0, 1,2. For the geodesic subflows we have Xi = 0, Yi = 0 
and hence Fi = 0 and V Fi = O. Looking at the one degree of freedom system generated 
by the additional integral G and finding its critical points we see that G takes values in 
the line segment [-hao, -ha2]. G is strictly speaking not defined at the endpoints (the 
critical values) as the algebraic elliptic coordinate system breaks down there. For each 
endpoint we have Xo = Yo = 0 and X2 = Y2 = 0 respectively. At each end point we have a 
stable periodic orbit in one of two directions, so the fibre at an endpoint is 281. 
To analyse any motion that hits the umbilic points the non-algebraic ellipsoidal covering 
coordinates cannot be used. It turns out that the only motion that ever crosses the umbilic 
points are the two unstable periodic orbits in the Xl = 0 plane and their separatrices. The 
critical value in the middle of the interval [-hao, -ha2], at G = -hall corresponds to 
the unstable orbits in the plane Xl = O. The fibre here contains the two unstable orbits 
connected by a heteroclinic separatrix. The topology is C2 x 8 1, which can be seen by 
considering the Poincare section Xo = 0 with xo = Yo ~ 0 on the section. The boundary of 
the section Xo = Yo = 0 are itself geodesics, otherwise the flow is transverse to the section. 
The topology of the section with xo > 0 is that of a finite cylinder, i.e. an annulus. The 
restriction of the additional integral G to the surface of section and to constant energy 
gives a function with two minima (corresponding to the two geodesics in the x2-plane) 
and two saddles (corresponding to the two geodesics in the Xl-plane). The separatrices 
intersect the section along two curves wrapping around the cylinder once and intersecting 
in two points, like P4> = ± cos 4J. 0 
A.2 The ellipsoids with 80(1) x 80(2) and 80(2) x 
80(1) symmetries 
Consider the geodesic flow on the two dimensional ellipsoid corresponding to the symmetry 
group action 80(1) x 80(2); the oblate ellipsoid of revolution. We have 
(A.4) 
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where 0 < ao < al. The Hamiltonian is given by 
1 (2 2 2) H = 2 Yo + YI + Y2 (A.5) 
with respect to Poisson's equations on T*jR3 with the Dirac bracket. The SO(2) group 
action is 
<I> (x, Yj e) = (x, ii) 
where 
x = (xo, XI cos e - X2 sin e, XI sin e + X2 cos e), 
ii = (Yo, YI cos e - Y2 sin e, YI sin e + Y2 cos e) . 
The group action <I> is the flow generated by the angular momentum J = XIY2 - X2YI. 
Theorem A.2.1. Liouville Integrability. The geodesic flow on the two dimensional ellip-
soid with a symmetry corresponding to SO(l) x SO(2) is Liouville integrable. Constants 
of motion are given by the energy H and angular momentum J. 
Proof. This follows for the generic two dimensional case with distinct semi-axes. In the 
limit a2 -+ al we have (al - (2)FI becomes ]2, hence Hand J commute. 0 
The group action <I> has invariants 
and the relation 71'171'2 - 71'~ - 71'~ = O. In analogy to the three dimensional ellipsoids with 
symmetries, we perform reduction for j # O. 
Lemma A.2.2. A set of reduced coordinates (~o, 6, T)o, T)J) is defined on the reduced phase 
space P:i = J- I (j) / SO(2) by the formulae 
~o = Xo, ~I = ..fil, T)o = Yo, 71'3 T)I = --. 
..fil 
The reduced coordinates satisfy the Dirac bracket in jR4[~, T)], i.e. 
{~k'~l} = 0, 
The mapping R : JR6[X, y] -+ JR4[~, T)] is a Poisson map and the reduced system has reduced 
Hamiltonian 
- 1 (2 2) P H = 2 T)o + T)I + 2~r 
Proof. As the proof of lemma 4.1.2. o 
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We now choose a coordinate system (~, 0), where 0 is an angle corresponding to the 
position about the axis of rotational symmetry. We define 
Xo =~, 
( e) 1/2 X2 = 0<;/2 1 - 0<0 sin 0 
The Lagrangian for the geodesic flow on the ellipsoid is 
Then we use the Legendre transform and we have proved the following lemma 
Lemma A.2.3. The Hamiltonian for the geodesic flow on the ellipsoid with 80(1) x 80(2) 
symmetry in local symplectic coordinates (~, Pe, 0, Po) is given by 
H 0<0 2 0<0(0<0 - e) 2 
= 20<1(0<0 - ~2)PO + 2(0<3 + (0<1 - 0<0)x2l e' 
The conjugate momentum Po is the constant of motion J = XIY2 - X2Yl previously defined. 
The Casimirs and Hamiltonian are linear in the invariants, and the reduced phase space 
is a subset of ffiS[xo, Yo, 7l'1> 7l'2, 7l'31 defined by 
This is smooth except for j = O. For j =f 0 it is diffeomorphic to JR2 • For j = 0 we have a 
conical singularity in the reduced phase space. 
The fibres are regular for 0 ::; P < 20<1h and are T2 by the Liouville-Arnold theorem. 
We use the techniques of singular reduction to consider the singular fibres. 
Theorem A.2.4. Singular Fibres. For the geodesic flow on the ellipsoid with 80(1) x 
80(2) symmetry we have a singular fibre 8 1 at p = 20<1h. 
Proof Eliminating the invariants in the relation using Casimirs and the energy equation 
we have 
1 Xo (2h 2) 0<1 xoyo _ ·2 ( 
2) 2 22 
0<1 - - - Yo - 2 - J . 
0<0 0<0 
Proceeding as for theorem 8.1.4 we get a singular value for P = 20<1h. 
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Due to the lack of differentiability in the relation at j = 0, we investigate what happens 
at this point by examining the rank of the Jacobian matrix constructed from the two 
Casimirs, energy equation and angular momentum J which is given by 
~ 0 0 
;;l 
"1 
l1l. Em .ill 
"2 "0 "1 "1 • 
0 Yo YI Y2 
-YI 0 -X2 XI 
For j = 0 this matrix always has full rank for non-zero energy h. Hence j = 0 is a regular 
value of the momentum map. 
To find the singular fibre at P = 2Cllh, substitute this value into the reduced hamilto-
nian and rearrange in the form 
from which we see that ~o = 0, 'f}o = 0, a = ai, 7]1 = 0 and hence we only have one singular 
point in reduced space for the singular fibre. In full phase space we have 
which is a circle where we can go around it in either direction. 
So we have a fibre of SI for j = +v'2Cllh and SI for j = -v'2Cll h. o 
The situation for the symmetry group SO(2) x SO(1) is analogous, except that we have 
a singular fibre at j2 = 2Cloh where the angular momentum is defined by J = XOYI - XIYO. 
The dynamics of the geodesic flow is now investigated. First of all we check the stability 
of the relative equilibria. 
Lemma A.2.5. Stability of relative equilibria. The relative equilibria of the equations 
of the geodesic flow for the two dimensional ellipsoid with a SO(1) x SO(2) symmetry, 
defined at ~ = 0, Pe = 0 are elliptic critical points. 
Proof Hamilton's equations are 
iJ _ aOP9 
- ClI(ao - ~2)' 'h = 0, 
~ _ ao(ao - e)Pe 
- a5 + (al - ao)~2' Pe = 
They have a fixed point at ~ = 0, ~ = O. The Hamiltonian is cyclic in e, so we consider 
the equations in ~ and Pe independently to those in e and P9. For ~ = 0 and Pe = 0 we 
require Pe = 0 and ~ = O. One cannot have the coordinate singularity x 2 = ao except at 
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Po = O. Linearising the equations in ~ and Pe about the point Pe = 0 and ~ = 0 gives the 
matrix differential equation: 
(A.6) 
The eigenvalues of the matrix are ±i 1/~' 1/2' which are imaginary, hence the critical points 
0'0 01 
are elliptic. 0 
We note that the critical points are non-degenerate. 
We can construct phase portraits to analyse the dynamics of the flow. 
Lemma A.2.6. Phase portraits. The phase portraits for the geodesic flow on a two 
dimensional ellipsoid with a SO(2) symmetry are described by 
Proof. Squaring Hamilton's equation for ~ and substituting the Pe from the Hamiltonian 
for H = h gives the result. 0 
The equation for the phase portrait has the form 
.2 'Y - /)x2 
X = -'---:;:-::: 
Cl< + f3x2 
where 
All parameters are positive. The geodesics on the oblate ellipsoid of revolution are de-
scribed by 
Lemma A.2.7. Geodesics on oblate 2d-ellipsoid. The following geodesics can occur on 
the oblate 2d-ellipsoid of revolution: two periodic orbits corresponding to the equator of the 
ellipsoid (i.e. the intersection of the plane Xo = 0 with the ellipsoid), an infinite number 
of geodesics corresponding to the meridians of the ellipsoid (i.e. the intersections of the 
ellipsoid with any plane which contains the xo-axis), and geodesics consisting of winding 
motion on the ellipsoid. 
Proof. The phase portrait consists of closed loops centred about the origin, symmetrical 
about both axes, and is shown in A.I. Consider the types of geodesic motion that can 
occur. Every meridian of the ellipsoid is a geodesic. The equator on the ellipsoid is also a 
geodesic. However further geodesics exist on the ellipsoid. For these ~ oscillates between 
a minimum and a maximum value, dependent on the values of h and Po. () also evolves 
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-2 
Figure A.l: Phase portrait for geodesics on oblate ellipsoid with ao = 1, a1 = 2, Po = 0.5. 
according to Hamilton's equations. The motion winds around the ellipsoid on a strip 
between the maximum and minimum values of~. Almost all orbits will not be closed, 
although some closed orbits will exist. For the fixed point, ~ = 0 but () is still evolving, 
so this represents the equator of the ellipsoid. If ~ moves between -Fa and Fa then 
Po is equal to zero. This motion is motion on a meridian of the ellipsoid. 0 
We note that there is nothing particularly special about the meridians. There are many 
more tori which are foliated into periodic orbits, albeit not meridians. 
In the case of the ellipsoid with a 80(2) x 80(1) symmetry (Le. a prolate ellipsoid of 
revolution) we have similar results. 
Lemma A.2.8. Geodesics on prolate 2d-ellipsoid. The geodesics on the prolate ellipsoid 
have the same generic forms as those occurring on the oblate ellipsoid. 
Proof. This is analogous to the oblate situation. o 
The action integrals can now be investigated. For the 80(1) x80(2) and 80(2) x80(1) 
systems it is an elementary exercise to compute the non-trivial action. For the oblate case 
where the longer axes are equal, ao < a1 = a2 the action is given by 
1z = -2
1 J Psds 
71' fc, 
where 
2 = (2h _ ao J2) (05 + (a1 - ( 0)82) 
Ps a1(aO _ 8 2) ao(ao - 8 2) • 
The essential integral is a function of the ratio p = aol a1 and the scaled angular mo-
mentum 3 = j 1-)2001 only. Expressing 1z in Legendre normal form we have proved the 
following lemma: 
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I, I, 
2.' 2.' 
(i) (ii) 
2 2 
.. , 
1 
0.' 0.' 
-2 -, 1 2 J -2 -1 2 J 
Figure A.2: Actions for ellipsoids of revolution: (i) ao < al = a2, (ii) al = a2 < a3, 
where ao = 1, al = 2, a3 = 4, h = 1. 
Lemma A.2.9. Non-trivial action integral. The non-trivial action integral is given by 
where e and IT are Legendre's complete elliptic integrals of the second and third kind 
respectively and the modulus and parameter are 
For the oblate case p > 1 and thus k2 < O. Upon replacing U by iU the above formula for 
the action also holds in this case. 
We further note that 11+ 12hal31 are smooth for both 80(1) x 80(2) and 80(2) x 80(1) 
cases, hence are smooth global actions. 
A.3 The ellipsoid with a 80(3) symmetry 
Consider the geodesic flow on the two dimensional ellipsoid with all of the semi-axes equal, 
corresponding to the group action 80(3). We have the ellipsoid 
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Xo Xl x 2 1 
-+-+-=, 
ao ao ao 
which is the sphere 8 2. Hence we have the well known case of the geodesic flow on 82. 
The Hamiltonian is given by 
1 (2 2 2) H = "2 Yo + Yl + Y2 • 
The motion for this situation is described as follows 
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Theorem A.3.1. Fibres of Energy Casimir map. The regular fibres of the energy Casimir 
map for the geodesic flow on the two dimensional ellipsoid corresponding to a 80(3) 
symmetry are 8 1 fibre bundles over the base space 8 2 • There is a singular fibre of 8 2 at 
the singular value J = 0 where J is the total angular momentum, but here the energy is 
zero. 
Proof For the 80(3) action there are three angular moment a LOb L 02 , L 12 , all of which 
are functionally independent. Letting J be the total angular momentum, we have the 
equations 
Y5 + y~ + y~ = 2h, 
XoYo + X1Y1 + X2Y2 = 0, 
ao ao ao 
so we have invariants 1l'1 = ao, 71'2 = 2h and 1l'a = O. We have the relation 
(A.7) 
and hence the Hamiltonian and total angular momentum are dependent. We have one 
independent involutive integral J and two independent but non-involutive integrals, let 
us say L01 , L 02 , as we have to drop one momentum because we have chosen J as an 
integral. Looking at the Casimirs and the energy equation show that a regular fibre of 
the momentum map is just the standard circle bundle T18 2 over 8 2 ; in fact from standard 
theory [18] this is 80(3). 
Consider the singular points of the momentum map. Here we will have Yo = Y1 = Y2 = 0 
and hence zero energy h = O. Therefore J = 0 and h = 0 and we have that every point 
on the sphere 8 2 where the motion is stationary is in the singular fibre of the momentum 
map. Hence the singular fibre is S2. 0 
The dynamics of the motion are described in the following well known result 
Lemma A.3.2. Dynamics of geodesic flow. For a sphere 8 2 , all geodesics take the form 
of great circles. 
Proof. See for example [71]. o 
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Appendix B 
Elliptic Integrals 
We briefly describe some points from the theory of elliptic integrals which are used in the 
main body of this thesis. We recall that an elliptic integral [13, 72] is an integral of the 
form 
1= J R(z, w)dz, 
where R(z, w) is a rational function of z and w, and w is defined by the equation 
w2 = P(z). 
Here P(z) must be a polynomial function in z of degree 3 or 4. We require w2 to have 
no repeated factors and R to have an odd power of w. An integral of elliptic type is an 
integral with the simplest type of algebraic integrand that results in a non-elementary 
integral. They are analogous to inverse trigonometric integrals, and are so called because 
they arise if we attempt to calculate the arc-length of an ellipse by integration. 
An elliptic integral may be expressed in terms of three basic integrals; the elliptic inte-
grals of first, second and third kind, which are written as F(4J, k), £(4J, k) and II(4J, a, k) 
respectively, for argument 4J and parameters k and a. This is done using the technique of 
Legendre normal forms [13]. The three fundamental integrals are defined as follows. For 
the fundamental elliptic integral of the first kind we have 
F('" k) -lY dz y = sin("'), 
,/-" - 0 V(I- z2)(I- k2z2) , '/-' 
where k is called the modulus of the integral, which may be any real or imaginary number. 
For the second kind we have 
£(4J,k) = f V\-_k::2 dz, 
and for the third kind 
<I>(4J, a, k) = l Y (1- a2Z2)V(ld~ z2)(I- k2z2) 
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In the case that y = 1 we say that the integrals are complete. We write the complete 
elliptic integrals of the first, second and third kind as K(k), £(k) and 11(0<, k) respectively. 
Abel and Jacobi looked at the inversion of the elliptic integrals, which gives rise to the 
J acobian elliptic functions. For example, we define the inverse function of :F( cp, k) by 
y = sincp = sn(I,k), 
where I is the integral :F(rf>, k). 
We also mention that an Abelian, or hyperelliptic, integral is an integral of the form 
1= J~, 
where w2 = P(z) for a polynomial P(z) of degree greater than 4. 
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