ABSTRACT. In this paper, the application of Bayesian methods for probability of detection (POD) estimation and the model-assisted probability of detection methodology is explored. A demonstration of Bayesian estimation for an eddy current POD evaluation case study is presented and compared with conventional approaches. Hierarchical Bayes models are introduced for estimating parameters including random variables in physics-based models. Results are presented that demonstrate the feasibility of simultaneously estimating model calibration parameters, model random variables and measurement error.
INTRODUCTION
A model-assisted strategy for the design and execution of POD studies for NDE has been under developed [1] [2] with several demonstrations to date [2] [3] [4] [5] . Recent work has indicated the potential for reducing POD sample number by better managing experimental variation using more accurate statistical models and appropriately designing experiments based on prior experience and data [6] . Leveraging validated models that include all significant sources of variation on the measurement response is the key element to sample and experimental test reduction [5] . However, to fully address the challenge of performing a complete quality evaluation with limited experimental samples, a model-based assessment must incorporate the variations of the most significant input factors and appropriately integrate simulated and experimental results. A block diagram of the modelassisted POD evaluation process is presented in Figure 1 . This process was developed by Bruce Thompson and Chuck Annis and is found in Appendix H of the MIL-HNBK 1823A [1] . As part of this process, there are several critical components in the evaluation that concern the propagation of varying conditions and uncertainty through the model, or updating of parameter estimates in the POD assessment. Bayesian analysis is a statistical approach for evaluating a "posterior" distribution of model parameters through combining information in the prior distribution with new evidence according to Bayes' theorem. Bayesian methods can be leveraged here for the evaluation of three key components of the methodology: (1) evaluation of variability for an input factor or condition is as a probability density function (pdf), (2) model calibration [7] , and (3) revised measurement model estimates with experimental data. In practice, the posterior distribution can be evaluated, providing a refinement to the original prior distribution through numerical methods such as Markov Chain Monte Carlo (MCMC) simulation [7] [8] [9] .
In prior work on NDE reliability, Bayesian methods have been generally proposed [10] [11] with several examples for the evaluation of statistical POD models for hit-miss data [12] [13] and ahat-versus-a reliability studies [14] [15] . In particular, Bayesian methods are dvantageous for more complex can be quite useful to evaluate address complex estimation problems and when prior information is available. For example, Li, Meeker and Hovey [14] used Bayesian methods for simultaneously evaluating the noise interference model for POD and the crack distribution. In this paper, the focus will be on the application of Bayesian methods for probability of detection (POD) estimation for models of increasing complexity, laying the foundation for the model-assisted probability of detection (MAPOD) evaluation. 
BAYESIAN METHOD FOR EVALUATING MULTIPARAMETER REGRESSION MODELS
A simulated POD demonstration study for the eddy current inspection of surface breaking cracks is revisited [5] here contrasting several different POD evaluation methodologies. This simulated study follows the same experimental measurement system, sample conditions and flaw characteristics from the prior work [5] . The primary controlling factors for this POD evaluation study are crack length (a 1 ), crack width (a 2 ) and probe liftoff (a 3 ). VIC-3D © was applied to simulate the impedance measurement response. Two models for the eddy current measurement response, â , are considered to evaluate their fit and associated residual error. They include a single parameter linear model:
a two parameter linear statistical model including crack length and depth: where β i represent the model fit parameters and ε represents the residual error of the fit (as a Guassian random variable). Through application of a detection criterion as part of the NDE procedure, these models can be used for evaluating the POD curve and false call rate. Clearly, the nature of the confidence bounds on the POD model will be dependent on both the variation in the number of test samples used and the quality of the model fit. Unlike 'hit-miss' analysis, the bounds will be dependent upon the quality of the model to represent all controlled and uncontrolled variation during a POD study. A statistical model fit considering only crack length (Eq. 1) and both crack length and depth (Eq. 2) were compared, following the work of Hoppe [6] . Table 1 presents a comparison of the metrics on the statistical evaluation fits using maximum-likelihood estimation (MLE) and Bayesian methods. The inclusion of crack depth, a 2 , in the model was found to reduce the residual variance, 2 ε σ , by 20%. For the two-parameter fit evaluations, three different methods for assessing confidence bounds, the delta method (Wald), Monte Carlo (MC) simulation and Bayesian methods (MCMC), were investigated. All three were found to be in good agreement. 
BAYESIAN APPROACH FOR EVALUATING POD USING PHYSICS-BASED MODELS
In prior work [5] , Matlab was linked with R and WinBUGS to perform the statistical fit with Bayesian method. Extensions using Python have also been developed to facilitate Bayesian analysis for POD Evaluation. For both approaches, WinBUGS and OpenBUGS were used to perform the MCMC simulations [16] . However, to address more sophisticated physics-based model fits, a new capability was needed to better link the numerical models within the MCMC simulation. At this time, using WinBUGS and OpenBUGS was deemed not practical going forward for a MAPOD evaluation.
Matlab was chosen as a demonstration platform to perform a POD analysis incorporating physics-based models. An important prerequisite for fitting of the physicsbased model was developing a fast and accurate surrogate model to be called from Matlab. A series of numerical models were constructed and solved using VIC-3D © to address a variety of crack length, crack depths, aspect ratios, cracks location, and probe liftoff. These data sets were organized and a function call including an interpolation scheme was developed in Matlab to evaluate the numerical data files. The second critical component was having a capability to perform Markov Chain Monte Carlo (MCMC) simulations in Matlab. The Matlab MCMC toolbox, DRAM (Delayed Rejection Adaptive Metropolis) [17] was leveraged for this task. The case study in the prior section was repeated, and good agreement was demonstrated between the Markov Chain Monte Carlo (MCMC) simulations in Matlab and WinBUGS.
With the ability to evaluate parameters using MCMC with physics-based models, a second case study problem, the eddy current inspection of fastener sites for fatigue cracks, was revisited [3] to contrast the POD results for a single parameter linear model:
and a calibrated physics-based model including crack length and depth:
where f () is a function call for a physics-based model, β 0 , β 1 are model calibration parameters, a 2 , the crack aspect ratio, (b/a) is fixed.
Results for the linear statistical model and physics-based model evaluation are presented in Figure 2 . Several observations can be made by examining the model fit and residual plots. First, the physics-based model fit provides a better match with the data and the residuals are generally reduced. There is a minor exception at the far right of the residual plot; however, these few data points may simply be due to having greater variance for larger flaw responses or they may be outliers due to poor surface conditions. It should also be noted that the MCMC simulation naturally provides the bounds on the parameter estimates being evaluated. Thus, for more complex models, Bayesian evaluations using MCMC simulation are quite advantageous. For the POD curves shown in Figures 2(e) and 2(f), the result for the physics-based model appears to better represent the data and actually produces a more conservative POD model fit. 
HEIRARCHICAL BAYESIAN METHODS FOR EVALUATING PHYSICS-BASED MODELS WITH UNCERTAIN STOCHASTIC PARAMETERS
The estimation of both the calibration parameters of a physics-based model and the distribution of select model factors, including crack aspect ratio and liftoff were studied. Matlab code was developed to call a surrogate measurement model representing the numerical results from VIC-3D
© . The following model estimation problem was studied:
where f () is a function call for a physics-based model, β 0 and β 1 are model calibration parameters, β 2 is a random variable associated with crack aspect ratio (b/a) and β 3 is random variable associated with liftoff variation. An initial study was performed where only the random variables β simultaneously. Improvements were made to the evaluation by ensuring the surrogate model was smooth over the entire parameter space and the application of informative priors based on expert knowledge of the parameter constraints in the inversion process.
To fully evaluate this model, there is also the need to provide a true estimate of variance for crack aspect ratio random variable. Parametrized eddy current models that include aspect ratio as a random variable as shown in Figure 3 can reasonably address both the mean response and non-constant variance trends observed in experimental results. The evaluation of these stochastic model parameters can be achieved through evaluation of hierarchical Bayesian models. Gelman et al. introduced hierarchical Bayesian models for these classes of problems [16] [17] and presented several examples implemented using WinBUGS. Progress was made in the effort to implement hierarchical Bayesian models in Matlab (in order to leverage surrogate models); however, the estimation results were found to not be as consistent as the WinBUGS code. Thus, WinBUGS was used for the final demonstration in this paper. Based on the eddy current case study problem, an example is presented here to investigate the ability to simultaneously evaluate the model fit parameters and the variance terms for both the noise in the measurement and stochastic variance in the model slope. The physics-based hierachrical NDE measurement model is given as follows:
where f () is a function call for a physics-based model, β 0 , β 1 are model calibration parameters, and β 2 is a random variable associated with crack aspect ratio (b/a) with unknown mean and variance. A simplified test case hierachrical NDE measurement model is given as follows:
where β 0 and β 1 are offset and mean slope terms of the model respectively, η is a random variable associated with varying-slope in the model and 2 η σ is the variance in slope parameter. Here, the random variable, η, is used to simulate the increasing variance with increasing flaw size present in the physics-based model shown in Figure 3 . The goal of this study is to assess how accurately these four parameters, β 0 , β 1, Three example estimation problems are presented in Figure 4 . Test case values were selected to closely represent examples in prior experimental data (see Figure 2 ) and simulated results (Figure 3 ). The first case (a) investigated the condition where variance as a function of flaw size dominates measurement noise (i.e. the variance independent of flaw size). Using only 100 samples, the estimates for the two variance terms, 2 η σ and 2 a σ , were found to be 0.2580 and 0.00139 respectively, close to the exact values of 0.300 and 0.0010. However, the 95% credible bounds for both estimates just missed containing the true values. This error may have been due to the specific random sample used with the limited number of points or could be something systematic in the estimation problem.
A second case study (b) with the same known parameters was repeated but with 1000 samples. As showing in Figure 4 (b), the estimated parameter results are in much better agreement. In both cases, there appears to be a repeated underestimate of the slope parameter variance, 2 η σ , and an overestimate of the measurement noise variance, 2 a σ . Note, the estimates for the calibration parameters, β 0 and β 1, were found to be in good agreement with the true values for these case studies. The variance terms appear to be the more challenging parameters to estimate in the hierarchical model.
A third case (c) investigated the condition where variance as a function of flaw size is on a similar order as the measurement noise (variance independent of flaw size). Using only 100 samples, the estimates for the two variance terms, 
CONCLUSIONS AND FUTURE WORK
Progress was presented on the feasibility of using Bayesian methods to estimate model calibration parameters, model random variables and measurement error in MAPOD evaluations. Future work is planned to perform hierarchical Bayesian evaluations with physics-based NDE measurement models, better address random variable parameter estimation, and investigate the appropriate diagnostics to verify the evaluation assumptions.
The Uncertainty Quantification (UQ) community is currently developing a broad Bayesian framework for the use of computational models with observational data, but challenges remain. First, one must properly address model discrepancy and not treat it as a random error [7] . Simply calibrating a wrong model will give physical parameter estimates that are wrong. Gaussian Process (GP) models can be used to fit model discrepancy. Second, the use of prior information in a Bayesian framework can greatly help mitigate the challenge of estimating parameters. Through the elicitation of expert opinion and applying reasonable constraints on the estimation process, these challenges can feasibly be managed. Lastly, there is need to better leverage model form uncertainty evaluation approaches. Recent work has demonstrated the benefits of using Bayes methods [13, 19] to identify the best models and minimize issues associated with model discrepancy. 
