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ABSTRACT 
Although operational risk has long been studied from a qualitative aspect, its quantitative 
nature has not yet come to a definite conclusion. Even the defintion of operational risk 
has been diverged into different views. For modelling purposes, the accepted practice 
of defining operational risk seems to be "everything exceeds market and credit risk", 
which may be interpreted as unexpected tail loss events or extreme events. Traditionally, 
tail-event modelling focuses on quantile estimation, or the so-called value-at-risk (VaR). 
However existing models often impose a normality assumption which is not realistic in 
practice. In this paper, extreme value theory is applied to measure the value-at-risk. A 
time series framework is then subsequently applied to model such a measure of operational 





是“市場風險與信用風險之外的風險”，這可以理解為非預期的尾部損失事件 ( ta i l 
loss events)或極端事件(extreme events)�一直以來，傳統尾部事件的建模主要集中在 
百分位數(quantile)的評估上，亦即所謂風險值(vahie-at-risk)，但現有的模型卻往往 
不切實際地把常態分配的假定(normality assumption)强加在内。本論文會將極值理 
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The global financial market has been experiencing peaks and troughs throughout the 
years. People will never forget major events happened in the history of the stock markets: 
the Great Depressions in the 1930s, Black Monday in 1987, Asian Economic Crisis in 1997, 
911 attack in 2001 and SARS outbreak in 2003. Investors are aware of every movement 
in the economy and they have come up with as many indicators as possible. Meanwhile, 
corporations are putting more emphasis in risk management systems and allocating more 
economic capital as cushions; wishing to survive when another hard time comes. As 
a result, a formalized standard for capital charges has been established by the Basel 
Committee on Banking Supervision to guard against market, credit, and operational risks. 
For modelling purpose, this paper presents another quantitative approach to operational 
risk based on a wide-ranging defintion. 
Traditional definitions for operational risk have been refined and revised continuously. 
The recent Basel definition of operational risk is "the risk of loss resulting from inadequate 
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or failed internal processes, people and systems or from external events". It further 
commented that "this definition is based on the underlying causes of operational risk. It 
seeks to identify why a loss happened and at the broadest level includes the breakdown 
by four causes: people, processes, systems and external factors. However, for the purpose 
of operational risk loss quantification and the pooling of loss data across banks, it is 
necessary to rely on definitions that are readily measurable and comparable". In view of 
these comments, practitioners' definition of operational risk — everything exceeds market 
and credit risk — is adopted throughout this paper. It concentrates on extreme and rare 
operational risks. A review of extreme value theory are presented in Chapter 2. Two 
risk measures: value-at-risk (VaR) and expeceted shortfalls (ES) are also introduced. 
The details about the modelling are considered. Time series analysis of daily VaR is 
conducted in Chapter 3. This operational risk framework is applied to analyze several 




It is important that an operational risk analyst deals with both market and credit risk 
management without double-counting. Under normal circumstances, it seems fair to 
assume that a financial institution can manage its losses that are mild and frequent. 
Existing market VaR and credit models provide adequate risk measures "under normal 
market conditions". Such measures ignore situations when such "normal conditions" 
break down, and they are not sufficient to cover unexpected losses due to natural diasters, 
fraudulent activities and human errors that are rare and severe. Hence, we adopt the 
accepted practice of defining operational risk as "everything that is not market or credit 
risk" and take operational losses to be the ones that are larger than market or credit losses 
under normal market conditions. In other words, only losses of significant magnitude (but 
usually rare) need to be considered under the category of operational risk management. 
As all forms of risk are driven by the same fundamental market conditions, we should 
be able to derive capital allocation for market risk, credit risk and operational risk from 
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the same profit and loss distribution simultaneously. Suppose that the expected level 
of losses have already been measured by the traditional value-at-risk, then any losses 
beyond that level (the unexpected losses) are assumed to belong to the operational risk 
category. Therefore operational risk are modelled as excesses over both market and credit 
losses (tail losses) on the profit and loss distribution. Suppose X represents daily return 
(profit and loss). Mathematically we define our measures of tail losses in terms of the loss 
distribution F{x). The value-at-risk {VaR) is the qth quantile of the distribution F 
VaRq = F � ) , (2.1) 
where is the inverse of F. The expected shortfall (ES) is the expected loss size, 
given that VaR is exceeded 
ESq == > VaR,]. (2.2) 
Our goal in operational risk measurement is to estimate VaRq and ESq. The required 
parameteres will be derived from the asymptotic distribution of extremes of profit and 
loss. To accomplish this, extreme value theory is needed. 
2.1 Extreme Value Thoery 
Extreme value theory has been widely used as probabilistic and statistical tools for mod-
elling rare events. Their impacts in insurance, finance and quantitative risk management 
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have been enormous, see for example Embrechts, Kllippelberg and Mikosch (1997). The 
approach to EVT in this paper follows Medova and Kyriacou (2001) closely. Other rel-
evant references on operational risk modelling can be found in Chavez-Demoiilin and 
Embrechts (2004), Embrechts, Furrer and Kaufmann (2003) and McNeil (1998, 1999). 
Broadly speaking, there are two principal extreme value models. The most traditional 
model is the block maxima model; this is a model for the largest observations collected 
from large samples of identically distributed observations. A more recent model is the 
peaks over threshold (POT) model; this is a model for all large observations which exceed a 
high level. POT model is generally considered to be more useful for practical applications 
(McNeil (1997)，Rootzen and Tajvidi (1997)), due to their efficient use of the (often 
limited) data on extreme values. In what follows, a brief introduction to EVT is given. 
In particular, POT method for high-quantile estimation are derived. Notations, from 
Chavez-Demoulin and Embrechts (2004) are adopted: 
• daily returns are denoted by X i , X2,..., X^] 
• u is a typically high threshold, and 
• Yi,..., Ynu are the excess losses from Xi,. . . , Xn above u. That is, given Xi , 
a random number Nu of them will exceed the threshold u\ it will be convenient 
to re-label these data Xi , . . . , Xj^^. For each of these exceedances we calculate the 
amount Yi =兄:—u of the excess loss, for i = 1,..., N^. 
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Note that w is a pivotal parameter to be set by the modeller so that the excesses above u, 
Yi,..., Ynu’ satisfy the required properties of the POT method; see Leadbetter (1991) for 
the basic theory and for instance Embredits, Kliippelberg and Milosch (1997) for review. 
We suppose that the threshold u approximately equals the value-at-risk. For iid losses, 
the excesses Yi,..., Yn^, asymptotically for Nu large, follow a so-called generalized Pareto 
distribution (GPD): 
I l-exp(-y/P), = 
where > 0, and the support is y > 0 when ^ > 0 and 0 <y < —P/^ when ^ < 0. 
Note that GPD is not necessarily heavy-tailed. For the GPD with ^ > 0, E[Y^'] is 
infinite for k > so that for ^ > 1 the GPD has no mean and for ^ > 1/2 it has infinite 
variance. For 0 < ^ < 1/2, the tail of F decreases exponentially fast and F belongs to the 
class of medium-tailed distributions with the first two moments being finite. Finally, for 
^ < 0 the underlying distribution F is characterised by a finite right endpoint. Instead of 
clustering towards a well-defined upper limit, the underlying extremes of financial losses 
and operational losses often tend to increase without bound over time. This suggests 
that the shape parameter for the GPD estimated from such data can be expected to be 
non-negative, i.e. ^ > 0 is most relevant for operational risk modelling. 
It can be easily shown that the pdf of GPD given ^ 0 is 
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In the heavy-tailed case > 0), the mean of the GPD can be defined provided ^ < 1 and 
can be calculated as follows: 
E ( ” 二 厂 ( 1 + 妒 * d ' y 
= 
-書例： 
= F ^ ( � - i ) 
= i h (2.3) 
2.2 Estimating Excess Distributions 
Given an iid sequence of random variables (series of daily negative returns in our case) 
X i , . . ” Xn, from an underlying distribution function F(x) = P{Xi < a:}, we are interested 
in the distribution of excesses Y = X — u over a high threshold u. The distribution of 
excesses losses over u is defined to be 
Fu{y) = - � w } 
_ F(u + y) - F{u) 
= r r p ^ ) ^ , (左 4) 
for 0 < ?/ < oo. 
Generally, if X has distribution function F{x) = G�(cc), then the excess distribution 
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in (2.4) can be easily calculated as 
” 1 - G � � u ) 
= 
= 1 _ z ^ + i l l + i ^ x - l / C 
� p + iu ) 
=1-(1 + 成 ) -
=Q’/3(u)(2/), + (2.5) 
Pickands (1975) showed that for a large class of underlying distributions F, as the 
threshold W —> CXD, the excess distribution Fu converges to a generalized Pareto distribu-
tion. That is, for a large class of underlying distributions, GPD is a good approximation 
of Fu in the sense that 
lirn sup � ( … 1 = 0, (2.6) 
where Xf (possibly infinite) is the right-hand end point of the support of the distribution 
given by F and y^ '•= xp — u. This theorem is vague as it fails to pinpoint exactly which 
large class of underlying distributions would work. For our purpose, it is sufficient to 
know that such a class contains all the common continuous distributions in statistics and 
actuarial science (normal, lognormal, t, F, gamma, exponential, uniform, beta, etc.). 
Suppose Xi,..., Xq are observed and n exceedances over threshold u Yi,..., Yn are 
picked, we can then fit GPD to those n excesses. Several statistical fitting methods 
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can be used to obtain estimates of the shape parameter ^ and the scale parameter (3. 
In this paper, we apply the maximum likelihood estimation (MLE) to estimate these 
parameters. MLE is one of the most general fitting methods in statistics. It also provides 
error estimates of the underlying parameters. 
The choice of the threshold should satisfy a 'bias versus variance trade-off' optimality 
condition, which is basically a compromise between choosing a sufficiently high threshold 
so that the asymptotic theorem can be considered to be essentially exact and choosing a 
sufficiently low threshold so that we have sufficient data for estimation of the parameters. 
It should also guarantee the stability of the ML estimate of the shape p a r a m e t e r S e e 
McNeil (1997) for further comments on this issue. 
2.3 Estimating Tails of Distributions 
Following equation (2.6), the excess distribution (severity of the losses) Fu{y) can be 
modelled by GPD under the POT model, i.e., we assume that 
K{y) = G^u?��’ （2.7) 
where I3{u) = + ^u. Equation (2.4) can then be written as 
F{u + y) - F{u) 
G 测 ⑷ = 1 - F{u) • 
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By setting x = u + y/ii follows that 
n x ) = (1 - � � O r - W + F⑷， （2.8) 
for X > w and the estimate of F{u) is replaced by the empirical estimator {n — Nu)/n using 
historical simulations (HS). Putting the HS estimate of F{u) and the maximum likelihood 
estimates of the parameters of the GPD together, equation (2.8) can be written as 
= （ 2 . 9 ) 
which is only valid for x > u. This estimate can be viewed as a kind of HS estimate 
augmented by EVT. Although its statistical properties are known when the data are 
independent or only weakly dependent, such an estimate can be constructed whenever 
we believe the data comes from a common distribution F. The expectation of this excess 
loss distribution in (2.5) is computed by using the result in (2.3): 
E { X - u \ X > u ) = M = ^ , (2.10) 
which will be vised in calculating the expected shortfall in the next section. 
2.4 VaR and ES 
As mentioned before, we are interested in analysing two risk measures, value-at-risk (VaR) 
and expected shortfall (ES) (also referred to as "conditional VaR", "mean excess loss", 
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"beyond VaR" or "tail VaR"). By putting F(x) = q and x 二 the q-th quantile = VaRq 
in equation (2.9): 
n p { u ) ) ， 
VaR estimate can then be calculated as follows. For a given probability q > F{u), POT 
method suggests that, 
= u + 争 ( 如 - q))-' - 1]. (2.11) 
一 _ 
Given a realization of VaRq, expected shortfall in equation (2.2) can be written as 
E^q = V ^ + E[X - > V ^ ] , (2.12) 
where the second term is the mean of the excess distribution over the threshold VaRq. 
This model for the excess distribution above the threshold u has a nice stability property. 
If we take a higher threshold, such as VaRq for q > F(u), then the excess distribution 
above the higher threshold is also GPD with the same shape parameter but a different 
scaling (3. That is, if Kijj) = /?(„)(?/) with P(u) = then FvaR,{y) 二 G � 0 i y a R q � � y � 
with P(VaR^) = + ^{VaRq) = P{u) + ^{VaRg - u), giving 
FvaR,{y) = (2.13) 
Using the fact that (provided ^ < 1) the mean of the above distribution is 风�(二|�一収) 
(see (2.3)), the expected shortfall in (2.12) can thus be estimated by: 
孫 q = 喊 + 脉 疯 - U ) 
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Obviously, VaR only tells us the maximum possible losses due to market or credit 
risks, or in other words the minimum level where one starts to suffer from operational 
losses. It does not provide any information on the size of losses beyond that VaR level. 
Therefore, ES plays an important role in operational risk modelling as a supplementary 
risk measure. It is related to VaR in the sense that it measures the expected severity of 
losses over the VaR. Expected losses excess over VaR, which corresponds to our definition 
of operation risk, can then be easily extracted from the difference between ES and VaR. 
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Chapter 3 
Fitting VaR Time Series 
For ease of interpretation, we consider series of daily (negative) returns so that extreme 
losses can be captured by POT method. Note that because POT deals with only large 
observations which exceed a high level, we need to reverse the sign of returns such that 
extreme losses become the "peaks". The underlying random variables are 
JO = -(log^i - logSt-i) = log{St-i/St) 
which represent the percentage loss on a market index on day t. Herein, St is the closing 
value of the index on that day. 
3.1 Autoregressive Integrated Moving Average Mod-
els 
Let Mt{Xt) denote the risk measures (either the value-at-risk or the expected shortfall) 
at time t based on index returns up to time t. We perform a time series analysis on Mt. 
Our objective is to obtain a forecasted value M^+i from Mt. An intuitive approach would 
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be regressing the data on the lagged values, which is the autoregressive (AR) model. 
However, considering a generalization of this class, the ARIMA model, should be more 
appropriate. Let {Z t } be a sequence of uncorrelated random variables with mean zero 
and variance also known as a white noise sequence, denoted by Zt � W N { 0 , a^); an 
ARIMA(p, d, q) model {Aft} can be written as 
— BfMt = e(B)Zt, 
with 
0(5) = 1 - —…— 
e{B) = i-eiB_ … 
BMt = Mt-i. 
Our empirical results in Chapter 4 show that an ARIMA(0,1,0) fits both VaR and ES fit 
well, suggesting these two risk measures may follow a random walk process. Details will 
be discussed in Chapter 4. 
3.2 Regression Quantiles 
An alternative approach we have tried is to perform a forecast by regression quantiles. 
This is introduced by Koenker and Bassett (1978). Koenker and Bassett showed how to 
extend the notion of a sample qiiantile to a linear regression model. Consider a sample of 
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observations xi, ...,Xt generated by the following model: 
xt = m[(3 + eet, Quant0{eot\nit) = 0’ 
where mt is a p-vector of regressors and Quant0(e0t\mt) is the 0-quantile of eet conditional 
on mt. The 6th regression quantile of X is defined as ^ such that P(X < 二 
followed by: 
e = P{X - M'(3 M'^\M) 
= P ( e < e - M'(5\M). 
This is equivalent to QuantQ{eet\'mt) = ^ — m[p. Under the above assumption that 
Quantoieotlmt) = 0, the 6th regression quantile ^ equals to m[p. can be obtained by 
solving the minimization problem: 
— — 
min ^ (例 + ^ {1 - d)\xt - m[(3\ . 
3 t£{t:xt>m\l3} t^{t:xt<m[l3] 
In our model, Xt is the index returns, and the regressor mt is the 1-day lag VaR. Based 
on the estimated parameters in the regression quantile, we are likely to obtain a forecast 
of the 没-quantile of the P&L distribution on the next day. That matches our need to 
forecast VaR. Note that it is not meaningful to forecast ES by regression quantile, because 
regression quantile deals with quantile only. However, if we assume fixed ^ and we 
can still get a "forecasted" ES by putting the forecasted VaR into equation (2.14). A 
detailed empirical study on Hang Seng Index is presented in Chapter 4. 
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Chapter 4 
Analysis of Hang Seng Index 
The preceding framework is applied to analyze the daily returns of the Hang Seng Index 
during the period 2 Jan 1987 to 30 December 2005. The data consists of n = 4701 daily 
percentage profits or losses. They range from +18.82% to -33.33%. For POT modelling 
purposes, negative returns are used so that extreme losses can be captured as excesses 
over a specified threshold. The summary statistics are listed below. A time-series plot 
and the histogram of P&L data are also provided. 
Mill: -0.1882000 Mean: -0.0005237" 
Max: 0.3333000 
1st Qii.: -0.0084240 一 Median -0.0005514 
3rd Qu.: 0.0065800 
Sample size: 4701 
Std Dev.: 0.01706519 
Kurtosis: 44.74115848 Skewness: 1.931988679 
Instead of following a normal distribution, it can be seen that HSI returns exhibit heavy 
tail. Traditional delta-normal VaR may not be appropriate to capture extreme losses. To 
reduce investors' exposure to the consequences of tail events, a sensible model for risk 
16 
Figure 4.1: Daily return data: time series plot and histogram. Note that losses are positive 
and profits are negative. 
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evaluation and capital allocation should be identified. In what follows, the necessary 
diagnostics to test and verify the POT model assumptions for P&L data are performed. 
We then back-test the predictive power of VaR under the POT model. We also fit a daily 
VaR time series model and a ES time series model to acquire a deeper understanding of 
the ever-changing dynamics of the market. 
As mentioned before, the unexpected loss threshold u must be large enough for GPD 
to be a valid approximation, but not so high that parameter estimates for ^ and (3(u) 
suffer high variances due to small samples of exceedances. So far, there have been no 
documented concensus on how to choose an appropriate threshold. Various techniques 
have been proposed for a statistically reliable choice of threshold. See Danielsson and 
de Vries (1997), Du Mouchel (1983), Embrechts, Kliippelberg and Mikosch (1997), Ong 
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(1999), and Smith (1987, 1990, 1998, 2001). We attempt to combine the graphic diagnosis 
of shape plot and qq-plot to choose u. In Figure 4.2, we plot the ML estimates of the 
shape parameter ^ of GPD together with their standard errors for an increasing sequence 
of thresholds. This shape parameter plot, based on maximum likelihood estimation of 
€，seems to reach a stable standard deviation up to a minimum of around riu = 65 
exceedances. Samples of size less than Uu = 65 exceedances (or equivalently thresholds 
higher than 0.03960376) yield ML ^ estimates with significantly large confidence intervals. 
A realistic threshold should not be set higher than u 二 0.03960376 when fitting the POT 
model with the ML approach. Candidate thresholds are listed in Table 4.1. 
Figure 4.2: Shape parameter ^ ML estimates for an increasing sequence of thresholds in 
daily HSI return. Dotted lines reporesent estimated 95% confidence intervals of ^ ML 
estimates. 
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Table 4.1: ML estimates of the shape parameter ^ from the fitted POT model on HSI 
daily return beyond an increasing sequence of thresholds u. The standard errors of the 
ML estimates are given in parentheses. 
Threshold u Number of exceedances n^ % Tail fitted P(X > u) ML shape par. | 
0.02 m 6.83% 0.2966 (0.0328) 
0.025 209 4.45% 0.3611 (0.0332) 
0.03 134 2.85% 0.3814 (0.0359) 
0.03465519 94 2.00% 0.4753 (0.0321) 
0.035 90 1.91% 0.4550 (0.0335) 
0.04 64 1.36% 0.6268 (0.0402) 
0.05 ^ 0.70% 0.4025 (0.0539) 
Next, with the help of qq-plot, we are able to choose a reasonable threshold level. For 
our data, we take u = 0.03465519, which reduces n = 4701 returns to n^ = 94 threshold 
exceedances. The HS estimate of F{u) is (4701-94)/4701 二 0.98 so that our threshold is 
positioned (approximately) at the 98," sample percentile. Under this setup, ML estimates 
of scale parameter (3 = 0.0115 and shape parameter ^ = 0.4753. Figure 4.3 illustrates the 
empirical quantiles versus a standard normal distribution and a GPD with corresponding 
parameter estimates. The Q-Q plots reflect our previous observations that the loss tail is 
heavier than that of a normal distribution. 
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Figure 4.3: Q-Q plots of HSI daily return data against a standard normal distribution 
(left) and a GPD [(3 = 0.0115 and ^ = 0.4753). 
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4.1 Risk Measures 
We are interested in analyzing two main risk measures: value-at-risk (VaR) and expected 
shortfall (ES). When the POT method is applied, these measures can be obtained by the 
evir package in R. The program code and the result are as follows: 
> riskmeasures(pot(HSI[ ,1] ,nextremes=94),c(0.99,0.996,0.999,0.9999)) 
p quantile s f a l l 
1,] 0.9900 0.04411046 0.07463307 
2,] 0.9960 0.06249984 0.10968009 
3,] 0.9990 0.11107758 0.20226097 
4,] 0.9999 0.31113545 0.58353708 
HSI[，1] is our Hang Seng daily return data set. The command "riskmeasures" helps 
us to compute VaR and ES under the POT model. The parameter "nextremes=94" is 
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the number of threshold exceedances which corresponds to a threshold oi u = 0.03465519 
highlighted in Table 4.1. In the program output, the second column is the selected confi-
dence levels a for VaR, the third and the fourth columns are the corresponding VaR and 
ES respectively. Noted from the 2nd row that 99.6% VaR is about 6.25%, which means 
that the most HSI can lose over 1 day is about 6.25% at the 99.6 percent confidence 
level. In other words, we would expect an exceptionally big daily loss over 6.25% with 
probability 0.4% (approximately once a year, i.e. 1/250). Should this VaR is exceeded, 
the conditional mean losses (espected shortfall) would be approximately doubled to 11%. 
4.2 Backtesting 
We consider six 'event' dates: 19 Oct 1987, 26 Oct 1987，22 May 1989, 5 Jun 1989, 23 Oct 
1997 and 28 Oct 1997. Each event-date is selected so that the individual subsample incurs 
a severe loss (daily return < -10%) as its last observation. Sample sizes for corresponding 
subsamples are 198，199，588, 598, 2677 and 2680. For the previously selected fixed loss 
threshold u •= 0.03465519, we fit both the normal distribution and the POT model using 
maximum likelihood estimation. The number of exceedances for all six data sets and the 
full sample are equal to = 1, 2, 10, 12, 45, 47 and 94 respectively. A total of 4 sets of 
99% VaR estimates are constucted: 
• a fixed VaR = 4.411046% computed by POT using full sets of 94 exceedances 
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• time varying VaR computed by POT for corresponding subsamples 
• a fixed VaR = 3.969955% computed by delta-normal approach i (2.33 times sd a of 
return plus the mean return using full sets 
• time varying VaR computed by delta-normal approach for corresponding subsamples 
Our approach is to check systematically the validity of the underlying valuation and 
each VaR model by comparing the predicted and actual losses. When the model is well 
calibrated, the number of observations falling outside VaR should be in line with the 
confidence level. With too many excess losses over VaR, the model underestimates risk. 
This is a major problem because too little capital may be allocated to risk-taking units. 
Too few excesses is also a problem because it leads to inefficient allocation of capital across 
units. 
We need to verify the accuracy of the model through backtesting. This involves 
comparing VaR measures with the subsequent returns. Since VaR is reported at a specified 
confidence level, we expect it to be exceeded in some instances. For example, 1 percent of 
the observations would exceed the 99% VaR. The simplest method to perform backtesting 
is thus to record the exceedaiice rate, which gives the proportion of times VaR is exceeded 
for a given sample (See Jorion (2000)). Suppose a VaR figure is provided at the 99 percent 
^ Delta-normal is one of the most simplified ways for computing VaR. The return distribution is 
assumed to follow a normal distribution. See Chapter 5 in Jorion (2000), Value at Risk: The New 
Benchmark for Managing Financial Risk. 
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confidence level (c = 0.99) for a total of T days. The user then counts how many times the 
actual loss exceeds the specified VaR. Define N as the number of exceedances and N/T 
as the exceedance rate. Ideally, the exceedance rate should give an unbiased measure of 
p, that is, should converge to p as the sample size increases. We want to know, at a given 
confidence level, whether N is too small or too large under the null hypothesis that p = 
0.01 for a sample of size T. Note that this test makes no assumption about the return 
distribution and is nonparametric in nature. 
The setup of this test is the classic testing framework for a sequence of success and 
failures, also called Bernoulli trials. The number of exceptions N follows a binomial 
probability distribution: 
/ ( " H ( : ) , ( i i ” 
where N has expected value E(A^) 二 pT and variance Var(7V) 二 p(l — p)T. 
We want to test that if the underlying potential loss estimates are consistent with 
the null hypothesis. Kupiec (1995) constructs a hypothesis test using the likelihood ratio 
(LR) procedure and develops an approximate 95 percent confidence region for such a test. 
(It should be noted that the choice of the confidence region for the test is not related to 
the quantitative level p selected for VaR. This confidence level refers to the decision rule 
to accept or reject the model.) The LR test statistics for testing null hypothesis p = po is 
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given by: 
- / \ -
LR 二 - 2 log ( \\ ) 
( � ) w m i — 寧 ” 
= - 2 1 o g b o " ( l - p � r - " ] + 2 1 o g { ( 所 - ( A V 了 ) F — ( 4 . 1 ) 
which is asymptotically distributed as chi-square with one degree of freedom under the 
null hypothesis. The 5% critical value of this distribution is 3.84. Thus, if LR > 3.84, 
the null hypothesis that p = Po can be rejected at a 5% Type I error rate. Backtesting 
results of fixed VaR (using full sample) and time-varying VaR are shown in Table 4.2 
and 4.3 respectively. Comparisons between POT model and delta normal approach are 
highlighted. 
Table 4.2: Backtesting results of fixed VaR under POT model and delta-normal approach. 
Data Expected Actual LR Actual LR 
split exceedance exceedance for POT exceedance for 
date over 99% (POT: (delta-normal: delta-normal 
VaR fixed VaR = fixed VaR = 
0.04411046) 0.03917586) 
19/10/87 1.98 i 0.5987 — 1 0.5987 
2 6 / 1 0 / 8 7 im 2 0.0001 2 0.0001 
22/5/89 ^ 8 0.6939 9 1.4388 
5 /6 /89 5.98 “ 10 2.2706 11 3.4111 
23/10/97 2 6 . 7 7 2 7 0.0020 37 ~ ~ 3.5286 
28/10/97 26.80 ^ 0.1777 39 4.9186 
Full Set 47.01 43 0.3557 69 9.0810 
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Table 4.3: Backtesting results of varying VaR under POT model and delta-normal ap-
proach. 
Data Expected Actual LR Actual LR 
split exceedance exceedance for POT exceedance for 
date over 99% (POT: (delta-normal: delta-normal 
VaR varying VaR) varying VaR) 
19/10/87 r ^ 1 0.5987 2 “ 0.0002 
26/10/87 i m 2 0.0001 2 0.0001 
22/5/89 ^ 5 0.1401 6 0.0025 
5/6/89 ^ 6 0.0001 8 0.6232 
23/10/97 26.77 ^ 0.0226 41 6.5723 
28/10/97 2 6 . 8 0 ~ 2 7 0.0015 40 5.7040 
Full Set 47.01 43 0.3557 69 一9.0810 
As noted from the two tables above, VaR computed by POT produces exceedance rates 
(the fourth column) that are consistent with the expected ones (the second column). Sig-
nificant statistics {LR > 3.84) for qiiantile estimates are also highlighted, indicating VaR 
produced by traditional delta-normal approach is too low. This verifies that POT outper-
forms delta-normal for modelling tail events. Out of the four VaR models, delta-normal 
models give the worst performance, regardless of fixed or varying quantiles are used. As 
a result, only the POT model with time-varying VaR values will be used from now on. 
4.3 Expected Shortfall 
Having estimated the VaR measure of the daily P&L, our next aim is to formulate the 
severity of operational risk. Recall that we take operational losses to be the one that are 
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larger than the VaR. Since expected shortfall is defined as ESq = E[X\X > VaRq], which 
can be divided into two parts: ESg = VaRq + E[X - VaRq\X > VaRq], so the expected 
excesses can be simply extracted from the second term above which is the difference 
between ES and VaR. From (2.14), we know that it is equal to 讽 " ) +孙 ' "尺 . T a b l e 4.4 
lists the estimated results under the POT model. Comparing the expected exceses under 
POT and actual mean excesses in the fourth and the fifth columns, we find that POT 
gives a good approximation. 
Table 4.4: Expected excess losses for the six subsamples and the full-sample based on 
varying-VaR. 
Data split date VaR up to Expected Expected Actual average 
split date shortfall excesses excesses 
19/10/87 3 . 6 7 4 ^ 11.954% 8.279% 7.448% 
2 6 / 1 0 / 8 7 5 . 7 4 3 % 23.601% ~17.858% ~ ~ 16.484% 
22/5/89 5.393% 11.461% 6.068% 8.171% “ 
5/6/89 6.274% “ 16.649% ~0 .376% 9.140% 
23/10/97 4 . 4 8 1 ^ 8.281% 3.800% 3.758% — 
28/10/97 4.629% 8.754% 4.124% 3.860% 
Full Set 4 . 4 1 1 ^ 7.463% 3.052% 3.194% ~~~ 
4.4 Forecasting VaR and ES 
Although it is useful to measure today's risk level, the ultimate objective is to forecast 
a risk measure so that we can gain some insight about the risk level tomorrow. In this 
regard, VaR or ES can act as warning signals of any market turmoils beforehand. In 
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Chapter 3，we have proposed two ways to fit the time series: regresion quantiles and 
autoregressive models. 
4.4.1 Regression Quant iles 
Daily VaR and ES series are computed by POT for 24 Oct 1997 to 30 Dec 2005, a total 
of 2024 pairs of figures. That means, the first risk measure figure are obtained by use of 
index values from 2 Jan 1987 up to 24 Oct 1997, while the last figure are obtained from 
value from 2 Jan 1987 up to 30 Dec 2005. We apply the technique of regression quantiles 
to find out the quantile of the P&L distribution, i.e. the value-at-risk. One difficulty 
encountered is which variables should be chosen as the regressors. As a first attempt, we 
select lagged VaR as regressors. Such a choice seems intuitive, as the quantile of P&L 
distribution should bear certain relationships with the lagged quantiles. Programming 
results are listed below: 
Call: rqCformula = HSI [2679:4701, 1 ] � V a R [ 1 : 2 0 2 3 , 1] , tau = 0.99) 
tau: [1] 0.99 
Coefficients: 
Value Std. Error t value Pr(>|t|) 
(Intercept) 0.00391 0.11255 0.03471 0.97232 
VaR[1:2023, 1] 0.76580 2.27512 0.33660 0.73646 
Call: rqCformula = HSI [2679:4701, 1] 1 + VaR[1:2023, 1], tau = 0.99) 
tau: [1] 0.99 
Coefficients: 
Value Std. Error t value Pr(>|t1) 
VaR[1:2023, 1] 0.84959 0.07357 11.54802 0.00000 
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The first regression quantile model involves a constant term. However, neither the 
constant term nor the coefficient yields a significant estimate. So we try the model without 
the constant term. The situation improves, and the estimated coefficient is close to 1. 
We could use this second model to forecast VaR. But as discussed in Chapter 3, it is not 
meaningful to use regression quantile to model expected shortfall. Therefore we turn to 
time series analysis. 
4.4.2 ARIMA Models 
First, we plot of VaR and ES and their corresponding autocorrelation function (ACF) and 
partial autocorrelation function (PACF) of the VaR and ES series. Several observations 
can be made from Figures 4.4 and 4.5. For stationary processes, we expect both ACF 
and PACF plots taper off to zero fairly rapidly. However, this is clearly not the case 
for both VaR and ES, indicating that the two series are nonstationary. Therfore, we 
should first difference the data as Wt = (1 - B)Mt. The plot of the differenced data and 
their corresponding autocorrelation function (ACF) and partial autocorrelation function 
(PACF) are given in Figure 4.6 and 4.7. 
Insignificant correlations in the ACF plots imply that the differenced risk measures 
behave like white noise. We may attempt an ARIMA(0，1,0) model for the original data, 
which means both VaR and ES follow a random walk process: 
Mt = Mt-i + Zu Zt �M/yV(0，cr’2) 
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To verify this, we run a linear regression of both risk measures on their lagged values. 
The result are as follows: 
Call: 
Im(formula = VaR[2:2024, 1 ] � V a R [ 1 : 2 0 2 3 , 1]) 
Residuals: 
Min IQ Median 3Q Max 
-3.496e-04 -8.293e-06 -5.923e-06 -3.417e-06 8.759e-04 
Coefficients: 
Estimate Std. Error t value Pr(>|tI) 
(Intercept) 5.295e-05 3.771e-05 1.404 0.160 
VaR[1:2023, 1] 9.989e-01 7.713e-04 1295.169 <2e-16 *** 
Signif. codes: 0 '**•' 0.001 '**' 0.01 '*' 0.05 ‘ . ‘ 0.1 ‘ ‘ 1 
Residual standard error: 6.121e-05 on 2021 degrees of freedom 
Multiple R-Squared: 0.9988, Adjusted R-squared: 0.9988 
F-statistic: 1.677e+06 on 1 and 2021 DF, p-value: < 2.2e-16 
Call: 
lm(formula = ES[2:2024, 2] ~ ES[1:2023, 2]) 
Residuals: 
Min IQ Median 3Q Max 
-8.387e-04 -1.180e-05 -2.769e-06 5.874e-06 4.900e-03 
Coefficients: 
Estimate Std. Error t value Pr(>ItI) 
(Intercept) -4.465e-06 5.965e-05 -0.075 0.94 
ES[1:2023, 2] l.OOOe+00 7.565e-04 1321.864 <2e-16 *** 
Signif. codes: 0 '***' 0.001 0.01 0.05 ‘.‘ 0.1 ‘ ‘ 1 
Residual standard error: 0.0001398 on 2021 degrees of freedom 
Multiple R-Squared: 0.9988, Adjusted R-squared: 0.9988 
F-statistic: 1.747e+06 on 1 and 2021 DF, p-value: < 2.2e-16 
Regression outputs show that both models yield siginificant coefficients very close to 
unity with constant term close to zero. Adjusted R-squared values are extremly high in 
both cases. Similar analyses have also been conducted on Japan's Nikkei 225，Singapore's 
Straits Times Index, United State's S&P 500 and Dow Jones Industrial Average. All give 
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similar results. Such a finding suggests that both VaR and ES of the stock markets may 
follow a random walk model. Traditional "market efficiency" tells us that all released 
information have been embedded in and reflected by stock prices. Stock prices can only 
be affected by news or "shocks" in the market. This seems to be the same for VaR and 
ES. Under a random walk process, the best estimator of tomorrow's risk measures would 
be today's figures. 
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Figure 4.4: Time series and ACF for VaR data of Hang Seng Index from 24 Oct 1997 to 
30 Dec 2005. 
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Figure 4.5: Time series and ACF for ES data of Hang Seng Index from 24 Oct 1997 to 
30 Dec 2005. 
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Figure 4.6: Time series and ACF for the differenced VaR data of Hang Seng Index. 
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Figure 4.7: Time series and ACF for the differenced ES data of Hang Seng Index. 
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For a long time, academics and practitioners have been putting as much effort as they 
can to measure risks. Operational risk is one kind of risks that are most difficult to 
define, to categorize and even to quantify. Due to fuzzy boundaries between different risk 
types, operational risks have to be measured as "excesses over levels for market and credit 
risk，，. In this thesis, such a notion is interpreted as extreme losses over the value-at-risk. 
Traditionally, value-at-risk are computed as a quantile estimate of a common distribution, 
most likely the normal distribution. However, the normality assumption imposed by these 
models fails to capture tail losses. Therefore, advanced techniques should be applied to 
the computation of the VaR. 
In the first half of this thesis, we focus on the "peak-over-threshold" method (POT) 
based on the extreme value theory to obtain two risk measures: 
1. value at risk (VaR), and 
2. expected shortfall (ES). 
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碰tlincl seems to be most promising. Empirical results 
Through backtesting, the POT method seem 
, , � t r a d i t i o n a l delta-normal approach in the sense that POT 
show that POT outperforms traditional 
, . 1 , H彳stribution and estimated risk measures can be more 
is able to deal with heavy-tailed distribution 
accurate. 
.‘L . ；nv�lves operational risk modelling. Instead of simply 
The second half of this thesis involves ope 
, . o f risk we want to make a forecast. This is especially 
obtaining an accurate measure ot risK, we 
1 11 .-^n niii-DOses We propose two different approaches: important for the capital allocation pmposes. P p 
1. regression quantiles, and 
2. ARIMA model. 
Empirical analysis gives an interesting result. The time series modelling of both VaR and 
ES follow the so-called random walk process. It is suggested that the best forecast of 
tomorrow's risk measure would be today's measure. Such a phenomenon coincides with 
the “efficient market theory". Further research on the reason behind this phenomenon is 
definitely called for. 
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