Abstract. We construct infinite-dimensional families of non-singular stationary space times, solutions of Yang-Mills-Higgs-Einstein-MaxwellChern-Simons-dilaton-scalar field equations with a negative cosmological constant. The families include an infinite-dimensional family of solutions with the usual AdS conformal structure at conformal infinity.
Introduction
There is currently considerable interest in the literature in space-times with a negative cosmological constant. This is fueled on one hand by studies of the AdS-CFT conjecture and of the implications thereof. On the other hand, these solutions are interesting because of a rich dynamical morphology: existence of periodic or quasi-periodic solutions, and of instabilities. All this leads naturally to the question of existence of stationary solutions of the Einstein equations with Λ < 0, with or without sources, and of properties thereof. Several families of such solutions have been recently constructed numerically [6, 11, 13, 23, 27, 33, 36] ; cf. also [5] for a rigorous construction of static solutions of the Einstein-Vlasov equations with Λ < 0.
In an accompanying paper [18] two of us (PTC and ED) have constructed an infinite dimensional family of non-singular static space times, solutions of the Einstein-Maxwell equations with a negative cosmological constant. These families include an infinite-dimensional family of solutions with the usual AdS conformal structure at conformal infinity. The object of this work is to generalise the construction there to obtain a similar large family of singularity-free stationary solutions of the Yang-Mills-Higgs-EinsteinMaxwell-dilaton-Chern-Simons-scalar field equations, including a class of boson-star solutions with stationary metric but periodic complex scalar field. We also show that our methods can be used to obtain solutions of a class of f (R)-theories.
Note that existence of such solutions of the Einstein-Maxwell-Yang-Millsdilaton field equations with the Kaluza-Klein value of the coupling constant is a special case of the results in [4] .
More precisely, we construct strictly stationary solutions of the Einsteinmatter field equations with a negative cosmological constant and with a smooth conformal boundary for a large class of matter models. Here we say that a space-time (M , g) is strictly stationary if there exists on M a Killing vector field which is timelike everywhere. Such a solution is defined to be non-degenerate if a certain operator associated with the linearisation of the field equations is an isomorphism, cf. Section 3 for a precise definition. An example of a non-degenerate solution is anti-de Sitter space-time. Our solutions are constructed using an implicit function theorem near a nondegenerate vacuum metric (M ,g). We also construct solutions with a timeperiodic complex scalar field accompanied by time-independent metric and Maxwell fields. The solutions are uniquely determined by certain freely prescribable coefficients in the asymptotic expansion of the metric, of the Yang-Mills or Maxwell fields, of the dilaton field and of the scalar fields. Here uniqueness is guaranteed in a neighborhood of the metricg. In this way we obtain infinite dimensional families of solutions with, if desired, the same conformal structure at infinity as the initial static vacuum metricg.
By switching-off some free data at the conformal boundary, or setting to zero one of the coupling constants, one can obtain non-trivial solutions of the Einstein-Yang-Mills equations, or Einstein-scalar field equations, or static Einstein-Maxwell-Chern-Simons-dilaton solutions, etc. In particular we establish rigorously existence of Einstein-Yang-Mills solutions in nearAdS configurations, as constructed numerically in [11, 14] , and in fact we provide a much larger family of such solutions.
The method is a conceptually-straightforward repetition of the arguments in [17, 18] , so that our presentation will be suitably sketchy: we will only provide details at places which require technical or calculational changes.
Our hypothesis of strict stationarity excludes black hole solutions. The extension of our analysis to black holes will be discussed elsewhere [19] .
A similar construction works near any non-degenerate stationary solutions of the equations under consideration, provided that the linearisations of the matter equations lead to isomorphisms. This last property appears to require a case-by-case analysis of the solutions at hand.
2. Stationary Einstein-Maxwell-Chern-Simons-dilaton-scalar field equations in n + 1 dimensions
We consider the Einstein equations for a metric
where T is the energy-momentum tensor of matter fields. A constant rescaling of g allows one to normalise a negative cosmological constant to
and we will often use this normalisation. The space-time manifold M will be taken of the form R × M , with the R coordinate running along the orbits of a Killing vector field which is timelike everywhere.
In the Einstein-Maxwell-Chern-Simons-dilaton-scalar field case we have [12, 30] T αβ = 1 8πG
with action (2.4)
where R(g) is the Ricci scalar of the metric g and where, in odd space-time dimensions, S CS is the Abelian Chern-Simons action:
(2.5)
for a constant λ ∈ R. We will assume that W and V are smooth functions, and require (2.6)
(note that this differs from the conventions of the accompanying paper [18] , where φ ≡ 0 and where the normalisation W ≡ 1/2 has been used). We can view φ as taking values in a Euclidean R N +1 for some N ≥ 0, with the first component φ 1 corresponding to the dilaton field, and with W depending only upon φ 1 . Then the remaining components (φ 2 , . . . , φ N +1 ) of φ describe N minimally-coupled scalar fields, possibly interacting with each other through the potential V which might or might not depend upon φ 1 .
Taking N = 0, V ≡ 0, φ = 2u, W (u) = e −2au for a constant a ∈ R, and setting the Chern-Simons coupling constant λ to zero one obtains the usual Einstein-Maxwell-dilaton equations with action [25] (2.7)
Similarly, we can view F as taking values in a Euclidean R N 1 for some N 1 ≥ 0, in which case we obtain a collection of Abelian Yang-Mills fields F B µν dx µ ∧ dx ν , B = 1, . . . , N 1 . The Chern-Simons action (2.5) can then be replaced by (2.8)
for a set of constants λ BB 1 ...B k , totally symmetric in the last k indices. Our analysis extends to general Yang-Mills-Higgs-dilaton-Chern-Simons fields in the obvious way, by replacing ∂φ by a gauge-covariant derivative. This is addressed in Section 5.3 below.
Definitions, notations and conventions
Our definitions and conventions are identical to those in [17, Section 2]. In particular ρ denotes a non-negative smooth function which has nowhere vanishing gradient near ∂M and vanishes precisely at ∂M .
Recall that the linearisation of the Ricci tensor in dimension (n + 1) equals [8, Equations (1.180a)-(1.180b), p. 64]
where ∆ L h is the Lichnerowicz Laplacian acting on the symmetric twotensor field h, defined as [8,
An explicit form of ∆ L for a metric of the form (4.1) below can be read-off from the formulae in [17, Appendix A].
We will say that a metric g is non-degenerate if ∆ L + 2n has no L 2 -kernel. Large classes of non-degenerate Einstein metrics are described in [1, 2, 4, 32] .
Method
We seek to construct Lorentzian metrics g in any space-dimension n ≥ 3, with Killing vector X = ∂/∂t. In adapted coordinates those metrics can be written as
Let us denote by ϕ = (ϕ a ) all matter fields, where the index a runs over some index set {1, . . . , N m }, 1 ≤ N m < ∞. The ϕ a 's will be required to satisfy
in the coordinate system of (4.1), except in Section 5.4, respectively Section 6.1, where time-periodic matter field configurations are considered with static, respectively stationary, metrics. In the case of the action (2.4) we thus have ϕ = (A µ , φ a ), but the overall argument applies to more general systems as long as the energy-momentum tensor is at least quadratic in the fields.
Consider the Einstein equations (2.1), in space-time dimension n + 1, with a cosmological constant Λ. We impose (4.1)-(4.3), and assume that the energy-momentum tensor T does not depend upon more than one derivative of g. We further suppose that (4.4) whenever the matter field equations are satisfied we have ∇ µ T µ ν = 0, regardless of whether or not the metric g satisfies (2.1). (We use the symbol ∇ to denote the covariant derivative of the metric g.) The following approach has become standard since [24] in this kind of problems, we review the method for completeness. We assume that the fields ϕ satisfy a system of equations of the form
where L is a partial-differential operator acting on ϕ with coefficients which might depend upon g and its derivatives up to order two. In order to obtain an elliptic system of equations for (V, θ, g) we replace (2.1) by
where
(cf. Appendix B below). Assume that (4.5)-(4.6) can be solved for (V, θ, g, ϕ). The Bianchi identity and (4.4) imply that
We show in Appendix A that this equation implies Ω ≡ 0 whenever |Ω| g = o(ρ −1 ) (as will be the case for our solutions), and consequently we will obtain the desired solution of the original equations. For the Einstein-scalar field equations this is the end of the story, provided we can construct solutions of the system (4.5)-(4.6). This will be done using the implicit function theorem around the solution φ ≡ 0, g =g. Now, the associated linearised equations are rather complicated, in particular the question of invertibility of the linearisation of the modified Einstein equations is not a trivial issue. This is solved in [3, 4, 17, 18] Hence, our hypothesis of non-degeneracy of g together with the implicit function theorem can be used to obtain solutions of the Lorentzian equations, provided that suitable isomorphism theorems can be established for the matter equations. This will be done for the equations at hand in Sections 5 and 6 below. In cases involving Maxwell fields there will arise an issue related to gauge freedom for Maxwell fields which will be addressed in a somewhat similar manner to the addition of the Ω-terms to the Einstein tensor: To render (4.5) well posed we will add to it a "gauge-fixing" term σ F , which will have to be shown to vanish. For definiteness we consider the equations resulting from (2.4):
and note that the divergence of the rightmost term above vanishes. We will show that we can solve the equation obtained by setting σ F to zero in (4.9):
Equivalently,
Since the divergence of the left-hand side vanishes, we obtain
It follows e.g. from [18, Theorem 3.3] 
so that the solution of (4.11) solves (4.9). This implies that the energymomentum tensor is divergence-free, and we conclude as in the case without Maxwell fields.
For some purposes it is convenient to replace (4.6) with its equivalent form (4.13)
We note that the linearisation atg of the Ω-contribution above is
which cancels exactly the non-∆ L terms in (3.1).
Static metrics
In this section we present the construction of static solutions of the equations at hand. Strictly speaking, the results in this section are a special case of those in Section 6, but it appears instructive to present them separately, taking into account that the analysis here is computationally less demanding than the general case.
Assuming staticity, in adapted coordinates the metric g becomes
Equations (2.1) lead to the following set of equations, where we denote by D the covariant derivative of g (recall that ∇ is the covariant derivative of g), and where R ij is the Ricci tensor of g:
where N α ∂ α is the g-unit timelike normal to the level sets of t. Choosing Λ as in (2.2), taking into account the Maxwell equations and the scalar field equations, together with
one is led to the system
where W ′ and V ′ are understood as differentials of W and V when φ is R N +1 valued with N ≥ 1, and where the Chern-Simons source-term B ν CS is given by
5.1. Purely electric configurations. One way of satisfying the last equation in (5.5) is to assume a purely electric Maxwell field:
(Purely magnetic configurations will be considered in Section 5.2 below, while configurations with both electric and magnetic fields can be obtained by applying duality rotations to the Maxwell field at the end of the construction.) Equation (5.7) leads to the following form of (5.5):
= 0 (the Chern-Simons term drops out because the purely spatial components of F vanish).
When φ ≡ 0 the U -equation coincides with that in [18] , thus Theorem 3.3 there with s = −1 applies. By continuity it still applies for all fields φ which are sufficiently small in C k+1,α ǫ , with any ǫ > 0. This motivates us to seek again solutions with U of the form
where U is smooth-up-to-boundary on M . (Here two comments are in order: First, the key information is contained in the function U | ∂M defined on the boundary, but it is useful to invoke a function U defined on M , which avoids the issue of considering extensions to M of functions defined on ∂M . Next, the uniqueness part of our analysis below implies that solutions with U | ∂M = c for some constant c ∈ R lead to configurations with U ≡ c, hence trivial Maxwell fields. In other words, in (5.9) only U modulo constants matters as far as physically relevant fields are concerned. Nevertheless, different c's lead indeed to different fields U .) We will seek a solution such that
Note that with the choice (5.9) the coefficient 2V −2 |dU | 2 g appearing in the φ-equation will be O(ρ 4 ). Assuming (5.10) we must have V ′ (0) = 0, so that in the scalar case the indicial exponents for the φ-equation (cf., e.g., [32]) will be solutions of the equation
When φ is R N +1 valued, with N ≥ 1, we obtain a collection of indicial exponents, with V ′′ (0) in (5.11) replaced by the eigenvalues of V ′′ (0). Now, to ensure useful properties of the operator associated with the equation for φ we need all σ ± to be real with σ + = σ − , which leads to the condition
understood as a matrix inequality for the Hessian of V at φ = 0 when N ≥ 1. After diagonalising V ′′ (0), each component in the diagonalising basis of the solutions will have the asymptotic behaviour
possibly with φ| ∂M ≡ 0, and note that we have
The properties of solutions of the φ-equation depend now upon whether or not W ′ (0) = 0.
Let us first assume that W ′ (0) = 0 and that V ′′ (0) is not an L 2 -eigenvalue of the operator ∆g (see Remark 6.2 below).
By Theorem D.1, Appendix D with s = 1 the operator
that arises by linearising the φ equation is an isomorphism from C k+2,α δ to C k,α δ for δ ∈ (σ − , σ + ). We will then have a non-trivial solution φ ≡ 0 tending to zero when ρ → 0 if and only if φ| ∂M ≡ 0. Since the case V ′′ (0) ≥ 0 leads then to solutions which do not tend to zero at the conformal boundary, the hypothesis that V ′′ ≥ 0 and W ′ (0) = 0 leaves us with Maxwell matter fields only.
Assuming that V ′′ (0) < 0 and W ′ (0) = 0, it remains to check that the source terms in the remaining equations are compatible with the isomorphism ranges of the relevant operators. For this it is convenient to rewrite the V -equation as
Since the coefficient 1 n−1 V goes to zero at the boundary when φ does, we obtain the same indicial exponents as when φ ≡ 0, and thus again an isomorphism for φ small enough. No new conditions arise from the remaining equations either.
Summarising, for φ| ∂M = 0 in view of (5.12) we must have
If φ has more than one component then the above inequalities apply with V ′′ (0) replaced by the relevant eigenvalue of the Hessian of V (0) (in this case it is convenient to work in a diagonalising basis). If W ′ (0) = 0 the situation is different, as then the scalar fields φ are driven both by the term 2V −2 |dU | 2 g W ′ (0) and by φ| ∂M . First, if U | ∂M ≡ 0, then U ≡ 0, and if φ| ∂M vanishes as well, then φ ≡ 0, and we are in vacuum. On the other hand, if φ| ∂M ≡ 0 and U | ∂M ≡ 0 then we have non-trivial solutions with the following asymptotic behaviour:
An analysis similar to that of the case W ′ (0) = 0, taking into account that σ + > n/2 under (5.12), shows that non-trivial φ's tending to zero at the boundary will be obtained when U | ∂M ≡ 0 if, in the one-component scalar field case,
The question of stability of the solutions with V ′′ (0) < 0 is unclear (compare [36] , and there are in fact hints that some solutions with V ′′ (0) < 0 might be stable [9] ), but this is irrelevant from the point of view of the question existence of static or stationary solutions, which is our main interest in this work.
One can now proceed exactly as in [18] to obtain the following: Consider the field equations associated with the action (2.4) for time-independent fields, with
be smoothly conformally compactifiable at R × ∂M and satisfy the vacuum Einstein equations with a negative cosmological constant. Then:
(1) V ′′ (0) < 0 with U and φ which are smooth functions on M sufficiently close to zero, or (2) φ ≡ 0 and U is a smooth function on M sufficiently close to zero. Then there exists a static solution of the equations with U as in (5.9) and φ as in (5.13). The solutions are uniquely determined, within the class of static solutions belonging to some neighbourhood ofg, by U | ∂M and φ| ∂M , with all fields having a polyhomogeneous expansion at ∂M .
If φ| ∂M ≡ 0 and W ′ (0) = 0 then φ ≡ 0, so that we obtain the solutions of Einstein-Maxwell equations already constructed in [18] .
The reader will find some more information about the asymptotics of the fields in Section 7.
We emphasise that uniqueness is in the gauges implicitly defined above; for instance, two solutions with U -fields differing by a constant are considered distinct, even though they define of course the same Maxwell field F µν . Furthermore, uniqueness is up-to diffeomorphisms which are the identity at the boundary in any case. It is conceivable that uniqueness holds for arbitrary diffeomorphisms, but this does not follow from our arguments. 
This implies B i CS = 0 and leads to the following matter equations,
with the Einstein equations taking now the form
To satisfy the last equation of (5.21) one might as well assume that the Chern-Simons coupling constant λ vanishes. The first line of (5.21) can be rewritten, after introducing σ F as in (4.12), in the form
If we develop (5.23) and drop σ F , the operator acting on A becomes
where B is the operator of Lemma A.3 in [17] . The operator
appears as part of the (n + 1)-dimensional Riemannian Hodge Laplacian D * g D g + Ric(g) [17] . Recall that, in coordinates, the characteristic indices 
with smooth-up-to-boundary functions A i . As discussed in detail at the end of Section 4, we will have σ F ≡ 0 if and only if ∇ µ A µ tends to zero as ρ tends to zero. Now 
As discussed in Appendix C, it follows from [15] that there are no L 2 harmonic one-forms on S 1 × M equipped with the Riemannian counterpart of the AdS metricg, so the same is true for nearby metrics.
Further remarks concerning asymptotics and total energy are to be found in Section 7 below.
5.3. Yang-Mills-Higgs fields. The analysis so far readily generalises to Yang-Mills-Higgs-Chern-Simons fields. Here one often assumes that the Lie algebra G of the structure group G admits a positive-definite scalar product, but this is not needed in our considerations.
We denote by A = A µ dx µ the Yang-Mills connection, with A µ taking values in G, and by F = 1 2 F µν dx µ ∧ dx ν its curvature:
The scalar fields φ are allowed to be coupled to A in the usual way, with derivatives involving φ replaced by gauge-covariant derivatives
where T is the linear map determined by the relevant representation; e.g., if φ are sections of a bundle associated to the adjoint representation, then
We suppose that the G-valued current vector j ν appearing in the YangMills equations,
depends only upon A, ∂A, φ, ∂φ, g, ∂g, (5.28)
is at least quadratic in all the fields, (5.29) and satisfies the obvious compatibility conditions arising from
More precisely, we will need that (5.32) D ν j ν = 0 whenever the field equations for φ are satisfied.
This will be automatically satisfied by currents arising from gaugeinvariant Lagrange functions, and by the current arising from Chern-Simons terms [16] , whether Abelian or non-Abelian. Let us, first, assume that the Yang-Mills principal bundle, say P (G), is trivial, so that F is globally defined as a two-form. The case where A = U dt, ∂ t U = 0, where U is G-valued, works exactly as in the Maxwell case, leading immediately to an obvious Yang-Mills equivalent of Proposition 5.1 whenever P (G) = G × M .
A purely-magnetic Yang-Mills potential, A 0 ≡ 0, ∂ t A i ≡ 0, does not require much more work. Non-trivial bundles can be handled by introducing a suitably regular background Yang-Mills connectionÅ. This leads to a globally defined G-valued one-form A −Å, and a corresponding globally defined G-valued σ F function
The existence argument goes through if one moreover assumes that (1) there are no covariantly-constant Higgs fields φ which are in L 2 (S 1 × M ), and that (2) there are no G-valued harmonic forms which are in L 2 (S 1 × M ).
5.4.
Time-periodic scalar fields. Let us allow complex-valued φ's, and assume that
for some differentiable functions G V and G W , with the term (∇φ) 2 in the action replaced by ∇ α φ∇ α φ, where φ is the complex conjugate of φ. Considering, as in [29] , a time dependent field of the form
We see that the indicial exponents for the system remain unchanged, so that the existence and uniqueness theory with ω = 0, presented above, applies without changes for all sufficiently small ω ∈ R:
Proposition 5.4. The conclusions of Propositions 5.1 and 5.2 hold for all sufficiently small ω ∈ R where φ takes the form (5.34) with φ = e iωt ψ, and where ψ is smooth up-to-boundary.
Recall that in [6] similar Einstein-scalar field solutions have been constructed with, however, V ≡ 0. Our condition V ′′ < 0 is evaded there by letting −ω 2 be an eigenvalue of the operator ψ → V D i (V D i ψ). It would be of interest to provide a proof of existence of such solutions using our methods; compare [10] for the spherically symmetric asymptotically flat case. We plan to return to this in a near future.
The discussion of the finiteness of energy of the resulting field configurations, to be found in Section 7, is identical to the ω = 0 case.
f (R) theories.
It is well known that f (R) theories can be reduced to the Einstein-scalar field equations with a specific potential. The object of this section is to show that there exists a class of functions f for which our method applies, providing static or stationary asymptotically AdS solutions.
More precisely, we consider f (R)-vacuum theories as described in [22, Section 2.3] (compare [28, Equation 32 ]), except for interchanging g andg. We assume that the space-dimension n equals three. There one starts with the action
and defines F := f ′ (R), assuming F > 0. As reported in [22] , a conformal transformation g := Fg, brings the action to the Einstein-scalar field form
The question then arises, whether there exist functions f which satisfy the hypotheses on V set forth in Section 5.1.
To ensure that we can invert f ′ to obtainR = f ′−1 (F ) we assume f ′′ = 0. Using the definitions of F and φ gives (5.37)
κφ )) .
The first and second derivatives of V (φ) are given by
κφ ) ,
κφ )) (5.39)
.
Evaluating at φ = 0 gives
Set a := f ′−1 (1) . To obtain a negative cosmological constant in the action for g we need V (0) < 0 and therefore f (a) > a. The condition V ′ (0) = 0 leads to f (a) = a/2, hence a < 0.
Summarising, we require
To provide an example of function f which satisfies our requirements, we let
with constants c, d and e. This gives
We consider d < 1, c < 0, α = 1, 3, 5, . . . , and
,
Additionally our method requires V ′′ (0) > −n 2 /4 = 9/4 (recall that n = 3 in [22] ) and we need V ′′ (0) < 0 to obtain nontrivial solutions for φ without Maxwell fields. These conditions are fulfilled if 
Stationary metrics
We return to the metric (4.1)-(4.2). Let e µ be the coframe e 0 := dt + θ, e i := dx i . The corresponding components R µ ν of the Ricci tensor of g read (see, e.g., [21] )
For a general energy-momentum tensor T the equations are
When T is given by (2.3)) we have
Assuming moreover ∂ t φ = 0 we obtain
The matter equations remain formally unchanged, as compared to (5.5), when written in the form
with B ν CS as in (5.6); indeed, the theta-dependent terms are hidden in |F | 2 and F µν . Letting
ǫ -norm the last two operators in (6.5), acting on φ and U , are close in norm to the operators considered in Section 5, and therefore isomorphisms as discussed there. Hence, in the implicit function argument we can choose U and φ as in Section 5. It remains to consider the A-equation. We set
Then the first line of (6.5) can be rewritten as
CS . The resulting linear operator acting on A coincides with the one in (5.23), so that the discussion there applies. Inserting the asymptotic expansions for V and g into (6.6) gives
and, as U = O(1), setting A ρ | ∂M ≡ 0 guarantees σ F ≡ 0, as discussed at the end of Section 4. The rest of the proof is an application of the implicit function theorem, we sketch the details. We work with
close to (V ,g). Keeping in mind that
the system obtained after the addition of the Ω-terms as in (4.6) is of the form:
where the q i 's are at least quadratic in their arguments and their first derivatives, and where Q(v, h, θ) corresponds to the operators (l, L, L) of [17, Corollaries 3.2 and 3.3], which are the three components of the operator 1 2 ∆ L + n, with (l, L) and L being isomorphisms. For s ∈ R we define, as in [18] , the operators
We consider the modified system (6.9) with the Maxwell gauge-term dσ F added:
A solution, close to zero, of the elliptic system (6.10), with prescribed behavior at infinity, can be constructed in the following way: Let us define
we want to solve an equation of the form
with X ∼ X at large distance, for a prescribed small
(some of the components vanishing if desired).We let X = X + X and define
We have F(0, 0) = 0, with the linearisation
being an isomorphism. By the implicit function theorem, for all X small, there exist a small X, depending smoothly on X, such that X is a solution of (6.10).
We have already explained why this solution solves the desired original equations.
For completeness we provide examples of functional spaces where the preceding procedure involving F applies. Taking into account the weights needed so that each of the operators involved is an isomorphism, a natural space for X is, without indicating the tensor character of the relevant bundles,
σ − +s , where s is greater than and close to zero. The space for X| ∂M is
The tensor fields in C k+2,α (∂M ), can then be extended away from ∂M to smooth tensor fields onM in any convenient way, keeping in mind the conditions (6.12)
The reader can check that with the spaces chosen above, both F( X, .) and
We have thus proved:
Theorem 6.1. Suppose that the Einstein metric (S 1 × M,V 2 dt 2 +g) is nondegenerate, has no harmonic one-forms which are in L 2 , and V ′′ (0) is not an L 2 -eigenvalue of the operator ∆g. Assume that (6.13)
and V ′′ (0) < 0 with θ a | ∂M dx a , U | ∂M , A a | ∂M dx a , and φ| ∂M which are sufficiently small smooth fields on ∂M , or (2) φ ≡ 0 and θ a | ∂M dx a , U| ∂M , and A a | ∂M dx a are sufficiently small smooth fields on ∂M , Then there exist a solution of the Einstein-Maxwell-dilaton-scalar fieldsChern-Simons equations, or of the Yang-Mills-Higgs-Chern-Simons-dilaton equations with a trivial principal bundle, so that near ∂M we have
with all convergences ing-norm. The hypothesis of non-existence of harmonic L 2 -one-forms is not needed if A a | ∂M dx a ≡ 0 ≡ U | ∂M , in which case the Maxwell field or the Yang-Mills field are identically zero.
Remark 6.2. Let us comment on the kernel conditions above. First, we show in Appendix C that the condition of non-existence of L 2 -harmonic forms is satisfied near anti-de Sitter space-time in any case.
Next, it has been shown by Lee [31, Theorem A] that there are no L 2 -eigenvalues of ∆g when the Yamabe invariant of the conformal infinity is positive, in particular near anti-de Sitter space-time. Furthermore, and quite generally, V ′′ (0) = 0 is never an eigenvalue; this is, essentially, a consequence of the maximum principle. Finally, again quite generally, the L 2 spectrum of −∆ g for asymptotically hyperbolic manifolds is [n 2 /4, +∞[ together with possibly a finite set of eigenvalues, with finite multiplicity, between 0 and n 2 /4 [26] (compare [34] ), so our non-eigenvalue condition is true except for at most a finite number of values of V ′′ (0) ∈ (−n 2 /4, 0) for all asymptotic geometries.
Remark 6.3. Some comments on properties of the solutions are in order.
The case ( v| ∂M , h ab | ∂M dx a dx b , θ a | ∂M dx a ) = 0 leads to a solution with the usual AdS conformal boundary wheng is taken to be the AdS metric.
The case
leads to the non-trivial vacuum configurations constructed in [17] .
Note that θ a | ∂M dx a ≡ 0 but U ≡ 0 and A ≡ 0 might lead to a solution with θ ≡ 0 because the off-diagonal terms of the Maxwell energy-momentum tensor will drive a non-zero θ.
If we choose A a | ∂M dx a ≡ 0, U | ∂M ≡ 0 and θ a | ∂M dx a ≡ 0 we obtain, from uniqueness of solutions, static solutions with scalar fields.
The vanishing of φ| ∂M will lead to φ = 0 everywhere only if W ′ (0) = 0, since otherwise the equation for φ is non-homogeneous.
The discussion of Section 5.5 applies in the stationary case without changes, so that Theorem 6.1 also leads to solutions of f (R) theories for the class of functions f described there.
6.1. Time-periodic scalar fields. Consider time-periodic scalar fields of the form (6.15) φ(t, x) = e iωt ψ(x) , ω ∈ R , as done in the static case in section 5.4, but where now ψ(x) is allowed to be complex. Assume for simplicity that all Maxwell fields are Abelian. Using the notation (5.33), and adapting the action as before gives for the Einstein
where ℑ denotes taking the imaginary part. The matter equations are then (6.17)
It should be clear that all our previous arguments apply to this system of equations, leading to Proposition 6.4. Assuming (5.33), the conclusions of Theorem 6.1 concerning the Einstein-Maxwell-Chern-Simons-dilaton-scalar fields hold for all sufficiently small ω ∈ R and ψ| ∂M when φ takes the form (6.15) with φ = e iωt ψ, where ψ is smooth up-to-boundary.
Asymptotics and energy
Whatever follows applies to the static, or stationary, or time-periodic solutions constructed above.
All our solutions have a polyhomogeneous expansion at ∂M , that is, expansions in terms of integer powers of ln ρ and of suitable powers of ρ, as determined by all indicial exponents. It is straightforward but tedious to obtain a detailed description of the asymptotic behavior by inserting polyhomogeneous expansions in the equations and comparing coefficients.
We emphasise that non-integer indicial exponents σ ± for the scalar fields (cf. (5.11)) will introduce non-integer powers of ρ in asymptotic expansions for small ρ of all fields involved unless some miraculous cancellations occur. Logarithms of ρ are expected in the expansion for generic solutions regardless of whether or not σ ± are in Z.
We have already described the leading-order behaviour of the matter fields. Concerning the metric, the following holds: In the vacuum case, from what has been said it follows that the metrics under consideration have the following asymptotic behavior
where all the fields at the left-hand sides have smooth limits at ρ = 0 in local coordinates near the boundary, and where we have extended the fields V , θ, and g from the conformal boundary to the interior by requiring them to be ρ-independent in some arbitrarily chosen coordinate system (ρ, x A ) near the boundary.
In the presence of matter, we have to look at the error terms arising from the energy-momentum tensor. On constant-t slices the matter energydensity T 0 0 ≡ V −2 T 00 reads
As in [18] , the total energy content of non-trivial Maxwell or Yang-Mills fields will be finite only in space-dimensions n = 3 and n = 4. If φ| ∂M ≡ 0 the φ-contribution to ρ behaves as ρ 2σ − , which will lead to a finite total energy of the scalar field if and only if
If φ| ∂M ≡ 0 then either φ ≡ 0 when there is no Maxwell field and so the space-time is vacuum, or there is a Maxwell field in which case the φ-contribution to the energy is
which gives a finite integral in either case.
This behavior of the energy-momentum tensor will affect the asymptotics (7.1) only if 1) 0 < σ − < 1, in which case the relative corrections of the metric components as above will be of order O(ρ 2σ − ) in place of O(ρ 2 ), e.g.
etc.; or if 2) σ − = 1, which would lead to relative corrections O(ρ 2σ − ln ρ). We note that the requirement of a well-defined Hamiltonian mass of the metric reads [20] , taking the previous constraint 0 < σ − < 1 into account, (7.4) min(2, 2σ − ) > n/2 , which is satisfied by our solutions with non-trivial scalar field with φρ σ − asymptotic behaviour and with φ ≡ 0 if and only if (7.5) − n 2 < 4V ′′ (0) < − 3n 2 4 , with n = 3. On the other hand, all solutions with φ ≡ 0 have well defined and finite Hamiltonian mass. The reader will note that, in all our solutions, only the scalar fields can possibly affect the leading-order asymptotics (7.1) of the metric. We have
In the static case, with a time-independent Ω ν and an Einstein (n + 1)-dimensional metric g normalised so that R µν = −ng µν , this reads
One notices that g P coincides with its Riemannian analogue g P when mapping covectors to covectors:
in the Lorentzian metric, then the same remains true in the Riemannian one. Consider a one-form Ω which is in L 2 and satisfies g P Ω ν ≡ ∇ µ ∇ µ Ω ν + R µ ν Ω µ = 0 . Multiplying (A.5) by −g νµ Ω µ , and integrating by parts over S 1 × M using g everywhere one finds 0 =
g , (A. 6) where the vanishing of the boundary term follows from elliptic regularity and density arguments. Thus Ω µ ≡ 0; equivalently, the L 2 kernel of g P is trivial. Appendix C. AdS, H n and a quotient Let us consider the Poincaré ball model of the hyperbolic space H n . The hyperbolic space is then the unit ball of R n endowed with the hyperbolic metricg = ρ −2 δ , where δ is the Euclidean metric and ρ(x) = 1 2 (1 − |x| 2 ) .
We defineV = ρ −1 − 1 .
A model for (n + 1)-dimensional hyperbolic space is
equipped with the warped product metric g =V 2 dt 2 +g , we thus write as usual H n+1 = RV 2 × H n .
Anti-de Sitter space is the same manifold with the Lorentzian metric
Let Γ = Z ⊂ R be a discrete subgroup of isometries of the R factor of H n+1 . Then we can write Γ\H n+1 = S
1V
2 × H n .
Recall that the limit set Λ(Γ) (see eg. [35] , §12.1 page 573) is a subset of the sphere at infinity of H n+1 consisting of the union of the limits of all the orbits. We will show that Λ(Γ) consists of two points at infinity. It then follows from [15, Theorem C] that our quotient has no L 2 harmonic one-forms. To justify our claim about Λ(Γ), consider the half space model of H n+1 with ( x, y) ∈ R n × (0, ∞) endowed with the metric ds 2 = y −2 (|d x| 2 + dy 2 ). Let H be the half sphere | x| 2 + y 2 = 1 with y > 0. It is well known that the totally geodesic hypersurface H with the induced metric h is a model of the hyperbolic space H n . We reparameterise H n+1 with ( u, 1 − | u| 2 ) ∈ H and t ∈ R by ( x, y) = e t ( u, 1 − | u| 2 ).
In the coordinate system (t, u) ∈ R × B n (0, 1), the metric becomes
Comparing the Ricci curvature of the Einstein metrics ds 2 and h (see appendix of [18] ), we see that the radial function V = (1 − | u| 2 ) −1/2 on H satisfies Hess h V = V h. As we also have min V = 1, the space H n+1 = (R × H, ds 2 ) is then (R × H n ,g). Now for u fixed with t → ±∞ the point ( x, y) tends to 0 or infinity. These correspond to two antipodal points of the sphere at infinity in the Poincaré ball model.
