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Abstract
A simple model, in which nuclei are represented as homogeneous spheres of symmet-
ric nuclear matter, is used to study the effects of a self-consistent pairing interaction
on the nuclear response. Effects due to the finite size of nuclei are suitably taken
into account. The semiclassical equations of motion derived in a previous paper for
the time-dependent Hartree-Fock-Bogoliubov problem are solved in an improved
(linear) approximation in which the pairing field is allowed to oscillate and to be-
come complex. The new solutions are in good agreement with the old ones and also
with the result of well-known quantum approaches. The role of the Pauli principle
in eliminating one possible set of solutions is also discussed. The pairing-field fluc-
tuations have two main effects: they restore the particle-number symmetry which
is broken in the constant-∆ approximation and introduce the possibility of col-
lective eigenfrequencies of the system due to the pairing interaction. A numerical
study with values of parameters appropriate for nuclei, shows an enhancement of
the density-density strength function in the region of the low-energy giant octupole
resonance, while no similar effect is present in the region of the high-energy octupole
resonance and for the giant monopole and quadrupole resonances.
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1 Introduction
The study of pairing phenomena in nuclear physics has been an important
topic for many years and different theoretical approaches have been developed.
On one side, the seniority scheme, developed by Racah and collaborators [1,2],
allows for the study of pairing in the shell-model framework. Modern devel-
opments of this approach led to the so-called exact pairing formalism (see, for
example, [3] and references therein). On the other side, the Bardeen–Cooper–
Schrieffer (BCS) theory of superconductivity [4,5], originally developed for
large, macroscopic systems, led Bohr, Mottelson and Pines [6] to point out
the possible usefulness of the the BCS ideas for describing pairing phenomena
in the finite nuclear systems. Further work by Belayev along this line showed
that pairing correlations affect practically all low-energy properties of nuclei
[7]. Since the early approaches, a great amount of work has been done on the
effects of pairing in nuclei (see, e. g. [8] and references therein), however there
are problems which deserve further attention, especially when finite-size ef-
fects become important. One of these topics, which is of current interest both
in the physics of nuclei [9] and of other mesoscopic systems [10], is the issue
of possible collective phenomena associated with the pairing interaction. Here
we address this problem by using a semiclassical approximation for the equa-
tions of motion, but taking into due account the finite size of the many-body
system.
Recently, Urban and Schuck [11] have used a semiclassical approach to study
the dynamics of trapped systems made of atomic fermions. These mesoscopic
systems can contain a very large number of particles and can be viewed as
laying between the macroscopic systems described by the BCS theory and
the ”small” nuclear systems. The semiclassical approximation of [11] leads to
simplified equations, thus allowing for the solution of problems that would
become unmanageable in a fully quantum approach for a large number of
constituents.
The semiclassical approximation is valid for small or mesoscopic systems with
a characteristic size R, provided pFR/~ >> 1, where pF is the Fermi mo-
mentum. This is equivalent to the condition that ~ω0 << ǫF , where ω0 is a
frequency characteristic of the classical orbits and ǫF the Fermi energy. We
consider systems which, in the absence of pairing, are described by the hamil-
tonian h0 = p
2/2m+V0(r). Except for special cases, the classical orbits in the
potential V0(r) are not exactly periodic, they are rather multiply periodic (see,
for example, [12] p.463), leading to eigenfrequencies ωn =
∑
α nαωα , which
are harmonics of the fundamental frequencies ωα ∼ ω0 [13]. In nuclei, these
eigenfrequencies are related to the frequencies of giant resonances .
Since in heavy nuclei the condition pFR/~ >> 1 is well satisfied, in [14] we
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have used an approach similar to that of Ref. [11] to study the linear response
of (heavy) nuclei, with the aim of developing a simplified tool for the study of
pairing effects in low-energy nuclear excitations. In that paper a drastic ap-
proximation has been made: the pairing field ∆(r,p, t) has been approximated
with a constant phenomenological parameter ∆ (both in the statics and dy-
namics). It is well known that such an approximation violates the continuity
equation and consequently introduces spurious contributions into the density
strength function and its energy-weighted sum rule (EWSR). This problem
was solved in [14] by means of an appropriate prescription which enforces
upon the density fluctuations the constraint coming from the continuity equa-
tion, however a prescription is not very satisfactory from a theoretical point
of view and here we want to improve on that approach by introducing better
kinetic equations that do not need any prescription in order to satisfy the
continuity equation and the EWSR. The resulting equations allow also for the
study of collective effects associated with the pairing interaction.
Both here and in Ref. [14], pairing is included in semiclassical equations of
motion as in Ref. [11]. We focus on weak pairing where the pairing gap ∆ <<
~ω0. This paper is concerned with the frequency response of nuclei and in our
formalism the pairing gap is a frequency. In the limit of small ~ the gap may
be small, while the frequency ∆/~ remains finite. Mesoscopic systems with
∆ >> ~ω0 can also be studied with the formalism of this paper, but they are
not discussed here.
While in [14] the (complex) time-dependent Wigner-transformed pairing field
∆(r,p, t) was approximated with a real, constant, phenomenological parame-
ter ∆, here we study the improved approximation in which, for small density
fluctuations
∆(r,p, t) = ∆0(r,p) + δ∆(r,p, t) ≈ ∆+ δ∆r(r, t) + iδ∆i(r, t) . (1)
Thus, in the present approximation, the pairing field is allowed to oscillate and
to become complex, the possible momentum dependence of the complex fluc-
tuations is neglected though, in order to simplify the theory. The static pairing
field ∆0(r,p) is approximated with the same phenomenological constant used
in [14], hence our approach is not fully self-consistent, however, the pairing-
field fluctuations δ∆r(r, t) and δ∆i(r, t) are derived from self-consistent rela-
tions. We study the new set of equations of motion that arise in this improved
approximation and determine the effects of the additional terms on the density
response function of nuclei.
3
2 Basic equations and approximations
2.1 Equilibrium properties
We assume that our system is saturated both in spin and isospin space, so
we do not need to introduce explicitly the spin and isospin variables and
the physics can be discussed, semiclassically, in terms of the two equilibrium
phase-space distributions ρ0(r,p), and κ0(r,p) which, according to Ref. [15],
p.550, are given by 1
ρ0(r,p)=
1
2
(
1− h0(r,p)− µ
E(r,p)
)
, (2)
κ0(r,p)=−1
2
∆0(r,p)
E(r,p)
, (3)
with the quasiparticle energy
E(r,p) =
√
∆20(r,p) + (h0(r,p)− µ)2 . (4)
The chemical potential µ is determined by the number of nucleons A through
the relation
A =
4
(2π~)3
∫
drdpρ0(r,p) . (5)
The equilibrium hamiltonian
h0(r,p) =
p2
2m
+ V0(r) (6)
contains the (Hartree) mean field V0(r), which should be evaluated self-consistently,
however in the following we use a phenomenological potential well instead. Like
in [14], we approximate the static nuclear mean field with a spherical square-
well potential of radius R, this choice allows us to take into account finite-size
effects and, at the same time, to recover the simplicity of homogeneous sys-
tems.
In the following, we also approximate the equilibrium pairing field ∆0(r,p)
with the phenomenological parameter ∆, which, in heavy nuclei takes values
1 note the opposite sign of our function κ0, compared to the function κ in Refs.
[11] and [15]
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between 1 and 1.5 MeV ([16], p. 170). As a consequence of this approxima-
tion, both the static and dynamic equations are considerably simplified. The
static distributions, in particular, become a function of the particle energy
ǫ = h0(r,p) alone, like in an infinite homogeneous system:
ρ0(ǫ) =
1
2
(
1− ǫ− µ
E(ǫ)
)
, (7)
κ0(ǫ) = − ∆
2E(ǫ)
, (8)
E(ǫ) =
√
∆2 + (ǫ− µ)2 , (9)
ρ′0(ǫ) =
dρ0(ǫ)
dǫ
= −1
2
∆2
E3(ǫ)
, (10)
κ′0(ǫ) =
dκ0(ǫ)
dǫ
=
∆(ǫ− µ)
2E3(ǫ)
. (11)
2.2 Dynamical equations for small amplitudes
The dynamical equations of motion are [11,14]
i~
∂ρ
∂t
= i~{h, ρ} − 2iIm[∆∗(r,p, t)κ] + i~Re{∆∗(r,p, t), κ} , (12)
i~
∂κ
∂t
=2(h− µ)κ−∆(r,p, t)(2ρev − 1) + i~{∆(r,p, t), ρod} , (13)
with
ρev =
1
2
[ρ(r,p, t) + ρ(r,−p, t)] (14)
ρod=
1
2
[ρ(r,p, t)− ρ(r,−p, t)] . (15)
The equations of motion are gauge-invariant in a self-consistent theory, be-
cause multiplying both κ(r,p, t) and ∆(r,p, t) by a common phase factor
exp(iχ) leaves the equations unchanged. Here we make a particular choice of
gauge where the equilibrium quantities κ0 and ∆0 are both real. In the small-
amplitude limit, we write the equations of motion for ρ and κ in terms of their
deviations from equilibrium. To first order, δκrgives the change in magnitude
of κ and δκi ≈ κ0χ is proportional to the change χ in the phase of κ.
Thus, we assume that, at time t = 0, the system is perturbed by a weak
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external driving field of the kind
δh(r, t) = ηδ(t)Q(r) , (16)
where δ(t) is a Dirac δ-function in time and η is a parameter specifying the
strength of the external field, then at time t > 0, we have to deal with the
quantities
ρev(r,p, t)= ρ0(ǫ) + δρ
ev(r,p, t) , (17)
ρod(r,p, t)= δρod(r,p, t) , (18)
κ(r,p, t)= κ0(ǫ) + δκ
r(r,p, t) + iδκi(r,p, t) , (19)
∆(r, t)=∆ + δ∆r(r, t) + iδ∆i(r, t) . (20)
In the present improved approximation, the dynamic equations derived in [14]
become (cf. Eqs. (43–46) of [14])
i~∂tδρ
ev = i~{h0, δρod} − 2i∆[δκi + δ∆
i
2E(ǫ)
] (21)
i~∂tδρ
od = i~{h0, δρev}+ i~{δh, ρ0}+i~{δ∆r, κ0} , (22)
−~∂tδκi = 2(ǫ− µ)[δκr + δ∆
r
2E(ǫ)
] + 2κ0δh− 2∆δρev , (23)
~∂tδκ
r = 2(ǫ− µ)[δκi + δ∆
i
2E(ǫ)
] . (24)
In Ref. [14] the fourth equation of motion (EOM) has been replaced by a
supplementary condition enforced by the Pauli principle (cf. Eq. (54) of [14]).
This was done in order to simplify the formalism. Here instead, we use the
four EOM (21–24) as our staring point and will show that the two methods
give similar results.
In Eqs. (21–24) terms of order ~2 or higher, have been neglected.
2.3 Self-consistency and continuity equation
Compared to [14], the present approach contains the two extra unknown func-
tions δ∆r(r, t) and δ∆i(r, t), hence we need two additional equations in order
to determine these quantities.
In a self-consistent theory, the changes in the pairing field are related to the
changes in the anomalous density. There are many possible choices for the self-
consistency relation. Two minimum requirements are that the total particle
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number should be conserved and that the particle density and current density
should satisfy a continuity equation. A choice that satisfies both requirements
is obtained from the self-consistency relation (gap equation) written in the
form (cf. Eq. (11) of [11], see also [18]):
g
∫
dp
(κ(r,p, t)
∆(r, t)
+
1
p2/m
)
= 1 . (25)
Here g is a parameter determining the strength of the pairing interaction.
We have assumed that the p-dependence of the dynamic pairing field can be
neglected. By differentiating Eq. (25), we get the first-order relation
∫
dp
(
δκ(r,p, t)− κ0(r,p)δ∆(r, t)
∆
)
= 0 , (26)
where κ0(r,p) and ∆ are real equilibrium quantities, while δκ and δ∆ are
their complex fluctuations.
The real and imaginary parts of Eq. (26) give the two independent relations:
∫
dp
(
δκr(r,p, t)− κ0(r,p)δ∆
r(r, t)
∆
)
=0 , (27)
∫
dp
(
δκi(r,p, t)− κ0(r,p)δ∆
i(r, t)
∆
)
=0 . (28)
These conditions, based on Eq. (25), take into account the residual pairing
interaction in a self-consistent way. Note that, since the conditions (27, 28)
do not depend on g, they are valid both for weak and strong pairing. For our
purpose, we do not need further information about the pairing interaction.
Using Eq. (8) gives
∫
dp
(
δκr(r,p, t) +
δ∆r(r, t)
2E(ǫ)
)
=0 , (29)
∫
dp
(
δκi(r,p, t) +
δ∆i(r, t)
2E(ǫ)
)
=0 . (30)
Self-consistency conditions similar to these have been used by the authors of
Ref. [10] in their quantum calculations for infinite homogeneous systems.
It is important to check that, even with the approximate form (29, 30) of the
self-consistency relations, the continuity equation is still satisfied.
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Integrating Eq. (21) over p gives
i~ ∂t
∫
dpδρev(r,p, t) = i~
∫
dp{h0, δρod} − 2i∆
∫
dp[δκi +
δ∆i
2E(ǫ)
] .(31)
The last integral vanishes because of Eq. (30), giving
∂tδ̺(r, t) = −∂r · j(r, t) + 4
(2π~)3
∫
dp∂rh0 · ∂pδρod , (32)
with the density fluctuation
δ̺(r, t) =
4
(2π~)3
∫
dpδρev(r,p, t) (33)
and the current density
j(r, t) =
4
(2π~)3
∫
dp
p
m
δρod(r,p, t) . (34)
For a Hamiltonian of the kind (6), the integral in Eq. (32) can be shown to
vanish and the continuity equation is satisfied. This is a crucial difference
between the present approach and that of [14].
3 Fourier expansions
First of all, we take the Fourier transform in time of the various time-dependent
fluctuations in Eqs. (17–20). Since these quantities are nonvanishing only for
t > 0, we suppose that ω has a vanishingly small positive imaginary part iε,
to insure convergence of the integrals f(ω) =
∫
∞
−∞
dteiωtf(t). In the following,
the imaginary part of ω will not be written explicitly.
Then, following [14], we introduce the following Fourier expansions based on
the method of action-angle variables (Φ are the angle variables, while I are
the action variables):
δh(r, ω)=
∑
n
δhn(I, ω)e
in·Φ , (35)
δρ(r,±p, ω)=∑
n
δρ±n (I, ω)e
in·Φ , (36)
δρevn =
1
2
[δρ+n + δρ
−
n ] (37)
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δρodn =
1
2
[δρ+n − δρ−n ] (38)
δκr,i(r,p, ω)=
∑
n
δκr,in (I, ω)e
in·Φ , (39)
δ∆r,i(r, ω)=
∑
n
δ∆r,in (I, ω)e
in·Φ . (40)
Moreover we use the relation
{f, h0} =
∑
n
iωnfne
in·Φ , (41)
where ωn =
∑
α nαωα are the eigenfrequencies of the uncorrelated system
[13], to obtain from the dynamic equations (21–24) the system of algebraic
equations
~ωδρevn = ~ωnδρ
od
n − 2i∆[δκin +
δ∆in
2E
] , (42)
~ωδρodn = ~ωnδρ
ev
n − ~ωnρ′0δhn − ~ωnκ′0δ∆rn , (43)
i~ωδκin=2(ǫ− µ)[δκrn +
δ∆rn
2E
] + 2κ0δhn − 2∆δρevn , (44)
−i~ωδκrn=2(ǫ− µ)[δκin +
δ∆in
2E
] . (45)
From Eqs. (42, 43) we get 2
(ω2 − ω2n)δρevn = −ω2nρ′0δhn − ω2nκ′0δ∆rn − 2iω∆δκin −
2iω∆
Ω
δ∆in , (46)
while Eqs.(44, 45) give
δκin =
ωµ
ω2 − ω2µ
(
ωµ
δ∆in
Ω
− iω δ∆
r
n
Ω
+ iω
2∆
ωµ
δρevn − iω
2κ0
ωµ
δhn
)
. (47)
By combining the last two equations, we obtain
δκin=An(ω)
δ∆in
Ω
− iωωµAn(ω)δ∆
r
n
Ω3
+ 2iω∆An(ω)
δhn
Ω3
,
(48)
with
2 From now on, we use units ~ = c = 1.
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An(ω)=
ω2
Dn(ω)
− 1 , (49)
Dn(ω)=ω
2 − ω2µ − 4∆2
ω2
ω2 − ω2n
= ω2 − Ω2 − 4∆2 ω
2
n
ω2 − ω2n
, (50)
and
Ω=2E =
√
4∆2 + ω2µ , (51)
ωµ=2(ǫ− µ) , (52)
ω¯2n=ω
2
n + Ω
2 . (53)
In a similar way, we get also
δκrn =
iωωµ
ω2
[1 + An(ω)]
δ∆in
Ω
+ ω2µAn(ω)
δ∆rn
Ω3
− 2∆ωµAn(ω)δhn
Ω3
(54)
and
δρevn =
( ω¯2n(ω2 − ω2nω2µω¯2
n
)
(ω2 − ω2n)Dn(ω)
)4∆2
Ω3
δhn (55)
−
( ω¯2n(ω2 − ω2nω2µω¯2
n
)
(ω2 − ω2n)Dn(ω)
)2∆ωµ
Ω3
δ∆rn −
( ω2
(ω2 − ω2n)Dn(ω)
)2iω∆
Ω
δ∆in .
By using the last two equations, it can be easily checked that, for the mode
n = (0, 0, 0), the following relation is satisfied:
δκrn(ω) = −
ωµ
2∆
δρevn (ω) . (56)
In [14] the equation of motion (45) was replaced by this relation, which is
a condition required by the Pauli principle. Thus we see that, for the mode
n = 0, the Pauli principle constraint (56) is authomatically satisfied by the
solution of the equations of motion (42–45). The more general case n 6= 0 is
not so immediate and it is discussed in the Appendix.
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4 Constant-∆ approximation
The first term in Eq. (55) gives the constant-∆ part of the density response.
By using Eq. (53), it can be written as
δρcdn =
( ω2n(ω2 − ω2nω2µω¯2
n
)
(ω2 − ω2n)Dn(ω)
)4∆2
Ω3
δhn +
( (ω2 − ω2nω2µ
ω¯2
n
)
(ω2 − ω2n)Dn(ω)
)4∆2
Ω
δhn . (57)
The first part of this expression contains a factor 1/Ω3 which, as a function of
ǫ, has a very narrow peak at the Fermi surface when ∆ is small compared to
µ. The second part instead contains a factor 1/Ω, which is also peaked at the
Fermi surface, but is more spread out. This second term gives an unwanted
contribution to the energy-weighted sum rule [14]. In the following we will
check explicitly that the self-consistent pairing field fluctuations δ∆in restore
the sum rule to its correct value.
In the constant-∆ approximation the eigenfrequencies of the system are de-
termined by the poles in Eq. (57), that is, by the condition
(ω2 − ω2n)Dn(ω) = ω4 − ω¯2nω2 + ω2nω2µ = 0 , (58)
with solutions
ω2
±
(n, I) =
1
2
ω¯2n(I)
(
1±
√√√√1− 4ω2n(I)ω2µ(ǫ)
ω¯4n(I)
)
. (59)
These expressions look rather unusual, however they are closely related to the
eigenfrequencies found in [14] and also, as will be shown in the following, to
the energy of two-quasiparticle excitations.
First of all we notice that, when n = 0, the eigenfrequencies ω+ coincide with
the eigenfrequencies ω¯n found in [14] since
ω2+(n = 0, I) = Ω
2(ǫ) , (60)
while
ω2
−
(n = 0, I) = 0 . (61)
Moreover, for the modes n 6= 0, we have that
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ω2+(n, I)
∣∣∣
ǫ=µ
= ω¯2n(I) , (62)
ω2
−
(n, I)
∣∣∣
ǫ=µ
=0 . (63)
As a general rule, the range of particle energies which is most important is
that within a distance of a few times ∆ from the Fermi surface µ, hence ωµ is
of order ∆ and the dimensionless parameter
αn(I) = 4
ω2n(I)ω
2
µ(ǫ)
ω¯4n(I)
<< 1 , (64)
both for small (ωn(I) >> ∆) and large (ωn(I) << ∆) systems. In these cases,
by expanding the square root in Eq. (59), we have that
ω2+(n, I)
∣∣∣
ǫ≈µ
≈ ω¯2n(I) , (65)
ω2
−
(n, I)
∣∣∣
ǫ≈µ
≈ ω
2
n(I)ω
2
µ(ǫ)
ω¯2n(I)
. (66)
This is an excellent approximation in the first term of (57) because of the factor
1
Ω3(ǫ)
. It is interesting to note that the factor (ω2 − ω2nω2µ
ω¯2
n
) in the numerator of
δρcdn approximately cancels the poles (ω
2 − ω2
−
(n, I)). The same cancellation
occurs in the coefficient of δ∆rn in Eq. (55), while it does not occur for the
coefficient of δ∆in.
In conclusion, in the constant-∆ approximation, the solutions of the equations
of motion (42–45) have two branches, corresponding to the eigenfrequencies
ω+(n, I) and ω−(n, I). These solutions do not satify the constraint (56) exactly
when n 6= 0, but, as shown in the Appendix, one branch does, approximately.
Since αn(I) << 1, the eigenfrequencies of the two branches are approximated
by ω2+ ≈ ω¯2n and ω2− ≈ ω2nω2µ/ω¯2n. The poles corresponding to ω− are approxi-
mately canceled by the term (ω2 − ω2nω2µ/ω¯2n)in the numerators of Eq. (57).
Thus, the constant-∆ part of the present approach, which is based on the four
equations of motion (42–45), gives results in good agreement with those of Ref.
[14] in which the fourth equation of motion was replaced by the constraint (56).
4.1 Relation with two-quasiparticle excitations
The eigenfrequencies (59) are related also to the energy of two-quasiparticle
excitations.
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In the quantum BCS theory , the simplest excitations of an even nucleus are
two-quasiparticle states, with energy (cf., for example, Sect. 3.3 of [8])
E(ǫp, ǫh) = Ep + Eh =
√
(ǫp − µ)2 +∆2 +
√
(µ− ǫh)2 +∆2 . (67)
If we change variables from (ǫp, ǫh) to (ǫph, ǫ¯), with
ǫph= ǫp − ǫh , (68)
ǫ¯=
ǫp + ǫh
2
, (69)
then
E(ǫph, ǫ¯) =
√
[
1
2
ǫph + (ǫ¯− µ)]2 +∆2 +
√
[
1
2
ǫph − (ǫ¯− µ)]2 +∆2 .
From the work on normal systems [13], we know that the eigenfrequencies ωn
give a semiclassical approximation to the particle-hole energies 3
ǫph ≈ ωn(ǫ¯) , (70)
then
E(ǫph, ǫ¯) ≈ (71)
1
2
(√
ω¯2n(ǫ¯) + 2ωn(ǫ¯)ωµ(ǫ¯) +
√
ω¯2n(ǫ¯)− 2ωn(ǫ¯)ωµ(ǫ¯)
)
= ω+(n, ǫ¯) .
The last relation is exact, as can be easily checked by squaring both sides.
Thus, the eigenfrequencies ω+(n, ǫ) correspond to two-quasiparticle excita-
tions. There are two approximations involved: one is the relation (70), and
the other is the replacement ǫ¯→ ǫ in the particle energy.
In the same way it is possible to show that the eigenfrequencies ω−(n, ǫ) corre-
spond to the combination Ep−Eh. Anderson [21] called ’unphysical’ the solu-
tions corresponding to this combination of quasiparticle energies and Valatin
[22] pointed out that these solutions are eliminated by the supplementary
condition required by the Pauli principle (see Appendix). Here we find that
the poles corresponding to these ’unphysical’ eigenfrequencies are practically
canceled by corresponding zeros in the numerator of the density fluctuations
(57).
3 In order to simplify the notation, we will write also ωn(ǫ), instead of ωn(I)
∣∣∣
ǫ
.
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5 The self-consistency relations
The initial system of coupled differential equations has been reduced to a
linear algebraic system, which is supplemented by the two integral relations
∫
dp
(
δκi(r,p, ω) +
δ∆i(r, ω)
2E(ǫ)
)
=0 , (72)
∫
dp
(
δκr(r,p, ω) +
δ∆r(r, ω)
2E(ǫ)
)
=0 , (73)
which are the Fourier transform in time of Eqs. (29, 30).
Multiplying both sides of these relations by e−in·Φ and integrating over r, we
get
∫
dr
∫
dp
(
δκi(r,p, ω) +
δ∆i(r, ω)
2E(ǫ)
)
e−in·Φ=0 , (74)
∫
dr
∫
dp
(
δκr(r,p, ω) +
δ∆r(r, ω)
2E(ǫ)
)
e−in·Φ=0 . (75)
Now, changing variables from (r,p) to (I,Φ) and using the orthogonality of
the functions ein·Φ, we have
∫
dI
(
δκin(I, ω) +
δ∆in(I, ω)
2E(ǫ)
)
=0 , (76)
∫
dI
(
δκrn(I, ω) +
δ∆rn(I, ω)
2E(ǫ)
)
=0 . (77)
Finally, by using the four equations (42-45), the two integral relations (76, 77)
can be written in the form
∫
dI[a11(n, I, ω)δ∆
r
n(I, ω) + a12(n, I, ω)δ∆
i
n(I, ω)]=
∫
dIb1(n, I, ω)δhn(I) , (78)∫
dI[a21(n, I, ω)δ∆
r
n(I, ω) + a22(n, I, ω)δ∆
i
n(I, ω)]=
∫
dIb2(n, I, ω)δhn(I) , (79)
with
a11(n, I, ω)=−iωωµ
Ω3
An(ω) = −iω ωµ
ΩDn(ω)
(
1 +
4∆2
Ω2
ω2n
ω2 − ω2n
)
, (80)
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a12(n, I, ω)=
1 + An(ω)
Ω
=
ω2
ΩDn(ω)
, (81)
a21(n, I, ω)=
ω2µ
Ω3
An(ω) +
1
Ω
(82)
=
1
ΩDn(ω)
[
ω2 − 4∆2
(
1 +
4∆2
Ω2
ω2n
ω2 − ω2n
)]
,
a22(n, I, ω)= iω
ωµ
ω2
1 + An(ω)
Ω
= iω
ωµ
ΩDn(ω)
, (83)
b1(n, I, ω)=−2iω∆An(ω)
Ω3
= − 2iω∆
ΩDn(ω)
(
1 +
4∆2
Ω2
ω2n
ω2 − ω2n
)
, (84)
b2(n, I, ω)=
2∆ωµAn(ω)
Ω3
=
2∆ωµ
ΩDn(ω)
(
1 +
4∆2
Ω2
ω2n
ω2 − ω2n
)
. (85)
The external field fluctuations (16) depend on position and time, but not on
the momentum p. For a uniform system the self-consistency relations lead to
pairing-field fluctuations δ∆(r, ω) which are also momentum-independent and
Eqs. (78, 79) become separable, giving an algebraic system. For finite systems,
Eqs. (78, 79) are not separable because the coefficients δhn(I) can depend on
the action variables I.
6 ’Ansatz’ and solution
The pairing-field fluctuations are given by the solution of the two coupled
integral equations (78, 79). In the spirit of a simplified approach, here we
make an Ansatz that simplifies the problem: we assume that
δ∆rn(I, ω)=F
r
n(ω)δhn(I) , (86)
δ∆in(I, ω)=F
r
n(ω)δhn(I) , (87)
with the functions F r,in (ω) given by the solution of the algebraic system
F rn(ω)
∫
dIa11(n, I, ω) + F
i
n(ω)
∫
dIa12(n, I, ω)=
∫
dIb1(n, I, ω) , (88)
F rn(ω)
∫
dIa21(n, I, ω) + F
i
n(ω)
∫
dIa22(n, I, ω)=
∫
dIb2(n, I, ω) . (89)
Then, defining
Aij(n, ω)=
∫
dIaij(n, I, ω) , (90)
15
Bi(n, ω)=
∫
dIbi(n, I, ω)) , (91)
we have
F rn(ω)=
B1A22 −B2A12
A11A22 −A21A12 , (92)
F in(ω)=
B2A11 −B1A21
A11A22 −A21A12 . (93)
The six integrals Aij and Bi are conveniently expressed in terms of the four
basic integrals
I1(n, ω)=
∫
dI
ωµ(ǫ)
Ω(ǫ)
1
Dn(ω)
, (94)
I2(n, ω)=
∫
dI
1
Ω(ǫ)
1
Dn(ω)
, (95)
I3(n, ω)=
∫
dI
ωµ(ǫ)
Ω3(ǫ)
1
Dn(ω)
ω2n
ω2 − ω2n
, (96)
I4(n, ω)=
∫
dI
1
Ω3(ǫ)
1
Dn(ω)
ω2n
ω2 − ω2n
(97)
as
A11=−iω(I1 + 4∆2I3) = −iωI ′1 , (98)
A12=ω
2I2 , (99)
A21=(ω
2 − 4∆2)I2 − 16∆4I4 = ω2I2 − 4∆2I ′2 (100)
A22= iωI1 , (101)
B1=−iω2∆(I2 + 4∆2I4) = −iω2∆I ′2 , (102)
B2=2∆(I1 + 4∆
2I3) = 2∆I
′
1 , (103)
with
I ′1= I1 + 4∆
2I3 , (104)
I ′2= I2 + 4∆
2I4 . (105)
In terms of these integrals, the solution (92, 93) reads
F rn(ω)= 2∆
4∆2(I1I4 − I2I3)
I1I ′1 − I2(ω2I2 − 4∆2I ′2)
, (106)
F in(ω)=
2∆
iω
[
1 + 4∆2
I3I
′
1 − I4(ω2I2 − 4∆2I ′2)
I1I ′1 − I2(ω2I2 − 4∆2I ′2)
]
. (107)
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With these expressions, the density fluctuations and the density-density re-
sponse function can be evaluated explicitly. This is what we do in the follow-
ing, by neglecting that part of the mean-field fluctuations that is not related
to pairing, hence the expressions derived in the following correspond to the
static mean-field approximation, called ’zero-order’ in Ref. [13]. Within this
approximation, the fluctuations of the hamiltonian are
δhn(I, ω) = ηQn(I) =
η
(2π)3
∫
dΦe−in·ΦQ(r) . (108)
6.1 The mode n = 0
The mode n = (0, 0, 0) is particularly interesting because, as shown in [14], this
mode is the only one giving a spurious fluctuation of the number of particles
in the system. When n = 0, the two integrals I3 and I4 vanish, I
′
1 = I1, I
′
2 = I2
and the solution is expressed in terms of the integrals I1,2 alone, giving
F rn=0(ω)= 0 , (109)
F in=0(ω)=
2∆
iω
, (110)
with the possible exception of points where the denominators in Eqs. (106,107)
might happen to vanish.
By using the result (109, 110), it can be easily shown that the spurious con-
tribution to the mode n = 0 in the density fluctuations of the constant-∆
approximation, is exactly canceled by the fluctuations of the imaginary pair-
ing field, since Eq. (55) gives
δρevn=0=
Ω2
ω2 − Ω2
4∆2
Ω3
δhn − 1
ω2 − Ω2
4∆2
Ω
δhn = 0 . (111)
Another interesting feature of the mode n = 0 is that the condition
A11(n, ω)A22(n, ω)− A21(n, ω)A12(n, ω) = 0 , (112)
that determines the possible collective eigenfrequencies of the system, acquires
a particularly simple form and does not depend on the equilibrium mean field:
ω2[I21 (ω)− (ω2 − 4∆2)I22 (ω)] = 0 , (113)
with
17
I1(ω)=
∞∫
0
dǫ
√
ǫ
ωµ(ǫ)
Ω(ǫ)
1
ω2 − Ω2(ǫ) , (114)
I2(ω)=
∞∫
0
dǫ
√
ǫ
1
Ω(ǫ)
1
ω2 − Ω2(ǫ) . (115)
By evaluating these integrals, we find that the dispersion relation (113) has
only the solution ω2 = 0. This zero-frequency solution corresponds to the
Anderson-Goldstone-Nambu mode, associated with rotations in gauge space
(see e.g. Ch. 4 of [8]).
The other possibility
[I21 (ω)− (ω2 − 4∆2)I22 (ω)] = 0 (116)
instead, is reminiscent of the dispersion relation of pairing vibrations (cf., e.g.
Eq. (5.23) of [8], note the correspondence between our integrals I1,2(ω) and
the quantities B and A of Ref. [8]), however we find that the relation (116)
has no solution in the interval ω = 0− 30 MeV. The quantum counterpart of
Eq. (116) instead, has many solutions, corresponding to single-particle levels
ǫi close to the Fermi surface (cf. e.g. Eqs. (J.31) and (J.32) of [8]), but these
solutions have a single-particle, rather than a collective character.
7 Response function and dispersion relation
Equations (55, 92, 93) allow us to calculate the density response function,
defined as
R(ω) = 1
η
∫
drQ∗(r)δ̺(r, ω) , (117)
where δ̺(r, ω) is the time Fourier transform of the density fluctuation (33).
According to Eq. (55), the density response function is given by the sum of
three terms:
R(ω) = Rcd(ω) +Rr(ω) +Ri(ω) , (118)
with the first term containing the contribution of the constant-∆ approxima-
tion, the second and third terms, the contributions of the real and imaginary
parts of the pairing-filed fluctuations, respectively. The three components of
the density response function are given by
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Rcd(ω)= 4∑
n
∫
dICcdn (I, ω)Qn(I)Q
∗
n(I) , (119)
Rr(ω)= 4∑
n
F rn(ω)
∫
dICrn(I, ω)Qn(I)Q
∗
n(I) , (120)
Ri(ω)= 4∑
n
F in(ω)
∫
dIC in(I, ω)Qn(I)Q
∗
n(I) , (121)
with
Ccdn (I, ω)=
ω2ω¯2n − ω2nω2µ
(ω2 − ω2n)Dn(ω)
4∆2
Ω3
(122)
Crn(I, ω)=−
ω2ω¯2n − ω2nω2µ
(ω2 − ω2n)Dn(ω)
2∆ωµ
Ω3
, (123)
C in(I, ω)=−iω
2∆
Ω
ω2
(ω2 − ω2n)Dn(ω)
. (124)
The solutions (106, 107) can be written as
F rn(ω)= 2∆F˜
r
n(ω) , (125)
F in(ω)=
2∆
iω
+
2∆
iω
F˜ in(ω) , (126)
with
F˜ rn(ω=4∆
2 (I1I4 − I2I3)
I1I ′1 − I2(ω2I2 − 4∆2I ′2)
, (127)
, (128)
F˜ in(ω)= 4∆
2 I3I
′
1 − I4(ω2I2 − 4∆2I ′2)
I1I
′
1 − I2(ω2I2 − 4∆2I ′2)
. (129)
Since the function F in(ω) is the sum of the two terms in Eq. (126), the response
function (121) also becomes the sum of two response functions
Ri(ω)= 4∑
n
2∆
iω
∫
dIC in(I, ω)Qn(I)Q
∗
n(I) + R˜i(ω) , (130)
with
R˜i(ω)= 4∑
n
2∆
iω
F˜ in(ω)
∫
dIC in(I, ω)Qn(I)Q
∗
n(I) . (131)
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The first part of Ri(ω) cancels the spurious part of Rcd(ω) (the term ω2Ω2 of
the product ω2ω¯2n = ω
2ω2n + ω
2Ω2 in the numerator of (122)) and the density
response function becomes
R(ω) = R˜cd(ω) +Rr(ω) + R˜i(ω) , (132)
This response function can be written in a more compact form as
R(ω)= 4∑
n
∫
dIGn(I, ω)Qn(I)Q
∗
n(I) , (133)
with
Gn(I, ω)=
4∆2
Ω3
( ω2n(ω2 − ω2µ)
(ω2 − ω2n)Dn(ω)
− ω
2ω¯2n − ω2nω2µ
(ω2 − ω2n)Dn(ω)
ωµF˜
r
n(ω) (134)
− ω
2Ω2
(ω2 − ω2n)Dn(ω)
F˜ in(ω)
)
.
The response function (133) can be considered as a finite-system version of
the response function derived by the authors of Ref. [10] for uniform systems
(cf. Eq. (B22) of [10]). The dispersion relation of the Bogoliubov-Anderson
mode of [10] is here replaced by the dispersion relation
I1(n, ω)I
′
1(n, ω)− I2(n, ω)[ω2I2(n, ω)− 4∆2I ′2(n, ω)] = 0 (135)
that takes into account the finite size of the system. This dispersion relation
is the main result of our paper and in the next section we will study the
possibility of a collective mode, analogous to that studied in [10], in ’small’
systems like nuclei.
It can also be easily checked, simply by looking at the large-ω behavior of Gn
[20], that the EWSR is satisfied by our response function (132), because the
spurious contribution of Rcd(ω) is canceled by the pairing-field fluctuations
(more specifically, by the first term on the right-hand side of Eq. (126)).
8 Spherical cavity
The four three-dimensional integrals (94–97), which appear in the dispersion
relation (135), are not simple when n 6= 0. In a spherical systems, however,
these integrals can be reduced to two-dimensional. In such a system, the action
variables are conveniently defined as ([12], p. 476, see also [19])
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I1= λz , (136)
I2= λ , (137)
I3= λ+
1
2π
∮
drpr , (138)
where λ is the magnitude of the particle angular momentum, λz its z-component
and pr the radial component of the particle momentum. It is convenient to
change variables from I to (ǫ, λ, cos β), with cos β = λz/λ, the Jacobian of the
transformation is
J(ǫ, λ) =
λT (ǫ, λ)
2π
, (139)
where T (ǫ, λ) is the period of radial motion. Because of the spherical symmetry,
the eigenfrequencies ωn(I) do not depend on λz. Moreover, as shown in [13],
the eigenfrequencies can be labeled with only two components of the integer
vector n. We put n3 = n, n2 = N and n1 becomes redundant. Thus, in
spherical systems
ωn(I)→ ωnN(ǫ, λ) ≈ ǫr+n,l+N − ǫr,l (140)
(in a spherical mean field, the single-particle levels ǫr,l depend only on two
quantum numbers).
Also, by expanding the external field Q(r) in multipoles as
Q(r) =
∑
LM
QL(r)YLM(rˆ) , (141)
one finds that the response function (133) becomes
R(ω) =∑
L
RL(ω) , (142)
with
RL(ω)= 8
2L+ 1
L∑
N=−L
∞∑
n=−∞
|YLN(π
2
, 0)|2
∞∫
0
dǫ
λ¯(ǫ)∫
0
dλ
λT (ǫ, λ)
2π
× |Q(L)nN(ǫ, λ)|2G(N, n, ǫ, λ, ω) , (143)
and
G(N, n, ǫ, λ, ω)=
4∆2
Ω3
( ω2nN(ω2 − ω2µ)
ω4 − ω2ω¯2nN + ω2µω2nN
(144)
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− ω
2ω¯2nN − ω2nNω2µ
ω4 − ω2ω¯2nN + ω2µω2nN
ωµF˜
r(N, n, ω)
− ω
2Ω2
ω4 − ω2ω¯2nN + ω2µω2nN
F˜ i(N, n, ω)
)
.
In Eq. (143), only terms in which the integerN has the same parity as L appear
in the sum over N , otherwise the spherical harmonics YLN(
π
2
, 0) vanish. The
Fourier coefficients Qn(I) in Eq. (133) are replaced by the radial coefficients
Q
(L)
nN(ǫ, λ), defined as in [13], which correspond to the radial matrix elements
of the quantum approach.
The quantity λ¯(ǫ) is the maximum possible value of λ for a particle with
energy ǫ.
For a spherical cavity of radius R, λ¯(ǫ) =
√
2mǫR and the eigenfrequencies
ωnN(ǫ, λ) are conveniently written as
ωnN(ǫ, λ) = ωF (ǫ)snN (x) , (145)
where x is a dimensionless parameter, which is related to the particle angular
momentum by
x=sinα , (146)
cosα=
λ
λ¯(ǫ)
. (147)
The functions snN(x) are
snN(x) =
nπ +N arcsin(x)
x
, (148)
while the frequency ωF (ǫ) is given by
ωF (ǫ) =
√
2ǫ/m
R
. (149)
The multipole response function (143) becomes
RL(ω)= 9
2
A
µ3/2
L∑
N=−L
∞∑
n=−∞
|YLN(π2 , 0)|2
2L+ 1
∞∫
0
dǫ
√
ǫ
22
×
1∫
0
dxx2|Q(L)nN(x)|2G(N, n, ǫ, x, ω) . (150)
The functions G(N, n, x, ω) are given by Eq.(144), with
I1(N, n, ω)=N
∞∫
0
dǫ
√
ǫ
ωµ(ǫ)
Ω(ǫ)
J1(N, n, ǫ, ω) , (151)
I2(N, n, ω)=N
∞∫
0
dǫ
√
ǫ
1
Ω(ǫ)
J1(N, n, ǫ, ω) , (152)
I3(N, n, ω)=N
∞∫
0
dǫ
√
ǫ
ωµ(ǫ)
Ω3(ǫ)
ω2F (ǫ)J2(N, n, ǫ, ω) , (153)
I4(N, n, ω)=N
∞∫
0
dǫ
√
ǫ
1
Ω3(ǫ)
ω2F (ǫ)J2(N, n, ǫ, ω) , (154)
J1(N, n, ǫ, ω)=
1∫
0
dxx2
1
D(N, n, ǫ, x, ω)
, (155)
J2(N, n, ǫ, ω)=
1∫
0
dxx2
1
D(N, n, ǫ, x, ω)
s2nN(x)
ω2 − ω2F (ǫ)s2nN(x)
,
(156)
and N is a normalization factor which cancels in the final expression.
The denominator D(N, n, ǫ, x, ω) is given explicitly by
D(N, n, ǫ, λ, ω) = ω2 − Ω2(ǫ)− 4∆2 ω
2
F (ǫ)s
2
nN(x)
ω2 − ω2F (ǫ)s2nN (x)
. (157)
The dispersion relation (135) takes the form
K(N, n, ω) = 0 , (158)
with
K(N, n, ω) = I1(N, n, ω)I
′
1(N, n, ω) (159)
− I2(N, n, ω)[ω2I2(N, n, ω)− 4∆2I ′2(N, n, ω)] .
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9 Results
The first figure shows the absolute value of K(N, n, ω) for a few low-energy
modes (N, n) in the range ω = 0 − 30 MeV for a spherical cavity containing
A = 208 nucleons within a radius R = 1.2 A1/3 fm. The chemical potential µ is
determined from Eq. (5) to be µ ≈ 33.33 MeV and a value ∆ = 1 Mev has been
assumed for the static pairing gap. Except for the modes (N = ±1, n = 0)
(top right panel), all other modes display a smooth behavior suggesting that
for these modes the dispersion relation (158) has no solution in this range of
ω. The modes N = ±1, n = 0 instead, have a minimum at ω ≈ 7.7 MeV, im-
plying that, for this value of ω, the dispersion relation (158) is approximately
satisfied. Thus we can expect (mild) collective effects in the odd multipole
channels, to which these modes contribute. The dipole response gets its main
contribution from the mode (N = ±1, n = 0), however this channel is spu-
rious because of the breaking of translation invariance, so the first physically
meaningful collective effect is expected in the low-energy octupole resonance
(corresponding to L = 3, N = ±1, n = 0) while the high-energy octupole res-
onance (corresponding to L = 3, N = ±3, n = 0) is not affected by collective
effects (cf. bottom right panel of Fig.1)
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Fig. 1. Absolute value of K(N,n, ω) as a function of ω (in MeV) for n = 0 and
N = 0 (top left), N = ±1 (top right), N = ±2 (bottom left), N = ±3 (bottom
right). The curve corresponding to the modes N = ±1, n = 0 has a local minimum
at ω ≈ 7.7 MeV, corresponding to an approximate solution of the dispersion relation
K(N,n, ω) = 0.
The second figure shows an enlargement of the top right panel of Fig. 1, in
the region of the minimum.
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Fig. 2. Absolute value of the function K(N = 1, n = 0, ω) in the region of the local
minimum.
The other figures (Figs. 3-6) show the strength function
S(ω) = −1
π
ImRL(ω) (160)
associated with the multipolarities L = 0, 2, 3.
The radial Fourier coefficients needed for the monopole and quadrupole re-
sponse functions are (for the quadrupole and octupole response, we take
QL(r) = r
L, while for the monopole response, we take QL(r) = r
L+2)
Q
(2)
n0 (x) = (−)nR2
2
s2n0(x)
, (n 6= 0) (161)
Q
(2)
n,±2(x) = (−)nR2
2
s2n±2(x)
[1± 2
√
1− x2
sn,±2(x)
] , (162)
(163)
while those entering the octupole response are
Q
(3)
nN(x) = (−)nR3
3
s2nN(x)
[1 +
4
3
N
√
1− x2
snN(x)
− 2
s2nN(x)
+ 4(|N | − 1) 1− x
2
s2nN(x)
] N = ±1,±3 . (164)
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Fig. 3. Contribution of the modes (N = 0, n = ±1) to the monopole response
function of a spherical cavity containing A = 208 nucleons. Parameters are the
same as for Fig. 1, a small imaginary part ε = 0.1 MeV has been added to ω. The
giant monopole resonance is centred at about 25 MeV because the long-range part
of the residual interaction has not been taken into account.
In all the figures showing the multipole strength functions there are two curves.
The dashed curve corresponds to the strength function associated with the
response function R˜cdL (ω), while the solid curve corresponds to RL(ω).
For the monopole response of Fig.3, the two curves are practically coincident.
For the quadrupole response of Fig.4, the two curves are barely distinguishable,
while for the octupole response of Figs. 5 and 6, the two curves differ in the
region of the low-energy octupole resonance, while they are very similar for
the high-energy component of the giant octupole resonance.
26
0 5 10 15 20 25 30
ÑΩ @MeVD
0.25
0.5
0.75
1
1.25
1.5
1.75
2
SH
Ñ
Ω
L@
10
3
fm
4 
M
eV
D
Fig. 4. Contribution of the modes (N = ±2, n = 0, ) to the quadrupole strength
function of the same system of Fig.3.
The pronounced minimum of the dispersion curve in the top-right panel of
Fig. 1 at ω ≈ 7.7 MeV is at the origin of the increase of the strength function
given by the solid curve in Figs. 5 and 6. This increase is a collective effect
due to the pairing interaction.
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Fig. 5. Contribution of the modes (N = ±1,±3, n = 0) to the octupole strength
function. The two peaks at ω ≈ 8 and ω ≈ 25 MeV correspond to the low and high-
-energy components of the giant octupole resonance. The energy of the two peaks is
larger than experiment because the long-range part of the residual interaction has
not been included in these calculations. The low-energy peak is due to the modes
N = ±1, while the high-energy peak to the modes N = ±3.
10 Summary and conclusions
We have studied the solutions of an improved kinetic equation that includes
dynamic pairing correlations, as well as finite-size effects, and compared it
with a more simplified approach based on the constant-∆ approximation. The
particle-number symmetry, which is broken in the constant-∆ approximation,
is restored by the fluctuations of the imaginary pairing field and all spurious
contributions are canceled, leading to a correct value of the energy-weighted
sum rule. The restoration of particle-number conservation is not the only ef-
fect of the pairing-field fluctuatons since they introduce also the possibility
of new collective modes of the system, generated by the pairing interaction.
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Fig. 6. Same as Fig.5, in the region of the low-energy octupole resonance.
The frequencies of these collective modes are determined by the solution of
appropriate dispersion relations which are a generalization of the dispersion
relation of the Bogoliubov–Anderson mode derived by the authors of Ref.[10]
for a uniform system. In the present paper these modes have been studied
in detail for a small system like a nucleus, where the pairing gap is small
compared with the collective frequency. The nuclear mean field has been ap-
proximated with a spherical square-well potential and it has been found that
the isoscalar octupole strength function shows an increase in the region of the
low-energy octupole resonance, which is due to collective pairing effects.
We conclude that the semiclassical treatment of pairing introduced in [14] and
improved in the present paper, gives results in good agreement with previous
quantum approaches and that the self-consistent pairing-field fluctuations con-
sidered here have two main effects:
• the fluctuations of the imaginary part are essential for restoring the particle-
number symmetry which is broken by the constant-∆ approximation (this
is already well known from studies of infinite systems);
• there is a mild collective effect in the octupole response function due to
the pairing interaction and no similar effect is found in the monopole and
quadrupole response function.
29
Appendix
Supplementary condition
In this Appendix it is shown that only one branch of the solutions of the
equations of motion (42–45) approximately satisfy the supplementary condi-
tion (56) required by the Pauli principle for the modes n 6= 0. For this purpose
we consider the homogeneous system of equations associated with Eqs. (42–45)
in constant-∆ approximation:
ωδρevn (ω)=ωnδρ
od
n (ω)− 2i∆δκin(ω) , (165)
ωδρodn (ω)=ωnδρ
ev
n (ω) , (166)
iωδκin(ω)=ωµδκ
r
n(ω)− 2∆δρevn (ω) , (167)
−iωδκrn(ω)=ωµδκin(ω) . (168)
The following relation can be easily obtained from these equations, either by
using all four of them or only the first three:
(ω2 − ω2n − 4∆2)δρevn (ω) = −2∆ωµδκrn(ω) . (169)
It is important to note that, if we put ω = ω¯n in this relation, it gives
δκrn(ω¯n) = −
ωµ
2∆
δρevn (ω¯n) , (170)
in agreement with the Pauli constraint (56).
The solutions of the homogeneous system (165–168) are non vanishing only at
the eigenfrequencies ω+(n, I) and ω−(n, I), but we have seen that the frequen-
cies ω+(n, I) are well approximated by ω¯n and the fact that the condition (56)
is satisfied when ω = ω¯n, means that the branch of solutions corresponding to
ω+(n, I) approximately satisfies the supplementary condition (56):
δκrn(ω+) ≈ −
ωµ
2∆
δρevn (ω+) , (171)
while the same is not true for the solutions corresponding to the frequencies
ω−(n, I). Thus, following Anderson [21] and Valatin [22], we can say that only
the solutions corresponding to the branch ω+(n, I) ≈ ω¯n are acceptable. An
important point is that the constraint (56) need not be satisfied for all values
of ω, but only at the eigenfrequencies of the system.
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