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Resumo
A concepção de computadores cada vez mais poderosos, com mais recursos e
funcionalidades impulsionou uma significativa evolução no desenvolvimento de sistemas operaci-
onais. Estes sistemas, com o objetivo de prover acesso aos dispositivos, implementam uma com-
plexa abstração do hardware, permitindo que as aplicações sejam projetadas em uma camada de
alto nível, facilitando o desenvolvimento e aumentando a portabilidade. Esta abordagem é eficiente
nos casos citados acima, porém ela produz um gerenciador de recursos fortemente centralizado,
que pode entrar em conflito com as necessidades específicas das aplicações, limitando-as tanto em
performance quanto em flexibilidade, devido ao fato de que a aplicação precisa se adaptar ao am-
biente de execução. De acordo com autores conceituados, a necessidade da adaptação do sistema
operacional em relação a aplicação é cada vez mais evidente e somente desta forma será possível
oferecer um ambiente especializado de acordo com as necessidades específicas de cada uma delas.
O modelo proposto neste trabalho, visa suprir estas necessidades, oferecendo a possibilidade da
modificação do ambiente de execução através de meta-informações passadas pelas aplicações no
momento da sua inicialização ou dinamicamente durante a sua execução. Através das simulações
realizadas, foi provado que é possível a concepção de tal arquitetura, contudo ainda é muito de-
pendente de recursos que estão sendo desenvolvidos e aprimorados, como a máquina virtual Java.
Palavras-chave: sistemas operacionais extensíveis, reflexão computacional, núcleo extensível
Abstract
The increase conception of more powerful computers, with better resources and
functionalities, began to stimulate a significant evolution in the operation system development.
These systems provide devices access by implementing one complex hardware abstraction layer,
allowing that the applications can be developed in a high level layer, which help to quick deve-
lopment and portability increase. This strategy is efficient in the cited cases above, however it
produces a strong centered resources management, which can conflict with the application specific
necessities, limiting them in performance and flexibility, because the application has to adapt your-
self to an execution environment. Some authors with appraised, has been talk about the necessity
of the operational system adaptation in relation to the application and it have been more evident,
maybe this could be the only way to offer a specialized environment in agreement with the appli-
cation specific necessities. The approach present in this thesis, aims at to supply dynamically these
necessities, offering the modification possibility in the environment through meta-information pas-
sed by the applications at the load-time or run-time. Through simulations, was demonstrated that
the conception of such architecture is possible, however this approach still dependent of the re-
sources that are being in development and improvement, as the Java virtual machine.
Keywords: extensible operational systems, computation reflection, extensible kernel
Capítulo 1
Introdução
Avanços na tecnologia de desenvolvimento do hardware estão permitindo a con-
cepção de computadores cada vez mais poderosos, utilizando processadores mais rápidos, redes
de altíssima velocidade, disponibilizando grande espaço de armazenamento e novos recursos têm
sido adicionados constantemente. Conforme [AND 93], a cada década é possível prever um cres-
cimento de pelo menos duas ordens de magnitude em cada uma dessas áreas.
Toda essa tecnologia impulsionou uma significativa evolução e aprimoramento
dos sistemas operacionais existentes. Assim como o número e a capacidade de dispositivos físicos
estão em constante crescimento, a complexidade do sistema, que tem por obrigação gerenciá-lo,
deve acompanhar este desenvolvimento. Com o intuito de não repassar essa complexidade para as
aplicações é utilizada uma abrangente abstração do hardware possibilitando que as aplicações se-
jam desenvolvidas em uma camada de alto nível. Desta forma é possível aumentar a portabilidade
e a facilidade de diferentes implementações.
Esta abordagem é eficiente na redução da complexidade do sistema, porém oca-
siona um grande problema, ela produz um gerenciador de recursos fortemente centralizado. Esta
centralização pode entrar em conflito com as necessidades específicas das aplicações, limitando-as
tanto em desempenho quanto em flexibilidade, pois não está sendo oferecido o ambiente ideal para
sua execução e também não existe a possibilidade de que a aplicação adapte esse ambiente as suas
necessidades, devendo ela se adaptar ao ambiente.
De acordo com Kiczales [KIC 93] a necessidade da adaptação do sistema opera-
cional em relação a aplicação que esta executando é cada vez mais evidente, pois somente com po-
líticas e mecanismos de manipulação adequados esta poderá utilizar os recursos físicos da melhor
maneira possível, desta forma, ao invés da aplicação se adaptar ao sistema, o sistema se adaptaria
2as aplicações em execução oferecendo um ambiente especializado de acordo com às necessidades
específicas de cada uma delas.
Um sistema operacional adaptável é aquele que consegue modificar a si mesmo
em uma determinada circunstância com o objetivo de ganhar algumas funcionalidades ou melhorar
seu desempenho. Dentro da categoria dos sistemas adaptáveis, estão os sistemas operacionais
extensíveis, que permitem além da modificação das suas estruturas e funcionalidades a adição de
novos serviços que não estavam presentes durante o processo de desenvolvimento. Um dos grandes
problemas é definir quais aspectos devem ser adaptados e com que finalidade[COW 96].
Por exemplo, em sistemas embarcados que necessitam de grande mobilidade,
uma das alternativas possíveis para a melhor utilização dos recursos físicos poderia ser alcançada
através da economia de energia ou do gerenciamento eficiente da mesma, permitindo assim, uma
maior autonomia aos dispositivos. Diferentemente de um sistema que está constantemente ligado
a uma fonte de energia, onde a melhor utilização dos recursos físicos poderia ser obtida através do
aumento do desempenho, mesmo que para isto, gastasse mais energia.
O contexto onde a aplicação será executada é um dos fatores determinantes para
o tipo de adaptação que o sistema irá realizar. Como citado anteriormente, estes fatores poderiam
ser a economia de energia, a disponibilidade no caso de servidores importantes, o aumento do
desempenho, entre outros. Isto representa uma grande quantidade de informações que o sistema
operacional teria que processar para decidir qual adaptação realizaria, impondo uma sobrecarga
desnecessária. Desta forma, uma das soluções encontradas foi passar este nível de conhecimento
para aplicação, sendo que estas devem informar ao sistema as suas necessidades.
Na proposta apresentada nesta dissertação, foi realizada uma utilização conjunta
dos paradigmas de orientação a objetos e reflexão computacional, bem como os conceitos relativos
ao sistema operacional Aurora, para desenvolver um modelo de um núcleo de sistema operacional
extensível. A orientação a objetos e a reflexão computacional serviram não somente como base
para o desenvolvimento, mas também com a função de separação conceitual, pois todo o sistema
foi projetado pensando-se no conceito de objetos e meta-objetos.
A reflexão computacional também foi utilizada para prover um ambiente onde
fosse possível obter ou receber informações sobre o sistema e traduzi-las em ações, que refletem
no comportamento do mesmo, possibilitando que adaptações sejam realizadas de forma dinâmica.
A estrutura organizacional do Aurora foi utilizada para modelagem, utilizando-se conceitos como,
meta-objetos e meta-espaços que realizam papéis fundamentais neste modelo.
Dentro da arquitetura proposta, foi disponibilizada uma forma de comunicação
3entre as aplicações e o sistema operacional. Esta comunicação possibilita que as aplicações em
execução adaptem o sistema as suas necessidades específicas alocando espaço somente para o
que será utilizado. O modelo também prove a capacidade de adição de serviços que não estavam
presentes no projeto do sistema, especializando ainda mais o ambiente de execução.
Ainda no capítulo de introdução é descrita uma das forma atuais de desenvol-
vimento de sistemas operacionais, bem como os problemas encontrados nela e o porque da ne-
cessidade de sistemas que adaptem-se aos requisitos das aplicações. O restante desta dissertação
está organizado da seguinte forma. No Capítulo 2 são apresentadas as principais arquiteturas de
organização de núcleos de sistemas operacionais, com suas respectivas vantagens e desvantagens
em relação a sistemas de uso geral. No Capítulo 3 são descritas as técnicas utilizadas para alcançar
a extensibilidade, como o paradigma de orientação a objetos, a reflexão computacional, a separa-
ção de conceitos, máquinas virtuais e a linguagem Java. Ainda no mesmo capítulo é apresentada
a taxonomia e um resumo sobre alguns sistemas existentes e suas principais características. No
Capítulo 4 é apresentado o modelo desenvolvido, com uma descrição detalhada da sua implemen-
tação e com os resultados obtidos da sua simulação. E por último no Capítulo 5 é realizada a
conclusão do trabalho.
1.1 Necessidade de Sistemas Operacionais extensíveis
A necessidade da adaptação do sistema operacional em relação a aplicação que
esta executando é cada vez mais evidente, pois somente com políticas e mecanismos de manipula-
ção adequados esta poderá utilizar os recursos físicos da melhor forma possível [KIC 93].
1.1.1 Desing de Sistemas Operacionais de propósito geral
O desenvolvimento da maioria dos sistemas operacionais é baseado em duas pre-
missas da engenharia de software que são: decomposição e abstração[BER 98]. Com objetivo de
diminuir a complexidade e prover uma camada de abstração para os desenvolvedores, os compo-
nentes dos sistemas são divididos em módulos bem definidos que interagem uns com os outros
através de interfaces que escondem os detalhes de suas implementações.
Com a união destas duas técnicas, são produzidas grandes “caixas pretas” (Fi-
gura 1.1) que facilitam o desenvolvimento de sistemas complexos através da união de pequenos
componentes sem precisar saber de que forma eles forma implementados, apenas realizando cha-
4madas as suas interfaces de abstrações sendo que toda a implementação de interação com o hard-
ware é escondida dentro da caixa preta.
Interface
Aplicações
Caixa Preta
Hardware
Figura 1.1: Implementação através de decomposição e abstração
Como já foi mencionada esta é uma técnica bastante empregada no desenvolvi-
mento de sistemas complexos, inclusive: sistemas operacionais, sistemas de tempo real, máquinas
virtuais, entre outros. Desta forma são escondidas as características intrínsecas da manipulação do
hardware e apenas disponibilizada uma interface com as funcionalidades necessárias. Com essa
abordagem, é possível aplicar as técnicas de reuso de software, reduzindo o tempo de desenvolvi-
mento e a complexidade empregada.
Apesar dos benefícios oferecidos por esta técnica, existem problemas. Um destes
problemas é referente às políticas de gerenciamento de buffers. Em sistemas de tempo real especia-
lizados, a aplicação reserva a quantia de buffers que ela precisará, no entanto, em um sistema de uso
geral, isso não é possível, pois existem outras aplicações que estarão concorrendo pelos mesmos
recursos então será preciso utilizar uma política de gerenciamento para eles[BER 98]. O grande
desafio é definir qual política de gerenciamento agradará a todas as aplicações, tendo em vista que
cada aplicação possuí características próprias e muitas vezes exclusivas, não se adequando a uma
política de gerenciamento comum.
Com o intuito de amenizar este problema, existem algumas aplicações que es-
5crevem suas próprias políticas de gerenciamento. Estas políticas são executadas concorrentemente
com as políticas implementadas pelo sistema operacional e tem como objetivo prover um melhor
gerenciamento dos recursos que são indispensáveis para sua execução. Porém estas novas políticas
estão sujeitas as limitações impostas pela política global do sistema operacional. A sessão 1.1.2
realiza uma melhor definição do problema que esta sendo tratado.
1.1.2 Definição do problema
Os sistemas operacionais de propósito geral provêem uma complexa e abran-
gente abstração, do hardware permitindo que as aplicações sejam desenvolvidas em uma camada
de alto nível com o objetivo de prover maior portabilidade e quantidade de características que são
diretamente implementadas pelo hardware[ENG 95].
Como resultado dessa abordagem temos um gerenciador de recursos fortemente
centralizado, o que pode conflitar com as necessidades das aplicações limitando-as tanto em per-
formance quanto em flexibilidade, não oferecendo o nível de abstração adequado para a melhor oti-
mização e utilização dos recursos físicos disponíveis, principalmente no caso de programas espe-
cializados, que executam tarefas ou rotinas que envolvem acesso direto aos dispositivos [AND 93].
Por exemplo, podemos citar o caso do sistema operacional FreeBSD 4.4, muito
utilizado em servidores de Internet que precisam de alto nível de segurança. Este sistema opera-
cional utiliza somente um algoritmo de substituição de páginas na memória cache. Estas políticas
são baseadas na combinação de algoritmos da década de 70 e início de 80 que possuem uma boa
referencia de localidade[BAB 81], embora sejam pouco eficientes para as novas aplicações como
recuperação de informações em banco de dados onde o padrão de acesso a páginas é praticamente
aleatório, e multimídia onde o acesso acontece de forma estritamente seqüencial e com variação
constante através do tempo[KEA 89].
Quando o gerenciamento da memória cache não é executado eficientemente1
pelo sistema operacional, umas das alternativas encontradas por aplicações que possuem necessi-
dades específicas e bem definidas é ela própria realizar o gerenciamento desta memória[GIV 06].
Este procedimento aumentará consideravelmente a complexidade da aplicação e seu efeito não
será reproduzido no sistema como um todo, pois somente a aplicação que implementou a função
de gerenciamento se beneficiará dela.
1Eficientemente no sentido de suprir as necessidades específicas de uma aplicação ou de um conjunto de
aplicações[STO 81].
6Outra característica que pode ser mencionada, devido ao fato de estar presente na
forma de implementação dos sistemas operacionais atualmente, é o sistema de arquivos. Estes as-
sumem que a maioria dos acessos a arquivos será realizada de forma seqüencial[KRI 93, OUS 85],
sendo otimizado para esta finalidade. Entretanto, importantes classes de aplicações possuem ca-
racterísticas de acesso a arquivos completamente não seqüências, como já citado acima, nas apli-
cações de recuperação de informações em banco de dados. Outra vez a aplicação que desejar outra
política, deverá implementá-la por conta própria, incorrendo nos mesmo problemas já citados.
Ao invés de delegar as funções do gerenciamento destes recursos físicos para as
aplicações, fazendo com que o sistema possua múltiplas implementações para o mesmo fim, e desta
forma estando sujeito a erros e aumentando consideravelmente a complexidade da aplicação e do
sistema, a melhor solução seria permitir que o próprio sistema operacional tivesse a capacidade
de adaptar o seu ambiente e as suas funcionalidades em tempo de execução. Provendo assim a
melhor utilização dos recursos disponíveis, seja por uma adaptação automática através da analise
da utilização dos seus componentes ou uma adaptação sugerida pela aplicação de acordo com as
suas necessidades.
Capítulo 2
Arquitetura de Sistemas Operacionais
De acordo com a já conhecida definição de Tanenbaum[TAN 92] um sistema
operacional é “uma camada de software que de forma segura, permite a abstração e multiplexação
dos recursos físicos”. A partir desta premissa podemos inferir que a função do sistema operacional
é prover uma maior facilidade para o gerenciamento eficiente do hardware, visando uma redução
de erros e possibilitando que desenvolvedores implementem suas aplicações sem a necessidade de
conhecer todos os detalhes dos recursos físicos que ela utilizará.
Devido a grande variedade e complexidade dos recursos físicos e das possíveis
funções apresentadas por eles, uma abordagem para facilitar a utilização e compreensão destes é
desejada. Possivelmente a melhor forma de fazer isto é decompor o sistema em partes menores,
criando abstrações para cada uma delas[RUM 97]. A escolha das funcionalidades e recursos apre-
sentados por cada abstração é de essencial importância, pois esta será a única forma de acessar os
recursos físicos posteriormente.
A Figura 2.1 mostra um modelo simplificado da relação entre hardware, sistema
operacional e aplicações. É possível observar que as aplicações não têm acesso direto aos recursos
físicos do sistema. Este acesso é obtido através comunicação com uma API( Application Program
Interface) do sistema operacional, que deve apresentar de forma fácil e organizada as abstrações
do sistema, possibilitando a interação entre as aplicações e os recursos físicos disponíveis.
A responsabilidade do sistema operacional é a de gerenciar as funcionalidades
apresentadas pelo hardware como: escalonamento de processos, sistemas de arquivos, memória,
interfaces de rede, comunicação entre processos, entre outras. Todas estas características devem
ser multiplexadas de forma segura, permitindo o acesso simultâneo por diversas aplicações e/ou
usuários, sem apresentar inconsistências.
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Figura 2.1: Relação entre o hardware, sistema operacional e as aplicações
Uma das partes mais importantes dos sistemas operacionais é o seu kernel ou
núcleo. O núcleo dos sistemas operacionais é composto por um conjunto de procedimentos res-
ponsáveis pela comunicação das aplicações com o hardware. Através das APIs, as aplicações
utilizam “chamadas de sistemas” para ter acesso a estes procedimentos e realizar as operações
desejadas.
Além de servir de interface para as aplicações acessarem os recursos físicos, o
núcleo do sistema geralmente controla todas as outras funções do hardware, em muitos casos,
sendo ele o único elo de ligação entre as funções escritas em software com as funções implemen-
tadas fisicamente nos dispositivos.
A forma como o núcleo dos sistemas operacionais são projetados e implemen-
tados podem seguir conceitos diferentes, proporcionando vantagens e também possivelmente des-
vantagens para determinados nichos de aplicações que possuem necessidades diferenciadas. A
evolução na forma de implementação e utilização do kernel é importante para possibilitar o desen-
volvimento de sistemas operacionais com núcleos extensíveis.
As sessões seguintes apresentam um breve relato sobre possíveis formas de or-
ganização dos núcleos de sistemas operacionais, descrevendo suas arquiteturas e apresentando
vantagens e desvantagens para cada uma delas.
92.1 Arquitetura baseada em Núcleo Monolítico
O núcleo monolítico de um sistema operacional agrega todos os serviços e abs-
trações do sistema em uma imagem única e inseparável[DEA 00]. Em tempo de projeto este pode
ser estruturado e logicamente separado em módulos e rotinas, porém após compilação e geração
da imagem todas as funções são alocadas no mesmo espaço de endereçamento e a principio, uma
rotina pode chamar qualquer outra(Figura 2.2).
A figura 2.2 apresenta a arquitetura simplificada de um núcleo monolítico de um
sistema operacional. Como pode ser observado, todos os procedimentos e funções encontram-se
no mesmo espaço de endereçamento (que é carregado na memória principal na inicialização do
sistema e permanece lá até a finalização), permitindo que as chamadas sejam executadas muito
rapidamente, tornado o kernel muito estável, eficiente e rápido.
Núcleo do sistema
Protocolos de redeGerência de memória
Escalonador Sistema de arquivos
API
Aplicações
Hardware
Figura 2.2: Núcleo monolítico de um sistema operacional
Os núcleos monolíticos podem ser interrompíveis ou não-interrompíveis [dO 01].
O conceito de processo não existe dentro do kernel monolítico, apenas fluxos de execução, desta
forma, um kernel monolítico não-interrompível não recebe nem trata nenhuma interrupção durante
o tempo em que esta executando. A vantagem de um sistema como este é a facilidade de imple-
mentação, porém existe uma perda de desempenho devido ao não tratamento das interrupções de
dispositivos e temporizadores quando estas acontecem.
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Um kernel monolítico interrompível apresenta um melhor desempenho em rela-
ção a um não-interrompível porém apresenta uma maior dificuldade de desenvolvimento e imple-
mentação. Quando o núcleo do sistema interrompe sua execução temporariamente para atender
outras chamadas podem ser geradas inconsistências no sistema, para evitar este acontecimento é
necessária a definição de sessões criticas que somente poderão ser alteradas no momento correto.
A abordagem de núcleos monolíticos prove algumas desvantagens. Uma delas é
a falta de proteção entre os componentes, pelo fato deles povoarem o mesmo espaço de endereça-
mento, uma falha em algum deles poderia comprometer a integridade do sistema inteiro[MAC 02].
Outro problema são as atualizações, uma vez que este tipo de kernel não oferece a possibilidade
de carregamento de módulos e funções em tempo de execução sendo necessário finalizar o sistema
e recompilar novamente com a nova funcionalidade.
2.2 Arquitetura baseada em Microkernel
O conceito por traz do microkernel é implementar somente as características es-
senciais a nível de núcleo do sistema (no espaço de endereçamento do kernel) e todos os outros
serviços, abstrações e funcionalidades devem ser implementados no espaço de endereçamento do
usuário [CHE 95]. O microkernel executa da mesma fora que um núcleo monolítico, porém as
desvantagens do kernel monolítico não são tão aparente devido ao tamanho reduzido do microker-
nel.
A figura 2.3 apresenta a arquitetura simplificada de um sistema operacional ba-
seado em microkernel. Podemos observar que somente os serviços necessários estão alocados no
espaço de endereçamento do núcleo do sistema e executam em modo protegido, os outros serviços
e abstrações ficam alocados no espaço de endereçamento do usuário. A comunicação entre os ser-
viços alocados a nível de kernel e os alocados a nível de usuário acontece através da SPI(System
Programming Interface).
A interface SPI é semelhante a API, porém ao invés de intermediar a comunica-
ção entre aplicações e serviços ela intermedeia a comunicação entre os serviços e/ou funcionalida-
des alocadas no espaço de endereçamento do núcleo do sistema e os serviços e/ou funcionalidades
alocadas no espaço de endereçamento do usuário.
Sistemas operacionais baseados na arquitetura de microkernel não serão fisica-
mente menores (em termos número de linhas de código) que sistemas operacionais baseados em
núcleos monolíticos[CLA 00]. O termo “micro” refere-se a um trecho de código que será exe-
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Figura 2.3: Arquitetura de um sistema operacional baseado em microkernel
cutado em modo protegido e alocado no espaço de endereçamento do núcleo do sistema que é
consideravelmente menor do que o código que sistemas monolíticos executam em modo prote-
gido.
A abordagem de comunicação adotada por arquiteturas baseadas em microker-
nels é a troca de mensagens. Os processos passam a ser clientes e servidores, e a comunicação entre
eles é gerenciada pelo microkernel[TAN 87]. Desta forma o microkernel encarrega-se de entregar
as mensagens para o servidor que deverá atendê-las e posteriormente encaminha os resultados para
os clientes que estão esperando.
Levando-se em consideração estas características, a arquitetura baseada em mi-
crokernel mostrou-se mais flexível e modular do que núcleos monolíticos. Esta permite que se-
jam realizadas atualizações e modificações durante a execução do sistema, sem a necessidade de
reiniciá-lo[BAC 00]. Assim é possível inicializar o sistema com um conjunto reduzido de serviços,
e conforme houver necessidade carregar os serviços adicionais.
Outra vantagem é em relação a segurança e estabilidade do sistema. Nesta arqui-
tetura, as abstrações não ocupam obrigatoriamente o mesmo espaço de alocação e são implementa-
das independentemente, desta forma, se um processo servidor vir falhar, o restante do sistema pode
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continuar a execução normalmente, e ainda o processo servidor que falhou pode ser recarregado e
voltar a executar[CAH 96].
A maior desvantagem desta arquitetura é o alto custo das chamadas de sistema,
que acabaram tornando-se o gargalo do sistema, pois todas as comunicações são realizadas através
do microkernel exigindo um grande poder de processamento para isto e muitas trocas de con-
texto. Sendo assim, quanto menor o tamanho do kernel mais onerosa será sua execução, pois mais
mensagens deverão ser gerenciadas por ele.
2.3 Arquitetura baseada em Núcleo Orientado a Objetos
Em uma arquitetura de sistema operacional baseada em um núcleo orientado a
objetos o serviços do sistema são implementados como uma coleção de objetos e um conjunto de
operações associadas[ZAN 97]. A coleção de objetos é alocada em um espaço protegido, e tem
como objetivo encapsular estados privados de informações ou dados. O conjunto de operações
associadas tem como objetivo fornecer uma interface para acesso e alteração destes dados.
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Figura 2.4: Arquitetura de um sistema operacional baseado em núcleo orientado a objetos
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A figura 2.4 demonstra a arquitetura simplificada de um sistema operacional com
o núcleo orientado a objetos. Como pode ser observado na figura, o núcleo de um sistema baseado
nesta arquitetura tem como premissas básicas o gerenciamento de objetos, prover a comunicação
entre objetos e proteger os objetos do sistema contra acessos não autorizados[ZAN 94].
Devido a grande quantidade de objetos que este núcleo possivelmente precisará
gerenciar é necessária uma grande disciplina para organizar os serviços disponibilizados pelo o
sistema operacional. Assim como na arquitetura baseada em microkernel uma das partes mais
sensíveis do sistema é a comunicação entre objetos, a implementação desta comunicação pode
trazer sucesso ou o fracasso do sistema.
Por utilizar um sistema de comunicação entre objetos na forma de cliente-servidor
torna-se mais fácil as atualizações do sistema e também a distribuição destes objetos em vários
equipamentos, podendo facilmente este sistema evoluir para um sistema operacional distribuído,
oferecendo a possibilidade de migrar serviços do sistema a fim de fazer um balanceamento de
carga entre processadores ou equipamentos fisicamente independentes[ZAN 93].
Apesar de desenvolver um conceito interessante e muitas facilidades, esse tipo
de sistema operacional apresenta geralmente uma baixa eficiência [BEU 97]. Mais desvantagens
começam a aparecer com a crescimento do sistema, pois fica cada vez mais trabalhoso gerenciar
os objetos do sistema, deixando os objetos responsáveis pela comunicação com uma sobrecarga de
mensagens.
2.4 Arquitetura baseada em Núcleo Reflexívo
Um sistema operacional que utiliza um núcleo reflexivo é aquele capaz de acessar
sua própria descrição[ZAN 97], realizar uma análise sobre ela, e se necessário alterá-la com o
objetivo de modificar uma funcionalidade já existente ou ainda adicionar uma totalmente nova,
mesmo que esta tenha sido concebida após o projeto, implementação e inicialização do sistema.
A figura 2.5 apresenta de forma simplificada uma arquitetura baseada em um
núcleo reflexivo. Pode ser identificada uma separação lógica de níveis de execução. No nível base
ficam os objetos do sistema que implementam características funcionais e no meta-nível ficam os
meta-objetos que implementam as características não funcionais da aplicação porém necessárias
para o manutenção dos objetos.
Os objetos do nível base não precisam saber a existência dos meta-objetos, tam-
bém não é obrigatório que cada objeto possua um meta-objeto associado a ele, porém cada objeto
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deve estar inserido em um ou mais meta-espaços. Todas as chamadas aos objetos base são des-
viadas para o meta-nível para serem analisadas e se necessário serão executadas operações sobre
elas, e somente depois disso as mensagens são devolvidas ao devido objeto no nível base. Mais
informações sobre reflexão computacional são apresentadas na sessão 3.1.
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Figura 2.5: Arquitetura de um sistema operacional baseado em núcleo reflexivo
Uma característica nova desta arquitetura, é a disponibilização de meta-espaços.
A função dos meta-espaços é de prover um ambiente de execução agrupando meta-objetos que dis-
ponibilizam suporte ao nível base[YOK 93]. Desta forma os objetos no nível base têm disponível
somente as funções implementadas pelos meta-objetos do seu meta-espaço. Se houver necessi-
dade de uma função implementada por outro meta-objeto pode-se tanto adicionar o meta-objeto
ao meta-espaço do objeto, como adicionar o objeto ao meta-espaço onde encontra-se a funcionali-
dade.
Outro detalhe importante do sistema pode ser observado na figura 2.5 no que diz
respeito aos serviços alocados no espaço de endereçamento do kernel. O número de serviços dis-
ponibilizados nesse espaço pode variar de implementação para implementação, mas basicamente
é necessário disponibilizar o serviço de gerenciamento de objetos e o suporte a reflexão[ZAN 94]
já que não estão nativamente implementados nos dispositivos físicos.
Na figura 2.5 as aplicações aparecem separadamente do sistema, porém é muito
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comum que estas também tirem proveito da reflexão computacional, através da utilização deste
paradigma obter o melhor resultado possível na sua execução.
As meta-informações armazenadas e manipuladas pelos meta-objetos podem di-
zer a respeito das propriedades do sistema operacional, sobre questões de desempenho e muitas
outras. A certo nível, todos os sistemas operacionais são reflexivos[STA 98], entretanto a reflexão
computacional nesta arquitetura esta sendo utilizada como principio central do sistema, permitindo
uma maior flexibilidade para atender as necessidades específicas de cada aplicação.
Todas estas características que possibilitam a flexibilização do sistema operacio-
nal, proporcionando um ambiente modular e facilmente extensível tem um custo relacionando ao
desempenho do sistema. Quando todas estas opções estão em execução ou disponíveis para serem
executadas o sistema apresenta uma sobrecarga, devido ao grande número de objetos que precisa
gerenciar, organizar, interceptar mensagens e todas as outras operações relacionadas aos objetos e
meta-objetos. Desta forma existe uma perda de desempenho em relação a sistemas tradicionais.
2.5 Arquitetura baseada em Núcleo Extensível
Uma arquitetura baseada em núcleo extensível pode ser considerada como aquela
que possui a habilidade ser modificada dinamicamente, com o intuito de oferecer os melhores re-
cursos e funcionalidades para as aplicações que estão em execução em um determinado momento.
Existem divergências em relação ao nome dado a sistemas deste tipo. Alguns
autores chamam de reconfiguráveis, outros de adaptáveis, e também os que classificam como ex-
tensíveis. De acordo com a taxonomia adotada para este trabalho, e apresentada na sessão 3.2,
sistemas com estas características serão denominados extensíveis.
A idéia de núcleos extensíveis pode ser considerada como a evolução lógica dos
microkernels[SEL 95], pois eles implementam um número mínimo de serviços, que na maioria
das vezes servem apenas para dar o suporte necessário ao funcionamento dos recursos físicos e
todas as outras funcionalidades são implementadas para uma utilização de forma dinâmica, ou
seja, somente estarão presentes no sistema se forem requisitadas.
Uma das maiores diferenças entre um sistema operacional baseado na arquite-
tura de microkernel e um sistema operacional baseado na arquitetura de núcleo extensível é a
possibilidade de adicionar código no espaço de endereçamento do núcleo no caso dos sistemas
extensíveis. Os servidores de funcionalidades em sistemas baseados em microkernel até podem
executar em modo protegido, mas seus códigos ficam armazenados no espaço de endereçamento
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do usuário[BAC 98].
Como pode ser observado na figura 2.6 existem diversas abordagens adotadas por
sistemas com núcleos extensíveis. Existem aqueles que permitem a alocação de códigos no espaço
de endereçamento do usuário, no espaço de endereçamento do núcleo e ainda os que permitem que
ambos sejam utilizados. Cada uma destas abordagens pode propiciar vantagens e desvantagens,
uma avaliação mais completa pode ser encontrada na sessão 3.3
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Figura 2.6: Arquitetura de um sistema operacional baseado em núcleo extensível
Além de permitir a adição no sistema operacional de serviços previamente im-
plementados, os sistemas extensíveis permitem que códigos não previstos em tempo de projeto e
desenvolvimento do sistema sejam adicionados e executados em tempo de execução, sem a neces-
sidade de modificar e nem mesmo reinicializar o sistema.
A figura 2.6 demonstra esta possibilidade através da adição de “Novas exten-
sões”. No caso do exemplo seriam a extensão “Sistemas de arquivos EXT3” e “Protocolo de rede
IPv.6”, que hipoteticamente não existiam durante o desenvolvimento do sistema e serão carregados
como extensões no espaço de endereçamento do usuário ou do núcleo do sistema.
Para possibilitar o desenvolvimento de extensões os sistemas operacionais que
utilizam este tipo de arquitetura precisam ter uma relação dos seus serviços que podem ser ex-
ternalizados bem definida. Outra informação importante seria uma completa definição das suas
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interfaces para possibilitar o desenvolvimento de extensões por terceiros. Sem estes recursos dis-
poníveis, a extensibilidade do sistema ficaria restrita somente aos projetistas originais[CLA 00].
Mais informações sobre sistemas extensíveis podem ser encontradas na ses-
são 3.3, bem como os principais sistemas existentes e o seu funcionamento.
Capítulo 3
Sistemas Operacionais Extensíveis
Sistemas operacionais extensíveis são aqueles que conseguem se adaptar a uma
determinada circunstância com o objetivo de ganhar funcionalidades ou melhorar seu desempenho
[COW 96].
3.1 Técnicas para prover extensibilidade
Esta sessão tem como objetivo apresentar uma breve descrição sobre os para-
digmas de programação e as técnicas disponíveis atualmente que auxiliam no desenvolvimento
de sistemas operacionais. Estes paradigmas e técnicas provêem facilidades como modularização
do código, reuso, e especialmente para o nosso caso, a extensibilidade do sistema em tempo de
execução.
3.1.1 O Paradigma de Orientação a objetos
Com a introdução de conceitos e abstrações que encapsulam dados e mecanismos
naturalmente dentro do próprio modelo, o paradigma de linguagem de programação orientado
a objetos mostrou-se eficiente na resolução de muitos dos problemas envolvidos no projeto de
sistemas operacionais, tais como: identificação, proteção, atomicidade e sincronização.
Além disso, as linguagens de programação orientadas a objetos difundiram-se e
tiveram suas funcionalidades e recursos bem documentadas, apresentando um alto grau de reuso
de código, aumentando a portabilidade, facilitando as manutenções e permitindo a extensibilidade
do código através de técnicas modernas de engenharia de software[BOO 04].
Outro aspecto favorável é modularização que possibilita a existência de siste-
19
mas operacionais orientados a objetos altamente customizáveis [FRO 01, ZAN 95b, HER 88].
Estes sistemas baseiam-se em frameworks, que facilitam a reusabilidade do código e customi-
zações através do uso de herança. Este sistemas ainda permitem que as aplicações obtenham
serviços especializados de acordo com as suas necessidades através da utilização de herança e
polimorfismo[CAH 96].
E ainda, este paradigma permite que recursos do sistema e aplicações do usuário
sejam modelados em termos da mesma abstração. Permitindo assim que o sistema operacional
tenha o poder de manipular o comportamento transparente e dinâmico dos sistemas, pelo fato de
que recursos, serviços e o próprio sistema podem ser modelados de forma abstrata [ZAN 97].
3.1.2 O Paradigma de Reflexão computacional
A reflexão computacional, de acordo com Steel[STE 94] é a capacidade de um
sistema interromper o processo de execução, por algum motivo interno ou externo ao sistema,
realizar computações no meta-nível e retornar ao nível de execução traduzindo o impacto das
decisões, para então retomar o processo de execução.
Segundo Maes [MAE 87], a reflexão computacional no modelo de orientação a
objetos acontece quando uma atividade executada por um sistema realiza computações sobre, e
possivelmente afetando, suas próprias computações. No âmbito dos sistemas operacionais, a refle-
xão computacional pode ser considerada como a habilidade do sistema de realizar processamento
sobre si mesmo e em particular de estender, em tempo de execução, a própria linguagem, impac-
tando nas computações subseqüentes. Para alcançar essas propriedades, as linguagens reflexivas
fazem uso de meta-classes. Cada objeto no sistema tem um meta-objeto que descreve a própria
classe, através dos quais as aplicações ou o sistema podem alterar seu comportamento.
A figura 3.1 apresenta um sistema com dois objetos “A” e “B” no nível base e
seus respectivos meta-objetos1 no meta-nível. Quanto um deles tenta comunicar-se com o outro,
a sua chamada é desviada e redirecionada ao seu meta-objeto, o qual se comunicará com o meta-
objeto destino e este sim com o objeto propriamente dito. Se houver a necessidade de resposta
nessa comunicação ela será realizada através do caminho inverso, ou seja, saindo do objeto origem
no nível base, para o meta-objeto origem que repassará ao meta-objeto destino, no meta-nível e
retornando ao objeto destino nível base.
1Meta-objetos podem ser considerados como objetos que definem, implementam, dão suporte ou participam de
alguma maneira da execução da aplicação[FOO 93]
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Figura 3.1: Nível base e meta-nível
A consolidação deste processo ocorre em três estágios distintos [MAE 87]:
• A reificação. É o primeiro estágio, o qual consiste em obter uma descrição abstrata do
sistema tornando-a suficientemente concreta para permitir operações sobre ela.
• A reflexão. O segundo estágio, utiliza a descrição produzida no primeiro estágio com o
objetivo de realizar alguma manipulação sobre, com ou através dela.
• Modificação do sistema. No terceiro e último estágio a descrição reificada será modificada
conforme os resultados da reflexão computacional, retornando a nova descrição ao sistema.
Desta forma, as operações subseqüentes refletirão as alterações efetuadas sobre a descrição
reificada do sistema.
De acordo com Ferber[FER 89] a reificação é a transformação de atributos de
um programa orientado a objetos em dados disponíveis ao próprio programa. Os objetos reificados
constituem as meta-informações sobre as quais serão realizadas as computações reflexivas.
Ainda no modelo de reflexão computacional temos o conceito de níveis de com-
putação, levando em consideração que a ocorrência de um evento no processo de execução reflete-
se em um nível superior de computação(meta-nível), e assim sucessivamente, gerando um hierar-
quia de níveis chamada torre de reflexão(Figura 3.2). O número de meta-níveis na torre de reflexão
é teoricamente infinito, como pode ser observado nesta figura temos 3 níveis, no nível base, estão
os objetos, e nos meta-níveis os meta-objetos.
Durante a execução de um objeto no nível Ni, se houver necessidade de utilizar
a reflexão computacional, esse processamento ocorrerá em um nível superior Ni+1. Se um meta-
objeto do meta-nível 1(Ni+1) reificar sobre ele mesmo, o processamento dessas informações será
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um nível acima, no meta-nível 2(Ni+2), e assim sucessivamente. Porém existe uma divisão entre os
meta-níveis e cada meta-objeto enxerga somente dois níveis, um acima Ni+1 onde estão os meta-
objetos e outro abaixo Ni−1 onde estão os objetos, desta forma, um meta-objeto no meta-nível 2
reconheceria como objeto e não meta-objeto os ocupantes do meta-nível 1. A exceção é para o
nível base N0 que enxerga somente um nível acima(Ni+1).
Nível base
Meta−nível 2
Meta−nível 1
Figura 3.2: Torre de reflexão
Cada objeto no sistema representa uma parte da funcionalidade do ambiente e
possui um meta-objeto associado que descreve seu comportamento. Podemos observar que concei-
tualmente o relacionamento estado/comportamento é uma relação um-para-um. A generalização
deste relacionamento para uma relação um-para-vários, permite que cada objeto tenha associado a
ele um grupo de meta-objetos. Este grupo de meta-objetos é chamado de meta-espaço e representa
o conjunto de funcionalidades disponíveis aos objetos [ZAN 95a].
A comunicação entre os objetos e meta-objetos e os meta-objetos entre si é re-
alizada através de protocolos de comunicação conhecidos como MOP(MetaObject Protocol). De
acordo com [ZIM 96] estes protocolos podem ser divididos em três categorias:
• Protocolo Explícito. Este protocolo permite a comunicação entre objetos do nível base e os
meta-objetos no meta-nível.
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• Protocolo Implícito. Protocolo responsável pela interceptação das mensagens no nível base
e redirecionamento aos respectivos meta-objetos.
• Protocolo Inter-meta-objetos. A função deste protocolo é prover a comunicação entre os
meta-objetos, não sendo visíveis aos objetos do nível base.
A reflexão computacional é utilizada para diminuir algumas limitações existen-
tes no modelo clássico de orientação a objetos [SOL 95] como o espalhamento de determinados
trechos de códigos pertencentes a diversas classes no sistema. Este paradigma permite ao de-
senvolvedor tratar de forma independente as funcionalidades ortogonais do sistema, produzindo
um código mais modular incentivando a reutilização e facilitando as correções e atualizações de
código, bem como a flexibilidade na utilização.
Um exemplo de funcionalidade ortogonal ao sistema é o controle de concorrên-
cia. Sem a utilização da reflexão computacional esses controles precisam estar presentes em várias
partes do código e provavelmente em diferentes classes. Assim toda vez que for necessária alguma
modificação ela será feita diretamente através da alteração das linhas de código espalhadas. O
número de alterações será proporcional ao tamanho da aplicação, se esta for pequena não traria
maiores dificuldades, mas em uma aplicação com, por exemplo, 300 mil linhas de código isso
representaria um grande problema.
As principais vantagens do paradigma de reflexão computacional são[BOU 02]:
a redução da complexidade – deixando a cargo do sistema operacional os requisitos não funcio-
nais permitindo que o desenvolvedor se atenha à lógica do negócio – a separação conceitual – as
aplicações ficam em um nível base e os serviços do sistema em um meta-nível, permitindo tanto
a modificação de um como de outro independentemente – a reutilização evidenciada – devido a
implementação de classes com objetivos bem definidos e de uso comum, e que de uma maneira
geral podem ser utilizadas por vários objetos no sistema – e a capacidade de adaptação dinâmica –
permitindo que o sistema seja modificado em tempo de execução sem afetar o funcionamento das
aplicações.
O tempo em que será realizada a reflexão é variável, sendo que cada um deles
apresenta vantagens e desvantagens. Para este trabalho vamos considerar apenas a reflexão em
tempo de compilação e execução. A primeira oferece uma menor sobrecarga do sistema durante
a execução e facilidade de implementação do compilador porém tem sua flexibilidade reduzida e
maior tempo compilação, já a reflexão em tempo de execução possui uma grande flexibilidade,
mas apresenta sobrecarga do sistema e grande dificuldade de implementação de um compilador e
23
um ambiente que suporte modificações durante a execução.
3.1.3 Separação de interesses
A idéia de separação de interesses(separation of concerns) foi introduzida por
Dijkstra[DIJ 76] e baseia-se na divisão do domínio do sistema em partes menores que agrupam
características comuns. Tratando isoladamente estas partes menores é possível resolver problemas
mais complexos em um menor tempo proporcionando ainda uma maior facilidade nas adaptações
e modificações do sistema [LAD 03].
Uma das melhores maneiras de se projetar um sistema é através da separação
de suas responsabilidades em módulos distintos seguindo uma forma ordenada, permitindo assim,
que seja possível a alteração e adaptação de cada uma delas sem que isto afete as características
do sistema como um todo[SCH 01]. Quanto melhor realizada esta separação, maior será a efici-
ência no desenvolvimento, porém é necessário manter a clareza do código, para permitir o fácil
entendimento, manutenção e evolução do mesmo.
As responsabilidades ou interesses podem ser considerados como uma determi-
nada parte do domínio que será tratada, sendo que estes interesses podem ter requisitos funcionais
ou não funcionais. Os requisitos funcionais dizem respeito às ações que o sistema deve realizar, ou
seja, a lógica do negócio. Por exemplo, em um sistema bancário as ações seriam em relação a ma-
nipulação da conta, basicamente crédito e débito de valores(depósitos, cobrança de juros, crédito
de investimentos, entre outros).
Os requisitos não funcionais do sistema – também conhecidos como funcionali-
dades ortogonais – dizem respeito à implementação de funções que não estão diretamente ligadas
à lógica do negócio, mas sim a características que são consideradas necessárias para a execução
da aplicação[KIC 05]. Voltando ao exemplo do sistema bancário, os requisitos não funcionais po-
deriam ser a segurança do sistema, controle de acessos, autenticação de usuários, persistência dos
dados, verificação de erros, entre outros.
Quanto maior a complexidade do sistema, maior a probabilidade de existirem
interesses comuns que deverão ser utilizados por vários módulos. Os requisitos não funcionais,
como citado acima, geralmente estão incluídos neste grupo e apresentam um desafio aos desenvol-
vedores que devem isolá-los de uma forma que sejam facilmente acessados pelos módulos e que
ainda mantenham a legibilidade do código[GUR 05].
No paradigma de programação orientada a objetos, as classes disponibilizam
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uma boa solução para separar a maioria das responsabilidades funcionais, contudo, são bastante
limitadas no isolamento de funcionalidades ortogonais ao sistema. Estas funcionalidades ficam
espalhadas por vários módulos, muitas vezes em pequenos trechos de código, que podem se tornar
repetitivos dificultando as revisões de segurança e atualizações. Neste sentido a técnica de pro-
gramação orientada a aspectos(AOP)[KIC 97] complementa a orientação a objetos possibilitando
uma divisão dos requisitos ortogonais.
A AOP busca a separação das funcionalidades ortogonais do sistema em aspec-
tos, implementados separadamente do código da aplicação, e a sua posterior composição com as
demais classes, dando origem a um sistema único[KIC 01]. Por definição os aspectos podem ser
inseridos, alterados ou removidos em tempo de compilação. Devido ao fato de estarem em um con-
junto de código separado, sua manutenção é mais simples, diminuindo a complexidade do sistema
e facilitando o entendimento de uma forma geral. Outra vantagem dos aspectos é a possibilidade
de um deles ser utilizado em diferentes locais e diferentes contextos, provendo assim uma forma
transparente de disponibilizar requisitos não funcionais[ELR 01].
3.1.4 Máquinas virtuais e Java
Uma máquina virtual provê as funções e serviços básicos esperados por um pro-
grama computacional, porém estes são prestados através de uma camada de software e não direta-
mente pelo hardware. Para isto, é realizada uma multiplexação dos recursos, tais como memória,
conjunto de instruções e também dos outros dispositivos da camada física, apresentando para a
aplicação uma interface padrão de acesso a todos estes recursos[FIG 03].
Uma das principais funções de uma máquina virtual é separar o desenvolvimento
de software da diversidade de dispositivos físicos existentes e/ou da grande variedade de sistemas
operacionais[HAR 99], pois o mesmo código da aplicação poderá ser executado em qualquer sis-
tema(dispositivos físico ou sistema operacional) que possua suporte a máquina virtual específica.
Esta facilidade de execução permite uma grande mobilidade, inclusive de modificar o local físico
onde o programa esta executando, possibilitando por exemplo, um balanceamento de cargas entre
servidores, transferindo serviços dos que estão mais ocupados para os ociosos mesmo que estes
sejam equipamentos distintos.
Além da mobilidade e portabilidade, podemos citar como outra vantagem o iso-
lamento, pois os softwares que estão executando em uma máquina virtual não influenciam no
funcionamento dos que estão executando na máquina real e vice-versa. Esta é uma técnica muito
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utilizada para realização de testes, tanto de sistema operacionais como de programas pelo fato
de não necessitar a reinicialização do equipamento a cada teste e no caso de falha, o processo
simplesmente é abortado[ROS 04].
As máquinas virtuais também apresentam desvantagens. Estas desvantagens po-
dem ser visualizadas exatamente em uma de suas principais características, a flexibilidade[CHE 01].
Provendo uma plataforma uniforme para um ambiente de programação a ser utilizado em diversos
tipos de processadores podem ser encontradas dificuldades em acessar recursos especiais imple-
mentados somente por uma parte destes. Ainda é possível destacar que diferentes processadores
implementam diferentes formas de realizar suas funções, que invariavelmente não serão iguais as
da máquina virtual, necessitando assim uma conversão antes de serem executadas pelo dispositivo
físico[BLU 02].
No restante desta sessão serão apresentadas as principais características da má-
quina virtual Java, a qual foi utilizada para a prototipação do modelo e serviu de base para os testes
realizados. Começando com uma introdução, em seguida uma descrição do funcionamento dos
carregadores(Class loaders), reflexão e por último o proxy dinâmico de objetos(dynamic object
proxy).
A máquina virtual Java(Java Virtual Machine JVM) [GOS 96] serve como uma
camada intermediária, que recebe programas(classes) em Java bytecode [GOS 95], e realiza ope-
rações através da comunicação com o sistema operacional. O bytecode pode servir para execu-
ção direta através do interpretador ou pode ser compilado em código nativo para determinada
plataforma[LIN 96].
Carregadores de classes
Um dos recursos oferecidos pela JVM é a carga dinâmica de classes. Durante
a inicialização e execução da máquina virtual, as classes são carregadas por demanda, ou seja,
somente serão alocadas quando forem necessárias, diminuindo assim o consumo de memória e
aumentando a velocidade de resposta do sistema. Para agilizar o processo de alocação não são
realizadas verificações de tipos, pois quando o código fonte da classe foi transformado em bytecode
ele já passou por estas operações[BOY 02].
Os carregadores de classes(Class loaders) são classes comuns no sistema(java.-
lang.Classloader), permitindo que o usuário modifique suas políticas de alocação e até
mesmo utilize uma classe que implemente as características que este considerar necessárias. Es-
tas propriedades devem ser modificadas através do uso de herança, ou seja, através da criação
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de uma nova classe carregador que estende o funcionamento do carregador padrão do sistema,
como demonstrado na figura3.3. O objetivo desta figura é somente ilustrativo, sendo assim, não
é demonstrada nenhuma modificação do bytecode ou qualquer outra funcionalidade, contudo, ela
apresenta a estrutura básica necessária para realização de tais operações.
1 class meuLoader extends ClassLoader {
2 public Class loadClass(String name) {
3 byte[] bytecode = readClassFile(name);
4 // operacoes com o bytecode
5 return resolveClass(defineClass(bytecode));
6 }
7 }
Figura 3.3: Exemplo de como personalizar um carregador de classes
As cargas de classes no sistema seguem a seguinte seqüência[HAR 01]:
1. Quando realizada a solicitação de carga de uma classe, a JVM verifica se esta classe não
existe no sistema, se existir simplesmente é retornado o apontador para ela.
2. Caso a classe requisitada ainda não existir no sistema, é realizada a solicitação ao carregador,
da classe que originou a chamada, para carregá-la. Se houver alguma impossibilidade neste
carregador de realizar esta operação a chamada será redirecionada ao objeto do qual ele foi
originado(objeto pai).
3. Se nenhum carregador localizar a determinada classe, será gerada uma exceção (java.-
lang.ClassNotFoundException).
4. Se a classe for encontrada por algum dos carregadores, o seu bytecode será carregado e uma
nova instância será criada a partir de java.lang.Class, e retornado um apontador.
Respeitando a seqüência pré-definida de operações, as funções implementadas
pelo novo carregador realizarão a sobrecarga das funções originais, desta forma não existe a ne-
cessidade de implementar todas as funcionalidades, pois as demais podem ser as existentes no
objeto pai(o carregador do sistema), provendo ainda mais flexibilidade ao usuário[OGE 05]. Du-
rante a carga de uma classe, todas as classes referenciadas por ela também serão preparadas para
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a carga, porém a máquina virtual somente carregará estas quando no momento da sua utilização,
esta operação é denominada lazy-loading.
Outro recurso implementado pela JVM e utilizado pelos Class loaders é o múl-
tiplo espaço de nomes(multiple namespace). Esta característica, permite que sejam carregadas
várias classes com o mesmo nome dentro da mesma máquina virtual. Cada class loader identifi-
cará corretamente seu objeto e realizará as devidas operações com ele. Este recurso é muito útil
no desenvolvimento de navegadores de Internet, onde possivelmente poderão aparecer classes com
nomes iguais[HMD 01].
Uma das vantagens de desenvolver o próprio carregador é a possibilidade de
adicionar funções extras a ele – a seqüência apresentada nesta sessão serve como base para o
carregador, o que não impossibilita que outras operações sejam realizadas antes, depois ou in-
tercaladamente – de modo a torná-lo mais seguro, completo, flexível, ou seja, mais adequado as
necessidades específicas da aplicação que esta em execução.
Reflexão computacional
A máquina virtual Java, suporta reflexão estrutural desde a versão 1.1 do JDK,
através da API java.lang.reflect. Com esta é possível instanciar e utilizar objetos dinami-
camente. Esta API também fornece a capacidade de uma aplicação se auto-examinar ou examinar
outras classes(reificação), resultado no conhecimento das suas propriedade e estrutura. Com esta
facilidade é possível, por exemplo, obter o nome de todos os membros de uma classe, desde atri-
butos, métodos em geral até os construtores[WU 98].
O processo de reificação pode acontecer com métodos como o getClass()
que retorna o apontador para uma classe que posteriormente pode ser acessada, o método get-
Name() que retorna o nome de uma determinada classe a partir de seu apontador, o método
getDeclaredMethods() que retorna um vetor de métodos declarados em um determinada
classe, o método getField() que retorna o conteúdo de uma determinada variável, o método
getConstructor() que retorna os construtores da um classe, o método invoke() que per-
mite a invocação de um determinado método de uma classe, entre outros.
Na figura 3.4 é apresentado um exemplo de como utilizar a reflexão em Java para
obter todos os métodos de uma classe. A função utilizada foi a getDeclaredMethods() que,
em tempo de execução, retornou um vetor com todos o métodos públicos justamente de uma das
classes que provêem a reflexão, a java.lang.reflect.Method. Não será necessário utilizar
o método getName(), pois será impresso na tela o caminho completo de onde esta classe está
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1 import java.lang.reflect.*;
2
3 public class TesteReflexao {
4 public static void main(String args[]) {
5 try {
6 Class c = Class.forName( "java.lang.reflect.Method" );
7 Method m[] = c.getDeclaredMethods();
8 for (int i = 0; i < m.length; i++) {
9 System.out.println( m[i].toString() );
10 }
11 }
12 catch (Throwable e) {
13 System.err.println(e);
14 }
15 }
16 }
Figura 3.4: Exemplo de como utilizar reflexão em Java
sendo carregada e/ou executada, bastando unicamente ser convertido para texto. Como o resultado
é um vetor, foi implementado também um simples laço de repetição para mostrar o resultado ao
usuário.
Como apresentado, a reflexão em Java pode facilitar a manipulação e utilização
de classes em ambientes que necessitam de dinamicidade. Porém, esta reflexão restringe-se a forma
estrutural, como carregamento de classes, modificações de campos, reificação sobre métodos, etc,
mas não permite a reflexão comportamental que diz respeito à forma de como as classes realmente
executarão e as opções que serão tomadas. É possível através de variáveis realizar uma certa
tomada de decisão em tempo de execução, contudo de forma muito reduzida e pré-definida em
tempo de projeto.
A reflexão comportamental é realizada através de um MOP (MetaObject Proto-
col) como já apresentado na sessão 3.1.2, que é responsável por todo o gerenciamento de troca
de mensagens e comunicação entre objetos e meta-objetos, que não são muito bem definidos nas
propriedades disponibilizadas atualmente pela API de reflexão do JDK. Para tentar contornar esse
problema e oferecer a possibilidade de reflexão comportamental dinâmica sem adicionar extensões
ao Java, foi utilizada uma das classes reflexivas(java.lang.reflect.Proxy) para prover
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uma aproximação deste modelo. A qual será descrita na sessão seguinte.
Proxy dinâmico de objetos
A funcionalidade de proxy dinâmico de objetos foi incluída no pacote java.-
lang.reflect a partir da versão 1.3 do JDK. Através da criação de um objeto proxy dinâmico é
possível realizar modificações indiretamente no comportamento de objetos em tempo de execução.
Indiretamente por que não estarão sendo modificadas as características do objeto propriamente,
porém, com o uso da reflexão será possível substituir funções, executar códigos externos, entre
outras facilidades[OGE 05].
A interligação entre um objeto e o seu objeto proxy deve ser feita no momento
em que o objeto é carregado sendo que vários objetos distintos podem compartilhar um único
proxy. O objeto proxy funciona como um interceptador de chamadas, sendo que todos os métodos
executados pelos objetos passarão pelo objeto proxy referenciado. Toda vez que uma chamada
for interceptada, o objeto proxy pode realizar computações sobre ela, inclusive decidindo se esta
será executada ou não. Além disso, devido ao com o controle total sobre a chamada, podem ser
executados códigos previamente e posteriormente a requisição original, provendo desta forma uma
alta flexibilidade para o sistema.
Como pode ser observado na figura 3.5, para criar um objeto proxy são utiliza-
das duas classes java.lang.reflect.Proxy e java.lang.reflect.Invocation-
Handler. A classe Proxy oferece o método utilizado para fazer a ligação de um objeto com o
seu proxy, que é o newProxyInstance(). Este método recebe como entrada um carregador
de classes, uma interface e uma instância da classe java.lang.reflect.Invocation-
Handler com o objeto base e retorna um objeto proxy dinâmico. A classe Invocation-
Handler possuí somente um método, o invoke() que é executado cada vez que houver uma
chamada desviada ao proxy.
Um dos poucos requisitos para a instanciação e interconexão de objetos proxy
dinâmicos, é que o objeto referenciado deve ter sido implementado através da utilização de uma
interface2. Existem métodos para contornar esta necessidade [REN 00, PRA 04], permitindo que a
ligação entre objeto e objeto proxy seja realizada unicamente a partir da classe do objeto. Contudo
estas funcionalidades ainda não são oferecidas nativamente pela plataforma de programação Java.
2Não necessita do código fonte da classe, somente a classe e a sua interface.
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1 import java.lang.reflect.Proxy;
2 import java.lang.reflect.InvocationHandler;
3
4 public static Object newInstance(Object obj) {
5 return java.lang.reflect.Proxy.newProxyInstance(
6 obj.getClass().getClassLoader(),
7 obj.getClass().getInterfaces(),
8 new ProxyDinamico(obj) );
9 }
Figura 3.5: Exemplo de como criar um proxy dinâmico de objetos
3.2 Taxonomia em sistemas extensíveis
Devido às diversas denominações atribuídas as classificações de sistemas opera-
cionais este trabalho seguirá a taxonomia apresentada nesta sessão. Esta taxonomia tem como base
a apresentada por Seltzer em [SEL 97a].
3.2.1 Mutabilidade
Levando-se em consideração sistemas operacionais extensíveis, existem caracte-
rísticas que devem ser observados. Uma delas é em relação ao código base do sistema. Após a com-
pilação, este código base será estático ou poderá ser estendido em tempo de execução. Estas ca-
racterísticas definem a mutabilidade do sistema. Os sistemas operacionais podem ser classificados
em três categorias: parametrizado, reconfigurável e extensível. De acordo com Seltzer[SEL 97a] a
melhor forma para descrevê-los é começar pelo estático, considerado menos flexível e gradativa-
mente adicionando flexibilidade a ele.
As características de um SO parametrizado, também conhecido como sistema
operacional especializado, são definidas em tempo de projeto. Sabendo-se que domínios especí-
ficos de aplicações e determinadas arquiteturas de hardware, muitas vezes tem necessidades bem
determinadas e conhecidas é possível adaptar o sistema para satisfazê-las da melhor forma possível
e uma vez compilado seu código, este não sofrerá mais nenhum tipo modificação[MON 94].
Adicionando-se adaptação dinâmica a um sistema parametrizado ele passa a ser
denominado reconfigurável. Este sistema tem a capacidade de modificar seu comportamento
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de uma forma limitada, pois todas as capacidades desejadas devem estar presentes no projeto e
compilação do sistema, ficando a cargo dele escolher durante a execução qual ou quais alternativas
provem maior vantagem. Como exemplo podemos citar o SO Solaris da Sun, que é desenvolvido e
compilado com vários algoritmos de escalonamento e em tempo de execução as aplicações podem
escolher qual deles é melhor para seu caso especifico[KHA 92]
Por último, os sistemas operacionais extensíveis. Eles podem, além da adap-
tação dinâmica, adicionar novas funcionalidades em tempo de execução. Mesmo após o desen-
volvimento do projeto, compilação e inicialização do sistema existe a possibilidade deste sofrer
modificações, adicionando-se novas características com o objetivo de prover um maior ganho de
performance ou suportar novos recursos que não estavam presentes durante o desenvolvimento do
projeto, modificando o seu comportamento e se necessário seu código também.
Na figura 3.63 podem ser observados, de acordo com a taxonomia adotada as
diferentes características de adaptações em relação os períodos em que elas podem acontecer. No
eixo “Y” estão representadas as características dos sistemas em relação as suas capacidades de
adaptações. No eixo “X” estão representados os períodos em que as adaptações podem acontecer.
Através da analise da figura, é possível chegar a conclusão de que quanto maior a distância do
ponto de origem, maior a adaptabilidade do sistema em tempo de execução.
Parametrizado
Extensível
Mutabilidade do sistema
Tempo de Tempo de
CompilaçãoProjeto
Tempo de
Inicialização
Tempo de Tempo de
Execução1 Execução 2 modificações
Período das
1) Funções pré−definidas
 Reconfigurável
2) Possibilidade de novas funções
Figura 3.6: Classificação dos sistemas quanto a sua mutabilidade
3Figura adaptada de [MCK 04]
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3.2.2 Localização
Em sistemas operacionais que permitem a adaptação do ambiente de execução
de forma dinâmica, é preciso definir onde estas modificações podem ocorrer. Esta definição é co-
nhecida como a localização das extensões. Estas podem estar a nível de núcleo do sistema ou a
nível de usuário. Ambas abordagem apresentam vantagens e desvantagens. A alocação de exten-
sões no espaço de endereçamento do usuário prove um alto grau de modularidade e flexibilidade,
facilitado a sua modificação em tempo de execução, mas não oferece desempenho, que pode ser
alcançado com extensões em nível de kernel.
Ainda, utilizando-se o espaço de endereçamento do usuário, é possível oferecer
isolamento entre os componentes, não permitindo que um interfira diretamente no funcionamento
de outro, porém as constantes trocas de contexto podem causar uma sobrecarga no sistema. O
problema da sobrecarga pode ser resolvido adicionando as extensões no espaço de endereçamento
do kernel, onde simplesmente será invocada a execução de uma sub-rotina dentro do mesmo espaço
de endereçamento, não necessitando troca de contexto, contudo deixando o sistema vulnerável a
execução de códigos arbitrários.
Existem técnicas para evitar a execução de código arbitrário no espaço de ende-
reçamento do kernel ou ainda para garantir que este código seja seguro. Uma delas é a linguagem
de programação Modula-3 [NEL 91], que possibilita a utilização de variáveis tipadas, fácil manu-
seio de exceções, programação orientada a objetos, concorrência e garbage collection automático,
ainda provê acesso direto ao hardware, através de instruções especiais, e possui mecanismos de
proteção de recursos para as demais instruções.
Outra técnica para evitar a execução de código arbitrário no espaço de ende-
reçamento do núcleo do sistema, é o isolamento de falhas por software. O Sandboxing[WAH 93]
realiza esta operação disponibilizando um conjunto reduzido de funcionalidades para as extensões,
desta forma, limitando as possibilidade de ações, como escrita e leitura, no restante do núcleo do
sistema.
Todas estas características não são mutuamente exclusivas, desta forma, podem
ser combinadas com o objetivo de obter melhor desempenho e conseguir agregar o maior nú-
mero possível de funcionalidades que necessitam estar presentes no sistema, o melhor é utilizá-las
em conjunto aproveitando o que cada uma delas tem a oferece de melhor para determinado caso
[DEN 02].
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3.2.3 Confiabilidade da adaptação
A estabilidade de um sistema operacional é um dos pré-requisitos básicos em
todos os projetos, levando em consideração que se um dos componentes falhar, por algum mo-
tivo qualquer, afete somente os componentes que dependem diretamente dele, não prejudicando o
funcionamento do sistema como um todo [TAN 92].
Em um sistema operacional de comportamento estático, parametrizado por exem-
plo, ou ainda em um sistema reconfigurável que tem seu comportamento modificado em tempo de
execução, mas com códigos definidos em tempo de projeto, é relativamente mais fácil prover es-
tabilidade em relação a um sistema extensível, especialmente se as extensões do sistema serão
alocadas no espaço de endereçamento do núcleo do sistema.
O termo confiabilidade, refere-se ao grau de liberdade, tanto de leitura como de
escrita, que as extensões terão no sistema, levando-se em conta o quanto este sistema poderá ser
prejudicado no caso de falhas ou erros de programação. Segundo[SEL 97a] existem três classes de
proteção em um sistema: confiança, hardware e software.
No primeiro caso, não é implementada nenhuma proteção, pressupõem-se a boa
vontade da aplicação, que neste caso pode adicionar da forma que preferir sua extensão e utilizá-
las sem restrições. Essa abordagem é adotada, por exemplo, pelo MS-DOS[DEN 02] e no caso
de falha de uma das extensões alocadas o sistema inteiro poderá falhar ou ficar com sua operação
comprometida.
Com o objetivo de não comprometer o sistema inteiro, deve-se utilizar alguma
técnica de proteção. Sistemas que utilizam barreiras de hardware têm uma diferenciação entre
espaços de endereçamento, dessa forma o kernel do sistema será alocado em um espaço protegido
e somente dele(espaço de endereçamento do kernel), onde é o único capaz de realizar leituras e/ou
escrita nas estruturas de dados alocadas e os demais serviços ficam no espaço de endereçamento
do usuário, acessível a todos.
Apesar de esta abordagem trazer a vantagem do isolamento dos componentes
vitais do sistema ela pode apresentar sobrecarga na troca de mensagens, devido à necessidade
das constantes troca de contexto realizadas pelo núcleo do sistema com o objetivo de contatar
os serviços no espaço de endereçamento do usuário. Dependendo das operações realizadas pelo
serviço, pode ser gasto mais tempo fazendo as chamadas de troca de contexto do que executando
a operação em si[SMA 96].
Outra possibilidade é realizar proteção por software, existem várias formas de
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implementar esses mecanismos, uma delas é através da utilização de linguagens seguras que im-
possibilitam o acesso, tanto de leitura quanto de escrita, fora dos limites da aplicação, ou seja, o
programa só vai ter acesso aos endereço de memória alocados para ele, entre outras técnicas já
comentadas anteriormente.
3.2.4 Tempo de vida das extensões
O período que uma determinada extensão permanecerá ativa no sistema depende
da funcionalidade para qual ela foi desenvolvida. Extensões que agregam recursos a uma única
aplicação, devem permanecer no sistema somente durante a execução desta. Se o recurso disponi-
bilizado for de interesse de várias aplicações e/ou componentes do sistema, esta deverá permanecer
enquanto ela for necessária.
Um das formas de classificar o tempo de vida das extensões é levar em conside-
ração o objetivo para qual ela foi projetada. Desta forma, uma extensão que permanece no sistema
durante a execução de uma aplicação tem um tempo de vida de aplicação. Extensões que perma-
necem no sistema pelo período que um recurso persiste possuem um tempo de vida de recurso.
Tempo de vida de kernel, significa que a extensão permanecerá durante a execução do kernel, e
para modificá-la ou retira-la será necessária uma reinicialização do kernel. Tempo de vida per-
manente significa que esta extensão permanecerá até que seja explicitamente removida[SEL 97a].
3.2.5 Granularidade
A granularidade das extensões do sistema é definida pelo tipo de adaptações que
estas estão autorizadas a realizar. No caso de um sistema operacional que aceita a alteração, em
tempo de execução, somente de módulos inteiros, podemos dizer que este apresenta uma granu-
laridade grossa sendo considerado como de extensibilidade modular . Pois o módulo, como um
recurso único deve ser substituído para dar espaço as novas alterações no sistema. Esta um dos
tipos de extensibilidade mais implementados devido à relativa facilidade de implementação em
relação as demais [SEL 97a].
Outra vantagem desta abordagem é a facilidade de gerenciamento destas exten-
sões, uma simples lista de extensões é o suficiente para obter-se um estado do sistema. Podemos
ainda citar a estabilidade do sistema. Devido as características citas anteriormente, estas extensões
costuma ser alocadas no espaço de endereçamento do usuário, provendo assim uma segurança
maior, pois em uma falha estas não afetarão os serviços que estão sendo executados no núcleo do
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sistema.
Uma das desvantagens deste tipo de extensão é a flexibilidade reduzida, pois
as adaptações devem ser realizadas em módulos inteiros, não deixando a opção de adaptação de
apenas uma parte de um serviço, que acaba levando também a uma maior ocupação da memó-
ria. Por exemplo, se duas extensões implementam recursos distintos porém ambos interessantes
para uma aplicação as duas devem ser totalmente carregadas na memória, mesmo que o recurso
implementado seja apenas um de vários oferecidos por cada uma delas[DEN 02].
Com o objetivo de prover maior flexibilidade e controle do sistema, existem ex-
tensões que podem ser apenas parcialmente alocadas, utilizando-se somente o que for necessário
para a aplicação. Estas extensões são caracterizadas como de granularidade fina e o sistema pode
ser considerado como de extensibilidade procedural. Estas extensões geralmente são implemen-
tadas através da adição ou modificação de códigos dentro do espaço de endereçamento do núcleo
do sistema, tendo uma execução mais rápida. As principais desvantagens deste tipo de extensões
são as dificuldades de gerenciamento do sistema e a falta de segurança que estas podem trazer
executando códigos arbitrários dentro do espaço de endereçamento do núcleo.
Existem ainda os sistemas que são caracterizados por ter uma granularidade mé-
dia e serem considerados com de extensibilidade procedural limitada. Geralmente estes sistemas
apresentam um controle de tolerância a falhas através de software reduzindo assim as possibilida-
des de atuações das extensões, não permitindo que o sistema alcance a flexibilidade oferecida pelos
sistemas de granularidade fina, porém provendo maior segurança que estes[SEL 97a].
3.2.6 Agente de extensibilidade
O agente de extensibilidade refere-se ao responsável pelo início da adaptação do
sistema, ou seja, o fator que produziu a informação alertando o sistema que ele deveria adaptar-se
a uma determinada situação, provavelmente também indicada pelo próprio agente. De uma forma
geral, existem três tipos de agentes de extensibilidade [DEN 02], que são: o humano (usuário/ad-
ministrador), a aplicação e o próprio sistema.
O agente de extensibilidade humano pode agir durante a inicialização do sis-
tema através da informação das características que ele deseja que estejam presentes no sistema
operacional. Esta operação é muito comum em sistemas parametrizados e reconfiguráveis, mas
pode acontecer em sistemas extensíveis também. Além de prover adaptações durante a iniciali-
zação do sistema, o administrador/usuário pode realizar estas operações em tempo de execução,
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indicando ao SO quais módulos ou serviços devem ser carregados ou substituídos. Uma das vanta-
gens de realizar este procedimento de forma dinâmica é que podem ser percebidas as modificações
no momento em que elas estão ocorrendo provendo um retorno imediato das ações.
Outra forma de iniciar o processo de adaptação do sistema é através da ação
direta das aplicações. As aplicações são programas em execução no sistema operacional, desta
forma, elas só podem iniciar um processo de modificação dinâmica. Partindo do pressuposto de
que as aplicações conhecem suas necessidades e a forma de interação com o sistema operacional,
elas podem sugerir modificações que tragam vantagens para sua execução. Geralmente operações
como estas podem ocasionar uma sobrecarga ao sistema, mas de uma forma geral, as vantagens
alcançadas compensam[DEN 02].
Quando o agente de extensibilidade é o próprio sistema, acontece uma adaptação
dinâmica e automática dos serviços oferecidos, objetivando prover o melhor ambiente de execução
para as aplicações. Para alcançar uma adaptação deste tipo, o sistema operacional deve ser capaz de
realizar uma análise das suas funcionalidades comparando-as com as funcionalidades requeridas
pelas aplicações e tomar uma decisão de qual atenderá da melhor maneira possível estes requisitos.
Sistemas operacionais de uso geral que apresentem estas características podem ser considerados
com o último passo na evolução desta categoria[DEN 02].
3.3 Sistemas existentes
Existe um número considerável de projetos e grupos de pesquisa desenvolvendo
sistemas operacionais extensíveis, alguns destes serão descritos nesta sessão. O objetivo primordial
é apresentar algumas das suas principais características que possibilitam a adaptação do sistema
de forma dinâmica buscando atender da melhor forma possível os requisitos das aplicações.
3.3.1 SPIN
O SPIN[BER 94] é um sistema operacional que utiliza serviços orientados a apli-
cações, ou seja, que é capaz de satisfazer precisamente as necessidades de performance e funcio-
nalidades requeridas por uma determinada aplicação ou tipos de aplicações.
Esse tipo de serviço é implementado através da utilização de núcleos dinâmicos
que tem a capacidade de disponibilizar recursos que podem ser gerenciados de forma eficiente(com
maior rapidez de execução e menor complexidade computacional) e segurança(aplicações execu-
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tam protegidas por barreiras tanto em nível de hardware quanto em nível de software) pelas apli-
cações.
Os serviços do sistema são divididos em três unidades principais:
• Spindles(SPIN Dynamically Linked Extensions) são seqüências de código carregadas dina-
micamente no espaço de endereçamento do núcleo do sistema.
• Bibliotecas que estão no espaço de endereçamento das aplicações podem interagir com as
aplicações sem a necessidade de trocas de contexto ou contatar os spindles do kernel via
system calls.
• Servidores a nível de usuário, mantêm o estado geral sobre o serviço extensível.
A figura 3.7 apresenta uma forma simplificada da arquitetura do sistema operaci-
onal SPIN. É possível perceber que existem espaços reservados dentro do espaço de endereçamento
do núcleo do sistema para receber extensões chamadas de spindles. Outra forma de adicionar re-
cursos ao sistema é através da inclusão de bibliotecas no espaço de endereçamento do usuário.
Hardware
 Espaço de endereçamento do núcleo do sistema
Spindles Spindles Spindles Spindles SpindlesSpindles
Gerência de recursos
 Espaço de endereçamento do usuário
serviços
Biblioteca de
Aplicações
Biblioteca de
serviços
Aplicações
Figura 3.7: Representação do sistema operacional SPIN
Todo o sistema é estruturado na arquitetura extensível do microkernel, que ex-
porta interfaces que oferecem controle detalhado para as aplicações sobre abstrações fundamentais
do sistema, como processador, memória e I/O. Os spindles podem responder a eventos tanto de
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hardware como de software, como exceções e trocas de contexto, produzindo a extensibilidade e
customizando as interfaces do kernel especificamente de acordo com as necessidades de determi-
nada aplicação[BER 95].
Existem duas formas básicas de utilização dos spindles. Na maneira mais sim-
ples de utilização ele pode servir como se fosse a implementação tradicional de um chamada de
sistema(system call). Em uma forma mais sofisticada ele pode ser habilitado por uma aplicação
para monitorar e reagir a mudanças nos recursos globais, tendo em vista que seu código compilado
esta dentro do núcleo do sistema, ele pode executar evitando o custo da troca de contexto.
Na tentativa de aumentar a segurança, os spindles precisam ser escritos numa
linguagem segura(Modula-3[NEL 91]) e compilada pelo kernel(ou por um servidor confiável),
onde é realizada um verificação estática de segurança. Em tempo de execução ainda são verificados
dos tipos e valores dinâmicos.
3.3.2 Exokernel
Com o intuito de prover o controle dos recursos da máquina para as aplicações,
um Exokernel define uma interface de baixo nível. A arquitetura é baseada em uma simples obser-
vação: uma primitiva de mais baixo nível pode ser implementada mais eficientemente e permitir
mais liberdade para os desenvolvedores das abstrações de mais alto nível[ENG 98].
A implementação do Exokernel é realizada através de bibliotecas. O maior desa-
fio é oferecer a essas bibliotecas do sistema operacional máxima liberdade no gerenciamento dos
recursos físicos enquanto os protege de cada um dos outros; um erro de programação em uma bibli-
oteca pode afetar outra biblioteca do sistema operacional. Para alcançar esse objetivo, o Exokernel
separa proteção de gerenciamento através de interfaces de baixo nível.
É possível observar na figura 3.8 a forma simplificada do sistema operacional
Exokernel. A função propriamente do Exokernel é multiplexar os recursos físicos de forma segura
e toda a implementação do restante do sistema deve ser realizada através das bibliotecas do sistema.
Desta forma, como representado na figura 3.8 poderíamos ter três sistemas operacionais distintos
executando sobre o mesmo hardware multiplexado pelo Exokernel.
De acordo com Engler[ENG 95], existem três razões básicas para permitir que
uma aplicação acesse recursos de baixo nível. Uma das razões seria o acesso da aplicação a
recursos avançados do hardware sem a necessidade de atualizar o kernel. Outra razão seria a
possibilidade da adaptação das políticas do sistema operacional a suas características, podendo
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Figura 3.8: Representação do sistema operacional Exokernel
assim alcançar uma melhor performance. E por último a especialização do sistema operacional
através da utilização de políticas de gerenciamento específicas para cada tipo de aplicação.
Existem duas maneiras de estender as funcionalidades do Exokernel. Uma de-
las é através da modificação das bibliotecas a nível de usuários, que representam abstrações do
núcleo do sistema. Devido ao fato destas bibliotecas não estarem diretamente ligadas a recursos
físicos estas podem ser alteradas de qualquer maneira e até assumir estados arbitrários, pois não
implicarão no mau funcionamento do sistema como um todo.
Além da extensão através da modificação de bibliotecas no espaço de endereça-
mento de usuários, é possível estender as funcionalidades do Exokernel através de download de
código para dentro do espaço de endereçamento do núcleo do sistema. Esta segunda opção é
bem mais limitada, pois uma falha nesse estágio poderia comprometer a integridade do sistema
inteiro. Assim os códigos candidatos a download precisam ser escritos em uma linguagem segura
ou utilizando isolação de falhas através de software.
3.3.3 Choices e µChoices
O Choices[CAM 93] é um sistema operacional orientado a objetos, com um ker-
nel monolítico e um abrangente framework, através do qual pode ser realizada a especialização do
sistema para uma determinada aplicação ou um determinado conjunto de aplicações. Além disso,
o framework prove maior facilidade para reutilização do código e rápida prototipação de um novo
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sistema.
Este sistema pode ser considerado parametrizado e extensível. Parametrizado
porque como já foi visto anteriormente, oferece a capacidade de alterar sua configuração em tempo
de projeto através do framework. Extensível porque possui agentes de download de software que
permitem a adição de códigos no espaço de endereçamento do núcleo do sistema.
Com o intuito de aumentar a portabilidade do código o Choices passou por um
processo de reformulação, e o núcleo monolítico do seu sistema passou a ser implementado na
forma de microkernel, recebendo o nome de µChoices[CAM 95]. Além do microkernel, foi de-
senvolvido também um nano-kernel, responsável pela abstração dos recursos físicos da maquina.
O nano-kernel prove uma interface bem definida para ser utilizada pelo microkernel, que imple-
menta as abstrações do sistema como a paginação, memória virtual, controle de concorrência, entre
outros.
A extensibilidade tanto do Choices como do µChoices é alcançada através da
alocação de código no espaço de endereçamento do núcleo do sistema. Com o intuito de aumentar
a segurança das extensões, o código não é diretamente executando, mas sim interpretado por uma
estrutura semelhante a uma máquina virtual, provendo mais controle do sistema operacional sobre
as adaptações.
Após todas as modificações no projeto e na sua forma de organização, o novo
µChoices mantêm sua flexibilidade e suas características originais, podendo ser parametrizado em
tempo de projeto, através do seu completo framework ou estendido em tempo de execução, através
de agentes de download de código[CAM 96].
3.3.4 VINO
O sistema operacional extensível VINO[SEL 94] permite modificações em tempo
de execução através da inserção de grafts no código do núcleo do sistema. Estes grafts são trechos
de códigos escritos em C ou C++ lincados dinamicamente. Por questões de segurança o compila-
dor introduz isolamento de falhas através de software e adiciona uma assinatura única a cada uma
das extensões, que somente será carregada após a conferência da mesma.
Os grafts são lincados no espaço de endereçamento núcleo do sistema através de
grafts points, como pode ser observado na figura 3.9. Sendo assim existem locais específicos onde
podem ser adicionadas extensões. Existem duas formas realizar esta adição, uma delas é através
da substituição do método existente no grafts point por outro método a escolha do usuário. A outra
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forma é através da adição gerenciadores de eventos, que podem desviar o fluxo de execução do
sistema para outra região de memória onde encontram-se as funções estendidas.
de eventos
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Figura 3.9: Representação do sistema operacional VINO
Na arquitetura deste sistema operacional, as extensões, geralmente, são validas
somente para a aplicação que a ativou[SEL 97b]. Por exemplo, se uma aplicação desejar que a
sua forma de persistência mude de um armazenamento local das informações em disco rígido
para um servidor de dados conectado a Internet, somente ela será afetada por essa modificação no
comportamento, permanecendo o restante do sistema com armazenamento local. Porém políticas
gerais também podem ser modificadas e/ou estendidas, como no caso da adição e ativação de um
novo algoritmo de escalonamento, desta forma, todas as aplicações no sistema seriam afetadas,
modificações dessa natureza somente são permitidas a determinados usuários do sistema.
Todas as operações realizadas por extinções no VINO são através de transações
monitoradas. Sendo assim, desde o momento da adição de uma extinção até o final da sua execução
ela é monitorada e se houver a necessidade de abortar o processo em execução ou se o mesmo
chegar a um ponto de inconsistência, é possível desfazer todas as suas operações e retornar ao
último estado estável do sistema, continuando a partir deste ponto[SMA 98].
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3.3.5 Apertos
O sistema operacional Apertos[YOK 92] é baseado no paradigma de reflexão
computacional e foi o responsável pela difusão de conceitos como meta-objetos definido por
Maes[MAE 87] e a introdução de novos conceitos como meta-espaços, dos quais ele é constituído.
Uma das principais características dos meta-objetos no Apertos é implementar
aspectos não funcionais as aplicações, como persistência, gerenciamento de mensagens, escalona-
mento, etc. Esta separação conceitual permite que desenvolvedores atenham-se as funcionalidades
das aplicações, sem se preocupar com as funcionalidades do sistema.
Uma inovação proposta pelo sistema operacional Apertos foi o conceito de meta-
espaços. Os meta-espaços podem ser definidos como o conjunto de meta-objetos que tem por fun-
ção básica oferecer as características necessárias à execução de determinada aplicação, permitindo
desta forma, um atendimento personalizado para cada caso.
Em tempo de execução, uma aplicação é suportada por um dos vários meta-
espaços, sendo que cada meta-espaço contém no mínimo um meta-objeto, chamado de reflec-
tor[YOK 92]. Um meta-objeto reflector age como um gateway, interceptando requisições que
chegam ao meta-espaço e redirecionando-as ao meta-objeto apropriado. Por exemplo, uma requi-
sição de escalonamento, será redirecionando pelo reflector ao meta-objeto escalonador.
A reflexão computacional prove vários níveis de reflexão, onde os objetos do
nível base(N0) estão associados a meta-objetos do nível superior(N1). Os meta-objetos do nível
superior(N1), por sua vez, podem estar associados a um nível superior também(N2), sendo ao
mesmo tempo objetos aos meta-objetos do nível N2 e meta-objetos aos objetos no nível base(N0).
A partir deste conceito, podemos tender ao infinito, para evitar estas situações, no Apertos estão
definidos somente três níveis(Nível base, meta-nível e meta-meta-nível).
Os serviços básicos para todos os objetos são oferecidos por um estrutura cha-
mada MetaCore. O MetaCore pode ser levemente associado ao conceito de microkernel[ZAN 97]
e oferece serviços como identificação de objetos permitindo que estes sejam localizados posteri-
ormente, instanciação e destruição de objetos do ambiente. Devido a arquitetura do sistema, estes
objetos podem ser aplicações ou serviços e serão excluídos da mesma forma.
3.3.6 MetaOS
O sistema operacional MetaOS[HOR 97] foi desenvolvido para dar continuidade
nas idéias apresentadas pelo Apertos. Ele continua utilizando a reflexão computacional como
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base de desenvolvimento e organização do sistema. Com o objetivo de prover maior desempe-
nho, a torre de reflexão do MetaOS foi reduzida para somente três níveis, de acordo com os seus
desenvolvedores[HOR 99], uma torre de reflexão infinita não acrescentava muitas facilidades ao
sistema e proporcionava uma sobrecarga que era considerada como desnecessária.
O motivo principal da redução da torre de reflexão foi devido ao fato de que a
estruturação de um sistema em meta-níveis pode ser comparada a estrutura de um microkernel,
onde cada chamada realizada pelo sistema precisa executar uma troca de contexto para passar
de um nível para outro[HäR 97], consumindo recursos computacionais para isto. No caso do
microkernel existem somente dois níveis, porém a reflexão pode oferecer uma estrutura de níveis
infinita aumentando consideravelmente as necessidades de troca de contexto e proporcionalmente
a necessidade de utilização de recursos para isso.
Depois da redução, os três níveis existentes no sistema são: o nível base, o meta-
nível e o meta-meta-nível. O nível base é onde ficam alocados os objetos das aplicações em geral,
uma espécie de espaço de endereçamento do usuário. No meta-nível é onde ficam os meta-objetos
relacionados as aplicações que oferecem serviços e recursos, também é onde a reflexão acontece
sendo que este é necessário para a customização do ambiente. O último nível, o meta-meta-nível
é responsável por fornecer a possibilidade de reflexão, comunicação com os recursos físicos e
gerenciamento dos meta-espaços[HOR 98].
Assim como o Apertos, o MetaOS também é composto por meta-espaços. Den-
tro de cada meta-espaço ficam alocados os meta-objetos que pode ser substituídos dinamicamente.
Cada meta-espaço é composto por determinados meta-objetos que implementam serviços básicos,
que são: o meta-objeto refletor, o correio, o nomeador, o escalonador e o gerenciador do meta-
espaço[HOR 97]. Cada um destes meta-objetos tem funcionalidades bem definidas, por exemplo,
o refletor é responsável por interceptar todas as mensagens que ocorrem no nível base referente ao
seu meta-espaço, repassando-a ao meta-objeto destino.
O meta-objeto correio é responsável pelo gerenciamento(recebimento e entrega)
de mensagens entre meta-espaços distintos. A função do escalonador é escalonador os objetos e
fluxos de execução de acordo com uma determinada política específica para o meta-espaço em
que ele esta alocado. Finalmente, o meta-objeto gerenciador do meta-espaço, que deve realizar
o controle de autenticação e permissões dos demais objetos e meta-objetos, garantindo assim a
segurança do sistema. Como estes meta-objetos possuem funcionalidades básicas para cada meta-
espaço, não podem ser substituídos, mas suas políticas podem ser adaptadas dinamicamente.
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3.3.7 Aurora
O sistema operacional Aurora[ZAN 97], introduziu um novo conceito de mode-
lagem de sistemas operacionais, aplicando as idéias utilizadas pelo Apertos, em ambientes dis-
tribuídos e/ou multiprocessados. De acordo com Zancanella[ZAN 95b], o Aurora é baseado no
modelo de objetos, os quais no mundo real são naturalmente concorrentes e distribuídos, então a
forma mais natural de implementação de um sistema seria através do gerenciamento de um con-
junto de mensagens que pudessem fluir entre os objetos executando de forma paralela.
Além da utilização do modelo de reflexão computacional e orientação a objetos
para a implementação do sistema, estes conceitos funcionam como entidades fundamentais para
alcançar a uniformidade do ambiente. Sendo assim, objetos e meta-objetos são as únicas estruturas
existentes, em qualquer nível de execução, desde aplicações dos usuários, serviços essenciais do
sistema operacional até os recursos do mesmo[ZAN 94].
Dentro da arquitetura do Aurora, os objetos mantêm uma representação de es-
tados, ou seja, são designados para modelar e armazenar abstrações de dados ou informações
referentes a sua aplicação. Já os meta-objetos, são responsáveis por armazenar as funcionalidades
de cada objeto, ou seja, o seu comportamento. Desta forma, cada objeto no sistema armazenará
informações e terá um meta-objeto associado a ele que contém as funções. Os meta-objetos po-
dem ser agrupados em conjuntos, formando meta-espaços, que estão relacionados a um objeto no
nível base, desta forma, este objeto pode utilizar vários meta-objetos que implementam diferentes
funções. A extensibilidade do sistema pode ser alcançada adicionando-se novos meta-objetos que
não estavam previstos em tempo de projeto.
As características de sistema distribuído e/ou multiprocessado são satisfeitas
através da migração de objetos e meta-objetos, sejam elas serviços do sistema ou aplicações, per-
mitindo a distribuição da carga entre os processadores, sendo que todos os objetos são tratados
de maneira uniforme e independentemente da localização, provendo total transparência para as
aplicações.
A figura 3.10 ilustra o modelo conceitual da arquitetura do Aurora. Nesta ima-
gem, podemos perceber a existência de um MetaCore, que tem como única funcionalidade prover
as características de reflexão necessárias a todos os objetos e meta-objetos, sejam eles aplicações
ou serviços do sistema. Ele é implemento com duas funções básicas, uma que transfere a execução
para o meta-nível e outra que devolve a execução para o nível base.
A primeira camada que pode ser observada na figura 3.10 – Suporte ao modelo
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Figura 3.10: Representação do sistema operacional Aurora
conceitual – tem como finalidade oferecer os serviços de gerenciamento de objetos, meta-objetos
e meta-espaços. A camada seguinte – Suporte ao modelo computacional – é responsável pelo
controle de concorrência, prover a migração de objetos e a troca de mensagens entre eles. Logo
acima destas duas camadas vêm as aplicações, sendo que cada objeto pode estar relacionado a um
ou mais meta-espaços, dependo das funcionalidades de execução de que necessitará.
3.3.8 Comparação dos sistemas
Como apresentado nesta sessão, existem diversas formas dos sistemas operaci-
onais proverem extensibilidade. Estas vão desde a implementação de pseudo-maquinas virtuais a
nível de núcleo do sistema para interpretação segura de extensões, até a utilização de reflexão com-
putacional que provê um ambiente onde é possível obter o estado do sistema em execução e realizar
operações dinamicamente sobre ele, mudando tanto a sua estrutura como o seu comportamento.
Ainda não é possível indicar um modelo ótimo. Devido ao fato de que cada
um dos modelos apresentados oferece vantagens e desvantagens, que podem se tornar mais atra-
tivas em determinadas situações e não aconselháveis em outras, tudo depende das necessidades
específicas das aplicações que estão em execução em um determinado momento.
Algumas das diferentes técnicas adotadas estão resumidas na tabela3.14 rela-
4Tabela adaptada de [SEL 97a]
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cionadas as seus respectivos sistemas operacionais, e organizadas de acordo com a taxonomia
utilizada no modelo proposto e apresentada na sessão 3.2.
Sistema Localização Confiabilidade Tempo de vida Granularidade
SPIN núcleo software kernel procedural limitada
Exokernel usuário hardware permanente procedural
núcleo software aplicação procedural limitada
Choices núcleo software kernel procedural
µChoices núcleo software kernel modular
VINO núcleo software recurso procedural limitada
usuário hardware recurso procedural
Apertos núcleo software aplicação procedural
MetaOS núcleo software aplicação procedural
Aurora núcleo software aplicação procedural
Tabela 3.1: Comparação das características dos sistemas estudados
Capítulo 4
Alcançando extensibilidade através da
reflexão computacional
No modelo proposto, baseado no paradigma de reflexão computacional em sis-
temas operacionais orientados a objetos, ao invés de esconder os componentes do sistema, eles
são descritos em meta-objetos e agrupados em meta-espaços. Através destas estruturas o sistema
operacional armazena sua própria descrição e ainda recebe meta-informações das aplicações com
instruções de como deverá se comportar o ambiente de execução. Este conjunto de dados pode
ser acessado e utilizado como base para a adaptação dos serviços do sistema, visando oferecer da
melhor forma possível os recursos solicitados pelas aplicações.
A representação do sistema é descrita em entidades de forma abstrata. Sendo
assim, esta arquitetura provê a capacidade de utilização de componentes genéricos oferecendo alto
grau de reusabilidade de código, evitando redundância e reduzindo as possibilidades de erro. Estes
componentes podem ser escritos para oferecer recursos a um determinado domínio de aplicações
sendo incorporado a estas de forma transparente.
A flexibilidade e extensibilidade do sistema, somente foram possíveis, devido
ao uso da reflexão computacional. Esta possibilitou o desenvolvimento do modelo de um nú-
cleo extensível que é adaptado em tempo de execução. O paradigma de reflexão computacional
também foi utilizado como premissa principal no desenvolvimento do sistema operacional Au-
rora1[ZAN 97], que serviu de base para o modelo proposto.
Outro sistema operacional de grande valia para o desenvolvimento deste trabalho
foi o Apertos2 [YOK 92]. Este sistema abordou uma concepção revolucionária na sua época e até
1A descrição do sistema operacional Aurora pode ser encontrada na sessão 3.3.7.
2A descrição do sistema operacional Apertos pode ser encontrada na sessão 3.3.5.
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hoje serve como base para desenvolvimento de novas pesquisas e modelos utilizando reflexão
computacional.
4.1 Modelo de um Núcleo Extensível
A extensibilidade de um sistema operacional é definida pela possibilidade do
sistema se adaptar às características solicitadas pela aplicação que está em execução. Esta adap-
tação deve acontecer de forma dinâmica e oferecer a oportunidade de incluir ou excluir serviços
previamente existentes no sistema operacional e também serviços externos ao sistema.
O objetivo desta adaptação é prover um ambiente especializado para cada apli-
cação, com o intuito de alcançar maior desempenho ou disponibilizar recursos que não estavam
previstos no desenvolvimento e implementação do sistema. Outra vantagem desta adaptação é a
capacidade de atualizar serviços que sofreram importantes modificações.
No modelo proposto, existem duas formas de utilizar a extensibilidade do sis-
tema. Uma delas é através de meta-informações contidas na aplicação que será executada e a outra
forma é através de ações tomadas pelo próprio sistema operacional levando em consideração o seu
estado atual de execução. A implementação e o funcionamento das meta-informações serão dis-
cutidos na sessão 4.1.1, e casos onde o sistema adapta-se de acordo com a sua necessidade podem
ser encontrados na sessão 4.1.4.
Devido a questões de implementação e controle sobre o sistema, o modelo pro-
posto possuí apenas o nível base e um meta-nível. No nível base ficam alocados os objetos das
aplicações e no meta-nível, ficam alocados os meta-objetos do sistema, tanto os nativos do sis-
tema como também os carregados pelas aplicações. Isso significa que os meta-objetos não podem
refletir sobre si mesmos, a única reflexão que acontece é sobre os objetos do nível base.
De acordo com as estratégias adotadas, quando um meta-objeto é carregado no
meta-nível, este se torna estático, podendo ser descarregado, substituído por outro, mas não pode
modificar o seu próprio comportamento ou estrutura. Esta medida foi tomada para evitar uma torre
de reflexão infinita, provendo desta forma o maior controle do sistema operacional sobre as aplica-
ções e extensões. Outra facilidade alcançada foi na simplificação do processo de desenvolvimento
de extensões, pois estas, uma vez carregadas no sistema não refletem sobre si mesmas, apenas
utilizam a reflexão computacional para chamar métodos e obter dados de execução.
Dentro do meta-nível, podem existir diversos meta-espaços. Cada objeto do nível
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base terá seu próprio meta-espaço 3, dando a impressão de que é o único objeto ativo no sistema. Os
meta-espaços podem compartilhar meta-objetos, ou adicionar ao seu espaço aqueles que julgarem
necessário. Estes meta-objetos representam as funcionalidades do sistema que estarão presentes
para determinado grupo de objetos. O único meta-objeto compartilhado por todos os meta-espaços
é o mGerenciador.
Todas as extensões do sistema operacional ficam alocadas no meta-nível, dentro
do espaço de endereçamento do usuário, não necessitando uma execução protegida, pois no caso
de uma falha esta não afetará os serviços oferecidos pelo núcleo do sistema e para a extensão
voltar a funcionar depois da falha, basta realocá-la. Devido a grande variedade de operações que
as extensões podem oferecer, é responsabilidade delas identificar se uma mensagem ou comando
é referente a um de seus serviços, desta forma especializando ainda mais a extensão e diminuindo
a complexidade do sistema operacional.
Com o objetivo de atingir um alto grau de flexibilidade e extensibilidade no sis-
tema, o desenvolvimento das extensões deve seguir o conceito de containers[WU 98]. Através da
utilização desta estratégia um meta-objeto pode ser trocado por outro meta-objeto que implemente
as mesmas funcionalidades básicas, mas de diferentes formas e até mesmo utilizando diferentes
políticas. Esta técnica difere-se da utilizada pela decomposição e abstração4 do sistema, sendo que
apesar de apresentar uma interface rígida permite a modificação interna dos componentes.
Para este modelo, consideramos que cada objeto do nível base deve ser “com-
pleto”, ou seja, deve possuir todos os recursos que necessitará durante a execução, não fazendo
referências a classes ou objetos externos e somente será capaz de carregar extensões na forma de
meta-objetos no meta-nível do sistema.
Dentro do modelo proposto existem alguns meta-objetos que desempenham pa-
péis essenciais para o funcionamento do sistema. Um deles é o mTerminalAcesso. Este meta-
objeto tem por função básica servir como interface com o usuário e realizar a inicialização dos
serviços do sistema. Através deste meta-objeto que são recebidas as solicitações de carga de apli-
cações e objetos do sistema. Mais informações sobre o funcionamento deste meta-objeto podem
ser encontradas na sessão 4.1.3.
Além do mTerminalAcesso, um dos principais meta-objetos do sistema é
o mGerenciador. Este meta-objeto tem por objetivo gerenciar o ambiente de execução. Tal
3A descrição completa do funcionamento dos meta-espaços é apresentada na sessão 4.1.2
4A técnica de decomposição e abstração foi discutida na sessão 1.1.1 e é apontada como uma das causas pela falta
de flexibilidade dos sistemas.
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gerenciamento é realizado através da interceptação das chamadas acionadas pelos objetos no nível
base, a partir das quais é possível fazer uma análise para obter os seus requisitos, e se necessário,
repassar estas chamadas as extensões alocadas. Este meta-objeto é o único que sempre estará
presente no sistema. Uma descrição detalhada do funcionamento do meta-objeto mGerenciador
pode se encontrada na sessão 4.1.4.
Outro meta-objeto importante ao sistema é o mCarregador. Este meta-objeto
tem como função prover a alocação de extensões no meta-nível. A solicitação de quais extensões
devem ser carregadas pode ser feita através das meta-informações passadas em tempo de inicia-
lização da aplicação ou durante a execução. A solicitação de carregamento é interceptada pelo
mGerenciador e repassada ao mCarregador. Se não houver nenhum carregador de classes
alocado, será utilizado o carregador padrão da máquina virtual. Mais informações sobre o meta-
objeto mCarregador podem ser encontradas na sessão 4.1.5.
O meta-objeto mEscalonador, como o próprio nome diz, tem como objetivo
realizar o escalonamento dentro de um determinado meta-espaço. Como cada objeto no sistema
tem seu próprio meta-espaço, este meta-objeto se limita a escalonar fluxos de execução(threads)
que um determinado objeto possa ter. A descrição completa deste meta-objeto é apresentada na
sessão 4.1.6.
A persistência de um meta-espaço é definida pelo meta-objeto mPersistên-
cia, que vai desde a inexistência dela, no caso de um ambiente não persistente, até a utilização
de servidores remotos para esta finalidade. A principio a persistência é totalmente transparente
para a aplicação, ou seja, quando existir um meta-objeto mPersistência, o meta-espaço in-
teiro(objeto no nível base e meta-objetos) estão sendo gravados de alguma forma, porém nada
impede o desenvolvimento de uma extensão que realizem a persistência de outras formas. Mais
informações sobre o meta-objeto mPersistência podem ser encontradas na sessão 4.1.7.
A função de rastreamento do sistema pode ser obtida através do meta-objeto
mTrace. Este meta-objeto provê uma funcionalidade interessante, pois ele permite que todas as
chamadas executadas pelo objeto no nível base, sejam exibidas. Esta funcionalidade pode ser útil
durante a realização de testes no sistema, permitindo localizar falhas rapidamente. Sem este meta-
objeto a própria aplicação teria que implementar estas funções, poluindo o código fonte. Outras
informações sobre o meta-objeto mTrace podem ser encontradas na sessão 4.1.8
E por último, porém não menos importante, o meta-objeto mCache. Este meta-
objeto permite realizar a armazenamento de informações que são consideradas importantes e que
podem vir a ser utilizadas em um período próximo. O melhor exemplo para isto, são recursos
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multimídias, como vídeos. Neste caso a melhor política de armazenamento temporário, seria con-
forme a variação do tempo, não seria interessante armazenar todo o vídeo no momento da sua
inicialização, correndo o risco de limitar a memória de outras aplicações, porém também não seria
interessante ter este vídeo interrompido temporariamente por falta de dados. Outras informações
sobre o meta-objeto mCache são apresentadas na sessão 4.1.9
4.1.1 Meta-informações
A extensibilidade do sistema pode ser acessada e/ou modificada através do uso
de meta-informações que são passadas pela aplicação no momento em que esta é carregada ou a
qualquer instante durante sua execução. Uma vez que estas meta-informações estiverem dispo-
níveis ao sistema podem ser tomadas decisões levando em consideração as dados recebidos e o
estado atual do sistema.
Por convenção, decidiu-se utilizar variáveis comuns e funções vazias para a pas-
sagem das meta-informações. Estas variáveis acabam agindo como palavras reservadas no sistema
e não tem nenhum efeito no nível base, somente no meta-nível. Elas precisam seguir um determi-
nado padrão(figura 4.1) para serem interpretadas adequadamente pelo mGerenciador.
A existência de duas formas de disponibilizar as meta-informações para o meta-
espaço é devido a possibilidade da utilização de alguma ferramenta que realize a verificação está-
tica das necessidades das aplicações e adicione ao cabeçalho do código fonte da mesma os servi-
ços que melhor atenderiam os requisitos encontrados. Existem pesquisas nesta área que buscam
os requisitos necessários para execução de uma determinada aplicação[POL 05, STE 06, WIE 05],
porém apresentam somente resultados satisfatórios para alguns casos.
Como pode ser observado na figura 4.1, as variáveis de meta-informações que se-
rão utilizadas no carregamento da aplicação precisam ser do tipo “private static String”
e possuir os caracteres “metainf_” no início do nome da variável. As meta-informações para
adaptar o sistema em tempo de execução, são passadas através de um método vazio – “public
void metaInf_(String mi){};” – que é reconhecido pelo mGerenciador como meta-
informações sendo passadas pela aplicação, a partir das quais ele tomas as providencias necessá-
rias.
No modelo proposto existem três meta-instruções reconhecidas, que são o load,
set e unset, que podem ser passadas por variáveis no momento da inicialização ou pela função
reservada durante a execução. Logo após a meta-instrução, é necessário passar um “identificador”
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1 class HelloWorld {
2
3 // Conjunto de meta-informacoes
4 private static String metainf_load_Scheduler="meuEscalonador";
5 private static String metainf_set_Scheduler="meuEscalonador";
6
7 private static String metainf_load_Class="extensao1,extensao2";
8 private static String metainf_set_Class="extensao1,extensao2";
9
10 public void metaInf_(String mi){};
11 // Fim ...
12
13 public static void main( String[] args ) {
14 metaInf_("load_Class=minhaExtensao");
15 metaInf_("set_Class=minhaExtensao");
16 System.out.println( "Hello world!" );
17 metaInf_("unset_Class=minhaExtensao");
18 }
19 }
Figura 4.1: Exemplo de meta-informações sendo passadas através de variáveis
que serve para mostrar o tipo da extensão que esta sendo alocada. Existem alguns tipo de extensões
pré-definidas que são: _Scheduler,_Persistence, _Trace, _Loader e o tipo gené-
rico _Class. Mais informações sobre cada uma delas, podem ser encontradas na sessão 4.1.4.
Através da meta-instrução load é possível solicitar o carregamento de uma
classe externa ao sistema. Esta classe será alocada no meta-nível na forma de um meta-objeto,
ou seja, uma extensão do sistema, e passará a fazer parte dos serviços disponibilizados pelo sis-
tema operacional. É possível através desta instrução solicitar a carga de várias extensões ao mesmo
tempo, basta separá-las por vírgula. Esta meta-instrução não permite o carregamento de classes
no nível base, para tal operação deve ser utilizado o carregador de classes padrão do sistema, ou
algum outro carregador pré-estabelecido em tempo de execução.
Se a aplicação não solicitar o carregamento de nenhum meta-objeto, não haverá
meta-carregador neste meta-espaço, todavia no caso do recebimento da meta-instrução load será
alocado o carregador padrão do sistema e utilizado. Se o objetivo desta meta-instrução for jus-
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tamente alocar um carregador externo, primeiramente deve ser alocado e utilizado o carregador
padrão do sistema que em seguida será substituído pelo carregador definido pelo usuário. Mais
informações sobre o funcionamento do meta-objeto carregador(mCarregador) pode ser encon-
trado na sessão 4.1.5.
A instrução set ativa um determinado meta-objeto, que pode ter sido carregado
pela aplicação ou previamente existente no sistema. No caso da existência de um meta-objeto para
a função desejada este será substituído pelo novo. Por exemplo, na figura 4.1 a aplicação esta
carregando e ativando um escalonador de fluxo de execução externo ao sistema denominado neste
caso de “meuEscalonador”, se houver um escalonador nesse meta-espaço ele ser substituído
pelo novo, se não houver o novo será carregado e começará a sua execução.
Se a meta-classe desejada não existir no sistema, ela deve ser previamente car-
regada através da utilização da meta-instrução load, mesmo quando alocada ela ainda não estará
recebendo informações do mGerenciador, sendo que somente passará a fazer parte do sistema,
para que as aplicações possam utilizar seus recursos e serviços, depois da ativação realizada através
da meta-instrução set.
A instrução unset tem como função básica promover a retirada de um meta-
objeto de um determinado meta-espaço. Devido a transparência dos meta-espaços em relação às
aplicações, esta instrução não precisa se preocupar com qual meta-espaço ela esta sendo refe-
renciada, pois sempre será o meta-espaço de execução da aplicação solicitante. Se o objeto a ser
retirado do sistema não estiver presente em mais nenhum meta-espaço este será retirado do sistema
também.
4.1.2 Meta-espaços
O conceito de meta-espaço é transparente a aplicação, para ela existe apenas um
meta-espaço, que é o qual ela pertence. De uma maneira geral, será criado um meta-espaço por
objeto no nível base e somente objetos correlatos ocuparão o mesmo meta-espaço se solicitado.
A idéia dos meta-espaços é agrupar as características necessárias para o melhor funcionamento da
aplicação, oferecendo um ambiente em que a aplicação possa realizar modificações conforme a
sua vontade sem colocar em risco a execução de outros objetos.
A figura 4.2 mostra o estado do sistema com 2 meta-espaços criados. O “Obje-
toA” está associado ao meta-espaço 1, que por solicitação da aplicação ou decisão do sistema,
disponibiliza o carregador padrão(mCarregador) e um meta-objeto de rastreamento(Trace).
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Figura 4.2: Sistema com dois meta-espaços criados
O “ObjetoB” esta associado ao meta-espaço 2, e possuí um carregador próprio chamado mLoad
e um objeto de sincronização carregado e acionado pela aplicação.
É possível encontrar uma diferença em relação ao modelo proposto e o apre-
sentado pelo Apertos. No modelo do Apertos o sistema operacional tenta agrupar objetos com
características semelhantes. O tempo gasto para tal operação vai depender do número de objetos
no sistema, e pode ser expressivo se este estiver com muitos objetos alocados. E ainda, toda vez
que um objeto muda seus requisitos seria necessário uma busca nos meta-espaços para encontrar a
função desejada e poder realocar este objeto em outro meta-espaço ou adicionar a funcionalidade
ao seu meta-espaço.
Realizando estes tipos de operações, podem ser adicionadas funcionalidades que
não serão úteis para todos os objetos que estão povoando aquele determinado meta-espaço, gerando
assim inconsistências, pois uma das premissas do sistema é adaptar-se às necessidades específicas
de cada aplicação. Outra solução seria, ao invés de buscar meta-espaços com as características
solicitadas, criar um novo meta-espaço específico para este objeto, agindo desta forma pode haver
um considerável aumentando no grau de complexidade de gerenciamento destes meta-espaços.
Levando em consideração estes fatos o modelo apresentado cria um novo meta-espaço por objeto
e o único meta-objeto obrigatoriamente compartilhado por todos é o mGerenciador.
4.1.3 Meta-objeto mTerminalAcesso
O meta-objeto mTerminalAcesso é responsável por implementar a interface
de comunicação com o usuário. Desta forma, no modelo proposto este é o primeiro meta-objeto
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a ser carregado e ficará a disposição para receber o nome de classes que devem ser alocadas no
sistema. Como pode ser observado na figura 4.3, a primeira ação quando recebida uma chamada
de alocação proveniente do usuário é carregar a referida classe, para isto é utilizado o carregador
padrão da máquina virtual, pois este objeto será alocado no nível base do sistema e não é possível
que ele escolha o seu carregador, somente o carregador dos meta-objetos subseqüentes.
method.invoke()
load_app (Aplicação )
mGerenciador AplicaçãoUsuário ClassLoadermTerminalAcesso
Proxy.newProxyInstance()
check_metaInf()
Class.getInterfaces()
Class.forName()
Class.forName()
Figura 4.3: Esquema de carregamento de uma aplicação
Logo após a carga da classe deve ser obtida sua interface, esta operação é possí-
vel através da reflexão oferecida pela linguagem Java, em seguida esta é carregada no sistema, a
partir disto, é criado um proxy de objetos relacionando-a com o mGerenciador 5, esta operação
pode ser visualizada na figura 4.3 com a realização da chamada Proxy.newProxyInstance,
e constituí-se como uma operação padrão do sistema, pois o meta-objeto mGerenciador de-
verá estar presente em todos os meta-espaços e interceptar as chamadas provenientes das classes
5O meta-objeto mGerenciador será detalhado na sessão 4.1.4
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carregadas no nível base do sistema.
Durante o processo de criação do proxy de objeto, o mGerenciador verifica
se a classe que está sendo utilizada tem alguma meta-informação. Se tiver, estas serão obtidas,
analisadas e suas solicitações atendidas. Após processo de inicialização a classe torna-se um ob-
jeto que está pronto para executar. A última operação do mTerminalAcesso, como pode ser
observado na figura 4.3, é executar o método main() do objeto, isto é possível através da função
method.invoke() que faz parte do pacote java.lang.reflect.
4.1.4 Meta-objeto mGerenciador
O meta-objeto mGerenciador é o responsável pelo gerenciamento do sistema
como um todo. Este é o único meta-objeto presente em todos os meta-espaços, e tem como fun-
ção básica a criação e definição das características dos meta-espaços através de meta-informações
recebidas do objeto no nível base ou a partir do seu próprio conhecimento do sistema, e o gerenci-
amento e ativação das extensões.
Houve a necessidade da criação deste meta-objeto de forma global, pois a lin-
guagem de programação Java não oferece nativamente um MOP(Meta-Object Protocol) o qual
proporcionaria a possibilidade de interceptação das mensagens entre objetos. Após estudo de so-
luções existentes[DOW 01, TAN 01, OLI 99, GOL 98, KLE 98], optou-se pela não adoção das
mesmas, com o objetivo de manter a compatibilidade com outros sistemas e em trabalhos futuros
facilitar a interconexão do modelo com um sistema operacional real.
A solução encontrada foi a implementação de um proxy de objetos dinâmico glo-
bal(o mGerenciador). Assim todos os objetos do sistema, no momento da alocação na memória
são ligados com o meta-objeto que atua como um proxy, recebendo as requisições, realizando ana-
lises, se necessário executando ações e devolvendo as requisições ao objeto de origem. Cada objeto
alocado no nível base é relacionado ao seu próprio meta-espaço, que é criado dinamicamente pelo
mGerenciador. Dentro do seu meta-espaço, o objeto tem permissão de realizar modificações e
adicionar extensões, com o objetivo de criar um ambiente de execução que atenda as suas necessi-
dades específicas.
As extensões, são alocadas em uma meta-lista que é criada juntamente com o
meta-espaço e mantida pelo próprio mGerenciador. A meta-lista é composta por uma parte de
tamanho fixo e uma parte de tamanho variável. A parte de tamanho fixo deve ser utilizada para
o armazenamento de serviços pré-definidos e comumente encontrados na arquitetura de sistemas
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operacionais. Já a parte variável, é um espaço de alocação genérico e é responsável por armazenar
quaisquer outros meta-objetos carregados pelas aplicações.
A parte da meta-lista de tamanho fixo, como pode ser observado na figura 4.4, é
responsável por armazenar os apontadores de serviços básicos e comuns na arquitetura de sistemas
operacionais. Ela armazena o apontador de onde está o meta-objeto escalonador(Scheduler), o
meta-objeto persistência(Persistence), o meta-objeto rastreador(Trace), o meta-objeto car-
regador(Loader) e por último a parte variável da meta-lista, que permite a inclusão de qualquer
tipo de extensão e armazena um apontador para uma lista encadeada(Class) gerada e manipulada
dinamicamente.
.
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mGerenciador
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X
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Meta−nível
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Meta−espaço 
Objeto A
mCarregador
Scheduler
Persistence
Trace
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Class
Meta−object 01
Meta−object 02
Meta−object 03
Meta−object  n
ExtensãoA
ExtensãoX
Figura 4.4: Meta-lista com as informações sobre meta-objetos
No exemplo apresentado na figura 4.4, temos um objeto no nível base(Objeto
A) que supostamente está tentando executar alguma operação. Quando a operação for acionada, o
meta-objeto mGerenciador interceptará esta ação, pois eles estão inter-conectados através do
proxy de objeto, e o controle do sistema passará para o meta-nível onde será realizada uma ana-
lise. O mGerenciador sabe que nenhum dos meta-objetos da parte fixa da meta-lista recebe
chamadas de verificação6, baseado na seguinte definição: Os meta-objetos armazenados nas por-
6Chamadas de verificação são enviadas pelo mGerenciador para cada uma das extensões presentes na parte
genérica da meta-lista, com o objetivo de descobrir se uma determinada extensão é responsável por atender aquela
chamada do nível base.
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ção fixa da lista, quando presentes, responderão todas as chamadas, seja ela qual for, devido as
características dos serviços prestados por eles.
Ou seja, um meta-objeto escalonador estará sempre executando, definindo quais
dos fluxos devem continuar e quais serão interrompidos. A mesma situação acontece com o ras-
treador, quando este for habilitado no meta-espaço, deverá agir em todas as chamadas, e ainda
a mesma necessidade do meta-objeto de persistência que precisa manter-se informado sobre as
modificações do sistema para não produzir inconsistências nos dados. O meta-objeto mCarre-
gador, é conhecido pelo mGerenciador e só receberá chamadas de carregamento de classes.
Todas estas extensões alocadas na parte fixa da meta-lista, devem implementar ao menos uma
função, que pode ser visualizada na interface demonstrativa da figura 4.5.
1 public interface interface_extensao{
2 public abstract int run_MetaCall(Object MetaInf);
3 }
Figura 4.5: Interface de uma extensão alocada na parte fixa da meta-lista
Eliminando as extensões da parte fixa da meta-lista, a busca é iniciada na parte
variável. Para encontrar o meta-objeto necessário, o mGerenciador executa uma chamada de
verificação, passando a mensagem recebida por ele e o controle de execução para a primeira exten-
são, como é obrigação das extensões reconhecer as chamadas que são referentes aos seus serviços,
ela deverá responder se é sua responsabilidade ou não. Para isto, todas as extensões da parte gené-
rica da meta-lista precisam ter duas funções específicas(como pode ser observado na figura 4.6).
1 public interface interface_extensao{
2 public abstract boolean check_MetaCall(Object MetaInf);
3 public abstract int run_MetaCall(Object MetaInf);
4 }
Figura 4.6: Interface de uma extensão alocada na parte genérica da meta-lista
A primeira função(figura 4.6 linha 2) é a chamada de verificação em si, que serve
para identificar se uma determinada ação pertence a extensão que está sendo consultada. Existem
somente duas respostas possíveis, “sim” e “não”, respectivamente True e False para o caso da
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variável boolean. Com base na resposta o mGerenciador pode tomar uma decisão e executar
a segunda função(figura 4.6 linha 3) que permitirá que a extensão execute os seus serviços. A
resposta para esta segunda função possuí quatro alternativas, “execute e retorne”, “exe-
cute e continue”, “não execute e retorne”, “não execute e continue”.
As suas equivalências para o retorno da variável do tipo inteiro estão descritas nas tabela 4.1.
Valor Equivalência
0 Execute e retorne
1 Execute e continue
2 Não execute e retorne
3 Não execute e continue
Tabela 4.1: Equivalências dos valores de retorno da execução de extensões
Desta forma, se a extensão, após a execução responder “execute e retor-
ne”, o mGerenciador executará o método e retornará o processo de execução ao nível base. A
segunda opção de resposta é “execute e continue”, neste caso, será executado o método e
continuará na busca por outras extensões, e o método pode ser executado novamente. A terceira
opção de resposta é “não execute e retorne”, onde o método não será executado e o
processo de execução retornará ao nível base. A última opção de resposta é “não execute e
continue” onde o método não será executado, mas a busca por extensões continuará.
Por exemplo, um caso onde pode ser utilizada a resposta “não execute e
continue” é na implementação de um rastreador com características diferentes do mTrace e
alocado no espaço genérico da meta-lista, que na verdade não deve executar a operação, apenas
armazenar o método chamado e os parâmetros passados. Outra extensão que poderia ser executada
e permitir a continuidade do processo de busca ou a sua interrupção seria um meta-objeto de
controle de acesso. Este meta-objeto poderia armazenar em suas estruturas internas uma lista de
recursos e/ou operações permitidas para um determinado meta-espaço, e quando identificada uma
ação não permitida, poderia retornar o controle ao nível base sem executar a determinada operação,
ou se esta fosse permitida, continuaria a execução no meta-nível, retornando o controle ao nível
base quando terminada a execução.
Para fins de implementação, a resposta padrão após a execução de uma exten-
são é “execute e retorne”, sendo assim se nenhuma resposta for explicitamente passada
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o mGerenciador realizará o procedimento de retorno do controle da execução para o nível
base. No exemplo da figura 4.4, a primeira extensão consultada(ExtensãoX) responde que não
é responsabilidade dela, retornando ao mGerenciador. Então é verificada a segunda exten-
são(ExtensãoA), que reconhece a chamada e executa a operação que foi solicitada, e poderá
solicitar o retorno ao nível base através da resposta “execute e retorne”. Desta forma,
quem tem maior controle sobre o sistema são as extensões com maior tempo de vida, que serão
consultadas primeiro, e que podem permitir a continuação da execução no meta-nível ou solicitar
o retorno a nível base.
4.1.5 Meta-objeto mCarregador
No paradigma de orientação a objetos – especialmente em um sistema operacio-
nal que faça uso desta tecnologia – a necessidade de um carregador de classes que atenda as neces-
sidades das aplicações é de suma importância. Se este carregador tiver a habilidade de adaptar-se
as necessidades específicas de cada aplicação pode ser obtido um melhor resultado em relação a
forma com que as classes serão carregadas e alocadas no sistema.
No modelo proposto, é possível a total adaptação do mCarregador, pois este
pode ser desenvolvido e implementado especificamente para atender os requisitos de uma deter-
minada aplicação ou um determinado conjunto de aplicações e ser carregado ou substituído em
tempo de execução. A única exigência que deve ser satisfeita na implementação de uma extensão
do tipo mCarregador é a utilização de uma interface com pelo menos um método chamado
load_class,com pode ser observado na figura 4.7.
1 public interface inter_mCarregador{
2 public abstract Class load_class(nomeClasse String);
3 }
Figura 4.7: Interface básica para implementação de uma extensão do tipo mCarregador
As funções do mCarregador são relativas a alocação de classes no meta-nível
e a passagem de meta-informações que estas classes podem conter ao mGerenciador do sis-
tema. No caso da alocação de classes, pode ser utilizado o carregador nativo do Java, transfor-
mando assim, o mCarregador em um simples wrapper para esta função. Em uma forma mais
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avançada, o próprio mCarregador pode implementar suas funções de carregamento com as ca-
racterísticas que considerar mais apropriada.
As meta-informações obtidos pelo mCarregador e passadas ao mGeren-
ciador são utilizadas para adaptar ou estender o funcionamento do sistema no momento da
inicialização da aplicação, criando assim, um meta-espaço especializado com todos os serviços
necessários. Quem realizada todas as operações de modificação é o mGerenciador, ficando a
cargo do mCarregador apenas re-passar as meta-informações.
Como mencionado anteriormente, a implementação das extensões do sistema,
como é o caso do mCarregador, deve seguir algumas premissas básicas. Pelo fato desta extensão
ter um espaço reservado na parte fixa da meta-lista, ela recebe chamadas diretamente do mGeren-
ciador, que conhece previamente sua função no sistema, então, toda vez que o mGerenciador
receber uma meta-instrução load ele vai repassar esta instrução para o mCarregador, se ainda
não existir um carregador alocado, será utilizado o carregador nativo do sistema.
4.1.6 Meta-objeto mEscalonador
De acordo com as características estruturais do modelo, o escalonamento de ta-
refas de um meta-espaço torna-se uma operação simples, porque dentro de cada um destes agru-
pamentos de meta-objetos existe somente um objeto no nível base, que necessita ser escalonado.
Este escalonamento é realizado através da máquina virtual7, utilizando suas políticas internas para
isto. Para efeitos de implementação e simulação, consideraremos que automaticamente quando
um objeto do nível base é escalonado todo o seu meta-espaço entrará em funcionamento também.
A partir desta premissa, podemos definir que a prioridade de execução de um
meta-espaço será a mesma prioridade de seu objeto no nível base, para o qual o meta-espaço foi
originalmente criado. Outra constatação que pode ser feita, é que o único tipo de escalonamento
que poderá acontecer dentro de um meta-espaço é o escalonamento de fluxos de execução(threads)
que são mais simples de serem tratados, pois não envolvem trocas de contexto.
Dentro do modelo proposto, o próprio mEscalonador deve ser implementado
utilizando-se threads, para não depender do acionamento de chamadas para sua execução, sendo
assim, uma vez adicionada a extensão de um meta-objeto escalonador este passaria a operar inin-
terruptamente até sua substituição ou desativação. As políticas implementadas por um meta-objeto
deste tipo podem ser as mais variadas e tem a possibilidade de ser substituídas em tempo de exe-
7Não é objetivo deste trabalho detalhar o funcionamento do escalonador na máquina virtual Java.
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cução através do carregamento de um novo meta-objeto escalonador.
A substituição deste meta-objeto é simples, pois como ele escalona somente th-
reads, que são auto-contindas, ou seja, possuem todas as informações que precisam para executar
dentro de si mesma, não existe a necessidade de repassar nenhuma informação ao meta-objeto que
será alocado no seu lugar, pois este começará a execução da forma que preferir e sem se preocupar
como o procedimento que era realizado no passado.
Outra característica interessante é que este meta-objeto executa independente-
mente das extensões ativas no sistema e também do objeto no nível base, desta forma, ele não pre-
cisa seguir nenhuma interface padrão de comunicação ou ativação. E ainda, como mencionando
anteriormente, as threads são auto-contidas, então não será necessário que este meta-objeto tenha
métodos específicos para manipulação, ficando a cargo do desenvolvedor da extensão realizar, da
sua maneira, a implementação.
Com o objetivo de possibilitar a simulação deste meta-objeto na máquina virtual
Java, foram utilizadas as funções de gerenciamento de threads para interromper a execução de mé-
todos, pois não foi possível obter acesso ao escalonador nativo da plataforma. A função utilizada
para interromper momentaneamente a execução de um método foi a wait(), inserida em tempo
de projeto no objeto. E o meta-escalonador implementou a função notify() para retornar a
execução.
4.1.7 Meta-objeto mPersistência
No modelo proposto, a persistência de um objeto e do seu meta-espaço é tratada
de forma transparente a aplicação. Se nenhuma extensão de persistência for alocada e ativada,
este sistema não manterá seus dados e estados de execução após uma reinicialização sendo que,
somente será possível realizar este procedimento se um objeto de persistência for alocado. A
alocação do meta-objeto persistência pode acontecer da mesma forma que todos os outros, ou
seja, através das palavras reservadas durante o carregamento da aplicação ou através das funções
reservadas a qualquer momento da execução.
Uma vez realizados a alocação e ativação desta extensão (figura 4.8), o mGeren-
ciador reconhece através da sua posição na meta-lista, que este é um meta-objeto que sempre
requer o redirecionamento de todas as chamadas para si. Através destas chamadas será possível
identificar modificações nos objetos e executar o procedimento de persistência sobre eles. Como
pode ser observado na figura 4.8(a), por exemplo, durante a inicialização da aplicação foi carre-
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gada uma extensão que proverá a persistência local do meta-espaço, ou seja, todos os objetos e
meta-objetos serão gravados no dispositivo de armazenamento oferecido pelo equipamento onde
esta sendo executada a aplicação. Esta operação de persistência8 será totalmente transparente para
as aplicações e para os meta-objetos.
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Figura 4.8: Persistência local e remota através de uma extensão
A qualquer momento no período de execução da aplicação, como ilustrado na
figura 4.8(b), a extensão de persistência pode ser substituída. De acordo com as necessidades da
aplicação esta operação, por exemplo, poderia passar a ser realizada enviando-se os dados para
um servidor remoto. Neste exemplo, os objetos e meta-objetos deste meta-espaço seriam enviados
através de uma conexão de rede ou outro meio de transmissão, para um servidor de dados que
armazenaria estas informações. É de responsabilidade da extensão, realizar todo o processo, desde
a autenticação com o servidor que será utilizado, até a transferência dos dados e verificação da
consistência dos mesmos. Todos estes procedimentos não devem ser conhecidos pela aplicação,
mantendo a persistência de dados transparente.
Esta é uma das formas de se implementar um meta-objeto de persistência, porém
devido a grande flexibilidade do sistema nada impede que sejam desenvolvidas outras técnicas e
maneiras tanto de utilizar como de implementar esta função. Por exemplo, um meta-objeto de
8A implementação de tal serviço não é o objetivo deste trabalho, por isso, não será detalhada.
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persistência, que fique alocando na parte genérica da meta-lista e realize a persistência dos dados
apenas do objeto do nível base, ou ainda que armazene somente as informações que considerar
necessárias, em fim, as formas de implementações e funcionalidades oferecidas podem ser das
mais variadas.
4.1.8 Meta-objeto mTrace
A existência de uma função de rastreamento no sistema é de extrema importân-
cia durante o desenvolvimento de um projeto de software complexo, como por exemplo, o de um
sistema operacional. Através de uma função com esta, é possível localizar falhas no sistema mais
rapidamente e identificar pontos com problemas ou que possam ser melhorados. Em alguns siste-
mas existentes, as funções de rastreamento misturam-se ao código das aplicações ou dos compo-
nentes do sistema, poluindo e dificultando o entendimento do sistema. Podem existir casos em que
estas operações, mesmo quando não utilizadas, estejam presentes após a compilação, ocupando
espaço na memória e possivelmente degradando o desempenho do sistema.
Uma solução mais dinâmica, pode ser implementada utilizando-se a técnica de
programação orientada a aspectos[KIC 97]. Através desta técnica é possível separar as operações
não funcionais da aplicação em diferentes arquivos de código fonte(como por exemplo, as funções
de rastreamento), que serão “unidos” por um weaver através de indicações de join points e cut
points. Somente após esta união, o código será compilado, tornando o processo estático(em tempo
de compilação) sendo que em qualquer modificação realizada, todo o código do sistema precisará
ser recompilado, e reinicializado.
No modelo proposto, é possível habilitar, desabilitar e modificar a forma de ras-
treamento do sistema em tempo de execução. Uma vez que o meta-objeto mTrace esteja ativo
no sistema, este receberá todas as chamadas de funções acontecidas no seu meta-espaço, estando
de posse destas chamadas, ele poderá realizar as operações que considerar necessárias com elas.
Provendo assim, uma forma flexível de obter as informações sobre as ações do sistema.
Este meta-objeto, se alocado na parte fixa da meta-lista, deverá implementar a
interface apresentada na figura 4.5, a qual é composta de apenas um método, pois este meta-objeto
receberá todas as chamadas interceptadas. Devido à grande flexibilidade do modelo, é possível alo-
car um meta-objeto com estas características na parte genérica da meta-lista, porém desta forma,
este meta-objeto deverá passar pelas chamadas de verificação e implementar a interface apresen-
tada pela figura 4.6 com os dois métodos.
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4.1.9 Meta-objeto mCache
O conceito por trás de um meta-objeto mCache seria a possibilidade de manipu-
lação das políticas de alocação e utilização da memória cache do sistema, como isto não é possível
em relação a máquina virtual, a idéia empregada neste modelo foi de um meta-objeto que mantém
uma memória local, servindo de intermediário entre o armazenamento persistente em disco rígido
e a aplicação que esta fazendo uso destes dados.
Uma das implementações possíveis, no caso de aplicações multimídias, poderia
ser através de um buffer circular, onde os dados seriam lidos do disco rígido em uma periodicidade
constante em relação ao tempo e armazenados neste buffer, desta forma, quando a aplicação soli-
citar estas informações, elas já estarão na memória volátil(RAM), o que significa um menor tempo
de acesso em relação aos dispositivos de armazenamento persistente.
Este buffer circular precisaria manter um controle sobre os seus dados, para que
os dados mais antigos não sejam sobrepostos pelos novos, em um caso de utilização ideal, onde
a sincronização entre a aplicação e a extensão mCache fosse perfeita, não existiria a necessidade
deste controle, pois sempre teriam informações para serem lidas e lugares para serem armazenadas
novas informações.
Em operações deste tipo pode ser percebida a importância da flexibilidade do
sistema operacional, pois em uma aplicação, por exemplo, de acesso a algum banco de dados, onde
estas leituras são praticamente aleatórias, não adiantaria ter um meta-objeto mCache associado, e
ainda pior, este meta-objeto realizaria operações totalmente desnecessárias, podendo comprometer
o desempenho do sistema. Como citado anteriormente, em uma aplicação multimídia este meta-
objeto seria de grande valia, devido ao fato de que em sistemas de uso geral, não é possível prever
quais requisitos serão necessários, uma das melhores opções seria permitir a sua modificação deste
ambiente em tempo de execução, adaptando-se as necessidades específicas das aplicações.
Da mesma forma que as outras extensões, é preciso implementar uma interface
padrão9, para receber as chamadas de verificação e de execução dos seus métodos. A parte refe-
rente à leitura das informações do dispositivo de mpersistencia deve ser implementada utilizando-
se threads para permitir um preenchimento satisfatório do buffer, e as leituras destas são relativas
aos acessos da aplicação.
9A interface padrão foi apresentada na sessão4.1.4, figura 4.6.
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4.2 Resultados
Esta sessão apresenta os resultados obtidos da implementação do modelo pro-
posto e a sua simulação em uma máquina virtual. Todos os testes mencionados, foram realizados
no mesmo equipamento, um Pentium Centrino 1.6Ghz, com o sistema operacional Debian e o
kernel 2.6.14, executando a maquina virtual Java da Sun versão 1.5.0_06. A precisão dos tempos
obtidos foi em nanosegundos, sendo que estes foram convertidos para milisegundos com o objetivo
de facilitar a visualização.
4.2.1 Tempos da máquina virtual Java
Com o objetivo de prover uma base para comparação com os tempos obtidos na
simulação do modelo, foram realizados experimentos com o tempo de criação de objetos, acesso a
variáveis (locais e externas) e chamadas de métodos. O primeiro teste foi realizado para obter os
tempos referentes à criação de objetos. Inicialmente foi medido o tempo para a criação de objetos
pela forma tradicional, através da operação “obj = new Object()”, para comparação foi
utilizado o método reflexivo, através da operação “obj = Class.newInstance()”.
A média apresentada na tabela 4.2 em milisegundos foi calculada através de 100
interações do algoritmo sendo que em cada uma delas foram criados 500.000 objetos. O tempo
necessário para a criação de objetos de forma reflexiva é aproximadamente 2.3 vezes maior que o
tempo para a criação do mesmo objeto de forma convencional.
Criação direta Criação reflexiva
Tempo (ms) 86 198
Tabela 4.2: Média do tempo de criação de objetos na máquina virtual
O segundo experimento realizado foi em relação ao tempo de acesso as variáveis
de objetos. Na primeira etapa do teste foi medido o tempo de acesso e gravação de uma variável
local de um objeto, através da operação “var = var + 1”, na segunda etapa, foi lida e gravada
uma variável de um outro objeto (“obj.var = (obj.var) + 1”), e por último foi regis-
trado o tempo através da utilização de reflexão computacional, que envolve a utilização do método
getDeclaredField() para localizar a variável, o método getInt() para retornar o valor e
setInt() para modificá-lo.
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A tabela 4.3 apresenta a média dos tempos em milisegundos. Esta média foi cal-
culada através de 100 interações do algoritmo, onde cada interação realizou 5.000.000 operações
de leituras e escritas. Neste caso, é possível perceber uma grande diferença dos tempos em relação
as técnicas tradicionais, pois a forma reflexiva apresenta um tempo aproximadamente 296 vezes
maior.
Acesso local Acesso à outro objeto Acesso reflexivo
Tempo(ms) 42 49 14.523
Tabela 4.3: Média do tempo de acesso a variáveis na máquina virtual
O terceiro experimento foi conduzido para obter o tempo de chamada a méto-
dos de objetos externos. As chamadas utilizadas foram de dois tipos. Primeiramente foi uti-
lizado passagem de um parâmetro e recebimento de um retorno, através da operação “var =
obj.metodo(var)”. Posteriormente foi realizado o teste sem passagem de parâmetros e sem
retorno, através da operação “obj.metodo()”. Os mesmos procedimentos foram adotados para
as chamadas reflexivas, uma como passagem de parâmetro e retorno de valor, através da operação
“var = obj.invoke(var)” e outra sem a passagem de parâmetro e sem retorno de valor,
através da operação “obj.invoke()”.
Chamadas convencionais Chamadas reflexivas
Sem parâmetros e retorno 6 89
Com parâmetros e retorno 7 112
Tabela 4.4: Média do tempo de chamadas à métodos na máquina virtual
A tabela 4.4 apresenta o tempo médio de chamada em cada um dos casos cita-
dos. As médias foram obtidas através de um algoritmo com 100 interações, sendo que em cada
interação foram realizadas 500.000 chamadas ao mesmo método. As chamadas sem passagem de
parâmetros e sem retorno de valores apresentam-se aproximadamente 14.8 vezes mais lentas se
utilizada reflexão computacional, este valor aumenta se comparada as chamadas com passagem de
parâmetros e retorno de valores, passando para algo em torno de 16 vezes mais lentas.
O gráfico apresentado na figura 4.9 resume os tempos de criação de objetos,
acesso a variáveis e chamadas de métodos. Para criação de objetos, a reflexão computacional
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mostrou o melhor desempenho dos testes, com aproximadamente 2.3 vezes mais lenta. Para a
chamada de métodos, a sobrecarga adicionada foi maior, em torno de 16 vezes, devido às inúmeras
operações que precisam ser realizadas dinamicamente, porém o pior resultado foi no acesso e
modificação de variáveis, aonde o atraso chegou a ser de 296 vezes, demonstrando que este é um
recurso que deve ser evitado ou sua implementação otimizada.
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Figura 4.9: Tempos de criação de objetos, acesso a variáveis e chamadas à métodos
Através da análise dos valores apresentados e demonstrados graficamente na fi-
gura 4.9, é possível visualizar a carga adicional introduzida pela reflexão computacional. Porém
cabe lembrar, que esta é uma função oferecida pela máquina virtual Java, que executa sobre um
sistema operacional, estando sujeita as políticas implementadas por ele e as suas limitações, sendo
assim, estes valores podem apresentar diferentes resultados dependo da arquitetura e do sistema
hospedeiro. Deve-se ainda ressaltar o fato de que a máquina virtual Java está em constante apri-
moramento, não sendo correto, considerar estes números como definitivos.
4.2.2 Tempos de carga de extensões
O tempo de carga de uma determinada extensão no sistema está relacionada a
algumas operações descritas na sessão 4.1.3. Estas operações são responsáveis pela preparação do
sistema para que este possa oferecer os serviços básicos descritos neste modelo.
As medições, aqui apresentadas são referentes a dois conjuntos de testes. Pri-
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meiramente foi avaliado o tempo de carga das extensões durante a inicialização da aplicação e
posteriormente o tempo de carga dinâmica, ou seja, com o sistema e a aplicação em execução. Em
ambos os casos foram realizadas medições em relação a carga das extensões alocadas na parte fixa
e na parte genérica da meta-lista.
Tempo de carga durante a inicialização
Durante a inicialização do sistema, as extensões podem ser carregadas através
do uso de meta-informações, que são passadas pela aplicação no momento da sua inicialização.
Existem dois locais onde estas extensões podem ser alocadas, na parte fixa da meta-lista ou na parte
genérica. A parte genérica da meta-lista, abriga quaisquer tipos de extensões e não tem tamanho
pré-definido, já a parte fixa, tem apenas 4 posições que podem ser ocupadas, sendo que estas estão
reservadas para serviços básicos.
Número de Extensões Tempo total Tempo médio por extensão
0 18.10 —
1 19.98 19.98
2 20.70 10.35
3 20.66 6.89
4 22.24 5.56
5 22.41 4.48
6 22.63 3.77
7 22.88 3.27
8 23.40 2.92
9 23.68 2.63
10 23.94 2.39
Tabela 4.5: Média do tempo de carga de extensões na parte genérica da meta-lista durante a inicialização
A tabela 4.5 apresenta os tempos de inicialização de uma aplicação que soli-
cita a carga de extensões na parte genérica da meta-lista. Quando nenhuma extensão é carregada,
pode ser visualizado o tempo de inicialização do sistema com as características do modelo pro-
posto. Esta inicialização apresenta uma considerável onerosidade em relação ao tempo, sendo que
o número de extensões que são alocadas na parte genérica da meta-lista não promovem grande
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aumento. A terceira coluna desta tabela contém a média do tempo de carga por extensão, ou seja, a
estratégia que pode ser tomada para esconder a latência da carga, é alocar o máximo de extensões
possíveis durante a inicialização da aplicação, ou deixar para realizar esta alocações dinamica-
mente.
A carga de extensões na parte fixa da meta-lista, assemelha-se bastante, em rela-
ção ao tempo necessário ao carregamento de extensões da parte genérica. A tabela 4.6 apresenta os
resultados. Podemos perceber a mesma desvantagem em relação a sobrecarga inicial do sistema,
com os procedimentos de criação do proxy de objetos, carga das interfaces, entre outras operações
apresentadas na sessão 4.1.3, sendo que as extensões subseqüentes não acrescentam muito tempo.
Através da média do tempo de carga por extensão apresentada na terceira coluna, pode-se tomar
as mesmas medidas mencionadas para a carga de extensões na parte genérica da meta-lista com o
objetivo de esconder a latência.
Número de extensões Tempo total Tempo médio por extensão
0 18.11 —
1 19.85 19.85
2 20.30 10.15
3 20.51 6.84
4 21.19 5.30
Tabela 4.6: Média do tempo de carga de extensões na parte fixa da meta-lista durante a inicialização
As médias apresentadas nas tabelas 4.5 e 4.6 foram obtidas através de um algo-
ritmo que executou cada uma das operação 10.000 vezes. A figura 4.10 apresenta o gráfico do
comportamento do tempo médio para cargas de extensões no sistema na parte genérica da meta-
lista durante a inicialização da aplicação. No eixo “Y” está representado o tempo médio de carga
por extensão( tabela 4.5 coluna 3), e no eixo “X” estão representados os números de extensões no
sistema. Como mencionado anteriormente, é possível esconder parte da latência desta operação
através do carregamento de múltiplas extensões ao mesmo tempo.
Tempo de carga com o sistema em execução
Após o processo de inicialização das funções básicas do sistema e a carga da
aplicação, é possível, de forma dinâmica, solicitar o carregamento de extensões com serviços que
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Figura 4.10: Média do tempo de carga por extensão durante a inicialização
complementem as suas funcionalidades. Esta operação é realizada através de um método reservado
(este processo é descrito na sessão 4.1.1) que pode ser chamado a qualquer momento durante a
execução da aplicação.
A tabela 4.7 apresenta os tempos médios para carga de extensões em tempo
de execução, tanto na parte fixa como na parte genérica da meta-lista. Esta média foi calcula
executando-se 10.000 cargas de cada um dos tipos descritos, sendo que a diferença dos tempos é
praticamente irrisória, podemos considerar que ambos têm o mesmo impacto sobre o sistema.
Parte fixa da meta-lista Parte genérica da meta-lista
Tempo(ms) 0.4412 0.4414
Tabela 4.7: Média do tempo de carga de extensões dinamicamente
A opção de carga dinâmica (em tempo de execução) de extensões que comple-
mentam as funcionalidades do sistema mostrou-se a melhor opção para adaptar o ambiente de
execução as necessidades específicas das aplicações. A sobrecarga adicionada ao sistema é menor
do que a gerada se as extensões fossem carregadas em tempo de inicialização da aplicação. Outro
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fato constatado é que o tempo médio para substituir uma extensão que está em execução por outra,
é exatamente o mesmo tempo de carga de uma nova extensão.
4.2.3 Tempos de chamadas às extensões
O tempo de chamada às extensões, de acordo com o modelo proposto, é relativo
à implementação específica de cada uma delas. Todas as extensões destinadas a serem alocadas na
parte genérica da meta-lista, devem implementar duas funções básicas. Através de uma destas fun-
ções a extensão verificará se tem alguma correlação com o método que esta prestes a ser executado,
desta forma, dependendo das operações que esta realizar, levará mais ou menos tempo. O objetivo
da outra função é servir como um método de entrada, possibilitando a passagem da permissão de
execução para a extensão.
Por outro lado, as extensões que ficam alocadas na parte fixa da meta-lista pre-
cisam implementar somente uma função. O meta-objeto mGerenciador conhece as caracte-
rísticas destas extensões, então a única função que estas necessitam implementar é a que passa o
controle da execução para a extensão, possibilitando que esta realize as operações que esta progra-
mada para executar. A tabela 4.8 apresenta os resultados obtidos.
Extensões parte fixa Extensões parte genérica
Tempo(ms) 0.211 0.259
Tabela 4.8: Média do tempo de chamadas as extensões
As médias apresentadas na tabela 4.8 foram obtidas através da execução de
10.000 chamadas as extensões em cada um dos casos. Apesar da pequena diferença de tempo,
esta se manteve praticamente constante, representando as operações a mais, que uma extensão
alocada na parte genérica da meta-lista, precisa realizar para estar apta a receber o controle de exe-
cução do sistema e poder realizar suas operações. Neste caso específico, a operação realizada pela
extensão para identificar se um método executado por um objeto no nível base, poderia requerer
os seus serviços foi realizada através da comparação do nome de um método pré-definido com o
que está executando.
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4.2.4 Aplicação de exemplo
O exemplo implementado para demonstrar a extensibilidade do sistema foi o
problema clássico do Produtor Consumidor. A aplicação foi implementada com um buffer de uma
posição e sem nenhum controle sobre a produção ou consumo dos elementos, ou seja, podem ser
produzidos mais elementos que o tamanho do buffer. Caso isto aconteça, a aplicação sobrescreve
o seu conteúdo. Também podem ser consumidos elementos que ainda não formam produzidos,
neste caso é retornando um valor qualquer.
A adaptabilidade do sistema foi testada através de extensões projetadas para este
caso. Uma das extensões implementadas foi o rastreamento do sistema, a única responsabilidade
desta extensão é gravar os métodos que estão sendo executados em um arquivo. Esta opção pode
ser habilitada e desabilitada em tempo de execução, igualmente a todas as outras extensões do
sistema. Outra extensão desenvolvida foi a de persistência. Neste caso específico a persistência
foi voltada para apenas a variável buffer, ou seja, a sua função é armazenar o valor atual desta
variável. A terceira extensão que foi implementada, é responsável pela sincronização do buffer,
ou seja, somente será permitido produzir quando tiver espaço para o armazenamento e consumir
quando tiver algum dado disponível.
Todas as chamadas a métodos originadas no nível base, são interceptadas pelo
mGerenciador e analisadas. Neste caso específico, quando é identificada uma chamada de ma-
nipulação do buffer, o meta-objeto mGerenciador consultará a extensões alocadas no sistema
verificando se alguma delas possui operações a serem realizadas. Uma das extensões alocadas pode
ser a de sincronização, que tem sua função representada na figura 4.11. Esta figura não apresenta o
código real, mas uma idéia geral das operações que devem ser realizadas, onde antes da execução
do método original, o controle do sistema é passado ao meta-nível, onde é verificado o tamanho do
buffer, e somente será permitida a adição no momento em que tiver espaço disponível. Uma vez
permitida a adição de elementos, é invocado o método original no nível base, através da chamada
metodo.invoke(obj, argumentos). Após a execução do método se este não resultar em
nenhuma exceção, o número de elementos no buffer é incrementado e liberado o acesso a outras
chamadas que podem estar sendo feitas, para finalizar, o controle do sistema é devolvido ao nível
base.
Da mesma forma que Produtor, as chamadas do Consumidor também são inter-
ceptadas ao tentar acessar o buffer. Através da passagem do controle ao meta-nível, é verificado
se existem elementos que podem ser retirados do buffer, quanto tiver, é invocado o método de reti-
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public class Produtor{
// ...
public void produzir {
// ...
// ...
}}
try{
} finally {
}
// ...
topo++;
notify();
Meta−nível
Nível base
Buffer.addItem(2);
metodo.invoke(obj,  argumentos);
while( topo > 0) wait();
Figura 4.11: Exemplo do problema do Produtor Consumidor com a sincronização sendo feita no meta-nível
do sistema.
rada no nível base, e atualizada as informações no meta-nível, para finalmente repassar o controle
novamente ao nível base.
Com o objetivo de comparar o desempenho do sistema, foram realizados alguns
testes, que tem seus valores apresentados na tabela 4.9. Basicamente o sistema foi testado em cinco
etapas. Na primeira, somente a aplicação foi executada, sem nenhuma extensão, com o objetivo de
prover um tempo base. Os valores apresentados não podem ser considerados como absolutos, pois
o fluxo de execução do Produtor e do Consumidor, estão programados para interromper momenta-
neamente seu funcionamento por um período de 0 a 2 milisegundos a cada ação executada10.
Somente Aplicação + Aplicação + Aplicação + Todas as
Aplicação Sincronização Persistência Rastreamento Extensões
Tempo (ms) 63.39 85.40 81.36 82.20 117.24
Aumento (%) — + 36.29% + 29.92% + 31.25% + 86.52%
Tabela 4.9: Médias obtidas da aplicação exemplo simulada na máquina virtual
Na segunda, terceira e quarta etapa dos testes, o sistema foi executado com ape-
nas uma extensão sendo alocada e utilizada, que foram respectivamente, a sincronização em se-
guida a persistência e por último o rastreamento. Na quinta etapa, foram alocadas todas as ex-
10Este tempo é resultado da utilização da função de geração de números aleatórios.
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tensões ao mesmo tempo, produzindo o teste final. Os valores apresentados na tabela 4.9 são
referentes a média de 10.000 testes para cada caso. Na última linha são apresentadas as diferenças
de tempos. Em cada teste o Produtor foi programado para produzir 10 valores e o Consumidor foi
programado para parar de consumir ao encontrar o último valor gerado pelo Produtor, quando a
extensão de sincronização estava ativa, ele consumia 10 vezes, porém quando esta não estava ativa
o número era incerto, mas nunca passou de 20 vezes, e também não menos de 4 vezes.
4.2.5 Conclusões sobre a implementação
Através da simulação, foi possível identificar que a melhor forma de alocar uma
única extensão é em tempo de execução. O procedimento de carga durante a inicialização, de-
manda um pouco a mais de tempo para carregar poucas extensões, porém com uma maior quan-
tidade mostrou uma melhor performance. A passagem de meta-informações através de variáveis
reservadas pode ser útil no caso do desenvolvimento de um programa que realize uma verifica-
ção estática das necessidades da aplicação, podendo assim, adicionar o resultado ao código fonte,
permitindo a adaptação do sistema a ela.
Outro resultado obtido durante a simulação do modelo, mostrou que as extensões
da parte fixa da meta-lista tem um tempo de chamada menor, o que pode ser caracterizado pelo fato
delas implementarem somente uma função, a que executa as operações, não havendo a necessidade
de verificar a finalidade da extensão. Dependendo da implementação da função de reconhecimento
pelas extensões da parte genérica da meta-lista pode-se obter um melhor desempenho também.
A linguagem de programação Java oferece uma vasta coleção de recursos para
a utilização da reflexão computacional, seja ela estrutural ou comportamental, porém, não oferece
um protocolo de comunicação de meta-objetos. Optou-se pela não utilização de um protocolo
externo, para manter a compatibilidade do sistema com outras implementações, então, a forma
encontrada para superar esta deficiência foi através da implementação de um proxy de objetos
global, ou seja, o próprio meta-objeto mGerenciador que é o único meta-objeto compartilhado
por todos os meta-espaços. Para o funcionamento apropriado, no momento da alocação dos objetos
no nível base, eles devem ser ligados com o mGerenciador que terá como uma de suas funções
a interceptação e analise das chamadas de métodos destes objetos.
Na aplicação de exemplo implementada e testada, ficou caracterizada a adap-
tabilidade do sistema como um todo. Apesar de poucas extensões, foi possível complementar
e tornar o ambiente de execução mais apropriado para o objetivo em questão, como por exem-
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plo, adicionando um meta-objeto de persistência extremamente específico para um caso de uso e
mesmo assim, mantendo-o de forma transparente a aplicação. O mesmo resultado foi obtido com
as demais extensões utilizadas. As médias de tempo encontradas servem para demonstrar que é
possível atingir a extensibilidade do sistema, provendo recursos extras sem adicionar uma grande
sobrecarga excessiva aos tempos de execução.
Capítulo 5
Conclusões
O modelo de um núcleo extensível apresentado neste trabalho oferece a possi-
bilidade da modificação do ambiente de execução, deixando-o com as características específicas
de cada aplicação, provendo somente os requisitos solicitados. Isto foi possível, pois o ambiente
é dividido em meta-espaços, onde cada aplicação instanciada é anexada a um meta-espaço pró-
prio, que oferece os recursos necessários, desta forma as aplicações enxergam somente os serviços
disponíveis no seu meta-espaço e executam como se estivessem sozinhas no sistema. A especia-
lização dos meta-espaços pode ser alcançada através da utilização de meta-informações que são
passadas pela aplicação durante a sua inicialização ou em tempo de execução.
A passagem de meta-informações durante a inicialização da aplicação ocorre
através de variáveis reservadas, que apresentam características estáticas, já a passagem em tempo
de execução é realizada dinamicamente através de métodos reservados. Estas duas formas mostraram-
se eficientes em relação ao tempo gasto pela operação, sendo que ainda permitem que a aplicação
escolha o momento mais adequado para solicitar modificações no sistema.
As extensões do sistema devem implementar características não funcionais das
aplicações, como por exemplo, segurança e rastreamento, ou ainda, serviços do sistema operacio-
nal, como persistência, escalonamento, entre outros. Existem dois tipos possíveis de extensões, as
pré-definidas, que ficam armazenadas na parte fixa da meta-lista e as gerais, que ficam alocadas na
parte genérica da meta-lista. As extensões pré-definidas devem implementar apenas uma função
básica, que é através da qual é passado o controle de execução do sistema para ela. As extensões
genéricas, devem implementar duas funções básicas, além da que passa o controle da execução,
deve ser implementada também uma que realiza a verificação de quais chamadas interceptadas
no sistema são referentes aos serviços oferecidas por ela, pois é de responsabilidade da extensão
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identificar quando ela é necessária.
No modelo proposto, de acordo com a taxonomia adotada e descrita na ses-
são 3.2, é apresentada uma extensibilidade procedural, pois as operações implementadas pelas
extensões dizem respeito a métodos, ou seja, podem ser executadas operações antes ou depois
de um método, e ainda, o método original pode ser impedido de executar, ou trocado por outro.
No momento da alocação a granularidade pode ser considerada como modular, pois não é possí-
vel a carga de somente um método, necessitando que a classe inteira da extensão seja alocada e
instanciada, mesmo que esta não seja utilizada por completo.
A utilização conjunta dos paradigmas de orientação a objetos e reflexão com-
putacional amparadas pelos conceitos da técnica de separação de interesses, revelou-se uma boa
estratégia. O resultado final foi um modelo de um núcleo com a forma de identificação, proteção,
atomicidade e sincronização da orientação a objetos, a separação das características não funcionais
das aplicações que foram distribuídas na forma de extensões, seguindo os conceitos da separação
de interesses, e o acesso às informações do sistema, bem como a sua modificação tanto estrutural
como comportamental que foi provida pela reflexão computacional.
Como trabalhos futuros, é possível ressaltar a necessidade da inclusão do modelo
proposto em algum dos sistemas operacionais baseados em Java existentes, com o objetivo de obter
resultados que expressem maior proximidade com um ambiente real em execução. Alguns meta-
objetos como o mEscalonador, mPersistência, mCarregador, entre outros, podem se
tornar objetos de estudo, sendo aprimorados ou implementados com características diferentes das
apresentadas neste trabalho.
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