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摘 　要 : J IT管理方式是实施 CIMS工程中的一种重要的生产管理方式 ,以消除制造过程中的一切浪费为宗旨 ,
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Abstract : J IT is an important way for a CIMS project. Aiming to eliminate all wastes in the process of manufacture , it is effec2
tive to eliminate and reduce all kinds of wastes in production management , and cut down the cost of products , thus bringing the manu2
facturer to great benefits. So J IT has been widely used during the pastyears. In J IT mode of production , it is a difficult problem on
how to design the optimal sequence. In this paper , Blended genetic algorithms (BGA) combining the proximal solution with genetic
algorithms ( GA) is used to solve the problem. The simulations show that the BGA is effective.
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1 　引 　言

































qi 。又设生产量 Q 所需要的零件 aj ( j = 1 ,2 , ⋯, M) 的数
量为 nj ,那么单位产品中 aj 的平均需求量mj 为mj = nj/ Q。因
此 ,生产 k 个产品需要 aj 的平均数为 k ·mj 。在顺序计划中 ,
将 k ·mj 称为零件 aj 的 k 个目标值。假设按照既定的投产顺
序 ,生产前面 k 个产品所需零件 aj 的数量为 xjk ,则 xjk 为零件
aj 的第 k 个实际值。在投产顺序计划中 ,要使 aj 的出现率为
恒值 ,就应该使 aj 的实际值和目标值尽可能接近。
设 Gk , Xk 分别为零件 aj 的第 k 个目标点和实际点 ,且
Gk = ( km1 , km2 , ⋯, kmM)
Xk = ( x1 k , x2 k , ⋯, xMk)
(1)
式中 　Gk ———第 j 个分量为 aj 的第 k 个目标值 ; Xk ———第 j
个分量为 aj 的第 k 个实际值。为了使所有零件的出现几率保




( kmj - xjk)
2 →0 　( k = 1 ,2 , ⋯, Q) (2)
若定义某个投产入顺序计划 Ol 的第 k 个实际点 Xlk 为
Xlk = ( x
l
1 k , x
l
2 k , ⋯, x
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目标追迹法[2 ]的基本思想是 :在确定第 k 个投入产品时 ,以
已经决定好第1到 k - 1个产品为前提 ,只是使第 k个实际点
的距离最小。同理可以确定第 k + 1 , k + 2 , ⋯, Q 个投入产
品。设装配产品 Ai ( i = 1 ,2 , ⋯, N) 时所需零件 aj ( j = 1 ,2 ,
⋯, M) 的数量为 bij , 算法描述如下。
BEGIN
k = 1 , Xj0 = 0 ( j = 1 ,2 , ⋯, M) , S1 = {1 ,2 , ⋯, N} ;











( kmj - Xj , k - 1 - bij)
2 ,则 D 3ki
对应的产品 A 3i 作为第 k 个投入产品即 order ( k) = A 3i ;
if (产品 Ai 全部排好了顺序 ) 　Sk +1 = Sk - { i
3 } ;
else 　Sk +1 = Sk ;
if ( Sk +1 = Φ(空集合) ) goto END;









有算法和遗传算法[4 ] ;本文依据投产顺序计划问题的特点 ,
结合 2. 2 节给出的近似解法 (原有算法) ,使用自调整参数[6 ]
的混合遗传算法对其求解。
3. 1 　遗传算法编码
依据第 2. 1 节的数学模型 ,用产品 Ai 的下标 i 代表某投
产顺序中的某个位置生产产品 Ai ,则一种可能的投产顺序的
遗传算法的编码为一个长度为 Q 的数组 ,其元素中 i = 1 ,2 ,
⋯, N 的个数分别为 qi ( qi 个 i 是在数组中任意排列的) 。例
如 ,假设要生产 5 种产品 ,需要 5 种零件 ( N = M = 5) , qi 数
组为 [1 ,2 ,3 ,4 ,5 ] , 则一种可能的编码为 :1 ,4 ,5 ,2 ,5 ,3 ,4 ,5 ,
3 ,4 ,5 ,2 ,4 ,5 ,3 。
3. 2 　目标函数 u 和适应值函数 f
问题的目标是要求得某个顺序 Olg ( g 表示当前代数 , l
为第 g 代的第 l 个投产顺序) 以使得该投产顺序的误差指标
Dlg ( g 和 l 意义同上) 最小 ,所以定义第 g 代群体中第 l 个体






g < 0. 85maxDg
0 Dlg ≥0. 85maxDg
式中 　maxDg 和D
l
g ———第 g代所有群体 (投产顺序) 的最大
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g ———第 g 代群体中的平均目标函数
值 ,最小目标函数值 ,最大目标函数值和个体 l 的目标函数值。
3. 3 　遗传算子
选择 (selection)算子 　采用堵盘选择和最优选择相结合
的策略。首先在每个父代群体 (假设为第 g 代) pool [ p] ( p :1
- > P , P 表示群体规模) 中依据堵盘选择选出用来交叉的
个体 ,之后进行交叉并把新产生的群体保存在缓冲数组
new - pool [ p ] 中 ,同时保留第 g 代中的最优个体于 new - pool
[0 ]中 ,再依据适应值决定 new - pool [ p] 是否替换 pool [ p] ,
如果 new - pool [ p ] 的适应值高于 pool [ p] 则替换 ,否则模仿
模拟退火算法 (SA) [5 ]中的 Metropolis 接受准则 ,在淘汰某个
投产顺序时以 015 的概率保留。
杂交 (crossover)算子 　采用基于次序的杂交算子。这种




产顺序 ,而后随机地产生一个长度为 Q 的二进制串 ,串中为
1 的位置组合就是所选取的交叉位置。就 3. 1 节中的例子来
看 ,假设随机选择的两个父代 (投产顺序)分别为
父代 1 　5 ,1 ,3 ,5 ,5 ,3 ,4 ,2 ,5 ,5 ,3 ,2 ,4 ,4 ,4
父代 2 　5 ,1 ,5 ,2 ,5 ,5 ,3 ,3 ,2 ,4 ,3 ,4 ,4 ,4 ,5
随机产生的一个二进制串为 :111100000100100 ,则作用该算
子之后的结果分别为
子代串 1 　5 ,1 ,3 ,5 ,2 ,5 ,3 ,2 ,3 ,5 ,4 ,4 ,4 ,4 ,5





同为止 ,而后交换它们的内容。还是以 311 节中的例子来
看 ,假设
要变异的个体为 :1 ,4 ,5 ,2 ,5 ,3 ,4 ,5 ,3 ,4 ,5 ,2 ,4 ,5 ,3
随机产生的位置为 :3 ,6
则变异之后的个体为 :1 ,4 ,3 ,2 ,5 ,5 ,4 ,5 ,3 ,4 ,5 ,2 ,4 ,5 ,3。
3. 4 　控制参数
取群体的规模为 40 (即 P = 40) ,至于交叉概率 Pc 和变
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式中 　0 < k1 , k2 , k3 , k4 ≤1. 0 ———常数 ; fmaxg , f avgg , f lg ———第
g 代群体的最大适应值、平均适应值和个体 l 的适应值。
4 　仿真及结论
假设产品数目 M和零件数目N 同 3. 1节中的 ,即 M = N
= 5 , 产品零件消耗关系矩阵为
b =
2 2 4 2 2
2 2 8 2 2
1 3 4 2 3
4 2 3 5 6
6 4 2 1 2
遗传控制参数 k1 = 0. 85 , k2 = 0. 05 , k3 = 0. 9 , k4 = 0. 15 。
(1) 　取产量数组 q 为 : [ 1 ,2 ,3 ,4 ,5 ] ,则仿真数据图形
结果如表 1 所示。
　　(2) 如果取产量数组 q 为 : [ 20 ,80 ,50 ,50 ,20 ] ,则仿真数
据和图形结果如表 2 所示。
　　表 1 的结果是在 P Ⅱ500 处理机上的计算结果 ,而表 2
是在 P Ⅲ800 处理机上的计算结果。从表 1、图 1 和图 2 可以
看出 ,使用遗传算法或是混合遗传算法的求解结果都优于近
似解法所得到的结果。就第 4 节中 (1) 点而言 ,使用遗传算
法或是混合遗传算法在迭代了 500 次左右就取得了优于近
似解法的结果。然而 ,近似解法的运行时间很少 ! 从图 3
和图4可以看出 ,使用遗传算法在进化初期进展很快 ,但是迭
表 1 　仿真数据图形结果 1
算法 代数 时间(s) 结果误差 图形 最佳结果
原有算法 — 0. 02 37. 075 6 —
1 ,4 ,5 ,3 ,5 ,2 ,4 ,5 ,
3 ,4 ,5 ,2 ,4 ,5 ,3
遗传算法 1 000 196 35. 314 007 4. 1 3 ,5 ,4 ,2 ,5 ,4 ,1 ,5 ,
3 ,4 ,5 ,2 ,4 ,5 ,3
混合遗传算法 1 000 183 35. 314 007 4. 2 3 ,5 ,4 ,2 ,5 ,4 ,3 ,5 ,
1 ,4 ,5 ,2 ,4 ,5 ,3
表 2 　仿真数据图形结果 2
算法 代数 时间(s) 结果误差 图形 最佳结果
原有算法 — 0. 32 703. 634 827 —
遗传算法 8 000 745. 00 782. 080 627 4. 3
混合遗传算法 8 000 1 304 691. 489 319 4. 4
参看表 3
表 3 　仿真数据图形结果 2 最佳结果表
近似解法
1 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,5 ,2 ,4 ,2 ,
3 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,5 ,2 ,4 ,2
遗传算法
1 ,2 ,4 ,3 ,1 ,3 ,2 ,2 ,4 ,3 ,2 ,5 ,4 ,4 ,2 ,3 ,2 ,5 ,2 ,3 ,4 ,2 ,
2 ,4 ,2 ,5 ,3 ,2 ,4 ,3 ,3 ,2 ,4 ,3 ,1 ,2 ,5 ,2 ,2 ,4 ,3 ,2 ,4 ,3 ,
1 ,2 ,3 ,5 ,4 ,2 ,2 ,3 ,4 ,1 ,1 ,2 ,4 ,4 ,2 ,1 ,2 ,3 ,2 ,3 ,4 ,2 ,
5 ,3 ,4 ,2 ,2 ,4 ,3 ,3 ,2 ,5 ,2 ,2 ,1 ,4 ,3 ,4 ,2 ,5 ,2 ,2 ,3 ,4 ,
2 ,3 ,4 ,4 ,1 ,3 ,2 ,2 ,4 ,1 ,2 ,3 ,2 ,2 ,1 ,4 ,5 ,3 ,2 ,5 ,4 ,2 ,
3 ,4 ,2 ,5 ,3 ,2 ,2 ,2 ,3 ,4 ,3 ,2 ,3 ,4 ,3 ,2 ,4 ,5 ,2 ,2 ,4 ,1 ,
1 ,2 ,4 ,3 ,4 ,5 ,2 ,3 ,2 ,2 ,3 ,4 ,3 ,2 ,2 ,5 ,2 ,4 ,2 ,1 ,4 ,3 ,
1 ,3 ,2 ,4 ,4 ,2 ,5 ,2 ,2 ,4 ,3 ,2 ,1 ,4 ,2 ,3 ,3 ,5 ,2 ,4 ,2 ,3 ,
2 ,4 ,2 ,5 ,3 ,3 ,2 ,4 ,2 ,4 ,1 ,3 ,2 ,3 ,5 ,4 ,2 ,3 ,2 ,1 ,5 ,4 ,
2 ,2 ,2 ,3 ,4 ,1 ,2 ,3 ,4 ,3 ,2 ,4 ,3 ,2 ,5 ,2 ,3 ,4 ,2 ,4 ,2 ,1
混合遗传算法
1 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,1 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,1 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,2 ,3 ,4 ,2 ,5 ,1 ,2 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,5 ,2 ,4 ,2 ,
3 ,3 ,2 ,4 ,2 ,5 ,4 ,2 ,3 ,2 ,3 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,3 ,2 ,4 ,2 ,5 ,2 ,1 ,4 ,2 ,3 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,5 ,2 ,4 ,2 ,3 ,3 ,2 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,3 ,2 ,4 ,5 ,
2 ,3 ,2 ,4 ,5 ,2 ,4 ,2 ,3 ,3 ,2 ,4 ,2 ,3 ,5 ,4 ,2 ,3 ,1 ,2 ,4 ,1 ,
2 ,3 ,2 ,4 ,2 ,3 ,4 ,2 ,5 ,3 ,2 ,4 ,2 ,1 ,1 ,4 ,2 ,3 ,5 ,2 ,4 ,2
(下转第 93 页)
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3 　结 　论
本文讨论一类 Flow shop 的变异问题。在这类变异问题





似的延迟量函数 ,将文献[2 ]中的某些结论推广到 m ≥3 的
情况。同时指出 F2 | Cj ≤D | Imax 的某些性质在 m ≥3时不
再成立。
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代了 8 000 次的结果不如混合遗传算法的结果。使用混合遗
传算法把近似解法产生的个体 (投产顺序) 作为初始群体的
一个 (程序中存放在 pool[0 ]中) ,虽然能够在群体的交叉过程
中引入好的因素 ,而且能够保证具有最优选择的混合遗传算
法得到的解至少不会比原有算法的差 ,但是在迭代过程中收
敛不快 (图 4 中由于初始群体中随机产生的个体的误差很大
(远大于近似解法) ,而使得曲线很平) 。不过 ,由于遗传算法
的全局收敛性 ,随着迭代次数的增加 ,求得更好的个体 (投产
顺序)乃至于最优的个体是显而易见的。
初始最大误差 :152. 001 770 　　　　　初始最大误差 :150. 005 176 　　　　　初始最大误差 :20 054. 980 469 　　　　初始最大误差 :21 136. 279 897
初始最小误差 :52. 475 521 初始最小误差 :43. 201 100 初始最小误差 :9 573. 557 617 初始最小误差 :703. 634 827
最终群体误差 :25. 314 007 最终群体误差 :35. 314 007 最终群体误差 :708. 006 87 近似解误差 :703. 634 827
迭代次数 :1 000 迭代次数 :1 000 迭代次数 :8 000 最终群体误差 :691. 409 319
除 :100 除 :100 除 :800 迭代次数 :8 000
除 :800
图 1 　遗传算法计算 1 000 次　　图 2 　混合遗传算法计算　　　图 3 　遗传算法计算 8 000 次　　图 4 　混合遗传算法计算
的结果图形 1 000 次的结果图形 的结果图形 8 000 次的结果图形
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