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Abstract
A new concept of g-partially relaxed strong monotonicity of mappings is introduced. By applying the auxil-
iary variational inequality technique, some new predictor–corrector iterative algorithms for solving generalized
nonlinear mixed variational inequalities are suggested and analyzed. The convergence of the algorithms only
need the continuity and the g-partially relaxed strongly monotonicity of mappings. These algorithms and
convergence result are new, and generalize some known results in literature.
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1. Introduction
One of the most interesting and important problems in the variational inequality theory is the de-
velopment of an e:cient iterative algorithm to compute approximate solutions, and the convergence
analysis of the algorithm. One of the most e;ective numerical technique is the project method and its
variant forms. It is well known that the convergence analysis of the projection method requires that
the underlying operator must strongly monotone and Lipschitz continuous. These strict conditions
rule out many applications of the projection methods. We observe that the project method cannot be
applied for the generalized mixed variational inequalities. The fact motivated many authors to de-
velop the auxiliary principle technique to study the existence and iterative algorithm of solutions for
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various (generalized) nonlinear mixed variational inequalities, e.g. see, Glowinski et al. [7], Harker
and Pang [8], Noor [10,11], Ding and Tarafdar [3,4], and Ding [5,6].
Recently, Noor [12–15] introduced a new class of predictor–corrector iterative algorithms for solv-
ing general mixed variational inequalities and generalized mixed variational inequalities By applying
the auxiliary principle technique, he tried to prove the convergence of iterative sequence generated
by the predictor–corrector algorithm. We observe that there are some shortcomings in the proof of
Lemma 3.1 and Theorem 3.1 in [12–15]. Hence, it is still an open problem how to use the predic-
tor–corrector type iterative algorithms to solving generalized nonlinear mixed variational inequality
problems.
In this paper, we introduce a concept of g-partially relaxed strong monotonicity for mappings. By
applying the concept and auxiliary variational inequality technique, we suggest some new predictor–
corrector iterative schemes for solving a class of generalized nonlinear mixed variational inequalities.
The convergence of the iterative sequence generated by the suggested iterative algorithm is proved.
The convergence analysis of the predictor–corrector algorithm only requires that the underlying map-
pings are continuous and g-partially relaxed strongly monotone. These algorithms and convergence
result are new, and improve and generalize the corresponding results in [12–15].
2. Preliminaries
Let H be a real Hilbert space with norm ‖·‖ and inner product 〈·; ·〉. Let C(H) be the families of all
nonempty compact subsets of H . Let T; A :H → C(H) be set-valued mappings. Let N :H ×H → H
and g :H → H be single-valued mappings, and ’ :H → (−∞;+∞] be a real function.
We consider the generalized nonlinear mixed variational inequality problem GNMVIP: Jnd x∈H ,
u∈T (x) and v∈A(x) such that
〈N (u; v); g(y)− g(x))〉+ ’(g(y))− ’(g(x))¿ 0; ∀ g(y)∈H: (2.1)
If ’ is a proper convex lower semicontinuous function, then the GNMVIP (2.1) is equivalent to
the following generalized variational inclusion problem: Jnd x∈H , u∈T (x) and v∈A(x) such that
0∈N (u; v) + @’(g(x)); (2.2)
where @’ is the subdi;erential of ’ which is a maximal monotone mapping.
If T ≡ A, then the GNMVIP (2.1) reduces to the following multivalued general mixed variational
inequality problem: Jnd x∈H , u∈T (x) such that
〈N (u; u); g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0; ∀g(y)∈H: (2.3)
The problem (2.3) was introduced by Noor [14] which includes many (generalized) mixed variational
inequality problems as special cases, see [12,13,15] and the references therein.
If g is the identity mapping, then the GNMVIP (2.1) reduces to the following generalized mixed
variational inequality problem: Jnd x∈H , u∈T (x) and v∈A(x) such that
〈N (u; v); y − x〉+ ’(y)− ’(x)¿ 0; ∀y∈H: (2.4)
If N (u; v) = u − v for all u; v∈H , the GNMVIP (2.1) reduces to the following generalized mixed
variational inequality problem: Jnd x∈H , u∈T (x) and v∈A(x) such that
〈u− v; g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0 ∀g(y)∈H: (2.5)
X.P. Ding / Journal of Computational and Applied Mathematics 172 (2004) 399–408 401
It is easy to see that the GNMVIP (2.1) includes a number of extensions and generalizations of
(generalized) nonlinear mixed variational inequalities in literature as special cases, see [3–8,10–16]
and the references therein.
Denition 2.1. Let T; A :H → C(H) be set-valued mappings, N :H × H → H and g :H → H be
single-valued mappings.
(i) N (·; ·) is said to be g-partially relaxed strongly monotone in Jrst argument with respect T if
there exists a constant ¿ 0 such that
〈N (u1; ·)− N (u2; ·); g(z)− g(y)〉¿− ‖g(x)− g(z)‖2; ∀x; y; z ∈H; u1 ∈T (x) u2 ∈T (y):
Similarly, we can deJne the g-partially relaxed strong monotonicity of N (·; ·) in second argu-
ment with respect to A.
(ii) N (·; ·) is said to be g-strongly monotone in Jrst argument with respect to T if there exists a
constant ¿ 0 such that
〈N (u1; ·)− N (u2; ·); g(x)− g(y)〉¿ ‖g(x)− g(y)‖2; ∀x; y∈H; u1 ∈T (x); u2 ∈T (y):
(iii) N (·; ·) is said to be g-cocoercive in Jrst argument with respect to T if there exists a constant
¿ 0 such that
〈N (u1; ·)−N (u2; ·); g(x)−g(y)〉¿ ‖N (u1·)−N (u2; ·)‖2; ∀x; y∈H; u1 ∈T (x); u2 ∈T (y):
(iv) T is said to be H˜ -continuous at x0 ∈H if for each ¿ 0, there a neighborhood N (x0) of x0
such that
H˜ (T (x); T (x0))6 ; ∀ x∈N (x0);
where H˜ (·; ·) is the Hausdor; metric on C(H).
If N (T (x); A(x)) = Tx is single-valued mapping, then the concept in (i) reduces to the concept of
the g-partially relaxed strong monotonicity of Noor [12,13]. If N (u; v) = u for all u; v∈H and g is
the identity mapping, then the concept in (i) was introduced by Noor [15]. Clearly, the concepts in
(i)–(iii) generalize the corresponding concepts in [9,12–17]. We remark that if z= x in (i), then the
g-partially relaxed strong monotonicity is exactly the g-monotonicity for mappings. It is known that
the cocoerciveness implies the partially relaxed strong monotonicity, but the converse is not true,
see [12–15].
3. Iterative algorithm and convergence
In this section, by using the auxiliary variational inequality technique, a new predictor–corrector
iterative algorithm for solving the GNMVIP (2.1) is suggested and analyzed. The convergence of
the iterative sequence generated by the algorithm is proved.
For given x∈H , u∈T (x) and v∈A(x), we consider the following auxiliary variational inequality
problem: Jnd xˆ∈H such that
〈N (u; v) + g(xˆ)− g(x); g(y)− g(xˆ)〉+ ’(g(y))− ’(g(xˆ))¿ 0; ∀g(y)∈H; (3.1)
where ¿ 0 is a constant.
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We observe that if xˆ=x, uˆ∈T (xˆ) and vˆ∈A(xˆ), then (xˆ; uˆ; vˆ) is a solution of the GNMVIP (2.1). By
the observation, we can suggest the following predictor–corrector algorithm for solving the GNMVIP
(2.1).
Algorithm 3.1. For given x0 ∈H , u0 ∈T (x0) and v0 ∈A(x0), compute the approximate solution
(xn; un; vn) of the GNMVIP (2.1) by the following iterative schemes:
〈N (un; vn) + g(yn)− g(xn); g(y)− g(yn)〉
+’(g(y))− ’(g(yn))¿ 0; ∀g(y)∈H; (3.2)
〈N (cn; dn) + g(zn)− g(yn); g(y)− g(zn)〉
+’(g(y))− ’(g(zn))¿ 0; ∀g(y)∈H; (3.3)
〈N (en; fn) + g(xn+1)− g(zn); g(y)− g(xn+1)〉
+’(g(y))− ’(g(xn+1))¿ 0; ∀g(y)∈H; (3.4)
un ∈T (xn); ‖un+1 − un‖6 H˜ (T (xn+1); T (xn));
vn ∈A(xn); ‖vn+1 − vn‖6 H˜ (A(xn+1); A(xn));
cn ∈T (yn); ‖cn+1 − cn‖6 H˜ (T (yn+1); T (yn));
dn ∈A(yn); ‖dn+1 − dn‖6 H˜ (A(yn+1); A(yn));
en ∈T (zn); ‖en+1 − en‖6 H˜ (T (zn+1); T (zn));
fn ∈A(zn); ‖fn+1 − fn‖6 H˜ (A(zn+1); A(zn)); n= 0; 1; 2; : : : ; (3.5)
where ¿ 0; ¿ 0, and ¿ 0 are constants, and H˜ is the Hausdor; metric on C(H).
If ’ is a proper convex, and lower semicontinuous functional on H , then Algorithm 3.1 can be
rewritten as follows.
Algorithm 3.2. For a given x0 ∈H , u0 ∈T (x0) and v0 ∈A(x0), compute (xn; un; vn), by the following
iterative schemes:
g(yn) = J @’(·) [g(xn)− N (un; vn)]; (3.6)
g(zn) = J
@’(·)
 [g(yn)− N (cn; dn)]; (3.7)
g(xn+1) = J @’(·) [g(zn)− N (en; fn)]; (3.8)
un ∈T (xn); ‖un+1 − un‖6 H˜ (T (xn+1); T (xn));
vn ∈A(xn); ‖vn+1 − vn‖6 H˜ (A(xn+1); A(xn));
X.P. Ding / Journal of Computational and Applied Mathematics 172 (2004) 399–408 403
cn ∈T (yn); ‖cn+1 − cn‖6 H˜ (T (yn+1); T (yn));
dn ∈A(yn); ‖dn+1 − dn‖6 H˜ (A(yn+1); A(yn));
en ∈T (zn); ‖en+1 − en‖6 H˜ (T (zn+1); T (zn));
fn ∈A(zn); ‖fn+1 − fn‖6 H˜ (A(zn+1); A(zn)); n= 0; 1; 2; : : : ; (3.9)
where J @’(·) = (I + @’(·))−1 is the resolvent operator associated with the subdi;erential @’(·), and
¿ 0; ¿ 0, ¿ 0 are constants.
If g is the identity mapping on H , then the algorithm 3.1 reduces to the following predictor–
corrector algorithm for solving the nonlinear mixed variational inequality problem (2.4).
Algorithm 3.3. For given x0 ∈H , u0 ∈T (x0) and v0 ∈A(x0), compute the approximate solution
(xn; un; vn) of the generalized mixed variational inequality (2.4) by the following iterative schemes
〈N (un; vn) + yn − xn; y − yn〉+ ’(y)− ’(yn)¿ 0; ∀y∈H; (3.10)
〈N (cn; dn) + zn − yn; y − zn〉+ ’(y)− ’(zn)¿ 0; ∀y∈H; (3.11)
〈N (en; fn) + xn+1 − zn; y − xn+1〉+ ’(y)− ’(xn+1)¿ 0; ∀y∈H; (3.12)
un ∈T (xn); ‖un+1 − un‖6 H˜ (T (xn+1); T (xn));
vn ∈A(xn); ‖vn+1 − vn‖6 H˜ (A(xn+1); A(xn));
cn ∈T (yn); ‖cn+1 − cn‖6 H˜ (T (yn+1); T (yn));
dn ∈A(yn); ‖dn+1 − dn‖6 H˜ (A(yn+1); A(yn));
en ∈T (zn); ‖en+1 − en‖6 H˜ (T (zn+1); T (zn));
fn ∈A(zn); ‖fn+1 − fn‖6 H˜ (A(zn+1); A(zn)); n= 0; 1; 2; : : : ; (3.13)
where ¿ 0; ¿ 0, and ¿ 0 are constants.
The Algorithm 3.1 improve and generalize the Algorithms 3.1–3.3 of Noor [12–15].
Lemma 3.1. Let (x; u; v) be a exact solution of the GNMVIP (2.1) and {xn}, {un} and {vn} be
the sequences of approximate solutions of the GNMVIP (2.1) generated by the Algorithm 3.1. If
N (·; ·) is g-partially relaxed strongly monotone in the 8rst and second arguments with respect to
T and A with constants ¿ 0 and !¿ 0, respectively. Then
‖g(xn+1)− g(x)‖26 ‖g(xn)− g(x)‖2 − (1− 2(+ !))‖g(xn+1)− g(zn)‖2; (3.14)
‖g(zn)− g(x)‖26 ‖g(zn−1)− g(x)‖2 − (1− 2(+ !))‖g(zn)− g(yn)‖2; (3.15)
‖g(yn)− g(x)‖26 ‖g(yn−1)− g(x)‖2 − (1− 2(+ !))‖g(yn)− g(xn)‖2: (3.16)
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Proof. Let (x; u; v) be a solution of the GNMVIP (2.1), then u∈T (x), v∈A(x) and
〈N (u; v); g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0; ∀g(y)∈H; (3.17)
〈N (u; v); g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0; ∀g(y)∈H; (3.18)
〈N (u; v); g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0; ∀g(y)∈H; (3.19)
where ¿ 0, ¿ 0 and ¿ 0 are constants.
Taking y = xn+1 in (3.19) and y = x in (3.4), we have
〈N (u; v); g(xn+1)− g(x)〉+ ’(g(xn+1))− ’(g(x))¿ 0; (3.20)
〈N (en; fn) + g(xn+1)− g(zn); g(x)− g(xn+1)〉+ ’(g(x))− ’(g(xn+1))¿ 0: (3.21)
Adding (3.20) and (3.21), we get
〈g(xn+1)− g(zn); g(x)− g(xn+1)〉¿ 〈N (en; fn)− N (u; v); g(xn+1)− g(x)〉
= 〈N (en; fn)− N (u; fn); g(xn+1)− g(x)〉
+〈N (u; fn)− N (u; v); g(xn+1)− g(x)〉
¿−(+ !)‖g(xn+1)− g(zn)‖2; (3.22)
where we have used the assumption that N (·; ·) is g-partially relaxed strongly monotone in Jrst and
second arguments with respect to T and A with constants ¿ 0 and !¿ 0, respectively. Since
‖g(x)− g(zn)‖2 = ‖g(x)− g(xn+1) + g(xn+1)− g(zn)‖2
= ‖g(xn+1)− g(x)‖2 + ‖g(xn+1)− g(zn)‖2
+2〈g(xn+1)− g(zn); g(x)− g(xn+1)〉;
it follows from (3.22) that
〈g(xn+1)− g(zn); g(x)− g(xn+1)〉
= 12 [‖g(x)− g(zn)‖2 − ‖g(xn+1)− g(x)‖2 − ‖g(xn+1)− g(zn)‖2]
¿− (+ !)‖g(xn+1)− g(zn)‖2:
Therefore, we get that for ¡ 1=(2(+ !)),
‖g(xn+1)− g(x)‖26 ‖g(zn)− g(x)‖2 − (1− 2(+ !))‖g(xn+1)− g(zn)‖2
6 ‖g(zn)− g(x)‖2: (3.23)
Taking y = zn in (3.18) and y = x in (3.3), we have
〈N (u; v); g(zn)− g(x)〉+ ’(g(zn))− ’(g(x))¿ 0; (3.24)
〈N (cn; dn) + g(zn)− g(yn); g(x)− g(zn)〉+ ’(g(x))− ’(g(zn))¿ 0: (3.25)
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Adding (3.24) and (3.25), we get
〈g(zn)− g(yn); g(x)− g(zn)〉¿ 〈N (cn; dn)− N (u; v); g(zn)− g(x)〉
= 〈N (cn; dn)− N (u; dn); g(zn)− g(x)〉
+〈N (u; dn)− N (u; v); g(zn)− g(x)〉
¿−(+ !)‖g(zn)− g(yn)‖2; (3.26)
where we have used the assumption that N (·; ·) is g-partially relaxed strongly monotone in Jrst and
second argument with respect to T and A the Jrst and second arguments with constants ¿ 0 and
!¿ 0, respectively. Since
‖g(x)− g(yn)‖2 = ‖g(x)− g(zn) + g(zn)− g(yn)‖2
= ‖g(zn)− g(x)‖2 + ‖g(zn)− g(yn)‖2 + 2〈g(zn)− g(yn); g(x)− g(zn)〉;
it follows from (3.26) that
〈g(zn)− g(yn); g(x)− g(zn)〉 = 12[‖g(yn)− g(x)‖2 − ‖g(zn)− g(x)‖2 − ‖g(zn)− g(yn)‖2]
¿−(+ !)‖g(zn)− g(yn)‖2:
Therefore, we get that for ¡ 1=(2(+ !)),
‖g(zn)− g(x)‖26 ‖g(yn)− g(x)‖2 − (1− 2(+ !))‖g(zn)− g(yn)‖2
6 ‖g(yn)− g(x)‖2: (3.27)
Taking y = yn in (3.17) and y = x in (3.2), we have
〈N (u; v); g(yn)− g(x)〉+ ’(g(yn))− ’(g(x))¿ 0; (3.28)
〈N (un; vn) + g(yn)− g(xn); g(x)− g(yn)〉+ ’(g(x))− ’(g(yn))¿ 0: (3.29)
Adding (3.28) and (3.29), we get
〈g(yn)− g(xn); g(x)− g(yn)〉¿ 〈N (un; vn)− N (u; v); g(yn)− g(x)〉
= 〈N (un; vn)− N (u; vn); g(yn − g(x)〉
+$〈N (u; vn)− N (u; v); g(yn)− g(x)〉
¿−(+ !)‖g(yn)− g(xn)‖2; (3.30)
where we have used the assumption that N (·; ·) is g-partially relaxed strongly monotone in Jrst and
second arguments with respect to T and A with constants ¿ 0 and !¿ 0, respectively.
Since
‖g(x)− g(xn)‖2 = ‖g(x)− g(yn) + g(yn)− g(xn)‖2
= ‖g(yn)− g(x)‖2 + ‖g(yn)− g(xn)‖2 + 2〈g(yn)− g(xn); g(x)− g(yn)〉;
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it follows from (3.30) that
〈g(yn)− g(xn); g(x)− g(yn)〉 = 12[‖g(xn)− g(x)‖2 − ‖g(yn)− g(x)‖2 − ‖g(yn)− g(xn)‖2]
¿−(+ !)‖g(yn)− g(xn)‖2:
Therefore, we get that for ¡ 1=(2(+ !)),
‖g(yn)− g(x)‖26 ‖g(xn)− g(x)‖2 − (1− 2(+ !))‖g(yn)− g(xn)‖2
6 ‖g(xn)− g(x)‖2: (3.31)
Combining (3.24), (3.27) and (3.31), it is easy to see that the conclusions (3.14)–(3.16) hold.
Now, we denote the solution set Sol(2.1) of the GNMVIP (2.1) as follows:
Sol(2:1)= {(x; u; v)∈H × H × H :u∈T (x); v∈A(x)
and 〈N (u; v); g(y)− g(x)〉+ ’(g(y))− ’(g(x))¿ 0; ∀g(y)∈H}:
Theorem 3.1. Let H be a 8nite-dimensional Hilbert space, T; A :H → C(H) be H˜ -continuous
set-valued mapping and N :H × H → H and g :H → H are continuous single-valued mappings
such that g is invertible. Let ’ :H → (−∞;+∞] be lower semicontinuous. Suppose that N (·; ·)
is G-partially relaxed strongly monotone in 8rst and second arguments with respect to T and
A with constants ¿ 0 and !¿ 0, respectively, and the solution set Sol(2.1) of GNMVIP (2.1)
is nonempty. Then for any given x0 ∈H , u0 ∈T (x0) and v0 ∈A(x0) the iterative sequences {xn},
{un} and {vn} de8ned by the Algorithm 3.1 with 0¡; ; ¡ 1=(2(+ !)) converge strongly to a
solution (xˆ; uˆ; vˆ) of the GNMVIP (2.1).
Proof. For any (x; u; v)∈Sol(2:1), from (3.14)–(3.16) in Lemma 3.1 it follows that the sequences
{‖g(xn+1)−g(x)‖}, {‖g(zn)−g(x)‖} and {‖g(yn)−g(x)‖} are nonincreasing and consequently {xn},
{zn} and {yn} are bounded. Furthermore, we have
∞∑
n=0
(1− 2(+ !))‖g(xn+1)− g(zn)‖26 ‖g(x0)− g(x)‖2;
∞∑
n=1
(1− 2(+ !))‖g(zn)− g(yn)‖26 ‖g(z0)− g(x)‖2;
∞∑
n=0
(1− 2(+ !))‖g(yn)− g(xn)‖26 ‖g(y0)− g(x)‖2:
These inequalities imply ‖g(xn+1)− g(zn)‖ → 0; ‖g(zn)− g(yn)‖ → 0 and ‖g(yn)− g(xn)‖ → 0 as
n→∞. Therefore, we have
‖g(xn+1)−g(xn)‖6 ‖g(xn+1)−g(zn)‖+ ‖g(zn)−g(yn)‖+ ‖g(yn)− g(xn)‖ → 0 as n→∞:
Since {xn} is bounded, there exists a subsequence {xni} of {xn} such that xni → xˆ and hence we
have g(xni)→ g(xˆ) and g(yni)→ g(xˆ). Since T and A are H˜ -continuous on H , by Proposition 1.5.2
of Aubin and Cellina [1, p. 66], T and A are both are upper semicontinuous on H with compact
values. Note that un ∈T (xn) and vn ∈A(xn) for all n= 0; 1; : : :, it follows from Proposition 11.11 of
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Border [2, p. 57] that there exist subsequence {unij } of {uni} and subsequence {vnij } of {vni} such
that unij → uˆ, vnij → vˆ, uˆ∈T (xˆ) and vˆ∈A(xˆ), respectively. By (3.2), we have
〈N (unij ; vnij ) + g(ynij )− g(xnij ); g(y)− g(ynij )〉
+’(g(y))− ’(g(ynij ))¿ 0; ∀ g(y)∈H: (3.32)
By the continuity of N (·; ·) and g and the lower semicontinuity of ’, letting j →∞ in (3.32), we
obtain
〈N (uˆ; vˆ); g(y)− g(xˆ)〉+ ’(g(y))− ’(g(xˆ))¿ 0; ∀g(y)∈H;
i.e., (xˆ; uˆ; vˆ) is a solution of the GNMVIP (2.1). Since (3.14) in Lemma 3.1 holds for any (x; u; v)∈
Sol(2:1). we get
‖g(xn+1 − g(xˆ)‖6 ‖g(xn)− g(xˆ)‖; ∀n= 0; 1; 2; : : : ;
which implies that g(xn)→ g(xˆ) as n→∞: Since g is invertible, we have xn → xˆ as n→∞: Since
T and A are H˜ -continuous on H , by (3.5), we have
‖un − un+1‖6 H˜ (T (xn); T (xn+1))→ 0 as n→∞:
It follows that for any n¿ 0, we have
‖un − uˆ‖6 ‖un − un+1‖+ ‖un+1 − un+2‖+ · · ·
+‖unij−1 − unij ‖+ ‖unij − uˆ‖ → 0 as n→∞;
i.e. un → uˆ as n→∞. Similarly, we can prove that vn → vˆ as n→∞:
Remark 3.1. We emphasize that the set-valued mappings T and A may not be Lipschitz continuous
in Theorem 3.1. Hence Theorem 3.1 improves and generalizes the corresponding results in [12–15].
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