Distributed video coding (DVC) architecture designs, based on distributed source coding principles, have benefitted from significant progresses lately, notably in terms of achievable rate-distortion performances. However, a significant performance gap still remains when compared to prediction-based video coding schemes such as H.264/AVC. This is mainly due to the non-ideal exploitation of the video sequence temporal correlation properties during the generation of side information (SI). In fact, the decoder side motion estimation provides only an approximation of the true motion. In this paper, a progressive DVC architecture is proposed, which exploits the spatial correlation of the video frames to improve the motion-compensated temporal interpolation (MCTI). Specifically, Wyner-Ziv (WZ) frames are divided into several spatially correlated groups that are then sent progressively to the receiver. SI refinement (SIR) is performed as long as these groups are being decoded, thus providing more accurate SI for the next groups. It is shown that the proposed progressive SIR method leads to significant improvements over the Discover DVC codec as well as other SIR schemes recently introduced in the literature.
Introduction
Digital video coding standards have steadily evolved in order to achieve high compression performances using sophisticated, but increasingly complex, techniques for accurate motion estimation and compensation. These compression tasks are typically executed at the encoder, resulting in a high computational load. At the decoder, video sequences can be easily reconstructed by exploiting the motion vectors already computed at the encoder. This computational effort distribution between the encoder and decoder is well suited to common video transfer applications such as broadcasting and video streaming, where powerful encoders are typically used to compress the video sequences only once before sending them to several low-cost computationally limited video decoding devices.
However, the emergence of locally distributed wireless surveillance cameras, cellular interactive video devices, and other applications involving several low-cost video encoders have driven recent research efforts towards the *Correspondence: mohamed.haj-taieb.1@ulaval.ca 1 Laval University, Quebec, Quebec, G1V 0A8, Canada Full list of author information is available at the end of the article development of video standards with the opposite complexity reallocation between the encoders and decoders. Indeed, high-complexity operations, such as motion estimation, need to be done at the decoder side instead of at the encoder. Slepian and Wolf information theoretical results on lossless coding for correlated distributed sources [1] and their extension to lossy source coding with side information at the decoder by Wyner and Ziv [2] constitute the theoretical basis for this new distributed video coding paradigm.
Although these theoretical foundations were laid down back in the 1970s, the first actual distributed video coding (DVC) implementations have been proposed in 2002 by Ramchandran et al. [3, 4] and Girod et al. [5, 6] . Based on these [7] , the European Distributed Coding for Video Services (DISCOVER) consortium [8] have investigated and proposed new DVC coding schemes as well as design tools for improving the rate-distortion performances while addressing practical issues such as scalability and robustness against transmission errors.
A critical component of the DVC architecture is the generation of the side information from neighboring key and Wyner-Ziv frames. Discover has adopted a motioncompensated temporal interpolation (MCTI) technique http://asp.eurasipjournals.com/content/2013/1/168 known as bidirectional motion estimation with spatial smoothing (BiMESS). Despite the improvements achieved with BiMESS interpolation, temporal correlation is still not as fully exploited in distributed video coding as it is in predictive video coding. Motion estimation is performed without knowledge of the original Wyner-Ziv (WZ) frame: it assumes linear motion. Even though this assumption holds fairly well in many cases, for high-speed video sequences, motion may no longer be linear and, in such cases, the interpolation is more likely to fail.
Based on our prior work [9] , a novel progressive DVC architecture is proposed to mitigate the limitations of such blind motion estimation and to further explore the intrinsic spatial redundancy of each frame. The proposed side information refinement (SIR) technique works as follows. Each WZ frame is divided into blocks, and the blocks themselves are grouped into two, three, or four spatially correlated sets. The first set of blocks is sent to the receiver and is then used for side information refinement of the second set. The SIR is based on the spatial correlation between the first decoded set and the upcoming second set. Thus, the second set of blocks will require lower bitrates since the side information will be affected with less distortion after the first pass of refinement. The SIR process is repeated for the next sets of blocks using all the previously decoded sets, thus benefitting more and more from the video frame's spatial correlation.
The SI refinement is based on motion estimation using various templates composed of the previously reconstructed sets. These templates display a certain level of correlation with the block subject to refinement. To assess the relevance of the proposed technique, this paper first investigates the template ability to ensure the side information refinement. A new metric, termed spatiotemporal correlation factor ρ, is defined to quantify at which extent does the block spatially correlated templates are able to refine the temporal motion estimation using the neighboring frames.
The overall progressive DVC scheme is evaluated by comparing the rate-distortion (RD) performances to the state-of-the-art Discover DVC codec for five Quarter Common Intermediate Format (QCIF) sequences exhibiting different camera and motion attributes. The proposed architecture is also compared to recent DVC systems using successively refined side information (Martins et al. [10] and Deligiannis et al. [11] ) in terms of the Bjøntegaard metrics [12] (Bjøntegaard delta rate and peak signal-tonoise ratio (PSNR) metrics) according to the non-refined DVC system DISCOVER. It is shown that the proposed progressive SIR method does improve the performances over the system introduced by Martins et al. [10] and Deligiannis et al. [11] for most of the test scenarios investigated in this paper. This paper is organized as follows. Section 2 describes the Discover codec basic architecture and components. Section 3 presents an overview of the on-going research efforts on alternative techniques for SI generation and side information refinement methods. In section 4, different progressive architectures, allowing for spatial correlation based SIR techniques, are proposed. Section 5 demonstrates the PSNR improvement obtained at each refinement stage and the overall RD performance improvement. A complexity analysis is also presented in this section.
Overview of the Discover DVC codec
The architecture of the Discover [8] WZ system is depicted in Figure 1 . As shown in this figure, the key frames are H.264/AVC intra-encoded (intra-frames) and transmitted to the H.264/AVC intra-decoder which reconstructs the intra-frames and also generates the side information that will be used to decode the Wyner-Ziv frames (inter-frames).
At the Wyner-Ziv encoder, the interframes are compressed using an integer 4 × 4 block-based discrete cosine transform (DCT). The DCT coefficients are then fed to a uniform quantizer, and the bitplanes are extracted. The bitplanes are in turn fed to a turbo encoder with two rate 1/2 recursive systematic convolutional (RSC) encoders. Each RSC associates the parity bits to the bitplanes. To achieve compression, the systematic bits are discarded since the decoder has already an interpolated version of the WZ frames. The parity bits are stored in a buffer and sent gradually, packet by packet, upon decoder feedback requests according to a periodic puncturing pattern. The feedback channel helps in adapting the forward transmission rate to the time-varying virtual channel statistics. The WZ decoding process implies several turbo decoding iterations. To alleviate the decoder computational hurdle, an initial number of parity bits packets is estimated by way of a hybrid encoder/decoder rate control mechanism [13] . These parity bits packets are sent once to the decoder, and subsequent packets will eventually be sent afterwards.
At the WZ decoder, an interpolated version of the current WZ frame is produced from the neighboring reconstructed frames. The BiMESS motion-compensated temporal interpolation technique introduced in [14] is used for the Discover DVC codec. The MCTI BiMESS performances are improved using a hierarchical coarseto-fine approach in bidirectional motion estimation [15] and subpixel precision for motion search [16] . The interpolated frame is then DCT-transformed: these DCT coefficients represent the side information for the Wyner-Ziv decoder. The WZ DCT coefficients are modeled as the input of a virtual channel and the side information as its output. For the turbo decoding process, a Laplacian model is assumed for this virtual channel. The estimation of the Laplacian distribution parameter α is based on the online http://asp.eurasipjournals.com/content/2013/1/168 correlation noise modeling technique developed by Brites and Pereira [17] : parameter α is estimated for each coefficient of each DCT band. Alternative on-the-fly estimation methods are proposed in [18] and [19] to track the unpredictable and dynamic temporal changes within a video sequence. The correlation noise parameter is refined iteratively during the decoding instead of pre-estimating this parameter before decoding [17] . The side information, replacing the systematic information in the turbo decoding process, is thus corrupted by the Laplacian noise whose parameter is, beforehand, online estimated (without using original data). The received parity bits along with the side information are fed to the turbo decoder. After a number of iterations, the log-likelihood ratios are computed and then the bitplane is deducted. To estimate the decoded bitplane error rate, without knowledge of the original data, these loglikelihood ratios are used to compute a confidence score [13] . If this score exceeds 10 −3 , then a parity bits request is sent back to the turbo encoder. Otherwise, the decoding process is likely to be satisfactory. However, some errors can still persist even if the confidence score is below the 10 −3 threshold. For this reason, a cyclic redundancy check (CRC) code is used to detect the remaining bitplane decoding errors. If the decoded bitplane CRC corresponds to the original data CRC, then the decoding process is considered successful; otherwise, more parity bits are requested. Using jointly the confidence score and the CRC code results in error detection performances as good as for ideal error detection where the decoded bitplane is directly compared to the original bitplane [13] .
After being decoded, the different bitplanes are recombined to form the quantization symbols. These symbols and the side information are used to reconstruct the DCT coefficients. An optimal reconstruction function is proposed in [20] to minimize the mean squared error according to the Laplacian correlation model. For coefficient bands that have not been transmitted, the side information is directly considered in the reconstruction. Finally, an inverse 4 × 4 DCT is applied to the reconstructed DCT band to restore the WZ frame back in the pixel domain.
Alternative SI generation techniques
Side information generation techniques (interpolation or extrapolation) in DVC architectures are affected by the absence of any information about the current WZ frames. For these, it is typically assumed that each block motion is changing linearly between the successive frames. Recent research works addressing the inefficiency issues inherent to blind SI generation are presented hereafter.
For low-delay WZ video coding, the side information is usually generated by extrapolating the two previously decoded frames. However, since no future frames are used, the motion estimation process becomes more problematic. Moreover, the motion extrapolation is based on potentially poorly reconstructed WZ frames. To mitigate this error propagation-like condition, Agrafiotis et al. [21] proposed a SI generation method based on a hybrid Key/WZ macroblock partitioning, according to a chessboard structure. The intra-coded macroblocks are first decoded, and then the missing macroblocks are estimated using four neighboring macroblocks during the motion estimation. In [22] , auxiliary information is generated by http://asp.eurasipjournals.com/content/2013/1/168 considering the discrete wavelet transform (DWT) compaction property. It consists of the low-low (LL) wavelet subband of the current WZ frame. At the decoder, the LL subband is upsampled by inverse DWT to refine the motion estimation using the previous reconstructed frame. In [23] , the extrapolation is aided by using robust hash codewords consisting of a coarsely quantized version of each block in the WZ frame. The distance between the hash codeword for a given block and the corresponding hash codeword of the previous frame is computed at the encoder. According to this distance, the encoder decides if the hash codeword should be sent to help the decoder motion estimation.
To avoid performing transformations, e.g., DCT or DWT, at the source encoder, pixel domain DVC architectures were proposed in [24] and [25] where the spatial redundancy is exploited at the decoder side. In [24] , each WZ frame is split into two sets according to a checkerboard pattern. The first SI subset is generated by extrapolation. The second subset has access to two SI components: a temporal extrapolation component and a spatial interpolation of the first decoded set component. Depending on the local difference between the temporal SI and the first decoded set, the decoder decides whether or not the spatial SI should be used. In [25] , however, instead of selecting a single SI component, the turbo decoder is extended to handle likelihood value calculations based on both the temporal and spatial SI components.
In [26] , the SIR is based on an iterative bitplane decoding algorithm since each decoded bitplane brings additional information that can be used to generate better SI for the subsequent least significant bitplanes. In [27] , using MCTI SI, the WZ decoder is launched leading to a partially decoded WZ (PDWZ) frame. Then, motion refinement is performed using the neighboring frames and the PDWZ frame, leading to a better SI that is fed again to the WZ decoder. The decoding complexity is doubled for a modest improvement of 0.15 dB. A similar iterative approach is proposed in [28] involving motion refinement framework using the PDWZ frame to improve the SI quality. This approach leads to an improvement up to 1 dB in the reconstructed frames without reducing the overall bitrate. The decoding complexity is also doubled.
In [29] an iterative SIR technique is considered for a feedback-free DVC architecture. For this encoder-driven rate control scheme, the channel decoder may fail using the number of parity bits estimated at the encoder. Since the feedback channel is suppressed, the decoder reattempts decoding with the same number of parity bits but using an improved SI. The SI is improved iteratively through successive refinement levels (RLs). For the first RL (RL 0 ), the DC coefficients are reconstructed and used to refine the SI. Then, in RL 1 , two other DCT bands are decoded along with the DC coefficients if the decoding fails at RL 0 . Thus, the DC band SI can be improved using the information brought by subsequent bands. This process is iterated for RL 2 where a fully decoded and reconstructed WZ frame is produced. If some failed bitplanes still persist, supplemental RLs are added. A similar SIR technique with four and six RLs is considered in [11] for a feedback channel-based architecture. This latter technique will be considered in the present paper for comparison with the proposed progressive technique using the Bjøntegaard delta rate and PSNR metrics [12] .
In [30] , the PDWZ frame consists of the DC (zero frequency) component which is used for SIR of the other DCT components. While the motion search during the SIR process is conducted in the DC domain (i.e., between the PDWZ frame and the neighboring frames' DC component), motion compensation itself is performed in the pixel domain, after regaining the full image resolution. After decoding a number of DCT bands, the PDWZ frame is updated to take into account the new frequency components. Similarly in [10] , it is proposed to refine the side information at the DCT band level by processing motion search in the pixel domain. More specifically, after decoding each DCT band, an inverse DCT is applied leading to the PDWZ frame. Motion estimation is thus conducted between the PDWZ pixel domain frame and the neighboring frames without applying the DCT. The results given in [10] will later be used for comparison to assess the performances of the proposed progressive architecture.
Proposed progressive DVC scheme
The principle of the proposed progressive coding scheme is to partition a Wyner-Ziv frame into 4 × 4 pixel blocks and then group these blocks into several sets, as shown in Figure 2 . These sets of blocks are then progressively encoded using conventional DVC coding (WZ encoding) and transmitted one after another to the receiver. At the receiver, they are progressively decoded, one at the time. The previously decoded sets of blocks are used to improve the quality of the side information that is then used for decoding the current set. To ensure side information improvement, the successive sets of blocks must be spatially correlated.
Several patterns for WZ frame splitting can be considered as long as spatial correlation is maintained between the sets. Motion refinement is performed at the pixel level after inverse DCT transformation and after reconstructing the previous sets. Three different variants of the proposed progressive coding scheme are described below, using respectively two, three, or four sets of (spatially correlated) blocks. The generic algorithm form of the progressive scheme is shown in Figure 2 and given by the following steps:
1. WZ encoding of the first set. 2. WZ decoding and reconstruction of the first set using the conventional SI generated by MCTI (without any refinement). 3. WZ encoding of the next set. 4. Based on all previously decoded sets, a refinement template is constructed to improve the SI quality of the current set. 5. WZ decoding and reconstruction of the current set using the refined SI. 6. Go to step 3 until all the WZ frame sets are reconstructed.
Progressive DVC using two sets of blocks
Here, each Wyner-Ziv frame is divided into two sets of blocks according to a chessboard structure as shown in Figure 3 : the first set consists of all the black blocks and the second one consists of all the white blocks. The set of black blocks is first encoded and transmitted with conventional DVC coding. This set of blocks is decoded using the DCT-transformed interpolated frame as side information. These decoded blocks are used to improve the side information for the white blocks. Then, the encoder transmits the set of white blocks using the same coding method, and the receiver decodes the white blocks using the improved side information. As the side information for the white blocks has been improved, fewer bits are needed for the decoding processes, hence reducing the overall bitrate. Moreover, the reconstruction using the refined SI will yield to better quality. Each white block (not yet received) is surrounded by four black blocks (already decoded). This corresponds to the empty cross template shown in Figure 4 . Using the previously decoded key frame as a reference, the algorithm searches for the best match to the empty cross template. A search area of 28 × 28 pixels is considered. Thus, the displacement of the 12 × 12 template is 8 pixels in each direction. The search area needs to be large enough to capture fast motion especially for high group of pictures (GOP) values. However, to avoid capturing noise instead of true motion, the size of the search area cannot be indefinitely increased. The matching criterion considered here is the mean of absolute differences (MAD): it is computed from the four (black) blocks surrounding the central (white) block. Once the empty cross best matching position is found in the previous frame, the central block is considered as a first estimate of the white block. The same approach is applied for the next key frame. For the interpolated frame, however, the co-localized central white http://asp.eurasipjournals.com/content/2013/1/168
First set Second set block is taken without best match searching (Figure 4 ). At the end of the process, there are three estimates for the white block: B P , B N , and B I from the previous, next, and interpolated reference frames, respectively.
The empty block (white block) inside the cross template is filled (motion compensated) by a weighted summation of the three blocks, inside the empty crosses, estimated from the previous stage: B P , B N , and B I . The weighting coefficients correspond to the inverse of the MAD matching criterion between the empty cross pattern obtained from the first decoded set and the best empty cross pattern found in the previous and next frames ( MAD N ) and the co-located pattern in the interpolated frame (MAD I ). The compensated block, B COMP , is given by
The weighted average compensated block is statistically more appropriate than considering only the best match or the average of the three blocks. In this context, simulation tests have been conducted showing that the best match compensation approach is more sensitive to noise in fast or complex motion locations. Furthermore, the weighted average block tends towards the best match block if the two other blocks appear to be unsuitable (i.e., with high MAD). The unsuitable blocks will be weighted according to the inverse of the MAD.
Progressive DVC using three sets of blocks
In the previous progressive DVC scheme, only the second set benefits from the side information refinement. On the other hand, the first set, equivalent to half of the frame, is decoded using the interpolated frame. Thus, the progressive side information updating is restrained to only half the frame. In light of this, one may consider splitting the frame into more groups. However, the effectiveness of the progressive scheme depends strongly on the spatial correlation between the already decoded sets and the next set to be decoded. Thus, there is a trade-off that must be taken into account when choosing the number of sets and the location of each set. Therefore, a splitting arrangement of the Wyner-Ziv frames into three sets is considered as shown in Figure 5 . These three sets of blocks display mutual spatial correlation which is necessary for the progressive architecture. Otherwise, decoding one set of blocks would not bring any further information about the next ones and thus would not contribute to the SI refinement.
For the progressive video coding with three sets of blocks, the side information is updated with two refinement passes. The first side information refinement pass uses a template consisting of the four diagonal neighboring blocks of the block to be updated. The second side information update considers the same cross template as for the previous progressive scheme with two sets of blocks (Section 4.1). Figure 6 four diagonal blocks lead to the best matches, it means that the central block (in the previous or next frame) is more likely to be close to the original block. For the initially interpolated frame, no motion search is done and the MAD is computed using the co-located template. The computed MAD establishes the contribution level of the central block during motion compensation. After decoding the first and second sets of blocks, the reconstructed frame is similar to the reconstructed frame obtained after decoding the first set of the progressive scheme with two sets of blocks: the same template, consisting of an empty cross, is thus considered for the second SI refinement pass. However, the empty cross template experiences more spatial correlation with the central block than the diagonal template. Thus, the improvement of SI information is expected to be more pronounced as it will later be confirmed by simulations (see Section 5.1).
The motion estimation and compensation technique is similar to that described for the progressive schemes with two sets of blocks: it considers the weighted average of the three blocks obtained by motion search from the two neighboring frames and by copying the co-located block in the interpolated frame.
Progressive DVC using four sets of blocks
To further explore the performances of the progressive scheme, one more side information refinement pass is considered by splitting the Wyner-Ziv frames into four sets of blocks as shown in Figure 7 . The first two passes for side information refinement are the same as in the three groups scheme.
The refinement template for the third pass considers all the neighboring blocks of the block to be updated. This template results in even more spatial correlation than the diagonal and empty cross templates. Thus, the quality of the SI relative to the fourth set of blocks is expected to be better than the other three sets. An experimentalbased analysis of the SI quality for each set is given later in Section 5.1. The three side information update passes and their corresponding search templates are illustrated in Figure 8 .
Spatio-temporal correlation factor of the different refinement templates
The refinement templates used along the various refinement passes are labeled as follows:
• Empty cross template (EC) : This template contains 4 blocks × 16 pixels = 64 pixels. It is used in the unique refinement pass of the progressive scheme with two sets, in the second refinement pass of the progressive scheme with three sets, and in the third refinement pass of the progressive scheme with four sets.
• Four diagonal blocks template (4D) : This template contains 4 blocks × 16 pixels = 64 pixels. It is used in the first refinement pass of the progressive scheme with three sets and in the first refinement pass of the progressive scheme with four sets.
• All neighboring blocks template (AN) : This template contains 8 blocks × 16 pixels = 128 pixels. It is used in the third refinement pass of the progressive scheme with four sets.
The relevance of the aforementioned templates is investigated through the computation of a spatio-temporal correlation factor. The computation of this factor is based on offline measurements with the five QCIF video sequences: Foreman, Coastguard, Hall monitor, Soccer, and Carphone (see Section 5) . Each frame is divided into 4 × 4 pixel blocks. Then, considering a refinement template surrounding each block, B, the best match is searched in the previous and next neighboring frames. The central blocks in the previous frame, B P , and in the next frame, B N , are used to compute the correlation factor as follows:
is the covariance of X and Y, and
2 is the standard deviation of X. E [X] denotes the average or expected value of X. Table 1 provides the computed correlation factors obtained through simulations over all the frames of the five video sequences. As expected, the EC and AN templates lead to higher correlation values than the 4D template. However, the EC template is slightly better than the AN template even if the latter contains more blocks. In fact, considering only the horizontal and vertical blocks as in the EC template is better than adding the diagonal blocks. It should be emphasized that the computations of the spatio-temporal correlation factors is conducted to assess the effectiveness of each template and that it is based on the original distortion-free frames. However, progressive DVC applies motion refinement on reconstructed frames with some amount of distortion. Moreover, it considers the interpolated frame during motion compensation along with the neighboring frames.
Simulations and discussion
The proposed SIR method for progressive distributed video coding was implemented and its performances evaluated using the Discover DVC codec as a benchmark reference. The rate-distortion performances of the proposed progressive scheme with spatial correlation-based SIR is also compared with the performances obtained with the SIR method presented in [10] . To ensure fair performance comparisons, the same test conditions as those reported in [10] were applied: these are actually the same test conditions as those listed in the Discover evaluation website [31] :
• Video sequences: The simulations were done on the luminance component, at 15 frames per second, of the same five QCIF video sequences mentioned in Section 4.4 (Foreman, Coastguard, Hall Table 2 , cover a wide range of motion and texture contents.
• Temporal correlation: Three sizes of group of pictures are considered in the tests: GOP = 2, 4, and 8, such that the efficiency of the proposed SIR scheme can be examined under different temporal correlation conditions. • WZ frame quantization matrix indexes (Q i ) : To investigate different codec bitrates, eight quantization 4 × 4 matrices for the WZ DCT bands are chosen:
; that is, 1 for low bitrates and 8 for high bitrates. These matrices indicate the number of quantization levels allocated to each DCT band and can be found in [8] .
• Intra-frame quantization: For each quantization matrix Q i , a different quantization parameter Q p for the H.264/AVC intra-frame is considered. Each Q p value is selected such that the intra-frame would have a quality similar to that of the WZ frame to avoid sudden quality variations: these Q p values are similar to those used in [8] and [11] : these values are given in Table 2 for each QCIF sequence.
• Search area parameters: For the proposed SIR scheme, a 4 × 4 pixel WZ frame block decomposition is considered. The template best match search area is 28 × 28 pixels. As each of the three templates (diagonal, empty cross, and all blocks templates) covers an area of 12 × 12 pixels, a 28 × 28 search area allows for a displacement of 8 pixels in each direction (right, left, up, and down).
Side information quality for the different distributed video coding schemes
Before analyzing the overall rate-distortion performances of the proposed progressive DVC architecture, the side information generation itself is examined as the interpolated frame quality has a direct impact on the achievable rate reduction and on the video sequence reconstruction quality. The effectiveness of the progressive scheme, reflected on the side information quality improvement, is reported for the three different GOP sizes implying different temporal correlation conditions. In this section, we evaluate the proposed technique's SI quality, in terms of PSNR, at the highest rate quantization point (best achievable quality) on the rate-distortion function. In other words, the key frames are encoded for the highest quality, i.e., with the lowest quantization parameter Q p . Tables 3, 4 , and 5 provide the PSNR values of the side information of each set of blocks (or group of blocks) for the progressive scheme with one, two, and three refinement passes. The PSNR of each group is the average PSNR of that group over all the WZ frames in the video sequence. More precisely, the PSNR of group 1 is computed between the blocks belonging to that group in the BiMESS-generated SI and the corresponding blocks in the original frame. Similarly, the PSNR of group 2 is computed between the blocks belonging to that group in the refined SI and the original frame and so on.
A comparison of each of the groups before and after the refinement could have also been done. However, this is practically the same as comparing the SI quality between each group. In fact, the various groups of blocks represent almost the same content since they are uniformly dispersed over the WZ frame. These tables also give the PSNR average over all the WZ frames of the five video sequences to provide an overall statistical comparison of the side information quality for the aggregated video sequences. The SI refinement improvement is assessed through the PSNR difference, PSNR template 1g
, between the first group, g = 1 (generated using the conventional BiMESS method without any refinement) and the second, third, and fourth groups, g = 2, 3, or 4, after refinement using one of the aforementioned templates (EC, 4D,  or AN) . The PSNR differences in Tables 3, 4 , and 5 are emphasized.
Progressive architecture with two groups of blocks
To assess the side information quality improvement during the different refinement passes, Table 3 reports the PSNR values of the interpolated frames for the two sets for GOP values of 2, 4, and 8. It shows the improvement of the side information quality of the second set (refined using the EC template) over the first set (without refinement), Figure 9 Progressive DVC architecture performances for GOP = 2. http://asp.eurasipjournals.com/content/2013/1/168 obtained by averaging the PSNR over the whole sequence of frames.
Furthermore, Table 3 shows that the PSNR improvement of the progressive scheme is more important when the temporal correlation decreases, or as the GOP size increases. The improvement obtained by motion refinement, by exploiting also the spatial correlation, is more pronounced for low temporal correlation. When the GOP size increases, the MCTI estimates the motion between two temporally distant key frames. The actual motion is not easy to track in practice and the progressive scheme is thus particularly efficient for that purpose.
Progressive architecture with three groups of blocks
Interpolation performances of the progressive scheme with two refinement passes are reported in Table 4 . The first refinement pass is based on the 4D refinement template. This template is slightly less spatially correlated with the central block than the EC template used in the second refinement pass. Therefore, the PSNR results for the second refinement pass (third group) are higher, on average, than those obtained with the first pass (second group). For slow-motion sequences, however, the 4D refinement template is not precise enough to increase the accuracy of motion estimation. In other words, the motion estimation is already working well and the motion refinement with an inaccurate template is more likely to capture noise than true motion. For fast-motion sequences, the temporal interpolation is highly inaccurate, and because of this, even a coarse refinement template is able to enhance the SI quality. Indeed, the first refinement pass using the 4D template gives a significant improvement for the Foreman and Soccer video sequences.
Progressive architecture with four groups of blocks
The PSNR values of the four groups of blocks are shown in Table 5 for the progressive SIR scheme using three refinement passes. The first two refinement passes give the same results as those achieved with the previous progressive scheme with three groups. As the third refinement pass uses a template composed of all the neighboring blocks, it is expected to lead to better motion refinements, especially for fast-motion video sequences. However, for slow-motion videos, the third refinement does not give interpolation improvement.
To summarize, it is observed from Tables 3, 4 , and 5 that the improvement obtained with SIR is more significant as the GOP increases and for fast-motion video sequences. By means of progressive distributed video coding, the lack of temporal correlation is compensated by the spatial correlation during the SI generation.
Rate-distortion performances of progressive architectures
For the rate-distortion analysis, the Discover DVC codec with turbo coding was reimplemented according to the simulation conditions specified in [31] and recalled at the beginning of this section. It is verified that the performance results for the reimplemented benchmark Discover codec are similar to those reported for the turbo codebased Discover architecture in [31] (see Figures 9, 10 , and 11). The Discover performances are computed using the software downloaded from the Discover website [31] . The proposed progressive mechanism is incorporated over the reimplemented Discover codec. A summary of the interpolated frame quality obtained with the different DVC schemes is given in Table 6 . The first scheme, identified as BiMESS, refers to the BiMESS interpolation used by Discover. The subsequent schemes are the proposed progressive DVC schemes with the three proposed block arrangements. The average PSNR over all interpolated frames with its different groups are evaluated. On the average, the interpolation quality increases as more refinement passes are performed, except for the case of slower motion video sequences (i.e., Hall monitor). The impact of the interpolation quality on the overall • H264/AVC no motion I-(GOP-1)B-I : It exploits the spatial redundancy without any motion estimation.
• H264/AVC intra I-I-I : Each frame is encoded independently from the neighboring frames without exploiting the spatial redundancy.
• Discover (Turbo Code) [31] : The values are taken from the Discover website [31] and for which the Slepian-Wolf codec is based on turbo coding.
• Discover (reimplemented) : Reimplementation of the Discover benchmark codec based on turbo coding and considering the same simulation conditions as in [31] .
• Martins et al. [10] : The SIR scheme proposed by Martins et al. [10] . The WZ part of this codec is based on turbo code (TC).
• Deligiannis et al. [11] : The SIR scheme proposed by Deligiannis et al. [11] . The WZ part of this codec is based on low-density parity-check code (LDPC).
Note that the LDPC-based SW decoder gives better compression than the TC-based SW decoder. For this reason, the Bjøntegaard metrics of this scheme is computed by considering the LDPC-based DISCOVER codec.
• Proposed (two, three, or four groups) : The proposed progressive scheme with two, three, and four groups of blocks.
The improvement obtained by the progressive scheme is intimately related to the interpolation quality. For larger groups of pictures, the progressive refinement improvement is more significant: the lack of temporal correlation is mitigated by exploiting the spatial correlation during the side information generation. The SIR based on progressive schemes has proven more effective for the rapid sequences, showing an improvement of up to 3 dB, for instance, for the Foreman sequence with GOP = 8 and the progressive scheme with 4 groups. For the slowmotion sequences, such as the Hall monitor video sequence, however, the progressive scheme does not bring noticeable performance improvements even when the GOP size increases. The average over the five video sequences is emphasized. http://asp.eurasipjournals.com/content/2013/1/168
From Table 6 , one can verify that the quality of the interpolated frames is slightly improved by the progressive scheme for the Hall monitor sequence. However, this slight interpolation improvement does not lead to an improvement in the rate-distortion curves in Figures 9,  10 , and 11. This can be explained from a channel coding point of view: when the frame is subdivided into more subsets, the length of the turbo code and its interleaver is smaller. Therefore, the error-correcting capability of the turbo code decreases.
The PSNR of the Coastguard sequence interpolated frames obtained by the progressive scheme with three and four sets is lower than that of the interpolated frame with the progressive scheme with two sets. This is due to the refinement pass using the coarse 4D template. However, the RD performances of the progressive schemes with three and four sets are better than that with two sets. Recall that the Coastguard sequence contains a 'moving boat' and a large texture area of 'water' in the background which is usually hard to refine since the template is vulnerable to the noise. Nevertheless, around the moving boat, there is some structure that can help the refinement process to eliminate the motion estimation errors.
The progressive scheme leads to an improvement over the SIR technique of Martins et al. [10] by up to 1.2 dB (Foreman with GOP 8) since the motion refinement is processed using completely reconstructed templates containing the various DCT components and not only a subset of the DCT bands. The concept of the progressive scheme was inspired from the principle of the intra-frame differential pulse code modulation (DPCM) coding. However, since the WZ codec requires long codes, it is not possible to apply linear prediction, pixel by pixel, using the neighboring spatially correlated pixels. Thus, the frame decomposition in the progressive scheme should provide spatially correlated groups. Unlike DPCM, where the spatial correlation is used to predict the upcoming pixel, for the proposed progressive DVC scheme, the spatial correlation is used to rectify the motion field, thus leading to a better exploitation of the temporal correlation properties across the video sequence.
In Table 7 the overall RD performances of the different SIR schemes are evaluated using the Bjøntegaard Delta PSNR and bitrate metrics [12] . These metrics are computed according to the SI non-refined system DIS-COVER. All the refined DVC architectures considered here use turbo coding in the WZ part, and they are consequently compared to the DISCOVER system using turbo coding, except for the refined technique of Deligiannis [11] which uses LDPC and is then compared to DISCOVER system using LDPC. Using the Bjøntegaard measure [12] , it is observed that the proposed progressive codec also achieves compression gains of up to 31.3859% rate reduction when compared to DISCOVER. Moreover, the progressive scheme with four groups exceeds the performances of the SIR technique of Martins [10] for all the different setups. By comparison with the Deligiannis [11] SI refinement technique, the progressive scheme with four groups gives better results for the majority of scenarios, that is except for the Soccer QCIF sequence.
Complexity analysis
In this section, the encoding and decoding complexity of the proposed progressive scheme with four sets is investigated. The complexity is assessed by measuring the execution time required by the encoder and by the decoder using a personal computer with an Intel ® Core™ i7 CPU processor at 2.67 GHz with 12 GB of RAM. Table 8 gives the encoding execution time in seconds for three video schemes with all the frames (see Table 2 ) of the Foreman and Soccer sequences and with GOP = 2 and 8: T enc DISC ratio indicates that the progressive encoder complexity exceeds the DISCOVER encoder complexity by about 12% for GOP = 2 and about 57% for GOP = 8. The additional complexity is mainly due to the frame splitting into four parts and the execution of four times the encoding process of the two RSC encoders forming the turbo encoder. Despite this encoding complexity increase, the proposed progressive scheme still follows the DVC paradigm purpose as it reduces significantly the encoding complexity when compared to that of the H264/AVC Table 8 indicate a complexity reduction of almost 40% and 70% for GOP = 2 and 8, respectively.
As for the decoding complexity itself, Table 9 provides the decoding execution times for both progressive and DISCOVER schemes. The overall decoding time involves the side information generation execution time, T SIG , and the Slepian-Wolf decoder execution time, T SW (turbo decoding): T dec = T SIG + T SW . This table shows that the additional computational complexity of the proposed decoder, due to multiple side information refinement passes, is compensated by a faster turbo decoding. For instance, for the progressive scheme with four groups of blocks, the 1,584-long bitplane is split into four parts leading to four 396-long bitplanes: the turbo decoding process of the 1,584-long bitplane is more time-consuming than the turbo decoding of the four 396-long bitplanes, leading to comparable decoding execution times, T dec DISC and T dec Prog4 , for DIS-COVER and the progressive scheme with four correlated sets.
Conclusions
A new distributed video coding scheme is presented in this paper. This DVC scheme, based on progressive coding, consists of splitting the Wyner-Ziv frames into spatially correlated sets. These sets are then sent and decoded progressively to aid the motion-compensated temporal interpolation process for the decoding of the subsequent sets through motion refinement passes. This method complies perfectly with the distributed paradigm and does not involve additional decoding complexity. Moreover, the refinement passes are based on carefully chosen templates which are able to improve progressively the estimation of the motion vectors. To demonstrate the feasibility of the proposed method, the progressive scheme is incorporated over the Discover DVC codec. Significant improvements have been obtained, particularly for fast video sequences and larger group of pictures. The interpolation quality is greatly enhanced and an improvement of up to 3 dB is reported for the overall rate-distortion (PSNR versus bitrate) performances, and this does not have any significant impact on the computational complexity of the encoders and decoders.
