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1. Introduction
D. Dikranjan and E. Giuli’s introduction, in [8], of categorical closure operators laid the foundation for a systematic study
of topological properties in general categories. The theory of categorical closure operators went on to be developed by many
authors (see e.g. [2,3,6,9,10,12] and the references therein) and currently constitutes an important branch of categorical
topology. In the present note we are concerned with a different approach to the study of topological properties in categories,
namely via neighborhood operators on a category.
Many topological concepts may be simply deﬁned with the help of the Kuratowski closure operator, without using open
sets or neighborhoods. But neighborhoods are more intuitive when it comes to introducing a natural concept of convergence.
For this reason, a concept of neighborhood with respect to a categorical closure operator was deﬁned in [12] and then
studied in [13] and [17] and used also in [16]. Differently from these papers, we will deﬁne and study neighborhoods
as basic structures on categories, not as those derived from a closure operator. Our considerations generalize the usual
approach to topological spaces via neighborhood systems – cf. [7].
The aim of the present paper is to develop a general theory of neighborhood operators on categories. Assuming a sub-
object structure on the category, the neighborhoods of a given subobject are a suitably axiomatized collection of larger
subobjects. Unlike neighborhoods in topological spaces, the neighborhoods deﬁned here are not closed under (ﬁnite) meets
so that they do not form a ﬁlter in general. They form a centered stack, called a raster, only.
We proceed to introduce closure and interior operators and convergence (of rasters) associated with neighborhood opera-
tors in a natural way and study their properties. We also discuss separation and compactness with respect to a neighborhood
operator. The results obtained generalize the well-known results on neighborhoods in topological spaces.
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For the general categorical terminology used see [1] and for that concerning categorical closure operators see [2] and
[10]. The lattice-theoretic concepts and results are taken from [14] and for the topological notions we refer to [11].
Let M be a ﬁxed class of monomorphisms in a ﬁnitely complete category X . M is assumed to be closed under com-
position and contain all isomorphisms of X . For each X -object X , sub X := {m ∈ M; m has codomain X} is the collection
of subobjects of X . As usual, we identify isomorphism classes of subobjects of X with their representatives. So, we write
m = n instead of m  n for subobjects m,n of X . Correspondingly, by saying that m and n are different, in symbols m = n,
we mean that m and n are not isomorphic.
We further assume that X has multiple pullbacks of (arbitrary) families of M-morphisms, hence sub X is a complete
lattice for each X ∈ X with partial order m  n ⇔ m = n ◦ p for some X -morphism p. The joins and meets in sub X are
denoted by the usual symbols ∨, ∨ and ∧, ∧, respectively. The least element of sub X is denoted by oX (of course, the
identity morphism idX is the greatest element of sub X ). If idX = oX , then the X -object X is called trivial. We denote by
sub+ X the class of all m ∈ sub X with m > oK .
For every (possibly large) Boolean algebra B , m will denote the complement of m ∈ B . Recall that a (possibly large)
lattice L with a least element 0 is said to be atomic if, for each element x ∈ L, x = 0, there is an atom p of L such that
p  x, and it is said to be atomistic provided that each element of L is the join of a class of atoms of L. Of course, a Boolean
algebra is atomic if and only if it is atomistic. We extend also the concept of a frame to possibly large complete lattices so
that such a lattice L is said to be a frame if ﬁnite meets distribute over arbitrary, even large, joins in L.
Finally, adding the requirement that M is pullback stable and contains the regular monomorphisms entails the existence
of a proper factorization structure (E,M) on X (cf. [1, Section 15]). Then, given an X -morphism f : X → Y and subobjects
m ∈ sub X and n ∈ sub Y , we denote by f (m) the M-part of the (E,M)-factorization of f ◦m and by f −1(n) the inverse
image of n (given by the corresponding pullback) along f .
We will say that f reﬂects the least subobject if f −1(oY ) = oX (or, equivalently, f (m) = oY ⇒m = oX ). Also, f : X → Y
satisﬁes the Frobenius reciprocity law if for every pair of subobjects m ∈ sub X and n ∈ sub Y , one has
f
(
m∧ f −1(n))= f (m) ∧ n.
Lemma 1. Let f : X → Y and let sub X and sub Y be Boolean algebras. Consider the following:
1. f reﬂects the least subobject, and the Frobenius reciprocity law holds for f .
2. f −1 : sub Y → sub X preserves complements.
3. f −1 : sub Y → sub X preserves ﬁnite suprema.
Then (1) ⇒ (2) ⇔ (3).
Proof. (1) ⇒ (2): We have f −1(n )∧ f −1(n) = f −1(n∧n) = f −1(oY ) = oX . Let m ∈ sub X , m∧ f −1(n) = oX . Then f (m)∧n =
oY , which yields f (m) n. Consequently, m f −1(n ), and thus f −1(n) = f −1(n ).
(2) ⇔ (3): The equivalence follows from de Morgan’s laws and the fact that f −1 preserves (ﬁnite) inﬁma. 
It is well known that E is stable under pullback along M-morphisms if and only if every f in X satisﬁes the Frobenius
reciprocity law (cf. [6]). We will often ﬁnd it convenient to impose this condition on E .
We suppose that there is given a concrete category K over X with the corresponding underlying functor | | : K → X . As
usual, we do not distinguish notationally between K-morphisms and their underlying X -morphisms (i.e., we write f instead
of | f | whenever f is a K-morphism). Given a K-object K , by a subobject of K we will always mean a subobject of |K | and,
correspondingly, we will write brieﬂy oK , idK , sub K and sub
+ K instead of o|K | , id|K | , sub |K | and sub+ |K |, respectively.
This will cause no confusion because only the category X , and not K, is assumed to have a subobject structure. By a product
in K we always mean a concrete one.
Recall that a closure operator on K (with respect to (E,M)) is a family of maps c = (cK : sub K → sub K )K∈K with the
following properties that hold for each K-object K and each m, p ∈ sub K :
(cl0) cK (oK ) = oK for every K ∈ K,
(cl1) m cK (m),
(cl2) m p ⇒ cK (m) cK (p),
(cl3) cK ( f −1(n)) f −1(cL(n)) whenever f : K → L is a K-morphism and n ∈ sub L.
Note that, if (cl2) is true, the condition (cl3) is equivalent to
(cl3′) f (cK (m)) cL( f (m)) for each K-morphism f : K → L.
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see [3]. A classical closure operator introduced in [8] is obtained when K = X and | | is the identity functor. The general-
ization may be trivial, but it does allow the theory to encompass a number of natural examples (cf. [3]). Note also that the
property (cl0), the so-called groundedness of c, is not required in the classical deﬁnition of a closure operator. The closure
operators introduced above are usually called grounded closure operators.
Given a closure operator c on K and a K-object K , a subobject m ∈ sub K is said to be c-closed provided that cK (m) =m.
Clearly, if f : K → L is a K-morphism, then f −1(n) is c-closed whenever n ∈ sub L is c-closed (and vice versa provided that
cL is idempotent, i.e., cL(cL(n)) = cL(n) for every n ∈ sub L).
According to [18], we deﬁne an interior operator (with respect to (E,M)) on K to be the lattice dual concept to a closure
operator on K, i.e., to be a family of maps ι = (ιK : sub K → sub K )K∈K with the following properties that hold for each
K-object K and each m, p ∈ sub K :
(int0) ιK (idK ) = idK for every K ∈ K,
(int1) ιK (m)m,
(int2) m p ⇒ ιK (m) ιK (p),
(int3) f −1(ιL(n)) ιK ( f −1(n)) for every K-morphism f : K → L and every n ∈ sub L.
Clearly, (int3) is equivalent to
(int3′) f (m) ιL(n) ⇒m ιK ( f −1(n)) for every K-morphism f : K → L and every n ∈ sub L.
Given an interior operator ι on K and a K-object K , a subobject m ∈ sub K is said to be ι-open provided that ιK (m) =m.
Clearly, if f : K → L is a K-morphism, then f −1(n) is ι-open whenever n ∈ sub L is ι-open (and vice versa provided that ιL
is idempotent).
If sub K is a Boolean algebra for every K-object K and c is a closure operator on K, then we put (for every K ∈ K)
() ιK (m) = cK (m) for eachm ∈ sub K ,
and it is routine to verify:
Proposition 1. Let sub K be a Boolean algebra for everyK-object K and for everyX -morphism f let f −1 preserve complements. Then
() gives a one-to-one correspondence between closure and interior operators on K.
If sub K is a Boolean algebra for every K-object K and c and ι are closure and interior operators, respectively, on K
satisfying (), then c and ι are said to be compatible. Observations about compatible operators are pursued in more detail
in [18].
Example 1. (1) Standard examples of interior and closure operators are on topological constructs K with X = Set and
| | : K → Set the forgetful functor. The (surjections, injections)-factorization structure for morphisms is considered in the
base category Set and subobject lattices are Boolean algebras. A number of such examples are given in [2] and [10]. Among
them, of course, the most natural one is K = Top, the construct of topological spaces and continuous maps, with c the
Kuratowski closure operator. (For examples of other closure operators on Top see [10].)
Further examples can be found among concrete categories over topological constructs (with a singleton ﬁber of the empty
set) which always have the (surjections, embeddings)-factorization structure for morphisms. For instance, let X = Top, let K
be the category TopGrp of topological groups (and continuous homomorphisms), and let | | : TopGrp → Top be the forgetful
functor (that forgets the group structure). Then a closure operator (as well as the compatible interior operator) on TopGrp
is given by the (classical) Kuratowski closure operator on Top. It is deﬁned for all subsets of a given topological group. On
the other hand, the classical Kuratowski closure operator on TopGrp (i.e., the closure operator where | | : TopGrp → TopGrp
is the identity functor) is deﬁned only for those subsets of a given topological group that are its subgroups (and it has no
compatible interior operator in general as the subobject lattices are not Boolean).
(2) Let Mag be the construct of magmas, i.e., binary algebras, and homomorphisms, and let | | : Mag → Mag be the
identity functor. (Magmas were originally termed groupoids, however this term has another connotation in the categorical
literature.) One can easily show that, with respect to the (surjections, injections)-factorization system for morphisms in Mag,
there is a closure operator c on Mag given as follows: For every magma X and every submagma M of X ,
cX (M) =
{∅ if M = ∅,⋂{N; M  N  X} if M = ∅
where M  N stands for “M is a submagma of N” and N  X for “N is a left ideal of X”. Recall that, when using the
multiplicative denotation for the magma operation, a left ideal of a magma X is a nonempty submagma N of X such that
xa ∈ N whenever x ∈ X and a ∈ N . Let G = {a,b, c} be the three-element commutative and idempotent magma with ab = c,
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cG(M) = G for each nonempty submagma M of G and cG(∅) = ∅.
3. Neighborhoods
The well-known concept of a stack may be naturally extended from partially ordered sets to partially ordered classes
(recall that a stack on a partially ordered set G is an upwards closed subset of G , i.e., a subset S ⊆ G such that x  y
implies y ∈ S whenever x ∈ S and y ∈ G). Similarly, the concepts of ﬁlter, ultraﬁlter, ﬁlter base and ﬁlter subbase deﬁned
for lattices may be naturally extended to possibly large lattices. Of course, ﬁlters are just the ﬁlter bases that are stacks
and, for (possibly large) complete lattices, ﬁlter subbases not containing the least element coincide with centered subclasses,
i.e., nonempty subclasses C such that ∧B is different from the least element for every ﬁnite subset B ⊆ C . In accordance
with [12], centered stacks on a given, possibly large complete lattice G will be called rasters on G .
The conglomerate of all stacks on a partially ordered class G is understood to be ordered by inclusion. If R, S are
stacks on G , then S is said to be ﬁner than R, and R is said to be coarser than S , provided that R ⊆ S . If G is even a
possibly large complete lattice, then it is evident that maximal rasters on G (i.e., maximal elements in the conglomerate of
all rasters on G) coincide with ultraﬁlters on G . Thus, as the Axiom of Choice for conglomerates is assumed, each raster
on G is coarser than an ultraﬁlter on G .
We extend in a natural way the concept of a base from ﬁlters to stacks. If R is a subclass of a partially ordered class G ,
then we denote by 〈R〉 the coarsest stack on G containing R, i.e., 〈R〉 = {y ∈ G; ∃x ∈ R: x y}. We say that R is a base
of 〈R〉 and that 〈R〉 is generated by R. Clearly, if G is a (possibly large) complete lattice, then 〈R〉 is a raster on G if and
only if R is centered.
For each X -object X , we denote by SX and RX the conglomerates of all nonempty stacks and all rasters on sub X ,
respectively. Given a K-object K , we write brieﬂy SK and RK instead of S|K | and R|K | , respectively.
Let f : X → Y be an X -morphism and B ∈ SX . As usual, we deﬁne the stack f (B) by r ∈ f (B) ⇔ f −1(r) ∈ B. f (B) is
centered if B is centered and f reﬂects the least subobject. Clearly, f (B) is a ﬁlter if B is a ﬁlter. If f ∈ E and B is an
ultraﬁlter, then f (B) is an ultraﬁlter too.
If X is an X -object and m ∈ sub X , we denote by m˙ the principal ﬁlter on sub X generated by m, i.e., m˙ = {n ∈ sub X;
m n}.
Deﬁnition 1. A neighborhood operator on K (with respect to (E,M)) is a collection of maps ν = (νK : sub K → SK )K∈K with
the four following properties that hold for each K-object K :
(nbh0) νK (m) ⊆ m˙ for all m ∈ sub K ,
(nbh1) m p ⇒ νK (p) ⊆ νK (m) for all m, p ∈ sub K ,
(nbh2) if G ⊆ sub K and m ∈ νK (p) for every p ∈ G , then m ∈ νK (∨G),
(nbh3) νL(n) ⊆ f (νK ( f −1(n))) for every K-morphism f : K → L and every n ∈ sub L (i.e. n ∈ νL(p) ⇒ f −1(n) ∈K ν( f −1(p))
for n, p ∈ sub L).
Note that (nbh2) is equivalent to
(nbh2′) if {mi; i ∈ I} ⊆ sub K is a subclass and pi ∈ νK (mi) for every i ∈ I , then ∨i∈I pi ∈ νK (∨i∈I mi)
and (nbh3) is equivalent to
(nbh3′) νL( f (m)) ⊆ f (νK (m)) for every m ∈ sub K
and also to
(nbh3′′) f −1(νL( f (m))) ⊆ νK (m) for every m ∈ sub K .
The stack νK (m) from the previous deﬁnition is called the ν-neighborhood stack of m and the elements νK (m) are called
ν-neighborhoods of m. Observe that idK ∈ νK (m) for every m ∈ sub K and that νK (m) ∈ RK if m ∈ sub+ K .
From (nbh1) and (nbh2) it clearly follows that, if sub K is atomistic, m ∈ sub+ K and n ∈ sub K , then n ∈ νK (m) if and
only if n ∈ νK (p) for every atom p ∈ sub K , p m.
Example 2. In the sequel, for every construct K, the corresponding underlying functor is assumed to be the forgetful functor
| | : K → Set and every neighborhood operator on K is considered with respect to (surjections, injections)-factorization
structure for morphisms in Set.
(1) By a closure operation on a set X we understand a map u : exp X → exp X which is grounded (i.e., u(∅) = ∅),
extensive and monotone. The pair (X,u) is then called a closure space (these spaces were studied by E. Cˇech in [4]).
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construct of closure spaces and continuous maps, i.e., maps f : (X,u) → (Y , v) satisfying f (uA) ⊆ v( f (A)) whenever A ⊆ X .
Clearly, the neighborhoods deﬁne a neighborhood operator ν = (νK )K∈Clo on Clo (for every closure space K = (X,u) and ev-
ery subset A ⊆ X , νK (A) is the set of all neighborhoods of A). Recall that additive closure operations are called pretopologies
(or Cˇech closure operations – cf. [5]). In accordance with [15], idempotent closure operations will be called supratopologies.
We denote by PrTop, SuTop and Top the full subconstructs of Clo whose objects are the pretopological, supratopological and
topological spaces, respectively. Thus, PrTop, SuTop and Top are categories with a neighborhood operator ν deﬁned as above.
(2) Let K be a category with a closure operator c with respect to an (E,M)-factorization structure for morphisms in K.
Let, for every K-object K , the subobject lattice sub K be pseudocomplemented with m∗ denoting the pseudocomplement
of m for every m ∈ sub K . If we put, for every m ∈ sub K , n ∈ νK (m) ⇔m (cK (n∗))∗ , then ν = (νK )K∈K is a neighborhood
operator on K with respect to (E,M) by [12]. So, this example generalizes the previous one. A number of particular
examples of this kind may be found in [13].
(3) Let Neigh be the construct whose objects are neighborhood spaces, i.e., pairs (X,N ) where X is a set and N is a
map assigning to every point x ∈ X a raster N (x) on the power-set (Boolean algebra) 2X such that
x ∈ A for every A ∈ N (x),
and whose morphisms are the maps f : (X,N ) → (X ′,N ′) such that
N ′( f (x))⊆ f (N (x)) for every x ∈ X .
Then there is a natural neighborhood operator ν = (νK )K∈Neigh on Neigh given by ν(X,N )(A) =
⋂
x∈A N (x) whenever
(X,N ) ∈ Neigh and A ⊆ X . (To show that a morphism f : (X,N ) → (X ′,N ′) in Neigh is continuous, let A ⊆ X be a
subset and let B ∈ ν(X ′,N ′)( f (A)). Then, for every point x ∈ A, we have B ∈ N ′( f (x)), so that B ∈ f (N (x)). Thus, there
exists Nx ∈ N (x) such that B ⊇ f (Nx). Put N =⋃x∈A Nx . Then N ∈ ν(X,N )(A) and f (N) ⊆ B . Therefore, ν(X ′,N ′)( f (A)) ⊆
f (ν(X,N )(A)).) Clearly, Top may be fully concretely embedded into Neigh.
(4) Considering Mag, as in Example 1(2), putting νX (M) := {N; there exists N ′  X with M  N ′  N} for every
magma X and every submagma M of X yields a neighborhood operator. In Mag the subobject lattices are not pseudo-
complemented in general, so the neighborhood operator is not induced by a closure operator in the way described in (2).
Let ν be a neighborhood operator on K. For every object K ∈ K, we deﬁne a map ινK : sub K → sub K as follows:
ινK (m) =
∨{n ∈ sub K ; m ∈ νK (n)} whenever m ∈ sub K .
Thus, ινK (m) is the greatest subobject p of K with m ∈ νK (p).
Theorem 1. The assignment ν → ιν = (ινK )K∈K constitutes one-to-one correspondence between neighborhood operators and interior
operators on K.
Proof. Let ν = (νK )K∈K be a neighborhood operator on K. The axioms (int0)–(int2) are clearly satisﬁed. To prove (int3′),
let ν be a neighborhood operator on K, let f : K → L be a K-morphism and let m ∈ sub K and n ∈ sub L be subobjects such
that f (m)  ινL (n). Then n ∈ νL( f (m)) ⊆ f (νK (m)), so that there exists p ∈ νK (m) with n  f (p). But p ∈ νK (m) implies
m ινK (p) and, since p  f −1(n), we have m ινK (p) ινK ( f −1(n)).
Let ι = (ιK )K∈K be an interior operator on K and put νιK (m) = {n ∈ sub K ; m  ιK (n)} for every K-object K and every
m ∈ sub K . It can be easily seen that νι satisﬁes axioms (nbh0)–(nbh2). To prove (nbh3), let f : K → L be a K-morphism,
let p ∈ sub L and let n ∈ νιL(p). Then p  ιL(n), hence f −1(p) f −1(ιL(n)) ιK ( f −1(n)) and thus f −1(n) ∈ νιL( f −1(p)). We
have shown that νι is a neighborhood operator on K. Since it can be easily seen that νιν = ν and ινι = ι, the assignment
ι → νι is inverse to ν → ιν . 
Example 3. By Theorem 1, every example of an interior operator on K gives an example of a neighborhood operator on K
(and vice versa). The following example of an interior operator not compatible with a closure operator is presented in [18]:
Let Grp be the construct of groups (and group homomorphisms) and let | | : Grp → Grp be the identity functor. Putting
ιK (G) =∨{H; H is a normal subgroup of both G and K } for every group K and every subgroup G of K , we get an interior
operator on Grp with respect to the (surjections, injections)-factorization structure for morphisms in Grp (cf. Example 2(4)).
Further examples may be obtained by considering, in the above example, only those normal subgroups H of K that have
certain additional property, e.g., the property that the factor group K/H is commutative.
In the sequel, we assume that there is given a neighborhood operator ν on K. For every K-object K , ιν -open subobjects
of K will be called brieﬂy ν-open.
Theorem 2. Let K be a K-object. Then
(a) ινK preserves ﬁnite meets if and only if νK (m) is a ﬁlter for every m ∈ sub K ,
(b) ιν is idempotent if and only if νK (m) has a ν-open base (i.e., base consisting of ν-open subobjects of K ) for every m ∈ sub K .K
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ν
K (p∧q) = ινK (p)∧ ινK (q) for all p,q ∈ sub K and let m ∈ sub K . If p,q ∈ νK (m),
then m  ινK (p) ∧ ινK (q) = ινK (p ∧ q), hence p ∧ q ∈ νK (m). Therefore, νK (m) is a ﬁlter. Conversely, let p,q ∈ sub K and let
νK (m) be a ﬁlter for every m ∈ sub K . Put r = ινK (p) ∧ ινK (q). Then r  ινK (p) and r  ινK (q). Consequently, p ∈ νK (r) and
q ∈ νK (r), hence p ∧ q ∈ νK (r). Therefore, r  ινK (p ∧ q) and we have shown that ινK (p) ∧ ινK (q) ινK (p ∧ q). As the converse
inequality follows from monotonicity of ιν , ινK preserves ﬁnite meets.
(b) Let ινK be idempotent, let m ∈ sub K and n ∈ νK (m). Then m ινK (n) = ινK (ινK (n)), which yields ινK (n) ∈ νK (m). Conse-
quently, {ινK (n); n ∈ νK (m)} is an open base of νK (m). Conversely, let νK (m) have a ν-open base for every m ∈ sub K , let
p ∈ sub K and m = ινK (p). Then p ∈ νK (m), so that there is a ν-open subobject q ∈ νK (m) such that q p. We have q ∈ νK (q),
hence p ∈ νK (q). Therefore, q ινK (p) and we get ινK (p) ∈ νK (m), i.e., m ινK (ινK (p)). We have shown that ινK (p) ινK (ινK (p)).
As the converse inequality is trivial, the proof is complete. 
There is a closure operator on K naturally associated with ν . For every K-object K and every m ∈ sub K we put cνK (m) =∨{n ∈ sub K ; m∧ q > oK for every n′ ∈ sub+ K with n′  n and every q ∈ νK (n′)}.
Proposition 2. cν = (cνK )K∈K is a closure operator on K.
Proof. It can be easily seen that the axioms (cl0)–(cl2) are satisﬁed. To prove (cl3′), let f : K → L be a K-morphism
and m ∈ sub K . Let n ∈ sub K be a subobject such that m ∧ q > oK for every n′ ∈ sub+ K , n′  n, and every q ∈ νK (n′).
Let p′ ∈ sub+ L, p′  f (n) and r ∈ νL(p′). Then νL(p′) ⊆ νL( f ( f −1(p′))) ⊆ f (νK ( f −1(p′))) ⊆ f (νK ( f −1(p′) ∧ n)). Hence,
f −1(p′) ∧ n  n and there exists q ∈ νK ( f −1(p′) ∧ n) such that r = f (q). We have f (m) ∧ r = f (m) ∧ f (q)  f (m ∧ q) >
oL because m ∧ q > oK according to the assumptions. We have proved that if m ∧ q > oK for every n′ ∈ sub+ K , n′  n,
and every q ∈ νK (n′), then f (m) ∧ r > oL for every p′ ∈ sub K , p′  f (n) and every r ∈ νL(p′). Consequently, f (cνK (m)) =
f (m ∨∨{n ∈ sub K ; m ∧ q > oK for every n′ ∈ sub+ K with n′  n and every q ∈ νK (n′)}) = f (m) ∨∨{ f (n) ∈ sub L; n ∈
sub K and m∧q > oK for every n′ ∈ sub+ K with n′  n and every q ∈ νK (n′)} f (m)∨∨{p ∈ sub L; f (m)∧r > oL for every
p′ ∈ sub+ L with p′  p and every r ∈ νL(p′)} = cνL ( f (m)). 
Remark 1. (a) Of course, if K is a K-object such that sub K is atomistic, then we have cνK (m) =
∨{n ∈ sub K ; n is an atom
and m∧ q > oK for every q ∈ νK (n)}.
(b) Let K , L be K-objects with |K | = |L|. If, for every p ∈ sub+ K , there is a base B1 of νL(p) and a base B2 of νK (p)
such that B1 ⊆ B2, then cνK (m) cνL (m) for every m ∈ sub K .
Lemma 2. Let K be aK-object and m ∈ sub K . Then cνK (m) =
∨{n ∈ sub K ; m∧q = oK implies n∧ ινK (q) = oK for every q ∈ sub K }.
Proof. cνK (m) =
∨{n ∈ sub K ; m∧q > oK for every n′ ∈ sub+ K with n′  n and every q ∈ νK (n′)} =∨{n ∈ sub K ; m∧q > oK
for every n′ ∈ sub+ K with n′  n and every q ∈ sub K with n′  ινK (q)} =
∨{n ∈ sub K ; n′  n and n′  ινK (q) imply m ∧
q = oK whenever n′ ∈ sub+ K and q ∈ sub K } =∨{n ∈ sub K ; n′  n ∧ ινK (q) implies m ∧ q = oK for every q ∈ sub K } =∨{n ∈ sub K ; n ∧ ινK (q) = oK implies m ∧ q = oK for every q ∈ sub K } =∨{n ∈ sub K ; m ∧ q = oK implies n ∧ ινK (q) = oK
for every q ∈ sub K }. 
Proposition 3. If sub K is a Boolean algebra for every K-object K , then cν and ιν are compatible.
Proof. Let sub K be a Boolean algebra for every K-object K . Let K be a K-object and let m ∈ sub K be a subobject. Using
Lemma 1, we get cνK (m ) =
∨{n ∈ sub K ; m ∧ q = oK implies n ∧ ινK (q) = oK for every q ∈ sub K } =∨{n ∈ sub K ; q  m
implies n  ινK (q) whenever q ∈ sub K } 
∨{n ∈ sub K ; n  ινK (m) } = ινK (m) (the inequality is obtained by putting q = m).
Further, we have
∨{n ∈ sub K ; q m implies n  ινK (q) whenever q ∈ sub K }  ινK (m) because, for every q ∈ sub K , q m
implies ινK (m) ινK (q). Therefore, cνK (m ) = ινK (m), i.e., cνK (m ) = ινK (m). 
Example 4. Let Neigh be the construct of neighborhood spaces with the natural neighborhood operator – see Example 2(3)
– and let K = (X,N ) be an object of Neigh. A subset A ⊆ X is said to be N -open if A ∈ N (x) for every x ∈ A. Clearly, A is
N -open if and only if it is νK -open. By Theorem 2 and Proposition 3, we have
(1) cνK is a pretopology on X if and only if N (x) is a ﬁlter for every x ∈ X (because N (x) is a ﬁlter for every x ∈ X if and
only if νK (A) is a ﬁlter for every A ⊆ X ).
(2) cνK is a supratopology on X if and only if N (x) has an N -open base for every x ∈ X (because N (x) has an N -open
base for every x ∈ X if and only if νK (A) has a νK -open base for every A ⊆ X ).
Deﬁnition 2. Let K be a K-object, R ∈ RK and m ∈ sub K . We say that R ν-converges to m, in symbols R ν−→m, if νK (m′) ⊆
R for every m′ ∈ sub+ K , m′ m.
Of the obvious properties of the ν-convergence, let us mention that, given a K-object K , we have:
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2. νK (m)
ν−→m whenever m is an atom of sub K .
3. For every R ∈ RK and every m ∈ sub K , from R ν−→m it follows that R ν−→ p for every p ∈ sub K with p m.
4. For every R ∈ RK and every m ∈ sub K , from R ν−→m it follows that S ν−→m for every S ∈ RK , S ﬁner than R.
5. If sub K is atomistic, m ∈ sub+ K and R ∈ RK , then R ν−→m if and only if R ν−→ p for every atom p ∈ sub K , p m.
Proposition 4. Let f : K → L be a K-morphism, m ∈ sub K and R ∈ RK . If R ν−→m, then f (R) ν−→ f (m).
Proof. If m = oK , the statement is trivial. Let m > oK and let R ν−→ m. Let p ∈ sub+ K , p  f (m) and let n ∈ νL(p). Since
f ( f −1(p)) p, we have n ∈ νL( f ( f −1(p))). Consequently, f −1(n) ∈ νK ( f −1(p)). From f −1(p) ∧m f −1(p) it follows that
f −1(n) ∈ νK ( f −1(p)∧m). Further, f (m)∧ p = p > oL implies oK < f −1(p)∧mm by the Frobenius reciprocity law. Hence,
νK ( f −1(p) ∧m) ⊆ R because R → m. It follows that f −1(n) ∈ R, thus n  f ( f −1(n)) ∈ f (R). We have n ∈ f (R), which
yields νL(p) ⊆ f (R). Therefore, f (R) ν−→ f (m). 
Proposition 5. Let K be a K-object and m, p ∈ sub K , m > oK . If there exists R ∈ RK such that R ν−→ m and p ∧ q > oK for each
q ∈ R, then m cνK (p). The converse is true provided that sub K is atomistic and m is an atom of sub K .
Proof. The ﬁrst part of the statement is evident. Let sub K be atomistic and let m be an atom of sub K with m  cνK (p).
Then νK (m)
ν−→m and m cνK (p) implies m n for some n ∈ sub K such that m ∧ q > oK for every n′ ∈ sub+ K with n′  n
and every q ∈ νK (n′). Thus, p ∧ q > oK for every q ∈ νK (m). 
Let K =∏i∈I Ki be a product in K. Clearly, ⋃i∈I pr−1Ki (νKi (prKi (m))) ⊆ νK (m) for every m ∈ sub K . If also the converse
inclusion is satisﬁed, we say that ν-neighborhoods are compatible with the product K . Furthermore, let R ∈ RK be a raster.
By Proposition 4, given m ∈ sub K , R ν−→m implies pri(R) ν−→ pri(m) for each i ∈ I . If also the converse implication is valid
for every m ∈ sub K , we say that the raster R is ν-convergence-compatible with the product K .
Example 5. In SuTop, neighborhoods are compatible with all products while in PrTop and Top they are not. On the other
hand, it is well known that ﬁlters are convergence-compatible with all products in Top.
Proposition 6. Let K = ∏i∈I Ki be a product in K. If ν-neighborhoods are compatible with K , then every raster R ∈ RK is
ν-convergence-compatible with K .
Proof. Let R ∈ RK be a raster, let m ∈ sub+ K and let pri(R) ν−→ pri(m) for all i ∈ I . Let m′ ∈ sub+ K , m′  m. Then
pri(m
′) ∈ sub+ Ki , pri(m′) pri(m). Therefore, νKi (pri(m′)) ⊆ pri(R) for all i ∈ I , hence, νK (m′) =
⋃
i∈I pr
−1
i (νKi (pri(m
′))) ⊆⋃
i∈I pr
−1
i (pri(R)). Let n ∈ νK (m′). Then there is i0 ∈ I such that n ∈ pr−1i0 (pri0(R)). Consequently, n = pr−1i0 (p) for some
p ∈ sub Ki0 , p  pri0 (q), where q ∈ R. This yields q  pr−1i0 (pri0(q))  pr−1i0 (p) = n. Therefore, n ∈ R and we have
νK (m′) ⊆ R. It follows that R ν−→m. 
In the rest of this section, we assume that X has products (so that it is complete) – otherwise, we would have to restrict
our considerations to ﬁnite products only.
Let X =∏i∈I Xi be a product in X and let Bi ∈ SXi for each i ∈ I . We put ∏i∈I Bi = {∏i∈I mi; mi ∈ Bi for each i ∈ I}. If
the non-trivial objects of X are stable under products and Bi is centered for every i ∈ I , then ∏i∈I Bi is a centered subclass
of sub X (because, given a ﬁnite set J , we have
∧
j∈ J
∏
i∈I m
j
i 
∏
i∈I
∧
j∈ J m
j
i whenever m
j
i ∈ Bi for each j ∈ J and each
i ∈ I , and the domain of ∧ j∈ J m ji is non-trivial for each i ∈ I). Of course, ∏i∈I Bi need not be a stack on sub X in general.
But we will interpret
∏
i∈I Bi to mean the stack on sub X generated by {
∏
i∈I mi; mi ∈ Bi for each i ∈ I}.
Proposition 7. Let the non-trivial objects in X be stable under products and let all projections in K belong to E . Let K =∏i∈I Ki
be a product in K and, for each i ∈ I , let Ri ∈ RKi be a raster such that Ri ν−→ mi (mi ∈ sub Ki). If
∏
i∈I Ri ∈ RK is ν-convergence-
compatible with K , then
∏
i∈I Ri ν−→
∏
i∈I mi .
Proof. Since the non-trivial objects in X are stable under products, we have ∏i∈I Ri ∈ RK . Let ri ∈ Ri , ri : Ri → Ki for
each i ∈ I . Then, for each i ∈ I , pri ◦
∏
i∈I ri = ri ◦ pi where pri :
∏
i∈I Ki → K and pi :
∏
i∈I Ri → Ri are the projections.
Thus, pri(
∏
i∈I ri) is the M-part of the (E,M)-factorization of ri ◦ pi . Now, for each i ∈ I , the diagonalization property
results in pri(
∏
i∈I ri) ri and, since pi ∈ E , also in ri  pri(
∏
i∈I ri). Therefore, we have pri(
∏
i∈I ri) = ri for each i ∈ I and,
analogously, we get pri(
∏
i∈I mi) = mi for each i ∈ I . Hence, pri(
∏
i∈I Ri) = Ri , which yields pri(
∏
i∈I Ri) ν−→ mi for each
i ∈ I . Consequently, pri(
∏
i∈I Ri) ν−→ pri(
∏
i∈I mi) for each i ∈ I . Since
∏
i∈I Ri is ν-convergence-compatible with K , we have∏
i∈I Ri ν−→
∏
i∈I mi . 
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Given a K-object K , a subclass G ⊆ sub K is said to be a cover of K if ∨G = idK . Every subclass of G that is also a cover
of K is then called a subcover of G . A cover G of K is said to be
(a) ν-open cover if all elements of G are ν-open,
(b) ν-neighborhood cover provided that
(1) if n ∈ G , then there is m ∈ sub K such that n ∈ νK (m) and
(2) for every m ∈ sub+ K there is m′ ∈ sub+ K , m′ m, and n ∈ νK (m′) such that n ∈ G .
Lemma 3. Let K be a K-object such that sub K is a frame. Then every ν-open cover of K is a ν-neighborhood cover of K .
Proof. Let G be a ν-open cover of K . Then n ∈ G implies n = ινK (n) ∈ νK (n). Let m ∈ sub+ K . Then m
∨G , hence oK <m =
m∧ (∨G) =∨{m∧ g; g ∈ G} because sub K is a frame. Consequently, there is g0 ∈ G such that m∧ g0 > oK . Thus, putting
m′ =m∧ g0, we get oK <m′ m and g0 ∈ νK (m′). Therefore, G is a ν-neighborhood cover of K . 
Lemma 4. Let K be aK-object such that sub K is atomistic and ινK is idempotent. If G is a ν-neighborhood cover of K , then {ινK (n); n ∈G} is a ν-open cover of K .
Proof. Let G be a ν-neighborhood cover of K . Then, for every atom p ∈ sub K , there is np ∈ νK (p) with np ∈ G . Since
np ∈ νK (p) implies p  ινK (np) and sub K is atomistic, G′ = {ινK (n); n ∈ G} is a cover of K . G′ is ν-open because ινK is
idempotent. 
Deﬁnition 3. A K -object K is said to be
(a) ν-separated if, for every pair m,n ∈ sub+ K such that m ∧ n = oK , there are m′,n′ ∈ sub+ K with m′ m and n′  n and
there are p ∈ νK (m′), q ∈ νK (n′) with p ∧ q = oK ;
(b) ν-compact if every ν-neighborhood cover of K contains a ﬁnite subcover.
The following statement immediately follows from Lemma 3:
Proposition 8. Let K be a K-object such that sub K is a frame. If K is ν-compact, then every ν-open cover of K contains a ﬁnite
subcover.
Proposition 9. Let K be a K-object such that sub K is atomistic and ινK is idempotent. If every ν-open cover of K contains a ﬁnite
subcover, then K is ν-compact.
Proof. Let every ν-open cover of K contains a ﬁnite subcover. Let G be a ν-neighborhood cover of K . Then, by Lemma 4,
G′ = {ινK (n); n ∈ G} is a ν-open cover of K . Thus, there is a ﬁnite subcover H′ of G′ . For every m ∈ H′ , choose an element
nm ∈ G such that m = ινK (nm) (by applying the Axiom of Choice for classes) and put H = {nm ∈ G; m ∈ H′}. Then
∨H ∨H′ = idK . Therefore, H is a ﬁnite subcover of G , so that K is ν-compact. 
Theorem 3. Let K be a K-object. If r =∧{cνK (n); n ∈ νK (r)} for every r ∈ sub+ K , then K is separated; the converse is true provided
that sub K is atomistic.
Proof. Let r =∧{cνK (n); n ∈ νK (r)} for every r ∈ sub+ K . Let p,q ∈ sub+ K , p ∧ q = oK . Then q  p =∧{cνK (n); n ∈ νK (p)}.
Hence, there is n ∈ νK (p) with q cνK (n). Thus, there are q′ ∈ sub+ K , q′  q, and m ∈ νK (q′) such that m∧n = oK . Therefore,
K is separated.
Conversely, let sub K be atomistic and let K be separated. Given an atom r ∈ sub K , we clearly have r ∧{cνK (n); n ∈
νK (r)}. Admit that r <∧{cνK (n); n ∈ νK (r)}. Then there is an atom p ∈ sub K , p different from r, such that p <∧{cνK (n); n ∈
νK (r)}. Since K is ν-separated, there are m ∈ νK (p) and n ∈ νK (r) with m ∧ n = oK . Consequently, p  cνK (n). This is a
contradiction. 
Proposition 10. Let K be a K-object. If K is ν-separated, then R ν−→ p and R ν−→ q imply p ∧ q > oK for all R ∈ RK and all p,q ∈
sub+ K . The converse is true provided that sub K is atomic and νK (m) is a ﬁlter for every atom m ∈ sub K .
Proof. Suppose K is ν-separated. Let R ∈ RK , p,q ∈ sub+ K and let R ν−→ p and R ν−→ q. Then νK (p′) ⊆ R and νK (q′) ⊆ R
for all p′,q′ ∈ sub+ K with p′  p and q′  q. We have m ∧ n > oK whenever m ∈ νK (p′) and n ∈ νK (q′) (because R is
centered). Therefore, p ∧ q > oK .
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not ν-separated. Then there is a pair p,q ∈ sub+ K with p ∧ q = oK such that m ∧ n > oK for all m ∈ νK (p′) and n ∈ νK (q′)
whenever p′,q′ ∈ sub+ K , p′  p and q′  q. Let r, s ∈ sub+ K be atoms with r  p, s  q and put F = νK (r) ∪ νK (s). Then
F ∈ RK because νK (r) and νK (s) are ﬁlters. Since we have both F ν−→ r and F ν−→ s, the proof is complete. 
Proposition 11. Let K be a K-object such that sub K is a Boolean algebra. If every ultraﬁlter on K converges to an element of sub+ K ,
then K is ν-compact. The converse is true provided that sub K is atomic.
Proof. Suppose that K is not ν-compact. Then there is a ν-neighborhood cover G of K with no ﬁnite subcover. Thus,
H = {G; G ∈ G} (where G denotes the complement in the Boolean algebra sub K ) is centered. Let U ∈ RK be an ultraﬁlter
with 〈H〉 ⊆ U (such an ultraﬁlter exists because we assume the axiom of choice for conglomerates). For every m ∈ sub+ K ,
there is m′ ∈ sub+ K , m′  m, and pm ∈ νK (m′) such that pm ∈ G and, consequently, such that pm /∈ U . Thus, U cannot
converge to any element of sub+ K .
Conversely, let sub K be atomistic and let K be ν-compact. Suppose that there is an ultraﬁlter F ∈ RK which does not
converge to any element of sub+ K (hence, to any atom of sub+ K ). Then, for every atom m ∈ sub K , there is pm ∈ νK (m)
such that pm /∈ F . Thus, {pm; m ∈ sub K an atom} is a ν-neighborhood cover of K which has no ﬁnite subcover because
sub K is a Boolean algebra. (Indeed, if A is a ﬁnite subset of {pm; m ∈ sub K an atom}, then B = {p ∈ sub K ; p ∈ A} is a
ﬁnite subset of F so that ∧B > oK , which yields ∨A < idK .) This is a contradiction. Therefore, F converges to an element
of sub+ K . 
Proposition 12. Let E be stable under pullbacks along M-morphisms and let f : K → L be an E-morphism. If K is ν-compact, then
so is L.
Proof. Let N ⊆ sub L be a ν-neighborhood cover of L and put M = f −1(N ). Then every element of M is a ν-neighborhood
of a subobject of K and
∨M = idK . Let m ∈ sub+ K . Then f (m) ∈ sub+ L and there is n ∈ sub+ L, n  f (m), and p ∈ νL(n)
such that p ∈ N . Put m′ =m∧ f −1(n). Then n = f (m) (by the Frobenius reciprocity law) and, consequently, f −1(p) ∈ νK (m′).
Therefore, M is clearly a ν-neighborhood cover of K . Thus, there is a ﬁnite subcover M0 of M. If m ∈ M0, then there is
n ∈ N with m = f −1(n), hence with f (m) = f ( f −1(n)) = n. Therefore, f (M0) ⊆ N and we have ∨ f (M0) = f (∨M0) =
f (idM) = idL . Consequently, f (M0) is a (ﬁnite) cover of L. 
In our setting, the Tychonoff theorem has the following form:
Theorem 4. Let E be stable under pullbacks along M-morphisms and let K =∏i∈I Ki be a product in K. Let, for every i ∈ I , the
projection pri : K → Ki belong to E and sub Ki be an atomic Boolean algebra. Let also sub K be an atomic Boolean algebra and let
every ultraﬁlter U ∈ RK be ν-convergence-compatible with K . Then K is compact if and only if Ki is compact for every i ∈ I .
Proof. If K is compact, then Ki is compact for every i ∈ I by Proposition 12. Conversely, let Ki be compact for every i ∈ I and
let U ∈ RK be an ultraﬁlter. Then, for every i ∈ I , pri(U) ∈ RKi is an ultraﬁlter so that pri(U) ν−→mi for some mi ∈ sub+ Ki
by Proposition 11. Let m ∈ sub+ K be the object with pri(m) =mi for every i ∈ I . Then U ν−→m and thus K is compact by
Proposition 11. 
Remark 2. (a) If ν is the neighborhood operator on K = Top given by the usual topological neighborhoods (see Exam-
ple 2(1)), then, by Propositions 8 and 9, the ν-separation and ν-compactness coincide with the topological separation and
topological compactness. The previous statements then give well-known results on topological spaces.
(b) We may conclude that ν-separation and ν-compactness are well deﬁned because their basic behavior was shown
to be analogous to that of separation and compactness of topological spaces. To develop the theory of ν-separation and
ν-compactness, more of their properties analogous to those of separation and compactness of topological spaces should
be studied. Also the relationship between ν-separation (ν-compactness) and cν -separation (cν -compactness) should be
described. But these goals exceed the aim of this note, we will discuss them in some of the forthcoming papers.
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