Determining structural similarities between proteins is an important problem since it can help identify functional and evolutionary relationships. In this paper, an algorithm is proposed to align two protein structures. Given the protein backbones, the algorithm finds a rigid motion of one backbone onto the other such that large substructures are matched. The algorithm uses a representation of the backbones that is independent of their relative orientations in space and applies dynamic programming to this representation to compute an initial alignment, which is then refined iteratively. Experiments indicate that the algorithm is competitive with two well-known algorithms, namely DALI and LOCK.
Introduction
Three-dimensional (3D) structure plays a central role in research directed towards understanding evolutionary and functional relationships among proteins. It is wellknown that structural information is better conserved than sequence information in the evolution of proteins, 14 hence it can be used in the construction of phylogenetic trees. 16 Protein-protein interactions are governed in large part by the shape, location, and composition of the so-called active sites. 2 The assignment of proteins to fold families is accomplished via structural analysis. 15, 18 The need for effective structural analysis techniques has increased with the rapid growth in the number of 3D structures available now in the Protein Data Bank (PDB).
1
A key problem in protein structure analysis is pairwise protein structure alignment: Given the C α backbones of two proteins, the goal is to find a rigid motion of one backbone onto the other such that large, contiguous regions of the backbones are matched. (A formal definition is given later in Sec. 2.) Besides the applications mentioned above, pairwise structural alignment is also a key component of algorithms that seek to align multiple protein structures in order to find a core structure that captures essential structural information for the whole set. 4 Pairwise alignment of protein structures has been a subject of much research. Holm and Sander 13, 14 propose an algorithm, called DALI, which works with the distance matrices obtained from the interatomic (C α -C α ) distances on each backbone. The algorithm decomposes each matrix into submatrices that represent so-called elementary contact patterns, aligns a pair of patterns from the two matrices, and iteratively builds a connected chain of such pairwise aligned patterns using a Monte Carlo method to optimize the similarity score. Singh and Brutlag 20 give an algorithm, called LOCK, which represents the secondary structure elements (α-helices and β-strands) as vectors and computes a local alignment of these via dynamic programming. A suite of seven different scoring functions is used to score the alignment. This yields an initial superposition, which is then improved iteratively by operating at the atomic level, on the 3D coordinates of the C α atoms, until the root-mean squared deviation (RMSD) 6 of the aligned atoms converges.
Chew et al. 3 propose an approach which represents the backbone by a chain of unit-vectors. These vectors are then translated to the origin, yielding a representation of the protein as a set of points on the unit-sphere. To compute a structural alignment, they first compute a small set of shifts in sequence space that are likely to bring 3D structures into correspondence. For each such shift, they compute substructures that are contiguous on the backbone and for which there is a 3D alignment, and then combine such substructures into large (possibly non-contiguous) substructures called domains. 
21,22
In this paper, we propose a new approach to the pairwise structural alignment problem. Our algorithm computes a representation of each backbone in terms of certain angles defined by consecutive C α -C α bonds. The resulting backbone representation, which consists of a sequence of triples of angles, is independent of the relative orientation of the two proteins in space. We apply dynamic programming on this representation (not on the protein sequence) and compute an initial alignment of the two proteins. We then refine this alignment iteratively. Our algorithm takes time that is quadratic in the sum of the lengths of the two proteins. We have implemented this alignment and tested it against LOCK and DALI, on various protein data sets. We have found that our algorithm is quite competitive with these algorithms, as discussed in detail in Sec. 4 .
We note that our angle-based representation is related to the pseudodihedral angle used by Dewitte and Shakhnovich. 5 The pseudodihedral angle is the torsion angle between planes defined by four consecutive C α atoms. Indeed, as stated by Dewitte and Shakhnovich, 5 the pseudodihedral angle provides a simplified backbone representation that manifests information about secondary structure elements. Moreover, the distribution of pseudodihedral angles is highly correlated to the identity of the central pair of amino acids. These observations provide empirical support for our use of a local angle-based representation of the backbone to compute pairwise alignments. The efficacy of this representation is also borne out by our experimental results. The rest of the paper is organized as follows. Section 2 gives an overview of our method. Section 3 describes in detail the five steps that comprise our algorithm. We report on experimental results in Sec. 4 and conclude in Sec. 5.
Overview of the Approach
Let A and B be the two proteins under consideration, each represented by a chain of C α atoms (the backbone) in R 3 . (As is customary, 13, 20 we consider only the backbone, not the amino acid residues themselves.) Assuming B is fixed in space, we would like to find a rigid motion (translation and rotation) of A that aligns large substructures of A and B. Specifically, we would like to find substructures A of A and B of B, a bijection between atoms of A and B , which preserves their order on the backbones, and a rigid motion of A onto B such that |A | = |B | is as large as possible and the Euclidean distance between atom pairs in the bijection is at most a user-specified threshold ε. We present a heuristic for this problem which is very competitive with other known methods. The key to our approach is a geometric representation of the backbone structure that is independent of the relative orientations of the proteins A and B. Let the C α atoms of A and B be numbered 1 through n and 1 through m, respectively, in order along the backbone. In effect, the geometric representation of A (respectively B) Fig. 1.) However, it may not be possible to simultaneously align, in 3D, all of the substructures corresponding to the different runs of matches found in the sequence alignment. This is because the transformation matrix that aligns the structures corresponding to one run may not be consistent with the matrix for another run. For instance, in Fig. 1 , the matrix that aligns atoms 1-5 in A with atoms 1-5 in B may be different from the one that aligns atoms 9-13 in A with atoms 5-9 in B.
To overcome this problem, we compute a subset of the runs such that the transformation matrices for any two runs in the subset are similar (as measured by the 
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Frobenius norm 11 ) and the total number of atoms in the runs is large. We show how this can be reduced to the problem of finding a large weighted clique in an undirected graph and solve this using a greedy heuristic. For the subset of consistent runs thus found, we compute a transformation matrix that aligns the corresponding substructures. This alignment is further improved via dynamic programming on the coordinates of the C α atoms, during which pairs that are not within the threshold of ε are discarded. This yields an initial alignment of the proteins. The closeness of the overall alignment is measured by the RMSD.
6
The algorithm then enters an iterative refinement phase. From the matches in the initial alignment, a new transformation matrix is derived. This is used to realign the proteins via dynamic programming, as above. The process is repeated until the difference in the RMSD values of two successive alignments drops below a preset threshold.
Details of the Algorithm

Step 1: Computing a local geometric representation
Recall that protein A consists of n C α atoms, numbered 1, . . . , n along the backbone. We define a sequence of vectors a i , 1 ≤ i ≤ n − 1 on the backbone, where a i is the vector from the ith C α atom to the (i + 1)th C α atom. Each a i has the same length as the corresponding (virtual) bond; this is about 3.8Å. We represent the geometry of the backbone in the vicinity of a i , 2 ≤ i ≤ n − 2 by a triple of angles 
where 0 ≤ j ≤ and have the same length, it follows that the (p + 3)th and (q + 3)th C α atoms coincide. This completes the proof for the case = 3.
Next, let > 3. The argument above shows that once the first three pairs of atoms of A and B coincide, then the fourth pair also coincides. But now since the second through fourth pairs of atoms of A and B coincide, by a similar argument, the fifth pair must also coincide. This argument can be repeated until the (p + )th and (q + )th atoms are shown to coincide.
3.2.
Step 2: Aligning the local representation 12 This alignment is produced using a global alignment method with zero end-gap penalties. Internal gaps are penalized using an affine gap penalty of the form: h(k) = a + bk, where k is the length of the gap, and a and b are gap opening and extension penalties, respectively. We score the alignment using a scoring function S 0 , defined as:
Here
13 ) Our goal is to compute a global alignment whose total score is maximum. It is tempting to write
However, if one of the angles γ 11 ,17 However, the matrices T 1 , T 2 , . . . , T k will not necessarily be mutually consistent, in the sense that the transformation specified by one matrix T i may "interfere" with that specified by another matrix T j , so that it may not be possible to align simultaneously the structures corresponding to all the runs R 1 , . . . , R k . Therefore, in this step, we compute a subset of the runs such that the total number of atoms in the runs is as large as possible and the transformation matrices for all the runs are "similar". Formally, we wish to compute a subset I of {1, . . . , k} such that i∈I |R i | is as large as possible and for all i, j ∈ I, ||T To compute I, we first build an undirected graph
With each vertex i of G, we associate a weight w i = |R i |. Clearly, our problem now is equivalent to finding a clique (complete subgraph) of G whose total vertex weight is maximum. This problem is NP-hard, 10 so we solve it approximately via a greedy heuristic, as follows. Among all the vertices of G, we find a vertex, v, such that the total weight of v and all its neighbors in G is maximum. We add v to an initially empty list L, which accumulates the growing clique. We then repeat the above step on the subgraph, G , of G induced by the neighbors of v. That is, among the vertices of G , we find a vertex, v , such that the total weight of v and its neighbors in G is maximum, and add v to L. And so on, until at some point the current induced subgraph becomes empty. At this point, the vertices in L form a clique of G of large (but not necessarily maximum) total weight. What should be the values of the similarity thresholds τ t and τ r ? If τ t and τ r are very small, the matrix T i and T j are required to be very similar; this yields a subset of runs of small total size. If τ t and τ r are large then the matrices can be quite different, so the quality of the structural alignment is poor. We found via experiments that choosing τ t between 10 and 40, and τ r between 1 and 1.5 works very well. Our experiments also show that τ r is much more sensitive than τ t . The degree of similarity of two rotation matrices is determined by the threshold τ r . As shown in Lemma 2 below, the expected value of the Frobenius norm of the difference of two rotation matrices whose elements are chosen randomly is about 2.4. Thus our choice of τ r ∈ [1, 1.5] ensures that the associated matrices are all quite similar and not random. 
Lemma 2. The expected value of the Frobenius norm of the matrix that is the difference of two rotation matrices whose elements are chosen randomly is about 2.4.
Proof. Let
  −   cos(d z ) − sin(d z ) 0 sin(d z ) cos(d z ) 0 0 0 1     cos(d y ) 0 sin(d y ) 0 1 0 − sin(d y ) 0 cos(d y )     1 0 0 0 cos(d x ) − sin(d x ) 0 sin(d x ) cos(d x )   .
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Since each of the six rotation angles is chosen at random from [0, 2π], the expected value of ||C − D|| F then is 0≤cx,cy,cz,dx,dy,dz≤2π
Performing this calculation, via numerical integration in MATLAB, yields an expected value of about 2.3958.
We also computed the expected value experimentally using MATLAB, by picking 40,000 pairs of rotation matrices whose elements are chosen at random and computing the Frobenius norm of the difference of each pair. This yielded an expected value of 2.3982.
Step 4: Computing an initial structural alignment
The previous step yields a subset of runs with pairwise similar transformation matrices. This means that there is now a single transformation matrix T , which can simultaneously align well the substructures corresponding to all runs in the subset. We compute T by SVD and use this to transform protein A and obtain an initial alignment with protein B.
Recall that we also require that each aligned pair of atoms from A and B to be within distance ε of each other. One possibility is to take the alignment provided by T and simply discard any pairs that do not meet the ε threshold. However, a large number of pairs that are close to the threshold could get discarded. A better strategy is to first re-align A and B by using dynamic programming on the coordinates just computed by the application of T . In the process, we also enforce the ε threshold automatically by choosing the gap penalty suitably.
Specifically, we compute a minimum-score global alignment of A and B.
12
We score the alignment of atom i ∈ A and atom j ∈ B using the Euclidean distance d(i, j) between them. The score for matching a gap with an atom (i.e., the gap penalty) is a constant equal to ε/2. (In the experiments reported in Sec. 4, we used ε = 8Å.) At the end of this step, we get an initial structural alignment, I, of A and B such that its score s(I) is minimum. We then compute its RMSD. We argue now that I satisfies the ε threshold. Suppose, for a contradiction, that, in I, atoms i ∈ A and j ∈ B are aligned but that d(i, j) > ε. We modify I locally by inserting two gaps as shown in Fig. 3 to get a new alignment I . Since 
the gap penalty is ε/2, s(I ) = s(I) − d(i, j) + ε/2 + ε/2 < s(I)
, which contradicts the optimality of I.
Step 5: Refining the alignment iteratively
Our experiments have shown that the size of the alignment (i.e. the number of matched pairs) can be increased as follows. For the initial alignment computed in step 4, we recompute a new transformation matrix T corresponding to all of the matched pairs in the initial alignment, again using SVD. We then use dynamic programming as in step 4 to obtain a new alignment, with a new RMSD value.
We iterate on the above transform-and-realign process until one of the following two conditions is met: Either the number of iterations exceeds a specified limit or the absolute value of the difference in RMSD values of two successive alignments drops below a preset threshold η. Recall that the RMSD of an alignment I containing matched pairs (i, j) of atoms, where i ∈ A and j ∈ B have coordinates (x i , y i , z i ) and (x j , y j , z j ), respectively, is
In our experiments, we limited the number of iterations to ten and chose η = 0.1Å.
Complexity analysis:
Step 1 clearly takes O(m + n) time.
Step 2 takes O(mn) time, and produces an alignment of length at most m + n. In step 3, the computation of T i , using the SVD, takes time O(N i ), so the total time for all the
Computing the clique takes the time proportional to the size of the graph G, which is O ((m + n) 2 ), since G has at most m + n vertices.
In step 4, the computation of the transformation matrix T , via the SVD, takes O(m + n) time, and the dynamic programming takes an additional O((m + n) 2 ) time. In step 5, each iteration takes O((m + n) 2 ) time, similar to step 4. Since the number of iterations is bounded by a constant (ten in our experiments), the total time for step 5 is O((m + n) 2 ). Thus, the overall running time of the algorithm is
Experimental Results
We implemented our algorithm (using MATLAB) and tested it against two wellknown structural alignment algorithms, namely LOCK 20 and DALI 13 . The code for our algorithm, all the test datasets, and color versions of all the figures in this paper may be accessed at http://www.cs.umn.edu/∼jieping/Research.html. Our first experiment was similar to that done for LOCK, 20 in that we aligned a query protein with each member of a set of proteins identified from the FSSP 14 and SCOP 18 databases as structural neighbors of the query.
The first query protein was the protein Sperm whale myoglobin (PDB ID: 1mbc), from the Globin family. The results of the alignment (i.e., the number of matched atoms and the RMSD value) are shown in Table 1 contains proteins that are in the same family as the query, hence closelyrelated, whereas the lower half contains proteins that are in different families, but still related. (Nearly the same set was used for LOCK 20 also.) The results of Table 1 are shown graphically in Fig. 4 . Note that here the proteins are listed on the x-axis in non-increasing order of the matches found by our method. The alignment of 1mbc with each of the proteins 5mbn, 2fal, and 1lia-A is shown in Fig. 6 (left half). Table 1 .) The proteins on the x-axis are ordered by non-increasing number of matches in the NEW method.
The second query protein that we used was Thioredoxin-Reduced Form (PDB ID: 3trx), from the Thioltransferase family. The results for this are shown in Table 2 and Fig. 5 , and sample alignments are illustrated in Fig. 6 (right half) .
These results show that when the proteins in question are closely related, then all three methods (ours, LOCK, and DALI) are able to detect large structural matches. Table 2 .) The proteins on the x-axis are ordered by non-increasing number of matches in the NEW method. In most cases, the number of matches found by our method is close to that found by DALI and fairly larger than that found by LOCK. Correspondingly, the RMSD value of our method is quite a bit smaller than that of DALI and larger than that of LOCK. When the proteins in question are distantly-related or unrelated, then the number of matches is much smaller (as is to be expected) and none of these methods perform consistently better than the others. Overall, our method appears to be competitive with LOCK and DALI. Table 3 .) The proteins on the x-axis are ordered by non-increasing number of matches in the NEW method.
Our second experiment was to compare our method with LOCK and DALI using the well-known Fischer benchmark, 8 which contains 68 pairs of proteins. The proteins in each pair are known to be structurally similar, but have low sequence identity, ranging from 8% to 31% with an average of 18.6% and a standard deviation Table 3 and shown graphically in Fig. 7 , where the protein pairs are listed on the x-axis in non-increasing order of the matches found by our method. The alignment of protein 1onc with 7rsa is shown in Fig. 8 (left side), and the alignment of protein 2fbj-L with 8fab-B is shown in Fig. 8 (right side). We observe the same trend as before with this dataset also, i.e., the number of matches found by our method is close to that found by DALI and much larger than that found by LOCK, while the RMSD value of our method is quite a bit smaller than that of DALI and larger than that of LOCK.
Conclusions
We have presented an iterative refinement algorithm for pairwise protein structure alignment. The algorithm uses an angle-based representation of the protein backbones, which is independent of the relative orientation of the proteins in space. An initial alignment is found using dynamic programming (on the backbone representation) and a graph-based method and then refined iteratively, such that the number of matched C α atoms is large and the distance between matched atoms is within a prescribed threshold. The heuristic has been implemented and found to be competitive with two other algorithms (LOCK and DALI), especially for closely-related proteins.
The algorithm proposed in this paper uses protein backbone geometry alone for comparison. However, other information, such as chemical properties of residues and secondary structure information could be used to improve the quality of the alignment further, by using a suitable scoring function in Eq. (1). We plan to study the effect of including this additional information in our algorithm.
