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Abstract—Model-based learned iterative reconstruction meth-
ods have recently been shown to outperform classical recon-
struction methods. Applicability of these methods to large scale
inverse problems is however limited by the available memory
for training and extensive training times. As a possible solution
to these restrictions we propose a multi-scale learned iterative
reconstruction algorithm that computes iterates on discretisations
of increasing resolution. This procedure does not only reduce
memory requirements, it also considerably speeds up recon-
struction and training times, but most importantly is scalable
to large scale inverse problems, like those that arise in 3D
tomographic imaging. Feasibility of the proposed method to speed
up training and computation times in comparison to established
learned reconstruction methods in 2D is demonstrated for low
dose computed tomography (CT), for which we utilise the data
base of abdominal CT scans provided for the 2016 AAPM low-
dose CT grand challenge.
I. INTRODUCTION
Computed tomography (CT) is an imaging technology
where the interior anatomy of a subject is computed from a
series of X-ray radiographs acquired by radiating the subject
from different directions. CT has had a profound impact on
medical practice and it is now an indispensable technology
in a wide spectrum of clinical applications. It has also been
essential for advancing our understanding of disease in medical
research.
There are however risks that come with CT imaging, espe-
cially when used for screening. CT relies on repeatedly expos-
ing a patient to ionising X-rays and hence there is an ongoing
effort to minimise the total dose delivered to a patient during
a CT scan. For that purpose, low dose CT protocols could be
employed, which imply that less X-ray photons are measured
and consequently implies that acquired data has a lower
Signal-to-Noise ratio. Standard reconstruction techniques used
in clinical practice, like filtered backprojection, are based on
sampling theory and as such are not properly adapted to
account for the statistical characteristics of measured data with
high noise level. Hence, applying these schemes on low-dose
CT data will produce sub-optimal images and consequently
prevents low dose protocols to be widely adapted.
Over the years, a wide range of reconstruction methods have
been developed that better account for the aforementioned
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statistical properties in low-dose CT scans. Among these, the
most powerful and flexible have been variational model-based
methods [1], [2], [3]. These offer a plug-and-play architecture
for reconstruction where a user provides a model for how
data is generated in absence of noise (forward operator), a
statistical model for noise in data, and a prior model for
desired reconstructions. The forward operator together with
the statistical model for data ensures consistency against
measured data, whereas the prior mainly prevents over-fitting
by penalising images that have ‘irregular’ behaviour. These
methods can be also understood in a statistical setting, where
one wants to determine the posterior density under a given
measurement [4], [5], [6].
Variational model-based reconstruction methods are how-
ever computationally demanding since one needs to solve a
large-scale optimisation problem. This becomes prohibitive
in time-critical applications in large-scale CT, and especially
so when the prior model is sparsity promoting. Yet another
challenge lies in choosing an appropriate prior. [7], [8], [9],
[10], [11]. Motivated by these shortcomings, recently there
have been several efforts in using methods from Deep Learning
for reconstruction, in which one can approximate the condi-
tional mean image by training a deep neural network against
supervised data using a squared `2-loss [12]. When properly
adapted, these data driven approaches considerably outperform
purely model based reconstruction techniques regarding both
reconstruction quality and reconstruction speed.
One natural approach is to use Deep Learning to directly
learn the mapping from data to image [13]. Such an approach
scales poorly, it requires re-training when data acquisition
changes, and it relies on access to huge amounts of training
data. Hence, this is not a feasible approach for clinical CT
where high quality training data is scarce. Another approach
is to use Deep Learning as a post-processing tool to improve
upon an initial reconstruction. This is computationally feasible
as shown in [14], [15], [16], but such an approach is essentially
limited by the information content of the initial reconstruction
and the richness of a-priori information learned from training
data, which potentially increases bias in the reconstruction.
Learned iterative reconstruction methods seek to overcome
these drawbacks by combining Deep Learning with a model-
based approach. More precisely, the idea is to use a deep neural
network architecture for reconstruction that incorporates an
explicit handcrafted forward operator and the adjoint of its
derivative [12], [17], [18], [19], [20]. This can be done by un-
rolling a suitable fixed-point iteration that defines a reconstruc-
tion operator from a model-based approach. This yields further
improvements to reconstruction quality as compared to direct
or post-processing approaches mentioned before. Furthermore,
including an explicit forward operator improves robustness and
generalisability [21]. Additionally, it also reduces the amount
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2of training data, since networks tend to have less parameters
and the forward operator encodes a major portion of the
relations in data that come from the acquisition geometry.
As already indicated, learned iterative reconstruction meth-
ods are typically trained in an end-to-end manner. Hence, the
entire unrolled fixed-point scheme is treated as a single net-
work and all its parameters are trained jointly. This provides an
optimal set of network parameters under suitable optimisation
procedures, but it also comes with two challenges. First, the
memory footprint of storing and manipulating the network is
too large for most single GPU configurations. Furthermore,
during training the loss function is evaluated several times.
Each of these involves evaluating the forward operator and its
adjoint, or the adjoint of its derivative, which quickly leads to
unreasonable training times. Hence, current learned iterative
reconstruction algorithms do not scale well to large-scale and
higher dimensions, such as fully 3D CT.
One possible solution to address these challenges is to
adopt a greedy approach for training. Here each unrolled
iteration in the network is trained separately [18]. In this way,
training of each unrolled iterate and evaluation of the forward
operator can be separated, thus rendering a training procedure
feasible. On the other hand, such an approach clearly does
not represent an optimal selection of network parameters as
compared to jointly optimising over all network parameters
for all unrolled iterates. Therefore, such a greedy approach
renders a trained network for reconstruction that falls short
in reconstruction quality compared to end-to-end schemes.
Additionally, reconstruction times are still comparably slow
due to multiple applications of the forward operator. The
issue of computation times can be tackled by using faster
approximate models [22], if available, but memory footprint
remains an issue.
This paper proposes another approach for training learned
iterative reconstruction methods that scales to demanding
large-scale tomographic imaging problems. It is a multi-scale
scheme that is motivated by the fact that the continuum
forward operator can be discretised on various scales. In fact,
the ray transform is known to be scale invariant [23], which
defines the forward operator in CT, and this consistency across
scales can be utilised for reconstruction [24], [25]. In partic-
ular, in our case each unrolled iterate in the network involves
discretising the ray transform on a voxalised grid and the
discretisation becomes increasingly fine as the unrolled iterates
progress until the final resolution is achieved. Hence, the full
high-resolution forward operator is only needed for the final
unrolled iterate. Clearly, the approach is not limited to medical
CT and readily applies to other tomographic modalities that
involve the ray transform. Furthermore, it can be extended to
any modality that arises as discretisation from a continuum
model, such as MRI or even seismic imaging, in contrast to
purely discrete problems.
This paper is structured as follows. In section II we review
common approaches for learned reconstructions and discuss
possible limitations for large-scale applications. In section III
we introduce the proposed multi-scale schemes. In section IV
we discuss implementation of the mutli-scale schemes, eval-
uate scalability, and test performance on human abdominal
CT scans in comparison to established learned reconstruction
approaches. In section V we discuss the results and mention
possibilities for extension of the proposed methods. Some final
conclusions are presented in section VI.
II. LEARNED RECONSTRUCTIONS FOR TOMOGRAPHIC
IMAGING
In computed tomography we aim to reconstruct an im-
age of the inside of a patient from X-ray measurements.
Mathematically, this reconstruction task is an inverse problem
where we seek to recover the unknown absorption coefficient
f∗ ∈ X (image) from measured photons g ∈ Y at the sensor
(projection data or sinogram) where
g = A(f∗) + δg. (1)
Here, A : X → Y is the forward operator, that is assumed to
be known, and models how data is generated in absence of
noise; δg ∈ Y denotes noise in the observation.
In the following we will assume that A is a linear operator
whose sampling is given by the data acquisition geometry,
such as the fan-beam transform in 2D and cone-beam in 3D.
Reconstruction is typically an ill-posed task, so one needs
to use noise-robust inversion procedures. Either by direct re-
construction algorithms, such as filtered backprojection (FBP),
or by iterative algorithms that solve a variational problem
fˆ := arg min
f≥0
{D(f ; g) + αR(f)}. (2)
Here, f 7→ D(f ; g) measures the goodness of fit against data
g and a regularisation term f 7→ R(f) with a weighting
parameter α > 0 ensures stability. These methods tend to
perform well, but are ultimately limited by the expressiveness
of the hand-crafted regularisation term R : X → R. Recently,
several groups have proposed to either combine direct recon-
structions with a learning based post-processing or to learn an
iterative algorithm. In the following we give a short overview
of possible approaches and their advantages and disadvantages
to motivate the formulation of our proposed algorithm.
A. Reconstruction and post-processing
A straightforward approach to use data driven methods in
reconstruction is by post-processing an initial reconstruction.
More precisely, let A† : Y → X be an analytically known
reconstruction operator that is proven to be robust. One can
then train a convolutional neural network to remove recon-
struction artefacts that arise from using A† [14], [15], [26].
These artefacts can be quite notable when data is highly noisy
or under-sampled. The inverse mapping is now given as
A†θ = Λθ ◦A†.
The advantage in this approach lies in the analytical knowl-
edge of the reconstruction operator, and hence networks can
be designed to exploit structure in reconstruction artefacts.
For instance in spatio-temporal problems, if under-sampling
artefacts are known to be incoherent in time, the network only
needs to learn to combine the spatial information by a temporal
interpolation [27]. On the other hand, for lower dimensional
3problems, the capacity of the network is essentially limited
by the richness of the training data [28], [29]. Clearly such an
approach is computationally fast since it only requires a single
operator evaluation. On the downside, large capacity networks
tend to overfit to the training data and especially so when
the training data is scarce. Furthermore, as shown in [12],
[17], [18], [30] the results are clearly outperformed by learned
iterative reconstruction algorithms that we next describe.
B. Learned iterative reconstructions
In learned iterative reconstruction schemes, neural networks
are interlaced with evaluations of the forward operator A, its
adjoint A*, and possibly other hand-crafted operators. For
example, a simple learned gradient-like scheme [12], [31]
would be given by
fi+1 = Λθi
(
fi,A*(A(fi)− g)
)
, i = 0, . . . , N − 1. (3)
This defines a reconstruction operator when stopped after N
iterates:
A†θ(g) := fN where θ = (θ0, . . . , θN−1)
and initialisation f0 = A†(g). Note that Λθi is a learned up-
dating operator for the i:th iterate. The terminology ‘gradient-
like’ comes from the following observation: if we consider
minimising D(f ; g) = 12
∥∥A(f)−g∥∥2
2
, then Λθ(f, h) := f−θh
corresponds to a learned update in a gradient descent scheme.
The parameters θ in the reconstruction operator A†θ are
learned by end-to-end supervised training. More precisely, as-
sume one has access to supervised training data (f (j), g(j)) ∈
X × Y where g(j) ≈ A(f (j)). Then an optimal parameter is
found by
min
θ
1
m
m∑
j=1
Lθ(f
(j), g(j))
where the loss function is given as
Lθ(f, g) :=
∥∥A†θ(g)− f∥∥2X for (f, g) ∈ X × Y .
Note here that computing the gradient of the loss function
w.r.t. θ requires performing back-propagation through all of
the unrolled iterates i = 0, . . . , N − 1.
In gradient boosting, that follow the greedy training [18],
the loss function is changed. Instead of looking for a recon-
struction operator that is optimal end-to-end, we only require
iterate-wise optimality. For the learned gradient scheme above,
this amounts to the following loss function for the i:th unrolled
iterate:
Lθi(fi, g) =
∥∥∥Λθi(fi,A*(A(fi)− g))− f∥∥∥2
X
where fi := Λθi−1
(
fi−1,A*(A(fi−1)− g)
)
and initialisation
f0 = A†(g). These schemes can be viewed as a greedy ap-
proach and consequently constitute an upper bound to end-to-
end networks. Thus, in the following we seek for a possibility
to utilise end-to-end networks for large-scale problems.
III. MULTI-SCALE LEARNED ITERATIVE
RECONSTRUCTIONS
The major limitations when employing learned iterative
reconstruction methods for large problems are their prohibitive
training times and memory requirements. This is mainly due
to the fact that all iterations are performed at full resolution
and hence require to evaluate the full scale forward operator
for each iterate. To overcome this limitation we propose a
multi-scale scheme.
A. Discretisation sequence
In the inverse problem in eq. (1), both the unknown image
f∗ and data g are considered as continuum objects, which
in imaging are typically represented by real-valued functions
defined on some domains. In reality discrete data is recorded
through a measurement device and we can only compute a
digitised version of the unknown f∗. By discretisation we
refer loosely to the procedure for defining a finite dimensional
version of eq. (1) that is given by the finite sampling of
the data and the digitisation of f∗. Likewise, a discretisation
sequence is a finite sequence of discretisations that start from
a coarse discretisation and is successively refined towards the
desired finest resolution. The refinement and coarsening of
the discretisation is through specific up- and down-sampling
schemes that will be defined later. Consequently, motivated
by the discretisation invariance of the ray transform, we aim
to iteratively increase the resolution of our reconstructions.
For that purpose, let S0, . . . , SN denote a fixed sequence of
discretisations of X and Y that increase in resolution through
subsequent up-sampling. In the following we will associate
each iterate fi with such a discretisation space Si.
Stated more formally, a discretisation sequence is given by
Si := (Xi × Yi) for i = 0, . . . , N .
Here, Xi ⊂ X is a finite dimensional subspace with |Xi| <
|Xi+1|. Likewise, Yi ⊂ Y with |Yi| < |Yi+1|. Furthermore, let
{fi, gi} ∈ Si denote the reconstructed image and data in each
discretisation space. In the following we will need a projection
operator in the data space pii : Y → Yi, for i = 0, . . . , N , and
an up-sampling operator in the image space τ : Xi → Xi+1,
for i = 0, . . . , N−1. Whereas the projection operator maps the
data into the respective discretisation space, the up-sampling
operator maps the reconstruction in the i:th discretisation space
to the subsequent finer one in the discretisation sequence.
The discretisation sequence S0, . . . , SN defines as well a
sequence of discretised versions of the inverse problem in
eq. (1). More precisely, for each discretisation Si we obtain
the corresponding inverse problem of recovering f∗i ∈ Xi from
finitely sampled data gi ∈ Yi where
gi = Ai(f∗i ) + δgi
with δgi denoting the noise in data and Ai : Xi → Yi
denoting the corresponding forward operator. Similarly, we
have A∗i : Yi → Xi for the adjoint and A†i : Yi → Xi for
the filtered backprojection on the discretisation space Si. With
these concepts we can now formulate the multi-scale iterative
reconstructions schemes.
4Iterate 0
Discretisation Space S0
f˜0
∇D0
Λθ0 f0
Iterate 1
Discretisation Space S1
τ
f˜1
∇D1
Λθ1 f1
τ
. . .
Iterate N
Discretisation Space SN
τ
f˜N
∇DN
ΛθN fN
Fig. 1: Visualisation of the multi-scale learned gradient scheme (MS-LGS) as outlined in Algorithm algorithm 1. Each iteration
is performed on their respective discretisation space, where the gradient ∇Di := ∇Di(fi; g) is computed and the update is
performed by the network Λθi . After each update an upsampling by τ to the next finer space is performed until the final
resolution SN is achieved.
B. Multi-scale learned gradient descent
The underlying principle of the proposed multi-scale
scheme is to start at the coarsest discretisation space S0
and after each iterate we up-sample until we obtain the
reconstruction in the final discretisation space in the desired
full-resolution. This way each iterate has its own discretisation
space and hence the number of iterations we perform is
N + 1, equal to the number of discretisation spaces. Since
we aim to train the algorithm end-to-end, this maximum
number of iterations has to be fixed. For each iterate we then
compute the gradient in the corresponding discretisation space
∇Di(fi; g) ∈ Si given by
∇Di(fi; g) := A∗i (Ai(fi)− pii(g)) . (4)
Following the structure of the classic learned gradient schemes
eq. (3), we perform a learned update with the current recon-
struction fi and the corresponding gradient Di(fi; g), followed
by an upsampling to the next finer resolution,fi = Gθi
(
f˜i,∇Di(f˜i; g)
)
f˜i+1 = τ(fi).
The full multi-scale learned gradient scheme (MS-LGS) is
summarised in Algorithm algorithm 1 and a schematic is
illustrated in Figure fig. 1.
Algorithm 1 Multi-scale learned gradient scheme (MS-LGS)
1: for i = 0, . . . , N do
2: if i = 0 then
3: f˜0 ← A†0 pi0(g)
4: else
5: f˜i ← τ(fi−1)
6: end if
7: fi ← Λθi
(
f˜i,∇Di(f˜i; g)
)
8: end for
9: f∗ ← fN
1) Including a filtered gradient: Let us first note, that
the up-sampling operator in each iteration restricts the high
frequency components that can be present after up-sampling.
Additionally, the normal operator A∗A is known to be
smoothing of order 1 [23], that means effectively any high
frequency components in the final reconstruction can only
be introduced by the network, similarly to the role of the
regulariser in classical variational techniques. Thus, to comple-
ment the information for the network, we consider a version
of MS-LGS with an additional filtered gradient that retains
higher frequencies. That means we do not only compute the
classic gradient ∇Di(fi; g) in each iteration, but additionally
a filtered version by substituting the adjoint with the filtered
backprojection
∇†Di(fi; g) := A†i (Ai(fi)− pii(g)) . (5)
A similar approach has been studied earlier for classic iterative
methods in [32]. In our case the filtered gradient will be
computed additionally to the classic gradient eq. (4) and hence
this will increase the computational cost by the application
of one filtered backprojection in each step, but as can be
seen later improves reconstruction quality. The resulting Multi-
scale learned filtered gradient scheme (MS-LFGS) with the
additional computation of the filtered gradient is described in
Algorithm algorithm 2.
Algorithm 2 Multi-scale learned filtered gradient scheme
(MS-LFGS)
1: for i = 0, . . . , N do
2: if i = 0 then
3: f˜0 ← A†0 pi0(g)
4: else
5: f˜i ← τ(fi−1)
6: end if
7: gres ← Ai(f˜i)− pii(g)
8: ∇Di(f˜i; g) ← A∗i (gres)
9: ∇†Di(f˜i; g) ← A†i (gres)
10: fi ← Λθi
(
f˜i,∇Di(f˜i; g),∇†Di(f˜i; g)
)
11: end for
12: f∗ ← fN
C. Computational cost
Concerning the total computational cost. Due to sub-
sampling on the coarser discretisation spaces the computation
of projections is essentially governed by the computations on
the final resolution. If we assume that the computational cost
5of evaluating the network Λθi is negligible in comparison to
the forward and adjoint operator, then the total computational
complexity is governed by the cost of the normal operator at
the finest scale.
Formally, the total computational cost can be estimated as
follows. Let us assume that the computational cost of the
projection operators at each coarser scale reduces by 2−d
and we neglect any other computations, such as network
evaluation and initialisation. Then, the total computational cost
of computing the normal operator on all scales can be bounded
by a geometric series
Cd :=
∞∑
k=0
(
1
2d
)k
=
1
1− 1/2d .
For d = 2 we have C2 = 4/3 and C3 = 8/7 for d = 3.
Thus, the total computational cost of MS-LGS can be roughly
estimated by Cd applications of the normal operator on the
fine scale. For MS-LFGS this becomes Cd applications of the
normal operator plus an application of filtered backprojection.
IV. COMPUTATIONAL EXPERIMENTS
In the following we will examine the scalability of the
proposed algorithms on simulated data. The reconstruction
performance will then be tested with realistically generated
data from human phantoms supplied for the 2019 AAPM Low
Dose CT Grand Challenge. Before that, let us first address
some details on the implementation.
A. Implementation
The proposed algorithms in section III provide a general
framework for iterative reconstructions and hence for im-
plementation some choices on down-sampling level, network
architectures, and up-sampling operator need to be made. Let
us first fix the number of iterations to N + 1 = 5. We
will limit the following computational study to phantoms in
d = 2 dimensions, but we want to emphasise that the presented
framework does apply also to higher dimensions.
To create the discretisation spaces, we fix the resolution
of the finest desired reconstruction space as XN = Rn×n.
The coarser resolutions are then obtained by reducing the
resolution for each downsampling by a factor of 2 in each
dimension. Thus, for 5 iterates the coarsest scale is obtained by
4 times downsampling and hence factor of 16 per dimension
and hence the amount of data is reduced by a factor of 256 in
2D and 4096 in 3D. Similarly, for the data space we reduce the
amount of angles by a factor of 2, the projection resolution is
determined for each scale separately to fully cover the domain.
The mapping pii to the coarser scale is implemented by an
area mean, the upsampling with τ is performed by bilinear
interpolation.
The network architecture for Λ is based on a downscaled
U-Net [33], that we will call here mini U-Net. This mini U-
Net consists of only 2 scales (one max-pool layer), instead of
the classic 4, and an initial channel depth of 32 on the first
scale, similarly to what has been used in [22]. For increasing
stability in the training we perform an explicit gradient descent
Phantom
Phantom
FBP
FBP
MS-LFGS
MS-LFGS
Fig. 2: Reconstruction of an ellipse phantom of size 15362
from 512 angles with 5% Gaussian random noise. (Left)
Phantom used to create the data, (Middle) reconstruction by
filtered backprojection, (Right) obtained reconstruction with
MS-LFGS.
as initialisation, then the updating Network in case of MS-LGS
becomes
Λθi
(
f˜i,∇Di(f˜i; g)
)
= fi−λi∇Di(fi, g)
+ siUθ˜i
(
fi,∇Di(f˜i; g)
)
.
(6)
Here, λi is calculated from the operator norm to ensure
a descent direction, si ∈ R is a learnable weighting that
is initialised with 0 and Uθ˜i denotes the mini U-Net. The
learnable parameters are then θi = {si, θ˜i}. The formulation
in eq. (6) can be understood as a residual mini U-Net in both
input variables.
All algorithms, including reference methods, are imple-
mented in Python using PyTorch [34] for the networks. The
image and projection spaces are implemented with ODL
(Operator Discretization Library) [35] and ASTRA [36] as
back end for the ray transforms. Training details and parameter
choices will be stated in the following sections.
B. Scalability of reconstruction algorithms
We aim to examine the scalability of the proposed multi-
scale algorithms in comparison to reference learned recon-
struction methods. For comparison we choose post-processing
with U-Net, following [15], and a learned gradient scheme
(LGS) [12]. The learned gradient scheme is implemented
consistent with the proposed MS-LGS algorithm, that means
we use 5 iterations and mini U-Net. This can be seen as a
subclass of MS-LGS, where all discretisation spaces are of
the same resolution.
For the test data we chose phantoms consisting of randomly
generated ellipses, see fig. 2. The data is produced by the ray
transform
A(f ; `) =
∫
`
f(x) dx, ` ∈M, (7)
where M is the set of lines defined by the measurement
geometry. For this experiment we chose a fan beam geometry
with 512 angles. The simulated measurement is corrupted by
additional 5% of Gaussian noise.
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Fig. 3: Memory consumption of proposed algorithms and
reference learned methods for simulated data of increasing
size. Maximal available memory on the GPU was 12196MB.
Training times
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Image size: n× n
Fig. 4: Estimated training times for 50,000 iterations of pro-
posed algorithms and reference learned methods for simulated
data of increasing size.
Since the aim of this experiment is only to examine scalabil-
ity, we have trained each network for 1000 iterations with one
sample in each iteration and recorded the maximum memory
consumption. The smallest phantom size was chosen as 1282
and was increased until memory consumption exceeded the
available memory on a single NVIDIA Titan XP GPU with
12GB memory, or more specifically 12196 MB. The resulting
plot is shown in fig. 3.
Additionally, we have recorded the training time for 1000
iterations and extrapolated this to an estimated training time
for 50,000 iterations for a full scale training. The resulting
plot is shown in fig. 4.
A reconstruction obtained with the MS-LFGS for a res-
olution of 15362 is shown in fig. 2 in comparison to a
reconstruction by filtered backprojection.
C. Application to human CT scans
In order to evaluate the reconstruction quality on a clinically
relevant case, we simulate realistic measurement data from
human abdomen CT scans provided by the Mayo Clinic for the
Phantom
Phantom
Measurement
Fig. 5: Sample slice from the test patient windowed to
[−300, 300]HU and the corresponding measurement data from
600 angles with 8000 photon counts.
2016 AAPM Low Dose CT Grand Challenge [37]. The data
set consists of high-dose scans from 10 patients. We used the
provided reconstructions with 3 mm slice thickness and image
size 512×512. We divided the data into 9 patients for training,
resulting in 2168 slices, and 1 patient for testing purposes with
210 slices.
For the data simulation, we used a fan-beam geometry with
source to axis distance 500 mm and axis to detector distance
500 mm. In order to create realistic measurement data, we use
the non-linear forward model given by the Beer-Lamberts law
A(f ; `) = e−µ
∫
`
f(x) dx,
where we select the mass attenuation coefficient µ = 0.2
cm2/g, which corresponds approximately to the value of water.
We simulate low dose scans by adding Poisson noise to
the measurement data. For computations we linearise the
obtained data by applying − log(·)/µ to the measurements,
by which the forward model simplifies to the ray-transform as
in eq. (7). A slice from the test patient with the corresponding
measurement data is shown in fig. 5.
We remind that we chose the number of iterations as
N + 1 = 5 and hence the image resolution in the coarsest
discretisation space S0 is just 32 × 32. For the experiments
we consider three scenarios of increasing difficulty, which
means decreasing angles and photon counts. The first case
corresponds roughly to a clinical low-dose CT scan with 600
angles and a photon count of 8000 that could be used for
diagnostic purposes. The other two cases are sparse view
scenarios, with which we aim to illustrate the limitations of
the proposed algorithms. The selected parameters for each
case are summarised in table I. We note, that the down-
sampling of angles can lead to very sparse angular sampling
in the first iterates (coarse scales), which can render the initial
reconstructions meaningless and hence we limited the number
of angles in the sub-sampling to a minimum of 30. That means
there is no downsampling in the projections for case 2 and 3
in the coarse scales.
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U-Net
U-Net
MS-LGS
MS-LGS
MS-LFGS
MS-LFGS
LGS
LGS
Fig. 6: Reconstructions of the test patient for measurement case 1 with 600 angles. All images are windowed and displayed
on [−300, 300]HU. The filtered backprojection here is computed with h = 0.4.
TABLE I: Summary of parameter selection for the study on
human phantoms.
Angles Photon count Scales Angles per scale
Case 1 600 8000 5 600, 300, 150, 75, 37
Case 2 240 6000 5 240, 120, 60, 30, 30
Case 3 120 5000 5 120, 60, 30, 30, 30
1) Training procedure for low dose scans: We compute
reconstructions for the same 4 algorithms as in the ellipsoidal
case, where the data is produced for all algorithms as outlined
in the previous section and summarised in table I. We compute
an initial reconstruction by filtered backprojection with the
Hann filter and frequency scaling of h = 0.6, this reconstruc-
tion is then chosen as the input to the post-processing with U-
Net The same parameters are selected to compute the filtered
gradient eq. (5) for the MS-LFGS.
To make the comparison uniform for all test cases we
optimised all algorithms in the same manner. In particular we
chose Adam as the optimiser with an `2-loss, each network
is trained for 50,000 iterations with one training sample per
minimisation step. The initial learning rate is set to 10−3 with
a cosine decay These choices have shown to perform well for
all presented algorithms.
The resulting reconstructions for case 1 with 600 angles
are shown in fig. 6. We will discuss the reconstruction results
for all cases and present a quantitative evaluation in the next
section.
V. DISCUSSION
The presented framework for multi-scale learned iterative
reconstructions in section III presents a general framework for
a scalable iterative learned image reconstruction. For this study
we have chosen a simple and straight-forward implementation
of the scaling operations, but other choices are possible to
extend the framework. In the following we will first evaluate
the performance of the presented algorithms and continue to
discuss possible extensions.
A. Evaluation of reconstruction quality
Obtained reconstructions for all algorithms under consider-
ation are shown in fig. 6 for case 1, fig. 7 for case 2, and fig. 8
for case 3. Let us first note that U-Net does generally produce
sharper images than the learned approaches, but also tends to
include features in the reconstruction that are not present in
the high-dose scan. The learned approaches tend to produce
smoother reconstructions, in particular we observe that in areas
of uncertainty the learned approaches are more conservative
in recreating features and tend to uniform areas instead of
reproducing features from the training data. For case 2 and 3
with sparse angles, we can observe that the simple MS-LGS
does perform as well as in the high angle case 1. The additional
filtered gradient in the MS-LFGS does generally improve
reconstruction quality considerably and improves uniformity
of reconstructed regions. At this point we would like to note,
that case 2 and 3 with sparse angular sampling are typically not
used for diagnostic purposes, but rather for dose calculations
and monitoring purposes.
We have computed quantitative measures for all cases as
shown in table II. Quantitatively, LGS does outperform all
other methods, but we note that this version operating only
on the full resolution is not scalable, as well as the U-Net
approach. We also note that LGS is expected to perform best
in this comparison, since it does operate on the full resolution
in each iteration. Of the two scalable algorithms, MS-LFGS
does clearly perform better and consistently outperforms post-
processing with U-Net and is close to LGS in its performance.
On case 1 with dense angular sampling, MS-LGS does out-
perform U-Net as well, but on the harder cases loses accuracy
and does perform slightly worse than U-Net.
Regarding memory consumption, the multi-scale ap-
proaches are expected to be cheaper, both using only 980MB
for training. Compared to 3784MB for U-Net and 3042MB for
LGS. With respect to computational cost, as it has been dis-
cussed in section III-C, we expect both multi-scale approaches
to be cheaper than LGS. In fact, as can be seen in table III,
MS-LGS is consistently faster in execution times than filtered
backprojection and U-Net. Consequently, MS-LFGS is slightly
slower than the U-Net post-processing, but still considerably
8TABLE II: Quantitative measures for low dose scans. Averaged over 210 slices of test patient. Mean values are shown with
their standard deviation.
600 angles 240 angles 120 angles
PSNR SSIM PSNR SSIM PSNR SSIM
FBP 32.80 ±1.51 0.781 ±0.0515 31.27 ±1.46 0.732 ±0.0466 29.61 ±1.43 0.636 ±0.0334
LGS 43.57 ±1.22 0.964 ±0.0033 41.36 ±1.22 0.953 ±0.0039 39.45 ±1.23 0.938 ±0.0054
U-Net 42.24 ±1.50 0.957 ±0.0044 40.41 ±1.38 0.944 ±0.0031 38.03 ±1.32 0.901 ±0.0053
MS-LGS 42.55 ±1.26 0.958 ±0.0033 39.73 ±1.33 0.938 ±0.0044 37.16 ±1.39 0.913 ±0.0065
MS-LFGS 43.34 ±1.22 0.963 ±0.0034 40.80 ±1.24 0.947 ±0.0040 38.30 ±1.26 0.926 ±0.0061
Phantom
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FBP
FBP
U-Net
U-Net
MS-LGS
MS-LGS
MS-LFGS
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LGS
LGS
Fig. 7: Reconstructions of the test patient for measurement case 2 with 240 angles. All images are windowed and displayed
on [−300, 300]HU. The filtered backprojection here is computed with h = 0.3.
Phantom
Phantom
FBP
FBP
U-Net
U-Net
MS-LGS
MS-LGS
MS-LFGS
MS-LFGS
LGS
LGS
Fig. 8: Reconstructions of the test patient for measurement case 3 with 120 angles. All images are windowed and displayed
on [−300, 300]HU. The filtered backprojection here is computed with h = 0.25.
TABLE III: Training and execution times of the learned
algorithms under consideration.
600 angles 240 angles 120 angles
TRAIN EXEC. TRAIN EXEC. TRAIN EXEC.
LGS 9h50m 315ms 7h00m 206ms 5h50m 158ms
U-NET 5h30m 68ms 4h15m 57ms 3h50m 52ms
MS-LGS 4h25m 65ms 3h15m 55ms 2h30m 49ms
MS-LFGS 6h55m 129ms 4h40m 104ms 4h00m 96ms
faster than LGS. The same tendencies are seen in the training
times for each algorithm.
B. Influence of scales
The computational advantage of the multiscale approach
is primarily due to the low-cost computations on the coarse
resolution, but these come with some subtleties. As we have
experienced that the early iterates on low resolutions are prone
to overfitting and can negatively influence the reconstruction
quality on the following iterates. We have experienced that
the lowest resolution should not be lower than 322, the same
9Reconstruction Gradient Filtered Gradient
It
er
at
e
0
It
er
at
e
1
It
er
at
e
2
It
er
at
e
3
It
er
at
e
4
Fig. 9: Representation of the multi-scale schemes with ob-
tained reconstruction, gradient, and filtered gradient on each
discretisation space.
goes for a minimum amount of angles, set to 30, as we have
discussed earlier. This restriction enforces the suitability of
the proposed algorithm for large-scale problems, where this
will not be a major issue. The obtained reconstructions on the
increasing scales and their corresponding (filtered) gradients
are shown in fig. 9.
C. Extensions of the multi-scale approach
In this study we have chosen the structure of the multi-
scale algorithms as simplistic as possible. Nevertheless, the
proposed framework does offer larger flexibility in choices that
might be more suitable for other applications. In particular
with respect to network design and choice of discretisation
spaces. In the following we would like to mention some
possibilities how the multi-scale schemes can be extended:
• In our study the mini U-Net has shown to be effective to
restore high-frequency components more effectively than
a basic feed forward CNN as utilised in [12]. We note that
more memory efficient networks might be used, such as
the MS-D Net [38]. Futhermore, since the early iterates
on the coarse spaces do not need such an expressive
network, it could be advised to chose a progressively
growing network, such that only the last iterate utilises
the most expressive network.
• We have chosen to identify each discretisation space
with one iteration. This limitation can be easily relaxed,
for instance by computing two iterations in the same
discretisation space. In case all iterates are computed on
the same space, this simplifies to the basic LGS.
• We have chosen to reduce the resolution in all dimensions
equally. It would be also possible to only reduce the
resolution along one dimension in each step and alternate
in dimensions, similarly the amount of angles can be ad-
justed as we have done for case 2 and 3. Along the same
lines, the upsampling operator can be chosen differently,
including the possibility of a learned upsampling.
• Lastly, the multi-scale framework is not limited to learned
gradient schemes and can be extended to other learned
approaches such as variational networks [17] and learned
primal-dual [30].
VI. CONCLUSIONS
We have presented a general framework for scalable learned
iterative reconstruction algorithms for large-scale problems
and higher dimensions, by restricting the expensive computa-
tion of the forward operator to only one application in the final
reconstruction space. We presented two methods, a multi-scale
learned gradient scheme based on the previous work [12] and
a multi-scale learned filtered gradient scheme, that additionally
computes the gradient by filtered backprojection.
The presented algorithms are evaluated on human abdomi-
nal CT scans for three different imaging scenarios of dense and
sparse angular sampling. Both algorithms perform competetive
to previously introduced methods, while being scalable and
faster in execution time. It is especially notable, that MS-LGS
does present a learned iterative reconstruction method that is
faster than filtered backprojection with U-Net. Whereas this
work is primarily a feasibility study, we believe that it will be
of high relevance to applications where high dimensionality
of the imaging problem is inherent, such as in cone-beam CT.
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