The personal story behind a much-cited article, "The Hippocampus and Behavior," is related in some detail. The twists and turns of this 8-year odyssey form a context in which many important issues in psychology are discussed. The greatest emphasis is placed on an analysis of citations and what they mean, but this inevitably leads to such seemingly unrelated issues as the interpretation of history, the stealing of ideas, fads and fashions, the possible dangers of peer review, and others.
During the cold war, it was often claimed that people fleeing to the West from socialist countries were "voting with their feet" for capitalism. By analogy, when writers feel the necessity to make a citation to an article, they are, in effect, voting that the article is important to the topic of discourse and to science as a whole. Citations are a "blue-collar" index of impact, made primarily by people in the trenches rather than by the generals, and they paint a different picture of history than the ones often found in textbooks. In psychology, as in other areas, the most highly cited articles tend to be about methods or procedures rather than the central issues of the field (Garfield, 1975b) . This is primarily because such topics often cut across fields of specialization and thus appeal to a much broader audience than is the case with a typical substantive article addressed to a tiny group of narrow specialists. In any event, if you were to set out in cold blood to write a highly cited article, your best bet would be to devise or revise a paper-and-pencil test of personality or motivation, improve on a commonly used method, coin a snappy new word or phrase, or think of a new way to apply statistics. And while you are at it, you might as well also become very wealthy by buying low and selling high in the stock market.
I appear to be one of the relatively few people who followed a different pathway and produced a flock of highly cited articles that are experimental or theoretical in nature rather than methodological. In addition to "The Hippocampus and Behavior" (Douglas, 1967; 630 citations through 1990 ) I have five more substantive publications that have been cited at least 120 times each, with the mean being 150 (see Douglas, 1984) . Thus, I
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ought to be an expert on the topic of how to write popular nonmethod papers. In fact, however, in none of these cases did I consciously set out to write a highly cited paper. If any pertinent knowledge on this topic resides in my brain, it must be located in a right hemisphere region out of contact with the corpus callosum. In that case, it might emerge by accident as I relate the story of how "The Hippocampus and Behavior" came to be. It begins in Ann Arbor in the academic year of 1959-1960. As a senior in the psychology honors program at the University of Michigan, I was required to produce a thesis, which involved doing research under the guidance of one of the professors. I chose to work with Bob Isaacson, a then-unknown young neuroscientist bristling with infectious enthusiasm about the hippocampus, a brain structure that virtually nobody had ever heard of at the time. He was studying hippocampal electrical activity in animals as they learned a shock avoidance problem. Dick Johnson (a grad student) and I both felt that we should first establish whether the hippocampus was involved in this sort of behavior. That is, if animals did not need a hippocampus to solve the problem, then it would be a waste of time to study hippocampal electrical activity during the learning of the task. We managed to convince Bob, who talked the anatomist Robert Moore into showing us how to go about removing the hippocampus.
Before flying off to Florida for Christmas vacation that year, Bob rounded up some rats and an ancient shuttle box. My wife, Dorothy, and I stayed in Ann Arbor and made hippocampal lesions in some rats and neocortical or control lesions in others. While the animals recovered from surgery, I wired up the apparatus and figured out how to use it. Then I trained the rats, and by the time a deeply suntanned Bob returned from Florida, the experiment was essentially completed. Removal of the hippocampus did not prevent rats from learning to avoid shocks in the shuttle box. Instead, the rats with hippocampal damage were actually superior to the normals! Although the resultant paper (Isaacson, Douglas, & Moore, 1961 ) created a sensation and has been cited over 200 times, it was actually rejected for publication by the first journal to which it was submitted. The editors and reviewers of Science (the "generals") were clearly on a different wavelength from contemporary researchers in psychology.
By this time, I had already worked out a crude and highly tentative version of the idea that would dominate my 1967 review article. Rats with hippocampal damage did learn the shut-tie box very swiftly, but they were very slow to extinguish this behavior. The hippocampus therefore seemed to be inhibitory, or involved in turning behavior off rather than on. Amazingly, an identical idea was simultaneously being formulated by the late Robert ("Mac") McCleary, whose dungeonlike basement lab was located several floors below us in Mason Hall. I was accepted into grad school at Michigan and assigned to be Mac's research assistant. He was studying the effects of subcallosal cortex damage on shock avoidance learning, and he was convinced that this region mediated response inhibition. We finally managed to convince Mac that his "subcallosal cortex" was synonymous with "septal region," which is a vital portion of the hippocampal system. Thus, Mac and I both agreed that the septohippocampal system was basically inhibitory. But exactly what did we mean by "inhibition"? That was the crux of the matter. In general, Mac thought of inhibition as being much closer to the motor end of behavior than I did.
I decided that the best way to use the lesion technique to explore brain functioning was to test the lesioned animals on every conceivable task or measure. With each additional observation there would be fewer theories that could explain or rationalize the results, and we would eventually arrive at the one "true" theory that could explain everything. At that time, my sole motivation was to satisfy my own curiosity about what the hippocampus did. To this end, I did one experiment after another and seldom gave any thought to publishing any of the results. When I did occasionally attempt to publish something, it was always rejected. Bob Isaacson's heroic attempts to teach me to write a coherent, publishable paper were like water rolling off a duck's back. Meanwhile, Bob's lab became a "hippocampus factory," in which a long stream of students (e.g., Dan Kimble, Dave Olton) produced a large number of publications while I continued to do unpublished research along a new track.
It had occurred to me that perhaps the best way to study the functioning of any brain region was to intensively examine behavior that was totally obliterated by damage to that region. I discovered that the behavior called spontaneous alternation was exactly the sort of hippocampus-dependent behavior that I was looking for, being completely abolished by hippocampal damage but unaffected by a variety of other lesions. At that time, a new journal called Psychonomic Science was born, and it would publish any article that was two pages or less in length. So I did manage to publish some of my hippocampal research involving spontaneous alternation and related activity. One of these articles (Douglas & Isaacson, 1964) has been cited over 120 times, which brings up an important point: Although Psychonomic Science (now defunct) and Psychological Reports were not refereed, they published some of the best research done during this era. I am often amazed at how many times I have cited these journals, and it seems clear that many important observations would never have been published if only peer-reviewed journals had existed.
A crucial event occurred when Bob Isaacson strolled into the lab one day carrying a book called Conditioned Reflexes by Pavlov (1960) . Bob is one of those rare people who actually read the old classics that everyone else pretends to have read. He flipped the book over to me, saying something to the effect that Pavlov had the answer to what inhibition was all about. When I read it, I could see that Pavlov had invented the very mechanism (internal inhibition) that I had been searching for. On one task after another, animals with hippocampal damage behaved exactly as one would expect if they lacked Pavlovian inhibition, and at that time (1962 or so), I could have written "The Hippocampus and Behavior." But I didn't. One problem was that I knew of no journal that accepted papers like the ones that I wrote, with experimental results intermingled with discussions of their significance. Another, more pressing, problem was that my doctoral dissertation was overdue. So I spent a year investigating spontaneous alternation behavior. The resulting article (Douglas, 1966) has been highly praised, and it was cited dozens of times in Spontaneous Alternation Behavior, a book published 23 years later (Dember & Richman, 1989) .
And this brings up another important point. My 1966 paper on spontaneous alternation is every bit as good as "The Hippocampus and Behavior" and possibly better. It was published in a widely read, prestigious journal, and yet it has been cited only about a fifth as often. Why? Because it was published at the wrong time. Spontaneous alternation behavior was an extremely "hot" topic during the 1950s but had largely fallen out of fashion by the time my study was published. An even better example of timeliness (or its lack) is my chapter on alternation and the brain in the Dember and Richman (1989) book cited above (Douglas, 1989a) . Writing that chapter was much more intellectually demanding than writing "The Hippocampus and Behavior." I had to juggle several times as much information in my head, and my analysis was far more detailed and explicit in terms of postulated models and mechanisms. Yet it is very possible that this will be its first and last citation. It required almost a year of mind-boggling effort to write that chapter but only several days to write a later one on methodology (Douglas, 1989b) . But the method chapter is the one that people read and comment on, and it has already played a large part in a published study (Khan etal, 1992) .
As I wrapped up my dissertation, it suddenly occurred to me that I had neglected to think about practical matters such as getting a job. Fortunately, Bob arranged a postdoctoral fellowship for me with Karl Pribram at Stanford. When I arrived in Palo Alto, my ideas about the hippocampus were about 90% worked out, and I often spent hours or even days trying to convince all and sundry that I possessed the revealed truth. Most were unconvinced, with a notable exception being a pinkcheeked student up visiting from the Los Angeles area. He sucked up everything I had to say on the topics of avoidance behavior, inhibition, and the hippocampus. He wrote it up, got it published, and won a coveted "young person of the year" award. It was thus painfully obvious that the time was ripe to publish a review article, but my first sophomoric attempt to do so elicited a "don't call us, we'll call you" response from a noted journal. At that point, I knew that there were people breathing down my neck, but I was also under justified pressure from Karl to start doing some monkey experiments. During the next few years, we collaborated on a number of studies, one of which has been cited over 160 times and which contains a germinal version of "The Hippocampus and Behavior" (Douglas & Pribram, 1966) . I also wrote up and published many of the experiments I had done at Michigan, including my dissertation. Thus, I had somehow learned to write a paper that an editor would not instantly reject.
While all of this was going on, I felt certain that one of Isaacson's former students (probably Kimble) was about to write up a review paper summarizing hippocampal lesion research. A review was years overdue. Here was a very large area of research with a huge literature, and there was no single paper that anyone could cite to sum things up. For a while, I almost became reconciled to being "scooped," but then I woke up one day and decided to write the paper myself. Now. Quickly. If ever a paper "wrote itself" it was this one. The words poured right from my two index fingers into the typewriter and onto the page. I knew that this was a classic paper from the moment I began, and when it was done, I couldn't believe that a paper that good had been written by the likes of me. It's as great today as it was then: Still arguably the best article ever written about the hippocampus or maybe about any part of the brain. But I may be biased, so why not read it for yourself and see.
The next question was which journal to send it to. It had to be one that welcomed theorizing and creative reviewing. And preferably, it would be a widely read and well-respected journal. It boiled down to Psychological Review and Psychological Bulletin, and I really don't know why I chose this journal. By that time, I had become accustomed to severe editorial criticisms about being long-winded and overly speculative, so I was shocked when my paper was instantly and enthusiastically accepted. What I had done was review the literature and show that a very large and seemingly incoherent mass of data could be explained on the basis of any of several simple ideas. I personally favored (and still do) the idea that the hippocampus is the generator (so to speak) of Pavlovian internal inhibition. Strangely, however, many people fail to cite my article for that reason and instead refer to an article published in this journal a year later (Kimble, 1968) . The abstract also clearly states that one possible idea of hippocampal functioning is that this structure is crucially involved in working memory. I invented that term, which, to my knowledge, had never existed before. Yet the numerous recent articles discussing working memory or its relation to the hippocampus never seem to cite this article. On the other hand, many citations to "The Hippocampus and Behavior" (Douglas, 1967) have been incorrect, as if the author had not read even so much as the abstract. This brings up the question of whether a highly cited article really is influential.
I have had my ideas stolen many times, at least twice by people who added insult to injury by ridiculing the ideas before stealing them. Yet when I have met these people at later times they have failed to act appropriately guilty. I honestly believe that they do not realize where their ideas have come from, because I have similarly stolen ideas without being aware of doing so. A good example was revealed to me only recently when I rummaged through some ancient books and discovered a chapter by Grastyan (1959) . I had completely forgotten about reading it, but numerous underlined sentences and dog-eared pages witnessed that I had in fact once devoured that chapter. I was rather shocked to realize that I had failed to give Grastyan appropriate credit and that I had incorporated some of his ideas into my own way of thinking. I suspect that when new ideas do not immediately fit into already-existing schemes, they submerge and fester in our preconsciousness, emerging at a later time as if they were our own. Thus, a failure to cite a paper actually does not necessarily mean that the paper failed to have an impact.
In summary, my own experience suggests that it would be next to impossible to produce a substantive "citation blockbuster" coldheartedly. The success of my article involved an almost decade-long chain of improbable events that could never have been planned or foreseen. How often is there an area of research in which numerous prolifically publishing investigators neglect to write an intelligent review and in which one has followed all developments from Day 1 and knows exactly what they all mean? Even if a person was in that envious position, he or she might be scooped. For example, shortly after "The Hippocampus and Behavior" (Douglas, 1967) was published, I received several letters from people who had been in the process of writing up similar papers at the very time that mine was published. If those people had started earlier (or me later), many of my citations would have been siphoned off, even if it is assumed that those papers were not as good as mine.
But I do believe that there is a formula for writing articles that have a good chance of being at least moderately well cited. That is, my highly cited articles characteristically involve an attempt to "make sense" of the data presented or reviewed in that article. I think of it as blue-collar theorizing or enlightened common sense. The problem is that trying to make sense of things is a two-edged sword when one is in a field or an era in which theorizing is downgraded. My guess is that I have averaged about three rejections for every publication, and the rejections are usually for the very same reason that the accepted articles became popular. Thus, if I had written my articles in such a way as to increase the probability of acceptance, I would thereby have eliminated much of what made them become highly cited.
In closing, I would like to address an earlier point about different versions of history. A listing of highly cited articles in physiological psychology and animal behavior (Garfield, 1975a) suggests that researchers during the 1960s and early 1970s were obsessed with the limbic system (especially hippocampus) and the dream state of sleep. Yet if one looks at the textbooks of that period, he or she would never even guess what was going on. Years later, textbook writers did belatedly begin to include the topic of sleep, with some even devoting a whole chapter to it. But our hippocampal research never made it between hard covers. Most of my highly cited articles have never been mentioned at all, to my knowledge, in any textbook. By the time the hippocampus became a topic for textbooks, my ideas had lost whatever popularity they once had, and theories that were actually less able to handle the data had become fashionable. People reading these more recent texts are not even told about the earlier research or the earlier ideas. Even the most basic findings of the Isaacson and McCleary laboratories seem to have been forgotten. As one example, even in the late 1950s, we knew that it was not good to be a fast learner in the shuttle box. Rats, for example, learned faster than cats, and brain-damaged animals learned faster than normals. Yet a number of relatively recent studies have used shuttle box learning as an index of intelligence or good memory! A15-year period thus appears to have vanished into the twilight zone. But it was fun while it lasted.
