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Resumo
Este Trabalho é um estudo sobre o plano quântico e sua geometria. Iniciamos o 
texto dando uma visão geral do que é uma álgebra de Hopf e através de uma série de 
exemplos, para em seguida introduzir os conceitos de ação, coação e estruturas quasi- 
triangulares. Mais adiante construímos a álgebra de Hopf Uq(sl(2)) e estudamos como 
ela age no plano quântico, primeiro usando uma realização matricial para os geradores 
de Ug(sl(2)) e depois usando operadores diferenciais. Posteriormente estuda-se o 
cálculo diferencial e o complexo de Wess-Zumino, para q sendo raiz n-ésima da unidade 
e finalmente exemplificamos para o caso qA =  1.
Abstract
This work is a study on the quantum plane and its geometry. We begin the text 
giving a general view of what is a Hopf algebra and many examples, in order to 
introduce the concepts of action, coaction and quasitriangular estructures. After we 
construct the Hopf algebra Uq(sl(2)) and we study how it acts on the quantum plane, 
first using a matricial realization for generators of Uq(sl(2)) and after using differential 
operators. Later the differential calculus and the Wess-Zumino complex is studied, 
for q being an n-th root of unity and finally we do as an example the case q3 =  1.
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Introdução
O objetivo deste trabalho, como diz o título, é apresentar a geometria não comu­
tativa do plano quântico. Quem primeiro escreveu sobre geometria não comutativa 
foi Alain Connes [3], [4], Como se sabe, para se ter uma geometria precisamos de um 
espaço e uma ação de grupos [10]. Quando dualizamos este conceito de ação, obte­
mos uma coação de álgebra de Hopf [15] sobre uma álgebra de coordenadas. Sc estas 
álgebras forem não comutativas, obtemos então uma geometria não comutativa. As 
álgebras de Hopf, muitas vezes são chamadas de grupos quânticos o que não é verdade. 
Um grupo quântico é uma álgebra de Hopf, com uma estrutura quasi-triangular [15], 
e aparece em uma série de idéias físicas [19].
Esta dissertação está organizada da seguinte maneira:
• No capítulo primeiro fizemos uma revisão auto-contida sobre a teoria das álgebras 
de Hopf, e em seguida revisamos também a parte de ações e coações entre 
álgebras de Hopf e damos uma série de exemplos. Finalmente são discutidas as 
estruturas quasi-triangulares.
• No capítulo segundo discutimos o plano quântico. Primeiramente definimos c o 
relacionamos com a extensão de Ore, em seguida discutimos de forma sucinta o 
que vem a ser uma geometria e quando dualizamos a ação e generalizamos para 
álgebras não comutativas obtemos uma geometria não comutativa. Posterior­
mente definimos a álgebra de Hopf Uq(sl(2)) e como ela age no plano quântico 
kg[x, y] de duas maneiras, através de uma realização matricial e por operadores 
diferenciais, concluindo então que elas coincidem quando aplicadas nos geradores 
de kq[x, y\. Discutimos também as representações de Uq(sl(2)) de maneira geral.
• No capítulo terceiro começamos definindo o complexo de De Rham, ou álgebra 
de formas diferenciais. No momento seguinte define-se as n-formas e também 
um operador diferencial d que junto com a álgebra fí(.A), com o produto nos 
faz ter cm mãos o que chamamos de álgebra diferencial universal. Definimos 
então o complexo de Wess-Zumino e a cohomologia do plano quântico para q 
genérico, e concluímos que topologicamente o plano quântico se comporta como 
um plano.
• No capítulo quarto consideramos a álgebra das matrizes 3 x 3  como o plano 
quântico reduzido no qual o grupo quântico H  de dimensão finita age, onde H  é
o quociente de Uq(sl(2)) pelo ideal gerado por q3 — 1, X 3 e K 3 — 1. Introduzimos 
também o cálculo diferencial nesta álgebra na qual é o quociente do complexo 
de Wess-Zumino pelo ideal q3 =  1. Finalmente estudamos a cohomologia do
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plano quântico para q3 =  1 e notamos que topologicamente o plano quântico 
tem as características do toro.
• No apêndice A, realizamos uma breve revisão sobre módulos e produto tensorial.
• No apêndice B, demonstramos alguns resultados relativos à estruturas quasi- 
triangulares.
• No apêndice C, fazemos uma exposição sobre a álgebra de Hopf U(sl(2)), onde 
estudamos a suas realizações e as ações sobre o plano afim k[x, y}.
• No apêndice D fazemos a construção FRT(Faddeev - Reshetikhin - Takhtajan), 
isto é dado um espaço vetorial V  de dimensão finita e c : V  & V  — ► V  ® V  um 
isomorfismo, então existe uma biálgebra A(c) e uma coação ôv : V  — > A {c)® V  
tal que V  é A(C')-comódulo à esquerda, c é um isomorfismo de comódulo e A(c) 
possui um caráter universal.
• No apêndice E, estudamos o cálculo no plano quântico, onde apresentamos uma 
versão deformada do binômio de Newton e a derivada de uma função qualquer.
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Capítulo 1 
Preliminares Algébricas
Trataremos neste capítulo as noções básicas relativas à álgebras, co-álgebras, bial- 
gebras, álgebras de Hopf, módulos e co-módulos de álgebras de Hopf e finalmente 
estruturas quasi-triangulares. Algumas demonstrações neste capítulo serão omitidas 
por sua simplicidade, enquanto outras indicaremos alguma referencia, já os resultados 
que julgarmos importantes serão demonstrados com detalhes. Estes tópicos servirão 
como base para os próximos capítulos.
* /
1.1 Álgebras, Coálgebras, Biálgebras e Álgebras 
de Hopf
Nesta seção daremos início ao enfoque principal desta dissertação, que são as 
Álgebras de Hopf, que e um dos pre-requisitos necessários para estudarmos o cálculo 
diferencial no plano quântico. Sempre denotaremos um corpo por k e vamos considerar 
k =  C, a menos que se estabeleça o contrário.
Definição 1.1 Uma Álgebra é uma tripla (A,/x,r}), onde A é um espaço vetorial e 
fj, : A <g) A — > A e rj : k — > A são aplicações lineares satisfazendo os seguintes 
diagramas
Associatividade:
A 0  A A
[i <g> 1 d
Id  ® ii
A ®  A ®  A ------- -* A ®  A
3
Unidade:
. r)® Id  . . Id® ri . 
k®  A ------- ► A ®  A -*------- - A ®  k
Em símbolos associatividade significa que
H o (/i ® Id) = / io  (Id ® /i)
0  fato de rj ser a unidade significa que
fi o (77 ® Id) =  /i o (Id ® n) =  Id 
A maneira como // opera nos elementos e dado da seguinte forma:
/i(a ® b ) = a - b
Com esta notação, podemos escrever a relação de associatividade em termos de suas 
componentes, e desta forma chegamos a conclusão que
(a ■ b) ■ c =  a ■ (b ■ c), V a ,b ,cE A
Vale lembrar que r/ funciona da seguinte maneira:
//(A) =  A ■ 1, V A e i
Assim a comutatividade do diagrama de unidade é o mesmo que dizer que existe 1 E A 
tal que
a • 1 =  1 • a =  a, Vo € A
Definição 1.2 Sejam A, B álgebras. Dizemos que f  : A — > B é um morfismo de 
álgebra se
(i) f  é linear
(ii) f(a-b)  =  /(a )  ■/(&)
(Ui) / ( Í A) =  1/3
Agora vamos descrever o que vem a ser uma álgebra livre. Seja X  um conjunto e 
considere o espaço vetorial K { X }  com base no conjunto de todas as palavras xi} ...xip 
no alfabeto X , inclusive a palavra vazia 0. Urna palavra será chamada de monómio. 
Defina o grau do monómio como sendo o número p de letras usadas. A justaposição 
de palavras define uma multiplicação em à "{à '} dada por
(Xi1.. ■Xip') • (x‘jp-f-1..-Xin ) Xi1...XipXip^ -i...Xin
Esta fórmula equipa K { X } com urna estrutura de álgebra, chamada de Álgebra Livre. 
Se X  — { x i , xn}, nós denotaremos K {À"} por K { x  1 ,
Note que a unidade é a palavra vazia, isto é, 1 =  0. De fato, seja xix ■■■xlp uma palavra 
genérica de K { X } ,  fazendo a justaposição com a palavra vazia temos
(Xií ...Xip) 1 Xi1 ■■■Xip
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Definição 1.3 Uma álgebra A é dita ser graduada se existem, subespaços (A)ieN ^  
que
(i) A =  © íeN Ai
(ii) Ai ■ Aj C Ai+j Vi, j  E N
Os elementos de Ai são ditos ser homogêneos de grau i.
Teorema 1.1 Toda álgebra livre é graduada.
Demonstração: Tome Ai como sendo o subespaço das palavras de medidas i do con­
junto X . Por exemplo 
A\ - Conjunto de palavras de medida 1.
Aa - Conjunto de palavras de medida 2.
E assim por diante.
Agora supoAha que i /  j , digamos i > j , desta forma temos que 
AiCiAj =  {0 } ,  pois uma palavra de medida i, não pode ser de medida j  e vice versa, a 
única possibilidade de isto acontecer é com o zero, pois podemos justapor o 0 i vezes 
ou j  vezes e sempre teremos 0. E fato que A.t ■ Aj C Ai+j, justaposição de palavras. 
Agora A =  K { X }  é definido como sendo o subespaço linearmente gerado por todos 
os monómios de grau i, para i E N.
A seguir estudaremos a propriedade universal da álgebra livre k { X }.
Seja X  =  { x i , x 2,x 3, ...}
Teorema 1.2 (Propriedade Universal da Álgebra Livre) Dadas A uma álgebra 
qualquer e f  : X  —-> A uma função, existe um único homomorfismo f  : &{Ar} — ► A 
tal que f \ x = f
Demonstração: Seja p =  x\x2 ---xn E ^ {X }. Defina /  : — ► A linear tal que
f(p) = f ( x i ) f ( x 2).. . f (xn)
Seja p e q tal que
P =  5 1  XiPi
i
e
3
onde pi =  xn ...xiki e qj =  xh ...xjkj.
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Então,
f(pq) =  ,fC>2 KniPi(h) -  5 Z
X3\-"Xikj)
(5Z w (pí)) (5 3 /* í 7 (í í )) =
í j
i
f ( p ) M
Corolário 1.1 5eja i? um conjunto de relações formada por elementos de X , se a im-
Demonstração: Sabemos pelo teorema (1.2) que existe única /  : & {X } — ► A morfis-
por hipótese.
Defina /  : k { X }  — > A tal que /([a]) =  /(a ).
/  está bem definida. Dc fato, sejam x,y representantes de [x]. Então x — y E I, 
logo f ( x  -  y) =  0. Assim f (x )  -  f(y) =  /([x]).
Finalmente,
mo de álgebra tal que f\x  =  /• Se {f (xt) }  obedecem as relações de R, então f\i =  0. 
De fato, seja r E R, isto é:
Agora
/ ( ^ j^ aij...inXii---Xin) ^  'JQ‘ii...inf(.Xil)---f(,Xin) 0
/([< # ]) =  HWb}) =  f(ab) =
=  m m  =f([a])f([b])
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Proposição 1.1 Dois morfismos de álgebra S  e T  são iguais se são iguais nos ger­
adores.
Demonstração:
i i
= Y l a i i~i»T (Xi i) - T (Xin) =
i
i
Logo,
S =  T
Exem plo 1.1 Defina n°p =  a o /i, onde a é o flip, isto é, a(x <8>y) =  y ® x . Temos 
então que (n°v,r),A).é uma álgebra.
Demonstração: n°p atua da seguinte maneira:
Hop(x ® y) —y ■ x
Assim verifica-se facilmente que
fíop(fiop® I d ) = n op{Id® n°p)
e
Hop(r) ® Id) =  Hop(Id ® r ] ) = I d
U
Observação 1.1 Se /i — /i?p, então dizemos que a álgebra A é comutativa.
Exem plo 1.2 Tome A o conjunto de funções sobre um conjunto ( /  : X  — ► k). 
Defina
H : A 0  A -----► A
f ® g  i-----► f - g
onde ( f  ■ g)(x) =  f (x)  ■ g(x), x G X
A função constante l(a;) — 1 é a unidade desta álgebra. Assim (fx,r],A) é uma 
álgebra.
Demonstração: De fato,
fi(Id ® n ) ( f  ® g ®  h)(x) =  f {x )  ■ (g(x) ■ h(x)) =  (f(x)  ■ g(x)) • h(x)) =
=  fi{n ® Id)( f  ® g ® h)(x), 
onde utilizamos a associatividade no corpo k.
Do mesmo modo temos que
/i(l 0  f ) (x )  =  l(ar) • f  (x) =  1 • f (x )  =  f (x )
m
Existem muitas maneiras de construir álgebras, uma delas é através da Álgebra 
Tensorial.
Seja V  um espaço vetorial e defina:
T°(V ) =  k, T \ V ) = V , T 2{V) =  V Tn(V) =  V ® V ® . . . ® V
Considere T(V)  =  @ T n(V), n >  0
Este produto tensorial induz uma estrutura de álgebra em T ( V ) definida por:
(xi 0 . . .  ® xn)(xn+i 0  ... 0  xn+m) =  X\ <g>... 0  xn ® xn+i ® ... <8>xn+m 
onde l e f c é a  unidade. Chamamos T(V)  de álgebra tensorial.
Vale dizer que a álgebra tensorial T(V)  possui caráter universal, isto é, para toda 
/  : V  — ► A linear, onde A é uma álgebra associativa, existe um único morfismo de 
álgebra f  :T ( V )  — ► A tal que /  =  /  o i, onde i é a inclusão canônica.
Podemos agora construir outras álgebras como quociente desta álgebra tensorial 
por algum ideal bilateral.
Exem plo 1.3 Álgebra Com utativa Seja V um espaço vetorial e defina
S(V)  =  T ( V ) / I
onde I = <  x <S> y — y <8> x >
S(V) é uma algebra comutativa.
Demonstração: De fato, o quociente indica que x ® y — y ® x, segue disto que,
Xi <g>... <g> xn ® ... ® xm ® ... ® x k =  xk ® ... ® xm ® ... 0  xn ® ... ® X\ 
onde as trocas são feitas entre vizinhas, sucessivas vezes.
A álgebra 5'(V) também é chamada de álgebra simétrica e tem dimensão infinita. 
Dimensão no sentido de espaço vetorial, onde a dim(V) =  n
U
Exem plo 1.4 Álgebra Anti-Com utativa Seja V um espaço vetorial e defina
A(V) =  T ( V ) / I
onde I  = <  x x >
À(V') é uma algebra anti-comutativa nos geradores, no seguinte sentido:
x A y — — y A x, Vx, y 6 V
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Demonstração: Nas operações desta álgebra, utilizaremos o símbolo A definido como 
x  A y =  7r(x <g> y) e tt c a projeção canônica.
Temos que
0 =  (x +  y) A (x +  y) =  i A i  +  i A y  +  i/Aa; +  j/Ai/
Mas x A x  =  0 e ? / A y  =  0, segue então que
x Ay =  —y A x
A álgebra A(V) também é chamada de álgebra exterior.
■
Observação 1.2 A(V) c  T(V)  e A(V) é graduada, pois:
A °(V) =  k, A \V) =  V, A2(K) =  V A V ,..., An(V) =  V A V  A . . . A V
e
A(V) =  © A ‘ (V)
fc=0
Se dim(V) =  n, temos que dim(A(V)) =  2”
iVoíe agora que a anti-simetria, não funciona para todos os elementos da álgebra, por 
exemplo:
(xi A ... A xk) A (yi A ... A yp) =  ( - l ) fep(yi A ... A yp) A (xv A ... A xk)
Definição 1.4 Urna álgebra de Lie consiste de um espaço vetorial g munido de um 
produto
[ , ] : 0 x fl — ► 0
que satisfaz as seguintes propriedades
(i) [ , ] é bilinear.
(ii)  \x,x] = 0 ,  Vx e V
(Ui) [x, [y, z]] +  [z, [.r, y]] +  [y, [z, x]] =  0 (Identidade de Jacobi).
/
Agora já estamos aptos a comentar o que vem a ser a Álgebra Universal Envolvente, 
na qual será constantemente usada nos capítulos seguintes.
Defina L(A) =  (A, [, ]) álgebra de Lie associada à álgebra associativa A. Considere 
também g uma álgebra de Lie qualquer. Definimos a álgebra universal envolvente 
U(g) como segue. Seja I(g)  um ideal bilateral da álgebra tensorial T(g)  gerado por 
elementos da forma x <g> y — y ® x — [x, y] onde x,y  6  0.
Definimos
m s )  = T(g)/I(g)
Associe também um morfismo de álgebras de Lie
i9 : g — > L (í/(0))
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Teorem a 1.3 Seja g uma álgebra de Lie e A uma álgebra associativa e 
f  : g — ► L(A) um morfismo de álgebra de Lie, isto é,
f([x,y}) =  f (x ) f (v )  -  f{y) f {x )
Então existe única <p : U(g) — ► A morfismo de álgebra tal que ip o n o i =  f , onde
7T o i =  ig.
Demonstração: Considere o seguinte diagrama
t (q)
Pela propriedade universal de T(g) existe um único morfismo de álgebra associativa 
tal que f ( x i <8>... (8) f {x i ) . . . f (xn).
Basta provar que K e r ( f )  =  /(g )
De fato,
f(xy  - y x -  [x, y]) -  f{x ) f (y)  -  f (y ) f (x )  -  f([x, y]) =  0
Então existe único tp : T ( q)/  Ker(f)  — T (g)//(g ) =  U(q) — ► A morfismo de álgebra, 
tal que (p o ig =  /
Definição 1.5 Uma coálgebra é uma tripla (C, A, e), onde C é um espaço vetorial 
e A : C  — > C ® C e e : C  — > k são aplicações lineares satisfazendo os seguintes 
diagramas
Coassociatividade:
A
c — -----------* c ® c
I d ®  A
A ®'ld  
C ® C --------- - C ® C ® C
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Counidade:
~ £ ® I d  I d ® e  
k ® C  -*-------- C  ® C --------- - C  ® k
Em símbolos coassociatividade significa que
(Id ® A) o A =  (A ® Id) o A 
E  o fato de que e é a counidade significa que
(e ® Id) o A =  (Id ® e ) o A  — Id 
Existe uma maneira interessante de escrever A em termo de componentes:
A(x) =  5^X(i)®a;(2) (1.1)
Esta maneira, não é única! Esta notação ficará mais explicita com os exemplos a 
serem apresentados.
Portanto podemos escrever a coassociatividade em termos de seus elementos da seguinte 
forma
Y  ® Æ(l)(2) ® (^2) =  Y ,  ® X(2)W ® X(2)(2)
=  Y  181 XW 0  X(3> í1-2)
Usando a equação (1.1), temos:
A(z(i)) =  Y  XWW ® Æ(i)(2)
Assim a equação (1.2) se torna melhor entendida.
Também com a notação de (1.1) e o fato de C =  C ® A: =  k ® C, podemos de­
screver a comutatividade do diagrama da counidade em termos de suas componentes 
e chegamos a conclusão de que
x =  Y xW ’ £(xQ))==Y £(xw ) ' xP)
Exem plo 1.5 Coálgebra Oposta Defina A op =  a o A, onde a é o flip, isto é, 
(t{x ® y) =  y ® x. Com isto (C, A op, e) é uma coálgebra.
Demonstração: Primeiro vamos notai' como atua Aop
Aop(x) -  a(A (x)) =  ct(]T  X(i) ® x (2)) =  Y  XW ®
Com isto verifica-se facilmente que
(Id ® Aop) o Aop =  (Aop ® Id) o A^
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e que
(Id ® e ) o A op =  (£® Id) o A<* =  Id
Observação 1.3 Se Aop =  A, dizemos qua a coálgebra C é cocomutativa.
Exem plo 1.6 Considere A álgebra das funções sobre um grupo finito ( f  : G — ► K ). 
Defina
A : A -----► A ®  A
Tal que
A(f)(a,b) =  f(ab)
e
e : A -— ► k
onde
e( f )  =  /(1 )
Então (A, A,e)  é uma coálgebra.
Note que na definição de A utilizamos o isomorfismo A ® A =  F (G  x G), se G é 
grupo finito.
Demonstração: Primeiramente vamos verificar o axioma da coassociatividade.
(Id®  A)A(/)(o,fc,c) =  (Id®  A )(/(i) ® f(2))(a,b,c) =
= (/(!) ® A (/(2)))(a, b, c) =  ( / (i) 0  /(2))(a, bc) =
=  A (/)(a , bc) =  f(a(bc)) =  f((ab)c) =
=  A (f)(ab, c) =  ( / (i) 0  f(2))(ab, c) =
=  (A (/(1)) ® f(2))(a, b, c) =  (A 0  Id)A(f)(a,  6, c)
Agora note que
f(a) =  / ( la )  =  A (/) ( l ,  a) =  / (1)( l ) / (2)(a)
Portanto podemos verificar o axioma da counidade
(e ® Id)A(f)(a) =  (e 0  Id)( f{1) 0  / (2))(o) =
=  e(/(i))/(2)(a) =  /(i)(l)/(2)(a) =  /(« )  =
=  /d (/)(a )
Exem plo 1.7 Considere U(q) a álgebra universal envolvente e defina
Ã : fl -----► í/(g) 0  U(q) 
X  t-— ► 1 0 1  +  1 0 1
Veja que a notação abstrata definida em (1.1) correspondente para este A é dada por:
y ;  X(x) 0  X(2)= x ® i + i 0 i  
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Podemos através da universalidadede de U(g), extender A para U{g), em outras 
palavras, quer dizer que o seguinte diagrama comute:
U(g)®U(g)
0 (3)
Mas para isso, conforme o teorema (1.3) , devemos ter que:
Ã ([x ,y ])  =  [Ã (x ),Ã (F )]
De fato:
A([X,  y]) =  A ( X Y  -  Y X )  =  Ã (X Y )  -  A(yj»o =
=  X Y ® 1  +  1 ® X Y - Y X ® 1 - 1 ® Y X  
=  [x , y } ® i  +  i ® [x ,y ]
Por outro lado temos que,
[A (X),A (Y)] =  A (X )A (y ) -  A (Y )A (X ) =
= X Y  ® 1  +  X ® Y  +  Y  ® X  +  1 ® X Y  ■
-  y x ® i - y ® À r - x ® r - i ® Y x
=  [X ,Y ]® 1  +  1 ®  [X,Y]
Defina também
e :  U(g)
X  h 
1 h
k
0
1
Com Isto temos que (U(g), A, t ) é urna coálgebra.
Demonstração:
Coassociatividade
{Id® A )A X  = (Id® A )(X  ® 1 +  1 ® X )  =
=  X ® 1 ® 1 + 1 ® A A  =
=  X ®  1 ® 1 +  1 ® X ®  1 +  1 ® 1 ® X
Analogamente temos que
(A ® Id) A X  =  X ® 1  +  1 ® A ® 1  +  1 ® 1 ® X
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Counidade
(e ® Id)AX (e ® Id)(X  ® 1 +  1 ® X ) =  e{x) l  +  e (l )X  
0 - l  +  l -  X  =  X  =  Id(X)
Definição 1.6 Uma álgebra A é chamada de uma biálgebra se A é uma coálgebra 
com coproduto A : A — > A ®  A e uma counidade e : A  — ► k satisfazendo o axioma 
da compatibilidade
A(a-b) =  A(a)-A(b)  
A (l) =  1 ® 1
e(a ■ b) =  e(a) ■ e(6)
O Axioma da compatibilidade pode ser expresso pelos seguintes diagramas 
A é morfismo de álgebra
A
A ®  A 
A ®  A
A ®  A
A ®  A ®  A ®  A -
onde <r23(x ® y ® z ® t ) — (x ® z ® y  ®t)  
e é morfismo de álgebra
A ®  A -
023
fl®  fl
A ®  A ®  A ®  A
A
k ® k
Denotamos uma biálgebra pela quíntupla (Atfi, t), A,e)
Exem plo 1.8 Seja A a álgebra das funções como mostrado no exemplo (1.6). Já 
sabemos assim que A é uma coálgebra. Além disso A é um,a biálgebra.
14
Demonstração: Basta mostrar que A e e satisfazem o axioma da compatibilidade.
A (fg)(a,b) =  (fg)(ab) =  f(ab)g(ab) =
=  A(f)(a,b)A(g)(a,b) — (A(f)A(g))(a,b)
Do mesmo modo temos que
e{fg)  =  (Í9 ) ( !)  =  / ( i ) s ( i )  =  e(f)e(g)
■
Exem plo 1.9 No exemplo (1.7) vimos que a álgebra universal envolvente U(q) é uma 
coálgebra. Segue agora que U(g) é uma biálgebra.
Demonstração: Novamente devemos verificar o axioma da compatibilidade. Mas 
conforme teorema (1.3) e exemplo (1.7), segue que A é um morfismo de álgebra. 
Agora
e([X,Y}) =  0 =
=  e(X)e(Y) -  e(Y)e{X) =
=  [*W ,eO O ]
■
Definição 1.7 Seja (A , fi, r), A, e) uma biálgebra. Um endomorfismo
S  : A — ► A
é chamada uma antípoda para a biálgebra A se:
H o (S  (g> Id) oA  =  p  (Id ® S ) o A  =  r)os
Esta relação também é chamada de Axioma da Antípoda e pode ser representada 
através do seguinte diagrama
A A S ® Id A AA ®  A ---------------------------► A ®  A
Este diagrama representa a primeira parte do axioma da antípoda, isto é,
II O (5  <g> Id) O A  =  T) o £
Para a outra parte da equação, o diagrama é o mesmo só trocando a aplicação da 
flecha horizontal, que será Id ®  S.
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Se calcularmos a relação acima em componentes, digamos em um x E A, chegaremos 
a conclusão de que
Y 2  S{X( 1)) • Z(2) =  £  *(!) ' S (Xm) =  1 • £(X)
A próxima proposição nos dará algumas propriedades importantes em relação a antípoda, 
mas antes vamos definir uma nova operação:
( /  *g)(x)  =  P ° ( f  ® 9 ) °  A(ar)
onde
* : £(C, A) x Z(C, A) -----► £(C , A)
(f , 9) i---- - f * 9
onde £((7, A) são as transformações lineares de C  em A com C  uma coálgebra e A 
uma álgebra e * é uma operação bilinear chamada de convolução.
Calculado em componentes temos que o produto de convolução é dado por
f  *g(x)  = ^ 2 f ( x {1))g(x{2))
Proposição 1.2 (£(C , A), *,f) o e) é uma álgebra com unidade, onde l£(c,A) =  tj ° £
Demonstração: Temos que provar que:
(i) ( /  * g) * h  =  /  * (g * h)
(ii) f  * (no e ) = f
O item (i) decorre da coassociatividade, já o item (ii) sai do axioma da counidade.
■
Proposição 1.3 Seja S  : H  — > H  uma antípoda, onde H  uma biálgebra. Então as 
seguintes sentenças são verdadeiras:
(i) A antípoda é única
(ii) S (x  ■ y) =  S(y) ■ S(x)
(Ui) iS(l) =  1
(iv) A o S  =  (S  ® S) o A°p 
Demonstração:
(i) Suponha que existam antipodas S t, S2 tal que
-x{2) = e ( x )  • 1 
Y ^ S 2(x0)) -x(2) = e (x ) • 1
Agora
Si (íe) =  5 1(5 3 e (x (i)) - z (2)) =  5^e(a:(i)) - l - 5 1(a:(2)) =
=  £ -Sífai)) • *(2) • &i(x(3)) =  J T & f a i ) )  • e(x(2)) • 1 =
=  • e(ac(2))) =  S2(x)
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(ii) Defina duas aplicações v,p 6  £ (H  ® H, H ) por
u(x ® y) =  5(?/) • 5(x) 
p{;x®y) =  S{x-y) ,  x ,y  E H
Temos então que
(p*^i)(a;®í/) =  /x(p ® i^) A(x ® y) =
=  ® y)(2)) =
=  5 3  f*(xw ® 0  y(2))
=  5 3  ^(*(1)' í^1)) ■ * =
=  ' 5 2 s ( (x -y ) { i ) ) - (x -y h )  =  v ° £ ( x - y )
=  r) o (e ® e)(x <g> y)
Da mesma maneira tem-se que
(v * p)(x <&y) =  rj o (e ® e)(x ® y) 
onde r) o (e ® e) é a unidade em (£ (#  ® H,H),  *)
Portanto
p =  p *  (r) o e) =  p *  (/j,* v) =  (p* n) * v =
=  {rjo e) * v  =  v
Assim provamos o item (ii).
(iii) Sabemos que
fi(Id ® S)A(x) =  T) o e(x)
Aplicando esta igualdade para x =  1, temos
/i(/d ® S)A (l) =  1- 5(1)
Por outro lado,
í|o£(l) =  1 -£(1) =  1- 1 =  1
logo
5(1) =  1
(iv) Defina duas aplicações p, v 6 £ (# , H  ® i /)  por
p(x) =  A o 5(.x) 
i/(x) =  (S ® 5) o Aop(x)
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Temos então que
(p *A )(x ) =  J ^ p ( x ( 1))A(x(2}) =
= X>(S(x(1)))A(x(2)) =
=  J ] A ( 5 ( x {1))x (2)) =  e ( x ) ( l ® l )
Por outro lado temos
(A * v ) (x )  =  ^ A ( X (1))|/(X(2)) =
= ^  A(X(i))(S'(X(2)(2)) <8> 5 (X(2)(1))) =
=  ^  A('£(i)){S {x[2)) ® S {x {3))) =
=  ] T ( x (1) ® x (2))(5 (x (4)) ® 5(a:(3))) =
=  ^  XWS (X(4)) ® ^(2)5(X(3)) =
=  ^ X ( 1)(S(X(3)) ®e(ar(2)) =
=  X(i)S(e(x(2))x(3)) ® 1 =
=  x (i)'5 (;r(2)) ® 1 =  e(a:)(l ® 1)
Lembre que (1 ® l)e  e a unidade cm (£(ff. ff ® ff) , *)  pela proposição (1.2) 
Portanto temos
v =  (1 ® l)e  * v =  (p* A) * v =  p *  ( A *  v) =  p *  (1 ® l)e  =  p
m
Definição 1.8 Urna álgebra de Hopf ff é uma biálgebra que satisfaz o axioma da 
antípoda.
Lem a 1.1 São equivalentes as seguintes afirmações sobre (ff, //, A, e, rj, S) álgebra de 
Hopf
(i) S 2 =  IdH
(ü) E  S (x(2))x(1) =  e(x) 1 
(Ui) Z x (2)S(x(1)) =  e(x)l  
Demonstração: Ver apêndice B.
■
Corolário 1.2 Se H é comutativa ou cocomutativa, então S 2 — Id  
Demonstração: Se ff é cocomutativa então,
5 2 ,S,(s(2))x(j) =  ] T £ ( x (1))x( 2) =  e(x)l
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Se H  é comutativa, a demonstração é análoga.
■
Para provarmos que um determinado conjunto é uma álgebra de Hopf, devemos 
mostrar as seguintes propriedades:
(i) Associatividade
(ii) (Id  ® A ) o A  =  ( A® Id) o A (Coassociatividadc)
(iii) (e (g> Id) o A — (Id  <g> e) o A =  Id  (Counidade)
(iv) A (x ■ y) =  A (x) • A(y) (Compatibilidade)
(v) e(x ■ y) =  e (x ) ■ e(y) (Compatibilidade)
(vi) ii o (S  cg) Id) o A — n  o (Id ® S ) o A  =  rjo£ (Antípoda)
Exem plo 1.10 Conforme o exemplo (1.8), temos que o conjunto A das funções sobre 
um grupo finito é uma biálgebra. Defina uma antípoda S  : A — > A da seguinte 
maneira
S(f)(a) =  f (a - ' )
Então A é uma álgebra de Hopf.
Demonstração: Basta mostrar que em A o axioma da antípoda é satisfeito. De fato, 
primeiramente note que
(V °  e ) f ( a )  =  r ] ( f ( l ) ) ( a )  =  l/(l)(o) = /(l)l(o) = /(1) 
f i ( S ® I d ) A ( f ) ( a )  = E / i( % })®fe)(a) = E % ) ) ^ ( a) =
=  Y 1  S (fo ))(a) M a) =  /(i)Ca_1)/(2)(a) =
=  5 ^ (/(i) ® /(2))(o-1 i a) =  A (/)(a - \ a) =
= /(a-1 • a) = /(l) = ( V ° e ) f ( a )
Analogamente temos que
[i(Id <g> S) A  =  r) o e
Exem plo 1.11 Pelo exemplo (1.9) temos que a álgebra universal envolvente U (g) é 
uma biálgebra. Defina em U(q) a antípoda
S :  U(g) -----* U(õ)
x  I-----► - x
Com isto segue que U(q) é uma álgebra de Hopf.
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Demonstração: Como no exemplo anterior, precisamos somente mostrar que o axioma 
da antípoda c satisfeito. De fato
v { S ® I d ) A {X )  =  f i { S ® I d ) { X ®  1 +  1 ® X )  =
=  /i(—X  ® 1 +  1 <8> X )  —
=  - X - 1  +  X - 1  =  0 =  e(X)  • 1
Da mesma forma temos que
fi(Id ® S) A =  T] o e
■
Exem plo 1.12 Seja G C Mn(k) um sub-grupo do grupo das matrizes n x  n. Defina 
as aplicações
tij : G — v k, como tij(g) =  gij (elemento de matriz). Seja A =  k[tij]ij=i___n a álgebra 
polinomial. Podemos definir um coprodulo(A : A — ► A <g) A), uma counidade(£ : 
A — > k) e uma antipoda(S : A — ► A) por:
Coproduto:
n
^  ij) =  ^  ^Uk ® ífej 
k=1
isto é,
n
A(ty)(pi,52) =  T j M  ®ikj{g2) =  
k=i 
n
=  ^2(9i)ik(g2)kj 
fc=i
=  [9i92)ij =  tijigm)
Ainda mais, A ê um morfismo de álgebra. De fato:
A(ti:jtkl)(gu g2) = tijtki(gig2) =
=  iij{g\92)tki{g\g2) =
=  A(tij)(glg2)A{tkl)(glg2 ) =
= (A(ti:j))(A(tki))(gig2)
Counidade:
£ lj ) $ij
ou
=  tij (1)
Antípoda:
S(tij){g) =  tij(g~l)
Na notação abstrata, temos
n
^   ^^(l) ® (^2) =  ^  ^tik ® tkj 
fc=1
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Com estas operações (A , -, 1, A, e, S) é uma álgebra de Hopf.
□
Observação 1.4 Denominaremos como um abuso de linguagem esta álgebra A como 
Fun{G ), deixando claro que não corresponde à álgebra de todas as funções definidas 
em G.
1.2 Ações e Coações de Álgebras de Hopf
Seja H  uma álgebra de Hopf e V  um espaço vetorial.
Definição 1.9 Uma ação à esquerda de H em V é uma aplicação
a :  H ® V  ----- - V
h ® v  I-----► a(h  (8) v) — h >  í;
tal que os diagramas comutem
ld  <S> caH ® H ® V -------- ► H  ® V
H ® V
a
O!
y
Isto é o mesmo que h\ O > v) =  (hih.2 ) > v
H ® V
Ou seja 1 1> v =  v
Definição 1.10 Se V é um espaço vetorial e a : H ® V  — ► V é urna ação à esquerda 
de H em V, então V é dito ser H-módulo à esquerda.
Definição 1.11 Se V=A for uma álgebra então dizemos que A é H-módulo álgebra 
à esquerda se:
(i) hí> (a - b) =  (/i( 1) t> a) ■ (fy2) > b)
(ii) h > 1 =  e(h) ■ 1
Definição 1.12 Se V=C for uma coálgebra então dizemos que C é H-módulo coálgebra 
à esquerda se:
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(i) A (h > v ) =  Y,(h( 1) >  f(i)) ® (fy2) t> V(2))
(ii) e(h >  v) — e(h) ■ e(v)
Exem plo 1.13 Ação regular à esquerda de H sobre H. H é H-módulo coálgebra à 
esquerda com Lh(g) =  h- g
Demonstração: Devemos provar que L é uma ação e que os axiomas de módulo 
coálgebra são satisfeitos.
Ação:
O)
Lhm {Lh(2)(g)) =  Lh(1)(h(2) • g) =  fyi)(/i(2) ■ 9) =
=  (h(1) ■ h(2)) ■ g =  Lhm.hm(g)
(ii) L^g)  =  1 -g =  g 
Módulo coálgebra:
(i)
A (Lh(g)) =  A( h- g)  =  A (h)-A (g)  =
= ( 5 3  hW ® /l(2)) • (5 3  ® 9(2)) =
=  5 3 hí1) ■ 0  hw ■ 5(2) =  5 3  LV) fa « ) ® L/,(2) (â(2>)
(ii) e(Lh(g)) =  e(/i - g) =  e(h) • £(5 )
■
Exem plo 1.14 /I ção adjunta à, esquerda de H em H, definida por
Adh(g) =  5 3  hW9S (hV))
Deste modo temos que II é H-módulo álgebra.
Demosntração: Devemos mostrar que Adfl é uma ação:
Ação:
(i)
Adf(Adg(h)) =  AdI C }2 g 0)hS{g{2))) =  ' ^ f {1)g{1)hS(g{2))S(f{2)) =
= 5 3 / ( 1)5(i)tóX/(2)«7(2)) =  52( fg fo )h S U fg )w )  =
— Adfg(h)
(ii) Ad^h) =  lh S (l) =  h l  =  h
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E que H  é //-módulo álgebra
(i)
Adf(gh) =  53 /(i)» feS (/(2)) =  5 ^ / ( i )e ( /(2)MS'(/(3)) =
-  £ f a M f i 2) )h S ( f {3)) =  £ f m g S ( f ( n ) f a h S [ f w ) =
=  Adfw {a)Adfm(h)
(ii) Adf( 1) =  £  /(i)lS (/(2)) =  £  le (/)  =  e (/)
■
Observação 1.5 Podemos também definir o conceito de ação à direita.
Observação 1.6 Dada uma ação a, podemos ter um conceito dual ao desta ação, 
a que chamamos de co-ação. O mesmo temos para módulos, que no sentido dual 
chamamos de co-módulo. Isto só é possível no contexto de álgebras de Hopf.
Definição 1.13 Uma co-ação à esquerda de H em V é uma aplicação linear
6 :  V
v
H ® V
^ y 1)®  „(2)
tal que os diagramas comutem
Id(& ô
H ® V — H  <2> H  <8> V
Então (i) (2) i(2)
H ® V
Então =  v
Com relação a notação de co-ação à esquerda, é válido ressaltar que a entrada 
mais a esquerda pertence à álgebra e a mais à direita pertence ao espaço.
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Definição 1.14 Se V é um espaço vetorial e ô : V  — ► H  ® V  é uma co-ação à 
esquerda de H em V, então V é dito ser H-comódulo à esquerda.
Definição 1.15 Se V =  A for uma álgebra, então dizemos que A é um H-comódulo 
álgebra à esquerda se:
(i) ò(a ■ b) =  5(a) ■ â(b)
(ii) ó(l) =  1 ® 1
Definição 1.16 Se V =  C for uma coálgebra, então dizemos que C é um H-comódulo 
coálgebra à esquerda se:
(i) ® W(2)(l) ® í /2)(2) =  ]C U(1)(1) ‘ í-'(2)(1) ® W(l)^ 2) ® W(2)(2)
(ii) =  e(u)
O item (i) pode ser escrito de outra maneira:
(.Id ® A)<5 =  (n ® /d  ® Id) o (Id  ® cr ® Id) o ( í ® í ) o A  
Na forma de diagrama temos:
C
(i ® Id  ® Id
H  ® II ® C ® C
Exem plo 1.15 A coação regular à esquerda de H em H, é dada pelo coproduto R =  
A : II — > II, e faz H um H-comódulo álgebra.
Demonstração: Os axiomas de comóduio seguem dos axiomas de coassociatividade e 
counidade de A. Por definição A é uin morfismo de álgebra, deste modo segue que 
H é um H-comódulo álgebra.
24
Exem plo 1.16 A coação coregular à esquerda L* de H em H* e definida por:
L-mh) = £  < fyi)i 0 >
faz H* ufn H-comódulo coálgebra. Onde
< , > : H  x H* — >k
bilinear.
Demonstração: Devemos mostrar que L* é uma coação.
Antes vamos escrever L*(4>)(h) na nossa notação
< > h(2) =  E
onde e H.
Coação:
(i)
(Id  ® L*)L*(<f>)(h) = ( I d t e L * ) ^ ^  =
= $(1)® < í^1)’ ^ (2> > (^2) =
= 5Z (^1) < hw^(2) > ®h&) =
=  £  < /l( 1), (j) >  h(2) ® /i(3) =
= £  < > A(/»(2)) =
=  A (y ^  < /i(i),<^ > > /t(2)) =
=  A (Ys<t>W < h ^ {2)>) =
= Y 2  H4>w ) < h A m > =
= £  ^ (1)(1) ® ^ (1)(2) <  ^<^(2) > =
=  (A ® ld)L*(4>)(h)
(n)
(e ® Id)L*(4>){h) = ( e ® / r i ) ( £ 0 (1)®(?(2)(/i)) =
= ]Pe(<?!>(1) < /i,</>(2) >) =
= e (* T  < h{i),<j>> h{2)) =
=  £  < >  e(/i(2)) =
= < Y lhw£(hw^(t,>=
— < h, è  >= </>(/i)
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E H* é H  comódulo coálgebra:
(Id  ® A )L * (0 )(h, k) = {Id® A)Cjr<f>{1)®<t>i2)) (h ,k )  =
=  5 3  4>{l) ®  4>{2)(1) ®  0 (2)(2) (h ,k )  =
= 53 0(1) < K 0(2)(1) >< k, 0(2)(2) >=
= 5 3  ^ (1) < /i ® (^2)(i) ® ^ (2)(2) >=
=  5 3 ^ < /í ®A;j A ( ^ 2) ) > =
= 53 < ^  >
Por outro lado temos que:
53 ^ (1)(1V(2)(1) ® 0 (i)(2) <8> 0(2 )^ 2\ h , k) =
= E ^ 1)(1)^ )(1) < A»^ (l)(í) >< *>^ (2)(2) > =
= 53^1)(1) < h^ (i)(2) > (^2)(1) < 0^(2)(2) > =
= 5 3  < (^1), (^1) > (^2) < fyl)) (^2) > k(2) —
— 53 < h(i),é(i) > <  k( 1)A{2) > h{2)k(2) =
= 5 3  < hW ® > (^2)^ (2) =
= 53 < hwkw^ > hmkv) =
5 3  < (hk)(i),<f) > (M )(2) =
=  53 < fokj <j)^  >
oo
5 3 ^ ')e(^2)) = 5 3 ^ )  < i,^2) >= 
=  <  1 ,0  >  1 = <  1 ,0  > = e ( 0 )
■
Observação 1.7 4^s definições de módulo algebra e coálgebra à esquerda e de comódulo 
álgebra e coálgebra à esquerda podem ser definidos também à direita.
(0
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1.3 Estruturas Quasi-Triangulares
Definição 1 .17 Seja H uma álgebra de Hopf. Uma estrutura quasi-triangular em H  
é um elemento inversível R e  H ® H tal que:
(i) (Id ® A)R  =  i?i3Í?i2
(ii) (A ® Id) R =  R1 3R23
(iii) aA(a) =  RA(a)R~x ou aA(a)R =  RA(a)
Notação: R  =  52í Si ® U 
■fíi2) Ri3 t #23 £ H  ® H  ® H  e
#12 =  £  Si ® h  ® 1 
#13 =  2  Si ® 1 ® ^
#23 =  52 1 ® ® U
Com esta notação podemos escrever os axiomas da definição acima de outra maneira:
(i)  ^'j Si ®  i^(l) ® i^(2) —  ^  ^SiSj ®  tj ®  ti
(ü) 52 s i ® ® = 52 si(i) ® s i(2) ® íi
(iii) J2  a(2)Si ® a(i)íi =  52 sjO(i) ® í,-a(2)
Lem a 1.2 (%) (e ® /d )#  =  (Id  ® e)#  =  1
(ii) ( S ® I d ) R  =  R~1- (I d ® S ) R - ' = R
(iii) ( S ® S ) R  =  R
Demonstração: Ver apêndice B.
■
Proposição 1.4 Se (H,R) é uma álgebra de Hopf quasi-triangular, então (H. aR -1 ) 
também o é.
Demonstração: Ver apêndice B.
■
Teorema 1.4 (Equação de Y ang-B axter) Seja (H,R) uma álgebra de Hopf quasi- 
triangular. Então em H ® II ® Ha seguinte relação é satisfeita
# 1 2 # 1 3 # 2 3  — # 2 3 # 1 3 # 1 2
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Demonstração: crA =  RAR  1, vamos denotar R  1 =  ^  ai ® A 
Note que:
(aA  ® Id)R — (a ® Id)(A ® 7d)7? =  (cr ® 7d)(iíi3Í?23) =
= (<T <g> Id )(^ 2  Si ® 5'j ® íjí j)  =  ^  Sj ® Sj ® titj =
= ( ] P  1 ® Si ® t i ) ( ^  Sj ® 1 ® tj) =  R23R13 (I)
Por outro lado,
(<tA ® 7d)7í =  (ctA ® I d ) ( ^ S i  ® íi) = =  ^  si(2) ® Sj(i) ® ti =
^   ^ ® tjSí(2)/3fc ® — 7£i2((A ® Id)R)R^2 —
=  7Íi27?i37?23 1^21 (-f-0
Agora, (7) — (77), então
7^ 23^ 13 =  RttRnR2zRl2 
R23R13R12 — H12R13R23
u
A partir de agora faremos um análogo das estruturas quasi-triangulares no dual 
de 77 ® 77. Para isso vamos utilizar a notação de produto de convolução definido na 
seção anterior.
Podemos introduzir a aplicação dual
r : 77 ® 77 — >C
e uma inversa segundo o produto de convolução em £(77 ® 77, C) definida como
f  : 77 ® 77 — >• C
tal que
(i) r * r  =  r * r  =  £ ® £
(ii) fiop * r  — r * iL
(iii) r(fi ® Id) =  ri3 * r23
r(7d ® //) =  n 3 * n 2 
onde r 12, ri3, r23 : 77 ® 77 ® 77 — ► C e
r J2 = r ® e 
r23 =  e ® r 
?'i3 =  (r ® e)(7d ® a)
Em componentes temos que:
( i )  5 X ^ ( 1 )  ®  b( i ) ) r ( a (2) ®  b(2)) =  e ( a k ( b)
Da mesma forma
5 3 f (a(1) ® b(i))r (a(2) ® 6(2)) =  e(o)e(b)
( ü )  £  b(1)a (i ) r ( a (2) <8) 6 (2 )) =  J 2  r ( a (i) ®  b( i ) ) a (2)b (2)
(iii) r(a& ® c) =  r (a ® c(i))r (b ® C(2))
r(a ® bc) =  í'(o(i) ® c)r(o(2) ® ò)
Proposição 1.5 E  verdade que:
(i) r(a  ® 1) =  r(l ® a) — e(a)
(ii) r (S  ® Id) =  r 
f  (Id  ® S) — r 
r (S  ® S) — r
Demonstração: Ver apêndice B.
■
Veremos a seguir o análogo do teorema de Yang-Baxter no caso dual.
Teorem a 1.5 (Y ang-B axter Dual) A seguinte equação é verdadeira
?'i2 * ri3 * r23 = r23 * ?’i3 * m
Demonstração:
r i2 * r-i3 * r23(a ® b ® c) =
=  5 3 1(r ® £) (a(i) ® 6(2) ® C(!)) (r <2) e) (7d (2) cr) (a(2) ® 6(2) ® C( 2)) (e ® r) (a(3) ® fy3) cg) C(3)) =
= 5 3 r (a(1) 0  6(l)MC(l)Ma(2) ® c(2))£(b(2))e(cl(3))r (6(3) ® C(3)) =
= 5 3  r (a(1) ® fe(!))r (a(2) ® C(l))r (6(2) ® C(2)) CO
De mesma forma temos que:
r23 * r 13 * n 2(a ® 6 ® c) =  5 3  r ^ 0 ) 0  c(i))r (a(i) ® c(2)M a(2) ® 6(2)) ( / / )  
Devemos agora provar que (I) =  (II)
( /)  =  5 3 r ( a (1)® 6(1))r(a(2)ft(2)® c) =
=  r ( 5 3  r (aW ® 6(i))o(2)6(2) ® c) =
= r(53  6(i)a(i)r(a(2) ® 6(2)) ® c) =
= 5 3  r(bWaW ® CM°(2) ® 6(2)) =
=  5~> (ò(1) ® c(1))r(a(i) ® c(2))r(a(2) ® ò(2)) =  ( / / )
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Para provar esta igualdade utilizamos os axiomas (ii) e (iii) da aplicação dual r.
■
Para finalizar esta seção e desta maneira o capítulo 1, vamos relacionar a matriz 
R  com //-módulos e a matriz r dual com //-comódulos.
Seja (H, R) uma álgebra de Hopf quasi-triangular e V  e W  dois //-módulos. Pode­
mos definir uma estrutura de //-módulo em V  0  W  da seguinte maneira:
a t> (v 0  mj) =  A(a)(u 0  w) =  X ](a(i) > ti) 0  («(2) >  to) 
onde a 6  //. v E V  e w E W.
Vamos agora definir um isomorfismo de //-módulos entre V  0  W  e W  0  V  da seguinte 
maneira:
CVRW : V  ® W  — » W  ® V  
onde C£w =  aR, ou seja, C£w(v ® w) =  £ ( í j  >  w) 0  (sj >  v)
Lem a 1.3 A aplicação
: W ® V  — ► V  ® W
é inversa à direita e à esquerda de C^w 
Demonstração: Ver apêndice D.
■
Proposição 1.6 C„w é um isomorfismo de H-módulos.
Demonstração: Ver apêndice B.
U
Teorema 1.6 Em U 0  V  0  W, H-módulos com (H,R) quasi-triangulares temos:
(.Idw ® Cgy){C{fjW ® /d v )(M / ® C £w) =  ® Idu)(Idv ® C$'W)(CgtV ® M v)
Demonstração:
(Idw ® Cy V) (C rJ >w 0  /d K) (/dy ® ) (« ® u ® '(/.’) =
=  (/dVv ® £u y  ){Cfj\w 0  Idv)(u ® Uw ® Sjw) =
=  (Idw ® Cuy)(tjtiW 0  Sjti (2) Si'u) =  
íjíjlü 0  tjfcSjV ® (/)
Por outro lado,
(C^iy 0  ld u )(ld v ® C * w){C§y  0  Idw)(u ® v ® w )  =
=  (CyiW ® Idu)(Idv ® C§w)(tiV ® Si« 0  tu) =
=  (Cy)Vy 0  Id-u)(tiV 0  tjW 0  SjSitt) =
=  tktjW 0  SfcíjtJ 0  SjójM ( / / )
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As expressões (I) e (II) são iguais devido à equação de Yang-Baxter.
Em particular seU  =  V  — W  temos que CyV é uma solução da equação de Yang- 
Baxter em V  ® V. Portanto para qualquer V,  //-módulo(em particular o próprio 
H) a estrutura quasi-triangular R fornece uma solução explícita da equação de Yang- 
Baxter. Por isto R também e chamada de matriz R universal.
A partir de agora vamos relacionar a matriz r dual e comódulos.
Sejam V, W  //-comódulos à esquerda.
5V : V  ------ H  ® V
v i-----► £  ® i /2)
e
Sw : W -----► H ® W
W I---- ► £  ® w(2)
onde E H  e w^  G V
Podemos definir Uma estrutura de H -comódulo em V  ® W  da seguinte maneira. 
Considere o seguinte diagrama de flechas:
V ® W H  ® V O H  ® W  —
—  H ® H ® V ® W  tt9,Iiv®w. H ® V ® W
Então
6v®w = y ,v(
A estrutura quasi triangular dual r : H  ® H ------► C induz um isomorfismo de H-
comódulos à esquerda entre V  ® W  e W  ® V  definido da seguinte da maneira:
Cy W =  ®  ®
Lem a 1.4 C yW é bijetora.
Demonstração: Basta mostrar que
( C ^ ) - 1 =  CfWy(w  ® ü) =  £ f ( u > (1) ® ?j(1))?/2) ® u>(2)
é inversa à direita e à esquerda de Cy W. E para isso procedemos de maneira análoga 
como no lema (1.3) juntamente com o axioma (i) da matriz r e os axiomas de 
comódulo.
■
Proposição 1.7 C yW é isomorfismo de H-comódulos à esquerda
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Demonstração: Ver apêndice B.
■
Teorema 1.7  Para todo U, V, W H-cornódulos à esquerda temos;
fôv,w ® Idjj){Idy Cy W)(Cy y (R) Idw) =  (Idw <8> C'uy){(^uiw ® Idy)(Idjj ® ^v,w)
Demonstração:
( '^V,W ® Idy)(Idy ® 7^7, H') (^ 7/,V’ ® Idw)('a ® V ® =
=  (^v,w ® Idu)(Idv ® C u,iy)(53r (u^  ® u(1))*/2)u(2) ® w) =
= (Cyilv ® Id[/)(y^  r(v  ^® -u^ )r(w^  <8> ® u/2) ® i/2^ 2)) =
= 5 3  ® tí<2><1))(wC2>(2) ® ij(2)(2) ® í/2)(2)) =
= 5 3  r ('i;(1)(l) ® W(1)(l))»*(tü(1)(i) ® U(1))(2)r(?/J(1)(2) ® W(1)(2))(u)(2)(2) ® W(2)(2) ® U(2)(2)) =
-  5 3 r (w(1)(i) ® ’^(1)(i)M™(1)(2) ® u(1))(1)r(t;(1)(2) ® « (1)(2))(w(2)(2) ®W(2)(2) ®U(2)(2)) =  
= 5 3  r (u;^  ® -i/1^ )r(u/2^ 1^  ® u ^ )r (v ^ ^  <g> uW ) ( w W  q  v(2)(2) <g) u(2)(2)) =
= (Idw ® Cu,v)(5 3 r ('u'^  ^® í/ )^»-^2^ 1) ® m^ )) =
= (Idw <8> Cu,v)(Cu,w ® M O ( 5 3  r (u’(1) ® ® w(2) ® w(2)) =
=  (Idw 8> C£7,v)(Ct/,w ® Idv){Idu ® Cy>H,)(u ® v ® w )
Na quarta e sexta igualdade foi usado o axioma de comódulo, e na quinta igualdade 
a equação de Yang-Baxter dual.
Em particular se U =  V  =  W, CTVV é um isomorfismo de comódulos entre V <g> V  
e V  <g> V  que satisfaz a equação de Yang-Baxtcr.
Definição 1.18 Se V é um II-módulo(comódulo) com CyV(Cyy) uma matriz R em
V ® V , então dizemos que V é um espaço vetorial trançado(cotrançado).
Capítulo 2 
O Plano Quântico e Suas Simetrias
Estudamos no capítulo anterior os princípios de álgebras de Hopf bem como o 
que vem a ser uma ação e uma coação. No presente capítulo, trataremos do plano 
quântico kq[x, y] e sua relação com a extensão de Ore. A seguir estudaremos algumas 
algebras de Hopf específicas, entre elas, a algebra universal envolvente Uq(sl(2)), suas 
representações e como ela age no plano quântico.
2.1 O Plano Quântico
Seja q um elemento inversível do corpo k e seja Iq o ideal bilateral da álgebra livre 
K {x ,  y] gerada por elementos da forma yx — qxy. Define-se o plano quântico como a 
álgebra quociente
kq\X-y\ =  K { X:y}/!q
Quando q ^  1, álgebra kq[x,y\ é não comutativa.
Em um certo sentido, o plano quântico é uma extensão não comutativa do plano afim, 
cuja álgebra de coordenadas é dada pela álgebra de polinómios
k[x, y] =  k{x, y } /  < xy -  yx >
A seguir apresentaremos a relação do plano quântico com extensão de Ore.
Seja A uma álgebra e A[í] um A-módulo livre à esquerda de todos os polinómios 
da forma
P  =  (intn +  an-\tn 1 +  ... a t^0
com coeficientes cm A. Se an ^  0, dizemos que o grau de P  e n e denotamos por 
QP =  n, por convenção 3(0) =  — oo, onde 0 é o polinómio identicamente nulo.
Definição 2.1 Seja a um endomorfismo de A, tal que a ( l )  =  í .  Uma at-derivação 
de A é um endomorfismo 5 de A tal que
S(ab) =  a(a)â(b) +  ó(a)b , V a , ò £ i  
Lem a 2.1 <5(1) =  0
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Demonstração:
<5(1) =  <5(1 • 1) =  <*(1)<5(1) +  <5(1)1 =  <5(1) +  (5(1)
Segue portanto que (5(1) =  0
■
Teorem a 2.1 E  verdade que:
(i) Assuma que A[t\ tem uma estrutura de álgebra tal que a inclusão natural de A 
em j4[í] é um morfismo de álgebras, e temos que d(PQ) =  d(P) +  d(Q) para 
qualquer par (P, Q) de elementos de A[t\. Então A não tem divisores de zero e 
existe um único endomorfismo injetor a de A e uma única <y-derivação 5 de A 
tal que
ta =  a(a)t +  S(a) , V a e A  (1)
(ii) Reciprocamente, seja A uma álgebra sem divisores de zero. Dado um endomor­
fismo algébrico injetor a  de A e uma a-derivação 8 de A, existe uma única 
estrutura de álgebra em A[t] tal que a inclusão de A em A[t] é um morfismo de 
álgebra e a relação (1) é verdade para todo a E A.
Demonstração: Ver [9].
■
Observação 2.1 A álgebra definida pela parte (ii) do teorema anterior é denotada 
por A\t> a, (5] e é chamada de Extensão de Ore anexada aos dados (A, a, (5)
O próximo resultado relaciona o grupo quântico com extesnão de ore.
Proposição 2.1 Se a é um automorfismo do anel de polinómios K[x\ definido por
a(x) =  qx
então
kq[x-.y\ =  A:[a;][j/,a,0] 
onde fc[;r][y, q, 0] é a extensão de ore anexada aos dados (fc[x],a, 0)
Demostração: Defina um morfismo de álgebra tp : K {x ,  y} — > k[x] [y, a, 0] por ip(x) =  
x e (p(y) =  y. Note que
W^q) =  v(vx -  qxy) =  <p(v)<p(x) -  q<p(x)tp(y) =  yx -  qxy =  a(x)y -  qxy =  0
Então existe Tp : kq[x,y\ — > k[x\ [y, a, 0] morfismo de álgebra. Como x  e y geram a 
extensão de Ore, segue que Tp é sobrejetora. Agora defina
i> ■ ^N [y,«,0] -----► K q[x,y\
x ly] i-----► xly^
onde é uma base ordenada.
Então
'0 O jp(xlyJ) =  ii{jp(x)%lp(;y)3) =  'ip(xly1) =  xly3 
Logo Tp é injetora. Seguem deste modo que Tp é um isomorfismo de álgebras.
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2.2 Geometria e Ação de Grupo
O título deste texto nos fala sobre geometria não-comutativa, mas até agora, ainda 
não definimos o que é uma geometria e ainda mais não-comutativa, faremos isto nesta 
seção.
Segundo a perspectiva de Felix Klein no programa de Erlanger para termos uma 
Geometria precisamos de[10]:
• Um espaço, ou seja, um conjunto de pontos onde possamos trabalhar.
• Uma ação de grupo neste espaço.
Por exemplo, considere o espaço como sendo o espaço complexo de dimensão 2:
C2 =  {(ar, j/); x,y  E C }
Considere agora o grupo GL(2), ou seja, o espaço das matrizes 2 x 2  complexas 
invertíveis. Podemos então definir uma ação deste grupo no espaço C2 da seguinte 
forma:
a  : GL{2) x C2 -----► C2
Í9,P) I------ Otgip)
tal que
“ »(«AÍP)) =  <Xgh{p)
ae{p) = p
Em termos de elementos é o seguinte:
( a b\ fx\ _  fax  +  by\ 
c d)  \ y ) ~ \cx +  dy)
O plano afim k[x, y] =  k{x, y}/(xy  — yx) pode ser considerado como a álgebra poli­
nomial das aplicações que vão de C2 em C geradas por:
x(p) =  x, y(p) =  y
onde p =  (x, y)
Podemos dualizar o conceito de ação considerando a aplicação
St : k[x, y] -----► F{GL{2))®k[x,y\
onde
Fun(G L(2)) =  k[ã,b,c,d]
de forma que esta seja compatível com a ação de grupo. Este tipo de aplicação como 
já sabemos denomina-se co-ação à esquerda da álgebra de Hopf Fun(G L(2)) sobra a 
álgebra de polinómios do plano afim. Verificaremos agora como funciona os geradores 
de Fun(G L(2)) quando aplicados num elemento do grupo GL(2).
35
Seja g €  GL(2) onde
Então,
ã(g) =  a 
b{g) =  b 
c(g) =  c 
d{g) =  d
Podemos agora reconstruir a ação usando o conceito de co-ação.
Isto e,
Portanto temos que:
õi{x)(g,p) =  ã(g)x{jp) +  b(g)y(p) 
õi(y)(g,P) =  c{g)x{p) +  d{g)y(p) 
ài(x)(9, P) =  ax +  by
si(y)(9,p) =  cx +  dy
Com isto chegamos a conclusão que a ação de grupo no espaço é dual á co-ação de 
álgebra de Hopf sobre a álgebra das coordenadas. Se generalizarmos isto para álgebras 
não comutativas, como por exemplo, o plano quântico, obtemos o que chamamos de 
Geometria Não-Comutativa.
A
2.3 Módulos sobre a Álgebra Universal Envolvente
U , ( s l ( 2 ) )
Seja SLq( 2) — k{a ,b ,c ,d } /I  onde l ê  o ideal gerado por ac — qca, ab — qba, bc — cb, 
bd — qdb, cd — qdc, ad — da — (q — q~l)bc e ad — qcb — 1.
Defina as funções: 
por
A : {a , 6, c, d] —  * SLq(2) ® SLq(2)
A(a) = a ® a + b ® c
A (b) =  a ® b + b ® d
A(o) =  c ®  a +  d ® c
A (d) =  c ® b  +  d ® d
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por
fT(a) =  1  
£{b) =  0 
ê(c) =  0 
e(d) =  1
S : { a , b . c , d } — > SLq(2)
por
S(a) =  d 
5(6) -  - í _16 
5(c) =  — qc 
S{d) =  a
Pelo teorema (1.2) , existem únicos morfisinos de álgebra 
A : k{a , b, c, d} — > SL g(2) ® SL g(2)
I : k{a, b, c, d} — > k
e anti-morfismo de álgebra
S : k{a, b, c, d} — ► SLg(2 ) 
tal que: _
A  | { a , b , c , d}  =  A
'S '|{a,b ,c ,{ í}  S
Considere agora as relações do ideal I  formada por elementos do conjunto {a, b, c, d}. 
Mostraremos que A, e e S, também satisfazem as relações do ideal I. De fato,
A(a)A(b) =  (a ® a +  b® c){a ® b  +  b ® d) =
= a2 ® ab +  ab ® ad +  ba ® cb +  b2 ® cd =
= a2 ® qba +  qba ® ad +  ba ® bc +  b2 ® qdc =
— a2 ® qba +  ba® (qad +  bc) +  ò2 ® qdc =
=  a2 ® qba +  ba ® (qda +  <y2òc — bc +  òc) +  ò2 ® çdc —
= a2 ® qba +  ba® qda +  ba® q2bc +  b2 ® qdc =
= a2 ® qba +  ba® qda +  q~ 1 ab ® q2bc +  b2 ® qdc =
e  : {a , b, c, d} — > k
a2 ^  qba +  ba ® qda +  ab® qbc +  b2 ® qdc
— q(a2 ® ba +  ba ® da +  afc ® bc +  b2 ® cfc) =  
= qA(b)A(a)
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Analogamente prova-se para as outras relações.
Também temos que:
e(ft)ê'(6) =  l -  0 =  0 =  ç- 0 - l  =  qe(b)£(a)
Idem para as outras relações.
Queremos que S  satisfaça também as relações do ideal, mas vamos precisar que S  
seja anti-morfismo de álgebra, as relações são provadas de maneira difernte. Na ver­
dade precisamos provar que
S(b)S(a) =  qS(a)S(b)
De fato,
S(b)S(a) =  —q^1bd =  —q~1qdb =  —db =
=  —qdq~lb — qS(a)S(b)
Análogo para as outras relações.
Portanto de acordo com o corolário(1.1) temos que existem únicos morfismos de 
álgebra
A : SL q(2) — * SLq(2) ® SLq(2) 
e : SLq(2 ) — ► k
e anti-morfismo de álgebra
S : SL q{2) — ♦ SL q(2)
Estes morfismos são chamados respectivamente de Coproduto, Counidade e Antípoda.
A seguir provaremos que SLq(2 ) é uma álgebra de Hopf. De acordo com a 
proposição ( 1 .1 ) , basta provar o axiomas de coassociatividade, counidade e antípoda 
para os geradores.
Coassociatividade
(W ®  A )oA (a) =  (Id <g> A)(a ® a +  b ® c) =
— a ® A(a) +  b ® A(í^ ) =
=  a® (atgia +  b® c) +  b ® (c ® a  +  d(2)c) =
= a ® (a ® a) +  a ® (b ® c) +  fc ® (c <2> a) +  b <2) (d (2) c) =
=  (a <g> a) <2> a +  (a ® 6) ® c +  (6 <g> c) ® a +  (6 <2> d) ® c =
=  (a ® a  +  b®c)<gia +  (a<8ib +  b®d)<gic =
=  A(a) <8> a +  A(fe) <S> c —
— (A ® Id )(a ® a  +  b<g>c) =
=  (A ® Id) o A(a)
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Análogo para os outros geradores.
Counidade
(e ® Id) o A (a) — (e ® Id)(a  ® a +  b ®  c) =
=  £(a)a +  e(b)c =  1  • a +  0 • c =
=  a • 1  +  b • 0 =  ae(o) +  be(c) =
=  (Id ® e)(a ® a +  b ® c) =
=  (Id ® e) o A (a)
Análogo para os outros geradores.
Antípoda
// o (S <S> Id) o A(a) =  (j, o (S ® Id)(a ® a +  b <8> c) =
=  S(a)a +  S(b)c — da — q~lbc =  ad — qbc +  q~lbc — q~lbc -
— ad — qbc =  ad — qcb =  1 =  r\ o e(a)
A outra parte do axioma da antípoda obtém-se de maneira análoga, assim como o 
cálculo para os outros geradores.
Portanto concluímos que SLq(2) é uma álgebra de Hopf com coproduto, counidade e 
antípoda como definidos acima.
Vamos definir agora uma coação à direita de SLq(2) no plano quântico kq[x,y\ 
dada por
Sr : kq[x,y] -----► kq[x, y] ® SL q(2)
x  I-----► x ® a  +  y ® c
y i-----► x ® b  +  y ® d
Da mesma maneira podemos definir uma coação à esquerda dada por:
Si . y] ► SLq(2) ® y]
x 1-----► a ® x +  fe ® y
y I-----► c ® x +  d ® y
Imponha agora que
ôr>i(zw) =  5T'i(z)8rj(w)
Isto faz com que kg[x,y] seja um co-módulo álgebra.
Proposição 2.2 k,q[x,y] é SLq(2)-cornódulo à direita e à esquerda.
Demonstração-. Provaremos apenas para à direita, pois à esquerda é análogo.
(i)
(Ôr ®Id)Sr(x) =  (ôr ® Id)(x  ® a +  y ® c) =
=  (8r(x) ® a +  Sr(y) ® c) =
=  x ® a ®  a +  y ® c®  a +  x ® 6 ® c +  y ® d®  c =
= £ ® A(a) +  y ® A(c)
=  (/d ® A)(.x- ® a +  y ® c) =
=  (Id®  A)ôr(x)
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Análogo para o gerador y
(ü)
(Id®  e)ôr(x) =  (Id ® e )(x ® a  +  y ® c ) =  
= xs(a) +  ys(c) =  x =  Id(x)
Análogo para ogerador y
■
Proposição 2.3  kq[x,y] tem estrutura de SLq(2)-comódulo álgebra.
Demonstração: Primeiramente devemos provar que
5r,l(ZW) = àr,l(Z)ór,l(W)
Mas isto é trivial, pois definimos âr>i sobre os geradores de maneira a estender a coação 
para todo kg[x, y\.
E por definição temos <5r>j(l) =  1 0  1.
Definimos a álgebra Uq(sl(2)) como o quociente da álgebra livre gerada por K, X±  
e K ~x pelo ideal bilateral gerado pelas relações
K X ±K ~ l -  q±2X ±
K  -  K - 1
[X+iX-i iq - q  1
Defina as seguintes funções:
Ã : {K , X ±l K - 1} — * Uq(sl(2)) 0  Uq(sl{2))
por
Ã(A+) =  1 ® X + +  X + ® K  (2.1)
Ã(X_) = 0  K~x + 1 0  X- (2.2)
Ã (K )  =  K  0 K  (2.3)
Ã ( i ^ )  =  A'“1 ® A' " 1 (2.4)
e : {K ,X ± ,K ~ 1} — » k
1(1) =  s (K ^ )  =  1 
I(X ±) =  0
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S : { # , * * ,  t f “1} — t/,(sJ(2 ))
por
S K ±X =  K ^  
SX+  =  - K - lX +,
=  - X _ i f
Pelo teorema (1.2) podemos estender estas funções para uma álgebra livre, tal 
que elas se tornem morfismos de álgebra. Calculemos agora A, e e S  nas relações da 
álgebra.
Ã (K )Ã (X +)Ã (K ~ 1) =  ( K ® K ) { l ® X + +  X + ® K )( K - 1 ® K ~ 1) =  
=  ( K ® K X + +  K X + ® K 2)(K - l ® K ~ 1) =  
=  1  ® K X + K -1 +  K X + K '1 ® K  =  
=  1 (2) q2X + +  q2X + ® K  =
=  q2{ l ® X + +  X + ® K ) =
= <?Ã(X+)
Idem para as outras relações.
Da mesma maneira temos que
e {K )e {X + )£ {K -1) =  l - 0 - l = 0  =  g2 -0 =
= Q%X+)
Análogo para as outras relações.
De maneira análoga como para a álgebra SLq(2), S  deve satisfazer as relações da 
álgebra Uq(sl(2)) de uma maneira diferente, já que queremos um anti-morfismo de 
álgebra. De fato,
S iK - ^ S iX ^ S iK )  =  K {- K ~ lX +)K - 1 =  -X + K ~ l =  
=  —K  'K X +I<-1 =  - I< - 1q2X + =  q2S(X+)
Portanto de acordo com o corolário(l.l), existem únicos morfismos de algebras
A : Uq(sl(2)) — ► Uq{sl{2) ® Uq{sl{2))
e : Uq(sl{2)) — ► k
c anti-morfismo de álgebra
S : Uq(sl(2)) — v Uq(sl(2))
Estes morfismos são chamados respectivamente de Coproduto, Counidade e Antípoda.
Par provarmos que Uq(sl(2)) é uma álgebra de Hopf, basta provarmos a veracidade
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dos axiomas de coassociatividade, counidade e antípoda nos geradores comforme o 
proposição (1 .1 ) .
Coassiciatividade
( A ® /d ) o A ( I +) =  (A ® /c Z )(l® X + + X + ® / 0  =
=  A (l) ® X+ +  A(X+) ® K  — 
=  (1 ® 1) ® X+ +  (1 ® X+) ® K  +  (X+ ® K ) ® K  =  
=  1 ® (1 ® X+) +  1  ® (X + ® K ) +  X + ® (K  ® K ) -  
= 1 ® (1 ® X+ +  X+ ® K )  +  X+ ® [K  ® K ) =  
=  l ® A ( X +) + X + ® A  (K ) =  
=  (Id <S> A )(l ® X + +  X + ® K ) =  
=  (Id®  A ) o A ( I +)
(Id ® e )  o A ( I +) =  (Id ® e )(l ® X + +  X + ® K ) =
=  le(X +) +  X +e(K ) =  
-  1 • 0 +  X + ■ 1 =  1 • X+ +  0 • K  =  
=  e (l )X + +  e(X +)K  =
=  (e ® Id )(l  ® X + +  X + ® K ) —
=  (e ® Id ) o A (X +)
Idem para o restante dos geradores.
Da mesma forma temos o axioma da antípoda. Desta forma chegamos a conclusão 
que a álgebra Uq(sl(2)) c uma álgebra de Hopf.
Defina o emparelhamento de um elemento X  €  Uq(sl(2)) e u E SLq(2) por
onde < X , u >  representa o valor de X  em u
Vamos usar o emparelhamento, para calcular como os geradores de Uq(sl(2)) que 
são K ,X ±  atuam nos geradores de SLq(2) a,b,c  e d. Para isso precisamos de uma 
realização matricial para os geradores de Uq(sl(2)), são elas:
Facilmente verifica-se que esta realização satisfaz as relações da álgebra Uq(sl(2)). 
Agora podemos obter todos os possíveis emparelhamentos entre os geradores de Uq(sl(2))
Análogo para os outros geradores.
Counidade
< , >: Uq(sl(2)) ® SLg(2) C
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e os geradores de S L g(2). Eles são dados por:
<  K ,a  >  = q < K , b > =  0 < K , c > =  0 < K , d > =  q~x 
<X+,a> = 0 < X + ) b > =  1 < X + , c >  =  0 < X + ,d  > = 0 
<X_,a> =  0 <X_,ò> = 0 < X_,c > = 1 < X_,d > = 0
(2.5)
Teorema 2.2 < , > um  em parelham ento, com o definido acima, prim eiram ente  
tem os que <  , > é  único. S e o em parelham ento fo r  não degenerado, isto é, se 
< X , u  >= 0 para todo u , então X  = 0, e vice versa, então as álgebras envolvidas no  
em parelham ento são duais.
□
Portanto com o emparelhamento definido acima para S L g(2) e Ug(sl(2 ))  , que é 
não-degenerado, segue pelo teorema anterior que S L g(2) e Ug(s l(2)) são duais. Para 
mais detalhe ver [1 1 ].
O emparelhamento é definido de forma a termos:
< X 1X 2 , u > —< Xi ® Xz, Au >
e
< AX, u\ <g> «2 >=< X, U1U2 >
e além disso
< Xj <8> X2, «i <8> u 2 > —<  X i .u i  X  X 2, u 2 >
E a interação entre unidade e counidade é descrita pelas seguintes relações:
<  l/7 ,(s/(2)) ;  U > =  £ S L q( 2 ) ( u )
< X , l s L q(2) > =  £Uq(8l(2)){X)
Podemos dualizar o conceito de coação à direita de S L q(2) e obter uma ação à 
esquerda de Ug(s l(2)) sobre o plano quântico dada por
E> : Uq(sl(2 )) ® kg[x,y] ------- K q[x,y]
X ® z  1------- X > z = X>(2> < X , z W >
onde € S L g(2) e 6 kq[x.y]
De fato é uma ação:
X l > (X2 > 2) = Xj > ( ^  z(2) < X2) z(1) >) =
= ^  2<2><2> < Xx, >< X2, ZW > =
=  E ^ (2) < X ^ z { 1 ) (2) > < X 2 .t Z^1)W  >  =
= ^z<2> < X 1 ® X 2 .,Z ^ \ 2 )® Z ^ \ 1) > =
=  ^ * (s,) < X 1 ®X2lA(zW)>=
= 5iy2) < ^ix 2,2 (i) >=
■= XiX2 > 2
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Também,
l t> z  =  5 3  (^2) < z(1) >=: z ^ e (z ^ )  =  z
Proposição 2 .4  A:J:r, y] é Uq(sl(2)) módulo álgebra.
Demonstração:
X  >  (mu) =  5 3 ( H (2) < H ) (1) > =  5 3 “ (2)w(2) < x ’ u{1)vW > =
=  5 3  w(2)?,(2) < A (X )> “ (1) ® v(1) > =
= 5 3 u(2) < X (D ^(1) > v(2) < ^ (2) ^ (1) > =
= (X(i) O U)(X(2) t> V)
Da mesma maneira,
X  O 1  =  5 3  l(2) < X , l(1) > =  e f f l 1
I
Agora mostraremos como os geradores de Uq(sl(2)) agem nos geradores de K q[x,y\.
Vejamos,
X + > 1  =  (Id®  < X +, ■ >)ár(l)  =
= 1 m ®  < X + >  1 m >=
=  < X +, 1 m > =  £{X+) =  0
X + > x =  (Id®  < .X+, • >)6r(x) =
=  (Id® < X +, ■ > )(x  ® a +  y ® c) =
=  x < X +,a > +y < X +, c > =  0
X+ > y  =  (Id® < X +, ■ >)Sr(y) =
=  (Id® < X +, ■ > ) (x ® b +  y ® d ) =
=  x < X +,b > +y < X +,d > =  x
X _ > 1  =  (Id® < X _ , • >)<5r ( l )  =
=  < X - ,1  > = e (X _ )  = 0
X -  o  x =  (Id® < X _, ■ >)Sr(x) =
=  x < X -, a >  +y < X -, c > =  y
X _ > i/ =  (Id® < X_, ■ >)ôr(y) =
=  x < X _, b > +y < Ar_, d > =  0
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K  >  1 =  < K, 1 > =  e{K ) =  1
K  >  x  =  (Id®  < K , • >)Sr(x) =
=  x < K ,a  > +y < K, c > =  qx
K  o  y — (Id<8> < K , • >)6r(y) =
=  x < K ,b  > +y < K , d > =  q~ly
(2 .6)
Veremos na próxima seção que esta ação coincide com a ação de Uq(sl(2)) sobre 
kq[x,y] em termos de operadores q-diferenciais.
Para estudarmos as representações de Uq(sl(2 )) c os módulos da mesma álgebra 
precisamos de mais relações entre os seus geradores.
Proposição 2.5 Para m >  0 e n € Z temos
(i) X™Kn =  q~2mnK nX"1 
(U) X mK n =  q^ n K nX m
(iii)
[X+,X™] =  [m ]*- “-------- q - q - 1
m - IR  _
=  [ml------------ — —— X™~
q -  q-1
(iv)
[x?,x-i = H - ------- j r p ---------x?-1
, àm~lK  -
=  \m\xr [ I ~  qq -  q~r
onde
Demonstração:
(i) Faremos indução sobre n > 0
n =  0 , então
qm - q  rn
N  = -------- r rq — q
X'lL =  K K ~ 1(X ^K K ~1 •... • X + K K -^ K  =
Kq 2mX'!1 =  q-2mKX\
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Agora suponha que
X r[lK n =  ( f 2mnK nX™
Então
X™Kn+l =  X™KnK  =  q-2mnK nX™K =
_ ^ -2mn J\n q~2rn K  X m =  q~2m(n-l-l)
(ii) Análogo ao item anterior.
(iii) Usaremos indução sobre m
m  =  1 , então
q - q  1 q - q  1
Suponha que vale para m, então
[X+, X™+1] =  [X+, X ”lX  ] =  [X , , X™]X_ +  X ^ X , ,  X -] =
_  l f ^ » K X . - ^ K ^ X .  + x m K - K ^
Q — Q Q -  9_1
Agora multiplicaremos a primeira parcela da soma por K ~ lK  e obtemos
[m] Y m -i q - (m- V X - K -  ~ qm ~ W X - K ^  + X „ K - K - '  =
Q -  9_1 9 -  9_1Vm
" z r ( N ( 9 _m" 1-K' -  9m+1^ _1) +  K  -  ÜT1) =q - q
vm
= 7 -  q2m+lK ~l -  q~2m~1K  +  ç í r 1 +  
(g -  g- 1 )2 
+  K q - q K - 1 - q - ' K  +  q - 'K - 1) =
v m
=  (7 _^-- )2 ((g -  í “2“ " 1) ^  -  ( í2m+1 -  O ^ -1) =  
x m 
~ ( ^ r 1)
/ g - mAr -  y'" A ' 1
.... - ( q~TO(g"»+1 -  q-m~l)K  -  qm{qm+1 -  q-m- l)K ~l) =— /7 IV
[m + l]X Ü . .
(iv) Análogo ao item anterior.
Definição 2.2 Seja V um Uq(sl(2)) módulo e X & C um escalar. Um elemento 
v e  V, v 0 é um vetor de peso máximo com peso X se
X +v =  0
Kv — Xv
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Proposição 2.6 Qualquer Uq(sl(2))-módulo de dimensão finita V  possui um vetor 
de peso máximo.
Demonstração: A demonstração desta proposição é a mesma da proposição(C.l) do 
apêndice C. , com exceção de aqui usamos o gerador K  e os autovalores serão dados 
por
A =  aq2n
Lem a 2.2  Seja v £ V  vetor de peso máximo com peso X e seja a sequência
1
vp =  ^ - X ív  
[p]!
onde
[0]! = 1 e \p]\ =  \p } \p - 1]!
Então
(i) Kvp =  \q~2pvp
(*)
(Ui) X^Vp =  [p +  l]i>p+i 
Demonstração:
(0
00
Kvp =  t^ K X p_v =  ~ q ~ 2j'X pKv[p]i br-
=  \q-2p~ X p_v =  \q-2pvpw
x * Vr =  w x +x ’lv  =  w lx * ' x í ]v  =
W  Q — Q
1 vV-iq~^'~^Xv — (f~lX~lv 
•A- —[p-i]!  q-q~l
q - < p - * ) A  -  q P ^ X ' 1
q - q - 1
~Vp—\
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(iii)
W- 1p + i] >  + !F  "
=  [p+l]Wp+l
Veremos a seguir um resultado análogo ao teorema(C.l), mas para o caso defor­
mado.
Teorem a 2.3 Seja V um Uq(sl(2)) módulo de dimensão finita gerado por um vetor 
de peso máximo v de peso X, então
(i) X — dtqn, onde e dim(Vr) =  n +  1
(ii) Se vp =  pyATfu temos vp =  0 para p > n e { t ’0 =  v ,v i,...,vn}  é base de V.
(iii) K  é diagonalizável nesta base, com autovalores {±<jrn,± g ’l_1, ...,±q~n+2,àzq~n}.  
n +  1  autovalores.
(iv) Qualquer outro vetor de peso máximo em V é múltiplo escalar de v e é de peso 
X.
(v) V é simples.
Reciprocamente qualquer Uq(sl(2)) módulo de dimensão finita V  é gerado por um 
vetor de peso máximo. E  dois Uq(sl(2)) módulos de peso máximo V  e V ' gerados por 
v, v' de mesmo peso são isomorfos.
Demonstração:
(i) e (ii) Temos que Kvp =  Xq~2pvp, logo {tv}p>o e uma sequência de autovetores de K  
com autovalores distintos, então existe vn ^ O e  vn+1 =  0. Temos também que
Vn+k =  r - r v ü x - +k'ü =  i!L^ x - +1r 4 w Jf:í+1,,=[n +  k\! [ra +  fcj! [n +  lj!
-  K t i l l  Xk+iv _  n— f i III vn+l u [n +  Kj!
V  é gerado como Uq(sl(2 )) módulo por {í;0 =  v, Vi, ..., t>„} logo dimV < n +  1. 
Por outro lado, K  possui no máximo dimV autovalores distintos, isto é, n + 1  <  
dimV. Assim
dimV =  n +  1
Note que
n~n \ —n \r q A q A
q -  q~l
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Então 
Isto é 
Portanto
q-n X =  qn\ -1 
A2 =  q2n 
A =  ±qn
Para mostrar que {i>0, íji, ..., u„} é linearmente independente, é análogo ao teo­
rema (C.l) .
(iii) Como Kvp =  Xq~2pvp, segue que
K  =  ±
( Qn 0 0 •• • 0 \
0 qn-2 0 •• • 0
0 gn-A • . 0
0
V 0 0 0 •• • <rn /
(iv) e (v) Idêntico ao teorema (C.l)
A reciproca também é idêntica ao do teorema (C.l) .
/  0 [n] 0 • 0 \
0 [n -  1] ' •• 0
•• 0
-. 1
V o 0 • 0 /
Podemos agora representar X _ e À'+ através de matrizes. São elas
Pe,n{.X +) —
/  0 .......................  0 \
1  0 :
Pe,n(X-) 0 [2] :
: •• •• o ; 
 ^ 0 - - ■ 0 [n] 0 )
A partir de agora estudaremos representações de dimensão infinita com estrutura 
análoga aos módulos de peso máximo de dimensão finita estudados, que são denomi­
nados Módulos de Verma.
Seja A /  0 . considere o espaço de dimensão infinita gerado pela base enumerável 
{^pjpeN tal <lue para P  > 0 tenhamos
Kvp  = X q ~ 2pVp
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K  1vp — \ 1q2pvp 
X +vq =  0
q - q - 1 
X_Vp =  [p +  ljvp+i 
Denotaremos os módulos de Verma por V(A).
Proposição 2 .7  V(X) é um Uq(sl(2)) módulo gerado pelo vetor de peso máximo vQ
Demonstração: Primeiramente vamos mostrar que V(A) é um módulo. De fato
-(p-i) \ _  ,.p -i \-i 
K X +K - \  =  K X +X-1q2pvp =  \ -1q2pK^-------------- ^ --------wp_, =
-t f  q  —  q - 1
9 -
— Q i p^—i
9 — Q
= q2X +vv
Idem para X _ . Temos também que
[ X + ,X > P =  X +X -vp - X - X + v p =
r , q - W X  -  ( f ^ X - 1 v= [p +  1  A +Up-------------------- :-------- X-Vp-i =q — q~1
n ^ q -pX - q pX~1 q~ ^ A  -  g ^ A “ 1 r n
=  ( b  +  i - ----------- ------------- --------------------=i ---------- íp } ) vp  =q — tf“1 q — q 1
= 7------  ^ +lA-1 ~ ^ " ' A  + g^A"1 -  qX +(■q -  <J r
+  q~2p+i + g 2^ 1 A' 1 - g ^ A “1) =
=  ^ _ 'g -íya (q~2pA(g -  9_1) ~ 92pA_1(g -  g_1))«p =
q-2pX -  q2pX~l
=  ------------ =i----- vv =Q-Q  
K  -  K - 1
— Hl-  vpq - q  1
Agora vo c vetor dc peso máximo c peso A. De fato 
X+vo =  0 por hipótese.
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Também, Kv0 =  Xq 2'°u0 =  Xv0.
Teorema 2.4  Qualquer Uq(sl(2)) módulo gerado por um vetor de peso máximo v com 
peso X é um, quociente de V(À).
Demonstração: Seja V  gerado por v de peso máximo c peso X e considere
tt: V(X) ------ V
VP 1 ” \p]iXtv
Como 7r é sobre, segue que do primeiro teorema do homomorfismo(teorema (A.l) ) 
que
V  =  V(X )/K er{n)
M
Enunciaremos sem demonstrar um resultado, que será útil em um teorema adiante.
Lem a 2 .3  Lem a de Schur Se x  £ Z(A), onde
Z(A ) =  {x  e A; xy =  yx Vy e A }
com x  7É 0, então para todo A-módulo V  simples e de dimensão finita, x age como 
um múltiplo escalar da identidade.
□
Agora considere
n  -  Y  X 1 q - 'K  +  q K -'
9 X +X ~ +  ( q - q - 1)2 
Este elemento é chamado de Elemento de Casimir e satisfaz algumas propriedades 
com relação aos geradores dc Uq(sl(2)).
Proposição 2.8  O elemento de Casimir Cq pertence ao centro de Uq(sl(2)), isto é, 
Cq comuta com os geradors de Uq(sl(2 )).
Demonstração:
q~1KX+  +  qK~1X+
CqX + =  X +X -X + + (,q - q - 1 )2
q-1K X +K ~1K  +  q K ^ X + K K -1
( q - q  ! ) 2
Y  ~  K  ■ ^  Y  X  , q X + K  +  q - ' X + K - '
+ q - q - 1 + X+X+X~ + { q - q - 1)2
= X+X+X-. +  (q^ - r ) ã ((9 -  -  K ) +  qK ~ q-1* - 1) =
=  X (X X  I q K -x +  g -lK
+ ( + (q-q-1)2 
=  X+Cq
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Idem para X^Cq. Para K  temos
CqK  =  X +X „ K  +  Q ' K( K  +  q^2 lR-(q -  r lr
K
=  K K ^ X + K  K ^ X - K  +  7---------7^{<TlK  +  qK~l) ={q -  q- 1)2
=  K X +X _ +  . K  n 2  (q ^ K  +  q K -1) =
{Q-Q
lK  +  qK
( q - q - l¥
(2.7)
=  ^ X -  +  9^ ± ^ ) 
=  K C q
2.4 A Ação de Uq(sl(2)) sobre o Plano Quântico co­
mo Operadores Pseudo-Diferenciais
Seja A uma álgebra e a €  A. Defina as aplicações
Qi : A -----► A
b i-----► ab
ar : A -----► A
b I-----► ba
Seja a : A -----► A um automorfismo
a(ab) =  a(a)cr(b)
Podemos escrever
a o ai(b) =  a(ab) =  a(a)a(b) =  a(a)i o a(b)
a o ar(b) =  a(ba.) =  a(b)a(a) =  a(a)r o rr(b)
Definição 2.3  Sejam cr.r : A ------ ► A automorfismos. Uma transformação linear
S : A -----► A é uma (a, t )-derivação se:
S(aa') =  a(a)â(a') +  í(a )r(a '), V a, a' E. A
Podemos escrever
S o ai(b) =  S(ab) =  a(a)â(b) +  á(a)r(6) =
=  (a(a)t o ó +  ó(a)i o r ) ( 6)
á o ar (b) =  S(ba) =  a(b)5 (a) +  S(b)r(a ) =  
=  (S(a)r o a  +  r (a ) r o ó)(b)
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Seja agora A =  kq[x, y] e os automorfismos
a x : A ——*■ A
x i-----► qx
V i------ V
oy : A  -----► A
x I-----► x
y i—► qy
Sejam também as aplicações lineares
|^(xmyn) =  [m]xm~xyn
^ ( x myn) =  [n)xmyn-\  V m, n > 0
Proposição 2 .9  Em A =  kq[x, y] temos 
(%) yixi =  qxiyi
(ii) xTyT =  qyrxr 
(Ui) ax o xi>r =  qxi<r o ax
(iv) Oy o yl r =  qyl>r o ay
(v)  fx ° ° x =  {iUx °fli> ãf ° aV ~  Qay °  ãy
(VÍ)  È ° y i  =  (iy‘ 0 lí '  % ° Xr =  (lXr ° %
(vii) g  O X, = q- l xd o §2 + a x = qX l o g  + a“1 
fraij g  o yr =  q~lyr o §2 +  =  qyr ° §J +  ^ J 1 
r ,  o ^  =  , ,  o d l  =  °v 0v [( ÍX /  X j O fl;E 9  9 _ 1 , yr0 Qy g_g-l
Demonstração:
(i)
yixi(xmyn) =  yx(xmyn) =  qxy{xmyn) =  qxiyi{xmyn)
(ii) Análogo ao item anterior.
(iii) Seja P  =  52
(X^XiP) =  ax(xP) =  í7x(x)ax(P) =
=  qxax(P) =  qxi(ax(P))
O mesmo para ax(xrP)
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(iv) Análogo ao item anterior.
(v)
||o ax(xmyn) =  ^ c (qmxmyn) = q m[m]xm- 1yn
=  q[m\qm~1xm~1yn =
=  qax([m]xTn~1yn) =
=  °
O mesmo para
% ° ^ xmvn)
(vi)
| | °y i( * myn) =  ~ ( y x myn) = q m^ c (xmyn+1) =
=  qm[m)xm- lyn+l =  =
Ê i (
dx
qyi([m\xm 1yn) =  qyt o ~ -(x myn)
O mesmo para
^ o x r (xmyn)
(vii)
x,(xmyn) =  ^ ( x m+1yn) =  [rn +  l}xmyn
Por outro lado,
{q - 'x t  o g  +  ffx )(a:m i/B) =  +  qmx myn =
— (q 1 [m] +  qm)xmyn =
x"'y“ =
^m- 1  _n—m— 1 I 1V “ • fí y I _,mn,n
(viii)
\ q -  q~l
[rn +  1 }xmyn
~ o  yr{xmyn) =  ^ ( x myn+l) =  ín-hl]xmyn
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Por outro lado,
((T V  ° ^  +  ay)(xmyn) =  g~1yr[n]xmyn- 1 +  qnxmyn =
=  q~1[n]xmyn +  qnxmyn =
=  (q~l [n\ +  qn)xmyn =
( qn~l -  ç - ”" 1 +  gn+1 -  qn l '
(ix)
Q -q ~ l
[n +  1 }xmyn
Xi o ^ ( x myn) =  xi([rn]xm 1yn) =  [m]xmyn =
_  qmxmyn -  q~mxmyn ax -  a^1
_1 i (*ïq - q  1 q - q " 1
O mesmo paxa
dq (Ty -  o~lyr o ---------- JL-
oy q — q
Proposição 2 .10  (i) é uma (ax 1ay,a x) derivação.
(ii) é uma (cry, oxo~l) derivação.
Demonstração:
(i) Sabemos que
5 o ai =  5(a)i o t +  cr(a)í o S
Devemos provar que
Agora
dq dq
ã - o Vl =  9 W O ^  =
Logo é uma (ax 1ãy, ay) derivação. 
O mesmo vale para
(ii) Sabemos que
S o ar =  S(a)r o a +  r(a )r o S
Devemos provar que
9 q  f  d q \  . dq5 o , , =  -  m ,  +  M ,  )r o -
dq dq
o xr =  qxr o 
dy dy
( dq . . \ ôg
=  ^ w J ; ' r* + 9 i ' - o s  =
O mesmo para || o yr
Logo é uma (<ry, ít^ ít^ 1) derivação.
Com estes resultados, vamos ver a realização de Uq(sl(2)) em termos dos oper­
adores xi, x r , yi, yr , <tx, (Ty, e || definidos acima, ou seja, como os geradores de 
Uq(sl(2)) agem no plano quântico.
Tome P  € k,q[x, y] c defina
À'+ O P =  x ^ -P  =  x, o p -(P )  
dy dy
X ^ p - g p i - v ,  o | ( P )
K  >  P  =
A'“ 1 > P  =  ct„ct“ 1 (P)
Em termos dos geradores temos
X + O x  =  x ^ - ( x )  = 0 
dy
dq
x + > y  = x õ ^ \ y )  = x
d q , .
> 'X = Ã í  ^  = V
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x - > y  =  ^ ( y ) y  =  o 
K  >  x  =  axcryl (x) =  qx
K  t>y =  <rx(Tyl (y) =  q~ly
Esta ação coincide com a ação de Uq(sl(2)) apresentada como dual da coação de 
SLq(2) conforme seção anterior e equações (2.6).
Teorem a 2.5  Com esta ação k.q[x, y] é Uq(sl(2))-módulo álgebra.
Demonstração: Primeiramente vamos mostrar que se trata de um módulo. De fato
K X + K ~1 > P  =  K X +aya - \ P ) = K x l^ a ya - 1(P) =
=  K XlqoJjl(T -\ P ) =
=  q 2 <jx O y l x i< jy O ~ l — ( P )  =
,2 ÕQrm— 2 '=  f x l- £ (P y = (? X + > P
Também
[X+,X .] t > P  =  ( X + X - - X - X + ) > P  =  X + X - > P - X - X + > P  =
-  * ♦ ( £  p * ) - x - ( * Bi p Y
Xay\dx~ J  ~dy\^dx‘
~ (T.
j  dq \ _! dq dq
a * w ) v - q  x m » i P v  =
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Dc (2.8) à (2.9) foi usada a proposição anterior.
Finalmente, para mostrarmos que é módulo-álgebra:
Xt >(PQ)  = x ^ ( P Q )  = z ( o y ( P ) ^ ( Q )  + ^ ( P ) a , a A
Note que ay só atua em polinómios na variável y, isto é, se P =  xmyn, então
oy(P) =  qnP
Portanto
x+(PQ) = s”iP (^<3) + g(P)if(«) =
=  q^ ' P x ^ ( Q )  +  x ^ (P )K (Q ) =
=  P (X + > Q ) +  (X+ > P ) { K > Q )
Como queríamos, pois lembre-se que
A (X +) =  1 0  X + +  X + ® K
Idem Para
K > (P Q ) =  axa-\P Q ) =  axa - 1((xmyn)(xkyl)) =
=  1 ( í/7lfc-í:m+fcyn+í) =  9nfco-x(9_ n _ ia:m+fcyn+i) =
=  9nV n- igm+fca:m+fcí/n+í =  qnkq~l+kq~n+mxmx kynyl =
=  qnkq~l+kq~n+mq~nkxmynxkyl =  q-n+mxmynq-l+kxkyl =
=  ax<T,;1 (a;m?;n)o-xa - 1 (;7;fcí/') -
=  (K > P ) ( K > Q )
Portanto, kg[x,y] é um C7g(s/(2))-módulo álgebra.
Capítulo 3
Calculo Diferencial Não 
Comutativo
Vamos iniciar este capítulo introduzindo a definição de formas diferenciais e do 
complexo de De Rham. Em seguida definiremos a álgebra diferencial universal e con­
struiremos um operador diferencial nesta álgebra. Vamòs então construir uma nova 
álgebra diferencial, chamada de complexo de Wess-Zumino que tem uma estrutura 
relacionada com o plano quântico c finalmente introduziremos o conceito de coho- 
mologia.
3.1 Introdução
Seja M  uma variedade diferenciável de dimensão finita, TpM  o espaço tangente em 
M, associado ao ponto p. Quer dizer, para todo p E M, existem vizinhanças abertas 
Ua C M , e vizinhança Va C Mn tal que cf>a : Ua — > Va é um homeomorfismo. O par 
(Ua, (fia) é chamada de carta local para M. Assim em um sistema local de coordenadas 
TPM  = <  -£r >. Seja também V =  (TPM )*(O espaço de todas as aplicações de TPM  
em R. Novamente em um sistema local de coordenadas, (TPM )* = <  dxl > , onde
Defina
A((TPM)*) = 0 A fc((TpM)*), fc =  0, ....oo
onde
Ak((TpM)*) = A ... Adxifc}
e
flii--i, € M
Estas são denominadas -formas exteriores em (TPM )* e A((TpM)*) é a álgebra exte­
rior de (TPM)*.
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Vamos agora definir formas diferenciais sobre M  
Uma forma diferencial sobre M  ê uma aplicação do tipo
w: m ---* UA((TpA/)*)
p i-----► u(p)
tal que localmente
=  y  ail...i)c{p)dx11 A ... A dxtk 
onde a.u...ik : M  — ► R são funções diferenciáveis em M.
Defina agora um novo conjunto formado por todas as formas diferenciais e denotado 
por
íl(M ) =  { lü : M -----► ( J  A ((7yi/)*)}
temos que
n
Q(M) =  0 í ) fc(M)
fc=i
Defina também a seguinte aplicação
d :Ü k(M ) ------ Ük+1(M)
que é dada por
an---ik(p)dxH A ... A dxlk) =  5 3  5 3  — d~T *" (p)dxj A dx11 A ... A dxík
j
Esta aplicação é chamada de derivação exterior
Definição 3.1 A tripla A, d) é chamada de álgebra de formas diferenciais em
M ou complexo de De-Rham e satisfaz ainda as seguintes relações
u/\ri =  ( - l ) dea^ dea^ )rí AuJ
d(u! A r}) =  dw A r) +  (— A drj 
onde se u  E ílp, então deg(uj) =  p.
* __3.2 A Álgebra Diferencial Universal
Seja A uma álgebra associativa com unidade. Vamos construir um objeto(álgebra) 
que apresenta propriedades análogas às propriedades das formas diferenciais usuais.
Defina
n°(^) =  A , estas são as 0-formas.
Definimos agora o que vem a ser uma 1-forma:
O1 (^ 4) =  K er(n)  C A <g> A, onde, fi : A ®  A — ► A é a multiplicação na álgebra.
Proposição 3.1 fi1^ )  é uma A-bimódulo.
Demonstração: Seja a ® ò E  K e r ( f i )  e k E  A. Defina
fc t> (a ® 6) =  ka® b
(á ® 6) <1 A; =  a ® bk
Inicialmente mostraremos que estas ações ainda pertencem à ker(fi). De fato, 
fx(k t> (a ® b)) =  fi(ka ® b) =  (ka)b =  k(ab) =  0 
O mesmo para (a ® b) <3 k. Logo fl1 (j4) c fcchado.
Seja agora ki, fc2 €  A. Então
k\ [> (fc2 >  (a ® b)) =  k,\\> (k$a ® b) =  fci(fc2a) ® 6 
=  (kik2)a ® & =  >  (a ® ò)
O mesmo para a direita. Temos também que
l>(a®è) = la<8>6 = a®&
O mesmo para a direita.
Para finalizar, precisamos mostrar que
(&i t> (a ® b)) O k2 =  ki >  ((a ® è) <1 fc2)
De fato
(ki >  (a ® b)) < fc2 =  (A,-ia ® 6) <] fc2 =  fcia ® 6A:2 =
=  fci > (a ® òâ:2) =  fcx >  ((a ® 6) <  fc2)
Definição 3.2 Se A é uma álgebra e Aí um A-bimódulo, dizemos que 
d : A — > M  é uma derivação se
d(ab) =  dab +  adb, Va, b E  A
Uma conscqucncia da definição é que d l  =  0. De fato,
dl = d(l • 1 ) = dl • 1  + 1  • dl = dl + dl
Então dl =  0 para toda derivação.
Proposição 3.2 A aplicação
d : A ----- - íí1^ )
a i-----► a ® 1  — 1  ® a
é uma derivação.
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Demonstração:
d(ab) — ab ® 1  — 1  ® ab =  ab ® 1  — (a ® fc) +  a ® 6 — 1  ® a& =  
=  a(b ® 1  — 1  ® 6) +  (a ® 1  — 1 ® a)b -
— adb+ ( da)b
Proposição 3.3
íiJ(A) =  { adb/a,b E  A}
Demonstração:{^=) Inicialmente vamos provar que adb E  Ker(fi).
Note que
adb =  a(b ® 1  — l ® 6) = a ò ® l  — a ® 6
Então
n(adb) =  ab — ab =  0
(=>) Seja a ® ò E  Ker(fi), então ab =  0 
Agora
a ® b =  a ® 6 — a& ® 1  =  — a(b ® 1  — 1  ® b) =  —adb
■
Então íí1 (yl) são as 1-formas definidas sobra A.
Definição 3.3
íín(A) =  f}1 ( A ) ® . . . ® Q 1 (A)
0  conjunto definido acima é o que chamamos de n-formas.
Proposição 3.4 O espaço das n-formas é gerado por:
fín(A) = <  aoda\...dan/ a Q , a n E  A >
(Por conveniência omitimos o produto tensorial.)
Demonstração: Usaremos o segundo princípio de indução sobre a dimensão de V  e a 
regra de Leibniz.
n
(aida2) ® a {bidb2) =  (aida2bi) ® A db2 —
=  (aid(a2bi)) ®a db2 — aia2db\ ® a  db2 =  
=  aid(a2bi)db2 — (aia2)db\db2
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Suponhamos que é valido para todo natural menor ou igual à n e vamos provar que 
vale para n +  1
(aid&i) ® ... <g> (dndbn) ® (an+idbn+i 6  íín+1 (yl) (3.1)
Mas
íín+1 (i4) =  Ql(A) ®A íí"(^ )
Então
(aidbi) ® ... <g> (andbn) <g> (an+i<ibn+x) =  (aid&i) ((a2d&2) (an+id&n+i)) =
=  ^ ( M ò x )  ®A (C^dcl-dc^) =
i
=  ^ 2  aid(bic1üdc\...dân — ^  aibidc^dc\...dcln =
i i
=  '5 2 l& d p í-d ii+i
Com estes elementos definidos, podemos definir o seguinte bimódulo
OO
íi(A) =  ® Q " ( i ) - A e n 1( A ) e ( í ) 1( A ) ® n 1( 4 ) ) Ê . . .
n=0
Í)(A) possui estrutura de álgebra dada pelo produto tensorial sobra A.
Vamos definir um operador diferencial em Í2(yl) da seguinte maneira
d : ü k(A) ------ f2fc+1 (.A)
(iodai ...düh 1-----*■ do,Qd(i\...d(ik
Definição 3 .4  A álgebra (Q(v4), <8u) munido da operação diferencial d é dita ser a 
álgebra diferencial universal de A
Observação 3.1 Note que dim(fí(A)) =  00, portanto podemos ter k-formas de qual­
quer grau, enquanto no caso de formas diferenciais sobre uma variedade, o grau das 
formas estão limitadas pela dimensão da variedade.
Enunciaremos e demonstraremos agora um resultado a respeito da universalidade 
da álgebra em questão.
Teorema 3.1 Sejam A e B álgebras e a : A — ► B um morfismo de álgebra. Se 
D : A — ► B é uma a-derivação, isto é,
D(ab) =  Daa(b) +  a(a)Db
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então existe um único morfismo a  : Q(A) — > B tal que o diagmma abaixo comute
A ■
Em particular, se B  é uma álgebra diferencial com operador diferencial 8 tal que 
8 o a =  D, então ã é  morfismo de álgebra diferencial.
Demonstração: Defina
ã(aadai...dan) =  a(ao)Dai...Dan 
Provaremos primeiramente que 5  é morfismo. De fato.
Para temos:
ã(adb) =  a(a)Db
Para fín(yl) temos:
ã(a0dai...danb0dbi...dbm) =  ã(a0da1...d(anb0)dbi...dbm +
n—1
^  ^( 1 ) QiQdcí\...d('Qifi—\Ojfi—i- -^i)..'dbodb\...dbm -f~
i= 1
+ (—l )na0aida2...dbm =
=  a(ao)Dai...D(anbo)Dbi...Dbm +
n—1
+  y^(-l)*a;(ao)£>ai-...D(an )...Dbm +
i—1
+  ( - l ) ntt(a0)a;(ai)Do2...-DaTO (3.2)
Por outro lado,
ã(aodai...dan)ã(bodbi...dbm) =  a(ao)Dai...Dana(bo)Dbi...Dbm =
=  a(ao)Dai...D(anbo)Dbi...Dbm +
n—1
+ y ^ ( - l ) tg(fl0)£)Q1-£ )(a n—iQ>n—i+1)...Dbm +
2—1
+  (-\ )na(a0)a(ai)Dã2 ...Dam (3.3)
Pelas equações (3.2) e (3.3) segue que ã  é morfismo.
Falta provar que 5  é morfismo de álgebra diferencial, isto é,
ã(duj) =  5(ã(a;))
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Em termos de diagramas
Í)x(v4)
a a
B B
De fato,
a(dw) =  a(doo...dan) =  Dao-..Dan
- S(a(ao))...S(a(an)) =  5(a(a0)<5(a(ai))...J(a(ari))) 
=  S(a(ao)Dai...Dan) =  <5(ã(w))
Exem plo 3.1 Seja A =  C°°(X), X  espaço topológico compacto, e C°°(X) o espaço 
da funções infinitamente diferenciáveis sobre X  a valores complexos.
A ® A  =  C ° ° (X x X )  
e A®n =  C°°(X  x  X  x  ... x  X )
Então, Í21 (yl) é o espaço das funções de 2 variáveis em X , que se anulam na di­
agonal, isto é,
F  : X  x X  — > C
tal que
Finalmente temos 
pois, l(y) — 1
F (x , x) =  0
df{x, y) =  ( /  O 1  -  1  ® / )  (x, y) =  f(x )  -  f{y)
Proposição 3.5 d2 =  0
Demonstração:
d(du>) d(d{aoda\...dan)) =  d(ldaodai...dan) 
dldao...dan =  0
Proposição 3.6
d(uri) =  dujr) +  ( - l ^ c u d r )
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Demonstração: Por um lado temos:
d[(a0dai...dap)(bodbi...dbq)] =  d[aodai.,.d(apbo)dbi...dbq +
p- 1
+  y ^ (—iya0dai...d(ap- iap-i+i)...dapdb0...dbq +
1
+  (—l)paoaida2 ...dapdbo...dbq\ =
=  dciQdü,i...d (^ipb(i)dbi...dbq +  
p - i
"f- d&od&i...d^ CLp—jflp—z| 1  )■ •'dapdba...dbq
i= 1
+  (—l)pd(aoai)áa2...dapd6o"-^g =  (-0
Por outro lado temos:
(daodai...dap)(bodbi...dbq) +  (—\)paüda\...dapdbüdbx...dbq =
=  daodai...d(apbo)db\...dbq +  
p-i
+  y ;  ( -  \ydaQdai • • .d(ap-iap- i+1). ..dapdb0 ...dbq +
i=l
4- (—\y>dcioQ,idci2---d(ipdbQ...dbq -f- 
+  (—l)pa0dal...dapdbodbl...dbq =  (II)
Note que (I) =  (II).
■
Definição 3.5  Uma forma diferencial oj €  Í1*(A) é fechada se duj =  0 e é exata se 
oj =  drj para algum rj E Qk~Y(A)
Observação 3.2  Toda forma exata é fechada, pois du =  ddr) =  (Pt] =  0 
Teorema 3.2  (Lem a de Poincaré) Em  0(^4) toda forma fechada é exata. 
Demonstração: Defina
ft: Ük(A) -----► íí*“1^ )
u)dx I-----► (—\)de9“ujx
onde dx € íí1^ ) .
Vamos inicialmente mostrar que (3d +  dj3 =  Id
pd(ívdx) +  d/3(u)dx) =  p(divdx) +  (—l )de9U} d(u)x) =
=  ( - l ) de3u,+1dwx +  ( -1  )ãe9ü}du)X +
+  (-\ )d^ ( - \ ) de^ ujãx =  Cüdx =  Id(udx)
Seja ip uma forma fechada. Então
,8d(p +  dj3íp =  cp
Mas dif — 0 pois tp é fechada. Assim d3(p — ip. Portanto ip é exata.
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3.3 O Complexo de Wess-Zumino
Seja A — kq[x, y], vamos construir uma álgebra diferencial £lwz(A) que seja:
livre por um ideal quadrático.
(ii) SLq(2) bi-comódulo 
Assim o calculo diferencial resultante será denominado bi-covariante.
Podemos pensar que í2(j4) =  k{x, y, dx, dy}/Leibniz
Vamos agora definir as 1-formas no dual de A20^ — kq[x,y].
Usaremos a seguinte notação: x 1 — x e x 2 =  y
Escrcvcrcmos a relação yx — qxy =  0 como:
(i) Álgebra quadrática, isto é, ela é o quociente de uma álgebra diferencial universal
(3.4)
onde
É natural supor que o dual de A2\° seja uma álgebra quadrática. Então
A^2 =  k,{dx\dx2} /  < Y , * jda*dxl >
i,Ú
onde £ij e  k, isto é, são coeficientes no corpo.
e
< dx1, x3 > =
Queremos que
(3.5)
onde
Colocando (3.4) e (3.5) no pairing, obtemos:
< £ijdxldxj , ^  E kixkyl > =  0
k,l
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Assim,
=  EijEki < dx*,xk > <  dx*,xl >
=  J 2 ^ E ij =  T r{eTE ) =  0 
ij
Calculando o produto de eTE  e aplicando o TV, obtemos que:
£12 — 9^21 =  0
ou seja
£l2 =  9^21
As soluções possíveis são
Fazendo Y2 £ijdx1dxJ =  0 e somando nos elementos da matriz e obtem-se: 
eu (da:1 )2 +  £2 i(qdx1dx2 +  1  dx2dx1) +  £22 (dx2)2 =  0 
Então (dx1)2 =  (dx)2 =  0 e  (dx2)2 =  (dy)2 =  0
Logo
qdx1dx2 +  dx2dx1 =  qdxdy +  dydx =  0 
Estas são as relações que definem Aü\2.
Portanto A°^ 2 =  (^ 42l°)*. Levando em conta estas relações temos:
ÜWZ(A) =  Ü (A )/I
onde
I  = <  yx — qxy, (dx)2, (dy)2, qdxdy +  dydx,... >
As reticências significam que existem termos envolvendo produtos de elementos de 
íi°(v4), com elementos de íí1 (^ 4) cruzados.
Então
&wz(A) =  Çlwz(A) © Qwz(A) © &wz(A)
onde
tiwz{A) =  < dx, dy >
^w z(A) =  < dxdV > — A
O símbolo < > quer dizer módulo gerado por.
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A seguir indicaremos algumas relações adicionais em I, isto é, queremos que arda:, xdy, ydx, ydy 
possam scr escritas como combinação lineares dc dxx, dxy, dyx e dyy. Estas relações 
corresponderão aos geradores restantes do sub-módulo I. Queremos então que:
xdx = audxx + aí2dxy + aX3dyx + audyy
xdy = a2idxx +  a22dxy +  023dyx +  024dyy
ydx = a3idxx +  a32dxy +  a33dyx +  a3idyy
ydy =  a^dxx +  ai2dxy + ai3dyx + a^dyy
Os dezesseis coeficientes desconhecidos não são fáceis de serem encontrados, por isso 
apenas indicaremos alguns passos, e mostraremos diretamente as relações desejadas. 
Para mais detalhes ver [5]. Inicialmente devemos aplicar d nas quatro equações acima, 
e obtemos 4 relações entre estes coeficientes. Após, diferenciamos a relação yx — 
qxy =  0 e trocamos xdy e ydx pelas relações postuladas acima e obtemos mais tres 
relações entre os coeficientes. Depois usamos a compatibilidade da coação de SL q(2), 
com isso obtém-se mais oito relações. Para o último parametro, precisamos usar a 
associatividade cúbica, isto é, (xdy)dx — x(dydx). Portanto as relações são:
yx =  qxy,
qxdx =  dxx qydy — dyy
—qdxdy =  dydx (dx)2 =  (dy)2 =  0
ydx =  qdxy
Considere A =  A2\°. Sabemos que
© £lwz{Á) © fiwz(A)
Considere também que
d : £lwz *■ ^wz 
Seja ui E n 0wz tal que ui =  Y1 amnXmyn. Então
dlü =  Y , a™ d(Xmyn) =  J 2 amn<ÍXmyn +  Xmdyn =
=  (dxxm~l +  xdxxm~2 + x 2dxxm~z +  ... +  xm~1dx)yn +
+  xm(dyyn~1 +  ydyyn~2 +  y2dyyn~z +  ... +  yn~ldy =
=  («im~ 1 =  +  ... +  1  )xm- 1q-nyndx +
+  xm(qn~1 +  qn~2 +  ... +  \)yn~ldy =
=  q~n ^ xm~1yndx +  x ^ H y
Como P(x, y) — xmyn tem-se que
P(xq,yq~l) =  xmqmynq-n 
P(x,yq~l) =  q~nxmyn
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Então,
P jx q ^ q -1) -  P(x,yq~1) _  q~n(qm -  1 )xmyn ; 
q - q - 1 q - q ~ l
Assim denotamos,
XlD « P (x ,y )= q - n ( ? ^ ^ x myn
e
yrD l P ( x , y ) = ( ^ ^ j x myn
Portanto,
d (P )= D lP d (x ) +  D«yPd(y) (3.6)
As derivadas D"*, e são as mesmas que aparecem no cálculo das ç-diferenças de 
Jackson. Para mais detalhes sobre a equação de (3.6) ver [11].
3.4 Cohomologia
Começaremos esta seção definindo alguns sub-espaços do espaço das p-formas. 
Definição 3.6  O espaço das p-formas fechadas(p-cociclos) será denotada por
Z ^ z (A )^ {c ü E Q pwz(Ay, dw =  0 }
O espaço das p-formas exatas(p cobordos)  será denotado por 
Bpwz(A) =  {u e Z » wz(Ay, üj =  dr),
Definição 3 .7  O quociente(A-birnódulo)
H\vz(A) — ^ z ( ^ ) W z ( ^ )
é denominado a p-ésima cohomologia do complexo de Wess-Zumino.
Estudaremos o que acontece quando estamos trabalhando com q gencrico.
Quando p =  0, temos =  K[x y^\
Note que dl =  0. Então
Z%z (A) = <  1 > =  k, B°WZ(A) =  {0 }
Assim
dim (Z$yZ(A)) =  1 
dim(H^z (A)) =  1
Agora
n'W2<.A) =  ( £ ,P ( x ,  y)dx +  Q(x, y)dy}
Seja u) E  Zwz(A) e tome
üj =  axmyndx +  fixlykdy 
Queremos que d(xmyndx +  xlykdy) =  0. Mas,
d(axmyndx +  fixlykdy) =  a((dxm)yndx +  xm(dyn)d x )+
+  fi((dxl)ykdy +  xl(dyk)dy) =  0
axm(dyyn~1 +  ydyyn~ 2 +  ... +  yn~1dy)dx +  /3{dxxl~x +  xdxxl~2 +  ... +  x}~ldx)ykdy =
= a.xmyn~1(qn~1 +  qn~2 +  ... +  l)dydx +
+  ()x}~1 (<7i_1 +  ql~2 +  ... +  lj dxykdy =
Então
Assim devemos ter que
m = 1 — 1
e
aq~k(ql -  1 ) -  aq(qk+1 -  1 ) =  0
Tome a  =  1. Então
{3qi-k  _  gfc+2 =  _ 0 q -k  _  q
Temos assim 3 possibilidades:
(i) ftq1 k =  flq k e qk+2 =  q, onde obtemos que:
q l =  1 =► l =  0
e
fc + 2 = l=^fc = —1
O que é impossível, pois k não pode ser negativo.
(ii) (3ql~k — — q e f3q~k — —qk+2. Então,
/V  =  - q k+l
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P =  - q 2k+2
Segue então que
q 2 k + 2 q l =  q k+ 1
Donde
l +  k +  l  =  0 = > l =  - k - l
E portanto
l <  - 1
O que é impossível.
(iii) 0çf~k =  qk+2 e Pq~k =  q. Assim temos,
0  =  qk+l =  qn
Então
Logo,
Como,
Portanto,
çfc+y-fc =  qk+ 2
I +  1 =  A; +  2
Â; +  l =  n=í>fc +  2: =n- t - l
/ +  l =  n + l = W = n  
Assim, se u  E Z^ vz(A), então é da forma
CJ =  xn~ \ fdx +  qnxnyn~1dy
Mas se,
cj =  ~ d { q nxnyn) =
[n]
=  p qn(dxn)yn +  ^ q nxn{dyn) =
=  y—r qn [n] xn~1 dxyn +  ~ q nxn[n]yn- ldy =  
[nj [nj
=  xn~1yndx +  qnxnyn~ldy
Então,
D  & B w z ( A )
Temos ainda que yndy e x ndx pertencem à Zfvz(A). Más,
^  = á(çrV +')
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Então
Logo,
Finalmente, 
Note então que
xndx — dl x nJ‘ 1
\ [ n + l ]
yndy,xndx 6  B ^ Z(A)
dim(Hwz(A)) =  0 
^wz(A) =  {P (x,y)dxdy} =  {x myndxdy}
^wz(A) — Zwz(A)
Agora devemos escolher a e )3 E C tal que
d(axm+1yndx +  f3xmyn+1dy) =  P (x , y)dxdy
Então
d(axm+1yndx +  pxmyn+idy) — axmdyn+1dx +  (3dxm+1yndy =
=  axm(qn +  qn~1 +  ... +  1  )yndydx +  
+  p(qm +  qm- 1 +  ... +  1  )xmdxyndy =
=  - a q ( ^ - ^ j x myndxdy +
+  P q~nxmyndxdy =
Se escolhermos
- i /  Q ~ l a  =  q 1
ß =  2 q"
q n + l  _  I
q -  1
Obtemos
Portanto
Assim
q m+ 1 _  1 /
ri(ö.xmtlynrte +  ßxmyn+1dy) =  P(x,y)dxdy  
^w z(A) =  Bwz(Â)
dim(H^z (A)) =  0
Calculando estas dimensões temos um resultado interessante envolvendo topologia. 
Para isto, é necessário uma outra definição:
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Definição 3 .8  A característica de Euler de um espaço é definido como
X(M) = £ ( - l ) ” dim(tfn(M))
n
Portanto a característica de Euler do plano quântico para q genérico é,
X(i4) =  dim(/í^z (yl)) +  dim(//^z (,4)) +  àm\{H^z {A)) =  1  
Topologicamente, quer dizer que o plano quântico se comporta como um plano. 
No próximo capítulo faremos o mesmo para <f =  1
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Capítulo 4 
A Geometria do Plano Quântico 
para q  =  1
Neste capítulo estudaremos tudo o que foi visto nos capítulos anteriores, mas para 
o caso particular, quando q3 =  1
4.1 O Espaço M da Matrizes 3 x 3  como o Plano 
Quântico Reduzido
A álgebra das matrizes n x n pode ser gerada por dois elementos x  e y de tal 
maneira que satisfaçam
yx =  qxy, xn =  yn =  I  (4.1)
onde qn =  1
Estamos interessados em um caso particular, quando n =  3, sendo assim podemos 
explicitar quem são x e y
(\ 0 0 \ /O 1  0>
x =  0 q-1 0 y =  0 0 1
\0 0 q~2/  V1 0 °>
onde r/ 3 =  1 (Use o fato que q~l =  q2).
Com x e y desta forma, verifica-se facilmente as relações em (4.1) para n =  3
Observação 4.1 (i) Toda matriz 3 x 3  e gerada por 9 matrizes elementares Eij, 
estas matrizes tem 1 na entrada (i . j ) e 0 nas outras.
(ii) Estas matrizes podem ser expressas em termos de x e y da seguinte maneira
E u  =  ( I x  +  x2)/ 3, Ei2 =  (y +  xy +  x 2y)/3
Ei3 =  (y2 +  xy2 +  X2IJ2) /  3 £ 2 1  =  (y2 +  qxy2 +  q2x2y2)j  3
E 22 =  (I  +  qx +  q2x2) / 3 E 2 3 =  (y +  qxy +  q2x 2y) / 3
#31 =  (y +  q2xy +  qx2y) / 3 Ei2 =  (y2 +  q2xy2 +  qx2y2) / 3
E'íí  =  {I +  q2x +  qx2) / 3
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Para provar estas relações precisamos usar o fato que q2 +  q +  1 = 0 .  Com isto 
todas as relações são verificadas.
Sabemos que para qualquer matriz A, 3 x 3 temos
A  =  ^  ^a jj Eij
e como cada E^ é gerado por x  e y, segue que a álgebra das matrizes 3 x 3 é gerada 
por x  e y.
A álgebra associativa gerada, sobre os números complexos, por x  e y com a relação 
yx =  qxy é conhecida como a álgebra dos polinómios sobre o plano quântico e é 
denotada como já vimos por K g[x,y]. Quando q — 1 , esta álgebra é comutativa e 
pode ser considerada como a álgebra dos polinómios K[x, y] no plano afim usual, 
x e y sendo funções coordenadas. A dimensão do plano quântico c infinita, pois 
as potências dos geradores não satisfazem nenhuma relação em particular. Já  em 
M$(k)(A álgebra das matrizes 3 x 3), os geradores x e y satisfazem as relações x3 =  I  
e y3 =  I. Sendo assim a dimensão de M3(fc) é igual a 9 e a base de geradores é dada 
por
/?{/,  x, y, x 2, y2, xy, x2y. xy2, x 2y2}
Note que estes geradores são os responsáveis pelas matrizes elementares Eij.
Seja agora kq =  kq[x, y]/{q3 — 1) uma álgebra associativa e Iq o ideal bilateral gerado 
por x3 — 1 =  0 e yz — 1 =  0. Considere
M:i(k) =  kq/I q
Por esta razão consideramos o espaço da matrizes 3 x 3  sobre k como o plano quântico 
reduzido e denotamos esta álgebra por M.
4.2 O Grupo Quântico F  e o seu dual H
Na seção 2.3 do capítulo 2 definimos a coação de SL q(2) sobre o plano quântico 
K q[x, y\. Devemos lembrar que esta coação se reduz à uma coação sobre M , mas para 
isto devemos mostrar que:
(i) Srri(x3) =  1 ® 1
(ü) <My3) = 1  ® 1
76
Isto implica em novas relações entre os geradores de SL q(2). Vejamos:
Si(x3) ■ =  5i(x)Si(x)ôi(x) =
=  (a ® x  +  b ® y)3 =  a3 ® x3 +  a2b ® x2y +  aba ® xyx +  ba2 ® yx2 +  
+  afe2 ® xy2 +  bab ® yxy +  b2a ® y2x +  b3 ® y3 =
— a3 ® x3 +  a2b ® x2y +  q(a2b ® x2y) +  q(aba ® xyx) +  ab2 ® xy2 +  
+  q{ab2 ® xy2) +  q{bab ® yxy) +  b3 ® y3 =
=  a3 ® a:3 +  (1 +  q)a2b ® x2y +  q2(a2b ® rc2í/) +  (1  +  ç)afc2 ® xy2 +
+  (f(ab2 <g) xy2) +  b3 ® y3 =
=  a3 ® £ 3 +  (1 +  g +  q2)a2b ® rc2y +  ( 1  +  q +  q2)ab2 ® xy2 +  63 ® y3 
Mas lembremo-nos que q2 +  q +  1 = 0 . Logo
5i(x3) =  a3 ® x3 +  b3 ® y3
Fazendo o mesmo obtemos:
ói(y3) =C3 ® x 3 +  d3 ® y 3
5r(x3) — x3 ® a3 +  y3 ® c3
6r(y3) =  x3 ® b3 +  y3 ® d3 
Mas 5i(x3) =  Si(y3) =  1 ® 1 e ôr(x3) =  Sr(y3) =  1 ® 1. Portanto devemos ter
a3 =  1  b3 =  0
c3 =  0 d3 =  1
(4.2)
Denotaremos por F  o quociente da álgebra SLq(2) pelo ideal bilateral gerado por
< a3 — l ,b 3,c?,d? — 1 >, denotemos este ideal por Ip. Agora note que em SL g(2), 
temos:
ad — qcb =  1
Multiplicando por a2, obtemos
a3d — qa2cb =  a2
Ou seja
d =  a2(l+ q cb )  (4.3)
Pela relação de (4.3), notamos que d depende de a,b e c, segue então que F  é gerada 
por elemento do tipo aa -b0 ■ c7, onde a, 8 , 7  : { 0 ,1 ,2 } .  Assim F  tem dimensão finita 
e é associativa e
dim(F) =  27 
Proposição 4.1 F é  uma álgebra de Hopf.
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Demonstração: Para mostrar que o quociente F  =  SLq(2)/IF é uma álgebra de Hopf 
precisamos mostrar que
(i) e(IF) =  0
(ii) A (IF) c  IF ® SLq(2) +  SL q{2) <8) IF
(iii) S (IF) C IF
De fato, 
(0
e(a3 -  1) =  e(a3) -  1 =  (e(a))3 - 1  =  1 - 1  =  0 
e(ò3) =  (e(b))3 
e(c3) =  (e(c))3 
e(d3 -  1 ) =  e((f) - 1  =  (e(d))3 - 1 = 1 - 1 = 0
(ü)
A (a3 -  1) =  (A(a))3 -  1  ® 1  =
=  (a ® a +  fc ® c)3 — 1  ® 1  =
=  a3 ® a3 +  a2b ® a2c +  aba ® aca +  aò2 ® ac2 +  6a2 ® ca2 +
+  òaò ® cac +  b2a ® c2a +  £>3 ® c3 — 1  ® 1  =
=  a3 ® a3 +  ( 1  +  q~2 +  q~4)a2b ® a2c +
+  (1  +  q2 +  q4)ab2 ® ac2 +  ò3 ® c3 — 1  ® 1  =
=  a3 ® a3 +  ò3 ® c3 -  1  ® 1  =
=  a3 ® a3 -  a3 ® 1  +  a3 ® 1  -  1  ® 1  +  ft3 ® c3 =
=  a3 ® (a3 -  1) +  (a3 -  1) ® 1 +  b3 ® c3 e / F ® •S,LÍ(2) +  SL q{2) ® / F
Análogo para A (d3 — 1).
A(ò3) =  (A(fe))3 =  (a ® b +  6 ® d)3 =
=  a3 ® fc3 +  a2b ® b2d +  aba ® bdb +  aò2 ® ftd2 +
+  ba2 ® <ií>2 +  bab ® dbd +  ò2 ® d?b +  fe3 ® d3 =
=  a3 ® fe3 -f (1  +  q +  q2)a2b ® b2d +
+  (1 +  g2)ab2 ® M2 +  fc3 ® ri3 =
=  a3 <%> b3 +  b3 ® d3 & SLq(2) ® /p +  7p ® SLq(2)
Idem para A(o3).
Com todas as restrições satisfeitas, podemos concluir a partir da seção 2.3 do 
capítulo 2 que M  é um F-comódulo à direita e à esquerda e tem estrutura de F- 
comódulo álgebra. Apesar dc F  coagir com M, ela não age em M, para isso vamos 
definir uma álgebra de Hopf H  que será um quociente da álgebra universal envolvente
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Uq(sl(2)) pelo ideal gerado por q3 — 1, X± e K 3 — 1 . Ela na verdade é o dual de F . 
Vamos a seguir estudar um pouco de representações de Uq(sl(2)) quando q e raiz da 
unidade.
Seja l =  se d é par e l =  d, se d é impar. Então temos
Lem a 4.1 X l+,X L ,K l G Z(Uq(sl(2))), isto é, estão no centro de Uq(sl(2)).
Demonstração:
K l X ± =  K lX ±K ~lK l =  q±2lX ± K l =  1X ±K 1 =  X ±K l 
Também temos 
X l±K  =  X ±X ± -... X ±K  =
Tem-se ainda que
Pois,
=  K K - 1X ±K K ~ 1X ±K K - Í •... • K R - 1X ± K  =  
=  Kqj2lX l± =  K X l±
W - .  * - l  =  =  0
[(] = 5Í—3  ^= oq - q  1
De modo análogo, obtemos
[ x +, x i ] = 0
O que acontece como os Uq(sl(2)) módulos quando q21 =  1? A resposta é dada nos 
próximos teoremas.
Teorema 4.1 Os Uq{sl{2)) módulos de dimensão n menor que l são isomorfos a V^ n 
dados no teorema(2.2)
Demonstração: A demosntração é mesma da recíproca do teorema ( C . l ) , pois 1, q, q2, ..., qn 
são escalares distintos, c
Teorem a 4 .2  Não há módulos simples de dimensão maior que l.
Demonstração: Assuma que exista V  um Uq(sl(2 )) módulo de dimensão maior que l. 
Vamos dividir em dois casos:
(i) Suponha que exista v 6  V  tal que Kv =  Xv e X^v =  0.
Tome subespaço vetorial V' gerado por
í;0 = v, X + v  =  vu . . . ,X l v  =  vp, ..., X l+ lv =
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Então {0 }  ^ V '% V
Vamos mostrar que V' é submódulo.
Kvp =  K X p+v =  q2pX+Kv =  Xq2pvp
X+vp =  X+X^t; =  X p+1v, 0 <  p < l -  1 
X +vi-1 =  X l+v =  av , a  6  k 
esta última igualdade é obtida do Lema de Schur.
X -vp =  X - X pv =  [X X p]v =
qP~lK~~l — q -b -^ K  p_x
=  ^ ----------------—---------X% v =
q — q 1
-  q-tr-VXq^-V  
q - q
q-r^ X -1 -  (f^ X
=  M -— — z r — V i
Portanto V' é submódulo de V, contradizendo a hipótese de V  ser simples,
(ii) Suponha que não exista v €  V  tal que Kv  =  Xv e X_v  =  0, u^O.
Considere y ' c V  gerado por
va =  v, Vi =  X -v , ..., vp — X pv, ..., Vi- 1  =  XÍ_1u
Então V' é submódulo de V. De fato
Kvp =  A' X p_v =  A9- 2í,í;p
=  X í+1t-, 0 <  p < l -  1  
X-Vi-i =  X ii ; =  m>, a E k 
A última igualdade obtém-se do Lema de Schur.
X +X pv =  X vX _ X p~vv =  (Cg -  q ) K  +  ? f 2 -X r S ;  =
W -  <T )
q xAí/ 2(p 1^ +gA 1 g2 '^ ^ 
(<?-<T1 )2
Em (4.4) foi usado o Lema de Schur.
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Então V' é submódulo de V  com dirn < l, contradição logo não existem módulos 
simples de dim > l.
O próximo resultado nos diz a respeito do Uq(sl(2)) módulos com dimensão l. 
A demonstração deste teorema não é das mais fáceis, portanto apenas faremos um 
esboço da demonstração.
Teorema 4 .3  Qualquer Uq(sl(2)) módulo com dimensão igual à l é isomorfo a um 
dos módulos a seguir:
(i) V(X,a,b) comb^O
(ii) V(X, a, 0) onde X não é da forma l < j < Z  — 1.
(Ui) V {± q l~\c) com c ^  0 e 1 < j  < 1  — 1.
Esboço da demonstração: Vamos apenas definir os módulos do item (i) e (iii) e mostrar 
como os geradores de Uq(sl(2)) atuam nos elementos da base e para o item (i) vamos 
mostra de fato que V(X,a,b) é um Uq(sl(2)) módulo.
(i) Seja V (A, a, b) com A ^  0, onde dimV =  l e a base de V  ê dado por {«o, ..., ^ - 1 }  
tal que
Kvp =  Xq~2pvp
^,v.=(^_~;:rv+i ]+■*)■»
X-Vp =  vp-|_i, X+i>tí =  avi~ ii Xi_ i =  bv0 
Temos de mostrar que V(X,a,b) ê um Uq(sl(2)) módulo. De fato
K X +K ~ \  =  K X +X-lq2pvp =  X-1q2pKaVp_l =
= \ -lq2pXq-2{p-VX+vp =  q2X +vp
Idem para K X  K~ l.
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Também
[X+tXJ\vp = X + X .vp -  X_X+vp =
( q p+1X — qp XA 1r , «l 
X+Vp+i -  ( ----- — —x------\p\ + ab J vP-i =
( £ ^ ^ l p + 1 ] + a b y
q - q  
'q - v ^ X - í f^ X - 1
q - q - 1
[p] +  ab 1 vp =
----- í - W qX -  q - ^ X  -  q ^ X - 1 + q ' 1 A"1 -  qX +(q -  q-1)2
+ q~2p+1X + q,2p_1A~1 -  q -1 A"1) ^  =
( 9 - 0 2*'' " 
g-^A  -  q2pX_1
(g_ ~ 155(0 2PAte -g  l)-Q2p{q-q *)A > P
“ZJ« —
<7 -  « r1
/ 1  -  / f - 1
=  -------- =t-« p9 - a
Isto mostra que K(A, a, b) funciona como um Uq(sl(2)) módulo.
(iii) Seja V(n, c) com fi ^  0 onde dirnV =  l, tendo como base {w0, W i - i }  satis­
fazendo
Kvp = fiq2pvp
x . v r+1 =  “~P fr ' - f %  +  i H
Q — Q
X +Vp =  Wp+i, X _ t '0 =  0 , =  ct’o, =  fj,q~2Vi-i
De maneira análoga mostra-se que F(/i, c) é um Uq(sl(2)) módulo.
A seguir explicitaremos uma base para módulos de dimensão 2 . Seja V  um Uq(sl(2)- 
módulo. Como a dim(V) =  2, segue que n =  1, de acordo com o teorema (2.3) , 
temos quem é a representação de K  para esta dimensão.
Como K  é uma matriz diagonal, segue que os seus autovalores são:
Ai - q  A2 =  <TX
Nossa meta é encontrar uma base para V. Conforme teorema (2.3) devemos ter que
X +v = 0
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ou seja,
(s ;) (;) - o
Logo y =  0 e x é qualquer. Portanto vq =  (1,0) é um vetor da base e satisfaz:
* ”»=(o (Ò) = (o) = 9 (ò) = **
ou seja, v(í é autovetor do autovalor Ai =  q.
Agora
- r à « -  (" )( :)-( :)
Então t>i =  (0,1) e satisfaz X +v\ =  0 e Kvi =  q~xvi, ou seja V\ é autivalor do 
autevetor À2 =  q — 1. Obtemos assim uma base para módulos de dimensão 2. Seja ela
13 = {(1,0), (0,1)}
que são os autovetores.
4.3 As Ações de H
Nesta seção vamos definir algumas ações de H. São elas:
(i) H  em H
(ii) H  em F
(iii) H  em M
Depois de definidas, mostraremos como elas atuam no seu geradores. Comecemos 
pela mais simples.
(i) H  agindo em H
A ação é dada pela multiplicação. São elas:
Ação à direita-.
Or H ® H  -----► H
X  ® Y  I------ X < \ Y  =  X Y
Ação à esquerda:
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Provaremos que são ações. De fato
Idem para à direita.
(ii) H  agindo em F .
Seja X, Y  E H, formas lineares em F . Tome u E F .
Define-se a ação entre estas duas álgebras de Hopf(// em F ), usando o empar- 
elhamento < , >.
Ação à esquerda:
Proposição 4.2  F  é um H-módulo álgebra.
Demonstração: Primeiramente mostraremos que se trata relamcntc de uma ação. 
De fato,
F  
X  > u(X ,u) h
Mas para esta ação, faremos o uso do emparelhameiito:
< Y , X > u > = < Y X , u >
< Y ,X i>  {X2 > u ) >  =  <  Y X U X 2 > u  > = <  {YXt)X2, u  > =  
=  < Y (X iX 2), u >=<Y, X xX 2 >  u >
Logo
Xy  t>  (X 2 t>  l i )  —  X 1X 2 U
Temo também que,
< Y, 1 O u > = <  Y l , u  > = <  Y,u >
Então
1  > u =  u
Assim F  é um //-módulo.
Para mostrar que F  é um H  módulo álgebra precisamos notar que
< Y , X > u >  =  < Y X , u > = <  Y  ® X ,  A (u) > =  
= < Y  <g> A", !/,(]) ® U(2) > = <  Y, M (1) > <  X,  Ü(2) > =  
=  <  <  X,U( 2) > > (4.5)
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Assim,
X  >  U — 1 t ( i )  <  X , U (2 ) >
Vamos agora provar que F  é um //-módulo álgebra. De fato,
X  >  {uv) -  53(uu)(i) < X , (u v )( 2) > =  U(1)V(1) < X, U(2)«(2) > =
= M(1)U(1) < A(X), «(2) ® U(2) > =
= 5Z«(1)W(1) < X(l) <8) X(2),íi(2) ® U(2) > =
= < ^ í 1) ’ ^ 2) > V(l) < ^ ( 2) ® W(2) > =
=  >U )(X (2) > « )
Da mesma forma,
X > l  =  ^ l ( 1 ) < X , l (2) > = e ( X ) l
■
Podemos definir uma ação à direita da seguinte maneira:
ar : F  ® H  -----► F  
(u,X)  i-----*• u < X
Então
< Y , u <l X  > = <  XY,  u >
/
E uma ação, de fato:
< y , ( u < x i ) < x 2 >  =  < x 2y ,u < x i  > = < x ! ( x 2y ) ,u > =
=  < (A iX ajy,M > = <  Y, m <  ^ 1X 2 >
Isto é,
(li <1 -ATl) <3 -X^2 =  U <] .X1.X2
Da mesma forma,
< Y, u <1 1 > = <  1Y, u > = <  Y , u >
ou seja,
u < 1  =  u
De maneira análoga como na proposição (4.2) , temos que F  é um //-módulo 
álgebra à direita.
Agora mostraremos como a ação à esquerda atua nos geradores de H  e geradores 
de F.  Temos então que:
H = < X +, X - , K > ,  F = < a , b , c , d >  
< K , X + > a >  =  < K X +, a > —< K  ® X +, a ®  a +  b® c > =  
=  < K, a > <  X +,o > +  < K,b > <  X +,c  > =  0
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< X _ , X + t> o > = <  X +,X + >  a > =  0
Então
X + t> a =  0
Analogamente tem-se que X + >  c =  0 
Agora,
< K, X + t>b>  =  < K X+, b > = <  K  0  X +, a ® b +  b ® d > =
=  < K ,a  > <  X +,b >  +  < K ,b  > <  X +,d  > =  
=  < K , a >  1+  < K, b >  0 = <  K , a >
Então
X + > b  =  a
Finalmente,
< K , X + [ >d >  =  < K X +,d  > = <  K  ® X +, c ® b  +  d ® d  > =  
=  < K , c > <  X +, b >  +  < K , d > <  X + , d > =  
=  < K, c >  1+  < K, d >  0 = <  K, c >
Assim,
X + [> d =  c
Da mesma forma temos que:
<  K , X - t > a >  = < K X ^ ,a > = <  K  ® X _ , a ®  a +  b® c > =
= < K , a > <  X - , a >  +  < K , b > <  X - , c > =  
=  < íí, a > 0 +  < If, 6 > 1  = <  K,  b >
Então,
t> a =  b
Fazendo o mesmo obtemos que:
X -  >  6 =  JsT_ > d =  0 , >  c =  d
Por último temos que:
< K, K  >  a > =  < K K,  a > = <  K  ® K , a ® a +  b ® c > =
=  < K, a > <  K,  a > +  < K,b > <  K, c > =  
=  q < K, a  > = <  K, qa >
Então,
< K, a > =  qa
Para os outros temos,
K  > b  =  q2b K  >  c =  qc K >  d — q2d
Também,
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O calculo para a ação à direita são análogos por esta razão apenas indicaremos 
os resultados.
d <3 X  + — 0 
d <  X .. =  b 
d <3 K  — q2d
(iii) H  agindo em M.
Na seção 2.3 do capítulo 2, definimos a ação de Uq(sl(2)) sobre o plano quântico 
kq[x, y], usando o emparelhamento. A ação de H  sobre M  é a mesma da referida 
seção. Agora para calcular a ação de H  nos geradores de M  precisamos con­
siderar dois fatos: M  é íT-módulo álgebra e as ações sobre os geradores x e y, 
como esta mostrado na seção 2.3.
X + t> x2 =  X + t> x ■ x =
=  (X + t> x ) ( l  > x) +  (K  > a:)(Â'+ >  x) —
=  0
a <1 X + =  c 
a <  X _ - 0 
a <] K  =  qa
b<\X+ =  d 
b <I X _ =  0 
b <1 K  =  qb
c. < X + =  0 
c <1 X _  =  a 
c <  K  =  ç2c
X + t>y2 =  X + i > y - y  =
=  (-X'+ > y )(i > y )  +  (K  \> y)(X + > y ) =
=  xy +  q2yx =
=  xy +  xy =  2 xy
X + >  xy =  (X+ >  x ) ( l >  y) +  (K >  x) (X+ >  y) =
=  qx2
Com estas relações, podemos de maneira análoga obter as relações para os outros 
geradores:
X + D> x2y =  q21 X + >  xy2 =  2qx2y X + >  x2y2 =  2q2y
Da mesma maneira temos,
X -  >  x2 — X _ > x ■ x =
=  (X_ >  x)(K ~ l >  x) +  (1 >  -x)(X_ >  x) =
=  q~lyx +  xy =
= xy +  xy =  2 xy
X .\ > y 2 =  ( X - > y ) { K - l > y )  +  { l > y ) { X - > y )  =
-  0
X _[> .ry =  (À"_ t> x)(K  1 t> y) +  (1 > x)(X -  >  y) =  
=  Qy2
87
Para as outras temos,
X _  >  x2y =  2qxy2 X _ > xy2 =  q21  I> x2y2 =  2q2x
Finalmente temos,
K  >  x2 ■ (A' [> [> x) =  q2x2 
K  >  y2 =  (7v >  y) (K  > y ) =  qy2 
K  > xy =  (K  C> x )(K  >  y) =  g3xy =  xy
Assim temos,
2 2 TV- ,^  2 2 2  ] / .  2 2 2 2K  t> x y =  qx y K  t> xy =  q xy K  \> x y =  x y
Da mesma maneira podemos fazer todos os cálculos, utilizando ações à direita. 
Primeiramente vamos definir a coação à esquerda:
5i : M  ----- - F<S)M
z i-----► ®
Assim definimos uma ação à direita, da seguinte forma:
ar : M  <2> H  ------ M
(z, X )  I-----► z <  X  =  (< X, ■ > <2>Id)S{(z) =
Z  < x , z ( »  >  2<2>
De maneira análoga como anteriormente, prova-se que ar é uma ação e que M  
é um Uq(sl(2)) módulo álgebra à direita. Igualmente podemos calcular a ação 
dos geradores de Uq(sl(2)) nos geradores de M. São eles,
x <  X + =  y x  <] =  0 x <  K  =  qx
y < X + =  0 y <  =  x x <1 K  =  q2y
1 < X + =  0 1 <  X -  =  0 1 < K  =  1
x2 <  À^+ =  2 qxy x 2 < l I - = 0 x 2 <\K — q2x2
y2 <  X+ =  0 y2 <1 X -  =  2qxy y2 <  K  =  çy2
xy <3 X+ =  y2 xy <3 X _ =  x2 xy < K  =  xy
x2y <  X+ =  2 qxy1: z2y <1 =  1 x2y <} K  =  qx2y
xy2 <1 À'+ =  1 xy2 <3 Â"_ =  2qx2y xy2 <  K  =  q2xy‘
x2y2 <0 X + =  qx x2y2 <1 =  qy 2 2 x r/ 2 2.t y <  K  =  x y
4.4 O Complexo de Wess-Zumino e Cohomologia
Sabemos que quando q3 — 1 , nós impomos as relações no plano quântico x3 =  1 
e y3 =  1 . Isto define a álgebra M(álgebra das matrizes 3 x 3 )  como o quociente 
do plano quântico. Adicionando estas duas relações cúbicas na álgebra diferencial 
ftwz(A), define-se uma nova álgebra diferencial que denotaremos por Çty/z{.M). Para 
verificarmos que isto define uma álgebra diferencial, devemos verificar que nós estamos 
tomando o quociente por um ideal diferencial, em outras palavras, devemos verificar 
que
dx3 = d l  =  0
dy3 = d l  = 0
De fato,
dx3 =  dx2x +  x2 dx =  dxx2 +  xdxx +  x2dx =
=  q2x2dx +  qx2dx +  x2dx =
=  ( 1  -(- q +  q2)x2dx =  0
Da mesma forma para dy3.
A nova álgebra diferencial QwZ(M) é chamada de Complexo de Wess-Zumino Re­
duzido
Estudaremos agora a cohomologia de d para o caso onde ç3 =  1 
p =  0. Então
&wz(A) = <  1 , x , y , x2,y2, xy , x2y,xy2, x 2y2 >
Neste caso temos
^Wz(A) 1  ^
Bwz(A) =  {0 }
então
dim(H^z (A)) =  1
p =  1. Então
&wz(A) — < dx, dy, xdx, xdy, ydx, ydy, xydx, xydy, x2dx, x2dy,
, y2dx, y2dy, xy2dx, xy2dy, x2ydx, x2ydy, x2y2dx, x2y2dy >
Agora note que:
dl =  0 d(x) =  dx d(y) =  dy 
d(xy) =  dxy +  xdy =  q2ydx +  xdy 6  Blvz(A)
d(x2y) =  dx2y +  x2dy =  d.xxy +  xdxy +  x2dy —
=  (q +  1 )xdxy +  x2dy =  (q +  l)q2xydx +  x2dy =
— (1  +  q2)xydx +  x2dy =  —qxydx +  x2dy €  BlyZ(A)
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d(xy2) =  qy2dx — q2xydx dx2 = —q2xdx dy2 =  —q2ydy 
d(x2y2) — —xy2dx — q2x2ydy
Logo
dim BwzíA) =  8
Agora x2dx e y2dy não aparecem na combinação de nenhum elemento de 
mas são fechadas. Portanto
z wz(A) =  B wz(A) 0  < x2<ix> y2dy >
isto é,
dim ZwZ(A) =  10
e portanto
dim (Hlyz(A)) =  2
p — 2. Então
SÍwz(A) =  < dxdy, xdxdy, ydxdy, xydxdy, x2dxdy, y2dxdy,
, x2ydxdy, xy2dxdy, x2y2dxdy >
Agora temos que
%wz(A) =  ^wz(A)
Logo
dim (Z$yZ(A)) =  9
Note que nenhum elemento de ÜwZ(A)> quando derivado, resulta em x2y2dxdy. En­
quanto, todos os outros são derivadas de alguma 1 -forma
dim(B^z (i4)) =  8
Portanto
á[m(Hwz(A)) =  1 
Podemos então calcular a característica de Euler.
X(A) =  d\m(H^z(A)) ~ á[m(Hwz(A)) + d[m(Hwz(A)) = l - 2 + l = 0
E isto é a característica de Euler do toro, isto quer dizer que, topologicamente o plano 
quântico, quando í/3 =  1 , possui as características de um toro.
Analogamente tem-se:
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Capítulo 5 
Conclusão
Neste trabalho depois de estudarmos os princípios de álgebras de Hopf, percebemos 
que este tipo de álgebra aparece muito no estudo do plano quântico, principalmente 
quando queremos estudar os efeitos da ação e coação de certas algebras de Hopf no 
plano quântico. Foram estudados dois casos cspcciais, a álgebra SLq(2) c a àlgcbra 
Ug(sl(2)), onde concluímos que para mostrar que de fato são álgebras de Hopf, pre­
cisamos fortemente usar o teorema universal da álgebra livre, e como já era esperado, 
os cálculos se mostraram difíceis e cansativos. O fato mais interessante foi estudar a 
geometria do plano quântico, onde foi, considerado dois fatos, uma para q genérico 
e outra para g3 =  1 , e o resultado obtido foi que para q genérico o plano quântico 
tem características topológicas do plano usual, e para ç3 =  1 , o plano quântico tem a 
topologia do toro, que na verdade como estamos estudando, objetos não comutativos, 
o toro em questão é não comutativo. Fica uma pergunta: E se considerarmos qA =  1 
ou q5 =  1 , que tipo de resultados podemos obter? A partir disto podemos ter outras 
respostas em relação a geometria não comutativa do plano quântico. Fisicamente 
falando, as álgebras de Hopf, ou grupos quânticos, tem grandes aplicações cm física, 
uma delas seria na teoria da gravitação, onde busca-se equações que possam unificar 
a teoria da relatividade e a mecânica quântica, mas esse é um problema ainda em 
aberto. Assim considero este trabalho uma boa motivação para se estudar a parte 
matemática das álgebras de Hopf, e futuramente partir para as aplicações físicas.
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Apêndice A 
Módulos e Produto Tensorial
Todos os anéis considerados tem unidade.
Definição A .l  Sejam A um anel. Um grupo abeliano (M, +)  é um A-módulo à 
esquerda, quando existe uma operação
• : A x M  -----► M
(a, m) i-----► a ■ m
tal que
(i) a ■ (b ■ m) =  (a ■ b) ■ m 
(ii) a ■ (m  +  n) =  a ■ m +  a. • n 
(Ui) (a +  b ) -m =  a- m +  b- n
(iv) 1 • m  =  m  Vm, n 6  M e a,b €  A
Observação A .l  (i) Analogamente define-se A-módulo á direita.
(ii) Pode-se definir módulos sobre anéis sem unidade. Para isso omitimos o axioma 
{iv).
Em particular, todo anel A ê um A-módulo.
Exem plo A .l  Sejam M e N módulos sobre um anel R. Então M  x TV adquire estru­
tura de módulo fazendo-se:
(n»i,ni) +  (rfi2,n2) =  (mi + m 2,ni + n 2)
a{rn, n) — (am, an). a € R
Demonstração: {i)a(b(m,n)) =  a(bm,bn) =  {a{bm) , a(bn)) =  {{ab)m, {ab)n) =ab(m ,n) 
De maneira análoga prova-se as outras propriedades.
Definição A .2 Seja M um A-módulo. Um subconjunto N  Ç  M é um A-submódulo 
de M quando
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(i) (N,+)  é subgrupo de (M ,+)
(ii) a E A e n E N = $ > a - n E N  
Notação: N  < M
Do mesmo modo como para anéis, também temos homomorfismos entre módulos, 
que são definidos da seguinte maneira:
Definição A .3 Seja M,N A-módulos. Uma função f  : M  — ► N  é um A-homomorfismo 
quando:
(i) f(m  + n) =  f(m ) + f(n), Vm, n e  M
(ii) f(a  ■ m) =  a - f (m) ,  Vm E M  e Va € A.
Observação A .2 A condição (i) diz que f  é um homomorfismo de qrupos. Assim 
1(0) =  0 e f ( - m )  =  - í (m ) .
Defina os seguintes conjuntos:
Ke r ( f )  =  { m E M; f (m)  =  0 } Núcleo de f 
I m( f )  =  f ( M )  =  { /(m ); m E M }  Imagem de f
Estes conjuntos assim definidos tem algumas propriedades que são enunciadas no 
próximo resultado:
Proposição A .l  Seja f  : M  — > N  um A-homomorfismo. Então
(a) I m( f )  < N
(b) Ke r ( f )  < M.
(c) Ke r ( f )  =  {0 }  f  é injetora
Demonstração: Ver [7]
Teorema A .l  ( I o Teorem a do Homomorfismo) Seja f  : M  — ► N um A-
homomorfisrno. Então existe uma única função f* : — * /m (/)  tal que:
(i) f*  é A-isomorfismo
(ii) f  -  * o /*  o 7r, tr : M  — > ^
Onde i é a aplicação identidade.
Em particular quando f  é sobrejetora
Demonstração: Demonstração:
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(i) Defina f*  : — > I m ( f ) tal que /*(m ) =  /(m )
/*  está ben definida e é injetora. De fato m =  n m  — n E Ke r ( f )  
f ( m  -  n) =  0 /(m ) -  /(n ) =  0 ^  /(m ) =  /(n ) <=> /*(m ) =  /*(n ).
/*  é sobrejetora. De fato, seja u E im(f )  => u =  f ( m ) , m  E M.  Tome 
m E K~(jy, assim temos que f*(fn) =  f ( m)  =  u.
f*  é homomorfismo. De fato,
f*(m +  n) - f*(m  +  n) =  f ( m  +  n) =  /(m ) +  f (n)  =  f*(m ) +  f*(n ) 
f*  (a ■ m) =  f*(a  • m) =  / ( a  ■ m) =  a - f {m)  =  a ■ f*(rn)
Destas três afirmações prova-sc que f*  c um isomorfismo.
(ii) Seja m E M, (i o /*  o ir)(m) =  ( i  o f*)(m ) — i ( f (m )) =  /(m ).
Provaremos agora a unicidade de /* . Seja g : — > /m (/)  isomorfismo tal que
f  — i o g o n. Portanto f*(fn) =  f (m)  =  (i o g o n)(m) =  <7(7r(ra)) =  g(rn).
m
Vimos no exemplo (A.l) que M  x N  com aquelas operações adquire estrutura 
de módulo. Agora considere uma família de A-módulos. Denote o produto
cartesiano dos membros desta família por De maneira análoga como no
exemplo (A.l) definimos operações que fazem com que H^j Mí adquira estrutura de 
j4-módulo chamado de produto direto da família de A-módulos {M j}iej.
Definição A .4 Seja uma família de A-módulos. Dizemos que ( E
n ie/Mi é uma seqência quase-nula quando nii =  0 , exceto para um número finito de 
índices.
Notação: =  © ie7 Mj =  6  n i67Mi; (mi)ieI é sequência quase-nula}.
Observação A .3 O módulo definido acima é chamado de Soma Direta externa 
da família de A-módidos Quando I  é finito, da forma I  =  {1 ,2 , ...,n }
denotamos — M\ 0  M2 ®  ... ©  Mn.
Seja A um anel
^ )  =  0 ^ .  Ai =  A, V i e J
^ U) =  { ( * .)« / ;  * , £ A e  (A,) íEi é sequência quase-nula}
Definição A .5 Sejam M um A-módulo e { xí}^ !  Q M . Dizemos que x  E M  é 
combinação linear de {x í}í£/  se existe (Ai)iej E A ^  tal que
x =  ^  Xi ■ Xi 
iei
Definição A .6  A família Ç M, M um A-módulo, é linearmente indepen-
dente(livre) se (Ai)iei E A ^  e x =  YLiei ^  ' xi =  então Xi — 0 Vi € I  
Um subconjunto de M que não é linearmente independente, é chamado linearmente 
dependente.
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Tome S  — { x i , ; r n}  Ç M, com M  um A-módulo tal que M  =  A • x x +  ... +  A • xn. 
Dizemos neste caso que M  c A-módulo finitamente gerado e Va: 6  M  temos
n
X =  f lj * Xí
i= 1
Definição A .7 A família {x j }ie/  Ç M , M um A-módulo, é uma A-base(ou base livre) 
de M quando é linearmente independente e gera M.
Neste caso dizemos que M é xtm A-módulo livre.
Exem plo A .2 Seja A um anel e considere o A-módulo A^K Tome Ç A^\
definido por ek =  {xj)jei onde xk — \ e Xj =  0 , j  ^  k. O conjunto {e i}iej é uma 
base para A ^  chamada de base canônica.
Demonstração: Vamos mostrar que {e i}i€j Ç A ^  gera e é linearmente independente. 
Gera: Seja (Oi)ieI € A ^  e temos que
(ai)i€l =  ^  ^ 
iel
Linearmente Independente: Seja (Aj)ie/ E A ^  e Y l i e i ' e* =  então (Ai)iej =  0, 
ou seja Aj =  0 Ví G I.
A seguir vamos definir, apresentar resultados e dar exemplos do que vem a ser 
um produto tensorial. Antes apresentaremos algumas notações que serão usadas no 
término desta seção.
Notações: A é anel com unidade 
M  c A-módulo à direita 
N  é A-módulo à esquerda 
T  é grupo abeliano.
Uma função r  : M  x AT — ► T  é A-Tensorial(ou A-balanceada) quando:
(i) r(m 1 +  m2, n) — r(m\, n) +  r(m 2, n)
(ii) r(m , ni +  n2) =  r(m , ni) +  r(m, n2)
(iii) T ( m  ■ a,n) =  T(m,a ■ n), Va E A, m, mi , m2 € M e  Vni,?i2,n e iV
Exem plo A .3 O Produto de um anel ■ : A x A — ► A é uma função A-tensorial.
Demosntração: De fato, as propriedades (i) e (ii) são as distributivas do anel e a 
propriedades (iii) é a associativa do anel.
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Definição A. 8 Com as notações acima, dizemos que o par (T, r) é um produto tenso­
rial de M e N sobre A quando para cada grupo abelianò T  e cada aplicação A-tensorial 
r  : M  x N  :— ► T, existe um único "L-homomorfismo f  : T  — ► T tal que /  o r  =  r .  
Em outras palavras é o mesmo que dizer que o diagrama abaixo comute
M x N
Proposição A .2 (Unicidade do Produto Tensorial) Se (T ,r) e (T ,r) são pro­
dutos tensoriais de M e N, então existe um h-isomorfismo f  : T  — > T  tal que 
f  o  t  =  T .
Demonstração: (T , r ) produto tensorial, r  : M  x N  — > T  ê .A-tensorial, então existe 
único Z-homomorfismo /  : T  — > T  tal que /  o r  =  r .
Agora (T,r)produto tensorial, r  : M  x N  — ► T é A-tensorial, então existe único 
Z-homomorfismo g : T  — > T  tal que g ot =  r.
Considere os seguintes diagramas:
M  x  N
Temos que g o f o r  =  g o T  =  T e  Idr  o r  =  r
Pela unicidade do Z-homomorfismo, segue que g o f  =  Idr, isto é, /  é injetora.
M x N
Temos que /  o g o r  =  / o r  =  r e  Idr =  T
Pela unicidade do Z-homomorfismo, segue que /  o g =  I d isto é, f  é sobrejetora.
■
A seguir mostraremos que dados A anel e M  e N  A-módulos à esquerda e à direita 
respectivamente o produto tensorial sempre existe.
Considere F  =  lZ(MxN) =  Jp-) (J =  M  x N), onde F  ê Z-módulo livre com base 
canônica {.í;0 } aeMxw onde xa : M x N  — > Z com xa(ß) =  Saß.
Tome
F  =  ®  Z - x a
a£l
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Seja
D\ {•E(m+m/,n) •^ '(m,n) x (m',n)> G i l O -  G Ç  .F1
-7^ 2 *£(171,71) ^ Tíyfl €: -Af} Ç[
■O3 {^ (m a ,n )  *^'(m,a*n)j ^  ^  £  AT, fl E  ^ 4 } Ç;
D =  Dx U D2 u D3 C F  
Seja K  o submódulo gerado por D, então
*
•A := ^  ^(ij ■ d j ; A E N, a,j £ Z, dj € Z)}
£ < F  e D Ç L  j = 1
Note que K  < F ,  então ^  é Z-módulo(grupo abeliano)
Tome T  =  ~  c defina
r  : M  x N  -----► T
(m, n) 1----- * X(m>n) +  K
Afirmação A .l  r é  A-tensorial.
Demonstração: Note que x (m+m',n) -  x (mjn) -  x (m,tn) e  D t Q D C L  C K , logo
^(m+rn' ,n) ~  %(m,n) ®(m',n)*
(i) T(m +m ',n) = x {m+m,,n)+ K  =  (x(m>n)+ x (m,,„>)+# =  (x(mtn)+ K )+ {x {m><n)+ K )  =  
r (m,n)  + r(m ',n ).
Os itens (ii) c (iii) saem dc maneira análoga.
Observação A .4 r(M  x N) gera T. De fato, dado t €  T, t =  t +  K  onde t €  F , 
então tj= Y2j£MxN ' xj-
Assim t — YljeMxN -\j ■ Xj +  K  =  YljeMxN ' (xí +  A ) =  YljeMxN * TÜ)-
Já podemos desta maneira demosnstrar o seguinte teorema
Teorem a A .2 O par (T, r )  construído acima é um produto tensorial de M e N.
Demonstração: Seja T  um grupo abeliano e r  : AI x  N  — ► T  A-tensorial.
Defina /  : F  — > T  por:
/ (  Xi ■ * * )=  2  Aí ■7 (*)
ieMxN ieMxN
que é Z-homomorfismo de grupos e /(x*) =  r(i)
Defina
/  : M x N  ------ F
(m,n) - x (m>n)
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Note que /o /(m , n) =  .f{x(m^ )  =  r(m , n),  isto é, f o i  =  r . Isto pode ser expresso 
no seguinte diagrama:
M  x N
(i) f ( K )  =  0. De fato, lembre-se primeiramente que K  é o submódulo gerado por 
Di U D-i U D3. Como /  é Z-homomorfismo, basta ver que /  se anula em D\, D2 
e D3. Tome u E D u então u =  x {m+m,tn) -  x (m>n) -  x (rn,>n), portanto, f (u)  =  
f(x(m+m',n)) -  f{x(m,n)) -  /(^(m',n>) =  r(m  +  m \n) -  r (m ,n) -  r(m ',n ) =  0 , 
pois r  é A-tensorial, deste modo temos que f(D\) =  0, analogamente f ( D 2) =
/ ( A 0 = o
Defina _
/ :  T  =  g  ----- .  T
x  i------ /
(ii) /  está bem definido. De fato, se x  =  y, então x — y 6  K  e assim f ( x  — y) =  0 e 
portanto f (x)  =  j(y)
(iii) /  é um Z-homomorfismo. De fato f(x + y ) — f (x  +  y) =  f (x+y)  - f ( x ) +f ( y )  =  
f (x )  +  f(y)
(iv) /  o r  =  r . De fato, /  o r(m, n) =  f(x (m,n) +  K ) =  f(x(m,n)) =  r(m , n)
(v) /  é única. De fato, suponha que exista g  : T  — > T  Z-homomorfismo tal que 
g o t  =  t ,  segue que g  o r  =  /  o r.
Tome agora t. E T, então t =  ' T0)> portanto p(í) =  ' 9ÍTU)) =  
£  • /O l? )) =  / ( í ) .  então /  -  <7.
Logo (T, r) é produto tensorial.
Notação: Se >4 é anel com unidade, M  e N  são yl-módulos à direita e à esquerda 
respectivamente, denotamos o único produto tensorial de M  e N  por T  =  M N
Observação A .5 Se (:m,n) E M  x N, então r (m,n)  =  m ® n .  Temos também que 
t (M  x N) gera M  (££) N. Note que se u E M  N , então u =  E j e M x i V ’ r 0 )  ~  
YljeMxN Ã; ’ (mi ® ná)’ assi-m se u E M  <g) TV, tem-se que u =  E /e z  mi ® ni-
Proposição A .3 As seguintes sentenças são verdadeiras:
(i) (mi +  m2) ® n — vi\ ® n +  m2 <g> n
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(ii) m  0  (ri! +  n2) — m  0  nv +  m 0  n2
(iii) m - a ® n  =  m ® a - n
(iv) O0 n =  ri0 O =  O
(v) — (m 0  n) =  (—m) 0  n =  m 0  (—«)
(vi) z • (m ® n) =  (m ■ z) ® n =  m ® z • n, V;r €  Z
Demonstração: Os itens (i), (ii) e (iii) saem pela observação anterior, enquanto os 
itens (vi) (v) é consequência do item (i). Já  o item (vi), separe os casos z =  0, z >  0 
e 2 < 0 e apleque os itens anteriores.
Proposição A .4 Seja A anel comutativo e M, N A-módulos. Então M ® N  =  N ® M  
Demostração: O primeiro passo é demonstrar que o seguinte diagrama comute
M  x N
Então defina
r) : M  x N  -----► N  ® M
(m, n) i-----► n ® m
(i) rj c ^4-tensorial. De fato,
rj(mi +  m2, n) =  n 0  mi +  m2 =  n 0  mi +  n 0  m2 =  rj(mi, n) +  ^(rn2, n). Os 
outros axiomas seguem de maneira análoga.
Portanto existo único Z-homomorfismo rj: M  ® N  — ► N  0  M  tal que rj o r  =  rj
(ii) rj é homomorfismo. De fato,
r)(a ■ (m 0  n)) =  r)(a ■ m 0  n) =  r](r(a ■ m, n)) =  rj(a • m,n)  — n 0  a • m =  
a - ( n ® m )  =  a- (rj(m, n)) =  a ■ (rj(r(m, n ))) =  a • (f?(m 0  n))
(iii) r) é sobrejetora. De fato, seja n 0  rri € iV 0  M. Tome m 0  n 6  M 0  iV, então 
7?(m  0  n) =  í/(r(m, n)) =  r?(m, n) — n ® m
(iv) 77 é injetora. De fato, defina
/ :  N ® M  ------ M ® N
n ® m  1-----► m ® n
Assim temos, /  o r?(m 0  n) — , ra))) =  f{rj{m, n) =  / (n  0  m) = m 0  n.
Portanto »7 tem inversa à esquerda, e segue que r) é injetora.
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Portanto chegamos que M  <g) N =  N  ® M
Proposição A .5 Seja A anel comutativo e M, N e P A-módulos, então de maneira 
análoga como na proposição anterior podemos provar que (M®N)<g>P =  M<8>(N<g)P) 
e que (M  0  N) <g> P  =  (M ® P) © (N  <g> P).
□
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Apêndice B
Demonstrações
Aqui neste apêndice vamos apresentar as demonstrações dos resultados que con­
sideramos secundários mas não menos importantes que os resultados principais.
B .l  Resultados de Estruturas Quasi-Triangulares
Lem a B .l  (i) (e ® Id)R =  (Id  ® e)R — 1
(ii) (,S ® Id)R  =  R~l; (Id ® S)R ~ 1 =  R
(iii) ( S ® S ) R  =  R
Demonstração:
(i) Queremos provar que:
(e <g> Id)R  =  ^ 2  £(si)ti — 1 
Para isso vamos utilizar o axioma
(A ® Id)R  =  R 1 3R23
Ou em componebtes
^  ^S{ ® Sj ® t{Lj — ^   ^ í^(i) ® *^(2) ® (*0 
Vamos agora aplicar (e <2> Id  /ei) em (I)
(e <8> /d  ® 7d )(^ S j(i) <g> Si(2) ® U) =  ^ e (s i(i))s í(2) ® U =
— ^  ^Sj ® ti
Por outro lado,
(e ® Id ® Id)Çy'j Si ® s_j ® Utj) =  e(si)sj ® =
=  Sj ® (£(si)ti)tj
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Então
^  ^ S j ®  tj ^  Sj  ®  ( £ ( S j ) í j ) í j
Logo
5^e(«i)íi =  1
Paxa a outra parte do item (i), devemos usar, (Id  ® I d ® e )  e o axioma (i) da 
definição.
(ii) Queremos provar que
( S ® I d ) R  =  R~1
Usaremos o axioma
(A ® Id)R  =  i?i3Í?23
Vamos aplicar (fi® Id)(S  ® Id ®  Id) nos dois lados do axioma acima.
Por um lado temos que:
( /i® Id)(S  ® Id®  Id)(A ® Id)R =  (e ® Id)R =  1
Por outro lado,
(n ® Id) (S  ® Id ®  Id) Si ® Sj ® Utj) =  ^  S(si)sj ® Utj =
=  ^S(sj) ® *,)(>  ^Sj ® tj) =
=  ((S ® I d ) R ) R
Portanto
( ( S®Id ) R) R  =  1 ® 1
Então
(,S ® Id)R =  R -1
Para a outra parte do item (ii), devemos notar quem é (A ® Id)R~1. Sabemos 
que RR~l =  1 ® 1. Portanto
1 ® 1 ® 1  =  (A ®Id)(RR~1) =  
=  (A ® Id)(R)(A ® Id)(R~~1) =  
= Rn R23(A ® Id )R ~ l
Assim
(A ® Id )R -1 =  R £ R [£
Da mesma forma provamos que
(Id ® A)i? _1 =  R ^ R ri (II)
Vamos aplicar (Id ® n)(Id ® Id ®  S) nos dois lado de (II). Antes denotaremos:
R -1 =  y 'otj® A
Use tambcm o fato que (ld®e)R~ 1 =  1. Aplicando no lado esquerdo, obtemos: 
(Id ® /i)(Id ® I d ®  S)(Id  ® A )ü _1 =  (Id  ® e)R~1 =  1
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No lado direito
( I d ® n ) ( I d ® I d ® S ) R [ j R £  =  ( I d ® n ) ( I d ® I d ® S ) R í £ ( I d ® I d ® S ) R í £  =
=  ( I d ® t i ) ( R - 1 ® S ( l ) ) ( $ 2 ( x i ® l ® S ( l 3 i ) )  =
=  R -1(Id ® S )R ~ 1 =  1 ® 1
Logo
( l d ® S ) R  1 =  R
(iii)
(S ® S)R  =  (Id ® S ) ( S ®  Id)R =  (Id ® S)R~1 =  R
m
Proposição B .l  Se (H,R) é uma álgebra de Hopf quasi-triangular, então (H, crR~x) 
também o é.
Demonstração: Vamos denominar R =  crRr1. Temos de provar que:
(i) (A <8) Id)R =  i?i3 • Ü23
(ii) (Id ® A)R  =  Rrò ■ R n
(iii) A°P(a) =  R A (a)TT1
Vamos provar o item (ii), pois o item (i) é análogo.
(ii) R =  ai■ Vamos utilizar a seguinte relação:
(A ® Id )R rl =  R ^iRíi =*► ^  cti(i) ® ai(2 ) ® Pi =  ^ 2  ai 
Portanto temos que:
(Id ® A )R =  (Id ® A ) ( ^  & ® Oíi) =  ^ 2  Pi ® ü!i(i) ® «1(2) =
= 0-120"23(53 “Kl) ® “*(2) ® Pi) =
= ^12^23(y  ^OLj ®OCi® pip j) = Y 2  P iPi ® a i  ® a i =
— ( ^ 2  P i®  1 ® ® a3 ® 1) =  ^13 ' #12
(iii) Já que (H , R) c uma estrutura quasi triangular, temos que:
R~1Aop(a) =  A (a)R~1
Portanto
RA(a) =  C £ P i  ® ai)(% 2aW ® a(2)) =  ^ 2 ^ aW ® a ifl(2) =
=  a(R~1A op(a)) =  a(A (a)R _1) =  ^ 2 a(?)Pi ® 0(1)0!* =
= ( ^  a (2) ® a (i))(^ 2& ® “ *) =
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Para o item (i) devemos usar o fato de que:
(id  <g> A ) / ? - 1  =  R í£R t£
m
Lem a B .2  São equivalentes as seguintes afirmações sobre (H, /i, A, e, r), S ) álgebra de 
Hopf
(i) S 2 =  IdH 
(ü) E 5 (i(2 )h i) = e(a:)l
(iii) Y l x (2)S(x(i)) =  e(x)l  
Demonstração:
(i) =» (ii)
Y , S ( x í2))xm =  S \ Y ,  S(x{2))x{1)) =  s ( £ , s ( x m ) s 2(xm )) =
=  S ( ^ 2 S { x m ) x p ) )  =  S (e (z )l)  = £ (x )S (l )  =  e (i)1
(■ii) =*• (*)
S2(z) =  e(ar(i))a:(2)) =  =  J 2 x {1)S (x {2))S 2(x(3)) =  
= ^ x {1)S(S(x(3))x{2)) = 5^ x(1)S(ê(x(2))1) = 53*(i)e(®(2)) = x
Para provar que (i) =$• (iii) e (iii) =>■ (i) faz-se de maneira análoga como nos itens 
anteriores.
Proposição B .2  As relações abaixo são satisfeitas pela estrutura quuase triangular 
dual.
(i) r(a  <g> 1 ) =  r (l  <g> a) =  e(a)
(ii) r (S  <8> Id) =  f  
F(Id (g) 5 )  =  r  
r (S  <S> S) — r
Demonstração:
(i) r(a  <2> 1 ) =  X M a(i)£(a(2)) ® 1 ) -  r (a(i) ® !M a(2) ® ® 1 ) =  X M °(i) ®
l)r (a (2) ® 1) =  e(a)
Análogo para r (l  <g> a)
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(ii) Temos que: r(S®Id)*r(a®b) =  J 2 r (^(a(i))®fyi)Ma(2)®&(2)) =  ^ r (‘^ (a (i))a(2)® 
b) =  rÇ$2 (S(a(i))a(2) ® b) =  r(e(a) ® 6) =  e(a)r( 1  ® b) =  e(a)e(b)
Assim r(Sl 0  /d) =  r
Para o próximo, basta notar que: f(/i ® Id) — f 23 * F13 e assim provamos a 
segunda equação do item (ii) de maneira análoga como anteriormente. Para a 
última equação do item (ii) temos: 
r (S  ® S) =  r (S  ® Id)(Id  ® S) =  r(Id  ® 5 ) =  r
■
Lem a B .3  aplicação
( O " 1 =  : W ® V  — > V ® W  
é inversa à direita e à esquerda de Cf*w 
Demonstração: R~laaR(v ® w) =  R~lR(v ®w) =  v® w  
Da mesma forma temos que
oRR~lo{w ® v ) =  a( 1 ® l ) (f  ® w) =  a(v ® w) =  w ® v
■
Proposição B .3  C„w é um isomorfismo de H-módulos.
demonstração: Pelo lema anterior temos que C^w é bijetora. Falta apenas provar que 
C„w é homomorfismo de //-módulos, isto é,
C v , w i . a  > ( v  ® W ) )  = a l >  ( C v , w ( V ® w))
De fato,
c v,w(a  > ( v ®  tu)) = C *w(A (a )(v  ® w )) =  ai?,( J ^ ( a (i) > v) ® (o(2) > tu)) =
=  y,(Ua{2) >w)® (Sja(i) t> t’) =  ^ ( a ( ! ) í j  t> w) ®  (fl(2)Sj > « )  =
=  A(a)C^2(tj t> w) ® (sj o  í;)) =  a > ( ^ ( t j  > w) ® (sj >  v)) =  a >  (C ^ (u  ® iu))
■
Proposição B .4  CyW é isomorfismo de H-coniódulos à esquerda
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Demonstração: Para mostrar que CyW é um homomorfísmo de H-comódulos devemos 
verificar a veracidade da seguinte igualdade:
S ^ y ( c r tW(v 0  w)) =  ( Id® C rviW)6v®w(v ® w)
De fato,
sw®V(^ 2  r(wW ® vW)wV> ® u(2)) =  r (uj(1) ® ií(1))w(2)(1)v(a)(1)’ ® ™(2)(2) ® «(2)(2) =
=  ® t/^(l))w^(2)í^(2) ® ® =
=  ^ ^ 1\l)U^ 1V )r (U’(1)(2) ® ^ ( 2 ) )  ® ® V® =
— 'y ' v ^ w ^ r(w ^ ^  ® ® ® =
=  (Id  ® Cv,w) ® ® u /2^  =
=  (I d ® C Tv>w)ôv®w{v® w )
Na segunda e quarta igualdades foi usado o axioma de comódulo, já na terceira igual­
dade usamos o axioma (ii) da matriz r  dual.
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Apêndice C
Módulos sobre a Álgebra Universal 
Envolvente U ( s l ( 2))
Seja g uma álgebra de Lie. Uma representação de g em V  é uma aplicação linear
p : g -----* End(V)
x  i-----► p(x) : V -----► V
tal que
p([x M )  =  [p{x)->p{y)\ =  P(x)p(y) ~ p(y)p(x)
Seja p : g -----► End(V) uma representação de 0 então V  é um £/(0)-módulo:
> :  t/(0)<g>F ------ V
X ® V  I------► p ( x ) v  =  X >  V
Então
[ x , y]>v  =  p { [ x , y ] ) > v -
=  (p(z)p(y) - p(y)p(x)) > v  =
=  p{x){y >  v) -  p(y)(x >  v) =
=  x  D> (y  t> v ) — y  t> { x  t> v)
Portanto Módulos em U(g) nos levam a uma representação de 0 e vice-versa.
Estamos interessados em uma algebra de Lie mais específica, chamada de sl(2), 
que consiste no conjunto das matrizes de traço zero. O comutador desta algebra de 
Lie é dado por
[ , ] : sl(2) x sl{2) -----► sl{2)
(A, B) i------ A B - B A
A álgebra, universal envolvente associada a sl(2) é denotada por U(sl(2)) e é gerado 
por três elementos, X +, A\ e H , onde
[H, X+] =  ±2X ±
[X+, X . \ = H
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Exem plo C .l  Uma realização em termos de matrizes 2 x 2 é dada por
X _ = ff =
Demosntração: Verifica-se facilmente que as relações de comutação são satisfeitas.
Observação C .l  sl(2) e a álgebra de Lie de SL (2). 
Lem a C .l  As seguintes relações valem em U(sl(2))
(i) x pH q =  {h -  2Py x p+
(a) x ph « =  (H  +  2Py x p_
(ni) [X+, X p] =  PX p- \ H - p  +  l ) = p { H  +  p -  l ) X r *
(iv) [ XI , X . )  =  pXp~\H +  p - i ) = p ( H ~ p +  l ) X r x
X P+1H  =  X +X PH  =  X +{H -  2p)Xp =
=  X + ffX * -  2pX?+1 =  (ff -  2)X*+1 -  2pX++1 =  
=  (ff -  2 -  2p)X£+1 =  (ff -  2(p +  1))X£+1
Finalmente suponha que X p H q =  (ff — 2p)qX p, logo
X \Hq+1 =  X +H qH  =  (ff -  2p)qX pH  =
=  (ff -  2p)q(H  -  2p)X£ =  (ff -  2p)9+1X £
Demonstração:
(i) Tome g =  1 e fazemos indução sobre p.
p =  1, então
X +ff =  X +ff -  f fX + +  ffX+ =  [X+> ff] +  HX+ =  
=  -2 X +  +  HX+  =  (ff -  2)X+
Agora suponha que X P H  =  (ff — 2p)Xp_, portanto
(ii) Análogo ao item anterior.
(iii) Primeiramente note que
[yl, BC] =  B[A, C] +  [A, B]C
Faremos indução sobre p.
p =  1, então
[X+,X_] =  ff =  l X i -^ f f  - 1  +  1)
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Agora suponha que [X H X t] =  pXp 1(H — p +  1), portanto
[ X ^ X ? 1] =  [X+tX*_XJ) =  [X+,X ? ]X - + X l[X + ,X - ]  =
=  pXp_~l{ H - p + \ ) X -  +  X p_H  =
=  pXp_-l( H - 2 - p  +  l ) + X p_H  =
=  (p +  1)XPH  — pX p(p +  1) =
-  (p + i)xí(ff-p)
(iv) Use o fato que
[AB, C]=A[B, C\ +  [A,C]B 
Assim a prova é análoga ao item anterior.
Vamos a partir de agora considerar o módulos sobre U(sl(2)) de dimensão finita. 
Definição C .l  v E V  e vetor de peso X se
Hv =  Xv
e é vetor de peso máximo com peso X se é vetor de peso X e
X +v =  0
Proposição C .l  Todo V sobre C de dimensão finita tem vetor de peso máximo
Demonstração: C é algebricamente fechado, isto é, tem raízes em C.
Então existe a s C e t o e F  tal que Hw =  aw
Se X +w —0, o resultado está obtido.
Se X+w 7^  0, tome a sequência de vetox'es {X^u’}p>o. Então temos 
HX\w =  X P(H +  2p)w =  (a  +  2p)Xp+w 
isto é, X+w ê autovetor de II .
Assim {X plw}p>() é sequência de autovetores de H  com autovalores distintos. Como
V  tem dimensão finita, então existe no máximo dimV autovalores distintos, então 
existe n E N tal que X+w / O e  X++1 =  0. Assim v =  X+w ê vetor de peso máximo 
com peso A =  a  +  2n.
Seja v E V, V  de dimensão finita, v vetor de peso máximo A e seja também a 
sequência
vp =  — X ív  p !
Lem a C .2 As seguintes relações são verdadeiras
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(i) H'Vp — (A 2p)'Vp
(ii) X +vp =  ( \ - p  +  l)vp-i
(iii) X -vp =  (p +  l)vp+l
Demonstração:
(i)
(ü)
Hvp =  - lH X p_v =  —tX p ( H - 2 p ) v  
p\ p !
=  ^ 7  X - ( X ~ 2P ) V =  ( X - 2P )VP
X +vp =  1 - X +X»v  =  — X+X»v  +  XÍX+v -  X p_X +v p ! p !
=  j - x pf+, X I  ]« =  - p + \ ) v  =
=  (A -  p +  1 )vp-
(iii)
^  =  b x - ' v = { p + x ) w h v x - l v =
= (p + l)u p+j
Teorema C .l  Seja V  um U(sl(2))-módulo de dimensão finita gerado por v de peso 
máximo com peso A e
Vp =  — X ív  p !
Então
(i) diviV =  A +  1 e X =  n vn+k =  0. k > 1
(ii) {i>o =  w, Vi,..., ?>„} base de V.
(iii) H  é diagonalizável, com autovalores {n , n — 2, n — 4 , n — 2n — n}
(iv) v1 vetor de peso máximo em V  é múltiplo de v.
(v) V  é simples.
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Reciprocamente, se V  é de dimensão finita e simples, então V  é gerado por vetor de 
peso máximo. Dois módulos V e V '  gerados por vetor de peso máximo com mesmo 
peso X são isomorfos.
Demonstração:
(i) e (ii) {iip} é uma sequência de autovetores de H , com autovalores distintos. Assim 
existe n €  N tal que vn ^  0 e nn+1 =  0. Agora,
(•n +  k)\ (n +  A;)! (n +  l ) T
( n + I ) k - ^ + 1 = o(n +  k) !
Sabemos que {?;0, •••, vn} são os autovetores de H  com autovalores distintos, co­
mo dét(H — XI) tem no máximo dimV  raízes, segue que n +  1 < dimV
Note que,
0 =  X +vn+x -  (A — (n +  1) +  l)vn =  (A -  n)vn 
Como vn ^  0, segue que A — n
Temos que {vp\ são autovetores de H  com autovalores Xp = X — 2p, onde 
À p /À , ,  p yí q e Xp ^  0. Considere que
a 0v0 +  0£\V\ +  ... +  anvn =  0
Queremos provar que at =  0, i =  0, ...,n. Usaremos indução sobre n.
n =  0, então H (a0wo) =  0 e portanto «oAo^ o =  0, como Ao^ o ^  0 segue que 
«o =  0
n =  1, então H{ot o?;o +  (*1 1^ ) =  0 e  portanto
QO-^ 0W0 +  CÜlAiWx =  0
Por outro lado, temos que
ot0X0vQ +  QiiAoüi =  0 
Subtraindo uma equação da outra, obtemos
c*i(Ai — Ao) =  0
Como Aj 7^  A0 e Di 7  ^0, segue que oli =  0. Logo a 0t’o =  0, então a0 =  0. 
Suponha que
®OVO +  +  ® n—l v n - l  =  0 )  ^  a 0 =  ■■■ =  & n —l  =  0
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Seja
ft0 ’^0 +  ••• +  «n-l^n-l +  otnvn =  0 (C.l)
Aplicando H  em (2.1), obtemos
+ ••• + G!n_iA„_it’n_i + &n r^ivn = 0
Por outro lado, se multiplicarmos An em (C.l)
«oAn^o +  ... +  ctn-i\nvn-\ +  a nXnvn =  0 
Subtraindo as duas útimas equações obtemos que
^(Ao — An)üo + ... + íln-^An-i — An)ün_x = 0
Então
ai(Ai An) 0
Logo at =  0 para i =  1,..., n — 1. Portanto anvn =  0 e finalmente otn =  0
Assim { t ’o ,.... vn} é base em V, e deste modo chegamos a conclusão que dimV =  
n  +  1
(iii) Como Hvp =  (n — 2p)vp com p =  0...., n, vê-se facilmente que II ê uma matriz 
diagonal formada pelos autovalores {n, n — 2,..., n — 2n =  —n}
I
(iv) Seja v' vetor de peso máximo em V, isto é,
Hv' =  otv'
Então v' =  kviin, onde k é uma constante.
Como X +v' =  0, segue que i — 0, isto é, v' =  kv.
(v) V' Ç V, V’ de dimensão finita. Então existe v' vetor de peso máximo em V', 
mas v' é de peso máximo em V. Então v' =  kv. Assim V' é gerado por v e 
portanto V  Ç V'. Logo V =  V'
Para a recíproca, tome V  simples de dimensão finita, então existe d /  0 de peso 
máximo em V. Seja V' Ç V  gerado por v.
Mas como V  c simples c V' /  0, segue que V' =  V, então V  ó gerado por v.
Como V  e V' são gerados por v, vetor de peso máximo com peso A, segue que 
dirnV =  dimV' — n +  1. Logo
V =  V'
Veremos a seguir um resultado mais geral, válido para uma algebra de Lie g 
qualquer.
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Demosntração:(=$-) Suponha que A é um U(g) módulo álgebra, isto é,
z > ( a ò )  =  y^(a:(i) > a)(.T(2) > b) =
=  fj,(O ® > ) ( / d ®  a ® Id)(S ® Id ®  Id)(x ® a ® b )
e
x  D> 1 = e ( x ) l
Lembre-se que em U(q), A(X)  =  X ® 1  +  1 ® X
Assim
x t> (ab) =  fi(t> ® [>)(Id® a ® Id)(A ® I d ®  Id)(x ® a®b)  =
=  f i ( > ® > ) ( I d ® a ® I d ) ( ( X ® l  +  l ® X ) ® a ® b )  =
=  /i(l> ® > )(Id  ® a ® Id)(X  ®l<gia(8)6+l<8)X®a<2>6) =
=  /-í(l> <8> > )p f  ® a ® 1 ® b +  1 ® a ® X  ® b) =
=  fj,(X > a ® l > b + l [ > a ® X > b )  =
=  (X  >  a)b +  a(X >  b)
Portanto X  é uma derivação.
Deste fato segue que
0 =  £(X)1  =  A > l  =  A ' t > M )  =
=  (X  >  1)1 +  1(-Y t> 1)
T eorem a C .2 Seja A um U(o)-módulo. então A é um U(q) módulo álgebra se e
somente se para todo X  €  g g U(q) age em A como derivação.
E portanto À' t> 1 =  0 
(^=) Defina
Note que qlx é derivação,pois
a x  '• A -----► A
a |-----► X  í> a
a x  (ab) =  X  t> (ab) — (X  > a)b +  a(X  [>£>) =  
= ax (a)b +  aax (b)
Agora
X  t> (ab) = ax (ab ) = ax (a )b  + aax (b ) =
= (Ar |> a)b + a(X  > b) =
=  /<(t> ® >)(Id ® a ® Id)(A ® l d ®  Id)(x ® a ® b )
Temos também que
ax (l) = X t > l  = 0  = e(X)l
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Então A é U(q) módulo álgebra pois U(q) é gerado por g.
Teorema C .3 Defina a ação de U(sl(2)) em k[x,y] =  k{x ,y} / (xy  — yx) como:r\
X + > P ( x , y )  =  x — P  dy
X ^ > P ( x , y )  =  y ^ -P
H > P ^ y ) = x± P - y ^ - P
Com isto k[x,y] é módulo álgebra sobre U(sl(2))
Demonstração: Primeiramente vamos mostrar que k[x, y] é um U(sl(2)) módulo, isto 
é,
[H,X±]P =  ± 2 X ±P  
[X+, X_]P =  H P
De fato,
[H,X+\P =  H X + P - X +H P  =
-  4 p + *2Â , p ^ p -* 'ê~ *p + 4 p + * 4 p
=  x ~ P  +  x ^ -P  =  2 x -^ -P ^ 2 X +P  
dy dy dy
Idem para [TI, X J]P .
Agora
[ x + , x 4 P  =  x + x - p - x - x + p  =  
d d , d d 
= x ã i (yB Í p ) - ' J g i l% p)
d d2 d d2 
=  x ã~p + xy~x~^~p  ~  y*~p  ~ yx *~^~p  =dx dydx dy dxdy
d d =  x — p - y _ p  =  ffp
dx dy
Vamos mostrar que as ações são derivações. De fato,
X +(PQ) =  x§^(PQ) =
d d =  (x— P)Q +  x P — Q =  
dy dy
=  (X+P)Q +  P (X +Q)
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Idem para X_.
Da mesma forma temos
H(PQ)  = XÈ . ( P Q ) - y ^ - ( P Q )  =
=  ^ í P)Q + xPl Q- {víyP)Q- vPl i Q =
-  ^ í p - 4 » ® +p(4 * Q- « i ® =
=  (HP)Q -  P(H Q )
Portanto pelo teorema (C.2) , segue que k[x, y\ ê U(sl(2)) módulo álgebra.
Exem plo C .2 O subespaço V =  k[x,y]n = <  xn, xn 1y,xn 2y2, ..., yn > é um módulo 
de peso máximo n e v =  xn é vetor de peso máximo de peso n.
Demosntração:
Õ d H xn =  x - x n - y — xn ox oy
=  xnxn~l =  nxn
Além disso
X +xn =  x ^ -x n =  x  • 0 =  0 
dy
p~!X ~V ~  p í ( vé )  X“ =
* (n — 1) ■ ... • (n — p +  l)x n~p =
P •
r» 1
----- — ------iPxn~v =
p !(n — p) ! 
'n
kP
ypxn"v
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Apêndice D 
A Construção FRT(Faddeev - 
Reshetikhin - Takhtajan)
Teorem a D .l  SejaV um espaço vetorial de dimensão finita e c  : V ® V  — ► V® V um 
isomorfismo. Então existe uma biálgebra A(c) e uma aplicação Sy : V  — > A(c) ® V  
tal que:
(i) (V, <V) é um A(c)-comódulo à esquerda.
(ii) c : V  ® V  — y V  ® V é morfismo de comódulo.
(Ui) Se A' é uma outra biálgebra coagindo em V  por 5'v tal que (ii) é satisfeito, então 
existe um único morfismo de biálgebra cj) tal que o diagrama
V
comute.
A(c) é única a menos de isomorfismo.
Demonstração'. Vamos primeiramente analisar o morfismo c
c ( V i ® Vj ) = c f j V k  ® Vi
onde c base dc V.
Seja i,...,« a álgebra livre gerada pelos Tt e seja o ideal bilateral I(c) C &{T/}
gerado pelos elementos
ç t . r n n  __ \  '  ç j k l r j i r j i r p n  __r p k r p l  ç j n n
Z J  /  j  2 J  k l  i  k l
kl
Definimos
A{<-) = k { T} / I ( c )
116
Lem a D .l A(c) possui estrutura de biálgebra com
a(7?) =  E 7Í ® t *
k
eiTÍ) =  S{
Demonstração Lema: A(c) c uma coálgcbra. Dc fato, basta mostrarmos os axiomas 
de coassociatividade e counidade.
k,l k,l 
=  (A 0  Id)(%2 Tl ® T*) =  (A ® /d)A (T/)
Tambcm
( e®Id)A(TÍ )  =  ( e ® I d ) ( £ T ? ® T Í )  =
k
= E  % - n = T!=u(Ti)
k
Vamos mostrar agora que A é um morfismo de álgebra:
A (7fzt) -  Y l T? TZ ® T™Tn =
m,n
=  ( E ^ ^ h E 2* ® 1^
m n
=  A (7?)A (7Í)
e também é um morfismo de álgebra.
e(T>Tt)=6ÍS{=s(T>)E(Tl)
Assim provamos que A;{T} possui estrutura de biálgebra. Para provarmos que A(c) 
herda a estrutura de biálgebra de k {T } , devemos provar que
e(I(c)) =  0
c tambcm
A(I(c)) Ç I(c) ® k{ T}  +  k{ T}  ® /(c)
Primeiramente vamos provar o seguinte isomorfismo'
c ® c/(c ® 7 +  7 ® c) =  c/7 ® e/7
Sabemos que
c/7 = {a; + /; x G c}
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Então
c / I  ® c /J  =  {(z  +  I) ® (y +  I) =  X ® y +  I ®  y +  x ® I  +  I  ® 1}
— { x  ® y  +  c ®  I  +  I  ® c} — c ®  c/(c  ® I  +  I  ® c)
pois temos um diagrama comutativo, isto é,
k{T) *{r} a  k{T}
7T 7T
onde
Agora,
Mc)
A(c) ® A(c) 2Ê -
A(c) ® A(c) 
k { T } ® k{T}
k { T}  ® I(c) +  I(c) ® Â:{r}
< C T )  =  ^ ( E 4 ' Tï ï n - W )  =  
kl
ran
ij C™n = 0
Do mesmo modo temos
A (C%n) =  A ( £ l ‘$ T ? T ? -T ? T j< % ')  =  
kl
=  Y 1  (}P t Ti ® ® TPT1C™  =
+  T f  7 j  ®  c%nT ™ T ” -  T f T f  0  T * T ‘c™n =
Agora trocamos p <-> k e q <-> l no último termo da equação acima e obtemos
A (q n  = YL(52cvt£t? - T-T‘idu)®T?'r! +
ptq k,l
+  £  ® ( £  ^ 7T 'C  -  W C )  =
M  }>,g
Novamente troque p *-> k, e q *-+ l e obtemos
A(C™1) =  Y J Ciú ® r v TZ +  Ti Tl ® Cm e
PM
e I ( c ) ® k { T }  +  k { T } ® I { c )
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Assim terminamos a demonstração do lema
Voltemos a demonstração do teorema. Defina
St : V
'th t-
(i) Vamos mostrar que (V, §i) é um comódulo à esquerda. De fato,
(Id ®  âi)Si(vi) = (.Td® ^ ) ( y  Tf ® ^j) =
=  Y . Ti ® Y , Ti ® vk =  Y , Ti ® Ti ® v« =  
j  k  j , k
k  j  k  
=  (A ®Id)5i(vi)
Também
(e ® Id)8i(vi) =  (e ® I d ) ( ^ T f  ® u,-) =
j
=  Y l siví =  vi 
j
(ii) C é morfismo de comódulo, onde c : V ® V  — > V  ® V
Primeiramente vamos fazer um diagrama da estrutura de comódulo em V  ® V
Sl ®ôl
£V®V
A(c) ® V  ® ^4(c) ®
/d ® 0"23 ® /d
^(c) ® K ® V i" ® 7 - g y  A(c) ® A{c) ® V ® V  
Podemos verificar facilmente que (V  ® V, õ ^ v ) tem estrutura de comódulo.
Verificaremos agora como atua em um elemento de V  ® V.
ây®v (vi ® vj) =  (/< ® Id)a23(Si ® á;)(?)i ® üj) =
=  (/.< ® Id)a23(^ 2  Ti ® Ufc.® Tj ® vt) =
k , l
= (// ® /d) ( ]T  Trk ® ® Wfc ® Wí) =
fe,í
J 2 1t Tj ® Vk ® Vl
k , l
(D.l)
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Finalmente mostraremos que c é um morfismo de comódulo, isto é,
S ^ v o c =  ( Id®c )S™v
Por um lado temos que
(5™v oc)( ViSVj) =  =
k,l
=  c?j TZlT ? ® v m ® vn (D.2)
Por outro lado
(.I d ® c )5^®v (Vi ®Vj) =  (Id ® c ) TtkT- ® v k ®vt) =
k,i
=  Y 1  T? Tl3CT ® V m ® V n (D.3)
k,l,m,n
Para provar que (D.2) é igual a (D.3), devemos verificar a seguinte igualdade
klrpmrpn _ rpkrpl rnncijl k 1l — 1i 1j ckl
Mas note que
^ r r T n _  j f T l ^ n  = c kle  /(c)
Então em A{c), a igualdade é verdadeira, e portanto (D.2) =  (D.3)
(iii) Seja A! uma biálgebra e 5' : V  — > A' <S> V  tal que (V, ô') é A' comódulo e 
c : V  ® V  — > V  ® V  é morfismo de comódulo. Seja
s ' ( ví ) = y ^ u j ® V j
onde {Uj} são os geradores de A'
Devido ao fato de V  scr comódulo, tcm-sc:
A (uí) =  Y l  ui ® =  sí
O fato de c ser morfismo de comódulo nos força a ter que
4 * «  -  =  0
Agora seja
4>: A{c) ------ A'
V  >— -*
(j> é morfismo de biálgebra, isto é,
((f)® ó )o A  = Aocj)
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( ^ ® * ) o a ( t / )  =  (<f>®4>)(Y^Tï ® Ti)  =  T , u'!® ui =
k k
=  A K )  =  A(^(3V))
Da mesma forma,
=  £ ( u | ) = 5 f = e(3V)
A seguir mostraremos que
(4> ® Id)8y = ây
De fato,
(4> ® Id)5v(vi) =  (<^><8>
j
= Y lUi®Vj = Sv(Vi) 
j
Por outro lado, a afirmação que (VA <g> Id)5v — S'v nos força a termos q 
<j>{T?) =  uj, ou seja, <fi é único.
Para finalizar, devemos mostrar que A(c) é único.
Vamos supor que existam A{c) e B (c) que satisfaçam (i), (ii) e (iii). Defina
Ai : V  — » B(c) ® F
e
S r-V  — ► A{c) ® V  
e considere os seguintes diagramas:
Pelo item (iii), existe único i/j e (/> tal que o diagrama comute.
Além disso
A; =  ((f> ® Id)8i =  ((f) ® /á)(i/> ® Id)Ai —
=  {4> o ip ® Id)Ai
Então <f> o =  IdD{c).
Da mesma forma,
5i — (ip <g> Id)Ai — ('ip ® Id) (4>® Id)5i =
— {'ijj o(f)® Id)Si
Então '4> o (f) =  IdA(c).
Logo =  (/)“’ e portanto B(c) =  A (c)
■
Para finalizar este apêndice, vamos relacionar o morfismo c com a equação de Yang- 
Baxter.
Teorem a D .2 Assuma que c satisfaz a equação de Yang-Baxter, isto é,
(c ® Id)(Id  ® e)(c ® Id) =  (id <S> c)(c <S> Id)(Id  ® c)
Então A(c) possui estrutura quasi-triangular dual
r : A(c) <8> A(c) — ► k
tal que Cy@v =  c
Demonstração: Seja r ( 7 f  <g> 21]) =  í \^ Lembre-se que
C v w (w ® w) =  ^ 2  r (w^  ® v ^ )w ^  ® v^
Se r estiver definido em todo A(c) ® A(c) então:
si(vò  =  X ] T* ® ví =  "52 ® vi2) 
j  i
Assim
CTv m  (ví ® Wj) =  r (TÍ ® ® vk =
=  Y 2  ctivi ® Vk =  ® ui)
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Apêndice E  
Cálculo no Plano Quântico
Mostraremos neste apêndice alguns cálculos clássicos, mas com respeito ao plano 
quântico, como o binômio de newton e a derivada de uma função qualquer.
E .l  Binômio de Newton
Vamos mostrar que
'n
i=o
(* +  í/)n =  Z ) ( J  xjyn~j (E-1)
onde
n\ _  [n]!
j ) ,  ~  W l'1 -  j]!
(E.2)
onde
[n]! =  [ 1 ] . > ] ,  [0]! =  1 , W  =
y y
A fórmula que aparecc em (E.2) c conhecida como os cocficicntcs binomiais dc 
Gauss.
Antes de provarmos o queremos, vamos provar uma outra afirmação:
Lem a E .l
n\ (n  — 1\ „ (n  — 1
Demonstração:
=  [ n - l ] !  , [n — 1]!
V í - V ,  V í ), [ Í - 1 ]I[»-J]I t f f l» -  1 -  J)!
[ " -  1]! (  1 \ =  
l í - l ] l [ n - j - l ] ! ^ [ n - j ]  +  g y
[” ~ 11! /  [j] + ^ [ n - j ] \ 
[ j - l ] ! [ n - j - l ] ! ^  [n-j]\j]  )
Podemos agora demosntrar a equação (E .l), e faremos isso por indução sobre n.
Suponhamos que vale para n e vamos provar que vale para n +  1.
n — 1
Fazendo j  =  p  — 1, obtemos:
(x +  y)n(x +  y) =  ^  xn+1 +  Ê  (p  ”  j )  Qn~P+13?yn~P+1 +
V *'-
n +  
n +
7 1+ 1 n +  1 
P;>=0
Como queríamos demonstrar.
Assuma agora que q2n =  1, isto é, q2 é raiz primitiva da unidade de grau maior 
que n. Neste caso tem-se que
(x +  y)n = x n +  yn
De fato,
n 1n y
{x +  y)n =  ) * V -i  =
n-l
+ E  (J J xjyn~j +yn
Mas lembre-se que
n\ [n][n — l]...[n — j  +  l]
\n\ =
Portanto
3 j q [?]-[l]
qn -  q~n _  <T  ^ _  /  q2n -  1 
q — q_1 Q-1 l ç2 — 1
(x +  y)n =  xn +  yn
0
E .2 Operadores Diferenciais
Vamos as seguir mostrar como derivamos uma função qualquer na reta quântica.
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Defina dq : A =  fcfavr-1] — > A por
df =  dxdqf
Seja a : A — > k um automorfismo tal que, a(x) =  q2x. Então
fd x  =  dxa(f)
tal que
dq(fg)  =  dqU)g +  °(f)dq(9)
Vamos agora encontrar uma fórmula para a derivada de uma função qualquer no plano 
quântico.
Temos que
df — dxdqf
Portanto
dx =  dxdq(x)
Logo
dq(x) =  1
Também temos que
dg( 1) =  9 ( l - l ) = ô í ( l ) l  +  a ( l )ô ,( l )  =
-  Ô,(l) +  Ô,(l)
Então ôg(l)  =  0.
Agora note que
d g ( x f ( x ) )  =  d q ( x ) f ( x )  +  a ( x ) d q ( f ( x ) )  =
=  1 f ( x ) + x q 2dg(f(x))  (E.3)
Da mesma forma temos que
9g{f{x)x) =  õq{f{x))x +  ,f{xq2) 1 (E.4)
Subtraindo (E.3) de (E.4) obtemos
0 =  f (x)  +  xq2dq(.f(x)) -  dq(f(x))x -  f  (xq2)
Assim
f (x)  -  f (xq2) =  (xq2 -  x)dq(f(x))
Logo
« ( . ) )  = â í 4 z l Mxq2 — x
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