Abstract. We study a polyhedron with n vertices of fixed volume having minimum surface area. Completing the proof of Toth [3] , we show that all faces of a minimum polyhedron are triangles, and further prove that a minimum polyhedron does not allow deformation of a single vertex. We also present possible minimum shapes for n ≤ 12, some of them are quite unexpected, in particular n = 8.
Properties of minimum n-hedron
Let X be a closed set in R d . Denote by V d (X) the d-dimensional Lebesgue measure of X and by A d (X) the d − 1 dimensional Lebesgue measure of ∂(X). For a non-empty set A in R d , we denote by ∆(A) the convex hull of A. A convex body in R d is a compact convex set with a non-empty interior. For a convex body X, we recall the isoperimetric inequality:
where B d is the d-dimensional unit ball (c.f. [8] ). The equality is attained only when X is a d-dimensional ball. Note that if X is a planar convex set, then in the plain language, V 2 (X) is the area and A 2 (X) is the perimeter of X.
Let n ≥ 4. We are interested in minimizing A 3 (X)/V 3 (X) 2/3 among all polyhedron X with n vertices. Clearly we may assume that X is convex. Denote by ∆ n = ∆(p 1 , . . . , p n ) the convex hull of n points p 1 , p 2 , . . . , p n ∈ R 3 . We say ∆ n is non-degenerate if V d (∆ n ) > 0. Therefore our problem is to minimize A 3 (∆ n )/V 3 (∆ n ) 2/3 among all non-degenerate convex hull ∆ n 's of n points in R 3 . We are of course interested in the shape ∆ n which attains its minimum as well. Clearly A 3 (∆ n )/V 3 (∆ n ) 2/3 is invariant under similitudes, our problem is equivalent to finding the minimum A 3 (∆ n ) under V 3 (∆ n ) = 1. Thus our problem is a discrete variant of the isoperimetric inequality (1), i.e., a discrete 'minimum surface'. For a similar minimization problem with a given number of faces, we can find have several references. Lindelöf [6] and Minkowski [7] proved in different intriguing ways that the minimum polyghedron must be circumscribed about a sphere, and Toth [4] proved that the minimum is attained when the number of faces are 4,6 and 8 by the regular tetrahedron, cube and dodecahedron, respectively. Note that minimization with a given number of vertices is a totally different and more difficult problem, e.g., the cube is not a solution for n = 8 (see Theorem 2 and 12). We collect basic properties of this problem in this article, and present some conjectures on the minimum shapes for n ≤ 12.
Lemma 1. Let Y be a planar polygon in R 3 and g : R 3 → R 2 be an orthogonal projection to some plane (for e.g., the one along z-axis to xy-plane). Then we have V 2 (g(Y )) ≤ V 2 (Y ) and A 2 (g(Y )) ≤ A 2 (Y ).
Proof. This is clear from the property g(x) − g(y) ≤ x − y for any x, y. Proposition 1. For a fixed integer n ≥ 4, the minimum of A 3 (∆ n )/V 3 (∆ n ) 2/3 exists where ∆ n varies among non-degenerate convex hulls of n points in R 3 .
Proof. Let R be the diameter of ∆(p 1 , . . . , p n ) attained by p 1 − p 2 = R. Let S be the plane passing p 1 which is orthogonal to the segment [p 1 , p 2 ] and g be the orthogonal projection to S. Then g(∆ n ) is a convex polygon in S with vertices q 1 , . . . , q ℓ with ℓ ≤ n − 1, arranged in the clockwise order with respect to the centroid of g(∆ n ). Choose q ′ 1 , . . . , q ′ ℓ in ∆ n that g(q ′ i ) = q i for i = 1, . . . , ℓ. Since ∆ n is contained in g(∆ n ) × [0, R] we have
We claim that
In fact, it is enough to prove that
where V 2 (x, y, z) := V 2 (∆(x, y, z)), the area of the triangle of vertices x, y, z. The index i of q i is considered modulo ℓ. Take a plane P containing p 1 and p 2 parallel to the segment [q
] and use the orthogonal projection g 2 to P . Note that the directions of the two projections g and g 2 are orthogonal, we have g(q
This shows the claim. Using (2) and the isoperimetric inequality (1) 
2/3 , we may assume that R is bounded by some constant K. This shows that parameters p 1 , . . . , p n are in a closed ball of radius K with the prescribed property V 3 (∆ n ) = 1. Therefore the set of parameters are in a compact set in R 3 and we find the minimum of A 3 (∆ n ) as desired.
2/3 where ∆ n runs over all nondegenerate convex hulls of n points. A minimum n-hedron is the shape ∆ n which attains α n . It may not be unique but we expect that it is unique up to similitudes in R 3 .
Proposition 2. We have α n > α n+1 for n ≥ 4 and lim n→∞ α n = (36π) 1/3 ≈ 4.83598.
Proof. Choose ∆ n which attains α n and its face T ⊂ ∂(∆ n ). We take a point p n+1 on a outward normal emanating from an inner point p of T whose distance from T is ε > 0, which is small enough that ∆ n+1 is the union of ∆ n and the pyramid of base T and the apex p n+1 . Denote by e i the edge of T and r i be the height of p from the edge e i for i = 1, 2, . . . , t. Note that r i > 0. Then we see
and
9V3(∆n) . Taking small ε > 0 we have
By isoperimetric inequality (1) for d = 3, we have
and the minimum is sufficiently approximated by points on the sphere, provided n is large.
Theorem 2. Every face of a minimum n-hedron is a triangle.
The statement is intuitively quite natural, because we want a round shape and bending non-triangular faces by pulling outward their diagonals does not increase the number of vertices. We shall prove Theorem 2 after Lemma 5. Here we quote a paragraph on Theorem 2 in page 58 of [3] (see also [2] ).
Greifen wir um dies einzusehen eine beliebige Ecke E des als extremal vorausgesetzten Polyeders heraus und bewegen es so, dass erstens der Inhalt, zweitens die Oberfläehe der kleinsten konvexen Hülle H von E und derÜbrigen Ecken des Polyeders konstant bleiben. Im ersten Fall durchläuft E den Rand eines konvexen Polyeders P, im zweiten Fall dagegen den Rand eines singularitätenfreien Eikörpers E, der im Falle eines en Extremalen Polyeders offenkundig keinen Punkt ausserhalb P baben kann. Währe nun E die Ecke einer mehr als dreiseitigen Fläche des ursprünglichen Polyeders, so liege E -wie eine einfacheÜberlegung zeigt-auf einer Kante von P. Mithin könnte P nicht die singularitätenfreie Fläche E enthalten.
In order to see this, let us take an arbitrary vertex E of the polyhedron, which is supposed to be extremal, we can move it keeping firstly the volume, and secondly, the surface area of the smallest convex hull H of E and the remaining vertices of the polyhedron. In the first case, E goes through the boundary of a convex polyhedron P, and in the second case the boundary of a singularity-free body E, which, in the case of an extreme polyhedron, is obviously not a point outside P. If E is the vertex of a more than three-sided face of the polyhedron, then, by a simple discussion, it is on an edge of P. However P can not contain the singularity-free surface E.
Let us try to understand this description. A point x in a convex set X is visible from a point y ∈ R 3 \ X, if the segment [x, y] intersects X only at x. A subset V of X is visible from y if each element of V is visible from y. A face plane of a polyhedron X is a hyperplane containing a co-dimension one face of X. Define The surface ∂(S) is determined by visible edges from v which contribute the surface of the convex hull. Locally ∂(S) is defined as a contour of the sum of square roots of quadratic polynomials of its coordinates, which implies that ∂(S) is piecewise smooth. While v moves around, visible edges will switch to new ones when the visible faces change. Note that this change happens when v is on a face plane of ∆(p 1 , . . . , p n−1 ). Assume that ∆ n = ∆(p 1 , . . . , p n−1 , p n ) is a minimum n-hedron and put v = V 3 (∆ n ) and h = A 3 (∆ n ). If p n is a totally differentiable point of S, then the surface ∂(S) penetrates ∂(C) and we must have a point of ∂(S) outside C, which contradicts the minimality of ∆(p 1 , . . . , p n ). Therefore in this view, if ∂(S) is totally differentiable everywhere, the proof is done. This idea is very insightful but does not work as it is. Here is a counter example that ∂(S) has a singular point. Figure 1 . We claim that the black point (0, 2, 0) is singular. Indeed it is on the boundary of four surfaces
For the first two surfaces, outer normals at (0, 2, 0) approaching from the corresponding domains are (1, 5, 1), (−1, 10, −1), which are mutually inconsistent and tangent plane at (0, 2, 0) can not be defined. For the later two, the situation Figure 1 . The surface ∂(S) with singular points is worse that (0, 2, 0) becomes a singular point by an effect of the term √ x 2 + z 2 , whose partial derivatives on x, z varies by the ratio x : z.
A polyhedral cell is a closed convex set with a non-empty interior whose boundaries consist of finite number of convex subsets of hyperplanes of co-dimension 1. Hereafter we use a partition of R 3 into polyhedral cells by face planes W i of a convex hull ∆. For v ∈ R 3 \ ∆, consider a plane W separating ∆ and v. Then the union of visible faces from v is homeomorphically mapped to a figure of W by a projection sending a point y on the union to the point y ′ ∈ W if y, y ′ , v are collinear. We say that the resulting figure is the planar projection. Planar projections are affine equivalent under the change of separating planes. We prepare an important property of visibility.
Lemma 4. The planar projection of the union of visible faces
Proof. This follows immediately from the convexity of ∆.
We first confirm that Toth's idea is almost valid, however, the surface ∂(S) must have a singular point.
Lemma 5. Assume that ∆(p 1 , . . . , p n−1 ) is non-degenerate and fix a positive constant h > A 3 (∆(p 1 , p 2 . . . , p n−1 )). The surface
is totally differentiable except at most 2e points where e is the number of edges of ∆(p 1 , . . . , p n−1 ). The surface ∂(S) is not totally differentiable at v ∈ ∂(S) if and only if the prolongation of an edge of ∆(p 1 , . . . , p n−1 ) penetrates v.
Proof. We prove that ∂(S) is totally differentiable at a switching point contained in exactly one face plane of ∆(p 1 , . . . , p n−1 ). This switching occurs at several contiguous edges forming a broken line which are the edges of the changing face. A crucial point is that the initial and the final vertex of this broken line does not change by the switching. For example, consider a (planar) convex quadrangle
This could be divided into two triangles in two different ways, like KLN , LM N or KLM , KN M . Edge switching occurs when v passes vertically through N . First the area of triangles KLv and LM v contributes to A 3 and later, triangle KLM and KvM does. In this case, the related edges are KL, LM at the beginning and switched to KM (see Figure 2 ).
Figure 2. Switching visible edges
To see that ∂(S) admits a tangent plane at the switching point v, assume that the switching of edges happens on the plane z = 0 to simplify the computation.
. . , k − 1) be the end points of the switching edges and (x, y, z) ∈ ∂(S). Then the surface ∂(S) is defined locally by an equation of the form f (x, y, z) + m(x, y, z) = h:
where m(x, y, z) is the contribution from non switching edges. At a switching point (x 0 , y 0 , 0), we have
From Lemma 4, we see that (a i , b i , 0) (i = 1, . . . , k) and (x 0 , y 0 , 0) forms vertices of planar convex (k + 1)-gon. Consequently
have the same sign for all i and the normal vector of 0) is orthogonal to the segment joining two end points of the switching broken line, i.e., the segment between (a 1 , b 1 , 0) and (a k , b k , 0). As these two end points are invariant under switching, even at the switching point (x 0 , y 0 , 0) the tangent plane is well-defined. Therefore the surface ∂(S) is totally differentiable at any switching point contained in exactly one face plane of ∆(p 1 , . . . , p n−1 ).
Let us study the possible singularities. The switching points lying on two or more face planes are on the intersection lines of face planes. Assume that a point v is lying on face planes W j (j = 1, . . . , ℓ) with ℓ ≥ 2. The face plane W j induces switching of edges e ) or the other way round. 1 Of course
is totally differentiable at v by the same proof. The singularity happens only when there exist
We claim that this is also sufficient. In fact, such an intersection must be a single edge and its prolongation must pass through the point v. This means that around v, there is a polyhedral cell K that if u ∈ K then there is a visible edge from u penetrating v, that contributes the sum of the surface area of ∆(p 1 , . . . , p n−1 , u). This contribution is the square root of a positive definite quadratic form over three variables x − a, y − b, z − c with v = (a, b, c), which vanishes 2 only at u = v. By the existence of such a term, ∂(S) can not be totally differentiable at v. This shows the claim and finishes the proof.
Proof of Theorem 2. If there exists a non-triangular face, then p n must be on an edge of ∂(C). Therefore p n must be one of the singular points of ∂(S) in Lemma 5 and there is an edge of ∆(p 1 , . . . , p n−1 ) penetrating p n . However this implies that one of the vertex of ∆(p 1 , . . . , p n−1 ) is in the relative interior of an edge of ∆(p 1 , . . . , p n−1 , p n ). In this case the number of vertices of ∆(p 1 , . . . , p n ) is less than n. Since ∆(p 1 , . . . , p n−1 , p n ) is a minimum n-hedron, this does not happen by Proposition 2, giving a contradiction.
It is possible to give a geometric (but more technical) alternative proof of Theorem 2 without using the last characterization of the singularity in Lemma 5. We give a rough sketch of it. The singular point of v = p n of ∂(S) in the above proof is defined by piecewise smooth surfaces. Take a polyhedral cell K 1 , K 2 defined by the face planes W j (j = 1, . . . ℓ) with maximum and minimum number of visible faces. It is clear that on K i (i = 1, 2) we see no visible edges passing v, and therefore the tangent planes approaching from K i are well defined. This tangent plane must coincide with the corresponding face planes of ∂(C) (otherwise one can prolong a tangent plane which penetrates ∂(C) giving a smaller
2/3 by a non convex ∆). On the other hand approaching to v from other polyhedral cells surrounding v, the point v is singular. Partial derivatives of the singular terms appear in this intermediate terms are the function on the ratio of x − a : y − b : z − c with v = (a, b, c) . Take a slice of ∂(S) by a plane which passes an inner point of C close to v and intersects all W j . This gives a piecewise smooth planar curve that has two 'almost' linear parts and other parts with positive curvature. Shifting the slice 1 In the above proof, the face plane is z = 0 and e
2 In Example 3, this is the term √ x 2 + z 2 .
plane parallel and closer to p, the shape converges to a single curve up to similitude, which encircles a convex planar region. On the other hand, since tangent planes exist within K i , the parts of the curve in K i converge to line segments. Recalling S ⊂ C, this causes an inconsistency at their end points.
Let X be a convex set in R d . A function F : X → R is convex if for any u, v ∈ X and any λ ∈ [0, 1], we have
It is strictly convex if for any u, v ∈ X with u = v and any λ ∈ (0, 1),
Take a convex subset Y ⊂ X. If F : X → R is convex and the equality of (4) with λ ∈ (0, 1) holds only when u, v ∈ Y , then we say X is strictly convex except Y . The next lemma gives a method to paste together convex functions defined in polyhedral cells to obtain a global convex function. Related general criteria are found in [1] using convex analysis.
Lemma 6. Let R d be partitioned into a finite number of polyhedral cells {D i } whose interiors are disjoint. Let Z be the set of points of R d that belong to more than two
is naturally defined by the values of F i . We see that F is convex if and only if the following condition holds
Note that ω can be chosen arbitrary small, the condition in Lemma 6 is a local property around
Proof. The condition is clearly necessary. We prove the sufficiency. Note that since Z is of dimension d − 2 or less, if the condition is valid for v ∈ (D i ∩ D j ) \ Z then it is also valid for D i ∩ D j by continuity of convex functions. Let us show the simplest case that
By the assumption, if 0 = ω is a positive multiple of v − x, there exists t > 0 that
and w − tω ∈ (x, w) and w + tω ∈ (w, v). Therefore we find µ 1 , µ 2 ∈ (0, 1) that w − tω = (1 − µ 1 )x + µ 1 w and w + tω = (1 − µ 2 )w + µ 2 v. Using convexity of F i , we have
Using (5), (6), (7) we deduce
Because we can take arbitrary small t, the required convexity inequality holds for all
so that x, w are within the open segment (u, v). Take λ, µ ∈ (0, 1) that w = (1 − λ)x + λv and x = (1 − µ)u + µw. By the above discussion, we have
By the convexity of F 1 ,
From (8) and (9), we obtain
Summing up, we know that any pair of two points u ∈ D 1 and v ∈ D 2 , the required convexity inequality is valid for any point x ∈ (u, v). Therefore we can merge domains of convexity and the proof for the case
If each F i is strictly convex, then the resulting inequality is strict. One can easily extend this discussion to the general case, we simply repeat the merging process for adjacent domains sharing a co-dimension one face. The set Z does not disturb this merging process because {D i } are chain connected by the adjacency relation induced by co-dimension one faces.
A convex body X is strictly convex, if x, y ∈ X with x = y, then (1 − λ)x + λy ∈ Inn(X) for λ ∈ (0, 1), where Inn(X) is the interior of X. It is easy to see that a non empty set of the form {v| F (v) ≤ h} for some h > 0 is strictly convex if F is strictly convex except Y with a convex Y ⊂ Inn(X).
Theorem 7. S is strictly convex.
Proof. As in the proof of Theorem 2, considering p n as a variable v, the surface ∂(S) is a contour of the sum of V 2 (q i , q i+1 , v) where [q i , q i+1 ] (i = 0, . . . , ℓ − 1) are the related visible edges. Here q i ∈ {p 1 , . . . , p n−1 } and the index i is considered modulo ℓ. The hyperplanes which contain a face of ∆(p 1 , . . . , p n−1 ) gives a partition {D i } i≥1 of R d into a finite number of polyhedral cells and the set of visible faces is invariant within each D i outside ∆(p 1 , . . . , p n−1 ). Let F i be the function A 3 (p 1 , . . . , p n−1 , v) restricted to D i , and define a constant function Lemma 6 which is a finite set of R 3 . We claim that the condition of Lemma 6 is also satisfied. Indeed in the same way as in the proof of Theorem 2,
by convexity of F i . This contradicts (10) and we see
In the same way, we have
. . , p n−1 )). It remains to show that each F i (i ≥ 1) is strictly convex to apply Lemma 6. Clearly ℓ ≥ 3. We claim that V 2 (q i , q i+1 , x) is a convex function. Indeed, consider a plane P i passing q i perpendicular to [q i , q i+1 ] and the orthogonal projection g to
Since g is linear and g(q i ) = q i , triangular inequality implies
for λ ∈ [0, 1] which proves the claim. As the sum of convex function is convex, we know
and F are convex. The equality for λ ∈ (0, 1) in (11) occurs only if g(x)−q i and g(y)−q i are linearly dependent. This happens only when x, y, q i , q i+1 are in the same plane. However we can find an index that x, y, q i , q i+1 are not in the same plane. Indeed, by our implicit assumption on visibility, the ℓ + 2 points {x, y} ∪ {q i | i = 0, . . . , ℓ − 1} can not be in the same plane. Therefore, we always have
for λ ∈ (0, 1). This proves that F is strictly convex except ∆(p 1 , . . . , p n−1 ). Since S = {v ∈ R 3 | F (v) ≤ h} for some h > 0, we have shown the proposition.
Corollary 8.
A minimum n-hedron ∆ n = ∆(p 1 , . . . , p n ) does not allow deformation of a single vertex, i.e., there exists a positive r that if ∆(p 1 , . . . , p n−1 , x) is a minimal n-hedron with x − p n < r, then x = p n .
Proof. Let ∆ n = ∆(p 1 , . . . , p n ) be the minimum n-hedron. By the proof of Theorem 2, p n is on the boundary of the convex polyhedron C as well as on the surface ∂(S) which is a boundary of the strictly convex set S by Theorem 7 and S is contained in C. Take a small ball B around p n that B ∩ ∂(C) is contained in a single face of C. If B contains a point v ∈ ∂(C) ∩ ∂(S) other than p n , then the segment [v, p n ] is in ∂(C) ∩ S by convexity. However since S is strictly convex, (v + p n )/2 ∈ Inn(S) which contradicts S ⊂ C.
2.
Shapes of the minimal n-hedron for n ≤ 12
Lemma 9. Let X be a tetrahedron of vertices K, L, M, N and g be the orthogonal projection to the plane P containing L, M, N . Let K move in the plane parallel to P , keeping its volume V 3 (X) invariant. Among such K, the minimum surface area A 3 (X) is attained when g(P ) is the in-center of the triangle LM N .
Proof. Let h 1 , h 2 , h 3 be the height of the point g(K) from the edge M N , N L, LM respectively in the plane P and h is the length of the segment [K, g(K)]. Denote by e 1 , e 2 , e 3 the length of the edge M N , N L, LM respectively. Then we have
gives a coordinate system of points in P under this constraint, i.e., two of {h 1 , h 2 , h 3 } determine the remainder through this relation. Our problem is to minimize
we may assume that (h 1 , h 2 , h 3 ) are in a compact set of R 3 . Therefore the minimum of A 3 (K, L, M, N ) exists. Using Lagrange multiplier, we see that the minimum is attained when
+ h 2 and consequently h 1 = h 2 = h 3 . Therefore the minimum is attained when g(P ) is the in-center of the triangle LM N .
Lemma 10. Any d + 2 points in R d is partitioned into two non empty disjoint sets U and V that ∆(U ) ∩ ∆(V ) = ∅.
Proof. This is due to Radon ([8, Theorem 1.1.5] or [5] ). It is an easy consequence of the linear dependence of v i − v d+2 for i = 1, . . . , d + 1 for any point set {v 1 , v 2 . . . , v d+2 }.
A k bi-pyramid is a polygon composed of two pyramids sharing the same k-gon base joined base to base. A regular k bi-pyramid is a bi-pyramid composed of two congruent regular pyramids sharing the regular k-gon base. Its main diagonal is the segment joining two apexes passing the center of the base.
Lemma 11. Among k bi-pyramids ∆ whose convex bases are circumscribed about a circle of radius h, the minimum
is attained when it is a regular bi-pyramid whose main diagonal has length h √ 8.
Proof. The minimization problem is divided into two pyramids, say, an upper pyramid and a lower pyramid. Let B be the common base polygon. Letting θ i (i = 1, . . . , k) be the angles of B, we obtain A 2 (B) = hr with r = 2 k i=1 cot(θ i /2) and V 2 (B) = hA 2 (B)/2. Let H 1 be the height of the apex of the upper pyramid ∆ ′ to the base B, and H 2 is the one for the lower pyramid ∆ ′′ . Then we have
Let us fix r and minimize the area by selecting H 1 and h keeping V 3 (∆ ′ ) invariant. This is to apply a unimodular affine transform which is a similitude both to the plane B and to its perpendicular in different ratios. The minimum is attained when
Since cot(x/2) is convex for x ∈ (0, π), by Jensen's inequality, the minimum of r is achieved by the regular k-gon when θ 1 = θ 2 = · · · = θ k = π − 2π/k and r = 2k cot(
Theorem 12. We have α 4 = 6 · 3 1/6 ≈ 7.20562,
where η 8 , η 9 , η 10 are algebraic numbers of degree 72, 78, 36 respectively. α 4 , α 6 are attained by a regular tetrahedron and octahedron, and α 5 by a regular 3 bi-pyramid.
Our experiments suggest that all the inequalities are equalities, though we did not identify the exact value for α 11 .
Proof. It is well-known that the number of faces of ∆ n is not greater than 2n − 4, which follows from Euler's polyhedral formula (e.g. p.173 in [5] ). By Theorem 2, a minimum n-hedron has 2n − 4 faces. Using the result of Toth [4] on the minimization problem for a given number of faces, we know that the minimum is attained by regular tetrahedron and octahedron, i.e., when n = 4, 6.
Here is a direct proof for the case n = 4. Let KLM N be the tetrahedron which attains α 4 . By Lemma 9, projection of K, L, M, N to the corresponding basis triangle must be its in-center. Let KH be the perpendicular from K to ∆(L, M, N ) and HI, HJ be the perpendicular from H to LM and LN . Since H is the in-center of ∆(L, M, N ), we have HI = HJ, KI⊥LM , KJ⊥LN . From KI = KJ and IL = JL, we see that ∠KLM = ∠KLN . By cyclic discussion we see, ∠KLM = ∠KLN = ∠M LN := ∠L. Similarly we see, three angles at each vertex of ∆(K, L, M, N ) are identical for all vertices, which are denoted by ∠K, ∠L, ∠M, ∠N . Since the sum of angles of triangular faces are all equal to 2π, we deduce that ∠K = ∠L = ∠M = ∠N , therefore all the faces are regular triangles. This proves the case of the minimum 4-hedron.
For minimal 5-hedron, in light of Lemma 2 we may assume that none of vertices is contained in the convex hull of remaining four vertices. Therefore by Lemma 10, five vertices are divided into two sets {K, L, M } and
The problem is therefore reduced to Lemma 11 for k = 3.
For minimum n-hedron for other cases, we performed a random search of the minimum. A rough sketch of the empirical method is (1) Choose random n points in R 3 and determine the combinatorial structure of the convex hull, in particular the valency vector, that is, the multi-set of valencies of vertices.
(2) Iterate process 1, until we find a valency vector of small variance. Experimentally, we know that A 3 (∆)/V 3 (∆) 2/3 can not be small if this variance is large. (3) Select a vertex, an edge or a face of ∆ n and minimize V 2 (∆ n )/V 3 (∆ n ) 2/3 by moving its extremities, keeping the valency vector invariant. If the valency vector changes, then we skip this minimization.
(4) Find two points v 1 , v 2 which gives the diameter of ∆ and apply an affine transformation to make a little smaller the diameter but keeping the plane orthogonal to v 1 − v 2 invariant. (5) Repeat several times these processes 2,3 and 4 at random. Until n ≤ 12 it seems the above iteration leads us to a possible minimum for a fixed valency vector. Trying many valency vectors, we can guess the target shape. Then we perform algebraic computation to obtain the exact minimal configuration. Taking into account the expected symmetry of the target shape, we set up a system of algebraic equations with a small number of variables. Then we eliminate variables by using some program equipped with Gröbner basis computation. We used Mathematica, PARI-GP and Risa-Asir appealing to each advantage. Gröbner basis computation has a lot of subtleties. Successful computation depends heavily on the number of variables, their imposed order, and degree of polynomials. Hereafter we describe our computation but skipping such technical details, giving necessary information to reconfirm the computation.
By our experiments, the target shapes for η 7 is attained by regular 5 bi-pyramid as in Lemma 11. The most difficult and interesting shape appears when n = 8, see Figure 3 and 4. as the function of three variables. Basically our task is to eliminate valuables from First transfer problems into the one on polynomials with integer coefficients, putting
Then eliminate u, v to find an ideal over x, w, z and perform primary ideal decomposition. We obtain minimum polynomials of w, x 2 , z 2 : A non-trivial coincidence of two angles indicated in Figure 4 is found. One can also confirm numerically that this minimum shape is rigid, see Section 3.
For η 9 , consider a regular triangular prism and put three identical 4-pyramids to each of rectangular side faces whose centroid is the foot of the perpendicular from the apex of the pyramid, see Figure 5 (a). Let the edge length of the regular triangle be 1. Then the height of the prism b, and the height of the 4-pyramid h are expected to be b ≈ 1.04725, h ≈ 0.413823. We have
We treat A 3 (∆)/V 3 (∆) 2/3 as a function of two variables b and h and apply the elimination of variables as we did in n = 8. Note that to treat √ 3, we also introduce another variable s and the polynomial s 2 −3 to be added in the ideal. The minimum polynomials of h 2 , z 2 , A We also obtained the conjectural shape for n = 11 by experiments. It is a convex hull of 2 is too small, and the number of valuables is too large.
The minimum 12-hedron is of course expected to be the regular icosahedron with 
Problems
We give a list of intriguing problems.
(1) Can we give an asymptotic estimate for the convergence of (α n ) ? (2) Prove that η i = α i for i = 7, 8, 9, 10, 12.
(3) Is minimum n-hedron ∆(p 1 , . . . , p n ) rigid ? We say that ∆(p 1 , . . . , p n ) is rigid if it does not allow deformation of n − 3 vertices, i.e., there exists a positive r that for any subset I of {1, . . . , n} of cardinality n − 3, if ∆(x 1 , . . . , x n ) is a minimum n-hedron with x i − p i < r for i ∈ I and x i = p i for i ∈ I, then x i = p i holds for all i. 
