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Abstract
Anchor-based techniques reduce the computational complexity of
spectral clustering algorithms. Although empirical tests have shown
promising results, there is currently a lack of theoretical support for the
anchoring approach. We define a specific anchor-based algorithm and
show that it is amenable to rigorous analysis, as well as being effective
in practice. We establish the theoretical consistency of the method
in an asymptotic setting where data is sampled from an underlying
continuous probability distribution. In particular, we provide sharp
asymptotic conditions for the algorithm parameters which ensure that
the anchor-based method can recover with high probability disjoint
clusters that are mutually separated by a positive distance. We illustrate
the performance of the algorithm on synthetic data and explain how
the theoretical convergence analysis can be used to inform the practical
choice of parameter scalings. We also test the accuracy and efficiency
of the algorithm on two large scale real data sets. We find that the
algorithm offers clear advantages over standard spectral clustering. We
also find that it is competitive with the state-of-the-art LSC method of
Chen and Cai (Twenty-Fifth AAAI Conference on Artificial Intelligence,
2011), while having the added benefit of a consistency guarantee.
1 Introduction and Motivation
Spectral methods are an effective choice for clustering in unsupervised learning,
[3, 28, 31]. Although there are many versions, the overall approach consists of
∗School of Mathematics, University of Edinburgh, Edinburgh, EH9 3FD, UK
(hdekerg@ed.ac.uk)
†School of Mathematics, University of Edinburgh, Edinburgh, EH9 3FD, UK
(d.j.higham@ed.ac.uk). Both authors were supported by Engineering and Physical
Sciences Research Council grant EP/P020720/1.
1
ar
X
iv
:2
00
6.
13
98
4v
1 
 [s
tat
.M
L]
  2
4 J
un
 20
20
two distinct steps. First the spectrum of a graph Laplacian is used to embed
data points in a low dimensional Euclidean space. Then a standard clustering
method, typically k-means, is used to partition the embedded points.
These algorithms may be analyzed in the context where there is an
underlying continuous domain from which n data points are generated by
sampling identically and independently at random. In this way, we may
quantify the performance of an algorithm in the limit n→∞. In particular,
a learning algorithm is said to be consistent if the quantity, labeling, or other
property obtained from the output of the algorithm is shown to converge, in
some sense, with high probability (w.h.p.). For clustering algorithms, it is
natural to ask whether the computed clustering converges to some canonical
partition of the underlying sampling set. In the special case of spectral
clustering, consistency may be shown by proving spectral convergence of the
graph Laplacian matrices (suitably normalized) to an underlying continuous
Laplacian. Such convergence is well-understood in the case where the domain
is bounded (or more generally where the domain is a compact Riemannian
manifold). In [2, 11, 24] Belkin and Nigoyi, Coifman and Lafon, and Singer
derived conditions for pointwise convergence. In [29] Luxburg et al. first
formulated general conditions for spectral convergence to hold. In [26] Trillos
and Slepcev provided threshold values for the decrease in the bandwidth
parameter of the graph as a function of n, beyond which spectral convergence
holds.
Spectral clustering algorithms involve several computationally expensive
steps, limiting their use for large scale data sets. First, in order to generate
a graph Laplacian matrix, we must compute an affinity matrix, which has
time complexity O(dn2), where d is the dimension of the points, i.e., the
number of features. Second, we require the spectrum of a graph Laplacian,
which has time complexity O(n3); see, for instance, [9]. Various authors
proposed anchor-based approaches as a means to decrease the overall time
complexity without significantly degrading accuracy. These methods start
by selecting a small anchor set of points (possibly a subset of the original
data points). They then exploit affinities between the whole data set and
the anchor set in order to reduce the matrix dimension or to sparsify the
affinity matrix. Such methods include using Nyström approximations, [8],
and k-means based approximate spectral clustering, [30]. In [9] the authors
exploit affinities between anchor points and the original dataset in order to
construct a sparsified n× n affinity matrix. Since the resulting Laplacian is
also sparse, its spectrum may be computed efficiently. This LSC algorithm has
computation time O(ndm), where m is assumed to be fixed and much smaller
than n, and hence time complexity is linear in n. Anchor-based ideas have
also been investigated in topological data analysis, particularly in persistent
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homology, see [12]. There, affinities between a small set of landmark points
and the original data points are exploited in order to build a witness complex,
to reduce computation time for persistence diagrams.
Despite the promising behavior of anchor-based spectral clustering meth-
ods in practice, to our knowledge there is no complete theory to guarantee
their consistency. Hence, in this work we thoroughly specify a representative
anchor-based approach, based on random subsampling and nearest neighbor
affinity, and rigorously analyse its accuracy. Our key result is Theorem 4.2,
showing consistency of the algorithm. For comparison, we also derive an anal-
ogous result in the same setting, Theorem 4.1, for full spectral clustering. A
key practical insight from our analysis is that the number of nearest neighbors
should be chosen differently, as a function of n, for the full and anchor-based
cases. Practical computation on synthetic data sets illustrates the relevance
of this scaling information. We also show that the anchor-based algorithm
analyzed here performs effectively on the large scale MNIST and PenDigits
data sets in comparison with full spectral clustering and LSC.
2 The AnchorNN Algorithm
Given a vertex set, Xn := {x1, . . . , xn}, consisting of n points in Rd, a graph
Laplacian may be constructed via an affinity matrix, induced by a geometric
graph. There are various popular choices for the geometric graph. The
standard (unweighted) geometric graph, studied by Penrose in [22], has edges
given by {1(|xi − xj| < rn) | i 6= j}, where the bandwidth parameter rn > 0
may be allowed to decrease to 0 as a function of n. Here | · | denotes the
Euclidean norm. A closely related alternative is given by a K nearest neighbor
(KNN) graph. Various constructions exist. Here, we connect two vertices
by an edge if one of the two vertices is among the K nearest neighbors of
the other. The number of nearest neighbors, K, is allowed to increase as a
function of n. We denote by G(Xn, K) the KNN graph thus constructed, and
let W be the affinity matrix of G(Xn, K); that is,
Wi,j := 1
(
xi ∈ NK(xj, Xn) or xj ∈ NK(xi, Xn)
)
, i 6= j,
where NK(x,Xn) denotes the set of K nearest neighbors of x from Xn. The
corresponding unnormalized graph Laplacian is defined as
∆(n) := D −W, where D := diag
 n∑
j=1
Wi,j
 .
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Normalized alternatives of the graph Laplacian may also be used: the random
walk Laplacian is given by D−1∆(n) and the symmetric Laplacian is given by
D−1/2∆(n)D−1/2.
These versions of the graph Laplacian have been widely studied and their
spectra are known to contain important information about the underlying
graph. In particular, each has non-negative eigenvalues with smallest eigen-
value equal to 0, and the multiplicity of the smallest eigenvalue is equal to the
number of connected components of the graph [10, 16, 28]. Moreover, in the
more realistic case where there are “approximate” clusters, rather than fully
disconnected components, this structure can be revealed via “smooth step
functions” in the Laplacian eigenvector components [13]. Spectral clustering
algorithms aim to exploit this information.
input :K, k, Xn
output :Cn1 , . . . , C
n
k : partition of Xn into k clusters
1 W ← affinity n× n matrix from Xn given by
Wi,j := 1
(
xi ∈ N (K)(xj) or xj ∈ N (K)(xi)
)
;
2 ∆(n) ← graph Laplacian from W ;
3 u1, . . . , uk ← k eigenvectors associated to the k smallest eigenvalues of
∆(n);
4 Zn := {z1, . . . , zn} ⊂ Rk ← zi is the ith column of [u1| . . . |uk]T ;
5 An1 , . . . , A
n
k ← partition of Zn from k-means clustering;
6 Cn1 , . . . , C
n
k ← partition of Xn given by Cni := {xj | zj ∈ Ani };
Algorithm 1: Full spectral clustering algorithm
Algorithm 1 describes a standard spectral clustering algorithm. Here,
the n data points are embedded into a lower dimensional space, using the
eigenvectors of the graph Laplacian, then k-means clustering is performed on
the embedded points.
In contrast, our anchor-based spectral clustering algorithm, AnchorNN,
randomly selects a small anchor subset Ym ⊂ Xn, computes a partition of Ym
by applying spectral clustering on the Laplacian ∆(m), then assigns to the
remaining points the label given by that of their nearest neighbor in Ym. We
summarize these steps in Algorithm 2.
Randomly selecting the anchor subset in AnchorNN has a cost of O(1). We
then compute a spectral clustering on these anchor points, which costs O(m3).
Finally, we assign to each of the remaining data points the label attributed
to its nearest anchor neighbor. This last step costs O(ndm), so AnchorNN
is linear in n. We note that our simple anchor-based spectral clustering
4
input :m, K, k, Xn
output :Cm1 , . . . , C
m
k : partition of Xn into k clusters
1 pick uniformly at random Ym ⊂ Xn;
2 W ← affinity m×m matrix from Ym given by
Wi,j := 1
(
yi ∈ N (K)(yj) or yj ∈ N (K)(yi)
)
;
3 ∆(m) ← graph Laplacian from W ;
4 Cm1 , . . . , C
m
k ← partition of Ym from k-means spectral clustering on
∆(m);
5 for z ∈ Xn \ Ym do
6 y ← nearest neighbor of z from Ym;
7 i← label assigned to y;
8 Cmi ← Cmi ∪ {z};
9 end
Algorithm 2: AnchorNN spectral clustering algorithm
approach is similar to the strategy investigated in [30]. A key difference is
that we select the anchor points by random subsampling of the data points,
rather than by using a k-means algorithm. This facilitates the analysis of the
algorithm and allows us to rigorously establish consistency of an anchor-based
spectral clustering algorithm for the first time (see Section 4). Moreover, we
are able to provide sharp asymptotic conditions on the various parameters
at play in the algorithm (n, m, K) in order to guarantee consistency, and to
compare them with similar sharp conditions for the full spectral clustering
algorithm.
The issue of which version of the graph Laplacian should be used for spec-
tral clustering is discussed, for instance, in [16] and [29]. In [29] the authors
argue that the normalized versions should yield better results; however it is
assumed there that the bandwidth parameter of the underlying graph is fixed
and independent of n. If the bandwidth parameter decays to 0 as n → ∞,
then the results found in [25, 26] show that all versions of the graph Laplacian
can be used to produce consistent full spectral clustering algorithms, with
same error convergence.
For concreteness, we focus here on the case of the unnormalized graph
Laplacian, but we note that the consistency results in Section 4 extend to the
two normalized versions of the graph Laplacian, and in our computational
experiments we found that normalization led to very similar performance of
AnchorNN.
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3 Computational Tests
Before analyzing the AnchorNN algorithm, we first test its performance on
synthetic and real data sets, and compare it with full spectral clustering and a
state-of-the-art anchor-based method. The tests on synthetic data also align
closely with the setting in which we analyze consistency, allowing us to draw
on insights from the theory.
3.1 Adjusted Rand Index
In order to evaluate the quality of a computed partition of some data points,
we choose the Adjusted Rand Index, which is a widely-used assessment
of clustering accuracy. The Rand Index is a score in [0, 1] which can be
interpreted as the probability of two different partitions agreeing on two
random data points ([17, 23]). In our context we are able to compare a
computed partition with the ground truth, with a larger value indicating
better performance. The Adjusted Rand Index (ARI) is a corrected-for-chance
version of the Rand Index, taking into account the potential variability of
the number of clusters and of their sizes [27]. See Appendix A for a precise
definition of the ARI.
3.2 Synthetic Data
We compared AnchorNN and full spectral clustering on the six classes of
test data from [19], which are illustrated in Figure 1. Here, the data points
in 2D are generated probabilistically according to a known ground truth of
nonoverlapping support domains. These six classes provide a variety of shapes
and patterns to test the robustness of clustering algorithms.
We found that for well-chosen values of n andK, the full spectral clustering
algorithm yields an ARI of 1, that is, full recovery of the known clusters,
for all of the six cases. Similarly, for well-chosen m  n and K, where
we recall that m is the size of the anchor subset, AnchorNN also yields an
ARI of 1. It is well known that the issue of choosing appropriate values for
the parameters m and K is delicate and data set dependent. It is typically
left to the practitioner to fix arbitrary values for K and m without any
motivating intuition other than previously reported empirical results (e.g.,
[9, 30]). Although not providing a complete answer, our theoretical results
give new insights on how to choose K and m in order to achieve consistency,
and how n, m and K should relate to each other. In particular, Theorems 4.1
and 4.2 suggest that full spectral clustering and AnchorNN should be used in
different parameter regimes: AnchorNN will perform better than standard
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Figure 1: Instances of the six synthetic datasets from [19].
7
spectral clustering for small values of K, and vice versa for larger values of K.
We found that this effect was particularly prominent for the ‘Cluster in cluster’
data set. We ran both clustering methods on 20 independent instances of
the data set, fixing n = 2000 and m = 200, and computed the average ARI.
The results confirm that smaller values of K favor AnchorNN and that larger
values of K favor spectral clustering; see Table 1. Intuitively, for a small value
of K and many sampled points, the graph will tend to make local connections
and capture local features only, while for a larger value of K or for fewer
sampled points, the KNN graph will capture more global features. With the
‘Cluster in cluster’ data set, we see in Figure 1 that a more local scale exists,
made up of small subclusters along the rays composing the main outer cluster,
while a more global scale will focus on the the two main clusters.
Table 1: ‘Cluster in cluster’ dataset: ARI comparison for different values of
K
spectral clustering (n = 2000) AnchorNN (m = 200)
K = 8 0.31 1
K = 15 1 1
K = 23 1 0.22
3.3 Real Data
We now present results on two standard data sets of handwritten digits,
PenDigits [1] and MNIST [20]. PenDigits has 10992 points of dimension 16.
MNIST has 70000 data points of dimension 784.
Our tests included the LSC algorithm [9], using an implementation down-
loaded from the second author’s webpage. We note that LSC is a state-of-the-
art anchor-based algorithm, which currently is not supported by a consistency
result.
Figure 2 shows accuracy results for full spectral clustering, LSC and
AnchorNN, with number of nearest neighbors K = 7 and K = 15. Here,
for each fixed number of anchor points, m, the ARI score is averaged over
20 runs. Results for full spectral clustering are, of course, independent of
m. The upper two plots correspond to the PenDigits data. We observe the
same phenomenon that was illustrated in Table 1, and is explained by our
theoretical results in Theorems 4.1 and 4.2. With PenDigits for K = 7,
AnchorNN outperforms spectral clustering for m ∈ [1000, 5000] with a peak
at around m = 3000, while for m > 5000 the performance of AnchorNN
degrades and becomes comparable to that of full spectral clustering. On
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the other hand, for PenDigits with K = 15 full spectral clustering performs
better and its ARI serves as a horizontal asymptotic for anchorNN’s ARI, as
m increases and approaches n.
Figure 2: Adjusted Rand Index scores (larger is better) for full spectral
clustering, LSC and AnchorNN on PenDigits (upper) and MNIST (lower,)
using K = 7 nearest neighbors (left) and K = 15 nearest neighbors (right).
Horizontal axis gives the number of anchor points, m, used in each test.
In Figure 2 we see that AnchorNN and LSC perform similarly on PenDigits,
with LSC appearing more robust to the number of nearest neighbors, K. Note
that for LSC, K represents the number of nearest neighbors from the anchor
subset for a data point in Xn, and the final n× n affinity matrix will have
more than K entries per row (see [9] for more details on the algorithm). For
K = 7, LSC outperforms the other two methods for m > 5000; however this
is of limited interest since at these large values of m the time complexity
advantage of anchor-based techniques is lost; see Figure 3 below.
The lower two plots in Figure 2 show results for MNIST. Here, full spectral
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clustering performs best, with LSC performing slightly better than AnchorNN
and the ARI of both anchor-based techniques tending to the ARI of full
spectral clustering as m increases.
As noted in Section 1, both LSC and AnchorNN are linear in n. Figure 3
shows the computation times for the results in Figure 2. As expected, for
small enough m the anchor-based methods can be significantly faster than
full spectral clustering. This is especially noticeable with MNIST, which has
the larger value of n, where full spectral clustering can be several orders of
magnitude slower than the anchor-based methods. We also see that although
LSC and AnchorNN recorded similar computation times, AnchorNN was
consistently faster by a roughly constant factor.
Figure 3: Computing time for full spectral clustering, LSC and AnchorNN on
PenDigits (upper) and MNIST (lower), corresponding to the results shown in
Figure 2.
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4 Consistency of AnchorNN spectral clustering
Having established the effectiveness of the AnchorNN method, we now show
that it has a desirable theoretical consistency property. Following standard
practice for analysing spectral clustering methods, we consider the idealized
case where the data is generated from an underlying sampling set composed of
disjoint clusters mutually separated by a positive distance. (If the underlying
clusters were overlapping, for instance as in a Gaussian mixture model, then
there would not be a single, unambiguous definition of the correct underlying
limiting partition.) The data sets in Figure 1 illustrate this scenario.
4.1 Setting for Consistency Analysis
We will use the shorthand notation [x] := [1, x]∩N. Let d ≥ 2, and let ν be a
probability distribution with sampling density q ∈ C1 supported on an open
bounded set Ω ⊂ Rd with Lipschitz boundary. Let Xn := {x1, . . . , xn} be an
i.i.d. sample of n random points with respect to ν. Suppose furthermore that
q has the classic property
0 < qmin ≤ qmax <∞,
where
qmin := inf{q(x) | x ∈ Ω} and qmax := sup{q(x) | x ∈ Ω}.
Definition 1. Let P be a probability measure and let (An)n∈N be a sequence
of P-measurable events. We say that (An)n∈N is true with high probability,
abbreviated w.h.p., if
lim
n→∞
P(An) = 1.
With a standard abuse of notation, we will say that An is true w.h.p.,
instead of (An)n∈N.
Definition 2. Let P be a probability measure and let A be a P-measurable
event. We say that A is true almost surely, abbreviated a.s., if P(A) = 1.
Definition 3. Given a probability measure µ and a measurable event A such
that µ(A) > 0, let µ|A be the induced probability measure restricted to A, given
by
µ|A(B) := µ(B ∩ A)
µ(A)
.
Motivated by [26], we define consistency as follows.
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Definition 4 (Consistency). We say that a sequence of partitions ({Cni | i ∈
[k]})n∈N of the vertices (Xn)n∈N is consistent, if there exists a partition
{C1, . . . , Ck} of Ω such that with probability one, up to a subsequence, the
following weak convergence of measures holds
∀ i ∈ [k], νn|C(n)i ⇀ ν|Ci ,
where
νn :=
1
|n|
∑
x∈Xn
δx
denotes the empirical measure induced by Xn. By an abuse of notation, we
may say that a partition {Cn1 , . . . , Cnk } is consistent, instead of the sequence
({Cni | i ∈ [k]})n∈N.
Given an algorithm which outputs, for every n ∈ N, a partition of some
points Xn (e.g., Algorithm 1 or Algorithm 2), we say that the algorithm is
consistent if the sequence of partitions indexed by n, obtained in the output,
is consistent.
4.2 Main Result
Suppose now that the sampling density q has support given by Ω := ∪i∈[k]Ci,
where
δ := min{dist(Ci, Ci) | i 6= j} > 0. (1)
Our main theoretical result, showing consistency of the AnchorNN algorithm,
appears in Theorem 4.2. For comparison, we first prove the following result
concerning the full spectral clustering algorithm.
Theorem 4.1 (Consistency of full spectral clustering). There exists C > 0
depending on Ω and the dimension d, such that if K ∈ N satisfies K = o(n)
and
K ≥ C log n,
then Algorithm 1 is consistent.
The type of consistency result in Theorem 4.1 for full spectral clustering
has already been established for random geometric graphs in several works,
see, for instance, [25, 26, 29], typically under the slightly less restrictive
assumption that the clusters are not overlapping but connected. In [6] the
authors also investigate the related KNN graph model, where spectral clus-
tering is shown to be consistent if K = o(n) and K = ω(log n). These bounds
are sharp, in the sense that the connectivity threshold of the underlying KNN
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graph occurs a.s. at Θ(log n); see [5].
In Theorem 4.1 we use the stronger assumption (1); i.e., that the clusters
are separated by a positive distance. Our proof of Theorem 4.1 relies on
the observation that, under the assumption (1), the smallest eigenvalue of
the graph Laplacian is 0 with multiplicity k, and the associated eigenvectors
are given by 1
C
(n)
i
, i ∈ [k], where C(n)i = Ci ∩ Xn and Ci is a cluster. The
introduction of a positive δ in (1) has four advantages. First, it allows
for a more straightforward proof than those given in the works mentioned
above. Second, the assumption allows us to improve the lower bound condition
K = ω(log n) mentioned above toK = Ω(log n). Third, and most importantly,
the resulting analysis can be extended readily to the anchor-based case, leading
to Theorem 4.2. A fourth advantage, which is discussed in Appendix C, is
that the assumption actually implies a stronger, non-asymptotic, type of
consistency result.
Theorem 4.2 (Consistency of AnchorNN). Let m→∞ as n→∞. There
exists C > 0 depending on Ω and d, such that if K ∈ N satisfies K = o(m)
and
K ≥ C logm,
then AnchorNN (i.e., Algorithm 2) is consistent.
This result is, to our knowledge, the first proof of consistency for an
anchor-based spectral clustering method. We obtain sharp conditions on the
number of nearest neighbors, K, as a function of the number of anchor points,
m, to guarantee the consistency of AnchorNN. In particular, we show that
it is sufficient to have logarithmic dependency on m in the lower bound on
K. The theorem provides a theoretical guarantee that, under appropriate
scaling for K, our AnchorNN algorithm can match the recovery property of
full spectral clustering, with a much lower time complexity: O(ndm) instead
of O(n3 + n2d), as discussed in Section 2 and illustrated in Figure 3.
5 Summary
Anchor-based techniques can dramatically improve the empirical performance
of spectral clustering, extending the scale at which it can be applied. The
main aim of this work is to add theoretical support by showing, for the
first time, that an anchor-based method can enjoy the same consistency
property as the full method. The algorithm that we specify and analyze,
AnchorNN (Algorithm 2), was also found to be competitive in practice, and
13
the convergence theory that we developed helped to shed light on the practical
performance.
The Appendix below contains proofs of Theorem 4.1 and 4.2.
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A Adjusted Rand Index
Given a pair of data points and two (possibly) different partitions of the data
points, we say that the pair is agreeing if they are in the same cluster for
both partitions or in a different cluster for both partitions; otherwise we say
that the pair is disagreeing. The Rand Index is the ratio of the number
of agreeing pairs to the total number of pairs of points [17, 23]. This yields
a score in [0, 1] which can be interpreted as the probability that the two
different partitions will agree on two random points. The Adjusted Rand
Index (ARI), [27], is a corrected-for-chance version of the above Rand Index,
which aims to take into account the variability of the number of clusters and
of the sizes of those clusters. Given two partitions C := {C1, . . . , Cr} and
C ′ := {C ′1, . . . , C ′s}, for every (i, j) ∈ [r]× [s] let
ni,j :=
∣∣∣Ci ∩ C ′j∣∣∣ ,
and let
ai :=
s∑
j=1
ni,j
and
bj :=
r∑
i=1
ni,j.
The ARI between C and C ′ is then defined as
ARI(C, C ′) :=
∑
i,j
(
ni,j
2
)− [∑i,j (ai2 )(bj2 )]/(n2)
(1/2)
[∑
i
(
ai
2
)
+
∑
j
(
bj
2
)]− [∑i,j (ai2 )(bj2 )]/(n2) .
B Proofs of Theorems 4.1 and 4.2
Our proofs of Theorems 4.1 and 4.2 rely on concentration and random covering
results.
B.1 Preliminary results
First recall some classic Chernoff-type bounds (see for instance Lemma 1.1
in [22]) for binomial random variables. Let n ∈ N, let p ∈ [0, 1], and let
X ∼ Bi(n, p) be a binomial random variable with parameters n and p. For
x > 0 let
H(x) := 1− x+ x log x, (2)
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and set H(0) := 1. We shall need the following Chernoff-type bounds
P (X ≥ k) ≤ exp
(
−npH
(
k
np
))
, k ≥ np,
P (X ≤ k) ≤ exp
(
−npH
(
k
np
))
, k ≤ np.
(3)
We now proceed via a sequence of lemmas. We first derive a result about
random coverings of bounded subsets of Rd. What is the minimum value of r
such that w.h.p.
Ω ⊂ ∪x∈XnB(x, r)?
Several papers have investigated this question (e.g., [14, 15, 21, 4, 7]). For
our purposes, we need lower bound conditions on rn such that this random
covering occurs a.s. for all sufficiently large n.
Lemma B.1. There exists C > 0 depending on Ω and d, such that if
nqminr
d
n ≥ C log n,
then a.s., there exists n0 ∈ N, such that for all n ≥ n0
Ω ⊂ ∪x∈XnB(x, rn).
Proof. Divide Rd into a grid of small cubes {Qi,n|i ∈ N} of width γrn, where
γ > 0 is to be determined, and define
Sn := {i ∈ N | Qi,n ⊂ Ω}.
Since Ω is bounded and has Lipschitz boundary, we can choose γ so small
that the following inclusion of probability events holds
{∀ i ∈ Sn, Qi,n ∩Xn 6= ∅} ⊂ {Ω ⊂ ∪x∈XnB(x, rn)}.
Thus
P
(
Ω 6⊂ ∪x∈XnB(x, rn)
) ≤ P (∃ i ∈ Sn, Qi,n ∩Xn = ∅)
≤
∑
i∈Sn
P
(∣∣Qi,n ∩Xn∣∣ = 0) .
Since Ω has bounded diameter, we have the estimate
|Sn| . r−dn ≤ n,
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and for all i ∈ Sn, using the Chernoff bounds in (3),
P
(∣∣Qi,n ∩Xn∣∣ = 0) ≤ exp (−nν(Qi,n))
≤ exp
(
−nqminγdrd
)
.
Suppose now that
nqminγ
drdn ≥ 3 log n,
then
P
(
Ω 6⊂ ∪x∈XnB(x, rn)
)
. n−2.
By the Borel-Cantelli lemma, we deduce that there exists a.s. n0 ∈ N such
that for all n ≥ n0
Ω ⊂ ∪x∈XnB(x, rn).
We also use the following lemma on the connectivity of random KNN
graphs. It can be deduced from the above lemma, or directly from the
results in [5], which derived threshold values on K for the connectivity of a
random KNN graph, provided that the sampling domain is grid compatible
(see definition in [5]). We note that Ω in our context, being bounded with
Lispchitz boundary, is grid compatible.
Lemma B.2 ([5]). There exists C > 0 depending on Ω and d, such that if
K ≥ C log n,
then, almost surely, there exists n0 ∈ N, such that for all n ≥ n0 the graph
G(Xn, K) is connected.
We also need to estimate the measure of a small ball near the boundary
∂Ω. This type of estimate has been investigated in the more general case
where Ω is a Riemannian manifold with boundary in [7, 18]. For our purposes,
the following lower bound suffices.
Lemma B.3. Suppose that rn = o(1), then for n sufficiently large and all
x ∈ Ω
ν(B(x, r)) ≥ 1
2
qminωdr
d,
where ωd denotes the volume of a unit ball in Rd.
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Proof. Since Ω is bounded with Lisphitz boundary, then ∂Ω has bounded
curvature and we can pick n sufficiently large (r sufficiently small) so that
for all x ∈ Ω, B(x, r) ∩ Ω contains a half-ball from B(x, r) (note that this is
trivial if dist(x, ∂Ω) > r). Thus
ν(B(x, r)) ≥ qminL(B(x, r) ∩ Ω)
≥ 1
2
qminL(B(x, r))
≥ 1
2
qminωdr
d,
where L denotes the Lebesgue measure on Rd.
We may now show the following discrepancy-type result, estimating the
regularity of the empirical measure with respect to the underlying probability
measure ν on each random ball. We note that, for the sake of readability,
we did not state the results below with the sharpest possible multiplicative
constants.
Lemma B.4. If rn = o(1) and
nqminωdr
d
n ≥ 9 log n,
then there exists a.s. n0 ∈ N such that for all n ≥ n0 and all x ∈ Xn
n
2
ν(B(x, r)) ≤ ∣∣Xn ∩B(x, r)∣∣ .
Proof. For x ∈ Xn, let X(x)n := Xn \ {x} and note that
∣∣∣X(x)n ∩B(x, r)∣∣∣ is a
binomial random variable with parameters n− 1 and ν(B(x, r)).
Let  > 0 be sufficiently small that
H() ≥ 3/4,
where H is defined in (2). We have by the Chernoff bounds in (3) and
Lemma B.3
P
(∣∣∣X(x)n ∩B(x, r)∣∣∣ < (1− )(n− 1)ν(B(x, r))) ≤ exp(−(1/2)(n− 1)qminωdrdH()) ,
and for n sufficiently large
(1/2)H()(n− 1) ≥ n/3,
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and thus
P
(∣∣∣X(x)n ∩B(x, r)∣∣∣ < (1− )nν(B(x, r))) = O(n−3).
This holds for every x ∈ Xn, hence by a union bound
P
(
∃ x ∈ Xn,
∣∣∣X(x)n ∩B(x, r)∣∣∣ < (1− )nν(B(x, r))) = O(n−2),
and we deduce by the Borel-Cantelli lemma that there exists a.s. n0 ∈ N such
that for all n ≥ n0, for all x ∈ Xn
(1− )(n− 1)ν(B(x, r)) ≤
∣∣∣X(x)n ∩B(x, r)∣∣∣⇒ n2 ν(B(x, r)) ≤ ∣∣Xn ∩B(x, r)∣∣ ,
for n sufficiently large and  sufficiently small.
Corollary B.5. If K ∈ N satisfies K = o(n) and
K ≥ 9
2
log n,
and r is such that
n
2
qminωdr
d := K,
then a.s., there exists n0 ∈ N, such that for all n ≥ n0 and all x, y ∈ Xn
1
(
y ∈ NK(x,Xn) or x ∈ NK(y,Xn)
) ≤ 1 (|x− y| < r) .
Proof. By the assumptions on K and r, for all x ∈ Xn
K ≤ n
2
ν(B(x, r)),
r = o(1) and
nqminωdr
d ≥ 9 log n.
By Lemma B.4, we then deduce that
K ≤ ∣∣Xn ∩B(x, r)∣∣ .
It follows that y ∈ NK(x) ⇒ y ∈ B(x, r), and likewise x ∈ NK(y) ⇒ x ∈
B(y, r). Hence
1
(
y ∈ NK(x) or x ∈ NK(y)
) ≤ 1(|x− y| < r)
for all x, y ∈ Xn.
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B.2 Proofs of the theorems
Theorem 4.1 may now be proved as follows.
Proof of Theorem 4.1. For i ∈ [k], define
C
(n)
i := Ci ∩Xn.
Let K ≥ C log n, where C > 0 and is sufficiently large that, by Lemma B.2,
there exists a.s. n0 ∈ N, such that for all n ≥ n0 and all i ∈ [k], the graph
G(C
(n)
i , K) is connected. Choose also C > 9/2 and let r be chosen as in
Corollary B.5, such that a.s. for all n sufficiently large and all x, y ∈ Xn
1
(
y ∈ NK(x) or x ∈ NK(y)
) ≤ 1 (|x− y| < r) .
Since K = o(n)⇒ r = o(1), for n sufficiently large and all (x, y) ∈ Ci × Cj
such that i 6= j in [k],
|x− y| ≥ δ > r.
Hence
x 6∈ NK(y) and y 6∈ NK(x)
and the vertices x and y are not connected by an edge. This shows that
G(Xn, K) = ∪i∈[k]G(C(n)i , K). Hence the unnormalized graph Laplacian
matrix ∆(n) is block diagonal with k blocks induced by 1
C
(n)
i
, i ∈ [k]. By
Proposition 2 in [28], we deduce that
ker(∆(n)) = span{1
C
(n)
i
| i ∈ [k]},
and the k eigenvectors of ∆(n) with eigenvalue 0 are given by 1
C
(n)
i
, i ∈ [k].
Hence we have ∀ i ∈ [k], ui := 1C(n)i in line 4 of Algorithm 1, and we see that
the output partition is given exactly by C(n)1 , . . . , C
(n)
k . However, by the law
of large numbers
∀ i ∈ [k], νn|C(n)i ⇀ ν|Ci .
Using Theorem 4.1 and Lemma B.1 on random coverings of bounded
domains, we prove Theorem 4.2 as follows.
Proof of Theorem 4.2. Let Ym ⊂ Xn be a random anchor subset, with m→
∞ as n→∞. Define for i ∈ [k]
C˜
(m)
i := Ci ∩ Ym,
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and define the label map
ϕ : Ym −→ [k]
y 7−→
∑
i∈[k]
i1
(
y ∈ C˜(m)i
)
.
For x ∈ Xn, let y(x) be the nearest neighbor of x from Ym. For i ∈ [k] define
C
(m)
i := {x ∈ Xn | ϕ(y(x)) = i}.
Let K ≥ C logm, where C > 0 is such that Theorem 4.1 holds, replacing Xn
by Ym.
By the proof of Theorem 4.1, a.s. for all n sufficiently large the output
partition in line 4 of Algorithm 2 is given by
C˜
(m)
1 , . . . , C˜
(m)
k .
Hence the final output partition of the algorithm is
C
(m)
1 , . . . , C
(m)
k .
Let r be such that
m
2
qminωdr
d := K,
and choose C > 0 also such that Lemma B.1 holds for all Ci, i ∈ [k]. Thus
a.s. for all n sufficiently large
∀i ∈ [k], Ci ⊂ ∪x∈C˜(m)i B(x, r).
Since K = o(m),
|x− y(x)| < r = o(1) < δ, for n sufficiently large.
Hence
x ∈ Ci ∩Xn ⇔ y(x) ∈ C˜(m)i
⇔ x ∈ C(m)i .
This shows that a.s. there exists n0 ∈ N such that for all n ≥ n0
∀ i ∈ [k], C(n)i = C(m)i .
Hence the output partition of Algorithm 2 is a.s., for all n sufficiently large,
C
(n)
1 , . . . , C
(n)
k ,
which is a consistent partition by the law of large numbers, as in the proof of
Theorem 4.1.
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C Further comments on consistency
We finish by a note on consistency and our proofs of Theorems 4.1 and 4.2.
First, we remark that Definition 4 could be rephrased as follows.
Definition 5 (Consistency alternative). Let Xn be an i.i.d. sample of n points
with respect to a probability measure ν supported on Ω, and let ({Cni | i ∈
[k]})n∈N be a sequence of partitions of the (Xn)n∈N. We say that the sequence
is consistent if there exists a partition {Ci | i ∈ [k]} of Ω, such that up to a
subsequence,
∀ i ∈ [k], lim
n→∞
pi(νn|Cni , νn|C(n)i ) = 0,
where pi denotes the Lévy-Prokhorov metric on the space P(Rd) of probability
measures on Rd.
Since weak convergence of probability measures is equivalent to conver-
gence in the Lévy-Prokhorov metric, Rd being separable, we have by the law
of large numbers
lim
n→∞
pi(νn|C(n)i , ν|Ci) = 0,
hence by the triangle inequality
lim
n→∞
pi(νn|Cni , νn|C(n)i ) = 0⇔ limn→∞ pi(νn|Cni , ν|Ci) = 0
⇔ νn|Cni ⇀ ν|Ci ,
which shows that Definition 5 is indeed equivalent to Definition 4.
In other words, our definition of consistency asks that the output partition
{Cni | i ∈ [k]} of the algorithm tends to the true partition {C(n)i | i ∈ [k]} of
the data set as n → ∞. This is an asymptotic requirement. We note that
on the other hand, the proofs of Theorems 4.1 and 4.2 above actually show
that a.s., if n is sufficiently large, then the output partitions of Algorithms 1
and 2 are equal to the true partition {C(n)i | i ∈ [k]} of Xn.
We emphasize that the non-asymptotic nature of our proofs relies on the
simplifying assumption (1); the underlying clusters are mutually separated by
a positive distance. If this were not the case, then the sequence of arguments
used in the proofs would no longer be valid.
Since the synthetic data sets in Section 3.2 satisfy the assumption (1), the
proofs of Theorems 4.1 and 4.2 show that a.s., if n or m are sufficiently large
and K suitably chosen then the clusters obtained from Algorithms 1 and 2
are true partitions that hence give an ARI of 1. This completely explains the
behavior that we observed in our experiments.
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