$N_{\p}$-type quotient modules on the torus by Izuchi, Keiji & Yang, Rongwei
ar
X
iv
:0
70
7.
38
01
v1
  [
ma
th.
FA
]  
25
 Ju
l 2
00
7
Nϕ-TYPE QUOTIENT MODULES ON THE TORUS
KEIJI IZUCHI AND RONGWEI YANG
Abstract. Structure of the quotient modules in H2(Γ2) is very complicated. A good
understanding of some special examples will shed light on the general picture. This paper
studies the so-callNϕ-type quotient modules, namely, quotient modules of the formH
2(Γ2)⊖
[z − ϕ], where ϕ(w) is a function in the classical Hardy space H2(Γ) and [z − ϕ] is the
submodule generated by z − ϕ(w). This type of quotient modules serve as good examples
in many studies. A notable feature of the Nϕ-type quotient module is its close connections
with some classical single variable operator theories.
1. Introduction
Let H2(Γ2) be the Hardy space on the two dimensional torus Γ2. We denote by z and
w the coordinate functions. Shift operators Tz and Tw on H
2(Γ2) are defined by Tzf = zf
and Twf = wf for f ∈ H2(Γ2). Clearly, both Tz and Tw have infinite multiplicity. A
closed subspace M of H2(Γ2) is called a submodule (over the algebra H∞(D2)), if it is
invariant under multiplications by functions in H∞(D2), where D stands for the unit disk.
Equivalently, M is a submodule if it is invariant for both Tz and Tw. The quotient space
N := H2(Γ2) ⊖M is called a quotient module. Clearly T ∗zN ⊂ N and T ∗wN ⊂ N . And for
this reason N is also said to be backward shift invariant. In the study here, it is necessary
to distinguish the classical Hardy space in the variable z and that in the variable w, for
which we denote by H2(Γz) and H
2(Γw), respectively. H
2(Γz) and H
2(Γw) are thus different
subspaces in H2(Γ2). We will simply write H2(Γ) when there is no need to tell the difference.
In H2(Γ), it is well known as the Beurling theorem that if M ⊂ H2(Γ) is invariant for Tz,
thenM = qH2(Γ) for an inner function q(z). The structure of submodules in H2(Γ2) is much
more complex, and there is a great amount of works on this subject in recent years. A good
reference of this work can be found in [3]. One natural approach to the problem is to find and
study some relatively simple submodules, and hope that the study will generate concepts
and general techniques that will lead to a better understanding of the general picture. This
in fact has become an interesting and encouraging work.
In this paper, we look at submodules of the form [z − ϕ(w)], where ϕ is a function in
H2(Γw) with ϕ 6= 0 and [z−ϕ(w)] is the closure of (z−ϕ)H∞(Γ2) in H2(Γ2). For simplicity
we denote [z − ϕ(w)] by Mϕ. One good way of studying Mϕ is through the so-called two
variable Jordan block (Sz, Sw) defined on the quotient module
Nϕ := H
2(Γ2)⊖Mϕ.
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For every quotient module N , the two variable Jordan block (Sz, Sw) is the compression of
the pair (Tz, Tw) to N , or more precisely,
Szf = PNzf, Swf = PNwf, f ∈ N,
where PN : H
2(Γ2) → N is the orthogonal projection. This paper studies interconnections
between the quotient module Nϕ, the two variable Jordan block (Sz, Sw) and the function
ϕ. Some related work has been done in [14, 22, 23]. By [14], Nϕ 6= {0} if and only if
ϕ(D) ∩D 6= ∅. For convenience, we let
Ωϕ = {w ∈ D : |ϕ(w)| < 1},
and assume throughout the paper that Nϕ 6= {0}, i.e., ϕ(D)∩D 6= ∅. The paper is organized
as follows.
Section 1 is introduction.
Section 2 introduces some useful tools and states a few related known results.
Section 3 studies the spectral properties of the operators Sz and Sw. It is interesting to
see how these properties depend on the function ϕ.
A notable phenomenon in many cases is the compactness of the defect operators I −SzS∗z
and I − S∗zSz. Section 4 aims to study how the compactness is related to the properties of
ϕ.
The quotient module Nϕ has very rich structure. Indeed, when ϕ is inner, Nϕ can be iden-
tified with the tensor product of two well-known classical spaces, namely the quotient space
H2(Γ)⊖ϕH2(Γ) and the Bergman space L2a(D). Section 5 makes a detailed study of this case.
Acknowledgement. This paper was finished when the second author was visiting the
Niigata University. The hospitality and conveniences provided by its Department of Math-
ematics is greatly appreciated.
2. Preliminaries
For every λ ∈ D, we define a left evaluation operator L(λ) from H2(Γ2) to H2(Γw) and a
right evaluation operator R(λ) from H2(Γ2) to H2(Γz) by
L(λ)f(w) = f(λ, w), R(λ)f(z) = f(z, λ), f ∈ H2(Γ2).
Clearly, L(λ) and R(λ) are operator-valued analytic functions over D. Restrictions of L(λ)
and R(λ) to quotient spaces N , M ⊖ zM and M ⊖ wM play key roles in the study here.
The following lemma is from [4].
Lemma 2.1. The restriction of R(λ) toM⊖wM is equivalent to the characteristic operator
function for Sw.
The following spectral relations are thus clear. Details can be found in [4] and [18].
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(a) λ ∈ σ(Sw) if and only if R(λ) :M ⊖ wM → H2(Γz) is not invertible,
(b) dimker (Sw − λI) = dimker (R(λ)|M⊖wM).
(c) Sw − λI has a closed range if and only if R(λ)(M ⊖ wM) is closed,
(d) Sw − λI is Fredholm if and only if R(λ)|M⊖wM is Fredholm, and in this case
ind (Sw − λI) = ind (R(λ)|M⊖wM).
Restrictions T ∗z |M⊖zM and T ∗w|M⊖wM are also important here, and for simplicity they are
denoted by Dz and Dw, respectively. Clearly,
Dzf(z, w) =
f(z, w)− f(0, w)
z
, Dwf(z, w) =
f(z, w)− f(z, 0)
w
.
And it is not hard to check that the ranges of Dz and Dw are subspaces of N. The following
lemma (cf. [22]) gives a description of the defect operators for Sz, and it will be used often.
Lemma 2.2. On a quotient module N ,
(i) S∗zSz +DzD
∗
z = I;
(ii) SzS
∗
z + (L(0)|N)∗L(0)|N = I.
A parallel version of Lemma 2.2 for Sw will also be used.
The operator Dz is a useful tool in this study. We first note that
D∗zf = PMzf, f ∈ N.
So if D∗zf = 0, then zf ∈ N . Clearly zf ∈ ker L(0)|N . Conversely, if h is in ker L(0)|N , then
we can write h = zh0. One checks easily that h0 ∈ ker D∗z . This observation shows that
z ker D∗z = ker L(0)|N .
So on Nϕ, since L(0) is injective (cf. [14]), D
∗
z has trivial kernel, i.e., the range R(Dz) is
dense in Nϕ. The following theorem describes R(Dz) in detail.
Theorem 2.3. Let N be a quotient module of H2(Γ2) and M = H2(Γ2)⊖N . Suppose that
R(Dz) is dense in N . Let f ∈ N . Then f ∈ R(Dz) if and only if there exists a positive
constant Cf depending on f such that |〈S∗zh, f〉| ≤ Cf‖L(0)h‖ for every h ∈ N .
Proof. Suppose that f ∈ R(Dz). Let g ∈ M ⊖ zM with T ∗z g = f . We have g = zf + L(0)g.
Then for h ∈ N ,
|〈S∗zh, f〉| = |〈h, zf〉|
= |〈h, g − L(0)g〉|
= |〈h, L(0)g〉|
= |〈L(0)h, L(0)g〉|
≤ ‖L(0)g‖‖L(0)h‖.
To prove the converse, suppose that there exists a positive constant Cf satisfying
|〈S∗zh, f〉| ≤ Cf‖L(0)h‖
for every h ∈ N . Since L(0) on N is one to one, we have a map Λ defined by
Λ : L(0)N ∋ u(w)→ L(0)−1u→ 〈S∗zL(0)−1u, f〉 ∈ C.
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Note that L−10 u ∈ N . Obviously, Λ is linear and
|Λu| = |〈S∗zL(0)−1u, f〉| ≤ Cf‖L(0)L(0)−1u‖ = Cf‖u‖.
Hence by the Hahn-Banach theorem, Λ is extendable to a bounded linear functional on
H2(Γw) and there exists v(w) ∈ H2(Γw) satisfying 〈u, v〉 = Λu for every u ∈ L(0)N . We
have
〈u, v〉 = 〈S∗zL(0)−1u, f〉 = 〈L(0)−1u, zf〉.
Since v(w) ∈ H2(Γw), 〈u, v〉 = 〈L(0)−1u, v〉. Therefore
〈L(0)−1u, zf − v〉 = 0
for every u ∈ L(0)N . Since L−10 (L(0)N) = N , we get zf − v ⊥ N . Hence zf − v ∈M . Since
v(w) ∈ H2(Γw), we have T ∗z (zf − v) = f ∈ N . This implies that zf − v ∈ M ⊖ zM . Thus
we get f ∈ R(Dz). 
In the case of Nϕ, [14] provides a very useful description of the functions in the space. Let
ϕ(w) ∈ H2(Γw). For f(w) ∈ H2(Γw), we formally define a function
(T ∗ϕf)(w) =
∞∑
n=0
anw
n,
where
an =
∫ 2pi
0
ϕ(eiθ)f(eiθ)e−inθdθ/2pi = 〈f(w), ϕ(w)wn〉.
Generally, T ∗ϕf may not be in H
2(Γw). When T
∗
ϕf ∈ H2(Γw), we can define T ∗2ϕ f = T ∗ϕ(T ∗ϕf).
Inductively if T ∗nϕ f ∈ H2(Γw), we can define T ∗(n+1)ϕ f = T ∗ϕ(T ∗nϕ f). For convenience, we let
Aϕf(z, w) =
∞∑
n=0
znT ∗nϕ f(w)
be an operator defined at every f ∈ H2(Γw) for which Aϕf ∈ H2(Γ2). Then it is shown in
[14] that L(0) is one-to-one on Nϕ and
(2.1) Nϕ =
{
Aϕf : f ∈ H2(Γw),
∞∑
n=0
‖T ∗nϕ f‖2 <∞
}
.
It is easy to see that L(0)Aϕf = f . Moreover by [14, Corollary 2.8], L(0)Nϕ is dense in
H2(Γw).
The following two lemmas are needed for the study of σ(Sz).
Lemma 2.4. Let ϕ(w), g(w) ∈ H2(Γw) and ψ(w) ∈ H∞(Γw). Then T ∗ϕT ∗ψg = T ∗ψϕg. More-
over if T ∗ϕg ∈ H2(Γw), then T ∗ψT ∗ϕg = T ∗ψϕg.
Proof. Let n ≥ 0. Then by the definitions above,
〈T ∗ϕT ∗ψg, zn〉 = 〈g, ϕψzn〉 = 〈T ∗ϕψg, zn〉.
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Thus T ∗ϕT
∗
ψg = T
∗
ϕψg. Suppose that T
∗
ϕg ∈ H2(Γw). We have ϕg − T ∗ϕg ∈ zH1. Hence
〈T ∗ψT ∗ϕg, zn〉 = 〈T ∗ϕg, ψzn〉
=
∫ 2pi
0
ϕ(eiθ)g(eiθ)ψ(eiθ)e−inθdθ/2pi
= 〈g, ψϕzn〉.
Thus we get our assertion. 
Let w0 ∈ Ωϕ. The following lemma follows easily from the calculation
T ∗ϕ
1
1− w0w =
ϕ(w0)
1− w0w.
Lemma 2.5. For w0 ∈ Ωϕ,we have
1
(1− ϕ(w0)z)(1 − w0w)
∈ Nϕ.
3. the spectra of Sz and Sw
The spectra of Sz and Sw on Nϕ is evidently dependent on ϕ. This section aims to figure
out how they are exactly related. Lemma 2.1 and the description in (2.1) are helpful to this
end.
Proposition 3.1. ϕ(D) ∩D ⊂ σ(Sz) ⊂ ϕ(D) ∩D.
Proof. Let w0 ∈ ϕ(D) ∩D. Then
S∗z
( 1
(1− ϕ(w0)z)(1− w0w)
)
=
∞∑
n=1
(
ϕ(w0)
n
(1− w0w)−1
)
zn−1
= ϕ(w0)
( 1
(1− ϕ(w0)z)(1 − w0w)
)
.
By Lemma 2.5, ϕ(w0) is a point spectrum of S
∗
z . Thus we get ϕ(D) ∩D ⊂ σ(Sz).
Let λ /∈ ϕ(D). Then 1/(ϕ(w)− λ) ∈ H∞(Γw). Let F ∈ Nϕ. We have
S∗1/(ϕ−λ)F = S
∗
1/(ϕ−λ)
∞∑
n=0
(T ∗nϕ L(0)F )z
n
=
∞∑
n=0
(T ∗nϕ T
∗
1/(ϕ−λ)L(0)F )z
n by Lemma 2.4.
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Hence
S∗1/(ϕ−λ)S
∗
z−λF =
∞∑
n=0
(T ∗nϕ T
∗
1/(ϕ−λ)L(0)S
∗
z−λF )z
n
=
∞∑
n=0
(T ∗nϕ T
∗
1/(ϕ−λ)T
∗
ϕ−λL(0)F )z
n
=
∞∑
n=0
(T ∗nϕ L(0)F )z
n by Lemma 2.4
= F.
Also we have
S∗z−λS
∗
1/(ϕ−λ)F =
∞∑
n=1
(T ∗nϕ T
∗
1/(ϕ−λ)L(0)F )z
n−1 − λ
∞∑
n=0
(T ∗nϕ T
∗
1/(ϕ−λ)L(0)F )z
n
=
∞∑
n=1
(T ∗nϕ T
∗
ϕT
∗
1/(ϕ−λ)L(0)F )z
n−1 − λ
∞∑
n=0
(T ∗nϕ T
∗
1/(ϕ−λ)L(0)F )z
n
=
∞∑
n=0
(T ∗nϕ T
∗
(ϕ−λ)T
∗
1/(ϕ−λ)L(0)F )z
n
= F.
Thus (Sz − λ)−1 = S1/(ϕ−λ) and hence λ /∈ σ(Sz).
Since ‖Sz‖ ≤ 1, we have our assertion. 
For a submodule M in H2(Γ2), the quotient space M ⊖ zM is a wandering subspace for
the multiplication by z and we have
M =
∞∑
n=0
⊕ zn(M ⊖ zM).
For a fixed λ ∈ D and every f ∈M , we write f =∑∞j=0 zjfj for some unique sequence {fj}
in M ⊖ zM . So
f =
∞∑
j=0
λjfj +
∞∑
j=0
(zj − λj)fj ,
which means that f = h1+(z−λ)h2 for some h1 ∈M⊖zM and h2 ∈M . If h1+(z−λ)h2 =
0, then h1 + zh2 = λh2, and hence |λ|2‖h2‖2 = ‖h1‖2 + ‖h2‖2, which is possible only if
h1 = h2 = 0. This observation shows that M can be expressed as the direct sum
(3.1) M = (M ⊖ zM) + (z − λ)M,
We now look at the spectral properties of Sw.
Proposition 3.2. On Nϕ,
(i) Ωϕ ⊂ σ(Sw).
(ii) Sw − αI is Fredholm for every α ∈ Ωϕ and ind (Sw − αI) = −1.
Nϕ-TYPE QUOTIENT MODULES ON THE TORUS 7
Proof. We use Lemma 2.1 to this end.
(i) It is sufficient to show Ωϕ ⊂ σ(Sw). If α ∈ Ωϕ, then for any function (z − ϕ)h(z, w)
in Mϕ ⊖ wMϕ, (z − ϕ(α))h(z, α) vanishes at ϕ(α), and therefore R(α)(Mϕ ⊖ wMϕ) ⊂ (z −
ϕ(α))H2(Γz) 6= H2(Γz). By Lemma 2.1, α ∈ σ(Sw).
(ii) It is equivalent to show that R(α)|Mϕ⊖wMϕ is Fredholm with index −1. We first show
that R(α) is injective on Mϕ ⊖ wMϕ for every α ∈ Ωϕ. Let (z − ϕ)h(z, w) be in Mϕ. Then
there is a sequence of polynomials {pn(z, w)} such that (z − ϕ)pn converges to (z − ϕ)h
in the norm of H2(Γ2). Since R(α) is a bounded operator, (z − ϕ(α))pn(z, α) converges to
(z − ϕ(α))h(z, α), which, by the fact |ϕ(α)| < 1, implies that pn(z, α) converges to h(z, α)
in H2(Γz). Since for every f ∈ H2(Γz), we have ‖ϕf‖ = ‖ϕ‖‖f‖ and hence
(3.2) ‖(z − ϕ)f‖ ≤ ‖zf‖+ ‖ϕf‖ = (1 + ‖ϕ‖)‖f‖ <∞,
(z − ϕ)pn(z, α) converges to (z − ϕ)h(z, α) in Mϕ. It follows that
lim
n→∞
(z − ϕ)pn − pn(·, α)
w − α = (z − ϕ)
h− h(·, α)
w − α ,
which concludes that (z − ϕ)h−h(·,α)
w−α ∈ Mϕ. If (z − ϕ)h(z, w) is in Mϕ ⊖ wMϕ such that
(z − ϕ(α))h(z, α) = 0, then h(z, α) = 0, and it follows from the observation above that
(z − ϕ)h = (w − α)(z − ϕ) h
w − α ∈ (w − α)Mϕ,
and hence by (3.1) (z−ϕ)h(z, w) = 0 which concludes that R(α) is injective on Mϕ ⊖ wMϕ.
In the proof of (i), we showed that R(α)(Mϕ ⊖ wMϕ) ⊂ (z − ϕ(α))H2(Γz). On the other
hand, for every g ∈ H2(Γz), (z − ϕ)g is in Mϕ by (3.2), and by (3.1)
(z − ϕ(α))g ∈ R(α)(Mϕ) = R(α)(Mϕ ⊖ wMϕ).
This shows that
R(α)(Mϕ ⊖ wMϕ) = (z − ϕ(α))H2(Γz),
i.e., R(α)|Mϕ⊖wMϕ has a closed range with codimension 1, and this completes the proof in
view of Lemma 2.1. 
Corollary 3.3. If ϕ is bounded with ‖ϕ‖∞ ≤ 1, then σ(Sw) = D¯ and σe(Sw) = Γ.
Proof. By Proposition 3.2 and the fact that Sw is a contraction, σ(Sw) = D¯ and σe(Sw) ⊂ Γ.
Since ind(Sw) = −1, σe(Sw) is a closed curve, and therefore σe(Sw) = Γ. 
We will mention another somewhat deeper consequence of Proposition 3.2 near the end
of this section. Here we continue to study the Fredholmness of Sz. Unfortunately, the
techniques used for Proposition 3.2(ii) can not be applied directly to the case here and a
technical difficulty seems hard to overcome. So instead we use (3.1) in the case here. We
begin with some simple observations.
Lemma 3.4. Let ϕ(w) = b(w)h(w) be the inner-outer factorization of ϕ(w). Then ker S∗z =
H2(Γw)⊖ b(w)H2(Γw).
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Proof. Since the functions in H2(Γw)⊖ b(w)H2(Γw) depend only on w, the inclusion
H2(Γw)⊖ b(w)H2(Γw) ⊂ ker S∗z
is easy to check.
If f is a function in Nϕ such that S
∗
zf = 0, then z¯f is orthogonal to H
2(Γ2) which means
f is independent of the variable z. Since for every non-negative integer j
0 = 〈(z − ϕ)wj, f〉 = 〈−ϕwj, f〉,
f is in H2(Γw)⊖ b(w)H2(Γw). 
Theorem 3.5. Let ϕ(w) = b(w)h(w) be the inner-outer factorization of ϕ and
α = inf
w∈D
|h(w)|.
Then S∗z has a closed range if and only if α 6= 0, and in this case S∗zNϕ = Nϕ.
Proof. Write Kb = H
2(Γw)⊖ b(w)H2(Γw). By Lemma 3.4, ker S∗z = Kb.
Suppose that α > 0. Then h(w)−1 ∈ H∞(Γw) and ‖T ∗h−1‖ = ‖h−1‖∞ = α−1. Let
F ∈ Nϕ ⊖Kb. We can write (L(0)F )(w) = b(w)f(w). Then by (2.1)
‖F‖2 =
∥∥∥
∞∑
n=0
znT ∗nϕ bf
∥∥∥2
=
∞∑
n=0
‖T ∗nϕ bf‖2
≥ ‖f‖2 + ‖T ∗ϕbf‖2
= ‖f‖2 + ‖T ∗hf‖2
= ‖f‖2 + α2α−2‖T ∗hf‖2
= ‖f‖2 + α2‖T ∗h−1‖2‖T ∗hf‖2
≥ ‖f‖2 + α2‖f‖2 by Lemma 2.4
= (1 + α2)‖L(0)F‖2.
Since by Lemma 2.2 ‖S∗zF‖2 + ‖L(0)F‖2 = ‖F‖2,
‖S∗zF‖2 = ‖F‖2 − ‖L(0)F‖2 ≥
(
1− 1
1 + α2
)
‖F‖2 = α
2
1 + α2
‖F‖2.
This implies that S∗z is bounded below on Nϕ ⊖Kb, and hence S∗z has a closed range.
Suppose that α = 0. Let {wk}k be a sequence in D satisfying |h(wk)| < 1 and h(wk)→ 0
as k →∞. Let
Fk(z, w) =
b(w)
1− wkw +
∞∑
n=1
zn
b(wk)
(n−1)
h(wk)
n
1− wkw .
Then
‖Fk‖2 ≥
∥∥∥ 1
1− wkw
∥∥∥2.
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Using the fact that T ∗g (1/(1− w¯kw)) = g(wk)(1/(1− w¯kw)) for every g ∈ H2(Γw), we have
Fk(z, w) =
∞∑
n=0
znT ∗nϕ
b(w)
1− wkw ∈ Nϕ ⊖Kb,
and therefore
S∗zFk =
∞∑
n=0
zn
b(wk)
n
h(wk)
(n+1)
1− wkw ,
and
‖S∗zFk‖2 ≤
∥∥∥ 1
1− wkw
∥∥∥2 |h(wk)|2
1− |h(wk)|2 .
It follows
‖S∗zFk‖2 ≤
|h(wk)|2
1− |h(wk)|2‖Fk‖
2.
This implies that S∗z is not bounded below on Nϕ ⊖Kb. Since S∗z is one-to-one on Nϕ ⊖Kb,
S∗z (Nϕ ⊖ Kb) is not a closed subspace. Since S∗z (Nϕ) = S∗z (Nϕ ⊖ Kq), S∗z does not have a
closed range.
Next we shall prove that S∗zNϕ = Nϕ when α > 0. Let g(w) ∈ L(0)Nϕ. We have
∞∑
n=0
‖T ∗nϕ T ∗h−1bg‖2 = ‖T ∗h−1bg‖2 +
∞∑
n=1
‖T ∗(n−1)ϕ g‖2
≤ ‖h−1‖2∞‖g‖2 + ‖L(0)−1g‖2
< ∞.
Hence T ∗h−1bg ∈ L(0)Nϕ, and
S∗zL
−1
0 T
∗
h−1bg =
∞∑
n=1
zn−1T ∗nϕ T
∗
h−1bg
=
∞∑
n=1
zn−1T ∗(n−1)ϕ g
= L−10 g.
This implies that S∗zNϕ = Nϕ. 
Corollary 3.6. With notations as in Theorem 3.5, the following conditions are equivalent.
(i) α 6= 0.
(ii) S∗z has a closed range.
(iii) S∗zNϕ = Nϕ.
(iv) T ∗ϕL(0)Nϕ = L(0)Nϕ.
Theorem 3.5 in particular shows that Sz is injective when α > 0. This is in fact a general
phenomenon on Nϕ. The following fact (cf. [5, p.85]) is need to this end.
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Lemma 3.7. Let h(w) be an outer function on Γw. Then there is a sequence of outer
functions {hk}k in H∞(Γw) such that ‖hkh‖∞ ≤ 1 and hkh→ 1 a.e. on Γw as k →∞.
Theorem 3.8. Sz is injective on Nϕ.
Proof. We show that S∗z has a dense range. Let ϕ(w) = b(w)h(w) be the inner-outer factor-
ization of ϕ. By Lemma 3.7, there is a sequence {hk}k in H∞(Γw) such that
(3.3) ‖hkh‖∞ ≤ 1 and hkh→ 1 a.e. on Γw as k →∞.
Let g(w) ∈ L(0)Nϕ. By Lemma 2.4, we have
∞∑
n=0
‖T ∗nϕ T ∗hkbg‖2 = ‖T ∗hkbg‖2 +
∞∑
n=1
‖T ∗hkhT ∗(n−1)ϕ g‖2
≤ ‖hk‖2∞‖g‖2 +
∞∑
n=1
‖T ∗(n−1)ϕ g‖2 by (3.3)
= ‖hk‖2∞‖g‖2 + ‖L(0)−1g‖2
< ∞.
Hence T ∗hkbg ∈ L(0)Nϕ, and we have
‖S∗zL(0)−1T ∗hkbg − L(0)−1g‖2
=
∞∑
n=0
‖T ∗(n+1)ϕ T ∗hkbg − T ∗nϕ g‖2
=
∞∑
n=0
‖T ∗hkh−1T ∗nϕ g‖2
≤
∞∑
n=0
‖(hkh− 1)T ∗nϕ g‖2
=
∫ 2pi
0
|(hhk)(eiθ)− 1|2
∞∑
n=0
|(T ∗nϕ g)(eiθ)|2
dθ
2pi
.
Since g ∈ L(0)Nϕ,
∞∑
n=0
|T ∗nϕ g|2 ∈ L1(Γw).
Hence by (3.3) and the Lebesgue dominated convergence theorem,
‖S∗zL−10 T ∗hkbg − L−10 g‖2 → 0 as k →∞.
This implies that S∗z has a dense range. 
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Corollary 3.9. Let ϕ(w) = b(w)h(w) be the inner-outer factorization of ϕ(w). Then the
following are equivalent.
(i) Sz is Fredholm.
(ii) b(w) is a finite Blaschke product and h−1(w) ∈ H∞(Γw).
In this case, − ind (Sz) is the number of zeros of b(w) in D counting multiplicites.
Proof. We let α = inf
w∈D
|h(w)|. Sz is Fredholm if and only if S∗z is Fredholm, and by Lemma
3.4 and Theorem 3.5 this is equivalent to b being a finite Blaschke product and α > 0.
Clearly, α > 0 if and only if h−1(w) ∈ H∞(Γw).

A quotient module N is said to be essentially reductive if both Sz and Sw are essentially
normal, i.e., [S∗z , Sz] and [S
∗
w, Sw] are both compact. Essential reductivity is an important
concept and has been studied recently in various contexts. In the context here, it will be
interesting to see what type of ϕ makes Nϕ essentially reductive. Proposition 3.2 has a
couple of consequences to this end. A general study will be made in a different paper.
Corollary 3.10. For every ϕ ∈ H2(Γw), [S∗z , Sw] is Hilbert-Schmidt on Nϕ.
Proof. We let Rz and Rw denote the multiplications by z and w on the submodule Mϕ, re-
spectively. It then follows from Proposition 3.2 and Theorem 2.3 in [21] that [R∗z , Rz][R
∗
w, Rw]
is Hilbert-Schmidt, and the corollary thus follows from Theorem 2.6 in [21]. 
In the case ϕ is in the disk algebra A(D), there is a sequence of polynomials pn → ϕ in
A(D), and hence [S∗z , pn(Sw)]→ [S∗z , ϕ(Sw)] in operator norm. Since Sz = ϕ(Sw) on Nϕ, we
easily obtain the following corollary.
Corollary 3.11. If ϕ ∈ A(D), then Sz is essentially normal.
Question 1. For what ϕ ∈ H2(Γw) is Sw essentially normal on Nϕ?
In the case ϕ is inner, this question can be settled by direct calculations. We will do it in
Section 5.
4. Compactness of L(0)|N and Dz
In view of Lemma 2.2, the compactness of L(0)|N or Dz will give us much information
about the operator Sz. So to determine whether L(0)|N or Dz is compact for a certain
quotient module N is of great interests. In the case of Nϕ, the compactness is undoubtly
dependent on the properties of ϕ. This section aims to unveil the connection.
We first look at the compactness of L(0)|Nϕ. For each fixed ζ ∈ D, we denote by Zϕ(ζ)
the number of zeros of ζ − ϕ(w) in D counting multiplicities. This integer-valued function
has an important role to play in this study. As a matter of fact, in [22, Theorem 5.2.2], the
second author showed that if L(0) on Nϕ is compact, then Zϕ(ζ) is a finite constant on D.
The following study describes the function ϕ for which this is the case.
Lemma 4.1. Let ϕ(w) = b(w)h(w) be the inner-outer factorization of ϕ. Then Zϕ(ζ) is a
finite constant on D if and only if b is a finite Blaschke product and |h(w)| ≥ 1 for every
w ∈ D.
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Proof. It is easy to see that that b is a finite Blaschke product and |h(w)| ≥ 1 for every
w ∈ D if and only if
lim inf
|w|→1
|ϕ(w)| ≥ 1.
Suppose that c = Zϕ(ζ) for every ζ ∈ D. To prove the necessity by contradiction, we assume
that there exists a sequence {wn}n in D such that sup
n
|ϕ(wn)| < 1 and |wn| → 1. We may
assume that ϕ(wn) → ζ0 ∈ D. Then there exists r0, 0 < r0 < 1, such that the number of
zeros of ζ0 − ϕ(w) in r0D equals to c. By the Hurwitz theorem, for a large positive integer
n0, the number of zeros of ϕ(wn0) − ϕ(w) in r0D equals to α. Further, we may assume
that wn0 /∈ r0D. Hence the number of zeros of ϕ(wn0)− ϕ(w) in D is greater than c which
contradicts the fact that Zϕ(ζ) is a constant.
The sufficiency is an easy consequence of Rouche´’s theorem in Complex Analysis. In fact,
if b(w) is a finite Blaschke product and h(w) is an outer function with |h(w)| ≥ 1 on D, then
by Rouche´’s theorem, for each ζ ∈ D the number of zeros of ζ − ϕ(w) in D coincides with
the number of zeros of b(w) in D. So Zϕ(ζ) is a finite constant. 
Theorem 4.2. Let ϕ(w) = b(w)h(w) be the inner-outer factorization of ϕ. Then the
following conditions are equivalent.
(i) L(0) on Nϕ is compact.
(ii) b is a finite Blaschke product and |h(w)| ≥ 1 for every w ∈ D.
Proof. (i) ⇒ (ii) If L(0) on Nϕ is compact, then by Theorem 5.2.2 in [22] Zϕ(ζ) is a finite
constant, and (ii) thus follows from Lemma 4.1.
(ii) ⇒ (i) For any positive integer m, we have
H2(Γw)⊖ bm(w)H2(Γw) =
m−1∑
j=0
⊕ bj(w)(H2(Γw)⊖ b(w)H2(Γw)).
Since b is a finite Blaschke product, dim
(
H2(Γw) ⊖ b(w)H2(Γw)
)
< ∞ and H2(Γw) ⊖
b(w)H2(Γw) is contained in the disk algebra A(D). One easily sees that
T ∗ϕb
j(w)
(
H2(Γw)⊖ b(w)H2(Γw)
) ⊂ bj−1(w)(H2(Γw)⊖ b(w)H2(Γw)),
so that
H2(Γw)⊖ bm(w)H2(Γw) ⊂ L(0)Nϕ.
Then
L(0)Nϕ = (H
2(Γw)⊖ bmH2(Γw))⊕ (bmH2(Γw) ∩ L(0)Nϕ)
and hence
Nϕ = L(0)
−1(H2(Γw)⊖ bmH2(Γw)) + L(0)−1(bmH2(Γw) ∩ L(0)Nϕ),
which is in fact a direct sum because L(0)|Nϕ is injective. For simplicity we write this
decomposition as
Nϕ = N1,m +N2,m.
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Since dim (N1,m) < ∞, to prove that L(0) on Nϕ is compact it is sufficient to prove that
limm→∞ ‖L(0)|N2,m‖ = 0, i.e.,
sup
bmg∈L(0)Nϕ
‖bmg‖2
‖L(0)−1bmg‖2 → 0 as m→∞.
Let bmg ∈ L(0)Nϕ and 0 ≤ n ≤ m. By Lemma 2.4, T ∗hbm−1g = T ∗ϕbmg ∈ H2(Γw), so that
T ∗2h b
m−2g = T ∗hT
∗
hT
∗
b b
m−1g = T ∗hT
∗
b T
∗
hb
m−1g = T ∗2ϕ b
mg ∈ H2(Γw).
Repeating this, we have
(4.1) T ∗nh b
m−ng = T ∗nϕ b
mg ∈ H2(Γw).
Using the fact that L(0)Aϕf = f , i.e.,
L−1(0)f =
∞∑
j=0
zjT ∗jϕ f,
and that ‖h−1‖∞ ≤ 1, we calculate that
sup
bmg∈L(0)Nϕ
‖bmg‖2
‖L(0)−1bmg‖2 = supbmg∈L(0)Nϕ
‖g‖2∑∞
j=0 ‖T ∗jϕ bmg‖2
≤ sup
bmg∈L(0)Nϕ
‖g‖2∑m
j=0 ‖T ∗jϕ bmg‖2
= sup
bmg∈L(0)Nϕ
‖g‖2∑m
j=0 ‖T ∗jh bm−jg‖2
by (4.1)
≤ sup
bmg∈L(0)Nϕ
‖g‖2∑m
j=0 ‖T ∗jh−1‖2‖T ∗jh bm−jg‖2
≤ sup
bmg∈L(0)Nϕ
‖g‖2∑m
n=0 ‖bm−ng‖2
by Lemma 2.4
=
1
m+ 1
.
So it follows that limm→∞ ‖L(0)|N2,m‖ = 0 and this completes the proof. 
Corollary 4.3. If L(0) and R(0) are both compact on Nϕ then ϕ is a finite Blaschke product.
Proof. If R(0) is compact on Nϕ, then by the parallel statement of Theorem 5.2.2 in [22] for
R(0), the number of zeros of z − ϕ(λ) in D is a constant with respect to λ ∈ D. Since Nϕ
is non-trivial, this constant is equal to 1. So ‖ϕ‖∞ ≤ 1, and it follows that ‖h‖∞ ≤ 1. If
L(0) is also compact on Nϕ, then by Theorem 4.2 h is a constant of modulous 1, hence ϕ is
a finite Blaschke product. 
In fact the converse of Corollary 4.3 is also true and we will see it in Section 5.
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Next we study the compactness of Dz. In fact, the compactness of Dz and that of L(0)|Nϕ
are closely related.
Theorem 4.4. If ϕ is bounded, then L(0)|Nϕ is compact if and only if Dz is compact.
Proof. The fact that the compactness of L(0)|Nϕ implies the compactness of Dz follows from
Theorem 3.7 and [22, Theorem 5.3.1].
To show that the compactness of Dz implies that of L(0)|Nϕ , we first check that Sz is
Fredholm in this case. If Dz is compact, then by Lemma 2.2 S
∗
zSz is Fredholm, and hence
S∗z has closed range. Moreover, it follows from Theorem 3.8 that S
∗
z is in fact onto. So it
remains to show that S∗z has a finite dimensional kernel. If we let ϕ = bh be the inner-
outer factorization of ϕ, then by Lemma 3.4 we need to show that H2(Γw) ⊖ bH2(Γw) is
a finite dimensional subspace in Nϕ, or equivalently, b is a Blaschke product. For every
f ∈ H2(Γw)⊖ bH2(Γw) and integers i, j ≥ 0, one checks that
〈D∗zf, (z − ϕ)ziwj〉 = 〈zf, (z − ϕ)ziwj〉 = 〈f, ziwj〉.
So D∗zf is orthogonal to (z − ϕ)ziwj when i ≥ 1. Therefore,
‖D∗zf‖ = ‖PMϕzf‖
≥ sup
‖(z−ϕ)p‖≤1
|〈zf, (z − ϕ)p〉|, p are polynomials in H2(Γw)
= sup
‖(z−ϕ)p‖≤1
|〈f, p〉|.
Since
‖(z − ϕ)p‖2 = ‖p‖2 + ‖ϕp‖2 ≤ ‖p‖2(1 + ‖ϕ‖2∞),
we have
‖D∗zf‖ ≥ sup
‖p‖≤(1+‖ϕ‖2
∞
)−1/2
|〈f, p〉| = (1 + ‖ϕ‖2∞)−1/2‖f‖,
which means D∗z is bounded below by a positive constant on H
2(Γw) ⊖ bH2(Γw). Since Dz
is compact, H2(Γw)⊖ bH2(Γw) is finite dimensional, and this concludes that Sz is Fredholm.
Now we show that L(0)|Nϕ is compact. For this matter, we recall the equality (cf. Propo-
sition 5.1.1 in [22])
SzDz + (L(0)|N)∗(L(0)|M⊖zM) = 0.
Since Dz is compact, (L(0)|∗N(L(0)|M⊖zM) is compact. Since we have shown that Sz is
Fredholm in this case, L(0)|Mϕ⊖zMϕ is Fredholm by Lemma 2.1, and therefore L(0)|Nϕ is
compact. 
The following example gives a simple illustration for the compactness of L(0)|Nϕ .
Example 1. We consider a function ϕ(w) = aw, where a ∈ C and a 6= 0. Let
Rj =
√
1 + |a|2 + · · ·+ |a|2j
and
ej =
wj + (az)wj−1 + · · ·+ (az)j
Rj
.
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Then it is not difficult to check that {ej}j is an orthonormal basis of Nϕ, and one verifies
that
‖L(0)ej‖2 =
∥∥∥wj
Rj
∥∥∥2 = R−2j .
So if |a| < 1, then ‖L(0)ej‖2 ≥ 1−|a|2 and hence L(0) on N is not compact. If |a| ≥ 1, then
limj→∞ ‖L(0)ej‖ = 0 which shows that L(0) on N is compact.
It is clear by Corollary 3.11 that Sz is essentially normal in this case. It is easy to give a
direct calculation of [S∗z , Sz]. In fact,
Szej =
aRj
Rj+1
ej+1, S
∗
zej =
aRj−1
Rj
ej−1,
so
(S∗zSz − SzS∗z )ej
= |a|2
( R2j
R2j+1
− R
2
j−1
R2j
)
ej
=
( |a|2 + · · ·+ |a|2(j+1)
1 + |a|2 + · · ·+ |a|2(j+1) −
|a|2 + · · ·+ |a|2j
1 + |a|2 + · · ·+ |a|2j
)
ej
:= cjej.
It is clear that cj → 0 as j →∞. One also observes that Sz on Naw is hyponormal.
By [14], we know that ‖Sz‖ = ‖ϕ‖∞ if ‖ϕ‖∞ ≤ 1, and ‖Sz‖ = 1 for other cases. In the
last part of this section, we calculate the norm and the essential norm of L(0)|Nϕ and Sz.
First we recall that the essential norm ‖A‖e is the norm of A in the Calkin algebra.
Since ‖S∗zF‖2 + ‖L(0)F‖2 = ‖F‖2 for every F ∈ Nϕ, we have
‖S∗z‖2 = sup
F∈Nϕ,‖F‖=1
‖S∗zF‖2 = 1− inf
F∈Nϕ,‖F‖=1
‖L(0)F‖2,
(4.2) inf
F∈Nϕ,‖F‖=1
‖S∗zF‖2 = 1− sup
F∈Nϕ,‖F‖=1
‖L(0)F‖2 = 1− ‖L(0)‖2.
Hence
inf
F∈Nϕ,‖F‖=1
‖L(0)F‖ =
{ √
1− ‖ϕ‖2∞, if ‖ϕ‖∞ ≤ 1
0, other cases.
Proposition 4.5. Let α = inf
w∈D
|ϕ(w)|. Then α < 1 and ‖L(0)|Nϕ‖ =
√
1− α2.
Proof. By [14, Corollary 2.7], ϕ(D) ∩D 6= ∅. Hence α < 1. Let
F =
2
(1− ϕ(w0)z)(1 − w0w)
Let w0 ∈ Ωϕ. Then by Lemma 2.5, F ∈ Nϕ and
‖L(0)F‖2
‖F‖2 = 1− |ϕ(w0)|
2.
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This implies 1− |ϕ(w0)|2 ≤ ‖L(0)‖2. Thus we get
(4.3)
√
1− α2 ≤ ‖L(0)‖ ≤ 1.
If α = 0, then ‖L(0)‖ = 1.
Suppose that α > 0. Then (1/ϕ)(w) ∈ H∞(Γw), and by Lemma 2.4 we have T ∗1/ϕnT ∗nϕ = I
on L(0)Nϕ for every n ≥ 1. Let h ∈ L(0)Nϕ. We have
‖h‖ = ‖T ∗1/ϕnT ∗nϕ h‖
≤ ‖T ∗1/ϕn‖‖T ∗nϕ h‖
= ‖1/ϕ‖n∞‖T ∗nϕ h‖
= ‖T ∗nϕ h‖/αn.
Then αn‖h‖ ≤ ‖T ∗nϕ h‖ for every h ∈ L(0)Nϕ and n. Hence
‖h‖2 1
1− α2 ≤
∞∑
n=0
‖T ∗nϕ h‖2 = ‖L−10 h‖2
for every h ∈ L(0)Nϕ, and ‖L(0)F‖2 ≤ (1− α2)‖F‖ for every F ∈ Nϕ. Therefore ‖L(0)‖ ≤√
1− α2. By (4.3), ‖L(0)‖ = √1− α2. 
A combination of (4.2), Propositions 3.1 and Proposition 4.5 leads to the following
Corollary 4.6. Let α = inf
w∈D
|ϕ(w)|. Then S∗z is invertible if and only if α > 0. In this case,
‖S∗−1z ‖−1 = inf
F∈Nϕ,‖F‖=1
‖S∗zF‖ = α.
Theorem 4.7. Let ϕ(w) ∈ H∞(Γw) with Nϕ 6= {0}. Let ϕ(w) = b(w)h(w) be the outer-
inner factorization of ϕ. Suppose that L(0) on Nϕ is not compact. Let γ = lim inf|w|→1
|ϕ(w)|.
Then γ < 1 and ‖L(0)‖e =
√
1− γ2. Moreover ‖L(0)‖e 6= ‖L(0)‖ if and only if b(w) is a
non-constant finite Blaschke product and 1/h(w) ∈ H∞(Γw).
Proof. By Theorem 4.2, γ < 1. Take a sequence {wj}j in D such that |ϕ(wj)| → γ and
|wj| → 1 as j →∞. We have
‖L(0)kwj‖ =
√
1− |wj|2
√
1− |ϕ(wj)|2
∥∥∥ 1
1− w0w
∥∥∥
=
√
1− |ϕ(wj)|2
→
√
1− γ2.
Let K be a compact operator from Nϕ to H
2(Γw). Since kwj → 0 weakly in Nϕ, ‖(L(0) +
K)kwj‖ →
√
1− γ2. Hence ‖L(0)‖e ≥
√
1− γ2.
Suppose that γ = 0. Then 1 ≤ ‖L(0)‖e ≤ ‖L(0)‖ ≤ 1. In this case, either b is not a finite
Blaschke product or 1/h /∈ H∞(Γw).
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Suppose that 0 < γ < 1. Then b is a finite Blaschke product. By Proposition 4.5,
‖L(0)‖ = √1− α2, where α = inf
w∈D
|ϕ(w)|. We note that α ≤ γ. If α = γ, then we have
‖L(0)‖ = ‖L(0)‖e. In this case, b is a constant function and 1/h ∈ H∞(Γw).
If α < γ, then b is a non-constant finite Blaschke product and 1/h ∈ H∞(Γw). This
implies that α = 0 and ‖L(0)‖ = 1. In this case we shall prove that ‖L(0)‖e =
√
1− γ2.
We note that ‖1/h‖∞ = 1/γ. The idea of the proof is the same as that of Theorem 4.2. We
have
sup
bmg∈L(0)Nϕ
‖bmg‖2
‖L−1(0)bmg‖2 ≤ supbmg∈L(0)Nϕ
‖g‖2∑m
n=0 ‖T ∗nh bm−ng‖2
= sup
bmg∈L(0)Nϕ
‖g‖2∑m
n=0 γ
2n‖T ∗n1/h‖2‖T ∗nh bm−ng‖2
≤ 1∑m
n=0 γ
2n
.
Hence ‖L(0)‖e ≤
√
1− γ2, so that we obtain ‖L(0)‖e =
√
1− γ2. 
Theorem 4.8. Let ϕ(w) ∈ H2(Γw) satisfying and ϕ 6= 0. Then ‖Sz‖e = ‖Sz‖.
Proof. First, suppose that 0 < ‖ϕ‖∞ < 1. Let K be a compact operator on Nϕ. Let {wj}j be
a sequence inD such that |ϕ(wj)| → ‖ϕ‖∞ as j →∞. ThenKkwj → 0 as j →∞. One easily
sees that ‖S∗zkwj‖ = |ϕ(wj)|, so that ‖S∗zkwj‖ → ‖ϕ‖∞ as j →∞. Hence ‖S∗z +K‖ ≥ ‖ϕ‖∞.
By [14, Proposition 3.5], ‖S∗z‖ = ‖ϕ‖∞, so that ‖Sz‖e = ‖S∗z‖e = ‖ϕ‖∞ = ‖Sz‖.
Next, suppose that 1 ≤ ‖ϕ‖∞ ≤ ∞. By [14, Proposition 3.5], ‖Sz‖ = 1. Suppose that
lim inf
|w|→1
|ϕ(w)| ≥ 1. By Theorem 4.2, L(0) is compact on Nϕ. Since SzS∗z = I − L∗(0)L(0),
‖SzS∗z‖e = 1, so that ‖Sz‖e = 1.
Suppose that lim inf
|w|→1
|ϕ(w)| < 1. Then there exists a sequence {αj}j ⊂ D satisfying the
following conditions; |αj| → 1 as j → ∞, and for each j there exists a sequence {wj,l}l in
Ωϕ such that |wj,l| → 1 and ϕ(wj,l) → αj as l → ∞. Let K be a compact operator on Nϕ.
Then ‖(S∗z + K)kwj,l‖ → |αj| as l → ∞. Since |αj| → 1, we have ‖S∗z + K‖ ≥ 1. Hence
‖Sz‖e = ‖S∗z‖e = 1 = ‖Sz‖. 
5. the case when ϕ is inner
This section gives a detailed study for the case when ϕ is inner. On the one hand, the
fact that ϕ is inner makes this case very computable, and, as a consequence, many of the
earlier results have a clean illustration in this case. On the other hand, the case has a close
connection with the two classical spaces, namely the quotient space H2(Γ)⊖ϕH2(Γ) and the
Bergman space L2a(D). This fact suggests that the space Nϕ indeed has very rich structure.
Some preparations are needed to start the discussion. With every inner function θ(w) in
the Hardy space H2(Γ) over the unit circle Γ, there is an associated contraction S(θ) on
H2(Γ)⊖ θH2(Γ) defined by
S(θ)f = Pθwf, f ∈ H2(Γ)⊖ θH2(Γ),
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where Pθ is the projection from H
2(Γ) onto H2(Γ) ⊖ θH2(Γ). The operator S(θ) is the
classical Jordan block, and its properties have been very well studied (cf. [1, 18]). We will
state some of the related facts later in the section. Here, we display an orthonormal basis
for Nϕ.
Lemma 5.1. Let ϕ(w) be a one variable non-constant inner function. Let {λk(w)}mk=0 be
an orthonormal basis of H2(Γw)⊖ ϕ(w)H2(Γw), and
ej =
wj + wj−1z + · · ·+ zj√
j + 1
for each integer j ≥ 0. Then {λk(w)ej(z, ϕ(w)); k = 0, 1, 2, · · · , m, j = 1, 2, · · · } is an
othonormal basis for Nϕ.
Proof. First of all, we have the facts that
Nϕ =
{
Aϕf : f ∈ H2(Γw),
∞∑
n=0
‖T ∗ϕnf‖2 <∞
}
,
and
H2(Γw) =
∞∑
j=0
⊕ϕj(w)(H2(Γw)⊖ ϕ(w)H2(Γw)).
Write
Ek,j = λk(w)ej(z, ϕ(w)).
Then if (k, j) 6= (s, t) and j ≤ t,
〈Ek,j, Es,t〉
=
1√
j + 1
√
t+ 1
j∑
l=0
t∑
i=0
〈
λk(w)ϕ
j−l(w)zl, λs(w)ϕt−i(w)zi
〉
=
(j + 1)
〈
λk(w), ϕ
t−j(w)λs(w)
〉
√
j + 1
√
t+ 1
= 0,
and ‖Ek,j‖ = 1 for every k, j. Let f(w) ∈ H2(Γw) and write
f(w) =
∞∑
j=0
⊕
( m∑
k=1
ak,jλk(w)
)
ϕj(w),
∞∑
j=0
m∑
k=0
|ak,j|2 <∞.
Then
∞∑
n=0
‖T ∗ϕnf(w)‖2 =
∞∑
n=0
∞∑
j=n
m∑
k=0
|ak,j|2 =
∞∑
j=0
(j + 1)
m∑
k=0
|ak,j|2.
Hence
∞∑
n=0
znT ∗ϕnf(w) ∈ Nϕ ⇐⇒
∞∑
j=0
(j + 1)
m∑
k=0
|ak,j|2 <∞.
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In this case, we have
∞∑
n=0
znT ∗ϕnf(w)
=
∞∑
j=0
( m∑
k=0
ak,jλk(w)
)
(ϕj(w) + ϕj−1(w)z + · · ·+ zj)
=
∞∑
j=0
m∑
k=0
√
j + 1ak,jEk,j.
This shows that {Ek,j}k,j is an othonormal basis of Nϕ = H2(Γ2)⊖Mϕ. 
The operators L(0)|Nϕ , R(0)|Nϕ and Dz are easy to calculate in this case. In fact, one
checks that
L(0)Ek,j =
λk(w)ϕ
j(w)√
j + 1
,
and
R(0)Ek,j =
λk(0)(ϕ(0)
j + ϕ(0)j−1z + · · ·+ zj)√
j + 1
.
So L(0)|Nϕ and R(0)|Nϕ are both compact if m < ∞, that is, ϕ(w) is a finite Blaschke
product. We summarize this observation and Corollary 4.3 in the following corollary.
Corollary 5.2. For ϕ ∈ H2(Γw), L(0) and R(0) are both compact on Nϕ if and only if ϕ is
a finite Blaschke product.
The operator Dz is also easy to calculate in this case. One first verifies that
Xk,j :=
λk(w)√
j + 2
(
zej(z, ϕ(w))−
√
j + 1ϕj+1(w)
)
, 0 ≤ k ≤ m, 0 ≤ j <∞,
is an othonormal basis for Mϕ ⊖ zMϕ. Then
DzXk,j =
λk(w)ej(z, ϕ(w))√
j + 2
=
1√
j + 2
Ek,j
which is also compact if ϕ(w) is a finite Blaschke product.
Two other observations are also worth mentioning. First one calculates that
〈zEk,j , Es,t〉 = 1√
j + 1
√
t+ 1
j∑
l=0
t∑
i=0
〈
zλk(w)ϕ
j−l(w)zl, λs(w)ϕt−i(w)zi
〉
=
1√
j + 1
√
t+ 1
j∑
l=0
t∑
i=0
〈
λk(w), λs(w)ϕ
t+l−i−j(w)zi−l−1
〉
.
Hence
〈zEk,j , Es,t〉 = 0 ⇐⇒ t = j + 1 and k = s,
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and
SzEk,j = 〈SzEk,j, Ek,j+1〉Ek,j+1
=
1√
j + 1
√
j + 2
j∑
l=0
〈λk(w), λk(w)〉Ek,j+1
=
√
j + 1√
j + 2
Ek,j+1.
This calculation reminds us of the Bergman shift B on the Bergman space L2a(D) with the
orthonormal basis {√j + 1ζj}j. In fact, if we define the operator
U : Nϕ −→
(
H2(Γ)⊖ ϕH2(Γ))⊗ L2a(D)
by
U(Ek,j) = λk(w)
√
j + 1ζj,
then U is clearly a unitary operator, and one checks that
(5.1) USz = (I ⊗ B)U.
So from this view point Nϕ can be identified as (H
2(Γ)⊖ ϕH2(Γ))⊗L2a(D). As bothH2(Γ)⊖
ϕH2 and L2a(D) are classical subjects, this observation indicates that the space Nϕ indeed
has very rich structure.
The other observation is about the range R(Dz). Let F ∈ Nϕ. Then by Theorem 2.3,
F ∈ T ∗z
(
Mϕ ⊖ zMϕ
) ⇐⇒ sup
G∈Nϕ,‖G‖=1
|〈S∗zG,F 〉|
‖L(0)G‖ <∞.
Write
F =
m∑
k=0
∞∑
j=0
ak,jEk,j,
m∑
k=0
∞∑
j=0
|ak,j|2 <∞,
G =
m∑
k=0
∞∑
j=0
bk,jEk,j,
m∑
k=0
∞∑
j=0
|bk,j|2 = 1.
Then
|〈S∗zG,F 〉|
‖L(0)G‖ =
∣∣〈∑m
k=0
∑∞
j=0 bk,jEk,j,
∑m
k=0
∑∞
j=0 ak,jSzEk,j
〉∣∣∥∥∑m
k=0
∑∞
j=0 bk.jλk(w)ϕ
j(w)
∥∥
=
∣∣∑m
k=0
〈∑∞
j=0 bk.jEk,j,
∑∞
j=0 ak,jSzEk,j
〉∣∣√∑m
k=0
∑∞
j=0
|bk,j |2√
j+1
=
∣∣∑m
k=0
∑∞
j=0
√
j+1√
j+2
bk,j+1ak,j
∣∣√∑m
k=0
∑∞
j=0
|bk,j |2√
j+1
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and
sup
G∈Nϕ,‖G‖=1
|〈S∗zG,F 〉|
‖L(0)G‖ =
√√√√ m∑
k=0
∞∑
j=0
(j + 1)|ak,j|2.
Write ck,j =
√
j + 1ak,j, then we have F ∈ Dz
(
Mϕ ⊖ zMϕ
)
if and only if
F =
m∑
k=0
∞∑
j=0
ck,jEk,j√
j + 1
,
m∑
k=0
∞∑
j=0
|ck,j|2 <∞.
So
U(R(Dz)) =
(
H2(Γ)⊖ ϕH2(Γ))⊗H2(Γ).
It follows directly from (5.1) that Sz on Nϕ is essentially normal if and only if ϕ is a finite
Blaschke product. Now we take a look at the essential normality of Sw. Some facts about
the space H2(Γ)⊖ϕH2(Γ) need to be mentioned here. We recall that the Jordan block S(ϕ)
is defined by
S(ϕ)g = Pϕwg, g ∈ H2(Γ)⊖ ϕH2(Γ),
where Pϕ is the orthogonal projection from H
2(Γ) onto H2(Γ)⊖ϕH2(Γ). The two functions
Pϕ1 and Pϕw¯ϕ play important roles here, and we let the operator T0 on H
2(Γ)⊖ϕH2(Γ) be
defined by T0g = 〈g, Pϕw¯ϕ〉Pϕ1. One verifies that
T ∗0 T0g = ‖Pϕ1‖2〈g, Pϕw¯ϕ〉Pϕw¯ϕ, T0T ∗0 g = ‖Pϕw¯ϕ‖2〈g, Pϕ1〉Pϕ1,
and
I − S(ϕ)∗S(ϕ) = ‖Pϕ1‖−2T ∗0 T0, I − S(ϕ)S(ϕ)∗ = ‖Pϕw¯ϕ‖−2T0T ∗0 .(5.2)
For every g ∈ H2(Γ)⊖ ϕH2(Γ), we decompose wg as
wg = S(ϕ)g + (I − Pϕ)wg.
Using the facts that (I − Pϕ)wg = 〈wg, ϕ〉ϕ, Pϕ1 = 1 − ϕ(0)ϕ and Sϕ = Sz, where Sϕg =
PNϕϕg, we have
Swgej =
∑
m,n
〈wgej, Em,n〉Em,n
=
∑
m,n
〈
(S(ϕ)g)ej + 〈wg, ϕ〉 ϕPϕ1
1− ϕ(0)ϕej , Em,n
〉
Em,n
= (S(ϕ)g)ej + 〈wg, ϕ〉
∑
m,n
〈 ϕPϕ1
1− ϕ(0)ϕej, Em,n
〉
Em,n
= (S(ϕ)g)ej + 〈g, w¯ϕ〉(1− ϕ(0)Sz)−1Sz(Pϕ1 · ej).
So
(5.3) USwU
∗ = S(ϕ)⊗ I + T0 ⊗ (1− ϕ(0)B)−1B.
For further discussion, we assume ϕ is not a singular inner function, i.e., ϕ has a zero in D.
We first look at the case when ϕ(0) = 0. In this case (5.3) reduces to the cleaner expression
(5.4) USw = (S(ϕ)⊗ I + T0 ⊗ B)U.
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Using (5.4) and the fact S∗(ϕ)T0 = 0, one easily verifies that
US∗wSwU
∗ = S(ϕ)∗S(ϕ)⊗ I + T ∗0 T0 ⊗ B∗B,
and
USwS
∗
wU
∗ = S(ϕ)S(ϕ)∗ ⊗ I + T0T ∗0 ⊗ BB∗.
Then by (5.2)
U [S∗w, Sw]U
∗ = (I − S(ϕ)S(ϕ)∗)⊗ I − (I − S(ϕ)∗S(ϕ))⊗ I
+ T ∗0 T0 ⊗B∗B − T0T ∗0 ⊗BB∗(5.5)
= T0T
∗
0 ⊗ (I − BB∗)− T ∗0 T0 ⊗ (I − B∗B).
Since T0 is of rank 1 and it is well-known that I − BB∗ and I − BB∗ are Hilbert-Schmidt,
(5.5) implies that [S∗w, Sw] is Hilbert-Schmidt. The Hilbert-Schmidt norm of [S
∗
w, Sw] can be
readily calculated in this case. First of all, PNϕ1 = 1 and PNϕw¯ϕ = w¯ϕ. Let λk, k = 0, 1, 2, ...,
be an orthonormal basis of H2(Γ)⊖ ϕH2(Γ) and λ0 = 1. Then by (5.5),
[S∗w, Sw]λkej =
(T0T
∗
0 λk)ej
j + 1
− (T
∗
0 T0λk)ej
j + 2
=
λk(0)ej
j + 1
− 〈λk, w¯ϕ〉w¯ϕej
j + 2
,
and one calculates that∑
k
‖[S∗w, Sw]λkej‖2 =
1
(j + 1)2
+
1
(j + 2)2
− 2|ϕ
′(0)|2
(j + 1)(j + 2)
,
from which it follows that
‖[S∗w, Sw]‖2H.S =
pi2
3
− 1− 2|ϕ′(0)|2.
In the case ϕ(0) 6= 0, we need an additional general fact. For α ∈ D, we let xα(w) = α−w1−α¯w .
So if we let operator Uα be defined by
Uα(f)(z, w) :=
√
1− |α|2
1− α¯w f(z, xα(w)), f ∈ H
2(D2),
then it is well-known that Uα is a unitary. We let M
′ = Uα([z − ϕ]) = [z − ϕ(xα)] and
N ′ = H2(D2)⊖M ′. The two variable Jordan block on N ′ is denoted by (S ′z, S ′w). Then by
[25],
UαSzU
∗
α = S
′
z, UαSwU
∗
α = xα(S
′
w).
Since xα(xα(w)) = w, we also have
Uαxα(Sw)U
∗
α = S
′
w.
So if ϕ(0) 6= 0, we pick any zero of ϕ, say α. Since ϕ(xa(0)) = ϕ(α) = 0, [S ′w∗, S ′w]
is Hilbert-Schmidt by the above calculations, and it then follows that [S∗w, Sw] is Hilbert-
Schmidt (cf. [20, Lemma 1.3]). So in conclusion, when ϕ is not singular [S∗w, Sw] is Hilbert-
Schmidt on Nϕ.
These calculations on Sz and Sw prove the following theorem.
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Theorem 5.3. Let ϕ be an one variable inner function. Then Nϕ is essentially reductive if
and only if ϕ is a finite Blaschke product.
On Nϕ, the commutater [S
∗
z , Sw] can also be easily calculated. One sees that
US∗zSwU = (I ⊗B∗)
(
S(ϕ)⊗ I + T0 ⊗ (1− ϕ(0)B)−1B
)
= S(ϕ)⊗ B∗ + T0 ⊗B∗(1− ϕ(0)B)−1B,
and
USwS
∗
zU =
(
S(ϕ)⊗ I + T0 ⊗ (1− ϕ(0)B)−1B
)
(I ⊗B∗)
= S(ϕ)⊗ B∗ + T0 ⊗ (1− ϕ(0)B)−1BB∗.
So
[S∗z , Sw] = T0 ⊗ [B∗, (1− ϕ(0)B)−1B].
It was shown in [26] that
(5.6) tr [f ∗(B), g(B)] =
∫
D
f ′(w)g′(w)dA,
where f and g are analytic functions on D that are continuous on D¯ and the derivatives f ′
and g′ are in L2a(D). Using (5.6), one easily verifies that [B
∗, (1− ϕ(0)B)−1B] is trace class
with tr [B∗, (1− ϕ(0)B)−1B] = 1. Therefore, [S∗z , Sw] is trace class with
tr [S∗z , Sw] = tr T0 · tr [B∗, (1− ϕ(0)B)−1B]
= tr T0
= ϕ′(0).
Example 2. As we have remarked before that Sz on Nw is equivalent to the Bergman shift
B and Sz = Sw in this case, and moreover ϕ
′ = 1. So from the calculations above
tr [B∗, B] = 1, and ‖[B∗, B]‖2H.S. =
pi2
3
− 3.
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