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Wave-particle interactions in a collisionless plasma have been analyzed in several past space science missions
but direct and quantitative measurement of the interactions has not been conducted. We here introduce the
Wave-Particle Interaction Analyzer (WPIA) to observe wave-particle interactions directly by calculating the inner
product between the electric ﬁeld of plasma waves and of plasma particles. The WPIA has four fundamental
functions: waveform calibration, coordinate transformation, time correction, and interaction calculation. We
demonstrate the feasibility of One-chip WPIA (O-WPIA) using a Field Programmable Gate Array (FPGA)
as a test model for future science missions. The O-WPIA is capable of real-time processing with low power
consumption. We validate the performance of the O-WPIA including determination of errors in the calibration
and power consumption.
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1. Introduction
Since space plasmas are essentially collisionless, their ki-
netic energies are altered mainly through wave-particle in-
teractions. While plasma waves are destabilized by absorb-
ing kinetic energy, the excited waves result in damping by
energizing the plasma. Plasma wave receivers and plasma
instruments on-board spacecraft take on the role of observ-
ing wave-particle interactions in space. Previous plasma
wave receivers and plasma instruments were completely in-
dependent. In typical space missions, they were not con-
trolled in coordinated ways and did not interact with each
other. This independence made it difﬁcult to quantitatively
study wave-particle interactions. For example, direct cor-
relation analyses using waveforms and velocity distribution
functions were usually impossible by the difference in time
resolutions.
Extensive attempts have been made in the past sev-
eral decades to identify wave-particle interaction processes.
There exist roughly two different methods for rocket or
spacecraft observations. One is based on particle corre-
lation techniques (Gough et al., 1995; Gough, 1998). It
calculates an autocorrelation (or cross-correlation) function
using the particle detection pulses. Since the results depend
on velocity modulations in the plasmas in phase space due
to wave-particle interactions, they enable one to identify
the energy source of plasma waves by comparing enhance-
ments in the autocorrelation functions in different energy
ranges with the plasma wave frequencies. Gough (1998)
reported the auto correlation function had been modulated
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with the upper hybrid frequency by an injection of elec-
tron beam into the ionosphere. Buckley et al. (2000) in-
troduced an outline of the particle correlator for the Cluster
mission and evidenced the capability of the correlator to de-
tect wave particle interactions by simulation. Furthermore,
the ﬂight data of the particle correlator on board the Cluster
spacecraft show the good correlation of the detected parti-
cle modulation frequencies with the frequencies of the ob-
served plasma waves in the magnetosheath (Buckley et al.,
2001).
The other system is the so-called “Wave-Particle Correla-
tor (WPC)” (Ergun et al., 1991, 1998). The preceding cor-
relatormakes use of only the data from particle instruments,
whereas the wave-particle correlator uses data from both
plasma waves and particle instruments. It counts particle
events detected by plasma instruments taking into account
the phase observed by the plasma wave receivers. The ad-
vantage of this technique is it allows one to identify the di-
rection of energy ﬂow between plasma waves and plasmas,
as well as to ﬁnd out the wave energy sources. Kletzing et
al. (2005) developed a new wave-particle correlator, which
counts up detected particles according to phase divided into
16 bins. These wave-particle correlators showed the corre-
lation between the phase of the Langmuir waves and the ob-
served electron counts in the polar region. Of course, their
technique can be applied to other waves in other regions.
In summary, the particle correlator provides autocorre-
lation functions, which are equivalent to the modulation
frequency of plasmas in phase space, whereas the wave-
particle correlator provides the number of particles detected
during the period of a speciﬁc wave phase. In the present
paper, we propose a new type of instrument with the ca-
pability to conduct direct and quantitative measurements of
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wave-particle interactions. We name it the “Wave-Particle
Interaction Analyzer (WPIA).” The WPIA quantiﬁes the ki-
netic energy ﬂow by the inner product of the amplitudes of
the observed waves and velocities of the detected particles.
The other methods do not consider all of the properties of
the observed waveforms and particles. However, the WPIA
considers instantaneous wave amplitudes and velocities of
particles, as well as the phase relations between the waves
and particles. Furthermore, since the wave-particle interac-
tions are conﬁned to speciﬁc directions relative to the am-
bient magnetic ﬁeld, the WPIA also accounts for the di-
rection of the ambient magnetic ﬁeld in the above calcu-
lations. These calculations should be conducted on-board
spacecraft since sending all of the data for the calculations
needs a wide communication band of telemetry, which is
actually not available.
The detailed principle of the WPIA is described in Sec-
tion 2 and consists of complicated processes in its func-
tion. One of the easiest way to realize the WPIA is to de-
velop software running on a digital processor on-board a
spacecraft. However, the heavy load of the WPIA requires
a dedicated processor on a real-time basis. This require-
ment does not always meet the capabilities of a spacecraft.
Therefore, we have developed a Field Programmable Gate
Array (FPGA) with all of the necessary functions of the
WPIA. We call it the “One-chip Wave-Particle Interaction
Analyzer (O-WPIA).” The O-WPIA realizes the capability
of the WPIA with real-time processing and low-power con-
sumption.
We submitted our proposal of the SCOPE (cross-Scale
COupling in the Plasma universE) mission to JAXA (Japan
Aerospace Exploration Agency) (SCOPE working group,
2008). The SCOPE targets the investigation of the cross-
scale coupling in the terrestrial magnetosphere. If the pro-
posal is approved, the SCOPE spacecraft will be launched
in 2017. In this mission, since the wave-particle interaction
is the key observational subject, we believe that the quan-
titative data of the O-WPIA will be exceedingly signiﬁcant
in this mission. On the other hand, we also join another
proposal of the mission called “ERG (Energization and Ra-
diation in Geospace)” (ERG working group, 2008). It is a
small satellite mission, which focuses on the observation of
the radiation belts of the Earth. In this mission, we propose
the software-type WPIA (S-WPIA). In the S-WPIA, the
functions and logics of the WPIA are realized by the soft-
ware running on the on board general purpose processor.
Since the S-WPIA does not have exclusive hardware, we
cannot expect real-time operations of the WPIA. However,
it is very efﬁcient in the small satellitemission, in which the
available resources of the satellite are very limited.
In this paper, we introduce the basic physical concept of
the WPIA in Section 2. We also show the hardware logic
of the WPIA installed in the one-chip FPGA in Section 3.
After introduction of the hardware, we describe the test-
design of the one-chip WPIA in Section 4. We evaluate the
system operation, the errors, and the power consumption in
the installed WPIA in Section 5. Finally, we summarize and
conclude the paper in Section 6.
2. Principle and Signiﬁcance of the WPIA
The present section demonstrates the principle and sig-
niﬁcance of the WPIA by comparing it with the conven-
tional methods used in earlier studies. In the conven-
tional method for the study of wave-particle interactions
using spacecraft observation data, one calculates the cor-
relation of plasma wave data (such as frequency spectra)
with plasma particle data (such as energy spectra). When
attempting to identify physicalmechanisms of plasma wave
instabilities in detail, the reduced velocity distribution func-
tions are examined in the periods of notable plasma wave
activities. Since the correlation is visually examined in such
methods, qualitative results are unavoidable. Moreover, one
frequently faces a lack of time resolution in this conven-
tional method. Since the energies of the particles ﬂuctu-
ate at a characteristic timescale in wave-particle interactions
such as at an electron beam instability, the time resolution
of the data should be high enough to trace the phenomenon.
An electron beam instability is a good example to demon-
strate the advantage of the WPIA. Figure 1 schemati-
cally shows the relation between the velocity distribution
(Fig. 1(a)) and phase space trajectories for beam particles
(Fig. 1(b)) in the nonlinear stage. The vertical axis in
Fig. 1(b) denotes the velocity component parallel to the am-
bient magnetic ﬁeld, and the horizontal axis represents the
phase relation of the particles and plasma waves (that is,
the position of particles relative to the spatial structure of
the electrostatic potentials). The center of the trajectories is
aligned with the phase velocity (vφ) of destabilized plasma
waves. As the wave growth in the linear phase leads to the
formation of an electrostatic potential, beam particles start
getting trapped in the hatched region in Fig. 1(b) by losing
their kinetic energies. The velocity width in the trapping















where Ew and ωp are the wave amplitude and the electron
plasma frequency, respectively. Once particles are trapped,
their kinetic energies are exchanged with plasma wave ener-
gies, and the direction of energy ﬂow (waves to particles or
vice versa) is deﬁned by the phase relation between the par-
ticles and plasma waves. A series of these processes results
in the appearance of ﬂuctuations with a width of 2Vt around
vφ in the reduced velocity distribution shown in Fig. 1(b).
In conventional data processing for calculating velocity dis-
tributions, data integration of longer than a few seconds is
necessary. This data integration process averages the ﬂuc-
tuations, resulting in the disappearance of the variations in
the velocity distribution. Furthermore, despite the impor-
tance of the phase relation between the plasma waves and
particles, the reduced velocity distribution loses the phase
information.
The Japanese spacecraft Geotail succeeded in showing
the importance of time domain observations of plasma
waves, as realized by the Wave-Form Capture receiver
(Matsumoto et al., 1994a, b). It directly samples wave-
forms with an analog-digital converter of high sampling fre-
quency. The time domain observations allow one to exam-
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Fig. 1. Classical method in studying wave-particle interactions. The phase relation of the plasmas and plasma waves disappear in the reduced velocity
distributions.
ine phase information of the waveforms. They also pro-
vide an opportunity to examine quick changes in wave fea-
tures, because they do not require data accumulation, in
contrast to the spectral analysis. On the other hand, high
time resolutions in the velocity distribution measurements
remain an important issue for future missions. The real-
ization of superior plasma instruments with high time res-
olution is an excellent solution for quantitative research on
wave-particle interactions in space plasmas. However, we
believe that the WPIA provides another solution for future
work. The WPIA measures an important physical quantity,
Ew · v, which quantitatively represents the wave-particle in-
teraction, where Ew is the instantaneous electric ﬁeld vector
and v is the velocity vector of a plasma particle. Note that
Ew · v is equivalent to a time variation in the kinetic energy





2 (γ − 1)) = q Ew · v, (2)
where m0, q, c, and γ denote the rest mass, charge of a par-
ticle, light speed, and Lorentz factor, respectively. The cal-
culation of this physical value at the source region allows
us to do quantitative studies of the wave-particle interac-
tion. Since it is not enough to do the calculation for only
one particle, we need some accumulation over a time pe-





Ewi · vi . (3)
Equation (3) is valid for the kinetic energy transfer in any
wave-particle interaction process. The most signiﬁcant dif-
ference between this method and the conventional one is
that the data accumulation is conducted after considering
the phase relation of Ew and v (see Fig. 2) as well as ampli-
tude and velocities. Furthermore, the accumulation method
is ﬂexible. For example, we can examine the results with
Fig. 2. Principle of the WPIA. The WPIA calculates Ew · v before
accumulating the observed data.
ﬁxed phase differences between the plasma waves and par-
ticles. In short, the main function of the WPIA is to calcu-
late the physical quantity Ew · v and to accumulate it for a
speciﬁc time period, i.e., the quantity “I ” from Eq. (3), in
various ways.
In order to calculate Ew · v without any integration or av-
eraging processes, the WPIA simultaneously collects digi-
tized waveforms picked up by a plasma wave receiver and
pulses corresponding to the detection of plasma particles.
Plasma wave observations and plasma measurements are
essentially independent. However, the WPIA links these
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two instruments and generates the physical quantity Ew · v.
While the waveform data are continuously input to the
WPIA, output pulses with information on the arrival time
and equivalent energy are impulsively input to the WPIA.
The WPIA can also accumulate Ew · v in various ways.
Similar attempts to focus on the phase relation between
the observed waves and timing of particle detection pulses
have been conducted in previous rocket and satellite mis-
sions (Ergun et al., 1991; Kletzing et al., 2005). They
counted up the number of particle detection pulses in refer-
ence to the phase of the observed Langmuir waves. In keep-
ing the phase relation of waves and particles, their principle
is similar to that of the WPIA. However, because they do
not take into account the phase relation between the electric
ﬁeld vector and the particle velocity vector, their outputs are
not quantitative physical values. In contrast, the WPIA pro-
vides Ew · v, which is equivalent to the time variation of the
kinetic energies. This is the signiﬁcant and unique point of
the WPIA compared with previous instruments.
The detailed inner processes of the WPIA are described
in Section 3. The most important issue in realizing the
WPIA is that it requires high-performance digital process-
ing. For example, the WPIA needs the functions of FFT
(Fast Fourier Transform) and IFFT (Inverse Fast Fourier
Transform) as well as the calculation of Ew · v. Since the
WPIA needs to calibrate the observed waveforms before
calculating Ew · v, the FFT and IFFT processes are essen-
tial. The one-chip WPIA provides a solution for realizing a
WPIA by keeping itsmass and power consumption as small
as possible.
3. Wave-Particle Interaction Analyzer (WPIA)
3.1 Interconnections with necessary sensors
In Section 2, we described the principle of the Wave-
Particle Interaction Analyzer (WPIA) and stressed its ad-
vantage in studying wave-particle interactions via space-
craft observations. In conducting on-board calculations of
energy exchanges among plasma particles and waves by the
WPIA, it is indispensable to coordinate the plasma wave
receivers with the plasma and magnetic ﬁeld instruments.
Figure 3 shows the interconnection of the WPIA with other
sensors. Since the WPIA system calculates Ew · v on-board
a spacecraft, it requires input of data from plasma sen-
sors and ﬂuxgate magnetometers as well as plasma wave
sensors. Although scientiﬁc instruments on-board space-
craft are usually operated independently of other obser-
vation instruments, the WPIA works cooperatively with
plasma wave, plasma, and magnetic ﬁeld measurement in-
struments. Plasma wave receivers and plasma instruments
transfer their observed data to the WPIA including their
phase information. This means that plasma wave receivers
and particle instruments should transmit the observed wave-
form data and the timing of the particle detection pulses
with their energy information. Additional information such
as the incoming directions of the detected particles are also
sent to the WPIA. Further, the wave-particle interactions
should be referred to the direction of the ambient magnetic
ﬁeld. For example, in the case of the interaction of electron
beams and Langmuir waves, the calculation of E‖ · v‖ is es-




Electric Field: Three Components



















Fig. 3. Interconnection of the WPIA with other instruments.
ﬁeld vector and the detected particle velocity vector relative
to the ambient magnetic ﬁeld, respectively. For this trans-
formation of the coordinate system in wave vectors and ve-
locity vectors of particles, the data of the ﬂuxgate magne-
tometer are used. Real-time operation of the WPIA requires
the data transmission line to have a large enough capacity
to send all of the data without any delays to the WPIA. If
the system cannot provide enough data transmission capac-
ity to the WPIA, some data buffers for storing the observed
waveforms and particle information should be prepared. In
that case, it is difﬁcult to guarantee the real-time calculation
of E · v.
3.2 Blocks to be implemented
Figure 4 shows a block diagram of the WPIA. It de-
scribes the necessary functions to be implemented in the
WPIA. As already mentioned, knowing the precise phase
relation between the waveforms and the timing of the pulses
is very important. Therefore, waveform calibration and data
conversion such as transformation of the coordinate system
are essential functions of the WPIA. In addition, as particle
data are asynchronously obtained with respect to waveform
data, we need information on their relative time difference
to calculate Ew · v accurately.
Because the characteristics of wave receivers and sensors
affect the amplitude and phase of the observed waveform,
we need to calibrate the waveforms. The “Waveform Cal-
ibration” block shown in Fig. 4 takes the role of canceling
the effects of analog circuits and sensors. The importance of
the phase relation between the observed electric ﬁeld vec-
tor and particle velocity vector is stressed. It is essential
to obtain calibrated phase in the WPIA. The calibration is
conducted by the FFT (F ) and IFFT (F−1) calculations us-
ing the calibration values of the plasma wave receivers and
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Fig. 4. Data ﬂow diagram of the WPIA.
sensors,
X ( f ) = F [x(t)] , (4)
xcal(t) = F−1
[
G−1( f )X ( f )
]
, (5)
where x(t) denotes a time series of sampled raw wave-
form data, G( f ) is the transfer function of the plasma wave
receiver including its sensor characteristics measured in
ground tests, and xcal(t) is the time series data of calibrated
waveforms. This calibration process should be applied to
each component of a waveform. When the plasma wave
receiver observes six components of waveforms simultane-
ously (i.e., three components for electric ﬁelds and three
components for magnetic ﬁelds), six calibration processes
will run on the WPIA in parallel. Thus, the calibration pro-
cess causes the heaviest load on the WPIA. In the SCOPE
mission including the one-chip type of the WPIA, satel-
lites are spin-stabilized and have short rigid electric anten-
nas along the satellite spin axis. Though the sensitivity of
the short rigid antenna is generally much worse than a long
wire antenna deployed perpendicular to the spin axis, the
spin-axis antenna will have enough sensitivity for observing
target plasma waves because of the low noise preampliﬁer.
Therefore, there is a difference of characteristics between
the spin-axis antenna and wire antennas. The WPIA can
calibrate waveforms using the independent calibration data
for each axis of the antennas to providemeasurements of the
three components of the electric ﬁeld with good precision.
The physical properties of the wave-particle interactions
should be referenced to the local ambient magnetic ﬁeld di-
rection. The “Coordinate Transformation” block transforms
the observed waveforms and particles relative to the am-
bient magnetic ﬁeld. Figure 5 shows a typical coordinate
system in a spin-stabilized spacecraft. B in Fig. 5 is the lo-
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Fig. 6. Relation between the coordinate system of the spacecraft and the
coordinate system of a particle detector on a spacecraft which has a
constant angle ξ relative to the rx -axis. A particle with velocity v comes
from a direction at angle θ to the rxry -plane.






Fig. 7. Schematic illustration indicating that a waveform is sampled and held at a sampling frequency although the particles are asynchronously caught
by the particle detector.
where rLM and rSC are given vectors ﬁxed in the local mag-
netic coordinate system and in the spacecraft coordinate
system, respectively. Both sufﬁxes ‘LM’ and ‘SC’ are ap-
pended to electric ﬁeld vector E, and particle velocity vector
v in this paper. In the local ambient magnetic ﬁeld coordi-
nate system, ⊥1 and ⊥2 are two orthogonal components
in the plane perpendicular to the ambient magnetic ﬁeld, ‖
means the direction parallel to the magnetic ﬁeld B, φ and
α are an azimuth and elevation angle, respectively.
Moreover, since plasma sensors are independently lo-
cated in different positions on the spacecraft, we need an-
other transformation calculation. If we obtain particle data
as shown in Fig. 6, the transformation for particle data is
given by Eq. (7), where ξ is the constant angle between the
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The timing of particle detection pulses is not synchro-
nized with the sampled waveforms of the plasma waves.
The “Time Correction” block corrects the time difference
in the observations of the waveforms and incoming particle
pulses as shown in Fig. 7. To conduct the time correction,
we need to know the precise relative time difference. The
“Time Correction” block works as a controller to calculate
Ew · v with enough accuracy in view of the relative time
difference.
The “Ew · v Calculation/Data accumulation” block cal-
culates Ew · v and sums up the results in the parallel and
perpendicular directions relative to the ambient magnetic
ﬁeld,
I˜⊥ = E⊥1 v⊥1 + E⊥2 v⊥2, (8)
I˜‖ = E‖v‖, (9)
where I˜⊥ and I˜‖ are the perpendicular and parallel
components relative to the magnetic ﬁeld, respectively,
E⊥1, E⊥2, v⊥1, v⊥2 are the electric ﬁelds and particle ve-
locities in the perpendicular directions, and E‖, v‖ are the
parallel components. Furthermore, “Ew · v Calculation” ac-











The accumulated values of I⊥ and I‖ are obtained as the
physical measure of the wave-particle interactions.
4. One-chip WPIA
4.1 Advantages of the One-chip WPIA
The fundamental functions and interconnections of the
WPIA with other sensors were described in Section 3. The
major functions of the WPIA can be realized by software
running on a high-performance Central Processing Unit
(CPU) or Digital Signal Processor (DSP). However, almost
every computational resource of CPU or DSP is assigned to
the WPIA due to the heavy load in the waveform calibra-
tions and management of the data transfer from other sen-
sors. We propose a one-chip WPIA as a solution for this dif-
ﬁculty. The one-chip WPIA possesses all of the necessary
functions described in Section 3. All of the functions are in-
stalled in the Field Programmable Gate Array (FPGA). The
one-chip WPIA has such advantages as real-time process-
ing and low power consumption.
Figure 8 shows an evaluation board used in the develop-
ment of the one-chip WPIA. It contains three channels of
plasma wave receivers, input channels of the magnetic ﬁeld
and plasma instruments, as well as the FPGA. The three
channels of plasma wave receivers collect waveforms at a
sampling frequency of 62.5 kHz and transfer the waveform
data with 16 bits to the WPIA through First-In First-Out
(FIFO) memories. The frequency range to be observed in
the plasma wave receivers is assumed to be from several
hundred Hz to around a dozen kHz in the SCOPE mission.
Therefore the O-WPIA is expected to observe wave particle
interactions involving plasma waves such as whistler-mode
chorus, Langmuir wave, or etc. which have a frequency of
less than a dozen kHz. These speciﬁcations of the plasma
wave receivers are almost the same as those of typical ones
for targeting observations in the terrestrial magnetosphere.
A top-hat type particle detector utilizing the spacecraft
spin will be installed in the mission. Although the ﬁeld of
view of the particle detector is limited in a very short time









Fig. 8. Evaluation board for developing the one-chip WPIA. It contains the
FPGA device (located in the center of the ﬁgure) and peripheral circuits
including simple plasma wave receivers and simulators of plasma and
magnetic ﬁeld sensors.
Table 1. Logic cells of Virtex-II XC2V1000 FG456.
Function Number
Logic Cells 11,520
Block Select RAM (kb) 720
18×18 Multipliers 40
Digital Clock Management Blocks 8
Max Dist RAM (kb) 160
Max Available User I/O 432
duration, the phase of the observed waves in the frequency
range from several hundreds of Hz to several kHz rotates
much faster than the spacecraft spin velocity. This means
the O-WPIA can accumulate a lot of data on the phase
relation of Ew · v even if the phase resolution of the particle
detector is coarse. Thus, it can keep enough signal-to-noise
ratio with limitation of the ﬁeld of view.
We adopt the FPGA of the XILINX XC2V1000 with
1 million gates. The operational clock frequency can be
selected with an on-board switch as 1.920, 4.096, 40, or
100 MHz or by the external optional clock signal. In the
present paper, we set the clock frequency to 4 MHz by feed-
ing in an external clock signal. Constant values such as the
calibration data of the waveforms can be loaded onto the
FPGA from the Erasable Programmable Read-Only Mem-
ory (EPROM) installed on the evaluation board. Detailed
speciﬁcations of the FPGA applied to the one-chip WPIA
are summarized in Table 1.
4.2 Design of the One-chip WPIA
4.2.1 Waveform Calibration Figure 9 shows the
state transition diagram of the “Waveform Calibration”
block. As mentioned in Section 3, we make use of the FFT
and IFFT functions in the “Waveform Calibration” block.
The transforms are implemented as complex FFT and IFFT
which can concurrently transform two components of wave-
forms by inputting two data sets into their real and imagi-
nary parts. Therefore, two pairs of FFT and IFFT blocks are
enough to conduct the calibration of three components of
waveforms at once. We show a block diagram of the “Wave-
form Calibration” in Fig. 10. The forward FFT blocks read
the sampled raw waveforms from the FIFOs of the plasma








Fig. 9. State transition diagram of the “Waveform Calibration” block.
ing to X ( f ) in Eq. (4). The multipliers calculate the prod-
uct of the results of the FFT and calibration data which are
loaded from the on-board EPROM into Block Select RAM
memory (inside the FPGA) at the initialization stage of the
system. The inverse FFT block calculates the inverse trans-
form of the product and outputs the calibrated waveforms.
The calibrated waveforms are stored in FIFOs on the FPGA
and read out the sampling frequency at the next block.
In the FFT, the discrete frequency is
fk = fs
L
k (k = 0, 1, 2, · · · L − 1), (12)
where L is the number of sampled data points and fs is
the sampling frequency, respectively. Note that X (k) is






L n, (n = 0, 1, 2, · · · L − 1) (13)
Re [X (L − k)] = Re [X (k)] , (14)
Im [X (L − k)] = −Im [X (k)] , (15)
where X (k) can be obtained from X (0) to X (L−1) sequen-
tially and ismultiplied by H(k) which is the calibration data
given by
H(k) = G−1( f )∣∣ f = fk =







Hreal(k) + j Himag(k)
(0 ≤ k < L/2 − 1)
Hreal(L − k) − j Himag(L − k)
(L/2 ≤ k < L − 1),
(17)
where A ( fk), and e
− jϕ( fk ) denote the calibration data of the
plasma wave receiver in gain and phase, respectively. The








L k . (18)
The sampled waveform data are transmitted to the
one-chip WPIA through the FIFO with a capacity of
4096 words. Since a series of data is continuously input to
the forward FFT at the clock frequency, we need to choose
L to be less than or equal to 4096 to avoid overﬂow of the
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FIFO (in FPGA): 16bits x 1024words
RAM: 2 kByte



































Fig. 10. Block diagram of the “Waveform Calibration”.
FIFO. The number of data L affects the frequency resolu-
tion as well as the processing time (equivalent to the time
resolution). We need to choose it by considering the target
phenomena from the point of view of frequency and time
resolution. We also need to take into account the available
logic gates of the FPGA in determining L . In this paper, L
is ﬁxed at 1024, which is equivalent to a frequency resolu-
tion of 61 Hz.
Since the load of the FFT calculations is the heaviest in
the one-chip WPIA system, an estimation of the process-
ing time of the FFT including the coordinate transforma-
tion is important. The period (Tin) required to obtain the
waveforms depends on the number of data L . Further, the
period to calculate the forward and inverse FFTs (Tcal) also
depends on L . The “Coordinate Transformation” block pro-
cesses the data in Ttrans equivalent to three cycles of the sys-
tem clock. Thus, the total time (Ttotal) can be estimated as
the sum of Tin, Tcal, and Ttrans. The particle data to be pro-
cessed with the waveform data are kept in the Block Select
RAM during the period of Ttotal in order to make it possi-
ble to conduct a series of calculations without delay. These












Ttotal = Tin + Tcal + Ttrans,
= L
fs
+ Ncal + 3
fc
, (22)
where fs = 62.5 kHz is the sampling frequency, fc =
4 MHz is the clock frequency of the FPGA, and Ncal and
Ntrans are the number of clock cycles of calibration and
coordinate transformation, respectively. In the case of L =
1024, Ncal = 12542 cycles are needed to complete the
whole calibration process (data load and transformation:
6264 cycles/FFT, delay to output: 7 cycles/FFT; determined
by speciﬁcation of applied Intellectual Property (IP) core).
Thus, the period and number of clock cycles are calculated
to be
Tin = 16.384 ms, (23)
Tcal = 3.1355 ms, (24)
Ttrans = 0.75 μs, (25)
Ttotal = 19.52025 ms, (26)
Ntotal = fc Ttotal = 78081 cycles. (27)
Equation (27) implies that the calibrated waveforms are
obtained after 78081 clock cycles.
The count rate of the plasma detectors should also be con-
sidered in the design of the one-chip WPIA. It strongly de-
pends on the plasma ﬂux and on the sensitivity of the plasma
sensors. In our current design of the one-chip WPIA, we as-
sume the maximum count rate is expected to be 105/s in the
SCOPE mission along its orbit inside the magnetosphere.
Therefore the expected number of particle count pulses for
the period of Ttotal = 19.52025 ms is 1952. The bit width
of the Block Select RAMs for particle data is 65, since we
need to store 16-bit velocity data for particles in three di-
mensions and 17-bit time information at which each parti-
cle is detected. In considering the amount of RAM to keep
the particle data, we must set L to be less than or equal to
1024.
4.2.2 Coordinate Transformation The “Coordinate
Transformation” blocks calculate the parallel and perpen-
dicular components of the waves and velocities of the parti-















where ELM = (E⊥1, E⊥2, E‖)T , ESC = (Ex , Ey, Ez)T ,
vLM = (v⊥1, v⊥2, v‖)T , and vSC = (vx , vy, vz)T .







. The number of available multipliers are lim-
ited and the multiplication needs two clock cycles at least
in the FPGA because of speciﬁcation of applied multipli-
ers. To decrease them, the one-chip WPIA calculates the
multiplication by one matrix, as shown in Eqs. (30), (31),
and (32). The diagram in Fig. 11 shows the operation of the





































Fig. 11. Block diagram of the “Coordinate Transformation” for the ambient magnetic ﬁeld coordinate system.































Fig. 13. Timing chart for the time correction. After the ﬁrst input of waveform data, calculations of the waveform calibration and coordinate
transformation start while the second input starts. The ﬁrst particle data set is written in RAM0 and waits for the end of the calculations of the




























where sin α, cos α, sin φ, cos φ, sin(α + φ), cos(α +
φ), sin(α −φ), and cos(α −φ) are obtained from sine and
cosine lookup tables.
The “Coordinate Transformation” needs three clock cy-
cles. Two clock cycles are necessary for the multiplication
and one clock cycle is necessary for loading the values from
the tables.
The design of the “Coordinate Transformation” block for
the spacecraft coordinate system is shown in Fig. 12. This
block transforms the speed of a particle and its incoming
direction into the velocities (vx , vy, vz) before the other
transformation is performed.
4.2.3 Time Correction The waveforms and particle
data are asynchronously obtained. Moreover, the parti-
cle data must wait for the end of the “Wave Calibration”
and “Coordinate Transformation” processes as shown in





































Fig. 14. Block diagram of the “Time Correction”.
Incoming Pulse
78073 78074 78075 78076 78077 78078 78079 78080
78080
0
0 1 2 4 5 6 73
RAM Select Signal
v , v    , v
Fig. 15. Data v and θ are captured when the incoming pulse becomes ‘High’. It takes seven clock cycles to transform v and θ into v⊥1, v⊥2, and v‖.
The incoming pulse is held in seven clock cycles to save information about time. Thus the “Reference Clock” is reset and the RAM select signal is
inverted seven clock cycles behind the reset of the “Write Clock”.
Fig. 13. The “Time Correction” is a controller that syn-
chronizes the waveform and particle data, as sketched in
Fig. 14.
In the “Time Correction” block, the one-chip WPIA has
two clock counters, which indicate the relative time differ-
ence of the sampled waveforms and the detected plasma
pulses. Both counters count at the clock frequency of the
FPGA. One of the clocks is called the “Write Clock”
and the other is the “Reference Clock.” While the “Write
Clock” starts counting when the sampling of the raw wave-
forms starts, the “Reference Clock” begins when the ﬁrst
calibrated waveforms are generated. The “Write Clock”
and “Reference Clock” are reset to zero if the count of
each clock reaches Ntotal of 78081 clock cycles. Since two
Block Select RAMs are prepared inside the FPGA, they are
switched between reading and writing by so-called switch-
ing buffers. Both RAMs have individual address counters
and they are reset to zero when the RAMs are switched.
The transformation for the particle data needs seven clock
cycles (load trigonometric function values: 2 cycles, twice
multiplication: 2×2 cycles, hold sum of the products, 1 cy-
cles). The “Reference Clock” is reset every seven clock
cycles behind the reset of the “Write Clock” to synchronize
accurately, as shown in Fig. 15. When an incoming pulse
from the plasma instruments is detected, the count number
of the “Write Clock” is held in a temporarymemory and the
address counter of the writing RAM process is incremented.
The held count is stored again with the transformed velocity
(v⊥1, v⊥2, v‖), in the area which the writing RAM address
indicates. After switching the roles of the RAMs, the stored
count is compared with the “Reference Clock” count. If the
stored count and the “Reference Clock” are equal to each
other, the stored velocity is read out from the RAM and
the RAM address is incremented. We can thereby obtain
synchronized particle data with calibrated waveforms and
calculate Ew · v.
4.3 Calculation of Ew · v/Accumulation
In the “Calculation of Ew · v/Accumulation” block, I⊥,
and I‖ are calculated and accumulated for a given period
represented by Eqs. (10) and (11). The accumulation time
depends on the required time resolution. The amount of
time needed to accumulate I‖ and I⊥ should be a few times
larger than one period of the observed waves since we
should consider phase relation between the plasma waves
and particles for various phases of the plasma waves. The
frequency of observed plasma waves is assumed to be less
than a dozen kHz in the SCOPE mission. In this study, we
use a period of 64 times the Ew · v calculation. Assuming
a particle count rate of 105/s, the time resolution is 640 μs.
This value is sufﬁcient since it is equal to a few times larger
than one period of the waves.
The design of the “Calculation of Ew · v” block is
shown in Fig. 16. Three multipliers independently calcu-
late the product of the electric ﬁeld and the particle velocity,


























Fig. 16. Block diagram of the “Ew · v Calculation”.











Fig. 17. Ten results of I (t) = ∑E(t) · v(t). There is only a time distinction between the curves.
E⊥1v⊥1, E⊥2v⊥2, and E‖v‖. Products in two perpendicular
directions (E⊥1v⊥1 and E⊥2v⊥2) are added before accumu-
lation. The calculations of I˜⊥ and I˜‖ are held in two separate
accumulators. The multipliers are enabled every time that
particle data are read out from the “Time Correction” and
the accumulators are enabled two clock cycles later.
5. Performance
In this section, we demonstrate that the one-chip WPIA
properly functions on the FPGA. We also estimate the
power consumption of the one-chip WPIA with application
to future missions in mind.
5.1 Operational accuracy
We checked the one-chip WPIA functions by giving it
E(t) and v(t) dummy data, which are time series of electric
ﬁeld and particle velocity vectors, respectively. In order to
make it easy to examine the functions, we use the following
simple dummy data,














Here E is a sinusoidal wave with frequency f , and v is a
series of periodic pulses at a cycle of 1/ fv expressed as
a sum of delta functions, respectively. Both E and v are
generated within the FPGA.
Assuming the ratio of f/ fv is equal to an integer, the
output of the one-chip WPIA should be
I (t) ∝ t. (35)
By using these dummy data, we can conﬁrm the functions
of the whole one-chip WPIA including the “WaveformCali-
bration”, “Time Correction”, “Coordinate Transformation”,
and “Calculation of Ew · v.”
Figure 17 shows the output I (t) of the one-chip WPIA
for the above check conﬁguration. Both of the frequencies
f and fv are set to 3.90625 kHz, which is equal to exactly
1/16 of the sampling frequency of the wave receiver. The
output I (t) is reset every 524 ms in order to avoid over-
ﬂow of the accumulators in the “Calculation of Ew · v.”
The results show that the output is proportional to the time
step number without distortions, and therefore the one-chip
WPIA on the FPGA operates as designed. Notably it is
conﬁrmed that the functions of the time correction and the
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Fig. 18. Average errors in the “Waveform Calibration” are plotted against the signal-to-noise ratio at the frequencies of the input waveform of
3.90625 kHz, 5 kHz, 10 kHz, 15 kHz, and 20 kHz.
calculation of Ew · v work properly.
5.2 Calibration errors
The phase of the collected waveforms are important in
calculating Ew · v. We therefore need to evaluate the ex-
pected phase errors depending on the signal-to-noise-ratio
(SNR). To do so, we measure the errors in the “Waveform
Calibration” to examine the inﬂuence of noise.
The errors in the “Waveform Calibration” are measured
as follows:
1. A sinusoidal waveform with a ﬁxed frequency is fed to
the plasma wave receiver on the evaluation board.
2. The digitized waveform from the A/D converter is in-
put to the one-chip WPIA through the FIFO.
3. The waveforms at the input and output of the “Wave-
form Calibration” block are transfered to the worksta-
tion through the Joint Test Action Group (JTAG) cable.
4. The phase errors are measured by comparing the
phases of the input and output waveforms on the work-
station.
In thesemeasurements, wemake use of the calibration ta-
ble in the whole frequency range at a gain of 0 dB and phase
of 90◦. The frequencies are 5 kHz, 10 kHz, 15 kHz, 20 kHz,
and 3.90625 kHz (= fs/16), which is chosen to investigate
the inﬂuence of the discretization. The measurements are
conducted twenty times under the same conditions except
for the initial phase of the raw waveforms. The average and
standard deviation are calculated at each frequency.
In Figs. 18 and 19, these errors are plotted versus the
SNR, at the indicated frequencies. The average errors are
larger than 0 dB at small SNR because of the increased
noise. The standard deviation of the errors becomes large
when the SNR is smaller than 10 dB. Furthermore, at
low frequency the standard deviation increases. The rela-
tive difference between the true frequency of the raw wave-
form and the discrete frequency of the calibrated wave-
forms is not related to the increase in the standard devia-
tion at 3.90625 kHz. Therefore, since the waveform period
in a ﬁxed length FFT decreases with decreasing frequency,
the larger standard deviation is caused by the growing data
spread due to the difference in the initial phase of the wave-
form.
In general, the angular resolution of a plasma detector is
20◦. If we assume that the errors have a normal distribution
and less than 1% fall outside of the angular resolution range,
then the SNR has to reduce the standard deviation to less
than 1/2.576 of 10◦. That is, the SNR needs to be not
less than −3 dB (at 3.90625 kHz) to realize the assumed
precision. If less than 0.1% of the errors are to be out of the
range, then the SNR should be at least 0 dB.
5.3 Power consumption
The power budget is a critical issue to be resolved in
space missions. The allocation to each instrument depends
on the spacecraft conﬁguration. It is important to estimate
the power consumption of the one-chip WPIA and its de-
pendence on variations in its design.
The power consumption of the FPGA can be calculated
using Xilinx Virtex-II Web Power Tool by inputing the
number of logic gates and the system clock frequency. The
power consumed by the FPGA is 410 mW with the one-
chip WPIA conﬁgured by the “Waveform Calibration” con-
taining two pairs of FFT-IFFT for three components of the
waveforms, and the “Time Correction” with the allocation
of 2048 words in the Block Select RAMs. The toggle rates
are set to 20% and 5% for the “Waveform Calibration”
and other components, respectively. These use a FFT data
length of 1024 and a particle count rate of 105/s. In addi-
tion, one must take into account the power consumption of
the three on-board FIFOmemories, which is approximately
90 mW. Therefore, the total power of the one-chip WPIA
is estimated to be 500 mW. Noting that the one-chip WPIA
does not require other components such as a CPU or DSP,
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Fig. 19. Standard deviation of the errors in the “Waveform Calibration” are plotted against the signal-to-noise ratio at the frequencies of the input
waveform of 3.90625 kHz, 5 kHz, 10 kHz, 15 kHz, and 20 kHz.
this total power consumption of 500 mW is feasible for the
SCOPE mission.
6. Summary and Conclusion
Conventionally, the study of wave-particle interactions
using observational data has been conducted by comparing
the spectra of plasma waves with energy spectra or veloc-
ity distributions of plasmas. However, the relation between
the phase and timing of the detected particles has been ig-
nored, despite its importance in wave-particle interactions.
Some attempts at directly measuring the wave-particle in-
teractions have beenmade by rocket experiments and space-
craft observations (e.g., Ergun et al., 1991; Kletzing et al.,
2005). They have focused on the relationship between the
observed phase and the timing of the particle detections.
However, since they counted particles by considering the
observed wave phase, they did not obtain the physical en-
ergy ﬂows. The WPIA provides Ew · v, incorporating the
time variation of the kinetic energies during the interactions
of the waves and particles.
The calculation of Ew · v requires several procedures in-
cluding waveform calibration and coordinate transforma-
tion. The waveform calibration is essential to obtain the
correct phase from the observed data. The calibration con-
sists of a calculation of the FFT and IFFT. It requires a ded-
icated digital processing component with high performance
to accomplish real-time operation of the WPIA.
We succeeded in developing a new scientiﬁc instrument
for studying wave-particle interactions in space. We called
it the one-chip WPIA. It provides a solution for realizing
the WPIA on a real-time basis with minimum resources.
The one-chip WPIA is the FPGA which implements all of
the necessary functions. The one-chip WPIA has been pro-
posed for SCOPE (cross-Scale COupling in the Plasma uni-
versE) mission which targets the investigation of the cross-
scale coupling in the terrestrial magnetosphere (SCOPE
working group, 2008). In the present paper, we demon-
strated the design, functions, and performance of the one-
chip WPIA. It consists of 4 blocks for individual functions
of waveform calibration, coordinate transformation, time
correction, and calculation of Ew · v. These blocks oper-
ate in cooperation with other necessary sensors. Since the
one-chip WPIA calculates Ew ·v in reference to the ambient
magnetic ﬁeld, it needs data from the particle and magnetic
ﬁeld instruments as well as from the plasma wave receivers.
The WPIA directs the processes in the above blocks by co-
ordinating the data ﬂows from these sensors.
We realized a one-chip WPIA on an evaluation board
containing a plasma wave receiver and an interface with
plasma instruments and other components needed in the de-
velopment of the one-chip WPIA. By using this evaluation
board, we conﬁrmed that the one-chip WPIA works as de-
signed. We showed that it continuously calculated Ew · v
with enough precision and without delays.
Furthermore, we examined the accuracy of the waveform
calibration by comparing the phase angles of the raw and
calibrated waveforms. The accuracy was determined by the
average and standard deviation of the error. The average
and standard deviation explicitly increase when the SNR is
smaller than 0 dB and 10 dB, respectively. Assuming an
error range of 20◦ and a probability that the errors arising
from the waveform calibration are out of range by 1% or
0.1%, a respective SNR of greater than −3 dB or 0 dB is
required. Though the large errors at lower frequency have
to be reduced by using several different numbers of FFTs or
by setting a lower sampling frequency, we achieved good
accuracy in the major range of frequency to be observed
(several hundred Hz to around a dozen kHz) in the SCOPE
mission.
The one-chip WPIA enables the study of various wave-
particle interactions using spacecraft observation data. The
power consumption is estimated to be 500 mW when
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processing three components of waveforms sampled at
62.5 kHz and reading plasma data at a maximum count
rate of 105/s. This speciﬁcation is comparable to that of
space missions for observing the terrestrial magnetosphere.
Therefore, the one-chip WPIA is feasible for the SCOPE
mission.
The most important feature of the one-chip WPIA is to
guarantee real-time observations. Although the function of
the one-chip WPIA can be realized by software running on
a CPU, continuous operation in real time would be difﬁ-
cult. The software-type WPIA has been proposed for ERG
(Energization and Radiation in Geospace), which is a small
satellite mission focusing on the observation of the radia-
tion belt of the Earth (ERG working group, 2008). On the
other hand, a disadvantage of the one-chip WPIA compared
to software WPIA is its smaller ﬂexibility in the calcula-
tion and accumulation of Ew · v. For example, software
WPIA can change accumulation procedures depending on
the wave-particle interactions. We have not examined how
much ﬂexibility one can expect in a one-chip WPIA. Since
there exist various types of wave-particle interactions in
space, ﬂexibility in the calculation and data accumulation
is important. The next goal in the development of the one-
chip WPIA is to incorporate as much ﬂexibility as possible.
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