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Abstract
The main purpose of this paper is to prove the existence of the moduli space HN,p parameterizing the embedded curve
singularities of (kN, 0) with an admissible Hilbert polynomial p and to study its basic properties.
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0. Introduction
A central problem in Algebraic Geometry is the classification of several isomorphism classes of objects by
considering their deformations and studying the naturally related moduli problems, see [33,34]. This general strategy
has also been applied to singularities. Some classes of singularities with fixed numerical invariants are studied from
the moduli point of view, i.e. proving the existence of moduli spaces or giving obstructions to their existence. See for
instance [17,28,29,42].
The main purpose of this paper is to prove the existence of the moduli space HN,p parameterizing the embedded
curve singularities of (kN, 0) with an admissible Hilbert polynomial p and to study its basic properties. The main
difference between the classical projective moduli problems and the case studied here is that HN ,p is not a locally
finite type scheme. Hence the general techniques of construction of moduli spaces of projective objects do not apply
to our problem and we need to develop specific ones. Since HN,p is a projective limit of k-schemes of finite type
we define a measure µp in HN,p valued in the completion M̂ of the ringM = K0(Sch)[L−1] where L is the class
of K0(Sch) defined by the affine line over k. This measure induces a motivic integration on HN,p and enable us to
consider a motivic volume for singularities of arbitrary dimension. See [27,7,30] for the motivic integration on jet
schemes.
In [11], see also [14], we characterized the Hilbert-Samuel polynomials of curve singularities: we proved that there
exists a curve singularity C with embedding dimension b and Hilbert polynomial p = e0T − e1 if, and only if, either
b = e0 = 1 and e1 = 0, or 2 ≤ b ≤ e0, and ρ0,b,e0 ≤ e1 ≤ ρ1,b,e0 , see Proposition 3.1 for the definitions of ρ0,b,e0
and ρ1,b,e0 . Moreover, for each triplet (b, e0, e1) satisfying the above conditions there is a reduced curve singularity
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C ⊂ (kN , 0) with k an algebraically closed field. From this result and the main result of this paper, Theorem 3.8, we
deduce that the moduli space HN ,p is nonempty for the polynomials p = e0T − e1 with ρ0,b,e0 ≤ e1 ≤ ρ1,b,e0 for
some b ≤ N .
The contents of the paper is the following. The main purpose of Section 1 is to characterize the zero-dimensional
closed subschemes Z ⊂ (kN, 0) for which there exists a curve singularityC ⊂ (kN, 0) such that Z is a truncation ofC .
In other words we characterize which zero-dimensional schemes can be lifted to a curve singularity, Theorem 1.9. The
key idea in the proof of Theorem 1.9 is the control of the dimension of some lifting of Z obtained by applying Artin’s
approximation theorem to the system of equations defined by some syzygy conditions deduced from Robbiano-Valla’s
characterization of standard basis.
It is well known that some properties P defined in the set of curve singularities are finitely determined,
i.e. determined by the n-th truncation Cn of C for n ≥ n0 = n0(P). The most studied finitely determined property is
the analytical type. In [10] we prove that analytical type is finitely determined for n ≥ n0 = 2µ+ 1, where µ stands
for the Milnor number of C , as a corollary we get that if a property of curve singularities is invariant by analytical
transformations then is finitely determined. In [10] we also prove that “to have the same tangent cone” or “to have
the same Hilbert function” are finitely determined properties. In the Section 3 we attach to any finitely determined
property P a rational power series MPSP ∈M[T ]loc, Proposition 3.22.
In the second section we introduce the algebraic families of curve singularities over a scheme S. Notice that
the concept of family is a key ingredient in a moduli problem. We analyse the relationship between families and
normally flat morphisms and we also give several explicit examples of families of curve singularities with fixed
Hilbert polynomial.
The purpose of Section 3 is to construct a moduli schemeHN,p parameterizing the embedded curve singularities of
(kN, 0) with fixed Hilbert polynomial p. In the main result of this section, Theorem 3.8, we establish the existence of
a k-scheme HN,p prorepresenting the functor of families HN,p. We will obtain HN,p as an inverse limit of k-schemes
Ξn of finite type with affine morphisms an : Ξn → Ξn−1. Notice that in Proposition 3.6 we prove some properties of
Ξn as a corollary of Theorem 1.9; in particular we prove that Ξn contains the n-th truncations of all curve singularities
with Hilbert polynomial p. The key point in the existence of HN,p is the control of the behaviour of the degree one
superficial elements given in [10]; this enables us to prove that an is affine for a big enough n. As a corollary we
get that the cohomological dimension of HN,p is finite, and that there exists a universal family over HN,p. We end
Section 3 by constructing the Hilbert strata of HN,p for each admissible Hilbert function, in particular we prove the
existence of a moduli space parameterizing normally flat families.
In the second part of Section 3 we introduce a motivic measure µp defined in the algebra of cylinders HN,p valued
inM. By means of µp we define for a singularity X of arbitrary dimension a motivic volume vol(X) ∈ M̂. Given
a property P defined on the set of curve singularities with Hilbert polynomial p we define a motivic Poincare series
MPSP ∈ M[[T ]]. We prove that if P is a finitely determined property then MPSP ∈ M[T ]loc. In particular we
prove MPSHN,p ∈M[T ]loc.
In the Section 4 we compute the tangent space of HN,p at a closed point, for this we determine families that are
first order deformations. We apply these results to the moduli space of singularities with maximal Hilbert function,
in particular to plane curve singularities. By considering HN,p as object of the category of proschemes we define a
topology on its sheaf of rings. Taking dual spaces with respect this topology we obtain the reflexivity of the tangent
space at the closed points ofHN,p and also the reflexivity of the normal space of the curve singularities parameterized
by HN,p. We end the paper studying the obstructiveness of the closed points of HN,p. We prove that plane curve
singularities and space curve singularities with maximal numbers of generators with respect to their multiplicity
define nonobstructed closed points.
1. Truncations of curve singularities
Throughout this paper k is an algebraically closed field. We set R = k[[X1, . . . , XN ]], M = (X1, . . . , XN ) is the
maximal ideal of R, and we denote by (kN, 0) the k-scheme Spec(R).
A curve singularity of (kN, 0) is a one-dimensional Cohen–Macaulay, closed subscheme C of (kN, 0). We denote
by m the maximal ideal of OC = R/I , and by H1C (resp. h1C (T ) = e0(T + 1) − e1) the first Hilbert function (resp.
Hilbert polynomial) of C , i.e. H1C (t) := lengthR(OC/mt+1) and H1C (t) = h1C (t) for t ≥ e0 − 1; e0 is the multiplicity
of C . An element x ∈ OC is a degree one superficial element if (mn+1 : x) = mn for all n  0, see for instance [35].
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From now on we fix a degree-one polynomial p(T ) = e0(T + 1) − e1 for which there exist a curve singularity
C ⊂ (kN, 0) of embedding dimension b ≤ N with h1C = p, see Proposition 3.1.
Given a curve singularity C we denote by Cn the closed subscheme of (kN, 0) defined by the ideal I (C)+Mn , we
say that Cn is the n-th truncation of C , n ≥ 1. First we recall some necessary conditions for the ideals J ⊂ R to being
a truncation of a curve singularity.
Lemma 1.1. Let C ⊂ (kN, 0) be a curve singularity of multiplicity e0. There exists a linear form L ∈ M \ M2 such
that for all n ≥ e0 + 1 such that the following conditions hold:
(1) lengthR(R/I (C)+ Mn + (L)) = e0,
(2) if n is the maximal ideal of R/I (C) + Mn then for all t , n − 2 ≥ t ≥ e0 − 1, the product by L defines an
isomorphism of k-vector spaces of dimension e0:
nt
nt+1
.L−→ n
t+1
nt+2
.
Proof. Since k is infinite and OC is a Cohen–Macaulay local ring we may assume that there exists a linear form
L ∈ M \ M2 such that its coset defines a degree one superficial element of OC , [31] Proposition 3.2. Then we have
lengthR(R/I (C)+ (L)) = e0 and Mn ⊂ I (C)+ (L) for all n ≥ e0. From this we deduce the first equality.
From [26], Theorem 2, we have
dimk
(
mn
mn+1
)
= e0
for all n ≥ e0 − 1. Hence from [10], Proposition 1, we deduce
mt
mt+1
.L−→ m
t+1
mt+2
is an isomorphism of k-vector spaces of dimension e0 for all n − 2 ≥ t ≥ e0 − 1. Since
mt
mt+1
∼= n
t
nt+1
for all n − 2 ≥ t ≥ e0 − 1, we get (2). 
Next we define a set of ideals Tn containing the n-th truncation of curve singularities of multiplicity e0. Since we
want to consider in Section 3 a scheme structure on some subsets of Tn , we replace the identity of Lemma 1.1(1) by
an inequality that will define an open condition on a suitable Grassmanian.
Definition 1.2. Let n ≥ e0 + 1 be an integer, Tn is the set of ideals J ⊂ R such that Mn ⊂ J and such that there
exists a linear form L ∈ M \ M2 such that
(1) lengthR(R/J + (L)) ≤ e0, and
(2) if n is the maximal ideal of R/J then the product by L is an isomorphism of k-vector spaces
nt
nt+1
.L−→ n
t+1
nt+2
of dimension e0, for all t = e0 − 1, . . . , n − 2.
From the condition (2) it is easy to prove that there exist a linear polynomial qJ (T ) = e0(T + 1)− b, b ∈ Z, such that
qJ (t) = lengthR(R/J + M t+1)
for all t = e0 − 2, . . . , n − 1. From the characterization of Hilbert functions due to Macaulay, see for instance [40],
we get
qJ (t) ≥ e0(t + 1)−
(e0
2
)
.
For all n1 ≤ n2 we denote by an2,n1 : Tn2 −→ Tn1 the projection map an2,n1(J ) = J + Mn1 .
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For all f ∈ R we denote by f ∗ ∈ S = k[X1, . . . , XN ] the initial form of f . If J is an ideal of R we will denote by
J ∗ the homogeneous ideal of S generated by the initial forms of the elements of J , we put Gr(R/J ) = S/J ∗ for the
associated graded ring to R/J . A set of elements of J such that their initial forms is a (minimal) set of generators of
J ∗ is known as a (minimal) standard basis of J . We will denote by Sn , resp. J ∗n , the degree n component of S, resp.
J ∗.
Proposition 1.3. Let J be an element of Tn , n ≥ e0 + 2, then every minimal homogeneous basis F1, . . . , Fs of J ∗
satisfies
deg(Fi ) 6∈ {e0 + 1, . . . , n − 1}
for all i = 1, . . . , s.
Proof. Let n be the maximal ideal of R/J . L is a linear form, satisfying the conditions (1) and (2) of the definition of
Tn , so that
St
J ∗t
= n
t
nt+1
.L−→ St+1
J ∗t+1
= n
t+1
nt+2
is an isomorphism of k-vector spaces for all t = e0 − 1, . . . , n − 2. From the surjectivity of these morphisms we get
St = LSt−1 + J ∗t for t = e0, . . . n − 1. Hence we deduce
J ∗t ⊂ S1 J ∗t−1 + LSt−1
t = e0+1, . . . n−1. Let a be an element of J ∗t , then there exist b ∈ S1 J ∗t−1 ⊂ J ∗t and α ∈ St−1 such that a = b+ Lα.
In particular Lα = a − b ∈ J ∗t . From the injectivity of the above morphisms we get α ∈ J ∗t−1, so a ∈ S1 J ∗t−1. Hence
J ∗t ⊂ S1 J ∗t−1 and then
J ∗t = S1 J ∗t−1
for t = e0 + 1, . . . , n − 1. From this we get the claim. 
Definition 1.4. Let J ∈ Tn be an ideal, n ≥ e0 + 2, and let F1, . . . , Fs be a minimal homogeneous basis of J ∗.
We may assume that deg(Fi ) ≤ e0 for i = 1, . . . , v and deg(Fi ) ≥ n for i = v + 1, . . . , s. We denote by J˜ the
homogeneous ideal of S generated by Fi , i = 1, . . . , v.
Next we will recall a result of Hermann, [23], quoted by Artin in [1], Theorem 6.5. We need some additional
definitions. The degree deg(f) of a r -pla of polynomials f = ( f1, . . . , fr ) ∈ Sr is by definition the sum of the degrees
of f1, . . . , fr . The degree of F = {f1, . . . , fs}, fi ∈ Sr , is the sum of the degrees of f1, . . . , fs . Let B ⊂ Sr be a
S-submodule, the degree deg(B) of B is the minimum of the degrees of its systems of generators.
Proposition 1.5 ([23,1]). There exists an integer valued function γ : N2 −→ N such that for all ideals K ⊂ S of
degree ≤ d there exists a primary decomposition of K = K1 ∩ · · · ∩ Kr such that the following integers are bounded
by γ (N , d):
(1) The number r , and the degree of each primary ideal Ki .
(2) The degree of the associated prime ideal pi = rad(Ki ) and the exponents mi such that pmii ⊂ Ki , i = 1, . . . , r .
We will apply the last proposition to our setting.
Definition 1.6. Let K be a height N − 1 homogeneous ideal of S. Given a minimal primary decomposition
K = K1∩· · ·∩Kr under the conditions (1) and (2) of Proposition 1.5, we can split this decomposition, after a suitable
permutation, in two pieces Kemb = Kw+1 ∩ · · · ∩ Kr , such that rad(Kemb) = M and Kno-emb = K1 ∩ · · · ∩ Kw is a
perfect height N − 1 ideal of S.
Proposition 1.7. There exists a function δ : N2 −→ N such that: let J be an ideal of Tn , n ≥ δ(N , e0), then the
following conditions hold:
(1) S/ J˜ is a one-dimensional graded ring of multiplicity e0, deg( J˜ ) ≤ δ(N , e0), and J˜ + Mn = J ∗.
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(2) If J is the ideal defining the n-th truncation of a curve singularity C of multiplicity e0 then S/ J˜ is the associated
graded ring to OC , i.e. J˜ = I (C)∗.
(3) If Syz1( J˜ ) is the first syzygy module of F1, . . . , Fv then it holds deg(Syz1( J˜ )) ≤ δ(N , e0).
Proof. (1) from the definition of J˜ we get J˜ + Mn = J ∗. Let us assume that S/ J˜ is a zero dimensional ring. Since J˜
is generated by homogeneous forms of degree ≤ e0 we have
deg( J˜ ) ≤ e0
(
N + e0
N
)
= d,
so from Proposition 1.5(2) we get that
lengthS(S/ J˜ ) ≤
(
N − 1+ γ (N , d)
N − 1
)
= η(N , e0).
We define δ(N , e0) = η(N , e0) +
( e0
2
) + 1. Since lengthS(S/ J˜ ) ≥ e0(n) − ( e02 ) then for n ≥ δ(N , e0) we get a
contradiction, so dim(S/ J˜ ) ≥ 1.
Let n be the maximal ideal of S/ J˜ . From the definition of J˜ and condition (2) of the definition of Tn we get that
nt+1 = Lnt for all t ≥ e0 − 1, so dim(S/ J˜ ) ≤ 1. Since dim(S/ J˜ ) ≥ 1 we have that S/ J˜ is a one-dimensional
graded ring of multiplicity less or equal than e0. Let J˜ = Kno-emb ∩ Kemb be a primary decomposition of J˜
satisfying Proposition 1.5, where Kno-emb is a perfect height N − 1 ideal and Kemb is a M-primary ideal. Since
δ(N , e0) ≥ γ (N , d) from Proposition 1.5 we have Mn ⊂ Kemb and then
H1
S/ J˜
(n) = H1S/Kno-emb (n)+ lengthS
(
Kno-emb + Kemb
Kemb
)
.
From this we deduce that H0
S/ J˜
(n) = H0S/Kno-emb (n) for all n ≥ δ(N , e0). Since S/Kno-emb is a one-dimensional
Cohen–Macaulay graded ring of multiplicity e0(S/Kno-emb) = e0(S/ J˜ ) ≤ e0 and H0S/ J˜ (e0 − 1) = e0, second
condition of the definition of Tn , we get that S/ J˜ has multiplicity e0.
(2) see [10], Proposition 2; (3) follows from [39]. 
We denote by βArtin : N4 −→ N the so-called beta function of Artin, see [1], Theorem 6.1.
Proposition 1.8. There exists a numerical function β : N3 −→ N such that for all ideals J of Tn , n ≥ δ(N , e0),
β(N , e0, n) ≥ βArtin(N , v(r + 1), 2r, n)
with v the minimal number of generators of J˜ , and r the minimal number of generators of Syz1( J˜ ).
Proof. From the last result we know that v ≤ deg( J˜ ) ≤ δ(N , e0) and r ≤ deg(Syz1( J˜ )) ≤ δ(N , e0). From these
inequalities we deduce the claim. 
Theorem 1.9. For all n ≥ δ(N , e0) the set of the associated ideals to n-th truncations of curve singularities of
multiplicity e0 coincides with
T′n = aβ(N ,e0,n),n(Tβ(N ,e0,n)).
Moreover, given J ∈ T′n there exists a curve singularity C of multiplicity e0 such that OCn = R/J , and S/ J˜ is the
associated graded ring to OC .
Proof. Let us consider an ideal J = ( f1, . . . , fs) of Tn , n = β(N , e0, n), such that Fi = f ∗i , i = 1, . . . , s, form
a minimal basis of J ∗. We may assume that deg(Fi ) ≤ e0 for i = 1, . . . , v and deg(Fi ) ≥ n for i = v + 1, . . . , s,
Proposition 3.7. We denote by J˜ the homogeneous ideal of S generated by Fi , i = 1, . . . , v.
Let Z be the first syzygy module of f1, . . . , fs , and let Z∗ be the first syzygy module of F1 = f ∗1 , . . . , Fs = f ∗s .
Let us recall that there is a map Φ : Z −→ Z∗, see proof of [37] Theorem 1.9, such that for all (a1, . . . , as) ∈ Z
we have Φ(a1, . . . , as) = (b1, . . . , bs) with bi the initial form of ai if deg(ai ) = p − di , with di = deg(Fi ),
p = Min{deg(ai )+ d1, i = 1, . . . , s}, and zero otherwise.
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Let R1, . . . , Rr be a minimal system of generators of syzygy module of F1, . . . , Fv . From [37], Theorem 1.9, there
exist elements Rˆ1, . . . , Rˆr of Z such that Φ(Rˆi ) = Ri , i = 1, . . . , r. Let R˜i the projection on the first v components
of Rˆi , i = 1, . . . , r . Then we have, i = 1, . . . , r ,
v∑
j=1
R˜ij f j = 0 mod (X1, . . . , XN )n .
Let us consider the following system of equations attached to these syzygy conditions
(Syz) :

v∑
j=1
X ijY j = 0
i = 1, . . . , r
considered in the polynomial ring k[X1, . . . , XN ; Y1, . . . , Yv, X11, . . . , Xrv].
Since n = β(N , e0, n) ≥ βArtin(N , v(r + 1), 2r, n), from the approximation theorem of Artin, [1] Theorem 6.1,
there exists a solution of the system of equations (Syz)
v∑
j=1
R
i
jg j = 0
i = 1, . . . , r , and such that{
g j = f j mod Mn i = 1, . . . , v
R
i = R˜i mod Mn i = 1, . . . , r.
Let us define I = (g1, . . . , gv)R. Next step is to prove that g1, . . . , gv is a standard basis of I . We will prove it by
means of [37] Theorem 1.9. Notice that I = J mod (X1, . . . , XN )n , g∗i = f ∗i = Fi , i = 1, . . . , v. Hence R1, . . . , Rr
is also a minimal system of generators of the first syzygy module of {g∗1 , . . . , g∗v }. Since Φ(R
i
) = Φ(R˜i ) = Ri ,
i = 1, . . . , r , and R1, . . . , Rr verifies (Syz), from [37] Theorem 1.9, we get that {g1, . . . , gv} is a standard basis of
I , i.e. I ∗ = (g∗1 , . . . , g∗v ) = (F1, . . . , Fv) = J˜ . In particular R/I is a one-dimensional local ring of multiplicity e0,
Proposition 1.7(1).
From the condition (1) of the definition of Tn we understand that there exists a linear form L such that
dimk(R/I + (L)) = e0, so R/I is a one-dimensional Cohen–Macaulay local ring of multiplicity e0. If we define
C = Spec(R/I ) then we deduce the claim. 
2. Families of embedded curve singularities
For all k-scheme of finite type S = Spec(A) we will denote by (kN , 0)S the affine k-scheme
Spec(A[[X1, . . . , XN ]]). We denote by pi : (kN , 0)S −→ S the morphism of k-schemes induced by the natural
morphism of k-algebras A −→ A[[X ]] = A[[X1, . . . , XN ]]. Given a closed subscheme Z ⊂ (kN , 0)S we will denote
by Zn the closed subscheme of (kN , 0)S defined by the ideal I (Zn) = I (Z)+ (X)n , for all n ≥ 1.
Let us denote by HN,p : Aff −→ Set the contravariant functor such that for all affine k-scheme of finite type S
HN,p(S) =

closed subschemes Z ⊂ (kN , 0)S such that pi : Z −→ S is flat and
(i) for all n ≥ e0 + 1 the morphism pin : Zn −→ S is flat with fibers of length p(n − 1),
(ii) for all closed points s ∈ S the fiber Zs = Z ⊗S k(s) is a curve singularity of (kN , 0)
with Hilbert polynomial p.

we say that HN ,p(S) is the set of families of curves over S with Hilbert polynomial p.
Proposition 2.1. (1) HN,p(Spec(k)) is the set of curve singularities of (k
N , 0) with Hilbert polynomial p.
(2) Given a scheme Z ⊂ (kN , 0)S the following conditions hold
(2.1) if Z verifies the condition (i) of the definition of family of curve singularities over S then Z is flat over S,
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(2.2) if S is reduced and if for all closed points s ∈ S the fibre Zs is a curve singularity with Hilbert polynomial
p then Z is a family of curves over S.
Proof. (1) From the definition of family of curve singularities it is easy to see that HN,p(Spec(k)) is a set of curve
singularities with Hilbert polynomial p(T ). Let C be a curve singularity of (kN , 0) with Hilbert polynomial p(T ).
From [26], Theorem 2, we have h1C (n) = H1C (n) for n ≥ e0 − 1, so we have C ∈ HN,p(Spec(k)).
(2.1) follows the main ideas of the proof of [32], Theorem 55. Let Z = Spec(A[[X ]]/J ) be a closed subscheme of
(kN , 0)S , with S = Spec(A), such that for all n ≥ e0 + 1 the morphism pin : Zn −→ S is flat with fibres of length
p(n − 1). We have to prove that the morphism
A −→ B := A[[X ]]
J
is flat. Let f : L −→ P be a monomorphism of finitely generated A-modules, we have to prove that f ⊗ IdB :
L ⊗A B −→ P ⊗A B is also a monomorphism.
Since the morphism A −→ Bn := A[[X ]]J+(X)n is flat for all n ≥ e + 1, we have that
f ⊗ IdBn : L ⊗A Bn −→ P ⊗A Bn
is also a monomorphism, n ≥ e0 + 1. Hence
lim←− f ⊗ IdBn : lim←− (L ⊗A Bn) −→ lim←− (P ⊗A Bn)
is a monomorphism. Since the A-modules L and P are finitely generated it is well known that
lim←− (L ⊗A Bn) ∼= L ⊗A B, lim←− (P ⊗A Bn) ∼= P ⊗A B
from this we deduce (2.1). The statement (2.2) follows from [26], Theorem 2. 
Remark 2.2. Notice that the condition (i) implies that for all closed points s ∈ S the fibre Zs is a 1-dimensional
closed subscheme of (kN , 0) with Hilbert polynomial p. Hence (ii) can be changed to
(ii)′ for all closed points s ∈ S the fibre Zs is a Cohen–Macaulay scheme.
Remark 2.3. There exist flat morphisms that are not families. See Example 4.4 for a first order deformation of a plane
curve singularity that is not a family.
In the following examples we will construct families of curve singularities with a closed fibre C by deforming the
ideal I (C), by deforming a first syzygy matrix of I (C) and by deforming a parametrization of C .
Example 2.4. Let F,G1, . . . ,Gr be power series in the variables X1, X2. We assume that order(F) = e0 and
order(Gi ) ≥ e0+1 for i = 1, . . . , r . We put A = k[T1, . . . , Tr ], S = Spec(A), I = (F+∑ri=1 TiGi ) ⊂ A[[X1, X2]],
and Z = Spec(A[[X1, X2]]/I ). Notice that for all point s of S the fibre Zs is a plane singularity of multiplicity
e0. From Proposition 2.1(2.2) we deduce that Z is a family of plane curve singularities with Hilbert polynomial
p = e0T − e0(e0 − 1)/2.
Example 2.5. Let us consider the curve singularity of (k3, 0) defined by the ideal generated by the maximal minors
of the matrix ([9])X3 0X e0−11 X3
0 X2
 .
A straightforward computation shows that h1C = e0T − (e20 − 3e0 + 4)/2, and
H1C = {1, 3, 4, 5, 6, . . . , e0 − 1, e0, e0, . . .}.
Let us consider the closed subscheme Z of (kN , 0)S , S = Spec(k[U ]), defined by the ideal generated by the maximal
minors of the matrixX3 + Q1U 0X e0−11 + Q4U X3 + Q2U
0 X2 + Q3U

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where Q1, Q2, Q3 are formal power series in X1, X2, X3 of order at least 2, and Q4 is a power series in the same set
of variables of order at least e0. We know that Z is a flat deformation of C with base S, see [2]. We have a better result:
from [37], Theorem 1.9, the tangent cone of the fibre Zs coincides with Z0 = C for all closed point s ∈ S. Hence the
Hilbert function is constant on the fibers, from Proposition 2.1 we get that Z is a family of curve singularities with
Hilbert polynomial p = e0T − (e20 − 3e0 + 4)/2.
Example 2.6. Notice that in the previous example we have deformed the matrix of syzygies of the curve singularity
obtaining a family of curve singularities. We can also deform the parametrization, i.e. the normalization morphism,
in order to obtain families. In this case the families verify a stronger condition the singularity order of the fibres is
constant, see [41]. Let C the curve singularity of (k4, 0) with normalization morphismOC −→ OC ∼= k[[t]], defined
by
X1 = t6, X2 = t7, X3 = t10, X4 = t15.
Recall that we can compute the Hilbert function of C by two different methods. First we can compute the ideal of
C eliminating t and then computing the Hilbert of OC . In our setting we can also compute the Hilbert function of C
using the fact
δ(C) = #(N \ Γ (C))
where Γ (C) =< 6, 7, 10, 15 > is the semi-group generated by C . Hence we have δ(C) = 8. On the other hand we
can desingularize C by an unique Blow-up, so from [25] we get that δ(C) = ρ = 8. Hence we have h1C = 6T − 8.
Let us consider the family of parameterizations
β(U ) : X1 = t6, X2 = t7, X3 = t10, X4 = t15 +Ut16.
Then we can consider the closed subscheme of (k4, 0)S , S = Spec(k[U ]), defined by β(U ). From [41] we get
that for all closed points s ∈ S the normalization of the fibre Zs is defined by β(s). Hence Γ (Zs) = Γ (C) and
h1Zs = h1C = 6T − 8; from Proposition 2.1 we get that Z ∈ H4,6T−8(S).
We end this section studying the relationship between families of curve singularities and normally flat morphisms,
see [24].
Definition 2.7. Let S = Spec(A) be a scheme of finite type and let Z be a closed subscheme of (kN , 0)S such that
there exists a closed section σ : S −→ Z of pi : Z −→ S. We say that Z is normally flat along S if and only if
GrIσ(S)(OZ ) is a flat OS module.
Proposition 2.8. Let Z be a closed subscheme of (kN , 0)S such that there exists a closed section σ : S −→ Z of
pi : Z −→ S.
(1) if Z is a normally flat scheme along S and verifies (i i)′ then Z is a family of curves,
(2) if Z is a family of plane curve singularities then Z is normally flat along S.
Proof. (1) The result follows from the fact GrIσ(S)(OZ ) is a flat OS-module if and only if OZ/Inσ(S) = OZn is a flatOS-module for all n ≥ 1.
(2) Let Z be a family of plane curve singularities over an affine scheme S = Spec(A). We need to prove that for all
closed point s ∈ S and n ≥ 1 the OS,s-module OZn is free of rank e0n − e0(e0 − 1)/2. Let m be the maximal ideal of
A defined by s. For all n ≥ 1, we will prove that
Am[[X1, X2]]
I (Z)Am[[X1, X2]] + (X1, X2)n
is a free Am-module of rank e0n − e0(e0 − 1)/2. Let F ∈ I (Z)Am[[X1, X2]] ⊂ Am[[X1, X2]] be a power
series such that Am[[X1, X2]]/(F)⊗A k is the local ring OZs . Since the k-vector spaces (F) + (X1, X2)e0+1 ⊂
I (Z)Am[[X1, X2]] + (X1, X2)e0+1 have the same codimension e0(e0 + 1) − e0(e0 − 1)/2, the vector spaces agree.
From this it is easy to prove (2). 
Remark 2.9. The last proposition enable us to consider the condition (i) of the definition of family of curve
singularities as a weak form of normally flat morphism. Notice that the last three examples are in fact normally
flat families.
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Example 2.10. Example of family not normally flat. Let us consider the family of monomial curves
X1 = t7, X2 = t8, X3 = (1− u)t9 + at10.
Since the singularity order and the Hilbert polynomial does not depend on the parameter u, from [41] and
Proposition 2.1, we get that there exists a family of curve singularities pi : Z −→ S = Spec(k[u]) such that Zu
is the monomial curve defined by u. On the other hand H1Z0(3) = 5, and H1Z1(3) = 6 so pi is not a normally flat
family.
In [11] we defined rigid Hilbert polynomials as the polynomials that determines the Hilbert function; i.e. p =
e0T − e1 is rigid if there exists a function Hp : N −→ N such that if C is a curve singularity with h1C = p then
H1C = Hp. For instance, p = e0T − e1 with e1 = e0 − 1, e0, e0(e0 − 1)/2 − 1, e0(e0 − 1)/2 are rigid polynomials,
and any Hilbert polynomial p = e0T − e1 with e0 ≤ 5 is rigid, see [11]. See also [15] for further results on rigid
polynomials. Finally, it is easy to prove.
Proposition 2.11. Every family of curve singularities with a rigid Hilbert polynomial over a reduced base is normally
flat.
3. Moduli space of curve singularities
The purpose of this section is to construct a moduli scheme HN,p parameterizing the embedded curve singularities
of (kN, 0) with fixed Hilbert polynomial p, Theorem 3.8.
Let us recall that we assumed in the first section that p = e0(T + 1) − e1 is an admissible Hilbert polynomial,
i.e. there exists a curve singularity C of (kN, 0) with Hilbert polynomial p. In [11] we characterized the admissible
Hilbert polynomials. To recall that result we have to define some integers attached to e0 and the embedding dimension:
given integers 1 ≤ b ≤ e0 we consider the following integers ρ0,b,e0 = (r + 1)e0 −
(
r+b
r
)
, with r the integer such
that
(
b+r−1
r
)
≤ e0 <
(
b+r
r+1
)
, and ρ1,b,e0 = e0(e0 − 1)/2− (b − 1)(b − 2)/2.
Proposition 3.1. There exists a curve singularity C with embedding dimension b ≤ N and Hilbert polynomial
p(T ) = e0T − e1 if, and only if, either
(1) b = 1, e0 = 1, e1 = 0, or
(2) 2 ≤ b ≤ e0, and ρ0,b,e0 ≤ e1 ≤ ρ1,b,e0 .
Moreover, for each triplet (b, e0, e1) satisfying the above conditions there is a reduced curve singularity C ⊂ (kN, 0)
with embedding dimension b and Hilbert polynomial p = e0T − e1, with k is an algebraically closed field.
Let F : N −→ N be a numerical function such that F(t) ≤ b(t) :=
(
N+t−1
N
)
for all t ≥ 0. For each t ≥ 0 we
denote by G t the Grassmannian of F(t)-dimensional quotients of Rt = R/M t , notice that Rt is a b(t) dimensional
k-vector space. Recall that G t represents the contravariant functor G t : Sch −→ Set, where Sch is the category of
k-schemes locally of finite type, Set the category of sets, and G t (S) is the set of locally free quotients of R˜t (S) of rank
F(t), see [22]-I-9.7.4. If K is a F(t)-dimensional quotient of Rt then we will denote by [K ] the corresponding closed
point of G t .
We denote by Fr,n the contravariant set-valued functor on Sch defined by: Fr,n(S) is the set of S-module quotients
F = R˜n(S)/N such that the OS-module
F (i) = R˜n−i (S)/(σn,i )∗(N )
belongs to Gn−i (S), i = 0, 1, . . . , n − r , where σn,i : R˜n −→ R˜n−i is the natural morphism of sheaves. For all
integers r ≤ n, let W (r, n, F) be the reduced subscheme of Gn whose closed points correspond to the k-vector space
quotients Rn/E such that dimk(Rn/E + M t ) = F(t) for all t = r, . . . , n.
Proposition 3.2. The scheme W (r, n, F) represents the functor Fr,n .
Proof. In order to prove the result we will use [22]-0-4.5.4. From the local nature of the definition of Fr,n it is easy
to verify the second condition of [22]-0-4.5.4. The first condition follows from [22]-I-9.7.4.6, and the third condition
from [22]-I-9.7.4.7.
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We will prove the fourth condition of [22]-0-4.5.4. Let {mi }i=1,...,b(n) be a lexicographically ordered set of
monomials of k[X1, . . . , XN ] such that their cosets in Rn form a k-basis. We denote by H the set of H =
{i1, . . . , iF(n)} ⊂ {1, 2, . . . , b(n)} such that
card(H ∩ {1, 2, . . . , b(n − i)}) = F(n − i)
for all i = 1, 2, . . . , n − r . It is known that for every H ∈ H we get an open set Bn(H) of Gn : Bn(H) is the set of
F(n) dimensional vector spaces Rn/L such that the cosets of mi1 , . . . ,miF(n) in this quotient form a k-basis. This
open set is isomorphic to the affine space of matrices, F(n)× (b(n)− F(n)).
Let ϕH : OF(n)Spec(k) −→ R˜n be the morphism of OSpec(k)-modules defined by the k-linear map ϕH : kF(n) −→ Rn
with ϕH ((ai )i∈H ) = ∑i∈H aimi . By [22]-0-4.5.4 we get that Bn(H) is represented by the subfunctor Gn,H of Gn
defined by: Gn,H (S) is the set of F ∈ Gn(S) such that the composition
OF(n)S
ϕH−→ R˜n(S) −→ F
is an epimorphism. It is easy to see that there exists a one-to-one correspondence γ between Gn,H (S) and the set of
OS-morphisms v : R˜n −→ OS F(n) such that vϕH = Id; v corresponds to F = R˜n/Ker(v). Hence we have a exact
sequence of set maps
Gn,H (S)
γ−→ HomOS (R˜n,OS F(n))
αH
⇒
βH
HomOS (OS F(n),OS F(n)),
with αH (v) = vϕH , βH (v) = Id; we get that Gn,H is representable by Bn(H), i.e. the kernel of the pair of morphisms
kb(n)F(n)
αH
⇒
βH
kF(n)
2
.
Let us consider the subfunctor Fr,n,H of Fr,n such that for every S, Fr,n,H (S) is the set of F ∈ Fr,n(S) such that
the composition
OF(n)S
ϕH−→ R˜n(S) −→ F
is an epimorphism. Let us consider the restriction of γ
γ : Fr,n,H (S) −→ HomOS (R˜n,OS F(n)),
first of all we need to compute the image of γ . For this consider the projection in the first F(n − i) components
pi(i) : OS F(n) −→ OS F(n−i),
and the canonical monomorphism
σ(i) : ˜Mn−i/Mn −→ R˜n .
From [22]-0-5.5.7 it is easy to prove
CLAIM: Let v : R˜n(S) −→ OS F(n) be a morphism such that vϕH = Id, then the sheaf R˜n(S)/Ker(v) is locally free of
rank F(n − i) if and only if pi(i)vσ (i) = 0.
From the claim we can build up the following exact sequence of map sets
Fr,n,H (S)
γ−→ HomOS (R˜n,OS F(n))
εH
⇒
δH
HomOS (OS F(n),OS F(n))×
n−r∏
i=1
Hom( ˜Mn−i/Mn(S),OS F(n−i)),
with δH (v) = (Id; 0, . . . , 0), and εH (v) = (vγH ;pi(i)vσ (i), i = 1, 2, . . . , n − r). From this and [22]-I-9.4.9 we
obtain that Fr,n,H is representable by the Kernel, say XH , of the pair of morphisms
kb(n)F(n)
εH
⇒
δH
kF(n)
2 ×
n−r∏
i=1
kl(n,i)F(n−i),
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l(n, i) = dimk(Mn−i/Mn), so we get [22]-0-4.5.4(iv) for the family of functors {Fr,n,H }H∈H. Hence Fr,n is
representable by a scheme X , and {XH }H∈H, is an open cover of X . From the proof of the representability of XH we
deduce that XH is a linear subspace of Bn(H). From the definition of W (r, n, F) and [22]-I-4.2.4(ii) we deduce that
X = W (r, n, F), so we get that W (r, n, F) represents the functor Fr,n . 
We denote by Hilbn the Hilbert scheme parameterizing the closed subschemes of Spec(Rn) of length F(n);
Hilbn represents the contravariant set-valued functor Hilbn on Sch for which Hilbn(S) is the set of morphisms
f : Z ⊂ Spec(Rn)× S −→ S with fibers of length F(n), see [18]. Let
an+1 : W (r, n + 1, F) ∩ Hilbn+1 −→ W (r, n, F) ∩ Hilbn
be the morphism of schemes induced by the functorial morphism
an+1 : Fr,n+1×Gn+1 Hilbn+1 −→ Fr,n ×Gn Hilbn,
with an+1(S)(F) = F (1).
From now on we assume that F(t) = p(t − 1) = e0t − e1, and for all n ≥ e0 + 1 we put W (n) = W (e0 + 1, n, p)
and W ′(n) = W (n) ∩ Hilbn .
Let C ⊂ (kN , 0) be a reduced curve singularity. We will denote by δ(C) = dimk(OC/OC ) the order of singularity
of C , here OC is the integral closure of OC on its full ring of fractions. We denote by µ(C) the Milnor number of C ;
notice that µ(C) = 2δ(C)− r(C)+ 1 where r(C) is the number of branches of C , [5] Proposition 1.2.1.
Definition 3.3. We denote by Cn(N , p) the set of points of Gn defined by all truncations Cn where C is a curve
singularity of Hilbert polynomial h1C = p.
We will prove that Cn(N , p) is in fact a constructible set of Gn , see Proposition 3.6.
Proposition 3.4. (1) For all n ≥ e0 + 1 it holds Cn(N , p) ⊂ W ′(n).
(2) Let C be a curve singularity with Hilbert polynomial h1C = p, then its tangent cone is determined by [Cn],
n ≥ e0 + 1.
(3) If C is reduced then the analytical type of C is determined by [Cn], n ≥ 2µ(C)+ 1.
Proof. (1) We only need to prove that for all curve singularity of multiplicity e0 it holds [Cn] ∈ W ′(n), n ≥
e0 + 1. Notice that the closed points of W ′(n) are the quotients R/I with I ⊂ R ideal such that Mn ⊂ I and
dimk(R/Mn−i + I ) = p(n − i − 1) for i = 0, . . . , n − e− 1. In particular if C is a curve singularity of (kN , 0) with
Hilbert p then R/I (C)+ Mn defines a closed point of W ′(n) for all n ≥ e0 + 1, see [26], Theorem 5.
(2) follows from Proposition 1.7. From [10], Theorem 6, we deduce (3). 
Notice that in the last proposition we proved that W ′(n) contains all n-th truncations of curve singularities with
Hilbert polynomial p. In order to take account of the Cohen–Macaulayness of the curve singularities we need to
shrink W ′(n) by intersecting this scheme with some open Zariski subset of Gn . For this end, given a linear form
L ∈ R we denote by Un(L) the Zariski open set of Gn whose closed points are the quotients Rn/E such that
dimk(Re0+1/(E, L)) ≤ e0, where (E, L) is the ideal generated by E and L .
Proposition 3.5. Let I be an ideal of R such that A = R/I is a one-dimensional local ring of multiplicity e0. Let L
be an element of R, the following conditions hold
(1) dimk(A/L A) ≥ e0 and we have equality if and only if A is Cohen–Macaulay and the coset of L in A is a
degree-one superficial element.
(2) If dimk(R/I + Me0+1) = p(e0) then the following conditions are equivalent:
(a) [R/I + Me0+1] belongs to Ue0+1(L),
(b) A is Cohen–Macaulay and the coset of L in A is a degree-one superficial element.
(3) There exist linear forms L1, . . . , Ls of R, s = e0(N −1)+1, such that for all curve singularity C of (kN, 0) with
Hilbert polynomial p and n ≥ e0 + 1 it holds [Cn] ∈ W ′(n) ∩Un(Lq).
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Proof. (1) Let us assume dimk(A/L A) ≤ ∞, i.e.L A is am-primary ideal of A. From [38], Cap. I Proposition 3.4, we
get (1). By (1) we deduce that (b) is equivalent dimk(R/I + (L)) ≤ e0. It is easy to see that this inequality equivalent
to dimk(R/I + Me0+1 + (L)) ≤ e0, i.e [R/I + Me0+1] belongs to Ue0+1(L).
(3) Let C be a curve singularity C of (kN, 0) with Hilbert polynomial p. From [43], Chap. I Proposition 3.2, we
deduce that if a linear form L is a nonzero-divisor in Gr(OC )red then L is a degree one superficial element ofOC . Let
L1, . . . , Ls , s = e0(N − 1) + 1 be linear forms such that any subset of N − 1 elements is k-independent. From this
and the (1) it is easy to deduce the claim. 
We will define a subscheme Ξn of Hilbn taking account of the condition (2) of the definition of Tn . For this end we
have to define some special cells of the Grassmannian Gn , from a deep study of these cells we will deduce that the
morphism an is affine for a big enough n, Proposition 3.7(1).
LetMon = {m1,m2, . . .} be the set of monomials of S ordered with respect to the degree-lexicographic ordering.
Given multi-indexes i. = {i1, . . . , i p(e0−1)} ⊂ {1, 2, . . . , b(e0)}, j. = { j1, . . . , je0} ⊂ {b(e0)+ 1, . . . , b(e0 + 1)}, and
a linear form Lq , we define Dn(i., j., q) as the linear subspace of Rn generated by the p(n − 1) linear independent
monomials
mi1 , . . . ,mi p(e0−1); Lrqm j1 , . . . , Lrqm je0 , r = 0, . . . , n − e0 − 1.
For all n ≥ e0 we fix a k-basis Vn(i., j., L) of Rn adding to these elements monomials of suitable degree. We denote by
Bn(i., j., q) the Zariski open subset of Gn with closed points [Rn/E] such that the projection Dn(i., j., q) −→ Rn/E
is an isomorphism.
For all triplet i., j., q , we consider the open sets B ′n(i., j., q) = Bn(i., j., q) ∩ U (Lq); we set B ′n =
∪i., j.,q B ′n(i., j., q). We denote by Ξn the open sub-k-scheme of W ′(n)
Ξn = W ′(n) ∩ B ′n
and Ξn(i., j., q) = Ξn ∩ B ′n(i., j., q). Notice that the morphism an : W ′(n) −→ W ′(n − 1) induces morphisms
an : Ξn(i., j., q) −→ Ξn−1(i., j., q), an : Ξn −→ Ξn−1, for all n ≥ e0 + 1.
Proposition 3.6. (1) For all curve singularities C of (kN, 0) with Hilbert polynomial p there exists indexes i., j., q
such that [Cn] ∈ Ξn(i., j., q), for all n ≥ e0 + 1.
(2) Cn(N , p) is a constructible set and Cn(N , p) ⊂ Ξn ,
(3) For all i., j., q it holds a−1n (Ξn−1(i., j., q)red) = Ξn(i., j., q)red.
Proof. (1) Follows from Lemma 1.1(2) and Proposition 3.5.
(2) From Theorem 1.9 we get that Cn(N , p) = aβ(n,e0) . . . an+1(Ξβ(n,e0)), so Cn(N , p) is a constructible set contained
in Ξn .
(3) Let x = [R/I + Mn] be a closed point of Ξn such that an(x) belongs to Ξn−1(i., j., q)red. Let n be the
maximal ideal of R/I + Mn . Since an(x) belongs to Bn−1(i., j., q) we have that dimk(ne0+s/ne0+s+1) = e0 for
s = 1, . . . , n − e0 − 1, so we have
ne0−1
ne0
.Lq−→ n
e+s−1
ne+s+1
is an epimorphism for s = 1, . . . , n−e0−1. Since an(x) ∈ W (n)we get that these morphisms are in fact isomorphism,
so x ∈ Ξn(i., j., q). 
Let X, Y be k-schemes. Given constructible sets A ⊂ X , B ⊂ Y we say that a map f : A −→ B is a piecewise
trivial fibration with fiber a k-scheme F if there exists a finite partition of B in locally closed subsets S ⊂ Y such that
f : f −1(S) −→ S is a fibration of fibre F , see [6].
The key result in the definition of a local motivic integration in the moduli space HN,p, Theorem 3.8, is the
following result:
Proposition 3.7. (1) For all n ≥ e0 + 4 the morphism an : Ξn −→ Ξn−1 is affine.
(2) Given integers ν ≥ 2, n ≥ δ(N , e0), there exists a constructible set Σ nν ⊂ Cn(N , p) such that: for all curve
singularities C with Hilbert polynomial p, [R/I (C)+ Mn] is a closed point of Σ nν if and only the minimal numbers
of generators of I (C) is ν.
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(3) If ν = N − 1, i.e. the case of complete intersection singularities, then we set Σ nci := Σ nN−1 and the restriction of
an
an : Σ nci −→ Σ n−1ci
is an exhaustive piecewise fibration with fibre F ∼= k(N−1)e0 , n ≥ δ(N , e0).
Proof. (1) We will perform the proof in three steps.
Step 1 For all n ≥ e0+ 4 the cell Bn(i., j., q) is isomorphic to an affine space ksn , for some integer sn , and an restricts
to an affine morphism an : W (n) ∩ Bn(i., j., q) −→ W (n − 1) ∩ Bn−1(i., j., q).
Proof. It is easy to see that considering the base Vn(i., j., q) that the open set Bn(i., j., q) is isomorphic to the affine
space of (b(n) − p(n)) × b(n) matrices, and that W (n) ∩ Bn(i., j., q) is a linear subspace of Bn(i., j., q). A general
element of W (n) ∩ Bn(i., j., q) can be written as follows
U =

Id
0
A
0
0
Id
B
C

Hence for all n ≥ e0 + 4 we get Bn(i., j., q) ∼= ksn . From this it is easy to see that an is a linear projection between
ksn and ksn−1 where an(U ) is the matrix obtained from U deleting its last row and the last two columns. Hence we get
Step 1.
Step 2 For all n ≥ e0 + 4, an : Ξn(i., j., q) −→ Ξn−1(i., j., q) is an affine morphism.
Proof. Let us consider the restriction of an
an : (W (n) ∩ Bn(i., j., q)) −→ W (n − 1) ∩ Bn−1(i., j., q).
Since W (r) ∩ B ′r (i., j., q) is an open subset of W (r) ∩ Br (i., j., q) for r = n, n − 1, and
a−1n (W (n − 1) ∩ B ′n−1(i., j., q)) = W (n) ∩ B ′n(i., j., q),
from [22]-I-9.1.2 we deduce that
an : (W (n) ∩ B ′n(i., j., q)) −→ W (n − 1) ∩ B ′n−1(i., j., q)
is affine. Since Ξr (i., j., q) is a closed subscheme of W (r) ∩ B ′r (i., j., q), for r = n, n − 1, by [22]-I-9.1.16(i),(v) we
obtain Step 2.
Step 3 For all n ≥ e0 + 4 the morphism an : Ξn −→ Ξn−1 is affine.
Proof. By Step 2, Proposition 3.6(3), and [22]-I-9.1.18 we get that for all n ≥ e0+4 the morphism an : Ξn −→ Ξn−1
is affine.
(2) We denote by ν(B) = dimk(B) the minimal number of generators of a finitely generated R-module B. Let Gnν
be the constructible subset of Ξn whose closed points [R/J ] verifies ν(J ) = ν. We define Σ nν = Gnν ∩ Cn(N , p),
Proposition 3.6.
Let C be a curve singularity with Hilbert polynomial p. From [37] and Proposition 1.7(3) we get I (C) ∩ Mn ⊂
I (C)M , n ≥ δ(N , e0), so we have ν(I (C)) = ν( I (C)+MnMn ) and [R/I (C) + Mn] is a point of Σ nν if and only if
ν = ν(I (C)). Moreover, let f1, . . . , fν be elements I (C) such that their cosets in I (C) + Mn/Mn form a minimal
system of generators, then f1, . . . , fν is minimal system of generators of I (C).
(3) We set Σ nci := Σ nN−1. i.e. ν = N − 1. Let x = [R/J + Mn] be a closed point of Σ nci , J = I (C) with C a curve
singularity, and y = [R/J + Mn−1] = an(x) its image. We may assume that y ∈ Ξn−1(i., j., q)red, for some set
of indexes i., j., q . Let U be the associated matrix to x , see Step 1. Let f = f1, . . . , fν be ν rows of U such that
their cosets in Rn−1 form a minimal system of generators of J + Mn−1, see (2). Notice that f is a minimal system of
generators of J + Mn and that all entries of U are determined by f.
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If x ′ = [R/J ′+Mn] is a closed point ofΣ nci such that an(x ′) = an(x) then J ′ admits a minimal system of generators
g = g1, . . . , gν such that fi = gi modulo Mn−1. From Proposition 3.6(3) x ′ belongs to Ξn(i., j., q) and then defines
a matrix U ′ with the same shape of U . Hence f − g is a set of ν homogeneous polynomials of degree n belonging to
Dn(i., j., Lq), i.e. the monomials corresponding to the matrix B. Then we have that Σ nci ⊂ Σ n−1ci × k(N−1)e0 .
Let z be a closed point of Σ n−1ci × k(N−1)e0 such that an(z) = x . Let Jε be the ideal of R generated by
f1 + ε1, . . . , fν + εν ,where ε = ε1, . . . , εν is a set of ν homogeneous polynomials of degree n belonging to
Dn(i., j., Lq), such that z = [R/Jε + Mn]. From the condition (2) of the definition of Tn we deduce that
dim(R/Jε) ≤ 1; since ν = N − 1 we get that dim(R/Jε) = 1 and then C = Spec(R/Jε) is a curve singularity.
From the definition of Tn we deduce that C is a curve singularity with Hilbert polynomial p, so z ∈ Σ nci . 
From Proposition 3.7 and [21]-IV-8.2.3, see also [19] exposse VII, we deduce that the inverse system
{Ξn, an}n≥e0+1 has a limit HN,p that we describe as follows. Since the maps an are affine, we have Ξn = Spec(An)
where An is a quasi-coherent sheaf of k-algebras over Ξn , [20] 1.3.7. Then we define HN,p = Spec(A), with
A = lim−→
n
An,
see [19] exposse VII. In particular we get that for all point x of HN,p it holds
OHN,p,x ∼= lim−→
n
pi∗n (OΞn ,pin(x)),
[21], 8.2.12.1. Where we have denoted by
pin : HN,p −→ Ξn,
the natural projection, n ≥ e0+1. Given i > j ≥ e0+1 we define the affine map ai, j : Ξi −→ Ξ j by the composition
ai, j = aiai−1 · · · a j+1.
Theorem 3.8. The scheme HN,p prorepresents the functor HN,p.
Proof. We will prove that the functor HN,p is isomorphic to h = Hom(·,HN ,p(T )). Let S be an object of Aff and let
Z ⊂ (kN , 0)S be a family of curves over S with Hilbert polynomial p. Since Zn is a flat scheme over S with fibres of
length p(n), we have OZn ∈ Hilbn(S). On the other hand, if Fe0+1,n is the functor that is represented by W (n) then
OZn ∈ Fe0+1,n(S), and
OZn ∈ (Fe0+1,n ×Gn Hilbn)(S).
Hence by Proposition 3.2 there exists a morphism σn(Z) : S −→ W ′(n) for all n ≥ e0 + 1. Recall that B ′n is
an open subset of Gn , so σn(Z) factorizes through Xn = W ′(n) ∩ B ′n if and only if for all closed point s ∈ S,
we have σn(Z)(s) ∈ B ′n . Since σn(Z)(s) = [(Zs)n] and Z is a curve singularity with Hilbert polynomial p(T ) by
Proposition 3.6 we get σn(Z)(s) ∈ B ′n . Hence we have a morphism
σn(Z) : S −→ Ξn
for all n ≥ e0 + 1. It is easy to see that for all n ≥ e0 + 2 it holds anσn(Z) = σn−1(Z) so we have a morphism
σ∗(Z) : S −→ HN ,p(T ). From this we get a functorial morphism
σ : HN ,p(T ) −→ h,
sending Z ∈ HN,p(S) to σ∗(Z).
To complete the proof we need to prove that σ(S) is bijective for all S. The injectivity is straightforward. Let
g : S = Spec(A) −→ HN,p a morphism of k-schemes. The morphism
gn = ping : S = Spec(A) −→ Ξn ⊂ Hilbn
defines an ideal Jn ⊂ A[[X ]]/(X)n , the compatibility relations angn = gn−1 give us Jn + (X)n−1 = Jn−1 for all
n ≥ e0 + 2. If we write J = ∩n≥e0+1 Jn then it holds Jn = J + (X)n for all n ≥ e0 + 1. From this we get A[[X ]]/J
is isomorphic to the limit of the inverse system defined by A[[X ]]/Jn , n ≥ e0 + 1.
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Let us consider the scheme Z ⊂ (kN , 0)S defined by the ideal J . We will prove that Z is a family and σ(Z) = g.
Since I (Zn) = Jn we have that Z verifies condition (i) of the definition of a family. Let s be a closed point of S,
we have to prove that Zs is a curve singularity with Hilbert polynomial p(T ). Note that for all n ≥ e0 + 1 it holds
(Zs)n = (Zn)s so Zs is a one-dimensional subscheme of (kN , 0) with Hilbert polynomial p. From Ξn ⊂ Bn and
Proposition 2.3 we get that Z is a family. Since σ(Z) = g we obtain the theorem. 
Remark 3.9. Notice that from the last result and Proposition 3.6 we get that pin(HN,p) = Cn(N , p) is the
constructible set of all n-truncations of curve singularities with Hilbert polynomial p.
On the other hand, notice that HN,p is not a k-scheme locally of finite type. Hence from the previous result we
cannot deduce the existence of a universal family. In the next result we will construct a universal family for the scheme
HN,p.
Theorem 3.10. There exists a k-scheme ZN ,p, limit of an inverse system {Un, αn}n≥e0+1, and a morphism ϕ :
ZN ,p −→ HN,p such that for all families of curve singularities f : Z −→ S with Hilbert polynomial p there
exists a unique morphism σ : S −→ HN,p such that Zn ∼= S×Ξn Un , n ≥ e0 + 1.
Proof. Let ρn : Tn −→ Hilbn be the universal family of Hilbn , n ≥ e0 + 1. Recall that Tn is a closed sub-scheme
of Hilbn × Spec(Rn), and that ρn is the restriction of the projection to the first component. Hence ρn is an affine
morphism.
From the definition of Ξn we have that Ξn is an open subscheme of Hilbn . If we denote by Un the fibred product
Un = Tn ×Hilbn Ξn
we get that the induced morphism ρn : Un −→ Ξn is affine. Let us consider the following commutative diagram:
Un+1
ρn+1

αn // Un
ρn

Ξn+1 an
// Ξn
where αn is the morphism obtained from the universal family Tn −→ Hilbn and the fact that Ξn is an open subset of
Hilbn . Since anρn+1 and ρn are affine we get that αn is also affine, [22]-I-9.1.16(v). We define ZN ,p as the limit of the
inverse system {Un, αn}n≥e0+1. We denote by
σ : ZN ,p −→ HN,p
the morphism induced by the morphism of inverse systems {ρn} : {Un, αn} −→ {Ξn, an}. We leave to the reader the
proof of the universal property of σ : ZN ,p −→ HN,p. 
In the following result we will prove that HN,p has finite cohomological dimension. Recall that if Y is a scheme,
the cohomological dimension cd(Y ) of Y is the least integer i such that H j (Y,F) = 0 for all quasi-coherent sheaves
F and j > i .
Proposition 3.11. There exists a constant g(N ) such that
cd(HN,p) ≤ g(N )p(e0 + 3)2−2/N .
Proof. Let F be a quasi-coherent sheaf of HN,p and let j ≥ cd(Ξe0+3). The inverse system {Ξn, an}n≥e0+1 defines a
direct system of groups {H j (Ξn, pin∗(F)), an∗}n≥e0+1. From [19], Exp. VII Corollaire 5.10, we have
H j (HN,p,F) ∼= lim−→
n
H j (Ξn, pin∗(F)).
Since an is an affine morphism for all n ≥ e0 + 4 we get
H j (Ξn, pin∗(F)) ∼= H j (Ξe0+3, pie0+3∗(F)) = 0.
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Hence we have cd(HN,p) ≤ cd(Ξe0+3). Since Ξe0+3 is a subscheme of Hilbe0+3 we get
cd(Ξe0+3) ≤ dim(Ξe0+3) ≤ dim(Hilbe0+3).
The claim follows from [4]. 
Proposition 3.12. There exists a one-to-one correspondence between the set of curve singularities with Hilbert
polynomial p and the set of rational points of HN ,p. Moreover, if the cardinality of k is strictly greater than the
cardinality of N then every closed point of HN ,p is rational.
Proof. The first part follows from the Theorem 3.8 and [22]-I-3.3.5. By construction we have that HN ,p can be
covered by open affine sets Spec(A) where A is a k-algebra countably generated. From [16], Proposition 2.6, we
obtain the claim. 
From now on we assume that the cardinality of the ground field k is greater than the cardinality of N. Hence we
have a one-to-one correspondence between the set of curve singularities with Hilbert polynomial p and the set of
closed points of HN ,p.
Definition 3.13. Let x be a closed point of HN ,p, we will denote by Cx the curve singularity defined by x , and by
Ix = I (Cx ) ⊂ R = k[[X1, . . . , XN ]] the ideal associated to C . The maximal ideal of OCx = R/Ix is mx.
Given a function F : N −→ N, we say that F is admissible for the polynomial p(T ) if F(t) = p(t) for t ≥ e0− 1.
Given an admissible function F for p and an integer r , 1 ≤ r ≤ e0, we define a contravariant set valued functor on
Aff such that for all k-scheme of finite type S we have
HN ,F,r (S) =
Z ∈ HN,p(S) such that for all n = r, . . . , e0 + 1 the morphismpi : Zn −→ Sis flat with fibres of length F(n).

Notice thatHN,p = HN ,F,e0+1, and thatHN ,F,1(S) is the set of normally flat families of base S. We denote byHN ,F,r
the k-scheme HN ,F,r = W (r, e0 + 1, F)×Ge0+1 HN,p. Notice that HN ,F,r is a closed subscheme of HN,p. From the
Theorem 3.8 it is easy to prove
Proposition 3.14. HN ,F,r represents the functor HN ,F,r .
Given an admissible function F for p there is a family of closed subschemes of HN,p
HN ,F,1 ⊂ HN ,F,2 ⊂ · · · ⊂ HN ,F,e0+1 = HN,p.
We say that HN ,F,r is the Hilbert stratum of HN,p with respect to (F, r). Recall that it is an open problem to
characterize the admissible Hilbert functions, we only have characterized the asymptotically behaviour of Hilbert
functions, i.e. Hilbert polynomials Proposition 3.1.
Very few properties of Hilbert functions are known, see for instance [12]. If p is a rigid polynomial we know that
there exists a unique admissible function F associated to p, in this case we have (HN ,F,r )red = (HN ,F,r+1)red, for all
r = 1, . . . , e0.
We say that a subset D of HN,p is a cylinder if D = pi−1n (Dn) where Dn ⊂ pin(HN,p) is a constructible set of
Ξn for some n ∈ N. We denote by n(D) the least integer n verifying such a condition. Notice that Dn = pin(D) for
n ≥ n(D).
In the next result we will prove for HN,p some results of [3], Propositions 6.5, 6.6, and [6], Lemma 2.4, proved for
the jet schemes.
Proposition 3.15. (1) The collection CN ,p of cylinders of HN,p is a Boolean algebra of sets.
(2) Given a cylinder D and a family of cylinders {Di }i∈N of HN,p such that D = ∪i∈N Di there exist a finite set of
indexes K ⊂ N such that D = ∪i∈K Di .
Proof. (1) Since pin(HN,p) = Cn(N , p) are constructible sets it is easy to prove (1), Remark 3.9. (2) Let us consider
the cylindrical sets Zn = D \ (D1 ∪ · · · ∪ Dn), n ≥ 0. Since Z1 ⊃ Z2 ⊃ · · · we have that the claim is equivalent
to Zi0 = ∅ for some index i0. We can assume that there exists an increasing set of integers {ni }i≥1, ni ≥ n(Zi ), such
J. Elias / Journal of Pure and Applied Algebra 212 (2008) 1853–1877 1869
that pini (Zi ) = Tni , with Tni a constructible set of Ξni , and Tni+1 ⊂ a−1ni+1,ni (Tni ), i ≥ 1. Since ∩i≥1 Zi = ∅ from [21],
Proposition 8.3.3, we have that Zi0 = ∅ for some index i0, and then we get (2). 
We denote by K0(Sch) the Grothendieck ring of Sch. Let L = [k] be the coset of k in K0(Sch), we set
M = K0(Sch)[L−1]. Let F = {FnM}n∈Z be Kontsevich’s filtration ofM: FnM is the subgroup ofM generated
by the elements of the form [V ]L−i for i − dim(V ) ≥ n. We denote by M̂ the completion of M with respect the
filtration F .
Let C be a cylinder of HN,p, we say that C is c-stable at level n ≥ n(C) if
[pin+1(C)] = [pin(C)]Lc ∈ K0(Sch),
C is c-stable if there exists an integer n0 ≥ n(C) such that C is c-stable at level n for all n ≥ n0. We denote by sn(C)
the least integer n0 verifying such a condition.
A cylinder C is called c-trivial if there exist an integer n0 ≥ n(C) such that for all n ≥ n0 the morphism
an+1 : pin+1(C) −→ pin(C) is a piecewise trivial fibration with fibre F ∼= kc. We denote by tn(C) the least integer n0
verifying such a condition. Notice that c-trivial implies c-stable.
Proposition 3.16. Let D be a c-trivial cylinder of HN,p and let C be a cylinder. Then D ∩ C is c-trivial and
µp(C, D) := [pin(C) ∩ pin(D)]L−c(n+1) ∈M
does not depend on n, provided n ≥ tn(D), n(C).
Proof. From the definition of c-trivial cylinder we get that
[pin+1(C) ∩ pin+1(D)]L−c(n+2) = [pin(C) ∩ pin(D)]LcL−c(n+2) = [pin(C) ∩ pin(D)]L−c(n+1).
Hence the class [pin(C) ∩ pin(D)]L−c(n+1) is independent of n, provided n ≥ tn(D), n(C). 
Let us consider the cylinderHN,pci = pi−1n (Σ nci ), n ≥ δ(N , e0), Proposition 3.7(3). By the last proposition we may
define on CN ,p a finitely additive measure valued inM
µp : CN ,p −→ M
C −→ µp(C,HN,pci ) = [pin(C) ∩ Σ nci ]L−(n+1)(N−1)e0
for a big enough n.
Proposition 3.17. There exists a finitely additive M̂-valued measure defined by
µp : CN ,p −→ M̂
C 7→ lim
i→∞µp(C,HN,p
ci ).
Proof. Let C1, . . . ,Cr be a disjoint family of cylinders, then we have to prove
µp(C1 ∪ · · · ∪ Cr ) =
r∑
i=1
µp(Ci ).
Notice that we only need to prove the equality for r = 2, this case follows from the group structure of K0(Sch). 
In the next proposition we prove some auxiliary results that we will use later on. Since M̂ is complete we may
consider the norm ‖ · ‖ : M̂ −→ R+, with ‖a‖ = 2−n where n is the order of a with respect the filtration F ofM.
Proposition 3.18. (1) If D1, D2 are cylinders of HN,p such that D1 ⊂ D2 then
‖µp(D1)‖ ≤ ‖µp(D2)‖.
(2) If D1, . . . , Dr are cylinders of H then
‖µp(D1 ∪ · · · ∪ Dr )‖ ≤ Max{‖µp(Di )‖, i = 1, . . . , r}.
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Proof. (1) We may assume that Di = pi−1n (Ti ), i = 1, 2, where T1 ⊂ T2 ⊂ pin(HN,p) are constructible sets, n  0. If
we set ri (n) = c(n + 1)− dim(Ti ∩ pin(HN,p)), i = 1, 2, then it is easy to prove r1(n) ≤ r2(n) for all n  0. Hence
we deduce
‖µp(D1)‖ = lim
n
2−r1(n) ≤ lim
n
2−r2(n) = ‖µp(D2)‖.
(2) By induction on r it is enough to prove the result for r = 2. Let di = dim(Ti ∩ pin(HN,p)), i = 1, 2, then we have
c(n + 1)− dim((T1 ∪ T2) ∩ pin(HN,p)) ≥ c(n + 1)−Max{d1, d2}.
From this it is easy to get the claim. 
A subset C of HN,p is measurable with respect µp if and only if for every real number  ∈ R+ there exists a
sequence of cylindrical sets {Ci }i≥0 such that C ∨ C0 ⊂ ⋃i≥1 Ci and ‖µp(Ci )‖ ≤  for all i ≥ 1, where C ∨ C0
stands for the disjoint union C ∨ C0 = C ∪ C0 \ C ∩ C0. We say that C is strongly measurable if C0 ⊂ C . See [3,8]
Appendix A.
Proposition 3.19. (1) Any cylindrical set is strongly measurable. The collection of measurable set form a finite
algebra of sets C∗N ,p.
(2) If C is a measurable set of HN,p then µp(C) := lim→0 µp(Ci ) exists in M̂ and is independent of the choice of
the sequence {Ci }i≥0. Then there exists a finite measure
µp : C∗N ,p −→ M̂
C 7→ µp(C)
(3) Let {Ci }i≥0 be a sequence of measurable sets.
(3.1) If limi→∞ ‖µp(Ci )‖ = 0 then ∪i≥0 Ci is measurable.
(3.2) If the sequence of measurable sets are mutually disjoint and C = ∪i≥0 Ci is measurable then ∑i≥0 µp(Ci )
converges in M̂ to µp(C).
Proof. The proof of (1) and (3) are standard. (2) Let , ′ be positive real numbers, and let {Ci }i≥0, {C ′i }i≥0 sequences
of cylindrical sets of HN,p verifying the conditions of measurable set. Then we have C0 ∨ C ′0 ⊂
⋃
i≥1 Ci ∪
⋃
i≥1 C ′i ,
from Proposition 3.15(1) there exist integers r , r ′ such that C0 ∨ C ′0 ⊂
⋃r
i=1 Ci ∪
⋃r ′
i=1 C ′i . From this and
Proposition 3.18(2) we get ‖µp(C0 ∨ C ′0)‖ ≤ Max{, ′}. Notice that µp(C0) − µp(C ′0) = µp(C0 \ C ′0);
Proposition 3.18(1) and the last inequality yield ‖µp(C0) − µp(C ′0)‖ ≤ Max{, ′}. From this it is easy to get the
claim. 
Let C be a measurable set of HN,p and f : C −→ Z ∪ {∞}, we say that f is exponentially integrable if the fibers
of f are measurable and the motivic integral∫
C
L− f dµp :=
∑
s≥0
µp(C ∩ f −1(s))L−s
converges in M̂.
Given a singularity X ⊂ (kN, 0) of arbitrary dimension, let us consider the function
γX : (HN,p)rat −→ N ∪ {∞}
C −→ (C · X)
where (C · X) stands for the “false” intersection multiplicity: (C · X) = dimk(R/I (C)+ I (X)).
Proposition 3.20. Let X ⊂ (kN, 0) be a singularity of algebraical variety.
(i) For all s ∈ N the set γ−1X (s) is a cylinder,
(ii) γX is exponentially integrable.
Proof. (i) Notice that if (C ·X) = s then Ms ⊂ I (C)+ I (X). From this fact it is easy to see that γ−1X (s) is a cylindrical
subset of HN,p. (ii) We can apply Proposition 3.19, (3.2), in order to prove that γX is exponentially integrable. 
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Let X ⊂ (kN, 0) be a singularity of arbitrary dimension. The motivic volume of X with respect to p is the integral
volp(X) =
∫
HN,p
L−γX dµp =
∑
s≥0
µp(γ
−1
X (s))L
−s .
Given an integer e0 we denote byH(e0) the finite set of admissible Hilbert polynomials, see Proposition 3.1.
Theorem 3.21 (Definition of Motivic Volume). Let X be a singularity, then the series
∑
e0≥1
 ∑
p∈H(e0)
volp(X)
L−e0
converges in M̂ to the motivic volume vol(X) of X.
Proof. Let us consider the motivic volume of X with respect p
volp(X) =
∑
s≥0
µp(γ
−1(s))L−s
=
∑
s≥0
[pin(γ−1(s)) ∩ Σ nci ]L−((n+1)(N−1)e0+s)
with n ≥ s, δ(N , e0). From Proposition 3.7 we get that
[pin(γ−1(s)) ∩ Σ nci ]L−((n+1)(N−1)e0+s) ∈ F lM
for a nonnegative integer l. From this we get ∑
p∈H(e0)
volp(X)
L−e0 ∈ Fe0M
and we are done. 
LetP be a property defined in the set of curve singularities with Hilbert polynomial p. Let c(P) be the set of rational
points of HN,p corresponding to curve singularities verifying the property P . We say that P is finitely determined if
there exists an integer n0 = n0(P), that we may assume n0 ≥ δ(N , e0) + 1, Proposition 3.7, such that for all
curve singularities C1, C2 with Hilbert polynomial p and C1n = C2n , n ≥ n0, then C1 verifies P if and only if C2
verifies P . Notice that any P analytically invariant property defined in the set of reduced curve singularities is finitely
determined, [10].
We say that a finitely determined property P is constructible, cfd-property for short, if the set of truncations
[Cn] ∈ Ξn , n ≥ n0(P), such that C verifies P is a constructible set cn(P) of Ξn . Trivially a cfd-property P is
determined by the cylindrical set c(P) = pi−1n cn(P). On the other hand every cylindrical set defines a cfd-property.
Given a property P of curve singularities with Hilbert polynomial p we define its motivic Poincare series by,
n0 = n0(P),
MPSP =
∑
n≥n0
[pin(c(P))]T n ∈M[[T ]].
We denote by M[T ]loc the ring of rational power series, i.e. the subring of M[[T ]] generated by M[T ] and
(1− LaT b)−1, a ∈ N, b ∈ N \ {0}.
Proposition 3.22. Let P be a cfd-property then it holds
MPSP ∈M[T ]loc.
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Proof. If we set n0 = n0(P) then we have
MPSP =
∑
n≥n0
[pin(c(P)) ∩ Σ nci ]T n
=
∑
n≥n0
[pin0(c(P)) ∩ Σ n0ci ]L(N−1)e0nT n
= [pin0(c(P)) ∩ Σ n0ci ]
L(N−1)e0n0T n0
1− L(N−1)e0T
and we get the claim. 
Notice that the condition “belongs to HN,p” is a cfd-property that we will denote by HN,p. A simple computation
shows:
MPSHN,p = [Σ n0ci ]
L(N−1)e0n0T n0
1− L(N−1)e0T
where n0 = δ(N , e0)+ 1.
4. Local properties of the moduli space
The purpose of this section is to study the local ring OHN,p,x where x is a closed point of HN,p. In particular we
will compute the tangent space Tx = Homk(nx/n2x ,k) of HN,p at x , where nx is the maximal ideal of OHN,p,x .
We denote by Aff′ the subcategory of Aff of the k-schemes Spec(A) where A is an Artinian local k-algebra. Let
H xN ,p(T ) be the contravariant functor between Aff
′ and Set, such that for any object S of Aff′ we have
H xN ,p(T )(S) =

Z ∈ HN ,p(T )(S) such that
Zs = Cx
for the closed points of S.

We will denote by D the k-scheme Spec(k[ε]), let pD be the closed point of D. Notice that the elements of
H xN ,p(T )(D) are first embedded deformations of Cx , but not all, see Example 4.4. It is well known that there exists a
bijection between Tx and the set of morphism f : D → HN,p such that f (pD) = x . By Theorem 3.8 we obtain that
there exist a bijection between Tx and H xN ,p(T )(D). From Theorem 3.8 it is easy to prove
Proposition 4.1. The functor H xN ,p(T ) is prorepresented by Spec(OHN,p,x ).
In order to compute Tx we need to characterize the set H xN ,p(T )(D). Let I be an ideal of R, we consider Hironaka’s
invariant v∗(I ) associated to I , see [24] Chapter III, definition 1. Let f1, . . . , fs be a standard basis of I such that
order( fi ) = vi (I ). Recall that from [10], Proposition 2, we have that vi (I (C)) ≤ e0, i = 1, . . . , s, for all curve
singularity C of multiplicity e0.
Proposition 4.2. Let J = ( f1 + εg1, . . . , fs + εgs) be an ideal of k[ε][[X ]] defining a first-order deformation
ϕ : Z → D of a curve singularity C of multiplicity e0 defined by the ideal I = ( f1, . . . , fs). Then the following
conditions are equivalent:
(1) Z is a family of curve singularities with Hilbert polynomial p(T ),
(2) ϕ : Ze+1→ D is flat,
(3) for all i = 1, . . . , s it holds that gi ∈ (I + Me0+1 : I + Me0+1−vi (I )),
Proof. We put νi = νi (I ). We will use the syzygy flatness criterion, see for instance [2], Corollary page 11. From
this result, we deduce that En = k[ε][[X ]]/(J + Mn) is a flat k[ε]-module if and only if for all a1, . . . , as ∈ R such
that
∑s
i=1 ai fi ∈ Mn there exist A1, . . . , As ∈ R such that
s∑
i=1
(ai + εAi )( fi + εgi ) ∈ Mnk[ε][[X ]].
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By definition of family of curve singularities we get that (1) implies (2).
(2) implies (3). Let us assume that ϕ : Ze0+1→ D is flat. Let a be an element of Me0+1−vi , we need to show that for
all i = 1, . . . , s we have gia ∈ I + Me0+1. From the flatness of Ee0+1 and fia ∈ Me0+1, we deduce that there exists
A1, . . . , As ∈ R such that gia +∑si=1 Ai fi ∈ Me0+1, so gia ∈ Me0+1 + I .
(3) implies (1). Suppose that for all i = 1, . . . , s it holds
gi ∈ (I + Me0+1 : I + Me0+1−vi ),
so for all n ≥ e0 + 1 we get gi ∈ (I + Mn : I + Mn−vi ). Let a1, . . . , as ∈ R be elements with∑si=1 ai fi ∈ Mn .
Since f1, . . . , fs is an standard basis of I , by [37], Corollary 1.8, there exists Ci ∈ Mn−vi , i = 1, . . . , s, such that∑s
i=1 ai fi =
∑s
i=1 Ci fi , so a1 − C1, . . . , as − Cs is a syzygy of f1, . . . , fs . From the flatness of Z over D, we
deduce that there exist A1, . . . , As such that
∑s
i=1(ai −Ci + εAi )( fi + εgi ) = 0. From the assumption (2) there exist
B1, . . . , Bs ∈ R such that
s∑
i=1
Cigi −
s∑
i=1
Bi fi ∈ Mn .
Since
∑s
i=1 ai fi ∈ Mn , from the two last equalities it is easy to see that
s∑
i=1
(ai + ε(Ai − Bi ))( fi + εgi ) ∈ Mn .
We have proved that En is a D-module flat for all n ≥ e0 + 1, so Z is a family. 
Corollary 4.3. For all closed point x of HN,p, the morphism
d(pin) : THN,p,x −→ TΞn ,pin(x)
is surjective, n ≥ e0 + 1.
Proposition 4.2 enable us to give an example of a first order deformation that is not a family.
Example 4.4. Let us consider the plane curve singularity defined by the equation X31 = 0. In this case we have v1 = 3
and e0 = 3. Let us consider the first order deformation Z defined by X31 + εX1, i.e.g1 = X1. From the last result we
get that Z4→ D is not flat.
It is well known that the first-order embedded deformations of Cx are classified by the normal module
Nx = HomR/Ix (Ix/I 2x , R/Ix ).
If we denote by embdef(Cx ) the first order embedded deformations of Cx , we will define a bijective map τ : Nx −→
embdef(Cx ). Let g : Ix/I 2x → R/Ix be a morphism of R/Ix -modules. Then a lifting of g is a R/Ix -module morphism
(g.) = (g1, . . . , gs) : (R/Ix )s → R/Ix such that the following diagram is commutative:
(R/Ix )s
( f.)

(g.)
$$H
HH
HH
HH
HH
Ix/I 2x g
// R/Ix
τ(g) is the first-order deformation defined by the ideal J = ( f1 + εg1, . . . , fs + εgs) with (g1, .., gs) a lifting of g.
We denote by N ′x the set of g ∈ Nx for which there exist a lifting (g1, .., gs) such that for all i = 1, . . . , s it holds
that gi ∈ (me0+1x : me0+1−v
i
x ). From the last proposition we deduce
Proposition 4.5. τ defines a bijection between Tx and N ′x .
In a very few cases we can compute v∗(I (C)); for example, if C is a curve singularity with maximal Hilbert function
then v∗(I (C)) = {e0, . . . , e0 + 1}, see [36]. Notice in this case the ring Grm(OC ) is Cohen–Macaulay, m is the
maximal ideal of OC . We can prove a more general result without any restriction on v∗.
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Proposition 4.6. Let C be a curve singularity of (kN , 0) of multiplicity e0 and embedding dimension b. It holds:
(1) If the associated graded ring Grm(OC ) is Cohen–Macaulay then (me0+1 : me0+1−vi ) = mvi for i = 1, . . . , s.
(2) If C has a maximal Hilbert function and e0 =
(
b−1+r
r
)
, for some integer r , then I (C) has an standard basis of
s =
(
b−1+r
r+1
)
forms of degree r + 1 and the ring Grm(OC ) is Cohen–Macaulay. In particular (me0+1 : me0−r ) =
mr+1.
Proof. (1) We put vi = vi (I ). Notice that we always have mvi ⊂ (me0+1 : me0+1−vi ). Let h be an element of OC
such that h me0+1−vi ⊂ me0+1, i = 1, . . . , s.
Suppose that h 6∈ mvi ; let t be the least integer such that h ∈ mt \mt+1. Let x be a degree-one superficial element of
OC . Then x defines a nonzero divisor of grm(OC ). This implies that mt/mt+1 x
e0−t−→ me0/me0+1 is a monomorphism.
Note that e0− t ≥ e0+1−vi , so hxe0−t ∈ me0+1. Since the coset of h inmt/mt+1 is nonzero we get a contradiction.
Hence h ∈ mvi , and we get the result.
(2) We only need to prove that s =
(
b−1+r
r+1
)
and vi (I (C)) = r + 1 for i = 1, . . . , s. This follows from [36]. 
Note that very often if p is a rigid Hilbert polynomial then the associated graded ring is Cohen–Macaulay, see, for
instance, [15,13].
Corollary 4.7. Let x be a closed point of H2,p(T ). Then there exists a natural bijection between Tx and m
e0
x .
We will end this paper studying the local structure of the closed points of HN,p.
Definition 4.8. LetC be a curve singularity with Hilbert polynomial p(T ). We say thatC , or the corresponding closed
point x of HN,p, is nonobstructed if the functor H xN ,p(T ) is smooth, i.e. for all epimorphism of local finitely generated
Artinian k-algebras h : A −→ A′ the set map
H xN ,p(T )(Spec(A))
H xN ,p(T )(h) // H xN ,p(T )(Spec(A
′
))
is surjective.
Let k-mod be the category of k-modules. Given a k-module W we will denote by W ∗ = Homk(W,k) its dual
space. It is well known that there exists a natural monomorphism W −→ W ∗, that it is isomorphism if and only if W
is a finite dimensional k-module.
Following Laudal, [28], pag. 102, we will consider each object of k-mod endowed with a topology that will induce
its reflexivity. Let W be an object of k-mod, pick a k-base V = {vi }i∈I . We put on W the topology for which a basis
of neighbourhoods of the neutral elements consists of the subspaces of W containing all but a finite number of the
elements of V . We will denote by k-top.mod the corresponding category of topological k-modules. Given an object
of k-top.mod. We will denote by W ◦ the topological dual of W . It is easy to see that the dual basis of V defines a
topology on W ◦ such that W ∼= W ◦◦.
We know that for all closed point x of HN,p it holds
OHN,p,x ∼= lim−→
n
pi∗n (OΞn ,xn ),
where xn = pin(x), [21], 8.2.12.1. In particular we have nx ∼= lim−→n pi∗n (nxn ), where mxn is the maximal ideal ofOΞn ,xn . For all n ≥ e0 + 1 we pick a k-basis Vn = {e j } j∈Jn of mxn , such that Jn ⊂ Jn+1, and Vn ⊂ Vn+1. Note that
V = lim−→
n
Vn, is a k-basis of nx , and V ∪ {1} is a k-basis of OHN,p,x . We write J = lim−→n Jn . From now on we will
considerOHN,p,x endowed with the topology for which a basis of neighbourhoods of the neutral element are the ideals
containing all but a finite number of elements of V . This topology will permit us to characterize the nonobstructiveness
of the closed points of HN,p, see Theorem 4.9. We will denote by O+HN,p,x its completion with respect the topology
defined above. This topology induces a topology on nx/n2x , making this k-module an object of k-top.mod. Moreover,
this topology induces also a topology on the tangent space Tx , in which the neighbourhoods of the neutral element of
Tx are the linear maps ω : nx/n2x −→ k whose kernel contains all but a finite number of elements of V .
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Let us consider the k-algebra morphism ϕ : k[Ti , i ∈ V] −→ OHN,p,x such that ϕ(Ti ) = ei , i ∈ J . Notice that
ϕ2 : k[Ti , i ∈ V]/(Ti )2 −→ OHN,p,x/n2x is an isomorphism of k-modules. We will consider in k[Ti , i ∈ V] the
topology for which a basis of the neutral element are the ideals I contained in (Ti ) such that all but a finite number
of Ti belongs to I . We will denote by k[Ti , i ∈ V]+ the completion of k[Ti , i ∈ V] with respect this topology. Notice
that ϕ is a continuous map with respect to the topologies defined above.
Theorem 4.9. A closed point x of HN,p is a nonobstructed point if and only if
ϕ+ : k[Ti ; i ∈ I ]+ −→ O+HN,p,x
is an isomorphism of k-algebras.
Proof. We will write S = k[Ti , i ∈ V], and Ox = OHN,p,x . We will denote by In the ideal of S generated for Ti ,
i ∈ J \ Jn ; and we will denote by Wn the corresponding ideal of Ox . Hence ϕ induces an epimorphism of k-vector
spaces ϕn : S/In −→ Ox/Wn . Since the set of {In}n , resp. Wn , are cofinal in the basis of neighbourhoods of S, resp.
Ox , we get that ϕ+ is an isomorphism of k-algebras if and only if ϕn is an isomorphism for a n big enough.
Let us assume that x is nonobstructed and that ϕn is not an isomorphism; let F be a nonzero element of S/In
belonging to the Kernel of ϕn . Let s be an integer such that the coset of F in A′ = S/In + (Ti )s is nonzero. Let h be
morphism induced by ϕn
h : A′ = S/In + (Ti )s −→ A = Ox/Wn + nsx .
Let us consider the projection pi : OHN,p,x −→ A. Since x is a nonobstructed point we get that there exists a morphism
σ : OHN,p,x −→ A′ such that the following diagram is commutative:
OHN,p,x
σ

pi
""E
EE
EE
EE
EE
A
′
h
// A
Since ϕ2 is an isomorphism we get that the above diagram induces
A
σ

pi=Id
?
??
??
??
?
A
′
h
// A
so h is an isomorphism and we get a contradiction.
If ϕ+ is an isomorphism then it is easy to see that x is nonobstructed. 
Proposition 4.10. (i) Every closed point x of H2,p(T ), with p(T ) = e0T−e0(e0−1)/2, is nonobstructed. In particular
H2,p(T ) is reduced.
(ii) Given an integer a ≥ 2 we put pa =
( a
2
)
T − 2 ( a3 ). Then every closed point x of H3,pa is nonobstructed, and
H3,pa is reduced.
Proof. (i) Let h : A −→ A′ be a epimorphism of local finitely generated local k-algebras; we need to prove that
H x2,p(T )(h) is surjective. We write S = Spec(A) and S′ = Spec(A′).
Given a family Z ′ ∈ H x2,p(T )(S) there exists F ∈ A′[[X1, X2]] such that Z ′ = Spec(A′[[X1, X2]]/(F)). Let
G ∈ A[[X1, X2]] be a power series of order e and such that h(G) = F . Then it is easy to prove that the family
Z = Spec(A[[Xx , X2]]/(G)) verifies H x2,p(T )(h)(Z) = Z ′.
(ii) Let h : A −→ A′ be a epimorphism of local finitely generated local k-algebras; we write S = Spec(A) and
S′ = Spec(A′). Let Z ′ be a family of curve singularities of (k3, 0) over S′ with Hilbert polynomial
pa(T ) =
(a
2
)
T − 2
(a
3
)
.
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Let x be the closed point of H3,pa(T ) defined by the closed fiber of Z
′. From Proposition 4.6, we get that v(Ix ) = a
and Ix ⊂ R = k[[X1, X2, X3]] admits a minimal free resolution
0 −→ Ra−1 M−→ Ra −→ Ix −→ 0
with M a matrix with entries belonging to the maximal ideal of R of order 1. Hence there exists an a × (a − 1)
matrix M with coefficients in the maximal ideals of A[[X1, X2, X3]], such that its maximal minors generates and
ideal, say I ′, with Z ′ = Spec(A′[[X1, X2, X3]]/I ′) and M is mapped to M by the natural morphism of k-algebras
A′[[X1, X2, X3]] −→ k[[X1, X2, X3]]. Let N be an a × (a − 1) matrix such that its entries belong to the maximal
ideal of A and are mapped to the entries of M by h. Let I be the ideal of A[[X1, X2, X3]] generated by the maximal
minors of M ; we put Z = Spec(A[[X1, X2, X3]]/I ). It is easy to see that Z ∈ H x3,pa(T )(S), where S = Spec(A), and
Z ′ = H x3,pa(T )(h)(Z). 
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