The decision to implement technologies and technological processes is a function of a range of social, economic, and political variables. The involvement of governmental policymakers and regulators, both at the national and sub-national levels, is a critical factor in the deployment and adoption of technologies, both explicitly (in terms of specifications, technical standards, requirements for adoption, etc.) as well as implicitly (the apparent favoring of a technology by government officials as a "pull" factor). This present inquiry maps out the terrain of OSS activity and measures factors that drive OSS potential. Developing a standardized heuristic (in this case, an index) for assessing a country's adoption of OSS can inform future inquiries into both the causes and consequences of where a country falls on a "cathedral-tobazaar" continuum.
To develop an index of OSS, a conceptual model is introduced that draws a distinction between OSS activity levels and the potential for OSS development. The conceptual model draws on interviews with experts in the OSS industry and numerous studies in the literature to identify relevant indicators. Section 2 describes this literature and expert opinion underpinning the index framework. Section 3 outlines the data collected. Section 4 discusses the construction of indices for robust measurement of OSS activity and potential at a national level. Section 5
reports the results for the OSS indices and sensitivity tests. The final section discusses the broader implications.
Background

Literature
While a variety of different approaches exist for the design of an instrument such as an open source index, generally improved validity flows from a systematic examination of supporting literature. In order to devise an index, relevant insights and themes were culled from the existing literature and interviews with software industry experts who specialize in OSS. The results of this literature review are summarized next.
In addition to technological issues, social, cultural, and policy issues also impact OSS diffusion and adoption (Gosain 2003 , Lin 2006 , Vaisman 2007 , Lewis 2008 . The social and policy sciences might be said to have arrived relatively late to the "OSS party." This may be due, in large part, to the paucity of relevant data on the OSS. Ghosh (2007) When considering open source adoption at the national level, one key issue is governmental, educational, and "third-sectoral" interests in pursuing this option. Lee (2006) , is that a nation that "considers" OSS signifies its desire to establish a level playing field within the public sector's information technology procurement policies. Such a policy is not necessarily "pro-OSS" because it neither constitutes a government preference for OSS, nor mandates the government to choose it.
Public Sector Adoption and Public
However, when policy makers decide to "prefer" OSS over proprietary software, the decision is likely to be criticized by proprietary software developers as procurement discrimination. Other issues germane for policy makers include OSS's impact on e-government initiatives. Berry and Moss (2006) with a prerequisite that data be publicly accessible, the data availability criteria proved particularly limiting.
Figure 1: Generic index construction
A second design consideration relates to both transparency and modularity in the construction of the index. Each candidate variable for inclusion in an index must be identified for a reason; therefore, it is linked to either the Activity or the Potential index. It is also categorized based on one of the three dimensions: government (G), firms (F), or community (C). Each variable is further categorized as being either a direct variable (related to or impacting OSS specifically) or an indirect, contextual variable (e.g., GDP, employment by sector, civil liberties).
More direct variables are often preferred because of their closer relationship to OSS, although they are scarcer and limited in the number of countries they cover. Both academic researchers and expert informants recognize these data limitations and regularly employ or recommend indirect variables to describe OSS activity and potential until better data is available. The indices here do likewise in a transparent fashion. Finally, each variable is also categorized as either a ratio or interval measure, for reasons explained below.
A third major design concern relates to the aggregation and "weighting" of variables. In terms of Figure 1 , choosing the f1 and f2 functions are critical to the index performance. Without some externally validated model to impose structure and weights on the combination of the indicator variables, the design choices by the authors may seem arbitrary. This is a risk facing all such indices, such as the Human Development Index used by the United Nations, the Civil Liberties Index of Freedom House, or the Body Mass Index. In recognition of this important concern, the approach here takes several steps to address possible arbitrariness in construction.
First, the index construction is based on an extensive review of the relevant literature and on indepth interviews with numerous stakeholders. transformations is a particularly attractive property of the index, and thus geometric means of ratio variables will be preferred as the f2 function (see Figure 1 ) whenever possible.
Index Construction
Open Source Index Models
The following section details the actual construction of the models for the Activity and Potential Indices. We also construct a third index to measure a different OSS-related concept, The OSS indices constructed here employ numerous datasets that are publicly available (with one exception). In a perfect world the indices would draw on a wide variety of datasets populated with systematically, consistently, and comprehensively measured data. Because of the nature of existing international data, however, most variables cover only a limited number of countries and years. In practice, there is a trade-off between the number of countries directly modeled and the range of variables included that span that in turn cover all the countries.
Conversely, the larger the number of variables included in the Index the smaller the number of countries for which complete and up-to-date data exist. There are of course several ways in which to deal with this. Future efforts to develop these indices should improve the inclusiveness both cross-sectionally (number of countries) and longitudinally (over time) in the dataset. This is particularly important for the variables directly related to OSS.
Variable coverage (L, S)
To show this trade-off, this paper reports indices for a "long" and a "short" list of countries. Variables are classified according to whether they cover a "short" (roughly N < 100) or a "long" (N > 120) list of countries. "Short" (S) variables tend to be of higher quality or more directly related to important indicators, whereas "long" (L) variables are more general and only indirectly relate. The index construction recognizes this balance and separately creates "short"
and "long" versions of each index-where the latter sacrifices some variable quality in order to obtain greater coverage of countries. In one sense, the comparison is between a higher-quality index measuring OSS activity/potential among relatively "elite" countries and a lower-quality index measuring OSS activity/potential among a more inclusive group.
Variable types (B, R)
Following Figure 1 , indices A and P are computed here using the same general structure:
combining multiple dimensions, several indicators for each dimensions, and variables measuring those indicators. Table 1 . Ratio-scale variables possess useful properties for preserving rank-ordering, as discussed. Logically, the best variable differs from the ratio-scale variable only when the best variable is an interval-scale measure. In general, each set of indicators is drawn from variables that are either best (B) or ratio-scale (R) and either short (S) or long (L) depending on how many missing values it has. Thus, there are several variations of each index A or P, denoted with subscripts either BL, BS, RL, or RS to indicate the set of variables used in its construction. Many of the variables are shared across multiple models in this application. Definitions and sources for the variables listed in Table 1 3 can be found in Table A1 in the Appendix. 
Additional variables
Although Table 1 lists the primary variables (those used in all the indices), they are drawn from a much larger pool of candidate variables-each of which is classified similarly (i.e., as long, short, best, ratio, interval) and associated with an indicator. Additional variables, beyond those in Table 1 , appear in Table A1 . Indices constructed with a weighted average make use of additional variables indirectly measuring OSS aspects of a country, as described below. For instance, the "Firefox users" variable relates directly and "PCs per capita" variable relates indirectly to the household installs indicator (an activity indicator in the Community dimension).
Missing values
Missing values are prevalent in the datasets used here and, unfortunately, require difficult choices and compromises in order to produce an index. Rather than collect primary data, this analysis occasionally imputes missing data. Because many variables were missing values for most of the countries, imputation is resorted to only in the rare instances when it was both very useful (e.g., imputing a single value meant that the country would not be dropped from the index) and when close proxies were available. Generally, rather than mask this tradeoff through statistical imputation techniques, the trade-off between data coverage (i.e., more countries in the index) and data quality (i.e., more and better variables in the index) is handled transparently in this analysis by reporting both L and S indices.
A major concern in imputation is that the likelihood of a missing value for a particular country might be correlated with that (missing) value. Using other countries' values to impute the missing value might bias the estimated value if there is something special about the country with the missing observation that makes the countries with complete data non-representative. This is especially likely to pose a problem for international data where, for instance, a variable might be available only for OECD countries and, obviously, countries belonging to the OECD differ from non-OECD countries in numerous ways. Imputation is employed here only in instances when a particular county has a missing value in the current (i.e., most recent) year for which that variable is collected and there are earlier observations for that variable in that country. In these cases, a linear imputation is employed in order to estimate what the "current" value for that country would be (using only its prior years' values).
Aggregations
Transformations (f3) and rescaling
Most variables are transformed via the f3 function in order to create the indicators. This initial transformation is critical because the index combines heterogeneous variables with widely varying units of measurement. Combining count variables (e.g., number of applications to Google's "Summer of Code" program) with indicator variables (e.g., country has an OSS procurement policy) and with other types of variables requires transforming or rescaling the original input variables into more commensurable indicators. Similarly, scale effects arising from the variation in sheer size of countries can demand that some variables (e.g., number of Red Hat Certified Engineers) be measured proportional to country size. Without that rescaling, these variables would essentially proxy for country size rather than intensity of OSS activity or potential. Thus, all variables are normalized (i.e., transformed to a Z-score) before entering the index. Any other rescaling is described in the variable definition in Table A1 .
Aggregating indicators (f2) to obtain dimensions
After rescaling and normalization (and the few imputations) are completed, the next step is to settle on the f2 functions that aggregate the multiple indicators into single dimension values.
These functions could include an arithmetic mean (a), a geometric mean (g), a maximum value A fourth type of aggregation function is also considered: the geometric mean. The geometric mean aggregation bears some distinction as being the most robust, in theory, to arbitrary scaling effects for ratio-scale variables (see Ebert and Welsch, 2004, and others) . The advantage of geometric mean indices arises when ratio-scale variables are used, thus a g index will always imply R (ratio) variables. A trade-off arises here because several components of the indices such as measures of "liberty" or "language" are typically only found in interval-scale.
For aggregation by geometric mean, the dimension value is assigned a "missing" value if all or all but one constituent indicators have missing values. This geometric aggregation rule limits its sensitivity to holes in the data (although, as a tradeoff, fewer countries can be included in this index).
Aggregating dimensions (f1) to obtain indices
The is an arithmetic mean of geometric means. Using the S (short country span) variables further enhances its robustness, while sacrificing some sample coverage. The more easily interpreted index (aa) is an arithmetic mean of arithmetic means, which is also the most comprehensive if the L (long country span) variable set is used. The index construction described here applies to both the activity (A) and the potential (P) indices.
Weighted average indices
The aa and ag aggregations give equal weights to the three dimensions (government, business, and community). Of course, the weight can be readily adjusted to suit other index users' preferences or purposes. Although an equal weighting followed from our extensive review of the literature in conjunction with input from various industry sources, a weighted average is worth pursuing to check for sensitivity. Unfortunately, any weighting scheme risks the appearance of arbitrariness. it reflects the variations in constructions of A and P. It must be emphasized, however, that the Ratio index is a distinct index that measures something different than either activity or potential.
Scaling a country's OSS activity by its OSS potential allows users to readily see which countries are "overachieving" and which are "underachieving" relative to their potential. In gross terms, this suggests where OSS growth potential is greatest. Decomposing the index, perhaps by reweighting the dimensions constituting A and P, can suggest explanations for why some countries are over-or under-performing in OSS.
Results
Descriptive statistics for the indices
With so many possible indices to construct given the available data, only some of them can be described here for the sake of brevity. Table 3 shows select pairwise rank correlations among the indices reported in Table 2 .
Each cell reports the Spearman correlation (and the number of observations used to compute it) between two corresponding indices. In other words, only correlations between activity indices or between potential indices are shown. The correlations reported in Table 3 generates a rank ordering that is highly correlated with the weighted-average approach. Table 3 suggests that the cost, in terms of less intuition and perhaps less valid proxy variables, for using the geometric means of ratio-scale variables to enhance robustness may be more substantial, however. Correlations in the first two columns of Table 3 are weaker, as would be expected given its nonlinearity and the restricted set of indicators. and some with low ratios (e.g., Mexico, Switzerland, Peru). 
Maps
Sensitivity Analysis
With many candidate indices (and sub-indices), tests for robustness to different aggregation rules, sample sizes, and measure types are critical. The primary concern here is with correlations in rank-orderings (rather than raw values) derived from each index. Ideally, the OSS indices that measured similar things would not vary dramatically across different aggregation rules or types of measures. To the extent that the index is sensitive to these design choices, the usefulness of the index should be questioned. Table 5 are computed using casewise deletion (so that the same set of countries is used throughout). Moreover, as the lower half of Table 5 indicates, these general observations about the strength of correlations hold when looking at the potential indices (P). 11
Finally, Table 5 shows that the P indices are closely rank-correlated with Pwa. The indices are largely robust to alternative weights for averaging. In many cases, the correlations are even stronger (e.g., Paa,BL has a greater rank-correlation with Paa,BS and Pag,RL) but remain generally consistent with the activity variables. One exception is with the Pia,RL index, which is generally negatively correlated with other index measures. This surprising result largely follows from a negative correlation between the F dimension in the ratio-scale and the C dimension with the best variables for this subset of countries. This peculiar result poses only a minor concern because the odd-behaving ratio-scale version of P with a mini-mean aggregation is useful primarily for comparison to Pag,RL, especially given that the superior Pia,BL index is present. Because the open source index is composed of three different sub-indices or dimensions, the robustness of the dimensions to alternative approaches also merits some scrutiny. As in Table 5,   Table 6 shows the rank correlations between various constructions of the government (G), firms Table 6 shows rank correlations for 48 different dimension measures, and a few weak correlations are to be expected. 
Aia,RL
Conclusions and future directions
The A and P indices should be considered works in progress. Their purpose is first to spur discussion and further development of measures of this important aspect of the global IT industry. Second, the indices facilitate for others the exploration of potential impacts of open source software and approaches at a country level. An important next step-and test-for the index lies in its use by policy makers, industry, and others in crafting strategies and policies for the advancement of open source interests and ICT development more broadly.
Until now, much of the OSS domain is dominated by anecdotal and informal knowledge, especially about the state of OSS on a global scale. The A and P indices represent an important first step in advancing discussions about global OSS development by providing systematic and robust empirical evidence on a global scale. To do so, we confronted head-on the difficulties in constructing useful indices for such a tricky concept as OSS activity or potential. Our efforts attempt to reflect the openness and transparency of the OSS enterprise, thus our methods are described in detail here and the base data are readily available for download by the broader "user community" for this research. While we believe that the indices presented here provide a good "snapshot" of a country's open source potential and activity, it is worth noting that better data collection-beyond the scope of the current project-could improve the index in subsequent iterations. We welcome continued improvements to and adaptations of these indices. 
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