Introduction
Expert systems provide a rich testbed from which to develop and test techniques for natural language processing. These systems capture the knowledge needed to solve real-world problems in their respective domains, and that knowledge can and should be exploited for testing computational procedures for natural language processing. Parsing. semantic ,nterpretation, dialog monitoring, discourse organization, and text gef,eration are just a few of the language processinq problems that might takeadvantage of the pre.structured semantic knowledge of an expert system. In particular, the need for explanation generation facilities for expert systems provides an opportunity to explore the relationships between the underlying knowleqge structures needed for automated reasoning and those needed for natural language processing.
One such exploration was the development of an explanation generator for XSEL, which is an expert system that hellos a salesperson in producing a purchase order for a computer system [10] . This pager describes a technique called "link-dependent message generation" that forms the basis for explanation generation in XSEL.
Overview of XSEL
Briefly, the function of the XSEL system is to assist a salesperson in configuring a custom-tailored purchase order for a Digital Equipment Corporation VAX computer system. XSEL works with the salesperson tO elicit the functional computing requirements of the individual customer, and then goes on to select the components that best fit those requirements. The output of an XSEL session is a purchase order consisting of a list of line-items that specify hardware and software components. and each evaluation function is a sum of some weighted terms.
The terms of the evaluation function for the class disk, for example, include price, disk-pack-type, storage-capacity, average-access-time, peak-transfer-rate, and handednesa. For every candidate, XSEL computes a rank value for each term in the evaluation function. The rank value for a term is the product of the candidate's normalized SCore for the term and a weight which represents an importance factor. The essential information needed to compute a rank value for a term for a candidate is stored in a rank element, an example of which is shown in Figure   1 -2.
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Figure 1-2: Sample XSEL Rank
After aJl the rank values have been computed for a candidate they are summed to obtain a total score for the candidate. The candidate with the highest total score is selected and placed on the purchase order.
The component selection phase is driven by forward.chaining rules. These rules perform the subtasks of first, retrieving
candidates from the database, next, determining a quantity and cost for each of the candidates, next, computing a total rank score for each candidate, and finally, selecting the candidate with the highest rank score.
At present, the entire XSEL system consists of over three thousand OPS5 [2] rules. The explanation generator, which will be described shortly, comprises an additional five hundred rules.
Anywhere from approximately five hundred to five thousand rules may fire during the fact gathering phase to create from fifty to five hundred facts, and roughly three thousand rules will fire during the component selection phase to create around one thousand rank elements. The whole process can take anywhere from ten to thirty minutes of real time, depending on how XSEL's queries are answered.
t .2. Sample Explanations
Three of the most obvious types of queries a user m~ght ask were targeted for initial explanation development. Sample explanations from each of those types are given in this section.
The following sections describe the knowledge structures and processes within both XSEL and the explanation generator that produced those explanations, as well as the goals and rationale behind them.
One type of query that is likely to be asked is why a particular component appears on a purchase order. We refer to queries of this type as "why-choice" queries. To answer a why-choice query the explanation generator must compare the rank elements for each candidate on each term of the evaluation function in order to determine which attributes were responsible for the A second obvious type of query asks why a certain fact has whatever value it has. e.g., why total-disk.space is 3600 megabytes. We refer to queries in this class as "why-lact"
queries. In the case of why-fact queries, the explanation generator must examine the facts that were created during the fact gathering phase, and it must determine how those facts are related through the backward-chaining process. An example of an explanation that was generated in response to a why.fact query follows:
? why q total-disk-space explanations. But because the user had earlier typed "explain more", the explanation generator went on to explain the terms "total-user-disk-space" and "sum.of.system.disk-space", which were introduced in the first paragraph. If the user were to type "explain more" a second time. and then ask the same question "why quantity total-disk-space", the explanation generator would not stop where it did. Instead, it would go on to explain the terms user-disk.space, percent.for-expansion, and system.disk-space, which were introduced in the second and third paragraphs,
There is no upper bound on the number of levels of explanation the user may request. If the number of levels to explain is high.
XSEL will keep explaining until it reaches those facts whose values were set either by user input or by default, in which case there is nothing further to explain. The user can ~lso type "explain less" at any time, thus decreasing the number of levels to explain. The lower bound on the number of levels to explain is one.
The mechanism for determining which term to explain next is a queue. As new terms are introduced they are placed in the queue. The queue was originally implemented as a stack, but as explanations got longer they began to sound less coherent using the stack mechanism. So the queue was implemented, but the stack was retained. Now one can toggle between them by typing "explain queue" or "explain stack", thus producing alternatively structured explanations for the sake of comparison.
The third ol~vious class of queries asks why a certain quantity is needed for any line-item. We refer to these as "why-line.item" queries, Why-line-item queries require the most complicated processing because the explanation generator must understand how the line-item that was selected relates back to the facts that determine the quantity needed, and there is usually a long sequence of forward-chaining rules as well as the whole evaluation function mechananism between the creation of the facts and the creation of the line-items. the number of levels to explain was set at two. The first two paragrapl'~ comprise the first level, so tire explanation could have
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stopped there; the remaining two paragraphs were generated in response to terms introduced in the first two paragraphs.
? why q ra60 
XSEL Explanation Design Goals

Related Explanation Work
The desi(jn of the XSEL explanation generator was motivated by three goals: first, that explanations should be accurate.
second, that explanations should be direct, and third, that some degree of generality should be attempted.
Most early attempts at explanation generation adopted either a canned text or an execution trace approach. The canned text approach led to accuracy problems and the execution trace approach led to directness problems. Another common early approach to explanation generation was the goal tree approach, which is very.similar to the execution trace approach. The original explanations produced by the MYCIN system were goal tree explanations [1] . This approach allowed the user to question any request for information made by the system, and the system would simply locate the goal immediately above the current one in the goal tree and report that it needed the information to resolve that higher goal. Goal tree explanations tend to suffer from the same lack of directness problems that execution trace explanations suffer from.
Swartout's work on an explanation generator for the Digitalis Therapy Advisor attacked the accuracy and directness problems successfully. His approach was to redesign the DTA, separating descriptive facts from domain principles and from the abstract goals of the system. This allowed the performance program to be generated by an automatic programmer, which also created a goal refinement structure in the process. The goal refinement structure captures the knowledge that goes into writing the performance program, and makes it accessible to the explanation generator, where it can be used to produce explanations that are both accurate and direct. Furthermore, as Swartout points out, such explanations can be viewed as "justifications" for the system's behavior. Some other common denominator needed to be found in order to achieve some computational power for explanation generation. however. Those steps will be discussed in the following sections.
which describe the workings of the lipk-dependent message generators in some detail. Discussion of the comparative message generator and the surface generator will be reserved for other occasions. A generic link is a very sJmple memory element consisting of only two attributes, a source attribute and a sink attribute. The value of the source attribute is the token (i.e., unique identifier) of some fact that entered into the inference of the resultant fact; the value of the sink attribute is the token of the resultant fact. For example, the rules that fire to infer a value for the fact total-disk-
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space will deposit into working memory at lea.st five generic links, each having the token of the fact total-disk-space in its sink attribute and each having the token of a fact that entered into the calculation of the value for total-disk-space, such aS totalapplication-disk-space, programmer-disk-space, etc., in its source attribute. An example of a generic link is shown in Figure   3 -2. A relational link is a sJightly richer memory element which not only names the relation that holds between two or more facts, but also categorizes it. total-disk.space = ( (total. application -disk. space + programmer-disk-space ÷ total-data-file-disk-space) Another relational link is in turn created linking user-disk-space to the three facts total-application-disk-space, programmer-diskspace, and total-data-file-disk-space.
On the other hand, the rules that determine how many RA60 disk drives are needed, for example, create a dense generic network linking all the facts that enter into the calculation of totaldisk-space to the facts that allocate some portion of that amount to fixed-disk-space. From there the network would get even denser as fixed-disk-space is linked tO the fixed.disk.unit.
capabihty and quantity-of-fixed-disks facts for each candidate. In fact, these generic links are not currently created due to limitations of working memory space. In contrast to the potentially dense generic network, the relational network contains only a few abstract relation links, such as satisfaction and allocation links, that bridge many of the generic links, thus resulting in a sparser network (and in more direct explanations).
There are good reasons for the existence of two complete networks. Essentially, the tradeoff is that while generic links are trivial tO create, they do not facilitate satisfying explanations. On the other hand, the creation of relatil)nal links often requires manual intervention, lout relational links facilitate direct explanations. Compare again the generic explanation in Figure   3 -I to its corresponding relational explanation in Figure 1 
Rationale
The knowledge structures just described, including mas=mge~ query.terms, the query-queue, schemas and links, serve as intermediate structures between the reasoning knowledge of the expert system and the linguistic knowledge needed for language generation .4 Some of the terminology used to describe these structures, e.g., "reason" and "elaboration" relations, is derived from the work of Mann [7] and Hobbs [3] Perhaps some domainindependent set of reasoning relations and schemas might be found. Furthermore. such relations and schemas might facilitate the design of a knowledge acquisition system that would elicit knowledge from an expert, represent it as relations, and generate inference rules from relations. We realize that this could be a very long term goal, but it aJse has the short term benefit of providing useful explanations. 
