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0.1 IntroductionDans ce mémoire de magister, on sintéresse à un problème de contrôle stochastique,où le sytème est gouverné par une équation di¤érentielle stochastique rétrograde (EDSR)de la forme 8<: dyvt = b (t; yvt ; zvt ; vt) dt+ zvt dWt;yvT = ;où b est une fonction donnée,  est la condition terminal et W = (Wt)t0 est un mouve-ment Brownien de dimension d, déni sur un espace probabilisé ltré  
;F ; (Ft)t0 ;Psatisfaisant les conditions habituelles. La variable contrôle v = (vt), appelée contrôlestrict (classique), est un processus Ft-adapté à valeurs dans un sous ensemble U de Rm.On note par U la classe de tous les contrôles stricts.Lobjectif du problème de contrôle stochastique est de minimiser une fonction coûtde la forme





h (t; yvt ; z
v
t ; vt) dt

;où g et h sont des fonctions données et (yvt ; zvt ) est la trajectoire du système controlléepar v.Un contrôle u 2 U est dit optimal sil vérie
J (u) = inf
v2U
J (v) :Le problème de contrôle stochastique des équations rétrogrades et progressive-rétrogradesa été étudié par plusieurs auteurs. La première contribution concerne le contrôle des sys-tèmes progressive-rétrogrades a été dévellopée par Peng [30]. Dautres résultats ont étéobtenus par Xu [34], Wu [33], Shi et Wu [32], Ji et Zhou [22], Bahhlali et Labed [3] etBahlali [6].Dune autre part, le contrôle des systèmes rétrogrades a été étudié par El-Karoui etal [14], Dokuchaev et Zhou [9] et Bahlali Notre objectif dans ce mémoire est détablir des conditions nécessaires et su¢ santes3
doptimalités, sous forme de principe du maximum de Pontryagin, pour deux modèles. Lepremier concerne les contrôles stricts (classiques) qui sont des processus à valeurs dansun sous ensemble de Rm. Le second est lextension du premier au cas des contrôles relaxéset qui sont des processus à valeurs dans lespace des mesures de probabilités.Pour obtenir ces résultats, nous procederons comme suit :Premièrement, on établit les conditions doptimalité pour les contrôles stricts. Puisquelensemble des contrôles stricts nest pas convexe, le chemin classique consiste à utiliserla méthode des perturbations fortes. Plus précisement, si u est un contrôle strict optimalet v un contrôle strict arbitraire, avec  > 0 assez petit, on dénit la perturbation fortesuivante
ut =
8<: v si t 2 [ ;  + ] ;ut si non.On dérive léquation variationnelle de léquation détat et linégalité variationnelle delinégalité
0  J  u  J (u) :La majeure di¢ culté est que léquation détat et le coût intégral dépendent de deuxvariables yt et zt. Alors, on ne peut pas obtenir directement linéquation variationnelle,parcequil est di¢ cile de manipuler la variable zt. Pour remédier à cette di¢ culté, onintroduit une nouvelle méthode qui consisite à transformer le problème initial en un pro-blème sans coût intégral en ajoutant une équation unidimentionnelle. On établit alors desconditions nécessaires doptimalité pour le problème restreint et par une transformationsur le processus adjoint et léquation associée, on obtient les conditions nécessaires pourle problème initial. Pour cloturer cette première partie de ce magister, on étudie quandces conditions nécessaires seront su¢ santes.La seconde partie de ce mémoire concerne les conditions doptimalité des contrôlesrelaxés. Dans le problème relaxé, le controleur choisit à linstant t une mesure de proba-bilité qt (da) sur lensemble , plutôt quun élément v de U . Le système sera gouverné4
par lEDSR 8<: dyqt = RU b (t; yqt ; zqt ; a) qt (da) dt+ zqt dWt;yqT = :La fonction coût à minimiser, sur lensemble R des contrôles relaxés, est de la forme







h (t; yqt ; z
q
t ; a) qt (da) dt

:Un contrôle relaxé  2 R est dit optimal sil vérie
J () = inf
q2R
J (q) :Le problème de contrôle relaxé généralise celui des contrôles stricts. En e¤et, si
qt (da) = vt (da) est la mesure de Dirac concentrée en un seul point vt, alors on ob-tient un problème de contrôle strict comme cas particulier de celui des contrôles relaxésEn utilisant essentiellement le principe variationnel dEkeland, on établit un principedu maximum approché et par passage à la limite, on déduit un principe du maximumpour les contrôles relaxés.Le plan de ce travail est comme suit :Chapitre 1Dans ce chapitre introductif et qui nous sera dune grande utilité pour la suite, on don-nera une démonstration des principaux résultats de la théorie des équations di¤érentiellesstochastiques progressives et rétrogrades. Nous insisterons sur les résultats dexistence etdunicité des solutions de ces di¤érents types déquations ainsi que sur les techniques decalcul et destimations des solutions.Chapitre 2Dans ce chapitre, nous établirons les résultats essentiels de ce magister et quel sontles conditions nécessaires et su¢ santes doptimalité pour les contrôles stricts, sous formede principe du maximum de Pontryagin, pour des systèmes gouvernés par des équations5
di¤érentielles stochastiques rétrogrades. Nous établirons les résultats, dans le cas où ledomaine des contrôles stricts nest pas convexe, en utilisant une nouvelle méthode quiconsiste à traiter le problème sans coût intégral. Nous donnerons les résultats pour ceproblème restreint et par une trnasformation adéquate sur le processus adjoint et leHamiltonien, nous dérivons les résultats pour le problème avec coût intégral.Chapitre 3Dans ce chapitre, on généralisera les résultats du deuxième chapitre au cas descontrôles relaxés qui sont des processus à valeurs mesures. Le principal outil sera leprincipe variationnel dEkeland. On établira un principe du maximum approché vériépar des contrôles "-optimaux et par passage à la limite, on établira les résultats.Nous avons besoin par la suite des notations matricielles suivantes. On note par




























MiLzi 2Mnn (R).On note par L la transposée de la matrice L et M = (M1 ; :::;Md ).6
Chapitre 1Equations di¤érentiellesstochastiquesLes équations di¤érentielles stochastiques constituent une généralisation des équationsdi¤érentielles ordinaires. Celles-ci ont été introduites pour la première fois en 1946 parK.Ito pour étudier les trajectoires de processus de di¤usion. Cette notion a été traitée demanière profonde en relation avec la théorie des semi-martingales. Des applications danstous les domaines des sciences de lingénieur (ltrage des processus, contrôle optimal,mathématiques nançières, gestion des stocks etc...) ont été réalisés en utilisant ce genredéquations. Les équations di¤érentielles stochastiques constituent un modèle de di¤usionen milieu non homogène. Soit xt la position dune particule assez petite en suspensiondans un liquide à linstant t. Si on néglige linertie de la particule, on peut admettre quele déplacement de cette derniere est la résultante de deux composantes, dune part undéplacement centré dû à la vitesse macroscopique du liquide,dautre part des uctuationsprovoquées par lagitation thermique des molécules du liquide.Soit b(t; x) la vitesse macroscopique du liquide au point x à linstant t. On supposeraque la composante uctuative dépend du temps, de la position x et de la durée Ut pendantlaquelle est envisagé le déplacement, alors :7




= 0:Si on suppose que t;xt;Ut = (t; xt):t;Ut où (t; xt) désigne les propriétés du milieuau point xt et t;Ut laccroissement en milieu homogène, i.e : t;Ut = Wt+Ut  Wt avec Wtun mouvement Brownien, alors :
xt+Ut   xt = b(t; xt):Ut+ (t; xt): (Wt+Ut  Wt) :En passant aux di¤érentielles on obtient :







(s; xs):dWs:Comme W = (Wt)t2[0;T ] est un processus dont les trajectoires sont P ps à variationsinnies Z t
0
(s; xs):dWs ne peut pas être considérée comme une intégrale de Lebesgue-Stieljes. Par conséquent cette équation ne peut être interprétée comme une équationdi¤érentielle ordinaire. Avant de donner la dénition de solution à cette équation ondoit justier son écriture et donner un sens aux quantités de la forme Z t
0
(s; xs):dWsappelées intégrales stochastiques dIto:1.1 Equations di¤érentielles stochastiques progres-sives.Soient : 8
(
;F ,P ; (Ft)t ) un espace probabilisé muni dune ltration.
x = (xt)t2[0;T ] un processus stochastique continu à valeurs dans Rd
W = (Wt)t2[0;T ] un mouvement brownien d-dimensionnel.
b : Rd  [0; T ]  ! Rd et  : Rd  [0; T ]  ! Md (R) deux fonctionsBoreliennes.





<1 8 p > 1Soit léquation di¤érentielle stochastique suivante :8<: dxt = b (t; xt) dt+  (t; xt) dWtx0 =  ((1  1))Soient les conditions suivantes :1.2) P [x0 = ] = 11.3) P Z t
0
(jb (s; xs)j+ 2 (s; xs)) ds <1

= 11.4) xt =  + Z t
0
b (s; xs) ds+
Z t
0
 (s; xs) dWs P psDénition 1.1
On dit que léquation (1.1) admet une solution forte (ou trajectorielle) si pour chaque
espace probabilisé ltré (
;F ,(Ft)t,P), pour tout mouvement brownien W = (Wt)t2[0;T ]
il existe un processus x = (xt)t2[0;T ] continu tel que les conditions (1.2), (1.3), (1.4)
soient vériées.Quand on parle de solution au sens fort on sous-entend que lespace probabilisé ltré
(
;F ,P ; (Ft)t ) et le mouvement brownien W = (Wt)t2[0;T ] sont déjà donnés .Si de plus Ft = FWt alors le processus x est (Ft)t-adapté et on a Fxt  FWt :Dénition 1.2
On dit que léquation (1.1) admet une solution faible (ou en loi) si on peut trouver
un espace probabilisé ltré (
;F ,(Ft)t,P), un mouvement brownien W = (Wt)t2[0;T ], un
processus x = (xt)t2[0;T ] continu tels que les conditions (1.2), (1.3), (1.4) soient réalisées.9
Quand on parle de solution faible, on doit trouver un espace probabilisé ltré (
;F ,(Ft)t,P),un mouvement brownienW = (Wt)t2[0;T ] et un processus continu x = (xt)t2[0;T ] :Donc une solution faible est la collection des objets (
;F ,P ; (Ft)t ;W; x).Dans beaucoup de cas, ou la solution faible existe, on a Ft = Fxt et par conséquentWest un mouvement brownien relativement à (Ft)t. Cest pourquoi dans le cas des solutionsfaibles on a FWt  Fxt .Remarque 1.3Les solutions faibles ne sont pas mesurables par rapport à FWt . Et cest ce quidi¤érencie les solutions faibles des solutions fortes.Dénition 1.4
On dit que léquation (1.1) admet une solution forte unique si pour deux solutions





jxt   ytj > 0
)
= 0
Cest à dire :
P fxt = yt ;8 t 2 [0; T ]g = 1Le principal théorème qui nous assure lexistence et lunicité forte dune solution deléquation (1.1) est le suivant :Théorème 1.5 (K. Ito)
On suppose que les coe¢ cient b et  sont mesurables et vérient, il existe une
constante k > 0 telle que 8 x; y 2 Rd on a :
jb (t; x) - b(t; y)j2 + j (t; x) -(t; y)j2  k jx - yj2 ((1  5))
jb (t; x)j2 + j (t; x)j2  k  1 + jxj2 ((1  6))10
Alors léquation (1.1) admet une solution forte unique x = (xt)t2[0;T ] ; (Ft)t-adaptée et







< M 8p > 1;
où M est une constante qui dépend de k, p, T et Preuvei - Unicité : Soient x = (xt)t2[0;T ] et y = (yt)t2[0;T ] deux solutions de léquation (1.1)telles que x0 = y0 = en appliquant linégalité (a+ b)2  2a2 + 2b2 et en utilisant les formules de xt et yton obtient :











[ (s; xs)   (s; ys)] dWs

2en passant à lespérance mathématique on obtient :
E
jxt   ytj2  2E "Z t
0






[ (s; xs)   (s; ys)] dWs
2
#par les inégalités de Cauchy-Schwarz et Buckholders-Davis-Gundy on a :
E
jxt   ytj2  2TE Z t
0





j (s; xs)   (s; ys)j2 ds
En appliquant la condition de Lipschitz (1.5) on obtient :11
E
jxt   ytj2  C tZ
0
E jxs   ysj2 dsou C = max(2Tk; 2k)En appliquant le lemme de Gronwall, il résulte que :
E
jxt   ytj2 = 0En appliquant linégalité de Tchebychev on obtient :









jxt   ytj > 0






jxt   ytj > 0
)
= 0Ce qui prouve lunicité forte de la solution.ii - Existence : On montre lexistence dune solution forte en utilisant la méthodedes approximations succéssives et pour cela on pose :
xnt =  +
tZ
0
b(s; xn-1s )ds+ tZ
0
(s; xn-1s )dWs




b(s; xns )  b(s; xn - 1s ) ds+ tZ
0
 
(s; xns )  (s; xn - 1s ) dWs12
En utilisant la même technique que pour lunicité on obtient :
E
hxn+1t   xnt 2i  C tZ
0
E
hxns   xn-1s 2i dsou C = max(2Tk; 2k)Par récurrence sur n il résulte que :
E
hxn+1t   xnt 2i  (MT )n+1
(n+ 1) jou M = max  C;E jx0j2si on prends p > 1 on aura :
E






0Donc (xnt ) est une suite de Cauchy dans L2 (
) et par conséquent elle est convergente,notons xt sa limite.En passant à la limite dans (1.7) on obtient :
xt =  +
tZ
0
b (s; xs) ds+
tZ
0




< M 8 p > 1
xt =  +
tZ
0
b (s; xs) ds+
tZ
0
 (s; xs) dWsPar linégalité (a+ b+ c)2  3a2 + 3b2 + 3c2 et en passant aux éspérances on a :13
E










 (s; xs) dWs

235par les inégalités deCauchy-Schwarz et Buckholder-Davis-Gundy on a :
E
















35Daprés la condition de croissance linéaire (1.6) on a :
E













dsEn posant m = max(3; 3Tk; 3k) on a :
E






dsEn posant c = max(m; 2m) on obtient :
E
jxtj2  c  1 + E jj2+ c tZ
0
E
jxsj2 dsEn appliquant le lemme de Gronwal on obtient :
E
jxtj2  c  1 + E jj2 exp(ct) 8 t 2 [0; T ]puisque E jj2 <1 alors en posant M = c  1 + E jj2 exp(cT ) on obtient :14
E




< M ; 8 p > 1:Remarques :1) La condition de Lipschitz (1.5) nous assure lexistence et lunicité de la solutionde léquation (1.1)2) La condition de croissance linéaire (1.6) nous assure la non explosion de la solutionet si on na pas cette condition, léquation (1.1) admettra une solution unique maisseulement jusquau temps dexplosion.1.2 Equations Di¤érentielles Stochastiques RétrogradesLe but de ce chapitre est de présenter brièvement le résultat dexistence et dunicitédéquations di¤érentielles stochastiques rétrogrades dont les coe¢ cients sont globalementlipshitziens .Ce résultat a été obtenu par Pardoux et Peng avec le générateur non linéaireet une donné terminale de carré intégrable.1.2.1 Présentation du problèmeOn considère sur un espace probabilisé ltré(
;F ; (Ft)t0;P);une variable aléatoire
 mesurable par rapport à FT , avec T le temps terminal.On voudrait résoudre léquation di¤érentielle suivante8<:  dyt = b(yt)dt ; t 2 [0; T ]yT = En imposant que, pour tout instant t, le processus yt soit adapté par rapport à laltration (Ft)t0:cest-a-dire que le processus yt ne dépend pas du futur après tPrenons lexemple le plus simple à savoir b  0:15
le candidat naturel est yt =  qui nest pas adapté si  nest pas déterministe. Lameilheure aproximation-disons dans L2- adaptée est la martingale yt = E(Ft): Si ontravaille avec la ltration naturelle dun mouvement Brownien, le théorème de représen-tation des martingales dItô permet de construire un processus z de carré intégrable etadapté tel que
yt = E(Ft) = E() +
tR
0
zsdWsUn calcul élémentaire montre que
yt =   
Z T
t
zsdWs , t 2 [0; T ]Cest à dire 8<:  dyt =  ztdWtyT = On voit donc apparaître sur lexemple le plus simple une seconde inconnue qui est leprocessus z dont le rôle est de rendre le processus yt adapté.Par conséquent, comme une seconde variable apparaît, pour obtenir la plus grandegénéralité, on permet à b de dépendre du processus z ; léquation devient donc8<:  dyt = b(t; yt; zt)dt  ztdWt ; t 2 [0; T ]yT = Notation : On se donne (














<1où si z 2 Rkd ; jjztjj2 = trace (zz) . M2  Rkd désigne lensemble des classes déquiva-lence de M2  RkdLes espaces S2; S2c ;M2 sont des espaces de Banach pour les normes dénies précide-ment ;nous désignerons B2 lespace de Banach S2c  RkM2  Rkd :Nous nous donnons maintenant une application aléatoire b dénie sur [0; T ]
Rk
Rkd à valeurs dans Rk tel que pour tout (y; z) 2 RkRkd; le processus fb (t; y; z)gt2[0;T ]soit progressivement mesurable.On voudrait résoudre léquation di¤érentielles stochastique rétrograde suivante8<:  dyt = b(t; yt; zt)dt  ztdWt ; t 2 [0; T ]yT = ou sous forme intégrale,
yt =  +
Z T
t
b(r; yr; zr)dr  
Z T
t
zrdWr ((I  2))La fonction b sappelle le générateur de léquation di¤érentielle stochastique rétrogradeet  la condition terminale.Dénition 1.6 : Une solution de léquation di¤érentielle stochastique rétrograde (I:2)
est un couple de processus f(yt; zt)gt2[0;T ] vériant
i).y et z sont progréssivement mesurables à valeurs respectivement dans Rket Rkd
ii). On a P   p:s Z T
0
jb(r; yr; zr)j+ jjzrjj2	 dr <117
iii). On a P   p:s
yt =  +
Z T
t
b(r; yr; zr)dr  
Z T
t
zrdWr t 2 [0; T ] :Remarques 1.7 :
i). les intégrales de léquation (I:2) étant bien dénies.
ii). le processus yt est une semi-martingale continue adapté donc en particulier y0
est une quantité déterministe.Avant de donner le théorème fondamental du pardoux et Peng déxistence et dunicite,nous allons montré ,que sous une hypothèse sur le générateur b, le processus y appartientà S2Proposition 1.8 : Supposons quil existe un processusfbtgt0 positif, appartenant à
M2 (R) et deux constantes positives C et K tels que
8 (t:y:z) 2 [0; T ] Rk  Rkd jb (t; y; z) j  bt + Cjyj+Kjjzjj:
soit z 2 M2 et si f(yt; zt)g est une solution de léquation di¤érentielle stochastique
rétrograde (I:2) alors y appartenant à S2c :Preuve : On a pour tout t 2 [0; T ]
yt = y0  
Z t
0
b(r; yr; zr)dr +
Z t
0






















zrdWrjPar hypothèse, z appartient à M2; le troisième terme est de carré intégrable ;il en estde même pour fbtgt2[0;T ] et y0 est déterministe donc de carré intégrable.Il sen suit que  est une variable aléatoire de carré intégrable. Le lemme de Gronwallfournit linégalité
sup
t2[0;T ]
j yt j eCTqui montre que y appartient à S2:Lemme 1.9 : Soit y 2 S2  Rk et z 2M2  Rkd .donc
Z t
0
zs:ysdWs; t 2 [0; T ]

























































dou le résultat. 19
1.2.2 Le cas lipschitzienNous allons montrer dans ce paragraphe un premier résultat dexistence et duni-cité.Ce résultat est dû à Pardoux et Peng en 1990 ; Cest le premier résultat dexistenceet dunicité pour Léquation di¤érentielle stochastique rétrograde dans le cas où le géné-rateur est non -linéaire.Rappelons que b est dénie sur [0; T ]
RkRkd à valeurs dans Rk ,telle que ,pourtout (y; z) 2 Rk  Rkd ;le processus fb (t; y; z)gt2[0;T ] soit progressivement mesurable.On considère également  une variable aléatoire FT mesurable à valeurs dans Rk:On suppose que
(L) Il existe une constante K telle que P   p:s;i). condition de lipscitz en (y; z)pour tout t; y; y; z; z








<1Nous commençons par un cas très simple, celui où b ne dépend ni de y ni de z i.e.on se donne  de carré intégrable et un processus fFtgt2[0;T ] dans M2  Rk et on veuttrouver une solution de Léquation di¤érentielle stochastique rétrograde






zrdWr: t 2 [0; T ]Lemme 1.10 : Soient  2 L2 (FT ) et fFtgt2[0;T ] 2 M2  Rk :Léquation di¤érentielle
stochastique rétrograde (2:1) possède une unique solution (y; z) telle que z 2 M2:Preuve : Supposons dans un premier temps que (y; z) soit une solution vériant z20








:On dénit donc y à laide de la formule précèdente et il reste à trouver z. Remarquontque ,daprés le théorème de Fubini, comme F est progréssivement mesurable , R t
0































FrdrOn vérie facilement que (y; z) ainsi construit est une solution de léquation di¤éren-tielle stochastique rétrograde qui étudiée puisque comme yT =  on a



















zrdWr:Lunicité est évidente pour les solutions vériant z 2M2.Nous montrons maintenant le théorème de Pardaux et Peng.Théorème 1.11 (Pardoux-Peng) : Sous lhypothèse (L) , Léquation di¤érentielle
stochastique rétrograde (I:2) possède une unique solution (y; z) telle que z 2M2.21
Preuve :La preuve consiste a utiliser un argument de point xe dans lespace deBanach B2 avec une application p (t) de B2 dans lui-même de sorte que (y; z) 2 B2 estune solution de Léquation di¤érentielle stochastique rétrograde (1:2) si et seulement sicest un point xe de p:On dénit (y; z) = p(U; V ) pour tous (U; V ) élément de B2 comme étant la solutionde Léquation di¤érentielle stochastique rétrograde
yt =  +
Z T
t
b(r; Ur; Vr)dr  
Z T
0
zrdWrOn remarque que cette équation di¤érentielle stochastique rétrograde possède une uniquesolution qui est dans B2:Par conséquent, posons Fr = f(r; Ur; Vr); ce processus appartienta M2 puisque,b étant lipscitz,
jbrj  jb(r; 0; 0)j+KjUrj+KjjVrjjRemarquons que ces trois derniéres processus sont de carré intégrable, alors (y; z) est unesolution unique telle que z 2M2
(y; z) appartient à B2 lintégralité de z est obtenue par construction et daprès laproposition (1:8) le processus y appartient a S2c :Soient (U; V ) et (U; V) deux eléments de B2 et (y; z) = p(U; V ) ;(y; z) = p(U; V)Notons y = y   yet z = z   z. il est clair que yT = 0 et





= etjytj2dt  2etyt: fb(t; Ut; Vt)  b(t; Ut; Vt)g dt22







er( jyrj2 + 2yr:fb(t; Ut; Vt)
 b(t; Ut; Vt)gdr  
Z T
t
2eryrzrdWrEt comme b est lipscitz , il vient donc daprés la notation u; v de U   U et
































 jurj2 + jjvrjj2 dr:et prenant  = 2k2
"
;on a noté R" = " R Tt er (jurj2 + jjvrjj2) dr:
8t 2 [0; T ] etjytj2 +
Z T
t
erjjzrjj2dr  R"  
Z T
t












 E [R"] :23









































































 "(3 + C2)(1 _ T ):Pour que lapplication p (t) est une contraction stricte de B2 dans lui-même on prenons
" tel que "(3 + C2)(1 _ T ) = 1
2
:Si on le munit de la norme









2Cette norme est équivalente a la norme usuelle pour  = 0:Finalement en conclutque lapplication p (t) possède unique point xe, ce qui assure lexistence et lunicitédune solution de léquation di¤érentielle stochastique rétrogtrade dans B2:24
1.2.3 Le rôle de ZNous allons voir que le rôle de z, plus précisement celui du terme R T
t
zrdWr est derendre le processus y adapté.Proposition 1.12 : Soit (y; z) la solution de Léquation di¤érentielle stochastique
rétrograde (I:2) et soit  un temps darrêt majoré par T:On suppose, outre lhypothèse
(L) que  est F -mesurable et que b(t; y; z) = 0 dés que t   : alors
yt = yt^ et zt = 0 si t  Preuve : On a P   p:s
yt =  +
Z T
t
b(r; yr; zr)dr  
Z T
t
zrdWr t 2 [0; T ]pour t =  ,comme b(r; yr; zr) = 0 dés que t  
y =  +
Z T









y = E(F ) = et par suit R T












= 0Il sen suit immédiatement que,si t   , yt = y puisque par hypothèse
y = yt +
Z t

b(r; yr; zr)dr  
Z t

zrdWr = yt + 0  025
Ce qui termine la preuve.Notons que dans le cas où  et b sont déterministe alors z est nul et y est la solutionde léquation di¤érentielle 8<: dyt = b(t; yt; 0)dtyT = 1.2.4 Une estimation a prioriEn donnant une première estimation sur Léquation di¤érentielle stochastique rétro-grade, il sagit en fait détudier la dépendance de la solution de Léquation di¤érentiellestochastique rétrograde par rapport aux données qui sont  et le processusfb (t; 0; 0)gt2[0;T ] :Proposition 1.13 : On suppose que (; b) vérie (L)::soit (y; z) la solution de
Léquation di¤érentielle stochastique rétrograde (I:2) telle que z 2 M2:alors,il existe





























2eryrzrdWrPour tout (t; y; z) avec b est K lipschitz , on a
2y:b(t; y; z)  2jyj:jb(t; 0; 0)j+ 2K:jyj2 + 2K:jyj:jjzjj;26
et donc utilisans le fait que 2ab  ":a2 + b2
"
pour " = 1 puis
2y:b(t; y; z)  (1 + 2K + 2K2):jyj2 + (b(t; 0; 0))2 + jjzjj
2









































































































 2:  2 + C2 :prenant Cu = 2: (2 + C2) :Ce qui termine la preuve.1.2.5 Equation di¤érentielle stochastique rétrograde linéaireDans la n de ce chapitre nous allons étudier les équations di¤érentielles stochastiquesrétrogrades linéaires et pour cela une équation di¤érentielle stochastique rétrograde estdite linéaire si elle sécrit sous la forme
yt =  +
Z T
t
(aryr + brzr + cr)dr  
Z T
0
zrdWr t 2 [0; T ]où f(at; bt)g est un processus a valeurs dans RRd progressivement mesurable et borné,fCtgt2[0;T ] 2 M2 (R) et  est une variable aléatoire FT mesurable et de carré intégrablea valeurs réelles.La solution de cette équation peut dans ce cas étre écrite sous la forme
















avec   solution de lEDS8<: d t =  t (atdt+ btdWt) t 2]0; T ] 0 = 1Prenant
b(t; y; z) = atyt + ztbt + ctDaprès les propriétes du générateur de Léquation di¤érentielle stochastique rétro-grade linéaire on peut appliquer le théorème de pardoux-peng, donc elle admet une so-lution unique (y; z) telle que z 2M2,y appartient à S2:La formule dintégration par parties donne
d tyt = ytd t +  tdyt + d <  ; y >t
























Chapitre 2Conditions doptimalité pour lescontrôles stricts2.1 Formulation du problèmeSoit  









On note par U lensemble des tous les contrôles admissibles.Pour tout v 2 U , on considère lEDSR8<: dyvt = b (t; yvt ; zvt ; vt) dt+ zvt dWt;yvT = ; 30
où
b : [0; T ] Rn Mnd (R) U  ! Rn;et  est une variable aléatoire de dimension n, FT -mesurable telle que
E jj2 <1:La fonction coût est dénit de U dans R par





h (t; yvt ; z
v
t ; vt) dt

;où
g : Rn  ! R,
h : [0; T ] Rn Mnd (R) U  ! R.Un contrôle u 2 U est dit optimal sil vérie
J (u) = inf
v2U
J (v) :Notre but est détablir des conditions nécessaires et su¢ santes doptimalité, sous laforme de principe du maximum.Nous supposons queLes fonctions b; g et h sont continues en (y; z; v) , leurs dérivées
by; bz; gy; hy et hz sont continues en (y; z; v) et uniformémentbornées. b et h sont bornées par C (1 + jyj+ jvj) et bornés en z:Sous ces hypothèses, pour tout v 2 U , léquation détat admet une unique solution31
(Ft)t-adaptée et la fonction coût J est bien dénit de U dans R.2.2 Problème avec coût restreintPuisque le coût h dépend de la variable zt, on ne peut pas traîter le problème directe-ment. Pour remédier à cela, on introduit une nouvelle méthode qui consiste à restreindrele problème initial en un problème sans coût intégral. Pour cela, on considère lEDSRunidimentionnelle 8<: dxvt = h (t; yvt ; zvt ; vt) dt+ kvt dWt;xvT = ;où kv est une matrice (1 d), (yvt ; zvt ) est la solution de léquation initiale et  est unevariable aléatoire unidimentionnelle FT -mesurable telle que




1A ;et on considère léquation de dimension (n+ 1) suivante8>>><>>>: deyt = eb (t; eyt; ezt; vt) dt+ eztdWt;eyT = 0@  1A ;où la fonction eb est dénit de [0; T ] Rn+1 M(n+1)d (R) U dans Rn+1 par
eb (t; eyt; ezt; vt) =
0@ b (t; yvt ; zvt ; vt)































:Puisque eb est uniforméments Lipschitzienne en (eyt; ezt), alors léquation admet uneunique solution (eyt; ezt) adaptée à la ltration (Ft)t.On dénit la fonction eg de Rn+1 dans R par
eg (eyt) = g (yvt )  xvt ;et la nouvelle fonction coût de U dans R par
eJ (v) = E [eg (ey0)] + E [] :Il est facile de vérier que eJ (v) = J (v) :En conséquence, il est su¢ sant de minimiser le coût restreint eJ sur U . Si u 2 U estune solution optimale, alors eJ (u) = inf
v2U
eJ (v) :Avec cette transformation, nous avons réduit le problème initial en un nouveau pro-blème avec coût restreint sans coût intégral.33
2.2.1 Résultats préliminairesOn suppose que u 2 U est un contrôle optimal et on note par (eyt; ezt) la solutionassociée. On introduit la perturbation forte suivante
ut =
8<: v si t 2 [ ;  + ] ;ut sinon,où 0    T est xé,  > 0 est su¢ sement petit et v est une variable aléatoire Ft-mesurable à valeurs dans U telle que E jvj2 <1.Le contrôle perturbé u est admissible et on note par  eyt ; ezt  la trajectoire associée:Puisque u est optimal, linégalité variationnelle sera obtenue à partir de











ezt   ezt2 dt  C2:preuve : On a
8>>>>>>>>><>>>>>>>>>:
d
 eyt   eyt = heb  t; eyt ; ezt ; ut eb  t; eyt; ezt ; uti dtheb  t; eyt; ezt ; ut eb  t; eyt; ezt; uti dtheb  t; eyt; ezt; ut eb (t; eyt; ezt; ut)i dt
+
 ezt   ezt dWt; eyT   eyT  = 0: 34
On pose
Y t = eyt   eyt;
Zt = ezt   ezt;et
'
 











ebz  t; eyt +   eyt   eyt ; ezt +   ezt   ezt ; utZt d
+eb  t; eyt; ezt; ut eb (t; eyt; ezt; ut) :alors 8<: dY t = '  t; Y t ; Zt  dt+ Zt dWt;Y T = 0:Cette équation est une EDSR linéaire à coe¢ cients bornés et avec une condition terminale




































eb (t; eyt; ezt; v) eb (t; eyt; ezt; ut) dt2
 CE
 supt2[0;T ]















 C2:Le lemme est prouvé.2.2.2 Conditions nécessaires doptimalité pour le problème res-treintthéorème : Soit (u; ey; ez) une solution optimale pour le problème restreint. Alors, il
existe un unique processus adapté
ep 2 L2  [0; T ] ;Rn+1 ;solution de léquation di¤érentielle stochastique progressive8<:  dept = eHy (t; eyt; ezt; ept; ut) dt+ eHz (t; eyt; ezt; ept; ut) dWt;ep0 = egy (ey0) ;
tel que eH (t; eyt; ezt; ept; ut) = max
v2U
eH (t; eyt; ezt; ept; v) ; a:e ; a:s;où le Hamiltonien eH est déni de [0; T ] Rn+1 M(n+1)d (R) Rn+1  U dans R par
eH (t; eyt; ezt; ept; ut) = eb (t; eyt; ezt; ut) ept:preuve : Pour la simplicité, on pose
t =
 
t; eyt +   eyt   eyt ; ezt +   ezt   ezt ; ut :36
puisque u minimise le coût eJ sur U , Alors
0  eJ  u  eJ (u)




egy ey0 +   ey0   ey0  ey0   ey0 d
 E egy (ey0)  ey0   ey0+ EZ 1
0
egy  ey0 +   ey0   ey0  egy (ey0)  ey0   ey0 d:On remarque que ep0 = egy (ey0) :Alors
0  E ep0  ey0   ey0+ EZ 1
0
egy  ey0 +   ey0   ey0  egy (ey0)  ey0   ey0 d:En appliquant la formule de Itô à ept  eyt   eyt, on obtient
E














heb (t; eyt; ezt; ut) eb  t; eyt; ezt; uti eptdt:37














































hebz  t ebz (t; eyt; ezt; ut)i ept2 ddt1=2EZ T
0














hebz  t ebz (t; eyt; ezt; ut)i ept2 ddt1=2 :38














































egy  ey0 +   ey0   ey0  egy (ey0)  ey0   ey0 d
+ C3=2: 39









egy  ey0 +   ey0   ey0  egy (ey0)2 d1=2 E ey0   ey021=2









egy  ey0 +   ey0   ey0  egy (ey0)2 d1=2









egy  ey0 +   ey0   ey0  egy (ey0)2 d1=2











egy  ey0 +   ey0   ey0  egy (ey0)2 d1=2

















h eH (t; eyt; ezt; ept; ut)  eH (t; eyt; ezt; ept; v)i dt:Ceci implique que
0  E
h eH ( ; ey ; ez ; ep ; u )  eH ( ; ey ; ez ; ep ; v)i ; d   a:e:Maintenant, soit a 2 U un élément deterministe et F un élément arbitraire de Ft, eton pose
wt = a1F + ut1
 F :Il est clair que w est un contrôle admissible.Puisque 0    T , alors pour tout variable aléatoire v Ft-mesurable et à valeursdans U telle que Ejvj2 < +1, on obtient
0  E
h eH (t; eyt; ezt; ept; ut)  eH (t; eyt; ezt; ept; v)i ; dt  a:e;En appliquant cette inégalité à w, on aura
0  E[1F ( eH (t; eyt; ezt; ept; ut)  eH (t; eyt; ezt; ept; a))]; 8F 2 Ft;ce qui implique
0  E[ eH (t; eyt; ezt; ept; ut)  eH (t; eyt; ezt; ept; a) = Ft]:La quantité à lintérieur de lesperance conditionnelle étant Ft-mesurable, donc le41
résultat suit immédiatement. Ceci prouve le théorème.2.3 Conditions doptimalité pour les contrôles strictsA partir des résultats de la section précédente, nous allons reformuler les conditionsnécessaires données au théorème précédentet établir les conditions doptimalité pour leproblème initial:2.3.1 Conditions nécessaires doptimalitéthéorème : Conditions nécessaires doptimalité pour les contrôles stricts). Soit (u; yu; zu)
une solution optimale pour le problème initial. Alors, il existe un unique processus adapté
pu 2 L2 ([0; T ] ;Rn) ;
solution de léquation di¤érentielle stochastique progressive suivante8<:  dput = Hy (t; yut ; zut ; put ; ut) dt+Hz (t; yut ; zut ; put ; ut) dWt;pu0 = gy (yu0 ) ;tel que




t ; ut) = max
v2U




t ; v) ; a:e ; a:s;où le Hamiltonien H est déni de [0; T ] Rn Mnd (R) Rn  U dans R par





De le dénition de eH; ep; eb et ez, on obtient
eH (t; eyt; ezt; ept; ut) = Ht; yut ; zut ; put ; utet de léquation adjointe associée au problème restreint, on déduit léquation adjointeassociée au problème initial. Finalement, linégalité variationnelle du problème initial estdéduite directement de celle du problème restreint.2.3.2 Conditions su¢ santes doptimalitéthéorème : (Conditions su¢ santes doptimalité pour les contrôles stricts). On sup-pose que U est convexe et pour tout v 2 U et pour tout t 2 [0; T ], la fonction g estconvexe et lapplication (yt; zt; vt)  ! H (t; yt; zt; pt; vt) est concave. Alors, u est un op-timal contrôle pour le problème initial sil vérie les conditions nécessaires doptimalité:preuve : Soit u un contrôle strict arbitraire (candidat à être optimal) et (yut ; zut ) lasolution associée. Pour tout contrôle strict v, avec solution associée (yvt ; zvt ), on a




[h (t; yvt ; z
v
t ; vt)  h (t; yut ; zut ; ut)] dt:Puisque g est convexe, on aura
g (yv0)  g (yu0 )  gy (yu0 ) (yv0   yu0 ) :Alors




[h (t; yvt ; z
v
t ; vt)  h (t; yut ; zut ; ut)] dt:43
Proof. On remarque que
pu0 = gy (y
u
0 ) :On déduit




[h (t; yvt ; z
v
t ; vt)  h (t; yut ; zut ; ut)] dt:En appliquant la formule de Itô à put (yvt   yut ), on obtient










t ; ut) (y
v








t ; ut) H (t; yvt ; zvt ; put ; vt)] dt:Puisque H est concave en (y; z; u), alors




t ; vt) H (t; yut ; zut ; put ; ut)







t ; ut) (z
v







t ; ut) (ut   vt)







t ; ut) (y
v
t   yut ) +Hz (t; yut ; zut ; put ; ut) (zvt   zut ) :44
Alors, on obtient









t ; ut) (ut   vt) dt:On sait que H (t; yut ; zut ; put ; :) est concave, alors  H (t; yut ; zut ; put ; :) est convexe de Udans R. De plus, U est convexe et  H (t; yut ; zut ; put ; :) est continue, Gâteaux-di¤érentiable,avec di¤érentielle continue, alors en appliquant le principe de loptimisation convexe (voirEkeland-Temam [11; prop 2.1, page 35]), on obtient
 H (t; yut ; zut ; put ; ut) = inf
vt2U
 H (t; yut ; zut ; put ; vt)()  Hv (t; yut ; zut ; put ; ut) (vt   ut)  0:Où dune manière équivalente




t ; ut) = max
vt2U











t ; ut) (ut   vt)  0:Ce qui nous donne
J (v)  J (u)  0:Le théorème est prouvé. 45
Chapitre 3Conditions doptimalité en contrôlestochastique relaxéLe but de ce chapitre est de généraliser le chapitre 2 cest- à- dire établir une généra-lisation du principe du maximum en contrôle optimal stochastique. lidée serait dinjecterlespace des contrôles ordinaires U dans lespace des mesures de probabilité sur U où
U désigne lensemble des valeurs prise par le contrôle ordinaire. Ce nouvel espace appeléespace des contrôles relaxés .Notre objectif dans ce chapitre est détablir un principe du maximum vérié par uncontrôle optimal relaxé. La démonstration est basée sur lapproximation des trajectoiresdes contrôles relaxés par les trajectoires des contrôles ordinaires et le principe du maxi-mum approché.Avant détablir le principe du maximum relaxé, nous allons donné des hypothèses etdes dénitions nécessaires3.1 Formulation du problème et notationsSoient (
;F ; (Ft)t0; P ) un espace probabilisé ltré satisfaisant les conditionsusuelles sur lequel on dénie, un mouvement Brownien (Wt)t0 ,on suppose que Ft =46
 (Ws; 0  s  t) :On considère LEDSR suivant
8<: dyt = b (t; yt; zt; ut) dt+ ztdWtyT = où b est dénie sur [0; T ]RnRndRm à valeurs dans Rn est une fonction mesurableet  une variable aléatoire FT -mesurable.La fonction coût a minimiser est donnée par
J (u) = E [g (y0)] + E
Z T
0
h (t; yt; zt; ut) dtoù h (t; yt; zt; ut) [0; T ] Rn  Rnd  Rm  ! R mesurable et
g (y) Rn  ! R mesurable en yOn suppose que b , h , g sont dérivable en x; y; z et à dérivées continues et bornées.
b ,h; sont continues en u.Remarque 3.1
i) Léquation détat admet une solution forte unique







ii) La fonction coût est bien dénie.Soit V lensemble des mesures de Radon sur [0; T ] U dont la projection sur [0; T ]coïncide avec la mesure de Lebesgue munie de la topologie de la convergence stable desmesures .
V est un espace compact métrisable. la convergence stable est préconisée par lesfonctions mesurables bornée h (t; a) telle que pour chaque t 2 [0; T ] ;
h (t; :) soit continue.Lespace V est munit de sa tribu Boreliènne ,qui est la plus petit tribu telle que47
lapplication q ! R h (s; a) q (ds; da) soit mesurable pour toute fonction h mesurable,bornée et continue en a .Dénition 3.2 : Soit P ([0; T ] U) lensemble des mesures de probabilité sur [0; T ]
U telle que la projection sur [0; T ] coïncide avec la mesure de lebesgue dt: Un contrôle
relaxé q est un variable q (!; dt; da) a valeurs dans V telle que pour chaque t 1]0;t[q
est Ft mesurable
On note par R lensemble des contrôles relaxés.Remarque 3.3 : Un contrôle relaxé peut étre désintégré en
q (!; dt; da) = dtq (!; t; da)où q (!; t; da) est un processus progressivement mesurable a valeurs dans lespace
P (U) des mesures de probabilitésRemarque 3.4 : Lensemble U des contrôles ordinaires peut être injecté dans
lensemble R des contrôles relaxés par Lapplication




b (t; yt; zt; a; ) qt (da) dt+ ztdWt
yT = 
((3  1))avec les même hypothèses sur b .La fonction coût a minimiser est donnée par48





h (t; yt; zt; a; ) qt (da) dt: ((3  2))avec les mêmes hypothèses sur h et g .Remarque 3.5 : Les hypothèses sur les di¤érents coè¢ cients dénissant léquation
détat et la fonction de coût sont les méme avec le chapitre précédent.On cherche a minimiser la fonction coût J () sur lensemble R . Cest a dire trouverun contrôle q 2 R telle que
J (q)  J () 8  2 R ((3  3))on note
J (q) = inf
2R
J ()La solution de léquation détat dans lespace de contrôle relaxé est donnée par





b(s; ys; zs; a)qs (da) ds 
Z T
t
zsdWsRemarque 3.6 : On pose
b (t; yt; zt; a) =
Z
U
b (t; yt; zt; a; ) qt (da)
Léquation précédente donné
8<: dyt = b (t; yt; zt; a) dt+ ztdWtyT = 
et dans ce cas la fonction b qui satisfait les mêmes conditions que b et de plus linéaire
en q .
Donc dans ce nouvel model, lensemble des valeurs du processus u est remplacé par49
P (U) lensemble des valeurs du processus qt ,où P (U) est lespace des mesures de pro-
babilités sur U et b par b ,et on a lavantage que P ([0; T ] U) soit convexe et compact
etb linéaire en q:Remarque 3.7 : Si qt = u(t) est la mesure de Dirac au point u (t) pour chaque t 2
[0; T ] alors
Z
U
b (t; yt; zt; a; ) qt (da) =
Z
U
b (t; yt; zt; a; ) ut (da) = b (t; yt; zt; ut)
Dans ce cas on aura un problème de contrôle ordinaire par conséquent le problème
de contrôle relaxé généralisé bien le problème ordinaire dans le sens où lensemble des
contrôles ordinaires peut être considéré comme un sous-ensemble de celui des contrôles
relaxés .3.2 Approximation des trajectoiresPour établir le principe du maximum dans le cas des contrôles relaxés on a besoindun résultat dapproximation des trajectoires des contrôles relaxés par les trajectoiresdes contrôles ordinaires . Pour cela, loutil essentiel est un lemme connu sous le nom dechaterring lemma et qui est donné par :Lemme 3.8 (Chaterring lemma) : Soit q un contrôle relaxé alors il existe une
suite (un) de contrôle ordinaire telle que
dtqnt (da) = dt un (da)  !
n!1
dtq (da) faiblement.



















h (s; ys; zs; a; ) qs (da) unifDémonstration : Voir [18].A partir du chaterring lemma, on a lapproximation des trajectoires, donnée par lethéorème suivantLemme 3.9 : Soit (y; z) ; (yn; zn) les trajectoires associées respectivement aux contrôles










! 0 si n!1Preuve : Soit (y; z)la solution de LEDSR suivant





b (s; ys; zs; a) qs (da) ds 
Z T
t
zsdWset (yn; zn) la solution de LEDSR suivant
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b (s; yns ; z
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s ; a) q
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b (s; ys; zs; a) qs (da) = sdonc on applique la fomule dItô sur (yt   ynt )2 on obtient léquation suivante51
jynt   ytj2 +
Z T
t
jzns   zsj2ds = 2
Z T
t




jyns   ysjjns   sjdspuis, comme 2ab  a2 + b2;
jynt   ytj2 +
Z T
t






jns   sj2dset donc utilisant lespérance,on obtient
E(jynt   ytj2 +
Z T
t






jns   sj2ds):::::::::::tel que
jns   sj2 = j
Z
U
b (s; yns ; z
n





b (s; ys; zs; a) qs (da) j2en calcul jn   j2 et puis revenant à linégalité (); donc
jns   sj2 = j
Z
U
b (s; yns ; z
n
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b (s; ys; zs; a) qs (da) j2Si on prend linégalité (a+ b)2  2a2 + 2b2;
jns   sj2  2j
Z
U
b (s; yns ; z
n
















b (s; ys; zs; a) qs (da) j2Donc ,en intégrant de t àT;
Z T
t
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b (s; ys; zs; a) q
n













b (s; ys; zs; a) qs (da) j2dsPar conséquent daprés les hypothése sur b on obtient
Z T
t
jns   sj2ds  2c
Z T
t











jyns   ysj2 + 2
Z T
t
jzns   zsj2 + n
 2 (c+ 1)
Z T
t
jyns   ysj2 + 2 (c+ 1)
Z T
t
jzns   zsj2 + nRevenant a linégalité ()
E(jyns   ysj2 +
Z T
t




+2 (c+ 1) E[
Z T
t
jyns   ysj2 + 2 (c+ 1)
Z T
t




jyns   ysj2ds+ 2 (c+ 1)E
Z T
t
jzns   zsj2 + nPosons c+ 1 = 1
4
E(jyns   ysj2 +
Z T
t
jzns   zsj2)  KE
Z T
t
jyns   ysj2ds+ nOn déduit deux inégalités
Ejyns   ysj2  KE
Z T
t




jzns   zsj2)  KE
Z T
t
jyns   ysj2ds+ npour
Ejyns   ysj2  KE
Z T
t














jzns   zsj2ds = 0Le théorème est démontré.Remarque 3.10 : Si on note (yn; zn) la solution associée a qn alors (yn; zn) doit
satisfait léquation suivante8<: dynt =
R
U
b (t; ynt ; z
n
t ; a) q
n





Cest à dire 8<: dynt = b (t; ynt ; znt ; unt ) dt+ znt dWtynT = 3.3 Principe du Maximum ApprochéOn remarque dans le chapitre précédent que le contrôle optimal nexiste pas si ona labsence dhypothèse de Fillipov cest-a-dire labsence dhypothèse de convexité ;parcontre on sait quil existe toujour un contrôle presque optimal ,et pour cela le principe dumaximum approché est un grand utilité pour démontré le principe du maximum relaxé.Ladémonstration sur le principe du maximum approché basé essentiellement sur le principevariationnel dEkland, lidée pour applique le théorème dEkland a notre problème estde munir lensemble des contrôle admissible U dune distance adéquate qui fera de lui unespace métrique complet.La démonstration sur le principe du maximum approché est basé essentiellement surle principe variationnel dEkland.Théorème 3.10 (Principe variationnel dEkeland) : On pose un espace metrique
complet (V; d) et une fonction F semi continue inférieurement telle que la fonction F
dénie dans V a valeurs dans R et admet aussi une borne inferieure ni.donc 8 u 2 V
avec F (u)  Inf (F ) + " et 8  0 il existe v 2 V tel que
i) F (v)  F (u)
ii) d(u; v)  
iii) F (v)  F (w) + "

d (v; w)Corollaire 3.11 : Soit (V; d) un espace metrique complet et F : V  ! R une fonction
semi-continue inférieurment admettant une borne inférieure nie, alors 8 "  0; il existe
u" 2 V tel que 55
1) F (u")  Inf(F ) + "2) F (u")  F (u) + "d(u"; u):Pour appliquer le principe variationnel dEkeland, on munit lespace des contrôles Udune distance adéquate pour en Faire un espace métrique complet. Pour cela, on dénit
d (u; v) = P 
 dt f(!; t) 2 
 [0; T ] ; u (t; !) 6= v (t; !)g ;où P 
 dt est la mesure produit de P avec la mesure de Lebesgue dt.Lemme 3.12 :
1) (U ; d) est un espace métrique complet.
2) La fonction J est continue de U dans R.Preuve : Voir [23] :Soit maintenant q 2 R un contrôle optimal relaxé et xq sa trajectoire correspondante.On sait par le chatering lemma et lapproximation des trajectoires, quil existe une suite
(un)n de contrôle ordinaires tels que









0;où xnt est la trajectoire associée aux contrôles qn:De loptimalité de q, il existe une suite ("n)n de nombre positifs, avec limn!1"n = 0, telque
J (un; ) = J (qn; )  J (q; ) + "n:Ceci implique que un est un contrôle "n optimal, donc on peut lui appliquer le prin-56
cipe variationnel dEkeland. On obtient
J (un)  J (v) + "nd (un; v) ; 8v 2 U .De cette inégalité, on peut établir facilement le principe du maximum approché.Théorème 3.13 (Principe du maximum approché) : Pour chaque "n  0, il existe
une suite de contrôle ordinaires (un)n 2 U , tel que il existe un processus adapté pn (t)
solution de
dpn (t) =
  (by)n (t) pn (t) + (hy)n	 dt
+
Pd
i=1 f  (bz)n (t) pn (t) + (hz)n (t)g dWi





H (t; yn; zn; v; pn)  H (t; yn; zn; un; pn) + "n
où
H (t; yn; zn; un; pn) = pn (t) b (t; yn; zn; un)  h (t; yn; zn; un)Preuve : On sait précedemment que par le principe variationnel dEkeland, on a
J (un)  J (v) + "nd (un; v) ; 8v 2 U ,où la distance d est dénie par
d (u; v) = P 
 dt f(!; t) 2 
 [0; T ] ; u (t; !) 6= v (t; !)g ;où P 
 dt est la mesure produit de P avec la mesure de Lebesgue dt.57
Soit la perturbation fort suivante
un" =
8<: v si t 2 [t t+ "[un si t =2 [t t+ "[Ce qui nous donne
J (un)  J (un" ) + "nd (un; un" ) .Cest à dire
J (un)   J (un" )  "nd (un; un" )De la dénition de la distance d, on a
d(u"; u"h) = P 
 dt f(t; !) = un (t; !) 6= un" (t; !)g
= P 
 dtB  t0 ; t+ "	










= P (B) "Don on aura
d(u"; u"h)  "Ce qui donne
J (un)   J (un" )  "n"A partir de cette inégalité, le reste de la démonstration est le même que le prin-cipe du maximum en contrôle optimal stochastique (chapitre 2 théorème 2) avec uneremplacement de u par un , nalement on obtientsi "! 0 on a
H (t; ynt ; z
n
t ; v; p
n
t )  H (t; ynt ; znt ; unt ; pnt ) + "n (3.1)Ce qui termine la démonstration. 58






jpt   pnt j2
!
! 0 si n!1Preuve : Pour la simplicité des calculs, on pose
 by (s; ys; zs; a) qs (da) = y








hz (s; ys; zs; a) qs (da) = ziZ
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s ; a) q
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s ; a) q
n
s (da) = 
n
ziSoit pn et p les solutions respectives des équations di¤érentielles stochastiques (3:6) et















fny :pns + nygds+
Z t
0
fnzi :pns + nzigdWiPar la formule dItô on a
Ejpt   pnt j2 =
Z t
0




Ej(ps   pns )d (ps   pns ) ds
 Ejgy (yn0 )  gy (y0) j2 +
Z t
0




Ejps   pns jj(nypns + yps) + 2
Z t
0
Ejps   pns jjny   yjdaprés les hypothése sur b et h; puisque elles sont borné on a







Ejps   pns j2 +
Z t
0




 C1E (jyn   yj+ jzn   zj)2 + C2
Z t
0




Ejps   pns j2ds+
Z t
0
E(jyns   ysj2 + jzns   zsj2)dsdonc
E
jps   pns j2  k Z t
0




E(jyns   ysj2 + jzns   zsj2)dset daprés cette lemme on a n  ! 0 si n!1 par consequent en utilisant le lemmede Gronwall on obtient
E




jps   pns j2 = 0Ce qui termine la démonstration.A partir de ce dernier théorème et lapproximation des trajectoires, on peut facilementétablir et démontrer le principe du maximum relaxé et qui est donné parThéorème 3.15 : Soit (q; y) une solution optimal pour notre problème de contrôle
relaxé alors il existe un processus At adapté solution de léquation di¤érentielle stochas-
tique (3:7)
Tel que
H (t; yt; zt; ; pt)  H (t; yt; zt; qt; pt) ;8  2 P (U)
Où le Hamiltonien H dans le cas relaxé est déni par61
H (t; y; z; q; p) = p
Z
U
b (t; y; z; a) q(da) 
Z
U
h (t; y; z; a)q(da)Preuve : On pose
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b (t; yt; zt; a) qt (da) 
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h (t; yt; zt; a) qt (da)
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b (t; yt; zt; a) (da) 
Z
U
h (t; yt; zt; a) (da)Daprés le principe du maximum approché
H (t; ynt ; z
n
t ; v; p
n
t )  H (t; ynt ; znt ; unt ; pnt ) + "nPour prouvé le théorème il faut montré dabort que
lim
n
EjHn  Hqj2 = 0
lim
n
EjHnv  Hj2 = 0donc on utilisant la dénition de Hn; Hq; Hnv ; H on trouve
EjHn  Hqj2 = EjH (t; ynt ; znt ; unt ; pnt ) H (t; yt; zt; qt; pt) j2




b (t; yt; zt; a) qt (da) +
Z
U
h (t; yt; zt; a) qt (da) j2daprés linégalité (a+ b)2  2(a2 + b2);
EjHn  Hqj2  2Ejpnb (t; ynt ; znt ; unt )  p (t)
Z
U
b (t; yt; zt; a) qt (da) j2
+2Ejh (t; ynt ; znt ; unt ) 
Z
U
h (t; yt; zt; a) qt (da) j2
 2 (1 + 2) :telle que
1 = Ejpnb (t; ynt ; znt ; unt )  p (t)
Z
U
b (t; yt; zt; a) qt (da) j2
2 = Ejh (t; ynt ; znt ; unt ) 
Z
U
h (t; yt; zt; a) qt (da) j2Pour 1 on a
1 = Ejpnb (t; ynt ; znt ; unt )  p (t)
Z
U
b (t; yt; zt; a) qt (da) j2
= Ejpnb (t; ynt ; znt ; unt ) + p
n
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b (t; yt; zt; a) qt (da)

j2daprés le chatering lemma, on obtient
Z
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b (t; yt; zt; a) qt (da) si n!1par conséquent on conclut que
1  ! 0 si n!1Pour 2 on a
2 = Ejh (t; ynt ; znt ; unt ) 
Z
U
h (t; yt; zt; a) qt (da) j2
= Ejh (t; ynt ; znt ; unt )  h (t; yt; zt; unt ) + h (t; yt; zt; unt ) 
Z
U
h (t; yt; zt; a) qt (da) j2
 2Ejh (t; ynt ; znt ; unt )  h (t; yt; zt; unt ) j2 + 2Ej
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Ce qui nous donne
lim
n
EjHn  Hqj2 = 0Par la même méthode on obtient. limn EjHnv  Hj2 = 0
EjHnv  Hj2 = EjH (t; ynt ; znt ; v; pnt ) H (t; yt; zt; ; pt) j2




b (t; yt; zt; a)t (da) 
Z
U
h (t; yt; zt; a)t (da) j2puisque b , h borné et le lemme (3:2) on a
lim
n
EjHnv  Hj2 = 0Finalement pour n!1 on a
H  Hq ; 8 2 P (U)Le théorème est prouvé.Théorème . Si on suppose que la fonction g est convexe et (yqt ; zqt )  ! Hq (t; yqt ; zqt ; pqt ; qt)est concave, alors  est optimal sil satisfait les CNOR:Preuve : Même démonstration que pour le cas strict.65
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RésuméDans ce travail, nous nous intéressons aux conditions nécesssaires et su¢ santes doptimalitéen contrôle stochastique des systèmes gouvernés par des équations di¤érentielles stochas-tiques rétrogrades. Les conditions nécessaires et su¢ santes doptimalité seront établis pourdeux modèles. Le premier concerne les contrôles stricts (Classiques), qui sont des processusà valeurs dans un sous ensemble de Rm. Le second est la généralisation du premier aux casdes contrôles relaxés, qui sont des processus à valeurs mesures. Les résultats du cas strict,seront établis en introduisant une nouvelle méthode qui consiste à traîter le problème sanscoût intégral et transformer le problème en un problème réstreint. Le résultat avec coût in-tégral sera déduit du cas restreint pat une transformation adéquate du processus adjoint etdu Hamiltonien. Le cas relaxé sera déduit par passage à la limite en utilisant essentiellementle principe variationnel dEkeland.Le premier chapitre est consacré à lintroduction des résultats principaux des équationsdi¤érentielles stochastiques rétrogrades et spécialment le théorème dexistence et dunicitéde Pardoux-Peng.Dans le deuxième chapitre, on traîte le problème des contrôles stricts et on établit desconditions nécessaires et su¢ santes doptimalité.Le troisième chapitre est consacré à la généralisation des résultats du deuxième chapitre aucas des contrôles relaxés qui sont des processus à vcaleurs mesures. Le principal outil pourobtenir les résultats est le principe variationnel dEkeland..
Mots clés. Equation di¤érentielle stochastique rétrogrades, Contrôle stricts, Contrôle re-laxé, Principe du maximum, Principe variationnel, Processus adjoint.
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