ajor mathematical ideas behind the Galerkin methods in section 2. n 3, ic__wo_ diaer ent mathematical problems of scattering, occurring and in the theory of water waves respectively, and have reduced problenis to those of solving & a integal equations of first kind, with &r 4, we have presented the approximate soiutionrs of the intea-ai ated in section 3, by employing just or,e term Galerkin approximations and ave derived approximate results for certain special quantities of practical the problems considered in section 3.
nes considered in the present work, the principal of solving some linear operator equations (linear red here) of the type
Whenever the mathematical problems at hand are expressible in the forms of the two relations In the Galerkin methods which can be successfully utilized for many problems (especially for the p~-obIems considered here), we express the approximate solution F ( z ) , in the form: (2.6) where {$? (x>)~+ denotes a set of n linearly independent functions (not necessarily orthogonal) in S and c3's are n constants to be determined. as desired below.
Using the relation (2.6) in the relation (2.3), after choosing X(x) = $k(z), €or a fixed k (I 5 k 5 n,), we obtain the following set of approximate linear relations (2.7)
Treating the above approximate relations (2.7) as a set of n linear equations, we can determine the constants ej's ( j = 1 , 2 , . . . , n) and then the determination of the approximate solution F ( z ) , can be completed by using the relation (2.6).
Also, the approximate evaluation of the inner product [ f , l ] can be completed and we obtain
12
As an example, by taking n = 1 only, we obtain It is obvious from the above discussion that varieties of Galerkin methods can be developed by varying $ j ' s and n. 
only on " single-term" Galerkin approximations.
now make the followkg observations:
ne results (iii) and ( i v ) we find that (2.10) cne of the following two cases hold good.
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( i i i )
4)
(e-ixz + Re"%) sin (7 j , as x -+ -00, x > o (a known constant) (Note that R and 7' are unknown complex constants to be determined).
along with the edge condition that ~4 possesses a square-root singularity at the edge y = d.
Note: The forms of # as given by (zzz), suggest that
along with the equation (2.1). and (3.17) in which R is also an unknown constant.
Reduction to two integral equations.
The above dual integral equations can be seduced to separate integral equations, by employing a trick, similar to the one used for the problem 1, along with the use of the Havelock's expansion theorem (see Ursell [7] ). In fact, this has already been done by Evans and Morris [2] .
Firstly, setting the left side of the relation (3.16), as equal to -f(y), and noting that f(y) = 0, for 0 < y < a, we can determine b ( k ) in terms of f(y), by using Havelock's expansion theorem, and then the relation (3.17) gives rise to the integral equation:
?rR 2 (3.18) where 
