The anatomy and physiology of synaptic connections in rodent hippocampal CA1 have been 2 exhaustively characterized in recent decades. Yet, the resulting knowledge remains disparate 3 and difficult to reconcile. Here, we present a data-driven approach to integrate the current 4 state-of-the-art knowledge on the synaptic anatomy and physiology of rodent hippocampal CA1, 5 including axo-dendritic innervation patterns, number of synapses per connection, quantal con-6 ductances, neurotransmitter release probability, and short-term plasticity into a single coherent 7 resource. First, we undertook an extensive literature review of paired-recordings of hippocam-8 pal neurons and compiled experimental data on their synaptic anatomy and physiology. The 9 data collected in this manner is sparse and inhomogeneous due to the diversity of experimental 10 techniques used by different labs, which necessitates the need for an integrative framework to 11 unify these data. To this end, we extended a previously developed workflow for the neocortex to 12 constrain a unifying in silico reconstruction of the synaptic physiology of CA1 connections. Our 13 work identifies gaps in the existing knowledge and provides a complementary resource towards 14 a more complete quantification of synaptic anatomy and physiology in the rodent hippocampal 15 CA1 region.
whereĝ (nS) is the peak conductance, d is the decaying component with time constant τ d (ms) 139 and r is the rising component with time constant τ r (ms). Rise time constants are set to 0.2 ms for 140 all pathways following Markram et al. (2015) . Synapses were normalized (with A normalization 141 constant) such as they reach peak conductance at time to peak t p (ms). N r is the number 142 of released vesicles. Vesicle release dynamics was governed by a hybrid stochastic STP model 143 (Fuhrmann et al., 2002) . The model releases a single vesicle with probability U (t) (see TM model 144 above) which then recovers. Vesicle recovery is an explicit process, meaning that compared to the 145 canonical TM model, only fully recovered vesicles can be released. To this end, synaptic vesicles 146 were implemented as 2-state (effective and recovering) Markov processes, in which staying in the 147 recovered state at time t was described as a survival process, with time constant D (Chindemi,
where V m (mV) is the membrane potential and E rev (mV) is the reversal potential of the given 163 synapse. NMDAr currents depend also on M g 2+ block:
where mg(V ) is the LJP corrected Jahr-Stevens nonlinearity (Jahr and Stevens, 1990) :
where C is the extracellular magnesium concentration and c 1 = 0.062 (1/mV) and c 2 = 2.62 with NMDA/AMPA peak conductance ratio. NMDA/AMPA peak conductance ratio = 1.22 was 170 taken from Groc et al. (2002) ; Myme et al. (2003) . Synaptic currents are individually delayed 171 based on axonal path length and conduction velocity of 300 µm/ms (Stuart et al., 1997) and an 172 additional 0.1 ms delay of neurotransmitter release (Ramaswamy et al., 2012) . µm cube for cell pairs from different layers). Secondly, postsynaptic cells were current-clamped to 177 match the LJP-corrected holding potential specified in the experiments. It is important to note, 178 that in the case of pyramidal cells sodium channels were blocked (in silico TTX application) 179 when clamping above -60 mV to avoid spontaneous firing of the cell models (see Figure 5 in 180 Migliore et al. (2018) ). Thirdly, a spike from the presynaptic cell was triggered, which stimulated 181 all the synapses of the connection and resulted in a somatic PSP of the postsynaptic neuron.
182
This exercise was run for 50 pairs with 35 repetitions for each. Lastly, mean PSP amplitude 183 was compared to the experimentally reported one and peak conductance value was adjusted 184 respectively using the formula: Before we ran any simulations with synapses using the extracted parameters, we verified that 212 the anatomy of synapses ( Figure 2 ) such as the number of synapses per connection and targeting 213 profile, as well as basic electrophysical properties of the cell models match experimental data.
214
Cell pairs used in the simulations were pulled out from a data-driven reconstruction of the rat 215 CA1 region, built with the pipeline presented in Markram et al. (2015) . Number of synapses per 216 connection for experimentally characterized pathways (Ali, 2011; Biro et al., 2005; Buhl et al., 217 1994a,b; Deuchars and Thomson, 1996; Földy et al., 2010; Maccaferri et al., 2000; Sik et al., 218 1995; Vida et al., 1998 ) (r = 0.98, Figure 2 b and Supplementary Table S3 ) along with targeting 219 profile (Figure 2 a) was verified for this work. PSP attenuation in the active dendrites of PCs 220 (Migliore et al., 2018) is also in line with the experimentally reported curves (Magee and Cook, 221 2000) (Supplementary Figure S1 ). Peak conductances of single synapses cannot be measured routinely with today's experimental 280 techniques, thus are always somehow tuned to match a desired behavior in modeling studies.
281
While it is appealing to calculate peak conductances from voltage-clamp recordings simply by , 1993; Williams and Mitchell, 2008) . Namely, if one voltage clamps the soma of a neuron, 285 that will not necessarily mean that the dendritic compartments where most of the synapses arrive 286 will have the same holding voltage (which cannot be compensated experimentally) and this can 287 bias the driving force estimate. Furthermore, in the case of thin dendrites and strong synapses, 288 the relation between the PSC amplitude and the peak conductance is rather sublinear (Gulyás 289 et al., 2016). Using the same reasoning and access to connections measured in both voltage 290 clamp and current clamp modes from the somatosensory cortex we have recently shown that the 291 space clamp corrected in silico peak conductances are at least twice as big as their calculated 292 counterparts (Markram et al., 2015) . In the case of rat hippocampal CA1, we did not have the 293 luxury of having both PSCs and PSPs from the same pair (See Supplementary Tables S1 and S2) , 294 thus just used all PSPs to tune the in silico peak conductances to match the in vitro PSPs (Ali 295 et al., 1998; Cobb et al., 1997; Deuchars and Thomson, 1996; Fuentealba 296 et al., 2008; Pawelzik et al., 1999 Pawelzik et al., , 2002 (Figure 3 d, Table 1 ). In short, all other synapse 297 parameters (anatomy, rise, and decay time constants, STP parameters, N RRP , NMDA/AMPA 298 peak conductance ratio, reversal potential) were rigorously validated, a pair was selected from the 299 digitally reconstructed circuit, the postsynaptic neuron was current clamped to the given holding 300 voltage, a spike was delivered from the presynaptic neuron, which caused a PSP, measured in 301 the soma. After repeating this for multiple pairs (n = 50) with many trials for each (n = 35) we 302 scaled the peak conductance to match the reference mean PSP amplitude (see Methods). Next, 303 we repeated the same protocol on a different set of randomly selected 50 pairs with the tuned peak 304 conductance distributions as a validation of the reconstruction process itself (r = 0.99, Figure 3 d, 305 Supplementary Table S5 ). As an external validation of the resulting peak conductances, we set to 306 compare them to published single-channel conductance and receptor number estimates. We only After integrating all the parameters (Table 1) , obtaining values from somatosensory cortex to 328 fill knowledge gaps when necessary (Table 1) , and simulating paired recordings in silico we 329 could extend predictions derived through this framework to other pathways (Figure 3 c, e).
330
Synapse anatomy of the experimentally uncharacterized pathways was assumed to be correct 331 and missing kinetic parameters were filled in with average values from the known ones, grouped 332 by neurochemical markers, targeting and STP profiles and peak conductances (Table 1) . This It is general practice among modelers using simplified models to represent synapses as single 346 contacts between neurons and parameterize them with a single "weight". It is important to note 347 that in the detailed models presented here to concept of "weight" is a result of several features not 348 just the peak conductance. This concept depends on the number and location of synapses ( Figure   349 2), dendritic attenuation (Supplementary Figure S1 ), NMDA/AMPA conductance ratio and the 350 interplay between release probability, number of vesicles and peak conductance. (ms)), fitted (U SE , D (ms), F (ms)), tuned (ĝ(nS)) or taken from the somatosensory cortex (marked with *) (Markram et al., 2015) . Average class parameters are marked in bold and are used predictively for the remaining pathways belonging to the same class. Abbreviations are as in Figure 2 b 1 When using data from Kohus et al. (2016) we assumed that CCK+DTI neurons are SCA cells in SR. Furthermore, we assumed that synaptic currents measured in mouse CA3 are representative for similar pathways in rat CA1. 2
We assume that after all the listed correction in this paper, all parameters coming from different sources can be used together to parameterize the synapse models. 3
In lack of data, we assumed that NMDA/AMPA peak current ratio for excitatory to excitatory connections can be used for excitatory to inhibitory connections as well. 4
Also in the lack of representative data and our lack of neurogliaform cells we assumed that all inhibitory synapses are mediated purely by GABA A receptors. 5
For parametrizing reversal potentials we assumed that the general values of 0 mV for excitatory and -80 mV for inhibitory synapses can be used for all pathways. 6
For calculating release probabilities at different extracellular calcium concentrations we assumed that Hill functions parameterized with cortical data generalize well for hippocampal connections. 7
For modeling synaptic currents, we assumed that all CA1 synapses can be described with double exponential conductances, with vesicle release kinetics governed by the TM model. 8
The synapse model presented here, does not account for any type of long-term changes. 9
The biggest assumptions are inherited from the network model: In this work, we assumed that the published electrical models of single cells (Migliore et al., 2018) capture the behavior of different neurons in rat CA1. (The fact that we can not clamp PC models to potentials above -60mV without blocking sodium channels seems to violate this assumption.) We also assumed that the cell composition and cell density within the layers are homogeneous and the constrained connectivity reflects the connectivity of rat CA1. 10 An inherited assumption from Markram et al. (2015) is that the rise time constant of all synaptic currents is 0.2 ms. 11 Kinetic parameters for a given pathway are drawn from a distribution, but since (almost) all experimental data used to derive these parameters are representative for a given connection and not for individual synapses per se, we use the same parameters for all synapses mediating a single connection. 12 When generalizing our parameters for similar, experimentally uncharacterized pathways we group CA1 interneurons based on only one chemical marker. However, cells express many of these and the markers overlap (see hippocampome.org (Wheeler et al., 2015) ). By PV+ cells we mean: SP_PVBCs, SP_BS cells and SP_AA cells. By CCK+ cells we mean: SP_CCKBCs, SR_SCA cells and SLM_PPA cells. The only interneurons in our NOS+ class are SP_Ivy cells.
(Neurogliaform cells would belong here as well.) We assume all neurons in SO: SO_OLM cells, SO_BS cells, SO_Tri cells and SO_BP cells to be SOM+. 13 A usually unspoken, implicit assumption on communication between neurons is used here as well, namely, we model only glutamatergic and GABAergic synapses between presynaptic axons and postsynaptic somas and dendrites. Thus, we leave out co-transmission and neuromodulators acting on different receptors, retrograde messengers, any kind of gap-junctions and any axonal receptors. 
Figure captions

Supplementary Methods
The Tsodyks-Markram model of short-term plasticity underwent many changes in the years twenty years. For a recent and consistent review see Hennig (2013) . Furthermore, the equations are sometimes shown in the form of differential equations (Tsodyks and Markram, 1997; Tsodyks et al., 2000; Fuhrmann et al., 2002 Fuhrmann et al., , 2004 Loebel et al., 2009; Hennig, 2013) , while in other papers the iterative solution evaluated at spike arrivals is presented (Markram et al., 1998; Maass and Markram, 2002) . The version used in this article follows the formalism presented in Hennig (2013) :
where R(t) is the fraction of available resources, U (t) is the release probability, D, and F are depression and facilitation time constants respectively. U SE is the absolute release probability also known as the release probability in the absence of facilitation. δ(t) is the Dirac delta function and t spike indicates the timing of a presynaptic spike. Each action potential in a train elicits an A SE U (t spike )R(t spike )amplitude PSC, where A SE is the absolute synaptic efficacy and is linked to the N q part of the quantal model, where N is the number of release sites and q is the quantal amplitude. R = 1, and U = U SE are assumed before the first spike. In our simulations, we implement Fuhrmann et al. (2002) as the stochastic generalization of the model. The equation of the release probability is slightly different in that article and it reads as follows:
According to this equation U (t) decays to 0 (the wording of the articles suggest a decay to "the baseline"). To recover the definition of U SE as the release probability in absence of spikes (or U as the constant release probability in the first Tsodyks and Markram (1997) paper concentrating only on depressing connections) the +U SE (1 − U (t)) has to be evaluated before the release happens. On the other hand, the −U (t)R(t) jump in the equation of R still has to be evaluated after the event in order to be consistent with R being 1 in the absence of spikes. In this view U (t) is mostly zero and at spike arrivals, before release happens it jumps to U SE . From the biophysical point of view, this can be seen as a calcium-based model, where a quick calcium influx leads to release. On the other hand, in the Hennig (2013) version U (t) decays to its baseline U SE value and the U SE (1 − U (t)) jump happens after the release. When fitting the deterministic TM model to experimental data as well as simulating the stochastic version we use an event-based solution, meaning that the equations are only evaluated at spike times (as opposed to the ODE form).
For the Fuhrmann et al. (2002) version the iterative update is:
where ∆t is the the time between the (n + 1)th and nth spike and A n is the nth amplitude. On the other hand, the Hennig (2013) version (used to fit models in Kohus et al. (2016) ) is:
None of these forms are presented in the literature. Both Markram et al. (1998) and Maass and Markram (2002) put the jump terms into the decaying exponential part as follows:
Using the initialization R 1 = 1, U 1 = U SE and calculating the first two amplitudes with all 3 versions (Fuhrmann et al. (2002) , Hennig (2013) and Maass and Markram (2002) ) one gets:
With simulations, it is also possible to show that all the other amplitudes in response to a spike train will be the same for all versions. Thus, the 3 event-based models presented above are equivalent even if it would be hard to confirm by algebra. We present the Hennig (2013) formalism in the article since we find it more intuitive that both Dirac deltas are evaluated at the same point (after the PSC amplitude is calculated) and is more in line with the wording of the papers, but emphasize that it is consistent with the other versions and the fits presented in Markram et al. (2015) .
Supplementary Figures
Distance from soma (μm) EPSP (mV) 0.2 mV b a Figure S1 : PSP attenuation. Validation of PSP attenuation against experimental data from Magee and Cook (2000) . a: EPSC like currents were injected to the apical dendrites of the different pyramidal cell models from Migliore et al. (2018) and PSPs were measured at the injection site and at the soma. b: Summary of all models injected at different sites (in blue) and comparison to experimental data (in red). Figure 3 d ). PC to CCKBC and PC to Ivy are not shown on the figure for visualization purpose. In some cases (indicated with *) outliers were removed from the reference data (see published reference data in Table S1 ). Abbreviations are as in Figure 2 Cobb et al. (1997) 
