基于支持向量机递归特征消除和特征聚类的致癌基因选择方法 by 叶小泉 & 吴云峰
第５７卷　第５期 厦门大学学报（自然科学版） Ｖｏｌ．５７　Ｎｏ．５
　２０１８年９月 Ｊｏｕｒｎａｌ　ｏｆ　Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ（Ｎａｔｕｒａｌ　Ｓｃｉｅｎｃｅ） Ｓｅｐ．２０１８　
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
ｄｏｉ：１０．６０４３／ｊ．ｉｓｓｎ．０４３８－０４７９．２０１８０３０２２
基于支持向量机递归特征消除和
特征聚类的致癌基因选择方法
叶小泉，吴云峰＊
（厦门大学 信息科学与技术学院，福建省智慧城市感知与计算重点实验室，福建 厦门 ３６１００５）
摘要：癌症通常由基因发生突变引起，因此从大量基因中有效地识别出少量致癌基因具有重要意义．针对基因表达谱
数据高维小样本的特点，将支持向量机递归特征消除（ＳＶＭ－ＲＦＥ）和特征聚类算法相结合，提出一种新的基因选择方法：
Ｋ类别ＳＶＭ－ＲＦＥ（Ｋ－ＳＶＭ－ＲＦＥ）．该算法通过特征排序算法去除大量无关基因，利用Ｋ 均值聚类算法将相似基因聚为
一类，并通过两次ＳＶＭ－ＲＦＥ算法精选致癌基因．随后将Ｋ－ＳＶＭ－ＲＦＥ算法应用于多个基因表达谱数据集，并对其中的
关键参数设置进行了讨论．实验结果表明Ｋ－ＳＶＭ－ＲＦＥ算法所选基因较已有方法在分类准确率上有显著提高，特别是
在选择少量致癌基因上效果提升更为明显．
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　　癌症通常缘于正常组织在物理或化学致癌物的
作用下基因组发生突变，即基因表达水平的改变，使
得许多生物过程失调［１］．而基因表达信息可以通过基
因芯片技术测得，基因芯片（通常也称为ＤＮＡ微阵列
或生物芯片）是附着于固体表面的微观ＤＮＡ斑点的
集合．在分子生物学领域，根据核苷酸分子在形成双
链时遵循碱基互补原则，研究人员能够使用基因芯片
测量大量基因的表达水平信息，从而得到基因表达
谱．因此，若利用这些基因表达谱数据确定出与癌症
有密切关系的基因，将对癌症的诊断和治疗发挥重要
意义［２］．
由于存在与测定相关的成本问题，基因表达谱数
据具有高维小样本的特性．较高的维数是获得问题准
确描述的有力保障，但它又难以避免地会引入大量冗
余和与类别无关的噪声信息，这给传统的机器学习方
法带来了挑战．因此，从成千上万个基因中判断出在
不同疾病类别上具有差异性表达的少量致癌基因前，
需要剔除掉大量无关基因，而特征选择是一种有效的
手段．
在利用基因表达谱数据进行致癌基因选择的问
题上，Ｇｏｌｕｂ等［３］对急性白血病亚型识别和致病基因
的判别进行了研究，用信噪比（ＳＮＲ）指标来作为基因
对样本类别的区分能力，其研究结果表明白血病亚型
之间在基因表达上的差异可以通过一系列基因的表
达水平检测来进行临床诊断，并可以由此指导后续治
疗方案的制定．该方法运行速度较快，适用于高维数
据，但由于其不能识别冗余基因，结果常常不尽人意．
另外，Ｇｕｙｏｎ等［４］将支持向量机（ＳＶＭ）与递归特征消
除（ＲＦＥ）相结合提出了ＳＶＭ－ＲＦＥ算法，该方法通过
ＳＶＭ每个维度权重的绝对值来度量对应特征的重要
性，每次迭代删除权重排名靠后的一个特征，取得了
良好的效果．但是它每次迭代只删除一个特征，在高
维数据中仍耗时较长．因此Ｄｉｎｇ等［５］对它进行了改
进，使得每次可以按比例删除特征，提高了计算速度，
但同时也发现所选的特征对每次迭代删除的特征表
现得十分敏感．此外 Ｙｏｕｓｅｆ等［６］提出了一种基于
ＳＶＭ的递归聚类特征消除（ＳＶＭ－ＲＣＥ）算法，该方
法使用聚类方法对特征集进行聚类，随后利用ＳＶＭ
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对各个特征类进行评分，最后迭代删除得分最低的
那些特征类．此类递归聚类特征选择算法能够有效
去除大量无关特征，但最后剩下的部分特征之间存
在相似性较高、容易导致特征冗余的问题．因此，在
特征排序和ＳＶＭ－ＲＦＥ算法的基础上，本研究将二
者结合并引入聚类算法，提出一种新的、适用于基因
表达谱数据的特征选择方法：Ｋ 类别ＳＶＭ－ＲＦＥ（Ｋ－
ＳＶＭ－ＲＦＥ）．
１　相关工作介绍
在具有高维小样本特性的基因表达谱数据中，一
个快速且有效获得致癌基因的方法是对特征排序．因
此，在Ｋ－ＳＶＭ－ＲＦＥ算法中，利用基于ＳＮＲ的特征排
序方法剔除大量无关基因，将剩余基因利用Ｋ 均值算
法聚成多个类别，并利用ＳＶＭ－ＲＦＥ算法精选致癌
基因．
１．１　基于ＳＮＲ的特征排序
ＳＮＲ通常用来表示电子信号中信号与噪声的比
例，而在特征选择中，可以用ＳＮＲ指标来度量特征的
重要性，进而对特征排序．Ｇｏｌｕｂ等［３］的研究表明基于
ＳＮＲ的特征排序方法是一个快速且有效的致癌基因
判别方法．基因ｇｉ 的ＳＮＲ数值ＲＳＮ 通过下式计算
得到：
ＲＳＮ（ｇｉ）＝ ｕ＋
（ｇｉ）－ｕ－（ｇｉ）
σ＋（ｇｉ）＋σ－（ｇｉ）
， （１）
其中：ｕ＋（ｇｉ）和ｕ－（ｇｉ）分别表示第ｉ个基因ｇｉ在阴性
类别和阳性类别的平均表达值；σ＋（ｇｉ）和σ－（ｇｉ）分别
表示基因ｇｉ在两个类别中表达水平的标准差．
用式（１）来衡量每个基因的重要性，值越大说明
该基因越重要．若某一基因在不同类别中的分布均值
相等，那么它的ＲＳＮ等于零，则该基因便被认为是无关
基因而剔除．
１．２　Ｋ均值聚类算法
Ｋ 均值聚类算法［７］是最经典的聚类方法之一，它
基于观测对象间的相似度将对象划分不同类别，使得
类内具有较高的相似度，而类间的相似度较低．对于
给定的一组样本数据 （ｘ１，ｘ２，…，ｘｎ），现要将其划分
为Ｋ 个子集合（类别），Ｓ＝ ｛Ｓ１，Ｓ２，…，ＳＫ｝，Ｋ 均值
的划分思想是：先从ｎ个样本中随机选出Ｋ 个样本作
为初始聚类中心，随后将剩余样本分别划入与其距离
最近的聚类中心的相应类别中，使得类内总距离达到
最小，其目标函数可以表示为：
ａｒｇｍｉｎ
Ｓ ∑
Ｋ
ｉ＝１
∑
ｘ∈Ｓｉ
ｘ－ｕｉ ２， （２）
其中ｕｉ表示集合Ｓｉ的聚类中心点．所有样本的类别划
分完毕后需要更新各个类别的中心点，第ｔ＋１次的聚
类中心通过下式计算：
ｕ（ｔ＋１）ｉ ＝ １Ｓ（ｔ）ｉ ∑ｘｊ∈Ｓ（ｔ）ｉ
ｘｊ， （３）
随后对各个样本重新划分类别，重复以上过程直到中
心值的变化可以忽略不计或者达到最大的迭代次数．
１．３　ＳＶＭ－ＲＦＥ特征选择算法
ＳＶＭ 是一种基于统计理论的分类方法，它利用
核函数将普通低维空间中难以用一条直线分开的数
据映射到一个较高维度的空间中，使其达到线性可分
的目的．在ＳＶＭ 超平面上的每个维度对应着输入数
据集中的每个特征，因此可以把超平面上各个维度权
重的绝对值看作该维度（或特征）的贡献（或重要性）．
所以，权重的绝对值便可以用来对特征排序，从中选
出关键特征．ＳＶＭ－ＲＦＥ便是基于此思想的嵌入式特
征选择方法，最初由Ｇｕｙｏｎ等［４］提出，它是将ＳＶＭ与
ＲＦＥ的后项搜索方法相结合的产物．ＳＶＭ－ＲＦＥ的特
征选择过程如下所示．
输入：训练数据集Ｅ（ｎ个样本，ｍ 个特征），类标
签（ｎ，１）．
１）初始化当前特征集合Ｅｎｏｗ为原始数据集，最优
特征集合Ｅｂｅｓｔ 为空，最优特征子集分类正确率Ｓｂｅｓｔ
为０．
２）设置每次删除的特征数量比例ｐ（０＜ｐ＜１）．
３）重复以下步骤，直至当前特征集合Ｅｎｏｗ 为空：
由Ｅｎｏｗ建立ＳＶＭ模型，得到正确率评估值Ｓｎｏｗ；
按特征权重的绝对值｜ｗ｜降序排列Ｅｎｏｗ 中的
特征；
删除当前子集Ｅｎｏｗ 中排名靠后的ｐ％个特征；
若当前特征子集Ｅｎｏｗ 的正确率Ｓｎｏｗ 大于Ｓｂｅｓｔ：
Ｅｂｅｓｔ＝Ｅｎｏｗ．
输出：最优特征子集Ｅｂｅｓｔ．
ＳＶＭ－ＲＦＥ算法用ＳＶＭ 超平面的每个维度的权
重绝对值来代表相应特征的重要性，随后通过权重对
特征按从大到小排列．从降序排列的特征集合开始，
每次删除排名最后的那个特征；随后继续使用ＳＶＭ
在剩余特征集合上训练分类器，再删除特征；如此多
次重复进行直到该特征集合为空，或者达到了用户设
定的特征数量为止．由于其优异的性能表现，ＳＶＭ－
ＲＦＥ算法广泛用于图像处理，文本分析，生物信息处
理等领域．
·３０７·
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２　Ｋ－ＳＶＭ－ＲＦＥ基因选择方法
特征排序算法（如基于ＳＮＲ的特征排序算法）能
够快速且有效地得到在不同类别中具有差异性表达
的特征，特别是对于具有高维小样本特性的数据，特
征排序算法可以迅速去除无关特征．但是，在排名靠
前的特征中，往往部分特征之间具有较高的相似性，
造成了特征的冗余，这将会对少数关键特征的确定造
成困扰，进而影响最终的分类性能．
因此，特征排序方法能够高效地去除无关特征，
但是不能识别和去除冗余特征，它适用于关键基因的
初步筛选．基于此，本研究提出一种三阶段的基因选
择方法Ｋ－ＳＶＭ－ＲＦＥ．首先，利用ＳＮＲ指标计算各个
基因的权重，并按权重降序排列基因，初步过滤掉大
量权重值较低的基因；其次，为了去除冗余基因，将初
步筛选后基因通过聚类算法聚成ｋ１ 个类别，并对各个
类别利用ＳＶＭ－ＲＦＥ方法选出ｋ２ 个具有代表性的基
因，组成新的基因集合Ｆ；最后，再次利用ＳＶＭ－ＲＦＥ
算法从Ｆ中选择出ｋ 个关键基因．算法描述如下所
示，流程如图１所示．
输入：原始数据集（ｎ个样本，ｍ 个特征），类标签
（ｎ，１），选择基因数量ｋ．
１）将原始数据预处理，处理结果记为Ｄ．
２）特征排序算法从Ｄ 中筛选出ｄ 个基因，记为
ｆ１，其维度为（ｎ，ｄ）．
３）使用Ｋ 均值聚类算法，将ｆ１ 按基因聚成个ｋ１
个类别，且∑
ｋ１
ｉ＝１
ｃｉ ＝ｄ，其中ｃｉ表示第ｉ个类别中的
基因集合，而 ｃｉ 表示集合中基因的数量．
４）ｉ从１循环至ｋ１，令ｆ２ ＝ｆ２＋ＳＶＭ－ＲＦＥ（ｃｉ，
ｋ２），其中ＳＶＭ－ＲＦＥ（ｃｉ，ｋ２）表示使用ＳＶＭ－ＲＦＥ算
法从ｃｉ中选择出ｋ２ 个关键基因．
５）使用ＳＶＭ－ＲＦＥ算法从ｆ２ 中选择出ｋ个关键
基因．
输出：ｋ个关键基因．
值得注意的是，Ｋ－ＳＶＭ－ＲＦＥ方法中共涉及到３
个关键参数，分别为ｋ，ｋ１和ｋ２．其中，ｋ为最后ＳＶＭ－
ＲＦＥ算法选择的基因个数，也即最终输出的基因数
量；ｋ１ 为聚类算法所聚的类数；ｋ２ 为各个类别中使用
ＳＶＭ－ＲＦＥ方法选择的基因数．ｋ，ｋ１和ｋ２均可通过用
户设定，但为了保证最后一次的ＳＶＭ－ＲＦＥ方法能够
选出足够的ｋ个基因，应至少满足如下关系：
ｋ１×ｋ２ ≥ｋ． （４）
在本文中３．２节我们将进一步讨论这３个参数的
设置关系，以使Ｋ－ＳＶＭ－ＲＦＥ算法所选择的特征达到
最佳的分类效果．
图１　Ｋ－ＳＶＭ－ＲＦＥ算法流程图
Ｆｉｇ．１ Ｆｌｏｗｃｈａｒｔ　ｏｆ　ｔｈｅ　Ｋ－ＳＶＭ－ＲＦＥ　ａｌｇｏｒｉｔｈｍ
３　实验和结果分析
３．１　实验数据
实验主要以分类准确率来比较本研究所提出的
Ｋ－ＳＶＭ－ＲＦＥ算法与基于ＳＮＲ的特征排序算法以及
ＳＶＭ－ＲＦＥ算法在分类上的性能差异．为了验证 Ｋ－
ＳＶＭ－ＲＦＥ算法的有效性，本研究以３个公共的基因
表达谱数据集作为实验对象，包括结肠癌基因表达
谱数据集［８］、淋巴癌基因表达谱数据集［９］以及肺癌
基因表达谱数据集［１０］．这些数据集均可以从生物识
别研究计划的网站［１１］下载得到，其数据构成如表１
所示：
表１　实验数据集
数据集
序号
数据集名称
基因
数量
样本数量
（阳性／阴性）
１ 结肠癌基因表达数据集 ２　０００　 ６２（４０／２２）
２ 淋巴癌基因表达数据集 ７　１２９　 ７７（５８／１９）
３ 肺癌基因表达数据集 １２　５３３　 １８１（３１／１５０）
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　　在数据预处理阶段，由于原始数据集中存在着基
因表达水平全为０的数据列，同时也存在着少量的基
因有表达值，但基因信息为空白的数据列，因此在获
得数据之后，本文中将这些全０列和信息不全的基因
列作为问题数据剔除．随后将数据离散化为０，１，２的
整数，为下一步基因的分析研究做好准备工作．对数
据进行离散化处理，一方面是由于基因表达谱数据的
数值表征基因的表达水平，相邻数据之间不具有连续
性，另一方面数据离散化也可以看作是去噪的一个
过程．
３．２　参数分析
Ｋ－ＳＶＭ－ＲＦＥ算法中共涉及到４个参数，分别为
待选择特征的数量ｋ，初步筛选特征数量ｄ，Ｋ 均值聚
类算法所聚的类数ｋ１ 和在各个类别中使用ＳＶＭ－
ＲＦＥ算法选择的基因数ｋ２．其中初步筛选特征的作
用是首先去除大量无关的噪声特征，降低下一过程的
计算复杂度，因此ｄ的选择对实验结果影响不大，它
满足远小于初始特征数量且稍大于待选特征数量即
可．因此本研究在ｄ取６００时进一步探究ｋ与ｋ１和ｋ２
之间的设置关系．本实验以结肠癌基因表达谱数据集
为实验对象，以Ｋ 最近邻（ＫＮＮ）作为分类器，设置不
同的参数，采用五折交叉验证的方式重复实验１０次，
取分类准确率的平均值作为最终的结果，实验结果如
表２所示．由第２节知，ｋ１ 与ｋ２ 需要满足式（４），所以
表中不满足此条件的实验设为空．
表２　不同参数下所选特征的分类准确率
Ｔａｂ．２　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｃｃｕｒａｃｙ　ｏｆ　ｓｅｌｅｃｔｅｄ　ｆｅａｔｕｒｅ
ｗｉｔｈ　ｄｉｆｆｅｒｅｎｔ　ｐａｒａｍｅｔｅｒｓ ％
ｋ　 ｋ２
分类准确率
ｋ１＝５　 ｋ１＝１０　 ｋ１＝１５　 ｋ１＝２０
５　 １　 ８５．４　 ８４．９　 ９１．０ ８９．９
２　 ８８．８　 ８７．７　 ８９．６　 ８９．３
３　 ９０．８　 ８８．５　 ８７．５　 ８７．９
１０　 １　 ８７．８　 ８８．８　 ９１．９
２　 ８９．５　 ９２．４　 ９３．７　 ９１．１
３　 ９２．７　 ９１．８　 ９２．２　 ９３．５
１５　 １ ８８．３　 ９２．０
２　 ８８．３　 ９２．８　 ９２．８　 ９３．２
３　 ９２．３　 ９１．６　 ９５．４　 ９４．２
２０　 ２　 ９３．９　 ９４．２　 ９１．９
３　 ９０．６　 ９３．３　 ９４．５　 ９６．９
４　 ９３．３　 ９５．０　 ９６．１　 ９６．２
　　在表２中，加粗的数据为所选特征数量ｋ条件下
的最佳分类准确率结果．可以看出，当ｋ取１５和２０
时，分类准确率均在ｋ１ 与ｋ相等，ｋ２ 取３时达到最大
值，此时有ｋ１×ｋ２＝３ｋ；当ｋ取５和１０时，虽然最大准
确率不在ｋ１＝ｋ条件下，但是依然满足ｋ１×ｋ２＝３ｋ的
关系，且如果取ｋ１＝ｋ，ｋ２＝３，其结果也依然较好．
因此，设置聚类算法所聚的类数与要选择的特征
数量相等，即ｋ１＝ｋ且ｋ２＝３时，Ｋ－ＳＶＭ－ＲＦＥ算法所
选特征能够得到较好的分类性能．
３．３　分类准确率的分析
为了分析比较不同特征数量对特征评价的准确
性，实验分别测试重要特征数量为１，２，５，８，１０，１５，
２０，３０，５０，８０，１００，１２０时的分类性能．实验中涉及到
的一些参数包括：基于ＳＮＲ的特征排序方法初步筛
选出ｄ＝６００个重要基因，ｋ，ｋ１ 与ｋ２ 的取值根据３．２
节取ｋ１＝ｋ，ｋ２＝３；ＳＶＭ－ＲＦＥ算法每次迭代删除的
特征比例设为０．１，其他参数保持默认．另外，在分类
结果验证上，特征选择算法选出的关键基因分别作用
于ＫＮＮ和以径向基为核函数的ＳＶＭ这２个分类器．
其中 ＫＮＮ 分类器原理简单，易于理解与实现，而
ＳＶＭ分类器在解决小样本、非线性及高维模式识别
中表现出许多特有的优势，将Ｋ－ＳＶＭ－ＲＦＥ算法同时
作用于这２个分类器，可以验证Ｋ－ＳＶＭ－ＲＦＥ算法所
选特征在不同分类器上的适用情况．实验采用五折交
叉验证的方式，取５次结果的平均值作为最终实验的
准确率，实验结果如图２所示．
从图２中可以看出，Ｋ－ＳＶＭ－ＲＦＥ算法在２种不同
的分类器（ＫＮＮ和ＳＶＭ）下、３个不同的数据集和多个
不同的关键基因数量上均展现出了比ＳＶＭ－ＲＦＥ算法
和基于ＳＮＲ的特征排序方法更好的分类准确率．首先，
随着提取关键特征数量的递减，Ｋ－ＳＶＭ－ＲＦＥ算法与
经典的ＳＶＭ－ＲＦＥ算法的分类准确率在逐步拉开差
距，Ｋ－ＳＶＭ－ＲＦＥ算法在分类表现上较ＳＶＭ－ＲＦＥ算
法有较大提升，表明Ｋ－ＳＶＭ－ＲＦＥ算法在提取少量关
键基因上的有效性．其次，在所有的结果中，基于ＳＮＲ
的特征排序方法所选择特征的分类准确率均不能达
到１００％，表明了该过滤式特征选择方法不能去除冗
余特征的局限性，而Ｋ－ＳＶＭ－ＲＦＥ算法能够进一步去
除冗余特征，达到了特征精选的效果．
另外，对比相同数据集不同分类器条件下的结
果，可以发现，以ＳＶＭ作为分类器的分类结果总体都
好于ＫＮＮ分类器的结果．特别是淋巴癌基因表达谱
数据集上，ＳＶＭ的分类准确率在特征数量为８时达到
１００％，而ＫＮＮ分类器则在特征数量为１５时分类准
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确率才达到１００％．产生这样的差异一方面是因为Ｋ－
ＳＶＭ－ＲＦＥ算法基于ＳＶＭ学习，所以用ＳＶＭ进行分
类可取得较好的结果；另一方面也是因为ＳＶＭ 在做
分类器时它的惩罚因子的值主要是由样本的数量而
不是特征数量决定的，因此在各种数据集上应用此模
型都会有比较稳定的分类性能．
图２　不同分类器（ＫＮＮ、ＳＶＭ）在不同基因（结肠癌、肺癌、淋巴癌基因）
表达谱数据集下３种特征排序方法的分类正确率与ｋ的变化关系图
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４　结　论
本研究将聚类算法与ＳＶＭ－ＲＦＥ方法相结合，提
出了一种新的面向基因表达谱数据的特征选择方法
Ｋ－ＳＶＭ－ＲＦＥ，以多个基因表达谱数据为实验对象，并
通过２个分类器分别验证所选基因的分类效果．研究
结果表明了Ｋ－ＳＶＭ－ＲＦＥ算法在致癌基因识别上的
有效性，特别是在精选少量致癌基因上，性能更佳．
在取得上述成果的同时，本研究还有许多有待进
一步研究的地方．如本文中实验数据均只有２个类
别，对于多类别数据的分类性能还有待进一步研究；
ＳＶＭ－ＲＦＥ和其他聚类算法的结合效果以及ｋ１和ｋ２２
个参数的最佳设置，也有待进一步探讨．
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