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ENABLING SOLDIERS WITH ROBOTS
War is and has been an unfortunate reality of humanity. "Although cultures vary widely in how they interpret death and killing from a moral and religious perspective, every human culture has recognized that taking human life is a morally grave matter." 1 The challenge for military professionals is balancing the desire to develop weapons, policy, and doctrine to defeat the anticipated enemies of the state without creating weapons that are deemed unethical or immoral. Mankind has consistently used technological advances to create better and more lethal weapon systems. However, we have also created weapons that have crossed ethical and moral boundaries that have resulted in the banning of these weapons by international law or treaty. Britain's Lord Bingham, retired senior judge, summarized this argument by equating drones with cluster bombs and land mines in that they are weapons that are exceptionally cruel and beyond human tolerance. 2 Should the United States and specifically the Army as a leader of ground combat technologies develop lethal robots, or should we develop robotic technologies that enable soldiers and provide them with increasing capabilities? Lethal robots, whether remotely controlled or with some minimal level of autonomy, raise significant ethical and moral issues. First, lethal robots that replace soldiers make the decision to go to war too easy for our national leaders. Secondly, lethal robots that target, acquire, and kill humans raise significant ethical issues about maintaining some level of humanity in warfare. Finally, how might our nation and the Army address these ethical issues and develop robotic technologies that enable soldiers to incorporate these new technologies and maximize the potential of the trained military professional.
The question is no longer can we create robots to replace traditional human functions, but how do we incorporate robots that meet our moral, ethical, and legal requirements and can be accepted by our organizational culture and doctrine. The following argument must not be confused with any sort of nostalgia to a more chivalrous past form of warfare. This discussion is in no way a repeat of Sir Douglas Haig's reminiscing of the "value of the horse" years after World War I had fundamentally changed the nature of modern warfare with the adaption of technological advancements and machinery. "But being nostalgic and romanticizing warfare as an extreme sports contest of warriors keen on proving their skills does not really offer a solution to the challenge of technology outpacing soldier skills." 3 Instead we must examine the ethics of robotics so we can best adapt and utilize future advancements.
Understanding why an ethical argument regarding robotics is so much more pervasive than with many other weapon systems is an important distinction. 10 would put a priority on developing and fielding robotic systems.
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To say that the American public would rather not see casualties is obvious and reasonable. But if the national leadership determines a situation requires the use of military force then the American public may not be so risk averse. Given the choice between using military force to protect the nation from a national security threat or to intervene in a grave international event or not using military force, Americans will support action even if that action means deploying forces and engaging in armed combat. Ralph Peters argued that the modern American myth of casualty aversion was borne out of the Vietnam War, but our nation's leaders took away the wrong lesson about casualties. "The message of Vietnam is not that Americans will not take casualties; it is that the American people do not want the lives of their sons and daughters wasted." 12 Americans want their national leaders to communicate the justification for war and know that the war will be prosecuted swiftly and effectively.
Americans will support their political leaders but they must see results. 13 Developing weapons based on a misguided conventional wisdom that the United States should not expose it service members to harm, but develop and deploy advanced robots to wage war is patently unethical and disingenuous. President Lincoln understood the gravity of decision to go to war and bore the weight of the service and sacrifice of soldiers and citizens engaged in a just cause.
The connection between our national leaders, the military members charged with prosecuting operations, and the policy associated with the methods for conducting the war is played out vividly in the use of remotely controlled lethal drones in Pakistan and Afghanistan. Recent statements by United States officials concerning these combat operations, as reported by Reuters, suggest that the United States government has embraced lethal drones. In summary, "It is increasingly the preferred option," "killing militants is simply easier," and "Everyone has fallen in love with them." 14 These statements not only talk to the ease and efficiency of the decision to launch military strikes because of the robotic technology but also because of the perceived lack of potential US casualties. Even when combating the most heinous enemies of the United
States, the cavalier statements of these officials can be judged as disturbing.
From our nation's point of view, robotic weapons offer an attractive alternative to deploying soldiers. Even if we believe that we are acting in a moral manner as we decide we must wage war, robotic weapons can be precise and can use proportional force without exposing soldiers to harm. Robots may even be considered more ethical as an evolution of smart weapons. 15 What has actually been borne out in Pakistan is far from clear. Reports of civilian casualties are difficult or impossible to verify, though no one would deny that there have been civilian casualties as a result of the drone strikes.
It is also quite possible that these drone attacks have further galvanized the opposition and created another generation of anti-American terrorists. 16 One clear example of a battlefield success that resonated as a strategic victory for the nation and the President of the United States did not involved lethal robot or drone attacks. The operation to kill or capture Al Qaeda leader Osama bin Laden was done with U.S. Special Operations forces, human intelligence sources, and the hard work of intelligence analysts. Trained professional soldiers using advanced equipment executed a daring mission that resulted in a victory greater than destroying a target.
This raid is a clear example of the importance of the human dimension as part of a moral and ethical victory that resonated with the nation.
Developing these weapons to save soldiers can make the nation's decision to wage war seem less costly in terms of their own soldiers and civilians, but where must the nation draw the line. Robert Sparrow, a political philosopher and researcher in Just War theory, articulated this possibility when he stated, "The reason to be worried about the development of more and more sophisticated robotic weapons is that these systems may significantly lower the threshold of conflict and increase the risk of accidental war." 17 As the precision and lethality of modern weapons continues to improve or increase, the application of military force should remain rare and used in only the when national security is at risk or to stop a severe human tragedy. There is a clear moral distinction between improved military capabilities and the ease or increased likelihood that a nation would choose to attack another.
An interesting theory that stems from the connection between our nation's perceived casualty aversion and our development of long range remotely controlled robots is the concern over the United States homeland becoming a more viable target to enemy attack. The operators, considered legal combatants, and the drone bases that are frequently located in the U.S. are therefore legitimate targets. Attacking an enemy's logistics, command and control, and identified weaknesses are an acceptable form of counter-attack. 18 An unexpected but very possible outcome of developing and fielding long-range robotic weapons where the decision to apply lethal force originates from or are operated out of the United States places the homeland at greater risk to attack. We may very well be developing weapons that protect our soldiers but put our civilian population at greater risk of counter attack.
Improved precision in today's weapons make them terribly or remarkably lethal depending on which side you stand in combat. A nation acting morally may believe that it is protecting its soldiers from the increasingly lethal battlefield by using robots instead We have a responsibility to develop weapons and technologies that offer improved precision, better ability to discriminate, and improved lethality, but they must Making the decision to go to war should be a thoughtful and laborious process by our national leaders with the involvement of the American society. Designing weapons that make war appear less expensive in terms of lives lost place our nation at greater risk to ill-planned or even frivolous efforts.
Robots and Ethical War Fighting
The second part of this ethical examination turns to the nature and capabilities of the lethal robot and whether or not this form of weapon is any more ethical or unethical when compared to other weapons. Precision and discrimination or distinction are often cited as important factors in the push towards increasing the use of robots. The concept of discrimination or distinction is the more important of the two attributes. Precision is merely the ability to put a weapon or a weapon's effects on a target, not target selection.
"The principle of distinction is there to protect civilians, wounded soldiers, the sick, the mentally ill, and the captives. The law, simply put, is that we must discriminate between combatants and non-combatants and do everything in our power to protect the latter." A moral agent has not only the ability to tell right from wrong actions, but has to be able to feel remorse and to be punishable." 30 When lethal robots become involved in war there are many more individuals that become associated with the decision or the act of using deadly force. Our national leaders, generals, and soldiers executing the operation have a significant level of responsibility and accountability, but so do the manufacturers, designers, and software programmers. conditions of uncertainty and complexity." 40 The pace of innovation coupled with the inability to define a future adversary's capabilities forces the Army to broadly define how future technologies and robots will enable soldiers. they have increasing resorted to using them because of their relative ease of employment, precision, and significantly reduced casualties on both sides. Because of these successes, our new defense strategy is frequently based on personal safety and a reliance on advanced technology. 47 The ability to exercise military force with greater precision and at a greater distance requires significant introspection.
The development, procurement, and use of advanced weapons and robots
should not make the decision to go to war easier for our national leaders. The nation's perceived casualty aversion combined with lethal robots makes the decision to go to war or use limited military force increasingly more acceptable or perhaps even more likely. Once deployed these weapons remove one of the hallmark strengths of our nation, our professional service members. Our nation's sons and daughters, enabled with the latest military technology and professionally trained and led have proven time and again that soldiers and leaders win wars. Our service members carry with them our nation's values, personal accountability and rule of law that resonates wherever they may deployed.
Weapons and equipment should continue to be designed to take advantage of the trained soldier's ability to overcome adversity and find suitable ethical and moral solutions to the incredibly complex problems that arise in a diverse and fluid operating
