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Abstract
In this paper, we discuss the existence, nonexistence and uniqueness of positive solutions
of a one-parameter family of elliptic partial differential equations on RN (N > 2). These
equations are of interests in mathematical biology and Riemannian geometry. Our approach
are based on variational arguments and comparison principles.  2002 Elsevier Science
(USA). All rights reserved.
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1. Introduction
In this work, we are concerned with the existence, nonexistence and unique-
ness of positive solutions of the following one-parameter family of elliptic partial
differential equations:
∆u+ λa(x)u− b(x)up = 0 in RN, (1.1)
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where ∆ is the Laplace operator, p > 1, N > 2, λ ∈ R is the parameter, a(x) is a
given C1 function which is positive somewhere, and b(x) is a given nonnegative
smooth function on RN .
Equation (1.1) arises in mathematical biology and Riemannian geometry. In
the context of mathematical biology, it was studied in [1,7,20], and in Riemannian
geometry, it was considered in [2,4,14–16,18], to mention but a few. This equation
has also been studied over a bounded domain with suitable boundary conditions;
see, for example, [3,5,6,9,13,19]. The problem over RN is usually more difficult
than over a bounded domain as the behaviour of the solutions to (1.1) at infinity
can be rather complicated.
In [1], it is assumed that b(x) ≡ 1, p = 2 and a+(x)  k|x|−(2+δ) for some
k, δ > 0 and all x ∈ RN . (The equation in [1] can be transformed into the form
(1.1) buy a simple rescaling of u.) Under these conditions, it is proved in [1] that
(1.1) has a unique positive solution when λ > λ1 and it has no positive solution
otherwise, where λ1 denotes the principal eigenvalue of
−∆u= λ(x)u, u(x)→ 0 as |x|→∞.
In [7], (1.1) is considered under the assumption that
a(x)→ a > 0, b(x)→ b > 0 as |x|→∞,
and it is shown that (1.1) has a unique positive solution when λ belongs to a
certain interval, and no positive solution exists otherwise.
In this paper, we consider (1.1) under a condition on a(x) similar to but slightly
less restrictive than that in [1], however we allow b(x) 0 to be rather free. We
will obtain existence, nonexistence and uniqueness results similar to those for
(1.1) over bounded domains. The price we pay for the freedom of b(x) is that our
solutions are required to be in a certain space H to be specified below. We will
also discuss the dependence of our solution on the parameter λ. Our approach is
different from both [1] and [7].
Let us now be more specific. We will always assume that a(x) is in class P ;
that is, a(x) is positive somewhere and satisfies the condition that
a+(x)= max{a(x),0} p(|x|), on RN, (1.2)
where p(x) is some positive radial function on RN with∫
RN
|x|2−Np(x) dx <∞.
The zero set
M0 =
{
x ∈ RN : b(x)= 0}
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will play an important role in the understanding of this problem. For simplicity of
presentation, we assume that M0 is either empty or a bounded connected domain
with smooth boundary. For M =M0 
= ∅ or M =RN , we define
λ1(M)= inf
∫
M
|∇u|2
/∫
M
a(x)u2,
where the infimum is taken over all smooth functions u with compact support
in the interior of M and satisfying
∫
M
a(x)u2 > 0. When M =M0, we should
assume further that a is positive somewhere in M0. It is well known that under
these assumptions, λ1(M0) is a principal eigenvalue of the problem
−∆u= λa(x)u, x ∈M0, u|∂M0 = 0;
see, e.g., [3]. Moreover, from [8] and [12], it is easy to see that λ1(RN) is also a
principal eigenvalue in the sense there and λ1(RN) > 0. For simplicity, we will
denote λ∗ = λ1(M0) and λ1 = λ1(RN ). We understand that λ∗ = +∞ when M0
is empty. Clearly λ∗  λ1 when a(x) is nonnegative.
We will assume λ∗ > λ1. Then we will use a variational approach to prove the
existence of a positive solution of Eq. (1.1) when λ ∈ (λ1, λ∗). We will work in the
space H which is the completion of C10 (R
N ) with respect to the norm
∫
RN
|∇u|2.
Define
J (u)= 1
2
∫
RN
(|∇u|2 − λa(x)u2)+ 1
p+ 1
∫
RN
b(x)|u|p+1
on H with the understanding that J (u)=+∞ if
−1
2
∫
RN
λa(x)u2 +
∫
RN
b(x)|u|p+1 =+∞.
Due to (1.2) and Lemma 1.1 in [8], the functional J is weakly lower semi-
continuous on H . For λ ∈ (λ1, λ∗), we can prove that the functional J is coercive
on H and so it has a minimizer. This minimizer will be a positive solution of (1.1).
We also study the asymptotic behaviour of the solutions when the parameter
λ approaches λ1 and λ∗, respectively, and show the nonexistence of positive
solutions in H for λ 
∈ (λ∗, λ1). Properties of the principal eigenvalue and certain
comparison principles will play an important role in these discussions.
Our main result is the following.
Theorem 1. Given a bounded function a(x) of class P and a nontrivial non-
negative smooth function b on RN . Assume the zero set M0 of the function b
is such that λ∗ > λ1 and a(x) > 0 somewhere on M0 when M0 
= ∅. Then the
following three assertions are true:
(i) When λ ∈ (λ1, λ∗), there is a unique positive solution uλ of (1.1) that lies in
the space H .
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(ii) When 0 < λ  λ1, (1.1) has no positive solution in the space H ; when
λ∗ <∞ and λ λ∗, (1.1) has no positive solution of any kind.
(iii) λ→ uλ is continuous from (λ1, λ∗) to H , and uλ → 0 in H as λ→ λ1 + 0;
when λ∗ <∞, as λ→ λ∗ − 0, ‖uλ‖H →∞ and uλ(x)→∞ uniformly for
x in any compact subset of the interior of M0, and for x ∈ RN \M0,
lim
λ→λ∗−0
uλ(x)U∗(x), lim
λ→λ∗−0
uλ(x)U∗(x),
where U∗ and U∗ are, respectively, the minimal and maximal positive
solutions of the boundary blow-up problem
−∆u= λa(x)u− b(x)up, x ∈ RN \M0, u|∂M0 =∞, (1.3)
with λ= λ∗.
We will prove (see Theorem 5) that (1.3) has a minimal positive solution and
a maximal positive solution for every λ ∈ (−∞,∞).
Compared with previous work on similar problems over RN , one new feature
of our results here is that no conditions on b(x) near infinity are required yet we
obtain a rather complete understanding of positive solutions in H . Such solutions
must decay to zero at infinity (see Lemma 7). Positive solutions with similar
properties were handled in previous studies (see, e.g., [1,14]) only under certain
restrictions on b(x) near infinity.
Theorem 1 can be regarded as a generalization of some of the bounded domain
results in [6] to equations on RN . However, by allowing a(x) to change sign, new
difficulties arise, even in the bounded domain case. More difficulties are caused
by the unboundedness of RN , and, in fact, there exist essential differences from
the bounded domain case in the behaviour of the equation. For example, though
we can prove that there is at most one positive solution in H when λ > 0, there
may exist other positive solutions. Indeed, Theorem 2.3 of [15] implies that there
are infinitely many positive solutions for suitable choices of λ > 0, a(x) and b(x).
The rest of the paper is organized as follows. In Section 2, an a priori estimate
for positive solutions of (1.1) and the existence of boundary blow-up positive
solutions will be established. Uniqueness and existence of positive H -solutions
for (1.1) will be proved in Section 3. In Section 4 the nonexistence results will be
presented. Section 5 deals with the dependence of the positive H -solution on the
parameter λ and the asymptotic behaviour of the H -solutions when λ→ λ1 and
λ→ λ∗. As will become clear, Theorem 1 follows as direct consequences of the
results in these sections.
2. A comparison lemma and boundary blow-up solutions
In this section, λ ∈ R is fixed. If we denote by Tλ(u) the left side of (1.1), then
from Lemma 2.1 of [7] we have the following comparison lemma:
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Lemma 2. Assume Ω is a bounded C2 domain in RN . Suppose u1, u2 ∈
C2(Ω) are positive in Ω , they satisfy Tλ(u1)  0 and Tλ(u2)  0 on Ω , and
limd(x,∂Ω)→0u1 − u2  0. Then u1  u2 on Ω .
We now use this result to derive an a priori bound for positive solutions of
Eq. (1.1) on a bounded domain G, where the function b is positive.
Lemma 3. For every compact subset G of the set RN \M0, there is a positive
constant c0 such that for every positive weak solution u ∈H of (1.1), we have the
bound
max
G
u(x) c0.
Proof. First we note that standard regularity result implies that our solution u is
smooth.
Let Gδ denote the closed δ-neighborhood of G such that Gδ ⊂RN \M0. Since
b(x) is positive on Gδ , it follows from Corollary 2.3 of [17] that the following
boundary blow-up problem
−∆u= λa(x)u− b(x)up, x ∈Gδ, u|∂Gδ =∞
has a unique positive solution, which we denote by uδ .
Let c0 = maxx∈Guδ(x). Then we apply Lemma 2 on Gδ with u1 = uδ and
u2 = u|Gδ and conclude that u(x) uδ  c0 on G. ✷
We are now in a position to prove the existence of a boundary blow-up positive
solution of (1.1) on any given bounded smooth domain Ω ⊂RN \M0.
Lemma 4. For every λ ∈R, there is at least one positive solution of the equation
∆u+ λa(x)u− b(x)up = 0 in Ω,
with the boundary condition u=+∞ on ∂Ω .
Proof. Fix an integer k ∈ {1,2,3, . . .}. By the proof of Lemma 2.3 in [6], we
know that the problem
∆u+ λa(x)u− b(x)up = 0 in Ω, u|∂Ω = k
has a unique positive solution uk .
By the comparison lemma above we have uk  uk+1, for k = 1,2, . . . . By
Lemma 3 we can assume uk → U in C2loc(Ω) as k →∞. A simple regularity
consideration shows that this U is what we wanted. ✷
Theorem 5. Under the conditions of Theorem 1, for each λ ∈ R, (1.3) has a
maximal positive solution Uλ and a minimal positive solution Uλ in the sense
that any positive solution of (1.3) satisfies Uλ  uUλ on RN \M0.
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Proof. Let Bm, m= 1,2, . . . , be a sequence of large balls such that M0 ⊂ Bm ⊂
Bm+1 and
⋃
mBm = RN . Let Mm be a sequence of neighborhoods of M0 such
that Mm ⊂ Bm, Mm+1 ⊂Mm and ⋂mMm = M0. Applying Lemma 4 to Ω =
Ωm = Bm \Mm we obtain a boundary blow-up solution um, and by Lemma 2,
um  um+1. It follows that Uλ = limm→∞ um is a nonnegative solution of (1.3).
By the Harnack inequality applied to bounded subdomains of RN \M0, one sees
that Uλ is positive. Moreover, if u is a positive solution of (1.3), then it follows
from Lemma 2 that u um on Ωm and hence u Uλ. This proves the existence
of a maximal positive solution to (1.3).
By Theorem 1.1 of [6], the problem
∆u+ λa(x)u− b(x)up = 0 in Bm \M0,
u|∂Bm = 0, u|∂M0 =∞
has a minimal positive solution vm. Moreover, from the proof in [6] we know that
vm is the limit of the unique positive solution vkm of
∆u+ λa(x)u− b(x)up = 0 in Bm \M0,
u|∂Bm = 0, u|∂M0 = k
as k→∞. Applying Lemma 2 we find that, for any positive solution u of (1.3),
u vkm for all k  1 and hence u vm, m= 1,2, . . . . Again by Lemma 2, and by
the construction of vm, we find that vm  vm+1  Uλ. Hence Uλ = limm→∞ vm
is a positive solution of (1.3) and satisfies u Uλ for any positive solution u of
(1.3). ✷
3. Existence and uniqueness of positive solutions
For convenience, let us introduce some notations first. We will write ‖u‖ for
the norm of u ∈H and ‖u‖q for the norm of u ∈ Lq(RN), where q > 1. We will
write
L2(RN,p)= L2(RN ,dµ),
where dµ= p(x) dx .
Theorem 6. Under the assumptions of Theorem 1, for each λ ∈ (λ1, λ∗), (1.1) has
at least one positive solution in the space H .
Proof. Let us first observe that the functional J is weakly lower semi-continuous
on H . Otherwise, we can find a sequence un converging weakly in H to some u∗
and J (un) < J (u∗)−c for some constant c > 0. If we write J (u)= J1(u)+J2(u),
where
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J1(u)= 12
∫ (|∇u|2 − λa+(x)u2),
J2(u)= 12
∫
λa−(x)u2 + 1
p+ 1
∫
b(x)|u|p+1,
then by Proposition 1.3 in [8], J1 is weakly lower semi-continuous and∫
a+(x)u2n→
∫
a+(x)u2∗ as n→∞.
It follows then from the upper-boundedness of {J (un)} and the fact λ > λ1  0
that
∫
a−(x)u2n and
∫
b(x)|un|p+1 are both bounded sequences. By choosing a
subsequence, we may assume that
∫
a−(x)u2n→ α and
∫
b(x)|un|p+1 → β . Now
by Fatou’s lemma, we have∫
a−(x)u2∗  α and
∫
b(x)|u∗|p+1  β
and hence
lim
n→∞
J (un) J1(u∗)+ (λ/2)α + β/(p+ 1) J (u∗).
This contradiction proves the weakly lower semi-continuity of J .
We show next that J is coercive on H ; that is,
J (u)→+∞ as ‖u‖→+∞.
Assume this is not true. Then we can find a sequence {un} ⊂H such that J (un)
is bounded above and ‖un‖→∞. Then we have that d2n :=
∫
a(x)u2n →∞; for
otherwise, {‖un‖} is bounded.
Set
u¯n = un/dn.
Then we have
∫
a(x)u¯2n = 1 and, for all large n,∫
RN
|∇u¯n|2 − λ+ 2d
p−1
n
(p+ 1)
∫
RN
b(x)u¯
p+1
n = J (un)/d2n.
By this, we see that ‖u¯n‖ is uniformly bounded. Hence, we may assume further
that u¯n → u¯ weakly in H , almost everywhere, and strongly in L2(RN ,p). Then
by Fatou’s lemma, we get∫
RN
b(x)u¯p+1 = 0.
Hence, u¯= 0 on the set RN \M0. Therefore, we can use the strong convergence
on L2(RN,p) to get
∫
M0
a+(x)u¯2 = lim ∫
RN
a+(x)u2n and
lim
∫
RN
a−(x)u2n =
∫
M0
a+(x)u¯2 − 1.
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By Fatou’s lemma, we obtain∫
M0
a−(x)u¯2 
∫
M0
a+(x)u¯2 − 1,
and hence
∫
M0
a(x)u¯2  1. It now follows from this, and∫
M0
|∇u¯|2  λ,
and the definition of λ∗ that
λ∗  λ.
This contradicts our assumption that λ < λ∗.
Therefore, since J is clearly bounded from below on H , we have a minimizer
u0, which can be chosen to be a nonnegative function, of the functional J on H .
It follows easily that u0 is a weak solution of (1.1) and hence a classical solution
due to standard regularity theory. To prove that u0 is nontrivial, we take a large
ball BR with M0 ⊂ BR such that the first eigenvalue λ1(BR) is so close to
λ1 that λ1(BR) − λ  −( for some small ( > 0. Let φ1 be the eigenfunction
corresponding to the eigenvalue λ1(BR) with
∫
BR
a(x)φ2 = 1. Then, for small
t > 0,
J (tφ1)= λ1(BR)− λ2 t
2 + t
p+1
p+ 1
∫
BR
bφp+1 < 0.
Note that J (0)= 0. Hence u0 is nontrivial and u0 > 0 everywhere on RN by the
strong maximum principle.
The proof is complete. ✷
Next, we will adapt an argument in [17] (see also Lemma 2.1 of [6]) to discuss
the uniqueness of positive solutions of (1.1) for λ > 0. We need the following
observation.
Lemma 7. Under the conditions of Theorem 1, if u ∈ H is a positive solution
of (1.1) with λ  0, then u(x)  C‖u‖ for all x ∈ RN and some constant C
independent of u, and u(x)→ 0 as |x|→∞.
Proof. Since u ∈H , from the well-known Sobolev inequality we obtain
‖u‖L2N/(N−2)(RN)  C0
∫
RN
|∇u|2;
that is, u ∈L2N/(N−2)(RN).
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From (1.1) we obtain
−∆u λa+(x)uMu, M = λ‖a+‖L∞(RN) + 1.
It follows, by Theorem 8.17 of [10], that
0 u(x) sup
B1(x)
u Cq‖u‖Lq(B2(x)),
where Br(x)= {y ∈ RN : |y − x|< r}, Cq is a constant independent of x and u,
and q > 1 is an arbitrary constant. Choosing q = q0 = 2N/(N − 2) and using
u ∈ Lq(RN), we find that ‖u‖Lq(B2(x)) → 0 as |x| → ∞. Hence u(x)→ 0 as|x| →∞. Clearly u(x) Cq0C0‖u‖, ∀x ∈ RN . ✷
Theorem 8. Under the conditions of Theorem 1, for 0 < λ < λ∗, there is at most
one positive solution to (1.1) that belongs to H .
Proof. Assume u1 and u2 are two positive solutions of (1.1) that belong to H .
We claim that for any v ∈H , v  0, we have∫
RN
∣∣a(x)∣∣uiv <∞,
∫
RN
b(x)u
p
i v <∞, i = 1,2, (3.1)
and
−
∫
RN
∇ui · ∇v +
∫
RN
λa(x)uiv =
∫
RN
b(x)u
p
i v, i = 1,2. (3.2)
Indeed, let φk  0 be a sequence of smooth functions with compact supports
such that φk → v in H as k → ∞. We multiply (1.1) with u = ui by φk and
integrate. It results
−
∫
RN
(∇ui · ∇φk − λa+(x)uiφk)
=
∫
RN
λa−(x)uiφk +
∫
RN
b(x)u
p
i φk. (3.3)
Due to (1.2), the left-hand side of (3.3) converges to
M =−
∫
RN
∇ui · ∇v − λa+(x)uiv,
and hence, by (3.3),∫
B
λa−(x)uiv M,
∫
B
b(x)u
p
i v M
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for every finite ball B . It follows that∫
RN
λa−(x)uiv M,
∫
RN
b(x)u
p
i v M.
Therefore, (3.1) holds. (3.2) now follows by letting k→∞ in (3.3).
We assume now u1 
= u2 and want to derive a contradiction. Without loss
of generality, we may assume that the set M1 = {x ∈ RN : u1(x) < u2(x)} has
positive measure.
Let ( > 0 and (1 = (, (2 = (/2; denote
vi = (ui + (i)−1
[
(u2 + (2)2 − (u1 + (1)2
]+
, i = 1,2.
Using Lemma 7 one easily finds that vi ∈H and vi has compact support, i = 1,2.
It is also easy to see that uivi  2u22. As vi is clearly nonnegative, by (3.2), we
have for i = 1,2
−
∫ [∇ui∇vi − λa(x)uivi]=
∫
b(x)u
p
i vi .
By these we get
−
∫
[∇u2∇v2 −∇u1∇v1]
=
∫
λa(x)[u1v1 − u2v2] +
∫
b(x)
[
u
p
2 v2 − up1 v1
]
.
Note that the left side is
−
∫
M(()
(∣∣∣∣∇u2 − u2 + (2u1 + (1∇u1
∣∣∣∣
2
+
∣∣∣∣∇u1 − u1 + (1u2 + (2∇u2
∣∣∣∣
2
)
,
which is nonpositive, where M(()= {x: u2(x)+ (/2 > u1(x)+ (}.
The first term on the right goes to zero as (→ 0 because the integrand goes to
zero on bounded sets, and |a(x)(u1v1 − u2v2)| 4|a(x)|u22 ∈L1(RN ) by (3.1).
By a similar consideration, we find that the second term on the right goes to∫
b(x)
(
u
p−1
2 − up−11
)(
u22 − u21
)
,
which is positive unless M1 ⊂M0.
Hence, M1 ⊂ M0, which implies u2  u1 on RN \ M0. Similarly, we have
u1  u2 on RN \M0. Thus we obtain
u1 ≡ u2 on RN \M0.
It follows that w = u1 − u2 solves
−∆w= λa(x)w, w|∂M0 = 0.
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This implies that λ∗  λ unless w ≡ 0. As λ < λ∗ = λ1(M0) by assumption, we
necessarily have w ≡ 0 and hence u1 ≡ u2 over the entire RN . This contradiction
finishes our proof. ✷
4. Nonexistence of positive solutions
The main purpose of this section is to prove the following result.
Theorem 9. Under the conditions of Theorem 1, for 0 < λ  λ1, (1.1) has no
positive solution lying in H . If assuming further that λ∗ <∞, then for λ  λ∗,
(1.1) has no positive solution of any kind.
Proof. Let us consider the case λ∗ <∞ and λ λ∗ first.
Suppose now (1.1) has a positive solution u with some λ λ∗. For a bounded
smooth domain D, let us denote by µ1(ψ,D) the principal eigenvalue of the
problem
−∆u+ψu= µu, u|∂D = 0.
Let φ > 0 be an eigenfunction corresponding to µ1(−λa,M0) and multiply (1.1)
by φ and then integrate over M0. Then we obtain
µ1(−λa,M0)
∫
M0
uφ =−
∫
∂M0
u
∂φ
∂ν
> 0.
Thus, µ1(−λa,M0) > 0.
On the other hand, suppose B ⊂M0 is a small ball such that a(x)  c0 > 0
on B . Then by standard properties of the first eigenvalue,
µ1(−λa,M0) µ1(−λa,B) µ1(−λc0,B)=−λc0 +µ1(0,B)→−∞.
As λ → µ1(−λa,M0) is a continuous function, we conclude that there exists
λ∗ > λ such that µ1(−λ∗a,M0)= 0. But this is equivalent to saying that λ∗ and
λ∗ > λ λ∗ are both principal eigenvalues to
−∆u= λa(x)u, u|∂M0 = 0.
This contradicts the well-known Hess–Kato theorem [11].
Consider now the case 0 < λ  λ1. Suppose for contradiction that (1.1) has a
positive solution u ∈ H for such a λ. From (3.2) in the proof of Theorem 8 we
know that∫
RN
|∇u|2 = λ
∫
RN
a(x)u2 −
∫
RN
b(x)up+1 < λ
∫
RN
a(x)u2. (4.1)
Suppose φn is a sequence of smooth functions with compact supports such
that φn → u in H . We may assume that 0 φn  u for otherwise we can simply
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replace φn by max{0,min{φn,u}}, and we easily see that the new sequence
belongs to H , has compact supports, and converges to u in H .
Clearly,∫
RN
|∇φn|2 →
∫
RN
|∇u|2.
By (1.2) and [8], we have∫
RN
a+(x)φ2n →
∫
RN
a+(x)u2.
By (3.1) and the dominated convergence theorem, we have∫
RN
a−(x)φ2n →
∫
RN
a−(x)u2.
Thus, ∫
RN
a(x)φ2n →
∫
RN
a(x)u2  λ−1
∫
RN
|∇u|2 > 0.
Now we use the definition of λ1 and easily see that
λn =
∫
RN
|∇φn|2∫
RN
a(x)φ2n
 λ1.
Letting n→∞, it follows that∫
RN
|∇u|2  λ1
∫
RN
a(x)u2  λ
∫
RN
a(x)u2.
This contradicts (4.1) and the proof is complete. ✷
5. Dependence on the parameter λ and blow-up behaviour
Throughout this section, we assume that the conditions of Theorem 1 are
satisfied. We know from Theorems 6, 8 and 9 that (1.1) has a positive solution in
H if and only if λ ∈ (λ1, λ∗), and for such λ, (1.1) has a unique positive solution
in H . Denote this unique solution by uλ. We have the following result.
Theorem 10.
(i) λ→ uλ is a continuous mapping from (λ1, λ∗) to H .
(ii) As λ→ λ1 + 0, uλ → 0 in H .
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(iii) If λ∗ <∞, then as λ→ λ∗ − 0, ‖uλ‖ → ∞. Moreover, uλ(x)→∞ uni-
formly on any compact subset of the interior of M0, and
lim
λ→λ∗−0
uλ(x)U∗(x), lim
λ→λ∗−0
uλ(x)U∗(x), ∀x ∈ RN \M0,
where U∗ and U∗ are the minimal and maximal positive solution of (1.3)
with λ= λ∗, respectively.
Proof. Suppose λn ∈ (λ1, λ∗) and λn → λ0 ∈ [λ1,∞) as n→∞. Denote un =
uλn and sn =
∫
RN a(x)u
2
n. Clearly sn > λ−1n
∫
RN |∇un|2 > 0. Hence we may
assume sn = d2n , dn > 0.
Subject to passing to a subsequence, we have three cases to consider:
(a) dn → d0 > 0,
(b) dn → 0,
(c) dn →∞.
In case (a), ‖un‖√λndn M <∞ for some constant M and all n. Hence,
subject to a subsequence, un → u weakly in H , strongly in L2(RN,p) and L2(B)
for any bounded set B ⊂ RN . By Lemma 7 we know {un} is also bounded in
L∞(RN ). Hence un → u in Lq(B) for any q > 1 and any bounded set B . Let us
now multiply the equation
−∆un = λna(x)un− b(x)upn
by an arbitrary smooth function φ with compact support, integrate over RN and
then let n→∞. We obtain∫
RN
∇u · ∇φ =
∫
RN
(
λ0a(x)u− b(x)up
)
φ.
Hence u is a nonnegative solution of (1.1) with λ = λ0. Since
∫
RN a
+(x)u2n 
d2n → d20 > 0, we have
∫
RN a
+(x)u2  d20 > 0 and hence u is not identically zero.
It follows that u ∈ H is a positive solution of (1.1) with λ = λ0. Thus, we must
have λ0 ∈ (λ1, λ∗) and u = uλ0 . It follows that the entire original sequence un
converges to uλ0 .
In conclusion, we have proved that when case (a) occurs, necessarily λ0 ∈
(λ1, λ∗) and un→ uλ0 .
Consider now case (b). We have ‖un‖√λndn→ 0 and hence, by Lemma 7,
‖un‖L∞(RN) → 0. Let wn = un/dn. We have
−∆wn  λna+(x)wn (5.1)
and ‖wn‖√λn M <∞ for some constant M and all n. Using (5.1) and the
proof of Lemma 7, we find that
wn(x) C‖wn‖CM <∞, ∀x ∈RN.
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Hence, as before, by passing to a subsequence, we may assume that wn → w
weakly in H , strongly in L2(RN,p) and Lq(B) for all q > 1 and all bounded
set B ⊂ RN . Since up−1n wn → 0 in Lq(B), we easily deduce, using the weak
formulation as in case (a) above, that
−∆w= λ0a(x)w, ∀x ∈RN .
As
∫
RN
a+(x)w2 = lim ∫
RN
a+(x)w2n  1, we conclude, by the maximum prin-
ciple, that w is positive on RN .
By the definition of λ1, we can find a sequence of large balls Bk and positive
functions φk such that
−∆φk = λ′ka(x)φk, φk|∂Bk = 0, λ′k → λ1.
If we use the notation µ1(ψ,D) as in the proof of Theorem 9, and denote by ψk
a positive eigenfunction corresponding to µ1(−λ0a,Bk), we find that
µ1(−λ0a,Bk)
∫
Bk
wψk =−
∫
∂Bk
w
∂ψk
∂νk
> 0.
Therefore, µ1(−λ0a,Bk) > 0. As in the proof of Theorem 9, this implies that
λ0 < λ′k and hence λ0  λ1. Thus we must have λ0 = λ1.
In conclusion, we have proved that in case (b), necessarily λ0 = λ1 and un → 0
in H .
In case (c), let us again denote wn = un/dn. Then, as in case (b), subject to
a subsequence, wn → w weakly in H , strongly in L2(RN,p) and Lq(B) for all
q > 1 and all bounded set B ∈ RN . We now multiply the equation
−∆wn = λna(x)wn − b(x)dp−1n wpn
by an arbitrary smooth function φ with compact support, and deduce
d
p−1
n
∫
RN
b(x)w
p
nφ =−
∫
RN
∇wn · ∇φ + λn
∫
RN
a(x)wnφ. (5.2)
Letting n→∞ in (5.2) we obtain∫
RN
b(x)wpφ = 0.
Hence w = 0 on RN \ M0. Since
∫
RN
a+(x)w2 = lim ∫
RN
a+(x)w2n  1, we
necessarily have M0 
= ∅, w 
≡ 0.
If φ in (5.2) has support contained in M0, then we let n→∞ and find that
−
∫
M0
∇w · ∇φ + λ0
∫
M0
a(x)wφ = 0.
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It follows that
−∆w= λ0a(x)w, ∀x ∈M0.
As w  0, w 
≡ 0 and w|RN\M0 = 0, we conclude that w|M0 is a nontrivial
nonnegative solution to
−∆w= λ1a(x)w, w|∂M0 = 0.
Thus, we must have λ0 = λ1(M0) and w > 0 in the interior of M0. Clearly,
lim‖wn‖ ‖w‖> 0.
It follows that ‖un‖→∞. Moreover, it follows from standard elliptic regularity
thatwn →w in, say,C1(B), for any bounded domainB ⊂⊂M0. Hence, un →∞
uniformly on any compact subset of the interior of M0.
In conclusion, in case (c), necessarily λ0 = λ∗ < ∞ and ‖un‖ → ∞,
un(x)→∞ uniformly on any compact subset of the interior of M0.
It is easily seen that the above discussions imply (i), (ii) and the first part of
(iii) in our theorem. Indeed, suppose λ0 ∈ (λ1, λ∗) and λn → λ0. Then the above
discussions conclude that case (a) must occur and un → uλ0 . This proves (i).
Suppose next λ0 = λ1. Then the above discussions show that necessarily case (b)
occurs and ‖un‖ → 0. This proves (ii). If λ∗ <∞ and λ0 = λ∗, then the above
discussions imply that only case (c) can occur and so ‖un‖ →∞ and un →∞
uniformly on any compact subset of the interior of M0.
It remains to study the behaviour of uλ on RN \M0 as λ→ λ∗ <∞. For δ > 0,
we have
λa  λ∗a + δa−, ∀λ ∈ (λ∗ − δ,λ∗). (5.3)
By Theorem 5, the problem
−∆u= (λ∗a + δa−)u− b(x)up, x ∈RN \M0, u|∂M0 =∞
has a maximal positive solution Uδ . By (5.3), Tλ(Uδ)  0, and from the
construction of Uδ in the proof of Theorem 5, we see, by Lemma 2, that uλ Uδ .
It follows that
lim
λ→λ∗−0
uλ(x)Uδ(x), ∀x ∈RN \M0.
A similar consideration shows that Uδ increases with δ. Moreover, a standard
local argument shows that U0(x) = limδ→0Uδ(x) is a positive solution of (1.3)
with λ= λ∗. Hence U0(x)U∗(x) and
lim
λ→λ∗−0
uλ(x)U∗(x), ∀x ∈ RN \M0.
For small positive δ, define
Mδ =
{
x ∈M0: d(x, ∂M0) δ
}
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and
bδ(x)= b(x)+ d
(
x,Mδ ∪ (RN \M0)
)
.
Clearly
bδ(x) b(x), bδ|RN\Mδ > 0, bδ|Mδ = 0,
bδ → b as δ→ 0 in L∞(RN).
By Theorem 5, the problem
−∆u= (λ∗a − δa+)u− bδ(x)up, x ∈ RN \Mδ, u|∂Mδ =∞
has a minimal positive solution Vδ . When λ ∈ (λ∗ − δ,λ∗), λa  λ∗a − δa+ and
hence Tλ(Vδ)  0. From the construction of Vδ and the above-proved fact that
uλ|∂Mδ →∞ as λ→ λ∗ − 0, we deduce, using Lemma 2, uλ  Vδ for all λ < λ∗
but close to λ∗. Hence
lim
λ→λ∗−0
uλ(x) Vδ(x), ∀x ∈RN \Mδ.
On the other hand, Vδ(x) decreases with δ and V0(x)= limδ→0 Vδ(x) is a positive
solution of (1.3) with λ= λ∗. Thus V0(x)U∗(x) and
lim
λ→λ∗−0
uλ(x)U∗(x), ∀x ∈ RN \M0.
The proof is complete. ✷
Remark 11. 1. Our results are true for more general nonlinearities; for example,
one may replace the term b(x)up by b(x)f (u) with suitable f (u). The results
remain valid when ∆ is replaced by the following divergence form uniformly
elliptic operator:
Lu=
∑
i,j
∂i
(
aij (x)∂ju
)
,
where the coefficients are smooth functions and aij = aji for i, j = 1, . . . , n
satisfy the uniform ellipticity condition
µ−1|ξ |2  aij ξiξj  µ|ξ |2
for all x, ξ ∈ RN with µ 1 being a fixed constant.
2. Our method can be easily modified to discuss the case that M0 has a finite
number of bounded components. The results in Theorem 1 still hold for this
case except that the asymptotic behaviour of uλ near λ∗ is changed slightly. If,
for example, M0 has components M1, . . . ,Mk satisfying λ∗ = λ1(M1) = · · · =
λ1(Mj ), j  k, and λ1(Mi) > λ∗ for i = j + 1, . . . , k, then uλ →∞ uniformly
on compact subsets of the interior of M ′0 =M1∪· · ·∪Mj , and all the conclusions
in (iii) of Theorem 1 hold with M0 there replaced by M ′0.
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3. If a− is in class P , then we can apply Theorem 1 to −a = a− − a+ and
obtain results for (1.1) with negative λ. Unfortunately, our results do not cover
the geometrically interesting case λ= 0. We refer to [4,18] and references therein
for studies of this case.
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