The areas of planning and scheduling (from the Artificial Intelligence point of view) have seen important advances thanks to application of constraint satisfaction techniques. Currently, many important real-world problems require efficient constraint handling for planning, scheduling and resource allocation to competing goal activities over time in the presence of complex state-dependent constraints. Solutions to these problems require integration of resource allocation and plan synthesis capabilities. Hence to manage such complex problems planning, scheduling and constraint satisfaction must be interrelated. This special issue on Constraint Satisfaction for Planning and Scheduling Problems compiles a selection of papers dealing with various aspects of applying constraint satisfaction techniques in planning and scheduling. The core of submitted papers was formed by the extended versions of papers presented at COPLAS'2009: ICAPS 2009 Workshop on Constraint Satisfaction Techniques for Planning and Scheduling Problems. This issue presents novel advances on planning, scheduling, constraint programming/constraint satisfaction problems (CSPs) and many other common areas that exist among them. On the whole, this issue mainly focus on managing complex problems where planning, scheduling, constraint satisfaction and search must be combined and/or interrelated, which entails an enormous potential for practical applications and future research.
Introduction
Over the last few years, there have been great advances in Artificial Intelligence (AI) planning, scheduling and constraint satisfaction.
There exist two almost completely separated communities in the field of Intelligent Manufacturing and in Planning and Scheduling. They have different individuals and focusing on different groups of conferences, workshops and other activities as well as mostly publishing in different journals. Intelligent Manufacturing can be considered as a subfield of those interested in applying Intelligent Technologies in general to manufacturing, while AI Planning and Scheduling is related to Computer Science. A further separation arises from the fact that similar terms are used to mean rather different things. Thus planning in the AI sense does not correspond to planning in the manufacturing sense. Consider the example of production planning, where AI Planning is an abstract approach to generating sequences of actions to meet goals from a defined initial state, meanwhile production planning often starts with templates containing sequences of actions and allocates resources to them, making it closer to what in AI would be called scheduling. Some production planning is at least as much concerned with computational geometry, as for example, generating the machining sequences needed to produce particular parts.
There is a closer match in the use of the term scheduling, but the term is typically used in the AI community to cover a wider range of activities than those covered by the term in the manufacturing community. In any case, constraint satisfaction plays an important role in planning and scheduling from both Intelligent Manufacturing and Artificial Intelligence points of views. This special issue is mainly focused on the integration of constraint satisfaction techniques to planning and scheduling problems in the AI context. Planning in AI aims at finding a sequence of actions which allows an executive agent to transform an initial state into another state that satisfies some goals [4] . This sequence is typically produced in a partial order, that is, with only essential ordering relations between the actions, so that actions not so ordered appear as pseudo-parallel and can be executed in any order while still achieving the desired goals. However some models do explicitly represent true parallelism between the actions.
Scheduling is responsible for deciding which resources to allocate to actions and when to allocate them in order to satisfy the problem constraints [3] . Scheduling is considered to be the organization of a known sequence of actions or a set of sequences along a time-line such that execution is carried out efficiently or possibly optimally. This also includes allocation of a set of resources to such sequences of actions so that a set of efficiency or optimality conditions are met. Scheduling task can therefore be seen as selecting among the various action sequences in a partialorder plan the particular order that meets efficiency or optimality conditions and filling in all the resourcing detail to the point at which each action can be executed.
Constraint satisfaction is one of the most successful problem solving paradigms in AI. Since its original development over 35 years ago [6] , it has found numerous applications in almost all areas of AI. Briefly, a constraint satisfaction problem (CSP) consists of a set of variables, each variable is associated to a finite domain, and there exists a set of constraint among the variables. The main goal in a CSP is to find an instantiation of a value to each variable in such a way that all constraints are satisfied.
Constraint Satisfaction Problems were successfully applied to many areas such as configuration, planning, scheduling and resource allocation, and form the basis of a significant software industry. With the increasing use of the Internet, many of these applications now pose themselves in a multi-agent setting where variables and/or constraints of the problem are controlled by different agents. Distributed constraint satisfaction addresses this setting.
Papers in this issue
This issue presents recent progress on planning, scheduling, constraint satisfaction and search strategies and algorithms, together with particular applications of these techniques to real life problems. While some authors extend ideas from traditional constraint programming to push forward the state of the art on planning, scheduling, and temporal reasoning from the constraint satisfaction perspective, others mainly focus on the formulation of real world problems as CSPs and present novel ways to face them. In both cases, they combine ideas from various disciplines of AI and address several appealing lines of research within the constraint satisfaction field. Wallace investigates how explanations for the cumulative constraint can improve solving of complex scheduling problems. The authors show how the decomposition of the cumulative constraint can be competitive with the state-of-the-art specialized methods from both CP and OR communities. Using decomposition into component parts automatically makes the propagator incremental and able to explain itself. The authors show that using the insights from the behavior of the decomposition, they can create global cumulative constraints that explain their propagation. They compare these approaches to explaining the cumulative constraint on resource constrained project scheduling problems.
The paper 'Data Transfer Planning with Tree Placement for Collaborative Envi-
ronments' by Holub, Rudová and Liška presents an automated planner for media stream distribution in environments where bandwidth of streams is comparable to capacities of network links. To this end, the constraint programming method has been successfully adopted to deal with this problem. The authors provide a new comprehensive description of the constraint model by a tree placement problem and a new corresponding variant of the link based model for the traffic placement problem. They prove correctness of the proposed constraint satisfaction problem to present validity of included constraints with respect to the desired functionality of planning. An evaluation of the implemented solver is presented on a number of experimental problems to show effectiveness of the formulation. The resultant solver is a part of an application middleware called CoUniverse, which is pioneering orchestration of component-based interactive collaborative environments in a number of global demonstrations and projects.
The paper 'Constraint Programming Approach to a Bilevel Scheduling Problem'
by Kovács and Kis shows that constraint programming can be used to model and solve discrete bilevel optimization problems. Bilevel optimization problems involve two decision makers-leader and follower-who make their choices sequentially, either one according to its own objective function. Many problems arising in economy and management science can be modeled as bilevel optimization problems. The authors present how classical techniques of operations research, such as dominance rules or lower bounds, can be applied to bilevel problems. They propose new algorithms for propagating the follower's optimality constraint and computing bounds on the follower's cost. These techniques were illustrated on a bilevel scheduling problem and evaluated in computational experiments.
Open issues
The papers published in this issue deal with hot topics of interest in constraint satisfaction and its application to planning and scheduling problems. These papers show a representative sample in this direction, but obviously there are some topics that are not covered. Although we do not try to be exhaustive, we summarize here the main directions for research on constraint satisfaction from the following perspectives:
-Modelling: Generating a good model for a problem is not an easy task, particularly when this requires hundreds or thousands of variables and constraints. Therefore, expressivity and ease of use are essential properties in modeling languages until automatic generation tools of constraint models are fully developed and widely available. -Distribution: Currently, many real problems can be formalized as Distributed CSPs. A distributed constraint satisfaction problem (DisCSP) is a CSP in which variables and constraints are distributed among multiple automated agents. Many real-life problems are inherently distributed by nature but other large scale problems can be artificially partitioned in order to be managed as a distributed problem [7] . -Solving: Constraint models must be designed in such a way that constraint solvers will find a satisfying instantiation of variables. Novel modeling approaches require novel types of constraints, for example open global constraints are valuable for modeling planning problems [2] . Integration of planning and scheduling in general brings novel challenges for inference techniques behind the constraints. For example, the resource constraints should assume optional activities [5] . -Objective: Sometimes the main objective is not to obtain a solution, nor an optimal solution to a constraint satisfaction and optimization problem, but to obtain a solution that guarantees some level of robustness or stability. Nowadays, many planning and scheduling problems are dynamic so that a solution found so far is not valid later. Some techniques are focused on repairing the original solution meanwhile others are focused on finding solutions that are able to absorb these changes. Nevertheless there exists a misunderstanding regarding the concepts of robustness and stability in constraint programming. In many cases these properties are confused and mixed, so some definitions must be stated in order to develop appropriate techniques to guarantee these properties [1] . -Applicability: The increasing application of constraint satisfaction to real-world problems brings novel challenges to constraint satisfaction research, which evolves more rapidly and, eventually, brings more commercial interest. This interest is growing very fast and covers different fields such as industry, bioinformatics, software testing, verification and analysis, database technology, graphical applications and, clearly, any type of problem that requires planning and/or scheduling features.
