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1 Introduction
In this paper, we study the a posteriori error estimates for a class of nonlinear steady-state Poisson-Nernst-
Planck (PNP) equations. The classic PNP equations were originally proposed by Nernst [1] and Planck
[2] which were used to describe the mass conservation of ions and the process of the electrostatic diffusion-
reaction. As an important mathematical model to describe the ion transport, PNP equations have been widely
applied to study the transport of charged particles in semiconductors [3,4], electrochemical systems [5,6,7],
the process of the electrostatic diffusion-reaction [8,9], and ion conversion between biological membrane
channels [10,11], etc.
However, the classical PNP equations have some drawbacks in simulating the physical or biological phe-
nomenon in some practical problems. For example, the PNP model cannot reflect the effects caused by the
ion size effect when it is used to simulate the experimental data of the ion channel. However, these effects
are of great importance in determining selectivity of channels and the properties of ionic solutions in general
[12]. In order to observe and study the biochemical phenomena in the experiment more precisely and then
analyze the corresponding diffusion phenomena and principles in detail, some modified PNP equations are
presented to deal with the existing limitations. Lu and Zhou [8] proposed a class of nonlinear PNP equations
including the ion size effect. Compared with the classic PNP equations, the nonlinear PNP equations are
more effective in simulating the biomolecular diffusion-reaction processes. By taking the protein (ion channel)
structure into account, Hyon et al. [13] developed a class of nonlinear PNP system for ion channel. Compared
with the primitive PNP model, these modifications in PNP models cause strong nonlinearity, which brings
many difficulties in analysis and computation.
Due to the coupling between the electrostatic potential and concentrations of the ionic species, the PNP
system can hardly be solved analytically. Hence, there appears a lot of literature on numerical methods for
PNP equations, including the finite difference method [14,15,16], the finite volume method [17,18], and the
finite element method [8,19,20], etc. In terms of error analysis, there are some work on the finite element
method. In [21], Yang and Lu presented a finite element error analysis for a type of steady-state PNP
equations modeling the electrodiffusion of ions in a solvated biomolecular system. Sun et al. [22] analyzed the
a priori error estimates of the finite element approximation to a type of time-dependent PNP equations, in
which a fully implicit nonlinear Crank-Nicolson scheme is studied and the optimal H1 norm error estimate is
obtained for both the ion concentration and electrostatic potential. Gao and He [20] constructed a linearized
conservative finite element method to discrete the PNP system with zero Neumann boundary conditions
and established unconditionally optimal error estimates in L2 norm. The superconvergence analysis of finite
element method for the time-dependent PNP equations is studied by Shi and Yang in [23]. Besides, in order to
obtain the optimal error estimates in L2 norm for both the electrostatic potential and the ionic concentrations,
a mixed finite element method is also studied for PNP equations, see [24,25] for more details. Recently, by
introducing a similar projection operator as in [20], Shen et al. [26] presented the optimal error estimate in
L2 norm for both the semi- and full implicit nonlinear schemes for the time-dependent PNP equations.
Although there has been some work on the a priori error analysis of the finite element method for PNP
equations, to the best of authors’ knowledge, there is no work on the a posteriori error analysis for PNP
equations. The main purpose of this paper is to provide a complete a posteriori error analysis for the finite
element approximation to a class of nonlinear steady-state PNP equations. We consider the following generic
nonlinear PNP problem
L(pi, φ) = −∇ ·
(
α(x, pi)∇pi + β(x, pi) + γ(x, pi)∇φ
)
+ g(x, pi) = 0, in Ω, 1 ≤ i ≤ n,
−∇ · (ǫ(x)∇φ) −
n∑
i=1
qipi = f, in Ω,
(1.1)
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with homogeneous Dirichlet boundary conditions
pi = φ = 0, on ∂Ω, (1.2)
where Ω ⊂ R2 is a polygonal domain with a Lipschitz boundary ∂Ω, pi is the concentration of the i-th
ionic species with charge qi and φ is the electrostatic potential. The coefficients α(x, y) : Ω¯ × R1 → R1,
β(x, y) : Ω¯ × R1 → R2, γ(x, y) : Ω¯ × R1 → R1, g(x, y) : Ω¯ × R1 → R1 and the dielectric coefficient
ǫ(x) : Ω¯ × R1 → R1 are smooth functions. This work focuses on proposing and analyzing the a posteriori
error estimates for the nonlinear stead-state PNP problem (1.1)-(1.2).
In general, there are two types of a posteriori error estimators, the gradient recovery-type a posteriori error
estimator and the residual-type a posteriori error estimator. Compared with the residual-type a posteriori
error estimator, the recovery-type a posteriori error estimator based on the gradient recovery operator is
simpler in implementation. In this paper, by using a local averaging operator which is an extension of the
gradient recovery operator, we derive a local averaging type a posteriori error estimates for the nonlinear
PNP problem (1.1)-(1.2). Then the global upper bounds and the local lower bounds of the error estimators
are obtained for both the electrostatic potential and concentrations. A corresponding adaptive finite element
algorithm is designed for the nonlinear PNP equations. Numerical experiments verify the efficiency and
reliability of the error estimators derived in this paper.
The rest of this paper is organized as follows. In section 2, the basic notations for Sobolev space and
some useful preliminary results for the finite element approximation are introduced. In section 3, we present
the global upper bounds and the local lower bounds both for the electrostatic potential and concentrations.
Based on the a posterior error estimators, a corresponding adaptive finite element algorithm is also proposed
in this section. In section 4, numerical experiments are reported to support our theoretical analysis. Finally,
in section 5, some conclusions are presented.
2 Preliminaries
In this section, we shall describe some basic notations and assumptions. Let Ω be a bounded domain in R2.
For the integer k ≥ 0 and 1 ≤ p ≤ ∞, let W k,p(Ω) be the Sobolev space with norm (see, e.g., [27,28]),
‖u‖Wk,p =

( ∑
|β|≤k
∫
Ω
∣∣Dβu∣∣p dx) 1p , for 1 ≤ p <∞,∑
|β|≤k
ess sup
Ω
∣∣Dβu∣∣, for p =∞,
where
Dβ =
∂|β|
∂x
β1
1 ∂x
β2
2
, |β| =
2∑
i=1
βi,
for the multi-index β = (β1, β2), βi ≥ 0, 1 ≤ i ≤ 2. For p = 2, denote by H
k(Ω) := W k,2(Ω) and
H10 (Ω) = {v|v ∈ H
1(Ω) : v|∂Ω = 0}, where v|∂Ω is in the sense of trace, ‖ · ‖k,Ω := ‖ · ‖k,2,Ω with the
expression that ‖ · ‖0 and (·, ·) denote the norm and inner product in L
2, respectively, and ‖ · ‖0,∞ := ‖ · ‖L∞.
Throughout this paper, we shall use C denote a generic positive constant which may stand for different values
at its different occurrences and are independent of the mesh parameters.
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Let T h = {τ} be a shape-regular simplices of Ω with mesh size h = maxτ∈T h{hτ}, where hτ is the
diameter of the elements τ . Denote by ∂T h the set of all surfaces of simplices, ∂2T h the set of all vertices of
T h and Λ = ∂2T h\∂Ω. We define the linear finite element space
Sh = {v ∈ H1(Ω) : v|τ ∈ P
1(τ), ∀τ ∈ Th}, S
h
0 = S
h ∩H10 (Ω), (2.1)
where P1(τ) is the space of linear polynomials on τ . Let {ϕz : z ∈ ∂
2T h} ⊂ Sh be the standard nodal basis
functions of Sh, namely,
ϕz1(z2) = δz1z2 , ∀z1, z2 ∈ ∂
2T h,
where δ is the Kronecker symbol. For given z ∈ ∂2T h, l ∈ ∂T h and τ ∈ T h, denote by
ωz = ∪
z∈τ¯
τ, ωl = ∪
l⊂τ¯
τ, ωτ = ∪
τ¯ ′∩τ¯ 6=∅
τ ′, (2.2)
where τ¯ is the closure of τ .
2.1 Cle´ment interpolation and local averaging operator
We need introduce two Cle´ment-type interpolation operators πh and Πh: L
2(Ω) → Sh0 , which are defined
respectively by (cf. [29,30])
πhv =
∑
z∈Λ
υzϕz , υz =
(υ, ϕz)
(ϕz , 1)
, ∀υ ∈ L2(Ω),
Πhυ =
∑
z∈∂2T h
υzϕz , υ
z =
Jz∑
j=1
αjzυ|τ jz (z), ∀υ ∈ L
2(Ω),
where ϕz is the basis function, ∪
Jz
j=1τ
j
z = ωz,
∑Jz
j=1 α
j
z = 1, and α
j
z ≥ 0. For instance, α
j
z =
1
Jz
or αjz =
|τ jz |
|ωz|
.
It should be pointed out that υ|τ jz is understood in the sense of trace in τ
j
z here. For υ ∈ H
1
0 (Ω), there hold
(see e.g., [30,31,32])
‖υ − πhυ‖0,τ ≤ Chτ‖∇υ‖0,ωτ , ∀τ ∈ T
h, (2.3)
‖υ − πhυ‖0,l ≤ Ch
1/2
l ‖∇υ‖0,ωl , ∀l ∈ ∂T
h, (2.4)
|πhυ|1,τ ≤ C|υ|1,ωτ , ∀τ ∈ T
h. (2.5)
The local averaging operator Gh : S
h
0 → S
h × Sh is defined as follows (cf. e.g., [30,33])
Ghυ = Πh
(
α(x, υ)∇υ
)
, (α(x, υ)∇υ)z =
Jz∑
j=1
αjz(α(z, υ(z))∇υ)τ jz , ∀υ ∈ S
h
0 . (2.6)
By the definition of the local averaging operator Gh, a smoothened flux field Ghv is then obtained from the
flux field “α(·, υ)∇v”. Hence, the operator Gh is also called flux recovery operator (cf. [34]). Note that if the
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coefficient α(·, υ) ≡ 1, then a so-called gradient recovery operator G˜h : S
h
0 7→ S
h × Sh is defined by (see e.g.,
[30,33,35])
G˜hv =
∑
z∈∂2T h
(∇v)zϕz, (∇v)z =
Jz∑
j=1
αjz(∇v)τ jz , ∀v ∈ S
h
0 . (2.7)
In this paper, we shall use the local averaging operator Gh to derive the a posteriori error estimators for the
nonlinear PNP problem (1.1)-(1.2).
At the end of the subsection, according to the definition of the operator G˜h and the properties of the
basis function, we can easily get the following lemma which shall be used in our later analysis.
Lemma 2.1 Suppose G˜h is defined by (2.7). For any wh ∈ S
h
0 , there hold
‖G˜hwh‖0 ≤ C‖∇wh‖0, (2.8)
and
‖G˜hwh‖0,∞ ≤ C‖∇wh‖0,∞. (2.9)
2.2 A finite element approximation
In this subsection, we consider the finite element approximation for the nonlinear PNP problem (1.1)-(1.2).
Suppose the problem (1.1)-(1.2) has a solution (pi, φ), where φ ∈ H10 (Ω) ∩W
1,∞(Ω) and pi ∈ H10 (Ω) ∩
W 1,p(Ω) for some p > 2. For any w ∈ H10 (Ω)∩W
1,p(Ω), the linearized operator L at w (namely, the Fre´chet
derivative of L at w) is then given by
L′(w, φ)ψ = −div
(
α(·, w)∇ψ +
(
αy(·, w)∇w + βy(·, w)
)
ψ
)
+ gy(·, w)ψ − div
(
γy(·, w)∇φ
)
ψ.
Furthermore, if we denote
H ′(w)ψ = −div
(
α(·, w)∇ψ +
(
αy(·, w)∇w + βy(·, w)
)
ψ
)
+ gy(·, w)ψ,
then, the bilinear form (induced by H ′(w)) is that
a′(w;ψ, v) =
(
α(·, w)∇ψ +
(
αy(·, w)∇w + βy(·, w)
)
ψ,∇v
)
+
(
gy(·, w)ψ, v
)
. (2.10)
Our basic assumptions are, first of all, the exact solution pi of (1.1) satisfies
ξTα(x, pi)ξ ≥ C−1|ξ|2, ∀ξ ∈ R2, x ∈ Ω¯, (2.11)
for some constant C > 0 and, secondly, L′(pi, φ) : H10 (Ω)→ H
−1(Ω) is an isomorphism. As a result of these
assumptions, pi must be an isolated solution (cf. [36]).
Denote by
a(w, v) =
(
α(·, w)∇w + β(·, w),∇v
)
+
(
g(·, w), v
)
, (2.12)
and
b(w,ψ, v) =
(
γ(·, w)∇ψ,∇v
)
, a˜(w, v) =
(
ǫ(x)∇w,∇v
)
. (2.13)
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Then the weak forms of (1.1)-(1.2) are that: find pi, i = 1, 2, · · · , n and φ ∈ H10 (Ω) such that
a(pi, v) + b(pi, φ, v) = 0, ∀v ∈ H10 (Ω), i = 1, 2, · · · , n, (2.14)
a˜(φ,w) =
(
f˜(pi), w), ∀w ∈ H10 (Ω), (2.15)
where f˜(pi) := f˜(p1, p2, · · · , pn) =
n∑
i=1
qipi+f . Similarly, from now on, we use (pi, φ) to denote (p1, p2,· · · , pn, φ)
for similicity.
The corresponding finite element discretizations for (2.14)-(2.15) are that: find pih, i = 1, 2, · · · , n and
φh ∈ S
h
0 such that
a(pih, vh) + b(p
i
h, φh, vh) = 0, ∀vh ∈ S
h
0 , i = 1, 2, · · · , n, (2.16)
a˜(φh, wh) =
(
f˜(pih), wh), ∀wh ∈ S
h
0 , (2.17)
where f˜(pih) =
n∑
i=1
qipih + f .
In the later analysis, we need the following identity. For any w,ψ, w˜, ψ˜, v ∈ H10 (Ω), define the remainder
R(w,ψ, w˜, ψ˜, v) = a(w˜, v) + b(w˜, ψ˜, v)− a(w, v) − b(w,ψ, v) − a′(w; w˜ − w, v). (2.18)
By using the similar arguments in [36], we have the following lemma.
Lemma 2.2 Let (pi, φ) be the solution to (2.14)-(2.15). Then the finite element approximation (pih, φh) is
the solution to (2.16) if and only if
a′(pi; pi − pih, vh) = R(p
i, φ, pih, φh, vh), ∀vh ∈ S
h
0 . (2.19)
Moreover, for any w,ψ, w˜, ψ˜, v ∈ H10 (Ω), if ψ ∈ W
1,∞(Ω) and γ(·, w˜) ∈ L∞(Ω) satisfies
‖γ(·, w˜)− γ(·, w)‖0 ≤ C‖w˜ − w‖0, (2.20)
then the remainder R satisfies∣∣R(w,ψ, w˜, ψ˜, v)∣∣ ≤ C(‖w − w˜‖1,3‖w − w˜‖1 + ‖∇ψ˜ −∇ψ‖0 + ‖w˜ − w‖0)‖v‖1. (2.21)
Proof Taking w = pi, ψ = φ, w˜ = pih, ψ˜ = φh and v = vh in (2.18) and from (2.14) and (2.16), it yields
(2.19).
Now we turn to show (2.21). Let η(t) = a(w + t(w˜ − w), v). Since
η(1) = η(0) + η′(0) +
1
2
∫ 1
0
η′′(t)(1 − t)dt,
we have
a(w˜, v) = a(w, v) + a′(w; w˜ − w, v) + R˜(w, w˜, v),
where R˜(w, w˜, v) = 12
∫ 1
0 η
′′(t)(1 − t)dt. Compared with (2.18), it apparently shows that
|R(w,ψ, w˜, ψ˜, v)| = |b(w˜, ψ˜, v)− b(w,ψ, v) + R˜(w, w˜, v)|
≤ |b(w˜, ψ˜, v)− b(w,ψ, v)|+ |R˜(w, w˜, v)|. (2.22)
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For the first term on the right-hand side in (2.22), by ψ ∈W 1,∞(Ω), γ(·, w˜) ∈ L∞(Ω) and (2.20), we get∣∣b(w˜, ψ˜, v)− b(w,ψ, v)∣∣ = ∣∣(γ(·, w˜)∇ψ˜ − γ(·, w)∇ψ,∇v)∣∣
=
∣∣(γ(·, w˜)(∇ψ˜ −∇ψ),∇v)+ ((γ(·, w˜)− γ(·, w))∇ψ,∇v)∣∣
≤ C
(
‖γ(·, w˜)‖0,∞‖∇ψ˜ −∇ψ‖0 + ‖∇ψ‖0,∞‖γ(·, w˜)− γ(·, w)‖0
)
‖v‖1
≤ C
(
‖∇ψ˜ −∇ψ‖0 + ‖w˜ − w‖0
)
‖v‖1. (2.23)
On the other hand, from Lemma 3.1 in [36], the second term on the right-hand side in (2.22) can be
bounded by
|R˜(w, w˜, v)| ≤ Cλ
(
‖w − w˜‖1,3‖w − w˜‖1 + (‖∇w‖0,p + ‖∇w˜‖0,p)‖w − w˜‖1,3‖w − w˜‖1
)
‖v‖1
≤ C‖w − w˜‖1,3‖w − w˜‖1‖v‖1, (2.24)
where Cλ = max{|αy|, |αyy|, |βyy|, |gyy|} on Ω¯ × [−λ, λ].
Inserting (2.23) and (2.24) into (2.22), then we complete the proof. 
Lemma 2.3 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. If f ∈
H1(Ω), then we have
‖∇φh‖0,∞ ≤ C. (2.25)
Proof From (2.17), we know that φh is the finite element approximation to the solution of the following
problem
−∇ ·
(
ǫ(x)∇φ
)
=
n∑
i=1
qipih + f. (2.26)
Hence, by Gagliardo–Nirenberg–Sobolev inequality (see [37]) and the regularity estimate (see [38]), we have
‖∇φh‖0,∞ ≤ C‖φ‖1,∞ ≤ C‖φ‖2,4 ≤ C‖
n∑
i=1
qipih + f‖0,4
≤ C
(
‖
n∑
i=1
‖pih‖0,4 + ‖f‖0,4
)
≤ C
(
‖
n∑
i=1
‖pih‖1,2 + ‖f‖1,2
)
≤ C,
where we have used the assumption that pih and f ∈ H
1(Ω). Thus, we finish the proof of Lemma 2.3. 
In [21], the a priori error estimate is shown for the potential as follows.
Lemma 2.4 [21] Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. If
φ ∈ H2(Ω), then there holds
‖φ− φh‖1 ≤ C(h+
n∑
i=1
‖pi − pih‖0). (2.27)
In the later analysis, we also need the following lemmas.
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Lemma 2.5 [36,39] If h≪ 1 and pi is the solution of (2.14)-(2.15), then
‖wh‖1 ≤ C sup
ϕ∈Sh
0
a′(pi, wh, ϕ)
‖ϕ‖1
, ∀wh ∈ S
h
0 . (2.28)
Lemma 2.6 [36] Let Rh : H
1
0 (Ω)→ S
h
0 be defined by
a′(pi; pi −Rhp
i, vh) = 0, ∀vh ∈ S
h
0 . (2.29)
If pi ∈ H10 (Ω) ∩H
2(Ω), then
‖pi −Rhp
i‖1,t ≤ Ch
1+2(1/t−1/2)‖pi‖2, t ≥ 2, (2.30)
and
‖Rhp
i‖1,p ≤ C‖p
i‖2. (2.31)
Furthermore, by using Lemmas 2.5, 2.6 and the similar arguments as in [36], we have the the following
lemma.
Lemma 2.7 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. If
φ, pi ∈ H10 (Ω) ∩H
2(Ω), ‖pi − pih‖0 ≤ Ch and h≪ 1, then
‖pih −Rhp
i‖1 ≤ Ch. (2.32)
Proof For any χ ∈ Sh0 , let Φ : S
h
0 → S
h
0 be defined by
a′(pi;Φ(χ), vh) = a
′(pi; pi, vh)−R(p
i, φ, χ, φh, vh), ∀vh ∈ S
h
0 . (2.33)
Obviously, Φ is continuous. Define
B = {vh ∈ S
h
0 : ‖vh −Rhp
i‖1 ≤ Ch, ‖vh‖1,p ≤ C(1 + ‖p
i‖2)}. (2.34)
If Φ(B) ⊂ B, then by Brouwer’s fixed point theorem, there exists a fixed point pih ∈ B such that Φ(p
i
h) = p
i
h,
which combining with (2.33) and Lemma 2.2 yields that pih is the finite element solution of (2.16) and (2.32)
holds from pih ∈ B. Hence, in order to obtain (2.32), we only need to show Φ(B) ⊂ B.
For any χ ∈ B, by (2.29) and (2.33), we get
a′(pi;Φ(χ) −Rhp
i, vh) = R(p
i, φ, χ, φh, vh), ∀vh ∈ S
h
0 .
Since Φ(χ) −Rhp
i ∈ Sh0 , by Lemma 2.5, it yields
‖Φ(χ)−Rhp
i‖1 ≤ C sup
ϕ∈Sh
0
a′(pi;Φ(χ)−Rhp
i, ϕ)
‖ϕ‖1
≤ C sup
ϕ∈Sh
0
(Ω)
|R(pi, φ, χ, φh, ϕ)|
‖ϕ‖1
.
From (2.21), (2.25) and χ ∈ B, there holds
‖Φ(χ)−Rhp
i‖1 ≤ C
(
‖pi − χ‖1,3‖p
i − χ‖1 + ‖∇φ−∇φh‖0 + ‖p
i − χ‖0
)
. (2.35)
Then from (2.27), we have
‖Φ(χ)−Rhp
i‖1 ≤ C
(
‖pi − χ‖1,3‖p
i − χ‖1 + h+ ‖p
i − χ‖0
)
. (2.36)
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By inverse inequality and χ ∈ B, from (2.34), we get
‖Rhp
i − χ‖1,3 ≤ Ch
2(1/3−1/2)‖Rhp
i − χ‖1 ≤ Ch
2/3. (2.37)
In addition, combining (2.30) and (2.37), it follows that
‖pi − χ‖1,3‖p
i − χ‖1 ≤ C
(
‖pi −Rhp
i‖1,3 + ‖Rhp
i − χ‖1,3
)(
‖pi −Rhp
i‖1 + ‖Rhp
i − χ‖1
)
≤ Ch5/3.
Hence, from (2.36), we have
‖Φ(χ)−Rhp
i‖1 ≤ C
(
h5/3 + h+ ‖pi − χ‖0
)
≤ C
(
h+ ‖pi − χ‖0
)
. (2.38)
Then from (2.31) and (2.38), we deduce that
‖Φ(χ)‖1,p ≤ ‖Φ(χ)−Rhp
i‖1,p + ‖Rhp
i‖1,p
≤ Ch2(1/p−1/2)‖Φ(χ)−Rhp
i‖1 + ‖Rhp
i‖1,p
≤ C
(
h2(1/p−1/2)
(
h+ ‖pi − χ‖0
)
+ ‖pi‖2
)
. (2.39)
For the term ‖pi − χ‖0, from χ ∈ B, (2.30) and (2.34), we have
‖pi − χ‖0 ≤ ‖p
i −Rhp
i‖0 + ‖Rhp
i − χ‖0 ≤ Ch. (2.40)
Substituting (2.40) into (2.38) and (2.39), respectively, it easily yields
‖Φ(χ)−Rhp
i‖1 ≤ Ch
and
‖Φ(χ)‖1,p ≤ C(1 + ‖p
i‖2).
Hence Φ(B) ⊂ B. This completes the proof of (2.32). 
3 A posteriori error estimates
In this section, we first present the a posteriori error estimates including the global upper bounds and the
local lower bounds for the nonlinear PNP equations (1.1) with boundary conditions (1.2). Then a typical
finite element adaptive algorithm is developed based on the a posteriori error analysis.
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3.1 Upper bound
In this subsection, we shall derive the global upper bounds of the a posteriori error indicators for both the
electrostatic potential and concentrations.
First, the upper bound of ‖∇(φ− φh)‖0,Ω is presented as follows.
Theorem 3.1 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. There
holds
‖∇(φ− φh)‖0,Ω ≤ C
(
ηφ(p
i
h, φh) +
n∑
i=1
‖pi − pih‖0,Ω
)
, (3.1)
where
ηφ(p
i
h, φh) =
∑
τ∈T h
(
hτ‖R1h(p
i
h, φh)‖0,τ + ‖Dh(φh)‖0,τ
)
,
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f,
Dh(φh) = Ghφh − ǫ(x)∇φh.
Proof For any w ∈ H10 (Ω), χ ∈ S
h
0 , it follows from (2.15) and (2.17) that
a˜(φ− φh, w) = a˜(φ,w) − a˜(φh, w) = (f˜(p
i), w) − a˜(φh, w)
= (f˜(pi), w − χ) + (f˜(pi), χ)− a˜(φh, w)
= (f˜(pi), w − χ) + (f˜(pi)− f˜(pih), χ) + (f˜(p
i
h), χ)− a˜(φh, w − χ)− a˜(φh, χ)
=
( n∑
i=1
qipi + f, w − χ
)
−
( n∑
i=1
qi(pi − pih), w − χ
)
+
( n∑
i=1
qi(pi − pih), w
)
− a˜(φh, w − χ)
=
( n∑
i=1
qipih + f, w − χ
)
+
( n∑
i=1
qi(pi − pih), w
)
− a˜(φh, w − χ). (3.2)
By Green’s formula, we rewrite the third term on the right-hand side of (3.2) as follows
−a˜(φh, w − χ) = −
∫
Ω
ǫ(x)∇φh · ∇(w − χ)
=
∫
Ω
(Ghφh − ǫ(x)∇φh) · ∇(w − χ)−
∫
Ω
Ghφh · ∇(w − χ)
=
∫
Ω
(Ghφh − ǫ(x)∇φh) · ∇(w − χ) +
∑
τ∈T h
∫
τ
div(Ghφh)(w − χ). (3.3)
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Substituting (3.3) into (3.2), we get
a˜(φ− φh, w) =
∑
τ∈T h
∫
τ
R1h(p
i
h, φh)(w − χ) +
∑
τ∈T h
∫
τ
Dh(φh) · ∇(w − χ)
+
∑
τ∈T h
∫
τ
( n∑
i=1
qi(pi − pih)
)
w (3.4)
≤ C
∑
τ∈T h
(∥∥R1h(pih, φh)‖0,τ‖w − χ‖0,τ + ‖Dh(φh)‖0,τ‖∇(w − χ)‖0,τ
+
n∑
i=1
‖pi − pih‖0,τ‖w‖0,τ
)
, (3.5)
where
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f, Dh(φh) = Ghφh − ǫ(x)∇φh.
Taking χ = πhw in (3.5) and using Cle´ment interpolation estimates (2.3) and (2.5), it yields
a˜(φ− φh, w) ≤ C
∑
τ∈T h
((
hτ‖R1h(p
i
h, φh)‖0,τ + ‖Dh(φh)‖0,τ
)
‖∇w‖0,ωτ
+
n∑
i=1
‖pi − pih‖0,τ‖w‖0,τ
)
. (3.6)
Then the desired result (3.1) can be easily obtained by taking w = φ− φh in (3.6). 
Now we turn to present the upper bound of ‖∇(pi − pih)‖0,Ω. First, we need the following lemma.
Lemma 3.1 [36,40] Suppose pi is an isolated solution and the finite element solution pih is sufficiently close
to the exact solution pi provided by h≪ 1. Then for any w ∈ H10 (Ω), there holds
‖w‖1,Ω ≤ C sup
v∈H1
0
(Ω)
a′(pih;w, v)
‖v‖1,Ω
. (3.7)
The global upper bound for ‖∇(pi − pih)‖0,Ω is presented as follows.
Theorem 3.2 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. Sup-
pose the finite element solution pih is sufficiently close to the exact solution p
i. If φ, pi ∈ H10 (Ω) ∩ H
2(Ω),
‖pi − pih‖0 ≤ Ch and h≪ 1, then there holds
‖∇(pi − pih)‖0,Ω ≤ C
(
ηpi(p
i
h, φh) +
n∑
i=1
‖pi − pih‖0,Ω
)
, (3.8)
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where
ηpi(p
i
h, φh) =
∑
τ∈T h
(
‖Dh(p
i
h)‖0,τ + ‖γ(x, p
i
h)(G˜hφh −∇φh)‖0,τ + hτ‖R2h(p
i
h, φh)‖0,τ
)
+
∑
τ∈T h
(
‖Dh(φh)‖0,τ + hτ‖R1h(p
i
h, φh)‖0,τ
)
,
Dh(p
i
h) = Ghp
i
h − α(x, p
i
h)∇p
i
h, Dh(φh) = Ghφh − ǫ(x)∇φh,
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f,
R2h(p
i
h, φh) = div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
.
Proof For any v ∈ H10 (Ω), χ ∈ S
h
0 , first, by (2.16), we have
−a(pih, v) = −
(
a(pih, v − χ) + a(p
i
h, χ)
)
= −a(pih, v − χ) + b(p
i
h, φh, χ)
= −
(
α(x, pih)∇p
i
h + β(x, p
i
h),∇(v − χ)
)
−
(
g(x, pih), v − χ
)
+ b(pih, φh, χ)
= −
(
α(x, pih)∇p
i
h −Ghp
i
h,∇(v − χ)
)
−
(
Ghp
i
h + β(x, p
i
h),∇(v − χ)
)
−
(
g(x, pih), v − χ
)
+ b(pih, φh, χ)
=
∑
τ∈T h
∫
τ
(
Ghp
i
h − α(x, p
i
h)∇p
i
h
)
· ∇(v − χ) +
∑
τ∈T h
∫
τ
div
(
Ghp
i
h + β(x, p
i
h)
)
(v − χ)
−
∑
τ∈T h
∫
τ
g(x, pih)(v − χ) + b(p
i
h, φh, χ)
= A˜(pih, v, χ) + b(p
i
h, φh, χ), (3.9)
where
A˜(pih, v, χ) =
∑
τ∈T h
∫
τ
Dh(p
i
h) · ∇(v − χ) +
∑
τ∈T h
∫
τ
Rh(p
i
h)(v − χ), (3.10)
Dh(p
i
h) = Ghp
i
h − α(x, p
i
h)∇p
i
h, Rh(p
i
h) = div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih).
On the other hand, by (2.14) and taking w˜ = pi, ψ˜ = φ,w = pih, ψ = φh in (2.18), we have
a′(pih; p
i − pih, v) = a(p
i, v) + b(pi, φ, v)− a(pih, v)− b(p
i
h, φh, v)−R(p
i
h, φh, p
i, φ, v)
= −a(pih, v)− b(p
i
h, φh, v)−R(p
i
h, φh, p
i, φ, v). (3.11)
Local Averaging Type a Posteriori Error Estimates for the Nonlinear Steady-state Poisson-Nernst-Planck Equations 13
Combining (3.9), (3.10) and (3.11), it yields
a′(pih; p
i − pih, v) = A˜(p
i
h, v, χ) + b(p
i
h, φh, χ− v)−R(p
i
h, φh, p
i, φ, v)
= A˜(pih, v, χ) +
(
γ(x, pih)∇φh,∇(χ− v)
)
−R(pih, φh, p
i, φ, v)
= A˜(pih, v, χ) +
(
γ(x, pih)(∇φh − G˜hφh),∇(χ− v)
)
+
(
γ(x, pih)G˜hφh,∇(χ− v)
)
−R(pih, φh, p
i, φ, v)
= A˜(pih, v, χ) +
∑
τ∈T h
∫
τ
(
γ(x, pih)(G˜hφh −∇φh)
)
· ∇(v − χ) +
∑
τ∈T h
∫
τ
div
(
γ(x, pih)G˜hφh
)
(v − χ)
−R(pih, φh, p
i, φ, v)
=
∑
τ∈T h
∫
τ
Dh(p
i
h) · ∇(v − χ) +
∑
τ∈T h
∫
τ
(
Rh(p
i
h) + div
(
γ(x, pih)G˜hφh
))
(v − χ)
+
∑
τ∈T h
∫
τ
(
γ(x, pih)(G˜hφh −∇φh)
)
· ∇(v − χ)−R(pih, φh, p
i, φ, v). (3.12)
Then taking χ = πhv in (3.12), by Cle´ment interpolation (2.3) and (2.5), we get
a′(pih; p
i − pih, v) ≤ C
∑
τ∈T h
(
‖Dh(p
i
h)‖0,τ + ‖γ(x, p
i
h)(G˜hφh −∇φh)‖0,τ
+ hτ‖Rh(p
i
h) + div
(
γ(x, pih)G˜hφh
)
‖0,τ
)
‖v‖1,ωτ +
∣∣R(pih, φh, pi, φ, v)∣∣. (3.13)
Now it remains to estimate the remainder R(pih, φh, p
i, φ, v). From (2.21), we have∣∣R(pih, φh, pi, φ, v)∣∣ ≤ C(‖pih − pi‖1,3‖pih − pi‖1 + ‖∇(φ− φh)‖0 + ‖pi − pih‖0)‖v‖1. (3.14)
We turn to estimate ‖pih − p
i‖1,3 on the right-hand side of (3.14).
By the inverse estimate, (2.30) and (2.32), it yields
‖pih − p
i‖1,3 ≤ C
(
‖pih −Rhp
i‖1,3 + ‖Rhp
i − pi‖1,3
)
≤ C
(
h2(1/3−1/2)‖pih −Rhp
i‖1 + h
1+2(1/3−1/2)‖pi‖2
)
≤ Ch
2
3 . (3.15)
Substituting (3.15) into (3.14), we have∣∣R(pih, φh, pi, φ, v)∣∣ ≤ C(h 23 ‖pih − pi‖1 + ‖∇(φ− φh)‖0 + ‖pi − pih‖0)‖v‖1. (3.16)
By (3.13), (3.16) and using Lemma 3.1, it follows that
‖pi − pih‖1,Ω ≤ C
∑
τ∈T h
(
‖Dh(p
i
h)‖0,τ + ‖γ(x, p
i
h)(G˜hφh −∇φh)‖0,τ
+ hτ‖Rh(p
i
h) + div
(
γ(x, pih)G˜hφh
)
‖0,τ
)
+ C
(
h
2
3 ‖pih − p
i‖1 + ‖∇(φ− φh)‖0 + ‖p
i − pih‖0
)
. (3.17)
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Hence, choosing h sufficiently small such that Ch
2
3 ≪ 1, then we obtain
‖pi − pih‖1,Ω ≤ C
∑
τ∈T h
(
‖Dh(p
i
h)‖0,τ + ‖γ(x, p
i
h)(G˜hφh −∇φh)‖0,τ + hτ‖R2h(p
i
h, φh)‖0,τ
)
+ C
(
‖∇(φ− φh)‖0,Ω + ‖p
i − pih‖0
)
, (3.18)
where
R2h(p
i
h, φh) = Rh(p
i
h) + div
(
γ(x, pih)G˜hφh
)
= div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
.
Then the desired result (3.8) is completed by using (3.1) and (3.18). This completes the proof of Theorem
3.2. 
Remark 3.1 Note that ‖pi−pih‖0,Ω is usually higher-order term compared with ‖∇(φ−φh)‖0,Ω and ‖∇(p
i−
pih)‖0,Ω. From (3.1) and (3.8), if ‖p
i − pih‖0,Ω ≤ Ch‖∇(p
i − pih)‖0,Ω, then
‖∇(pi − pih)‖0,Ω ≤ Cηpi(p
i
h, φh),
‖∇(φ− φh)‖0,Ω ≤ C
(
ηφ(p
i
h, φh) + hηpi(p
i
h, φh)
)
.
Up to now, there is no relevant work on the L2 norm error estimate for both the steady-state PNP
equations ( (1.1) with α = β = 1, γ = pi, g = fi(x)) and the nonlinear PNP equations (1.1). It is difficult to
derive the L2 norm error estimate for pi by using the traditional duality arguments for the steady-state PNP
equations. Recently, we present an optimal L2 norm error estimate of the finite element approximation pih
in [26] for a time-dependent PNP equations, but the arguments used in [26] can not successfully applied to
the steady-state model because of the difference between the steady-state and time-dependent PNP equations.
Although there is no theoretical results on the L2 norm error estimate for the steady-state PNP equations,
numerical examples including PNP equations for practical biological problems solved on irregular meshes show
that ‖pi − pih‖0,Ω ≤ Ch‖∇(p
i − pih)‖0,Ω holds (see Figs. 2, 3 and Figs. 5, 6 in our work [21], where Figs. 5,
6 presents the results for a practical biological problem).
In the next subsection, we will present the local lower bounds of the a posteriori error indicators for both
the electrostatic potential and concentrations.
3.2 Lower bound
Now, we study the lower bounds of the a posteriori error indicators for both the electrostatic potential
and concentrations. We need further some assumptions for the coefficients in (1.1). Suppose that α(x, y) ∈
W 2,∞(Ω × (−λ, λ)), β(x, y) ∈
(
H2(Ω × (−λ, λ))
)2
, g(x, y) ∈ H1(Ω × (−λ, λ)), and ǫ(x) ∈ W 2,∞(ωτ ), where
l ∈ ∂T h, l 6⊂ ∂Ω and ωl is defined in (2.2). In addition, we assume that γ(x, y) is a linear function with
respect to the second variable y (actually, γ(x, pi) = qipi in the practical problems, where qi is a constant).
We also need the assumption that there exist positive constants α0, α1, ǫ0 and ǫ1, such that
α0 ≤ α(x, y) ≤ α1 (3.19)
and
ǫ0 ≤ ǫ(x) ≤ ǫ1. (3.20)
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Denote by [g]l the jump of g across the surface l ∈ ∂T
h, l 6⊂ ∂Ω, for example,
[α(·, v)∇v · nl]l = lim
s→0+
[
(
α(·, v)∇v
)
(x+ snl)−
(
α(·, v)∇v
)
(x− snl)] · nl, (3.21)
and
[ǫ(x)∇v · nl]l = lim
s→0+
[
(
ǫ(x)∇v
)
(x+ snl)−
(
ǫ(x)∇v
)
(x − snl)] · nl, (3.22)
where nl is the unit normal vector to l and v ∈ H
1
0 (Ω).
Let Jh,l(p
i
h) = [α(x, p
i
h)∇p
i
h · nl] and Ĵh,l(φh) = [ǫ(x)∇φh · nl] represent the jumps of p
i
h and φh across
the surface l ∈ ∂T h, l 6⊂ ∂Ω, respectively, where pih, φh ∈ S
h
0 .
The following results will be used in our analysis for the lower bound.
Lemma 3.2 (cf. [31,41]) Let τ ∈ T h be a shape-regular mesh and l ∈ ∂T h. Then there exists µτ : P
1(τ)→
H10 (τ), such that for any υ ∈ P
1(τ), there hold
C−1‖µτυ‖
2
0,τ ≤ ‖υ‖
2
0,τ ≤ C(υ, µτυ)τ , (3.23)
‖µτυ‖1,τ ≤ Ch
−1
τ ‖υ‖0,τ . (3.24)
And there exists νl : P
1(l)→ H10 (ωl), such that for any υ ∈ P
1(l), there hold
C−1‖νlυ‖
2
0,l ≤ ‖υ‖
2
0,l ≤ C(υ, νlυ)l, (3.25)
‖νlυ‖0,ωl ≤ Ch
1
2
ωl‖υ‖0,l, (3.26)
‖νlυ‖1,ωl ≤ Ch
− 1
2
ωl ‖υ‖0,l. (3.27)
From (3.2) and Lemma 3.2, we get the following result.
Lemma 3.3 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. For any
l ∈ ∂T h, l 6⊂ ∂Ω, if hl ≪ 1, then there holds
h
1
2
ωl‖Ĵh,l(φh)‖0,l ≤ C
(
‖∇(φ− φh)‖0,ωl + hωl
n∑
i=1
‖pi − pih‖0,ωl
)
+ rφh,ωl , (3.28)
where Ĵh,l(φh) = [ǫ∇φh · nl], and rφh,ωl ≤ Ch
2
ωl
(
|f |1,ωl + ‖ǫ‖2,∞,ωl‖φh‖1,ωl
)
.
Proof For any w ∈ H10 (Ω), χ ∈ S
h
0 , l ∈ ∂T
h and l 6⊂ ∂Ω, from (3.2) and Green’s formula, we get
a˜(φ − φh, w) =
( n∑
i=1
qipih + f, w − χ
)
+
( n∑
i=1
qi(pi − pih), w
)
− a˜(φh, w − χ)
=
( n∑
i=1
qipih + f, w − χ
)
+
( n∑
i=1
qi(pi − pih), w
)
−
∫
Ω
ǫ∇φh · ∇(w − χ)
=
∑
τ
∫
τ
R̂1h(p
i
h, φh)(w − χ) +
∫
Ω
( n∑
i=1
qi(pi − pih)
)
w −
∑
l∈∂T h,l 6⊂∂Ω
∫
l
Ĵh,l(φh)(w − χ), (3.29)
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where
R̂1h(p
i
h, φh) =
n∑
i=1
qipih + div(ǫ∇φh) + f, Ĵh,l(φh) = [ǫ∇φh · nl].
Taking χ = 0 in (3.29), for any w ∈ H10 (ωl), we have(
Ĵh,l(φh), w
)
l
=
∑
l∈∂T h,l 6⊂∂Ω
∫
l
Ĵh,l(φh)w
=
(
R̂1h(p
i
h, φh), w
)
ωl
− a˜(φ− φh, w)ωl +
( n∑
i=1
qi(pi − pih), w
)
ωl
(3.30)
≤ ‖R̂1h(p
i
h, φh)‖0,ωl‖w‖0,ωl + C(‖∇(φ − φh)‖0,ωl‖w‖1,ωl +
n∑
i=1
‖pi − pih‖0,ωl‖w‖0,ωl). (3.31)
In the following, in order to estimate ‖Ĵh,l(φh)‖, we need introduce an approximation to Ĵh,l(φh) defined by
J¯h,l(φh) = [ǫ¯∇φh,l · nl],
where ǫ¯(x) ∈ Sh is a linear interpolation of ǫ(x) satisfying (cf. [42])
‖ǫ(x)− ǫ¯(x)‖0,∞,l ≤ Chl‖ǫ(x)‖1,∞,ωl . (3.32)
For any w ∈ L2(l), from (3.20) and (3.32), we have(
Ĵh,l(φh)− J¯h,l(φh), w
)
l
=
∫
l
[(ǫ − ǫ¯)∇φh · nl]w
≤ C‖ǫ− ǫ¯‖0,∞,l ‖[∇φh · nl]‖0,l‖w‖0,l
≤ Chl‖Ĵh,l(φh)‖0,l‖w‖0,l. (3.33)
Taking w = Ĵh,l(φh)− J¯h,l(φh) in the above inequality, it yields
‖Ĵh,l(φh)− J¯h,l(φh)‖0,l ≤ Chl‖Jˆh,l(φh)‖0,l. (3.34)
On the other hand, from (3.31) and (3.33), we get(
J¯h,l(φh), w
)
l
=
(
J¯h,l(φh)− Ĵh,l(φh), w
)
l
+
(
Ĵh,l(φh), w
)
l
≤ C
(
hl‖Ĵh,l(φh)‖0,l‖w‖0,l + ‖R̂1h(p
i
h, φh)‖0,ωl‖w‖0,ωl
+ ‖∇(φ− φh)‖0,ωl‖w‖1,ωl +
n∑
i=1
‖pi − pih‖0,ωl‖w‖0,ωl
)
.
Similarly, taking w = νlJ¯h,l(φh) in the above formula and then by Lemma 3.2, we have
‖J¯h,l(φh)‖
2
0,l ≤ C
(
J¯h,l(φh), νlJ¯h,l(φh)
)
l
≤ C
(
h
1
2
ωl‖R̂1h(p
i
h, φh)‖0,ωl + h
− 1
2
ωl ‖∇(φ− φh)‖0,ωl + h
1
2
ωl
n∑
i=1
‖pi − pih‖0,ωl
+ hl‖Jˆh,l(φh)‖0,l
)
‖J¯h,l(φh)‖0,l.
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Hence, by using (3.34), it yields
h
1
2
ωl‖Ĵh,l(φh)‖0,l ≤ h
1
2
ωl
(
‖J¯h,l(φh)‖0,l + ‖Ĵh,l(φh)− J¯h,l(φh)‖0,l
)
≤ C
(
hωl‖R̂1h(p
i
h, φh)‖0,ωl + ‖∇(φ− φh)‖0,ωl + hωl
n∑
i=1
‖pi − pih‖0,ωl + h
3
2
l ‖Ĵh,l(φh)‖0,l
)
.
Hence, choosing hl sufficiently small such that Chl ≪ 1, then we obtain
h
1
2
ωl‖Ĵh,l(φh)‖0,l ≤ C
(
hωl‖R̂1h(p
i
h, φh)‖0,ωl + ‖∇(φ− φh)‖0,ωl + hωl
n∑
i=1
‖pi − pih‖0,ωl
)
. (3.35)
Now we turn to estimate ‖R̂1h(p
i
h, φh)‖0,ωl . Define
M˜h(p
i
h, φh)|τ = (
n∑
i=1
qipih)|τ +
1
|τ |
∫
τ
div(ǫ(x)∇φh) +
1
|τ |
∫
τ
f.
Since qi, i = 1, 2, · · · , n are constants, it is easy to see that M˜h(p
i
h, φh) ∈ P
1(τ) and
‖R̂1h(p
i
h, φh)− M˜h(p
i
h, φh)‖0,τ ≤ Chτ
(
‖ǫ‖2,∞,τ‖φh‖1,τ + |f |1,τ
)
. (3.36)
In addition, for any w ∈ H10 (τ), by (3.30), we obtain(
M˜h(p
i
h, φh), w
)
τ
= a˜(φ− φh, w)τ −
(
R̂1h(p
i
h, φh)− M˜h(p
i
h, φh), w
)
τ
−
( n∑
i=1
qi(pi − pih), w
)
τ
, (3.37)
where we have used
(
Ĵh,l(φh), w
)
l
= 0, l ∈ ∂τ in (3.37), for any w ∈ H10 (τ). Taking w = µτM˜h(p
i
h, φh) in
(3.37) and by Lemma 3.2, there holds
‖M˜h(p
i
h, φh)‖
2
0,τ ≤ C
(
M˜h(p
i
h, φh), µτM˜h(p
i
h, φh)
)
τ
≤ C
(
‖∇(φ− φh)‖0,τ‖µτM˜h(p
i
h, φh)‖1,τ + ‖R̂1h(p
i
h, φh)− M˜h(p
i
h, φh)‖0,τ‖µτM˜h(p
i
h, φh)‖0,τ
+
n∑
i=1
‖pi − pih‖0,τ‖µτM˜h(p
i
h, φh)‖0,τ
)
≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + ‖R̂1h(p
i
h, φh)− M˜h(p
i
h, φh)‖0,τ +
n∑
i=1
‖pi − pih‖0,τ
)
‖M˜h(p
i
h, φh)‖0,τ .
Thus, we get
‖M˜h(p
i
h, φh)‖0,τ ≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + ‖R̂1h(p
i
h, φh)− M˜h(φh)‖0,τ +
n∑
i=1
‖pi − pih‖0,τ
)
. (3.38)
Combining (3.36) and (3.38), it yields
‖R̂1h(p
i
h, φh)‖0,τ ≤ ‖M˜h(p
i
h, φh)‖0,τ + ‖R̂1h(p
i
h, φh)− M˜h(p
i
h, φh)‖0,τ
≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + hτ
(
‖ǫ‖2,∞,τ‖φh‖1,τ + |f |1,τ
)
+
n∑
i=1
‖pi − pih‖0,τ
)
. (3.39)
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Substituting (3.39) into (3.35), we obtain
h
1
2
ωl‖Ĵh,l(φh)‖0,l ≤ C
(
‖∇(φ− φh)‖0,ωl + hωl
n∑
i=1
‖pi − pih‖0,ωl
)
+ rφh,ωl .
where rφh,ωl ≤ Ch
2
ωl
(
|f |1,ωl + ‖φh‖1,ωl‖ǫ‖2,∞,ωl
)
.
This completes the proof of Lemma 3.3. 
Applying the above results, we have the following lower bound for ‖∇(φ− φh)‖0,ωτ .
Theorem 3.3 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. For
any τ ∈ T h, there holds
ητ,φ(p
i
h, φh) ≤ Cξh,ωτ
(
‖∇(φ− φh)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜φh,ωτ , (3.40)
where
ητ,φ(p
i
h, φh) = hτ‖R1h(p
i
h, φh)‖0,τ + ‖Dh(φh)‖0,τ ,
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f, Dh(φh) = Ghφh − ǫ(x)∇φh,
r˜φh,ωτ ≤ Cξh,ωτh
2
ωτ
(
‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
,
ξh,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξh,l, ξh,l = 1 + hl|ǫ|1,∞,l
∥∥ǫ−1∥∥
0,∞,l
.
Proof From the definition of Gh, we get
Ghφh − ǫ(x)∇φh =
∑
z∈∂2T h
(ǫ(x)∇φh)zϕz − ǫ(x)∇φh,
where ϕ is the basis function. Thus ∀x ∈ τ, τ ∈ T h, if {zi : i = 1, 2, 3} is the vertex set of τ , then by using
the similar arguments as (3.19)-(3.22) in [40], we have
Ghφh − ǫ(x)∇φh =
3∑
i=1
ϕzi(x)
 Jzi∑
j=1
αjzi
(
ǫ (zi)∇φh
)
τ jzi
− (ǫ∇φh)(x)
=
3∑
i=1
ϕzi(x)
Jzi∑
j=1
αjzi
((
ǫ (zi)∇φh
)
τ jzi
−
(
ǫ(x)∇φh
)
τ
)
=
3∑
i=1
ϕzi(x)
Jzi∑
j=1
αjzi
((
ǫ (zi)∇φh
)
τ jzi
−
(
ǫ (zi)∇φh
)
τ
)
+
(
3∑
i=1
ϕzi(x)
(
ǫ (zi)
)
τ
− ǫ(x)
)
(∇φh)τ . (3.41)
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We can find a cluster of simplices τ ′, τ1, · · · , τK , τ ∈ ωz, such that τk∩τk+1 = lk ∈ ∂T
h (k = 0, 1, · · · ,K+1),
where τ0 = τ
′ and τK+1 = τ . Thus
(
ǫ (zi)∇φh
)
τ ′
−
(
ǫ (zi)∇φh
)
τ
=
K∑
k=0
((
ǫ (zi)∇φh
)
τk
−
(
ǫ (zi)∇φh
)
τk+1
)
=
K∑
k=0
((
ǫ (zi)∇φh
)
τk
· nlk −
(
ǫ (zi)∇φh
)
τk+1
· nlk
)
nlk .
That is (
ǫ (zi)∇φh
)
τ ′
−
(
ǫ (zi)∇φh
)
τ
=
K∑
k=0
[ǫ (zi)∇φh · nlk ]nlk , (3.42)
where nlk is the unit normal vector to lk. If z is a vertex of lk, then∥∥∥ [ǫ(z)∇φh · nlk ]∥∥∥
0,lk
≤
∥∥∥[ǫ∇φh · nlk ]∥∥∥
0,lk
+
∥∥∥ [(ǫ− ǫ(z))ǫ−1ǫ∇φh · nlk] ∥∥∥
0,lk
≤ Cξh,lk
∥∥∥ [ǫ∇φh · nlk ] ∥∥∥
0,lk
, (3.43)
where ξh,lk = 1 + hlk |ǫ|1,∞,lk
∥∥ǫ−1∥∥
0,∞,lk
.
Obviously, we know that
3∑
i=1
ϕzi(x)
(
ǫ (zi)
)
τ
is the Lagrange interpolation of ǫ(x) and
∥∥∥∥∥
(
3∑
i=1
ϕzi(x)
(
ǫ (zi)
)
τ
− ǫ(x)
)
∇φh
∥∥∥∥∥
0,τ
≤ Ch2τ |ǫ|2,∞,τ |φh|1,τ . (3.44)
Then from (3.28) and (3.41)-(3.44), we get
‖Dh(φh)‖0,τ ≤ C
( 3∑
i=1
∑
l∈∂T h,l⊂ωzi
h
1
2
l ξh,l‖[ǫ∇φh · nl]‖0,l + h
2
τ |ǫ|2,∞,τ |φh|1,τ
)
≤ Cξh,ωτ
(
‖∇(φ− φh)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ + rφh,ωτ
)
+ Ch2τ |ǫ|2,∞,τ |φh|1,τ
≤ Cξh,ωτ
(
‖∇(φ− φh)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜φh,ωτ , (3.45)
where
r˜φh,ωτ ≤ Cξh,ωτh
2
ωτ
(
‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
,
ξh,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξh,l, ξh,l = 1 + hl|ǫ|1,∞,l
∥∥ǫ−1∥∥
0,∞,l
.
Next, we only need to estimate ‖R1h(p
i
h, φh)‖0,τ . Define
R˜1h(p
i
h, φh)
∣∣
τ
=
(
div(Ghφh)
)
|τ +
n∑
i=1
qipih +
1
|τ |
∫
τ
f.
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It is seen that R˜1h(p
i
h, φh) ∈ P
1(τ) and
‖R1h(p
i
h, φh)− R˜1h(p
i
h, φh)‖0,τ ≤ Chτ |f |1,τ . (3.46)
On the other hand, for any w ∈ H10 (Ω), taking χ = 0 in (3.4), it yields
a˜(φ− φh, w) =
(
R1h(p
i
h, φh), w
)
+
( n∑
i=1
qi(pi − pih), w
)
+
(
Dh(φh),∇w
)
, (3.47)
where R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f and Dh(φh) = Ghφh − ǫ(x)∇φh.
Further, from (3.47), we have(
R˜1h(p
i
h, φh), w
)
τ
= a˜(φ− φh, w)τ −
(
R1h(p
i
h, φh)− R˜1h(p
i
h, φh), w
)
τ
−
( n∑
i=1
qi(pi − pih), w
)
τ
−
(
Dh(φh),∇w
)
τ
. (3.48)
Taking w = µτ R˜1h(p
i
h, φh) in (3.48), by Lemma 3.2, we get
‖R˜1h(p
i
h, φh)‖
2
0,τ ≤ C
(
R˜1h(p
i
h, φh), µτ R˜1h(p
i
h, φh)
)
≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + ‖R1h(p
i
h, φh)− R˜1h(p
i
h, φh)‖0,τ
+
n∑
i=1
‖pi − pih‖0,τ + h
−1
τ ‖Dh(φh)‖0,τ
)
‖R˜1h(p
i
h, φh)‖0,τ .
This implies that
‖R˜1h(p
i
h, φh)‖0,τ ≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + ‖R1h(p
i
h, φh)− R˜1h(p
i
h, φh)‖0,τ
+
n∑
i=1
‖pi − pih‖0,τ + h
−1
τ ‖Dh(φh)‖0,τ
)
. (3.49)
Then, by (3.46) and (3.49), we get
‖R1h(p
i
h, φh)‖0,τ ≤ ‖R˜1h(p
i
h, φh)‖0,τ + ‖R1h(p
i
h, φh)− R˜1h(p
i
h, φh)‖0,τ
≤ C
(
h−1τ ‖∇(φ− φh)‖0,τ + hτ |f |1,τ +
n∑
i=1
‖pi − pih‖0,τ + h
−1
τ ‖Dh(φh)‖0,τ
)
. (3.50)
Hence, from (3.45) and (3.50), there holds
hτ‖R1h(p
i
h, φh)‖0,τ ≤ Cξh,ωτ
(
‖∇(φ− φh)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜φh,ωτ . (3.51)
where
r˜φh,ωτ ≤ Cξh,ωτh
2
ωτ
(
‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
,
ξh,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξh,l, ξh,l = 1 + hl|ǫ|1,∞,l
∥∥ǫ−1∥∥
0,∞,l
.
Then the desired result (3.40) can be obtained by (3.45) and (3.51). This completes the proof. 
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Now we turn to derive the lower bound of the a posteriori error indicator for ‖∇(pi − pih)‖0,ωτ . First, we
need the following lemmas.
The following result was shown in [30] for the gradient recovery operator G˜h defined in (2.7).
Lemma 3.4 [30] For any vh ∈ S
h
0 , τ ∈ T
h, l ∈ ∂T h, l 6⊂ ∂Ω, there holds
‖G˜hvh −∇vh‖0,τ ≤ C
∑
l⊂(ωτ\∂ωτ )
h
1
2
l ‖J˜h,l(vh)‖0,l, (3.52)
where J˜h,l(vh) = [∇vh · nl].
Furthermore, from (3.20) and (3.22), we can easily get
‖J˜h,l(vh)‖0,l ≤ C‖Ĵh,l(vh)‖0,l. (3.53)
Then for φh ∈ S
h
0 , τ ∈ T
h, l ∈ ∂T h, l 6⊂ ∂Ω, from (3.28), (3.52) and (3.53), we have
‖G˜hφh −∇φh‖0,τ ≤ C
(
‖∇(φ− φh)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ
)
+ rφh,ωτ , (3.54)
where rφh,ωτ ≤ Ch
2
ωτ (‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + ‖f‖1,ωτ ).
By using the above results, similar to Lemma 3.3, we have the following lemma.
Lemma 3.5 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. For any
l ∈ ∂T h, l 6⊂ ∂Ω, if hl ≪ 1, the coefficients α, β, g and γ of (1.1) satisfy
‖α(x, pi)− α(x, pih)‖0,ωl + ‖β(x, p
i)− β(x, pih)‖0,ωl + ‖g(x, p
i)− g(x, pih)‖0,ωl + ‖γ(x, p
i)− γ(x, pih)‖0,ωl
≤ C‖pi − pih‖0,ωl (3.55)
and f ∈ H1(Ω), then there holds
h
1
2
ωl‖Jh,l(p
i
h)‖0,l ≤ C
(
‖∇(pi − pih)‖0,ωτ + ‖∇(φ− φh)‖0,ωτ +
n∑
i=1
‖pi − pih‖0,ωτ
)
+ rpi
h
,ωτ , (3.56)
where
Jh,l(p
i
h) = [α(x, p
i
h)∇p
i
h · nl]
and
rpi
h
,ωτ ≤ Ch
2
ωτ
(
‖α(x, pih)‖2,∞,ωτ ‖p
i
h‖1,ωτ + |β(x, p
i
h)|2,ωτ + |g(x, p
i
h)|1,ωτ + ‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
.
Proof First, for any v ∈ H10 (Ω), from (2.12) and Green’s formula, we have
a(pih, v) = −
∑
τ∈T h
∫
τ
(
div
(
α(x, pih)∇p
i
h
)
+ div
(
β(x, pih)
)
− g(x, pih)
)
v −
∑
l∈∂T h,l 6⊂∂Ω
∫
l
[α(x, pih)∇p
i
h · nl]v
= −
∑
τ∈T h
∫
τ
Rh(pih)v + Jh(p
i
h, v), (3.57)
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where
Rh(pih)|τ =
(
div
(
α(x, pih)∇p
i
h
)
+ div
(
β(x, pih)
)
− g(x, pih)
)
|τ .
and
Jh(p
i
h, v) =
∑
l∈∂T h,l 6⊂∂Ω
∫
l
[α(x, pih)∇p
i
h · nl]v
Hence from (2.14) and (3.57), there holds
Jh(p
i
h, v) = a(p
i
h, v) +
∑
τ∈T h
(Rh(pih), v)τ
= a(pih, v)− a(p
i, v)− b(pi, φ, v) +
∑
τ∈T h
(Rh(pih), v)τ
=
(
(a(pih, v)− a(p
i, v)
)
+
(
b(pih, φh, v)− b(p
i, φ, v)
)
− b(pih, φh, v) +
∑
τ∈T h
(Rh(pih), v)τ (3.58)
From (2.13) and using the gradient recovery operator G˜h, we rewrite the third term on the right-hand
side of (3.58) as follows:
−b(pih, φh, v) = −
(
γ(x, pih)∇φh,∇v
)
=
(
γ(x, pih)(G˜hφh −∇φh),∇v
)
−
(
γ(x, pih)G˜hφh),∇v
)
=
(
γ(x, pih)(G˜hφh −∇φh),∇v
)
+
(
div
(
γ(x, pih)G˜hφh
)
, v
)
=
((
γ(x, pih)− γ(x, p
i)
)
(G˜hφh −∇φh),∇v
)
+
(
γ(x, pi)(G˜hφh −∇φh),∇v
)
+
(
div
(
γ(x, pih)G˜hφh
)
, v
)
. (3.59)
Substituting (3.59) into (3.58), we have
Jh(p
i
h, v) =
(
(a(pih, v)− a(p
i, v)
)
+
(
b(pih, φh, v)− b(p
i, φ, v)
)
+
(
R̂h(pih, φh), v
)
+
((
γ(x, pih)− γ(x, p
i)
)
(G˜hφh −∇φh),∇v
)
+
(
γ(x, pi)(G˜hφh −∇φh),∇v
)
, (3.60)
where
R̂h(pih, φh) = div
(
α(x, pih)∇p
i
h
)
+ div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
.
By using (3.55), for v ∈ H10 (ωl), it is easy to get
(a(pih, v)− a(p
i, v) + b(pih, φh, v)− b(p
i, φ, v) ≤ C(‖pi − pih‖1,ωl + ‖∇(φ− φh)‖0,ωl)‖v‖1,ωl . (3.61)
Then for any v ∈ H10 (ωl), inserting (3.61) into (3.60) and from (2.9), (2.25) and (3.55), we get
(Jh,l(p
i
h), v)l = Jh(p
i
h, v)
≤ C
(
‖pi − pih‖1,ωl‖v‖1,ωl + ‖γ(x, p
i
h)− γ(x, p
i)‖0,ωl‖G˜hφh −∇φh‖0,∞,ωl‖v‖1,ωl
+ ‖R̂h(pih, φh)‖0,ωl‖v‖0,ωl + ‖γ(x, p
i)‖0,∞,ωl‖G˜hφh −∇φh‖0,ωl‖v‖1,ωl
)
≤ C
(
‖pi − pih‖1,ωl‖v‖1,ωl + ‖R̂
h(pih, φh)‖0,ωl‖v‖0,ωl + ‖G˜hφh −∇φh‖0,ωl‖v‖1,ωl
+ ‖∇(φ− φh)‖0,ωl‖v‖1,ωl
)
. (3.62)
Local Averaging Type a Posteriori Error Estimates for the Nonlinear Steady-state Poisson-Nernst-Planck Equations 23
In order to estimate ‖Jh,l(p
i
h)‖0,l, similar to the estimation for ‖Ĵh,l(φh)‖0,l in Lemma 3.3, , we introduce
an approximation to Jh,l(p
i
h), which is defined as follows
J¯h,l(p
i
h) = [α¯(x, p
i
h)∇p
i
h · nl],
where α¯(x, pih) ∈ S
h is a linear interpolation of α(x, pih) on ωl satisfying (cf. [42])
‖α(x, pih)− α¯(x, p
i
h)‖0,∞,l ≤ Chl‖α(x, p
i
h)‖2,∞,ωl . (3.63)
For any w ∈ H10 (ωl), by using (3.19) and (3.63), we get(
Jh,l(p
i
h)− J¯h,l(p
i
h), w
)
l
=
∫
l
[(α(x, pih)− α¯(x, p
i
h))∇p
i
h · nl]w
≤ C‖α(x, pih)− α¯(x, p
i
h)‖0,∞,l‖[∇p
i
h · nl]‖0,l‖w‖0,l
≤ Chl‖α(x, p
i
h)‖1,∞,ωl‖[∇p
i
h · nl]‖0,l‖w‖0,l
≤ Chl‖Jh,l(p
i
h)‖0,l‖w‖0,l. (3.64)
Taking w = Jh,l(p
i
h)− J¯h,l(p
i
h) in the above formula, it yields
‖Jh,l(p
i
h)− J¯h,l(p
i
h)‖0,l ≤ Chl‖Jh,l(p
i
h)‖0,l. (3.65)
On the other hand, from (3.62) and (3.64), for w ∈ H10 (ωl), we have(
J¯h,l(p
i
h), w
)
l
=
(
J¯h,l(p
i
h)− Jh,l(p
i
h), w
)
l
+
(
Jh,l(p
i
h), w
)
l
≤ C
(
hl‖Jh,l(p
i
h)‖0,l‖w‖0,l + ‖p
i − pih‖1,ωl‖w‖1,ωl + ‖R̂
h(pih, φh)‖0,ωl‖w‖0,ωl
+ ‖G˜hφh −∇φh‖0,ωl‖w‖1,ωl + ‖∇(φ− φh)‖0,ωl‖w‖1,ωl
)
.
Taking w = νlJ¯h,l(p
i
h) in the above formula and by (3.25)-(3.27), there holds
‖J¯h,l(p
i
h)‖
2
0,l ≤ C
(
J¯h,l(p
i
h), νlJ¯h,l(p
i
h)
)
l
≤ C
(
h
− 1
2
ωl ‖p
i − pih‖1,ωl + h
1
2
ωl‖R̂
h(pih, φh)‖0,ωl
+ h
− 1
2
ωl ‖G˜hφh −∇φh‖0,ωl + h
− 1
2
ωl ‖∇(φ− φh)‖0,ωl + hl‖Jh,l(p
i
h)‖0,l
)
‖J¯h,l(p
i
h)‖0,l.
From the above inequality and by using (3.65), we get
h
1
2
ωl‖Jh,l(p
i
h)‖0,l ≤ h
1
2
ωl
(
‖J¯h,l(p
i
h)‖0,l + ‖Jh,l(p
i
h)− J¯h,l(p
i
h)‖0,l
)
≤ C
(
‖pi − pih‖1,ωl + hωl‖R̂
h(pih, φh)‖0,ωl + ‖G˜hφh −∇φh‖0,ωl
+ ‖∇(φ− φh)‖0,ωl + h
3
2
l ‖Jh,l(p
i
h)‖0,l
)
.
Hence, choosing hl sufficiently small such that Chl ≪ 1, we obtain
h
1
2
ωl‖Jh,l(p
i
h)‖0,l ≤ C
(
‖pi − pih‖1,ωl + hωl‖R̂
h(pih, φh)‖0,ωl + ‖G˜hφh −∇φh‖0,ωl
+ ‖∇(φ− φh)‖0,ωl
)
. (3.66)
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Now we only need to estimate ‖Rh(pih, φh)‖0,ωl . Define
R˜h(pih, φh)|τ = div
(
γ(x, pih)G˜hφh
)
+
1
|τ |
∫
τ
div
(
α(x, pih)∇p
i
h
)
+
1
|τ |
∫
τ
div
(
β(x, pih)
)
−
1
|τ |
∫
τ
g(x, pih).
(3.67)
Since γ(x, pih) is assumed to be a linear function with respect to p
i
h, then R˜
h(pih, φh) ∈ P
1(τ) and
‖R̂h(pih, φh)− R˜
h(pih, φh)‖0,τ ≤ Chτ
(
‖α(x, pih)‖2,∞,τ‖p
1
h‖1,τ + |β(x, p
i
h)|2,τ + |g(x, p
i
h)|1,τ
)
. (3.68)
On the other hand, from (3.60), for any v ∈ H10 (τ), we have(
R˜h(pih, φh), v
)
τ
= (R̂h(pih, φh), v)τ −
(
R̂h(pih, φh)− R˜
h(pih, φh), v
)
τ
= −
(
(a(pih, v)τ − a(p
i, v)τ
)
−
(
b(pih, φh, v)τ − b(p
i, φ, v)τ
)
−
(
R̂h(pih, φh)− R˜
h(pih, φh), v
)
τ
−
((
γ(x, pih)− γ(x, p
i)
)
(G˜hφh −∇φh),∇v
)
τ
−
(
γ(x, pi)(G˜hφh −∇φh),∇v
)
τ
, (3.69)
where we have used
(
Jh,l(p
i
h), v
)
l
= 0, for any l ∈ ∂τ . Then from (3.61) and the similar arguments as in
(3.62), we get (
R˜h(pih, φh), v
)
τ
≤ C
(
‖pi − pih‖1,τ‖v‖1,τ + ‖R̂
h(pih, φh)− R˜
h(pih, φh)‖0,τ‖v‖0,τ
+ ‖G˜hφh −∇φh‖0,τ‖v‖1,τ + ‖∇(φ− φh)‖0,τ‖v‖1,τ
)
. (3.70)
Taking v = µτ R˜
h(pih, φh) in (3.70) and by Lemma 3.2, there holds
‖R˜h(pih, φh)‖
2
0,τ ≤ C
(
R˜h(pih, φh), µτ R˜
h(pih, φh)
)
≤ C
(
h−1τ ‖p
i − pih‖1,τ + ‖R̂
h(pih, φh)− R˜
h(pih, φh)‖0,τ
+ h−1τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
‖R˜h(pih, φh)‖0,τ .
Hence,
‖R˜h(pih, φh)‖0,τ ≤ C
(
h−1τ ‖p
i − pih‖1,τ + ‖R̂
h(pih, φh)− R˜
h(pih, φh)‖0,τ
+ h−1τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
. (3.71)
Combining (3.68) and (3.71), we have
‖R̂h(pih, φh)‖0,τ ≤ ‖R˜
h(pih, φh)‖0,τ + ‖R̂
h(pih, φh)− R˜
h(pih, φh)‖0,τ
≤ C
(
h−1τ ‖p
i − pih‖1,τ + h
−1
τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
+ Chτ
(
‖α(x, pih)‖2,∞,τ‖p
1
h‖1,τ + |β(x, p
i
h)|2,τ + |g(x, p
i
h)|1,τ
)
. (3.72)
Inserting (3.72) into (3.66), and using (3.54), we get
h
1
2
ωl‖Jh,l(p
i
h)‖0,l ≤ C
(
‖pi − pih‖1,ωl + ‖G˜hφh −∇φh‖0,ωl + ‖∇(φ− φh)‖0,ωl
)
+ Ch2ωl
(
|β(x, pih)|2,ωl + |g(x, p
i
h)|1,ωl + ‖p
i
h‖1,ωl‖α(x, p
i
h)‖2,∞,ωl
)
≤ C
(
‖∇(pi − pih)‖0,ωτ + ‖∇(φ− φh)‖0,ωτ +
n∑
i=1
‖pi − pih‖0,ωτ
)
+ rpi
h
,ωτ , (3.73)
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where rpi
h
,ωl ≤ Ch
2
ωτ
(
‖pih‖1,ωτ‖α(x, p
i
h)‖2,∞,ωτ + |β(x, p
i
h)|2,ωτ + |g(x, p
i
h)|1,ωτ + |f |1,ωτ + ‖ǫ‖2,∞,ωτ‖φh‖1,ωτ
)
.
This completes the proof of Lemma 3.5. 
By using the above lemma, now we present the lower bound for ‖∇(pi − pih)‖0,ωτ .
Theorem 3.4 Let (pi, φ) and (pih, φh) be the solutions of (2.14)-(2.15) and (2.16)-(2.17), respectively. For
any l ∈ ∂T h, l 6⊂ ∂Ω, if hl ≪ 1, the coefficients α, β, g and γ of (1.1) satisfy
‖α(x, pi)− α(x, pih)‖0,ωl + ‖β(x, p
i)− β(x, pih)‖0,ωl + ‖g(x, p
i)− g(x, pih)‖0,ωl + ‖γ(x, p
i)− γ(x, pih)‖0,ωl
≤ C‖pi − pih‖0,ωl
and f ∈ H1(Ω), then for any τ ∈ T h, there holds
ητ,pi(p
i
h, φh) ≤ Cξ˜h,ωτ (p
i
h, φh)
(
‖∇(pi − pih)‖0,ωτ + ‖∇(φ− φh)‖0,ωτ +
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜pi
h
,ωτ , (3.74)
where
ητ,pi(p
i
h, φh) = ‖Dh(φh)‖0,τ + ‖Dh(p
i
h)‖0,τ + hτ
(
‖R1h(p
i
h, φh)‖0,τ + ‖R2h(p
i
h, φh)‖0,τ
)
+ ‖γ(x, pih)(G˜hφh −∇φh)‖0,τ ,
Dh(φh) = Ghφh − ǫ(x)∇φh, Dh(p
i
h) = Ghp
i
h − α(x, p
i
h)∇p
i
h,
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f,
R2h(p
i
h, φh) = div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
,
r˜pi
h
,ωτ ≤ Cξ˜h,ωτh
2
ωτ
(
|pih|1,ωl‖α(x, p
i
h)‖2,∞,ωl + |β(·, p
i
h)|2,ωτ + |g(·, p
i
h)|1,ωτ + ‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
,
ξ˜h,ωτ (p
i
h, φh) = max{ξ˜h,ωτ , ξh,ωτ },
ξ˜h,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξ˜h,l, ξ˜h,l = 1 + hl|α(·, p
i
h)|1,∞,l
∥∥α−1(·, pih)∥∥0,∞,l ,
ξh,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξh,l, ξh,l = 1 + hl|ǫ(x)|1,∞,l‖ǫ(x)
−1‖0,∞,l.
Proof Similar to the proof of Theorem 3.3, first from the definition of Gh (see (2.6)), we get
Ghp
i
h − α(x, p
i
h)∇p
i
h =
∑
z∈∂2T h
(
α(x, pih)∇p
i
h
)
z
ϕz − α(x, p
i
h)∇p
i
h,
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where ϕz is the basis function. Thus for any x ∈ τ, τ ∈ T
h, suppose {zi : i = 1, 2, 3} is the vertex set of τ .
Then by the similar arguments as (3.41)-(3.45) in the proof of Theorem 3.3, we can easily get
Ghp
i
h − α(x, p
i
h)∇p
i
h =
3∑
i=1
ϕzi(x)
 Jzi∑
j=1
αjzi
(
α(zi, p
i
h(zi))∇p
i
h
)
τ jzi
− (α(x, pih)∇pih)(x)
=
3∑
i=1
ϕzi(x)
Jzi∑
j=1
αjzi
((
α
(
zi, p
i
h (zi)
)
∇pih
)
τ jzi
−
(
α
(
x, pih
)
∇pih
)
τ
)
=
3∑
i=1
ϕzi(x)
Jzi∑
j=1
αjzi
((
α
(
zi, p
i
h(zi)
)
∇pih
)
τ jzi
−
(
α
(
zi, p
i
h(zi)
)
∇pih
)
τ
)
+
(
3∑
i=1
ϕzi(x)
(
α
(
zi, p
i
h(zi)
))
τ
− α(x, pih)
)(
∇pih
)
τ
. (3.75)
It is easy to know we can find a cluster of simplices τ ′, τ1, · · · , τK , τ ∈ ωz, such that τk ∩ τk+1 = lk ∈
∂T h (k = 0, 1, · · · ,K + 1), where τ0 = τ
′ and τK+1 = τ . Thus(
α(zi, p
i
h(zi))∇p
i
h
)
τ ′
−
(
α(zi, p
i
h(zi))∇p
i
h
)
τ
=
K∑
k=0
((
α(zi, p
i
h(zi))∇p
i
h
)
τk
−
(
α(zi, p
i
h(zi))∇p
i
h
)
τk+1
)
=
K∑
k=0
((
α(zi, p
i
h(zi)∇p
i
h
)
τk
· nlk −
(
α(zi, p
i
h(zi))∇p
i
h
)
τk+1
· nlk
)
nlk
or (
α(zi, p
i
h(zi))∇p
i
h
)
τ ′
−
(
α(zi, p
i
h(zi))∇p
i
h
)
τ
=
K∑
k=0
[
α(zi, p
i
h(zi))∇p
i
h · nlk
]
nlk , (3.76)
where nlk is the unit normal vector to lk. If z is a vertex of lk, then∥∥∥ [α(z, pih(z))∇pih · nlk] ∥∥∥
0,lk
≤
∥∥∥[α(·, pih)∇pih · nlk ]∥∥∥
0,lk
+
∥∥∥ [(α(·, pih)− α(z, pih(z)))α−1(·, pih)α(·, pih)∇pih · nlk] ∥∥∥
0,lk
≤ Cξ˜h,lk
∥∥∥ [α(·, pih)∇pih · nlk] ∥∥∥
0,lk
, (3.77)
where ξ˜h,lk = 1 + hlk |α(·, p
i
h)|1,∞,lk
∥∥α−1(·, pih)∥∥0,∞,lk .
Obviously, we know that
3∑
i=1
ϕzi(x)
(
α(zi, p
i
h(zi))
)
τ
is the Lagrange interpolation of α(x, pih) and
∥∥∥∥∥
(
3∑
i=1
ϕzi(x)
(
α(zi, p
i
h(zi))
)
τ
− α(·, pih)
)
∇pih
∥∥∥∥∥
0,τ
≤ Ch2τ |α(·, p
i
h)|2,∞,τ |p
i
h|1,τ . (3.78)
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Then from (3.56) and (3.75)-(3.78), we get
∥∥Dh(pih)∥∥0,τ ≤ C
 3∑
i=1
∑
l∈∂T h,l⊂ωzi
ξh,lh
1
2
l ‖[α(·, p
i
h)∇ph · nl]‖0,l + h
2
τ |α(·, p
i
h)|2,∞,τ |p
i
h|1,τ

≤ Cξ˜h,ωτ
(
‖∇(pi − pih)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ + ‖∇(φ− φh)‖0,ωτ + rpi
h
,ωτ
)
+ Ch2τ |α(·, p
i
h)|2,∞,τ |p
i
h|1,τ
≤ Cξ˜h,ωτ
(
‖∇(pi − pih)‖0,ωτ + hωτ
n∑
i=1
‖pi − pih‖0,ωτ + ‖∇(φ− φh)‖0,ωτ
)
+ r˜pi
h
,ωτ , (3.79)
where
r˜pi
h
,ωτ ≤ Cξ˜h,ωτh
2
ωτ
(
‖α(·, pih)‖2,∞,ωτ ‖p
i
h‖1,ωτ + |β(·, p
i
h)|2,ωτ + |g(·, p
i
h)|1,ωτ + ‖ǫ‖2,∞,ωτ‖φh‖1,ωτ + |f |1,ωτ
)
,
ξ˜h,ωτ = max
l∈∂T h,l⊂ωτ\∂ωτ
ξ˜h,l, ξ˜h,l = 1 + hl|α(·, p
i
h)|1,∞,l
∥∥α−1(·, pih)∥∥0,∞,l .
Now we turn to estimate ‖R2h(p
i
h, φh)‖0,τ . Define
R˜2h(p
i
h, φh)|τ = div(Ghp
i
h)|τ + div
(
γ(x, pih)G˜hφh
)
|τ +
1
|τ |
∫
τ
div
(
β(x, pih)
)
−
1
|τ |
∫
τ
g(x, pih).
Since γ(x, pih) is assumed to be a linear function with respect to p
i
h, it is easy to see that R˜2h(p
i
h, φh) ∈ P
1(τ)
and
‖R2h(p
i
h, φh)− R˜2h(p
i
h, φh)‖0,τ ≤ Chτ
(
|β(x, pih)|2,τ + |g(x, p
i
h)|1,τ
)
. (3.80)
For any v ∈ H10 (Ω), taking χ = 0 in (3.12), we have
a′(pih; p
i − pih, v) =
(
Dh(p
i
h),∇v
)
+
(
R2h(p
i
h, φh), v
)
+
(
γ(x, pih)(G˜hφh −∇φh),∇v
)
−R(pih, φh, p
i, φ, v), (3.81)
where
R2h(p
i
h, φh) = div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
.
It follows from (3.11) and (3.81) that(
R˜2h(p
i
h, φh), v
)
τ
= (R2h(p
i
h, φh), v)τ −
(
R2h(p
i
h, φh)− R˜2h(p
i
h, φh), v
)
τ
= a′(pih; p
i − pih, v)τ −
(
Dh(p
i
h),∇v
)
τ
−
(
R2h(p
i
h, φh)− R˜2h(p
i
h, φh), v
)
τ
−
(
γ(x, pih)(G˜hφh −∇φh),∇v
)
τ
+R(pih, φh, p
i, φ, v)τ
= −a(pih, v)τ − b(p
i
h, φh, v)τ −
(
Dh(p
i
h),∇v
)
τ
−
(
R2h(p
i
h, φh)− R˜2h(p
i
h, φh), v
)
τ
−
(
γ(x, pih)(G˜hφh −∇φh),∇v
)
τ
. (3.82)
Then by using the similar arguments as in (3.61), we have(
R˜2h(p
i
h, φh), v
)
τ
≤ C
(
‖pi − pih‖1,τ‖v‖1,τ + ‖Dh(p
i
h)‖0,τ‖v‖1,τ + ‖R2h(p
i
h, φh)− R˜2h(p
i
h, φh)‖0,τ‖v‖0,τ
+ ‖G˜hφh −∇φh‖0,τ‖v‖1,τ + ‖∇(φ− φh)‖0,τ‖v‖1,τ
)
. (3.83)
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Setting v = µτ R˜2h(p
i
h, φh) in (3.83) and by Lemma 3.2, it yields
‖R˜2h(p
i
h, φh)‖
2
0,τ ≤ C
(
R˜2h(p
i
h, φh), µτ R˜2h(p
i
h, φh)
)
τ
≤ C
(
h−1τ ‖p
i − pih‖1,τ + h
−1
τ ‖Dh(p
i
h)‖0,τ + ‖R2h(p
i
h, φh)− R˜2h(p
i
h, φh)‖0,τ
+ h−1τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
‖R˜2h(p
i
h, φh)‖0,τ .
Hence,
‖R˜2h(p
i
h, φh)‖0,τ ≤ C
(
h−1τ ‖p
i − pih‖1,τ + h
−1
τ ‖Dh(p
i
h)‖0,τ + ‖R2h(p
i
h, φh)− R˜2h(p
i
h, φh)‖0,τ
+ h−1τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
. (3.84)
Then by (3.80) and (3.84), we obtain
‖R2h(p
i
h, φh)‖0,τ ≤ ‖R˜2h(p
i
h, φh)‖0,τ + ‖R2h(p
i
h, φh)− R˜2h(p
i
h, φh)‖0,τ
≤ C
(
h−1τ ‖p
i − pih‖1,τ + h
−1
τ ‖Dh(p
i
h)‖0,τ + hτ
(
|β(x, pih)|2,τ + |g(x, p
i
h)|1,τ
)
+ h−1τ ‖G˜hφh −∇φh‖0,τ + h
−1
τ ‖∇(φ− φh)‖0,τ
)
or
hτ‖R2h(p
i
h, φh)‖0,τ ≤ C
(
‖pi − pih‖1,τ + ‖Dh(p
i
h)‖0,τ + h
2
τ
(
|β(x, pih)|2,τ + |g(x, p
i
h)|1,τ
)
+ ‖G˜hφh −∇φh‖0,τ + ‖∇(φ− φh)‖0,τ
)
. (3.85)
Combining (3.79) and (3.85), and using (3.54), we get
hτ‖R2h(p
i
h, φh)‖0,τ ≤ Cξ˜h,ωτ
(
‖∇(pi − pih)‖0,ωτ + ‖G˜hφh −∇φh‖0,τ + ‖∇(φ− φh)‖0,ωτ
+
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜pi
h
,ωτ
≤ Cξ˜h,ωτ
(
‖∇(pi − pih)‖0,ωτ + ‖∇(φ− φh)‖0,ωτ +
n∑
i=1
‖pi − pih‖0,ωτ
)
+ r˜pi
h
,ωτ . (3.86)
Therefore, the desired estimate (3.74) is obtained from (3.40), (3.79) and (3.86). 
Similar to Remark 3.1, we have the following results.
Remark 3.2 If ‖pi − pih‖0,ωτ ≤ Ch
2
ωτ , then from Theorems 3.3 and 3.4, it yields
ητ,φ(p
i
h, φh) ≤ C
(
‖∇(φ− φh)‖0,ωτ + h
2
ωτ
)
,
and
ητ,pi(p
i
h, φh) ≤ C
(
‖∇(pi − pih)‖0,ωτ + ‖∇(φ− φh)‖0,ωτ + h
2
ωτ
)
.
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3.3 Adaptive algorithm
In this subsection, we describe a typical adaptive finite element algorithm based on the a posteriori error
estimators derived above.
For τ ∈ T h, we denote the local error indicators for the electrostatic potential and concentrations respec-
tively by
ητ,φ(p
i
h, φh) = ‖Dh(φh)‖0,τ + hτ‖R1h(p
i
h, φh)‖0,τ , (3.87)
ητ,pi(p
i
h, φh) = ‖Dh(p
i
h)‖0,τ + ‖Dh(φh)‖0,τ + ‖γ(x, p
i
h)(G˜hφh −∇φh)‖0,τ
+ hτ
(
‖R1h(p
i
h, φh)‖0,τ + ‖R2h(p
i
h, φh)‖0,τ
)
, (3.88)
where
Dh(φh) = Ghφh − ǫ(x)∇φh, Dh(p
i
h) = Ghp
i
h − α(x, p
i
h)∇p
i
h,
R1h(p
i
h, φh) =
n∑
i=1
qipih + div(Ghφh) + f,
R2h(p
i
h, φh) = div(Ghp
i
h) + div
(
β(x, pih)
)
− g(x, pih) + div
(
γ(x, pih)G˜hφh
)
.
Given an initial conforming mesh T h, an associated finite element space Sh0 and a tolerance TOL, the
typical adaptive finite element algorithm is then designed as follows:
Algorithm 3.1 Adaptive Computing for nonlinear PNP equations
– Step 1: Computing the finite element solution
Find the finite element solution pi
h
, i = 1, 2 · · · , n and φh ∈ S
h
0
.
– Step 2: Error estimation
Compute the local error indicators ητ,φ and ητ,pi by (3.87) and (3.88) respectively for all τ ∈ T
h.
– Step 3: Local refinement
If
( ∑
τ∈T h
η2
τ,φ
) 1
2
> TOL or
( ∑
τ∈T h
η2
τ,pi
) 1
2
> TOL, then refine those elements which satisfy ητ,φ ≥ θ max
τ∈T h
ητ,φ or
ητ,pi ≥ θ max
τ∈T h
ητ,pi with θ ∈ (0, 1) is a given refinement parameter.
– Step 4: Generating a new mesh
Generate a new mesh T h, a space Sh
0
and return to Step 1. Otherwise, the computation is terminated.
In our computations, we follow the refining strategies in [43,44] for two dimensions to obtain a new
conforming mesh and choose the refinement parameter θ = 0.5.
4 Numerical experiments
In this section, we will report the numerical results to illustrate the theoretical results obtained in Section 3.
First, the true errors of the finite element solutions and the error estimators are compared both on the uniform
meshes and the adaptive meshes for a nonlinear PNP model with a smooth solution. Then an example with
a singular solution is reported to show the efficiency of the adaptive computation proposed in this paper.
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Denote by ηφ, ηp1 and ηp2 the a posteriori error estimators for the electrostatic potential φ, the positive
ion concentration p1 and the negative ion concentration p2, respectively. Let T h = {τ} be a shape-regular
mesh of Ω with mesh size h > 0 and τ be the element. Define
eφ = ‖φ− φh‖1,Ω, epi = ‖p
i − pih‖1,Ω,
ηφ =
∑
τ∈T h
η2τ,φ
1/2 , ηpi =
∑
τ∈T h
η2τ,pi
1/2 ,
where ητ,φ and ητ,pi are defined in (3.87) and (3.88), respectively. In particular, in the following, we use
symbols eu,φ and eu,pi represent the errors on uniform meshes, and ea,φ, ea,pi represent the errors on adaptive
meshes for the electrostatic potential and concentrations, respectively. Correspondingly, the symbols ηu,φ, ηu,pi
are used to denote the error estimators on uniform meshes, and ηa,φ, ηa,pi denote the error estimators on
adaptive meshes, respectively.
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Fig. 1 The left figure is the initial uniform mesh with 81 degrees of freedom and the right one is an adaptive mesh with 6,253
degrees of freedom constructed by the error indicators ητ,φ and ητ,pi for Example 4.1.
Example 4.1 Consider the following steady-state nonlinear PNP equations, which is a simplified form of
the PNP equations for ion channel (cf. [13])
−∇ ·
(
∇pi + pi∇(sech2pi) + qipi∇φ
)
= fi, in Ω, i = 1, 2,
−∆φ−
2∑
i=1
qipi = f3, in Ω.
(4.1)
Here the computational domain Ω = [0, 1]2 ⊂ R2, q1 = 1 and q2 = −1. The boundary condition and the
right-hand side functions are chosen such that the exact solution (φ, p1, p2) is given by
φ = sin(πx) sin(πy),
p1 = sin(2πx) sin(2πy),
p2 = sin(3πx) sin(3πy).
(4.2)
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First by a simple calculation, the first equation in (4.1) can be rewritten as
L(pi, φ) ≡ −∇ ·
(
(1− 2pi tanh pisech2pi)∇pi + qipi∇φ
)
− fi = 0, in Ω, i = 1, 2. (4.3)
Then from (1.1) and (4.3), we see that α(x, pi) = 1−2pi tanh pisech2pi, β(x, pi) = 0, γ(x, pi) = qipi, g(x, pi) =
−fi, ǫ(x) = 1, and f = f3 in this example. In addition, by (4.2), we know that p
i ∈ [0, 1], so that
tanh pisech2pi < 12 and α(x, p
i) ≥ 0. Hence the assumption (2.11) is satisfied, which indicates that L′(p, φ) is
isomorphic. According to Lax-Milgram theorem, it follows that the solution (pi, φ) is unique.
This example is mainly used to verify the reliability of the error indicators. The initial uniform mesh and
an adaptive mesh constructed by the error indicators ητ,φ and ητ,pi for Example 4.1 are shown in Fig. 1.
The numerical results on the uniform meshes and the adaptive meshes for the electrostatic potential φ, the
concentrations p1 and p2 are presented in Figs. 2, 3 and 4, respectively. It is apparent from Fig. 2 that the a
posterior error estimators of the electrostatic potential φ approximate the true errors as the increase of the
degrees of freedom both on the uniform meshes and the adaptive meshes. On the other hand, it is also shown
that the error curves of the electrostatic potential keep the quasi-optimal convergence order (since the error
curves are parallel to the quasi-optimal convergence curve with slope of − 12 ), which verifies the theoretical
results shown in Lemma 2.4 and Theorem 3.1. Similarly, for the concentrations p1 and p2, we can get the
similar results, see Figs. 3 and 4.
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Fig. 2 The error indicators and H1 norm errors of the electrostatic potential φ on uniform meshes and adaptive meshes for
Example 4.1. The black solid line is a quasi-optimal convergence curve with slope − 1
2
and N is the number of degrees of freedom.
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Fig. 3 The error indicators and H1 norm errors of the positive ion concentration p1 on uniform meshes and adaptive meshes
for Example 4.1. The black solid line is a quasi-optimal convergence curve with slope − 1
2
and N is the number of degrees of
freedom.
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Fig. 4 The error indicators and H1 norm errors of the negative ion concentration p2 on uniform meshes and adaptive meshes
for Example 4.1. The black solid line is a quasi-optimal convergence curve with slope − 1
2
and N is the number of degrees of
freedom.
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In the above, we have presented the example with a smooth solution to verify the reliability of the a
posteriori error indicators. In the following, we consider another example of which the exact solution has a
strong singularity at the point (x0, y0) = (0, 0).
Example 4.2 Consider the following nonlinear PNP equations with a singular point (0, 0):

−∇ · (∇pi + qipi∇φ) + p
3
i = fi, in Ω, i = 1, 2,
−∆φ−
2∑
i=1
qipi = f3, in Ω,
(4.4)
where Ω = [0, 1]2 ⊂ R2 and q1 = 1, q2 = −1. Compared (4.4) with (1.1), it is seen that α(x, p
i) = 1, β(x, pi) =
0, γ(x, pi) = qipi, g(x, pi) = p3i − fi, ǫ(x) = 1 and f = f3. The boundary condition and the right-hand side
functions are chosen such that the exact solution (φ, p1, p2) is given by
φ = (x2 + y2)0.1,
p1 =
sin(2pix) sin(2piy)
2x2+2y2 ,
p2 =
sin(3pix) sin(3piy)
2x2+2y2 .
(4.5)
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Fig. 5 The left figure is the initial uniform mesh with 81 degrees of freedom and the right one is an adaptive mesh with 7,432
degrees of freedom for Example 4.2.
Fig. 5 shows the initial uniform mesh with 81 degrees of freedom (left) and an adaptive mesh with 7,432
degrees of freedom (right). It is shown by Fig. 5 that the adaptive mesh is locally refined near the origin
which coincides with the position of the singularity at the point (0, 0).
The numerical results of the electrostatic potential φ and the concentrations p1, p2 on uniform meshes
and adaptive meshes are presented in Figs. 6, 7 and 8, respectively. It is observed from Figs. 6, 7 and 8 that
the errors on adaptive meshes (solid line) are much less than that on uniform meshes (dashed line), which
indicates the efficiency of Algorithm 3.1. For example, for the electrostatic potential φ, it is shown in Fig. 6
that the error value eφ ≤ 0.086 achieved with about 130 degrees of freedom on the adaptive mesh. However,
it costs about 260,000 degrees of freedom on the uniform mesh to achieve the same accuracy. The ratio of
degrees of freedom is about 1 : 2, 000. For the concentrations p1 and p2, similar results can be obtained from
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Figs. 7 and 8. On the other hand, it is shown from Figs. 6, 7 and 8 that the convergence orders of the error
curves (solid line) for the true errors and the error estimators on adaptive meshes are quasi-optimal both
for the electrostatic potential and concentrations, which indicates the adaptive finite element computation
based on the a posteriori error indicators derived in this paper is efficient for the nonlinear PNP system with
a singular solution.
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Fig. 6 The H1 norm errors and error indicators of the electrostatic potential φ versus the degrees of freedom N of the mesh for
Example 4.2 by the uniform refinement (dashed line) and adaptive refinement (solid line). The black solid line is a quasi-optimal
convergence curve with slope − 1
2
.
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Fig. 7 The H1 norm errors and error indicators of the positive ion concentration p1 versus the degrees of freedom N of the
mesh for Example 4.2 by the uniform refinement (dashed line) and adaptive refinement (solid line). The black solid line is a
quasi-optimal convergence curve with slope − 1
2
.
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Fig. 8 The H1 norm errors and error indicators of the negative ion concentration p2 versus the degrees of freedom N of the
mesh for Example 4.2 by the uniform refinement (dashed line) and adaptive refinement (solid line). The black solid line is a
quasi-optimal convergence curve with slope − 1
2
.
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5 Conclusion
In this paper, we have derived a local averaging type a posteriori error estimators for a class of nonlinear
steady-state Poisson-Nernst-Planck equations. Both the global upper bounds and the local lower bounds of
the a posteriori error estimators are obtained for the electrostatic potential and concentrations. It is shown
by the theoretical analysis and numerical experiments that the adaptive finite element computation based on
the a posteriori error estimators is efficient and reliable. The a posteriori error analysis and the corresponding
adaptive finite element algorithms can be extended to more general and complex nonlinear PNP equations,
for example, the coefficients α(·, pi) and ǫ(x) can be discontinuous coefficients or piecewise constants, which
will be discussed in our next work for practical ion channel problems.
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