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Abstract—We study a covert queueing channel (CQC) between
two users sharing a round robin scheduler. Such a covert channel
can arise when users share a resource such as a computer
processor or a router arbitrated by a round robin policy. We
present an information-theoretic framework to model and derive
the maximum reliable data transmission rate, i.e., the capacity
of this channel, for both noiseless and noisy setups. Our results
show that seemingly isolated users can communicate with a high
rate over the covert channel and demonstrate the possibility of
significant information leakage and privacy threats brought by
CQCs in round robin schedulers. Moreover, we propose practical
finite-length code constructions, which achieve the capacity limit.
Index Terms—Covert Queueing Channel, Round Robin Sched-
uler, Capacity Limit.
I. INTRODUCTION
SHARED resources among users in a system can lead to theoccurrence of communication channels, which were not
intended to exist in the system in the original design. Multiple
users running on a computer who are using hardware resources
such as CPU, storage, and multiple network streams flowing
through a common router are examples of environments in
which these channels can be created. Such channels are mainly
used by a malicious user for gaining access to other users’
private information, and referred to as side channels [1]–[3].
For instance, the attacker can have an estimation of the features
of the other users by analyzing their traffic. Previous work
shows that through traffic analysis, the attacker can obtain
various private information including exact schedules of real-
time systems [4], [5], visited web sites [6], sent keystrokes
[7], and even inferring spoken phrases in a voice-over-IP
connection [8].
The coupling through shared resources can also be exploited
for furtive communication among users. This type of channel
is called a covert channel in the literature. Covert channels
have typically been used by trusted insiders or malwares with
access to secret information to leak it to untrusted outsiders
[9]–[12]. In most of the work in the area of covert channels,
two users communicate by modulating the timings, and the
receiver sees a noisy version of the transmitter’s inputs [13]–
[17]. Also, there are many works devoted to the detection
of such channels [18]–[20]. Unlike side channels, users in
covert channels collaborate with each other and can agree on
a specific usage pattern to efficiently utilize the features of the
shared resource.
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The focus of this paper is on the covert queueing channel
(CQC), a special type of covert channel, that appears as a result
of sharing a job scheduler among users. In a CQC, information
is transmitted between the users through the delays that they
experience when sending jobs to the shared scheduler. More
specifically, due to the inter-dependencies between delays
observed by users, if one user experiences delays in service,
the user becomes aware that the other users are issuing jobs
[14]. Different scheduling policies, such as first-come-first-
served (FCFS), time-division-multiple-access (TDMA), round
robin, etc., can be used for resource allocation among users.
The optimal scheme for message transmission and the rate of
communication between the users depends on the used policy.
For scheduling policies, there is a trade-off between
throughput and security. For throughput, as long as the rates
at which users request the shared resource are within the
system’s capacity region, an effective scheduler should be able
to respond to the users’ requests in a stable fashion. Such a
scheduler is called a throughput optimal scheduler. From a
throughput optimality point of view, TDMA scheduling policy
decouples the serving times of the users and hence, causes
significant delays in the service given to the users. Therefore,
this policy is not throughput optimal. However, from the
security point of view, since users’ delays are independent of
each other in TDMA, this policy is the most secure scheduling
policy [2]. The CQC created among users when the scheduler
is FCFS is studied in detail in [14], [21]. Although this
scheduler does not waste any resource and hence is throughput
optimal, it allows users to communicate with an information
rate as high as 0.8114 bits per time slot.
In this paper we focus on a round robin scheduler, which
is another throughput optimal policy commonly used in com-
puter processors and communication networks. Kadloor et al.
[22] showed that when dealing with queueing side channels,
round robin scheduling policy is privacy optimal within the
class of work-conserving policies. We focus on covert channels
created in this scheduler. We present an information-theoretic
framework to describe and model the data transmission in this
channel and calculate its capacity.
Our system model is depicted in Figure 1. In this model
we have an encoder and a decoder user, represented by
Alice and Bob, respectively. There is no direct communication
channel between the users, but they share a round robin
scheduler. Hence, the delays observed by users are correlated.
Therefore, Alice can encode a message in her traffic pattern
and Bob can estimate the message by estimating Alice’s traffic
pattern via the delays he experiences. We show that users
can communicate with an information rate of 0.6942 bits per
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2time slot through the covert channel created between them in
this system in the absence of noise. Additionally, we study
the noisy version of this covert channel in which packets
are dropped with a certain probability, and we compute the
capacity as a function of packet drop probability.
Followings are the main contributions of this work.
• We obtain the optimum signaling scheme for the CQC
with round robin scheduler, and show that the capacity
of the CQC is approximately 0.6942 bits per time slot
(Section III).
• We propose an optimal finite block length coding scheme
both when codewords are of fixed and of variable lengths.
Our results show that the rates of the proposed optimal
coding schemes approach the capacity as the number of
messages goes to infinity (Section IV).
• We extend the model to a more realistic noisy case, and
calculate the capacity for this case as well (Section V).
II. SYSTEM MODEL
We consider the system model depicted in Figure 1. In this
model, a shared resource services jobs from two users, Alice
and Bob, using round robin policy. In this depiction, each
packet is marked by its arrival time. As shown in this figure,
there is a feedback line from the shared resource to the users,
which notifies them when their packet is served. This allows
the users to infer the status of the head of their queue; that is,
at each time, the users will be aware that which one of their
packets will be served next.
Time is assumed to be discretized into slots, and the
scheduler can serve one packet in each time slot. We follow the
common convention that the packets arrive at the beginning of
time slots and the departures occur at the end of time slots [23],
[24]. Each user’s packets are buffered in a separate queue, and
the round robin scheduler picks packets from the two queues
as follows. In each time slot, three cases may happen: (a)
If both users’ arrival queues are empty, the system remains
idle and resumes scheduling in the next time slot. (b) If only
one user’s queue has a packet, the current slot is given to
that user, and the scheduler continues scheduling in the next
time slot. (c) If both users have waiting packets, the scheduler
always gives priority to a fixed user. That is, the current time
slot is allocated to serve a packet from the user with higher
priority, and the next time slot will be allocated to the other
user. The system continues scheduling after both users have
received service. Without loss of generality, we assume that
the priority is always given to Bob in the sequel.
We assume both Alice and Bob send at most one packet per
time slot. Thus, their packet stream can be modeled as a binary
bit stream, where bit ‘1’ indicates a packet was sent, and bit
‘0’ indicates no packet was transmitted. Since the scheduler
can serve at most one packet per time slot, the sum of users’
packet rates should be less than one for stability, that is, λ1 +
λ2 < 1, where λ1 and λ2 denote Alice and Bob’s packet rates,
respectively. (See Appendix A for the proof of stability.)
Figure 2 depicts an example of the scheduling in the system.
In this and other such figures, Alice’s and Bob’s packets are
shown by circled tip and regular arrows, respectively. For each
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Fig. 1: System Setup: Alice and Bob share a resource ar-
bitrated in round robin fashion. Users get acknowledgments
when their packets are served.
user, the arrival stream, the head-of-the-queue stream and the
departure stream are shown. Here, the arrival stream is the
actual packet stream sent by the user, and the head-of-the-
queue stream is the packets ready to be served at the head of
the corresponding user’s queue. Therefore, at any given time
slot, the head of the queue can be ‘1’ even though no packet
has arrived in that slot. The downward streams in Figure 2(c)
indicate the departure time of users’ packets. A packet is issued
by both Alice and Bob in time slot 3. Since the priority is with
Bob, his packet is processed in the same time slot, and Alice’s
packet is delayed by one time slot. Hence, Alice’s head-of-
the-queue stream contains a packet in both time slots 3 and
4. In Figure 2(b), the packet denoted by the gray dashed line
indicates that it has been the same as its previous packet, which
has been made to wait in the queue for one time slot to receive
service in the next time slot. Alice’s packet is processed in time
slot 4, causing a delay for Bob’s new packet sent in this time
slot.
Suppose Alice aims to send message W drawn uniformly
from the set {1, 2, . . . ,M}. To this end, Alice encodes this
message to a bit stream Xm of length m, which is the
codeword corresponding to message W . This codeword is sent
out as a binary arrival stream AnA of length n. In the same n
time slots, based on scheduling policy and both Alice’s and
Bob’s packet arrivals, Bob receives a binary acknowledgment
stream from the system, which is denoted by DnB . Finally,
Bob transforms this stream to a bit stream Y m which will be
decoded to message Wˆ . As a result, we have the following
Markov chain:
W → Xm → AnA → DnB → Y m → Wˆ (1)
The noise in the system is modeled as follows. The packets
generated by either Alice or Bob may be dropped in the link
between the users and the shared resource with probability δ.
Note that this noise can affect the transmissions in Xm → AnA
and AnA → DnB in Markov chain (1). In Section III we will
obtain the optimum signaling scheme between Alice and Bob,
and will show that using this scheme, noise will not affect the
transmission AnA → DnB .
3III. CODING THEOREM
In this section we obtain the optimum signaling scheme
between the users and calculate the capacity of the introduced
covert channel. The performance metric used in defining the
capacity is the average error probability, defined as follows.
Pe , P (W 6= Wˆ ) =
M∑
m=1
1
M
P (Wˆ 6= m|W = m).
Next, we define concepts required for the coding theory. These
definitions are natural extensions of the classical definitions in
information theory [13], [25], [26].
Definition 1. An (n,M, )-code consists of a codebook of size
M with equiprobable binary codewords of average length n
satisfying Pe ≤ .
Definition 2. The information transmission rate of a code is
R = logM/n, which is the amount of conveyed information
normalized by the average number of used time slots1.
Definition 3. A rate R is said to be achievable if there exists
a sequence of (n,M, n)-codes such that n → 0 as n→∞.
Definition 4. The channel capacity is the supremum achiev-
able rate at which Alice can communicate through the covert
channel with Bob.
We first obtain the optimum signaling scheme between the
users, which maximizes the information transmission.
Lemma 1. In the CQC in Figure 1, the maximum information
transmission rate between the users is achieved when Bob’s
head-of-the-queue bit stream is always equal to ‘1’.
See Appendix B for a proof.
The requirement that Bob should have a packet in his head-
of-the-queue at all time slots does not mean that he has to
send a packet in all time slots. It suffices for him to fix his
queue length at some nonzero length, and whenever one of his
packets is served, he generates a packet to ensure his queue
length remains nonzero. This strategy allows him to keep the
sum rate of arrivals from Alice and Bob less than 1 and keep
the system stable.
As stated in the proof of Lemma 1, in an optimal signaling,
Alice can signal two distinguishable patterns to Bob. These
patterns require Alice to have either a ‘0’ or a ‘1’ in her
head-of-the-queue stream. We will next demonstrate the arrival
stream required for these head-of-the-queue streams.
For Alice to have a ‘0’ in her head-of-the-queue stream,
assuming the queue is empty, she needs to idle for one time
slot. Therefore, AA should contain a ‘0’. If Alice has a ‘1’ in
her head-of-the-queue stream, two time slots are required for
this signal to be transmitted (one for Bob’s packet and one for
Alice’s). Therefore, AA should contain a ‘10’. Note that Alice
should not send two packets in two consecutive time slots. This
is because if Alice sends two (or more) packets in consecutive
time slots, her next (or more) ‘0’(s) would disappear as her
packets are accumulated in the queue. This is demonstrated in
Example 1.
1Throughout the paper, all the logarithms are in base 2.
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Fig. 2: (a) Arrival streams; (b) Head-of-the-queue streams; (c)
Departure streams.
Example 1. Assume that Alice’s queue is empty and she wants
to transmit the bit stream 1101 to Bob. If Alice sends ‘1’s
in her message consecutively in each time slot (as depicted
in Figure 3(a)), Bob would erroneously decode the message
‘111’. This is caused by the accumulation of packets in Alice’s
queue, stemming from existence of a packet at the head of her
queue before clearing the previous ‘1’. Figure 3(b) depicts the
correct signaling by Alice.
Therefore, the optimum signaling scheme from Alice to Bob
which maximizes the information transmission rate would be
summarized as follows:
• Signaling bit ‘1’: To signal bit ‘1’ in time slot n, Alice
must have a head-of-the-queue packet at the beginning
of the time slot. Recall that Bob has a ready-to-be-served
packet in all time slots. Thus, round robin policy will
serve Bob and Alice at time slots n and n+1, respectively.
Therefore, when Bob receives service in a time slot but
does not receive service in the next time slot, he decodes
bit ‘1’.
• Signaling bit ‘0’: To signal bit ‘0’ in time slot n,
Alice must not have a head-of-the-queue packet at the
beginning of the time slot. Because Bob has a packet
which is ready to be serviced in the head of the queue in
this time slot, he receives service at time slot n, and the
scheduler resets for time slot n+ 1. As a result, at time
slot n+1, Bob is served again. Therefore, if Bob receives
service in two consecutive time slots, he decodes it as bit
‘0’.
This scheme implies the following lemma.
Lemma 2. In the CQC in Figure 1, in the scheme with the
maximum information transmission rate between the users, we
have
m
n
=
1
1 + p
,
where p = P (X = 1).
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Fig. 3: Visualization of Example 1.
Proof. According to the optimum signaling scheme, sending
a bit ‘0’ and a bit ‘1’ require 1 and 2 time slots respectively.
Therefore,
m
n
=
m
2pm+ (1− p)m =
1
1 + p
.
Equipped with Lemma 2, we next calculate the capacity of
the introduced covert channel.
Theorem 1. The capacity of the introduced CQC in a shared
round robin scheduler in Figure 1 is
C = max
0≤p≤1
h(p)
1 + p
, (2)
where p is the probability of sending message bit ‘1’ by Alice
and h(·) is the binary entropy function.
The proof of Theorem 1 is presented in Appendix C. The
maximum of (2) is approximately 0.6942 achieved at p =
3−√5
2 .
IV. FINITE-LENGTH CODEWORD REGIME
We proposed an achievable scheme in the proof of Theorem
1; however, this scheme requires the value of n to tend to
infinity to achieve the capacity. In this section we obtain the
optimum coding schemes in finite-length codeword regime
for communication in the introduced covert queueing channel.
Our proposed schemes achieve information rates close to the
capacity even with small codebooks.
As mentioned earlier, Alice encodes each message to a
binary sequence and creates a codebook C, known to both
Alice and Bob. The codewords in the codebook could be all of
the same or different lengths. In the following two subsections,
we will consider both these scenarios and find the optimum
codebook for the setting.
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Fig. 4: A tree representation of the codewords. Codewords are
the leaves of the tree. The cost of a codeword, defined to be
its transmission time, is written in the boxes.
A. Variable-length Codewords
In this subsection, for any fixed number of messages M , we
propose an algorithm which generates the optimum variable-
length codebook, i.e., the list of codewords that results in max-
imum communication rate between the users. By Definition 2,
the information rate at which Alice communicates with Bob
could be computed as
R =
logM
1
M
∑m=M
m=1 Tm
, (3)
where Tm is the transmission time of the m-th codeword. As
we discussed in Section II, in an optimum signaling scheme,
transmission of bit ‘1’ takes two time slots, while bit ‘0’
requires one time slot. Denote the number of bits ‘0’ and ‘1’
in codebook C by n0(C) and n1(C), respectively. Therefore,∑m=M
m=1 Tm = 2n1(C) + n0(C), and (3) could be rewritten as
R =
M logM
2n1(C) + n0(C) . (4)
Given that M is a fixed given parameter, maximizing the
rate is equivalent to searching for a codebook which achieves
the minimum of the denominator in (4).
Our technique for finding the optimum codebook is as
follows. We represent each codeword in the codebook by a
leaf in a tree, as depicted in Figure 4. We define the cost
of the codeword X¯ as the number of time slots required
for transmission of this codeword, and denote it by η(X¯).
That is, η(X¯) = 2n1(X¯) + n0(X¯), where n0(X¯) and n1(X¯)
denote the number of bits ‘0’ and ‘1’ in X¯ , respectively.
The numbers in boxes in Figure 4 denote the cost of each
codeword. We call the resulting graph, the codeword tree. In
this representation, for each node, the branch to the left (right)
side, appends a 0 (1) to the codeword corresponding to that
node. For example, if a vertex represents the bit stream 00101,
its left and right children will represent codewords 001010 and
001011, respectively. The reason we use the leaves of a tree for
representing the codewords is to guarantee that the codewords
are uniquely decodable [25].
Algorithm 1 describes how the M optimal codewords are
selected from the tree. In this algorithm, we initialize the
codebook to be {0, 1}. In each iteration, one of the current
codewords X¯ with minimum cost is replaced with its two
children X¯0 and X¯1. This procedure is repeated until all
M codewords are obtained. As an example, the result of
Algorithm 1 for M = 6 is depicted in Figure 4.
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Fig. 5: The maximum rates at which Alice can communicate
with Bob versus the number of codewords for two cases of
variable- and fixed-length codebooks.
Algorithm 1 Finding the optimum variable-length codebook
with M codewords
1: Initialize C = {0, 1}
2: while |C|≤M do
3: Find X¯∗ = arg minX¯∈C η(X¯)
4: C = C \ {X¯}
5: C = C ∪ {X¯0} ∪ {X¯1}
6: end while
7: Output C
Theorem 2. For a fixed given number of equiprobable mes-
sages, Algorithm 1 is optimal in the sense that it provides a
codebook which maximizes the communication rate between
the users.
A proof of Theorem 2 is presented in Appendix D.
The maximum rate at which Alice can communicate with
Bob versus the number of codewords M , is depicted in Figure
5. The overall trend of the maximum communication rate
increases as the number of codewords increases, and converges
to the capacity. The following theorem formalizes this claim.
Theorem 3. The information transmission rate of a codebook
created by Algorithm 1 converges to the capacity of the covert
channel as the number of messages goes to infinity.
A proof of Theorem 3 is presented in Appendix E.
B. Fixed-length Codeword
In many applications, using variable-length codewords is
not desirable from the designer’s point of view. For example,
in a noisy system, a variable-length scheme may lead to loss
of synchronization between encoder and decoder. To obtain
fixed-length codewords, all M codewords must be selected
from the same level of the codeword tree. Such a constraint
on choosing codewords can lead to reduction in information
rate for a fixed number of messages, however, as we shall see,
these codes can still achieve the capacity when the length of
the codewords goes to infinity.
Algorithm 2 Finding the optimum fixed-length codebook with
M codewords
1: Initialize lˆ = dlog(M)e
2: for l = lˆ to 2lˆ do
3: Cl = Set of M codewords with the least number of ‘0’s
in the l-th level of the codeword tree
4: η(Cl) = n0(Cl) + 2n1(Cl)
5: end for
6: l∗ = arg minl η(Cl)
7: Output Cl∗
Our proposed approach for selecting the optimal fixed-
length codebook for a given number of messages is pre-
sented in Algorithm 2. Denote the cost of a codebook with
η(C) = n0(C) + 2n1(C), which is the sum of the cost of
its codewords. In Algorithm 2 first the optimum codebooks
with the least number of ‘1’s should be chosen in each of the
levels lˆ = dlog(M)e to 2lˆ. The optimal codebook is then the
one with minimum cost among these created codebooks.
Theorem 4. For a fixed given number of equiprobable mes-
sages, Algorithm 2 outputs the optimal fixed-length codebook.
A proof of Theorem 4 is presented in Appendix F.
As shown in Figure 5, using Algorithm 2 the overall trend
of the maximum communication rate increases as the number
of codewords increases, and converges to the capacity. The
following theorem formalizes this claim.
Theorem 5. The information transmission rate of a codebook
created by Algorithm 2 converges to the capacity of the covert
channel as the number of messages goes to infinity.
A proof of Theorem 5, is presented in Appendix E.
The maximum rate at which Alice can communicate with
Bob versus the number of codewords M , in the case of using
fixed-length codewords is depicted in Figure 5.
V. NOISY CHANNEL CASE
In this section we consider the case where the channel
between the users is noisy. The noise model is as follows.
The packets generated by either Alice or Bob may be dropped
in the link between the users and the shared resource with
probability δ. We start by investigating the effect of the noise
on the CQC between the users. The following definition is
required in our analysis.
Definition 5. A Z-channel with parameter δ is a discrete
memoryless channel, in which ‘0’ is always transmitted error-
free, but ‘1’ is flipped with probability δ (Figure 6).
For the case of noisy channel, Lemma 1 again holds
and hence, the signaling scheme proposed in Section III,
achieves the maximum information transmission rate in the
noisy channel as well. As discussed in Section III, Bob should
keep his queue length positive at all time slots. If he keeps his
queue length large enough, even if his packets are dropped in
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Fig. 6: Z-channel model of the covet channel with packet
drops.
multiple time slots, he still has remaining ready to be served
packets in his queue. Thus by keeping the probability of his
queue length becoming zero arbitrary small, Bob can avoid
dropped packets impacting the scheme. Therefore, although
noise can affect the transmissions in Xm → AnA in Markov
chain (1), it will not influence the transmission AnA → DnB .
Lemma 3. In the proposed optimum signaling scheme pro-
posed in Section III, packet drops convert the channel between
Alice and Bob to a Z-channel with parameter δ.
Proof. Noise does not affect the data transmission when Alice
sends ‘0’ as she does not send any packets in this case. On
the other hand, when Alice sends a packet to communicate bit
‘1’, this bit will change to ‘0’ if the packet is dropped, which
happens with probability δ. As stated in Section III, normally
Alice should wait for one time slot after she sends a packet;
however, when packet drops occur she does not need to wait
for a time slot. Alice can always tell that a drop has occurred
because she knows her queue length at the end of each time
slot. Thus the aggregate effect of noise may be modeled as a
Z-channel.
Figure 6 shows the resulting Z-channel. Note that the
channel is depicted between X and Y in Markov chain (1),
but the noise occurs between sequences X and AA.
In the noisy channel case, Lemma 2 will be modified as
follows.
Lemma 4. In the noisy CQC in Figure 1, in the scheme with
the maximum information transmission rate between the users,
we have
m
n
=
1
(1− p) + δp+ 2(1− δ)p ,
where p = P (X = 1).
Proof. According to the optimum signaling scheme, sending
a bit ‘0’ and a bit ‘1’ require 1 and 2 time slots, respectively.
A bit ‘0’ can be a result of either a send ‘0’ or a flipped ‘1’.
Therefore,
m
n
=
m
δpm+ (1− p)m+ (1− δ)2pm
=
1
(1− p) + δp+ 2(1− δ)p .
Equipped with Lemmas 3 and 4, we next calculate the
capacity of the introduced noisy covert channel.
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Fig. 7: Capacity of the noisy CQC versus the drop probability
δ.
Theorem 6. The capacity of the noisy CQC between Alice and
Bob with packet drop probability δ in a shared round robin
scheduler in Figure 1 is
C = max
0≤p≤1
h((1− δ)p)− ph(δ)
(1− p) + δp+ 2(1− δ)p , (5)
where p is the probability of sending message bit ‘1’ by Alice
and h(·) is the binary entropy function.
See Appendix G for a proof.
Figure 7 depicts the capacity of the noisy CQC versus the
dropping probability δ.
In the noisy setting, as mentioned earlier, synchronization
between the encoder and decoder sides of the system may be
lost. To prevent this from happening, users can use a fixed-
length codebook such as the one presented in Subsection IV-B.
VI. CONCLUSION
We studied a covert queueing channel between two users
sharing a round robin scheduler. An information-theoretic
framework was proposed to derive the capacity of this channel
in both noisy and noiseless cases. We showed that in the
noiseless case, an information rate as high as 0.6942 bits
per time slot is achievable in this channel. Clearly this rate
of transmission can lead to significant information leakage
in a system and deserves special attention in high security
systems. For the noisy case, where users’ packets may drop,
we again analyzed the highest achievable information rate and
obtained the capacity for different levels of noise. Moreover,
we proposed practical finite-length code constructions, which
asymptotically achieves the capacity limit.
APPENDIX A
PROOF OF STABILITY
As mentioned in Section II, each user has a separate queue.
Denote the queue length and the number of packet arrivals at
each queue at time slot n by qi(n) and ai(n), respectively. Let
E[ai(n)] = λi and E[a2i (n)] <∞, where i ∈ {A,B} signifies
Alice or Bob. We assume the arrival processes of Alice and
Bob are independent of each other and the system state. The
7system is stable if neither user’s queue length grows to infinity
in the steady state of the system, as long as the arrivals are in
the capacity region of the scheduler. Thus, it suffices to prove
that the sum of the queue lengths is finite with probability
one, which implies the stability of both queues. We use the
Foster-Lyapunov theorem to prove this statement [27]. Denote
the sum of the queue lengths with qˆ(n) = qA(n) + qB(n),
and the sum of packet arrivals for Alice and Bob with aˆ(n) =
aA(n) +aB(n). Note that E[aˆ(n)] = λA+λB and the second
moment of aˆ(n) is finite. As long as a task is available in one
of the two queues, the round robin scheduler serves a task;
that is, the service rate is one packet per time slot. Thus qˆ
evolves as
qˆ(n+ 1) = (qˆ(n) + aˆ(n)− 1)+,
where (x)+ , max{x, 0}.
Choose the Lyapunov function V (qˆ(n)) = qˆ
2(n)
2 . Note that
this choice of Lyapunov function satisfies the requirements of
non-negativity, being equal to zero only at qˆ = 0, and going
to infinity as qˆ goes to infinity [28]. We show that the drift
of this Lyapunov function is negative outside of a bounded
region of the state space, and is positive and finite inside this
bounded region, which implies that the system state is positive
recurrent.
E[V (qˆ(n+ 1))− V (qˆ(n))|qˆ(n) = q]
= E[
(q + aˆ(n)− 1)2+ − q2
2
|q]
≤ E[ aˆ
2(n) + 1 + 2aˆ(n)q − 2q − 2aˆ(n)
2
]
≤ E[ aˆ
2(n) + 1− 2aˆ(n)
2
− 2q + 2aˆ(n)q]
= c− 2q(1− λA − λB),
where in the last equality, c is a constant because aˆ has
bounded first and second moments. For λA+λB < 1, the drift
of the Lyapunov function is bounded by the constant c in the
bounded set B = {qˆ | qˆ ≤ c2(1−λA−λB)}, and is negative in the
complement set, Bc. Therefore, with our queueing structure
and round robin scheduler, the system is stable as long as
λA + λB < 1.
APPENDIX B
PROOF OF LEMMA 1
Suppose Bob’s head-of-the-queue stream contains a ‘1’ fol-
lowed by t ‘0’s. During these t+1 bits, if Alice’s head-of-the-
queue is equal to t+1 consecutive ‘1’s, DB will contain a ‘1’
followed by t+1 ‘0’s; otherwise, it will contain a ‘1’ followed
by t ‘0’s. Therefore, denoting the probability of the event that
Alice’s head-of-the-queue is equal to t+1 consecutive ‘1’s by
pt+1, there are two distinguishable outputs for Bob, received
on average in (t+1)(1−pt+1)+(t+2)pt+1 = (t+1)+pt+1
time slots, which gives the information transmission rate of
log 2
(t+ 1) + pt+1
,
which regardless of the value for pt+1, is maximized when
t = 0. Therefore, the maximum information transmission rate
between the users is achieved when Bob’s head-of-the-queue
bit stream is always equal to ‘1’.
APPENDIX C
PROOF OF THEOREM 1
The proof consists of achievability and converse arguments.
Converse: For the CQC in a shared round robin scheduler
with service rate 1 depicted in Figure 1, any code consisting
of a codebook of M equiprobable binary codewords, where
messages take on average n time slots to be received, satisfies
1
n
logM
(a)
=
1
n
H(W ) =
1
n
H(Xm) ≤ 1
n
m∑
i=1
H(Xi)
≤ max
PX
m
n
H(X) ≤ max
0≤p≤1
m
n
h(p),
where (a) holds because W is a uniform random variable over
the message set {1, ...,M}. By Lemma 2, in the scheme with
the maximum information transmission rate between Alice and
Bob, we have mn =
1
1+p . Therefore,
C ≤ max
0≤p≤1
h(p)
1 + p
.
Achievability: We fix a Bernoulli distribution P with param-
eter p∗, where
p∗ = arg max
p∈[0,1]
h(p)
1 + p
,
and generate a binary codebook C containing i.i.d. sequences
of length m drawn according to P , where m = n1+p∗ . A
standard typicality argument [25, Chapter 3], shows that as
n goes to infinity, we can have 2H(X
m) = 2mh(p
∗) distinct
codewords in C.
In order to send a bit ‘1’, Alice sends a packet and then idles
for one time slot. To send a bit ‘0’, she just idles for one time
slot. Thus, each message on average takes 2mp∗+m(1−p∗) =
n time slots to be transmitted. At the same time, Bob keeps
his head of the queue always full. Since this is a noiseless
channel, the error will be zero. Therefore,
C ≥ log 2
mh(p∗)
n
=
mh(p∗)
m(1 + p∗)
=
h(p∗)
1 + p∗
= max
0≤p≤1
h(p)
1 + p
.
The achievability and converse parts above, complete the proof
of the coding theorem.
APPENDIX D
PROOF OF THEOREM 2
We show that Algorithm 1 minimizes the sum of costs of
codewords which is 2n1(C) + n0(C).
We note that, replacing codeword X¯ with cost η(X¯) results
in two codewords X¯0 and X¯1 with costs η(X¯)+1 and η(X¯)+
2, respectively. As a result, replacing codeword X¯ with its two
children causes additional cost of η(X¯) + 3, and an additional
codeword to the codebook. Therefore, since the added cost
is increasing in η(X¯), to obtain the optimal codebook in a
step, it suffices to replace the minimum cost codeword by its
children.
Suppose Algorithm 1 outputs codebook C1. To prove the
claim by contradiction, suppose the codebook C2 resulted from
8another algorithm is optimum where both C1 and C2 have M
codewords. We first find the subtree which is common between
C1 and C2, which implies that two algorithms are equivalent
until, say, step m. From that step, all the replacements are
different in two algorithms. The first replacement in Algorithm
1 gives a smaller cost (because we assumed to choose the
minimum cost replacement). For the next replacement in step
m + 1, Algorithm 1 had the option of the other algorithm’s
replacement in step m, yet it did not choose that. This means
that again a better replacement was possible. Adding this to
the fact that the costs of children of a codeword is larger than
its own cost, concludes that the replacement in step m+ 1 for
Algorithm 1 was also a better choice. This reasoning applies to
all steps in which two algorithms are different and concludes
that C2 cannot be optimum.
APPENDIX E
PROOF OF THEOREMS 3 AND 5
In this appendix, we show that the information transmission
rate of our proposed optimum codebooks created by Algo-
rithms 1 and 2 converge to the capacity of the covert channel
as the number of messages goes to infinity. We prove that
the information rate of another non-optimum codebook with
rate lower than the rates of both aforementioned codebooks
achieves the capacity.
Consider a codebook with fixed-length codewords from the
l-th level of the codeword tree. We choose each codeword to
have exactly blpc bits ‘1’, where the parameter p ∈ [0, 1] can
be selected in a manner to maximize the information rate. Such
a codebook consists of M =
(
l
blpc
)
messages all of which have
equal transmission time 2×blpc+(l−blpc). We show that the
information rate of this codebook asymptotically converges to
the capacity as l (or equivalently the number of messages)
goes to infinity. From Definition 2, we have
max
p
lim
n→∞
log
(
l
blpc
)
n
(a)
= max
p
lim
l→∞
l · h( blpcl ) + o(l)
l + blpc
(b)
= max
p
h(p)
1 + p
= C,
where n = l + blpc, (a) follows because using Stirling’s
approximation it can be shown that log
(
l
k
)
= l · h(kl ) + o(l),
(b) holds since the binary entropy function h(·) is continuous,
and the last equality follows from Theorem 1.
APPENDIX F
PROOF OF THEOREM 4
It suffices to show that the best rate is contained in the
search range of l = lˆ to 2lˆ.
First, we note that if l < lˆ, then 2l < M , which implies
that there is not a sufficient number of codewords in level l to
cover all messages. On the other hand, since l < η(Cl)M < 2l,
we have
logM
2l
< Rl <
logM
l
,
where Rl is the information rate of the optimum codebook at
level l. Therefore, for all l > 2lˆ,
Rl <
logM
l
<
logM
2lˆ
< Rlˆ.
In other words, for all l > 2lˆ the optimum information rate
is less than the optimum information rate of Clˆ. This implies
that there is no need to check any level lower than lˆ.
APPENDIX G
PROOF OF THEOREM 6
The proof consists of achievability and converse arguments.
Converse: For the CQC in a shared round robin scheduler
with service rate 1 depicted in Figure 1, any code consisting
of a codebook of M equiprobable binary codewords, where
messages take on average n time slots to be received, satisfies
1
n
logM
(a)
=
1
n
H(W )
=
1
n
I(W ; Wˆ ) +
1
n
H(W |Wˆ )
(b)
≤ 1
n
I(W ; Wˆ ) + n
(c)
≤ 1
n
I(Xm;Y m) + n,
where (a) holds because W is a uniform random variable over
the message set {1, ...,M}, (b) follows from Fano’s inequality
with n = 1n (H(Pe)+Pe log2 (M − 1)), and (c) follows from
application of data processing inequality to the Markov chain
in (1).
Since the Z-channel model is memoryless,
I(Xm;Y m) ≤
m∑
i=1
I(Xi;Yi).
Therefore,
1
n
logM ≤
m∑
i=1
1
n
I(Xi;Yi) + n ≤ max
PX
m
n
I(X;Y ) + n.
By Lemma 4, in the scheme with the maximum information
transmission rate between Alice and Bob, we have mn =
1
(1−p)+δp+2(1−δ)p . Also, we note that
I(X;Y ) =h(Y )− h(Y |X) = h((1− δ)p)− ph(δ).
Therefore, we have
1
n
logM ≤ max
0≤p≤1
h((1− δ)p)− ph(δ)
(1− p) + δp+ 2(1− δ)p + n.
As n goes to infinity, n → 0, and we have
C ≤ max
0≤p≤1
h((1− δ)p)− ph(δ)
(1− p) + δp+ 2(1− δ)p .
Achievability: Fix a Bernoulli distribution P with parameter
p∗, where
p∗ = arg max
0≤p≤1
h((1− δ)p)− ph(δ)
(1− p) + δp+ 2(1− δ)p ,
and generate a binary codebook C containing 2mR i.i.d.
sequences of length m, drawn according to P , where m =
n/[(1− p∗) + δp∗ + 2(1− δ)p∗].
In order to send a bit ‘1’, Alice sends a packet and then
idles for one time slot. To send a bit ‘0’, she just idles for
one time slot. Thus, each message on average takes m[(1 −
9p∗) + δp∗ + 2(1− δ)p∗] = n time slots to be transmitted. At
the same time, Bob keeps his head of the queue always full.
Since the Z-channel is a discrete memoryless channel, by
the standard random decoding arguments [25, Chapter 7], the
error can be kept arbitrary close to zero as n goes to infinity
as long as R ≤ max0≤p≤1 I(X;Y ). Consequently,
C ≥ log 2
m×max0≤p≤1 I(X;Y )
n
≥ max
0≤p≤1
h((1− δ)p)− ph(δ)
(1− p) + δp+ 2(1− δ)p .
The achievability and converse parts above, complete the proof
of the coding theorem.
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