For backward stochastic Volterra integral equations (BSVIEs, for short), under some mild conditions, the so-called adapted solutions or adapted M-solutions uniquely exist. However, satisfactory regularity of the solutions is difficult to obtain in general. Inspired by the decoupling idea of forward-backward stochastic differential equations, in this paper, for a class of BSVIEs, a representation of adapted M-solutions is established by means of the so-called representation partial differential equations and (forward) stochastic differential equations. Well-posedness of the representation partial differential equations are also proved in certain sense.
Y (T ) = h(X(T )), (1.4) for some maps b, σ, g, h. General theories on FBSDEs were developed in the past two and half decays, see [19, 21, 14, 36, 22] , and references cited therein. Hereafter, K > 0 will stand for a generic constant which can be different from line to line. We should point out that in general, Z(·) only belongs to the following space:
Therefore, t → Z(t) is not necessarily continuous and for a given t ∈ [0, T ], Z(t) might not be well-defined. This leads to some difficulties in numerical aspects for adapted solutions to BSDEs, and also restricts the usage of BSDEs/FBSDEs in applications. On the other hand, the so-called Four Step Scheme ( [19, 22] , see also [13, 23, 20] ) for FBSDEs gives a representation of the adapted solution (Y (·), Z(·)) of the BSDE in (1.4) via a solution to a relevant partial differential equation (PDE, for short), together with the solution X(·) to the (forward) stochastic differential equation (FSDE, for short) in (1.4) . Such kind of representation can help people to overcome the difficulties encountered in designing numerical algorithms for BSDEs/FBSDEs [43] . This also substantially broadens the applicability of BSDEs/FBSDEs in solving real problems.
Since the representation of adapted solutions to BSDEs/FBSDEs is very closely related to the main results in the current paper, and the techniques/ideas will be used below, we now elaborate the procedure here (See [19, 22] for more details).
Consider FBSDE (1.4) . Suppose all the involved functions b, σ, g, h are deterministic. Inspired by the socall invariant embedding ( [2, 3] ), one could expect that there is a relation between the backward component Y (·) and the forward component X(·) as follows:
for some differentiable function Θ : [0, T ] × R n → R m . If this is the case, then by Itô's formula, one must have −g(t, X(t), Y (t), Z(t))dt + Z(t)dW (t) = dY (t) = Θ t (t, X(t)) + Θ x (t, X(t))b(t, X(t), Y (t), Z(t)) + 1 2 σ(t, X(t), Y (t), Z(t)) ⊤ Θ xx (t, X(t))σ(t, X(t), Y (t), Z(t)) dt + Θ x (t, X(t)σ(t, X(t), Y (t), Z(t))dW (t), where σ(t, x, y, z) ⊤ Θ xx (t, x)σ(t, x, y, z)
xx (t, x)σ k (t, x, y, z) σ k (t, x, y, z) ⊤ Θ 2 xx (t, x)σ k (t, x, y, z) . . .
with σ(t, x, y, z) = σ 1 (t, x, y, z), σ 2 (t, x, y, z), · · · , σ d (t, x, y, z) ,
. . .
Therefore, the following should hold:
Z(t) = Θ x (t, X(t))σ(t, X(t), Y (t), Z(t)), t ∈ [0, T ].
Suppose there exists a well-defined map ζ : [0, T ] × R n × R m → R m×d satisfying ζ(t, x, y) = Θ x (t, x)σ t, x, y, ζ(t, x, y) ,
which is the case, trivially, if σ(t, x, y, z) ≡ σ(t, x, y) (independent of z). Then Θ(· , ·) should solve the following system of quasi-linear parabolic PDE system:                Θ t (t, x) + 1 2 σ t, x, Θ(t, x), ζ(t, x, Θ(t, x)) ⊤ Θ xx (t, x)σ t, x, Θ(t, x), ζ(t, x, Θ(t, x)) +Θ x (t, x)b t, x, Θ(t, x), ζ(t, x, Θ(t, x)) + g t, x, Θ(t, x), ζ(t, x, Θ(t, x)) = 0,
(1.7)
Suppose the above PDE has a classical solution Θ(· , ·). Then we solve the following FSDE:        dX(t) = b t, X(t), Θ(t, X(t)), ζ(t, X(t), Θ(t, X(t))) dt +σ t, X(t), Θ(t, X(t)), ζ(t, X(t), Θ(t, X(t))) dW (t), t ∈ [0, T ],
(1.8)
Now, if the above FSDE admits a solution X(·), then we have the representation of the backward components (Y (·), Z(·)) in terms of the forward component X(·):
In the above, Θ(· , ·) is called a decoupling field of the FBSDE (1.4) ( [20] ), and (1.7) is called the representation PDE since the solution Θ(· , ·) allows us to represent the backward component (Y (·), Z(·)) in terms of the forward component X(·). From the above, we see that as long as all the involved functions are nice enough (in a suitable sense), the above representation (1.9) provides useful regularity information on (Y (·), Z(·)), especially for Z(·). This actually has played some interesting roles in numerical aspects of BSDEs/FBSDEs ( [8, 43] ).
Note that in the case that both b and σ are independent of (Y (·), Z(·)), for which the FBSDE is decoupled, the representation PDE becomes 10) whose solvability conditions are much simpler than those for (1.7). In this case, (1.9) becomes 11) with X(·) being the solution of FSDE:
Thus, the solution Θ(· , ·) to the PDE (1.7) admits a representation Y (· ; · , ·), a part of the adapted solution to FBSDE (1.4) . This is called a nonlinear Feynman-Kac formula (see [27] , [24] ).
We now consider BSVIEs. In 2002, Lin firstly introduced a BSVIE ( [18] ) as an extension of BSDEs, in which the term Z(s, t) did not appear and ψ(t) ≡ ξ is a fixed F T -measurable random variable. The form (1.1), including the term Z(s, t) with general ψ(·), was firstly introduced by the second author of the current paper in 2006 ( [37] ), motivated by optimal control of (forward) stochastic Volterra integral equations (FSVIEs, for short). When Z(s, t) is absent, the BSVIE (1.1) becomes:
(1.14)
Hereafter, we call (1.14) and (1.1) Type-I and Type-II BSVIEs, respectively. Thus, Type-I BSVIE is a special case of Type-II BSVIE.
Mimicking the case of BSDEs, a pair (Y (·), Z(· , ·)) is called an adapted solution to BSVIE (1.1) if for each t ∈ [0, T ), the map s → (Y (s), Z(t, s)) is F-adapted on [t, T ], and satisfies equation (1.1) in the usual Itô sense. For Type-I BSVIE (1.14), one needs only to determine Z(t, s) for (t, s) ∈ ∆[0, T ], where 
It was proved in [39] that under certain conditions, Type-II BSVIE (1.1) admits a unique adapted M-solution. Moreover, the following estimate holds:
For some relevant results on BSVIEs, the readers are further referred to [31, 32, 33] .
From [39] , we see that to get some further regularities beyond the above estimate (1.17) for the process (Y (·), Z(· , ·)), many technical conditions have to be imposed, the proofs are quite technical, and unfortunately, the regularity results were still not satisfactory, especially that of the process (t, s) → Z(t, s).
Inspired by the decoupling FBSDEs presented above, we naturally ask: Is it possible to get representation of adapted solutions for Type-I BSVIEs and adapted M-solutions for Type-II BSVIEs similar to (1.11) for BSDEs? More precisely, we will consider the following BSVIEs:
with X(·) being the solution to the FSDE (1.12), and ψ, g being some deterministic maps. Note that (1.18) and (1.19) are respectively Type-I and Type-II BSVIEs with random coefficients, for which the randomness all comes from the solution X(·) of FSDE (1.12). Our goal is to establish a representation of (Y (·), Z(· , ·)) in terms of X(·), via the solution to a suitable representation PDE system. More precisely, we will establish the following result. 20) with Θ(· , · , · , ·) being the solution to the following PDE system:
(1.21)
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(ii) For Type-II BSVIE (1.19), the following representation holds:
with (Γ, Θ) being the solution to the following PDE system:
(1.23)
The idea of obtaining the representation is to find a proper approximation of the BSVIE by BSDEs and then derive the correct form of the representation PDE system by the invariant embedding/decoupling technique. Once the correct form of PDE system is obtained, a standard application of Itô's formula will lead to our representation. Partial results for Type-II BSVIEs of this paper was announced in [42] without detailed proofs.
The rest of the paper is organized as follows. In Section 2, approximation of Type-I BSVIEs by means of BSDEs is established. Section 3 is devoted to the derivation of representation for the adapted solutions of Type-I BSVIEs. In Section 4, we establish a representation for the adapted M-solutions of Type-II BSVIEs. The well-posedness of representation PDEs is established in Section 5. Some concluding remarks are collected in Section 6.
Approximation of Type-I BSVIEs
This section is devoted to an approximation of Type-I BSVIEs by a sequence of BSDEs. On one hand, such an approximation will be helpful for us to derive the representation of the adapted solutions to the Type-I BSVIEs. On the other hand, this will also be helpful for designing numerical scheme for such kind of BSVIEs ( [34] ). Before going further, let us first introduce the following assumption concerning the FSDE (1.12).
It is standard that for any fixed x ∈ R n , FSDE (1.12) admits a unique strong solution X(·) ≡ X(· ; t, x), and the following holds:
for some constant K 0 > 0 independent of s and t. Now, for such a given X(·), we consider the following Type-I BSVIE:
We introduce the following assumption, recalling the definition of ∆[0, T ] (see (1.15) ).
There exists a constant L > 0 such that
Under (H2), for the given [39] , for example). Let P[0, T ] be the set of all partitions Π of [0, T ] having the following form:
with some natural number N > 1. We define the mesh size Π of Π by the following:
For a partition Π as above, let us make an observation. Keep in mind that when we discuss Type-I BSVIE (2.2), the process X(·) is given. Suppose Y (s) and Z(t, s) have been determined for t k+1 t s T (see the region marked 1 in the figure below). Then for t ∈ [t k , t k+1 ), one has
In the above, we see that Y (s), s ∈ [t k+1 , T ], is known. But, at the moment, Z(t, s) has been determined only for t k+1 t s T , and it is still unknown for (t, s)
, T ] (see the region marked 2 in the figure below). Also, both Y (s) and Z(t, s) are unknown for t k t s t k+1 (the region marked 3 in the figure below). Therefore, we want to find (Y (s), Z(t, s)) for t k t t k+1 and t s T (the regions marked 2 and 3 ).
We now construct an approximation of BSVIE (2.2). On [t N −1 , T ], we introduce the following BSDE:
Under (H2), the above BSDE admits a unique adapted solution (
, we introduce the following BSDE:
Note that in the above,
, which has to stay unchanged.
Under our conditions, the above BSDE admits a unique
) to the following BSDE:
The above defined
With the above definition, we may rewrite (2.6) as
necessarily continuous. Now, we introduce
Hence, for any t ∈ [0, T ), let t ∈ [t k , t k+1 ), we have the following: 
is constructed as above. Then
In particular,
Proof. By the stability of adapted solutions to BSVIEs ([39]), we have (note (2.9))
This proves (2.10). Next, one has
Hence,
This leads to our conclusion.
Representation of Adapted Solutions for Type-I BSVIEs
In this section, we will represent the adapted solution (Y (·), Z(· , ·)) of Type-I BSVIE (2.2) in terms of X(·), the solution to FSDE (1.12), and the solution to the corresponding representation PDE.
Let X(·) be the solution of (1.12) and
were represented by X(·), together with the solution to certain PDE, then by sending Π → 0, we would get what we want. However, there are some difficulties in doing that directly (see below for some explanations). Therefore, instead, we construct a sequence of processes (
) and which can be represented by X(·), together with the solution of a certain PDE.
Then by sending Π → 0, we will obtain the desired representation of (Y (·), Z(· , ·)).
Now, we carefully make this precise. First, let (Ȳ N −1 (·),Z N −1 (·)) be the adapted solution to the following
1) which coincides with BSDE (2.4). Thus, one has
is merely F tN−1 -measurable, not necessarily deterministic, since we are considering the BSDE on [t N −1 , T ], the (decoupling) technique introduced in [19, 22] will still work. In fact, we have the following representation:
with (s, x) → Θ N −1 (s, ξ, x) being the solution to the following representation PDE:
In the above, ξ ∈ R n is treated as a parameter. With the representation (3.3), we can rewrite (3.1) as follows:
) be the adapted solution to the following BSDE: satisfies the following BSDE:
Let us make two comparisons. First, (3.5) and (3.7) are different: (t N −1 , X(t N −1 )) in the former is replaced by (t N −2 , X(t N −2 )) in the latter at two places. Second, (3.7) and (3.6) are different:
X(s)) in the former is replaced by Θ N −1 (s, X(s), X(s)) in the latter. Note that in (3.7), both X(t N −1 ) and
appear. This will cause some difficulties in passing to the limit as Π → 0 later on. This is exactly the difficulty that we will encounter if we use (Y Π (·), Z Π (·)) directly trying to get our representation. On the other hand, since Π will be small, X(t N −1 ) and X(s) will be close (in some sense), for s ∈ [t N −1 , T ], it should be harmless to replace Θ N −1 s, X(t N −1 ), X(s) by Θ N −1 s, X(s), X(s) in the drift of the equation
∞ < ∞, by the stability of adapted solutions to BSDEs, we have
(3.8)
In the above, K 0 is the constant appears in (2.1), and K 1 is a constant appears in the stability estimate for the adapted solution of BSDEs, which can be made independent of the partition Π, under (H2).
Similar to the previous step, for (3.6), we have the following representation:
with (s, x) → Θ N −2 (s, ξ, x) being the solution to the following representation PDE:
(3.10)
Note that equation (3.10) is different from (3.4), not just because t N −1 is replaced by t N −2 in g and ψ, but also because Θ N −1 (s, ξ, x) is replaced by Θ N −1 (s, x, x) in g. We expect that Θ N −2 (s, ξ, x) ξ=x is close to
we introduce the following BSDE on [t N −2 , t N −1 ):
Now, on [t N −2 , t N −1 ), we have the following representation:
(3.13)
Note that unlike (3.10), in the above,
, we must have, making use of (3.8),
(3.14)
To summarize the above, we have
with (s, x) → Θ N −2 (s, ξ, x) being the solution to the following:
continuous. Also, we point out that in the above system (3.16), the equations on [t N −1 , T ] and [t N −2 , t N −1 ) are different: Θ N −1 (s, x, x) appears in g for the former and Θ N −2 (s, ξ, x) appears in g for the latter.
The above discussion seems not enough to obtain an inductive statement. In particular, we need to make sure that the estimate on the error between (Ȳ k (·),Z k (·)) and (Y k (·), Z k (·)) will not be unboundedly
To this end, we consider the following 17) where Θ N −3 (· , · , ·) is the solution to the following PDE:
Then we have the following representation:
By (3.3) and (3.15), we see that
Thus, by the stability of adapted solutions to BSDEs, one has
where 
Now, we look at the general case. For each k = 0, 1, · · · , N − 1, on [t k , T ], we consider the following BSDE:
Then the following representation holds:
where (s, x) → Θ k (s, ξ, x) is the solution to the following PDE:
We recall the definition of τ Π (t) (see (2.8)), and definē
Then the above PDE (3.24) can be written as
Also,
where
Consequently, for any s ∈ [0, T ), let s ∈ [t k , t k+1 ).
Hence, at the limit (as Π → 0), we have the following representation:
The above derivation tells us that if everything is fine, (3.28)-(3.29) should give us the right representation. This can actually be proved directly. Proof. For fixed t ∈ [0, T ), applying Itô's formula to s → Θ(t, s, X(t), X(s)) on [t, T ], we have dΘ(t, s, X(t), X(s)) = Θ s (t, s, X(t), X(s)) + Θ x (t, s, X(t), X(s))b(s, X(s))
Since Θ(· , · , · , ·) satisfies PDE (3.29), one has dΘ(t, s, X(t), X(s)) = −g t, s, X(t), X(s), Θ(s, s, X(s), X(s)), Θ x (t, s, X(t), X(s)σ(s, X(s)) ds +Θ x (t, s, X(t), X(s))σ(s, X(s))dW (s), (3.31) and Θ(t, T, X(t), X(T )) = ψ(t, X(t), X(T )). Now, we define λ(t, s) := Θ(t, s, X(t), X(s)), Z(t, s) := Θ x (t, s, X(t), X(s))σ(s, X(s)), s t. 
Representation of Adapted M-solutions for Type-II BSVIEs
In this section, we are going to establish a representation of adapted M-solutions for Type-II BSVIE (1.19), where both Z(t, s) and Z(s, t) appear in the drift. We still let X(·) be the solution to FSDE (1.12). Let us first present the following result which is interesting itself. 
where the meaning of σ(s, x) ⊤ Γ xx (t, s, x)σ(s, x) is similar to (1.6). Then
Proof. We consider the following (decoupled) FBSDE on [0, t]:
where t ∈ [0, T ) is a parameter. Then the following representation holds:
where Γ(t, · , ·) is the solution to (4.1). Consequently,
Taking expectation, we have EΛ(t, X(t)) = η(t, 0).
Therefore, (4.2) follows.
From the above, we see that when (t, s) → Γ x (t, s, x) and s → σ(s, x) are continuous, the map (t, s) → ζ(t, s) is continuous (see (4.4) ). Now, we consider Type-II BSVIE (1.19) . Let (Y (·), Z(· , ·)) be the adapted M-solution. Then we have (1.16) . Suppose
for some undetermined continuous function Λ(· , ·). By Proposition 4.1, we have
Thus, switching s and t, one has
We consider the following Type-I BSVIE:
If we let g(t, s, ξ, x, y, z) = g t, s, ξ, x, y, z, Γ x (s, t, ξ)σ(t, ξ) , then (4.5) becomes
Now, from the result of the previous section, we have the following representation:
with (Γ, Θ) being the solution to (1.23) which is rewritten here
(4.8)
We now state the representation result as follows. Proof. For given t ∈ [0, T ), applying Itô's formula to s → Θ(t, s, X(t), X(s)) on [t, T ], one has dΘ(t, s, X(t), X(s)) = Θ s (t, s, X(t), X(s)) + Θ x (t, s, X(t), X(s))b(s, X(s))
(4.9)
Since Θ satisfies the second PDE of (4.8), one has
and Θ(t, T, X(t), X(T )) = ψ(t, X(t), X(T )).
Set λ(t, s) := Θ(t, s, X(t), X(s)), Z(t, s) := Θ x (t, s, X(t), X(s))σ(s, X(s)), s t. Note that Y (t) = Θ(t, t, X(t), X(t)) = Γ(t, t, X(t))
where Γ satisfies the first PDE in (4.8). By Proposition 4.1, we know that
Consequently, by defining Z(t, s) := Γ x (t, s, X(s))σ(s, X(s)) with t s, we can rewrite above BSVIE as Y (t) = ψ(t, X(t), X(T )) + T t g t, r, X(t), X(r), λ(r, r), Z(t, r), Z(r, t) dr − T t Z(t, r)dW (r). (4.14)
The conclusion then follows easily.
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5 Well-posedness of the Representation PDEs
In this section, we will establish the well-posedness of the representation PDEs (3.29) (which is a copy of (1.21)) and (4.8) (which is a copy of (1.23)), in certain sense. Let us first look at the representation PDE (3.29) for Type-I BSVIEs, which is recalled here, for convenience:
then (5.1) can be rewritten as the following system (parameterized by (t, ξ)
which is a quasilinear parabolic system for unknown functions Θ 1 , · · · , Θ m , with the same leading part for each equation.
Linear parabolic PDEs
To study parabolic system (5.1) or its equivalent form (5.2), let us first adopt some notations from [17] (Chapter 1, pp.7-8). For any suitable function ϕ : [S, T ] × R n → R, with α ∈ (0, 1) and
n needs to be emphasized, we use, say, |ϕ|
[S,T ]×R n , etc. We denote
Also, we denote Hence, without loss of generality, we may consider (5.1) with ψ(t, ξ, x) ≡ 0.
Step Thus, S maps a ball in X [S, T ], centered at 0 with radius M to itself.
Step 3 
