One of the main limitations on the use of SAR interferometry to automatically generate Digital Elevation Models (DEM) is related with both the accurate calibration of the system parameters and its stability from flight to flight. The unstable movements of an airborne SAR platform can be corrected during the processing step, as long as those movements are recorded in an accurate manner'. Errors and time drifts in the system parameters or on the plane position and attitude measurements lead to geolocation errors in the fmal DEM. A calibration method based on the so-called "sensitivity equations", which relate the target location error with the error on the estimation ofthe system parameters, is described. The equations have been derived by differentiating the interferometric geolocation equations in closed form for the most general case in a squinted geometry. The interferometer parameters considered are the baseline length and elevation, common time delay, interferometric constant phase, plane position and attitude angle offsets, etc. The equations can be used to both calibrate a single DEM from different ground control points (GCP) spread along the swath and the full interferometer from well-known located corner reflectors (CR).
INTRODUCTION
There are two different error sources related with the parameters involved in interferometric calibration. One source corresponds to the static parameters that are not expected to change with time, like baseline length and inclination. The other is related with the different data recorded in-flight, like attitude angles, aircraft position, etc. In both cases, errors on its estimation or measurement bias lead to errors on the fmal DEM. If the imaged zone has identifiable points which location is known, the location errors can be used to calibrate the interferometer. The paper is organized to first deduce the location equations in closed form, which allow deriving the different sensitivity equations essential for calibration. Then its usage in the calibration problem is assessed to calibrate, firstly, a single DEM and later the full interferometer.
THE LOCATION EQUATIONS IN COMPACT FORM
In order to formulate the location equations in /t compact form, two different coordinate systems are defmed. The first one is the global coordinate system, denoted by s3h , which locally approximates the Earth's ellipsoid, with parallel to the nominal track. The second one is the local coordinate system fixed to the aircraft, denoted by . The axis is defmed parallel to the aircraft fuselage and pointing to the front, the axis is pointing to port and the axis is orthogonal to both and 5' . In addition, it is assumed the baseline vector and the maximum of the radiation patterns are contained in the j plane. Fig. 1 shows both coordinate systems and the location geometry.
The aircraft is affected by unstable movement during flight, causing both coordinate systems not to be aligned. Any axes rotation can be described using three angles, according to Euler's rotation theorem. Each angle corresponds to a rotation performed in a fixed order around a fixed axis. The attitude movements of the aircraft are described, and in-flight measured by the inertial unit (INTJ), with the three Euler angles known as roll, pitch and yaw. The first rotation is roll, which is performed along the axis, the second rotation is pitch, performed along the 6 axis and the last one is yaw, performed along the h axis. The rotations can be written in terms of rotation matrices, Baseline in the Local Coordinate System Then, any vector in local coordinates can be expressed in terms of global coordinates by using,
From the location geometry shown in Fig. 1 , the target position, T, can be calculated from the range, p, the look vector, which depends on the look and squint angles, °L and fi,and the aircraft position, p 2
The Doppler centroid depends on the squint angle, /3 , and the components of the antenna-target relative velocity vector. A simplified expression ofthe Doppler, assuming the velocity vector has only the along-track component, is 2v 2v.
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The baseline vector is defmed from the bottom, which is set as reference, to the top antenna BPTPB (5) By coherently combining the signals from the two antennas of the interferometer, the interferometric phase difference, D, can be formed for each image point. This phase difference is essentially related to the geometric path length difference to the image point, which depends on the topography. Since range is much larger than the baseline length, the interferometric phase can be approximated by the projection of the baseline vector over the look vector.
The variable p is set to 1 for single baseline interferometers (single transmitter) and to 2 for double baseline interferometers (each antenna alternatively transmits and receives its own echoes).
The full three-dimensional height reconstruction is based on the observation that the target location is the intersection locus ofthree surfaces :
-The Range Sphere. The sphere is centred at the antenna and has a radius equal to the radar range.
-The Doppler Cone. The cone has a generating axis along the velocity vector and the cone angle is proportional to the target Doppler frequency. For non-squinted geometries, when the target Doppler is zero, the cone degenerates in a circle and its not required during geolocation.
-The Phase Cone. The interferometric phase is proportional to the range difference from two antenna locations to a point on the surface. Actually, the phase surface is a hyperboloid, but the cone uses to be a good approximation.
The cone angles are defmed relative to the generating axes determined by the velocity vector for the Doppler cone and the baseline vector for the phase cone. The combination of the first two surfaces gives the along-track and cross-track locations of the target on the radar image (or slant range projection). To obtain the 3-dimensional position of the target the third surface must be taken into account. Usually those appearing non-linear equations are readily solved in different steps or even with iterative methods4. Unfortunately, the sensitivity study requires the location equations in a compact form in order to the calculation of the different derivatives. Then, a compact formulation to the location problem, which includes the attitude angles, has been developed.
The squint angle could be derived from a single image. The Doppler centroid is not affected by roll, which only causes changes on the amplitude of the signal. Then, a new local coordinate system independent of roll is defmed. The global and this new local coordinate system are identical for any roll if yaw and pitch are zero. In this coordinate system the target is seen under a look angle, °oL ' and the range vector can be expressed as,
Ifthe aircraft attitude is known, the range vector can be expressed in global coordinates as, 5m9oL 5ffl9 +cosOoL .cos6
Psch [Y] [P]1t3 = p sin °oL cos O3, cos °oL 0 . 0
In order to calculate the Doppler centroid, and consequently the squint, there is only necessary the projection of the look vector over the along-track axis.
2v. In (6) the interferometric phase was regarded to be proportional to the scalar product between the look and the baseline vectors. One of the properties of scalar product is its independence with the coordinate system in which the vectors are referred to,
Where ' j' 2' is the previously defmed local coordinate system fixed to the aircraft, as shown in Fig. 1 . In this coordinate system, the target is seen under a look angle, 9'oL As roll is the first rotation, it also can be directly related with the previously defmed °oL'
Moreover, the baseline vector is, 0 = B cos a sin a (12) As in this coordinate system the location problem presents a non-squinted geometry, the look angle can be derived after some mathematical operations in (6), However, the look angle must be known in the global coordinate system, °L• It is defmed as, Finally, the look angle is derived as a function of the interferometer geometry and aircraft attitude angles, = arccos(cos 8,, cos (9'oL +Or)) = arccos cos cos a + 9r -In order to perform the sensitivity study, the following approximate expression has been used due its simplicity
The equations are valid for the general squinted geometry, assuming the SAR processor generates beam-centred images, defmed as the geometry where the focused target is located at a range equal to p (at the corresponding azimuth time for the aperture centre, ta). However, if compression is done to zero-Doppler5, which is the perpendicular position with respect to track (at the corresponding azimuth time t0), the location equations must be used with zero yaw and pitch and P0 instead of P , as it can be seen in Fig. 1 .
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The look vector is transformed from the local coordinate system to the global one, and the component h calculated,
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THE SENSITIVITY EQUATIONS
In the design, tradeoff studies and calibration of interferometric systems, it is often necessary to know how interferometric performance varies with system parameters. Sensitivity equations are derived by differentiating the basic location equations with respect to the different parameters, which appear on location equations, like the antennas location, the aircraft attitude, the interferometric baseline length and elevation and the unwrapped interferometric phase3.
Despite all the sensitivity equations in the beam-centred case have been derived for all parameters, only few of them have been included in the text due to its size. They can be easily derived from (3), (9) and (18).
The different equations have been particularized for an interferometer with the characteristics shown in Table 1 and compression in zero-Doppler. All the plots show the errors on cross-track and elevation locations for look angles ranging from 20° to 70° and for different errors on the parameter under study. In addition, for simplicity but with no lack of generality, the yaw, pitch and roll have been set to zero. With zero-Doppler compression, yaw and pitch estimation errors only lead to differences between processed and real squints, which does not have an important effect on the result. The baseline length is one of the most critical parameters of the intereferometer. As it can be seen in Fig. 2 , small errors on its estimation (less than five millimeters) lead to large errors on the target location. The errors are more considerable in near range, but its effects become less significant as the look angle gets closer to the baseline elevation one. If both angles are equal, the look vector and the baseline are orthogonal and, consequently, the interferometric phase is independent on the baseline length as can be deduced from (6). 
Baseline Elevation and Roll Angle
This is another critical parameter of the interferometer, thus the roll angle is directly added to the baseline elevation one, as shown in (16) and (17), and determines the baseline orientation. This makes it the most critical attitude angle to be measured by the INU. Fig. 2 reveals the height is most sensitive to roll errors in the far-range than in the near-range, while the crosstrack location remains constant for any look angle.
Unwrapped Phase
The phase of the interferogram must be unwrapped to remove the modulo-2ic ambiguity. Once unwrapped there is still a number of integer cycles unknown, a good estimation of it can be derived from the a-priori information of the terrain elevation and the aircraft position. However there still is a remaining phase offset, caused by the different elements of the radar circuitry, to be estimated. Fig. 3 shows the impact of unwrapped phase offsets on the location, clearly the target height is more sensitive to phase off-sets in far-range, while the cross-track location is more affected in near-range. For the double baseline case, the sensitivity is halfthe single baseline one. 
Range Estimation: Absolute Time Delay and Differential Time Delay
The radar solves the target in the range direction by measuring the time, r ,which takes the radar pulse to propagate to the target and return. This time for the reference channel is known as the absolute time delay. Errors on its calibration lead to range errors, estimating the target closer o further depending on its sign.
Its effects on location are more significant in far-range for the cross-track component and in near-range for the height.
Ai; 10.0 -> 60.0 (ns)
•ii The differential time delay is the difference between the time delays for the two interferometric channels, the difference is corrected by co-registering both images.
Aircraft/Antenna location
The errors on the aircraft, or the reference antenna, location directly translate on the reconstructed location in the same direction.
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THE SENSITIVITY EQUATIONS AS A CALIBRATION TOOL
The sensitivity equations can be used to calibrate the interferometer parameters from the errors on the location of several well-located ground control points (GCP), usually corner reflectors on a calibration site or clear landmarks. Those GCP, also known tie-points, must be easily identifiable in the reflectivity image. The iterative calibration scheme is shown in Fig.  5 . From the initial interferometer parameter estimation and the unwrapped phase the DEM is generated, then the errors on the location of the GCP are related to the errors on the interferometer parameters by means of the sensitivity equations. The iterative process is closed updating the parameters and starting again until the location errors remain constant.
The system parameters are updated from solving a system oflinear equations built with the different sensitivity equations.
As the number of unknowns increases, also does the condition number of the matrix. The condition number measures the sensitivity of the solution of a linear system of equations to errors in the data. It gives an indication of the accuracy of the results from matrix inversions and the linear equation solution. Then, large condition numbers enlarges errors in data. In this particular case, the condition number on the matrix build on the different sensitivity equations depends on both the number ofparameters to adjust and the GCP distribution along range. Fig. 6 shows the condition number of the matrix as a function of the position of the GCP along the swath ((A) uniformly distributed, (B) clustered in near-range and (C) clustered in far-range) and the number of parameters to estimate. As it was expected, the condition number increases with the number of unknowns, but also with the non-uniform distribution of GCP along the swath. Clustered GCP make the equations nearly dependent, increasing in consequence the condition number.
A B C Ground Range Fig. 6 Condition number of the matrix as a function of GCP distribution along swath and the number of parameters to adjust.
Ideal Case

CALIBRATION OF DEM'S WITH GROUND CONTROL POINTS
In order to check the validity of the calibration method, an ideal case has been simulated. It is supposed the positions of the GCP are perfectly known, they can be rightly identified in the image and all the interferometer parameters are known with no random errors. Fig. 7 shows the synthetic DEM and the position of the four GCP used during the calibration process. Table 2 contains they initial errors prior calibration. After only two iterations, the errors in the GCP, Table 3 , and in the fmal DEM, Fig. 7 , are both negligible. Moreover, the interferometer parameters have been perfectly calibrated.
Error Iteration 0 
Realistic Case
In a more realistic situation, the locations of the GCP can suffer from errors in case of mapping remote zones with little and non-reliable information. In addition, GCP location on the radar image can be difficult and imprecise, as in a road junction. In order to simulate the behaviour of the calibration scheme in this more realistic situation, the random errors on the relative positions master antenna and GCP have been modelled as a gaussian distribution of mean zero and standard deviation 2.
The simulated DEM and initial interferometer parameter errors are the same as presented in {5 . Table 4 Initial and final errors on the calibration ofthe interferometer parameters.
The large condition number of the matrix combined with the random errors on the relative position of the GCP has lead to an incorrect interferometer calibration. Nevertheless, the aberrant errors on the interferometer parameters, the errors on the GCP location range from centimetres to less than one meter, by far larger than the ones that can be expected from the plots presented in {3 } . In practice, the different errors compensate one to each other, leading to a wrong interferometer calibration, Table 4 , but with a reasonably good target location. Table 5 shows the errors on the tie-points and Fig. 8 indicate the errors on the fmal DEM, ranging from -1 meter to 3 meters, are similar to the random ones. 
GCP
INTERFEROMETER CALIBRATION WITH CORNER REFLECTORS
As it has been stated in {5.2} low quality GCP can be only used to calibrate a single DEM but no the interferometer. For calibration purposes corner reflectors on a controlled calibration site are used. They phase centres must be known with a high degree of precision and its strong reflectivity allows its accurate identification on the radar image and reduce the noise effects. A reasonably flat synthetic calibration site has been simulated, with a maximum elevation of 1 50 m, where ten corner reflectors have been placed spread along the swath as shown in Fig. 9 . The errors on the relative position master antenna-tie points have been modelled as a gaussian distribution of mean zero and standard deviation 0.2. In order to reduce the impact of such errors on the parameter estimation six calibration flights have been simulated and the calibration results averaged. Due to the random nature of the error a good approximation of the real parameters is fmally achieved. 
CONCLUSIONS
The location equations in squinted geometry have been derived in closed form and, by differentiating them with respect the different interferometer parameters, the sensitivity equations have been obtained. These equations are useful to evaluate and understand a specific interferometer performance, determine its requisites to achieve a desired mapping quality and to perform its calibration. The impact of the condition number of the system of linear equations built with the different sensitivity equations has been studied. In order to reduce this condition number and improve the performance of the calibration process, the control points have to be distributed along the whole swath. Two different calibration applications derived from sensitivity equations have been presented. The first one is focused on the calibration of a single DEM by using low-quality ground control points (GCP). The achieved degree of precision of the calibrated DEM depends on the location errors of the GCP, but the interferometer parameters obtained from the calibration process are incorrect. This technique can be applied to adjust partially overlapped interferograms to mosaic DEM's generated from different flights. The second application uses corner reflectors (CR) on a controlled calibration site, its well-known position, accurate identification on the radar image and strong return allows calibrating the interferometer parameters. The precision on the calibration is improved by averaging the results obtained from several calibration flights.
