In this paper we present a generalization of the simultaneous diagonalization technique by means of congruence transformations to the general reciprocal lossy multiconductor transmission line case. The method paves the way to solving the inverse problem, i.e. given a lossy multiconductor transmission line system of a given length, recover the transmission line parameters from the impedance or scattering descriptions.
parameters have also been developed, see e.g. [4] , [5] . More recently, methods based on the simultaneous diagonalization of lossless multiconductor transmission line parameters by means of congruence [6] and similarity [7] transformations have been presented. In this context it should be noted that the simultaneous diagonalization of real symmetric matrices by means of congruence transformations has been known for quite some time [8] , [9] .
In this paper we present a generalization of the simultaneous diagonalization technique by means of congruence transformations to the general lossy reciprocal case. This results in some fairly straightforward routines for calculating the impedance and scattering descriptions of the multiconductor transmission line system from the transmission line parameters. It also paves the way to solving the inverse problem, i.e. given a lossy multiconductor transmission line system of a given length, recover the transmission line parameters from the impedance and/or scattering descriptions. Finally, numerical simulations and examples are given in order to validate the technique. Part of the material in this paper was presented at the 2001 EPEP meeting in Cambridge, Mass. [10] . The novelty of the material added consists mainly in providing clarity to the theoretical underpinning of the method, together with an application of the technique to a well-known example from the literature [11] .
TRANSMISSION LINE PARAMETERS
Consider a reciprocal symmetric coupled transmission line system generated by the telegrapher's
The matrix exponential in (3) can be written as
where the entire functions φ 1 (z) and φ 2 (z) are defined as
Note that α and β are symmetric, due to the fact that
Furthermore, we have that Ωα and βΩ are symmetric and Ω 2 = I N + αβ (with I N the N × N identity matrix,) since we need
In the Z−matrix description with x fixed,
It is an easy matter to show that the Z−matrix can be written as
where A and B are symmetric N × N matrices. We also have that
Given A and B from the Z−matrix description, we are now in a position to recover the transmission line parameters Z and Y from the equations
This can be implemented as follows, based on the following theorem.
Theorem : Let Ξ and Υ be complex symmetric nonsingular matrices such that the eigenvalues of ΞΥ are all distinct. Then Ξ and Υ admit the unique simultaneous congruence decomposition
where P is a nonsingular matrix and δ x , δ y are diagonal matrices. The notation P −T stands for
Proof : From the eigendecomposition of the product ΞΥ given by ΞΥ = P ∆P −1 with ∆ diagonal, we infer that we may write
whereΞ,Υ are symmetric matrices with the property thatΞΥ = ∆. SinceΥ is nonsingular, this can be equivalently written asΞ
SinceΞ andΥ −1 are symmetric and all ∆ i are distinct, equation (15) From (11) we infer that the eigenstructures of AB −1 and ZY are identical, if we suppose that the eigenvalues of AB −1 are all distinct. The resulting eigendecompositions
and related simultaneous congruence decompositions
lead to the following equations for the diagonal matrices δ (·)
It is seen that the transmission line parameters can be recovered from the Z−matrix data A and B by means of the above equations. In particular we have
Note that expression (22) is not unique, due to the multiple branches of the inverse function of
The general formula, valid for all branches, is
where δ n is a diagonal matrix with integer entries.
Often we do have the S−parameters instead of the Z−parameters at our disposition. When the characteristic impedances are identical at all ports, say z 0 , then the S−matrix exhibits the same reciprocal and symmetric structure as the Z−matrix, i.e.
with V and U symmetric. The A and B matrices as functions of U and V can be found by means of the well-known formula
implying
NUMERICAL IMPLEMENTATION
The results of the preceding section lead to a number of straightforward MATLAB r routines that switch between the transmission line parameters and the Z−parameters on the one hand, and between the S−parameters and the Z−parameters on the other hand.
For the inverse problem, we also need to specify an index vector of integers, actually the entries of the diagonal matrix δ n , in order to retrieve the correct transmission line parameters. This in turn has a direct connection with the length x of the transmission line, since what we in fact try to do is: given a matrix exponential exp(xT ), find T. Even in the scalar case this creates some phase related problems, for suppose we need to estimate λ, given t = e λx . Of course, for x sufficiently small, we may take λ ≈ (t − 1)/x, or correspondingly λ = log(t)/x, where log is the principal branch of the logarithmic function. For general x however, we must be very careful.
Suppose λ = a + ib and take t = |t|e iθ with −π < θ ≤ π. Then it is easy to show that
Hence, when −π < xb ≤ π we must take n = 0, and similarly for the other values of n. This implies that the jump points (where n changes value), are given by
This can be readily generalized to our problem, since the square roots of the eigenvalues of ZY are the eigenvalues occuring in the matrix exponential. Hence for the general problem, the jump points are given by
where Sp(ZY ) stands for the eigenvalue spectrum of ZY and (·) stands for the imaginary part of a complex number. This implies that when the transmission line is shorter than
the diagonal matrix δ n is the null matrix.
On the other hand, without prior knowledge of the eigenvalues of ZY, it is impossible to know the jump points, and hence it would seem that for arbitrary x, it is impossible to know the exact location of x with respect to these jump points, and it would therefore seem impossible to reconstruct the index vector. Fortunately we know that the real and imaginary parts of both matrices Z and Y are necessarily positive definite, and hence we have a powerful test at our disposition in order to discard improper index vectors. As is well known, testing for positive definiteness can be most properly implemented by means of the Cholesky decomposition.
Another problem is how to generate all the index vectors up to a certain depth. In general, one of the entries of the index vector changes with an amount ±1 at each jump. This means that, if we start with the null index vector, that after M jumps we have filled the 1 hypercube
Hence a complete enumeration of all the lattice points of H M,N is of utmost importance. For N = 1 there are 2M + 1 ordered lattice points, namely the 1-dimensional spiral
For general N the solution is not that easy to come by. Even the determination of the cardinality of H M,N is not completely straightforward. It can be shown that
The complete enumeration of the lattice points of H M,N can be obtained by embedding it in the 
TRANSMISSION LINE MODELING
We have often good reasons to presuppose a frequency-dependent model for the transmission line parameters. A frequently used model incorporating the skin effect is
The skin effect contribution appears in the √ f coefficient of Z. When extrapolated from the impedance or scattering matrix data as in the previous section, we often dispose of the trans- 
and
It should be noted that the above equations have to be interpreted componentwise, i.e. each
by means of equations (40) and (41).
We tested the least squares reconstruction algorithm with success on a two-conductor transmission line of 1 m with 6 frequency points uniformly distributed over the frequency interval 1 kHz to 1
MHz. The relevant matrices are 
We started with slightly Gaussian noise contaminated S−parameters (signal-to-noise-ratio SNR = 60 dB) and reconstructed the Y 0 , Y 1 , Z 1 , Z 2 matrices correctly. To achieve this result we needed a hypercube depth M = 2.
As a further test case we applied the technique on the matrices generated in Example 3 of
Harrington and Wei's paper [11] . Since there are four conductors in that example we take a transmission line of 10 cm and 40 frequency points uniformly distributed over the same frequency interval as before. The relevant matrices are 
and 
We started with slightly Gaussian noise contaminated S−parameters (SNR = 100 dB) and reconstructed the Y 0 , Y 1 , Z 1 , Z 2 matrices correctly. Again a hypercube depth M = 2 was needed.
It is seen that the above least squares reconstruction algorithm works perfectly well when the SNR is sufficiently high. However, in both examples we noted an extreme sensitivity with respect to the SNR: for SNR= 50 dB in the first example and SNR = 90 dB in the second example, the required positive definiteness is sometimes lacking at some of the frequency points, thereby hampering correct reconstruction at these noise levels.
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