Individuals with normal vision can sometimes momentarily mistake one object for another. In this functional magnetic resonance imaging study, we investigated how extrastriate visual regions respond during these erroneous perceptual judgements. Subjects were asked to discriminate images of houses and faces that were degraded such that they were close to an individually defined threshold for perception. On correct trials, voxels localized on the inferior occipital (OFA), fusiform (FFA) and parahippocampal (PPA) gyri exhibited selectivity for face and house images as expected. On incorrect trials, no face-or place-selectivity was observed for OFA or PPA. However, consistent with 'predictive coding' accounts of perception, we observed that the FFA also responded robustly on trials where a house was misperceived as a face, and concurrent activation was observed in medio-frontal and right parietal regions previously implicated in decision making under uncertainty. We suggest that FFA responses during misperception may be driven by a predictive top-down signal from these regions.
Introduction
Recent approaches to perception have drawn upon the theory that part of the problem of deciding what it is that we are seeing can be solved before the stimulus is even presented. There exist intrinsic regularities in ongoing perception, such that, for example, each time you walk through the front door of your apartment, the configuration of objects, textures and colours which greets you is likely to be highly similar to the last. Most prominent among these regularities is a powerful temporal autocorrelation in the perceptual signal (what you are seeing now, it is very likely that you will be seeing in a few seconds' time). According to recent models, the brain can capitalize upon these regularities to generate, over time, a predictive code corresponding to perceptual events which are likely to occur (Mumford, 1992; Rao and Ballard, 1999; Bar, 2003; Friston, 2003; Murray et al., 2004) . The role of such a predictive signal would be to transfer part of the computational burden to the epoch preceding the stimulus, thereby limiting post-stimulus processing to the testing of a pre-established 'prior' hypothesis (and the further processing of residual prediction error). According to this view, once a stimulus has been presented, bottom-up sensory information is 'matched' to a predictive code rather than being processed de novo in feedforward succession. In other fields of psychology, such as reward learning, the existence of such predictive signals is well established, and it has been shown that reward-related neural activity will shift from reinforcer to predictive cue over the course of repeated pairings (Tobler et al., 2005) .
It has yet to be empirically demonstrated that the visual system is testing pre-established hypotheses in a Bayesian fashion. However, aside from its intuitive appeal, there exists considerable circumstantial evidence that predictive coding may be occurring. Firstly, the context of a visual event is highly influential in shaping perception decisions (Palmer, 1975; Biederman et al., 1982; Henderson and Hollingworth, 1999; Bar, 2004) . For example, a mailbox can be perceived as a loaf of bread if the context provided by surrounding objects indicates that it is to be found in the kitchen (Palmer, 1975) . With respect to pre-stimulus code generation, recent evidence suggests that the brain is far from silent in the period preceding stimulation; rather, there is a tendency for neural synchrony to increase prior to onset of an expected stimulus (Brunia and Damen, 1988; Engel et al., 2001; Tallon-Baudry et al., 2005) . Modelling work has suggested that feedback within a hierarchically organized system in which only prediction error is transferred between layers can account for the response properties of simple and complex cells in early visual cortex (Rao and Ballard, 1999) . Moreover, one of the predictions of the model -that V1 activity will be suppressed when there is a good 'explanation' for the sensory data -has been borne out in functional magnetic resonance imaging (fMRI) studies in which subjects view matched gestalt and non-gestalt stimuli (Murray et al., 2004) . Predictive coding offers a framework for understanding a wide range of neurocognitive phenomena, including repetition suppression (Dolan et al., 1997; Ishai et al., 2004) , change blindness (Rensink, 2000) , vision occurring in 'reverse' (Ahissar and Hochstein, 2004) , visual context effects (Bar, 2004) and perceptual hysteresis (Kleinschmidt et al., 2002) , as well as patterns of effective connectivity observed in the visual cortex (Pascual-Leone and Walsh, 2001) .
Under normal viewing conditions, where perceptual information is rich and the visual environment is regular, there is little reason why perception should err. However, where visual information is limited (such as in the dark) this may not be the case. It follows from predictive coding accounts that perceptual errors (or 'misperceptions') may occur when higher-order visual regions incorrectly 'explain' impoverished information arriving via feedforward pathways from early visual regions. In other words, where the bottom-up visual signal is ambiguous but the top-down signal is strong (and wrong), the latter may gain precedence over the former, resulting in the generation of a false or erroneous percept. Interestingly, this view is highly reminiscent of recent models of hallucinatory or illusory experience in patient populations, which have described a mismatch between top-down and bottom-up information as crucial to non-veridical perceptual experiences (Grossberg, 2000; Collerton et al., 2005) . The phenomenon of 'misperceiving' one object as another is common to many neurological and psychiatric disorders (ffytche and Howard, 1999) , as well as patients with damage to the posterior brain (Warrington and Shallice, 1984) , but even healthy individuals frequently report 'illusory' perceptual experiences (McKellar, 1957) . These misperceptions are most likely to occur when visual information is limited, such as at night or in the darkened interior of a room (Murgatroyd and Prettyman, 2001) , as would be expected if such errors were due to erroneous 'explanation' of a weakened visual signal.
In the present study, we studied how the brain responds during erroneous perceptual decisions, with a view to understanding more about how predictive signals shape perception. It follows from predictive coding accounts of perception that on incorrect trials (where bottom-up information is weak or ambiguous), neural activity will be observed in visual regions tuned to the predicted stimulus, as well as more anterior structures from which the top-down 'prediction' originates. For example, where stimulus A is mistaken for ('explained as') stimulus B, extrastriate visual regions representing stimulus B will become active despite the fact that no bottom-up information corresponding to stimulus B has been presented. In other words, if predictive coding is occurring, then selectivity for the reported percept should be preserved during erroneous discrimination.
To test this hypothesis, we used a challenging perceptual task in which subjects discriminated rapid, visually degraded images of faces and houses. Discriminability was carefully controlled with psychophysical thresholding, such that all images were presented very close to individual thresholds for discrimination. fMRI responses were acquired from ventral posterior cortical regions known to respond preferentially to the face (fusiform and inferior occipital gyri) and house (parahippocampal gyrus) images used in our discrimination task (Dolan et al., 1997; Kanwisher et al., 1997; Aguirre et al., 1998; Epstein and Kanwisher, 1998) . By exploring how these regions responded on incorrect discrimination trials (for example, when a house is mistaken for a face), it was possible to assess whether perceptual selectivity is preserved under situations where one object is mistaken for another.
Materials and Methods
Subjects Subjects (n = 8, four females) were neurologically normal individuals ranging in age from 19 to 34 years. All subjects gave informed consent in accordance with Columbia University Medical Center Institutional Review Board guidelines.
Stimuli
Stimuli were 400 3 400 pixel grayscale images of faces and houses. Faces came from the AR database (Martinez and Benavente, 1998) and houses were from photographs taken by the authors in Brooklyn, New York. Images were cropped within the borders of the face/house such that features (eyes/nose, or windows/door) were more prominent than overall shape (see Fig. 1a ). House stimuli were additionally smoothed with a 2D Gaussian filter (width = 11 pixels) to match house and face stimuli for high-frequency information. All stimuli were normalized to a mean luminance of 0.5 (range 0--1). For psychophysical testing, contrast-modulated exemplars of the house/face images were generated by scaling luminance values by c within a range generated by 0.5 ± [c/2]. For example, 0.2 contrast images were generated by scaling all luminance values in the range 0.4--0.6. Mask stimuli were random checkerboards (400 3 400 pixels, each square 40 3 40 pixels) which were smoothed and deformed by the 'spherize' and 'ocean ripple' tools in Adobe Photoshop. Examples of contrast-modulated face and house images, and masks, can be seen in Figure 1a .
Localizer Task
In a pre-experimental fMRI run, subjects passively viewed 12 alternating blocks of unmodulated, unmasked faces and houses. House/face stimuli were presented for 750 ms with 250 ms inter-stimulus intervals, in blocks of 15 consecutive stimuli. A 10 s rest period (fixation) was interleaved between blocks.
Discrimination Task
In the discrimination task, each trial began with a blank screen for a variable period. This duration was varied in a Gaussian fashion such that total inter-trial interval varied between 2000 and 3000 ms. A fixation cross for 500 ms cued the onset of the stimulus. The face/house image was presented for 100 ms, followed immediately by a randomly selected mask for 250 ms. On each trial, the subject indicated with a button press whether the stimulus was a face or a house, and whether they had high or low confidence in their response. The mask duration was 250 ms, after which it was replaced by a fixation cross for 1000 ms. The sequence of events on each discrimination trial can be seen in Figure 1b . A genetic algorithm was used to generate pseudorandom sequences of faces/houses which were optimized for detection of contrast between trial types (Wager and Nichols, 2003) . Levels of contrast modulation were determined individually for each subject with extensive pre-experimental testing. Subjects performed 540 practice trials (180 outside the scanner, 360 in the scanner) on which contrast modulation varied from 0.03 to 0.3 (in steps of 0.03) in an ascending and descending staircase fashion. Each subject's point of subjective equality (PSE) was defined as the contrast level closest to which she exhibited 75% discrimination performance. During the main task, 10 stimuli were drawn from a Gaussian distribution of contrast-modulated images falling within 0.05 of this level in steps of 0.01.
fMRI Data Acquisition
Images were acquired with a GE Twin-Speed 1.5 T scanner. All images were acquired parallel to the AC-PC orientation with a T2*-weighted EPI sequence of 24 contiguous axial slices [T R = 2000, T E = 40, flip angle = 60°, field of view (FoV) = 190 mm, array size = 64 3 64$] of 4.5 mm thickness and 3 3 3 mm in-plane resolution, providing whole-brain coverage. The region of interest (ROI) localizer task consisted of a single run of 155 scans, and the discrimination task consisted of four runs of 160 scans each. High-resolution anatomical scans were acquired with a T1*-weighted SPGR sequence (T R = 19, T E = 5, flip angle = 20, FoV = 220), recording 24 slices at a slice thickness of 1.5 mm and in-plane resolution of 0.86 3 0.86 mm.
fMRI Data Analysis Spatial pre-processing and statistical mapping were carried out with SPM2 software (Wellcome Department of Imaging Neuroscience, University College London, UK, http://www.fil.ion.ucl.ac.uk/spm/ spm2.html). Functional T2* images were slice-timing corrected, spatially realigned to the first volume acquired. The first five functional scans from each task were discarded prior to the subsequent analyses. A 128 s temporal highpass filter was applied in order to exclude lowfrequency artifacts. Temporal correlations were estimated using restricted maximum likelihood estimates of variance components using a first-order autoregressive model. The resulting non-sphericity was used to form maximum likelihood estimates of the activations. Each subject's structural T1 image was co-registered to an individual mean EPI image. Transformation parameters were derived from normalizing the co-registered structural image to a template brain within the stereotactic space of the Montreal Neurological Institute (MNI), and the derived parameters were then applied to normalize each subject's EPI volumes (from both localizer and task runs). Normalized images were smoothed with a Gaussian kernel of 9 3 9 3 13.5 mm full-width half-maximum (i.e. three times the voxel dimensions as originally acquired).
Trial Classification
For the discrimination task, trials were classified according to whether a face was correctly perceived as a face (FF), a face was incorrectly perceived as a house (FH), a house was incorrectly perceived as a face (HF) or a house was correctly perceived as a house (HH). Correct responses were further subdivided into high (FFhc, HHhc) and low confidence (FFlc, HHlc) options (this subdivision was not possible for incorrect trials, for which the high confidence response was very rarely used), yielding a total of six conditions of interest. Regressors of stimulus events in the discrimination task (convolved with a canonical HRF) were created for each trial type (FFhc, HHhc, FFlc, HHlc, FH, HF), and parametric modulation regressors for image contrast were included with each regressor. Parametric regressors were built using values taken from subject-specific performance curves (% correct faces/houses at each contrast level) rather than values corresponding to the degree of stimulus degradation. Subject-specific parameter estimates associated with each of these six regressors were extracted from the first (withinsubject) analysis. These estimates (beta coefficients) were then compared with t-tests at the second (group) level for analyses specific to predefined ROIs and in a voxelwise fashion across the entire brain.
Localization Face-and Place-responsive Regions Selective face-and place-sensitive voxels were identified with a preexperimental localizer task in which subjects passively viewed face and place stimuli in alternating blocks. Imaging data from this localizer task was modeled with two box-car functions convolved with a canonical hemodynamic response function (HRF). These regressors were contrasted with a t-test in each subject (faces >places, places >faces) and the resulting images were thresholded at a liberal threshold (P < 0.001, uncorrected) to identify face-and place-sensitive regions of the brain. Guided by an extensive previous literature, we selected peak voxels responsive to face stimuli in the inferior occiptial gyrus (the 'occipital face area' or OFA) and fusiform gyrus ('the fusifom face area' or FFA), and voxels responsive to place stimuli in the parahippocampal gyrus (the 'parahippocampal place area' or PPA). For each region in each subject, we defined a sphere of 2 mm radius (8 voxels) centered on the voxel showing the peak response to the relevant comparison. Additionally, we defined a single control region of interest, also of 2 mm radius, at the peak voxel falling in early visual cortex which responded to both faces and places in group analysis of the localizer task. The talairach coordinate locations of these voxels (OFA, FFA, PPA) for each subject is shown in Table 1 .
Statistical Analyses
In order to assess predictions of interest, subject-specific parameter estimates within regions of interest (PPA, FFA, OFA) were compared using t-tests at the group level. In particular, we were interested in how neural responses in pre-defined face-and place-sensitive regions varied on incorrect trials (HF > FH, FH > HF). Comparisons were also undertaken for the parametric modulation regressors, to assess whether that portion of the response of each region which varied with contrast similarly differed between trial types. Estimates of the hemodynamic response for each condition were obtained by refitting the data using a finite impulse response (FIR) convolution model to provide a less constrained picture of the hemodynamic response. Note that we only remodelled the data at these ROIs for which we had already established significant responses.
Additionally, we performed a conventional whole-brain search for voxels whose activation varied as a function of stimulus and percept for high-confidence correct, low-confidence correct and incorrect trials. For these analyses, which were performed at the second (betweensubject) level, only voxels which were significant at P < 0.05 with the correction for false discovery rate (FDR) (Genovese et al., 2002) are reported.
Results

Behavioral Results
Subjects' PSE (~75% discrimination) fell within contrast values of 0.08 and 0.26. Overall mean discrimination performance on the discrimination task was 71.1 ± 5% (Fig. 2a) . Subjects were equally likely to correctly detect houses (d9 = 1.79 ± 0.14) and faces (d9 = 1.76 ± 0.16) and substantial numbers of both highconfidence correct (229.3 ± 45.5), low-confidence correct (110.0 ± 43.9) and incorrect (139.9 ± 24.0) trials were obtained for each subject. High-confidence incorrect responses were rare, with an average of 8.6 ± 8.7 faces classified with high ), and 2.0 ± 3.0 houses classified with high confidence as faces (HF). In absolute number, more highconfidence incorrect trials were FH than HF (t = 2.93, P < 0.04), but proportionally, more high-confidence trials were HF than FH (t = 2.56, P < 0.05). Subjects displayed an overall bias to classify stimuli as houses (t = 3.0, P < 0.03). However, this tendency varied with contrast ( Fig. 2b) , with lower-contrast stimuli more likely to be classed as houses (linear trend: F = 35.7, P < 0.001).
Control Region
The location of the early visual control region is shown in Figure 3a (cluster thresholded at P < 10 -5
). When imaging data from the discrimination task were extracted from a small, spherical ROI centered on the peak voxel from this ROI (indicated with blue cross-hairs), neural responses did not differ as a function of either stimulus or percept (FFhc > HHhc, P = 0.47; FFlc > HHlc, P = 0.07; HF > FH, P = 0.23). The estimated mean HRF across subjects for this ROI is shown in Figure 3b .
Face-responsive Regions
In the localizer task, all eight subjects showed activation in inferior occipital and fusiform regions in response to passive viewing of faces. Five subjects exhibited a peak fusiform area face-response in the right hemisphere, and three in the left hemisphere. The reverse pattern was observed in the OFA, with 6/8 subjects exhibiting maximal selectivity for faces in the left hemisphere. Table 1 shows the location of the OFA and FFA for each subject, as identified by the localizer task. All FFA peaks fell anterior to all OFA peaks (all FFA within 50 < y < 70; all OFA within 70 < y < 90). Additionally, the locations of selected FFA and OFA ROIs are shown rendered onto the MNI brain in Figure 4a ,d. Figure 4 shows results from the face-responsive regions (FFA, Fig. 4a--c; OFA, Fig. 4d--f) . In Figure 4b , mean FFA responses from FFhc (blue lines) and HHhc trials (red lines) are plotted. Face-selectivity in individually defined ROIs (selected FFA ROIs shown in Fig. 4a ) was highly preserved for these high-confidence correct trials, with robust and positivegoing HRFs to FFhc trials. When compared at the group level, mean parameter estimates were significantly greater for FFhc trials than HHhc (t = 2.7, P < 0.05). However, our main comparison of interest concerned incorrect trials. Houses mistaken as faces elicited a reliably greater neural response in the FFA than faces mistaken as houses (t = 3.1, P < 0.02). HF trials (cyan line) were accompanied by a large, postitivegoing hemodynamic response in the FFA (Fig. 4c ) which peaked later (~8 s) than the response on correct trials. No differences were observed for low-confidence trials (red and blue lines, P = 0.83). Figure 4d shows selected peak face-responsive voxels on the inferior occipital gyrus identified with the localizer task. As for the FFA, face-selectivity was preserved at these OFA voxels on the discrimination task, with a reliably greater neural response elicited on FFhc trials than HHhc trials (t = 4.2, P < 0.01). HRFs on FFhc (blue) and HHhc trials (red) can be seen in Figure 4e . Blood oxygen level-deficient (BOLD) responses did not differ, however, as a function of stimulus for low-confidence correct trials (P = 0.48) or incorrect trials (P = 0.23). HRFs for lowconfidence and incorrect trials are shown in Figure 4f .
Descriptively, different patterns of results were observed in FFA and OFA, with face-selectivity preserved on incorrect trials for fusiform but not inferior occipital voxels. In order to test the statistical reliability of this result, we entered the beta coefficients from IOG and FFA ROIs into a 2 (region; FFA, OFA) 3 2 (condition; FH, HF) analysis of variance. We observed a statistically significant region 3 condition interaction (F = 9.4, P < 0.02), indicating that face percept selectivity on incorrect trials was indeed observed for fusiform but not inferior occipital face-responsive voxels.
Place-responsive Regions
A sample of the individual PPA locations from which these data were extracted can be seen in Figure 5a . Comparing HHhc > FFhc trials at these individually defined ROIs located on the parahippocampal gyrus, BOLD responses were significantly greater for HHhc than for FFhc trials (t = 2.5, P < 0.04). Mean hemodynamic responses on high-confidence correct trials (HHhc, red; FFhc, blue) are shown in Figure 5b . In Figure 5c , the HRF estimates on other trial types are plotted. Within this cluster, low-confidence correct house trials (HHlc) also exhibited a reliably greater response than low-confidence correct face trials (FFlc) (t = 5.2, P < 0.01). The comparison between the two types of incorrect trial (HF > FH, FH > HF), however, failed to reach statistical significance (t = 0.29). It was observed that, overall, beta values for incorrect and face-stimulus trials in the PPA were less than zero, and the HRF curves were accordingly negative-going. We reasoned that this might simply reflect parameter estimates falling below the mean, due to the capture of variance by the parametric contrast regressors, and so we re-ran the analysis without these regressors. A highly similar pattern of data was observed in the PPA, with HRF curves for face stimulus and incorrect trials dipping below zero in precisely the same fashion (data not shown).
Contrast-modulated Regressors
For each of the three regions of interest, we also compared the contrast-modulated regressors for high-confidence correct, low 
Whole-brain Analyses
In order to identify voxels associated with our perceptual decision making task, we first conducted a search for all voxels which responded to presentation of the face/house images irrrespective of trial type. In addition to expected activations in left motor cortex (subjects all responded with their right hand), we observed significant clusters in a network of brain regions previously implicated in perceptual decision making: posterior parietal cortex bilaterally, medial prefrontal cortex, right dorsolateral prefrontal cortex and right anterior insula (not shown).
Using these clusters as a mask, we then conducted a wholebrain search for voxels that differed reliably across subjects as a function of trial type. All results reported here are corrected for FDR with an alpha of P < 0.05. At this threshold, the comparison between high confidence correct face and house trials (FFhc > HHhc, HHhc > FFhc) revealed no significant differences. Similarly, comparing low-confidence correct face and house trials (FFlc > HHlc, HHlc > FFlc) yielded no active voxels. Houses judged to be faces, however, yielded significantly greater activation than faces judged to be houses (HF > FH) at a number of cerebral loci. Statistically significant clusters were observed in the right superior parietal lobe, Brodmann's area 7 (t = 9.6, FDR P < 0.01) extending into the precuneus (t = 9.1, FDR P < 0.01) and also in the medial frontal gyrus (Brodmann's area 32; t = 7.3, FDR P < 0.01) extending into the supplementary motor area (Brodmann's area 6; t = 7.0, FDR P < 0.01). In Figure 6 , a statistical map of significant activations is rendered onto the MNI template brain. The peak voxel for the comparison HF > FH is indicated by the blue crosshairs.
Discussion
In order to simulate the experience of illusory perception in the laboratory, subjects were asked to discriminate images of houses and faces which were presented close to the threshold for perception. Image visibility was carefully controlled such that discrimination errors were made on 25% of trials. The object of the study was to determine whether selectivity of responses in face-and place-selective voxels in ventral visual cortex was preserved on these incorrect trials. The results here suggest that higher visual regions are not homogenous with respect to their responses during misperception of their preferred stimulus. Whereas the FFA responded reliably on both veridical perception and misperception trials, with robust, positive-going HRFs to both to faces judged to be faces (FF) and to houses judged to be faces (HF), other face-responsive voxels in the occipital cortex responded only during veridical face perception. A similar pattern, whereby BOLD responses indicated selectivity during veridical perception but not misperception, was observed in place-responsive voxels of parahippocampal gyrus (PPA). Thus, the FFA displayed responses to incorrect trials in line with hypotheses derived from predictive coding accounts of perception (Friston, 2003; Murray et al., 2004) and top-down models of illusory perception (Collerton et al., 2005; Grossberg, 2000) , whereas the PPA responded in a fashion concordant with the assumption that incorrect trials simply reflected wrong guesses (Smith and Ratcliff, 2004 ). Face-sensitive Regions Our main finding may at first appear counterintuitive: when perception errs, the FFA can exhibit a stronger and statistically more robust response to images of houses than images of faces, despite the fact that, in our experiment, face-sensitive voxels were defined to be those which exhibited a greater response to faces than houses on a pre-experimental localizer task. On trials where a house is mistaken for a face (HF), the FFA is not receiving 'bottom-up' sensory input signalling the presence of a face stimulus (as no such stimulus is present). It is thus likely that the FFA is strongly modulated by a 'top-down' expectation that a face will be presented. In other words, in line with predictive coding accounts of perception, impoverished visual information is being 'explained' as corresponding to a face stimulus even where no face stimulus is present. That the hemodynamic response peaked later (~8 s post-stimulus) on these trials relative to correct trials may reflect the increased time required to resolve the ambiguous visual information into a (false) percept.
Previous studies have shown the FFA to be highly sensitive to top-down information. For example, a grey, oval-shaped stimulus was found to activate the FFA when contextual information suggested that it was a face (it was placed on top of a pair of shoulders). However, when the stimulus was viewed out of context, no face-related activity was elicited (Cox et al., 2004) . FFA activity has been found to track reported perception under conditions where retinal input remains constant, yet the percept varies, such as binocular rivalry (Tong et al., 1998) or during the presentation of 'Mooney' faces (Andrews and Schluppeck, 2004) . Anecdotal evidence suggests that humans have a strong predisposition to see faces where no face exists (in clouds, in the moon, or in landscapes) or to perceive a face from the barest of cues, perhaps resulting from the privileged place which faces are thought to hold in primate phylogeny and ontogeny (Yin, 1969; Farah et al., 1998) . Moreover, categoryspecific activation of FFA is observed when faces are imagined (Ishai et al., 2000; O'Craven and Kanwisher, 2000) . It is easy to see how generation of a mental image corresponding to the expected stimulus may accompany a predictive mechanism in perception. Taken together with these findings, the data reported here suggest that this propensity to perceive 'illusory' faces is likely to result from greater responsivity of FFA to top-down modulation.
Not all face-responsive voxels, however, showed preserved selectivity on incorrect trials. Voxels in inferior occipital regions (OFA) responded robustly and significantly to highconfidence correct face discriminations, but failed to dissociate HF from FH trials. This result was confirmed by a statistically significant region 3 condition interaction observed for these two areas. Models of face processing have proposed that faces are discriminated via a two-step mechanism, with early visual processing stages mediating 'structural encoding' of the physical properties of the face, and later stages responsible for configural processing underlying face identification (Bruce and Young, 1986) . Recently, it was found that the OFA is sensitive to subtle differences in structural properties of a face, whereas the FFA tracks identity shifts across a categorical boundary (Rotshtein et al., 2005) . Our data provide further support for the view that there is a dissociation between these two face-processing regions, with more posterior sites sensitive to 'bottom-up' featural information, and later processing stages along the fusiform gyrus mediating configuration-based face judgements, presumably via top-down interactions with more anterior structures.
Place-sensitive Regions
By contrast, the PPA did not respond to faces 'misperceived' as houses. One possible interpretation of this finding is that mechanisms of perception in the PPA and FFA differ due to differences in the level of structural regularity of their preferred stimulus. The overall structure of a face is highly predictable (two eyes above a centrally positioned nose and mouth, etc), whereas the PPA is known to respond to a wide range of natural scenes, including both interior views, exterior scenes without obvious horizon (such as views of buildings) and views with horizon (such as views of mountains). It follows from this variability that a predictive code is less likely to be of use in the processing of natural scene stimuli, and PPA neurons may thus have to rely to a greater extent on bottom-up information. Indeed, there is evidence from previous work that PPA responses are not sensitive to stimulus familiarity or identity (Epstein et al., 1999) whereas those in the FFA are (Dubois et al., 1999; Rotshtein et al., 2005) . Unlike the FFA, the PPA does not respond in a viewpoint-invariant fashion (Epstein et al., 2003) , suggesting a stronger responsiveness to bottom-up input from primary visual regions. Perhaps most importantly, in patients who experience recurrent visual illusions and hallucinations, the illusory image typically occurs against a veridical background scene, and panoramic hallucinations of entire visual scenes are rare (ffytche and Howard, 1999) .
However, it has also previously been reported that during rivalrous stimulation to each eye, PPA responses correlate with subjectively reported perception of buildings rather than bottom-up stimulation (Tong et al., 1998) . Additionally, the PPA is activated by mental imagery of places (Ishai et al., 2000) and may mediate context effects in object perception (Bar and Aminoff, 2003) . These results all run contrary to the intepretation that PPA responses uniquely track the 'bottom-up' veridical properties of the stimulus within minimal top-down input. Another interpretation of our data, thus, is that rather than reflecting fundamental differences in the responsivity of FFA and PPA, the failure to find parahippocampal place-selectivity on incorrect trials relates to a 'predictive' strategy employed by the subjects. Even though the face and house stimuli used in our study were well matched with regard to their level of structural regularity, in the real world houses tend to exhibit less regularity than faces, which may have prompted subjects to use a heuristic whereby they 'predicted' that the coming stimulus would be a face, using evidence against this prediction as evidence in support of the idea that the stimulus was in fact a house. Indeed, although we did not record this formally, in post-scan debriefing, subjects reported that they were more inclined to respond 'house' if they could not see the stimulus. In addition to conforming to predictive coding accounts of perception, the use of this strategic approach is described by 'random-walk' theories of decision making in two-choice decisions, which propose that subjects accumulate information along a single response dimension, such that information in favor of one response is information against the other (Link and Heath, 1975; Smith and Ratcliff, 2004) . One prediction that can be made from this model is that if subjects are accumulating 'face' information during discrimination, the tendency to respond 'face' will vary with the amount of information present in the stimulus, as at very low contrasts, most of the stimuli will be judged to be 'not-face' (i.e. house) stimuli. Our behavioral data, which revealed a linear trend for the bias to respond 'house' to increase as the stimuli were reduced in contrast (Fig. 2b) , thus complement the fMRI data in supporting the idea that subjects were indeed using a 'face prediction' strategy.
PPA responses on all trials where the subject responded 'face' were negative-going, indicating that parameter estimates fell below the mean. This effect persisted even when contrastmodulated regressors were removed from the design matrix, indicating that it did not occur simply because contrast regressors captured much of the available variance. One conjecture is that during discrimination, use of a 'face-prediction' strategy led to active suppression of brain regions coding other non-predicted stimuli in the cognitive set. However, this interpretation must remain speculative until addressed with further research.
In an earlier report, visual responses in striate (V1) and extrastriate (V2, V3) cortex were observed to track illusory perception when subjects judged whether a simple visual stimulus was present or absent (Ress and Heeger, 2003) . Here, using a forced-choice discrimination paradigm, we show a similar phenenomenon for more complex stimuli in higher visual regions. However, one of the limitations of using a forcedchoice discrimination (rather than detection) is that it is difficult to draw conclusions about the subjective experiences of the subject, as below-threshold responses can drive behavior (Marcel, 1983) . However, one possibility is that the failure to find PPA responses during incorrect 'house' responses reflects a failure for a conscious 'mispercept' to be formed of these stimuli, perhaps because in our study, FFA received greater topdown input from anterior control structures. This intepretation is in line with the view that neural activity in the PPA does contribute to conscious visual perception (Tong et al., 1998) and, more generally, with the observation that while human observers may frequently 'misperceive' objects as faces (pareidolia), such errors are less common for natural scene stimuli.
Whole-brain Analyses
When the two classes of incorrect trial were compared with voxelwise comparisons across the brain (HF > FH), areas previously implicated in perceptual decision making were strongly activated, including the posterior parietal cortex, right dorsolateral prefrontal cortex, right anterior insula and dorsomedial prefrontal cortex. Neuroimaging (Huettel et al., 2005; Pessoa and Padmala, 2005 ) and single-cell electrophysiology (Shadlen and Newsome, 2001 ) research has suggested that all of these regions play an important role in decision making under uncertainty. Considerable controversy surrounds the precise function of each part of this network, particularly with respect to whether they subserve categorical selection among alternatives or ancillary processes required to make difficult decisions (such as working memory and attention). Whilst our study was not designed to address the function of these regions in decision making, it is interesting to note that comparing the two types of incorrect trials here (HF > FH) isolated voxels in a subset of these regions: the right posterior parietal cortex and precuneus, and in mediodorsal prefrontal cortex. Our data offer a tentative new perspective on the function of these regions in decision making, by suggesting that they may be involved in testing predictions during uncertain decisions. Medial prefrontal and posterior parietal cortical regions are densely interconnected (Wise et al., 1997) and extrastriate regions receive re-entrant connections particualrly from the superior parietal lobe (Van Essen et al., 1992) . It is plausible that these frontal and parietal sites are the 'source' of the top-down prediction about the forthcoming stimulus, and that face-selective FFA responses on incorrect trials are driven by input from these regions.
Other Considerations
It could perhaps be argued that the differences between trial types observed here simply reflect confounding differences in the basic visual properties of the images used. Indeed, one particular concern is that due to the bias exhibited by subjects to respond 'house' at low contrasts, HH and FH regressors are contaminated with larger numbers of trials where contrast levels were low. We think that it is unlikely that our results simply reflect low-contrast stimulation on FH trials for a number of reasons. Firstly, contrast regressors did not seem to capture much of the variance, presumably because the overall variation in contrast was slight, as all stimuli were presented in a narrow range around a individual determed thresholds for perception. This suggests that image contrast was not a major determinant of the response in these extrastriate regions. Most importantly, however, fMRI responses in posterior regions of the occipital cortex tend to be more sensitive to the overall contrast of the stimulus (Boynton et al., 1999) , and yet these regions did not show the effect for the HF > FH comparison. An a-priori defined control region which fell in or close to V1 exhibited no reliable differences between HF and FH trials, as would be predicted if this result depended on differences in contrast between trial types. Even in the extra-striate cortex the result was not ubiquitous: although HF trials exhibit stronger responses than FH trials in the FFA, in the OFA, this was not the case. We thus think it is unlikely that our results can be accounted for simply by differences in stimulus contrast.
Conclusions
In this report we describe how ventral visual regions respond during misperception of one object as another. Robust BOLD responses were observed in face-responsive regions of the fusiform gyrus (but not inferior occipital gyrus) when a house is perceived as a face, and it is argued that this activity may underlie 'illusory' face perception. Furthermore, medial frontal and parietal regions previously implicated in perceptual decision making also become active during misperception of faces. These regions may be candidates for the source of a topdown prediction about what the forthcoming stimulus is to be. These data provide support for the notion that the perceptual system makes use of a predictive code in deciding what it is that we are seeing.
