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The laboratory is dealing with reporting tests as information needed to make clinical decisions. The
traditional statistical quality control measures which assigns reference ranges based on 95percent
confidence intervals is insufficientfor diagnostic tests that assign risk. We construct a basisfor risk
assignment by a method that builds on the 2 x 2 contingency table used to calculate the C2 good-
ness-of-fit and Bayesian estimates. The widely used logistic regression is a subset ofthe regression
method, as it only considers dichotomous outcome choices. We use examples ofmultivaluedpredic-
tor(s) and a multivalued as well as dichotomous outcome. Outcomes analyses are quite easy using
the ordinal logit regression model.
This study re-examines the approach
to evaluating risk in the patient who pre-
sents to the emergency department with
chest pain or other symptoms requiring the
"rule-out" of acute myocardial infarction
(MI)e. Goldman et al. [1] developed an
algorithm using recursive partitioning and
amalgamation for assessing chest pain
based on clinical findings and EKG with-
out use of a laboratory test, which proved
unworkable as a sole tool for decision-
making because the "posterior risk" was
too high. Emergency Medicine physicians
are faced with costly liability for these
decisions and expect the error to be at a
probability near 1 percent. However, the
risk is substantially reduced by adding car-
diac troponin (TnT) as a necessary step to
relieve uncertainty. The Goldman algo-
rithm, creatine kinase MB isoenzyme, and
TnT taken at different times are used to
classify patients with the tests ranked from
most to least important in classifying the
data taken in descending order. The classi-
fication is optimal, taking into considera-
tion the Goldman algorithm is only opti-
mized for rule-out MI. We also find that
the TnT is as effective at 3 hours after ini-
tial presentation as the traditional creatine
kinase MB (CKMB), measured sequen-
tially for 12 hours.
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Table 1. Rank Order of predictors in multivariable model
Variable X2 P-value R2 <)
Chest pain, risk factors (A) 81 2.7*10-18 0.10 0.330
CKMB + A 277 9.3*10-60 0.385 0.661
CKMB (3 hr) +A 159 2.6*10-34 0.242 0.492
TnT + A 148 7.0*10-32 0.481 0.887
TnT (3 hr) + A 140 4.1*10-30 0.421 0.757
Magidson (Statistical Innovations,
Inc. Belmont, Massachusetts) (SPSS
GOLDminer) has introduced a method for
predicting an ordered response using mul-
tiple variables. In the case of the single
variable the method is based on a regres-
sion of the predictor on the dependent
variable and the predictor values are
scaled. The model fit is measured by the
chi-square (X2) for the regression, and the
odds-ratios are calculated from the logit
model ofthe response. Agraphical presen-
tation is generated, but the odd-ratios for
each class is also available in table format.
It is possible to compare the effect ofvari-
ables used to classify patients, and to com-
pare the variable combinations. The
method is illustrated using chest pain,
EKG features, creatine kinase MB, and
troponins to assign patients classified into
myocardial infarction, unstable angina,
and other clinical findings.
Table 1 is a multivariable model to
predict myocardial infarction using chest
pain and risk factors, then adding the labo-
ratory tests to provide a definitive assess-
ment of risk. The R2 and Phi (1) are the
best measures of model fit. The X2, p-
value, R2 and 4 for TnT at 3 hours are
close to that at 12 hours.
TROPONIN-T RANDOMIZEDTRIAL
Bridgeport Hospital carried out a ran-
domized prospective trial of emergency
department (ED) patients seen for symp-
toms suspicious for MI. The trial intended
to determine whether atestforheart attack,
cardiac troponin-T (Roche Diagnostics,
Indianapolis, IN), has an effect on early
release of patients without MI. Nine hun-
dred and three consecutive patients who
presented to the ED with a "rule-out" MI
were entered into the study, and half were
evaluated only by the standard CKMB
testing protocol. The other half had the
standard protocol and cardiac TnT. Eight
hundred and sixty-six patients remained
after patients with chronic renal failure,
cardioversion, and those with ST segment
elevation were excluded from the study.
Tests were done at time of presenting, 3
and 12 hours later. The data collected on
each patient included: age, sex, past med-
ical history, risk factors, EKG findings,
characteristic of the chest pain, cardiac
Table 2. Standard 2 x 2 contingency table.
Diseased Non-diseased Total
Positive a b a + b
Negative c d c + d
Total a+c b+d a+b+c+dBernstein et al.: GOLDmineR 185
marker levels, and diagnoses. EKG was ST
depression orother. Chest pain was typical,
atypical, ornone. Diagnoses were assigned
to MI, unstable angina, other cardiac con-
dition, and noncardiac.
METHODS OF ANALYSIS
We visit the problem of interpreting a
laboratory test. Using a 2 x 2 contingency
table one calculates the sensitivity and
specificity for any cutoff value. The cutoff
value of the test will determine the false-
positive and false-negative error rates and,
thereby, have an effect on the predictive
values. It is again useful to refer to the
standard 2 x 2 contingency table for a
frame ofreference (Table 2).
One can calculate the likelihood ratios
and odds ratios from these tables [2, 3].
The LR+ is obtained by dividing the first
row, first column by the column total and
the first row, second column, divided by
its column total, and then taking the ratio
of these ([a/a +c]/[b/b + d]). The LR- is
obtained by dividing the second row, first
column by the column total and the second
row, second column by its column total,
and then taking the ratio of these ([c/a +
c]/[d/b + dl). This is the same thing as
obtaining the ratio of true positive
rate/false positive rate, and of the ratio of
the false negative rate/true negative rate,
respectively. The likelihood ratios are a
ratio of two probabilities having a value
from 0 to 1. They are, therefore, a ratio of
probabilities. The odds ratio is derived
from the LR+/LR-, but the column totals
(a + c, b + d) drop out. This is of some
interest. One can calculate an odds ratio
from the standard 2 x 2 format as ad/bc,
where: a = true positives; b = false posi-
tives; c = false negatives; d = true nega-
tives. The odds ratio is obtained from the
ratio of odds ([a/c]/[b/d]). In this case, the
odds for a positive result in the disease
population is a/c, and in the nondisease
population is b/d. The odds and odds ratio
can be inverted to: c/a, d/b, and (c/a)/(d/b)
= cb/ad. The odds and odds ratios have
values from 0 to mo. The probability can be
converted to an odds by the calculation: p
= odds/i + odds, and the odds can be con-
verted to a probability. The introduction of
likelihood ratio, odds and odds ratios
introduces a concept of incremental risk.
In order to calculate odds ratios for a
laboratory test, it is necessary to scale the
data into discrete intervals. When the cut-
off is not assumed to be known, the con-
tinuous values for the test are converted to
several ranges. In the case of MI, the fre-
quency ofthe values is used for two states:
MI present and absent. The LR+ increases
for each interval for MI present, as shown.
Since there are several levels of cardiac
marker, the sensitivity and specificity of
the test can't be calculated in a 2 x 2 table.
We can add the additional problem that
there are more than two states - such as
- MI, acute coronary syndrome, and nei-
ther. This requires that we set up a table
that is NxN in dimension.
Linear regression methods
Linear regression explores the fit of a
line to a set of data represented by a
response variable and a predictor variable
[4]. The response (predicted) variable may
be continuous or ordinal, but the predictor
variable is usually continuous. When the
response (predicted) variable is ordinal the
linear model breaks down to a one-way
analysis of variance model (ANOVA).
When a continuous variable is fitted to a
single predictor the simple linear regres-
sion is expressed by the equation:
Y = a + bX
where a is the Y intercept, b is the slope of
the regression line, and a or b is derived
from the method of ordinary least squares
(OLS).
The method ofOLS uses the F test for
the mean squared errors and requires nor-
mality of the errors. The measure of fit is186 Bernstein et al.: GOLDmineR
Table 3.Two-by-two table ofTnT vs. disease.
TnT (pg/L) Other UA Ml Row total
<0.1 322 4 326
99% 1%
>0.1 20 20 40
50% 50%
342 24 366
<0.05 252 66 1 319
79% 21% 0.3%
0.05-0.099 2 2 3 7
29% 29% 42%
>0.1 6 14 20 40
15% 35% 50%
260 82 24 366
R2. The use of multiple variables in the
regression to predict another variable is
termed a multiple regression model. The
multiple regression model has to meet the
assumptions that the fit is linear, the pre-
dictors are independent and have no
collinearity, and the errors have a constant
variance and are uncorrelated across
observations.
Logistic regression
The linearregression model is extend-
ed when the predictor variables are coded
0,1 and the response is a probability from
0 to 1 [4, 5]. In the case oflogistic regres-
sion the response variable is two valued or
binary.
Graphical ordinal logit display
Jay Magidson (Statistical Innovations,
Belmont, Massachusetts) has developed a
polytomous approach to probability esti-
mation using ordinal variables whereby
quantitative scores may or may not be
assigned to the categories, but category
spacing is assumed to exist [6-8]. The
method assumes a monotonic relationship
and uses a maximum likelihood estima-
tion. It uses a log odds model fit and the
odds ratio is obtained from the log (odds
ratio). In the linear probability model, the
coefficients (bi) are partial correlation
coefficients. In the logit model, the coeffi-
cients are partial log (odds ratio). The
results are expressed graphically in a
GOLDminerTM (graphical ordinal logit
display) interface. The method is polyto-
mous because the outcome can have more
than two values.
The method displays the observed fre-
quencies, calculates the expected probabil-
ities, the expected odds, and the expected
odds-ratios. Baseline odds and baseline
odds ratios are calculated by dividing each
estimated expected frequency by the cor-
responding base frequency and by divid-
ing each expected odds by the baseline
odds, respectively, associated with the ref-
erence category. GOLDminer plots are
effect plots that are obtained by taking the
natural log of the expected odds-ratios.
RESULTS
The data are organized into a cross-
table for classification purposes. Table 3 is
a crosstable of TnT and disease classes
with two configurations. The crosstable
can be two or more columns and two or
more rows, but it is essentially a two
dimensional configuration. Chi-square
(X2) is the measure offit for the frequency
of values in the cells compared with the
expected frequency, which is calculatedBernstein et al.: GOLDmineR 187
Table 4. Frequencies ofTnT by Ml, UA, or other category.
Category TnT negative TnT positive
Ml 4 20
UA 68 14
Other 254 6
from the column and row totals, and the
total count. The main limitation of this is
that it has to be n-dimensional for more
than one predictor and requires a single
dependent variable. Rypka [9, 10] has
described a method forclassification using
a truth table. The method requires that the
multiple variables are listed as discrete
combinatorial classes. The combinatorial
classes can be put in a truth table with the
expected outcomes in columns and the
classes in rows. We shall refine this con-
cept with Magidson's universal regression
[6-8]. Table 3 has the disease class
assigned to columns and a single variable,
TnT, assigned to rows.The disease column
has a value of either MI/not MI, or
MI/unstable angina/other. The predictor,
TnT, has a value determined by either a
single cutoff at 0.1 g/L, or by two cutoffs
at 0.05 fg/L and 0.1 yg/L. The range
between 0.05 and 0.1 pug/L is a latent class
between reference normal and the point at
which MI risk is high. Patients above 0.05
ug/Lare likely to present with either unsta-
ble angina or MI. Inspection of the table
shows that there are a fewpatients who fall
between 0.05 to 0.1 pg/L, and 71 percent
are UAorMI,referred to as acute coronary
syndrome (ACS). Three of the four
patients who are false negative for MI at
0.1 ug/L have TnT in the 0.05 to 0.1Ig/L
range. In these tables, X2 goodness offit is
a measure of deviation from the expected
frequencies in each cell. The expected fre-
quency for any cell is calculated as: row
total x column total/total count. A X2 with
no significance has an associated odds
ratio of 1. The odds ratio is a measure of
distance from an odds ratio of 1.0. X2 is
calculated as: x2 = X[observed - espect-
ed]2/expected. The odds ratio for the two-
by-two table is simply (in this case): MI at
0.1/MI at < 0.1 divided by No MI (UA +
other) at 0.1/No MI at < 0.1. An odds ratio
can also be obtained for multiple values
using the universal regression method of
Magidson.
A CLOSER LOOK AT
CALCULATIONS
We first take the regression using TnT
taken at 3 hours after presentation (or 9
hours after the onset of chest pain) at a
value of 0 or 1 determined at a cutoff of
0.1 mg/L to predict MI, unstable angina
(UA), or other cardiac or noncardiac find-
ing. The X2 for the fit is 98.89, significant
at p = 3.4 x 10-22, with R2 = 0.337 and 1
= 0.4920. The frequencies are in Table 4.
Table 5. Expected probabilities forTnT in disease categories.
Category TnT negative TnT positive
Ml 0.02 0.47
UA 0.20 0.42
Other 0.78 0.11188 Bernstein et al.: GOLDmineR
Table 6. Ranked univariate predictors in
order of importance.
Variable p value
TnT (0.1; 12 hr) 2.1*10-25
TnT (0.1; 3 hr) 6.0*10-21
CKMB (12 hr) 5.0*10-17
CKMB (3 hr) 1.4*10-9
Chest pain 6.9*10-4
The observed probabilities are
obtained by summing the TnT frequencies
in the assigned category and taking the
ratio ofeach cell to its corresponding sum.
Thus, the observed probability for TnT (-),
other = 254/254 + 72 = 0.79, and that for
TnT (+), other = 0.15. The expected prob-
ability is taken from the expected frequen-
cy based on the chi square distribution.
Table 5 is the expected probabilities.
Given the probabilities, we can calcu-
late the corresponding odds for any p
using the following calculation:
o = p/(1 - p)
The odds for an event is expressed as
o, but the odds against is o-1. An observed
probability is not necessarily the same as
an expected probability. A probability is
adjusted when some evidence is intro-
duced to change our estimation of the
probability. The probability before is
called "prior probability," and the new
probability is called "posterior probabili-
ty," or "estimated probability."
The odds ratio is obtained by dividing
the odds for the row used to demonstrate
no effect, in this case other, by the rows -
UA and MI - with the effect, where TnT
negative is baseline odds. The odds-ratios
are 192 for MI and 14 for UA with the 3-
hr TnT. An odds ratio of 1 indicates inde-
pendence of the treatment and the out-
come, or a measure of no effect. An odds
ratio that is less than or greater than 1 is a
measure of the degree of dependence
between the categorical variables. In the
example used, a contingency table is test-
ed by the Fisher's exact test under the
assumption that the odds ratio is 1. The
row and column totals are held fixed,
and the probability of the counts are
compared with the expected counts
under a hypothesis of independence.
The Pearson X2 is an approximation of
the X2 distribution. The differences
between observed and the expected
counts are used to calculate the chi-
square [5]:
X2 = X(observed count - expected
count)2/(expected count)
I have not calculated the expected
odds, which can be done from tables as
described above. The expected odds
and expected odds ratios are calculated
using the GOLDminer software.
GOLDMINER ANDTHE
LOGARITHMIC FIT OF AN
ORDERED RESPONSE
Magidson (Statistical Innovations,
Inc. Belmont, Massachusetts) (SPSS
GOLDminer) has introduced a method
for evaluating the data described [6-8].
The method uses multiple or a single
variable to predict an ordered response.
In the case of the single variable the
method is based on a regression of the
predictor on the dependent variable and
the predictor values are scaled. The
model fit is measured by the chi square
for the regression, and the odds-ratios
are calculated from the logit model of
the response. The multivariable
response model forms the classes of a
truth table described by Rypka [9, 101.
The classes are fitted to a logit response
curve in the same manner as the single
variable model. A graphical presenta-
tion is generated, but the odd-ratios for
each class is also available in table for-
mat. It is also possible to compare the
effect of variables used to classifyBernstein et al.: GOLDmineR 189
Table 7. Univariate predictors (Ml, unstable angina, and others).
Variable X2(a) p valueb R2 (,
TnT (12 hr) 125.79 3.5*10-29 0.396 0.5505
Tnl (0.5, 1.5; 3 hr) 109.54 1.2*10-25 0.400 0.6234
TnT (0.05, 0.1; 3 hr) 111.47 4.7*10-26 0.376 0.5532
Tnl (0.5; 12 hr)d 102.03 5.5*10-24 0.357 0.5072
TnT (3 hr)d 97.56 5.2*10-23 0.337 0.4920
Tnl (0.5; 3 hr)d 88.70 4.6*10-21 0.337 0.4823
CKMB (12 hr)e 180.39 4.0*10-41 0.283 0.3969
CKMB (3 hr)e 77.59 1.3*10-18 0.131 0.2632
a c-square is measure of model fit.
b P-value is measure of univariate classifier strength in ordinal regression.
c(F corresponds to the R2 for the association when the variables are ordered.
d Not significantly different based on (D.
patients and to compare the variable com-
binations.
Table 6 is a list of single variables
used to predict MI-present vs. MI-absent,
and the p-value ofthe regression ranked in
descending order. Note thatTnT at 3 hours
is almost as good as obtained at 12 hours,
and is superior to the CKMB at 3 or 12
hours.
Table 7 is an expansion ofthe univari-
ate predictors for MI versus UA or other in
Table 6, which has only the p-value for the
chi square. X2, R2, and 4 are important
measures ofmodel fit that are added to the
table, which now includes troponin I at
one (0.5 mg/L), and at two (0.5, 1.5 mg/L)
cutoffs. The R2, as in linear regression, is
a measure of the amount of variability
explained. F is a better measure for the
nonparametric function.
COMBINING VARIABLES
The GOLDminer model predicts
using multiple variables. The same out-
comes are modeled using TnT and chest
pain as a predictor. Chest pain is typical,
atypical, and none. The X2 for the regres-
sion is 138, significant at p = 9.2 x 10-25.
The fit is measured by R2 = 0.392 and P =
0.6619, and 1 is a better measure than R2.
Table 8 is the frequencies and probabilities
for the model using TnT at 3 hours and
chest pain characteristics. The six classes
of TnT (0.1 mg/L cutoff) and chest pain
are ordinal features used to predict.
MULTIVARIABLE RESPONSE
We have examined the basis for look-
ing at the strength of an association using
the N-by-N table. The method of ordinal
Table 8. Frequencies and probabilities ofTnT and chest pain in each category.
Features Other UA Ml
TnT (+), T 1 (0.03) 8 (0.30) 8 (0.66)
TnT (+), A 2 (0.17) 4 (0.49) 6 (0.34)
TnT (+), none 3 (0.19) 2 (0.50) 6 (0.30)
TnT (-), T 72 (0.64) 45 (0.32) 3 (0.04)
TnT (-), A 120 (0.86) 16 (0.14) 1 (0.00)
TnT (0), none 62 (0.88) 7 (0.12) 0 (0.00)190 Bernstein et al.: GOLDmineR
Table 9. Multivariable probabilities and odds-ratios for MIa
Pattern Probability Odds ratio
1, 3 0.65 8,000
1, 2 0.44 1,700
1, 1 0.23 400
0, 3 0.03 20
0, 2 0.01 5
0,1 0.00 1
regression developed by Magidson allows
us to compare the results of regression
using multiple variables and assess the
contribution of the variables to a model.
The strength of the association is mea-
sured by phi and R2. The coefficients for
the association, analogous to partial corre-
lation coefficients, are beta. The model
produces probabilities and odds-ratios.
Table 9 is the probabilities and odds-ratios
for the multivariable model for predicting
MI using TnT as the first variable, scaled
to 0 or 1 by the 0.1 ug/L cutoff, and chest
pain as the second variable. Chest pain is
scaled 1 to 3 as none, atypical, and typical.
Chest pain is the most important variable
in assigning patients to ACS or not. This
produces a two-step model involving de-
selection oflow riskpatients withoutACS,
and ruling-out patients with ACS who
exclude for MI. EKG is not a significant
factor because ST segment elevation is
removed. The number of classes is deter-
mined by the number of variables and
scaling.
The GOLDminer establishes the risks
in an association model where there is a
treatment and an effect. It is used to find an
association for a drug compared to the
placebo effect.Alaboratory test is the treat-
ment compared with clinical indicators in
the example shown, and the association is
MI. The classification is known, patients
being assigned to MI or to ACS using
defined criteria. Patients who have a posi-
tive test result may fail the criteria for UA
or MI and they are assigned to a category
- other. The other category is absence or
presence of cardiac disease. Patients with
non-ischemic cardiac disease may have
congestive heart failure or rhythm abnor-
malities. They don't have ACS.
Table 10 is a multivariable model to
predict MI using chest pain and risk fac-
tors, then adding the laboratory tests to
provide a definitive assessment of risk.
Note that the CKMB (with evolutionary
Table 10. Rank order of predictors in multivariable model.
Variables X2 p value R2 <D
Chest pain, RF 80.91 2.7*10-18 0.10 0.3300
CP, EKG, RF 126.99 2.4*10-27 0.169 0.4116
CKMB, CP, RF 277.03c 9.3*10-60 0.385 0.6612
CKMB (3 hr), + 159.30 2.6*10-34 0.242 0.4924
TNT, CP, RF 148.02 7.0*10-32 0.481 0.8869a
Tnlb (0.5, 1.5) + 141.57 1.7*10-30 0.463 0.8463a
TNTb (3 hr), + 139.85 4.1*10-30 0.421 0.7571aBernstein etal.: GOLDmineR 191
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Figure 1. Log (odds ratio) plot ofTnT vs. diagnoses.
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Figure 2.Y-view with odds ratios displayed to left of scaled TnT.
changes) has the highest X2 and p-value,
but the R2 and 1 are unsatisfactory for
model fit. The high p-value is largely
determined by the definition of MI, which
is based on CKMB evolutionary changes
in the absence of ST elevation. The 02, p-
value, R2 and M for TnT at 3 hours are
close to that at 12 hours.Bernstein et al.: GOLDmineR
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Figure 3.Y-view of odds-ratios for mixture classes ofTnT, chest pain and EKG.
Table 11. Univariate model ofTnT scaled to predict Ml probabilities.
TnT NMI Ml Probability Odds ratio
<0.04-0.059 291 0 0.00 1.0
0.04-0.059 20 0 0.01 3.55
0.06-0.079 7 1 0.03 12.57
0.08-0.099 4 3 0.10 44.55
0.10-0.199 13 4 0.29 157.93
0.20-0.349 6 3 0.59 559.87
>0.35 1 13 0.84 1984.76
Table 12. Probabilities and odds ratios for mixedTnT, chest pain, EKG model.
TnT, CP, EKG Probability Odds ratio
1,1,1 0.0 1.0
1,2,1 0.0 6.7
1,1,2 0.0 7.0
2,1,1 0.0 10
1,3,1 0.01 45
1,2,2 0.01 47
2,2,1 0.02 68
2,1,2 0.02 71
3,1,1, 0.02 103
1,3,2 0.05 314
2,3,1 0.07 457
2,2,2 0.07 474
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Figure 4. Joint regression forTnT, chest pain, and EKG with Ml, UA, and no ACS.
MORE ABOUT SCALING
Table 11 is the effect of scaling the
continuous variable TnT for predicting
MI or not into 7 discrete intervals
(ordered) instead of a one or two cutoff
partition (X2 = 112.49, p = 2.8 x 10-26, D
= 0.5020). The lowest cutoff is at 0.04
mg/L, and the highest is at 0.35 mg/L.
The table is based on only MI present and
absent. The frequencies, probabilities,
and odds ratios are shown. We find that
with this partitioning, a finer definition of
expected risk is captured than we previ-
ously identified. TnT has a significant
risk of 10 percent probability for MI at a
value between 0.08 to 0.099 mg/L, which
corresponds to an odds ratio of45.
GRAPHICAL DISPLAY OF
RESULTS (GOLDMINER)
Table 11 is derived from a logs odds
model. Figure 1 is a log odds model using
5 intervals, the scaling changed to: <
0.075, 0.075-0.099, 0.1-0.199, 0.2-0.05,
and > 0.35 mg/L. The log (odds ratio) is
converted to the odds ratio view in Figure
2. Figure 2 has equal spacing between
variable intervals on the right that have
odds-ratios on the left of the plot, and the
outcome variable is described on the X-
axis.
Figure 3 is the combined model Y-
view using the TnT scaled to 5 values with
chest pain scaled to none (1), atypical (2),
and typical (3), and EKG features (ST
depression excluded) scaled to negative
(1) or ST depression (2).
It is important to consider both the
odds-ratios and the probabilities. An odds
ratio of 50 to 1 is expected for a probabil-
ity ofless than 5 percent. Ifwe look at the
Table 13. Probabilities and odds ratios
forTnT with dichotomous choice.
Odds
TnT Probability ratios
<0.075 0.0 1
0.075-0.099 0.02 6.4
0.1-0.199 0.10 41
0.2-0.35 0.42 263
>0.35 0.82 1688194 Bernstein et al: GOLDmineR
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Figure 5. Odds ratios forTnT with Ml/not MI choices.
Table 14. Probabilities and odds ratios forTnT vs. UA and Ml.
Odds
TnT No ACS UA Ml Probability ratio
<0.04 235 56 0 0.01 1.00
0.04-0.059 13 7 0 0.02 3.99
0.06-0.079 4 3 1 0.07 15.96
0.08-0.099 2 2 3 0.16 63.75
0.10-0.199 3 10 4 0.32 254.65
0.20-0.349 3 3 3 0.52 1017.23
>0.35 0 1 13 0.70 4063.54
table view ofFigure 3, the risk increases at
a lower rate than the odds ratios for the
combined model with UA as a defined
class.
COMPARING SIZE OF EFFECT
AND CONTRIBUTION TO MODEL
We have to consider the effect ofTnT
with clinical variables, with and without
UA as an outcome class. Figures 1 and 2
use UA as a class. Figure 4 is the joint
regression for the combined variables,
TnT, chest pain, and EKG using UA as a
class. Figure 5 is aY-view ofTnT with the
OR for MI/not MI dichotomous choice.
In the dichotomous model, chest pain
and EKG drop outofthe model.The deter-
mination of risk is weighted by the TnT.
Table 13 is the probabilities and odds
ratios for TnT with five intervals in the
dichotomous outcome model (without the
UA class). Compare this with Table 11
with seven intervals and a dichotomous
choice.Bernstein et al.: GOLDmineR 195
Table 15. Probabilities for chest pain
and EKG.
CP, EKG UA Ml
Neg, Neg 0.06 0.00
Atyp, Neg 0.14 0.02
Neg,STdep 0.18 0.04
Typ, Neg 0.27 0.10
Atyp, ST dep 0.31 0.15
Typ, ST dep 0.36 0.37
Table 16. Latent class model analysis.
No
Classes Total ACS ACS
1 20% 1% 66%
2 61% 85% 2%
3 19% 14% 32%
Table 11 has ahidden riskof0.10 with
an odds ratio of 45 at TnT in the range of
0.08-0.99 mg/L compared with a risk of
0.10 and odds ratio of 41 at TnT in the
range 0.10-0.199 mg/L in Table 13. There
is also an effect of using an additional
class, where the probability ofclass mem-
bership is not exactly known. This is
shown by a TnT in seven intervals with
UA, MI and other as the dependent vari-
able (Table 14) (X2 = 132.28, p =1.3 x 10-
30, 1 = 0.6659). The TnT interval of0.08-
0.099 mg/L has a risk of 0.16, accounted
for by seven patients, with an odds ratio of
64.
MORE MODEL COMPARISONS
We want to consider the effect of the
contribution of the clinical information
versus the contribution of the TnT. The
full model would have four categories:
MI, UA, cardiac (nonischemic) and non-
cardiac. The combined model for chest
pain and EKG results in the following: X2
= 167.3, p = 4.6 x 10-37, and 1 = 0.5106.
The probabilities for chest pain and EKG
are shown in Table 15.
The probabilities for TnT alone have
already been discussed for a model with
seven intervals. The TnT alone may have
a better model fit than the chest pain and
EKG combined based on: x2 = 114.3, p =
1.2 x 10-26, and '1 = 0.6861. When Chest
pain and EKG were added to the TnT,
EKG dropped out ofthe model. The com-
bined TnT with chest pain model is
described as follows: X2 = 169.8, p = 1.3
x 10-37, D=0.9732.
LATENT CLASS MODELS
We can model the data assuming that
we don't know how the patients are to be
classified. A Latent Class Model is used
when the true classification isn't known,
or when it is known, but it is ofinterest to
know how the data fit the proposed classi-
fication. A Latent Class Modeling soft-
ware has been developed by Magidson
and Vermunt (Latent GOLD) [11]. We
examine our proposed model using Latent
GOLD and the tradition LCM (other
choices are LCM factoranalysis and LCM
regression). The optimum classes were 3.
Table 16 is a LCM using chest pain, risk
factors, EKG, and TnT at 3 hours,ACS is
a covariate. Those with ACS are in class-
es 1 and 3, and those without ACS are in
classes 2 and 3.
Patients with ACS have MI or they
don't. They are distinguished by evolu-
tionary changes of CKMB or by TnT.
Classes 1 and 3 had 44 percent and 97 per-
cent probability of typical chest pain. The
probability ofTnTpositive was 48 percent
in class 1 and 0 percent in class 2. The
LCM was done using the same variables,
but with CKMB and MI/UA as covariates
instead of ACS. There were three classes
with 57 percent of patients in class 1, 10
percent in class 2, and 33 percent in class196 Bernstein et al.: GOLDmineR
Table 17. Probabilities of variables in classes.
Variable Class 1 Class 2 Class 3
Typical chest pain 19% 45% 67%
ST depression 4% 28% 21%
TnT positive 2% 100% 0%
3. The probabilities of the variables in the
classes is shown in Table 17.
The refined model using the covari-
ates results in all ofthe MI and only MI in
class 2. TnT positivity is 100 percent.
Class 3 has a significant population with
ACS without MI (TnT positivity is 0 per-
cent). Class 1 is the other category.
DISCUSSION
We illustrate the application of a new
method, GOLDmineRTM, to the analysis of
the clinical and laboratory evaluation of
the patient presenting to the emergency
department with features suspicious for
MI. The method is nonparametric. It has
none of the dependency of classical
regression methods on assumptions of
normality and distribution of the errors.
The linear and logistic regression methods
might be viewed as a special case of this
regression method under limiting condi-
tions.
The regression model has a dependent
variable and independent or predictor vari-
ables, and is described by the equation:
Y = a + YbnXn + e
Where, e is the error, referred to as the
residual.
The estimated equation is:
+ = a + YbnXn
The error term I is not known until
the equation has been solved for a and all
ofthe b's [4]. The error term drops out and
Y becomes+9. The error term e is Y- It is
the observed value ofthe outcome variable
for a given patient minus the predicted
value for that patient. The best solution for
the equation is that which minimizes e (e
0). The best estimate has been achieved
when the sum of the squared error term
has been minimized:
-(Yn _) = EYO-YE)2 = Ye2
The error term is called the residual.
The values of a and the b terms, which
give the smallest value for e2, are the best
estimates for the data set. The method of
least squares produces the estimates a, bn.
The general linear model has variations,
depending on the types of variables used
for the Y and X terms. It is linear because
it is a linear combination of the Xn terms.
There are certain assumptions in
using the model. The F test is used for the
regression, where:
F =
mean square (regression)/mean square
error, provided bn = 0
We have to assume normality of
errors. The correlation coefficient is r. We
assume that r2 is the proportion ofthe vari-
ance that is explained.
R2 =-
sum squares(SSreg)(regression)/sum
squares (SStota0)(total) = I - SSe/SStotal
The correlation coefficient, r, is the
measure of linear association. It has the
following properties:
It is bounded in absolute value by 1.
All points on a straight line imply correla-
tion of 1.
Correlation of 1 implies all points are
on a straight line.Bernstein et al.: GOLDmineR 197
The correlation coefficient is invari-
ant to linear transformations ofeither vari-
able.
Logistic regression is a linear proba-
bility model in which the standard regres-
sion model is applied to data for which the
dependent variable is dichotomous (0, 1).
The predicted values from the model are
interpreted as a probability that the
response is a 1. There are problems in
using the linear probability model.
The residuals don't have a constant
variance so that estimates from regression
are not best linear unbiased and minimum
variance.
Standard errors of regression coeffi-
cients are wrong giving invalid confidence
intervals.
The predicted values from regression
can range outside the interval (0,1).
The usual r2 measure is problematic.
These problems are all inapplicable in
the universal regression model,
GOLDmineR,developed by Jay Magidson
[6-8]. GOLDmineR and related methods
are not constrained by the limitations
imposed by the classical approaches to
exploring data and testing hypotheses. The
classical approaches are stretched when-
ever: (1) the law of the excluded middle
does not apply (the usual 2 x 2 table is
problematic); (2) the selection of a refer-
ence outcome variable is difficult to deter-
mine; and (3) assumptions about the distri-
bution of the data and the errors are
unwarranted. The methods we favor allow
for:
Determining medical decision values
by exploring the information in the data
set; (2) generating hypotheses supported
by the data; and (3) constructing a self-
classifying table of ordered classes that
have assigned measurable risks.
We have shown that there is no justi-
fiable definition of normal reference in a
population defined by a single attribute (or
test) without referring to a supervisory
classification [12]. Such an approach
requires validation by use of a receiver
operator characteristic curve. This condi-
tion is eliminated by treating diagnostic
tests as a message transmission and the
provisio of information as reduction of
uncertainty [12]. The advantage of this is
independence from any assumption about
the nature and distribution ofthe data [11].
The process of maximizing information
content and optimizing separation is tied
to uncertainty in information theory [12,
13-16]. In this study, the definition of MI
was dependent on the characteristic evolu-
tion of CKMB isoenzyme in the absence
of definitive EKG changes. However,
there is a latent class identified in the UA
patients, with a significant risk ofacardiac
event.
We examine the effects of scaling and
of the number of outcome classes on the
regression. The initial scaling ofTnT to a
single cutoff at 0.1 mg/L was determined
at the maximum entropy decision point for
discriminating MI from not MI is previous
studies. Rudolph and Bernstein [12]
describe the maximum entropy decision
point as the level at which there is dis-
crimination of two major classes with the
fewest errors. The upper limit of normal
may be distinctly different than the MEDP.
Rypka [9, 10] describes the formation of
classes using variable combinations and
the number of variables required to classi-
fy. We can define too few or more inter-
vals than are needed for optimum classifi-
cation. GOLDmineR permits us to explore
the effects of scaling and to find suitable
spacing and number of intervals. Unlike
logistic regression, GOLDmineR easily
permits the modeling of outcomes when
the dependent variable is not dichotomous.
This is very well illustrated by the under-
standing of a concept in cardiology of
"acute coronary syndromes," which is a
spectrum of unstable conditions between
stable angina and MI which may culmi-
nate in "plaque rupture" in a coronary
artery. The classical dichotomy doesn't
accurately describe the actual events.198 Bernstein et aL: GOLDmineR
We also investigated the examination
of risk for single predictors and variable
combinations as the probability for MI
within a class or feature. This is extremely
important for presenting the options for
clinical decision-making when the risk isn't
well known, and might be overestimated.
We identify a significant probability for
MI with TnT in the range of0.08 to 0.099
mg/L that wasn't clear from earlier stud-
ies, but which is consistent with the ACS
concept in this study of non Q-wave MI.
CONCLUSIONS
The laboratory isdealing withreporting
tests as information needed to make clinical
decisions. The traditional statistical quality
control measures which assigns reference
ranges based on 95 percent confidence
intervals is insufficient for diagnostic tests
thatassign risk. We construct abasis forrisk
assignment by a method that builds on the
2 x 2 contingency table used to calculate the
X2 goodness-of-fit and Bayesian estimates.
The widely used logistic regression is a
subset of the regression method, as it only
considers dichotomousoutcome choices.We
use examples of multivalued predictor(s)
and a multivalued as well as dichotomous
outcome. Outcomes analyses are quite easy
using the ordinal logit regression model.
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