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We study the coupling of the gravitational action, which is a linear combination of the Hilbert-
Palatini term and the quadratic torsion term, to the action of Dirac fermions. The system possesses
local Poincare invariance and hence belongs to Poincare gauge theory with matter. The complete
Hamiltonian analysis of the theory is carried out without gauge fixing but under certain ansatz
on the coupling parameters, which leads to a consistent connection dynamics with second-class
constraints and torsion. After performing a partial gauge fixing, all second-class constraints can be
solved, and a SU(2)-connection dynamical formalism of the theory can be obtained. Hence, the
techniques of loop quantum gravity can be employed to quantize this Poincare gauge theory with
non-zero torsion. Moreover, the Barbero-Immirzi parameter in loop quantum gravity acquires its
physical meaning as the coupling parameter between the Hilbert-Palatini term and the quadratic
torsion term in this gauge theory of gravity.
PACS numbers: 04.50.kd, 04.20.Fy, 04.60.Pp
I. INTRODUCTION
General Relativity(GR) has been very successful in describing universe at large scales. However, it is believed that
we have to develop a quantum theory of gravity for a consistent description of nature. One of the reasons that classical
GR cannot be consistent can be seen from the Einstein’s equations which relate gravitational and matter degrees of
freedom. While the gravitational part is classical and is encoded in the Einstein tensor, since matter interactions are
very well described by quantum field theory, we need to use some quantum version of the stress energy tensor for the
matter part. This would imply that a consistent coupling of matter and gravity for all energy scales requires both of
them to be quantized.
Einstein’s equations can be obtained via an action principle starting from the first-order Hilbert-Palatini action.
However, if we consider fermionic matter sources, the equations of motion from this action will not provide the torsion-
free condition of vacuum case. Hence, we have to either allow for torsion or make some suitable modification of the
action. (See [1] and references therein for a comprehensive account of torsion in gravity). So, if one wants to start
with first-order action, it is very possible that quantum theory of gravity would incorporate torsion in its formalism in
order to consistently couple gravity to fermions. Among various attempts to look for a quantum gravity theory, gauge
theories of gravity are very attractive since the idea of gauge invariance has already been successful in the description
of other fundamental interactions. Local gauge invariance is a key concept in Yang-Mills theory. Together with
Poincare symmetry, it lays the foundation of standard model in particle physics. Localization of Poincare symmetry
leads to Poincare Gauge Theory(PGT) of gravity. One of the key features in PGT is that, in general, gravity is not
only represented as curvature but also as torsion of space-time. GR is a special case of PGT when torsion equals zero.
PGT provides a very convenient framework for studying theories with torsion. A number of actions which satisfy
local Poincare symmetry have been analyzed by various researchers (Refs.[2, 3] provide the comprehensive review
and bibliography of the progress made in PGT). However, one of the drawbacks of PGT is that its Hamiltonian
formulation is usually very complicated. Although Hamiltonian analysis is performed for many models in PGT, the
results are at a formal level without explicit expressions of the additional required second-class constraints. From
the point of view of canonical quantization, it is essential to have a well-defined consistent Hamiltonian theory at
the classical level. Such an ingredient is missing if we want to incorporate torsion into candidate quantum gravity
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2models constructed from PGT. Moreover, the internal gauge group in PGT is in general non-compact, while most of
the standard tools developed in quantum field theory apply to gauge theories with compact gauge groups.
There exists a well-known SU(2) gauge theory formulation of canonical GR [4, 5], where the basic variables are the
densitized triad and Ashtekar-Barbero connection. A candidate canonical quantum gravity theory known as Loop
Quantum Gravity (LQG) [6–9] can be constructed starting from the connection dynamical formulation. Moreover,
LQG can also be extended to some modified gravity theories such as, f(R) theories [10, 11] and scalar-tensor theories
[12]. However, the action of GR from which the connection dynamics can be derived is not the standard Hilbert-
Palatini action. An additional term known as the Holst term has to be added to the standard Hilbert-Palatini action
in order to rewrite GR as a SU(2) gauge theory [13, 14]. It is customary to multiply the additional Holst term with a
coupling constant γ known as the Barbero-Immirzi parameter. Classically these two actions are equivalent in vacuum
case, since the additional Holst term does not affect the equations of motion although it is not a total derivative.
The parameter γ does not appear in the classical equations of motion. This is because the Holst term differs from
a total derivative known as the Nieh-Yan term [15] by a term quadratic in torsion (for the exact relations between
them see [16, 17]). Since the torsion term is zero when there is no fermionic matter, the Nieh-Yan term and the Holst
term are same, and hence the connection dynamics obtained from adding either term to the Hilbert-Palatini action
would be equivalent. It has been shown that a SU(2) gauge theory can also be constructed from an action containing
the standard Hilbert-Palatini term and the Nieh-Yan term [16]. However, when there are fermions, the T 2 term is
not zero and the the difference in the Holst term and the Nieh-Yan term shows up. In Ref.[18] it was found that
adding the standard fermion action along with the Holst term leads to equations of motion which depend on γ and
are therefore not equivalent to standard GR with fermions. The difference arises because the Holst term is not a
total derivative. In Ref.[16] it was shown that there is no such issue if the full Nieh-Yan term is used. An alternative
possibility of modifying the fermion action to be non-minimally coupled has been analyzed in detail in Refs.[19, 20]
and also in Refs.[21, 22]. The additional piece in fermion action cancels the contribution of the Holst piece if the
coupling constants are chosen accordingly (see [23] for a recent account of these issues). In the absence of direct
experimental or observational evidence of quantum gravity and of torsion, it is not clear which action should be the
appropriate starting point for quantization, particularly from the perspective of LQG. It is therefore very important
to study all the different possibilities. However to apply the LQG techniques, it is essential to first reformulate these
candidates as gauge theories with a compact gauge group.
In this series of works, instead of the Holst piece of the Nieh-Yan term, we consider the T 2 piece. In Ref.[24] we
considered the vacuum case, i.e. an action with only this T 2 term along with the standard Hilbert-Palatini term. An
arbitrary coupling constant α between the Hilbert-Palatini and T 2 terms was employed. There it was shown that,
although we started from an action with explicit torsion dependence, the constraint equations imply that torsion is
zero, and hence we go back to standard GR. This is consistent with the results that there is no torsion in the absence
of spinors. The variables we choose are motivated by PGT. But unlike other analysis in PGT we obtain explicit
expressions of the second-class constraints.
In this paper, we add Dirac fermions to the action and apply the techniques developed in Ref.[24] to carry out the
Hamiltonian analysis. We consider the fermions to be non-minimally coupled, because the T 2 term is not a total
derivative and indeed, by proper choice of the two coefficients, the contribution of the additional non-minimal piece is
canceled by the contribution of the torsion piece. Also the relation between torsion and the fermions we obtain is the
same as the one obtained in Ref.[16] with Nieh-Yan term and minimally coupled fermion action. To the best of our
knowledge, this is the first action with explicit torsion terms which has been reformulated as a Hamiltonian SU(2)
gauge theory. The new connection we obtain is algebraically same as the standard Ashtekar-Barbero connection but is
valid even in the presence of explicit torsion dependent terms of the form we have chosen. This is unlike the standard
derivation of the Ashtekar-Barbero formalism[5] which was done for the torsion-free case. The coupling parameter α in
our action plays the role of Barbero-Immirzi parameter. The classical system we obtain in this paper can subsequently
be loop quantized using the tools already developed in LQG. Also, Hamiltonian formulation of theories with torsion
are usually very complicated. We think that the techniques developed in this and the previous paper [24] can be
used for analyzing other similar actions with torsion terms. If that is possible, then the general programme of loop
quantization can be applied to a much wider class of theories which include torsion.
The paper is organized as follows. In section II we give the explicit expression of the action with which we start
and derive the equations of motion for the coupled system. It is shown that under certain ansatz on the coupling
parameters, the dynamical system we obtain is equivalent to the standard Palatini formulation of GR minimally
coupled to fermions. In section III we perform a 3 + 1 decomposition of this action and perform the Hamiltonian
analysis under the ansatz but without fixing time gauge. Having obtained a consistent Hamiltonian system, we fix
time gauge and then solve the second class constraints in section IV. Fixing the time gauge also breaks the SO(1, 3)
gauge invariance to SU(2). Then in section V a new connection which is conjugate to the densitized triad is derived,
and thus we obtain a SU(2) gauge theory. Our analysis has several novel and peculiar features. We conclude with a
discussion of these and some comparison of our results with those obtained by using the Holst and Nieh-Yan terms in
3section VI. We will restrict ourselves to 4 dimensions. The Greek letters µ, ν . . . refer to space-time indices while the
uppercase Latin letters I, J . . . refer to the internal SO(1, 3) indices. Our spacetime metric signature is (− + ++).
Later when we do the 3 + 1 decomposition of spacetime, we will use the lowercase Latin letters from the beginning
of the alphabet a, b, . . . to represent the spatial indices. After we reduce the symmetry group to SU(2), the internal
indices will be represented by lowercase Latin letters from the middle of the alphabet i, j . . ..
II. THE ACTION
In this paper we consider an action which has three pieces, a Hilbert-Palatini term, a term quadratic in torsion and
a term for the massless fermionic matter. It reads
S =
∫
d4xL = SHP + αST + SM , (1)
where
SHP =
∫
d4x eR =
∫
d4xeeµI e
ν
JR
IJ
µν (ω
IJ
µ ) ,
ST =
1
8
∫
d4xǫµνρσT IµνTIρσ ,
SM = i
∫
d4xe
[
λ(1 + iεγ5)γ
µDµλ−Dµλγµ(1 + iεγ5)λ
]
.
Here eµI is the tetrad, e denotes the absolute value of the determinant of the co-tetrad, ω
IJ
µ is the spacetime spin-
connection which is not torsion-free, ǫµνρσ denotes the 4-dimensional Levi-Civita tensor density, and the covariant
derivatives in the fermion action read,
Dµλ = ∂µλ+
1
2
ω IJµ σIJ λ ; Dµλ = ∂µλ−
1
2
λ ω IJµ σIJ .
Note that we denote γµ = γIeµI with 4-dimensional Dirac matrices γ
I , σIJ :=
1
4 [γI , γJ ] and γ5 := iγ0γ1γ2γ3. Our
conventions regarding the Dirac matrices and their properties are given in Appendix (A). Note also that λ and
λ := λ†γ0, representing the fermionic degrees of freedom, are 4-dimensional row and column vector respectively.
Further,
R IJµν = ∂[µω
IJ
ν] + ω
IK
[µ ω
J
ν]K , (2)
T Iµν = ∂[µe
I
ν] + ω
I
[µ |J|e
J
ν] (3)
are the definitions for curvature and torsion respectively1. It should be noted that the boundary terms of the action
(1) are neglected. This means that we either consider a compact spacetime without boundary or assume suitable
boundary conditions for the fields configuration such that there is no boundary term. It is obvious that this action is
invariant under local Poincare transformations [24]. We will be working in the first-order formalism and hence both
the co-tetrad eIµ and the spin connection ω
IJ
µ are treated as independent fields. Our covariant derivative Dµ acts in
the following way:
Dµe
I
ν := ∂µe
I
ν + ω
I
µ Je
J
ν .
Note that the coupling parameter α in action (1) is a non-zero real number. The parameter ε in the matter action
denotes nonminimal coupling and with ε = 0 we get back minimally coupled Fermion action.
Let us consider the Lagrangian equations of motion. The variations of action (1) yield
δS
δω IJµ
=
1
2
ǫµνρσeKν D[ρe
L
σ]
[α
2
(ηJKηIL − ηIKηJL)− ǫIJKL
]
−1
2
ee
µ
Kλγ5γLλ [ε(ηIKηJL − ηJKηIL) + ǫIJKL] = 0, (4)
1 Our conventions of symmetrization and antisymmetrization are A(ab) := Aab + Aba and A[ab] := Aab − Aba respectively
4δS
δeKα
= eeαKe
µ
I e
ν
JR
IJ
µν − 2eeαI eµKeνJR IJµν +
α
2
(
Dβ[ǫ
αβγδD[γeδ]K ]
)
+ieeα[Ke
µ
I][λ(1 + iεγ5)γ
IDµλ−DµλγI(1 + iεγ5)λ] = 0, (5)
δS
δλ
= i[−Dµ(eλ(1 + iεγ5)γIeµI )− eDµλγIeµI (1 + iεγ5)] = 0, (6)
δS
δλ
= i[e(1 + iεγ5)γ
Ie
µ
IDµλ+Dµ(eγ
Ie
µ
I (1 + iεγ5)λ)] = 0. (7)
The parameter ε, in general, has no relation with the parameter α. However if we choose the ansatz ε = α2 the
equations of motion would be simplified. Let us consider the equations of motion of the spin connection. If we choose
ε = α2 , Eq. (4) is reduced to
δS
δω IJµ
= (
1
2
ǫµνρσeKν D[ρe
L
σ] +
1
2
eeµKλγ5γ
Lλ)
[α
2
(ηJKηIL − ηIKηJL)− ǫIJKL
]
= 0. (8)
Denoting
1
2
ǫµνρσeKν D[ρe
L
σ] +
1
2
eeµKλγ5γ
Lλ = sµKL, (9)
Eq. (8) implies sµ[KL] = 0, which is α-independent. Hence the α term in Eq.(8) will disappear from the equations of
motion of ω IJµ . Using this result and the identity ǫ
µρνσǫIJKLe
K
ν e
L
σ = 2ee
µ
[Ie
ρ
J], it can be shown, after some calculation,
that for the case ε = α2 , the equations of motion of e
K
α reduce to the standard form given by
δS
δeKα
= eeαKe
µ
I e
ν
JR
IJ
µν − 2eeαI eµKeνJR IJµν + ieeα[KeµI](λγIDµλ−DµλγIλ) = 0. (10)
Further, using the fact that Dµ(ee
µ
I ) = 0, it can be easily shown that the ε dependence drops out from the equations
of motion of the fermion degrees of freedom λ and λ [20], leaving
δS
δλ
= i[−Dµ(eλγIeµI )− eDµλγIeµI ] = 0, (11)
δS
δλ
= i[eγIeµIDµλ+Dµ(eγ
Ie
µ
I λ)] = 0. (12)
So if we impose the relation ε = α2 , the dynamical system we obtain is equivalent to the standard Palatini formulation
of GR minimally coupled to fermions. We therefore adopt that relation between the two parameters from here
onwards. In Ref.[24], the Hamiltonian analysis of the action (1) without the matter part was carried out. In that case,
the Lagrangian equations of motion showed that torsion was zero on-shell although the action has explicit torsion
terms. In the next section we will carry out a complete Hamiltonian analysis with action (1) where the torsion is
expected to be non-zero.
III. HAMILTONIAN ANALYSIS
We shall perform the Hamiltonian analysis of action (1) similar to what was done in Ref.[24] for the action without
the matter term. Recall that in the Hamiltonian formulation of Hilbert-Palatini theory the basic variables are the
SO(1, 3) spin connection ω IJa and its conjugate momentum. It is well known that this formulation contains second-
class constraints. Since our action (1) contains the other term which explicitly depends on torsion, we expect that
there will be another pair of conjugate variables and the second-class constraints will be somehow different from the
Hilbert-Palatini case. It is also well known that in the absence of fermionic matter, torsion is zero. In the analysis of
Ref.[24], this was obtained after we identified all the constraints. Owing to the presence of the fermion term in the
action, here torsion will not be zero. In this section we will show how the torsion and the spinorial degrees of freedom
are related.
A. 3+1 Decomposition
To seek a complete Hamiltonian analysis, we assume the spacetime be topologically Σ×R with some compact spatial
manifold Σ without boundary so that the surface terms can be neglected. We first perform the 3 + 1 decomposition
5of our fields without breaking the internal SO(1, 3) symmetry and also without fixing any gauge. To identify our
configuration and momentum variables for performing Hamiltonian analysis, we can rewrite the three pieces in the
action as:
SHP =
∫
d4x
[
eet[Ie
a
J]
(
∂tω
IJ
a
)
+ eet[Ie
a
J]
(
−∂aω IJt + ω IK[t ω KJa]
)
+
1
2
eea[Ie
b
J]R
IJ
ab
]
, (13)
αST = α
∫
d4x
[
ǫabcDbe
I
c
(
∂te
I
a
)
+ ǫabcDbe
I
c
(
−∂aeIt + ω IJ[t ea]J
) ]
, (14)
SM =
∫
d4x ie
[(
λ(1 + i
α
2
γ5)γ
t∂tλ− (∂tλ¯)γt(1 + iα
2
γ5)λ
)
+
1
2
(
λ(1 + i
α
2
γ5)γ
tωIJt σIJλ+ λω
IJ
t σIJγ
t(1 + i
α
2
γ5)λ
)
+
(
λ(1 + i
α
2
γ5)γ
aDaλ−Daλγa(1 + iα
2
γ5)λ
) ]
. (15)
We can read off the momenta with respect to ω IJa , e
I
a, λ and λ respectively as
ΠaIJ := ee
t
[Ie
a
J] , Π
a
I := αǫ
abcDbecI , (16)
Π := ieλ(1 + i
α
2
γ5)e
t
Iγ
I , Π := −ieetIγI(1 + i
α
2
γ5)λ, (17)
where ǫabc denotes the 3-dimensional Levi-Civita tensor density, and we have used the relation γµ = γIeµI . For our
analysis we shall use a standard parametrization of the tetrad and the co-tetrad fields as in Ref.[25]. This is the
same parametrization used in the Hamiltonian analysis of the first two terms of our action in Ref.[24]. Since the
parametrization which we are using is standard, its details and some related identities are given in Appendix B.
After some manipulation and neglecting the total derivatives, the pieces (13), (14), and (15) of the action can be
written in this parametrization respectively as
SHP =
∫
d4x
[
ΠaIJ∂tω
IJ
a −
(
N2
2e
Π
[a
IKΠ
b]
JLη
KLR IJab +
1
2
N [aΠ
b]
IJR
IJ
ab − ω IJt DaΠaIJ
)]
, (18)
αST =
∫
d4x
[
ΠaI∂tV
I
a +
(
NN IDaΠ
a
I +N
aV Ia DbΠ
b
I +
1
2
ω IJt Π
a
[IVJ]a
)]
, (19)
SM =
∫
d4x
[
Π∂tλ+ (∂tλ¯)Π−
(
N√
q
ΠaIJ
(
ΠσIJDaλ−DaλσIJΠ
)
+Na
(
ΠDaλ+DaλΠ
)
+
1
2
ω IJt
(
λσIJΠ−ΠσIJλ
))]
. (20)
B. Primary and Secondary Constraints
Let us now consider the constraints in the theory. At this stage we have the following constraints
(i) Since there is no momentum corresponding to ω IJt , we have to impose 6 primary constraints Π
t
IJ ≈ 0.
(ii) Also there is no momentum corresponding to eIt . We have to impose 4 primary constraints Π
t
I ≈ 0. From Eq.(B1)
it is easy to see that this condition implies that there are no momenta corresponding to the lapse function N
and shift vector Na. Hence it will equivalently impose 4 primary constraints ΠN ≈ 0 and ΠNa ≈ 0 .
(iii) From Eq. (16), we can get two other sets of primary constraints
CaI := Π
a
I − αǫabcDbVcI ≈ 0, (21)
ΦaIJ := Π
a
IJ −
1
2
ǫabcǫIJKLV
K
b V
L
c ≈ 0. (22)
From Eq.(21) we get 12 constraints, while Eq.(22) gives 18 because of the antisymmetry in IJ .
6(iv) From the definition of the momenta corresponding to the fermions (Eq. (17)) we get 8 further constraints
Ψ := Π− i√qNKγK
(
1 + i
α
2
γ5
)
λ ≈ 0,
Ψ := Π + i
√
qλ
(
1 + i
α
2
γ5
)
NKγ
K ≈ 0. (23)
These are the primary constraints of our theory. By performing Legendre transformation, the Hamiltonian corre-
sponding to the action (1) can be expressed as
H ′ =
∫
Σ
d3x[ΠaIJ∂tω
IJ
a +Π
a
I∂tV
I
a +Π∂tλ+ (∂tλ¯)Π− L]
=
∫
Σ
d3x(NH +NaHa + ω
IJ
t GtIJ ), (24)
where
H =
1√
q
ΠaIKΠ
b
JLη
KLR IJab −N IDaΠaI +
1√
q
ΠaIJ
(
ΠσIJDaλ−DaλσIJΠ
)
, (25)
Ha = Π
b
IJR
IJ
ab − V Ia DbΠbI +ΠDaλ+DaλΠ, (26)
GtIJ = −DaΠaIJ −
1
2
Πa[IVJ]a +
1
2
(
λσIJΠ−ΠσIJλ
)
. (27)
Subsequently we will drop the subscript t from GtIJ and denote it as GIJ . Including all of above primary constraints
we can write the total Hamiltonian as
HT :=
∫
Σ
d3x(NH +NaHa + ω
IJ
t GIJ + ρΠN + ρaΠNa + λIJt ΠtIJ + γIaCaI + λIJa ΦaIJ + uΨ+Ψu), (28)
where ρ,ρa,λIJt ,γ
I
a,λ
IJ
a , u and u are the Lagrangian multipliers. At this point they are completely arbitrary. In order
to preserve primary constraints ΠN ≈ 0, ΠNa ≈ 0 and ΠtIJ ≈ 0, one has to impose the following secondary constraints:
Π˙N = {ΠN , HT } ≈ 0⇒ H ≈ 0,
Π˙Na = {ΠNa , HT } ≈ 0⇒ Ha ≈ 0,
Π˙tIJ = {ΠtIJ , HT } ≈ 0⇒ GIJ ≈ 0,
which are called scalar,vector and Gaussian constraints respectively.
We now need to check whether the Hamiltonian system is consistent. To ensure the consistency of the Hamiltonian
system, the constraints have to be preserved under evolution. Note that the primary constraints ΠN , ΠNa and Π
t
IJ are
preserved in evolution respectively by the secondary constraintsH , Ha and GIJ . Note also that the Gaussian constraint
GIJ generates the SO(1, 3) transformations, and hence the Poisson bracket of any constraint with GIJ is weakly equal
to zero. However, as shown in Ref.[24] the constraint which actually generates the spatial diffeomorphisms for the
gravitational variables is a combination given by
H˜a := Ha + ω
IJ
a GIJ +
1
α
ǫabcC
b
IΠ
c
I . (29)
This can be easily demonstrated as:
δH˜aω IJc :=
{
ω IJc , H˜a(ν
a)
}
= νa∂aω
IJ
c + ω
IJ
a ∂cν
a = Lνaω IJc ,
δH˜aΠcIJ :=
{
ΠcIJ , H˜a(ν
a)
}
= νa∂aΠ
c
IJ −ΠaIJ∂aνc +ΠcIJ∂aνa = LνaΠcIJ ,
δH˜aV Ic :=
{
V Ic , H˜a(ν
a)
}
= νa∂aV
I
c + V
I
a ∂cν
a = LνaV Ic ,
δH˜aΠcI :=
{
ΠcI , H˜a(ν
a)
}
= νa∂aΠ
c
I −ΠaI∂aνc +ΠcI∂aνa = LνaΠcI , (30)
where H˜a(ν
a) ≡ ∫Σ d3xνaH˜a denotes the smeared constraint. From now on, we will keep this convention to denote
the smeared version of a constraint with a smearing function, e.g., Ψ(u) ≡ ∫
Σ
d3xuΨ. Also we will continue using the
same notation ω IJt and γ
I
a for the Lagrange multipliers of GIJ and CaI respectively.
7For the matter variables the constraint (29) acts as
δH˜aλ =
{
λ, H˜a(ν
a)
}
= νa∂aλ , δ
H˜aΠ =
{
Π, H˜a(ν
a)
}
= νa∂aΠ+Π ∂aν
a,
δH˜aλ =
{
λ, H˜a(ν
a)
}
= νa∂aλ , δ
H˜aΠ =
{
Π, H˜a(ν
a)
}
= νa∂aΠ+Π ∂aν
a. (31)
Clearly this combination H˜a, acting on all the variables, generates Lie derivatives [23] and can therefore be identified
as the diffeomorphism constraint. Using the property of Lie derivatives (or by explicit calculation) it can be shown
that the Poisson bracket of any constraint with H˜a vanishes on the constraint surface. In fact we have
{H˜b(µb), H˜a(νa)} = H˜b(−Lνaµb),
{H(M), H˜a(νa)} = H(−LνaM),
{ΦbIJ(λIJb ), H˜a(νa)} = ΦbIJ(−LνaλIJb ),
{CbI(γIb ), H˜a(νa)} = CbI (−LνaγIb ),
{Ψ(u), H˜a(νa)} = Ψ(−Lνau),
{Ψ(u), H˜a(νa)} = Ψ(−Lνau).
Note that the smeared scalar constraint reads H(M) ≡ ∫Σ d3xMH with M as a smearing function. Now the Ha term
in the total Hamiltonian (28) can be replaced by H˜a. Thus we can rewrite our total Hamiltonian as
HT :=
∫
Σ
d3x(NH +NaH˜a + ω
IJ
t GIJ + γIaCaI + λIJa ΦaIJ + uΨ+Ψu++ρΠN + ρaΠNa + λIJt ΠtIJ ). (32)
C. Consistency Conditions
The terms in the constraint algebra which are not weakly zero are respectively
{
ΦaIJ(λ
IJ
a ), H(M)
}
=
∫
Σ
d3x
(
MNIΠ
a
J
α
−
√
q
2
Mλγ5V
a
I γJλ
) (
αλIJa + ǫIJKLλ
KL
a
)
, (33)
{
CaI (γ
I
a),Φ
b
JK(λ
JK
b )
}
=
∫
Σ
d3xǫabcγIbV
J
c
(
αλIJa + ǫIJKLλ
KL
a
)
, (34)
{
CaI (γ
I
a), H(M)
}
= −
∫
Σ
d3x
αM√
q
ǫabcγIbV
J
c
(
Daλ σIJΠ−Π σIJDaλ
)
, (35)
{
CaI (γ
I
a),Ψ(u)
}
= −
∫
Σ
d3xi λ
(
1 + i
α
2
γ5
)
γJγIa Π
a
IJu, (36)
{
CaI (γ
I
a),Ψ(u)
}
=
∫
Σ
d3xiu γJ
(
1 + i
α
2
γ5
)
λγIa Π
a
IJ , (37)
{
Ψ(u),Ψ(u)
}
=
∫
Σ
d3x2iu
√
qγINIu. (38)
For a consistent Hamiltonian system, the constraints should be preserved under evolution, i.e., for all the constraints
Cm, we require C˙m := {Cm, HT } ≈ 0. Our analysis will be along the lines of Ref.[24]. However, owing to presence of
fermions, it will turn out that torsion is not zero. As a consequence, the calculations are much more complicated.
Let us first consider the consistency of constraint ΦaIJ . From Eqs. (33) and (34) we need
Φ˙aIJ(σ
IJ
a ) :=
{
ΦaIJ (σ
IJ
a ), HT
}
≈ {ΦaIJ (σIJa ), H(N)}+ {ΦaIJ(σIJa ), CbI (γIb )} ≈ 0 (39)
where σIJa is an arbitrary smearing function. Using Eqs. (33) and (34), and after some calculation, Eq.(39) implies
−ǫadeγ[Id V J]e +
(
NN [IΠaJ]
α
−
√
q
2
Nλγ5V
a[IγJ]λ
)
≈ 0. (40)
8Multiplying Eq.(40) with ǫabc, we have
(
γIbV
J
c − γIcV Jb − γJb V Ic + γJc V Ib
)− ǫabcN
α
(
N IΠaJ −NJΠaI − α
√
q
2
λγ5
[
V aIγJ − V aJγI]λ) ≈ 0. (41)
Multiplying Eq.(41) with V bJ and using the properties (B3) we get
2γIc + V
b
J γ
J
b V
I
c − V bJ γJc V Ib + ǫabc
N
α
N IΠaJV bJ − ǫabc
N
√
q
2
λγ5
(
V aIV bJ γ
J − V aJV bJ γI
)
λ ≈ 0. (42)
By multiplying this equation with NI , V
c
I and V
I
d respectively and using the relations (B2) and (B3), we obtain the
following relations
γIcNI =
N
2α
ǫabcΠ
a
JV
b
J , (43)
γIcV
c
I = 0, (44)
γIcVdI = ǫdbc
N
√
q
2
λγ5V
b
I γ
Iλ, (45)
where we have used Eq. (44) to obtain Eq. (45). Finally from Eqs. (43) and (45) we get a solution for the Lagrangian
multiplier γIc as
γIc = ǫabc
N
√
q
2
λγ5V
a
I V
b
J γ
Jλ− N
2α
ǫabcN
IΠaJV
b
J . (46)
Note that, all these equations differ from the corresponding equations in Ref.[24] only by the fermion-dependent terms.
So, we have obtained 12 components of γIa from the 18 equations in Eq.(40). Consequently there are 6 constraints
remaining. By inserting the solutions (46) back into Eq.(40) and after some calculation, we get the following secondary
constraint:
χab := ΠaIV
b
I +Π
b
IV
a
I − α
√
qλγ5V
a
I V
b
I NKγ
Kλ ≈ 0. (47)
Since χab is symmetric in (a↔ b), it contains just the 6 required constraints.
As seen above, the condition Φ˙aIJ ≈ 0 fixed the Lagrange multipliers γIa of the constraint CaI to the form given by
Eq. (46). This can however be further simplified. For this and for subsequent calculations, we now derive some useful
identities using the constraint equations. All these identities hold weakly, i.e., they are true only when the constraints
are used. From the definition of σIJ and using the properties of gamma matrices (A2), the Gaussian constraint can
also be written as
GIJ = DaΠaIJ +
1
2
Πa[IVJ]a +
√
q
4
(
αλγ5N[IγJ]λ+ ǫIJKLλγ5N
[KγL]λ
)
≈ 0. (48)
From the constraints (21) and (22) we can easily obtain the relation:
DIJ := DaΠ
a
IJ −
1
α
ǫIJKLΠ
aKV La ≈ 0 . (49)
Using this and the Gaussian constraint (48) we get, after some algebra,
Πa[IVJ]a +
α
√
q
2
λγ5N[IγJ]λ ≈ 0. (50)
Multiplying this equation with NJ and then with V
b
I , and using the properties (B2) and (B3), we get
ΠbJN
J ≈ α
√
q
2
λγ5γJV
bJλ. (51)
By multiplying relation (50) with V bI and then with V
c
J , and again using the properties (B2) and (B3), we get
ΠcIV
b
I −ΠbIV cI ≈ 0. (52)
9Plugging Eq. (52) in the constraint (47) we get the relation
ΠaIV
b
I ≈
α
√
q
2
λγ5V
a
I V
b
I NKγ
Kλ. (53)
These identities can be used to greatly simplify the subsequent calculations.
Note that because of the identity (52), the second term on the RHS of Eq. (46) drops out and the Lagrangian
multiplier of CcI in HT becomes
γIc = ǫabc
N
√
q
2
λγ5V
a
I V
b
J γ
Jλ. (54)
This leads to further simplification of our problem. Moreover, let us consider the identity (53) again. Multiplying it
by VbI and using Eq.(51), properties (B3) and (B5) , we get
ΠaI ≈
α
√
q
2
λγ5
(
V a[INJ]
)
γJλ =
α
2
λγ5Π
a
IJγ
Jλ. (55)
This equation relates the torsion degrees of freedom encoded in ΠaI with the spin degrees of freedom λ and λ. Note
that we have used only constraint equations and not equations of motion in deriving Eq.(55). This is a weak relation
since it has been derived by using the constraints GIJ , CaI ,ΦaIJ , χab. When there is no matter, this equation would
indicate that torsion is zero [24]. Note also that relation (55) is as same as the one obtained in Ref.[16].
Now let us consider the constraints Ψ and Ψ. For the consistency conditions for constraints Ψ and Ψ, we need
Ψ˙(v) := {Ψ(v), HT } =
∫
Σ
d3x[−iv γJ
(
1 + i
α
2
γ5
)
λγIa Π
a
IJ − 2iv
√
qγINIu] ≈ 0, ∀v. (56)
Note that since χab is a secondary constraint, we do not add it in HT . As proved beforehand, the condition that Φ
a
IJ
be preserved under evolution has fixed γIa to the specific form given by Eq. (54). Now recall from Eq. (37), for an
arbitrary smearing function ξIa we have
{
CaI (ξ
I
a),Ψ(v)
}
=
∫
Σ
d3xiv γJ
(
1 + i
α
2
γ5
)
λξIa Π
a
IJ ,
When ξIa = γ
I
a , which is of the form given in Eq. (54), using Eqs. (B5) and (B2) we get
γIc Π
c
IJ =
(
ǫabc
Nq
2
λγ5γ
Kλ
)
V aI V
b
KV
c
[INJ] = 0.
Therefore, once the Lagrange multiplier γIa is fixed to the value required for a consistent Hamiltonian system, Eq.(56)
becomes:
Ψ˙(v) := {Ψ(v), HT } = −
∫
Σ
d3x2iv
√
qγINIu ≈ 0, ∀v. (57)
By using Eqs. (B1) and (B2), we can obtain γIN
I = γµeµIN
I = −γtN . Since both γt and N are nonzero, one has
γIN
I 6= 0. It is obvious that the only solution for Eq.(57) is u = 0. Similarly, we need
Ψ˙(v) := {Ψ(v), HT } =
∫
Σ
d3x[i λ
(
1 + i
α
2
γ5
)
γJγIa Π
a
IJv + 2iu
√
qγINIv]
=
∫
Σ
d3x2iu
√
qγINIv ≈ 0, ∀v. (58)
Its only solution is u = 0.
We now turn to the additional secondary constraint χab (see Eq.(47)). We now have to check its contribution to
the constraint algebra. Obviously, χab commutes with primary constraints ΠN , ΠNa and Π
t
IJ . Moreover one has
{χab(σab),GIJ (ΛIJ)} ≈ 0,
{χbc(σbc), H˜a(νa)} = χbc(−Lνaσbc).
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The additional non-zero terms in the constraint algebra are
{
χab(σab),Ψ(u)
}
=
∫
Σ
d3x2iuσab
√
qV aI V
bINJγ
Jλ, (59)
{
χab(σab),Ψ(u)
}
= −
∫
Σ
d3x2iσab
√
qV aI V
bIλγJNJu, (60)
{
χab(σab), C
c
I (γ
I
c )
}
=
∫
Σ
d3x[
ασac
2
√
q
ǫcdbγ
[I
d V
J]
b (Π
a
[INJ] − αΠaIJλγ5NKγKλ) (61)
+
σab√
q
γIcNI
(
2ΠaKV
c
JΠ
b
KJ −
α
2
ΠaJLV
c
KΠ
b
JLλγ5γ
Kλ
)
− 2ασcb√
q
ǫcadNJΠ
b
IJDaγ
I
d ],
{
ΦcIJ(λ
IJ
c ), χ
ab(σab)
}
=
∫
Σ
d3x2σabλ
IJ
c ǫ
acdǫIJKLV
b
KV
L
d , (62)
{
χab(σab), H(M)
}
=
∫
Σ
d3x{σac√
q
[
Πa[INJ] − αΠaIJλγ5NMγMλ
] [
Db
(
M√
q
Πb[J|L|Π
c
I]L
)
− M
2
N[IΠ
c
J] (63)
+
MΠcKL
2
√
q
(
λσIJσKLΠ+ΠσKLσIJλ
)]− 2M
q
σcbNJΠ
b
IJΠ
c
IKDaΠ
a
K
+
Mασab
2q
ΠaIJΠ
b
IJΠ
c
MLNK
(
λγ5γ
KσMLDcλ−DcλσMLγ5γKλ
)
+
σab
2
√
q
(
4ΠaKNIV
c
JΠ
b
KJ − αΠaJLΠbJLV cKNIλγ5γKλ
)
Dc
(
MN I
)}.
The consistency conditions of constraints CaI and χ
ab read respectively
C˙aI (η
I
a) =
{
CaI (η
I
a), HT
}
=
{
CaI (η
I
a),
(
ΦaIJ(λ
IJ
a ) +H(N)
)} ≈ 0, (64)
χ˙ab(σab) =
{
χab(σab), HT
}
=
{
χab(σab),
(
ΦaIJ(λ
IJ
a ) + C
a
I (γ
I
a) +H(N)
)} ≈ 0, (65)
where ηIa and σab are arbitrary smearing functions, HT is still given by Eq.(32). It turns out that we can indeed solve
the 18 independent equations (64) and (65) to fix the 18 independent components of the Lagrangian multiplier λIJa .
This calculation is slightly lengthy and complicated and has been given in Appendix (C).
We are finally left with the scalar constraint. We now need to prove H˙(M) ≈ 0. The time evolution of scalar
constraint reads
H˙(M) := {H(M), HT } = {H(M),ΦaIJ(λIJa ) + CaI (γIa)}
= −
∫
Σ
d3x
(
MNIΠ
a
J
α
−
√
q
2
Mλγ5V
a
I γJλ
)(
αλIJa + ǫIJKLλ
KL
a
)
+
∫
Σ
d3x
αM√
q
ǫabcγIbV
J
c
(
Daλ σIJΠ−Π σIJDaλ
)
, (66)
where γIa and λ
IJ
a are given by Eq.(54) and Eq.(C4) respectively. By using Eq.(C2), we have
H˙(M) = −
∫
Σ
d3x
(
MNIΠ
a
J
α
−
√
q
2
Mλγ5V
a
I γJλ
)
[
αN√
q
(
Daλ σIJΠ− Π σIJDaλ
)
]
+
∫
Σ
d3x
αM√
q
ǫabcγIbV
J
c
(
Daλ σIJΠ−Π σIJDaλ
)
−
∫
Σ
d3x
(
MNIΠ
a
J
α
−
√
q
2
Mλγ5V
a
I γJλ
)
XIJa . (67)
Using the solution (54) of γIa and also using Eq.(55), it can be shown that the first two terms in Eq.(67) cancel each
other. For the last term of above equation, by using Eq.(C7) and properties (B2) and (B3) we find it is exactly equal
to zero. Therefore we get H˙(M) ≈ 0. We have now exhausted all the consistency conditions. We have also proved that
the constraints are preserved under evolution, i.e., for all the constraints Cm, we have shown C˙m := {Cm, HT } ≈ 0.
We have therefore obtained a consistent Hamiltonian system.
Now all the constraints have been identified, we can classify them into first-class constraints and second-class ones.
It is obvious that H˜a and GIJ are first class. Since none of constraints contain N , Na or ω IJt , primary constraints
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ΠN ≈ 0, ΠNa ≈ 0 and ΠtIJ ≈ 0 are first class. In this sense, N , Na and ω IJt are arbitrary Lagrangian multipliers. We
may eliminate configuration N , Na and ω IJt as well as their conjugate momenta ΠN , ΠNa and Π
t
IJ from dynamical
variables[6, 26]. The term ρΠN + ρ
aΠNa + λ
IJ
t Π
t
IJ in the total Hamiltonian (32) can be eliminated. Thus we get
HT :=
∫
Σ
d3x(NH +NaH˜a + Λ
IJGIJ + γIaCaI + λIJa ΦaIJ), (68)
where ω IJt is replaced by Λ
IJ . In light of the argument given above, ΛIJ , N and Na are just Lagrangian multipliers.
At this stage, γIa and λ
IJ
a in the above total Hamiltonian (68) are given by Eq.(54) and Eq.(C4) respectively. Also
we have removed the second-class constraints Ψ and Ψ from HT as we have proved that the Lagrange multipliers for
these two constraints, u and u respectively, are zero. Recall that all the non-zero terms of the constraint algebra are
given in Eqs. (33-38) and (59-63). It can be easily seen that ΦaIJ , C
a
I , χ
ab, are second class. Although the Poisson
brackets of some constraints with the scalar constraint H are still not weakly equal to zero, it can be shown that we
can construct a new first-class Hamiltonian constraint by the combination:
H˜ = H +
γIa
N
CaI +
λIJa
N
ΦaIJ . (69)
Since we have already identified all the constraints, we can now count the degrees of freedom. The gravitational
degrees of freedom are incorporated in the pair
(
ΠaIJ , ω
IJ
a
)
, which have 36 degrees of freedom and in the pair(
ΠaI , V
I
a
)
, which have 24. The matter degrees of freedom are in the two pairs
(
Π, λ
)
and
(
Π, λ
)
each with 8 degrees of
freedom. The total number of degrees of freedom without considering the constraints is therefore 76. Clearly GIJ , H˜a
and H˜ contribute (6+ 3+1) = 10 first-class constraints removing 20 degrees of freedom. The constraints CaI , Φ
a
IJ , Ψ
and Ψ are primary second class removing (12+ 18+ 4+ 4) = 38 degrees of freedom. Finally the secondary constraint
χab turns out to be second class and thus removes 6 degrees of freedom. Thus the number of independent degrees of
freedom in our system is 12. In these 12 degrees of freedom, 4 represent gravity and 8 denote Dirac fermions.
IV. SOLVING THE SECOND-CLASS CONSTRAINTS
Second-class constraints are problematic because the flows generated by them do not lie on the constraint surface.
Having obtained a consistent Hamiltonian system in the previous section, we now proceed to solve all the second-class
constraints and eliminate spurious degrees of freedom. We will do this after performing a partial gauge fixing. Since
we have already proved the consistency of the Hamiltonian system, we can be sure that making a gauge choice now
will not lead to any inconsistency.
Our goal is to reduce the internal SO(1, 3) gauge symmetry to SU(2). So we break the SO(1, 3) symmetry by
fixing the internal timelike vector N I = (1, 0, 0, 0), i.e.,we fix a specific timelike direction in the internal space. This
is a standard gauge choice and is known as time gauge. From Eqs. (B1), (B2) and (B3) it is easy to see that
N I = (1, 0, 0, 0) ⇔ V 0a = 0 = V a0 . (70)
For consistency, this gauge fixing condition has to be preserved, i.e.,
V˙ 0a =
{
V 0a , HT
} ≈ 0.
Hence in time gauge we get
Λ0i = V ai∂aN. (71)
The Lagrangian multiplier Λ0i of G0i gets fixed. This is expected because, by fixing N I , we have broken the SO(1, 3)
gauge invariance. The preservation of this gauge fixing condition implies that the boost part of the Gaussian constraint
does not generate gauge transformations.
We first solve the constraint (22), which can be written as
ΠaIJ =
1
2
ǫabcǫIJKLV
K
b V
L
c .
Thus in time gauge we have
Πaij = 0 ; Π
a
0i =
1
2
ǫabcǫijkV
j
b V
k
c := E
a
i . (72)
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So, after solving this constraint only the Πa0i part of Π
a
IJ remains a basic dynamical variable. Consequently, only the
ω 0ia part of the SO(1, 3) connection remains basic dynamical variable. For convenience we define K
i
a := 2ω
0i
a which
will be conjugate to Eai . The ω
ij
a is the remaining part of the connection which will get solved in terms of other
variables while solving the remaining constraints. Since our gauge group is now reduced to SU(2), we will expand
SO(1, 3) connection components ω ija in the adjoint basis of SU(2) as ω
ij
a := −ǫijkΓak. The quantity Γak is the SU(2)
spin connection. Note that we had started with a SO(1, 3) spin connection ω IJa which was not torsion-free. Therefore
the variables Kia and Γ
i
a that we define above will contain information about torsion implicitly. Also, from Eq.(B3)
it is clear that, in time gauge, V ai is the inverse of V
i
a . Using the properties of inverses and determinants of matrices,
it is easy to see from Eq.(72) that Eai =
√
qV ai is the densitized triad. We can also determine its inverse E
i
a =
1√
q
V ia .
2 Next we consider the constraint (47). It can be easily seen that once we substitute (55) into the expression of χab,
it is identically satisfied. Using the above solution (72), in time gauge the equation (55) simplifies to
Πa0 =
α
2
Eai λγ5γ
iλ ; Πai = −
α
2
Eai λγ5γ
0λ. (73)
The torsion degrees of freedom are solved in terms of the densitized triad Eai and the fermionic fields λ and λ.
Using above results we can now solve the second-class constraint (21) as
Ca0 = 0 ⇒
Eai
2
(
λγ5γ
iλ− 1√
q
ǫijkK
j
bE
bk
)
= 0, (74)
Cai = 0 ⇒
Eai
2
λγ5γ
0λ+
1√
q
(
ǫjklEaj E
b
kE
c
l ∂bE
i
c +
1
2
ǫijkEajE
b
kE
l
c∂bE
c
l
)
+
1√
q
(
ΓkbE
b
kE
a
i − ΓkbEbiEak
)
= 0.
(75)
Equation (75) can be used to solve the spin connection Γia in terms of the other variables. After some algebra we
obtain
Γia =
1
2
ǫijkEjaE
b
kE
c
l ∂bE
l
c +
1
2
ǫijkElaE
b
jE
c
k∂bE
l
c +
1
2
ǫijkEbk∂aE
j
b −
1
2
ǫijkEbk∂bE
j
a −
√
q
4
Eiaλγ5γ
0λ (76)
:= Γ̂ia −
√
q
4
Eiaλγ5γ
0λ, (77)
where we have denoted by Γ̂ia the first four terms in the RHS of Eq.(76), which do not depend on the fermions. It turns
out that Γ̂ia is exactly the SU(2) spin connection which we would have obtained, had there been no fermionic matter
[6]. So, when there is no matter we go back to the standard GR formulation. Also note that the spin connection Γia is
independent of the arbitrary coupling parameter α. So far, we have reduced our original phase space by consistently
imposing time gauge and then solving some second-class constraints. As a result, some basic variables in the original
phase space have been eliminated in terms of the others. To obtain the basic variables in this phase space we need to
find the symplectic structure after all these reductions.
Recall that, we started with the symplectic structure given by:∫ [
ΠaIJ∂tω
IJ
a +Π
a
I∂tV
I
a +Π∂tλ+ (∂tλ)Π
]
. (78)
Using Eq. (72) and our definition Kia := 2ω
0i
a , the first term in expression (78) becomes E
a
i ∂tK
i
a. For the second
term, recall that ∂tV
0
a = 0 in time gauge. Then
ΠaI∂tV
I
a = Π
a
i ∂tV
i
a .
Using the constraint equation (21) we can calculate the second term:∫
Πai ∂tV
i
a =
∫
αǫbca
(
∂bVci · ∂tV ia + ω ijb Vcj · ∂tV ia
)
=
∫
Eai ∂t(−αΓia)
=
∫
[Eai ∂t(−αΓ̂ia)−
α
4
√
qλ†γ5λEia∂tE
a
i ], (79)
2 In this work, we are not interested in the behaviour under parity transformations. Therefore we omit the sgn(detEa
i
) terms from our
expressions.
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where we also used the solution (72) and neglected total derivative terms. For the last two terms, recall that λ := λ†γ0.
Also Π and Π can be read off from the constraints (23). Then in time gauge, using the properties of the γ matrices
given in appendix (A) we get
Π∂tλ+ (∂tλ)Π = −i√qλ† (∂tλ) + i√q
(
∂tλ
†)λ+ α
2
λ†γ5λ ∂t (
√
q)− ∂t
(α
2
√
qλ†γ5λ
)
.
Since ∂t
√
q = 12
√
qEia∂tE
a
i , we have∫ [
Π∂tλ+ (∂tλ)Π
]
=
∫ [
−i√qλ† (∂tλ) + i√q
(
∂tλ
†)λ+ α
4
√
qλ†γ5λEia∂tE
a
i
]
, (80)
where we have again neglected the total time derivative term. Putting everything together, expression (78) becomes∫ [
Eai ∂t(K
i
a − αΓ̂ia)− i
√
qλ† (∂tλ) + i
√
q
(
∂tλ
†)λ]
≡
∫ [
Eai ∂t(K
i
a − αΓ̂ia) +
(
∂tζ
†)Πζ† +Πζ (∂tζ)] , (81)
where, following Refs.[20, 27], we have defined half-densities of the fermionic variables: ζ := 4
√
qλ, ζ† := 4
√
qλ† and
identified Πζ = −iζ†, Πζ† = iζ.
The second-class constraints Ψ and Ψ now become
ψ := Πζ + iζ
† ≈ 0 ; ψ˜ := Πζ† − iζ ≈ 0. (82)
The two constraints ψ and ψ˜ can be solved quite easily. The two pairs of fermionic variables can be reduced to one
pair. The symplectic structure (78) is then finally reduced to:∫
[Eai ∂t(K
i
a − αΓ̂ia) +
(
∂tζ
†)Πζ† +Πζ (∂tζ)] =
∫
[Eai ∂t(−αAia)− 2iζ†∂tζ], (83)
where we define Aia := Γ̂
i
a − 1αKia and have also neglected the total time derivative terms. All the second-class
constraints have now been solved and we have finally obtained the basic phase space variables on the ”reduced phase
space”. Note that Aia, the variable conjugate to E
a
i , is exactly same as the Ashtekar-Barbero connection obtained in
standard analysis. We have not yet shown that it is a connection. We will do so in the next section.
V. SU(2) GAUGE THEORY
We have obtained a consistent Hamiltonian system which is invariant under local SU(2) rotations. However this
is not a SU(2) gauge theory yet. The basic variables in the gravitational sector are the densitized triad Eai and its
conjugate Aia. The spin connection Γ
i
a, given by Eq. (76), is a function of E
a
i , ζ and ζ
†. In this section, we shall
rewrite the remaining first class constraints in terms of the new variables.
First, let us consider the Gaussian constraint (48). In time gauge, using the constraint equation (21) and the
solutions of ΦaIJ we can rewrite it as
G0i = ∂aEai + ǫijkΓjaEak +
α
4
(
ǫijkK
j
bE
bk − ζ†γ0γ5γiζ
)
≈ 0, (84)
ǫijkGjk = α
(
∂aE
a
i + ǫijkΓ
j
aE
ak
)− ǫijkKajEak + ζ†γ0γ5γiζ ≈ 0. (85)
Recall that the Gaussian constraint was used in getting Eq.(55). Then in the gauge fixed theory, G0i is explicitly
resolved together with the second class constraint (21) by Eqs. (74) and (75). Hence, in terms of the new variables,
it can be easily seen that G0i is identically zero as expected. Also comparing Eq. (85) with Eq. (74) it is easy to see
that ǫjklGjk ≈ 0 implies Ca0 ≈ 0 (assuming Eai 6= 0).
Let us define
Gi :=
1
α
ǫijkGjk
= ∂aE
a
i + ǫijk(Γ̂
j
a −
1
α
Kja)E
ak +
1
α
ζ†γ0γ5γiζ
= ∂aE
a
i + ǫijkA
j
aE
ak +
1
α
ζ†γ0γ5γiζ
≡ DaEai +
1
α
ζ†γ0γ5γiζ ≈ 0, (86)
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Therefore Aia ≡ Γ̂ia− 1αKia is the new connection, and using this connection we have obtained the Gaussian constraint
in the standard SU(2) gauge theory form. Tensorially, the new connection Aia which we have defined is in the same
form as the standard Ashtekar-Barbero connection without torsion. The coupling parameter α plays the role of
the Barbero-Immirzi parameter of the standard treatment. Hence the Barbero-Immirzi parameter in loop quantum
gravity acquires its physical meaning as the coupling constant between the Hilbert-Palatini term and the quadratic
torsion term through our formulation.
Let us briefly recap what we have done. The basic variable ΠaI which encoded the torsion has been solved in terms
of the fermionic degrees of freedom using the constraints GIJ , CaI ,ΦaIJ , χab. We had started with a SO(1, 3) connection
ω IJa which is not torsion free. That fact is reflected in our expression of the SU(2) spin connection Γ
i
a in Eq. (77).
But in the new connection Aia which we define above, we remove exactly that additional piece. However, since we
had defined Kia := 2ω
0i
a , the variable K
i
a implicitly contains information about the torsion, though this is not obvious
from Hamiltonian formulation itself. When there is no matter, torsion goes to zero and the ST term in our action (1),
and therefore, the terms originating from it in the Hamiltonian analysis vanish [24]. Then we go back to the standard
formalism with a torsion-free SO(1, 3) spin connection.
We have obtained a SU(2) gauge theory formulation of our system. The remaining constraints Ha , H can also be
rewritten in terms of the new basic variables. Using Kia = −α(Aia − Γ̂ia) and the Gaussian constraint (86), the vector
constraint (26) can be written as
Ha = E
b
i ∂[aK
i
b] −Kia∂bEbi − i
(
ζ†∂aζ − (∂aζ†)ζ
)
≈ −αEbiF iab −Aiaζ†γ0γ5γiζ − i
(
ζ†∂aζ − (∂aζ†)ζ
)
, (87)
where F iab := ∂[aA
i
b] + ǫ
i
jkA
j
aA
k
b is the curvature of A
i
a. This is exactly the standard form of the vector constraint.
The Hamiltonian constraint (25) is more complicated. After some calculation, we get
H =
1√
q
[
ǫijkE
a
i E
b
jF
k
ab −
(
1
α2
+
1
4
)
Eai E
b
jK
i
[aK
j
b]
]
+
1
2
√
q
ζ†γ5ζǫijkEai E
b
j∂aE
k
b
+
9
8
√
q
(
ζ†γ5ζ
)(
ζ†γ5ζ
)
+
2√
q
(
ζ†τiζ
)(
ζ†τiζ
)
+
4i
α
∂a
(
1√
q
Eai ζ
†τiζ
)
+
2iEai√
q
(
(∂aζ
†)σ0iζ − ζ†σ0i∂aζ
)
. (88)
where τi = − i2σi with σi being Pauli matrices. This expression goes over to the standard expression when the fermions
are set to zero. Thus we complete our task of obtaining a SU(2) gauge theory. Note that, since we have not split the
connection into torsion dependent and torsion free parts, it is not obvious how to directly compare the expressions of
our constraints with those obtained in Ref.[20].
VI. CONCLUSION
Let us briefly summarize what we have achieved in this paper. We started with the action (1) containing a torsion-
squared term and fermionic matter apart from the standard Hilbert-Palatini term. This T 2 term is just the difference
between the total derivative Nieh-Yan term and the Holst term. Since an SU(2) gauge theory formulation can be
derived from actions containing either [13, 16], it seemed possible that such a formulation can also be obtained from
our action containing only the T 2 term. We also need to add fermionic matter because the vacuum case is torsion free
[24] and we are left with only the well-known Hilbert-Palatini part. We take non-minimally coupled fermionic matter
so that the classical equations of motion for the fermions may not depend on the coupling constant α multiplying
the torsion term under certain condition. The equations of motion of the coupled system are derived. It is confirmed
that, under the ansatz ε = α2 , the dynamical system we obtain is equivalent to the standard Palatini formulation of
GR minimally coupled to fermions.
We do a 3 + 1 decomposition of our action, do a constraint analysis with the above ansatz and finally obtain a
consistent Hamiltonian system with second-class constraints. All the second-class constraints are solved after breaking
the SO(1, 3) invariance by fixing time gauge. As far as we know, such Hamiltonian analysis on an action with non-
zero torsion term with explicit expressions of all the second-class constraints is new in literature. Similar analysis
with the Holst term (with non-minimally coupled fermions) [18–20] and the Nieh-Yan term (with minimally coupled
fermions) [16] has already been attempted before. Apart from the crucial fact that the gravitational part of our action
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is different from those studied in literature so far, there are several other differences in our approach. Since we are
motivated by PGT where the initial action is invariant under local Poincare transformations, our starting variables are
different from those used in Refs.[18, 19]. Unlike the treatment in Ref.[20] we do not break up our variables into the
torsion dependent and independent pieces. Moreover, since we do not have the Holst term, the techniques developed
in Ref.[25] for dealing with second-class constraints and used in Refs.[16, 20] are not available to us. Also, unlike the
treatments in Refs.[18–20], we fix the time gauge after we have found all the second-class constraints and obtained a
consistent Hamiltonian system. Furthermore, the Barbero-Immirzi parameter in loop quantum gravity obtains a new
understanding in our formulation.
On solving the basic variable ΠaI , torsion gets related to the fermionic degrees of freedom via Eq.(55) which is
as same as the one obtained in Ref.[16]. Further, solution of the second-class constraint Cai gives the SU(2) spin
connection Γia in terms of the densitized triad. This differs from the spin connection in GR [6] only by a term which
depends on the fermions. In the final step we obtain the connection dynamics by defining a new connection Aia which
is algebraically in the same form as the Ashtekar-Barbero connection without torsion. However, unlike the torsion-free
case, the Kia part comes from the ω
0i
a part of the SO(1, 3) connection which is not torsion free. As a result it is
not obvious if Kia can be directly related to the extrinsic curvature Kab on shell. While the vector constraint (87) is
standard, the additional terms in our Hamiltonian constraint (88) are somehow different from the ones obtained in
literature. Although these constraints can be loop quantized using existing techniques, it may be possible to rewrite
them in a form more convenient for loop quantization. We leave this issue for future research. The present work at
least opens the door to extending loop quantization techniques from standard GR to more general PGT of gravity.
It should be remarked that, as a result of non-minimally coupled fermionic matter and the ansatz ε = α2 , the
coupling constant α in our starting action totally disappears from the Lagrangian equations of motion. However, in
the Hamiltonian connection formalism, the new connection Aia and thus the constraints depend on the parameter
α explicitly. This is somehow required by the SU(2) gauge theory formulation. A similar case happens also in the
connection dynamics derived from the generalized Palatini action. It is still interesting to consider the general case
when the two coupling parameters are not related to each other and thus the gauge theory is different from Palatini
theory. We leave this open issue for future study. Nevertheless, an enlightening result of our formulation is that the
Barbero-Immirzi parameter in loop quantum gravity acquires its physical meaning as the coupling constant between
the Hilbert-Palatini term and the quadratic torsion term. In fact, this parameter measures the relative contribution
of torsion in comparison with curvature in the action for this Poincare gauge theory of gravity. However, it should be
noted that, the SU(2) gauge theory which we obtain is based on the particular choice of basic canonical variables by
Eq.(83). An alternative choice is to cancel all the α-dependent terms in Eq.(78). Then it is still possible to obtain,
via a canonical transformation, a SU(2) gauge theory in which the connection does not depend on the coupling
parameters of the starting action but on an arbitrary constant appearing in the canonical transformation.
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Appendix A: Gamma Matrix
In this section we collect some of the standard properties of Dirac matrices which we have used in previous sections.
The γ matrices, in any dimension, satisfy the Clifford algebra
{γI , γJ} = γIγJ + γJγI = 2ηIJ (A1)
where ηIJ is the flat Minkowski metric. We shall restrict ourselves to 4 dimensions and choose the signature (−+++)
which is different from the signature usually used in QFT. In this signature the above relation can be decomposed as
γ0
2 = −I4 ; γi2 = I4.
This implies that γ0 is anti-Hermitian while γi is Hermitian. Note that all the γ matrices are unitary. We also define
the commutator σIJ :=
1
4 [γI , γJ ] and another standard combination γ5 := iγ0γ1γ2γ3. It is easy to check that (γ5)
2 = I
and (γ5)
† = γ5. In the Weyl representation, commonly used for massless fermions, the Dirac matrices can be explicitly
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written as
γ0 =
(
0 iI2
iI2 0
)
; γi =
(
0 −iσi
iσi 0
)
; γ5 =
( −I2 0
0 I2
)
.
In this paper we have used the following standard identities
{γ5, γI} = 0 = [γ5, σIJ ] ;
[γK , σIJ ] = ηK[IγJ] ; {γK , σIJ} = iǫKIJLγ5γL. (A2)
Appendix B: 3 + 1 Decomposition
In this section we give the parametrization of the tetrad and the co-tetrad fields which we use in this paper. They
read [25]
etI = −N
I
N
; eaI = V aI +
NaN I
N
,
etI = NNI +N
aVaI ; eaI = VaI , (B1)
with N IVaI = 0 ; N
INI = −1. (B2)
What we have done is that we have reparametrized the 16 degrees of freedom of eµI into 20 fields given by (B1)
subject to the 4 relations (B2). Note that this is just a convenient reparametrization of the initial variables. From
these definitions, the following identities also hold:
V aIVbI = δ
a
b ; V
aINI = 0 ; Na := VaIV
I
b N
b,
V aIV Ja = η
IJ +N INJ . (B3)
In terms of these fields the metric takes the standard form
gµν =
( −N2 +NaNa Na
Na VaIV
I
b
)
.
It is easy to see that
g := det(gµν) = −N2det(VaIV Ib ),
e := |det(eµI)| = N
√
det(VaIV Ib ) = N
√
det(qab) = N
√
q.
Using the definitions given above we can also prove the following two identities which have been used in our analysis,
− eea[IebJ] =
N2
e
Π
[a
IKΠ
b]
JLη
KL +N [aΠ
b]
IJ , (B4)
ΠaIJ =
√
qV a[INJ] ⇒ V aI = −
1√
q
ΠaIJN
J . (B5)
Appendix C: Determination of λIJa
In this section we show how to obtain λIJa from Eqs. (64) and (65). First let us consider C˙
a
I . Using Eqs.(34-37),
we get
C˙aI (η
I
a) =
{
CaI (η
I
a),
(
ΦaIJ(λ
IJ
a ) +H(N)
)}
=
∫
Σ
d3xǫabcηIbV
J
c
[(
αλIJa + ǫIJKLλ
KL
a
)− αN√
q
(
Daλ σIJΠ−Π σIJDaλ
)] ∀ ηIb . (C1)
For convenience, we define
XIJa :=
(
αλIJa + ǫIJKLλ
KL
a
)− αN√
q
(
Daλ σIJΠ−Π σIJDaλ
)
. (C2)
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Thanks to this definition, it is easy to see from Eq.(C1) that
C˙aI ≈ 0 ⇒ ǫabcV Jc XIJa = 0. (C3)
Eq.(C2) can easily be inverted to express λIJa in terms of X
IJ
a as
λIJa =
α
α2 + 4
[
αN√
q
(
Daλ σIJΠ−Π σIJDaλ
)− N√
q
ǫIJKL
(
Daλ σ
KLΠ−Π σKLDaλ
)
+XIJa −
1
α
ǫIJKLX
KL
a
]
.
(C4)
Now let us consider χ˙ab. We have
χ˙ab(σab) =
{
χab(σab),Φ
a
IJ(λ
IJ
a )
}
+
{
χab(σab),
(
CaI (γ
I
a) +H(N)
)}
= −
∫
Σ
d3x2σabλ
IJ
c ǫ
acdǫIJKLV
b
KV
L
d +
∫
Σ
d3xσabΣ
ab , ∀ σab, (C5)
where we have defined
∫
Σ
d3xσabΣ
ab :=
{
χab(σab),
(
CaI (γ
I
a) +H(N)
)}
. The explicit form of Σab is very complicated
and can be calculated using Eqs. (54), (61) and (63). However we do not need the explicit form of Σab. We are
interested in solving for λIJa which only comes from the first part of Eq. (C5). After some more algebra we obtain
the equation in terms of XIJa as
χ˙cd ≈ 0 ⇒ Σcd + α
α2 + 4
[
2V cI V
d
I Π
a
KLX
KL
a −
(
V aI V
d
I Π
c
KL + V
a
I V
c
I Π
d
KL
)
XKLa
−ǫcab
(
αN√
q
ǫIJKL
(
Daλ σ
KLΠ−Π σKLDaλ
)
+
4N√
q
(
Daλ σ
IJΠ−Π σIJDaλ
))
V dI V
J
b
−ǫdab
(
αN√
q
ǫIJKL
(
Daλ σ
KLΠ−Π σKLDaλ
)
+
4N√
q
(
Daλ σ
IJΠ−Π σIJDaλ
))
V cI V
J
b
]
≈ 0. (C6)
Using Eqs.(C3) and (C6), after a long calculation we get
XIJa =
1
4
√
q
[
Va[INJ]ǫ
defAKLd VeKVfL + Vc[INJ]ǫ
cefAKLe VaKVfL +AeK[JNI]ǫ
defVdLV
L
a VfK
]
+
α2 + 4
4α
√
q
[
1
2
Va[INJ]Σ
cdV Kc VdK − Vc[INJ]ΣcdV Ka VdK
]
(C7)
where, for brevity of notation, we have defined
AIJa :=
αN√
q
ǫIJKL
(
Daλ σ
KLΠ−Π σKLDaλ
)
+
4N√
q
(
Daλ σ
IJΠ−Π σIJDaλ
)
.
Putting Eq.(C7) into Eq.(C4), we get λIJa .
[1] F. W. Hehl, P. Von Der Heyde, G. D. Kerlick and J. M. Nester, General relativity with spin and torsion: foundations and
prospects, Rev. Mod. Phys. 48 (1976) 393.
[2] M. Blagojevic, Gravitation and Gauge Symmetries, Bristol, UK: IOP (2002) 522 p.
[3] M. Blagojevic, F. W. Hehl, Gauge Theories of Gravitation, arXiv:1210.3775.
[4] A. Ashtekar, New variables for classical and quantum gravity, Phys. Rev. Lett. 57, 2244 (1986); New Hamiltonian formu-
lation of general relativity, Phys. Rev. D 36, 1587 (1987).
[5] J. F. Barbero G., Real Ashtekar variables for Lorentzian signature space times, Phys. Rev. D 51, 5507 (1995)
[gr-qc/9410014]; G. Immirzi, Real and complex connections for canonical gravity, Class. Quant. Grav. 14, L177 (1997)
[gr-qc/9612030].
[6] T. Thiemann, Modern Canonical Quantum General Relativity, Cambridge, UK: Cambridge Univ. Pr. (2007) 819 p.
[7] C. Rovelli, Quantum Gravity, Cambridge, UK: Cambridge Univ. Pr. (2004) 455 p.
[8] A. Ashtekar and J. Lewandowski, Background independent quantum gravity: A status report, Class. Quant. Grav. 21,
R53 (2004) [gr-qc/0404018].
18
[9] M. Han, Y. Ma and W. Huang , Fundamental structure of loop quantum gravity, Int. J. Mod. Phys. D 16, 1397 (2007)
[gr-qc/0509064].
[10] X. Zhang and Y. Ma, Extension of loop quantum gravity to f(R) theories, Phys. Rev. Lett. 106, 171301 (2011).
[11] X. Zhang and Y. Ma, Loop quantum f(R) theories, Phys. Rev. D 84, 064040 (2011).
[12] X. Zhang and Y. Ma, Nonperturbative Loop Quantization of Scalar-Tensor Theories of Gravity, Phys. Rev. D 84, 104045
(2011).
[13] S. Holst, Barbero’s Hamiltonian derived from a generalized Hilbert-Palatini action, Phys. Rev. D 53,5966 (1996)
[arXiv:gr-qc/9511026].
[14] N. Barros e Sa, Hamiltonian analysis of general relativity with the Immirzi parameter, Int. J. Mod. Phys. D 10,261 (2001)
[arXiv:gr-qc/0006013].
[15] H. T. Nieh and M. L. Yan, An identity in Riemann-Cartan geometry, J. Math. Phys. 23, 373 (1982) ; H. T. Nieh and C.
N. Yang, A torsional topological invariant, Int. J. Mod. Phys. A 22, 5237 (2007); O. Chandia and J. Zanelli, Topological
invariants, instantons and chiral anomaly on spaces with torsion, Phys. Rev. D 55, 7580 (1997) [hep-th/9702025].
[16] G. Date, R. K. Kaul and S. Sengupta, Topological interpretation of Barbero-Immirzi parameter, Phys. Rev. D 79, 044008
(2009) [arXiv:0811.4496 [gr-qc]].
[17] K. Banerjee, Some aspects of Holst and Nieh-Yan terms in general relativity with torsion, Class. Quant. Grav. 27, 135012
(2010) [arXiv:1002.0669 [gr-qc]].
[18] A. Perez and C. Rovelli, Physical effects of the Immirzi parameter, Phys. Rev. D 73, 044013 (2006) [gr-qc/0505081].
[19] S. Mercuri, Fermions in Ashtekar-Barbero-Immirzi formulation of general relativity, Phys. Rev. D 73, 084016 (2006)
[gr-qc/0601013]; S. Mercuri, From the Einstein-Cartan to the Ashtekar-Barbero canonical constraints: passing through the
Nieh-Yan functional, Phys. Rev. D 77, 024036 (2008) [arXiv:0708.0037 [gr-qc]].
[20] M. Bojowald and R. Das, Canonical gravity with fermions, Phys. Rev. D 78, 064009 (2008) [arXiv:0710.5722 [gr-qc]].
[21] S. Alexandrov, Immirzi parameter and fermions with non-minimal coupling, Class. Quant. Grav. 25, 145012 (2008)
[arXiv:0802.1221 [gr-qc]].
[22] L. Freidel, D. Minic and T. Takeuchi, Quantum gravity, torsion, parity violation and all that, Phys. Rev. D 72, 104002
(2005) [hep-th/0507253].
[23] G. Date and G. M. Hossain, Matter in loop quantum gravity, SIGMA 8, 010 (2012) [arXiv:1110.3874 [gr-qc]].
[24] J. Yang, K. Banerjee and Y. Ma, Hamiltonian analysis of R+T 2 action, Phys. Rev. D 85, 064047 (2012) [arXiv:1201.0563
[gr-qc]].
[25] P. Peldan, Actions for gravity, with generalizations: A review, Class. Quant. Grav. 11, 1087 (1994) [arXiv:gr-qc/9305011].
[26] C. Liang and B. Zhou, Introductory Differential Geometry and General Relativity, Vol.3, 2nd edition (in Chinese, Science
Press, Beijing, 2009).
[27] T. Thiemann, QSD 5: Quantum gravity as the natural regulator of matter quantum field theories, Class. Quant. Grav.
15, 1281 (1998) [gr-qc/9705019]; Kinematical Hilbert spaces for Fermionic and Higgs quantum field theories, Class. Quant.
Grav. 15, 1487 (1998) [gr-qc/9705021].
