ABSTRACT Transfer learning has been found helpful at enhancing the target domain's learning process by transferring useful knowledge from other different but related source domains. In many applications, however, collecting and labeling target information is not only very difficult but also expensive. At the same time, considerable prior experience in this regard exists in other application domains. This paper proposes a feature-based transfer learning method based on distribution similarity that aims at the partial overlap of features between two domains. The non-overlapping features are completed by leveraging the distribution similarity of other features within the source domain. Features of the two domains are then reweighted in accordance with the distribution similarity between the source and target domains. This, in turn, decreases the distribution discrepancy between the two domains, therefore achieving the desired feature transfer. Results of the experiments performed on Facebook and Sina Microblog data sets demonstrate that the proposed method is capable of effectively enhancing the accuracy of the prediction function.
I. INTRODUCTION
With rapid development in computer science and technology and the widespread use of the internet, massive volumes of data are being generated at any point of time. Exploiting this valuable information through machine learning is a major challenge at hand, and it has attracted increased attention in recent times. In many cases, the collection and labeling of samples belonging to the source domain is found to be difficult and expensive. Meanwhile, there may exist plenty of related domains, wherein, based on prior experience gained from other applications, techniques for accurate identification of such samples may already exist. Transfer learning offers an effective means to solve the problem of sparse data and/or knowledge. This is accomplished by leveraging the knowledge shared between domains and enhancing the target domain's learning capability by transferring useful knowledge from other different but related source domains to the target domain. Transfer learning has recently attracted considerable interest owing to its characteristics of utilizing prior experience as well as the capability to perform analogical learning.
One peculiar assumption of traditional machine-learning methodologies is that the training as well as testing data are taken from the same domain. As a result, the input feature space and data distribution characteristics are identical [1] . In many real-world applications, this assumption does not hold. The primary reason behind this is the difficulty and high cost involved in collecting and labeling the samples. Transfer learning possesses the inherent advantage of relaxing this assumption. As long as the domains possess the shared knowledge, transfer learning models can be readily used in model training and prediction applications.
There exist three types of shared knowledge-instance sharing, feature sharing, and parameter sharing-between the source and target domains [1] . Based on the type of shared knowledge, transfer learning has three different strategies and implementations-instance-based, feature-based, and parameter-based transfer learning. To deal with the similar and overlapping feature space among different domains, this paper focuses on the transfer of features between different domains through feature-based transfer learning.
The proposed method is a two-step process based on the assumption that the feature space of the target domain is a subset of that of the source domain. In the proposed method workflow, the features of the source domain are first split into completing-and overlapping-feature subsets. The most similar characteristic of each feature in the completingfeature subset of the source domain is then determined by calculating the similarity between the completing-and overlapping-feature subsets. Based on the mean value of each feature in the source domain, corresponding features in the target domain are completed by the ratio of their mean values and the mean value of the most similar feature. The features are then reweighted by calculating the similarity of each pair of features between the two domains. The more similar the features in the two domains, the greater the weight assigned to them. The experimental results obtained by applying this technique to real-world datasets of Facebook and Sina Microblog demonstrate that the proposed feature-based transfer learning method, which fully considers the distribution discrepancy between domains, is capable of obtaining more accurate results compared to other machine-learning algorithms.
II. RELATED WORK
Researchers in the past have proposed many methods to realize feature-based transfer learning and demonstrated their applications. Feature-based transfer learning can be applied when features across domains are somewhat similar and partially overlap.
Through a series of experiments on the impact of target dataset size and source/target domain similarity, Bernico et al. [2] proved that more data and a similar distribution is always beneficial for transfer learning. To minimize the resulting distribution of the training data and target data, assigning an importance weight to all samples using the Kullback-Leibler divergence was introduced in [3] . In order to match any two task distributions as closely as possible, learning of multi-task clustering can be accomplished by the reproducing kernel Hilbert space that was proposed in [4] . Similarly, based on the distribution of its voxels in feature space, a weighted classifier was proposed to minimize the difference between the weighted probability density function (PDF) of image domains [5] . Further, Farajidavar et al. [6] used local transformations applied to each source sample to further increase the similarity between the marginal distributions of the datasets.
A feature mapping decision method based on graph matching algorithms was proposed to choose a better source domain according to their divergence among multiple domains [7] . A novel transfer learning approach presented in [8] and [9] is capable of identifying constant and variable features between two datasets by calculating their similarity weight, and provides a solution to a convex optimization problem of determining various distributed features. The effect of different semantic similarity spaces on the type of transfer is then analyzed, and a generic transfer metric learning framework is proposed to introduce a hierarchical knowledgerepresentation model based on the embedded structure in the attribute semantic space. Although the effectiveness of feature-selection and reweight methods has been proven in the above-mentioned studies, the relative importance of feature parameters was not considered in [3] - [7] , and the approaches proposed in [8] and [9] are only applicable to domains having the same feature space. The study proposed in this paper focuses on feature-based transfer learning between domains having different but overlapping feature spaces. The f-MMD method in [8] only finds the same features in both domains whose distributions vary. This work does not consider different features, which may have useful knowledge.
III. PRELIMINARIES A. PROBLEM DESCRIPTION
In a given domain D = {X, P(X)} and target T = {Y , f (·)}χ, represents the feature space, P(X) is the marginal probability density, Y represents the label space, and f (·) is the prediction function. The source and target domains are denoted a D S = {X S , P(X S )} and D T = {X T , P(X T )}, respectively. Further, X ={x 1 , · · · , x n } ∈ χ , where x i represents the feature vector of the i-th instance, and {F 1 , · · · , F n } denotes the feature space that includes n features.
If
this means that the source and target domains are relative and overlapping. In this context, the proposed feature-based transfer learning method represents a process that seeks to improve the target prediction function f T (·) by using related knowledge from D S and T S , where P(X S ) = P(X T ).
B. KULLBACK-LEIBLER DIVERGENCE
Given two probability distributions, P and Q, the KullbackLeibler (KL) divergence is a measure of how P diverges from Q [10] . For discrete probability distribution functions P and Q, the KL divergence is defined as (1) [11] ,
(
For distributions P and Q of a continuous random variable, the KL divergence can be obtained from (2) [12] ,
Typically, P is a real probability distribution, while Q represents a theoretical or an approximate distribution. The smaller the KL divergence between P and Q, the greater is the similarity between them. This characteristic forms the direct basis of measuring the degree of similarity between two distributions and provides a means to complete the nonoverlapping features and accomplish reweighting of the features in the two domains.
IV. FEATURE-BASED TRANSFER LEARNING BASED ON DISTRIBUTION SIMILARITY
In the process of feature-based transfer learning, the ability (or the lack of it) to fully exploit the latent knowledge in the source and target domains directly affects the accuracy of the prediction function. If one only considers the overlapping features, the knowledge in the non-overlapping features would be entirely ignored. Completing the non-overlapping features is advantageous when modeling the transfer learning algorithm.
The source and target feature domains, which may find different applications, are significantly different and possess marginally different probability densities. If samples from the source domain are directly transferred into the target domain, the prediction accuracy of transfer learning would decrease remarkably and may even lead to a negative transfer. Therefore, post transfer, the features in both domains are reweighted, thereby reducing the distribution discrepancies and facilitating knowledge transfer.
A. FEATURE COMPLETION BASED ON SIMILARITY CALCULATION
In order to complete the non-overlapping features of the two domains, finding the most similar feature set forms a major challenge. The more similar the features, the greater the relationship between the two domains. Therefore, the values of non-overlapping features of the domains could be set with values of their most similar features.
There are four possible relations of the marginal probability density in the domain of P(X), 1) is large, but P j (x) is small; 2) P i (x) is small, but P j (x) is large; 3) P i (x) is large while P j (x) is also large; and 4) P i (x) is small while P j (x) is also small. Here, P i (x) and P j (x) are the probability of the i-th and j-th feature of the sample x. Relations 1 and 2 above represent a negative correlation, while 3 and 4 denote a positive correlation. Within a sample x, Relations 1 and 3 are mutually exclusive, and the same applies to 2 and 4. The KL divergence characteristic is consistent with 3. When P i (x) is large, the most similar feature set can be obtained from (3),
where F i is the data set of the i-th feature. When P i (x) is small, it is hard to identify a P(j) that is consistent with relation 3 using (3). This is because large probabilities play a dominant role in the KL divergence equation but low probabilities do not. In this case, an improved KL divergence, which is consistent with relation 4, is presented in (4) . Noting that in (4), the parameters P(i) and Q(i) are replaced by
When P i (x) is small, the most similar feature set can be obtained from (5)
The non-overlapping features of the samples, which need to be completed, are determined using (6)
Here, the i-th and j-th features are the pair of most similar features from (5). If F S ⊃ F T , F i and F j represent the mean of
Algorithm 1 Feature Completion Based on Similarity Calculation
Inputs: The source and target domains, D S = {X S , P(X S )} and D T = {X T , P(X T )}, respectively, features (3) is selected. Otherwise, the most similar feature set is obtained using (5) . The pseudocode for feature completion is given in Algorithm 1.
B. TRANSFER FEATURES USING THE REWEIGHTING METHOD
In most transfer learning cases, the source domain contains large numbers of samples, while the target domain has only small numbers of samples. In such a scenario, direct transfer of knowledge between the two domains may lead to an exaggerated effect of the source domain tending to overshadow the effect of the target domain on account of the smaller size of the target-domain features. The discrepancies in marginal probability distributions of the two domains affect the precision of the transfer learning process.
Among the four relationships of the marginal probability density between D S and D T , relations 1 and 2 indicate that the probabilities are quite different. while the other two relations indicate that the probabilities are the same. The more similar two domains are, the more the prediction results benefit from the transfer of useful knowledge. Therefore, a reweighted method that increases the weights of the features that have similar probability can be beneficial for the transfer of latent knowledge.
In order to implement an effective transfer of knowledge, the features of the two domains are subsequently reweighted using (7),
where n is the number of source subsets, D KL (P k ||Q k ) is the KL divergence of the i-th feature between the source subset and target dataset, and δ is a regulatory factor. The KL divergence is applied to calculate the weight of each feature, and the source domain is split into several subsets to resolve the inconsistency in dataset size between the source and target domains. In (7), the greater the similarity between 
calculate w i of each feature by (7) 4: return w = (w 1 , · · · , w n ).
two features (consistent with relation 3, above), the larger is the weight assigned to the features. Therefore, a feature will be assigned a larger weight if the marginal probability distributions of the feature in the two domains are similar. Algorithm 2 illustrates the feature transfer method.
V. EXPERIMENTS A. DATASET DESCRIPTION
The dataset used for the experiments was acquired from myPersonality [13] and the public data pool of Sina Weibo [14] , the most popular Chinese social media platform (the so-called ''Chinese Twitter'') [15] . The Sina Weibo dataset was provided by TextMind [16] and includes Weibo users' Big Five questionnaire data as well as their publicly available Weibo profiles. TextMind is a Chinese-language psychological analysis system that provides easy access to the preferences and degrees of different categories in text. Likewise, myPersonality is a popular Facebook application, with which users complete a standard Big Five personality questionnaire and consent to recording their responses and Facebook profiles. Given the Sina Microblog user profile of a person and an arbitrary Facebook profile labeled by the Big Five personality traits, the experiments discussed herein were performed to transfer the Facebook dataset into the Sina dataset thereby facilitating the prediction of Sina users' BIG 5 labels.
The myPersonality project provides a Facebook dataset that includes 64 features. These features were extracted using Linguistic Inquiry and Word Count (LIWC2007), which is a widely used natural language processing tool that provides the proportion of language use in different psychological categories. For the Weibo data, we used TextMind, developed on the basis of a Simplified Chinese version of LIWC [17] , for feature extraction. TextMind automatically segments Chinese words and provides 102 features from different psychological categories, and these features, in turn, include all categories of LIWC2007. Table 1 illustrates the features of LIWC2007 and TextMind.
In psychology, the Big Five personality traits [18] openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism-represent a model based on common language descriptions of personality. The original Big Five personality trait score lies in the range of 1 to 5. The openness personality trait is chosen as the preferred label of the samples in the Facebook and Sina Microblog datasets used in this experiment. Samples with an openness score less than 3 are labeled as the low class. Likewise, samples with an openness score greater than 4.5 are labeled as high class. As a result, a source domain, comprising 10,853 highclass samples and 9,947 low-class samples was selected from the Facebook dataset. Similarly, a target domain comprising 231 high-class samples and 191 low-class samples was selected from the Sina Microblog dataset. Two thirds of the total number of samples in the target dataset were randomly chosen as part of the training dataset, and the remaining samples were considered part of the testing dataset. Table 2 provides a description of these samples. 
B. EXPERIMENTAL PROCEDURE
The non-overlapping features of the Facebook dataset were first completed in accordance with Algorithm 1. The 37 most similar feature pairs acquired in this step are listed in Table 3 .
From Table 3 , it can be seen that there are only four feature pairs that are different in s i when compared to s i . This implies that the remaining feature pairs satisfy either relation 3 or relation 4, as described in Section III-A. This consistency indicates that the different features in the two domains are strongly correlated on account of similarities in the content of the two blogs. This correlation exists regardless of whether the marginal probability densities of the concerned domains are large or small. Meanwhile, the vast majority of the divergence results were found to have small values, thereby forming the basis for the feature completion. The four largest KL divergence values that were found to exceed 1 were Exclamation, Colon, Quote, and NumAtMention. This result indicates that punctuations and emoticons demonstrate a smaller correlation with the blog content compared to other features. Figures 1 and 2 give the range of the traditional and improved KL divergence parameters. It shows that for most features, almost all of the most similar feature pairs have a small KL divergence either in the high-or low-class datasets, and these similar features can be the basis for completing the non-overlapping features.
Based on similar feature subsets, the samples in the Facebook dataset are completed using (6) . In the completion process, when s i and s i have the same feature, the feature is set as x j . When the s i feature is not the same as the s i feature, such as Present and Tfuture features, the selection of x j depends on the comparison result of the actual value of the feature with its mean value.
Subsequently, the Facebook high-and low-class datasets were split into 50 and 70 subsets, respectively. Each subset had the same size as the Sina training dataset. To prevent the denominator from becoming zero, parameter δ was set to half of the minimum nonzero KL divergence of the features, and the features of the Facebook and Sina Microblog datasets were reweighted using (7) .
With the new completed and reweighted Facebook and Sina Microblog datasets, classification accuracies were calculated using SVM, k-NN, and Naïve Bayes algorithms. These three algorithms were individually applied to predict the personality of the Sina Microblog user while using only the Sina Microblog dataset. Table 4 lists the prediction results obtained using the three algorithms. Furthermore, the proposed method was compared with three other baseline transfer learning techniques-Tradaboost [19] , feature augmentation method (FAM) [20] , and f-MMD [8] . Table 5 provides the results of this comparison.
C. COMPARISON
As can be appreciated from Table 4 , the use of transferred datasets leads to an improvement in the prediction results obtained using the three algorithms, thereby proving the viability of the proposed feature-based transfer learning method. Furthermore, the k-NN classifier outperformed the Naïve Bayes and SVM algorithms, although the improvement of the latter is not conspicuous.
The Naïve Bayes algorithm is based on the assumption of a normal distribution of features in order to handle continuously varying feature sets. This assumption affects the accuracy of prediction with this algorithm. The improvement in the prediction accuracy of the Naïve Bayes algorithm using the reweighted dataset proves that the proposed method reduces the distribution discrepancy between the source and target domains.
When predicting personality exclusively with the Sina Microblog dataset, the prediction performance of the SVM classifier was found to be best. This may be attributed to its high prediction accuracy, despite having a small training dataset.
The comparison results in Table 5 indicate that the proposed method was roughly 4%, 6%, and 8% more precise than the f-MMD, Tradaboost, and FAM transfer methods, respectively. The FAM was the least precise. This is because only the mean value of the features was selected as the common feature set with the FAM. The reason the f-MMD method does not achieve better classification performance is the unbalanced sample sizes of the domains. Here, the Facebook source domain dominates the precision of the classifier. Table 5 also demonstrates the effectiveness of the proposed feature-based transfer learning method.
VI. CONCLUSION
This paper proposed a method for feature-based transfer learning on the condition that the features of the source and target domains share a certain degree of partial overlap. Nonoverlapping features are completed using the most similar feature set of the two domains. The most common feature set is obtained from the overlapping features of the two domains. The distribution discrepancy between the source and target domains is reduced by reweighting the features in order to transfer useful knowledge. The experiments performed on a large-scale Facebook dataset and small-scale Sina Microblog dataset, as discussed in this study, demonstrated the accuracy of the proposed method. His research interests include cyber psychology, online/offline behavioral data mining, the psychological aspects of online social networks, and artificial intelligence. VOLUME 6, 2018 
