Fast content-based image retrieval is still a challenge for computer systems. We present a novel method aimed at classifying images by fuzzy rules and local image features. The fuzzy rule base is generated in the first stage by a boosting procedure. Boosting meta-learning is used to find the most representative local features. We briefly explore the utilization of metaheuristic algorithms for the various tasks of fuzzy systems optimization. We also provide a comprehensive description of the current best-performing DISH algorithm, which represents a powerful version of the differential evolution algorithm with effective embedded mechanisms for stronger exploration and preservation of the population diversity, designed for higher dimensional and complex optimization tasks. The algorithm is used to fine-tune the fuzzy rule base. The fuzzy rules can also be used to create a database index to retrieve images similar to the query image fast. The proposed approach is tested on a state-of-the-art image dataset and compared with the bag-of-features image representation model combined with the Support Vector Machine classification. The novel method gives a better classification accuracy, and the time of the training and testing process is significantly shorter.
Introduction
Content-based image retrieval (CBIR) systems allow for browsing, searching and retrieving images relevant to the query. With the popularity of imaging devices, the demand for such systems is growing. To design a CBIR system, we need to develop image representation in the form of relevant features. Then, we have to compare the features efficiently as we usually deal with collections of thousands to billions of images. The similarity between images is traditionally reflected by the -69 10 .2478/jaiscr-2020-0005 similarity between their features. At the beginning of the century, methods based on local image features [38, 41, 42, 45, 64] started to gain popularity with the most popular SURF [5] , SIFT [38] or ORB [57] invariant local features. Despite the popularity of the image keypoints, image retrieval of images similar to the query image is not easy. Objects can be recorded under various angles and perspectives. Images and objects can be described by many kinds of features such as color [29, 33, 47] , textures [14, 23, 31, 65] , shape [30, 32, 73] or edge detectors [85] . The output of these methods is one or more descriptor vectors which have to be compared in order to search for images. Such comparison is enormously time consuming, and there is ongoing worldwide research aimed at speeding up the process. The next partial breakthrough, after local invariant features, was adopting the bag of words model from information retrieval to computer vision. Yet, the current state of the art in the case of high dimensional computer vision applications is not fully satisfactory. The literature presents countless methods and variants utilizing e.g. a voting scheme or histograms of clustered keypoints. They are mostly based on some form of approximate search. One of the solutions to the problem can be descriptor vector hashing. In [19] the authors proposed a locality-sensitive hashing method for the approximate nearest neighbour algorithm. In [45] the authors built a hierarchical quantizer in the form of a tree. Such a tree is a kind of an approximate nearest neighbour algorithm and constitutes a visual dictionary.
As aforementioned, the bag-of-features (BoF) approach [27, 48, 64, 78, 82 ] is a popular image retrieval and classification method. In BoF, histograms of descriptors are computed and the method can be modified, e.g. by applying the earth mover's distance, presented in [27] . The main problem with this family of methods is that vector comparison is very time consuming, and if we add new classes, the set of histograms needs to be rebuilt. Our approach is a fast index of descriptors based on fuzzy rules. The words used in BoF are a somewhat similar concept to the fuzzy rules from our approach.
In this paper we present a method for classifying and fast retrieving images (partially inspired by [70, 77, 84] ) which uses boosting metalearning to search for the most salient image features. In [70, 77] certain feature values become weak classifiers for detecting faces. In our approach AdaBoost is used to select the salient image descriptors to generate fuzzy rules which use fuzzy sets to describe information [61, 62] . We draw randomly one descriptor from the positive set to make a base for a new fuzzy rule (new classifier). The parameters of this rule are changed to better accommodate the rule to its class. Then, the differential evolution SHADE algorithm described in Section 2 is used to optimise the fuzzy rule base. We chose SHADE as it proved to work well in high-dimensional search spaces. The presented approach can use various image local features, hand-crafted (e.g. SIFT or SURF) and learned ones. The remainder of the paper is organised as follows. In Section 2 we briefly explore the utilization of metaheuristic algorithms for the various tasks of fuzzy systems optimization and the SHADE algorithm. In Section 3 we present the fuzzy rule generation algorithm. In Section 4 we provide a description of a new, query image classification and the retrieval of similar images. Section 5 compares the algorithm with an established image retrieval algorithm and Section 6 concludes the paper.
Metaheuristics for Fuzzy Rules
Currently, there exist many types of fuzzy systems (FS) and Fuzzy rule-based systems (FRBS) with different structures, features, and requirements for robust and effective optimization and learning. The need for effective optimization and learning of highly-accurate FSs/FRMSs is in most cases motivated by the requirement to efficiently process high-dimensional and high-volume data for which a manual (apriori knowledge) design by experts is not feasible [4] . The metaheuristic algorithms are then a clear choice.
A wide portfolio of metaheuristic techniques, including all classic evolutionary and swarm-based algorithms, altogether with the symbolic nature of some evolutionary methods (e.g., genetic programming), have been introduced for the design, learning, and optimization of FSs/FRBSs [16, 15, 22] , thus creating evolutionary (genetic) fuzzy systems [16] . Algorithms such as ant colony optimization (ACO) [13] , genetic algorithms (GA) [12] , genetic programming (GP) [25, 24, 7] , multigene genetic programming [34] , artificial bee colony (ABC) optimization [6] , differential evolution (DE) [36, 53, 71, 40] , especially its stateof-the-art version SHADE/L-SHADE [72] , have all been used to address research tasks. Also, multi-objective optimization has become an important approach for optimal design and learning of FSs/FRBSs [58, 56, 2] .
All above-mentioned metaheuristic methods have addressed various aspects of FSs/FRBSs design including rule base learning [13, 7, 16, 4, 34, 6, 1] and optimization [16, 25, 44, 37] , membership function scaling and tuning [16, 12] , evolutionary synthesis of fuzzy rules [35] , and so on.
There is a broad application field of evolutionary optimized (synthesized) FSs such as fuzzy intrusion detection system [20], classification of healthcare data [44] , decision support in healthcare [1] , medical diagnostics [26], advanced driver assistance systems [36] , linguistic modelling [15, 16] or deep evolving fuzzy neural networks [52] .
Finally, FS/FRBS optimization and design can be seen as a challenging high-dimensional optimization problem, mostly with many objectives. Since the modern DE versions have been used in the most recent frameworks (like DECO3RUM) [72, 71] and single/multi-objective applications [36] , the following text is focused on this powerful algorithm.
Among the existing implementations of metaheuristic algorithms for fuzzy rules optimization, DE [66] modifications such as DISH [75] and others [18, 50, 51] can be considered. DE has been thoroughly investigated with an emphasis on the theoretical insight and insights into inner population dynamics [81, 76, 68, 46] . The DE algorithmbased family is often represented in contests at the Congress on Evolutionary Computation (CEC) [54, 17, 43, 39, 55, 79] . For this reason, we expect these advanced versions of DE to be effective for the fuzzy rules optimization problem, especially in high dimensional applications. One of the newest DE algorithms is the Success-History based Adaptive Differential Evolution (SHADE) [67] , which has a line of recent improvements following JADE [83] that is based on jDE [9] , upgraded as L-SHADE [69] , SPS-L-SHADE-EIG [28], LSHADE-cnEpSin [3] , jSO [11] , aL-SHADE [49] , and most recently, DISH [75] . To make the paper selfcontained we describe the canonical DE followed by necessary improvements leading to the most recent DISH version.
The canonical 1995 DE computes the parameters via evolution of a set of solutions of population P of size NP and is based on parameter estimation through evolution from a randomly generated set of solutions using population P, which has a preset size of NP. Individuals are vectors x of length D. Objective function f (x) expresses the quality of the solution. First, all individuals in the initial population P are uniformly generated at random with
then, three indices r 1 , r 2 , and r 3 , are used to compute a differential vector (hence the name DE for the algorithm) and combine it
which is then taken into crossover with the current vector at index i
and then a selection operator yields a new vector x i,G+1 at this location i for next generation G + 1
The SHADE algorithm has a self-adaptive mechanism of control parameters i.e. scaling factor F and crossover rate CR and is inspired slightly by JADE [83] . The main difference is in the historical memories M F and M CR for successful scaling factor and crossover rate values with their update mechanism.
The mutation scheme "current-to-pbest/1" combines four index-wise mutually different vectors in computation of the mutated vector v, with the index of x pbest being different from r1, r2, and i, as
where x pbest is a randomly selected individual from the best NP × p individuals in the current population. The p value is generated randomly for each mutation by PRNG, with the uniform distribution from the range [p min , 0.2] and p min = 2/NP. Vector x r1 is selected randomly from the current population P. Vector x r2 is obtained randomly from the union of the current population P and external archive A. The scaling factor value F i is given by
where M F,r is a randomly selected value (index r is generated by PRNG from the range 1 to H) from M F memory, and C stands for the Cauchy distribution. Therefore the F i value is generated from the Cauchy distribution with location parameter value M r and scale parameter value of 0.1. If the generated value F i is higher than 1, it is truncated to 1, and if F i is less or equal to 0, it is generated again by (6) .
The crossover uses the very same scheme as in (3), only with the difference, that CR value is not static, but it is generated from a Gaussian distribution with a mean parameter value M CR,r selected from the crossover rate historical memory M CR by the same index r as in the scaling factor case and Standard Deviation value of 0.1:
When the generated CR i value is less than 0, it is replaced by 0, and when it is greater than 1, it is replaced by 1. Selection process is again the same as for the canonical DE (4).
Historical memories M F and M CR serve to store successful values of F and CR used in the mutation and crossover steps. During every single generation, these successful values are stored in their corresponding arrays S F and S CR . After each generation, one cell of M F and M CR memories is updated. This cell is given by index k, which starts at 1 and increases by 1 after each generation. When it overflows the memory size H, it is reset to 1. The new values of the k-th cell for M F and M CR are calculated, respectively
where mean W L () stands for the weighted Lehmer mean (10) and the weight vector w is based on the improvement in the objective function value between the trial and the original individuals in current generation G, as follows
Because both arrays S F and S CR have the same size, it is arbitrary which size will be used for the upper boundary for m in Equation (11).
Another operation that distinguishes L-SHADE from SHADE algorithm is the linear population decrease. The basic idea is to reduce the population size to promote exploitation in later phases of the evolution. Therefore, a new population size is calculated after each generation (12) . Whenever the new population size NP new is smaller than the current population size NP, the population is sorted according to the objective function value, and the worst NP -NP new individuals are discarded. The size of the external archive is reduced as well, using the formula
where NP init is the initial population size and NP f is the final population size. FES and MAXFES are objective function number evaluations and a maximum number of objective function evaluations, respectively.
Later, the iL-SHADE [10] extends L-SHADE by initializing all values in M F and M CR at 0.8, additional historical memory entry M F,H = M CR,H = 0.9, limiting F and CR values in the early stages, and a new formula for computing p for pBest mutation strategy.
Finally, the next algorithmic evolution was represented by the jSO algorithm [11] as the announced winner at the CEC 2017 Competition, and introduces mainly a new weighted version of the mutation strategy and further parameter setup improvements (for details, please, refer to [11] ).
The jSO algorithm was used later as a final stage of the evolving of the DISH algorithm which uses distance based parameter adaptation. The original adaptation mechanism for the scaling factor and the crossover rate values uses weighted forms of the means (11) , where weights are based on the improvement in the objective function value (10) . This approach promotes exploitation over exploration and, therefore, might lead to premature convergence.
The distance approach is based on the Euclidean distance between the trial and the original individual (11) . In this modification, the scaling factor and crossover rate values connected with the individual that have moved the furthest will have the highest weight
Therefore, the exploration ability and higher population diversity are rewarded, and this should lead to avoidance of the premature convergence in higher dimensional objective spaces. This distance based approach can be easily implemented to any variant of SHADE/L-SHADE family of algorithms [74] .
Boosting-Generated Simple Fuzzy Classifiers
In this Section, we find the most representative fuzzy rules for visual class ω c , c = 1, . . . ,V which we use to retrieve similar images or to just index images in a large repository. As we use the SIFT descriptors, classifiers have N = 128 features. The fuzzy rules have the following form
where t = 1, . . . , T c is the rule number in the current run of boosting, T c is the number of rules for the class ω c and β c t is the weak hypothesis significance. In the paper we use the Gaussian membership functions
where m c n,t is the center of the Gaussian function (15) and σ c n,t is its width. For the clarity of presen-tation this Section describes generating the ensemble of weak classifiers for a class ω c , thus the class index c will be omitted.
The training dataset has I images (I pos positive ones and I neg negative ones). Initially, descriptors have the same boosting weights
where L is the number of descriptors. Two matrices are the training dataset of image descriptors
The learning process consists in creating T simple classifiers (weak learners in the boosting terminology) in the form of fuzzy rules (14) . After each run t, t = 1, . . . , T , of the algorithm, we create rule R t and the algorithm is presented below.
1. Randomly choose one vector p r , 1 ≤ r ≤ L pos from the positive samples using normalized distribution of elements D 1 t , . . . , D L pos t in matrix (17) . This drawn vector becomes a basis for generating a new classifier and the learning set weights contribute to the probability of choosing a keypoint.
For each image from the positive image set find
the feature vector which is nearest to p r (for example according to the Euclidean distance) and store this vector in matrix M t of the size I p × N. Every row represents one feature from a different image v i , i = 1, . . . , I pos , and no image occurs more than once
Each vector p j t,1 · · ·p j t,N , j = 1, . . . , I pos , in matrix (19) contains one visual descriptor from set {p i ; i = 1, .., L pos }.
3. In this step a weak classifier is built, i.e. we find centres and widths of Gaussian functions which are membership functions of fuzzy sets in a fuzzy rule (14) .
(a) Compute absolute value d t,n as the difference between the smallest and the highest values in each column of the matrix (19)
where n = 1, . . . , N. Compute the center of fuzzy Gaussian membership function (15) m t,n in the following way
Now we have to find the widths of these fuzzy set membership functions. We have to assume that for all real arguments in the range of m t,n − d t,n 2 ; m t,n + d t,n 2 , the Gaussian function (fuzzy set membership function) values should satisfy G n,t (x) ≥ 0.5. Only in this situation do we activate the fuzzy rule. As we assume that G n,t (x) is at least 0.5 to activate a fuzzy rule, using simple substitution x = m t,n − d t,n 2 , we obtain the relationship for σ t,n σ t,n = d t,n 2 − ln(0.5) .
Finally, we have to calculate values m t,n and σ n,t for every element of the nth column of matrix (19), thus we have to repeat the above steps for all N dimensions. In this way, we obtain N Gaussian membership functions of N fuzzy sets. Of course, we can label them using fuzzy linguistic expressions such as 'small', 'large' etc., but for the time being we mark them only in a mathematical sense by G n,t , where n, n = 1, .., N, is the index associated with feature vector elements and t means the fuzzy rule number.
(b) Using values obtained in point a) we can construct a fuzzy rule which creates a fuzzy classifier (14) .
4. Now we have to evaluate the quality of the classifier obtained in step 3. We do this using the standard AdaBoost algorithm [60] . Let us determine the activation level of the rule R t which is computed by a t-norm of all fuzzy sets membership function values
wherex = [x 1 , . . . , x N ] is a vector of the values of linguistic variables x 1 , . . . , x N . In the case of the minimum t-norm, formula (23) becomes
As a current run of the AdaBoost is for a given class ω c , we can treat the problem as a binary classification (dichotomy) i.e. y l = 1 for descriptors of positive images and y l = 0 for descriptors of negative images. Then the fuzzy classifier decision is computed by
For all the keypoints stored in matrices P t and N t we calculate new weights D l t . To this end, we compute the error of classifier (25) for all L = L pos + L neg descriptors of all positive and negative images
where I is the indicator function
If ε t = 0 or ε t > 0.5, we finish the training stage.
If not, we compute new weights
where C is a constant such that ∑ L l=1 D l t+1 = 1. Finally, classifier importance is determined by
The obtained set of rules R is then fine-tuned by the SHADE algorithm described in Section 2 against achieving the best image classification accuracy. Later, we present image indexation and retrieval.
Each group of images ω c , c = 1, . . . ,V requires generation of fuzzy rules, thus after the training procedure and the evolutionary optimization, we obtain a set of V strong classifiers. A new query image has its u descriptors in Q
Let us determine the value of
where S and T are t-norm and t-conorm, respectively (see [59] ). To compute the overall output of the ensemble of classifiers designed in Section 3, for each class ω c we sum weak classifiers outputs (32) taking into consideration their importance (30), i.e.
Eventually, we assign a class label to the query image in the following way
In formulas (33) and (34) we restored class label index c, which had been removed at the beginning of Section 3. In formula (32) t-norm and t-conorm can be chosen as min and max operators, respectively.
The fuzzy rules created during the boosting learning and tuned by the metaheuristic are used to fast retrieve images similar to the query image, which we show in Figure 1 . We create a database index by identifying the ranges in the Gaussion functions having values greater than 0.5. The database index determines which image feature values fall into the ranges in which the fuzzy sets which constitute the predecessor of the rule have values greater than 0.5. 
Experiments
We evaluated the presented approach on images taken from the PASCAL Visual Object Classes (VOC) dataset [21] by checking the speed and accuracy. We present some examples in Fig. 2 . We divided each class of objects into training and testing examples (15 %). We generated local keypoint descriptors with the SIFT algorithm; for complex images there would be even thousands of descriptors. We used negative images from a different kind of images from the dataset. We checked the proposed method performance against the Support Vector Machine (SVM) with the Chi-Square kernel. The training procedure described in Section 3 requires a set of negative examples for each considered class of objects. We picked randomly negative examples from other classes. We ran it with a dictionary of the size of 400 words. We created dictionaries for BoF in C++ language, based on the OpenCV Library [8] . Both methods were evaluated with the same images (Table 1 ). In the BoF algorithm the column "Training time" is empty as the training is performed for the whole dataset. As we can see, the algorithm presented in the paper is faster and more accurate than the BoF approach.
Conclusions
We proposed a new method of creating fuzzy rules from image local features by boosting and differential evolution. We briefly described contentbased image retrieval and utilization of metaheuristic algorithms for various tasks in fuzzy system optimization. Further, we gave a comprehensive description of the current best-performing DISH algorithm, which represents a powerful version of a differential evolution algorithm with effective embedded mechanisms for stronger exploration and preservation of the population diversity, designed for higher dimensional and complex optimization tasks. We used the DISH algorithm to fine-tune the fuzzy rules obtained by the boosting procedure. The proposed approach outperformed the state-ofthe-art method in image retrieval, which is a combination of the bag of features method with SVM. Our approach is faster and more accurate. Moreover, contrary to the bag-of-features approach, it is relatively simple to train the system to recognize new image classes. We used the SIFT image features, but the proposed method can use other image keypoint detectors and descriptors, hand-crafted as SURF or ORB and learned ones as LIFT [80] or that proposed in [63] . 
