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PREFACE
This dissertation is divided into two separate parts:
• Part I In the first section, we present some background knowledge in
studying fully nonlinear equations. In the second section, we investigate
maximum principles and radial symmetry for viscosity solutions of fully
nonlinear partial differential equations. In the third section, We establish
Liouville-type theorems and decay estimates for viscosity solutions to a
class of fully nonlinear elliptic equations or systems in half spaces.
• Part II We study the characterizations of balls for integral equations
in terms of the Riesz potential. This provides a characterization for the
overdetermined problem of the fractional Laplacian.
v
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1Part I
Fully nonlinear partial differential equations
1 Viscosity Solutions
In this section we collect some basic results which will be applied through the part 1 of the
dissertation for fully nonlinear partial differential equations. We refer to [CC], [CIL], and
references therein for a detailed account.
We study the fully nonlinear linear equations of the form
F (x, u,Du,D2u) = 0. (1.1)
The operator F : Ω×R×Rn×Sn → R is a continuous map and the domain Ω ⊆ Rn, where
Sn is the space of all real symmetric n× n matrix.
We say the operator F or the equation (1.1) is uniformly elliptic if there exist positive
constants λ,Λ such that
λtr(P ) ≤ F (x, t, ξ,M + P )− F (x, t, ξ,M) ≤ Λtr(P ) (1.2)
for all M,P ∈ Sn with P ≥ 0 (nonnegative definite), where tr(P ) is the trace of P ∈ Sn.
It is convenient to give an equivalent definition for the fully nonlinear uniformly elliptic
equations in terms of Pucci extremal operators. If the operator F (x, u,Du,D2u) is uniformly
elliptic with ellipticity constant 0 < λ ≤ Λ <∞ if and only if
M−λ,Λ(M −N) ≤ F (x, t, ξ,M)− F (x, t, ξ, N) ≤M+λ,Λ(M −N)
.
2Recall thatM+λ,Λ(D2u) is the Pucci extremal operator with parameters 0 < λ ≤ Λ <∞,
defined by
M+λ,Λ(M) = Λ
∑
ei>0
ei + λ
∑
ei<0
ei
for any symmetric n × n matrix M , where ei = ei(M), i = 1, · · · , n, denotes the eigenvalue
of M . While M−λ,Λ(M) is defined as
M−λ,Λ(M) = λ
∑
ei>0
ei + Λ
∑
ei>0
ei.
Pucci’s operators are extremal in the sense that
M+λ,Λ(M) = sup
A∈Aλ,Λ
tr(AM),
M−λ,Λ(M) = inf
A∈Aλ,Λ
tr(AM)
with
Aλ,Λ = {A ∈ Sn : λ|ξ|2 ≤ Aξ · ξT ≤ Λ|ξ|2, ∀ξ ∈ Rn}.
Let us recall the notion of viscosity sub and supersolutions of fully nonlinear elliptic
equations
F (x, u,Du,D2u) = 0 in Ω, (1.3)
where Ω is an open domain in Rn and F (x, t, ξ,M) satisfies (1.2) for every fixed t ∈ R, x ∈ Ω
and ξ ∈ Rn.
Definition: A continuous function u : Ω→ R is a viscosity supersolution (subsolution) of
(1.3) in Ω, when the following condition holds: If x0 ∈ Ω, φ ∈ C2(Ω) and u − φ has a local
minimum (maximum) at x0, then
F (x0, u(x0), Dφ(x0), D
2φ(x0)) ≤ (≥)0.
3If u is a viscosity supersolution (subsolution), we say that u verifies
F (x, u,Du,D2u) ≤ (≥)0
in the viscosity sense.
We say that u is a viscosity solution of (1.3) when it simultaneously is a viscosity subso-
lution and supersolution.
We also present the notion of viscosity sub and supersolutions of the fully nonlinear
parabolic equation (see e.g. [W]), which will be investigated in section 2,
∂tu− F (Du,D2u)− f(u) = 0 in ΩT := Ω× (0, T ]. (1.4)
Definition: A continuous function u : ΩT → R is a viscosity supersolution (subsolution)
of (1.4) in ΩT , when the following condition holds: If (x0, t0) ∈ ΩT , φ ∈ C2(ΩT ) and u − φ
has a local minimum (maximum) at (x0, t0), then
∂tφ(x0, t0)− F (Dφ(x0, t0), D2φ(x0, t0))− f(u(x0, t0)) ≥ (≤)0.
We say that u is viscosity solution of (1.4) when it both is a viscosity subsolution and
supersolution.
We state a strong maximum principle and the Hopf lemma for non-proper operators in
fully nonlinear elliptic equations (see e.g. [BD]). In the context of fully nonlinear equation
F (x, u,Du,D2u) = 0, we say that the operator F is proper if the operator F is nonincreasing
in u.
Lemma 1. Let Ω ⊂ Rn be a smooth domain and let b(x), c(x) ∈ L∞(Ω). Suppose u ∈ C(Ω¯)
is a viscosity solution of M
−
λ,Λ(D
2u)− b(x)|Du|+ c(x)u ≤ 0 in Ω,
u ≥ 0 in Ω.
4Then either u ≡ 0 in Ω or u > 0 in Ω. Moreover, at any point x0 ∈ ∂Ω where u(x0) = 0, we
have
lim inf
t→0
u(x0 + tν)− u(x0)
t
< 0,
where ν ∈ Rn\{0} is such that ν · n(x0) > 0 and n(x0) denotes the exterior normal to ∂Ω at
x0.
It is straightforward to deduce the strong maximum principle for proper operators in
fully nonlinear elliptic equations from the Hopf Lemma.
Lemma 2. Let Ω ∈ Rn be an open set and let u ∈ C(Ω) be a viscosity solution of
M−λ,Λ(D2u)− b(x)|Du|+ c(x)u ≤ 0
with b(x), c(x) ∈ L∞(Ω) and c(x) ≤ 0. Suppose that u achieves a non-positive minimum in
Ω. Then u is a constant.
We will make use of the following comparison principle (see e.g. [CL]).
Lemma 3. (Comparison Principle) Let Ω ∈ Rn be a bounded domain and f ∈ C(Ω). If
u and v are respectively a supersolution and subsolution either of M+λ,Λ(D2u) = f(x) or of
M−λ,Λ(D2u) = f(x) in Ω, and u ≥ v on ∂Ω, then u ≥ v in Ω¯.
We also use the following maximum principle which does not depend on the sign of c(x),
but instead, on the measure of the domain Ω (see e.g. [DS]).
Lemma 4. Consider a bounded domain Ω and assume that |c(x)| < m in Ω and γ ≥ 0. Let
u ∈ C(Ω¯) be a viscosity solution of M
−
λ,Λ(D
2u)− γ|Du|+ c(x)u ≤ 0 in Ω,
u ≥ 0 on ∂Ω.
5Then there exists a constant δ = δ(λ,Λ, γ, n,m, diam(Ω)) such that we have u ≥ 0 in Ω
provided |Ω| < δ.
The following result is concerned about the regularity of viscosity solutions in [CC].
Lemma 5. Let Ω ⊂ Rn be a bounded domain and assume that (F1) is satisfied and f is
locally Lipschitz. Let u ∈ C(Ω¯) be a viscosity solution of
F (Du,D2u) + f(u) = 0 in Ω.
Then u is in C1,αloc (Ω) for some α ∈ (0, 1).
Note that the above C2,α estimate depends on the convexity of the Pucci extremal opera-
tor. Next we state the closeness of a family of viscosity solutions to fully nonlinear equations
(see e.g. [CC]).
Lemma 6. Assume un and gn are sequences of continuous functions and un is a solution
(or subsolution, or supersolution) of the equation
M+λ,Λ(D2un) + gn(x) = 0 in Ω.
Assume that un and gn converge uniformly on compact subsets of Ω to function u and g.
Then u is a solution (or subsolution, or supersolution) of the equation
M+λ,Λ(D2u) + g(x) = 0 in Ω.
We are going to use the following regularity results in [CC] for Pucci operators in the
blow-up argument.
6Lemma 7. (Regularity Lemma) If u is a viscosity solution to the fully nonlinear elliptic
equation with Pucci extremal operator
M+λ,Λ(D2u) + g(x) = 0 (1.5)
in a ball B2R and g ∈ Lp(BR) for some p ≥ n, then u ∈ W 2,p(BR) and the following interior
estimate holds
‖u‖W 2,p(BR) ≤ C(‖u‖L∞(B2R) + ‖g‖Lp(B2R)). (1.6)
Furthermore, if g ∈ Cα for some α ∈ (0, 1), then u ∈ C2,α and
‖u‖C2,α(BR) ≤ C(‖u‖L∞(B2R) + ‖g‖Cα(B2R)). (1.7)
In addition, if (1.5) holds in a regular domain and u = 0 on the boundary, then u satisfies
a Cα- estimate up to the boundary.
In the process of employing the moving plane method, we need to compare u at x with its
value at its reflection point of x. The next lemma shows that the difference of a supersolution
and a subsolution of the fully nonlinear equation is still a supersolution. Unlike the case of
the classical solutions of fully nonlinear equations F (x, u,Du,D2u) = 0 with differentiable
components, the difficulty here is the lack of regularity of u. The following result is first
showed in [DS]. We also refer the reader to [CMS] and [MQ] for related results. In subsection
2.4, we will derive similar results for viscosity solutions of fully nonlinear parabolic equations.
Lemma 8. Assume that F (Du,D2u) satisfies (F1) and f is locally Lipschitz. Let u1 ∈ C(Ω¯)
and u2 ∈ C(Ω¯) be respectively a viscosity subsolution and supersolution of
F (Du,D2u) + f(u) = 0 in Ω.
7Then the function v = u2 − u1 is a viscosity solution of
M−Λ1,Λ2(D2v)− γ|Dv|+ c(x)v(x) ≤ 0,
where
c(x) =

f(u2(x))−f(u1(x))
u2(x)−u1(x) , if u2(x) 6= u1(x),
0, otherwise.
(1.8)
In the proof of Lemma 8 in [DS], an equivalent definition of viscosity solutions in terms of
semijets is used (see [CIL]). In order to obtain the parabolic version of Lemma 8, we denote
by P2,+Ω ,P2,−Ω the parabolic semijets.
Definition:
P2,+Ω u(z, s) = {(a, p,X) ∈ R× Rn × Sn(R) : u(x, t) ≤ u(z, s) + a(t− s)+ < p, x− z > +
1
2
< X(x− z), x− z > +o(|t− s|+ |x− z|2) as ΩT 3 (x, t)→ (z, s)}.
(1.9)
While we define P 2,−Ω (u) := −P 2,+Ω (−u).
Finally We state a technical lemma that is frequently used in subsection 3.3. The proof of
this lemma is given in [PQS]. An interested reader may refer to it for more details. Based on
the doubling property, we can start the rescaling process to prove local estimates of solutions
for fully nonlinear equations.
Lemma 9. (Doubling lemma) Let (X, d) be a complete metric space and ∅ 6= D ⊂ Σ ⊂ X,
with Σ closed. Define M : D → (0,∞) to be bounded on compact subsets of D. If y ∈ D is
such that
M(y)dist(y,Γ) > 2k
8for a fixed positive number k, where Γ = Σ \D, then there exists x ∈ D such that
M(x)dist(x, Γ) > 2k, M(x) ≥M(y).
Moreover,
M(z) ≤ 2M(x), ∀z ∈ D ∩ B¯(x, kM−1(x)).
Remark 1. If Γ = ∅, then dist(x,Γ) := ∞. In this case, we have following the version of
the Doubling Lemma. Let D = Σ ⊂ X, with Σ closed. Define M : D → (0,∞) to be bounded
on compact subsets of D, For every y ∈ D, there exists x ∈ D such that
M(x) ≥M(y)
and
M(z) ≤ 2M(x), ∀z ∈ D ∩ B¯(x, kM−1(x)).
92 Maximum principles and symmetry results for vis-
cosity solutions of fully nonlinear equations
2.1 Introduction
In studying partial differential equations, it is often of interest to know if the solutions are
radially symmetric. We consider radial symmetry results for viscosity solutions of the fully
nonlinear elliptic equations
F (D2u) + up = 0 in Rn (2.1)
and the Dirichlet boundary value problem in a punctured ball F (Du,D
2u) + f(u) = 0 in B\{0},
u = 0 on ∂B.
(2.2)
We also obtain the radial symmetry for viscosity solutions of the fully nonlinear parabolic
equation  ∂tu− F (Du,D
2u)− f(u) = 0 in Rn × (0, T ],
u(x, 0) = u0(x) on Rn × {0}.
(2.3)
We assume in the above that F (Du,D2u) is a continuous function defined on Rn × Sn(R),
where Sn(R) is the space of real, n×n symmetric matrix, f(u) is a locally Lipschitz continuous
function and the initial value u0(x) is continuous. More precisely, we consider F : Rn ×
Sn(R)→ R satisfies the following structure hypothesis.
(F1 ): There exist γ ≥ 0 and 0 < Λ1 ≤ Λ2 < ∞ such that for all M,N ∈ Sn(R) and
ξ1, ξ2 ∈ Rn,
M−Λ1,Λ2(M)− γ|ξ1 − ξ2| ≤ F (ξ1,M +N)− F (ξ2, N) ≤M+Λ1,Λ2(M) + γ|ξ1 − ξ2|, (2.4)
10
For any M = (mij) ∈ Sn(R), let M (k) be the matrix obtained from M by replacing mik
and mkj by −mik and −mkj for i 6= k, j 6= k, respectively. For any vector p, let
p(k) = (p1, · · · , pk−1,−pk, pk+1, · · · , pn).
We assume the following hypothesis for F ,
(F2 ):
F (p(k),M (k)) = F (p,M) (2.5)
for k = 1, · · · , n.
Note that M and M (k) have the same eigenvalues. In this sense,
M±Λ1,Λ2(M (k)) =M±Λ1,Λ2(M).
Under the hypotheses (F1) and (F2), it is nature to see that the following hypotheses hold
for the F (D2u) in (2.1), that is,
M−Λ1,Λ2(M) ≤ F (M +N)− F (N) ≤M+Λ1,Λ2(M), (2.6)
F (M (k)) = F (M). (2.7)
The moving plane method is a powerful tool to show the radial symmetry of solutions in
partial differential equations. This method goes back to A.D. Alexandroff and then Serrin [S]
applies it to elliptic equations for overdetermined problems. Gidas, Ni and Nirenberg [GNN1]
further exploit this tool to obtain radial symmetry of positive C2 solutions of the Dirichlet
boundary problem for
4u+ f(u) = 0, f ∈ C0,1(R)
11
in a ball. Notice that the Laplace operator corresponds to Λ1 = Λ2 = 1 in our F (Du,D
2u).
In [GNN2], Gidas, Ni and Nirenberg extend their techniques to elliptic equations in Rn. By
assuming that the solutions decay to zero at infinity at a certain rate, the radial symmetry
of positive classical solutions is also derived. Further extensions and simpler proofs are due
to Berestycki and Nirenberg [BN] and C. Li [Li]. For the detailed account and applications
of the moving plane method for semilinear elliptic equations, we refer to Chen and Li’s book
[CL2] and references therein.
Radial symmetry results for classical solutions of fully nonlinear elliptic equations are
considered. See e.g. [Li] and [LN]. Recently, Da Lio and Sirakov [DS] studied the radial
symmetry for viscosity solutions of fully nonlinear elliptic equations. The moving plane
method is adapted to work in the setting of viscosity solutions. We would like to mention
that, in these quoted results for radial symmetry in Rn, a supplementary hypothesis that f(u)
is nonincreasing in a right neighborhood of zero is required. In the context of fully nonlinear
equation F (x, u,Du,D2u) = 0, it is equivalent to say that the operator F is proper in a right
neighborhood of zero, i.e. the operator F is nonincreasing in u in the case that u is small.
We are particularly interested in the nonnegative viscosity solutions of
F (D2u) + up = 0 in Rn (2.8)
for p > 1. Note that the proper assumption (that is, nonincreasing in u) for fully nonlinear
equation in (2.8) is violated since f(u) = up is not nonincreasing any more. So the previous
results no longer hold for (2.8). The typical models of (2.8) are the equations
M±Λ1,Λ2(D2u) + up = 0 in Rn. (2.9)
It is well known that the moving plane method and Kelvin transform provide an elegant way
12
of obtaining the Liouville-type theorems (i.e. the nonexistence of any solution) in [CL1]. For
(2.9), the critical exponent for nonexistence of any viscosity solution is still an open problem,
since the Kelvin transform does not seem to be available. Curti and Lenoi [CL] consider the
nonnegative supersolutions of (2.9), that is,
M±Λ1,Λ2(M) + up ≤ 0 in Rn. (2.10)
They show that the inequality (2.10) with M+Λ1,Λ2 has no non-trivial solution for 1 < p ≤
n∗
n∗−2 , the inequality (2.10) with M−Λ1,Λ2 has no non-trivial solution provided 1 < p ≤ n∗n∗−2 ,
where the dimension like numbers are defined as
n∗ =
Λ1
Λ2
(n− 1) + 1,
n∗ =
Λ2
Λ1
(n− 1) + 1.
In order to understand the solution structure for (2.9), Felmer and Quass [FQ] consider (2.9)
in the case of radially symmetric solutions. Using phase plane analysis, they establish that
Theorem A (i): For (2.9) with the Pucci extremal operator M+Λ1,Λ2 , there exists no
non-trivial radial solution if 1 < p < p∗+ and n
∗ > 2, where
max{ n
∗
n∗ − 2 ,
n+ 2
n− 2} < p
∗
+ <
n∗ + 2
n∗ − 2 .
(ii): For (2.9) with the Pucci extremal operator M−Λ1,Λ2 , there exists no non-trivial radial
solution if 1 < p < p∗−, where
n∗ + 2
n∗ − 2 < p
∗
− <
n+ 2
n− 2 .
An explicit expression for p∗+, p
∗
− in term of Λ1,Λ2, n are still unknown. In order to obtain
the full range of the exponent p for the Liouville-type theorem in (2.9), it is interesting to
prove that the solutions in (2.9) are radially symmetric.
13
We first consider the radial symmetry for the fully nonlinear equations with general
operator F (D2u) and show that
Theorem 1. Assume F (D2u) satisfies (2.6) and (2.7). Let n∗ > 2. If u ∈ C(Rn) is a
nonnegative non-trivial solution of (2.1) and
u = o(|x|− 2p−1 ) as |x| → ∞ (2.11)
for p > 1, then u is radially symmetric and strictly decreasing about some point.
In the same spirit of the proof in Theorem 1, our conclusions also hold for general function
f(u), i.e.
F (D2u) + f(u) = 0 in Rn. (2.12)
Corollary 1. Assume that F (D2u) satisfies (2.6) and (2.7), and
f(u)− f(v)
u− v ≤ c(|u|+ |v|)
α, for u, v sufficiently small, and some α >
2
n∗ − 2and c > 0.
(2.13)
Let n∗ > 2 and u be a positive solution of (2.12) with
u(x) = O(|x|2−n∗) (2.14)
at infinity. Then u is radially symmetric and strictly decreasing about some point in Rn.
Once the radial symmetry property of solutions is established, with the help of Theorem
A, we immediately have the following corollary. We hope that our symmetry results shed
some light on the complicated problem of Liouville-type theorems in (2.9) for the full range
of the exponent p.
14
Corollary 2. (i) For (2.9) with the Pucci extremal operator M+Λ1,Λ2 , there exists no non-
trivial nonnegative solution satisfying (2.11) if 1 < p < p∗+ and n
∗ > 2.
(ii) For (2.9) with the Pucci extremal operatorM−Λ1,Λ2, there exists no non-trivial nonnegative
solution satisfying (2.11) if 1 < p < p∗− and n
∗ > 2.
In carrying out the moving plane method, the maximum principle plays a crucial role.
In order to adapt the moving plane method to non-proper fully nonlinear equations (that is,
F (x, u,Du,D2u) is not nondecreasing in u), a new maximum principle has to be established
for viscosity solutions.
In this paper, we will establish a new maximum principle for viscosity solutions to the
equation
M−Λ1,Λ2(D2u)− γ|Du|+ c(x)u ≤ 0 in Ω,
where c(x) ∈ L∞(Ω) is not necessarily negative. Similar maximum principle for classical
solutions to semilinear equations was given in [CL2]. Since we consider the viscosity solutions
here instead of classical solutions in [CL2], considerably more difficulties have to be taken
care of in our case. Unlike the pointwise argument in [CL2], we apply the Hopf lemma for
viscosity solutions in those minimum points. More specifically, we have
Theorem 2. Let Ω be a bounded domain. Assume that λ(x), c(x) ∈ L∞(Ω), γ ≥ 0, and
ψ ∈ C2(Ω) ∩ C1(Ω¯) is a positive solution in Ω¯ satisfying
M+Λ1,Λ2(D2ψ) + λ(x)ψ ≤ 0. (2.15)
Let u be a viscosity solution of M
−
Λ1,Λ2
(D2u)− γ|Du|+ c(x)u ≤ 0 in Ω,
u ≥ 0 on ∂Ω.
(2.16)
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If
c(x) ≤ λ(x)− γ|Dψ|/ψ, (2.17)
then u ≥ 0 in Ω.
Note that the function c(x) may not be needed to be negative in order that the maximum
principle holds. We also would like to point out the ψ is a supersolution of the equation
involvingM+Λ1,Λ2(D2ψ) instead ofM−Λ1,Λ2(D2ψ). If a specific ψ(x) is chosen, we can get the
explicit control for c(x) in order to obtain the maximum principle for (4.10). We are also
able to extend the maximum principle to unbounded domains. We refer to subsection 2.2 for
more details.
Recently Caffarelli, Li and Nirenberg [CLN] [CLN1] investigated the following problem 4u+ f(u) = 0 in B\{0},u = 0 in ∂B (2.18)
in the case that f is locally Lipschitz. They obtained the radial symmetry and monotonicity
property of solutions using an idea of Terracini [T]. Their results are also extended to fully
nonlinear equations F (x, u,Du,D2u) = 0 with differentiable components for u ∈ C2(B¯\{0}).
However, this prevents us from applying these results to important classes of equations such
as equations involving Pucci’s extremal operators, Hamilton-Jacobi-Bellman or Isaacs equa-
tions. A maximum principle in a punctured domain is established in [CLN] in order to apply
the moving plane technique. However, their maximum principle only holds in sufficiently
small domains, since sufficient smallness of the domain is used in the spirit of Alexandroff-
Pucci-Belman maximum principle (see [BN]).
We consider
M−Λ1,Λ2(D2u)− γ|Du|+ c(x)u ≤ 0 in Ω\{0}.
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We will obtain a new maximum principle in terms of the assumption of c(x) (see Lemma
14). It is especially true for a sufficiently small domain just as Caffarelli, Li and Nirenberg’s
maximum principle, since the bound of c(x) in Lemma 14 preserves automatically if |x| is
small enough. Our result is not only an extension for viscosity solutions, but also an inter-
esting result for semilinear elliptic equations. Furthermore, we obtain the radial symmetry
of solutions in a punctured ball.
Theorem 3. Let u ∈ C(B\{0}) be a positive viscosity solution of (2.2) in the case that f(u)
is locally Lipschitz. Then u is radially symmetric with respect to the origin and u is strictly
decreasing in |x|.
Finally, we consider the radial symmetry of the Cauchy problem for viscosity solutions
of the fully nonlinear parabolic equation (2.3). C. Li [Li] obtain the monotonicity and radial
symmetry properties of classic solution u ∈ C2(Rn×(0, T ]) for fully nonlinear parabolic equa-
tions ∂tu− F (x, u,Du,D2u) = 0 with differentiable components. Again this result does not
apply to fully nonlinear parabolic equations involving Pucci extremal operators, Hamilton-
Jacobi-Bellman or Iassac equations. For further extensions about asymptotic symmetry or
radial symmetry of entire solutions, etc. for parabolic problems on bounded or unbounded
domains, we refer to the survey of Pola´cˇik [P].
we prove that
Theorem 4. Let u ∈ C(Rn × (0, T ]) be a positive viscosity solution of (2.3). Assume that
|u(x, t)| → 0 uniformly as |x| → ∞, (2.19)
and
u0(x1, x
′) ≤ u0(y, x′) for x1 ≤ y ≤ −x1, x1 ≤ 0 and x′ = (x2, · · · , xn).
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Then u is nondecreasing in x1 and u(x1, x
′, t) ≤ u(−x1, x′, t) for x1 ≤ 0. Furthermore, if
u0(x) is radially symmetric with respect to the origin and nonincreasing in |x|, then u(x) is
radial symmetry with respect to (0, t) for each fixed t ∈ (0, T ] and nonincreasing in |x|.
The outline of the section is as follows. Subsection 2.2 is devoted to providing the proof of
Theorem 1 and Theorem 2. New maximum principles and their extensions are established.
The radial symmetry of solutions in a punctured ball and the corresponding maximum
principle are obtained in subsection 2.3.. In subsection 2.4, we prove the radial symmetry
for viscosity solutions of fully nonlinear parabolic equations. Throughout the Chapter, the
letters C, c denote generic positive constants, which is independent of u and may vary from
line to line.
2.2 Symmetry of Viscosity Solutions in Rn
In this subsection, we will obtain the radial symmetry of nonnegative solution in (2.1). We
first present a technical lemma about the eigenvalue of a radial function. It could be verified
by a direct calculation.
Lemma 10. Let ψ : (0, +∞) → R be a C2 radial function. For ∀ x ∈ Rn\{0}, the
eigenvalues of D2ψ(|x|) are ψ′′(|x|), which is simple and ψ′(|x|)|x| , which has multiplicity (n−1).
Based on the above conclusion, we may select specific functions. For instance, let ψ =
|x|−q and 0 < q < n∗− 2. Recall that n∗ = Λ1
Λ2
(n− 1)+1. The eigenvalues are q(q+1)|x|−q−2
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and −q|x|−q−2. From the above lemma, for x ∈ Rn\{0},
M+Λ1,Λ2(D2ψ)(x) = Λ2q(q + 1)|x|−q−2 − Λ1(n− 1)q|x|−q−2
= q(Λ2(q+1)−Λ1(n−1))|x|2 ψ(x).
Notice that 0 < q < n∗ − 2 implies that
q(Λ2(q + 1)− Λ1(n− 1)) < 0.
We shall make use of a simple lemma, which enables us to consider the product of a
viscosity solution and an auxiliary function. The argument is in the spirit of Lemma 2.1
in [DS]. However, the idea behind it is different. In their lemma, u(x) is assumed to be
nonnegative. We do not impose this assumption. In other words, we specifically focus on the
points where u(x) is negative.
Lemma 11. Let u ∈ C(Ω) satisfy
M−Λ1,Λ2(D2u)− b(x)|Du|+ c(x)u ≤ 0 (2.20)
where b(x), c(x) ∈ L∞(Ω). Suppose ψ ∈ C2(Ω) ∩ C1(Ω¯) is strictly positive in Ω¯. Assume
u(x0) < 0. Then u¯ := u/ψ satisfies
M−Λ1,Λ2(D2u¯)− b¯(x)|Du¯|+ c¯(x)u¯ ≤ 0 (2.21)
at x0, where
b¯(x) =
2
√
nΛ2|Dψ|
ψ
+ |b|
and
c¯(x) = c(x) +
M+Λ1,Λ2(D2ψ) + |b||Dψ|
ψ
.
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Proof. Let φ(x) ∈ C2(Ω) be the test function that toughes u¯ from below at x0, that is
φ(x0) = u¯(x0) and u¯(x) ≥ φ(x) in Ω. Then u(x0) = φ(x0)ψ(x0) and u(x) ≥ φ(x)ψ(x) in Ω,
which indicates that φ(x)ψ(x) toughes u from below. Simple calculations show that
D(φψ) = Dφ · ψ +Dψ · φ,
D2(φψ) = φD2ψ + 2Dφ⊗Dψ +D2φψ,
where ⊗ denotes the symmetric tensor product with p⊗q = 1
2
(piqj+pjqi)i,j. By the properties
of the Pucci extremal operators, we have
M−Λ1,Λ2(M +N) ≥M−Λ1,Λ2(M) +M−Λ1,Λ2(N),
M−Λ1,Λ2(aM) = aM+Λ1,Λ2(M)
for a ≤ 0. We also note that
tr(A(p⊗ q)) ≤ |A||p⊗ q| ≤ √nΛ2|p||q|,
where A is a matrix whose eigenvalues lie in [Λ1,Λ2] and |A| :=
√
tr(ATA). Since φψ is a
test function for u and φ(x0) = u¯(x0) < 0, taking into account the above properties, we get
0 ≥ c(x)φψ − b|D(φψ)|+M−Λ1,Λ2(D2(ψφ))
≥ c(x)φψ + |b||Dψ|φ− |b||Dφ|ψ + ψM−Λ1,Λ2(D2φ)− 2
√
nΛ2|Dφ||Dψ|
+φM+Λ1,Λ2(D2ψ)
≥ (c(x)ψ +M+Λ1,Λ2(D2ψ) + |b||Dψ|)φ− (2
√
nΛ2|Dψ|+ |b|ψ)|Dφ|+ ψM−Λ1,Λ2(D2φ)
at x0. Dividing both sides by ψ, we obtain
M−Λ1,Λ2(D2φ)(x0)− b¯(x0)|Dφ|(x0) + c¯(x0)φ(x0) ≤ 0,
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where b¯(x), c¯(x) are in the statement of the lemma.
Using the above lemma and the strong maximum principle in Lemma 2, we are able to
consider the maximum principle in terms of c(x) for non-proper operators in fully nonlinear
elliptic equation.
Proof of Theorem 2. We prove it by contradiction argument. Suppose that u(x) < 0 some-
where in Ω. Let
u¯(x) =
u(x)
ψ(x)
.
Then u¯(x) < 0 somewhere in Ω. Since u(x) ≥ 0 on ∂Ω, we may assume that u¯(x∗) =
infΩ u¯(x) < 0, where x
∗ ∈ Ω. By the continuity of u¯(x), we can find a connected neighborhood
Ω′ containing x∗ such that u¯(x) < 0 in Ω′ and u¯(x) 6≡ u(x∗) in Ω′. Otherwise, u(x) ≡ u(x∗)
in Ω, it is obviously a contradiction. Thanks to Lemma 11 with b(x) replaced by γ, u¯ satisfies
M−Λ1,Λ2(D2u¯)− b¯(x)|Du¯|+ c¯(x)u¯ ≤ 0 in Ω′. (2.22)
Recall that
b¯(x) =
2
√
nΛ2|Dψ|
ψ
+ γ ∈ L∞(Ω′)
and
c¯(x) = c(x) +
M+Λ1,Λ2(D2ψ) + γ|Dψ|
ψ
∈ L∞(Ω′).
By the assumptions (2.17) and (2.15),
c(x) +
M+Λ1,Λ2(D2ψ) + γ|Dψ|
ψ
≤ 0.
Thanks to the strong maximum principle in Lemma 2, u¯(x) ≡ u¯(x∗) in Ω′. It contradicts our
assumption. This contradiction leads to the proof of the lemma.
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Remark 2. 1. From the proof, we can see that the same reasoning follows when the condition
(2.15) and (2.17) hold where u is negative.
2. If c(x), λ(x) are continuous, we only need c(x∗) < λ(x∗) − γ|Dψ|/ψ(x∗), where x∗ is
the point where u reaches minimum.
In the spirit of the above argument, we extend the corresponding maximum principle to
unbounded domains. We need to guarantee that the minimum is only achieved in the interior
of the domain.
Lemma 12. Let Ω be an unbounded domain. If u, ψ satisfy the same conditions as that in
Theorem 2 and assume that
lim inf
|x|→∞
u(x)
ψ(x)
≥ 0, (2.23)
then u ≥ 0 in Ω.
Proof. Note that the assumption (2.23) implies that the minimum of u/ψ will not go to
infinity. Then the minimum of u/ψ lies only in the interior of Ω. Applying the same argument
as in the proof of Theorem 2, the conclusion follows.
If some particular ψ(x) is given, then c(x) could be controlled explicitly, which is especially
useful in applying the maximum principle. We call the following useful maximum principle
as “Decay at infinity”.
Corollary 3. (Decay at infinity) Assume that there exists R > 0 such that
c(x) ≤ −q(Λ2(q + 1)− Λ1(n− 1))|x|2 −
γq
|x| for |x| > R (2.24)
and
lim inf
|x|→∞
u(x)|x|q ≥ 0. (2.25)
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Let Ω be a region in BcR(0) = Rn\BR(0). If u satisfies (4.10) in Ω, then
u(x) ≥ 0 for all x ∈ Ω.
Proof. We consider the specific function ψ(x) = |x|−q, As we know,
M+Λ1,Λ2(D2ψ)(x)−
q(Λ2(q + 1)− Λ1(n− 1))
|x|2 ψ(x) = 0.
Applying Lemma 12, we conclude the proof.
Remark 3. i)It is similar to Remark 2, the conclusion holds when (2.24) is true at points
where u is negative.
ii) In the case of γ = 0, c(x) ≤ −q(Λ2(q+1)−Λ1(n−1))|x|2 . Notice that c(x) may not be needed to
be negative in order that the maximum principle holds.
In the rest of this section, we are going to adapt the moving plane technique in the
viscosity solution setting to prove Theorem 1. We refer to the book [CL2] for more account
of the moving plane method in semilinear elliptic equations. Before we carry out the moving
plane method, we introduce several necessary notations. Set
Σλ = {x = (x1, · · · , xn) ∈ Rn|x1 < λ}
and Tλ = ∂Σλ. Define x
λ be the reflection of x with respect to Tλ, i.e. x
λ = (2λ −
x1, x2, · · · , xn). Let
uλ(x) = u(x
λ)
and
vλ(x) = uλ(x)− u(x).
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The moving plane method to obtain the radial symmetry consists of two steps. In the first
step, we show that the plane can move, that is, we will deduce that, for sufficiently negative
λ,
vλ(x) ≥ 0, ∀x ∈ Σλ, (2.26)
where we are going to use the corollary of decay at infinity. In the second step, we will move
the plane Tλ to the right as long as (2.26) holds. The plane will stop at some critical position,
say at λ = λ0. We will verify that
vλ0 ≡ 0, ∀x ∈ Σλ0 . (2.27)
These two steps imply that u(x) is symmetric and monotone decreasing about the plane Tλ0 .
Since the equation (2.1) is invariant under rotation, we can further infer that u(x) must be
radially symmetric with respect to some point.
Proof of Theorem 1: We derive the proof in two steps.
Step 1 : By the hypothesis (2.7), uλ satisfies the same equation as u does. Thanks to
Lemma 8 for the case γ = 0,
M−Λ1,Λ2(D2vλ) + pψp−1λ (x)vλ(x) ≤ 0, (2.28)
where ψλ(x) is between uλ(x) and u(x). In order to apply the corollary of decay at infinity,
by (ii) in Remark 3, it is sufficient to verify that
ψp−1λ (x) ≤
C
|x|2 (2.29)
and
lim inf
|x|→∞
vλ(x)|x|q ≥ 0. (2.30)
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For (2.29), to be more precise, we only need to show that (2.29) holds at the points x˜
where vλ is negative (see Remark 3). At those points,
uλ(x˜) < u(x˜).
Then
0 ≤ uλ(x˜) ≤ ψλ(x˜) ≤ u(x˜).
By the decay assumption (2.11), we derive that
c(x˜) = pψp−1λ (x˜) ≤ o(|x˜|−2) ≤ C|x˜|−2,
that is, (2.29) is satisfied. Note that the fact λ is sufficiently close to negative infinity is
applied. By the decay assumption (2.11) again, for any small ²,
lim inf
|x|→∞
vλ(x)|x|q ≥ lim inf|x|→∞ −u(x)|x|
q ≥ lim inf
|x|→∞
−²
|x| 2p−1−q
.
If 2
p−1 − q > 0, then (2.30) is fulfilled. Hence we fixed 0 < q < min{ 2p−1 , (n∗ − 2)}.
Step 2 : We continue to move the plane Tλ to the right as long as (2.26) holds. Define
λ0 = sup{λ |vµ(x) ≥ 0 in Σµ for every µ ≤ λ}.
Since u(x)→ 0 as |x| → ∞, we infer that λ0 <∞. If λ0 > 0, by the translation invariance of
the equation, we may do a translation to let the critical position be negative. If λ0 = 0, we
move the plane from the positive infinity to the left. If λ0 = 0 again, we obtain the symmetry
of the solution at x1 = 0. In all the cases, we may consider Σλ0 with λ0 < 0, which avoids
the singularity of ψ(x) = |x|−q at the origin. Our goal is to show that vλ0(x) ≡ 0 in Σλ0 .
Otherwise, by the strong maximum principle in Lemma 1, we have vλ0 > 0 in Σλ0 . If this
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is the case, we will show that the plane can continue to move to the right a little bit more,
that is, there exists a ²0 such that, for all 0 < ² < ²0, we have
vλ0+² ≥ 0, ∀x ∈ Σλ0+². (2.31)
It contradicts the definition of λ0. Therefore, (2.27) must be true. Set
v¯λ(x) :=
vλ(x)
ψ(x)
.
Suppose that (2.31) does not hold, then there exist a sequence of ²i such that ²i → 0 and a
sequence of {xi}, where {xi} is the minimum point such that
v¯λ(x) = lim inf
Σλ0+²i
vλ(x).
We claim that there exists a R¯ such that |xi| < R¯ for all i. For a clear presentation, this
claim is verified in Lemma 13 below. By the boundedness of {xi}, there exists a subsequence
of {xi} converging to some point x0 ∈ Σλ0 . Since
v¯λ0(x
0) = lim
i→∞
v¯λ0+²i(xi) ≤ 0
and v¯λ0(x) > 0 for x ∈ Σλ0 , we obtain that x0 ∈ Tλ0 and v¯λ0(x0) = 0. By the regularity of
fully nonlinear equations in Lemma 5 and the fact that ψ(x) ∈ C2(Σλ0), we know that at
least v¯λ(x) ∈ C1(Σλ0). Consequently,
∇v¯λ0(x0) = lim
i→∞
∇v¯λ0+²i(xi) = 0.
It follows that
∇vλ0(x0) = ∇v¯λ0(x0)ψ(x0) + v¯λ0(x0)∇ψ(x0) = 0. (2.32)
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Since vλ0(x
0) = 0 and vλ0(x) > 0 for x ∈ Σλ0 , thanks to the Hopf lemma (i.e. Lemma 1) ,
we readily get that
∂vλ0
∂n
(x0) < 0,
where n is the outward normal at Tλ0 . It is a contradiction to (2.32). In the end, we conclude
that uλ0(x) ≡ u(x), i.e. (2.27) holds.
The following lemma verifies the claim in the proof of Theorem 1.
Lemma 13. There exists a R¯ (independent of λ) such that |x0| < R¯, where x0 is the point
where v¯λ(x) achieves the minimum and v¯λ(x0) < 0.
Proof. If |x0| is sufficiently large, by the decay rate of u,
c(x0) = pψ
p−1
λ (x0) < C|x0|−2 = −
M+Λ1,Λ2(D2ψ)(x0)
ψ(x0)
, (2.33)
where C = −q(Λ2(q + 1) − Λ1(n − 1)) > 0 and ψ(x) = |x|−q. It follows from the argument
of Theorem 2 in the case of γ = 0 that
M−Λ1,Λ2(D2v¯λ)− b¯(x)|Dv¯λ|+ c¯(x)v¯λ ≤ 0 in Σλ.
Here
b¯(x) =
2
√
nΛ2|Dψ|
ψ
and
c¯(x) = c(x) +
M+Λ1,Λ2(D2ψ)
ψ
.
From (2.33), we see that there exists a neighborhood Ω′ of x0 such that c¯(x) < 0 in Ω′. The
strong maximum principle in Lemma 2 further implies that
v¯λ(x) ≡ v¯λ(x0) < 0 for |x| > |x0|. (2.34)
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On the other hand,
v¯λ(x) = [o(|xλ|−
2
p−1 )− o(|x|− 2p−1 )|x|q]→ 0
as |x| → ∞, which contradicts (2.34). Hence the lemma is completed.
Proof of Corollary 1: Adopting the same notations in the proof of Theorem 1, for the general
function f(u), we have
M−Λ1,Λ2(D2vλ) + cλ(x)vλ(x) ≤ 0, (2.35)
where
cλ(x) =

f(uλ(x))−f(u(x))
uλ(x)−u(x) , if uλ(x) 6= u(x),
0, otherwise.
(2.36)
As argued in Theorem 1, we should verify that
cλ(x) ≤ C|x|2 (2.37)
and
lim inf
|x|→∞
vλ(x)|x|q ≥ 0. (2.38)
We only need to focus on the points x˜ where uλ(x˜) < u(x˜) for (2.37). From the assumption
(2.13), if x˜ is large enough,
cλ(x˜) ≤ c(|uλ|+ |u|)α(x˜) = O(|x˜|(2−n∗)α) ≤ C|x˜|2 (2.39)
for α > 2
n∗−2 . Recall that n
∗ = Λ1
Λ2
(n− 1) + 1. Since u(x) is positive, then
vλ(x)|x|q > −u(x)|x|q.
If u(x) = O(|x|2−n∗), then
lim inf
|x|→∞
vλ(x)|x|q ≥ lim inf|x|→∞ −u(x)|x|
q = 0
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for 0 < q < n∗ − 2. Hence (2.37) and (2.38) are satisfied. The rest of proof follows from the
same argument in Theorem 1.
2.3 Symmetry of Viscosity Solutions in a Punctured Ball
In this subsection, we consider the radial symmetry of viscosity solutions in a punctured
ball. Due to the singularity of the point, the corresponding maximum principle shall be
established. Instead of only considering sufficiently small domains, our result is valid under
the appropriate upper bound of c(x). The result also holds if c(x) is bounded and the domain
is appropriately small. Thanks to Lemma 8, we only consider the following equation.
M−Λ1,Λ2(D2u)− γ|Du|+ c(x)u ≤ 0 in Ω\{0}. (2.40)
Lemma 14. Let Ω be a connected and bounded domain in Rn and u be the viscosity solution
of (3.10). Assume that c(x) ∈ L∞(Ω\{0}), and
c(x) ≤ q(Λ1(n−1)−Λ2(q+1))|x|2 − γq|x| with 0 < q < n∗ − 2 if n∗ > 2,
or
c(x) ≤ Λ2/4(− ln |x|)−2|x|−2 − γ/2(− ln |x|)−1|x|−1 with |x| ≤ 1 in Ω if n∗ = 2.
(2.41)
Moreover, u is bounded from below and u ≥ 0 on ∂Ω. Then u ≥ 0 in Ω\{0}.
Proof. Our proof is based on the idea in Theorem 2. Recall again that n∗ = Λ1
Λ2
(n− 1) + 1.
If n∗ > 2, let ψ(x) = |x|−q. If n∗ = 2, we select ψ(x) = (− ln |x|)a, where 0 < a < 1. Set
u¯(x) :=
u(x)
ψ(x)
.
Since u is bounded from below in Ω\{0} and ψ(x)→∞ as |x| → 0, then
lim inf
|x|→0
u¯(x) ≥ 0.
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It is easy to know that u¯(x) ≥ 0 on ∂Ω. Suppose u(x) < 0 somewhere in Ω\{0}, then
u¯(x) < 0 somewhere in Ω\{0}. Hence infΩ\{0} u¯(x) is achieved at some point x0 ∈ Ω\{0}.
Therefore, we can find a neighborhood Ω′ of x0 such that u¯(x) < 0 and u¯(x) 6≡ u¯(x0) in Ω′.
Otherwise, u¯(x) ≡ u¯(x0) in Ω′, which is obviously impossible. Recall in Theorem 2 that,
M−Λ1,Λ2(D2u¯)− b¯(x)|Du¯|+ c¯(x)u¯ ≤ 0 in Ω′, (2.42)
where
c¯(x) = c(x) +
M+Λ1,Λ2(D2ψ) + γ|Dψ|
ψ
.
In order to apply the strong maximum principle, we need c¯(x) ≤ 0, i.e.
c(x) ≤ −M
+
Λ1,Λ2
(D2ψ) + γ|Dψ|
ψ
. (2.43)
If n∗ > 2, then ψ(x) = |x|−q,
M+Λ1,Λ2(D2ψ) + γ|Dψ|
ψ
=
q(Λ2(q + 1)− Λ1(n− 1))
|x|2 +
γq
|x| .
Let
c(x) ≤ q(Λ1(n− 1)− Λ2(q + 1))|x|2 −
γq
|x| .
Then (2.43) is satisfied.
If n∗ = 2, then ψ(x) = (− ln |x|)a,
M+Λ1,Λ2(D2ψ) + γ|Dψ|
ψ
= Λ2(a− 1)a(− ln |x|)−2|x|−2 + γa(− ln |x|)−1|x|−1.
Hence we may assume that
c(x) ≤ Λ2/4(− ln |x|)−2|x|−2 − γ/2(− ln |x|)−1|x|−1, (2.44)
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which implies that (2.43) holds for a = 1/2. If c(x) is in the above range, by the strong
maximum principle in Lemma 2, we readily deduce that u(x) ≡ u(x0) in Ω′. We then arrive
at a contradiction. The proof of the lemma follows.
Remark 4. The assumption (2.41) is clearly satisfied when |c(x)| is bounded and Ω is
sufficiently small.
With the above maximum principle in hand, we are able to prove the radial symmetry of
viscosity solutions. We adapt the argument of [CLN1] in our setting. Let the domain O be
bounded and convex in direction of x1, symmetric with respect to the hyperplane {x1 = 0}.
We prove the radial symmetry and monotonicity properties in O. Theorem 3 is an immediate
consequence of Theorem 5 below. Let us first introduce several notations. Set
Σλ := {x = (x1, · · · , xn) ∈ O|x1 < λ}
and Tλ = {x ∈ O|x1 = λ}. Define xλ be the reflection of x with respect to Tλ. Let
uλ(x) = u(x
λ)
and
vλ(x) = uλ(x)− u(x).
Theorem 5. Let u ∈ C(O¯\{0}) be a positive viscosity solution of
F (Du,D2u) + f(u) = 0 in O¯\{0}. (2.45)
Then u is symmetric in x1, that is, u(x1, x2, · · · , xn) = u(−x1, x2, · · · , xn) for all x ∈ O\{0}.
In addition, u is strictly increasing in x1 < 0.
31
Proof of Theorem 5. Without loss of generality, we may assume that infO x1 = −1. We carry
out the moving plane method in two steps.
Step 1 : We show that the plane can move, i.e. there exists −1 < λ0 < −12 such that
vλ ≥ 0 in Σλ
for −1 < λ < λ0. By (F2), uλ satisfies the same equation as u does. Thanks to Lemma 8, we
know that vλ satisfies
M−Λ1,Λ2(D2vλ)− γ|Dvλ|+ cλ(x)vλ ≤ 0 in O\{0},
where
cλ(x) =

f(uλ(x))−f(u(x))
uλ(x)−u(x) , if uλ(x) 6= u(x),
0, otherwise.
(2.46)
Since f is locally Lipschitz in (0,∞), then |cλ(x)| < C in O for some C > 0. It is clear that
vλ(x) ≥ 0 in ∂Σλ. If λ is sufficient close to −1, then Σλ is small enough. By the maximum
principle for small domains in Lemma 4, we readily deduce that vλ ≥ 0 in Σλ. Step 1 is then
completed.
Define
λ0 = sup{λ| − 1 < µ < 0, vµ ≥ 0 in Σµ\{0µ} for µ ≤ λ < 0}.
Step 2 : We are going to show that λ0 = 0. If it is true, we move the plane from the
position where supO x1 = 1 to the left. By the symmetry of O, the plane will reach λ0 = 0
again. Hence the symmetry of viscosity solutions is obtained. We divide the proof into three
cases and show that the following cases are impossible to occur.
Case 1 : −1 < λ0 < −12 .
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If this is the case, we are going to show that the plane can still be moved a little bit
more to the right. By the strong maximum principle in Lemma 1, we have vλ0(x) > 0 in
Σλ0 . Set λ = λ0 + ² for sufficiently small ². Let K be a compact subset in Σλ0 such that
|Σλ0\K| < δ/2. Recall that δ is the measure of O for which the maximum principle for small
domains in Lemma 4 holds. By the continuity of vλ, there exists some r > 0 such that vλ > r
in K. In the remaining Σλ\K, we can check that vλ satisfies M
−
Λ1,Λ2
(D2vλ)− γ|Dvλ|+ cλ(x)vλ ≤ 0 in Σλ\K,
vλ ≥ 0 on ∂(Σλ\K).
By the maximum principle for small domains again, vλ ≥ 0 in Σλ\K by selecting sufficiently
small ². Together with the fact that vλ ≥ r in K, we infer that vλ ≥ 0 in Σλ. It contradicts
the definition of λ0.
Case 2 : λ0 = −12 .
We also argue that the plane can be moved further, which indicates that λ0 = −12
is impossible. Since O is symmetric with respect to the hyperplane x1 = 0, then 0
−1/2 =
(−1, 0, · · · , 0).We select a compact setK in Σ−1/2 such that |Σλ0\K| < δ/2. By the positivity
and continuity of v−1/2, there exists some r > 0 such that v−1/2 > r in K. Without loss of
generality, we may assume that dist(K,Σ−1/2) ≥ r′ for some r′ > 0. We consider a small ball
Br′/2(e) centered at e = (−1, 0, · · · , 0) with radius r′/2. From the positivity of v−1/2 again,
we have, making r smaller if necessary,
v−1/2 > r/2 in ∂Br′/2(e) ∩ O¯.
Let λ = −1/2 + ² for small ² > 0. By the continuity of vλ, we get
vλ > r/4 in (∂Br′/2(e) ∩ O¯) ∪K.
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For such small ², 0−1/2+² lies in Br′/2(e) ∩ O¯. We also know that vλ ≥ 0 on Br′/2(e) ∩ ∂O.
Therefore,
vλ ≥ 0 in ∂(Br′/2(e) ∩O).
Choosing r′ so small that Lemma 14 is valid, then
vλ ≥ 0 in Br′/2(e) ∩O.
We consider the remaining set Σλ\(K ∪ Br′/2(e)). we can verify that vλ satisfies M
−
Λ1,Λ2
(D2vλ)− γ|Dvλ|+ cλ(x)vλ ≤ 0 in Σλ\(K ∪ Br′/2(e)),
vλ ≥ 0 on ∂(Σλ\(K ∪ Br′/2(e))).
Therefore, for sufficiently small ², the maximum principle of small domains implies that
vλ ≥ 0 in Σλ\(K∪Br′/2). In conclusion, vλ ≥ 0 for λ = −1/2+². We arrive at a contradiction.
Case 3 : −1/2 < λ0 < 0.
We show that this critical position is also impossible. For the singular point 0λ0 , we choose
a ball Br′/2(0λ0) centered at 0λ0 with radius r′/2. Let λ = λ0+ ². For ² > 0 small enough, 0λ
still lies in Br′/2(0λ0). By the continuity and positivity of vλ0 , there exists some r > 0 such
that vλ ≥ r on ∂Br′/2(0λ0). Applying Lemma 14 for small value of r′/2, we infer that vλ ≥ 0
in Br′/2(0λ0). Similar argument as Case 1 and Case 2 could show that vλ ≥ 0 in Σλ\{0} for
λ = λ0 + ².
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2.4 The Radial Symmetry for Viscosity Solutions of Fully Nonlin-
ear Parabolic Equations
We consider the radial symmetry of fully nonlinear parabolic equation in this section. we first
show that the difference of supersolution and subsolution of the parabolic equation satisfies
an inequality involving Pucci extremal operator, which enables us to compare the value of
u at x and its value at the reflection of x. The following lemma is non trivial since u is not
of class C2. The proof of the lemma below is inspired by the work in [DS] and [MQ].
Lemma 15. Let u1, u2 be a continuous subsolution and supersolution respectively in Rn ×
(0, T ] of
∂tu− F (Du,D2u)− f(u) = 0. (2.47)
Then w˜ = u2 − u1 is a viscosity supersolution of
−∂tw˜ +M−Λ1,Λ2(D2w˜)− γ|∇w˜|+ c(x, t)w˜ ≤ 0, (2.48)
where
c(x, t) =

f(u1(x,t))−f(u2(x,t))
u1(x,t)−u2(x,t) , if u1(x, t) 6= u2(x, t),
0, otherwise.
(2.49)
Proof. We consider w = u1−u2 = w˜, then apply the property ofM−Λ1,Λ2(D2w) = −M+Λ1,Λ2(D2w˜)
to verify (2.48). Let ϕ ∈ C2 be a test function such that w − ϕ has a local maximum at
(x˜, t˜). Then there exists r > 0 such that, for all (x, t) ∈ Br(x˜) × (t˜ − r, t˜] ⊂ Rn × (0, T ],
(w − ϕ)(x, t) < (w − ϕ)(x˜, t˜). Define
Φ²(x, y, t) = u1(x, t)− u2(y, t)− ϕ(x, t)− |x− y|
2
²2
.
35
Let (x², y², t²) be the maximum point of Φ²(x, y, t) in Br(x˜) × Br(x˜) × (t˜ − r, t˜]. Standard
argument shows that 
(i) : (x², y²)→ (x˜, x˜),
(ii) : |x²−y²|
2
²2
→ 0
(2.50)
as ²→ 0. Let θ = Br(x˜) and
ψ²(x, y, t) = ϕ(x, t) +
|x² − y²|2
²2
.
The argument of Theorem 8.3 in [CIL] indicates that, for all α > 0, there existX,Y ∈ Sn(Rn)
such that 
(i) : (a², Dxψ²(x², y², t²), X) ∈ Pθ2,+u1(x², t²),
(b², Dyψ²(x², y², t²), Y ) ∈ Pθ2,+(−u2)(y², t²),
(ii) : −(1/α+ ‖A‖)Id ≤
 X 0
0 Y
 ≤ A+ αA2,
(iii) : a² + b² = ∂tψ²(x², y², t²) = ∂tϕ(x², t²),
(2.51)
where A = D2ψ²(x², y², t²) =

D2xϕ(x², t²) +
2
²2
Id − 2
²2
Id
− 2
²2
Id 2
²2
Id
 .
Furthermore, by the definition of Pθ2,+,Pθ2,−, we have
a² − F (Dxψ²(x², y², t²), X)− f(u1(x², t²)) ≤ 0, (2.52)
−b² − F (−Dyψ²(x², y², t²),−Y )− f(u2(y², t²)) ≥ 0. (2.53)
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Combining (iii) in (2.51), (2.52) and (2.53), we obtain
∂tϕ(x², t²)−F (Dxψ²(x², y², t²), X)+F (−Dyψ²(x², y², t²),−Y )−f(u1(x², t²))+f(u2(y², t²)) ≤ 0.
(2.54)
Let α = ²2. A similar argument to that in [DS] leads to
X −D2ϕ²(x², t²) + Y ≤ −C²2Y 2 +O(²) (2.55)
for some C > 0. Then
(∂tϕ−M+Λ1,Λ2(D2ϕ)− f(u1))(x², t²) + f(u2)(y², t²) − γ|Dxψ +Dyψ|(x², y², t²)
+ C²2M−Λ1,Λ2(Y 2) +O(²) ≤ 0.
Since M−Λ1,Λ2(Y 2) ≥ 0, letting ²→ 0, then
(∂tϕ−M+Λ1,Λ2(D2ϕ)− γ|Dxϕ| − f(u1) + f(u2))(x˜, t˜) ≤ 0.
By the mean value theorem,
(∂tϕ−M+Λ1,Λ2(D2ϕ)− γ|Dxϕ| − c(x˜, t˜)(u1 − u2))(x˜, t˜) ≤ 0,
where c(x, t) is in (2.49). Hence
∂tw −M+Λ1,Λ2(D2w)− γ|Dxw| − c(x, t)w ≤ 0
for (x, t) ∈ Rn × (0, T ]. Since w˜ = −w,
−∂tw˜ +M−Λ1,Λ2(D2w˜)− γ|Dxw˜|+ c(x, t)w˜ ≤ 0.
The proof of the lemma is then fulfilled.
We are ready to give the proof of Theorem 4.
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Proof of Theorem 4. We adopt the moving plane method to prove the theorem. Define
Σλ = {(x1, x′, t) ∈ Rn+1|x1 < λ, 0 < t ≤ T},
where x′ = {x2, · · · , xn}. Set
uλ(x1, x
′, t) = u(2λ− x1, x′, t) and vλ(x, t) = uλ(x, t)− u(x, t).
Step 1: We start the plane from negative infinity. Since uλ satisfies the same equation as
u does by (F2). Thanks to Lemma 15, we have
−∂tvλ +M−Λ1,Λ2(D2vλ)− γ|∇vλ|+ c(x, t)vλ ≤ 0.
We may assume that |c(x, t)| ≤ c0 for some c0 > 0, since f(u) is locally Lipschitz. Let
v¯λ =
vλ
e−(c0+1)t
,
then v¯λ satisfies
−∂tv¯λ +M−Λ1,Λ2(D2v¯λ)− γ|∇v¯λ|+ c˜(x, t)v¯λ ≤ 0, (2.56)
where c˜(x, t) = c(x, t)− c0 − 1. Note that c˜(x, t) < 0. In order to prove that vλ ≥ 0 in Σλ, it
is sufficient to show that v¯λ ≥ 0 in Σλ. Suppose the contrary, that v¯λ < 0 somewhere in Σλ.
Since
|u(x, t)| → 0 uniformly as |x| → ∞,
then
vλ(x, t) ≥ −u(x, t)e(c0+1)t → 0
as |x| → ∞. Due to the fact that v¯λ = 0 on ∂Σλ := {(x1, x′, t)|x1 = λ, 0 < t ≤ T} and the
assumption of initial boundary condition u0(x), there exists some point z
0 ∈ Σλ such that
v¯λ(z
0) = min
z∈Σλ
v¯λ(x, t) < 0.
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By the strong maximum principle for fully nonlinear parabolic equations, we know it is a
contradiction. Step 1 is then completed.
Step 2: Set
λ0 := sup{λ < 0|vµ ≥ 0 in Σµ for−∞ < µ < λ}.
Our goal is to show that λ0 = 0. Suppose that λ0 < 0, then there exists sufficiently small
² > 0 such that λ0 + ² < 0. We are going to prove that vλ ≥ 0 in Σλ for λ = λ0 + ², which
contradicts the definition of λ0. If vλ0+² < 0 somewhere in Σλ0+², by the asymptotic behavior
of u and the initial boundary condition, we know that the minimum point is achieved in the
interior of Σλ0+². By the same argument as that in Step 1, we see it is impossible. Therefore,
we confirm that λ0 = 0, that is, u is nondecreasing in x1 and u(x1, x
′, t) ≤ u(−x1, x′, t) for
x1 ≤ 0.
If the initial value u0 is radial symmetry and nonincreasing in |x|. We move the plane
from positive infinity to the left. By the same argument as above, we will reach at λ0 = 0
again, which leads to the symmetry of the solution at x1 = 0. By the rotation invariance
of the equation, we obtain that u is radially symmetric with respect to (0, t) for any fixed
t ∈ (0, T ] and nonincreasing in |x|.
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3 Liouville-type theorems for fully nonlinear elliptic
equations and systems in half spaces
3.1 Introduction
This section is devoted to the study of Liouville-type theorems for nonnegative viscosity
solution or supersolutions of a class of fully nonlinear uniformly elliptic equations and systems
in a half space Rn+, i.e. either F (x,D
2u) + up = 0 in Rn+,
u = 0 on ∂Rn+
(3.1)
or  F (x,D
2u) + vp = 0 in Rn+,
F (x,D2v) + uq = 0 in Rn+
(3.2)
where Rn+ = {x = (x′, xn) ∈ Rn−1 × R|xn > 0} with n ≥ 2. A continuous function F :
Rn × Sn → R is referred as an uniformly elliptic equation with ellipticity 0 < λ ≤ Λ <∞.
Liouville-type theorems are powerful tools in proving a priori bounds for nonnegative
solutions in a bounded domain. They are widely applied in obtaining a priori estimate for
solutions of elliptic equations in the literature. Using the “blow-up” method (also called
rescaling argument) in [GS], an equation in a bounded domain will blow up into another
equation in the whole Euclidean space or a half space. With the aid of the corresponding
Liouville-type theorem in the Euclidean space Rn and half space Rn+ and a contradiction ar-
gument, the a priori bounds could be readily derived. Moreover, the existence of nonnegative
solutions to elliptic equations is established by the topological degree method using a priori
estimates (see. e.g. [DLN]).
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If the operator F is uniformly elliptic with ellipticity constant 0 < λ ≤ Λ <∞, it results
in
M−λ,Λ(M) ≤ F (x,M) ≤M+λ,Λ(M)
when F (x,O) = 0. We refer to the monograph [CC] for more details on these operators.
Notice that M+λ,Λ and M−λ,Λ are not in the divergence form.
When λ = Λ = 1,M±λ,Λ coincide with the Laplace operators. Then (3.1) with F (x,D2u)
replaced by M±λ,Λ(D2u) becomes the
4u+ up = 0 in Rn+. (3.3)
It is well known that (3.3) does not have positive supersolutions in the half space for 1 <
p < n+1
n−1 , and does not have nonnegative solutions for 1 < p <
n+2
n−2 with u vanishing on the
boundary.
In view of these results for the semilinear equation (3.3), it would be interesting to
understand the structure of solutions for (3.1) and (3.2). Unlike the case of the semilinear
equations, the popular technique of Kelvin transform with moving plane method is no longer
available. We also note that there is no variational structure for fully nonlinear elliptic
equations, even for the Pucci extremal operators. Those impose new difficulties for studying
Liouville-type results. In [CL], Cutri and Leoni establish the following non-existence results
in the spirit of the Hadamard three circle theorem [PW]. In particular, they have also shown
that the critical exponent
p+ :=
n˜
n˜− 2
is optimal for supersolutions in (3.4), where
n˜ =
λ
Λ
(n− 1) + 1.
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It exhibits a nontrivial solution for (3.4) if p > p+. Namely, it is stated as the following
lemma.
Lemma 16. Assume that n ≥ 3. If 1 < p ≤ p+ or (1 < p < ∞ if n˜ ≤ 2), then the only
viscosity supersolution of  M
+
λ,Λ(D
2u) + up = 0 in Rn,
u ≥ 0 in Rn
(3.4)
is u ≡ 0.
With the help of moving plane method and the above Liouville-type theorem, Quaas and
Sirakov [QS] make use of the idea of [D] and obtain a Liouville-type result in a half space.
They first prove the solution of (3.5) is non-decreasing in xn direction, then it leads to the
same problem in Rn−1 after a limiting process, which allows them to use Lemma 16. Under
the boundedness assumption, they show that
Lemma 17. Let n ≥ 3 and p˜+ := λ(n−2)+Λ
λ(n−2)−Λ . Then the equation
M+λ,Λ(D2u) + up = 0 in Rn+,
u ≥ 0 in Rn+,
u = 0 in ∂Rn+
(3.5)
has no nontrivial bounded solution, provided 1 < p ≤ p˜+ and λ(n− 2) > Λ ( or 1 < p <∞
if λ(n− 2) ≤ Λ).
Note that p˜+ > p+ for λ(n − 2) > Λ. We are interested in the boundedness assumption
in Lemma 17. As we know, boundedness assumptions are often imposed in deriving such
Liouville-type theorem in half spaces. Using the Doubling Lemma recently developed in [PQS]
(see Section 1) and a blow-up technique, we indeed show that the boundedness assumption
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is unnecessary for such equations. Similar ideas have been applied to derive Liouville type
theorems for solutions to higher order elliptic equations and systems in our recent paper
[LWZ]. Our strategy is based on a contradiction argument. We suppose that the solution
u in (3.5) is unbounded. By the Doubling Lemma and blow-up method, the equation (3.5)
will become an equation in a whole Euclidean space or a half space. We will then arrive
at a contradiction under a certain range of p, which means that the solution u has to be
bounded. Applying Lemma 17 again, we obtain the Liouville-type results. In this section,
we first obtain the following result.
Theorem 6. Let n ≥ 3. For 1 < p ≤ p+ if n˜ > 2 (or 1 < p < ∞ if n˜ ≤ 2 ), then the only
nonnegative solution for (3.5) is u ≡ 0.
Quaas and Sirakov in [QS1] consider the nonexistence results for the elliptic system
with Pucci extremal operators in the Euclidean space and a half space, which are essential
in getting a priori bound and existence by fixed point theorem for fully nonlinear elliptic
system. Motivated by the work [CL], they characterized the range of powers p, q for the
nonexistence of positive supersolutions of (3.6) in the Euclidean space.
Lemma 18. Let λ1, λ2,Λ1,Λ2 > 0. Set
M+l (D2ul) =M+λl,Λl(D2ul)
for l = 1, 2. Define
ρl =
λl
Λl
, Nl = ρl(n− 1) + 1.
Let N1, N2 > 2 and pq > 1 with p, q ≥ 1. Then there are no positive supersolutions for M
+
1 (D
2u1) + u
p
2 = 0 in Rn,
M+2 (D2u2) + uq1 = 0 in Rn,
(3.6)
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if
2(p+ 1)
pq − 1 ≥ N1 − 2, or
2(q + 1)
pq − 1 ≥ N2 − 2.
By the moving plane method and Lemma 18 in the Euclidean space, the following
Liouville-type theorem in a half space is also established under the boundedness assumption
in [QS1].
Lemma 19. Let N1, N2 > 2 and pq > 1 with p, q ≥ 1. There exist no positive bounded
solutions for the elliptic equation system
M+1 (D2u1) + up2 = 0 in Rn+,
M+2 (D2u2) + uq1 = 0 in Rn+,
u1 = u2 = 0 on ∂Rn+,
(3.7)
provided
2(p+ 1)
pq − 1 ≥ N1 − 2, or
2(q + 1)
pq − 1 ≥ N2 − 2. (3.8)
We are also able to get rid of the boundedness assumption in the above lemma by
choosing appropriate rescaling functions and employing the Doubling Lemma argument.
More precisely, we prove the following
Theorem 7. There exist no positive solutions for (3.7) if p, q > 1 and the assumption (3.8)
is satisfied.
With the Liouville-type theorem for the Euclidean space in hand and the Doubling
Lemma, we can further investigate the singularity and decay estimates for positive solu-
tions of fully nonlinear elliptic equations in a bounded domain or an exterior domain. Let
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1 < p ≤ p+ if n˜ > 2 or 1 < p <∞ if n˜ ≤ 2. Recall that n˜ = λ
Λ
(n− 1) + 1. We consider
M+λ,Λ(D2u) + up = 0 in Ω. (3.9)
We will establish the following
Theorem 8. Let Ω 6= Rn be a domain in Rn. There exists C = C(n, p) > 0 such that any
nonnegative solution of (3.9) satisfies
u+ |∇u| 2p+1 ≤ Cdist −2p−1 (x, ∂Ω), ∀ x ∈ Ω. (3.10)
In particular, if Ω is an exterior domain, i.e. the set {x ∈ Rn||x| > R} for some R > 0,
then
u+ |∇u| 2p+1 ≤ C|x| −2p−1 , ∀ |x| ≥ 2R.
If there exists a solution for a general continuous function f(u), i.e. u is a nonnegative
solution for
M+λ,Λ(D2u) + f(u) = 0 in Ω. (3.11)
Similar singular and decay estimates also hold. Namely, if 1 < p ≤ p+ for n˜ > 2 or 1 < p <∞
for n˜ ≤ 2, we have the following corollary.
Corollary 4. Assume that
lim
u→∞
u−pf(u) = γ ∈ (0,∞).
There exists C(n, f) > 0 independent of Ω such that any positive solution in (3.11) satisfies
u+ |∇u| 2p+1 ≤ C(1 + dist −2p−1 (x, ∂Ω)), ∀ x ∈ Ω.
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In particular, if Ω = BR\{0} for some R, then
u+ |∇u| 2p+1 ≤ C(1 + |x| −2p−1 ), ∀ 0 < |x| ≤ R/2.
Remark 5. The similar results also hold for M−λ,Λ(D2u) and its system in Theorem 6,
Theorem 7 and Theorem 8.
The study of the supersolutions for
M−λ,Λ(D2u) + up = 0 in Rn+ (3.12)
without assumed boundary condition is more involved. Recently, Armstrong and Sirakov [AS]
devised a general method for the nonexistence of positive supersolutions of elliptic operators
in the whole Euclidean space and in exterior domains, which only needs the maximum prin-
ciple and an asymptotically homogeneous subsolution at infinity for these elliptic operators.
Notice that these elliptic operators include Pucci extremal operators as special cases. Their
method also adapts to cones, in particular half spaces, for fully nonlinear operators, although
the Laplacian operator is considered there. See the proof of Theorem 5.1 in [AS]. Especially
the optimal range of p for Liouville-type property in (3.12) could be characterized by the
proof of Theorem 5.1 in [AS] and the work in [ASS]. Leoni [L] obtains an explicit range for
the Liouville-type results in (3.12), that is, there does not exist any positive solution in (3.12)
for −1 ≤ p ≤ Λn+λ
Λn−λ . Notice that this range may not be optimal. By explicit test functions,
there does exist a supersolution for p > Λ(n−1)+2λ
Λ(n−1) . Motivated by the work in [AS], the author
in [L] also points out that the inequality
M+λ,Λ(D2u) + up ≤ 0 in Rn+ (3.13)
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does not have any positive solution for
−1 ≤ p ≤ n˜+ 1
n˜− 1 .
We consider the supersolutions for a system of fully nonlinear elliptic equations with Pucci’s
extremal operators in half spaces, i.e. M
+
λ,Λ(D
2u) + vp = 0 in Rn+,
M+λ,Λ(D2v) + uq = 0 in Rn+.
(3.14)
Note that the method in [AS] has been applied to systems of elliptic equations in exterior
domains. It is also valid for cones. We provide an elementary proof to obtain some explicit
range of p, q for the nonexistence of supersolutions. We adapt the proof in [L]. The difficulty
of Leoni’ proof for (3.12) is to show the Liouville-type property holds for the limiting case
p = Λn+λ
Λn−λ . In order to achieve this, some explicit subsolution is constructed under nontrivial
calculations. Our main effort is also devoted to building such explicit subsolution for the
operator M+λ,Λ instead of M−λ,Λ. We show the following Liouville-type theorem:
Theorem 9. Assume that n˜ ≥ 2 and p, q > 0, there does not exist any nontrivial nonnegative
supersolution in (3.14) provided
(1) pq > 1 and 2(p+1)
pq−1 > n˜− 1 or 2(q+1)pq−1 > n˜− 1,
or
(2) 2(p+1)
pq−1 = n˜− 1 and 2(q+1)pq−1 = n˜− 1,
or
(3) pq = 1.
Combining our idea in Theorem 9 and the estimates for M−λ,Λ(D2u) in [L], we are able
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to establish the following Liouville-type results for M
−
λ,Λ(D
2u) + vp = 0 in Rn+,
M−λ,Λ(D2v) + uq = 0 in Rn+.
(3.15)
Corollary 5. There exists only trivial nonnegative supersolution for (3.15) if
(1) pq > 1 and 2(p+1)
pq−1 >
Λn
λ
− 1 or 2(q+1)
pq−1 >
Λn
λ
− 1,
or
(2)2(p+1)
pq−1 =
Λn
λ
− 1 and 2(q+1)
pq−1 =
Λn
λ
− 1,
or
(3) pq = 1.
The outline of the section is as follows. Subsection 3.2 is devoted to the proof of removing
the boundedness assumption for fully nonlinear elliptic equations and systems. We also show
the singularity and decay estimates for a single equation. The Liouville-type theorem for a
system of equations in a half space without boundary assumption is considered in subsection
3.3.
3.2 Liouville-type theorems for elliptic equations in half spaces
We first present the proof of Theorem 6. Our idea is the combination of doubling property
and blow-up argument. This idea seems to be powerful in getting rid of the boundedness
assumption whenever proving Liouville-type theorems. We refer to [LWZ] for applications of
this idea in higher order elliptic equations.
Proof of Theorem 6: Suppose that a solution u to the equation (3.5) is unbounded. Namely,
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there exists a sequence of (yk) ∈ Rn+ such that
u(yk)→∞
as k →∞. Set
M(y) := u
p−1
2 (y) : Rn+ → R.
Then M(yk) → ∞ as k → ∞ by the fact that p > 1. By taking D = Σ = X = Rn+ in the
Doubling Lemma (i.e. Lemma 9) and Remark 1, there exists another sequence of {xk} such
that
M(xk) ≥M(yk)
and
M(z) ≤ 2M(xk), ∀z ∈ Bk/M(xk)(xk) ∩ Rn+.
Set
dk := xk,nM(xk),
where xk = (xk,1, · · · , xk,n) and
Hk := {ξ = (ξ1, · · · , ξn) ∈ Rn|ξn > −dk}.
We define a new function
vk(ξ) :=
u(xk +
ξ
M(xk)
)
M
2
p−1 (xk)
.
Then, vk(ξ) is the nonnegative solution of M
+
λ,Λ(D
2vk) + v
p
k = 0 in Hk,
vk = 0 on ∂Hk = {ξ ∈ Rn|ξn = −dk}
(3.16)
with
v
p−1
2
k (0) = 1 (3.17)
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and
v
p−1
2
k (ξ) ≤ 2, ∀ξ ∈ Hk ∩Bk(0). (3.18)
Two cases may occur as k →∞, either Case (1)
xk,nM(xk)→∞
for a subsequence still denoted as before, or Case (2)
xk,nM(xk)→ d
for a subsequence still denoted as before, here d ≥ 0. If Case (1) occurs, i.e. Hk∩Bk(0)→ Rn
as k → ∞, then for any smooth compact set D in Rn, there exists k0 large enough such
that D ⊂ (Hk ∩ Bk(0)) as k ≥ k0. By regularity lemma (i.e. Lemma 7), (3.18) and Arzela´-
Ascoli theorem, vk → v in C2(D¯) for a subsequence. Furthermore, using a diagonalization
argument, vk → v in C2loc(Rn) as k →∞. From Lemma 6, we know that v solves
M+λ,Λ(D2v) + vp = 0 in Rn.
Thanks to Lemma 16, there exists only a trivial solution provided
1 < p ≤ p+ for λ(n− 1) > Λ (3.19)
or
1 < p <∞ for λ(n− 1) ≤ Λ. (3.20)
In the above, we have used the fact that n˜ = 2 is equivalent to λ(n−1) = Λ. However, (3.17)
implies that
v
p−1
2 (0) = 1,
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which indicates that v is nontrivial. This contradiction leads to the conclusion that u in (3.5)
is bounded in the above range of p.
If the Case (2) occurs, we make a further translation. Set
v˜k(ξ) := vk(ξ − dken) for ξ ∈ Rn+.
Then v˜k satisfies 
M+λ,Λ(D2v˜k) + v˜pk = 0 in Rn+,
v˜k ≥ 0 in Rn+,
v˜k = 0 on ∂Rn+.
(3.21)
While
v˜
p−1
2
k (dken) = 1 (3.22)
and
v˜
p−1
2
k (ξ) ≤ 2, ∀ξ ∈ Rn+ ∩Bk(dken). (3.23)
For any smooth compact D in Rn+, there also exists k0 large enough such that D ⊂ (Rn+ ∩
Bk(0)) for any k ≥ k0. Thanks to regularity Lemma 7 and (3.23), we can extract a subse-
quence of v˜k such that v˜k → v in C2(D¯) ∩ C(D¯). A diagonalization argument shows that
v˜k → v uniformly as k →∞. Furthermore, by Lemma 6, v solves
M+λ,Λ(D2v) + vp = 0 in Rn+,
v ≥ 0 in Rn+,
v = 0 on ∂Rn+.
(3.24)
Due to Lemma 17, we readily have that v ≡ 0 if
1 < p ≤ p˜+ for λ(n− 2) > Λ (3.25)
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or
1 < p <∞ for λ(n− 2) ≤ Λ. (3.26)
It contradicts again with the fact that
v(den)
p−1
2 = 1 (3.27)
from (3.22). Hence u is bounded in Case (2).
Together with (3.19), (3.20), (3.25) and (3.26), we infer that u is bounded in (3.5) if
1 < p ≤ p+ in the case of λ(n − 1) > Λ or if 1 < p < ∞ in the case of λ(n − 1) ≤ Λ. Note
again that n˜ = 2 implies that λ(n− 1) = Λ. Applying Lemma 17 again, we obtain Theorem
1 in the above range of p.
We are now in the position to prove Theorem 7. Since we consider the elliptic system
with different powers p, q, we shall choose the rescaling function appropriately.
Proof of Theorem 7: Assume by contradiction that either u1 or u2 is unbounded, that is,
there exists a sequence yk such that
Mk(yk) = u
1/α
1 (yk) + u
1/β
2 (yk)→∞
as k →∞. The constant α, β are positive numbers which will be determined later. From the
Doubling Lemma and Remark 1, there exists a sequence of {xk} such that
M(xk) ≥M(yk)
and
M(z) ≤ 2M(xk), ∀z ∈ Bk/M(xk)(xk) ∩ Rn+.
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Define
dk := xk,nM(xk)
and
Hk := {ξ ∈ Rn|ξn > −dk}.
We do the following rescaling,
v1,k(ξ) :=
u1(xk +
ξ
M(xk)
)
Mα(xk)
,
v2,k(ξ) :=
u2(xk +
ξ
M(xk)
)
Mβ(xk)
.
Then, by (3.7), v1,k(ξ), v2,k(ξ) satisfy
M+1 (D2v1,k)Mα+2k (xk) +Mpβk (xk)vp2,k = 0 in Hk,
M+2 (D2v2,k)Mβ+2k (xk) +M qαk (xk)vq1,k = 0 in Hk,
v1,k = v2,k = 0 in ∂Hk.
(3.28)
In order to get rid of Mk(xk) in (3.28), by setting α + 2 = pβ and β + 2 = qα, we conclude
that
α =
2(p+ 1)
pq − 1 ,
β =
2(q + 1)
pq − 1 .
With so chosen α, β, then v1,k, v2,k solve
M+1 (D2v1,k) + vp2,k = 0 in Hk,
M+2 (D2v2,k) + vq1,k = 0 in Hk.
v1,k = v2,k = 0 in ∂Hk.
(3.29)
Furthermore,
v
1
α
1,k(0) + v
1
β
2,k(0) = 1 (3.30)
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and
v
1
α
1,k(ξ) + v
1
β
2,k(ξ) ≤ 2, ∀ξ ∈ Hk ∩ Bk(0).
Two cases may occur as k →∞, either Case (1),
dk →∞
for a subsequence still denoted as before, or Case (2)
dk → d
for a subsequence still denoted as before. We note that d ≥ 0.
If Case (1) occurs, i.e. Hk ∩ Bk(0)→ Rn, we argue similarly as in the proof of Theorem
1. For any smooth compact set D in Rn, by Lemma 7 and Arzela´-Ascoli theorem, we know
that v1,k → v1 and v2,k → v2 in C2(D¯) for a subsequence. Using a diagonalization argument,
v1,k → v1 and v2,k → v2 in C2loc(Rn) as k →∞. From Lemma 6, we obtain that v1, v2 satisfy M
+
1 (D
2v1) + v
p
2 = 0 in Rn,
M+2 (D2v2) + vq1 = 0 in Rn.
(3.31)
As shown in Lemma 18, v1 ≡ v2 ≡ 0 provided
2(p+ 1)
pq − 1 ≥ N1 − 2, or
2(q + 1)
pq − 1 ≥ N2 − 2.
Nevertheless, (3.30) indicates that either v1 or v2 is nontrivial. We arrive at the contradiction,
which indicates u1, u2 in (3.7) are actually bounded in Case (1).
If Case (2) occurs, we translate the equation to be in the standard half space. Let
v˜1,k(ξ) := v1,k(ξ − dken) for ξ ∈ Rn+,
v˜2,k(ξ) := v2,k(ξ − dken) for ξ ∈ Rn+.
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Then v˜1,k, v˜2,k satisfy
M+1 (D2v˜1,k) + v˜p2,k = 0 in Rn+,
M+2 (D2v˜2,k) + v˜q1,k = 0 in Rn+,
v˜1,k = v˜1,k = 0 on ∂Rn+.
(3.32)
Moreover,
v˜
1
α
1,k(dken) + v˜
1
β
2,k(dken) = 1 (3.33)
and
v˜
1
α
1,k(ξ) + v˜
1
β
2,k(ξ) ≤ 2, ∀ξ ∈ Rn+ ∩Bk(dken). (3.34)
Similar argument as in the proof of Theorem 1 shows that there exist v˜1,k and v˜2,k such that
v˜1,k → v˜1
and
v˜2,k → v˜2
in C2loc(Rn+) ∩ C(Rn+) as k →∞. v˜1 and v˜2 solve
M+1 (D2v˜1) + v˜p2 = 0 in Rn+,
M+2 (D2v˜2) + v˜q1 = 0 in Rn+,
v˜1 = v˜1 = 0 on ∂Rn+.
(3.35)
Lemma 19 and (3.34) yield that v˜1 ≡ v˜2 ≡ 0 when (3.8) holds. However, it contradicts to
the fact of (3.33).
In conclusion, we obtain that u is bounded in (3.7) when the exponents p and q satisfy
(3.8). From Lemma 19 again, we conclude that the boundedness assumption is not essential,
i.e. Theorem 7 holds.
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With the help of Lemma 16 and the Doubling Lemma, we are ready to give the proof of
Theorem 8.
Proof of Theorem 8. We also argue by contradiction. Suppose that (3.10) is false. Then,
there exists a sequence of functions uk in (3.9) on Ωk such that
Mk = u
p−1
2
k + |∇uk|
p−1
p+1
satisfying
Mk(yk) > 2kdist
−1(yk, ∂Ωk).
By the Doubling Lemma, there exists xk ∈ Ωk such that
Mk(xk) ≥Mk(yk),
Mk(xk) > 2kdist
−1(xk, ∂Ωk)
and
Mk(z) ≤ 2Mk(xk), if |z − xk| ≤ kM−1k (xk).
We introduce a rescaled function
vk(ξ) =
uk(xk +
ξ
Mk(xk)
)
M
2
p−1
k
.
Simple calculation yields that
M+λ,Λ(D2vk) + vpk = 0, ∀|ξ| ≤ k. (3.36)
Moreover,
(v
p−1
2
k + |∇vk|
p−1
p+1 )(0) = 1 (3.37)
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and
(v
p−1
2
k + |∇vk|
p−1
p+1 )(ξ) ≤ 2, ∀|ξ| ≤ k. (3.38)
For any smooth compact set D in Rn, there exists k0 large enough such that D ⊂ Bk(0)
as k ≥ k0. By Lemma 7 and (3.38), we have
‖vk‖C2,α(D) ≤ C
for some C > 0. From Arzela´-Ascoli theorem, up to a subsequence, vk → v in C2(D¯). In
addition, by a diagonalization argument and Lemma 6, vk → v in C2loc(Rn) as k →∞, which
solves
M+λ,Λ(D2v) + vp = 0 in Rn.
Since 1 < p ≤ p+, Lemma 16 implies that the only solution is v ≡ 0. However, (3.37) shows
that v is impossible to be trivial. Therefore, this contradiction leads to the conclusion in
Theorem 8.
For the proof of Corollary 4, it is very similar to the above argument. We shall omit it
here. The interested reader may refer to the above proof and [PQS].
3.3 A Liouville-type theorem for supersolutions of elliptic systems
in a half space
We introduce the following algebraic result in [L] for the eigenvalue of a special symmetric
matrix.
Lemma 20. Let ν, ω ∈ Rn be unitary vectors and a1, a2, a3 and a4 be constants. For the
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symmetric matrix,
A = a1ν ⊗ ν + a2ω ⊗ ω + a3(ν ⊗ ω + ω ⊗ ν) + a4In,
where ν⊗ω denotes the n×n matrix whose i, j entry is νiωj, the eigenvalues of A are given
as follows,
•a4, with multiplicity (at least) n− 2.
•a4 + a1+a2+2a3ν·ω±
√
(a1+a2+2a3ν·ω)2+4(1−(ν·ω))2(a23−a1a2)2
2
, which are simple (if different from
a4).
In particular, if either a23 = a1a2 or (ν · ω)2 = 1, then the eigenvalues are a4 with
multiplicity n− 1 and a4 + a1 + a2 + 2a3ν · ω, which is simple.
Let us consider a lower semicontinuous function u ∈ Rn+ → [0, ∞) for
M+λ,Λ(D2u) ≤ 0 in Rn+ (3.39)
in viscosity sense. For any r > 0, we define the function
mu(r) = inf
B+r
u(x)
xn
, (3.40)
where B+r is the half ball centered at the origin with radius r in Rn+. We present the following
three – circles Hadamard type results for superharmonic functions in [L].
Lemma 21. Let u ∈ Rn+ → [0, ∞) be a lower semicontinuous function satisfying (3.39).
Then the function mu(r) in (3.40) is a concave function of r
−n˜, i.e. for every fixed R > r > 0
and for all r ≤ ρ ≤ R, one has
mu(ρ) ≥ mu(r)(ρ
−n˜ −R−n˜) +mu(R)(r−n˜ − ρ−n˜)
r−n˜ −R−n˜ . (3.41)
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Consequently,
r ∈ (0, ∞)→ mu(r)rn˜
is nondecreasing.
To prove the Liouville-type theorem in (3.14) for the critical case
2(p+ 1)
pq − 1 = n˜− 1, and
2(q + 1)
pq − 1 = n˜− 1,
we will compare the supersolutions u, v with an explicit subsolution of the equation
−M+λ,Λ(D2φ) = (
xn
|x|n˜ )
n˜+1
n˜−1 .
Such a subsolution is constructed as follows.
Lemma 22. There exist positive constants e, f > 0 and r0 ≥ 1, which only depend on λ,Λ
and n such that the function
Γ(x) =
xn
|x|n˜ (eln|x|+ f(
xn
|x|)
2)
satisfies
−M+λ,Λ(D2Γ) ≤ (
xn
|x|n˜ )
n˜+1
n˜−1 in Rn+\Br0 (3.42)
in the classical sense.
Proof. We consider
Γ1(x) :=
xn
|x|n˜ ln|x|
and
Γ2(x) :=
x3n
|x|n˜+2 .
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Then Γ(x) = eΓ1(x) + fΓ2(x). From the property of the Pucci maximal operator, it yields
that
−M+λ,Λ(D2Γ) ≤ −eM+λ,Λ(D2Γ1)− fM−λ,Λ(D2Γ2). (3.43)
In order to obtain (3.42), we estimate the terms on the right hand side of (3.43), respectively.
As far as Γ1 is concerned, direct calculations show that
D2Γ1(x) =
xn
|x|n˜+2{[(n˜+ 2)n˜ln|x| − 2(n˜+ 1)] x|x| ⊗ x|x| + (1− n˜ln|x|)en ⊗ en
+(1− n˜ln|x|) |x|
x
( x|x| ⊗ en + en ⊗ x|x|)− (n˜ln|x| − 1)In}.
Recall that n˜ = λ
Λ
(n− 1)+1. According to Lemma 20, the eigenvalue µ1, µ2, · · · , µn of D2Γ1
are
µ1 =
xn
|x|n˜+2
n˜2ln|x| − 3n˜ln|x| − 2n˜+ 3 +√D
2
,
µ2 =
xn
|x|n˜+2
n˜2ln|x| − 3n˜ln|x| − 2n˜+ 3−√D
2
,
µi = − xn|x|n˜+2 (n˜ln|x| − 1), 3 ≤ i ≤ n,
where
D = [n˜(n˜+ 2)ln|x| − 2(n˜+ 1) + 3(1− n˜ln|x|)]2
+4(1− x2n|x|2 ){(1− n˜ln|x|)2 |x|
2
x2n
− [(n˜+ 2)n˜ln|x| − 2(n˜+ 1)](1− n˜ln|x|)}
≥ [(n˜+ 2)(n˜ln|x| − 2) + 3(1− n˜ln|x|)]2
+4(1− x2n|x|2 ){(1− n˜ln|x|)2 |x|
2
x2n
− (n˜+ 2)(n˜ln|x| − 2)(1− n˜ln|x|)}
≥ [(n˜ln|x| − 2)(n˜− 1)]2 + 4(1− x2n|x|2 )(n˜ln|x| − 2)2[ |x|
2
x2n
+ (n˜+ 2)].
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Hence
√
D ≥ (n˜ln|x| − 2)(n˜− 1).
For r > r0, it follows that µ1 ≥ 0 and µi ≤ 0 for 2 ≤ i ≤ n, where r0 depends on Λ, λ and
n. Therefore, one has
M+λ,Λ(D2Γ1) = Λµ1 + λ
∑n
i=2 µi
= xn|x|n˜+2{ (Λ+λ)(n˜
2ln|x|−3n˜ln|x|−2n˜+3)+(Λ−λ)√D
2
−(n− 2)λ(n˜ln|x| − 1)}
≥ xn|x|n˜+2 (Λ+λ)(−2n˜+3)−2(Λ−λ)(n˜−1)+2(n−2)λ2
= − xn|x|n˜+2 2λn−Λ−λ2
= −c1 xn|x|n˜+2 ,
where c1 =
2λn−Λ−λ
2
. Since n˜ = λ
Λ
(n−1)+1 ≥ 2, we get c1 > 0. By the argument in Theorem
2.3 in [L], we have
M−λ,Λ(D2Γ2) ≥ λx
3
n
|x|n˜+4{(n˜+ 2)[n˜− 3− Λλ (n− 1)] + 3(3− Λλ ) |x|
2
x2n
}
≥ λx3n|x|n˜+4{n˜[n˜− 3− Λλ (n− 1)] + 2[n˜− Λλ (n− 1)] + 3(1− Λλ ) |x|
2
x2n
}
= λx
3
n
|x|n˜+4{n˜( λΛ − Λλ )(n− 1)− 2Λλ (n− 1) + 3(1− Λλ ) |x|
2
x2n
}
≥ − x3n|x|n˜+4{c2 − c3 |x|
2
x2n
},
where c2 = n˜(
Λ2−λ2
Λ
)(n−1)+2Λ(n−1) and c3 = 3(Λ−λ). Then setting f = c−12 and e = c3c2c1 ,
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we obtain
−M+λ,Λ(D2Γ) ≤ −eM+λ,Λ(D2Γ1)− fM−λ,Λ(D2Γ2)
≤ ec1 xn|x|n˜+2 + fc2 x
3
n
|x|n˜+4 − fc3 xn|x|n˜+2
≤ x3n|x|n˜+4 ,
Furthermore, since n˜ ≥ 2, a direct calculation yields that
−M+λ,Λ(D2Γ) ≤ x
3
n
|x|n˜+4
≤ ( xn|x|n˜ )
n˜+1
n˜−1 .
Hence the lemma is completed.
Now we present the proof of Theorem 9.
Proof of Theorem 9. By the strong maximal principle (i.e. Lemma 1), we may assume that
u, v > 0 in Rn+. Let us rescale the supersolutions in (3.14). For every r > 0, we set
ur(x) = u(rx),
vr(x) = v(rx).
Then ur, vr > 0 are supersolutions for M
+
λ,Λ(D
2ur) + r
2vpr = 0 in Rn+,
M+λ,Λ(D2vr) + r2uqr = 0 in Rn+.
(3.44)
Next we will choose appropriate test functions for supersolutions ur, vr. Selecting a smooth,
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concave, nonincreasing function: η : [0, +∞)→ R satisfying
η(t) =

1 for 0 ≤ t ≤ 1/2,
> 0 for 1/2 < t < 3/4,
≤ 0 for t ≥ 3/4.
(3.45)
Fixed a point a = (0, 1). Here Br(a) is a ball centered at a with radius r. Let
U(x) = ( inf
B1/2(a)
ur)η(|x− a|),
V (x) = ( inf
B1/2(a)
vr)η(|x− a|).
It is easy to see that ur ≥ U in B1/2(a), ur = U at some point on ∂B1/2(a) by the maximum
principle (i.e. Lemma 3) and ur > U outside B3/4(a). By the same observation, vr ≥ V in
B1/2(a), vr = V at some point on ∂B1/2(a) and vr > V outside B3/4(a). Therefore, the infimum
of ur−U, vr−V is non-positive and achieved at x1, x2 in B3/4(a)\B1/2(a), respectively. From
the definition of a viscosity solution and taking into account that U, V are test functions for
ur, vr, respectively, it yields that
vpr (x1) ≤
C1
r2
inf
B1/2(a)
ur (3.46)
and
uqr(x2) ≤
C1
r2
inf
B1/2(a)
vr, (3.47)
where
C1 = sup
B3/4(a)
(−M+λ,Λ(D2η)) = sup
B3/4(a)
(−λ4η) = −λ inf
t∈[1/2, 3/4]
(η′′(t) + (n− 1)t−1η′).
Since ur(x) and vr(x) are also supersolutions for M+λ,Λ(D2ur) = 0 and M+λ,Λ(D2vr) = 0,
respectively, the monotonicity property ( see [CL] ) implies that
inf
B1/2(a)
ur ≤ C inf
B3/4(a)
ur, (3.48)
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inf
B1/2(a)
vr ≤ C inf
B3/4(a)
vr. (3.49)
Furthermore, From (3.46)-(3.49), we get
( inf
B3/4(a)
vr)
p ≤ vpr (x1) ≤
C1
r2
inf
B1/2(a)
ur ≤ C
r2
inf
B3/4(a)
ur ≤ C
r2
(
C1
r2
inf
B1/2(a)
vr)
1
q ≤ C
r2(1+
1
q
)
( inf
B3/4(a)
vr)
1
q ,
that is,
( inf
B3/4(a)
vr) ≤ C
r
2(q+1)
pq−1
. (3.50)
Similar argument indicates that
( inf
B3/4(a)
ur)
q ≤ uqr(x1) ≤
C1
r2
inf
B1/2(a)
vr ≤ C
r2
inf
B3/4(a)
vr ≤ C
r2
(
C1
r2
inf
B1/2(a)
ur)
1
p ≤ C
r2(1+
1
p
)
( inf
B3/4(a)
ur)
1
p ,
that is,
( inf
B3/4(a)
ur) ≤ C
r
2(p+1)
pq−1
. (3.51)
If pq = 1, A contradiction is obviously arrived. We readily infer that u ≡ v ≡ 0.
While pq > 1, we observe that
inf
B3/4(a)
vr = inf
B3r/4(ar)
v ≥ r
4
inf
B3r/4(ar)
v
xn
≥ r
4
inf
B2r
v
xn
=
r
4
mv(2r), (3.52)
inf
B3/4(a)
ur = inf
B3r/4(ar)
u ≥ r
4
inf
B3r/4(ar)
u
xn
≥ r
4
inf
B2r
u
xn
=
r
4
mu(2r). (3.53)
From (3.50) and (3.52), we obtain
rn˜mv(r) ≤ C
r
2(q+1)
pq−1 +1−n˜
. (3.54)
By (3.51) and (3.53), we have
rn˜mu(r) ≤ C
r
2(p+1)
pq−1 +1−n˜
. (3.55)
If
2(p+ 1)
pq − 1 > n˜− 1 or
2(q + 1)
pq − 1 > n˜− 1,
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then rn˜mu(r)→ 0 or rn˜mv(r)→ 0 as r →∞. Hence Lemma 21 shows that u ≡ 0 or v ≡ 0.
From the structure of fully nonlinear elliptic equation systems, we obtain u ≡ 0 and v ≡ 0
in either of the cases.
Next we study the critical case that
2(p+ 1)
pq − 1 = n˜− 1 and
2(q + 1)
pq − 1 = n˜− 1.
It is easy to check that p = q = n˜+1
n˜−1 . In this case, (3.54) and (3.55) become
rn˜mv(r) ≤ C ∀r > 0 (3.56)
and
rn˜mu(r) ≤ C ∀r > 0. (3.57)
Thanks to the monotonicity property of rn˜mu(r) in Lemma 21,
rn˜mu(r) ≥ rn˜0mu(r0) for r ≥ r0.
Then
u(x) ≥ Cxn
rn˜
for x ∈ Rn+\Br0 . (3.58)
With the aid of (3.58),
−M+λ,Λ(D2v) ≥ C(
xn
rn˜
)
n˜+1
n˜−1 , ∀x ∈ Rn+\Br0 . (3.59)
Taking into account of Lemma 22,
−M+λ,Λ(D2(γΓ)) ≤ −M+λ,Λ(D2v) (3.60)
is satisfied by appropriately chosen γ. Choosing
γ ≤ mv(r0) r
n˜1
0
elnr0 + f
,
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we have
γΓ(x) ≤ v(x) on ∂Br0 .
Fixed any ² > 0, let R > 0 be so large that
γΓ(x) ≤ ² for Rn+\BR.
The comparison principle in Lemma 3 for γΓ(x) and v(x) + ² in BR\Br0 shows that
γΓ(x) ≤ v(x) + ².
In addition, let R→∞ and then ²→ 0, we have
γΓ(x) ≤ v(x) ∀x ∈ Rn+\Br0 .
From the explicit form of Γ(x),
v(x) ≥ C xn|x|n˜ ln|x| ∀x ∈ R
n
+\Br0 ,
which implies that
mv(r)r
n˜ ≥ Clnr ∀r ≥ r0.
It contradicts the bound in (3.56). The theorem is thus accomplished.
The proof of Corollary 5 is the consequence of the above arguments and estimates in [L].
We omit it here.
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Part II
Overdetermined Problems
4 An overdetermined problem in Riesz-potential
4.1 Introduction
It is well-known that the gravitational potential of a ball of constant mass density is constant
on the surface of the ball. It is shown by Fraenkel [Fr] that this property indeed provides a
characterization of balls. In fact, Fraenkel proves the following
Theorem A [Fr]: Let Ω ⊂ Rn be a bounded domain and ωn be the surface measure of
the unit sphere in Rn. Consider
u(x) =

1
2pi
´
Ω
log 1|x−y| dy, n = 2,
1
(n−2)ωn
´
Ω
1
|x−y|n−2 dy, n ≥ 3.
(4.1)
If u(x) is constant on ∂Ω, then Ω is a ball.
This result has been extended by Reichel [R2] to more general Riesz potential, but under
a more restrictive assumption on the domain Ω, i.e., Ω is assumed to be convex. In [R2],
Reichel considers the integral equation
u(x) =

´
Ω
log 1|x−y| dy, n = α,
´
Ω
1
|x−y|n−α dy, n 6= α,
(4.2)
and proves the following theorem.
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Theorem B [R2] : Let Ω ⊂ Rn be a bounded convex domain and α > 2, if u(x) is
constant on ∂Ω, then Ω is a ball.
This more general Riesz potential is actually closely related to the fractional Laplacian
(−4)α2 in Rn. Let N0 be the collection of nonnegative integers. It is known that the fun-
damental solution G(x, y) for pseudo-differential operator (−4)α2 in Rn has the following
representation
G(x, y) =

Γ(n−α
2
)
2αpi
n
2 Γ(α
2
)
|x− y|α−n, if α−n
2
6∈ N0,
(−1)k
2α−1pi
n
2 Γ(α
2
)
|x− y|α−n log 1|x−y| , if α−n2 ∈ N0.
(4.3)
We note that for the case of α = 2, Fraenkel’s result is under weaker assumption on the
domain Ω, namely, Ω only needs to be bounded and open in Rn. The surprising part for
α = 2 is that there is neither regularity nor convexity requirement for Ω. Thus, two open
problems were raised by Reichel in [R2]
Question 1. Is Theorem B true if we remove the convexity assumption of Ω?
Question 2. Is there an analogous result as Theorem B for Riesz-Potential of the form
u(x) =
ˆ
Ω
|x− y|α−n log 1|x− y| dy? (4.4)
It is meaningful to study (4.4) because in the case of α−n
2
∈ N0, up to some rescaling, the
kernel function in above integral is the fundamental solution of the fractional Laplacian
(−4)α2 .
Our first goal in this chapter is to address the above two open questions.
The first result we establish does remove the convexity assumption in Theorem B.
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Theorem 10. Assume that α > 1. Let Ω ba a C1 bounded domain. If u in (4.2) is constant
on ∂Ω, then Ω is a ball.
As far as Question 2 is concerned, we partially solve it under some additional assumption
on the diameter of the domain Ω. Since we are only interested in the case when α > n, we
will assume this when we address Question 2.
Theorem 11. Assume α > n. Let Ω be a C1 bounded domain with diamΩ < e
1
n−α . Thus,
Ω is a ball if u(x) in (4.4) is constant on ∂Ω.
Remark 6. In the above two theorems, if the conclusion that Ω is a ball is verified, then we
can easily deduce that u(x) is radially symmetric with respect to the center of the ball.
Concerning our Theorem 11, a natural open question is raised here:
Question: Is the assumption that the diameter of Ω satisfies diamΩ < e
1
n−α necessary
to conclude our characterization?
Our second goal of this paper is to study a general integral equation with Riesz-Potential
over an exterior domain. Set G = Rn\Ω1, where Ω1 is a bounded and connected C1 domain.
The integral equation to our interest is as follows:
u(x) =
ˆ
G
f(u)
|x− y|n−α dy. (4.5)
We will actually show the nonexistence of any positive solution to the equation (4.5).
Indeed, we establish the following:
Theorem 12. Let 1 < α < n. Assume that the positive solution u ∈ Lq(G) for some q > n
n−α
and f(u) satisfies
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(i) f(u) is continuous, increasing and f(0) = 0;
(ii) f ′(u) is non-increasing and f(u)
u
∈ Lr+1(G) ∩ Lp(G) for some r > n
α
and some
1 < p < n
α
.
Then there does not exist any positive solution u to (4.5) such that u is constant on the
boundary of Ω1.
Remark 7. Based on the assumption of (i) and (ii), we can infer that f ′(u) ∈ Lnα (G).
Remark 8. We note that we do not assume any regularity on the function u. As a matter
of fact, we will be able to show that u ∈ C1(G) under the assumptions of Theorem 3 by using
the regularity lifting method.
Remark 9. Since it is impossible to have any positive solution u in (4.5) under the assump-
tions of Theorem 12, the only nonnegative solution is the trivial one.
There has been extensive study in the literature about overdetermined problems in elliptic
differential equations and integral equations. In his seminal paper [S], Serrin showed that
the overdetermined boundary value determines the geometry of the underlying set. This is,
if Ω is a bounded C2 domain and u ∈ C2(Ω¯) satisfies the following
4u = −1 in Ω,
u = 0, ∂u
∂n
= constant on Ω,
(4.6)
then Ω is a ball and u is radially symmetric with respect to its center of the ball. Serrin’s
proof is based on what is nowadays called the moving planes method relying on the maximum
principle of solutions to the differential equations, which is originally due to Alexandrov, and
has been later used to derive further symmetry results for more general elliptic equations.
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Important progress as for the moving plane methods since then are the works of Gidas-Ni-
Nirenberg [GNN1], Caffarelli-Gidas-Spruck [CGS], to just name some of the early works in
this direction.
Immediately after Serrin’s paper, Weinberger [We] obtained a very short proof of the same
result, using the maximum principle applied to an auxiliary function. However, compared to
Serrin’s approach, Weinberger’s proof relies crucially on the linearity of the Laplace operator.
See also [R1] and reference therein for overdetermined problems in an exterior domain or
general domain.
Overdetermined problems are important from the point of view of mathematical physics.
Many models in fluid mechanics, solid mechanics, thermodynamics, and electrostatics are
relevant to the overdetermined Dirichlet or Neumann boundary problems of elliptic partial
differential equations. We refer the reader to the article [FG] for a nice introduction in that
aspect.
Instead of a volume potential, single layer potential is also considered in overdetermined
problems. A single layer potential is given by
u(x) =

A
´
∂Ω
−1
2pi
log 1|x−y| dσy, n = 2,
A
´
∂Ω
1
(n−2)ωn
1
|x−y|n−2 dσy, n ≥ 3,
(4.7)
where A > 0 is the constant source density on the boundary of the domain Ω. If u is
constant in Ω¯, then Ω can be proved to be a ball under different smoothness assumption
on the domain Ω. See [M] for the case of n = 2 and [R1] for the case of n ≥ 3. Generally
speaking, two approaches are widely applied in dealing with overdetermined problems. One
is the classical moving plane method. In [S], the moving plane method with a sophisticated
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version of Hopf boundary maximum principle plays a very important role in the proof. The
other way is based on an equality of Rellich type, as well as an interior maximum principle,
see [We]. Our approach is a new variant of moving plane method – Moving plane in integral
forms. It is much different from the traditional methods of moving planes used for partial
differential equations. Instead of relying on the differentiability and maximum principles of
the structure, a global integral norm is estimated. The method of moving planes in integral
forms can be adapted to obtain symmetry and monotonicity for solutions. The method of
moving planes on integral equations was developed in the work of W. Chen, C. Li and
B. Ou [CLO], see also Y.Y. Li [LiY] for the moving sphere method in integral forms, the
book by W. Chen and C. Li [CL2] and an exhaustive list of references therein, where the
symmetry of solutions in the entire space was proved. Moving plane method in integral form
over bounded domains requires some additional efforts and has been carried out recently in
symmetry problems arising from the integral equations over bounded domains, see the work
of D. Li, G. Strohmer and L. Wang [LSW].
We end this introduction with the following remark concerning the characterization of
balls by using the Bessel potential. The Bessel kernel gα in Rn with α ≥ 0 is defined by
gα(x) =
1
r(α)
ˆ ∞
0
exp(−pi
δ
|x|2) exp(− δ
4pi
)δ
α−n−2
2 dδ, (4.8)
where r(α) = (4pi)
α
2 Γ(α
2
).
We consider the Bessel potential type equation:
u(x) =
ˆ
Ω
gα(x− y) dy. (4.9)
Overdetermined problems for Bessel potential over a bounded domain in Rn can be
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studied. For instance, the following theorem has been established in [HLZ]:
Theorem 13. Let Ω ba a C1 bounded domain in Rn. If u in (4.9) is constant on ∂Ω, then
Ω is a ball.
It is well-known that (4.9) is closely related to the following fractional equation
(I −4)α2 u = χΩ.
In the case of α = 2, it turns out to be the ground state of the Schro¨dinger equation.
It turns out that the Riesz and Bessel potentials are just examples of more general
potentials which can be used to give characterizations of balls. In fact, we can establish
characterizations of balls using more general potentials. We refer the interested reader to the
Appendix of this chapter where a precise statement of such characterization is given together
with assumptions on the more general potentials. We have chosen to present our paper in
such a way because our primary goal is to address the two open questions raised by Reichel
[R2].
The section is organized as follows. In subsection 4.2, we show Theorem 10. In subsection
4.3, we carry out the proof of Theorem 11. Subsection 4.4 deals with the nonexistence of
any positive solution to the integral equation (4.5) over any exterior domain. Subsection 4.5
provides a characterization of balls using a more general potential.
4.2 Proof of Theorem 10
In this section, we will prove Theorem 10 by adapting the moving plane method in integral
forms, see [CLO]. Since we are dealing with the case of bounded domains, we modify the
method accordingly (see also [LSW], [CZ]).
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We first introduce some notations. Choose any direction and, rotate coordinate system
if it is necessary such that x1-axis is parallel to it. For any λ ∈ R, define
Tλ = {(x1, ..., xn) ∈ Ω|x1 = λ}.
Since Ω is bounded, if λ is sufficiently negative, the intersection of Tλ and Ω is empty.
Then, we move the plane Tλ all the way to the right until it intersects Ω. Let
λ0 = min{λ : Tλ ∩ Ω¯ 6= ∅}.
For λ > λ0, Tλ cuts off Ω. We define
Σλ = {x ∈ Ω|x1 < λ}.
Set
xλ = {2λ− x1, ..., xn}
and
Σ′λ = {xλ ∈ Ω|x ∈ Σλ}.
At the beginning of λ > λ0, Σ
′
λ remains within Ω. As the plane keeps moving to the right,
Σ′λ will still stay in Ω until at least one of the following events occurs:
(i)Σ′λ is internally tangent to the boundary of Ω at some point Pλ not on Tλ.
(ii) Tλ reaches a position where it is orthogonal to the boundary of Ω at some point Q.
Let λ¯ be the first value such that at least one of the above positions is reached.
We assert that Ω must be symmetric about Tλ¯; i.e.,
Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = Ω. (4.10)
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If this assertion is verified, for any given direction in Rn, there also exists a plane Tλ¯ such
that Ω is symmetric about Tλ¯. Moreover, Ω is connected. Then the only domain with those
properties is a ball, see [Al].
In order to assert (4.10), we introduce
uλ(x) = u(xλ),
Ωλ = Ω\(Σλ ∪ Σ′λ).
We first establish some lemmas. Throughout the paper we assume α > 1.
Lemma 23. Let l ∈ N with 1 ≤ l < α. Then for any solution in (4.2), u ∈ C l(Rn) and
differentiation of order l can be taken under the integral.
Proof. The proof is standard. We refer the reader to [R2].
Lemma 24. For λ0 < λ < λ¯ and u(x) satisfying (4.2), we have
(i) If n ≥ α, uλ(x) > u(x) for any x ∈ Σλ.
(ii) If n < α, uλ(x) < u(x) for any x ∈ Σλ.
Proof. For x ∈ Σλ, in the case of n = α, we rewrite u(x) and uλ(x) as
u(x) =
ˆ
Σλ
log
1
|x− y| dy +
ˆ
Σλ
log
1
|xλ − y| dy +
ˆ
Ωλ
log
1
|x− y| dy,
and
uλ(x) =
ˆ
Σλ
log
1
|xλ − y| dy +
ˆ
Σλ
log
1
|x− y| dy +
ˆ
Ωλ
log
1
|xλ − y| dy.
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Then
uλ(x)− u(x) =
ˆ
Ωλ
log
|x− y|
|xλ − y| dy. (4.11)
Since |x− y| > |xλ − y| for x ∈ Σλ and y ∈ Ωλ, then
uλ(x) > u(x).
While in the case of n 6= α, uλ(x) and u(x) have the following representations respectively:
u(x) =
ˆ
Σλ
|x− y|α−n dy +
ˆ
Σλ
|xλ − y|α−n dy +
ˆ
Ωλ
|x− y|α−n dy,
and
uλ(x) =
ˆ
Σλ
|xλ − y|α−n dy +
ˆ
Σλ
|x− y|α−n dy +
ˆ
Ωλ
|xλ − y|α−n dy.
Thus,
uλ(x)− u(x) =
ˆ
Ωλ
(|xλ − y|α−n − |x− y|α−n) dy, (4.12)
note that |x− y| > |xλ − y| for x ∈ Σλ and y ∈ Ωλ. Thus, (i) and (ii) are concluded.
Lemma 25. Assume that u(x) satisfies (4.2) and suppose λ = λ¯ in the first case; i.e. Σ′λ is
internally tangent to the boundary of Ω at some point Pλ¯ not on Tλ¯, then Σλ¯∪Tλ¯∪Σ′¯λ = Ω.
Proof. When n ≥ α, thanks to Lemma 23, uλ¯(x) ≥ u(x) for x ∈ Σλ¯. While n < α, uλ¯(x) ≤
u(x) for x ∈ Σλ¯. We argue by contradiction. Suppose Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ & Ω; that is, Ωλ¯ 6= ∅.
At Pλ¯, from (4.11) and (4.12), u(Pλ¯) > u(P ) in the case of n ≥ α. It is a contradiction
since Pλ¯, P ∈ ∂Ω and u(Pλ¯) = u(P ) = constant. From the same reason, u(Pλ¯) < u(P ) when
n < α. It also contradicts the fact that u is constant on the boundary. Therefore, the lemma
is completed.
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Lemma 26. Assume that u(x) satisfies (4.2) and suppose that the second case occurs: i.e.
Tλ¯ reaches a position where is orthogonal to the boundary of Ω at some point Q, then,
Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = Ω.
Proof. Since u(x) is constant on the boundary and Ω ∈ C1, 5u is parallel to the normal at
Q. As implied in the second case, ∂u
∂x1
|Q = 0. We denote the coordinate of Q by z. Suppose
Ωλ¯ 6= ∅, there exits a ball B ⊂⊂ Ωλ¯. Choose a sequence {xi}∞1 ∈ Σλ¯ \ Tλ¯ such that xi → z
as i→∞. It is easy to see that xi
λ¯
→ z as i→∞. Since B ⊂⊂ Ωλ¯, we can also find a δ such
that diamΩ > |xi
λ¯
− y| > δ for any y ∈ B and any xi
λ¯
.
If n = α, by (4.11),
u(xiλ¯)− u(xi) =
ˆ
Ωλ¯
log
|xi − y|
|xi
λ¯
− y| dy.
Let e1 = (1, 0, · · · , 0) ∈ Rn, then (xiλ¯ − xi) · e1 is the first component of (xiλ¯ − xi). By the
Mean Value theorem,
u(xi
λ¯
)− u(x)
(xi
λ¯
− xi) · e1 =
ˆ
Ωλ¯
log |xi − y| − log |xi
λ¯
− y|
(xi
λ¯
− xi) · e1 dy
=
ˆ
Ωλ¯
(y − x¯i
λ¯
) · e1
|y − x¯i
λ¯
|2 dy
> C
ˆ
B
1
|diam Ω|2 dy
> C,
(4.13)
where x¯i
λ¯
is some point between xi
λ¯
and xi. nevertheless,
lim
i→∞
u(xi
λ¯
)− u(xi)
(xi
λ¯
− xi) · e1 =
∂u
∂x1
|Q = 0,
which contradicts (4.13). Therefore, Ωλ¯ = ∅.
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In the case of n > α, similarly we have
u(xi
λ¯
)− u(xi)
(xi
λ¯
− xi) · e1 =
ˆ
Ωλ¯
|xi
λ¯
− y|α−n − |xi − y|α−n
(xi
λ¯
− xi) · e1 dy
=
ˆ
Ωλ¯
(α− n)|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1) dy
>
ˆ
B
(α− n)|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1) dy
> C. (4.14)
It also contradicts ∂u
∂x1
|Q = 0, thus Ωλ¯ = ∅.
The same idea can be applied to the case of n < α with minor modification. In conclusion,
Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = Ω when the second case occurs.
Combining Lemma (25) and Lemma (26), Theorem 10 is implied.
4.3 Proof of Theorem 11
In this subsection, we will prove theorem 11 under some restriction on the diameter of Ω. Since
we are mainly interested in the case of α−n
2
∈ N0. This is the case when the fundamental
solution of (−4)α2 has the representation (4.3). Therefore, we will assume α > n in this
section. Obviously, u ∈ C1(Rn) in (4.4). We begin with establishing several lemmas.
Lemma 27. For λ0 < λ < λ¯, assume u(x) satisfies (4.4) with diamΩ < e
1
n−α , then uλ(x) <
u(x) for any x ∈ Σλ.
Proof. Since |xλ − yλ| = |x − y|, and |xλ − y| = |x − yλ|, we write u(x) and uλ(x) in the
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following forms:
u(x) =
ˆ
Σλ
|x− y|α−n log 1|x− y| dy +
ˆ
Σλ
|xλ − y|α−n log 1|xλ − y| dy
+
ˆ
Ωλ
|x− y|α−n log 1|x− y| dy,
and
uλ(x) =
ˆ
Σλ
|xλ − y|α−n log 1|xλ − y| dy +
ˆ
Σλ
|x− y|α−n log 1|x− y| dy
+
ˆ
Ωλ
|xλ − y|α−n log 1|xλ − y| dy.
Then,
uλ(x)− u(x) =
ˆ
Ωλ
|x− y|α−n log |x− y| dy −
ˆ
Ωλ
|xλ − y|α−n log |xλ − y| dy. (4.15)
We consider the function sα−n log s. note α > n, thus
(sα−n log s)′ = sα−n−1[(α− n) log s+ 1] < 0,
whenever s < e
1
n−α . Since |x − y| > |xλ − y| for x ∈ Σλ, y ∈ Ωλ, and diamΩ < e 1n−α , we
easily infer that uλ(x) < u(x) for any x ∈ Σλ.
Lemma 28. u(x) satisfies (4.4) and suppose λ = λ¯ in the first case; i.e. Σ′¯
λ
is internally
tangent to the boundary of Ω at some point Pλ¯ not on Tλ¯, then Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = Ω.
Proof. The proof is essentially the same as that of Lemma 25.
Lemma 29. Suppose that u(x) satisfies (4.4) with diamΩ < e
1
n−α and that the second case
occurs: i.e. Tλ¯ reaches a position where is orthogonal to the boundary of Ω at some point Q,
then, Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = Ω.
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Proof. The argument follows that of the proof of Lemma 26. Since u(x) is constant on ∂Ω
and Ω ∈ C1, ∂u
∂x1
|Q = 0. We denote the coordinate of Q by z. Suppose Ωλ¯ 6= ∅, there exits
a ball B ⊂⊂ Ωλ¯. Choosing a sequence {xi}∞1 ∈ Σλ¯ \ Tλ¯ such that xi → z as i → ∞, then
xi
λ¯
→ z as i → ∞. Since B ⊂⊂ Ωλ¯, we find a δ such that diamΩ > |xiλ¯ − y| > δ for any
y ∈ B and any xi
λ¯
.
From (4.15), by Mean Value Theorem,
u(xi
λ¯
)− u(xi)
(xi
λ¯
− xi) · e1 =
ˆ
Ωλ¯
|xi − y|α−n log |xi − y| − |xi
λ¯
− y|α−n log |xi
λ¯
− y|
(xi
λ¯
− xi) · e1 dy
=
ˆ
Ωλ¯
−|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1)((α− n) log |x¯iλ¯ − y|+ 1) dy
<
ˆ
B
−|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1)((α− n) log |x¯iλ¯ − y|+ 1) dy
< −C.
(4.16)
Where x¯i
λ¯
is some point between xi
λ¯
and xi. The assumption diamΩ < e
1
n−α is applied in
the last inequalities. Consequently, (4.16) contradicts ∂u
∂x1
|Q = 0 as i → ∞. Therefore, the
lemma is verified.
With the help of the above two lemmas, Theorem 11 is confirmed.
4.4 Proof of Theorem 12
We first show that the assumptions in Theorem 12 imply u ∈ C1(G¯). To this end, we now
introduce a regularity lifting lemma in [CL2] which is needed to show u ∈ C1(G¯).
Lemma 30. (Regularity Lifting) Let V be a Hausdorff topological vector space. Suppose there
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are two extended norms ( i.e. the norm of an element in V might be infinity ) defined on V ,
‖ · ‖X , ‖ · ‖Y : V → [0,∞].
Assume that the spaces
X := {v ∈ V : ‖v‖X <∞} and Y := {v ∈ V : ‖v‖Y <∞}
are complete under the corresponding norms, and the convergence in X or in Y implies the
convergence in V .
Let T be a contracting map from X into itself and from Y into itself. Assume that f ∈ X,
and that there exits a function g ∈ Z := X ∩ Y such that f = Tf + g in X. Then f also
belongs to Z.
Then we can show the following
Lemma 31. If u and f(u) satisfy the assumptions in Theorem 12, then u ∈ C1(G¯).
Proof. Define the linear operator
Tuv =
ˆ
G
f(u)
u
v
|x− y|n−α dy.
For any real number a > 0, set ua(x) = u(x), |u(x)| > a or |x| > a;ua(x) = 0, if otherwise.
Let ub(x) = u(x)− ua(x).
Since u(x) satisfies (4.5), we can write it as
ua(x) = Tuaua + g(x)− ub(x) (4.17)
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with g(x) =
´
G
f(ub)
|x−y|n−α dy.
Employing the Hardy-Littlewood-Sobolev inequality, then Ho¨lder’s inequality to g(x), for
any s > n
n−α ,
‖g(x)‖Ls(G) ≤ ‖f(ub)
ub
‖
L
n
α (G)
‖ub‖Ls(G).
By the definition of ub and the assumption of f(u), we conclude that g ∈ Ls(G) for any
s > n
n−α .
As for Tuav, applying the Hardy-Littlewood-Sobolev inequality, then Ho¨lder’s inequality
again, we have for any t > n
n−α
‖Tuav‖Lt(G) ≤ ‖
f(ua)
ua
v‖
L
nt
n+αt (G)
≤ ‖f(ua)
ua
‖
L
n
α (G)
‖v‖Lt(G).
Choosing a > 0 sufficiently large, then
‖Tuav‖Lt(G) ≤
1
2
‖v‖Lt(G).
Therefore, Tua is a contracting map. By the Regularity lifting lemma above, ua ∈ Lt∩Lq for
any t > n
n−α . This implies that u ∈ Lt ∩ Lq for any t > nn−α .
next we show that u ∈ L∞(G). For any x ∈ G, we choose a ball BR(x) with fixed radius
R, then
u(x) =
ˆ
G∩BR(x)
f(u)
|x− y|n−α dy +
ˆ
G\BR(x)
f(u)
|x− y|n−α dy
=: I1 + I2.
We estimate I1, I2 respectively.
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For I1, from Ho¨lder’s inequality,
|I1| ≤ ‖|x− y|α−n‖L rr−1 (BR(x))‖
f(u)
u
‖Lr+1(G∩BR(x))‖u‖Lr(r+1)(G∩BR(x))
≤ C,
(4.18)
by the fact that r > n
α
implies that −(n−α) r
r−1 +n > 0 and r(r+1) >
n
n−α , the assumption
of f(u), and the fact that u ∈ Lt for any t > n
n−α .
For I2,
|I2| ≤ 1
Rn−α
ˆ
G\BR(x)
f(u) dy
≤ 1
Rn−α
‖f(u)
u
‖Lp(G\BR(x))‖u‖L pp−1 (G\BR(x))
≤ C,
(4.19)
due to the fact that p < n
α
implies that p
p−1 >
n
n−α and the assumption of f(u). Together
with the (4.18) and (4.19), we have shown ‖u‖L∞ < C. Thanks to the continuity of f(u),
furthermore, we can infer that f(u) < C.
We next Claim that u ∈ C1(G¯). Fix η ∈ C∞0 (Rn) satisfying 0 ≤ η ≤ 1, and η(t) = 0 as
|t| ≤ 1, and η(t) = 1 as |t| ≥ 2. Define for any ²,
u² =
ˆ
G
η²f(u)
|x− y|n−α dy,
where η² = η(
|x−y|
²
). We can easily deduce that
u² → u;
Dxiu² →
ˆ
G
(α− n)f(u)(xi − yi)|x− y|n−α+2 dy
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uniformly in G as ²→ 0. Therefore, we have shown the claim holds. Consequently, the lemma
follows.
To prove Theorem 12, we also need to introduce some notations to avoid any confusion.
If not specified, they are the same as those in above sections. Set
Tλ = {x ∈ G|x1 = λ},
Σλ = {x ∈ G|x1 < λ},
Hλ = {x ∈ Rn|x1 < λ},
Gλ = {x ∈ Σλ|xλ ∈ Ω1}
and
Ωλ1 = {xλ ∈ Ω1|x ∈ Hλ ∩ Ω1}.
Since we consider the exterior domain, the plane move from negative infinity towards Ω1.
Ωλ1 will still stay in Ω1 until at least one of the following events occurs:
(i)Ωλ1 is internally tangent the boundary of Ω1 at some point P not on Tλ.
(ii) Tλ reaches a position where it is orthogonal to the boundary of Ω1 at some point Q.
Let λ¯ be the first value such that at least one of above positions is reached.
We assert that G must be symmetric about Tλ¯; i.e.,
Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = G. (4.20)
If the assertion is true, Ω1 is a ball as derived before.
For any solution u in (4.5), we have
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u(x) =
ˆ
Σλ
f(u)
|x− y|n−α dy +
ˆ
Σλ\Gλ
f(uλ)
|xλ − y|n−α dy
and
uλ(x) =
ˆ
Σλ
f(u)
|xλ − y|n−α dy +
ˆ
Σλ\Gλ
f(uλ)
|x− y|n−α dy.
Then
uλ(x)− u(x) =
ˆ
Σλ\Gλ
[f(uλ)− f(u)][ 1|x− y|n−α −
1
|xλ − y|n−α ] dy
−
ˆ
Gλ
f(u)[
1
|x− y|n−α −
1
|xλ − y|n−α ] dy.
(4.21)
Since |x− y| < |xλ − y| for x ∈ Σλ and y ∈ Gλ, furthermore, f(u) > 0 from the assumption
(i) of f(u), we have
uλ(x)− u(x) ≤
ˆ
Σλ\Gλ
[f(uλ)− f(u)][ 1|x− y|n−α −
1
|xλ − y|n−α ] dy. (4.22)
In order to carry out the moving plane method in integral form, we shall show that the
plane can be started. Let
Σ−λ = {x ∈ Σλ\Gλ|uλ(x) > u(x)}
and
wλ(x) = uλ(x)− u(x).
Lemma 32. If λ is close to negative infinity, then u(x) ≥ uλ(x) for any x ∈ Σλ\Gλ.
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Proof. Since f(u) is increasing, from (4.22),
uλ(x)− u(x) ≤
ˆ
Σ−λ
[f(uλ)− f(u)][ 1|x− y|n−α −
1
|xλ − y|n−α ] dy
≤
ˆ
Σ−λ
[f(uλ)− f(u)] 1|x− y|n−α dy
=
ˆ
Σ−λ
f ′(θu+ (1− θ)uλ)(uλ − u) 1|x− y|n−α dy,
(4.23)
where f ′(θu+ (1− θ)uλ) is deduced by Mean Value Theorem and 0 < θ < 1.
Applying the Hardy-Littlewood-Sobolev inequality, then Ho¨lder’s inequality to (4.23),
since q > n
n−α , we get
‖wλ‖Lq(Σ−λ ) ≤ C‖f
′(θu+ (1− θ)uλ)wλ‖
L
nq
n+αq (Σ−λ )
≤ C‖f ′(θu+ (1− θ)uλ)‖Lnα (Σ−λ )‖wλ‖Lq(Σ−λ )
By the assumption (ii) of f , if λ is close to negative infinity, then,
C‖f ′(θu+ (1− θ)uλ)‖Lnα (Σ−λ ) ≤
1
2
,
which implies that
‖wλ‖Lq(Σ−λ ) = 0.
Hence Σ−λ measures 0, then wλ(x) ≤ 0 for any x ∈ Σλ\Gλ if λ is sufficient negative.
Next we show that the plane can continue to move all the way to the right.
Lemma 33. Suppose λ < λ¯ and u(x) ≥ uλ(x) in Σλ\Gλ, then there exists ² > 0 such that
u(x) > uλˆ(x) for any x ∈ Σλˆ\Gλˆ, where λ¯ > λˆ := λ+ ².
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Proof. Since u(x) ≥ uλ(x), then f(u) ≥ f(uλ) by the assumption of f . Suppose there exists
some point x0 in Σλ\Gλ such that u(x0λ)− u(x0) = 0; that is, from (4.21)
0 =
ˆ
Σλ\Gλ
[f(uλ)− f(u)][ 1|x0 − y|n−α −
1
|x0λ − y|n−α
] dy
−
ˆ
Gλ
f(u)[
1
|x0 − y|n−α −
1
|x0λ − y|n−α
] dy.
Thus, f(u) ≡ 0 in Gλ, which is impossible since f(u) > 0. Therefore, u(x) > uλ(x) in Σλ\Gλ.
We next show that the plane Tλ can be moved a little further. Since f
′(u) ∈ Lnα (G), for
any small µ, there exists large enough BR such that
‖f ′(u)‖
L
n
α (G\BR) ≤ µ. (4.24)
For such fixed BR, thanks to the integrability of f ′(u) again, we choose small enough ² such
that
‖f ′(u)‖
L
n
α ((Σλˆ\Σλ−²)∩BR)
≤ µ. (4.25)
Due to the continuity of u, wλ(x) < 0 in the compact set BR ∩ (Σλ−²\ Gλ−²). Thus the set
Σ−
λˆ
only lies in M := {Σλˆ\Σλ−²) ∩ BR)} ∪ {G\BR}. From (4.23),
wλˆ ≤
ˆ
M
f ′(θu+ (1− θ)uλˆ)wλˆ
1
|x− y|n−α dy.
As before, we apply Hardy-Littlewood-Sobolev inequality, then Ho¨lder’s inequality,
‖wλ‖Lq(M) ≤ C‖f ′(θu+ (1− θ)uλ)‖Lnα (M)‖wλ‖Lq(M).
By (4.24), (4.25) and above estimate, we have ‖wλ‖Lq(M) = 0. Therefore, Σ−λˆ is empty. Hence
u(x) ≥ uλˆ(x). Using the same argument at the beginning of the lemma, we shall show that
u(x) > uλˆ(x) for any x ∈ Σλˆ\Gλˆ.
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Lemma 34. Suppose u(x) satisfies (4.5) and λ = λ¯ in the first case; i.e., Ωλ¯1 is internally
tangent to the boundary of Ω1 at some point Pλ¯ not on Tλ¯, then Σλ¯ ∪ Tλ¯ ∪ Σ′¯λ = G.
Proof. If not, then Gλ 6= ∅. From (4.21), at P , u(P ) > u(Pλ¯) since f(uλ¯) ≤ f(u) in Σλ¯\Gλ¯
and f(u) > 0 in Gλ. However, u(P ) = u(Pλ¯) by our assumption that u is constant on ∂G.
Therefore, a contradiction is arrived. Hence Gλ = ∅, which implies that Σλ¯∪Tλ¯∪Σ′¯λ = G.
Lemma 35. u(x) satisfies (4.5) and suppose that the second case occurs; i.e., Tλ¯ reaches a
position where is orthogonal to the boundary of Ω1 at some point Q, then, Σλ¯∪Tλ¯∪Σ′¯λ = G.
Proof. As deduced before, ∂u
∂x1
|Q = 0. Denote the coordinate Q by z. Suppose Gλ¯ 6= ∅, then
there exists a ball B ⊂⊂ Gλ¯. Choose a sequence {xi}∞1 ∈ Σλ¯ \Tλ¯ such that xi → z as i→∞.
Correspondingly, xi
λ¯
→ z as i→∞. Since B ⊂⊂ Gλ¯, we can find a δ such that |xiλ¯ − y| > δ
for any y ∈ B and any xi
λ¯
. By (4.21),
u(xi
λ¯
)− u(xi)
(xi
λ¯
− xi) · e1 ≤
ˆ
Gλ¯
f(u)
|xi
λ¯
− y|α−n − |xi − y|α−n
(xi
λ¯
− xi) · e1 dy
=
ˆ
Gλ¯
(α− n)f(u)|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1) dy
<
ˆ
B
(α− n)f(u)|x¯iλ¯ − y|α−n−2((xiλ¯ − y) · e1) dy
< −C.
(4.26)
As before, x¯i
λ¯
is some point between xi
λ¯
and xi and Mean Value Theorem is applied above.
However,
lim
i→∞
u(xi
λ¯
)− u(xi)
(xi
λ¯
− xi) · e1 =
∂u
∂x1
|Q = 0.
It apparently contradicts (4.26). In the end, the lemma holds.
88
Through Lemma 34 and Lemma 35, we infer that Ω1 is a ball. Furthermore, Lemma 32
and Lemma 33 lead to the radial symmetry and monotonicity of solution u if we regard x1 as
any given direction. Hence, u is radially symmetric with respect to the center of the ball and
increasing in radial direction. Without loss of generality, let u = a > 0 on ∂Ω1 and Ω1 = B1.
Then ˆ
G
uq(x) dx =
ˆ
Rn\B1
uq(|x|) dx >
ˆ
Rn\B1
aq dx =∞,
which obviously is a contradiction. Therefore, Theorem 12 is complete.
4.5 Appendix
In this subsection, we extend our results to the more general integral equation for a bounded
domain Ω ⊂ Rn, i.e.,
u(x) =
ˆ
Ω
g(|x− y|) dy. (4.27)
Assume that g(r) ∈ C1(R+) satisfies either
g′(r) < 0, ∀ 0 < r < diam(Ω), (4.28)
or
g′(r) > 0, ∀ 0 < r < diam(Ω). (4.29)
Moreover,
²−1
ˆ ²
0
|g(r)|rn−1 dr → 0 (4.30)
and ˆ ²
0
|g′(r)|rn−1 dr → 0, (4.31)
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as ²→ 0. Since differentiability of u is applied in the second case of critical position, i.e., Tλ¯
reaches a position where is orthogonal to the boundary of Ω at some point Q, we first prove
that u is C1(Ω¯). In fact, we will show the following
Lemma 36. If u(x) satisfies (4.30) and (4.31) in (4.27), then u(x) ∈ C1(Rn).
Proof. Without loss of generality, we only show that D1u =
∂u
∂x1
is continuous in Ω¯. Since
g(r) ∈ C1(R+), the possible singularity is r = 0. Let η : [0,∞) → [0, 1] be a C∞ function
with η ≡ 0 on [0, 1
2
] and η ≡ 1 on [1,∞). Let η² = η( t²) and define
u²(x) :=
ˆ
Ω
g(|x− y|)η²(|x− y|) dy
and
v1(x) :=
ˆ
Ω
D1g(|x− y|) dy.
v1(x) exists because of (4.31). Furthermore, for any x ∈ Ω¯,
|D1u²(x)− v1(x)| ≤
ˆ
Ω
|D1((η²(|x− y|)− 1)g(|x− y|)) dy
≤ C²−1
ˆ
B²(x)
|g(|x− y|)| dy +
ˆ
B²(x)
|g′(|x− y|)| dy
= C²−1
ˆ ²
0
|g(r)|rn−1 dr +
ˆ ²
0
|g′(r)|rn−1 dr
→ 0
by the assumptions of (4.30) and (4.31). Thus, D1u² converges uniformly to v1 on Rn. There-
fore u(x) ∈ C1(Rn).
Adapting the proofs of Theorem 10 and Theorem 11, we can similarly establish the
following more general characterization of balls:
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Theorem 14. Let Ω be a C1 bounded domain. Then u in (4.27) is constant on ∂Ω if and
only if Ω is a ball.
We should point out that the monotonicity of the function g plays an essential role in
the proofs of Theorems 10 and 11. The assumption on the function g assures the argument
in the proof of Theorem 14 carries through without any substantial difficulty.
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Part I In section 2, We study the maximum principles and radial symmetry for viscosity
solutions of fully nonlinear partial differential equations. We obtain the radial symmetry and
monotonicity properties for nonnegative viscosity solutions of
F (D2u) + up = 0 in Rn (4.32)
under the asymptotic decay rate u = o(|x|− 2p−1 ) at infinity, where p > 1. Our symmetry
and monotonicity results also apply to Hamilton-Jacobi-Bellman or Isaccs equations. A new
maximum principle for viscosity solutions to fully nonlinear elliptic equations is established.
In section 3, We establish Liouville-type theorems and decay estimates for viscosity solutions
to a class of fully nonlinear elliptic equations or systems in half spaces without the bound-
edness assumptions on the solutions. Using the blow-up method and doubling lemma, we
remove the boundedness assumption on solutions which was often required in the proof of
Liouville-type theorems in the literature.
Part II This part is to address two open questions raised by W. Reichel in [R2] on
characterizations of balls in terms of the Riesz potential and fractional Laplacian. we consider
the Riesz-potential
u(x) =
ˆ
Ω
1
|x− y|n−α dy
for 2 ≤ α 6= n. We show that u = constant on ∂Ω if and only if Ω is a ball. In the case of α = n,
the similar characterization is established for the logarithmic potential u(x) =
´
Ω
log 1|x−y| dy.
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We also prove that such a characterization holds for the logarithmic Riesz potential
u(x) =
ˆ
Ω
|x− y|α−n log 1|x− y| dy
when the diameter of the domain Ω is less than e
1
n−α in the case when α−n is a nonnegative
even integer. These results answer two open questions in [R2] to some extent.
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