Abstract-This letter presents new techniques enabling low complexity implementation of a decoder for 2 × 2 MIMO using an inner space-time block code (STBC) concatenated with an outer Trellis Coded Modulation (TCM). The receiver includes a Viterbi decoder and sphere decoders to compute branch metrics. We present a technique to reduce the number of sphere decoding processes at each step of the trellis still retaining maximumlikelihood (ML) frame-error rate (FER) performance as well as a sub-optimal technique to speed up the decoding, with a negligible FER performance loss.
I. INTRODUCTION

I
N slow fading channels where coefficients are fixed over a fairly long frame, concatenated coding schemes can be used in order to improve coding-gain without incurring exponential decoding complexity. The inner space-time block code guarantees the full diversity, full multiplexing gain or their trade-off, while the outer code is used to improve the coding gain. The Golden Space-Time Trellis Coded Modulation (GST-TCM), proposed in [1] , combines an outer Trellis Coded Modulation (TCM) with set partitioning of the inner Golden code for 2 × 2 MIMO.
This concatenation scheme is very well suited for highrate real-time and stream communications, since it results in significant performance improvements, without incurring in large delay. The latency of the decoding can be easily adapted to the system requirements by selecting an appropriate frame length.
The inner space-time code is the Golden code, sending 2 × 2 complex matrix codewords. By standard vectorization and separation of real and imaginary parts the codewords can be viewed as points in an 8-dimensional Euclidean space. In particular, the Golden code can be mapped to a (Q-PAM) 8 constellation, carved from a rotated 8-dimensional integer lattice Z 8 . Set partitioning is performed to increase the minimum determinant of the Golden codewords within each subset. This corresponds to a lattice set partitioning of Z 8 , using the cosets of one of its sublattices [1] .
II. SYSTEM ARCHITECTURE
In Figure 1 
A. Decoder implementation
Maximum likelihood decoding of the proposed scheme can be achieved through a Viterbi decoder. The trellis corresponding to the adopted convolutional encoder with a single quaternary memory element "D" has four states and there are 16 parallel transitions between each pair of states as result of the sublattice encoding. As a consequence, each state has 64 incoming and 64 outgoing branches (4 groups of 16 parallel branches).
The Viterbi decoder is structured according to the wellestablished three-unit architecture, with a Branch Metric Unit (BMU) computing the metrics, an Add-Compare-Select Unit (ACS) that updates state metrics and a Trace Back Unit (TBU) that reconstructs the most probable trellis path and decodes finally all the codewords.
Since the Viterbi algorithm needs soft input information, Euclidean distances have to be evaluated in the BMU. The sphere decoder [3] computes the closest point by calculating the minimum Euclidean distance d between the received symbol and each point of the (rotated and faded) Z 8 lattice. A trivial approach, proposed in [1] , consists in evaluating the metrics associated with all the outgoing branches from all the states. This can be obtained by performing the sphere decoding on 256 different 2Z 8 lattices, each one translated by a different coset leader (c ) associated with that branch.
However, for the parallel transitions not all the distance values are necessary but only the minimum value within each group is needed when adding to the state metric. Moreover, the union of the 2Z 8 sublattices associated to parallel transitions corresponds to E 8 . As a consequence, the sphere decoder has to solve:ŝ
where y is the received vector, s is the signal vector after the TCM encoding and before the Golden code encoding (see Figure 1 ), and M is the matrix given by the combination of channel effects and Golden code matrix.
Intuitively this problem can be solved , generalizing [4] , by thinking of E 8 as a Z 8 lattice where some points are not allowed and finding the constraint that must be satisfied so that s belongs to the requested lattice. Recalling the tree structure for the search in sphere decoding process [3] , in some components the signal can not assume all values but it is constrained by the selections that have already been made at upper levels.
Construction A of E 8 can be written as:
where [8, 4, 4] is the extended Hamming code, and allows to obtain the coset leader generators in [1] . From their analysis, points belonging to a translated E 8 lattice present four free and four constrained components. In particular, taking into account that the sphere decoder tree must be traversed starting from the last dimension of these vectors, we can observe that all the E 8 coset leaders c 2 can be obtained as: We consider, as an example, two central levels 4 and 3, and we assume that at upper levels have already been selected c 2 (7) = '1', c 2 (6) = '0' and c 2 (5) = '1'. These choices, using (3), lead to c 2 (4) = '0'. Moreover, if for the considered sphere decoder c 1 (4) = '1', then it results c (4) = '1'. In this example, adopting a 16-QAM constellation, the values [-1, 3], are allowed for s 4 . At level 3, instead, c 2 (3) is free so c (3) can assume both values '0' and '1' and the four branches are all admissible.
In the proposed scheme, an E 8 sphere decoder allows to explore the parallel transitions with a unique circuit. This will lead to a first considerable reduction in the number of requested branch computations from 256 to 16. In this case the decoder must work on the original Z 8 grid instead of the 2Z
8 . The sphere decoder will only visit the E 8 and skip the others, while scanning the Z 8 points within the constellation boundaries. The complexity reduction of this single slower E 8 decoder is still large compared to the faster 16 sphere decoders for 2Z
8 . The realization of the single sphere decoder is not addressed in this paper, possible implementations can be found in [5] , [6] , while the adopted architecture is very similar to the decoder described in [7] .
The ACS unit has the task of selecting at each trellis step the most probable path leading to a certain state and to update accordingly the state metric. In our system there are four ACS units and each of them has to select among four incoming metrics.
Branch metrics are represented on 16 bits for the synthesis presented below. The well-established approach presented in [8] is adopted to guarantee a sufficient number of bits for state metrics. Using 3 additional bits, metric wrapping in two's complement notation allows to avoid normalization circuits, with no performance loss.
The TBU has the task of identifying the minimum survivor path stored by the ACS in memory and reconstruct it. In order to limit the required amount of memory, the widely known mechanism of sliding blocks [9] has been adopted, splitting the data frame into several windows, each one of length 16. Table I , synthesis results on a 0.13 µm commercial CMOS standard cell technology for the described GST-TCM concatenation scheme are summarized. This architecture has never been realized in hardware before, hence no comparisons are possible. The required area is dominated by the 16 sphere decoders, each one taking about 50 KGate. The offered throughput (slightly more than 12 Mbit/s with a clock frequency of 200 MHz, as indicated in Table II, second column) is severely limited by the need that all sphere decoders find the best solution within their cosets. Moreover the throughput does not improve with the increasing SNR, as in common sphere decoding applications. This behaviour can be explained by the fact that, at high SNR, at each trellis step, only one branch has a small metric, while all the others have a large metric. Furthermore, in the cosets corresponding to large branch metrics the received symbol is likely to be approximately at the same distance from more than one point: this slows down the convergence of the search algorithm.
III. FASTER SUB-OPTIMAL DECODING STRATEGY In
A substantial throughput improvement is achieved by stopping all the 16 parallel sphere decoders as soon as the first one ends its search, so keeping sub-optimal solutions for the other ones. Unfortunately, with this approach the distances collected in other branches are not sufficiently accurate and do not allow the Viterbi algorithm to correct many recoverable errors, leading to a consistent FER performance loss.
In order to operate an effective and not detrimental simplification, we observe that in the Viterbi algorithm it would be sufficient to find for each state the minimum path metric. Large branch metrics summed with their associated state metrics are unlikely to give competitive path metrics. We thus propose a more refined strategy: after obtaining the squared distance d 2 from the first sphere decoder that ends its search, we restrain the search of the other ones by limiting their square search radius [3] , [10] to a multiple K > 1 of d 2 :
The value of parameter K needs to be carefully tuned: Figure 2 reports FER performance offered by the described sub-optimal technique as a function of parameter K, while in This technique allows to speed up the convergence of all the sphere decoders which output at relatively low distance from the received point. On the other hand it stops the other decoders that cannot find candidate solutions within Kd 2 .
IV. CONCLUSIONS
In this letter we deal with the first hardware implementation of GST-TCM, a very recent scheme very well suited for realtime and stream communications, which require low latency in the decoding. The adopted scheme shows good performance also with short frame lenght thus guaranteeing a fast response.
With respect to a trivial decoding strategy, the use of the E 8 sphere decoder allows us to reduce the area occupation by more than one order of magnitude, while the proposed suboptimal technique, as it is shown in Figure 2 and Table I , enables the realization of a six-fold speed-up with a very small FER performance loss (less than 0.1dB for K > 2).
