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Resumen— La eficiencia energe´tica de las caches en
chip puede mejorarse reduciendo su voltaje de alimen-
tacio´n (Vdd). Sin embargo, este escalado de Vdd esta´
limitado a una tensio´n Vddmin por debajo de la cual
algunas celdas SRAM (Static Random Access Memory)
puede que no operen de forma fiable.
Block disabling (BD) es una te´cnica microarqui-
tecto´nica que permite operar a tensiones muy bajas
desactivando aquellas entradas que contienen alguna
celda que no opera de forma fiable, aunque a cambio
de reducir la capacidad efectiva de la cache. Se utili-
za en caches de u´ltimo nivel (LLC), donde el ahorro
potencial es mayor. Sin embargo, para algunas aplica-
ciones, el incremento de consumo debido a los acce-
sos a memoria fuera del chip no compensa el ahorro
energe´tico conseguido en la LLC.
Este trabajo aprovecha recursos existentes en los
multiprocesadores, como son la jerarqu´ıa de memo-
ria en chip y el mecanismo de coherencia, para mejo-
rar las prestaciones de BD. En concreto, proponemos
explotar la redundancia natural existente en una je-
rarqu´ıa de cache inclusiva para mitigar la pe´rdida de
rendimiento debida a la reduccio´n en la capacidad de
la LLC.
Tambie´n proponemos una nueva pol´ıtica de gestio´n
de contenidos consciente de la existencia de entra-
das de cache defectuosas. Utilizando la informacio´n
de reu´so, el algoritmo de reemplazo asigna entradas
de cache operativas a aquellos bloques con ma´s pro-
babilidad de ser referenciados.
Las te´cnicas propuestas llegan a reducir el MPKI
hasta en un 36.4 % respecto a block disabling, mejo-
rando su rendimiento entre un 2 y un 13 %.
Palabras clave—Computacio´n cerca de la tensio´n um-
bral, tolerancia a fallos, gestio´n de contenidos en LLC
I. Introduccio´n
LA densidad de potencia es el principal factor quelimita las prestaciones de las tecnolog´ıas CMOS
actuales. La ley de Moore se sigue cumpliendo, por
lo que cada nueva tecnolog´ıa de fabricacio´n duplica
el nu´mero de transistores y la escala de integracio´n.
Sin embargo, el escalado de Dennard ha llegado a
su fin [1], y ya no es posible mantener la densidad
de potencia constante de generacio´n en generacio´n.
Las restricciones en el consumo impiden la activacio´n
simulta´nea de todos los transistores disponibles, lo
que se denomina dark silicon [2].
Durante an˜os, la industria ha confiado en la re-
duccio´n de la tensio´n de alimentacio´n (Vdd) para
disminuir el consumo de energ´ıa. Pero, desde la gene-
racio´n de 90 nm, esta tendencia ha cambiado, debido
principalmente al incremento de las corrientes de fuga.
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Al reducir Vdd hay que reducir asimismo la tensio´n
umbral (Vth) para mantener la fiabilidad y velocidad
en la conmutacio´n. Sin embargo, una Vth baja in-
crementa el consumo esta´tico de energ´ıa en mayor
medida que los ahorros obtenidos al disminuir Vdd.
Reducir la tensio´n de operacio´n de los transistores a
valores cercanos a la tensio´n umbral sin pe´rdida de
fiabilidad permitir´ıa minimizar los consumos esta´tico
y dina´mico de energ´ıa (corrientes de fuga y conmu-
tacio´n, respectivamente). La reduccio´n de consumo
resultante podr´ıa usarse para activar ma´s recursos
del chip y potencialmente obtener mejores prestacio-
nes [3].
Desafortunadamente, el escalado de la tensio´n de
alimentacio´n esta´ limitado por los ajustados ma´rgenes
de operacio´n que tienen las celdas SRAM utilizadas
para construir las caches en chip. Las variaciones en
los para´metros de las celdas SRAM limitan la re-
duccio´n del voltaje de alimentacio´n a una tensio´n,
Vddmin , por debajo de la cual las celdas SRAM no
tienen un funcionamiento fiable. Vddmin normalmente
determina la tensio´n mı´nima del procesador, que en
las tecnolog´ıas actuales es del orden de 0.7–1.0 V
cuando se utilizan celdas SRAM convencionales (de
6 transistores o 6T). La fluctuacio´n aleatoria de do-
pantes (random dopant fluctuation, RDF) dentro del
dado es una de las principales causas de los fallos
en las celdas que funcionan a voltajes ultra bajos,
lo que resulta en diferentes tensiones umbral en los
dispositivos SRAM considerados. Esto da lugar a
una distribucio´n aleatoria de celdas defectuosas cuyo
comportamiento a tensiones inferiores a Vddmin es
equivalente al de un fallo de operacio´n (hard fault).
En la literatura se han propuesto diferentes solu-
ciones a los problemas que aparecen cuando la cache
opera a baja tensio´n. A nivel circuital, puede aumen-
tarse la resiliencia de una celda SRAM aumentando
el taman˜o de sus transistores o an˜adiendo circuiter´ıa
especial [4], [5]. Su principal desventaja es que aumen-
tan el a´rea y el consumo del dispositivo. Procesadores
comerciales, como por ejemplo los de la familia In-
tel Nehalem, utilizan celdas con circuiter´ıa adicional
(celdas SRAM 8T) en las caches de primer nivel pa-
ra hacerlas ma´s resilientes [6]. Las caches de primer
nivel en los multiprocesadores en chip (chip multi-
processors, CMPs) ocupan poca superficie para no
limitar la frecuencia del procesador. Por otra parte,
las caches de u´ltimo nivel (last-level caches, LLCs)
tienen taman˜os y asociatividades mucho mayores, por
lo que ocupan gran parte de la superficie del chip.
Por tanto, para construir las LLCs son preferibles
las estructuras SRAM formadas por celdas 6T, ya
que son ma´s densas que las formadas por celdas ma´s
grandes o con circuiter´ıa adicional.
A nivel microarquitecto´nico, los disen˜os de caches
tolerantes a fallos se basan en la deshabilitacio´n de
los recursos defectuosos usando distintas granularida-
des [7], en la correccio´n de bits defectuosos mediante
complejos co´digos de correccio´n de error (error correc-
tion codes, ECCs) [8], o en la replicacio´n distribuida
de bloques [9], [10]. Block disabling (BD) es una te´cni-
ca sencilla que desconecta toda una entrada de cache
cuando en ella se detecta al menos un bit defectuoso1.
Esta te´cnica se implementa en procesadores moder-
nos para protegerlos contra los hard faults [11]. Sin
embargo, debido a que las celdas defectuosas se dis-
tribuyen de forma aleatoria, la capacidad de la cache
queda comprometida. Te´cnicas complejas basadas en
sofisticados ECCs, o la combinacio´n de recursos de-
fectuosos, permiten utilizar ma´s capacidad de cache,
pero requieren costes adicionales de almacenamien-
to y a veces complicados mecanismos de mapeo de
direcciones de memoria que penalizan la latencia de
acceso a cache.
Este trabajo propone una nueva estrategia para
mitigar el impacto de los fallos que causan las va-
riaciones de para´metros en las celdas SRAM de las
LLCs. Se basa en la te´cnica block disabling y utiliza
estructuras ya existentes en un CMP. Hemos identi-
ficado una fuente natural de redundancia de datos
dentro del chip que surge por la replicacio´n de blo-
ques en la jerarqu´ıa de cache en inclusio´n y la hemos
aprovechado mediante nuevas te´cnicas de gestio´n de
contenidos.
En este trabajo se hacen las siguientes contribucio-
nes. En primer lugar, evaluamos varias te´cnicas de
deshabilitacio´n de bloques en un CMP coherente, con
una jerarqu´ıa de memoria compartida de dos niveles,
y que ejecuta cargas de trabajo multiprogramadas
con un completo y detallado modelo de memoria.
En segundo lugar, presentamos una te´cnica de ba-
ja complejidad que, basa´ndose en el mecanismo de
coherencia de cache existente, mantiene operativas
las etiquetas de las entradas de cache deshabilitadas,
y tambie´n las funcionalidades de control del direc-
torio de coherencia. De esta forma, un bloque que
f´ısicamente no esta´ almacenado en la LLC, puede
estar presente, y disponible, en las caches privadas.
Finalmente, proponemos una te´cnica de gestio´n de
contenidos consciente de las entradas defectuosas. Es-
ta te´cnica predice la utilidad de un bloque basa´ndose
en su patro´n de uso y controla la asignacio´n de blo-
ques a entradas de cache, por lo que reduce la tasa
de fallos de cache sin ningu´n coste an˜adido.
El resto de este art´ıculo esta´ organizado como sigue.
La seccio´n II presenta el modelo de fallos de celdas
SRAM cuando operan a bajo voltaje. La seccio´n III
introduce las te´cnicas de deshabilitacio´n de entradas
de cache (block disabling) y su impacto en la LLC.
1Distinguimos entre bloque y entrada de cache. En este
trabajo, bloque es la unidad de correspondencia y transferencia,
junto con su contenido; entrada es el conjunto de celdas f´ısicas
que almacenan un bloque.
En la seccio´n IV proponemos aprovechar la organi-
zacio´n de la jerarqu´ıa de memoria en inclusio´n para
operar a voltajes bajos y en la seccio´n V exploramos
te´cnicas de gestio´n de contenidos en este contexto. La
seccio´n VI describe la metodolog´ıa utilizada. En la
seccio´n VII se detallan los resultados obtenidos. La
seccio´n VIII recoge el trabajo relacionado y, finalmen-
te, la seccio´n IX concluye.
II. Modelo de fallos de celdas SRAM
Las estructuras SRAM son especialmente vulnera-
bles a fallos causados por variaciones parame´tricas
cuando operan a tensiones de alimentacio´n muy bajas
o cercanas al umbral. Normalmente, las estructuras
SRAM tienen un voltaje mı´nimo que garantiza la
operacio´n de las celdas de forma fiable, Vddmin . En la
actualidad este voltaje se situ´a entre los 0.7 y 1.0 V
cuando se utilizan celdas 6T.
Diversos autores han analizado la fiabilidad de estas
celdas por debajo de Vddmin . En concreto, Zhou et al.
estudian seis taman˜os de celdas SRAM 6T en una
escala de integracio´n de 32 nm y sus probabilidades de
fallo conforme disminuye Vdd [5]. Segu´n este estudio,
a 0.5 V la probabilidad de fallo de una celda SRAM
(Pfail) var´ıa entre 10
-3 y 10-2. El uso de celdas ma´s
grandes reduce la probabilidad de fallo, ya que se
incrementan los ma´rgenes de lectura y escritura. Por
contra, celdas ma´s grandes tienen peor densidad y se
incrementa el consumo de potencia y energ´ıa.
La Tabla I recoge las seis celdas SRAM de este
estudio (C1, C2, C3, C4, C5 y C6) con su a´rea relativa
a la celda ma´s pequen˜a (C1), as´ı como el porcentaje
de entradas sin fallos de una cache implementada con
cada celda a 0.5 V, asumiendo que las entradas tienen
un taman˜o de 64 bytes. Se considera que una entrada
falla si al menos una de sus celdas no es operativa.
Como muestra la Tabla I, menos del 10 % de las
entradas no tienen fallos cuando se utilizan las celdas
C1 o C2 a 0.5 V. Si se utilizan celdas ma´s robustas
(e.g., C6), el porcentaje de entradas operativas sube
al 60 %, pero con un coste an˜adido de incrementar el
a´rea un 58 % (relativo a C1), lo que no es una opcio´n
viable para una estructura tan grande como la LLC.
En este art´ıculo utilizamos este estudio como re-
ferencia y nos centramos en las celdas C2-C6 a 0.5
V, ya que pra´cticamente todas las entradas de una
cache con celdas C1 son defectuosas.
TABLA I
Porcentaje de entradas sin fallos en una cache a 0.5 V
(entradas de 64 bytes) para los distintos taman˜os de
celdas y su a´rea relativa al taman˜o de la celda C1.
Celda C1 C2 C3 C4 C5 C6
A´rea relativa 1.00 1.12 1.23 1.35 1.46 1.58
% sin fallos 0.0 9.9 27.8 35.8 50.6 59.9
III. Block Disabling aplicado a las caches
de u´ltimo nivel
Una opcio´n sencilla para mitigar los fallos de ope-
racio´n consiste en deshabilitar aquellos recursos que











































Número de vías operativas
(c) C4.






















Fig. 1. V´ıas operativas, no defectuosas, en un banco de cache de 16 v´ıas (celdas C6-C2) con taman˜o de bloque 64 bytes a 0.5 V.
no operan de forma fiable. La te´cnica block disabling
(BD), deshabilita estos recursos usando granularidad
de bloque. Si se detecta un fallo en una celda de
memoria, se desactiva la entrada de cache en la que
se encuentra, por lo que no podra´ almacenar blo-
que alguno. Esta te´cnica ya esta´ implementada en
procesadores actuales como proteccio´n contra hard
faults [11].
Debido a su sencilla implementacio´n y bajo coste, se
ha estudiado la aplicacio´n de BD a caches operando
a tensiones bajas [12]. Desde el punto de vista de
su implementacio´n, un u´nico bit basta para marcar
una entrada de cache como defectuosa. La principal
desventaja, tal como se mostro´ en la Tabla I, es que
a medida que la probabilidad de fallo aumenta, la
capacidad de la cache disminuye de forma sustancial.
La cantidad total de celdas defectuosas en la cache no
es elevada (menos del 1 %), pero dada la aleatoriedad
en su distribucio´n, la capacidad efectiva de la cache
disminuye ra´pidamente. Utilizar BD como te´cnica de
tolerancia a fallos a tensiones bajas da lugar a caches
con una asociatividad variable, que viene determinada
por el nu´mero y distribucio´n de los fallos.
La interaccio´n entre BD y la organizacio´n de la
jerarqu´ıa de cache en el chip tambie´n juega un papel
importante en el rendimiento del sistema. Actualmen-
te, algunos procesadores comerciales, como Intel Core
i7, implementan jerarqu´ıas en inclusio´n para gestionar
la coherencia de una forma sencilla. En tales jerar-
qu´ıas, todos los bloques almacenados en los niveles
privados tambie´n lo esta´n en la LLC. La informacio´n
de coherencia va integrada en la propia LLC, es decir,
para cada bloque se guarda su estado y un vector
binario de presencia para identificar la ubicacio´n de
todas sus copias compartidas. Para garantizar la pro-
piedad de inclusio´n, cuando se expulsa un bloque de la
LLC, se invalidan todas la copias del bloque presentes
en las caches privadas. A estos bloques invalidados
se les llama v´ıctimas por inclusio´n [13].
Las jerarqu´ıas en inclusio´n no se comportan bien
cuando la capacidad agregada de las caches privadas
es similar a la de la LLC [14]. BD agrava este problema
al disminuir de manera significativa la asociatividad y
capacidad de la LLC. La Figura 1 muestra el porcen-
taje de v´ıas operativas (no defectuosas) en un banco
de cache de 16 v´ıas y taman˜o de bloque 64 bytes,
usando las celdas descritas a 0.5 V. La cantidad de
v´ıas defectuosas por conjunto sigue una distribucio´n
binomial B(n, p), donde n es la asociatividad p la
probabilidad de fallo de una entrada de cache. Esta
pe´rdida de asociatividad se traduce directamente en
un aumento importante del nu´mero de v´ıctimas por
inclusio´n. Como ejemplo, el nu´mero de invalidaciones
se multiplica por 10 a 0.5 V en relacio´n a una cache
implementada con celdas SRAM libres de fallos.
Este u´ltimo dato sugiere que las jerarqu´ıas en in-
clusio´n no son o´ptimas en sistemas que implementan
BD como te´cnica de tolerancia a fallos en situaciones
en las que se dan un gran nu´mero de entradas defec-
tuosas. Adema´s, para gestionar la coherencia, so´lo
es estrictamente necesario disponer de inclusio´n de
directorio: basta con conservar en la cache comparti-
da la etiqueta y el vector de presencia de los bloques
existentes en las caches privadas, sin necesidad de
tener una copia de los datos [13].para aquellos bloques
ya almacenados en alguna de las caches privadas, bas-
ta con guardar su etiqueta en la cache compartida,
sin necesidad de tener replicados sus datos [13]. Esta
observacio´n es la base de la propuesta que planteamos
en este trabajo.
IV. Aprovechar la coherencia para operar
de manera eficiente a bajo voltaje
Block disabling utiliza un bit por entrada de cache
para identificar las entradas defectuosas en el array de
datos (una o ma´s celdas defectuosas). Las entradas
defectuosas se excluyen de la bu´squeda asociativa
en etiquetas y del reemplazo, lo que conlleva una
reduccio´n en el nu´mero de v´ıas u´tiles y el incremento
de v´ıctimas por inclusio´n.
Sin embargo, desde el punto de vista de la coheren-
cia, identificar los bloques que se encuentran en caches
privadas mediante el almacenamiento de su etiqueta
en el array de etiquetas de la LLC es suficiente para
garantizar la inclusio´n de directorio. Esta idea es la
base de nuestra primera te´cnica, a la que llamamos
Block Disabling with Operational Tags (BDOT). Para
mantener la inclusio´n de directorio utilizamos las eti-
quetas de las entradas defectuosas, de forma que se
incluyen en las operaciones de bu´squeda y reemplazo.
Al habilitar estas etiquetas, la asociatividad vista
por los niveles privados de la jerarqu´ıa se mantiene.
La etiqueta de una entrada defectuosa, si es va´lida,
nos indica que un bloque puede estar presente en las
caches privadas, pero que no se puede almacenar en
la cache compartida.
Para poder implementar este esquema, debemos
garantizar que no existan defectos en el array de eti-
quetas. Esto puede hacerse por ejemplo utilizando
celdas robustas (e.g., celdas con ma´s transistores) o
mediante sofisticados mecanismos ECC. Como las
etiquetas ocupan un a´rea relativamente pequen˜a en
comparacio´n con los datos (en nuestro disen˜o, Ta-
bla II, alrededor del 6 %), incrementar el taman˜o de
la celda un 33 % (si asumimos celdas 8T) tiene un
impacto en el a´rea total de la cache del 2 %. Nos
decantamos por esta solucio´n porque utilizar comple-
jos ECCs puede incrementar la latencia de acceso a
las etiquetas, mientras que utilizar celdas ma´s robus-
tas implica un menor coste an˜adido. Otros trabajos
tambie´n utilizan esta alternativa [9], [10].
El protocolo de coherencia tambie´n tiene que adap-
tarse a esta nueva situacio´n, en donde entradas defec-
tuosas so´lo contienen etiqueta, informacio´n de presen-
cia y estado de coherencia. Desde el punto de vista de
la implementacio´n, so´lo se necesita un bit que indique
si la entrada es defecutosa o no (como en el caso de
block disabling). Aparecen dos tipos de entradas en
la LLC: (a) so´lo etiqueta (T ), en donde la entrada de
datos que le corresponde es defectuosa y so´lo se al-
macena etiqueta, y (b) etiqueta y dato (D), en donde
la entrada de datos correspondiente no tiene fallos y
se almacena el bloque. Cuando llega una peticio´n de
un bloque almacenado en una entrada tipo T , la pe-
ticio´n debe enviarse al siguiente nivel de la jerarqu´ıa
(en este caso fuera del chip). Lo mismo ocurre con
bloques sucios, que deben enviarse a memoria una
vez se expulsan de la cache privada.
Protegiendo la informacio´n del directorio, el in-
cremento en el nu´mero de v´ıctimas por inclusio´n
desaparece, ya que la asociatividad de la cache se
mantiene. De todas formas, la capacidad de la cache
se sigue viendo comprometida, con el consecuente
aumento del tra´fico fuera del chip.
La principal limitacio´n de este esquema es que la
asignacio´n de bloques a entradas de cache no tiene en
cuenta el tipo de entrada, es decir, si puede almacenar
so´lo etiqueta (T ) o etiqueta y dato (D). En el caso
de que un bloque con un patro´n de reu´so (es decir,
que tras ser expulsado de la L1 el procesador vuel-
va a solicitarlo en un periodo corto de tiempo) sea
asignado a una entrada T , posteriores peticiones a la
LLC se redirigen a memoria. Por tanto, es necesario
implementar BDOT junto con una pol´ıtica de gestio´n
de contenidos capaz de identificar dichas situaciones,
as´ı como de aprovechar las diferencias en cuanto a
los dos tipos de contenedores existentes.
V. Asignacio´n de v´ıas basada en reu´so
operando a voltajes muy bajos
Las pol´ıticas de reemplazo para caches convencio-
nales (libres de fallos) no cumplen los requerimientos
impuestos por BDOT, ya que implicitamente asumen
que todas las entradas pueden almacenar bloques.
Esta asuncio´n es falsa en caches con deshabilitacio´n
de entradas pero etiquetas operacionales (que imple-
mentan BDOT).
En BDOT, cada conjunto de la cache con aso-
ciatividad N contiene entradas T que solo pueden
almacenar la etiqueta del bloque y entradas D capa-
ces de almacenar tanto etiquetas como datos, siendo
NumT +NumD = N . Para mejorar las prestaciones
del sistema es necesario acomodar de manera distinta
bloques en ambos tipos de entradas. En concreto,
proponemos incorporar a la pol´ıtica de reemplazo dos
objetivos relacionados con la gestio´n diferenciada de
entradas T y D:
1. Asignar entradas D a los bloques con mayor
probabilidad de ser usados en el futuro.
2. Entre los bloques con alta probabilidad de vol-
ver a ser usados en el futuro, asignar entradas D
preferiblemente a aquellos bloques no presentes
en caches privadas (L1). Una peticio´n sobre un
bloque alojado en una entrada T pero presente
en una cache L1 puede ser servido dentro del
chip. Sin embargo, una peticio´n sobre un bloque
alojado en una entrada T no presente en ninguna
L1 siempre es servida por la memoria principal,
con la consecuente penalizacio´n en tiempo y con-
sumo.
Estos nuevos objetivos pueden ser an˜adidos a cual-
quier pol´ıtica de reemplazo. En este art´ıculo usaremos
Not Recently Reused, NRR, como algoritmo de reem-
plazo base ya que es simple, efectivo, y nuestra pro-
puesta puede aprovechar la informacio´n existente en
NRR. A continuacio´n describimos el algoritmo NRR.
En la subseccio´n V-B se detalla la implementacio´n
de nuestra propuesta sobre NRR.
A. Pol´ıtica de reemplazo base
Los algoritmos de reemplazo basados en reu´so han
demostrado ser eficientes en caches compartidas de
u´ltimo nivel [15]. La localidad de reu´so dice que si
un bloque ha sido usado por lo menos dos veces,
este bloque tiende a ser reusado muchas veces en el
futuro cercano; adema´s, indica que los bloques ma´s
recientemente reusados son ma´s u´tiles que los que
fueron reusados con anterioridad.
Por otra parte, en las jerarqu´ıas inclusivas los blo-
ques solicitados por el procesador se almacenan tanto
en las caches privadas como en la cache compartida
(LLC). El reemplazo de un bloque de la LLC implica
su invalidacio´n en las caches privadas, lo que suele
conllevar una merma del rendimiento porque estos
bloques esta´n siendo usados por el procesador.
NNR se basa en estas dos observaciones y almacena
el estado de todos los bloques presentes en la cache
LLC segu´n el diagrama de la Figura 2. Cuando la
memoria sirve un bloque al procesador, su estado en
LLC pasa a ser NR-C (NonReused, Cached). Si el
bloque es expulsado de la cache privada, su estado
en LLC pasa a NR-NC (NonReused, NonCached).
Y si un procesador vuelve a pedir el bloque, e´ste
se copia a su cache privada y su estado en LLC









Fig. 2. Estados segu´n reu´so e inclusio´n de un bloque en
LLC. NR, R, C, y NC representan: no reusado, reusado,





















Fig. 3. Estados segu´n reu´so e inclusio´n de un bloque en LLC
con BDOT.
bloque es expulsado de la cache privada su estado en
LLC pasa a R-NC (Reused, NonCached). Si continua
siendo pedido por algu´n procesador, el bloque seguira´
cambiando entre los estados R-NC y R-C.
NRR asigna la ma´xima proteccio´n a los bloques
presentes en las caches privadas y entre los no presen-
tes, a aquellos que han demostrado reu´so, lo que se
traduce en el siguiente orden de reemplazo: NR-NC,
R-NC, NR-C, R-C.
La informacion de presencia en caches privadas se
obtiene a partir del vector de presencia que gestiona
el protocolo de coherencia. La pol´ıtica aqu´ı descrita
se suele conocer como pol´ıtica NRR y requiere un
bit por cada bloque de la cache para recordar su
reu´so [15].
B. Pol´ıtica de reemplazo consciente de los fallos
Para dar soporte a BDOT, es necesario desdoblar
en dos cada estado de la pol´ıtica de reemplazo base:
uno para entradas de etiquetas, T , y otro para en-
tradas de etiquetas y datos, D, tal y como muestra
la Figura 3. Mientras un bloque recorre los estados











  Register !les, branch
predictor, ALUs, control, ...
Fig. 4. Multiprocesador de 8 nu´cleos modelado.
trada T o D, en funcio´n de la v´ıa que inicialmente le
asigna el algoritmo de reemplazo. Sin embargo, para
proteger a los bloques con reu´so, cuando un bloque en
estado R-C es expulsado de la cache privada, le ase-
guramos una entrada no defectuosa tipo D (siempre
pasa a estado R-NC-D). Es decir, si resid´ıa en una
entrada defectuosa tipo T (estado R-C-T), el bloque
se mueve a una entrada D.
Esta transicio´n normalmente requiere que otro blo-
que sea degradado de una entrada D a la entrada T
que queda libre, lo que implica la pe´rdida del bloque
en la cache de u´ltimo nivel. Por lo tanto, se requiere
otro algoritmo de reemplazo que seleccione un bloque
en D para ser degradado a T (transicio´n swap en la
Figura 3). El objetivo de este algoritmo es maximizar
los contenidos dentro del chip, degradando prioritaria-
mente a bloques presentes en caches privadas. Como
objetivo secundario degradara´ preferiblemente a los
bloques sin reu´so. Por tanto, el orden de mayor a
menor probabilidad de ser degradado es: NR-C-D,
R-C-D, NR-NC-D, R-NC-D.
VI. Metodolog´ıa
En esta seccio´n presentamos la metodolog´ıa utiliza-
da, incluyendo las caracter´ısticas del sistema modela-
do, el entorno de simulacio´n, y las me´tricas utilizadas
para cuantificar los beneficios de nuestros mecanis-
mos.
A. Sistema modelado
Nuestro sistema de referencia es un chip multipro-
cesador (CMP) teselado con una jerarqu´ıa de cache
inclusiva de dos niveles. El segundo nivel (L2 o LLC)
es compartido y esta distribuido entre los ocho nu´cleos.
Las teselas esta´n interconectadas por medio de una
malla. Cada tesela tiene un nu´cleo y un primer nivel
de cache (L1) dividido en instrucciones y datos, y un
banco de la cache compartida, todo ello conectado
al router (Figura 4). El CMP incluye dos controlado-
res de memoria colocados en los bordes del chip. La
Tabla II recoge los para´metros de configuracio´n del
sistema de referencia, la jerarqu´ıa de memoria y la
red de interconexio´n.
Asumimos una frecuencia de 1 GHz a 0.5 V (nues-
tro Vdd cerca del umbral). El voltaje del mo´dulo de
DRAM no escala con el resto del sistema, y por tanto
la velocidad relativa de la memoria principal con res-
pecto al chip incrementa conforme se baja el voltaje.
Este modelo es consistente con trabajos previos [9],
[10].
TABLA II
Caracter´ısticas principales del CMP modelado.
Nu´cleos 8, Ultrasparc III Plus, en orden, 1 instr/cycle, mono-hilo, 1 GHz a Vdd 0.5 V
Protocolo de Coherencia MESI, directorio (full-map) distribu´ıdo en los bancos de L2
Modelo de Consistencia Secuencial
L1 cache Privada, 64 KB datos e inst., 4-way, 64 B taman˜o de bloque, LRU, 2 ciclos acceso en acierto
L2 cache
Compartida, inclusiva, entrelazado por direccio´n de bloque, 1 banco/tesela, 1 MB/banco, 16-way
64 B taman˜o de bloque, NRU, 8 ciclos acceso en acierto (4 ciclos acceso etiquetas)
Memoria
2 controladores de memoria (en los bordes del chip); Double Data Rate (DDR3 1333 MHz)
2 canales, 8 Gb/canal, 8 bancos, 8 KB taman˜o de pa´gina, pol´ıtica open page; acceso raw 50 ciclos
Red on-chip
Malla, 2 redes virtuales (VN): peticiones y respuestas; 16-byte flit, 1 ciclo latencia salto, routing
en dos etapas
El protocolo de coherencia se implementa sobre
un directorio full-map con estados MESI (Modifica-
do, Exclusivo, Compartido e Invalido). Utilizamos
notificacio´n expl´ıcita de expulsio´n de bloques tanto
compartidos como exclusivos. Las caches L1 esta´n
construidas con celdas robustas y funcionan a vol-
tages bajos sin errores inducidos por variaciones pa-
rame´tricas [6]. Los bancos de L2 esta´n construidos
con celdas convencionales (6T SRAM) y, por lo tanto,
son sensibles a fallos. Como en estudios previos [9],
[10], asumimos que el array de etiquetas es robusto
utilizando, por ejemplo, celdas 8T [16].
B. Entorno de simulacio´n y cargas de trabajo
Con respecto al entorno de simulacio´n, usamos
Simics [17] con GEMS para modelar la jerarqu´ıa
de memoria on-chip y la red de interconexio´n [18],
y DRAMSim2 para un modelo detallado de DDR3
DRAM [19]. Para modelar latencias utilizamos Mc-
PAT [20].
Utilizamos un conjunto de 20 cargas de trabajo mul-
tiprogramadas que son combinaciones aleatorias de
los 29 programas que componen SPEC CPU 2006 [21],
sin distinguir entre los intensivos en ca´lculo con ente-
ros y con coma flotante. Cada aplicacio´n aparece en
media 5.5 veces con una desviacio´n esta´ndar de 2.5.
Para localizar el final de la fase de inicializacio´n de ca-
da aplicacion, los programas corrieron con la entrada
de referencia en una ma´quina real usando contadores
de rendimiento. Para asegurarnos que ninguna apli-
cacio´n se encuentra en su fase de inicializacio´n, cada
carga multiprogramada ejecuto´ tantas instrucciones
como la fase de inicializacio´n ma´s larga, y se creo´
un checkpoint en ese lugar. A partir de ah´ı, corremos
simulaciones detalladas que incluyen 300 millones de
ciclos para calentar la jerarqu´ıa de memoria y 700
millones de ciclos de generacio´n de estad´ısticas.
Creamos mapas de fallos aleatorios y ejecutamos
simulaciones Monte Carlo para asegurarnos que los
resultados se encuentran dentro de un error del 5 %
con un nivel de confianza (1−α) = 0.95. El nu´mero de
muestras se incrementa si es necesario para alcanzar
el error. Calculamos si una celda falla o no de forma
aleatoria e independientemente del resto de las celdas.
De esta manera obtenemos mapas de fallos con un
nu´mero similar de celdas defectuosas, pero en diferen-
tes localizaciones. Para poder compararnos con block
disabling en un escenario poco favorable (C2 o´ C3),
asumimos que al menos una de las v´ıas es robusta
(no tiene fallos), aunque nuestras te´cnicas funcionan
incluso si no hay ninguna entrada operativa.
C. Me´tricas
Por u´ltimo, para cuantificar los beneficios de nues-
tros mecanismos, vamos a utilizar dos me´tricas de
rendimiento: fallos de la LLC por cada mil instruc-
ciones (MPKI) y speedup.
Nuestro sistema de referencia (Base) es un sistema
donde la LLC esta´ construida con celdas robustas, es
decir, que no presentan fallos al operar a bajo voltaje,
y que no tienen ninguna penalizacio´n con respecto a
las celdas C2. Podemos decir que esta configuracio´n
es “no realista”, ya que para conseguir una LLC con
celdas robustas necesitar´ıamos incrementar el taman˜o
de las celdas o utilizar celdas con ma´s transistores.
Esta configuracio´n representa una cota ma´xima del
rendimiento alcanzable.
El MPKI nos muestra el aumento del tra´fico a
la memoria fuera de chip. Para calcular el MPKI
relativo de cada mezcla, sumamos el nu´mero total
de fallos (peticiones a memoria) en la LLC para una
configuracio´n dada y lo dividimos entre el MPKI del
sistema base.
Para entender co´mo afectan las diferentes te´cni-
cas al rendimiento global del sistema, calculamos el
speedup para cada mezcla como se muestra en la Ecua-
cio´n 1, donde IPCAi es el nu´mero de instrucciones
ejecutadas por ciclo para el programa i cuando corre
en el sistema A, e IPCBasei es el nu´mero de instruc-








Como las diferentes cargas de trabajo ejecutan el
mismo nu´mero de ciclos tanto en el sistema Base
como en las distintas configuraciones, utilizamos la
media aritme´tica para calcular el rendimiento medio
(MPKI y speedup) de todas las mezclas para una
configuracio´n dada.
VII. Resultados
En esta seccio´n presentamos los resultados de la eva-
luacio´n de nuestras te´cnicas de gestio´n de contenidos
utilizando la metodolog´ıa expuesta en la seccio´n VI.
Como ya hemos comentado en la seccio´n VI, ofrece-
mos datos relativos a un sistema base que posee una
LLC ideal, implementada con celdas robustas, capaces
de operar sin fallos a muy bajo voltaje sin penalizacio´n
de ningu´n tipo. Las figuras muestran la media de los
resultados obtenidos para cada una de las 20 mezclas.
An˜adimos como referencia los resultados obtenidos
por block disabling y reemplazo NRU [22], solucio´n
con coste similar a nuestras propuestas. Tambie´n nos
comparamos con Word disabling [10], solucio´n ma´s
compleja y de mayor coste.
En la subseccio´n VII-A se presentan los datos de
MPKI y en la subseccio´n VII-B se analiza el speedup.
En cada seccio´n mostramos datos de los siguientes
modelos:
BASE: sistema con LLC construida con celdas
robustas. Es nuestra base de comparacio´n (todos
los datos son relativos a este sistema).
BD-NRU: sistema real con block disabling, reem-
plazo NRU [22] (seccio´n III).
BDOT-NRU: sistema real con block disabling
with operational tags, reemplazo NRU (sec-
cio´n IV).
BDOT-NRR: sistema real con block disabling
with operational tags, reemplazo NRR [15](sec-
cio´n V-A).
BDOT-NRR-FA: sistema real con block disabling
with operational tags, reemplazo NRR Fault Awa-
re (seccio´n V-B)
WD: Word disabling [10].
A. Ana´lisis de resultados en te´rminos de MPKI
En esta seccio´n presentamos, para cada configu-
racio´n de LLC, los datos de MPKI normalizados al
sistema BASE. La Figura 5 muestra la media para
las 20 mezclas descritas en seccio´n VI.
BD-NRU puede ser una solucio´n va´lida para caches
con pocos bloques defectuosos como las construidas
con celdas C6, en las que produce una penalizacio´n
media en te´rminos de MPKI del 21,4 %. Sin embargo,
esta penalizacio´n aumenta ra´pidamente al aumentar
el nu´mero de bloques defectuosos llegando a un 126 %
para celdas C2. El uso de las entradas defectuosas de
LLC para guardar la informacio´n de coherencia de
bloques presentes en los niveles privados, permite a
BDOT-NRU disminuir significativamente el nu´mero
de fallos respecto a BD-NRU en caches con muchos
bloques defectuosos (C2). Pero, BDOT-NRU va peor
que BD-NRU para el resto de celdas.
Los algoritmos de reemplazo basados en reu´so han
demostrado ser eficientes en caches compartidas de
u´ltimo nivel [15]. Sin embargo, y salvo para C2, NRR
no consigue mejorar los resultados de NRU en el
contexto de caches con entradas defectuosas (BDOT-
NRR vs. BDOT-NRU). Recordemos que, en este mo-
delo, la asignacio´n de bloques a entradas es ciega,
solo depende del algoritmo de reemplazo NRR y no
es consciente de que´ entradas esta´n sanas y cuales son
defectuosas. La asignacio´n de un bloque con reu´so a
una entrada de LLC defectuosa provoca que todas
las peticiones a dicho bloque dirigidas a LLC se con-
viertan en peticiones a memoria principal. Adema´s,
debido al reemplazo basado en reu´so, este bloque
permanecera´ mucho tiempo en la entrada defectuosa.
BDOT-NRR-FA soluciona este problema an˜adien-
do la informacio´n de bloques defectuosos al algoritmo
de reemplazo/colocacio´n. La penalizacio´n en te´rmi-
nos de MPKI disminuye dra´sticamente respecto a
BD-NRU, pasando de 21,4 %, 27,6 %, 40,3 %, 52,1 %
y 126 % en BD-NRU para las celdas C6, C5, C4, C3
y C2 respectivamente, a 4,6 %, 9,3 %, 18,7 %, 25 % y
43,8 % en BDOT-NRR-FA.
El MPKI conseguido por WD es casi invariante
entre las distintas celdas, pese a la gran diferencia de
celdas defectuosas en cada una de ellas. Dos razones
explican este comportamiento: i) una sola celda de-
fectuosa clasifica al bloque entero como defectuoso y
obliga a combinarlo con otro, y ii) el nu´mero de cel-
das defectuosas por bloque es siempre relativamente
pequen˜o (tres en media para la peor celda: C2 [23]),
por lo que siempre se puede conseguir un bloque
bueno combinando dos defectuosos. Por consiguiente,
el nu´mero medio de v´ıas por conjunto conseguido por
WD es de 8. En la comparacio´n con WD, BDOT-
NRR-FA consigue menor MPKI con celdas C3, C4,
C5 y C6 con diferencias de 19 %, 15,3 %, 8 % y 3,2 %
respectivamente. WD solo supera a BDOT-NRR-FA
en caches con muchos bloques defectuosos como las
fabricadas con celdas C2. Adema´s, la complejidad y el
coste en a´rea de BDOT-NRR-FA son mucho menores
que los de WD.
B. Ana´lisis de resultados en te´rminos de speedup
En esta seccio´n presentamos, para cada configura-
cio´n de LLC, los datos de speedup normalizados al
sistema BASE. La Figura 6 muestra la media para las
20 mezclas descritas en la seccion VI. Los resultados
en te´rminos de speedup correlan perfectamente con los
de MPKI analizados en la seccio´n previa. BD provoca
pe´rdidas respecto a la cache ideal que var´ıan entre el
3,3 % para C6 y el 17.7 % para C2. BDOT-NRR-FA
reduce las pe´rdidas hasta el 1,3 %, 2 %, 3,4 %, 4,3 %
y 6,9 % para las celdas C6, C5, C4, C3 y C2 respecti-
vamente. Al igual que en MPKI, WD solo mejora a
BDOT-NRR-FA con la celda C2 en un 2 %.
VIII. Trabajo Relacionado
Las celdas SRAM con 6 transistores no funcionan
de forma fiable cuando el voltaje escala a valores
cerca de la tensio´n umbral, ya que no se pueden
garantizar los ma´rgenes necesarios para la estabilidad
de escrituras y lecturas, especialmente en un contexto
de Vth variable. Las propuestas previas para mitigar el
impacto de los fallos de SRAM debidos a variaciones
parame´tricas se pueden dividir en dos grupos: te´cnicas
a nivel de circuito y te´cnicas a nivel arquitecto´nico.
Las soluciones a nivel de circuito incluyen me´todos
que hacen que la celda sea ma´s fiable incrementando
su taman˜o [5], o an˜adiendo circuiter´ıa adicional (i.e.,
ma´s transistores) [16], [4]. El principal problema de
incrementar el taman˜o de los transistores o el nu´mero
de transistores por celda es el coste en a´rea (disminuye
la densisdad) y el aumento del consumo. Por tanto,

























Fig. 5. MPKI normalizado (media cargas SPEC) con respecto a una celda robusta para las distintas propuestas.
























Fig. 6. Speedup normalizado (media cargas SPEC) con respecto a una celda robusta para las distintas propuestas.
esta´s te´cnicas no se suelen aplicar en la LLC.
Las soluciones a nivel de micro-arquitectura in-
cluyen te´cnicas que an˜aden redundancia a trave´s de
co´digos de correccio´n de errores, deshabilitar con-
tenido, o mecanismos basados en la duplicacio´n (y
combinacio´n). Nuestra propuesta se enmarca en esta
categor´ıa.
Los co´digos de correcio´n de errores (ECC) se uti-
lizan para proteccio´n ante errores soft. Algunos tra-
bajos proponen utilizar ECC para proteccio´n ante
errores hard cuando las caches operan a voltajes ultra-
bajos [24], [8]. Los ECC se optimizan normalmente
para minimizar el espacio que ocupan a costa de una
lo´gica ma´s compleja en las fases de deteccio´n y corre-
cio´n de errores. Modificar el ECC para que sea capaz
de detectar y corregir ma´s errores implica lo´gica ma´s
compleja en la fase de decodificacio´n, o incrementar
el nu´mero de bits almacenados [8]. Nuestra propuesta
es orotogonal al uso de ECC para proporcionar ma´s
entradas funcionales; de hecho se adapta al nu´mero
de entradas de datos funcionales y no funcionales.
En cuanto a block disabling, Lee et al. estudian la
degradacio´n en rendimiento al deshabilitar entradas
de cache, conjuntos, v´ıas, puertos, o el banco de ca-
che al completo, en un entorno mono procesador [7].
Ladas et al. proponen an˜adir una cache v´ıctima para
compensar por la asociatividad perdida [12]. Nuestro
mecanimo tambie´n se basa en block disabling, pero
no requiere ninguna estructura adicional.
Ghasemi et al. utilizan taman˜os de celda hete-
roge´neos, de modo que cuando la cache opera a vol-
tajes bajos las v´ıas o conjuntos con celdas SRAM
pequen˜as se desactivan cuando empiezan a fallar [25].
En la misma l´ınea, Khan et al. proponen el disen˜o
de una cache en donde una pequen˜a particio´n se im-
plementa con celdas robustas y el resto con celdas
no robustas (de menor taman˜o). Las celdas robustas
se utilizan para almacenar bloques sucios, para lo
que modifican la pol´ıtica de reemplazo, guiando la
insercio´n de los bloques en funcio´n de si la peticio´n es
un load o un store [26]. Zhou et al. combinan celdas
de repuesto, taman˜os de celdas heteroge´neos y ECC
para crear un disen˜o h´ıbrido que mejora la eficiencia
de dichas te´cnicas aplicadas de forma individual [5].
Al contrario que estos trabajos, nosotros no asumimos
que existen celdas robustas y guiamos la insercio´n de
bloques basandonos en el reu´so.
Las entradas de la cache se pueden deshabilitar a
una granularidad ma´s fina (por ejemplo, a nivel de
palabra), a cambio de incrementar la complejidad de
acceso a cache. Word disabling monitoriza fallos a
nivel de palabra y combina dos entradas consecutivas
para obtener una entrada sin fallos, lo que divide
entre dos la asociatividad y la capacidad de la cache
resultante [10]. Abella et al. tambie´n deshabilitan
contenido a nivel de palabra, redirigiendo los accesos
a palabras deshabilitadas al siguiente nivel de la jerar-
qu´ıa; esta te´cnica tiene sentido so´lo en el primer nivel
de la jerarqu´ıa en donde los accessos son a nivel de pa-
labra [27]. Palframan et al. siguen una pol´ıtica similar
buscando palabras almacenadas en celdas defectuo-
sas en otras estructuras micro-arquitecto´nicas, como
por ejemplo la store queue o el miss status holding
register [28]. Ferreron et al. proponen comprimir los
bloques y almacenarlos en entradas con fallos, lo que
permite utilizar la totalidad de la cache [23]. Esque-
mas ma´s complejos combinan entradas con defectos
utilizando un mecanismo de remapeo que se basa en
la ejecucio´n de un algoritmo para encontrar entra-
das que se puedan combinar y las correspondientes
estructuras para almacenar el remapeo [9], [29], [30].
Los mecanismos de remapeo an˜aden un nivel de indi-
reccio´n al acceso a cache (incrementando la latencia),
y combinar entradas para obtener un bloque an˜ade
complejidad. Adema´s, se necesitan varios accesos a
la cache para obtener un bloque completo, lo que
aumenta el consumo de energ´ıa y/o la latencia por
acceso a bloque. Nuestra propuesta no necesita nin-
guna estructura adicional o mecanismo de remapeo,
so´lo cambios mı´nimos en el protocolo de coherencia y
la pol´ıtica de reemplazo.
En el contexto de ejecucio´n a voltajes ultra-bajos,
Keramidas et al. usan un predictor espacial indexa-
do por PC para las decisiones de reemplazo entre
entradas con o sin fallos en el primer nivel de la
jerarqu´ıa [31]. Nuestro mecanismo de insercio´n no
necesita ninguna prediccio´n, lo que simplifca el hard-
ware de manera considerable, y no contempla el uso
de entradas parcialmente deshabilitadas.
IX. Conclusiones
Uno de los mayores desaf´ıos para continuar me-
jorando el rendimiento y la eficiencia energe´tica de
los procesadores es reducir Vdd. El mayor freno a la
hora de hacerlo son las celdas de memoria ya que
pequen˜as disminuciones de Vdd ra´pidamente las vuel-
ven inestables e inva´lidas para almacenar cualquier
contenido.
Disminuir la capacidad de las memorias caches
mediante la invalidacio´n de celdas permite reducir
Vdd a costa de empeorar el rendimiento y la eficiencia
energe´tica del procesador porque aumenta considera-
blemente la actividad de la memoria principal. Sin
embargo si se explota adecuadamente la replicacio´n
de contenidos en jerarqu´ıas de memoria inclusiva se
puede paliar este problema. Adema´s, con politicas
de gestio´n de contenidos conscientes de los fallos en
celdas se puede casi alcanzar el rendimiento de un
sistema trabajando con un Vdd mayor a la par que se
reduce el consumo energe´tico. Este trabajo fusiona
ambas propuestas con un aprovechamiento inteligen-
te de los mecanismos de coherencia existentes para
permitir operar a la memoria a un Vdd bajo.
En un entorno de un multiprocesador homogeneo
las te´cnicas propuestas consiguen mejorar block disa-
bling reduciendo los MPKI hasta un 36,4 %, lo que
se traduce en una ganancia de rendimiento del 13 %.
Respecto a una celda ideal, la pe´rdida de rendmiento
se encuentra entre el 1,2 y el 6,9 %, frente al 3,3 y el
17.7 % de block disabling.
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