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Einleitung 
Einieitung 
PROLOG und LISP sind ohne Frage die wohl etabliertesten Programmiersprachen in der 
Kiinstlichen Intelligenz. Das allgemeine Interesse an ihnen hat im Hinblick auf leistungsstarke 
Sprachimplementationen groSe Fortschritte gebracht. Flir PROLOO ist in dieser Hinsicht mit 
David H. D. Warren und der Definition eines Abstract Instruction SetJor PROLOG (-> WAM 
Warren Abstract Machine) [War83] ein Durchbruch gelungen. Praktisch alle heute verfligbaren 
PROLOO-Systeme compilieren die PROLOG-Klauseln hinunter nach WAM-Instruktionen, 
welche von einem W AM -Emulator ausgefiihrt werden. Die Emulatoren laufen auf general 
purpose Prozessoren und sind teilweise in C geschrieben (z. B. PROLOO XT [Bue89], NU-
PROLOG [Tho88], KAP-PROLOO [Nei87] oder QUINTUS-PROLOO [Qui85]), teilweise 
existieren aber auch sehr masehinennahe Realisierungen wie beispielsweise bei dem MIPS-
Compiler von Andrew Taylor [Tay90]. Es existieren aueh bereits Spezialentwieklungen auf der 
Hardware- und Mikroprogramm-Ebene wie etwa die am ECRCI entwickelte KCM 
(Knowledge Crunching Machine) [Ben90]. 
In dieser Arbeit beschaftige ieh mieh mit RELFUN [BoI86]. RELRJN ist eine den relationalen 
Stil von PROLOO und den funktionalen Stil von LISP integrierende Programmiersprache. FUr 
RELFUN wird das experimentelle LISP-basierte RFM2-System [BoI91] (bestehend aus 
Interpreter, Compiler und Emulator3) am DFKI entwiekelt. Ein LISP-basierter Emulator hat 
gegenliber maschinennaheren Implementationen den Vorteil, daB er zum einen liberschaubar 
und gut portierbar und zum anderen leicht modifizierbar ist. FUr die Exploration neuer Ideen ist 
dies ein wiehtiger Faktor, wahrend die Effizienz (des Emulators) am Anfang der Entwicklung 
keine sehr groBe Rolle spielt, da sie durch eine Reimplementierung in einer "tieferen" Sprache 
nachtriiglieh erreieht werden kann. 
Das Hauptanliegen Meiner Arbeit ist es, "intelligente" Compilationsrnethoden fUr eine "sehr 
hohe" Programmierspraehe zu untersuchen und einen Beitrag zur Realisierung dieser Methoden 
zu leisten. Die Problemstellung erfordert zurn Teil eine Auseinandersetzung mit einer 
tiefgehenden Architekturbeschreibung (bis hin zur Registerebene der W AM) und ist deswegen 
groBtenteils sehr technisch. Obwohl man den klassischen Compilerbau nicht zu der KI zahlt, 
was wahrscheinlieh ursaehlich daran liegt, daB die imperativen Spraehen keine "KI-Spraehen" 
sind und der Compilerbau viel friiher in der Informatik Gegenstand der Forsehung war, darf 
sich die KI dieser Thematik nieht versehlieBen, wenn ihre Spraehen auch flir den Einsatz in 
1 ECRC- European Computer-Industtie Research Center GmbH. 
2relational/lunctional machine: Das RELFUN-Analogon del' W AM fUr PROLOO. 
3Es handelt sich urn einen fast unvedlnderten (relationalen) W AM-Emulator. Die funktionalen Aspekte von 
RELFUN werden durch den Compiler realisiert, der die Instruktionen so generiert, da8 die X -Register der W AM 
(normalerweise nur fUr die Aufrufargumente und Zwischenergebnisse genutzt) als Rilckgabe-Register fUr die 
Funktionswerte mitbenutzt werden. 
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groBen Systeme interessant werden sollen. Es reicht beispielsweise nicht aus, vertrauensvoll 
auf den Fortschritt der Hardwaretechnologie zu warten, denn die eher kurze Geschichte der 
elektronischen Rechner hat gezeigt, daB mit steigender Geschwindigkeit der Hardware die 
Komplexitat der in Angriff genommenen Problemklassen den Geschwindigkeitsgewinn in aller 
Regel kompensieren. 
Es ist deshalb naheliegend, fUr die Compilation von KI-Sprachen auch bewahrte Techniken aus 
der KI einzusetzen. Die in dieser Arbeit untersuchten Ansatze lassen sich durch die zwei 
Schliisselworter Normalform und wissensbasiert zusammenfassen. Die Idee, eine RELFUN-
Nonnalform zu bilden und als Grundlage fUr weitere Compilationsschritte zu verwenden, wird 
in Abschnitt 2 zu der Reduzierung von RELFUN-Klauseln auf den RELFUN-Kern ausgebaut. 
Es handelt sich hierbei urn "horizontale" Transformationsschritte (oder auch Compilations-
schritte), die unter anderem statische Vorauswertungen (preevaluation) auf Klausel-Eben 
durchfiihren. Es handelt sich hierbei nicht nur um syntaktische Transformationen, sondern 
auch urn semantische Auswertungen. Abschnitt 3 ist durch wissensbasierte Aspekte einer 
intelligenten Compilation motiviert. Durch statische Analyse einer RELFUN-Datenbasis 
werden von einem mode-/ nterpreter Informationen liber das Input-/Outputverhalten der 
Prozeduren berechnet und in einer mode-Tabelle zur Verfiigung gestellt. Es werden in diesem 
Abschnitt zusatzlich einige weiterfiihrende Transformationen vorgestellt, die auf den mode-
Infonnationen aufbauen und liber der Klausel-Ebene ganze Prozeduren der Datenbasis beriick-
sichtigen. 
Abschnitt 1 beschreibt den Rahmen der Arbeit im ARC-TEC Projekt am DFKI. Hier fmdet der 
Leser noch einmal detaillierter die Hauptideen und Motivationen ffir die Abschnitte 2 und 3 
zusanunengettagen. 
Abschnitt 2 und Abschnitt 3 fUhren zu den Programmen normalizer und mode-interpreter. Sie 
wurden beide auf einem Macintosh II unter Allegro Common LISP [All87] entwickelt und sind 
in das RPM-System eingebunden, welches zur Zeit auf einer SUN 4/60 unter UNIX in einer 
KCL-Umgebung (Kyoto Common LISP [Kyo??]) lauft. Das Listing beider Programme ist im 
Anhang abgedruckt, wahrend die Implementierungshinweise, welche tiber die Beschreibungen 
in den Listings hinausgehen, am Ende des jeweiligen Abschnitts zu finden sind. 
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1 Rahmen und Grundlage der Arbeit 
Die Diplomarbeit ist am Deutschen Forschungszentrum fUr KUnstliche Intelligenz (DFKI 
GmbH) im ARC-TEC Projekt unter der Gesamtleitung von Prof. Dr. M. M. Richter entstan-
den. Eine Einordnung der Arbeit in das Compilationsvorhaben von ARC-TEC (Akquisition, 
Repdisentation und Compilation von TEChnischem Wissen) wird im Abschnitt 1.1 gegeben. 
Die zugrundegelegte Programmiersprache RELFUN4 wird im Abschnitt 1.2 in Form einer kur-
zen Einftihrung vorgestelit. 
1.1 Das Forschungsvorhaben von ARC·TEC 
ARC-TEC hat sich als Ziel die Entwicklung einer Expertensystem-Shell mit domanen-
spezifischen Aspekten aus dem Maschinenbau gesetzt, welche zur Erstellung eines technischen 
Expertensystem dienen soli. Die C-Gruppe hat hierbei die Aufgabe, Methoden fUr die deklara-
tive Wissensreptiisentation und Inferenzen fUr diese Shell effizient zu implementieren. Es sind 
dies die Formalismen fUr Konzeptbeschreibungen (in TAXON), Constraints (in CONT AX 
(eng gekoppelt mit TAXON» sowie bewertete Hornregeln und Vorwmsregeln (in AFFIRM). 
AFFIRM enthalt also ein Regelsystem, fUr welches sowohl Vorwarts- als auch 
RUckwartsableitung gestattet ist. Die RUckwartsableitung ist durch die Abarbeitung von 
Klauseln in RELFUN gegeben und die Vorwirtsableitung wird u. a. mittels einer 
("horizontalen lt ) Compilation der Vorwartsregeln nach Homregeln in RELFUN realisiert. 
Der Begriff Compilation wird auf zweierlei Arten betrachtet. Zum einen, wie oben kennenge-
lernt, als horizontale Compilation. Hierunter verstehen wir Programmtransfonnationen auf der 
Source-Ebene. Ein weiteres Beispiel flir die horizontale Compilation ist etwa Partielle 
Evaluation bzw. die Normalisierung von RELFUN, die uns in Abschnitt 2 begegnen wird. Die 
vertikale Compilation ist die zweite Verwendung des Begriffs. In diesem Fall betrachten wir 
einen Transformationsproze6 von einer abstrakten (high level) Sprache (oder Darstellungsfonn) 
in eine maschirienabhingige Oow level) Sprache. Beispielsweise erhalten wir die RFM-Instruk-
tionen aus einem RELFUN-Programm aufgrund einer vertikalen Compilation. Die Abbildung 
der T-Box in TAXON aufRELFUN-Klauseln ware ein weiteres Beispiel. 
4relational/functional language 
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BUd 1.1 Architektur der yom C-Teil bereitzustellenden Formalismen 
Diese Arbeit entstand innerhalb des RFM-Compilationslabor Complab, welches im C-Teil des 
ARC-TEC Projekts integriert ist. Das Complab hat sich zur Aufgabe gesetzt, 
Compilationsmethoden flir relationale, funktionale und anderen Sprachen zu untersuchen, zu 
verbessem sowie neue Techniken zu entwickeln. 
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BUd 1.2 Einordnung von Complab in den C-Teil 
Es wurde bereits ein Compiler entwickelt und implementiert, der RELFUN vertika! in RFM-
Code compiliert. Hierbei wurde ein Compilationsansatz iiber die deklarative Zwischensprache 
Classified Clauses [Kra90] verwendet RELFUN-Klauseln werden in dieser Zwischensprache 
mit zusatzlichen Informationen auf verschiedenen Ebenen angereichert. Es werden 5 
BeschreibungsebenenS unterschieden, so daB wir Infonnationen tiber die Prozedur-, Klausel-, 
Chunk-, Literal- und Argumentebene in den Classified Clauses finden konnen. Die Idee der 
Zwischensprache Macht die Philosophie des Complabs, moglichst viel Compilationsarbeit auf 
hoher Ebene zu tatigen und explizit zu machen, deutlich. Das Wissen iiber eine Klausel, das ein 
Code generator fiir optimale Codegenerierung benotigt und in einem konventionellen 
(Programm-) Compilersystem nur temporar wahrend des Compilierens erzeugt wird, macht die 
Zwischensprache explizit und somit auch fiir spatere Verwendungen zuganglich. Der RFM-
Codegenerator [Hei89] benutzt als Eingabe die Classified Clauses und erzeugt in nur einem 
Pass optimierte RFM-Instruktionen. Aufgrund der Philosophie des Complabs ist der 
Code generator von einer relativ einfachen Struktur und deswegen auch einfach auf andere 
Systeme zu adaptieren, was ein weiteres Plus ffir den in Complab gewahlten Ansatz ist 
5Die Classified Clauses baben noch keine endgilltige Fassung. Zwn Beispiel wird derzeit an einer zusatzlichen 
db-Beschreibungsebene fUr kompleue Datenbasen (oder Modulo) gearbeitet. 
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RELFUN-Klauseln 
(hn (foo _x) 
(is _x a» 
Classified Clauses 
(proc foo/l 1 
(ruDl~eD ••• » 
BUd 1.3 Du bisherige Compiler-System im Complab 
Rahmen und Grundlage ckr Arbeil 
RFM-Code 
Codegeneraror 
Der Inhalt dieser Arbeit besteht nun darin, den oben beschriebenen CompilationsprozeB weiter 
zu verfeinem. Dies geschieht durch horizon tale Compilationsschritte (im normalizer: Ab-
schnitt 2) auf Source-Ebene, die eine (allgemeine) RELFUN-Klausel zum einen vereinfachen 
und zum anderen auf eine einheitliche (oder normalisierte) Form transformieren. Wir erhalten 
so eine Kern-Klausel. Der Name solI ausdriicken, daB die syntaktische Vielfalt von RELFUN-
Au sciruckswei sen, auf eine ldeine (aber von der Beschreibungsmachtigkeit vollstandige) 
Anzahl von Moglichkeiten, namlich den RELFUN-Kern, reduziert wird. Desweiteren wird in 
Abschnitt 3 das Ein- und Ausgabeverhalten von RELFUN-Variablen in einem Programmablauf 
untersucht. Dies filhrt uns zu der globalen DatenfluBanalyse eines RELFUN-Programms, 
dessen Ergebnis die modes der einzelnen Prozeduren ist. 
FUr zukilnftige Arbeiten konnten die modes auf vielfaItige Art und Weise genutzt werden. 
Beispielsweise sind aufgrund der mode-Information entsprechende Erweiterungen der 
Classified Clauses um Indexierungsinformationen denkbar, die der Codegenerator fUr effiziente 
Indexierungsmethoden nutzen kann. Noch zu entwickelnde weitere horizontale Compilations-
stools wie etwa ein partieller Evaluator, konnten die modes ebenfalls dazu benutzen, 
Ergebnisse von Ausdriicken statisch zu berechnen. 1m Motivationsteil von Abschnitt 3 findet 
man weiterfiihrende Beispiele fUr die Nutzung von mode-Informationen. 
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RELFUN-Klauseln 
(hn (foo_x) 
(is,x a» 
go~-AppmoxUnation 
RELFUN-Kem 
(1m (foo a» 
foo/l 
call1Da <free> 
I 
Rahmen WId Grundlage ~r Arbeil 
Classified Clauses 
rocfoo/ll 
a--~ (relO ... » 
1- (foo free) 
I 
I 
I 
returnlDa. <closed. true> 
00 : 
gecconstant a. 1 
procee9 RFM-Code 
r: __ 1 ___ ~'" 
mode-checker 
I determinancy-analyser I 
partial-eva!uator 
L __ -.:. ____ I 
~ 0 Bisher vorhanden 
-> CJ Ralunen del Arbeit 
~ ,.---. 
- ..,....- !. __ .: ZukUnftige Arbeit 
BUd 1.4 Das in Angriff genommene Compiler-System von Complab 
1.2 Kurzeinfiihrung in RELFUN 
Die vorliegende Arbeit beschaftigt sich unter anderem mit horizontalen Source-to-Source-
Transformationen innerhalb der Programmiersprache RELFUN. Dieser Abschnitt gibt eine 
kurze Einfiihrung in RELFUN. Die Einftihrung beschriinkt sich aufjirst-order-RELFUN und 
ist zum Tell sehr knapp gehalten. FUr das Verstlindnis ist Grundwissen tiber Logik, sowie die 
Kenntnis der Programmiersprachen LISP und vor allem PROLOG notig. Eine tiefergehende 
Beschreibung findet man in [BoI86] und [Bol90a]. Don werden zusatzlich die higher-order-
Moglichkeiten von RELFUN besprochen. 
RELFUN ist eine deldarative Programmiersprache, die den funktionalen (applikativen) Stil von 
LISP und den logischen (relationalen) Stil von PROLOG vereinheitlicht, indem sie eine um 
Wertriickgabe verallgemeinerte SLD-Resolution6 implementien. Wenn in RELFUN von 
Funktionen gesprochen wird, ist ein weiterer Funktionsbegriff gemeint als er z. B. in LISP 
gebraucht wird. In LISP ist eine Funktion eine eindeutige Abbildung von festen Eingabe-
argumenten auf einen Ausgabewert. In RELFUN dagegen mull eine Funktion weder eindeutig 
(deterministisch) noch ground" sein, kann also auch mehrere Werte tiber backtracking 
aufzablen sowie non-ground-Wene liefem und Anfragevariablen binden. Eine Funktion in 
6Linear resolution with Selection function for Definite clauses [Kow71]. 
7Es kommen in den Argumenten keine Variablen oder Tenne mit Variablen vor. 
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RELFUN ist wie ein PROLOO-PIikiikat zu sehen, welches zus1itzlich Werte zurtickgibt. 
RELFUN spricht deswegen von bewerteten Klauseln (valued clauses). 
Ein RELFUN-Progranun ist eine endliche Menge von Prozeduren (oder auch Pradikaten). Eine 
Prozedur besteht aus einer endlichen, geordneten Menge von Klauseln mit gleichem 
Prlidikatnamen und gleicher Aritat. Eine Klausel hat endlich viele Priimissen Pi (i= 1 ... n) und 
eine Konklusion h. Die Konklusion ist der Klauselkopf und die Pramissen der Klauselrumpf. 
Konklusion und Prlimissen sind Literale bestehend aus einem Funlctor und einer festen Anzahl 
k ~ 0 von Argumenten. In dieser Arbeit wird ein allgemeinerer Literalbegriff als Ublich ver-
wendet, so daB die Argumente von Literalen selbst wieder Literale (Ublicherweise nur Tenne) 
sind. Eine Klausel spiegelt die logische Implikation h <- Pl> .. ',Pn wider, wobei nicht nur der 
Wahrheitswert der Implikation interessiert, wie dies beispielsweise in PROLOO der Fall ist, 
sondem die hnplikation einen beliebigen Wert liefem kann. FUr n = 0 wird die Klausel wie 
Ublich als Fakt bezeichnet. In der PROLOO-Terminologie geht man in RELFUN von Hom-
Klauseln aus und hat eine wie in Bild 1.5 (a) angedeutete Syntax. Die entsprechende LISP-
Syntax von RELFUN ist in Bild 1.5 (b) gezeigt. 
Blld 1.5 PROLOG-Syntax (a) und USP-Syntax (b) einer RELFUN-Klausel 
Man unterscheidet in RELFUN zwischen hn-Klauseln (homish clauses) und ft-Klauseln 
(footed clauses). Eine hn-Klausel setzt sich syntaktisch aus dem Klausel-tag hn, dem 
Klauselkopf head und dem Klauselrumpf b0<iy8 zusammen. Eine hn-Klauselliefert immer den 
Wert true, falls der Aufruf erfolgreich ist. 
(hn head body) 
(ft head body foot) 
Blld 1.6 hn-Klausel und ft-Klausel in RELFUN 
Eine ft-Klausel setzt sich aus dem Klausel-tag ft, dem Klauselkopf head, dem Klauselrumpf 
body, sowie dem KlauselfuB foot zusammen. Den KlauselfuB bezeichnen wir hier auch als 
foot-Literal. Das foot-Literal bestimmt den Wert der ft-Klausel, d. h. der Wert des foot-Literals 
ist zugleich der Wert der ft-Klausel. Es bestehen folgende Reduktionsmoglichkeiten zwischen 
hn- und ft-Klauseln [Bol90]. Eine hn-Klausel kann in eine aquivalente9 ft-Klausel transformiert 
werden, indem an die hn-Klausel die foot-Konstante true angehlingt wird, umgekehrt ist es 
moglich, ft-Klauseln, die als foot-Literal true besitzen, in hn-Klauseln zu transformieren. 
80er Bezeichner body steht fUr Null oder mehr Literale. 
9" Aquivalent" bezuglich gelieferten Bindungen und Werten .. 
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(hn head body) ~ (ft head body true) 
BUd 1.7 Aquivalenz von hn-Klauseln IUld ft-Klauseln 
Die Priimissen (KJauselrumpf und KlauselfuB) konnen evaluativ oder denotativ sein. Eine 
evaluative Pramisse entspricht einem Prozeduraufruf (goal) in PROLOO. Das goal kann 
scheitem oder erfolgreich sein. 1st das goal erfolgreich, gibt es seinen Wert zurtick. Ein goal, 
das scheitert, liefert ein unknown-Signallo. Eine denotative Prlimisse bezeichnet stets sich 
selbst (eventuell instantiienll ) als Wert und kann nicht scheitem. Denotative Priimissen sind 
Konstanten, Variablen, Strukturen und Listen; sie sind in Bild 1.8 exemplarisch aufgefiihrt. 
Man beachte, daB sich Strukturen von evaluativen Literalen syntaktisch dadurch unterscheiden, 
daB sie mit dem inst-Operator backquote (''' ") beginnen. Der inst-Operator passiviert Literale; 
wir sprechen deswegen oft von passivierten Literalen anstatt von denotativen Literalen. LISP-
Programmierer erkennen hier eine Verwandtschaft von backquote in RELFUN und dem 
backquote oder auch quote in COMMON-LISP. 
Konstanten a, b, alpha, beta,... (Ausnahme unknown) 
Varia bien 
Strukturen '(f a), '(f (g _x -y», ... 
Listen '(tup 1 2 34), '(tup 1 2 (tup 3 4» 
BlJd 1.8 Denotative Literale 
1st t ein denotatives Literal, so sind implizit alle Argumente von t denotativ. Zum Beispiel hat 
die Struktur '(f (g _x -y» als Argument die Struktur '(g _x _y). Dagegen konnen die 
Argumente eines evaluativen Literals denotativ oder evaluativ sein. Die Argumente eines 
evaluativen Literals werden call-by-value-artig ausgewertet. Eine Sonderstellung hat das 
Kopfliteral, denn dessen Argurnente sind implizit passiviert. Das bedeutet, daB im Normalfall 
kein inst-Operator im Kopflitera1 vorkommt 
Da der RELFUN-Interpreter in LISP geschrieben ist, auf LISP-Funktionen durchgegrlffen 
werden, wen~ ~s sich bei ihren Aufrufen urn abgeflachte evaluative Literale mit denotativen 
Argumenten handelt. Es sind hierbei nicht aIle LISP-Durchgriffe gestattet, sondem nur eine 
"notwendige" Auswahl. Hierunter fallen z. B. die arithmetischen Funktionen und die arithmeti-
schen Pradikate. Weiterhin sind noch einige print-Funktionen zugelassen. Welche Funktionen 
verftigbar sind, ist in den RELFUN-Systernvariablen *lisp-functions*, *lisp-predicates* und 
*lisp-extras* vermerkt In der jetzigen Version haben sie folgende Belegungen: 
lOyergleichbar mit demfail in PROLOG. 
11 Die Variable wird durch ihlen Bindungskettenendwert der LauizeitwngebWlg ersetzt. 
12PROLOOs "_" rUe anonyme Variablen wird in RELFUN auch haufig mit "id" noliert. 
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*lisp-predicates* := « <= = > >= atom numberp) 
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*lisp-extras* := (load rf-print rf-princ rf-terpri rf-fresh-line rf-pprint) 
Einige Beispiele sollen im weiteren helfen, die Syntax von RELFUN zu illustrieren. Um die 
Unterschiede zu PROLOG deutlich herauszuarbeiten, werden RELFUN-Beispiele den 
entsprechenden PROLOO-Programmen gegeniibergestellt 
Beispiel 1: Verwandtschaftsverhaltnis 
PROLOG· Version: ancestor(mary, john). 
ancestorGohn, fred). 
ancestor(fred, rosa). 
ancestor(X, Y): - ancestor(X, H), ancestor(H, Y). 
RELFUN· Version: (hn (ancestor mary john) ) 
(hn (ancestor john fred) ) 
(hn (ancestor fred rosa) ) 
(ft (ancestor _x..:y) (ancestor _x _h) (ancestor _h _y» 
Mogliche RELFUN-Anfragen 13 waren nun: 
rfi>( ancestor fred rosa) 
true 
ttl> (ancestor mary .y) 
true 
..:y = john 
rfi> more 
true 
..:y = fred 
rfi>more 
true 
--y = rosa 
rfi>more 
unknown 
13Die Beispielanfragen stehen nach dem RELFUN-Interpreter-Prompt "If!>". 
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Bemerkung: Die RELFUN-Faktenbasis wird bruner in Fonn von hn-Klauseln realisiert, 
Regeln dagegen oft als ft-Klauseln. Das RELFUN-Programm im obigen Beispiel hat 
einen ausschlieBlich relationalen Charakter, obwohl eine ft-Klausel vorkommt Es ist aber 
leicht zu sehen, daB das Programm Iquivalent zu einem Programm ist, welches entsteht, 
wenn man den einzigen ft-tag durch einen hn-tag ersetzt. 
Beispiel 2: Fakultat 
PROLOG· Version: falc(O, 1). 
fak(N, Res) :- HI = N - 1, fak(Hl, HRes), Res = N * HRes. 
RELFUN· Version: (ft (falc 0) 1) 
rfl> (fak 1) 
1 
rfl> (fak 5) 
120 
rfi> (fak x) 
_x=o 
1 
rfi> more 
~ error 
(ft (falc _n) (* _n (fak (- _n 1») ) 
Bemerkung: An diesem Beispiel kann man erkennen, daB der funktionale Charakter der 
Fakultatsfunktion sehr gut in RELFUN modeIliert werden kann. Natiirlich hatte man 
auch eine relationale Beschreibung wahlen konnen, ahnlich wie die PROLOG-Version. 
Zusatzlich sieht man an diesem Beispiel, wie LISP-Funktionen (hier: -, *) verwendet 
werden. Vor dem eigentlichen LISP-Durchgriff der Multiplikations-Funktion (*) wird ihr 
2. Argument, ein rekursiver fak-Aufruf, herausgezogen (Abflachung s. u.) und als 
RELFUN-Funktion berechnet. Der Fehler beim more-Nachfordern wahrend des Auf-
rufes if _x) tritt auf, da die LISP-Differenzen-Funktion (-) mit der freien Variablen_x 
aufgerufen wird. In RELFUN sind aber nur Aufrufe von LISP-Funktionen mit grundin-
stantiierten14 Tennen erlaubt 
14Die Instantiierung der Tenne resultiert in Grundtenne. (Es kommen keine Variablen mehr vor). 
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Bisher wurde noch nicht das is-Primitiv von RELFUN behandelt. Es ist als built-in in 
RELFUN implementien und stellt eine Verallgemeinerung yom "=/2" in PROLOG dar. Es hat 
folgende Syntax: 
(is Ihs-is rhs-is) 
Ahnlich wie beim Kopfliteral ist die linke Seite yom is-Primitiv implizit passiviert, wahrend die 
rechte Seite evaluativ oder denotativ sein kann. Je nachdem sprechen wir yom denotativen 
is-Literal oder evaluativen is-Literal. Das denotative is-Literal dient dazu, die Uniflkation 
explizit zu machen, wahrend man die evaluative Fonn dazu benutzt, Funktionswene zu 
vergleichen oder zwischenzuspeichem. Die Semantik ist, daB die rechte Seite des is-Primitivs 
rhs-is ausgewenet wird und mit der linken Seite Ihs-is unifizien. Sind die Seiten miteinander 
unifizierbar, werden die entsprechenden neuen Bindungen vorgenommen und das is-Primitiv 
gibt den Wen der rechten Seite rhs-is zuriick. Beispiel 3 zeigt das Verhalten des is-Primitivs 
auf dem Interpreter-Top-Level. Die aktuelle Datenbasis ist weiterhin das Fakultlitsprogramm 
aus Beispiel 2. 
Beispiel 3: Is-Primitiv (Daten basis wie in Beispiel 2) 
rfl> (is 1 (fat 1)) 
1 
rfi> (is x (fak 5)) 
x= 120 
120 
rfl> (is (fak 5) (fak 5 )) 
unknown 
rfl> (is (fak 5) '(jak 5)) 
(fak 5) 
rfi> (is (jak~) '(fat 5)) 
_x = 5 _ 
(fak 5) 
Bemerkung: 1m ersten Moment erscheint es erstaunlich, daB der is-Ausdruck 
(is (fak 5) (Iak 5) scheitert und zu unknown fiihn. Es sei aber daran erinnert, daB die 
linke Seite im is-Ausdruck passivien ist und die rechte Seite ausgewertet wird. Rechts 
steht in unserem Fall ein evaluatives Literal, welches zum Wert 120 evaluien. Die 
Auswertung von (is (fak 5) 120) scheitert schlieBlich und liefert unknown. 
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Bei der Abarbeitung von goals erzeugt der RELFUN-Interpreter zur Laufzeit is-Ausdriicke, urn 
geschachtelte evaluative Literale abzuflachen. Der Benutzer kann mit dern Befehl flatten er-
reichen, daB ein Programm statisch abgeflacht wird. Dies hat den Vorteil, daB der Interpreter 
zur Laufzeit von dieser Aufgabe befreit ist und damit einen speed-up erfahrt. Beispiel 4 zeigt 
noch einmal die Datenbasis aus Beispiel 2, wie sie nach dern flatten-Befehl entstanden ist. Zurn 
Auflisten der Datenbasis wird der Befehll benutzt. 
Beispiel 4: Abgeflachtes FakulHitsprogramm 
rfi> flatten 
rfi> 1 
(ft (falc 0) 1 ) 
(ft (falc _n) (is _I (- _n I) ) 
(is _2 (falc _1) ) 
(* _n _2» 
Der Befehlflatten flacht nur evaluative Literale abo Urn auch die denotativen Literale abzu-
flachen, existiert der Befehl flatter. Auf weitere Besonderheiten von RELFUN und insbe-
sondere des is-Primitivs wird in Abschnitt 2 eingegangen. 
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2 Horizontale Transformation in den RELFUN-Kern 
In Bereiehen, in denen man Problemstellungen in einem gewissen Formalismus darstellen 
mOchte, hat man oft das Problem, daB eine unUbersehaubare Vielfalt von inhaltlieh 
gleiehbedeutenden, aber formal-syntaktisch untersehiedliehen Darstellungen existiert. Die 
Darstellungen sind hierbei problemorientiert und fUr die Berechnungsmechanismus nieht not-
wendigerweise die geeignetsten. Man definiert sieh deswegen "ergebnisorientierte" NormaI-
formen, die den Berechnungsmechanismus iibergeben werden. Die problemorientierte 
Darstellung wird hierbei auf algorithmische Weise in die Normalform transformiert. Die 
Transformation stellt oft schon einen wesentliehen LOsungsschritt dar. Ais Beispiel aus der 
Mathematik sei hier nur die Iordansehe Normalform fUr Matrizenprobleme und aus der 
Priidikatenlogik 1. Stufe die Pranexe Normalform fUr logische Formeln genannt [Rie88]. 
In diesem Absehnitt besehaftigen wir uns mit Normalisierung einer RELFUN-Datenbasis 
anhand horizontaler Transformationen [Bol90b]. Es handelt sieh urn Klausel-orientierte Trans-
formationen, d. h. die Klauseln werden hier nieht im Kontext einer Menge von Klauseln (etwa 
Prozedur- oder Datenbasis-Kontext), sondern isoliert betraehtet 1m Vergleieh hierzu ist die in 
Beispiel 1 aus Absehnitt 1.2 erwahnte Transformation der Klausel-tags eine Prozedur-orien-
tierte Transformation, da aile Klauseln der Prozedur ancestor/2 beachtet werden mussen. Ein 
P ardeller Evaluator [Kah83] [NGC88] arbeitet noch oberhaIb der der Prozedurebene und ist ein 
Beispiel fUr Datenbasis-orientierte Transformationen. Hier interessieren nieht nur die Padikat-
defmierenden Klauseln, sondem auch die Aufrufe der Priidikate (bzw. Prozeduren) in einer be-
liebigen Klausel der Datenbasis. 
Die in dieser Arbeit untersuchten und entwiekelten Klausel-orientierten Transformationen be-
deuten eine Reduktion von aIIgemeinen RELFUN-Klauseln in Kernklauseln. Eine Kernklausel 
benutzt nur noch einen Teil der von RELFUN angebotenen Features. Den benutzten Teil von 
RELFUN nennen wir RELFUN-Kern. Die Kernklauseln haben, wie oben schon angedeutet, 
unter U mstanden ein vollig anderes Aussehen als die ursprUnglichen Klauseln und man kann 
nieht mehr in allen FaIlen von einem gut leserlichen Programm sprechen. Dies war aber auch zu 
erwarten, da das lesbare Programm der problemorientierten Darstellung dient, wahrend die 
Kernklauseln eine effiziente Weiterbearbeitung unterstutzen und dies gleieh auf zweierlei Art 
und Weise. Zum einen werden bei den Transformationen echte Optimierungen vorgenommen 
wie etwa die Eliminierung von denotativen Rumpfliteralen oder die vorgezogene statische 
U nifikation (Absehnitt 2.2.2.1 + 2.2.2.3). Zum anderen konnen die nachgeschalteten 
Komponenten wie beispielsweise der Classifier aus [Kra90] und der mode-/ nterpreter 
(Abschnitt 3) wesentlich einfacher gehalten werden, da sie viele Spezialflille aus RELFUN 
nieht beachten brauchen, sondern auf den Kernklauseln arbeiten. 
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2.1 Normalisierung des denotativen is-Literals 
Dieser Abschnitt behandelt die Normalisierung von denotativen is-Literalen. Zur Erinnerung: 
Ein is-Literal mit einer denotativen rechten Seite bezeichnen wir als denotatives is-Literal. 
Denotative is-Literale spielen bei der vertikalen Compilation von RELFUN in die W AM-Ebene 
(oder auch RFM-Ebene) eine wichtige Rolle, da sie inline-Pradikate darstellen. Der Begriff 
inline-Prddikat und in diesem Zusammenhang auch der chunk-Begriff sind von Saumya K. 
Debray [Deb86] gepragte Standardbegriffe der "WAM-Gemeinde" und soIlen wegen ihrer 
Wichtigkeit fUr die foigenden Ausfiihrungen kurz vorgestellt werden. 
inline-Pridikat Ein inline-Pridikat ist ein Literal, welches durch eine Sequenz von 
W AM-Instruktionen Online-Code) ausgefUhn wird, ohne daB zu einer Prozedur 
verzweigt wird. 
Das charakteristische an einem inline-Pradikat ist, daB es keinen Prozeduraufruf bewirkt. 
Insbesondere werden also keine WAM-Register "unkontrolliert" veIiindert und konnen deswe-
gen tiber mehrere inline-Pradikat hinweg betrachtet werden. Offensichtlich ist es sinnvoll, meh-
rere inline-Pradikat zusammenzufassen, da auch bei der Aneinanderreihung kein 
Prozeduraufruf erfolgt. Dies defmiert uns dann einen chunk. 
chunk Ein chunk ist eine Folge von null oder mehreren inline-Pradikaten, gefoIgt von 
hOchstens einem nicht inline-Pradikat. 
In RELFUN gibt es zwei besondere chunks. Zum einen der Kopfchunk, denn das Kopfliteral 
wird diesem chunk zugerechnet und zum anderen der letzte chunk einer Klausel mit denotativen 
foot-Literal. Es ist auch mOglich, daJl diese beiden besonderen chunks identisch sind, wie es im 
(funktionalen) FakuItatsbeispiei aus Abschnitt 1.2 der Fall ist. 
Innerhalb eines chunks konnen eine Vieizahl von Optimierungen vorgenommen werden, die 
sich auf die Allokation von WAM-Registem beziehen. In den Ausflihrungen von Hans-
GUnther Hein [Hei91] sind diese Optimierungen beschrieben. In den Untersuchungen hat sich 
herausgestellt, daB die groBe syntaktischer Vielfalt von denotativen is-Literalen einen hohen 
Aufwand bei den Fallunterscheidungen zur Foige hat, wenn man alle Registeroptimierungen 
ausnUtzen mOehte. 
Dieselbe Problematik stellt sich bei allen anderen Programmtransformationen oder der globalen 
DatenfluBanalyse (Abschnitt 3) ein. Aus diesem Grund wird eine is-Normalform definiert, um 
sie in den spater beschriebenen Klauseltransformationen (Abschnitt 2.2) zu nutzen. HierfUr 
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definieren wir zuerst Termattribute (Abschnitt 2.1.2), die die linken und rechten Seiten eines 
is-Literals naher beschreiben. 1m weiteren wird eine totale Ordnung >taauf den Tennattributen 
definiert. Sie gestattet es uns, eine Ordnung auf den is-Literalen anzugeben und damit zu jedem 
is-Literal is-t ein kleinstes, semantisch aquivalentes is-Literal is-t' zu finden. 
2.1.1 Statische Bindungsumgebung 
BezUglieh einer Abarbeitungsreihenfolge der Literale in einer Klausel wird das Tennattribut 
(s. u.) eines Terms bestimmt. Das Termattribut kennzeiehnet unter anderem, ob der Term vor-
her schon einmal in einem Literal vorgekommen ist und weiterhin, in was fUr einem Literal das 
gewesen ist. Die Abarbeitungsreihenfolge der Literale definieren wir als Literalsequenz lit-seq, 
von der wir auf jeden Fall verlangen wollen, daB sie vertdiglich mit den chunk-Grenzen ist. 
Kommt also ein Literal 11 in einem spateren chunk vor als 12, so steht 11 aueh in der lit_seq nach 
12. Mit einem "spateren" chunk ist ein chunk gemeint, der weiter rechts in der Klauselliegt15 
Wird eine Klausel beziiglich einer Literalsequenz Iit-seq fUr Transformationszwecke abgear-
beitet, konnen statische Bindungen von Variablen erkannt und tiber die Klausel propagiert wer-
den. Urn die erkannten Bindungen zu verwalten, werden zwei Regelsysteme simple-bindings 
und complex-bindings benutzt. In den beiden Regelsystemen ist die augenblickliche statische 
Bindungsumgebung an einer Klauselposition p in einer Literalsequenz lit-seq zu einer Klausel C 
reprasentiert 
Definition 2.1 Stansche Bindungswngebung 
Das Regelsystem s-6inaings (simple-bindings) ist ein interreduziertes16 System 
von Regeln der Art 
var -+ simple-term, 
wobei keine Regel aus s·6intlings auf eine reehte Seite einer weiteren Regel aus s· 
bi"ndings anwendbar ist. Die linken Seiten der Regeln sind ausschlie8lich 
Variablen. Die rechten Seiten der Regeln konnen Variablen und Konstanten 
(simple-terms) seine 
151m Abschnitt 2.2 werden die Litera1e anhand von Regelsystemen abgearbeiteL Dies geschieht chunkweise und 
wird von einem Konttollalgorithmus gesteuert (Abschnitt 2.3). Die Literalsequenz lit _seq soli gerade die ver-
schiedenen Reihenfolgen modellieren. 
16Unter einem interreduzierten Regelsystem ~ wollen wir nach [Ave89] ein Regelsystem verstehent in dem die 
rechten Seiten r aller Regeln I->r bezUglich ~und alle linken Seiten I bezUglich ~(I->r) irreduzibel sind. Da wir 
hier ein sehr einfaches Regelsystem habent in welchem links nur Variablen stehent bedeutet dies: Aile linken 
Seiten sind verschiedene Variablen, die in den Tennen auf del rechten Seite nieht vorkommen. 
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Das Regelsystem c-6indings (complex-bindings) ist ein interreduziertes System 
von Regeln der Art 
var ~ complex-term, 
wobei complex-term eine Struktur oder Liste darstellt. Weiterhin sind die rechten 
Seiten der Regeln mit keiner Regel aus s-6indinos reduzierbar. 
Das System 6indings ist die Liste bestehend aus den Elementen s-6indlngs und 
,-6indlngs. 
Der Grund weshalb einfache und komplexe Bindungen unterschieden werden, ist auf der 
WAM-Ebene zu finden. Betrachten wir dazu die Klausel in Bild 2.1 (a). Die denotativen 
is-Literale (is _va) und (is .y _w) erzeugen die Bindungsregeln _v ~ a und -y ~ _w, die in 
das System s-6indlnos aufgenommen werden. Dies wird statisch, durch partielle Auswertung 
des is-Literals, festgestellt. Setzen wir eine Literalsequenz lit-seq = (0, 1, ... , 5) voraus, die 
Literale werden also von links nach rechts abgearbeitet, ist intuitiv klar, daB es sinnvoll ist, 
diese Bindungen durch die restliche Klausel zu propagieren und durch rewriting der weiteren 
Vorkommen von _v und -y mit s-6indlnos explizit zu machen. Man erkennt dies in Bild 2.1 an 
den Literalen in den Klauselpositionen p = 4 und 5, wo die Literale (prem _v .y _w) in (prem 
a _w _w) und (prem _v _v) in (prem a a) umgeschrieben worden sind. 
(ft (head) (prem (f _v _y» (is -y _w) (is _va) (prem _v -y _w) (prem _v _v) ) (a) 
(ft (head) (prem (f _v -y» (is -y _w) (is _va) (prem a _w _w) (prem a a) ) (b) 
Blld 2.1 RELFUN-Klausel (a) WId lIquivalente Klausel (b) mit simpler Bindungspropagierung 
In Bild 2.2 betrachten wir den Fall des denotativen is-Literals (is v 'if a)), welches die kom-
plexe Bindung _v ~ '(f a) bewirkt. Die explizite Propagierung der Bindung durch rewriting 
kann je nach der zur Verfiigung stehenden W AM-Realisierung einen negativen Effekt in Bezug 
auf die Lauf~~it und die Speichernutzung haben. In der Klausel 2.2 (b) wird namIich die 
Struktur '(f a) dreimal auf dem Heap aufgebaut. In der urspriinglichen Klausel ware die 
Struktur nur einmal im Heap erzeugt worden; (a) ist also wesentlich effizienter, was den 
Speicherbedarf betrifft. AuBerdem sind zum Aufbau der Strukturen auf dem Heap mehrere 
WAM-Instruktionen notig, die in der Klausel 2.2 (b) zweimal zuviel ausgeftihrt werden. 
Zusammen entsteht also zusatzlicher Speicherbedarf fUr die redundanten Instruktionen und eine 
langere Laufzeit durch redundante Abarbeitung der Instruktionen. 
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(ft (head) (prem _v) (is _v '(f a» (prem _v _v) ) 
(ft (head) (prem _v) (is _v '(f a» (prem '(f a) '(f a») 
Blld 2.2 RELFUN-Klausel <a) und Iquivalente Klausel mit (b) Icompl~r Bindungspropagierung 
(a) 
(b) 
In den Regelsystemen zur Klauselnonnalisierung (Abschnitt 2.2) werden deswegen Klauseln 
der Bauart 2.2 (b) in Klauseln der Form 2.2 (a) transformiert. Die in Bild 2.1 beschriebene 
Transformation wird dort ebenfalls aufgegriffen und weiter verfeinert. 
Zu der statischen Bindungsumgebung 6irufinas und einem Term t interessiert uns die Bindungs-
Normalfom tN. 1st das System 6intlings fest, dann sind auch die Regelsysteme s-bintlings und 
c- bitufings gegeben und wit berechnen tN folgenderma6en: 
Wobei mit der Schreibweise tJ,~ derjenige Tenn gemeint ist, der entsteht, wenn der Term t so-
lange mit Regeln aus ~reduziert wird, bis keine Regel aus ~mehr anwendbar ist. Man be-
achte, daB nach der Definition von s-bindinas und c-6intlings, jeweils hOchstens eine Regel aus 
den Regelsystemen anwendbar ist, falls es sich bei t urn eine Variable handelt. Entsprechend 
kann die maximale Anzahl von Regelanwendungen anhand der Variablen im Term t berechnet 
werden. DaB zur Gewinnung der Term-Normalform zuerst mit s-6indinas und dann mit 
c- bindings reduziert wird, begriindet sich aus der Definition von c-bintlings, denn hier wird ver-
langt, daB c-bindings bezugliche s-bindings irreduzibel ist. 
2.1.2 Termattribute 
In Abschnitt 1 wurden bereits die denotativen Terme (bzw. Literale) eingefuhrt. Zu ihnen geho... 
ren die Konstanten, VariabIen, Strukturen und Listen. Hier interessieren wir uns fUr ihr 
Auftreten innerhalb eines is-Literals und in diesem Zusammenhang ist es zum Beispiel wichtig 
zu wissen, ob eine Variable bereits gebunden ist oder zum erstenmal in der Klausel vorkommt. 
Die notigen U nterscheidungsmerkmale fuhren zu einer Menge 'IS von Termattributen tao Das 
Attribut fUr einen denotativen Term ist abhingig von der Klauselposition und der 
Literalsequenz. Es ist z. B. moglich, daB die Variable _v im Literal mit der Position p ein 
unterschiedliches Attribut erhaIt, als an der Klauselposition pl. 
- 20-
Horizontal~ Transjo11NJlion in fUn REUUN-Kern 
Definition 2.2 Termattribute 
Die Menge fJ3 (Tenn attribute Set) ist gegeben durch: 
rr.s := {'T~·Const, 'T~·St1UC, 'T~·'Tup, 'T~·o/ar, 
'T~·1"irsto/ar, 'T~·1"reto/ar, 'T~·1:vaL} 
Die Elemente aus rr.s werden als Tennattribute ta bezeichnet. Uber die Menge rrs 
wira die Termattri butordnung > ta definiert: 
'T~·1"irsto/ar >ta 'T~·1"rtto/ar >ta 'T~·o/ar >ta 'T~·Struco/ar 
>ta 'T~·Con.st >ta'D{·tup >ta'D{·StTUC >ta 'T~·1:va! 
1m weiteren solI mit Hilfe des Systems ('IS, >ta) is-Literale gerichtet werden, in der Art, daB 
die rechten nicht groBer als linken Seiten sind. Dazu benotigen wir noch eine Abbildungs-
funktion fA von den Tennen auf die Menge 'IS, die jedem Tenn t ein eindeutiges Attribut ta zu-
ordnet Die Funktion fA wird in Definition 2.3 infonnell beschrieben. 
Definition 2.3 Attributsfunktion fA 
Sei die Literalsequenz lit-seq fUr eine Klausel C fest und das System bintfines zur 
Klauselposition p gegeben. Dann gilt fUr einen Term t an der Klauselposition p: 
'T~·Const falls tJ,s.6Ny eine RELFUN-Konstante17 ist. 
'T~·Struc falls t eine RELFUN-S truktur ist. 
'T~·rrup falls t eine RELFUN-Liste ist 
'T~ :1"irsto/ar falls t eine Variable in einem Literal mit der Position p ist, und es 
gibt kein Literal lit an der Klauselposition pI, mit pI hat sein 
Vorkommen vor p bezuglich lit-seq und t kommt in lit vor. 
'T~·1"rtto/ar falls t eine Variable ist, die nicht das Attribut 'T~·1"irsto/ar hat und 
auf keiner linken Seite von bindings vorkommt 
17Die Frage, wie Koostanten, Strukturen, ... in RELFUN aussehen, wurde in Abschnitt 1.2 behandelL 
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TJt·Struc'llar falls t eine Variable ist und auf der linken Seite einer Regel aus 
c·6irufings vorkommt. 
TJt·'lIar 
TJt·'Evai 
falls t eine Variable ist und auf der linken Seite einer Regel aus 
s·6indings vorkommt und die rechte Seite der Regel keine Konstante 
ist. 
falls t evaluativ ist. 
Offensichtlich ist die Funktion fA total auf den Tennen, denn falls ein Tenn t evaluativ ist, trifft 
nur der letzte Fall zu; der Tenn that das Attribut 'TJt-'Evai. 1st t denotative und keine Variable, 
so trifft genau einer der ersten drei Fallunterscheidungen zu. Falls t eine Variable ist, fUr die 
eine statische Bindung an eine Konstante festgestellt wurde, hat es das Attribut TJt·Const. 
Kommt die Variable zurn erstenrnal vor, hat sie das Attribut 'TJt·J"irst'llar, sowie das Attribut 
TJt·!Jree'llar, wenn sie in vorherigen Vorkommen keine Bindungsregeln bewirkt hat, also z. B. 
in einern evaluativen Literal vorgekommen ist. Falls dies nicht der Fall ist, kann es sich nur 
noch urn eine Bindung an einer Struktur (TJt·Struc'llar) oder einer Variablen handeln ('TJt·Var). 
Mit der Funktion fA konnen wir nun zu jedem is-Literal is-t eine eindeutige is-Normalform 
is-t' angeben, die sernantisch aquivalent zu is-t ist und fUr die gilt: is-t ~is is-t', und es gibt 
kein is-t" mit is-t' >is is-ttl. Hierfiir wird die Ordnung >is auf den is-Literalen definiert. Zu-
nachst fiihren wir noch die Funktion mk-inst: TERM -+ TERM ein, die die irnplizite Passi-
vierung einer rechten Seite eines is-Literals explizit rnacht. Es gilt also zum Beispiel: 
mk-instCv) = _v und mk-inst«f a» = '(f a). Entsprechend bezeichnen wir die Umkehrung 
der Funktion mit un-inst: TERM -+ TERM. Es gilt zum Beispiel: un-instCv) = _v und 
un-inst( (f a» = (f a). 
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Definition 2.4 
Seien C, lit-seq und 6iruli1ftJs gegeben. 
Weiter sei (is Ihs-is rhs-is) das Literal is-t und (is Ihs-is' rhs-is') das Literal is-t'. 
Es gilt nun: 
is-t >i.r is-t' gdw mk-inst(lhs-is) == rhs-is' und rhs-is == mk-inst(lhs-is} 
und !A(mk-inst(lhs-is') >ta !A(lhs-is) 
Wir sehreiben is-t ~1s is-t'. falls gilt: is-t >is is-t' oder is-t == is-t' und be-
zeiehnen ein beziiglich >is minimales is-Literal als is-Normal form. 
Durch die is-Nonnalform wird erreieht, daB bei den normalisierten is-Literalen auf der linken 
Seite vornehmlich Variablen stehen und damit den instantiierenden Charakter des is-Literals 
ausdrtieken. Weiterhin haben Variablen, die zum erstenmal vorkommen oder noch nieht sta-
tisch gebunden sind, ein groBeres Gewieht und kommen deswegen immer auf der linken Seite 
der is-Normalfonn vor. 
Ein is-Literal (is Ihs-is rhs-is) ist naeh Definition 2.4 in is-Normalform, falls !A(mk-
inst(lhs-is»~ta !A(rhs-is) gilt. 1st dies nieht der Fall, so ist die Nonnalfonn dureh (is un-
inst(rhs-is) mk-inst(lhs-is» gegeben. Ein evaluatives is-Literal ist immer eine is-Normalfonn, 
da die linke Seite des is-Literals das Tennattribut tyjf . 'Eva! hat und tyjf·'Eva! das kleinste 
Element beziiglieh >taist. Die Termattribute werden also insbesondere zur Normalisierung von 
denotativen is-Literalen gebraueht 
Ein Beispiel solI diesen Abschnitt abschlieBen. Hierzu betraehten wir eine einfaehe ft-Klausel C 
und ermitteln schrittweise fUr die is-Literale in der Klausel deren Normalform (fettgedruekt), so 
daB die Klausel C entsteht, in welcher nur noch is-Nonnalfonnen vorkommen. Die 
Abarbeitung der Klausel wird dureh lit-seq vorgegeben. An Klauselpositionen p, an denen ein 
is-Literal vorkommt, wird ein "TransformationsschnappschuB" gezeigt. Es wird nieht naher 
darauf eingegangen, wie die jeweiligen Bindungsumgebungen entstehen und sie werden auch 
noch nieht propagiert. Es ist jedoch intuitiv klar, wie sie berechnet werden. Die Literalsequenz 
wird so gewlihlt, daB immer zuerst die denotativen Literale des chunks (inline-Pradikate) abge-
arbeitet werden. 
C. (ft (head _VI _vi) (is a _WI) (is _VI '(f a» (is _VI _V2) (preml _WI) 
(is _V2 _WI) (prem2 _WI) ) 
lit-seq = (1, 2, 3, 0, 4, 5, 6), 6irulings = ( 0, 0) 
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is-t == (is a _WI), 6irulinas = ( 0, 0) 
!A(a) = 'T~-Const < t4 qJ;f-1"irst'JIar = !A(_ WI) ~ is-t' == (is _WI a) 
is-t == (is _VI '(f a», 6indinas = ({_WI ->a), 0) 
!A(_VI) = 'T~-1"irst'JIar >ta 'T~-S~ = !A('(f a» ~ is-t' == (is _VI '(f a» 
is-t == (is _VI _V2), 6indines = ({_WI ->a), (_vI->'(f a)}) 
!A(_ VI) = 'TJit-Struc'Var < t4 TJit-7"irst'Var = !A(_ V2) ~ is-t' == (is _ Vl _VI) 
is-t == (is _V2 _WI), 6irulinas = ({_wI->a, _v2->_vd, (_vI->'(f a)}) 
!A(_ VI) = 'T~-'JIar > ta qJ;f-Const = !A(_ WI) ~ is-t' == (is _ Vl _wI> 
=> C: (ft (head _VI _V2) (is _WI a) (is _VI '(f a» (is _V2 _VI) (preml _WI) 
(is _V2 _WI) (prem2 _WI) ) 
2.2 Reduktion auf den RELFUN·Kern 
Dieser Absehnitt definiert Regeln, die zusammen mit einem Kontrollalgorithmus (Ab-
sehnitt 2.3) eine beliebige RELFUN-Klausel in eine Kern-Klausel18 transformieren. Die 
Regeln haben als Eingabe eine Klausel (und meistens eine zl!satzliehe Bindungsumgebung 
(siehe spater» und werden tiber Literale mit gewissen Eigenschaften getriggert und lief ern wie-
der eine Klausel (gegebenfalls mit neuer Bindungsumgebung) zuriiek. Wir spreehen von 
Kern-Klauseln, da die Transfonnationen einige Spraehkonstrukte, die RELFUN nonnaler-
weise erlaubt, auf eingeschrankte und normalisierte Spraehkonstrukte zuriiekftihren. Mit einer 
Kern-Klausel assoziieren wir zunaehst eine flache Klausel, in der Hinsieht, daB keine 
gesehachtelten Prozeduraufrufe in der Klausel existieren [Bo19Oa]. Weiterhin kommen passive 
Strukturen nur mit einer Sehachtelungstiefe von 1 vor. Sie treten auch nur auf der rechten Seite 
eines is-Literals oder als Klauselfu8 auf. Bis hierher definiert eine sole he Klausel dieflatter-
Norma lfo rm. Die flatter-Nonnalform wird durch das Regelsystem S1"L (static flattening) er-
zeugt. In Abschnitt 2.2.1 ist das Regelsystem S1"L beschrieben. 
Die flatter-Nonnalfonn wird durch weitere Regeln (Abschnitt 2.2.2 - 2.2.6) in eine Kern-
Klausel transformiert. Die Eigenschaften einer Kern-Klausel beinhalten zusatzlich, daB denota-
tive Literale nur als KlauselfuB vorkommen, eine Struktur hOchstens einmal vorkommt 
18Wir unterscheiden im weiteren zwar immer zwischen RELFUN- und Kern-Klauseln, doch sollte man sich klar 
machen, daB Kern-Klauseln aueh RELFUN-Klauseln sind. Die Umkehnmg gilt natilrlieh niehL 
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(structure sha,.ing), alle is-Literale in der is-Nonnalfonn sind, die statische Bindung einer 
Variablen an eine Konstante oder andere Variablen durch die Klausel propagiert wird, 
detenninistische Funktionen19 nur einmal berechnet werden und dies durch Vorauswertung 
moglichst schon zur Transfonnationszeit geschieht (common subexpression extraction) (partial 
evaluation und die U niftkation explizit gemacht wird, soweit es statisch mOglich ist, wobei ein 
Scheitem der U niftkation die Generierung und Propagierung von unknown nach sich zieht 
Bild 2.3 zeigt eine RELFUN-Klausel C und die zugehorige Kem-Klausel C. Hier haben die 
Regeln zum Abflachen von Klauseln sowie zur statischen U niftkation und der Propagierung 
der Bindungen Anwendung gefunden. Weitere Beispiele und Motivationen ffir die einzelnen 
Regeln sind in den entsprechenden Abschnitten enthalten. 
C. (ft (h (f b) (f _x) _x) (is (g _x) '(g b» (prem _x) ) 
C: (ft (h _1 _1 b) (is _1 (f b» (prem b) ) 
BlId 2.3 RELFUN-Klausel <a) und zugehOrige Kem-Klausel (b) 
2.2.1 Die f1atter-Normalform 
(a) 
(b) 
In RELFUN sind beliebige Schachtelungstiefen ffir evaluative und denotative Literale erlaubt. 
Der RELFUN-Interpreter flacht evaluative Literale dynamisch ab, damit auch nicht-detennini-
stische evaluative Argumente behandelt werden und via backtracking mehrere Werte Hefem 
konnen. Dies kann innerhalb eines Programms haufig vorkommen, wenn der Programmierer 
die funktionalen Aspekte von RELFUN bei der Programmentwicklung bevorzugt. Das 
Fakultats-Programm aus Absehnitt 1.2 ist dafiir ein Beispiel. Seit dem Beginn von RELFUN 
gibt es deswegen aueh einen statisehen Abflacher als Interpreter-Vorverarbeitungskommando 
(flatten). 
Denotative Literale werden zwar vom Interpreter nieht abgeflacht, aber das Compilersystem 
setzt voraus, daB alle denotativen Literale flaeh sind. Jeder W AM-Codegenerator muB irgend-
wann die Strukturen abflaehen, um die notigen get_structure- und unify-Instruktionen fUr die 
S trukturen zu erzeugen. Unser Ansatz, diesen Schritt schon auf Klauselebene zu vollziehen, 
hat den Vorteil, daB wir auf hohere Ebene daran anschlieBende Optimierungen vomehmen kon-
nen. Beispiele dafiir sind die optimierende Registerallokation und das "sharen" von 
Teilstrukturen. AuBerdem besteht immer die Mogliehkeit, daB ein Programmentwickler oder ein 
hoheres Entwicklungstool eine RELFUN-Klausel in soleh einer Fonn vorgibt. FUr ein beliebi-
19Soweit auf dieser Ebene entscheidbar ist, ob eine RELFUN-Funktion deterministisch isL Zur Zeit werden die 
LISP-Durchgriffe auf diese Art und Weise behandelL 
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ges Compilersystem konnte dies ein unangenehmer Sonderfall sein, der nicht optimal behandelt 
wird oder einen betrachtigen Mehraufwand, z. B. in Form von zusatzlichen Compilercode, 
bedeutet Unser Ansatz ist sehr flexibel gegenuber Sonderfalle , cIa sie immer in eine definierte 
Nonnalfonn transfonniert wird, auf welcher weitere Optirnierungen aufsetzen. 
Das Regelsystem S:TL (eine Erweiterung eines Systems in [Bol90aD unterscheidet in seinen 
Regeln, ob das eingebettete Literal im Kopf (Regel SFLl), in einem is-Literal (Regeln S~ bis 
S~) oder einem anderen Rumpfliteral (SFLs bis SFL6) vorkommt. 
Definition 2.S S:TL (static flattening) 
SFL110 
(et(h .. . t ... ) .. . ) 
(et (h ... _k ... ) (is _k 't) ... ) 
SFLl 
(et head ' .. (is r if ... (is P q) ... » .. . ) 
(et head ... (is P q) (is r if .. · p' ... ) ) ... ) 
SFL322 
(et head ... (is r f-V ... t ... ) ) ... ) 
Falls t keine Variable oder Konstante ist. 
Die Variable _k wird neu erzeugt 
Mitp' := mk-inst(p)21 
Falls t keine Variable oder 
Konstante ist. 
(et head ... (is _k f-)t) (is r f-)if ... _k ... ) ) ... ) Die Variable _k wird neu erzeugt 
SFL4 
(et head ... (is r (is p q» .. . ) Mit p' := mk-inst(p) 
(et head ". (is p q) (is r p') ... ) 
2~an erinnere sieh, daB Terme im Kopf implizit passivien sind. Wird ein Tenn aus dem Kopf herausgezogen, 
muS die Passivierung durch den inst-Operator explizit gemacht werden. 
21Siehe AbschniU 2.1 
220ie Notation ~)lf ... ) soli besagen, daB nur wenn in dec Ausgangsklausel der inst-OperalOr steht. kommt er 
auch in dec resultierenden KJausel an den entsprechenden Stellen VOl'. 
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SFLs 
(et head ... if... (is p q) .. . ) ... ) 
(et head ... (is p q) if ... p' ... ) ... ) Mit p' := mk-inst(p) 
SFL6 
(et head ... f-l(j ... 1. .. ) ... ) Falls t keine Variable oder Konstante ist. 
Die Variable _k wird neu erzeugt. 
Die Klauseltransfonnation von C in die flatter-Nonnalfonn C'mit Hilfe von S:JL wird durch 
eine endliche Ableitungsfolge (Co, CI, ... , Cn) beschrieben mit C .. Co und C':: Cn. Eine 
Ableitungsfolge nennen wir korrekt relativ zu einem Regelsystem 1(. wenn man Ci+l von Ci aus 
durch Anwenden einer Regel aus ~erreichen kann. Die Termination von Regelsystemen ist im 
allgemeinen nicht entscheidbar, aber wtinschenswerte Voraussetzung, wenn man sie fUr 
Klauseltransfonnationen einsetzen mOchte. Das Regelsystem S:JL ist ein Beispiel flir ein 
tenninierendes Regelsystem. Ein fonnaler Beweis der Tennination wtirde allerdings den 
Rahmen dieser Arbeit sprengen. Die Beweisidee besteht darin, eine wohlfundierte 
(Noethersche) Ordnung tiber die Komplexitat der Literale (etwa die Anzahl der Symbole in 
einem Literal kombiniert mit ihrer Schachtelungstiefe) in einer Klausel anzugeben. Anhand 
dieser Ordnung zeigt man, daB jede Regelanwendung die Klausel beztiglich der Ordnung ver-
kleinert. Die Wohlfundiertheit sichert, daB nur endlich viele Regeln nacheinander angewendet 
werden konnen. 
Hat man kein (nachweisbar) terminierendes Regelsystem, reicht es, zumindest fUr unsere 
Zwecke, eine Kontrollstrategie anzugeben, die die Tennination garantieren kann. Eine 
Kontrollstrategie gibt in gewissen Grenzen vor, welche Regeln in welcher Reibenfolge ange-
wendet werden. Bei den spater noch zu definierenden Regeln haben wir mit diesem Problem zu 
tun. Es werden namlich Regeln definiert, die eine unendliche Folge von Regelanwendungen 
nach sich ziehen wtirden, hatte man keine Kontrollstrategie, die hier die Endlosschleife 
verhindert. 
Eine weitere wichtige Frage ist die Korrektheit des Regelsystems. FUr S:JL muB also geklan 
werden, ob die Semantik der flatter-Nonnalfonn der Semantik der ursprtinglichen Klausel 
entspricht. Die Semantik einer RELFUN-Klausel ist durch den Interpreter gegeben. 
Offensichtlich reicht der Nachweis, daB die einmalige Anwendung einer Regel aus S'JL die 
Semantik der Klausel nicht andert. Eigentlich braucht auch nur das Abflachen der passiven 
Strukturen untersucht werden, da die Semantik der geschachtelten, evaluativen Aufrufe im 
Interpreter durch die dynamischen Abflachungsregeln definiert ist (Siehe hierzu auch 
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Abschnitt 1.2)~ FUr die Regel SFL1 wird exemplarisch begriindet, warum auch die Regeln fUr 
die passiven Strukturen korrekt sind23. Die Regel SFLIlautet in einer etwas informativeren 
Syntax als in Defmition 2.5: 
SFLI 
(ct24 (h ... t ... ) PI ... Pn) Falls t keine Variable oder Konstante ist. 
(ct (h ... _k ... ) (is _k 't) PI.·. prJ Die Variable _k wird neu erzeugt. 
Wird die Klausel C= (ct (h ... t ... ) PI ... PIt) zur Laufzeit durch ein goal g aufgerufen, so sind 
g und das Kopfliteral von C miteinander unifizierbar. Mit den Bindungen, die bei der 
U niftkation entstehen, wird versucht, die Pramisse PI zu beweisen. FUr die Korrektheit der 
Regel SFLI mu8 gezeigt werden, da8 fUr C= (ct (h ... _k ... ) (is _k 't) PI ... Pn) gilt: 
1. Jedes goal g, das mit dem Kopfliteral von C unifizierbar ist, ist auch mit dem Kopfliteral 
von C uniftzierbar. 
2. Gibt es ein goal g', welches mit dem Kopfliteral von C unifizierbar ist, aber nicht mit 
dem Kopfliteral von C, so scheitert das is-Literal (is _k 't). 
3. Die Bindungsumgebung in C, bevor die Pramisse PI aufgerufen wird, ist identisch, bis 
auf die Bindung der Variablen _k, die nicht in C vorkommt, mit der Bindungsumgebung 
in Can der entspreehenden Stelle. 
Die Bedingung 1 garantiert, daB die neue Klausel C fUr alle goals aufrufbar bleibt, die es aueh 
fUr C waren. Bedingung 2 garantiert, daB die Verallgemeinerung im Kopfliteral von C nieht zu 
einer LOsung fUr ein neues goal g' fUbren kann. In die gleiehe Richtung zielt Bedingung 3: Da 
die Variable _k nieht in C (d. h aueh nieht in PI bis Pn) vorkommt, ist das Verhalten zur 
Laufzeit ab dem Literal PI in beiden Klauseln identiseh. Bedingungen 1 bis 3 garantieren also, 
daB die Semantik der beiden Klauseln relativ zum Interpreter gleieh ist 
Es bleibt noch zu kHiren, ob die Regel SFLI die drei Bedingungen garantiert. Das kann man 
sieh aber schnell klar machen, denn zum einen subsumiert das Kopfliteral von C' das von C 
(Bedingung I gilt!) und zum anderen bedeutet ein Aufruf von C, der nieht aueh C matehen 
wUrde, daB die Variable _k an einen Term f gebunden wird, der nieht mit t unifizierbar ist. 
Ware dies nieht der Fall, wiirde der Aufruf aueh C matehen. Nun seheitert aber das is-Literal 
(is _k t), denn _k ist naeh Voraussetzung an t' gebunden und t' ist nieht mit t uniftzierbar. 
Somit gilt auch Bedingung 2. Die Bedingung 3 folgt ebenfalls aus diesen Uberlegungen. 
23Das SFL-System ist allerdings nieht auf Klauseln mit (initialen) Cut-Operator anwendbar. 
24ct steht fUr clause tag und besagt, daB an dieser Stelle sowohl hn als auch ft stehen kaM. 
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Das System S7L braucht keine speziellen Kontrollstrategie, da jede beliebige Reihenfolge von 
Regelanwendungen aus S7L zur flatter-Nonnalfonn filhn. In Bild 2.4 wird beispielhaft die 
Anwendung einiger Regeln aus S7L illustriert. Das Beispiel mag im ersten Moment etwas 
sonderbar erscheinen. Es soIl aber auch als Beispiel fiir die spiter zu definierenden Regeln 
dienen und beriicksichtigt teilweise deren Besonderheiten. Das Literal, welches die Regel 
triggert, wurde der Ubersicht wegen fettgedruckt 
(ft (foo (f b) (f _x) _x) (is -y '(f b» (is -y '(f _x» (p -y _x (is a a» ) 
~SFLl 
(ft (foo _1 (f _x) _x) (is _1 '(f b» (is -y '(f b» 
(is -y '(f _x» (p -y _x (is a a» ) 
~SFLl (ft (foo _1 _2 _x) (is _2 '(f _x» (is _1 '(f b» (i s -y '(f b» 
(is -y '(f _x» (p -y _x (is a a» ) 
~SFLS (ft (foo _1 _2 _x) (_2 '(f_x» (is _1 '(f b» (is -y '(f b» 
(is -y '(f _x» (is a a) (p -y _x a) ) 
2.2.2 Weitere Transformationsregeln 
Nachdem RELFUN-Klauseln abgeflacht sind und die flatter-Nonnalfonn haben, sollen sie 
durch weitere Transfonnationsregeln in den RELFUN-Kem ilberf"lihn werden. FUr die folgen-
den Regelsysteme wird deswegen vorausgesetzt, daB die Eingabe-Klauseln flach sind und alle 
is-Literale die is-Nonnalfonn (Abschnitt 2.1) haben. 
2.2.2.1 Eliminieren von denotativen Rumpfliteralen 
In einer RELFUN-Klausel darf an beliebiger Literalposition, mit Ausnahme der Kopfposition 
ein denotatives Literal stehen. Es hat dann die Bedeutung einer Primisse, die zur Laufzeit 
evaluiert wird und sich selbst denotiert. Da hierbei kein Prozeduraufruf erfolgt, kann eine 
solche Pramisse weder scheitern noch eine Bindung einer Variablen bewirken. Eine denotative 
Primisse hat demnach keine Auswirkung auf die Semantik der Klausel, wenn sie als 
Rumpfliteral in der Klausel vorkommt. Handelt es sich allerdings urn eine ft-Klausel, dann 
bestimmt ein denotatives Literal in der foot-Position den Wert der gesamten Klausel. Diese 
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Uberlegungen resultieren in das Regelsystem 'lYB'E.. Die komplexe Bindungsumgebung 2rc solI 
hier nieht weiter interessieren; sie wird im naehsten Abschnitt behandelt 
Definition 2.6 fJYB'E (denotative-body elimination ) 
DBE. 
(ft head ... d ... e) , ~ 
Falls d denotativ ist 
(ft head ...... e) , 2rc 
DBEl 
(hn head ... d ... ) , 2rc 
Falls d denotativ ist 
(hn head ... . .. ) , 1Jc 
Die Regel DBEI eliminiert alle denotativen Literale von ft-Klauseln, die nieht an der foot-
Position vorkommen. Die Regel DBE2 eliminiert alle denotativen Literale von hn-Klauseln. Zur 
Erinnerung sei gesagt, daB hn-Klauseln bei erfolgreieher Abarbeitung implizit den Wert true 
denotieren. Das folgende Beispiel i11ustriert die Anwendung von '1Y1J'E.. 
(hn (p _w) '(f a) (q a) a) 
---+OBE2 (hn (p _ w) (q a) a) 
---"BE2 (hn (p _w) (q a) ) 
Ratte es sieh um eine ft-Klausel gehandelt, so ware die Regel DBEI nur einmal anwendbar 
gewesen. Die Tennination des Regelsystems 'lYBt£ ist offensiehtlieh, da bei jeder Anwendung 
einer Regel die Anzahl der Literale in der Klausel verkleinert wird. Die Korrektheit von '1JM, ist 
ebenfalls offensiehtlieh und wurde bereits anfangs des Abschnitts skizziert. 
2.2.2.2 Propagieren denotativer is-rhs-Terme 
Is-Literale werden haufig dazu benutzt, ahnlieh wie beim is-Primitiv in PROLOO, Variablen an 
Terme zu binden. In PROLOG sind dies Ublieherweise arithmetisehe AusdrUeke, in RELi~UN 
beliebige Ausdriieke. Ais spezielles is-Literal haben wir das denotative is-Literal kennengelernt. 
In diesem Zusammenhang wurden aueh die Bindungsumgebungen 6irulinBs = (s·6intiings 
,-6intiinBs) definiert (Def. 2.1). Die dort angedeuteten Ideen zur Propagierung von 
- 30-
Horiwnlale TransfOnnalion in ckn RELFUN-Kern 
Variablenbindungen, die aus der Auswenung der denotativen is-Literale resultieren (panial 
evaluation), werden nun fonnalisiert. 
Das Regelsystem 'DIP faGt die beiden zentralen Ideen zusammen. Die Regeln DIPl und DIP2 
propagieren Bindungen von Variablen an Konstanten und anderen Variablen explizit tiber die 
Klausel, indem sie weitere Vorkommen der Variablen rechts vom is-Literal und innerhalb des 
aktuellen chunks durch die entsprechende Bindung ersetzen. Erzeugt ein is-Literal eine 
komplexe Bindung, so wird diese nieht explizit dureh rewriting propagiert, sondern in die 
Bindungsumgebung 'Be aufgenommen (Regel DIP3). Die Bindungsumgebung 'Be entsprieht 
dem Regelsystem c-6indings aus Abschnitt 2.1. Am Ende der Klauseltransformation braucht 
die Bindungsumgebung nicht mehr beachtet werden, da sie die Aufgabe hat, statische 
Bindungen zu verwalten, die in der Klausel weiterhin implizit Vorhanden sind. Eine Kern-
Klausel ist somit ohne 'Be definiert. 
Definition 2.7 'DIP (denotative is-rhs propagation) 
DIPl 
(ct head ... (is _v t) et.· . en) , 'Be Falls fA Lv) = fJ'Jt -!Firs t'Va,25 
und t ist eine Variable oder Konstante. 
(ct head ... t e't ... e'n), 'Bc 
25 fA ist die in Abschniu 2.1.2 (Def 2.3) defmierte Attributsfunktion. 
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(ct head ' ... a'l . . . f (is _v t) ... a'm e'l ... e'rJ, 'Be' 
Falls IACV) = 'Tj7(·J"ru'llarund _v kommt in aj, ~ oder auf der rechten Seite einer 
Regel aus 'Be vor und t ist eine Variable oder Konstante. 
Weiler bilden al ... (is _v t) ... am einen chunk. 
Es gilt dann: 'Be" = llcJ.Lv~tJ.~) 
(ct head ... (is _V t) ... ), 'Be 
(ct head ... (is _V t) ... ), 'Be' 
head' = head .1.( v~}, falls al zum Kopfchunk gehort. 
e\ = ei.l..Lv':l} 
a'j = aj.l..Lv -'I} 
f = (is _VI _V'I) .•• (is _Vic _Vic'), wobei _Vi~_V'j 
gilt und es existieren Regeln _Vi ~t und _V'i ~t 
in 'Be". 
'Be' = 'Be"- LVi ~t I_Vi kommt in f vorJ26 
Falls IACV) = 'Tj7(·J"ru'llarund t ist eine Struktur 
und t kommt in keiner Regel aus 
'Be auf der rechten Seite vor. 
Es gilt dann: 
'Be' = 'Be+ Lv ~ t.l..~} 
Die Regel DIPI propagiert simple-bindings einer Variable durch die Klausel. Die Bindung 
entsteht aufgrund des is-Literals (is _V t). Da die Variable _V zum erstenmal vorkommt, kann 
sie noch keine Bindung haben, ist also eine freie Variable. Dies gilt nicht nur zur Trans-
formations zeit, sondern auch zur Laufzeit. Die Uniflkation von _V und t, die vom is-Literal 
angestoBen wird, kann demnach nicht scheitem und bewirkt die Bindung _V ~t in der Lauf-
zeitumgebung. Diese Bindung wird nun statisch durch die Klausel nach rechts propagiert 
(e'j= eiJ.Lv ~}), womit das is-Literal aus der Klausel eliminiert werden kann. Man beachte, 
daB die eigentliche Elimination durch die Regeln aus tfY1YE geschieht, denn die rechte Seite yom 
is-Literal wird an der Position des is-Literals ersetzt, welche durch Anwendung der Regel TIlYE 
wieder geloscht wird, falls es sich nicht wn die foot-Position handelt. 
26Mit "-" bezeichnen wir die Wegnahme und mit" +" die Hinzunahme von Mengenelementen. 
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Hatte dagegen _v schon vorher ein Vorkommen in der Klausel (Regel DIP2), kann eine 
Bindung der Variablen _v bestehen, die zur Transfonnationszeit nicht festzustellen ist. Zur 
Laufzeit kann also insbesondere die Ausfiihrung des is-Literals scheitem, weshalb es in diesem 
Fall auch nicht eliminiert werden darf. Bild 2.3 zeigt das fehlerhafte Verhalten einer angenom-
menen Regel DIP'2, in der wie in DIPI das is-Literal durch seine rechte Seite ersetzt wird. 
Nach der Anwendung der Regel DIP'2 wird, ohne daB es im Beispiel aufgeffihrt ist, die Regel 
DBEI angewendet, die das generierte denotative Rumpfliteral t loscht. Der Ubersichtlichkeit 
wegen, betraehten wir 2fc nieht, da es bier noch keine Rolle spielt 
(ft (foo) (is _va) (bar _v _w) (is _w b) '(top _v _w» 
(hn (bar a c) ) 
-+DIPI 
(ft (foo) (bar a _w) (is _w b) '(top a _w» 
(hn (bar a c) ) 
-+DIP'2 
(ft (foo) (bar a _w) '(top a b) ) 
(hn (bar a e) ) 
(1) 
(2) 
(3) 
BlId 2.3: Inkorrekte Regel DIP'2' In (2) ist die Klausel noch semantisch llquivalent zu (1). 
In (3) ist die Semantik verllndert. 
In Programm (1) scheitert ein moglieher Aufruf (100). Die Begriindung dafiir ist, daB das goal 
(bar _v _ w) mit der Bindung _v ~a zwar erfolgreich ist und die Variable _wandie Konstante c 
bindet, aber die Auswertung des folgenden is-Literals (is _ w b) zu unknown ffihrt. Das 
Programm (2) verhaIt sieh analog und scheitert ebenfalls am is-Literal. Das Programm (3) fiihrt 
dagegen nieht zu unknown, sondem liefert stattdessen die Liste (tup a b) als Wert. Das 
Verhalten ist also versehieden von Programm (1) und somit die Transformationsregel DIP'2 
nieht korrekt. 
Die Regel DIP3 behandelt Bindungen von Variablen an Strukturen. Diese Bindungen werden 
nieht explizit dureh die Klausel propagiert, damit die Struktur nieht unnotigerweise mehrmals 
auf dem Heal? aufgebaut wird (siehe auch Abschnitt 2.1.1). Vielmehr werden die Bindungen in 
dem Regelsystem 11(: vennerkt. Das Regelsystem 1Jc ist mit Vorsicht zu behandeln, da die 
Definitionen der einzelnen Transformationsregeln den Eindruek vennitteln, daB 1Jc ffir die 
ganze Klausel gilt. Tatsachlieh werden die Bindungen nieht fiber die gesamte Klausel propa-
giert, sondem nur nach rechts. Die Konttollstrategie gewahrleistet, daB eine Regel nie mit der 
"falschen" Bindungsumgebung 2fc angewendet wird. 
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Die Bedingung-/ALv) = T;t-1'ne'Var (~uivalent zu _vJ,~= _v) in den Regeln gewlhrleistet, 
daB die Variable _v noch keine Bindung hat. Der Fall, in welchem fUr _v bereits eine Bindung 
festgestellt ist, wird in den nachstehenden Regeln (Def. 2.8) erfaBt 
Die Anwendung der Regel DIP2 zieht einige Aktionen nach sich, die mit "Es gilt dann:" einge-
leitet und nun erUiutert werden. Oben haben wir schon festgestellt, daB in DIP2 die Variable_v 
schon friihere Vorkommen in der Klausel hat Es ist also moglich, daB _v in einer rechten Seite 
einer Regel aus 1fc vorkommt Oa mit der Anwendung von OIP2 die statische Bindung von _v 
an eine Konstante oder Variable propagiert wird, muB man auch in ~ die neue Bindung 
bekannt machen. Hierdurch kann es geschehen, daB reehte Seiten von Regeln aus 1fc syntak-
tisch gleich werden, also tiber eine einzige Variable geshared werden konnen. Betrachten wir 
folgendes Klauselfragment mit zugehoriger Bindungsumgebung 1fc . 
... (is _va) ... 
Wendet man nun die Regel OIP2 an und aktualisien die 'BC mit _v -+a, so ergibt sich: 
AIle drei Variablen in '1Jc" sind nun an die Struktur '(g a a) gebunden. 1m Aktionsteil von DIP2 
wird deswegen die Stringvariable f = (is _v2 _VI) (is _1.'1 _VI) erzeugt und als neue 
Bindungsumgebung erhalten wir tJJc' = {_VI ~'(g a a)}. D>:<; Stringvariable f wird in die 
Klausel fragmentien und Anwendungen von Regeln auf die neuen is-Literale propagieren die 
neue Information durch die Klausel, wie das folgende Beispiel, in dem auch schon die spater 
definierten System CST. und SfV. angewendet werden, zeigt: 
(ft (foo _v) (is _v '(f b» (bar _w) (is _w '(f _u» (is _u b) (bar _u) ), 2Jc= fit 
-----+nIp) 
(ft (foo _v) (is _v '(f b» (bar _w) (is _w '(f _u» (is _u b) (bar _u) ) 
1fc= ( _v ~ ~ ~f b) } 
-"1P3 
(ft (foo _v) (is _v '(f b» (bar _w) (is _w '(f _u» (is _u b) (bar _u) ) 
1fc= {_v -+ '(f b), _w ~ '(f _u)} 
-----+nIP2 
(ft (foo _v) (is _v '(f b» (bar _w) (is _w '(f _u» (is _w _v) (is _u b) (bar b) ) 
1fc= {_v ~ '(f b)} 
* ~IP2.1 
(ft (foo _v) (is _v '(f b» (bar _w) (is _v '(f _u» (is _w _v) (bar b) ) 
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'Bc;= Lv -t '(f b)} 
* 
--'--+ CST., S [71 
(ft (foo _v) (is _v '(f b» (bar _w) (is _w _v) (bar b) ) 
'Bc;= Lv -t '(f b)} 
2.2.2.3 Statische is-Term-Unifikation 
Die U niflkation ist das zentrale Element bei der Abarbeitung von logischen und RELFUN-
Programmen. Eine Efflzienzsleigerung bei der ProgrammausfUhrung UiBt sich deswegen 
dadurch erreichen, daB man zur Transformationszeit moglichst viel von der allgemeinen 
Uniflkation vorwegnimmt. Als das schon fast klassische Beispiel fUr diesen Ansatz steht die 
W AM. Die allgemeine U niflkation des Interpreters wird ersetzt durch spezieUe unify-, put- und 
get-Instruktionen. In vie len Hillen braucht so nicht der allgemeine Unifikationsalgorithmus 
aufgerufen werden, sondem es werden Instruktionen fUr einfache Zuweisungen oder 
Vergleiche generiert. Die allgemeine Unifikation wiirde letztendlich mit wesentlich mehr 
Aufwand das gleiche Ergebnis liefem. 
Die nun folgenden Regeln SfV. (static is-term unification) gehen noch einen Schritt weiler und 
uniflzieren zur Transformationszeit weitgehenst die beiden Seiten eines is-Literals miteinander. 
Komplexe Strukturen, in denen nur einzelne Komponenten verglichen werden, konnen so 
efflzient verarbeitet werden. Hierzu betrachten wir das Bild 2.4. Die Intention des is-Literals 
ist offensichtlich, Wertzuweisungen an Variablen zu erzeugen, die in einem festen Kontext, 
hier durch die auBere Termstruktur gegeben, vorhanden sind. 
(is (f (g _u ) b) '(f (g (h _v) _w» ) 
(is _u '(h _v» (is _w b) 
(a) 
(b) 
BUd 2.4 Statische is-Term-Uniflkation. Komplexe Strukturen (a) kOrmen in einfachere is-Literale trans for-
mien werden (b). wenn die lI.u.6eren Strukturen Ubereinstimmen 
1m Beispiel ist fUr jede mogliche dynamische Bindung der Variablen _u, _v und _w das 
is-Literal aus (a) erfolgreich, genau dann wenn die beiden is-Literale aus (b) erfolgreich sind. 
Wahrend in (a) die Darstellungsform fUr einen Programmierer vorteilhaft sein kann, da sie den 
Kontext zeigt, in welchem die Variablen gebunden werden, ist die Darstellungsform (b) fUr 
einen W AM-Compiler vorteilhaft. 1m Fall (a) wiirde dieser namlich entweder unnotige 
WAM-Instruktionen fUr die auBere Tennstruktur erzeugen, oder er erkennt auf dieser niedrige-
ren Ebene, daB diese Instruktionen redundant sind. In diesem Fall wue die gleiche 
Optimierung nicht mehr so klar durchschaubar, da auf der W AM-Ebene der Zusammenhang ei-
ner Termstruktur verschwimmt und der Compiler dann nur anhand der Instruktionen erkennt, 
daB zur Laufzeit Berechnungen bzw. Operationen unnotigerweise ausgefiihrt werden. 
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Definition 2.8 Sf'U. (static is-term unification) 
SlUt 
(ct head ... (is t t') ... e), 1Jc Falls t' ein denotatives Literal ist und 
-------------------------------------------------- J.l. = mgu27 (u~ t l J,tBc> existiert. 
(ct head ... (is ~1 tl) ... (is ~n tn> ... e), 1Jc 
(ct head ... (is t t') ... ), 2Jc 
(ct head ... unknown ... ), 1Jc 
SIU3 
(ft head ... (is t t') ), 1Jc 
(ft head ... (is t t') 't), 1Jc 
Hierbei gilt fUr die neuen is-Literale: 
J..L(_Xi) = ti ~ --Xi 
Falls t' ein denotatives Literal ist und 
~d.~ t l J,~ nieht existiert. 
Falls t' ein denotatives Literal ist 
Betrachten wir zuerst die Regel SIU3. Sie hat offensichtlich nur die Aufgabe, den Wert der ft-
Klausel zu erhalten, der durch den Wert des is-Literals gegeben ist. Ein kleines Beispiel (ohne 
1Jc) macht sofort die Notwendigkeit von SIU3 deutlich. Hierbei sei noch angemerkt, daB die 
Anwendung von SIU3 immer eine Anwendung von SIU 1 oder SIU2 nach sich zieht. 
(ft (foo a) (is b b» 
~SIU3 
(ft (foo a) (is b b) b) 
~SIUl 
(ft (foo a) b) 
Die Regel SIUl unifiziert die beiden Seiten des is-Literals zur Transformationszeit. Hierbei 
werden die bereits gefundenen komplexen Bindungen 1Jc der Variablen beriicksichtigt. 
Existien iJer mgu J.l. , so wird das is-Literale durch eine Reihe von neuen is-Literalen ersetzt. Sie 
beschreiben J.l. extensional, falls der mgu existiert. Existiert dec mgu nicht (Regel SIU2), wird 
dies friihzeitig erkannt und das is-Literal durch unknown ersetzt. Wir greifen nachstehend 
emeut das Beispiel aus Abschnitt 2.2.2.1 auf. Die Literale, die zur Transfonnation anstehen, 
27 mgu steht fur most general unifier. 
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sind wiederum fettgedruckt Die Bezeichnung "~S!JL" bedeutet, daB endlich viele Regeln aus 
dem System S1'L angewendet werden. Die Klausel wird also letztendlich in die flatter-
Normalform iiberfiihn. 
(ft (foo '(f b) '(f _x) _x) (is J '(f _x» (p J _x (is a a» ) 
1Jc= f(J 
* ~S'JL 
(ft (foo _1 _2 _x) (is _2 '(f _x» (is _1 '(f b» (i s _y '(f b» 
(is -y '(f _x» (is a a) (p -y _x a) ) 
~DIP3 
(ft (foo _1 _2 _x) (is _2 '(f _x» (is _1 '(f b» (is -y '(f b» 
(is -y '(f _x» (is a a) (p -y _x a ) ) 
1Jc =(_2 ~ (f _x) } 
---+oIP3 
(ft (foo _1 _2 _x) (is _2 '(f _x» (is _1 '(f b» (is J '(f b» 
(is _y '(f _x» (is a a) (p -y _x a ) ) 
1Jc = {_2 ~ '(f _x), _1 ~ '(f b) } 
~IP3 
(ft (foo _1 _2 _x) (is _2 '(f _x» (is _1 '(fb» (is -y '(fb» 
(is J ' (f _x» (is a a) (p -y _x a ) ) 
1Jc = (_2 ~ '(f _x), _1 ~ '(f b), _y ~ '(f b) } 
~SIUl 
(ft(foo_l_2_x) (is_2'(f_x» (is_l '(fb» (is-y'(fb» 
(is _x b) (is a a) (p _y _x a ) ) 
1Jc = {_2 ~ -'(f b), _1 ~ '(f b), -y ~ '(f b) } 
~IP2 
(ft (foo _1 _2 b) (is _2 '(f b» (is _1 '(f b» (is -y '(f b» 
(is a a) (p -y b a ) ) 
1Jc = (_2 ~ '(f b), _1 ~ '(f b), -y ~ '(f b) } 
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~SIUt 
(ft (foo _1_2 b) (is _2 '(fb» (is _1 '(fb» (is -y '(fb» 
(p -y b a» 
1Jc = {_2 -+ '(f b), _1 -+ '(f b), -y -+ '(f b) } 
BUd 2.5 Anwenden der Regeln S,-L, 1)lPund Slt(1. 
Es werden immer die Nonnalfonnen tJ,~ und t' ~ zu den Tennen t und t' bei der Bildung des 
mgu betrachtet. Die Variablen .-xi kommen in t~ oder t' ~ vor und sind deswegen ebenfalls 
irreduzibel bezUglich tJJc. Es gilt demnach .....xi~ = _Xi und deswegen bringt eine erneute 
Anwendung von SI'll auf die generierten is-Literale nichts Neues. Die Kontrollstrategie tragt 
dem Rechnung, indem nicht versucht wird, auf die generierten is-Literale erneut die Regeln 
S I'll anzuwenden. 
Die Korrektheit der Regel SIUt ist gegeben, da der Uniftkationsalgorithmus aus dem Inter-
preter zur Bestimmung des mgu JJ. benutzt wird. Zur Laufzeit wtirde der Interpreter genau die 
dynamischen Variablenbindungen erzeugen, die durch die Regel explizit gemacht worden sind. 
FUr jede Variableninstantiierung, die das Literal (is t t') scheitem laBt, existiert entsprechend ein 
--Xh so daB auch das Literal (is _Xi _tv scheitert. Die Regel SIU2 dagegen erweitert den von 
RELFUN verwendeten Uniftkationsalgorithmus urn den occur-check, was die Semantik von 
RELFUN in einem "positiven Sinne" andert, da RELFUN (genau wie PROLOG) die 
U niftkation ohne occur-check realisiert. Man macht dies wegen der Performanz, denn der 
occur-check kostet viel Zeit Da fUr die optimierende Compilation die Ubersetzungszeit (anders 
als die Ausftihrungszeit) nur eine untergeordnete Rolle spielt, ist der occur-check von diesem 
Gesichtspunkt aus in der Regel SIU2 unbedenldich. Kommt sie zur Anwendung wird aber eine 
Wamung an den Programmierer ausgegeben, der im allgemeinen nicht gewollt haben wird, daB 
seine Klausel an dieser Stelle unknown liefert. Er hat dann die Moglichkeit, die Klausel zu 
editieren. Wenn wir uns Erinnem, daB die Transformation in den RELFUN -Kern im RFM-
System (Abschnitt 1 und [Bo191]) tiber das RELFUN-Kommando horizon angestoBen wird, 
konnte eine RELFUN-Sitzung folgenden Charakter haben: 
rft> az (ft (test _x) (is _x '(f _x») 
rfi> I 
(ft (test _x) 
(is _x '(f _x» ) 
rft> horizon 
***** WARNING **** 
Occur-check has failed 
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In procedure: (test 1) 
In clause: 
(ft (test _x) (is _x '(f _x») 
rfI> I 
(ft (test _x) 
unknown) 
· Horizonlak Transfonnalion in den RELFUN-Kerll 
2.2.2.4 Sharen von Ausdriicken und Strukturen 
Ein wichtiges Kennzeiehen eines optimierten Programms ist, daB moglichst wenig UberflUssige 
Berechnungen ausgeftihrt werden. Wit wollen Berechnungen betrachten, die mehrmals 
ausgefiihrt werden oder unnotigen Speicherplatz beanspruchen. Hierfilr witd das Ergebnis 
einer Berechnung fin eine Variable zwischengespeichert und bei einer Wiederholung von f 
direkt durch die Variable ersetzt. Wit mUssen allerdings voraussetzen, daB die Berechnungf 
streng funktional ist, also weder (a) einen Wert durch Bindung einer Anfragevariable noch 
(b) mehrere "echte" Riickgabewerte liefert. Unter der Annahme, daB wit ein builtin-Pradikat 
is-varll zur Verfiigung haben, das fUr (is-var _v) testet, ob _v eine ungebundene Variable ist, 
erklart sich die Bedingung (a) durch folgendes Beispiel: 
(ft (val-if-var _v) (is-var _v) (is _va) ) 
(ft (no-success _u) (is _v (val-if-var _u» (is _w (val-if-var _u» (tup _u _v _w) ) 
Die RELFUN-Funktion tup/3 liefere hierbei ihre Argumente in eine tup-Struktur (die Listen-
reprlisentation von RELFUN) zurUck. Es ist leieht zu sehen, daB der Aufruf (no-success _u) 
scheitert, denn der erste Aufruf von (val-if-var _u) gelingt mit der Bindung _u = a und der 
zweite Aufruf (val-if-var _u) scheitert, da in diesem Fall das Prlidikat (is-var a) nicht bewiesen 
werden kann. Die RELFUN-Funktion val-if-var/I ist aber deterministisch und seiteneffektfrei, 
und wit konnen somit die Regel CSE1 (s. u.) anwenden, falls wit Bedingung (a) nieht beach-
ten. Wenden wit zusatzlich noch 'lJIPan, erhalten wit: 
(ft (val-if-var _v) (is-var _v) (is _va) ) 
(ft (no-success _u) (is _v (val-if-var _u» (tup _u _v _v) ) 
Nun liefert der Aufruf (no-success _u) den Wert (tup a a a) mit der Bindung _u = a und wit 
haben ein anderes Verhalten des Programms. Ahnlieh verhlilt es sich, wenn wit die Bedingung 
(b) weglassen und somit Funktionen mit mehreren Riickgabewerten zulassen: 
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(ft (ab) a) 
(ft (ab) b) 
(ft (fourpairs) (top (ab) (ab» ) 
Horizontak Transformation in tUn REUUN-Kern 
Die RELFUN-Funktion fourpairs/O liefen mit Nachfordem durch more nacheinander die 
Werte: (tup a a), (tup a b), (tup b a) und (tup b b). Nach dem Anwenden von S'JL auf die 
DefInition von fourpairs ergibt sich die Klausel: 
(ft (fourpairs) (is _1 (ab» (is _2 (ab» (tup _1 _2) ) 
Wendet man nun auch die Regel CSEl und DIPl an, erhilt man das Programm: 
(ft (ab) a) 
(ft (ab) b) 
(ft (fourpairs) (is _1 (ab» (tup _1 _1) ) 
Der Aufruf von (fourpairs) liefenjetzt aber nur die zwei Wene (top a a) (top b b). 
Die Voraussetzungen (a) und (b) konnen z. B. fUr grund-instantiierte und deterministische 
RELFUN-Prozeduren garantien werden. Desweiteren diirfen die Berechnungen keine 
Seiteneffekte wie beispielsweise das Ausdrucken von diversen Meldungen besitzen, da beim 
Substituieren der erneuten Berechnung durch das vorher gespeichene Ergebnis keine 
-Wiederholung der Meldung geschehen wiirde. 
Wir zahlen in dieser Stelle denotative Literalen zu den streng funktionalen Berechnungen. Hier-
durch wird erreicht, daB Strukturen, die in der Klausel mehnnals vorkommen, tiber eine 
Variable geshared und somit nur einmal auf dem W AM-Heap aufgebaut werden. 
Definition 2.9 CS'E (common subexpression extraction) 
CSEI --
(ct head ... (is _v e) ... (is _we) ... ), ~ 
(ct head ... (is _v e) ... (is _w _v ) ... ), ~ 
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Falls e deterministisch und 
seiteneffektfrei ist. 
(ct head ... (is _v t) .. . ), 1?c 
(ct head ... (is _v _w) ... ), 1?c 
Horizontaie TransfonnaJion in den RELFUN-Kern 
Falls eine Regel _ w -+ t in 1r. existiert 
und _v 'F- _w gilt 
Die Regel CSEI behandelt echte Berechnungen, wahrend CSE2 das structure sharing realisiert. 
FUr die Anwendung der Regel CSEl bestehen starke Bedingungen, die im allgemeinen fUr ein 
evaluatives RELFUN-Literal nieht entscheidbar sind. In der Praxis beschranken wir uns zur 
Zeit auf die einfachen Hille, in denen das Literal e einen seiteneffektfreien LISP-Durchgriff 
darstellt (oder ein denotatives Literale ist, obwohl diese Hille meist CSE2 zukommen). Sie sind 
zwar evaluativ aber deterministisch und erftillen somit offensichtlich die Bedingungen fUr die 
Anwendung von CSEl. In Abschnitt 3 dieser Arbeit wird skizziert, wie mit Hilfe der globalen 
DatenfluBinfonnation der Bedingungsteil der Regeln auch fUr RELFUN-Prozeduren teilweise 
testbar ist. An dieser Stelle sei schon ein Vorgriff auf das Regelsystem ptV£ (Def. 2.11) 
gestattet. Es behandelt ebenfalls evaluative Literale mit dem Unterschied, daB hier zur 
Transfonnationszeit das Literal auswertbar sein muB. 
Als Anwendungsbeispiel betrachten wir nochmals die Klausel aus Bild 2.5. Sie wurde bereits 
durch Anwendung von S'fL. 'DIP und SI'll transformiert und hatte schlieBlich die Darstellung 
wie in Bild 2.6 und wird nun mit Hilfe der zusatzlichen Regelo CSE weiter umgefonnt 
(ft (foo _1 _2 b) (is _2 '(f b» (is _1 '(f b» (is -y '(f b» (p -y b a) ) 
~=~ 
----+nIP) 
(ft (foo _1 _2 b) (is _2 '(f b» (is _1 '(f b» (is _y '(f b» (p -y b a) ) 
~ = L2 -+ '(f b) } 
~CSE2 
(ft (foo _1- .:..2 b) (is _2 '(f b» (is _1 _2) (is -y '(f b» (p -y b a) ) 
~= L2-+ '(fb)} 
----+nlPl 
(ft (foo _2 _2 b) (is _2 '(f b» (is J '(f b» (p -y b a) ) 
~ = L2 -+ '(f b)} 
~CSE2 
(ft (foo _2 _2 b) (is _2 '(f b» (is J _2) (p -y b a) ) 
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'Be = L2~'(fb)} 
---'DIPI 
(ft (foo _1 _2 b) (is _2 '(f b» (p _2 b a) ) 
'Be = L2~ '(fb)} 
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BUd 2.6 Fortftlhrung des Beispiels aus Bild 2.5: Anwenden der Systeme V[Pund CS'E 
2.2.2.5 Propagieren von unknown 
Die Transfonnationsregeln S[f{1 erzeugen fUr den Fall, daB die statische Uniflkation scheitert, 
ein explizites unknown als Literal in der Klausel. Zur Laufzeit wird sie an dieser Stelle 
seheitem und auf keinen Fall die goals reehts von unknown aufrufen konnen. Es ist demnaeh 
sinnvoll und semantisch korrekt, diese Literale aus der Klausel zu eliminieren. Es steHt sieh die 
Frage, ob aueh alle Literale links von unknown gleiehermaBen behandelt werden konnen. Dies 
ist zumindest dann zu vemeinen, wenn das Literal einen Seiteneffekt bewirkt. Wiirde man ein 
solehes Literallosehen, wiirde der Seiteneffekt nieht ausgefiihrt werden und das Verhalten der 
Klausel nieht der urspIiingliehen entsprechen. Aueh ein allgemeiner Cut-Operator ware hierbei 
ein Beispiel eines Literals mit Seiteneffekt. Ahnlieh verhaIt es sieh, wenn ein Literal geloscht 
wird, das zu einer nieht tenninierenden Bereehnung fiihren wiirde. Obwohl dieser Fall 
akzeptiert werden konnte, da der Programmierer die Endlosschleife kaum gewollt haben wird, 
verbieten wir in den folgenden Regeln alle "Linksloschungen" dieser Art 
Man kann man davon ausgehen, daB ein explizites unknown in einer Klausel vom 
Programmierer selten beabsiehtigt gewesen ist28. In der Implementierung erha.l.t der Program-
mierer deswegen eine Warnung, daB ein unknown generiert bzw. entdeekt worden ist. Er hat 
es dann selbst in der Hand, sein Programm zu iiberarbeiten oder das unknown stehen zu 
lassen. 
Definition 2.10 f{1iJ.& (unknown propagation) 
UNPI 
(el head ... unknown .. . ), 'Be 
(et head ... unknown), 1t 
28Eine Ausnahme ist die tibliche Defmition von negation as/aiJurt in PROLOO, die in RELFUN entsprechend 
definiert werden kann. 
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2.2.2.6 Vorauswertung von Pramissen 
FUr einige Pramissen von Klauseln kann schon zur Transfonnationszeit der Wert eindeutig 
bestimmt werden. Ersetzt man diese Prlimissen durch ihren Wert, entfallt die Berechnung zur 
Laufzeit und kann somit die Perfonnanz des Programms erheblich steigem. In Fallen mit sehr 
aufwendigen Berechnungen kann der Laufzeitgewinn betriichtlich sein. Das Regelsystem pr£o/ 
beschreibt diese Vorauswertung eines Literals in der Klausel. Wie in ahnlichen Fallen der 
vorherigen Regelsysteme, beschranken wir uns in der Praxis zunachst nur auf die LISP-
Durchgriffe. 
Definition 2.11 P'Eo/ (pre-evaluation) 
PEV. 
(ct head ... (is _v e) ... ), 2Jc 
(ct head ... (is _v t) ... ), 2Jc 
PEVl 
(ct head ... e ... ), 2Jc 
(ct head ... t ... ), 1?c 
Falls e~eterministisch, seiteneffektfrei 
und grund-instantiiert ist. 
Es gilt hierbei: 
t = PREY AL29(eJ..£) 
Falls e~etenninistisch, seiteneffektfrei 
und grund-instantiiert ist. 
Es gilt hierbei: 
t = PREY AL(eJ..£) 
Damit die Regel PEVt (oder PEV2) angewendet werden darf, ist es ist nicht notwendig, daB 
e grund-instantiiert ist. Es konnen also durchaus Variablen in e vorkommen. Diese miissen 
aber eine stati~he Bindung an einen Tenn haben, der keine Variablen enthaIt Die Regel erlaubt 
einem Programmierer beispielsweise, feste arithmetische Werte durch eine Berechnungsformel 
auszudriicken, wenn es ihm sinnvoll erscheint, ohne dadurch das Programm ineffizienter zu 
machen. 
Sei. PREY AL korrekt und terminierend fUr alle erlaubten Eingaben mit einem denotativen 
Literal. Die Korrektheit von P'Eo/ergibt sich dann sofort anhand der starken Vorbedingungen 
zur Anwendung der Regeln. AuBerdem wird die Anzahl der evaluativen Literale nach jeder 
29PREV AL sei ein Auswertungsmechanismus fUr detenninistische Funktionen wie etwa LISP's EV AL. 
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Anwendung einer Regel um eins reduziert. Hieraus ergibt sich, daB diese Regeln nur endlich 
oft angewendet werden konnen. 
Ein abschlieBendes Beispiel illustriert die Anwendung von ntJI. 
(ft (foo _u _v) (is _u 20) (is _v 50) (is _erg (+ (I _u 10) (I _v 10») _erg) 
~=fZt 
lie ~S!JL 
(ft (foo _u _v) (is _u 20) (is _v SO) (is _1 (j _u 10» (is _2 (j _v 10) 
(is _erg (+ _1 _2» _erg) 
lie ~1J[P 
(ft (foo 20 50) (is _1 (I 20 10» (is _2 (I 50 10) (is _erg (+ _1 _2» _erg) 
~=fZt 
(ft (foo 20 50) (is _1 2) (is _2 5) (is _erg (+ _1 _2» _erg) 
~=fZt 
lie ~1J[P 
(ft (foo 20 50) (is _erg (+ 2 5» _erg) 
~=fZt 
-"EVI 
(ft (foo 20 50) (is _erg 7) _erg) 
~=fZt 
~IPI (ft (foo 20 50) 7) 
BlId 2.6 Anwenden der Regeln P'L'Y 
2.2.2.7 Umsortieren der denotativen is-Literale 
Dieser Abschnitt stellt kein neues Regelsystem fUr eine weitere Nonnalisierungstransfonnation 
vor, sondem mOchte jedeglich die Anordnung der denotativen is-Literale in den chunks und im 
speziellen fUr den Kopfchunk diskutieren. Wir werden feststellen, c~B es hier groBe 
U nterschiede in der Effizienz zwischen den verschiedenen Anordnungen gibt, wahrend die 
Semantik natiirlich bei allen aquivalent ist Die Diskussion wird an einem kleinen Beispiel fest-
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gemacht, das die wichtigsten Ideen aufzeigt Betrachten wir hierzu folgendes Klauselfra~ent 
einer mit den oben vorgestellten Regelsystemen normalisierten Klausel: 
(ft (foo _1) (is _2 '(g b» (is ~I '(f _2» ... ) (a) 
Wir wollen nun drei verschiede Arten eines Aufrufs foo/I betrachten. Der Aufruf kann zum 
einen mit einer ungebundenen Variablen erfolgen etwa (foo _v). Mit diesem Aufruf gelingt 
sicherlich der Match mit der Klausel (a). Die folgenden zwei is-Literale bauen dann nach-
einander die Struktur '(f (g b» auf und binden sie letztendlich an die Variable _v. Betrachten 
wir nun ein Klauselfragment einer semantisch fiquivalenten Klausel, in der nur die beiden 
is-Literale vertauscht sind. 
(ft (foo _1) (is _1 '(f _2» (is _2 '(g b» ... ) (b) 
Das Verhalten fUr den Aufruf (foo _v) mit der ungebundenen Variablen _v ist in (b) identisch 
mit dem obigen. Bis hierher scheint die Anordnung der is-Literale demnach gar nicht so wichtig 
zu sein, betrachten wir jetzt aber den Aufruf (foo _v) mit einer gebundenen V ariablen _v etwa 
mit der Bindung an die Struktur '(h c). In (a) wird aufgrund des ersten Literals die Variable_2 
an die Struktur '(g b) gebunden, bis dann die Klausel aufgrund des zweiten is-Literals 
scheiten, denn hier wird erkannt, daB das Toplevel Funktionssymbol von _v (namIich h) mit f 
nicht unifizierbar ist. Der selbe A ufruf auf Klausel (b) angewandt, stellt dies schon im ersten 
is-Literal fest. Projiziert man diese Uberlegung auf die RFM-Ebene (siehe Bild 2.9), wird in 
der RFM-Realisierung fUr die Klausel (a) zuerst einmal blind die Struktur '(g b) auf dem Heap 
mittels put_structure- und unify_constant -Instruktionen aufgebaut, was im betrachteten Fall 
vollig unnotig gewesen ist und nur Speicherplatz sowie teure RFM-Instruktionen kostet. Der 
RFM-Code filr Klausel (b) ist da schon wesentlicher geschickter, denn durch 
get_structuref, Xl wird zuerst gepriift, ob das Eingabeargument an eine Struktur mit dem 
Funktor f gebunden iSl FUr unseren Beispielaufruf wird hier also direkt einfai/we erzeugt und 
insbesondere keine Strukturen auf dem Heap aufgebaut. Wie ungeschickt die Anordnung der 
is-Literale in (a) ist, wird besonders an einem Aufruf deutlich, bei welchem _v schon an die 
Struktur '(f (g b» gebunden ist. Dies bedeutet namIich, daB wir die Struktur schon auf dem 
Heap repriisentiert vorfmden. 
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foo/l ; RPM-Code filr (a) fool 1 ; RPM-Code filr (b) 
put_structure g, X2 
unify-ronstant b 
gee structure f. Xl 
unify_value X2 
Blld 2.9 Die RFM-Realisierung der Klauseln (a) und (b) 
get_structure f. Xl 
unify_variable X2 
geestructure g. X2 
unify-ronstant b 
Der Code fiir (a) erzeugt wiederum zuerst die Struktur '(g b) auf dem Heap (unnotigerweise!) 
und testet erst danach mittels get_structure/' XJ, ob die Toplevelfunktionssymbole identiseh 
sind. Danach wird die Bindung des X-Registers X2 mit der Struktur '(g b) unifiziert 
(unify_value X2). Man beachte. daB hier nun eine allgemeine UnifIkation der iibergebenen mit 
der aufgebauten Struktur '(g b) angestoBen wird. Dies ist sehr zeitaufwendig, besonders wenn 
man sich das Beispiel urn einige is-Literale erweitert vorstellt. Der Code flir (b) hingegen 
verhalt sich wesentlieh besser. Zum einen geht der RFM-Emulator naeh der ersten 
get_structure-Instruktion in den read-mode30 und baut deswegen keine unnotigen Strukturen 
auf dem Heap auf und rum anderen werden immer nur einfache Tests durch die Instruktionen 
repriisentiert. D. h. es werden nur Funktoren und Konstanten (zumindest beim vorausgesetzten 
Aufrut) vergliehen und nieht der allgemeine Unifikationsalgorithmus angestoBen. 
Das Dilemma bei der Anordnung der is-Literale in (a) besteht offensichtlich darin, daB auf der 
linken Seite yom is-Literal Variablen stehen, die an dieser Stelle zum erstenmal in der Klausel 
und insbesondere im chunk vorkommen und somit immer den Charakter einer 
put_structure-Instruktion haben, namlich auf jeden Fall Strukturen aufbauen. Stehen auf der 
linken Seite Variablen, die schon einmal im selben chunk vorgekommen sind, haben sie 
automatisch einen get-structure-Charakter, sie bauen also nieht nur Strukturen auf, sondem 
vergleichen diese teilweise nur, wenn sie schon auf dem Heap vorhanden sind. Als eine 
optimale Anordnung der is-Literale wollen wir deswegen solche Anordnungen nennen, in 
denen auf der linken Seite der is-Literale in einem chunk moglichst wenige Variablen zum 
erstenmal im chunk vorkommen. Natiirlich ist somit die optimale Anordnung nicht eindeutig 
defIniert, und wir haben es vielmehr mit einer ganzen Klasse von optimalen Anordnungen zu 
tun, aber im o.bigen Beispiel kann die Anordnung in Klausel (a) auf jeden Fall als nicht optimal 
klassifIziert werden, da wir mit (b) eine semantisch aquivalente Klausel haben, die "optimaler" 
ist. 
30yn der WAM-Technologie werden ein und dieselben get_structure- und unify-Instruktionen zum Aufbau und 
zum Testen von Stru1cturen auf dem Heap benulZL Hierzu kennt der Emulator (bzw die Maschine) den read und 
write mode. Beispielsweise schaltet die Instruktion get_structure r. Xi in den write mode. wenn ~ eine 
ungebunden Variable reprl1sentierL Die unify-Instruktionen bauen im write mode mit Hilfe des impliziten 
structure pointer Strukturen in dem Heap auf, bzw uniflzieren im read mode die Sttuktur im Heap mit der 
Bindung des X-Registers, welches sie als einziges Argument haben. 
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In der LISP-Implementierung des Normalisierers (siehe Abschnitt 2.3) wird deswegen eine 
Umsortierung der is-Literale innerhalb eines chunks vorgenommen, so daB sie nach rechts 
geschoben werden, wenn auf ihrer linken Seite eine Variable steht, die im chunk noch nicht 
vorgekornmen ist 
2.3 Kontrollalgorithmus fur die Anwendung der Regelsysteme 
Bevor der Kontrollalgorithmus vorgestellt wird, fassen wir die in Abschnitt 2.2 definierten 
Regelsysteme in einer geordneten Menge NSET zusammen: 
NSET := (S1"4 'D'B'E, 'DIP, SI'll, CS'E, ~, !PEo/) 
Die totale Ordnung auf NSET sei durch die obige Reihenfolge der Regelsysteme von links nach 
rechts gegeben. Mit dieser Festlegung kann der Kontrollalgorithmus wie folgt angegeben 
werden. 
Algorithmus: NORMALIZE 
Eingabe: 
Ausgabe: 
Variablen: CN 
Be 
cnk 
X 
L 
; Die zu normalisierende K1ause1. 
; Die Kern-Klausel. 
; Repdisentiert den aktuellen Stand der Nonnalisierung. 
; Die aktuelle komplexe BindlDlgsumgebung. 
; Die Nummer des aktuellen chtmks (Kopfchunk = 1). 
; Das benutzte Regelsystem (Xe NSET). 
; Das Literal, welches die RegelanwendlDlg triggen. 
1 Initialisiere CN := CJ.gL; BC :=.,; cnk := 1; Gehe nach 2. 
2 Falls cnk S maximale chunk-Nummer in CN, dann gehe nach 2.1, sonst gehe nach 3. 
2.1 Falls keine Regel aus NSET im chunk mit Nummer cnk mehr anwendbar ist, dann gehe 
nach 2.2, sonst gehe nach 3.1. 
2.1.1 CN, B 'c entstehe aus CN, BC durch Anwendung einer Regel aus Xe NSET getriggert 
durch das Literal L aus dem chunk mit der Nummer cok. Wahle hierbei X minimal. 
Gehe nach 2.1.2 
2.1.2 Setze CN := CN und BC := B'C. Gehe nach 3 
2.1.3 Falls X = U?(1 gehe nach 3, sonst gehe nach 2.1. 
2.2 Setze cnk := cok + 1; Gehe nach 2. 
3 Sette CK := CN lDld steppe. 
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Der Algorithmus hat eine relativ einfache Struktur, da die eigentlichen Transformationsschritte 
in den Regelsystemen enthalten sind. Seine primare Aufgabe besteht darin, die chunkweise 
Abarbeitung der Literale zu gewihrleisten und somit die korrekte Verwendung der 
Bindungsumgebung zu garantieren. Genau wie in den Regeln DIPI und DIP2 einfache 
Bindungen nur nach rechts und innerhalb des aktuellen chunks propagiert werden, diirfen wir 
eine in 'Be erzeugte komplexe Bindung nicht in einem vorherigen (weiter links stehenden) 
chunk verwenden. Man macht sich das "Verbot der Linksersetzung"31 von komplexen 
Bindungen iiber chunk-Grenzen hinaus schnell an einem ldeinen Beispielldar. 
. --. 
(ft (foo) (is _u '(~ _v» (is _u _w) (bar _v) (is _w '(f b) ) 'r~.i 
(hn (bar a ) (rf-pnnt "message"» - AU.';" 
Man beachte, daB die Klausel foo/2 aus 2 chunks besteht, wobei der erste chunk mit dem 
Literal (bar _v) abschlieBt und der zweite chunk nur aus dem Literal (is _w '(fb» besteht. Eine 
Analyse des Aufrufs (foo) zeigt, daB im ersten chunk die Variable _wandie Struktur '(f _v) 
gebunden wird. Beim Aufruf von (bar _v) ist _v eine frei Variable und wird demnach an die 
Konstante a gebunden. Weiterhin erfolgt die Meldung "message" auf den Ausgabestream. Die 
Bindung der Variablen _v hat zur Folge, daB _w nun an die Struktur '(f a) gebunden ist und 
das Literal (is _w '(f b» scheitert. Wir halten also fest, daB das urspriingliche Programm fol-
gende Semantik hat: Der Aufruf von (foo) gibt per Seiteneffekt eine Meldung aus und scheitert. 
Geben wir die strikte links-rechts Abarbeitung der chunks auf, konnen wir mit unseren 
Regelsystemen folgende Ableitung erzielen: 
(ft (foo) (is _u '(f _v» (is _u _w) (bar _v) (is _w '(f b) ) 
1Jc= f{) 
---+DIP3 
(ft (foo) (is _u '(f _v» (is _u _w) (bar _v) (is _w '(f b) ) 
1Jc= {_w~ '(fb)} 
* ~DIP2, DIPl,DBE 
(ft (foo) (is _w '(f _v» (bar _v) (is _w '(f b) ) 
lJc={_w~'(fb)} 
---+CSE2 
(ft (foo) (is _v b) (bar _v) (is _w '(f b) ) 
1Jc= {_w~ '(fb)} 
31 Realisiert durch die chunkweise links-rechts Abarbeitung der Klausel. 
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(ft (foo) (bar b) (is _w '(f b) ) 
~=Lw--+'(fb)} 
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BUd 2.8 Inkorrektes Yerhalten, falls die chunks nicht slrikt von links nach rechts abgearbeitet werden 
Offensichtlich haben wir fUr den Aufruf (foo) eine andere Semantik. denn der Aufruf scheitert 
jetzt schon beim Versuch das goal (bar b) zu beweisen. mit dem Effekt, daB die vorherige 
Meldung nicht mehr erfolgt. 
1m folgenden wird der Algorithmus NORMALIZE etwas naher betrachtet. In An weisung 1.1 
wird die Eingabe-Klausel auf flatter-Normalform gebracht. DaB diese Transformation korrekt 
ist und terminiert, wurde bereits in Abschnitt 2.2.1 besprochen. AuBerdem wird die komplexe 
Bindungsumgebung Be auf die leere Menge initialisiert, da fUr eine RELFUN-Klausel keine 
initialen Bindungen existieren. 1m weiteren werden in Be die Bindungen von Variablen in der 
Klausel an Strukturen vermerkt. Wie dies im einzelnen geschieht, ist in den Regelsystemen aus 
NSET definiert. Die Einftihrung der chunk-Nummer cnk garantiert die chunkweise 
Abarbeitung der Literale in der Klausel. Man beachte, daB zwar die chunks sequentiell abgear-
beitet werden, dies aber im allgemeinen nicht fUr die Literale innerhalb eines chunks gilt, denn 
hier ist die Reihenfolge durch die Triggereigenschaft und durch die Ordnung (auf NSET) der 
Regelsysteme festgelegt. Die Initialisierung von cnk erfolgt auf den Kopfchunk der Klausel 
(cnk := 1). In Anweisung 1.2 wird dann in eine (while-artige) Schleife tiber die aktuelle 
chunk-Nummer eingetreten, wobei die chunk-Nummer in 2.2 urn jeweils 1 erhoht wird. Da 
eine RELFUN-Klausel nur aus endlich vielen Literalen besteht, hat sie auch nur endlich viele 
chunks. Wir konnen also festhalten, daB die Schleife terminiert, falls garantiert werden kann, 
daB nach endlich vielen Schritten im Algorithmus die Anweisung 1.3 oder 2.2 erreicht wird. 
Die Begriindung daftir ist einfach, da a.) die Anweisung 1.3 den Algorithmus aufgrund der 
stop-Instruktion direkt terminieren laBt und b.) die Anweisung 2.2 die Progranunvariable cnk 
inkrementiert, bis die maximale chunk-Nummer erreicht ist und somit nur endlich oft ausge-
ftihrt werden kann. Eine Termination der Schleife filhrt wiederum zur Ausftihrung der 
Anweisung 1.y. also terminiert der Algorithmus. 
Es bleibt noch zu kHiren, ob die Anweisung 2.2 immer nach endlich vielen Schritte erreicht 
wird (falls nicht schon vorher Anweisung 1.3 erreicht wird). Das Problem reduziert sich auf 
die Frage. ob die Lange der Regelableitung innerhalb des aktuellen chunks begrenzt ist 1m 
Algorithmus flOdet man dieses Problem anhand der inneren Schleife (Anweisung 2.1) wieder, 
die tiber die Anwendbarkeit von Regeln in einem chunk definiert ist. Die Termination der ein-
zelnen Regelsysteme aus NSET haben wir schon bei der jeweiligen Definition skizziert. Hier 
muB nun untersucht werden, ob paarweise Anwendung von unterschiedlichen Regelsystemen 
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eine Sehleife bedingen konnen. Hierbei brauehen die Systeme Sr.FL. 'lYB'E, ~und PEo/nieht 
weiter untersueht werden, da das System S:FL nur in der Anweisung 1.1 benutzt wird, die 
Anwendung von 'lYB'E Literale eliminiert, die Anwendung von ~ direkt zur Termination 
filhrt und die Anwendung von PEo/die Anzahl der evaluativen Literale in der Klausel reduziert 
und es keine Regel gibt, die ein evaluatives Literal erzeugt 
Bleiben noch die Systeme 'DfP, Sf'll, CS'E zu untersuehen. AIle drei haben aber gemeinsam, 
daB sie entweder Variablen dureh Konstanten oder andere (aber nieht neue) Variablen aus der 
Klausel ersetzen (siehe 'Df1') odervorhandene Strukturen dwch (nieht neue) Variablen ersetzen 
(siehe CSt£) bzw. miteinander unifizieren und somit verkleinern (siehe Sf'll). Da die Anzahl der 
Variablen in der Klausel endlieh ist und eine maximale Komplexitat der statischen Strukturen in 
der Klausel existiert und die Regeln entweder die Anzahl der relevanten Variablen32 oder die 
Komplexitat der Strukturen verkleinem, konnen sie nur endlieh oft angewendet werden. 
Weiterhin garantieren die starken Vorbedingungen (z. B. fUr DIPI), daB eine Regel nicht 
mehnnals durch dassel be Literal getriggert wird und keinen weiteren Effekt hat, da beispiels-
weise bereits die Bindung propagiert wurde und eine erneute Anwendung die Bindung noch-
mals (aber effektlos) propagiert. 
Die Korrektheit des Algorithmus folgt aus der Korrektheit der einzelnen Regelsysteme und der 
Tatsache, daB die chunkweise Abarbeitung erzwungen wird und somit jeweils die richtige 
komplexe Bindungsumgebung benutzt wird 
2.4 Implementierungshinweise zurn Norrnalisierer 
Dieser Abschnitt beschreibt die grundlegenden Ideen der Implementierung des Normalisierers, 
den wir ab jetzt mit normalizer bezeiehnen mOchten. Beim Programmdesign wurde gro6en 
Wert auf einen rein funktionalen Programmierstil gelegt. Der so entstandene normalizer ist 
deswegen in puren Lisp gescbrieben und benutzt unter anderem keine globalen Variablen, die 
an einigen Stellen zwar Hilfreich gewesen waren, aber den angestrebten funktionalen Charakter 
widersprechen: Diese Progammierdiziplin untersttitzt im hohen MaBe eine spatere Reimple-
mentierung des nonnalizer in RELFUN selbst In Abschnitt 3 werden wir sehen, daB diese 
Vorgehensweise aueh fUr den dort beschriebenen mode-Interpreter dwchgehalten wurde. 
Die Beschreibung der Implementierung besteht aus 3 Teilen: Tell 1 beschreibt in groben ZUgen 
die Aufrufbierachien der einzelnen Funktionen und ordnet ihre Stellung in das Gesamtpro-
gramm ein. FUr zukUnftige Erweiterungen findet der Entwickler in diesem Teillokalisiert, an 
32Unter den "relevanten Variablen" verstehen wir die Variablen. die im aktueUen oder einem weiter rechts stehen-
den chunk vorlcommen. Es handelt sich hier also wn eine Teilmenge aller Variablen in der Klausel. 
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weichen S tellen im Programm seine Erweiterungeneine sinnvolle Erganzung bedeuten. In 
Teil2 wird mehr auf die Funktionalitat der Programmteile eingegangen. U. a. werden die 
verwendeten Selektoren, Konstruktoren und Pridikate beschrieben, die zusammen die ab-
strakte Syntax des normalizers definieren. Tei!3 ist das kommentierte Programmlisting. Es ist 
-nicht zuletzt des streng funktionalen Programmierstils wegen- ein wesentlicher Bestandteil der 
Implementierungshinweise. Das Listing befindet sich im Anhang dieser Arbeit. 
2.4.1 Programmarchitektur 
Der normalizer stellt zwei Schnittstellen zur Verfligung, tiber die man ihn sinnvoll Aufrufen 
kann: 
normalize-database: DB .... DB-NORM 
normalize-clause: CLAUSE x PROC-INFO -+ CLAUSE-NORM x PROC-INFO 
Die Funktion normalize-database normalisiert eine Liste von KiauseIn, die als Datenbasis33 
bezeichnet wird. Die Funktion ihrerseits ruft fUr aile Klauseln aus der Datenbasis nacheinander 
die Funktion normalize-clause aufund liefert als Wert die normalisierte Datenbasis zuriick. 
Die Funktion normalize-clause normalisiert eine einzelne Klausel. Sie bekommt als Eingabe die 
zu Rormalisierende Klausel cl und Informationen proc-info tiber die Prozedur, zu welcher die 
Kiausel gehort. Allerdings wird bisher proc-info im Programm nicht genutzt; es soIl aber 
zuktinftigen Erweiterungen dienen. Beispielsweise werden bisher nur LISP-Durchgriffe in den 
Regelsystemen PE'Vund CST, beachtet. Eine denkbare Verwendung ware also, daB in proc-info 
Informationen dariiber gesammelt wird, ob eine RELFUN -Prozedur seiteneffektfrei bzw. 
deterministisch ist. Die Regein aus PE'Vund CST, konnten ciann auch auf diese Prozeduren 
angewendet werden. Weitere ntitzliche Informationen waren, ob die Prozeduren einen cut ent-
halten oder direkt unknown Hefem (also insbesondere scheitem). 
Der Aufbau v()n normalize-clause entspricht dem Kontrollalgorithmus aus dem Abschnitt 2.3. 
Zuerst wird die Klausel mittels der aus RELFUN importierten Funktionjlatten-struc-clause ab-
geflacht und die FUnktion normalize-f/at-clause aufgerufen, die nun ,die Kontrolle ffir die 
Normalisierung tibernimmt. Darautbin werden die Grenzen des Kopfchunks bestimmt und 
mittels der Funkrlon nonn-head-chunk die chunkweise Anwendung der Regelsysteme erreicht. 
Da die chunk-Grenzen sich noch andern konnen, wei! z. B. ein evaluatives Literal (die vorhe-
rige chunk-Grenze) ausgewertet wird und somit die Bedeutung eines chunk-guards bekommt, 
33Es rnuS sieh niehl notwendigerweise urn die gesamte RELFUN-Datenbasis handeln; vielrnehr kann eine 
beliebige Teilrnenge betrachtet werden. 
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wird dieser Fall innerhalb normalize-jlat-clause erkannt und emeut nonn-head-chunJc mit den 
neu berechneten chunk-Grenzen aufgerufen. 
1st der Kopfchunk nonnalisiert, werden die restlichen Prlimissen mittels der Funktion nonn-
premises bearbeitet. HierfUr werden nun die chunk-Grenzen der body-chunks berechnet, die 
Funktion nonn-chunk aufgerufen und gegebenfalls eine Korrektur der chunk-Grenzen vorge-
nommen. 
Beide Funktionen nonn-head-chunk und nonn-chunk reprasentieren die innere Schleife des 
Kontrollalgorithmus aus Abschnitt 2.3 und rufen als "Arbeitspferd" die Funktion norm-guards 
auf, die letztendlich entscheidet, welches Regelsystem aus NSET zur Anwendung kommt. In 
nonn-guards wird die Funktion get-guardClas aufgerufen, die im wesentlichen die is-
Nonnalform (Abschnitt 2.1) fUr die is-Primitive berechnet. Wir konnen also nachstehendes 
Architekturschema festhalten: 
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db ::= Liste von Klauseln cl 
normalize-ddatabass 
FOr aile cl aus db 
normalize-clause 
Auf cl ist S!FL nicht mehr anwendbar 
normalize-flat-clause 
Kopfchunk 
I 
Neue chunk-Gren~enl 
I 
norm-head-chunk 
norm-guards 
Normalisiere das 
is-Literal 
get-guard-clas 
2.9 Grobe Architektur des normalizers 
2.4.2 Funk-tionale Beschreibung 
\ Neue chunk-Grenzenl 
~ 
Der aktuelle Stand der Nonnalisierung einer Klausel ist durch 
L) die bereits abgearbeiteten und noch abzuarbeitenden Litera1e und 
ii.) die Datenstruktur cl-info 
im normalizer repdisentiert. Zu den abgearbeiteten Literalen zahlen wir Literale, die einem 
chunk angehoren, der bereits durch norm-chunk (bzw. norm-head-chunJc) nonnalisiert worden 
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ist. Innerhalb des aktuellen chunks mtissen wir etwas genauer differenzieren, da Literale 
beispielsweise nach verschieben einer chunk-Grenze mehrmals betrachtet werden konnen. 
Genaueres findet man hierzu unter den Hinweisen zur Implementierung der Funktion norm-
chunk und norm-head-chunk. 
Die Datenstruktur cl-info beinhaltet im wesentlichen Informationen tiber die statisch festgestell-
ten Bindungen der Variablen in einer Klausel. Der Aufbau von cl-info ist in Bild 2.10 wieder-
gegeben. 
cl-info 
cl-kind 
cl-variables 
simple-bindings 
complex-bindings 
Blld 2.10 Aufbau der Datenstruktur cl-info. 
Der Eintrag cI-kind zeigt an, ob es sich urn eine hn- oder ft-Klausel handelt. 1m Eintrag cl-
variables wird vermerkt, welche Variablen bis zum aktuellen Transformationszeitpunkt in der 
Klausel vorgekommen sind. Diese Information ist fUr den Test der Anwendbarkeit einer Regel 
aus 'DIP und zur Berechnung der is-Normalform wichtig. Der Eintrag simple-bindings und 
complex-bindings verwalten die Bindungen von Variablen an simple-terms (Variablen oder 
Konstanten) bzw. an complex-terms (zusammengesetzte Terme). Es handelt sich jeweils urn 
Listen der Form: ( (variable binding) ... ). Die simple-bindings kommen in den Regelsystemen 
aus NSET nicht vor, da dort mittels der Aktion aus DIPl, einfache Bindungen sofort propagiert 
werden. In der Implementation wird die Propagierung verzogert und erst dann vorgenommen, 
wenn ein Literal abgearbeitet wird, deswegen sind in simple-bindings die Bindungen gespei-
chert. Der Zugriff auf die Struktur und deren Komponenten erfolgt tiber Selektoren und 
Konstruktoren, die nachfolgend aufgefiihrt sind: 
Selektoren 
s-cl-info-kind: CL-INFO ~ CL-KIND 
s-cl-info-variables: CL-INFO ~ CL-VARIABLES 
s-simple-bindings: CL-INFO ~ SIMPLE-BINDINGS 
s-complex-bindings: CL-INFO ~ COMPLEX-BINDINGS 
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Die Sernantik der obigen Selektoren bedarf keiner weiteren ErkHirungen. Urn konkrete 
Bindungen von Variablen zu selektieren existiert der Selektor. 
s-binding: VARIABLE x BINDINGS -+ TERM 
Er selektiert fi.ir VARIABLE die Bindung aus der Bindungsumgebung BINDINGS. Existiert 
keine Bindung, wird die VARIABLE als Wert zuriickgegeben. Dies ist irn Einklang damit, daB 
eine ungebundene Variable sich selbst denotiert. 
Konstruktoren 
mk-cl-info: UrKINDx UrVARIABlB) xSIMPl.E-BINIJNG x ~-BINIlNGS 
-+ CL-INFO 
Auch bier ist die Sernantik des Konstruktors offensichtlich. 
Der Rest dieses Abschnitts beschreibt informell die Funktionalitat der wichtigsten Funktionen 
des normalizers. Es wird noch einmal daran erinnert, daB das kommentierte Listing im Anhang 
einen zentralen Bestandteil der Funktionsbeschreibung darstellt und zusammen mit den nach-
stehenden ErHiuterungen betrachtet werden solIte. 
normalize-database: DB -+ DB-NORM 
Die einzugebende Datenbasis DB wird in eine seman tisch aquivalente Datenbasis DB-NORM 
transformiert. In DB-NORM' sind ausschlieBlich Kem-Klauseln enthalten 
normalize-clause: CLAUSE x PROC-INFO -+ CLAUSE-NORM x PROC-INFO 
normalize-flat-clause: CLAUSE x PROC-INFO -+ CLAUSE-NORM x PROC-INFO 
Die einzugebende Klausel CLAUSE wird in eine sernantisch aquivalente Kem-Klausel 
CLAUSE-NORM transformiert. Das zweite Argument PROC-INFO wird nicht weiter beachtet. 
Es solI in zuktinftigen Erweiterungen des normalizers Informationen tiber die Prozedur, zu der 
die Klausel gehort, enthalten und innerhalb der Funktion aktualisiert werden. Die Funktion 
selektiert zuerst den Klausel-tag, den Klauselkopf sowie die Pramissen der Klausel. 
AnschlieBend werden die guards des Kopfchunks (minels col/ect-guards) zusammengefaBt und 
der Kopfchunk (mittels norm-head-chunk) normalisiert. Das Ergebnis von norm-head-chunk 
unterscheiden wir in drei STA TUS-Falle: 
1.) (STATUS = unknown) Das Regelsystem 'W(!P ist zur Anwendung gekommen. Die restl-
ichen Pramissen (PREM-REST) werden ignoriert und die Normalisierung der Klausel ist abge-
schlossen. 
2.) (STATUS = lisp-evaluate) Es wurde ein auswertbarer LISP-builtin (PEVkann angewendet 
werden) entdeckt Bei der Bestimmung der chunk-Grenze ist der LISP-Ausdruck noch als cal/-
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Literal erkannt worden, so daB qun die ehunk-Grenze, nachdem der Wert des Ausdrueks 
bereehnet wurde, neu ermittelt werden muB. Dies geschieht tiber einen rekursiven Aufruf von 
nonnalize-JIat-clause. In der neuen Eingabeldausel sind die bei der bisherigen Normalisierung 
eliminierten Literale nieht mehr vorhanden und der LISP-Ausdruck ist durch seinen Wert 
ersetzt. Die simple-bindings, die bisher festgestellt worden sind, werden zuvor tiber die neue 
Klausel propagiert. Dies ist wichtig, da Literale, die eine solche Bindung wegen der Regel 
D!P! erzeugten, womoglich eliminiert worden sind und eine erneute Abarbeitung der Klausel 
diese Bindung nicht mehr erkennen wiirde34• 
3.) (STATUS = ok) Die Bearbeitung des Kopfehunks ist abgeschlossen und hat als Ergebnis 
u. a. die aktuelle cl-info geliefert. Die weitere Verarbeitung wird mit diesen Informationen an 
die Funktion norm-premises tibergeben. 
norm-premises: CL-NEW x CL-REST x CL-INFO x PROC-INFO 
~ CL-NORM x PROC-INFO 
Der Autbau von norm-premises ist ahnlich dem von normalize-flat-clause, mit dem 
U nterschied, daB hier die body-chunks behandelt werden und die Kern-Klausel im Argument 
CL-NEW zusammengesetzt wird. Ais zentrale Funkrlon wird norm-chunk aufgerufen (anstatt 
norm-head-chunk wie oben). 1m Argument CL-INFO wird die Struktur cl-info nach jeder 
ehunk-Bearbeitung aktualisiert. 
norm-head-chunk: CL-KIND x CONCL x GUARDS PREM-REST 
~ STAruS x HEAD-CHUNK x CL-INFO 
Die Funktion verhaIt sich fast genauso wie norm-chunk (s.u), wobei das Kopfliteral (Argument 
CONCL) besonders behandelt wird, indem die simple-bindings auch in das Kopfliteral 
propagiert werden. 
norm-chunk: GUARDS x PREM-REST x CL-INFO 
~ STATUS x CHUNK x CL-INFO 
Die Funktion norm-chunk normalisiert den chunk, der durch die chunk-guards und dem call-
Literal, welches das erste Literale der Liste prem-rest ist, gegeben ist. Die guards werden mit-
teis der Funktion norm-guards abgearbeitet Existiert kein call-Literal, moB der letzte guard (das 
foot-Literal) gesondert behandelt werden, da norm-guards im allgemeinen die Reihenfolge der 
guards nicht beibehaIt. 1m obigen Fall denotiert der letzte guard den Wert der Klausel, er muB 
also in irgendeiner Form weiterhin die foot-Position behalten. Dies wird garantiert, indem an 
das Ergebnis von norm-guards noch die Funktion norm-foot nachgeschaltet wird. Der Wert 
von norm-chunk setzt sich also foigenderma8en zusammen: Signalisiert norm-guards, daB 
'll!Jt£p angewendet wurde, so wird dies im Rtickgabewert STA rus weitergereicht Der zuriick-
34Man beachte, daB die Propagierung der einfache Bindungen nicht sofort geschieht, sondern fUr jedes Literal 
verzOgert wird, bis es durch eine Regel aus NSET abgearoeitet wird. 
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zugebende chunJc und die cI-info bleiben unbestimmt. Handelt es sich beim call-Literal urn ein 
vollinstantiierten LISP-Ausdruck, so wird das tiber den Wert STATUS an den Aufrufer zu-
rUckgereicht und der LISP-Ausdruck mittels der aus RELFUN imponierten Funktion 
!isp-exec35 ausgewertet. Chunk ist so mit kein richtiger chunk, sondern nur eine Lisle von 
guards. Die cI-info wird in diesem Fall unverlindert tibergeben. 1m Normalfall (STATUS = 
ok) ist der chunk gemaB der Anweisungen 3 des Kontrollalgorithmus abgearbeitet und die 
cl-info aktualisiert. 
nonn-guards: GUARDS x V AR-BEFORE x BINDINGS-S x BINDINGS-C 
-+ NEW-GUARDS x BINDINGS-S x BINDINGS-C x VAR-AFfER 
Die Funktion norm-guards ist das "Arbeitspferd" des normalizers. In ihr sind beispielsweise 
beinahe alle Regelsysteme aus NSET codiert. Die Funktion hat eine Art Fixpunktsemantik, 
denn ihre Vorgehensweise arbeitet zuerst alle guards ab, erzeugt gegebenfalls aufgrund der 
komplexen Bindungsumgebung neue is-Literale36 und bearbeitet in diesem Fall die guards 
zusammen mit den erzeugten is-Literale emeut, solange bis keine neuen is-Literale mehr 
erzeugt werden. Die guards werden in drei Kategorien unterschieden. Zum einen 
GUARD-REST, das sind die in einer Iteration noch zu bearbeitenden Literale. 
NEW -GU ARDS sind bereits abgearbeitete guards, die auch bei einer erneuten Iteration nieht 
weiter beachtet werden brauchen. CONFLICT-GUARDS sind ebenfalls schon abgearbeitet, 
mtissen jedoch bei der nachsten Iteration wieder in die Liste der zu betrachtenen guards 
aufgenonunen werden. 
Fiir jede Iteration gilt anfangs die komplexe Bindungsumgebung BINDINGS-C, die beim 
Aufruf tibergeben wird. Innerhalb der Iteration werden neue komplexe Bindungen in 
NBINDINGS-C zwischengespeichert. Stoppt die Iteration, ergeben BINDINGS-C und 
NBINDINGS-C zusammen die neue Bindungsumgebung fiir den nachsten chunk. Andemfalls 
wird NBINDINGS-C vor jeder Iteration zur leeren Liste initialisiert. Die einfachen Bindungen 
werden in BINDINGS-S gesammelt und iiberdauern, anders als die neuen komplexen 
Bindungen , die Iteration. Eine neue Iteration beginnt immer dann, wenn GUARD-
REST = nil gilt und die Funktion collect-is-set1rom-new-bindings keine neuen is-Literale 
erzeugt 
Innerhalb der -Iteration werden die guards nacheinander mittels get-guardC/as klassifiziert. Die 
guard-Klasse bestimmt letztendlich, welche Regel anzuwenden ist. Entsprechend der Regel 
wird dann das resultierende Literal berechnet, die Bindungen aktualisiert, sowie die 
Vorkommen der neuen Variablen notiert. 
35 Es existieren noch gewisse Einschr!lnkwlgen bei den Argurnenten eines in RELFUN erlaubten LISP-Aufrufs, 
die innerhalb von lisp-~:%ec get.estet werden. Je nach Implementation kOnnen an diesel" SteUe also durchaus 
WamWlgen oder FehlermeldWlgen vom RPM-System generiert werden. 
36Hierdurch wird die bedingte Aktion 2 der Regel DIPI realisiert. 
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norm-foot: TERM x BINDING-C ~ TERM 
Handelt es sich urn eine ft-Klausel mit einem denotativen foot-Literal und ist der Term t schon 
vorher vorgekommen, so existiert eine Bindung _v ~ t in bindings-c. In diesem Fall wird das 
foot-Literal t durch _v ersetzt. Es wird also die Anwendbarkeit von CS'E Uberpriift. Dies kann 
nicht innerhalb der Funktion norm-guards geschehen, da dort die Reihenfolge der Literale i. a. 
nicht erhalten bleibt 
get-guardClas: GUARD x VARIABLES x BINDINGS-C -. GUARD x TAG 
Die Funktion get-guardClas klassifiziert einzelne guards in Bezug auf die bisher vorgekorn-
menen Varia bien und der aktuellen komplexen Bindung.s ngebung. In dem zu klassi-
fizierenden guard wurde bereits die einfachen Bindungen pre -:iert. Handelt es sich urn ein 
is-Literal wird gemaB Abschnitt 2.1 als RUckgabewert die :)· ·\ormalform Ubergeben. Die 
guard-Klasse wird durch ein tag angegeben. Es wird folgendermaBen unterschieden: 
unknown Falls guard = unknown gilt oder es sich urn ein is-Literal handelt, das zwei 
unterschiedliche Konstanten miteinander vergleicht. 
deno-prem Falls es sich urn ein denotatives Literal oder urn ein is-Literal mit zwei bis auf 
den passivierenden inst-Operator syntaktisch gleichen Seiten handelt37. 1m zweiten Fall 
wird der rhs-Term des is-Literals zuriickgegeben. 
new-simple Dieser und die folgenden tags beschreiben denotative is-Literale. Der tag 
new-simple beschreibt is-Literale dessen linke Seite eine Variable ist, die zum erstenmal 
in der Abarbeitung vorkornmt und dessen reehte Seite eine Variable oder Konstante ist. 
Man beachte, daB der guard zuvor auf is-Nonnalform gebracht wird. Beispielsweise wird 
der guard (is a _v), wobei _v nicht in VARIABLES vorkommt, zu new-simple 
klassifiziert und als neuer guard wird (is _va) zuruckgegeben. Wegen diesen 
Uberlegungen ist auch versUtndlich, daB z. B. der tag simple-new (oder complex-new 
usw.) nicht existiert. 
new-complex Dieser tag beschreibt is-Literale mit einer neuen Variablen auf der linken und 
einem komplexen Term auf der rechten Seite. 
unbound-simple Entsprechend wie new-simple, nur daB die Variable nicht zum 
erstenmaI yorkommt 
unbound-complex Entsprechend wie new-complex, nur daB die Variable nicht zum 
erstenmal vorkommt. 
complex-complex Beide Seiten des is-Literals sind entweder komplexe Terme oder 
Variablen, die auf einer linken Seite der Bindungen aus bindings-c vorkommen. 
collect-guards: PREMISES ~ GUARDS x PREMISES 
Aus der Liste PREMISES werden von links nach rechts solange Literale in GUARDS gesam-
37Zum Beispiel: (is (f _x) '(f _x» 
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melt, bis ein call-Literal erreicht wird. Das call-Literal bedeutet die chunk-Grenze und wird als 
erstes Element zusammen mit den restlichen Pramissen als zweiten Wert zuriickgegeben. Die 
aufgesammelten guards werden als Liste in GUARDS iibergeben. 
rewrite: TERM x BINDINGS -+ TERM 
AIle Vorkommen von linken Seiten aus bindings im Tenn werden durch die entsprechenden 
rechten Seiten ersetzt. Der so entstandene Tenn wird als Wert zuriiekgegeben. 
rhs-rewrite: LHS x RHS x BINDINGS -+ BINDINGS 
Falls eine Regel LHS -+ t in BINDINGS existiert, so wird t durch RHS ersetzt und die so 
entstandene Bindungsumgebung als Wert zuriiekgegeben. 
rewrite-with-isset: TERM x IS-SET -+ TERM 
Die Menge der is-Literale in IS-SET wird als Bindungen interpretiert und entsprechend der 
Funktion rewrite auf einen Tenn angewandt 
2.4.3 Debug-Hilfe 
Bei der Implementierung des nonnalizer wurde gleiehzeitig ein ldeines Tool zur Unterstiitzung 
der Fehlersuehe entwiekelt. 1m wesentliehen ist dies ein eigener kleiner tracer und ein error-
handler. Die Funktioneo sind noch im Programmtext des nonnalizers eingebunden, jedoch 
defaultmaBig inaktiv (*traeer-Ievel* und *error-Ievel* sind auf "0" gesetzt). Das Tool kann tiber 
folgenden Funktionen genutzt werden: 
set-trac: LEVEL -+ LEVEL 
Setzt die globale Variable *trace-Ievel* auf einen neuen Level. 
set-err: LEVEL -+ LEVEL 
Setzt die globale Variable * error-level * auf einen neuen Level. 
trace-in-handler: F-NAME x ARGS x ENVIRONMENT x &LEVEL -+ NIL 
Tracen eines Funktionsaufrufs. Die Argumente sind der Funktionsname, die Funktions-
argumente und die Umgebung der Funktion. Der Level kann noch extra angegeben werden, 
wenn bei diesem Aufruf nieht der globale Level *tracer-Ievel* beachtet werden solI. 
Bei einem LEVEL S 0 oder LEVEL> 2 gibt die Funktion nur den LEVEL zuriiek (Kein 
sinnvoller Level.) Ansonsten erfolgt eine Meldung dariiber, daB die Funktion F-NAME obser-
viert wird und fUr LEVEL = 2 wird weiterhin die documentation38 angezeigt und ansonsten 
genauso wie fUr LEVEL = 1 die Argumente und das environment ausgegeben. 
38Mittels der Common-LISP-Funktion (documentation func-1IfJIM 'function) 
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trace-out-handler: F-NAME x VALUE &LEVEL ~ VALUE 
Bei einem LEVEL S ° oder LEVEL> 2 gibt die Funktion sofort VALUE zuriiek (Kein sinn-
voller Level.) Ansonsten erfolgt eine Meldung dariiber, daB die Funktion F-NAME tenniniert 
und der Wert VALUE wird angezeigt und als Wert von trace-out-handler zuriiekgegeben. 
error-handler:ERR-NO x ERROR-ARGS ~ t 
Es werden 5 versehiedene Levels (*error-Ievel* = 0, ... ,3) unterschieden. Zusatzlieh existiert 
noch die globale Variable *error-stream*, des sen erstes Element den Prozedumamen und die 
Klausel enthaIt, die aktuell normalisiert werden. Die Fehlemummer ERR-NO bestimmt den 
Fehlertext, der im Anhang (-> Listing) naehgelesen werden kann. Gilt *error-Ievel* = 0, so 
wird keine Meldung ausgegeben. Eine Meldung auf das aktuelle Textfenster wird beim *error-
level* = 1(2) ausgegeben, wobei beim *error-Ievel* = 2 die Normalisierung unterbrochen 
wird. Gilt *error-Ievel* = 4, so erfolgt die Meldung nieht auf das Textfenster, sondem wird 
in die globale Variable *error-stream* vennerkt und kann naeh der Nonnalisierung betraehtet 
werden. 
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3 Globale Datenflu8analyse von RELFUN 
Eine RELFUN-Prozedur pIn ist durch ihre m > 0 Klauseln (Cti (Pi tit ... tin) . .. ), 1~~, de-
finiert. Zu den Annehmlichkeiten der deklarativen Programmiersprachen gehort, daB der 
Programmierer keinerlei Spezifikation der Prozeduren geben braucht. Der Abarbeitungsmecha-
nismus muB dementsprechend allgemein gehalten werden. Ublicherweise verlangen die 
Prozeduren aber gar nieht diese Allgemeinheit, sondem besitzen vielmehr typische Aufruf-
muster wahrend des Programmablaufs. Sinn und Zweck einer (informienen) Compilation soUte 
es sein, diese speziellen Muster zu beachten und effizientere Instruktionen als in dem 
(uninfonnierten) allgemeinen Fall zu generieren. Typische imperative Programmiersprachen 
wie etwa MODULA. 2, PASCAL, FORTRAN, C, ... untersttitzen die (infonnierte) Compilation 
mit einem mehr oder weniger strengen Typkonzept Bei der Definition einer Prozedur moB man 
angeben, welchem Typ die Argumente der Prozedur angehoren. Oft existieren Standard-Typen 
wie beispielsweise integer, real, char usw. oder yom Benutzer definierte Typen wie etwa die 
Record-Typen in PASCAL. Die Typvereinbarungen mUssen konsistent sein, was innerhalb der 
Compilierungsphase nachgeprilft wird. Eine Typverletzung wird vom Compiler an den 
Programmierer zurilckgemeldet, und es wird kein ausfiihrbarer Progranuncode erzeugt. FUr die 
Programmausfilhrungsphase bedeutet das eine gewisse Garantie, daB aIle Prozeduren mit typ-
gerechten Argumenten aufgerufen werden. Je strenger das Typkonzept in der Sprache realisiert 
ist, desto mehr kann man dieser Garantie vertrauen. MODULA 2 ist zum Beispiel eine 
Programmiersprache mit einem sehr ausgepragten Typkonzept, wahrend es in C bekannter-
weise sehr lose realisien ist 
In RELFUN werden den Argumenten einer Prozedur keine Typen zugeordnet, da hier kein 
Typkonzept verwendet wird. Dennoch soll d.ieser Abschnitt aufzeigen, wie typahnliche, im 
Programm implizit vorhandene Information Uber d.ie Argumente tij automatisch aus dem 
Source-Code extrahiert werden konnen. Konkret wird das Ein- und Ausgabeverhalten der 
Argumente untersucht, welches wir als modes der Prozedur bezeichnen. Die modes 
beschreiben, wie d.ie Argumente der Prozedur bei einem Aufruf instantiiert sind und unter-
scheiden im wesentlichen, ob es sich urn Grundterme oder freie Variablen handelt. Kann man 
keine genauen Angaben machen, wird d.iese Unwissenheit als ein eigenstaodiger mode aus-
gedri.ickt. Die modes werden mit C, fund d bezeichnet, wobei c (closed) fUr Grundterme, f 
(free) ffir freie Variablen und d (don't know) ffir "keine genaue Angabe machbar" stehen. In 
dieser Arbeit wird der mode c weiter durch t (true) verfeinert, wei! d.ie Konstante true in 
RELFUN einen besonderen Stellenwert als impliziter RUckgabewen einer hn-Klausel besitzt. 
Den mode <c, c, f> flir eine Prozedur p/3 kann man dann so interpretieren, daB die Prozedur 
p/3 zwei Input-Argumente an den beiden ersten Argumentstellen hat, d. h. hier stehen immer 
Grundterme (mode = c) und es konnen somit keine Wene durch Instantiierung von Variablen 
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zurtickgegeben werden. Das dritte Argument hingegen ist ein Output-Argument, d. h. es ist 
immer ungebunden (mode = j) und wird iiblicherweise dazu verwendet, Werte dUTCh Bindung 
zuriickzuliefem. Die bekannte relationale Definition der Prozedur append/3 hat gerade das oben 
beschriebene Muster <c, c,p, falls append/3 nur wie eine Funktion verwendet wird, die zwei 
gegebene Listen konkateniert. Ein wei teres denkbares Aufrufmuster fUr append/3 ware etwa 
</, c, C>, was so interpretiert werden kann, daB append/3 im Programm nur dazu verwendet 
wird, eine Liste 11 zu finden, die mit vorgegebener Liste 12 konkateniert die ebenfalls 
vorgegebene Liste 13 ergibt 
Der Inhalt dieser Arbeit solI zeigen, wie die modes von Prozeduren durch eine Daten-
fluBanalyse (oder auch mode-Analyse) automatisch berechnet werden. Hierbei kann man aber 
nicht erwarten, daB stets der strengste mode einer Prozedur gefunden wird. Die Begriindung ist 
recht einfach und wird anhand des Halteproblems gegeben, das als unentscheidbar bekannt ist. 
Betrachten wir dazu folgendes Programmfragment: 
Goal: 
Source: 
LISP-artige Syntax: 
(q 1) (p _v) (q _w) 
(hn (q _t» 
(hn (p _u) ... ) 
PROLOO-arUge Syntax: 
?- q(1), p(V), q(W). 
q(T). 
p(U) :- .. , . 
Die Prozedur q/l wird innerhalb der Goal-Konjunktion nur dann mit einem nonground-Term 
aufgerufen (nlimlich im 3. Konjunkt), falls die Abarbeitung von (p _v) erfolgreich terminiert 
Man kann aber das Halteproblem flir eine Turing-Maschine in die Frage nach einer 
erfolgreichen Tennination des Prozeduraufrufs p/l codieren [Man8?]. Letztendlich ist also 
nieht entseheidbar, ob die Prozedur q/l den mode <c> oder <d> besitzt. Wir spree hen 
deswegen auch von einer "konservativen" Bestimmung der modes und meinen damit, daB die 
modes zwar nicht streng (scharf) berechnet werden, aber der Korrektheitsanforderung ge-
niigen, daB, wenn eine Klausel mit einer gewissen Instantiierung der Argumente aufgerufen 
wird, ist dies ~uch vertraglich (kompatibel) mit den berechneten modes der Prozedur ist. 1m 
obigen Beispiel miiBten wir uns etwa mit dem unbestimmten mode <d> fUr q/l zufrieden 
geben. 
Der Rest von Abschnitt 3 gliedert sich in 3 Teile. Abschnitt 3.1 zeigt anhand von 
Anwendungen einige Einsatzmoglichkeiten der modes. In Abschnitt 3.2 wird die 
DatenfluBanalyse formal als abstrakte Interpretation eines RELFUN-Programms beschrieben 
und in Abschnitt 3.3 findet man einen Implementierungsvorschlag fUr einen mode-Interpreter 
sowie Hinweise zur LISP-Implementierung. 
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3.1 Anwendungen der mode-Informationen 
Die Anwendungen der mode-Infonnationen liegen nach [Som86] hauptsachlich in 
(a) Venneidung von Programmierfehlern, 
(b) Dokumentation von Programmen, 
(c) Kontrolle der Programmausfiihrung, 
(d) Steigern der Programmeffizienz. 
Die Punkte (a) und (c) werden in Abschnitt 3.1.2 unterdem Stichwon Vorverarbeitung aufge-
grlffen. Die Determinismus-Analyse in Abschnitt 3.1.1 und die Einbindung der modes in ein 
Indexierungskonzept auf RFM-Ebene in Abschnitt 3.1.3 kann man den Punkten (c) und (d) 
zuordnen. Zu Punkt (b) wollen wir nur vermerken, daB die modes sicherlich eine groBe 
Verstllndnisbilfe fUr einen Programmierer bedeuten, daer dadurch ein Gefiihl daffir bekommt, 
wie die Pr!dikate im Programm verwendet werden und er so leichter deren Bedeutung er-
schlieBen kann. 
3.1.1 Modes und Determinismus-Analyse 
1m allgemeinen ist es unentscheidbar, ob die Berechnungsfolge ffir ein Pradikat termini en 
(s. 0.). In einigen F!llen kann man jedoch hinreichende (aber oft nicht notwendige) Kriterien 
ffir die Termination angeben. Ffir PROLOO-Pradikate39 wurde beispielsweise in [MeI8S] fest-
gestellt: 
Ein Pradikat P ist deterministisch, falls 
(1) jede Klausel, bis auf hOchstens der letzten, den cut-Operator als Konjunkt 
enthaIt 
(2) Jedes Prlidikat, welches nicht vor einem cut-Operator in den obigen Klauseln 
vorkommt, seIber deterministisch ist 
Es handelt sich auch bier urn schwache (konservative) Bedingungen undjedes Pradikat, das (1) 
und (2) erfUllt, ist sicherlich deterministisch. Es gibt jedoch (nachweisbar) deterministische 
Pr!dikate, die diese Bedingungen nicht erfUllen. Betrachten wir aber zuerst folgendes 
PROLOO-Beispiel, das als "PROLOG-Klassiker" naive-reverse bekannt ist (hier etwas un-
Ublich geschrieben). 
39Die Ergebnisse sind ohne weiteres direkt auf RELFl.JN ilbertragbar. 
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nrev([XIYl, Z) :- !, nrev(y, ZI), append(ZI, [X], Z). 
nrev([],[]). 
append([XIYl, Z, [XIYI]) :- !, append(Y, Z, VI). 
append([], X, X). 
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Folgen wit den Ausfiihrungen aus [MeI85] und drUeken mit dem Wahrheitswett von <p> aus, 
ob das Pradikat als detenninistisch naehweisbar ist «p> = TRUE) oder nieht «p> = FALSE), 
dann konnen wit fUr das Beispiel naive reverse ein Gleichungssystem angeben, welches die 
obigen Bedingungen (1) und (2) modelliett. 
<nrev> = <nrev> and <append> 
<append> = <append> 
Der Operator "and" ist als die logische Konjunktion tiber den Wahrheitswerten {FALSE, 
TRUE} von <p> zu interpretieren. Die Determinismus-Analyse kann nun auf die LOsung des 
Gleichungssystems reduziett werden. Es konnen aber mehrere LOsungen existieren und nicht 
alle erftillen unsere Erwartungen. Zum Beispiel findet man immer die triviale LOsung, daB fUr 
aile Pi aus dem Gleiehungssystem <Pi> = FALSE gilt. Deswegen formulieren wit die Aufgabe 
so urn, daB wit nach der minimalen LOsung suchen. Hierzu betrachten wit folgenden (trivialen) 
Verband: 
FALSE 
I 
TRUE 
Eine minimale LOsung bekommt man nun dadurch, daB man Wette tiber das Gleichungssystem 
propagiett und diesen Vorgang iteriett. Zuerst werden alle <Pi> := TRUE gesetzt (man nimmt 
an, daB aile Priidikate detenninistisch sind!). 1m weiteren setzt man die Wette in den rechten 
Seiten der Gleichungen ein und berechnet so die neuen Wette <Pi>. Mit den berechneten 
Wetten wird dann eine emeute Iteration gestartel Witd ein Fixpunkt erreicht (keine Anderung 
der Wette nach einer Iteration) stoppt die Iteration und eine minimale LOsung ist gefunden. Die 
Termination der Iteration wird durch den endlichen Wettebereich und die Monotonie des 
and-Operators garantiert. 1m naive reverse Beispiel ist der Fixpunkt schon nach der ersten 
Iteration erreicht, und man kann fUr beide Pradikate notieren, daB sie deterministisch sind. 
Das nachste Beispiel zeigt, wie man modes benutzen kann, urn die Determinismus-Analyse zu 
verfeinem. 
human(X) :- mother(X, Mother), hurnan(Mother). 
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animal(X) :- hurnan(X). 
mother(fred. jane). 
mother(abel, eve). 
Es ergeben sich folgende Gleichungen: 
<human> = <mother> and <human> 
<animal> = <human> 
<mother> = FALSE 
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Die Gleiehung <mother> = FALSE ist entstanden. wei! das Priidikat mother/! nieht der Be-
dingung (1) gentigt. Startet man die Iteration mit 
<human> = TRUE 
<animal> = TRUE 
<mother> = TRUE 
ergeben sieh die Werte in den Iterationen wie folgt: 
<human> = TRUE 
<animal> = TRUE 
<mother> = FALSE 
<human> = FALSE 
<animal> = TRUE 
<mother> = FALSE 
<human> = FALSE 
<animal> = FALSE 
<mother> = FALSE 
Letztendlieh konnte keines der Priidikate als deterministiseh naehgewiesen werden. Das 
Pradikat human/1 ist aber seiner nonnalen Intention naeh nur mit einem grundinstantiienen 
Wen, der einen konkreten Menschen reprasentiert, sinnvoll aufzurufen. Nehmen wir also an, 
fUr humanl1 ist der mode <c> ftir das Eingabeargument bekannt. Dann kann man schlie Ben, 
daB aueh das Priidikat mother12 immer mit einem Grundtenn in der ersten Argumentstelle 
aufgerufen wird. (In unserer Annahme hat es folglieh den mode <c,!». Weiter halten wir fest, 
daB in den Klauseln von mother/2 an der ersten Argumentstelle versehiedene Grundtenne 
stehen (namlieh fred und abel ->clash). Ein Aufruf von mother12 kann also nieht mehr als eine 
LOsung liefem. Erweitert man die Bedingung (1) fiir unseren Test auf Determinismus eines 
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Pradikats um diese Uberlegung, wiirde man mother12 als deterministisch erkennen und das 
gleiche auch fUr die Ptiidikate human/l und animal/I feststellen. 
Mit der Information tiber das deterministische Verhalten der Pradikate kann ein Compiler-
System gesteuert werden, so daB der Compiler Instruktionen erzeugt, die verhindem, daB zur 
Laufzeit unnotige LOsungsversuche untemommen (d. h. Choicepoints aufgebaut) werden. 1m 
Sinne von Complab betrachtet man die Infonnation auf hoherer Ebene. So ist es beispielsweise 
denkbar, die Information innerhalb der "Klassifizierten Klauseln" (siehe Abschnitt 1.1) explizit 
zu machen. Eine weitere Moglichkeit ware, daB eine horizontale Compilations-Komponente 
(ahnlich dem normalizer) an den entsprechenden Stellen sogenannte green-cuts40einfiigt. Das 
obige Beispiel wUrde in diesem Fall folgendenna8en aussehen41: 
human(X) :- mother(X, Mother), human(Mother). 
anima1(X) :- human(X). 
mother(fred,jane) :- !. 
mother( abel, eve). 
3.1.2 Modes und Vorverarbeitung/Fehlererkennung 
Dieser Abschnitt skizziert, wie mode-Informationen statische Vorverarbeitung unterstiitzen 
sowie Hilfestellungen beim Erkennen von trivialen Programmierfehlem geben. Mit der im vor-
herigen Abschnitt untersuchten Detenninismus-Analyse und der damit verbundenen 
Generierung von green-cuts, haben wir schon ein Beispiel fiir die mode-unterstiitzte 
Vorverarbeitung kennengelemt 
1m weiteren konzentrieren wir unsere Aufmerksamkeit auf die builtins in logischen 
Programmiersprachen. Von PROLOG kennen wir u. a. die builtins var/1 und is/2. Man kann 
ffir sie festhalten, daB sie entweder Aussagen tiber die Instantiierung ihrer Argumente treffen 
oder Anforderungen an ihre Argumente stellen, damit sie ordnungsgemaB arbeiten und nicht 
etwa einen Systemfehler verursachen. Beispielsweise wird mit var(X) getestet, ob X eine freie 
Variable ist, und der Ausdruck X is Y + Z ftihrt in PROLOO zu einem Systemfehler, wenn die 
40 Ein green-cUI ist ein normalez cut-Operator, der die Semantik des Programms nicht an~ sondem nur un-
nOtige Beweisversuche verhindert. Oblicherweise spricht man beim cut-Operator zusatzlich von einem red-cUI, 
welcher ein wichtiger Bestandteil del' Programmkonttolle ist und <lessen Fehlen ein anderes Programmverhalten 
nach sich ziehL Ein Beispiel far einen red-cut ist der in der ublichen Fakultatsdefinition von PROLOG 
vezwendete CUl.()peratm'. 
41 Natarlich ist bier die EinfUhrung des green-cuts nur dann kooe~ wenn human/I nichl "unnonnal" mil einer 
freien Variablen aufgerufen wird. 
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Variablen Y und Z zur Laufzeit nicht an eine Zahl gebunden sind. Ahnliche Anforderungen 
stellt RELFUN an einen LISP-Durchgriff, der immer gtundinstantiiert sein muB. 
Setzen wir nun die Kenntnis der modes voraus (entweder durch mode-Analyse oder 
Benutzerdeklaration), kann man in den FaIlen, fUr welche die Variable X den mode coder f 
besitzt, das builtin var(X) bereits statisch auswerten und das Scheitem (mode = c) bzw. den 
Erfolg (mode = f) von var(X) notieren. Auf fast dieselbe An und Weise konnen 
Inkonsistenzen beim Aufruf von is/2 in PROLOG bzw. den LISP-Durchgriffen in RELFUN 
erkannt werden, falls eines der Argumente den mode f hat. 
3.1.3 Modes und Indexierung in der RFM (W AM) 
RELFUN-Klauseln werden im RFM-System (siehe Abschnitt 1.1 Bild 1.3) nach RFM-
Instruktionen compiliert. Neben den Instruktionen, die die Klauseln reprasentieren, gibt es 
unter anderem auch switch-Instruktionen wie etwa switch_on_term, switch_on_constant und 
switch_on_structure, die es gestatten, prozedurweise optimierten RFM-Code mittels 
Indexierung zu generieren. Die Indexierung erfolgt haufig ausschlieBlich nach dem ersten 
Argument. Die Idee des Indexierens wird kurz an den 3 Klauseln 
(hn (foo a 10» 
(hn (foo b 10» 
(hn (foo c 20» 
vorgestellt Eine Indexierung fiber das erste Argument bedeutet hier, daB eine Tabelle der Form 
«a labell) (b label2) (c label3» angelegt wird. ~rfolgt ein Aufruf von foo/2 mit einer 
Konstante im ersten Argument wird zum entsprechenden Label der Tabelle verzweigt. 1m 
Code-Bereich der RFM stehen, an der durch den Label reprlisentierten Adresse beginnend, die 
RFM-Instruktionen der jeweiligen Klausel (oder gegebenenfalls Klauseln). 1st die Konstante in 
der Tabelle nicht vorhanden, wird ein failure ausgelost. Die Indexierung fiber das erste 
Argument sc~eint zumindest im Beispiel eine gute Wahl42 zu sein, da foon. fiber das erste 
Argument am swksten differenziert ist. Wird allerdings durch eine mode-Analyse der mode 
<.f, c> fUr foo/2 festgestellt, muB ein intelligenter Compiler erkennen, daB ein Aufruf von 
foo/2 an der ersten Argumentposition immer eine ungebundene Variable und an zweiter 
Argumentposition immer einen Grundterm besitzt. Es bringt demnach fiberhaupt keinen Sinn, 
42Es ist auch eine relativ gute Heuristik, immer das erste Argument zum Indexieren zu wahlen, weil beispiels-
weise in PROLOG blufig abet das erste Argument "case-artig" die verschiedenen Fallunterscheidungen eines 
Pradikatanfruf's abgehandelt werden. 
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tiber das erste Argument zu indexieren, vielmehr soUte der Compiler nun das zweite Argument 
fUr die Indexierung wahlen. 
Diese Art Ein flexibler Indexierungsansatz dieser Art wird in [Sin91] untersueht Hierbei wurde 
zum einen ein Konzept vorgesehlagen, das die mode-Informationen fUr eine horizontale 
Vorverarbeitung nutzt und dabei im wesentliehen die Argumente einer Prozedur pennutiert, so 
daB das fUr die Indexierung vielversprechendste Argument an die erste Position rtiekt. Hier-
dureh wird erreieht, daB alle Arbeit auf einer hohen Ebene erledigt wird. was genau der Philo-
sophie yom Complab (siehe Absehnitt 1) entsprieht. Die niedrigeren RFM-Ebenen wUrden 
hiervon nieht bertihrt werden und es waren somit aueh keine neuen Instruktionen notig. Bei 
unserem Beispiel, mit bekanntem mode <f, c> fUr foo(2, salle das Ergebnis der horizontalen 
Compilation folgendennaBen aus: 
(ft (foo _u _v) (foo' _v _u» 
(hn (foo' 10 a » 
(hn (foo' 10 b» 
(hn (foo' 20 e» 
Das Pradikat foo(2 besteht jetzt nur noch aus einer einzigen Klausel, die das in den Argumenten 
pennutierte Pradikat foo'(2 aufruft. Der mode fUr foo'(2 ist <c, />. 
Der zweite Ansatz, der in [Sin91] diskutiert wird, setzt auf die RFM-Instruktions-Ebene auf. 
Die oben erwahnten switch-Instruktionen beziehen sieh implizit auf das X-Register mit der 
Nummer 1( 1. Argument). Eine Verallgemeinerung der switch-Instruktionen, die den Zugriff 
auf beliebige X-Register erlaubt, gestattet es, aufgrund der mode-Infonnationen beispielsweise 
das zweite X-Register als Indexierungsregister zu wahlen. Hierflir wird die neue RFM-
Instruktion set_index _ nwnber vorgesehlagen. Der Vorteil dieser Vorgehensweise liegt in der 
flexiblen Auswahl der Argumentpositionen nach deren indexiert werden soU. Verschiedene 
Prozeduren konnen so aueh nach unterschiedliehen Argumenten indexiert werden. Es ist sogar 
moglieh, innerhalb einer Prozedur Partitionierungen zu finden und in den Partitionen naeh 
jeweils dem geeignetsten Argument zu indexieren. Ein Naehteil dieser Variante ist die 
(portierungsabtragliche) Anderung bzw. Neueinfiihrung von RFM-Instruktionen. 
3.2 Abstrakte Interpretation von RELFUN 
Betraehten wir nun die Generierung von mode-Informationen, die tiber eine abstrakte 
Interpretation eines RELFUN-Programms geschieht. Der fonnale Aufbau und die Definitionen 
sind stark an die Arbeit von Debray [Deb88] angelehnt. Die funktionalen Aspekte von 
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RELFUN machten an einigen Stellen Erweiterungen ootig, da sich obige Albeit nur auf die rein 
relationaIe Sprache PROLOO bezieht 
Urn die modes von einem RELFUN-Programm zu berechnen, simulieren wir die Ausftihrung 
des Programms. Stan mit konkreten Tennen zu rechnen, betrachten wir eine endliche Anzahl 
von Termk:lassen, die die in einer Programmausftihrung vorkommenden moglichen 
Instantiierungen der Terme beschreiben. Dadurch wird die ursprtinglich unendliche 
Programmdomane der syntaktischen korrekten Terme auf die endliche Domane ~ von 
Tennklassen reduziert. Wir definieren ~ wie folgt: 
Def 3.1 
~ ::= {c, d, e,/, t} ist eine Menge von Termklassen, wobei jede Klasse eine (i. a. 
nicht endliche) Menge von Termen darsteHt Es gilt: 
e (empty) 
t (true) 
c (closed) 
/ (free) 
beschreibt die Ieere Menge. e = {} 
beschreibt den Term true. t = { true }. 
beschreibt die Menge der grundinstantiierten Terme. Dies sind 
Konstanten sowie alle Terme, deren Argumente in c liegen. 
c = ( tit ist eine Grundtenn) 
beschreibt die Menge der freien Variablen. 
f = ( tit ist eine freie Variable oder t ist an einen Term t' 
gebunden mit t' E f) 
d (don't know) beschreibt alle Terme. d = (t It ist ein Term) 
Wir benutzen die Sprechweise, daB ein Term t durch die Klasse 0 E & 
approximiert wird, falls t E 043 gilt. 
Die modes beschreiben nicht einen konkreten Term, sondem aile moglichen Instantiierungen 
relativ zu einem Programm. FaSt man diese Instantiierungen zu einer Menge zusammen, steHt 
sich die Frage, ob man fUr aile Terme eine gemeinsame und moglichst gut approximierende 
Tennklasse angeben kann. Ais ein Ma6 dafiir, wie gut oder schlecht eine Approximation ist, 
benutzen wir die Inklusionsbeziehung _ zwischen den Tennklassen. Die Intention ist klar: je 
kleiner die Tennklasse, desto schaner ist die Approximation, und foiglich die gewonnene 
Information gehaltvoUer. Betrachtet man & bezUglich der Inklusion !8, ergibt sich ein voll-
43Naeh der Definition der Tennk1assen 0 e ~ ist die Sehreibweise "t e 0" nieht ganz sauber, aber es ist kIar, 
was damit gemeinl isL 
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sUindiger Verband. Die Termklasse e ist nieht von praktischer Interesse, sondem wird nur 
dafdr gebraucht, daB in (A, 5;) ein kleinstes Element existiert. 
d 
f c 
e 
BUd 3.1 Der Verbmd (t1. Iii ) 
Eine Menge T von Termen konnen wir nun durch die Instantiierung i(T) der Menge T 
beschreiben: 
Der Operator ''fl'' bezeiehnet die Sehnittbildung44 im Verband (~, !ii). Beispielsweise gilt fUr 
T = {a, true, '(f alpha)}, daB i(T) = c und fUr T = {a, true , '(f _x)} gilt i(T) = d. Bezeichnen 
wir eine Variable v, die in einem Programm vorkommt, als Programmvariable, so kann v 
wahrend der Laufzeit mit einer Menge von Termen instantiiert werden. Die Menge wird als 
Instantiierungsstatus i-state(v) der Programmvariablen v bezeiehnet und ist in Def 3.2 definiert. 
Die in der Definition aufgefiihrte O'-Aktivierung (eine Abbildung V -> V der 
Programmvariablen V) einer Klausel C wird dem Umstand gereeht, daB bei einem 
Resolutionsschritt in der RELFUN-Abarbeitung die Variablen der Klauseln umbenannt 
werden, damit sie in den Klauseln eindeutig sind. Diese Umbenennung bezeiehnen wir als G-
Aktivierung der Klausel. 
44Hier verwendet zum Finden des kleinsten Elements. 
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Def. 3.2 Instantiierungsstatus 
Sei V die Menge der Programmvariablen in einer Klausel C. Der 
Instantiierungsstatus; in einem Punkt der Klausel ist eine Abbildung 
;: V ->~, 
so daB fUr jedes v e V und jede a-Aktivierung von C wahrend der Abarbeitung 
gilt: 
a(v) =>45t, dann gilt t e ;(v) 
Die natiirliche Erweiterung ;': Tenn -> ~ des i-state; auf einen beliebigen Tenn t wird im 
weiteren ebenfalls mit ; bezeichnet, wenn aus dem Zusammenhang eindeutig hervorgeht, daB 
die Erweiterung von; gemeint ist. Am Anfang der Abarbeitung einer Klausel C gilt immer der 
initiale Instantiierungsstatus ;init. Er ist durch ;init(V) = f flir aIle Variablen v in der 
a-Aktivierung von C definiert. Eine Sequenz <l:it, ... , lln> von i-states wird als 
Instantiierungspattern (i-pattern) bezeichnet. Es dient dazu, Instantiierungen von 
Prozeduraufrufen (goals) zu beschreiben. Ausgezeichnete Instantiierungspattern sind die 
Klauselaufrufpattem eaIlp und die Klauselerfolgpattem sucep. FUr eine n-stellige Prozedur pIn 
haben die zugehorigen Aufrufpattern eallp eine Lange von n; das korrespondierende 
Erfolgspattern succp hat eine Lange von n+ 1. Der zusatzliche i-state im Erfolgspattem 
beschreibt den vom Prozeduraufruf zuriickgegebenen Wen. 
Wir haben schon das typische Aufrufpattem <e, e,f> von append/3 besprochen. Dies ent-
spricht der Konkatenationsverwendung einer relationalen append-Definition in RELFUN; das 
Erfolgspattern hat dann die Gestalt <e, e, e, t>. Definien man append funktional, wie etwa in 
Bild 3.2 gezeigt, so ergibt sich das entsprechenden Aufrufpattern zu Ie = <e, e> und das 
Erfolgspattem zu Is = <c, e, e>. 
(ft (append-f (tup) _12) _12) 
(ft (append-f (tup _h I_t) _12) (tup _h 1 (append-f _t _12») 
BUd 3.2 Funktionale Defmition der Listenkonkatenation in RELFUN 
Bei der Simu!~tion einer Abarbeitung, die wir im weiteren abstrakte Interpretation (tiber der 
Domane ~) nennen wollen, geht es darum, innerhalb der Klausel aufgrund des aktuellen 
i-states das Aufrufpattern des nachsten goals zu bestimmen, daraus das entsprechende 
Erfolgspattem zu berechnen und den i-state daraufbin zu aktualisieren. 
FUr die abstrakte Interpretation brauchen wir ein Gegenstiick zur Uniftkation in RELFUN, 
welches auf Elemente aus ~ also auf Mengen von Termen angewandt wird. Die gewiinschte 
abstrakte Uniftkation Hefert Definition 3.3: 
45"~"beschreibt eine mOgliche Instantiienmg der Variablen ZUI' ProgrammausfUhrung. 
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Det 3.3 AbstraJcte Unifikation (von Temunengen) 
Sind Tl und T2 zwei Mengen von Tennen, so ist s_unify(TI. T2) durch die 
kleinste Menge T gegeben. fUr die gilt, daB fUr jedes Paar tl E Tl und t2 E T2 mit 
G = mgu(tl. t2) folgt, daB ~(tl) E T gilt. 
1m Wesen der herkommlichen Uniflkation liegt, daB wenn t durch die Uniflkation zweier 
Tenne tl und t2 entsteht, der Tenn t eine Instanz von beiden Termen t1 und t2 ist Die Varia bIen 
in t sind SOlnit hOchstens mehr gebunden als die Variablen in tl und t2. Diese Eigenschaft muB 
sich auch in der abstrakten Uniftkation widerspiegeln, so daB beispielsweise flir 61 = fund 
02 = c folgt: s_unify(6t.62) = c. Das ist sicherlich einleuchtend, denn 62 beschreibt alle 
Grundtenne und 61 alle freien Variablen und durch die Uniflkation von zwei Tennen der 
jeweiligen Terrnklasse erhaIt man wieder einen Grundtenn. FUr die Domane ~ HlBt sich die 
abstrakte Uniflkation durch folgende Tabelle beschreiben: 
s-unify f d c I 
f f d c I 
d d d c I 
c C c c I 
I I I I I 
Blld J.l Wertetabelle der Operation s-unify(6.6') 
Man erkennt, daB durch s-unify eine Partialordnung Ss auf ~ definien ist, mit 6 Ss 6', falls s-
unify(6, 6') = 6. Wir erhalten somit die Subsumptionsordnung (~, Ss). mit: t <5 c <s d <s!. 
Bevor wir formal die abstrakte Interpretation defmieren konnen, brauchen wir noch Funktionen 
auf der abstrakten Ebene, die den Abarbeitungsmechanismus in RELFUN modellieren. Hierfiir 
betrachten wir zuerst eine Funktion, die die aktuelle Instantiierung eines Literals beschreibt. 
Wir benutzen -die Schreibweise (p T) fUr Literale der Fonn (p tl ... tn). so daB T ein Tupel 
<tl ... tn> von Termen bezeichnet und die Selektion des Tenns 1k mittels T/k notien wird. 
Weiterhin ist die Projektion des i-states auf ein Tupel von Termen folgendermaBen definiert: 
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Def 3.4 i-state Projektion 
Sei T ein n-Tupel von Termen und ~ ein Instantiierungsstatus (i-state); dann ist die 
Projektion 1TT von ~ aufT definiert durch: 
1TT(~) := <~(tl) ... ~(tn» 
Durch die Projektion des i-states berechnet man gerade das Aufrufpattern fUr das Literal p zu 
einem gewissen Instantiierungsstatus. Zu einem Literal mit Aufrufpattem gehon ein entspre-
chendes Erfolgspattem succp. Anhand des succp muB nun der neue i-state berechnet werden, 
wobei die Idee ist: Hat (p n das Aufrufpattern 1TT(~) = <~(tl), ... , ~(tn» und ist das 
Erfolgspattem durch 1:= <li 1, ... , lin, lin+l> gegeben und gilt T/k = v, so berechnet sich 
~neu(v):= s_unify(~(v),lik). Wir haben somit eine Beschreibungsmoglichkeit fUr das 
Fonschreiten der Instantiierungen bekommen. Allerdings mtissen wir noch klaren, was pas-
siert, wenn die V ariable _v mehrmals in T vorkommt Dazu betrachten wir alle Positionen k, an 
denen die Variable vorkommt und bilden die Menge M der s_unifier, so daB sich ~neu(v) aus 
dem Minimum min:!::s von M beztiglich der Subsumptionsordnung (~, Ss) ergibt. Diese 
Vorgehensweise wird i-state Transformation genannt und in Def 3.5 formal eingefUhrt 
Def 3.5 i-state Transformation 
Sei T ein n-Tupel von Termen, ~ ein i-state und I ein i-pattern a E~n+l), dann be-
zeichnet 9 die i-state Transformation und ist gegeben durch: 
g(T,I,~)(v) = mi~ (s_unify(~(v),I/k) I T/k = v}) ,falls v in T vorkommt 
g(T,I,~)(v) = ~(v) , sonst 
Die abstrakte Interpretation laBt sich nun so beschreiben, daB zu einem Pradikat p das 
Aufrufpattern bekannt ist und anhand der Klauseln, die p definieren, das Erfolgspattern be-
rechnet wird. Hierbei werden weitere Priidikate aufgerufen, deren Aufrufpattern sich aus dem 
i-state und der i-state Projektion ergeben und deren Erfolgspattem auf dieselbe Art und Weise 
wie oben berechnet werden. 1st nun ein Aufrufpattem gegeben, steHt sich die Frage, ob das 
Paar <Aufrufpattern, Erfolgspattern> ein korrektes Verhalten des Programms bzw. Pradikats 
beschreibt. Falls dies der Fall ist, sprechen wir von einem zulassigen Erfolgspattern (relativ zu 
dem Aufrufpattern). Genauer definieren wir: 
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Del 3.6 Zuldssige Erfolgspattern 
Sei das Aufrufpattern Ie und das Erfolgspattern Is fiir ein Pradikat gegeben. Das 
Tupel <Ie, Is> liegt in succpat(p) (ist ein zuHissiges Erfolgspattern), genau dann 
wenn eine Klausel 
(et (p TO) (ql T1) ... (em Tn» ~ falls et 0 hn bzw. n ~ 1 falls et = ft 
in der Datenbasis existiert, so daB Is = 1TTo(~n)+vaI46, wobei ~init der initiale 
i-state der Klausel ist und ~o = q(TO, Ic'~init); ~j = q(Tj, Ij,~j-l) lSjSn und 
<1TTj(~j-l)' Ij> E succpat(qj) gilt und val = t, falls et = hn bzw. val = Ik+1 mit 
k = ITnl sonst. 
Das succpat fUr ein Pradikat p wird also berechnet, indem die succpats der Pramissen berechnet 
werden. In Def3.6 erkennt man die Vorgehensweise des normalen RELFUN-Interpreters wie-
der, der ebenfalls eine Klausel von links nach rechts abarbeitet. Um die eingefuhrten Begriffe 
zu verdeutlichen betrachten wir ein einfaches Beispiel: 
Filr die ft-Klausel kann To = <_u, _v>, Tl = <_u, _w>, T2 = <_w, _v> festgehalten 
werden. Angenommen, das Aufrufpattem fUr p/2 ist mit Ie = <.d, d> vorgegeben, dann erhalten 
wir in einem ersten Schritt, unter Beriicksichtigung von ~init = {_u->!, _ v->!, _ w->f}, den 
i-state ~ = q(To, Ic,~iniJ = (_u->d, _v->d, _w->J1. Dorch i-state Projektion erhalten wir das 
Aufrufpattem fUr 0/2: 1ITl(~) = <il,/>. Da oJ2 nur aus einer hn-Klausel besteht, laBt sich ein-
fach <<il, />, <c, f, t» E succpat(0J2) bzw 11 = <e,f, t> berechnen und somit erhalt man ~l 
= 5(TI , h,~O) = {_u->c, _v->d, _w->J1. FUr das nachste goal (r _w _v) erhalt man entspre-
chend: 1TT2(~1) = <f, d>, <<f, d>, <e, e, t» E succpat(r!2), 12 = <c, C, t>, ~2 = {_u->c, 
_ v->c, _ w->c lund schlieBlich Is = 11 TO(~2)+val = <c, C, t>, wobei val = 12/3 gilt. 
Zusammenfassend kann fdr das Programm mit der approximierten Anfrage <11, d> fUr p/2 ge-
sagt werden, daB folgende mcxle-Informationen gelten: 
pl2 calling: <il, d> 
q!2 calling: <il, /> 
r/2 calling: <f, d> 
returning: <c, e, t> 
returning: <c, f, t> 
returning: <c, C, t> 
46" +" bedeutet in diesem Zusammenhang, daB das n-Tupel um val auf ein n+ 1-Tupel erweitert wird 
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Denotative Literale t werden wie nullstellige Pradikate bettachtet, deren succpat sich fUr einen 
i-state ~ sofort zu {«>, ~(t»} ergibt. FUr das is-Literal gilt bezUglich der i-state 
Transfonnation eine Besonderheit. Betrachten wir dazu das Klauselfragment 
(. .. (is t (q n) ... ) 
und nehmen an, daB vor dem is-Literal der i-state ~ gilt. Dann wird zuerst so getan, als ob nur 
das goal (q T) vorhanden ware und <1TT(~),Is> E succpat(q) bzw. ~neu berechnet. 1st t eine 
Variable, so wird anschlie8end mittels ~'neu = s_unifY(~neu(t),IsIk) der i-state korrigiert und 
IsIk = ~'neu(t) gesetzt, wobei k = 1T1+1 gilt Diese Vorgehensweise modelliert die Semantik 
des is-Literals in RELFUN, wo zuerst die rechte Seite ausgewertet und dann der Wert mit der 
linken Seite unifiziert wird. Die lioke Seite denotiert dann im Erfolgsfall den Wert des 
is-Literals (siehe auch Abschnitt 1.2 und 2.1). 
Schon anfangs von Abschnitt 3 wurde erwahnt, daB die automatische mode-Generierung von 
einer Approximation der moglichen Anfragen an die Datenbasis ausgeht. Darauf aufbauend 
werden dann mogliche Aufrufe von weiteren Priidikaten bestimmt. Bei einem tatsachlichen 
Programmablauf mussen Aufrufe dieser Art nicht zwangslaufig erfolgen. Es handelt sich also 
urn eine konservative Abschatzung, die aber trotzdem den Sinn hat, einige Aufrufmuster auszu-
schlie Ben. Mit anderen Worten: Nicht aIle moglichen Aufrufpattem sollen zuliissige 
Aufrujpattern seine Die Menge der zulassigen Aufrufpattem fur ein Pradikat p wird mit 
callpat(p) bezeichnet und ist nachfolgend definiert: 
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Del 3.7· Zuldssige Aufrufpattern 
Sei die Menge Q von Anfrageapproximationen vorgegeben; dann ist die Menge 
callpat(p) der zuUissigen Aufrufpattem fUr ein Pradilc:at p die kleinste Menge, so 
daB gilt: 
(1) 1st I ein Aufrufpattem fUr p, welches in Q vorkommt, so gilt I E callpat(p). 
(2) 1st qO ein Pdidikat in der Datenbasis und Ie E callpat(qo) und existiert eine 
Klausel 
(ct (qO TO) (ql Tl) ... (qn Tn) ), 
mit f,o = 5(TO, Ie'~iniJ und ~i ist der i-state unmittelbar nach dem Literal (qi Ti), 
dann ist CPi = 1TTi(~i-l) in callpat(qi). Die ~i berechnen sich durch ~i = 5(Ti' 
SPi'~i-l) mit <CPi, SPi> E succpat(qV. 
In [Deb86] wurde gezeigt, daB ein mode-Interpreter tiber der eingeschriinkten Domane 6,' = {d, 
c, e}, welcher die zuUtssigen Aufrufpattem nach Def 3.7 inferiert, korrekt ist.47 FUr eine gege-
bene Menge Q von Anfrageapproximationen und eine echte (mit Q kompatible) Anfrage an die 
Datenbasis, ist also jedes wahrend der Abarbeitung aufgerufene goal (q tl ... tn> kompatibel mit 
einem Aufrufmuster Ie E callpat(q). Die Kompatibilitiit eines Aufrufs mit einem Aufrufpattem 
wurde bereits anfangs von Abschnitt 3 erUiutet1. 
Flir die Domane 6, gilt dies im allgemeinen nicht. In einigen Fallen Macht der mode / 
Schwierigkeiten, wie beispielsweise nachstehende kleine Datenbasis zeigt. 
(ft (p _u _v) (q _u _v) (r _u) (s _v) ) 
(hn (q _z _z» 
(hn (r a» 
(hn (s _w» 
BlId 3.3 Fehlerhafte zuliissige Aufrwfpattern durch aliasing 
-
Setzen wir Q == { <f,j> (E callpat(p»} voraus, ergibt sich nach Def 3.6 succpat(q) = {<<f,j>, 
<f,f, t»} sowie succpat(r) = {<</>, <c, t»}. Demnach gilt unmittelbar vor dem Literal (s 
_v) der i-state ~2 = {_u->c, _v->/}. Das bedeutet aber, daB als einziges zulassiges 
Aufrufpattem fUr sll das i-pattern <f> berechnet wird. Zur Laufzeit wird aber s/1 immer mit 
der Konstante a aufgerufen, da das goal (q _u _v) die Variablen _u und _v auf dasselbe Objelct 
_z zeigen laBt und das goal (r _u) die Variable _u = _z (und damit auch _v = _z!) an die 
Konstanten a bindet. Der Aufruf (s _v) erfolgt schlieBlich mit der an a gebundenen Variablen 
47Debrays Arbeit behandelt PROLOG, die Ergebnisse sind aber obne weiteres auf RELFUN abertragbar. 
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und nicht wie inferiert mit einer freien Variablen. Das goal (s _v) wird also zur Laufzeit mit 
einer zu callpat(s) nieht kompatiblen Instantiierung aufgerufen und ist somit nicht korrekt 
bestimmt worden. 
Den Effekt, daB verschiedene Variablen durch U niflkation identiflziert werden, nennen wir 
aliasing. Die Problematik ergibt sich, wei! in dem Instantiierungsstatus keine Information tiber 
aliasing von Argumenten vorhanden ist. Urn trotzdem korrekte Aufrufpattern zu berechnen, 
kann man Klauseln mit einem alias-Bit kennzeichnen, wenn sie potentiell die Gefahr des 
aliasing in sich bergen. Falls fUr eine Klausel das alias-Bit = 1 ist, wird dann etwas anders als 
in Def 3.6 und Def 3.7 verfahren (s. u.). 
Das alias-Problem llillt sich in die Teilprobleme des call-aliasing und return-aliasing gliedem. 
Call-aliasing liegt vor, wenn in einem goal Variablen mehrmals vorkommen und in den 
zugehorigen Prozedurklauseln Kopjvariablen mehrmals in der Klausel vorkommen (siehe 
z. B. Bild 3.4). Unter return-aliasing falit das sharen von verschiedenen Variablen aufgrund 
eines Aufrufs. Das vorherige Beispiel zeigte eine Instanz dieser Problemklasse. Folgendes 
Beispiel illustriert das Problem des call-aliasing. 
(ft (p) (q _v _v) ) 
(ft (q a _w) (r _w» 
Blld 3.4 Problem des call- aliasing 
Ausgehend von dem Aufruf (p) wird hier zwar korrekt callpat(q) = {<f,f>} bestimmt, doch 
fUr r/l erhalten wir fehlerhaft callpat(r) = {</> }, da nicht berticksichtigt wird, daB die Variable 
_ w aufgrund des Aufrufs (q _v _v) an die Konstante a gebunden ist und somit der Aufruf von 
rll mit einem grundinstantiierten Argument erfolgt, was sicherlich nicht kompatibel mit dem 
gefundenem zuUissigen Aufrufpattem von r/l ist. 
Es wurden schon unter verschiedenen Gesichtspunkten Algorithmen zur Erkennung von 
aliasing entworfen (siehe etwa [Bru86], [Cha85] und [Deb86]), die auf einer komplex en sta-
tischen Programmanalyse beruhen. In dieser Arbeit wird ein relativ einfaches Verfahren vor-
gestellt, das die Gefahr des aliasing nur konservativ behandeln kann. 1m wesentlich wird zu 
jedem Priidikat ein alias-Bit bestimmt, das mogliches aliasing (alias-Bit = 1) kennzeichnet FUr 
Priidikate, die Klauseln besitzen, in denen eine Kopfvariable mehrmals in der Klausel vor-
kommt, wird das alias-Bit = 1 gesetzt, denn hier besteht potentiell die Gefahr des call-aliasing. 
Dann werden Priid.ikate p mit alias-Bit(p) = 0 getestet, ob bei ihnen ein return-aliasing auftreten 
kann, wei! sie Priidikate mit gesetztem alias-Bit aufrufen. Der Algorithmus hat somit folgende 
Form: 
Algorithmus: SET·ALI·BIT 
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; Die Datenbasis. EiDgabe: db 
Ausgabe: alias-Bit ; Infoonation aber alle Prldikate, ob ihr alias-Bit gesetzt ist oder niehL 
1 FUr aIle Pradikale p aus db 
1.1 Falls eine Klausel in P existien, in del Kopfvariablen mehrmals in der Klausel vorkommen, 
so setze alias-Bit(p) := 1, 
andernfalls seIZe alias-Bit(p) := O. 
2 Solange es noch Anderungen bei den alias-Bits gibt 
2.1 FUr aIle Pradikale p aus db mit alias-Bit(p) = 0 tue 
3 Stop. 
2.1.1 Falls eine Klausel aus p ein Literal ajn a1s Pdlmisse besitzt und alias-Bit(q/n) = I, 
dann setze alias-Bit(p) = l. 
Andert man Def 3.6 und 3.7 derart, daB ffir Klauseln, die zu einem Pradikat p mit 
alias-Bit(p) = 1 gehoren, der initiale Instantiierungsstatus ~init(v) = d (anstatt ~init(v) = f) fur 
Kopfvariablen v gesetzt wird, so betrachtet man in den "gefahrlichen" Fallen automatisch nur 
die eingeschrankte Domane ~' = a \Ul, fUr die die zuHissigen Aufrufpattern korrekt sind. Die 
freien Variablen laBt man nur fUr die unproblematischen (sicheren) Fallen zu. 
1st ein Priidikat q durch m Klauseln definiert und betrachtet man ein Literal (q T) mit einem 
i-state ~, so konnen prinzipiell m Paare <1TT<~i)' lSi> E succpat(q) 1 SiS m nach Def 3.6 be-
rechnet werden. Werden aIle diese Paare ffir die weitere Berechnung beachtet, kommt es 
schnell zu einer explosionsartigen Ausbreitung der zu untersuchenden Aufrufpattern ffir die 
noch folgenden Literale in der Klausel. Es ist also sinnvoll, die Vielfalt verniinfti ,- jnzugren-
zen. Die Menge der zuHissigen Erfolgspattern kann dahingehend eingeschrinkt '. ~rden, daB 
statt der Menge (<Ie, 11>' ... , <Ie, 1m>} nur das Paar <Ie, Is> mit Is = LUB (I iiI SiS m} 
betrachtet wird. LUB ist die natiirliche Erweiterung des least upper bound (lub (oder auch 
"U") bzgl. (a, Sii) s. a. Bild 3.1) auf i-pattern, so daB gilt, falls Ii = <6 il' ... , 6in+1> und 
Is = <6sl' ... , 6Sn+1>' dann 6Sk = U {6ikl ISiS mI. Offensichtlich bleibt die so inferierte 
Menge der zulassigen Aufrufpattern weiterhin korrekt, da die Menge der zulassigen Erfolgs-
pattern durch ihre kleinste obere Schranke ersetzt worden ist. Es handelt sich also urn eine 
weniger geha~tvolle Information und demnach um keine Restriktion, sondern urn eine 
konservativere Abschatzung. 
Hat man ffir ein Pradikat q, die Menge der zulassigen Aufrufpattern callpat(q) bestimmt, so 
existiert zu jedem Ie E callpat( q) genau ein Erfolgspattern Is. Die Paare <Ie, Is> beschreiben 
nun, nach Aufrufpattern differenziert, die moglichen Instantiierungen des Prlidikats q. Der 
mode von q ergibt sich durch LUB(le I Ie E callpat(q)}. Der im nachsten Abschnitt 
beschriebene Algorithmus MODE-IN1ERPRET berechnet die Paare <Ie, Is> mit Ie E callpat(q) 
ffir die Pradikate q einer Datenbasis. Der erste Tell des Abschnitts bezieht sich noch sehr stark 
auf diesen gerade vorgestellten mehr theoretischen Teil, bevor dann im zweiten Teil auf die 
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LISP-Implementierung eingegangen wird. Es ist also moglich, zumindest den Anfang von 
Abschnitt 3.3 als Erganzung zum Abschnitt 3.2 zu sehen. 
3.3 Implementierungshinweise 
Flir die folgenden Uberlegungen und vorgestellten Algorithmen (im wesentliehen der mode-
Interpreter) wird davon ausgegangen, da6 weiterhin folgende EinschranIrungen gelten:48 
(1) Die RELFUN-Datenbasis besteht nur aus KERN-Klauseln gemaB Abschnitt 2. 
(2) Die RELFUN-Datenbasis darf nieht dynamisch modifiziert werden. Insbesondere sind 
weder dynarnisches assen noch retract erlaubt. 
(3) Die Menge Q (Approximation der mogliehen Anfragen) besteht aus genau einem Aufruf-
pattern Ie fUr genau ein Pradikat q aus der Datenbasis. (Q = {( q Ie)} 
Uber die EinschIiinkung (I) brauehen wir nicht weiter reden, sonst ware der Abschnitt 2 ziem-
lieh witzlos. Die EinsehranIrung (2) ist notwendig, da die Ergebnisse aus Abschnitt 3.2 nur fUr 
statische Datenbasen gilt. Man hat die VorstelIung eines Moduls M, das von einer anderen Da-
tenbasis DB nachgeladen wird In DB werden die Prozeduren nieht in der volIen Allgemeinheit 
aufgerufen, sondem z. B nur mit gewissen Aufrufpattem. Entsprechend kann das Modul M 
flir die Aufrufpattern speziell compiliert werden. Die Einschriinkung (3) ist keine eehte Ein-
sehIiinkung, sondern vereinfacht nur die SchnittstelIe des mode-Interpreters. SolI eine beliebige 
endliche Menge von Anfragen bearbeiten werden etwa Q' = {(PI II), ... , (Pn In)}, kann die 
Anfrage (md-query Iq) mit Iq = <lilt' ... , 61m1 , 621' ... , 6nmn> mit Ii = <liit' ... , 6imi> gene-
riert werden. Zusatzlieh muS die Pseudoldausel 49 
kurzzeitig zur Datenbasis hinzugenommen werden. Die Abarbeitung des Aufrufs (md-query Iq) 
hat dann den gewiinschten Effekt. Die Anzahl der Variablen lassen sich noch verringern, wenn 
man die modes d, c und t liber eine Variable shared. MOehte man beispielsweise die modes der 
Prozeduren einer Datenbasis relativ zu {(p c d), (q c c )} berechnen, so erzeugt man die Pseu-
doklausel (hn (md-query _VI _V2) (p _vI _v2) (q _VI _VI» und den Aufruf (md-query c d). 
Der mode f MuS vorsichtiger behandelt werden, damit nieht aliasing-Effekte entstehen. 
480hne besonders darauf hingewiesen worden ist, galten diese Bedingungen 80ch schon im Abschnitt 3.2. 
4%:in Pseudolclawel ist eine Klausel, die kurzzeitig, fUr den Benutzter unsichtbar, zur Datenbasis hinzugefUgt 
wird. 
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Die restliehe Abschnittsgliederung beinhaltet in Abschnitt 3.3.1 die Architekturbeschreibung 
des mode-Interpreters. In Absehnitt 3.3.2 wird spezieU auf die LISP-Implementierung 
eingegangen und in Abschnitt 3.3.3 wird die Schnittstelle rum RFM-System beschrieben. 
3.3.1 Architekturbeschreibung des mode-Interpreters 
exITable ~ 
procNamel aliBit procNamel aliBit pnx:NameN aliBit 
ca1lp succcp caUpsucccp ca1lp succcp ,;, OIC-state OIC-state OIC-state 
,. 
,.,.. 
ca1lp succcp ca1Ip succcp ... callp succcp 
OIC-state OIC-state OIC-state 
I cl-index-list I I cl-index-\ist I I cl-index -list I 
.... -~ , --- .... .=:----
.c::- .... - -
proc:::tnuy 
- -
-~ 
BlId 3.5 ZentraIe Datenstrulctur eJCteflSion tabu (extTable) des mode-Interpreters 
Der mode-Interpreter nutzt intensiv die Datenstruktur extension· table (Bild 3.5). Sie ist in Pr~ 
zedureintragen (proeEntry) gegliedert. Ein Prozedureintrag wird anhand des Prozedurnamen 
unterschieden. Besteht fUr eine Prozedur die Gefahr des aliasing, wird dies im aliBit gekenn-
zeiehnet. Die Klauselindexliste cl-index-list enthaIt Verweise auf die Klauseln, die die Prozedur 
definieren. Der wesentliehe Eintrag im proeEntry ist der sueepatTable. In ihm sind die 
inferierten Aufrufpattem mit zugehorigem Erfolgspattem notiert. Weiterhin existiert zu jedem 
Paar <Aufrufpattem, Erfolgspattem> ein Open/Close-Zustand ole-state. Zusammen bilden sie 
einen sueepatEntry. Der ole-state besagt, ob zu einem Aufrufpattem bereits aile Klauseln der 
Prozedur betrachtet worden sind. 1st dies der Fall, so ist der Status close ansonsten open oder 
nieht definiert (s. u.). Erfolgt ein abstrakter Aufruf einer Prozedur p mit einem Aufrufpattem 
Ie, werden drei Hille unterschieden: 
(1) ole-state = undej: Dies ist immer beim ersten Aufrufvon p mit Ie der Fall. Es wird dann 
ein sucepatEntry <Ie sUCCPmin open> in die entsprechende succpatTable eingetragen. Gilt 
IIeI = n, so steht sucCPmin fUr <6 1, ... , 60 +1> mit 6i = empty. 1m weiteren werden die 
Erfolgspattem flir diesen abstrakten Aufruf bereehnet und mittels der LUB-Bildung 
(siehe Abschnitt 3.2) die Eintrage im succpatEntry aktualisiert. 
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(2) ole-state = close: Das Ergebnis des abstrakten Aufrufs (p Ie) wurde schon vorher 
berechnet und ist bereits im entspreehenden sucepatEntry vennerkt. Das Ergebnis kann 
also direkt von dort iibemommen werden und braueht nieht emeut berechnet werden. 
(3) ole-state = open: Dies entsprieht einem relrursiven Aufruf von (p Ie). Es wird nun 
aufgrund der An der Rekursion (s. u.) und dem bisher ermittelten Erfolgspattern eine 
siehere Approximation des Erfolgspattern in den sueepatEntry eingetragen und der 
Open/Close-Zustand auf close gesetzt 
Die FaUe (I) und (2) sind ohne weiteres verstandlieh. Bei Fallunterscheidung (3) stellen sieh 
die zwei Fragen: a.) Warum wird ole-state = close gesetzt und somit die Bereehnung fUr 
diesen Aufruf abgesehlossen (obwohl womoglieh noch nieht alle Klauseln der Prozedur p 
betraehtet worden sind)? und b.) Wie wird das abschlie8ende Erfolgpattem im sueepatEntry 
berechnet? Betraehten wir hierzu einen mOgliehen Rekursionsfall: 
(ft (p n ... (p T) (q T') ... } 
Angenommen die Klausel wurde mit dem Aufrufpattem Ie aufgerufen und unmittelbar vor der 
Priimisse (p T) gilt der Instantiierungsstatus ~, so daB weiterhin Ip = 1TT'(~) = Ie gilt. Somit 
erfolgt also ein relrursiver abstrakter Aufruf (p Ie). In der extension table ist dies anhand von 
ole-state = open im entsprechenden suecpatEntry erkennbar. Das Problem ist nun, daB das 
Erfolgspattern suecp auch von der Pramisse (q T') abhiingt. Der Aufruf (q Iq) ergibt sich aus 
der i-state Projelction Iq = 1TT'(~')' allerdings hangt der i-state ~' wiederum von dem Erfolg-
pattern des Aufrufs (p Ie) abo Man erkeont, daB hier schnell die Gefahr einer nieht-termi-
nierenden Rekursion entsteht. Dies beantwortet Frage a.). Das Problem wird umgangen, indem 
eine konservative Abschitzung des rekursiven Aufrufs mittels der Funktion eonserv erfolgt, so 
daB suecp ::= conserv(Ie) gill Die Abbildung conserv ist auf Aufrufpattem I folgenderma8en 
erklm: 
conserv(I} ::= <lh, ... , {jo, d> mit (ji := s_unify(I/i, d) ,IS i Sill 
Die konsetvative Abschatzung ftir suecp ergibt sich also aus dem Aufrufpattern Ie, indem dort 
die modes fin d geandert werden und als Wen des Aufruf ebenfalls d angenommen wird. FUr 
spezieUe Rekursionen ist es moglich, schirfere Abschitzungen anzugeben. Hierfiir bezeichnen 
wir eine rekursive Prozedur, die nur in einer Klausel rekursiv definien ist und in der die 
Rekursion nur im letzten Aufruf vorkommt, als siehere Rekursion. Wir sagen aueh, die 
Prozedur ist safe-ree (bzw. unsafe-ree, wenn die Prozedur nicht safe-rec ist). Beispielsweise ist 
die relrursive Prozedur pl2 unsafe-rec, wenn sie wie folgt definiert ist: 
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(hn (p a b» 
(ft (p _v _w) (p a _v) (p _x _w» 
Sie ist zwar nur in einer namlieh der zweiten Klausel rekursiv definien und erfullt damit den 
ersten Teil der Bedingungen fUr safe-ree, jedoch erfolgt ein rekursiver Aufruf nieht nur im 
letzten Literal, sondem aueh im vorletzten. Zu den Prozeduren die unsafe-ree sind, zahlen aueh 
diejenigen, die indirekte Rekursion enthalten. Das folgende Beispiel zeigt die rekursive Pro-
zedur foo(2, die safe-ree ist 
(hn (foo a b» 
(hn (foo e d» 
(ft (foo _x _w) (foo _w _x) ) 
Hier ist ausschlie8lieh die ft-Klausel rekursiv definiert und der rekursive Aufruf erfolgt nur im 
letzten Literal der Klausel. Es erfiillt somit die geforderten Bedingung fUr eine siehere 
Rekursion. 1st ein Aufrufpattem Ie gegeben, so daB unmittelbar vor der Pramisse (foo _v _w) 
der i-state i; mit 1TT(i;) = Ie (mit T = <_v, _w» gilt, dann existiert aueh ein suecpatEntry 
<Ie, suecp, open>. Mit sueep = Is+val konnen die zwei Fille Is = Ie und Is -:I: Ie 
untersehieden werden. Der Fall Is = Ie bedeutet, daB der Instantiierungsstatus sieh bei der 
Abarbeitung der Klausel nieht mehr geandert hat Der (siehere) rekursive Aufruf (foo Ie) wiirde 
also ebenfalls keine Anderungen bewirken, da er sieh yom vorherigen nieht unterscheidet. FUr 
diesen Fall kann demnach die Abarbeitung des Aufrufs ditekt beendet und der suecpatEntry 
unter Beibehaltung von suecp geschlossen werden. 
FUr Is -:I: Ie (=> Is ldeiner als Ie beziiglieh (~., ~)50 ) ist das bisherige Erfolgspattem suecp 
noch nieht korrekt, sondern es mu8 noch das Erfolgspattern des Aufrufs (foo Is) 
mitberiieksiehtigt werden, denn Is ist ja gerade die Approximation der Instantiierungen von 
foo/2, die bei einem rekursiven Aufruf in der ersten Rekursionstiefe entstehen konnen, wenn 
man von (foo Ie) ausgeht. Die so entstehende Kette der foo12 Aufrufe (Rekursion auf auf der 
abstrakten Ebene!) kann nieht unendlieh lange Laufen, da (~., Ss) wohlfundiert ist. Somit ist 
aueh Frage b.)-beantwortet und es kann die Funktion MD-INTERP-GOAL vorgestellt, die 
die Abarbeitung eines abstrakten Aufrufs (p Ie) im mode-Interpreter definiert. 
Funktion MD-INTERP-GOAL 
Eingabe: goal = (p Ie) ; Gegeben durch Prozedurnamen WId Aufrufpanem. 
Ausgabe: succp = CIs+val) ; Das Erfolgspattern. 
Variablen: extTable ; Globale Variable. 
50&· steht fUr dO 0 ~ 1. Die Subsumptionsordnung S. ist in Abschniu 3.2 erklllrt. 
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; Das Aufrufpattem von goal. 
; Der Open/Close-Zustand des succpalElIlry zu goal. 
; Hilfspaaem fUr die Berechnung von succp. 
; Hag, das eine sichere Relausion anzeigt. 
Bemerkung: Die extTable (extension table) wird per Seiteneffekt vedlndert, falls das goal nieht schon vorher 
berechnet wurde (ole-state = close). 
1 Hole aus der extTable den bisherigen succp und o/c-state des succpalEntry zu goal. 
2 Falls ole-state = close, dann gebe als Ergebnis succp zurUek. 
3 Falls ole-state = undef, dann Offne ein succpalEnlry zu goal. Fur aIle Klauseln C der Prozedur p rufe in 
der Reihenfolge gemaB cler Klauselindexliste die Funktion MD.INTERP·CLAUSE(goal, C) 
auf. 
Ermittle den Wert succp aus der extTable neu und schlieBe den sucepaJEntry und gebe als 
Ergebnis succp zUJiick. 
4 Falls ole-state = open, dann 
4.1 Falls safe-rec = FALSE, dann setze succp' := conserv(Ic). 
4.2 Falls safe-rec = TRUE und Is ~ Ie, dann setze sucep' := MD.INTERP.GOAL(p, Is), 
sonst suecp' := suecp. 
4.3 Sehlie8e den sucepatEntry zu goal mit neuem Erfolgspaaem succp'. Gebe als Ergebnis 
succp' zUJiick. 
In Anweisung 2 erkennt man die eigentlichc Arbeitsweise von MD-INTERP-GO AL, die 
darin besteht, nacheinander die Klauseln der aufgerufenden Prozedur abzuarbeiten. Hierbei ist 
die Klauselindexliste so geordnet, daB Verweise auf rekursive Klauseln am Ende der 
Klauselindexliste stehen. Dies gestattet einen einfachen Test (im Hinblick auf die LISP-Imp le-
mentierung) auf safe-rec. Eine einzelne Klausel wird durch die nachstehend definierte 
Funktion MD-INTERP-CLAUSE abgearbeitet. 
Funlction MD·INTERP·CLAUSE 
Eingabe: goal = (p Ie) ; Gegeben durch Prozedurnamen und Aufrufpattem. 
C = (et (p To) (qt Tl) ... (em Tn> ) ; Die zu bearbeitende Klausel. 
Ausgabe: Keine 
Variablen: -extTable ; Globale Variable. 
Is+val 
succp 
succp' 
; Erfolgspauem der abstrakten Aufrufe der Pramissen. 
; Das bisher berechnete Erfolgspattem aus del' succpatEnlry zu goal. 
; Hilfspattem zur neuen Berechnung von succp. 
BemerkuDI: GemaB Def 3.3 wird eine i-state Transfonnation durchgefaJut. Aus dem final-state (i-state naeh 
dem goal ('In Tn» wild das Erfolgspanem berechnet und per Seiteneffekt der succpatEntry gemJi8 der LUB-
Bildung aktualisiert. 
1 Berechne aus Ie. TO und dem aliBil ZtD' Prozedur P den Instantiierungsstatus~. Setze Is+val = 
1fTo(~)+f 
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2 Von i = 1 bis zur Anzahl der Pramissen in C tue 
2.1 Sette Is+val:= MD·INTERP·GOAL( (Qjt 1TTi(;i-l» ). Fi1hre die i-state Transformation 
;i = 6(Tit 1St ;i-I) unter Beachtung der aliasing Infonnation durch. 
3 Falls ct = hnt dann setze val = t. 
4 Hole das succp aus dem succpatEl'Ilry zu goal. Bilde succp':= LUB {succpt Is+val} und aktualisiere den 
succpalEl'Ilry (bzw. die extTable) enlSpreChend 
Mit Hilfe der obigen Funktion kann nun der mode-Interpreter auf einfache Weise beschrieben 
werden. 
Algorithmus: MODE·INTERPRET 
Eiogabe: query = (p Ie) ; Die Anfrage Approximation. 
cb ; Die Datenbasis (Menge von Prozeduren). 
Ausgabe: extTable ; Die mode-Informationen in der extension table zusammengefaBt. 
Bemerkuol: Die extTable wird globaiisiert und somit den obigen Funktionen fUr Seiteneffekte bekannt-
gemacht. 
1 Initialisiere ext Table. Berechne hierbei die Klauselindexliste und das aliBit der Prozeduren. 
2 Rufe MD.INTERP·GOAL( query) auf. 
3 Gebe die extTable als Wert zurUck. 
3.3.2 Beschreibung der LISP.Implementierung 
Die Implementierung erfolgte in einem streng funktionalen (puren) LISP-Programmierstil 
(siehe auch Abschnitt 2.3). 1m wesentlichen wurden die Ideen und die Algorithmen 
(Funktionen) aus Abschnitt 3.2 und 3.3.1 implementiert. Die aliasing-Infonnation wird zwar 
nach dem Algorithmus SET ·ALIBIT aus Abschnitt 3.2 berechnet und anhand des a liB its in 
der extension ~ble reprasentiert, doch fUr die Praxis ist dieser Algorithmus zu konservativ, da 
es in RELFUN- (bzw. PROLOO-) Programmen haufig der Fall ist, daB Variablen, die im 
Kopfliteral vorkommen, auch in den Prlmissen auftreten. Fiir sie besteht also die Gefahr des 
call-aliasing und entsprechend wtirde hier immer das aliBit = 1 seine In der vorliegenden LISP-
Implementierung wird an dieser Stelle genauer differenziert, so daB call-aliasing fUr einzelne 
Klauseln anstatt fiir ganze Prozeduren betrachtet wird. D. h. call-aliasing wird nur dann 
beachtet, wenn in dem aufrufendem Literal eine Variable mehnnals vorkommt, wie es 
beispielsweise in Bild 3.3 (Abschnitt 3.2) der Fall ist. Eine weitere aber eher unbedeutende 
Anderung ist, daB in der Implementierung nicht mehr von den modes d, f, c, t und e 
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gesprochen wird, sondern nun immer ihre Langfonnen dontknow, free, closed, oue und empty 
benutzt werden. 
Der rnode-Interpreter wird tiber die Funktion 
mode-interpret: QUERY x DB-NORM -> ExtTable 
aufgerufen. QUERY ist eine Anfrageapproxirnation (q Aufrufpattem) fUr die (gernaB Ab-
schnitt 3.2) nonnalisiene Datenbasis DB-NORM. Das Ergebnis ist die in LISP reprasentiene 
extension table aus Bild 3.5. Innerhalb von mode-interpret wird die extension table mittels der 
Funktion index-db und compute-aliasBit initialisiert. Die eigentliche abstrakte Interpretation 
wird von den Funktionen md-interp-ciauseList, md-interp-c1ause, md-interp-goallist, 
md-interp-is und md-interp-goal ausgefUhrt, die innerhalb von mode-interpret durch 
md-interp-goal mit dern goal QUERY angestoBen wird. Die 5 Hauptfunktionen soHen irn 
weiteren beschrieben werden. 
md-interp-clauseList: PNAME x CALLP x INDEX-LIST x 
C-ALI x ExtTable x DATABASE -+ ExtTable 
Abarbeiten aller abstrakten Klauselaufrufe mit dem Aufrufpattern CALLP der Prozedur 
PNAME. Die Reihenfolge der Abarbeitung ist durch die Klauselindexliste INDEX-LIST 
vorgegeben, die Verweise auf die jeweiligen Klauseln der DATABASE enthaIt. Das Flag 
C-ALI zeigt an, ob in dern Literal, welches diesen Aufruf bewirkte, Variablen mehnnals 
yorkommen und somit die Gefahr des call-aliasing besteht. 1st die Prozedur PNAME nicht 
definiert (INDEX-LIST = NIL), wird eine Wamung an den Programmierer ausgegeben und 
mittels der Funktion mk-noDef-succpat eine sic here Approximation des Erfolgspattem 
berechnet und in die ExtTable eingetragen. Es wird also angenommen, daB es sich urn eine 
ext erne Prozedur handelt, von der man keine genauen Angaben tiber ihr Verhalten machen kann 
und deswegen mit einer konservativen (aber sicheren) Abschatzung weitennacht 
md-interp-clause: CALLP x CLAUSE x LASTCL x C-ALI x 
ExtTable x DATABASE -+ ExtTable 
Diese FunktiQn entspricht dem gleichnamigen Algorithmus des vorherigen Abschnitts. Sie 
berechnet fUr die Klausel CLAUSE das Erfolgspattern SUCCP anhand der i-state Transforma-
tion. Bei der Berechnung des initialen Instantiierungsstatus wird C-ALI fUr call-aliasing 
berUcksichtigt, sowie das Kopfliteral von CLAUSE auf return-aliasing getestet Das Argument 
LASTCL gibt an, ob es sich urn die letzte Klausel beztiglich der Klauselindexliste handelt. 
Spater wird diese Infonnation genutzt, urn rekursive Aufrufe in safe-ree und unsafe-ree zu 
unterscheiden. Der finale Instantiierungsstatus F-ST A TE wird mittels der Funktion md-interp-
goallist berechnet. Aus F-STATE und dern CALLP wird der SUCCP berechnet und die 
ExtTable entsprechend der LUB-Bildung mittels der Funktion add-sucep-to-table aktualisiert 
- 85-
Globak Datenfluj3anaiyse von RELFUN 
und als Wert von md-interp-cIause zuriickgegeben. Das Argument DATABASE wird bier nicht 
direkt gebraucht, sondem wird nur fUr andere Funktionen durchgereicht. 
md-interp-goaHist: PNAME x PREMISES x I-S'fA TE x VAL x LASTCL x 
ExtTable x DATABASE ~ I-STATE x VAL x ExtTable 
Abarbeiten der Pramissen PREMISES einer Klausel der Prozedur PNAME. PREMISES ist 
hierbei eine Liste von Literalen. Weiterhin ist der aktuelle Instantiierungsstatus der 
Klauselvariablen (I-STATE) sowie vom Klauselwert (VAL) gegeben. Die erste Pramisse von 
PREMISES ist das nachste abzuarbeitende abstrakte GOAL. Hierbei werden 4 Hille unler-
scbieden: 
(1) GOAL ist ein denotatives Literal in foot-Position der Klausel. Es andert sich also nur der 
Instantiierungsstatus von VAL, der sich nun zum Instantiierungsstatus des foot-Literals 
GOAL ergibt. 
(2) GOAL ist ein RELFUN LISP-builtin. In RELFUN dtirfen LISP-Durchgriffe nur mit 
Grundtennen geschehen und als Wert erhalt man ebenfalls nur Grundterme. 
Entspreehend wird I-ST ATE durch eine i-state Transformation mit dem Erfolgspattern 
<closed, ... , closed> neu bestimmt und VAL ebenfalls auf closed gesetzt und beide 
zusammen als Wert zurtickgegeben. 
(3) GOAL ist ein is-Literal. In diesem Fall wird das Ergebnis durch die Funktion md-interp-is 
(s. u.) bestimmt. 
(4) GOAL ist ein (normaler) Prozeduraufruf. Das SUCCP von GOAL wird durch den Aufruf 
von md-interp-goal berechnet Dazu wird zuerst eine i-state Projektion von I-STATE auf 
GOAL vorgenommen, woraus das CALLP des abstrakten Aufrufs gewonnen wird. 
Handelt es sich um einen rekursiven Aufruf und ist GOAL die letzte Pramisse aus 
PREMISES sowie LASTCL = T, dann wird der Funktion md-interp-goal signalisiert, 
daB es sich um eine sic here Rekursion handelt. Anhand von SUCCP wird I-STATE und 
VAL neu berechnet und zurtickgegeben. 
md-interp-is: PNAME x REST-PREMISES x IS-TERM x I-STATE x LASTCL x 
ExtTable x DATABASE ~ I-STATE x VAL x ExtTable 
Diese Funktion wird ausschlie6lich innerhalb von md-interp-goallist aufgerufen. Die Idee von 
md-interp-is ist, die reehte Seite von IS-TERM tiber md-interp-goallist wie ein foot-Literal ab-
zuarbeiten und den Wert VAL, den md-interp-goallist unter anderem zurucldiefen, mittels 
s _unify mit der linken Seite zu unifizieren. AnschlieBend wird die Kontrolle der Abarbeitung 
der restlichen Pramissen REST-PREMISES an die Funktion md-interp-goallist zurtick-
gegeben. 
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md-interp-goal: PNAME X CALLP X KOF-REC X C-ALI X ExtTable X 
DATABASE ~ SUCCP X ExtTable 
Abarbeiten eines abstrakten Aufrufs der Prozedur PNAME mit dem Aufrufpattern CALLP. 
Handelt es sich urn einen rekursiven Aufruf, gibt KOF-REC an, ob dieser safe-ree oder unsafe-
ree ist. Zuerst wird der procEntry zu PNAME aus der ExtTable selektiert. Dann wird der ole-
state des entsprechenden succpatEntry auf close, open und untief getestet. Falls ole-state = 
close gilt, wird die ExtTable unverandert zuriickgegeben und das SUCCP aus dem 
succpatEntry bestimmt. Gilt ole-state = open und KOF-REC = safe-ree, dann wird die 
Funktion md-interp-goal rekursiv mit dem neuen Aufrufpattem NEW-CALLP aufgerufen. 
Hierbei ergibt sich NEW-CALLP aus dem bisherigen Erfolgspattem des succpatEntry. Liegt 
keine sichere abstrakte Rekursion vor, wird mittels der Funktion mk-sueepat-close eine 
konservative Abschatzung fUr SUCCP berechnet und die ExtTable entsprechend geandert. 
Falls ole-state = undef (in LISP durch Nil. reprisentiert) gilt, handelt es sich urn den ersten 
abstrakten Aufruf dieser Art. Es wird die Klauselindexliste fUr diesen Aufruf aus der ExtTable 
selektiert sowie ein succpatEntry ge6ffnet und anschlieBend die Funktion md-interp-clauseList 
aufgerufen, die die neue ExtTable, also das Ergebnis des abstrakten Aufrufs, zuriickliefert. 
Hiemach ist der abstrakte Aufruf vollstandig abgearbeitet und der succpatEntry kann 
geschlossen werden. Unter Umstanden kann zu diesern Zeitpunkt das succpatEntry bereits 
geschlossen sein, da beispielsweise aufgrund einer abstrakten Rekursion der succpatEntry 
geschlossen wird, bevor alle Klauseln einer Prozedur betrachtet worden sind. FUr diesen Fall 
bleibt das emeute SchlieBen ohne Wirkung. 
Neben diesen 5 Hauptfunktionen existieren eine ganze Reihe Hilfsfunktionen. Hierunter ziihlen 
zum einen die Selektoren, Konstruktoren und Pradikate, die eine abstrakte Syntax fUr das 
Managen der extension table realisieren. Sie werden weiter unten beschrieben. 1m folgenden 
werden zuerst die wichtigen Hilfsfunktionen beschrieben, die nicht direkt zu der abstrakten 
Syntax beitragen. Sie werden teilweise durch kleine Beispiele erlautert. Hierzu betrachten wir 
emeut die "Spieldatenbasis" aus Abschnitt 3.2 Bild 3.1. 
(ft (p _u _v) (q _u _v) (r _u) (s _v) ) 
(hn (q _u _u)) 
(hn (r a)) 
(hn (s _v)) 
Weiterhin sei die Datenbasis durch *rfi-database'" und die extension table durch die LISP-
Variable ExtTable reprlisentiert. 
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index-db: DATABASE x ExtTable -+ ExtTable 
Die Funktion index-db erstellt die Klauselindexlisten der einzelnen Prozeduren aus 
DATABASE .. Existiert bereits ein procEntry in der ExtTable, so wird die Klauselindexliste 
erweitert, ansonsten wird zuerst ein procEntry erzeugt Die erste Klausel in DA T ABASE erhaIt 
den Index O. 
Beispiel 
? Ext Table 
NIL 
? (index-db *rfi-database* ExtTable) 
«(P 2) NIL NIL (0» 
«Q 2) NIL NIL (1» 
«R 1) NIL NIL (2» 
«5 1) NIL NIL (3») 
compute-aliasesBit: DATABASE x ExtTable -+ ExtTable 
Diese Funktion berechnet gemiU3 dem Algorithmus SET-ALI-BIT, ob fUr eine Prozedur die 
Gefahr des aliasing besteht Hierzu werden die Funktionen return-aiiasesBit und call-aiiasesBit 
aufgerufen, die die verschiedenen Auspragungen des aliasing testen. Sei nun ExtTable an das 
obige Resultat des Aufrufs (index-db ... ) gebunden. 
Beispiel 
? (compute-aliasesBit *rfi-database* ExtTable) 
«(P 2) t NIL (0» 
«Q 2) t NIL (1» 
«R 1) NIL NIL (2» 
«5 1) NIL NIL (3») 
term-state: LIT-ACflVATION -+ TERM-STATE 
Die Funktion term-state realisiert gerade die Erweiterung von t (definiert liber Programm-
variablen) auf beliebige Terme zu t'. Hierzu wird einfach der lub der Argumente bestimmt 
Beispiel-
? (term-state 'free) 
FREE 
? (term-state' (inst (f closed closed true») 
CLOSED 
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lub: TERM-STATE-LIST ~ TERM-STATE 
Berechnung des lub (least upper bound) gemaB (~, Fii) von einer Menge (hier in Form einer 
Liste) von TERM-STATES. Entsprechend dem vorherigen Beispiel gilt: 
Beispiel 
? (lub '(closed closed true» 
closed 
pattern-Iub: PATTERN x PATTERN ~ PATTERN 
Berechnung eines kleinsten Pattern gemiB (~., .), welches gro8er ist als die beiden 
Argumente. Die Funktion wird u. a. dazu benutzt, mehrere succpats zu einem speziellen 
Aufrufpattem durch ein einziges succpat (-> succpatEntry) zu approximieren. Man erkennt die 
Ahnlichkeit zu der Antiunijikation, die aus der Logik bekannt ist 
Beispiel 
? (pattern-lub '(closed free dontknow true) 
'(true closed true true» 
(CLOSED DONTI<NOW DONTKNOW TRUE) 
conser-approx: CALLP ~ SUCCP 
Bei abstrakten Rekursionen, die nicht safe-ree sind, muB eine konservative Approximation des 
Erfolgspattem SUCCP vorgenommen werden. Dies wird durch die Funktion eonser-approx 
realisiert. 
Beispiel 
? (conser-approx '(closed free dontknow true» 
(CLOSED DONTI<NOW DONTKNOW TRUE DONTKNOW) 
s-unify: TERM-STATE x TERM-STATE ~ TERM-STATE 
Die Funktion s-unify realisiert die gleichnamige abstrakte Uniftkation, die in Abschnitt 3.2 
liber eine Wertetabelle eingefiihrt worden ist 
Beispiel 
? (s-unify 'closed 'true) 
TRUE 
? (s-unify 'free 'dontknow) 
DONTKNOW 
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Der Instantiierungsstatus der Programmvariablen ist durch eine LISP-Liste der Form 
( (var1 state) ... (varN state) ) 
gegeben. Die folgenden Funktionen benutzen den Instantiierungsstatus, der durch die 
LISP-V ariable I-STATE reprlisentiert istSl• 
? > (rf-pprint (setf I-STATE • « (VARI U) free) ( (VARI V) free»» 
«_u free) (_v free» 
project-state: LITERAL x I-STATE ~ LIT-AcrIVATION 
Durch eine i-state Projelction wird das abstrakte goal bzw. die LIT-AcrIV ATION des Literals 
LITERAL gebildet 
Beispiel 
? (project-state • (q _u _v) I-STATE) 
(Q free free) 
safe-istate: LITERAL x SUCCP x I-STATE x ALIASING 
~ I-STATE 
Nachdcm mittels project-state und dem LITERAL sowie dem aktuellen I-STATE ein abstrakter 
Aufruf geschehen ist, wird ein Erfolgspattem SUCCP zuriickgegeben. Die i-state 
Transformation 6/3 (siehe Abschnitt 3.2) ergibt hieraus den neuen i-state. Die Transformation 
wird mit Hilfe der Funktion saJe-istate realisiert, wobei auch eventuelle aliasing-E~fekt 
(angezeigt durch das Flag ALIASING) beriicksichtigt werden. 
Beispiel 
? (safe-istate • (q (vari u) (vari v» 
• (free free true) 
I-STATE 
t) 
«_u dontxnow) (_v dontknow» 
; LITERAL 
SUCCP vorn Aufruf (q free free)! 
= « u free) (v free» (s. 0.) 
Der Aufruf q/2-birgt aliasing 
struc-unify: VARIABLE x STRUCTURE x I-STATE ~ I-STATE 
Ein denotatives is-Literale wird mit Hilfe dieser Funktion abgearbeitet Da wir im mode-Inter-
SIIn den LISP-Beispielen werden RELFUN-Variablen tells mit fUhrenden Untersttich (z. B. "_v") und teils als 
Liste mit dem Funktor van (z. B. "(vari v)") dargestellL Die erste Darstellung ist die, die der Benutzer sieht und 
die zweite entspricht der intemen Darstellung in RELFUN. Der Benutzer ist aber frei, welche Darstellung er bei 
der Eingabe von Klauseln wWllt 
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preter nur Kern-Klauseln betrachten, brauchen wir nur sole he FaIle beachten, in denen auf der 
linken Seite eine Variable oder Konstante steht. Den ersten dieser beiden Falle wird mittels 
struc-unify modelliert und der neue Instantiierungsstatus I -STATE zurlickgegeben. 
Beispiel 
; (is v' (f b», I-STATE = « u free) (v free» 
? (strUc-unify '(vari v) '(inst (f b» I-STATE) 
«_u free) (_v closed» 
; (is v' (f u», I-STATE = « u free) (v free» 
? (strUc-unify '(vari v) '(inst (f (vari-u») I-STATE) 
«_u free) (_v dontknow» 
Wie schon weiter oben erwihnt, existieren eine Reihe von. Zugriffsfunktionen auf die 
Datenstrukturen im mode-Interpreter, die zusammen eine abstrakte Syntax bilden. 1m folgenden 
werden sie kurz vorgestellt. 
Selektoren und Kollektoren 
s-var-state: VARIABLE x I-STATE -. VAR-STATE 
Die Funktion s-var-state selektiert aus dem I-STATE den aktuellen Instantiierungsstatus von 
VARIABLE. Existiert kein Eintrag in der Liste I-STATE, wird implizit der Instantiierungs-
statusfree angenommen und zuriickgegeben. 
Beispiel 
? (s-var-state '(vari u) I-STATE) 
free 
? (s-var-state '(vari w) I-STATE) 
free 
collect-new-vars: TERM x VARIABLES -. VARIABLES 
Aufsammeln von Variablen, die in TERM Dal vorkommen. 
Beispiel 
? (collect-new-vars '(q (vari u) (vari v» nil) 
«VARI U) (VARI V» 
? (collect-new-vars '(q (vari u) '«VARI V») nil) 
«VARI U» 
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Die restlichen Selektoren und Konstruktoren beziehen sich im wesentlichen auf die extension 
table. Es sind die Funktionen: 
s-procEntry : 
s-succpat-table : 
s-succpat-entry : 
s-succpat: 
s-succpat-state : 
s-indexList : 
s-aliasesBit ;: 
coliect-aliasesB it 
PNAME x ExtTable ~ procEntry 
procEntry ~ succpatTable 
CALLP x procEntry ~ succpatEntry 
callpat x procEntry ~ succpat 
cal1pat x procEntry ~ OC-State 
procEntry ~ CL-INDEXLIST 
procEntry ~ aliBit 
ExtTable -> PNAME-LIST 
Die Semantik der Funktionen ist offensichtlich, trotzdem sollen ein paar Beispiele diese ein 
wenig illustrieren. 
Beispiel 
? (setf ExtTab1e (mode-interpret' (p free free) *rfi-database*» 
( «P 2) T 
( «FREE FREE) (CLOSED DONTKNOW TRUE) CLOSE» 
(0) ) 
{(S 1) NIL 
( «DONTKNOW) (DONTKNOW TRUE) CLOSE» (3» 
«R 1) NIL « (DONTKNOW) (CLOSED TRUE) CLOSE» 
(2) ) 
«Q 2) T 
( «FREE FREE) (DONTKNOW DONTKNOW TRUE) 
CLOSE) ) 
(1) ) ) 
? (setf procEntry (s-procEntry '(r 1) ExtTab1e » 
«R 1) NIL « (DONTKNOW) (CLOSED TRUE) CLOSE» (2» 
? (s-succpat-Tab1e procEntry) 
«(DONTKNOW) (CLOSED TRUE) CLOSE» 
? (s-succpat-entry '(dontknow) procEntry) 
«DONTKNOW) (CLOSED TRUE) CLOSE) 
? (s-succpat '(dontknow) procEntry) 
(CLOSED TRUE) 
? (s-succpat-state '(dontknow) procEntry) 
close 
? (s-indexList procEntry) 
(2) 
? (s-a1iasesBit procEntry) 
NIL 
? (col1ect-a1iasesBit ExtTable) 
«P 2) (0 2» 
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Konstruktoren und Modifizierer 
Die nun folgenden Funktionen gestatten es, Strukturen der extension table aufzubauen und zu 
modifIzieren. 
create-ExtTable : 
add-procEntry : 
rm-procEntry : 
modify-procEntry : 
addnew-procEntry : 
mk-procEntry : 
-+ ExtTable 
procEntry x ExtTable -+ ExtTable 
PNAME x ExtTable -+ ExtTable 
PNAME x newEntry x ExtTable -+ ExtTable 
PNAME x ExtTable -+ ExtTable 
PNAME x ALI-BIT x SUCCPAT-TABLE 
x INDEX-LIST -+ procEntry 
Diese Funktionen erzeugen eine leere extension table52 ( -> create-ExtTable), fiigen Prozedur-
einttiige zu eine bestehenden ExtTable hinzu (-> add-procEntry) bzw.loschen Prozedureintrage 
(-> rm-procEntry). Die haufigste Anwendung der letzten beiden Funktionen erfolgt beim 
Andem von Prozedureintragen (-> modify-procEntry), denn hier wird nacheinander 
rm-procEntry und add-procEntry aufgerufen. Die Funktion addnew-procEntry erzeugt zuerst 
einen leeren Prozedureintrag mittels (mJc-procEntry PNAME nil nil nil) und fiigt diesen zur 
ExtTable hinzu. 
Beispiel 
? (setf ExtTable (create-ExtTable)) 
NIL 
? (setf procEntry (mk-procEntry '(p 2) nil nil nil)) 
((P 2) NIL NIL NIL) 
? (setf ExtTable (add-procEntry procEntry ExtTable)) 
( ((P 2) NIL NIL NIL)) 
? > (modify-procEntry '(p 2) (mk-procEntry '(p 2) t nil nil) ExtTable) 
(((P 2) T ~IL NIL)) 
mk-succpatEntry : CALLP x SUCCP x O/C-STA TE -+ succpatEntry 
modify-succpatEntry: CALLP x SUCCP x O/C-STATE x procEntry -+ procEntry 
Die Funktion mJc-succpatEntry konstruiert aus dem CALLP, SUCCP und O/C-STA TE einen 
52Die leere extension table entspricht zur Zeit der leeren Liste NIL in LISP 
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succpatEntry. Die Funktion modify-sueepatEntry selektiert aus dem procEntry den 
succpatEntry zu CALLP und ersetzt ihn durch den neuen, der sich aus CALLP, SUCCP und 
O/C-ST ATE ergibt. Existiert noch kein succpatEntry zu CALLP irn procEntry, wird der neue 
succpatEntry trotzdem hinzugefugt 
mk-succpat-open : 
mk-succpat-close : 
PNAME x CAU.P x ExtTable -. ExtTable 
CALLP x procEntry x WHY x ExtTable 
-. succpatEntry x ExtTable 
Wird eine Prozedur PNAME mit einem Aufrufpattem CALLP aufgerufen, wird mittels 
mk-sucepat-open ein entsprechender succpatEntry eroffnet. 1st der Aufruf abgearbeltet, wird 
das succpatEntry mittels mk-sucepat-open wieder geschlossen. Das Argument WHY gibt hier-
bei den Grund fiir die Beendigung der Abarbeitung an. Es gibt 3 verschieden Begrtindungen: 
WHY = goal-finished Alle Klauseln wurden fUr den Aufruf beachtet und demnach ist das 
bisherige Erfolgspattem im succpatEntry zu PNAME und CALLP richtig berechnet. Es 
wird daher als Ergebnis zuriickgeliefen und der o/c-state auf close gesetzl 
WHY = safe-ree Es erfolgte ein sicherer rekursiver Aufruf auf der abstrakten Ebene und das 
CALLP und SUCCP sind his auf den Instantiierungsstatus fUr val identisch. Es kann 
somit wie im Fall WHY = goal-finished verfahren werden. 
WHY = unsafe-ree Es erfolgte ein nicht-sicherer rekursiver Aufruf in der abstrakten Ebene. 
Der succpatEntry wird geschlossen und das SUCCP konservativ (s. 0.) abgeschatzt. 
add-succp-to-table : PNAME x CALLP x SUCCP x ExtTable -. ExtTable 
Wlilirend der Abarbeitung eines abstrakten Aufrufs (p CALLP) liefem die einzelnen Klausel 
verschiedene Erfolgspattem SUCCP. Sie werden durch add-sueep-to-table in die ExtTable, 
unter Beachtung des bisher berechneten Erfolgspanem also der (LUB-Bildung), eingetragen. 
Beispiel 
? (setf pname '(p 3) 
callp '(closed free free» 
(CLOSED FREE FREE) 
; = (p closed free free) 
? (setf ExtTable (addnew-procEntry PNAME (create-ExtTable») 
«(P 3) NIL NIL NIL» 
? (setf ExtTable 
(mk-succpat-open PNAME CALLP ExtTable» 
«(P 3) NIL «(CLOSED FREE FREE) NIL OPEN» NIL» 
? (setf ExtTable 
(add-succp-to-table PNAME CALLP 
, (closed free true true) 
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ExtTable) ) 
«(P 3) NIL ; ALI-BIT 
« (CLOSED FREE FREE) (CLOSED FREE TRUE TRUE) OPEN»; succpatTable 
NIL» ; Klauselindexliste 
? (setf ExtTable 
(add-succp-to-table PNAME CALLP 
'(closed free closed true) ExtTable» 
( «P 3) NIL 
( ( (CLOSED FREE FREE) (CLOSED FREE CLOSED TRUE) OPEN» 
NIL) ) 
? (mk-succpat-close PNAME CALLP 'goal-finished ExtTable) 
( (CLOSED FREE CLOSED TRUE) 
« (P 3) NIL 
( ( (CLOSED FREE FREE) (CLOSED FREE CLOSED TRUE) CLOSE)} 
NIL) ) ) 
? (mk-succpat-close PNAME CALLP 'safe-rec ExtTable) 
«CLOSED FREE CLOSED TRUE) 
( «P 3) NIL 
«(CLOSED FREE FREE) (CLOSED FREE CLOSED TRUE) CLOSE» 
NIL) ) ) 
? (mk-succpat-close PNAME CALLP 'unsafe-rec ExtTable) 
( (CLOSED DONTKNOW DONTKNOW DONTKNOW) 
( «P 3) NIL 
«(CLOSED FREE FREE) 
(CLOSED DONTKNOW DONTKNOW DONTKNOW) CLOSE» 
NIL) ) ) 
Pradikate 
inclusion-p: TERM-STATE x TERM-STATE~ 1RUlH-VALUE 
Test, ob der reehte TERM-STATE den linken iiberdeekt beziiglich (~, ;; ). 
Beispiel 
? (inclusion-p 'closed 'true) 
T 
? (inclusion-p 'true 'closed) 
NIL 
? (inclusion-p 'free 'free) 
T 
repeated-variable-p: LITERAL~ 1RUlH-VALUE 
Test, ob in LITERAL eine Variable mehnnals vorkommt 
Beispiel 
? (repeated-variable-p '(foo (vari v) (vari w) (vari y) (vari v») 
T 
? (repeated-variable-p '(foo (vari v) (vari w) (vari y) (vari z») 
NIL 
- 95-
Globale DatenflujJanalyse von RELFUN 
recursive-call-p: CLAUSE~ 1RUTII-VALUE 
Test, ob in die Klausel rekursiv definiert ist. 
Beispiel 
? (recursive-eall-p '(ft (foo a) (bar b) (foo e») 
T 
? (reeursive-eall-p '(ft (foo a) (bar b) '(foo e») 
NIL 
return-aliases-p: CL-INDEX-UST x DATABASE -+ 1RU1H-V ALUE 
Test, ob eine Prozedur, gegeben durch die Klauselindexliste CL-INDEX-LIST der 
Prozedurldauseln, die Gefahr des return-aliasing birgt. Sei wieder die Spieldatenbasis yom 
Anfang durch *rfi-database* gegeben und die ExtTable mittels index-db erzeugt. 
Beispiel 
? (return-aliases-p (s-indexList (s-proeEntry '(q 2) ExtTable» 
*rfi -database * ) 
T 
? (return-aliases-p (s-indexList (s-proeEntry '(s 1) ExtTable» 
*rfi-database*) 
NIL 
call-to-aliases-p: LITERAL x ALI-LIST ~ 1RUTII-V ALUE 
Test, ob das Literal LITERAL einer Prozedur angehort, fUr die bereits die Gefahr des aliasing 
festgestellt wurde und deshalb in der ALI-LIST vorhanden ist Die Funktionen call-to-aliases-p 
und retwn-aliases-p bilden den Kern des Algorithmus SET-ALI-BIT aus Abschnitt 3.2. 
Beispiel 
? (eall-to-aliases-p '(q _u _v) '( (q 2») 
T 
exist-procEntry-p: PNAME x ExtTable -+ 1RUTII-VALUE 
exist-succpatEntry-p: CALLP x procEntry ~ 1RUTII-VALUE 
aliases-p: procEntry ~ 1RUTII-V ALUE 
succpat.close-p: CALLP x procEntry ~ 1RUTII-V ALUE 
succpat-open-p: CALLP x procEntry ~ 1RUTII-VALUE 
Pradikate, die die Eigenschaften (Slotinhalte) der extension table ExtTable und ihrer 
Komponenten testen. Die Semantik: ist fUr diese Funktionen mehr als offensichtlich und es wird 
deswegen auf Beispiele verzichtet 
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3.3.4 Einbindung des mode-Interpreters in das RFM-System 
In diesem letzten Abschnitt wird die Schnittstelle des mode-Interpreters mit dem RPM-System 
vorgestellt. Wie im vorherigen Abschnitt erIautert, wird der mode-Interpreter uber die Funktion 
mode-interpret: QUERY x DB-NORM -> ExtTable 
aufgerufen. Ais Ergebnis wird die extension table zuriickgeliefert, in der die modes der 
Prozeduren repriisentiert ist. Die im weiteren beschriebene Schnittstelle zwischen RPM-System 
und mode-Interpreter gibt zum einen die extension table in einer informativeren Darstellung fUr 
den Benutzer wieder (siehe hierzu das Beispiel weiter unten) und erweitert zum anderen die 
AufrufmOglichkeiten des mode-Interpreters. Der mode-Interpreter wird im RPM-System durch 
das Kommando modes aktiviert. Es kann auf 4 verschiedene Art und Weise benutzt werden: 
(1) modes query 
(2) modes procedure 
(3) modes query-list 
(4) modes procedure-list 
U nter einer query ist eine Anfrageapproximation der Form (pred-name Aufrufpattem) zu 
verstehen etwa (foo free closed). Eine procedure ist durch das Paar (pred-name pred-arity) 
beschrieben etwa (foo 2). Es wird interpretiert, wie die Anfrageapproximation 
(pred-name 61, ... , 6pred-arity) mit 6i = dontknow. Die query-list (procedure-list) ist eine Liste 
von query (procedure). Mit ihnen hat man die Moglichkeit eine Menge von Anfragen zu 
betrachten. 
Sind fur eine konkrete RELFUN-Datenbasis die moglichen Anfragen genau bekannt, 
verwendet man sinvoller Weise die Aufrufe der Fonn (1) und (3). Sind jedeglich die 
(erlaubten) Prozeduren bekannt, welche als Benutzer-goals zur Laufzeit moglich sind, so findet 
die abkurzende Schreibweise aus (2) und (4) Anwendung. Man hat in diesem Fall nur 
Infonnationen dariiber, daB die Prozedur procedure aufgerufen wird, aber keine nitheren 
Informationen, wie die Instantiierungen beim Aufruf sind. Die Schnittstellenfunktionen sind in 
der Datei "mode-rfi-interface.lsp" zu finden. Das RPM-System ruft dieses Inferface mittels der 
Funktion 
rfi-modes : USERLINE -> ExtTable 
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auf. USERLINE hat hierbei eine der Darstellungen (1) bis (4). FUr (1) und (2) wird die 
Funktion md-interpret direkt aufgerufen und fUr die FaIle (3) und (4) wird zuerst eine Pseudo-
Klausel md-query generiert, die die query-list (procedure-list) als Pramissen enthaIt Diese 
Vorgehensweise geschieht transparent fUr den Benutzer. Beispielsweise wird fUr 
modes (foo free closed) (bar true closed dontknow) 
die Pseudo-Klausel 
erzeugt und zusammen mit der eigentlichen RELFUN-Datenbasis dem mode-Interpreter 
Ubergeben. wobei die Anfrageapproximation die Form 
(md-query free closed true closed dontknow) 
hat Entsprechen erhalten wir fUr die Verwendungsmoglichkeit (4): 
modes (foo 2) (bar 3) 
(ft (md-query _1 _2 _3 _4 _5) (foo _1 _2) (bar _3 _4 _5) ) 
(md-query dontknow dontknow dontknow dontknow dontknow) 
Die Funktion rfi-modes liefert. genau wie md-interpret, die extension table zurtick. Dies 
geschieht aber unsichtbar fUr den Benutzer. Der Benutzer sieht vielmehr eine informativere 
Darstellung der extension table. Diese Darstellung solI nun an einem Beispielprotokoll einer 
moglichen RELFUN-Sitzung illustriert werden. In dem Beispiel betrachten wir zwei kleine 
Datenbasen. Die erste Datenbasis ("mini-db.rf') besteht nur aus zwei Klauseln. die aber 
PradikatelFunktionen aus der zweiten Datenbasis ("fac.rf') aufrufen. Anhand einer ersten 
mode-Analyse von "mini-db.rf' wird festgestellt, wie die (importierten) PradikatelFunktionen 
aus "fac.rf' aufgerufen werden. Mit dieser Information kann dann fUr diesen speziellen 
Gebrauch von "fac.rf' eine mode-Analyse fUr "fac.rf' gestartet werden. 
rfi> ; Load the database "mini-db.rf" 
rfi> consult "mini-db" 
rfi> ; List the database 
rfi> 1 
(ft (testfun n) 
(numberp -n) 
(facfun n) ) 
(ft (testrel- n val) 
(numberp -n)-
(facrel n val) ) 
rfi> - -
rfi> There exist only two functions in the database. 
rfi> Assume we know nothing about the functions. 
rfi> So, we compute the modes with no strong calling patterns and 
rfi> get the extension table in a suited manner 
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rfi> 
rfi> 
rfi> 
rfi> 
rfi> 
rfi> 
rfi> 
Note, the function facfun/1 und the relation facrel/2 are defined in 
the database "fac.rf" and have no known definition yet. Nevertheless 
the mode-interpreter computes nice calling pattern for facfun/l and 
facrel/2. 
Remember, a call to LISP-builtins like numberp/l are only allowed with 
ground terms! 
rfi> modes (testfun 1) (testrel 2) 
*** Warning ***there is no clause definition 
*** Warning ***there is no clause definition 
Procedure: TESTREL/2 Aliasing: yes 
for »FACFUN/l« 
for »FACREL/2« 
calling: <DONTKNOW DONTKNOW > returning: <CLOSED DONTKNOW DONTKNOW > 
Procedure: FACREL/2 Aliasing: no 
calling: <CLOSED DONTKNOW > returning: <CLOSED DONTKNOW DONTKNOW > 
Procedure: TESTFUN/l Aliasing: yes 
calling: <DONTKNOW > returning: <CLOSED DONTKNOW > 
Procedure: FACFUN/l Aliasing: no 
calling: <CLOSED > returning: <CLOSED DONTKNOW > 
rfi> 
rfi> ; Now we can look at the database "fac.rf". 
rfi> replace "fac.rf" 
rfi> 1 
(hn (facrel 0 1» 
(hn (facrel n r) 
(sublrel-_n-y) 
(facrel y _v) 
(multrel n _v _r) 
(ft (facfun of 
1 ) 
(ft (facfun n) 
(multfun- n (facfun (sublfun _n») 
(hn (sub1rel =n y) 
(is y (sublfun _n» ) 
(hn (multrel n v r) 
(is r (multfun-_n _v» 
(ft (sublfun n) 
(1- n) )-
(ft (multfun n v) 
(* n v) -) -
rfi> --
rfi> Normalizing the database! 
rfi> flatter 
rfi> horizon 
rfi> 
rfi> 
rfi> 
rfi> 
And now computing the modes for all the predicates in the database 
with respect to the call information of facfun/1 and facrel/2 
rfi> modes (facfun closed) (facrel closed dontknow) 
Procedure: FACREL/2 Aliasing: yes 
calling: <CLOSED DONTKNOW > returning: <CLOSED CLOSED TRUE > 
calling: <CLOSED FREE > returning: <CLOSED DONTKNOW DONTKNOW > 
Procedure: MULTREL/3 Aliasing: yes 
calling: <CLOSED DONTKNOW DONTKNOW > returning: <CLOSED DONTKNOW CLOSED TRUE 
> 
calling: <CLOSED DONTKNOW FREE > returning: <CLOSED DONTKNOW CLOSED TRUE > 
Procedure: SUBIREL/2 Aliasing: yes 
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calling: <CLOSED FREE > returning: <CLOSED CLOSED TRUE > 
Procedure: FACFUN/l Aliasing: yes 
calling: <CLOSED > returning: <CLOSED DONTKNOW > 
Procedure: MULTFUN/2 Aliasing: yes 
calling: <CLOSED DONTKNOW > returning: <CLOSED CLOSED CLOSED > 
Procedure: SUBIFUN/l Aliasing: yes 
calling: <CLOSED > returning: <CLOSED CLOSED > 
rfi> 
rfi> 
rfi> 
rfi> 
rfi> 
rfi> 
Maybe there exist another database using "fac.rf", calling only 
facfun/l with calling pattern <closed> then we get additional 
information about dead code, indicated by prodedures with no 
calling and returning pattern. 
rfi> modes (facfun closed) 
Procedure: FACFUN/l Aliasing: yes 
calling: <CLOSED > returning: <CLOSED DONTKNOW > 
Procedure: MULTFUN/2 Aliasing: yes 
calling: <CLOSED DONTKNOW > returning: <CLOSED CLOSED CLOSED > 
Procedure: SUBIFUN/l Aliasing: yes 
calling: <CLOSED > returning: <CLOSED CLOSED > 
Procedure: FACREL/2 Aliasing: yes 
Procedure: SUB1REL/2 Aliasing: yes 
Procedure: MULTREL/3 Aliasing: yes 
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4 Zusammeofassuog uod Ausblick 
In dieser Arbeit habe ich kurz die Compilationsphilosophie des Complabs im C-Teil von 
ARC-TEC beschrieben. 1m Sinne dieser Philosophie habe ich 6 Regelsysteme vorgestellt, die 
Klausel-basiene Source-to-Source-Transformationen von RELFUN beschreiben und 
zusammen mit dem Kontrollalgorithmus die Kern-Klauseln definieren. Die Kern-Klauseln 
ihrerseits bilden den RELFUN-Kern. Ais TUJrmalizer wurden diese Transformationen in Form 
eines LISP-Programms implementiert. 
Zwei weitere Transformationen wurden nur zum Teil bzw. iiberhaupt nicht beschrieben, sie 
sind aber im RFM-System integrien. Zum einen ist dies die Umwandlung von hn-Klauseln in 
ft-Klauseln. Es wurde zwar in Abschnitt 1.2 erkUirt, wie diese Transformation zu realisieren 
ist, doch wurde sie nicht direkt in den Regelsystemen reprasentien. Zum anderen wurden 
Listen, in RELFUN durch tup-Strukturen mit beliebiger Stelligkeit dargestellt, nicht direkt 
betrachtet. Ich habe fUr die Regelsysteme die Umwandlung der tup-Strukturen (Listen) in 
binare cns-Strukturen (IDmlich den dotted pairs in LISP) bereits vorausgesetzt 
Ein Kritikpunkt des TUJrmalizers ist sicherlich die ausschlieBlich klauselorientiene Sichtweise. 
Die Regelsysteme haben zwar in ihrem Bedingungsteil prozedurorientiene Elemente und auch 
der normalizer ist fUr eine derartige Erweiterung teilweise vorbereitet; allerdings sind in der 
jetzigen Version beispielsweise die prozedurorientienen Bedingungen wie etwa Determinismus 
und Seiteneffektfreiheit nur fUr LISP-Durchgriffe positiv entscheidbar. In die prozedur-
orientierte Richtung geht dann der zweite Tell meiner Arbeit, der zugleich die erste Anwendung 
der Kern-Klauseln darstellt 
Anhand einer DatenfiuBanalyse, realisien durch den mode-Interpreter, werden automatisch die 
moglichen Argumentinstantiierungen der Prtidikate einer vorgegebenen Datenbasis inferiert Sie 
werden als die modes der Prlidikate (bzw. Prozeduren) bezeichnet. Die mode-Informationen 
sind im strengen Sinne bereits oberhalb der Prozedur- in die Datenbasisebene einzuordnen. 1m 
Motivationsteil zu Abschnitt 3 wurden Anwendungen der mode-Informationen erUiuten (etwa 
die Determinisinus-Analyse). Zukiinftige Arbeiten konnen hier ankniipfen und die modes fUr 
die Inferenz von weiterem Prozedurwissen nutzen. Moglicherweise ist es dann auch sinnvoll, 
den normalizer mit den zusatzlichen Prozedurinformationen erneut aufzurufen (also auf dieser 
Ebene weiter zu optimieren) und anschlieBend wieder den mode-Interpreter aufzurufen usw. 
Der wechselseitige Aufruf der Komponenten (moglicherweise auch weiteren) geschieht dann 
bis zum Erreichen eines "Fixpunkts", wenn sich keine oder nur noch sehr geringe Anderungen 
in den Ergebnissen einstellen. 
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Anhang A: Programmlisting des normalizers 
A.I Datei "normalizer .lisp" 
" ", The normalizer computes the RELFUN kernel for a 
RELFUN program 
Thomas Krause, DFKI Kaiserslautern 
22. March 1991 
(defun normalize-database (db 'optional (count nil» "DATABASE -> DATABASE" 
;; REMARK: COUNT is for debugging only 
(declare (special *error-level* *error-stream*»; for debugging only 
(setq *error-stream* nil) 
(cond «null db) nil) 
(t 
(let «clause (first db» 
(proc-name (mk-proc-name (first db»» 
(case *error-level* 
«123) (setf *error-stream* (list (list proc-name clause»» 
(4 (setf *error-stream* (cons (list proc-name clause) *error-stream*») 
(otherwise (setq *error-stream* nil») 
(if count (progn (princ count) (princ" "») 
(cons (first (normalize-clause clause nil» 
(normalize-database (rest db) (if count (1+ count) nil»»») 
(defun normalize-clause (clause proc-info) 
"CLAUSE x PROC-INFO -> CLAUSE x PROC-INFO" 
(normalize-flat·~clause clause proc-info» 
(de fun normalize-flat-clause (cl proc-info) 
clause must be allready flatten 
by using flatten-struc-clause 
(let «funM nil) ;holds values from multiple values functions 
(head-chunk nil) (cl-info nil) (guards nil) (prem-rest nil) 
(kind (s-kind cl» 
(head (s-conclusion cl» 
(premises (s-premises cl») 
;ii collecting the guards of the first chunk (namely the head chunk) 
(setf funM (collect-guards premises» ; funM = <guard-list x <call-literal x premises» 
(setf guards (first funM) 
prem-rest (second funM» 
'" computing the normalized head chunk 
(setf funM 
(norm-head-chunk kind head guards 
(setf head-chunk (second funM) 
cl-info (third funM» 
iii status x head chunk x clause info 
prem-rest) ) 
(case (first funM) ; whats happened by normalizing? 
(unknown i detecting unknown 
(list (mk-clause kind head I (unknown» 
proc-info) ) 
(lisp-evaluate LISP expression was evaluated, as a result there are new guards! 
(normalize-flat-clause ; with the computed lisp result 
(mk-clause kind (first head-chunk) 
(append (rest head-chunk) 
(rewrite (rest prem-rest) 
(s-simple-bindings cl-info»» 
proc-info) ) 
(lisp-error 
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(error "Lisp error: NOT YET IMPLEMENTED") (terpri» 
(ok 
(norm-premises (cons kind head-chunk) (rest prem-rest) cl-info proc-info» 
(otherwise 
(error "normalize-clause"»») 
(defun norm-premises (cl-new cl-rest cl-info proc-info) 
"CL-NEW x CL-REST x CL-INFO x PROC-INFO -> clause x proc-info" 
(cond «null cl-rest) 
(list cl-new proc-info» 
(t 
) ) 
(let «funM nil) 
(guards nil) (prem-rest nil) 
(chunk nil) (cl-info-new nil» 
'" collecting the guards of the next chunk 
(setf funM (collect-guards cl-rest» 
(setf guards (first funM) 
prem-rest (second funM» 
(setf funM ;;; status x head chunk x clause info 
(norm-chunk guards prem-rest cl-info» 
(setf chunk (second funM) 
cl-info-new (third funM» 
(case (first funM) ; whats happened by normalizing? 
(unknown ; detecting unknown 
(list (mk-clause (s-kind cl-new) 
(s-conclusion cl-new) 
• (unknown» 
proc-info) ) 
(lisp-evaluate ; LISP expression was evaluated, as a result there are new guards! 
(norm-premises cl-new 
(lisp-error 
(append chunk 
(rewrite (rest prem-rest) 
(s-simple-bindings cl-info-new») 
cl-info proc-info» 
(error "Lisp error: NOT YET IMPLEMENTED") (terpri» 
(ok 
(norm-premises (append cl-new chunk) 
(rest prem-rest) 
cl-info-new proc-info» 
(otherwise 
(error "normalize-clause"»») 
(defun norm-head-chunk (kind head guards prem-rest) 
"KIND x HEAD x GUARDS x PREM-REST -> STATUS x HEAD-CHUNK x CL-INFO" 
(let «funM nil) 
(new-guards nil) (chunk-vars nil) 
(bindings-s nil) (bindings-c nil) (new-head nil) 
(chunk-foot (s-chunk-foot guards») 
(setf funM 
(norm-guards guards nil bindings-s bindings-c» 
(setf new-guards (first funM) 
bindings-s (second funM) 
bindings-c (third funM) 
chunk-vars (fourth funM» 
(cond «eq new-quards • unknown) 
(list • unknown» 
«null prem-rest) 
(setf new-head (rewrite head bindings-s» 
(list 'ok 
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(append (cons new-head 
(sort-head-guards new-guards 
(cond «eq kind 'ft) 
(list 
(collect-new-vars new-head nil») 
(norm-foot (rewrite chunk-foot bindings-s) 
bindings-c) ) ) 
(t ; hn-clause 
nil) 
) ) 
(mk-cl-info kind (collect-vars head chunk-vars) 
bindings-s bindings-c))) 
(let «prem (rewrite (first prem-rest) bindings-sIll 
(cond «lispcall-inst-p prem bindings-c) ; full instantiate call to lisp 
(list 'lisp-evaluate 
») 
(t 
(append (cons (rewrite head bindings-s) 
new-guards) 
(list (cond «is-t prem) 
(mk-is (s-patt-is prem) 
(un-inst (lisp-exec 
(rewrite (s-expr-is prem) 
bindings-c) nil) I»~ 
(t 
(lisp-exec (rewrite prem bindings-c) nil»») 
(mk-cl-info kind (collect-vars head chunk-vars) 
bindings-s bindings-c») 
(setf chunk-vars (collect-vars prem chunk-vars) 
new-head (rewrite head bindings-s) 
(list 'ok 
» ) 
(append (cons new-head 
(sort-head-guards new-guards 
(collect-new-vars new-head nil») 
(list (rewrite (first prem-rest) 
bindings-s) » 
(mk-cl-info kind (collect-vars head chunk-vars) 
bindings-s bindings-c») 
(defun norm-chunk (guards prem-rest cl-info) 
"GUARDS x PREM-REST x CL-INFO -> STATUS x BODY-CHUNKN x CL-INFO" 
(let « funM nil) 
(new-guards nil) (chunk-vars nil) 
(bindings-s (s-simple-bindings cl-info» 
(bindings-c (s-complex-bindings cl-info» 
(chunk-foot (s-chunk-foot guards») 
(setf funM 
(norm-guards guards (s-cl-info-variables cl-info) 
bindings-s bindings-c» 
(setf new-guards (first funM) 
bindings-s (second funM) 
bindings-c (third funM) 
chunk-vars (fourth funM» 
(cond «eq new-guards 'unknown) 
(list 'unknown) 
«null prem-rest) 
(list 'ok 
(append new-guards 
(cond «eq (s-cl-info-kind cl-info) 'ft) 
(list 
(norm-foot (rewrite chunk-foot bindings-s) 
bindings-c) ) ) 
(t ; hn-clause 
nil) 
) ) 
(mk-cl-info (s-cl-info-kind cl-info) 
chunk-vars 
bindings-s bindings-c») 
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(t 
(let «prem (rewrite (first prem-rest) bindings-s))) 
)) ) 
(cond «lispcall-inst-p prem bindings-c) ; full instantiate call to lisp 
(list 'lisp-evaluate 
(t 
(append guards 
(list (cond «is-t prem) 
(mk-is (s-patt-is prem) 
(un-inst (lisp-exec 
(t 
(rewrite (s-expr-is prem) 
bindings-c) nil)))) 
(lisp-exec (rewrite prem bindings-c) nil))))) 
(mk-cl-info (s-cl-info-kind cl-info) 
chunk-vars 
(s-simple-bindings cl-info) 
(s-complex-bindings cl-info) ))) 
(setf chunk-vars (collect-vars prem chunk-vars)) 
(list 'ok 
)))) 
(append new-guards (list prem)) 
(mk-cl-info (s-cl-info-kind cl-info) 
chunk-vars 
bindings-s bindings-c)) 
(de fun norm-guards (guards var-before bindings-s bindings-c) 
"GUARDS x VAR-BEFORE x BINDINGS-S x BINDINGS-C 
-> NEW-GUARDS BINDINGS-S x BINDINGS-C x VAR-AFTER" 
(norm-guards2 guards nil nil var-before nil bindings-s bindings-c nil)) 
(de fun norm-guards2 (guard-rest new-guards conflict-guards 
var-before var-add 
bind-s 
bind-c nbind-c) ; complex- and new-complex-bindings 
"computes the normalized guards called new-guards. The computation looks like a fixpoint 
computation. This means that a guard is added to the list CONFLICCT-GUARDS if it 
causes a meaningfull change to the complex bindings. As a result, maybe two rhs of 
BINDINGS-C become identity and structure sharing is possible. This is indicated by the 
function COLLECT-IS-SET-FROM-NEW-BINDINGS and a new iteration is started with the new 
guards, gaining by COLLECT-IS-SET-FROM-NEW-BINDINGS and the guards of conflict-guards" 
(cond «null guard-rest) 
(let «more-is-set (collect-is-set-from-new-bindings bind-c nbind-c))) 
(cond (more-is-set iii one more iteration 
(t 
(norm-guards2 (append more-is-set conflict-guards) 
new-guards nil 
var-before nil 
bind-s 
bind-c nil)) 
(t 
(list (append new-guards conflict-guards) 
bind-s 
(append bind-c nbind-c) 
(append var-before var-add)))))) 
(let «term**tag nil) 
(term (rewrite (first guard-rest) bind-s)) 
(alI-bind-c (append nbind-c bind-c))) 
(setf term**tag (get-guardClas term (append var-before var-add) all-bind-c)) 
(setf term (first term**tag)) 
(case (second term**tag) 
(unknown ;i; apply UNP 
(list 'unknown bind-s bind-c var-before)) 
(deno-prem ;i; can be deleted because a foot is handled in function norm-chunk 
i;; apply DBE 
(norm-guards2 (rest guard-rest) new-guards conflict-guards 
var-before var-add 
(new-simple 
bind-s bind-c nbind-c)) 
e.g. (is x a) or (is _x _v) 
apply DIP-
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(rest guard-rest) new-quards conflict-guards 
var-before 
(cond «vari-t (s-expr-is term)) 
(append var-add 
(collect-new-vars (s-expr-is term) 
(t var-add)) 
(Ink-bindings (s-patt-is term) 
(s-expr-is term) 
bind-s) 
bind-c nbind-c» 
i{ (append var-before var-add»» 
(new-complex :;; e.g. (is x' (f a» 
, , , apply DIP or CSE 
x occurs first (-y . (f a\l is in complex-bindings 
(let «rhs-inst nil) (common-expr nil) 
(lhs-is (s-patt-is term» 
(rhs-is (un-inst (s-expr-is term»» 
(setf rhs-inst (rewrite rhs-is all-bind-c» 
(setf common-expr 
(rhs-match-p rhs-inst all-bind-c» ;nil indicates no match, otherwise 
;the variable (bind to rhs-inst) is returned 
(cond «occur-check-p Ihs-is rhs-inst) ; occur-check (-> apply SIU) 
(progn 
(error-handler 20 ; occur-check 
term) 
(list 'unknown bind-s bind-c var-before») 
( common-expr 
(norm-guards2 
;;; applx CSE 
(rest guard-rest) new-guards conflict-guards 
var-before 
var-add 
(Ink-bindings Ihs-is 
(first common-expr) 
bind-s) 
bind-c nbind-c» 
(t ;;; a new complex structure (apply DIP) 
(norm-guards2 (rest guard-rest) new-guards 
(cons term conflict-quards) 
va r-before 
(appenti var-add 
(collect-new-vars term 
bind-s bind-c 
(Ink-bindings Ihs-is 
rhs-inst 
nbind-c) »» 
(append var-add var-before») 
(unbound-simple; e.g. (is _v _w); _v have no complex bindings and both do not occur 
;;; apply DIP 
(let «rhs-inst nil) 
(lhs-is (s-patt-is term» 
(rhs-is (s-expr-is term» 
(reduction (list (rest term»» ; builts the reduction Ihs -> rhs 
(setf rhs-inst (rewrite rhs-is all-bind-c» 
(cond «occur-check-p lhs-is (rewrite rhs-is all-bind-c» ; occur-check 
(progn 
(error-handler 20 ; occur-check 
term) 
(list 'unknown bind-s bind-c var-before») 
(t 
(norm-guards2 (rest guard-rest) 
(cond «member lhs-is var-before :test .'equal) 
(cons term (rewrite new-guards reduction») 
(t (rewrite new-guards reduction»)) 
(rewrite conflict-guards reduction) 
var-before var-add 
(mk-bindings (s-patt-is term) (s-expr-is term) 
(rhs-rewrite lhs-is rhs-is bind-s» 
(rhs-rewrite lhs-is rhs-inst bind-c) 
(rhs-rewrite Ihs-is rhs-inst nbind-c»»» 
(unbound-complex; e.g. (is v' (f a» (apply DIP, CSE or SIU) 
(let «rhs-inst nil) (common-expr nil) 
(lhs-is (s-patt-is term» 
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(rhs-is (un-inst (s-expr-is term»» 
(setf rhs-inst (rewrite rhs-is all-bind-c» 
(cond «occur-check-p Ihs-is rhs-inst) ; occur-check (apply SIU and UNP) 
(progn 
(error-handler 20 ; occur-check 
term) 
(list 'unknown bind-s bind-c var-before») 
(t 
(setf common-expr (rhs-match-p rhs-inst all-bind-c» 
(cond (common-expr ; (-> CSE) 
(norm-guards2 (cons (mk-is Ihs-is (first common-expr» 
(rest guard-rest» 
new-guards conflict-guards 
var-before var-add 
bind-s bind-c nbind-c» 
(t ;;i add a new structure to nbind-c 
;;; -> DIP 
) ) 
(norm-guards2 (rest guard-rest) 
new-guards 
(cons term conflict-guards) 
var-before 
(append var-add 
(collect-new-vars rhs-is 
(append var-add var-before») 
bind-s 
(rhs-rewrite Ihs-is rhs-inst bind-c) 
(mk-bindings Ihs-is rhs-inst 
(rhs-rewrite Ihs-is rhs-inst nbind-c»» 
») 
(complex-complex i;; (rewrite term all-bind-c ==> (is' ( .• ) '( •• » 
;;; -> SIU 
(let «error**is-set nil) iii error=unkonwn, if unification fail; mgu defined by IS-SET 
(lhs-inst (rewrite (s-patt-is term) all-bind-c» 
(rhs-inst (rewrite (un-inst (s-expr-is term» all-bind-c») 
(setf error**is-set (mk-is-set lhs-inst rhs-inst» 
(norm-guards2 (cons (first error**is-set) 
(otherwise 
(append (second error**is-set) (rest guard-rest») 
new-guards conflict-guards 
var-before var-add 
bind-s bind-c nbind-c») 
(error "norm-guards"» 
) » 
(defun norm-foot (term bindings-c) 
(let «common-expr (rhs-match-p term bindings-c») 
(cond (common-expr 
» 
(first common-expr» 
(t term» 
(de fun get-guardClas (guard variables bindings-c) 
"guard x VARIABLES x BINDINGS-C -> GUARD x TAG 
Returns a guard in a well manner with a description-tag 
A trivial guard likes (is a a) returns (a 'deno-prem) " 
(trace-in-handler 'get-guardClas (list (list 'guard guard) (list 'variables variables) 
(list 'bindings-c bindings-c» nil) 
(cond «eq 'unknown guard) ;;; -> UNP 
(error-handler 21 ; unknown-detection 
guard) 
(trace-out-handler 'get-guardClas '(unknown unknown») 
« final-p guard) 
(trace-out-handler 'guardClass (list guard 'deno-prem») 
(t ; the rhs-is is a denotative term! 
(let* «lhs-is (s-patt-is guard» 
(rhs-is (un-inst (s-expr-is guard») 
(lhs-var (vari-t lhs-is» 
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(rhs-var (vari-t rhs-is)) 
(lhs-inst (if lhs-var (rewrite lhs-is bindings-c) 
lhs-is) ) 
(rhs-inst (if rhs-var (rewrite rhs-is bindings-c) 
rhs-is)) ) 
(cond «equal lhs-inst rhs-inst) ; Trivial Is-Term (-> SIU) 
(trace-out-handler 'get-quardClas (list (s-expr-is guard) 
; (if (eq 'unknown lhs-is) 
; 'unknown 
, deno-prem; ) 
))) 
«and (or (con-t lhs-is) (con-t rhs-is)) ; Trivial unknown dedection 
(and (not (eq lhs-is rhs-is)) 
(not (vari-t lhs-inst)) 
(not (vari-t rhs-inst»» 
(error-handler 22 ; unknown-generation 
guard) 
(trace-out-handler 'get-isClas '(unknown unknown))) 
; Example (is x a) + x not in variables -> (is x a) + new-simple 
«and lhs-var (not (member lhs-is variables :test "equal»)) ; the variable occurs 
(trace-out-handler 'get-quardClass (list guard (if (convar-p rhs-is) 
'new-simple; then 
'new-complex)))) ; else 
; Example (is (f a) x) + x not in variables -> (is x' (f a) + new-complex 
«and rhs-var (not (member-rhs-is variables :test "equal») 
(trace-out-handler 'get-guardClass (list (mk-is rhs-is (mk-inst lhs-is» 
(if (convar-p lhs-is) 
'new-simple; then 
'new-complex»» ; else 
; Is primitive without new variables and structures 
«and (convar-p lhs-inst) ; _v, _w in variables (or constants) 
(convar-p rhs-is)) ; + no structure 
(trace-out-handler 'get-guardClass (list (if lhs-var 
guard 
(mk-is rhs-is lhs-is» 
'unbound-simple») 
«and (convar-p lhs-is) _v, w in variables (or constants) 
(convar-p rhs-inst» + no structure 
(trace-out-handler 'get-guardClass (list (if rhs-var 
«convar-p lhs-inst) 
(mk-is rhs-is lhs-is) 
guard) 
'unbound-simple») 
(trace-out-handler 'get-guardClass (list guard 'unbound-complex») 
«convar-p rhs-inst) 
(trace-out-handler 'get-guardClass (list (mk-is rhs-is (mk-inst lhs-is» 
'unbound-complex») 
(t 
(trace-out-handler 'get-guardClass (list guard 'complex-complex») 
» ) 
(de fun rewrite (term bindings) "TERM x BINDINGS -> TERM" 
(cond «null term ) nil) 
«con-t term) 
term) 
«vari-t term ) 
(s-binding term bindings» 
(t 
(cons (rewrite (first term) bindings) 
(rewrite (rest term) bindings»») 
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rhs-rewrite 
(de fun rhs-rewrite (lhs rhs bindings) "VAR x TERM x BINDINGS -> BINDINGS 
Replacing all occurrence of 'lhs' on the right-side in 'bindings' 
to the term denoted by 'rhs'" 
(trace-in-handler 'rhs-rewrite (list (list 'lhs Ihs) (list 'rhs rhs) (list 'bindings bindings» 
nil) 
(cond «null bindings) 
nil) 
(t 
(let «binding-first (first bindings» 
(binding-rest (rest bindings») 
(cons (list (first binding-first) 
(rewrite (second binding-first) (list (list Ihs rhs»» 
(rhs-rewrite Ihs rhs binding-rest»»» 
(defun rewrite-with-isset (term is-set) 
(rewrite term (remove-is-from-isset is-set») 
(defun remove-is-from-isset (is-set) 
(mapcar t'remove-is is-set» 
(defun remove-is (is-term) (remove 'is is-term» 
(defun sort-head-guards (guards head-vars) 
(sort-guards guards nil head-vars» 
(defun sort-guards (guards guards-new variables) 
(cond «null guards) guards-new) 
(t (let «gl1 nil) 
(g12 nil) 
(gll**g12 (split-guards guards variables») 
(setf gIl (first gll**g12) 
g12 (second g11**g12» 
(cond «null gl1) 
») ) 
(sort-guards (rest g12) (append guards-new 
(t 
(list (first g12») 
(collect-new-vars (first g12) variables») 
(sort-guards g12 (append guards-new gl1) 
(collect-new-vars gIl variables»» 
(defun split-guards (guards variables) 
(split-guards2 guards nil nil variables» 
(defun split-guards2 (guards gll g12 variables) 
(cond «null guards) (list gIl g12» 
(t (let «guard (first guards») 
(cond «and (is-t guard) , 
(member (s-patt-is guard) variables :test t'equal» 
(split-guards2 (rest guards) 
(cons guard gl1) 
g12 variables» 
(t 
(split-guards2 (rest guards) 
gl1 
(cons guard g12) 
variables) ) ) ) ) 
) ) 
SELECTORS and COLLECTORS 
(defun collect-guards (premises) 
"function collect-guards: premises -> guards x premises 
collects the guards for the next chunk. 
The guards are returned in reverse order. II 
(collect-guards2 nil premises» 
(de fun collect-guards2 (guard-list premises) 
(cond «null premises) 
(list guard-list premises» 
- 109-
(t 
» 
(let «prem (first premises») 
(cond «final-p 'prem) 
(collect-guards2 (cons prem guard-list) 
(rest premises») 
«and (is-t prem) 
(final-p (s-expr-is prem») 
(collect-guards2 (cons prem guard-list) 
(rest premises») 
(t 
(list guard-list premises»») 
(defun collect-deno-is (premises) 
"PREMISES -> IS-SET x PREMISES 
The returned IS-SET is in the reverse order 
Anhang A: ProgrammIisting des normalizer 
First terms in IS-SET are simple-is-primitives as (is x a), where both sides 
are Variables or constants" 
(let «isList**isList**premises (collect-deno-is2 nil nil premises») 
(list (append (first isList**isL!st**premises) 
(second isList**isList**premises» 
(third isList**isList**premises»» 
(defun collect-deno-is2 (cv-is ot-is prem) 
" collects the next denotative is-literals. 'cv-is' means that only constants or variables 
" occur in the is-literal 
(let «term (first prem» 
(term-rest (rest prem») 
(cond «null term-rest) 
(list cv-is ot-is prem» 
(t 
;;; denotative literal 
(cond «final-p term) 
(collect-deno-is2 cv-is at-is term-rest» 
;;; denotative is-literal 
«and (is-t term) 
(final-p (s-expr-is term») 
(let* «lhs-is (s-patt-is term» 
(rhs-is (s-expr-is term» 
(lhs-cv (convar-p Ihs-is» 
(rhs-cv (convar-p rhs-is») 
(cond «and Ihs-cv rhs-cv) 
(collect-deno-is2 (cons term c : -is) ot-is term-rest» 
(t (collect-deno-is2 cv-is (c~' "_ erm at-is) term-rest»») 
evaluative literal 
(t 
(list cv-is at-is prem»»») 
(defun collect-var~ (term variables) 
"TERM x VARS -> VARS 
collects all variables of term and returns the union of the new variables and VARIABLES" 
(cond «null term) variables) 
«atom term) variables) 
«and (vari-t term) (not (member term variables :test i'equal») 
(cons term variables» 
(t (collect-vars (rest term) (collect-vars (first term) variables»») 
(defun collect-new-vars (term variables) 
"TERM x VARS -> VARS 
collects all variables of term and returns only the new variables" 
(cond «null term) nil) 
«atom term) nil) 
«and (vari-t term) (not (member term variables :test i'equal») 
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(cons term nil) ) 
(t 
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(let «new-vars (collect-new-vars (first term) variables))) 
(append new-vars 
(collect-new-vars (rest term) (append new-vars variables»))) 
» 
(de fun s-body-foot (term-list) " LIST -> LIST x TERM" 
(let «rev-list (reverse term-list») 
(list (reverse (rest rev-list» 
(first rev-list»» 
(de fun s-clause-kind (cl-info) "CL-INFO -> CLAUSE-TAG" 
(first cl-info) 
(defun s-cl-info-kind (cl-info) 
(first cl-info») 
(de fun s-clause-variables (cl-info) "CL-INFO -> VAR-LIST" 
(second cl-info» 
(defun s-cl-info-variables (cl-info) 
(second cl-info» 
(de fun s-simple-bindings (cl-info) "CL-INFO -> BINDINGS-S" 
(third cl-info») 
(de fun s-complex-bindings (cl-info) "CL-INFO -> BINDINGS-C" 
(fourth cl-info) 
(defun s-binding (variable bindings) "VAR x BINDINGS -> TERM" 
(let «var-binding (assoc variable bindings :test "equal») 
(cond (var-binding 
(second var-binding» 
(t 
variable) ) ) ) 
(de fun s-chunk-foot (guards) 
(let «ft-guard (first guards») 
(cond «is-t ft-guard) 
(s-patt-is ft-guard» 
(t ft-guard»») 
CONSTRUCTORS and MODIFIERS 
(defun mk-variables-cl-info (var-list cl-info) "VARS x CL-INFO -> CL-INFO" 
(mk-cl-info (s-clause-kind cl-info) 
var-list 
(s-simple-bindings cl-info) 
(s-complex-bindings cl-info)) 
(defun mk-proc-name (clause) "CLAUSE -> PROCEDURE-NAME" 
(list (first (s~conclusion clause) 
(length (rest (s-conclusion clause)))) 
(defun mk-clause (kind head body-list &optional (foot 'no-foot» 
(cons kind 
(append (cons head body-list) 
(cond «eq foot 'no-foot) nil) 
(t (list foot»»» 
(defun mk-bindings (lhs rhs bindings) 
(cons (list lhs rhs) bindings» 
(de fun mk-is-set (arg-listl arg-list2) "ARG-LIST x ARG-LIST -> IS-SET 
IS-SET - ( (is ... ) •.. (is ... » " 
(cond «null arg-listl) '(true nil») 
«eql (length arg-listl) (length arg-list2») 
(list 'true (mk-is-set2 arg-listl arg-list2»)) 
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(t '(unknown nil»» 
(defun mk-is-set2 (11 12) 
(cond «null 11) nil) 
(t (cons (mk-is (first 11) (mk-inst (first 12») 
(mk-is-set2 (rest 11) (rest 12»»» 
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(defun mk-clause-info (kind variables simple-bindings complex-bindings) 
(list kind variables simple-bindings complex-bindings» 
(de fun mk-inst (term) 
(cond «convar-p term) term) 
(t (cons 'inst (cons term nil»») 
(defun mk-cl-info (kind vars bindings-s binding-c) 
(list kind vars bindings-s binding-c» 
(defun mk-isset-from-complex-bindings (bindings) 
••• Die komplexe Bindungsumgebung wird durch die simple Bindung Ihs -> rhs aktualisiert 
••• Hierbei k~nnen rechte Seiten gleich werden, dies fUhrt zu neuen is-Primitiven und zur 
••• LOschung der entsprechenden komplexen Regel aus der Datenbasis 
(mk-isset-from-complex-bindir.c~2 bindings nil nil» 
(defun collect-is-set-from-new-bindings (bind-c nbind-c) 
(second (mk-isset-from-complex-bindings2 nbind-c bind-c nil») 
(defun mk-isset-from-complex-bindings2 (old-bindings new-bindings is-set) 
(cond «null old-bindings) 
(list new-bindings is-set» 
(t 
(let* «rest-bindings (rest old-bindings» 
(next-rule (first old-bindings» 
(lhs-rule (first next-rule» 
(rhs-rule (second next-rule» 
(common-expr (rhs-match-p rhs-rule new-bindings») 
(cond (common-expr ;; there is the same rigth size 
(mk-isset-from-complex-bindings2 rest-bindings 
neW-bindings 
(t 
(cons (mk-is lhs-rule 
(first common-exp~» 
is-set) ) ) 
(mk-isset-from-complex-bindings2 rest-bindings 
(de fun add-conflict-guards (guard guard-list) 
(cons next-rule new-bindings) 
is-set»»» ) 
(reverse (add-conflict-guards2 guard (reverse guard-list»» 
(de fun add-conflict-guards2 (guard guard-list) 
(cond «null guard-list) 
(list guard» 
«is-t guard) 
(let «lhs (s-patt-is guard» 
(first-guard (first guard-list») 
(cond «member Ihs (collect-variables first-guard) :test • 'equal) 
(cons guard guard-list» 
(t (cons first-guard 
(add-conflict-guards2 guard (rest guard-list»» 
» ) 
(t (cons guard guard-list» 
) ) 
PREDICATES 
(defun con-t (term) (atom term» 
(de fun rhs-match-p (rhs-term bindings) "TERM x BINDINGS -> BINDING" 
(cond «null bindings) nil) 
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(t 
(let «bind-rule (first bindings))) 
(cond «equal (second bind-rule) rhs-term) 
bind-rule) 
(t 
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(rhs-match-p rhs-term (rest bindings)))))))) 
(defun occur-check-p (x term) 
(cond «null term) nil) 
«equal x term) t) 
«atom term) nil) 
«occur-check-p x (first term)) 
t) 
(t 
(occur-check-p x (rest term))))) 
(defun lispcall-inst-p (guard bindings-c) 
(cond «is-t guard) 
(let «functor (first (s-expr-is guard)))) 
(and (or (lisp-function-p functor) 
(lisp-predicate-p functor)) 
(null (collect-variables (rewrite (s-expr-is guard) bindings-c)))))) 
(t 
(let «functor (first guard))) 
) ) 
(and (or (lisp-function-p functor) 
(lisp-predicate-p functor)) 
(null (collect-variables (rewrite guard bindings-c)))))) 
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A.2 Datei "debug.lisp" 
(defvar *tracer-level* 0 "default tracer-level is: no trace") 
(defvar *error-level* 0 "default error-level is: ignore errors") 
(defvar *error-stream* nil "post error-messsage to this stream if *error-level* = 4. 
Otherwise the current clause stays here") 
(defun set-trace (level) (declare (specials *tracer-level*)) (setq *tracer-level* level)) 
******** trace-in-handler ******** 
(defun set-err (level) (declare (specials *error-level*)) 
(setq *error-level* level)) 
(defun trace-in-handler (func-name args environment &optional (level *tracer-level*)) 
(cond «or (not (numberp level)) 
ii; 
«= level 0) 
(> level 2)) 
level) 
(t 
(progn (terpri) (prine "Observe Function: It) 
(prine func-name) (terpri) 
(if (eql level 2) 
(progn (prine (documentation func-name 'function)) (terpri))) 
(trace-args args) 
(trace-envenvironment))))) 
******** trace-out-handler ******** 
(defun trace-out-handler (func-name value &optional (level *tracer-level*)) 
(cond «or (not (numberp level)) 
«= level 0) 
(> level 2)) 
value) 
(t (progn (terpri) (prine "*** ") (prine func-name) (prine" *** returns: ") 
(rf-pprint value) 
value))) ) 
(defun trace-args (argvalue-list) 
(cond «null argvalue-list) nil) 
(t 
(progn (prine" *** Arguments ***") (terpri) 
(mapcar "~trace-naMe-value argvalue-list) 
nil))) ) 
(de fun trace-env (argvalue-list) 
(cond «null argv9lue-list) nil) 
(t 
(progn (prine " *** Evironment ***") (terpri) 
(mapcar "~trace-naMe-value argvalue-list) 
nil))) ) 
(defun trace-name-value (name-value) 
(rf-pprint (first name-value)) (prine" :") 
(rf-pprint (second name-value)) 
(terpri) ) 
******** error-handler ********* 
(de fun error-handler (err-no error-args) ; hanldes warnings also 
(declare (specials *error-level* *error-stream*)) 
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(cond «or «= *error-level* 0) (> *error-level* 4» 
t) 
(t 
(let* «proc-name**clause (first *error-stream*» 
(proc-name (first proc-name**clause» 
(clause (second proc-name**clause») 
(case err-no ; 
(20 ; occur-check 
(case *error-level* 
«1 2) ; print on screen 
(print-error "Occur-check has failed" 
proc-name clause error-args t) 
(if (eql *error-level* 2) (break») 
(4 ; print on *error-stream* 
(print-error "Occur-check has failed" 
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proc-name clause error-args nil»» 
(21 ; unknown-detection 
(case *er~or-level* 
«1 2) ; print on screen 
(print-error "Unknown-detection" 
proc-name clause error-args t) 
(if (eql *error-level* 2) (break») 
(4 ; print on *error-stream* 
(print-error "Unknown-detection" 
proc-name clause error-args nil»» 
(22 ; unknown-generation 
(case *error-level* 
«1 2) ; print on screen 
(print-error "Unknown-generation" 
proc-name clause error-args t) 
(if (eql *error-level* 2) (break») 
(4 ; print on *error-stream* 
(print-error "Unknown-generation" 
proc-name clause error-args nil»»»») 
(de fun print-error (err-mess proc-name clause err-args on-screen) 
(declare (specials *error-level* *error-stream*» 
(cond (on-screen 
(terpri) (prine "***** WARNING ****") (terpri) 
(prine err-mess) (terpri) 
(prine "In procedure: " ) (prine proc-name) (terpri) 
(prine "In clause: ") (terpri) (rf-pprint clause) 
(prine "While normalizing: ") (rf-pprint err-args» 
(t 
(setq *error-stream* 
(cons 
(list err-mess 
"In procedure:" proc-name 
"In clause: " clause 
"While normalizing: " err-args) 
(s-rest *error-stream*»»» 
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Anhang B: Programmlisting des mode-Interpreters 
B.l Datei "mode-interpreter.lisp" 
A mode interpreter for automatically generating procedure mode5 
in a RELFUN program 
Thomas Krause, DFKI Kaiserslautern 
20. March 1991 
(de fun mode-interpret (query db) 
"QUERY x DATABASE -> ExtTable 
Computes an approximation of the mode for all predicates in the databa5e db 
relative to the abstract query. The database has to be normalized by using 
the command HORIZON on the RELFUN toplevel loop. The function mode-interpret 
gives back the extension table, which describes the runtime dataflow." 
(let «ExtTable (create-ExtTable)) 
(fun2 nil)) 
(setf ExtTable (index-db db ExtTable)) 
(setf ExtTable (compute-aliasesBit db ExtTable)) 
(setf fun2 (md-interp-goal (mk-litname query) 
(rest query) 
nil ;No recursion in the initial query 
nil ;No call-aliasing in the initial query 
Ext Table 
db) ) 
(second fun2))) 
(defun md-interp-clauseList (pname callp index-list c-ali Ext Table db) 
"PNAME x CALLP x INDEX-LIST x C-ALI x ExtTable x DB 
-> ExtTable" 
(cond «null index-list) 
(let «procEntry (s-procEntry pname Ext Table) )) 
(cond «null procEntry) 
(t 
(progn 
(prine "*** Warning ***") 
(prine "there is no clause definition for »") 
(prine (first pname)) (prine "/") (prine (second pname)) 
(prine "«") (terpri)) 
(setf procEntry (mk-procEntry pname nil nil nil)) 
(setf ExtTable (add-procEntry procEntry ExtTable)))) 
I;; repeated call (with CALLP) to a procedure with no definition in DB 
(cond «exist-succpatEntry-p callp procEntry) 
Ext Table) 
I;; first call (with CALLP) to a procedure with no definition in DB 
(t 
(modify-procEntry 
pname 
(modify-succpEntry callp 
ExtTable) ) 
)) ) 
(mk-noDaf-succpat callp); compute safe approximation 
'close procEntry) 
call to a procedure which is defined in DB 
(md-interp-clauseList2 callp index-list c-ali Ext Table db)) 
) ) 
(de fun md-interp-clauseList2 (callp index-list c-ali Ext Table db) 
"CALLP x INDEX-LIST x C-ALI x ExtTable x DB 
-> Ext Table" 
(cond «null index-list) 
ExtTable) 
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(t 
» 
(let «rest-list (rest index-list») 
(md-interp-clauseList2 callp rest-list c-ali 
(md-interp-clause callp 
db» ) 
(nth (first index-list) db) 
(null rest-list) 
c-ali 
ExtTable db) 
(defun md-interp-clause (callp clause lastcl c-ali Ext Table db) 
"CALLP x CLAUSE x IASTCLx C-ALI x ExtTable x DB 
-> Ext Table" 
(let «i-state nil) (aliasing nil) 
(f-state**val**ET nil) ;final state, return value, extension table 
(succp nil) 
(cl-kind (s-kind clause» 
(cl-head (s-conclusion clause» 
(cl-premises (s-premises clause») 
(setf aliasing (or c-ali call-aliasing 
return-aliasing (repeated-variable-p cl-head») 
;;; computing the initial instantion state 
(setf i-state (safe-istate cl-head callp nil aliasing» 
;;; computing the final instantiation state and the return value state 
(setf f-state**val**ET (md-interp-goallist (mk-pnarne clause) 
cl-premises 
i-state 'free 
lastcl ExtTable db» 
;;; computing the success pattern for CLAUSE with respect to CALLP 
(setf succp (get-succp (rest cl-head) (first f-state**val**ET) 
(cond «eq cl-kind 'ft) 
(second f-state**val**ET» 
(t 'true»» 
;;; computing the new extension table and give back as the result 
(add-succp-to-table (mk-pname clause) callp succp 
(third f-state**val**ET»» 
(de fun md-interp-goallist (pname premises i-state val lastcl ExtTable db) 
"PNAME x PREMISES x I -STATE x VAL x LASTCL x Ext Table x DATABASE 
-> I-STATE x VAL x ExtTable" 
(cond «null premises) 
(list i-state val ExtTable» 
(t 
(let «goal (first premises») 
;;; the goal is a denotative literal and by definition in foot position 
(cond «final-p goal) 
(list i-state 
(term-state (project-state goal i-state» 
ExtTable) ) 
'" the goal is a kind of LISP builtin 
«lispcall-p goal) 
(md-interp-goallist pname 
(rest premises) 
(safe-istate goal 
(mk-lsp-succpat (s-termargs 
(project-state goal i-state») 
i-state 
nil) ; calling LISP cause no aliasing effects 
'closed '" LISP builtin default return value 
lastcl 
ExtTable db» 
;;; the goal is a kind of an is primitive 
«is-t goal) 
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(md-interp-is pname (rest premises) 
goal i-state lastcl ExtTable db» 
;;; an evaluative (normal) goal 
(t 
) » 
(let «kof-rec ; kind of allowed recursion 
; Only the last clause is recursiv? (cond «and lastcl 
(equal pname (mk-litname goal» It is not a indiect recursion? 
(null (rest premises») It is a tail recursion? 
, safe-rec) then it is a safe recursion! 
(t 'unsafe-rec») 
(succp**newET nil) ;;; succp, new extension table 
(lit-activation (rest (project-state goal i-state»» 
(setf succp**newET (md-interp-goal (mk-litname goal) 
lit-activation 
kof-rec 
(call-aliasing-p goal) 
Ext Table 
db» 
(md-interp-goallist pname (rest premises) 
(safe-istate goal (first succp**newET) 
i-state 
nil);No use for c-aliasing information here 
(first (last (first succp**newET») 
lastcl 
(second succp**newET) 
db») 
(de fun md-interp-is (pname rest-premises is-term i-state lastcl Ext Table db) 
"PNAME x REST-PREMISES x IS-TERM x I-STATE x LASTCL x ExtTable x DATABASE 
-> I-STATE x VAL x ExtTable" 
(let «new-istate nil) 
(val nil) 
(istate**retset**ExtTable nil) 
(lhs-term (s-patt-is is-term» 
(rhs-term (s-expr-is is-term») 
;;; Denotative is-Literal 
(cond «final-p rhs-term) 
(cond «inst-t rhs-term) 
(t 
(setf new-istate (struc-unify lhs-term rhs-term i-state» 
(setf val (s-var-state lhs-term new-istate») 
(t 
» 
(setf val (s-unify (project-state lhs-term i-state) 
(project-state rhs-term i-state») 
(setf new-istate (add-istate lhs-term val i-state») 
evaluative is-Literal 
(setf istate**retset**ExtTable 
(md-interp-goallist pname (list rhs-term) 
i-state 
'empty;; No information about the return value available 
(cond (lastcl 'lcl-is); last clause and is primitive 
(t lastcl» 
ExtTable db» 
;;; handling the VALue of the abstract goal given by RHS-TERM 
(cond «vari-t lhs-term) 
(setf val (s-unify (second istate**retset**ExtTable) 
(s-var-state lhs-term (first istate**retset**ExtTable»» 
(setf new-istate (add-istate lhs-term 
val i-state») 
(t; lhs-term is a constant 
) ) 
(setf val (s-unify (second istate**retset**ExtTable) 
(project-state lhs-term i-state» 
new-istate (first istate**retset**ExtTable») 
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(md-interp-goallist pname rest-premises new-istate 
val lastcl 
(cond «final-p rhs-term) ExtTable) 
(t (third istate**retset**ExtTable») 
db) » 
(de fun md-interp-goal (pname callp kof-rec c-ali ExtTable db) 
"PNAME x CALLP x KOF-REC x C-ALI x ExtTable x DATABASE 
-> succp x Ext Table" 
(let «newExtTable nil) 
(procEntry (s-procEntry pname ExtTable») 
(cond «succpat-close-p callp procEntry) : succes pattern is allready computed 
(list (s-succpat callp procEntry) ExtTable» 
«succpat-open-p callp procEntry) :a recursive call with the same call pattern 
(cond «eq kof-rec 'safe-rec) 
(let «new-callp nil) 
(t 
(current-succp (s-succpat callp procEntry») 
(setf new-callp (reverse (rest (reverse current-succp»» 
(cond «or (not new-callp) ; there exist no succp 
(equal new-callp callp» ; a recursive call gives no more information 
(mk-succpat-close pname callp kof-rec ExtTable» 
(t 
(md-interp-goal pname new-callp nil c-ali Ext Table db» 
) » 
(mk-succpat-close pname callp kof-rec ExtTable»» 
(t: the first call to procedure PNAME with call pattern CALLP 
iii try all possible clauses with these call pattern 
(setf newExtTable 
(md-interp-clauseList pname callp 
(s-indexList procEntry) c-ali 
(cond «null procEntry); call to extern procedure 
ExtTable) 
(t 
(rnx-succpat-open pname callp ExtTable») 
db» 
;;; No further need to compute these goal with the same call pattern! 
(mk-succpat-close pname 
callp 
'goal-finished 
newExtTable) ) 
» ) 
(de fun index-db (db ExtTable) 
"DATABASE Ext Table -> ExtTable" 
(index-db2 (reverse db) 
(1- (length db» the first clause has the index O! 
ExtTable) ) 
(de fun index-db2 (db clause-index ExtTable) 
"DATABASE x CLAUSE-INDEX x Ext Table -> Ext Table " 
(cond «null db) ExtTable) 
(t 
(let «clause (first db» 
(db-rest (rest db» 
(pname nil) (procEntry nil» 
(setf pname (mk-pname clause) 
procEntry (s-procEntry pname ExtTable» 
(setf Ext Table 
(cond «null procEntry) i there is no entry for the procedure yet 
(add-procEntry (mk-procEntry pname nil nil 
ExtTable) ) 
«recursive-call-p clause) 
(modify-procEntry pname 
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(mk-procEntry pname nil nil 
(t 
(modify-procEntry pname 
ExtTable) ) 
(append (s-indexList procEntry) 
(list clause-index))) 
(mk-procEntry pname nil nil 
(cons clause-index 
(s-indexList procEntry))) 
ExtTable) ) 
) ) 
(index-db2 db-rest (1- clause-index) ExtTable))) 
)) 
(defun compute-aliasesBit (db ExtTable) 
"DATABASE x Ext Table -> ExtTable" 
(let «aliases-list nil) 
(new-ExtTable (return-aliasesBit db ExtTable))) 
(setf aliases-list (collect-aliasesBit new-ExtTable)) 
(call-aliasesBit db aliases-list (null aliases-list) new-ExtTable))) 
(de fun return-aliasesBit (db ExtTable) 
(cond «null ExtTable) nil) 
(t 
) ) 
(let «pname nil) (i-list nil) 
(procEntry (first ExtTable))) 
(setf pname (first procEntry) 
i-list (s-indexList procEntry)) 
(cond «return-aliases-p i-list db) 
(cons (mk-procEntry pname 
t ALI-BIT! 
nil SUCCPAT-TABLE 
i-list) 
(return-aliasesBit db (rest ExtTable)))) 
(t 
(cons procEnt ry 
(return-aliasesBit db (rest ExtTable)))) 
)) ) 
(defun call-aliasesBit (db ali-list endloop ExtTable) 
;;; END LOOP indicates no chnage of the ALI-BIT while the last iteration 
(cond (endloop Ext Table) 
(t (let «more-ali-list nil) 
)) 
(copy-ExtTable (copy-list ExtTable))) 
(dolist (procEntry ExtTable) ; for all predicates do 
(cond «or (aliases-p procEntry) 
(member (first procEntry) more-ali-list :test .'equal)) 
t); nothing to do becuse the predicates is allready tagged 
«call-aliases-p (s-indexList procEntry) 
) ) 
(append more-ali-list ali-list) 
db) 
(setf more-ali-list (cons (first procEntry) more-ali-list) 
copy-ExtTable (modify-procEntry (first procEntry) 
(set-aliasesBit procEntry) 
copy-ExtTable))) 
(call-aliasesBit db (append more-ali-list ali-list) 
) ) 
(null more-ali-list) ; Was there a change in the ALI-BIT? 
copy-Ext Table) 
(defun term-state (lit-activation) 
"LIT-ACTIVATION -> TERM-STATE" 
(cond «atom lit-activation) lit-activation) 
«inclusion-p 'closed (lub (s-termargs lit-activation))) 
'closed) 
(t 'dontknow) 
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) ) 
(defun safe-istate (literal succp i-state aliasing) 
"LITERAL x SUCCP x I-STATE x ALIASING 
(safe-istate2 (rest literal) succp 
aliasing 
i-state) ) 
(defun safe-istate2 (arglist succp aliBit i-state) 
(cond «null arglist) i-state) 
(t 
(let «var-state nil) 
(arg (first arglist») 
(cond «vari-t arg) 
(setf var-state 
(s-unify (s-var-state arg i-state) 
(first succp») 
(cond «and 
aliBit ; indicates return-aliasing 
(eq var-state 'free» 
(setf var-state 'dontknow») 
(safe-istate2 (rest arglist) 
(rest succp) aliBit 
(add-istate arg var-state i-state») 
(t 
(safe-istate2 (rest arglist) (rest succp) aliBit i-state» 
» ) 
) ) 
(defun lub (term-state-list) 
"TERM-STATE-LIST -> TERM-STATE" 
(lub2 term-state-list 'empty» 
(defun lub2 (tsl ts) 
(cond «null tsl) ts) 
(t (lub2 (rest tsl) 
(get-lub (first tsl) ts») 
) ) 
(defun pattern-lub (patl pat2) 
"PATTERN x PATTERN -> PATTERN" 
(cond «and (null patl) 
(null pat2» 
nil) 
(t (cons (get-lub (first patl) (first pat2» 
(pattern-lub (rest patl) (rest pat2»» 
» 
(defun get-lub (tsl ts2) 
(cond «eq tsl ts2) tsl) 
«or (eq tsl 'dontknow) 
(eq ts2 'dontknow» 
'dontknow) 
«or (and (eq tsl 'closed) (eq ts2 'true» 
(and (eq tsl 'true) (eq ts2 'closed») 
'closed) 
«or (eq tsl 'empty) 
(null tsl» 
ts2) 
«or (eq ts2 'empty) 
(null ts2» 
tsl) 
«or (eq tsl 'free) 
(eq ts2 'free» 
'dontknow) 
(t (error "calling get-lub with wrong arguments"» 
» 
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;;; computes a conservative approximation for the callp, for instance because 
;;; of a recursive call 
(cond ((null callp) 
'(dontknow» ;;; Approximation of the return term state VAL 
((eq 'free (first callp» 
(cons 'dontknow (conser-approx (rest callp»» 
(t 
(cons (first callp) (conser-approx (rest callp»» 
) ) 
(defun consvalue-approx (callp succp) 
(cond ((eq (length callp) (length succp» 
(reverse (cons 'dontknow (reverse succp»» 
(t 
(reverse (cons 'dontknow (rest (reverse succp»»») 
(de fun s-unify (tsl ts2) 
"TERM-STATE x TERM-STATE -) TERM-STATE" 
(cond ((or (eq tsl 'empty) 
(eq ts2 'empty» 
'empty) 
((or (eq tsl 'true) 
(eq ts2 'true» 
'true) 
((or (eq tsl 'closed) 
(eq ts2 'closed» 
'closed) 
((or (eq tsl 'dontknow) 
(eq ts2 'dontknow» 
'dontknow) 
(t 'free) 
) ) 
(de fun struc-unify (var struc i-state) 
"VARIABLE x STRUCTURE x i-state -) i-state" 
(let ((new-istate i-state) 
(var-state (s-var-state var i-state» 
(term-state (term-state (project-state struc i-state»» 
(cond ((eq 'closed term-state) 
(add-istate var 'closed i-state» 
((or (eq 'closed var-state) 
(eq 'true var-state) '" maybe, an error could generated!!! 
) 
(dolist (v (collect-new-vars struc nil» 
(setf new-istate (add-istate v 'closed new-istate») 
new-istate) 
((eq var-state 'free) 
(add-istate var 'dontknow i-state» 
(t 
(dolist-(v (collect-new-vars struc (list var») 
(setf new-istate (add-istate v 'dontknow new-istate») 
new-istate) 
» ) 
(defun project-state (literal i-state) 
"LITERAL x I-STATE -) LIT-ACTIVATION 
Computes the activation of the literal (instantiation pattern) by 
projecting each i-st.ate of an argument into the literal" 
(cond ((eq literal 't.rue) 'true) 
((atom lit.eral) 'closed) 
((vari-t literal) (s-var-state literal i-state» 
(t 
(cons (s-functor literal) 
(project-state2 (s-t.ermargs literal) i-state») 
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» 
(defun project-state2 (arglist i-state) 
;;; Remember, only flat clauses belong to the relfun kernel. This means that 
;;; the arglist is always flat 
(cond «(null arglist) nil) 
(t 
(let «(arg (first arglist))) 
(cons 
(cond «eq arg 'true) 'true) 
«atom arg) 'closed) 
«vari-t arg) 
(let «var-state (s-var-state arg i-state))) 
(cond «and nil (eq var-state 'free) 
(member arg 
(rest arglist) 
:test "equal)); testing call-aliasing 
(setf i-state (add-istate arg 'dontknow i-state)) 
'dontknow) 
(t var-state)))) 
(t (error "No flat arglist!! !"))) 
(project-state2 (rest arglist) i-state)))) 
)) 
SELECTORS and COLLECTORS 
(defun s-procEntry (pname ExtTable) 
(assoc pname Ext Table :test "equal)) 
(defun s-succpat-table (procEntry) 
(third procEntry)) 
(defun s-succpat-entry (callp procEntry) 
(assoc callp (s-succpat-table procEntry) :test "equal)) 
(defun s-succpat (callp procEntry) 
(second (s-succpat-entry callp procEntry))) 
(de fun s-succpat-state (callp procEntry) 
(third (s-succpat-entry callp procEntry))) 
(defun s-indexList (procEntry) 
(fourth procEntry)) 
(defun s-aliasesBit (procEntry) 
(second procEntry)) 
(defun collect-aliasesBit (Ext Table) 
(cond (null ExtTable) nil) 
«(aliases-p (first ExtTable)) 
(cons (first (first ExtTable)) 
(collect-aliasesBit (rest ExtTable)))) 
(t (collect-aliasesBit (rest ExtTable))))) 
(de fun collect-new~vars (term variables) 
"TERM x VARS -> VARS 
collects all variables of term and returns only the new variables" 
(cond «null term) nil) 
«atom term) nil) 
((and (vari-t term) (not (member term variables :test "equal))) 
(cons term nil)) 
(t 
(let «(new-vars (collect-new-vars (first term) variables))) 
(append new-vars 
(collect-new-vars (rest term) (append new-vars variables))))) 
) ) 
(de fun s-var-state (variable i-state) 
"VARIABLE x I-STATE -> VAR-STATE" 
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(let «var-state (assoc variable i-state :test i'equal») 
(cond (var-state 
(second var-state» 
(t 
'free») ) 
(det~' s-functor (term) 
(c~;,d «final-p term) 
(first (second term») 
(t (first term»» 
(de fun s-termargs (term) 
(cond « final-p term) 
(rest (second term) ) ) 
(t (rest term»» 
CONSTRUCTORS and MODIFIERS 
(defun create-ExtTable () 
" -> ExtTable 
creates an empty extension table" 
nil) 
(defun add-procEntry (procEntry Ext Table) 
"procEntry x Ext Table -> ExtTable" 
(cons procEntry ExtTable» 
(defun rm-procEntry (pname ExtTable) 
"PNAME x Ext Table -> ExtTable" 
(cond «null ExtTable) nil) 
(t (let «p-entry (first ExtTable») 
(cond «equal pname (first p-entry» ; pname matched the procEntry 
(rest ExtTable» 
(t (cons p-entry (rm-procEntry pname (rest ExtTable»»»») 
(de fun modify-procEntry (pname new-entry Ext Table) 
"PNAME x newEntry x ExtTable -> ExtTable" 
(add-procEntry new-entry 
(rm-procEntry pname ExtTable») 
(de fun addnew-procEntry (pname ExtTable) 
"PNAME x Ext Table -> Ext Table 
creates a new procedure entry for pname and adds the entry to the 
extension table" 
(add-procEntry (mk-procEntry pname nil nil nil) 
ExtTable) ) 
(defun mk-succpatEntry (callp succp oc-bit) 
(list callp succp oc-bit» 
the procEntry skeleton 
(de fun modify-succpEntry (callp succp oc-bit procEntry) 
"function modify-succpEntry: callp x succp x oc-bit procEntry 
-> procEntry" 
(mk-procEntry (first procEntry) 
(s-aliasesBit procEntry) 
(modify-succpEntry2 callp succp oc-bit 
(s-succpat-table procEntry) nil) 
(s-indexList procEntry») 
(defun modify-succpEntry2 (callp succp oc-bit succpat-table new-succpat-table) 
(cond «null succpat-table) 
(cons (mk-succpatEntry callp succp oc-bit) new-succpat-table» 
(t 
(let «succpat-entry (first succpat-table») 
(cond «equal callp (first succpat-entry» 
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(cons (mk-succpatEntry callp succp oc-bit) 
(append new-succpat-table 
) ) 
(rest succpat-table)))) 
(t 
(modify-succpEntry2 callp succp oc-bit 
(rest succpat-table) 
(cons succpat-entry new-succpat-table))) 
I)) 
(de fun add-succp-to-table (pname callp succp Ext Table) 
"PNAME x CALLP x SUCCP x Ext Table 
-> Ext Table 
computes the least upper bound from the actual success pattern and succp 
and puts the result in the correspondending slot in the returning Ext Table" 
(let ((procEntry (s-procEntry pname ExtTable))) 
;;; the succpat entry is allready closed 
(cond ((succpat-close-p callp procEntry) 
ExtTable) 
iii the succpat entry is open 
((succpat-open-p callp procEntry) 
(let ((old-succp (s-succpat callp procEntry))) 
(modlfy-procEntry pname 
(modify-succpEntry callp 
ExtTable) ) ) 
(pattern-lub succp old-succp) 
'open procEntry) 
(t " error because the entry is neither close nor open" 
(error "close/open error in the succpat table")) 
)) ) 
(de fun get-succp (arglist i-state ret-value) 
(cond ((null arglist) (list ret-value)) 
(t 
(cons (term-state (project-state (first arglist) i-state)) 
(get-succp (rest arglist) i-state ret-value))) 
) ) 
(defun mk-succpat-open (pname callp Ext Table) 
"PNAME x CALLP x Ext Table -> Ext Table II 
(let ((procEntry (s-procEntry pname ExtTable))) 
(modify-procEntry pname (modify-succpEntry callp 
ExtTable)) ) 
(s-succpat callp procEntry) 
'open 
procEntry) 
(de fun mk-succpat-close (pname callp why Ext Table) 
"PNAME x CALLP x WHY x Ext Table 
-> succpatEntry x ExtTable" 
(let ((procEntry (s-procEntry pname ExtTable)) 
(new-procEntry nil)) 
(case why -
((goal-finished safe-rec) iii correct succes patter is always computed! 
(setf new-procEntry (modify-succpEntry callp 
(s-succpat callp procEntry) 
'close procEntry))) 
(unsafe-rec iii compute a conservative (but safe) approximation 
(setf new-procEntry (modify-succpEntry callp 
(otherwise 
(conser-approx callp) 
'close procEnt ry) ) ) 
(error "Unknown justification for closing the succpat entry"))) 
(list (s-succpat callp new-procEntry) 
(modlfy-procEntry (first procEntry) new-procEntry 
ExtTable))) ) 
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(de fun mk-procEntry (pname ali-bit succpat-table index-table) 
"PNAME x ALI-BIT x SUCCPAT-TABLE x INDEX-TABLE 
-> procEntry 
builts a procedure entry" 
(list pname ali-bit succpat-table index-table» 
(defun set-aliasesBit (procEntry) 
(setf (second procEntry) t) 
procEntry) 
(defun mk-pname (clause) 
"CALUSE -> PNAME 
computes the procedure name, to which the clause belongs to" 
(let «head (s-conclusion clause») 
(list (first head) 
(length (rest head»») 
(defun mk-litname (literal) 
(list (first literal) 
(length (rest literal»» 
(defun mk-lsp-succpat (callp) 
iii Note, there are only closed arguments allowed for a lispcall 
(cond «null callp) '(closed» 
(t (cons (s-unify (first callp) 'closed) 
(mk-lsp-succpat (rest callp»» 
» 
(defun mk-noOef-succpat (callp) 
;;; Note, you have to safe in your approximation a 
(cond «null callp) '(dontknow» 
(t (cons (s-unify (first callp) 'dontknow) 
(mk-noDef-succpat (rest callp»» 
) ) 
(defun add-istate (var var-state state) 
(cond «null stat..,) 
(cons (list var var-state) state» 
(t (let «state-entry (first state») 
(cond «equal var (first state-entry» 
(cons (list var var-state) 
(rest state») 
(t 
(cons state-entry 
(add-istate var var-state (rest state»» 
») 
» 
PREDICATES 
; : ; ; ; 
(defun exist-procEntry-p (pname ExtTable) 
(s-procEntry pname Ext Table» 
(defun exist-succpatEntry-p (callp procEntry) 
(s-succpat-entry callp procEntry» 
(defun aliases-p (procEntry) 
(s-aliasesBit procEntry» 
(defun return-aliases-p (i-list db) 
"CL-INDEX-LIST x DATABASE -> TRUTH-VALUE" 
(cond «null i-list) nil) 
(t 
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(let «clause (nth (first i-list) db))) ;Select the next clause 
(cond «repeated-variable-p (s-conclusion clause)) ; Does a variable occur more than once 
t) ; in the head? 
; does a head variable occur in the body 
«intersection (collect-variables (s-conclusion clause)) 
(collect-variables (s-premises clause)) 
:test • 'equal) 
t) 
(t ; no, than testing the next clause 
(return-aliases-p (rest i-list) db)) 
))) 
)) 
(defun call-aliases-p (i-list ali-list db) 
(cond «null i-list) nil) 
«call-to-aliases-p (s-premises (nth (first i-list) db)) 
ali-list) 
t); 
(t 
(call-aliases-p (rest i-list) ali-list db» 
) ) 
(defun call-to-aliases-p (literals ali-list) 
"LITERAL x ALI-LIST -> TRUTH-VALUE" 
(cond «null literals) nil) 
(t 
(let «lit (first literals)) 
(cond «final-p lit) 
(call-to-aliases-p (rest literals) ali-list) 
«is-t lit) 
(call-to-aliases-p (cons (third lit) (rest literals) 
ali-list) ) 
«member (list (first lit) (length (rest lit») 
ali-list :test "equal) 
t) 
(t 
(call-to-aliases-p (rest literals) ali-list» 
) ) 
» 
(de fun call-aliasing-p (literal) 
(repeated-variable-p literal» 
(defun repeated-variable-p (literal) 
"LITERAL -> TRUTH-VALUE" 
(rep-var-p literal nil» 
(defun rep-var-p (lit vars) 
(cond «null lit) nil) 
(t 
(let «arg (first lit») 
(cond «vari-t arg) 
(cond «member (second arg) vars) 
t); repeated variable detected 
(t (rep-var-p (rest lit) (cons (second arg) vars») 
) ) 
(~ (rep-var-p (rest lit) vars»») 
) ) 
(de fun succpat-close-p (callp procEntry) 
(eq 'close (s-succpat-state callp procEntry))) 
(defun succpat-open-p (callp procEntry) 
(eq 'open (s-succpat-state callp procEntry»)) 
(de fun inclusion-p (tsl ts2) 
"TERM-STATE x TERM-STATE -> TRUTH-VALUE" 
(case tsl 
(empty (null ts2» 
(true (cond «eq ts2 'true) t) 
(t (null ts2)) 
(closed (cond «or (eq ts2 'closed) 
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(eq ts2 'true» 
t) 
(t (null ts2»» 
(free (cond «eq ts2 'free» 
(t (null ts2»» 
(dontknow t») 
(defun recursive-call-p (clause) 
(let «head (s-conclusion clause») 
(recursive-cal12-p (first head) 
(length (rest head» 
(s-premises clause»» 
(defun recursive-cal12-p (cl-name arity premises) 
(cond «null premises) nil) 
(t 
(let «prem (first premises») 
(cond «is-t prem) 
(recursive-cal12-p cl-name arity 
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(cons (s-expr-is prem) 
(rest premises»» 
) ) 
«final-p prem) 
(recursive-cal12-p cl-name arity (rest premises») 
«and (eq cl-name (s-functor prem» 
t) 
(t 
(eql arity (length (s-termargs prem»» 
(recursive-cal12-p cl-name arity (rest premises») 
» ) 
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(defun rfi-modes (userline) 
(let «mode-query (second userline» 
(query-list (rest userline» 
(query-length (length (rest userline») 
(database *rfi-database*» 
(cond «eql query-length 1) 
(cond «one-goal-p mode-query) 
(compute-modes mode-query database» 
«predicate-p mode-query) 
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(rfi-modes (list 'modes (mk-goal mode-query»» 
(t 
(progn 
(prine "Use syntax: modes (cl-name model ••. modeN) It) (terpri»») 
(t 
(cond 
«predicates-p query-list) 
(rfi-modes (cons 'modes (mk-conjunction query-list»» 
«conjunction-p query-list) 
(let «varList (mk-new-var-list query-list 0 nil» 
(md-query (mk-query query-list» 
(md-clause nil» 
(setf md-clause (mk-md-Clause query-list varList» 
(compute-modes md-query (cons md-clause database»» 
(t 
(progn 
(prine "Use syntax: modes (cl-name model ••• modeN) It) (terpri»» 
)) )) 
(defun compute-modes (md-query database) 
(let «ExtTable (mode-interpret md-query database») 
(pp-extTable Ext Table) 
ExtTable) ) 
(defun one-goal-p (query) 
(cond «atom query) 
nil) 
«not (numberp (second query») 
t) 
(t nil») 
(defun predicate-p (query) 
(cond «atom query) 
nil) 
«numberp (second query» 
t) 
(t nil») 
(defun conjunction-p (query-list) 
(list-and (mapcar t'one-goal-p query-list») 
(de fun predicates-p (query-list) 
(list-and (mapcar f'predicate-p query-list») 
(defun list-and (1) 
(cond «null 1) t) 
(t (and (first 1) 
(list-and (rest 1»»» 
(defun mk-conjunction (predicates) 
(mapcar f'mk-goal predicates» 
(defun mk-goal (predicate) 
(cons (first predicate) 
(make-list (second predicate) :initial-element 'dontknow») 
(defun mk-new-var-list (conjunction varnum varlist) 
(cond «null conjunction) varlist) 
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(t 
(let «goal (first conjunction») 
(mk-new-var-list (rest conjunction) 
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(+ varnum (list-length (rest goal») 
(append varlist (mk-varList varnum (list-length (rest goal) I»~»~ 
») 
(defun mk-varList (start count) 
(cond «- count 0) nil) 
(t 
(cons (list 'vari (intern (princ-to-string start») 
(mk-varList (1+ start) (1- count»»» 
(de fun mk-query (conjunction) 
(cons 'md-query (apply .'append (mapcar "cdr conjunction»» 
(de fun mk-md-Clause (conjunction varList) 
(let «el-tag 'ft) 
(cl-head (cons 'md-query varList» 
(cl-body (project-var conjunction varList») 
(append (list cl-tag cl-head) 
cl-body» ) 
(defun project-var (conjunction varList) 
(cond «null conjunction) nil) 
(t 
(let* «goal (first conjunction» 
(arglist (project-goal-var (rest goal) 
varList» ) 
(cons (cons (first goal) 
argList) 
(project-var (rest conjunction) 
(nthcdr (length arglist) varList»»») 
(de fun project-goal-var (arglist varList) 
(cond «null arglist) nil) 
(t 
(cons (first varList) 
(project-goal-var (rest arglist) (rest varList»»» 
(defun pp-extTable (extTable) 
(cond «null extTable) nil) 
(t 
name) ) 
(let «proc-name nil); predicate-name and arity 
(proc-entry (first extTable») 
(setf proc-name (first proc-entry» 
(cond «eq (first proc-name) 'md-query) 
; the help predicate for handling multi query approximation 
nil) 
(t (terpri) 
(prine "Procedure: ") (prine (first proc-name» (prine "f") (prine (second proc-
(prine" Aliasing: ") (prine (if (s-aliasesBit proc-entry) "yes" "no"» (terpri) 
(pp-succpat-Table (s-succpat-Table proc-entry») 
) )-
(pp-extTable (rest extTable») 
) ) 
(de fun pp-succpat-Table (succpat-list) 
(cond «null succpat-list) nil) 
(t 
(prine "calling: ") 
(pp-pattern (first (first succpat-list») 
(prine" returning: ") 
(pp-pattern (second (first succpat-list») 
(terpri) 
(pp-succpat-Table (rest succpat-list»») 
(de fun pp-pattern (pattern) 
(prine "<") 
(dolist (x pattern) 
(prine x) (prine" "» 
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(defun lispeall-p (goal) 
(lisp-bulltin-p (s-funetor goal))) 
Anhang B: Programmlisting des mode-Interpreters 
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