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Abstract: In this paper we make a further step towards a dispersive description of the
hadronic light-by-light (HLbL) tensor, which should ultimately lead to a data-driven eval-
uation of its contribution to (g − 2)µ. We first provide a Lorentz decomposition of the
HLbL tensor performed according to the general recipe by Bardeen, Tung, and Tarrach,
generalizing and extending our previous approach, which was constructed in terms of a
basis of helicity amplitudes. Such a tensor decomposition has several advantages: the role
of gauge invariance and crossing symmetry becomes fully transparent; the scalar coefficient
functions are free of kinematic singularities and zeros, and thus fulfill a Mandelstam double-
dispersive representation; and the explicit relation for the HLbL contribution to (g−2)µ in
terms of the coefficient functions simplifies substantially. We demonstrate explicitly that
the dispersive approach defines both the pion-pole and the pion-loop contribution unam-
biguously and in a model-independent way. The pion loop, dispersively defined as pion-box
topology, is proven to coincide exactly with the one-loop scalar QED amplitude, multiplied
by the appropriate pion vector form factors.
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1 Introduction
The anomalous magnetic moment of the muon, aµ = (g − 2)µ/2, is one of the very rare
quantities in particle physics where a significant discrepancy between its experimental de-
termination and the Standard-Model evaluation still persists. A robust, reliable estimate of
the theoretical uncertainties is thus mandatory, especially in view of the projected accuracy
of the forthcoming (g − 2)µ experiments at FNAL [1] and J-PARC [2], to settle whether
this discrepancy can be attributed to New Physics.
The uncertainty on the theory side is dominated by hadronic contributions, see
e.g. [3–5], the largest error arising from hadronic vacuum polarization (HVP). Since HVP
is straightforwardly related to the total e+e− hadronic cross section via a dispersion rela-
tion, the evaluation of this contribution is expected to become more accurate within the
next few years [6] thanks to upcoming improvements in the experimental input,1 although
reducing further the present sub-percent accuracy will be challenging. This implies that
hadronic light-by-light (HLbL) scattering is likely to soon dominate the theory uncertainty
in aµ.
2 Using previous approaches [11–22], systematic errors are difficult, if not impossible,
to quantify. A novel strategy is required to go beyond the state of the art, to avoid or at
least reduce model dependence to a minimum, make a solid estimate of theoretical errors,
and possibly reduce them. Lattice QCD is a natural candidate to achieve this goal, but it
is not clear yet if or when this method will become competitive [23–25]. Alternatively, as
we recently argued [26], it is possible to establish a rigorous framework based on dispersion
1For a recently suggested alternative approach to determine the leading hadronic correction to aµ, based
on space-like data extracted from Bhabha scattering, see [7].
2At this order in the fine-structure constant also two-loop diagrams with HVP insertion appear [8].
Higher-order hadronic contributions have been investigated in [9, 10].
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theory that directly links aHLbLµ to experimentally accessible on-shell form factors and scat-
tering amplitudes [27], contrary to what has been previously conjectured [12, 24, 28, 29].3
Our dispersive formalism is based on the fundamental principles of unitarity, analytic-
ity, crossing symmetry, and gauge invariance. The derivation of such a systematic frame-
work becomes challenging due to the fact that HLbL scattering is described by a hadronic
four-point function whose properties are significantly more complicated than those of the
two-point function entering HVP. Besides the opportunity to achieve a data-driven evalu-
ation of aHLbLµ , this approach allows us to unambiguously define and evaluate the various
low-energy contributions to HLbL scattering, most notably pion pole and pion loop.
The key result of [26] was a master formula giving the contribution to aHLbLµ from
the pion-pole term and intermediate pipi states expressed in terms of the pion transition
form factor and helicity partial waves for γ∗γ∗ → pipi. In the present paper we reformulate
this approach in a more general context, by employing a different generating set for the
Lorentz structures of the HLbL tensor. This new set, which we constructed following the
prescription by Bardeen, Tung [31], and Tarrach [32] (BTT), has the property of being
explicitly free of kinematic singularities and zeros [33]. Therefore, the scalar coefficient
functions associated with each Lorentz structure of this generating set are also free of
kinematic singularities and zeros, and thus fulfill a Mandelstam double-dispersive repre-
sentation. Further motivation for deriving such a BTT set is provided by the fact that the
role of gauge invariance and crossing symmetry becomes fully transparent, with constraints
from soft-photon zeros incorporated automatically. Moreover, the absence of kinematic sin-
gularities makes it much easier to perform the angular averages necessary to calculate the
contribution to (g − 2)µ — indeed both the derivation and the final form of the master
formula are simplified considerably in the present setting, and allow for a simpler inclusion
of partial-wave contributions beyond S-waves. In the derivation of the master formula it
is very useful to perform a Wick rotation of the integration variables. This has been al-
ready used in several papers in the literature without ever addressing an important subtlety
which is relevant in the present case: namely if the Wick rotation goes through without
changes even if the integrand is a loop function showing anomalous thresholds. We discuss
this point in detail and prove that this is indeed the case. Finally, the BTT formulation
facilitates the proof that both pion-pole and pion-loop contributions are uniquely defined
in the dispersive approach, and confirms the relation to the pion transition form factor and
the pion electromagnetic form factor given in [26]. We explicitly proof that the scalar QED
(sQED) pion loop dressed with pion form factors (denoted by FsQED in [26]) is identical
to the contribution from pipi intermediate states with a pion-pole left-hand cut (LHC).
In summary, this paper contains three main results: (i) the explicit construction of
the BTT decomposition of the HLbL tensor; (ii) the derivation of the master formula
expressing the HLbL contribution in terms of the BTT scalar functions; (iii) the proof that
in the dispersive approach the FsQED contribution is uniquely defined. Everything which
goes beyond the FsQED contribution is amenable to partial-wave expansion and will be
discussed in full detail in a forthcoming publication.
3For a different approach aiming at a data-driven evaluation of aHLbLµ , based on a dispersive description
of the Pauli form factor instead of the HLbL tensor, see [30].
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The present paper is structured as follows. In section 2, we first review some aspects
of the process γ∗γ∗ → pipi, mainly as an illustration of the techniques that we apply after-
wards to HLbL. In section 3, we derive the decomposition of the HLbL tensor into a set of
scalar functions that are free of kinematics. In section 4, this BTT decomposition is then
used to derive a master formula for aHLbLµ that is parametrized by the corresponding scalar
functions. We verify the validity of the Wick rotation of the two-loop integral in the calcu-
lation of aHLbLµ , even in the case of anomalous thresholds in the HLbL tensor. In section 5,
we derive a Mandelstam representation of the BTT scalar functions, and, by comparison
to the loop formulation of the sQED pion loop, demonstrate that it indeed coincides with
the contribution of pipi intermediate states with a pion-pole LHC. We conclude with an
outlook in section 6, while some of the lengthier expressions and derivations are collected
in the appendices.
2 The sub-process γ∗γ∗ → pipi
As a prelude, we discuss in this section the process γ∗γ∗ → pipi, which will become im-
portant as a sub-process when we write down a dispersion relation for the HLbL tensor.
Because the Lorentz structure of γ∗γ∗ → pipi is much simpler than the one of light-by-light
scattering, it also allows us to illustrate a technique for the construction of amplitudes that
are free of kinematic singularities and zeros, which we will apply afterwards to the more
complicated case of HLbL. In order to render this analogy manifest, we slightly change
conventions compared to [26]: we identify here γ∗γ∗ → pipi as the s-channel process instead
of γ∗pi → γ∗pi. This assignment is slightly unnatural when it comes to constructing dis-
persion relations for a process with these crossing properties, see [34–37], but makes the
inclusion into the unitarity relation in HLbL more straightforward.
2.1 Kinematics and matrix element
Consider the process
e+(k1)e
−(k2)→ e+(k3)e−(k4)γ∗(q1)γ∗(q2)→ e+(k3)e−(k4)pia(p1)pib(p2), (2.1)
shown in figure 1. At O(e4), the amplitude for this process is given by
iT = v¯(k1)(−ieγα)v(k3)u¯(k4)(−ieγβ)u(k2)
× −i
q21
(
gαµ − (1− ξ)q
α
1 q
µ
1
q21
) −i
q22
(
gβν − (1− ξ)q
β
2 q
ν
2
q22
)
ie2W abµν(p1, p2, q1),
(2.2)
where ξ is an arbitrary gauge parameter for the photon propagators and the tensor W abµν is
defined as the pure QCD matrix element
Wµνab (p1, p2, q1) = i
∫
d4x e−iq1·x〈pia(p1)pib(p2)|T{jµem(x)jνem(0)}|0〉. (2.3)
The contraction thereof with appropriate polarization vectors may be understood as an
amplitude for the off-shell process
γ∗(q1, λ1)γ∗(q2, λ2)→ pia(p1)pib(p2), (2.4)
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k3
k4
q1
q2
p1
p2
Figure 1. γ∗γ∗ → pipi as a sub-process of e+e− → e+e−pipi.
where λ1,2 denote the helicities of the off-shell photons. We define the connected part of
such a matrix element by
〈pia(p1)pib(p2)|γ∗(q1, λ1)γ∗(q2, λ2)〉
:=− e2λ1µ (q1)λ2ν (q2)
∫
d4x d4y e−i(q1·x+q2·y)〈pia(p1)pib(p2)|T{jµem(x)jνem(y)}|0〉
=− e2(2pi)4δ(4)(p1 + p2 − q1 − q2)λ1µ (q1)λ2ν (q2)
×
∫
d4x e−iq1·x〈pia(p1)pib(p2)|T{jµem(x)jνem(0)}|0〉
=ie2(2pi)4δ(4)(p1 + p2 − q1 − q2)λ1µ (q1)λ2ν (q2)Wµνab (p1, p2, q1).
(2.5)
The helicity amplitudes are given by the contraction with polarization vectors:
λ1µ (q1)
λ2
ν (q2)W
µν
ab (p1, p2, q1) = e
i(λ1−λ2)φHabλ1λ2 . (2.6)
We introduce the following kinematic variables:4
s := (q1 + q2)
2 = (p1 + p2)
2,
t := (q1 − p1)2 = (q2 − p2)2,
u := (q1 − p2)2 = (q2 − p1)2,
(2.7)
which satisfy s+ t+ u = q21 + q
2
2 + 2M
2
pi .
2.2 Tensor decomposition
The tensor Wµνab can be decomposed based on Lorentz covariance as (we drop isospin
indices)
Wµν = gµνW1 + q
µ
i q
ν
jW
ij
2 , (2.8)
4In this section 2 only, s, t, and u refer to the Mandelstam variables of γ∗γ∗ → pipi and not to the ones
of the HLbL tensor.
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where we abbreviate qi = {q1, q2, p2 − p1} and where double indices are summed. The
ten coefficient functions {W1,W ij2 } cannot contain any kinematic but only dynamic sin-
gularities. However, they have to fulfill kinematic constraints that are required e.g. by
gauge invariance, hence they contain kinematic zeros. Conservation of the electromagnetic
current implies the Ward identities
qµ1Wµν = q
ν
2Wµν = 0, (2.9)
hence a priori six relations between the scalar functions {W1,W ij2 }. Only five of them are
linearly independent and thus reduce the set of scalar functions to five independent ones.
We now construct a set of scalar functions which are free of both kinematic singularities
and zeros. We follow the recipe given by Bardeen, Tung [31], and Tarrach [32]. As was
shown in [32], the basis (consisting of five functions) constructed according to the recipe
of [31] is not free of kinematic singularities. However, a redundant set of six structures can
be constructed, which fulfills the requirement.
In the case of γ∗γ∗ → pipi, there exists in addition to gauge invariance and crossing
symmetry of the photons also the crossing (Bose) symmetry of the pions, which is responsi-
ble for additional kinematic zeros. In fact, this can be used to circumvent the introduction
of a sixth function, reducing the set again to five scalar functions free of both kinematic sin-
gularities and zeros. This was first derived in [38] in the context of doubly-virtual nucleon
Compton scattering.5
We define the projector
Iµν = gµν − q
µ
2 q
ν
1
q1 · q2 , (2.10)
which satisfies
qµ1 Iµν = q
ν
2Iµν = 0,
Iµ
λWλν = WµλI
λ
ν = Wµν ,
(2.11)
i.e. the tensor Wµν is invariant under contraction with the projector, but contracting the
projector with any Lorentz structure produces a gauge-invariant structure.
We apply this projector for both photons:
Wµν = Iµµ′Iν′νW
µ′ν′ =
5∑
i=1
T¯ iµνB¯i, (2.12)
5This does not mean that the Lorentz structures are independent in all kinematic limits, hence Tarrach’s
conclusion that no minimal basis exists is not invalidated. We thank J. Gasser for bringing this to our
attention.
– 5 –
J
H
E
P
0
9
(
2
0
1
5
)
0
7
4
where
T¯µν1 = g
µν − q
µ
2 q
ν
1
q1 · q2 , B¯1 = W1,
T¯µν2 = q
µ
1 q
ν
2 −
q21q
µ
2 q
ν
2
q1 · q2 −
q22q
µ
1 q
ν
1
q1 · q2 +
q21q
2
2q
µ
2 q
ν
1
(q1 · q2)2 , B¯2 = W
12
2 ,
T¯µν3 = q
µ
1 q
ν
3 −
q21q
µ
2 q
ν
3
q1 · q2 −
q2 · q3qµ1 qν1
q1 · q2 +
q21q2 · q3qµ2 qν1
(q1 · q2)2 , B¯3 = W
13
2 ,
T¯µν4 = q
µ
3 q
ν
2 −
q22q
µ
3 q
ν
1
q1 · q2 −
q1 · q3qµ2 qν2
q1 · q2 +
q22q1 · q3qµ2 qν1
(q1 · q2)2 , B¯4 = W
32
2 ,
T¯µν5 = q
µ
3 q
ν
3 −
q1 · q3qµ2 qν3
q1 · q2 −
q2 · q3qµ3 qν1
q1 · q2 +
q1 · q3q2 · q3qµ2 qν1
(q1 · q2)2 , B¯5 = W
33
2 . (2.13)
As the functions B¯i are a subset of the original scalar functions, they are still free of kine-
matic singularities, but contain zeros, because the Lorentz structures contain singularities.
We have to remove now the single and double poles in q1 · q2 from the Lorentz structures
T¯µνi . This is achieved as follows [31]:
• remove as many double poles as possible by adding to the structures linear combina-
tions of other structures with non-singular coefficients,
• if no more double poles can be removed in this way, multiply the structures that still
contain double poles by q1 · q2,
• proceed in the same way with single poles.
It turns out that no double poles in q1 · q2 can be removed by adding to the structures
multiples of the other structures, hence T¯µν2 , . . . , T¯
µν
5 have to be multiplied by q1 · q2. The
resulting simple poles can be removed by adding multiples of T¯µν1 . In the end, we have to
multiply T¯µν1 by q1 · q2 in order to remove the last pole. We then arrive at the following
representation:
Wµν =
5∑
i=1
T˜ iµνB˜i, (2.14)
where
T˜µν1 = q1 · q2gµν − qµ2 qν1 ,
T˜µν2 = q
2
1q
2
2g
µν + q1 · q2qµ1 qν2 − q21qµ2 qν2 − q22qµ1 qν1 ,
T˜µν3 = q
2
1q2 · q3gµν + q1 · q2qµ1 qν3 − q21qµ2 qν3 − q2 · q3qµ1 qν1 ,
T˜µν4 = q
2
2q1 · q3gµν + q1 · q2qµ3 qν2 − q22qµ3 qν1 − q1 · q3qµ2 qν2 ,
T˜µν5 = q1 · q3q2 · q3gµν + q1 · q2qµ3 qν3 − q1 · q3qµ2 qν3 − q2 · q3qµ3 qν1 ,
(2.15)
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and
B˜1 =
1
q1 · q2W1 −
q21q
2
2
(q1 · q2)2W
12
2 −
q21q2 · q3
(q1 · q2)2W
13
2 −
q22q1 · q3
(q1 · q2)2W
32
2 −
q1 · q3q2 · q3
(q1 · q2)2 W
33
2 ,
B˜2 =
1
q1 · q2W
12
2 ,
B˜3 =
1
q1 · q2W
13
2 ,
B˜4 =
1
q1 · q2W
32
2 ,
B˜5 =
1
q1 · q2W
33
2 . (2.16)
The Lorentz structures (2.15) agree with the basis used in [26], upon q2 → −q2, p1 → −p1
due to crossing and the identification
T˜1,µν = T
[26]
1,µν , T˜2,µν = T
[26]
3,µν , T˜3,µν =
1
2
T
[26]
4,µν , T˜4,µν = −
1
2
T
[26]
5,µν , T˜5,µν =
1
4
T
[26]
2,µν .
(2.17)
As shown by Tarrach, this basis is not free of kinematic singularities and zeros [32]. The
structures T˜µνi form a basis for q1 ·q2 6= 0, but are degenerate for q1 ·q2 = 0. This degeneracy
implies that there is a linear combination of the structures T˜µνi that is proportional to q1 ·q2:
q1 · q3q2 · q3T˜µν2 − q22q1 · q3T˜µν3 − q21q2 · q3T˜µν4 + q21q22T˜µν5 = q1 · q2T˜µν6 , (2.18)
where
T˜µν6 =
(
q21q
µ
3 − q1 · q3qµ1
) (
q22q
ν
3 − q2 · q3qν2
)
. (2.19)
Hence, in order to have a generating set even at q1 · q2 = 0 this sixth structure T˜µν6 has
to be added by hand. Projected on the basis, it gives coefficients with poles in q1 · q2.
Although the basis is not free of kinematic singularities and zeros, we have found the exact
form of the singularities:
Wµν =
5∑
i=1
T˜ iµνB˜i =
6∑
i=1
T˜ iµνBi, (2.20)
where
B˜1 = B1,
B˜2 = B2 +
q1 · q3q2 · q3
q1 · q2 B6,
B˜3 = B3 − q
2
2q1 · q3
q1 · q2 B6,
B˜4 = B4 − q
2
1q2 · q3
q1 · q2 B6,
B˜5 = B5 +
q21q
2
2
q1 · q2B6.
(2.21)
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The functions Bi are free of kinematic singularities. The tensor structures can be written
in terms of the Mandelstam variables t and u as
T˜µν1 = q1 · q2gµν − qµ2 qν1 ,
T˜µν2 = q
2
1q
2
2g
µν + q1 · q2qµ1 qν2 − q21qµ2 qν2 − q22qµ1 qν1 ,
T˜µν3 = q1 · q2qµ1 qν3 − q21qµ2 qν3 −
1
2
(t− u)q21gµν +
1
2
(t− u)qµ1 qν1 ,
T˜µν4 = q1 · q2qµ3 qν2 − q22qµ3 qν1 +
1
2
(t− u)q22gµν −
1
2
(t− u)qµ2 qν2 ,
T˜µν5 = q1 · q2qµ3 qν3 −
1
4
(t− u)2gµν + 1
2
(t− u) (qµ3 qν1 − qµ2 qν3 ) ,
T˜µν6 = q
2
1q
2
2q
µ
3 q
ν
3 +
1
2
(t− u) (q21qµ3 qν2 − q22qµ1 qν3)− 14(t− u)2qµ1 qν2 .
(2.22)
The derivation of the Lorentz decomposition for γ∗γ∗ → pipi up to this point should
illustrate the techniques that will be applied to the much more complicated case of HLbL
in section 3. In the case of γ∗γ∗ → pipi, there is in fact a solution to get rid of the additional
redundant structure without introducing kinematic singularities [38]. The necessary steps
are discussed in the next subsection. Note that it is an open question whether an analogous
procedure to get rid of all redundancies in HLbL exists, see the discussion below (3.29).
2.3 Kinematic zeros due to crossing antisymmetry
We have now constructed a redundant set of six Lorentz structures. All kinematic con-
straints from gauge invariance are implemented and the scalar coefficient functions Bi are
free of kinematic singularities. However, due to the crossing symmetry of the pions, ad-
ditional kinematic zeros are present in the functions Bi. As noted in [38], this can be
exploited to eliminate the redundancy and to work again with basis coefficient functions
free of kinematic singularities and zeros.
Since the two-photon state is even under charge conjugation, so must be the two-pion
state. Therefore, the isospin I = 1 amplitude vanishes. Bose symmetry implies that the
amplitude and hence the tensor Wµν is invariant under p1 ↔ p2 or equivalently q3 ↔ −q3.
Under this transformation, the tensor structures T˜µνi are even for i = 1, 2, 5, 6 and odd for
i = 3, 4. Hence, B1,2,5,6 are even, while B3,4 must be odd. They contain a kinematic zero
of the form
B3,4 = (t− u)Bˆ3,4, (2.23)
where Bˆ3,4 are free of kinematic singularities.
Crossing symmetry of the photons requires the invariance of Wµν under q1 ↔ q2,
µ ↔ ν. While T˜µν1,2,5,6 are invariant under this transformation, we observe the crossing
relation T˜µν3 ↔ T˜µν4 . Hence, for fixed Mandelstam variables, B1,2,5,6 and Bˆ3 − Bˆ4 are even
under q21 ↔ q22, while Bˆ3 + Bˆ4 is odd and contains a kinematic zero q21 − q22.
We make a basis change
Wµν =
5∑
i=1
T iµνAi =
6∑
i=1
T˜ iµνBi, (2.24)
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where
Tµν1 := T˜
µν
1 ,
Tµν2 := T˜
µν
2 ,
Tµν3 := (t− u)(T˜µν3 − T˜µν4 ),
Tµν4 := T˜
µν
5 ,
Tµν5 := T˜
µν
6 ,
(2.25)
i.e. we trade off the combination T˜µν3 + T˜
µν
4 , which is even under photon crossing, against
the Tarrach structure T˜µν6 and absorb the kinematic zero in t− u into Tµν3 . The projected
basis functions are then:
A1 = B1,
A2 = B2 +
(t− u)2
2
Bˆ3 + Bˆ4
q21 − q22
,
A3 =
Bˆ3 − Bˆ4
2
+
q21 + q
2
2
2
Bˆ3 + Bˆ4
q21 − q22
,
A4 = B5 − 2q21q22
Bˆ3 + Bˆ4
q21 − q22
,
A5 = B6 + (s− q21 − q22)
Bˆ3 + Bˆ4
q21 − q22
.
(2.26)
The apparent kinematic singularities in q21 − q22 are canceled by the corresponding zero in
Bˆ3 + Bˆ4. Hence, the basis functions Ai are free of both kinematic singularities and zeros.
2.4 Helicity amplitudes and soft-photon zeros
In the following, we construct the helicity amplitudes with the momenta and polarization
vectors in the s-channel center-of-mass frame. We define the particle momenta as
q1 = (Eq1 , 0, 0, |~q |), q2 = (Eq2 , 0, 0,−|~q |),
p1 = (Ep, |~p | sin θ cosφ, |~p | sin θ sinφ, |~p | cos θ),
p2 = (Ep,−|~p | sin θ cosφ,−|~p | sin θ sinφ,−|~p | cos θ),
(2.27)
where
Eq1 =
√
q21 + ~q
2 =
s+ q21 − q22
2
√
s
, Eq2 =
√
q22 + ~q
2 =
s− q21 + q22
2
√
s
, |~q | = λ
1/2(s, q21, q
2
2)
2
√
s
,
Ep =
√
M2pi + ~p
2 =
√
s
2
, |~p | =
√
s
4
−M2pi =
√
s
2
σpi(s).
(2.28)
We use the notation
σpi(s) :=
√
1− 4M
2
pi
s
, λ(a, b, c) := a2 + b2 + c2 − 2(ab+ bc+ ca). (2.29)
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The scattering angle is then given by
z := cos θ =
t− u
4|~q ||~p | =
t− u
σpi(s)λ1/2(s, q21, q
2
2)
. (2.30)
We define the polarization vectors by
±(q1) = ∓ 1√
2
(0, 1,±i, 0),
0(q1) =
1
ξ1
(|~q |, 0, 0, Eq1),
±(q2) = ∓ 1√
2
(0, 1,∓i, 0),
0(q2) =
1
ξ2
(−|~q |, 0, 0, Eq2).
(2.31)
The longitudinal polarization vectors are normalized to one for ξi =
√
q2i . However, as the
off-shell photons are not physical states, the choice of ξi has no influence on any physical
observable. The fact that the dependence on the normalization has to drop out in the end
provides a useful check on the calculation, so that we will keep ξi general in the following.
The helicity amplitudes are then given by
H++ = H−− = −1
2
(s− q21 − q22)A1 − q21q22A2 +
1
2s
(s− 4M2pi)λ12(s)z2(q21 + q22)A3
+
1
4
(s− 4M2pi)
(
(s− q21 − q22) +
(
(q21 − q22)2
s
− (q21 + q22)
)
z2
)
A4
+
1
2
q21q
2
2(s− 4M2pi)(1− z2)A5,
H+− = H−+ = −1
4
(s− 4M2pi)(1− z2)
(
(s− q21 − q22)A4 + 2q21q22A5
)
,
H+0 =−H−0 = q
2
2
4ξ2
√
2
s
(s−4M2pi)z
√
1−z2
(
λ12(s)A3−(s+q21−q22)A4−q21(s−q21 +q22)A5
)
,
H0+ =−H0−= q
2
1
4ξ1
√
2
s
(s−4M2pi)z
√
1−z2
(
λ12(s)A3−(s− q21 + q22)A4−q22(s+q21−q22)A5
)
,
H00 =
q21q
2
2
ξ1ξ2
(
−A1 − 1
2
(s− q21 − q22)A2 −
1
s
(s− 4M2pi)λ12(s)z2A3
+ (s− 4M2pi)z2A4 +
1
4s
(s− 4M2pi)
(
s2 − (q21 − q22)2
)
z2A5
)
, (2.32)
where λ12(s) := λ(s, q
2
1, q
2
2). Since the functions Ai are free of kinematic singularities and
zeros, we can read off from these equations the soft-photon zeros [39, 40]. In the limit
q1 → 0, the Mandelstam variables become
s = q22, t = u = M
2
pi . (2.33)
We conclude that the helicity amplitudes must vanish at this point apart from terms
containing a dynamic singularity, which will be discussed in section 2.6. The second soft-
photon limit, q2 → 0, leads to
s = q21, t = u = M
2
pi , (2.34)
and the same arguments apply for the helicity amplitudes.
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Crossing symmetry of the photons implies that under the transformation q21 ↔ q22 (and
fixed Mandelstam variables), H++, H+−, and H00 remain invariant, the other two helicity
amplitudes transform as H+0 ↔ H0+.
2.5 Partial-wave expansion
To make the connection to [26], we briefly discuss the consequences of the decomposi-
tion (2.32) for the kernel functions that appear in partial-wave dispersion relations for
γ∗γ∗ → pipi. Partial waves are most conveniently defined for helicity amplitudes. Using the
formalism of [41], we write the partial-wave expansions as
Hλ1λ2(s, t, u) =
∑
J
(2J + 1)dJm0(z)hJ,λ1λ2(s), (2.35)
where dJm0 is the Wigner d-function, m = |λ1 − λ2|, and the helicity partial waves hJ,λ1λ2
depend implicitly on the photon virtualities q21 and q
2
2. Since the isospin of the two-pion
system is I = 0, 2, only even partial waves are allowed. For m = 0, i.e. H++ and H00, the
partial-wave expansion starts at J = 0, otherwise at J = 2. Note also that dJ00(z) = PJ(z)
are the Legendre polynomials.
The partial waves can be obtained by projection:
hJ,λ1λ2(s) =
1
2
∫ 1
−1
dz dJm0(z)Hλ1λ2(s, z). (2.36)
Since the functions Ai are free of kinematic singularities and zeros, they are appro-
priate for a dispersive description. To this end, the Roy-Steiner treatment of [36] can be
generalized to the doubly-virtual case. One starts by writing down hyperbolic dispersion
relations
Ai(s, t, u) = A
Born
i (s, t, u) +
1
pi
∫ ∞
4M2pi
ds′
ImAi(s
′, z′)
s′ − s
+
1
pi
∫ ∞
t0
dt′ImAi(t′, u′)
(
1
t′ − t +
1
t′ − u −
1
t′ − a
)
,
(2.37)
with hyperbola parameter a [34]. If we invert (2.32) to express the Ai in terms of the
helicity amplitudes and insert the partial-wave expansion both on the left- and right-hand
side of the dispersion relation, we obtain a set of Roy-Steiner equations
hJ,i(s) =
∑
J ′
∑
j
1
pi
∫ ∞
4M2pi
ds′KijJJ ′(s, s
′)ImhJ ′,j(s′) + . . . , (2.38)
where i, j ∈ {1, 2, 3, 4, 5},
hJ,1 := hJ,++, hJ,2 := hJ,+−,
hJ,3 :=
ξ2
q22
hJ,+0 +
ξ1
q21
hJ,0+, hJ,4 :=
ξ2
q22
hJ,+0 − ξ1
q21
hJ,0+, hJ,5 :=
ξ1ξ2
q21q
2
2
hJ,00,
(2.39)
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and KijJJ ′ are integral kernels. The ellipses in (2.38) stand for the contribution of the partial
waves of the crossed channels. The normalization of the helicity amplitudes is reabsorbed
in (2.39), so that the partial waves hJ,i remain finite in the limit q
2
i → 0.
If only S-waves are taken into account, the relation between the scalar functions and
the helicity partial waves in the s-channel is given by
A1 =
2
λ12(s)
(
2q21q
2
2h0,5(s)− (s− q21 − q22)h0,1(s)
)
,
A2 =
2
λ12(s)
(
2h0,1(s)− (s− q21 − q22)h0,5(s)
)
,
A3 = A4 = A5 = 0.
(2.40)
In this case, the scalar functions depend only on s. If we take into account D-waves as
well, the scalar functions A3, A4, and A5 no longer vanish, but they depend only on s,
while the scalar functions A1 and A2 are now second order polynomials in t and u. The
explicit expressions are given in appendix A.
For the diagonal kernel functions in (2.38), we find:
K1100 (s, s
′) = K5500 (s, s
′) =
1
s′ − s −
s′ − q21 − q22
λ12(s′)
,
K1122 (s, s
′) = K5522 (s, s
′) =
s′
s
s− 4M2pi
s′ − 4M2pi
λ12(s)
λ12(s′)
(
1
s′ − s −
s′ − q21 − q22
λ12(s′)
)
,
K2222 (s, s
′) =
s− 4M2pi
s′ − 4M2pi
(
1
s′ − s −
s′ − q21 − q22
λ12(s′)
)
,
K3322 (s, s
′) =
√
s′
s
s− 4M2pi
s′ − 4M2pi
λ12(s)
λ12(s′)
1
s′ − s,
K4422 (s, s
′) =
√
s′
s
s− 4M2pi
s′ − 4M2pi
(
1
s′ − s −
s′ − q21 − q22
λ12(s′)
)
. (2.41)
Because we use here a different basis, the kernel functions are slightly different from the
ones given in [26]: in order to avoid fictitious poles in q21 − q22, one has to work with the
linear combinations h2,+0 ± h2,0+, which are symmetric/antisymmetric under q21 ↔ q22.
The remaining difference to [26] is a polynomial, which can be reabsorbed into subtraction
constants.
2.6 Pion-pole contribution
In order to define the contribution to γ∗γ∗ → pi+pi− due to the exchange of a single pion,
we employ a dispersive picture. In this subsection, we demonstrate in detail that the pure
pion-pole contribution in the sense of unitarity is exactly the Born contribution in scalar
QED (sQED), multiplied by pion vector form factors. The dispersive picture cleanly defines
this as the correct dependence on the photon virtualities q2i . We also discuss the different
meaning of Feynman and unitarity diagrams in this context.
To keep the presentation as transparent as possible, we omit subtleties due to isospin
conventions here and simply present the plain sQED expressions. Compared to [26], this
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results in an overall sign for the amplitude of γ∗γ∗ → pi+pi−. For HLbL, this convention
has no effect, but the choice in [26] is advantageous when transforming to the isospin basis
and reconstructing partial waves in accordance with Watson’s theorem [42].
We assume that the asymptotic behavior of γ∗γ∗ → pi+pi− in the crossed Mandel-
stam variables t and u permits an unsubtracted fixed-s dispersion relation6 for the scalar
functions:
Asi (s, t, u) =
ρˆsi;t(s)
t−M2pi
+
ρˆsi;u(s)
u−M2pi
+
1
pi
∫ ∞
4M2pi
dt′
Dˆsi;t(t
′; s)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Dˆsi;u(u
′; s)
u′ − u , (2.42)
where ρˆsi;t,u denote the pole residues and Dˆ
s
i;t,u the discontinuities along the t- and u-channel
cuts. Both are determined by unitarity. Consider the t-channel unitarity relation:
Imt
(
e2(2pi)4δ(4)(p1 + p2 − q1 − q2)λ1µ (q1)λ2ν
∗
(−q2)Wµν(p1, p2, q1)
)
=
∑
n
1
2Sn
(
n∏
i=1
∫
d˜ki
)
〈n; {ki}|pi−(p2)γ∗(−q2, λ2)〉∗〈n; {ki}|pi−(−p1)γ∗(q1, λ1)〉,
(2.43)
where Sn is the symmetry factor for the intermediate state |n〉 and we denote the Lorentz-
invariant measure by d˜k := d
3k
(2pi)32k0
. If we single out the one-pion state from the sum over
intermediate states, we find
ImtpiW
µν =
1
2
∫
d˜k (2pi)4δ(4)(q1 − p1 − k)(k − p1)µ(k + p2)νF Vpi (q21)F Vpi (q22), (2.44)
where F Vpi is the electromagnetic form factor of the pion, defined by
〈pi+(k)|jµem(0)|pi+(p)〉 = (k + p)µ F Vpi
(
(k − p)2). (2.45)
After performing the trivial integral, we obtain
ImtpiW
µν = F Vpi (q
2
1)F
V
pi (q
2
2)piδ(t−M2pi) (qµ3 qν1 − qµ2 qν3 − qµ2 qν1 + qµ3 qν3 ) . (2.46)
t- and u-channel are related by p1 ↔ p2:
ImupiW
µν = F Vpi (q
2
1)F
V
pi (q
2
2)piδ(u−M2pi) (qµ2 qν3 − qµ3 qν1 − qµ2 qν1 + qµ3 qν3 ) . (2.47)
Note that these expressions are only gauge-invariant due to the presence of the delta
function: the contraction of the bracket in (2.46) with qµ1 or q
ν
2 is proportional to t−M2pi .
If we project the imaginary parts of Wµν onto the scalar functions, making use of the
delta function, we obtain
ImtpiA1 = F
V
pi (q
2
1)F
V
pi (q
2
2)piδ(t−M2pi),
ImtpiA4 =
2
s− q21 − q22
F Vpi (q
2
1)F
V
pi (q
2
2)piδ(t−M2pi),
ImupiA1 = F
V
pi (q
2
1)F
V
pi (q
2
2)piδ(u−M2pi),
ImupiA4 =
2
s− q21 − q22
F Vpi (q
2
1)F
V
pi (q
2
2)piδ(u−M2pi),
(2.48)
6Whether a fixed-s dispersion relation for γ∗γ∗ → pipi requires subtractions or not has no influence on
the pion pole. Therefore, also the Mandelstam representation for the pion-box contribution to the HLbL
tensor, which we discuss in this article, remains unaffected by possible subtractions in the sub-process.
– 13 –
J
H
E
P
0
9
(
2
0
1
5
)
0
7
4
while the one-pion contributions to the imaginary parts of the remaining scalar functions
vanish.
The pion-pole contribution to the scalar functions is therefore
Api1 = −F Vpi (q21)F Vpi (q22)
(
1
t−M2pi
+
1
u−M2pi
)
,
Api4 = −F Vpi (q21)F Vpi (q22)
2
s− q21 − q22
(
1
t−M2pi
+
1
u−M2pi
)
,
Api2 = A
pi
3 = A
pi
5 = 0.
(2.49)
We compare the pion-pole contribution with the Born contribution in sQED:
ie2WµνBorn = + +
= ie2(2pµ1 − qµ1 )(2pν2 − qν2 )
1
t−M2pi
+ ie2(2pµ2 − qµ1 )(2pν1 − qν2 )
1
u−M2pi
+ 2ie2gµν ,
(2.50)
and read off the Born values of the scalar functions:
ABorn1 = −
(
1
t−M2pi
+
1
u−M2pi
)
,
ABorn4 = −
2
s− q21 − q22
(
1
t−M2pi
+
1
u−M2pi
)
,
ABorn2 = A
Born
3 = A
Born
5 = 0.
(2.51)
We find that the pion-pole contribution corresponds exactly to the sQED Born contribution
multiplied by electromagnetic pion form factors for the two off-shell photons.7 Note that, if
we think in terms of unitarity diagrams, we have now considered the pure pole contribution
to the scalar functions. However, in terms of Feynman diagrams in sQED this corresponds
to a sum of two pole diagrams and the seagull diagram.8 It is important to be aware of
the different meaning of a topology in the sense of unitarity and a Feynman diagram, see
figure 2. As will be shown in section 5, it is exactly this distinction that makes the sQED
pion loop in HLbL coincide with box-type unitarity diagrams representing pipi intermediate
states with a pion-pole LHC, although, in terms of Feynman diagrams, it is composed of
the sum of box, triangle, and bulb topologies.
7Therefore, the dispersive definition of the pion pole (2.49) coincides with the gauge-invariant pole
contribution of the ‘soft-photon amplitude’ in [43]. We thank S. Scherer for pointing this out.
8The equivalence of the pion pole and the Born term is surprising given the fact that (2.50) contains a
term with gµν , while the imaginary parts (2.46) and (2.47) do not. Tracing the above steps backwards, one
sees that in the t- or u-channel imaginary parts the coefficient of gµν is proportional to (t−M2pi)δ(t−M2pi)
or (u−M2pi)δ(u−M2pi) and hence vanishes due to the delta function.
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+ =̂ F Vpi (q
2
1)F
V
pi (q
2
2)×
 + +

Figure 2. Correspondence of the pion-pole contribution to γ∗γ∗ → pi+pi− in terms of unitarity
diagrams and the Born contribution in terms of sQED Feynman diagrams. The dashed lines in the
unitarity diagrams indicate a cut line, hence the internal pion is on-shell.
3 Lorentz structure of the HLbL tensor
3.1 Definitions
In order to study the contribution of HLbL scattering to the anomalous magnetic moment
of the muon, we need first of all a description of the HLbL tensor. The object in question
is the hadronic Green’s function of four electromagnetic currents, evaluated in pure QCD
(i.e. with fine-structure constant α = e2/(4pi) = 0):
Πµνλσ(q1, q2, q3) = −i
∫
d4x d4y d4z e−i(q1·x+q2·y+q3·z)〈0|T{jµem(x)jνem(y)jλem(z)jσem(0)}|0〉.
(3.1)
The electromagnetic current includes only the three lightest quarks:
jµem := q¯Qγ
µq, (3.2)
where q = (u, d, s)T and Q = diag(23 ,−13 ,−13).
The contraction of the HLbL tensor with polarization vectors gives the hadronic con-
tribution to the helicity amplitudes for (off-shell) photon-photon scattering:
Hλ1λ2,λ3λ4 = 
λ1
µ (q1)
λ2
ν (q2)
λ3
λ
∗
(−q3)λ4σ
∗
(k)Πµνλσ(q1, q2, q3). (3.3)
For notational convenience, we define
q4 := k = q1 + q2 + q3. (3.4)
The kinematics is illustrated in figure 3.
We use the following Lorentz scalars as kinematic variables — these are the usual
Mandelstam variables:
s := (q1 + q2)
2, t := (q1 + q3)
2, u := (q2 + q3)
2, (3.5)
which fulfill (we will take k2 = 0 at some later point)
s+ t+ u =
4∑
i=1
q2i =: Σ. (3.6)
Gauge invariance requires the HLbL tensor to satisfy the Ward-Takahashi identities
{qµ1 , qν2 , qλ3 , qσ4 }Πµνλσ(q1, q2, q3) = 0. (3.7)
– 15 –
J
H
E
P
0
9
(
2
0
1
5
)
0
7
4
q1
q2
−q3
k = q4
Figure 3. Kinematics of the light-by-light scattering amplitude.
3.2 Tensor decomposition
In general, the HLbL tensor can be decomposed into 138 Lorentz structures [13, 44, 45]:
Πµνλσ = gµνgλσ Π1 + gµλgνσ Π2 + gµσgνλ Π3
+
∑
k=1,2,4
l=1,2,3
gµνqλkq
σ
l Π
4
kl +
∑
j=1,3,4
l=1,2,3
gµλqνj q
σ
l Π
5
jl +
∑
j=1,3,4
k=1,2,4
gµσqνj q
λ
k Π
6
jk
+
∑
i=2,3,4
l=1,2,3
gνλqµi q
σ
l Π
7
il +
∑
i=2,3,4
k=1,2,4
gνσqµi q
λ
k Π
8
ik +
∑
i=2,3,4
j=1,3,4
gλσqµi q
ν
j Π
9
ij
+
∑
i=2,3,4
j=1,3,4
∑
k=1,2,4
l=1,2,3
qµi q
ν
j q
λ
kq
σ
l Π
10
ijkl
=:
138∑
i=1
Lµνλσi Ξi.
(3.8)
The 138 scalar functions
{Ξi} := {Π1,Π2,Π3,Π4kl,Π5jl,Π6jk,Π7il,Π8ik,Π9ij ,Π10ijkl} (3.9)
depend on six independent kinematic variables, e.g. on two Mandelstam variables s and
t and the virtualities q21, q
2
2, q
2
3, and q
2
4. They are free of kinematic singularities but
contain kinematic zeros, because they have to fulfill kinematic constraints required by
gauge invariance. The Ward identities (3.7) impose 95 linearly independent relations on
the scalar functions, reducing the set to 43 functions.
As we did in section 2.2 for the case of γ∗γ∗ → pipi, we will now construct a set
of Lorentz structures and scalar functions, such that the scalar functions contain neither
kinematic singularities nor zeros. Compared to γ∗γ∗ → pipi, the application of the recipe
given by Bardeen, Tung [31], and Tarrach [32] is much more involved. Again, the recipe by
Bardeen and Tung does not lead to a kinematic-free minimal basis (which would consist
here of 43 scalar functions).9 Following Tarrach, we will construct a redundant set of 54
structures, which is free of kinematic singularities and zeros.
9We use ‘basis’ in a loose terminology: as we will discuss in section 3.3, a basis in the strict mathematical
sense consists of 41 elements due to two peculiar redundancies in four space-time dimensions.
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In a first step, we define the two projectors
Iµν12 := g
µν − q
µ
2 q
ν
1
q1 · q2 , I
λσ
34 := g
λσ − q
λ
4 q
σ
3
q3 · q4 , (3.10)
which have the following properties:
qµ1 I
12
µν = 0, q
ν
2I
12
µν = 0,
qλ3 I
34
λσ = 0, q
σ
4 I
34
λσ = 0,
Iµµ
′
12 Πµ′νλσ = Π
µ
νλσ, I
ν′ν
12 Πµν′λσ = Πµ
ν
λσ,
Iλλ
′
34 Πµνλ′σ = Πµν
λ
σ, I
σ′σ
34 Πµνλσ′ = Πµνλ
σ, (3.11)
i.e. the HLbL tensor is invariant under contraction with the projectors, but the contraction
of every Lorentz structure produces a gauge-invariant structure. Hence, we project the
tensor
Πµνλσ = Iµµ
′
12 I
ν′ν
12 I
λλ′
34 I
σ′σ
34 Πµ′ν′λ′σ′
=
138∑
i=1
Iµµ
′
12 I
ν′ν
12 I
λλ′
34 I
σ′σ
34 L
i
µ′ν′λ′σ′ Ξi
=:
138∑
i=1
L¯µνλσi Ξi =
43∑
j=1
L¯µνλσij Ξij .
(3.12)
Only 43 of the 138 projected structures L¯µνλσi are non-zero, i.e. all constraints imposed
by gauge invariance are already manifestly implemented. Since the projected structures
are still multiplied by the original scalar functions Ξi, no kinematic singularities have been
introduced into the scalar functions. We now have to remove the kinematic zeros from the
scalar functions by removing the single and double poles in q1 · q2 and q3 · q4, which are
present in the structures L¯µνλσi . We adapt the recipe of [31] (cf. section 2.2):
• remove as many (q1 ·q2, q3 ·q4) double-double poles as possible by adding to the struc-
tures linear combinations of other structures with coefficients containing no poles,
• if no more double-double poles can be removed in this way, multiply the structures
that still contain double-double poles by either q1 ·q2 or q3 ·q4 (the choice is irrelevant
in the end),
• proceed in the same way with double-single, single-double poles, etc. until no poles
at all are left in the structures.
As already mentioned, it is again impossible to avoid introducing kinematic singularities
into the scalar functions by applying this procedure [32]. However, the only step where
kinematic singularities can be introduced is the multiplication of the structures by q1 · q2
or q3 · q4 (i.e. the division of the scalar functions by these terms). This means that the only
possible singularities are (double or single) poles in q1 ·q2 or q3 ·q4. The precise form of these
poles can be easily determined: they correspond to degeneracies of the obtained basis of
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Lorentz structures in the limit q1 ·q2 → 0 and/or q3 ·q4 → 0. Therefore, the 43-dimensional
basis has to be extended by additional structures, which are found by studying the null-
space of the present structures in the mentioned limits. 11 such structures can be found.
The extended generating set of 54 structures exhibits all possible crossing symmetries in a
manifest way.
Explicitly, the resulting representation of the HLbL tensor reads
Πµνλσ =
54∑
i=1
Tµνλσi Πi, (3.13)
where
Tµνλσ1 = 
µναβλσγδq1αq2βq3γq4δ,
Tµνλσ4 =
(
qµ2 q
ν
1 − q1 · q2gµν
)(
qλ4 q
σ
3 − q3 · q4gλσ
)
,
Tµνλσ7 =
(
qµ2 q
ν
1 − q1 · q2gµν
)(
q1 · q4
(
qλ1 q
σ
3 − q1 · q3gλσ
)
+ qλ4 q
σ
1 q1 · q3 − qλ1 qσ1 q3 · q4
)
,
Tµνλσ19 =
(
qµ2 q
ν
1 − q1 · q2gµν
)(
q2 · q4
(
qλ1 q
σ
3 − q1 · q3gλσ
)
+ qλ4 q
σ
2 q1 · q3 − qλ1 qσ2 q3 · q4
)
,
Tµνλσ31 =
(
qµ2 q
ν
1 − q1 · q2gµν
)(
qλ2 q1 · q3 − qλ1 q2 · q3
)(
qσ2 q1 · q4 − qσ1 q2 · q4
)
,
Tµνλσ37 =
(
qµ3 q1 · q4 − qµ4 q1 · q3
)(
qν3q
λ
4 q
σ
2 − qν4qλ2 qσ3 + gλσ
(
qν4q2 · q3 − qν3q2 · q4
)
+ gνσ
(
qλ2 q3 · q4 − qλ4 q2 · q3
)
+ gλν
(
qσ3 q2 · q4 − qσ2 q3 · q4
))
,
Tµνλσ49 = q
σ
3
(
q1 · q3q2 · q4qµ4 gλν − q2 · q3q1 · q4qν4gλµ + qµ4 qν4
(
qλ1 q2 · q3 − qλ2 q1 · q3
)
+ q1 · q4qµ3 qν4qλ2 − q2 · q4qµ4 qν3qλ1 + q1 · q4q2 · q4
(
qν3g
λµ − qµ3 gλν
))
− qλ4
(
q1 · q4q2 · q3qµ3 gνσ − q2 · q4q1 · q3qν3gµσ + qµ3 qν3
(
qσ1 q2 · q4 − qσ2 q1 · q4
)
+ q1 · q3qµ4 qν3qσ2 − q2 · q3qµ3 qν4qσ1 + q1 · q3q2 · q3
(
qν4g
µσ − qµ4 gνσ
))
+ q3 · q4
((
qλ1 q
µ
4 − q1 · q4gλµ
)(
qν3q
σ
2 − q2 · q3gνσ
)
−
(
qλ2 q
ν
4 − q2 · q4gλν
)(
qµ3 q
σ
1 − q1 · q3gµσ
))
. (3.14)
These structures satisfy the following crossing symmetries:
Tµνλσ1 = C12[Tµνλσ1 ] = C34[Tµνλσ1 ] = C34[C12[Tµνλσ1 ]] = C24[C13[Tµνλσ1 ]]
= C23[C14[Tµνλσ1 ]] = C24[C13[C34[Tµνλσ1 ]]] = C23[C14[C34[Tµνλσ1 ]]],
Tµνλσ4 = C12[Tµνλσ4 ] = C34[Tµνλσ4 ] = C34[C12[Tµνλσ4 ]] = C24[C13[Tµνλσ4 ]]
= C23[C14[Tµνλσ4 ]] = C24[C13[C34[Tµνλσ4 ]]] = C23[C14[C34[Tµνλσ4 ]]],
Tµνλσ7 = C34[Tµνλσ7 ],
Tµνλσ19 = C34[C12[Tµνλσ19 ]],
Tµνλσ31 = C12[Tµνλσ31 ] = C34[Tµνλσ31 ] = C34[C12[Tµνλσ31 ]],
Tµνλσ37 = C34[Tµνλσ37 ],
Tµνλσ49 = −C12[Tµνλσ49 ] = −C34[Tµνλσ49 ] = C34[C12[Tµνλσ49 ]], (3.15)
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where the crossing operators Cij exchange momenta and Lorentz indices of the photons i
and j, e.g.10
C12[f ] := f(µ↔ ν, q1 ↔ q2), C14[f ] := f(µ↔ σ, q1 ↔ −q4). (3.16)
All the remaining structures are just crossed versions of the above seven structures, as
shown in appendix B.1. Since the HLbL tensor Πµνλσ is totally crossing symmetric, the
scalar functions Πi have to fulfill exactly the same crossing properties of the corresponding
Lorentz structures as given in (3.15) (note the antisymmetric crossing relations in Π49).
Therefore, only seven different scalar functions Πi appear, together with their crossed
versions. These scalar functions are free of kinematic singularities and zeros and hence fulfill
a Mandelstam representation.11 They are suitable quantities for a dispersive description.
The subset consisting of the following 43 Lorentz structures forms a basis:
{Bµνλσi } :=
{
Tµνλσi
∣∣i ∈ {1, . . . , 21, 23, 25, 27, 29, 30, 33, . . . , 36, 38, . . . , 45, 49, . . . , 53}}.
(3.17)
The corresponding scalar coefficient functions Π˜i, defined by
Πµνλσ =
43∑
i=1
Bµνλσi Π˜i, (3.18)
exhibit kinematic singularities in q1 · q2 and q3 · q4. The exact form of these kinematic
singularities can be determined by projecting (3.13) on this basis. The relation between
the basis coefficient functions Π˜i and the scalar functions Πi is given in appendix B.2.
While crossing symmetry is manifest if the HLbL tensor is expressed in terms of the re-
dundant set of 54 structures, it is partially obscured in the basis of 43 elements. Still, many
basis functions Π˜i are related by crossing symmetry, see (B.3) in appendix B.2. The basis
coefficient functions are completely specified by crossing symmetry and 9 representative
functions, e.g. {
Π˜1, Π˜4, Π˜7, Π˜9, Π˜19, Π˜21, Π˜36, Π˜39, Π˜40
}
. (3.19)
We stress again that our decomposition (3.13) is both manifestly crossing symmetric
and gauge invariant. In particular, this implies that all soft-photon zeros [39] of the helicity
amplitudes (3.3) are already implemented, in contrast to the helicity basis employed in [26].
In this case, only specific combinations of basis functions were free of kinematic singularities
and zeros and thus admitted a dispersive representation, while the soft-photon constraints
needed to be imposed by hand. The BTT set (3.14) provides a Lorentz decomposition that
incorporates soft-photon constraints and avoids kinematics by construction. On the other
hand, the main motivation for choosing the helicity basis was that the unitarity relations
10The composition of two crossing operators is understood to act e.g. in the following way:
C12[C23[f(q1, q2, q3, q4)]] = C12[f(q1, q3, q2, q4)] = f(q2, q3, q1, q4).
11In principle, the crossing antisymmetry of Π49 implies a kinematic zero. We ignore it here and show in
appendix F.3 that this zero has no impact on the dispersion relation for the HLbL tensor.
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in the form of helicity partial-wave amplitudes become diagonal. Of course, this will not
be true in the BTT basis, so that the derivation of an explicit dispersive representation for
the BTT amplitudes requires a basis change. In practice, this change between BTT and
helicity bases proceeds by means of (3.8) as an intermediate step: the helicity amplitudes
can be easily expressed in terms of (3.8), while the remaining basis change can be performed
along the lines explained in appendix C.
3.3 Redundancies in the Lorentz decomposition
Because the set of 54 scalar functions is redundant, there is obviously an ambiguity in
the definition of the coefficient functions. However, crossing symmetry and the absence of
kinematic singularities restrict this ambiguity in a very specific way. The shifts
Πi 7→ Πi + δΠi (3.20)
leaving the HLbL tensor Πµνλσ invariant are easily found by requiring that the basis ele-
ments Π˜i remain invariant. We find
δΠ1 = 0, δΠ4 = 0,
δΠ7 = −q2 · q3q2 · q4∆19, δΠ19 = q1 · q4q2 · q3∆19, δΠ31 = −q3 · q4∆19,
δΠ37 = q1 · q2∆37, δΠ49 = q1 · q2∆49,
(3.21)
where the shifts have to satisfy
∆19 = C12[∆19] = C34[∆19] = C34[C12[∆19]],
∆37 = C24[∆37] = C23[∆37] = C34[∆37] = C24[C34[∆37]] = C24[C23[∆37]], (3.22)
∆49 = −C12[∆49] = −C13[∆49] = −C14[∆49] = −C23[∆49] = −C24[∆49] = −C34[∆49] = . . . .
The ellipses in the last line stand for the permutations that are not listed explicitly: ∆49
is symmetric (antisymmetric) under all even (odd) crossing permutations. The shifts δΠi
that are not specified follow from the crossing relations (B.1).
Apart from the redundancy introduced by extending the basis to a set of 54 elements,
there exists another ambiguity in the definition of the scalar function. As it was pointed
out in [46], the 138 initial Lorentz structures of the HLbL tensor fulfill two linear relations
in d = 4 space-time dimensions. This is not obvious in a covariant notation, but can be
easily shown in an explicit reference frame. The two linear relations can be translated
into two linear relations between the 43 basis elements (which means that these structures
actually do not form a basis in a strict sense). Therefore, in four space-time dimensions
there are only 41 independent scalar functions, which matches the number of fully off-shell
helicity amplitudes. This is analogous to the case of γ∗γ∗ → pipi, where the number of
helicity amplitudes (5) also matches the number of independent scalar functions.
The two linear relations can be further translated into relations amongst the 54 el-
ements of the redundant crossing-symmetric set of Lorentz structures. In fact, it turns
out that expressed in this way, the two relations become particularly simple. They are
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given by:
54∑
i=1
c1,2i T
µνλσ
i = 0, (3.23)
where
c11 =−s+t+u, c13 =−s−t+u, c14 =−5s−t+u, c15 = 2(−s+ u), c16 =−s+ t+5u,
c17 = c
1
8 = c
1
17 = c
1
18 = c
1
19 = c
1
20 = c
1
29 = c
1
30 = c
1
50 = c
1
53 = 4,
c111 = c
1
12 = c
1
13 = c
1
14 = c
1
23 = c
1
24 = c
1
25 = c
1
26 = −4,
c137 = c
1
46 = c
1
47 = c
1
48 = c
1
51 = c
1
52 = 2,
c138 = c
1
40 = c
1
43 = c
1
44 = c
1
49 = c
1
54 = −2, (3.24)
and
c22 = s− t+ u, c23 =−s− t+ u, c24 = 2(−t+ u), c25 =−s−5t+ u, c26 = s− t+5u,
c29 = c
2
10 = c
2
15 = c
2
16 = c
2
21 = c
2
22 = c
2
27 = c
2
28 = 4,
c211 = c
2
12 = c
2
13 = c
2
14 = c
2
14 = c
2
23 = c
2
24 = c
2
25 = c
2
26 = c
2
49 = c
2
54 = −4
c238 = c
2
40 = c
2
43 = c
2
44 = c
2
51 = c
2
52 = −2,
c239 = c
2
41 = c
2
42 = c
2
45 = c
2
50 = c
2
53 = 2, (3.25)
and where all unspecified c1,2i are zero. Eq. (3.23) is most easily verified by contracting
the equation with the 138 tensor structures. We have checked explicitly that the matrix
{Lµνλσi Lkµνλσ}ik is of rank 136. The linear relations between the structures imply the
following ambiguities in the scalar functions:
Πi 7→ Πi + c1i f1 + c2i f2, (3.26)
where f1,2 are a priori unspecified functions free of kinematic singularities. The requirement
that the scalar functions satisfy crossing relations of the same form as (3.15) and (B.1)
imposes crossing relations on the functions f1,2:
f1 = C12[f2] = C34[C12[f1]] = C24[C13[f1]] = C14[f1] = −C12[f1]− C13[f1]. (3.27)
Let us write
Π49 =
1
4
(Π49 + C24[C13[Π49]] + C14[Π49] + C14[C24[C13[Π49]]])
+
1
4
(Π49 + C24[C13[Π49]]− C14[Π49]− C14[C24[C13[Π49]]])
+
1
2
(Π49 − C24[C13[Π49]]) .
(3.28)
The first bracket in this expression is given by Π49 −Π50 −Π53 + Π54 and has exactly the
crossing properties of f1. Therefore, the ambiguity can be fixed by the condition
Π49 −Π50 −Π53 + Π54 = 0. (3.29)
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Very recently, a Lorentz decomposition of the HLbL tensor into 72 redundant struc-
tures has been presented in [47]. A comparison with our redundant set of 54 structures, as
first given in [33], has been performed, confirming the absence of kinematic singularities.
By studying systematically the irreducible representations of the permutation group S4,
the authors of [47] aim at constructing a minimal basis consisting of 41 totally crossing
symmetric elements free of kinematic singularities. Note, however, that [47] neither pro-
vides this basis nor a concrete recipe for how to obtain it. Therefore, it remains to be seen
if a minimal basis free of kinematic singularities exists at all. For our purpose the question
whether such a basis exists is immaterial, since for a dispersive representation of the HLbL
tensor all that is required is a decomposition into scalar amplitudes free of kinematic zeros
and singularities.
To conclude this subsection, we stress that the presence of kinematic singularities in
any known basis requires us to work with a redundant set of 54 Lorentz structures and
scalar functions Πi. Although the redundancy of the Lorentz structures introduces an
ambiguity in the functions Πi (which is already very restricted by crossing symmetry and
will be further restricted by analyticity), this ambiguity will cancel in the calculation of any
physical quantity such as (g−2)µ. In particular, this implies that the additional redundancy
in d = 4 dimensions does not affect our calculation in any way, since the minimal set suited
for a dispersive representation still involves 54 functions. In the rest of the paper we will
continue to work with the BTT amplitudes defined in (3.14).
4 HLbL contribution to (g − 2)µ
In section 4.1, we review the definition and calculation of aµ, as well as general techniques
for the calculation of aHLbLµ (see e.g. [48]). The well-known general formula requires still
a rather long calculation before a number can be finally obtained. For the pion-pole
contribution, these steps have been worked out long ago [19]. With our complete set of
54 kinematic-free structures (3.13), this procedure can be repeated for the whole HLbL
contribution in full generality, as we explain in sections 4.2 and 4.3. In section 4.4, we
study the validity of the applied Wick rotation in the presence of anomalous thresholds.
4.1 Projector techniques
The T -matrix element of the interaction of a muon with the electromagnetic field is de-
fined by
T µ(p1, p2) := −e〈µ−(p2, s2)|jµem(0)|µ−(p1, s1)〉, (4.1)
where e = |e|. Diagrammatically
= iT µ(p1, p2) = (−ie)u¯(p2)Γµ(p1, p2)u(p1). (4.2)
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Assuming parity conservation, the vertex function Γµ can be decomposed into form fac-
tors as
Γµ(p1, p2) = γ
µF1(k
2)− iσ
µνkν
2mµ
F2(k
2), (4.3)
where k = p1 − p2 and σµν := i2 [γµ, γν ]. F1 is the electric charge or Dirac form factor,
F2 the magnetic or Pauli form factor. The anomalous magnetic moment of the muon is
given by
aµ =
1
2
(g − 2)µ = F2(0). (4.4)
We expand the vertex function Γµ to first order in powers of kµ:
Γµ(p1, p2) = Γ
µ(p, p) + kν
∂
∂kν
Γµ(p1, p2)
∣∣∣∣
k=0
+ . . .
=: V µ(p) + kνΓ
µν(p) + . . . ,
(4.5)
where p := 12(p1 + p2).
Using projector techniques together with angular averages (see [19, 48]), the anomalous
magnetic moment of the muon can be calculated as
aµ = Tr
((
1
12
γµ − 1
3
(
pµ/p
m2µ
)
− 1
4
pµ
mµ
)
Vµ(p)
)
− 1
48mµ
Tr
(
(/p+mµ)[γ
µ, γρ](/p+mµ)Γµρ(p)
)
,
(4.6)
where now p2 = m2µ.
12
We are interested in the contribution of the HLbL tensor to aµ, diagrammatically
= (−ie)u¯(p2)ΓµHLbL(p1, p2)u(p1), (4.7)
where
ΓσHLbL(p1, p2) = −e6
∫
d4q1
(2pi)4
d4q2
(2pi)4
γµ
(/p2 + /q1 +mµ)
(p2 + q1)2 −m2µ
γλ
(/p1 − /q2 +mµ)
(p1 − q2)2 −m2µ
γν
× 1
q21q
2
2(p1 − p2 − q1 − q2)2
Πµνλσ(q1, q2, p1 − p2 − q1 − q2).
(4.8)
The HLbL tensor is defined in (3.1). Differentiating the fourth Ward identity in (3.7) with
respect to kρ = (q1 + q2 + q3)ρ yields
Πµνλρ(q1, q2, k − q1 − q2) = −kσ ∂
∂kρ
Πµνλσ(q1, q2, k − q1 − q2). (4.9)
12Note that we have defined k as outgoing, resulting in the different sign of the second term with respect
to [48].
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It was already argued in [49] that Πµνλσ vanishes linearly with k (i.e. the derivative con-
tains no singularity), and so must ΓHLbLσ . This is easily verified with our tensor decom-
position (3.13). Therefore, the HLbL contribution to the anomalous magnetic moment is
given by
aHLbLµ = −
1
48mµ
Tr
(
(/p+mµ)[γ
ρ, γσ](/p+mµ)Γ
HLbL
ρσ (p)
)
, (4.10)
where
ΓHLbLρσ (p) =
∂
∂kσ
ΓHLbLρ (p1, p2)
∣∣∣∣
k=0
. (4.11)
We use the Ward identity (4.9) to write
ΓHLbLρ (p1, p2) = e
6
∫
d4q1
(2pi)4
d4q2
(2pi)4
γµ
(/p2 + /q1 +mµ)
(p2 + q1)2 −m2µ
γλ
(/p1 − /q2 +mµ)
(p1 − q2)2 −m2µ
γν
× 1
q21q
2
2(p1 − p2 − q1 − q2)2
kσ
∂
∂kρ
Πµνλσ(q1, q2, k − q1 − q2).
(4.12)
Taking the derivative and limit leads to the well-known expression
ΓHLbLρσ (p) = e
6
∫
d4q1
(2pi)4
d4q2
(2pi)4
γµ
(/p+ /q1 +mµ)
(p+ q1)2 −m2µ
γλ
(/p− /q2 +mµ)
(p− q2)2 −m2µ
γν
× 1
q21q
2
2(q1 + q2)
2
∂
∂kρ
Πµνλσ(q1, q2, k − q1 − q2)
∣∣∣∣
k=0
.
(4.13)
4.2 Loop integration
In order to compute the contribution to (g − 2)µ, one has to take the trace in (4.10) and
perform the two-loop integral of equation (4.13). Five of the eight integrals can be carried
out analytically with the help of Gegenbauer polynomial techniques [50]. To this end, we
employ the representation of the HLbL tensor in terms of the 54 Lorentz structures Tµνλσi :
aHLbLµ = −
e6
48mµ
∫
d4q1
(2pi)4
d4q2
(2pi)4
1
q21q
2
2(q1 + q2)
2
1
(p+ q1)2 −m2µ
1
(p− q2)2 −m2µ
× Tr
(
(/p+mµ)[γ
ρ, γσ](/p+mµ)γ
µ(/p+ /q1 +mµ)γ
λ(/p− /q2 +mµ)γν
)
×
54∑
i=1
(
∂
∂kρ
T iµνλσ(q1, q2, k − q1 − q2)
) ∣∣∣∣
k=0
Πi(q1, q2,−q1 − q2).
(4.14)
It turns out that there are only 19 independent linear combinations of the structures Tµνλσi
that contribute to (g − 2)µ. It is possible to make a basis change in the 54 structures
Πµνλσ =
54∑
i=1
Tµνλσi Πi =
54∑
i=1
Tˆµνλσi Πˆi, (4.15)
in such a way that in the limit k → 0 the derivative of 35 structures Tˆµνλσi vanishes.
Although this change of basis does not introduce kinematic singularities into the scalar
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functions Πˆi, it somewhat obscures crossing symmetry. The 19 structures Tˆ
µνλσ
i that
contribute to (g − 2)µ can be chosen as follows:{
Tˆµνλσi
∣∣∣i = 1, . . . , 19} = {Tµνλσi ∣∣∣i = 1, . . . , 11, 13, 14, 16, 17}
∪
{
Tµνλσ39 + T
µνλσ
40 , T
µνλσ
42 , T
µνλσ
43 , T
µνλσ
50 − Tµνλσ51
}
.
(4.16)
The corresponding 19 scalar functions Πˆi are linear combinations of 33 scalar functions Πi,
see appendix D. The 21 scalar functions not involved in these relations{
Πi
∣∣∣i = 12, 15, 18, 23, 24, 27, 28, 29, 30, 32, 35, 36, 37, 38, 41, 44, 45, 48, 49, 52, 53} (4.17)
are irrelevant for the calculation of (g − 2)µ.
The HLbL contribution to (g − 2)µ can now be written as
aHLbLµ = −e6
∫
d4q1
(2pi)4
d4q2
(2pi)4
1
q21q
2
2(q1 + q2)
2
1
(p+ q1)2 −m2µ
1
(p− q2)2 −m2µ
×
19∑
i=1
Tˆi(q1, q2; p)Πˆi(q1, q2,−q1 − q2),
(4.18)
where
Tˆi(q1, q2; p) :=
1
48mµ
Tr
(
(/p+mµ)[γ
ρ, γσ](/p+mµ)γ
µ(/p+ /q1 +mµ)γ
λ(/p− /q2 +mµ)γν
)
×
(
∂
∂kρ
Tˆ iµνλσ(q1, q2, k − q1 − q2)
) ∣∣∣∣
k=0
(4.19)
and the Πˆi are needed for the reduced kinematics
s = (q1 + q2)
2, t = q22, u = q
2
1, q
2
1, q
2
2, q
2
3 = (q1 + q2)
2, k2 = q24 = 0. (4.20)
The explicit result of the trace calculation and the contraction of the Lorentz indices is
given in appendix E.1.
We can reduce the number of terms contributing to (g − 2)µ further by using the
symmetry under the exchange of the momenta q1 ↔ −q2: the loop integration measure
and the product of propagators are invariant under this transformation, while the kernels
Tˆi transform under q1 ↔ −q2 as
Tˆ1 ←→ Tˆ1, Tˆ2 ←→ Tˆ3, Tˆ4 ←→ Tˆ4, Tˆ5 ←→ Tˆ6,
Tˆ7 ←→ Tˆ8, Tˆ9 ←→ Tˆ12, Tˆ10 ←→ Tˆ13, Tˆ11 ←→ Tˆ14,
Tˆ15 ←→ Tˆ15, Tˆ16 ←→ Tˆ16, Tˆ17 ←→ Tˆ18, Tˆ19 ←→ −Tˆ19. (4.21)
For the reduced kinematics (4.20) the exchange q1 ↔ −q2 is equivalent to the crossing
transformation t ↔ u, q21 ↔ q22. With the help of the crossing relations of the scalar
functions Πi, it is easy to check that the Πˆi transform analogously to the kernels Tˆi, i.e.
Πˆ1 ←→ Πˆ1, Πˆ2 ←→ Πˆ3, Πˆ4 ←→ Πˆ4, Πˆ5 ←→ Πˆ6,
Πˆ7 ←→ Πˆ8, Πˆ9 ←→ Πˆ12, Πˆ10 ←→ Πˆ13, Πˆ11 ←→ Πˆ14,
Πˆ15 ←→ Πˆ15, Πˆ16 ←→ Πˆ16, Πˆ17 ←→ Πˆ18, Πˆ19 ←→ −Πˆ19. (4.22)
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Therefore, it is convenient to write the HLbL contribution to (g−2)µ as a sum of 12 terms:
aHLbLµ = −e6
∫
d4q1
(2pi)4
d4q2
(2pi)4
1
q21q
2
2(q1 + q2)
2
1
(p+ q1)2 −m2µ
1
(p− q2)2 −m2µ
×
12∑
j=1
ξj Tˆij (q1, q2; p)Πˆij (q1, q2,−q1 − q2),
(4.23)
where
{ij |j = 1, . . . , 12} = {1, 2, 4, 5, 7, 9, 10, 14, 15, 16, 17, 19},
{ξj |j = 1, . . . , 12} = {1, 2, 1, 2, 2, 2, 2, 2, 1, 1, 2, 1}.
(4.24)
Note that the first two terms in this sum correspond to the well-known result for the pion-
pole contribution [19] (up to conventions: exchange of Tˆ1 and Tˆ2, the explicit factor ξ2 = 2,
and symmetrization of Tˆ1).
In (4.23), the integrand depends on the five scalar products q21, q
2
2, q1 · q2, p · q1, and
p · q2, where the dependence on the last two is given explicitly (the scalar functions only
depend on q21, q
2
2, and q1 · q2). Therefore, five of the eight integrals can be performed
without knowledge of the scalar functions. The same integrals as in the case of the pion-
pole contribution occur [3, 19], which have been solved with the technique of Gegenbauer
polynomials [50]. This method has been applied before to the full HLbL contribution in
the context of vector-meson-dominance and hidden-local-symmetry models [51, 52].
We perform a Wick rotation of the momenta q1, q2, and p (see section 4.4) and denote
the Wick-rotated Euclidean momenta by capital letters Q1, Q2, and P . Note that Q
2
1 =
−q21, Q22 = −q22, P 2 = −m2µ. Since aHLbLµ is a pure number, it does not depend on the
direction of the momentum P of the muon, hence we can take the angular average by
integrating over the four-dimensional hypersphere:
aHLbLµ =
∫
dΩ4(P )
2pi2
aHLbLµ . (4.25)
The kernels Tˆi are at most quadratic in p, therefore we need the following angular inte-
grals [3]:∫
dΩ4(P )
2pi2
1
(P +Q1)2 +m2µ
1
(P −Q2)2 +m2µ
=
1
m2µR12
arctan
(
zx
1− zτ
)
,∫
dΩ4(P )
2pi2
1
(P +Q1)2 +m2µ
= −1− σ
E
1
2m2µ
,∫
dΩ4(P )
2pi2
1
(P −Q2)2 +m2µ
= −1− σ
E
2
2m2µ
,∫
dΩ4(P )
2pi2
P ·Q2
(P +Q1)2 +m2µ
= Q1 ·Q2 (1− σ
E
1 )
2
8m2µ
,∫
dΩ4(P )
2pi2
P ·Q1
(P −Q2)2 +m2µ
= −Q1 ·Q2 (1− σ
E
2 )
2
8m2µ
,
(4.26)
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where τ = cos θ4, defined by Q1 · Q2 = |Q1||Q2|τ , is the cosine of the angle between the
Euclidean four-momenta Q1 and Q2, and further
σEi :=
√
1 +
4m2µ
Q2i
, R12 := |Q1||Q2|x, x :=
√
1− τ2,
z :=
|Q1||Q2|
4m2µ
(1− σE1 )(1− σE2 ).
(4.27)
4.3 Master formula
After using the angular integrals (4.26), we can immediately perform five of the eight loop
integrals by changing to spherical coordinates in four dimensions. This leads us to a master
formula for the HLbL contribution to the anomalous magnetic moment of the muon:
aHLbLµ =
2α3
3pi2
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ
√
1− τ2Q31Q32
12∑
i=1
Ti(Q1, Q2, τ)Π¯i(Q1, Q2, τ), (4.28)
where Q1 := |Q1|, Q2 := |Q2|. The hadronic scalar functions Π¯i are just a subset of the Πˆi
and defined in (D.2). They have to be evaluated for the reduced kinematics
s = −Q23 = −Q21 − 2Q1Q2τ −Q22, t = −Q22, u = −Q21,
q21 = −Q21, q22 = −Q22, q23 = −Q23 = −Q21 − 2Q1Q2τ −Q22, k2 = q24 = 0.
(4.29)
The integral kernels Ti listed in appendix E.2 are fully general for any light-by-light process,
while the scalar functions Πi parametrize the hadronic content of the master formula.
In particular, (4.28) can be considered a generalization of the three-dimensional integral
formula for the pion-pole contribution [3]. It is valid for the whole HLbL contribution and
completely generic, i.e. it can be used to compute the HLbL contribution to (g − 2)µ for
any representation of the HLbL tensor, irrespective of whether the scalar functions are
subsequently specified dispersively or taken from a model calculation. For an arbitrary
representation of the HLbL tensor, the scalar functions Πi can be obtained by projection,
see appendix C and appendix F.2.
An analogous master formula was derived in [26] in the case of a helicity basis for
the HLbL tensor. This step in the calculation is completely equivalent, in both cases
the calculation of aHLbLµ proceeds via an evaluation of the trace in (4.10) and subsequent
reduction of the two-loop integral with Gegenbauer techniques. From a technical point of
view, the BTT approach offers several simplifications, since the D-wave-related amplitudes
in [26] require another angular average to define the k → 0 limit as well as more complicated
Gegenbauer integrals than the standard ones given in (4.26).
In close analogy to the pion-pole contribution [19], the main benefit of the master
formula (4.28) is the fact that it contains only a three-dimensional integral, and thus
is well-suited for a direct numerical implementation. In particular, the energy regions
generating the bulk of the contribution can be identified by numerically integrating over τ
and plotting the integrand as a function of Q1 and Q2 [19, 51–53].
Before turning to the main part of this paper, the foundations for a model-independent
calculation of the scalar functions Πi by making use of dispersion relations, we next consider
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a subtlety in the application of the Gegenbauer integrals in (4.26). To obtain these integrals
a Wick rotation has been performed, whose validity might be questioned if the HLbL
tensor possesses non-trivial analytic properties. For instance, already a simple triangle loop
function would give rise to anomalous thresholds due to the integration over all photon
virtualities, see [54–56]. In the following subsection, we prove that the Wick rotation
remains valid even in the presence of anomalous thresholds.
4.4 Wick rotation and anomalous thresholds
Performing a Wick rotation before calculating a loop integral is a standard procedure.
The applicability of this transformation depends on whether the integrand is free of sin-
gularities in the region swept by the integration path during the rotation. In our case
we have to perform the two-loop integral (4.23), with an integrand containing products of
propagators multiplying functions satisfying a Mandelstam representation, so having the
analytic properties of one-loop functions. The case of the propagators is standard. The
one-loop functions occurring in our integrand, however, need some more discussion. The
complication is not due to the presence of cuts instead of poles: cuts of loop functions are
usually on the positive real axis above some threshold, and the functions are evaluated
on the upper rim of the cut. The Wick rotation can be applied without problem even in
these cases. The need for a more detailed discussion is due to the presence of anomalous
cuts — cuts which appear first in three-point functions and which, depending on the value
of the momenta squared of the external legs, may intrude into the first Riemann sheet
away from the real axis. In the present paper we need to deal with three- and four-point
one-loop functions, such as C0(s; q
2
1, q
2
2) and D0(s, t; q
2
1, q
2
2, q
2
3, q
2
4) (see appendix G). For
a discussion of the analytic properties of these loop functions, see [55, 57–60]. We will
illustrate what happens in the presence of such anomalous cuts by discussing the case of
the C0 function: the conclusion is that the Wick rotation can be applied without problem
even in these cases.
The function C0(s; q
2
1, q
2
2) has an anomalous cut for q
2
1 > 0, q
2
2 > 0, and q
2
1 + q
2
2 > 4m
2,
where m is the mass of the particle running in the loop (assuming it is only one mass).
The origin of this anomalous cut is that C0 admits a dispersive representation having a
discontinuity on the positive real axis for s ≥ 4m2. The discontinuity, however, has itself
a cut between the branch points:
s± = q21 + q
2
2 −
q21q
2
2
2m2
∓ 1
2m2
√
q21(q
2
1 − 4m2)q22(q22 − 4m2). (4.30)
While for q21,2 < 0 these branch points lie on the second Riemann sheet, for q
2
1 > 0, q
2
2 > 0,
and q21 + q
2
2 > 4m
2 one of them moves into the first Riemann sheet by crossing the real
axis above s = 4m2. In this case the dispersive representation of the function C0 needs to
be modified by adding a further integral along the anomalous cut from 4m2 up to s+. The
most convenient way to see how the branch points move as a function of q21 and q
2
2 is to
introduce the variables [55]
q2i = −m2
(1− ξi)2
ξi
. (4.31)
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The upper half-plane of the complex variables q2i are mapped onto the upper unit semicircle
of unit radius: the negative real axis of q2i is mapped onto the segment 0 < ξi ≤ 1, the
region 0 ≤ q2i ≤ 4m2 onto the semicircle ξi = eiφi , with 0 ≤ φi ≤ pi, and finally the semiaxis
4m2 ≤ q2i onto the segment −1 ≤ ξi < 0. The branch points s± can be expressed as follows
in terms of these variables
s±
m2
= −(1− ξ1)
2
ξ1
− (1− ξ2)
2
ξ2
− (1− ξ1)
2(1− ξ2)2
2ξ1ξ2
∓ (1− ξ
2
1)(1− ξ22)
2ξ1ξ2
(4.32)
and from this it is easy to check that s− always stays on the second sheet, whereas s+
moves into the first one under the conditions given above. It is important to stress that
when it enters the first Riemann sheet, s+ stays always below the real axis, either on its
lower rim (for q21 < 4m
2 and q22 < 4m
2 or for q21 > 4m
2 and q22 > 4m
2), or into the lower
complex half-plane (for q21 < 4m
2 and q22 > 4m
2 or vice versa), in contrast to what is shown
in figure 2 of [55].
When we perform the Wick rotation for q1 and q2 (to avoid weird trajectories in
the complex s-plane we rotate both simultaneously), their squares (in Minkowski space)
become transformed into minus their Euclidean squares (−Q2i ), and can only take negative
values. But also s = (q1 + q2)
2 is mapped onto sE ≡ −(Q1 + Q2)2, which equally can
only be negative. If we start from a positive value of s and perform the Wick rotation, the
trajectory of s follows an arc in the upper complex half plane and lands on the negative
axis at sE . The potential danger is if we start from s > 4m
2, just on the upper rim of
the cut, but the Wick rotation moves it away both from the normal as well as from the
anomalous cut, which, as mentioned above, is always below the real axis. If we start from
negative values of s we also follow an arc in the upper complex half plane and land at
sE < s, without ever coming even close to the cuts.
The discussion above is still incomplete, however, because we have so far neglected the
fact that as we make the Wick rotation not only s moves, but also the q2i and with them
s+, which determines where the anomalous cut is. In principle, s+ could move into the
complex upper half-plane and interfere with the trajectory of s during the Wick rotation.
An explicit calculation shows, however, that this does not happen: at the end of the Wick
rotation both q2i have become −Q2i and therefore negative, which implies that the positivity
conditions required for the existence of the anomalous cut are not fulfilled anymore. The
trajectory of s+ during the Wick rotation is shown in figure 4. There one sees that in
all possible cases s+ moves through the unitarity cut back into the second sheet, so that
indeed, the anomalous cut disappears. The two figures show the two possible cases, where
the anomalous threshold enters the physical sheet. Figure 4(a) shows the trajectory of the
anomalous threshold for a fixed value of 0 < q21 < 4m
2 and q22 varying from −∞ to ∞
(solid line, light gray indicates the part of the trajectory on the second sheet, whereas the
part on the physical sheet is shown in black). Figure 4(b) shows the analogous trajectory
for a fixed value of q21 > 4m
2. The dashed lines are intermediate trajectories, when the two
momenta are simultaneously Wick rotated by the same phase. The dotted lines indicate
the movement of selected points on the trajectory of the anomalous threshold during the
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Re(s)
Im(s)
q
2
2
→ −∞
q
2
2
→∞
q
2
2
= 0
q
2
2
= 4m2
(a) 0 < q21 < 4m
2
Re(s)
Im(s)
q
2
2
→ −∞q
2
2
→∞
q
2
2
= 0
q
2
2
= 4m2
(b) 4m2 < q21
Figure 4. Movement of the trajectory of the anomalous threshold s+ during the Wick rotation.
The thick gray line on the real axis is the unitarity cut for s > 4m2. The solid line denotes the
trajectory of s+ for a fixed q
2
1 > 0: the anomalous threshold enters the physical sheet through
the unitarity cut when q22 increases. The dotted lines show the movement of s+ when q1 and q2
are simultaneously Wick rotated: it retreats through the unitarity cut into the second Riemann
sheet. The dashed lines show intermediate trajectories of s+ during the Wick rotation. The part of
the trajectories that lies on the second sheet is shown in light gray, the part on the physical sheet
is black.
Wick rotation. All points of the trajectory that originally lie on the physical sheet move
back through the unitarity cut into the second sheet.
As a further check we have calculated numerically a simplified toy example that exhibits
all relevant features discussed above. We consider
atoyµ = (4pi)
4
∫
d4q1
(2pi)4
∫
d4q2
(2pi)4
m2µ(
q21 + i
)(
q22 + i
)
(s+ i)
(
s−m2µ + i
) ∫ 1
0
dx
∫ 1−x
0
dy∆(x, y)−1,
(4.33)
where
∆(x, y) = M2pi − xys− x(1− x− y)q21 − y(1− x− y)q22 − i. (4.34)
The function defined by the last two integrals is proportional to the Feynman-parameter
representation of the triangle loop function C0(s; q
2
1, q
2
2), while the remainder of a
toy
µ is
chosen in as close analogy to the real HLbL integral as possible, including a sufficient
number of propagators to make the integral converge. In the standard loop-integral ap-
proach the intricacies due to anomalous thresholds are automatically taken into account
by the i-prescription in (4.33) and (4.34), leading to the following Feynman-parameter
representation
atoyµ = −
∫ 1
0
dx
∫ 1−x
0
dy
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫ 1
0
dx3
log
(
1 + x2x1
m2µ
M2pi
)
∆1(x1, y)∆2(x1, x2, x3, x, y)2
,
∆1(x1, y) = 1− x1 + x1y(1− y),
∆2(x1, x2, x3, x, y) =
(
1− x3
)
∆1(x1, y) + x3
(
x2 + x1x(1− x)
)− x3 (x2 + x1xy)2
∆1(x1, y)
. (4.35)
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In analogy to the HLbL master formula (4.28) the Wick-rotated representation becomes
(the Qi have been rescaled by mµ)
atoyµ = −
8
pi
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ
√
1− τ2Q1Q2
Q23
(
1 +Q23
) ∫ 1
0
dx
∫ 1−x
0
dy ∆˜(x, y)−1,
∆˜(x, y) =
M2pi
m2µ
+ xyQ23 + x(1− x− y)Q21 + y(1− x− y)Q22. (4.36)
We checked numerically that indeed the representations (4.35) and (4.36) are identical.
This confirms that the Wick rotation is permitted despite the occurrence of anomalous
thresholds, all signs of which disappear in the Feynman parameterization as long as the i-
prescription is applied consistently. Similarly, the final result for the Wick rotation displays
no remnants of the anomalous thresholds. As shown in figure 4, in this case the deeper
reason can be traced back to the trajectory of the anomalous threshold during the Wick
rotation towards the second sheet.
Finally, we note that the above discussion of the anomalous threshold of the triangle
diagram is already sufficient for the full HLbL calculation. Box diagrams do not lead to
further complications, since, in the master formula (4.23), the limit k → 0 is taken before
the Wick rotation of the loop momenta, hence the analytic structure of box diagrams is
already reduced to the one of triangle diagrams.
5 Mandelstam representation
In the previous section, we have obtained a master formula (4.28) for the HLbL contri-
bution to the anomalous magnetic moment of the muon, where the hadronic dynamics is
parametrized in terms of the scalar functions Πi. Since these functions are free of kinematic
singularities and zeros, they are the quantities that should satisfy a Mandelstam represen-
tation [61]. We need to determine seven scalar functions that are not related to each other
by crossing symmetry. Due to the complexity of the problem, we cannot obtain an exact
solution for the scalar functions but have to rely on approximations. Our strategy is to
order the contributions to the scalar functions by the mass of the intermediate states. The
lightest intermediate states are expected to give the most important contribution, heavier
states are suppressed by the higher threshold and smaller phase space. In this paper, we will
consider the two lowest-lying contributions: one- and two-pion intermediate states in all
channels, i.e. pion-pole and pion-box topologies. These two contributions can be described
without any further approximation. Of course, pion-pole and pion-loop contributions have
been considered before in various model calculations. The important point of the dispersive
approach is that these contributions become unambiguously defined: the pion pole, with
on-shell pion transition form factor, corresponds precisely to one-pion intermediate states,
and the sQED pion loop dressed with pion vector form factors to two-pion intermediate
states with pion-pole LHC. The explicit proof of these identifications will be presented in
this section, based on a Mandelstam representation for the BTT scalar functions.
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5.1 Derivation of the double-spectral representation
For the derivation of a Mandelstam representation of the scalar functions, we follow the
discussion in [62]. We assume that the photon virtualities q2i are fixed and small enough
so that no anomalous thresholds are present. A parameter-free description of the HLbL
tensor and therefore an unsubtracted dispersion relation is crucial. The behavior of the
imaginary parts, which is determined by the asymptotics of the sub-processes, does indeed
suggest that no subtractions are needed. Furthermore, even a quark-loop contribution to
the HLbL tensor has an asymptotic behavior that requires no subtractions.13 Hence, for a
generic scalar function Πi, we write a fixed-t dispersion relation without any subtractions:
Πti(s, t, u) = c
t
i +
ρti;s
s−M2pi
+
ρti;u
u−M2pi
+
1
pi
∫ ∞
4M2pi
ds′
ImsΠ
t
i(s
′, t, u′)
s′ − s +
1
pi
∫ ∞
4M2pi
du′
ImuΠ
t
i(s
′, t, u′)
u′ − u ,
(5.1)
where cti is supposed to behave as limt→0
cti = 0 and takes into account the t-channel pole.
The imaginary parts are understood to be evaluated just above the corresponding cut. The
primed variables fulfill
s′ + t+ u′ = Σ :=
4∑
i=1
q2i . (5.2)
If we continue the fixed-t dispersion relation analytically in t, we have to replace the
imaginary parts by the discontinuities, defined by
Dti;s(s
′) :=
1
2i
(
Πti(s
′ + i, t, u′)−Πti(s′ − i, t, u′)
)
,
Dti;u(u
′) :=
1
2i
(
Πti(s
′, t, u′ + i)−Πti(s′, t, u′ − i)
)
,
(5.3)
hence
Πti(s, t, u) = c
t
i +
ρti;s
s−M2pi
+
ρti;u
u−M2pi
+
1
pi
∫ ∞
4M2pi
ds′
Dti;s(s
′)
s′ − s +
1
pi
∫ ∞
4M2pi
du′
Dti;u(u
′)
u′ − u . (5.4)
Both the discontinuities as well as the pole residues are determined by s- or u-channel
unitarity, which also defines their analytic continuation in t. While ρti;s,u are due to a one-
pion intermediate state, Dti;s,u are due to multi-particle intermediate states, see figure 5.
We limit ourselves to two-pion intermediate states and neglect the contribution of heavier
intermediate states to the discontinuities.
First, we study the pion-pole contribution by analyzing the unitarity relation:
Ims
(
e4(2pi)4δ(4)(q1 + q2 + q3 − q4)Hλ1λ2,λ3λ4
)
(5.5)
=
∑
n
1
2Sn
(
n∏
i=1
∫
d˜pi
)
〈γ∗(−q3, λ3)γ∗(q4, λ4)|n; {pi}〉∗〈γ∗(q1, λ1)γ∗(q2, λ2)|n; {pi}〉,
13Contrary to possible subtractions in the sub-processes, the presence of subtraction constants in the
HLbL scalar functions would imply a contribution to aµ that is not determined by unitarity.
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Figure 5. Intermediate states in the direct channel: pion pole and two-pion cut.
where Sn is the symmetry factor of the intermediate state |n〉. We consider now only the
pi0 intermediate state in the sum:
Impis
(
e4(2pi)4δ(4)(q1 + q2 + q3 − q4)Hλ1λ2,λ3λ4
)
=
1
2
∫
d˜p 〈γ∗(−q3, λ3)γ∗(q4, λ4)|pi0(p)〉∗〈γ∗(q1, λ1)γ∗(q2, λ2)|pi0(p)〉.
(5.6)
After reducing the matrix elements and using the definition of the pion transition form
factor
i
∫
d4x eiq·x〈0|T{jµem(x)jνem(0)}|pi0(p)〉 = µναβqαpβFpi0γ∗γ∗
(
q2, (q − p)2), (5.7)
we find
ImpisΠ
µνλσ = −1
2
∫
d˜p (2pi)4δ(4)(q1 + q2 − p)µναβλσγδq1αq2βq3γq4δ
×Fpi0γ∗γ∗
(
q21, q
2
2
)Fpi0γ∗γ∗(q23, q24)
= −piδ(s−M2pi)µναβλσγδq1αq2βq3γq4δFpi0γ∗γ∗
(
q21, q
2
2
)Fpi0γ∗γ∗(q23, q24).
(5.8)
By projecting onto the scalar functions Πi, this leads to
ρti;s =
{
Fpi0γ∗γ∗
(
q21, q
2
2
)Fpi0γ∗γ∗(q23, q24) i = 1,
0 i 6= 1, (5.9)
and, analogously,
ρti;u =
{
Fpi0γ∗γ∗
(
q21, q
2
4
)Fpi0γ∗γ∗(q22, q23) i = 3,
0 i 6= 3. (5.10)
In order to identify the discontinuities, we project the unitarity relation selecting two-
pion intermediate states:
Impipis
(
e4(2pi)4δ(4)(q1 + q2 + q3 − q4)Hλ1λ2,λ3λ4
)
=
1
2
∫
d˜p1d˜p2〈pi+(p1)pi−(p2)|γ∗(−q3, λ3)γ∗(q4, λ4)〉∗〈pi+(p1)pi−(p2)|γ∗(q1, λ1)γ∗(q2, λ2)〉
+
1
4
∫
d˜p1d˜p2〈pi0(p1)pi0(p2)|γ∗(−q3, λ3)γ∗(q4, λ4)〉∗〈pi0(p1)pi0(p2)|γ∗(q1, λ1)γ∗(q2, λ2)〉,
(5.11)
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hence
Impipis Π
µνλσ =
1
32pi2
σpi(s)
2
∫
dΩ′′s
(
Wµν+−(p1, p2, q1)W
λσ
+−
∗
(p1, p2,−q3)
+
1
2
Wµν00 (p1, p2, q1)W
λσ
00
∗
(p1, p2,−q3)
)
, (5.12)
where the subscripts {+−, 00} denote the pion charges. The analytic continuation of the
unitarity relation can be obtained if the γ∗γ∗ → pipi matrix element Wµν is expressed in
terms of the fixed-s dispersion relation (2.42) for its scalar functions:
Wµν+− =
5∑
i=1
Tµνi
(
ρˆs;+−i;t (s)
t−M2pi
+
ρˆs;+−i;u (s)
u−M2pi
+
1
pi
∫ ∞
4M2pi
dt1
Dˆs;+−i;t (t1; s)
t1 − t +
1
pi
∫ ∞
4M2pi
du1
Dˆs;+−i;u (u1; s)
u1 − u
)
,
Wµν00 =
5∑
i=1
Tµνi
(
1
pi
∫ ∞
4M2pi
dt1
Dˆs;00i;t (t1; s)
t1 − t +
1
pi
∫ ∞
4M2pi
du1
Dˆs;00i;u (u1; s)
u1 − u
)
. (5.13)
Note that Wµν00 does not contain any pole terms because the photon does not couple to two
neutral pions due to angular momentum conservation and Bose symmetry.
If we pick the contribution of the pole terms on both sides of the cut, we single out
box topologies:
Impipis Π
µνλσ
∣∣∣
box
=
1
32pi2
σpi(s)
2
(5.14)
×
∫
dΩ′′s
∑
i,j=1,4
Tµνi T
λσ
j
(
ρˆs;+−i;t (s)
t′ −M2pi
+
ρˆs;+−i;u (s)
u′ −M2pi
)(
ρˆs;+−j;t (s)
t′′ −M2pi
+
ρˆs;+−j;u (s)
u′′ −M2pi
)∗
,
where the primed variables belong to the sub-process on the left-hand side and the double-
primed variables to the sub-process on the right-hand side of the cut.
We could now apply a tensor reduction to obtain phase-space integrals for the reduced
scalar quantities. The projection on the scalar functions Πi would allow us to identify
the discontinuities Dti;s due to box structures. The reduced scalar integrals could then be
transformed into another dispersive integral. Together with the dispersion integral ds′ of
the primary cut, this produces the double-spectral representation. The case of the simplest
scalar phase-space integral is explained in [33].
Unfortunately, the tensor reduction is enormously complex because it involves the
inversion of a 138× 138 square matrix. We will therefore follow a different strategy for the
box topologies. We note that the non-zero pole residues ρˆs;+−i;t,u contain two electromagnetic
pion form factors for the off-shell photons. These form factors can be factored out and
multiply then the discontinuity that would be obtained by applying Cutkosky’s rules [63]
to the sQED pion loop calculation. This becomes clear from the relation between the pole
terms and the sQED Born terms as discussed section 2.6. Therefore, the box contribution
is nothing else but the sQED contribution multiplied by a vector form factor F Vpi (q
2
i ) for
each of the off-shell photons. As in the case of the sub-process, the difference between
unitarity diagrams and Feynman diagrams is absolutely crucial: the sQED contribution
consists of boxes, triangles, and bulb Feynman diagrams, but corresponds to the pure box
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Figure 6. Unitarity diagram representing the pion-pole contribution in one channel.
topology in terms of unitarity. In section 5.3, we will prove that this identification is correct
and unique.
Finally, there are the contributions with discontinuities either in one or in both of the
sub-processes. They contain for example resonance contributions in the sub-process, but
also two-pion rescattering effects in the direct channel.
5.2 Symmetrization and classification into topologies
In the previous subsection, we have explained how the double-spectral representation can
be derived from a fixed-t dispersion relation by taking the analytic continuation in t,
which is defined by the unitarity relation. In the s-channel unitarity relation, a fixed-s
dispersion relation of the sub-process is inserted (in the unitarity relation for the u-channel
contribution, the variable u is kept fixed, which, however, plays again the role of s in the
sub-process). Of course, one could have started with a fixed-u or fixed-s dispersion relation
in the first place. The requirement that this lead to the same result allows us to identify a
symmetric representation, which treats the Mandelstam variables on an equal footing and
therefore implements crossing symmetry. In this symmetric representation, we classify the
different contributions in terms of topologies. Note that in the case of HLbL, we get the
two other possibilities (i.e. taking fixed-u and fixed-s dispersion relations as the starting
point) for free, because we consider a totally crossing symmetric process.
If we compare the three different representations of unsubtracted dispersion rela-
tions (5.4), we immediately see that the contributions in one representation are either
contained explicitly in the other representations, can be understood as part of the respec-
tive constant cti, or correspond to a contribution of neglected higher intermediate states,
as we are now going to discuss.
5.2.1 Pion-pole contribution
First, we consider the pion-pole topology (see figure 6). The fixed-t dispersion relation
contains the poles in the s- and u-channel explicitly. Analogously, the fixed-s (fixed-u)
dispersion relation contains the poles in the t- and u-channel (s- and t-channel). The
t-channel pole contribution, which is not explicit in the fixed-t representation, can be
identified with cti as it vanishes in the limit t→∞. Hence, the total pion-pole contribution
is just given by
Πpi
0-pole
i (s, t, u) =
ρi;s
s−M2pi
+
ρi;t
t−M2pi
+
ρi;u
u−M2pi
, (5.15)
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(a) (b) (c)
Figure 7. Unitarity diagrams representing the box contributions.
where the pole residues are products of pion transition form factors:
ρi,s = δi1 Fpi0γ∗γ∗
(
q21, q
2
2
)Fpi0γ∗γ∗(q23, q24),
ρi,t = δi2 Fpi0γ∗γ∗
(
q21, q
2
3
)Fpi0γ∗γ∗(q22, q24),
ρi,u = δi3 Fpi0γ∗γ∗
(
q21, q
2
4
)Fpi0γ∗γ∗(q22, q23),
(5.16)
where δij is the Kronecker delta.
Since the Lorentz structures of the usual pion-pole contribution, see e.g. [19], coincide
with the first three BTT structures, this proves that in a dispersive approach the pion
pole is unambiguously defined as given in [26] (and already in [19]), in particular with the
transition form factor defined for an on-shell pion.
5.2.2 Box contribution
For the contribution of box topologies (see figure 7), Mandelstam diagrams prove very
useful for the discussion of double-spectral regions. In figure 8, such a diagram is shown
for the case q2i = 0.5M
2
pi . A dashed line indicates a line of fixed t, used for writing the
fixed-t dispersion relation. The two cuts are highlighted in gray. The discontinuities along
these cuts can be written again as a dispersive integral over double-spectral functions.
The three regions of non-vanishing double-spectral functions are labeled in figure 8 by ρst,
ρsu, and ρtu.
The s-channel cut receives contributions from the double-spectral regions ρst and ρsu,
according to the unitarity diagrams 7(a) and 7(b), where first the vertical cut, then the
horizontal cut is applied.14 The u-channel cut receives contributions again from ρsu and
from ρtu, according to the unitarity diagrams 7(b) and 7(c). In diagram 7(b), the horizontal
cut is now applied first.
Hence, the fixed-t dispersion relation leads to a priori four double-spectral integrals:
one for each of the regions ρst and ρtu and two for the region ρsu. However, it turns out
that the sum of the two double-spectral integrals for the region ρsu equals the crossed
version of one of the other double-spectral integrals. This is illustrated for the example of
a simple scalar box diagram in appendix G.3. Therefore, the box contributions constructed
14In fact, each of the shown diagrams corresponds to two topologies because the pion is charged and its
line has a direction.
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s = 0
s = 4M2π
s = 16M2π
t
=
0
t
=
4M
2π
t
=
16M
2π
u
=
0
u
=
4M
2
π
u
=
16
M
2
π
s-channel
t-channel u-channel
ρst ρsu
ρtu
Figure 8. Mandelstam diagram for HLbL scattering for the case q2i = 0.5M
2
pi with double-spectral
regions for box topologies. The dashed line marks a line of fixed t with its s- and u-channel cuts
highlighted in gray.
from a fixed-t dispersion relation are already crossing symmetric and identical to the box
contributions that are obtained from a fixed-s or fixed-u dispersion relation.
This discussion already anticipates the idea of the uniqueness proof in section 5.3:
isolating the pion-pole contribution to the LHC in pipi intermediate states, the double-
spectral functions become identical to the ones of the box diagrams in the sQED loop
calculation. What needs to be shown is that the Lorentz structures in the BTT set not only
produce the right Lorentz structures for the sQED box diagrams, but also that the triangle-
and bulb-type sQED diagrams are correctly reproduced. Moreover, this identification has
to be proven for the full set of BTT functions, including those which cannot immediately
be identified with basis functions due to the occurrence of the Tarrach amplitudes.
5.2.3 Higher intermediate states
Topologies where we replace either one or both of the pion poles in the sub-process by a
multi-particle cut are the last contribution with a two-pion intermediate state in the direct
channel. Such contributions could be captured in several ways, either relying on a partial-
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wave picture or approximating the multi-pion states by an effective resonance description.
While the case of S-waves was already discussed in [26], the BTT formulation facilitates
the generalization to D-waves, since the technical complications related to angular averages
and kinematic singularities, the latter requiring the introduction of off-diagonal kernels,
are avoided. The application to rescattering effects will be presented in a forthcoming
publication.
5.3 Uniqueness of the box topologies
In this subsection, we will prove that the box topologies are equal to the FsQED contribu-
tion (sQED multiplied by pion vector form factors) and that this contribution is unique.
The proof is based on the Mandelstam representation and consists of two arguments:
• the double-spectral densities of box topologies and FsQED agree,
• both representations fulfill an unsubtracted Mandelstam representation.
The argument for the first point is the following: in the case of the box topologies, the
discontinuities are defined by the unitarity relation as phase-space integrals of products of
two pure pole contributions for γ∗γ∗ → pipi. In the case of FsQED, the discontinuities are
most easily found by applying Cutkosky’s rules [63], i.e. by cutting the loop diagrams. We
see immediately that the discontinuities in FsQED are phase-space integrals of products
of two Born terms for γ∗γ∗ → pipi. In section 2.6, we have already shown that the Born
contribution is the same as the pure pole, hence the discontinuities (and therefore also the
double-spectral densities) of the box topologies and FsQED are equal.
To complete the proof it remains to be shown that the scalar functions in FsQED
fulfill a Mandelstam representation (the scalar functions of the box topologies are defined
by the Mandelstam representation). Apart from the first six scalar functions Π1, . . . ,Π6,
which are unaffected by the Tarrach amplitudes, the scalar BTT functions Πi are defined
only up to the ambiguity (3.22), so that we cannot compare the representations for these
functions immediately. Therefore, we will derive the double-spectral representation of
the basis functions Π˜i that is implied by an unsubtracted Mandelstam representation for
the scalar functions Πi and show that the FsQED basis functions fulfill a double-spectral
representation of this form. This will then complete the proof of the uniqueness and the
equality of the box topologies and the FsQED contribution.
First, we calculate the fully off-shell sQED loop contribution. It consists of six box
diagrams, twelve triangles, and three bulb diagrams:
ie4ΠµνλσsQED = 3× + 12× + 6× . (5.17)
The three bulb diagrams are given by
3× = 4ie4
(
gµνgλσB0(s,M
2
pi ,M
2
pi)+g
µλgνσB0(t,M
2
pi ,M
2
pi)+g
µσgνλB0(u,M
2
pi ,M
2
pi)
)
,
(5.18)
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where the scalar loop function B0 is defined in (G.1). One of the twelve triangle diagrams
can be represented as
=4ie4gλσ
(
1
2
qµ1 q
ν
2C0(q
2
1, s, q
2
2,M
2
pi ,M
2
pi ,M
2
pi)− qµ1 (qν1−qν2 )C1(q21, s, q22,M2pi ,M2pi ,M2pi)
+ qν2 (q
µ
1 − qµ2 )C2(q21, s, q22,M2pi ,M2pi ,M2pi)
− 2gµνC00(q21, s, q22,M2pi ,M2pi ,M2pi) + 2 (qν1qµ2 + qµ1 qν2 )C12(q21, s, q22,M2pi ,M2pi ,M2pi)
− 2qµ1 qν1C11(q21, s, q22,M2pi ,M2pi ,M2pi)− 2qµ2 qν2C22(q21, s, q22,M2pi ,M2pi ,M2pi)
)
, (5.19)
where the scalar loop function C0 is defined in (G.4). For the tensor coefficient functions
Ci, Cij , we use the convention of [64] up to a normalization factor: 16pi
2C0 = C
[64]
0 etc.
The remaining eleven triangles follow by crossing the external momenta. Similarly, the
fully off-shell formula for the box diagrams can also be expressed in terms of the scalar
four-point function D0 and the tensor coefficient functions Di, Dij , Dijk, Dijkl, but the
result is rather long and need not be reproduced here.
In this way, we obtain a representation in terms of scalar loop functions B0, C0, D0, and
the pertinent tensor coefficient functions. Next, we project this expression onto the HLbL
tensor basis (3.18), see appendix C, in order to identify the sQED contribution to the basis
functions Π˜i. Using FeynCalc [65], we perform a Passarino-Veltman reduction [66, 67] of
the tensor coefficient functions, so that the basis functions are given by linear combinations
of the scalar loop functions:
Π˜sQEDi = pi + aiA0(M
2
pi)
+ b1iB0(q
2
1,M
2
pi ,M
2
pi) + b
2
iB0(q
2
2,M
2
pi ,M
2
pi) + b
3
iB0(q
2
3,M
2
pi ,M
2
pi) + b
4
iB0(q
2
4,M
2
pi ,M
2
pi)
+ bsiB0(s,M
2
pi ,M
2
pi) + b
t
iB0(t,M
2
pi ,M
2
pi) + b
u
i B0(u,M
2
pi ,M
2
pi)
+ c12i C0(q
2
1, q
2
2, s,M
2
pi ,M
2
pi ,M
2
pi) + c
34
i C0(q
2
3, q
2
4, s,M
2
pi ,M
2
pi ,M
2
pi)
+ c13i C0(q
2
1, q
2
3, t,M
2
pi ,M
2
pi ,M
2
pi) + c
24
i C0(q
2
2, q
2
4, t,M
2
pi ,M
2
pi ,M
2
pi)
+ c14i C0(q
2
1, q
2
4, u,M
2
pi ,M
2
pi ,M
2
pi) + c
23
i C0(q
2
2, q
2
3, u,M
2
pi ,M
2
pi ,M
2
pi)
+ dsti D0(q
2
1, q
2
2, q
2
4, q
2
3, s, t,M
2
pi ,M
2
pi ,M
2
pi ,M
2
pi)
+ dsui D0(q
2
1, q
2
2, q
2
3, q
2
4, s, u,M
2
pi ,M
2
pi ,M
2
pi ,M
2
pi)
+ dtui D0(q
2
1, q
2
3, q
2
2, q
2
4, t, u,M
2
pi ,M
2
pi ,M
2
pi ,M
2
pi), (5.20)
where the coefficients pi, ai, b
j
i , c
j
i , d
j
i are meromorphic functions of the virtualities q
2
i and
the Mandelstam variables s, t, u. The Passarino-Veltman reduction results unfortunately
in extremely long expressions for the coefficients, which, in addition, contain many kine-
matic singularities. However, at the kinematic points of these singularities the scalar loop
functions fulfill linear relations which cancel most of the singularities. By evaluating the
expressions for the functions Π˜sQEDi numerically, we have checked that the only surviving
kinematic singularities are exactly the ones required by the projection of the 54 scalar
functions Πi onto the basis (B.2).
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As already mentioned, the verification of the Mandelstam representation is simplest
for the functions Π1, . . . ,Π6, because they are identical to the basis functions Π˜1, . . . , Π˜6,
i.e. their projection does not involve kinematic singularities. We have to show that these
functions fulfill a Mandelstam representation of the form (suppressing the i)
ΠsQEDi (s, t, u) =
1
pi2
∫ ∞
4M2pi
ds′
∫ ∞
t+(s′)
dt′
ρsQEDi;st (s
′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫ ∞
4M2pi
ds′
∫ ∞
u+(s′)
du′
ρsQEDi;su (s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫ ∞
4M2pi
dt′
∫ ∞
u+(t′)
du′
ρsQEDi;tu (t
′, u′)
(t′ − t)(u′ − u) ,
(5.21)
where the borders of the double-spectral regions t+, u+ are defined in (G.12).
As the scalar four-point functions D0 are the only ones in (5.20) with a double-spectral
region, we can immediately identify the double-spectral densities:
ρsQEDi;st (s, t) = d
st
i (s, t)ρ0(s, t; q
2
1, q
2
2, q
2
4, q
2
3),
ρsQEDi;su (s, u) = d
su
i (s, u)ρ0(s, u; q
2
1, q
2
2, q
2
3, q
2
4),
ρsQEDi;tu (t, u) = d
tu
i (t, u)ρ0(t, u; q
2
1, q
2
3, q
2
2, q
2
4)
 i = {1, . . . , 6}, (5.22)
where ρ0 is the double-spectral density of the D0 scalar loop function, defined in (G.15).
By evaluating numerically the double-spectral integrals (5.21) at some random kinematic
points below the appearance of anomalous thresholds, we have checked that the Mandel-
stam representation for the functions ΠsQED1 , . . . ,Π
sQED
6 indeed agrees with the expression
in terms of scalar loop functions (5.20). Even though showing the identity of the two
expressions algebraically would have been desirable, already the sheer size of these expres-
sions has prevented an analytic comparison. However, the numerical check does not leave
any room open for differences.
This result implies that the double-spectral densities of the sQED box diagrams (5.22)
have the correct form that, when inserted into the Mandelstam representation, the non-
residue pieces can be separated in such a way that all triangle and bulb loop functions
in (5.20) are reproduced with the correct coefficients. The explicit verification of this
property is the crucial point in the argument. Since the double-spectral densities of box
topologies and FsQED agree, this proves the claim for i = 1, . . . , 6.
The remaining basis functions exhibit kinematic singularities. In order to work out
their double-dispersive representation, we can limit ourselves to the seven remaining rep-
resentatives of (3.19). All other basis functions are related by crossing symmetry (B.3).
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We write the basis functions of interest as
−4q3 · q4Π˜7 = 2(s− sb)Π7 − (u− ua)(t− tb)Π31,
−2q3 · q4Π˜9 = (s− sb)Π9 + (u− ub)Π22,
−4q3 · q4Π˜19 = 2(s− sb)Π19 + (u− ua)(u− ub)Π31,
−4q1 · q2q3 · q4Π˜21 = (s− sa)(s− sb)Π21 − (u− ua)(u− ub)Π22,
2q1 · q2Π˜36 = (s− sa)Π43 − (u− ub)Π37,
−2q3 · q4Π˜39 = (s− sb)Π49 − (s− sa)Π54,
−2q3 · q4Π˜40 = (s− sb)Π50 − (t− tb)Π54, (5.23)
where sa := q
2
1 + q
2
2, sb := q
2
3 + q
2
4, ua := q
2
2 + q
2
3, ub := q
2
1 + q
2
4, tb := q
2
2 + q
2
4. Next,
we introduce subtractions for the scalar functions Πi: each function is subtracted once or
twice at the subtraction point that appears in the coefficient of the other function Πi in the
above linear combinations. For instance, in the equation for Π˜9, we subtract Π9 at u = ub
and Π22 at s = sb. This leads to representations of the basis functions Π˜i where both
double-spectral contributions are multiplied by a common prefactor (e.g. (s − sb)(u − ub)
in the case of Π˜9), while only the subtraction terms, which are single-dispersion integrals,
have different prefactors. The results for these double-spectral representations of the basis
functions Π˜i are given in (F.2) and (F.5) in appendix F.1.
The important point is that in these double-spectral representations both the discon-
tinuities of the single-dispersion integrals and the combined double-spectral densities ρ˜i
are unambiguously defined. We do not attempt to split the double-spectral densities into
two contributions from the Πi: this splitting involves exactly the ambiguity (3.22). For
the sQED contribution, the discontinuities and double-spectral densities can be extracted
from the loop representation of the basis functions (5.20) as follows:
• The discontinuities are extracted by taking the appropriate limit of the basis functions
Π˜i. For instance, the discontinuity of the subtraction term of Π9 is obtained by
considering the limit lim
u→ub
(−2q3 · q4Π˜9).
• The combined double-spectral densities ρ˜i are (up to a kinematic factor) just the
double-spectral densities of the basis functions Π˜i. Therefore, they can be obtained
again from the coefficients of the D0 functions in the loop representation, in analogy
to the case of Π˜1, . . . , Π˜6.
After having identified all the discontinuities and double-spectral densities in (F.2)
and (F.5), we have checked numerically for random kinematic points (below the appearance
of anomalous thresholds) that the dispersive representations of the functions Π˜i agrees with
the loop representation. It turns out that Π˜sQED39 = Π˜
sQED
40 = 0, hence we can set
ΠsQED49 = . . . = Π
sQED
54 = 0, (5.24)
which also fixes the redundancy (3.23).
This completes our proof of the uniqueness of the pion-box contribution. Cutkosky’s
rules tell us that the discontinuities of the FsQED contribution are the same as the ones
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of the pion-box topologies in the sense of unitarity. The FsQED contribution fulfills the
same double-spectral representation as the pure pion-box topologies. Therefore, the two
representations are the same. Unitarity and Mandelstam analyticity define the pion-box
contribution, i.e. pipi intermediate states with a pion-pole LHC, in a unique way.
Finally, we stress that these calculations also provide a strong test of the Lorentz
decomposition (3.13). Apart from the function Π49, which does not receive a contribution
from the pion loop, all scalar functions have been shown to be free of kinematics, so that the
sQED pion-loop amplitude behaves exactly as expected from the general BTT formalism.
5.4 Contribution to (g − 2)µ
In this subsection, we insert our dispersive representation of the scalar functions into the
master formula (4.28) to obtain the contribution to aµ.
5.4.1 Pion-pole contribution
With (5.15) and using the master formula (4.28), we recover the well-known result for the
pion-pole contribution to aµ [19]:
api
0-pole
µ =
2α3
3pi2
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ
√
1− τ2Q31Q32
×
(
T1(Q1, Q2, τ)Π¯
pi0-pole
1 (Q1, Q2, τ) + T2(Q1, Q2, τ)Π¯
pi0-pole
2 (Q1, Q2, τ)
)
,
(5.25)
with
Π¯pi
0-pole
1 = −
Fpi0γ∗γ∗
(−Q21,−Q22)Fpi0γ∗γ∗(−Q23, 0)
Q23 +M
2
pi
,
Π¯pi
0-pole
2 = −
Fpi0γ∗γ∗
(−Q21,−Q23)Fpi0γ∗γ∗(−Q22, 0)
Q22 +M
2
pi
,
(5.26)
where Q23 = Q
2
1 + 2Q1Q2τ +Q
2
2 and the integral kernels Ti are given in appendix E.2.
5.4.2 Pion-box contribution
The single-integral discontinuities and the double-spectral densities in the dispersive rep-
resentations of the basis functions (F.2) and (F.5) are quantities that can be extracted
directly from the projected basis functions Π˜i. To the contrary, the separation of the
double-spectral densities ρ˜i into the two contributions from the different scalar functions
Πi is not unambiguously possible, which reflects just the redundancy (3.22). However, such
a separation is not necessary: for the calculation of aµ, we need the scalar functions Πi
only in the limit k → 0. In this limit, all the scalar functions Πi appearing in the master
formula (D.2) can be expressed in terms of single-dispersion integrals, where the discon-
tinuities are directly related to the basis functions Π˜i. All the subtracted double-spectral
integrals, which are not unambiguously defined, drop out in the limit k → 0.
We stress that the ambiguities in the definition of the BTT functions Πi are related
to the fact that these functions are not observables. In the calculation of any physical
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quantity, such as helicity amplitudes or the HLbL contribution to aµ, any ambiguity due
to the redundancy in the BTT set has to drop out.
The pion-box contribution to aµ is therefore given by
api-boxµ = a
FsQED
µ =
2α3
3pi2
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ
√
1− τ2Q31Q32F Vpi (−Q21)F Vpi (−Q22)F Vpi (−Q23)
×
12∑
i=1
Ti(Q1, Q2, τ)Π¯
sQED
i (Q1, Q2, τ), (5.27)
where the functions Π¯i are defined in (D.2). They are linear combinations of the scalar
functions Πi in the limit k → 0. The required functions Πi can be obtained in this
limit from the basis functions Π˜i, see (F.8) in appendix F.2. Their explicit dispersive
representation is given in (F.9). In fact, this representation is applicable not only to
the pion-box contribution, but whenever a dispersive representation for the Πi can be
constructed. In the special case of the pion box, one has in addition ΠsQED50 = Π
sQED
51 =
ΠsQED54 = 0, hence Π¯
sQED
12 = 0.
6 Conclusion and outlook
We have derived a decomposition of the HLbL tensor into scalar functions (3.13), following
the general recipe by Bardeen, Tung, and Tarrach, which allowed us to derive a master
formula (4.28) for the HLbL contribution to the anomalous magnetic moment of the muon
(g − 2)µ in terms of scalar functions that by construction are free of kinematic singular-
ities and zeros. In particular, these scalar functions fulfill a Mandelstam double-spectral
representation. In the present work, we have considered only the lowest-lying intermediate
states, pion-pole and pion-box topologies. These two contributions can be studied without
any approximation. The central result is that the pion pole corresponds exactly to the
contribution of one-pion intermediate states if interpreted with an on-shell pion transition
form factor, and the pion-box, i.e. pipi intermediate states with a pion-pole LHC, to the
sQED pion loop dressed with pion vector form factors. These results confirm both the
definition of the pion pole and prove explicitly the validity of the separation of Born and
non-Born pipi contributions given in [26].
Moreover, while the formulation in terms of helicity amplitudes adopted in [26] required
the introduction of off-diagonal kernel functions to account for kinematic singularities, the
BTT version avoids these complications and thus facilitates the generalization to partial
waves beyond S-waves. In order to exploit unitarity in a partial-wave picture, the partial-
wave unitarity relations analyzed in the helicity basis need to be transformed to the BTT
basis, the formalism for which we provided in the present paper.
This treatment is based on fundamental principles of particle physics: gauge invariance
and crossing symmetry are already implemented in the decomposition of the HLbL tensor
into scalar functions. The dispersive description uses analyticity and unitarity to establish
a relation between the HLbL contribution and different on-shell quantities. These on-shell
quantities are in principle either experimentally accessible or can be reconstructed from
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data with dispersive methods. For the two cases covered in this article, the corresponding
input is parametrized by the pion transition form factor Fpi0γ∗γ∗ in case of the pion pole,
and by the pion vector form factor F Vpi for the pion box, both form factors being needed
for negative virtualities of the off-shell photons. For general pipi intermediate states also
information on the partial waves for γ∗γ∗ → pipi is required. An overview over which
processes can help in the dispersive reconstruction of the pion transition form factor [68–71]
or γ∗γ∗ → pipi [26, 36, 40, 56, 72] is provided in [27].
An extension of the presented dispersive treatment is possible within certain limits.
It is straightforward to include higher pseudoscalar poles, i.e. the η and η′ mesons by just
adding their contribution in complete analogy to the pi0 pole. The input quantities will
be the transition form factors of these heavier pseudoscalars, see [73–75] for work towards
their dispersive calculation. Although these mesons are unstable in QCD, their decay width
is certainly small enough to justify the treatment as a pure pole. A bit more difficult is
the inclusion of higher two-particle intermediate states: an extension to KK¯ intermediate
states is still straightforward, but the experimental input will be less accurate. In general,
the approach applies to the low and intermediate energies . 1.5 GeV, where a few channels
dominate. All model calculations done so far indeed support the assumption that the
lowest-lying singularities govern the HLbL tensor.
A careful numerical analysis of the formalism presented in this paper is in progress.
It will reveal the relative importance of the different contributions and should allow us to
identify which input quantities will have the largest impact concerning the reduction of the
hadronic uncertainty in aHLbLµ . In this way, we are confident that the presented treatment
of HLbL scattering shows a path towards a data-driven and thus less model-dependent
evaluation of (g − 2)µ.
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A Partial-wave representation for γ∗γ∗ → pipi
Here, we give the expressions for the scalar basis functions of the sub-process γ∗γ∗ → pipi,
defined in (2.26), in terms of the helicity partial waves including D-waves:
A1 =
2
λ12(s)
{
2q21q
2
2
(
h0,5(s) +
5
2
(3z2−1)h2,5(s)
)
−(s−q21−q22)
(
h0,1(s)+
5
2
(3z2−1)h2,1(s)
)
+
5
√
6
((
(q21 − q22)2 − s(q21 + q22)
)
z2 − s(s− q21 − q22)
)
4s
h2,2(s)
− 5
√
3
2
√
s
(
s(q21 + q
2
2)− (q21 − q22)2
)
z2h2,3(s) +
5
√
3
2
√
s
(q21 − q22)(s− q21 − q22)z2h2,4(s)
}
,
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A2 =
2
λ12(s)
{
2
(
h0,1(s) +
5
2
(3z2−1)h2,1(s)
)
−(s−q21−q22)
(
h0,5(s) +
5
2
(3z2−1)h2,5(s)
)
+ 5
√
3
2
(1 + z2)h2,2(s) + 5
√
3sz2h2,3(s)−
5
√
3
(
2(q21 − q22)2 − λ12(s)
)
z2
2
√
s
h2,4(s)
q21 − q22
}
,
A3 =− 5
√
6
(s− 4M2pi)λ12(s)
(
h2,2(s) +
√
s
2
h2,3(s)−
√
s
2
(q21 + q
2
2)
h2,4(s)
q21 − q22
)
,
A4 =− 5
√
6
(s− 4M2pi)λ12(s)
(
(s− q21 − q22)h2,2(s) + 2
√
2sq21q
2
2
h2,4(s)
q21 − q22
)
,
A5 =
10
√
6
(s− 4M2pi)λ12(s)
(
h2,2(s) +
√
s
2
(s− q21 − q22)
h2,4(s)
q21 − q22
)
. (A.1)
We note that under q21 ↔ q22, h2,4 changes sign, while all the other S- and D-waves are
invariant. Therefore, the apparent singularities in q21 − q22 in (A.1) are canceled by the
corresponding kinematic zero in h2,4.
B Tensor basis and crossing relations
B.1 Crossing relations between Lorentz structures
The redundant set of generating Lorentz structures of the HLbL tensor consists of 54
elements. While seven structures are defined in (3.14), all the remaining structures are
given by crossed versions thereof:
Tµνλσ2 = C14[Tµνλσ1 ], Tµνλσ3 = C13[Tµνλσ1 ],
Tµνλσ5 = C14[Tµνλσ4 ], Tµνλσ6 = C13[Tµνλσ4 ],
Tµνλσ8 = C12[Tµνλσ7 ], Tµνλσ9 = C13[C23[Tµνλσ7 ]], Tµνλσ10 = C23[Tµνλσ7 ],
Tµνλσ11 = C24[Tµνλσ7 ], Tµνλσ12 = C14[C24[Tµνλσ7 ]], Tµνλσ13 = C13[Tµνλσ7 ],
Tµνλσ14 = C23[C13[Tµνλσ7 ]], Tµνλσ15 = C14[Tµνλσ7 ], Tµνλσ16 = C24[C14[Tµνλσ7 ]],
Tµνλσ17 = C24[C13[Tµνλσ7 ]], Tµνλσ18 = C23[C14[Tµνλσ7 ]],
Tµνλσ20 = C34[Tµνλσ19 ], Tµνλσ21 = C23[Tµνλσ19 ], Tµνλσ22 = C24[C23[Tµνλσ19 ]],
Tµνλσ23 = C23[C24[Tµνλσ19 ]], Tµνλσ24 = C24[Tµνλσ19 ], Tµνλσ25 = C23[C13[Tµνλσ19 ]],
Tµνλσ26 = C13[Tµνλσ19 ], Tµνλσ27 = C14[Tµνλσ19 ], Tµνλσ28 = C24[C14[Tµνλσ19 ]],
Tµνλσ29 = C24[C13[Tµνλσ19 ]], Tµνλσ30 = C34[C24[C13[Tµνλσ19 ]]],
Tµνλσ32 = C24[C13[Tµνλσ31 ]], Tµνλσ33 = C23[Tµνλσ31 ], Tµνλσ34 = C13[Tµνλσ31 ],
Tµνλσ35 = C24[Tµνλσ31 ], Tµνλσ36 = C14[Tµνλσ31 ],
Tµνλσ38 = C34[C14[Tµνλσ37 ]], Tµνλσ39 = C14[Tµνλσ37 ], Tµνλσ40 = C12[C14[Tµνλσ37 ]],
Tµνλσ41 = C23[C12[Tµνλσ37 ]], Tµνλσ42 = C12[C24[Tµνλσ37 ]], Tµνλσ43 = C24[Tµνλσ37 ],
Tµνλσ44 = C12[C23[Tµνλσ37 ]], Tµνλσ45 = C23[Tµνλσ37 ], Tµνλσ46 = C14[C23[Tµνλσ37 ]],
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Tµνλσ47 = C24[C13[Tµνλσ37 ]], Tµνλσ48 = C12[Tµνλσ37 ],
Tµνλσ50 = C12[C24[Tµνλσ49 ]], Tµνλσ51 = C24[Tµνλσ49 ], Tµνλσ52 = C13[Tµνλσ49 ],
Tµνλσ53 = C12[C13[Tµνλσ49 ]], Tµνλσ54 = C23[C14[Tµνλσ49 ]]. (B.1)
B.2 Basis coefficient functions
The relation between the 43 basis coefficient functions Π˜i and the 54 scalar functions of
the redundant set can be obtained by projecting (3.13) on the basis. The result defines the
exact form of the kinematic singularities in q1 · q2 and q3 · q4 in the functions Π˜i:
Π˜1 = Π1, Π˜2 = Π2, Π˜3 = Π3,
Π˜4 = Π4, Π˜5 = Π5, Π˜6 = Π6,
Π˜7 = Π7 − q2 · q3q2 · q4
q3 · q4 Π31, Π˜8 = Π8 −
q1 · q3q1 · q4
q3 · q4 Π31,
Π˜9 = Π9 +
q1 · q4
q3 · q4 Π22, Π˜10 = Π10 +
q2 · q3
q1 · q2 Π22,
Π˜11 = Π11 − q2 · q4
q1 · q2 Π24, Π˜12 = Π12 −
q1 · q3
q3 · q4 Π24,
Π˜13 = Π13 +
q2 · q4
q3 · q4 Π26, Π˜14 = Π14 +
q1 · q3
q1 · q2 Π26,
Π˜15 = Π15 − q2 · q3
q3 · q4 Π28, Π˜16 = Π16 −
q1 · q4
q1 · q2 Π28,
Π˜17 = Π17 − q1 · q4q2 · q4
q1 · q2 Π32, Π˜18 = Π18 −
q1 · q3q2 · q3
q1 · q2 Π32,
Π˜19 = Π19 +
q1 · q4q2 · q3
q3 · q4 Π31, Π˜20 = Π20 +
q1 · q3q2 · q4
q3 · q4 Π31,
Π˜21 = Π21 − q1 · q4q2 · q3
q1 · q2q3 · q4 Π22, Π˜22 = Π23 −
q1 · q3q2 · q4
q1 · q2q3 · q4 Π24,
Π˜23 = Π25 − q1 · q3q2 · q4
q1 · q2q3 · q4 Π26, Π˜24 = Π27 −
q1 · q4q2 · q3
q1 · q2q3 · q4 Π28,
Π˜25 = Π29 − q1 · q4q2 · q3
q1 · q2 Π32, Π˜26 = Π30 −
q1 · q3q2 · q4
q1 · q2 Π32,
Π˜27 = Π33 +
q2 · q4
q1 · q2q3 · q4 Π22, Π˜28 = Π34 +
q1 · q4
q1 · q2q3 · q4 Π26,
Π˜29 = Π35 − q2 · q3
q1 · q2q3 · q4 Π24, Π˜30 = Π36 −
q1 · q3
q1 · q2q3 · q4 Π28,
Π˜31 = Π38 +
q2 · q3
q3 · q4 Π47, Π˜32 = Π39 −
q2 · q4
q3 · q4 Π46, Π˜33 = Π40 −
q1 · q4
q3 · q4 Π46,
Π˜34 = Π41 +
q1 · q3
q3 · q4 Π47, Π˜35 = Π42 +
q2 · q4
q1 · q2 Π48, Π˜36 = Π43 +
q1 · q4
q1 · q2 Π37,
Π˜37 = Π44 − q2 · q3
q1 · q2 Π48, Π˜38 = Π45 −
q1 · q3
q1 · q2 Π37,
Π˜39 = Π49 +
q1 · q2
q3 · q4 Π54, Π˜40 = Π50 −
q2 · q4
q3 · q4 Π54, Π˜41 = Π51 +
q1 · q4
q3 · q4 Π54,
Π˜42 = Π52 − q2 · q3
q3 · q4 Π54, Π˜43 = Π53 +
q1 · q3
q3 · q4 Π54. (B.2)
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Crossing symmetry for the functions Πi implies the following relations between the basis
functions Π˜i:
Π˜2 = C14[Π˜1], Π˜3 = C13[Π˜1],
Π˜5 = C14[Π˜4], Π˜6 = C13[Π˜4],
Π˜8 = C12[Π˜7], Π˜17 = C24[C13[Π˜7]], Π˜18 = C23[C14[Π˜7]],
Π˜10 = C24[C13[Π˜9]], Π˜11 = C34[C24[C13[Π˜9]]], Π˜12 = C34[Π˜9],
Π˜13 = C12[Π˜9], Π˜14 = C12[C24[C13[Π˜9]]], Π˜15 = C34[C12[Π˜9]],
Π˜16 = C23[C14[Π˜9]],
Π˜22 = C34[Π˜21], Π˜23 = C12[Π˜21], Π˜24 = C34[C12[Π˜21]],
Π˜20 = C34[Π˜19], Π˜25 = C23[C14[Π˜19]], Π˜26 = C34[C23[C14[Π˜19]]],
Π˜27 =
q2 · q4
q1 · q2q3 · q4C23[C34[Π˜19]], Π˜28 =
q1 · q4
q1 · q2q3 · q4C13[Π˜19],
Π˜29 = − q2 · q3
q1 · q2q3 · q4C24[Π˜19], Π˜30 = −
q1 · q3
q1 · q2q3 · q4C24[C14[Π˜19]],
Π˜31 = C24[C13[Π˜36]], Π˜32 = C34[C24[C13[Π˜36]]], Π˜33 = C23[C14[Π˜36]],
Π˜34 = C12[C24[C13[Π˜36]]], Π˜35 = C12[Π˜36], Π˜37 = C34[C12[Π˜36]],
Π˜38 = C34[Π˜36],
Π˜41 = C12[Π˜40], Π˜42 = C34[Π˜40], Π˜43 = C34[C12[Π˜40]].
(B.3)
C Projection of the scalar functions
Given any representation of the HLbL tensor Πµνλσ, the following procedure allows the
identification of the basis coefficients Π˜i in (3.18):
• write the tensor in terms of the 138 elementary structures (3.8) and identify the scalar
coefficients Ξi,
• take the subset consisting of the following 43 scalar coefficients:
{Ξ˜i} =
{
Ξi|i = 1, 2, 3, 4, 5, 7, 8, 16, 17, 19, 20, 25, 26, 28, 29,
34, 35, 37, 38, 43, 44, 46, 47, 53, 54, 56, 57,
94, 95, 97, 98, 103, 104, 106, 107,
121, 122, 124, 125, 130, 131, 133, 134
}
,
(C.1)
• perform a basis change according to
Π˜j =
43∑
i=1
Ξ˜iPi,j , (C.2)
where P is an invertible 43× 43 matrix, defined below.
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The matrix describing the change of basis is sparse and has the following non-zero
entries:
P1,4 =
1
q12q34
,
P2,3 =
1
q12q34
, P2,4 =
q13q24
q212q
2
34
+
1
q12q34
, P2,5 =
1
q12q34
, P2,19 = − 1
q212q34
, P2,25 =
1
q12q234
,
P3,2 =
1
q12q34
, P3,4 =
q14q23
q212q
2
34
+
1
q12q34
, P3,6 =
1
q12q34
, P3,20 = − 1
q212q34
, P3,26 =
1
q12q234
,
P4,4 = −q13q14
q12q234
, P4,7 =
1
q12q34
, P5,4 = −q13q24
q12q234
, P5,19 =
1
q12q34
,
P6,4 = −q14q23
q12q234
, P6,20 =
1
q12q34
, P7,4 = −q23q24
q12q234
, P7,8 =
1
q12q34
,
P8,2 =
q13
2q12q34
, P8,4 =
q13
2q12q34
+
q14q23q13
q212q
2
34
, P8,6 =
q13
2q12q34
, P8,7 = − q23
q212q34
,
P8,17 = − q14
q12q234
, P8,32 = − 1
2q12q34
, P8,35 = − 1
2q12q34
, P8,40 =
1
2q12q34
,
P9,3 =
q23
2q12q34
, P9,4 =
q23
2q12q34
+
q13q24q23
q212q
2
34
, P9,5 =
q23
2q12q34
, P9,17 = − q24
q12q234
,
P9,19 = − q23
q212q34
, P9,33 =
1
2q12q34
, P9,36 = − 1
2q12q34
, P9,41 =
1
2q12q34
,
P10,3 =
q14
2q12q34
, P10,4 =
q14
2q12q34
+
q13q24q14
q212q
2
34
, P10,5 =
q14
2q12q34
, P10,7 = − q24
q212q34
,
P10,25 =
q14
q12q234
, P10,31 =
1
2q12q34
, P10,37 = − 1
2q12q34
, P10,42 = − 1
2q12q34
,
P11,3 =
q24
q12q34
, P11,4 =
q13q
2
24
q212q
2
34
+
q24
q12q34
, P11,5 =
q24
q12q34
, P11,19 = − q24
q212q34
,
P11,24 =
1
q12q34
, P11,25 =
q24
q12q234
,
P12,2 =
q13
2q12q34
, P12,4 =
q13
2q12q34
+
q14q23q13
q212q
2
34
, P12,6 =
q13
2q12q34
, P12,7 = − q23
q212q34
,
P12,26 =
q13
q12q234
, P12,32 = − 1
2q12q34
, P12,35 =
1
2q12q34
, P12,40 =
1
2q12q34
,
P13,2 =
q23
q12q34
, P13,4 =
q14q
2
23
q212q
2
34
+
q23
q12q34
, P13,6 =
q23
q12q34
, P13,20 = − q23
q212q34
,
P13,23 = − 1
q12q34
, P13,26 =
q23
q12q234
,
P14,3 =
q14
2q12q34
, P14,4 =
q14
2q12q34
+
q13q24q14
q212q
2
34
, P14,5 =
q14
2q12q34
, P14,7 = − q24
q212q34
,
P14,18 = − q13
q12q234
, P14,31 =
1
2q12q34
, P14,37 =
1
2q12q34
, P14,42 = − 1
2q12q34
,
P15,2 =
q24
2q12q34
, P15,4 =
q24
2q12q34
+
q14q23q24
q212q
2
34
, P15,6 =
q24
2q12q34
, P15,18 = − q23
q12q234
,
P15,20 = − q24
q212q34
, P15,34 = − 1
2q12q34
, P15,38 =
1
2q12q34
, P15,43 = − 1
2q12q34
,
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P16,2 =
q13
2q12q34
, P16,4 =
q13
2q12q34
+
q14q23q13
q212q
2
34
, P16,6 =
q13
2q12q34
, P16,17 = − q14
q12q234
,
P16,20 = − q13
q212q34
, P16,32 =
1
2q12q34
, P16,35 = − 1
2q12q34
, P16,40 =
1
2q12q34
,
P17,3 =
q23
2q12q34
, P17,4 =
q23
2q12q34
+
q13q24q23
q212q
2
34
, P17,5 =
q23
2q12q34
, P17,8 = − q13
q212q34
,
P17,17 = − q24
q12q234
, P17,33 = − 1
2q12q34
, P17,36 = − 1
2q12q34
, P17,41 =
1
2q12q34
,
P18,2 =
q14
q12q34
, P18,4 =
q23q
2
14
q212q
2
34
+
q14
q12q34
, P18,6 =
q14
q12q34
, P18,20 = − q14
q212q34
,
P18,22 =
1
q12q34
, P18,26 =
q14
q12q234
,
P19,2 =
q24
2q12q34
, P19,4 =
q24
2q12q34
+
q14q23q24
q212q
2
34
, P19,6 =
q24
2q12q34
, P19,8 = − q14
q212q34
,
P19,26 =
q24
q12q234
, P19,34 =
1
2q12q34
, P19,38 = − 1
2q12q34
, P19,43 = − 1
2q12q34
,
P20,3 =
q13
q12q34
, P20,4 =
q24q
2
13
q212q
2
34
+
q13
q12q34
, P20,5 =
q13
q12q34
, P20,19 = − q13
q212q34
,
P20,21 = − 1
q12q34
, P20,25 =
q13
q12q234
,
P21,3 =
q23
2q12q34
, P21,4 =
q23
2q12q34
+
q13q24q23
q212q
2
34
, P21,5 =
q23
2q12q34
, P21,8 = − q13
q212q34
,
P21,25 =
q23
q12q234
, P21,33 = − 1
2q12q34
, P21,36 =
1
2q12q34
, P21,41 =
1
2q12q34
,
P22,3 =
q14
2q12q34
, P22,4 =
q14
2q12q34
+
q13q24q14
q212q
2
34
, P22,5 =
q14
2q12q34
, P22,18 = − q13
q12q234
,
P22,19 = − q14
q212q34
, P22,31 = − 1
2q12q34
, P22,37 =
1
2q12q34
, P22,42 = − 1
2q12q34
,
P23,2 =
q24
2q12q34
, P23,4 =
q24
2q12q34
+
q14q23q24
q212q
2
34
, P23,6 =
q24
2q12q34
, P23,8 = − q14
q212q34
,
P23,18 = − q23
q12q234
, P23,34 =
1
2q12q34
, P23,38 =
1
2q12q34
, P23,43 = − 1
2q12q34
,
P24,4 = −q13q23
q212q34
, P24,17 =
1
q12q34
, P25,4 = −q13q24
q212q34
, P25,25 = − 1
q12q34
,
P26,4 = −q14q23
q212q34
, P26,26 = − 1
q12q34
, P27,4 = −q14q24
q212q34
, P27,18 =
1
q12q34
,
P28,2 =
q213
2q12q34
, P28,4 =
q213
2q12q34
+
q14q23q
2
13
q212q
2
34
, P28,6 =
q213
2q12q34
, P28,7 = −q13q23
q212q34
,
P28,17 = −q13q14
q12q234
, P28,27 = − 1
q12q34
, P28,32 = − q13
2q12q34
,
P28,35 = − q13
2q12q34
, P28,40 =
q13
2q12q34
,
P29,3 =
q13q23
2q12q34
, P29,4 =
q23q24q
2
13
q212q
2
34
+
q23q13
2q12q34
, P29,5 =
q13q23
2q12q34
, P29,9 =
1
q34
,
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P29,17 = −q13q24
q12q234
, P29,19 = −q13q23
q212q34
, P29,21 = − q23
q12q34
, P29,33 =
q13
2q12q34
,
P29,36 = − q13
2q12q34
, P29,41 =
q13
2q12q34
,
P30,2 =
q13q23
2q12q34
, P30,4 =
q13q14q
2
23
q212q
2
34
+
q13q23
2q12q34
, P30,6 =
q13q23
2q12q34
, P30,13 =
1
q34
,
P30,17 = −q14q23
q12q234
, P30,20 = −q13q23
q212q34
, P30,23 = − q13
q12q34
, P30,32 =
q23
2q12q34
,
P30,35 = − q23
2q12q34
, P30,40 =
q23
2q12q34
,
P31,3 =
q223
2q12q34
, P31,4 =
q223
2q12q34
+
q13q24q
2
23
q212q
2
34
, P31,5 =
q223
2q12q34
, P31,8 = −q13q23
q212q34
,
P31,17 = −q23q24
q12q234
, P31,28 = − 1
q12q34
, P31,33 = − q23
2q12q34
,
P31,36 = − q23
2q12q34
, P31,41 =
q23
2q12q34
,
P32,3 =
q13q14
2q12q34
, P32,4 =
q14q24q
2
13
q212q
2
34
+
q14q13
2q12q34
, P32,5 =
q13q14
2q12q34
, P32,7 = −q13q24
q212q34
,
P32,10 =
1
q12
, P32,21 = − q14
q12q34
, P32,25 =
q13q14
q12q234
, P32,31 =
q13
2q12q34
,
P32,37 = − q13
2q12q34
, P32,42 = − q13
2q12q34
,
P33,3 =
q13q24
q12q34
, P33,4 =
q213q
2
24
q212q
2
34
+
q13q24
q12q34
, P33,5 =
q13q24
q12q34
+ 1, P33,19 = −q13q24
q212q34
,
P33,21 = − q24
q12q34
, P33,24 =
q13
q12q34
, P33,25 =
q13q24
q12q234
,
P34,1 =
1
2
, P34,4 =
q13q14q23q24
q212q
2
34
, P34,5 =
1
2
, P34,6 =
1
2
, P34,20 = −q13q24
q212q34
,
P34,25 =
q14q23
q12q234
, P34,32 =
q24
2q12q34
, P34,34 = − q13
2q12q34
, P34,36 =
q14
2q12q34
,
P34,37 = − q23
2q12q34
, P34,39 = − 1
2q34
, P34,40 =
q24
2q12q34
, P34,43 = − q13
2q12q34
,
P35,3 =
q23q24
2q12q34
, P35,4 =
q13q23q
2
24
q212q
2
34
+
q23q24
2q12q34
, P35,5 =
q23q24
2q12q34
, P35,8 = −q13q24
q212q34
,
P35,16 =
1
q12
, P35,24 =
q23
q12q34
, P35,25 =
q23q24
q12q234
, P35,33 = − q24
2q12q34
,
P35,36 =
q24
2q12q34
, P35,41 =
q24
2q12q34
,
P36,2 =
q13q14
2q12q34
, P36,4 =
q13q23q
2
14
q212q
2
34
+
q13q14
2q12q34
, P36,6 =
q13q14
2q12q34
, P36,7 = −q14q23
q212q34
,
P36,11 =
1
q12
, P36,22 =
q13
q12q34
, P36,26 =
q13q14
q12q234
, P36,32 = − q14
2q12q34
,
P36,35 =
q14
2q12q34
, P36,40 =
q14
2q12q34
,
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P37,1 =
1
2
, P37,4 =
q13q14q23q24
q212q
2
34
, P37,5 =
1
2
, P37,6 =
1
2
, P37,19 = −q14q23
q212q34
,
P37,26 =
q13q24
q12q234
, P37,31 = − q23
2q12q34
, P37,33 =
q14
2q12q34
, P37,35 =
q24
2q12q34
,
P37,38 = − q13
2q12q34
, P37,39 =
1
2q34
, P37,41 =
q14
2q12q34
, P37,42 = − q23
2q12q34
,
P38,2 =
q14q23
q12q34
, P38,4 =
q214q
2
23
q212q
2
34
+
q14q23
q12q34
, P38,6 =
q14q23
q12q34
+ 1, P38,20 = −q14q23
q212q34
,
P38,22 =
q23
q12q34
, P38,23 = − q14
q12q34
, P38,26 =
q14q23
q12q234
,
P39,2 =
q23q24
2q12q34
, P39,4 =
q14q24q
2
23
q212q
2
34
+
q24q23
2q12q34
, P39,6 =
q23q24
2q12q34
, P39,8 = −q14q23
q212q34
,
P39,14 =
1
q12
, P39,23 = − q24
q12q34
, P39,26 =
q23q24
q12q234
, P39,34 =
q23
2q12q34
,
P39,38 = − q23
2q12q34
, P39,43 = − q23
2q12q34
,
P40,3 =
q214
2q12q34
, P40,4 =
q214
2q12q34
+
q13q24q
2
14
q212q
2
34
, P40,5 =
q214
2q12q34
, P40,7 = −q14q24
q212q34
,
P40,18 = −q13q14
q12q234
, P40,29 = − 1
q12q34
, P40,31 =
q14
2q12q34
, P40,37 =
q14
2q12q34
,
P40,42 = − q14
2q12q34
,
P41,3 =
q14q24
2q12q34
, P41,4 =
q13q14q
2
24
q212q
2
34
+
q14q24
2q12q34
, P41,5 =
q14q24
2q12q34
, P41,15 =
1
q34
,
P41,18 = −q13q24
q12q234
, P41,19 = −q14q24
q212q34
, P41,24 =
q14
q12q34
, P41,31 = − q24
2q12q34
,
P41,37 =
q24
2q12q34
, P41,42 = − q24
2q12q34
,
P42,2 =
q14q24
2q12q34
, P42,4 =
q23q24q
2
14
q212q
2
34
+
q24q14
2q12q34
, P42,6 =
q14q24
2q12q34
, P42,12 =
1
q34
,
P42,18 = −q14q23
q12q234
, P42,20 = −q14q24
q212q34
, P42,22 =
q24
q12q34
, P42,34 = − q14
2q12q34
,
P42,38 =
q14
2q12q34
, P42,43 = − q14
2q12q34
,
P43,2 =
q224
2q12q34
, P43,4 =
q224
2q12q34
+
q14q23q
2
24
q212q
2
34
, P43,6 =
q224
2q12q34
, P43,8 = −q14q24
q212q34
,
P43,18 = −q23q24
q12q234
, P43,30 = − 1
q12q34
, P43,34 =
q24
2q12q34
,
P43,38 =
q24
2q12q34
, P43,43 = − q24
2q12q34
, (C.3)
where qij := qi · qj .
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D Scalar functions contributing to (g − 2)µ
The following 19 linear combinations of 33 scalar functions Πi contribute to (g − 2)µ:
Πˆ1 = Π1 + q1 · q2Π47,
Πˆ2 = Π2 − 1
2
(
q21 + q1 · q2
)
(2Π47 −Π50 −Π51 −Π54) ,
Πˆ3 = Π3 − 1
2
(
q1 · q2 + q22
)
(2Π47 −Π50 −Π51 + Π54) ,
Πˆ4 = Π4 +
(
q21 + q1 · q2
)
Π19 +
(
q1 · q2 + q22
)
Π20
+
(
q21 + q1 · q2
) (
q1 · q2 + q22
)
Π31 − s
2
(2Π47 −Π50 −Π51) + 1
2
(
q21 − q22
)
Π54,
Πˆ5 = Π5−q1 · q2Π21+ 1
2
(
q1 · q2 + q22
)
(2Π22 − 2q1 · q2Π33+Π50+Π51−Π54)− q22Π47,
Πˆ6 = Π6−q1 · q2Π25+ 1
2
(
q21 + q1 · q2
)
(2Π26−2q1 · q2Π34+Π50+Π51+Π54)− q21Π47,
Πˆ7 = Π7 −Π19 −
(
q1 · q2 + q22
)
Π31,
Πˆ8 = Π8 −Π20 −
(
q21 + q1 · q2
)
Π31,
Πˆ9 = Π9 −Π22 + q1 · q2Π33,
Πˆ10 = Π10 −Π21 −
(
q1 · q2 + q22
)
Π33,
Πˆ11 = Π11 + Π47 −Π54,
Πˆ12 = Π13 −Π26 + q1 · q2Π34,
Πˆ13 = Π14 −Π25 −
(
q21 + q1 · q2
)
Π34,
Πˆ14 = Π16 + Π47 + Π54,
Πˆ15 = Π17 + Π47 −Π50 −Π51,
Πˆ16 =
1
2
(Π39 + Π40 + Π46) ,
Πˆ17 = Π42 −Π47 + 1
2
(Π50 + Π51 + Π54) ,
Πˆ18 = Π43 −Π47 + 1
2
(Π50 + Π51 −Π54) ,
Πˆ19 =
1
2
(Π50 −Π51 + Π54) . (D.1)
Because of the symmetries under the exchange of the momenta q1 ↔ −q2, only a subset of
12 of these functions appears in the master formula (4.28) for (g − 2)µ:
Π¯1 = Π1 + q1 · q2Π47,
Π¯2 = Π2 − 1
2
(
q21 + q1 · q2
)
(2Π47 −Π50 −Π51 −Π54) ,
Π¯3 = Π4 +
(
q21 + q1 · q2
)
Π19 +
(
q1 · q2 + q22
)
Π20
+
(
q21 + q1 · q2
) (
q1 · q2 + q22
)
Π31 − s
2
(2Π47 −Π50 −Π51) + 1
2
(
q21 − q22
)
Π54,
Π¯4 = Π5 − q1 · q2Π21 + 1
2
(
q1 · q2 + q22
)
(2Π22 − 2q1 · q2Π33 + Π50 + Π51 −Π54)− q22Π47,
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Π¯5 = Π7 −Π19 −
(
q1 · q2 + q22
)
Π31,
Π¯6 = Π9 −Π22 + q1 · q2Π33,
Π¯7 = Π10 −Π21 −
(
q1 · q2 + q22
)
Π33,
Π¯8 = Π16 + Π47 + Π54,
Π¯9 = Π17 + Π47 −Π50 −Π51,
Π¯10 =
1
2
(Π39 + Π40 + Π46) ,
Π¯11 = Π42 −Π47 + 1
2
(Π50 + Π51 + Π54) ,
Π¯12 =
1
2
(Π50 −Π51 + Π54) . (D.2)
E Integral kernels
E.1 Intermediate kernels
After calculating the trace and performing the contraction of the Lorentz indices in (4.19),
one finds the following integral kernels:
Tˆ1(q1, q2; p) = −8
3
(
(q1 · q2)2 − q21q22
)
m2µ −
8
3
q22(p · q1)2 −
8
3
q21(p · q2)2
− 4
3
q21p · q2
(
q22 + q1 · q2
)
+ p · q1
(
4
3
(
q21 + q1 · q2
)
q22 +
16
3
p · q2q1 · q2
)
,
Tˆ2(q1, q2; p) = −8
3
(
(q1 · q2)2 − q21q22
)
m2µ −
8
3
q21(p · q2)2 + p · q1
(
8
3
p · q2q1 · q2 − 4
3
q22q1 · q2
)
+ p · q2
(
4q21q
2
2 −
8
3
(q1 · q2)2
)
,
Tˆ3(q1, q2; p) = −8
3
(
(q1 · q2)2 − q21q22
)
m2µ −
8
3
q22(p · q1)2 +
4
3
q21p · q2q1 · q2
+ p · q1
(
−4q21q22 +
8
3
(q1 · q2)2 + 8
3
p · q2q1 · q2
)
,
Tˆ4(q1, q2; p) =
8
3
q1 · q2
(
q21 + q
2
2 + 2q1 · q2
)
m2µ +
8
3
q22(p · q1)2 +
8
3
q21(p · q2)2
− 8
3
p · q1p · q2
(
q21 + q
2
2 + 4q1 · q2
)
,
Tˆ5(q1, q2; p) =
8
3
(p · q1)2q22 −
8
3
m2µ
(
q21 + q1 · q2
)
q22 +
8
3
q21(p · q2)2 −
4
3
p · q2q1 · q2
(
3q21 + 2q1 · q2
)
+ p · q1
(
4
3
q22
(
3q21 + 2q1 · q2
)− 8
3
p · q2
(
q1 · q2 − q22
))
,
Tˆ6(q1, q2; p) =
8
3
(p · q2)2q21 −
8
3
m2µ
(
q22 + q1 · q2
)
q21 −
4
3
p · q2
(
3q22 + 2q1 · q2
)
q21
+
8
3
q22(p · q1)2 + p · q1
(
8
3
p · q2
(
q21 − q1 · q2
)
+
4
3
q1 · q2
(
3q22 + 2q1 · q2
))
,
Tˆ7(q1, q2; p) =
4
3
q1 · q2
(
2q41 +
(
q22 + 4q1 · q2
)
q21 + (q1 · q2)2
)
m2µ −
4
3
q22(p · q1)2q1 · q2
+
4
3
q21(p · q2)2
(
2q21 + q1 · q2
)− 8
3
p · q1p · q2
(
q41 + 3q1 · q2q21 + (q1 · q2)2
)
,
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Tˆ8(q1, q2; p) =
4
3
q1 · q2
(
2q42 +
(
q21 + 4q1 · q2
)
q22 + (q1 · q2)2
)
m2µ −
4
3
q21(p · q2)2q1 · q2
+
4
3
q22(p · q1)2
(
2q22 + q1 · q2
)− 8
3
p · q1p · q2
(
q42 + 3q1 · q2q22 + (q1 · q2)2
)
,
Tˆ9(q1, q2; p) = −4
3
(
q21 + q1 · q2
) (
2q42 +
(
q21 + 4q1 · q2
)
q22 + (q1 · q2)2
)
m2µ
+
4
3
q21(p · q2)2
(
q21 + q1 · q2
)− 4
3
p · q2
(
q21 + q1 · q2
) (
q22 + q1 · q2
) (
3q21 + 2q1 · q2
)
+
4
3
(p · q1)2
(
2q42 +
(
q21 + 5q1 · q2
)
q22 + 2(q1 · q2)2
)
+ p · q1
(
4
3
(
3q21 + 2q1 · q2
) (
q22 + q1 · q2
)2
+
8
3
p · q2
(
q22
(
q22 + 2q1 · q2
)− q21q1 · q2)) ,
Tˆ10(q1, q2; p) = −4
3
(
q21 + q1 · q2
) (
q21q
2
2 + (q1 · q2)2
)
m2µ +
4
3
q21(p · q2)2
(
q21 − q1 · q2
)
− 4
3
q21p · q2q1 · q2
(
3q21 + 2q1 · q2
)
+
4
3
(p · q1)2
((
q21 + q1 · q2
)
q22 + 2(q1 · q2)2
)
+ p · q1
(
4
3
(
3q21 + 2q1 · q2
)
(q1 · q2)2 + 8
3
p · q2
(
q1 · q2 − q21
)
q1 · q2
)
,
Tˆ11(q1, q2; p) = −8
3
m2µq1 · q2
(
q21 + q1 · q2
)
q21 −
4
3
p · q2
((
q22 + 2q1 · q2
)
q21 + 2(q1 · q2)2
)
q21
+ p · q1
(
8
3
p · q2
(
q21 + q1 · q2
)
q21 +
4
3
q1 · q2
((
q22 + 2q1 · q2
)
q21 + 2(q1 · q2)2
))
,
Tˆ12(q1, q2; p) = −4
3
(
q22 + q1 · q2
) (
2q41 +
(
q22 + 4q1 · q2
)
q21 + (q1 · q2)2
)
m2µ
+
4
3
q22(p · q1)2
(
q22 + q1 · q2
)− 4
3
p · q2
(
q21 + q1 · q2
)2 (
3q22 + 2q1 · q2
)
+
4
3
(p · q2)2
(
2q41 +
(
q22 + 5q1 · q2
)
q21 + 2(q1 · q2)2
)
+ p · q1
(
4
3
(
q21 + q1 · q2
) (
q22 + q1 · q2
) (
3q22 + 2q1 · q2
)
+
8
3
p · q2
(
q41 + 2q1 · q2q21 − q22q1 · q2
))
,
Tˆ13(q1, q2; p) = −4
3
(
q22 + q1 · q2
) (
q21q
2
2 + (q1 · q2)2
)
m2µ +
4
3
q22(p · q1)2
(
q22 − q1 · q2
)
− 4
3
p · q2(q1 · q2)2
(
3q22 + 2q1 · q2
)
+
4
3
(p · q2)2
((
q22 + q1 · q2
)
q21 + 2(q1 · q2)2
)
+ p · q1
(
4
3
q1 · q2
(
3q22 + 2q1 · q2
)
q22 +
8
3
p · q2q1 · q2
(
q1 · q2 − q22
))
,
Tˆ14(q1, q2; p) = −8
3
m2µq1 · q2
(
q22 + q1 · q2
)
q22 + p · q2
(
−8
3
(q1 · q2)3 − 4
3
q22
(
q21 + 2q1 · q2
)
q1 · q2
)
+ p · q1
(
8
3
p · q2
(
q22 + q1 · q2
)
q22 +
4
3
((
q21 + 2q1 · q2
)
q22 + 2(q1 · q2)2
)
q22
)
,
Tˆ15(q1, q2; p) =
8
3
m2µ
(
q21 + q1 ·q2
) (
q22 + q1 ·q2
) (
q21 + q
2
2 + 2q1 ·q2
)− 8
3
p·q1p·q2
(
q21 + q
2
2 + 2q1 ·q2
)2
,
Tˆ16(q1, q2; p) =
8
3
(
q21 + q
2
2 + q1 · q2
) (
q21q
2
2 − (q1 · q2)2
)
m2µ −
8
3
q22(p · q1)2
(
q21 + q
2
2 + q1 · q2
)
− 8
3
q21(p · q2)2
(
q21 + q
2
2 + q1 · q2
)
+
16
3
p · q1p · q2q1 · q2
(
q21 + q
2
2 + q1 · q2
)
,
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Tˆ17(q1, q2; p) = −4
3
q21p · q2
(
q21 + q1 · q2
)
q22 +
4
3
m2µ
(
q21q
2
2 − (q1 · q2)2
)
q22
− 4
3
(p · q1)2
(
q22 + 6
(
q21 + q1 · q2
))
q22 +
4
3
q21(p · q2)2
(
q22 + 2q1 · q2
)
+ p · q1
(
4
3
q21
(
q22 + q1 · q2
)
q22 +
8
3
p · q2q1 · q2
(
3q21 + 2q1 · q2
))
,
Tˆ18(q1, q2; p) = −4
3
q22p · q2
(
q21 + q1 · q2
)
q21 +
4
3
m2µ
(
q21q
2
2 − (q1 · q2)2
)
q21
− 4
3
(p · q2)2
(
q21 + 6
(
q22 + q1 · q2
))
q21 +
4
3
q22(p · q1)2
(
q21 + 2q1 · q2
)
+ p · q1
(
4
3
q21
(
q22 + q1 · q2
)
q22 +
8
3
p · q2q1 · q2
(
3q22 + 2q1 · q2
))
,
Tˆ19(q1, q2; p) = −4
3
m2µ
(
q21 − q22
) (
q21
(
4q1 · q2 + q22
)
+ q1 · q2
(
7q1 · q2 + 4q22
))
− 8
3
p · q2
(
q21 − q22
)
q1 · q2
(
q21 + q1 · q2
)
+
4
3
q22(p · q1)2
(
q21 + 2q1 · q2 + q22
)
− 4
3
q21(p · q2)2
(
q21 + 2q1 · q2 + q22
)
+ p · q1
(
16
3
p · q2
(
q21 − q22
) (
q21 + 2q1 · q2 + q22
)
+
8
3
(
q21 − q22
)
q1 · q2
(
q1 · q2 + q22
))
.
(E.1)
E.2 Kernels for the master formula
In the master formula (4.28), the following integral kernels appear:
T1 =
Q21τ
(
σE1 − 1
) (
σE1 + 5
)
+Q22τ
(
σE2 − 1
) (
σE2 + 5
)
+ 4Q1Q2
(
σE1 + σ
E
2 − 2
)− 8τm2µ
2Q1Q2Q23m
2
µ
+X
(
8
(
τ2 − 1)
Q23
− 4
m2µ
)
,
T2 =
Q1
(
σE1 − 1
) (
Q1τ
(
σE1 + 1
)
+ 4Q2
(
τ2 − 1))− 4τm2µ
Q1Q2Q23m
2
µ
+X
8
(
τ2 − 1) (2m2µ −Q22)
Q23m
2
µ
,
T3 =
1
Q23
(
− 2
(
σE1 + σ
E
2 − 2
)
m2µ
− Q1τ
(
σE1 − 1
) (
σE1 + 7
)
2Q2m2µ
+
8τ
Q1Q2
− Q2τ
(
σE2 − 1
) (
σE2 + 7
)
2Q1m2µ
+
Q21
(
1− σE1
)
Q22m
2
µ
+
Q22
(
1− σE2
)
Q21m
2
µ
+
2
Q21
+
2
Q22
)
+X
(
4
m2µ
− 8τ
Q1Q2
)
,
T4 =
1
Q23
(
4
(
τ2
(
σE1 − 1
)
+ σE2 − 1
)
m2µ
− Q1τ
(
σE1 − 5
) (
σE1 − 1
)
Q2m2µ
+
4τ
Q1Q2
− Q2τ
(
σE2 − 3
) (
σE2 − 1
)
Q1m2µ
+
2Q22
(
σE2 − 1
)
Q21m
2
µ
− 4
Q21
+X
(
−8Q
2
2τ
2
m2µ
− 16Q2Q1τ
m2µ
− 8Q
2
1
m2µ
+
16Q2τ
Q1
+ 16
))
,
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T5 =
1
Q23
(
Q21
(
τ2
(
σE1 − 1
) (
σE1 + 3
)
+ 4
(
σE1 + σ
E
2 − 2
)
2m2µ
− 4
Q22
)
− Q
2
2τ
2
(
σE2 − 5
) (
σE2 − 1
)
2m2µ
+
Q31τ
(
σE1 − 1
) (
σE1 + 5
)
Q2m2µ
+Q1
(
Q2τ
(
σE1 + 5σ
E
2 − 6
)
m2µ
− 12τ
Q2
)
+
2Q41
(
σE1 − 1
)
Q22m
2
µ
− 4τ2 +X
(
Q1
(
8Q2
(
τ3 + τ
)− 2Q32τ
m2µ
)
+Q21
(
32τ2 − 4Q
2
2
(
τ2 + 1
)
m2µ
)
+Q31
(
16τ
Q2
− 10Q2τ
m2µ
)
− 4Q
4
1
m2µ
))
,
T6 =
1
Q23
(
Q21
(
τ2
((
σE1 − 22
)
σE1 − 8σE2 + 29
)
+ 2
(−5σE1 + σE2 + 4))
2m2µ
+Q1
Q2τ
(
2τ2
((
σE2 − 3
)2 − 4σE1 )− 26σE1 + σE2 (σE2 − 12)+ 37)
2m2µ
− 4τ
Q2

+
Q22
(
τ2
(−8σE1 + σE2 (5σE2 − 26)+ 29)− 4 (σE1 + 2σE2 − 3))
2m2µ
+
Q31τ
(
σE1 − 9
) (
σE1 − 1
)
2Q2m2µ
+
Q32τ
(
σE2 − 9
) (
σE2 − 1
)
Q1m2µ
+
8Q2τ
Q1
+
2Q42
(
1− σE2
)
Q21m
2
µ
+
4Q22
Q21
+X
(
Q2Q
3
1
(
8τ3 + 22τ
)
m2µ
+
Q41
(
8τ2 − 2)
m2µ
+Q21
(
Q22
(
36τ2 + 18
)
m2µ
− 8 (τ2 + 1))
+
Q42
(
8τ2 + 4
)
m2µ
+Q1
(
Q32
(
8τ3 + 34τ
)
m2µ
− 8Q2τ
(
τ2 + 5
))
− 16Q22
(
2τ2 + 1
)− 16Q32τ
Q1
))
,
T7 =
1
Q23
(
Q21
(
2
(
σE1 + σ
E
2 − 2
)− τ2 ((σE1 + 10)σE1 + 8σE2 − 19))
2m2µ
+Q1
(
Q2τ
(
2τ2
(
σE2 − 5
) (
σE2 − 1
)− 2σE1 + σE2 (σE2 + 4)− 3)
2m2µ
− 4τ
Q2
)
+
Q22τ
2
(
σE2 − 5
) (
σE2 − 1
)
2m2µ
+
Q31τ
(
σE1 − 9
) (
σE1 − 1
)
2Q2m2µ
+ 4τ2
+X
(
Q2Q
3
1
(
8τ3 + 6τ
)
m2µ
+Q1
(
2Q32τ
m2µ
− 8Q2
(
τ3 + τ
))
+
Q41
(
8τ2 − 2)
m2µ
+Q21
(
2Q22
(
6τ2 − 1)
m2µ
− 8 (τ2 + 1)))),
T8 =
1
Q23
(
Q21
(
4
Q22
− 2
(
2τ2 + 1
) (
σE1 + σ
E
2 − 2
)
m2µ
)
+Q1
(
4τ
Q2
− 4Q2τ
(
τ2 + 1
) (
σE2 − 1
)
m2µ
)
− 6Q
3
1τ
(
σE1 − 1
)
Q2m2µ
+
Q41
(
2− 2σE1
)
Q22m
2
µ
+X
(
Q41
(
8τ2 + 4
)
m2µ
+Q31
(
8Q2τ
(
τ2 + 2
)
m2µ
− 16τ
Q2
)
+Q21
(
Q22
(
8τ2 + 4
)
m2µ
− 16τ2
)))
,
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T9 = Q
2
3
(
σE1 − 1
Q22m
2
µ
+
σE2 − 1
Q21m
2
µ
− 2
Q21Q
2
2
)
+X
(
−2Q
2
3
m2µ
+
8Q2τ
Q1
+
8Q1τ
Q2
+ 8
(
τ2 + 1
))
,
T10 =
1
Q23
(
− Q
2
1
(
τ2
(
σE1 − 1
) (
σE1 + 3
)
+ 2
(
σE1 + σ
E
2 − 2
))
m2µ
− Q
3
2τ
(
σE2 − 1
) (
σE2 + 3
)
Q1m2µ
− Q
2
2
(
τ2
(
σE2 − 1
) (
σE2 + 3
)
+ 2
(
σE1 + σ
E
2 − 2
))
m2µ
− Q
3
1τ
(
σE1 − 1
) (
σE1 + 3
)
Q2m2µ
+Q1
(
8τ
Q2
− Q2τ
((
σE1 + 4
)
σE1 + σ
E
2
(
σE2 + 4
)− 10)
m2µ
)
+
8Q2τ
Q1
+ 8τ2 +X
(−16Q21 (τ2 − 1)− 16Q2Q1τ (τ2 − 1)− 16Q22 (τ2 − 1))
)
+X
(
4Q2Q1τ
m2µ
+
4Q21
m2µ
+
4Q22
m2µ
)
,
T11 =
1
Q23
(
Q21
(
τ2
(
σE1 − 5
) (
σE1 − 1
)− 2 (σE1 + 3σE2 − 4))
m2µ
+
Q22
(
τ2
((
2− 3σE2
)
σE2 + 1
)
+ σE1 − 3σE2 + 2
)
m2µ
− 6Q
3
1τ
(
σE1 − 1
)
Q2m2µ
+Q1
(
Q2τ
((
σE1 − 2
)
σE1 − 2σE2
(
3σE2 + 8
)
+ 23
)
2m2µ
+
12τ
Q2
)
− Q
3
2τ
(
σE2 − 1
)2
2Q1m2µ
+X
(
Q22Q
2
1
(
8τ2 + 10
)
m2µ
+
28Q2Q
3
1τ
m2µ
+
12Q41
m2µ
− 2Q
4
2
m2µ
+Q22
(
8− 8τ2))+ 8τ2),
T12 = −
Q1τ
(
σE1
2 − 7
)
4Q2m2µ
+
Q2τ
(
σE2
2 − 7
)
4Q1m2µ
+
2Q21
Q22m
2
µ
− 2Q
2
2
Q21m
2
µ
− 4
Q21
+
4
Q22
+
1
Q23
(
Q22
(
4τ2σE1 + 2τ
2σE2 + 3σ
E
1 + σ
E
2
)
2m2µ
− Q
2
1
(
2τ2σE1 + 4τ
2σE2 + σ
E
1 + 3σ
E
2
)
2m2µ
− 11Q
3
1τσ
E
1
2Q2m2µ
+
11Q32τσ
E
2
2Q1m2µ
+
11Q1Q2τ
(
σE1 − σE2
)
2m2µ
− 2Q
4
1σ
E
1
Q22m
2
µ
+
2Q42σ
E
2
Q21m
2
µ
+X
(
Q41
(
4τ2 + 3
)
m2µ
− Q
4
2
(
4τ2 + 3
)
m2µ
+Q31
(
14Q2τ
m2µ
− 16τ
Q2
)
− 14Q
3
2Q1τ
m2µ
− 4Q21
(
7τ2 + 1
)
+Q22
(
28τ2 + 4
)
+
16Q32τ
Q1
))
,
(E.2)
where
X =
1
Q1Q2x
arctan
(
zx
1− zτ
)
, x =
√
1− τ2,
z =
Q1Q2
4m2µ
(1− σE1 )(1− σE2 ), σEi =
√
1 +
4m2µ
Q2i
,
Q23 = Q
2
1 + 2Q1Q2τ +Q
2
2.
(E.3)
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F Dispersive representations of scalar functions
F.1 Double-spectral representation of basis functions
In order to derive the double-spectral representation of the basis functions Π˜i that is implied
by the Mandelstam representation of the BTT functions Πi, we have to apply subtractions
to the double-spectral integrals. For the subtraction of double-spectral integrals at u = u0,
we use the following relations:
1
pi2
∫
ds′du′
1
s′ − s
1
u′ − uρsu(s
′, u′) =
1
pi2
∫
ds′du′
1
s′ − s
ρsu(s
′, u′)
u′ − u0
+
u− u0
pi2
∫
ds′du′
1
s′ − s
1
u′ − u
ρsu(s
′, u′)
u′ − u0 ,
1
pi2
∫
dt′du′
1
t′ − t
1
u′ − uρtu(t
′, u′) =
1
pi2
∫
dt′du′
1
t′ − t
ρtu(t
′, u′)
u′ − u0
+
u− u0
pi2
∫
dt′du′
1
t′ − t
1
u′ − u
ρtu(t
′, u′)
u′ − u0 ,
1
pi2
∫
ds′dt′
1
s′ − s
1
t′ − tρst(s
′, t′) = − 1
pi2
∫
ds′dt′
1
s′−s
ρst(s
′, t′)
u′ − u0 −
1
pi2
∫
ds′dt′
1
t′−t
ρst(s
′, t′)
u′−u0
+
u− u0
pi2
∫
ds′dt′
1
s′ − s
1
t′ − t
ρst(s
′, t′)
u′ − u0 . (F.1)
The first two relations appear like subtractions of a single-dispersion integral, while the
(st)-double spectral integral involves two subtraction terms. Analogous relations are used
for subtractions at s = s0 or t = t0.
We insert in (5.23) once- or twice-subtracted double-dispersion relations for the scalar
functions Πi to obtain double-spectral representations for the basis functions Π˜i. The
functions requiring one subtraction are given by
−2q3 · q4Π˜9 =(s− sb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u9 (s
′;ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u9 (t
′;ub)
t′ − t
}
+ (u− ub)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s22 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s22 (u
′; sb)
u′ − u
}
+ (s−sb)(u−ub)
{
1
pi2
∫
ds′dt′
ρ˜9;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′du′
ρ˜9;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′du′
ρ˜9;tu(t
′, u′)
(t′ − t)(u′ − u)
}
,
2q1 · q2Π˜36 =(s− sa)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u43 (s
′;ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u43 (t
′;ub)
t′ − t
}
− (u− ub)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s37 (t
′; sa)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s37 (u
′; sa)
u′ − u
}
+ (s−sa)(u−ub)
{
1
pi2
∫
ds′dt′
ρ˜36;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′du′
ρ˜36;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′du′
ρ˜36;tu(t
′, u′)
(t′ − t)(u′ − u)
}
,
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−2q3 · q4Π˜39 =(s− sb)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s49 (t
′; sa)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s49 (u
′; sa)
u′ − u
}
− (s− sa)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s54 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s54 (u
′; sb)
u′ − u
}
+ (s−sa)(s−sb)
{
1
pi2
∫
ds′dt′
ρ˜39;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′du′
ρ˜39;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′du′
ρ˜39;tu(t
′, u′)
(t′ − t)(u′ − u)
}
,
−2q3 · q4Π˜40 =(s− sb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;t50 (s
′; tb)
s′ − s +
1
pi
∫ ∞
4M2pi
du′
Du;t50 (u
′; tb)
u′ − u
}
− (t− tb)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s54 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s54 (u
′; sb)
u′ − u
}
+ (s−sb)(t−tb)
{
1
pi2
∫
ds′dt′
ρ˜40;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′du′
ρ˜40;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′du′
ρ˜40;tu(t
′, u′)
(t′ − t)(u′ − u)
}
, (F.2)
where the discontinuities are defined as (note that in all second integrals, the variable in
the denominator should be traded for the integration variable by using s′ + t′ + u′ = Σ)
Ds;ui (s
′;ux) :=
1
pi
∫
du′
ρi;su(s
′, u′)
u′ − ux −
1
pi
∫
dt′
ρi;st(s
′, t′)
u′ − ux ,
Dt;ui (t
′;ux) :=
1
pi
∫
du′
ρi;tu(t
′, u′)
u′ − ux −
1
pi
∫
ds′
ρi;st(s
′, t′)
u′ − ux ,
Ds;ti (s
′; tx) :=
1
pi
∫
dt′
ρi;st(s
′, t′)
t′ − tx −
1
pi
∫
du′
ρi;su(s
′, u′)
t′ − tx ,
Du;ti (u
′; tx) :=
1
pi
∫
dt′
ρi;tu(t
′, u′)
t′ − tx −
1
pi
∫
ds′
ρi;su(s
′, u′)
t′ − tx ,
Dt;si (t
′; sx) :=
1
pi
∫
ds′
ρi;st(s
′, t′)
s′ − sx −
1
pi
∫
du′
ρi;tu(t
′, u′)
s′ − sx ,
Du;si (u
′; sx) :=
1
pi
∫
ds′
ρi;su(s
′, u′)
s′ − sx −
1
pi
∫
dt′
ρi;tu(t
′, u′)
s′ − sx , (F.3)
and the double-spectral densities are given by
ρ˜9;st(s
′, t′) :=
ρ9;st(s
′, t′)
u′ − ub +
ρ22;st(s
′, t′)
s′ − sb ,
ρ˜36;st(s
′, t′) :=
ρ43;st(s
′, t′)
u′ − ub −
ρ37;st(s
′, t′)
s′ − sa ,
ρ˜39;st(s
′, t′) :=
ρ49;st(s
′, t′)
s′ − sa −
ρ54;st(s
′, t′)
s′ − sb ,
ρ˜40;st(s
′, t′) :=
ρ50;st(s
′, t′)
t′ − tb −
ρ54;st(s
′, t′)
s′ − sb . (F.4)
The densities of the (su)- and (tu)-double spectral regions are defined analogously.
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The more complicated functions requiring two subtractions are
− 4q3 · q4Π˜7 = 2(s− sb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;t7 (s
′; tb)
s′ − s +
1
pi
∫ ∞
4M2pi
du′
Du;t7 (u
′; tb)
u′ − u
}
+ 2(s− sb)(t− tb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;t,u7 (s
′; tb, ua)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;t,u7 (t
′; tb, ua)
t′ − t
}
− (u− ua)(t− tb)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s31 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s31 (u
′; sb)
u′ − u
}
+ (s− sb)(u− ua)(t− tb)
{
1
pi2
∫
ds′dt′
ρ˜7;st(s
′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫
ds′du′
ρ˜7;su(s
′, u′)
(s′ − s)(u′ − u) +
1
pi2
∫
dt′du′
ρ˜7;tu(t
′, u′)
(t′ − t)(u′ − u)
}
,
− 4q3 · q4Π˜19 = 2(s− sb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u19 (s
′;ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u19 (t
′;ub)
t′ − t
}
+ 2(s− sb)(u− ub)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u,u19 (s
′;ua, ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u,u19 (t
′;ua, ub)
t′ − t
}
+ (u− ua)(u− ub)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s31 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s31 (u
′; sb)
u′ − u
}
+ (s− sb)(u− ua)(u− ub)
{
1
pi2
∫
ds′dt′
ρ˜19;st(s
′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫
ds′du′
ρ˜19;su(s
′, u′)
(s′ − s)(u′ − u) +
1
pi2
∫
dt′du′
ρ˜19;tu(t
′, u′)
(t′ − t)(u′ − u)
}
,
− 4q1 · q2q3 · q4Π˜21 = (s− sa)(s− sb)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u21 (s
′;ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u21 (t
′;ub)
t′ − t
}
+ (s− sa)(s− sb)(u− ub)
{
1
pi
∫ ∞
4M2pi
ds′
Ds;u,u21 (s
′;ua, ub)
s′ − s +
1
pi
∫ ∞
4M2pi
dt′
Dt;u,u21 (t
′;ua, ub)
t′ − t
}
− (u− ua)(u− ub)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s22 (t
′; sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s22 (u
′; sb)
u′ − u
}
− (s− sb)(u− ua)(u− ub)
{
1
pi
∫ ∞
4M2pi
dt′
Dt;s,s22 (t
′; sa, sb)
t′ − t +
1
pi
∫ ∞
4M2pi
du′
Du;s,s22 (u
′; sa, sb)
u′ − u
}
+ (s− sa)(s− sb)(u− ua)(u− ub)
{
1
pi2
∫
ds′dt′
ρ˜21;st(s
′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫
ds′du′
ρ˜21;su(s
′, u′)
(s′ − s)(u′ − u) +
1
pi2
∫
dt′du′
ρ˜21;tu(t
′, u′)
(t′ − t)(u′ − u)
}
, (F.5)
where
ρ˜7;st(s
′, t′) :=
2ρ7;st(s
′, t′)
(t′ − tb)(u′ − ua) −
ρ31;st(s
′, t′)
s′ − sb ,
ρ˜19;st(s
′, t′) :=
2ρ19;st(s
′, t′)
(u′ − ua)(u′ − ub) +
ρ31;st(s
′, t′)
s′ − sb ,
ρ˜21;st(s
′, t′) :=
ρ21;st(s
′, t′)
(u′ − ua)(u′ − ub) −
ρ22;st(s
′, t′)
(s′ − sa)(s′ − sb) . (F.6)
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Again, the densities of the (su)- and (tu)-double spectral regions are defined analogously.
The discontinuities of the twice-subtracted integrals are:
Ds;t,ui (s
′; tx, uy) :=
1
pi
∫
du′
ρi;su(s
′, u′)
(t′ − tx)(u′ − uy) −
1
pi
∫
dt′
ρi;st(s
′, t′)
(t′ − tx)(u′ − uy) ,
Dt;t,ui (t
′; tx, uy) :=
1
pi
∫
du′
ρi;tu(t
′, u′)
(t′ − tx)(u′ − uy) −
1
pi
∫
ds′
ρi;st(s
′, t′)
(t′ − tx)(u′ − uy) ,
Ds;u,ui (s
′;ux, uy) :=
1
pi
∫
du′
ρi;su(s
′, u′)
(u′ − ux)(u′ − uy) −
1
pi
∫
dt′
ρi;st(s
′, t′)
(u′ − ux)(u′ − uy) ,
Dt;u,ui (t
′;ux, uy) :=
1
pi
∫
du′
ρi;tu(t
′, u′)
(u′ − ux)(u′ − uy) −
1
pi
∫
ds′
ρi;st(s
′, t′)
(u′ − ux)(u′ − uy) ,
Dt;s,si (t
′; sx, sy) :=
1
pi
∫
ds′
ρi;st(s
′, t′)
(s′ − sx)(s′ − sy) −
1
pi
∫
du′
ρi;tu(t
′, u′)
(s′ − sx)(s′ − sy) ,
Du;s,si (u
′; sx, sy) :=
1
pi
∫
ds′
ρi;su(s
′, u′)
(s′ − sx)(s′ − sy) −
1
pi
∫
dt′
ρi;tu(t
′, u′)
(s′ − sx)(s′ − sy) . (F.7)
The signs are determined by the second subtraction.
F.2 Dispersion relation for the pion-box input for (g − 2)µ
In the limit k → 0, the scalar functions Πi(Q1, Q2, τ) that are required as an input in the
master formula (4.28) can be obtained from the basis functions Π˜i. Due to the presence of
kinematic singularities in the basis functions, it is important to reach the limit k → 0 in
a very specific way in order to correctly identify the BTT functions Πi. One possibility is
the following:
Π1(Q1, Q2, τ) = lim
k→0
Π˜1,
Π2(Q1, Q2, τ) = lim
k→0
C14
[
Π˜1
]
,
Π4(Q1, Q2, τ) = lim
k→0
Π˜4,
Π5(Q1, Q2, τ) = lim
k→0
C14
[
Π˜4
]
,
Π7(Q1, Q2, τ) = lim
k→0
(
lim
t→tb
Π˜7
)
,
Π9(Q1, Q2, τ) = lim
k→0
(
C13
[C23[ lim
t→tb
Π˜7
]])
,
Π10(Q1, Q2, τ) = lim
k→0
(
C23
[
lim
t→tb
Π˜7
])
,
Π16(Q1, Q2, τ) = lim
k→0
(
C24
[C14[ lim
t→tb
Π˜7
]])
,
Π17(Q1, Q2, τ) = lim
k→0
(
C24
[C13[ lim
t→tb
Π˜7
]])
,
Π19(Q1, Q2, τ) = lim
k→0
(
lim
u→ub
Π˜19
)
,
Π20(Q1, Q2, τ) = lim
k→0
(
C23
[
lim
s→sb
(
− q1 · q2q3 · q4
q1 · q4q2 · q3 Π˜21
)])
,
Π21(Q1, Q2, τ) = lim
k→0
(
C23
[
lim
u→ub
Π˜19
])
,
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Π22(Q1, Q2, τ) = lim
k→0
(
lim
s→sb
(
− q1 · q2q3 · q4
q1 · q4q2 · q3 Π˜21
))
,
Π31(Q1, Q2, τ) = lim
k→0
(
lim
s→sb
( q3 · q4
q1 · q4q2 · q3 Π˜19
))
,
Π33(Q1, Q2, τ) = lim
k→0
(
C23
[
lim
s→sb
( q3 · q4
q1 · q4q2 · q3 Π˜19
)])
,
Π39(Q1, Q2, τ) = lim
k→0
(
C14
[
lim
s→sa
(q1 · q2
q1 · q4 Π˜36
)])
,
Π40(Q1, Q2, τ) = lim
k→0
(
C12
[
C14
[
lim
s→sa
(q1 · q2
q1 · q4 Π˜36
)]])
,
Π42(Q1, Q2, τ) = lim
k→0
(
C12
[
C24
[
lim
s→sa
(q1 · q2
q1 · q4 Π˜36
)]])
,
Π46(Q1, Q2, τ) = lim
k→0
(
C14
[
C23
[
lim
s→sa
(q1 · q2
q1 · q4 Π˜36
)]])
,
Π47(Q1, Q2, τ) = lim
k→0
(
C24
[
C13
[
lim
s→sa
(q1 · q2
q1 · q4 Π˜36
)]])
,
Π50(Q1, Q2, τ) = lim
k→0
(
lim
t→tb
Π˜40
)
,
Π51(Q1, Q2, τ) = lim
k→0
(
C12
[
lim
t→tb
Π˜40
])
,
Π54(Q1, Q2, τ) = lim
k→0
(
C23
[C24[ lim
t→tb
Π˜40
]])
. (F.8)
The scalar products in these equations follow from the general relations between the BTT
functions and the basis functions (B.2).
Due to the crossing relations, many other equivalent prescriptions exist. The crossing
operator Cij is understood to act on the Mandelstam variables s, t, and u as well as on the
q2i . In particular, the limits sa, sb, . . . are affected as well, which ensures that the limits
taken in the argument of the crossing operators lead indeed to a limit compatible with
k → 0.
We insert the double-spectral representations for the basis functions (F.2) and (F.5)
into these relations. The crossing operator acts on the external Mandelstam variable in
the Cauchy kernels, but the primed integration variables are understood to be unaffected.
We perform the action of the crossing operators on the Cauchy kernels and rename the
integration variables where it is convenient. Finally, we obtain the following dispersion
relations:
Π1(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
Ds;u1 (s
′;ub)
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
Dt;u1 (t
′;ub)
t′ +Q22
)
,
Π2(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C14[Dt;u1 (s′;ub)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C14[Ds;u1 (t′;ub)]
t′ +Q22
)
,
Π4(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
Ds;u4 (s
′;ub)
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
Dt;u4 (t
′;ub)
t′ +Q22
)
,
Π5(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C14[Dt;u4 (s′;ub)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C14[Ds;u4 (t′;ub)]
t′ +Q22
)
,
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Π7(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
Ds;t7 (s
′; tb)
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
Du;t7 (u
′; tb)
u′ +Q21
)
,
Π9(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C13[C23[Du;t7 (s′; tb)]]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C13[C23[Ds;t7 (t′; tb)]]
t′ +Q22
)
,
Π10(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
C23[Ds;t7 (t′; tb)]
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
C23[Du;t7 (u′; tb)]
u′ +Q21
)
,
Π16(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C24[C14[Du;t7 (s′; tb)]]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C24[C14[Ds;t7 (t′; tb)]]
t′ +Q22
)
,
Π17(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C24[C13[Ds;t7 (s′; tb)]]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
C24[C13[Du;t7 (u′; tb)]]
u′ +Q21
)
,
Π19(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
Ds;u19 (s
′;ub)
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
Dt;u19 (t
′;ub)
t′ +Q22
)
,
Π20(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C23[Dt;s22 (s′; sb)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
C23[Du;s22 (u′; sb)]
u′ +Q21
)
,
Π21(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C23[Dt;u19 (s′;ub)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C23[Ds;u19 (t′;ub)]
t′ +Q22
)
,
Π22(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
Dt;s22 (t
′; sb)
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
Du;s22 (u
′; sb)
u′ +Q21
)
,
Π31(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
Dt;s31 (t
′; sb)
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
Du;s31 (u
′; sb)
u′ +Q21
)
,
Π33(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C23[Dt;s31 (s′; sb)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
C23[Du;s31 (u′; sb)]
u′ +Q21
)
,
Π39(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C14[Dt;s37 (s′; sa)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
C14[Du;s37 (u′; sa)]
u′ +Q21
)
,
Π40(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C12[C14[Dt;s37 (s′; sa)]]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C12[C14[Du;s37 (t′; sa)]]
t′ +Q22
)
,
Π42(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C12[C24[Du;s37 (s′; sa)]]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
C12[C24[Dt;s37 (u′; sa)]]
u′ +Q21
)
,
Π46(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
C14[C23[Dt;s37 (t′; sa)]]
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
C14[C23[Du;s37 (u′; sa)]]
u′ +Q21
)
,
Π47(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
C24[C13[Dt;s37 (t′; sa)]]
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
C24[C13[Du;s37 (u′; sa)]]
u′ +Q21
)
,
Π50(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
Ds;t50 (s
′; tb)
s′ +Q23
+
1
pi
∫ ∞
4M2pi
du′
Du;t50 (u
′; tb)
u′ +Q21
)
,
Π51(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
ds′
C12[Ds;t50 (s′; tb)]
s′ +Q23
+
1
pi
∫ ∞
4M2pi
dt′
C12[Du;t50 (t′; tb)]
t′ +Q22
)
,
Π54(Q1, Q2, τ) = lim
q24→0
(
1
pi
∫ ∞
4M2pi
dt′
C23[C24[Du;t50 (t′; tb)]]
t′ +Q22
+
1
pi
∫ ∞
4M2pi
du′
C23[C24[Ds;t50 (u′; tb)]]
u′ +Q21
)
.
(F.9)
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The limit k → 0 is already taken in the Cauchy kernels. As the numerators only depend
on the integration variables and the q2i , the remaining limit to be taken is q
2
4 → 0.
For Π1, Π2, Π4, and Π5 we have randomly chosen a fixed-u dispersion relation. Be-
cause the first six basis functions are not affected by kinematic singularities, we could
equally well choose a fixed-s or fixed-t dispersion relation or use directly the Mandelstam
representation.
F.3 Kinematic zeros due to crossing antisymmetry in HLbL
Here, we discuss in more detail the crossing property of the BTT function Π49. According
to (3.15), Π49 and its crossed versions are the only scalar functions with odd intrinsic
crossing properties. Crossing antisymmetry implies an additional kinematic zero, but, so
far, we have ignored this and written down dispersion relations directly for Π49. As neither
the pion-pole nor the pion-box topologies contribute to Π49, the treatment of the kinematic
zero in Π49 can be of relevance only for contributions of higher intermediate states than
discussed here. We show here in general that the dispersive representation of the basis
functions is not affected by the presence of the kinematic zero. In particular, the kinematic
zero has no influence on the contribution to (g − 2)µ.
Let us denote
Π123449 (s, t, u) := Π49(s, t, u; q
2
1, q
2
2, q
2
3, q
2
4). (F.10)
The crossing properties (3.15) of Π49 are then
Π123449 (s, t, u) = −Π213449 (s, u, t) = −Π124349 (s, u, t) = Π214349 (s, t, u). (F.11)
We build symmetric and antisymmetric combinations under exchange of the Mandelstam
variables t and u, but fixed virtualities:
S123449 (s, t, u) :=
1
2
(
Π123449 (s, t, u) + Π
1234
49 (s, u, t)
)
,
A123449 (s, t, u) :=
1
2
(
Π123449 (s, t, u)−Π123449 (s, u, t)
)
.
(F.12)
They fulfill the crossing relations
S123449 (s, t, u) = S
1234
49 (s, u, t) = −S213449 (s, t, u) = −S124349 (s, t, u),
A123449 (s, t, u) = −A123449 (s, u, t) = A213449 (s, t, u) = A124349 (s, t, u)
(F.13)
and hence exhibit the following kinematic zeros:
S123449 (s, t, u) = (q
2
1 − q22)(q23 − q24)Sˆ123449 (s, t, u),
A123449 (s, t, u) = (t− u)Aˆ49(s, t, u).
(F.14)
The functions Sˆ49 and Aˆ49 are symmetric under the individual exchanges of t↔ u, q21 ↔ q22,
and q23 ↔ q24. The question arises now if it makes a difference if we write down dispersion
relations for Π49 or rather for Sˆ49 and Aˆ49. We show in the following that the Mandelstam
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representations are not equal but that the basis functions Π˜i remain unaffected. Therefore,
the kinematic zero has no influence on any physical quantity.
Let us start with the Mandelstam representation of Π49:
Π123449 (s, t, u) =
1
pi2
∫
ds′
∫
dt′
ρ123449;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′
∫
du′
ρ123449;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′
∫
du′
ρ123449;tu(t
′, u′)
(t′ − t)(u′ − u) .
(F.15)
The implicit integration limits are the borders of the double-spectral regions. The crossing
properties of Π49 imply the following relations for the double-spectral densities:
ρ123449;st(s, t) = −ρ213449;su(s, t) = −ρ124349;su(s, t) = ρ214349;st(s, t),
ρ123449;tu(t, u) = −ρ213449;tu(u, t) = −ρ124349;tu(u, t) = ρ214349;tu(t, u).
(F.16)
With the Mandelstam representation for Π49, we obtain for the functions defined in (F.12):
S123449 (s, t, u) :=
1
2
(
1
pi2
∫
ds′
∫
dt′
ρ123449;st(s
′, t′) + ρ123449;su(s′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫
ds′
∫
du′
ρ123449;su(s
′, u′) + ρ123449;st(s′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′
∫
du′
ρ123449;tu(t
′, u′) + ρ123449;tu(u′, t′)
(t′ − t)(u′ − u)
)
,
A123449 (s, t, u) :=
1
2
(
1
pi2
∫
ds′
∫
dt′
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
(s′ − s)(t′ − t)
+
1
pi2
∫
ds′
∫
du′
ρ123449;su(s
′, u′)− ρ123449;st(s′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′
∫
du′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
(t′ − t)(u′ − u)
)
.
(F.17)
The crossing properties of the double-spectral densities allow us to factor out kinematic
zeros. In the case of S49, the combinations of double-spectral densities have kinematic
zeros of the form (q21 − q22)(q23 − q24), which can be taken immediately out of the dispersive
integrals, hence we find indeed
S123449 (s, t, u) = (q
2
1 − q22)(q23 − q24)
(
1
pi2
∫
ds′
∫
dt′
σ123449;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′
∫
du′
σ123449;su(s
′, u′)
(s′−s)(u′−u)
+
1
pi2
∫
dt′
∫
du′
σ123449;tu(t
′, u′)
(t′ − t)(u′ − u)
)
,
(F.18)
where the σ49 denote the double-spectral densities of Sˆ49.
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In the case of A49, some algebra is necessary. We subtract in each term the dispersion
integrals so that factors of (t− u) multiply the double-spectral contribution:
1
pi2
∫
ds′
∫
dt′
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
(s′ − s)(t′ − t)
=
1
pi
∫
ds′
1
s′ − s
1
pi
∫
dt′
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
t′ − Σ−s′2
+
1
pi
∫
dt′
1
t′ − t
1
pi
∫
ds′
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
2
(
t′ − Σ−s′2
)
+ (t− u) 1
pi2
∫
ds′
∫
dt′
1
(s′ − s)(t′ − t)
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
2
(
t′ − Σ−s′2
) ,
1
pi2
∫
ds′
∫
du′
ρ123449;su(s
′, u′)− ρ123449;st(s′, u′)
(s′ − s)(u′ − u)
=
1
pi
∫
ds′
1
s′ − s
1
pi
∫
du′
ρ123449;su(s
′, u′)− ρ123449;st(s′, u′)
u′ − Σ−s′2
+
1
pi
∫
du′
1
u′ − u
1
pi
∫
ds′
ρ123449;su(s
′, u′)− ρ123449;st(s′, u′)
2
(
u′ − Σ−s′2
)
+ (t− u) 1
pi2
∫
ds′
∫
du′
1
(s′ − s)(u′ − u)
ρ123449;st(s
′, u′)− ρ123449;su(s′, u′)
2
(
u′ − Σ−s′2
) ,
1
pi2
∫
dt′
1
pi
∫
du′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
(t′ − t)(u′ − u)
=
1
pi
∫
dt′
1
t′ − t
1
pi
∫
du′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
u′ − t′
+
1
pi
∫
du′
1
u′ − u
1
pi
∫
dt′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
t′ − u′
+ (t− u) 1
pi
∫
dt′
1
t′ − t
1
pi
∫
du′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
(u′ − u)(t′ − u′) . (F.19)
We see that in the sum of these three terms, the one-dimensional s-channel integrals cancel
but that the other subtraction terms do not. Hence we find:
A123449 (s, t, u) =(t− u)
(
1
pi2
∫
ds′
∫
dt′
α123449;st(s
′, t′)
(s′ − s)(t′ − t) +
1
pi2
∫
ds′
∫
du′
α123449;su(s
′, u′)
(s′ − s)(u′ − u)
+
1
pi2
∫
dt′
∫
du′
α123449;tu(t
′, u′)
(t′ − t)(u′ − u)
)
+
1
pi
∫
dt′
∆123449 (t
′)
t′ − t −
1
pi
∫
du′
∆123449 (u
′)
u′ − u , (F.20)
where the α49 denote the double-spectral densities of Aˆ49 and where
∆123449 (t
′) :=
1
pi
∫
ds′
ρ123449;st(s
′, t′)− ρ123449;su(s′, t′)
2t′ + s′ − Σ +
1
pi
∫
du′
ρ123449;tu(t
′, u′)− ρ123449;tu(u′, t′)
u′ − t′ .
(F.21)
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Figure 9. Bulb diagram.
We learn that writing a Mandelstam representation for Π49 is not equivalent to taking
explicitly into account the kinematic zeros and writing Mandelstam representations for
Sˆ49 and Aˆ49. The difference consists of a contribution with t- and u-channel cuts but no
double-spectral regions.
However, due to the redundancy in the set of BTT functions, Π49 is not a physical
quantity: the HLbL tensor is defined by the basis functions Π˜i, and the dispersive repre-
sentation for these does not change whether one starts from an unsubtracted Mandelstam
representation of Π49 or Sˆ49/Aˆ49. To prove this, we need to study the impact of the differ-
ence terms in (F.20) on the basis functions Π˜i. The double-spectral representations for the
basis functions involving Π49 are given in (F.2). The difference terms in (F.20) obviously
result in a shift of the single-variable dispersion integrals, while the double-spectral con-
tributions are unchanged. Note that the single-variable dispersion integrals involve only
fixed-s representations of Π49 and crossed versions thereof. They have exactly the form of
the difference terms in (F.20), hence the difference between the choices of Π49 or Sˆ49/Aˆ49
as the functions to fulfill an unsubtracted Mandelstam representation can be reabsorbed
in a shift of Dt;s49 and D
u;s
49 . This means that the basis functions Π˜i and the HLbL tensor
remain unaffected by the kinematic zero in Π49. In particular, the form of the dispersion
relation for (g− 2)µ in (F.9) is unchanged: the functions Π50, Π51, and Π54 are defined by
crossed versions of a fixed-s dispersion relation for Π49, where the effect of the kinematic
zero is reabsorbed in the discontinuities of the t- and u-channel integrals. Since in the end
the discontinuities will be calculated directly from the unitarity relation, the observation
that the kinematic zero in Π49 does not alter the functional form of the dispersion relation
completes the proof that there are no practical consequences, neither in the construction
of the dispersion relation nor in (g − 2)µ.
G Dispersive representation of loop functions
G.1 Scalar two-point function
The scalar two-point function [64] corresponding to the loop diagram in figure 9 is given by
B0(p
2,m21,m
2
2) =
1
i
∫
d4q
(2pi)4
1
[q2 −m21][(q + p)2 −m22]
. (G.1)
We define s := p2. The two-point function has a normal threshold at s = (m1 + m2)
2.
According to Cutkosky’s rules [63], the discontinuity is given by:
2i∆sB0(s) := B0(s+ i)−B0(s− i) = i
8pi
λ1/2(s,m21,m
2
2)
s
. (G.2)
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Figure 10. Triangle diagram.
B0 is divergent and satisfies a once-subtracted dispersion relation:
B0(s)−B0(0) = s
pi
∫ ∞
(m1+m2)2
ds′
∆sB0(s
′)
(s′ − s− i)s′ . (G.3)
G.2 Scalar three-point function
Consider the scalar three-point function [64] corresponding to the loop diagram in figure 10:
C0(p
2
1, p
2
2, p
2
3,m
2
1,m
2
2,m
2
3) =
1
i
∫
d4q
(2pi)4
1
[q2 −m21][(q + p1)2 −m22][(q + p1 + p2)2 −m23]
.
(G.4)
We define s := (p1 + p2)
2 = p23. The scalar three-point function has a normal threshold at
s = (m1 +m3)
2. The discontinuity along the corresponding branch cut can again be found
with Cutkosky’s rules:
2i∆sC0(s) := C0(s+ i)− C0(s− i) = i
32pi2
λ1/2(s,m21,m
2
3)
s
∫
dΩ′′s
1
(q + p1)2 −m22
.
(G.5)
Performing the phase space integral leads to:
∆sC0(s) =
1
16pi
1
λ
1/2
12 (s)
log
(
2s(∆˜12 + p
2
1)− (s+ ∆˜13)(s+ ∆12) + λ˜1/213 (s)λ1/212 (s)
2s(∆˜12 + p21)− (s+ ∆˜13)(s+ ∆12)− λ˜1/213 (s)λ1/212 (s)
)
,
(G.6)
where ∆ik := p
2
i − p2k, ∆˜ik := m2i −m2k, λik(s) := λ(s, p2i , p2k), and λ˜ik(s) := λ(s,m2i ,m2k).
C0 satisfies an unsubtracted dispersion relation:
C0(s) =
1
pi
∫ ∞
(m1+m3)2
ds′
∆sC0(s
′)
s′ − s− i . (G.7)
As the anomalous threshold appears this dispersive representation needs to be amended
by adding a dispersive integral over the anomalous cut [55–57].
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Figure 11. Box diagram.
G.3 Scalar four-point function
Consider the scalar four-point function [64] corresponding to the diagram in figure 11:
D0(p
2
1, p
2
2, p
2
3, p
2
4, (p1 + p2)
2, (p2 + p3)
2,m21,m
2
2,m
2
3,m
2
4) =
1
i
∫
d4q
(2pi)4
1
[q2 −m21][(q + p1)2 −m22][(q + p1 + p2)2 −m23][(q − p4)2 −m24]
.
(G.8)
We define
s := (p1 + p2)
2,
t := (p2 + p3)
2,
u := (p1 + p3)
2,
P := p1 + p2 = −p3 − p4.
(G.9)
In the s-channel, the diagram has a normal threshold at s = (m1 +m3)
2, in the t-channel
at t = (m2 +m4)
2. For a fixed value of t, we find the discontinuity along the s-channel cut:
2i∆tsD0(s, t) := D0(s+ i, t)−D0(s− i, t)
=
i
32pi2
λ1/2(s,m21,m
2
3)
s
∫
dΩ′′s
1
(q + p1)2 −m22
1
(q − p4)2 −m24
.
(G.10)
The phase-space integral can be transformed into a dispersive integral, see [33, 76]:
∆tsD0(s, t) =
1
8pi
1
λ˜
1/2
13 (s)
∫ ∞
t+(s)
dt′
1
(t′ − t− i)
√(
t′ − t+(s))(t′ − t−(s)) , (G.11)
where
t±(s) :=
Σ− s
2
+
∆12∆34
2s
+
λ
1/2
12 (s)λ
1/2
34 (s)
2s
z±s ,
z±s := α1α2 ±
√(
α21 − 1
) (
α22 − 1
)
,
α1 :=
s(2m22 − Σ′) + s2 + ∆12∆˜13
λ
1/2
12 (s)λ˜
1/2
13 (s)
,
α2 :=
s(2m24 − Σ′′) + s2 −∆34∆˜13
λ
1/2
34 (s)λ˜
1/2
13 (s)
,
(G.12)
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and
Σ := p21 + p
2
2 + p
2
3 + p
2
4,
Σ′ := p21 + p
2
2 +m
2
1 +m
2
3,
Σ′′ := p23 + p
2
4 +m
2
1 +m
2
3,
∆ik := p
2
i − p2k,
∆˜ik := m
2
i −m2k,
λik(s) := λ(s, p
2
i , p
2
k),
λ˜ik(s) := λ(s,m
2
i ,m
2
k).
(G.13)
Since D0 satisfies an unsubtracted dispersion relation, it can be written as
D0(s, t) =
1
pi2
∫ ∞
(m1+m3)2
ds′
∫ ∞
t+(s′)
dt′
ρ0(s
′, t′)
(s′ − s− i)(t′ − t− i) , (G.14)
where
ρ0(s, t) =
1
8λ˜
1/2
13 (s)
1√
(t− t+(s))(t− t−(s)) . (G.15)
The validity of the double-spectral representation of the box diagram breaks down with the
appearance of anomalous thresholds. The possibility to amend it by adding the contribution
of a dispersive integral over anomalous cuts has not been investigated here, as it is irrelevant
for the (g − 2)µ calculation.
If we do not take a fixed-t dispersion relation as the starting point but a fixed-u
dispersion relation, we have to take into account that a line of fixed u in the Mandelstam
plane will encounter a right- as well as a left-hand cut:
D0(s, t) =
1
pi
∫ ∞
−∞
ds′
∆usD0(s
′,Σ− u− s′)
s′ − s− i , (G.16)
where
∆usD0(s
′,Σ− u− s′)
= θ(s′ − (m1 +m3)2)D0(s
′ + i,Σ− u− s′)−D0(s′ − i,Σ− u− s′)
2i
+ θ(Σ− u− s′ − (m2 +m4)2)D0(s
′,Σ− u− s′ − i)−D0(s′,Σ− u− s′ + i)
2i
,
(G.17)
hence
D0(s, t) =
1
pi
∫ ∞
(m1+m3)2
ds′
∆usD0(s
′,Σ− u− s′)
s′ − s− i +
1
pi
∫ ∞
(m2+m4)2
dt′
∆utD0(Σ− u− t′, t′)
t′ − t− i .
(G.18)
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Cutkosky’s rules lead to the following discontinuities:
∆usD0(s,Σ− u− s) =
1
8pi
1
λ˜
1/2
13 (s)
∫ ∞
t+(s)
dt′
1
(t′ − Σ + u+ s− i)√(t′ − t+)(t′ − t−) ,
∆utD0(Σ− u− t, t) =
1
8pi
1
λ˜
1/2
24 (t)
∫ ∞
s+(t)
ds′
1
(s′ − Σ + u+ t− i)√(s′ − s+)(s′ − s−) ,
(G.19)
where s±(t) are defined in analogy to t±(s) with the proper permutations of the momenta
and masses.
Now, we note that∫ ∞
(m2+m4)2
dt′
∫ ∞
s+(t′)
ds′ =
∫ ∞
(m1+m3)2
ds′
∫ ∞
t+(s′)
dt′ (G.20)
and find
D0(s, t) =
1
pi2
∫ ∞
(m1+m3)2
ds′
∫ ∞
t+(s′)
dt′X(s, t, s′, t′), (G.21)
where
X(s, t, s′, t′) =
1
8λ˜
1/2
13 (s
′)
1
s′ − s− i
1
t′ − t− i
1√
(t′ − t+)(t′ − t−)
1
s′ − s+ t′ − t− i
×
(
t′ − t+ (s′ − s) λ˜
1/2
13 (s
′)
λ˜
1/2
24 (t
′)
√
(t′ − t+(s′))(t′ − t−(s′))
(s′ − s+(t′))(s′ − s−(t′))
)
.
(G.22)
With some (computer) algebra, we can check that
λ˜
1/2
13 (s
′)
λ˜
1/2
24 (t
′)
√
(t′ − t+(s′))(t′ − t−(s′))
(s′ − s+(t′))(s′ − s−(t′)) = 1, (G.23)
so that we find again
X(s, t, s′, t′) =
ρ0(s
′, t′)
(s′ − s− i)(t′ − t− i) . (G.24)
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