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Abstract 
We consider the problem of characterizing the sets of externally and internally active 
elements in a matroid. The main result is a canonical decomposition f the set of elements of 
a matroid on a linearly ordered set into external and internal elements with respect to a given 
basis. 
1. Introduction 
Let M be a matroid on a finite linearly ordered set E. The external activity e(B) of 
a basis B of M is the number of elements e e E\B  that are smallest in their fundamental 
circuit with respect o B. Dually, the internal activity t(B) of B is the number of 
elements e e B that are smallest in their fundamental cocircuit. We recall that internal 
and external activities have been used by Tutte in his definition of the dichromatic 
polynomial of a graph, a definition generalized by Crapo to matroids (see [8]). The 
dichromatic polynomial of a matroid, now called the Tutte polynomial, is given by 
t(M; x, y) = ~aba~isX'tB)y ~). The notion of activity is related to the homology of the 
basis complex of a matroid (see [1], [8, Ch. 7]). 
In the present paper we consider the problem of characterizing the sets of active 
elements. For a given basis a characterization f active subsets for some ordering is 
given in Section 4. The main result of the paper is Theorem 5.1. We prove that given 
any basis B of M there is a unique cyclic flat F such that B\F  is a basis of M/F  without 
internal activity and Bc~F is a basis of M(F)  without external activity. 
There is a two-fold motivation for this decomposition. The first author has given 
elsewhere an expression for the number of a bases of a matroid M in terms of MiSbius 
numbers of certain restrictions and contractions (see Section 6) [4]. The above 
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decomposition provides a related decomposition of the set of bases of a matroid, 
yielding a constructive proof of this result. If M is an oriented matroid the decomposi- 
tion of the set of elements into external and internal dements (see Section 5) is identical 
to the decomposition i to elements belonging to positive circuits and dements be- 
longing to positive cocircuits in a correspondence b tween bases and reorientations 
studied by the second author [5, 6]. We mention that a further eduction to external/ 
internal bases with activity one is used in [5, 6] in relation with this correspondence. 
2. Notation and terminology 
Let M be a matroid on a set E and B be a basis of M. 
For eeE\B we set aB(e)= trB(M; e)= C\{e}, where C denotes the fundamental 
circuit ofe with respect to B in M, i.e., the unique circuit of M contained in Bw{e}. The 
set aB(M; e) ~_ B is the support of e with respect o B in M. For A ~_ E\B we set 
aB(A) = (J~ A aB(e). 
Dually for e~B we set a~(M; e) = a~\B(M*; e). For e~E\B andf~ B it can easily be 
proved that f~ aB(M; e) if and only if e ~ a*(M; f). 
The pivot graph of B in M is the bipartite graph Piv(M; B), whose edges are all pairs 
{e,f} with e~E\B and feB  such that f~ aB(M; e). By the above property we have 
Ply(M*; E\B) = Ply(M; B). 
Suppose E is linearly ordered. We say then that M is an ordered matroid. An element 
e ~ E\B is externally B-active in the ordered matroid M if e is the smallest element of 
its fundamental circuit with respect o B for the given ordering. Dually, an element 
e e B is internally B-active if e is the smallest element of its fundamental cocircuit 
with respect o B. We denote by Extu(B) the set of externally B-active elements 
and by IntM(B) the set of internally B-active elements of M. By duality we have 
IntM(B) = ExtM.(E\B). 
The external activity of B is the number e~t(B) = IExtM(B)I, the internal activity of 
B is the number tM(B) = IlntM(B)l. 
Bases with zero-external ctivity and bases with zero-internal ctivity are called 
internal and external, respectively. Internal bases have been considered by Brylawski 
under the name of 'Z-bases' [2]. 
3. Two properties of graphs 
We establish in this section two properties of graphs which will be applied to pivot 
graphs of ordered matroids to obtain our main results in Sections 4 and 5. 
By a graph we mean here an undirected graph. We say that a graph with a linearly 
ordered vertex-set is an ordered graph. In an ordered graph we say that a vertex 
smaller than all its neighbours i a source. The sources of the pivot graph of a basis 
B in an ordered matroid are exactly the active elements with respect o B. 
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Proposition 3.1. Let G be a connected graph and X ~_ V(G) be a set of vertices of G. 
Then there exists a linear ordering of V(G) such that the set of sources of the 
corresponding ordered graph is X if and only if X is a non-empty stable set of vertices 
in G. 
Proof. The necessity is clear. We prove the sufficiency by induction on the number of 
vertices. 
The proposition is trivial for IV(G)I = 1, 2. Suppose IV(G)I t> 3. Let G';, i = 1, 
2 . . . .  , k be the connected components of the graph obtained from G by deleting X. 
Since G is connected, there is at least one vertex vie V(G'i), i= 1,2 . . . .  ,k which is 
adjacent to X. We construct a linear ordering of V(G) by putting in increasing order 
first all vertices in X, then for (i = 1, 2 . . . . .  k) the vertices of V(G'i) in the linear order 
given by the induction. The obtained order clearly has the desired properties. [] 
Let X be a subset of vertices of a graph G. We denote by FG(X) the set of vertices of 
G adjacent to at least one vertex in X. 
Proposition 3.2. Let G be a bipartite ordered graph, and V(G) = S + T be the given 
bipartition of its vertex-set. 
Then there are unique bipartitions S = S1 + $2 and T = T1 + T2 satisfying the 
following properties (i)-(iii). 
(i) Fa(S1) ~ Ti (or, equivalently, F~(T2) ~_ $2), 
(ii) all sources of the subgraph of G induced by SluT1 are in $1, 
(iii) all sources of the subgraph of G induced by S2wT2 are in T2, 
Moreover, we have FG(S1) = T1 and FG(T2) = $2. 
Proof. We first prove the existence. We construct S1, $2, T1, T2 by means of an 
algorithm. 
Let S + T = {vl, v2, ..., v,} be the labelling of V(G) associated with the given linear 
order: vi < vj if and only if i <j .  Set Vo = 0 and V/= {v~,v2 . . . . .  vi} for 1 ~< i ~< n. 
Step 0: 
set S1 = $2 = T1 = T2 = 0. 
Step i >~ 1: 
if vies is not adjacent to T2c~Vi-1 then $1 := Slw{vi}, 
if vie S is adjacent to T2nVi-  1 then $2 := S2u{vi}, 
if vie T is not adjacent to S~c~ V~_ 1 then T2 := T2u{vl}, 
if vie T is adjacent to Slc~Vt-1 then Ti := Tlw{vi}. 
We check properties (i)-(iii). 
(i) Suppose there is vi e F~(S1)c~ T2. There is vje S~ adjacent to vl. Since vi e T2, by 
construction there is no edge between v~ and $2c~ V~_ 1, hence j > i. Since vie $1, by 
construction there is no edge between vj and T2c~Vj_I, hence i>j .  We get a 
contradiction. 
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(ii) Consider v~ e T1. By construction there is v~ • S~ withj < i adjacent to yr. Hence 
in the subgraph of G induced by $I w T1 the vertex v~ is not a source. 
(iii) Similar to (ii). 
We have indeed F~(S~) = T~ since given vie T1 by construction there is a vertex in 
$1 adjacent o yr. 
To prove the uniqueness consider two other bipartitions S - -S ]  + S~ and 
T = Ti + T~ satisfying properties (i)-(iii). Let i be the smallest integer such that at 
least one of the equalities Slc~Vt = S'~c~Vi, S2c~Vi = S'2nVt, Tlc~Vi = T'nVt,  
T2c~ Vi = T~c~ Vt fails. 
Suppose first vte S. In the case i = 1 we have vl • $1 by construction, and vl E St 
by (ii) since vl is a source in G. Hence, the four equalities hold for i = 1. It follows 
that i/> 2. 
If vt is adjacent to T2c~Vi-I = T~c~Vi_l, by (i) we have F~(T2)~$2 and 
F~(T'2) ~_ S'z. Hence, v~ •S2c~S~, contradicting the definition of i. 
If vt is not adjacent to T2n Vt- 1, then by construction vtE S~. Suppose vt • S~. Since 
T~nV~_I = T2c~Vt-x the vertices v~• T~ adjacent to vt are such that j  > i: it follows 
that vt is a source in the subgraph of G induced by S~w T~ contradicting (iii). Hence, 
vte S'~, contradicting the definition of i. 
The proof when v~ e T is similar. [] 
Remark 3.3. We give an alternative construction of the bipartitions of 
Proposition 3.2. 
Alternative algorithm. For v• V(G) we set F<(v)= {weF(v): w < v}. We define 
inductively subsets Ao - A1 --- A2 - .-. of S for i = 0, 1, 2 . . . .  by 
Ao = O, 
Ai = {v ~ S: F< (v) ~_ r(At_ 1)}. 
The algorithm stops when At = At-1. Note that AI is the set of sources of V(G) 
belonging to S. We set A = Ui~ 1 Ai. We show that A = $1. 
Note that we can define $1, $2, T1, Tz by properties (i) for any v • S, if F< (v) _ T1 
then v s $1 else v e $2, and (ii) for any v • T, if F< (v) ~ $2 then v • T2 else v e T1. 
First we prove by induction on i that Ai ~- St. If v•A1 then v is not adjacent o 
T2n{w: w < v}, hence by construction we have v•S1. Suppose i ~> 1 and At ~- $1. If 
v e Ai + 1 then F< (v) ~ F(At) by definition of At + i and F(A~) c F(S1) by the induction 
hypothesis. Hence F< (v) _c F(S1) = T1, implying v E S~. By induction At -~ S~ for all 
i ~> 1, therefore A = Ut>~ 1At ~- $1. 
Conversely, we prove that $1 - A. Let a be the smallest element of S~. If a vertex 
v adjacent o a is such that v < a then v e T1 and by definition, there is w adjacent 
to v with w < v and w•Sa. Now w~S~ and w < a is a contradiction. Hence the 
neighbours v of a satisfy v > a, i.e. a is a source of V(G), hence a•A1.  
Let v • Sx with v > a. Suppose we have already proved that all vertices in $1 smaller 
than v are in At for some i. Since v•S1 we have F<(v) c T1, hence for all w•F<(v) we 
G. Etienne, M.L. Vergnas / Diserete Mathematics 179 (1998) 111-119 115 
have we T1. Hence there is v'eS1 with v' < w and weF(v'). By hypothesis, we have 
v' ~ Ai, therefore we F(Ai). We have thus F< (v) ~_ F(Ai), therefore v ~ Ai+ 1. 
We have stated Propositions 3.1-3.2 in terms of ordered graphs which are conve- 
nient for applications in the sequel. Alternately, these properties can also be stated, 
may be more naturally, in terms of acyclic digraphs. We recall that digraph is 
shorthand for directed graph, and that a digraph is acyclic if it contains no directed 
cycle. A source in a digraph is a vertex with no incoming edge. 
There is a natural correspondence b tween ordered graph and acyclic digraphs 
satisfying the following property: an edge joining two vertices v, w in an ordered graph 
is such that v < w if and only if this edge is directed from v to w in a corresponding 
digraph. Clearly, an ordered graph uniquely defines edge directions of the correspond- 
ing acyclic digraph. Conversely, given an acyclic digraph the transitive closure of the 
binary relation 'there is an edge directed from v to w' is a partial order on its vertex-set. 
Any linear extension of this partial order yields an ordered graph associated with this 
digraph. Note that in this direction the correspondence is not uniquely defined in 
general. Clearly, a source in an ordered graph is also a source in the corresponding 
acyclic digraph and conversely. 
The reader will easily translate the above propositions in terms of acyclic digraphs. 
4. Characterizations of active sets 
Our purpose is to characterize the subsets of elements of a matroid which can be the 
sets of externally and internally active elements with respect to a given basis for some 
linear ordering of the set of elements. 
Theorem 4.1. Let M be a connected matroid on a finite set E and B be a basis of M. Let 
X be a subset of B and Y be a subset of E\B. 
Then there exists a linear ordering of E such that X is the set of internally B-active 
elements and Y is the set of externally B-active elements if and only if Xu  Y v~ 0 and 
X~tr~(M; Y)  = O. 
The following elementary property is well known I-7]. 
Lemma 4.2. Let M be a matroid on a set E and B be a basis of M. Then the matroid M is 
connected if and only if the pivot graph Ply(M; B) of B is connected. 
Proof of Theorem 4.1. The conditions are necessary. Consider X---IntM(B) and 
Y = ExtM(B) for some linear ordering of E. Since the smallest element of E is 
necessarily active we have XuY ~ O. Suppose there is feXc~tr~t(B; Y). We have 
fe  trs(e) for some e e Y. Since e is active we have e <f in  the ordering of E. We know 
that e e a* (f)  (see Section 2). Hence since f is active f < e, a contradiction. 
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To prove the sufficiency suppose that XuY#O and XntrB(Y)=O. By 
Lemma 4.2 the pivot graph Ply(M; B) is connected. The set XuY is not empty and 
independent in Piv(M; B). Hence by Proposition 3.1 there is a linear ordering of 
E such that Xw Y is the set of sources of the ordered graph Piv(M; B). Then we have 
X = IntM(B) and Y = Ext.(B) as required. [] 
A cyclic flat of a matroid is a flat which is a union of circuits. Alternately, the 
restriction to this fiat has no isthmuses. Since the complement of a fiat is a union of 
cocircuits, this notion is self-dual. The set of cyclic fiats of a matroid does not 
determine this matroid in general. However, amatroid is uniquely determined by a list 
of its cyclic fiats and their ranks (see I-7, Exercise 13, p. 78]). 
We say that a set of elements X is coindependent i  a matroid M ifX is independent 
in the dual matroid M*. 
Lemma 4.3. Let M be a matroid on a set E, and X, Y be two subsets of E. Then the 
following properties (i)-(iii) are equivalent: 
(i) there is a basis B of M such that X~_B and Y~_E\B  such that 
XnaB(M; Y) = O; 
(ii) there is a cyclic fiat F of M such that X is independent in M/F and Y is 
coindependent i  M(F); 
(iii) there is A ~_ E such that X is independent inM/A and Y is coindependent i  M(A). 
Proof. Suppose (i) holds. Let F be the closure in M of as(Y). Then clearly F is a cyclic 
fiat of M satisfying (ii). 
Trivially, (ii) implies (iii). We show that (iii) implies (i). Let B1 be a basis of M/A 
containing X and B2 be a basis of M(A) such that YnB2 = O. Then B = BlwB2 is 
a basis of M satisfying (i). [] 
From Theorem 4.1 and Lemma 4.3 we get the following alternate characterization 
of active sets. 
Theorem 4.4. Let M be a connected matroid on a finite set E and X, Y be two subsets of 
E such that Xw Y # O. 
Then there exists a basis B of M and a linear ordering on E such that X is the set of 
internally B-active lements and Y is the set of externally B-active lements ifand only if 
there exists a cyclic fiat F of M such that X is independent in M/F and Y is 
coindependent i  M (F). 
5. Decomposition of activities 
The main result of the paper is the existence of a unique partition of the set of 
elements of a matroid on a linearly ordered set with a given basis into external and 
internal elements. 
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Theorem 5.1. Let M be a linearly ordered matroid on a set E and B be a basis of M. 
There exists a unique cyclic flat F such that Bc~F is an external basis of M(F) and B\F 
is an internal basis of M/F. 
Moreover, we have ExtM(B) = Extutr)(BoF) and IntM(B) = Intu/r(B\F). 
Lemma 5.2 describes the pivot graph associated with a basis in a restriction or 
a contraction of a matroid, similarly Lemma 5.3 describes activities. The proofs are 
straightforward and left to the reader. 
Lemma 5.2. Let M be a matroid on a set E and A be a subset of E. Let B be a basis of 
M such that BoA is a basis of the restriction M(A). Then B\B' = B\A is a basis of the 
contraction M/A and we have 
(i) Piv(M(A); BoA) is the subgraph of Ply(M; B) induced by A. 
(ii) Ply(M/A; B\A) is the subgraph of Ply(M; B) induced by E\A. 
Under the hypothesis of Lemma 5.2 and with the same notation, we have: 
Lemma 5.3. Suppose the set E is linearly ordered. Then 
(i) ExtMtA)(Bc~A) = ExtM(B)c~A 
(ii) IntM/a(B\A) = IntM(B)c~(E\A) 
Proof of Theorem 5.1. Consider the pivot graph G = Ply(M; B) with the given linear 
ordering of E. By Proposition 3.2 there is a partition B = B1 + B2 of B and 
E\B = B' = B'~ + B'2 of its complement such that (i) tru(B'~) ~_ B1 and a~(B2) _ B~, 
(ii) the sources of the subgraph induced by B1uB'~ are in B'I and (iii) the sources of 
the subgraph induced by B2uB'2 are in B2. Set F = BIUB'~. By Proposition 3.2 we 
have aM(B'I) = B1, hence B1 = BoF is a basis of M(F), and F is a union of circuits of 
M. Dually, we have a*(B2) = B~, hence B2 = B\F is a basis of M/F, and E\F is 
a union of cocircuits of M. It follows that F is a cyclic fiat of M. 
By Lemma 5.2 the pivot graph Piv(M(F); BeeF) is the subgraph of G induced by F. 
Since by (ii) the sources of this subgraph are in BoF, the base BoF of M(F) is 
external. Similarly, (iii) implies that B\F is an internal basis of M/F. 
By Lemma 5.3 we have ExtM(B) = ExtM~(Bc~F) and IntM(B) = IntM/p(B\F). 
We now prove the uniqueness of F. Let F be a cyclic flat with the properties in the 
statement of Theorem 5.1. Set B1 = BnF, B E = B\F, B'~ = F\B and B~ = (E\F)\B. 
By Lemma 5.2 we have (i) aM(B't) _ B1 and o'~/(B2) ~ B~. Since B1 is an external basis 
of M(F) by Lemma 5.3 we have (ii) the sources of the subgraph induced by B1 uB'~ are 
in B't. Similarly, B2 being an internal basis of M/F implies that (iii) the sources of 
the subgraph induced by BEUB'2 are in B2. By Proposition 3.2 the partitions 
B = B1 + BE and E\B = B'I + B'2 are unique, hence F is unique. [] 
We say that F is the set of external elements of M (with respect o B and the 
ordering of E) and E\F is the set of internal elements. 
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Corollary 5.4. Let M be a matroid on a linearly ordered set E and X, Y be two disjoint 
subsets orE. There exists a basis B of M such that X is the set of internally B-active 
elements and Y is the set of externally B-active elements, if and only if there exists 
a cyclicflat F such that 
(i) X is the set of internally active elements of an internal basis of M/F and 
(ii) Y is the set of externally active elements in an external basis of M(F). 
We point out that the set of B-active elements i not hereditary. We only know that 
if A is the set of B-active elements then A contains at least one element a such that 
A\(a} is the set of B'-active elements for another basis B'. 
6. A decomposition of the set of bases. Application 
Theorem 5.1 provides a natural decomposition of the set of bases of a matroid on 
a linearly ordered set. 
Theorem 6.1. Let M be a matroid on a linearly ordered set with set of bases ~. We have 
F cyclic flat 
of M 
{B1 + B2: BI external basis of M(F), 
B2 internal basis of M/F}, 
where y. and + denote the disjoint union. 
Proof. By Theorem 5.1 for every basis B of M there exists a unique cyclic flat F such 
that B is a disjoint union of an external basis of M(F) and an internal basis of M/F. 
Conversely, let F be a cyclic flat. The matroid M(F) having no isthmuses has at least 
one external basis. The matroid M/F having no loops has at least one internal basis. 
The union of a basis of M(F) and a basis of M/F is a basis of M. [] 
Let #(M) denote the M6bius number of the matroid M. Theorem 6.1 provides 
a bijective proof of the following result due to the first author. 
Corollary 6.2 (Etienne [4]). Let b(M) be the number of bases of a matroid M. We have 
b(M) = ~ I#(M/F)I [t~(M*/(E - F))I. 
F cyclic fiat of M 
Proof. By a result of Whitney (see [8]) Ikt(M)[ is the number of internal bases of the 
matroid M. Corollary 6.2 follows from Theorem 6.1. [] 
Corollary 6.3 (Dawson [3, Theorem 3.6]). The number of cyclic flats of a matroid M is 
not #reater than its number of bases. 
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Proof. For any matroid M we have Ig(M)I >/1 (see [8]). [] 
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