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Hvala Petri, družini in sodelavcem iz podjetja 1Home, ki so me podpirali pri študiju
in izdelavi magistrske naloge.

Program dela
Ideja magistrske naloge je, da pri rekonstrukciji naprav KNX upoštevamo tudi funk-
cijske opise, ki se nahajajo v katalogih posameznih naprav in nosijo informacijo o
funkcionalnosti posamezne funkcije. Pri tem upoštevamo, da so funkcijski opisi v
različnih jezikih in da se le-ti razlikujejo predvsem med različnimi proizvajalci.
V prvem delu magistrske naloge analizirajte problematiko rekonstrukcije naprav
pametnih domov KNX in pripravite pregled obstoječih rešitev na tem področju.
Natančno predstavite uporabljeno podatkovno množico in utemljite uporabo po-
sameznih metod procesiranja naravnega jezika in večrazredne klasifikacije. Imple-




Rekonstrukcija naprav iz projektne datoteke KNX
Izvleček
Povezljivost in enostavnost integracije naprav IoT sta ena izmed poglavitnih razlo-
gov, zakaj je v zadnjih letih močno naraslo zanimanje za pametne domove. Starejše
tehnologije, kot je KNX, imajo veliko težavo slediti razvoju in zagotavljati enako
uporabniško izkušnjo, kot jo danes ponujajo največji proizvajalci na trgu naprav
IoT za pametni dom. Veliko prepreko na trgu pametnih domov KNX predstavlja
predvsem konfiguracija, saj ta ne vsebuje informacij o končnih napravah v upo-
rabnikovem domu, ampak zgolj konfiguracijo posameznih funkcij. V magistrskem
delu smo razvili komponento, ki iz projektne datoteke, kjer je zapisana celotna kon-
figuracija funkcij v KNX-domu, rekonstruira končne naprave v primerni obliki za
vizualizacijo ali glasovno opravljanje naprav v domu. V prvem koraku smo sestavili
podatkovno množico, kjer so funkcije razdeljene v 65 različnih razredov funkcio-
nalnosti. Iz krajših tekstovnih razlag v angleškem in nemškem jeziku smo nato z
metodami procesiranja naravnega jezika in večrazredno klasifikacijo izdelali napove-
dni model za predikcijo funkcijskih razredov. Na podlagi napovedanih razredov in
preostalih parametrov konfiguracije smo potem rekonstruirali naprave v domu. Na
koncu smo razvili aplikacijski modul, ki uporabniku omogoča, da naloži projektno
datoteko doma, preko le-te pa je nato zgenerirana ustrezna konfiguracija. Imple-
mentirano rešitev smo primerjali z alternativno rešitvijo in ugotovili, da smo z našo
metodo precej povečali število pravilno zaznanih naprav.
Ključne besede: pametni domovi, KNX, procesiranje naravnega jezika,
večrazredna klasifikacija

Device reconstruction based on KNX project file
Abstract
Connectivity and integration simplicity are two of the main features of the IoT
market which drive the rising popularity of Smart Home in the last years. Older
technologies like KNX are struggling to follow the rapid development and to deliver
the same user experience as IoT giants do. The biggest barrier for the KNX market
lies in its configuration specifics, which is not aware of end-customer devices included
in the home but only saves the configuration of each functionality. In this master’s
thesis we developed a component, which reconstructs the complete home configura-
tion into a form ready for visualization or voice control of specific devices based on
KNX project file, which includes a complete configuration of KNX Smart Home. In
the first phase we prepared a dataset of KNX functions, which are distributed into 65
classes. Using natural language processing techniques and multi-class classification
algorithms, we then constructed a prediction model for predicting specific function
class based on English and German short text function descriptions. Using this in-
formation and other parameters from KNX project file we then group functions into
meaningful devices included in the home. At the end, we developed an application
module, which includes an element for uploading KNX project file based on which
we then generate the adequate configuration. Comparison between the implemented
module and the alternative solution showed that we have successfully increased the
number of correctly detected devices.
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Veliki napredki na področju interneta stvari (angl. Internet of Things, IoT) zelo
močno vplivajo na povezljivost in delovanje elementov v hiši, predvsem pa so do-
ločeni elementi pametnih domov postali cenovno dostopnejši in prijaznejši [1]. Kot
posledica ogromnega števila naprav IoT na trgu [2] in predvsem osredotočenosti na
povezljivost naprav so se v zadnjih letih uveljavili središčni sistemi (angl. hub),
ki skrbijo za centralno vodenje povezanih naprav. Trenutno najbolj uveljavljeni
središčni sistemi na področju pametnih domov so platforme If This Than That
(IFTTT), Amazon Alexa, Google Home in Apple HomeKit [3]. Ti sistemi skrbijo
za boljšo in poenoteno uporabiško izkušnjo, vključujejo sistem za definiranje in iz-
vajanje avtonomnih operacij ter za povezljivost naprav, ki drugače med seboj niso
sposobne komunicirati.
Kljub temu, da so širši javnosti te rešitve nove, pa je trg pametnih domov dosti
starejši. Odprtokodna in standardizirana tehnologija KNX, prej znana pod ime-
nom European Installation Bus (EIB), je nastala leta 1990 in se počasi uveljavila
na področju pametnih domov. Danes za njen razvoj in napredek skrbi združenje
KNX (angl. KNX Association), vendar je adaptacija na nove tehnologije in njihova
povezljivost v vedno večji ekosistem IoT-naprav zelo počasna. Velika težava siste-
mov, kot je KNX, je njihova odvisnost od specializiranih inštalaterjev, ki v prvi fazi
fizično postavijo sistem, v drugi fazi pa ga nato skonfigurirajo. Ker je za kasnejše
prilagoditve sistema še vedno potreben specializirani inštalater, takšen pristop po-
sledično utežuje enostavno razširljivost in prilagodljivost uporabnikovim potrebam,
ki pa sta danes osnovi za razširjenost in uspešnost IoT-sveta.
Pri konfiguraciji sistema KNX ne gre za definicijo naprav, kot jih razume končni
uporabnik, ampak gre za definiranje in povezovanje funkcij pametnih krmilnikov ter
senzorjev inštalacije. Zaradi te lastnosti preslikava skonfiguriranega sistema KNX v
človeku razumljivo strukturo naprav ni enostavna in zahteva podrobno poznavanje
protokola ter dostop do opisa posameznih funkcij.
V magistrskem delu smo problem preslikave konfiguracije sistema KNX v struk-
turo končnih naprav preoblikovali v klasifikacijski problem besedil, ki je eden izmed
klasičnih problemov strojnega učenja (angl. machine learning). Za potrebe magistr-
ske naloge smo v prvem delu definirali klasifikacijske razrede in označili podatkovno
množico, ki vsebuje več kot 100.000 funkcij, ki pripadajo več kot 400 različnim na-
pravam protokola KNX. Nato smo z uporabo metodologij procesiranja naravnega
jezika (angl. natural language processing, NLP) in klasifikacije zgradili predikcijski
model za zaznavanje posameznih funkcij v sistemu KNX. V drugem delu magistr-
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ske naloge smo opisali implementacijo komponente za zaznovo naprav iz projektne




Pojem “pametni dom” danes uporabljamo na različnih področjih, ki dostikrat nimajo
veliko skupnega, največkrat pa ga srečamo v kontekstu, kjer pojem opisuje skupek
omrežnih naprav, senzorjev, gospodinjskih aparatov, do katerih lahko dostopamo, jih
nadzorujemo in upravljamo na daljavo in ki stanovalcem pomagajo pri vsakodnevnih
opravilih [4]. V takem pomenu se besedna zveza prvič omeni s projektom ECHO
IV [5]. Napredek tehnologije se je nato nadaljeval z razvojem naprav za pomoč pri
samostojnem življenju starejše populacije, pravi razcvet pa se je zgodil v prvih letih
enaindvajsetega stoletja, ko se je povečalo zanimanje za to tehnologijo in so nastale
nove ter hkrati tudi cenovno dostopnejše naprave [6].
Prvi komunikacijski protokol za avtomatizacijo naprav v domu X10 [7] je bil
razvit v sedemdesetih letih dvajsetega stoletja in za prenos podatkovnih sporočil
uporablja električni vodnik. Nadgradnjo sistema X10, ki ga na trgu srečamo še
danes, predstavljata protokola Insteon [8] in Universal Powerline Bus (UPB) [9].
Prvi za primarni komunikacijski kanal uporablja radiofrekvenčne kanale (angl. radio
frequency), motnje v električni napeljavi pa izkorišča kot podporni sistem. Pri
protokolu UPB pa gre za razširitev funkcionalnosti sistema X10, saj omogoča večji
spekter sporočil in posledično bolj kompleksno komunikacijo.
Danes zelo uveljavljena protokola ZigBee [10] in Z-Wave [11] predstavljata napre-
dek na področju radiofrekvenčih komunikacijskih kanalov. Oba temeljita na mrežasti
komunikacijski strukturi (angl. mesh networking structure), kjer je vsaka naprava v
omrežju hkrati sprejemnik in oddajnik. Podobno mesto danes zavzemajo popularne
naprave IoT, kot so luči Phillips Hue, avtonomni sesalniki iRoboto itd., ki za ko-
munikacijo uporabljajo omrežje WiFi, omrežje Bluetooth ali komunikacijo kratkega
dosega (angl. Near Field Communication, NFC). Največja težava teh naprav je nji-
hova odvisnost od kakovosti omrežja in relativno visoka poraba električne energije.
Odprtokodni standardiziran protokol KNX se je v Evropi pojavil kot alternativa
tehnologijama Insteon in UPB, ki poleg električnega voda, ki ima težave z inter-
ferenco [12], in nestabilnega radiofrekvenčnega kanala za komunikacijo največkrat
uporablja tako imenovani Twisted Pair 1 (TP1) vodnik, ki ga položimo zraven elek-
tričnega vodnika. Kot posledica svoje decentralizirane topologije in stabilne komu-
nikacije preko posukanega para se je protokol KNX na začetku uporabljal predvsem
pri gradnji večjih zgradb, kot so hoteli in poslovne stavbe, danes pa ga vse večkrat
srečamo tudi v večstanovanjskih objektih in večjih hišah.
Za razvoj in napredek tehnologije skrbi organizacija KNX (angl. KNX Associa-
tion), ki danes združuje več kot 450 podjetij [13]. KNX je kot standard priznan v
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okviru ISO/IEC, CENELEC, CEN, SAC in ANSI/ASPHRAE [14].
2.1 Konstrukcija in topologija
Kot smo že omenili, se pri inštalaciji KNX največkrat uporablja kabel TP1, čeprav
sam protokol hkrati podpira tudi komunikacijo preko radiofrekvenčnega kanala, ele-
ktričnega vodnika ali protokola IP. V inštalacijo KNX lahko vključimo praktično vse
elektronske naprave v zgradbi, za uspešno delovanje pa je potrebno prilagoditi elek-
trično napeljavo in topologijo. Omrežje KNX ponavadi vključuje naslednje naprave,
ki jih vidimo tudi na shematski predstavitvi na sliki 2.1.





















• Krmilniki – pametni releji, ki ob določenem KNX-sporočilu izvedejo ustrezno
akcijo na priključenih končnih napravah. Krmilniki poleg projeciranja signalov
v električno omrežje vsebujejo tudi ogromno logičnih operacij (ugašanje naprav
po določenem času, stanje naprav glede na čas izvajanja, prilagajanje stanja
naprav glede na določene vrednosti senzorjev itd.). Glede na funkcionalnost, ki
jo podpira posamezni krmilnik, lahko le-te razdelimo med stikalne krmilnike,
krmilnike žaluzij, krmilnike ogrevanja itd.
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• Pametna stikala – za razliko od navadne električne inštalacije stikala niso di-
rektno vmeščena v električno omrežje, ampak so del omrežja KNX. Namesto,
da sklenejo ali prekinejo električni krog, so stikala KNX direktno povezana v
omrežje KNX in ob pritisku po omrežju pošljejo ustrezno sporočilo.
• Senzorji – v to skupino naprav štejemo vse naprave, ki glede na določeno
meritev v omrežje KNX avtomatsko posredujejo novoizmerjeno vrednost.
• IP-usmerjevalnik (angl. IP gateway) – naprave tega tipa izpostavljajo strežnik
UDP, preko katerega lahko spremljamo in pošiljamo podatke na omrežje.
• Vizualizacijski strežniki – naprave, ki uporabnikom omogočajo, da preko mo-
bilnega telefona vidijo in spreminjajo stanja naprav v njihovem domu.
Slika 2.1 hkrati prikazuje tudi način povezovanja naprav v KNX-inštalaciji. Ze-
lena črta predstavlja kabel TP1, ki skrbi za komunikacijo naprav v omrežju KNX,
medtem ko rdeča črta predstavlja električni vod. Iz slike je razvidno, da se vse
končne naprave v domu priključujejo na krmilnike. Za razliko od ostalih naprav
so stikala in senzorji ponavadi direktno povezani v omrežje KNX, ki poleg komuni-
kacije zagotavlja tudi 24-voltno napetost, kar zagotavlja dovolj energije za njihovo
delovanje. Na zgornji desni strani slike 2.1 lahko vidimo skupino IP-naprav, preko
katerih lahko sprogramiramo in nato tudi upravljamo naprave v omrežju KNX.
Glede na topološko zgradbo, ki jo vidimo na sliki 2.2, je omrežje KNX kot dre-
vesna struktura, ki je razdeljena na območja (angl. area) in linije (angl. line). Za
razdelitev omrežij v območja uporabljamo delilce območij (angl. area coupler, AC),
za razdelitev v linije pa uporabljamo linijske delilce (angl. line coupler, LC). Te
naprave lahko poleg razdelitve topologije skrbijo tudi za filtriranje sporočil, saj ve-
likokrat ni treba, da gredo vsa omrežja po celotnem drevesu, ali zaradi varnosti ali
pa zaradi optimizacije delovanja. Omrežje KNX lahko vsebuje največ 16 območij,
vsako območje ima lahko največ 16 linij, vsaka linija lahko vključuje največ 255
naprav KNX.
Stikala in senzorji se nameščeni na ustreznih mestih v zgradbi, medtem ko se kr-
milniki, IP-usmerjevalniki in vizualizacijski strežniki ponavadi nahajajo v razdelilnih
oz. električnih omaricah zgradbe.
2.2 Konfiguracija naprav in program ETS
Po zaključku fizičnega povezovanja naprav v omrežje je potrebno celotno omrežje še
skonfigurirati. V ta namen se uporablja programska oprema ETS, ki se na omrežje
poveže preko IP-usmerjevalnika ali vizualizacijskega strežnika, ki podpira funkcio-
nalnost IP-usmerjevalnika.
Delovanje vsake KNX-naprave v omrežju je predstavljeno s KNX-katalogom te
specifične naprave. KNX-katalog je datoteka, napisana v razširljivem označevalnem
jeziku (angl. Extensible Markup Language, XML), ki vsebuje naslednje podatke:
• referenco proizvajalca,
• kodo in ime produkta,
• sekcijo, ki vključuje parametre za delovanje naprave,
17
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... Največ 16 linij ...
• sekcijo, ki vključuje vse funkcije naprave,
• sekcijo s prevodi opisov iz primarnega jezika.
Tako parametri kot tudi funkcije so obrazložene s kratkim opisom, ki so primarno
v uradnem jeziku države proizvajalca. V sekciji s prevodi opisov ponavadi najdemo
prevode v angleški, francoski, španski in italijanski jezik, vendar se to razlikuje od
produkta do produkta.
V sekciji s parametri za delovanje naprave je definirano, kako naj naprava deluje,
kako naj se naprava obnaša v določenih situacijah in katere funkcije so omogočene.
V sekciji s funkcijami naprave najdemo objekte vseh funkcij, ki jih lahko določena
naprava izvede. Funkcija se lahko sproži kot posledica določenega sporočila, ki pride
po omrežju KNX, ali pa pošlje novo sporočilo v omrežje kot rezultat avtomatike,
nastavljene na napravi, ali pa kot rezultat določene spremembe na povezani končni
napravi (pritisk tipke ali sprememba izmerjene vrednosti senzorja).
Ob konfiguriranju določene naprave na začetku omogočimo želene funkcije, nato
pa tem funkcijam dodelimo skupinske naslove in jih tako medsebojno povežemo.
Vsako KNX-sporočilo vsebuje končni skupinski naslov, nanj pa se bodo odzvale vse
funkcije, ki smo jim ob konfiguraciji dodelili enak skupinski naslov. To nam omogoča,
da funkcije med seboj niso povezane zgolj točkovno, ampak lahko določeno sporočilo
vpliva na več funkcij hkrati.
Kot smo že omenili, vsako KNX-sporočilo vsebuje ciljni skupinski naslov, fizični
naslov izvorne naprave (dodeljen ob prvem programiranju naprave), validacijske
18
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bite, tip sporočila in seveda vrednost. Tipi sporočil KNX se razlikujejo predvsem v
velikosti podatkovnega dela. KNX-sporočilo lahko nosi od enega bita do štirinajst
bajtov veliko sporočilo, razlikujemo pa med 20 različnimi tipi sporočil.
Rezultat konfiguracije je projektna datoteka KNX (angl. KNX project file), ki
vključuje več datotek tipa XML. Najpomembnejša datoteka predstavlja konfigu-
racijo parametrov vsake posamezne naprave, skonfigurirane funkcije z dodeljenimi
skupinskimi naslovi in reference do posameznih funkcij v katalogu določene naprave.
Datoteka vključuje tudi razporeditev KNX-naprav po sobah in zgradbi. V projektno
datoteko KNX so vključene tudi XML-datatoteke katalogov vključenih naprav.
2.3 Analiza problematike
2.3.1 Motivacija
Po končani konfiguraciji KNX-sistema delo še vedno ni povsem zaključeno. Za
potrebe vizualizacijskih sistemov, ki niso del KNX-standarda, mora profesionalni
inštalater skupinske naslove in funkcije še enkrat povezati v uporabniku prijaznejšo,
predvsem pa razumljivejšo strukturo. Ta naloga ni časovno zanemarljiva, hkrati pa
dopušča veliko možnosti za napake in neenotno konfiguracijo vizualizacije v primer-
javi s samo konfiguracijo sistema KNX.
Največjo težavo pri transformaciji konfiguracije KNX v uporabniku prijaznejšo
strukturo predstavlja razumevanje posameznih funkcij in združevanje ter povezova-
nje posameznih funkcij v zaključeno končno napravo, saj so te informacije razvidne
zgolj iz kratkih opisov, ki jih podajo proizvajalci. Vsaka funkcija vsebuje dva opisna
parametra. Znotraj katalogov istega proizvajalca je pri opisu moč zaznati konsisten-
tnost, vendar pa se opisi razlikujejo od proizvajalca do proizvajalca.
Za primer si poglejmo definicijo in opis funkcij zasenčenih luči dveh različnih
proizvajalcev, ki jih najdemo v tabelah 2.1 in 2.2. Vidimo, da so določeni opisi
podobni, vendar če se zavedamo, da lahko na enem kanalu najdemo več kot 15
različnih funkcij in da je na KNX-trgu prisotnih več kot 400 podjetij, lahko hitro
ugotovimo, da deterministični pristop ne bi deloval dovolj dobro oz. bi potrebovali
veliko časa, da bi podprli širok spekter naprav.
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Poglavje 2. Pametni domovi KNX
2.3.2 Pregled obstoječih rešitev
Da je problem dejansko prisoten, izraža število produktov, ki so jih razvili proi-
zvajalci na trgu KNX-pametnih domov. Najbolj standardna rešitev, ki jo ponujajo
skoraj vsi sistemi za konfiguracijo vizualizacijskih strežnikov, je uvoz vseh skupinskih
naslovov z njihovimi opisi, ki jih nastavi profesionalni inštalater med konfiguracijo.
To skrajša konfiguracijski čas, saj ni potrebno vnašati skupinskih naslovov ročno,
čeprav še vedno zahteva precej ročnega dela.
Določena večja podjetja, ki imajo zelo širok spekter naprav, so razvila svoja
orodja za konfiguracijo omrežja KNX, pri kateri ni potrebno uporabljati programske
opreme ETS. Prvo takšno orodje je eConfigure KNX [15] podjetja Scheider Electric.
Orodje inštalaterju omogoči, da v program vnese tloris zgradbe, nanj ročno doda vse
naprave, ki jih želi vključiti v inštalacijo, in jih med seboj tudi poveže. Na podlagi
sheme nato orodje zgenerira konfiguracijo KNX kot tudi konfiguracijo uporabniške
vizualizacije. Druga takšna rešitev je LUXORliving [16] podjetja Theben, ki avto-
matsko zazna vse naprave v omrežju KNX in inštalaterju omogoča lažje povezovanje
naprav z uporabo orodij LUXORliving Plug in LUXORliving Play. Problem takšnih
rešitev je, da ne omogočajo uporabe KNX-naprav drugih podjetij, kar je eden od
glavnih stebrov standarda KNX, ter hkrati onemogočajo enostavno razširitev in
integracijo sistema v druge ekosisteme.
Pri konfiguraciji rešitve Pairot [17] podjetja Xxter na začetku uvozimo projek-
tno datoteko KNX, ki jo predhodno izvozimo iz programa ETS. Pri konfiguraciji
naprav nam nato pomaga sistem, ki mu najprej povemo, kakšno logiko smo upo-
rabljali pri poimenovanju skupinskih naslovov. Ta sistem lahko pride zelo prav, če
se pri poimenovanju v popolnosti držimo dobrih praks, kot jih na primer opisujeta
avtorja naslednjih člankov [18, 19]. Vseeno takšen pristop zahteva dobro poznavanje
projekta KNX in ni primeren za nekoga, ki ni sodeloval pri konfiguraciji pametnega
doma.
Podoben pristop uporablja podjetje Thinka [20], ki pri rekonstrukciji konfigura-
cije poleg omenjenega pristopa gleda tudi opise funkcij v katalogih in imena, ki jih
je definirala oseba, ki je skonfigurirala sistem. Ta rešitev je še najbližje pristopu,
ki ga bomo predstavili v magistrskem delu, zato bomo natančnost naše metode na
koncu primerljali s to rešitvijo.
Zelo podoben pristop k rekunstrukciji končnih naprav iz projektne datoteke KNX
je implementiralo podjetje Control4 [21]. Zgradili so podatkovno bazo najpogosteje
uporabljenih naprav na trgu in ročno klasificirali vse funkcije vključenih naprav.
Tako imajo popoln nadzor nad pravilnostjo sistema za uvoz konfiguracije. Problem
takšnega pristopa je zahtevnost in količina ročnega dela, ki ga morajo opraviti,
hkrati pa morajo ob vsaki posodobitvi konfiguracije naprave tudi sami posodobiti
podatkovno bazo.
2.3.3 Definicija problema
Cilj magistrske naloge je, da problem zaznavanja tipa funkcij preoblikujemo v kla-
sifikacijski problem, ki ga bomo nato reševali s pomočjo uveljavljenih metod na
področju procesiranja naravnega jezika in klasifikacijskih algoritmov. Hkrati želimo
razviti komponento spletne aplikacije, preko katere bo uporabnik naložil projektno




V poglavju 3 bomo pregledali obstojoče metode za procesiranje kratkih besedil
v angleškem in nemškem jeziku ter predstavili klasifikacijske algoritme, ki jih bomo
uporabili v nadaljevanju magistrske naloge.
V poglavju 4 naloge bomo predstavili, kako smo zasnovali komponento za proce-
siranje projektne datoteke KNX. Pogledali bomo infrastrukturo implementacije in
opisali posamezne korake.
V poglavju 5 magistrske naloge bomo na začetku opisali podatkovno bazo, ki smo
jo uporabili za učenje in testiranje metod klasifikacije. Nato bomo predstavili meto-
dologijo za testiranje in same rezultate testiranj uporabljenih metod za procesiranje
naravnega jezika in klasifikacijo.
V poglavju 6 bomo uspešnost predstavljene komponente primerjalali z obstoječo
rešitvijo podjetja Thinka.
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Z razvojem interneta in posledičnem naraščanjem števila besedil so se že v zadnjem
desetletju dvajsetega stoletja začeli ukvarjati s procesiranjem naravnega jezika in
klasifikacijo besedil [22]. Danes je problematika še veliko bolj razširjena in jo sre-
čamo na različnih področjih, kot so na primer internetni iskalniki, razvrščanje in
vrednotenje različnih besedil, iskanje sorodnih vsebin itd. Pri klasifikaciji besedil je
zelo pomembno predhodno procesiranje podatkov, ki se osredotoča predvsem na do-
mensko specifičnost besedil, jezik, reduciranje dimenzij vhodnih podatkov in močno
vpliva na natančnost generiranega modela [23].
V poglavju 3.1 opišemo uporabljene metode predprocesiranja besedil. Nato bomo
v poglavju 3.2 analizirali obstoječe klasifikacijske algoritme, ki so primerni za napo-
vedovanje razredov kratkih besedil.
3.1 Predprocesiranje
Področje procesiranja naravnega jezika zajema tehnike učenja, razumevanja in ge-
neriranja besedil. Avtorji članka [24], ki se prav tako osredotoča na analizo kratkih
besedil, so izpostavili pomembnost korakov predprocesiranja, kot so razčlenjevanje
(angl. tokenization), zaznavanje jezika in krnjenje (angl. stemming). V članku [23]
so avtorji prišli do podobnih zaključkov, hkrati pa so izpostavili razlike pri obdelavi
besedil v različnih jezikih. Tudi v našem primeru so besedila v različnih jezikih.
Po analizi 150 različnih KNX-projektnih datotek smo ugotovili, da v 98 % katalogi
vsebujejo ali angleško ali nemško različico besedil, zato se bomo v magistrskem delu
posvetili obdelavi besedil v omenjenih jezikih.
Avtorji članka [23] so v svojem delu izpostavili določene korake predprocesira-
nja in predstavili metodo za testiranje in validacijo posameznega koraka testiranja.
Hkrati so predlagali cevovod poteka obdelave podatkov pri klasifikaciji besedil, ki
smo jo pri gradnji modela in kasnejši predikciji uporabili tudi v naši implementaciji.
V tabeli 3.1 lahko vidimo predlagane korake predprocesiranja, ki smo jim dodali
korak, ki je specifičen za nemški jezik. Za nemščino je namreč zelo značilno sesta-
vljanje besed, kar močno otežuje in zmanjšuje uspešnost klasifikacijskih algoritmov,
zato smo dodali korak drobitve sestavljenih besed.
V naslednjih poglavjih bomo na kratko opisali metode za čiščenje in predproce-
siranje besedil, ki jih bomo kasneje uporabili kot vhodne parametre klasifikacijskih
algoritmov.
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Tabela 3.1: Koraki predprocesiranja besedil
Korak Metoda
1 razčlenjevanje
2 izločanje šuma in “stop” členov
3 krnjenje





Eden najpomembnejših korakov pri tekstovni analizi je predstavitev besedil v ra-
čunalniku razumljivi obliki. Največkrat se uporablja pristop razčlenjevanja (angl.
tokenization), kjer besedilo razbijemo v člene (angl. token). Ti predstavljajo fraze,
simbole, ponavadi pa en člen predstavlja besedo stavka. Tako besedilo preoblikujemo
v enote, ki lahko nato predstavljajo karakteristike posameznega besedila.
3.1.2 Izločanje šuma in “stop” členov
Kot je značilno za skoraj vsako pripravo podatkov na področju strojnega učenja, je
tudi pri analizi besedil potrebno odstraniti določen šum, ki se pojavlja v podatkih.
Pri analizi besedil tako imenovane “stop” člene največkrat predstavljajo vezniki,
predlogi in mašila [25]. Pri analizi kratkih besedil se pogosto pojavljajo simboli,
ki ločujejo posamezne segmente besedil in služiju bralcu pri razumevanju teksta, a
pogosto predstavljajo težavo pri procesiranju, zato jih ponavadi označimo kot šum
[26].
3.1.3 Krnjenje in lematizacija
Besede se v besedilih pojavljajo v različnih oblikah kot posledica različnih sklanja-
tev, časovne predstavitve ali sestavljenosti. Kot bralci se zavedamo, da imajo te
besede enak oz. zelo podoben pomen, vendar pa to predstavlja velik problem pri
procesiranju besedil. Posledično so se že zelo zgodaj začeli ukvarjati s procesom,
kjer želimo iz besed izluščiti korene besed, zato procesu pravimo krnjenje (angl.
stemming). Prvi članek na to temo je bil napisan leta 1968 [27] in je pomembno
vplival na nadaljni razvoj na tem področju.
Najbolj preprost pristop k algoritmom krnjenja je uporaba vnaprej generirane
vpogledne tabele (angl. lookup table), ki vsebuje korene in vse njihove možne modi-
fikacije. Prednosti takšnega pristopa so hitrost, preprostost in enostavno reševanje
izjem, kot so nepravilni glagoli v angleščini. Takšen način je primeren pri angleškem
jeziku, ki nima veliko variacij določene besede in vpogledna tabela zato ni preve-
lika. Nasprotno pa takšen pristop ni primeren za jezike, kot je turški jezik, kjer ima
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določen koren več kot sto različnih variacij [28], zelo slabo pa deluje tudi na novih
besedah, ki niso vsebovane v vpogledni tabeli.
V zadnjih letih se za krnjenje najpogosteje uporablja algoritem, ki ga je v svo-
jem članku predlagal M. F. Porter [29]. Algoritem za razliko od vpogledne tabele
uporablja pravila za sklanjanje, na podlagi katerih nato odstranjuje končnice besed.
Prednost takšnega algoritma je njegova preprostost in prilagodljivost na nove besede.
Na podlagi omenjenega članka se je kasneje razvilo več implementacij algoritma, ki
se med seboj razlikujejo predvsem v obravnavanju izjem. Avtor članka je kasneje
v svojem drugem članku z naslovom Snowball [30] še nadgradil svoj algoritem in
podal različice tudi za druge jezike poleg angleščine.
Težavi krnenja sta podkrnjenje (angl. understemming) in prekrnjenje (angl.
overstemming). Pri podkrnjenju določene besede, ki imajo enak krn, niso skrajšane
do enakega korena. Nasprotno pa pri prekrnjenju pridemo do enakega krna pri
besedah, ki nimajo enakega pomena. Alternativni pristop k iskanju osnovne oblike
besede je proces lematizacije oz. geslenja, ki se od krnjenja razlikuje predvsem v
svojem rezultatu. Pri krnjenju končnico samo odrežemo, pri procesu lematizacije
pa je končen rezultat slovarsko pravilna oblika. Na ta način lahko uspešno rešimo
problem prekrnjenja. Algoritmi za lematizacijo delujejo zelo podobno kot algoritmi
krnenja, le da na koncu dopolnijo dobljen krn s primerno končnico.
3.1.4 Drobitev sestavljenih besed
Pri analizi besedil v nemškem jeziku velik izziv predstavljajo sestavljene besede. Kot
izpostavijo avtorji članka [31], je težava v redkosti pojavljanja določenih sestavljenih
besed, kar pomeni, da je beseda velikokrat ignorirana oz. slabše analizirana s strani
generiranega modela. Posledično se avtorji članka ukvarjajo z analizo drobljenja
besed.
Algoritmi za drobljenje besede ponavadi razdelijo na vseh možnih mestih in pre-
verjajo, kdaj delitev pripelje do dveh slovnično pravilnih in pogostih besed. Ko
najdemo primerno mesto za delitev, besedo razdelimo. V nemškem jeziku je velika
težava takšnega pristopa v predponah, saj pomembno vplivajo na pomen besede,
hkrati pa se velikokrat pojavljajo v samostojni obliki. Posledično jih algoritmi za-
znajo kot zelo primerna mesta spojitve. Do te ugotovitve so prišli tudi avtorji članka
[32], kjer so predstavili svoj algoritem za identifikacijo najbolj verjetnega mesta spo-
jitve. Svoje odločitve o verjetnosti mesta delitve niso določili na podlagi pogostosti
samostojne pojavitve dobljenih besed, ampak so ocenjevali, kako pogosto se dobljene
besede pojavijo kot del sestavljenih besed.
3.1.5 Izbira značilnic
Pri analizi dolgih tekstovnih dokumentov je območje parametrov zelo veliko in so
pomembni algoritmi za izbiro značilnic (angl. feature selection). V nasprotju s
problematiko ogromnega števila značilnic oz. parametrov imamo v našem primeru
opravka s kratkimi besedili zelo specifičnega področja funkcionalnosti pametnega
doma. Posledično se v takšnem primeru določene besede velikokrat pojavljajo v
parih in med seboj močno korelirajo. Kot lahko ugotovimo iz članka [33], izbira
značilnic ne skrbi le za zmanjšanje velikosti prostora značilnic, ampak tudi poskrbi za
zmanjšanje medsebojne odvisnosti parametrov prostora. Avtorji v članku predlagajo
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uporabo Pearsonovega koeficienta za izračun korelacijske matrike, preko katere nato
izluščimo odvečne parametre.
3.1.6 Vreča besed
Vreča besed (angl. Bag of Words, BoW) je metoda preslikave besedila oz. doku-
menta v prostor značilk, ki jih lahko nato analiziramo s pomočjo metod nadzorova-
nega učenja. Kot smo v poglavju 3.1.1 opisali proces razčlenjevanja, z metodologijo
vreče besed na podlagi določene metrike, ponavadi števila pojavitev določenega člena
v dokumentu, za vsak dokument zgradimo predstavitveni vektor. Končni rezultat
metode BoW je matrika, kjer vsaka vrstica predstavlja en dokument, stolpci pa
predstavljajo število pojavitev določene besede v dokumentu.
Posledica takšnega pristopa je izguba semantičnih lastnosti besedila, ki je lahko v
določenih primerih kritična informacija. Enostavna alternativa osnovnemu pristopu
je, da namesto ene besede člen predstavlja več zaporednih besed, čemur pravimo
metodologija n-gram, kjer je n število zaporednih besed. Avtorji članka so izposta-
vili [23], da je razčlenjevanje v daljše enote smiselno pri analizi daljših tekstovnih
dokumentov, vendar delujejo dosti slabše na krajših besedilih.
Še ena alternativa pri predstavitvi besedil je metoda vektorskih vložitev (angl.
word embedding), ki namesto štetja ponovitve členov vsako besedo predstavi kot
vektor fiksne dolžine. Vektor je izračunan s pomočjo nevronskih mrež in predstavlja
kontekstualne lastnosti specifične besede v vhodnih besedilih. To pomeni, da bosta
na primer besedi hodnik in predsoba imeli podoben predstavitveni vektor, ker obe
predstavljata enak prostor v hiši. Avtorji članka so izpostavili pomankljivosti in
male razlike med metodo vektorskih vložitev v primerjavi z metodo vreče besed na
kratkih besedilih [34].
3.1.7 Utežitev besed
Besede, ki se pojavljajo v besedilih, nimajo vedno enake teže pri razvrščanju besedil
v skupine. Prvi in najbolj preprost primer reševanja tega problema je odstranje-
vanje “stop” členov, ki smo ga opisali v poglavju 3.1.2. Velikokrat pa želimo večjo
pomembnost dati besedam, ki se redkeje pojavijo v besedilih, saj najbrž ravno te
besede predstavljajo razliko med posameznimi razredi. K. Sparck Jones [35] je v
svojem članku predlagal metodo obratne pogostosti dokumentov (angl. Inverse Do-
cument Frequency, TF-IDF). Avtor predlaga, da pri metodi vreče besed namesto
uporabe vektorjev pogostosti pojavitve posamezne besede uporabljamo metriko, ki
hkrati upošteva število pojavitev in število pojavitev posamezne besede v vseh do-
kumentih. Matematično lahko metriko predstavimo z enačbo 3.1, kjer je N število
vseh dokumentov, df(t) število dokumentov v testni množici, ki vsebuje to besedo
t, TF (d, t) pa je pogostost pojavitve besede t v dokumentu d.






Čeprav s pomočjo metode rešimo problem nagnjenosti k zelo pogostim besedam,




Sedaj dobro razumemo, kako lahko z metodami iz poglavja 3.1 besedilo preobliku-
jemo v obliko, ki je primerna za delo s klasifikacijskimi algoritmi.
V naslednjih poglavjih bomo opisali delovanje metode naključnega gozda (angl.
Random forest), logistične regresije (angl. Logistic regression), metode podpornih
vektorjev (angl. Support Vector Machines, SVM) in metode sLDA (angl. Supervised
Latent Dirichlet Allocation). V zadnjem podpoglavju bomo predstavili uporabljene
metode za vrednotenje uspešnosti klasifikacijskih algortimov.
3.2.1 Metoda naključnih gozdov
Osnovni gradnik metode naključnih gozdov so odločevalna drevesa, kjer vsako voz-
lišče predstavlja analizo določene značilke opazovanega dokumenta. Svojo pot odlo-
čitve začnemo v korenu drevesa in se počasi po vozliščih pomikamo navzdol, dokler
ne pridemo v list drevesa, ki vsebuje predpostavljeno klasifikacijsko vrednost.
Metoda odločevalnih dreves je zelo nagnjena k prenasičenosti (angl. overfitting),
hkrati pa se slabo prilagaja spremembam v učnih primerih [37], ki jo metoda naključ-
nih gozdov rešuje po principu samovzorčenja (angl. bagging). Iz vhodne množice
podatkov D, z množico atributov a, algoritem za vsako klasifikacijsko drevo izbere
podmnožico atributov a′, ki je ponavadi kvadratni koren od a [37]. Na tej množici
atributov nato zgradimo odločitveno drevo in enak postopek ponovimo pri gradnji
vseh odločitvenih dreves. Več ko jih zgeneriramo, bolje bo deloval algoritem, vendar
je gradnja dreves draga operacija, zato je potrebno poiskati ravnovesje med številom
dreves in uspešnostjo napovedi.
Metoda naključnih gozdov je zaradi svoje preprostosti, dobrega delovanja in zmo-
žnosti obdelave velikega števila parametrov velikokrat izbira pri klasifikaciji besedil
[38, 39, 40]. Avtorji člankov [41, 42], ki so se v svojih delih ukvarjali z uporabo
metode naključnih gozdov pri klasifikaciji kratkih besedil, so predlagali razširitev
metodologije, ki bi hkrati zajemala tudi semantične lastnosti besedil.
3.2.2 Multinominalna logistična regresija
Logistična regresija je metoda klasifikacije, pri kateri vektorje realnih parametrov,
ki predstavljajo vhodne elemente algoritma, razdelimo v ustrezen razred z uporabo
metode največjega verjetja (angl. maximum likelihood method). Multinominalna
logistična regresija je razširitev osnovne metode, kjer namesto binarnega klasifika-
torja vhodne spremenljivke razdelimo v več kot dva razreda.
Verjetnost, da vektor x priprada določenemu razredu i, je pri multinominalni
logistični regresiji definirana z enačbo 3.2, kjer je O(i) vektor uteži, ki pripada
razredu i. Ker je rezultat enačbe 3.2 verjetnost, moramo to še preoblikovati v
napoved razreda. Pri logistični regresiji v ta namen ponavadi uporabimo sigmoidno
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Pri logistični regresiji se pogosto uporabljajo metode regularizacije, ki zmanjšajo
verjetnost napake za vsak vhodni vektor in klasifikacijskih razred. V povezavi z
logistično regresijo se v praksi največkrat uporabljata dve regularizacijski funkciji,
regularizacija L1 - Lasso in regularizacija L2 - Ridge. Ključna razlika med obema
metodama je v tem, da regularizacija L1 odstrani določene manj pomembne značilke,
medtem ko regularizacija L2 vpliva na celoten spekter značilk.
Multinominalna logistična regresija je zelo pogosto uporabljana metoda pri kla-
sikacijskih problemih strojnega učenja. Avtorji članka [43] so uporabili multinomi-
nalno logistično regresijo pri analizi in napovedovanju trendov v kratkih sporočilih na
socialnem omrežju Twitter. Avtorji knjige [https://arxiv.org/pdf/1904.08067.pdf] so
izpostavili dobre rezultate pri uporabe metodologije, a hkrati opozorili na predpo-
stavko logistične regresije, po kateri morajo biti vsi vhodni podatki neodvisni.
3.2.3 Metoda podpornih vektorjev
Osnovni princip metode podpornih vektorjev je iskanje hiperravnine v n-dimenzionalnem
prostoru, kjer je vsak učni primer predstavljen kot vektor vi = [e1, e2, . . . , en], kjer
je n število atributov učne množice in posledično tudi dimenzija iskalnega prostora.
Na položaj hiperravnine vplivajo samo zunanji vektorji določene množice, ki jih
imenujemo podporni vektorji. Cilj metodologije je maksimizirati razdaljo podpornih
vektorjev do iskane hiperravnine. To razdaljo imenujemo rob (angl. margin). Za
binarni primer lahko to zapišemo kot iskanje najkrajšega normalnega vektorja w in
konstante b, da velja izraz 3.3.
yi(w · xi − b) ≥ 1 (3.3)
Pri klasifikacijskem problemu več kot dveh razredov osnovni problem razširimo
s pomočjo opisanih binarnih klasifikatorjev in glasovalne sheme. Ponavadi se upo-
rablja implementacija “ena-proti-ena”, kjer za vsak par razredov zgradimo svoj bi-
narni klasifikator, ki uporablja metodo podpornih vektorjev, predstavljeno zgoraj.
Pri implementaciji “ena-proti-ena” je napovedani razred tisti, ki je prejel največ
glasov binarnih klasifikatorjev. Kljub temu, da obstajajo tudi druge razširitve me-
tode podpornih vektorjev, se izpostavljena metodologija velikokrat izkaže za boljšo
rešitev [44].
V primeru, ko prostori oz. podporni vektorji niso linearno ločljivi, metoda pod-
pornih vektorjev uporablja jedrno funkcijo, ki vhodne podatke ustrezno preoblikuje
in omogoča linearno ločitev. Velik problem metode podpornih vektorjev je pomanj-
kanje transparentnosti odločitve, vendar je metodologija kljub temu zelo razširjena,
saj prinaša visoko natančnost in ima hkrati zelo kratek čas napovedovanja [45].
3.2.4 sLDA
Poleg klasifikacije je še eno področje analize tekstovnih besedil modeliranje tem
(angl. topic modeling), kjer besedilom določamo abstraktne teme na podlagi ključ-
nih besed. Ena najbolj prepoznavnih metod na tem področju je Latent Dirichlet
Allocation (LDA) [46]. Ključni ideji metodologije sta dve predpostavki. Prva pred-
postavka pravi, da je vsako besedilo sestavljeno iz množice naključnih tem (sledi
porazdelitvi α). Druga predpostavka pa pravi, da je vsaka tema sestavljena iz do-
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ločene mešanice besed (sledi porazdelitvi β). Na podlagi teh predpostavk algoritem
deluje po naslednjih korakih:
1. predpostavimo, da je vseh tem k,
2. nato vsaki besedi dokumenta m pripišemo določeno temo, pri čemer sledimo
Dirichletovi distribuciji α,
3. za vsako besedo w v dokumentu m predpostavimo, da pripada napačni temi,
vse ostale besede pa imajo pripisano pravilno temo,
4. besedi w pripišemo novo temo na podlagi naslednjih dveh parametrov:
(a) porazdelitev tem v dokumentu m,
(b) kako pogosto je bila beseda w pripisana določeni temi v vseh dokumentih
(sledimo distribuciji β),
5. nekaj časa ponavljamo koraka 3 in 4 in počasi konvergiramo h končni rešitvi.
Avtorji [47] so v svojem članku predlagali razširitev metode, ki bi omogočila
klasifikacijo besedil na podlagi rezultatov algoritma LDA. Velikokrat se metoda LDA
v klasifikacijskih metodah uporablja za gradnjo dodatnih vhodnih parametrov [48],
tukaj pa so avtorji članka predstavili drugačen pristop.
Avtorji članka so v osnovni algoritem LDA vkoponirali še modeliranje izhodne
spremenljivke y. Osnovna ideja pristopa je, da je izhodna spremenljivka odvisna
od porazdelitve tem v določenem dokumentu. Za potrebe gradnje modela so av-
torji članka vsaki iteraciji korakov 3 in 4 dodali še en korak, ki po vsakem koraku
zamenjave teme besede določenega dokumenta prilagodi model generiranja izhodne
spremenljivke, ki je v osnovi generaliziran linearni model (angl. Generalised Linear
Model, GLM).
Avtorji so v svojem članku metodo testirali na kratkih tekstovnih besedilih in
jo primerjali z logistično regresijo. Ugotovili so, da je predlagana metoda izboljšala
pR2 (angl. predictive R2) napovedi glede na rezultat logistične regresije za 8 %.
3.2.5 Metode vrednotenja uspešnosti klasifikacijskih algorit-
mov
Večina matrik za evalvacijo uspešnosti klasifikacijskih algoritmov izhaja iz kontin-
genčne matrike [36], ki jo lahko vidimo na sliki 3.1. Matrika izhaja iz binarnega
klasifikacijskega problema in med seboj primerja število zadetkov (angl. True Po-
sitive, TP), število lažnih alarmov (angl. False Positive, FP), število pogreškov
(angl. False Negative, FN) in število pravilnih zavrnitev (angl. True Negative, TN).
Pomembnost posameznih parametrov se lahko razlikuje glede na klasifikacijski pro-
blem. Za lažjo predstavitev rezultatov ponavadi ne uporabljamo le kontingenčne
matrike, ampak se za to uporabljajo izpeljane mere:
• točnost (angl. accuracy): CA = TP+TN
TP+FN+FP+TN
• natančnost (angl. precision): PPV = TP
TP+FP
• priklic (angl. recall): TPR = TP
TP+FN
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Točnost je definirana kot ustreznost izračunane količine glede na njeno dejansko
vrednost. Točnost je zelo pogosto uporabljena mera, vendar je v primeru večrazre-
dnih klasifikacijskih problemov lahko nezanesljiva. Če bi model naključno razvrščal
podatke v razrede, je verjetnost, da bo model pravilno napovedal zavrnitev določe-
nega podatka, ker je le-ta premosorazmerna s številom razredov, zelo visoka. Posle-
dično ob meri točnosti uporabljamo dodatne mere, kot sta natančnost in priklic, ki
bi zaznale podobne nepravilnosti napovednega modela [49].
Avtorji članka [50] so kot alternativo predlagali mero AUC (angl. Area Under
Curve), ki je odporna na neenakomerno porazdelitev napak in pristranskost neena-
komerno porazdeljenih razredov. AUC-vrednost klasifikatorja je enaka verjetnosti,
da bo naključno izbranemu pozitivnemu primeru dodeljena višja ocena kot naključno
izbranemu negativnemu primeru.
Mera AUC zavzema vrednosti med 0 in 1, kjer je vrednost 0.5 enaka naključnemu
klasifikatorju, vrednosti nad 0.9 pa predstavljajo uspešne napovedne algoritme.
Pri večrazredni klasifikaciji mere razširimo tako, da za vsak razred izračunamo
vrednosti posameznih mer po principu “one-vs-all”, končne vrednosti pa predsta-




Končni rezultat našega modela je vkomponiran v aplikacijo podjetja 1Home [51],
ki se ukvarja z integracijo med KNX-pametnimi hišami in pametnimi asistenti, kot
so Amazon Alexa, Google Home in Apple HomeKit. V spletni aplikaciji uporabniki
naložijo svojo ETS-projektno datoteko, preko katere nato z uporabo implementirane
komponente razpoznamo naprave v uporabnikovem domu in jih ustrezno preobliku-
jemo, da so primerne za nadaljnjo uporabo s platformo podjetja 1Home.
V naslednjih poglavjih bomo najprej podrobneje predstavili tehnične kompo-
nente infrastrukture. V drugem delu poglavja pa bomo podrobneje opisali tok po-
datkov znotraj razvitega aplikacijskega modula.
4.1 Infrastruktura
Na sliki 4.1 vidimo preprosto shemo, ki prikazuje osnovne infrastrukturne module
za razpoznavanje naprav na podlagi projektne datoteke KNX. Na shemi vidimo, da
je spletni aplikacijski vmesnik razvit v ogrodju Vue.js, zaledni sistem pa temelji na
ogrodju Node.js. Pri analizi podatkov in gradnji klasifikacijskega modela smo upo-
rabljali programski jezik R, ki je namenjen statistični obdelavi podatkov, sam model
pa smo kasneje izpostavili s pomočjo knjižnice Plumber.R. V naslednjih poglavjih
bomo na grobo predstavili posamezne tehnologije.
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4.1.1 Node.js
Ogrodje Node.js je okolje za izvajanje programske kode JavaScript izven iskalnikov
in temelji na dogodkovni in asinhroni arhitekturi, kar prinaša enostavnejšo skala-
bilnost in preprostost sistemov. Aplikacija Node.js v osnovi teče na eni niti, zato
ni primerna za izvajanje procesorsko zahtevnih operacij. Na sliki 4.2 vidimo shemo
dogodkovne arhitekture ogrodja Node.js. Oddajnik dogodkov (angl. event emit-
ter) je klic asinhrone funkcije, ki se ne začne izvajati takoj, ampak se namesto tega
ustvari dogodek (angl. event). Dogodek je dodan v strukturo dogodkov, ki v osnovi
delujejo kot vrsta po principu FIFO, vendar z določenimi izjemami oz. prioritetami.
Glavna komponenta asinhrone arhitekture je dogodkovna zanka (angl. event loop),
ki skrbi za izvajanje dogodkov. Pri takšni arhitekturi je zelo pomembno, da ne izva-
jamo procesorsko zahtevnih operacij, saj lahko le-te kljub asinhroni implementaciji
ovirajo delovanje celotne aplikacije.







Rezultati raziskave [52], ki je bila opravljena leta 2019, nanjo pa je odgovorilo
več kot 20.000 razvojnikov, kažejo, da več kot 67 % vprašancev aplikacije razvija
v programskem jeziku JavaScript. Posledično je velika prednost ogrodja Node.js in
preostalih strežniških okolij, ki bazirajo na programskem jeziku JavaScript, v tem,
da lahko poleg spletne aplikacije tudi zaledni sistem napišemo v enem programskem
jeziku. Kot posledica velike popularnosti se je okoli ogrodja Node.js v zadnjih letih
razvil velik ekosistem, ki se predvsem odraža v številu razvitih modulov in knjižnic.
Tudi mi smo si pri razvoju določenih delov aplikacije pomagali z uporabo določenih
javno dostopnih knjižnic:
• pri izpostavitvi končnih točk programskega vmesnika – Express [53],
• pri posredovanju zahtevkov – Axios [54],
• pri branju datoteke .zip – Unzip [55].
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4.1.2 Vue.js
Vue.js [56] je odprtokodno ogrodje za razvoj spletnih uporabniških vmesnikov, ki
sledi arhitekturi aplikacije na eni strani (angl. Single Page Application, SPA). Glavni
lastnosti okolja Vue.js sta reaktivno povezovanje podatkov (angl. reactive data
binding) in sestavljene komponente (angl. composable view components).
Reaktivno povezovanje podatkov programerju olajša sinhroniziranje podatkov
in njihove vrednosti znotraj elementov objektnega modela dokumentov (angl. Do-
cument Object Model, DOM). Vue.js omogoča, da na določeno DOM-komponento
pripnemo določeno spremenljivko. Če se spremeni vrednost preko elementa DOM,
se sproži funkcija preko avtomatsko dodanega poslušalca (angl. listener). Na drugi
strani pa se ob spremembi vrednosti spremenljivke posodobijo zgolj tisti DOM-
elementi, ki so vezani na to vrednost. To funkcionalnost v ogrodju Vue.js imenujejo
“model pogleda” (angl. View model) [57].
Druga pomembna funkcionalnost ogrodja Vue.js so sestavljene komponente, ki
omogočajo gradnjo abstraktnih elementov. Abstraktne komponente zasnujemo tako,
da jih lahko uporabimo na več mestih in posledično olajšajo gradnjo pogledov.
4.1.3 R in Plumber.R
Programski jezik R, ki vključuje tudi okolje za razvoj programske opreme, je na-
menjen analizi in statistični obdelavi podatkov. Okolje R vključuje širok spekter
implementacij stastičnih algoritmov in tehnik za prikaz podatkov. Knjižnica Plum-
ber.R omogoča implementacijo programskega vmesnika, ki preko protokola REST
izpostavi končne točke sistema.
4.2 Koraki rekonstrukcije naprav
Modul, ki smo ga razvili kot del magistrske naloge, predstavlja komponento za re-
konstrukcijo končnih naprav iz projektne datoteke KNX v sistemu podjetja 1Home.
Uporabniki storitve do aplikacije dostopajo preko spletne aplikacije. Po registraciji
morajo uporabniki v prvem koraku podati informacije za dostop do svojega pame-
tnega doma KNX. Po uspešni povezavi aplikacija od uporabnika zahteva, da naloži
projektno datoteko KNX, iz katere nato rekonstruiramo naprave v uporabnikovem
domu. Na sliki 4.3 lahko vidimo celoten postopek rekonstrukcije naprav.
V naslednjih podpoglavjih bomo podrobneje opisali, kako deluje posamezen ko-
rak.
4.2.1 Korak 1: nalagajanje projektne datoteke KNX
Na sliki 4.4 vidimo izgled pojavnega okna, ki smo ga razvili v okolju Vue.js. Ta
uporabniku omogoča, da s pritiskom na polje izbere projektno datoteko KNX. Ob
tem smo uporabnika omejili, da naloži zgolj eno datoteko in da mora datoteka imeti
končnico .knxproj. S pritiskom na gumb “Upload” naredimo zahtevek POST na
zaledni sistem, ki v parametru “body” vsebuje pripeto datoteko.
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Slika 4.4: Slika prikazuje pojavno okno, preko katerega uporabnik naloži projektno
datoteko.
4.2.2 Korak 2: branje .knxproj datoteke
Ob prejetju zahtevka zaledna storitev najprej preveri, ali je projektna datoteka pri-
peta na prejeti zahtevek. Če datoteka ni bila uspešno naložena, zahtevek zavržemo
in v odgovoru opozorimo na napako. Ker je KNX-projektna datoteke v osnovi .zip
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datoteka, jo v naslednjem koraku odpakiramo s pomočjo knjižnice Unzip.
KNX-projektna datoteka vsebuje več map. Mapa z začetnico P vsebuje dato-
teke, ki specifično opisujejo KNX-konfiguracijo, medtem ko vsaka mapa z začetnico
M predstavlja enega proizvajalca, znotraj pa najdemo kataloge naprav, ki so upo-
rabljene v konfiguraciji.
V koraku 3 najprej odpremo datoteko 0.xml, ki se nahaja znotraj projektne
mape. Iz te datoteke preberemo informacije o strukturi zgradbe in razporeditvi
KNX-naprav po segmentih zgradbe. Nato preberemo še informacije o konfiguriranih
skupinskih naslovih skupaj z referenco do določene funkcije naprave.
Zatem odpremo še vse KNX-kataloge, kjer so opisane posamezne funkcije naprav.
Preverimo, v katerih jezikih so besedila posameznega kataloga, in temu primerno
označimo prebrane funkcije. Pri tem vedno prioritiziramo uporabo angleškega jezika.
Ohranimo samo opise funkcij, ki so uporabljeni v datoteki 0.xml.
Vse uporabljene funkcijske opise nato združimo v en seznam, kjer ohranimo samo
tiste parametre, ki jih potrebujemo za napovedovanje razredov, in tako zmanjšamo
velikost zahtevka POST, ki ga na koncu posredujemo na mikrostoritev (angl. mi-
croservice) za napovedovanje funkcijskih razredov.
4.2.3 Korak 3: napovedovanje funkcijskih razredov
Ko zahtevek prispe na programski vmesnik storitve plumber.R, zahtevke najprej raz-
delimo med oba podprta jezika. Nato podatke ustrezno preoblikujemo z implemen-
tiranimi metodami procesiranja naravnega jezika, ki smo jih opisali v poglavju 3.1,
in jih s pomočjo predhodno shranjenega modela SVM, ki smo ga opisali v poglavju
3.2.3, klasificiramo. Rezultate testiranj predstavljenih algoritmov smo podrobneje
predstavili v poglavju 5.
4.2.4 Korak 4: razporejanje funkcij po kanalih in napravah
Kot smo omenili v poglavju 2, lahko naprava KNX pokriva funkcije več končnih
naprav. Na KNX-področju takšne skupine funkcij imenujemo kanali (angl. chan-
nels). Še več, določene funkcije pripadajo le določeni končni napravi, medtem ko
so določene funkcije skupne vsem napravam ali pa definirajo določeno funkcional-
nost naprave, ki ni razdeljena po kanalih. Takšen primer je senzor temperature, ki
izpostavi zgolj eno funkcijo za predstavitev trenutne temperature.
Opisi kanalov sledijo določenim pravilom, ki smo jih zapisali v obliki regularnih
izrazov (angl. regular expression). Po opravljenih testiranjih smo kanale označili s
96 % točnostjo, kar je zadovoljivo dobro, hkrati pa z uporabo metod za grozdenje
(angl. clustering) in klasifikacijo nismo bili dovolj uspešni. Funkcije, ki ne pripadajo
nobenemu kanalu, združimo po instancah naprav.
4.2.5 Korak 5: rekonstrukcija naprav znotraj kanalov in na-
prav
Potem ko funkcije razporedimo med kanale, začnemo z rekonstrukcijo končnih na-
prav. V tabeli 4.1 je seznam končnih naprav, ki jih znamo identificirati. V stolpcu
“Obvezne funkcije” so naštete funkcije, ki so nujno potrebne za identifikacijo in ka-
snejše delovanje naprave.
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Tabela 4.1: Tabela vsebuje vse končne naprave, ki jih lahko identificira implemen-
tirana komponenta.
Tip naprave Obvezne funkcije
Luč s podporo zatemnitve Vklop/Izklop [1 bit], Relativna nastavitev zatemnitve [4 biti], Absolutna nastavitev zatemnitve [1 bajt]
Luč s podporo RGB Vklop/Izklop [1 bit], Absolutna nastavitev kanala vsake barve [3x 1 bajt]
Luč s podporo RGB Vklop/Izklop [1 bit], Absolutna nastavitev kanala barve [3 bajti]
Luč s podporo temp. barve Vklop/Izklop [1 bit], Absolutna nastavitev temperature barve [2 bajta]
Roleta s podporo višine Pomik gor/dol [1 bit], Ustavi [1 bit], Absolutna nastavitev višine [1 bajt]
Preprosta roleta Pomik gor/dol [1 bit], Ustavi [1 bit]
Termostat Trenutna temperatura [2 bajta], Nastavitev želene temperature [2 bajta]
Stikalo Vklop/Izklop [1 bit]
Senzor temperature Trenutna temperatura [2 bajta]
Senzor premikanja Zaznano premikanje [1 bit]
Senzor zasedenosti Zaznana zasedenost [1 bit]
Senzor svetlobe Trenutna vrednost svetlobe [2 bajta]
Senzor vlažnosti Trenutna vrednost vlažnosti [1 bajt]
Kontakt senzor Trenutna vrednost kontakta [1 bit]
KNX-scena Nastavitev številke scene [1 bajt]
Naprave identificiramo tako, da za vsako instanco kanala in naprave KNX preve-
rimo, če vključuje vse funkcije, ki predstavljajo obvezne funkcionalnosti posamezne
končne naprave. To naredimo v vrstem redu, kot so naprave predstavljene v tabeli




Na področju strojnega učenja je zelo pomembna transparentnost podatkov in me-
todologij, ki so nas pripeljale do končnih rezultatov, zato se bomo na začetku na-
slednjega poglavja najprej posvetili razlagi podatkovne množice. Kasneje bomo
predstavili uporabljeno metodologijo za vrednotenje posameznega koraka procesi-
ranja naravnega jezika skupaj s pridobljenimi rezultati. V zadnjem poglavju pa se
bomo osredotočili na vrednotenje in prilagajanje parametrov posameznega klasifi-
kacijskega algoritma.
5.1 Predstavitev podatkov
Naša podatkovna množica je generirana na podlagi katalogov naprav KNX. Kot
smo že v poglavju 2.2 omenili, je katalog naprave KNX datoteka XML, ki v več
sekcijah opiše možnosti za konfiguracijo naprave. Pri gradnji množice podatkov
smo ignorirali sekcijo s parametri in se osredotočili na seznam vseh funkcij, ki so
temelj naše analize. Hkrati je pomemben odsek s prevodi, kjer najdemo prevode v
angleški oz. nemški jezik v primeru, da nista standardna jezika kataloga. V tabeli
5.1 lahko vidimo seznam parametrov posamezne funkcije, ki jih lahko izluščimo med
branjem datoteke XML.
Pri končni gradnji modela nismo uporabljali vseh parametrov funkcij, ki so na-
šteti v tabeli 5.1. Ker želimo ustvariti model, ki bo zelo dobro deloval na podatkih
podjetij, ki jih nismo vključili v učno množico, smo izključili parameter “Company”.
Parameter “Name” smo iz analize izločili, saj podjetja zanj ne vključujejo prevodov
in se znotraj katalogov pojavlja zgolj v maternem jeziku proizvajalca. To bi, po-
dobno kot parameter “Company”, vplivalo na prilagajanje podatkov učni množici.
Hkrati smo iz analize izključili parametre “ReadFlag”, “WriteFlag” in “Transmit-
Flag”, saj se njihove standardne vrednosti, ki jih najdemo v katalogih, razlikujejo
od dejanskih vrednosti, ki jih nato nastavijo specializirani inštalaterji.
Parameter “Id” pri analizi predstavlja enoličen identifikator posamezne funkcije.
Drugi pomemben parameter naše analize je “ObjectSize”, ki predstavlja informacijo
o velikosti podatkovnega dela funkcije. Pri naši analizi smo se omejili na vrednosti
“1 bit”, “4 biti”, “1 bajt”, “2 bajta”, “3 bajti”, saj tako pokrijemo vse funkcije, ki so
potrebne za vizualizacijo in glasovno opravljanje naprav v domu.
Za našo analizo sta najbolj pomembna parametra “Text” in “FunctionText”, ki
oba predstavljata določen opis funkcije v angleškem jeziku. Za primer, ko opisi v
angleškem jeziku niso dostopni, pa uporabimo opise v nemškem jeziku, ki se naha-
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Tabela 5.1: Tabela predstavlja parametre posamezne funkcije v projektni datoteki
KNX.
Parameter Opis
Id Enoličen identifikator funkcije
Name Ime funkcije
Text Polje za opis funkcije v angleškem jeziku
FunctionText Polje za opis funkcije v angleškem jeziku
de_Text Polje za opis funkcije v nemškem jeziku
de_FunctionText Polje za opis funkcije v nemškem jeziku
ObjectSize Velikost vrednosti (1 bit–14 bajti)
Company Proizvajalec naprave
ReadFlag Ali je omogočeno branje vrednosti preko sporočila?
WriteFlag Ali je omogočeno spreminjanje vrednosti preko sporočila?
TransmitFlag Ali bo funkcija poslala sporočilo ob posodobitvi vrednosti?
jajo v poljih “de_Text” in “de_FunctionText”. Tekstovni opisi nosijo informacijo
o kanalu in o sami funkcionalnosti, ki jo funkcija implementira. Kot smo opisali v
poglavju 4.2.4, opisi kanalov sledijo določeni strukturi, ki se jo da precej enostavno
zapisati s pomočjo regularnih izrazov.
Naša podatkovna struktura je sestavljena iz 773 katalogov naprav KNX, ki pri-
padajo 10 različnim proizvajalcem (ABB, Jung, Gira, Gewiss, Theben, Zennio, Mdt,
Ekinex, Eae, Vitrum, uLux). Skupaj smo označili 101.302, po odstranjevanju šuma
pa smo ohranili 78.215 funkcij.
Funkcije smo na podlagi domenskega znanja razdelili v 65 razredov, ki predsta-
vljajo določene skupine funkcionalnosti v pametnem domu. Izpostaviti je potrebno,
da smo natančneje označili skupine funkcij, ki so potrebne za uspešno rekontruk-
cijo naprav za potrebe integracije s pametnimi asistenti in vizualizacijske aplikacije,
zato so določene funkcije definirane bolj splošno kot druge. Histogram na sliki 5.1
prikazuje distribucijo funkcij v posamezne razrede. Neenakomerna porazdelitev je
posledica splošne definicije določenih razredov in dejstva, da so določene funkcije
prisotne dosti bolj pogosto kot ostale in da določena podjetja nimajo podpore za
vse naprave.
Pri analizi uporabljenih algoritmov za procesiranje naravnega jezika smo večkrat
izpostavili, da gre v našem primeru za analizo kratkih besedil. Povprečna dolžina
opisov funkcij je 6,1 besede na funkcijo, število besed, ki se pojavljajo znotraj teh
opisov po odstranitvi šuma, pa je 1472.
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5.2 Metodologija in vrednotenje posameznih kora-
kov klasifikacije
V naslednjih poglavjih bomo predstavili analizo testiranj posameznih korakov pro-
cesiranja naravnega jezika, ki smo jih opisali v poglavju 3.1. Pri testiranju smo pred-
postavili, da so posamezni koraki med seboj neodvisni, so pa odvisni od izbranega
klasifikacijskega algoritma. Posledično smo uporabo oz. neuporabo posameznega
koraka testirali na vseh klasifikacijskih algoritmih.
Tabela 5.2: Tabela prikazuje število testnih funkcij za posamezno podjetje.







Pri učenju nismo direktno uporabili metode prečne validacije, saj so si opisi
funkcij znotraj posameznih podjetij precej bolj podobni kot opisi enakih funkcij dveh
različnih podjetij. V tabeli 5.3 vidimo rezultate napovedi, če testiranje izvedemo s
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Tabela 5.3: Primerjava natančnosti testiranja metod klasifikacije s 5-kratnim preč-
nim preverjanjem.
Metoda Rezultati [CA/AUC]
Logistična regresija (α = 0.5) 0.82/0.81
Naključni gozd (mtry = 50, ntree = 100) 0.96/0.97
sLDA (α = 2, η = 0.5) 0.83/0.81
SVM (linearno jedro, C = 10) 0.97/0.97
5-kratnim prečnim preverjanjem. Vidimo, da sta algoritma SVM in naključni gozd
delovala zelo dobro, vendar bomo v nadaljevanju hitro spoznali, da je to posledica
prevelikega prilagajanja podatkom.
Ker je glavni cilj naloge dobro napovedati funkcijo neznanega podjetja, smo tudi
testiranje zasnovali na podoben način. Izmed 10 podjetij, katerih funkcije sesta-
vljajo našo podatkovno bazo, smo izbrali 6 podjetij, ki so sestavljali testno množico.
Preostalih podjetij nismo uporabili kot del testnih iteracij zaradi premajhnega šte-
vila popisanih funkcij (uLux, Vitrum) oz. so si opisi funkcij podjetij Gira in Jung
precej podobni, ker imata veliko skupnih naprav. Pri vsakem testiranju smo zgradili
6 modelov na podlagi funkcij vseh podjetij razen enega. Skupni rezultat je uteženo
povprečje vseh napovedi glede na število funkcij testne množice posameznega pod-
jetja. V tabeli 5.2 lahko za vsako podjetje vidimo število vključenih testnih funkcij.
Rezultati posameznega koraka so predstavljeni v tabeli, kjer prvi parameter te-
stiranja predstavlja povprečno točnost modela, drugi parameter pa predstavlja pov-
prečno vrednost mere AUC.
5.2.1 Razčlenjevanje
Kot smo v uvodu v poglavje izpostavili, smo pri analizi uporabili dva parametra s
tekstovnim opisom “Text” in “FunctionText”. V tabeli 5.4 vidimo primerjavo rezul-
tatov testiranj, kjer smo pri enem testu ohranili informacijo o izvoru besed (vsaki
besedi smo dodali predpono “text_” ali “func_”), pri drugem tekstu pa smo igno-
rirali informacijo, v katerem polju se je beseda v osnovi nahajala. Ker podjetja
pri opisu naprav polja uporabljajo drugače, je za potrebe splošnosti modela bolje
izpustiti informacijo o osnovnem parametru posamezne besede.
5.2.2 Odstranjevanje šuma
Kot smo omenili v poglavju 2, opisi funkcij nosijo informacijo o kanalu in predsta-
vitev delovanja funkcije. Ker je naš cilj s pomočjo klasifikacijskih algoritmov napo-
vedati pravilno funkcionalnost, informacije o kanalu predstavljajo šum. Posledično
smo to informacijo odstranili s pomočjo regularnih izrazov, ki smo jih definirali za
razpoznavanje kanala. Hkrati smo osamili določene simbolne predstavitve, saj do-
ločena podjetja pred simboli uporabljajo presledke, druga pa simbole pripnejo brez
presledkov.
V tabeli 5.5 lahko vidimo, da se je z metodami odstranjevanja šuma izboljšalo
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Tabela 5.4: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru ohra-
nili informacijo o izvoru besede, v drugem primeru pa smo informacijo ignorirali.
Informacija o izvoru besed [CA/AUC]
Metoda
Da Ne
Logistična regresija (α = 0.5) 0.59/0.75 0.71/0.82
Naključni gozd (mtry = 50, ntree = 100) 0.69/0.76 0.81/0.85
sLDA (α = 2, η = 0.5) 0.50/0.65 0.61/0.73
SVM (linearno jedro in C = 10) 0.68/0.78 0.80/0.87
Jezik: angleščina, odstranjevanje šuma: DA
Krnjenje: DA, lematizacija: NE, izbira značilnic: DA, utežitev besed: NE
napovedovanje logistične regresije in algoritma sLDA, nismo pa izboljšali delovanja
algoritmov SVM in naključni gozd. Po odstranjevanju šuma smo odstranili dupli-
kate na podlagi parametrov “Text”, “FunctionText”, “ObjectSize” in “Company” in
zmanjšali velikost podatkovne množice za petino, kar pospeši gradnjo modelov.
Tabela 5.5: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru od-





Logistična regresija (α = 0.5) 0.71/0.82 0.59/0.75
Naključni gozd (mtry = 50, ntree = 100) 0.81/0.85 0.81/0.85
sLDA (α = 2, η = 0.5) 0.61/0.73 0.50/0.65
SVM (linearno jedro in C = 10) 0.80/0.86 0.80/0.87
Jezik: angleščina, informacija o izvoru besed: NE
Krnjenje: DA, lematizacija: NE, izbira značilnic: DA, utežitev besed: NE
5.2.3 Krnjenje in lematizacija
V tabeli 5.6 vidimo primerjavi rezultatov metod krnjenja in lematizacije glede na
posamezen klasifikacijski algoritem. Lahko opazimo, da lematizacija ni izboljšala re-
zultata napovedi večine algoritmov. V takšnem primeru se raje odločimo za uporabo
metode krnjenja, saj za svoje delovanje potrebuje manj časa.
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Tabela 5.6: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru upo-




Logistična regresija (α = 0.5) 0.71/0.82 0.72/0.82
Naključni gozd (mtry = 50, ntree = 100) 0.81/0.85 0.80/0.85
sLDA (α = 2, η = 0.5) 0.61/0.73 0.59/0.72
SVM (linearno jedro in C = 10) 0.80/0.86 0.79/0.85
Jezik: angleščina, informacija o izvoru besed: NE, odstranjevanje šuma: DA
Izbira značilnic: DA, utežitev besed: NE
5.2.4 Drobitev sestavljenih besed
Metodo drobitve sestavljenih besed smo uporabili pri predprocesiranju nemških be-
sedil, kjer so sestavljene besede zelo pogoste. Posledično metode krnjenja in le-
matizacije same ne zadoščajo pri povezovanju istopomenskih besed. V tabeli 5.7
lahko vidimo, da so se rezultati napovedi vseh algoritmov drastično izboljšali po
apliciranju metode drobljenja sestavljenih besed.
Tabela 5.7: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru upo-




Logistična regresija (α = 0.5) 0.59/0.72 0.50/0.68
Naključni gozd (mtry = 50, ntree = 100) 0.75/0.82 0.62/0.73
sLDA (α = 2, η = 0.5) 0.57/0.71 0.51/0.69
SVM (linearno jedro in C = 10) 0.76/0.82 0.58/0.72
Jezik: nemščina, informacija o izvoru besed: NE, odstranjevanje šuma: DA
Krnjenje: DA, lematizacija: NE, izbira značilnic: DA, utežitev besed: NE
5.2.5 Izbira značilnic
Metode za izbiro značilnic se ponavadi uporabljajo v primeru, ko je prostor značilnic
zelo velik. V našem primeru temu ni tako, se pa določene besede pogostokrat poja-
vljajo v parih, zato smo preizkusili metodo iskanja korelacij parov značilk. V tabeli
5.8 vidimo, da so se rezultati vseh algoritmov izboljšali potem, ko smo odstranili
močno korelirane značilke, kjer je Pearsonov koeficient korelacije več kot 0.8.
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Tabela 5.8: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru upo-
rabili iskanje značilk s pomočjo Pearsonovega koeficienta za izračun korelacijske




Logistična regresija (α = 0.5) 0.71/0.82 0.70/0.81
Naključni gozd (mtry = 50, ntree = 100) 0.81/0.85 0.78/0.82
sLDA (α = 2, η = 0.5) 0.61/0.73 0.60/0.72
SVM (linearno jedro in C = 10) 0.80/0.86 0.79/0.85
Jezik: angleščina, informacija o izvoru besed: NE, odstranjevanje šuma: DA
Krnjenje: DA, lematizacija: NE, utežitev besed: NE
5.2.6 Utežitev besed
Kot posledica dejstva, da imamo zelo neenakomerno razporeditev funkcij, enako drži
tudi za posamezne besede, zato smo pri gradnji matrike vreče besed primerjali dve
metodologiji. V prvem primeru smo uporabili metodo TF-IDF, ki poleg pogostosti
besede pri opisu določene funkcije le-to uteži s številom pojavitev znotraj vseh doku-
mentov, za primerjavo pa smo v drugem primeru uporabili klasično metodo grajenja
vreče besed, kjer štejemo zgolj pojavitve določene besede znotraj enega dokumenta.
Iz tabele 5.9 je razvidno, da je upoštevanje teže posamezne besede izboljšalo
napoved algoritma SVM, medtem ko so vsi preostali algoritmi delovali slabše.
Tabela 5.9: Tabela prikazuje primerjavo rezultatov, kjer smo v prvem primeru za





Logistična regresija (α = 0.5) 0.71/0.82 0.70/0.80
Naključni gozd (mtry = 50, ntree = 100) 0.81/0.85 0.80/0.85
sLDA (α = 2, η = 0.5) 0.61/0.73 0.60/0.72
SVM (linearno jedro in C = 10) 0.80/0.86 0.81/0.87
Jezik: angleščina, informacija o izvoru besed: NE, odstranjevanje šuma: DA
Krnjenje: DA, lematizacija: NE, izbira značilnic: DA
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5.2.7 Rezultati klasifikacijskih algoritmov
V tem poglavju bomo tabelarično predstavili rezultate testiranja metod klasifikacije,
kjer bomo vsak posamezen algoritem pognali z različnimi parametri in tako ocenili,
kateri model deluje najbolje. Do rezultatov testiranj smo prišli po enaki metodi, kot
smo jo predstavili na začetku poglavja, hkrati pa smo upoštevali najboljši rezultat
skupka metod predprocesiranja za vsak algoritem posebej.
V tabeli 5.10 vidimo rezultate testiranj logistične regresije. Pri gradnji modela
smo uporabili logistično regresijo z regularizacijo L1 in L2. Parameter α uravnava
razmerje med regularizacijama po enačbi (1− α)/2||β||22 + α||β||1.
Tabela 5.10: Rezultati testiranja multinominalne logistične regresije z različnim
parametrom α.
α 0 0.25 0.5 0.75 1
CA/AUC 0.68/0.86 0.69/0.85 0.71/0.82 0.67/0.83 0.61/0.78
V tabeli 5.11 vidimo rezultate testiranja metode sLDA, kjer smo spreminjali pa-
rametra α in η, ki sta skalarni vrednosti Dirichletovih porazdelitev tem in razredov.
Vidimo, da se metoda sLDA ni izkazala kot najboljša izbira za klasifikacijo kratkih
tekstovnih besedil.
Tabela 5.11: Rezultati testiranja metode sLDA z različnima parametroma α in η.
η/α [AC/AUC] 0.1 1 2 5
0.1 0.59/0.73 0.55/0.72 0.63/0.76 0.60/0.73
0.25 0.50/0.68 0.51/0.69 0.52/0.71 0.51/0.71
0.5 0.55/0.71 0.46/0.69 0.61/0.73 0.60/0.72
V tabeli 5.12 vidimo rezultate testiranj metode naključnega gozda, kjer je pa-
rameter ntree število dreves, ki jih algoritem mora zgraditi, mtry pa je število
parametrov, ki jih algoritem naključno izbere pri rekurzivni gradnji vsakega posa-
meznega vozlišča odločitvenih dreves. Iz rezultatov lahko zaključimo, da smo že s
mtry = 50 in ntree = 100 dosegli kritično vrednost, od koder se rezultat ne bo več
drastično izboljšal oz. se bo zaradi prevelikega prilagajanja celo poslabšal.
V tabeli 5.13 lahko vidimo rezultate testiranj metode SVM pri uporabi različnih
jeder pri različnih vrednostih parametra kazni C. Vidimo, da so podatki linearno
ločljivi, saj je linearno jedro delovalo precej bolje kot polinomsko in sigmoidno.
Hkrati smo dobili tudi najboljši rezultat med vsemi klasifikacijskimi algoritmi, zato
bomo tudi v naši komponenti uporabljali klasifkacijski algoritem SVM, kjer bomo
v koraku predprocesiranja ignorirali informacijo o izvoru besede, odstranili šum in
uporabili metodi krnjenja, iskanja značilk na podlagi Pearsonovega korelacijskega
koenficienta ter pri gradnji matrike vrečenja besed uporabili metodo TF-IDF.
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Tabela 5.12: Rezultati testiranja metode naključnega gozda z različnima parame-
troma mtry in ntree.
mtry/ntree [AC/AUC] 50 100 300
30 0.80/0.84 0.80/0.84 0.81/0.84
50 0.80/0.85 0.81/0.85 0.81/0.86
70 0.79/0.84 0.80/0.84 0.78/0.85
Tabela 5.13: Rezultati testiranja metode SVM z uporabo različnih jedr ter različnih
parametrov kazni C.
C/Jedro [AC/AUC] Linearno Polinomsko Sigmoidno
0.1 0.80/0.87 0.12/0.55 0.38/0.66
0.5 0.81/0.88 0.12/0.55 0.38/0.66
2 0.80/0.87 0.12/0.55 0.38/0.67
5 0.80/0.87 0.12/0.55 0.39/0.66
10 0.81/0.87 0.12/0.55 0.63/0.78
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Poglavje 6
Rezultati testiranj komponente za
rekonstrukcijo naprav
Za validacijo uspešnosti celotne komponente smo implementirano rešitev primerjali
z obstoječo rešitvijo podjetja Thinka. Rešitev podjetja Thinka je implementirana na
napravi KNX HKV1.2 (verzija 4.2.960), ki smo si jo za potrebe testiranj izposodili
pri podjetju 1Home.
Za potrebe testiranja smo zgenerirali 5 projektnih datotek KNX, ki ne vključujejo
nobene naprave, ki smo jo uporabili v učni množici našega modela. Rešitev podjetja
Thinka v osnovi temelji na prepoznavanju naprav na podlagi imen skupinskih naslov,
ki jih dodeli specializirani inštalater. Pri tem podpirajo prepoznavanje naprav v
angleškem, nemškem in nizozemskem jeziku. V tabeli 6.1 lahko vidimo seznam vseh
naprav in njihovih funkcij, ki smo jih uporabili pri gradnji projektnih datotek. V
tretjem stolpcu najdemo dodeljene skupinske naslove, v četrtem stolpcu pa vidimo
poimenovanja posameznih funkcij.
V tabelah 6.2 in 6.3 lahko vidimo rezultate napovedi obeh komponent glede na
posamezne funkcije 5 testnih projektnih datotek. Polja, označena z DA, predsta-
vljajo pravilno napoved, polja, označena z NE, pa napako pri napovedi. Polje,
označeno s /, pomeni, da funkcija ni bila vključena v testno množico, ker podjetje
ne ponuja naprave za to specifično funkcionalnost.
Iz rezultatov lahko vidimo, da je implementirana komponenta delovala veliko
bolje na predstavljenih testnih projektnih datotekah. Predvsem lahko opazimo, da
je rešitev podjetja Thinka konsistentno slabo delovala pri zaznani funkcionalnosti
senzorjev in luči s podporo RGB. Hkrati lahko vidimo, da ni pravilno zaznala funk-
cionalnosti termostatov, saj je v 3 primerih zamenjala funkciji “Trenutna temp.” in
“Trenutna nastavljena temp”.
Na eni strani lahko ugotovimo, da je komponenta, ki smo jo zasnovali v magistr-
skem delu, dobro delovala na stikalih, lučeh, roletah, termostatih in KNX-scenah.
Na drugi strani lahko vidimo precejšnje razlike in odstopanja pri zaznavi posame-
znih funkcionalnosti senzorjev. To je posledica manjše učne množice, saj določena
podjetja ne ponujajo vseh funkcionalnosti.
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Tabela 6.1: Tabela prikazuje konfiguracijo posamezne funkcije v projektnih datote-
kah za testiranje.
Tip naprave Funkcija Skupinski naslov Ime
Luč s podporo zatemnitve Vklop/Izklop [1 bit] 1/6/7 Living room light switch
Luč s podporo zatemnitve Abs. nastavitev kanala [1 bajt] 1/6/108 Living room light brightness
Luč s podporo RGB Vklop/Izklop [1 bit] 1/6/110 Living room RGB light switch
Luč s podporo RGB Abs. nastavitev rdeče barve [1 bajt] 1/6/115 Living room RGB light red
Luč s podporo RGB Abs. nastavitev zelene barve [1 bajt] 1/6/116 Living room RGB light green
Luč s podporo RGB Abs. nastavitev modre barve [1 bajt] 1/6/117 Living room RGB light blue
Preprosta roleta Pomik gor/dol [1 bit] 2/1/110 Living room left blind up/down
Preprosta roleta Ustavi [1 bit] 2/1/111 Living room left blind step/stop
Roleta s podporo žaluzij Abs. nastavitev višine [1 bajt] 2/1/102 Living room right blind height
Roleta s podporo žaluzij Abs. nastavitev rolet [1 bajt] 2/1/103 Living room right blind slats
Termostat Trenutna temp. [2 bajta] 4/1/203 Living room current temperature
Termostat Abs. nastavitev temp. [2 bajta] 4/1/102 Living room temp. setpoint
Termostat Trenutna nastavljena temp. [2 bajta] 4/1/202 Living room current temp. setpoint
Stikalo Vklop/Izklop [1 bit] 1/0/1 Living room switch
Senzor temperature Trenutna temp. [2 bajta] 3/1/7 Bathroom current temperature
Senzor zasedenosti Zaznana zasedenost [1 bit] 3/2/1 Living room presence detected
Senzor premikanja Zaznano premikanje [1 bit] 3/2/2 Living room motion detected
Kontakt senzor Zaznan kontakt [1 bit] 3/2/3 Living room left window contact
CO2-senzor Trenutna vrednost C02 [2 bajta] 3/1/1 Living room CO2 value
Senzor vlažnosti Trenutna vlažnost [2 bajta] 3/1/2 Living room current humidity
Senzor svetlobe Trenutna svetlost [2 bajta] 3/1/3 Living room current brightness
KNX-scena Vklop KNX-scene [1 bajt] 6/0/1 Welcome home scene
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Tabela 6.2: Tabela prikazuje rezultate implementirane komponente za rekonstrukcijo
naprav na 5 projektnih datotekah.
Rezultati
Tip naprave Funkcija A B C D E
Luč s podporo zatemnitve Vklop/Izklop [1 bit] DA DA DA DA DA
Luč s podporo zatemnitve Abs. nastavitev kanala [1 bajt] DA DA DA DA DA
Luč s podporo RGB Vklop/Izklop [1 bit] / DA DA / /
Luč s podporo RGB Abs. nastavitev rdeče barve [1 bajt] / DA DA / /
Luč s podporo RGB Abs. nastavitev zelene barve [1 bajt] / DA DA / /
Luč s podporo RGB Abs. nastavitev modre barve [1 bajt] / DA DA / /
Preprosta roleta Pomik gor/dol [1 bit] DA DA DA DA DA
Preprosta roleta Ustavi [1 bit] DA DA DA DA DA
Roleta s podporo žaluzij Abs. nastavitev višine [1 bajt] DA DA DA DA DA
Roleta s podporo žaluzij Abs. nastavitev rolet [1 bajt] DA DA DA NE DA
Termostat Trenutna temp. [2 bajta] DA / DA DA DA
Termostat Abs. nastavitev temp. [2 bajta] DA / DA DA DA
Termostat Trenutna nastavljena temp. [2 bajta] DA / DA DA DA
Stikalo Vklop/Izklop [1 bit] DA DA DA DA DA
Senzor temperature Trenutna temp. [2 bajta] / DA / / /
Senzor zasedenosti Zaznana zasedenost [1 bit] / / / / /
Senzor premikanja Zaznano premikanje [1 bit] NE / NE NE NE
Kontakt senzor Zaznan kontakt [1 bit] DA / / / NE
CO2-senzor Trenutna vrednost C02 [2 bajta] NE / / / NE
Senzor vlažnosti Trenutna vlažnost [2 bajta] / NE DA / DA
Senzor svetlobe Trenutna svetlost [2 bajta] / DA DA DA DA
KNX-scena Vklop KNX-scene [1 bajt] DA DA / / /
A: Projekta datoteka KNX, ki vključuje naprave podjetja Berker.
B: Projekta datoteka KNX, ki vključuje naprave podjetja BES.
C: Projekta datoteka KNX, ki vključuje naprave podjetja Lingg&Janke.
D: Projekta datoteka KNX, ki vključuje naprave podjetja Siemens.
E: Projekta datoteka KNX, ki vključuje naprave podjetja Schneider Electric.
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Tabela 6.3: Tabela prikazuje rezultate komponente za rekonstrukcijo naprav podje-
tja Thinka na 5 projektnih datotekah.
Rezultati
Tip naprave Funkcija A B C D E
Luč s podporo zatemnitve Vklop/Izklop [1 bit] DA NE NE DA DA
Luč s podporo zatemnitve Abs. nastavitev kanala [1 bajt] DA NE NE DA DA
Luč s podporo RGB Vklop/Izklop [1 bit] / NE NE / /
Luč s podporo RGB Abs. nastavitev rdeče barve [1 bajt] / NE NE / /
Luč s podporo RGB Abs. nastavitev zelene barve [1 bajt] / NE NE / /
Luč s podporo RGB Abs. nastavitev modre barve [1 bajt] / NE NE / /
Preprosta roleta Pomik gor/dol [1 bit] DA DA DA DA DA
Preprosta roleta Ustavi [1 bit] DA DA DA DA DA
Roleta s podporo žaluzij Abs. nastavitev višine [1 bajt] DA DA DA DA DA
Roleta s podporo žaluzij Abs. nastavitev rolet [1 bajt] DA DA DA DA DA
Termostat Trenutna temp. [2 bajta] NE / DA NE NE
Termostat Abs. nastavitev temp. [2 bajta] DA / DA DA DA
Termostat Trenutna nastavljena temp. [2 bajta] NE / DA NE NE
Stikalo Vklop/Izklop [1 bit] DA NE NE NE DA
Senzor temperature Trenutna temp. [2 bajta] / NE / / /
Senzor zasedenosti Zaznana zasedenost [1 bit] / / / / /
Senzor premikanja Zaznano premikanje [1 bit] NE / NE NE NE
Kontakt senzor Zaznan kontakt [1 bit] NE / / / NE
CO2-senzor Trenutna vrednost C02 [2 bajta] NE / / / NE
Senzor vlažnosti Trenutna vlažnosti [2 bajta] / DA NE / DA
Senzor svetlobe Trenutna svetlost [2 bajta] / NE NE NE NE
KNX-scena Vklop KNX-scene [1 bajt] DA DA / / /
A: Projekta datoteka KNX, ki vključuje naprave podjetja Berker.
B: Projekta datoteka KNX, ki vključuje naprave podjetja BES.
C: Projekta datoteka KNX, ki vključuje naprave podjetja Lingg&Janke.
D: Projekta datoteka KNX, ki vključuje naprave podjetja Siemens.




Področje pametnih domov se v zadnjih letih vedno bolj usmerja k preprostosti nasta-
vitve in enostavni razširitvi obstoječega sistema. To dejstvo je predvsem nehvaležno
za že obstoječe uporabnike starejših protokolov pametnih domov, saj le-ti redko
omogočajo enostavno integracijo v novejše sisteme, kot so Amazon Alexa, Google
Home in Apple HomeKit. Na področju pametnih domov KNX je ta potreba še
toliko večja, saj gre za ožičeni protokol, na katerega je vezana celotna topologija
električne inštalacije doma, kar pomeni, da uporabnik ne more enostavno zamenjati
oz. opustiti pametne inštalacije.
Za hitrejšo razširitev sistema KNX in enostavnejšo integracijo v nove platforme so
določena podjetja že razvila svoje rešitve za avtomatsko zaznavanje naprav v domu.
Določena podjetja so razvila platformo, ki na podlagi tlorisne strukture zgenerira
celotno konfiguracijo pametnega doma, vendar so rešitve omejene le na naprave,
ki jih proizvaja podjetje samo. Do podobnega problema lahko pristopimo tudi v
kasnejši fazi, na podlagi projektne datoteke KNX, ki hrani celotno konfiguracijo
pametne hiše. Določena podjetja so se rekonstrukcije lotila na podlagi logike, ki jo
je uporabljal inštalater pri konfiguriranju posameznih funkcij naprav KNX, vendar
se zaradi težav s pogosto nekonsistentnostjo to ne izkaže kot najboljša rešitev.
V magistrski nalogi smo razvili komponento za rekonstrukcijo naprav na podlagi
projektne datoteke KNX. Naše analize nismo začeli v trenutku, ko uporabnik na-
loži projektno datoteko, ampak smo predhodno, na podlagi katalogov posameznih
naprav KNX, ki opisujejo njihovo delovanje, sestavili podatkovno množico funkcij.
Podatkovno množico za učenje sestavljajo funkcije 10 certificiranih proizvajalcev
naprav KNX, skupaj pa množica vsebuje preko 100.000 vhodov. Delovanje funkcije
je razloženo v več tekstovnih poljih, ki pa niso vedno v angleškem jeziku, zato smo
našo metodo razširili tudi s podporo za nemški jezik.
Funkcije smo na podlagi domenskega znanja in potrebe delovanja vizualizacijskih
strežnikov razdelili v 65 razredov. S pomočjo metod procesiranja naravnega jezika
in algoritmov za večrazredno klasifikacijo smo sestavili model, ki na podlagi opisov
funkcije napove določen funkcijski razred. Pri gradnji modelov na podlagi besedil
je zelo pomembno predprocesiranje, kjer smo uporabili algoritme razčlenjevanja,
odstranjevanja šuma, krnjenja, lematizacije, izbire značilk in uteženega štetja besed,
pri gradnji modela v nemškem jeziku pa smo dodali tudi metodo razbitja sestavljenih
besed. Kot smo iz pregleda sorodnih del pričakovali, sta se za najboljša klasifikacijska
algoritma nad kratkimi tekstovnimi besedili izkazala SVM in naključni gozd. Ob
tem smo testirali tudi klasifikacijo z logistično regresijo in metodo sLDA. Ker so si
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opisi funkcij znotraj podjetij konsistentno podobni, je največji izziv napovedovanje
na podlagi podatkov podjetij, katerih funkcije niso del učne množice. Algoritma
SVM in naključni gozd sta v povprečju presegla osemdesetodstotno točnost.
Kot del magistrske naloge smo naučeni model izpostavili v obliki mikrostoritve
in razvili komponento, ki je integrirana v platformo podjetja 1Home in skrbi za re-
konstrukcijo naprav na podlagi naložene projektne datoteke KNX. V poglavju 4 smo
opisali uporabljene tehnologije in posamezne korake implementacije. V zadnjem delu
naloge smo delovanje komponente primerjali z obstoječo rešitvijo podjetja Thinka,
kjer smo opazili občutno izboljšanje števila pravilno zaznanih naprav v domu.
Naš algoritem je tako dodatno skrajšal delo inštalaterja, ki želi obstoječi sistem
integrirati v sistem podjetja 1Home, saj mu ni treba vsake naprave vnesti ročno.
Slednje, seveda odvisno od velikosti sistema, lahko tudi profesionalnim inštalaterjem
vzame nekaj ur dela, hkrati pa je pri ročnem vnašanju še toliko več prostora za
napake. Še bolj pomembno pa je, da lahko z uporabo komponente, ki smo jo razvili
kot del magistrske naloge, integracijo izpelje tudi uporabnik sam in zato ne potrebuje
svojega inštalaterja.
7.1 Nadaljnje delo
V magistrskem delu smo zgradili modela za nemški in angleški jezik. Posledično
naš algoritem ne deluje na napravah, pri katerih projektna datoteka KNX ne vklju-
čuje opisa funkcij v nemškem ali angleškem jeziku. Če bi se v prihodnosti izkazala
potreba po podpori dodatnega jezika, bi za izgradnjo lahko uporabili enako mno-
žico učnih podatkov, tako da bi pri pridobivanju katalogov, ki opisujejo delovanje
posamezne naprave KNX, vključili še zahtevani jezik. Nato bi prilagodili predpro-
cesiranje besedil specifikam izbranega jezika in nazadnje izgradili želen modeli.
Velik izziv pri rekonstrukciji naprav predstavljajo splošni vhodni in izhodni kr-
milniki, ki so pri opisu posameznih funkcij prav tako zelo splošni in močno otežijo
delo. Za ta primer bi lahko implementirano komponento razširili tako, da bi upo-
rabnik za nedefinirane naprave ročno vnesel tip naprave, mi pa bi glede na nabor
zaznanih funkcij podali le možne tipe naprav.
Podobna razširitev bi lahko prišla v poštev pri odpravljanju napak, ki se pojavijo
pri rekonstrukciji naprav, saj, kot smo videli, naš algoritem seveda ne deluje s 100
% točnostjo. V primeru, ko algoritem naredi preveč napak, uporabniku ne omogoči
direktne uporabe integracije, ker mora inštalater preveriti, katere naprave so uspešno
zaznane in pri katerih so se pojavile napake. V nadaljevanju bi implementirano
komponento lahko razširili z opozorili, ki bi pri določenih napravah opozorila na
možne napake, če algoritem ni popolnoma prepričan v svojo napoved. Hkrati bi
lahko izpisali skupinske naslove, ki niso bili dodeljeni nobeni zaznani napravi in
tako izpostavili funkcionalnosti, ki jih nismo uspeli rekonstruirati. Ta pristop ni
najboljši za uporabnike, saj ne poznajo delovanja in same konfiguracije njihovega
doma ter posledično ne bodo uspeli sami odpraviti napak.
Ker je cilj algoritma rekonstrukcije naprav popolna odprava dela profesionalnih
inštalaterjev, se je bolj pametno osredotočiti na izboljšavo samega algoritma kot pa
na kasnejše odpravljanje napak. V učno množico bi lahko dodali opise inštalaterjev,
ki jih uporabljajo pri definiranju posameznih skupinskih naslovov, le-te pa nato
pripnejo na določene funkcije naprav KNX. To bi lahko naredili čez čas, ko bomo
imeli na voljo dovolj projektnih datotek različnih konfiguracij. Druga možnost je,
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da ta besedila, čeprav jih pri učenju nismo upoštevali, vseeno uporabimo pri sami
klasifikaciji, vendar so lahko inštalaterjevi opisi v drugem jeziku kot posamezni opisi
funkcij v katalogu. Kot so opisali avtorji članka [58], bi bilo v tem primeru zelo
pomembno, da oba modela, za nemški in angleški jezik, združimo v enega.
Druga možna pot izboljšave algoritma je upoštevanje logike, ki jo je inštalater
uporabljal pri dodeljevanju skupinskih naslovov, saj le-ti velikokrat sledijo eni izmed
dobrih praks, ki jih opisujejo avtorji člankov [18, 19], vendar je pri velikih projektih
in kasnejših popravkih zelo težko v popolnosti slediti opisanim pravilom.
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