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ABSTRACT
The Two Micron All Sky Survey (2MASS) photometric calibration observations cover 6 square degrees on the
sky in 35 ‘‘calibration fields, ’’ each sampled in nominal photometric conditions between 562 and 3692 times during
the 4 years of the 2MASS mission. We compile a catalog of variables from the calibration observations to search for
M dwarfs transited by extrasolar planets. We present our methods for measuring periodic and nonperiodic flux var-
iability. From 7554 sources with apparent Ks magnitudes between 5.6 and 16.1, we identify 247 variables, including
extragalactic variables and 23 periodic variables.We have discovered threeM dwarf eclipsing systems, including two
candidates for transiting extrasolar planets.
Subject headinggs: binaries: eclipsing — methods: statistical — stars: variables: other
Online material: machine-readable tables
1. INTRODUCTION
M dwarfs compose 70% of the main-sequence stars in the
local stellar neighborhood (Mathioudakis & Doyle1993). How-
ever, the mass-radius relation and planetary companion abundance
for these low-mass stars are poorly constrained (Lo´pez-Morales &
Shaw2006, Lo´pez-Morales et al. 2007; Endl et al. 2006;Hebb et al.
2006 and references therein). Optical searches are hindered by
the relative faintness of M dwarfs compared to solar-type stars.
M dwarfs emit much of their bolometric luminosity in the near-
infrared and, consequently, are the brightest and photometrically
most quiescent at these wavelengths. The near-infrared thus pro-
vides an ideal regime in which to look for eclipsing stellar, sub-
stellar and planetary companions to M dwarfs.
Many types of celestial objects have been studied individually
to characterize photometric variability in the near-infrared. Large-
field near-infrared variability studieswith 30 or fewer epochswere
pioneered in several star-forming regions (Carpenter et al. 2001,
2002; Barsony et al. 1997). The near-infrared variability of ex-
tragalactic sources has also been explored with optical- and radio-
selected quasars and active galactic nuclei (AGNs; Cutri et al.
1985;Neugebauer et al.1989; Enya et al. 2002).A large-field search
for extrasolar planets transiting M dwarfs and late-type eclipsing
binaries enables an unprecedented general study of the variability
of objects in the near-infrared.
1.1. M Dwarfs
1.1.1. M Dwarf Extrasolar Planet Transits
Among the200 known extrasolar planets, six have been dis-
covered orbiting four M dwarfs using the radial velocity tech-
nique: GJ 876, GJ 436, GJ 849, and GJ 581 (Rivera et al. 2005;
Butler et al. 2004, 2006; Bonfils et al. 2005 and references therein).
In addition, Bond et al. (2004) and Beaulieu et al. (2006) have
discovered two distant M dwarfs with large-separation (3 AU)
Jovian companions by detecting the microlensing of a more dis-
tant star. With the radial velocity technique, Endl et al. (2006)
report on a systematic effort to constrain the frequency of close-in
Jovian companions to M dwarfs. There are initial indications
that the frequency of close-in Jovian companions to M dwarfs is
less than that for FGK-type stars (Endl et al. 2006 and references
therein). This result implies possible differences in the formation
mechanisms, planetary migration, and/or disk evolution time-
scales for M dwarfs relative to earlier-type stars.
Transit searches offer another technique to search for planets
around nearby M dwarfs. More than 15 extrasolar planets have
been identified and confirmed around solar-like stars using this
technique (Butler et al. 2006 and references therein). The eclipse
depth of a Jovian-sized planet transiting a solar-type star is1%.
M dwarfs have radii of 0.1Y0.6 R and a transiting extrasolar
planet the size of Jupiter (0.1 R) can produce an observable
eclipse depth greater than 3%.
1.1.2. M Dwarf Eclipsing Binaries
There are eight known detached eclipsing binaries withM dwarf
components and only five that are well-studied (Lo´pez-Morales
et al. 2007; Hebb et al. 2006; Creevey et al. 2005; Lo´pez-Morales
& Ribas 2005; Ribas 2003; Maceroni & Rucinski 1997 and re-
ferences therein). Hebb et al. (2006) presents a comprehensive
review of known M dwarf eclipsing binaries. Theory currently
underestimates M dwarf stellar radii by about 10%Y15%; late-
type eclipsing systems need further study to test the mass-radius
relation (Burrows et al. 2001; Benedict et al. 2000).
1.2. 2MASS Calibration Point Source
Working Database Overview
The Two Micron All Sky Survey (2MASS; Skrutskie et al.
2006) imaged the entire sky in three near-infrared bands between
1997 and 2001. Photometric calibration for 2MASS was accom-
plished using nightly observations of selected calibration fields
around the sky. The 35 2MASS calibration fields are distributed
at approximately 2 hr intervals in right ascension near declina-
tions of 0

and30. Each 2MASS calibration field covers a re-
gion 8.50 wide (in right ascension) by 600 long (in declination).
Each night during 2MASS operations, the survey telescopes
were directed at one of the calibration fields once per hour (be-
fore 1997October 11UT two fieldswere observed every 2 hours).
During each visit, six consecutive scans of the field were made in
alternating declination directions in 10 minutes of elapsed real
A
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time (a ‘‘scan group’’). Each scan in the set of six was offset from
the preceding scan by500 in R.A. to avoid systematic pixel effects.
The calibrationfieldswere observed using the same ‘‘freeze-frame’’
scanning strategy used for the main survey that yielded a net 7.8 s
exposure on the sky per scan. Over the course of the 2MASS sur-
vey, between 562 and 3692 independent observations were made
of each of the 35 calibration fields. Table 1 presents a list of these
fields and their aggregate properties.
The raw imaging data from each scan of a 2MASS calibration
field were reduced using the same automated data processing
system used to process the survey observation data (Cutri et al.
2006, x IV). The reduction process detected and extracted source
positions and photometry for all objects in the images from each
scan. Measurements of the standard stars in each field were used
to determine the nightly photometric zero-point solutions as a func-
tion of time, and seasonal atmospheric coefficients. All source
extractions from all scans were loaded into the 2MASS Calibra-
tion Point SourceWorking Database (Cal-PSWDB). This database
contains over 191 million source extractions derived from 73,230
scans of the 35 calibration fields. Further descriptions of the Cal-
PSWDB and its properties can be found in Cutri et al. (2006).
We have carried out a new, systematic study of near-infrared
variability using the 2MASS Cal-PSWDB to search for late-type
eclipsing binaries and transiting extrasolar planets. In x 2, we
describe the selection of our sample of candidate variable stars
from the 2MASSCal-PSWDB. In x 3, we present our methods for
quantifying and identifying variability, and finding periodicity. In
x 4, we present the results of our variability analysis, including a
catalog of identified variables, periodic variables, extragalactic var-
iables, and late-type eclipsing systems. We present our conclusions
in x 5. Constraints on the frequency of M dwarfs with extrasolar
Jovian planets will be presented in a forthcoming paper.
2. SAMPLE SELECTION
The sample for this study was selected in two steps. First,
candidate M-dwarf stars that fall within the 2MASS calibration
field boundaries were identified in the 2MASS All-Sky Point-
SourceCatalog (PSC) via their photometric color (x 2.1). Allmea-
surements of each candidateM-dwarf were then selected from the
Cal-PSWDB, and the ensemble photometry for each star was
analyzed for variability (x 2.2). In x 2.3 we describe photometry
that are excluded from our analysis.
TABLE 1
2MASS Calibration Working Database Fields and Aggregate Properties
Galactic
2MASS Field Scansa
R.A.b
(J2000.0)
Decl.b
(J2000.0) l b Notes, Objects of Interest
90021.................. 2025 00 24 25.5 01 58 22.6 107.36651 64.02523 HD 2023: K1 III, BRI00210214: nearby, high proper motion M9.5 V
90294.................. 2621 00 33 15.9 39 24 05.5 318.91629 77.15726 HD 98784: K0/K1 III
90004.................. 2977 01 54 38.6 +00 43 00.9 154.11677 58.27527
90301.................. 3430 03 26 54.4 39 50 33.6 244.63466 55.50638
90247.................. 1962 03 32 03.9 +37 20 37.9 155.04346 15.31752 HD 18552: B8 Vne
90533.................. 1839 03 41 03.3 +06 56 11.3 179.51313 36.67609
90191.................. 2086 04 26 21.4 +03 37 24.3 190.90892 29.7781 LHS 191: nearby, high proper motion M6.5 V
90013.................. 3515 05 57 08.3 +00 01 08.0 206.63167 12.04885
90121.................. 562 06 29 29.9 59 39 25.7 268.95105 25.88052
90161.................. 2593 07 00 53.4 +48 29 21.7 168.28907 21.45529
90312.................. 3501 08 25 36.8 39 05 54.5 257.57412 0.66895
92026.................. 2158 08 32 30.7 01 34 15.0 226.54812 21.54656 LHS 2026: nearby, high proper motion dwarf
90067.................. 3692 08 51 14.9 +11 50 51.8 215.63879 31.90474 M67: open star cluster
90091.................. 789 09 43 00.5 +59 03 41.8 154.88828 44.63064 NGC 2950: SB0 galaxy
92397.................. 2585 11 21 49.9 13 13 13.7 271.7877 44.16553 LHS 2397a: nearby, high proper motion M8 V
90217.................. 1687 12 01 45.8 50 03 05.3 294.81518 12.0358
90266.................. 2776 12 14 26.5 +35 35 54.8 163.59937 78.43114 UGC 7252: Scd galaxy
90860.................. 2452 12 21 40.2 00 07 13.2 287.00945 61.82763
90867.................. 949 14 40 58.9 00 27 27.6 351.0819 51.86698 NGC 5719
90273.................. 1780 14 56 52.6 44 49 08.4 325.15505 12.5722
90272.................. 1973 14 58 34.3 +37 08 30.2 61.47581 61.44777
90868.................. 2186 15 00 27.3 00 39 28.3 356.36663 48.36291 TVLM 86853850: nearby, high proper motion M5 V
90565.................. 3396 16 26 43.6 +05 52 18.7 20.52082 34.69775
90009.................. 1582 16 27 13.9 24 41 20.4 352.96954 16.58465  Ophiuchus star forming region
90330.................. 1192 16 31 34.6 +30 08 43.9 50.25044 42.07085
90279.................. 977 17 48 23.4 45 25 40.2 346.06515 8.92593
90182.................. 1703 18 39 35.1 +49 05 37.1 78.07393 22.00907
90547.................. 671 18 51 18.7 04 16 29.6 29.11141 1.91959 Lynds 547: Galactic dark nebula
90808.................. 1876 19 01 56.3 04 29 16.6 30.12525 4.37662
90234.................. 2076 20 31 21.1 49 38 51.9 349.60727 36.21631
90813.................. 1570 20 41 06.0 05 03 48.2 41.33281 26.64299
92409.................. 1439 22 00 28.8 +20 50 58.6 77.72803 26.65088 Abell 2409: galaxy cluster
92202.................. 2802 22 05 36.6 11 04 29.2 47.13268 47.91669 BRI 22021119: nearby, high proper motion M5.5 V
90893.................. 2619 23 18 11.0 +00 32 54.9 80.12434 54.38199 NGC 7589: SAB galaxy
90290.................. 1141 23 30 34.5 +38 18 57.3 105.94466 21.87369
Notes.—Properties are adapted from Cutri et al. (2006), Appendix 4.1. Units of right ascention are hours, minutes, and seconds, and units of declination are degrees,
arcminutes, and arcseconds.
a Approximately 7.8 s integrations per scan; identical observing strategy as employed for the main 2MASS survey (Cutri et al. 2006, x III.2).
b Averaged coordinates for the center of each scan footprint.
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For nomenclature, we refer to all candidate sources by their
PSC designation (2MASS Jhhmmss½:ss  ddmmss½:s). We as-
sociate all Cal-PSWDB photometry with the PSC designation
that was used in its selection.We use the time of the Cal-PSWDB
observations to differentiate among different detections of the same
PSC object. This allows us to generate light curves of Cal-PSWDB
photometry for every PSC source to investigate variability.
2.1. PSC Selection Criteria
To identify M dwarfs in the PSC for our sample, we use sep-
arate selection criteria for low ( bj j < 20) and high ( bj j > 20)
Galactic latitude Cal-PSWDB fields. For high Galactic latitude
fields, we use a color cut in H  Ks (H  Ks > 0:2) to exclude
earlier-type stars. For low Galactic latitude fields, we apply ad-
ditional filtering to minimize contamination by faint reddened
background objects,M giants, and background-confused sources.
We make two adjacent ‘‘box’’ color cuts in J  H and H  Ks
(0:2 < H  Ks  0:35 and 0:5 < J  H < 0:7 or 0:35 < H
Ks  0:6 and 0:5 < J  H < 0:83) and in the apparent Ks-band
magnitude (Ks < 14:3). The color-cuts are illustrated in Figure 1,
with the PSC colors for targets in two sample fields shown in
Figures 2 and 3.
Because we select our sources from the PSC, the sample
matches the PSCmagnitude limits, with the added color andmag-
nitude constraints outlined above. For high Galactic latitude fields,
the largest contribution of sample ‘‘contaminants’’ are galaxies (see
x 3.2.3), and we include these sources in our analysis. For low
Galactic latitude fields, due to the relative uncertainties of PSC
photometry, our selection criteria are not that successful in elim-
inating evolved stars and reddened earlier-type stars (see x 3.2.2
and Figs. 4 and 5).
Fig. 1.—Color cuts to identify M dwarfs in the 2MASS PSC. For the 26
bj j > 20 fields, we select PSC sources withH  Ks > 0:2 to exclude bluer earlier
type stars. For the remaining eight calibration fields, we use the gray ‘‘two-box’’ cut
and an apparent magnitude cut (Ks < 14:3). These cuts are chosen to select nearby
M dwarfs and to exclude reddened background objects and red giants (J  H >
0:75; Allen 1982). An Av ¼ 1 interstellar reddening vector derived from Cohen
et al. (1981); Carpenter (2001) is show in red. Mean PSC colors for K5 and K7
dwarfs are shown with black circles and are shown for M dwarfs with blue (M0,
M1,M2, etc.) and cyan (M0.5, M1.5, M2.5, etc.) circles. See x 2.1 for discussion
(Cohen et al. 1981; Cutri et al. 2006; Kirkpatrick & McCarthy 1994).
Fig. 2.—PSC near-IR color-color diagram for targets in the 90547 calibration
field. This is a bj j < 20 field, so all targets are brighter than 14.3 at Ks and lie
within the two-box color cut. Data are shown in black, with typical PSC error bars
shown in green. This figure, along with Fig. 5, illustrates the large uncertainty in
the PSC colors relative to the Cal-PSWDB colors, and the relative difficulty in
removing background contaminants from bj j < 20 fields. An Av ¼ 1 interstellar
reddening vector is shown in red.
Fig. 3.—PSC near-IR color-color diagram for targets in the 90182 calibration
field, showing all PSC sources withH  Ks > 0:2 in this bj j > 20 field. Data are
shown in black, with typical PSC error bars displayed in green. An Av ¼ 1 inter-
stellar reddening vector is shown in red.
Fig. 4.—Mean Cal-PSWDB colors for sources in the sample with bj j > 20.
Data are shown in brown, and error bars are suppressed. An Av ¼ 1 interstellar
reddening vector is shown in red. Source density contours of 12%, 40%, 70%,
80%, and 90% of the maximum source density are shown in black. The line at
H  Ks ¼ 0:2 illustrates the PSC color selection criteria. TheCal-PSWDB colors
for many sources fall outside the PSC color selection criteria because of the larger
errors in PSC photometry.
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2.2. Cal-PSWDB Selection Criteria
From a parent sample of 10,000 PSC targets selected using
the criteria outlined in x 2.1, we search the Cal-PSWDB for all
detections within 200 of the PSC coordinates. This search radius
is sufficiently large to find all Cal-PSWDB detections associated
with each PSC target given the astrometric precision of the
2MASS PSC, which is <0.300 rms on each axis (Skrutskie et al.
2006; Zacharias et al. 2005), and the small astrometric biases that
exist between the Cal-PSWDB and the PSC (Cutri et al. 2006).
We include only measurable detections in one or more bands,
corresponding to non-‘‘null’’ uncertainties and [jhk]_psfchi
<10. These photometry values are equivalent to the A D pho-
tometric quality data (ph_qual) in the PSC; [jhk]_psfchi are
reduced 2 goodness-of-fit values for each band and reflect how
well each detection is fit by a single point-spread function (PSF;
see x 2.3.3).
We identify 7554 targets with a ‘‘sufficient’’ number of detec-
tions for our analysis. We define a sufficient number of detections
for our analysis as follows. We only include sources that are de-
tected in10% of the repeated observations for a field at either J,
H, or Ks, and 50 detections at J band. The latter requirement
eliminates sources located near the edges of fields that may not be
covered by all scans. The former constraint ensures a sufficient
number of photometricmeasurements for our computational anal-
ysis, and corresponds to an average J-bandmagnitude17.3. These
7554 targets constitute our final sample, including 5628 sources in
the 26 high Galactic latitude fields and 1926 sources in the nine low
Galactic latitude fields. Basic properties of the sample are presented
in Table 2.We note that the Cal-PSWDB includes detections that
would notmeet the quality criteria for inclusion in the PSC (Cutri
et al. 2006).
2.3. Excluded Photometry
2.3.1. Latent Image Artifacts
We do not exclude photometry in our selection criteria in x 2.2
that are flagged with the ‘‘contamination or confusion’’ flag in
the Cal-PSWDB, indicative of latent image artifacts or photometric
confusion (cc_flag = ‘‘c’’). We identify by hand seven targets
with overlapping latent images of bright sources. Overlapping
latent images will appear in every other scan, because the scan
direction alternates between north and south. These sources can
still be of interest; we identify one source with an overlapping
latent image that exhibits underlying periodic variability. We
note that not all sources contaminated with persistence artifacts
are identified by the ‘‘contamination or confusion’’ flag in the
Cal-PSWDB.
2.3.2. Spurious Detections
We eliminate from our analysis scans in which two sources are
simultaneously detected within the 200 search radius, whether the
second source is real or a spurious byproduct of the Cal-PSWDB
image processing. Secondary detections are typically 0.5Y
1.5 mag fainter than the primary source, detected in only one
band, and detected in only one scan from a group of six. A single
spurious detection included in the light curve for a source can
trigger the variability flags identified in x 3.3.
2.3.3. Poor Quality Photometry
Wedo not include photometrywith [jhk]psf_chi 10, which
is equivalent to E photometric quality in the PSC. The quoted
Fig. 5.—Mean Cal-PSWDB colors for sources in the sample with bj j < 20.
Data are shown in brown, and error bars are suppressed. An Av ¼ 1 interstellar
reddening vector is shown in red. Source density contours of 10%, 40%, 65%, and
80% of the maximum source density are shown in black. The box illustrates the
PSC color selection criteria. The Cal-PSWDB colors for many sources fall outside
the PSC color selection criteria because of the larger errors in PSC photometry.
TABLE 2
Sample Properties
Name 2MASS J a Field Nobs
b
J c
(mag)
H c
(mag)
Ks
c
(mag)
002407480140366 .......................... 90021 152 16.4349  0.0287 15.7866  0.0444 15.3409  0.0395
002407700218052 .......................... 90021 271 16.1539  0.0133 15.7748  0.0228 15.5703  0.0371
002408080155312 .......................... 90021 609 16.9092  0.016 16.1137  0.0201 15.6066  0.0237
002408110207138........................... 90021 647 16.7314  0.0122 15.9586  0.015 15.3307  0.0133
002409270146231 .......................... 90021 1722 15.5633  0.0029 14.8828  0.0036 14.3658  0.0031
002409490140038 .......................... 90021 1841 15.1214  0.0014 14.4978  0.0018 14.2891  0.0021
002409500216024 .......................... 90021 1848 15.9224  0.0028 15.2386  0.0035 14.9662  0.0043
002410030135187 .......................... 90021 1960 16.4729  0.0035 15.749  0.0043 15.204  0.0043
002410090206006 .......................... 90021 1966 16.8814  0.0069 16.132  0.0086 15.5324  0.009
002410450214074 .......................... 90021 1973 17.0962  0.0114 16.3114  0.0147 15.6648  0.0136
Note.—Table 2 is published in its entirety in the electronic edition of the Supplement. A portion is shown here for guidance regarding its form
and content.
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0 coordinates formatted as
hhmmss½:ss  ddmmss½:s. We note that all Cal-PSWDB detections have unique identifiers, and we spatially associate each with the PSC catalog
source and designation in our sample (x 2.2).
b Number of detections, either in J, H, or Ks (equivalent to Nm;n in text). See Table 1 and x 3.2 for discussion.
c Unweighted mean apparent magnitude of Cal-PSWDB photometry (equivalent to mn in text).
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photometric uncertainties for high 2 fits do not accurately re-
flect the photometric precision (Cutri et al. 2006, x IV.4.b).While
these detections include photometric uncertainties, the PSF-fitting
algorithm of the Cal-PSWDB reports a bad fit. Possible reasons
for poor point-source fits include saturation, cosmic rays, hot pixels,
extended emission, or partially resolved doubles (Cutri et al.
2006 x I.6). These data can be brighter by a few tenths of a mag-
nitude, which can trigger the variability flags identified in x 3.3.
Typically, at most one of the six scans is brighter than the other
five, and in only one of the three bands.
3. ANALYSIS
The Cal-PSWDB provides up to 3692 individual photometric
measurements for each of our targets over a4 yr duration.With
this multiband information for our large sample, we look for var-
iability and, in particular, periodic variability. In x 3.2 we present
the characterization of our sample. In x 3.3 we present our meth-
ods to identify variability. A source meeting at least one of the
method criteria is identified as a ‘‘variable.’’ In x 3.4 we present
our methods to identify periodic variability. In x 3.5 we discuss
the identification of ‘‘false-positive’’ variability that is not intrinsic
to the source. The primary source of false-positive variability is at-
mospheric seeing variations.
3.1. Notation
We adopt the following indices throughout our paper: m for
band (m2J ;H ;Ks), n for source number, x for test period, t6 for
time-series photometry co-added in groups of six (a scan-group),
and t for time-series not co-added. If t6 or t are not specified, the
quantity has been averaged over all observations for source n.
We introduce other indices where appropriate. Whenm is not re-
ferred to as an index, we are referring to the apparent magnitude
in J,H, orKs. In a similar manner, when t or t6 are not indices, we
are referring to the length of time since JD ¼ 2;450;000:0 for the
particular observation.
3.2. Sample Properties
3.2.1. Detection Rates
For each target we compute the detection rate, the percentage
of scans in each band in which a source is detected. Sources
brighter than the 99%PSC completeness limits (in the unconfused
sky), yet with detection rates <99%, are typically either near the
edges of a ‘‘scan’’ footprint, or in crowded fields where detections
are ‘‘lost’’ due to confusion. The 10 faintest objects in our sample
with >99% detection rates have average apparent magnitudes of
16.6, 15.7, and 15.1 at J,H, andKs, respectively. Fainter than these
magnitudes, the detection rates drop to zero (Skrutskie et al.
2006). 2MASS J204122360544317 is the faintest source in our
sample with apparent magnitudes of 17.7, 16.7, and 16.1 at J, H,
andKs, respectively. The brightest object in each band with >99%
detection rate has an apparent magnitude of 8.5, 7.7, and 7.5 at J,
H, andKs, respectively. Brighter sources are detected, but because
of image saturation the photometry is not useful for our analysis.
While we do not make any additional completion cuts based
on the detection rate beyond what is described in x 2, the detec-
tion rate is useful for characterizing our sensitivity to variability
(x 4.4).
3.2.2. Average Near-Infrared Magnitudes
and Colors from the Cal-PSWDB
For all targets in our sample, we determine the unweighted
flux-averaged apparentmagnitudes, colors, and standard deviations.
The mean apparent magnitudes, typically with millimagnitude
precision, are listed in Table 2, and near-infrared (IR) colors are
plotted in Figures 4 and 5 for fields with bj j > 20 and bj j < 20,
respectively. The uncertainty of colors derived from the averaged
Cal-PSWDB measurements are typically 1Y2 orders of magni-
tude smaller than the uncertainties from the single PSC measure-
ments. The apparent systematic difference between Cal-PSWDB
and PSC colors is an artifact of the PSC color selection criteria and
relative uncertainties. Our color selection criteria includes the
distribution red ‘‘tail’’ of PSC colors (H  Ks > 0:2) with Cal-
PSWDB H  Ks < 0:2. Similarly, our color selection criteria
excludes the distribution blue tail of PSC colors (H  Ks < 0:2)
with Cal-PSWDB H  Ks > 0:2. We continue to include in our
analysis sources with average Cal-PSWDB colors that do not
meet the PSC color criteria in x 2.1 (the PSC red tail). Because of
practical limitations, we do not compute the average Cal-PSWDB
colors for the entire Cal-PSWDB. Consequently, we do not add
sources to our sample with Cal-PSWDB colors that meet our
PSC color criteria, but with PSC colors that do not (the PSC blue
tail). This omission of sources is acceptable, because we are not
attempting to form a complete sample.
There is a flux-overestimation bias for sources detected with
S/N < 10 (Cutri et al. 2006, x A1.4.b.v), because we do not in-
clude nondetections in computing the average flux. In Figure 5
the population of targets with J  H > 0:75 are consistent with
the near-IR colors of reddened earlier type stars and giants (Cutri
et al. 2006; Allen 1982). We note that this population is mostly
absent in Figure 4. We conclude that giants and reddened back-
ground stars are not a significant contribution to our sample for
bj j > 20 fields.
3.2.3. Sloan Digital Sky Survey Coverage and Optical Counterparts
We use optical data to help categorize targets in our sample.
Eleven of 26 bj j > 20 fields have partial or full sky coverage in
the Sloan Digital Sky Survey, Data Release 5 (SDSS DR5; York
et al. 2000). We identify 1742 SDSS DR5 photometric catalog
sources positionally coincident to within 500 of our sample targets.
SDSSDR5 contains optical counterparts for all of our sample targets
in nine of the eleven fields. In the Cal-PSWDB field 90860, sample
targets 2MASS J122139600009288 and 2MASS J12213992
0009289 are located within 10 of an SDSS saturated bright star.
The SDSS DR5 catalog does not contain optical counterparts for
only these two sources. The Cal-PSWDB field 90565 is located
near an edge of photometric sky coverage for SDSS DR5. SDSS
DR5 contains 33 optical counterparts to our sample. For the re-
maining sources in the 90565 field, there is no SDSSDR5 catalog
coverage.
For the sources without SDSS DR5 spatial coverage, we iden-
tify optical counterparts using the USNO-A2.0 and Tycho 2 cat-
alogs with a 500 search radius (Monet et al. 1996; Høg et al.
2000). Combined with SDSS, we identify optical counterparts
for a total of 4598 and 1502 sources in bj j > 20 and bj j < 20
fields, respectively. We do not identify any optical counterparts
for the remaining 1454 sources. These sources are typically too red
and faint to be included in the USNO-A2.0 and Tycho catalogs.
3.2.4. Galaxy Identification
In fields with SDSS DR5 coverage, we identify 392 objects
classified as ‘‘GALAXY’’ or ‘‘QSO’’ by SDSS spectra and the
SDSS photometric star-galaxy classification routine. Not all ex-
tended SDSS sources are also identified as extended in the 2MASS
PSC because of the larger 2MASS PSF and resolution. We also
query the NASA Extragalactic Database (hereafter: NED) by
position for matches to within 0.20. NED includes the 2MASS
All-SkyExtended SourceCatalog (XSC).We identify 30 additional
NIR VARIABILITY IN 2MASS CALIBRATION FIELDS 195No. 1, 2008
objects from NED identified as ‘‘STAR’’ in SDSS DR5, including
18 APM (Automatic PlateMeasuring Facility, Cambridge, England)
sources (Maddox et al. 1990; optical), five extended 2MASS
sources (Skrutskie et al. 2006; near-IR), two NRAO VLA Sky
Survey (NVSS) sources (Condon et al.1998; radio), two quasars
(Croom et al. 2004;Magliocchetti et al. 2002; Hewett et al. 2001;
Two Degree Field [2dF] QSO and galaxy redshift surveys, Large
Bright Quasar Survey [LBQS]), one Faint Images of the Radio
Sky at Twenty cm (FIRST) source (White et al. 1997; radio), a
MillenniumGalaxy Catalogue (MGC) source (Liske et al. 2003),
and a ROSAT source (Bade et al. 1992; X-ray). We identify an
additional 232 NED sources in fields with no SDSS DR5 cover-
age. While some of the NED identified sources may be Galactic
stellar objects, we classify these ‘‘NED+SDSS’’ 654 objects as
extragalactic.
In Figure 6wepresent a color-magnitude plot of theCal-PSWDB
J  Ks versus SDSS r for all 1742 sources with SDSS DR5 cov-
erage, with 422 NED+SDSS extragalactic sources in blue and
1320 Galactic stellar objects in red. In this color-magnitude space,
the two populations are distinct and only minimally mixed: nine
SDSS STAR sources are plotted to the right of the green line in
Figure 6, and 64 SDSS+NED objects to the left. The nine SDSS
STAR sources are likely misidentified as stellar from their non-
extended emission, and the 64 SDSS+NED objects located in the
stellar locus probably include some Galactic stellar objects mis-
identified as extragalactic.
3.2.5. Observed Photometric Scatter
and Modeled Photometric Scatter
For each nth target, we compute the standard deviation of the
photometry in each band m, m;n  m;n. The uncertainty, m;n,
is propagated from the uncertainty in individual measurements
mn; t  m;n; t in computing the photometric scatter, m;n. Sources
of scatter in the photometry such as seeing, zero-point offsets, and
photon noise are discussed in more detail in Skrutskie et al.
(2006). Figure 7 shows the distribution of the photometric stan-
dard deviations for our entire sample in each band. Outliers with
large observed photometric scatter are presumed to be variable,
and we construct a model of the expected (nonvariable) photo-
metric scatter to quantitatively identify these sources.
As a function of apparent magnitude, there are four regimes to
describe the observed photometric scatter, shown in Figure 7.
For region 1, corresponding to sources brighter than an apparent
magnitude of 6, the photometric scatter increases and photo-
metric quality decreases due to detector saturation. These sources
are excluded from our sample, due to the poor photometric quality
of the data (see x 2.3.3). For sources between apparentmagnitudes
of 6 and 11 in J, H, or Ks (region 2), the observed photometric
scatter is constant and represents a fundamental minimum in the
achieved measurement accuracy due to the large 2MASS de-
tector pixel size. For sources fainter than an apparent magnitude
of 11 (regions 3 and 4), the observed photometric scatter for in-
dividual targets increases in a fashion consistent with photon
noise statistics. There is a band-dependent ‘‘break point’’ apparent
magnitude delineating regions 3 and 4, corresponding to the de-
tection rate dropping below 100%. Fainter than the break point
apparent magnitude (region 4), photometric scatter continues to
increase due to photon noise statistics combined with flux
overestimation (Cutri et al. 2006, x A1.4.b.v).
For each band, we model the observed photometric scatter as
a function of apparent magnitude in regions 2Y4, m;model 
m;model(m). We identify a broken power-law model for each band,
which is shown in Figure 8 overlaid with the data and is given by
the expression
10 m;model  m;model(m)½ =2:5
¼ bm; l  bm; l þ (am; l  am; l )10m=2:5; ð1Þ
where fam; l  am; l ; bm; l  bm; lg are the slope and intercept pa-
rameters and uncertainties for the fit in each band over each
magnitude region l for the above expression. The first linear seg-
ment fits regions 2 and 3, while the second linear segment fits
region 4. The final derived values for fam; l  am; l ; bm; l  bm; lg
for each segment and each band are summarized in Table 3. We
do not analytically motivate the derived values for fam; l; bm; lg in
terms of the physical noise sources described above. To arrive at
Fig. 6.—For fieldswith SDSSDR5 coverage,we plot the averageCal-PSWDB
J  Ks color vs. SDSS r 0 apparent magnitude. Photometric uncertainties are on
average 1%Y3% for both axes. In blue are targets identified as extragalactic by any
one of the following: NED, the 2MASS XSC, and the SDSS star-galaxy classifi-
cation routine. The rest of the targets are displayed in red and are identified as STAR
by the SDSS star-galaxy classification routine. Most galaxies, not including un-
resolved quasars, AGN, etc., separate from Galactic sources with this choice of
plotted parameters, qualitatively represented by the green dashed segmented line.
An Av ¼ 1 interstellar reddening vector derived from Carpenter (2001), Cohen et al.
(1981), and Schlegel et al. (1998) is shown in red. See x 3.2.3 for discussion.
Fig. 7.—Standard deviation of photometry, as a function of apparent magni-
tude, for each target in the sample. 1  uncertainties are shown in green. Regions 1Y4
are delineated in each band with blue dashed vertical lines, and numbered for J band.
From this data we compute an expected standard deviation of photometry tomea-
sure variability of individual sources. See x 3.2.4 for discussion.
PLAVCHAN ET AL.196 Vol. 175
these values, we take five steps. In the first step, we fix the break
point between the two linear regimes in each band to the PSC
M10 magnitude for that band. TheM10 magnitude is defined to be
the limiting magnitude for an individual PSC field in which
>99% of sources in the PSC have a signal-to-noise ratio (S/R)
greater than 10. For all of the PSC fields, the averageM10 appar-
ent magnitudes are 16.422, 15.484, and 14.808 for J, H and Ks,
respectively (Cutri et al. 2006, xVI.2). For the second step, we use
a least-squares linear regression to derive an initial set of fam; l 
am; l ; bm; l  bm; lg for each band on each side of the fixed break
point. For the third step, we exclude sources with m;n > (5m;n þ
m;model) from the initial model. This m;n clipping eliminates
large (variable) photometric scatter sources contributing to an over-
estimate of the expected (nonvariable) photometric scatter. For
the fourth step, we use a least-squares linear regression to derive
a second and final set of fam; l  am; l ; bm; l  bm; lg for each band
on each side of the fixed break point. For the final step, we reset the
break point magnitudes to where these two linear regimes in-
tersect, at magnitudes of 16.53, 15.67, and 15.06 for J,H, andKs,
respectively. These values, listed inTable 3 and shown in Figure 8,
are fainter than the average PSC M10 magnitudes. This confirms
that Cal-PSWDB scans are on average more sensitive relative to
the PSC (Cutri et al. 2006, x VI.2).
With the values forfam; l  am; l ; bm; l  bm; lg andbreakpoints
listed in Table 3, we arrive at our model for the expected (non-
variable) photometric scatter, m;model  m;model. The uncertainties
in the model m;model are propagated from the uncertainties am; l
and bm; l , which follow directly from the least-squares linear reg-
ression. The residuals (m;n  m;model)/( 2m;n þ  2m;model )1/2 are
plotted in Figure 9. ForKs < 13, the model slightly overestimates
the observed photometric scatter (<0.01 mag), and this is not
remedied by the above procedure. Figure 9 demonstrates that the
propagated uncertainties are potentially underestimated by a
factor of <2. Since we do not identify a source of additional un-
certainty, we do not apply a correction factor. Instead, we take
into consideration the role of statistical fluctuations in selecting
our variables (see x 3.5.2).
3.3. Variability
We classify objects as variable if the photometric dispersion
deviates from what is expected given the uncertainties. Sources
can exhibit intrinsic variability with varying amplitudes, time-
scales, and frequency. Many different methods in the literature
are used to identify variability including, but not limited to, the
Stetson index, excess photometric scatter, 2 values, periodo-
grams, Fourier analysis, brute-force period searches, and visual
inspection of light curves (Carpenter et al. 2001, 2002; Barsony
et al. 1997; Stetson 1996; Scargle 1982 and references therein).
The techniques used to identify variability have inherent strengths
and disadvantages that depend on both the cadence and sensitivity
of observations and the intrinsic variability under investigation.
No single method properly identifies the variety of intrinsic var-
iability we observe for our sample, given our sensitivities, ca-
dence, and large number of observations.
We adopt three complementary techniques to identify pho-
tometric variability. Two methods are single-band (;3 for all
three bands) and one method is multiband, for a total of seven
Fig. 8.—Model of the standard deviation of photometry, as a function of ap-
parent magnitude, shown in red. At every 500th target apparent magnitude, 10 
model uncertainties (10m;model) are shown in blue. Shown in green are the ob-
served photometric standard deviations for the sample, with error bars suppressed
for clarity. The black dashed vertical lines correspond to the break point magnitudes,
where the linear relationship changes between photon statistics and flux overesti-
mation from incomplete detections. These occur at J ¼ 16:53, H ¼ 15:67, and
Ks ¼ 15:06 and are within 1  of the meanM10 magnitudes, corresponding to a
>99% completeness for S/R > 10 in the PSC Cutri et al. (2006), x VI.2. Propa-
gated uncertainties are dominated by the uncertainty in the observed photometric
scatter. See x 3.2.4 for discussion.
TABLE 3
Model Fit Parameters for Observed Photometric Scatter
Band Rangea am; l  am; l bm; l  bm; l
J................... <16.53 (3:1868  0:0098) ; 108 1.01780  0.00019
J................... >16.53 (2:092  0:038) ; 108 1.0627  0.0019
H.................. <15.67 (7:2100  0:0038) ; 108 1.01862  0.00030
H.................. >15.67 (4:319  0:056) ; 108 1.0721  0.0013
Ks................. <15.06 (1:284  0:009) ; 107 1.01820  0.00038
Ks................. >15.06 (6:66  0:12) ; 108 1.0836  0.0019
Note.—See x 3.2.4 for explanation of parameters.
a Range in apparent magnitude; apparent magnitudes of <6 are excluded
from this model.
Fig. 9.—As a function of apparent magnitude, we plot for each source the
observed photometric scatter subtracted from the model and divided by the prop-
agated uncertainty ( in the vertical axis title is equal to ( 2m;n þ  2m;model)1/2). Note
that this is not equivalent to the subtraction in quadrature for the identification of
source variability. Data are shown in black. The green vertical dashed lines cor-
respond to the break point magnitudes. 5  horizontal lines are shown in red.
Sources on this plot with y-axis values of <5 demonstrate that propagated un-
certainties are underestimated by a factor of <2. Sincewe do not identify a source
of additional uncertainty, we do not apply a correction factor. Instead, in x 3.5.2,
we ensure that the identified variables are statistically robust. See x 3.2.4.
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measures of variability or flags. The first technique (single-band;
three flags), presented in x 3.3.1, is sensitive to relatively frequent
small-amplitude variability (<0.1 mag; hereafter flickering). This
first technique is analogous to the identification of variability in
Carpenter et al. (2001). The second technique (single-band; three
flags), presented in x 3.3.2, is sensitive to relatively infrequent,
large-amplitude variability (>0.1 mag; hereafter excursive). The
third method and seventh flag, presented in x 3.3.3, is the Stetson
index and is amultibandmeasure of correlated variability (Stetson
1996). If a source meets one or more of these seven criteria, we
classify it as variable; it is a nonvariable otherwise. In x 3.3.4, we
present our search for occulted sources.
3.3.1. Flickering Variability
We apply themodel m;model  m;model as defined in x 3.2.4 to
our data for each target, m;n  m;n. For the first set of vari-
ability criteria, we attribute observed photometric scatter in ex-
cess of the model to underlying source variability. We assume
that this variability is Gaussian, and is convolved with Gaussian
measurement scatter that we modeled, to produce the observed
photometric scatter. This assumption is not valid for a variety of
astrophysical phenomena, but enables a simple deconvolution
with photometric noise. This assumption also enables a quantitative
proxy tomeasure the amplitude of variability. As in Carpenter et al.
(2001), we subtract these two standard deviations in quadrature
for each band to estimate the magnitude of the source variability,
var;m;n  var;m;n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m;n  m;n
 2 m;model  m;model 2
q
:
ð2Þ
We plot var;m;n for sources with m;n > m;model in Figure 10.
If var;m;n/var;m;n > 5 in J, H, or Ks , we flag that source as a
flickering variable in that band with a 1; 0 is assigned otherwise.
With the exception of removed false-positive variables, flick-
ering variable candidates are presented in Table 4. Flags 1, 2, or 3
correspond to sources that meet this 5  variability criteria in J,
H, and Ks, respectively; 88 intrinsic variables meet the flickering
criteria in one band, 42 in two bands, and 32 in all three bands. In
Table 10 we list the source counts for each variability flag com-
bination (variables and false-positives), and in x 3.5 we describe
the removal of false-positive variables which outnumber the
intrinsic variables overall.
3.3.2. Excursive Variability
Weuse a single ‘‘scan group’’ observation of a field to identify
short timescale excursive variability. Individual calibration fields
were often observed two or more times during a night in order to
measure the impact of atmospheric extinction. The same field
was usually not measured on consecutive calibration observa-
tions (1 hr separation), but could be observed on every other ob-
servation or longer (2 hr intervals; Skrutskie et al. 2006). For
an individual source n, we compute the unweighted average ap-
parent magnitude of the six scans for each t th6 scan group
Fig. 10.—For sources with m;n > m;model, we plot the standard deviation of
photometric variability, var;m;n, without false-positive variables removed, shown
as a function of apparent magnitude. We subtract the observed photometric scatter
from the modeled measurement scatter in quadrature to arrive at a measure of the
intrinsic source variability. Data points are shown in brown, with 15%, 35%, 65%,
and 80% source density contours shown in black. See x 3.3.1 for discussion.
TABLE 4
Variables
Name 2MASS Ja
Number
of Flags Flagsb
J Flicker c
(mag)
H Flicker c
(mag)
Ks Flicker
c
(mag)
J Excursion
Numberd
H Excursion
Numberd
Ks Excursion
Numberd
Stetson
Indexe
002409490140038 ........... 1 1000000 0.0217  0.0043 0.0231  0.0065 <0.0305 . . . . . . . . . 0.047
002412930133302 ........... 3 1101000 0.0195  0.0032 0.0306  0.0036 <0.0324 +1 . . . . . . 0.112
002421180219071............ 2 0001100 <0.0237 <0.0191 <0.0461 +1 +1 . . . 0.128
002432210216483 ........... 5 1111001 0.076  0.0068 0.0747  0.0091 0.0473  0.0094 1 . . . . . . 0.214
002438500129122 ........... 1 0100000 0.0138  0.0033 0.0255  0.0027 <0.0163 . . . . . . . . . 0.169
002439560220288 ........... 2 1000100 0.0205  0.0028 0.0193  0.0042 0.0212  0.0053 . . . +1 . . . 0.054
003257453931347 ........... 1 1000000 0.0148  0.0015 0.0114  0.0023 0.0092  0.0026 . . . . . . . . . 0.004
003332703922457 ........... 1 1000000 0.0102  0.0018 0.0086  0.0027 <0.0084 . . . . . . . . . 0.043
003335163952234 ........... 2 0100100 <0.0175 0.0384  0.0059 <0.0392 . . . 1 . . . 0.025
01542367+0057177 ............ 4 0101110 0.0159  0.0035 0.0257  0.0031 <0.0205 +1 +1 1 0.11
Note.—Table 4 is published in its entirety in the electronic edition of the Supplement. A portion is shown here for guidance regarding its form and content.
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0 coordinates formatted as hhmmss½:ss  ddmmss½:s.
b The seven variability flags defined in x 3.3. A 1 is an identification of variability for the particular band and criteria for that flag; a 0 is listed otherwise. Flags 1Y3
correspond to >5  flickering in J, H, and Ks, the standard deviation of the source variability that reproduces the observed photometric scatter in excess of the expected
photometric scatter (equivalent to var;m;n  var;m;n in the text). Flags 4Y6 identify the number of excursions in J,H, andKs, individual scan groups that are >5  deviant
from the mean magnitude. Flag 7 corresponds to variables with Stetson indices in excess of 0.2.
c Magnitudes of flickering variability for flags 1Y3. 3  upper limits and detections are listed, but 5  is required to trigger the variability flags. See x 3.3.1.
d The number of excursions for flags 4Y6. The excursive scan groups need not be the same between bands. A positive number corresponds to the largest excursion
being fainter than the mean magnitude, and vice-versa for a negative number. See x 3.3.2.
e A Stetson index in excess of 0.2 triggers the Stetson variability flag. See x 3.3.3.
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(Jn; t6  Jn; t6 , Hn; t6  Hn; t6 , and Ksn; t6  Ksn; t6 ) to improve the
accuracy of the photometry and to increase the sensitivity to ex-
cursive variability. We include groups in which the source is not
detected in all six scans for a given band, but do not include
upper limits from the nondetections in computing the average.
The number of scan groups for a field is one-sixth the total num-
ber of scans listed in Table 1.
For the second set of variability criteria, we attribute group mag-
nitudes significantly deviant from mean magnitudes (Jn, Hn, or
Ksn) to intrinsic variability. For each group for each target in each
band, we compute
m;n; t6  m; n; t6 ¼ mn; t6  mn; t6  mn  mn : ð3Þ
If m;n; t6
 /m; n; t6 > 5, in J, H, or Ks for any group t6, we flag
that source as an excursive variable in that band with a 1; 0 is
assigned otherwise. Furthermore, we count the number of group
excursions. With the exception of removed false-positive vari-
ables described in x 3.5, excursive variable candidates are pre-
sented in Table 6. Flags 4, 5, or 6 correspond to sources that meet
this 5  variability detection in J, H, and Ks, respectively. There
are 85 intrinsic variables meeting the excursive criteria in one
band, 28 in two bands, and 31 in all three bands. In Table 10 we
list the source counts for each variability flag combination, and
in x 3.5 we describe the removal of false-positive variables
which outnumber the intrinsic variables overall.
3.3.3. Stetson Index
We adopt the Stetson index as the third variability criteria
(Stetson 1996). This multiband variability index was first im-
plemented for Cepheid variables by P. Stetson and is used in two
papers investigating variability in the 2MASS survey working
database for the Orion A and Chamaeleon I molecular clouds
(Carpenter et al. 2001, 2002). We compute the Stetson index for
our sample, as in Carpenter et al. (2001, 2002) and Stetson (1996),
S ¼ 
Z
k¼1wksign(Pk)
ﬃﬃﬃﬃﬃﬃﬃﬃjPk jp
Zk¼1wk
; ð4Þ
where there are Z ‘‘pairs of (simultaneous) observations to be
considered, each with a weight wk ; Pk ¼ i(k)j(k) is the product
of the normalized residuals of the two observations, i and j, con-
stituting the kth pair; and  is the magnitude residual of a given
observation from the average of all the observations in that same
bandpass scaled by the standard error,’’
(k) ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z
Z  1
r
mn;(k)  mn
mn;(k)
; ð5Þ
whereZ > 1,mn;(k) is amagnitudemn; t from the kth pair, ¼ i or
j, mn;(k) is the uncertainty in the magnitudemn;(k),wk ¼ 23 for ob-
servations detected in all three bands (three pairs), sign(Pk) ¼ 1
corresponding to whether Pk is positive or negative, and wk ¼ 1
for one- or two-band detections (Stetson1996; Carpenter et al. 2001).
We plot this index as a function of J-band apparent magnitude in
Figure 11.
In the PSC, Carpenter et al. (2001, 2002) note a positive cor-
relation for the Stetson index, trending toward larger values for
brighter apparent magnitudes. We reproduce this trend in the
Cal-PSWDB, indicating both that there exists a systematic corre-
lation between bands in the Cal-PSWDB, and that the photom-
etry is not entirely consistent with pure photon noise statistics.
Varying atmospheric conditions can account for the observed
correlation between bands. At the PSC 99% completeness J-band
magnitude of 16.1, the median Stetson index approaches zero
with increasing photometric noise. The median Stetson index
trends negative for sources fainter than J ¼ 16:1 due to multi-
band detections biased in favor of better observing conditions.
There is no quantitative interpretation of the significance of
the value of a Stetson index (Carpenter et al. 2001, 2002).AStetson
index of zero would be expected for a nonvariable source with
noncorrelated measurements. Qualitatively, the larger the Stetson
index, the larger the multiband variability. We inspect Figure 11,
light curves as a function of Stetson index, and the Stetson index
as a function of the variability criteria presented in x 3.3.1.
Eighteen of 23 periodic variables identified in x 4.2 have Stetson
indices >0.2. With a robust interpretation of periodic sources as
variable, we arrive at a qualitative ‘‘Stetson variable’’ demar-
cation value of 0.2. We assign flag 7 in Table 6 a value of 1 for
sources with a Stetson index in excess of 0.2.
3.3.4. Occulted Sources
For sources brighter than Ks ¼ 14:3, we search for naturally
occurring occultations by identifying nondetections for an entire
scan-group. Except for LHS 191 (GJ 3289, 2MASS J04261992+
0336359), all nondetections in our Ks < 14:3 sample are attrib-
uted to sources that fall outside the field footprint for that partic-
ular scan group. For LHS 191, we attribute nondetections to a
large proper motion relative to our Cal-PSWDB search radius of
200. No occultations are identified.
3.4. Periodic Variability
We examine all 7554 objects to identify periodic variability,
independent of the variability criteria outlined in x 3.3. The ca-
dence and regularity of the Cal-PSWDB observations, hourly and
nightly cycles, present challenges for quantitatively identifying
periodicity.We employ a ‘‘brute force’’ method to evaluate a large
number of candidate periods for each individual source. We ex-
amine a large number of light curves visually by eye to qualitatively
identify periodicity. In x 3.4.1 we present our implementation. In
x 3.4.2 we present the approximate period and photometric
Fig. 11.—Stetson index plotted for all 7554 sample targets as a function of
apparent J-bandmagnitude, with data points in brown. 15%, 30%, 55%, and 80%
source density contours are shown in black. A horizontal red line is shown for a
Stetson index of 0.2, corresponding to the adopted line demarcating Stetson var-
iables from nonvariables. A running, 100 point median filter is overlaid in cyan.
See x 3.3.3 for discussion.
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sensitivities of our analysis. In x 3.4.3 we present other methods
considered.
3.4.1. Implementation
Our period-searching method is a novel, binless implementation
of the ‘‘phase dispersion minimization’’ approach of Stellingwerf
(1978) and similar to the method of Pilecki et al. (2007) used to
identify period drift in eclipsing binaries. To identify periodic var-
iability, we explore15,000 periods between 0.1 and 50 days. For
each period Px, not to be confused with Pk in equation (4), we
generate a ‘‘folded’’ light curve J ( px; t6 ) from the time-series
photometry J (t6)
J (t6) j J ( px; t6 ) 	 J
t6 mod Pxð Þ
Px
 
; ð6Þ
where t6 is the total time elapsed since Julian Date 2,450,000.0
for each observation, px; t6 is the phase [px; t6 2 (0; 1), the fraction
of the period elapsed for a given time t6 and period Px], and the
decimal modulo, t6 (mod Px), is the remainder of t6 divided by Px,
an integer number of timesM, such thatMPx < t6  (M þ 1)Px
and (M þ px; t6 )Px ¼ t6. For computational efficiency, we restrict
the analysis to J-band data, and average scan groups to compute a
single photometric datum for every six scans. J-band data have
both the best photometric quality and the highest detection rates
per source in our sample. TheH- (Ks-) band uncertainties are 27%
(83%) larger than J-band uncertainties on average in our sample,
and co-adding these magnitudes into a ‘‘supermagnitude’’ would
improve the S/N by only19% on average (as opposed to43%
if the uncertainties were equal). Since we might expect color-
dependent variability that could degrade our S/N, we instead use
H and Ks data as a consistency check for candidate periods from
the J-band data.
The lower limit in our period search is motivated by the search
for transiting planets, which are not expected to have periods much
shorter than 1 day. In addition, for periods shorter than 0.1 days,
the 1 hr ‘‘cycle’’ in the Cal-PSWDB cadence of observations limits
our period sensitivity. The upper limit to our period range is mo-
tivated by the visibility of a field over the course of a year. For
periods longer than 50 days, corresponding to less than 20 ob-
served periodic cycles, we can visually identify periodic variability
from an inspection of the entire light curve. We choose a variable
period increment of 1
2
P2x /B days, where B is the total time baseline
of observations. A smaller time step produces insignificant changes
in J ( px; t6 ); a larger time step is too coarse and limits the recovery of
periods from model periodic variables (see x 3.4.2).
We compute approximately 100 million folded light curves
for analysis. To reduce the number of folded light curves to a
manageable number for visual inspection, we need a measure of
the significance of a candidate period. Assuming a universal prior
is ineffective, because our periodic light curves can originate from
different physical phenomena. For each period, we instead gen-
erate a prior on the fly. We assume that any intrinsic periodicity
will be approximately continuous and smoothly varying over the
duration of one period cycle. To evaluate the ‘‘smoothness’’ of
each folded light curve, we compute a boxcar smoothed light
curve as our prior, with a boxcar width of 0.06. We compute the
2 difference between the original light curve and the smoothed
light curve, but only for the 25 worst-fit data points (225). The 25
worst-fit data points are not necessarily the same for each period.
Across all periods, we track the five periods with the smallest225
and identify these as candidate periods for each source. Model
periodic systems and the periodic variables we identify in x 4.2
motivate our choice of boxcar width, 2 metric, and the number
of candidate periods to identify for each source.
At this time, we do not identify a quantitative value of 225,
consistent for all sources, that indicates if a candidate period is
significant. With five candidate periods per source, we visually
inspect35,000 folded light curves to evaluate candidate periods.
Visual inspection limits the identification of low-amplitude peri-
odic variability (relative to the photometric scatter), and this period
identification technique is inherently incomplete. On a source-by-
source basis, we reanalyze many of the variables with smaller
period ranges and increments around candidate periods, integer
fraction multiples of candidate periods, and other periods that
look promising from the visual inspection of light curves.
3.4.2. Recovery of Synthetic Eclipses
We test our implementation with model light curves of syn-
thetic ‘‘eclipses,’’ and for three earlier-type eclipsing systems in
the 2MASS Cal-PSWDB discovered by Hurt (2001). We re-
cover all three periods for the earlier-type eclipsing systems dis-
covered by Hurt (2001). We maximize the number of recovered
periods to optimize our analysis parameters. We take several
nonvariable light curves from the Cal-PSWDB, and during eclipse
shift the photometry by the depth of the eclipse.We generate 200
synthetic eclipses with a random period between 0.5 and 10 days,
a random phase between 0 and 1, a random duration between
0.1% and 4% of the period, and a random depth between 1/5 and
5 times the J-band standard deviation.We find that our algorithm
can recovery periods independent of the eclipse phase and pe-
riod, excluding periods near integer multiples of 1 day where our
sensitivity is degraded.
Our algorithm finds a minimum225 at the correct period, or an
integer fraction multiple thereof (1/5  Px  3) when
transit depth(mag)  8J ;nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6(Ns  2:5)
p ; ð7Þ
whereNs is the number of scan groups in transit, the transit depth
is inmagnitudes, and J ;n is the standard deviation of the 2MASS
Cal-PSWDB J-band photometry inmagnitudes (before co-adding
into scan groups). In 7 cases out of the 200, we identify (in three
cases) or fail to identify (in four) periods marginally in disagree-
ment with the inequality in equation (7), and hence, equation (7)
is only an approximation. From equation (7) we see that a min-
imum of three scan groups in transit are required to identify a
period, raising the S/N threshold to greater than 8 in the limit of a
small number of observed transit events. In the limit of a large
number of observations in transit, the minimum of three to iden-
tify the period can be ignored.
3.4.3. Comparison to Other Methods
The ‘‘string length’’ algorithm of Dworetsky (1983) is also a
binless variation of the ‘‘phase-dispersionminimization’’ algorithm
of Stellingwerf (1978). The string length algorithm is well-suited to
identify periodic variability when the number of observations are
small (20) and the amplitude of the variability is large with re-
spect to the uncertainties in individual measurements (Dworetsky
1983). Both the string length and our implementation are insen-
sitive to the shape of the light curve variations, since no prior
shape is assumed. Our algorithm, however, is better suited for large
number of observations (k100), and our algorithm can identify
periodic variability that has a small amplitude with respect to
the uncertainty for individual measurements. The binned imple-
mentation of Stellingwerf (1978) is also capable of identifying
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small-amplitude periodic variability with a large number of ob-
servations, but the use of bins as a function of phase px; t6 can
introduce period-aliasing. For example, at periods near integer
fraction multiples of 1 day, approximately one-half of the bins
may contain all of the data, or the variable portion of a light curve
might be split between two bins. Hence, relative to the string
length algorithm and the binned implementation of Stellingwerf
(1978), we find that our binlessmethod ismore appropriate for our
data and more sensitive to identifying periodic variations.
The box least-squares (BLS) algorithm of Kovacs et al. (2002)
assumes a prior of two-state variability and is well-suited for tran-
sit detection around solar-type stars. Similarly, the Lomb-Scargle
(L-S) periodogram of Scargle (1982) numerically evaluates the
discrete Fourier transform for nonevenly sampled data. This is
equivalent to assuming a sinusoidal light curve prior, and the
L-S algorithm is well-suited to identify periodic variability with
sinusoidal-like light curves. Given the variety of variability we
observe in our data, we choose not to use either algorithm as a
primary method to identify periods. We avoid the assumption of
a prior for our analysis, thereby decreasing the likelihood of miss-
ing a periodic signature with an uncharacteristic light curve shape.
However, both algorithms are useful to confirm periods identified
with our algorithm, and both algorithms have relative computa-
tional efficiency advantages in identifying specific kinds of pe-
riodic variability.
In Figures 12 and 13 we present the L-S periodogram, BLS
periodogram, and our periodogram to compare for two periodic
variables respectively, an eclipsing system and a sinusoidal pe-
riodic variable. Our algorithm identifies the period for both sources
with greater relative significance compared to the BLS and L-S
approaches. We define the relative significance as the amplitude
of the peak relative to the standard deviation of the periodogram
values. All algorithms have a periodogram peak for the eclipsing
system, and the L-S algorithm and our algorithm also correctly
identify the period for the sinusoidal variable. In addition, our
algorithm identifies peaks for twice and three times the funda-
mental period for the sinusoidal variable.
3.5. Systematic Sources of Variability
The methods outlined in x 3.3 reveal systematic sources of
false variability in the Cal-PSWDB.We identify five phenomena
that contribute to false positive variability in our sample: seeing
variations, statistical fluctuations, persistence artifacts, spurious
detections, and poor quality photometry. We present our meth-
ods to identify false-positive variability in x 3.5.1 and screen for
statistical fluctuations in x 3.5.2. The exclusion of persistence
artifacts, spurious detections, and poor quality photometry are
described in x 2.3.
3.5.1. Seeing-Correlated Variability
The Cal-PSWDB provides a wealth of information, including
average seeing for every 2MASS calibration scan. We identify
photometric variations both correlated and anticorrelated with
seeing variations. The correlation and amplitude of the flux var-
iations are source-dependent and nontrivial, as shown for two
sources with similar apparent magnitudes in Figure 14. Since we
cannot fully detrend the data with a simple linear flux correction,
we instead eliminate seeing correlated variables from our results
without further analysis. Seeing correlated variability is expected
for an extended source in the Cal-PSWDB, since the source flux
is inaccurately measured by a PSF in the Cal-PSWDB. Seeing cor-
related variability due to confusion is also expected in crowded
Fig. 12.—Top: J-band Cal-PSWDB data for 2MASS J04261603+0323578
folded to a period of 0.8832 days. Data are shown in black, with 1  error bars in
teal. Each data point corresponds to the unweighted average of one group of six
scans (mn; t6 ). The mean apparent magnitude is shown with a red horizontal line.
Bottom: Periodograms for 2MASS J04261603+0323578, calculated from J-band
Cal-PSWDB data. Before applying a relative offset for clarity, all periodograms
have been shifted to a mean of 0 and normalized to a standard deviation of 1.
Black: our algorithm (1/225). Blue: Box least squares. Green: Lomb-Scargle. Pe-
riods are on the horizontal axis in days, and the corresponding periodogram power
is on the vertical axis. Overlaid are dashed vertical red lines at 0.4416, 0.8832, and
1.7664 days: half the period, the period, and twice the period discovered for this
periodic variable. See x 3.4.3 for discussion.
Fig. 13.—Top: J-band Cal-PSWDB data for 2MASS J150011920103090
folded to a period of 3.262 days. Data are shown in black, with 1 error bars in teal.
Each data point corresponds to the unweighted average of one group of six scans
(mn; t6 ). The mean apparent magnitude is shown with a red horizontal line. Bottom:
Periodograms for 2MASS J150011920103090, calculated from J-band Cal-
PSWDB data. Before applying a relative offset for clarity, all periodograms have
been shifted to a mean of 0 and normalized to a standard deviation of 1. Black: Our
algorithm (1/225). Blue: Box least squares. Green: Lomb-Scargle. Periods are on
the horizontal axis in days, and the corresponding periodogram power is on the
vertical axis. Overlaid are dashed vertical red lines at 3.262, 6.524, and 9.786 days:
the period, twice the period, and three times the period discovered for this periodic
variable. See x 3.4.3 for discussion.
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fields. Neither the identification of a source as extended nor the
‘‘confusion or contamination’’ photometric quality flag are suffi-
cient to identify seeing correlated variability. A more robust iden-
tification is necessary.
To quantitatively identify variability correlated with seeing,
we employ the following process. In x 3.5.1.1 we compute the
linear Pearson r-correlation statistic between J-band photometry
and J-band seeing.We use this statistic to quantify howmuch the
photometry varies in concert with seeing variations. In x 3.5.1.2
we compute the one-dimensional Kolmogorov-Smirnov (K-S)
test as a function of r. In the K-S test we use the distribution of
r-values for nonvariables as a control distribution to compare to
the distribution of r-values for variables. In x 3.5.1.3 we vary the
domain of r-values and use the resulting probability from the K-S
test as an estimate of the probability that a source is not correlated
with seeing. Probabilities less than 5% are classified as ‘‘seeing
correlated’’ and variables are classified as ‘‘false positives’’; prob-
abilities between 5% and 95% are classified as ‘‘partially seeing
correlated’’ and variables are classified as ‘‘candidates’’; prob-
abilities of >95% are classified as ‘‘not seeing correlated’’.
3.5.1.1. Pearson r-Correlation Statistic
We compute the Pearson r-correlation statistic between J-band
photometry and J-band seeing for each source n,
rn ¼
PNJ ; n
t¼1 (Jn; t  Jn)(St  S )ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPNJ ; n
t¼1 (Jn; t  Jn )2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPNJ ; n
t¼1 (St  S )2
q ; ð8Þ
where Sn is the J-band seeing FWHM in arcseconds, S is the
average J-band seeing (not to be confusedwith the Stetson index S ),
andwe sum over all J-band observations for source n,NJ ;n. Avalue
of rn ¼ 1 corresponds to perfectly correlated variations and a value
of rn ¼ 1 corresponds to perfectly inversely correlated variations.
Independence between the twomeasures yields a value approaching
rn ¼ 0 for large numbers of observations.
We plot the r-statistic as a function of J-band apparent mag-
nitude for bj j > 20 and bj j < 20 fields in Figures 15 and 16,
respectively. For nonvariables (zero of seven variability criteria
met), we identify a trend in the r-statistic as a function of ap-
parent magnitude that is analogous to the trend observed for the
Stetson index. A small positive correlation with seeing exists, on
average and with large scatter, for sources brighter than J ¼ 16:1.
The average r-statistic drops to zero at J ¼ 16:1, and then an
inverse correlation is observed for fainter sources. The similarity
between the trends in the r-statistic for nonvariables and the
Stetson index as a function of apparent magnitude is expected. If
photometry is correlated with seeing in one band, then it is likely
to also be correlated with seeing in the other two bands. Since the
Stetson index measures correlations between bands, an overall
correlation with seeing in all three bands would also be apparent
as a correlation between bands. As noted in x 3.3.3, varying at-
mospheric conditions can account for the observed correlations
(Cutri et al. 2006).
Fig. 14.—Relative J-band flux (arbitrary units), plotted as a function of J -band
seeing FWHM (arcseconds), for 2MASS J190204170454110 (blue) and 2MASX
J03320335+3658101(green) Cal-PSWDB data. Error bars are suppressed. Black
dashed segmented lines illustrate the dependence of apparent magnitude with
seeing. These sources are extreme examples of (anti-)correlated variations observed in
our sample, with J-band r-correlation statistics of 0.63 and 0.82, respectively.
See x 3.5 for discussion.
Fig. 15.—As a function of apparent magnitude for our bj j > 20 sample, we
plot the r-correlation statistic between J-band photometry and J-band seeing.
Nonvariables are shown as red squares and black triangles, the latter are identified
as extragalactic by 2MASS, NED, or SDSS. Variables are shown as blue circles
and green triangles, the latter are identified as extragalactic. Almost all of the iden-
tified extragalactic variables are extended and exhibit variability that is anti-
correlated with seeing (see Fig. 14). This variability is not intrinsic to the source.
The gray region corresponds to sources with photometry that is neither correlated
nor anticorrelated with seeing variations. See x 3.5 for discussion.
Fig. 16.—Same as Fig. 15, but for our bj j < 20 sample.We observe variable
sources that are correlated with seeing (see Fig. 14) in addition to anticorrelated
sources. See x 3.5 for discussion.
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3.5.1.2. One-Dimensional Kolmogorov-Smirnov Test
We use the one-dimensional (1-D) K-S test to determine the
domain of rn-values that contains variables that are not seeing
correlated, and conversely, to exclude false-positives.We use non-
variables as the comparison population. We treat bj j < 20 and
bj j > 20 separately, given the difference in range of apparent
magnitudes, spatial source density, and the resulting rn-values.We
compute the K-S test statistic, D, as in Press et al. (1989).
For illustrative purposes, in Figures 17 and 18 we plot smoothed
distribution functions for variables (blue line) and nonvariables
(red line) for bj j > 20 and bj j < 20 fields, respectively. These
smoothed distribution functions are derived from a numerical
derivative of the cumulative distribution function or CDF, where
the distribution function, DF(ri), before normalization, is given by
DF(rn) ¼ CDF(rn þ 0:025) CDF(rn  0:025)
0:05
: ð9Þ
The separate populations of seeing-correlated and intrinsic var-
iables are apparent in Figure 17, whereas seeing-correlated var-
iables dominate the intrinsic variables in Figure 18.
3.5.1.3. Estimating the Probability that a Variable is Not Correlated with Seeing
False-positive variables exhibit both large positive and large
negative values of rn relative to nonvariables. Intrinsic variables
exhibit values closer to rn ¼ 0 than nonvariables, since increas-
ing variations due to intrinsic variability decreases the overall
correlation with seeing. It follows that there exists two domains
of moderate rn-values where nonvariables and variables (that we
assume are not correlated with seeing) have similar distributions as
a function of rn.We denote these domains as fra; rbg and frc; rdg,
such that1 < ra < rb < rc < rd < 1. To identify these two do-
mains, we maximize the K-S test probability that the variable and
the nonvariable populations within these two domains have iden-
tical distributions.We identify the maximumK-S test probability
at 99.7% for (ra; rb; rc; rd) ¼ (0:276; 0:153; 0:188; 0:327)
for bj j > 20 fields and at 99.9% for (0.245, 0.182, 0.031,
0.039) for bj j < 20 fields. These domains are shown in orange
in Figures 17 and 18, respectively.
We next equate the K-S test probability of 99.7% (99.9%) to
the probability that a source is not correlated with seeing for
rn-values contained in f0:276; 0:327g (f0:245; 0:039g) for
bj j > 20 ( bj j < 20) fields. By holding ra, rb, and rc fixed while
increasing rd, or alternatively holding rb, rc, and rd fixed while
decreasing ra, we use the K-S test probability to estimate the
probability that a source is not correlated with seeing for values
outside of these domains. These probabilities are plotted in green
in Figures 17 and 18. The probability drops rapidly for small de-
creases to ra for all fields, and for small increases to rd for
bj j < 20 fields. There are no sources with rn > 0:66 in bj j > 20
fields in our sample due to a lack of source crowding (and only
two >0.5). Consequently, we are unable to estimate probabilities
accurately for rn > 0:5 with our approach. We consider these
sources on an individual basis, as any observed variability is likely
a false-positive due to spatial confusion. We classify as a false-
positive the variables that have a <5% probability of being un-
correlated with seeing (white regions in Figs. 17 and 18). We
classify as a candidate the variables that have a probability of being
correlated with seeing between 5% and 95% (brown regions). If the
probability of being uncorrelated with seeing is >95%, we classify
a variable source as intrinsically variable (gray regions).
Our methods do fail to identify some intrinsic variables. For
example, the QSO B31456+375 (2MASS 14584479+3720216)
exhibits large-amplitude variability (0.25 mag flickering) that
is only partially accounted for by seeing variations due to a flux
overestimation bias (J-band Pearson rn ¼ 0:378). In addition,
4 of the 23 periodic variables identified in x 4.3, 2MASS
J185105260437311, 2MASS J185108820436123, 2MASS
J185129290412407, and 2MASS J185131150424324 , have
probabilities of being uncorrelated with seeing of <95%. These
four periodic variables are in bj j < 20 fields, and visual inspec-
tion of the photometry supports the conclusion that they are cor-
related with seeing variations in addition to exhibiting periodic
variability. We ‘‘promote’’ these five sources to intrinsic varia-
bles in our results.
3.5.2. Statistical Fluctuations
Given our sample size and number of scan groups, two ormore
‘‘excursions’’ of a scan group in a single band at 5  significance
are sufficient for a statistically robust identification of vari-
ability. Likewise, two or more flagged variability criteria are also
Fig. 17.—As a function of the r-correlation statistic between J-band pho-
tometry and J-band seeing, we plot approximate distribution functions (arbitrary
units) for identified variables (blue line) and nonvariables (red line) in our bj j > 20
sample. Unlike Fig. 15, we group together identified extragalactic sources with the
other sources. In green, we plot the estimated probability that observed variability is
intrinsic to the source, as opposed to correlated with seeing variations. The different
color regions correspond to probabilities >95% (gray; same as Fig. 15), between
5% and 95% (brown), and<5% (white); r
a and r


d are shown where the probability
is 5%. The regions bounded by fra; rbg and {rc; rdg (dashed purple vertical lines),
correspond to the range of r-values for which the K-S test between the populations
of variables and nonvariables evaluates to a probability of 99.7%. See x 3.5.1 for
discussion.
Fig. 18.—Same as Fig. 17, but for our bj j < 20 sample.
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sufficient. To improve the reliability of the identification of var-
iability, we place additional constraints on flagged variables that
fall into two categories. The first category are flagged variables
that possess only a single excursion in a single band at 5 , meeting
no other variability criteria. For these sources,we require that one of
the other two bands meet m;n; t6
 /m; n; t6 > 3 for the same ex-
cursive scan group.
The second category are variables that are flagged in only one
band for flickering, meeting no other variability criteria. The re-
sidual scatter shown in Figure 9 implies var;m;n could be under-
estimated by a factor of <2. Consequently, a flickering variable
with a significance of 5  in a single band is not necessarily sta-
tistically robust for a 7554 object sample. Since we do not iden-
tify an additional source of error, we do not apply a correction to
var. For these sources, we instead require that var;m;n/var;m;n > 3
in one of the other two bands. Sources that do not meet these
additional criteria are identified as not variable in our results.
There are 110 variables and 34 candidate variables with only
one flagmeeting these additional criteria.Approximately 60 sources
for each variability flag and 365 sources total do not. We list the
numbers by flag combination in Table 10. While some of these
sources may be intrinsically variable, we cannot distinguish them
from false positives due to statistical fluctuations.
4. RESULTS
In x 4.1we present our catalog of variables. In x 4.2we present
our catalog and properties of periodic variables. In x 4.3 we
present a classification of all the identified variables. In x 4.4 we
present sensitivity estimates for our sample.
4.1. Variables
We identify 247 variables and 58 candidate variables that meet
one or more of the criteria defined in x 3.3. Variable sources do
not exhibit false-positive or systematic variability defined in x 3.5,
whereas candidate variables exhibit photometric variations that
are partially correlated with seeing variations. For candidate var-
iables, we estimate a probability that the observed variability is
intrinsic to the source (see x 3.5.1). The properties of the vari-
ability for every variable and candidate variable are presented in
Tables 4 and 5, respectively. Each table contains the variable
source PSC designation, the number of variability criteria met
out of seven, the specific combination of variability criteria met,
the magnitudes of the flickering if any and 3  upper limits other-
wise. the number of excursions and a sign to indicate whether a
source is dimming (+) or brightening (), and finally, the Stetson
index. Table 5 also contains an estimated probability for each
candidate that the observed variability is not due to seeing var-
iations; probabilities range from 5% to 95%.
The fraction of sample sources that are variable and are not
correlated with seeing is 3.5% (174/4952) for bj j > 20 fields,
and 16.9% (73/431) for bj j < 20 fields. Including partially cor-
related sources inflates these statistics, because some of the can-
didate variables are not intrinsically variable.With more reddened
earlier type stars and giants in the bj j < 20 fields, we expect a
larger variety of astrophysical variability phenomenon to explain
the higher fraction of variables. In Table 6 we present counts for
variables, candidate variables, and nonvariables broken down by
field. We additionally break down the counts of nonvariables to
indicate the degree to which these sources are correlated with
seeing. In Table 7 we present the same counts for sources iden-
tified as extragalactic only.
In Figures 19 and 20 we present color-color plots of the vari-
ables in bj j > 20 and bj j < 20 fields, respectively, analogous to
Figures 4 and 5. In Figure 21 we plot the number of sources and
number of variables for each field as a function of Galactic lati-
tude. We note that the number of sources, and with larger scatter
the number of variables, increases for decreasing latitudes. This is
expected as lowerGalactic latitude fields look throughmore of the
Galactic disk, and themajority of identified variables are Galactic.
The larger scatter for the number of variables per field is partially
due to the differing number of observations for each field which is
a limiting factor in the identification of variability (see x 4.4).
4.2. Periodic Variables
We identify 23 periodic variables with periods between 0.12
and 8.09 days. In Table 8 we present periods, ephemerides, var-
iability flag combinations, and inferred object types. Light curves
and color curves in order of right ascension are presented in Fig-
ures 22Y44 and 45Y67, respectively. For the plotted light curves,
each point corresponds to an averaged scan group,where the num-
ber of scan groups is equal to the number of observations of a field
divided by 6. In x 4.2.1 we present three newly discovered de-
tachedM-type eclipsing systems. In x 4.2.2 we present two newly
discovered periodically variable young stellar objects (YSOs) in 
Ophiuchi. In xx 4.2.3 and 4.2.4 we present the remaining periodic
variables in the bj j > 20 and bj j < 20 fields, respectively.
4.2.1. M-Type Eclipsing Systems
2MASS J01542930+0053266, 2MASS J04261603+0323578,
and 2MASS J04261900+0314008 possess near-IR colors consis-
tent withM dwarfs. The light curves, shown in Figures 22, 24, and
25, indicate that these three systems are likely to be newly dis-
covered detached eclipsing binaries with M dwarf components.
2MASS J01542930+0053266 has a period of 2.6390 days, and
the components are probably M0 type dwarfs with slightly un-
equal sizes. In Figure 22 the primary and secondary eclipses have
different depths.
For 2MASS J04261603+0323578 (and 2MASS J04261900+
0314008), we are currently unable to distinguish between two
eclipsing mid-M dwarfs with a period of 1.7644 (2.15262) days,
and amid-Mdwarf primary with an unseen, possibly Jovian-sized
secondary with a period of 0.8822 (1.07631) days. Because of
uncertainty in the periods of 0.00003 days and photometric
uncertainties in the available data, we are not able to distinguish
between these two scenarios without radial velocity follow-up
(Plavchan 2006).
4.2.2.  Ophiuchi Periodic Variables
The two periodic variables reddest in H  Ks, 2MASS
J162712732504017 and 2MASS J162726582425543, lie in
the 90009 field centered on the star-forming region Ophiuchi.One
of the two  Ophiuchi periodic variables, 2MASS J16272658
2425543, is confirmed as a member of the  Ophiuchi complex.
These two sources are likely to be YSOs and exhibit large-am-
plitude dimming (>0.3 mag) on timescales of 0.88 and3 days.
Possible origins of the variability include rotationally modulated
spots and veiling due to the circumstellar accretion driven by a
companion. Spectroscopic and photometric monitoring of these
two systems is warranted to explain the observed variability.
From the near-IR color light curve in Figure 52, dimming of up
to 0.3 mag produces no detectable color change for 2MASS
J162712732504017. This source reddens inH  Ks and J  H
by <0.1 mag across nearly a factor of 2 change in apparent
brightness.
4.2.3. bj j > 20 Periodic Variables
Eight of the 23 periodic variables are located in bj j > 20 fields,
including the three late-type eclipsing binaries presented in x 4.2.1.
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Of the remaining five, the two that are bluest in J  H , 2MASS
J18391777+4854001 and 2MASS J203106304914562, have the
shortest periods in our sample at 3 hr. These short periods are
inconsistent with main-sequence rotation periods for M dwarfs.
Alongwith 2MASS J01545296+0110529with a period of 4.5 hr,
we suspect that these three sources are cataclysmic variables (CVs).
We infer this from the light curves, short periods, and blue B Ks
colors relative to theH  Ks colors indicative of flux from a white
dwarf in theBband in addition to a red dwarf.Also if note, threeCVs
in our sample is consistent with the expected number from the num-
ber density of CVs (Townsley & Bildsten 2005;2 ; 105 pc3),
the number density of M dwarfs (Reid et al. 2002;0.07 pc3),
and the number of M dwarfs in our sample (Plavchan 2006). We
do not, however, identify any ROSAT X-ray sources coincident
with these three short-period variables.
The final two periodic variables, 2MASS J08512729+1211484
and 2MASS J150011920103090, have periods of 1.24 and
3.26 days, respectively. These two objects possess sinusoidal
light curves and near-IR colors that imply spectral types earlier
than M. We note that 2MASS J08512729+1211484 is spatially
coincident with a latent image from a bright star in the Cal-
PSWDB. This latent image produces photometric variability not
intrinsic to the source, but only during every other scan (see x 2.3.1).
We presume that the periodic variability is intrinsic to this source,
because the periodic variability is still observed for the scans not
affected by the latent image.
4.2.4. bj j < 20 Periodic Variables
Fifteen of the 23 periodic variables are located in bj j < 20 fields,
including the twoYSOspresented in x 4.2.2. Sevenhave light curves
TABLE 6
2MASS Calibration Database Sample Counts: All Sources
Not Variable: Categoryc
2MASS Total Variablea Candidate Variableb Total i ii iii iv v SDSS Imagingd SDSS Spectrad
ALLe ............................. 7554 247 58 7248 4961 345 857 1079 6 1742 119
|b| < 20e ...................... 1926 73 42 1811 431 191 557 630 2 0 0
|b| > 20e ....................... 5628 174 16 5437 4531 154 300 449 4 1742 119
90021............................. 141 6 0 135 75 3 17 40 0 . . . . . .
90294............................. 108 3 0 105 83 9 6 7 0 . . . . . .
90004............................. 115 7 1 107 65 4 11 27 0 115 14
90301............................. 114 0 0 114 106 1 5 2 0 . . . . . .
90247............................. 56 1 1 54 21 10 13 10 0 . . . . . .
90533............................. 131 4 0 127 103 4 9 11 0 . . . . . .
90191............................. 228 4 1 223 200 7 6 10 0 . . . . . .
90013............................. 78 3 2 73 10 8 41 14 0 . . . . . .
90121............................. 235 1 1 233 223 0 6 4 0 . . . . . .
90161............................. 290 2 0 288 246 4 22 15 1 . . . . . .
90312............................. 153 2 1 150 46 41 54 9 0 . . . . . .
92026............................. 233 4 0 229 212 2 8 7 0 . . . . . .
90067............................. 276 24 0 252 232 7 2 10 1 . . . . . .
90091............................. 116 9 0 107 78 8 11 10 0 116 9
92397............................. 205 6 1 198 151 0 17 30 0 . . . . . .
90217............................. 38 0 0 38 15 4 16 3 0 . . . . . .
90266............................. 77 1 1 75 43 8 9 15 0 77 13
90860............................. 131 7 1 123 85 4 5 29 0 129 12
90867............................. 161 7 0 154 117 0 15 22 0 161 11
90273............................. 42 0 0 42 13 8 18 3 0 . . . . . .
90272............................. 113 3 0 110 78 7 6 19 0 113 15
90868............................. 182 3 0 179 157 6 7 9 0 183 11
90565............................. 307 10 1 296 251 8 11 26 0 33 0
90009............................. 57 2 0 55 33 13 7 2 0 . . . . . .
90330............................. 199 2 0 197 157 5 23 12 0 199 13
90279............................. 130 1 0 129 44 18 57 10 0 . . . . . .
90182............................. 396 11 0 385 339 8 11 26 1 . . . . . .
90547............................. 827 40 24 763 145 44 192 381 1 . . . . . .
90808............................. 545 24 14 507 104 45 159 198 1 . . . . . .
90234............................. 321 6 0 315 269 14 11 21 0 . . . . . .
90813............................. 551 24 3 524 446 14 34 30 0 466 13
92409............................. 368 7 4 357 310 8 12 27 0 . . . . . .
92202............................. 171 3 2 166 140 3 9 14 0 . . . . . .
90893............................. 150 3 0 147 101 11 17 18 0 150 8
90290............................. 309 17 0 292 264 9 10 8 1 . . . . . .
a These sources meet a minimum of one (of seven) variability criteria as outlined in x 3.3, and the observed variability is not correlated with seeing (see x 3.5).
b These sources meet a minimum of one (of seven) variability criteria as outlined in x 3.3, and the observed variability is partially correlated with seeing (see x 3.5).
c We classify these sources as not variables, but subclassify them into the following five categories: i sources are not correlated with seeing and meet zero (of seven)
variability criteria; ii sources are partially correlated with seeing andmeet zero variability criteria; iii sources are correlated with seeing variations andmeet zero variability
criteria; iv sources are correlated with seeing and meet one or more variability criteria; v sources meet one or more variability criteria, but the observed variability is due to
latent images from bright stars overlaid on the source every other scan (see x 2.3.1).
d Cal-PSWDB sample targets coincident to within 500 with a SDSS DR5 object.
e Aggregate counts for all, bj j < 20, and bj j > 20 fields.
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and periods that are consistent with earlier type eclipsing bina-
ries: 2MASSJ082554053908441, 2MASSJ185104790442005,
2MASS J185105260437311, 2MASS J185120340426311,
2MASS J185122610409084, 2MASS J185129290412407,
and 2MASS J190209890439440. While the near-IR colors for
these eclipsing binaries are consistent with an M spectral type,
the eclipse durations indicate that these are reddened earlier type
stars. Two of the seven earlier type eclipsing binaries, 2MASS
J185105260437311 and 2MASS J185129290412407, have
a factor of 2 ambiguity in their period. This ambiguity arises be-
cause the observed eclipses all have the same shape, depth, and
duration. If the components are equal-sized, then the primary and
secondary eclipses would be same. Under such a scenario, the
longer of the two periods listed in Table 8 is the correct one. We
do not rule out a secondary component smaller than the primary
that produces an unseen secondary eclipse. With this scenario,
the shorter period would be the correct period.
Four periodic variables are suspected cataclysmic variables
with periods of less than 1 day and sinusoidal light curves:
2MASS J185130760432148, 2MASS J185131150424324,
2MASS J190143930447412, and 2MASS J19014985
0432493. The final two periodic variables, 2MASS J18511786
0355311 and 2MASS J185108820436123, also have periods
shorter than 1 day. The former has a light curve that indicates it is
possibly a distorted eclipsing binary with unequal-sized compo-
nents, since the primary and secondary eclipses have different depths
(see Fig. 35). The latter source, 2MASS J185108820436123,
has the most peculiar light curve out of all the periodic variables
TABLE 7
2MASS Calibration Database Sample Counts: Identified Extragalactic Sources
Not Variable  Categoryc
2MASS Total Variablea Candidate Variableb Total i ii iii iv v SDSS Imagingd SDSS Spectrad
ALLe ................................... 654 5 3 646 149 60 136 300 1 422 113
|b| < 20e ............................ 9 0 0 9 0 0 2 7 0 0 0
|b| > 20e ............................. 645 5 3 637 149 60 134 293 1 422 113
90021................................... 50 0 0 50 8 1 5 36 0 . . . . . .
90294................................... 30 1 0 29 12 6 4 7 0 . . . . . .
90004................................... 49 0 1 48 7 4 11 26 0 49 14
90301................................... 20 0 0 20 13 1 4 2 0 . . . . . .
90247................................... 3 0 0 3 0 0 0 3 0 . . . . . .
90533................................... 5 0 0 5 1 0 1 3 0 . . . . . .
90191................................... 5 0 0 5 0 0 0 5 0 . . . . . .
90013................................... 1 0 0 1 0 0 0 1 0 . . . . . .
90121................................... 4 0 0 4 2 0 1 1 0 . . . . . .
90161................................... 10 0 0 10 0 0 1 9 0 . . . . . .
90312................................... 0 0 0 0 0 0 0 0 0 . . . . . .
92026................................... 2 0 0 2 0 0 0 2 0 . . . . . .
90067................................... 21 0 0 21 15 2 0 3 1 . . . . . .
90091................................... 33 0 0 33 5 7 11 10 0 33 8
92397................................... 12 0 0 12 1 0 0 11 0 . . . . . .
90217................................... 2 0 0 2 0 0 1 1 0 . . . . . .
90266................................... 39 0 1 38 6 8 9 15 0 39 13
90860................................... 51 0 1 50 14 4 5 27 0 51 12
90867................................... 50 1 0 49 14 0 15 20 0 50 11
90273................................... 2 0 0 2 0 0 0 2 0 . . . . . .
90272................................... 37 1 0 36 4 7 6 19 0 37 14
90868................................... 25 0 0 25 7 5 6 7 0 25 9
90565................................... 10 0 0 10 3 1 1 5 0 5 0
90009................................... 0 0 0 0 0 0 0 0 0 . . . . . .
90330................................... 38 1 0 37 5 2 21 9 0 38 11
90279................................... 0 0 0 0 0 0 0 0 0 . . . . . .
90182................................... 10 0 0 10 1 0 0 9 0 . . . . . .
90547................................... 1 0 0 1 0 0 1 0 0 . . . . . .
90808................................... 0 0 0 0 0 0 0 0 0 . . . . . .
90234................................... 11 0 0 11 1 1 2 7 0 . . . . . .
90813................................... 46 0 0 46 12 2 11 21 0 43 13
92409................................... 13 0 0 13 0 0 0 13 0 . . . . . .
92202................................... 19 0 0 19 7 0 4 8 0 . . . . . .
90893................................... 52 1 0 51 9 9 16 17 0 52 8
90290................................... 3 0 0 3 2 0 0 1 0 . . . . . .
a These sources meet a minimum of one (of seven) variability criteria as outlined in x 3.3, and the observed variability is not correlated with seeing (see x 3.5).
b These sources meet a minimum of one (of seven) variability criteria as outlined in x 3.3, and the observed variability is partially correlated with seeing (see x 3.5).
c We classify these sources as not variables, but subclassify them into the following five categories: i sources are not correlated with seeing and meet zero (of seven)
variability criteria; ii sources are partially correlated with seeing andmeet zero variability criteria; iii sources are correlated with seeing variations andmeet zero variability
criteria; iv sources are correlated with seeing and meet one or more variability criteria; v sources meet one or more variability criteria, but the observed variability is due to
latent images from bright stars overlaid on the source every other scan (see x 2.3.1).
d Cal-PSWDB sample targets coincident to within 500 with a SDSS DR5 object.
e Aggregate counts for all, bj j < 20, and bj j > 20 fields.
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at low Galactic latitudes (see Fig. 34). It is uncertain whether the
actual period for this source is 0.44 or 0.88 days.
4.3. Classification of Variables
We classify variables by their variability properties, identified
counterparts, and colors in xx 4.3.1Y4.3.5 to provide a starting
point for understanding the variety of the observed variability.
This classification is summarized in Tables 12 and 13. In x 4.3.5
we cross-correlated the variables in the 90067 field, with the
optical variability search of Stassun et al. (2002).
4.3.1. Variability Properties
For periodic variables, the period and shape of the light curve
provides information about the type of object and the origins of
the observed variability. Stetson indexYidentified variables ex-
hibit multiband, correlated variability. For excursive variables,
the sign of the excursions listed in Tables 6 and 7 are indicators
of whether a source is dimming (+) or flaring (). For flickering
variables, however, the magnitude of the variability does not
provide a similar indicator. Instead, we measure skews in the
photometric scatter for flickering variables of 0.76, 0.53, and
0.63 with standard deviations of 1.57, 0.86, and 1.39 in J,H, and
Ks , respectively. In Table 9 we present variables with skews more
than 1 standard deviation outside the mean. A large positive skew
corresponds to a source that exhibits variability by getting fainter,
and a large negative skew corresponds to a source that exhibits
variability by getting brighter.
We observe a variety of astrophysical sources of variability
that are both color and time-scale dependent, indicated by the
different variability flag combinations we observe. In general,
the variables with more variability criteria met have larger am-
plitudes of variability. We present in Table 10 source counts by
variability flag combination. By breaking down the number of
variables in this fashion, we note that we detect the most vari-
ables at the J band. For flickering variables, we detect more at H
than Ks. This is expected and corresponds to the order of bands
with the best overall photometric quality; we are generally more
sensitive to variability at J, thenH, and finallyKs, although this is
source color dependent. For excursive variables, we detect more
variables at Ks than H. This result implies short term and rela-
tively infrequent variability observed in our sample, such as
would be detected by the excursive variability criteria, tends to
have a larger amplitude at Ks than at H.
We observe flickering and excursive variability for sources
in our sample with optical and near-IR colors consistent with
Mdwarfs.We do not identify periodic variability for these sources
given the relatively small amplitudes of variability. The observed
variability is likely due to rotationally modulated spots or flares
that are more readily detected at shorter wavelengths for active
M dwarfs (Plavchan 2006).
4.3.2. Galactic Variables with Identified Counterparts
Most of the variables are stellar, but lack optical identification
or known spectral types. 2MASS J03320092+3727391 is iden-
tified as amember of the stellar open cluster NGC 1342. 2MASS
J112149241313084 is identified as LHS 2397a, an M8 plus
late-L brown dwarf close binary with a3AU separation (Freed
et al. 2003). While LHS 2397a is a 2MASS standard calibrator
star, LHS 2397a flares only three times (detected once at J band
and twice at Ks) with amplitudes of <0.1 mag, and has a J-band
flickering variability of <0.02 mag. For the candidate variables,
2MASS J144050940023368 is identified as BD +00 3222, a
Fig. 19.—For our bj j > 20 sample, we plot the average Cal-PSWDB colors
for variables with blue squares, periodic variables with red diamonds, and iden-
tified extragalactic variables with orange stars. Candidate variables are shown
with green circles, and extragalactic candidate variables withmaroon crosses. For
reference, we plot the contours from Fig 4 for the entire bj j > 20 sample. An
Av ¼ 1 reddening vector is shown in red.
Fig. 20.—Same as Fig. 19, but corresponding to the variables in our bj j < 20
sample and analogous to Fig. 5.
Fig. 21.—Number of sources in each field (in red), as a function of the mean
Galactic latitude for each bj j > 20 field. The number of variables in each field
are plotted in blue.
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TABLE 8
Periodic Variables
Name 2MASS J a Flags
Period
(days)b Phasec Field Object Typed Figure Numbers
01542930+0053266 ............................ 1111110 2.639 0.07 90004 Mtype eclipsing binary f 22, 45
01545296+0110529 ............................ 1100000 0.18603e 0.95 90004 Suspected CV 23, 46
04261603+0323578 ............................ 1001110 0.8832, 1.7664 0.487 90191 Mtype eclipsing binary f 24, 47
04261900+0314008 ............................ 0001000 1.07631, 2.15262 0.425 90191 Mtype eclipsing binary f 25, 48
082554053908441 ........................... 1111111 8.08986 0.825 90312 Eclipsing binary 26, 49
08512729+1211484 ............................ 0001110 1.23725 0.7 90067 Sinusoidal 27, 50
150011920103090............................ 1111111 3.262 0.11 90868 Sinusoidal 28, 51
162712732504017 ........................... 1111111 0.831445 0.26 90009 YSO 29, 52
162726582425543 ........................... 1111111 2.9603g 0 90009 YSO 30, 53
18391777+4854001 ............................ 1100101 0.1257 0.65 90182 Suspected CV 31, 54
185104790442005 ........................... 1111111 5.657 0.08 90547 Eclipsing binary 32, 55
185105260437311............................ 1111111 6.2898, 3.1449 0.155 90547 Eclipsing binary 33, 56
185108820436123 ........................... 1111111 0.44411, 0.88822 0.26 90547 . . . 34, 57
185117860355311............................ 1101111 0.7804 0.24 90547 . . . 35, 58
185120340426311............................ 1111111 3.3549 0.795 90547 Eclipsing binary 36, 59
185122610409084 ........................... 1111111 3.916 0.29 90547 Eclipsing binary 37, 60
185129290412407 ........................... 1111111 3.0396,1.5198 0.04 90547 Eclipsing binary 38, 61
185130760432148 ........................... 1110011 0.32251 0.4 90547 Suspected CV 39, 62
185131150424324............................ 1111111 0.6223 0.64 90547 Suspected CV 40, 63
190143930447412 ........................... 1111001 0.9822 0.68 90808 Sinusoidal 41, 64
190149850432493 ........................... 1111111 0.3297 0.4 90808 Suspected CV 42, 65
190209890439440 ........................... 1111111 4.3473 0.58 90808 Eclipsing binary 43, 66
203106304914562 ........................... 1101001 0.12047 0 90234 Suspected CV 44, 67
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0 coordinates formatted as hhmmss½:ss  ddmmss½:s.
b Uncertainty in period is approximately1 in the least significant digit.When two periods are quoted, the system is an eclipsing binary with indistinguishable eclipses
or an inconclusive object type. See Figs. 22Y44 for light curves and 45Y67 for color curves of these objects folded to these periods.
c Corresponding phase in Figs. 22Y67 for the Julian Date =2,450,000.0. When two periods are listed, this phase is for the larger period, which is also the one plotted in
Figs. 33, 34, and 38.
d Object type inferred from period, colors, light curve appearance, andGalactic latitude. Sinusoidal objects and objects without any listed object type have inconclusive
identifications from available data.
e Period from A. Becker.
f See x 4.2.1 for discussion of these objects.
g The identification of this period is uncertain. The object exhibits variability on a 3 day timescale, but the observed variability is not entirely consistent with this period
derived from our analysis.
Fig. 22.—JHKs data for late-type eclipsing binary 2MASS J01542930+
0053266, folded to a period of 2.639 days. Data are shown in black with error
bars shown in teal. Each data point corresponds to the unweighted average of one
group of six scans (mn;t6 ). Mean apparent magnitudes are shown with red hori-
zontal lines.
Fig. 23.—JHKs data for suspected CV 2MASS J01545296+0110529, folded
to a period of 0.18603 days.
Fig. 24.—JHKs data for late-type eclipsing binary 2MASS J04261603+
0323578, folded to a period of 0.88320 days.
Fig. 25.—JHKs data for late-type eclipsing binary 2MASS J04261900+
0314008, folded to a period of 1.07631 days.
Fig. 26.—JHKs data for eclipsing binary 2MASS J082554053908441,
folded to a period of 8.08986 days.
Fig. 27.—JHKs data for sinusoidal variable 2MASS J08512729+1211484,
folded to a period of 1.23725 days. This object has a persistent artifact overlaid
with the source every other scan, but still exhibits intrinsic periodic variability.
We eliminate scans with the persistence for our analysis.
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Fig. 28.—JHKs data for sinusoidal variable 2MASS J150011920103090,
folded to a period of 3.262 days.
Fig. 29.—JHKs data for OphYSO2MASS J162712732504017, folded to a
period of 0.831445 days.
Fig. 30.—JHKs data for OphYSO2MASS J162726582425543, folded to a
period of 2.9603 days. The identification of this period is uncertain. The object
exhibits variability on a 3 day timescale, but the observed variability is not entirely
consistent with this period derived from our analysis. Possible solutions include
spotting and semiperiodic veiling from circumstellar material.
Fig. 31.—JHKs data for suspected CV 2MASS J18391777+4854001, folded
to a period of 0.1257 days.
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Fig. 32.—JHKs data for eclipsing binary 2MASS J185104790442005,
folded to a period of 5.657 days. At this period, the secondary eclipse is not well
sampled by the available observations.
Fig. 33.—JHKs data for eclipsing binary 2MASS J185105260437311, folded
to a period of 6.2898 days.
Fig. 34.—JHKs data for 2MASS J185108820436123, folded to a period of
0.88822 days. We do not identify an object type for this variable.
Fig. 35.—JHKs data for suspected eclipsing binary 2MASS J18511786
0355311, folded to a period of 0.7804 days.
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Fig. 36.—JHKs data for eclipsing binary 2MASS J185120340426311,
folded to a period of 3.3549 days.
Fig. 37.—JHKs data for eclipsing binary 2MASSJ185122610409084, folded
to a period of 3.916 days.
Fig. 38.—JHKs data for eclipsing binary 2MASS J185129290412407,
folded to a period of 3.0396 days.
Fig. 39.—JHKs data for suspected CV 2MASS J185130760432148, folded
to a period of 0.32251 days.
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Fig. 40.—JHKs data for suspected CV 2MASS J185131150424324, folded
to a period of 0.6223 days.
Fig. 41.—JHKs data for sinusoidal variable 2MASS J190143930447412,
folded to a period of 0.9822 days.
Fig. 42.—JHKs data for suspected CV 2MASS J190149850432493, folded
to a period of 0.3297 days.
Fig. 43.—JHKs data for eclipsing binary 2MASS J190209890439440, folded
to a period of 4.3473 days.
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Fig. 44.—JHKs data for suspected CV 2MASS J203106304914562, folded
to a period of 0.12047 days.
Fig. 45.—J, J  H , and H  Ks data for late-type eclipsing binary 2MASS
J01542930+0053266, folded to a period of 2.639 days. Data are shown in black
with error bars shown in teal. Each data point corresponds to the unweighted av-
erage of one group of six scans (mn;t6 ). Mean apparent magnitudes and colors are
shown with red horizontal lines.
Fig. 46.—J, J  H , andH  Ks data for suspected CV 2MASS J01545296+
0110529, folded to a period of 0.18603 days.
Fig. 47.—J, J  H , and H  Ks data for late-type eclipsing binary 2MASS
J04261603+0323578, folded to a period of 0.88320 days.
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Fig. 48.—J, J  H , and H  Ks data for late-type eclipsing binary 2MASS
J04261900+0314008, folded to a period of 1.07631 days.
Fig. 49.—J, J  H , andH  Ks data for eclipsing binary 2MASS J08255405
3908441, folded to a period of 8.08986 days. The observable changes in color during
primary and secondary eclipse for this system indicate the different effective tem-
peratures of the components.
Fig. 50.—J, J  H , and H  Ks data for the sinusoidal variable 2MASS
J08512729+1211484, folded to a period of 1.23725 days. This object has a per-
sistent artifact overlaid with the source every other scan, but still exhibits intrinsic
periodic variability. We eliminate scans with the persistence for our analysis.
Fig. 51.—J, J  H , and H  Ks data for the sinusoidal variable 2MASS
J150011920103090, folded to a period of 3.262 days.
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Fig. 52.—J, J  H , and H  Ks data for  Oph YSO 2MASS J16271273
2504017, folded to a period of 0.831445 days.
Fig. 53.—J, J  H , and H  Ks data for  Oph YSO 2MASS J16272658
2425543, folded to a period of 2.9603 days. The object exhibits variability on a
3 day timescale, but the observed variability is not entirely consistent with this pe-
riod derived from our analysis. Possible solutions include spotting, and semi-
periodic veiling from circumstellar material.
Fig. 54.—J, J  H , andH  Ks data for suspected CV 2MASS J18391777+
4854001, folded to a period of 0.1257 days.
Fig. 55.—J, J  H , andH  Ks data for eclipsing binary 2MASS J18510479
0442005, folded to a period of 5.657 days. At this period, the secondary eclipse is not
well sampled by the available observations.
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Fig. 56.—J, J  H , andH  Ks data for eclipsing binary 2MASS J18510526
0437311, folded to a period of 6.2898 days.
Fig. 57.—J, J  H , and H  Ks data for 2MASS J185108820436123,
folded to a period of 0.88822 days. We do not identify an object type for this
variable.
Fig. 58.—J, J  H , and H  Ks data for suspected eclipsing binary 2MASS
J185117860355311, folded to a period of 0.7804 days.
Fig. 59.—J, J  H , andH  Ks data for eclipsing binary 2MASS J18512034
0426311, folded to a period of 3.3549 days.
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Fig. 60.—J, J  H , andH  Ks data for eclipsing binary 2MASS J18512261
0409084, folded to a period of 3.916 days.
Fig. 61.—J, J  H , andH  Ks data for eclipsing binary 2MASS J18512929
0412407, folded to a period of 3.0396 days.
Fig. 62.—J, J  H , andH  Ks data for suspected CV 2MASS J18513076
0432148, folded to a period of 0.32251 days.
Fig. 63.—J, J  H , andH  Ks data for suspected CV 2MASS J18513115
0424324, folded to a period of 0.6223 days.
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Fig. 64.—J, J  H , andH  Ks data for sinusoidal variable2MASSJ19014393
0447412, folded to a period of 0.9822 days.
Fig. 65.—J, J  H , andH  Ks data for suspected CV 2MASS J19014985
0432493, folded to a period of 0.3297 days.
Fig. 66.—J, J  H , andH  Ks data for eclipsing binary 2MASS J19020989
0439440, folded to a period of 4.3473 days.
Fig. 67.—J, J  H , andH  Ks data for suspected CV 2MASS J20310630
4914562, folded to a period of 0.12047 days.
high proper motion K0 III star. 2MASS J16264814+0615056 is
also identified as the K0 star SAO 121605. Finally, 2MASS
J185130860433412 is positionally coincidentwith IRAS18488
0437, but the IR flux might be produced by another source in the
large IRAS beam.
4.3.3. Extragalactic Variables with Identified Counterparts
In Table 11 we present five variables and three candidate var-
iables that are identified as extragalactic and include SDSS DR5
colors and redshifts when available. Of identified extragalactic
sources, 76% (500/654) exhibit photometry that are correlated or
partially correlated with seeing (including the variable 2MASS
J14584479+3720216). Of the remaining 24%, 2.6% (4/154) are
variable. 2MASS J14584479+3720216 is identified as the z ¼
0:333 quasar B31456+375. The variables 2MASS J00333270
3922457 and 2MASS J144114770057254 are known quasars
with z > 2, [ ICS96] 003106.6393917 and 2QZ J144115.5
005726, respectively. The other two extragalactic variables,
2MASS J16312442+2953016 (RX J1631.3+2953) and 2MASS
J23182671+0030561 [APMUKS(BJ) B231552.98+001431.1],
exhibit J  Ks colors that are consistent with other identified
galaxies. 2QZ J144115.5005726,APMUKS(BJ) B231552.98+
001431.1, and B31456+375 are unresolved with SDSS DR5.
B31456+375 and RX J1631.3+2953 are spectroscopically identified
TABLE 9
Variables with Large Skew in Observed Photometry
Name 2MASS J a Flags J Skewb H Skewb Ks Skew
b
Period
(days)
002421180219071............................... 0001100 2.6 1.97 0.55 . . .
01542930+0053266 ............................... 1111110 1.8 1.46 1.2 2.64
082554053908441 .............................. 1111111 4.28 3.63 3.47 8.09
08512916+1207014 ............................... 0001000 3.07 1.47 0.49 . . .
112144621341508............................... 0001000 2.39 2.01 0.87 . . .
112154541340473............................... 0001010 2.99 1.71 0.99 . . .
144100680011348............................... 0100000 0.02 0.34 0.45 . . .
162712732504017 .............................. 1111111 2.32 2 1.35 0.831
162726582425543 .............................. 1111111 2.43 1.68 0.49 2.96
18391694+4847469 ............................... 0101000 0.82 0.65 0.24 . . .
185103840438369 .............................. 1110111 0.38 2.13 2.72 . . .
185104790442005 .............................. 1111111 2.6 2.4 2.7 5.66
185105260437311............................... 1111111 2.19 1.74 1.83 6.29
185106050422191 .............................. 1101000 0.84 0.66 0.07 . . .
185110680433151............................... 1100000 0.02 1.43 0.11 . . .
185117170401289............................... 1111111 1.03 0.42 1.92 . . .
185120340426311............................... 1111111 3.87 3.27 3.01 3.35
185123590429310 .............................. 1111110 2.4 1.52 2.43 . . .
185126330407347 .............................. 1010110 2.3 1.81 1.95 . . .
185129290412407 .............................. 1111111 3.09 2.76 2.75 3.04
185134740426516 .............................. 1110000 1.57 1.13 0.89 . . .
190155130514117............................... 0000001 0.32 0.4 0.23 . . .
190157000419405 .............................. 1111110 1.35 0.75 0.28 . . .
190158720353033 .............................. 0000001 0.22 0.5 0.67 . . .
190202450355125 .............................. 0100000 0.51 0.59 0.33 . . .
190209890439440 .............................. 1111111 1.82 1.48 1.61 4.35
190212020446090 .............................. 1011010 13.93 0.01 3.2 . . .
204101350501536 .............................. 0001000 2.82 0.7 0.32 . . .
204106070550225 .............................. 0010001 1.72 0.33 0.75 . . .
204114530548324............................... 0000001 0.12 0.78 0.13 . . .
204122360544317 .............................. 0000001 6.87 1.29 12.66 . . .
23301161+3812446 ............................... 0000001 2.99 0.11 1.17 . . .
23301545+3757021 ............................... 0001110 6.96 4.67 4.26 . . .
23302500+3802234 ............................... 1111111 7.7 7.02 12.58 . . .
23303744+3753239 ............................... 0001000 2.83 0.19 0.52 . . .
23303825+3757218 ............................... 0100110 5.19 2.54 5.41 . . .
23304119+3828107 ............................... 0000011 0.77 0.42 6.91 . . .
23304279+3758573 ............................... 0001100 4.65 2.73 1.3 . . .
23304351+3753266 ............................... 0001100 10.71 5.3 3.13 . . .
185122090353372c ............................. 0010000 0.67 0.55 0.32 5
185130860433412c ............................. 1111111 0.19 0.46 0.24 91
190158240356011c ............................. 0000001 0.51 0.14 0.82 77
22000934+2037531c .............................. 0000001 0.04 1.45 0.01 93
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0
coordinates formatted as hhmmss½:ss  ddmmss½:s.
b For each source, we compute the skew of the photometric distribution in each band. In this table we list sourceswith skews
in J, H, or Ks in excess of 1 standard deviation from the means for all variables. See x 4.3.1 for discussion.
c Candidate variablewith large skew. Percentages are listed for candidate variables in the rightmost column instead of period,
corresponding to the estimated probability that the observed variability is intrinsic to the source as opposed to correlated with
seeing variations.
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TABLE 10
Variability Flag Combination Source Counts
False Positivesb
Flagsa Variable Candidate Variable Persistence Statistical Fluctuation Seeing Correlated Partially Seeing Correlatedc Total
1





 ....................... 113 23 6 73 824 28 1010


1




 ..................... 96 16 6 71 796 19 965



1



 ..................... 59 16 4 41 555 19 660




1


 ..................... 100 10 4 66 592 15 753





1

 ..................... 63 11 2 47 582 15 689






1
 ..................... 71 17 2 67 381 27 517







1 ..................... 83 16 6 0 563 16 668
all 7 .......................... 19 1 1 0 189 1 210
any 6 ........................ 6 2 2 0 114 2 124
any 5 ........................ 6 0 0 0 129 0 135
any 4 ........................ 20 4 2 0 124 4 150
any 3 ........................ 24 6 1 0 149 6 180
any 2 ........................ 62 11 0 0 204 11 277
any 1 ........................ 110 34 0 365 290 64 679
none.......................... 0 0 0 0 737 315 5799
1111111 .................... 19 1 1 0 189 1 210
1111110 .................... 3 0 0 0 22 0 25
1111101 .................... 0 1 1 0 64 1 66
1111100 .................... 0 0 0 0 15 0 15
1111011 .................... 0 0 1 0 4 0 5
1111010.................... 0 0 0 0 4 0 4
1111001.................... 2 0 0 0 18 0 20
1111000.................... 1 0 0 0 15 0 16
1110111 .................... 1 1 0 0 13 1 15
1110110.................... 0 0 0 0 5 0 5
1110101.................... 0 0 0 0 21 0 21
1110100.................... 0 0 0 0 6 0 6
1110011.................... 1 0 0 0 6 0 7
1110010.................... 2 0 0 0 5 0 7
1110001.................... 1 0 1 0 28 0 30
1110000.................... 2 0 0 0 18 0 20
1101111 .................... 2 0 0 0 6 0 8
1101110.................... 0 0 0 0 8 0 8
1101101.................... 1 0 0 0 32 0 33
1101100.................... 1 0 0 0 27 0 28
1101011.................... 1 0 0 0 0 0 1
1101010.................... 0 0 0 0 2 0 2
1101001.................... 4 0 1 0 7 0 12
1101000.................... 3 0 0 0 34 0 37
1100111.................... 0 0 0 0 1 0 1
1100110.................... 0 0 0 0 1 0 1
1100101.................... 1 1 0 0 8 1 10
1100100.................... 0 0 0 0 16 0 16
1100010.................... 1 0 0 0 3 0 4
1100001.................... 2 0 1 0 22 0 25
1100000.................... 13 2 0 0 59 2 74
1011111 .................... 0 0 0 0 1 0 1
1011110.................... 0 0 0 0 2 0 2
1011011.................... 1 0 0 0 0 0 1
1011010.................... 2 1 0 0 3 1 6
1011001.................... 1 0 0 0 3 0 4
1011000.................... 1 1 0 0 2 1 4
1010110.................... 1 0 0 0 0 0 1
1010011.................... 0 0 0 0 1 0 1
1010001.................... 1 0 0 0 3 0 4
1010000.................... 2 1 0 0 12 1 15
1001110.................... 1 0 0 0 1 0 2
1001101.................... 0 1 0 0 1 1 2
1001100.................... 1 0 0 0 7 0 8
1001010.................... 3 0 0 0 2 0 5
1001001.................... 2 0 0 0 7 0 9
1001000.................... 4 1 0 0 30 1 35
1000101.................... 0 0 0 0 1 0 1
1000100.................... 2 0 0 0 4 0 6
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TABLE 10—Continued
False Positivesb
Flagsa Variable Candidate Variable Persistence Statistical Fluctuation Seeing Correlated Partially Seeing Correlatedc Total
1000011.................... 0 0 0 0 1 0 1
1000010.................... 0 0 0 0 1 0 1
1000001.................... 5 2 0 0 16 2 23
1000000.................... 25 10 0 73 67 15 146
0111111 .................... 0 0 0 0 4 0 4
0111110 .................... 0 0 0 0 1 0 1
0111101.................... 0 0 0 0 2 0 2
0111100.................... 0 0 0 0 1 0 1
0110111.................... 0 0 0 0 11 0 11
0110110.................... 0 0 0 0 2 0 2
0110101.................... 0 0 0 0 3 0 3
0110100.................... 1 1 0 0 4 1 6
0110011.................... 0 0 0 0 1 0 1
0110010.................... 0 1 0 0 2 1 3
0110001.................... 1 0 0 0 1 0 2
0110000.................... 2 1 0 0 5 1 8
0101111.................... 0 0 0 0 1 0 1
0101110.................... 3 0 0 0 1 0 4
0101101.................... 0 1 0 0 3 1 4
0101100.................... 1 0 0 0 5 0 6
0101000.................... 2 0 0 0 3 0 5
0100111.................... 2 0 0 0 2 0 4
0100110.................... 1 0 0 0 2 0 3
0100101.................... 0 1 0 0 7 1 8
0100100.................... 5 0 0 0 20 0 25
0100010.................... 2 1 0 0 1 1 4
0100001.................... 3 0 0 0 5 0 8
0100000.................... 12 4 0 71 50 7 117
0011111 .................... 0 0 0 0 2 0 2
0011110.................... 0 0 0 0 2 0 2
0011010.................... 0 0 0 0 2 0 2
0011000.................... 1 0 0 0 4 0 5
0010111.................... 0 0 0 0 1 0 1
0010110.................... 0 1 0 0 2 1 3
0010100.................... 2 0 0 0 2 0 4
0010011.................... 0 0 0 0 2 0 2
0010010.................... 4 3 0 0 11 3 18
0010001.................... 1 0 0 0 4 0 5
0010000.................... 6 3 0 41 26 6 61
0001110.................... 3 1 0 0 1 1 5
0001101.................... 0 0 0 0 2 0 2
0001100.................... 4 0 0 0 10 0 14
0001010.................... 6 0 0 0 5 0 11
0001001.................... 1 0 0 0 0 0 1
0001000.................... 26 2 0 66 37 7 112
0000111.................... 1 0 0 0 3 0 4
0000110.................... 1 0 0 0 7 0 8
0000101.................... 1 0 0 0 3 0 4
0000100.................... 5 1 0 47 27 5 64
0000011.................... 1 0 0 0 2 0 3
0000010.................... 9 7 0 67 32 17 94
0000001.................... 27 7 0 0 51 7 85
a The seven variability flags defined in x 3.3. A 1 is an identification of variability for the particular band and criteria for that flag; a 0 is listed otherwise. An asterisk can
either be a 0 or a 1.
b We include these columns as a note of caution to illustrate the number of sources with apparent variability that is not intrinsic to the source. These sourcesmeet one or
more of the seven variability criteria, but are not included as variable, since the detected variations are correlated with seeing.
c If a partially correlated seeing source is not a candidate variable, it is a false positive due to statistical fluctuations, or does not meet any variability criteria.
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as a QSO by SDSS DR5 and are previously known quasars.
[ ICS96] 003106.6393917 is not located in a field with SDSS
DR5 spatial coverage. None of the five variable extragalactic
sources are in the 2MASS Extended Source Catalog.
4.3.4. Colors
For the bj j > 20 variables, we identify 153Bmagnitudes from
the PSC optical counterparts taken fromUSNO-A2.0 and Tycho 2
(Monet et al.1996; Høg et al. 2000; JohnsonB and photographicB,
respectively), SIMBADwith a 500 search radius, and SDSSDR5. In
the latter case, we use the transformation of R. Lupton3
B ¼ u 0:8116(u g)þ 0:1313 ð10Þ
to derive approximate Johnson Bmagnitudes from SDSS colors.
We classify variables into seven categories: A, B, C, D, E, F, and
G based onGalactic latitudes,B Ks, J  H , andH  Ks colors.
Table 12 summarizes the criteria for each category and the likely
type of Galactic object corresponding to each category (e.g.,
category D variables are most likely M dwarfs). Because of
interstellar reddening in the bj j < 20 fields, we do not attempt a
similar color classification (see Fig. 21). In Figures 68 and 69 we
present B Ks versusJ  H and H  Ks versus J  H plots for
the bj j > 20 variables, with different colors and symbols for each
of the seven categories outlined in Table 12. We do not identify
any clear trends in the observed variability within each category
(e.g., flaring, dimming, flickering, etc.). In Tables 13 and 14 we
summarize the colors, categories, and notes for each variable and
candidate variable, respectively.
4.3.5. M67 Variables
We identify 24 variables in the 90067 field containing the
4 Gyr stellar open cluster M67 (Pols et al. 1998). The number
of variables identified in 90067 is large relative to the number of
variables found in other high Galactic latitude fields, but it is
consistent with the number of sources in this field, the Galactic
latitude of 32, and the increased sensitivity (this field has the
Fig. 68.—We plot B Ks vs. J  H for our sample of bj j > 20 variables,
using Cal-PSWDB average apparent magnitudes. We assign different symbols to
different color regimes to distinguish the different types of variables. We identify
B-magnitudes from the PSC optical counterparts taken from USNO-A2.0 and
Tycho 2 (Monet et al. 1996; Høg et al. 2000; Johnson B and photographic B,
respectively), SIMBADwith a 500 search radius, and SDSSDR5. The blue squares
(‘‘A’’; K-type star or earlier), green open diamonds (‘‘B’’; extragalactic or CV), and
maroon stars (‘‘C’’; extragalactic) correspond to sources with B Ks < 4:97. The
red circle (‘‘D’’; M dwarf ) correspond to sources with B Ks > 4:97. The open
black right-facing triangles (‘‘E’’; M dwarf or extragalactic) are lower limits cor-
responding to sources with no identified B-band counterpart; we assign a Bmag-
nitude of 21 for the points plotted. ‘‘E’’ sources are consistent with the near-IR
colors of ‘‘D’’ sources. The green circles (‘‘F’’; red giant) correspond to sources
with B Ks > 4:97 and J  H > 0:79. The letter designations AYF are the same
as in Tables 12Y14 and are described in Table 12.
Fig. 69.—We plot H  Ks vs J  H for our sample of bj j > 20 variables, as
in Fig. 20. Unlike Fig. 19, we plot sourceswith the same symbols andCal-PSWDB
colors based on the B Ks criteria shown in Fig. 68. All ‘‘A,’’ ‘‘B,’’ and ‘‘C’’
sources have B Ks < 4:97. ‘‘A’’ sources have H  Ks < 0:2, values between
0.2 and 0.7 for ‘‘B’’ sources, and values greater than 0.7 for ‘‘C’’ sources.
TABLE 12
Variable Classification Categories
Category bj j B Ksa H  Ks J  H Probable Object Typeb
A............................................. >20 <4.97 <0.2 . . . Ktype star or earlier
B............................................. >20 <4.97 0.2Y0.7 . . . Extragalactic, cataclysmic variable
C............................................. >20 <4.97 >0.7 . . . Extragalactic
D............................................. >20

>4.97 . . . <0.79 M dwarf
E ............................................. >20 >4.97c . . . <0.79 M dwarf, extragalactic
F ............................................. >20 >4.97 . . . >0.79 Red giant
G............................................. <20 . . . . . . . . . . . .
a We use a B Ks ¼ 4:97 for an M0 dwarf, from average colors of B V ¼ 1:41 (Hartigan et al. 1994) and V  K ¼ 3:56
(Kirkpatrick &McCarthy 1994; R. L.White 1998, unpublished). TheH  Ks color cuts follow fromKirkpatrick &McCarthy (1994)
and R. L.White (1998, unpublished) and, we determine the J  H cut by visual inspection of the mean Cal-PSWDB colors for giants.
b Assuming a source is Galactic; we do not exclude the possibility that a variable in each category is an unidentified extragalactic source.
c There are no identified Bmagnitudes for these sources. Instead, we assume that B > 21 and infer that B Ks > 4:97. While this
inference is consistent with the H  Ks and J  H colors for these sources, the assumption might not be valid in all cases.
3 Available online at http://www.sdss.org/dr5/algorithms/sdssUBVRITransform
.html.
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highest number of calibration observations, 3692). Sixteen of
the 24 variables identified in the 90067 field are identified as clus-
ter members of M67 (Table 13). 2MASS J08512729+1211484 is
also periodic with a period of 1.237 days.
We identify 83 sources in our sample that are coincident to
within 500 with sources in the sample of M67 cluster membersmon-
itored for variability usingB,V, and I filters by Stassun et al. (2002).
An additional 43 sources in our sample are locatedwithin the spatial
coverage of Stassun et al. (2002), but do not have optical coun-
terparts that meet the selection criteria of Stassun et al. (2002).
An additional 440 sources in the sample of Stassun et al. (2002)
are located within the 90067 field, but either do not have 2MASS
counterparts or do not meet the color criteria for inclusion in our
sample.
Among the 83 sources common to our sample and the sample
of Stassun et al. (2002), they identify zero variables, and we
identify three variables: 2MASS J08510192+1149532, 2MASS
J08511496+1203597, and 2MASS J08512916+1207014. The
corresponding source identification numbers used by Stassun et al.
(2002) and defined in Fan et al. (1996) are 2899, 3271, and 3728,
respectively. 2MASS J08510192+1149532 is spatially coincident
towithin 0.20 withX-ray sourceCX128.All three near-IR variables
common to our sample and the sample of Stassun et al. (2002)
exhibit similar variability properties. Each dims once by0.1 mag
in J andH band, and less than 0.05 mag inKs. The single excursive
instances of variability for all three sources would not necessarily
be identified by Stassun et al. (2002), who had fewer epochs of
observations than our survey.
4.4. Sensitivity Estimates
In xx 4.4.1 and 4.4.2 we present ‘‘bulk’’ approximations of the
sensitivities of our variability criteria detailed in xx 3.3.1 and
3.3.2, respectively. These bulk approximations are applicable
across our entire sample, excluding sources that exhibit systematic
sources of variability as outlined in x 3.5. We present expressions
based on a limited number of parameters: am; l, bm; l,mn, cm;n, and
TABLE 14
Classification of Candidate Variables
Name 2MASS Ja Ks B Ks H  Ks J  H Color Category b Object Notesc
01542788+0027106 ......................... 15.242 4.16 0.517 0.691 B APMUKS(BJ ) B015153.87+001227.7
03320092+3727391 ......................... 6.625 5.78 0.222 0.670 G NGC 1342 38 Y Star in Open Cluster
04263108+0354319 ......................... 7.496 6.00 0.216 0.825 F Red giant
05570658+0024590 ......................... 13.114 6.39 0.280 0.678 G . . .
05571081+0002357 ......................... 13.027 5.47 0.248 0.631 G . . .
062952295953131 ........................ 15.121 . . . 0.173 1.550 F . . .
082540513913250 ........................ 12.348 5.35 0.224 0.661 G . . .
112156351321534......................... 15.852 . . . 0.611 0.483 E . . .
12143509+3505411 ......................... 14.323 4.48 0.538 0.751 B 2MASX J12143509+3505410
122134360022326 ........................ 15.195 4.90 0.686 0.805 B SDSS J122134.33002232.7
Note.—Table 14 is published in its entirety in the electronic edition of the Supplement. A portion is shown here for guidance regarding its form and content.
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0 coordinates formatted as hhmmss½:ss  ddmmss½:s.
b Categories A, B, C, D, E, and F corresponds to sources in bj j > 20 fields. Category G corresponds to sources in bj j < 20 fields. Category A corresponds to sources
with B Ks < 4:97 and H  Ks < 0:2; B corresponds to sources with B Ks < 4:97 and 0:2 < H  Ks < 0:7; C corresponds to B Ks < 4:97 and H  Ks > 0:8; D
corresponds to B Ks > 4:97, excluding category F sources; E sources have no identified B counterpart, and typically H  Ks > 0:2; F sources have colors consistent
with evolved giants. See Figs. 68 and 69, and x 4.3.
c This column lists such information as any SIMBAD object identification, any SDSS DR5 object identification (e.g., STAR), any coincident extragalactic source
name, a period if the source is periodic, and the type of object if a reasonable determination can be made (e.g., eclipsing binary). This list is not complete.
TABLE 13
Classification of Variables
Name 2MASS Ja Ks B Ks H  Ks J  H Color Categoryb Object Notesc
002409490140038 ................................. 14.289 4.71 0.209 0.624 B . . .
002412930133302 ................................. 14.091 . . . 0.191 0.536 E . . .
002421180219071.................................. 13.175 4.62 0.191 0.642 A . . .
002432210216483 ................................. 14.774 2.33 0.834 0.725 C . . .
002438500129122 ................................. 13.660 4.54 0.192 0.662 A . . .
002439560220288 ................................. 13.898 . . . 0.228 0.622 E . . .
003257453931347 ................................. 11.824 5.78 0.256 0.592 D . . .
003332703922457 ................................. 11.403 6.20 0.268 0.605 D QSO [ICS96] 003106.6393917
003335163952234 ................................. 14.862 3.24 0.146 0.664 A . . .
01542367+0057177 .................................. 14.011 5.39 0.222 0.688 D STAR
Note.—Table 13 is published in its entirety in the electronic edition of the Supplement. A portion is shown here for guidance regarding its form and content.
a PSC catalog designation. The number corresponds to the sexagesimal right ascension and declination in J2000.0 coordinates formatted as hhmmss½:ss  ddmmss½:s.
b CategoriesA, B, C, D, E, and F correspond to sources in bj j > 20 fields. CategoryG corresponds to sources in bj j < 20 fields. CategoryA corresponds to sources with
B Ks < 4:97 and H  Ks < 0:2; B corresponds to sources with B Ks < 4:97 and 0:2 < H  Ks < 0:7; C corresponds to B Ks < 4:97 and H  Ks > 0:8; D cor-
responds to B Ks > 4:97, excluding category F sources; E sources have no identified B counterpart, and typically H  Ks > 0:2; F sources have colors consistent with
evolved giants. See Figs. 68 and 69 and x 4.3.
c This column lists such information as any SIMBAD object identification, any SDSS DR5 object identification (e.g., STAR), any coincident extragalactic source
name, a period if the source is periodic, and the type of object if a reasonable determination can be made (e.g., eclipsing binary). This list is not complete.
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Nm;n, where am; l and bm; l are the photometric scatter model pa-
rameters listed in Table 3, mn2 (Jn;Hn;Ksn) are apparent magni-
tudes for a particular source n, cm;n 	 Nm;n/Nscans are the detection
rates in each band m for a particular source n, Nm;n are the number
of detections in each bandm for a particular source n, andNscans are
the number of scans for an entire field (see Table 1, col. [2]).
4.4.1. Flickering Variables
We identify flickering variables when var;m;n > 5var;m;n in a
particular band m (see eq. [3] and x 3.3.1). We note this can be
rewritten as var;m;n > (5var;m;nvar;m;n)1/2 > 5var;m;n. Wewrite
the preceding, since var;m;n is inversely correlated with var;m;n
and is inherently noisy. However, (5var;m;nvar;m;n)
1/2 can be
approximated as
ﬃﬃﬃ
5
p
(Nm;n)
1=4
m;model: ð11Þ
It follows that we identify flickering variability at 5  significance
when
var;m;n >
2:5
ﬃﬃﬃ
5
p
(Nm;n)
1=4
log bm; l þ am; l10mn=2:5
h i
: ð12Þ
For sources brighter than J  16:1 and not located near the edge
of a field,Nm;n  Nscans. For sources that meet no other variability
criteria, we require a 3  significance detection of variability in
one of the other two bands (see x 3.5.2).
4.4.2. Excursive Variables
We flag excursive variables when m;n; t6
  > 5m; n; t6 in a
particular band (see eq. [3] and x 3.3.2). On average, m; n; t6 can
be approximated by:
m; n; t6 (mn) 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6cm;n
p m;model(mn)
¼ 2:5ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6cm;n
p log bm; l þ am; l10mn=2:5
h i
: ð13Þ
For sources brighter than the completeness limit, cm;n  1. For
sources that have only a single excursion in a single band and
that meet no other variability criteria, we require a 3  signifi-
cance detection of variability in one of the other two bands for
the same excursive group (see x 3.5.2).
5. CONCLUSIONS
The 2MASS Cal-PSWDB provides a wealth of near-infrared
photometry covering6 square degrees on the sky, a4 yr base-
line, and a few thousand repeated observations. We present tech-
niques to identify variability and periodicity and to screen for
‘‘false-positive’’ variability due to a variety of effects. From a
subset of 7500 candidate sources in this database, we identify
250 variables. We present properties of the variables and the
observed variability.We identify 23 periodic variables, including
three M-dwarf eclipsing systems. We characterize the sensitivity
of our techniques to identify both long-term (‘‘flickering’’) and
short-term (‘‘excursive’’) variability.
5.1. Future Work
The ability of our sample selection to recover M dwarfs in the
2MASS Cal-PSWDB and our resulting sample completeness
will be discussed in Plavchan (2006). With a color-selected sam-
ple of 7554 objects, much of the 2MASS Cal-PSWDB remains
unexplored. The full database can be analyzed with the tech-
niques outlined in this work. For the variables identified in this
work, follow-up research is needed to identify objects types and
to identify the physical mechanisms generating the observed
variability.
In our analysis, we identify objects that exhibit photometry
correlated with seeing variations producing false positive de-
tections of variability. In some instances, the number of false-
positive variables detected can outnumber intrinsic variables by
a factor of 8. These objects are primarily extragalactic or located
in crowded fields close to the Galactic plane. We are not able to
identify variability for these objects with the same sensitivity we
obtain for the rest of our sample. We plan to detrend the photo-
metry for these sources with a linear correction to the flux as a
function of the seeing FWHM, excluding photometry in the worst
seeing conditions (FWHM > 3 0 0).While this will result in a fewer
number of observations per source and increased photometric un-
certainties, such an analysis will open for exploration the variability
properties of these sources.
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