Introduction
First principles (i.e. non-empirical) simulations constitute nowadays a key tool in the investigation of biomolecular reactivity, photochemistry and spectroscopy. [1] [2] [3] [4] [5] [6] [7] They can be broadly divided in two categories, hybrid First principles QM/MM approaches successfully combine the advantages of both the accuracy and the general applicability of QM methods with the efficiency of classical, force field-based MM methods.
First principles QM/MM approaches reconcile the possibility of describing electronic processes such as chemical reactions, charge transfer or photoinduced electronic excitations with a proper description of extended environmental effects, e.g. arising from ambient solvents and/or biomolecular environments. The system of interest is separated into two parts: one (the QM part) comprises the chemically/photophysically active region treated by computationally demanding electronic structure methods. The remainder (the MM part) is described efficiently at a lower level of theory by classical force fields. Special attention, obviously, has to be paid to the coupling of both regions.
The combination of first principles QM/MM methods with statistical mechanics via molecular dynamics (MD) simulations at finite temperature provides a powerful approach to investigate dynamics, reactivity and thermodynamics of biological molecules, such as enzymes, photoreceptors, receptor/drug complexes. The size of the QM part is routinely restricted to a few hundred atoms. The MM part, in contrast, often extends to some hundred thousands of atoms, allowing for increasingly realistic simulations of biological systems.
First principles QM/MM MD simulations require considerable computational resources, such that affordable simulation times are often restricted to sub-nanosecond time scales. This time scale might not be sufficient to capture rare events or ensure adequate conformational sampling. For circumventing this drawback, QM/MM methods may be coupled with enhanced sampling methods such as free energy perturbation, 8 thermodynamic integration, 8 umbrella sampling 9 and metadynamics. 10, 11 These methods have been successfully applied to adequately describe chemical reactions and biomolecular processes. [12] [13] [14] [15] [16] [17] [18] The basic idea of the QM/MM approaches was first introduced by Warshel and Levitt in 1976. 19 It was then further developed by Singh and Kollmann 20 and Field et al. 21 and the diverse and widespread applications have been documented in a vast number of papers (for recent reviews, see for example ref. .
An important point concerns the treatment of boundary conditions due to the typical finite and small size of atomistic simulations of bio-systems, which are in the order of 10 5 -10 6 atoms as compared to experimental samples usually larger by more than 10 orders of magnitude. The usual choice is to adopt periodic boundary conditions (PBC), that is to simulate an explicit molecular system virtually replicated in all three directions of the Cartesian space. The main advantage of PBC consists of avoiding the presence of any physical boundary that may unrealistically perturb the system. An alternative approach, particularly suitable for solute-solvent systems is represented by the use of continuum models, according to which an explicit molecular system is embedded into a cavity of a polarisable dielectric medium mimicking the natural bio-environment. [43] [44] [45] [46] [47] [48] Such an approach has been less exploited in the context of first principles QM/MM MD simulations, [49] [50] [51] [52] [53] [54] especially because it is not obvious how to set up an optimal interaction potential between the discrete and continuum regions of the system. Indeed, implicit solvent models, such as the polarisable continuum model (PCM) [55] [56] [57] and the conductor-like screening model (COSMO) 58 successfully capture bulk solution properties, yet they miss specific interactions. Here, we have included in the final part of the present chapter a brief review of recently proposed hybrid discrete/continuum methods.
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Introduction
In the most frequently used QM/MM schemes, the molecular system is described by a single hybrid Hamiltonian
where H QM is the quantum Hamiltonian, H MM is the molecular mechanics Hamiltonian, and H QM/MM is the interaction Hamiltonian between QM and MM regions. The lowest eigenvalue of the Hamiltonian in eqn (9.1) determines the total ground state energy E of the mixed quantum/classical system:
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The advantage of such an additive scheme is that the QM calculation can be directly executed in the presence of the classical environment in such a way that the electron density of the QM system is optimised in (and polarised by) the external electrostatic field of the surroundings. The prize for this is that the real system is replaced by a somewhat artificial, heterogeneous construct, in which different parts of the system are described at largely disparate levels, i.e. one part of the system is represented in electronic detail, whereas all the surroundings is reduced to a purely classical (mechanical and electrostatic) description.
In this way, an abrupt QM/MM border is created. One of the drastic consequences of this approach is the fact that when passing from the QM to the MM zone of the system the electrons' description suddenly changes from an explicit to an implicit one (via force field). Such a simplified description can necessarily only constitutes a somewhat crude representation of the true uniform system.
The QM Part
The QM part is often described by density functional theory (DFT) methods due to the favourable ratio between computational cost and accuracy. Hartree-Fock (HF) methods are rarely applied as they require similar computational resources as DFT, while providing a less accurate description due to the lack of electron correlation. 24 Wavefunction-based electronic structure post-HF methods include a certain degree of electron correlation with respect to HF methods and thus provide a more accurate description of molecular systems. However, post-HF methods imply high computational costs caused by the need to calculate and transform four-index two-electron interaction integrals. To cope with this problem, methods have been devised to reduce the number of relevant integrals by sophisticated integral screening techniques 62 or by simplifying the four-index integrals to less computationally demanding quantities with three or two indices. [63] [64] [65] [66] The latter techniques, referred to as density fitting (DF) or resolution of the identity (RI), fit orbital overlap densities with auxiliary basis functions, thereby reducing the number of indices and consequently the number of integrals.
Canonical post-HF methods are applied for energy calculations at fixed geometries, but their unfavourable scaling behaviour with system size (measured by N) prevents their direct application in MD schemes. 25 In fact, the unfavourable scaling ranges from O(N 5 ) for second-order Møller-Plesset perturbations theory (MP2), to O(N 6 ) for coupled-cluster methods with singles and doubles (CCSD) or configuration interaction methods with single and double excitations (CISD), and to O(N 7 ) for CCSD with perturbative treatment of triple excitations (CCSD(T)), the latter is often referred to as the ''gold standard of quantum chemistry''. The unfavorable scaling is known, however, to be an artifact of canonically delocalised molecular orbitals (MOs). Dynamical electron correlation effects, which are primarily addressed by post-HF methods, are in fact associated with short-range, dispersive-like interactions, which fall off with a factor of 1/r 6 , with r being the interelectronic distance. Local correlation methods, [67] [68] [69] [70] denoted by 'L' in front of the method acronym, exploit the locality of localised orbitals by introducing a hierarchical scheme for selecting important electron pair interactions. Nearby pairs are treated on the highest level of theory, the ones further apart on a lower level of theory, and interactions of distant pairs are neglected entirely. Introducing localised virtual orbitals likewise lowers the number of excitations considerably due to truncation. Local correlation methods capture a large fraction of the dynamical correlation energy and reach asymptotically linear scaling with system size O(N). A drawback is the necessity to properly define the parameters of the hierarchical scheme.
y Semiempirical methods, such as MNDO, AM1, PM3, OM2/3 are computationally highly efficient and they are frequently used. 24 Approximate (semiempirical) DFT methods such as the selfconsistent-charge density functional tight binding (SCC-DFTB) method, [59] [60] [61] which comes at a considerably lower cost than a regular DFT calculations, are also popular.
To further increase efficiency, local correlation methods have been combined with DF methods. 71, 72 In order to improve the convergence of correlation energy with the size of the basis set, so-called explicit electron correlation methods introduce an additional term into the wavefunction with an explicit interelectronic distance dependence, 73, 74 which improves the description of the cusp region of the wavefunction for r 12 -0. Explicitly correlated methods have also been combined with local correlation approaches. 75 Frequently, post-HF methods are used for energy calculations or optimisations on snapshots obtained from QM/MM MD simulations on lower level of theories, e.g. semi-empirical methods, to include proper phase space sampling. 24, 25, 33, 76 75 LCCSD 79, 80 ) have expanded the scope of full QM simulations to larger systems containing many hundred or even a few thousand atoms, but as yet haven't been widely explored for QM/MM MD simulations. 78, 81 A later paragraph of this section will provide more details on post-HF methodologies in combination with QM/MM approaches.
The MM Part
The MM part is commonly described by a mechanical force field. 82 Popular choices for mechanical force fields are AMBER, [83] [84] [85] or CHARMM. 82, [90] [91] [92] [93] The basic functional form of, for example, the AMBER force field is given by
including bonded terms as sums over bonds and angles represented by harmonic potentials, and a sum over torsional angles given by a periodic function, as well as non-bonded terms modeled by a Lennard-Jones potential for van der Waals forces and by electrostatic Coulomb point charge interactions. The CHARMM force field in addition introduces two other harmonic terms, one for improper dihedral angles and a limited set of so-called Urey-Bradley 1 À 3-distance terms important to properly describe vibrations. 93 Later, so-called CMAP dihedral angle cross terms, a grid-based energy correction map designed to improve the description of protein backbone conformational properties, were introduced. 94 In contrast to the all-atom AMBER and CHARMM force fields, the GRO-MOS force fields are in fact united atom force fields without explicit aliphatic (nonpolar) hydrogen atoms.
Water and other solvents are very commonly described through rigid models in order to reduce the degrees of freedom and speed up the calculations without significantly affecting the accuracy. Frequently applied water force fields include TIP3P, 95 TIP4P, 96 SPC 97 or SPC/E 98 models. There are some indications that for QM/MM simulations, particularly with higher levels of QM theory, the TIP4P model is preferable. 99 We close this section by mentioning that there have been some recent attempts to introduce polarisable force fields in combination with ab initio methods. 100, 101 Traditionally, the most popular approaches used to include polarisation effects into standard force fields are based on the induced point dipole method, 102 the classical Drude oscillator model, 103 and the fluctuating charges model. 104 By allowing molecular polarisation, the mutual electrostatic interactions between the QM and the MM partitions are in principle more properly described, especially in cases when a highly inhomogeneous electric field is involved due to strongly polar or charged chemical groups or in the case of interfaces.
As an example, in various computational studies 105, 106 polarisation has been shown to play a crucial role in describing the liquid/vapor interfaces at molecular level.
However, from a computational viewpoint, such a mutual polarisation of both classical and quantum parts requires iterations until self-consistency is reached 100, 101 with a noticeable increase of computing time. Also, it should be considered that polarisable force fields usually necessitate an ad hoc parametrisation that has not yet been extensively carried out in conjunction with typical quantum mechanical models, such as HF and DFT methods. While it is desirable to use polarisable force fields more systematically within the context of QM/MM approaches, this represents at the moment an active area of research that requires further developments and validation studies.
The E QM/MM Coupling Term
In general, the coupling term includes bonded, electrostatic, and van der Waals interactions between the QM and MM atoms:
The coupling of the electrostatic interactions E el QM/MM can be grouped into three different schemes: 24, 107 mechanical, electrostatic, and polarisation coupling. In the simple mechanical scheme, the interaction is described by MM terms only, for example by using a point charge distribution for the QM atoms. The QM calculation itself is thus performed in the absence of an external field. Electrostatic embedding schemes introduce the MM part as an external charge distribution into the QM Hamiltonian, for example through point charges from the force field. This scheme, in which the QM electronic structure is polarised by the environment, is used most often in 
where now I runs over QM and I 0 over MM atoms and at least one atom of the triple (I 00 J 00 K 00 ) and quadruples (I 00 J 00 K 00 L 00 ) of bonded atoms is a MM atom. DFT is a widely applied quantum chemical method for the investigation of biological systems. It scales favorably with the number of electrons and the accuracy of the employed exchange-correlation functionals, which contains all the intricacies of the many-body problem, is constantly improving. [108] [109] [110] [111] [112] [113] Its scope was further enlarged in 1985, when Car and Parrinello (CP) proposed a unified scheme for DFT and MD. 114 By treating the electronic degrees of freedom as dynamical variables, they managed to describe the time evolution of molecular systems (presently up to almost 2000 atoms) 7 without resorting to a force field. [115] [116] [117] The method enabled new types of realistic simulations for many different kinds of systems. Born-Oppenheimer approaches to first principles MD 115, 117 are also widely and efficiently used. 118 Most systems of biological relevance are large: for instance, a system containing a protein in aqueous solution may consist of 10 4 to 10 5 atoms. To deal with these systems, hybrid Car-Parrinello molecular dynamics/molecular mechanics (CPMD/MM) schemes have been introduced. Most current CPMD/MM applications in biophysics employ the approach developed by Rothlisberger and coworkers,
Comparison between Full QM and QM/MM Calculations
To identify where the main approximations in a QM/MM approach enter and see how severe they are, let us consider the case when the entire system (QM þ MM) is described uniformly at the DFT level. The total (electronic plus core-core interaction) y energy of such a system is given by the density functional
where T and E xc are the kinetic and the exchange-correlation energy functionals, respectively; V ex is the external electrostatic potential created by the positively charged nuclei (or cores); z r, r 1 , r 2 refer to the electronic degrees of freedom, while r 12 represents interelectronic and R IJ internuclear distances; Z I and Z J represent the nuclear (or core) charge of atom I and J, respectively. Now, we partition the system into two parts, A and B, with respective densities r A and r B . The total density r can be expressed (see also ref. 127 ) as
Analogous to eqn (9.2) the total energy is given by 
(9:10) y Here, we are implicitly assuming that the Born-Oppenheimer approximation 125 is valid and that only the electrons are dealt with at quantum level while the nuclei are still described as point-like charges moving according to the classical Newtonian laws. This level of approximation turns out to be adequate for most biophysical applications. In some schemes only the outermost electrons of each atom (usually the valence electrons) are described by a wave function. All the other electrons are described implicitly by introducing pseudopotentials (see later) and the nuclear charge is replaced by the core charge, i.e. the difference between the atomic number and the number of explicit valence electrons. Often this modified nucleus is referred to as ''core''.
The terms T
NL and E NL xc are:
(9:11)
These terms account for the nonlinearity of the kinetic energy and the exchange-correlation density functionals, respectively. 8 They are only zero if r A and r B are spatially well separated.
For the particular case where we describe part A of the system with another approach than part B, it is useful to separate also the external potential V ex into contributions from the nuclear cores of A and those of B:
E A and E B in eqn (9.9) are given by the terms
where Y ¼ A or B, respectively. Often the core charges Z I and Z J are expanded into Gaussian shaped charge distributions with width R c of the form
and the three Coulomb terms can be summarised into one expression, which depends on the combined nuclear and electronic charge density
dr 1 dr 2 :
The term E NL xc in eqn (9.11) arises in the construction of ab initio atomic pseudopotentials when the system has to be partitioned into valence and core densities. In this case E NL xc corresponds to the nonlinear core correction.
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The interface term E A-B describes the interaction between A and B and therefore contains all the remaining terms
For the special case where part A is treated with a QM and part B with an MM method, the first two energy terms in eqn (9.2) correspond to
E MM is delegated to the classical force field. Clearly, none of the current force fields for biomolecular simulations can provide an exact match of the terms in eqn (9.18). As electrons are not considered explicitly, force fields are parameterised to single (or to the average of several) configurations with fixed electron density distributions. Therefore, the kinetic energy term in eqn (9.18) can be considered as an additive constant that is not taken explicitly into account. The effect of the exchange-correlation energy functional is often replaced by a pair-additive van der Waals term:
The electrostatic potential due to the combined electronic and ionic charge distribution is approximated via effective point charges, usually located at atomic positions:
The set of effective (often empirical) point charges commonly used in biomolecular force fields cannot be expected to faithfully reproduce the left hand side of eqn (9.20), i.e. to be fully consistent with the electronic structure method used for the QM part. However, due to the extremely cumbersome work involved in the development of a general and transferable force field for complex biological systems, people usually prefer to employ existing parameterisations instead of constructing a fully ab initio derived force field. In addition, it turns out that although the magnitude of effective point charges used in different force fields can vary largely, the average electrostatic potentials seem to be in surprisingly good agreement with each other as well as with DFT descriptions. 129 In spite of this somewhat reassuring caveat, the fact remains that real electronic charge distributions are far from mere assemblies of point charges. The point charge approximation breaks completely down in the description of covalent chemical bonds that are characterised by highly inhomogeneous and highly directional distributions of the electron density. Clearly, simple van der Waals/electrostatic descriptions such as those in eqn (9.19) and (9.20) cannot reproduce the intricacies of chemical bonding.
In most force fields, the interaction between nearest, second nearest and third nearest neighbor atoms linked by chemical bonding are therefore mimicked by mechanical bond, angle and torsional angle terms given in the first line of eqn (9.3). For the atoms connected via bonded terms, the nonbonded (electrostatic and van der Waals) interactions are either omitted or scaled down (so-called exclusion rules).
Replacing eqn (9.5) and (9.6) in eqn (9.4), and using eqn (9.15), the interaction energy in eqn (9.16) becomes:
where I runs over QM and I 0 over MM atoms and at least one atom of the triple (I 00 J 00 K 00 ) and quadruples (I 00 J 00 K 00 L 00 ) of bonded atoms is a QM atom. In this formulation, the effective classical point charges act as an external field to the QM calculation, i.e. the electron density of the QM part is polarised by the classical environment (in contrast to the mechanical coupling scheme described earlier).
Both the van der Waals term and the bonded terms are acting on atomic positions only, i.e. are not part of the total electronic potential and thus are not directly felt by the electrons. If we want to achieve a closer model of a full QM description, the deviations caused by the actual MM representation have to be compensated by a correction term DV in the total potential that the electrons of the QM part experience
where DV el accounts for the error in the electrostatic terms (deviation of the classical electrostatic potential from the QM reference and reduction of the electronic density distribution to a point charge representation) whereas the nonlinear correction term DV NL results from the non-linearity corrections in eqn (9.11). Thus this term is a mere artifact of the density partitioning and is not present in a system treated at the uniform level. To keep this term minimal, the somewhat trivial but important condition has to be fulfilled that the QM part has to be chosen in such a way that the electronic wave functions are localised in this region. If this condition cannot be fulfilled, the correction term DV NL gains in importance. How can we assess the importance of the correction term DV in practice? Ideally, one would like that the electron density in the QM region, r QM , matches as closely as possible the electron density in the same region produced by a full QM representation of the system (r true ). According to the Hohenberg-Kohn theorem, 126 if the two densities are identical, all the properties we calculate for the QM region are identical to those of the real system. In other words, if we determine the correction potential DV in such a way that the total electronic potential in a QM/MM simulation V tot minimises the density difference ð where O 0 is a suitably chosen volume of the QM region, our QM/MM simulation approaches the full QM reference results in an optimal way.
CPMD/MM Method: Basics
The Car-Parrinello method 114 can be extended into a QM/MM scheme using a mixed Lagrangian of the form:
where m is the fictitious mass associated with the electronic degrees of freedom, c i are the Kohn-Sham one-particle orbitals, M I is the mass of atom I and L i,j are Lagrange multipliers that enforce orthonormality of the
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Kohn-Sham orbitals. The energy of the QM system E QM is given by the Kohn-Sham energy density functional:
where for the spin unpolarised case, the electron density r QM (r) is given by the sum of the densities of the doubly occupied one-particle states:
The purely classical part E MM is described by a standard biomolecular force field (eqn (9.3)). The interaction between the QM and MM parts, E QM/MM , is included in the form of eqn (9.21) with the only exception of the harmonic bond interactions between QM and MM atoms which are omitted from the classical description and treated at the QM level with the help of specially designed empirical pseudopotentials. 131 Standard implementations of Car-Parrinello MD simulations use plane wave basis sets. In this case, due to the high intrinsic flexibility of a plane wave basis set (in contrast to, for example, the minimal basis sets used in semi-empirical QM/MM calculations), special care has to be taken in order that the CPMD/MM interface is described in an accurate and consistent way. In the Rothlisberger implementation of the CPMD/MM, 119 the quantum/ classical correction term DV in eqn (9.22) consists of specifically designed monovalent pseudopotentials to represent bonds between QM and MM parts of the system 131 and of modified screened Coulomb potentials for the interaction of the quantum electron density with close by classical point charges. 119 In the context of a plane wave based Car-Parrinello scheme, a direct evaluation of the first term of eqn (9.21) is prohibitive as it involves order of N r ÂN MM operations, where N r is the number of real space grid points (typically B100 ) and N MM is the number of classical atoms (usually of the order of 10 000 or more in systems of biochemical relevance). Therefore, the interaction between the QM system and the more distant MM atoms is included via a Hamiltonian term explicitly coupling the multipole moments of the quantum charge distribution with the classical point charges. This two level electrostatic coupling scheme can also be refined to an intermediate third layer that makes efficient use of variational D-RESP charges. 132, 133 Highly efficient schemes based on a dual grid approach 134 or a multigrid approach with Gaussian expansion 122 have also been proposed in this context. It should be mentioned that the QM system must be treated as a finite cluster by decoupling it from the artificial periodic images, which is achieved by the Hockney 135 or the Martyna-Tuckerman 136 decoupling schemes.
The Rothlisberger implementation of the hybrid CPMD/MM 119 establishes an interface between the Car-Parrinello code CPMD and the classical force fields GROMOS96 and AMBER in combination with a particleparticle-particle mesh (P3M) treatment of the long-range electrostatic interactions. 137 With this implementation, efficient and consistent simulations of complex systems (of the order of 10 5 atoms) can be performed. In these calculations, the steric and electrostatic effects of the surroundings are taken into account explicitly.
The most stringent current limitation is the short timescale accessible via CPMD/MM simulations of the order of tens to hundreds of picoseconds, which severely restricts the accuracy of time-averaged properties, such as binding free energies. Possible remedies for this problem are: (i) resorting to semi-empirical methods that allow sampling for hundreds of picoseconds, 138 (ii) employing multiple time step sampling for the QM and MM parts, 139 (iii) using enhanced sampling approaches such as metadynamics, 140 introducing either a classical 14, 141 or electronic 142, 143 bias potential, (iv) exploiting a linear response approximation with respect to a reference potential. 19 The issue of the accuracy of DFT is also very important. A particular problem is the adequate description of London dispersion forces. Several methods have been developed to cure this problem, for example the addition of an effective atom-centred non-local term to the exchange-correlation potential may cure this significant drawback without additional computational cost. 144 The dispersion correction most commonly used with the CPMD/MM scheme are dispersion corrected atom-centred potentials (DCACPs) that are directly included in the electronic Hamiltonian, so that they are highly transferable and able to capture dispersion effects with an accuracy close to CCSD(T) quality. [145] [146] [147] Another well-known issue of most DFT calculations is the underestimation of energy barriers associated with proton transfer events and other chemical reactions. Very recent highly efficient exact exchange implementations with plane waves 148 might make the use of hybrid exchangecorrelation functionals, such as B3LYP [149] [150] [151] [152] or meta-hybrid functionals such as, for example, the affordable MXX suite, 111, 153 which in turn might help improve the accuracy of the results.
The main intrinsic approximations of a QM/MM approach lie in the reduction of the real electron density distribution of the MM part to a mere point charge representation and the neglect of the kinetic energy and exchange-correlation corrections (9.11) on the electronic level. All of these three terms are particularly severe in the neighborhood of a covalent chemical bond, where the electron density distribution is far from isotropic and the densities of the QM and MM part are strongly overlapping. In force field approximation, these deficiencies in the description of chemical bonding are remedied by including the special bonding terms given in the first line of eqn (9.3). However, these terms are a function of atomic coordinates only and do not in influence the electronic potential in a direct way. One of the most frequently encountered problems in QM/MM First Principles Methods in Biologysimulations thus occurs when the border between QM and MM parts has to run across a chemical bond: this is usually referred to as link atom problem. For QM/MM simulations of biological systems this is essentially always the case. In fact, a typical QM/MM partitioning for such systems includes only a portion of a biological macromolecule. The latter must then be cut into a QM and a MM region. As electronic degrees of freedom are explicitly described only in the QM region, when passing from the QM to the MM region the QM system contains unsaturated valences and has to be made chemically inert. This can be done by introducing an explicit correction term in the total electronic potential felt by the QM electrons. For the case of a QM/MM bond cut, the simplest way is to use a monovalent pseudopotential situated at the position of the first MM atom. This pseudopotential is usually constructed in such a way that the electrons of the QM region are scattered correctly by the classical environment. It is a common choice in CPMD/MM simulations to employ analytic, non-local pseudopotentials of e.g. the von Barth-Car 154 or the Goedecker 155 type to represent the MM atoms involved in QM/MM bond cuts. In case of the latter
where There are many other ad hoc procedures in use to cure the link atom problem. Commonly used strategies are to add capping atoms (hydrogen or fluorine) or to represent the last QM atom with frozen frontier orbitals. 156 A naïve implementation of hydrogen capping introduces new atoms into the QM system that are not present in the real system. As a consequence, the QM portion is chemically not identical with the real system (e.g. the true system may contain C-C bonds at the boundary that are now described with C-H bonds that clearly have different electronic and chemical properties). Furthermore, additional degrees of freedom have been introduced and interactions of these nonexistent ghost atoms with the classical environment have to be carefully removed. To avoid this problem, capping atoms are placed on the line of the bond in a constant distance or ratio to the MM or QM atom and, thus, do not introduce additional degrees of freedom. An alternative approach to the link atom problem is the frozen frontier orbitals for the boundary atoms. 19, 156 In this way, no additional physical interactions and degrees of freedom are introduced and the QM part retains its original composition. However, frozen orbitals have to be determined via calculations on small model systems and, as the name says, they remain frozen when transferred into the real environment. Specially parameterised pseudopotentials such as the ones described above, on the other hand, have the additional flexibility to adjust to changes in the environment.
Another possible artifact in QM/MM simulations, in particular in combination with extended and highly flexible basis sets (such as, for example, plane waves) is the electron spill-out problem. As shown in eqn (9.21), the exchange interactions between QM and MM part are taken into account on the level of atomic pair interactions only. Once again, these terms do not directly affect the electrons of the QM part. For a proper description of the electronic structure of the QM region an electronic correction term DV NL xc has to be included. This term is especially important for regions with overlapping or nearly overlapping densities between QM and MM parts, which is particularly the case for the nearby atoms surroundings the QM region. Due to the fact that the MM part contains no explicit electrons, the electrons of the QM part are no longer repelled by the closed-shell cores of the MM region. As a result of this missing Pauli repulsion, the electrons of the QM part can artificially localise on nearby positively charged classical point charges. This phenomenon is called electron spill-out. This effect can be avoided by using Gaussian smeared (screened) classical charges** or by replacing the classical point charge potential by suitably constructed ionic pseudopotentials with screened electrostatic interactions. 119 The latter solution is the one implemented in CPMD. In particular
where q I is the classical point charge located at R I and 
(with r c chosen as the covalent radius of atom I) is a Coulomb interaction potential modified at short range in such a way as to avoid spill-out of the electron density to nearby positively charged classical point charges.
Other potential sources of problems are possible incompatibilities between the QM and MM descriptions, such as imbalances in the electrostatic interactions that can lead to artificial preferences of, for example, substrate-QM, respectively substrate-MM interactions. Another problem is the consistent application of the classical exclusion rules for non-bonded interactions. In most force field definitions, non-bonded interactions (such as van der Waals and electrostatics) are not taken into account for nearby bonded neighbours. Such a selective neglect of a particular pair of interactions is not easily transferable to a many-body QM description. A consistent approach is however possible via mapping of the many-body electronic Hamiltonian to a pair-additive point charge representation. 133 
Applications to Biological Systems
CPMD/MM approach can effectively simulate complex reactions from first principles. This approach, which includes temperature effects, can benefit from the use of statistical mechanics methods 10, [12] [13] [14] to investigate rare events. Recent reviews report for example enzymatic reactions [157] [158] [159] [160] [161] [162] [163] [164] or selectivity properties of ion channels and porins [165] [166] [167] [168] investigated with this approach. CPMD/MM applications are also of importance to study drug action. Indeed, the interaction between a ligand and its target might at times depend on the electronic structure in such a subtle way that is difficult to capture with force field-based MD. A recent review reports CPMD/MM applications that address this issue. 169 The method has also recently provided valuable insights on DNA damage 16, [170] [171] [172] [173] [174] [175] and on the binding of anticancer drugs to DNA [176] [177] [178] [179] [180] or to the copper transport protein, [181] [182] [183] which is supposed to function as a transporter of cisplatin.
Ab initio methods find nowadays a wide application in biochemistry since they can help understanding the interaction between the ligand and its receptor, often shedding new lights into the mechanism for biological function, at the atomic detail. Importantly, the detailed understanding of the ligand-receptor interaction can also be used in the rational design of inhibitors, aiding the structure-based design of new drugs. 41, 184 In this regard, QM-based studies can be used, for example, to evaluate potent enzyme inhibitors through the application of QM-corrected scoring functions for docking calculations and QM-derived binding affinity calculations. [185] [186] [187] [188] Other examples are QM-based electrostatic potential maps used to characterise the binding site of the receptor; [189] [190] [191] QM calculations to determine the protonation states of key residues of the binding pocket; 192, 193 and QM-based studies of the enzymatic reaction mechanism of targets for drug discovery. 41, 42, 164, [194] [195] [196] [197] [198] [199] [200] [201] In this scenario, here we report some representative CPMD/MM studies on enzymatic chemical reactions carried out by mono-, bi-or tri-metallic core enzymes (i.e. metalloproteins) of pharmaceutical interest. These reported examples are just some of the several informative CPMD/MM studies demonstrating how this hybrid QM/MM approach can treat the metalprotein interaction in metalloenzymes, shedding lights into the mechanistic details for catalysis. In particular, we will report computational studies where ab initio CPMD/MM simulations have been used to determine enzymatic reaction mechanisms, revealing possible enzymatic transition state (TS) structures, which can be used as a template for the design of TS analogues drugs. 202, 203 TS analogues are indeed considered as one of the most potent inhibitors due to their similarity in the geometry and physicochemical properties with the enzymatic TS. 204 The first example of CPMD/MM simulations, which contributed to show the effectiveness of this computational approach for understanding metalloenzyme function, is the study of De Vivo et al. 205 in 2008 that described the dynamics and energetics of the reaction catalysed by Ribonuclease H (RNase H, Figure 9 .1).
RNase H, constitutively present in prokaryotic and eukaryotic cells, belongs to nucleotidyl-transferase (NT) superfamily and hydrolyses the phosphodiester bond (P-O3 0 ) of the RNA strand. To do so, RNase H uses a two-metal-ion mechanism, 206 with two magnesium ions that aid RNase H catalysis. A series of so-called 'Blue-Moon' ensemble simulations 207 were carried out along a selected degree of freedom (i.e. reaction coordinate). These simulations, performed on a system formed by a total of B37 000 atoms of which a hundred were treated at the QM level, were coupled with the thermodynamics integration (TI) approach to return the free energy profile for the reaction under study. By collecting B200 ps of CPMD/MM dynamics, key aspects of the enzymatic activity of RNase H such as the mechanism and energetics of nucleophile formation and the role of each of the two metals during catalysis were clarified. Overall, these simulations described the continuous pathway from reagents to products along catalysis, revealing the existence of metastable intermediates and high-energy TSs that can hardly be captured by static X-ray structures, alone. In particular, the concerted motion of the two catalytic metal ions has been shown to aid both TS formation and leaving group departure, highlighting a dynamic rearrangement of the metal ions in an extended neighbourhood of the catalytic pocket. Interestingly, classical MD simulations coupled to adaptive biasing force (ABF) for enhanced sampling have later suggested that the concerted motions of the catalytic ions could be affected by the presence of a third ion, which might therefore contribute in the modulation of RNase H catalysis. 199 At different ionic concentrations, in MD simulations a third Mg(II) persistently locates nearby the native two-Mg(II) catalytic site, at times affecting the location of the nucleophilic water molecule and, consequently, the enzymatic catalysis. This computational result offers a rational explanation for the experimental evidence that Mg(II) concentration modulate RNase H function. 208, 209 In 2005 and 2007, De Vivo et al. have described a two-step reaction mechanism for the phosphatase activity catalysed by soluble epoxide First Principles Methods in Biologyhydrolase (sEH), 198, 210 an Mg(II)-dependent enzyme (monometal core) of pharmaceutical interest involved in the fatty acid metabolism. [211] [212] [213] [214] CPMD/ MM simulations (B100 ps in total) were used to explore two main steps along the reaction mechanism: (i) a nucleophilic attack on the phosphate group of the phosphoester substrate by Asp9 and (ii) hydrolysis of the phosphoenzyme intermediate via a nucleophilic attack at the scissile phosphorus atom by a water molecule. Simulations show an in-line nucleophilic substitution during both steps, highlighting a rather dissociative character in the TS regions, with planar metaphosphate-like TS that does not structurally resemble a phosphorane species, as detected in the RNase H catalysis. Notably, the comparison of the QM/MM results on sEH (single Mg(II) catalytic ion) and those on RNase H (two Mg(II) ions) for the metal dependence in phosphoryl transfer reactions is quite instructive. Based on these QM/MM studies of metalloenzymes 197, 198, 205, 210 different mechanisms for phosphoryl transfers (associative vs. dissociative) seem to be induced according to the metal(s) geometry and stoichiometry during catalysis.
During sEH catalysis, the metaphosphate group that is transferred is stabilised by its apical coordination to the only Mg(II) ion present in the catalytic site. In the RNase H enzymatic reaction, instead, the two Mg(II) stabilise the attacking and leaving groups, while the metaphosphate group is in between the two ions, showing a phosphorane-like TS. Hence, this comparison supports the hypothesis, reported by De Vivo et al. 205 in 2008, that two ions can more easily facilitate the formation of a metastable intermediate during phosphoryl transfers, as in the case of RNase H.
A recent computational study 215 of the metalloenzyme topoisomerase type II (Topo II) further remarks the functional role of two metal ions for phosphodiester bond cleavage for DNA processing. Recent X-ray structures of Topo II have shown that two Mg(II) ions are likely placed in the catalytic site. 216 During Topo II function, the DNA strand is cleaved and rejoined to allow DNA topology control. Hybrid Born-Oppenheimer QM/MM MD simulations have been used to simulate a catalytically competent Topo II state, where the two catalytic ions spontaneously relax into a two-metal-ion architecture, as that in RNase H. 199, 210 The position of the two Mg(II) ions in the reactants seems therefore similar to several other metalloenzymes, 192, 205, 217, 218 suggesting that Topo II likely cleaves the substrate DNA with a mechanism that might be analogous to RNase H. 199, 205, 219 A second example of CPMD/MM calculations of metalloproteins is the investigation of metallo b-lactamases (MbLs). MbLs is a bacterial enzymatic family that use a mono-or binuclear Zn(II) core to hydrolyse b-lactam antibiotics, preventing therefore their beneficial effects. 163, 192, 220 The metal aided catalytic site of MbLs is designed to activate a nucleophilic hydroxide for the hydrolysis of the b-lactam ring. Due to their central role in antibacterial digestion and because of a potential risk of massively disseminated infections, MbLs structures are nowadays widely studied to conceive new anti-bacterial drugs. In this regard, Dal Peraro et al. 192, 221 used CPMD/MM simulations to clarify the reaction mechanism of binuclear CcrA (B1 MbLs family) of Bacteroides fragilis, employing a model system formed by B38 000 atoms, with a QM-shell of B50 atoms. Seemingly to the RNase H study discussed before, a series of constrained CPMD/MM simulations coupled to TI returned the free energy profile associated to the reaction mechanism for b-lactam ring opening. These CPMD/MM simulations reveal the evolutionary insertion of the second equivalent zinc ion in the catalytic site, passing from BcII to CcrA species in B1 MbL subclass. The binuclear CcrA stabilises better the negative charge developed at the b-lactam N5 atom upon nucleophilic attack and its consequent detachment from the second zinc ion, favoring catalysis compared to the mononuclear species (BcII from Bacillus cereus). 163, 192 
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The presence of a second Zn(II) in the catalytic mechanism further lowers the energetic barrier for b-lactam hydrolysis initially found in mononuclear BcII B1 enzymes, 221 generating a more efficient single-step mechanism. Taken together, these computational studies of MbL catalysis, integrated with the experimental data, suggest that Zn-bound water is a shared and essential chemical feature across B1 MbLs.
Finally, we report CPMD/MM simulations to investigate fatty acid metabolism, as regulated by the membrane-bound fatty acid amide hydrolase (FAAH) enzyme, which is a serine hydrolase that modulates the endocannabinoid system, being primarily responsible for regulating the level of its main cannabinoid substrate anandamide (Figure 9.2) .
Increased levels of endogenous anandamide might help to cure a variety of diseases including pain, inflammation, and cancer. For this reason, pharmacological inhibition of FAAH is a promising strategy for drug discovery. The computational investigation of FAAH catalysis via CPMD/MM started with microsecond MD simulations of the enzyme in a realistic membrane/water environment, which provided a detailed understanding, as well as a robust model, for the reactant state of FAAH complex. 222 Full quantum mechanics and hybrid CPMD/MM approaches were then used for the characterisation of FAAH catalysis and inhibition. 200, 201, 219, 223 In this case, the investigated a model system (FAAH enzyme bound to the membrane in explicit solvent) formed by B200 000 atoms with the catalytic core composed by B80 atoms treated at the DFT/BLYP level. Once again, TI coupled with Blue-moon ensemble simulations was used to investigate and compute free energy profiles for the catalytic hydrolysis of the substrate anandamide. These simulations (for a total of B120 ps of CPMD/MM simulations) have depicted a highly concerted two-step catalytic mechanism characterised by (i) acyl-enzyme formation after hydrolysis of the substrate amide bond and (ii) deacylation reaction with the reestablishment of the catalytic machinery. In particular, these simulations clarified a crucial event for anandamide hydrolysis, which is the inversion of the reactive nitrogen of the scissile amide bond occurring during the acylation rate-limiting step. To do so, FAAH uses an elegant catalytic strategy to induce amide bond distortion, reactive nitrogen inversion, and amide bond hydrolysis, promoting catalysis to completion. 200, 223 Taken together, these few representative examples demonstrate how ab initio QM/MM simulations can provide informative insights into the enzymatic reaction mechanisms of enzymes of pharmaceutical relevance. These findings, for instance, could inspire more practical structurebased drug design (SBDD) efforts, with the ultimate goal to design potent enzyme inhibitors such as TS analogues. Nowadays, QM-based studies have seen an increasing applicability to practical drug design programs. Given the constant growth of computational power associated with a continuously improvement of algorithms for computations, QM-based methods, including hybrid QM/MM simulations, are destined to become a routinely used and powerful tool for effective SBDD, in the next future.
Post-HF Approaches
As mentioned at the beginning of this chapter, many methods have been devised to reduce high computational costs of the wavefunction-based electronic structure post-HF approaches. In particular, these methods reduce the number of relevant integrals to calculate by sophisticated integral screening techniques 62 or by simplifying the four-index integrals to less computationally demanding quantities with three or two indices. [63] [64] [65] [66] These are the density fitting (DF), the resolution of the identity (RI) techniques that fit orbital overlap densities with auxiliary basis functions. These approaches have been successfully implemented and applied in QM/MM approaches. 224, 225 High-level post-HF methods have been applied in QM/MM schemes for investigating enzymatic catalysis in order to get accurate data for activation free energy barriers and reaction rates, e.g. through transition state First Principles Methods in Biologytheory. 33, 76, [226] [227] [228] [229] [230] With this high-level approach convergence of the QM contribution to the computed barriers in the order of B1 kcal mol À1 ('chemical accuracy') is achieved, as assessed by comparison to experimental data. For instance, para-hydroxybenzoate hydroxylase and chorismate mutase 231 were investigated in a multilevel scheme. Statistical sampling has been carried out at the semi-empirical level, supplemented by reaction path DFT B3LYP/MM optimisations and final QM/MM energy calculations with advanced post-HF methods such as MP2, LMP2 and LCCSD(T). Free energies were calculated by umbrella sampling or thermodynamic integration. This multilevel scheme is based on the assumption that geometries, as sampled in the MD simulation and obtained by geometry optimisation, are less sensitive to the level of theory than energies, which are finally used to evaluate activation free energies and reaction rates. The hydroxylase system has been reinvestigated with explicit correlation methods and making use of DF. 232 Similarly, proton abstraction from acetyl-coenzyme A in citrate synthase 233 or cytochrome P45076, 234, 235 and soluble epoxide hydrolase, 236 both of which are involved in drug metabolism, have been investigated by QM/ MM calculations with high levels of correlated ab initio methods. Energy barriers depend on the size of the QM region, the choice of the basis set and the QM method, whereby only correlated QM methods are found to be in nearly quantitative agreement with experiments. For DFT-based QM/MM considerable improvements for the description of activation energies were found by including dispersion corrections, even though effects on optimised geometries are relatively small. 33, 234, 237 In this case, dispersion effects are conveniently included by empirical R-6 corrections according to Grimme 144, 238, 239 (denoted, for example, D2, D3), by empirical fitting of density functionals, as pursued by Zhao and Truhlar 111 with the Minnesotafunctionals series, by direct inclusion in the functional, e.g. DF07 240 or by optimisation of atom-centred potentials. 145 
Excited States
Spectroscopy and photochemical reactions in biological systems are decisively influenced by effects of the solvent and/or biomolecular environment. Spectroscopic signals usually depend critically on the environment due to specific interactions such as hydrogen bonding as well as conformational fluctuations at finite temperatures. Understanding how the environment of spectroscopic probes determines their signatures, i.e. frequency positions, intensities or band shapes, is therefore crucial to derive structural and mechanistic conclusions from spectroscopy. 55, 241 Likewise photochemical reaction pathways are critically determined by protein environments due to strong correlations with structural and dynamical protein properties such as conformational flexibility.
As yet, most QM/MM investigations on optical chromophore properties have been focused on solvent effects on absorption spectra, [242] [243] [244] whereas studies on biomolecular environmental shifts on optical spectra are still relatively rare. [245] [246] [247] [248] [249] [250] [251] [252] That is, the full conformational flexibility of large protein environments at ambient temperature based on MD and its influence on absorption or emission band positions and shapes, e.g. inhomogeneous broadening of spectra, is only rudimentary investigated.
QM/MM simulations are well suited to investigate the factors that control photochemical excitation and reactivity. In excited-state QM/MM schemes, the QM part is either described via multiconfigurational wave functionbased quantum chemical methods, [253] [254] [255] [256] or by many-body perturbation theory 243, [257] [258] [259] or through excited-state extensions of DFT. 242, 243, [259] [260] [261] Whereas the former two types of approaches are still limited to fairly small systems and relatively small basis sets, the latter one is also extendible to rather large systems. Modeling excited-state decay requires consideration of non-adiabatic dynamics, 262 e.g. through trajectory-based methods such as surface hopping techniques. As photochemical reactions are often fast, i.e. in the femto to picosecond time range, modeling the excited-state dynamics is within reach of current QM/MM MD approaches. Indeed, QM/MM methods have also been explored for excited-state dynamics governing photochemical reactions.
242,253-256,261,263-269 DFT for ground states or time-dependent DFT (TD-DFT) 270 for the description of electronically excited states are computationally very efficient and have been used successfully, in particular in conjunction with Car-Parrinello MD methods 243, 249, 250, [271] [272] [273] [274] [275] including non-adiabatic dynamics. 251, 265, 266, [276] [277] [278] [279] Nevertheless, the quality of results obtained by TD-DFT calculations depends on the system under investigation and on the functional used to reproduce the exchange and correlation interactions. 280 TD-DFT is known to be particularly problematic for excited states involving charge transfer and thus, the method is not generally applicable. 244, [281] [282] [283] However, range-separated hybrid functionals have been shown to mitigate such errors. [284] [285] [286] [287] Accurate and more generally applicable wavefunction-based quantum chemical techniques for excited states such as coupled-cluster (CC) or multiconfigurational complete active space -self-consistent field (CASSCF) methods have been mostly limited to small molecules in the gas phase. 260 In recent years, however, CASSCF methods 288 were increasingly applied in the CASPT2//CASSCF/MM schemes, [254] [255] [256] where the reaction coordinate is calculated at the CASSCF level, which takes the static correlation of the wave function into account. Energies are re-evaluated at the more accurate CASPT2 level, [289] [290] [291] which accounts for dynamical correlation effects by a secondorder multireference perturbation theory implementation of CASSCF.
A CASPT2//CASSCF/AMBER (or CHARMM) electrostatic embedding approach has been implemented in the groups of Olivucci [292] [293] [294] [295] or Robb 256, 292 with classical or semi-classical trajectory methods to map reaction pathways. The method has been applied to excited-state properties of several lightsensitive proteins, for instance rhodopsin, 293, [295] [296] [297] [298] photoactive yellow protein, 256, 292 or the fluorescent protein asFP595. 299 A decisive role for photochemical reactions is played by conical intersections, which serve as First Principles Methods in Biologyphotochemical funnels. 300 Conical intersections in proteins have been investigated by QM/MM methods. 299 The calculation of single finite trajectories does not provide real statistical sampling. This would require the computation of statistical properties averaged over tens or hundreds of trajectories. 255 The development of ab initio multiple spawning (AIMS) and the multi-configuration timedependent Hartree (MCTDH) method try to address this issue. 301 
Continuum Models 9.4.1 Introduction
In recent years, there has been a growing interest in hybrid explicit/implicit methods especially for simulating solute-solvent systems. [43] [44] [45] [46] [47] [48] [302] [303] [304] [305] [306] According to such models, part of the solvent, typically including a few solvation shells, is treated explicitly along with the solute, while bulk effects are taken into account effectively by means of a surrounding dielectric continuum. On one hand, this allows reducing significantly the number of degrees of freedom of the system with respect to standard methods based on PBC, and, on the other hand, to retain the specific interactions between the solute and the solvent (e.g. hydrogen bonds), which are often necessary to describe accurately structural and dynamical features of complex systems. [307] [308] [309] [310] Besides, in some cases solvent molecules need to be included explicitly in quantum mechanical calculations of spectroscopic parameters in order to better match experimental data. [311] [312] [313] [314] Another key point of continuum models is that they allow quite naturally the use of localised basis sets for the quantum mechanical treatment of the core region along with well-trusted and newly developed DFT methods based on hybrid functionals, e.g. B3LYP [149] [150] [151] [152] and PBE0. 315, 316 Indeed, explicit/ implicit models rooted into DFT are attractive for the computation of averaging effects brought about by dynamics when a spectroscopic transition is fast with respect to the time scale of a dynamical phenomenon. In such circumstances, MD simulations are able to take into account at the same time solvent librations and solute vibrations, both of which can lead to nonnegligible averaging effects of spectroscopic parameters.
The use of non-PBC also might be more consistent, from a physical point of view, for studying solute-solvent systems, avoiding possible correlation effects [317] [318] [319] [320] [321] [322] [323] [324] and other possible problems with charged systems 136, 325 that may plague simulations using PBC. Generally, they require a large number of explicit solvent molecules with respect to theoretical approaches using continuum boundary conditions.
However, a major problem that typically affects explicit/implicit solvation methods is related to the appearance of spurious boundary effects at the interface between the molecular systems and the continuum, which perturb the explicit solvent dynamics with respect to bulk behavior. A number of different approaches have been proposed 50, 304, [326] [327] [328] [329] specifically for the treatment of the physical boundaries. The most encouraging results were obtained by fitting a reduced number of parameters, while enforcing at the same time proper boundary conditions. 304,327-329
QM/MM MD Simulations with GLOB Approach
The general liquid optimised boundary (GLOB) 53, 54 model belongs to the family of discrete/continuum methods mainly designed for simulating non-periodic systems, such as biomolecules in solution and at room temperature. The potentiality of the model have been already shown in several applications ranging from simple organic molecules in aqueous or nonaqueous solutions 54, 314 to radical species, [330] [331] [332] and from metal cations in solution [333] [334] [335] to transient excited-state chromophores, 336 including also an extended liquid system, such as water. 333 In most cases, QM/MM MD simulations have been elegantly combined with a posteriori calculations of several spectroscopic parameters, while retaining the same molecular nonperiodic model, which have shown a remarkable agreement with the corresponding experimental counterparts. 337, 338 According to the GLOB model, an explicit molecular system, typically a solute surrounded by a limited number of solvation shells, is embedded into a cavity of a structureless solvent, keeping fixed both the number of molecules and the volume during the simulation. The continuum medium, which mimics the response of solvent bulk, is completely specified by a few parameters, e.g. the dielectric permittivity, and depends on the nature of the solvent as well as on the physical conditions, such as density and temperature. Within the framework of mono-electronic QM methods, such as HF and DFT approaches, the free energy of an explicit molecular system can be expressed as:
where E(P,x) is the potential energy of the explicit system in the nuclear configuration x, and W(P,x) is the 'mean field' contribution that accounts for the interactions with the environment. The explicit presence of the oneelectron density matrix P in both terms on the r.h.s. points out that explicit system and implicit bulk are mutually polarised, i.e. the mean field response is always considered at equilibrium. The same expression holds also when the system is partitioned according to a QM/MM scheme. In the latter case, the QM region, and consequently the density matrix, P, representing only the core region of the system is affected by both the bulk, approximated by the dielectric continuum, and the remaining explicit system treated at MM level. When non-polarisable MM force fields are considered, the one-electron density matrix, P, can be obtained via the self-consistent field (SCF) solution of an electronic Hamiltonian which includes both the mean field operator as an effective term, 43, 339 and the electronic embedding of the MM atomic charges. According to a usual partitioning scheme of the solvation process, First Principles Methods in Biologyoriginally proposed by Ben-Naim, 340 the mean field contribution, W, can be decomposed into three terms:
where W elec is a long-range electrostatic term, generally referred to as the 'reaction field' representing the linear response of a dielectric continuum to the electric field generated by the system; W disp-rep is a short-range term that accounts mainly for the dispersion-repulsion interactions, and finally W cav is a cavitation free energy, which is the reversible work spent to form the cavity into the liquid, regardless of the chemical nature of the solute. At a given density and temperature, W cav does depend only on the size and shape of the cavity, hence it is constant for a fixed cavity. For the case of fixed volume cavities, typically considered in QM/MM simulations, W cav has no effects on the dynamics of the system and can be safely ignored. W elec is induced by the charge distribution of the whole explicit system, which includes both the quantum core and the MM region, via the set of the atomic charges, q I . Such a distribution is generally represented by a charge density of the electronic and nuclear charges, r(r), plus the density of the partial point charges describing the Coulomb interactions at the MM level, which can be formally expressed in terms of a Dirac delta function as P I dðr À r I Þq I : Hence, the mean field contributions can be easily integrated in QM/MM algorithms which describe the hybrid electrostatic interactions at QM level. On the other hand, in the same spirit of well-established methodologies, [341] [342] [343] [344] [345] [346] [347] [348] W disp-rep can be considered as a classical mean force potential that does not affect the electronic distribution of the system, hence it does not depend on P.
In the GLOB model, the mean field contributions have been included as a modification of the ONIOM [349] [350] [351] scheme. 53 In particular, W elec is provided by the conductor-like model (CPCM), [352] [353] [354] corresponding to the PCM limit for infinite dielectric constant, but used with satisfactory results also for solvents of rather low polarity. The dielectric boundary, which can be thought as an average solvent accessible area, is defined on the basis of the cavity surface embedding the explicit system. The CPCM is a boundary element method (BEM), i.e. the response is evaluated on finite surface elements of the boundary called tesserae, and the reaction field is represented by apparent surface charges located onto such tesserae. In particular, the volume accessible to the molecular system is kept constant in a NVT ensemble, and under such conditions the dielectric boundary is given by a fixed regular surface representing the solvent accessible area. In the practical implementation, the molecular system is confined into a regular cavity, typically a sphere with radius R cav where the dielectric continuum surface is given by a spherical surface with radius R cav ¼ R cav þ DR, where DR is an optimised parameter. The use of the CPCM, together with the choice of a constant topology of the apparent charges (fixed boundary), is particularly attractive when ab initio MD is considered, due to the computational efficiency of both energy and gradient calculations.
At variance with previous approaches, the modeling of the short-medium range interactions, W disp-rep , is specifically designed to properly perform NVT MD simulations of molecular liquids and solutions. 304, 305 Moreover, W disp-rep may also include terms of electrostatic origin (reaction field) not fully accounted for by intrinsically approximated continuum models, 54 due to the lack of specific solvent(explicit)-solvent(implicit) hydrogen-bond interactions that could induce anisotropic distributions of the molecular orientation in proximity of the cavity surface. 50 As a result, such an additional potential effectively removes unwanted physical anisotropies of the solvent, such as the non-uniform distribution of the density and the artificial solvent polarisation due to the partial alignment of the molecular dipoles at the boundary. 54 Altogether, the free energy contributions described above define a QM/ MM potential well-suited for ab initio MD simulations in condensed phase using non-PBC and atomic basis sets to describe the electronic density. Forces provided by the CPCM energy derivatives are analytically defined as functions of the explicit molecular system coordinates, as well as energy and forces from the mean field contributions not explicitly dependent upon the density matrix (W disp-rep ). Therefore, conservative dynamics can be safely performed, as extensively validated in previous studies. 53, 54 It is worth recalling that the SCF process in the PCM variational formulation accounts also for the mutual polarisation between the explicit system and the bulk (dielectric continuum), therefore the optimised density P describes a minimum of the free energy functional, i.e. an electronic density simultaneously relaxed with respect to the nuclei and equilibrated with solvent bulk. As a matter of fact, time-dependent solvation effects rely on the explicit representation of the closest solvent layers, while it can be assumed that dynamical effects at the continuum interface are less important for an accurate description of the solute.
In this framework, the atom-centred matrix propagation (ADMP) [355] [356] [357] model is exploited to perform first-principle and QM/MM simulations. ADMP is based on an extended Lagrangian scheme, such as Car-Parrinello MD, 358 which allows mimicking a MD on an electronically adiabatic surface by evolving the electronic structure on the nuclear time scale. In particular ADMP adopts a localised picture, i.e. the density matrix P of the atomic basis set collects fictitious dynamic variables propagated together with nuclear coordinates. Hence, the computational burden of the SCF process, which should be, in principle, carried out at each time step of the simulation, is avoided. As a consequence, the electronic density is, rigorously speaking, not fully relaxed about each nuclear configuration: instead, the energy potential calculated on-the-fly oscillates about the true Born-Oppenheimer surface. When we consider ADMP simulations in the condensed phase, the calculation of energy, energy derivatives and in particular of the Fock matrix, F, include terms accounting for the reaction field 43 and adjusted on-the-fly First Principles Methods in Biologyaccording to the propagated density matrix, P. In this case the deviation with respect to the adiabatic surface along the trajectory also contains a mean field contribution due to the deviation with respect to equilibrium of the electrostatic term, W elec , i.e. the value one would obtain at full convergence of the variational process for a given nuclear configuration. However, the adiabaticity of the system during a GLOB/ADMP MD simulation can be effectively monitored through the same parameters introduced for the gasphase ADMP formalism, namely the magnitude of the commutator [F,P] and the rate of change of the fictitious kinetic energy, 355, 356 and test simulations have shown that the resulting dynamics ensures a correct adiabatic behavior, similar to the corresponding ADMP simulations in the gas phase. 54 
Applications to Open-shell Systems in Solution
In open-shell systems, such as transition metals or radical species, intrinsic quantum mechanical properties, such as spin delocalisation and spin transfer, may play a decisive role. No general and well-trusted force fields suitable for treating open-shell systems in solution and one often has to rely on first-principle methodologies. Only in a few cases, classical models, usually derived from ad hoc fitting procedures versus QM data, have been tailored towards at least a class of chemical compounds, as in the case of nitroxide based radicals. [359] [360] [361] Especially within the molecules of biological interest, there are many examples of radical species of amino acids and DNA or RNA bases that are involved in relevant enzymatic reactions, electron transfer processes, 362 ultra-violet radiation-mediated DNA damages. 363, 364 One wants to describe, at molecular level, the role of stereo-electronic, dynamical, and environmental effects in tuning the structure and magnetic properties of such radicals in aqueous solution. While experimental techniques, such as high-field EPR spectroscopy, may promptly unravel many features of complex radical species in the condensed phase, quite often a complementary theoretical approach is needed in order to fully extract the molecular information encoded into such spectroscopic signals. In this case, accurate molecular modeling comes into play to confirm or, better, interpret the quite involved spectroscopic response. Moreover, through the use of theoretical approaches, different and subtle contributions that may affect the observed spectroscopic properties can be disentangled and evaluated separately, such as the effect of the solvent, the thermal effects and the effect of specific intermolecular interactions (e.g. hydrogen bondings). As a further source of uncertainty, it is often the case that radical compounds can exist in different isomeric forms and/or protonation states, almost isoenergetic to one another, depending on pH values and physical conditions: when this occurs, theoretical investigations of both structural and spectroscopic properties of radicals generally allow one to unambiguously identify the chemical species experimentally detected. For illustrative purposes, we consider here two examples of open-shell biomolecules recently studied by the GLOB QM/MM approach previously described: the glycine radical 330 and the uracil radical anion 332 in aqueous solution. In particular, the glycine radical is the simplest example of an aliphatic radical issuing from elimination reactions involving amino acids, which are usually a-carbon-centred radicals.
Interestingly, already glycine and its derivatives show a number of unexpected features (e.g. preference for neutral or zwitterionic structure in different condensed phases, anomalously low hydrogen hyperfine coupling in aqueous solution), which have stimulated a large number of experimental [365] [366] [367] [368] and theoretical [369] [370] [371] [372] studies. An important issue that has inspired a number of theoretical studies consists in the analysis of the relative stability of the different glycine radical forms, e.g. NH 2 -CH-COOH vs. NH 3 1 -CH-COO À , along with the calculation of the corresponding EPR hyperfine coupling constants. 369, 373, 374 It is well known that the zwitterionic form of the glycine radical is unstable in the gas phase (molecular optimisation leads to the neutral form), but it can exist in a more favorable polar environment, e.g. it has been detected experimentally in the solid state. 375 However, in aqueous solution, a satisfactory interpretation of the EPR parameters in structural terms requires the inclusion of intramolecular vibrational averaging and solvent effects. 369 Indeed, by including, at the same time, all short-term dynamical and solvent effects through GLOB QM/MM simulations of the glycine radical in aqueous solution and considering all the possible chemical species, namely the zwitterionic, (neutral) non-zwitterionic and anionic forms, it was recently possible to assign unambiguously the preferred chemical species in two different pH ranges, respectively pH ¼ 1-10 and pH410. 330 Briefly, it has been observed that the neutral and non-zwitterionic form of the glycine radical is the only one compatible with EPR experiments at low pH, whereas at basic pH the observed EPR hyperfine coupling constants agree with those issuing from calculations on the anionic form.
Analogously, in the case of the uracil radical anion, as generated by the attachment of an excess electron, the combination of EPR data with quantum mechanical calculations and GLOB QM/MM MD simulations 332 have unraveled the electronic and structural nature of the only chemical species detected in aqueous solution and at room temperature. In fact, by applying QM/MM simulations to the study of five different tautomeric forms of the uracil radical anion in aqueous solution, chosen among those previously identified by gas-phase experiments 376 or predicted theoretically, 377 it has been possible to identify and characterise unequivocally the canonical form of the uracil radical as the prevalent tautomer in aqueous solution, contrary to both gas-phase results 378 and a recently reported thermodynamic analysis. 377 
