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Abstract
Convolutional Neural Networks (CNNs) have be-
come the state-of-the-art method to learn from
image data. However, recent research shows that
they may include a texture and colour bias in their
representation, contrary to the intuition that they
learn the shapes of the image content and to hu-
man biological learning. Thus, recent works have
attempted to increase the shape bias in CNNs in
order to train more robust and accurate networks
on tasks. One such approach uses style-transfer
in order to remove texture clues from the data.
This work reproduces this methodology on four
image classification datasets, as well as extends
the method to use domain-adversarial training in
order to further increase the shape bias in the
learned representation. The results show the pro-
posed method increases the robustness and shape
bias of the CNNs, while it does not provide a gain
in accuracy.
1. Introduction
Convolutional Neural Networks (CNNs) have become, in
the last few years, the state-of-the-art method to classify,
segment or otherwise learn from the content of images.
(Rawat & Wang, 2017). The rise of CNNs goes back to the
ImageNet competition of 2012 (Krizhevsky et al., 2012).
They have then maintained their domination of that com-
petition in the following years over other types of methods
(Szegedy et al., 2015) (He et al., 2016). A common explana-
tion for the workings of a CNN is that the successive layers
of convolutions and pooling learn to represent the edges and
shapes within the images, and assemble these representa-
tions into more complicated shapes that mirror the problems
(Kriegeskorte, 2015).
However, in recent years, some results have come to chal-
lenge this assumption. Some articles posit that CNNs can
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(b) Content image
    71.1% tabby cat
    17.3% grey fox
    3.3%   siamese cat
(a) Texture image
   81.4% Indian elephant
   10.3% indri
   8.2%   black swan
(c) Texture-shape conflict
    63.9% Indian elephant
    26.4% indri
    9.6%   black swan
Figure 1. Example of texture and shape clues conflict (Geirhos
et al., 2018)
still classify images where any object shape is absent, and
where texture information is still present (Gatys et al., 2017)
(Brendel & Bethge, 2019). Moreover, many architectures
have difficulty with sketches, where shape information is
clearly present and there are no texture clues (Ballester &
Araujo, 2016).
While many other results also exist to support that CNNs
do indeed learn shape information, there is a question to be
raised as to whether CNNs learn a mixture of the texture
information and shape information (Ritter et al., 2017). It
is known that humans learn mainly by shape information
(Ritter et al., 2017). Thus, (Geirhos et al., 2018) explores
this problem by comparing human experimentation and
CNNs with images with missing or changed texture clues
conflicting with shape information, as shown in Figure 1.
These results show that CNNs pretrained on ImageNet have
learned from texture and colour information. A workflow
to increase the shape-bias of CNNs on ImageNet is then
presented, using mainly style-transfer (Huang & Belongie,
2017). The article concludes that this workflow increases
both the robustness and accuracy of CNNs.
2. Material and Methods
The following section will introduce and describe the differ-
ent datasets used for the experiments. The network architec-
tures used will also be described. Then, the methodology
used to reproduce (Geirhos et al., 2018) will be described.
Finally, the domain-adversarial training of neural networks
will be detailed.
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2.1. Datasets
Four image datasets were chosen to conduct the experiments.
For each of these datasets, there is an associated classifica-
tion task. Thus, the basic same architectures can be applied
to each dataset, with only the number of classes varying
between them. Each classification task intuitively varies in
difficulty. Let us now consider each dataset in turn, from
the easiest to hardest tasks.
The first is the Dice dataset, taken from Kaggle Datasets
(Dice). The dataset is composed of 16 000 images of poly-
hedral dice. There are thus 6 classes in this dataset: those of
d4’s, d6’s, d8’s, d10’s, d12’s and d20’s, where the number
describes the number of faces on the die. The dataset itself
is relatively simple, as it was acquired in very controlled
circumstances. The dataset was generated by rotating video
cameras around the dice on a table, at varying angles and in
front of 6 different backgrounds (white, coloured and wood-
textured). Most images were then cropped to 480 × 480
pixels, and any image where the die is partially or com-
pletely out of crop were removed. Some images of d6’s and
d20’s are 1024× 1024, as they were from an earlier version
of the dataset.
The second dataset was the Dogs versus Cats (DvC) dataset,
taken from the Kaggle competition (DvC). This dataset is
formed of 25 000 labelled images of cats and dogs. The
classification task is thus binary in this case, predicting
whether the image contains a dog or a cat. Most images in
this dataset were of a size greater than 224× 224, but some
were shorter along either axis.
These first two tasks are intuitively relatively easy. The
Dice dataset is a relatively artificial dataset, as even if its
images are real images, they are generated in order to form
a dataset and are without noise. Each image is correctly
classified, there are no partially cropped or missing dice,
and each image contains a single die. In addition, it is
an easy task using only shape and a human would have a
perfect or almost perfect accuracy on the task. The second
task is formed of more real-world images, but it is still a
relatively simple task which would be easy for a person.
Also, we can easily imagine that shape is important, and
perhaps all that is necessary, in order to spot whether an
animal is a dog or cat. Still, some images contain multiple
animals (of the same type), or a human in addition to the
animals, and a wide variety of backgrounds.
The third dataset is the Dog Breed Identification (DBI) play-
ground competition from Kaggle (DBI). This dataset is
formed of 10 223 images of 120 different breeds of dogs.
The classification task for this dataset is thus to predict
which of the 120 classes the image belongs to. With the
relatively low number of images (the lowest of the datasets),
and the high number of classes, this classification task is
much more difficult than the previous two. Moreover, some
of the dog breeds included in the classes are difficult to pre-
dict without error, even for humans. For example, two of the
classes are miniature schnauzers and standard schnauzers,
which look practically identical, except for size. Thus, a
lower accuracy is expected on this task. Another measure
than a simple accuracy will be calculated on this dataset for
the results.
The final dataset used is the Food101 dataset, found on
Kaggle Datasets (Food101). This dataset is formed of 101
types of food, with 1000 images per class. Thus, the total
dataset is composed of 101 000 images. As with the DBI
dataset, another measure than accuracy will be used for the
predictions on this dataset, due to the number of classes.
Note than multiple classes in this dataset are close and hard
to classify, as there are, for example, 5 different types of
soup in the dataset.
2.1.1. SPLITTING THE DATASETS
Each dataset received the same treatment in order to be split
into training, validation and test sets. First, if the Kaggle
dataset was already split into training and validation sets,
they were merged back into a single dataset. Then, 20% of
the images in each class were randomly selected to form
the test set. Afterwards, a further 20% of the remaining
samples were randomly selected to form the validation set.
The validation set is thus 16% of the total number of images
per class. The remaining images (64% per class) form the
training set.
2.2. Model Architectures
Two model architectures were chosen for the experiments.
The first is the ResNet 34-layer (ResNet-34) architecture
(He et al., 2016). This model contains 34 layers, from a
7× 7 convolution layer and max pooling at the base of the
network, and using blocks of 3 × 3 convolutions layers,
with residual links every 2 layers. The number of channels
increase as the layers near the end of the network. Finally,
the classification layers are formed by an average pooling
and a fully connected layer. The architecture reports a 8.58%
Top-5 error on ImageNet. The computational demand per
image is of 3.6 GFLOPs for this network.
The second chosen architecture is the SqueezeNet (1.1)
architecture (Iandola et al., 2016). This model reports
AlexNet-level accuracy on the ImageNet dataset, at 19.38%
Top-5 error. However, this architecture is designed to con-
tain much less parameters, and thus can be trained and
can predict much faster than AlexNet. The article reports
SqueezeNet 1.0 as 512x smaller than AlexNet. SqueezeNet
1.1 reports the same accuracy as SqueezeNet 1.0, but with
a further 2.4 times less calculations, for a total of 0.72
GFLOPs per image.
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For the experiments, the pretrained networks were imple-
mented and executed in PyTorch (Paszke et al., 2017). The
final pretrained fully connected layer of ResNet-34 was re-
placed by a randomly initialized fully connected layer in
order to adapt it to the number of classes in the given dataset
(2, 6, 101 or 120). This random initialization was the default
PyTorch initialization. In the case of SqueezeNet 1.1, the
number of Global Average Pools was changed from 1000
(for ImageNet) to the number of classes in the dataset. These
two architectures were chosen for their relatively small sizes
and fast computations.
2.3. Applying Geirhos’ methodology to transfer
learning
Firstly, let us consider the reproduction of the results in
(Geirhos et al., 2018). Each dataset will be style-transferred
using the same AdaIN architecture (Huang & Belongie,
2017) and dataset as indicated in the article. Moreover,
this can be easily done as the author have published a git
repository containing all necessary code in order to apply
this style transfer methodology (Geirhos). Note that the
images generated by this method are already cropped and
resized to 224× 224, as the AdaIN architecture uses a VGG
model as an encoder for the images.
Thus, each of the four datasets (Dice, DvC, DBI and
Food101) were style-transferred using this code, and the
Paint-by-numbers Kaggle competition dataset, as described
by Geirhos et al.. We thus obtain two versions of the
datasets. The first is the original dataset, which be hence-
forth be referenced as the base dataset. The second is the
style-transferred dataset, which will be reffered as the styl-
ized dataset. The combined dataset formed by the union of
the base and stylized dataset is known as the mixed dataset.
The figure 2 shows some examples from the chosen datasets
of base images and their stylized counterparts. We can see
that multiple images are still easy to recognize and classify,
but others will undergo more radical transformations and
may end up being much harder to predict or classify. The
second image from the left in the figure shows the latter
case.
2.3.1. TRAINING THE MODELS
The code used to train the models is available on Github.
Each model, for each experiment type (base, stylized and
mixed) was trained in a similar manner.
First, the images were loaded in batches of 64, randomly
shuffled for each epoch. After some early experimentation
(results not shown), the data augmentation was fixed for
each dataset. The details of that data augmentation is shown
in the next subsection.
As stated before, the models were implemented in PyTorch,
and their pretrained weights on ImageNet were set using
torchvision (except the classification layer). Since the clas-
sification layer was not pretrained, it could have a spe-
cific training rate specified, different that the rest of the
dataset. All experiments were conducted using the Adam
optimizer implemented by PyTorch (Kingma & Ba, 2014).
Some combinations of learning rates (classification learn-
ing rate, general learning rate) were tested initially on each
dataset, for each experiment. When the optimal result (on
the validation set) was one of the boundaries of the search
space, the search space was expanded by an order of mag-
nitude. If not, some combinations between the lowest ones
observed were tested. Those default combinations were
(10−3, 10−3), (10−3, 10−4) and (10−4, 10−4). Generally,
the (10−3, 10−4) combination was the best one, as observed
on the validation set.
Additionally, a Multi-Step Learning Rate scheduler was
used. The milestones for the scheduler were added manually,
by observing the training losses and accuracies. The step
scheduler was tested with a gamma of 0.2 and 0.5. Note that
most models were trained with a gamma of 0.5 and multiple
steps, as it seemed to yield lower error rates.
Another parameter that was explored was the weight decay
(or L2 regularization). Different values were tested between
10−3 and 10−5, with the search space being extended if
the optimal parameter value was found to be at either edge
of the space. Most experiments (base, style and mixed)
tended to adopt the same or similar learning rates on the
same dataset.
Finally, early stopping was added to the training. This ended
the training and saved the best model observed (on the
validation set) if not model performed better for a number
of epochs equal to a specified patience. Depending on the
experiment and dataset, this patience varied mostly within
the 20 to 30 range, with some experiments going as far as
40 or 50 epochs.
2.3.2. DATA AUGMENTATION
Firstly, let us consider the data augmentation on images from
the base datasets. Every image had a 50% chance of being
flipped horizontally, in every dataset. Then, a random choice
was introduced in order to obtain a 224× 224 pixel image.
In all cases, an image could simply be resized to 224× 224.
Alternatively, a random crop of 224× 224 could be applied,
with zero-padding added if necessary. The image could also
be treated through a a random resized crop (as defined by the
torchvision library). This random resized crop was to crop
to 224× 224 pixels, and would choose a random proportion
of the image. The precise proportion is variable by dataset.
In the DBI dataset, the minimal proportion to be kept was
50%, and the maximal 100%. In the other datasets, the
minimal proportion was of 33%, and the maximum 100%.
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Figure 2. Some sample images from the 4 datasets, and their style-transferred equivalents.
The Dice dataset was the only dataset where no image was
smaller than 224× 224 pixels. Thus, an additional choice
was possible in the data augmentation. The image could
undergo a random rotation of up to ±45◦, followed by a
center crop of size 224× 224.
As the stylized datasets were already cropped to 224 ×
224 pixels by the style-transfer network, they underwent a
reduced data augmentation. The stylized dataset could then
simply be left at their normal size, or undergo a random
resized crop of between 50% and 100% of the image.
Finally, before image resizing or cropping, all the images
in the Dice and DvC datasets received a random color jitter,
of up to 25% of brightness, hue, saturation and contrast.
This color jitter was applied in both the base and stylized
datasets.
For the mixed experiments, the data augmentation of the
base images is the same as the base dataset, and that of the
stylized images the same as the stylized dataset.
2.4. Domain-Adversarial Training of Networks
A further method to increase shape-bias in the learned repre-
sentation can be achieved using domain-adversarial training
(Ganin et al., 2016). This type of neural network architec-
ture and training aims to learn a representation that can
classify the classes within the dataset, while also learning
not to distinguish two domains. In the case of the original
Domain-Adversarial Neural Network (DANN) article, this
took the form of transfer learning and source and target
domains. The network trained the classification head of
the network on the source domain, while it also trained a
domain-adversarial head using labelled source and target
domains. The final model was then used to predict on the
target domain.
The domain-adversarial classifier is the noteworthy part of
a DANN architecture, as shown in Figure 3. It is charac-
terized by two specific elements. First, a λ regularizer is
Figure 3. A visual representation of the DANN architecture (Ganin
et al., 2016)
applied to the domain-adversarial head. This element is
present to prevent the head from dominating the training
of the network and completely preventing the classification
head from learning. Secondly, it provides some measure of
control over the effect of this domain classifier over the total
representation. While a high λ will learn a representation
that will not distinguish the domains, it may not be the best
classifier for the class labels. In the reverse case, the domain
classifier will not affect the total representation much, even
if it would be helpful. Thus, the λ parameter is an additional
hyper-parameter to tune for the algorithm.
The second element is the gradient reversal layer. This layer
does not affect the forward propagation through the network,
but will reverse (or multiply by −1) the gradient that comes
back through it. This is how the DANN architecture learns a
representation that does not differentiate between domains,
as the gradient goes in a direction where it does not reliably
discern from which domain the examples come.
This general methodology can be applied to the current
datasets, with minor changes. First, instead of source and
target domains we can consider the base domain and the
stylized domain. The style-transfer used to create the styl-
ized domain from the base domain will conserve shape in
the images, while changing or removing colour and tex-
ture clues. Thus, a representation that cannot distinguish
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between the two domains should be reliant on shape more
than other types of clues. A further change applied to the
DANN architecture was that all samples were used for the
label predictors and for the domain classifier. Thus, the ex-
periments corresponded to the mixed experiments described
above, but with the added element of the DANN domain
classifier.
For all experimentations with DANN, the data augmentation
was kept for the datasets as with the mixed experiments.
Moreover, the λ parameter was tested in the range of 1−3 to
1−5, with the search space being expanded if the best results
on the validation set were obtained on a boundary value.
3. Results and Discussion
3.1. Training on Base Datasets
Let us first consider the baseline case, where the models are
trained on the base datasets. These will form our baseline,
comparing the robustness and accuracy of enhanced training
methods.
Dataset Model Base Accuracy Stylized Accuracy
Dice ResNet 99.94% 50.65%
Dice SNet 99.94% 40.88%
DvC ResNet 99.15% 87.42%
DvC SNet 97.73% 81.03%
DBI ResNet 94.58% 34.52%
DBI SNet 84.37% 22.07%
Food101 ResNet 92.90% 18.16%
Food101 SNet 90.09% 17.31%
Table 1. Baseline results of the models on the datasets. The re-
ported accuracy corresponds to the Top-5 Accuracy in the case
of the DBI and Food101 datasets. SNet denotes the SqueezeNet
model.
Table 1 shows the performance of each model trained on
the base data and tested on the test sets. We can observe
high accuracies in all datasets, with accuracies over 90%
on the base test set. However, we can clearly remark the
texture bias, as the accuracies are generally much lower
on the stylized test sets. While the models trained on the
DvC dataset keep accuracies of over 80% on their stylized
test sets, the Dice dataset drops below 50% accuracy (on 6
classes).
The DBI and Food101 datasets have their accuracies drop
below 35%, even 20% in the case of Food101. While each
of the stylized accuracies are markedly better than random
guessing, they are far below the base accuracy and show
that the models are not adapted to predicting on stylized
images. Both the ResNet architecture and the SqueezeNet
architecture show the same trends on the data, with the
ResNet models having a higher accuracy overall.
3.2. Training on Stylized Datasets
Dataset Model Base Accuracy Stylized Accuracy
Dice ResNet 99.76% 99.49%
Dice SNet 96.77% 97.84%
DvC ResNet 97.77% 96.00%
DvC SNet 95.45% 93.20%
DBI ResNet 85.54% 74.36%
DBI SNet 61.99% 47.35%
Food101 ResNet 77.00% 71.10%
Food101 SNet 71.68% 63.69%
Table 2. Results of the models trained on the stylized datasets. The
reported accuracy corresponds to the Top-5 Accuracy in the case
of the DBI and Food101 datasets. SNet denotes the SqueezeNet
model.
Table 2 shows the results on the models trained on the styl-
ized datasets. Here, we see an overall decrease in base test
set accuracy. This is expected however, since the models
were not trained on the base images. The accuracy on the
stylized test sets are however largely increased. In the case
of the Dice dataset, we can see accuracies over 97%, equal
or exceeding the base accuracy. The stylized accuracies are
also over 90% for the models trained on the DvC dataset.
For the DBI and Food101 datasets, the stylized test set
accuracies are more modest, between 45% and 75%. They
do still represent a significant increase from the models
trained on the base dataset. As mentioned in the datasets
sections, the DBI and Food101 contain some classes that are,
in reality, very similar to each other. Thus, the relatively low
accuracy when predicting on stylized images may simply
be due to texture and colour cues that should be present, but
have been removed by the style-transfer.
3.3. Training on Mixed Datasets
Dataset Model Base Accuracy Stylized Accuracy
Dice ResNet 99.97% 99.76%
Dice SNet 99.97% 97.66%
DvC ResNet 99.07% 96.44%
DvC SNet 97.71% 93.49%
DBI ResNet 92.63% 75.70%
DBI SNet 83.87% 56.82%
Food101 ResNet 89.73% 73.31%
Food101 SNet 88.24% 65.72%
Table 3. Results of the models trained on the mixed datasets. The
reported accuracy corresponds to the Top-5 Accuracy in the case
of the DBI and Food101 datasets. SNet denotes the SqueezeNet
model.
Table 3 shows the performance of the models when trained
on the mix of base and stylized data, as well as Figure 4
in graphical form. For the Dice dataset, we can see simi-
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lar, if slightly better (0.03%), accuracy on the base testing
set. For the stylized test sets, there is a slight gain (0.3%)
for the ResNet architecture. There is however no gain for
the SqueezeNet architecture, compared with the training on
stylized data. Still, the mixed training yields equal or better
performance on the base test set, and almost equal perfor-
mance on the stylized test set. For the DvC dataset, we see a
similar effect. For both ResNet and SqueezeNet models, the
base accuracy is roughly equal (differences inferior to 0.1%).
There are however very clear gains on the test set accuracy,
even compared with the training on stylized datasets. The
ResNet model gains 0.44% accuracy on stylized data, while
the SqueezeNet model gains 0.29%. For these two datasets,
the models trained on a mix of base and stylized data seem
to have equal accuracy and increased robustness.
Let us now consider the last two datasets. In the case of
the DBI dataset, the ResNet model loses out on base accu-
racy (1.95% loss), but the accuracy on the stylized dataset
is once again better than when trained on stylized data (by
1.34%). We see a similar trend in the SqueezeNet model,
with a slight decrease in accuracy compared to the base
dataset (0.5%). The SqueezeNet model sees an even greater
increase in stylized accuracy, with a gain of 9.47%, com-
pared to training with stylized data. We see a greater loss
in base test set accuracy in the Food101 dataset, at 3.17%
for the ResNet and 1.85% for the SqueezeNet. Both models
do increase their stylized test set accuracy with the mixed
learning however, respectively with increases of 2.21% and
2.03%.
For both these datasets, the models seem to decrease in
accuracy compared to models trained on the base data. Yet,
the representation learned by mixed training is much more
robust, with the stylized test set accuracy increasing com-
pared to training on the stylized data. The second effect was
observed on all four datasets. The conclusion in (Geirhos
et al., 2018) indicated that this type of training should in-
crease both accuracy and robustness. The current results
indeed show an increase in robustness and the models learn-
ing though shape-bias. There is however no clear increase
in accuracy for the models, compared with training on the
base dataset.
3.4. Using Domain-Adversarial Training
The Table 4 shows the results of training the ResNet mod-
els with a domain-adversarial methods, on a mixed dataset
of base and stylized data. The accuracy on each test set
is shown, as well as the difference between the domain-
adversarial training and the mixed training of the networks.
Note that the results only include ResNet models, as the
SqueezeNet models were not trained due to time and com-
putational constraints. For the Dice dataset, the results are
equivalent, with a slight change of 0.06% stylized accuracy.
Dataset Base Accuracy Stylized Accuracy
Dice 99.97% (0.00%) 99.70% (-0.06%)
DvC 98.95% (-0.12%) 96.10% (-0.34%)
DBI 93.85% (1.22%) 77.62% (1.92%)
Food101 90.36% (0.63%) 73.87% (0.56%)
Table 4. Results of the ResNet models trained on the mixed
datasets using a domain-adversarial network. The reported ac-
curacy corresponds to the Top-5 Accuracy in the case of the DBI
and Food101 datasets. The percentage in parentheses is the gain
or loss of accuracy compared to mixed training.
This is however not statistically significant. In the case of
the DvC dataset, the domain-adversarial training causes a
slight decrease in both base and stylized accuracies.
Let us now consider the DBI and Food101 datasets. In both
cases, domain-adversarial training of the network induces
increases on the accuracies, for the base test set and the
stylized test set. This increase is greater than 1% in both the
base test set and stylized test set for the DBI dataset. This
results in the best performances for both datasets on the
stylized test set. This suggests that the domain-adversarial
training did indeed help the networks learn a representation
that is more robust and dependant upon shape.
Yet, the baseline test for the DBI and Food101 datasets still
outperform the mixed training and the domain-adversarial
models. For the DBI dataset, the baseline was a base
accuracy of 94.58%, compared to 93.85% using domain-
adversarial training and style-transferred examples (a dif-
ference of 0.73%). Food101 has a best accuracy of 92.90%
in the baseline, compared to a 90.36%, for a difference of
2.54%. The complete picture, over the different datasets,
thus indicates that using a mix of base and stylized im-
ages does not increase the accuracy of a model, but will
increase its robustness and shape-bias. Moreover, domain-
adversarial training over these base and stylized images
seem to further increase the robustness of the model, and
increase its accuracy over simply training on both types of
images.
4. Conclusion
In conclusion, it is possible to increase the shape bias and
robustness of a model for a given dataset using style-transfer
and domain-adversarial training. Over multiple datasets of
varying complexity, we can see that models trained on a
base dataset will have difficulty maintaining their perfor-
mance if texture and colour clues are changed in the images.
Augmenting the dataset through a style-transfer will help the
model learn a representation that can predict accurately on
both the original dataset and on the stylized version. While
the results of (Geirhos et al., 2018) have not been replicated
fully, as there is no clear gain in accuracy on the base dataset,
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(a) (b)
(c) (d)
Figure 4. Results of base, stylized and mixed learning on the four datasets. For subfigures (a) and (b), we use the accuracy. For subfigures
(c) and (d), the Top-5 accuracy is shown.
the result is indeed more robust models.
Moreover, adding a domain-adversarial element to the train-
ing of the model further increases the robustness of the
model and further encourage the representation learned to
be dependant upon shape. The domain-adversarial compo-
nent also helps to increase the accuracy of the models, over
the mixed training of base and stylized examples.
Further inquiries in this line of research are possible. Firstly,
(Geirhos et al., 2018) trained their ResNet architecture from
scratch during their experiments on ImageNet. Due to time
and computational constraints, the models presented were
pre-trained on ImageNet. It is thus possible a new and
possibly better representation could be found by training
the models from scratch using domain-adversarial methods.
Secondly, the current work was performed on relatively
small SqueezeNet 1.1 and ResNet-34 architectures. It is
possible that improvements could be made to the results
using larger and higher performance architectures.
Finally, let us reflect on the significance of these results. As
was stated concerning some of the datasets, it is possible
that the best possible answer to some problems indeed lie
in the texture of an image, or its colour. Thus, it could be
better, for some problems, to train a model without using
the proposed methodology. It is also possible to envision
the proposed methods as the basis of a type of data aug-
mentation. Indeed, while this would be very computation-
ally intensive, it would be possible to style-transfer images
at random during batches in order to augment shape-bias
in training. Moreover, the domain-adversarial element of
the network provides regularization through its multi-task
aspect (Evgeniou & Pontil, 2004). Even applied as was
presented, we can see that, for some problems, the method-
ology provides added robustness and regularization with
little to no decrease in accuracy.
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