Let j/ί = {K u K 2 , ---} be an infinite countable class of compact convex subsets of euclidean n -dimensional space R n . We shall say that % permits a space covering or, more precisely, a covering of R n , if there are rigid motions σ u σ 2 , such that R n cU^i^Jζ. In this paper we concern ourselves with necessary and sufficient conditions in order that a given class 3ίf permits a space covering.
If the set of diameters {d (Ki) : K^ E K} is bounded, the problem has already been solved in [3] by showing that in this case JC permits a covering of R n if and only if the series Σ7=ιv(Ki) of volumes v(K t ) diverges. (The same result holds obviously without any restrictions on the diameters if n = 1.) On the other hand, if {d(Ki)} is unbounded and n > 1, it is not difficult to see (cf. [1] and [2] ) that the divergence of this series is no longer sufficient but only necessary. Only in the special case n = 2 are some necessary and sufficient conditions known [2] .
Our principal results are stated in the following §2. Theorem 1 gives an inductive criterion that enables one to decide whether a given % permits a space covering. Theorems 2 and 3 serve the same purpose but are of a more explicit nature, involving the divergence of infinite series of geometric invariants associated with the members of 3ίf. Other results, regarding coverings by balls, boxes (i.e. isometric images of ndimensional intervals), and 2-dimensional sets, are stated and discussed in the same section. This is followed by the proofs of three lemmas in §3. Lemma 1 appears to be of some independent interest. §4 contains the proofs of our theorems. If n S 3 it is clearly possible to apply the theorem again to the set {N(Ki): d(K ι )>l}, and so on. In this way one is lead to a criterion, expressing the property that 3ίf permits a space covering, entirely in terms of the convergence properties of infinite series. To formulate a result of this kind we introduce the following notations. 
Theorems and corollaries.
Using these definitions we can now state: The condition in the preceding theorem can be expressed in terms of the divergence of a single series. This in turn can be expressed in terms of series involving the Minkowskian cross-sectional measures (Quermassintegrale) W^Ki) of the convex bodies K h as defined, for example, in [5, p. 209] . 
It should also be noted that the conditions given in [2] in order that permit a covering of i? 2 , involving the divergence of series constructed from the areas, perimeters, and diameters of the K n are immediate special cases of Theorem 3.
As another application we consider a class {B t } of closed balls B, in R n . In this case all the sets S m are seen to be empty, except S° or 5". If di is the diameter of J3, the two resulting series in Theorem 2 are (disregarding constant factors) Σ 4sl v{Bι) and Σ di>1 1. This corollary shows also that the condition Συ(lζ) = oo ? which is always necessary, and has been proved in [3] to be sufficient if the diameters are uniformly bounded, is also sufficient if the sets K t do not degenerate, in the sense that every K> has a circumscribed sphere and an inscribed sphere whose ratio of radii is bounded by a constant independent of /.
For Finally we consider the case of boxes. If one wishes to apply Theorem 2 directly to this situation one meets the cumbersome problem of finding the normal projections (which are not projections in the directions of the edges). A more satisfactory solution is obtained by first inscribing in each box an ellipsoid of maximum volume and circumscribing an ellipsoid of minimal volume (considering first the case of a cube and then applying affine transformations). It is seen immediately that the boxes permit a covering if and only if the corresponding ellipsoids do. Furthermore, it is easily seen that the edges of the boxes and the corresponding lengths of the axes of the ellipsoids are proportional by a constant depending on n only. Hence, we obtain from Corollary 3: 
ofϊZ.
Proof. There is no loss in generality by assuming that the points fl=(0,0, ,0,α)(α^ 0) and -a are in K and have the property that 2α = d(K). We may also assume that N(K) lies in the plane {(JC\JCV ,JC Π ): x n = 0}. The cylinder Z can then be defined by Z = N(K) + [-α, α] , and an arbitrary point z EZ can be represented in the form (1) z=sa+p (pEN(K),-lg5gl).
Since the line through z orthogonal to N(K) contains a point of K, say /c, we have
with the same p as in (1) . From (1) and (2) we obtain
Because of |s|^l, |r|^l we have l + (s-r)/2^0, l-(s-r)/20 . Furthermore, we find 1 + (1 + (s -r)/2) + (1 -(5 -r)/2) = 3. Hence, the point \z is a convex combination of the points k, a, -a of K, and consequently \z E K Thus \Z CK and the proof of the lemma is complete.
To formulate our second lemma we define a generalized k -cylinder as the vector sum F + L, where F is a nonempty convex body of dimension not greater than k (l^k^n), and L is an (n-fc)-dimensional linear subspace that is orthogonal to F. The set F will be called a base of the cylinder. LEMMA 
Let C be a generalized k-cylinder (l^/c §n) with base Fofk -dimensional volume v k (F), and let B r denote the ball in R
n centered at the origin and of radius r. Then, Proof If the dimension of F is less than k then v(C) = 0 and consequently v(C ΓΊ B r ) = 0. Since (3) is obviously satisfied in this case, we may now assume that F has dimension equal to k. Then, for each point x E F there exists a unique (n -fc)-dimensional affine subspace L x that contains x and is orthogonal to F. Furthermore, Proof First we note that the case m = n is completely trivial and can therefore be excluded from our further considerations. It is also clear that it suffices to prove (5) only in the case when m = 0, since
If n = 1 we have v°=d° and W o = d° which shows that both (5) and (6) are true fn R \ We make now the induction assumption that (5) (for m = 0) and (6) be also true in spaces of dimensions less than n. Let K be an arbitrary convex body of R n .
From Lemma 1 and the fact that v(Z) = d\K)v\K)
we obtain (5) follows now from this relation and the fact that the induction assumption yields
To prove (6) 
From these two relations and (7) we find (noting also that
(6) is now an immediate consequence of (8) since Lemma 1 and the monotonicity, translation invariance and homogeneity of W m imply
Proofs of the theorems.
It is convenient to first prove Theorem 2 and then Theorem 1.
Proof of Theorem 2. First we wish to show that the condition If n = 1 this is obvious, and we make the induction assumption that it be also true in
-oo the desired conclusion has been shown to be true in [3] . For this reason we now assume that n > 1 and that Σχ I Es°ϋ o (i^,)< 00 . Then, there is no loss in generality by assuming that actually S° = 0, i.e. d(K ι )>\ for all JK,-. There is an integer g such that l^ggn and Σ Kι . es s υ g (K, ) = °°. We now remark that for any divergent infinite series ΣΓ=i a x with a x ^ 0 it is always possible to partition the indices into infinitely many disjoint subsets such that each of the corresponding subsequences {a X} } {a 2} } * satisfies ΣJLi α iy = oo (i -1,2, ) (First, let us define successively sums s λ -a x + a 2 + + a q s s 2 = α fll +i+ • + α v s 3 =α ί2+ i+" + α ί3 , so that s r ^ 1. The series Σ£ =o s 2 /, + i, Σ^o ^+i), Σ^o^+i), are then divergent and determine obviously such a partitioning.) Applied to the above series this implies that {K t } can be partitioned into pairwise disjoint subclasses {K*} so that for k = 1,2, where we have to omit for m = 0 the terms dT~\ , d°, and for m = n the terms d"'\ , d?. As a consequence of (13) we obtain for m = 0,l,2, ,n 
