The fast growth of Internet-connected embedded devices demands for new capabilities at the network edge. These new capabilities are local processing, fast communications, and resource virtualization. The current work aims to address the previous capabilities by designing and deploying a new proposal, which offers on-demand activation of offline IoT fog computing assets via a Software Defined Networking (SDN) based solution combined with containerization and sensor virtualization. We present and discuss performance and functional outcomes from emulated tests made on our proposal. Analysing the performance results, the system latency has two parts. The first part is about the delay induced by limitations on the networking resources. The second part of the system latency is due to the on-demand activation of the required processing resources, which are initially powered off towards a more sustainable system operation. In addition, analysing the functional results, when a real IoT protocol is used, we evidence our proposal viability to be deployed with the necessary orchestration in distributed scenarios involving embedded devices, actuators, controllers, and brokers at the network edge.
I. INTRODUCTION
According to IDC (International Data Corporate) 1 , it is estimated that by the end of 2025 there will be 41.6 billion of things connected to the Internet, generating 79.4 zettabytes of data, thanks to the improvement of the telecom sector, the cheaper Internet and the facility to produce smaller but more powerful hardware. The enormous scale of devices connected, the management of the high volume of data produced, the use of different communication protocols and different hardware and software by manufacturers makes the use of traditional network architecture ineffective, being required a more flexible and dynamic network's architecture.
The addition of a fog layer between IoT devices and the cloud makes possible the processing, communication and storage services near the end user. This layer would increase the performance, mobility, security and privacy in the IoT, as well as reduce the data volume exchange and the latency [1] . However, the addition of the fog layer in the network infrastructure introduces novel challenges to the management of that infrastructure, such as, how to address the limitation of computing resources in fog nodes when compared to cloud servers.
Software-defined networking (SDN) has emerged as a network architecture that allows the management of the complexity of Fog Computing environment and helps solving the IoT heterogeneity problem, enabling the creation 1 https://www.idc.com/getdoc.jsp?containerId=prUS45213219 (verified in 2020/03/05) of independent features and protocols of manufacturers, overcoming the problems related to the closed hardware and proprietary software [2] . In traditional networks, the control plane and the data plane are located within the network elements, requiring a configuration on each device, using a low-level and often vendor-specific commands. SDN, unlike the traditional network, and, as shown in Figure 1 , it separates the control plane from the data plane, having a centralized control that provides an abstract overview of all the network topology. Thus, it is possible to optimize traffic management as well as support service requirement from a centralized user interface (UI), offering greater agility, traffic programmability and the capability to implement network automation. The use of virtualization techniques applied to SDN and sensor services can face the scalability and heterogeneity issues imposed by the upcoming IoT-based scenarios. The use of virtualized sensors provides software abstraction, reduces the number of physical devices needed and allows their resource management through open APIs [3] [4] .
The current paper faces the IoT and sensor networks issues concerning the design and implementation of an architecture that performs on-demand activation of offline IoT fog computing containers by using a SDN controller augmented by a NorthBound Broker entity. In addition, the operation of both SDN controller and the Broker is fully orchestrated by means of a Websocket communication among them. Then, we discuss performance and functional results obtained from some evaluation tests made on the proposed software-defined solution. We highlight some positive outcomes from the usage of our proposal in future scenarios with embedded devices at the network edge.
The paper structure is as follows. Section II revises the more relevant related literature, highlighting the novelty of our current work. Section III presents the design and the implementation details of the proposed solution. The evaluation results of our proposal are discussed in Section IV. Finally, Section V concludes and points out some future research guidelines.
II. RELATED WORK
The section discusses relevant related work, highlighting the main novel aspects of our work. The related literature concerns emerging paradigms that can be used as enablers for the next generation of wireless sensor networks. The beneath text discusses data-driven softwarized solutions in IoT-based scenarios to ensure various goals such as control, orchestrate, or abstract the available system functional assets.
The work in [5] discusses adaptable and data-driven decision making for communication systems. They propose Machine Learning (ML) modules to enhance the functional primitives of observation (ensured mainly via SDN), composition (ensured mainly via NFV), and control (ensured by the coordination between SDN and NFV) in the presence of uncertainty in relation to the network status evolution. Offering the previous enhancements, the data-driven networked systems can learn and properly react to changes on the networking context as well as to unexpected variations on traffic load. In addition, [6] proposes a smart SDN Management of Fog Services. The work in [7] studies the orchestration of SDN applications that cooperate to offer network-wide resilience. The studied applications involve traffic classification, anomaly detection, and traffic shaping.
Ref. [3] studies SDN as a technology enabler for the upcoming use cases of wireless sensor networks. The work available in [8] studies the orchestration role offered by SDN for IoT applications. They also investigate the combination of SDN and virtualization frameworks, such as NFV and network slicing, as enabling technologies for IoT use cases. The authors of [9] look into the security benefits introduced by the cooperative operation of SDN and NFV in the efficient functionality of IoT networks.
Tomovic et al. [10] have designed a solution that combines the major benefits normally offered by both SDN and fog computing. Their proposal orchestrates fog resources via SDN controllers to diminish the level of complexity to efficiently control those resources. In addition, the SDN scalability issue is tamed by delegating some controller's processing tasks to fog computing nodes. The resource virtualization is out of scope of their work.
Another approach involving SDN and container-based technology is the one described by Xu et al. [11] which proposes an in-house controller for elastically managing Docker computing resources at edge switches. Nevertheless, this proposal based on the Docker platform only runs a single application in each container. This makes more difficult to group and merge heterogeneous data from several IoT services towards the synthetization of sensor-based information. In addition, a Docker container runs at the userspace, which increases both the system overhead and the activation time of that container. Clearly, these functional aspects need to be improved. Aligned to this direction, [12] investigates the deployment of LXC virtualization as a more light and agile container-based solution than the one offered by Docker. However, the authors of [12] do not consider SDN in their proposal. Table I compares the current work with previous one, highlighting the novelty of our work. + [5] + + + + [6] + + [7] + + + [8] + + + [9] + + [10] + + [11] + + [12] + Our work
In order to help solving the different challenges in IoT environments, the current work offers a novel SDN-based solution that offers on-demand and orchestrated light activation of containers, in which some of these can be virtualized sensors. The design of our proposal is discussed in the next section.
III. PROPOSED SOLUTION
This section has two parts: i) the first part debates the system architecture of the proposed solution; ii) the second part discusses the proposal implementation.
A. Architecture Figure 1 presents a high-level design of our proposal. It is a fog computing system that combines the SDN paradigm with virtualized processing resources to manage IoT-based use cases. The novelty of our SDN-based proposal is to extend the control of networking resources, which is typically the scope of most of the previous work, by also managing edge-computing resources in an elastic and agile ways. Other possible management our proposal could support involves the distributed administration of edge storage resources, eventually in reaction to the evolution of spatio-temporal data popularity [13] . Nevertheless, this last aspect is out of scope of the current work. In our proposal, the SDN data plane is formed by switches, which communicate with an SDN Controller through the Southbound API. In the application plane there is a Broker that analyzes data plane messages and, as necessary, the Broker boots containers to process those messages. The Broker communicates with the controller through the Northbound API. In the beginning, some containers are not running to enhance the system sustainability and the energy efficiency in a similar way to what has been proposed before in data center networks [14] .
The Broker entity used in our proposal, which orchestrates with the SDN Controller, can be also seen as a self-driving agent that deals with uncertainty at the network datapath status evolution. This datapath status uncertainty is related to the next aspects [5] : arrival of new flows, traffic volume of individual flows, and the container availability. The interplay of the broker and network datapath can be represented as an observation-action loop with some naïve self-adaptive characteristics to the uncertain aspects we have already discussed, as shown in Figure 2 .
Analyzing Figure2, one can conclude that the higher entities of our system, which are the Broker and the SDN Controller receive status information from the context around the network devices. This information is obtained during the functional phase designated as Observation (phase 1 of Figure 2 ). Then, the broker entity, according to the historical information about the previous actions made on the datapath plane combined with either the current statistics from the resource usage or the indication of a new data flow, it decides to (or not) send new control messages to the network datapath (phase 2 of Figure 2 ). In the case new control messages are sent to the network datapath, its status will naturally evolve, which is the situation represented as phase 3 in Figure 2 (e.g., the activation of the container "Receiver").
The observation-action loop can be analyzed as a probabilistic channel [5] . In this context, the capacity of that channel is given by the empowerment variable [15] . The empowerment is the measure of how much influence the Broker has on its controlled environment given the diverse characteristics of the Broker, such as, the Status, Memory, and Action. The main goal of the Broker is to select an action resulting in the data plane status with the highest empowerment. Nevertheless, this aspect is out of scope of the current work. Further information on this topic is available in [5] . The current work elastically boots IoT containers at the data plane. The same proposed solution with minor changes can also scale out at the control plane the number of SDN controllers running within containers, following the demand increase on new flows at the data plane. Nevertheless, the on-demand activation of virtual entities at the control plane is not covered by the current paper. Further discussion on this is available in [16] .
B. Deployment
Our proposal uses the Ryu SDN controller. Three Python scripts were coded to study three distinct controller behaviors, i.e., reactive, hybrid and proactive mode. Regarding containerization, Linux containers were chosen as they are a lightweight and more agile option than other alternatives, such as the Docker. The advantages of Linux containers come from the fact they run directly inside the Kernel. The MQTT-SN protocol ensures the communication among containers. We have made this choice, because it is the most suitable application-layer protocol for our scenario, since it was created for sensor network and uses UDP as the transport protocol. In this way, MQTT-SN avoids establishing logical transport connections before data exchange, and it demands less system resources for the operation of transport layer. The former characteristic diminishes the delay of data transfer, and the latter one offers a more scalable solution.
The Figure 3 visualizes in a more detailed way the proposed architecture. This architecture is composed by three Linux containers, one Ryu Controller and a Websocket Broker. The containers LXC1 and LXC2 simulate IoT sensors and, as already mentioned, in the beginning, these containers are not running. The LXC3 is the container which has installed the MQTT-SN Broker. This container is always running as it simulates a client that aims to request values from the sensors. Thus, the LXC3 sends an MQTT-SN message to either LXC1 or LXC2 sensor (step 1). When the OVS s1 receives the request packet, it will check if there is a forwarding rule in the OpenFlow table. If it finds a match entry, it will send the packet to the destination container (step 2). However, if there is no match in the flow table, a packet_in message is sent to the controller asking which action should be taken (step 2). Through a Websocket connection, the Ryu controller sends the message to the Broker (step 3) so it can analyze and activate the correspondent container (step 4). Once it receives the feedback notifying that the container is running (step 5), the Broker informs the controller (step 6) so it can send a flowentry to the OVS s1 containing the switch output port from where the packet should be forwarded (step 7). At last (step 8), the OVS s1 sends the request packet to the correspondent sensor container.
The network topology (i.e. architecture data plane) was configured through a shell script storing network namespaces, bridge control and Open vSwitch commands. The network topology is composed by one Open vSwitch (OVS s1), one namespace host (h1) and diverse links/bridges. The host h1 was created with the intent to test the Ryu scripts, mainly the switch flow entries, through ping and iperf commands. Even tough containers were previously created, it was necessary to connect them to the Open vSwitch through linux bridges. At last, the OVS s1 was configured with a static datapath-id value of one, the OpenFlow protocol version 1.3 and a logical transport connection to the Ryu controller in the TCP port 6633, which corresponds to the default port of OpenFlow from the SDN controller side. Further details about this communication are given in the next sub-section. 
1) Switch and Ryu's Controller Communication
As described above, three different Ryu scripts were written. In the reactive mode script, when the Ryu controller is started, a flow rule (i.e. flow miss default rule) is installed into the switch. In this way, the switch sends a packet-in message to the controller whenever the switch receives a packet. In reaction to each received packet-in, the Ryu script uses the class OFPActionOutput and the flag OFPP_FLOOD in the packet-out message, specifying to the switch that the received packet needs to be forwarded to all the available switch ports except the one used to receive that packet.
In the hybrid script the system behaves, in the beginning, in a similar way when compared to the reactive mode. The flow miss default rule is the only one installed into the switch when the Ryu controller is started. However, in the hybrid mode, the reactive behavior only happens for the first packet of a specific flow. In fact, after the first packet-out message, the Ryu controller sends a flow-mod message with the out_port flag enabled. In this way, the Ryu controller indicates to the switch through which port the next packets of the same flow should be forwarded. This new action belongs to a flow rule, which is installed into the switch flow table, avoiding future flooding and allowing a faster and more efficient transmission of the packets of the same flow by the switch, because the Ryu controller is not involved.
The proactive script was written to install into the switch not only the "ask to the controller" rule, but also the rules that indicate the port where the flow should be forwarded to reach pre-defined Linux containers. Using this script is expected to exist a lower number of packet-in / packet-out messages between the switch and the controller, allowing even better results when compared to the hybrid mode. The next sub-section gives some information about how the Ryu controller and the Broker communicate among them.
2) Communication between the SDN Controller and Broker
Every time the SDN controller receives a packet, it sends a copy of the header fields in a hexadecimal format to the Broker through a websocket connection. The Broker then analyses the header fields and extracts useful information about namely the physical and IP addresses, ethertype, protocol and the transport ports. Figure 4 shows an example of a message transferred from the controller to the Broker. Each Linux container has static IP and physical addresses. When an ARP message is identified, and the destination IP address matches one of the LXC, that container is started by the Broker. If the container is already running or if the destination IP does not match any of the pre-defined containers, the system logs corresponding messages for future analysis or debugging. The next subsection debates how containers communicate among them.
3) MQTT-SN for communication among IOT containers
To exchange MQTT-SN messages among IOT containers, it was necessary the installation of a Message Broker and a MQTT-SN Client. The Broker EMQ was selected due to its versatility supporting several IoT protocols, such as MQTT, MQTT-SN and CoAP. It is an open source IoT MQTT message broker based on Erlang/OTP platform. To access the features of MQTT-SN, it is required the use of the EMQ-SN plugin. EMQ recommends several MQTT-SN Clients, from which the MQTT-SN Tools was chosen. These tools support some MQTT-SN features, e.g. as QoS -1, 0 and 1, publishing retained messages, short topic IDs, amongst others, having the disadvantage of not allowing the QoS 2.
A scenario, represented in Figure 5 , was created where the LXC3 publishes messages under the topic "temperature" and keeps subscribing until it receives a message under that topic. When the LXC sensors receive a message requesting the temperature value, then they publish it under that topic. 
IV. RESULTS AND DISCUSSION
This section presents performance and functional tests made over our proposal. It also discusses the more relevant results that we have obtained. Figure 6 visualizes the testing scenario. It consists of a network topology formed by a software-based switch (OVS s1), a host (h1), and several containers (LXC1, LXC3). In addition, the resources of the network topology are managed by high-level entities such as a Ryu SDN Controller and a Websocket Broker. The subsection A discusses the performance results. In sub-section B we discuss the functional results associated to the IoT protocol used among the containers. 
A. Performance Tests
The current sub-section presents and discusses evaluation results to assess the impact of the SDN controller's behaviour on the time required to process data plane messages and start up the containers before these communicate among them.
We have tested three distinct SDN controller's operation mode namely reactive, hybrid and proactive. In each operation mode, we present the results divided in two communication scenarios (parts): i) delay communication between a network namespace and a container; and ii) delay communication between containers.
The results for the two already referred scenarios were obtained by sending four ICMP packets. In the first scenario, the host h1 sends ICMP packets to the sensor's container (LXC1) whereas in the second scenario this communication is started by the LXC3. The visualized results are averages of the diverse samples obtained via 50 repetitions of the same test. The next results are about the reactive mode of the SDN controller.
Reactive Mode
In the reactive mode, only the default flow miss rule is installed into the switch. In this mode, it is expected a considerable number of control messages being exchanged through the control channel between the SDN controller and software-based switch.
Analyzing the results visualized in Figure 7 , one can conclude that the first scenario has better response times than the second one. This difference is justified by the fact that in the first scenario the network namespace h1 is a virtualized entity completely embedded within the Linux kernel, in opposition to what occurs in the second scenario, where the container LXC3 has its management software (i.e. Docker) running more slowly in the user space. From Figure 7 we can also observe that the average response time of the first packet in both scenarios is higher when compared to the remaining packets of the same data flow. The first ICMP packet has a high Round Trip Time (RTT) than the following three ICMP tries because the first ICMP request message can reach its destination (i.e. LXC3) only after the ARP tables have been configured as well as the container LXC3 has been launched. From Figure 8 , the RTT associated to the first ARP message (first packet-in and packet-out) was 506ms, whereas the RTT of the second ARP message was 109ms. The overtime expressed by the first ARP message is associated with the activation of the Linux container, which in average requires approximately 150 to 350ms. Figure 9 shows the network path traversed by a pair of ICMP messages (i.e. request / reply). As mentioned above, every time a new packet arrives at the switch, a packet-in message is sent back to the controller, which in turn responds with a packet-out message indicating the switch to flood out the packet. Thus, for every ICMP packet sent, a respective packet-in and packet-out is generated, which is also the reason why packets 2 to 4 have a non-negligible RTT. The next results are about the hybrid mode of the SDN controller.
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Hybrid Mode
As mentioned in the previous section, when the Ryuhybrid mode script is executed, a rule is installed in the switch, with the indication to send a packet-in message to the controller if there is no match in the switch flow table. In Figure 10 it is possible to observe that the response time of the first ICMP packet is similar to the one obtained in the reactive mode, as in both modes the switch in the beginning of the test only has the default rule stored in its flow table.
However, looking at Figure 11 , the second and next ICMP packets response time are very low when compared to the equivalent ones of the reactive mode (Figure 7) . This is due to the installation of a rule by the controller into the switch with the indication of the port from where the traffic Scenario 1 Scenario 2 should be forwarded. Thus, for all the ICMP tries after the first one, the switch doesn't have to send a control message to the controller as the former already knows the port. In this way, the switch immediately sends the packet out through the switch port where the destination container is connected at the other side of the link. The next results are about the proactive mode of the SDN controller. 
Proactive Mode
To the proactive mode script, a function was added in order to add flow rules into the switch flow table. Thus, when the OpenvSwitch is created and becomes logically connected to the Ryu controller, some rules are pre-installed on that switch. These rules specify the outgoing ports through where the associated traffic messages should be expelled out from the switch towards their destination. This added proactive function is important to avoid unnecessary messages going to the controller via the logical control channel. However, ARP messages rules could not be installed in the switch flow table because the ARP messages are used by the Broker to activate the destination containers. The eventual proactive installation of ARP rules in the switch would prevent the ARP message to reach the Broker and impairing the automatic start-up of containers.
In Figure 12 it is possible to notice a huge improvement from the scenario 1 since the average response time of the 1st packet decreased from approximately 300ms ( Figure 10 ) to 200ms (Figure 12 ). Lower response time results are expected in this proactive mode when compared to the hybrid mode, as the installation of forwarding rules in the switch increases the number of local forwarding decisions in the switch, optimizing the overall network performance. Table II compares the network performance for the three controller's behavior: reactive, hybrid and proactive. Observing Table II , it is possible to notice that the proactive mode obtained the best time response results. Looking at the first packet, there is a time decrease from the hybrid mode to the proactive mode, especially in scenario 1. This is due to the pre-installation rules in the OpenvSwitch that reduces the number of exchanged messages between the switch and the controller. Regarding the second, third and fourth packets, it is possible to observe that both the proactive and hybrid modes obtained similar results, as the packets were forwarded in those two modes directly to the sensor container. Overall, it is possible to see that the worst time response results were obtained by the reactive mode in all four packets. Having only in the switch flow table the default miss-flow rule to send packets to the controller, implies an increase on the number of control messages being exchanged between the switch and the SDN controller. The reactive mode also implies an increase on the response time of the SDN-based system to perform the routing decisions on the data plane to correctly forward the messages to the destination containers. 
B. Functional Tests
The functional tests consisted in the communication between containers using the MQTT-SN protocol. Two scripts were written with the purpose to run inside the LXC3 and sensor containers. The LXC3 simulates the client that requests values from the sensors. Thus, the script askTemperature.py simulates the question from the client "What is the temperature?" and publishes this question into the topic with the name askTemp.
The containers then wait for the answer. In the sensor's containers, e.g. LXC1, the script simulates the IoT sensor sending the value requested by the LXC3. Hence, the sendTemperature.py was written to subscribe the topic askTemp and to publish the temperature value in the sendTemp. This last topic was initially subscribed by the LXC3 and when the LXC1 sends the value, the LXC3 immediately receives it. Figure 13 represents publishing a message by the LXC3 and then the next response. From Figure 14 , one can observe that LXC1 first subscribes the topic and then LXC3 publishes the message. The main goal of current work was the design and evaluation of an architecture that used a software-defined networking approach to efficiently activate fog computational resources on demand, whenever required by IoT or sensor-based applications. This paper suggests the use of several emerging technologies including software-defined networking, containerization, fog computing, and sensor virtualization.
To fulfil our research goals, a software-defined system was implemented, which activates the containers when required, managed by a Ryu SDN Controller and an intelligent Broker. This novel Broker decodes hexadecimal messages sent by the Controller through a Websocket connection and extracts information from the message headers. When the Broker receives an ARP message and the destination IP matches one of the container's IP address, the Broker starts the corresponding container, before the SDN controller sends a forwarding action to the switch. In this way, we do not need to have the entire data infrastructure in operation during all the time. This could allow some energy savings on the operation of the network infrastructure.
Performance and functional tests were performed to evaluate the time required from activating the sensor containers to being able to communicate with them as well as the time required for the communication between the containers through the MQTT-SN protocol.
The performance tests were executed with three different SDN controller code versions to measure the time for containers initiate the communication among them, as well as to identify and quantify the diverse parts in which the communication delay can be divided on. Our results show that the best response times were obtained by the proactive mode of the SDN-based system, when analyzing the first packet. Regarding the second to the fourth packets, similar results were obtained for both the proactive and hybrid modes. Overall, it was possible to conclude that the worst time response results are associated to the reactive mode. This was caused by the fact that in the reactive mode the OpenvSwitch only had the rule to send packets to the Controller, leading to an overhead of flow control messages through the logical control channel between the SDN Controller and the software-based switch. This communication overhead and the extra processing in both the SDN Controller and Broker induce the network to operate in a slower way, increasing the network latency.
The functional test consisted in the communication between containers through the MQTT-SN protocol. This protocol was chosen over the MQTT as it uses UDP, which is essential to the communication with offline IoT computational resources. It has been demonstrated that it is possible for the LXC3 to publish a message while the sensor's containers are offline, and the message subscription when the containers are activated in an on-demand way. This paper opens the way for further research featuring software-defined networking solutions for managing fog computing resources in sensor networks. Proposed future research includes the study of MQTT-SN scenarios, involving distinct levels of end-to-end quality of service supported by network slicing. The utilization of real sensors in the current proposal can be also useful for obtaining more accurate results in terms of optimizing the energy consumption.
