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Abstract
We extend a notion of effective continuity due to Mori, Tsujii and Yasugi to real-valued functions on
effective topological spaces. Under reasonable assumptions, Type-2 computability of these functions is
characterized as sequential computability and the effective continuity. We investigate effective uniform
topological spaces with a separating set, and adapt the above result under some assumptions. It is also
proved that effective local uniform continuity implies effective continuity under the same assumptions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
On the real line, computability of real-valued functions deﬁned by Type-2 computability
induced by an admissible representation is equivalent to the one deﬁned by sequential computabil-
ity and effective uniform continuity [3]. A different situation occurs when these computabilities
are adapted on the Fine metric space. Three different computabilities are introduced on the space:
uniform and local uniform Fine computability by Mori [5], and Fine computability by Brattka
[1].
In [1], Brattka introduced Fine computability by using Fine representation, which is admissible
w.r.t. the Fine metric. He characterized this computability as sequential computability and effec-
tive continuity. A similar notion of computability for functions on effective uniform topological
spaces can be found in [9]. In [10], these three computabilities on the Fine metric space are gen-
eralized to effective uniform topological spaces. But they have not been compared with Type-2
computability. This paper aims to develop the relations among sequential computability, effective
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continuity due to Mori, Tsujii and Yasugi and Type-2 computability of real-valued functions on
effective uniform topological spaces, or more generally, on effective topological spaces.
Section 2 is preliminaries. In Section 3, we extend a notion of effective continuity due to
Mori, Tsujii and Yasugi on effective topological spaces. Under some assumptions which mainly
state the existence of “effective separating set’’, we characterize Type-2 computability of real-
valued functions on effective topological spaces as sequential computability and the effective
continuity. In Section 4, effective topological spaces are naturally derived from effective uni-
form topological spaces with a separating set. To obtain some effectivities of inclusion and
membership relations, we propose another assumption. As a typical example, computable
metric spaces are discussed and shown to satisfy the assumption. In Section 5, we deﬁne com-
putability of sequences of an effective uniform topological space by using effective conver-
gence. It is proved that the set of the computable sequences forms a computability structure,
and that Type-2 computable sequences provide the same set of sequences. In Section 6, we
deﬁne three different notions of effective continuity on effective uniform topological spaces.
We assume the computability of ﬁnite union of neighborhoods to compare these effective con-
tinuities. The effective continuities and their relations discussed in Section 6 are as
follows:
Effective uniform continuity
⇒ Effective local uniform continuity
⇒ Effective continuity
⇔ Effective continuity deﬁned in Section 3.
2. Preliminaries
For a set X, the power set of X is denoted by P(X), and the set of non-empty ﬁnite subsets of
X is denoted by F(X). We denote a partial function f from X to Y by f : X ⇀ Y .
Let  be an alphabet which contains 0 and 1. For a word w, the length of w is denoted by |w|.
For an inﬁnite sequence p ∈ , the preﬁx of p of length m is denoted by p<m. For a word w
and a word or an inﬁnite sequence p, we write wp, if w is a subword of p, and w  p, if w is a
preﬁx of p.
We use the notions and notations in [11] for the representation-based approach to computable
analysis. Let  : ∗ → ∗ be a wrapping function. For I ∈ N, let IN be a standard notation ofNI .
Let E be a standard admissible representation of R w.r.t. the Euclidean topology. For a set X and
a representation  of X, a sequence {xi}i∈NI ⊆ X is called -computable, if NI 	 i → xi ∈ X
is (IN, )-computable, and a function f : X → R is called sequentially -computable, if f maps
each -computable sequence of X to a E-computable sequence.





i∈NI , k∈N ⊆ Q such that
∀i ∈ NI , ∀k ∈ N, ∣∣xi − ri,k∣∣ 2−k.
A E-computable sequence is also called a computable sequence of reals [7].
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3. Effective topological spaces
In this section,we introduce effective continuity on effective topological spaces (Deﬁnition 3.4).
UnderAssumption 3.1, which mainly states the existence of “effective separating set’’, we charac-
terize Type-2 computability of real-valued functions on effective topological spaces as sequential
computability and effective continuity (Theorem 3.1).
Note that in this section, we use sequential computability deﬁned in Section 2 by Type-2
computability. This will be developed in Section 5 on effective uniform topological spaces.
We start with recalling the deﬁnition of effective topological spaces.
Deﬁnition 3.1 (Effective topological space, Weihrauch [11]). A triple S = (X, , ) is called an
effective topological space, if X is a non-empty set,  ⊆ P(X) is a countable system of subsets
of X such that
∀x, y ∈ X, x = y ⇔ {A ∈ ;x ∈ A} = {A ∈ ;y ∈ A}
and  : ∗ ⇀  is a notation of . The topology on X generated by  as a subbase is denoted
by S.
In the rest of this section, we assume that S = (X, , ) is an effective topological space.
Deﬁnition 3.2 (Representation ′S of X, Weihrauch [11]). Deﬁne a representation ′S : ⇀X
by
′S(p) = x :⇔ {w;(w)p} = {w ∈ dom();x ∈ (w)} .
′S is the restriction of the standard representation of S to the set of “complete names’’. It turns
out that ′S has an afﬁnity for effective continuity deﬁned below or effective convergence deﬁned
in Section 5. So we use this representation for Type-2 computability.
Remark 3.1. Asequence {xi}i∈NI ⊆ X is′S-computable if andonly ifxi ∈ (w) is an r.e. relation
of i ∈ NI and w ∈ ∗.
Deﬁnition 3.3 (Countable base 	 of (X, S)).





An;N0, A1, . . . , AN ∈ 
}
.
(2) Deﬁne a notation 	 : ∗ ⇀ 	 by
	(w) = A :⇔
⎧⎪⎨
⎪⎩
∃ w1, . . . , wN ∈ dom() (N0) such that




Note that 	(w) = X if w is the empty word.
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We propose effective continuity on the effective topological space S similarly as in [6, Deﬁni-
tion 3.1(ii)]. Since 	 is a base of (X, S), for each continuous function f : X → R, k ∈ N and
x0 ∈ X, there is A ∈ 	 such that x0 ∈ A and |f (x) − f (y)| 2−k for all x, y ∈ A. The following
deﬁnition is an effectivization of this property.
Deﬁnition 3.4 (Effective continuity w.r.t. 	). A function f : X → R is called effectively contin-
uous (EC) w.r.t. 	, if there is a recursive function 
 : N2 → ∗ such that
(1) ∀j, k ∈ N, 
(j, k) ∈ dom(	),
(2) ∀k ∈ N, ⋃j∈N 	(
(j, k)) = X,
(3) ∀j, k ∈ N, ∀x, y ∈ 	(
(j, k)), |f (x) − f (y)| 2−k .
Remark 3.2.
(1) If dom(	) is r.e. and B ′ is taken as a canonical numbering of the set of all non-empty
open intervals with rational endpoints, Spreen’s effective continuity [8, Deﬁnition 22] is
strictly stronger than ours. Indeed, his effective continuity implies Type-2 computability
[8, Proposition 25] but ours does not, because if a function f : X → R is EC in our sense,
then so is f + c for any c ∈ R.
(2) For the same reason, Hertling’s effective continuity [4, Deﬁnition 4] is also strictly stronger
than ours when the domain X is a semicomputable and recursively separable metric space
(see [4, Proposition 10]).
(3) Note also that our deﬁnition of effective continuity can be extended to functions to computable
metric spaces, or more generally, to effective uniform topological spaces deﬁned in Section 4.
In this paper, we mainly consider the effective topological spaces satisfying the following
assumptions:
Assumption 3.1.
(1) dom() is r.e.
(2) There is a ′S-computable sequence {ei}i∈N ⊆ X which is dense in (X, S).
The sequence {ei} in (2) of Assumption 3.1 is called an effective separating set. Under Assump-
tion 3.1, we characterize (′S, E)-computability as sequential ′S-computability and EC w.r.t. 	.
The idea of the proof is similar to the one of [1, Theorem 13].
Theorem 3.1. Under Assumption 3.1, for each function f : X → R, f is (′S, E)-computable if
and only if f is sequentially ′S-computable and EC w.r.t. 	.
Proof. (If part): Suppose that f : X → R is sequentially ′S-computable and EC w.r.t. 	.
Let 
 : N2 → ∗ be a recursive function as in Deﬁnition 3.4. Since the sequence {ei} is
′S-computable, there is a (N, id)-computable function pe : N →  such that, for each
i ∈ N, pe(i) is a ′S-name of ei . Since f is sequentially ′S-computable, the sequence {f (ei)}i∈N






∀i, k ∈ N, ∣∣f (ei) − ri,k∣∣ 2−k.
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Deﬁne a Type-2 machine M by 1
M := “For inputs p ∈  and k ∈ N;
1. Find 〈j, n〉 ∈ N such that (w)p<n for each (w)
(j, k).
2. Find 〈i, m〉 ∈ N such that (w)pe(i)<m for each (w)
(j, k).
3. Output ri,k and halt.’’
Let x ∈ X, p be a ′S-name of x and k ∈ N. Run M on inputs p and k. By the property (2) of
Deﬁnition 3.4, there is j ∈ N such that x ∈ 	(
(j, k)). Then x ∈ (w) for each (w)
(j, k).
So for large enough n ∈ N, (w)p<n for each (w)
(j, k). Hence, M can go to Stage 2. By
the density of {ei}, there is i ∈ N such that ei ∈ 	(
(j, k)). So by the same way, M can go to
Stage 3. In Stage 3, x, ei ∈ 	(
(j, k)). So by property (3) of Deﬁnition 3.4,∣∣f (x) − ri,k∣∣ |f (x) − f (ei)| + ∣∣f (ei) − ri,k∣∣
2−k + 2−k = 2−k+1.
Thus, for each input p ∈  and k ∈ N, if p ∈ dom(′S), then M outputs (p, k) ∈ Q such that∣∣f (′S(p)) − (p, k)∣∣ 2−k+1. This proves that f is (′S, E)-computable.
(Only if part): Suppose that f : X → R is (′S, E)-computable. Sequential ′S-computability
is trivial. So we show that f is EC w.r.t. 	. There is a Type-2 machine M as the following:
for each input p ∈  and k ∈ N, if p ∈ dom(′S), then M outputs (p, k) ∈ Q such that∣∣f (′S(p)) − (p, k)∣∣ 2−k−1. Deﬁne a Turing machine N by
N := “For inputs w ∈ ∗ and k ∈ N;
1. If w ∈ dom(	),
2. Simulate M on inputs w0 and k for |w| steps.
3. If M outputs some value and halt,
4. Output 0 and halt.
5. Otherwise, do not halt.’’
By (1) of Assumption 3.1, dom(	) is r.e. So if the input w is in dom(	), N can go to Stage 2.
Let  : ∗ ×N ⇀ N be the partial recursive function computed by N. Then there is a recursive
function 
 : N2 → ∗ such that
∀k ∈ N, {
(j, k);j ∈ N} = {w ∈ ∗;(w, k) ∈ dom()} .
We show that 
 satisﬁes properties (1)–(3) of Deﬁnition 3.4.
(1) If w ∈ dom(	), N does not halt on the inputs w and k. So (w, k) ∈ dom() implies
w ∈ dom(	). Therefore 
(j, k) ∈ dom(	) for each j, k ∈ N.
(2) Let x ∈ X, p be a ′S-name of x and k ∈ N. Then for large enoughm ∈ N,M can output(p, k)
and halt in m steps on inputs p and k. Let w := p<m. We can assume that w ∈ dom(	).
Then x ∈ 	(w) and (w, k) ∈ dom(). So by the deﬁnition of 
, there is j ∈ N such that





(j, k)) = X for each k ∈ N.
(3) Let j, k ∈ N and w := 
(j, k). Then by the deﬁnition of 
, (w, k) ∈ dom(). Let x, y ∈
	(w). Then there are ′S-names p and q of x and y, respectively, which satisfy w  p, q.
1 For convenience, we use integers and rationals as inputs or outputs of Type-2machines instead of using their notations.
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By the deﬁnition of , M outputs the same value for inputs p, k and for inputs q, k, i.e.,
(p, k) = (q, k). Hence
|f (x) − f (y)| = ∣∣f (′S(p)) − f (′S(q))∣∣

∣∣f (′S(p)) − (p, k)∣∣+ ∣∣(q, k) − f (′S(q))∣∣
2−k−1 + 2−k−1 = 2−k.
Therefore, |f (x) − f (y)| 2−k for each j, k ∈ N and x, y ∈ 	(
(j, k)). 
4. Effective uniform spaces
In the rest of this paper, we investigate effective uniform topological spaces with a separating
set. In this section, natural effective topological spaces are deﬁned which derived from effective
uniform topological spaces (Deﬁnition 4.2). To obtain some effectivities of inclusion and mem-
bership relations, we propose an assumption (Assumption 4.2).As a typical example, computable
metric spaces are discussed (Example 4.2). Under the assumption, we prove the existence of
effective separating set (Proposition 4.1).
First, we recall the deﬁnition of effective uniformities and effective uniform topological spaces
[9,12].
Deﬁnition 4.1 (Effective uniformity, Yasugi et al. [12]). Let X be a non-empty set and {Vn}n∈N
be a sequence of maps Vn : X → P(X). {Vn} is called an effective uniformity, if there are
recursive functions 1 : N2 → N and 2, 3 : N → N such that
(A1,A2) ∀x ∈ X, ⋂n∈N Vn(x) = {x},
(A3) ∀n,m ∈ N, ∀x ∈ X, V1(n,m)(x) ⊆ Vn(x) ∩ Vm(x),
(A4) ∀n ∈ N, ∀x, y ∈ X, x ∈ V2(n)(y) ⇒ y ∈ Vn(x),
(A5) ∀n ∈ N, ∀x, y ∈ X, x ∈ V3(n)(y) ⇒ V3(n)(x) ⊆ Vn(y).
U := (X, {Vn} , 1, 2, 3) is called an effective uniform topological space. The topology of X
generated by the uniformity {Vn} is denoted by U.
Remark 4.1. (X, U) is a topological space with {Vn(x)} as a neighborhood system. So for a
subset A ⊆ X, the interior of A in (X, U), denoted by A◦, is deﬁned as follows:
∀x ∈ X (x ∈ A◦ :⇔ ∃n ∈ N, Vn(x) ⊆ A) .
In particular, if x ∈ V2(3(n))(y), then by (A4) and (A5), V3(n)(y) ⊆ Vn(x), and so y ∈ Vn(x)◦.
Example 4.1 (Metric spaces). Let (M, d) be a metric space. For n ∈ N, deﬁne Vn : X → P(X)
by Vn(x) :=
{
y ∈ M;d(x, y) < 2−n}, and 1 : N2 → N and 2, 3 : N → N by
1(n,m) := max {n,m} , 2(n) := n, 3(n) := n + 1.
Then M := (M, {Vn} , 1, 2, 3) is an effective uniform topological space.
In the rest of this paper, we assume that U = (X, {Vn}n∈N , 1, 2, 3) is an effective uniform
topological space.We also assume the following assumption, i.e., the separability of (X, U). This
is needed to deﬁne a structure of an effective topological space.
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Assumption 4.1. There is a sequence {ei}i∈N ⊆ X which is dense in (X, U).
Deﬁnition 4.2. Deﬁne a triple S = (X, , ) as follows:
(1)  is a countable system of subsets of (X, U) deﬁned by
 := {Vn(ei)◦; n, i ∈ N} .
(2)  : ∗ ⇀  is a notation of  deﬁned by{
dom() := dom(2N),
(w) := Vn(ei)◦ for w ∈ dom() with 2N(w) = (n, i).
In many cases, effectivities of inclusion and membership relations are needed. Axiom (A1)–(A5)
are not enough to provide these effectivities. So we assume the following assumption: (1) states
that R(c, n, i,m, j) guarantees the inclusion Vn(ei) ⊆ Vm(ej ) with a ‘certiﬁcate’c; (2) states that
a ‘certiﬁcate’ c and n satisfying R(c, n, i,m, j) can be found locally uniformly w.r.t. ei .
Assumption 4.2. There is a 5-ary recursive relation R such that
(1) ∀c, n, i,m, j ∈ N, R(c, n, i,m, j) ⇒ Vn(ei) ⊆ Vm(ej ),
(2) ∀m, j ∈ N, ∀x ∈ Vm(ej )◦, ∃N, c ∈ N,{
VN(x) ⊆ Vm(ej ), and
∀ i ∈ N (ei ∈ V3(N)(x) ⇒ R(c, 3(N), i,m, j)) .
Example 4.2 (Computable metric spaces). Atriple (M, d, {ei}i∈N) is called a computablemetric
space, if
(1) d is a metric on M,
(2) {ei} ⊆ M is dense in (M, d),
(3) {d(ei, ej )}i,j∈N is a computable sequence of reals.
Let (M, d, {ei}i∈N) be a computable metric space. Deﬁne an effective uniform topological
space M = (M, {Vn} , 1, 2, 3) as in Example 4.1. M satisﬁes Assumption 4.1 trivially. We
show that M satisﬁes (1)–(2) of Assumption 4.2. By Remark 2.1, there is a recursive sequence{
ri,j,k
}
i,j,k∈N ⊆ Q such that
∀i, j, k ∈ N, ∣∣d(ei, ej ) − ri,j,k∣∣ 2−k.
Deﬁne a recursive relation R by
R(c, n, i,m, j) :⇔ 2−m − 2−n − ri,j,c − 2−c0.
(1) If R(c, n, i,m, j) holds, then Vn(ei) ⊆ Vm(ej ), because for each y ∈ Vn(ei),
d(y, ej )d(y, ei) + d(ei, ej ) < 2−n + ri,j,c + 2−c2−m
and thus y ∈ Vm(ej ). Therefore, (1) of Assumption 4.2 holds.
(2) Let x ∈ Vm(ej )◦. Choose N, c ∈ N large enough so that
2−m − d(x, ej )2−N + 2−c+1.
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Then VN(x) ⊆ Vm(ej ), because for each y ∈ VN(x),
d(y, ej )d(y, x) + d(x, ej ) < 2−N + d(x, ej )2−m,
and thus y ∈ Vm(ej ). Note that 3(N) = N + 1. For i ∈ N with ei ∈ VN+1(x),
2−m − 2−N−1 − ri,j,c − 2−c2−m − 2−N−1 − d(ei, ej ) − 2−c+1
2−m − 2−N−1 − d(ei, x) − d(x, ej ) − 2−c+1
> 2−m − 2−N − d(x, ej ) − 2−c+1
0.
So R(c,N + 1, i, m, j) holds. Therefore, (2) of Assumption 4.2 holds.
The following lemma is a typical example of the application of Assumption 4.2. It follows from
the lemma that ei ∈ Vm(ej )◦ is an r.e. relation of i, m, j ∈ N.
Lemma 4.1. Under Assumption 4.2, the following holds for each i, m, j ∈ N:
ei ∈ Vm(ej )◦ ⇔ ∃c, n ∈ N, R(c, n, i,m, j).
Proof. Suppose that ei ∈ Vm(ej )◦.Apply (2) ofAssumption 4.2 with x = ei , and let n := 3(N).
Then R(c, n, i,m, j) holds. Conversely, R(c, n, i,m, j) guarantees Vn(ei) ⊆ Vm(ej ), and hence
ei ∈ Vm(ej )◦. 
Lemma 4.2. Under Assumption 4.1,  is a countable base of (X, U).
Proof. By the deﬁnition,  is a countable system of open sets of (X, U). We show that it is a
base of (X, U), i.e., for each open set O of (X, U) and for each x ∈ O, there is A ∈  such that
x ∈ A ⊆ O. By Remark 4.1, there is N ∈ N such that x ∈ VN(x) ⊆ O. Let n := 3(N). By
the density of {ei}, there is i ∈ N such that ei ∈ V2(3(n))(x) ∩ Vn(x). Then, x ∈ Vn(ei)◦ and
Vn(ei) ⊆ VN(x) by (A4) and (A5). So x ∈ Vn(ei)◦ ⊆ O. 
Proposition 4.1. Under Assumption 4.1 and 4.2,
(1) S is an effective topological space and S = U,
(2) {ei} is ′S-computable, so S satisﬁes Assumption 3.1.
Remark 4.2. By (1) of Proposition 4.1, Remark 3.1 and the deﬁnition of , a sequence {xi}i∈NI ⊆
X is ′S-computable if and only if xi ∈ Vm(ej )◦ is an r.e. relation of i ∈ NI and m, j ∈ N.
Proof of Proposition 4.1. (1) By Lemma 4.2,  is a countable base of (X, U), which is a
T0-space by (A1,A2). Hence, S = (X, , ) is an effective topological space and S = U.
(2) By Lemma 4.1, for each i, m, j ∈ N,
ei ∈ Vm(ej )◦ ⇔ ∃c, n ∈ N, R(c, n, i,m, j).
Since R is recursive, the right-hand side is an r.e. relation of i, m, j ∈ N. As in Remark 4.2, this




is r.e., and {ei} is dense in (X, S) by Assumption 4.1 and (1) of Proposition 4.1. 
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5. Computable sequences
In this section, we deﬁne computability of sequences of an effective uniform topological space
X (Deﬁnition 5.3) by using effective convergence. It is proved that the set of the computable
sequences forms a computability structure (Proposition 5.1), and that ′S-computable sequences
provide the same set of sequences (Theorem 5.1).
First,we recall the deﬁnitions of effective convergence and computability structures on effective
uniform topological spaces [9,12].
Deﬁnition 5.1 (Effective convergence, Yasugi et al. [12]). Let {xi,k}i∈NI , k∈N and {xi}i∈NI be




converges to {xi} V-effectively as k → ∞, if there is a recursive
function  : NI ×N → N such that
∀i ∈ NI , ∀n ∈ N, ∀k(i, n), xi,k ∈ Vn(xi).
Deﬁnition 5.2 (Computability structure, Yasugi et al. [12]). A set C of sequences of X is called
a computability structure, if the followings holds:
(C1) C is non-empty,





i∈NI , k∈N ∈ C and it converges to {xi}i∈NI ⊆ X V-effectively as k → ∞, then{xi} ∈ C.
Now, we deﬁne computability of sequences of X. The computable sequences are deﬁned along
with the separating set {ei} by using effective convergence. This is a generalization of computable
sequence of reals in [7].
Deﬁnition 5.3 (Computable sequence).
(1) A sequence {ri}i∈NI ⊆ X is called recursive w.r.t. e, if there is a recursive function  : NI →
N such that ri = e(i) for each i ∈ NI .
(2) A sequence {xi}i∈NI ⊆ X is called V-computable w.r.t. e, if there is a recursive sequence{
ri,k
}
i∈NI , k∈N ⊆ X w.r.t. e which converges to {xi} V-effectively as k → ∞.
Proposition 5.1. Under Assumption 4.1, the set C of V-computable sequences w.r.t. e is a com-
putability structure.
Proof. All recursive sequences w.r.t. e are clearly V-computable w.r.t. e, and thus (C1) holds.





i∈NI , k∈N ∈ C and it converges to {xi}i∈NI ⊆ X V-effectively as k → ∞.









V-effectively as l → ∞.
Then there is a recursive function ′ : NI ×N2 → N such that
∀i ∈ NI , ∀k, n ∈ N, ∀l′(i, k, n), ri,k,l ∈ Vn(xi,k). (1)
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w.r.t. e and a recursive function ′′ : NI ×N → N by
si,k := ri, k,′(i,k,k), ′′(i, n) := max {3(n), (i, 3(n))} .
Let i ∈ NI , n ∈ N and k′′(i, n). Then, k3(n), and thus ′(i, k, k)′(i, k, 3(n)).
Hence, by (1), si,k ∈ V3(n)(xi,k) holds. By k(i, 3(n)), xi,k ∈ V3(n)(xi), and by (A5),
V3(n)(xi,k) ⊆ Vn(xi). So si,k ∈ Vn(xi) for each k′′(i, n). This means that {xi} isV-computable
w.r.t. e. 
Theorem 5.1. Under Assumptions 4.1 and 4.2, for each sequence {xi}i∈NI of X, {xi} is
′S-computable if and only if {xi} is V-computable w.r.t. e.
Proof. (If part): Suppose that {xi} is V-computable w.r.t. e. Then, there are recursive functions
,  : NI ×N → N such that
∀i ∈ NI , ∀n ∈ N, ∀k(i, n), e(i,k) ∈ Vn(xi). (2)
Claim 1. Deﬁne a recursive function  : N2 → N by
(i, n) := (i, 1(n, 2(3(n)))).
Then for each i ∈ NI and m, j ∈ N,
xi ∈ Vm(ej )◦ ⇔ ∃c, n ∈ N, R(c, n, (i, (i, n)),m, j). (3)
Proof. (⇒): Suppose that xi ∈ Vm(ej )◦. Then by (2) of Assumption 4.2, there are N, c ∈ N
such that
∀h ∈ N, eh ∈ V3(N)(xi) ⇒ R(c, 3(N), h,m, j).
Let n := 3(N) and h := (i, (i, n)). Then by (2) and (A3),
eh ∈ V1(n,2(3(n)))(xi) ⊆ Vn(xi).
So by (A5), Vn(eh) ⊆ VN(xi). Therefore R(c, n, h,m, j) holds.
(⇐): Suppose that the right-hand side of (3) holds. Let h := (i, (i, n)). Then by (2) and
(A3),
eh ∈ V1(n,2(3(n)))(xi) ⊆ V2(3(n))(xi).
So by (A4) and (A5), xi ∈ Vn(eh)◦. Furthermore, R(c, n, h,m, j) guarantees Vn(eh) ⊆ Vm(ej ).
Therefore, xi ∈ Vm(ej )◦ holds. 
By recursiveness of R, the right-hand side of (3) is an r.e. relation of i ∈ NI and m, j ∈ N,
and this proves that {xi} is ′S-computable.
(Only if part): Suppose that {xi}i∈NI is ′S-computable. By Remark 4.2,
∀mk, xi ∈ V2(m)(ej )◦ (4)
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is an r.e. relation of i ∈ NI and k, j ∈ N. By (A3)–(A5), and the density of {ei}, for each i ∈ NI
and k ∈ N, there is j ∈ N which satisﬁes (4). So there is a recursive function  : NI ×N → N
such that for each i ∈ NI and k ∈ N,
∀mk, xi ∈ V2(m)(e(i,k))◦.
Then, for each i ∈ NI , n ∈ N and kn, xi ∈ V2(n)(e(i,k)) holds, and so e(i,k) ∈ Vn(xi)
by (A4). Hence {e(i,k)}i∈NI , k∈N converges to {xi} V-effectively as k → ∞. Therefore, {xi} is
V-computable w.r.t. e. 
It is natural to deﬁne sequential computability by V-computable sequences w.r.t. e and com-
putable sequences of reals. So we propose the following deﬁnition.
Deﬁnition 5.4. Afunction f : X → R is called sequentially V-computable w.r.t. e, if f maps each
V-computable sequence w.r.t. e to a computable sequence of reals.
By Theorem 5.1, the following holds.
Corollary 5.1. Under Assumptions 4.1 and 4.2, for each function f : X → R, f is sequentially
′S-computable if and only if f is sequentially V-computable w.r.t. e.
6. Effective continuities
In this section, we deﬁne three different notions of effective continuity on effective uniform
topological spaces (Deﬁnitions 6.1, 6.2, 6.3).We assume the computability of ﬁnite union of neigh-
borhoods (Assumption 6.1) to compare these effective continuities. The effective continuities and
their relations discussed in this section are as follows (Propositions 6.1, 6.2 and Theorem 6.1):
V-effectively uniformly continuous (V-EUC)
⇒ V-effectively locally uniformly continuous (V-ELUC) w.r.t. e
⇒ V-effectively continuous (V-EC) w.r.t. e
⇔ Effectively continuous (EC) w.r.t. 	 (deﬁned in Section 3).
Deﬁnition 6.1 (V -Effective uniform continuity). A function f : X → R is called V-effectively
uniformly continuous (V-EUC), if there is a recursive function  : N → N such that
∀k ∈ N, ∀x, y ∈ X, y ∈ V(k)(x) ⇒ |f (x) − f (y)| 2−k.
Deﬁnition 6.2 (V -Effective local uniform continuity w.r.t. e). A function f : X → R is called
V-effectively locally uniformly continuous (V-ELUC) w.r.t. e, if there are recursive functions  :
N2 → N and 
 : N → N such that
(1) ⋃j∈N V
(j)(ej )◦ = X,
(2) ∀j, k ∈ N, ∀x, y ∈ V
(j)(ej ), y ∈ V(j,k)(x) ⇒ |f (x) − f (y)| 2−k .
Deﬁnition 6.3 (V -Effective continuity w.r.t. e). A function f : X → R is called V-effectively
continuous (V-EC) w.r.t. e, if there is a recursive function 
 : N2 → N such that
(1) ∀k ∈ N, ⋃j∈N V
(j,k)(ej )◦ = X,
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(2) ∀j, k ∈ N, ∀x, y ∈ V
(j,k)(ej ), |f (x) − f (y)| 2−k .
Proposition 6.1. Under Assumption 4.1, for each function f : X → R, if f is V-EUC, then f is
V-ELUC w.r.t. e.
Proof. Suppose that f is V-EUC. Let  : N → N be a recursive function as in Deﬁnition 6.1.
Deﬁne recursive functions ′ : N2 → N and 
′ : N → N by
′(i, k) := (i), 
′(i) := 0.
By (A4) and the density of {ei}, for each x ∈ X, x ∈ V0(ei) holds for some i ∈ N. So⋃
i∈N V
′(i)(ei) = X. Property (2) of Deﬁnition 6.2 follows from the property of  and the
deﬁnition of ′. Therefore f is V-ELUC w.r.t. e. 
To prove the following proposition and theorem, we need to construct a new open covering
from the old one provided by the properties of effective continuities. The biggest difﬁculty is to
make it a covering of X. To do this, we have to take open sets as large as possible. So we need to
assume the computability of ﬁnite union of the neighborhoods.
Assumption 6.1. There is a recursive function 4 : N2 → N such that
∀n,m ∈ N, ∀x ∈ X, V4(n,m)(x) = Vn(x) ∪ Vm(x).
Example 6.1 (Metric spaces). Assumption 6.1 holds for M in Example 4.1, because 4(n,m) :=
min {n,m} satisﬁes the condition of the assumption.
Remark 6.1. 1 and 4 will be extended to recursive functions on F(N) so that the following








Proposition 6.2. Under Assumptions 4.1, 4.2 and 6.1, for each function f : X → R, if f is
V-ELUC w.r.t. e, then f is V-EC w.r.t. e.
The idea of the proof is as follows. Suppose that f is V-ELUC w.r.t. e, and let  : N2 → N and

 : N → N be recursive functions as in Deﬁnition 6.2. Assume that 










′ satisﬁes properties (1)–(2) of Deﬁnition 6.3. But this equation may not hold for any
recursive 
′. So we need to modify it so that it is satisﬁed by some recursive function.
Proof of Proposition 6.2. Suppose that f is V-ELUC w.r.t. e, and let  : N2 → N and 
 : N →
N be recursive functions as in Deﬁnition 6.2.
Claim 1. ∀i ∈ N, ∃c, n, j ∈ N, R(c, n, i, 
(j), j).
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Proof. By property (1) of Deﬁnition 6.2, for each i ∈ N, there is j ∈ N such that ei ∈ V
(j)(ej )◦.
Then by (2) of Assumption 4.2, there are c, n ∈ N such that R(c, n, i, 
(j), j) holds. 
Since R is recursive, there is a recursive function g : N → N such that
∀i ∈ N, ∃c, n, jg(i), R(c, n, i, 
(j), j). (5)
We can assume that g(i) i for each i ∈ N. Deﬁne a recursive function 
′ : N2 → N by

′(i, k) := 4 {1(n, (j, k + 1));c, n, jg(i) such that R(c, n, i, 
(j), j) } .
This is well-deﬁned, because the argument of 4 is non-empty by (5).
Claim 2. ∀k ∈ N, ⋃i∈N V
′(i,k)(ei)◦ = X.
Proof. Let k ∈ N and x ∈ X. We show that x ∈ V
′(i,k)(ei)◦ for some i ∈ N. If x is an isolated
point of (X, U), this is trivial, because x = ei for some i ∈ N. So we assume that x is an
accumulation point. By property (1) of Deﬁnition 6.2, there is j ∈ N such that x ∈ V
(j)(ej )◦.
Then by (2) of Assumption 4.2, there are N, c ∈ N such that
∀i ∈ N, ei ∈ V3(N)(x) ⇒ R(c, 3(N), i, 
(j), j). (6)
Let n := 3(N) and m := 1(n, (j, k + 1)). By the density of {ei}, there is i ∈ N such that
ei ∈ Vn(x)∩V2(3(m))(x).We can assume that i is large enough so that c, n, jg(i), because x is
an accumulation point. Since ei ∈ Vn(x),R(c, n, i, 
(j), j) holds by (6). So Vm(ei) ⊆ V
′(i,k)(ei)
by the deﬁnition of 
′ and the property of 4. Since ei ∈ V2(3(m))(x), x ∈ Vm(ei)◦ by (A4) and
(A5). Therefore x ∈ Vm(ei)◦ ⊆ V
′(i,k)(ei)◦. 
Claim 3. ∀i, k ∈ N, ∀x, y ∈ V
′(i,k)(ei), |f (x) − f (y)| 2−k .
Proof. Let i, k ∈ N and x ∈ V
′(i,k)(ei). Then by the deﬁnition of 
′ and the property of 4, there
are c, n, jg(i) such thatR(c, n, i, 
(j), j) holds and xi ∈ V1(n,(j,k+1))(ei). Then x ∈ Vn(ei)∩
V(j,k+1)(ei) by (A3), and Vn(ei) ⊆ V
(j)(ej ) by R(c, n, i, 
(j), j). So x, ei ∈ V
(j)(ej ) and x ∈
V(j,k+1)(ei). Hence by property (2) of Deﬁnition 6.2, |f (x) − f (ei)| 2−k−1. Therefore, for
each x ∈ V
′(i,k)(ei), |f (x) − f (ei)| 2−k−1. This proves Claim 3. 
From Claims 2 and 3, it follows that 
′ satisﬁes the properties of Deﬁnition 6.3. Therefore f is
V-EC w.r.t. e. 
The following theorem can be proved by the same argument as in the proof of Proposition 6.2.
Theorem 6.1. Deﬁne a countable base 	 of (X, U) and its notation 	 as in Deﬁnition 3.3.
Under Assumptions 4.1, 4.2 and 6.1, for each function f : X → R, f is EC w.r.t. 	 if and only if f
is V-EC w.r.t. e.
Proof. The if part is trivial. So we prove the only if part. Suppose that f is EC w.r.t. 	, and let 
 :
N2 → ∗ be a recursive function as in Deﬁnition 3.4. We can assume that {w;(w)
(j, k)} =
∅ for each j, k ∈ N. For w ∈ dom() with 2N(w) = (m, j), we write R(c, n, i,m, j) as
R(c, n, i, w) for short.
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Claim 1. ∀i, k ∈ N, ∃j ∈ N, ∀(w)
(j, k), ∃cw, nw ∈ N, R(cw, nw, i, w).
Proof. By property (2) of Deﬁnition 3.4, for each i, k ∈ N, there is j ∈ N such that ei ∈
	(
(j, k)). Then for each (w)
(j, k), ei ∈ (w). So by (2) of Assumption 4.2, there are
cw, nw ∈ N such that R(cw, nw, i, w) holds. 
Since R is recursive, there is a recursive function g : N2 → N such that
∀ i, k ∈ N, ∃jg(i, k), ∀(w)
(j, k), ∃cw, nwg(i, k),
R(cw, nw, i, w). (7)
We can assume that g(i, k) i for each i, k ∈ N. Deﬁne a recursive function 
′ : N2 → N by

′(i, k) :=4 { 1 {3(nw);(w)
(j, k)} ;
j, cw, nwg(i, k)((w)
(j, k)) such that
∀(w)
(j, k), R(cw, nw, i, w) } .
This is well-deﬁned, because the arguments of 1 and 4 are non-empty by the assumption of 

and (7).
Claim 2. ∀k ∈ N, ⋃i∈N V
′(i,k)(ei)◦ = X.
Proof. Let k ∈ N and x ∈ X. We show that x ∈ V
′(i,k)(ei)◦ for some i ∈ N. If x is an isolated
point of (X, U), this is trivial, because x = ei for some i ∈ N. So we assume that x is an
accumulation point. By property (2) of Deﬁnition 3.4, there is j ∈ N such that x ∈ 	(
(j, k)).
Then for each (w)
(j, k), x ∈ (w). So by (2) of Assumption 4.2, there are Nw, cw ∈ N such
that
∀i ∈ N, ei ∈ V3(Nw)(x) ⇒ R(cw, 3(Nw), i, w). (8)
Let nw := 3(Nw) for each (w)
(j, k) and
m := 1 {3(nw);(w)
(j, k)} .






We can assume that i is large enough so that j, cw, nwg(i, k) for each (w)
(j, k), because x
is an accumulation point. For each (w)
(j, k), ei ∈ Vnw(x). So R(cw, nw, i, w) holds by (8).
Hence,Vm(ei) ⊆ V
′(i,k)(ei) by the deﬁnition of 
′ and the property of 4. Since ei ∈ V2(3(m))(x),
x ∈ Vm(ei)◦ by (A4) and (A5). Therefore x ∈ Vm(ei)◦ ⊆ V
′(i,k)(ei)◦. 
Claim 3. ∀i, k ∈ N, ∀x, y ∈ V
′(i,k)(ei), |f (x) − f (y)| 2−k+1.
Proof. Let i, k ∈ N and x ∈ V
′(i,k)(ei). Then by the deﬁnition of 
′ and the property of
4, there are jg(i, k) and cw, nwg(i, k) ((w)
(j, k)) such that for each (w)
(j, k),
R(cw, nw, i, w) holds, and x ∈ Vm(ei), where
m := 1 {3(nw);(w)
(j, k)} .
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Then for each (w)
(j, k), x ∈ V3(nw)(ei) by (A3), and so x ∈ Vnw(ei)◦ by (A5). Furthermore,
Vnw(ei)
◦ ⊆ (w) by R(c, nw, i, w). So x, ei ∈ (w) for each (w)
(j, k), and thus x, ei ∈
	(
(i, k)). Hence by property (3) of Deﬁnition 3.4, |f (x) − f (ei)| 2−k . Therefore, for each
x ∈ V
′(i,k)(ei), |f (x) − f (ei)| 2−k . This proves Claim 3. 
Deﬁne 
′′ : N2 → N by 
′′(i, k) := 
′(i, k + 1) for each i, k ∈ N. From Claims 2 and 3, it
follows that 
′′ satisﬁes the properties of Deﬁnition 6.3. Therefore, f is V-EC w.r.t. e. 
By Theorems 3.1, 6.1 and Corollary 5.1, (′S, E)-computability can be characterized as se-
quential V-computability and V-EC w.r.t. e without using Type-2 computability.
Corollary 6.1. Under Assumptions 4.1, 4.2 and 6.1, for each function f : X → R, f is (′S, E)-
computable if and only if f is sequentially V-computable and V-EC w.r.t. e.
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