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By Hock Peng Chan∗ and Shouri Hu
National University of Singapore
The infinite arms bandit problem was initiated by Berry et al.
(1997). They derived a regret lower bound of all solutions for Bernoulli
rewards with uniform priors, and proposed bandit strategies based
on success runs, but which do not achieve this bound. Bonald and
Proutie`re (2013) showed that the lower bound was achieved by their
two-target algorithm, and extended optimality to Bernoulli rewards
with general priors. We propose here a confidence bound target (CBT)
algorithm that achieves optimality for general, unknown reward dis-
tributions. For each arm we require the mean and standard deviation
of its rewards to compute a confidence bound. We play the arm with
the smallest bound provided it is smaller than a target mean. If the
bounds are all larger, then we play a new arm. We show how for a
given prior, the target mean can be computed to achieve optimality.
In the absence of information on the prior, the target mean can be
determined empirically, and we show that the regret achieved is still
comparable to the regret lower bound. Numerical studies show that
CBT is versatile and outperforms its competitors.
1. Introduction. Berry, Chen, Zame, Heath and Shepp (1997) initi-
ated the infinite arms bandit problem on Bernoulli rewards. They showed in
the case of uniform prior on the mean of an arm, a
√
2n regret lower bound
for n rewards, and provided algorithms based on success runs that achieve no
more than 2
√
n regret. Bonald and Proutie`re (2013) provided a two-target
stopping-time algorithm that can get arbitrarily close to Berry et al.’s lower
bound, and is also optimal on Bernoulli rewards with general priors. Wang,
Audibert and Munos (2008) considered bounded rewards and showed that
their confidence bound algorithm has regret bounds that are log n times the
optimal regret. Vermorel and Mohri (2005) proposed a POKER algorithm
for general reward distributions and priors.
The confidence bound method is arguably the most influential approach
for the fixed arm-size multi-armed bandit problem over the past thirty years.
Lai and Robbins (1985) derived the smallest asymptotic regret that a multi-
armed bandit algorithm can achieve. Lai (1987) showed that by constructing
an upper confidence bound (UCB) for each arm, playing the arm with the
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2largest UCB, this smallest regret is achieved in exponential families. The
UCB approach was subsequently extended to unknown time-horizons and
other parametric families in Agrawal (1995), Auer, Cesa-Bianchi and Fischer
(2002), Burnetas and Katehakis (1996), Cappe´, Garivier, Maillard, Munos
and Stoltz (2013) and Kaufmann, Cappe´ and Garivier (2012), and it has
been shown to perform well in practice, achieving optimality beyond expo-
nential families. Chan (2019) modified the subsampling approach of Baransi,
Maillard and Mannor (2014) and showed that optimality is achieved in ex-
ponential families, despite not applying parametric information in the se-
lection of arms. The method can be considered to be applying confidence
bounds that are computed empirically from subsample information, which
substitutes for the missing parametric information. Good performances and
optimality has also been achieved by Bayesian approaches to the multi-
armed bandit problem, see Berry and Fridstedt (1985), Gittins (1989) and
Thompson (1933) for early groundwork on the Bayesian approach, and Ko-
rda, Kaufmann and Munos (2013) for more recent advances.
In this paper we show how the confidence bound method can be extended
to the infinite arms bandit problem to achieve optimality. Adjustments are
made to account for the infinite arms that are available, in particular the
specification of a target mean that we desire from our best arm, and a mech-
anism to reject weak arms quickly. For each arm a lower confidence bound
of its mean is computed, using only information on the sample mean and
standard deviation of its rewards. We play an arm as long as its confidence
bound is below the target mean. If it is above, then a new arm is played in
the next trial.
We assume that a reward of 0 is the best possible outcome. Hence to avoid
the messiness of dealing with negative numbers, we consider the minimiza-
tion rather than maximization of rewards (“penalty” is probably a more apt
term than “rewards”), and lower rather than upper confidence bounds.
We start with the smallest possible regret that an infinite arms bandit
algorithm can achieve, as the number of rewards goes to infinity. This is
followed by the target mean selection of the confidence bound target (CBT)
algorithm to achieve this regret. The optimal target mean depends only on
the prior distribution of the arm means and not on the reward distribu-
tions. In the absence of information on the prior, we show how to adapt via
empirical determination of the target mean. Regret guarantees of empirical
CBT, relative to the baseline lower bound, are provided. Numerical studies
on Bernoulli rewards and on a URL dataset show that CBT and empirical
CBT outperform their competitors.
The layout of the paper is as follows. In Section 2 we review a number of
3infinite arms bandit algorithms and describe CBT. In Section 3 we motivate
why a particular choice of the target mean leads to the smallest regret and
state the optimality results. In Section 4 we introduce an empirical version of
CBT to tackle unknown priors and provide its regret guarantees. In Section 5
we perform numerical studies. In Sections 6–8 we prove the optimality of
CBT and the regret guarantees of empirical CBT.
2. Methodology. Let Xk1,Xk2, . . . be i.i.d. non-negative rewards from
an arm or population Πk, 1 ≤ k <∞, with mean µk. Let µ1, µ2, . . . be i.i.d.
with prior density g on (0,∞). Let Fµ denote the reward distribution of an
arm with mean µ, and let Eµ (Pµ) denote expectation (probability) with
respect to X
d∼ Fµ. Let Eg(·) =
∫∞
0 Eµ(·)g(µ)dµ and similarly for Pg.
Let a ∧ b denote min(a, b), ⌊·⌋ (⌈·⌉) denote the greatest (least) integer
function and a+ denote max(0, a). Let an ∼ bn if limn→∞(an/bn) = 1, and
an = o(bn) if limn→∞(an/bn) = 0.
A bandit algorithm is required to select one of the arms to be played at
each trial, with the choice informed from past outcomes. We measure the
effectiveness of a bandit algorithm by its regret
Rn = E
( K∑
k=1
nkµk
)
,
where K is the total number of arms played, nk the number of rewards from
Πk and n =
∑K
k=1 nk. Implicit in our definition of regret is that g does not
vanish near 0, and it is thus possible for a bandit algorithm to have average
regret approaching 0 as n→∞.
2.1. Literature review. Berry et al. (1997) showed that if Fµ is Bernoulli
and g is uniform on (0, 1), then a regret lower bound
(2.1) lim inf
n→∞
Rn√
n
≥
√
2
is unavoidable. They proposed a number of bandit strategies that are de-
scribed below. It should be clarified that in our notation success refers to
observing a reward of 0, and failure refers to observing a reward of 1.
1. f -failure strategy. The same arm is played until f failures are encoun-
tered. When this happens we switch to a new arm. We do not go back
to a previously played arm, that is the strategy is non-recalling.
2. s-run strategy. We restrict ourselves to no more than s arms, following
the 1-failure strategy in each, until a success run of length s is observed
in an arm. When this happens we play the arm for the remaining trials.
4If no success runs of length s is observed in all s arms, then the arm
with the highest proportion of successes is played for the remaining
trials.
3. Non-recalling s-run strategy. We follow the 1-failure strategy until an
arm produces a success run of length s. When this happens we play
the arm for the remaining trials. If no arm produces a success run of
length s, then the 1-failure strategy is used for all n trials.
4. m-learning strategy. We follow the 1-failure strategy for the first m
trials, with the arm at trialm played until it yields a failure. Thereafter
we play, for the remaining trials, the arm with the highest proportion
of successes.
Berry et al. showed that Rn ∼ n/(log n) for the f -failure strategy for any
f ≥ 1, whereas for the √n-run strategy, the log n√n-learning strategy and
the non-recalling
√
n-run strategy,
lim sup
n→∞
Rn√
n
≤ 2.
Bonald and Proutie`re (2013) proposed a two-target algorithm that gets
arbitrarily close to the lower bound in (2.1). The target values are s1 = ⌊ 3
√
n
2 ⌋
and sf = ⌊f
√
n
2 ⌋, where f ≥ 2 is user-defined. An arm is discarded if it has
fewer than s1 successes when it encounters its first failure, or sf successes
when it encounters its fth failure. If both targets are met, then the arm is
accepted and played for the remaining trials. Bonald and Proutie`re showed
that for the uniform prior, the two-target algorithm satisfies
(2.2) lim sup
n→∞
Rn√
n
≤
√
2 + 1
f
√
2
,
and they get close to the lower bound of Berry et al. when f is large.
Bonald and Proutie`re extended their optimality on Bernoulli rewards to
non-uniform priors. Specifically they considered
(2.3) g(µ) ∼ αµβ−1 for some α > 0 and β > 0 as µ→ 0.
They extended the lower bound of Berry et al. under (2.3) to
(2.4) lim inf
n→∞ (n
− β
β+1Rn) ≥ C0, where C0 = (β(β+1)α )
1
β+1 ,
and showed that their two-target algorithm with s1 = ⌊C
β+1
β+2
0 ⌋ and sf =
⌊fC0⌋ satisfies
(2.5) lim sup
f→∞
[lim sup
n→∞
(n
− β
β+1Rn)] ≤ C0.
5Wang, Audibert and Munos (2008) proposed a UCB-F algorithm for re-
wards taking values in [0, 1]. They showed that if
Pg(µk ≤ µ) = O(µβ) for some β > 0,
then under suitable regularity conditions, Rn = O(n
β
β+1 log n). In UCB-F an
order n
β
β+1 arms are chosen, and confidence bounds are computed on these
arms to determine which arm to play. UCB-F is different from CBT in that
it pre-selects the number of arms, and it also does not have a mechanism
to reject weak arms quickly. Carpentier and Valko (2014) also considered
rewards taking values in [0,1], but their interest in maximizing the selection
of a good arm is different from the aims here and in the papers described
above.
2.2. Confidence bound target. In CBT we construct a confidence bound
for each arm, and play an arm as long as its confidence bound is under the
target mean. Let
(2.6) bn →∞ and cn →∞ with bn + cn = o(nδ) for all δ > 0.
In our numerical studies we select bn = cn = log log n.
For an arm k that has been played t times, its confidence bound is
(2.7) Lkt = max
(X¯kt
bn
, X¯kt − cn σ̂kt√
t
)
,
where X¯kt = t
−1Skt, with Skt =
∑t
u=1Xku, and σ̂
2
kt = t
−1∑t
u=1(Xku−X¯kt)2.
Let ζ > 0 be the target mean. We discuss in Section 3 how ζ should be
selected to achieve optimality. It suffices to mention here that it should be
small for large n, more specifically it should decrease at a polynomial rate
with respect to n. The algorithm is non-recalling, an arm is played until its
confidence bound goes above ζ and is not played after that. The number of
rewards from arm k is
nk = inf{t ≥ 1 : Lkt > ζ} ∧
(
n−
k−1∑
ℓ=1
nℓ
)
,
and the total number of arms played is K = min{k :∑kℓ=1 nℓ = n}.
The pseudo-code for CBT is as follows:
Confidence bound target (CBT)
Parameter: n, ζ, bn, cn.
Function:
61. k = 1, m = 0;
2. t = L = S = S2 = 0;
3. While (L ≤ ζ and m < n) {
t = t+ 1, m = m+ 1;
S = S +Xkt, S2 = S2 +X
2
kt;
X¯ = St , σ =
√
S2
t − X¯2;
L = max( X¯bn , X¯ − cnσ√t );
}
4. If (m < n) k = k + 1, go to step 2;
5. K = k, end.
There are three types of arms that we need to take care of, and that
explains the design of Lkt. The first type are arms with means µk significantly
larger than ζ. For these arms we would like to reject them quickly. The
condition that an arm be rejected when X¯kt/bn exceeds ζ is key to achieving
this.
The second type are arms with means µk larger than ζ but not by as
much as those of the first type. For these arms we are unlikely to reject
them quickly, as it is difficult to determine whether µk is larger or less than
ζ based on a small sample. Rejecting arm k when X¯kt− cnσ̂kt/
√
t exceeds ζ
ensures that arm k is rejected only when it is statistically significant that µk
is larger than ζ. Though there may be large number of rewards from these
arms, their contributions to the regret are small because their means are
small.
The third type of arms are those with means µk smaller than ζ. For these
arms the best strategy (when ζ is chosen correctly) is to play them for the
remaining trials. Selecting bn → ∞ and cn → ∞ in (2.7) ensures that the
probabilities of rejecting these arms are small.
For the two-target algorithm, the first target s1 is designed for quick re-
jection of the first type of arms and the second target sf is designed for
rejection of the second type of arms. What is different is that whereas two-
target monitors an arm for rejection only when there are 1 and f failures,
with f chosen large for optimality, (in the case of Bernoulli rewards) CBT
checks for rejection each time a failure occurs. The frequent monitoring of
CBT is a positive feature that results in significantly better numerical per-
formances, see Section 5. Sequential analytic proof techniques are applied to
handle the frequent monitoring of CBT. For example the change-of-measure
argument in Lemma 9, applied in the proof of Theorem 1 of Lai and Rob-
bins (1985).
73. Optimality. We state the regret lower bound in Section 3.1 and
show that CBT achieves this bound in Section 3.2. In Section 3.3 we provide
a discussion, linking the non-negative assumptions of the rewards to the
optimality achieved.
3.1. Regret lower bound. In Lemma 1 below we motivate the choice of ζ.
Let λ =
∫∞
0 Eµ(X|X > 0)g(µ)dµ be the (finite) mean of the first non-zero
reward of a random arm. The value λ represents the cost of experimenting
with a new arm. We consider Eµ(X|X > 0) instead of µ because we are
able to reject an arm only when there is a non-zero reward. For Bernoulli
rewards, λ = 1. Let p(ζ) = Pg(µ1 ≤ ζ) and v(ζ) = Eg(ζ − µ1)+.
Consider an idealized algorithm which plays Πk until a non-zero reward
is observed, and µk is revealed when that happens. If µk > ζ, then Πk is
rejected and a new arm is played next. If µk ≤ ζ, then we end the ex-
perimentation stage and play Πk for the remaining trials. Assuming that
the experimentation stage uses o(n) trials and ζ is small, the regret of this
algorithm is asymptotically
(3.1) rn(ζ) =
λ
p(ζ) + nEg(µ1|µ1 ≤ ζ).
The first term in the expansion of rn(ζ) approximates E(
∑K−1
k=1 nkµk) whereas
the second term approximates E(nKµK).
Lemma 1. Let ζn be such that v(ζn) =
λ
n . We have
inf
ζ>0
rn(ζ) = rn(ζn) = nζn.
Proof. Since Eg(ζ − µ1|µ1 ≤ ζ) = v(ζ)/p(ζ), it follows from (3.1) that
(3.2) rn(ζ) =
λ
p(ζ) + nζ − nv(ζ)p(ζ) .
It follows from ddζ v(ζ) = p(ζ) and
d
dζ p(ζ) = g(ζ) that
d
dζ rn(ζ) =
g(ζ)[nv(ζ)−λ]
p2(ζ) ,
and Lemma 1 follows from solving ddζ rn(ζ) = 0. ⊓⊔
Consider:
(A1) There exists α1 ≥ α0 > 0, β > 0 and µ0 > 0 such that α0µβ−1 ≤
g(µ) ≤ α1µβ−1 for µ ≤ µ0.
8A special case of (A1) is (2.3). Let ζn be such that v(ζn) =
λ
n . Under (2.3),
p(ζ) =
∫ ζ
0 g(µ)dµ ∼ αβ ζβ and v(ζ) =
∫ ζ
0 p(µ)dµ ∼ αβ(β+1)ζβ+1, hence
(3.3) ζn ∼ Cn−
1
β+1 , where C = (λβ(β+1)α )
1
β+1 .
In Lemma 2 below we state the regret lower bound. We assume there
that:
(A2) There exists a1 > 0 such that Pµ(X > 0) ≥ a1min(µ, 1) for all µ.
Without condition (A2) we may play a bad arm a large number of times
because its rewards are mostly zeros but are very big when non-zeros.
Example 1. Consider X
d∼ Bernoulli(µ). Condition (A2) holds with a1 =
1. If g is uniform on (0,1), then (2.3) holds with α = β = 1. Since λ = 1, by
(3.3), ζn ∼ (2/n)1/2. Lemma 2 says that Rn ≥ [1 + o(1)]
√
2n, agreeing with
Theorem 3 of Berry et al. (1997).
Lemma 2. Assume (A1) and (A2). For any infinite arms bandit algo-
rithm, its regret satisfies
(3.4) Rn ≥ [1 + o(1)]nζn.
Bonald and Proutie`re (2013) showed (3.4) in their Lemma 3 for Bernoulli
rewards under (2.3). Their method of proof is quite general, and it should
be possible to extend their proof to show (3.4) for priors and reward distri-
butions satisfying (A1) and (A2). It will be shown in Theorem 1 that the
lower bound in (3.4) is achieved by CBT for general rewards. For Bernoulli
rewards under (2.3), the two-target algorithm gets close to the lower bound
when f is large.
3.2. Optimality of CBT. We state the optimality of CBT in Theorem 1,
after describing the conditions on discrete rewards under (B1) and continu-
ous rewards under (B2) for which the theorem holds. Let Mµ(θ) = Eµe
θX .
(B1) The rewards are non-negative integer-valued. For 0 < δ ≤ 1, there
exists θδ > 0 such that for µ > 0 and 0 ≤ θ ≤ θδ,
Mµ(θ) ≤ e(1+δ)θµ,(3.5)
Mµ(−θ) ≤ e−(1−δ)θµ.(3.6)
In addition,
Pµ(X > 0) ≤ a2µ for some a2 > 0,(3.7)
EµX
4 = O(µ) as µ→ 0.(3.8)
9(B2) The rewards are continuous random variables satisfying
(3.9) sup
µ>0
Pµ(X ≤ γµ)→ 0 as γ → 0.
Moreover (3.8) holds and for 0 < δ ≤ 1, there exists τδ > 0 such that for
0 < θµ ≤ τδ,
Mµ(θ) ≤ e(1+δ)θµ,(3.10)
Mµ(−θ) ≤ e−(1−δ)θµ.(3.11)
In addition for each t ≥ 1, there exists ξt > 0 such that
(3.12) sup
µ≤ξt
Pµ(σ̂
2
t ≤ γµ2)→ 0 as γ → 0,
where σ̂2t = t
−1∑t
u=1(Xu − X¯t)2 and X¯t = t−1
∑t
u=1Xu for i.i.d. Xu
d∼ Fu.
Theorem 1. Assume (A1), (A2) and either (B1) or (B2). For CBT
with threshold ζ ∼ ζn and bn, cn satisfying (2.6),
(3.13) Rn ∼ nζn as n→∞.
Example 2. If X
d∼ Bernoulli(µ) under Pµ, then
Mµ(θ) = 1− µ+ µeθ ≤ exp[µ(eθ − 1)],
and (3.5), (3.6) hold with θδ > 0 satisfying
(3.14) eθδ − 1 ≤ θδ(1 + δ) and e−θδ − 1 ≤ −θδ(1− δ).
In addition (3.7) holds with a2 = 1, and (3.8) holds because EµX
4 = µ.
Example 3. If X
d∼ Poisson(µ) under Pµ, then
Mµ(θ) = exp[µ(e
θ − 1)],
and (3.5), (3.6) again follow from (3.14). Since Pµ(X > 0) = 1− e−µ, (A2)
holds with a1 = 1−e−1, and (3.7) holds with a2 = 1. In addition (3.8) holds
because
EµX
4 =
∞∑
k=1
k4µke−µ
k! = µe
−µ + e−µO
( ∞∑
k=2
µk
)
.
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Example 4. Let Z be a continuous non-negative random variable with
mean 1, and with Eeτ0Z <∞ for some τ0 > 0. Let X be distributed as µZ
under Pµ. Condition (A2) holds with a1 = 1. We conclude (3.9) from
sup
µ>0
Pµ(X ≤ γµ) = P (Z ≤ γ)→ 0 as γ → 0.
Let 0 < δ ≤ 1. Since limτ→0 τ−1 logEeτZ = EZ = 1, there exists τδ > 0
such that for 0 < τ ≤ τδ,
(3.15) EeτZ ≤ e(1+δ)τ and Ee−τZ ≤ e−(1−δ)τ .
Since Mµ(θ) = Eµe
θX = EeθµZ and Mµ(−θ) = Ee−θµZ , we conclude (3.10)
and (3.11) from (3.15) with τ = θµ. We conclude (3.8) from EµX
4 = µ4EZ4,
and (3.12), for arbitrary ξt > 0, from
Pµ(σ̂
2
t ≤ γµ2) = P (σ̂2tZ ≤ γ)→ 0 as γ → 0,
where σ̂2tZ = t
−1∑t
u=1(Zu − Z¯t)2, for i.i.d. Z and Zu.
3.3. Discussion. Confidence bound target is able to achieve the regret
lower bound without information on the reward distributions. Key to this
is the non-negative assumption Xkt ≥ 0.
The regret lower bound is computed from the first non-zero reward of
each arm played (plus all rewards from the exploited arm), see (3.1). CBT
is able to achieve optimality by having negligible regret contributions from
subsequent rewards of each arm. For this to be possible, the Fisher informa-
tion Iµ (of Fµ) has to be large for µ small, so that a relatively small sample
suffices to check whether µ is more or less than the target ζn.
The standard error of a good mean estimator, from a sample of size t
and mean µ, is about (tIµ)
− 1
2 . If Fµ = Bernoulli(µ) or Poisson(µ), then
Iµ ∼ µ−1 as µ→ 0, hence to estimate µ to error o(µ), we require a sample
larger than µ−1. In contrast if rewards can be negative, for example when
Fµ = Normal(µ, 1) we have Iµ = 1, then we require a sample larger than
µ−2 to estimate µ to error o(µ). This larger sample results in significant
contributions to the regret by arms with small means when β ≤ 1, and the
lower bound in Lemma 2 cannot be achieved.
4. Empirical CBT for unknown priors. The optimal implementa-
tion of CBT, in particular the computation of the best target mean ζ, as-
sumes knowledge of how g(µ) behaves for µ near 0. For g unknown we rely
on Theorem 1 to motivate the empirical implementation of CBT.
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What is striking about (3.13) is that it relates the optimal threshold ζn to
Rn
n , and moreover this relation does not depend on either the prior g or the
reward distributions. We suggest therefore, in an empirical implementation
of CBT, to apply thresholds
(4.1) ζ(m) := S
′
m
n ,
where S′m is the sum of the first m rewards for all arms.
In the beginning with m small, ζ(m) underestimates the optimal thresh-
old, but this will only encourage exploration, which is the right strategy at
the beginning. As m increases ζ(m) gets closer to the optimal threshold, and
empirical CBT behaves more like CBT in deciding whether to play an arm
further. Empirical CBT is recalling, unlike CBT, as it decides from among
all arms which to play further. The pseudo-code is as follows:
Empirical CBT
Parameter: n, bn, cn.
Function:
1. k = 1, m = 0, ζ = 0;
2. tk = Lk = Sk = Sk2 = 0;
3. While (min1≤i≤k Li ≤ ζ and m < n) {
j = argmin1≤i≤kLi, tj = tj + 1, X = Xjtj , m = m+ 1;
Sj = Sj +X; S2j = S2j +X;
X¯ =
Sj
tj
, σ =
√
S2j
tj
− X¯2;
Lj = max(
X¯
bn
, X¯ − cnσ√
tj
);
ζ = ζ + Xn ;
}
4. If (m < n) k = k + 1, go to step 2;
5. K = k, end.
Empirical CBT, unlike CBT, does not achieve the smallest regret. This is
because when a good arm (that is an arm with mean below optimal target)
appears early, we are not sure whether this is due to good fortune or that
the prior is disposed towards arms with small means, so we experiment with
more arms before we are certain and play the good arm for the remaining
trials. Similarly when no good arm appears after some time, we may conclude
that the prior is disposed towards arms with large means, and play an arm
with mean above the optimal target for the remaining trials, even though it
is advantageous to experiment further.
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In Theorem 2 we provide regret guarantees of empirical CBT. We state
in (C) below conditions beyond those in Theorem 1. Let Yj denote the first
non-zero reward of arm j. For convenience let µ0 be as in (A1).
(C) The rewards Xkt are uniformly bounded for µk ≤ µ0. Moreover EgY 21 <
∞ and ∫ Mµ(ρ)g(µ)dµ <∞ for some ρ > 0.
Let Γ(u) =
∫∞
0 x
u−1e−xdx.
Theorem 2. Assume (2.3), (A2), (C) and either (B1) or (B2). For
empirical CBT with cn = o(
√
log n) and bn, cn satisfying (2.6),
(4.2) Rn ≤ [Iβ + o(1)]nζn as n→∞,
where Iβ = 2(
1
β+1 )
1
β+1Γ(1 + 1β+1)(≤ 2).
The inflation constant Iβ is the price for not knowing the prior density
g. It is bounded above by 2 and for reasonable values of β it is closer to 1
than 2. For example I1 = 1.25, I2 = 1.24 and I3 = 1.28. The predictions
from (4.2), that the inflation of the regret is below 1.28 for β =1, 2 and 3,
are validated by our simulations in Section 5.
5. Numerical studies. We study here arms with rewards that have
Bernoulli (Example 5) as well as unknown distributions (Example 6). In
our simulations 10,000 datasets are generated for each entry in Tables 1–4,
and standard errors are placed after the ± sign. In both CBT and empirical
CBT, we select bn = cn = log log n.
Algorithm Regret
n =100 n =1000 n =10,000 n =100,000
CBT ζ =
√
2/n 14.6±0.1 51.5±0.3 162±1 504±3
empirical 15.6±0.1 54.0±0.3 172±1 531±3
Berry et al. 1-failure 21.8±0.1 152.0±0.6 1123±4 8955±28√
n-run 19.1±0.2 74.7±0.7 260±3 844±9√
n-run (non-recall) 15.4±0.1 57.7±0.4 193±1 618±4
log n
√
n-learning 18.7±0.1 84.4±0.6 311±3 1060±9
Two-target f = 3 15.2±0.1 52.7±0.3 167±1 534±3
f = 6 16.3±0.1 55.8±0.4 165±1 511±3
f = 9 17.5±0.1 58.8±0.4 173±1 514±3
UCB-F K = ⌊
√
n/2⌋ 39.2±0.1 206.4±0.4 1204±1 4432±15
Lower bound
√
2n 14.1 44.7 141 447
Table 1
The regrets for Bernoulli rewards with uniform prior (β = 1).
Example 5. We consider Bernoulli rewards with the following priors:
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Regret
Algorithm n = 100 n = 1000 n =10,000 n =100,000
CBT ζ = Cn−
1
3 24.9±0.1 124.8±0.5 575±3 2567±12
empirical 25.6±0.1 132.3±0.6 604±2 2816±11
Two-target f = 3 25.0±0.1 132.1±0.6 649±3 3099±16
f = 6 26.0±0.1 131.1±0.6 600±3 2783±13
f = 9 26.7±0.1 136.6±0.7 605±3 2676±12
UCB-F 43.6±0.1 386.8±0.3 2917±2 16038±12
n
1
β+1 -run non-recall 28.1±0.1 172.5±0.9 903±5 4434±28
Lower bound Cn
β
β+1 23.0 106.7 495 2300
Table 2
The regrets for Bernoulli rewards with g(µ) = π
2
sin(πµ) (β = 2).
Regret
Algorithm n = 100 n = 1000 n =10,000 n =100,000
CBT ζ = Cn−
1
4 43.3±0.1 254.8±0.8 1402±5 7658±28
empirical 43.1±0.1 263.8±0.8 1542±5 8860±28
Two-target f = 3 43.2±0.1 276.0±1.0 1697±7 10235±44
f = 6 44.5±0.1 270.1±1.0 1537±6 8828±34
f = 9 45.6±0.1 278.5±1.1 1510±6 8501±33
UCB-F 63.2±0.1 592.9±0.3 5120±3 34168±25
n
1
β+1 -run non-recall 45.5±0.2 338.2±1.4 2206±10 14697±73
Lower bound Cn
β
β+1 39.5 222.1 1249 7022
Table 3
The regrets for Bernoulli rewards with g(µ) = 1− cos(πµ) (β = 3).
1. g(µ) = 1, which satisfies (2.3) with α = β = 1,
2. g(µ) = π2 sin(πµ), which satisfies (2.3) with α =
π2
2 and β = 2,
3. g(µ) = 1− cos(πµ), which satisfies (2.3) with α = π22 and β = 3.
For all three priors, the two-target algorithm does better with f = 3 for
smaller n, and with f = 6 or 9 at larger n. CBT is the best performer
uniformly over n, and empirical CBT is also competitive against two-target
with f fixed.
Even though optimal CBT performs better than empirical CBT, optimal
CBT assumes knowledge of the prior to select the threshold ζ, which differs
with the priors. On the other hand the same algorithm is used for all three
priors when applying empirical CBT, and in fact the same algorithm is also
used on the URL dataset in Example 6, with no knowledge of the reward
distributions. Hence though empirical CBT is numerically comparable to
two-target and weaker than CBT, it is more desirable as we do not need to
know the prior to use it.
For the uniform prior, the best performing among the algorithms in Berry
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et al. (1997) is the non-recalling
√
n-run algorithm. For UCB-F [cf. Wang
et al. (2008)], the selection of K = ⌊(βα )
1
β+1 ( nβ+1)
β
β+1 ⌋ (∼ 1p(ζn)) and “explo-
ration sequence” Em =
√
logm works well.
Algorithm Regret
ǫ n =130 n =1300
emp. CBT 212±2 123.8±0.6
POKER 203 132
ǫ-greedy 0.05 733 431
ǫ-first 0.15 725 411
ǫ-decreasing 1.0 738 411
Table 4
The average regret (Rn/n) for URL rewards.
Example 6. We consider here the URL dataset studied in Vermorel and
Mohri (2005), where a POKER algorithm for dealing with large number of
arms is proposed. We reproduce part of their Table 1 in our Table 4, together
with new simulations on empirical CBT. The dataset consists of the retrieval
latency of 760 university home-pages, in milliseconds, with a sample size of
more than 1300 for each home-page. The dataset can be downloaded from
“sourceforge.net/projects/bandit”.
In our simulations the rewards for each home-page are randomly permuted
in each run. We see from Table 4 that POKER does better than empirical
CBT at n = 130, whereas empirical CBT does better at n = 1300 . The other
algorithms are uniformly worse than both POKER and empirical CBT.
The algorithm ǫ-first refers to exploring with the first ǫn rewards, with
random selection of the arms to be played. This is followed by pure ex-
ploitation for the remaining (1 − ǫ)n rewards, on the “best” arm (with the
smallest sample mean). The algorithm ǫ-greedy refers to selecting, in each
play, a random arm with probability ǫ, and the best arm with the remaining
1 − ǫ probability. The algorithm ǫ-decreasing is like ǫ-greedy except that
in the mth play, we select a random arm with probability min(1, ǫm ), and
the best arm otherwise. Both ǫ-greedy and ǫ-decreasing are disadvantaged
by not making use of information on the total number of rewards. Ver-
morel and Mohri also ran simulations on more complicated strategies like
LeastTaken, SoftMax, Exp3, GaussMatch and IntEstim, with average regret
ranging from 287–447 for n = 130 and 189–599 for n = 1300.
6. Proof of Lemma 2. Let the infinite arms bandit problem be la-
belled as Problem A, and let RA be the smallest regret for this problem. We
shall now describe two related problems, Problems B and C.
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Problem B is like Problem A except that when we observe the first non-
zero reward from Πk, its mean µk is revealed. In Problem B the best solution
involves an initial experimentation phase of M rewards in which we play K
arms, each until its first non-zero reward. This is followed by an exploitation
phase in which we play the best arm for the remaining n −M trials. For
continuous rewards M = K. Let µb(= µbest) = min1≤k≤K µk. Let RB be the
smallest regret for Problem B. Since all solutions of Problem A are solutions
of Problem B, RA ≥ RB .
In Problem C like in Problem B, the mean µk of Πk is revealed upon
the observation of its first non-zero reward. The difference is that instead
of playing the best arm for an additional n − M trials, we play it for n
additional trials, for a total of n +M trials. Let RC be the smallest regret
of Problem C, the expected value of
∑K
k=1 nkµk with
∑K
k=1 nk = n+M .
We can extend the best solution of Problem B to a solution of Problem C
by simply playing the best arm a further M times. Hence
(6.1) [RA + E(Mµb) ≥]RB + E(Mµb) ≥ RC .
Lemma 2 follows from Lemmas 3 and 4 below. We prove the more technical
Lemma 4 in Appendix A.
Lemma 3. RC = nζn for ζn satisfying v(ζn) =
λ
n .
Proof. Consider k arms played so far in the experimentation phase, with
the best arm j having mean µj = min1≤ℓ≤k µℓ. We want to choose between
trying out a new arm and exploiting arm j for n plays.
The cost of trying out a new arm is λ. The gain is nEg(µj − µ)+ =
nv(µj). Hence to minimize regret, we should try out a new arm if and only
if nv(µj) > λ, or equivalently µj > ζn. Since we need on the average
1
p(ζn)
arms before achieving µj ≤ ζn,
RC =
λ
p(ζn)
+ nEg(µ|µ ≤ ζn) = rn(ζn),
see (3.1), and Lemma 3 follows from Lemma 1. ⊓⊔
Lemma 4. E(Mµb) = o(nζn).
Bonald and Proutie`re (2013) also referred to Problem B in their lower
bound for Bernoulli rewards. What is different in the proof above is a fur-
ther simplification by considering Problem C, in which the number of re-
wards in the exploitation phase is fixed to be n. Under Problem C the
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optimal threshold for proceeding to the exploitation phase can be deter-
mined precisely from g and does not depend on the number of rewards in
the experimentation phase. The proof of Lemma 2 is reduced to showing
Lemma 4. In contrast Bonald and Proutie`re relied on more extensive recur-
sive arguments, via Bellman’s equations, to handle the different thresholds
for different number of rewards in the experimentation phase.
7. Proof of Theorem 1. We preface the proof of Theorem 1 with
Lemmas 5–8. The lemmas are proved for discrete rewards in Section 7.2
and continuous rewards in Section 7.3. A preliminary lemma based on a
change-of-measure argument, applied to handle the regular monitoring of
CBT, is stated and proved in Section 7.1. Consider X1,X2, . . . i.i.d. Fµ. Let
St =
∑t
u=1Xu, X¯t =
St
t and σ̂
2
t = t
−1∑t
u=1(Xu − X¯t)2. Let
Tb(= T
ζ
b ) = inf{t : St > bntζ},(7.1)
Tc(= T
ζ
c ) = inf{t : St > tζ + cnσ̂t
√
t},(7.2)
with bn, cn satisfying (2.6). Let T (= T
ζ) = Tb ∧ Tc.
In Theorem 1 for CBT, we apply Lemmas 5–8 for ζ ∼ ζn. In the proof
of Theorem 2 in Section 8, the threshold ζ(m) varies with the number of
rewards m, hence we require the lemmas to be shown more generally. Let
(7.3) dn = n
−ωbn(log n)2 for some 0 < ω < 1β+1 .
Lemma 5. Uniformly over ζ ≤ n−ω, as n→∞,
sup
µ≥dn
[min(µ, 1)EµTb] = O(1),(7.4)
Eg(Tbµ1{µ≥dn}) ≤ λ+ o(1).(7.5)
Lemma 6. Let ǫ > 0. Uniformly over ζ ≤ µ1+ǫ , as n→∞,
sup
µ≤dn
µEµ(Tc ∧ n) = O(c3n + log n),(7.6)
Eg[(Tc ∧ n)µ1{µ≤dn}] → 0.(7.7)
Lemma 7. Let 0 < ǫ < 1. Uniformly over ζ ≥ µ1−ǫ , as n→∞,
sup
µ>0
Pµ(Tb <∞)→ 0.
Lemma 8. Let 0 < ǫ < 1. Uniformly over ζ ≥ µ1−ǫ , as n→∞,
sup
µ≤n−ω
Pµ(Tc <∞)→ 0.
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Proof of Theorem 1. Consider CBT with threshold ζ ∼ ζn where
v(ζn) =
λ
n (hence ζ ≤ n−ω for n large). By Lemmas 5–8, there exists ǫn → 0
such that
Eg[(T ∧ n)µ1{µ≥(1+ǫn)ζ}] ≤ λ+ o(1),(7.8)
sup
µ≥(1+ǫn)ζ
[min(µ, 1)Eµ(T ∧ n)] = O(c4n + (log n)2),(7.9)
qn := sup
µ≤(1−ǫn)ζ
Pµ(T <∞) → 0.(7.10)
We obtain (7.8), which suggests that λ is the experimentation cost per
arm, by combining (7.5) with (7.7). We obtain (7.9) from (7.4) and (7.6).
The larger bound in (7.9) compared to (7.6) is due to the O(·) constant in
(7.6) possibly increasing as ǫ→ 0. We obtain (7.10), which says that a good
arm is rejected with negligible probability for n large, by applying Lemmas 7
and 8.
The number of times arm k is played is nk, and it is distributed as T ∧
(n−∑k−1ℓ=1 nℓ). Express
Rn − nζ = z1 + z2 + z3,
where zi = E[
∑
k:µk∈Di nk(µk − ζ)] for
D1 = [(1 + ǫn)ζ,∞), D2 = ((1− ǫn)ζ, (1 + ǫn)ζ), D3 = (0, (1 − ǫn)ζ].
Since ǫn → 0, it follows that
(7.11) Rn − nζ = z1 − |z3|+ o(nζ),
and Theorem 1 follows from a lower bound of
|z3|
(
= E
[ ∑
k:µk∈D3
nk(ζ − µk)
])
matching an upper bound of z1.
By (7.10),
EK ≤ 1(1−qn)p((1−ǫn)ζ) ∼ 1p(ζ) ,
hence by (7.8),
(7.12) z1 ≤ Eg(n1µ11{µ1≥(1+ǫn)ζ})EK ≤ [λ+ o(1)]EK ≤ λ+o(1)p(ζ) .
Let j = inf{k : µk ≤ (1+ǫn)ζ} andM =
∑j−1
i=1 ni. There are n−M rewards
left for an arm with mean not more than (1 + ǫn)ζ, and we obtain a lower
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bound on |z3| based on this arm. Note that the density of µj, conditioned
on µj ≤ (1 + ǫn)ζ, is g(µ)p((1+ǫn)ζ) . If µj ≤ (1− ǫn)ζ, then the probability is at
least 1− qn that nj ≥ n−M .
We shall show in (7.14) that EM = o(n). Hence
|z3| ≥ (n− EM)(1− qn)
∫ (1−ǫn)ζ
0
g(µ)(ζ−µ)dµ
p((1+ǫn)ζ)
(7.13)
≥ n[1− o(1)]v(ζ)p(ζ) ,
with the second inequality following from
∫ (1−ǫn)ζ
0 g(µ)(ζ−µ)dµ = (I)−(II),
where (I) =
∫ ζ
0 g(µ)(ζ − µ)dµ = v(ζ), and (II) =
∫ ζ
(1−ǫn)ζ g(µ)(ζ − µ)dµ =
o(ζ2g(ζ)) = o(n−1). Since nv(ζ) → λ, Theorem 1 follows from (7.12) and
(7.13).
To complete the proof of Theorem 1, it remains for us to check that, by
(7.9),
EM ≤ 1p((1+ǫn)ζ)Eg(n1|µ1 > (1 + ǫn)ζ)(7.14)
= O(n
β
β+1 )[c4n + (log n)
2]
∫ ∞
(1+ǫn)ζ
g(µ)
min(µ, 1)
dµ
= O(n
β
β+1 )[c4n + (log n)
2]max(n
1−β
β+1 , log n) = o(n). ⊓⊔
7.1. Stopping-time probability upper bounds. Let St =
∑t
u=1 Zu, where
Z1, Z2, . . . are i.i.d. random variables. Let J(θ) = Ee
θZ1 , U1 = inf{t ≥ t0 :
St ≥ st} and U2 = inf{t ≥ t0 : St ≤ st} for some t0 ≥ 1 and sequence
{st}t≥t0 .
Lemma 9. If J(θ) <∞ for some θ > 0, then
(7.15) P (U1 <∞) ≤ sup
t≥t0
[e−θstJ t(θ)].
If J(−θ) <∞ for some θ > 0, then
(7.16) P (U2 <∞) ≤ sup
t≥t0
[eθstJ t(−θ)].
Proof. Let f be the density of Z1 with respect to some σ-finite measure,
and let Eθ (P θ) denote expectation (probability) with respect to density
f θ(z) := 1J(θ)e
θzf(z).
It follows from a change-of-measure argument that
(7.17) P (U1 = t)[= J
t(θ)Eθ(e−θSt1{U1=t})] ≤ e−θstJ t(θ)P θ(U1 = t).
We conclude (7.15) by summing (7.17) over t ≥ t0. The arguments needed
to show (7.16) are similar. ⊓⊔
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7.2. Proofs of Lemmas 5–8 for discrete rewards. In the case of discrete
rewards, one difficulty is that for µk small, there are potentially multiple
plays on arm k before a non-zero reward is observed. Condition (A2) is
helpful in ensuring that the mean of this non-zero reward is not too large.
Proof of Lemma 5. Let ζ ≤ n−ω. Recall that
Tb = inf{t : St > bntζ},
and that dn = n
−ωbn(log n)2 for some 0 < ω < 1β+1 . We shall show that
sup
µ≥dn
[min(µ, 1)EµTb] = O(1),(7.18)
Eg(Tbµ1{µ≥dn}) ≤ λ+ o(1).(7.19)
Let θ = ω log n. Since Xu is integer-valued, it follows from Markov’s
inequality that
(7.20) Pµ(St ≤ bntζ) ≤ [eθbnζMµ(−θ)]t ≤ {eθbnζ [Pµ(X = 0) + e−θ]}t.
By (A2) and (7.20), uniformly over µ ≥ dn,
EµTb = 1 +
∞∑
t=1
Pµ(Tb > t)(7.21)
≤ 1 +
∞∑
t=1
Pµ(St ≤ bntζ)
≤ {1− eθbnζ [Pµ(X = 0) + e−θ]}−1
= {1− [1 + o(dn)][Pµ(X = 0) + o(dn)]}−1
= [Pµ(X > 0) + o(dn)]
−1 ∼ [Pµ(X > 0)]−1.
We conclude (7.18) from (7.21) and (A2). We conclude (7.19) from (7.21)
and
Eg[Tbµ1{µ≥dn}] ≤ [1 + o(1)]
∫ ∞
dn
Eµ(X|X > 0)g(µ)dµ → λ. ⊓⊔
Proof of Lemma 6. Let ζ ≤ µ1+ǫ for a given ǫ > 0, and recall that
Tc = inf{t : St > tζ + cnσ̂t
√
t}. We want to show that
sup
µ≤dn
µEµ(Tc ∧ n) = O(c3n + log n),(7.22)
Eg[(Tc ∧ n)µ1{µ≤dn}] → 0.(7.23)
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We first show that there exists κ > 0 such that as n→∞,
(7.24) sup
µ≤dn
[
µ
n∑
t=1
Pµ(σ̂
2
t ≥ κµ)
]
= O(log n).
Indeed by (3.8) andX2 ≤ X4, there exists κ > 0 such that ρµ := EµX2 ≤ κµ2
for µ small, therefore by (3.8) again and Chebyshev’s inequality,
Pµ(σ̂
2
t ≥ κµ) ≤ Pµ
( t∑
u=1
X2u ≥ tκµ
)
≤ Pµ
( t∑
u=1
(X2u − ρµ) ≥ tκµ2
)
≤ tVarµ(X2)(tκµ/2)2 = O((tµ)−1),
and (7.24) holds.
Let c′n = cn
√
κ. By (7.24), uniformly over µ ≤ dn,
Eµ(Tc ∧ n) = 1 +
n−1∑
t=1
Pµ(Tc > t)(7.25)
≤ 1 +
n−1∑
t=1
Pµ(St ≤ tζ + c′n
√
µt) +O( lognµ ).
Let 0 < δ < 12 to be further specified. Uniformly over t ≥ c3nµ−1,
µt/(c′n
√
µt) → ∞ and therefore by (3.6) and Markov’s inequality, for n
large,
Pµ(St ≤ tζ + c′n
√
µt) ≤ Pµ(St ≤ t(ζ + δµ))(7.26)
≤ eθδt(ζ+δµ)M tµ(−θδ)
≤ etθδ [ζ−(1−2δ)µ] ≤ e−ηtθδµ,
where η = 1− 2δ− 11+ǫ > 0 (for δ chosen small). Since 1− e−ηθδµ ∼ ηθδµ as
µ→ 0,
(7.27) c3nµ
−1 +
∑
t≥c3nµ−1
e−ηtθδµ = O(c3nµ
−1),
and substituting (7.26) into (7.25) gives us (7.22). By (7.22),
Eg[(Tc ∧ n)µ1{µ≤dn}] = Pg(µ ≤ dn)O(c3n + log n)
= dβnO(c
3
n + log n),
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and (7.23) holds since cn is sub-polynomial in n. ⊓⊔
Proof of Lemma 7. Let ζ ≥ µ1−ǫ for some 0 < ǫ < 1. We want to show
that
(7.28) sup
µ>0
Pµ(St > tbnζ for some t ≥ 1)→ 0.
By (3.7) and Bonferroni’s inequality,
Pµ(St > tbnζ for some t ≤ 1√bnζ )(7.29)
≤ Pµ(Xt > 0 for some t ≤ 1√bnζ ) ≤
a2µ√
bnζ
→ 0.
By (3.5) and Lemma 9, for n large,
Pµ(St > tbnζ for some t >
1√
bnζ
)(7.30)
≤ sup
t> 1√
bnζ
[e−θ1bnζMµ(θ1)]t ≤ e−θ1(bnζ−2µ)/(ζ
√
bn) → 0.
Combining (7.29) with (7.30) gives us (7.28). ⊓⊔
Proof of Lemma 8. Let ζ ≥ µ1−ǫ for some 0 < ǫ < 1. We want to show
that
(7.31) sup
µ≤n−ω
Pµ(St > tζ + cnσ̂t
√
t for some t ≥ 1)→ 0.
By (3.7) and Bonferroni’s inequality,
Pµ(St > tζ + cnσ̂t
√
t for some t ≤ 1cnµ)(7.32)
≤ Pµ(Xt > 0 for some t ≤ 1cnµ) ≤ a2cn → 0.
Moreover
Pµ(St > tζ + cnσ̂t
√
t for some t > 1cnµ) ≤ (I) + (II),(7.33)
where (I) = Pµ(St > tζ + cn(µt/2)
1
2 for some t > 1cnµ),
(II) = Pµ(σ̂
2
t ≤ µ2 and St ≥ tζ for some t > 1cnµ).
By (7.32) and (7.33), to show (7.31), it suffices to show that (I)→ 0 and
(II)→ 0.
Let 0 < δ ≤ 1 be such that 1 + δ < (1 − ǫ)−1. Hence ζ ≥ (1 + δ)µ. It
follows from (3.5) and Lemma 9 that
(I) ≤ sup
t> 1
cnµ
[e−θδ[tζ+cn(µt/2)
1
2 ]M tµ(θδ)]
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≤ exp{−θδ[ζ − (1 + δ)µ]/(cnµ)− θδ(cn/2)
1
2 } → 0.
Since X2t ≥ Xt, the inequality St ≥ tζ(≥ tµ) implies
∑t
u=1X
2
u ≥ tµ,
and this, together with σ̂2t ≤ µ2 implies that X¯2t ≥ µ2 . Hence by (3.5) and
Lemma 9, for µ ≤ n−ω,
(II) ≤ Pµ(X¯t ≥
√
µ
2 for some t >
1
cnµ
)
≤ sup
t> 1
cnµ
[e−θ1
√
µ/2Mµ(θ1)]
t ≤ e−θ1[
√
µ/2−2µ]/(cnµ) → 0. ⊓⊔
7.3. Proofs of Lemmas 5–8 for continuous rewards. In the case of con-
tinuous rewards, the proofs are simpler due to rewards being non-zero, in
particular λ = Egµ.
Proof of Lemma 5. Let ζ ≤ n−ω. To show (7.4) and (7.5), it suffices to
show that
(7.34) sup
µ≥dn
EµTb ≤ 1 + o(1).
Let θ > 0 to be further specified. By Markov’s inequality,
Pµ(St ≤ bntζ) ≤ [eθbnζMµ(−θ)]t,
Mµ(−θ) ≤ Pµ(X ≤ γµ) + e−γθµ,
hence
EµTb ≤ 1 +
∞∑
t=1
Pµ(St ≤ bntζ)(7.35)
≤ {1− eθbnζ [Pµ(X ≤ γµ) + e−γθµ]}−1.
Let γ = 1logn and θ = n
ωb−1n (log n)
− 1
2 . By (2.6), (3.9) and (7.3), for µ ≥ dn,
eθbnζ → 1, e−γθµ → 0, Pµ(X ≤ γµ)→ 0,
and (7.34) follows from (7.35). ⊓⊔
Proof of Lemma 6. To show (7.6) and (7.7), we proceed as in the proof
of Lemma 6 for discrete rewards, applying (3.11) in place of (3.6), with any
fixed θ > 0 in place of θδ in (7.26) and (7.27). ⊓⊔
Proof of Lemma 7. Let ζ ≥ µ1−ǫ for some 0 < ǫ < 1. It follows from
(3.10) with θ = τ1µ and Lemma 9 that for n large,
Pµ(St > tbnζ for some t ≥ 1)
23
≤ sup
t≥1
[e−θbnζMµ(θ)]t ≤ e−θ(bnζ−2µ) → 0. ⊓⊔
Proof of Lemma 8. Let ζ ≥ µ1−ǫ for some 0 < ǫ < 1. Let η > 0 and let
δ > 0 be such that (1 + δ)(1 − ǫ) < 1. It follows from (3.10) and Lemma 9
that for u large,
Pµ(St ≥ tζ for some t > u)(7.36)
≤ sup
t>u
[e−θζMµ(θ)]t ≤ e−uθ[ζ−(1+δ)µ] ≤ e−uτδ [(1−ǫ)−1−(1+δ)] ≤ η.
By (3.12), we can select γ > 0 such that for n large (so that µ ≤ n−ω ≤
min1≤t≤u ξt),
(7.37)
u∑
t=1
Pµ(σ̂
2
t ≤ γµ2) ≤ η.
Let c′n = cn
√
γ and θ = τ1µ . By (3.10), (7.37) and cn →∞,
Pµ(St > tζ + cnσ̂t
√
t for some t ≤ u)(7.38)
≤ η +
u∑
t=1
Pµ(St ≥ c′nµ
√
t)
≤ η +
u∑
t=1
e−θc
′
nµ
√
tM tµ(θ)
≤ η +
u∑
t=1
e−τ1(c
′
n
√
t−2t) → η.
Lemma 8 follows from (7.36) and (7.38) since η can be chosen arbitrarily
small. ⊓⊔
8. Proof of Theorem 2. Since cn = o(
√
log n), we can select hn =
o(log n) such that hn
c2n
→∞. Let ǫ > 0 and recalling that dn = n−ωbn(log n)2
for some 0 < ω < 1β+1 [see (7.3)], let
(8.1) Uk =
{
inf{t ≥ hnµk : Lkt ≥
µk
1+ǫ} ∧ n if µk ≤ dn,
inf{t ≥ 1 : Lkt ≥ n−ω} ∧ n if µk > dn.
Let LkU denote LkUk and let
(8.2) Nk =
(
sup
Uk≤t≤n
Lkt
)/
LkU .
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Let SkU = SkUk , X¯kU = X¯kUk and XkU = (Xk1, . . . ,XkUk). Let
(8.3) Ωn =
{
1
n
K∑
k=1
SkU ≤ n−ω(log n)2 and max1≤j≤K(Nj1{µj≤n−ω}) ≤ log n
}
.
The lemmas below are proved in Sections 8.1–8.4.
Lemma 10. As n→∞, EgS1U → λ.
Lemma 11. lim supn→∞(n
− β
β+1EK) ≤ IβC2λ .
Lemma 12. For γ > 0 and n large, uniformly over X1U and µ1 ≤ n−ω,
Eµ1(N1|X1U ) ≤ (1 + ǫ)2,(8.4)
Pµ1(N1 ≥ log n|X1U ) = O(n−γ).(8.5)
Lemma 13. For n large, P (Ωn) ≥ 1− 4n−4.
Sketch of proof of Theorem 2. The regret lower bound in Lemma 2
is based on an experimentation cost of λ for each arm. By Lemma 10 the
experimentation cost of arm k under empirical CBT is indeed λ, if we cate-
gorize rewards up to Uk as belonging to the experimentation phase.
Express Rn = Rn1 +Rn2, where
Rn1 = E
( K∑
k=1
nk∧Uk∑
t=1
Xkt
)
and Rn2 = E
( K∑
k=1
(nk − Uk)+µk
)
are the experimentation and exploitation costs respectively. ByWald’s Lemma
and Lemmas 10 and 11,
(8.6) Rn1 ≤ E
( K∑
k=1
SkU
)
= (EK)EgS1U ≤ [12IβC + o(1)]n
β
β+1 .
That is, the experimentation cost contributes to half of the upper bound.
We complete the proof of Theorem 2 below by showing that each exploited
arm k (i.e. with nk > Uk) has mean µk bounded essentially by
1
n
∑K
ℓ=1 SℓU
(an upper bound of the threshold when exploitation first occurs), so that,
like in (8.6),
(8.7) Rn2 ≤ nE
(
sup
k:nk>Uk
µk
)
≤ [12IβC + o(1)]n
β
β+1 .
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That is, the exploitation cost contributes to the other half of the upper
bound.
Proof of Theorem 2. Let Ωcn be the set-complement of Ωn and let S
′
n
be the sum of the n rewards under empirical CBT. Let max∅(·) = 0. In view
of (8.6), we shall show (8.7) by showing that for any ǫ > 0 and n large,
nE
[(
max
k:nk>Uk
µk
)
1Ωn
]
≤ (1 + ǫ)3(EK)EgS1U ,(8.8)
E(S′n1Ωcn) = o(n
β
β+1 ).(8.9)
Assume Ωn and that n is large. Let tk be the number of rewards from
arm k when there are t total rewards. Let t∗ be the largest t(≤ n) for which
tk ≤ Uk for all k. If t∗ = n, then nk ≤ Uk for all k and by definition
maxk:nk>Uk µk = 0. If t∗ < n, then by definition tj > Uj when there are
t∗ +1 rewards. Since we select arm j over a new arm at the (t∗ +1)th trial,
(8.10) LjU ≤ ζ(t∗)
(
≤ 1n
K∑
ℓ=1
SℓU ≤ n−ω(logn)2
)
.
By (8.1), LjU ≥ µj1+ǫ ∧ n−ω, hence it follows from (8.10) that
(8.11) µj ≤ (1+ǫn )
K∑
ℓ=1
SℓU ≤ n−ω.
Consider k 6= j such that nk > Uk. There exists t(> t∗) such that tk = Uk
and arm k is selected over arm j at the (t+1)th trial. Since we select arm k
over arm j and tj ≥ Uj ,
(8.12) LkU ≤ sup
Uj≤t≤n
Ljt = NjLjU .
By (8.3), (8.10) and (8.11),
NjLjU ≤ n−ωlogn ,
therefore as LkU ≥ µk1+ǫ ∧ n−ω, we conclude from (8.10) and (8.12) that
(8.13) µk ≤ (1+ǫn )Nj
K∑
ℓ=1
SℓU .
Let F be the sigma-field generated by {XkU : k ≤ K}. By (8.4), (8.11),
(8.13) and Wald’s Lemma,
nE
[(
max
k:nk>Uk
µk
)
1Ωn
]
≤ (1 + ǫ)E
[
E(Nj1{µj≤n−ω}|F)
K∑
ℓ=1
SℓU
]
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≤ (1 + ǫ)3(EK)EgS1U ,
and (8.8) holds.
By Lemma 13 and the Cauchy-Schwartz inequality,
E(S′n1Ωcn) ≤ E(S
′
n)
2
n4
+ n4P (Ωcn) ≤ E(S
′
n)
2
n4
+ 4,
and so to show (8.9), it suffices to show that
E(S′n)
2 = O(n4).
This follows from EgX
2 <∞ [see condition (C)] and (S′n)2 ≤ (
∑n
k=1
∑n
t=1Xkt)
2,
so that
E[(S′n)
2] = n2EX211 + n
2(n− 1)E(X11X12) + n3(n− 1)E(X11X21)
≤ n4EgX2. ⊓⊔
8.1. Proof of Lemma 10. For µ1 > dn, U1 is stochastically bounded by
Tb with ζ = n
−ω, see (7.1) and (8.1), hence it follows from (7.5) that
(8.14) lim sup
n→∞
Eg(S1U1{µ1>dn}) ≤ λ.
Since S1U is a sum containing Y1, the first non-zero reward of arm 1,
lim inf
n→∞ EgS1U ≥ EgY1 = λ,
and so by (8.14), it suffices to show that
(8.15) Eg(S1U1{µ1≤dn})→ 0.
Since Pg(µ1 ≤ dn) = O(n−γ) for 0 < γ < ββ+1 , (8.15) follows from
(8.16) sup
µ≤dn
(µEµU1) = O(hn + c
3
n + log n),
which we shall show below, modifying the arguments used to show (7.6).
Let µ ≤ dn and ζ = µ1+ǫ . Let κ > 0 be such that (7.24) holds, and let
c′n = cn
√
κ. Analogous to (7.25),
EµU1 = 1 +
n−1∑
t=1
Pµ(U1 > t)(8.17)
≤ 1 + hnµ +
n−1∑
t=⌊hn/µ⌋+1
Pµ(St ≤ tζ + c′n
√
µt) +O( lognµ ),
and (8.16) follows from (7.26) and (7.27).
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8.2. Proof of Lemma 11. Let δ > 0 and let
(8.18) An(= Anδ) =
{ k∑
j=1
Yj ≤ (1− δ)kλ for some k ≥ (log n)2
}
.
Let J(−θ) = Ege−θY1 . Since Y1 ≥ 0, EgY1 = λ and τ := EgY 21 < ∞ [see
condition (C)], by the inequality e−x ≤ 1− x+ x22 for x ≥ 0,
J(−θ) ≤ 1− λθ + τθ22 ≤ e−λθ+τθ
2/2.
Hence by Lemma 9, for n large,
P (An) ≤ sup
0≤θ≤θ0,k≥(logn)2
[eθ(1−δ)λJ(−θ)]k(8.19)
≤ e−(logn)2δ2λ2/(2τ) ≤ n−4,
the second inequality follows from considering θ = δλτ .
Let
K1 = inf
{
k ≥ (log n)2 : min
1≤i≤k
(
max
1≤t<∞
Lit
)
≤ (1−δ)kλn
}
∧ n.
Let m∗ is be largest number of rewards m for which there are K1 arms. If
K1 < K, then
(8.20)
(
(1−δ)K1λ
n ≥
)
min
1≤i≤K1
(
max
1≤t<∞
Lit
)
> ζ(m∗) ≥ 1n
K1∑
j=1
Yj.
The second inequality is because we sample beyond K1 arms, the third
inequality is because we sample the first non-zero reward of each arm played.
By (8.18)–(8.20),
(8.21) P (K1 < K) ≤ P (An) ≤ n−4,
which implies that
(8.22) EK ≤ (EK1) + 1.
Consider k ≤ k1 := n
β
β+1 log n and ζ = (1−δ)kλn . Since T
ζ = T ζb ∧ T ζc , by
Lemmas 7 and 8, uniformly over µ1 ≤ ζ(1− δ),
Pµ1( max
1≤t<∞
L1t ≤ ζ) = Pµi(T ζ =∞)→ 1.
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Hence
Pg( max
1≤t<∞
L1t ≤ ζ) ≥ [1 + o(1)]p(ζ(1 − δ)) ∼ α(1−δ)
2βkβλβ
βnβ
,
and therefore
P (K1 > k) = [1− Pg( max
1≤t≤∞
L1t ≤ ζ)]k(8.23)
≤ exp[−kPg( max
1≤t<∞
L1t ≤ ζ)]
≤ exp{−[1 + o(1)]α(1−δ)2βλβkβ+1
βnβ
}.
In particular for n large,
(8.24) P (K1 > k1) ≤ n−4.
By (8.23), (8.24) and the transformations x = kn
− β
β+1 , y = α(1−δ)2βλβxβ+1/β,
EK1 =
n−1∑
k=1
P (K1 > k)(8.25)
≤ nP (K1 > k1) +
k1∑
k=1
P (K1 > k)
∼ n ββ+1
∫ ∞
0
exp[−α(1−δ)2βλβxβ+1β ]dx
= (βα )
1
β+1λ
− β
β+1 (1− δ)− 2ββ+1n ββ+1
∫ ∞
0
1
β+1e
−yy−
β
β+1dy,
= (1− δ)− 2ββ+1 ( IβC2λ )n
β
β+1 ,
and Lemma 11 follows from (8.22) and the selection of δ > 0 arbitrarily
small. The last equality in (8.25) follows from∫ ∞
0
1
β+1e
−yy−
β
β+1dy = 1β+1Γ(
1
β+1) = Γ(1 +
1
β+1),
and
IβC
2λ = (
β
α)
1
β+1λ−
β
β+1Γ(1 + 1β+1), see (3.3) and the statement of Theo-
rem 2. ⊓⊔
8.3. Proof of Lemma 12. Consider n large and µ1 ≤ n−ω(≤ dn). If U1 =
n, then N1 = 1 and (8.4), (8.5) are satisfied. It remains for us to consider
U1 < n. Let ǫ1 =
ǫ
2 . By (8.1),
(8.26) (X¯1U ≥)L1U ≥ µ11+ǫ .
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We shall show that
(8.27) X¯1t ≥ µ11+ǫ for t ≥ hnµ1 ⇒ L1t ≥ (1+ǫ11+ǫ )X¯1t.
Indeed by condition (C) and dn → 0, X1t ≤ x0 for some x0 > 0. Hence
σ̂21t ≤ 1t
t∑
u=1
X21u ≤ x0X¯1t,
L1t ≥ X¯1t − cn√t σ̂1t ≥ X¯1t
(
1−
√
c2nx0
tX¯1t
)
,
and (8.27) holds because if X¯1t ≥ µ11+ǫ1 for t ≥ hnµ1 , then as hnc2n →∞,
c2nx0
tX¯1t
≤ ( c2nhn )(
x0µ1
X¯1t
)→ 0.
By (8.1), (8.2), (8.26), (8.27) and X¯1t ≥ L1t,
Eµ1(N1|X1U )(8.28)
≤ X¯1UL1U Eµ1
(
sup
U1≤t<∞
X¯1t
X¯1U
∣∣∣X1U)
≤ ( 1+ǫ1+ǫ1 ) sup
u≥hn/µ1,X¯1u≥µ1/(1+ǫ)
Eµ1
(
sup
u≤t<∞
X¯1t
X¯1u
∣∣∣X¯1u)
≤ ( 1+ǫ1+ǫ1 ) sup
u≥hn/µ1
Eµ1Zu,
where Zu = sup
v≥0
( uu+v +
S1v/(u+v)
µ1/(1+ǫ)
).
The last inequality in (8.28) follows from (S1v)v≥0
d
= (S1t − S1u)t≥u.
Let 0 < δ < ǫ1. For discrete rewards, it follows from (3.5) and Lemma 9
that for y ≥ (1 + δ)(1 + ǫ) and u ≥ hn/µ1,
Pµ1(Zu ≥ y)(8.29)
= Pµ1(S1v ≥ (y − uu+v ) (u+v)µ11+ǫ for some v ≥ 0)
≤ sup
v≥0
[eθδ [−y(u+v)+u]µ1/(1+ǫ)Mvµ1(θδ)]
≤ eθδuµ1(1−y)/(1+ǫ) ≤ eθδhn(1−y)/(1+ǫ).
By (8.28), (8.29) and hn →∞,
Eµ1(N1|X¯1U ) ≤ ( 1+ǫ1+ǫ1 )
[
(1 + δ)(1 + ǫ) +
∫ ∞
(1+δ)(1+ǫ)
Pµ1(Zu ≥ y)dy
]
≤ (1+ǫ)21+ǫ1 (1 + δ + 1θδhn e
−δθδhn)→ (1 + ǫ)2( 1+δ1+ǫ1 ),
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and (8.4) holds.
Analogous to (8.28),
Pµ1(N1 ≥ log n|X1U ) ≤ ( 1+ǫ1+ǫ1 ) sup
u≥hn/µ1
Pµ1(Zu ≥ log n),
amd (8.5) follows from (8.29).
For continuous rewards, consider θ = τδµ1 (≥ τδ) and apply the arguments
above, with (3.10) in place of (3.5), and θ in place of θδ, to obtain (8.4) and
(8.5). ⊓⊔
8.4. Proof of Lemma 13. Let k1 = n
β
β+1 log n. By (8.5), it suffices to
show that for n large,
P
(
1
n
k1∑
k=1
SkU >
n−ω
(logn)2
)
≤ n−4,(8.30)
P (K > k1) ≤ 2n−4.(8.31)
Inequality (8.31) follows from (8.21) and (8.24). To prove (8.30), we first
show that there exists η > 0 such that
(8.32) lim sup
n→∞
Ege
ηS1U <∞.
It follows from Markov’s inequality that
P
(
1
n
k1∑
k=1
SkU >
n−ω
(logn)2
)
≤ (EgeηS1U )k1 exp[− ηn
1−ω
(log n)2 ],
and (8.30) follows from (8.32) because n
1−ω
k1(log n)3
→ ∞ as n → ∞, in view
that 0 < ω < 1β+1 .
Let ǫ1 =
ǫ
2 and let δ > 0 be such that 1 − δ > 11+ǫ1 . Let ρ satisfies
condition (C). Let 0 < η ≤ min(ρ, θδ) and ξ > 0 be such that
(8.33) θδ+η1+ǫ1 ≤ θδ(1− δ)− ξ.
Let
(8.34) V =
{
inf{t ≥ hnµ : X¯t ≥ µ1+ǫ1 } if µ ≤ dn,
inf{t ≥ 1 : X¯t ≥ µ(logn)2 } if µ > dn,
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with X¯t = X¯1t and µ = µ1. We shall show that
V ≥ U1 for n large,(8.35)
sup
µ≤dn
Eµe
ηSV = O(nγ) for any γ > 0,(8.36)
Eµe
ηSV = O(1 +Mµ(η)) for µ > dn.(8.37)
We conclude (8.32) from (8.35)–(8.37) and condition (C).
For µ(= µ1) ≤ dn, (8.35) follows from (8.1), (8.27) and (8.34). For µ1 >
dn, by (8.1) and (8.34), to show (8.35) it suffices to show that
(8.38) X¯1t ≥ µ1(logn)2 ⇒ L1t ≥ n−ω.
By (7.3), µ1bn(logn)2 ≥ n−ω, and (8.38) follows from L1t ≥
X¯1t
bn
.
Proof of (8.36) and (8.37) for discrete rewards. Consider first
µ ≤ dn. Let u = ⌈hnµ ⌉. Since η ≤ θδ and hn = o(log n), by (3.5),
Eµ(e
ηSV 1{V=u}) ≤ EµeηSu =Muµ (η)(8.39)
≤ e(1+δ)ηµu ≤ e(1+δ)η(hn+µ) = O(nγ).
By (3.6),
Eµe
−θδSt =M t(−θδ) ≤ e−(1−δ)θδµt,
hence by (8.33),
Eµ(e
ηSt1{St≤µt/(1+ǫ1)}) ≤ Eµ(e−θδSt+(η+θδ)µt/(1+ǫ1))(8.40)
≤ e−(1−δ)θδµt+(η+θδ)µt/(1+ǫ1) ≤ e−ξµt.
By (3.5), (3.7), (8.40) and hn →∞,
Eµ(e
ηSV 1{V >u})(8.41)
≤
∞∑
t=u
Eµ(e
η(St+Xt+1)1{St≤tµ/(1+ǫ1),Xt+1>0})
= Eµ(e
ηX1{X>0})
∞∑
t=u
Eµ(e
ηSt1{St≤tµ/(1+ǫ1)})
≤ [Mµ(η) − Pµ(X = 0)]( e−ξµu1−e−ξµ )
≤ (eη(1+δ)µ − 1 + a2µ)( e−ξµu1−e−ξµ )→ 0,
and (8.36) thus follows from (8.39). The convergence in (8.41) follows from
eaµ − 1 ∼ aµ as µ→ 0 for any a 6= 0.
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For µ > dn, apply (8.40) and proceed as in (8.41), with
∑∞
t=0 replacing∑∞
t=u, to show that
Eµe
ηSV ≤ 1
1−e−ξµ ×
{
eη(1+δ)µ − 1 + a2µ if µ ≤ 1,
Mµ(η) if µ > 1,
and hence (8.37). ⊓⊔
Proof of (8.36) and (8.37) for continuous rewards. Consider first
µ ≤ dn. Let t(i) = ⌈hn+iµ ⌉. Analogous to (8.41),
Eµ(e
ηSV 1{V >u})(8.42)
≤
∞∑
i=0
Eµ(e
η(St(i)+Xt(i)+1+···+Xt(i+1))1{St(i)≤t(i)µ/(1+ǫ1)})
≤ (EµeηX)(1/µ)+1
∞∑
i=0
Eµ(e
ηSt(i)1{St(i)≤t(i)µ/(1+ǫ1)}).
Recall that in (3.10) and (3.11),
(8.43) Mµ(θ) ≤ e(1+δ)θµ, Mµ(−θ) ≤ e−(1−δ)θµ,
for 0 < θµ ≤ τδ, where we choose here δ > 0 such that 1 − δ > 11+ǫ1 . Let
θ0 > 0 and 0 < η ≤ min(ρ, θ0) be such that (8.33), with θ0 replacing θδ,
holds. Consider n large such that
0 < θ0µ ≤ τδ for µ ≤ dn.
Since (8.40) holds with θ0 replacing θδ, by (8.42) and (8.43),
(8.44) Eµ(e
ηSV 1{V >u}) ≤ e(1+δ)η(µ+1)
∞∑
i=0
e−ξµt(i) → 0,
and (8.36) follows from (8.39).
For µ > dn, let u(i) = ⌈ iµ⌉ and apply the arguments leading to (8.44) to
show that
(8.45) sup
dn≤µ≤1
Eµe
ηSV ≤ sup
dn≤µ≤1
[
e(1+δ)η(µ+1)
∞∑
i=0
e−ξµu(i)
]
= O(1),
and the arguments in (8.41), with
∑∞
t=0 in place of
∑∞
t=u, to show that for
µ > 1,
(8.46) Eµe
ηSV ≤ 1
1−e−ξµMµ(η) = O(Mµ(η)).
We conclude (8.37) from (8.45) and (8.46). ⊓⊔
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APPENDIX A: PROOF OF LEMMA ??
Let K̂ = ⌊nζn(log n)β+2⌋ for ζn satisfying nv(ζn) = λ. Express E(Mµb) =∑5
i=1E(Mµb1Di), where
D1 = {µb ≤ ζnlogn},
D2 = {µb > ζnlogn ,K > K̂},
D3 = { ζnlogn < µb ≤ ζn(log n)β+3,K ≤ K̂},
D4 = {µb > ζn(log n)β+3,K ≤ K̂,M > n2 },
D5 = {µb > ζn(log n)β+3,K ≤ K̂,M ≤ n2 }.
It suffices to show that for all i,
(A.1) E(Mµb1Di) = o(n
β
β+1 ).
Since Mζnlogn ≤ nζnlogn = o(n
β
β+1 ), (A.1) holds for i = 1.
Let µ̂b = mink≤Kˆ µk. Since µb ≤ µ1,
E(Mµb1D2) ≤ nE(µ1|µ1 > ζnlogn)P (D2)(A.2)
≤ [λ+ o(1)]nP (µ̂b > ζnlogn).
Substituting
P (µ̂b >
ζn
logn) = [1− p( ζnlogn)]Kˆ = exp{−[1 + o(1)]K̂ αβ ( ζnlogn)β ] = O(n−1)
into (A.2) shows (A.1) for i = 2.
Let Mj be the number of plays of Πj to its first non-zero reward (hence
M =
∑K
j=1Mj). It follows from condition (A2) that EµM1 =
1
Pµ(X1>0)
≤
1
a1 min(µ,1)
, hence
E(Mµb1D3) ≤ E(M11{µ1> ζnlog n})K̂ζn(log n)
β+3(A.3)
≤
( ∫ ∞
ζn
log n
g(µ)
a1min(µ, 1)
dµ
)
nζ2n(log n)
2β+5.
Substituting
∫ 1
ζn
log n
g(µ)
µ dµ =

O(1) if β > 1,
O(log n) if β = 1,
O(( ζnlogn)
β−1) if β < 1,
into (A.3) shows (A.1) for i = 3.
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If µj > ζn(log n)
β+3, then by condition (A2), Mj is bounded above by a
geometric random variable with mean ν−1, where ν = a1ζn(log n)β+3. Hence
for 0 < θ < log( 11−ν ),
E(eθMj1{µj>ζn(log n)β+3}) ≤
∞∑
i=1
eθiν(1− ν)i−1 = νeθ
1−eθ(1−ν) ,
implying that
(A.4) [e
θn
2 P (D4) ≤]E(eθM1D4) ≤ ( νe
θ
1−eθ(1−ν))
Kˆ .
Consider eθ = 1 + ν2 and check that e
θ(1− ν) ≤ 1 − ν2 [⇒ θ < log( 11−ν )]. It
follows from (A.4) that
P (D4) ≤ e−
θn
2 ( νe
θ
ν/2 )
Kˆ = 2Kˆeθ(Kˆ−
n
2
)
= exp[K̂ log 2 + [1 + o(1)]ν2 (K̂ − n2 )] = O(n−1).
Since M ≤ n and µb ≤ µ1,
E(Mµb1D4) ≤ nE[µ1|µ1 > ζn(log n)β+3]P (D4) ≤ n[λ+ o(1)]P (D4),
and (A.1) holds for i = 4.
Under D5 for n large,
(n−M)v(µb)[> n2 v(ζn(log n)β+3)] > λ.
The optimal solution of Problem B requires further experimentation since
its cost λ is less than the reduction in exploitation cost. In other words D5
is an event of zero probability. Therefore (A.1) holds for i = 5.
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