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ON SECOND COHOMOLOGY OF DUALS OF COMPACT GROUPS
SERGEY NESHVEYEV AND LARS TUSET
Abstract. We show that for any compact connected group G the second cohomology group defined
by unitary invariant 2-cocycles on Gˆ is canonically isomorphic to H2(Ẑ(G);T). This implies that the
group of autoequivalences of the C∗-tensor category RepG is isomorphic to H2(Ẑ(G);T)⋊Out(G).
We also show that a compact connected group G is completely determined by RepG. More generally,
extending a result of Etingof-Gelaki and Izumi-Kosaki we describe all pairs of compact separable
monoidally equivalent groups. The proofs rely on the theory of ergodic actions of compact groups
developed by Landstad and Wassermann and on its algebraic counterpart developed by Etingof and
Gelaki for the classification of triangular semisimple Hopf algebras.
In two appendices we give a self-contained account of amenability of tensor categories, fusion
rings and discrete quantum groups, and prove an analogue of Radford’s theorem on minimal Hopf
subalgebras of quasitriangular Hopf algebras for compact quantum groups.
Introduction
In an earlier paper [38] we showed that any symmetric invariant cocycle on the dual of the q-
deformation Gq of a simply connected semisimple compact Lie group G is the coboundary of a
central element. Our motivation in proving that result was to show that our construction [36] of
the Dirac operator on Gq is canonical up to unitary equivalence. One can, however, interpret this
result from a categorical point of view: it shows that any braided autoequivalence of the tensor
category RepGq which is the identity on objects, is naturally isomorphic to the identity functor.
Combined with a result of McMullen [32] this implies that the group of braided autoequivalences
of RepGq is isomorphic to the group of automorphisms of the based root datum of G. The present
paper is motivated by the natural problem of computing the group of all, not necessarily braided,
autoequivalences of RepGq. We will deal with the case q = 1, for which all the necessary tools have
been developed in the study of ergodic actions of compact groups on von Neumann algebras. In a
subsequent paper [39] we will extend these results to the quantum case by adapting the technique
from [38].
The notion of a unitary dual 2-cocycle on a compact group was introduced in the early eighties by
Landstad [28] and Wassermann [46, 48] in their study of ergodic actions. In Hopf algebra literature
it was introduced by Drinfeld [13]. Some of the results of Landstad and Wassermann were then
rediscovered (for finite groups, but non-unitary cocycles) in works of Movshev [34] and Etingof
and Gelaki [15, 16]. Their motivation was however completely different, namely, construction and
classification of triangular semisimple Hopf algebras and of fiber functors on their representation
categories. The technique was also quite different, with non-unitarity of cocycles imposing additional
problems and with a more systematic use of categorical language. The main goal in this paper is to
apply the theory developed in [28, 47, 15, 16] to study invariant dual cocycles on compact connected
groups. For finite groups a similar study has been recently undertaken by Guillot and Kassel [19].
In Section 1 we collect results on dual 2-cocycles that will be needed later. Most of them are
contained, either explicitly or implicitly, in works of Landstad and Wassermann. To make the paper
essentially self-contained we provide complete proofs of most results, relating them to results in Hopf
algebra literature and simplifying some of the arguments.
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Section 2 contains our principal results. We show that the second cohomology group H2G(Gˆ;T)
defined by unitary invariant dual cocycles is canonically isomorphic to H2(Ẑ(G);T) for any compact
connected group G. There are two facts that make the proof work in the connected group case: a
nontrivial one, mentioned earlier, saying that any symmetric invariant cocycle is a coboundary of
a central element, and a trivial one, stating that any closed normal abelian subgroup is contained
in the center. As an application we show, using a result of McMullen [32], that the group of
autoequivalences of RepG is isomorphic to H2(Ẑ(G);T)⋊Out(G). Another consequence of the same
technique is that a compact connected group is completely determined by the C∗-tensor category
RepG of its finite dimensional unitary representations.
For nonconnected groups the tensor category RepG does not always contain full information
about G. For finite groups this was shown by Etingof and Gelaki [17], using the methods they
developed in the study of triangular semisimple Hopf algebras, and independently by Izumi and
Kosaki [23], using results of Wassermann. In fact, these works describe all pairs of finite groups with
equivalent tensor categories of representations. In Section 3 we extend this result to compact sepa-
rable groups. A similar result has been previously obtained by Mu¨ger, but remained unpublished.
There are two appendices to the paper. In Appendix A we give a self-contained presentation of
amenability of tensor categories, fusion rings and discrete quantum groups. A simple application we
are after is that for a compact group G any unitary fiber functor on RepG is dimension preserving,
a fact which is used repeatedly in the paper. This is surely known to experts, and amenability is not
the only way to prove this, but we use this opportunity to give a unified account of various notions of
amenability studied by Longo and Roberts [29], Hiai and Izumi [21] and Banica [2]. In Appendix B
we prove an analogue of a result of Radford [42] on minimal Hopf subalgebras of quasitriangular
Hopf algebras for compact quantum groups. This is used in Section 1 to characterize triangular
discrete Hopf ∗-algebras using ideas of Etingof and Gelaki [15, 16].
Acknowledgement. The first author is grateful to Michael Mu¨ger, Dmitri Nikshych and Victor
Ostrik for stimulating conversations and pointing out some references. Both authors would also like
to thank Jurie Conradie and University of Cape Town for hospitality, and Erik Be´dos, Masaki Izumi
and Magnus Landstad for comments.
1. Dual cocycles and ergodic actions
Let G be a compact group. Denote by W ∗(G) the von Neumann algebra of G generated by the
operators λg of the left regular representation of G. This is a coinvolutive Hopf-von Neumann alge-
bra with comultiplication ∆ˆ(λg) = λg ⊗ λg and antipode Sˆ(λg) = λg−1 . Denote also by εˆ the counit
of W ∗(G). Denote by U(G) the algebra of closed densely defined operators affiliated with W ∗(G).
In other words, if we choose representatives πj : G → B(Hj) of the isomorphism classes of irre-
ducible unitary representations of G and identify W ∗(G) with the ℓ∞-sum of the algebras B(Hj),
then U(G) =
∏
j B(Hj). Denote by RepG the C
∗-tensor category of finite dimensional unitary
representations of G, and by Hilbf the C
∗-tensor category of finite dimensional Hilbert spaces.
An invertible element F ∈ U(G×G) is called a 2-cocycle on Gˆ, or a dual 2-cocycle on G, if
(F ⊗ 1)(∆ˆ ⊗ ι)(F) = (1 ⊗F)(ι ⊗ ∆ˆ)(F). (1.1)
Two cocycles F and G are called cohomologous if there exists an invertible element u ∈ U(G) such
that G = (u ⊗ u)F∆ˆ(u)−1; a cocycle of the from (u⊗ u)∆ˆ(u)−1 is called a coboundary. We denote
by Z2(Gˆ;C∗) the set of 2-cocycles, and by H2(Gˆ;C∗) the set of cohomology classes of 2-cocycles.
If G is abelian, so that Gˆ is a discrete abelian group, then H2(Gˆ;C∗) is the usual second cohomology
group.
We will be mainly interested in unitary 2-cocycles F , so that F is a unitary element in the von
Neumann algebra W ∗(G)⊗¯W ∗(G) ⊂ U(G × G). Correspondingly, two such cocycles F and G are
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called cohomologous if there exists a unitary element u ∈W ∗(G) such that G = (u⊗u)F∆ˆ(u)∗, and
the set of cohomology classes of unitary 2-cocycles is denoted by H2(Gˆ;T).
Note that by applying ι⊗εˆ⊗ι to the cocycle identity (1.1), we see that (ι⊗εˆ)(F)⊗1 = 1⊗(εˆ⊗ι)(F),
which implies that
(ι⊗ εˆ)(F) = (εˆ⊗ ι)(F) = (εˆ⊗ εˆ)(F)1.
Thus replacing F by the cohomologous cocycle (εˆ ⊗ εˆ)(F)−1F , we may assume that (ι ⊗ εˆ)(F) =
(εˆ⊗ ι)(F) = 1. Such cocycles are called counital.
Assume the group G acts on a von Neumann algebra M . The action is called ergodic if the fixed
point algebra MG is trivial. If the action is ergodic, it is said to be of full multiplicity if
dimHomG(HU ,M) = dimHU
for every irreducible representation πU : G → B(HU ) of G. The equality then clearly holds for all
finite dimensional representations. Note that the inequality ≤ holds for any ergodic action [22]. The
linear span MU of the spaces γ(HU ) for γ ∈ HomG(HU ,M) is called the spectral subspace of M
corresponding to U .
The main part of the following theorem, the correspondence between (i) and (iii), was proved by
Landstad [28] and Wassermann [46, 48].
Theorem 1.1. For any compact group G there are one-to-one correspondences between
(i) isomorphism classes of full multiplicity ergodic actions of G on von Neumann algebras;
(ii) unitary isomorphism classes of unitary fiber functors RepG→ Hilbf ;
(iii)elements of H2(Gˆ;T).
Proof. For the reader’s convenience we give a proof, referring to [48] for a more detailed although
somewhat different argument. Yet another proof of a more general result valid for compact quantum
groups can be found in [6]. Even more general result is proved in [41], where ergodic actions of
compact quantum groups are described in terms of weak tensor functors.
Assume α : G→ Aut(M) is an ergodic action. Define a functor F : RepG→ Hilbf by letting
F (U) = (M ⊗HU )
G ∼= HomG(H
∗
U ,M)
for any finite dimensional unitary representation U : G → B(HU) of G. The action of F on mor-
phisms is defined in the obvious way. The scalar product on F (U) is defined as the restriction of
that on M ⊗HU defined by
(a⊗ ξ, b⊗ ζ) = ϕ(b∗a)(ξ, ζ),
where ϕ is the unique (thanks to ergodicity) G-invariant normal state on M . Note that if X =∑
i ai ⊗ ξi and Y =
∑
j bj ⊗ ζj are in (M ⊗HU )
G then (X,Y )1 =
∑
i,j(ξi, ζj)b
∗
jai, since the latter
expression is G-invariant. By slightly abusing notation this can be written as (X,Y )1 = Y ∗X. The
opposite multiplication map M ⊗alg M →M , a⊗ b 7→ ba, induces a map
F2(U, V ) : F (U)⊗ F (V )→ F (U ⊗ V ).
Using that the scalar products are defined by (X,Y )1 = Y ∗X, it is easy to check that this is an
isometry, hence it is unitary by the full multiplicity assumption. Thus (F,F2) is a unitary fiber
functor.
Assume now that we are given a unitary fiber functor F : RepG → Hilbf . By Corollary A.6
below, it preserves the dimensions of objects. Since RepG is semisimple, it follows that disregarding
the tensor structure, the functor F is isomorphic to the forgetful one. Choose natural unitary
isomorphisms ηU : HU → F (U). Then we get natural unitaries η
−1
U⊗V F2(U, V )(ηU ⊗ηV ) on HU ⊗HV .
By naturality they are defined by the action of a unitary F∗ ∈ W ∗(G)⊗¯W ∗(G). It is easy to see
that F is a unitary 2-cocycle, that a different choice of isomorphisms ηV would give a cohomologous
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cocycle, and that up to a natural unitary isomorphism the fiber functor F is completely determined
by F ; see e.g. [37, Proposition 1.1] for details.
Finally, assume we are given a unitary 2-cocycle F ∈ Z2(Gˆ;T). Let C[G] ⊂ C(G) be the algebra
of regular functions on G. It can be considered as a subalgebra of the predual W ∗(G)∗ of W
∗(G):
if a ∈ C[G] then a(λg) = a(g). Using this define a new algebra CF [G] with the same underlying
space C[G] and new product
ab = (a⊗ b)(F∆ˆ(·)).
In other words, ab = (a(0)⊗ b(0))(F)a(1) · b(1), where · denotes the usual pointwise product in C[G] ⊂
C(G). Note that the unit of CF [G] is the element (εˆ⊗ εˆ)(F)
−11 ∈ C[G]. We will see soon that there
is a canonical ∗-structure on CF [G]. Define a representation πF of CF [G] on L
2(G) as follows. Let
W ∈ B(L2(G) ⊗ L2(G)) be the fundamental multiplicative unitary, so (Wξ)(g, h) = ξ(g, g−1h). It
has the properties
W ∈ L∞(G)⊗¯W ∗(G), ∆ˆ(x) =W (x⊗ 1)W ∗ for x ∈W ∗(G), (ι⊗ ∆ˆ)(W ) =W12W13.
Using the last two properties we get
(FW )12(FW )13 = F23(ι⊗ ∆ˆ)(FW ) in B(L
2(G))⊗¯W ∗(G)⊗¯W ∗(G), (1.2)
since (FW )12(FW )13 = F12(∆ˆ⊗ ι)(F)W12W13 and F23(ι⊗ ∆ˆ)(FW ) = F23(ι⊗ ∆ˆ)(F)W12W13. This
implies that the formula πF (a) = (ι ⊗ a)(FW ) defines a unital representation of CF [G] on L
2(G).
Denote by A the norm closure of the image of πF . We want to show that this is a C
∗-algebra.
Denoting by ρg the operators of the right regular representation of G, we have
(ρg ⊗ 1)W (ρ
∗
g ⊗ 1) =W (1⊗ λg). (1.3)
Since the operators ρg ⊗ 1 commute with F ∈ W
∗(G)⊗¯W ∗(G), we have a similar identity for FW
instead of W . It follows that we can define an action α of G on A by letting αg = Ad ρg|A.
Furthermore, for a ∈ CF [G] = C[G] we have αg(πF (a)) = πF (a(· g)). Since every orbit of the
action of G on πF (CF [G]) lies in a finite dimensional space, the action of G on A is continuous.
As the action of G on itself by right translations is ergodic, we have
∫
G αg(a)dg ∈ C1 for every
a ∈ πF (CF [G]), hence for every a ∈ A. Therefore the action of G on A is ergodic. Using (1.3) once
again we see that for every ω ∈ C[G] ⊂W ∗(G)∗ the operator
(ι⊗ ω)(FW (ι⊗ Sˆ)(FW ))
is a G-invariant element of A, hence a scalar. Therefore FW (ι⊗ Sˆ)(FW ) ∈ 1⊗U(G), so there exists
an element u ∈ U(G) such that
(ι⊗ Sˆ)((FW )∗) = (1⊗ u)FW. (1.4)
This implies that the algebra πF (CF [G]) is self-adjoint, so A is indeed a C
∗-algebra. We will denote
it by C∗(Gˆ;F). Taking the weak operator closure M of A, denoted also by W ∗(Gˆ;F), we get a von
Neumann algebra with an ergodic action of G, which we continue to denote by α. It is easy to check
that if we take a cohomologous cocycle then we get an isomorphic ergodic action.
We still have to show that the action α on M = W ∗(Gˆ;F) has full multiplicity. For every finite
dimensional unitary representation U : G→ B(HU) put
ΘU = (ι⊗ πU )(FW ) ∈M ⊗B(HU ),
where πU is the extension of U to W
∗(G). Then (αg ⊗ ι)(ΘU ) = ΘU(1⊗ πU (g)) by (1.3). It follows
that the map
ηU : HU →M ⊗HU , ξ 7→ Θ
∗
U (1⊗ ξ),
is an isometric embedding of HU into (M ⊗ HU )
G ∼= HomG(H
∗
U ,M). Since the dimension of the
latter space is not bigger than dimHU by ergodicity, it follows that ηU : HU → (M ⊗ HU )
G is an
isomorphism. In particular, the ergodic action α of G onM has full multiplicity. It follows that since
the spectral subspaces of the action of G on M are contained in πF (CF [G]), the representation πF
SECOND COHOMOLOGY 5
is faithful on CF [G]. Hence CF [G] inherits a ∗-structure from A; explicitly, a
∗(x) = a(Sˆ(ux)∗) for
x ∈ W ∗(G), where u is given by (1.4). In other words, a∗ = a†(0)(u)a
†
(1), where † denotes the usual
∗-operation on C[G] ⊂ C(G).
To complete the proof of the theorem we have to show that any full multiplicity ergodic action
is isomorphic to the action on W ∗(Gˆ;F) for some cocycle F , and that the cocycle defined by the
action on W ∗(Gˆ;F) is cohomologous to F . We start with the second problem.
Let M = W ∗(Gˆ;F). As above, consider the isomorphisms ηU (ξ) = Θ
∗
U(1 ⊗ ξ) with ΘU =
(ι⊗ πU)(FW ). Then identity (1.2) can be written as
1⊗ (πU ⊗ πV )(F
∗) = ΘU⊗V (ΘU )
∗
13(ΘV )
∗
12 in M ⊗B(HU )⊗B(HV ). (1.5)
But this exactly means that F is the cocycle defined by the ergodic action on M and the isomor-
phisms ηU .
Assume now that we have a full multiplicity ergodic action α on a von Neumann algebra M .
Choose natural unitary isomorphisms ηU : HU → (M ⊗ HU )
G. Let ΘU ∈ M ⊗ B(HU ) be such
that ηU (ξ) = Θ
∗
U (1 ⊗ ξ). Since ηU is unitary, we have (ϕ ⊗ ι)(ΘUΘ
∗
U) = 1, where ϕ is the unique
normal G-invariant state on M . On the other hand, since the image of ηU is G-invariant, we have
(αg ⊗ ι)(ΘU ) = ΘU (1 ⊗ U(g)), whence ΘUΘ
∗
U ∈ 1 ⊗ B(HU ) by ergodicity. Hence ΘUΘ
∗
U = 1,
and since the algebra M is finite by [22, Theorem 4.1], we conclude that also Θ∗UΘU = 1. By
naturality there exists a unitary Θ ∈ M⊗¯W ∗(G) such that (ι ⊗ πU )(Θ) = ΘU for all U , and then
(αg ⊗ ι)(Θ) = Θ(1⊗ λg).
Let F be the cocycle defined by the action α and the isomorphisms ηU . Then F satisfies iden-
tity (1.5), from which we conclude that
Θ12Θ13 = F23(ι⊗ ∆ˆ)(Θ). (1.6)
Let u ∈ U(G) be the element defined by (1.4). We claim that then
(ι⊗ Sˆ)(Θ∗) = (1⊗ u)Θ. (1.7)
To show this, consider the unitary Θ˜ = Θ13W23 ∈ M⊗¯B(L
2(G))⊗¯W ∗(G). Using (1.6) and that
∆ˆ(x)W =W (x⊗ 1), we get Θ12Θ˜Θ
∗
12 = (FW )23, whence
(ι⊗ ι⊗ Sˆ)(Θ˜∗) = Θ∗12(ι⊗ ι⊗ Sˆ)((FW )
∗
23)Θ12 = (1⊗ 1⊗ u)Θ˜.
On the other hand, since (ι⊗ Sˆ)(W ∗) =W , we have
(ι⊗ ι⊗ Sˆ)(Θ˜∗) = (ι⊗ ι⊗ Sˆ)(Θ∗13)W23 = (ι⊗ ι⊗ Sˆ)(Θ
∗
13)Θ
∗
13Θ˜,
and (1.7) is proved.
Identities (1.6) and (1.7) imply that by letting π(a) = (ι ⊗ a)(Θ) for a ∈ CF [G] we get a G-
equivariant unital ∗-homomorphism π : CF [G]→M . Then ϕ◦π is a G-invariant functional on CF [G]
with value 1 at the unit. But by ergodicity there exists only one such functional, the restriction of the
unique normal G-invariant state onW ∗(Gˆ;F) to CF [G]. Hence π extends to a normal G-equivariant
embedding W ∗(Gˆ;F) → M . Since the actions of G on both algebras are of full multiplicity, we
conclude that this is an isomorphism. 
Remark 1.2. The element u ∈ U(G) defined by (1.4) is in fact unitary. Indeed, consider the element
U = (ι ⊗ Sˆ)(FW ). By ergodicity the element U∗U has the form 1 ⊗ w for some w ∈ U(G). Using
that the unique G-invariant state ϕ on W ∗(Gˆ;F) is tracial by [22, Theorem 4.1], we get
w = (ϕ⊗ ι)(U∗U) = (ϕ⊗ Sˆ)(FW (FW )∗) = 1,
so U is unitary and hence u is unitary as well. Furthermore, by [48, Lemma 10] the element u
satisfies the identity
∆ˆ(e1)(1⊗ u) = (εˆ⊗ εˆ)(F)∆ˆ(e1)F
∗,
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where e1 ∈ W
∗(G) is the central projection corresponding to the trivial representation, so that
ae1 = εˆ(a)e1. It follows that u = (εˆ⊗ εˆ)(F)m(Sˆ ⊗ ι)(F
∗), where m : W ∗(G)⊗¯W ∗(G)→ U(G) is the
multiplication map. Thus u is an element familiar from Hopf algebra theory: if ∆ˆF = F∆ˆ(·)F
∗ is the
twisted coproduct, then the new antipode is given by SˆF = u
∗Sˆ(·)u, see e.g. [9, Proposition 4.2.13].
Note that one can easily see from (1.4) that u is Sˆ-invariant, which implies that Sˆ2F = ι. Furthermore,
if we replace F by a cohomologous cocycle (v ⊗ v)F∆ˆ(v)∗, then u changes to Sˆ(v∗)uv∗, and from
this it is not difficult to see that any cocycle is cohomologous to a counital cocycle such that the
corresponding element u equals 1, see [48, Theorem 5], so in this case SˆF = Sˆ. Such cocycles are
called normalized.
An important consequence of the above theorem is that if a unitary cocycle F is symmetric, that
is, F21 = F , then it is a coboundary. Indeed, in this case the algebra W
∗(Gˆ;F) is abelian. But there
exists only one full multiplicity ergodic action of G on an abelian von Neumann algebra, namely,
the action of G on L∞(G) by right translations, and this action corresponds to the trivial cocycle.
AssumeH ⊂ G is a closed subgroup. ThenW ∗(H) embeds intoW ∗(G), and therefore any unitary
2-cocycle E on Hˆ can be considered as a cocycle F on Gˆ. We will say that F is induced from H
and write F = IndGH E . From the point of view of ergodic actions this seemingly trivial construction
corresponds to induction, defined as follows. Let β : H → Aut(N) be an ergodic action. Consider
the action γ of H on L∞(G)⊗¯N defined by γh(f ⊗ a) = f(·h) ⊗ βh(a). Let M be the fixed point
algebra (L∞(G)⊗¯N)H . The action of G on L∞(G) by left translations gives an ergodic action α
of G on M . We write (M,α) = IndGH(N,β). Note that α has full multiplicity if and only if β has
full multiplicity, which can be easily seen e.g. using Frobenius reciprocity.
Lemma 1.3. Assume G is a compact group and H ⊂ G is a closed subgroup. For F ∈ Z2(Gˆ;T)
and the corresponding action α of G on M =W ∗(Gˆ;F) the following conditions are equivalent:
(i) there exists a G-equivariant embedding of L∞(G/H) into the center of M ;
(ii) α is isomorphic to an action induced from H;
(iii)F is cohomologous to a cocycle induced from H.
Proof. (i)⇔(ii). This is proved in [47, Theorem 7]. We shall briefly present the argument, since it
will be partially used later. The implication (ii)⇒(i) is obvious. To prove the converse, consider the
weakly operator dense C∗-subalgebra A ⊂ M of G-continuous elements, that is, elements a ∈ M
such that the map G ∋ g 7→ αg(a) ∈M is norm-continuous. By assumption, A is a C(G/H)-algebra.
Let Ae be its fiber at H ∈ G/H, and πe : A → Ae be the quotient map. The action of H on A
defines an action of H on Ae. We have a G-equivariant embedding A →֒ C(G) ⊗ Ae = C(G;Ae),
a 7→ fa, fa(g) = πe(α
−1
g (a)). It can be checked that it is an isomorphism of A onto (C(G) ⊗ Ae)
H .
In particular, the action of H on Ae is ergodic. Therefore α is induced from the action of H on the
von Neumann algebra generated by Ae in the GNS-representation defined by the unique H-invariant
state on Ae.
(ii)⇔(iii). It suffices to show that if E ∈ Z2(Hˆ ;T), β is the corresponding action of H on
N = W ∗(Hˆ ; E), and (L, γ) = IndGH(N,β), then the cocycle defined by the action γ is cohomologous
to IndGH E . By the proof of Theorem 1.1 this is the case if and only if there exists a unitary
Θ ∈ L⊗¯W ∗(G) such that
(γg ⊗ ι)(Θ) = Θ(1⊗ λG(g)) and Θ12Θ13 = E23(ι⊗ ∆ˆ)(Θ),
where λG denotes the left regular representation of G. Let Ω ∈ N⊗¯W
∗(H) be such a unitary for the
action β of H on N , so
(βh ⊗ ι)(Ω) = Ω(1⊗ λH(h)) and Ω12Ω13 = E23(ι⊗ ∆ˆ)(Ω),
where λH denotes the left regular representation of H. Define
Θ ∈ L∞(G)⊗¯N⊗¯W ∗(G) = L∞(G;N⊗¯W ∗(G)) by Θ(g) = Ω(1⊗ λG(g
−1)).
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It is straightforward to check that Θ lies in (L∞(G)⊗¯N)H⊗¯W ∗(G) = L⊗¯W ∗(G) and has the right
properties. 
For any ergodic action of G on M , the action on the center Z(M) is ergodic, hence Z(M) ∼=
L∞(G/H) for a closed subgroup H ⊂ G. By the lemma above we conclude that a cocycle F cannot
be cohomologous to a cocycle induced from a proper subgroup if and only if W ∗(Gˆ;F) is a factor.
Such cocycles are called nondegenerate. As was observed already by Albeverio and Høegh-Krohn
in the preliminary version of [1], the study of ergodic actions is reduced to that of ergodic actions
on factors. We therefore have the following result; for finite groups and C∗-valued cocycles it was
proved by Movshev [34], Etingof and Gelaki [16] (see also [8]) and Davydov [10].
Theorem 1.4. Let G be a compact group. Then for any full multiplicity ergodic action α of G on a
von Neumann algebra M there exists a closed subgroup H ⊂ G and a full multiplicity ergodic action
β of H on a factor N such that (M,α) = IndGH(N,β). If (H˜, N˜ , β˜) is another such triple then there
exists an element g ∈ G such that gHg−1 = H˜ and the action β on N is isomorphic to the action
h 7→ β˜ghg−1 of H on N˜ .
Equivalently, for any cocycle F ∈ Z2(Gˆ;T) there exists a closed subgroup H of G and a nondegen-
erate cocycle E ∈ Z2(Hˆ;T) such that F is cohomologous to IndGH E. If (H˜, E˜) is another such pair
then there exists an element g ∈ G such that gHg−1 = H˜ and the cocycles E and (λg⊗λg)
−1E˜(λg⊗λg)
are cohomologous as cocycles on Hˆ.
Proof. As we have already remarked above, the center Z(M) can be identified with L∞(G/H).
Then by Lemma 1.3 the action α is induced from an action β of H on a von Neumann algebra N ,
and N is necessarily a factor, since otherwise the center of M , which contains (L∞(G)⊗¯Z(N))H ∼=
L∞(G/H)⊗¯Z(N), would be strictly larger than L∞(G/H).
To show uniqueness, as in the proof of Lemma 1.3 consider the C∗-subalgebra A ⊂ M of G-
continuous elements. Then if (M,α) = IndGH(N,β) with N a factor, the center of A is canonically
G-equivariantly isomorphic to C(G/H). Hence if (M,α) = IndG
H˜
(N˜ , β˜) with N˜ a factor for another
subgroup H˜, then the spaces G/H and G/H˜ are G-equivariantly homeomorphic, so H and H˜
are inner conjugate in G. It remains to show that the pair (N,β) is uniquely defined for a fixed
identification of the center ofM with L∞(G/H). Let B be the C∗-subalgebraB ⊂ N ofH-continuous
elements. Then by definition of induction, B is H-equivariantly isomorphic to the fiber Ae of the
C(G/H)-algebra A at the point H ∈ G/H. 
The set H2(Gˆ;T) can therefore be described as follows. Denote by S(G) the set of inner conjugacy
classes of closed subgroups of G. For every s ∈ S(G) choose a representative Gs. Then
H2(Gˆ;T) =
⊔
s∈S(G)
H2(Gˆs;T)
×/NG(Gs), (1.8)
where H2(Gˆs;T)
× ⊂ H2(Gˆs;T) is the subset of elements represented by nondegenerate cocycles,
and NG(Gs) is the normalizer of Gs in G. The action of NG(Gs) on Z
2(Gˆs;T) is defined by E 7→
(λg ⊗ λg)E(λg ⊗ λg)
−1.
For finite groups this can be formulated in a better way [34]. Assume a finite group G acts
ergodically with full multiplicity on a factor M . Then M = B(H) for a finite dimensional Hilbert
space H, and for dimension reasons dimH = |G|1/2. Then the action is implemented by a uniquely
defined projective unitary representation ρ : G → PU(H). Lift ρ to a map ρ˜ : G → U(H) and
consider the cocycle c ∈ Z2(G;T) defined by c(g, h) = ρ˜(g)ρ˜(h)ρ˜(gh)∗; note that the cohomology
class of c is uniquely defined by our action. Consider the twisted group C∗-algebra C∗(G; c) with
unitary generators ug, so that uguh = c(g, h)ugh. Define a ∗-homomorphism π : C
∗(G; c) → B(H)
by π(ug) = ρ˜(g). Then π(C
∗(G; c))′ = B(H)G = C1, so π : C∗(G; c) → B(H) is onto, hence it is
an isomorphism for dimension reasons. It follows that the action of G on B(H) we started with
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is isomorphic to the action of G on C∗(G; c) defined by g 7→ Adug, so the cocycle c completely
determines the action. Since C∗(G; c) is a factor, the cocycle c is nondegenerate in the usual sense:
for every g ∈ G, g 6= e, the character of the centralizer C(g) of g in G defined by C(g) ∋ h 7→
c(g, h)c(h, g)−1 is nontrivial. Denote byH2(G;T)× ⊂ H2(G;T) the subset of elements represented by
nondegenerate cocycles. We have therefore constructed an injective map H2(Gˆ;T)× → H2(G;T)×.
In fact, it is bijective: if c ∈ Z2(G;T) is a nondegenerate cocycle then C∗(G; c) is a factor, so the
action g 7→ Adug on it is ergodic, and for dimension reasons it has full multiplicity. Thus for any
finite group G equality (1.8) gives
H2(Gˆ;T) ∼=
⊔
s∈S(G)
H2(Gs;T)
×/NG(Gs). (1.9)
It is clear that even in the finite group case the computation of H2(Gˆ;T) using (1.8) or (1.9) for
any large class of groups is a daunting task, as it in particular involves classification up to inner
conjugacy of all subgroups of G supporting a nondegenerate cocycle. A finite group for which there is
a nondegenerate 2-cocycle is called a central type factor group (ctfg). We mention a few facts about
ctfgs, see e.g. [43] and references therein for more information. One immediate property of ctfgs is
that their orders are squares. An abelian group is a ctfg if and only if it has the form H ×H. Any
ctfg is solvable; this is a highly nontrivial result established using the classification of finite simple
groups. Any finite solvable group can be embedded into a ctfg. The lowest order for which there
exists a non-abelian ctfg is 16, and Z/2Z × D8 is probably the simplest example of such a group,
see [24], pages 146–147. Another concrete example of a non-abelian ctfg is Z/2Z × (Z/3Z ⋊ S3),
where S3 acts on Z/3Z by the sign of permutation, see [14, Example 4.3].
Turning to infinite compact groups, the question when such a group has a nondegenerate dual
cocycle, or equivalently, when G has an ergodic action of full multiplicity on an injective II1-factor,
is wide open. In view of infinitesimal considerations in [49] and [34], a concrete question one might
ask is whether a connected compact group with a nondegenerate dual cocycle is necessarily abelian.
A related question, posed in [22], is whether a compact simple group cannot have an ergodic action
on a II1-factor. The only results in this direction are the computations of Wassermann [49] showing
that for the groups SU(2)×SU(2) and SU(3) and their quotients, any dual cocycle is cohomologous
to one induced from a maximal torus. This in particular implies that these groups do not have
non-abelian subgroups with nondegenerate cocycles. Since any finite group embeds into SU(n) for
sufficiently large n, as the rank grows the situation clearly becomes more complicated.
It would also be interesting to give a description of H2(Gˆ;C∗). For finite groups the answer is
similar to (1.9): H2(Gˆ;C∗) ∼=
⊔
s∈S(G)H
2(Gs;C
∗)×/NG(Gs), see [34, 16, 10]. Since a C
∗-valued
2-cocycle on a finite group H is cohomologous to a cocycle with values in the group of roots of unity
of order |H|, it follows that the canonical map H2(Gˆ;T) → H2(Gˆ;C∗) is a bijection. This is no
longer true already for infinite abelian groups. Furthermore, the structure of non-unitary cocycles is
much more complicated. For example, as we mentioned above, any unitary dual cocycle on SU(3) is
cohomologous to one induced from a maximal torus, while the computations of Ohn [40] show that
there are non-unitary cocycles that cannot be obtained this way. This is apparently related to the
fact that the complexification GC of a compact Lie group G has many more Poisson-Lie structures
than the group G itself.
For a compact group G we called a cocycle F ∈ Z2(Gˆ;T) nondegenerate if W ∗(Gˆ;F) is a factor,
or equivalently, if F is not cohomologous to a cocycle induced from a proper subgroup. On the
other hand, if G is abelian, the usual definition of nondegeneracy is that the skew-symmetric form
Gˆ × Gˆ → T, (χ, ω) 7→ F(χ, ω)F(ω, χ), is nondegenerate. It is well-known that these are the same
conditions. For non-abelian groups there is a similar characterization of nondegeneracy, namely, the
following properties are equivalent:
(i) the cocycle F is nondegenerate;
(ii) the space {(ω ⊗ ι)(F21F
∗) | ω ∈W ∗(G)∗} is weakly operator dense in W
∗(G).
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This is proved in [48] and in a different way in [28]. The implication (ii)⇒(i) is straightforward,
since if F = (u⊗ u)(IndGH E)∆ˆ(u)
∗, then the space in (ii) is contained in uW ∗(H)u∗. On the other
hand, the implication (i)⇒(ii) is quite nontrivial. Below we will sketch a proof of it using ideas of
Wassermann [48, Theorem 12] and of Etingof and Gelaki [15, Theorem 2.2], [16, Theorem 3.1].
Let R = F21F
∗ and ∆ˆF = F∆ˆ(·)F
∗. Then (Ĉ[G], ∆ˆF ,R) is a triangular discrete Hopf ∗-algebra
in the terminology of Appendix B, where Ĉ[G] ⊂W ∗(G) is the algebra of matrix coefficients of finite
dimensional representations of G with convolution product. By Theorem B.1 and Remark B.2(i)
there exists a discrete Hopf ∗-subalgebra B ⊂ W ∗(G) (with respect to the comultiplication ∆ˆF )
such that for the von Neumann algebra N generated by B, we have R ∈ N⊗¯N and the space
{(ω ⊗ ι)(R) | ω ∈W ∗(G)∗} is weakly operator dense in N .
Consider now the braided C∗-tensor category C of nondegenerate finite dimensional representations
of B with braiding defined by the action of ΣR, where Σ is the flip. Since R21R = 1, the category C
is symmetric. It is also even in the sense of [35, Definition B.8]. Indeed, we have a symmetric unitary
tensor functor F : RepG→ C which on the level of objects and morphisms is simply the functor of
restriction of scalars fromW ∗(G) to B, while the tensor structure is given by the action of F∗. Since
RepG is even and every object in C is a subobject of an object in the image of F , we conclude that C
is also even. By the abstract reconstruction theorem of Doplicher and Roberts [11, 12] (see also [35]
for an alternative proof), it follows that C is equivalent to the symmetric tensor category RepH for
a compact group H. Composing such an equivalence with the forgetful functor C → Hilbf , we get
a unitary fiber functor F˜ : RepH → Hilbf . This functor is automatically dimension preserving by
Corollary A.6, hence, ignoring the tensor structure, is isomorphic to the forgetful functor. Fixing
such an isomorphism, the tensor structure on F˜ is defined by E∗ for a cocycle E ∈ Z2(Hˆ;T). It
follows that (N, ∆ˆF ,F21F
∗) is isomorphic to (W ∗(H), ∆ˆE , E21E
∗), see e.g. [37, Proposition 1.1] for
more details. Fix such an isomorphism α : W ∗(H)→ N .
The element (α ⊗ α)(E∗)F is a symmetric unitary 2-cocycle on Gˆ, hence it is the coboundary of
a unitary element u ∈ W ∗(G). Consider the cocycle G = (u∗ ⊗ u∗)F∆ˆ(u) cohomologous to F and
the ∗-homomorphism β = u∗α(·)u : W ∗(H) → W ∗(G). Since F∆ˆ(u) = (α ⊗ α)(E)(u ⊗ u), we have
(β ⊗ β)(E) = G. Since we also have (β ⊗ β)∆ˆE = ∆ˆGβ, it follows that β : W
∗(H)→W ∗(G) respects
the untwisted comultiplications, so β defines an embedding of H into G.
To summarize, we have shown that for any cocycle F ∈ Z2(Gˆ;T) there exists a closed subgroup H
of G and a unitary u ∈W ∗(G) such that G = (u∗⊗u∗)F∆ˆ(u) lies in W ∗(H)⊗¯W ∗(H) and the space
{(ω ⊗ ι)(F21F
∗) | ω ∈ W ∗(G)∗} is weakly operator dense in uW
∗(H)u∗. Assuming now that F
is nondegenerate, that is, F is not cohomologous to a cocycle induced from a proper subgroup,
we conclude that H = G, so the space {(ω ⊗ ι)(F21F
∗) | ω ∈ W ∗(G)∗} is weakly operator dense
in W ∗(G).
Although we will not need this, note that the first part of the above argument shows that
any triangular discrete Hopf ∗-algebra (A,∆,R) such that its C∗-tensor category of nondegener-
ate finite dimensional representations is even, is isomorphic to (Ĉ[H], ∆ˆE , E21E
∗) for a compact
group H and a cocycle E ∈ Z2(Hˆ;T). Using the full strength of the Doplicher-Roberts recon-
struction theorem we can similarly conclude that any triangular discrete Hopf ∗-algebra (A,∆,R)
is isomorphic to (Ĉ[H], ∆ˆE ,RkE21E
∗), where k is a central element of order 2 in H and Rk =
(1⊗1+k⊗1+1⊗k−k⊗k)/2. It follows that the square of the antipode S on A is the identity, see Re-
mark 1.2 above. A direct computation shows then that the C∗-tensor category of nondegenerate finite
dimensional representations of A is even if and only ifm(R) = 1, wherem : M(A⊗A)→M(A) is the
multiplication map; note that as a byproduct we conclude that m(E21E
∗) = 1 for any E ∈ Z2(Hˆ;T),
hence m(RkE21E
∗) = k if k ∈ H is central of order 2. The element m(R) is nothing else than the
Drinfeld element m(S⊗ ι)(R21), see [9, Proposition 4.2.3]. Indeed, using S
2 = ι, R21 = R
−1 and the
identity (S⊗ι)(R) = R−1, which holds in any quasitriangular Hopf algebra, we get R = (S⊗ι)(R21).
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2. Compact connected groups
In this section we will apply the general theory presented in the previous section to analyze a
particular class of dual cocycles on compact connected groups.
For a compact group G we say that a cocycle F ∈ Z2(Gˆ;T) is invariant if it commutes with
elements of the form λg ⊗ λg. Denote by Z
2
G(Gˆ;T) the set of invariant unitary 2-cocycles. It is
easy to see that if F and G are cocycles and F is invariant then FG and GF are again cocycles.
Furthermore, if F is an invariant cocycle then F∗ is also an invariant cocycle. Therefore Z2G(Gˆ;T)
is a group.
We say that two invariant cocycles F and G are cohomologous if there exists a central unitary
element u ∈ W ∗(G) such that F = (u ⊗ u)G∆ˆ(u)∗. Denote by H2G(Gˆ;T) the group of cohomology
classes of invariant unitary 2-cocycles.
We have an obvious map H2G(Gˆ;T) → H
2(Gˆ;T). To analyze when it is injective, consider the
group Autc(G) of automorphisms of G which preserve the inner conjugacy classes. Equivalently, an
automorphism α of G belongs to Autc(G) if and only if for any irreducible representation U of G
the representations U ◦ α and U are equivalent. The following result is essentially contained in the
proof of [48, Theorem 11], see also [19, Corollary 1.8].
Proposition 2.1. For a compact group G the following conditions are equivalent:
(i) the map H2G(Gˆ;T)→ H
2(Gˆ;T) is injective;
(ii) any symmetric invariant unitary 2-cocycle on Gˆ is the coboundary of a central unitary element;
(iii)Autc(G) = Inn(G).
Proof. (i)⇔(ii). Since any symmetric cocycle is a coboundary (of a not necessarily central element),
the implication (i)⇒(ii) is immediate. Conversely, assume (ii) holds and E and F are invariant
cocycles such that E = (u ⊗ u)F∆ˆ(u)∗ for a unitary u. Then by invariance of F we have EF∗ =
(u ⊗ u)∆ˆ(u)∗. Hence, by assumption, EF∗ is the coboundary of a central unitary element v, so E
and F define the same class in H2G(Gˆ;T).
(ii)⇔(iii). It is clear that elements of Autc(G) are exactly those automorphisms α of G that can
be implemented by unitaries u ∈ W ∗(G), that is, λα(g) = uλgu
∗. Furthermore, if u ∈ W ∗(G) is a
unitary such that u∗λ(G)u ⊂ λ(G), then u∗λ(G)u = λ(G) by [48, Lemma 28(2)]. Observe next that
u∗λ(G)u ⊂ λ(G) if and only if the cocycle (u ⊗ u)∆ˆ(u)∗ is invariant. Indeed, it is invariant if and
only if
(λgu⊗ λgu)∆ˆ(u)
∗ = (u⊗ u)∆ˆ(u)∗(λg ⊗ λg) = (u⊗ u)∆ˆ(u
∗λg),
equivalently, u∗λgu is group-like, that is, u
∗λ(G)u ⊂ λ(G).
Assume now that (ii) holds and α ∈ Autc(G). Then α is implemented by a unitary u ∈ W
∗(G).
The cocycle (u ⊗ u)∆ˆ(u)∗ is invariant, hence (u ⊗ u)∆ˆ(u)∗ = (v ⊗ v)∆ˆ(v)∗ for a central unitary
element v by assumption. Then v∗u is group-like, so that u = vλg for some g ∈ G, and therefore
α = Ad g.
Conversely, assume (iii) holds and F is a symmetric invariant cocycle. Then F = (u ⊗ u)∆ˆ(u)∗
for a unitary u. Since F is invariant, we have u∗λ(G)u = λ(G), so Adu defines an element α
of Autc(G). By assumption, α = Ad g for some g ∈ G. Then v = uλ
∗
g is a central unitary and
F = (v ⊗ v)∆ˆ(v)∗. 
The following result will play a key role in the computation of H2G(Gˆ;T).
Theorem 2.2. If G is a compact connected group then the equivalent conditions (i)-(iii) in Propo-
sition 2.1 are satisfied.
Proof. The fact that condition (iii) holds is presumably known to experts. It is e.g. proved in [32,
Corollary 2] and [48, Lemma 29(2)], the key point being that any automorphism of a compact
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connected semisimple Lie group which is trivial on a maximal torus, is inner. The theorem is also
proved by a different method in our paper [38], where condition (ii) is checked. This method works
also for q-deformations of compact connected Lie groups. To be more precise, the result in [38]
is formulated for simply connected semisimple Lie groups, but it is easy to extend it to arbitrary
compact connected groups. Indeed, with minor modifications the proof in [38] works for any compact
connected Lie group, basically one needs to replace the lattice of integral weights by the weight lattice.
For a general compact connected group G choose a decreasing net of closed normal subgroups Ni
such that ∩iNi = {e} and every quotient G/Ni has a faithful finite dimensional representation, so it
is a Lie group. Given a unitary symmetric invariant cocycle F on Gˆ consider the image Fi of F under
the homomorphism W ∗(G × G) → W ∗(G/Ni × G/Ni). Then Fi is a unitary symmetric invariant
cocycle on Ĝ/Ni, hence the coboundary of a central unitary element vi ∈ W
∗(G/Ni). Lift vi to a
central unitary element ui ∈W
∗(G). Let u be a weak operator limit point of the net {ui}i. Then u
is a central unitary element and F is the coboundary of u. 
For finite groups the following result is due to Etingof and Gelaki [17, Section 3] and Izumi and
Kosaki [23, Lemma 4.1]. A slightly weaker result was proved by Landstad [28, Proposition 4.9], see
also [27, 3B6].
Proposition 2.3. Let G be a compact group and F ∈ Z2(Gˆ;T) a cocycle such that the comulti-
plication ∆ˆF = F∆ˆ(·)F
∗ on W ∗(G) is cocommutative. Then there exists a closed normal abelian
subgroup A of G and a cocycle E ∈ Z2(Aˆ;T) such that
(i) F is cohomologous to IndGA E;
(ii) E is nondegenerate;
(iii)the class [E ] of E in H2(Aˆ;T) is G-invariant.
Furthermore, the pair (A, [E ]) is uniquely determined by these conditions. Conversely, if A is a
closed normal abelian subgroup of G and E ∈ Z2(Aˆ;T) is such that [E ] is G-invariant, then for the
cocycle F = IndGA E the comultiplication ∆ˆF is cocommutative.
Proof. By Theorem 1.4 there exists a closed subgroup A of G and a cocycle E ∈ Z2(Aˆ;T) such that
conditions (i) and (ii) are satisfied. Let G = IndGA E . Then the comultiplications ∆ˆG : W
∗(G) →
W ∗(G)⊗W ∗(G) and ∆ˆE : W
∗(A)→W ∗(A)⊗W ∗(A) are cocommutative.
Consider the R-matrix R = E21E
∗ for the comultiplication ∆ˆE , so in particular we have the
identity (∆ˆE ⊗ ι)(R) = R13R23. By nondegeneracy of E the space {(ω ⊗ ι)(R) | ω ∈ W
∗(A)∗} is
weakly operator dense in W ∗(A). Using cocommutativity of ∆ˆE , we have
R23R13 = (σ ⊗ ι)(R13R23) = (σ ⊗ ι)(∆ˆE ⊗ ι)(R) = (∆ˆE ⊗ ι)(R) = R13R23,
where σ is the flip. It follows that {(ω ⊗ ι)(R) | ω ∈ W ∗(A)∗} is a commutative algebra; see also
Remark B.2(ii) below. Hence the group A is abelian.
By cocommutativity of ∆ˆG the element E
∗E21 commutes with ∆ˆ(λg) for every g ∈ G. SinceW
∗(A)
is commutative, we have E∗E21 = E21E
∗ = R, so (Ad λg⊗Adλg)(R) = R. Using again nondegeneracy
of E we see that the subalgebra W ∗(A) ⊂ W ∗(G) is Adλg-invariant for every g ∈ G. Hence A is
normal in G.
Since A is abelian, two cocycles A and B in Z2(Aˆ;T) are cohomologous if and only if AB∗ is
symmetric, that is, A21A
∗ = B21B
∗. Since R = E21E
∗ is G-invariant, we conclude that the cocycles E
and (Adλg ⊗Adλg)(E) are cohomologous, that is, [E ] ∈ H
2(Aˆ;T) is G-invariant.
Finally, the uniqueness statement follows from that in Theorem 1.4.
Conversely, if F = IndGA E , A is normal abelian and [E ] is G-invariant, then E21E
∗ commutes with
λg ⊗ λg by G-invariance of [E ]. Since E21E
∗ = E∗E21, it follows that ∆ˆF is cocommutative. 
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Since for invariant cocycles F we have ∆ˆF = ∆ˆ, it follows that we get a map from H
2
G(Gˆ;T) into
the set of pairs (A, [E ]), where A is a closed normal abelian subgroup of G and [E ] ∈ H2(Aˆ;T)G.
For finite groups this map has been analyzed by Guillot and Kassel in [19, Section 4]. Rather than
trying to generalize their analysis to compact groups, we will be content with the following theorem,
which is the principal result of this section.
Theorem 2.4. For any compact connected group G we have
H2G(Gˆ;T)
∼= H2(Ẑ(G);T),
where Z(G) is the center of G.
Proof. Assume F ∈ Z2G(Gˆ;T). Then the twisted coproduct ∆ˆF coincides with ∆ˆ. Hence by Proposi-
tion 2.3 the cocycle F is cohomologous to a cocycle G induced from a closed normal abelian subgroup
A ⊂ G. Since G is connected, A is contained in the center of G, because the action of G on the dis-
crete group Aˆ can only be trivial. Thus G is induced from a cocycle on Ẑ(G). But any such cocycle
is invariant. Hence, by Proposition 2.1 and Theorem 2.2, F and G are cohomologous as invariant
cocycles. Therefore the homomorphism H2(Ẑ(G);T) → H2G(Gˆ;T), E 7→ Ind
G
Z(G) E , is surjective. It
is clearly injective, since a cocycle on Ẑ(G) is a coboundary if it is symmetric, and any coboundary
on Gˆ is symmetric. 
For a C∗-tensor category C denote by Aut⊗(C) the group of unitary C-linear monoidal autoequiv-
alences of C identified up to unitary monoidal natural isomorphism. Denote by Out(G) the group
Aut(G)/ Inn(G) of outer automorphisms of G.
Theorem 2.5. For any compact connected group G we have a canonical isomorphism
Aut⊗(RepG) ∼= H2(Ẑ(G);T)⋊Out(G).
Proof. We define a homomorphism γ : H2(Ẑ(G);T) ⋊ Out(G) → Aut⊗(RepG) as follows. For
α ∈ Aut(G) define an autoequivalence α˜ of RepG by letting α˜(πU ) = πU ◦ α
−1 for every unitary
representation πU : G→ B(HU), while the action of α˜ on morphisms, as well as the tensor structure
of α˜, are defined in the obvious way. Then denoting by [α] the class of α in Out(G), put γ([α]) to
be the class of α˜. On the other hand, for a unitary cocycle E on Ẑ(G), define an autoequivalence βE
which acts trivially on objects and morphisms, while the tensor structure is given by E∗ considered
as an element of W ∗(G)⊗¯W ∗(G). Then put γ([E ]) to be the class of βE . It is easy to see that γ is
well-defined and α˜ ◦ βE = β(α⊗α)(E) ◦ α˜, so γ is indeed a homomorphism.
If α˜ ◦ βE is naturally isomorphic to the identity functor then α acts trivially on the isomorphism
classes of irreducible representations, so α ∈ Autc(G). By Theorem 2.2 we have α ∈ Inn(G). It
follows that βE is naturally isomorphic to the identity functor, which is the same as saying that
IndGZ(G) E is a coboundary of a central element in W
∗(G). But the map H2(Ẑ(G);T) → H2G(Gˆ;T)
is injective, so E is a coboundary. Thus γ is injective.
To prove surjectivity, consider a monoidal autoequivalence F of RepG. It defines an automor-
phism of the fusion ring of G mapping irreducibles into irreducibles. By [32, Theorem 2] any such
automorphism is implemented by an automorphism of G. Thus replacing F by α˜ ◦ F for an appro-
priate α we may assume that F maps every representation to an equivalent one. Since RepG is
semisimple, F is monoidally isomorphic to a functor which acts trivially on objects and morphisms.
The tensor structure of the latter functor is defined by an invariant cocycle F on Gˆ. By Theorem 2.4
the cocycle F is cohomologous (as an invariant cocycle) to an induced cocycle IndGZ(G) E . Hence F
is monoidally isomorphic to βE . 
If C is a symmetric C∗-tensor category, denote by Aut⊗s (C) ⊂ Aut
⊗(C) the subgroup of symmetric
autoequivalences of C. Note that in the notation of the above proof, the functor α˜ ◦ βE is symmetric
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if and only if E is symmetric, hence a coboundary of a central element. Therefore Aut⊗s (RepG)
∼=
Out(G) for a compact connected group G. This result, however, follows from the general fact that a
compact group is completely determined by the symmetric tensor category of its finite dimensional
representations, see e.g. [35, Theorem B.6], which implies that Aut⊗s (RepG)
∼= Aut(G)/Autc(G) for
any compact group G. In particular, if G is a simply connected semisimple compact Lie group then
Aut⊗s (RepG) is isomorphic to the group of automorphisms of the based root datum of G.
Although a compact group is determined by its symmetric C∗-tensor category of finite dimensional
representations, this is not so if one forgets the symmetric structure. Two compact groups G1 and G2
are called monoidally equivalent if the C∗-tensor categories RepG1 and RepG2 are equivalent. In
the next section we will extend a result of Etingof and Gelaki [17] and Izumi and Kosaki [23] and
describe all pairs of monoidally equivalent compact separable groups. The situation is much simpler
when one of the groups is connected.
Theorem 2.6. Assume G is a compact connected group. Then any compact group which is mono-
idally equivalent to G, is isomorphic to G.
Proof. Assume a compact group G˜ is monoidally equivalent to G, so there exists a monoidal equiv-
alence E : RepG → Rep G˜. Consider the forgetful functors F : RepG → Hilbf and F˜ : Rep G˜ →
Hilbf . Since E is intrinsic dimension preserving, the fiber functor F˜ ◦ E : RepG→ Hilbf is dimen-
sion preserving, hence, ignoring the tensor structure, it is naturally isomorphic to F . Fixing such a
unitary isomorphism, the tensor structure of F˜ ◦E is defined by F∗, where F is a unitary 2-cocycle
on Gˆ. Identifying W ∗(G˜) with the subalgebra of natural transformations of F˜ ◦E, we conclude that
the Hopf-von Neumann algebra of G˜ is isomorphic to (W ∗(G), ∆ˆF ). The comultiplication ∆ˆF is
cocommutative, hence by Proposition 2.3, F is cohomologous to a cocycle G induced from a closed
normal abelian subgroup of G. But since G is connected, such a subgroup is contained in the center
of G, so that ∆ˆG = ∆ˆ. We thus see that the Hopf-von Neumann algebra of G˜ is isomorphic to
(W ∗(G), ∆ˆ), hence G˜ ∼= G. 
In fact, the result of McMullen [32] implies a stronger result: if the fusion rings of G and G˜
are isomorphic, via an isomorphism which maps irreducibles into irreducibles, and G is connected,
then G and G˜ are isomorphic. This is the case since isomorphism of fusion rings implies that G˜ is
connected as well, which, in turn, is true because a compact group is connected if and only if tensor
powers of any nontrivial irreducible representation contain infinitely many mutually inequivalent
irreducible subrepresentations, see e.g. [20, Theorem 28.21]. The point of Theorem 2.6, however, is
that as opposed to McMullen’s result it can be proved without using any structure theory of compact
groups.
3. Monoidally equivalent groups
In this section we will generalize results of Etingof and Gelaki [17, Theorem 1.3] and Izumi and
Kosaki [23, Section 4] and describe all pairs of monoidally equivalent compact separable groups.
Let K be a compact group acting by automorphisms on a compact abelian group A; let g.a denote
the action of g ∈ K on a ∈ A. Assume that both groups K and A are separable. Following [17] we
will define a homomorphism
τ : H2(Aˆ;T)K → H2(K;A),
where H2(K;A) denotes Moore cohomology with Borel cochains [33]. Let c˜ ∈ Z2(Aˆ;T) be a cocycle
such that it cohomology class c = [c˜] is K-invariant. For g ∈ K denote by c˜g the cocycle defined by
c˜g(ϕ,χ) = c˜(g−1ϕ, g−1χ), where (g−1ϕ)(a) = ϕ(g.a) for a ∈ A. By assumption the cocycles c˜ and c˜g
are cohomologous, so there exists a 1-cochain zg ∈ C
1(Aˆ;T) such that c˜ = c˜gdzg. Furthermore, the
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group C1(Aˆ;T) is compact and we may assume that the map K ∋ g 7→ zg ∈ C
1(Aˆ;T) is Borel.
Indeed, the subset
C := {(g, z) ∈ K × C1(Aˆ;T) | c˜ = c˜gdz} ⊂ K × C1(Aˆ;T)
is closed, so the projection C → K onto the first coordinate has a Borel section [25]. For g, h ∈ K
define
b˜(g, h) = zg(zh)
gz−1gh ∈ C
1(Aˆ;T),
where (zh)
g(ϕ) = zh(g
−1ϕ). Then b˜ is a C1(Aˆ;T)-valued Borel 2-cocycle on K. We have
d(b˜(g, h)) = dzg(dzh)
g(dzgh)
−1 = c˜(c˜g)−1c˜g(c˜gh)−1c˜−1c˜gh = 1,
so that b˜(g, h) ∈ A ⊂ C1(Aˆ;T). It is easy to check that the class b = [b˜] of b˜ in H2(K;A) depends
only on the class c ∈ H2(Aˆ;T)K . We put τ(c) = b.
It is clear that if the cocycle c˜ is itself K-invariant, then b˜ is trivial. In other words, the kernel
of τ contains the image of the canonical homomorphism H2K(Aˆ;T)→ H
2(Aˆ;T).
For b ∈ H2(K;A) denote by Gb the corresponding extension of K by A. Recall [30, 31, 33] that
one first defines Gb as a Borel group and then shows that it caries a unique topology making it a
compact group.
Theorem 3.1. Assume K and A are compact separable groups, A is abelian, and K acts on A
by automorphisms. Assume b1, b2 ∈ H
2(K;A) are such that b2b
−1
1 ∈ τ(H
2(Aˆ;T)K). Then the
groups Gb1 and Gb2 are monoidally equivalent. Any pair of monoidally equivalent compact separable
groups is obtained this way for appropriate K and A.
Proof. Let G1 and G2 be monoidally equivalent compact separable groups. As we have already
observed in the proof of Theorem 2.6, we can then identify (W ∗(G2), ∆ˆ2) with (W
∗(G1), (∆ˆ1)F )
for some F ∈ Z2(Gˆ1;T). By Proposition 2.3 we may further assume that F = Ind
G1
A E for a
closed normal abelian subgroup A ⊂ G1 and a nondegenerate cocycle E ∈ Z
2(Aˆ;T) such that the
cohomology class of E is G1-invariant.
Put K = G1/A. Let b1 ∈ H
2(K;A) be the element corresponding to the extension G1 of K
by A. Choose a Borel section s1 : K → G1 of the quotient map with s1(e) = e, and let b˜1(g, h) =
s1(g)s1(h)s1(gh)
−1, so b˜1 is a cocycle representing b1.
Since [E ] ∈ H2(Aˆ;T)G1 = H2(Aˆ;T)K , we can apply the above procedure and construct a cocycle
b˜ ∈ Z2(K;A) such that b˜(g, h) = zg(zh)
gz−1gh and E = E
gdzg; we may assume that ze = 1. We can
think of zg ∈ C
1(Aˆ;T) as a unitary element of W ∗(A) ⊂ W ∗(G1). To simplify the notation we will
also identify G1 with the group of group-like elements of (W
∗(G1), ∆ˆ1). Then we can write
b˜(g, h)zgh = zgs1(g)zhs1(g)
−1 in W ∗(G1) (3.1)
and
E = (s1(g) ⊗ s1(g))E(s1(g)⊗ s1(g))
−1(zg ⊗ zg)∆ˆ1(zg)
−1 = (zgs1(g)⊗ zgs1(g))E∆ˆ1(zgs1(g))
−1.
The last identity means that zgs1(g) is a group-like element for the twisted coproduct (∆ˆ1)E = ∆ˆ2,
so it is an element of G2 ⊂ W
∗(G1). We therefore get a Borel map s2 : K → G2, s2(g) = zgs1(g).
Note also that since ∆ˆ2 = ∆ˆ1 on W
∗(A), the group A is a subgroup of G2. Consider the cocycle
b˜2 = b˜b˜1 and put b2 = [b˜2] ∈ H
2(K;A). Define the group Gb2 using the cocycle b˜2. We have a
Borel map ϕ : Gb2 → G2, ϕ(ag) = as2(g) for a ∈ A and g ∈ K. By virtue of (3.1) it is a group
homomorphism. We claim that it is an isomorphism, hence an isomorphism of topological groups
(see e.g. [26, Theorem 9.10]).
Let us check first that ϕ is injective. Assume ϕ(ag) = 1 ∈ W ∗(G1), that is, azgs1(g) = 1. Then
zg ∈ G1 ∩W
∗(A) = A. Hence g = e, zg = ze = 1 and a = e.
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To prove surjectivity note that the above arguments imply that for every u ∈ G1 there exists
z ∈ W ∗(A) such that zu ∈ G2. But the roles of G1 and G2 are completely symmetric: since
(W ∗(G1), ∆ˆ1) = (W
∗(G2), (∆ˆ2)F∗), by the proof of Proposition 2.3 we conclude that A is normal
in G2 and the cohomology class [E ] is G2-invariant. Hence for every v ∈ G2 there exists z ∈W
∗(A)
such that zv ∈ G1. Assume zv = as1(g). Then zzgv = azgs1(g) = ϕ(ag). It follows that zzg ∈
G2 ∩W
∗(A) = A, and therefore v = ϕ((zzg)
−1ag).
Thus we have proved that G1 ∼= Gb1 , G2
∼= Gb2 and b2b
−1
1 = τ([E ]).
Conversely, assume G1 ∼= Gb1 , G2
∼= Gb2 and b2b
−1
1 = τ([E ]) for some E ∈ Z
2(Aˆ;T) such that [E ]
is K-invariant. Note that we do not assume that E is nondegenerate, but we may assume that
E = IndAB E0 for a uniquely defined K-invariant subgroup B ⊂ A and a nondegenerate cocycle
E0 ∈ Z
2(Bˆ;T), namely, B ⊂ A is the annihilator of the kernel of the skew-symmetric form E21E
∗.
Fix a Borel section s1 : K → G1 and let b˜1 ∈ Z
2(K;A) be the corresponding cocycle, so [b˜1] = b1.
Put F = IndG1A E . Consider the Hopf-von Neumann algebra (W
∗(G1), (∆ˆ1)F ). By Proposition 2.3
invariance of [E ] implies that (∆ˆ1)F is cocommutative. By the Tannaka-Krein reconstruction we
conclude that (W ∗(G1), (∆ˆ1)F ) = (W
∗(G), ∆ˆ) for a compact group G. The groups G1 and G are
monoidally equivalent, so to complete the proof it suffices to show that G2 ∼= G.
As above, let b˜ be a cocycle representing τ([E ]), so b˜(g, h) = zg(zh)
gz−1gh . Consider the cocycle
b˜2 = b˜b˜1. Then b˜2 corresponds to a Borel section s2 : K → G2. We have a Borel homomorphism
ϕ : G2 → G ⊂ W
∗(G1), ϕ(as2(g)) = azgs1(g). The same argument as before shows that ϕ is
injective, while to prove surjectivity it suffices to show that for every v ∈ G there exists z ∈W ∗(A)
such that zv ∈ G1. Furthermore, we know that the latter property would be satisfied if E were
nondegenerate. But by assumption E = IndAB E0 and E0 is nondegenerate, so for every v ∈ G there
exists z ∈W ∗(B) ⊂W ∗(A) such that zv ∈ G1. Hence ϕ is an isomorphism. 
Examples of nonisomorphic monoidally equivalent finite groups can be found in [17] and [23].
Appendix A. Amenability
Let C be a C∗-tensor category. Throughout the whole section we will assume that C is small,
strict and has subobjects, conjugates and irreducible unit 1, consult e.g. [29] for definitions.
A dimension function on C is a map d : Ob C → [1,+∞) such that
d(U) = d(V ) if U ∼= V, d(U ⊕ V ) = d(U) + d(V ), d(U ⊗ V ) = d(U)d(V ), d(U¯ ) = d(U).
Consider the fusion ring K(C) of C. Fix representatives Uj , j ∈ I, of isomorphism classes of simple
objects. Denote by e ∈ I the point corresponding to 1. Then we can think of K(C) as ⊕j∈IZj, with
multiplication given by
ij =
∑
k
mkijk, if Ui ⊗ Uj ≃
⊕
k
mkij Uk.
Define an involution j 7→ j¯ on I by Uj¯
∼= U¯j . Then we can say that a dimension function is a
homomorphism d : K(C)→ R such that
d(j) ≥ 1, d(j¯) = d(j).
There always exists at least one dimension function, namely, the intrinsic dimension di, see [29].
Let us briefy recall how it is defined. An object U¯ is called a conjugate of an object U if there exist
morphisms R : 1→ U¯ ⊗ U and R¯ : 1→ U ⊗ U¯ such that the compositions
U
ι⊗R
−−→ U ⊗ U¯ ⊗ U
R¯∗⊗ι
−−−→ U and U¯
ι⊗R¯
−−→ U¯ ⊗ U ⊗ U¯
R∗⊗ι
−−−→ U¯
are the identity maps. By assumption every object has a conjugate object. The latter is unique up
to isomorphism. The intrinsic dimension of U is then defined as
di(U) = min{‖R‖ · ‖R¯‖},
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where the minimum is taken over all possible morphisms R and R¯ as above.
For every j ∈ I denote by Λj the operator of multiplication by j on C ⊗Z K(C) = ⊕k∈ICk. The
following lemma, applied to γik = m
i
jk/d(j) = m
k
j¯i
/d(j) and si = ti = d(i), shows that it extends to
a bounded linear operator on ℓ2(I) and ‖Λj‖ ≤ d(j), where d is any dimension function on C.
Lemma A.1. Let Γ = (γik)i,k∈I be a matrix with nonnegative real coefficients. Assume there exists
a vector s = (si)i∈I such that si > 0 for all i ∈ I, the vector t = Γs is well-defined and Γ
′t ≤ s
coordinate-wise, where Γ′ is the transposed matrix. Then Γ defines a contraction on ℓ2(I).
Proof. Note that if ti = 0 for some i then γik = 0 for all k. Thus replacing zero by any strictly
positive number for every such i we get a vector t such that ti > 0 for all i, Γs ≤ t and Γ
′t ≤ s.
Then for vectors ξ = (ξi)i and ζ = (ζi)i in ℓ
2(I), using the Cauchy-Schwarz inequality we get
|(Γξ, ζ)| =
∣∣∣∣∣∣
∑
i,k
γikξkζ¯i
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
i,k
(
(γiktis
−1
k )
1/2ξk
)(
(γikskt
−1
i )
1/2ζ¯i
)∣∣∣∣∣∣
≤

∑
i,k
γiktis
−1
k |ξk|
2


1/2
∑
i,k
γikskt
−1
i |ζi|
2


1/2
≤ ‖ξ‖ ‖ζ‖,
so that ‖Γ‖ ≤ 1. 
Fix now a dimension function d on C. For a probability measure µ on I define a contraction λµ
on ℓ2(I) by
λµ =
∑
j∈I
µ(j)
d(j)
Λj.
We will write λj instead of λδj . If µ and ν are two probability measures then λµλν = λµ∗ν , where
(µ ∗ ν)(k) =
∑
i,j
mkij
d(k)
d(i)d(j)
µ(i)ν(j).
We will write µn for the n-th convolution power µ ∗ · · · ∗ µ of µ. For a measure µ denote by µˇ the
measure defined by µˇ(i) = µ(¯i). A probability measure µ on I is called symmetric if µˇ = µ, and it
is called nondegenerate if ∪n≥1 suppµ
n = I.
The following lemma is contained in [21, Theorem 4.1 and Proposition 4.8] and is an analogue of
known results for random walks on groups.
Lemma A.2. For a probability measure µ on I consider the following conditions:
(i) 1 ∈ Spλµ;
(ii) ‖λµ‖ = 1;
(iii)(µˇ ∗ µ)n(e)1/n → 1 as n→ +∞.
Then (i) ⇒ (ii) ⇔ (iii). If µ is symmetric then all three conditions are equivalent, and if they are
satisfied, there exists a sequence {ξn}n of unit vectors in ℓ
2(I) such that ‖λjξn−ξn‖ → 0 as n→ +∞
for all j ∈ ∪n≥1 suppµ
n; in particular, 1 ∈ Spλν for any probability measure ν such that supp ν is
contained in ∪n≥1 suppµ
n.
Proof. It is clear that (i)⇒(ii), and since (µˇ ∗ µ)n(e) = ((λ∗µλµ)
nδe, δe), that (iii)⇒(ii).
To show that (ii)⇒(iii), consider the unital C∗-algebra A generated by λ∗µλµ. By Lemma A.1 the
operators of multiplication by j ∈ I on the right on K(C) extend to bounded operators on ℓ2(I).
It follows that the vector δe is cyclic for the commutant A
′ of A, hence (· δe, δe) is a faithful state
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on A. From this we conclude that ‖λµ‖
2 is the least upper bound of the support of the measure ν
on Spλ∗µλµ defined by the state (· δe, δe). Since
((λ∗µλµ)
nδe, δe) =
∫
tn dν(t) for all n ≥ 0,
it is easy to see that this upper bound is equal to
lim
n→+∞
((λ∗µλµ)
nδe, δe)
1/n = lim
n→+∞
(µˇ ∗ µ)n(e)1/n.
Hence (ii)⇒(iii).
Next assume that µ is symmetric and condition (ii) is satisfied. Since λµ is self-adjoint and ‖λµ‖ =
1, there exists a sequence of unit vectors ζn ∈ ℓ
2(I) such that |(λµζn, ζn)| → 1. Consider the unit
vectors ξn = |ζn|. Since the matrix λµ has nonnegative coefficients, we have (λµξn, ξn) ≥ |(λµζn, ζn)|.
Hence (λµξn, ξn)→ 1, and therefore 1 ∈ Spλµ.
Since λµ is a convex combination of the operators λj , we also see that (λjξn, ξn) → 1 for every
j ∈ suppµ. Since λj is a contraction, this implies that ‖λjξn − ξn‖ → 0. Since ‖λ
k
µξn − ξn‖ → 0 for
all k ≥ 1, we similarly conclude that ‖λjξn − ξn‖ → 0 for every j ∈ suppµ
k. 
We thus see that for a fixed dimension function d on C the following conditions are equivalent:
(i) 1 ∈ Spλµ for every probability measure µ;
(ii) ‖λµ‖ = 1 for every probability measure µ;
(iii) (µˇ ∗ µ)n(e)1/n → 1 as n→ +∞ for every probability measure µ.
Furthermore, it suffices to check any of these conditions for a net {µα}α of symmetric probability
measures such that the sets ∪n≥1 suppµ
n
α increase with α and their union is I; in particular, if I
is countable, it suffices to consider one nondegenerate symmetric probability measure. If the above
conditions are satisfied, following Hiai and Izumi [21] we say that the pair (K(C), d) is amenable.
See [21, Section 4] for other equivalent characterizations of amenability.
We will say that the category C is amenable if (K(C), di) is amenable, where di is the in-
trinsic dimension function. For an object U ∼= ⊕jnjUj consider the probability measure µ =
di(U)
−1
∑
j njdi(Uj)δj . The condition ‖λµ‖ = 1 was discussed by Longo and Roberts in [29, Sec-
tion 3] as a possible definition of amenability of the object U . Thus C is amenable if and only if
every object is amenable.
Proposition A.3. Let d be a dimension function on a C∗-tensor category C such that (K(C), d) is
amenable. Then d(j) = ‖Λj‖ = ‖(m
i
jk)i,k‖ for every j ∈ I, and for any other dimension function d
′
on C we have d′ ≥ d.
Proof. For (K(C), d) to be amenable, at the very least we need the condition ‖λj‖ = 1 to be satisfied
for every j ∈ I, but it means exactly that d(j) = ‖Λj‖. The second statement follows from the
inequality ‖Λj‖ ≤ d
′(j), which holds for any dimension function d′. 
In view of the above proposition it is natural to ask whether the map j 7→ ‖Λj‖ always defines a
dimension function; see [18, Theorem 8.2] for a solution of a similar problem for fusion categories.
If C is finite (that is, I is finite) then any dimension function is amenable, since the vector
(d(j))j∈I ∈ ℓ
2(I) is an eigenvector of λµ with eigenvalue 1 for every probability measure µ. It follows
that C has only one dimension function, the intrinsic dimension. This can also be easily seen from the
Perron-Frobenius theorem [29, 18]. Without the finiteness assumption there is at least the following
result, mentioned in [29, Section 3].
Proposition A.4. Let C and C′ be C∗-tensor categories and F : C → C′ be a unitary tensor functor.
Assume C is amenable. Then di(F (U)) = di(U) for every object U in C.
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Proof. Consider the dimension function d = di ◦ F on C. By definition of intrinsic dimension it is
clear that d ≤ di. On the other hand, di is the smallest dimension function on C by amenability.
Hence d = di. 
We will next explore the relation between amenability of fusion rings and amenability of quantum
groups. Let G be a compact quantum group [50], and (C[G],∆) be the Hopf ∗-algebra of matrix
coefficients of finite dimensional corepresentations of G. Denote by Cu(G) the universal envelop-
ing C∗-algebra of C[G]. Let h be the Haar state on Cu(G), and πh : Cu(G) → B(L
2(G)) be the
corresponding GNS-representation with cyclic vector ξh. Put Cr(G) = πh(Cu(G)).
The following result is essentially due to Banica [2, Section 6], with the key idea attributed in [2]
to Skandalis; see also [5].
Theorem A.5. For a compact quantum group G the following conditions are equivalent:
(i) the fusion ring of G with the classical dimension function dim is amenable;
(ii) the counit ε : C[G]→ C extends to a character of Cr(G);
(iii)the map πh : Cu(G)→ Cr(G) is an isomorphism.
If these conditions are satisfied, the quantum group G is called coamenable. See [44], [4] and
references therein for other equivalent definitions. We stress that this is not the same as amenability
of the category RepG of finite dimensional corepresentations of G, since coamenability refers to
classical dimension and not intrinsic dimension. The two notions of dimension coincide if and only
if G is of Kac type.
Proof of Theorem A.5. We will first give an equivalent formulation of condition (i). Let U ∈
B(HU)⊗C[G] be a finite dimensional unitary corepresentation of G: (ι⊗∆)(U) = U12U13. Define the
character of U by χ(U) = (Tr⊗πh)(U) ∈ Cr(G). We claim that (i) is equivalent to dimU ∈ Spχ(U)
for every U .
To see this, consider the closure A of the linear span of the operators χ(U) in Cr(G). This is a
unital C∗-algebra: χ(U)∗ = χ(U¯) and χ(U)χ(V ) = χ(U × V ), where U × V = U13V23 is the tensor
product of the corepresentations U and V . Put H = Aξh ⊂ L
2(G). Since the Haar state is faithful
on Cr(G), we have dimU ∈ Spχ(U) if and only if dimU ∈ Sp(χ(U)|H).
Choose representatives Uj , j ∈ I, of isomorphism classes of irreducible unitary corepresentations
of G. By the orthogonality relations the map T : ℓ2(I) → H, Tδj = χ(Uj)ξh, is a unitary iso-
morphism. Furthermore, if U ∼= ⊕jnjUj and µ = (dimU)
−1
∑
j nj(dimUj)δj then T
∗χ(U)T =
(dimU)λµ. Therefore 1 ∈ Spλµ if and only if dimU ∈ Spχ(U), and our equivalent formulation
of (i) is proved.
(i)⇔(ii). Assume (ii) holds. Then ε(χ(U)) = dimU as (ι ⊗ ε)(U) = 1, and since ε is a character
of the C∗-algebra Cr(G), it follows that dimU ∈ Spχ(U).
Assume (i) holds. Let U be a self-conjugate unitary corepresentation. Since dimU ∈ Spχ(U)
and χ(U) is self-adjoint, there exists a state ω on Cr(G) such that ω(χ(U)) = dimU . Since the
inequality ‖χ(V )‖ ≤ dimV holds for any corepresentation V , we conclude that ω(χ(V )) = dimV
for any subcorepresentation V of U . Choosing an increasing net of self-conjugate unitary corepre-
sentations and taking a weak∗ limit point of the corresponding states ω, we get a state ν on Cr(G)
such that ν(χ(V )) = dimV for any V . For every V , the operator X = (ι ⊗ ν)(V ) ∈ B(HV ) has
the properties ‖X‖ ≤ 1 and TrX = dimHV , which is possible only when X = 1. Hence ν is an
extension of the counit ε on C[G].
(ii)⇔(iii). The implication (iii)⇒(ii) is obvious, as the counit is well-defined on Cu(G). To
prove that (ii)⇒(iii), observe that the comultiplication ∆: C[G] → C[G] ⊗ C[G] extends to a
∗-homomorphism α : Cr(G) → Cr(G) ⊗ Cu(G). Indeed, α is implemented by the right regular
corepresentation W ∈ M(K(L2(G) ⊗ Cu(G))) of G, that is, α(a) = W (a ⊗ 1)W
∗ for a ∈ Cr(G)
and W is defined by W (πh(b)ξh ⊗ c) = (πh ⊗ ι)(∆(b))(ξh ⊗ c) for b ∈ C[G] and c ∈ Cu(G). Then
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ρ = (ε ⊗ ι)α : Cr(G) → Cu(G) is a unital ∗-homomorphism such that ρ(πh(a)) = a for a ∈ C[G].
Hence ρ is the inverse of πh : Cu(G)→ Cr(G). 
Corollary A.6. Any compact group G is coamenable. In particular, if F : RepG → Hilbf is a
unitary fiber functor, then dimF (U) = dimU for any U .
Proof. Clearly, Cr(G) = C(G) and the counit ε : C(G) → C is well-defined: it is the evaluation at
e ∈ G. Therefore RepG is amenable, so from Proposition A.4 we get the second statement. 
The statement that any unitary fiber functor on RepG is dimension preserving can also be deduced
by other methods. For example, from the ergodic actions point of view it is equivalent to the fact
that the notions of full multiplicity and full quantum multiplicity [6] coincide for compact groups.
Without the unitarity assumption the result is not true already for G = SU(2) [7]. Note also that
by [21, Example 7.6] for compact Lie groups one has a stronger result than amenability of RepG:
the fusion ring of G has polynomial growth.
Turning to genuine quantum groups we get the following result [2, 3].
Corollary A.7. The Drinfeld-Jimbo q-deformation Gq (q > 0) of any simply connected semisimple
compact Lie group G is coamenable.
Proof. For q = 1 the result is true by the previous corollary. On the other hand, it is well-known
that the fusion ring of Gq together with the classical dimension function do not depend on q. 
Appendix B. Minimal Hopf subalgebras
The goal of this appendix is to prove an analogue of Radford’s theorem [42] on minimal Hopf
subalgebras of quasitriangular Hopf algebras for compact quantum groups. It will be more convenient
to formulate the result in the equivalent language of discrete Hopf ∗-algebras [45, 37]. Recall briefly
that this means that we consider ∗-algebras A of the form ⊕jB(Hj) and the comultiplication is
a nondegenerate ∗-homomorphism ∆: A → M(A ⊗ A) =
∏
j,kB(Hj) ⊗ B(Hk). A discrete Hopf
∗-algebra A is called quasitriangular if we are given an invertible element R ∈M(A⊗A) such that
∆op = R∆(·)R−1, (∆⊗ ι)(R) = R13R23, (ι⊗∆)(R) = R13R12 and R
∗ = R21.
Denote by Aˆ the dual Hopf ∗-algebra ⊕jB(Hj)
∗ ⊂ M(A)∗ with product (ωη)(a) = (ω ⊗ η)∆(a),
comultiplication ∆ˆ(ω)(a ⊗ b) = ω(ab) and involution ω∗(a) = ω(S(a)∗), where S is the antipode
on A.
Theorem B.1. Let A be a quasitriangular discrete Hopf ∗-algebra with R-matrix R. Then there
exists a discrete Hopf ∗-subalgebra B ⊂ M(A) sitting in M(A) nondegenerately (that is, BA = A)
such that R ∈ M(B ⊗ B) and the linear span UR of elements of the form (ω ⊗ ι)(R)(ι ⊗ η)(R),
ω, η ∈ Aˆ, is a σ(M(A), Aˆ)-dense Hopf ∗-subalgebra of M(B).
Proof. We start by proving that UR is a Hopf ∗-algebra. The identities (∆ ⊗ ι)(R) = R13R23,
(ι ⊗ ∆)(R) = R13R12 and (S ⊗ S)(R) = R show that the map Aˆ
cop ∋ ω 7→ (ω ⊗ ι)(R) ∈ M(A)
is a Hopf algebra homomorphism, so its image Ul is a Hopf algebra. Similarly the map Aˆ
op ∋
η 7→ (ι ⊗ η)(R) ∈ M(A) is a Hopf algebra homomorphism, so its image Ur is also a Hopf algebra.
Therefore to show that UR = UlUr is a Hopf algebra we just have to check that UrUl ⊂ UlUr. This
is a consequence of the Yang-Baxter equation R12R13R23 = R23R13R12. Indeed, denote by R˜ the
R-matrix R considered as an element ofM(A⊗Aop). Then the Yang-Baxter equation can be written
as
R12R˜23R˜13 = R˜13R˜23R12 in M(A⊗A⊗A
op),
and flipping the second and the third factor we get
R13R˜32R˜12 = R˜12R˜32R13 in M(A⊗A
op ⊗A).
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Observe next that since (ι ⊗ S−1)(R) = R−1 and S−1 : Aop → A is an algebra isomorphism, the
element R˜ is invertible with inverse (ι⊗ S)(R˜). Therefore we can write R˜32R13 = R˜
−1
12 R13R˜32R˜12.
Applying ω ⊗ η ⊗ ι to this identity and writing (ω ⊗ η)(R˜−112 · R˜12) as
∑
i ωi ⊗ ηi, we get
(ι⊗ η)(R)(ω ⊗ ι)(R) = (ω ⊗ η ⊗ ι)(R˜32R13) =
∑
i
(ωi ⊗ ηi ⊗ ι)(R13R˜32)
=
∑
i
(ωi ⊗ ι)(R)(ι ⊗ ηi)(R).
Thus UR is a Hopf algebra. Finally, to see that it is a ∗-algebra, note that since R
∗ = R21, we have
x ∈ Ul if and only if x
∗ ∈ Ur.
LetM ⊂M(A) be the von Neumann algebra generated by A, that is, if we identify the ∗-algebra A
with ⊕j∈IB(Hj), then M is the ℓ
∞-direct sum of the C∗-algebras B(Hj). Let N ⊂ M be the von
Neumann subalgebra consisting of elements x ∈M such that π(x) ∈ π(UR) for every nondegenerate
finite dimensional representation π : A → B(K). Then π(N) = π(UR) for every π. Indeed, for
every finite subset α ⊂ I consider the representation πα of A on ⊕j∈αHj. Let β be such that π is
quasi-equivalent to πβ. For every α ⊃ β denote by ρα the projection ⊕j∈αB(Hj) → ⊕j∈βB(Hj).
Let a ∈ πβ(UR). For every α ⊃ β choose aα ∈ πα(UR) such that ρα(aα) = a and ‖aα‖ = ‖a‖. Then
choose xα ∈M such that πα(xα) = aα and ‖xα‖ = ‖aα‖ = ‖a‖. Take a weak operator limit point x
of the net {xα}α. Then x ∈ N and πβ(x) = a.
Since M is a finite discrete von Neumann algebra, N is also finite and discrete, so N is the ℓ∞-
direct sum of full matrix algebras Bk. Put B = ⊕kBk ⊂ N . We claim that ∆(B) ⊂ N⊗¯N . To
show this, it suffices to check that (πα ⊗ πβ)∆(N) ⊂ πα(UR)⊗ πβ(UR) for any finite α, β ⊂ I. The
representation (πα ⊗ πβ)∆ is quasi-equivalent to πγ for some γ. Since πγ(N) = πγ(UR), it follows
that (πα⊗πβ)∆(N) = (πα⊗πβ)∆(UR), and since ∆(UR) ⊂ UR⊗UR, our claim is proved. Similarly
one checks that S(B) = B. Hence B is indeed a discrete Hopf ∗-subalgebra ofM(A). It sits inM(A)
nondegenerately, since N contains the unit of M .
Since πα(N) = πα(UR) for all finite α, it is clear that UR is contained in the algebra of closed
densely defined operators affiliated with N , that is, UR ⊂ M(B), and UR is σ(M(A), Aˆ)-dense
in M(B). Finally, since (πα ⊗ πβ)(R) ∈ πα(UR) ⊗ πβ(UR) for all finite α and β, the operator R is
affiliated with N⊗¯N , so R ∈M(B ⊗B). 
Remark B.2.
(i) If R is unitary, in which case we say that A is a triangular discrete Hopf ∗-algebra, then the
identities (S ⊗ ι)(R) = R∗ = R21 imply that Ul = Ur, so in this case
UR = {(ω ⊗ ι)(R) | ω ∈ Aˆ} = {(ι⊗ η)(R) | η ∈ Aˆ},
and the homomorphisms Aˆcop ∋ ω 7→ (ω ⊗ ι)(R) ∈ M(A) and Aˆop ∋ η 7→ (ι ⊗ η)(R) ∈ M(A) are
∗-preserving.
(ii) If A is commutative or cocommutative then B is both commutative and cocommutative, so
B ∼= Ĉ[G] for a compact abelian group G. Indeed, if A is commutative (resp., cocommutative) then Aˆ
is cocommutative (resp., commutative), so that Ul and Ur are both commutative and cocommutative;
see also the proof of Proposition 2.3. Therefore we just have to show that if A is cocommutative
then Ul and Ur commute with each other. To see this, note that commutativity of Ul and Ur means
that R13 commutes withR12 and R23. The Yang-Baxter equation R12R13R23 = R23R13R12 implies
then that R12 and R23 also commute. This means exactly that Ul and Ur commute with each other.
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