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Abstract
Over the last two decades, we have witnessed a massive explosion of our data collection abilities
and the birth of a “big data” age. This has led to an enormous interest in statistical inference of
a new type of complex data structure, a graph or network. The surge in interdisciplinary interest
on statistical analysis of network data has been driven by applications in Neuroscience, Genetics,
Social sciences, Computer science, Economics and Marketing. A network consists of a set of nodes
or vertices, representing a set of entities, and a set of edges, representing the relations or interactions
among the entities. Networks are flexible frameworks that can model many complex systems.
In the majority of the network examples dealt with in the literature, the relations between
nodes are assumed to be of the same type such as web page linkage, friendship, co-authorship or
protein-protein interaction. However, the complex networks in many modern applications are often
multi-layered in the sense that they consist of multiple types of edges/relations among a group of
entities. Each of those different types of relations can be viewed as creating its own network,
called a layer of the multi-layer network. Multi-layer networks are a more accurate representation
of many complex systems since many entities in those systems are involved simultaneously in
multiple interactions. In this dissertation we view multi-layer networks in the broad sense that
includes multiple types of relations as well as multiple information sources on the same set of nodes
(e.g., multiple trials or multiple subjects).
The problem of detecting communities or clusters of nodes in a network has received considerable
attention in literature. As with uni-layer networks, community detection is an important task in
multi-layer networks. This dissertation aims to develop new methods and theory for community
detection in both uni-layer and multi-layer networks that can be used to answer scientific questions
from experimental data.
For community detection in uni and multi-layer graphs, we take three approaches- (1) based on
ii
statistical random graph models, (2) based on maximizing quality functions, e.g., the modularity
score and (3) based on spectral and matrix factorization methods.
In Chapter 2 we consider two random graph models for community detection in multi-layer
networks, the multi-layer stochastic blockmodel (MLSBM) and a model with a restricted parameter
space, the restricted multi-layer stochastic blockmodel (RMLSBM). We derive consistency results
for community assignments of the maximum likelihood estimators (MLEs) in both models where
MLSBM is assumed to be the true model, and either the number of nodes or the number of types
of edges or both grow. We compared MLEs in the two models among themselves and with other
baseline approaches both theoretically and through simulations. We also derived minimax error
rates and thresholds for achieving consistency of community detection in MLSBM, which were then
used to show the advantage of the multi-layer model over a traditional alternative, the aggregate
stochastic block model. In simulations RMLSBM is shown to have advantage over MLSBM when
either the growth rate of the number of communities is high or the growth rate of the average
degree of the component graphs in the multi-graph is low.
A popular method of community detection in uni-layer networks is maximization of a partition
quality function called modularity. In Chapter 3 we introduce several multi-layer network modu-
larity measures based on different random graph null models, motivated by empirical observations
from a diverse field of applications. In particular, we derived different modularities by defining the
multi-layer configuration model, the multi-layer expected degree model and their various modifi-
cations as null models for multi-layer networks. These measures are then optimized to detect the
optimal community assignment of nodes. We apply the methods to five real multi-layer networks
- three social networks from the website Twitter, a complete neuronal network of a nematode,
C-elegans and a classroom friendship network of 7th-grade students.
In Chapter 4 we present a method based on the orthogonal symmetric non-negative matrix
tri-factorization of the normalized Laplacian matrix for community detection in complex networks.
While the exact factorization of a given order may not exist and is NP hard to compute, we obtain
an approximate factorization by solving an optimization problem. We establish the connection
of the factors obtained through the factorization to a non-negative basis of an invariant subspace
of the estimated matrix, drawing parallel with the spectral clustering. Using such factorization
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for clustering in networks is motivated by analyzing a block-diagonal Laplacian matrix with the
blocks representing the connected components of a graph. The method is shown to be consistent for
community detection in graphs generated from the stochastic block model and the degree corrected
stochastic block model. Simulation results and real data analysis show the effectiveness of these
methods under a wide variety of situations, including sparse and highly heterogeneous graphs where
the usual spectral clustering is known to fail. Our method also performs better than the state of
the art in popular benchmark network datasets, e.g., the political web blogs and the karate club
data.
In Chapter 5 we once again consider the problem of estimating a consensus community structure
by combining information from multiple layers of a multi-layer network or multiple snapshots of
a time-varying network. Numerous methods have been proposed in the literature for the more
general problem of multi-view clustering in the past decade based on the spectral clustering or a
low-rank matrix factorization. As a general theme, these “intermediate fusion” methods involve
obtaining a low column rank matrix by optimizing an objective function and then using the columns
of the matrix for clustering. Such methods can be adapted for community detection in multi-layer
networks with minimal modifications. However, the theoretical properties of these methods remain
largely unexplored and most authors have relied on performance in synthetic and real data to
assess the goodness of the procedures. In the absence of statistical guarantees on the objective
functions, it is difficult to determine if the algorithms optimizing the objective will return a good
community structure. We apply some of these methods for consensus community detection in multi-
layer networks and investigate the consistency properties of the global optimizer of the objective
functions under the multi-layer stochastic blockmodel. We derive several new asymptotic results
showing consistency of the intermediate fusion techniques along with the spectral clustering of
mean adjacency matrix under a high dimensional setup where both the number of nodes and the
number of layers of the multi-layer graph grow. We complement the asymptotic analysis with a
thorough numerical study to compare the finite sample performance of the methods.
Motivated by multi-subject and multi-trial experiments in neuroimaging studies, in Chapter 6
we develop a modeling framework for joint community detection in a group of related networks.
The proposed model, which we call the random effects stochastic block model facilitates the study
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of group differences and subject specific variations in the community structure. In contrast to the
previously proposed multi-layer stochastic block models, our model allows community memberships
of nodes to vary in each component network or layer with a transition probability matrix, thus
modeling the variation in community structure across a group of subjects or trials. We propose
two methods to estimate the parameters of the model, a variational-EM algorithm and two non-
parametric “two-step” methods based on spectral and matrix factorization respectively. We also
develop several hypothesis tests with p-values obtained through resampling (permutation test) for
differences in community structure in two groups of subjects both at the whole network level and
node level. The methodology is applied to publicly available fMRI datasets from multi-subject
experiments involving schizophrenia patients along with healthy controls. Our methods reveal
an overall putative community structure representative of the groups as well as subject-specific
variations within each group. Using our network level hypothesis tests we are able to ascertain
statistically significant difference in community structure between the two groups, while our node
level tests help determine the nodes that are driving the difference.
v
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Chapter 1
Introduction
Over the last decade, relational data has become ubiquitous in all forms of human activities. In
many applications of statistics and machine learning, one encounters relational data where the
entities are represented as nodes or vertices and the relations or interactions between the entities
as edges of a graph. Applications of such graphs or networks include many information systems
such as social networks, World Wide Web, user information databases in e-commerce, metabolic
networks, gene regulatory networks, protein-protein interaction networks, neuronal networks and
food web. Some examples of networks are presented in Figure 1.1.
1.1 Multi-layer networks
In majority of the cases dealt with in the literature, the relations are assumed to be of the same
type such as web page linkage, friendship, co-authorship and protein-protein interaction. How-
ever in modern complex relational databases and networks, we often have information regarding
relationships of multiple types among the nodes. Such multi-relational data can be represented as
multi-layer graphs where multiple types of edges represent the relations and the set of vertices/nodes
Figure 1.1: Networks: (a) Friendship patterns in a karate club (Zachary, 1977); (b) Hyperlinks
between political blogs (Adamic and Glance, 2005); (c) Electrical synapses in the nervous system
of C-elegans; (d) Functional connectivity network of brain regions from AAL Atlas measure through
fMRI.
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represents the entities [75].
Each of those different types of relation can be viewed as creating its own network, called
a “layer” of the multi-layer network. Multi-layer networks are a more accurate representation
of many complex systems since many entities in those systems are involved simultaneously in
multiple networks. This means each of the individual network carries only partial information
about the interactions among the entities and full information is available only through the multi-
layer networked system [134, 120]. We will consider a number of such inherently multi-plex networks
as real world examples in this thesis. In the social networking website Twitter, users can engage
in various types of interactions with other users, e.g “mention”, “follow”, “retweet” etc. [63,
120]. Although, the individual network layers created by these relationships are structurally highly
related, they represent different facets of user behavior and ignoring the differences might lead to
spurious conclusions. In another example from biology, the neural network of a small organism,
Caenorhabditis elegans, consist of neurons which are connected to each other by two types of
connections, a synaptic (chemical) link and an ionic (electrical) link. The two types of links have
markedly different dynamics and hence should be treated as two separate layers of a network instead
of fusing together into a single network [21]. See [82, 21, 117] for more examples and discussions
of multi-layer networks.
We assume that such networks have an implicit community structure and different observed
layers manifest that underlying structure with varying amount of information and noise. As an
example of a network where such an assumption is reasonable, we analyze a twitter network of
British Members of Parliament (see Figure 1.2) where the underlying communities are based on
their party memberships and the three observed layers, “mentions”, “follows” and “’re-tweets”
manifest that structure in varying proportions. In such cases the multi-layer graph is a more
accurate representation of the underlying similarity of the objects and each layer can provide only
“partial” information about the data [134]. The goal in such cases would be to correctly identify
the underlying set of communities combining information from all three layers.
Earlier approaches towards multi-relational data or multi-layer graph clustering suffer from the
deficiency that they either cluster each graph independently and combine the results, or aggregate
the graphs and cluster the aggregated graph. These approaches fail to take into account the de-
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(a) Mention (b) Follows (c) Re-tweets
Figure 1.2: A 3-layer twitter network of British MPs. The nodes are colored according to an
underlying community structure: the party memberships.
pendency among the different layers, in particular the correlation among different types of edges
that share the same pair of nodes. Moreover, the multiple network layers can have different charac-
teristics in terms of sparsity and noise. Some layers may be dense but may carry little worthwhile
information, whereas some layers may be extremely sparse but may carry valuable information.
The aggregation process of graphs could lose the intrinsic heterogeneity of the network layers.
Here we attempt to address the problem of how to efficiently cluster the nodes or entities in a
network taking into account all types of layers or relations among them. Several approaches have
been recently proposed in the literature for this purpose. Among them are approaches based on
collective or joint matrix factorization [116, 154, 134], non-parametric Bayesian models and latent
factor models [75], extensions of spectral clustering [44] and modularity [111] to multi-layer graphs.
However there is a lack of statistical analysis of the properties of those methods.
1.2 Community structure in uni-layer and multi-layer networks
One of the most important and widely investigated learning goals in an information network is
clustering the entities on the basis of the relationships between them into densely connected subsets
called “communities”. A community is often defined as a group of nodes which are more “similar”
to each other as compared to the rest of the network. A common notion of such similarity is
structural similarity, whereby a community of nodes are more densely connected among themselves
than they are to the rest of the network. From a probabilistic point of view, communities can be
thought of as groups of vertices which are more likely to be connected to each other compared
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Figure 1.3: Political Blogs data: Nodes grouped according to communities detected
to the rest of the graph, i.e., the probability of having an edge between two vertices belonging
to the same group is higher than that of having an edge between vertices belonging to different
communities. Consequently we would observe the number of intra community edges to be higher
than inter community edges. The problem of community detection is to identify such groups or
modules among the nodes such that when the nodes are ordered by their groups the adjacency
matrix takes a block diagonal matrix as in Figure 1.3.
Many researchers have proposed methods and algorithms for community detection in networks.
Such methods can broadly be divided into three categories: methods based on probabilistic models,
methods based on the maximization of a global objective function and those based on spectral or
matrix factorization of the adjacency matrix or the Laplacian matrix. The stochastic blockmodel
[71, 118] is a statistical model for random graphs with a natural community structure. It is one of
a large class of statistical models described in the literature for community detection in complex
networks, which includes the latent variable [68] and latent space models [70], the degree corrected
blockmodel [79, 186] and the mixed membership blockmodel [3]. Various likelihood maximization
based inference strategies have been proposed in the literature to simultaneously infer the block
assignments and the parameters in the stochastic blockmodel, e.g., profile likelihood maximization
[17], maximizing the conditional likelihood [31], and variational EM under mixture model settings
[37]. Other strategies involve Bayesian inference using Gibbs sampling or variational methods [89]
and optimizing a modularity function over all possible partitions of the graph [113]. See [61] for a
detailed review of statistical inference in networks.
Several authors have also studied the conditions required on the growth of the number of
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communities and the degree density of networks for the estimation strategies to be consistent.
[17] and [186] studied the conditions for community detection through modularity maximization
under the stochastic blockmodel and the degree corrected stochastic blockmodel respectively. [31]
laid down the conditions necessary for the consistency of maximum likelihood estimation under
the stochastic blockmodel. This work was extended by [136] with a regularized estimator to high
dimensional settings where the number of communities grows roughly as fast as the number of
nodes. [26] derived consistency and [18] derived asymptotic normality of the maximum likelihood
estimators and their variational approximations in the mixture model settings. Spectral clustering
at its variants have also been studied extensively by several authors [135, 130, 76, 93] under both
stochastic blockmodel and degree corrected stochastic blockmodel.
Although the problem of detecting modules or communities is relatively well studied for single
layer networks [51], the same problem for multi-layer networks has not been studied well in the
literature until recently. Our objective in this dissertation is to develop methods for community
detection in both uni-layer and multi-layer networks. For multi-layer networks we wish to develop
methods that can take into account the information present in all the network layers simultaneously.
Recently there has been a surge in analysis of networks with multiple layers [13, 11, 82]. For
community detection in multi-layer networks, we consider a natural extension of the standard
stochastic blockmodel to multi-layer settings that we will call “multi-layer stochastic blockmodel”
(MLSBM). This model, also considered in [67] as “multi-graph SBM”, is in the spirit of multi-
relational models described in [71], [156] and [80]. [67] proved the consistency of the maximum
likelihood estimates in this model when the number of relations grows. They keep the number of
nodes (and hence the number of communities) fixed. However, as we will see later in both the
asymptotic analysis and simulation studies that MLE in this model does not perform very well
when either the number of communities grows fast or the network layers are sparse on average.
Hence, we propose a restricted version of this model through restrictions on the parameter space
which is capable of handling networks with a large number of communities. We call this model
“restricted multi-layer stochastic blockmodel” (RMLSBM).
We derive conditions on the growth of the number of communities and the average edge density
of the networks under which the maximum likelihood estimate of the class assignment vector is
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consistent (in the sense that the proportion of misclassified nodes tends to 0 as the number of nodes,
and possibly the number of relations as well, grows). We further derive the minimax rates of error
for community detection in MLSBM and obtain thresholds for consistent community detection.
To compute the unknown class assignments and block model parameters simultaneously, we follow
[37] and propose a variational estimation strategy.
A few modularity measures have also been proposed in the literature. [111] used a null model
formulated in terms of stability of communities under Laplacian dynamics in networks to derive
a modularity measure for multi-layer networks with inter-layer node coupling. Another extension
of the Newman-Girvan modularity to multi-layer settings as a sum of layer-wise modularities was
mentioned by [11, 139]. Aggregation of adjacency matrix as a way of combining information from
multiple graphs has also been explored in the literature. However, community detection on such
aggregated graph does not always perform quite well as the different types of layers might have
quite different properties and signal quality which will get lost due to aggregation.
In this dissertation we take two principled null model based approaches to derive modularity
measures. Our first family of modularity measures are based on the difference between the observed
and the expected intra-community edges under a specified null model in the network, while the
second family of modularities are based on maximized likelihood inference of probabilistic random
graph models with community structure. The second family can also be viewed as a “difference”
between observed and expected structure of the network in terms of both inter and intra community
edges, however the difference in this case will be expressed in terms of Kullback-Leibler divergence.
Turning our attention to uni-layer networks we consider methods for community detection
in networks based on the non-negative matrix factorization of the Laplacian matrix of the net-
work. Non-negative matrix factorization (NMF) has received considerable attention in the machine
learning and data mining literature since it was first introduced in [91]. The method has many
good properties in terms of performance and interpretability, and is extremely popular in many
applications including image and signal processing, information retrieval, document clustering,
neuroscience and bio-informatics. A matrix X is said to be non-negative if all its elements are non-
negative, i.e., Xij ≥ 0 for all i, j. The general NMF of order K decomposes a non-negative matrix
X ∈ RN×M+ into two non-negative factor matrices W ∈ RN×K+ and H ∈ RK×M+ , i.e., X = WH.
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When K ≤ min{M,N}, NMF can also be looked upon as a dimension reduction technique that
“decomposes a matrix into parts” that generate it [91].
NMF has also been applied in the context of clustering [178, 43, 42, 81]. The “low-rank”
NMF, where K ≤ min{M,N}, can be used to obtain a low-dimensional factor matrix, which
can subsequently be used for clustering. [43] showed interesting connections of NMF with other
clustering algorithms such as kernel k-means and spectral clustering. For applications in graph
clustering where we generally have a symmetric adjacency matrix or a Laplacian matrix as the non-
negative matrix, a symmetric version of the factorization was proposed in [170]. This factorization,
called the symmetric non-negative matrix factorization (SNMF), has been empirically shown to
yield good results in various clustering scenarios, including community detection in networks [170,
86]. [7] used a special case of SNMF, the left stochastic matrix factorization, for clustering, and
derived perturbation bounds. [180] used a regularized version of the SNMF algorithm for clustering,
while [129] used a Bayesian NMF for overlapping community detection. In this dissertation we
consider another non-negative matrix factorization designed to factorize symmetric matrices, the
orthogonal symmetric non-negative matrix (tri) factorization (OSNTF) [42, 127].
We use the normalized graph Laplacian matrix as our non-negative matrix for factorization
instead of the usual adjacency matrix, as it has been recently shown to provide better clustering
quality in spectral clustering for graphs generated from the SBM [138]. In contrast with earlier
approaches, the requirement of being orthogonal in OSNTF adds another layer of extra constraints,
but generates sparse factors which are good for clustering. It also performs well in our experiments.
We prove that OSNTF is consistent under both the stochastic block model and its degree corrected
variant. Through simulations and real data examples we demonstrate the efficacy of both OSNTF
and SNMF in community detection. In particular we show the advantages of proposed methods over
the usual Laplacian based spectral clustering and its modifications in terms of regularization and
projection within unit circle [93, 130]. The proposed methods do not require such modifications
even when there is high degree heterogeneity in a sparse graph. An application to the widely
analyzed political blogs data [2] results in a performance superior to the state of the art methods
like SCORE [76].
Next we investigate spectral and matrix factorization based methods for consensus community
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detection in multi-layer network clustering. The problem is also related to a more general class of
problems that generally goes under the theme of multi-view clustering and has received considerable
attention over the last decade, particularly in the computer science community. Numerous methods
have been proposed to combine information from multiple views of a multi-view relational data
for clustering. The goal is usually to leverage the diversity and often complimentary nature of the
information in different layers to outperform simply summing the layers or using any one of the
layers [96]. A great many of those methods use spectral clustering or a low rank matrix factorization
as a basis [99, 187, 143, 155, 88, 116, 45, 96].
The “linked matrix factorization” algorithm in [155] and “RESCAL” algorithm in [116] ap-
proximate the adjacency matrices in each layer of a multi-layer graph, or each slice of a three way
tensor, with a low rank symmetric matrix factorization. While one of the factors is shared the
other one varies across layers or slices. Although the algorithms employed in the two papers are
quite different, the factorization in both cases is computed by minimizing an identical joint Frobe-
nius norm objective function. [45] used similar common low rank matrix factorization ideas with
a slightly different objective function to obtain a “joint spectrum” of a multi-layer graph which is
subsequently used for clustering.
The co-regularized spectral clustering in [88] with centroid based co-regularization maximizes
the combined normalized cut objective function over the Laplacian matrices from all views of the
data, subject to a smoothness penalty. This idea is similar to the evolutionary spectral clustering
used in [30] for clustering dynamic networks with a temporal smoothness penalty, and is part of
a general theme of co-regularization in multi-view machine learning [177]. The co-regularization
framework was extended to “joint non-negative matrix factorization” using a Frobenius norm based
objective function in [96]. See [151] and [177] for surveys of multi-view learning methods.
However, there is a lack of theoretical understanding of the objective functions in these spectral
and matrix factorization based methods. Researchers often rely on simulations and applications to
specific datasets to compare the methods. However, this approach fails to explore different scenarios
that might arise in practice. For example, in multi-layer network applications, the component
layers might have very different sparsity, signal quality and node degree distributions. Hence it is
important to explore the utility of the methods under different statistical models and asymptotic
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Figure 1.4: Mean community structure in the functional network of brain regions in a group of 70
healthy subjects. Nodes : Regions of interest from AAL atlas, colored by communities. Edges :
Mean functional connectivity.
settings through a principled theoretical study. In Chapter 5 we analyze a number of such methods
under the MLSBM.
1.3 Groups of networks in neuroimaging studies
A relatively new but rapidly growing application area of network science is neuroimaging, where
it is used in the analysis of anatomical and functional connectivity among the brain regions (See
[137, 25, 74, 146] for reviews). In network neuroscience a typical approach is to construct functional
brain networks based on measures of inter-regional associations obtained from various sources of
measurements including the functional magnetic resonance imaging (fMRI) with blood oxigen level
dependent (BOLD) signals [12, 141]. Modern neuroimaging experiments typically involve multiple
subjects and multiple trials across the subjects. Various properties of the functional network
(e.g., community structure, modularity, resilience, connectivity, degree) is then investigated and
contrasted among the subjects or groups of subjects [25, 162]. The inter-subject and inter-group
variations in many such network metrics have been related to cognitive ability and diseases in the
literature [12, 149, 74, 77, 171, 23, 182, 101, 4].
However, due to limitation of imaging instruments, physiological differences among the subjects
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and responses to changing environmental conditions other than the experimental condition, the
measured networks vary from subject to subject. Consequently the community structure obtained
also significantly varies from subject to subject within a group of subjects or even from trial to
trial within a subject [149, 142, 110, 173, 16]. In the neuroimaging studies the researchers are
typically interested in inference about the two populations and the subjects in the two groups
serve as random samples from the two populations. Hence to facilitate comparison across groups
of populations it is important to build statistical models for a random sample of networks from a
population of networks so that we can quantify the uncertainty in the inference from the present
sample. The issue of consistency of network modules across different networks both at module
level and at node level is investigated in [148]. A number of researchers has also investigated the
consistency of brain modules across subjects and population differences from two groups of subjects
[110, 4, 54].
Unfortunately most of the literature on networks deal with a single instance of a network.
This is primarily due to the fact that network data collection usually involves observing a network
at one time point or tracking its evolution over time. However modern application of networks
in neuroscience brings in a unique challenge and opportunity in terms of multiple instances of
interactions among the same set of nodes. The central question we investigate is how to quantify
the uncertainty in community structure due to subject specific variations within a group of subjects
which can be thought of as a sample from a population, so that two groups (populations) of subjects
can be statistically compared. Our approach is to develop methodology in spirit of random effects
linear models. The challenge is to characterize variations in a sample from the population which
will then help us separate systematic variations from variations due to sampling noise.
The rest of the dissertation is organized as follows. Chapter 2 first extends stochastic blockmodel
to multi-layer settings and defines MLSBM and RMLSBM and then investigates the asymptotic
consistency of MLE of those models along with properties of the models in terms of minimax rates
and sharp thresholds. Chapter 3 defines a number of null models for multi-layer networks and
derives various modularity measures for community detection based on those null models. Chapter
4 focuses on community detection in uni-layer networks using NMF based methods and analyzes
the theoretical properties of the method. Chapter 5 theoretically analyzes the spectral and matrix
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factorization based optimization methods for multi-layer community detection. Finally in Chapter
6 we develop models and methods for joint community detection in a group of related networks.
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Chapter 2
Community detection in multi-layer
networks through multi-layer
stochastic blockmodel
This chapter is organized as follows.1 Section 2.1 extends the stochastic blockmodel to multi-layer
settings and defines the two models, MLSBM and RMLSBM. Section 2.2 settles the consistency
of the community assignments through maximum likelihood estimation in the two models when
the true data generating model is MLSBM. Section 2.3 describes two estimation strategies for the
MLEs in the two models. Section 2.4 describes a few baseline procedures and Section 2.5 compares
the multi-layer models with the baseline models in terms of minimax error rate and sharp threshold
results. Section 2.6 describes the results of a simulation study to validate the theoretical results.
Section 2.7 presents the application of the methods to the Twitter UK politics data set. Section
2.8 gives concluding remarks.
2.1 Extension of blockmodels to multi-layer settings
We consider an undirected multi-layer graph G = {V,E}, where the vertex set V consists of N
vertices and the edge set E consists of edges of M different types representing different relations.
We can view the multi-graph as a graph with vector valued edge information, i.e., the adjacency
matrix A consists of elements Aij , who are themselves M dimensional vectors: Aij = {A(1)ij , A(2)ij ,
. . . , A
(M)
ij }. An alternative way to approach the problem is to view the multi-graph as a collection
of M , N ×N adjacency matrices {A(1), A(2), . . . , A(M)}, each corresponding to one particular type
of relation. The rest of the set up is similar to the regular stochastic block model (SBM) for
one-layer case with K blocks [118]. We assume the number of communities K is known. Let
z = {z1, z2, . . . , zN} be the community indicator vector for the N nodes, such that each zi takes
1This chapter is based on research published as: S. Paul and Y. Chen. Consistent community detection
in multi-relational data through restricted multi-layer stochastic blockmodel. Electronic Journal of Statistics,
10(2):3807−3870, 2016.
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exactly one value from the set {1, . . . ,K} and zi = q if and only if node i belongs to community q.
Conditional on the community indicator vector z, the edges are formed independently as Bernoulli
random variables with probabilities depending only on the community assignments and the type of
edges. In what follows we describe the two extensions of the standard SBM to multi-layer settings.
Except for the estimation algorithm, the model is always represented as a conditional block
model and z is assumed to be a fixed unknown parameter of the model and needs to be estimated
from data. Conditioned on the community assignments of the nodes zi and zj , the edges are formed
independently following Bernoulli distribution
A
(m)
ij |(zi = q, zj = l) ∼ Bernoulli(P (m)ql ).
The first model assigns a separate probability for the mth type of edge between nodes belonging
to the qth and the lth community independent of all other edges. We call this model the “multi-
layer stochastic blockmodel” (MLSBM). The probability of an mth type of edge between nodes i
and j belonging to communities q and l respectively can be written as
P
(m)
ij = pi
(m)
zizj = pi
(m)
ql , i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}.
The set of parameters for the model, pi = {pi(m)ql ; q ≤ l, q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}} has
K(K+ 1)M/2 elements. This model is “saturated” in the sense that we have a different parameter
for each of the different types of edges between nodes belonging to different communities. Denote
the range of this parameter set or array as Π = {pi ∈ [0, 1]K(K+1)M/2}.
In our asymptotic settings, where both N and M grow and K grows with N , the number of
parameters to be estimated in the MLSBM grows as K2M and quickly becomes large. Hence the
MLE performs poorly especially when the individual network layers are sparse. This problem does
not arise in the asymptotic settings of [67] where only M grows and N,K remain fixed. However,
it has been empirically shown that in most real world networks the average cluster size does not
grow with the size of the network [94, 136, 19] and consequently, K grows with N . Hence in our
asymptotic settings where N grows, keeping K fixed would be rather unrealistic. This motivates
us to propose the second related model whose number of parameters grows much slowly compared
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to MLSBM.
The second model assumes the probability of the mth type of edge appearing between nodes
i and j is governed by two factors: the first one being the community assignment of the two
nodes and the second one being the type of edge. Hence the model has two sets of parameters: a
K ×K parameter matrix piK×K corresponding to the community structure, and an M × 1 vector
βM×1 which contains the parameters for different types of edges. We call this model the restricted
multi-layer stochastic blockmodel (RMLSBM).
Notice that in the second model, if the edges were all of the same type, we would just have
βm = β for all m ∈ {1, . . . ,M} and then we will recover the standard stochastic blockmodel, with
probabilities of edges determined solely by the community assignments. On the other hand, if we
did not have a community structure, but M types of edges, then piql would be identical for all
communities q, l and the probability of an edge between nodes i and j will solely be determined
by the type of edge. This model can retrieve information from sparse but highly informative edge
types as the sparsity of the network layers will be captured in the βm parameters. Hence, although
we assume the edges to be conditionally independent, this model induces two types of correlations
unconditionally — among the edges of the same type and among the edges that share nodes of the
same community.
The probability P
(m)
ij in RMLSBM , which denotes the probability of an mth type of edge
between nodes i and j belonging to communities q and l respectively, can be modeled in the
following way with the logit link function
logit(P
(m)
ij ) = piql + βm, i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}.
This model has K(K+1)/2+M parameters for an undirected graph. Hence, when both K and M
grow, the growth rate in the number of parameters for this model is the same as the maximum of
the growth rates in K2 and M . In comparison, the number of parameters in MLSBM would grow
as K2M . This makes the maximum likelihood estimator in RMLSBM a regularized estimator.
For the RMLSBM to be identifiable, we require the parameters βm to satisfy the condition∑
m βm = 0. Hence we have one less free parameter. Denote the set of parameters for RMLSBM
as piR = {(piql, βm) : q ≤ l, q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}} and its range as ΠR = {piR ∈
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RK(K+1)/2+M , ∑m βm = 0}. To prove the consistency of maximum likelihood estimation under
MLSBM, we assume piql, βm ∈ (−C log(MN2), C log(MN2)) for some constant C > 0. This
condition ensures that piql and βm are bounded away from ±∞.
2.2 Consistency
In this section, we discuss the consistency of maximum likelihood estimation of the proposed models
under three asymptotic regimes with varying conditions imposed on the growth of the number of
communities (K) and the expected total number of edges of the multi-layer graph (L). We first
define a one to one transformation of the parameters of RMLSBM as
φ
(m)
ql = logit
−1(piql + βm) =
exp(piql + βm)
1 + exp(piql + βm)
. (2.2.1)
Now we assume that the data are generated from the more general model MLSBM and view
RMLSBM as a MLSBM with the following restrictions on the parameters:
Φ = {φ ∈ [0, 1]K(K+1)M/2 : φ(m)ql = logit−1(piql + βm), (2.2.2)
piql, βm ∈ (−C log(MN2), C log(MN2))}.
This way the MLE in RMLSBM can be thought of as a restricted MLE (RMLE) of MLSBM.
Our aim is to investigate the consistency of both the MLE and the RMLE under three asymp-
totic regimes where we let either the number of nodes (N) or the number of types of edges (M)
or both to grow. This setup is quite appropriate for modern day multi-layer networks, where data
collection increases both in terms of new entities as well as new features or layers getting added to
the database. Consequently methods are being sought which would be consistent in such situations.
Some consistency results for the MLE were obtained in [67] under the settings when M grows, but
N and consequently K remain fixed. Here we prove consistency results for the MLE in the more
general asymptotic setting where N can also grow (and K grows with N). We then compare the
MLE with the restricted estimator in terms of the sufficient asymptotic conditions for consistency.
The different asymptotic setups we consider under the three regimes of growth in N and M are
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described below.
1. As both M and N grow, let K = O(N1/2) and L = ω(MN(logN)3+δ) for some δ > 0 for the
MLE, while K = O((MN)1/2−) and L = ω(MN(logN)3+δ) with , δ > 0 for the RMLE.
For the RMLE, we further require that M = O(N) so that K does not exceed N .
2. As N grows, M either is fixed or grows slower than N , i.e., either M is O(1), or M → ∞
and M = O(N). In this regime, let K = O(N1/2), L = ω(N(logN)3+δ) for some δ > 0 for
the RMLE.
3. As both N → ∞ and M → ∞ with M growing faster than N , i.e., M = ω(N), for RMLE
we consider two related setups: (a) K = O( NlogM logN ), L = ω(MN(logN)
1+δ) for some
δ > 0; and (b) K = O(N1/2), L is either ω(M(logM)2+δ(logN)1+δ) for some δ > 0 if
(logM)2+δ = O(N), or ω(MN(logN)1+δ) for some δ > 0 otherwise. In setting (a), we
further require logM to grow slower than N for the growth of K to be meaningful. Also,
in that setup if logM grows at the same rate as (logN)β for some β > 0, the number of
communities grows almost as fast as the number of nodes except for the log terms and is
“highest dimensional” in the sense of [136].
Note that the first regime assumes no relation between the growth rates of N and M , while the
next two regimes assume certain relations between the two growth rates. So the last two regimes
can be thought of as special cases of the first one in terms of the growth rates of N and M .
Naturally we expect some relaxation in the required growth conditions on K and L in the last two
regimes. The asymptotic setups described above reflect this relaxation for the RMLE. However no
such relaxation is possible for the MLE. Hence we will prove that MLE in MLSBM is consistent
under the first asymptotic regime, whereas MLE in RMLSBM (i.e., the RMLE of MLSBM under
the restrictions defined by Equation (2.2.2) is consistent under all three asymptotic regimes. We
point out that the MLSBM, despite being intuitively the simplest extension, does not perform well
for community detection in multi-relational networks if the networks are sparse at an average or
contain a large number of communities. While the sufficient asymptotic conditions are not enough
for a theoretical comparison between the methods, this observation is corroborated by an extensive
simulation study comparing the two methods that mimics the asymptotic setup.
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2.2.1 Preliminaries
Since in this chapter our primary interest is in modeling multi-layer networks where layers are
sparse on an average, we require the true MLSBM model probabilities pi
(m)
ql to satisfy certain
sparsity conditions. As [186] pointed out, if the block model probabilities remain fixed as N
increases, then the network will be unrealistically dense. In this connection it is worth noting that
[144] let the probabilities remain fixed and as a result the networks considered there have linearly
increasing average degree, while both [17] and [31] considered networks with poly-logarithmically
increasing average degree and hence gradually decaying probabilities. Here to keep the network
sparse, we scale down the block model probabilities accordingly as N increases.
We introduce a new notation L′ to denote the quantity inside the asymptotic notation ω in
the growth rate of L under different asymptotic setups. As an example, consider the case when
L = ω(MN(logN)3+δ), then L′ = MN(logN)3+δ. Hence L′ can be viewed as the minimum rate
at which L is required to grow under a particular asymptotic setup. The blockmodel parameters
are restricted to have an upper bound that decreases with increasing N except for a small finite
set indexed by the triplet Q = {q, l,m} such that the expected number of edges in the set |EQ| =
o
(
L′
log(MN2)
)
. For the set Q we can have 1
MN2
≤ pi(m)ql ≤ 1 − 1MN2 . For all {q, l,m} /∈ Q, the
parameters are restricted in the following way
pi
(m)
ql ∈
(
1
MN2
, C
L′
MN2(logM logN)2+δ
)
, (2.2.3)
for some δ > 0 and some constant C, so that the upper bound is determined by the expected
density of the network. The exact upper bound is determined by L′ and consequently, by the
growth rate of L and varies under the different asymptotic assumptions.
For any arbitrary partition z of the entities in the graph, the log likelihood of the set of M
adjacency matrices A = {A(1), . . . , A(M)} under the MLSBM with parameters pi = {pi(m)ql } is
l(A; z, pi) =
M∑
m=1
∑
i<j
{A(m)ij log pi(m)zizj + (1−A(m)ij )log (1− pi(m)zizj )}. (2.2.4)
Note that for an undirected graph with no self-loops, both A(m) and pi(m), m = 1, . . . ,M , are
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symmetric matrices in {0, 1}N×N and [0, 1]K×K respectively. The Bernoulli parameters pi(m)zizj depend
both on the class assignment z and the type of relation m. For a fixed class assignment z, let Nq
denote the number of nodes assigned to class q, and nql denote the maximum number of possible
edges between classes q and l. So we have nql = NqNl and nqq =
(
Nq
2
)
. For an arbitrary partition
z, the MLE of pi(z) is
pˆi
(m)
(z)ql =
1
nql
∑
i<j
A
(m)
ij 1{zi = q, zj = l}, m = 1, . . . ,M, q, l = 1, . . . ,K, (2.2.5)
where 1{·} is the indicator function. Note that for a fixed partition z, the denominator nql in the
MLE pˆi
(m)
(z)ql is the same for all edge types m.
Now we define the expectation of pˆi(z) as p¯i(z) and that of l(A; z, pi) as l¯P (z, pi) under the inde-
pendent Bernoulli(P
(m)
ij ) model. Then we have
p¯i
(m)
(z)ql =
1
nql
∑
i<j
P
(m)
ij 1{zi = q, zj = l}, m = 1, . . . ,M, q, l = 1, . . . ,K, (2.2.6)
l¯P (z, pi) =
M∑
m=1
∑
i<j
{P (m)ij log pi(m)zizj + (1− P (m)ij )log (1− pi(m)zizj )}. (2.2.7)
Clearly for a given z, pˆi(z) and p¯i(z) are the maximizers of the functions l(A; z, pi) and l¯P (z, pi)
respectively, and we let l(A; z) and l¯P (z) denote the corresponding maximum values.
We extend Lemma 1 of [31] to multi-layer settings as follows:
l(A; z)− l¯P (z) =
∑
m
∑
i<j
{
A
(m)
ij log
(
pˆi
(m)
zizj
p¯i
(m)
zizj
)
+ (1−A(m)ij ) log
(
1− pˆi(m)zizj
1− p¯i(m)zizj
)}
+X − E(X)
=
∑
m
∑
q≤l
nqlD(pˆi
(m)
(z)ql||p¯i
(m)
(z)ql) +X − E(X), (2.2.8)
where
X =
M∑
m=1
∑
i<j
A
(m)
ij log
(
p¯i
(m)
zizj
1− p¯i(m)zizj
)
. (2.2.9)
Here D(a||b) is the Kullback-Liebler divergence between two Bernoulli random variables with pa-
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rameters a and b respectively. This equation decomposes the difference between the maximized
likelihood and its expected value in terms of pˆi(z) and p¯i(z) for a given class assignment vector z.
Next we turn our attention to RMLSBM. As mentioned before, we consider RMLSBM as a re-
stricted version of MLSBM, and the MLE of RMLSBM can be viewed as a RMLE of MLSBM under
the restrictions. Given a class assignment z, the RMLE pˆi
(m)R
zizj = {pˆi(z)ql, βˆ(z)m} is the maximizer
of lR(A; z, piR), the multi-layer block model log likelihood within the restricted parameter space.
Substituting the estimated parameters in the likelihood function gives lR(A; z), the maximum of
the likelihood function within the restricted parameter space. However, no closed form solution
exists for the RMLE. Instead we have the following M +K(K + 1)/2 estimating equations:
∂
∂βm
:=
∑
i<j
(
A
(m)
ij −
exp(pˆizizj + βˆm)
1 + exp(pˆizizj + βˆm)
)
, (2.2.10)
∂
∂pizizj
:=
∑
i<j
∑
m
(
A
(m)
ij −
exp(pˆizizj + βˆm)
1 + exp(pˆizizj + βˆm)
)
. (2.2.11)
One of the equations is redundant since if we add the equations in (2.2.10), the resulting equation
is identical to the sum of the equations in (2.2.11).
Now we use the transformation defined by φ in Equation (2.2.1). The likelihood with respect
to the new parameters can be represented as
lR(A; z, φ) =
M∑
m=1
∑
i<j
{A(m)ij log φ(m)zizj + (1−A(m)ij )log (1− φ(m)zizj )}, (2.2.12)
and the estimating equations in (2.2.10) and (2.2.11) can be written as
1
N(N + 1)/2
∑
q≤l
nqlφˆ
(m)
(z)ql =
1
N(N + 1)/2
∑
q≤l
∑
i<j
A
(m)
ij 1{zi = q, zj = l}
=
1
N(N + 1)/2
∑
i<j
A
(m)
ij , m = 1, . . . ,M, (2.2.13)
1
M
∑
m
φˆ
(m)
(z)ql =
1
Mnql
∑
m
∑
i<j
A
(m)
ij 1{zi = q, zj = l}, q ≤ l ∈ {1, . . . ,K}. (2.2.14)
Together the right hand sides of these equations are the complete and sufficient statistics for the
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model. Hence we have K(K + 1)/2 +M − 1 independent equations which will together determine
the MLE of K(K + 1)/2 + M − 1 free parameters in the set piR(z). Here it is understood that the
estimation procedure ensures that the finiteness condition of piql and βm are respected possibly by
restricting piql, βm ∈ (−C log(MN2), C log(MN2)). By the functional invariance property of the
MLE, φˆ
(m)
(z)ql =
exp(pˆiql+βˆm)
1+exp(pˆiql+βˆm)
is the MLE of φ
(m)
(z)ql. Note that the minimum value any φˆ
(m)
(z)ql can take
due to the imposed boundedness constraint is 1/MN2. This value is sufficiently small so that none
of the partial sums in the left hand side of Equations (2.2.13) and (2.2.14) exceeds 1.
As before we define expectations of φˆz as φ¯z and that of l
R(A; z, φ) as l¯RP (z, φ) under the
independent Bernoulli(P
(m)
ij ) model. Then,
l¯RP (z, φ) =
M∑
m=1
∑
i<j
{P (m)ij log(φ¯(m)zizj ) + (1− P
(m)
ij ) log(1− φ¯(m)zizj )}. (2.2.15)
For a given class assignment z, φˆz and φ¯z are the maximizers of the functions l
R(A; z, φ) and
l¯RP (z, φ) respectively, and we let l
R(A; z) and l¯RP (z) denote the corresponding maximum values. The
difference between the maximized values of the observed and expected likelihood can be decomposed
in two parts similar to Equation (2.2.8) as follows
lR(A; z)− l¯RP (z) =
∑
m
∑
q≤l
nqlD
(
φˆ
(m)
(z)ql || φ¯
(m)
(z)ql
)
+X − E(X), (2.2.16)
where as before,
X =
M∑
m=1
∑
i<j
A
(m)
ij log
(
φ¯
(m)
zizj
1− φ¯(m)zizj
)
. (2.2.17)
A proof of this result can be found in Section 2.10. Since the maximum of unrestricted likelihood
would be at least as large as the maximum of restricted likelihood, we have l(A; z) ≥ lR(A; z) and
l¯P (z) ≥ l¯RP (z) for all z.
Now let z¯ denote the true partition. Further let zˆ and zˆR denote the MLEs of z¯ under the two
models MLSBM and RMLSBM respectively, i.e.,
zˆ = arg max
z
l(A, z). (2.2.18)
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zˆR = arg max
z
lR(A, z). (2.2.19)
2.2.2 Main results
We give several theorems in this section as we develop towards our main result. These theorems
provide insights into the conditions required under the three asymptotic regimes discussed in the
beginning of Section 2.2, which in turn provide comparison between the asymptotic behavior of
MLEs in the two models MLSBM and RMLSBM. All the proofs are given in Section 2.10.
The first three theorems bound the difference in the maximized log likelihood and its expected
value for both MLSBM and RMLSBM as defined in Equations (2.2.8) and (2.2.16).
Theorem 1. Suppose a MLSBM and a RMLSBM, both with K classes and M layers, are fit-
ted to the graph with adjacency matrix {Aij}i<j = {A(1)ij , . . . , A(M)ij }i<j, i, j = 1, . . . , N , where
A
(m)
ij are independent Bernoulli(P
(m)
ij ) trials. For any class assignment z, suppose the estimate
pˆi(z) = {pˆi(m)(z)ql; q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}} maximizes the multi-layer block model likeli-
hood l(A; z, pi) and the estimate pˆiR(z) = {(pˆi(z)ql, βˆ(z)m); q ≤ l, q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}}
maximizes the likelihood from the model with the restricted parameter space defined by ΠR. Let
φˆ(z) = {φˆ(m)(z)ql; q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}} be defined from pˆiR(z) according to Equation
(2.2.1). Then for any  > 0,
P
max
z
∑
q≤l
nql
∑
m
D
(
pˆi
(m)
(z)ql || p¯i
(m)
(z)ql
)
≥ 
 (2.2.20)
≤ exp
(
N logK +M(K2 +K) log
(
N
K
+ 1
)
− 
)
,
P
(
max
z
{∑
m
N(N + 1)
2
D
∑q≤l nqlφˆ(m)(z)ql
N(N + 1)/2
∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)(z)ql
N(N + 1)/2
} ≥ ) (2.2.21)
≤ exp
(
N logK + (K2 +K) log
(
NM1/2
K
+ 1
)
+M log
(
N(N + 1)
2
+ 1
)
− 
)
,
P
(
max
z
{∑
q≤l
MnqlD
(
1
M
∑
m
φˆ
(m)
ql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
)}
≥ 
)
(2.2.22)
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≤ exp
(
N logK + (K2 +K) log
(
NM1/2
K
+ 1
)
+M log
(
N(N + 1)
2
+ 1
)
− 
)
.
The first result (2.2.20) provides a bound for the first part of the right hand side of Equation
(2.2.8) for MLSBM. The results (2.2.21) and (2.2.22) provide a bound that will be used in Theorem
3 to bound the first part of the corresponding likelihood decomposition for RMLSBM in Equation
(2.2.16). In the proofs of the next two theorems, we first bound the second part of Equations
(2.2.8) and (2.2.16), and then combine the results to provide a bound for the difference between
the log likelihood and its expected value under any arbitrary partition z for MLSBM and RMLSBM
respectively.
Theorem 2. Suppose a MLSBM with K classes and M layers is fitted to the graph whose edges
A
(m)
ij are independent Bernoulli(P
(m)
ij ) trials. If we further assume that (i)
1
MN2
≤ P (m)ij ≤ 1− 1MN2
for all i < j, (ii) K = O(N1/2), and (iii) the total expected number of edges of the entire multi-layer
graph L =
∑
m
∑
i<j
E(A
(m)
ij ) is ω(MN(logN)
3+δ) for some δ > 0 as both M and N grow, then
max
z
|l(A; z)− l¯P (z)| = oP (L).
The result of this theorem holds under the given conditions irrespective of the relationship
between the growth rates of M and N . We state the result under the first asymptotic regime
mentioned at the beginning of Section 2.2 since we do not get any relaxation in the assumption
regarding the total expected number of edges if we assume certain relations between the growth
rates of M and N .
The next theorem states that the restricted likelihood in RMLSBM is also asymptotically well
behaved under five independent sets of conditions corresponding to the three asymptotic regimes
discussed at the beginning of Section 2.2. The first two sets of conditions correspond to regime 1,
the third set of conditions corresponds to regime 2, and the last two sets of conditions correspond
to regime 3.
Theorem 3. Assume that a RMLSBM with K classes and M layers is fitted to the graph whose
edges A
(m)
ij are independent Bernoulli(P
(m)
ij ) trials. If we further assume any of the following five
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sets of conditions with respect to the growth of the properties of the model under different asymptotic
settings:
(i) both M and N grow, K = O(N1/2), 1
MN2
≤ P (m)ij ≤ C logNN(logM)2+δ for all i < j, where
C is a constant, and the total expected number of edges of the entire multi-layer graph L =
ω(MN(logN)3+δ) for some δ > 0;
(ii) both M and N grow but M = O(N), K = O((MN)1/2−) for some  > 0, 1
MN2
≤ P (m)ij ≤
C logN
N(logM)2+δ
for all i < j, where C is a constant, and the total expected number of edges of the
entire multi-layer graph L = ω(MN(logN)3+δ) for some δ > 0;
(iii) M is either a constant or grows slower than N , i.e., M = o(N), K = O(N1/2), 1
MN2
≤
P
(m)
ij ≤ C logNMN(logM)2+δ for all i < j, where C is a constant, and the total expected number of edges
of the entire multi-layer graph L is ω(N(logN)3+δ) for some δ > 0;
(iv) M grows and N is either a constant or grows slower than M , i.e., M = ω(N), K =
O( NlogN logM ),
1
MN2
≤ P (m)ij ≤ C 1N logN(logM)2+δ for all i < j, where C is a constant, and the total
expected number of edges of the entire multi-layer graph L = ω(MN(logN)1+δ) for some δ > 0;
(v) M grows and N is either a constant or grows slower than M , i.e., M = ω(N), K = O(N1/2),
1
MN2
≤ P (m)ij ≤ min
(
C 1
N2 logN
, C 1
N logN(logM)2+δ
)
for all i < j, where C is a constant, and the
total expected number of edges of the entire multi-layer graph L is larger than the the smaller of
M(logM)2+δ(logN)1+δ and MN(logN)1+δ for some δ > 0;
then,
max
z
|lR(A; z)− l¯RP (z)| = oP (L).
It is clear from Theorem 2 and Theorem 3 that in RMLSBM, the bound on the likelihood can
be established both for relatively milder conditions on the expected total number of edges and
relatively faster growth conditions on the number of communities. As we will see in Theorem 5 and
the discussion following it, this enables RMLSBM to be a more attractive model for community
detection either when the number of communities is large or when we have relatively sparser graphs.
Now we are ready to state our main results which show that when the true data generating
process is a K-class MLSBM, the fraction of nodes misclustered by the MLEs and the RMLEs
converge to zero under different asymptotic regimes. We define the number of “misclustered”
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nodes Ne(zˆ) as the number of incorrect class assignments under zˆ, counted for every node whose
true class under z¯ is not in the majority within its estimated class under zˆ [31].
The previous results (Theorems 1, 2, 3) hold for any P
(m)
ij whenever they are bounded as
described in the theorems. Now we assume further structure on the probabilities, namely a MLSBM.
Denote the true partition as z¯, and under the true partition, let the true block model parameter
array be p¯i. Hence, under MLSBM we have
P
(m)
ij = p¯i
(m)
z¯iz¯j .
Consequently, l¯P (z¯, pi) from Equation (2.2.7) is maximized by the true model parameter p¯i, and we
have the maximized expected likelihood as
l¯P (z¯) =
M∑
m=1
∑
q≤l
nql{p¯i(m)ql log p¯i(m)ql + (1− p¯i(m)ql ) log(1− p¯i(m)ql )}. (2.2.23)
On the other hand, the expected restricted likelihood is maximized by the parameter array
p¯iR under the restricted parameter space of RMLSBM. Note that this is different from the true
model parameter array p¯i due to the restrictions imposed on the parameter space. Using the
transformation introduced in Equation (2.2.1), the maximized expected restricted likelihood is
l¯RP (z¯) =
M∑
m=1
∑
i<j
{P (m)ij log φ¯(m)z¯iz¯j + (1− P
(m)
ij ) log(1− φ¯(m)z¯iz¯j )}
=
M∑
m=1
∑
i<j
{p¯i(m)z¯iz¯j log φ¯
(m)
z¯iz¯j + (1− p¯i
(m)
z¯iz¯j ) log(1− φ¯
(m)
z¯iz¯j )}
=
M∑
m=1
∑
q≤l
nql{p¯i(m)ql log φ¯(m)ql + (1− p¯i(m)ql ) log(1− φ¯(m)ql )}. (2.2.24)
The next theorem relates the difference between observed and true likelihood with the fraction
of misclustered nodes Ne(zˆ) and the expected total number of edges L to establish a bound for the
misclustering rate.
Theorem 4. Suppose the data are generated according to a K-class MLSBM with membership
vector z¯ and parameter array p¯i, the conclusion of Theorem 2 holds, and the following conditions
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hold with respect to the model sequence: for all blockmodel classes q = 1, . . . ,K, class size Nq grows
as s = min
q
{Nq} = Ω(N/K), and over all distinct class pairs (q, l) and all classes c 6= {q, l},
min
q,l
min
m
max
c
{
D
(
p¯i(m)qc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)
+D
(
p¯i
(m)
lc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)}
= Ω
(
LK
MN2
)
, (2.2.25)
then
Ne(zˆ) = oP (N). (2.2.26)
Note that condition (2.2.25) is very similar to condition (ii) of Theorem 3 in [31] with the total
number of edges for the single layer case being replaced by the average number of edges L/M
in each layer for the multi-graph. This ensures that any two rows in any of the layer matrices
p¯i(m) of p¯i differ in at least one entry by at least a constant times LK
MN2
. Also, when we take into
account the asymptotic conditions required on the growth of K and L for the result of Theorem 2
to hold, i.e., K = O(N1/2) and L = ω(MN(logN)3+δ) with M and N both growing, then we have
LK
MN2
= ω
(
(logN)3+δ
N1/2
)
. As argued in [31], if L is close to its least possible rate of growth, LK
MN2
goes
to 0 for large N and the condition is not too prohibitive. For example, if L = MN(logN)β with
β > 4, then (logN)β = o(N1/2), so LK
MN2
goes to 0 and the condition is not overly restrictive.
We state the corresponding conclusion for the restricted likelihood estimation (for RMLSBM)
in the next theorem, i.e., the class membership assignment vector estimated through the maximum
likelihood estimation in the restricted model RMLSBM is consistent under data generated from
the MLSBM.
Theorem 5. Suppose the data are generated according to a K-class MLSBM with membership
vector z¯ and parameter array p¯i, the conclusion of Lemma 3 holds, and the following conditions
hold with respect to the model sequence: for all blockmodel classes q = 1, . . . ,K, class size Nq grows
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as s = min
q
{Nq} = Ω(N/K), and over all distinct class pairs (q, l) and all classes c 6= {q, l},
min
q,l
min
m
max
c
{
D
(
p¯i(m)qc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)
+D
(
p¯i
(m)
lc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)}
= Ω(g), (2.2.27)
then under any of the five sets of growth conditions in Theorem 3, we have
Ne(zˆ
R) = oP (h). (2.2.28)
Here g in condition (2.2.27) and the growth rate h depend on the asymptotic conditions imposed
on K and L. The growth rate h can be determined from g by the relationship h = KLMNg . In
particular, (i) when K = O(N1/2), L = ω(MN(logN)3+δ) with M and N both growing arbitrarily,
then we have g = LK
MN2
= ω
(
(logN)3+δ
N1/2
)
and h = N ; (ii) when K = O((MN)1/2−), L = ω(MN
(logN)3+δ) with M and N both growing so that M = O(N), then we have g = LK
MN2
= ω
(
(MN )
1/2
)
and h = N ; (iii) when K = O(N1/2), L = ω(N(logN)3+δ) and M = o(N), then we have g =
LK
N2
= ω
(
(logN)3+δ
N1/2
)
and h = N/M ; (iv) when K = O(N1−/ logM), L = ω(MN(logN)1+δ
and M = ω(N), then we have g = LK
MN2
= ω
(
1
logM
)
and h = N ; (v) when K = O(N1/2), L
is ω(MN(logN)1+δ) if N < (logM)2+δ or ω(M(logM)2+δ(logN)1+δ) if N > (logM)2+δ and
M = ω(N), then we have g = LK
MN2
= ω
(
(logN)1+δ
N1/2
)
or g = LK
MN2
= ω
(
(logM)2+δ(logN)1+δ
N3/2
)
and
h = N .
Note that in Theorem 5, we have used generic notations g and h to denote functions of the
network properties such as N , K and L. The functions g and h vary across asymptotic setups. This
is so because the regularity condition (2.2.27) on the difference among the elements of block model
probability matrices should be as less prohibitive as possible. Note that in our results, we have
chosen g in such a way that if L is close to its least possible rate of growth, then g asymptotically
decays to 0 under the assumed asymptotic setup. This ensures that our condition (2.2.27) is not
overly restrictive. It also enables us to understand and contrast the asymptotic behavior of the
RMLE from a unified point of view.
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2.2.3 Sparse networks
The results of all previous theorems imply that for sparse multi-layer networks, consistency can
be achieved with a large number of relatively sparser graphs as long as they together satisfy the
edge density requirement. In the case when M grows slower than N , in MLSBM we do not
get any relaxation in the required growth condition on the total expected number of edges from
all the graph layers combined, and it remains ω(MN(logN)3+δ) for K = O(N1/2). However in
RMLSBM we only require the total expected number of edges from all layers to be ω(N(logN)3+δ)
for K = O(N1/2) (Condition (iii) of Theorem 3). This implies that we only require the expected
number of edges per layer to be ω(N(logN)3+δ/M) on average. For perspective, if M grows faster
than (logN)3+δ, then the average number of edges per layer needs to grow only at O(N), which
is the sparse bounded degree regime. This case is extremely challenging for single layer networks.
However, the sufficient condition for consistency of the MLE in MLSBM requires the average
expected number of edges per layer to be ω(N(logN)3+δ) [31] and hence the average degree per
layer must grow at least as (logN)3+δ . Thus consistency in RMLSBM can be achieved with a large
number of relatively sparse layers. This is particularly important as most modern applications of
community detection in multi-layer graph fall under this asymptotic scenario.
2.2.4 A Large number of communities
Under MLSBM, consistent community detection is possible when the number of communities grows
as K = O(N1/2) and the total expected number of edges is ω(MN(logN)3+δ) as both M and N
grow. However, if we assume K = O((MN)1/2−) for some  > 0, then we require the total
expected number of edges to be ω(M2N(logN)3+δ) which is unrealistically dense. On the other
hand, under RMLSBM consistent estimation is possible with comparable edge density even when
the number of communities grows faster, either as K = O((MN)1/2−) when both M and N grow
but M = O(N), or as K = O( NlogM logN ) when N grows slower than M (Conditions (ii) and (iv)
of Theorem 3).
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2.3 Baseline procedures
We define three intuitively simple baseline procedures for community detection in multi-layer net-
works. The first two are based on aggregating the layers of the graph and the third one is an
ensemble of results from single layer community detection through majority voting.
The first aggregate procedure, which we call “agg-mean” creates a binary network on the nodes
by adding an edge between two nodes if they are connected in more than half of the layers. Hence
an edge between two nodes, Aagg−meanij is a Bernoulli random variable with probability
P agg−meanij = P (
∑
m
A
(m)
ij > M/2). (2.3.1)
However, this method of collapsing a multi-layer graph into a single layer graph is not very useful
for the sparse graph regimes we are interested in, because the probability that
∑
mA
(m)
ij > 1
asymptotically vanishes. This can be seen as follows: the random variable
∑
mA
(m)
ij is a sum of M
Bernoulli random variables with different probabilities P
(m)
ij . Hence
∑
mA
(m)
ij follows a Poisson-
binomial distribution and
P (
∑
m
A
(m)
ij > 1) = 1− {P (
∑
m
A
(m)
ij = 0) + P (
∑
m
A
(m)
ij = 1)}
= 1− {
∏
m
(1− P (m)ij ) +
∑
m
P
(m)
ij
∏
k 6=m
(1− P (k)ij )} → 0,
if P
(m)
ij → 0 as N → ∞ with M remaining fixed. Hence the new graph created by this procedure
will have asymptotically few edges.
A more appropriate aggregate measure is to create a network by adding edges if
∑
mA
(m)
ij > 0.
We call this procedure “agg-sparse”. Note that in this case the edge between two nodes Aagg−sparseij
is a Bernoulli random variable with probability
P agg−sparseij = P (
∑
m
A
(m)
ij > 0) = 1− P (
∑
m
A
(m)
ij = 0) = 1−
∏
m
(1− P (m)ij )
 1− exp(−
∑
m
P
(m)
ij ) 
∑
m
P
(m)
ij , (2.3.2)
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since P
(m)
ij → 0 as N → ∞. Clearly this network is also generated by a SBM with the same
community assignment vector as the original multi-layer network. The probability of an edge,
given the block assignments, can also be written in terms of those of the original network as
P agg−sparseij |(zi = q, zj = l) ≈
∑
m
pi
(m)
ql .
Hence from known results on single layer SBM, a maximum likelihood procedure will be able to
recover the node assignments consistently [31]. From now on “aggregate SBM” will refer to this
sparse model. We compare this baseline aggregate SBM with the multi-layer models, MLSBM and
RMLSBM in terms of minimax rates [185, 56] and consistency thresholds [109, 1, 66] in the next
section.
The third baseline procedure is performing community assignment through a scheme by which
a node is assigned to a cluster if it belongs to that cluster in majority of the cluster assignments
through MLEs in the individual layers. The cluster labels obtained from different single layer MLEs
are aligned with each other by solving the linear sum assignment problem.
2.4 Minimax rates and consistency thresholds
In this section we derive the minimax rates of misclassification error and thresholds for consistency
of community detection in MLSBM and the aggregate SBM. Note that in this section we will
concern ourselves only with the problem of community detection and not with the problem of
estimating the entire MLSBM graphon [55], since we want to compare MLSBM with its collapsed
version, the aggregate SBM in terms of estimating the underlying common community structure.
In particular we assume certain information about the block parameters of MLSBM are known,
while the community labels are fully unknown.
For this analysis, we further assume that all the layers are informative of the underlying commu-
nity assignments even though the quality of that information in terms of “signal to noise ratio” can
vary, i.e., either all layers have more intra-community edges compared to inter-community edges
or vice-versa. Formally, pi
(m)
qq ≥ pi(m)ql for all q, l,m, or pi(m)qq ≤ pi(m)ql for all q, l,m. To align notations
and settings with [185], we slightly modify the growth condition on class sizes of Theorems 4 and 5
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as Nq ∈ [ NsK , sNK ] with s ≥ 1 and redefine the parameter space of our undirected symmetric MLSBM
with no self loops as
ΘML(N,K,M,a,b, β) =
{
(z, {P (m)ij }) : Nq ∈
[
N
sK
,
sN
K
]
, ∀q, P (m)ij ≥
a(m)
N
if zi = zj and P
(m)
ij ≤
b(m)
N
if zi 6= zj , ∀m
}
, (2.4.1)
with P, z,Nq, s,N,K,M as defined previously. Note that the parameters a
(m) and b(m) represent
the lowest intra-community probability and the highest inter-community probability for layer m
respectively. As per assumption, a(m) > b(m) within a layer m, however there is no assumption
among the relationships of the parameters across layers. We define I(m) as the Renyi divergence
[164] of order 1/2 between two Bernoulli distributions Bern(a
(m)
N ) and Bern(
b(m)
N ), i.e.,
I(m) = −2 log
(√
a(m)
N
b(m)
N
+
√
1− a
(m)
N
√
1− b
(m)
N
)
. (2.4.2)
Let z¯ denote the true community labels of the MLSBM and zˆ be an estimate of it. Then we define
the mis-clustering rate of zˆ with respect to z¯ up to permutations as
r(z¯, zˆ) = inf
δ
dH(z¯, δ(zˆ))/N,
where δ(·) is a permutation of the community labels and dH(·) is the Hamming distance. Then we
have the following result for MLSBM (proved in Section 2.10).
Theorem 6. Under the assumption that
N
∑
m I
(m)
K logK →∞, then
inf
zˆ
sup
ΘML
E[r(z¯, zˆ)] =

exp(−(1 + N )N
∑
m I
(m)
2 ), K = 2,
exp(−(1 + N )N
∑
m I
(m)
sK ), K ≥ 3,
(2.4.3)
for any s ∈ [1,√5/3] and some sequence N = o(1). Moreover, if N∑m I(m)K = O(1), then
inf zˆ supΘML E[r(z¯, zˆ)] ≥ c for some constant c, i.e., at least a constant fraction of nodes are mis-
clustered.
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The above theorem implies that for MLSBM, minimax risk of error decays exponentially and
if
N
∑
m I
(m)
K logK → ∞, the rate goes to 0 asymptotically, i.e., exact recovery of community labels is
possible. Moreover from the proof of Theorem 6 in Section 2.10, there exists a procedure which
achieves this rate. On the other hand if
N
∑
m I
(m)
K = O(1), then the minimax risk of error is lower
bounded by a constant (see the part on lower bound in the proof in Section 2.10) implying that
consistent recovery is not possible in such situations.
Since the model “agg-sparse” is itself a single layer SBM and
∑
m P
(m)
ij ≥
∑
m
a(m)
N if zi = zj
and
∑
m P
(m)
ij ≤
∑
m
b(m)
N if zi 6= zj , then defining Iagg as
Iagg = −2 log
(√∑
m a
(m)
N
∑
m b
(m)
N
+
√
1−
∑
m a
(m)
N
√
1−
∑
m b
(m)
N
)
, (2.4.4)
we have the following result using Theorem 1.1 of [185].
Theorem 7. If NI
agg
K logK →∞, then
inf
zˆ
sup
Θagg
E[r(z¯, zˆ)] =

exp(−(1 + N )NIagg2 ), K = 2,
exp(−(1 + N )NIaggsK ), K ≥ 3,
(2.4.5)
for any s ∈ [1,√5/3] and some sequence N = o(1). In addition, if NIaggK = O(1), then inf zˆ supΘagg
E[r(z¯, zˆ)] ≥ c for some constant c, i.e., at least a constant fraction of nodes are mis-clustered.
The previous two theorems state results about the fundamental properties of the two models
which allow us to compare the models without going into the specifics of the method used to
compute the class assignments in practice.
Since the Renyi divergence I(m) ≥ 0 for all m, we have ∑m I(m) ≥ I(m) for all m. Hence
the minimax rate for MLSBM is lower than all individual single layer SBMs. Moreover, since
Renyi divergence is convex, we have 1M
∑
m I
(m) ≥ 1M Iagg asymptotically. This can be shown using
Jensen’s inequality with the concave functions log(x) and
√
x =
√
b(m)
a(m)
(see Theorem 11 of [164]
for a proof), and then noting that asymptotically I(m)  (a(m)−b(m))2
a(m)N
[185]. Hence the minimax
rate of MLSBM is at most that of the aggregate graph. Note that equality in the above inequality
is achieved if and only if all the I(m)s are equal and b
(m)
a(m)
is equal for all m. We recognize the
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quantities b
(m)
a(m)
and I(m) as signal to noise ratios in the mth layer. Hence the MLSBM has lower
minimax rate compared to the aggregate SBM as long as the signal quality in different layers varies.
This result will be intuitively apparent if we note from the proof of the above theorems that,
given the parameters are known or accurately estimated, the penalized maximum likelihood (ML)
decision rule, which attains the minimax rate of error in MLSBM, weights the edges from different
layers by c(m) before adding. The penalty terms also get weighted by k(m) before being added. The
quantity c(m) = log a
(m)(1−b(m)/N)
b(m)(1−a(m)/N) can be thought of as a measure of the signal to noise ratio. Hence,
layers with high signal to noise ratio, i.e., high quality information for the purpose of community
detection, get more weight. In contrast, the penalized ML decision rule in aggregate graph SBM by
construction adds layers without weighting. Hence intuitively the result on minimax rates makes
sense, since if all layers contain the same amount of information, then it is immaterial if the decision
rule weights the graphs by information content or not, but in all other cases giving more weight to
the more informative layer pays off.
Moreover, while it is clear that MLSBM has lower minimax rate than individual layer SBMs, it
is not true trivially for the aggregate graph. Since I(m) can be written in terms of signal to noise
ratio as I(m)  (a(m)−b(m))2
a(m)N
, consequently for Iagg to be large, the sum of the probabilities
∑
m a
(m)
and
∑
m b
(m) must be well separated. This is not always guaranteed as large a(m)’s and b(m)’s with
relatively low difference can overshadow a large difference in smaller a(m)’s and b(m)’s while adding.
We will take this point up again in the next section where we discuss thresholds for consistency.
We note that the model RMLSBM is a MLSBM with a restricted parameter space ΠR. Hence
Theorem 6 will give the minimax rate under the restricted parameter space with the divergence
in the mth layer being I(m)  (φ
(m)
a −φ(m)b )2
φ
(m)
a N
, where φ is the transformation of the parameters in
RMLSBM as defined before. In particular, we have logit(φ
(m)
a ) = a + βm. The rate for the
aggregate SBM under RMLSBM can similarly be obtained using Theorem 7 with Iagg being Iagg 
(
∑
m φ
(m)
a −
∑
m φ
(m)
b )
2∑
m φ
(m)
a N
. This implies that (a) if RMLSBM is the true data generating model then it has
lower minimax rate compared to each of the individual layers, and (b) by the earlier discussion it
also has lower minimax rate compared to the aggregate SBM constructed from a RMLSBM graph,
since neither I(m) nor the ratio φ
(m)
a
φ
(m)
b
= 1 + exp(a−b)−11+exp(a+βm) is equal for all m.
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2.4.1 Consistency thresholds
We derive thresholds for strong and weak consistency for community detection [109, 1] in MLSBM
and the aggregate SBM under two scenarios: sparse graph with average degree per layer o(log n)
and ultra-sparse graph with average degree per layer o(1).
In the first case, let a(m) = α
(m)
1 logN and b
(m) = α
(m)
2 logN with α
(m)
1 ≥ α(m)2 > 0 for all
m. Then Corollary 4.1 of [185] gives that assuming K = No(1), the threshold for the existence
of a strongly consistent estimator for the mth layer SBM is
√
α
(m)
1 −
√
α
(m)
2√
K
> 1. Hence for the
aggregate SBM this threshold is
√∑
m α
(m)
1 −
√∑
m α
(m)
2√
K
> 1. Clearly, if the threshold is met in each
of the layers, then it will be met in the aggregate SBM as well. However in a more realistic case
where this threshold is not met in all the layers, whether the aggregate SBM will have a strongly
consistent estimator or not will depend on whether the sum of probabilities meets the threshold
of well separation or not, which in turn will depend on the relatively denser layers. To see this,
note that this threshold can be written as
∑
m α
(m)
1 −
∑
m α
(m)
2√∑
m α
(m)
1 +
√∑
m α
(m)
2
>
√
K. For aggregate graph, the
denominator of this quantity is dominated by the dense layers, and hence the difference in a and b
must be large in dense layers for the aggregate to be consistent. In other words, strong signals in
sparse layers will get ignored if the signal in dense layers are not strong.
On the other hand, for MLSBM, strong consistency is achieved if any of NI
(m)
K → ∞ or their
sum goes to infinity. This implies that the threshold is
∑
m
√
α
(m)
1 −
√
α
(m)
2√
K
> 1, which is achieved if
at least one of the layers achieves consistency threshold or the layers together achieve the threshold.
By the argument before, this threshold consists of sum of normalized signal to noise ratios, hence
all layers, dense or sparse, get equal weightage in determining the threshold. The consistency
threshold for RMLSBM using Theorem 6 is
∑
m
√
α
(m)
1,φ −
√
α
(m)
2,φ√
K
> 1, where φ
(m)
a = α
(m)
1,φ logN and
φ
(m)
b = α
(m)
2,φ logN with α
(m)
1,φ ≥ α(m)2,φ > 0 for all m. The corresponding threshold for aggregate
SBM generated from a RMLSBM is
√∑
α
(m)
1,φ −
√∑
α
(m)
2,φ√
K
> 1. Here we note that the threshold for
RMLSBM is also the sum of normalized signal to noise ratios. However since the parameter space is
restricted, the difference between inter and intra community parameters are uniform across layers,
and variations in the aforementioned sum only come from the normalizing factor due to the layer
specific sparsity parameter.
Qualitatively, the minimax rate and consequently the threshold in MLSBM take into account
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variations in both signal quality and sparsity while adding contributions from different layers.
RMLSBM tries to estimate the signal to noise ratio in each layer by two parameters, one global
parameter which signifies the aggregate signal quality, and the other layer specific parameter which
signifies sparsity. Hence although RMLSBM ignores the variation in signal quality, it attempts to
reduce the undue influence of dense layers by taking into account the variation in sparsity. The
aggregate SBM, on the other hand, does not take into account either the signal quality or the
sparsity, and hence is heavily influence by dense layers irrespective of signal quality. Hence both
RMLSBM and aggregate SBM would perform well if all the layers have similar signal strength and
similar density. If the layers do not have similar density but the signal strength across layers can
somewhat be well approximated by an average signal strength, RMLSBM will still be able to detect
it through the noise and perform well. Clearly, RMLSBM and aggregate graph will not perform
well if both signal strength and sparsity of layers vary widely, and we need to resort to MLSBM in
such cases.
In the bounded degree case, while consistent recovery is not possible in each of the layers since
the graph is not fully connected (only detection is possible), a consistent recovery is still possible
in the multi-layer models. The condition for consistent recovery in MLSBM with a(m) = o(1) and
b(m) = o(1) is
∑
m
a(m)−b(m)
(
√
a(m)+
√
b(m))K
→ ∞. Note that the condition for detection or weak recovery
defined as finding a partition correlated with the true community structure for two communities is
a−b√
a+b
> 2 [107, 108].
2.5 Estimation using mixture model approach
Simultaneous maximum likelihood estimation of parameters and class assignments in the stochastic
blockmodel is a difficult problem [118, 31, 136]. The same difficulties remain in the MLSBM and its
restricted version. The MLE and RMLE obtained in Section 3 by maximizing the profile likelihood
is not computationally feasible. Consequently, to obtain an estimation algorithm here, we view
the MLSBM as a mixture model with discrete latent variables Z. In this case, Zi is a latent
random variable that follows a multinomial distribution with K parameters: Zi ∼ Mult(1, α =
(α1, α2, . . . , αK)). We follow the framework laid out by [37] to simultaneously estimate the block
parameters and the class assignments with variational EM technique. We describe the technique
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briefly here. See [104] for a comprehensive review of the technique. Note that the data log likelihood
can be written as
l(A,α, pi) = l(A,Z, α, pi)− l(Z|A,α, pi),
where l(A,Z, α, pi) is the complete data log-likelihood. The likelihood of the observed data can
be obtained by summing the complete data likelihood over all possible values of the unobserved
missing class assignment labels Z. However, note that the number of all possible assignments grows
exponentially as KN , and the sum quickly becomes computationally intractable even for moderate
N . Hence instead we use the EM algorithm for mixture models. However one needs to compute
the conditional distribution P (Z|A). Unfortunately, as argued by [37], P (Z|A) is itself intractable
and can not be factorized since the probability of the latent class assignments of a node depends
not only on the observed edges connected to that node, but also on the connectivity pattern of the
whole network.
The variational approximation solves this problem by approximating this conditional distri-
bution with a distribution from a suitable class of distributions that can be factorized easily. In
particular, we concentrate our search to the class of multinomial distributions R(·). Taking expec-
tation with respect to the variational approximating distribution for Z gives
l(A,α, pi) = ER[l(A,Z, α, pi)] +H(R) +KL(R||P (Z|A))
≥ ER[l(A,Z, α, pi)] +H(R) = JR, (2.5.1)
where H(R) is the entropy of R [104] and KL(R||P (Z|A)) is the Kullback-Liebler (KL) divergence
between the distributions R and P (Z||A). The inequality follows since the KL divergence is always
non-negative. The data likelihood is approximated in the variational inference framework by max-
imizing JR with respect to the approximating family of distributions R. If the approximation to
the distribution coincides with the distribution, then the KL divergence is zero and the variational
approximation is the same as the regular EM. Here we constraint R to have the following form of
the product of multinomial densities
R(Z) =
∏
i
∏
q
τ
Ziq
iq ,
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where the parameters τiq are known as variational parameters.
The derivation of update rules for MLSBM are straightforward extensions of the corresponding
formula in [37] and are omitted in this thesis, while the update rules for RMLSBM have been
derived in Section 2.10. The update steps for MLSBM and RMLSBM are also provided in Section
2.10 under Algorithm 1 and Algorithm 2 respectively.
2.6 Hypothesis testing for multi-layer network modeling
The discussions in this chapter have so far assumed the existence of an underlying community
structure and different layers of a multi-layer network are different manifestation of the structure.
Hence all the layers share some commonality in community structure giving justification to multi-
layer network modeling. However, one question that still remains is how one determines in practice
if a multi-layer network has enough commonality in community structure so that it should be
modeled with a multi-layer model as opposed to modeling each of the network layers independently.
To answer this question we develop a hypothesis testing framework with a likelihood ratio based
test statistic. Let us consider independent modeling through SBM in each layer, where each layer
has a latent random variable Z(m), m = 1, . . . ,M , associated with it that indicates the community
structure prevalent in that layer. Then the hypotheses we are testing are
H0 : Z
(1), . . . , Z(M) are independent, versus
HA : Z
(1) = · · · = Z(M).
From the previous section, the data log likelihood is approximated in the variational inference
framework by the function JR. Maximizing JR within the class of distributions R then approxi-
mately maximizes the data log likelihood. Hence, in this framework the log-likelihood ratio test
statistic can also be approximated as
Λ =
∑
m
sup
Z(m)
l(A(m), α(m), pi(m))− sup
Z
l(A(1), . . . , A(M), α, pi(1), . . . , pi(M))
≈
∑
m
sup
R(m)
J ′
R(m)
− sup
R
JR,
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where JR is defined in (6.3.1) and J
′
R(m)
has the same expression as (6.3.1) for single layer SBM.
We circumvent the difficulty of deriving asymptotic distribution of the statistic through parametric
bootstrap. For this purpose we fit H0 to the multi-layer network, which under the null hypothesis
implies that we fit a SBM to each layer independently through variational EM. Then we use the
fitted SBMs to generate the M layers of a multi-layer network and calculate the test statistic Λ. By
generating a large number of such multi-layer networks, we have multiple values of the test statistic
which give us an empirical estimate of the distribution of Λ under the null hypothesis. Comparing
our observed value of the test statistic against this empirical distribution gives us a p-value for the
test.
2.7 Simulation results
In this section we numerically test the asymptotic results and compare the performance of the
methods through a simulation study. We generate data from the more general model, MLSBM.
We then compare the relative performance of the two multi-layer methods described here (MLE
and RMLE) with single layer methods, a competing method called spectral clustering on the mean
adjacency matrix (Spectral mean) due to [67], and baseline methods such as majority voting and
MLE in aggregate SBM. Note that the Spectral mean algorithm applies spectral clustering to
the weighted adjacency matrix obtained by taking the mean of the adjacency matrices from all
layers and there is no binarization involved. The comparison is done under various settings on the
number of nodes N , the number of communities K, the number of types of relations M , and the
expected total number of edges L. Note that in the theoretical analysis we could prove that the
MLEs in MLSBM and RMLSBM are consistent under varying sufficient conditions. Therefore we
conjectured that it is of some advantage to use RMLSBM over MLSBM in situations where K is
large or the average degree of nodes across the layers is low. Here we validate the conjecture by
designing simulation studies that closely resemble the asymptotic conditions.
Since the true class labels of the nodes are known in simulated data, we compare the class
assignments from different methods with the true labels. We use correct clustering rate (CCR)
and normalized mutual information (NMI) as measures of similarity between partitions. The CCR
counts the fraction of nodes whose cluster assignment matches the true class label (as determined
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by the true class label of the majority of nodes in that cluster). The higher the CCR, the better
the performance of the clustering method. The NMI is an information theoretic measure of the
mutual dependence or similarity of two random variables. The NMI takes values in the range of
0 to 1, with 0 indicating random cluster assignment with respect to the true class labels, and 1
indicating perfect match between the true and assigned clusters. If NMI is 0, it means even though
the cluster assignment was not completely random and done according to some algorithm, the
solution presents no information regarding the true class labels. Since the results in terms of CCR
are very similar to that of NMI, we omit those results here to save space.
In all the simulation studies we repeat the experiments 40 times and take the average of our
measures across them. We first generate the node labels independently from a multinomial distri-
bution with probabilities P (Zi = k) = αk. Then we generate the data using the node labels and M
different connectivity matrices, all of which give larger probability to connections within groups in
comparison to the connections between groups. However, we vary the “signal to noise ratio” (SNR)
from layer to layer by varying the ratio of the diagonal and off diagonal elements of the parameter
matrix.
We consider two scenarios: (i) all layers are sparse and have strong SNR, (ii) the layers are
mixed in terms of sparsity and signal strength in the following way: two layers are sparse and have
strong signal, two layers are dense and have weak signal, and one layer is dense with strong signal.
While the first scenario is a rather idealistic scenario where all layers are “similar” in the sense that
they are sparse and strongly informative about the underlying community structure, the second
scenario (also considered in [119]) is more realistic in applications. For the first scenario, the SNR
is kept at 3-4 and sparsity is varied slightly from layer to layer in such a way that variational EM
algorithm for community detection on each of the layer individually gives very similar performance.
The connectivity matrix parameters are then sampled from a uniform distribution within a small
range so as to maintain SNR requirement while having different values for each of the entries of
the matrix. For the second scenario, the informative strong signal layers have a SNR of 3 while the
non-informative weak signal layers have a SNR only marginally greater than 1. We again sample
the actual values of the parameters from a uniform distribution within a small range.
The initial guess for the variational algorithm in both MLE and RMLE is obtained by a two-step
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procedure. On a randomly selected layer we first run spectral clustering to generate an initial guess
and then we use this to run a variational EM algorithm on that layer. We use the class assignment
and fitted SBM parameters from that layer as our initial guess for the MLSBM parameters. In our
simulation results described below, the final solution of class assignments for both the MLE and
the RMLE mostly turns out to be an improved estimate of the true class assignments irrespective
of which layer we choose to initialize the method.
2.7.1 Fixed K and M while N increases
In this simulation, we takeM = 5 types of edges or network layers, each with a separate connectivity
matrix inducing a different network according to the schemes described above. We keep the number
of communities K fixed at 10 and vary the number of nodes N from 100 to 600. The aim of this
study is to compare the methods in terms of the number of nodes required to achieve a consistent
estimation of community assignment with moderately low number of communities. Figures 4.1(a)
and (b) display the results from this study for the two scenarios respectively. Clearly the MLE
in MLSBM and RMLSBM reach NMI of close to 1 faster than the single layer ones as well as
majority voting as the number of nodes increases. The MLE in RMLSBM performs better than
the MLE in MLSBM in both scenarios, when the number of nodes is small and consequently
the graph is sparse. The MLE in aggregate SBM performs similarly to that in MLSBM and
RMLSBM for the first (all strong signal) scenario (Figure 4.1(a)), however it performs poorly for
the second (mixed signals) scenario (Figure 4.1(b)). This shows that aggregating edges across layers
works fine if the information quality is similar across layers, but it is not robust if the information
content changes across layers. The performance of spectral clustering on mean adjacency matrix
also corroborates that. While its small sample performance is generally better than MLSBM or
RMLSBM, its performance with increasing number of nodes becomes unsatisfactory, especially in
the mixed signal quality case. Also note that spectral clustering on mean adjacency matrix is
expected to perform better in general than the MLE of aggregate SBM as some information has
been lost due to the conversion of the mean adjacency matrix into a binary graph as discussed
earlier. The accuracy of majority voting behaves similarly to the single layer ones.
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Figure 2.1: Comparison of the performance of various methods for three simulation settings under two
scenarios: all layers are sparse and have strong SNR (left column: (a)(c)(e)), and the layers are mixed in
terms of sparsity and SNR (right column: (b)(d)(f)). (a, b) fixed K = 10 and M = 5 while N increases
from 100 to 600; (c, d) fixed N = 400 and M = 5 while K increases from 3 to 18; (e, f) fixed N = 300
and K = 15 while M increases from 3 to 12. The legend in Figure (b) is common to all figures. SBM best
indicates the result from the best performing MLE in the single layer SBMs.
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2.7.2 Fixed N and M while K increases
In this simulation, we test the performance of the multi-layer methods against the single layer
and baseline methods with increasing number of communities. We fix the number of nodes N
and the number of layers M at 400 and 5 respectively, while we let K increase from 3 to 18
in steps of 3. The results from this simulation study are displayed in Figures 4.1(c) and (d).
Whereas the accuracy of community detection in all the single layer methods and the majority
voting decreases rapidly with increasing number of communities, the multi-layer methods explored
here, especially the RMLSBM, perform well even with a large number of communities. Between
RMLSBM and MLSBM, RMLSBM clearly outperforms MLSBM in Figure 4.1(c) as the number
of communities grows. This simulation also serves as a test of robustness of RMLSBM for small
number of communities. We notice that in both scenarios, RMLSBM behaves similarly to MLSBM
and does not break down for small number of communities. Although the Spectral mean algorithm
also appears to perform quite well with increasing number of communities in both scenarios, we
notice that its performance with small number of communities is not satisfactory and worse than
even the MLE in single layer SBM. This observation can also be expected from our theoretical
comparison of MLSBM with an aggregate model in terms of minimax rates. With small number of
communities there is enough data to estimate the MLE in both MLSBM and RMLSBM quite well,
and the two proposed multi-layer methods outperform methods based on aggregating, especially
when the density and signal quality in the layers are heterogeneous. The MLE in aggregate SBM
does not have the same flaws as Spectral mean in the case of small number of communities perhaps
due to the sparse binarization, but its accuracy also quickly drops as K increases (Figure 4.1(c)).
In the mixed signal scenario, the MLE in aggregate SBM performs much worse compared not only
to MLSBM and RMLSBM, but also to majority voting and the best performing MLE among the
individual layers.
2.7.3 Fixed N and K while M increases
In this simulation, we keep the number of nodes N and the number of communities K fixed
at 300 and 15 respectively, while we increase the number of layers M gradually from 3 to 12.
For this simulation, each layer of the multi-layer network was generated from a K-class SBM
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with a simple connectivity matrix given by PK×K = λIK + 1K×K − IK . In the first scenario,
where all layers are sparse and have strong signals, the parameters are  = 0.10 + U(−0.02, 0.02)
and λ = 3. In the second scenario we let both sparsity and signal strength vary across the
layers, and consequently have two types of layers. For the strong sparse layers the parameters are
 = 0.08 + U(−0.03, 0.03) and λ = U(3, 4), while for the dense weak signal layers we have the
parameters as  = 0.22 + U(−0.03, 0.03) and λ = U(1.3, 1.8) . Here U(a, b) is a random number
generated from the uniform distribution between a and b. Note that this second scenario would be
a good test of the robustness of different multi-layer methods.
We compare the performance of MLE in MLSBM and RMLSBM with majority voting, aggregate
SBM, and spectral clustering on the mean adjacency matrix in terms of the accuracy of community
detection in Figures 4.1(e) and (f). The curves for majority votes in both figures remain almost
flat with increasing number of layers, indicating that the accuracy of community detection does
not improve with more layers. The MLE of aggregate SBM performs well initially, but its accuracy
quickly falls with increasing number of layers as the model assumption that
∑
mA
(m)
ij > 1 with
vanishing probability breaks down. However the Spectral mean algorithm does not have any such
assumption and its accuracy continues to rise. While in the first scenario of all strong signal
layers Spectral mean performs the best among the competing procedures, its relatively weaker
performance in the second scenario shows it is not very robust against the presence of noisy layers.
For MLSBM, the accuracy increases initially, however the improvement slows down and both curves
in Figures 4.1(e) and (f) flatten with increasing layers. This is because the number of parameters
to be estimated also keeps on increasing fast with increasing number of layers, which contributes
to less efficiency. For RMLSBM the accuracy of community detection in the all strong scenario
generally increases with increasing number of layers and it outperforms MLSBM. However, in the
mixed signals case the performance of the two methods are comparable.
The three studies clearly point out the advantages of the multi-layer methods over the single
layer ones and the baseline ones, as well as the relative advantage of RMLSBM over MLSBM within
the scope of the simulations.
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2.7.4 Computing time
We have also compared the computing time of each of the algorithms in one of our simulations,
namely the scenario where all the layers are sparse and have strong signals, with fixed K = 10 and
M = 5, while N increases from 100 to 600. A box plot of the computing times in seconds from
several repetitions of the simulation is displayed in Figure 2.2. This experiment was performed
in the software R with repetitions computed in parallel using 8 cores of a 2.5 GHz, 16-core, x-
86 64 linux machine. The average computing time for variational MLE of individual layer SBMs
fluctuates but most of the time increases with increasingN as expected. Surprisingly, the computing
time of MLSBM sometimes decreases with the number of nodes while that of RMLSBM and
spectral clustering generally increases. This is probably due to two reasons. First, most of the
computational complexity of variational MLE in MLSBM stems from the iterations in the EM
step, which converge faster with increasing number of nodes, even though each of those steps
takes more time to compute. Another factor contributing to faster convergence is improved initial
guesses supplied by the variational MLEs in the individual layer SBMs. While the improved initial
guesses and faster convergence are also true for RMLSBM, another significant source of complexity
for RMLSBM is the gradient descent algorithm in the M step, whose complexity increases with
increasing number of nodes. The Spectral mean algorithm is the fastest in small samples, however
its computing time steadily grows with increasing N as expected. The computing time for aggregate
SBM behaves similarly to the average computing time in individual layers, but with even larger
fluctuations. We also note that all the computing times are under a minute in our experiment.
2.8 Twitter UK politics dataset
In this section we test our methods on a real dataset on interactions between British Members
of Parliament (MPs) in the social networking site Twitter curated by [64]. Although the original
dataset consists of 419 nodes, we only considered the largest subset that is connected across all
layers for our analysis. Hence our multi-layer network consists of 381 nodes. The different layers
of network we have correspond to three direct relations: “mentions”, “follows” and “retweets”,
and three derived relations: “mentioned by the same person (co-mentions)”, “followed by the same
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Figure 2.2: Comparison of the computing time of various methods for increasing number of nodes under
the scenario that all layers are sparse and have strong SNR with fixed K = 10 and M = 5 while N increases
from 100 to 600;
person (co-follows)”, and “retweeted by the same person (co-retweets)”. All relations are assumed
to be binary by assigning one if the relation is true for at least one case (e.g., if at least one
person follows both MP i and MP j, then the relation “co-follows” between the two MPs is true).
All the relations individually can be represented as graphs. For the graphs with direct relations,
“mentions”, “follows” and “retweets”, a directed edge from node i to node j implies that MP i
mentioned, followed or retweeted respectively MP j at least once in his/her tweets. We converted
all directed edges into undirected edges for this analysis. Average degrees of nodes in different
network layers are presented in Table 2.1. Note that among the direct layers, “follows” is relatively
dense compared to “mentions” and “retweets”, while the derived networks are overall much denser
compared to the direct ones.
Table 2.1: Average degrees of nodes in different network layers for Twitter UK politics data
Mentions Follows Retweets Co-Mentions Co-Follows Co-Retweets
58.48 98.34 31.88 361.51 297.21 147.56
The goal here is to cluster the MPs into communities based on the information about their
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twitter activities. The ground truth communities are known to be consisting of five communities
corresponding to the political affiliations of the MPs: 152 Conservative, 178 Labour, 39 Liberal
Democrat, 5 SNP and 7 Other MPs. The clustering quality is assessed through NMI and CCR as
before.
Although we have argued earlier in the introduction justifying the use of multi-layer model
with common community structure for modeling this network, here we augment the argument
quantitatively by applying the parametric bootstrap based hypothesis testing procedure developed
in Section 7 to this dataset. The value of the log likelihood ratio test statistics is −12201.12. The
distribution of the test statistic obtained through parametric bootstrap is presented in Figure 2.3.
The observed value of the statistic clearly falls outside the range of the simulated values from
the parametric bootstrap. Hence the empirical p-value is 0 and we reject the null hypothesis of
independent community assignments in each layer. Consequently we conclude that the network
needs to be modeled with multi-layer models.
Part (a) of Table 2.2 reports the performance of the algorithm for the six individual layers
considered. Note that the performance of the derived networks is worse compared to the direct
ones despite being denser. Clearly the signal in favor of the ground truth is stronger in the
“direct networks” compared to the “derived networks”. The performance of majority vote, MLEs
in aggregate SBM, MLSBM and RMLSBM on multi-layer networks constructed from the three
direct layers and all layers together are given in part (b) of Table 2.2. In both cases the multi-
layer methods outperform the baseline methods, and between the two multi-layer methods, RMLE
outperforms MLE. From the results for direct networks, we note that the performance of multi-
layer methods is not affected by inclusion of relatively sparse layers (“mentions”, “retweets”) and
multi-layer methods perform better than the densest layer (“follows”), as long as all the signal
strength is high. However the performance deteriorates as the signal quality becomes bad with the
inclusion of poor performing derived networks. RMLSBM is more robust towards such layers with
poor signal compared to MLSBM. The MLE in aggregate SBM performs poorly in the full network
due to the number of layers in that network being too large.
A sparsity pattern plot of the adjacency matrices of each of the three layers from the network,
sorted according to the common community assignment obtained from the MLE in RMLSBM, is
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Table 2.2: The NMI and CCR for Twitter UK politics data
Measure Mentions Follows Retweets Co-Mentions Co-Follows Co-Retweets
NMI 0.4522 0.5992 0.4610 0.3449 0.2520 0.4009
CCR 0.8182 0.9022 0.7926 0.7565 0.7053 0.8136
(a) Individual network layers
NMI CCR
Majority Aggregate SBM MLSBM RMLSBM Majority Aggregate SBM MLSBM RMLSBM
Direct 0.5213 0.5819 0.6764 0.6821 0.8477 0.8871 0.9527 0.9553
All 0.3825 0.3326 0.5428 0.6250 0.7217 0.7506 0.8393 0.9107
(b) Combined network layers
presented in Figure 2.4. The red grid lines indicate the community partitions for the five communi-
ties. It can be easily seen from the figure that the intra-community connections represented in the
diagonal (from bottom left corner to top right corner) are denser as compared to inter-community
connections in each of the three layers.
2.9 Discussions
In this chapter we extended the stochastic block model to the multi-layer settings with two re-
lated models, MLSBM and its restricted version RMLSBM. The community assignments through
maximum likelihood estimation in both models are shown to be consistent under data generated
from the more general model MLSBM with suitable conditions on the growth rate of the number
of communities, the number of types of layers, and the total number of edges of the multi-layer
graph. We also derived minimax rates of error and thresholds for consistency of community de-
tection in MLSBM, RMLSBM and a baseline model, the SBM obtained by aggregating the layers.
We compared the proposed methods with the MLEs in single layer networks, spectral clustering
on the mean adjacency matrix, as well as two baseline methods, MLE in the aggregate SBM and
majority voting, through results on asymptotic consistency and simulation.
We demonstrate advantages of the MLE in RMLSBM over the MLEs from single-layer SBMs
as well as the majority voting and the MLE in MLSBM, through a combination of asymptotic
consistency analysis and simulation studies, when either the number of communities is large or the
graph layers are relatively sparse. This includes the case when the individual layers have bounded
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average degree, which is an extremely challenging case for single layer networks. We would like to
emphasize that handling the bounded degree case would not be possible with the usual MLSBM
extension. Both the baseline methods suffer from deficiencies that limit their abilities to detect
communities in multi-layer networks effectively. While the aggregation of graphs performs poorly if
the community structure information contained in different layers are heterogeneous, the majority
voting fails to infer community structure correctly from a large number of layers with week signals.
The observations are in line with previous work in regression settings where a parsimonious model
with similar accuracy is preferred over a model with a large number of parameters. The RMLSBM
approximates the MLSBM quite well with fewer parameters for most multi-layer networks which
are sparse or have a large number of communities. Hence in such cases the RMLSBM outperforms
the MLSBM.
2.10 Proofs and derivations
2.10.1 Derivation of variational inference for RMLSBM
We derive the update rules for RMLSBM. Note that for the restricted model, the complete data
log likelihood is given by
l(A,Z) = l(A|Z) + l(Z)
=
∑
i
∑
q
Ziqαq +
1
2
∑
i 6=j
∑
q,l
∑
m
ZiqZjl{A(m)ij (pˆiql + βˆm)
− log(1 + exp(pˆiql + βˆm)}.
In the E step of the following variational EM algorithm, we compute the variational approxima-
tion estimates of the probabilities of class assignments for each node. Given the model parameters
α, pi, β, the variational parameters τ can be computed by maximizing the function
JR =
∑
i
∑
q
τiq log(αq) +
1
2
∑
i 6=j
∑
q,l
∑
m
ZiqZjl{A(m)ij (pˆiql + βˆm) (2.10.1)
− log(1 + exp(pˆiql + βˆm)} −
∑
i
∑
q
τiq log(τiq)
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with the constraint that
∑
q τiq = 1 for all i. The solution for the (t+ 1)th EM step can be readily
obtained as
τˆ
(t+1)
iq = exp
[
αˆ(t)q
∑
i<j
∑
l
∑
m
τˆ
(t)
jl {A(m)ij (pˆi(t)ql + βˆ(t)m ) log(1 + exp(pˆi(t)ql + βˆ(t)m ))}
]
.
In the M step we estimate the parameters of the model by maximizing the conditional expec-
tation of the complete likelihood with respect to the parameters. Since we do not have a closed
form solution for the parameters pi and β, we use a gradient descent algorithm (BFGS optimization
algorithm) to simultaneously optimize the objective function with respect to all the parameters.
The gradients of the objective function with respect to pi and β are
∂
∂β
(t)
m
:=
∑
i 6=j
∑
q,l
τˆ
(t)
iq τˆ
(t)
jl
A(m)ij − exp(pˆi(t)ql + βˆ(t)m )
1 + exp(pˆi
(t)
ql + βˆ
(t)
m )
 , (2.10.2)
∂
∂pi
(t)
ql
:=
∑
i 6=j
∑
m
τˆ
(t)
iq τˆ
(t)
jl
A(m)ij − exp(pˆi(t)ql + βˆ(t)m )
1 + exp(pˆi
(t)
ql + βˆ
(t)
m )
 . (2.10.3)
The two algorithms corresponding to the two models are described in Algorithm 1 and Algorithm
2 respectively.
2.10.2 Proof of Equation (2.2.16)
lR(A; z)− l¯RP (z)
=
∑
m
∑
i<j
{
A
(m)
ij log
(
φˆ
(m)
zizj
φ¯
(m)
zizj
)
+ (1−A(m)ij ) log
(
1− φˆ(m)zizj
1− φ¯(m)zizj
)}
+X − E(X)
=
∑
m
∑
i<j
{
A
(m)
ij (pˆiql + βˆm − p¯iql − β¯m)− log
(
1 + exp(pˆiql + βˆm
1 + exp(p¯iql + β¯m)
)}
+X − E(X)
=
∑
q≤l
(pˆiql − p¯iql)
∑
m
∑
i<j
A
(m)
ij 1{zi = q, zj = l}+
∑
m
(βˆm − β¯m)
∑
i<j
A
(m)
ij
−
∑
m
∑
q≤l
nql log
(
1 + exp(pˆiql + βˆm
1 + exp(p¯iql + β¯m)
)
+X − E(X)
=
∑
q≤l
(pˆiql − p¯iql)nql
∑
m
φˆ
(m)
(z)ql +
∑
m
(βˆm − β¯m)
∑
q≤l
nqlφˆ
(m)
(z)ql
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−
∑
m
∑
q≤l
nql log
(
1 + exp(pˆiql + βˆm)
1 + exp(p¯iql + β¯m)
)
+X − E(X)
=
∑
m
∑
q≤l
nql
{
φˆ
(m)
(z)ql log
 φˆ(m)(z)ql
φ¯
(m)
(z)ql
+ (1− φˆm(z)ql) log
1− φˆ(m)(z)ql
1− φ¯(m)(z)ql
}+X − E(X)
=
∑
m
∑
q≤l
nqlD
(
φˆ
(m)
(z)ql || φ¯
(m)
(z)ql
)
+X − E(X), (2.10.4)
2.10.3 Proofs of consistency results
Before we describe the proves of Theorems 1 and 2, we need the following lemma.
Lemma 1. For a fixed z, let pˆi(z) = {pˆi(m)(z)ql; q, l ∈ {1, . . . ,K}, m ∈ {1, . . . ,M}} denote the
MLE of the parameters of MLSBM, and let pˆiR(z) = {(pˆi(z)ql, βˆ(z)m); q ≤ l, q, l ∈ {1, . . . ,K}, m ∈
{1, . . . ,M}} be the MLE of the parameters of RMLSBM. Then for any z, we have the size of the
set of all possible values that pˆi(z) can take as
|Πˆ(z)| ≤
(
N
K
+ 1
)MK(K+1)
,
and that pˆiR(z) can take as
|ΠˆR(z)| ≤
(
M1/2
(
N
K
+ 1
))K2+K (N(N + 1)
2
+ 1
)M
,
where Πˆ(z) and Πˆ
R
(z) denote the range of pˆi(z) and pˆi
R
(z) respectively for a fixed z.
Proof. We first determine the size of the set of all possible values that the MLE of the parameter
array pi can take in the MLSBM. Notice that from Equation (3.5) the estimate pˆi(m) of the parameter
matrix for any layer m can take any of the
∏
q≤l(nql + 1) values, since its K(K + 1)/2 upper
diagonal components (pˆi
(m)
ql , q ≤ l, q, l ∈ {1, . . . ,K}) can take any of the nql + 1 values in the set
{0, 1/nql, . . . , 1} independently. However this is subject to the constraint that
∑
q≤l
nql =
(
N
2
)
. This
implies that |Πˆ| is a product of (K+12 ) positive terms whose sum is fixed. So |Πˆ| is maximized when
the terms are all equal, i.e., nql =
(
N
2
)
/
(
K+1
2
)
uniformly across all m. Hence we have the following
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inequality
|Πˆ| ≤
((
N
2
)
/
(
K + 1
2
)
+ 1
)MK(K+1)/2
<
(
N2
K2
+ 1
)MK(K+1)/2
<
(
N
K
+ 1
)MK(K+1)
.
Now we turn our attention to the set of values the MLE of the parameter array in RMLSBM
can take. Note that Equations (3.13) and (3.14) together represent K(K + 1)/2 + M equations
involving partial sums of the MLEs of the K(K + 1)/2 + M elements in the parameter array piR
(although the equations are written in terms of the transformation φ for convenience, they actually
represent the same equations as Equations (3.10) and (3.11). The right hand side of the equations
together are the sufficient statistics under the RMLSBM. Note that due to the identifiablility
constraint, we have only K(K + 1)/2 + M − 1 free parameters. On the other hand, one of the
equations in the set of equations is also redundant, since adding together the first M equations
represented by Equation (3.13) and adding the remaining K(K + 1)/2 equations represented by
Equation (3.14) yield the same equation and hence there is one linear dependence. This set of
equations determines the MLE of piR. Hence the size of the set of all distinct solutions pˆiR is at
most the number of possible sets of system of equations. To determine the later, we notice that the
right hand side of each of the first set of M equations can take N(N + 1)/2 + 1 values from the set
{0, 2/[N(N + 1)], . . . , 1}, while the right hand side of each of the next set of K(K + 1)/2 equations
can take Mnql + 1 values from the set {0, 1/(Mnql), . . . , 1}. So the size of the set of possible values
the estimated parameter array pˆiR can take is
|ΠˆR| ≤
∏
q≤l
(Mnql + 1)
M∏
m=1
(
N(N + 1)
2
+ 1
)
.
The first term is maximized as before when all the nql’s are equal, i.e., nql =
(
N
2
)
/
(
K+1
2
)
. The
second term is a fixed quantity. So we have
|ΠˆR| ≤
(
M
(
N
2
)
/
(
K + 1
2
)
+ 1
)K(K+1)/2(N(N + 1)
2
+ 1
)M
≤
(
M
N2
K2
+ 1
)K(K+1)/2(
N(N + 1)
2
+ 1
)M
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≤
(
M1/2
N
K
+ 1
)K(K+1)(N(N + 1)
2
+ 1
)M
.
Lastly notice that the transformation defined by Equation (3.1) is an onto function but not neces-
sarily one-to-one, so one or more parameter arrays piR map to one φ. Hence for every estimate φˆ
there exists a corresponding estimate array pˆiR. Therefore we have
|Φˆ| ≤ |ΠˆR| ≤
(
M1/2
N
K
+ 1
)K(K+1)(N(N + 1)
2
+ 1
)M
.
For brevity of notation henceforth we remove the subscript (z) from pi(z), pi
R
(z) and φ(z), denoting
the set of parameters of MLSBM, RMLSBM and the transformation of the set of parameters of
RMLSBM respectively for a fixed z. We also remove the subscript (z) from Πˆ(z) and Πˆ
R
(z).
Proof of Theorem 1
The proof for the unrestricted case follows the structure of the proof of Theorem 1 in [31]. Following
the arguments in the aforementioned paper, we first notice that for a fixed z, each estimate pˆi
(m)
ql is
a sum of nql independent Bernoulli random variables with mean p¯i
(m)
ql . Hence the probability that
pˆi
(m)
ql = ν, where ν ∈ {0, 1/nql, . . . , 1} can be bounded as
P (pˆi
(m)
ql = ν) ≤ exp
(
−nqlD(ν || p¯i(m)ql )
)
,
and by the independence of A
(m)
ij , the bound on the probability of any realization pˆi is
P (pˆi) ≤ exp
−∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql )
 .
Recall Πˆ denotes the set of values the estimate array pˆi can take for a fixed class assignment
z. In Lemma 1, we have bounded the size of this set as |Πˆ| ≤ (NK + 1)MK(K+1). Now we consider
the event that
∑
q≤l nql
∑
mD(pˆi
(m)
ql || p¯i(m)ql ) is at least as large as some  > 0, and derive an upper
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bound for its probability of occurrence:
P (Πˆ) = P
pˆi ∈ Πˆ; ∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql ) ≥ 
 = ∑
pˆi∈Πˆ
P (pˆi)
≤
∑
pˆi∈Πˆ
exp
−∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql )
 ≤ ∑
pˆi∈Πˆ
exp(−)
= |Πˆ| exp(−) ≤ |Πˆ| exp(−) ≤
(
N
K
+ 1
)MK(K+1)
exp(−)
Hence for all  > 0, we have over all KN possible class assignments z,
P
max
z
∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql ) ≥ 
 ≤ P
⋃
z
∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql ) ≥ 


≤ KN exp
(
MK(K + 1) log
(
N
K
+ 1
)
− 
)
≤ exp
(
N logK +M(K2 +K) log
(
N
K
+ 1
)
− 
)
.
The proof for the restricted case, although follows the same structure as before, is more involved
as we need to deal with estimating equations instead of closed form solutions. Note that for a fixed
z, the left hand side of each of the M estimating equations in (3.13) is 1N(N+1)/2
∑
q≤l nqlφˆ
(m)
ql , which
is a sum of N(N + 1)/2 independent Bernoulli random variables with mean 1N(N+1)/2
∑
q≤l nqlφ¯
(m)
ql
respectively. Hence the probability that
1
N(N+1)/2
∑
q≤l nqlφˆ
(m)
ql = νm, where νm ∈ {0, 2/[N(N + 1)], . . . , 1} can be bounded as
P
∑q≤l nqlφˆ(m)ql
N(N + 1)/2
= νm
 ≤ exp
−N(N + 1)
2
D
νm ∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)ql
N(N + 1)/2
 ,
for m ∈ {1, . . . ,M}.
Similarly the left hand side of each of theK(K + 1)/2 estimating equations in (3.14) is 1M
∑
m φˆ
(m)
ql ,
which is a sum of Mnql independent Bernoulli random variables with mean
1
M
∑
m φ¯
(m)
ql . Hence
the probability that 1M
∑
m φˆ
(m)
ql = νql, where νql ∈ {0, 1/(Mnql), . . . , 1} can be bounded as
P
(
1
M
∑
m
φˆ
(m)
ql = νql
)
≤ exp
(
−MnqlD
(
νql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
))
,
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for q ≤ l, q, l ∈ {1, . . . ,K}.
Now since these K(K + 1)/2 + M estimating equations together determine the MLE pˆiR of
RMLSBM, the probability of any realization of pˆiR is bounded by the joint probability of the
occurrence of the estimating equations. Note that although the equations within the two sets
(3.13) and (3.14) are independent of each other, the two sets of equations are not independent of
each other. Hence because of the inequalities that P (A ∩ B) ≤ P (A) and P (A ∩ B) ≤ P (B), we
have
P (pˆiR) ≤
∏
m
P
 1
N(N + 1)/2
∑
q≤l
nqlφˆ
(m)
ql

≤ exp
−∑
m
N(N + 1)
2
D
∑q≤l nqlφˆ(m)ql
N(N + 1)/2
∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)ql
N(N + 1)/2
 , (2.10.5)
and
P (pˆiR) ≤
∏
q≤l
P
(
1
M
∑
m
φˆ
(m)
ql
)
≤ exp
−∑
q≤l
MnqlD
(
1
M
∑
m
φˆ
(m)
ql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
) . (2.10.6)
For brevity, we call the right hand sides of Equations (2.10.5) and (2.10.6) as exp(−E1) and
exp(−E2) respectively. From Lemma 1, we have the size of set of all possible values pˆiR can take
|ΠˆR| ≤
(
M1/2
N
K
+ 1
)K(K+1)(N(N + 1)
2
+ 1
)M
.
Now we consider the event that Ei is at least as large as some  > 0 for i = 1, 2 respectively.
P (ΠˆR ) = P (pˆi
R ∈ ΠˆR;Ei ≥ ) =
∑
pˆiR∈ΠˆR
P (pˆiR) ≤
∑
pˆiR∈ΠˆR
exp(−Ei)
≤ |ΠˆR| exp(−) ≤
(
M1/2
N
K
+ 1
)K(K+1)(N(N + 1)
2
+ 1
)M
exp(−).
53
Hence for all  > 0, we have over all KN possible class assignments z,
P
(
max
z
{∑
m
N(N + 1)
2
D
∑q≤l nqlφˆ(m)ql
N(N + 1)/2
∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)ql
N(N + 1)/2
} ≥ )
≤ exp
(
N logK + (K2 +K) log
(
M1/2
N
K
+ 1
)
+M log
(
N(N + 1)
2
+ 1
)
− 
)
,
and
P
(
max
z
{∑
q≤l
MnqlD
(
1
M
∑
m
φˆ
(m)
ql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
)}
≥ 
)
≤ exp
(
N logK + (K2 +K) log
(
M1/2
N
K
+ 1
)
+M log
(
N(N + 1)
2
+ 1
)
− 
)
.
Proof of Theorem 2
First we note that X, as defined in Equation (3.9), is a sum of bounded independent random
variables, because each element X
(m)
ij in the sum is bounded by C = 2 log(
√
MN) in absolute value.
So we can use a Bernstein type inequality for sums of bounded independent random variables [34]
to obtain
P (|X − E(X)| > ) ≤ exp
− 2
2
∑
m
∑
i<j
E[X
(m)2
ij ] +
2
3C

≤ exp
(
− 
2
8L log2(
√
MN) + 43 log(
√
MN)
)
,
since
∑
m
∑
i<j
E[X
(m)2
ij ] =
∑
m
∑
i<j
P
(m)
ij log
2(p¯i
(m)
ql /(1− p¯i(m)ql )) < 4L log2(
√
MN). Combining this inequal-
ity with the result in Theorem 1, we have over all possible KN class assignments z,
max
z
P (|l(A; z)− l¯P (z)| > 2L)
≤ max
z
P
∑
q≤l
nql
∑
m
D(pˆi
(m)
ql || p¯i(m)ql ) > L
+ P (|X − E(X)| > L)

≤ exp
(
N logK +M(K2 +K)log
(
N
K
+ 1
)
− L
)
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+ exp
(
N logK − 
2L
8 log2(
√
MN) + 43 log(
√
MN)
)
,
which goes to zero asymptotically as N grows under the growth conditions mentioned on K and
L. So we have
max
z
|l(A; z)− l¯P (z)| = oP (L).
Proof of Theorem 3
The proof for the RMLSBM will be a slight modification of the earlier proof for MLSBM. As
before we need to bound the two terms in the decomposition of the difference between maximized
likelihood and its expected value defined in Equation (3.16). For that we write the first part in
the right hand side of (3.16), which we call E3 here for brevity, in terms of the quantities we have
already bounded in Theorem 1. We begin by noticing that, since the Kullback-Liebler divergence
D(a||b) is convex, we can use a reverse of Jensen’s inequality [140, 24] to write
∑
q≤l
nqlD
(
φˆ
(m)
ql || φ¯(m)ql
)
≤ N(N + 1)
2
D
∑q≤l nqlφˆ(m)ql
N(N + 1)/2
∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)ql
N(N + 1)/2
+ log(MN2),
and ∑
m
nqlD
(
φˆ
(m)
ql || φ¯(m)ql
)
≤MnqlD
(
1
M
∑
m
φˆ
(m)
ql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
)
+ log(MN2).
To derive the inequality, we used − log(φˆ(m)ql /φ¯(m)ql ) as our convex function of φˆ(m)ql /φ¯(m)ql on the
interval [1/(MN2), 1 − 1/(MN2)] to obtain a reverse of the “log-sum inequality”. Summing the
two inequalities over m and q, l respectively, we have
E3 ≤ 2
∑
m
N(N + 1)
2
D
∑q≤l nqlφˆ(m)ql
N(N + 1)/2
∣∣∣∣∣∣ ∑q≤l nqlφ¯(m)ql
N(N + 1)/2
+ o(M(log(√MN))1+δ),
and
E3 ≤ 2
∑
q≤l
MnqlD
(
1
M
∑
m
φˆ
(m)
ql
∣∣∣∣∣∣ 1
M
∑
m
φ¯
(m)
ql
)
+ o(K2(log(
√
MN))1+δ).
Hence E3 is bounded by the minimum of the above two upper bounds. Since the first part in the
right hand side of the above two inequalities is bounded by the same quantity, we will take the
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inequality for which the second part is smaller. Under the conditions on the growth of L in the
theorem, the minimum of the two second parts is o(L). Consequently,
max
z
P (|lR(A; z)− l¯RP (z)| > 2L)
≤ exp
(
N logK + (K2 +K) log
(
M1/2
N
K
+ 1
)
+M log
(
N(N + 1)
2
+ 1
)
− L
)
+ exp
(
N logK − 
2L
8 log2(
√
MN) + 43 logN
)
,
so under the growth conditions mentioned under different asymptotic settings,
max
z
|lR(A; z)− l¯RP (z)| = oP (L).
Proof of Theorem 4
For MLSBM, if the conclusion max
z
|l(A; z) − l¯P (z)| = oP (L) of Theorem 2 holds, the data are
generated according to a K-class blockmodel with membership vector z¯ and probability matrix p¯i,
and the maximum-likelihood K-class blockmodel class assignment estimator is zˆ, then it is easy to
see
l¯P (z¯)− l¯P (zˆ) ≤ l¯P (z¯)− l¯P (zˆ) + l(A, zˆ)− l(A, z¯) (2.10.7)
≤ |l¯P (z¯)− l(A, z¯)|+ |l¯P (zˆ)− l(A, zˆ)| = oP (L).
Note that the terms l¯P (z¯)− l¯P (zˆ) and l(A, zˆ)− l(A, z¯) are positive quantities as mentioned earlier.
The rest of the proof requires the concepts of partition and refinement as laid out in [31]. We
briefly review the concepts here and apply them to MLSBM and its regularized version RMLSBM.
Let [N ] denote the set of integers {1, 2, . . . , N}. Any multi-layer blockmodel induces a partition of
the M upper triangular probability matrices. Formally we define a partition of {P (m)ij }i<j into U
subsets {S1, . . . , SU} by the following mapping
Θ : (i, j)i∈[N ], j∈[N ], i<j → [U ].
Note that the partitions induced on all M probability matrices are the same, since the partition
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is a function only of the indices and not of the type of edges. There exists a bijection between
the set [U ] and the upper triangular part of the parameter matrices of MLSBM, so we can write
piΘ(i,j) = pizizj .
In MLSBM, for a general partition, we define Su = {(i, j) : Θ(i, j) = u, i < j} and p¯iu =
|Su|−1
∑
m
∑
Θ(i,j)=u,i<j
P
(m)
ij , so that we can define the log likelihood under this partition as
l¯∗P (Θ) =
M∑
m=1
∑
i<j
{P (m)ij log p¯i(m)Θ(i,j) + (1− P
(m)
ij )log (1− p¯i(m)Θ(i,j))}.
It is easy to see that l¯∗P (Θ
z) = l¯P (z), where Θ
z is the partition corresponding to block model
assignment z. A refinement Θ′ of partition Θ further subdivides the partitions in Θ into subgroups
or sub-partitions so that Θ
′
(i1, j1)i1<j1 = Θ
′
(i2, j2)i2<j2 ⇒ Θ(i1, j1)i1<j1 = Θ(i2, j2)i2<j2 . From
Lemma A2 of [31], it can be easily obtained
l¯∗P (Θ) ≤ l¯∗P (Θ′).
One such refinement is constructed in the following way [31]. We consider a K class MLSBM
with membership vector z¯ and let Θz denote a partition of {P (m)ij }i<j for any z. Now, for a given
membership class under z, partition the corresponding set of nodes into subclasses according to
the true class assignment z¯ of each node. Then remove one node from each of the two largest
subclasses so obtained, and group them together as a pair; continue this pairing process until no
more than one nonempty subclass remains. If pair (i, j) is chosen from the above procedure, then
zi = zj and z¯i 6= z¯j . Define C1 as the number of (i, j) pairs selected by the above method. Since
at least one of i or j is misclustered, we have Ne(z)/2 ≤ C1 ≤ Ne(z).
Next, for each C1 pairs find all other distinct indices k for which condition (3.26) of the theorem
is satisfied. Let C2 denote the total number of distinct triples that can be formed in this manner. For
each of the C2 such triples (i, j, k), we remove Pik and Pjk from their previous subset assignment
under Θz and place them in a new distinct two element subset. This partition so created is a
refinement of the original partition Θz, and we call this refined partition Θ
′z. The condition (3.26)
of the theorem implies that for each pair of classes (q, l), there exists at least one class c that
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satisfies,
D
(
p¯i(m)qc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)
+D
(
p¯i
(m)
lc
∣∣∣∣∣∣ p¯i(m)qc + p¯i(m)lc
2
)
≥ LK
MN2
. (2.10.8)
Consequently for any of the C1 pairs of nodes under the true partition, we obtain triples at least as
large as the cardinality of the smallest class. Hence C2 is at least as large as C1s, where s the size
of the smallest class. Now as per assumption, s = Ω(N/K). Hence we can bound the difference in
the likelihood:
l¯P (z¯)− l¯∗P (Θ
′z) =
∑
m
∑
i<j
D
(
P
(m)
ij || pi(m)Θ′z(i,j)
)
= C2MΩ
(
LK
MN2
)
= C1MΩ
(
N
K
LK
MN2
)
=
Ne(z)
2
Ω(L)
MNKL
KLMN2
=
Ne(z)
N
Ω(L).
Since the above procedure is valid for any class assignment vector z, we can apply it for the
maximum likelihood estimate zˆ as well. Note that zˆ induces partition Θzˆ of the probability matrices
{P (m)ij }i<j, m={1,...,M} and its refinement Θ
′zˆ increases the likelihood, i.e., l¯∗P (Θ
zˆ) ≤ l¯∗P (Θ
′zˆ). Also
we have l¯∗P (Θ
zˆ) = l¯P (zˆ). Consequently we have
l¯P (z¯)− l¯P (zˆ) ≥ l¯P (z¯)− l¯∗P (Θ
′zˆ) =
Ne(zˆ)
N
Ω(L).
Combining this with the result from Equation (3.25), we have
Ne(zˆ) = oP (N).
Proof of Theorem 5
Before we proceed with the proof we need two lemmas. The first lemma bounds the difference
between the maximized expected likelihoods from the unrestricted and the restricted models under
the true partition. The second lemma uses this result along with the result of Theorem 3 to bound
the difference between the maximized expected likelihood for the restricted model under the RMLE
and the maximized expected likelihood for the unrestricted model under the true partition.
Lemma 2. Under the true partition z¯, if any of the five sets of conditions in Theorem 3 on the
growth of multi-layer blockmodel parameters holds, then l¯P (z¯) − l¯RP (z¯) = oP (L), where L is the
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expected number of edges in the multi-layer graph under the corresponding set of conditions.
Proof. For large N , subtracting Equation (3.24) from Equation (3.23) we have
l¯P (z¯)− l¯RP (z¯)
=
∑
q≤l
nql
∑
m
D(p¯i
(m)
ql ||φ¯(m)ql )
≤|EQ| log(MN2) +
(
MN(N + 1)
2
− |EQ|
)
C1
L′
MN2(logM)1+δ(logN)2+δ
log
(
C1L
′/(MN2(logM)1+δ(logN)2+δ)
1/MN2
)
=oP (L
′) +
C1L
′
(logM)1+δ(logN)2+δ
log
(
C1L
′
(logM)1+δ(logN)2+δ
)
=oP (L
′) + oP (L′) log
(
C1L
′
(logM)1+δ(logN)2+δ
)/
[(logM)1+δ(logN)1+δ]
=oP (L
′) + oP (L′)R
=oP (L),
where C1 is a constant and R = log
(
C1L′
(logM)1+δ(logN)2+δ
)/
[(logM logN)1+δ]. The inequality in
step 2 comes from the upper bound on D(p||q) which can be derived as follows. Without loss
of generality, we can assume that p > q and D(p||q) ≤ p log pq ≤ pmax log pmaxqmin . Next we replace
pmax and qmin by the assumption on the lower and upper bounds of the restricted block model
probabilities given in Equation (3.3).
Now to complete the proof, we only need to verify that under the five sets of conditions in
Theorem 3, the term R in the right hand side of the above derivation is o(1). Under the first two
sets of conditions, L′ = MN(logN)3+δ and consequently R = log(MN logN/(logM)
1+δ)
(logM logN)1+δ
= o(1). Under
the third set of conditions, L′ = N(logN)3+δ and hence R = log(N logN/(logM)
1+δ)
(logM logN)1+δ
= o(1). Finally
under the last two sets of conditions, if L′ = MN(logN)1+δ then R = log(MN/(logM)
1+δ)
(logM logN)1+δ
= o(1),
and if L′ = M(logM)2+δ(logN)1+δ then R = log(M(logM)
1+δ)
(logM logN)1+δ
= o(1).
Lemma 3. Under the true partition z¯ and the RMLE of the partition zˆR (i.e., the MLE in the
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restricted model RMLSBM), we have l¯P (z¯)− l¯RP (zˆR) = oP (L) whenever the conclusion of Theorem
3 holds.
Proof. Note that l¯P (zˆ
R) ≥ l¯RP (zˆR) since the maximum of the unrestricted likelihood l¯P (z) is uni-
formly larger than or equal to the maximum of the restricted likelihood l¯RP (z) for all z. Moreover,
z¯ maximizes l¯P (·) and hence l¯P (z¯)− l¯RP (zˆR) ≥ 0. Notice that lR(A, zˆR)− lR(A, z¯) is positive since
the observed restricted likelihood is maximized at zˆR. So we have
l¯P (z¯)− l¯RP (zˆR) ≤ l¯P (z¯)− l¯RP (zˆR) + lR(A, zˆR)− lR(A, z¯)
≤ |l¯P (z¯)− lR(A, z¯)|+ |l¯RP (zˆR)− lR(A, zˆR)|
≤ |l¯P (z¯)− l¯RP (z¯)|+ |l¯RP (z¯)− lR(A, z¯)|+ |l¯RP (zˆR)− lR(A; zˆR)|
= oP (L),
by Lemma 2 and Theorem 3.
Now we are ready to show that the class membership assignment vector estimated through
the maximum likelihood estimation in the restricted model RMLSBM is consistent under data
generated from the MLSBM. We define regularized partition ΘR of the matrices of probabilities
between nodes P
(m)
ij , computed according to the restricted model RMLSBM and its refinement Θ
′R
in exactly the same way. We further define the corresponding restricted log likelihood associated
with this partition ΘR as l¯∗RP (Θ
R). For convenience we again resort to the transformation defined
by Equation (3.1)
l¯∗RP (Θ
R) =
M∑
m=1
∑
i<j
{P (m)ij log φ¯(m)ΘR(i,j) + (1− P
(m)
ij ) log(1− φ¯(m)ΘR(i,j))}.
For any membership assignment zR from the RMLSBM, let l¯∗RP (Θ
R
zR
) be the corresponding partition
of P
(m)
ij . It follows from this definition that l¯
∗R
P (Θ
R
zR
) = l¯RP (z
R). Hence we have
l¯P (z¯)− l¯∗RP (ΘRzR) =
∑
m
∑
i<j
D
(
P
(m)
ij || φ¯(m)Θ′R
zR
(i,j)
)
= C2MΩ(g) = C1MΩ
(
N
K
g
)
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=
Ne(z
R)
2
Ω(L)
MN
KL
g =
Ne(z
R)
h
Ω(L).
Now we specialize to zˆR. Since Θ
′R is a refinement of ΘR, it increases the restricted likelihood, i.e.,
l¯∗RP (Θ
′R
zˆR
) ≥ l¯∗RP (ΘRzˆR). Using this and the fact that l¯∗RP (ΘRzˆR) = l¯RP (zˆR), we have
l¯P (z¯)− l¯RP (zˆR) ≥ l¯P (z¯)− l¯∗RP (Θ
′R
zˆR) =
Ne(zˆ
R)
h
Ω(L).
The left hand side is o(L) by Lemma 3, and hence,
Ne(zˆ
R) = oP (h).
2.10.4 Proofs of minimax and threshold results
Proof of Theorem 6
For brevity we mention here only the results and proofs that differ from the proof contained in
[185] and refer the reader to the aforementioned paper for a complete description of the techniques
involved. We define the homogeneous/symmetric multi-layer stochastic blockmodel as the MLSBM
with the parameter space ΘML1 that has all intra-block connection probabilities equal to each other
as well as all inter-block connection probabilities equal to each other for each layer. As before, we
assume no relation among the connection probabilities of one layer with that of another layer. The
parameter space can be written as
ΘML1 (z,N,K,M,a,b) =
{
(z, {P (m)ij }) ∈ ΘML : P (m)ij =
a(m)
N
if zi = zj and P
(m)
ij =
b(m)
N
if zi 6= zj , ∀m
}
. (2.10.9)
Note that this model space is homogeneous and uniquely determined by z, i.e., given the community
assignments z, the block model parameters are uniquely determined. This model space is also closed
under permutations, in the sense that the model obtained through permuting the class labels also
belong to ΘML1 . We further define a submodel of this where the block sizes are all (almost) the
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same as
ΘML0 (z,N,K,M,a,b) =
{
(z, {P (m)ij }) ∈ ΘML1 (z,N,K,M,a,b) : Nq = (1 + o(1))
N
K
, ∀q
}
,
(2.10.10)
and yet another submodel space of ΘML0 where the communities are of only 3 sizes,
⌊
N
K
⌋
,
⌊
N
K
⌋− 1
and
⌊
N
K
⌋
+ 1. This submodel space, denoted as ΘMLL is the least favorable case for community
detection in terms of the size of communities (See Section 5.1 of [185]). The parameter space can
be written as
ΘMLL (z,N,K,M,a,b,S) =
{
(z, {P (m)ij }) ∈ ΘML0 (z,N,K,M,a,b) :
∣∣∣q : Nq = ⌊N
K
⌋ ∣∣∣ = S1,
∣∣∣q : Nq = ⌊N
K
⌋
+ 1
∣∣∣ = S2, ∣∣∣q : Nq = ⌊N
K
⌋
− 1
∣∣∣ = S3, S1 + S2 + S3 = K}. (2.10.11)
The submodel spaces ΘML0 and Θ
ML
L are also homogeneous and closed under permutation. Let zˆ
be the class assignment obtained from some procedure under consideration. We break the proof up
into two parts, the first one proves a lower bound for the minimax risk and the second one shows
that there exists an algorithm which attains the lower bound.
Lower bound
It was argued in Section 5.1 of [185] that ΘML1 is the least favorable subspace of Θ
ML using the
property of being closed under permutation. Hence, a lower bound on the minimax rates established
on ΘML1 will also be a good lower bound for the larger parameter space Θ
ML. Since the supremum
over a larger space is always greater than the supremum over any of its subspaces, the lower bound
on ΘML1 is a lower bound for the larger space trivially, but being a least favorable subspace makes
it match the rate. Throughout this section (proof of lower bound) we assume K ≥ 3. The proof
for the case K = 2 follows from [185] with the same modifications described below for the K ≥ 3
case.
We start with a couple of lemmas. The next lemma, due to [185], shows that for any ho-
mogeneous parameter space which is closed under permutation (e.g., ΘML1 and all its submodels
defined above), the minimum global Bayesian risk of zˆ under the uniform prior is the same as the
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minimum of the local Bayesian risk for the first node. The local Bayesian risk for one node needs
to be computed under an appropriate local loss function. [185] defined such a local loss function
as the average over all possible permutations of zˆ that minimizes the distance from the true class
assignment. Let Sz(zˆ) = {zˆ′ = δ(zˆ) : dH(z, zˆ′) = infδ dH(z, δ(zˆ))}. Then the local loss function is
defined as
r(zi, zˆi) =
1
|Sz(zˆ)|
∑
zˆ′∈Sz(zˆ)
dH(zi, zˆ
′
i). (2.10.12)
Lemma 4. (Lemma 2.1 of [185]) Let Λ be any homogeneous parameter space which is closed under
permutation and τ be a uniform prior over the elements of Λ. Defining the global Bayesian risk as
Bτ (zˆ) =
1
|Λ|
∑
z∈ΛE[r(z, zˆ)] and local Bayesian risk for the first node (under the local loss function)
as Bτ (zˆ1) =
1
|Λ|
∑
z∈ΛE[r(z1, zˆ1)], we have
inf
zˆ
Bτ (zˆ) = inf
zˆ
Bτ (zˆ1).
Now we have the following lemma on the Bayesian local risk for the first node in the parameter
space ΘMLL under a uniform prior.
Lemma 5. Let zˆ be an estimated class assignment from some procedure in the block model defined
by (2.10.11). Let τ be a uniform prior over all elements in ΘMLL . For the first node, the local
Bayesian risk Bτ (zˆ1) =
1
|ΘMLL |
∑
z∈ΘMLL E[r(z1, zˆ1)] is lower bounded as
Bτ (zˆ1) ≥ P
∑
m
c(m)
bNK c∑
i=1
X
(m)
i ≥
∑
m
c(m)
bNK c∑
i=1
Y
(m)
i
 , (2.10.13)
where  > 0 is a constant, c(m) = log
(
a(m)(1− b(m)
N
)
b(m)(1−a(m)
N
)
)
, and X
(m)
i ∼ Bern( b
(m)
N ) and Y
(m)
i ∼
Bern(a
(m)
N ) are independent random variables for all i = {1, . . . ,
⌊
N
K
⌋}. Moreover if N∑ I(m)K →∞,
then the right hand side of Equation (2.10.13) is greater than or equal to
exp(−(1 + o(1))N
∑
m
I(m)/K),
while if N
∑
I(m)
K = O(1), then the right hand side of Equation (2.10.13) is O(1).
63
Proof. We follow the proof of Lemma 5.1 in Section 6.2 of [185]. Define ΘMLL1 as a subset of the
parameter space of ΘMLL such that the class to which the first node belongs to is always of size⌊
N
K
⌋
+ 1, i.e., ΘMLL1 = {(z, P
(m)
ij ) ∈ ΘMLL : Nz1 =
⌊
N
K
⌋
+ 1}. Letting x2 = (
⌊
N
K
⌋
+ 1)S2, it was shown
in Section 6.2 of [185] that the ratio of the cardinality of the set ΘMLL1 to that of Θ
ML
L is a constant,
i.e., |ΘMLL1 |/|ΘMLL | = x2/N ≥  for some  > 0. Consequently,
Bτ (zˆ1) ≥ 1|ΘMLL |
∑
z∈ΘMLL1
E[r(z1, zˆ1)] ≥ |ΘMLL1 |
∑
z∈ΘMLL1
E[r(z1, zˆ1)].
For each z′ ∈ ΘMLL1 , we define k′(z′) = z′1 as the class to which the first node belongs to. Let
k(z′) be the set of indices of the communities of size
⌊
N
K
⌋
. Since the first community is of size⌊
N
K
⌋
+ 1, k′(z′) does not belong to k(z′). Now we define a new assignment z(z′) based on z′ as
follows
z(z′)1 =

min{k ∈ k(z′) : k > k′(z′)} if max k(z′) > k′(z′)
min k(z′) if max k(z′) < k′(z′),
(2.10.14)
and z(z′)i = z′i for all i ≥ 2. Clearly z(z′) ∈ ΘMLL1 differs from z′ only in the first node and by
definition has a distance 1 from it. Moreover for any two distinct class assignments z′, z′′ ∈ ΘMLL1 ,
z′ 6= z′′, the new assignments based on them z(z′) and z(z′′) are also different [185]. This implies
that ΘMLL1 = {z(z′) : z′ ∈ ΘMLL1 }. Consequently,
Bτ (zˆ1) ≥ 
2|ΘMLL1 |
∑
z′∈ΘMLL1
(E[r(z′1, zˆ1)] + E[r(z(z
′)1, zˆ1)]).
Next we will derive a lower bound for the Bayes risk, inf zˆ Bτ (zˆ1). Conditional on z
′ or z(z′),
the distribution of A in MLSBM involves a collection of M adjacency matrices. We define two sets
J0 and J1 as follows
J0 = {i ∈ {1, . . . , N}\{1} : z′i = z′1},
J1 = {i ∈ {1, . . . , N}\{1} : z′i = z(z′)1}.
64
Hence,
P (A|z′) =
∏
m
{ ∏
i∈J0
(
a(m)
N
)A(m)1i (
1− a
(m)
N
)1−A(m)1i ∏
i∈J1
(
b(m)
N
)A(m)1i
(
1− b
(m)
N
)1−A(m)1i }
f(AC), (2.10.15)
and
P (A|z(z′)) =
∏
m
{ ∏
i∈J1
(
a(m)
N
)A(m)1i (
1− a
(m)
N
)1−A(m)1i ∏
i∈J0
(
b(m)
N
)A(m)1i
(
1− b
(m)
N
)1−A(m)1i }
f(AC), (2.10.16)
where the function f(AC) is a function involving connections from node 1 to nodes not in J0 ∪ J1
and all connections not involving node 1. Let zˆB attains the infimum of the local Bayes risk. Since
dH(z
′, z(z′)) = 1, the loss with respect to the local loss function defined in Equation (2.10.12) is
r(z′1, zˆB1 ) = dH(z′1, zˆB1 ) which is a 0-1 loss. Then zˆB1 is the Bayes estimator with respect to the local
0-1 loss function and consequently zˆB1 would be the mode of the posterior distribution, i.e.,
zˆB1 =

z′1, if
∑
m
∑
i∈J0 c
(m)A
(m)
1i ≥
∑
m
∑
i∈J1 c
(m)A
(m)
1i
z(z′)1, if
∑
m
∑
i∈J0 c
(m)A
(m)
1i <
∑
m
∑
i∈J1 c
(m)A
(m)
1i .
(2.10.17)
Hence we have
inf
zˆ
Bτ (zˆ1) ≥ P
∑
m
c(m)
bNK c∑
i=1
X
(m)
i ≥
∑
m
c(m)
bNK c∑
i=1
Y
(m)
i
 . (2.10.18)
To derive the probability in the above lower bound, let Zi =
∑
m Z
(m)
i :=
∑
m c
(m)(X
(m)
i −Y (m)i ).
Hence the moment generating function (MGF) of Zi is,
MZi(t) =
∏
m
M
Z
(m)
i
(t) =
∏
m
E(etc
(m)Xi)E(e−tc
(m)Yi)
=
∏
m
(
etc
(m) b(m)
N
+ 1− b
(m)
N
)(
e−tc
(m) a(m)
N
+ 1− a
(m)
N
)
.
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The MGF, MZi(t) is minimized at t
∗ = 12 and the minimum value is
MZi(t
∗) =
∏
m
M
Z
(m)
i
(t∗) =
∏
m
(√
a(m)
N
b(m)
N
+
√
(1− a
(m)
N
)(1− b
(m)
N
)
)2
. (2.10.19)
This implies − log(MZi(t∗)) =
∑
m I
(m). Denoting SN ′ =
∑N ′
i=1
∑
m Z
(m)
i for N
′ =
⌊
N
K
⌋
, we obtain
for any δ > 0,
P (SN ′ ≥ 0) ≥
∑
N ′δ>SN′≥0
N ′∏
i=1
M∏
m=1
p(z
(m)
i )
≥ (MZi(t
∗))N ′
exp(N ′t∗δ)
∑
N ′δ>SN′≥0
N ′∏
i=1
M∏
m=1
exp(t∗z(m)i )p(z
(m)
i )
M
Z
(m)
i
(t∗)
.
Now denoting qm(w) =
exp(t∗w)p(w)
M
Z
(m)
i
(t∗) for all m, we have
P (SN ′ ≥ 0) ≥ exp(−N ′
∑
m
I(m)) exp(−N ′t∗δ)
∑
N ′δ>SN′≥0
N ′∏
i=1
M∏
m=1
qm(z
(m)
i ).
We note that qm(w) is a probability mass function for all m ∈ {1, . . .M}. Let {W (m)i }, i ∈
{1, . . . , N ′}, be i.i.d random variables with probability mass function qm(w). Then we have
P (SN ′ ≥ 0) ≥ exp(−N ′
∑
m
I(m)) exp(−N ′t∗δ)P (δ > 1
N ′
N ′∑
i=1
(
∑
m
W
(m)
i ) ≥ 0). (2.10.20)
Clearly W
(m)
i = c
(m)(X
(m)
i −Y (m)i ) can take 3 values, ±c(m) and 0. The first two values correspond
to the cases when X
(m)
i = 1, Y
(m)
i = 0 and Y
(m)
i = 1, X
(m)
i = 0 respectively. We compute the
first probability as qm(W
(m)
i = c
(m)) = exp(c(m)/2)
(
b(m)
N
)(
1− a(m)N
)
/M
Z
(m)
i
(1/2). The second
one follows similarly. Hence we have
W
(m)
i =

c(m) w.p
√
a(m)
N
b(m)
N (1− a
(m)
N )(1− b
(m)
N )/MZ(m)i
(1/2)
−c(m) w.p
√
a(m)
N
b(m)
N (1− a
(m)
N )(1− b
(m)
N )/MZ(m)i
(1/2)
0 w.p 1− P (W (m)i = c(m))− P (W (m)i = −c(m)).
66
Hence E(W
(m)
i ) = 0 and V ar(W
(m)
i ) = 2(c
(m))2
√
a(m)
N
b(m)
N (1− a
(m)
N )(1− b
(m)
N )/MZ(m)i
(1/2). Hence
denoting
∑
mW
(m)
i as Wi, we have E(
1
N ′
∑N ′
i=1Wi) = 0. Also by independence we the have variance
of 1N ′
∑N ′
i=1Wi as V =
∑
m V ar(W
(m)
i )/N
′ =
∑
m V
(m) where V (m) = V ar(W
(m)
i )/N
′.
We now prove that
∑
m I
(m)/
√
V → ∞. First we consider the case when a(m)  b(m). Then
we have I(m)  1N (a
(m)−b(m))2
a(m)
[185]. On the other hand replacing N ′ by N/K we have V (m) 
(c(m))2a(m)
N /(N/K)  (a
(m)−b(m))2K
a(m)N2
since c(m)  a(m)−b(m)
a(m)
and M
Z
(m)
i
(t∗) = exp(−I(m)) = O(1).
Consequently,
√
V 
√
K
N
√∑
m
(a(m)−b(m))2
a(m)
. Clearly
∑
m I
(m)/
√
V  1√
K
√∑
m
(a(m)−b(m))2
a(m)
√
N
∑
m I
(m)
K → ∞. Next consider the other case b(m) = o(a(m)). Then
∑
m I
(m) 
∑
m a
(m)
N
and c(m)  log(a(m)/b(m)). Consequently, V (m)  a(m)N
(
log
(
a(m)
b(m)
))2√
b(m)
a(m)
/NK . Hence
√
V =
o(
√∑
m a
(m)K/N). This implies
∑
m I
(m)/
√
V = ω(
√∑
m a
(m)/K). Since
∑
m a
(m)/K  N∑m I(m)/K →
∞, we have ∑m I(m)/√V →∞.
Then we choose δ = (
∑
m I
(m)
√∑
m V
(m))1/2 so that δ = o(
∑
m I
(m)) and
√
V =
√
(
∑
m V
(m)) =
o(δ). Since the ratio of δ to the square root of variance goes to infinity as N goes to infinity, by the
central limit theorem we have P (δ > 1N ′
∑N ′
i=1
∑
mW
(m)
i ≥ 0)→ 1/2. Consequently from Equation
(2.10.20),
P (SN ′ > 0) ≥ exp(−(1 + o(1))N ′
∑
m
I(m))
⇒P
∑
m
c(m)
bNK c∑
i=1
X
(m)
i ≥
∑
m
c(m)
bNK c∑
i=1
Y
(m)
i
 ≥ exp(−(1 + o(1))N∑m I(m)
K
),
provided N
∑
m I
(m)/K →∞. The last inequality is obtained by replacing N ′ by ⌊NK ⌋. If however,
N
∑
m I
(m)/K = O(1), we can choose a δ so that Nδ/K is also a constant. Then considering the
cases a(m)  b(m) and b(m) = o(a(m)) separately, from the earlier argument we have∑m I(m)/√V √
N
∑
m I
(m)/K = O(1) in both cases . So we have δ√
V
 K
N
√
V
 K
N
∑
m I
(m) = O(1). Hence all
the terms in the right hand side of Equation (2.10.20) are O(1) and consequently, P (SN ′ > 0) is
O(1).
Now we combine the results of these two lemmas to prove a lower bound on ΘML0 .
67
Lemma 6. Under the assumption that
N
∑
m I
(m)
K →∞,
inf
zˆ
sup
z∈ΘML0
E[r(z, zˆ)] ≥ exp
(
−(1 + N )N
∑
m I
(m)
K
)
(2.10.21)
for some sequence N = o(1). Moreover, if
N
∑
m I
(m)
K = O(1), then inf zˆ supΘML0
E[r(z, zˆ)] ≥ c for
some constant c > 0.
Proof. Since ΘMLL ⊂ ΘML0 , the minimax risk of ΘML0 is lower bounded by the minimax risk of ΘMLL .
Due to the fact that Bayes risk lower bounds the global risk, we also have inf zˆ supz∈ΘMLL E[r(z, zˆ)] ≥
inf zˆ supz∈ΘMLL Bτ (zˆ). Hence we have from Lemma 5,
inf
zˆ
sup
z∈ΘML0
E[r(z, zˆ)] ≥ inf
zˆ
sup
z∈ΘMLL
E[r(z, zˆ)] ≥ inf
zˆ
sup
z∈ΘMLL
Bτ (zˆ) = inf
zˆ
sup
z∈ΘMLL
Bτ (zˆ1).
Now we need to obtain the minimax lower bound for the larger parameter space ΘML in the
next lemma which concludes the proof for lower bound.
Lemma 7. (Lower bound) Under the assumption that
N
∑
m I
(m)
K →∞,
inf
zˆ
sup
ΘML
E[r(z, zˆ)] ≥

exp
(
−(1 + N )N
∑
m I
(m)
2
)
K = 2
exp
(
−(1 + N )N
∑
m I
(m)
sK
)
K ≥ 3
(2.10.22)
for some sequence N = o(1) and some s > 0. Moreover, if
N
∑
m I
(m)
K = O(1), then inf zˆ supΘML0
E[r(z, zˆ)] ≥ c for some constant c > 0.
Proof. By the argument of [185], for K = 2, ΘML0 is the least favorable case for Θ
ML. Hence we
can keep the same lower bound for ΘML (obviously the lower bound holds since ΘML0 is a subspace
of ΘML). However for K ≥ 3, this is not the case and we can improve the lower bound. The least
favorable case consists of the case where at least a constant proportion of communities are of the
size NsK . Define Θ
ML
L to contain all z ∈ ΘML such that a constant proportion of communities have
size
⌊
N
K
⌋
, and another constant proportion of communities have size
⌈
N
K
⌉
and all other communities
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are much larger in size. Then using identical arguments as Lemmas 4 and 5 we have
inf
zˆ
sup
z∈ΘML
E[r(z¯, zˆ)] ≥ inf
zˆ
sup
z∈ΘMLL
Bτ (zˆ1)
≥ P (
∑
m
c(m)
b NsK c∑
i=1
X
(m)
i ≥
∑
m
c(m)
b NsK c∑
i=1
Y
(m)
i )
≥ exp(−(1 + N )N
∑
m I
(m)
sK
).
Combining these two cases we have the result for the entire parameter space ΘML.
Upper bound
To prove the upper bound, we develop a penalized likelihood type algorithm similar to [185] and
show that its risk is upper bounded by the lower bound obtained in the previous step. We note that
in the homogeneous MLSBM case (ΘML0 and Θ
ML
1 ), i.e., when all the intra-community connection
probabilities are a(m)/N and all the inter-community connection probabilities are b(m)/N for layer
m, the log likelihood function is
l(z;A) =
∑
m
{
log(
a(m)
N
)
∑
i<j
A
(m)
ij 1{zi = zj}+ log(1−
a(m)
N
)
∑
i<j
(1−A(m)ij )1{zi = zj}
+ log(
b(m)
N
)
∑
i<j
A
(m)
ij 1{zi 6= zj}+ log(1−
b(m)
N
)
∑
i<j
(1−A(m)ij )1{zi 6= zj}
}
.
The maximum likelihood estimator zˆMLE is given by,
zˆMLE = arg max
z
T (z), (2.10.23)
where T (z) is given by
T (z) =
∑
m
{
log
(
a(m)(1− b(m)/N)
b(m)(1− a(m)/N)
)∑
i<j
A
(m)
ij 1{zi = zj}
− log
(
1− b(m)/N
1− a(m)/N
)
1{zi = zj}
}
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=
∑
m
{c(m)A(m)ij 1{zi = zj} − k(m)1{zi = zj}}, (2.10.24)
with c(m) > 0 is defined in Lemma 5 and k(m) = log
(
1−b(m)/N
1−a(m)/N
)
. However in general the parameter
space will not be homogeneous. Under the more general parameter space ΘML, we still define an
identical form of the penalized likelihood estimator as zˆMLE . Let z¯ be the true class assignment
and zˆ ∈ ΘML0 be an arbitrary class assignment satisfying r(z¯, zˆ) = R/N , where 0 < R < N is a
positive integer. Then note that
T (zˆ)− T (z¯) = (
∑
m
c(m)A
(m)
ij 1{zˆi = zˆj} −
∑
m
c(m)A
(m)
ij 1{z¯i = z¯j})
− (
∑
m
k(m)1{zˆi = zˆj} −
∑
m
k(m)1{z¯i = z¯j})
= (
∑
m
c(m)A
(m)
ij 1{(i, j) ∈ γ(zˆ, z¯)} −
∑
m
c(m)A
(m)
ij 1{(i, j) ∈ α(zˆ, z¯)})
−
∑
m
k(m)(|γ(zˆ, z¯)| − |α(zˆ, z¯)|), (2.10.25)
where α(zˆ, z¯) = {(i, j) : i < j, z¯i = z¯j , zˆi 6= zˆj} and γ(zˆ, z¯) = {(i, j) : i < j, z¯i 6= z¯j , zˆi = zˆj}.
Henceforth we will use shorthands α and γ respectively to denote the sets.
Let PR = P (zˆ ∈ ΘML0 : r(z¯, zˆ) = R/N, T (zˆ) ≥ T (z¯)). We want to bound Pm which is the
probability that an arbitrary class assignment zˆ which does not agree with the truth z¯ in exactly R
places (after permutations) can maximize T (z), i.e., P (T (zˆ) ≥ T (z¯)). We start with the following
lemma.
Lemma 8. Let zˆ be an arbitrary class assignment satisfying r(z¯, zˆ) = R/N , where 0 < R < N is
a positive integer. Then there exists a sequence → 0, independent of zˆ, such that
P (T (zˆ) ≥ T (z¯)) ≤

exp
(
− (1−)NR
∑
m I
(m)
K +R
2
∑
m I
(m)
)
, if R ≤ N2K ,
exp
(
−2(1−)NR
∑
m I
(m)
9K
)
, if R > N2K .
Proof. Let U (m) = {U (m)l ∼ Bern(p(m)l )}, V (m) = {V (m)l ∼ Bern(q(m)l )}, X(m) = {X(m)l ∼
Bern(q(m))} and Y (m) = {Y (m)l ∼ Bern(p(m))} be sets of independent Bernoulli random variables
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for arbitrary l. Further let min p
(m)
l ≥ p(m) and max q(m)l ≤ q(m). Then we can define two sets
of random variables {A(m)l ∼ Bern(p
(m)
p
(m)
l
)} and {B(m)l ∼ Bern(
q
(m)
l
q(m)
)} independent of U and V .
Now we define i.i.d copies {X(m)′} of {X(m)} and {Y (m)′} of {Y (m)} as Y (m)′l = U (m)l A(m)l and
V
(m)
l = X
(m)′
l B
(m)
l . Clearly, Y
(m)′
l = U
(m)
l A
(m)
l ≤ U (m)l and V (m)l = X(m)
′
l B
(m)
l ≤ X(m)
′
l . Hence we
have for any real number s and sequence of positive constants {c(m)},
if s+
∑
m
c(m)
|α|∑
l=1
U
(m)
l ≤
∑
m
c(m)
|γ|∑
l=1
V
(m)
l
then s+
∑
m
c(m)
|α|∑
l=1
Y
(m)
l ≤
∑
m
c(m)
|γ|∑
l=1
X
(m)
l . (2.10.26)
Now we replace U
(m)
l and V
(m)
l with A
(m)
ij 1{(i, j) ∈ α(zˆ, z¯)} and A(m)ij 1{(i, j) ∈ γ(zˆ, z¯)} respectively,
p
(m)
l and q
(m)
l with pi
(m)
zizi/N and pi
(m)
zizj/N respectively (recall pi
(m) was previously defined as the
matrix of block connection probabilities in the MLSBM’s mth layer) , p(m) and q(m) with a(m)/N
and b(m)/N respectively and s with
∑
m k
(m)(|γ| − |α|). Then we get using the result in Equation
(2.10.26) and Equation (2.10.25),
P (T (zˆ) ≥ T (z¯)) ≤ P
∑
m
c(m)
|γ|∑
l=1
X
(m)
i −
∑
m
c(m)
|α|∑
l=1
Y
(m)
i ≥
∑
m
k(m)(|γ| − |α|)

= P
exp
t∑
m
c(m)
|γ|∑
l=1
X
(m)
i − t
∑
m
c(m)
|α|∑
l=1
Y
(m)
i

≥ exp
(
t
∑
m
k(m)(|γ| − |α|)
))
≤ exp
(
−t
∑
m
k(m)(|γ| − |α|)
)(
E[et
∑
m c
(m)X
(m)
1 ]
)|γ| (
E[e−t
∑
m c
(m)Y
(m)
1 ]
)|α|
,
where the last inequality follows from Markov inequality. Now we choose t = t∗ = 1/2. Then we
have
E[et
∗∑
m c
(m)X
(m)
1 ] =
∏
m
(
1− b(m)/N
1− a(m)/N
)1/2(
(a(m)b(m))1/2
N
+ (1− a
(m)
N
)1/2(1− b
(m)
N
)1/2
)
= exp(
∑
k(m)/2) exp(−
∑
m
I(m)/2)
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and E[e−t
∑
m c
(m)Y
(m)
1 ] = exp(−∑ k(m)/2) exp(−∑m I(m)/2). Consequently, we have
P (T (zˆ) ≥ T (z¯)) ≤ e− |γ|+|α|2
∑
m I
(m)
. (2.10.27)
A lower bound on the size of the sets α and γ was given in Lemma 5.3 of [185]. We use
the results directly here : for an arbitrary assignment zˆ ∈ ΘML0 satisfying r(z¯, zˆ) = R/N , where
0 < R < N is a positive integer, we have
min(|α(zˆ, z¯)|, |γ(zˆ, z¯)|) ≥

(1−)NR
K −R2, if R ≤ N2K ,
2(1−)NR
9K , if R >
N
2K .
(2.10.28)
Using this lower bound for both |α| and |γ| immediately yields the result.
Let Γ(z) denotes an equivalent class for z consisting of all permutations of z. In order to use
an union bound for PR, we need to count the cardinality of the set of Γs which have distance R
from z¯. Next we use Proposition 5.2 in [185] which states that
|{Γ : ∃zˆ ∈ Γ s.t r(z¯, zˆ) = R/N}| ≤ min{(eNK
R
)R,KN},
to conclude through a union bound that
PR = P (zˆ ∈ ΘML0 : r(z¯, zˆ) = R/N, T (zˆ) ≥ T (z¯))
≤ |{Γ : ∃zˆ ∈ Γ s.t r(z¯, zˆ) = R/N}| max
z,r(z¯,zˆ)=R/N
P (T (zˆ) ≥ T (z¯)).
The next result uses the above results to establish the upper bound.
Lemma 9. (Upper bound) Under the assumption that
N
∑
m I
(m)
K logK →∞, for the penalized maximum
likelihood estimator zˆ defined in Equation (2.10.24), we have
sup
z¯∈ΘML
E[r(z¯, zˆ)] ≤

exp(−(1 + N )N
∑
m I
(m)
2 ), K = 2,
exp(−(1 + N )N
∑
m I
(m)
sK ), K ≥ 3,
(2.10.29)
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for some sequence N = o(1) and s ∈ [1, 5/
√
3].
Proof. The proof technique is similar to [185]; we only modify the proof in places to suit our
objective while keeping the approach the same. We first prove the result for the subspace ΘML0 and
then extend it for ΘML. We first consider the case K →∞, break the assumption N
∑
m I
(m)
K logK →∞
into 3 parts and verify that in each case E[r(z¯, zˆ)] is bounded by a term of the form exp(−(1 +
o(1))
N
∑
m I
(m)
sK ). Let η = o(1) be a universal sequence independent of N that converges to 0. We
note that
NE[r(z¯, zˆ)] ≤
N∑
R=1
RPR.
(1) If lim infN→∞
N
∑
m I
(m)
K logN > 1, there exists a small constant  > 0 such that
(1−2η)N∑m I(m)
K logN >
1 + . Let η decay slowly such that both
ηN
∑
m I
(m)
K logK and
ηN
K go to infinity. Let B = N exp(−(1−
3η)N
∑
m I
(m)/K). Clearly, P1 = eNK exp(−( (1−η)NK −1)
∑
m I
(m)) ≤ B. This follows by replacing
both log(eK) and
∑
m I
(m) by a bigger term, ηN
∑
m I
(m)/K.
We will show that E[r(z¯, zˆMLE)] is bounded by O(B/N). First let R ∈ [2, N3K ]. Then,
PR ≤
(
eNK
2
exp
(
−(1− η)N
∑
m I
(m)
K
+R
∑
m
I(m)
))R
=
(
eNK
2
exp
(
−(1− η)N
∑
m I
(m)
K
))
(
eNK
2
exp
(
−(1− η)N
∑
m I
(m)
K
+ (R+
R
R− 1)
∑
m
I(m)
))R−1
≤ N exp
(
−(1− η)N
∑
m
I(m)/K + log(eK)
)
(
N exp
(
−(1− η)N
∑
m I
(m)
K
+ 2
N
3K
∑
m
I(m) + log(eK)
))R−1
≤
(
N exp
(
−(1− 2η)N
∑
m
I(m)/K
))(
N exp
(
−(1 + ) logN + 2(1 + ) logN
3(1− 2η)
))R−1
≤ BN (1−(1+)(1−3/4))(R−1)
≤ BN−(R−1)/6.
The penultimate step follows by replacing 1−2η by 8/9 and the last step follows since /4−32/4 ≥
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/6 for large N and small η and  respectively. Hence
NE[r(z¯, zˆ)] = P1 +
N/3K∑
R=2
RPR ≤ P1 +
∞∑
R=2
RBN−(R−1)/6 = P1 +B
N /6
(N /6 − 1)2 = O(B). (2.10.30)
The infinite sum in the last step can be obtained by differentiation the infinite series sum
∑∞
R=1N
−(R)/6
with respect to N .
Next we show that the same conclusion holds for R ∈ [ N3K , N ]. First, note that for any N2K ≥
R ≥ N3K , we have
2(1−η)N∑m I(m)
9K ≤
(1−η)N∑m I(m)
K −R
∑
m I
(m). Hence,
PR ≤
(
eNK
N/3K
exp(−2(1− η)N
∑
m I
(m)
9K
)R
≤
(
exp(−(1− 2η)N
∑
m I
(m)
9K
− N
∑
m I
(m)
9K
+ log(
3eK2

)
)9
(
3eK2

exp(−2(1− η)N
∑
m I
(m)
9K
)R−9
≤ exp
(
−(1− 2η)N
∑
m
I(m)/K
)
exp
(
−2(1− 2η)N
∑
m I
(m)
9K
− 2ηN
∑
m I
(m)
9K
+ log(
3eK2

)
)R−9
≤ B exp
(
−2(1− 2η)N
∑
m I
(m)
9K
)R−9
≤ B exp(−2
9
(1 + ) logN)R−9
≤ BN−2(1+)(R−9)/9 ≤ BN−2(R−9)/9.
By the same reasoning as above,
∑N
R=N/3K RPR ≤
∑∞
R=1RPR is o(B). Hence combining this
result with Equation (2.10.30), we have NE[r(z¯, zˆ)] = O(B).
For the remaining two cases, (2) lim sup
N
∑
m I
(m)
K logN < 1 and (3)
N
∑
m I
(m)
K logN = 1 + o(1), the proof
follows from the corresponding cases in [185] ( Proof of Theorem 3.2). Hence we omit the details
and only write the results.
(2) If lim supN→∞
N
∑
m I
(m)
K logN < 1, then there exists a small constant  > 0 such that
(1−η)N∑m I(m)
K logN
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> 1− . Define R0 = N exp(−(1−K−/2)(1− η)N
∑
m I
(m)/K) and R′ = N/K1+. We have
PR ≤

( eNKR0 exp(−
(1−η)N∑m I(m)
K +R
′∑
m I
(m)))R ≤ exp(− (1−η)NR
∑
m I
(m)
2K1+/2
) R0 ≤ R ≤ R′
( eNKR′ exp(−
2(1−η)N∑m I(m)
9K ))
R ≤ exp(−NR
∑
m I
(m)
9K ) R
′ < R ≤ N
and hence from the proof in [185] E[r(z¯, zˆ)] = exp(− (1−o(1))N
∑
m I
(m)
K ).
(3) If
N
∑
m I
(m)
K logN = 1+o(1), then there exists a positive sequence w = o(1) such that |
N
∑
m I
(m)
K logN −
1|  w and 1√
logN
≤ w. defining R0 = N exp(−(1− w)N
∑
m I
(m)/K) and R′ = w2N/K we have
PR ≤

( eNKR0 exp(−
(1−η)N∑m I(m)
K +R
′∑
m I
(m)))R ≤ exp(w(1−η)NR
∑
m I
(m)
4K ) R0 < R ≤ R′
( eNKR′ exp(−
2(1−η)N∑m I(m)
9K ))
R ≤ exp(−NR
∑
m I
(m)
9K ) R
′ < R ≤ N
and hence from the proof in [185] E[r(z¯, zˆ)] = exp(− (1−o(1))N
∑
m I
(m)
K ).
The proof for finite K is similar and hence omitted.
Now we prove the upper bound result for the entire parameter space ΘML. The proof for the
case K ≥ 3 is similar to the proof for ΘML0 with the result in (2.10.28) being replaced by Lemma
A.1. of [185]. However, for K = 2, we proceed as in Section A.2. of [185] and assume without loss
of generality that N2 = bN2 c. Let r(z¯, zˆ) = R/N and define the sets α and γ as before. Note that
R ≤ N/2 since distance between the two class assignments d(z¯, zˆ) = min(dH(z¯, zˆ), N − dH(z¯, zˆ)).
We also have |α|+ |γ| = R(N −R) if r(z¯, zˆ) = R/N [185]. Hence from Equation (2.10.27) we have
P (T (zˆ) ≥ T (z¯)) ≤ exp
(
−R(N −R)
∑
m I
(m)
2
)
. (2.10.31)
The proof is similar to the one for ΘML0 and we only specify the specific results here omitting
the technicalities. Let 0 ≤  ≤ 1/8 and recall that our assumption for K = 2 case is that
N
∑
m I
(m)
2 →∞. We have the following 3 cases in parallel to the 3 cases earlier,
(1) If
N
∑
m I
(m)
2 logN > (1 + ), defining B = N exp(−(N − 1)
∑
m I
(m)/2) we have P1 ≤ B. The for
1 < R ≤ N/2 we have
PR ≤ (eN)R exp(−R(N −R)
∑
m I
(m)
2
) ≤ ((eN) exp(−(N − N/2)
∑
m I
(m)
2
)R
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≤ (eN exp(−(1− /2)(1 + ) logN))R ≤ BN−R/4,
and for N/2 < R ≤ N/2 we have
PR ≤ (2eN
eN
)R exp(−NR
∑
m I
(m)
4
) ≤ B exp(−N(R− 4)
∑
m I
(m)
8
).
and hence E[r(z¯, zˆ)] = (1 + o(1))B/N .
(2) If
N
∑
m I
(m)
2 logN < (1− ), defining R0 = N exp(−(1− e−N
∑
m I
(m)/2)N
∑
m I
(m)/2) and R′ =
N exp(−N∑m I(m)/8) we have,
PR ≤

(2eNR0 )
R exp(−R(N−R′)
∑
m I
(m)
2 ) ≤ exp(−e−N
∑
m I
(m)/2NR
∑
m I
(m)
4 ) R0 < R ≤ R′
(2eNR′ )
R exp(−NR
∑
m I
(m)
4 ) ≤ exp(−
N(R−4)∑m I(m)
16 ) R
′ < R ≤ N/2
and hence E[r(z¯, zˆ)] = (1 + o(1))R0/N .
(3) If
N
∑
m I
(m)
2 logN = 1+o(1), then there exists a positive sequence w = o(1) such that |
N
∑
m I
(m)
2 logN −
1|  w and 1√
logN
≤ w. Defining R0 = N exp(−(1− w)N
∑
m I
(m)/2) and R′ = w2N we have,
PR ≤

(2eNR0 )
R exp(−R(N−R′)
∑
m I
(m)
2 ) ≤ exp(−
wNR
∑
m I
(m)
4 ) R0 < R ≤ R′
(2eNR′ )
R exp(−NR
∑
m I
(m)
4 ) ≤ exp(−
N(R−4)∑m I(m)
8 ) R
′ < R ≤ N/2
and hence E[r(z¯, zˆ)] = (1 + o(1))R0/N .
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Figure 2.3: The parametric bootstrap distribution (based on 800 samples) of the log likelihood
ratio test statistic. The observed value of the statistic is marked.
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(a) (b) (c)
Figure 2.4: The adjacency matrices of the three layers: (a) mentions, (b) follows and (c) retweets,
sorted according to the common community labels obtained from maximum likelihood estimation
in RMLSBM. The colored grid lines indicate community partitions.
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Algorithm 1: Variational EM algorithm for MLSBM
while either convergence criterion on parameters not met or t < tmax do
// E-step: Compute variational estimates τ = {τiq}
while either convergence criteria on τ are not met or s < smax do
for i← {1, 2, . . . , N} do
for q ← {1, 2, . . . ,K} do
τˆ
(s+1)
iq = exp[αˆ
(t)
q
∑
i<j
∑
l
∑
m
τˆ
(s)
jl {A(m)ij pˆi(t)qlm + (1−A(m)ij )(1− pˆi(t)qlm)}]
s = s+ 1
end
end
end
τˆ
(t+1)
iq = τˆ
(t+1)
iq /
K∑
q=1
τˆ
(t+1)
iq
// M-step: Estimate the parameters
for q ← 1 to K do
αˆ
(t+1)
q =
1
N
N∑
i=1
τˆ
(t+1)
iq
for m← 1 to M do
for l← 1 to K do
pˆi
(t+1)
qlm =
∑
i<j
τˆ
(t+1)
iq τˆ
(t+1)
jl A
(m)
ij∑
i<j
τˆ
(t+1)
iq τˆ
(t+1)
jl
end
end
end
t = t+ 1
end
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Algorithm 2: Variational EM algorithm for RMLSBM
while either convergence criteria on parameters are not met or t < tmax do
// E-Step: Compute variational estimates τ = {τiq}
while either convergence criteria on τ are not met or s < smax do
for i← {1, 2, . . . , N} do
for q ← {1, 2, . . . ,K} do
τˆ
(s+1)
iq = exp[αˆ
(t)
q
∑
i<j
∑
l
∑
m
τˆ
(s)
jl {A(m)ij (pˆi(t)ql + βˆ(t)m )− log(1 + exp(pˆi(t)ql + βˆ(t)m ))}]
s = s+ 1
end
end
end
// Normalize the variational estimates so that they sum to 1 for each i
τˆ
(t+1)
iq = τˆ
(t+1)
iq /
K∑
q=1
τˆ
(t+1)
iq
// M-step: Estimate the parameters
for q ← 1 to K do
αˆ
(t+1)
q =
1
N
N∑
i=1
τˆ
(t+1)
iq
end
// Use BFGS optimization method to find the parameters
(pˆi(t+1), βˆ(t+1)) = arg max
pi,β
J(pi, β)
t = t+ 1
end
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Chapter 3
Null models and modularity based
community detection in multi-layer
networks
This chapter is organized as follows.1 Section 3.1 deals with degree distributions in multi-layer
networks and defines two families of multi-layer null models. Section 3.2 extends the Newman-
Girvan modularity to multi-layer settings with various multi-layer configuration models as null
models. Section 3.3 first defines four multi-layer block models and then derives modularity measures
based on them. Section 3.4 deals with model selection and computation issues. Section 3.5 describes
an incomplete simulation and Section 3.6 applies the methods for community detection in a number
of real world networks.
3.1 Multi-layer networks
We represent an undirected multi-layer graph as G = {V,E}, where the vertex set V consists
of N vertices representing the entities and the edge set E consists of edges of M different types
representing the different relations. Hence the multi-layer network has M network layers on the
set V . We define the adjacency matrix A(m) corresponding to the mth network layer as follows:
A
(m)
ij =

1, if there is an mth type of edge between i and j,
0, otherwise.
Hence a multi-layer network can be viewed as a graph with vector valued edge information with the
“edge-vector” between two nodes i and j being Aij = {A(1)ij , A(2)ij , . . . , A(M)ij }. In this connection
we also define the “multi-degree” of node i as ki = {k(m)i ; m = 1, . . . ,M} where k(m)i =
∑
j A
(m)
ij
is its degree of mth type. For a multi-layer network with K communities, we further denote the
1This chapter is based on research published as: S. Paul and Y. Chen. Null models and modularity based
community detection in multi-layer networks. arXiv preprint arXiv:1608.00623, 2016.
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community assignment vector of the nodes as z = {zi; i = 1, . . . , N} with zi taking values in the
set {1, . . . ,K}. We will use the notations e(m)ql and e(m)q to denote the total number of edges of type
m between communities q and l and the total degree of type m of all nodes in community q, i.e.,
e
(m)
ql =
∑
i,j A
(m)
ij I(zi = q, zj = l) and e
(m)
q =
∑
i,j A
(m)
ij I(zi = q) =
∑
i k
(m)
i I(zi = q), where I(·)
is the indicator function which is 1 if the condition inside is satisfied and 0 otherwise. Note that
e
(m)
ql = e
(m)
lq , e
(m)
q =
∑
l e
(m)
ql , and e
(m)
qq is twice the number of edges within the community q, for
all m in an undirected multi-layer graph. The total number of edges in layer m and in the entire
network are denoted as L(m) and L respectively.
3.1.1 Null models for community detection
Modularity can be viewed as a score that computes the difference between the observed structure
of the network from an expected structure under a random “null” network. The null network can
be generated by a random network null model which creates connections between nodes at random
without any special structure of interest [139, 13]. In particular, for community detection the
modularity score computes the difference between the observed number of edges and that expected
in a null network within a group of nodes marked as a community. The community structure is
strong if this score, with a proper normalization, is high. As an example, the celebrated Newman-
Girvan modularity [113] for single layer networks has the following expression:
QNG =
1
2L
∑
i,j
{
Aij − kikj
2L
}
δ(zi, zj) =
1
2L
∑
q
{
eqq −
e2q
2L
}
, (3.1.1)
where ki and eq are the degree of node i and the total degree of community q respectively, and
eqq and L represent twice the total number of edges within community q and the total number of
edges in the entire network respectively.
This modularity uses the configuration model [22] as the null model to generate the null network.
In the configuration model G(N,k) for a single layer network with number of nodes N and degree
sequence k = {ki}, given the degree sequence of the nodes, the null network is sampled from a
population of networks having the same degree sequence through random matching of nodes. For
some community assignment of the nodes of the network, the method then computes the expected
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number of edges according to this null network within each community. The modularity score
is then the difference between the observed number of edges and the expected number of edges
obtained in the previous step. Optimizing this modularity score across all possible community
assignments will then lead to a detection strategy for network communities.
Another related model is the “expected degree model” by [33], which can be thought of as a
null model for a likelihood modularity based on the degree corrected block model [186]. In this
model each vertex vi is associated with a parameter wi which represents its expected degree. The
probability Pij of an edge between nodes i and j is proportional to the product of the expected
degrees wi and wj :
Pij =
wiwj∑
k wk
, max
i
w2i ≤
∑
k
wk. (3.1.2)
The null network is then formed by adding edges Aij between nodes i and j with probability Pij ,
i.e., Aij ∼ Bernoulli(Pij). For the subsequent discussions we use the re-parameterization due to
[126], which the authors call log-linear model Mlog,
log(Pij) = αi + αj . (3.1.3)
Let θi = exp(αi). Then we have Pij = θiθj . We further approximate the Bernoulli distribution
with Poisson distribution for ease of computation. Such an approximation is valid since we expect
Pij to be small in modern large scale networks which are quite sparse, and in such cases both
distributions would lead to similar results [186, 126, 179]. An approximate maximum likelihood
estimate (MLE) solution to the Poisson likelihood of Aij leads to an estimate of
θˆi =
ki√
2L
, (3.1.4)
and consequently Pˆij =
kikj
2L which is the same as the one obtained from the configuration model
[126]. See [126] for more details and a proof of the validity of the approximation of MLE.
While the observed number of edges among the nodes within a community is unique, the
expectation of the same can vary depending on which network null model is chosen. Hence there
can be considerable variation in the communities detected using a modularity score. The null
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model should be wisely chosen with the aim to capture all sources of systematic variation in the
network except the community structure. So given that the observed network is a realization of
the null model, the additional edges observed within the communities beyond what is expected
from a purely random phenomenon should be attributed to the community structure. In the rest
of this section, we extend both null models mentioned above to multi-layer settings and define
the multi-layer configuration model (MLCM) and the multi-layer expected degree (MLED) model
respectively.
3.1.2 Degrees in multi-layer network and null models
From the preceding discussions it is clear that the degree sequence, observed or expected, plays a
major role in both null models. In a multi-layer network, every node is associated with a “multi-
degree” vector instead of a single degree. Hence in multi-layer networks degree heterogeneity might
be present in two aspects: across the nodes in a layer and across layers in a node. Some layers
are inherently sparse and some are dense. To illustrate this, consider the British Members of
Parliaments (MPs) in twitter dataset. While there is clear degree heterogeneity across the different
MPs in a network layer depending on their political influence and significance, there might also be
degree heterogeneity across layers for the same MP depending upon personal preferences. The layer
“follow” is somewhat denser compared to the layers “mention” and “retweet”, possibly because the
former requires one time attention and the later, continued. Hence a number of null models are
possible depending upon how one models the degree sequence.
We can broadly classify our null models in each of the two categories (MLCM and MLED) into
independent degree (ID) models and shared degree (SD) models. The independent degree models
assume degrees in each layer are independent of the degrees in other layers, and assign a separate
degree parameter for each layer to each node. In contrast, the shared degree models assign only
one degree parameter to each node, and layer-wise variations in degree are captured by a single
layer-specific global parameter. Hence we can write the independent degree multi-layer expected
degree model as
P
(m)
ij = θ
(m)
i θ
(m)
j , (3.1.5)
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and the shared degree multi-layer expected degree model as
P
(m)
ij = θiθjβm. (3.1.6)
The shared degree model further requires an identifiability constraint
∑
m βm = 1. Note that the
ID model requires MN parameters while the SD model requires only N +M −1 parameters. Since
we have M network layers, we effectively have O(MN2) data points. Hence in the context of sparse
individual layers, the SD model will lead to less variance at the expense of bias.
It has been empirically observed that the layers of a multi-layer network have many structural
similarity [82]. Among others, it has been shown that the degrees are often highly correlated [117].
Since we expect the individual layers to be manifestation of an underlying common structure, the
degrees of a node in different layers are also expected to be highly inter-related. While there are
instances where the degrees can be negatively correlated, a large number of cases have positively
correlated degrees. Figures 3.1(a1), (b1) and (c1) show the degree distribution of three layers
(mention, follow, retweet) in Twitter network of British MPs, three layers (get on with, best
friends, work with) in a friendship network of 7th grade school students, and two layers (synaptic,
ionic) of the neuronal network of C-elegans respectively. Three real-world multi-layer networks from
diverse fields, ranging from social networks, friendship networks to neurological networks, exhibit
a large positive correlation in the degree distribution among their layers. In such cases a relatively
parsimonious shared degree null model described in (3.1.6) might be appropriate. Figures 3.1(a2),
(b2), and (c2) show that the shared degree null model fits well to the degree distribution of the
layers in these networks respectively.
3.1.3 Null model selection
By dissociating the degree based null model from the community structure component of a mod-
ularity measure, we make it easier to first choose the appropriate null model based on observed
degree pattern, and then choose an appropriate modularity measure based on the null model. In
this context a question that naturally arises is, given a multi-layer network how would one choose
between an independent degree and a shared degree null model?
A hypothesis testing based framework for model selection was developed in [179] for selecting
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Figure 3.1: Observed degree distributions across layers in (a1) Twitter network of British MPs,
(b1) 7th grade school students and (c1) C-elegans neuronal network; (a2, b2, c2) degree distribution
fitted with a shared degree model plotted as scatter plots with the observed degrees in each layer.
between the ordinary stochastic blockmodel (SBM) and the degree corrected block model (DCBM)
in single layer networks. In our case, however, the question is not between choosing degree correction
or not, rather between what kind of degree correction is required; an independent degree model
or a shared degree model. Here we provide a preliminary guidance through a simple approximate
model selection procedure based on likelihood ratio calculations. The null hypothesis is that the
SD model is the true data generating model whereas the alternative hypothesis is that it is the ID
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model that generates the data. The log-likelihood from the ID model (3.1.5) can be written as
l(A; θ) =
∑
m
∑
i<j
{A(m)ij (log(θ(m)i ) + log(θ(m)j ))− θ(m)i θ(m)j } −
∑
m
∑
i<j
log(A
(m)
ij !).
The maximized log-likelihood with the approximate MLE solution as in (3.1.4) is
Λ1 =
∑
i
∑
m
k
(m)
i log
k
(m)
i√
2L(m)
− L+ c1, (3.1.7)
where c1 =
∑
m
∑
i<j log(A
(m)
ij !). For the SD model (3.1.6) the approximate MLE solutions are
θˆi =
∑
m k
(m)
i√
2L
and βˆm =
L(m)
L , and hence the maximized log-likelihood is
Λ2 =
∑
i
∑
m
k
(m)
i log
∑
m k
(m)
i√
2L
+
∑
m
L(m) log
(
L(m)
L
)
− L+ c1. (3.1.8)
Note that c1 and the L terms cancel when we subtract (3.1.8) from (3.1.7) to compute the logarithm
of likelihood ratio. The standard theory on likelihood ratio tests would suggest that 2(Λ1 − Λ2)
is distributed as a χ2 distribution with degrees of freedom MN − (N + M − 1). However there
is some concern about the validity of the assumptions under which the asymptotic distribution of
the test statistic is usually derived in the present case. In particular the “effective sample size” in
sparse multi-layer graphs (average degree per layer is O(1)) is O(MN) and the ID model contains
MN parameters, leading to the failure of standard asymptotics [179]. Hence we use parametric
bootstrap to compute the empirical distribution of the likelihood ratio test statistic under the null
model. In particular we fit the SD model to the data and estimate the parameters θˆi, βˆm. We then
generate a large number of networks (we used 1000 in data analysis) from the SD model with the
estimated parameters and compute our test statistic on each of those networks. The values of the
statistic form an empirical distribution which is subsequently used to calculate p-value for the test.
Once a null model selection is performed, the user can choose an appropriate modularity measure
among the ones we define in upcoming sections.
87
3.2 Multi-layer configuration models and modularities
In light of the discussion of the previous section, conditioned upon the observed multi-degree
sequence k = {k1, . . . ,kN}, we define several extensions of the configuration model for multi-layer
networks. In the first model we assume the degree sequence in one layer is independent of the
degree sequence in other layers. Consequently the layers in the null networks, conditioned on the
degree sequence, are independent of each other. The probability of a connection of type m between
nodes i and j is given by
k
(m)
i k
(m)
j
2L(m)−1 ≈
k
(m)
i k
(m)
j
2L(m)
. Here is the justification. The number of stubs or
half-edges (one end of an edge) coming out of node i is k
(m)
i . For every stub, there are 2L
(m) − 1
stubs or half-edges available to connect to. Out of these half-edges, the number of half-edges that
will lead to an edge of type m between nodes i and j are k
(m)
j . It is a general convention in
configuration model to write 2L(m) in the denominator instead of 2L(m) − 1 for simplification as
L(m) is generally quite large. We call this model the independent degree multi-layer configuration
model (IDMLCM). Using this model as a null model, we then define our first extension of Newman-
Girvan (NG) modularity, which we call the multi-normalized average (MNavrg) since the expression
is effectively an average of the layer-wise normalized NG modularities:
QMNavrg =
1
M
∑
m
∑
i,j
1
2L(m)
{
A
(m)
ij −
k
(m)
i k
(m)
j
2L(m)
}
δ(zi, zj)
=
1
M
∑
m
∑
q
1
2L(m)
{
e(m)qq −
(e
(m)
q )2
2L(m)
}
. (3.2.1)
There is a similar version of this modularity that has appeared in the literature before for community
detection in multi-layer networks (the intra-layer part of the multi-slice modularity in [11] and [139],
“composite modularity” in [97]), where the null model used is identical to IDMLCM, however the
layer-wise modularity scores are not normalized before adding together. To minimize the impact
of varying sparsity across layers, it is prudent to normalize the measures by the density of layers
before aggregating [120].
In the second model, we bring a regularization effect into the null model by sharing degree
across layers for networks. This will be particularly useful in the case when all the network layers
are extremely sparse. If we do not distinguish the stubs in terms of type, then according to the
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simple configuration model, the probability of an edge (of any type) between nodes i and j will
be given by
(
∑
m k
(m)
i )(
∑
m k
(m)
j )
2L−1 . Now, given that these two nodes i and j are the endpoints of a
randomly chosen edge, we look into the probability that an edge of type m is formed between the
nodes. This probability can be modeled in three different ways, leading to three different shared
degree multi-layer configuration models (SDMLCMs) and consequently three different modularities.
To illustrate this, we abuse the notation a little bit and write the probability of an mth type of
connection between nodes i and j as P (i, j,m) = P (i, j) × P (m|i, j), where P (i, j) denotes the
unconditional probability of an edge between nodes i and j, and P (m|i, j) denotes the conditional
probability of an mth type of edge between i and j given there is an edge between them.
We can use the global frequency of the occurrence of the mth type of edge among the multi-layer
network as an estimate of the probability P (m|i, j). We call the resulting modularity score shared
degree average (SDavrg) since we are using a global estimate for each node. The modularity can
be written as
QSDavrg =
1
M
∑
m
∑
i,j
1
2L(m)
{
A
(m)
ij −
L(m)(
∑
m k
(m)
i )(
∑
m k
(m)
j )
2L2
}
δ(zi, zj)
=
1
M
∑
m
∑
q
1
2L(m)
{
e(m)qq −
L(m)(
∑
m e
(m)
q )2
2L2
}
. (3.2.2)
We can also use local estimates of this probability of the mth type of connection that is specific
to a node or a group of nodes. One such measure would be the ratio of the mth type of stubs to all
stubs in the communities to which nodes i and j belong. Instead of looking into the entire network,
this ratio measures the relative frequency of the occurrence of the mth type of edge involving stubs
emanating from the groups of either i or j. Hence this is a more local measure of the relative
density of the mth type of edges. The total number of edges (of any type) that have an end in the
group to which i and j belong are
∑
m(e
(m)
zi + e
(m)
zj ). Out of these only (e
(m)
zi + e
(m)
zj ) are of type
m. Hence according to this estimate, the probability of an mth type of stub emanating out of i or
j is
e
(m)
zi
+e
(m)
zj∑
m(e
(m)
zi
+e
(m)
zj
)
. The corresponding modularity, which we call shared degree local (SDlocal) to
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highlight the fact that it uses a more local estimate of the expected number of edges, is given by
QSDlocal =
1
M
∑
m
∑
i,j
1
2L(m)
{
A
(m)
ij −
(e
(m)
zi + e
(m)
zj )(
∑
m k
(m)
i )(
∑
m k
(m)
j )∑
m(e
(m)
zi + e
(m)
zj )2L
}
δ(zi, zj)
=
1
M
∑
m
∑
q
1
2L(m)
{
e(m)qq −
e
(m)
q (
∑
m e
(m)
q )
2L
}
. (3.2.3)
The last one is also a local measure of P (m|i, j), but a more direct measure. We take the ratio
of the expected number of edges of type m to the total number of expected edges between the
groups to which i and j belong according to the configuration model. Clearly, as per the single
layer configuration model, the expected number of edges of type m between groups zi and zj is
e
(m)
zi e
(m)
zj /2L. Hence in the multi-layer context, given that there is an edge between the groups zi
and zj , the probability that the edge would be of type m is given by
e
(m)
zi
e
(m)
zj∑
m(e
(m)
zi
e
(m)
zj
)
. We call this
modularity the shared degree ratio (SDratio) to highlight the fact that it takes the ratio of the
expected number of edges of type m to the total expected number of edges. The expression is as
follows,
QSDratio =
1
M
∑
m
∑
i,j
1
2L(m)
{
A
(m)
ij −
(e
(m)
zi e
(m)
zj )(
∑
m k
(m)
i )(
∑
m k
(m)
j )∑
m(e
(m)
zi e
(m)
zj )2L
}
δ(zi, zj)
=
1
M
∑
m
∑
q
1
2L(m)
{
e(m)qq −
(e
(m)
q )2(
∑
m e
(m)
q )2
2L
∑
m(e
(m)
q )2
}
. (3.2.4)
3.3 Degree corrected multi-layer stochastic blockmodel
Our next set of modularities are based on a statistical model of random multi-layer networks
which we call the degree corrected multi-layer stochastic blockmodel (DCMLSBM). This model
can be thought of as a model with community structure that is built upon the multi-layer expected
degree (MLED) model. Hence the modularities outlined in this section have the MLED model as
its null model. Both the multi-layer stochastic blockmodel (MLSBM) and the DCMLSBM have
been previously used in the literature as a statistical model for multi-layer networks with block
structures [160, 67, 124, 120, 157, 147]. In what follows we first define various degree corrected
extensions of the two models analyzed in [120], the MLSBM and the restricted MLSBM (RMLSBM)
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based on the multi-layer expected degree null models defined earlier, and then derive likelihood
modularities [17, 79] from them. Several generative models based on multi-layer extensions of SBM
were developed in [124] with priors on the parameters and a Bayesian model selection procedure
was developed. In this chapter we restrict ourselves to variations only in terms of degree through
the MLED null model and variation in terms of block parameters through a restriction similar to
[120].
It has been argued previously in the literature that the modularities based on the single layer
SBM and DCBM are more widely applicable than ad hoc forms of quality functions and often
remedy some of the deficiencies of the later [8, 17]. Since the Newman-Girvan modularities consider
only the intra-community edges and do not take into account the inter-community edge structure
directly (although they are used indirectly to compute the expected intra-community edges), they
miss some of the information taken into account by the likelihood modularities which consider both
intra and inter community edges. As an example, the NG modularities fail to detect dissortative
mixing/heterophilic communities and perform poorly if the community sizes are unbalanced, while
likelihood modularities are robust to such cases.
Similar to the single layer stochastic blockmodel, the multi-layer stochastic blockmodel also
assumes stochastic equivalence of nodes for a given type of edge within each community and hence
fails to model real life multi-layer networks with degree heterogeneity. To remedy the situation
for single layer graphs, degree corrected blockmodel (DCBM) was proposed by [79]. They also
characterized the modularity based on this model as a Kullback-Leibler divergence between this
model and a null model without the community structure. Such a null model would be equivalent
to the Chung-Lu expected degree random graph model. Hence both the MLSBM and RMLSBM
should be corrected for degree variation using multi-layer extensions of the expected degree null
models described earlier in (3.1.5) and (3.1.6).
Throughout the section we assume that the edges A
(m)
ij between two nodes i and j are formed
independently following Poisson distribution, given the community assignments of the nodes zi and
zj and the degree vectors of the two nodes ki and kj :
A
(m)
ij |(zi = q, zj = l) ∼ Poisson(P (m)ij ).
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We model the Poisson mean parameter for the multi-layer stochastic block model in four different
ways with varying number of parameters. The first two of the models have the independent degree
expected degree model as their null model. We write the first model as
P
(m)
ij = θ
(m)
i θ
(m)
j pi
(m)
ql , i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}, (3.3.1)
with the identifiability constraints
∑
i:zi=q
θ
(m)
i = 1, m ∈ {1, . . . ,M}, q ∈ {1, . . . ,K}.
We call this model the degree corrected multi-layer stochastic blockmodel (DCMLSBM). The next
model is the degree corrected version of the RMLSBM, which we call the DCRMLSBM,
P
(m)
ij = θ
(m)
i θ
(m)
j piql, i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}, (3.3.2)
with identifiability constraints
∑
i:zi=q
θ
(m)
i = 1, m ∈ {1, . . . ,M}, q ∈ {1, . . . ,K}.
The above two models have M(N −K) +MK(K+ 1)/2 and M(N −K) +K(K+ 1)/2 parameters
respectively.
In the next two models the underlying null model is the shared degree expected degree model,
and hence the node specific degree parameter is common across the layers. We call the models
the shared degree multi-layer stochastic blockmodel (SDMLSBM) and the shared degree restricted
multi-layer stochastic blockmodel (SDRMLSBM) respectively. The models can be written as
P
(m)
ij = θiθjpi
(m)
ql , i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}, (3.3.3)
with identifiability constraints ∑
i:zi=q
θi = 1, q ∈ {1, . . . ,K},
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and
P
(m)
ij = θiθjβmpiql, i, j ∈ {1, . . . , N}, m ∈ {1, . . . ,M}, q, l ∈ {1, . . . ,K}, (3.3.4)
with identifiability constraints
∑
m
βm = 1,
∑
i:zi=q
θi = 1, q ∈ {1, . . . ,K}.
These two models have N −K +MK(K + 1)/2 and N −K +M − 1 +K(K + 1)/2 parameters
respectively. Clearly the four models are nested models with different number of parameters. We
consider an asymptotic scenario here to estimate the number of parameters each of the models will
have asymptotically. If we assume growing number of communities as K = O(N1/2), then the first
three models have O(MN) parameters whereas the last model has O(max(N,M)) parameters. On
the other hand, if we let K remain constant, then the first two models have O(MN) parameters
while the last two models have O(max(N,M)) parameters. For the models that have considerably
fewer number of parameters, we expect the maximum likelihood estimates to have less variance
at the expense of some bias. Such gain in terms of low variance at the expense of bias would be
advantageous in situations where the network layers are sparse [120].
3.3.1 Modularities based on Multi-layer stochastic blockmodels
To derive modularities based on the models defined earlier, we take the profile likelihood approach
similar to [17] and [79], where we maximize the conditional log-likelihood l(A|z;P ) of the adjacency
matrix given the group assignments. This is done by plugging in the MLE of the parameter set P
conditional on z. The conditional log-likelihood for DCMLSBM can be written as (dropping the
terms that do not depend on the class assignment)
l(A; z, pi, θ) =
M∑
m=1
∑
i<j
{A(m)ij {log(pi(m)zizj ) + log(θ
(m)
i ) + log(θ
(m)
j )} − θ(m)i θ(m)j pi(m)zizj}
=
∑
m
∑
i
k
(m)
i log(θ
(m)
i ) +
∑
m
∑
q≤l
{e(m)ql log(pi(m)ql )− pi(m)ql }. (3.3.5)
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The MLE of pi can be obtained by a straightforward differentiation of the log-likelihood function.
However to find the MLE of θ under the identifiability constraints we need to use the Lagrange
multipliers as follows. The objective function to be optimized is
Λ(θ, λ) =
∑
i
∑
m
k
(m)
i log(θ
(m)
i ) +
∑
m
∑
q
λmq(
∑
i:zi=q
θ
(m)
i − 1).
Solving for θ and λ we obtain the following solutions for the MLE:
θˆ
(m)
i =
k
(m)
i∑
i:zi=q
k
(m)
i
=
k
(m)
i
e
(m)
q
,
pˆi
(m)
ql =
∑
i,j: zi=q,zj=l
A
(m)
ij = e
(m)
ql .
Plugging in these estimates into the log-likelihood function gives the maximized log-likelihood
function as
l(A; z) =
∑
i
∑
m
k
(m)
i log
(
k
(m)
i
e
(m)
q
)
+
∑
m
∑
q≤l
{e(m)ql log(e(m)ql )− e(m)ql }
=
∑
m
∑
q≤l
e
(m)
ql log(e
(m)
ql )−
∑
m
∑
q≤l
e
(m)
ql +
∑
i
∑
m
k
(m)
i log(k
(m)
i )−
∑
q
∑
m
e(m)q log(e
(m)
q ).
(3.3.6)
Now ignoring the terms that do not depend on the class assignment (the 2nd and 3rd terms), we
get
l(A; z) =
∑
m
∑
q≤l
e
(m)
ql log(e
(m)
ql )−
∑
q
∑
m
e(m)q log(e
(m)
q ). (3.3.7)
It is easy to see that this maximized likelihood function can be written as
Q =
∑
m
∑
q≤l
{
e
(m)
ql log
 e(m)ql
e
(m)
q e
(m)
l
},
which we call the un-normalized modularity function.
However, the modularity function at this form take more contribution from denser layers as
compared to the sparser ones and are not appropriate for community detection in multi-layer
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networks. Since we are interested in inference about the underlying community structure across
the layers, we want to capture the “signals” available from each layer irrespective of its density and
combine them together. Hence we need to normalize this modularity function layer-wise. The role
of normalization is especially important in situations where the layers of a network represent quite
different relationships. In those situations it may happen that a dense network is uninformative and
a sparse one is quite informative. The deficiencies in un-normalized modularity are conceptually
the same as those for which an aggregate of adjacency matrices across layers fails to detect the
community signal. Apart from reducing the undue influence of highly dense layers on the objective
function, normalization helps to retain the Kullback-Liebler (KL) divergence based probabilistic
interpretation of likelihood modularity [79]. Since by assumption, given the label assignments of
the nodes, the network layers are formed independently each with a Poisson distribution, the KL
divergence of the model with block structure from a null model without a block structure is an
indicator of the goodness of fit for that model in each of the network layers. Hence much like the
configuration model case, the multi-layer modularity in the stochastic blockmodel case can also be
viewed as an aggregation of divergences in the component networks. For this purpose we normalize
A
(m)
ij by twice the total number of edges in the mth layer, 2L
(m). Consequently quantities that are
derived from A also gets normalized accordingly. The modularity after proper normalization can
be written as
QDCMLSBM =
∑
m
∑
q≤l
{
e
(m)
ql
2L(m)
log
 e(m)ql /2L(m)
(e
(m)
q /2L(m))(e
(m)
l /2L
(m))
}. (3.3.8)
Similarly for DCRMLSBM, the conditional likelihood along with the constraints can be simpli-
fied as (dropping the terms not dependent on the parameters)
l(A; z, pi, θ) =
M∑
m=1
∑
i<j
{A(m)ij {log(pizizj ) + log(θ(m)i ) + log(θ(m)j )} − θ(m)i θ(m)j pizizj}
=
∑
i
∑
m
k
(m)
i log(θ
(m)
i ) +
∑
m
∑
q≤l
{e(m)ql log(piql)− piql}. (3.3.9)
The MLEs of θ and pi under the constraints are once again obtained by the method of Lagrange
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multipliers as explained before:
θˆ
(m)
i =
k
(m)
i∑
i:zi=q
k
(m)
i
=
k
(m)
i
e
(m)
q
,
pˆiql =
∑
m
∑
i,j: zi=q,zj=l
A
(m)
ij =
∑
m
e
(m)
ql .
The profile likelihood modularity function can be obtained by plugging in the MLEs into the
log-likelihood equation and then dropping the terms that do not depend on the class assignment:
l(A; z) =
∑
q≤l
∑
m
e
(m)
ql log(
∑
m
e
(m)
ql )−
∑
q
∑
m
k(m)q log(e
(m)
q ). (3.3.10)
and with proper normalization the modularity is
QDCRMLSBM =
∑
m
∑
q≤l
{
e
(m)
ql
2L(m)
log
 ∑m(e(m)ql /2L(m))
(e
(m)
q /2L(m))(e
(m)
l /2L
(m))
}. (3.3.11)
The modularities for the two shared degree models can also be derived in a similar fashion. For
SDMLSBM, the conditional log-likelihood without the terms independent of the parameters is
l(A; z, pi, θ) =
∑
m
∑
i<j
{A(m)ij {log(pi(m)zizj ) + log(θi) + log(θj)} − θiθjpi(m)zizj} (3.3.12)
=
∑
i
∑
m
k
(m)
i log(θi) +
∑
m
∑
q≤l
{e(m)ql log(pi(m)ql )− pi(m)ql }.
The maximum likelihood estimates of the parameters are
θˆi =
∑
m k
(m)
i∑
m
∑
i:zi=q
k
(m)
i
=
∑
m k
(m)
i∑
m e
(m)
q
,
pˆi
(m)
ql =
∑
i,j: zi=q,zj=l
A
(m)
ij = e
(m)
ql ,
and hence the profile likelihood modularity function with normalization is
QSDMLSBM =
∑
m
∑
q≤l
{
e
(m)
ql
2L(m)
log
 (e(m)ql /2L(m))∑
m(e
(m)
q /2L(m))
∑
m(e
(m)
l /2L
(m))
}. (3.3.13)
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For SDRMLSBM, the conditional log-likelihood without the terms independent of the param-
eters is
l(A; z, pi, θ) =
∑
m
∑
i<j
{A(m)ij {log(pizizj ) + log(βm) + log(θi) + log(θj)} − θiθjβmpizizj} (3.3.14)
=
∑
i
∑
m
k
(m)
i log(θi) +
∑
m
∑
q≤l
e
(m)
ql {log(βm) + log(piql)} −
∑
q≤l
piql.
The maximum likelihood estimates of the parameters are
θˆi =
∑
m k
(m)
i∑
m
∑
i:zi=q
k
(m)
i
=
∑
m k
(m)
i∑
m e
(m)
q
,
βˆm =
∑
q≤l e
(m)
ql∑
m
∑
q≤l e
(m)
ql
=
L(m)
L
,
pˆiql =
∑
m
∑
i,j: zi=q,zj=l
A
(m)
ij =
∑
m
e
(m)
ql .
Ignoring the terms not dependent on the label assignments and after normalization, the likelihood
modularity function is
QSDRMLSBM =
∑
m
∑
q≤l
{
e
(m)
ql
2L(m)
log
 ∑m(e(m)ql /2L(m))∑
m(e
(m)
q /2L(m))
∑
m(e
(m)
l /2L
(m))
}. (3.3.15)
3.4 Computation
We adapt the Louvain algorithm [20] to multi-layer network settings for computing both the number
of communities and the optimal partitions using the multi-layer modularities discussed in this
chapter. Similar to the original Louvain algorithm, the modified algorithm is also a two-phased fast
greedy optimization method for community detection. However when the number of communities
is known, we employ a multi-layer version of the algorithm used by [79]. The algorithm is a
Kerninghan-Lin type graph partitioning algorithm and is a non-greedy approach which leads to
more accurate results for a known K than the Louvain approach. It however requires a starting
partition and the final solution depends on the quality of the initial value. This algorithm often
gets stuck in a local minimum and hence we use multiple starting points to improve the quality of
97
partitions.
While we skip the details of the algorithms here, we note that for both algorithms the execution
speed heavily depends on the ability to quickly compute the increase in modularity score for a one
step change without having to recompute the modularity value for the entire network. For the
Louvain algorithm, this one step change is the increase in modularity for removing a node i from
its own community (i.e., the community which only contains i) and moving it to the community
of one of its neighbors j, say community q. For Kerninghan-Lin algorithm, it is the increase in
modularity for moving a node i from its community r to another neighboring community s. For
each one of the modularities, we have derived this one step change. Here we only give example
formulas for three MLCM based modularities to compute the one step change in Louvain algorithm.
We define an additional notation. Let e
(m)
i,q denote the number of type m edges from node i to a
neighboring community q. Then
∆QMNavrg =
∑
m
1
2L(m)
{
e
(m)
i,q −
e
(m)
q k
(m)
i
L(m)
}
,
∆QSDavrg =
∑
m
1
2L(m)
{
e
(m)
i,q −
L(m)
L
(
∑
m e
(m)
q )(
∑
m k
(m)
i )
L
}
,
∆QSDlocal =
∑
m
1
2L(m)
{
e
(m)
i,q −
k
(m)
i (
∑
m e
(m)
q ) + (
∑
m k
(m)
i )e
(m)
q
2L
}
.
3.5 Simulation results
In this section we numerically compare the performance of the modularity scores for community
detection through a simulation study. Since the true class labels of the nodes are known in sim-
ulated data, we compare the class assignments from different methods with the true labels. This
comparison involves two stages. Since the Louvain algorithm applied to the modularities can iden-
tify the number of clusters automatically, an effective community detection in situations where the
number of communities is unknown must first identify the number of communities correctly. Hence
the first step of comparison is in terms of the number of communities detected. The metric used
for this purpose is the mean square error of the number of classes recovered across the repetitions.
The second step would be to compare the goodness of the class assignments. As a metric, we use
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the normalized mutual information (NMI) which is an information theory based similarity measure
between two cluster assignments. This metric takes values between 0 and 1, with 0 indicating that
the class assignment is random with respect to the true class labels and 1 indicating a perfect match
with the true class labels. Since the measure is “normalized” it can be used to compare clustering
solutions with different number of clusters as well. Finally assuming that the number of clusters is
known in advance, we compare the clustering accuracy of the modularity scores in terms of NMI.
All the results reported throughout the section are the average of the metric across 40 repetitions
of the simulations.
We then compare the relative performance of the multi-layer modularities along with a baseline
method for comparison, the NG modularity on the aggregated adjacency matrix. The comparison
is performed under various settings on the number of nodes N , the number of communities K and
the average degree per layer.
3.5.1 Data generation
We generate data from both the multi-layer stochastic blockmodel and its degree corrected version.
For this purpose, we first generate N node labels independently from a K class multinomial dis-
tribution. The network community sizes are varied by varying the parameters of the multinomial
distribution with equal parameters leading to “balanced” communities. We next generate the M
layers using the stochastic blockmodel each with a different connectivity matrix. In our stochastic
blockmodel, the connectivity matrices give larger probabilities for intra-block edges in comparison
to the inter-block edges. The general structure of the connectivity matrix has (ρλ1, . . . , ρλk) in the
diagonal and the same element ρ in the off diagonal. We control the signal strength in different
layers by varying the ratio of λ’s with  from layer to layer while we control the average degree
per layer by varying the parameter ρ. Throughout the section strong signal means that each of λi
is roughly 3-4 times greater than  and weak signal means each of λi is only marginally greater
than . If the degree corrected stochastic blockmodel is used for data generation, then the degree
parameter is generated using a power law distribution, one parameter for each node in the shared
degree model and one parameter for each node in each layer in the independent degree model.
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3.5.2 Number of communities unknown
In our first simulation we assume the number of communities is unknown and use the Louvain
algorithm to automatically determine the number of communities along with the partition. We
consider two scenarios in terms of the composition of the component layers: the first one having
sparse strong signal in all layers and the second one having mixed sparsity and signal quality in its
layers where strong and mixed are as described in the previous paragraph.
sparse strong signal
With all component layers being sparse and strong in signal quality, we design two simulation
scenarios. First we fix the number of communities K at 3 and the number of nodes N at 800
while we vary the average density of the multi-layer graph. Figure 3.2(a) shows the results of this
simulation. The top figure is a comparison in terms of NMI of the community assignment and
the bottom figure is a box plot of the number of communities detected. While there is not much
difference among the modularities compared in terms of the NMI, the box plots for the number of
classes detected show that the shared degree methods SDavrg and SDlocal are closer to the correct
number of communities (which in this case is 3) as compared to the MNavrg and the aggregate
graph in sparser networks. SDavrg and SDlocal also converge to the correct number of communities
faster than MNavrg and aggregate graph as the network becomes denser.
In the second simulation scenario, we fix the number of communities at 3 and vary the number
of nodes from 300 to 600. Figure 3.2(b) shows the results of this simulation where as before the
top figure is the comparison in terms of NMI of the community assignment and the bottom figure
is the box plot of the number of communities detected. Similar to the previous case, we observe
that the number of communities detected by SDavrg and SDlocal converges to the true number of
communities faster than MNavrg and aggregate graph as the number of nodes increases.
mixed signal layers
In this simulation, the component layers of the multi-layer graph vary in terms of both sparsity
and signal strength in the following way: two layers are sparse and have strong signal, two layers
are dense and have weak signal, while one layer is dense and have strong signal. This scenario is
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Figure 3.2: Comparison of the performance of various multi-layer modularities for data generated
from the DCBM with independent degrees. The layers are sparse and the signal is strong across
all layers. (a) The number of nodes and number of communities are fixed at 800 and 3 while the
average degree of the nodes across all layers combined is increased. (b) The number of nodes is
increased from 300 to 600 while the number of communities is fixed at 3. In both cases, the top
figure is the comparison in terms of NMI of the community assignment and the bottom figure is
the box plot of the number of communities detected.
extremely useful to test the methods in a very general situation where not all layers are informative
and represent interactions that vary in scales. In real applications, we can not expect all layers
of a multi-layer network to contain high quality signals about the community structure. Some of
the layers will have a high amount of noise interfering with the genuine signal from other layers.
Likewise the layers might represent very different relations and hence vary widely in density. We
design three simulation setups: for the first one we vary the average density per layer while fixing
N and K at 800 and 3 respectively, for the second case we fix K at 3 and let N grow from 300 to
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Figure 3.3: Comparison of the performance of various multi-layer modularities for data generated
from the independent degree DCBM. Both sparsity and signal quality are mixed across different
layers. (a) N and K are fixed at 800 and 3 while the average degree of the nodes across all
layers combined is increased. (b) Increasing nodes with fixed K = 3. (c) Increasing number of
communities with fixed N = 800. In all cases, the left side figure is the comparison in terms of
NMI and the right side figure is the box plot of the number of communities detected.
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600 in steps of 100, and for the third one we fix N at 800 and let the number of communities grow
from 3 to 9. As with the previous case we report both the comparison in terms of NMI and box
plots of the number of clusters detected.
For the first case, the results presented in Figure 3.3(a) show that MNavrg along with the
shared degree methods outperform the aggregate graph consistently in terms of both NMI and the
accuracy of the number of communities detected as the layers become denser. We observe a slight
under-performance of MNarvg compared to SDlocal, SDratio and SDavrg in terms of the accuracy
of the number of communities detection when the average density of layers is lower, but eventually
their performance is comparable. Figure 3.3(b) shows very similar observation for the second case
where the number of nodes is increasing. Finally Figure 3.3(c) shows that with increasing number
of communities performance deteriorates in all the modularities, however the drop in performance
is faster for aggregate graph and SDavrg compared to the others.
From this simulation we see that although the aggregate graph fails to provide good perfor-
mance, the shared degree methods, in spite of combining information from all layers in their null
model, performs at par with the MNavrg. Hence, this shows that the shared degree methods not
only perform better in sparse networks, but are also robust against the presence of high degree of
noise.
3.5.3 Number of communities known
In this section we assume the number of communities K to be known in advance and assess the
effectiveness of the MLED based multi-layer modularities along with MNarvg. For this simulation
(Figure 3.4(a) and (b)) we fix N , K and M at 500, 2 and 4 respectively while we let the average
degree density of all layers together to grow. In the first case (Figure 3.4(a)) the community sizes
are balanced with roughly half of the nodes belonging to either cluster, and in the second case
(Figure 3.4(b)) the community sizes are unbalanced with 30% of the nodes belonging to one cluster
and the remaining 70% belonging to the other. The layers are mixed in terms of density and signal
quality. As mentioned in Section 5, the Kerninghan-Lin type algorithm used when the number
of communities is known requires an initial labeling. For this purpose we randomly permute the
labels of 50% of the nodes, keeping the correct labels for the rest of the nodes, similar to [17].
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Figure 3.4: Comparison of performance with known number of communities of various MLED mod-
ularities along with MNavrg for data generated from the stochastic blockmodel. The layers are
mixed in sparsity and signal quality. The average degree on nodes across all layers are increasing
while N , K and M are fixed at 500, 2 and 4 respectively. We consider two cases: (a) balanced com-
munity sizes (roughly half of the nodes belonging to either cluster), and (b) unbalanced community
sizes (30% of the nodes belonging to one cluster and 70% belonging to the other).
We notice that the DCRMLSBM and SDRMLSBM along with the aggregate graph method
perform worse than the DCMLSBM and SDMLSBM as expected by the fact that the signal content
varies across layers. Moreover, as expected from our discussion in model selection for MLED based
modularities, we observe that the shared degree methods perform considerably better than the
corresponding independent degree methods in this sparse regime, especially when the average
density per layer is low. As an example, we note that the shared degree method SDMLSBM
outperforms the corresponding independent degree method DCMLSBM throughout the range of
the simulation. Lastly, the method MNavrg based on the multi-layer configuration model performs
quite worse compared to the MLED modularities. This observation is consistent with the similar
observations in case of single networks by [17] and [186].
3.6 Real data analysis
In this section we analyze a variety of multi-layer network datasets from different fields including so-
cial networks (three Twitter networks), friendship networks (Vickers-Chan’s grade 7 peer network)
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and biological networks (Neuronal network of C-elegans). We demonstrate the effectiveness of the
multi-layer methods discussed in this chapter in detecting meaningful clusters in the networks.
3.6.1 Twitter datasets
We consider three real world multi-layer network datasets from the social network Twitter corre-
sponding to interactions among (a) British Members of Parliaments (MPs), (b) Irish politicians
and (c) Football players from the English premier league clubs. All the datasets were curated
by [63]. For each of the networks we consider three network layers corresponding to the twitter
relations “mentions”, “follows” and “retweets” among a set of nodes. We apply the multi-layer
community detection methods to cluster the nodes. The ground truth community labels are also
provided by [63] and correspond to different underlying aspects of the nodes. For example, in the
political networks (UK MPs and the Irish politicians) the ground truth corresponds to the political
affiliation of the individuals, whereas in the network of premier league football players the ground
truth corresponds to the teams (English premier league clubs) the players belong to.
UK MPs
The first dataset consists of twitter interactions between 419 British MPs. We consider only those
nodes which are connected by at least one connection in all the three layers. This reduces the
number of nodes to 381. However, there are seven MPs in the trimmed network who do not belong
to any major political party (named “other” in the ground truth). Hence we remove those nodes
and analyze the network with the remaining 374 nodes. The ground truth community assignment
contains 152 Conservative, 178 Labour, 39 Liberal democrats and 5 SNP. The highly correlated
layer-wise degree distribution of this network is presented in Figure 3.1. The number of communities
detected and the NMI of the clustering result with ground truth for different community detection
algorithms are listed in Table 3.1. Clearly the multi-layer methods perform better than the single
layer methods with several of the methods (MNavrg, SDlocal, NG modularity on aggregate graph)
obtaining perfect clustering solution.
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Table 3.1: The number of communities detected and the NMI of clustering for different community
detection methods for Twitter UK politics data. The community names are identified by optimal
assignment.
Method Conservative Labour Lib. Dem SNP no. comm. NMI
Ground truth 152 178 39 5 4 −
Single (mention) 149 172 48 5 4 0.8645
Single (follow) 152 177 45 − 3 0.9644
Single (retweet) 153 173 41 7 4 0.8838
MNavrg 152 178 39 5 4 1.00
SDarvg 151 176 41 6 4 0.9601
SDlocal 152 178 39 5 4 1.00
SDratio 152 178 44 − 3 0.9792
Aggregate 152 178 39 5 4 1.00
Irish politicians
The dataset on Irish politicians consists of twitter interactions among 307 Irish politicians. The
ground truth consists of party affiliations of them into Republic of Ireland’s six major political
parties. However 23 of them are independents and do not belong to any parties. We analyze the
network both with and without these independents. The corresponding results are reported in
Table 3.2(b) and 3.2(a) respectively. As expected the NMI with the ground truth is better when
the network is analyzed without independents. In both cases, the multi-layer methods generally
outperform the single layer methods. The highest NMI in both cases are obtained by the multi-layer
method SDlocal. For the network without the independents, three multi-layer methods, MNavrg,
SDlocal and SDratio, make only one incorrect assignment. When the number of communities is
assumed to be known as 6, all multi-layer modularities perform very well and miscluster only one
node (Table 3.2(c)).
Our results on both political networks show how multi-layer methods can correctly identify
meaningful community structure in networks. The near-optimal clustering for some of the multi-
layer methods is quite surprising and quite rare in network community detection. This is perhaps
an indication of how politicians heavily communicate with people within their political ideologies
and seldom communicate with people of different ideologies. Hence the social interaction patterns
of politicians easily reveal their political affiliations.
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Table 3.2: The NMI of clustering from different community detection methods for Twitter Irish
politics data. The community names are identified by optimal assignment, “no. comm.” stands for
number of communities detected.
Method fg Labour ff sf ula green no. comm. NMI
Ground truth 124 69 45 31 8 7 6 −
Single (mention) 120 71 44 33 9 7 6 0.8901
Single (follow) 124 72 49 39 − − 4 0.9353
Single (retweet) 123 69 45 31 8 8 6 0.9763
MNavrg 124 68 45 32 8 7 6 0.9881
SDarvg 125 67 45 32 8 7 6 0.9745
SDlocal 124 68 45 32 8 7 6 0.9881
SDratio 124 68 45 32 8 7 6 0.9881
Aggregate 124 67 45 33 8 7 6 0.9796
(a) Without Independents
Method fg Labour ff sf ula green ind no. comm. NMI
Ground truth 124 69 45 31 8 7 23 7 −
Single (mention) 116 70 47 38 9 − 27 6 0.8124
Single (follow) 124 78 56 49 − − − 4 0.8474
single (retweet) 122 79 46 32 8 − 20 6 0.8748
MNavrg 123 76 47 33 − − 28 5 0.8818
SDarvg 127 76 50 47 7 − − 5 0.8502
SDlocal 125 77 47 33 8 − 17 6 0.8927
SDratio 125 76 50 47 9 − − 5 0.8613
aggregate 124 70 46 35 18 − 14 6 0.8831
(b) With Independents
NG NG NG DCBM DCBM DCBM aggregate
(mention) (follow) (retweet) (mention) (follow) (retweet)
0.9300 0.9353 0.9763 0.9289 0.9347 0.9763 0.9881
DCMLSBM DCRMLSBM SDMLSBM SDRMLSBM MNavrg SDavrg SDlocal SDratio
0.9881 0.9881 0.9881 0.9881 0.9881 0.9881 0.9881 0.9881
(c) With known number of communities
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English premier league football players
The last twitter dataset we analyze consists of interaction among sports personalities; the football
players in the English Premier League. As before, we keep only those nodes who are connected to
at least one other node in each of the network layers. The ground truth for this dataset consist of
footballers assigned to the 20 football clubs that they play for. The number of clusters detected
along with the NMI of the solution with the ground truth are given in the Table 3.3(a). We see
that almost all methods, single layer and multi-layer, underestimate the number of clusters. We
compare the performance of these methods assuming that the number of clusters is known (20) in
Table 3.3(b). We note that the MLCM based multi-layer methods clearly outperform not only the
single layer modularities and the baseline aggregate method, but also the multi-layer block model
modularities. The single layer NG modularities also outperform single layer DCBM modularities.
In both groups of modularities, multi-layer modularities perform better than their single layer
counterparts. Moreover one of the MLCM based shared degree method, the SDavrg, performs
the best among all the methods. This is expected because when the number of communities
K is large, the number of parameters to be estimated in block model becomes large, resulting
in poor estimation. Hence, the NG modularities outperform the block model ones, while the
MLCM modularities outperform the multi-layer block model ones. For the same reason, among
the multi-layer block model modularities, the restricted methods (RMLSBM and SDRMLSBM)
with considerably less block model parameters to estimate perform better than the unrestricted
ones.
3.6.2 C-elegans
Next we analyze a dataset from biology: the neuronal network connectome of a nematode Caenorhab-
ditis elegans. It is the only organism whose wiring diagram or connectome of the entire nervous
system is known and mapped [28, 174]. For this dataset and the next one (grade 7 students) we
use the versions of the dataset shared by [40]. The present network consists of 279 neurons con-
nected by two types of connections, a chemical link or synapse and an ionic channel [117], and is a
weighted network. This network was previously analyzed both as a single layer network with the
two layers collapsed together [145, 165, 52] and as a multi-layer network [117]. We convert both
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Table 3.3: Performance of different community detection methods in terms of (a) number of clusters
detected and NMI of clustering, and (b) NMI of clustering with known number of communities for
Twitter English Premier League dataset
Method no. comm. NMI
Ground truth 20 −
Single (mention) 14 0.8104
Single (follow) 8 0.7656
Single (retweet) 14 7550
MNavrg 13 0.8330
SDarvg 12 0.8105
SDlocal 12 0.8245
SDratio 6 0.6996
Aggregate 13 0.8204
Method NMI
NG (mention) 0.8848
NG (follow) 0.9022
NG (retweet) 0.7910
DCBM (mention) 0.7243
DCBM (follow) 0.7552
DCBM (retweet) 0.6765
DCMLSBM 0.7898
DCRMLSBM 0.8082
SDMLSBM 0.7476
SDRMLSBM 0.8125
MNavrg 0.9176
SDarvg 0.9613
SDlocal 0.9129
SDratio 0.9047
Aggregate 0.8896
(a) (b)
layers into undirected network but keep the edge weights. Note that all our modularity measures
can naturally handle positive edge weights with the weighted adjacency matrix replacing the binary
adjacency matrix in all the calculations. Further, we consider only the nodes which are connected
with at least one connection in both layers. The resulting network layers have 253 nodes and 1695
and 517 edges in the synapse and ion layers respectively.
We apply the hypothesis testing procedure developed in Section 3.1.3 to test between SD and ID
null models to this data. The LRT statistic value is 379.62. The parametric bootstrap distribution
is shown in Figure 3.5(a). With an empirical p-value less than 0.01, we reject the null hypothesis of
SD model and conclude that the ID model should be used as null model for community detection.
Note that using the chi-squared distribution assumption (with degrees of freedom 252) for LRT
statistic would also reach the same conclusion. The two adjacency matrices plotted with class
assignments from the multi-layer methods SDlocal and MNavrg are presented in Figures 3.6 and
3.7 respectively. The block structure confirms well separated structural communities.
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Figure 3.5: Parametric bootstrap distribution of the likelihood ratio test statistic for (a) C-elegans
network and (b) Grade 7 students network. The observed value of the test statistic is indicated
with an arrow.
(a) (b)
Figure 3.6: Adjacency matrices of the 2 layers in C-elegans connectome, (a) ionic channel and (b)
chemical synapse, sorted and marked according to the clustering results obtained from SDlocal.
3.6.3 Grade 7 students network
This dataset, obtained by [167], is a multi-layer network on 29 students of grade 7. The students
were asked to nominate a peer as an answer to one of the following three question: (a) Who
do you get on with in the class? (b) Who are your best friends in the class? (c) Who would
you prefer to work with? The answers to these three questions create three layers of relations
among the students. Although the network edges are directed, we consider the network as a 3-layer
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(a) (b)
Figure 3.7: Adjacency matrices of the 2 layers in C-elegans connectome, (a) ionic channel and (b)
chemical synapse, sorted and marked according to the clustering results obtained from MNavrg.
undirected network and apply our community detection methods on it. The log-likelihood ratio test
developed in Section 3.1.3 fails to reject the null hypothesis of no difference between the shared
degree and independent degree null models. The parametric bootstrap distribution is shown in
Figure 3.5(b). The value of the LRT statistic is 31.86, which corresponds to a bootstrap p-value of
0.993. Moreover, the p-value obtained with a chi-squared approximation (with degrees of freedom
56) is 0.996, which is very close to the one obtained through bootstrap. Hence for parsimony we
will prefer the shared degree null model.
Single layer Newman-Grivan modularity gives 3, 4 and 3 clusters for get-on-with (gw), best
friends (bf) and prefer to work with (ww) respectively. However using the entire multi-layer net-
work, three of the four MLCM based methods along with aggregate detected 3 clusters of size 12,
15 and 2. Figure 3.8 depicts the three adjacency matrices sorted and marked into diagonal blocks
according to this clustering solution. The density of intra-community edges are clearly higher
than the inter-community edges across all three layers. Hence, the communities appear to be well
separated in all three layers.
Since the only external information known to us about these students is the gender information,
we investigate how well the different clustering solutions align with communities based on genders.
Surprisingly, we see quite high NMI for the clustering solution mentioned above (Table 3.4(a)). In
fact, the nodes in the cluster of size 12 are all boys. The girls, however, got divided in to two classes,
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Figure 3.8: Adjacency matrices of the three layers, (a) get on with, (b) best friends and (c) work
with, sorted and marked according to the (same) clustering result obtained from SDlocal, SDratio
and MNavrg.
one of size 15 and another tiny cluster of size 2. In contrast, the three clustering solutions from the
single layers yielded poor NMI with the gender-wise ground truth. From this we can conclude that
fusing several layers of network information together, it is possible to learn meaningful information
about the properties of the nodes, which would not have been possible with single layers. To
further test our hypothesis of two gender-wise clusters in this multi-layer network, we employed
the stochastic block model based modularities in conjunction with MLCM based modularities with
known number of communities 2. The results (Table 3.4(b)) show all of the stochastic block model
based modularities along with a number of MLCM based modularities perfectly agree with gender
based ground truth.
3.7 Conclusions
In this chapter we have identified null models as the building blocks of modularity based community
detection and introduced two sets of multi-layer null models, the MLCM and the MLED model.
Both sets can be divided into two broad categories, those based on independent degree principle and
those based on shared degree principle. While the independent degree models have a separate degree
parameter in each layer for each node, the shared degree null models “share” the degree information
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Table 3.4: NMI of clustering with the gender-wise clusters assumption for 7th grade students peer
network; (a) Number of clusters detected and NMI of clustering and (b) NMI of clustering with
number of clusters given as 2.
Method no. comm. NMI
Ground truth 2 −
Single (gw) 3 0.4698
Single (bf) 4 0.5871
single (ww) 3 0.5569
MNavrg 3 0.8726
SDarvg 2 0.7007
SDlocal 3 0.8726
SDratio 3 0.8726
aggregate 3 0.8726
Method NMI
NG (gw) 0.7007
NG (bf) 1
NG (ww) 0.7007
DCBM (gw) 0.4436
DCBM (bf) 1
DCBM (ww) 0.8123
DCMLSBM 1
DCRMLSBM 1
SDMLSBM 1
SDRMLSBM 1
MNavrg 1
SDavrg 0.8150
SDlocal 1
aggregate 1
(a) (b)
across layers. The shared degree null models have considerably fewer number of parameters and
hence models based on them are more parsimonious. Such null models are more effective in scenarios
where the graph layers are sparse. In this connection, we have also developed a hypothesis testing
framework to test which model is more appropriate in a given scenario, an independent degree
model or a shared degree model.
Several modularity measures have been derived based on these two sets of null models. Sim-
ulation results and real data applications show the effectiveness of these proposed methods in
comparison to single layer methods and baseline procedures like applying single layer methods to
an aggregate of the adjacency matrices of different layers. Based on our results, while we do not
make any clear recommendation of a single modularity measure to be used in all applications, we
highlight some behaviors we observed and expect to observe under different situations. The shared
degree models perform better in sparse graphs while the independent degree models perform better
in relatively dense graphs. The MLED based modularities generally perform either as good as or
better than MLCM modularities and are suited for a more wide variety of networks. This is in line
with the corresponding observation in single layer networks [17, 186].
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However, when the number of communities are high and the layers are relatively sparse, the
restricted block model based modualrities, DCRMLSBM and SDRMLSBM, perform better than
the corresponding unrestricted ones, while the MLCM based modularities outperform both of these
groups. This is because, with modern sparse networks, it is difficult to accurately estimate a large
number of parameters that arise in block model based methods if K is large. We also see that
in such cases the shared degree versions of the models are more useful. The baseline aggregate
of adjacency matrix although performs well under a few scenarios, it heavily relies on goodness of
signal in denser layers and can not extract powerful signal from sparser layers. Hence aggregate
works better mostly in situations where one or more of the comparatively denser layers also work
well. In order to avoid this shortcoming of favoring denser layers more, all our modularity scores
are normalized layer-wise and attempt to extract community signals from all layers equally.
We conclude by pointing out that the principles of null models outlined in this chapter can be
extended to dynamic or time dependent networks as well and modularity scores can be developed
based on suitable null models.
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Chapter 4
Orthogonal symmetric non-negative
matrix factorization under stochastic
block model
4.1 Introduction
Over the last two decades there has been an enormous increase in literature on statistical inference
of network data motivated by their ever increasing applications in computer science, biology and
economics 1. Several methods have been proposed in the literature for efficient detection of network
communities. Maximizing a quality function for community structure called “modularity” has
been shown to perform quite well in a wide variety of networks [113]. Both the Newman-Girvan
modularity and the likelihood modularity (i.e., the modularity based on the model’s likelihood
function) were shown to be consistent under the stochastic block model (SBM) in [17] and under
the degree corrected stochastic block model (DCSBM) in [186]. Community detection using spectral
clustering and its variants have also been studied extensively under both SBM and DCSBM [135,
130, 76, 93].
In this chapter we consider methods for community detection in networks based on the non-
negative matrix factorization of the Laplacian matrix of the network. An exact NMF of orderK may
not exist for any given non-negative matrix and even if one does, finding the exact NMF in general
settings is a computationally difficult problem and has been shown to be NP hard previously [166].
In fact it was shown that, not just finding an exact order K NMF, but also verifying the existence
of the same is NP hard. To remedy this, several algorithms for an approximate solution has been
proposed in the literature [92, 95, 36]. Popular optimization based algorithms aims to minimize the
difference between X and WH in Frobenius norm under the non-negativity constraints. However,
a natural question arises that given the matrix X is generated by exact multiplication of non-
1This chapter is based on research published as: S. Paul and Y. Chen. Orthogonal symmetric non-negative matrix
factorization under the stochastic block model. arXiv preprint arXiv:1605.05349, 2016.
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negative matrices (the “parts”), whether the decomposition can uniquely identify those parts of
the generative model. A number of researchers have tackled this problem both geometrically and
empirically [47, 72, 90, 73].
We consider a symmetric NMF with orthogonality constraints, the orthogonal symmetric non-
negative matrix tri-factorization (OSNTF). We prove that OSNTF is consistent under both the
stochastic block model and its degree corrected variant. Through simulations and real data exam-
ples we demonstrate the efficacy of both OSNTF and SNMF in community detection. In particular
we show the advantages of proposed methods over the usual Laplacian based spectral clustering
and its modifications in terms of regularization and projection within unit circle [93, 130]. The
proposed methods do not require such modifications even when there is high degree heterogeneity
in a sparse graph. An application to the widely analyzed political blogs data [2] results in a per-
formance superior to the state of the art methods like SCORE [76]. The main contribution of the
chapter is in deriving theoretical results on consistency of community detection under SBM and
DCSBM using a NMF based method.
The rest of the chapter is organized as follows. Section 4.2 describes the two methods and the
corresponding algorithms. Section 4.3 motivates the use of these methods for community detection.
Section 4.4 describes consistency results for OSNTF under both SBM and DCSBM. Section 4.5
gives computational details and simulations. Section 4.6 reports application of the methods in real
world network datasets and Section 4.7 gives concluding remarks.
4.2 Methods and algorithms
We consider an undirected graph G on a set of N vertices. The adjacency matrix A associated with
the graph is defined as a binary symmetric matrix with Aij = 1, if node i and j are connected and
Aij = 0, if they are not. Throughout this chapter we do not allow the graphs to have self loops and
multiple edges. In this context we define degree of a node as the number of nodes it is connected
to, i.e., di =
∑
j Aij . The corresponding normalized graph Laplacian matrix can be defined as
L = D−1/2AD−1/2,
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where D is a diagonal matrix with the degrees of the nodes as elements, i.e., Dii = di. Throughout
the chapter H ≥ 0 for a matrix means the matrix H is non-negative, i.e., all its elements are
non-negative. We denote the Frobenius norm as ‖ · ‖F and the spectral norm as ‖ · ‖2. We use ‖ · ‖
to denote the L2 norm (Euclidean norm) of a vector.
We first describe SNMF which was previously used for community detection in networks using
adjacency matrix by [170] and [86]. Given a symmetric positive semi-definite adjacency matrix A
of a graph, the exact SNMF of order K for the adjacency matrix can be written as
AN×N = HHT , HN×K ≥ 0. (4.2.1)
However since finding or even verifying the existence of the exact SNMF is NP-hard, an approximate
solution is obtained instead by solving the following optimization problem, which seeks to minimize
the distance in Frobenius norm between A and HHT , i.e., we find,
Hˆ = arg min
HN×K≥0
‖A−HHT ‖F . (4.2.2)
Denoting Aˆ = HˆHˆT , it is easy to see that Hˆ is an exact SNMF factor of Aˆ. We will refer to
the solution of this optimization problem as SNMF. Clearly if A has an exact factorization as in
Equation (4.2.1), that factorization will be the solution to this optimization problem and then
SNMF will refer to that exact factorization. The exact SNMF of order K for the normalized graph
Laplacian matrix can be similarly defined as
LN×N = HHT , HN×K ≥ 0. (4.2.3)
However since HHT is necessarily positive semi-definite, the exact factorizations in Equations
(4.2.1) and (4.2.3) can not exist for matrices A or L that are not positive semi-definite. Moreover,
being positive semi-definite is not a sufficient condition for the non-negative matrix A to have a
decomposition of the form HHT with H ≥ 0. A non-negative positive semi-definite matrix is
called doubly non-negative matrix. A doubly non-negative matrix that can be factorized into a
SNMF is called a completely positive matrix [14, 62]. Despite these restrictions, we can still use
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this decomposition in practice by Equation (4.2.2) since the optimization algorithms only tries to
approximate the matrix A. However, obtaining theoretical guarantees on performance will be quite
difficult.
In an attempt to remedy this situation, we consider another symmetric non-negative matrix
factorization where the matrix A is not required to be completely positive. Given an adjacency
matrix A of a graph this factorization, called the orthogonal symmetric non-negative matrix tri-
factorization (OSNTF) of order K [42], can be written as
AN×N = HSHT , HN×K ≥ 0, SK×K ≥ 0, HTH = I. (4.2.4)
The matrix S is symmetric but not necessarily diagonal and can have both positive and negative
eigenvalues. Note that having the S matrix gives the added flexibility of factorizing matrices which
are not positive semi-definite and hence has negative eigenvalues. In this connection it is worth
mentioning that another symmetric tri-factorization was defined in [43] without the orthogonality
condition on the columns of H. However we keep this orthogonality condition as it leads to sparse
factors and our experiments indicate that it leads to better performance both in simulations and
in real networks. The OSNTF for normalized graph Laplacian is defined identically as in Equation
(4.2.4) with A being replaced by L.
As before, in practice it is difficult to obtain or verify the existence of the exact OSNTF in
Equation (4.2.4) for any given adjacency matrix. Hence to obtain an approximate decomposition,
we minimize the distance in Frobenius norm between A and HSHT , i.e., we find
[Hˆ, Sˆ] = arg min
HN×K≥0, SK×K≥0, HTH=I
‖A−HSHT ‖F . (4.2.5)
The solution to this optimization problem will be referred to as OSNTF of A. If an exact OSNTF
of A exists then this solution will coincide with the exact OSNTF.
There are several algorithms proposed in the literature to solve the optimization problems in
Equations (4.2.2) and (4.2.5). We use the algorithm due to [170] for SNMF where Equation (4.2.2)
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is solved through gradient descent and the update rules are given by
Hik ← Hik
(
1
2
+
1
2
(AH)ik
(HHTH)ik
)
,
for i = 1, . . . , N and k = 1, . . . ,K. For OSNTF we use the update rules given in [42] :
Sik ← Sik
√(
(HTAH)ik
(HTHSHTH)ik
)
,
Hik ← Hik
√(
(AHS)ik
(HHTAHS)ik
)
.
The matrix H is used for community detection in both SNMF and OSNTF. After the algorithm
converges, the community label for the ith node is obtained by assigning the ith row of H to the
column corresponding to its largest element, i.e., node i is assigned to community k if
k = arg max
j∈{1,...,K}
Hij . (4.2.6)
Here the rows of H represent the nodes and the columns represent the communities. This way each
node is assigned to one of the K communities. The matrix H can be thought of as a soft clustering
for the nodes in the graph.
Since the optimization problems in both SNMF and OSNTF are non-convex and the algorithms
described above have convergence guarantees only to a local minimum, a proper initialization is
required. We use either the spectral clustering or a variant of it, the regularized spectral clustering
[130], to initialize both algorithms. Our experiments indicate the final solution is not too sensitive
to which of the two initializations is used, but the number of iterations needed to converge (and
consequently time to converge) can vary depending upon which algorithm is used to initialize the
methods. However our method does not require any regularization in terms of removing the high
degree nodes or adding a small constant term to all nodes even for sparse graphs, as is often used
with spectral clustering [85]. We also do not require projecting the rows of H into a unit circle,
even when the degrees are heterogeneous, as is necessary for spectral clustering to perform well in
such situations [130].
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4.2.1 Another characterization of approximate OSNTF
We characterize the optimization problem of approximate OSNTF in (4.2.5) as a maximization
problem which will help us later to bound the error of approximation.
Let us denote the subclass of N × K non-negative matrices whose columns are orthonormal
as HN×K+ . Given a feasible H ∈ HN×K+ , the square of the objective function in the optimization
problem in (4.2.5) can be written as
J = tr[(A−HSHT )T (A−HSHT )]
= tr(AA− 2SHTAH + SS).
Now one can optimize for S in the following way. Differentiating J with respect to S, we get
∂J
∂S
≡ −2HTAH + 2S = 0,
which implies Sˆ = HTAH. Replacing this into the objective function J we can rewrite the opti-
mization problem as
arg min
H≥0,HTH=I
tr(AA− 2HTAHHTAH +HTAHHTAH)
≡ arg min
H≥0,HTH=I
tr(AA−HTAHHTAH)
≡ arg max
H∈HN×K+
‖HTAH‖F . (4.2.7)
We recognize the last term as
√
tr(APAP ), where P = HHT is the projection matrix onto the
subspace defined by the columns of the matrix H. Once we obtain Hˆ that optimizes the objection
function in J , we can obtain Sˆ = HˆTAHˆ and
Aˆ = HˆSˆHˆT = HˆHˆTAHˆHˆT = PˆAPˆ . (4.2.8)
We conclude this section by acknowledging that it is not possible to solve either of the opti-
mization problems (4.2.2) or (4.2.5) to obtain a global maximum, and the algorithms we use only
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have a convergence guarantee to a local optimum.
4.2.2 Uniqueness
While finding if an exact SNMF or OSNTF of order K exists is NP-hard, it is worth investigating
that given such a factorization exists, whether it is even possible to uniquely recover the parts or
factors through non-negative matrix factorization. In other words is SNMF or OSNTF unique?
In fact, a long standing concern about using NMF based procedures is their non-uniqueness in
recovering the data generating factors under general settings. This issue has been investigated in
detail in [47, 90] and [73]. The next lemma builds upon the arguments presented in [90, 73] and
[42] to show that SNMF is unique only up to an orthogonal matrix, and OSNTF is unique except
for a permutation matrix when the rank of A or L is K.
Lemma 10. For any N ×N symmetric matrix A, if rank(A) = K ≤ N , then the order K exact
SNMF of A is unique up to an orthogonal matrix, and the order K exact OSNTF of A is unique
up to a permutation matrix, provided the exact factorizations exist.
The proof of this lemma along with those of all other lemmas and theorems are given in Section
4.8. We also have the following useful corollary for OSNTF.
Corollary 1. For any N ×N symmetric matrix A, if [H,S] is an exact OSNTF of A, then each
row of H contains only one non-zero (positive) element.
4.3 Motivation and connection with spectral clustering
4.3.1 Connections to invariant subspaces and projections
We now connect SNMF and OSNTF to invariant subspaces of a linear transformation on a finite
dimensional vector space. Suppose [Hˆ, Sˆ] is an OSNTF of order K of the matrix A. Then by
Equation (4.2.8), Aˆ = PˆAPˆ is an at most rank K matrix approximating A. By definition Aˆ has
an exact OSNTF of order K.
Focusing on the exact OSNTF factorization for the moment, we note that the factorization in
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(4.2.4) of order K ≤ N can be equivalently written as
AH = HSHTH = HS, HN×K ≥ 0, SK×K ≥ 0, HTH = I. (4.3.1)
Since H has K orthonormal columns, rank(H) = K. Consequently, if an OSNTF of order K exists
for A, then the columns of H span a K-dimensional invariant subspace, R(H), of A. Moreover,
since H is orthogonal in this case, the columns of H form an orthogonal basis for the subspace
R(H). Every eigenvalue of S is an eigenvalue of A and the corresponding eigenvector is in R(H).
To see this note that if x is an eigenvector of S corresponding to the eigenvalue λ, then, Sx = λx.
Now, AHx = HSx = λHx and hence Hx is an eigenvector of A and is in R(H). Moreover since
in this case, rank(A) = rank(S), S contains all the non zero eigenvalues of A as its eigenvalues.
Note that the projection matrix onto the column space of H, i.e., R(H), is given by P =
HHT . Since AP = AHHT = HSHT = HHTHSHT = PA, R(H) is also a reducing subspace
of the column space of A [131, 150]. Hence the following decomposition holds (called the spectral
resolution of A) : HT1
HT2
A(H1H2) =
S1 0
0 S2
 (4.3.2)
where H1 and H2 are matrices whose columns span R(H) and its orthogonal complement respec-
tively [150].
Reverting back to the approximate factorization, we notice that the optimization problem in
Equation (4.2.5) is to find the best projection of A into an at most rank K matrix Aˆ which has a
non-negative invariant subspace. Note, here and subsequently, the “best” approximation implies
a matrix which minimizes the distance in Frobenius norm. The difference of this projection with
the projection in spectral clustering through singular value decomposition [105, 130] is that the
projection in singular value decomposition ensures that the result is the best at most rank K matrix
approximating A, however it does not necessarily have a non-negative invariant subspace. In that
sense the OSNTF projection adds an additional constraint on the projection and consequently
the resultant matrix is no longer the best at most rank K approximating matrix. In OSNTF,
the non-negative invariant subspace R(H) is used for community detection. Hence in general, the
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discriminating subspace in OSNTF is different from the one used in spectral clustering.
We make a similar observation for SNMF. The order K factorization defined in (4.2.1) can be
written as
AH = HHTH = HS′ H ≥ 0, S′ ≥ 0, (4.3.3)
where S′ = HTH is clearly a positive semi-definite matrix. In addition, if we assume that the
matrix A is of rank K, then rank(H) ≥ rank(A) = K. Hence the matrix H is also of rank K and
has independent columns. By the preceding argument, columns of H span an invariant subspace
of A and the columns of H is a basis (not orthogonal) for the subspace R(H). However S′ in
this case is positive semi-definite and hence has only non-negative eigenvalues. Consequently the
subspace spanned by the columns of H only contains the subspaces associated with the non-negative
eigenvalues. In contrast, since S in OSNTF can have both positive and negative eigenvalues, that
means R(H) contains subspaces associated with both positive and negative eigenvalues.
4.3.2 Motivation through block diagonal matrix
To motivate community detection with symmetric NMF methods, we start by looking into a special
case where the graph is made of K separate connected components, i.e., the adjacency matrix is
block-diagonal. As a consequence the normalized Laplacian matrix L is also block-diagonal. In this
case we have very clear K clusters in the graph. Note that the probability of connection within
the blocks can vary arbitrarily and no special structure is assumed within the blocks. Spectral
clustering was motivated in [168] and [115] through a similar block-diagonal Laplacian matrix. The
arguments in those papers were as follows. For the normalized Laplacian matrix of any undirected
graph without multiple edges and self loops, the eigenvalues lie between [−1, 1]. The blocks in
the block diagonal matrix L are also themselves normalized Laplacian matrices of the connected
components of the graph. Since the spectrum of L is a union of the spectra of Li, the matrix L
has exactly K eigenvalues of magnitude 1, each coming from one of the blocks. Hence selecting
the eigenvectors corresponding to the largest K eigenvalues of L will select K eigenvectors xLi ,
each being the leading eigenvector of one of the blocks. Hence the subspace formed with those
eigenvectors will naturally be discriminant for the cluster structure. A similar motivation for
OSNTF is contained in the next lemma.
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Lemma 11. Let L =

L1
. . .
LK

N×N
be a block-diagonal Laplacian matrix of a graph
with K connected components with sizes m1, . . . ,mK . There exists a one dimensional invariant
subspace of block Li ∈ Rmi×mi with a non-negative basis hi ∈ Rmi×1, for all i. Let eLi denote
an N × 1 vector obtained by extending hi by adding
∑i−1
t=1mt 0’s at the top and
∑K
t=i+1mt 0’s at
the bottom. Then the orthogonal non-negative basis eL = {eL1 , . . . , eLK} spans a K dimensional
invariant subspace of L.
The previous lemma shows that a block-diagonal L has a K dimensional invariant subspace
with a non-negative basis matrix composed of vectors which are indicators for the blocks and
consequently naturally discriminant. However it is not immediately clear if this subspace or the
basis matrix is recovered by SNMF and OSNTF. The next theorem uses the Perron-Frobenius
theorem to show that SNMF and OSNTF can indeed correctly recover the block memberships of
the nodes from this Laplacian matrix. It turns out that in this ideal case of completely disconnected
K clusters, SNMF, OSNTF and spectral clustering use the same subspace for clustering.
Theorem 8. Let GN,K be a graph with N nodes and K connected components. Both the SNMF
and the OSNTF correctly recover the component memberships of the nodes from the block-diagonal
normalized Laplacian matrix of this graph.
4.4 Consistency of OSNTF for community detection
We now turn our attention to more general adjacency and Laplacian matrices. The stochastic block
model (SBM) is a well studied statistical model of a network with community structure. The K
block stochastic block model assigns to each node of a network, a K dimensional community label
vector which takes the value of 1 in exactly one position and 0’s everywhere else. Let Z be a matrix
whose ith row is the community label vector for the ith node. Given the community labels of the
nodes, the edges between them are formed independently following a Bernoulli distribution with a
probability that depends only on the community assignments, i.e., given community assignments
there is stochastic equivalence among the nodes. A node is said to “belong to” community k if its
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vector of community labels has 1 in the kth position. We further assume that there is at least one
non-zero element in each column, i.e., each community has at least one node. The SBM can be
written in the matrix form as
E(A) = A = ZBZT , B ∈ [0, 1]K×K , Z ∈ {0, 1}N×K , (4.4.1)
where the matrix B ≥ 0 is a K×K symmetric matrix of probabilities. We assume the matrix B is
of full rank, i.e., of rank K. We will refer to the matrix A as the population adjacency matrix. The
population Laplacian matrix is defined from this adjacency matrix as L = D−1/2AD−1/2, where D
is a diagonal matrix with the elements being Dii =
∑
j Aij . The matrix L under the K class SBM
defined above can be written as
L = ZD−1/2B BD−1/2B ZT = ZBLZT , (4.4.2)
where DB = diag(BZ
T1N ) ∈ RK×K with 1N being the vector of all ones in RN , is a diagonal
matrix and BL = D
−1/2
B BD
−1/2
B [135]. The square root of DB and its inverse are well defined since
the K elements of the diagonal matrix DB are strictly positive.
Although the SBM is a well-studied model, it is not very flexible in terms of modeling real
world networks. Many real world networks exhibit heterogeneity in the degrees of the nodes which
the SBM fails to model. To remedy this, an extension of SBM for general degree distributions was
proposed in [79], called the degree corrected stochastic block model (DCSBM). In our matrix terms
the model can be written as
E(A) = A = ΘZB′ZTΘ, B′ ∈ RK×K+ , Z ∈ {0, 1}N×K , Θ ∈ RN×N+ , (4.4.3)
where B′ is a symmetric full rank matrix and Θ is an N × N diagonal matrix containing the
degree parameters θi for the nodes as elements. Following [79] we impose identifiability constraints∑
{i:Ziq=1} θi = 1 for each q ∈ {1, . . . ,K}. Note that B′ is not a matrix of connection probabilities
any more. Instead the interpretation of B′ is that each entry B′ql represents the expected number of
edges between communities q and l. The population Laplacian matrix for DCSBM can be obtained
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from the population adjacency matrix as,
L = Θ1/2ZB′LZTΘ1/2, (4.4.4)
where B
′
L = D
′−1/2
B B
′
D
′−1/2
B , and D
′
B is defined as D
′
B = diag(
∑
lB
′
1l, . . . ,
∑
lB
′
Kl). [130].
We prove that applying OSNTF to either the adjacency matrix A or the Laplacian matrix L is
consistent for community detection in graphs generated from both the SBM and the DCSBM. The
analysis for consistency consists of several steps. We first assume that the population adjacency
matrix (and the Laplacian matrix) is a K class stochastic block model and demonstrate that it can
be written as an OSNTF. Then we show that OSNTF can correctly recover the class assignments
from this population adjacency (Laplacian) matrix. The observed sample adjacency (Laplacian)
matrix is then viewed as a perturbed version of the population adjacency (Laplacian) matrix, and
hence an approximate OSNTF algorithm through optimization can recover the class assignments
with some errors. Finally we bound the proportion of errors by establishing uniform convergence
of the observed objective function to the population objective function. The analysis for DCSBM
is similar.
4.4.1 Recovery
SBM
The next lemma shows that the procedure OSNTF can recover the class assignments perfectly
from the population adjacency matrix or the Laplacian matrix generated by the stochastic block
model. Hence even though for any given matrix both proving the existence and evaluation of
exact OSNTF is NP hard, if we know that the matrix is formed according to the stochastic block
model, the methods can still recover true class assignments. We can then hope that the methods
can recover the true class assignments from the sample adjacency of Laplacian matrices with high
probability as well.
A careful examination of Equation (5.3.1) reveals that the model is “almost” an OSNTF with
the exception that the columns of Z are orthogonal to each other, but not orthonormal. Hence
ZTZ is a diagonal matrix, instead of a identity matrix. The next lemma exploits this relationship
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to establish that an OSNTF on A and L can correctly recover the class assignments.
Lemma 12. There exists a diagonal “scaling” matrix Q = (ZTZ) ∈ RK×K with strictly positive
entries such that [H¯ = ZQ−1/2, S¯ = Q1/2BQ1/2] and [H¯L = ZQ−1/2, S¯L = Q1/2BLQ1/2] are the
(unique up to a permutation matrix P ) solutions to the OSNTF of A and L respectively under the
K block stochastic block model as defined in Equation (5.3.1). Moreover,
ZiQ
−1/2 = ZjQ−1/2 ⇐⇒ Zi = Zj ,
where Zi is the ith row of Z.
The previous lemma shows that OSNTF of rank K applied to the population adjacency or the
Laplacian matrix of a SBM obtains factors [H¯, S¯] such that any two rows of H¯ are equal if and only
if the corresponding rows are equal in Z. Now assigning rows to communities on the basis of the
largest entry in H¯ as in Equation (4.2.6) effectively means doing the same on rows of Z, which by
definition will result into correct community assignments. However due to the ambiguity in terms
of a permutation matrix P , the community labels can be identified only up to a permutation.
DCSBM
We now prove a parallel result on recovery of class assignments from the population adjacency and
Laplacian matrices of DCSBM.
Lemma 13. There exists diagonal “scaling” matrices Q = (ZTΘ2Z), QL = (Z
TΘZ) ∈ RK×K with
strictly positive entries such that [H¯ = ΘZQ−1/2, S¯ = Q1/2B′Q1/2] and [H¯L = Θ1/2ZQ
−1/2
L , S¯L =
Q
1/2
L B
′
LQ
1/2
L ] are the (unique up to a permutation matrix) solutions to the OSNTF of A and L
respectively under the K block DCSBM as defined in Equation (4.4.3). Moreover, nodes i and j
are assigned to the same community if and only if Zi = Zj.
4.4.2 Uniform convergence of objective function
Although OSNTF can perfectly recover Z from the population adjacency matrix A and the pop-
ulation Laplacian matrix L, in practice we do not observe A or L. Instead we observe the sample
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version (or perturbed version) of A, the sample adjacency matrix A. The sample version of L can
be obtained from A by L = D−1/2AD−1/2.
To upper bound the difference between the observed perturbed version with the true population
quantity for both the adjacency matrix and the Laplacian matrix, we reproduce Theorems 1 and
2 of [35] in the following proposition.
Proposition 1. ([35]) Let A(N) ∈ {0, 1}N×N be a sequence of random adjacency matrices corre-
sponding to a sequence of binary undirected random graphs with N nodes and population adjacency
matrices E(A(N)) = A(N) ∈ [0, 1]N×N . Let L(N) and L(N) be the corresponding sample and popu-
lation graph Laplacians respectively. Let ∆N and δN denote the maximum and minimum expected
degree of a node in the graph respectively. For any  > 0, if ∆N >
4
9 log
(
2N

)
for sufficiently large
N , then with probability at least 1− ,
‖A(N) −A(N)‖2 ≤ 2
√
∆N log(2N/),
and for any ′ > 0, if δN > c(′) log(N) for some constant c(′), then with probability at least 1− ′,
‖L(N) − L(N)‖2 ≤ 2
√
3 log(4N/)
δN
.
The observed sample adjacency matrix A may not have an exact OSNTF. In that case, let the
optimization problem in (4.2.5) or equivalently in (4.2.7), obtain a solution [Hˆ, Sˆ] as OSNTF of
A. The matrix approximating A is then Aˆ = HˆSˆHˆT and we assign the nodes to the communities
using the matrix Hˆ.
We denote the objective function in the optimization problem of (4.2.7) as F (A,H) = ‖HTAH‖F .
This is a function of the adjacency matrix A and the degree corrected community assignment matrix
H. We can define a corresponding “population” version of this objective function with the popula-
tion adjacency matrix as F (A, H) = ‖HTAH‖F . The corresponding observed and population ver-
sions for the Laplacian matrix are defined by F (L,HL) = ‖HTLLHL‖F and F (L, HL) = ‖HTLLHL‖F
respectively. In the next lemma we prove two uniform convergences: we show that for any
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H ∈ HN×K+ , F (A,H) converges to F (A, H) and for any HL ∈ HN×K+ , F (L,HL) converges to
F (L, HL) with proper scaling factors.
To determine the scaling factors, we look at the the growth rate of the maximized population
versions F (A, H¯) and F (L, H¯L) under SBM and DCSBM. We assume that for both SBM and
DCSBM, the probability of connections between the nodes grows as Aij  p, uniformly for all i, j.
We define d =
∑
i,j Aij/N as the expected average degree of the nodes. Clearly, d  di  Np.
Then under both the SBM and the DCSBM we have,
F (A, H¯) = ‖H¯TAH¯‖F = ‖S¯‖F
=
√
tr(S¯H¯T H¯S¯H¯T H¯) (since H¯T H¯ = I)
=
√
tr(AA) = ‖A‖F =
√∑
i,j
A2ij 
√
N2p2  Np  d. (4.4.5)
Based on a similar argument, for F (L, H¯L) we have under both the SBM and the DCSBM,
F (L, H¯L) = ‖S¯L‖F = ‖L‖F =
√√√√∑
i,j
A2ij
DiiDjj 
√
N2
(
p
Np
)2
 1. (4.4.6)
With this guidance, we use ‖A‖F as a scaling factor for the convergence of F (A,H) and no
scaling factor for the convergence of F (L,HL).
Lemma 14. Consider the settings of Proposition 1 and assume the minimum expected degree of
the network δ grows as ω((logN)2). For any H ∈ HN×K+ we have,
|F (L,H)− F (L, H)| p→ 0, (4.4.7)
provided K = o(δ/ logN), while,
1
‖A‖F |F (A,H)− F (A, H)|
p→ 0, (4.4.8)
provided K = o(‖A‖F / logN) and the maximum expected degree of the network ∆  ‖A‖F .
While the above lemma does not assume any growth rate on ‖A‖F , in order to interpret it we
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assume uniform growth on the probability of connections, and use the rate obtained in Equation
(4.4.5), i.e., ‖A‖F  d. In the dense case, where the expected degree of the nodes grows linearly
with the number of nodes, we have d  N , and in the sparse case, where we only assume the
expected degree grows faster than (logN)2, we have d = ω((logN)2). Then for OSNTF on the
adjacency matrix of a dense expected network, where the expected degree of the nodes grows
linearly with the number of nodes, we have ‖A‖F  N and we can let the number of communities
grow as K = o(N/ logN). In the sparse case of poly-logarithmic growth on expected degree, where
we only assume the expected degree grows faster than (logN)2, we have ‖A‖F = ω((logN)2) and
we can let K grow as K = o(logN).
We have a similar observation for OSNTF on Laplacian matrix as well. In the dense case when
the minimum expected degree δ grows as O(N), the condition on the growth of K again turns out
to be K = o(N/ logN) and in the sparse case where δ = ω((logN)2), we have K = o(logN).
4.4.3 Characterizing mis-clustering
Although OSNTF can perfectly recover Z from A, in practice we obtain the orthogonal matrix
Hˆ from the observed adjacency matrix A instead of obtaining H¯. Consequently, community as-
signment using the largest entry in each row of Hˆ as in Equation (4.2.6) will lead to some error.
We quantify the error through a measure called mis-clustering rate which, given a ground truth
community assignment and a candidate community assignment, computes the proportion of nodes
for which the assignments do not agree. However, due to the ambiguity in terms of permutation
of community labels, we need to minimize the proportion over the set of all possible permutation
of labels. Let e¯ denote the ground truth and eˆ denote a candidate assignment. Then we define the
mis-clustering rate
r =
1
N
inf
Π
dH(e¯,Π(eˆ)),
where Π(·) is a permutation of the labels and dH(·, ·) is the Hamming distance between two vectors.
SBM
The next result relates the error with the difference of the matrices Hˆ and H¯.
Lemma 15. Let Z be the true community assignment matrix for a network generated from the
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stochastic block model and Q = ZTZ. Let (Hˆ, Sˆ) be the factorization of the adjacency matrix as in
(4.2.5). Then any mis-clustered node i must satisfy
‖Hˆi − H¯iP‖ > 1√
Nmax
, (4.4.9)
where Hˆi and H¯i denote the ith row of the matrices Hˆ and H¯ respectively, P is a permutation
matrix, and Nmax = maxk∈{1,...,K}Qkk, i.e., the population of the largest block. This is also the
necessary condition for mis-clustering node i in OSNTF of the Laplacian matrix.
The next theorem is our main result for OSNTF under SBM, which uses this characterization
of misclustering along with the bounds obtained in previous lemmas to bound the misclustering
rate.
Theorem 9. Let G be a graph generated from a K class SBM with parameters (Z,B) as in Equation
(5.3.1). Define λA and λL as the smallest non-zero (in absolute value) eigenvalues of A and L
respectively. Let A,L ∈ RN×N be the adjacency and Laplacian matrices of the graph respectively,
and define rA and rL as the mis-clustering rate for community detection through OSNTF of A and
L respectively. If the conclusion of Lemma 14 on uniform convergence of F (A,H) and F (L,H) to
F (A, H) and F (L, H) respectively holds, and the following conditions on Nmax, λA and λL hold:
(a) Nmax  NK , (b) λA ≥ 4‖A‖
1/2
F (∆ log(2N/)/K)
1/4, and (c) λL ≥ 4‖L‖1/2F
(
3 log(4N/)
Kδ
)1/4
, then
rA
p→ 0, and rL p→ 0. (4.4.10)
Note that under the assumption of uniform growth of connection probabilities, from Equation
(4.4.6), we have ‖L‖F  1. Then condition (c) in Theorem 9 reduces to λL & 4
(
3 log(4N/)
Kδ
)1/4
,
which is similar to the condition on the same quantity in Theorem 4.2 of [130], and is closely related
to the signal to noise ratio of the SBM.
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DCSBM
We first prove a lemma connecting the event of mis-clustering with the difference between matrices
Hˆ and H¯, and matrices HˆL and H¯L for A and L respectively .
Lemma 16. For a network generated from the DCSBM with parameter (Θ, Z,B) as in Equation
(4.4.3), let (Hˆ, Sˆ) be the factorization of the adjacency matrix as in (4.2.4). Then a necessary
condition for any node i to be mis-clustered is
‖Hˆi − H¯iP‖ ≥ m, (4.4.11)
where m = mini∈{1,...,N} θi/
√
(ZTΘ2Z)kk with k being the community to which the node i truly
belongs. The corresponding necessary condition for the OSNTF in Laplacian matrix is
‖HˆL,i − H¯L,iP‖ ≥ m′, (4.4.12)
with m′ = mini∈{1,...,N}
√
θi/(ZTΘZ)kk.
The next theorem is our main result for OSNTF under DCSBM, which bounds the mis-
clustering rate.
Theorem 10. Let G be a graph generated from a K class DCSBM with parameters (Θ, Z,B)
as in (4.4.3). Define λA and λL as the smallest (in absolute value) eigenvalues of A and L
respectively. Let A,L ∈ RN×N be the adjacency and Laplacian matrices of the graph respectively,
and define rA and rL as the mis-clustering rate for community detection through OSNTF of A and
L respectively. If the conclusion of Lemma 14 on uniform convergence of F (A,H) and F (L,H) to
F (A, H) and F (L, H) respectively holds, and the following conditions on m, m′, λA and λL hold:
(a) m,m′ 
√
K
N , (b) λ
A ≥ 4‖A‖1/2F (∆ log(2N/)/K)1/4, and (c) λL ≥ 4‖L‖1/2F
(
3 log(4N/)
Kδ
)1/4
,
then
rA
p→ 0, and rL p→ 0. (4.4.13)
The proof is similar to that of the SBM case and will be omitted. To check that condition (a) is
reasonable, in addition to the assumption of uniform growth on the probability of connections, we
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assume the population of the communities Nq grows as Nq  NK for all q ∈ {1, . . . ,K}. Then under
the DCSBM we have θiθjB
′
ql = Aij  p for all i, j such that Ziq = 1 and Zjl = 1. Since by the
identifiability constraint,
∑
i:Ziq=1
θi = 1, we have θi  KN , (ZTΘZ)qq  1 and (ZTΘ2Z)qq  KN .
4.4.4 Application to four parameter SBM
We apply Theorem 9 to the four parameter SBM, which is a special case of SBM, parameterized
by four parameters, a, b, s,K [135, 130]. The probability of connection within a block is a for all
blocks and the probability of connection between nodes from different blocks is b for all block pairs.
The connection probabilities are assumed to remain constant as N grows. The number of nodes
within each block is s (hence all blocks are of the same size) and K is the number of blocks. Then
we have Nmax = s = N/K, δ  N , ‖L‖F  1 and λL = 1K(b/(a−b))+1  1/K [135]. Then condition
(c) of Theorem 9 holds if K = o((N/ logN)1/3). Hence from Theorem 9, the misclustering rate
rL → 0, and we have consistent community detection. We also note that for the four parameter
SBM case, condition (c) of Theorem 9 and condition (a) of Theorem 4.2 in [130] lead to the same
constraint, namely, K = o((N/ logN)1/3).
4.5 Simulation Results
In this section we generate networks from both the SBM and the DCSBM and evaluate the per-
formance of NMF based approaches along with a few spectral methods applied to the normalized
Laplacian matrix of the networks. The spectral methods we consider are the spectral clustering
(Spectral) [135, 93], the regularized spectral clustering (Reg. Spectral) [130] and regularized spec-
tral clustering without projection (Spectral-wp)[130]. We conduct three experiments generating
data from the SBM for the first two and from the DCSBM for the last one. The clustering qual-
ity of a partition is evaluated by measuring its agreement with a known ground truth using the
normalized mutual information (NMI) criterion. The NMI is an information theoretic measure of
agreement between two partitions that takes value between 0 and 1, with higher values indicating
better agreement between the partitions. All results are averaged over 32 simulations.
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Figure 4.1: Comparison of the performance of various methods for three simulation settings: (a) SBM with
N = 800, K = 3 and increasing average degree, (b) SBM with K = 3 and increasing number of nodes, and
(c) DCSBM with N = 600, K = 3 and decreasing degree heterogeneity. The legend in Figure (a) is common
to all figures.
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4.5.1 SBM : increasing degrees
We generate data from the SBM with 3 clusters and 800 nodes. The signal to noise ratio, defined
as the ratio of the diagonal to off-diagonal elements, is kept fixed at around 3, while we increase the
average degree of the network from 10 to 30. This simulation is designed to test the robustness of
the methods for sparse graphs where node degrees are relatively low. The results are presented in
Figure 4.1(a). We notice that SNMF, OSNTF and regularized spectral clustering perform similarly
with the NMF based methods having slightly higher NMI compared to the regularized spectral
clustering throughout. The usual spectral clustering without any regularization performs slightly
worse in low degree graphs (i.e. sparse graphs). Clearly this drawback of spectral clustering is not
shared by SNMF and OSNTF as they perform well without any regularization. This also relieves
us from the problem of choosing a suitable regularization parameter.
4.5.2 SBM : increasing nodes
For this experiment we generate data from SBM with 3 clusters and fixed connection probability
matrix but vary the number of nodes (and as a consequence the average degree of network also gets
varied). The aim of this study is to determine the number of nodes required by different methods
to attain a comparable NMI. We again fix the signal to noise ratio at 3. The results presented
in Figure 4.1(b) look quite similar to the previous case. We notice that both SNMF and OSNTF
consistently perform better than spectral clustering and regularized spectral clustering. Also the
spectral clustering performs poorly when the number of nodes is low and regularization helps in
that case.
4.5.3 DCSBM : varying degree parameter
In our last experiment we generate data from a DCSBM with 3 cluster and 600 nodes. The degree
parameter is generated from a power law distribution with lower bound parameter xmin = 1 and
shape parameter β. We increase the shape parameter from 2.1 to 3.1 in steps of 0.25. A smaller
β leads to greater degree heterogeneity and hence increasing the parameter gradually makes the
DCSBM more similar to a SBM. We again keep the signal to noise ratio at 3 and the average
degree of the networks generated is around 30. The results are presented in Figure 4.1(c). Here
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we see that the (unregularized) spectral clustering completely breaks down in the presence of
degree heterogeneity and recovers slowly as the parameter β increases. Spectral clustering without
projection (but with regularization) performs poorly when β is 2.1 but recovers significantly as
β increases. This observation is consistent with that of [130]. SNMF, OSNTF and regularized
spectral clustering are robust against degree heterogeneity with the NMF based methods once
again consistently outperforming regularized spectral clustering. This simulation study indicates
that both SNMF and OSNTF perform well under the DCSBM without any modification.
A comparison of all the methods in terms of the number of times a method performs the best
over all simulations is reported in Table 4.1. Clearly in all the three simulation scenarios, the NMF
based methods turn out to perform overwhelmingly better compared to spectral and regularized
spectral clustering. Moreover, OSNTF performs the best in almost 80% of the total simulations
under consideration.
Table 4.1: Comparison of the methods in terms of the number of times a method performs the best
in the simulations
Simulation SNMF OSNTF Spectral Reg. Spectral Spectral-wp Total
SBM : incr. deg. 22 134 1 3 − 160
SBM : incr. node 10 117 1 0 − 128
DCSBM 28 128 0 2 2 160
4.6 Real data analysis
In this section we apply SNMF and OSNTF to a few popular real network datasets with known
ground truth and compare their performance with competing methods. All methods are applied
to the normalized Laplacian matrix of the networks.
4.6.1 Political blogs data
We analyze the political blogs dataset collected by [2]. The dataset comprises of 1490 political
blogs during US presidential election with the directed edges indicating hyperlinks. We consider
the largest connected component of the graph comprising of 1222 nodes and convert it into an
undirected graph by assigning an edge between two nodes if there is an edge between the two in
any direction. The resultant network has an average degree of 27. This dataset with the above
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mentioned preprocessing was also analyzed by [79, 6, 130, 78, 76, 186, 56], etc. for community
detection, and is generally considered as a bench mark for evaluating algorithms. The ground truth
community assignments partitions this network into two groups, liberal and conservative, according
to the political affiliations or leanings of the blogs. Table 4.2 summarizes the performance of the
proposed NMF based methods along with that of spectral clustering, regularized spectral clustering
[130] and SCORE method [76] in terms of the number of nodes mis-clustered. All methods except
the regular spectral clustering perform similarly and correctly clusters approximately 95% of the
nodes. Moreover, both the NMF based methods outperform the state of the art methods [56], e.g.,
regularized spectral clustering and SCORE. Note that our results for regularized spectral clustering
(using the average node degree 27 as regularization parameter) is different from [130], where it was
reported to miscluster 80 ± 2 nodes out of 1222. We believe this is primarily because [130] use a
different construction to convert the directed network into undirected network and obtain one with
average node degree as 15. Our construction matches with that of [6, 78, 76] and [56].
Table 4.2: Comparison of NMF with other methods in terms of the number of nodes mis-classified
and the NMI with the ground truth in the political blogs dataset
Measure SNMF OSNTF Spectral Reg. Spectral SCORE
Misclustered 54 54 551 64 58*
NMI 0.7455 0.7455 0.0523 0.7133 0.725*
* results taken from [76].
4.6.2 Karate club dataset
The second dataset we analyze is another well studied benchmark network, the Zachary’ karate
club data [184]. The data consist of friendship patterns among the 34 members of a karate club in
a US university. Shortly after the data were collected the group split into two subgroups. Those
sub-groups are our ground truth. This network has also been extensively studied in the literature
[113, 17, 76]. Both SNMF and OSNTF clusters all the nodes in two communities correctly. We
also note that both spectral and regularized spectral clustering cluster the nodes perfectly while
SCORE mis-clusters one node [76].
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4.6.3 Dolphins dataset
We consider an undirected social network of associations among 62 dolphins living in Doubtful
Sound, New Zealand, curated by [100]. Similar to the previous data set, during the course of
the study it was observed that a well connected dolphin coded as SN100 left the group and this
resulted into a split of the group into two subgroups. These subgroups consisting of the remaining
61 dolphins constitute our ground truth communities and we apply various community detection
methods on this dataset. Both SNMF and OSNTF mis-cluster one node (SN89). In comparison
the spectral clustering mis-clusters 11 nodes and the regularized spectral clustering mis-clusters 2
nodes.
4.7 Discussions
In this chapter we have used a factorization of the Laplacian matrix with non-negativity and
orthogonality constraints for community detection in complex networks. The proposed method
was shown to be asymptotically consistent for community detection in graphs generated from
the stochastic block model and the degree corrected stochastic block model. This method is quite
similar to spectral clustering and attempts to estimate the same discriminating subspace as spectral
clustering for a block-diagonal Laplacian matrix that corresponds to a graph with K connected
components. However, for more general graphs the two methods obtain very different invariant
subspaces for discrimination. Our simulations show that this method outperforms the spectral
clustering in a wide variety of situations. In particular, for sparse graphs and for graphs with high
degree heterogeneity, this method does not suffer from some of the issues spectral clustering faces.
While it is clear from Eckart-Young theorem that spectral clustering uses the best K dimensional
subspace that represents the data, the subspace may not be the best discriminating subspace for
clustering. How does the subspace obtained by OSNTF compare with that obtained by spectral
clustering as a discriminating subspace for community detection under different types of graphs is
an important question that needs to be explored further.
While we have focused here primarily on OSNTF, a future course of research would be to study
SNMF for community detection in graphs generated from SBM and DCSBM. As mentioned in the
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introduction, SNMF has been previously applied for graph clustering in [170, 86] and [180]. A
major difficulty in proving consistency is however that the exact SNMF appears to fail to recover
the true community assignments from the population version of the adjacency or the Laplacian
matrix unless the matrix B in the definition of SBM is a completely positive matrix, i.e., it can
be written as B = KKT , where K is a non-negative matrix. However such an assumption will be
difficult to verify as determining if a matrix is completely positive is NP hard.
4.8 Proofs
4.8.1 Proof of Lemma 10 and Corollary 1
Proof. We first prove Corollary 1. If there are two non-zero elements in a row of H, say Hik, Hil > 0,
then their product would be a positive quantity. However since the columns of H are orthonormal,∑
iHikHil = 0. This would require the product Hi′kHi′l to be negative for some other i
′. However,
this is not possible since all the elements of H are non-negative as well.
Now we prove Lemma 10. Suppose the SNMF as defined in Equation (4.2.1) is not unique
and there is another factorization of A as A = H ′H ′T . If the matrix A is of rank K, then since
rank(H) ≥ rank(A) = K and rank(H) ≤ min(N,K), we have rank(H) = rank(H ′) = K. The
subspace spanned by the columns of matrices H and H ′ are the same, i.e., span(H) = span(A) =
span(H ′). Hence there exists an orthogonal change of basis matrixQ ∈ RK×K such thatH ′ = HQT
and QTQ = I. Moreover this is the only possible source of non-uniqueness in H [90]. Consequently
if H is a solution, then all other SNMF solutions are of the form HQT for any orthogonal matrix
Q. Note that unlike asymmetric NMF, where the ambiguity is in terms of an arbitrary change of
basis matrix Q and its inverse, for SNMF the matrix Q can only be an orthogonal matrix [73].
Applying the above arguments to OSNTF of order K we have if H and S are a solution, then
so is H ′ = HQ and S′ = RTSR where QRT = I. Moreover, if rank(A) is K, then both H and
H ′ span the same subspace and must be related through an orthogonal change of basis matrix.
Consequently, this is the only source of non-uniqueness. However for OSNTF even this ambiguity
of an orthogonal matrix is not possible due to the orthogonality and non-negativity constraints
except for permutation matrices. If HQ is a solution, then HQ must have orthonormal columns,
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i.e., (HQ)THQ = I which implies QTQ = I. However, except Q = I or a permutation matrix, at
least one element of Q must be negative in order for it to be an orthogonal matrix [42]. However,
if an element of Q, say Qkl, is negative, then (HQ)il =
∑
kHikQkl < 0 for all rows i of H such
that the only non-zero element in the row is in the kth place (Note that such a row always exists,
since no column of the rank K matrix H can be all 0’s). This will make HQ contain at least one
negative element, which violates the non-negativity constraint. Hence the factorization is unique
up to permutations.
4.8.2 Proof of Lemma 11
Proof. Let A denote the block-diagonal adjacency matrix of the graph with K connected com-
ponents. Since each of the blocks in A, denoted by Ai, is an adjacency matrix of a connected
component of the graph, they are irreducible non-negative matrices, and the same is true for the
Laplacian matrix L (Theorem 2.2.7 of [15]). Hence by Perron-Frobenius Theorem, for each of these
connected components, there exists one positive real eigenvalue (called the Perron root, ρ(Li)) and
the corresponding eigenvector has all positive entries. Moreover, the Perron root is simple, unique
and the largest eigenvalue of Li for each of the blocks (Theorem 1.2 of [27]). Hence the eigenspace
spanned by the eigenvector is one-dimensional. Let hi ∈ Rmi×1 denote this eigenvector for block
Li. Then hi is a non-negative basis for a one-dimensional invariant subspace of block Li ∈ Rmi×mi .
Now each of ρ(Li) is also an eigenvalue of L since the spectrum of L is the union of the spectra of
Li. Since eLi denotes an N × 1 vector obtained by extending hi by adding 0’s in the place of the
remaining blocks as described in the statement of the lemma, it is also an invariant subspace of
L corresponding to the eigenvalue ρ(Li). Hence the orthogonal non-negative basis {eL1 , . . . , eLk}
spans a K dimensional invariant subspace of L.
4.8.3 Proof of Theorem 8
Proof. Let L = UΣUT be the eigen-decomposition of L where Σ is a diagonal matrix containing
the eigenvalues in the diagonal in decreasing order and U ∈ RN×N is an orthogonal matrix of
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the corresponding eigenvectors. Spectral clustering then proceeds by stacking the eigenvectors
corresponding to the top K eigenvalues of L into a matrix UK ∈ RN×K . As discussed in Section
3.2, in this case each of the largest K eigenvalues is the largest eigenvalue of one of the blocks and
the columns of UK are xLi augmented with 0’s in the place of the remaining blocks. We note from
the proof of Lemma 11 that for each block, the eigenvalue is then Perron root of that block (ρ(Li)),
and the matrix UK is made of eLi , and consequently, UK ≥ 0.
Now by Eckart-Young Theorem, minrank(L′)≤K ‖L−L′‖F is minimized by Lˆ = UKΣKUTK , where
the diagonal matrix ΣK contains the top K eigenvalues of L in decreasing order in its diagonal
[48]. In other words, UKΣKU
T
K is the best at most rank(K) approximation to L. Note that both
SNMF and OSNTF of order K will approximate L by a matrix with rank K or less.
Since UK ≥ 0 and UTKUK = I, it is clear that the factorization Lˆ = UKΣKUTK is an OSNTF.
This is also a SNMF since UKΣKU
T
K = UKΣ
1/2
K Σ
1/2
K U
T
K = HKH
T
K with HK = UKΣ
1/2
K ≥ 0. Note
that Σ
1/2
K exists since all the diagonal elements of ΣK are 1’s. Hence, Lˆ is the approximating matrix
of rank K in the solution of the optimization problem for both SNMF and OSNTF. Consequently,
[UK ,ΣK ] and UKΣ
1/2
K are the OSNTF and SNMF of order K respectively for L.
By construction of UK , for each row i of UK , k = arg maxj∈{1,...,K}(UK)ij will indicate the block
to which node i belongs to. Hence both SNMF and OSNTF will cluster the nodes perfectly.
4.8.4 Proof of Lemma 12
Proof. We have by definition of the stochastic block model,
A = ZBZT , ZTZ = QK×K , det(B) 6= 0,
where Q is a diagonal matrix whose diagonal elements {Q11, . . . , QKK} are the population of the
different blocks. Clearly an OSNTF of order K applied to the matrix A will not yield the matrices
Z and B, since ZTZ 6= I. However, notice that
A = ZBZT = Z(ZTZ)−1/2(ZTZ)1/2B(ZTZ)1/2(ZTZ)−1/2ZT = H¯S¯H¯T , (4.8.1)
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where H¯ = Z(ZTZ)−1/2 = ZQ−1/2 and S¯ = (ZTZ)1/2B(ZTZ)1/2 = Q1/2BQ1/2. Since we assume
all the communities in the stochastic block model have at least one member, all the elements of the
diagonal matrix Q are strictly positive quantities. Hence both the square root matrix Q1/2 and its
inverse exist and are well defined. Clearly, H¯T H¯ = I and H¯, S¯ ≥ 0. Hence, [H¯, S¯] is an OSNTF
of rank K for A. Any other OSNTF of rank K for the matrix A is unique up to a permutation
matrix P by Lemma 10.
For the result on L, we have from Equation (4.4.2),
L = ZBLZT = ZQ−1/2Q1/2BLQ1/2Q−1/2ZT . (4.8.2)
Hence, following the preceding argument, an OSNTF of rank K applied to the matrix L will recover
the factor matrices as H¯L = ZQ
−1/2 and S¯L = Q1/2BLQ1/2 unique up to a permutation matrix P .
Since Q1/2 and Q−1/2 exist, ZiQ−1/2 = ZjQ−1/2 ⇐⇒ Zi = Zj in both cases.
4.8.5 Proof of Lemma 13
Proof. The population adjacency matrix of the DCSBM, as in Equation (4.4.3), is
A = ΘZBZTΘ
= ΘZ(ZTΘ2Z)−1/2(ZTΘ2Z)1/2B(ZTΘ2Z)1/2(ZTΘ2Z)−1/2ZTΘ
= H¯S¯H¯T , (4.8.3)
where H¯ = ΘZ(ZTΘ2Z)−1/2 = ΘZQ−1/2 and S¯ = (ZTΘ2Z)1/2B(ZTΘ2Z)1/2 = Q1/2BQ1/2. Note
that the matrix Q = (ZTΘ2Z) = (ΘZ)T (ΘZ) ∈ RK×K , is a diagonal matrix. Clearly all the
elements are strictly positive and hence the matrix admits both a square root and an inverse. We
compute
H¯T H¯ = (ZTΘ2Z)−1/2(ZTΘ2Z)(ZTΘ2Z)−1/2 = I,
and H¯, S¯ ≥ 0. Hence, [H¯, S¯] is an OSNTF of rank K for A under DCSBM. Any other OSNTF of
rank K for the matrix A is unique up to a permutation matrix P by Lemma 10.
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Since both Q1/2 and Q−1/2 exist, we have ZiQ−1/2 = ZjQ−1/2 if and only if Zi = Zj . Moreover,
since Zi contains only one non-zero element, say at position k, andQ is a diagonal matrix, (ZQ
−1/2)i
also has only one non-zero element, whose position within the row is also k. Now, arg maxj H¯ij =
arg maxj θi(ZQ
−1/2)ij = arg maxj(ZQ−1/2)ij . Hence, nodes i and j will be assigned to the same
community if and only if Zi = Zj .
Similarly for L, from Equation (4.4.4),
L = Θ1/2ZBLZTΘ1/2
= Θ1/2Z(ZTΘZ)−1/2(ZTΘZ)1/2BL(ZTΘZ)1/2(ZTΘZ)−1/2ZTΘ1/2
= H¯LS¯LH¯
T
L , (4.8.4)
where H¯L = Θ
1/2Z(ZTΘZ)−1/2 = Θ1/2ZQ−1/2L and S¯L = (Z
TΘZ)1/2BL(Z
TΘZ)1/2 = Q
1/2
L BLQ
1/2
L .
We note that the matrix QL = Z
TΘZ ∈ RK×K is also a diagonal matrix with strictly positive
diagonal entries and hence both square root and inverse are well defined. Since H¯TL H¯L = I and
H¯L, S¯L ≥ 0, [H¯L, S¯L] is an OSNTF of rank K for the matrix L. As before, this is unique up to a
permutation matrix P .
The proof for the second part is identical to the previous case with A.
4.8.6 Proof of Lemma 14
Proof. We have for any  > 0 and ∆ = ω(logN),
1
‖A‖F |F (A,H)− F (A, H)| =
1
‖A‖F | ‖H
TAH‖F − ‖HTAH‖F |
≤ 1‖A‖F ‖H
TAH −HTAH‖F
≤ 1‖A‖F
√
K‖HTAH −HTAH‖2
=
1
‖A‖F
√
K‖HT (A−A)H‖2
≤ 1‖A‖F
√
K‖H‖22‖A−A‖2
≤ 2
√
K∆ log(2N/)
‖A‖F ,
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with probability 1−. The second line follows from the triangle inequality property of the Frobenius
norm. The third line is due to the fact that (HTAH−HTAH) is a K×K matrix and the equivalence
of norm relation, ‖X‖F ≤
√
rank(X)‖X‖2. The fifth line is due to the property of spectral norm
that ‖ABC‖2 ≤ ‖A‖2‖B‖2‖C‖2, while the sixth line follows from Proposition 1 and the fact that
‖H‖22 = λmax(HTH) = λmax(IK) = 1.
Hence under the assumptions that ∆ ≥ δ = ω(logN)2, ∆  ‖A‖F and K = o(‖A‖F / logN) we
have,
1
‖A‖F |F (A,H)− F (A, H)|
p→ 0.
Similarly for the objective function on the Laplacian matrix, we have for any H ∈ HN×K+ with
δ = ω(logN)2,
|F (L,H)− F (L, H)| ≤ 2
√
3K log(4N/)
δ
with probability 1 −  for any  > 0. The right hand side once again converges to 0 provided
K = o(δ/ logN).
4.8.7 Proof of Lemma 15
Proof. Since Hˆ is an exact OSNTF of Aˆ, by Corollary 1, each row of Hˆ has one non-zero element.
If H¯ik = (ZQ
−1/2P )ik > 0, then a correct assignment for row i would require Hˆik > 0. This implies
if node i is incorrectly assigned, then
‖Hˆi − H¯iP‖2 = ‖Hˆi − ZiQ−1/2P‖2 = ‖Hˆi‖2 + ‖ZiQ−1/2P‖2
≥ ‖ZiQ−1/2P‖2 = 1
Qkk
≥ 1
Nmax
.
Hence, every mis-clustered node i must have ‖Hˆi − ZiQ−1/2P‖ at least as large as 1√Nmax , and
a difference of less than 1√
Nmax
is a sufficient condition for correct clustering. The matrix H¯L =
ZQ−1/2 is the same for OSNTF in Laplacian matrix as it is for OSNTF in adjacency matrix, and
hence the necessary condition for mis-clustering is also ‖HˆL,i − H¯L,iP‖ ≥ 1Nmax .
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4.8.8 Proof of Theorem 9
Proof. First note that by equivalence in Equation (4.2.7), the H which maximizes F (A, H) also
minimizes J = ‖A−HSHT ‖F , with S = HTAH. From Lemma 12, it immediately follows that H¯
maximizes F (A, H) and H¯L maximizes F (L, HL) for the SBM up to the ambiguity of permutation
matrix P . Using Lemma 15, if the misclustering rate rA ≥ η for some η > 0, then
‖Hˆ − H¯P‖2F =
∑
i
‖Hˆi − H¯iP‖2 ≥
∑
i: i is misclustered
‖Hˆi − H¯iP‖2 ≥ Nη
Nmax
.
In other words the event {rA ≥ η} ⊂ {‖Hˆ − H¯P‖F ≥
√
Nη
Nmax
}. Since F (A, H) is uniquely
maximized by H¯P for some permutation matrix P , we have 1‖A‖F F (A, H¯P ) ≥
1
‖A‖F F (A, Hˆ) + 2τ
whenever ‖Hˆ−H¯P‖F ≥
√
Nη
Nmax
for some τ > 0. The result on mis-clustering rate follows provided
τ is large enough, in particular τ =
2
√
K∆ log(2N/)
‖A‖F ,
P (rA ≥ η) ≤ P
(
‖Hˆ − H¯P‖F ≥
√
Nη
Nmax
)
≤ P
[
1
‖A‖F F (A, H¯P ) ≥
1
‖A‖F F (A, Hˆ) + 2τ
]
= P
[{
1
‖A‖F F (A, H¯P ) ≥
1
‖A‖F F (A, Hˆ) + 2τ
}
∩
{
1
‖A‖F F (A, Hˆ) ≥
1
‖A‖F F (A, H¯P )
}]
≤ P
[{
1
‖A‖F |F (A, H¯P )− F (A, H¯P )| ≥ τ
}
∪
{
1
‖A‖F |F (A, Hˆ)− F (A, Hˆ)| ≥ τ
}]
≤ P
[
1
‖A‖F |F (A, H¯P )− F (A, H¯P )| ≥ τ
]
+ P
[
1
‖A‖F |F (A, Hˆ)− F (A, Hˆ)| ≥ τ
]
→ 0.
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The third line follows from the fact that F (A, Hˆ) ≥ F (A, H¯P ) since Hˆ is the maximizer of F (A,H)
and the last line follows from the proof of Lemma 14.
The following lemma uses the celebrated Davis-Kahan Perturbation Theorem [38] to show that
τ satisfies the condition required for application of Lemma 14.
Lemma 17. Under the notations of Theorem 9, we have
F (A, H¯)− F (A, Hˆ) ≥ (λ
A)2‖Hˆ − H¯P‖2F
4‖A‖F ,
and
F (L, H¯L)− F (L, HˆL) ≥ (λ
L)2‖HˆL − H¯LP‖2F
4‖L‖F .
By assumption (a) Nmax  N/K, we have NNmax  K. Consequently, ‖Hˆ − H¯P‖2F & K. Then
Lemma 17 along with assumption (b), i.e., λA ≥ 4‖A‖1/2F (∆ log(2N/)/K)1/4 ensure that τ can be
chosen as
2
√
K∆ log(2N/)
‖A‖F .
The result for rL follows by repeating the same arguments. Since, F (L, HL) is uniquely max-
imized by H¯LP , we have F (L, H¯LP ) ≥ F (L, HˆL) + 2τL, whenever ‖HˆL − H¯LP‖F ≥
√
Nη
Nmax
for
some η > 0 and τL > 0. Lemma 17 along with assumption (c) λ
L ≥ 4‖L‖1/2F
(
3 log(4N/)
Kδ
)1/4
ensure
that τL can be chosen as 2
√
3K log(4N/)
δ and the uniform convergence result from Lemma 14 can
be applied to obtain P (rL ≥ η)→ 0 for any η > 0.
4.8.9 Proof of Lemma 16
Proof. Following the previous arguments for the case of SBM in Lemma 15, if node i is incorrectly
assigned, then
‖Hˆi − H¯iP‖2 = ‖Hˆi − θiZiQ−1/2P‖2 = ‖Hˆi‖2 + ‖θiZiQ−1/2P‖2
≥ ‖θiZiQ−1/2P‖2 = θ
2
i
(ZTΘ2Z)kk
≥ m2.
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For OSNTF of the Laplacian matrix, this necessary condition for mis-clustering becomes
‖HˆL,i − H¯L,iP‖2 = ‖Hˆi − θ1/2i ZiQ−1/2L P‖2 ≥
θi
(ZTΘZ)kk
≥ (m′)2.
4.8.10 Proof of Lemma 17
Proof. Let S1 = Hˆ
TAHˆ and A1 = HˆS1HˆT . Then F (A, H¯) = ‖H¯TAH¯‖F = ‖S¯‖F and F (A, Hˆ) =
‖HˆTAHˆ‖F = ‖S1‖F . Moreover, [Hˆ, S1] is an exact OSNTF of the matrix A1.
From the discussion in Section 3.1, the columns of H¯ and Hˆ span reducing subspaces of A and
A1 respectively. We can then look at the matrix A as a perturbed version of the matrix A1 and use
the Davis-Kahan Perturbation Theorem [38] to relate the difference between the subspaces R(Hˆ)
and R(H¯) with the difference between A1 and A. In the next proposition we first reproduce the
perturbation theorem mentioned in Theorem 3.4, Chapter 5 of [150] in terms of canonical angles
between subspaces. Note that for any matrix A, Λ(A) denotes the set of its eigenvalues. For two
subspaces E and F , the matrix Θ(E ,F) is a diagonal matrix that contains the canonical angles
between the subspaces in the diagonal. See [150], and [169] for more details on canonical angles.
We use sin Θ(E ,F) to denote the matrix that applies sine on every element of Θ(E ,F).
Proposition 2. ([150]) Let the columns of HN×K1 span a reducing subspace of the matrix B, and
let the spectral resolution of B as defined by Equation (4.3.2) be
HT1
HT2
B(H1, H2) =
K1 0
0 K2
 , (4.8.5)
where (H1, H2) is an orthogonal matrix with H1 ∈ RN×K , and K1 ∈ RK×K and K2 ∈ R(N−K)×(N−K)
are real symmetric matrices. Let X ∈ RN×K be the analogous quantity of H1 in the perturbed matrix
B, i.e., X has orthonormal columns and there exists a real symmetric matrix M ∈ RK×K such that
BX = XM . Define E = B−B. Then R = BX−XM = EX. If δ = minλ1∈Λ(K2),λ2∈Λ(M) |λ1−λ2| >
0, then
‖ sin Θ(R(H1),R(X))‖F ≤ ‖R‖F
δ
≤ ‖B −B‖F
δ
.
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To use the proposition in our context, let B = A1, B = A, H1 = Hˆ, X = H¯. Then we have
K1 = S1 and M = S¯. Since S1 contains all the non-zero eigenvalues of A1 (Section 3.1), in this
case Λ(K2) contains only 0’s. On the other hand Λ(M) contains all the non-zero eigenvalues of A.
Consequently, δ = minλ1∈Λ(K2),λ2∈Λ(M) |λ1 − λ2| = λA.
By Proposition 2.2 of [169] there exists a K dimensional orthogonal matrix O such that
1
2
‖Hˆ − H¯O‖2F ≤ ‖ sin Θ(R(Hˆ),R(H¯))‖2F ≤
‖A−A1‖2F
(λA)2
. (4.8.6)
Next note that,
‖A −A1‖2F = ‖A‖2F + ‖A1‖2F − 2tr(AA1)
= ‖S¯‖2F + ‖S1‖2F − 2tr(AHˆHˆTAHˆHˆT )
= ‖S¯‖2F + ‖S1‖2F − 2tr(HˆTAHˆHˆTAHˆ)
= ‖S¯‖2F + ‖S1‖2F − 2tr(S1S1)
= ‖S¯‖2F − ‖S1‖2F .
Hence from Equation (4.8.6) we have,
1
2
‖Hˆ − H¯P‖2F ≤
‖S¯‖2F − ‖S1‖2F
(λA)2
=
(‖S¯‖F − ‖S1‖F )(‖S¯‖F + ‖S1‖F )
(λA)2
.
This implies
‖S¯‖F − ‖S1‖F ≥ (λ
A)2‖Hˆ − H¯P‖2F
2(‖S¯‖F + ‖S1‖F ) .
Now from Equation (4.4.5) we have ‖S¯‖F = ‖A‖F , and ‖S¯‖F = F (A, H¯) ≥ F (A, Hˆ) = ‖S1‖F .
Hence ‖S¯‖F dominates the sum in the denominator. Replacing the denominator by 4‖A‖F we have
the desired bound. The proof is identical for the result on Laplacian matrix.
148
Chapter 5
Consistency of community detection
in multi-layer networks using spectral
and matrix factorization methods
5.1 Introduction
The study of multi-layer networks 1 has received significant interest recently, driven by its myriad of
applications in neuroscience, economics, genetics and social sciences [111, 82, 21, 67]. A multi-layer
network is a powerful representation of relational data with the nodes representing the entities of
interest and the network layers representing the multiple relations among those entities. While the
term “multi-layer network” is often used in a more general context, we focus our attention only
to a network where the nodes are connected only within a layer and there are no inter-layer edges
(such networks are also called “multiplex networks” in the literature).
A dynamic or time-varying network represents different states of a single network over time.
A dynamic network can also be represented as a multi-layer network, with the same node in
consecutive time period usually being linked by an edge to respect the time ordering [111, 11, 57].
When appropriate for the application, e.g., in the problem of consensus community detection, we
can ignore the time order and consider a time-varying network as a regular multi-layer network
with no inter-layer edges [67, 23].
The problem of consensus community detection in multi-layer and dynamic networks has many
important applications. Often in such networks one underlying community structure is in force
while the different layers of interactions are merely different manifestations of the unobserved com-
munity structure. For example, in the multi-layer twitter networks in [63], ground truth community
memberships can be attributed to the users (nodes) based on attributes more fundamental and inde-
pendent of the observed twitter interactions (e.g., political views, country of origin, football clubs),
1This chapter is based on research published as: S. Paul and Y. Chen. Consistency of community detection in
multi-layer networks using spectral and matrix factorization methods. arXiv Preprint arXiv:1704.07353, 2017.
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whereas the interactions provide multiple sources of information about the same latent community
structure. Combining information from these multiple sources would then lead to enhanced per-
formance in the learning task. Moreover, different representations of the same phenomenon often
provide complimentary information, any one of which is not sufficient to describe the underlying
process (see [96] and the examples therein).
Even in situations where the hypothesis of a single constant community structure may not
be true, e.g., in the analysis of dynamic brain networks, it is still often desirable to obtain a
consensus partition that does not vary over time, but is a static average partition that remains in
force throughout the experiment. Such an overall partition is crucial to obtain stable modules of
brain regions as baseline for computing measures of local and global dynamism in the brain, e.g.,
“flexiblity” and “integration” in [12] and [23].
In this chapter we investigate the consistency properties of various methods for community
detection under data generated from a multi-layer network model, the multi-layer stochastic block-
model (MLSBM) [160, 67, 124, 120, 147, 9]. We derive several asymptotic results to show consis-
tency of the global optimizers of co-regularized spectral clustering and orthogonal linked matrix
factorization under a high dimensional asymptotic setup where the number of nodes, the number of
layers and the number of communities all grow. We use slight variations of the originally proposed
algorithms to compute the solutions to the respective optimization problems, and do not develop
new algorithms. We note that both the algorithms are not guaranteed to reach a global optimum.
The present chapter is an attempt to prove goodness of the objective functions rather than the
algorithms and is concerned with the question, if it is possible to compute a global optimum or
approximate one reasonably, will the global solution be consistent under a random graph model,
namely the MLSBM?
The rest of the chapter is organized as follows. Section 5.2 describes the methods and algorithms
considered in the chapter. Section 5.3 describes the MLSBM, defines mis-clustering rate and proves
correct recovery in the noiseless case. Section 5.4 describes the consistency results. Section 5.5
contains a simulation study to numerically evaluate the methods. Section 5.6 gives concluding
remarks. Section 5.7 contains all the proofs.
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5.2 Methods and algorithms
We define an undirected multi-layer network withM layers as a collection of graphs G = {G(1), . . . , G(M)}
over a common set of n vertices. The vertices represent the entities/actors, while the layers rep-
resent different types of interactions among the entities. For the layer of the mth type, we define
the adjacency matrix A(m) corresponding to that layer as follows: A
(m)
ij = 1, if there is an edge of
type m between nodes i and j, and A
(m)
ij = 0, otherwise.
We define the vector of degrees of node i as di = {d(m)i ;m = 1, . . . ,M}, where d(m)i =
∑
j A
(m)
ij
is its degree of the mth type. Then the normalized graph Laplacian matrix for the mth layer can
be defined as L(m) = (D(m))−1/2A(m)(D(m))−1/2, where D(m) is a diagonal matrix with the degrees
of the mth type of the nodes as elements, i.e., D
(m)
ii = d
(m)
i . Together the M adjacency matrices
create the three-way n×n×M adjacency tensor of the multi-layer network A = {A(1), . . . , A(M)}.
The corresponding Laplacian tensor is defined as L = {L(1), . . . , L(M)}. We denote the number of
communities in the network by k. It will be assumed to be known throughout the chapter. We use
the notations ‖ · ‖2, ‖ · ‖F and ‖ · ‖Σ to denote the spectral (operator) norm, the Frobenius norm
and the trace norm, respectively, while tr(·) denotes the matrix trace. We will use sin Θ(U, V ) to
denote the diagonal matrix whose elements are sines of the principle angles between the subspaces
U and V, spanned by the columns of the matrices U and V respectively (Definition 1.5.3 in [150]).
We consider the following methods and algorithms for consensus clustering in multi-layer net-
works. The first two methods are so called “intermediate fusion” techniques whereby the multiple
layers are integrated through a clustering objective function [96]. Such methods are often preferred
over “early” and “late” fusion techniques due to superior performance [188].
5.2.1 Linked matrix factorization
The first of the intermediate fusion methods is the linked matrix factorization (LMF) for clustering
multiple graphs in [155]. Our adaptation of the method is slightly different from the one described
in [155] in the sense that we enforce the columns of the shared factor to be strictly orthonormal
and consequently drop the Frobenius norm regularization term (indeed this has been suggested in
[155]). In our simulations, we found the performance of both methods to be the same. To avoid
confusion, we call our adaptation the orthogonal LMF (OLMF). Note that LMF has the identical
151
objective function as the RESCAL algorithm, which is a three-way tensor factorization for learning
in multi-relational data [116]. However the algorithm for RESCAL is different from that of LMF.
The OLMF solves the following optimization problem on the adjacency tensor of a multi-layer
network:
[Pˆ , (Λˆ(1), . . . , Λˆ(M))] = arg min
PTP=I
M∑
m=1
‖A(m) − PΛ(m)P T ‖2F , (5.2.1)
where P ∈ Rn×k is a common factor matrix and Λ(m) ∈ Rk×k s are M layer specific symmetric
factor matrices. This is equivalent to the following optimization problem:
Pˆ = arg max
PTP=I
M∑
m=1
‖P TA(m)P‖2F , Λˆ(m) = Pˆ TA(m)Pˆ , m = {1, . . . ,M}. (5.2.2)
We will refer the objective function in (5.2.2) as F (A, P ). While we require P to have or-
thonormal columns, we do not put any constraint on the Λ(m) matrices, and specifically we do
not require them to be diagonal matrices. Note that in general [Pˆ , Λˆ(m)] is not the solution of the
problem of finding the best at most rank k approximating matrix for L(m). Hence in general, the
matrices Λˆ(m) are not the diagonal matrices of singular values. Intuitively the shared factor P is
expected to capture the common characteristics of the nodes in a multi-layer network including the
latent community structure, while the different Λ(m) matrices capture the layer/relation specific
characteristics.
We propose a BFGS algorithm to solve the OLMF optimization problem, similar to the algo-
rithm in [155]. The gradients are given by
∂O
∂P
:= −
∑
m
(I − PP T )A(m)PΛ(m),
∂O
∂Λ(m)
:= −P T (A(m) − PΛ(m)P T )P, m = 1, . . . ,M,
where O denotes the objective fuction in (5.2.1). Once the algorithm converges, we cluster the
rows of the matrix P using the k-means algorithm. Since each row in P corresponds to one of the
nodes, this gives a community assignment for the nodes.
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5.2.2 Co-regularized spectral clustering
The second intermediate fusion method we study is the co-regularization based approach to multi-
layer spectral clustering due to [88]. The idea of co-regularization has also been previously applied
to various learning problems [177]. We adopt the centroid based co-regularization method from [88]
unchanged in the context of multi-layer networks. The method, applied to the adjacency tensor, is
based on solving the following optimization problem
[Uˆ (1), . . . , Uˆ (M), Uˆ∗] = arg max
U(m)TU(m)=I, ∀m,
U∗TU∗=I
M∑
m=1
{ tr(U (m)TA(m)U (m))
+ γm tr(U
∗TU (m)U (m)TU∗)}, (5.2.3)
where U (1), . . . , U (M) and U∗ are n × k matrices with orthonormal columns. We denote U as
the tensor containing the matrices {U (1), . . . , U (M)}. The objective function of the optimization
problem in (6.4.1) is denoted as F (A,U, U∗). The optimization problem can be easily solved
by alternating eigen decomposition of the matrices A(m) − γmU∗U∗T and
∑
m γmU
(m)U (m)T [88].
After the algorithm converges, consensus community assignments for the nodes can be obtained by
clustering the rows of the matrix Uˆ∗ with the k-means algorithm.
Note that the objective function contains two parts. The first part is the usual association cut
spectral clustering objective function for different layers. The second part is a penalty function that
seeks to maximize the cohesion between the eigenspaces obtained from different layers. To see this,
we have the following proposition that characterizes the second part in terms of ‖ sin Θ(U (m), U∗)‖F ,
which measures the distance between the column spaces spanned by U (m) and U∗ [150]. The proof
of this proposition, along with all lemmas and theorems can be found in the Section 5.7.
Proposition 3. For U (m) and U∗ as defined above, we have
tr(U∗TU (m)U (m)TU∗) = k − 1
2
‖U∗U∗T − U (m)U (m)T ‖2F = k − ‖ sin Θ(U (m), U∗)‖2F .
The penalty function alone is maximized when all the subspaces are identical, since ‖ sin Θ(U (m), U∗)‖F
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is 0 when the subspaces spanned by U (m) and U∗ are identical [150]. Hence the objective function
represents a trade-off between optimizing the community structure in each layer (which might be
noisy) and maintaining similarity with the mean community structure. The weights γm’s should
be chosen to reflect both the desired trade-off between this two competing goals and the relative
importance of the different layers. In particular, small values of γm’s will prevent sharing infor-
mation across layers, which will result in estimates of U (m) being the one that is best for its own
layer and the U∗ simply being the matrix of eigenvectors of
∑
m γmU
(m)U (m)T . On the other hand,
large values of γm will ensure the U
(m)’s try to achieve similarity with a common U∗ in expense of
being sub-optimal for its own layer.
In addition to the two methods mentioned above, we also consider two baseline methods previ-
ously used in literature. The first one is an aggregate method whereby the multi-layer graph is first
collapsed into a single layer graph by aggregating the adjacency matrices of the layers and treat-
ing the resulting matrix as a weighted adjacency matrix. The methods for single layer networks,
e.g., the spectral clustering [114, 135], can subsequently be used for community detection. This
method has also been considered in [155] and [45] as a baseline method and is generally thought
to be a simple but effective procedure [88]. In addition to including this method in our numerical
comparisons, we also study its asymptotic consistency under MLSBM.
The second baseline method first computes a low dimensional spectral embedding (matrix of
eigenvectors corresponding to top eigenvalues) and creates a spectral kernel for each layer, and then
aggregates these kernel functions. A single layer community detection method is then applied to
this aggregate spectral kernel [155]. Another variation of this idea is to compute the community
assignments in each layer independently using a single layer method (e.g., modularity or spectral
clustering), and then create a “module allegiance matrix” on which a single layer community
detection method can be applied to compute the consensus communities [23].
5.2.3 Spectral clustering on mean adjacency matrix
The first of the two baseline procedures we consider collapses the multi-layer network into a single
layer network by taking the mean of the adjacency matrices from each of the layers. The usual
single layer spectral clustering algorithm [114, 135] is then applied to the resultant matrix. This
154
procedure can be thought of as an “early integration” or “early fusion” technique, since data from
multiple layers are aggregated before any processing is made [188]. Spectral clustering on some
form of the aggregate matrix has appeared as a “baseline procedure” in [155, 88, 45] and [153].
In particular, consensus community detection proceeds through spectral clustering of the matrix
A¯ = 1M
∑M
m=1A
(m). Consistency results for this method under the SBM were derived in [67] in
the scenario when the number of layers grows but the number of nodes does not. [29] also derived
phase transition results for a weighted version of this method under a model they characterize as
“multi-layer signal plus noise model”.
5.2.4 Aggregate spectral kernel and module allegiance matrix
The other baseline method we consider is a “late fusion” technique where we first compute the
eigenvector matrices U (m)’s corresponding to the top k eigenvalues from each of the M layers of
the graph and construct the aggregate spectral kernel matrix
Kn×n =
1
M
M∑
m=1
U (m)U (m)T .
However, instead of using kernel k-means to cluster the resulting matrix K as in [155] and [45], we
apply spectral clustering to this matrix again to obtain the community assignments. We call this
method “aggregate spectral kernel”. This is in spirit of clustering the “module allegiance matrix”
described in [23], where community assignment for each layer is first obtained using the Newman-
Girvan modularity [113], and subsequently an n × n module allegiance matrix is formed, each of
whose elements counts the number of times two nodes appear in the same module.
We use both the aggregate spectral kernel and the module allegiance matrix methods in our
numerical study. It is worth pointing out that these methods are distinct from the majority
voting method described in [67, 120]. Although, much like the majority voting, these methods
process each layer separately and fuse information later, one advantage is that both the aggregate
spectral kernel and module allegiance matrix methods avoid the cumbersome issue of label switching
ambiguity. To see this, assume we have two community assignment matrices Z1 and Z2 with
Z1 = Z2P , where P is a permutation matrix, i.e., Z2 gives the same community assignments as
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Z1 but with its labels switched. However when we compute the module allegiance matrix, we have
Z1Z
T
1 = Z2PP
TZT2 = Z2Z
T
2 . The same is true for the aggregate spectral kernel. Intuitively, for
each element they are concerned with whether two nodes belong to the same community or not,
irrespective of which community that is. Hence they do not require solving a linear sum assignment
problem as is required for majority voting.
5.3 Models and mis-clustering
The multi-layer stochastic block model (MLSBM) is a statistical model of multi-layer networks with
a shared latent community structure [71, 67, 120]. We define the k block, M layer, n node MLSBM
as follows. Each node of the network is assigned a community label vector of length k, which takes
the value of 1 at the position corresponding to its community and 0 in all other positions. Let Z
denote the n × k community assignment matrix whose ith row Zi is the community label vector
for the ith node.
Given the community labels of two nodes, the edges between them in different layers are formed
independently following a Bernoulli distribution with a probability that depends only on the com-
munity assignments and the relation the edge depicts. Hence within a community the nodes have
“stochastic equivalence” in the sense that the probability of an edge formation (in any layer) with
another node is the same for all the nodes in a community. We further assume that there is at
least one node in each community which implies that there is at least one non-zero element in each
column of Z.
The k block, M layer, n node MLSBM with parameters [Z,B = {B(1), . . . , B(M)}] can be
written in the matrix form as
E(A(m)) = A(m) = ZB(m)ZT , B(m) ∈ [0, 1]k×k, Z ∈ {0, 1}n×k, (5.3.1)
where the matrices B(m) are k × k non-negative symmetric matrices of probabilities. For our
analysis we assume each of the B(m)’s is full rank, which is a standard assumption in the analysis
of spectral clustering for single layer SBM as well [135, 93]. We will refer to the matrix A(m) as
the population adjacency matrix for the mth layer and the tensor A = {A(1), . . . ,A(m)} as the
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population adjacency tensor.
5.3.1 Correct recovery in the noiseless case
Before we can tackle consistency of the methods, the first question that needs to be answered
is whether a method can correctly recover the community assignments from the true population
adjacency tensor when there is no sampling noise involved. The following lemma shows that
OLMF, co-regularized spectral clustering, spectral clustering of mean graph adjacency matrix, and
aggregate spectral kernel, all can correctly identify the node community labels from the population
adjacency tensor of MLSBM.
Lemma 18. Let A = {A(1), . . . ,A(M)} be the three-way n × n ×M population adjacency tensor
for multi-layer stochastic block model [Z,B] with each of the M slices A(m) ∈ Rn×n defined as in
(5.3.1). Then we have the following results:
(i) The optimization problem in (5.2.2) of orthogonal linked matrix factorization applied to the
tensor A has P¯ = ZQ−1/2, Λ¯(m) = Q1/2B(m)Q1/2,m = 1, . . . ,M as the unique solution up to an
orthogonal matrix, where Q = ZTZ. Further ZiQ
−1/2 = ZjQ−1/2 if and only if Zi = Zj.
(ii) The optimization problem in (6.4.1) of co-regularized spectral clustering applied to the tensor
A has U¯ (m) = Zµ(m), m = 1, . . . ,M, U¯∗ = ZQ as the unique solution up to an orthogonal matrix,
where µ(m) and Q are invertible matrices. Further ZiQ = ZjQ if and only if Zi = Zj.
(iii) The matrix containing the eigenvectors corresponding to the k largest eigenvalues of A¯ =
1
M
∑M
i=1A(m) is ZQ for some invertible matrix Q ∈ Rk×k provided the matrix 1M
∑M
i=1B
(m) is of
full rank. Further ZiQ = ZjQ if and only if Zi = Zj.
(iv) Define K¯ = 1M
∑M
i=1 U¯
(m)U¯ (m)T , where U¯ (m) is the matrix of eigenvectors corresponding
to the largest k eigenvalues of A(m). The matrix containing the eigenvectors corresponding to the
k largest eigenvalues of K¯ is ZQ for some invertible matrix Q ∈ RK×K . Further ZiQ = ZjQ if
and only if Zi = Zj.
We make two observations on the results of this lemma. First, note that in all of the above
methods, the matrix whose rows are clustered using k-means algorithm for community detection
has only k distinct rows. Moreover, two rows are identical if and only if they are identical in
the true community assignment matrix. This ensures that k-means algorithm in each case will
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correctly cluster the rows. Second, the spectral clustering on mean adjacency matrix requires an
additional condition on the aggregate connectivity matrix 1M
∑M
i=1B
(m), which is not needed for
the intermediate and late fusion methods. This is also related to the general issues associated with
aggregating a multi-layer graph with diverse layers, explored from an information theoretical point
in [120]. Third, the noiseless recovery in co-regularized spectral clustering does not depend on
what we choose for γm’s. This quite counter-intuitive phenomenon is true because both parts of
the objective function, the association cut and the penalty term, are separately maximized by the
true communities, with the penalty term achieving its global maximum irrespective of γm.
5.3.2 Characterizing mis-clustering
Although Lemma 18 shows that the methods under consideration can perfectly recover community
labels from the true population adjacency tensor, in reality we do not observe the true population
tensor. Instead we observe a noisy sample version of it. Consequently, community assignment
using the methods will lead to some error. For a given benchmark community assignment and an
estimated community assignment, we define a mis-clustering rate as the proportion of nodes for
which the assignments do not agree. Let e¯ denote the vector of true community labels extracted
from Z and eˆ denote the vector of a candidate assignment. Then we define the mis-clustering rate
r =
1
n
inf
Π
dH(e¯,Π(eˆ)),
where Π(·) is a permutation of the labels and dH(·, ·) is the Hamming distance between two vectors.
Note that in each of the methods we consider, we obtain a low rank matrix with orthonormal
columns whose rows are then clustered using the k-means algorithm for community detection.
Hence we also need to relate this mis-clustering rate with the low rank matrices obtained from the
methods. For a method under consideration, let Uˆn×k be the low rank matrix with orthonormal
columns it outputs, whose rows can subsequently be clustered to estimate community assignment
eˆ. Then we have the following relationship,
r ≤ 8nmax
n
‖Uˆ − Z(ZTZ)−1/2O‖2F ,
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where O is an arbitrary orthogonal matrix and nmax is the number of nodes in the largest true
community [135].
5.4 Consistency results
In this section we investigate the asymptotic consistency of consensus community detection using
the methods outlined in Section 2. The asymptotic setup we consider is as follows. We let both
n and M grow, and assume no relationship between their growth rate. However we will be most
interested in the case when M grows faster than n. This framework is particularly suitable for
consensus community detection in dynamic graphs, where the number of layers represents the
number of temporal snapshots available to us and can potentially be exponentially larger compared
to the number of nodes. We also let the number of communities k (which is assumed to be known
in advance) to grow with both n and M .
Before proceeding with the main results we prove the following theorem with two results on a
multi-layer graph with independent edges, the first of which extends the results contained in [35]
to multi-layer graph settings and the second one is a new result using matrix Chernoff bound [158].
Theorem 11. Let G be a multi-layer graph with each edge being independent of all other edges of
all types. Let A be its adjacency tensor and let A denote the expected adjacency tensor. Further, let
∆(m) be the maximum expected degree for a node in layer m. Define ∆max = max{∆(1), . . . ,∆(M)}
as the maximum expected degree of a node in any layer of the multi-layer graph. Then we have the
following results:
(i) For any  > 0, if M∆max >
4
9 log(2n/), then with probability at least 1− ,
‖ 1
M
∑
m
(A(m) −A(m))‖2 ≤
√
4∆max log(2n/)
M
.
(ii) If ∆max >
4
3 log n, then with probability at least 1− o(1) we have
‖ 1
M
∑
m
(A(m) −A(m))2‖2 ≤ ∆max(log n)2+
for some  > 0.
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Next we use the results of Theorem 11 to prove consistency results for co-regularized spectral
clustering, OLMF and spectral clustering in mean adjacency matrix. The common settings under
which the results are proved are as follows. Let G be a multi-layer network with M layers generated
from the MLSBM with parameters [Z,B]. Let A be its adjacency tensor. Let λ(m) denote the
minimum eigenvalue of the mth layer population adjacency matrix and nmax denote the number
of nodes in the largest true community.
Theorem 12. Let [Uˆ, Uˆ∗] be the solution that maximizes the co-regularized spectral clustering
objective function in (6.4.1) applied to A, and rcoreg be the fraction of nodes misclusterd by a k-
means procedure applied to Uˆ∗. Assume M∆max > 49 log(2n/). If the conclusion (i) of Theorem
11 holds, and we choose γm large enough such that γm ≥ ‖A(m)‖2
(
‖ sin Θ(Uˆ(m),Uˆ∗)‖Σ
‖ sin Θ(Uˆ(m),Uˆ∗)‖2F
)
for all m,
then for any  > 0, with probability at least 1− ,
rcoreg ≤ 128nmaxk(∆max)
3/2
1
M
∑
m(λ
(m))2n
√
log(4n/)
M
.
Several discussions on the results of the previous theorem are in order. First, although correct
recovery under the noiseless case does not require any condition on γm’s, the consistency requires
γm’s to be larger than ‖A(m)‖2 multiplied by a factor involving the principle angles between the
estimated subspaces Uˆ (m) and Uˆ∗. Based on this result, in our simulations in Section 5 we choose
γ(m) to be a constant times max ‖A(m)‖2, identically in each layer. Second, since it is not im-
mediately clear when the above bound will imply consistent community detection, we make some
further assumptions to simplify the bound. In particular we interpret the bound under a multi-layer
extension of the four parameter stochastic blockmodel introduced in [135].
Co-regularized spectral clustering under four parameter MLSBM
We define a MLSBM of M layers and n nodes with four parameters p = {p(1), . . . , p(M)},q =
{q(1), . . . , q(M)}, k, s as follows. In layer m, the connection probability within a community is p(m)
and between communities is q(m). We assume p(m) 6= q(m) but are of the same asymptotic order
with respect to n, for all m. The number of communities is k and all communities are of the same
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size s = n/k. Hence nmax = s = n/k. We have the following lemma on the minimum eigenvalues
of the population adjacency matrices λ(m)’s.
Lemma 19. For the four parameter MLSBM, λ(m) = s(p(m) − q(m)), for all m = 1, . . . ,M .
Let a(m) ∆maxn = p
(m) and b(m) ∆maxn = q
(m). Then λ(m) = ∆maxk (a
(m) − b(m)). Consequently,
the common asymptotic order of p(m) and q(m) is captured in the ∆maxn term and a
(m)  b(m) 
1. However, note that the difference a(m) − b(m) could still be very small. Define f(a,b) =
1
M
∑
m(a
(m) − b(m))2. Then Theorem 2 implies
rcoreg .
n
kk∆
3/2
max
(∆maxk )
2nf(a,b)
√
log(4n/)
M
 k
2√
M∆max/ log(4n/)f(a,b)
.
Hence we have consistency of community detection as long as
k = o((M∆max/ log(4n/))
1/4
√
f(a,b)).
We consider three growth regimes on the density of the component layers of the multi-layer
graph. In the first regime we assume the dense graph setting where the vectors p and q do not
change with n. This implies that ∆max  n and consequently
rcoreg .
n
kkn
3/2
(nk )
2nf(a,b)
√
log(4n/)
M
 k
2√
nM/ log(4n/)f(a,b)
.
Hence as long as k = o((nM/ log(4n/))1/4
√
f(a,b)), rcoreg → 0 with probability at least 1 − ,
and we have consistent community detection.
In the second regime, we assume a semi-sparse setting where both p(m) and q(m) are of the
order of log n/n for all m. Then ∆max  log n and we have
rcoreg .
n
kk(log n)
3/2
( lognk )
2nf(a,b)
√
log(4n/)
M
 k
2
√
Mf(a,b)
.
This implies that in this setting, as long as k = o
(
M1/4
√
f(a,b)
)
, rcoreg → 0, and we have
consistent community detection.
Finally in the sparse “constant degree” regime, where p(m) and q(m) are of the order of 1/n for
all m, we have ∆max  1. Note that the density condition on the layers of the network for Theorem
2(i) to hold is M∆max = ω(log n), which can be satisfied even in the constant degree regime if
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M = ω(log n). If this is satisfied, then we have from Theorem 2 that
rcoreg .
n
kk
( 1k )
2nf(a,b)
√
log(4n/)
M
 k
2√
M/ log(4n/)f(a,b)
.
Hence consistent community detection is possible as long as k = o((M/ log(4n/))1/4
√
f(a,b)).
Consequently, a large number of very sparse graphs can also lead to consistent community detection,
whereas in single layer networks consistent recovery is not possible in the constant degree regime.
This is also true for spectral clustering in mean adjacency matrix as we will see in Theorem 14,
and is along the lines of the results obtained in [120].
The next theorem proves a similar result for the OLMF method.
Theorem 13. Let [Pˆ , (Λˆ(1), . . . , Λˆ(M))] be the solution that minimizes the OLMF objective function
in (5.2.1) applied to A, and rLMF be the fraction of nodes misclustered by a k-means procedure
applied to Pˆ . If ∆max >
4
3 log n and part (ii) of Theorem 11 holds, then with probability at least
1− o(1),
rLMF ≤ 16nmaxk∆max log n(
√
∆max + log n)
1
M
∑
m(λ
(m))2n
.
This bound can also be simplified under the four parameter MLSBM defined earlier. Under the
four parameter MLSBM, the bound in Theorem 13 simplifies to
rLMF .
∆max log n(
√
∆max + log n)
(∆maxk )
2f(a,b)
 k
2
f(a,b)
max
(
(log n)2
∆max
,
log n√
∆max
)
.
In the dense case where p(m)’s and q(m)’s do not grow with n, ∆max  n and rLMF . k2 lognn1/2f(a,b) .
Hence consistent estimation is possible as long as k = o(n1/4
√
f(a,b)/ log n).
Note that Theorem 13 requires ∆max to be at least O(log n), and hence the theorem does not
hold for sparse constant degree case. While we do not have consistency for O(log n) degree density
case either, in the slightly denser case when ∆max  O((log n)3), we have consistency as follows.
Since rLMF . k
2
(logn)1/2f(a,b)
, consistent recovery is possible as long as k = o((log n)1/4
√
f(a,b)).
The final result we prove provides an upper bound on the mis-clustering rate for consensus
community detection using the usual single layer spectral clustering on the mean adjacency matrix.
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Theorem 14. Define A¯ = 1M
∑M
m=1A
(m) and let λA¯ denote the minimum non-zero eigenvalue of
the mean population adjacency matrix A¯ = 1M
∑M
m=1A(m). Let rav be the fraction of nodes mis-
clustered by the spectral clustering algorithm applied to A¯. If M∆max >
4
9 log(2n), the conclusion
of part (i) of Theorem 11 holds, and B¯ = 1M
∑M
m=1B
(m) is of full rank, then with probability at
least 1− ,
rav ≤ 256nmaxk∆max log(2n/)
(λA¯)2nM
.
Note the presence of λA¯ in the denominator of the bound implies that the bound depends on the
eigen-gap of the mean adjacency matrix, which can be heavily influenced by denser layers. To prove
this result, we employ a proof technique using Theorem 11, which is different from [67] and allows
us to characterize the dependence of the misclustering rate on the growth rates of various MLSBM
parameters. While the concentration result in Frobenius norm of [67] would imply consistent
community detection through spectral clustering in mean adjacency matrix for fixed k as long as
n = o(M1/2), our technique yields a bound on the mis-clustering rate with direct dependence on
the number of communities, sparsity, signal to noise ratio along with n and M . We will once again
interpret the bound under the four parameter MLSBM. First we have the following lemma on λA¯.
Lemma 20. For the four parameter MLSBM, λA¯ = s 1M
∑
m(p
(m) − q(m)).
Similar to previous cases, writing the result in terms of ∆max, a
(m), and b(m) we have λA¯ =
∆max
k
1
M
∑
m(a
(m)− b(m)). Define g(a,b) = ( 1M
∑
m(a
(m)− b(m)))2. Then from Theorem 14 we have
with probability at least 1− ,
rav .
n
kk∆max log(2n/)
(∆maxk )
2g(a,b)nM
 k
2
M∆maxg(a,b)/ log(2n/)
.
This implies that rav → 0 as long as k = o(
√
M∆maxg(a,b)/ log(2n/)), and we have consistent
community detection. Note that this growth rate on k is improved by a factor of
√
M over the
rate for single layer case in [130] and [93], as we would have anticipated (The log n term does not
appear in [93] due to tighter bound on ‖A−A‖2). We also note that the denominator in the rate
for rav contains the term g(a,b) = (
1
M
∑
m(a
(m)−b(m)))2 instead of f(a,b) = 1M
∑
m(a
(m)−b(m))2,
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which appeared earlier in the rates of OLMF and co-regularized spectral clustering. From Jensen’s
inequality,
g(a,b) = (
1
M
∑
m
(a(m) − b(m)))2 ≤ 1
M
∑
m
(a(m) − b(m))2 = f(a,b),
with equality holding if and only if all the (a(m) − b(m))’s are equal. Hence equality holds if
the layers are of similar signal quality, and otherwise f(a,b) is larger than g(a,b). Hence the
goodness of the rate for spectral clustering in mean adjacency matrix depends on if the aggregate
of the layers has good signal quality or not. In the situation where some of the layers in the
multi-layer network contain heterophilic clusters while the others contain homophilic clusters, then
a(m) − b(m) is negative in some layers and positive in other layers. In that case λA¯ could be very
small and performance guarantee on spectral clustering of mean adjacency matrix become poor.
These conclusions are in line with previous conclusions from minimax rates and phase transitions
of consistency thresholds in [120].
In the dense regime where the vectors p and q do not change with n, we have the mis-clustering
rate in spectral clustering in mean adjacency matrix is bounded by rav . k
2
nMg(a,b)/ log(2n/) . In the
semi-sparse regime where both p(m) and q(m) are of the order of lognn for all m, we have ∆max  log n
and, rav . k
2
Mg(a,b) . Finally, in the sparse constant degree regime where both p
(m) and q(m) are of
the order of 1/n for all m, we have rav . k
2
Mg(a,b)/ log(2n/) .
5.5 Simulation studies
In this section, we numerically compare the performance of the following methods through a
principled simulation study: spectral clustering on mean adjacency matrix (Mean adj.), OLMF,
co-regularized spectral clustering (Coreg spec), spectral clustering on aggregate spectral kernel
(SpecK) and the module allegiance matrix (Module alleg.). We initialize the OLMF algorithm
with Pˆ being the community assignment matrix from a randomly chosen layer and Λ(m)s being
the matrix containing top k eigenvalues of A(m) in the diagonal. For the Coreg. spec algorithm
we choose γ(m)s as 4 max ‖A(m)‖2 for all m, since the theoretical results have indicated that γ(m)s
should be larger than ‖A(m)‖2 for each m.
For the first three simulations, we simulate networks from the MLSBM with the number of
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nodes n = 600 and the number of layers M = 5, under three different scenarios on the connection
probability matrices of different layers. The performances of the methods are evaluated with
increasing average degree of the multi-layer network since we would expect any reasonable method
to perform better as the network gets denser. The number of communities is fixed at 3 and
we assume it to be known in advance. The fourth simulation involves generating networks from
MLSBM with varying number of layers and testing the performance of the methods with increasing
number of layers. The fifth and final simulation considers the scenario where the multi-layer network
contains layers with both heterophilic and homophilic communities.
The evaluation criterion is the normalized mutual information (NMI) with the ground truth
community assignments which generate the network. The NMI is an information theoretic measure
of similarity between two vectors of community assignments with 1 indicating a perfect match and
0 indicating the vectors are random with respect to each other. The first three experiments are
replicated 40 times while the last experiment is repeated 100 times and the average performance
across the repetitions is reported.
The data are generated according to MLSBM as defined in (5.3.1) in the following fashion.
The community vector for each node is generated according to multinomial distribution with equal
probability of being in any of the 3 clusters. The block model matrices in different layers are
generated by the following scheme. Let δ be the vector of k diagonal elements and  be the vector
of k2 − k off-diagonal elements. We generate half of the elements of the  vector from a uniform
distribution U(a, b) within a short range [a, b] and the other half is a replication of the first half
such that the matrix is symmetric. The elements of δ are generated from U(ρa, ρb), where ρ is the
parameter that controls the signal to noise ratio (SNR). We call an SNR of 2−3 as “strong” signal
and an SNR which is only slightly greater than 1 as “weak” signal. We construct our first three
simulation scenarios by varying these SNRs for different layers.
Strong signals
In the first simulation from MLSBM, we make all the layers contain generally strong signals, but
the exact SNR is randomly varied slightly so as to have some variations in signal quality across
the layers. The performance of various methods under consideration is presented in Figure 6.8
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(a) (b)
Figure 5.1: Performance of various methods with increasing average degree of nodes for data
generated from MLSBM with 600 nodes, 5 layers and 3 communities. (a) All layers have strong
signals with some variations; (b) the layers are mixed in terms of signal quality.
(a). Note that the layers are sparse at an average initially which is evident from the low average
degree per layer: an average degree of 6 in a layer of 600 nodes, which is about 1% degree density.
The layers then become denser gradually and reach about 2.5% degree density per layer. The
performance of all the methods generally increases with increasing average degree. We note that
spectral clustering on mean adjacency graph, OLMF and co-regularized spectral clustering perform
similarly throughout the range of the simulation. The aggregate of spectral kernel and module
allegiance matrix method substantially underperform, especially in sparse multi-layer networks.
Mixed signals
In this simulation, the component layers are mixed in signal quality in the following manner. We
have three layers with strong signals and two layers with weak signals. This scenario is very useful
to test the robustness of methods against possible variation or absence of community patterns in
some of the layers. The results are presented in Figure 6.8(b). The OLMF method performs the
best over the entire range of values of average degree, followed by co-regularized spectral clustering
and spectral clustering of mean adjacency matrix. The aggregate of spectral kernel and module
allegiance matrix method once again perform poorly when the average density in the layers is low,
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but recover subsequently as the layers become denser. The spectral kernel method performs better
than the module allegiance matrix method in both the strong signals and mixed signals scenarios.
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Figure 5.2: Performance of various methods with (a) increasing average degree of nodes for data
generated from MLSBM with 600 nodes, 5 layers and 3 communities, (b) increasing number of
layers with 300 nodes and 6 communities. The labels in Figure (b) is shared for both figures.
Complementary information
The third scenario considers the so-called “complementary” principle of multiple views in multi-
view learning [96]. In our case, this is equivalent to the following: none of the layers alone is
sufficient to describe the community structure properly, but the layers can complement each other
and together describe the community patterns. For our simulation, we generate data from MLSBM
with 600 nodes, 5 layers and 3 communities with the following setting. In each of the first 3 layers,
two of the communities are difficult to distinguish from noise while the third community has SNR
of 3. The fourth layer has two of the communities with high SNR and the fifth layer has the
same two communities with low SNR. The performance of the competing methods are presented
in Figure 5.2(a). We observed the same trend as before that both aggregate of spectral kernel and
module allegiance matrix method perform poorly when the layers are sparse. The OLMF appears
to have a clear advantage in this scenario over both Co-regularized spectral clustering and spectral
clustering of the mean adjacency matrix.
167
Increasing number of layers
This simulation setup tests the abilities of the methods to recover the community structure with
a small fixed number of nodes, but increasing number of layers (and consequently more data).
However, as is the case with many real world multi-layer networks, not all of the layers are strongly
informative of the community structure. We fix n at 300, k at 6 and increase M from 3 to 18 in
steps of 3. At every step, we add 3 layers to the multi-layer network, two of which have weak signal
quality, while the third one has a strong signal. The performance of the competing methods in
this simulation with 100 repetitions is depicted in Figure 5.2 (b). We observe that the accuracy of
consensus community detection in all the methods generally increases with increasing number of
layers. As with the previous scenarios, we observe that OLMF, co-regularized spectral clustering,
and spectral clustering of the mean adjacency matrix has more improvement in performance as
compared to aggregate of spectral kernel and module allegiance matrix methods.
Heterophilic clusters
10 15 20 25 30
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Average degree per layer
N
or
m
al
iz
ed
 M
ut
ua
l I
nf
or
m
at
io
n
Mean adj.
SpecK
Module alleg.
OLMF
Coreg spec
Figure 5.3: Performance of various methods with (a) increasing average degree of nodes for data
generated from MLSBM with 600 nodes, 5 layers and 3 communities, where 3 layers contain
homophilic clusters and the other 2 contain heterophilic clusters
Finally, we consider the scenario where some layers contain homophilic clusters while others
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contain heterophilic clusters. The layers with heterophilic clusters have less density within the
blocks as opposed to inter-block densities. As indicated in our theoretical results, we expect the
spectral clustering in mean adjacency matrix to perform poorly in this setup. We need to modify
some of the methods slightly for this scenario. For SpecK and Module alleg., we choose the
eigenvectors corresponding to the top k eigenvalues in absolute value to form the Uˆ (m) matrix in
each layer. For Coreg spec we update the Uˆ (m) matrix during the alternating eigendecomposition
by selecting the vectors corresponding to the top k eigenvalues in absolute value. The Mean adj.
and OLMF methods do not require any change to be made, however, we make the following optional
modifications. For Mean adj. during the eigendecomposition, we choose eigenvectors corresponding
to the top k eigenvalues in absolute value of the mean adjacency matrix, while for OLMF algorithm
we only change the initialization of Λ(m) matrices to include the k largest eigenvalues in absolute
value as its diagonal. We fix n at 600, k at 3, M at 5 and increase the average degree per layer
from 8 to 32 (from about 1% to 4.5% in degree density). We make 3 of the 5 layers contain
homophilic clusters by setting the ρ parameter (SNR) at 3, while we make the other two layers
contain heterophilic clusters by setting ρ = 1/3 so that the elements of δ are smaller than that of
. We observe that the performance of spectral clustering in mean adjacency matrix completely
breaks down and is susbtantially worse than the competing methods in this scenario. The other
four methods behave similarly with increasing accuracy of community detection with increasing
degree density. We also note that the aggregate of spectral kernel method performs slightly better
compared to the remaining three methods throughout the range of the simulation.
Discussion on the simulation results
Our simulations clearly show that in sparse networks the intermediate fusion of information based
methods, OLMF and co-regularized spectral clustering perform better than late fusion methods,
aggregate of spectral kernel and module allegiance matrix method. We believe sharing information
across layers while computing individual layer wise spectral embeddings increases the accuracy in
each of them and hence the centroid is a more effective combination than aggregate spectral kernel or
module allegiance matrix type of combination. We also observe in our simulations that aggregate
spectral kernel performs better than module allegiance matrix. We think the performance in
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module allegiance suffers because of additional noise introduced in discrete community assignments.
The spectral clustering of mean adjacency matrix performs well in our simulations except for the
last scenario where the multi-layer network contains layers with both homophilic and heteophilic
clusters, in which case its performance is extremely poor.
5.6 Conclusion
In this chapter we have analyzed a number of previously proposed spectral and matrix factorization
based techniques for multi-view clustering in terms of their asymptotic consistency properties for
community detection in multi-layer graphs generated from the MLSBM. We have considered a high
dimensional asymptotic framework where both the number of layers (M) and the number of nodes
(n) of the multi-layer graph grow. We have shown that the spectral clustering on mean adjacency
matrix and global optimum solutions of both co-regularized spectral clustering and orthogonal
linked matrix factorization enjoy consistency guarantees under some conditions on the number
of communities k, the maximum expected degree of a layer ∆max and signal to noise ratios of
the layers. The spectral clustering on mean adjacency matrix requires additional conditions for
consistency that limits the allowable signal heterogeneity of the layers of the multi-layer network.
We have also compared five methods in terms of finite sample performance under data generated
from the MLSBM through a simulation study. We found both the Co-regularized spectral clustering
and OLMF to be robust under varied scenarios. We also note from the simulations that widely
popular methods where each layer is dealt separately and the results are fused at a later state,
such as aggregating spectral kernels or module allegiance matrix, do not perform well in sparse
networks when the individual layers do not contain sufficient information to recover the community
structure efficiently. However, the OLMF and co-regularized spectral clustering performs well in
those scenarios due to sharing information across layers while computing the community structure
solution at each layer.
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5.7 Proofs
5.7.1 Proof of Proposition 3
Proof. Note that,
‖ sin Θ(U(m),U∗)‖2F =
1
2
‖U∗U∗T − U (m)U (m)T ‖2F [Theorem 1.5.5 of [150]]
=
1
2
{tr(U∗U∗TU∗U∗T ) + tr(U (m)U (m)TU (m)U (m)T )− 2 tr(U∗TU (m)U (m)TU∗)}
= k − tr(U∗TU (m)U (m)TU∗).
Rearranging the terms we have the proposition.
5.7.2 Proof of Lemma 18
Proof. To prove part (i) of the lemma, note that for the case of OLMF, it is evident that [P =
Z(ZTZ)−1/2,Λ(m) = (ZTZ)1/2B(m)(ZTZ)1/2] is a solution to the optimization problem on the
population adjacency tensor A . Indeed the value of the minimization objective function in (5.2.1)
is 0, which is its minimum possible value and P TP = I. This solution however, is unique only up
to an orthogonal matrix, since for any orthogonal matrix O ∈ Rk×k, PO and OTΛ(m)O for all m,
is also a solution. Moreover, since Q−1/2 = (ZTZ)−1/2 is a diagonal matrix with positive elements
and hence invertible, we have ZiQ
−1/2 = ZjQ−1/2 ⇐⇒ Zi = Zj .
For co-regularized spectral clustering, note that for each m, maximizing tr(U (m)TA(m)U (m))
under the given constraints is the usual spectral clustering association cut objective function and
hence is maximized by the matrix containing the top k eigenvectors of A(m) [114, 84]. In this
case the matrix is U¯ (m) = Zµ(m), where µ(m) = (ZTZ)−1/2V (m) for some orthogonal matrix V (m)
[135]. Moreover by Proposition 3, it is clear that the second term has an absolute maximum
value of k irrespective of the first term. This is also attained with the same U¯ (m)’s along with
U¯∗ = Z(ZTZ)−1/2O, where O is an orthogonal matrix. This is so because tr(U¯∗T U¯ (m)U¯ (m)T U¯∗ = k
for all m. Hence, U¯ (m) = Z(ZTZ)−1/2V (m) for m = {1, . . . ,M} and U¯∗ = Z(ZTZ)−1/2O are
solutions up to the ambiguity of orthogonal matrices to the optimization problem. Since the
matrix Q = (ZTZ)−1/2O is invertible, we have ZiQ = ZjQ⇐⇒ Zi = Zj . This gives us part (ii) of
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the Lemma.
Next we prove part (iii) of the Lemma concerning spectral clustering applied to the mean
population adjacency matrix. Note that the population version is
A¯ = 1
M
M∑
m=1
A(m) = 1
M
M∑
m=1
ZB(m)ZT = Z
(
1
M
M∑
m=1
B(m)
)
ZT = ZB¯ZT ,
with B¯ ∈ Rk×k and is full rank as mentioned in the statement of the lemma. Then by Lemma 3.1
of [135], there exists an invertible matrix µ ∈ Rk×k such that columns of Zµ are the eigenvectors
of A¯, corresponding to the non-zero eigenvalues and Ziµ = Zjµ⇐⇒ Zi = Zj .
Finally, for part (iv) note that if spectral clustering on aggregate spectral kernel is applied to the
population adjacency tensor, each of the spectral kernels would be Zµ(m)µ(m)TZT = Z(ZTZ)−1ZT .
Note that the spectral kernels do not depen on m. Clearly, Z(ZTZ)−1/2O for some orthogonal
matrix O is the matrix containing eigenvectors corresponding to top k eigenvalues of K¯.
5.7.3 Proof of Theorem 11
Proof. Our main tool to prove the result (i) will be the matrix Bernstein inequality in Theorem 5
of [35], which we reproduce below.
Proposition 4. ([35]) Let X1, . . . , Xp be independent random n×n Hermitian matrices. Moreover,
assume that ‖Xi −E(Xi)‖2 ≤ L for all i, and put v2 = ‖
∑
i var(Xi)‖2. Let X =
∑
iXi. Then for
any a > 0,
P (‖X − E(X)‖2 ≥ a) ≤ 2n exp
(
− a
2
2v2 + 2La/3
)
.
Let Eij be a (deterministic) matrix with 1 in the (i, j)th and (j, i)th position and 0 everywhere
else. Let
X
(m)
ij = (A
(m)
ij −A(m)ij )Eij .
Hence X
(m)
ij is an n× n symmetric matrix for all m, i, j. Moreover, since each of A(m)ij is an inde-
pendent random variable for all m, i, j, the matrices X
(m)
ij are also independent. Now
∑
m(A
(m) −
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A(m)) = ∑m∑ij X(m)ij . Then following the arguments in [35], we have
‖X(m)ij ‖2 ≤ 1, ∀m, i, j,
and
v2 = ‖
∑
m
∑
ij
var(X
(m)
ij )‖2 = ‖
∑
m
∑
ij
E[(X
(m)
ij )
2]‖2
= ‖
∑
m
∑
ij
(A(m)ij − (A(m)ij )2)Eii‖2
= max
i
∑
m
∑
j
(A(m)ij − (A(m)ij )2)

≤
∑
m
max
i
∑
j
A(m)ij =
∑
m
∆m ≤M∆max.
The third line follows since
∑
m
∑
j(A(m)ij − (A(m)ij )2)Eii is a diagonal matrix and hence the eigen-
values are the same as the elements.
Now we can apply the matrix concentration result in Proposition 4 to the set of independent n×n
Hermitian matrices X
(m)
ij . Take a =
√
4M log(2n/)∆max. The assumption M∆max >
4
9 log(2n/)
implies that a < 3M∆max. Then applying Proposition 4 we have,
P (‖
∑
m
(A(m) −A(m))‖2 ≥ a) ≤ 2n exp
(
−4M∆max log(2n/)
2M∆max + 2a/3
)
≤ 2n exp
(
−4M∆max log(2n/)
4M∆max
)
≤ .
To prove part (ii) we use the following matrix Chernoff bound [158].
Proposition 5. (Corollary 5.2 of [158]) For a finite sequence {Xk} of independent, random, self-
adjoint, positive semi-definite matrices of common dimension n that satisfy λmax(Xk) ≤ R almost
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surely, let µmax := λmax(
∑
k E[Xk]) be the maximum eigenvalue of the sum of expectations, then
P
{
λmax
(∑
k
Xk
)
≥ (1 + δ)µmax
}
≤ n
[
eδ
(1 + δ)1+δ
]µmax/R
≤ elogn−δµmax/3R, δ ≥ 1.
To apply this bound in our case, we first note that {(A(m)−A(m))2} is a sequence of independent,
random, self-adjoint (Hermitian) and positive semidefinite matrices. Now, for i 6= j, we have
E[(A(m)A(m))ij ] = E[
∑
k
A
(m)
ik A
(m)
kj ] =
∑
k
A(m)ik A(m)jk = (A(m)A(m))ij , ∀m,
and E[(A(m)A(m))ii] = E[
∑
k A
(m)2
ik ] = E[
∑
k A
(m)
ik ] =
∑
kA(m)ik for all m. Also, we have
E[
∑
m
(A(m) −A(m))2] = E[
∑
m
{A(m)A(m) −A(m)A(m) −A(m)A(m) +A(m)A(m)}]
=
∑
m
E[A(m)A(m) −A(m)A(m)].
Hence the matrix E[
∑
m(A
(m) −A(m))2] has 0’s in all its off diagonal elements and its n diagonal
elements are
∑
m
∑
k(A(m)ik − (A(m)ik )2). Then we have
λmax
(
E[
∑
m
(A(m) −A(m))2]
)
= max
i=1,...,n
∑
m
∑
k
(A(m)ik − (A(m)ik )2) ≤M∆max.
Hence we have µmax ≤M∆max.
Next to find almost sure upper bound for λmax((A
(m) −A(m))2) we use Theorem 1 of [35] with
the choice of  = 2/n2. Since ∆max >
4
3 log n by assumption, applying a union bound to the result
of Theorem 1 of [35] we have with probability at least 1− 2/n2,
λmax(A
(m) −A(m)) ≤
√
4∆max log(Mn3)
uniformly for all m. Next using Borel-Cantelli Lemma, we have almost surely,
λmax((A
(m) −A(m))2) = (λmax(A(m) −A(m)))2 ≤ 4∆max log(Mn3).
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Then from Proposition 5 we have,
P{λmax(
∑
m
(A(m) −A(m))2) ≥ (log n)2+M∆max}
≤ exp
(
log n− ((log n)
2+ − 1)M∆max
12∆max log(Mn3)
)
= exp
(
log n− ((log n)
2+ − 1)M
12(logM + 3 log n)
)
≤ exp
(
log n− (log n)
2+M
24(logM + 3 log n)
)
.
If M > n, the last term becomes
exp
(
log n− (log n)
2+M
24(logM + 3 log n)
)
≤ exp
(
log n− (log n)
2+M
96 logM
)
= o(1).
If M ≤ n, the last term becomes
exp
(
log n− (log n)
2+M
24(logM + 3 log n)
)
≤ exp (log n− (log n)1+M/96) = o(1).
The result follows by noting that the sum of symmetric positive semi-definite matrices is a sym-
metric positive semi-definite matrix, and the spectral norm of a symmetric positive semi-definite
matrix is the same as its largest eigenvalue.
5.7.4 Proof of Theorem 12
Proof. The proof consists of three steps.
1. The first step is to show that it is possible to recover the communities by maximizing the
population version of the objective function.
2. In the second step we show that for any feasible set of solutions [U, U∗], the sample version of
the objective function is “close” to the population version of the objective function provided
γm’s are large.
3. Finally, in the last step we will relate the misclustering rate with the difference between Uˆ∗
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and U¯∗, and then relate this difference with the difference between the maximized sample
and the population versions of the objective function.
The result of Lemma 18 shows that U¯ (m) = Zµ(m), m = 1, . . . ,M, U¯∗ = Z(ZTZ)−1/2O is the
solution up to the ambiguity of (several different) orthogonal matrices obtained by optimizing the
population version of the objective function F (A ,U, U∗). We call the tensor containing the layer-
wise low rank matrices, U¯ (m), as U¯. Note that U¯ (m) = U¯∗V (m), for some orhtogonal matrix V (m).
Lemma 18 further shows that the true community assignments Z can be recovered by applying
k-means algorithm to the columns of U¯∗.
Let [U, U∗] be a feasible set of solutions. Then we have with probability at least 1− /2,
|
∑
m
tr(U∗T (A(m) −A(m))U∗)| ≤ k‖
∑
m
U∗T (A(m) −A(m))U∗‖2
≤ k‖U∗‖22‖
∑
m
(A(m) −A(m))‖2
≤ k
√
4M∆max log(4n/),
where the first inequality is true since U∗T (A(m)−A(m))U∗ is a k×k matrix, the second line follows
since ‖AB‖2 ≤ ‖A‖2‖B‖2 for any two matrices A and B, while the third inequality follows from
Theorem 11.
We define two square symmetric k × k matrices, S¯(m) = U¯∗TA(m)U¯∗ and Sˆ(m) = Uˆ∗TA(m)Uˆ∗.
Since U¯∗V (m) is the matrix of eigenvectors corresponding to the non-zero eigenvalues of A(m), we
also have the eigenvalue decomposition, A(m) = U¯∗S¯(m)U¯∗T . We define a new quantity A(m)1 =
Uˆ∗Sˆ(m)Uˆ∗T = Uˆ∗Uˆ∗TA(m)Uˆ∗Uˆ∗T . Then Uˆ∗ is an invariant subspace of A(m)1 [122]. A couple of
lines of algebra show that (see [122] for a proof)
‖A(m) −A(m)1 ‖2F = ‖S¯(m)‖2F − ‖Sˆ(m)‖2F . (5.7.1)
For a k × k matrix B, let λ1 ≥ λ2 ≥ · · · ≥ λk be the eigenvalues of B sorted in decreasing
order. Since the eigenvalues of S¯(m) are the non-zero eigenvalues of A(m), we also have the following
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eigenvalue interlacing property (Theorem 2.1 of [65]),
λi(S¯
(m)) = λi(U¯
∗TA(m)U¯∗) ≥ λi(Uˆ∗TA(m)Uˆ∗) = λi(Sˆ(m)), (5.7.2)
for all 1 ≤ i ≤ k. Then we have the following bound on the Frobenius norm of difference between
A(m) and A(m)1 in terms of the traces of S¯(m) and Sˆ(m):
‖A(m) −A(m)1 ‖2F =
k∑
i=1
λ2i (S¯
(m))−
k∑
i=1
λ2i (Sˆ
(m)) [Equation (5.7.1)]
≤
k∑
i=1
|λi(S¯(m))− λi(Sˆ(m))||λi(S¯(m)) + λi(Sˆ(m))|
≤
k∑
i=1
|λi(S¯(m))− λi(Sˆ(m))| · 2|λi(S¯(m))| [Property (5.7.2)]
≤ 2|λ1(S¯(m))|
k∑
i=1
(λi(S¯
(m))− λi(Sˆ(m))) [Property (5.7.2)]
≤ 2∆max(tr(S¯(m))− tr(Sˆ(m))) [Since λ1(S¯(m)) ≤ ∆max]. (5.7.3)
Finally we use this result to prove the following bound which then leads to a bound on mis-
clustering rate:
1
2∆max
∑
m
(λ(m))2‖Uˆ∗ − U¯∗O‖2F
≤ 1
2∆max
∑
m
‖A(m) −A(m)1 ‖2F [Davis-Kahan Theorem in [150]]
≤
∑
m
tr(U¯∗TA(m)U¯∗ − Uˆ∗TA(m)Uˆ∗) [Equation (5.7.3)]
≤
∑
m
{tr(U¯∗TA(m)U¯∗ − Uˆ∗TA(m)Uˆ∗)
+ tr(Uˆ (m)TA(m)Uˆ (m) − U¯ (m)TA(m)U¯ (m)) + γm(k − 1
2
‖Uˆ (m)Uˆ (m)T − Uˆ∗Uˆ∗T ‖2F − k)}
=
∑
m
{tr(U¯∗TA(m)U¯∗ − U¯∗TA(m)U¯∗) + tr(Uˆ∗TA(m)Uˆ∗ − Uˆ∗TA(m)Uˆ∗)}
+
∑
m
{tr(Uˆ (m)TA(m)Uˆ (m) − Uˆ∗TA(m)Uˆ∗)− γm 1
2
‖Uˆ (m)Uˆ (m)T − Uˆ∗Uˆ∗T ‖2F }
≤ 2k
√
4M∆max log(4N/) +
∑
m
{
∑
j
|λj(Uˆ (m)TA(m)Uˆ (m))− λj(Uˆ∗TA(m)Uˆ∗)|
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− γm‖ sin Θ(Uˆ (m), Uˆ∗)‖2F }
≤ 2k
√
4M∆max log(4N/) +
∑
m
(‖A(m)‖2‖ sin Θ(Uˆ (m), Uˆ∗)‖Σ − γm‖ sin Θ(Uˆ (m), Uˆ∗)‖2F ),
with probability at least 1 − . The third inequality follows from the fact that F (A, Uˆ, Uˆ∗) ≥
F (A, U¯, U¯∗) and Proposition 3. The first term in the fourth equality has used the fact: since V (m)’s
are orthogonal matrices, tr(V (m)T U¯∗TA(m)U¯∗V (m)) = tr(U¯∗TA(m)U¯∗). The last line follows from
Theorem 2.1 of [83] which states that
∑
j |λj(Uˆ (m)TA(m)Uˆ (m)) − λj(Uˆ∗TA(m)Uˆ∗)| ≤
∑
j ‖A(m)‖2
sin θj(Uˆ
(m), Uˆ∗) and Proposition 3. Since sin Θ is a diagonal matrix with non-negative elements,
we represent
∑
j sin θj as ‖ sin Θ‖Σ. Hence if we choose γm to be large enough such that γm ≥
‖A(m)‖2 ‖ sin Θ(Uˆ
(m),Uˆ∗)‖Σ
‖ sin Θ(Uˆ(m),Uˆ∗)‖2F
, then we have with probability at least 1− ,
‖Uˆ∗ − U¯∗O‖2F ≤
4k∆max∑
m(λ
(m))2
√
4M∆max log(2n/).
In addition, as n goes to infinity, each of the Uˆ (m) is closer to being an invariant subspace of
A(m), and then the bound improves to
∑
j |λj(Uˆ (m)TA(m)Uˆ (m)) − λj(Uˆ∗TA(m)Uˆ∗)| ≤
∑
j ‖A(m)‖2
sin2 θj(Uˆ
(m), Uˆ∗) [83]. Hence asymptotically the condition on γ(m) is required to be simply larger
than a constant times ‖A(m)‖2. The bound on misclustering rate follows:
rcoreg ≤ 8nmax
n
‖Uˆ − U¯∗O‖2F ≤
64nmaxk(∆max)
3/2
1
M
∑
m(λ
(m))2n
√
log(2n/)
M
,
with probability at least 1− .
5.7.5 Proof of Lemma 19
Proof. We note that for the four parameters MLSBM,
A(m) = Z(ZTZ)−1/2(ZTZ)1/2B(m)(ZTZ)1/2(ZTZ)−1/2ZT = HS(m)HT ,
where H = Z(ZTZ)−1/2 and S(m) = (ZTZ)1/2B(m)(ZTZ)1/2. Clearly
A(m)H = HS(m), and hence columns of H span a k dimensional invariant subspace of A(m).
Moreover since rank(A(m)) = rank(S(m)), all non-zero eigenvalues of A(m) are also eigenvalues
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of S(m). This implies the smallest non-zero eigenvalue of A(m) is also the smallest eigenvalue of
S(m). To determine the smallest eigenvalue we proceed as in [135]. Note that we have S(m) =
√
sIkB
(m)√sIk = sB(m), and B(m) can be written as B(m) = (p(m) − q(m))Ik + q(m)1k1Tk . Then 1k
is an eigenvector of S(m) since sB(m)1k = (s(p
(m)− q(m)) + sq(m)k)1k = (s(p(m)− q(m)) +nq(m))1k.
Let u be another eigenvector of sB(m). Then ‖u‖2 = 1 and uT 1k = 0. Hence we have sB(m)u =
s(p(m) − q(m))u. This implies all the remaining eigenvalues of sB(m) are s(p(m) − q(m)). Since
nq(m) > 0, we conclude the smallest eigenvalue of sB(m) is s(p(m)− q(m)). This is also the smallest
non-zero eigenvalue of A(m).
5.7.6 Proof of Theorem 13
Proof. Similar to the proof of Theorem 12, the proof for this theorem also consists of three steps.
The first step was addressed in Lemma 18, where it was shown that true community labels can be
recovered from the solution P¯ of the objective function applied to the population adjacency tensor.
Next we show the second step. For any feasible solution of P we have,
|F (A , P )− F (A, P )| = |
∑
m
{‖P TA(m)P‖2F − ‖P TA(m)P‖2F }|
=
∑
m
{(‖P TA(m)P‖F − ‖P TA(m)P‖F )2
+ |(‖P TA(m)P‖F − ‖P TA(m)P‖F ) · 2‖P TA(m)P‖F |}
=
∑
m
{(x(m) − y(m))2 + |2y(m)(x(m) − y(m))|}
=
∑
m
{(x(m) − y(m))2 + 2|y(m)| |(x(m) − y(m))|}
where x(m) = ‖P TA(m)P‖F and y(m) = ‖P TA(m)P‖F .
First, for the 2|y(m)| term we have,
|y(m)| = ‖P TA(m)P‖F
≤
√
k‖P TA(m)P‖2 [equivalence of norm since P TA(m)P is k × k]
≤
√
k‖P‖22‖A‖2 [property of spectral norm, ‖AB‖2 ≤ ‖A‖2‖B‖2]
≤
√
k∆max [since ‖A(m)‖ ≤ ∆max].
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Now, since ‖A‖F − ‖B‖F ≤ ‖A−B‖F , we have
∑
m
2|y(m)||(x(m) − y(m))| ≤
√
k∆max
∑
m
‖P T (A(m) −A(m))P‖F
Then using Cauchy-Schwartz inequality we have the following result,
∑
m
‖P T (A(m) −A(m))P‖F
≤
∑
m
√
tr((P T (A(m) −A(m))PP T (A(m) −A(m))P ))
≤
√
M
√
tr((
∑
m
(A(m) −A(m))PP T (A(m) −A(m)))PP T )
≤
√
M
√
‖PP T ‖2 tr(
∑
m
(A(m) −A(m))PP T (A(m) −A(m)))
=
√
M
√
tr(P T
∑
m
(A(m) −A(m))(A(m) −A(m))P )
≤
√
M
√
k‖P‖22‖
∑
m
(A(m) −A(m))(A(m) −A(m))‖2
≤
√
M
√
kM∆max(log n)2 ≤
√
kM
√
∆max log n,
with probability at least 1 − o(1). In the above result, the inequality in line 3 is due to Cauchy-
Schwartz inequality and line 4 follows from the inequality on trace of product of a positive semi-
definite matrix ((A(m)−A(m))PP T (A(m)−A(m))) with a Hermitian matrix (PP T ) due to [172] (See
also [50]). The inequality in line 6 follows from the relations tr(XY ) ≤ k‖XY ‖2 ≤ k‖X‖2‖Y ‖2.
Finally the inequality in line 7 follows from Theorem 11 part (ii).
Similarly, we can derive
∑
m
(x(m) − y(m))2 ≤
∑
m
‖P T (A(m) −A(m))P‖2F
= tr((P T (A(m) −A(m))PP T (A(m) −A(m))P ))
≤ kM∆max(log n)2,
with probability at least 1− o(1).
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Finally, combining the results together we have with probability at least 1− 2 · o(1),
|F (A , P )− F (A, P )| ≤ kM∆max(log n)2 + kM(∆max)3/2 log n.
Let Pˆ be the solution of the optimization problem in OLMF, i.e., Pˆ maximizes F (A, P ). Further
let P¯ maximizes the population version of the objective function F (A , P ). Then F (A, Pˆ ) ≥
F (A, P¯ ), and F (A , P¯ ) ≥ F (A , Pˆ ). Consequently, we have with probability at least 1− 4 · o(1),
F (A , P¯ )− F (A , Pˆ ) ≤ F (A , P¯ )− F (A , Pˆ ) + F (A, Pˆ )− F (A, P¯ )
≤ |F (A , P¯ )− F (A, P¯ )|+ |F (A , Pˆ )− F (A, Pˆ )|
≤ 2kM∆max log n(log n+
√
∆max).
Now define Λ¯(m) = P¯ TA(m)P¯ and Λ(m)1 = Pˆ TA(m)Pˆ . Note that since P¯ is an invariant subspace
of A(m), we have A(m) = P¯ T Λ¯(m)P¯ . We define A(m)1 = PˆΛ(m)1 Pˆ T = Pˆ Pˆ TA(m)Pˆ Pˆ T . Then Pˆ is an
invariant subspace of A(m)1 . Further, we have for all m,
‖P¯ TA(m)P¯‖2F − ‖Pˆ TA(m)Pˆ‖2F = ‖A(m) −A(m)1 ‖2F . [[122]]
This result along with (5.3.2) imply,
F (A , P¯ )− F (A , Pˆ ) =
∑
m
‖P¯ TA(m)P¯‖2F − ‖Pˆ TA(m)Pˆ‖2F
=
∑
m
‖A(m) − Pˆ Pˆ TA(m)Pˆ Pˆ T ‖2F ≥
∑
m
(λ(m))2‖Pˆ − P¯O‖2F ≥
nrLMF
8nmax
∑
m
(λ(m))2.
Hence we have with probability at least 1− o(1)
rLMF ≤ 16nmaxk∆max log n(
√
∆max + log n)
1
M
∑
m(λ
(m))2n
.
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5.7.7 Proof of Theorem 14
Proof. We use the bound on the quantity ‖A¯− A¯‖2 obtained in Theorem 11 part (i), Lemma 5.1
in [93] and the Davis-Kahan Theorem [38] to obtaint the following bound:
‖Uˆ − U¯O‖F ≤ 2
√
2
√
k‖A¯− A¯‖2
λA¯
≤ 2
√
2
√
k
λA¯
√
4∆max log(2n/)
M
=
4
√
2
λA¯
√
k∆max log(2n/)
M
,
with probability at least 1−  for any  > 0. Hence using (5.3.2) the misclustering rate is bounded
as
rav ≤ 8nmax
n
‖Uˆ − U¯O‖2F ≤
256nmaxk∆max log(2n/)
(λA¯)2nM
,
with probability at least 1− .
5.7.8 Proof of Lemma 20
Proof. From the arguments in the proof of Lemma 19 we have,
B¯ =
1
M
∑
m
B(m) =
1
M
∑
m
{(p(m) − q(m))Ik + q(m)1k1Tk }.
Hence 1k is an eigenvector of sB¯ corresponding to the largest eigenvalue s
1
M
∑
m{(p(m) − q(m)) +
nq(m)}. All other eigenvectors correspond to the eigenvalue s 1M
∑
m(p
(m) − q(m)). Hence λA¯ =
s 1M
∑
m(p
(m) − q(m)).
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Chapter 6
A random effects stochastic block
model for joint community detection
in multiple networks with applications
to neuroimaging
This chapter is motivated by the relatively new problem of jointly analyzing and contrasting the
community structure in groups of related networks which can be thought of as samples from under-
lying populations arising from data generated by neuroimaging studies. In neuroimaging studies
we are typically interested in contrasting the community structure among two populations, controls
and patients. As mentioned in the introduction, this chapter is dedicated to the development of
a modeling and hypothesis testing framework for joint analysis of such network samples from an
underlying population.
The rest of the chapter is organized as follows. In Section 6.1 we describe a group of functional
networks from a multi-subject neuroimaging study as a multi-layer network and discuss existing
statistical models for multi-layer networks with community structure. In Section 6.2 we propose
the random effects stochastic block model for multi-layer network data. In sections 6.3 and 6.4
we develop two estimation strategies, a variational EM approximation to the MLE of the model
parameters and a two-step model-free approach. In section 6.5 we develop two-sample hypothesis
tests to compare two populations of networks in terms of their network level and node level com-
munity structures. Section 6.6 studies the estimation and inference methods in simulated networks
under several scenarios and using several metrics. Finally in section 6.7 we apply the methods
developed in this chapter to a real data set.
6.1 Models for multi-layer networks with community structure
A group of related interactions on the same set of nodes can be represented as a multi-layer network
[82, 117, 21, 120], where each network layer or type of edge represents a member network of the
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group. We define a multi-layer network on a set of n nodes V , as a collection of graphs or networks
G = {G(1), . . . , G(M)} with the common node set V . The component graphs of the collection, called
the layers, may represent different types of interaction or the same type of interaction measured
over multiple subjects or trials. We also assume the component graphs to be unweighted and
undirected. Hence to each component layer m we can associate an n × n square and symmetric
adjacency matrix A(m), such that A
(m)
ij is 1 if there is an edge between nodes i and j in layer m
of the multi-layer network and 0 otherwise. We will refer to the collection of the M adjacency
matrices as the adjacency tensor. For each layer, we can also define a normalized Laplacian matrix
as L(m) = D(m)−1/2A(m)D(m)−1/2, where D(m) is a diagonal matrix whose elements are the mth
layer degrees of the nodes defined as D
(m)
ii =
∑
j A
(m)
ij . The M normalized Laplacian matrices
together form the n× n×M three-way normalized Laplacian tensor.
There has been a recent surge in analysis of multi-layer and dynamic networks. A very common
and widely investigated property of complex networks is community (or modular) structure. The
multi-layer networks observed in the nature are also known to exhibit community structure [111,
11, 82, 117, 21, 124]. The multi-layer stochastic block model (MLSBM) is a statistical model for
such multi-layer networks with community structure [67, 160, 120, 147, 124, 9, 121, 123]. Recently
[39] proposed a more flexible multi-layer mixed membership stochastic block model that allows
overlapping clusters. Most of the models described in the literature, with exception to the strata-
MLSBM of [147], are constrained by the fact that they assume the community structure to be the
same across all layers. The estimation task is usually then to estimate this consensus community
structure by fusing information from all layers. However, in some situations, e.g., in the multi-
subject neuroimaging studies, it may be desirable to model the variation in community structure
in different layers along with finding a consensus clustering. The existing models are not flexible
enough to model such data.
In a partial remedy of the situation, [147] introduced the strata-MLSBM where the community
assignments vary across stratas but stay the same within the same strata. Within a strata, they
further constraint the block model probability matrix to be identical across layers. A Bayesian
nonparametric mixture model for jointly estimating community structure and identifying groups of
networks with similar community structure in a collection of exchangeable networks was proposed
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in [133]. A model similar in spirit to our proposed model is the Bayesian hierarchical mixed
membership stochastic block model for an independent sample of networks proposed in [152].
We propose a general and flexible modeling framework which contains the MLSBM as a special
case. The model assumes the existence of a mean putative community structure for the multi-layer
network, but the actual community assignment for each node for different layers deviates randomly
from this putative community structure with an identical transition probability matrix. We call
this model the random effects stochastic block model (RESBM). We formally define the model in
the next section.
6.2 Random effects multi-layer stochastic block model
To each node i of a network we associate a k dimensional community assignment vector xi, which
takes value 1 in exactly one place and 0’s everywhere else. The location of 1 in the vector indicates
the community the node belongs to. We call a matrix X ∈ Rn×k a community assignment matrix
of the nodes of a network, if each row of the matrix is a community assignment vector for one of
the n nodes in the network. Let Z¯ ∈ Rn×k be a putative mean community assignment matrix for
an M -layer multi-layer network. For each layer m, each node can switch its community label from
this putative mean community label independent of other layers and other nodes with an identical
transition probability matrix T . Formally, for each node i, the vector of community assignments
in layer m is independently distributed as
Z
(m)
i ∼MultiV (1, Z¯iT ), i = 1, . . . , n, m = 1, . . . ,M, (6.2.1)
where MultiV (1,p) denotes the k dimensional multinomial random unit vector whose one element
is 1 and all other elements are 0’s, and
∑k
q=1 pq = 1. T denotes the k × k non-negative transition
probability matrix among the communities, with its diagonal elements being {η1, . . . , ηk} and the
off diagonal elements in each row q summing to 1− ηq. The vectors Z(m)i are independent for all i
and m.
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Figure 6.1: Schematic diagram of the RESBM
We can also write the expectation and variance of each of Z
(m)
i s as follows,
E[Z
(m)
i ] = Z¯iT = Tq, V ar[Z
(m)
i ] = diag(Z¯iT )− T T Z¯Ti Z¯iT = diag(Tq)− T Tq Tq, (6.2.2)
where q is the putative mean community label of i and Tq is the qth row of T . Consequently Z
(m)
i is
a multinomial random unit vector with Tq as the vector of parameters (probabilities). This implies
that for each layer, a node i that belongs to the mean community q, gets assigned to the same
community as its mean community assignment with probability ηq and a different community with
probability 1 − ηq. While we do not put any restriction on the transition probability matrix, we
note that the model is most interesting when ηq is large as compared to the remaining elements
in the qth row. The model then can be interpreted in the context of multi-subject networks as
follows. While most nodes retain their putative mean community memberships for the individual
subject networks, a few randomly selected nodes change their memberships to another community
according to probabilities from the transition probability matrix.
Given the community assignment matrices {Z(1), . . . , Z(M)}, the edges in the M network layers
are independently generated following a Bernoulli distribution,
A
(m)
ij |Z(m) ∼ Bernoulli(P (m)ij ), i, j = 1, . . . , n, m = 1, . . . ,M. (6.2.3)
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The Bernoulli probabilities can be modeled as a k class stochastic block model or a k class degree
corrected stochastic block model with appropriate identifiability constraints. We focus only on the
stochastic block model in this chapter. We have
A
(m)
ij |(Z(m)iq = 1, Z(m)jl = 1) ∼ Bernoulli(pi(m)ql ), q, l = 1, . . . , k, m = 1, . . . ,M.
The model is schematically represented in Figure 6.1. However the model is not identifiable without
further constraints. Similar to the discussion in [103] in the context of dynamic networks, the
community labels might get switched between two layers and still give the same model, leading to
incorrect inference. Hence we need certain constraints on the matrices {pi(1), . . . , pi(M)} such that
the communities are identifiable at all layers. We use the constraint that the diagonal elements
of the matrices are identical in each layer, i.e., the vector {pi(m)11 , . . . , pi(m)kk } is the same for all
m = 1, . . . ,M [103].
We can also use the restricted multi-layer stochastic block model (RMLSBM) proposed in [120]
to jointly model the Bernoulli probabilities P
(m)
ij in this framework as follows,
A
(m)
ij |(Z(m)iq = 1, Z(m)jl = 1) ∼ Bernoulli(piql + βm), q, l = 1, . . . , k, m = 1, . . . ,M,
with the standard constraint
∑
m βm = 0. We do not have the issue of non-identifiability from label
switching in this case since the matrix piql does not change with layers and prevent the community
labels from permuting in different layers. For the rest of the chapter we primarily focus on the
regular stochastic block model with the constraint of identical diagonal in each layer as the final
step that generates A in the schema shown in Figure 6.1.
Our estimation goals from this model include estimation of community assignments in each
layer, the putative mean community assignment matrix and the transition probability matrix.
Thus from this model we can infer an overall community assignment for the group of networks as
well as a quantification of the uncertainty in this group putative community matrix through the
transition probability matrix.
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6.3 A variational EM estimator
In what follows we describe two methods to perform the estimation goals described earlier. The
first method we describe is approximate maximum likelihood estimation through variational EM
algorithm, first introduced in the context of standard SBM in [37] and later extended to multi-layer
SBMs in [67] and [120], and to dynamic SBM in [103]. The asymptotic consistency and limiting
distribution of the parameter estimates for the case of standard SBM are investigated in [26] and
[18] respectively.
Below we derive the update rules for variational EM algorithm approximation to the maximum
likelihood estimation of the RESBM parameters. For this purpose we view the RESBM from a
mixture model perspective and pose the parameters Z¯is as random variables generated from a
multinomial distribution with parameters α = {α1, . . . , αk}. We denote the unobserved variables
Z¯ and Z(m)s together as X and the model parameters T , pi and α together as θ. Further we denote
the observed log-likelihood of the model as l(A, θ). The complete data log-likelihood, which is the
joint likelihood of the observed data and the unobserved model community assignment variables,
is given by
logP (A,X, θ) =
n∑
i=1
k∑
q=1
Z¯iq logαq +
M∑
m=1
n∑
i=1
∑
1≤q,l≤K
Z¯iqZ
(m)
il log Tql
+
M∑
m=1
∑
1≤i<j≤n
∑
1≤q,l≤k
Z
(m)
iq Z
(m)
jl {A(m)ij log(pi(m)ql )− (1−A(m)ij ) log(1− pi(m)ql )}.
The likelihood of the observed data can be obtained by summing the complete data likelihood over
all possible values of the unobserved variable in X, i.e., l(A, θ) = log
∫
X P (A,X, θ). However, as
with most mixture models, the number of all possible assignments grows exponentially and the
sum quickly becomes computationally intractable even for moderate n. A remedy is to use the EM
algorithm [41]. However, in network data the conditional distribution P (X|A, θ) is not tractable
either [37]. Hence instead we use the variational EM algorithm, where for any distribution over
the unobserved variables, R(X), the observed likelihood is approximated by a function, J(R(X), θ)
involving expectation of the complete likelihood under the distribution and an entropy term.
The variational approximation to the EM algorithm that we employ here concentrates the
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search for optimal class assignments to a smaller set by assuming that the class assignments follow
a product form multinomial distribution with parameters known as variational parameters. Let
R(X) be the variational approximating distribution. Then the function that approximates l(A, θ)
is
J(R(X), θ) =
∫
R(X)
logP (A,X, θ)
R(X)
= ER[logP (A,X, θ)] +H(R).
The variational algorithm proceeds by iteratively maximizing J(R(X), θ) with respect to the
parameters of R and θ. It can be shown that
J(R(x), θ) = log l(A, θ)−KL[R(X), P (X|A, θ)].
Hence the objective function is a lower bound on log l(A, θ) and it can be shown that at each
iteration of the optimization problem, the likelihood is non-decreasing. Further the variational
distribution R(X) has the interpretation of being an approximation of P (X|A, θ) in the Kullback-
Leibler divergence.
Here we define R(X) to have the following form of the product of multinomial densities
R(X) =
n∏
i=1
k∏
q=1
τ¯
Z¯iq
iq ×
n∏
i=1
M∏
m=1
∏
1≤q,l≤k
(
(m)
iql )
Z
(m)
il Z¯iq ,
where τ¯ and  are the variational parameters. For ease of exposition we further define variational
parameters τ (m) as τ
(m)
il =
∑k
q=1 τ¯iq
(m)
iql for m = 1, . . . ,M . Under the variational constraint on the
distribution of X, the objective function can be written as,
JR(θ, τ¯ , ) = ER[logP (A,X, θ)] +H(R)
=
n∑
i=1
k∑
q=1
τ¯iq(logαq − log τ¯iq)
+
M∑
m=1
∑
1≤i<j≤n
∑
1≤q,l≤k
τ
(m)
iq τ
(m)
jl {A(m)ij log(pi(m)ql ) + (1−A(m)ij ) log(1− pi(m)ql )}
+
M∑
m=1
n∑
i=1
∑
1≤q,l≤k
τ¯iq
(m)
iql (log Tql − log (m)iql ) (6.3.1)
189
with the constraints that
∑
q τ¯iq = 1 for all i,
∑
q τ
(m)
iq = 1 for all i and m, and τ
(m)
il =
∑k
q=1 τ¯iq
(m)
iql
for all i, l,m. Note that in the third line we have used the fact that Z
(m)
iq and Z
(m)
jl are independent
random variables and hence the expectation of their product is the product of their expectations,
while we have the fourth line since
E(Z¯iqZ
(m)
il ) = P (Z¯iq = 1, Z
(m)
il = 1) = P (Z¯iq = 1)P (Z
(m)
il = 1|Z¯iq = 1) = τ¯iq(m)iql .
In what follows we will denote the term {A(m)ij log(pi(m)ql ) + (1−A(m)ij ) log(1− pi(m)ql )} as log(b(m)ijql).
In the variational expectation (VE) step of the following variational EM algorithm, we compute
the variational parameters keeping the model parameters fixed, while in the M step we compute
the model parameters. To derive the VE step we note that differentiating J with respect to 
(m)
iql
and τ¯iq respectively yields,
∂J
∂
(m)
iql
, τ¯iq log Tql − τ¯iq(log (m)iql + 1) +
∑
j 6=i
k∑
p=1
τ¯iqτ
(m)
jp log(b
(m)
ijlp),
∂J
∂τ¯iq
, logαq − log τ¯iq − 1 +
M∑
m=1
k∑
l=1
∑
j 6=i

(m)
iql τ
(m)
jl log(b
(m)
ijql) +
M∑
m=1
k∑
l=1

(m)
iql log
 Tql

(m)
iql
 .
These two equations along with the Lagrange multipliers for the constraints in (6.3.1), give the
following fixed point equations which are used to update the variational parameters iteratively:
ˆ
(m)
iql ∝ exp[log(Tql) +
∑
j 6=i
k∑
p=1
τ
(m)
jp log(b
(m)
ijlp)], (6.3.2)
τ¯iq ∝ exp[logαq +
∑
m
∑
l

(m)
iql log(
Tql

(m)
iql
) +
∑
m
∑
l
∑
j 6=i

(m)
iql τ
(m)
jl log(b
(m)
ijql)], (6.3.3)
and
τ
(m)
il ∝
k∑
q=1
τ¯iq
(m)
iql . (6.3.4)
For the M step we have the following closed form update steps,
Tql ∝
∑
m
∑
i
τ¯iq
(m)
iql , (6.3.5)
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pi
(m)
ql =
∑
1≤i<j≤n τ
(m)
iq τ
(m)
jl A
(m)
ij∑
1≤i<j≤n τ
(m)
iq τ
(m)
jl
, pi(m)qq =
∑
m
∑
1≤i<j≤n τ
(m)
iq τ
(m)
jq A
(m)
ij∑
m
∑
1≤i<j≤n τ
(m)
iq τ
(m)
jq
, (6.3.6)
αq =
1
n
∑
i
τ¯iq. (6.3.7)
The proportionalities in the above algorithm are turned into equalities through normalization using
the constraints on the parameters.
6.4 Two-step spectral/NMF and ML algorithm
Next we describe a two-step approach to estimate the unknown parameters of RESBM. The first
step solves an optimization problem involving a joint objective function to obtain the community
assignment matrices in each layer Z(1), . . . , Z(M) and the mean putative community assignment
matrix Z¯ simultaneously. This is a fully non-parametric step not dependent on any model. The
transition probability matrix T is then obtained in the second step through maximum likelihood
(ML) estimation from the estimated layer wise assignments. For the first step of the method
we describe two algorithms involving a spectral and a non-negative matrix factorization (NMF)
based objective function respectively. The algorithm based on spectral objective function is an
adaptation of the co-regularized spectral clustering method due to [88] and the one based on non-
negative matrix factorization objective function is a new method that we propose, the co-regularized
orthogonal symmetric non-negative matrix tri factorization (Co-OSNTF).
6.4.1 Co-regularized spectral clustering algorithm
The co-regularized spectral clustering algorithm was proposed in [88] and its theoretical properties
under the MLSBM was studied in [123]. The algorithm, applied to the normalized Laplacian tensor
solves the following optimization problem,
[Uˆ (1), . . . , Uˆ (m), Uˆ∗] = arg max
U(m)TU(m)=I, ∀m,
U∗TU∗=I
M∑
m=1
{tr(U (m)TL(m)U (m)) + γm tr(U∗TU (m)U (m)TU∗)}
(6.4.1)
where U (1), . . . , U (M) and U∗ are n × k matrices with orthonormal columns. The optimization
problem is solved through a fast alternating eigen-decomposition of the matrices L(m) − γmU∗U∗T
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and
∑
m γmU
(m)U (m)T [88]. The first part of the objective function is the usual normalized cut
spectral clustering objective function for different layers while the second part is a distance based
penalty function that attempts to make the subspaces spanned by the eigenvector matrices from
different layers more similar to each other by penalizing the subspace distances from a mean
subspace (See [123] for details of this interpretation). The weights γm’s should be chosen to address
the user’s preference in the tradeoff between optimizing within a layer and increasing subspace
cohesion as well as to reflect the relative importance of different layers. For our experiments in this
chapter we choose γms to be 0.05 for all m.
6.4.2 Co-regularized orthogonal non-negative matrix tri factorization
algorithm
We describe an alternate algorithm for the first step based on an orthogonal symmetric non-negative
matrix factorization (OSNTF) with centroid smoothing. The proposed algorithm combines the
ideas in linked matrix factorization [155] and co-regularized spectral clustering [88]. Similar to the
co-regularized spectral clustering, the proposed method involves minimizing an objective function
with two terms. The first term is the sum of Frobenius norm objective functions for single layer
OSNTF [122] for each layer and the second term is a smoothness penalty on the factor matrices
obtained at each layer to make the subspaces spanned by the factor matrices closer to each other.
The method is also in the same spirit as other non-negative matrix factorization based multi-view
learning methods proposed in literature [96, 102], however is more appropriate for RESBM.
We denote a matrix U ≥ 0 if all its elements are non-negative. The method, which we call
co-regularized orthogonal symmetric non-negative matrix tri factorization (Co-OSNTF), solves the
following optimization problem on the Laplacian tensor
[Uˆ (1), . . . , Uˆ (m), Uˆ∗] = arg min
U(m),S(m)≥0,
U(m)TU(m)=I, ∀m,
U∗≥0, U∗TU∗=I
M∑
m=1
{‖L(m)−U (m)S(m)U (m)T ‖2F +λm‖U (m)TU∗‖2F }, (6.4.2)
where U (1), . . . , U (m), U∗ are n × k non-negative matrices with orthonormal columns and λm ≥ 0
are user-chosen tuning parameters. Note that this is a constraint optimization problem on Stiefel
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manifold with additional non-negativity constriants. To solve this optimization problem we employ
the method of Lagrange multipliers for the orthogonality constraints and then derive multiplicative
update rules. The Lagrangian objective function with the orthogonality constraints incorporated
is,
O ,
M∑
m=1
{‖L(m) − U (m)S(m)U (m)T ‖2F + λm‖U (m)TU∗‖2F + tr(ΛU(m)(U (m)TU (m) − I))}
+ tr(ΛU∗(U
∗TU∗ − I))
≡ tr(
M∑
m=1
{−2U (m)TL(m)U (m)S(m) + U (m)S(m)U (m)TU (m)S(m)U (m)T − 2λmU (m)TU∗U∗TU (m)
+ ΛU(m)(U
(m)TU (m) − I)}+ ΛU∗(U∗TU∗ − I)), (6.4.3)
where ΛU∗ and ΛU(m)s are matrices of Lagrange multiplier parameters.
To derive an algorithm for the optimization problem, we follow the derivation techniques for
multiplicative updates described in [32] and [181]. Briefly, the technique is as follows. We first find
gradients of the objective function (6.4.3) with respect to U (m), U∗ and S(m). Let∇ξ be the gradient
with respect to a variable X. If the gradient can be written in the form ∇ξ = [∇ξ]+− [∇ξ]−, where
[∇ξ]+, [∇ξ]− ≥ 0, then the multiplicative update rule would be
X ← X 
((
([∇ξ]−)ij
([∇ξ]+)ij
)η)
,
where  represents the Hadamard (element wise) product and 0 < η ≤ 1 is the learning rate. Note
that the inner division in the rightmost term is element wise.
The gradient with respect to U (m) is given by,
∇ξ|U(m) , −4L(m)U (m)S(m) +4U (m)S(m)U (m)TU (m)S(m)−4λmU∗U∗TU (m) +2U (m)ΛU(m) . (6.4.4)
Multiplying (6.4.4) by U (m)T and equating to 0 along with the relation U (m)TU (m) = I we get,
ΛU(m) = 2U
(m)TL(m)U (m)S(m) + 2S(m)S(m) − 2λmU (m)TU∗U∗TU (m). (6.4.5)
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Substituting the value of ΛU(m) into (6.4.4) we get,
∇ξ|U(m) = 2U (m)U (m)TL(m)U (m)S(m) − 2L(m)U (m)S(m) − 2λm(U∗U∗TU (m) − U (m)U (m)TU∗U∗TU (m))
= 2(U (m)U (m)TL(m)U (m)S(m) + λmU
(m)U (m)TU∗U∗TU (m))− 2(L(m)U (m)S(m) + λmU∗U∗TU (m)).
Hence the update rule for U (m) is,
U (m) ← U (m) 
(
(L(m)U (m)S(m) + λmU
∗U∗TU (m))ij
(U (m)U (m)TL(m)U (m)S(m) + λmU (m)U (m)TU∗U∗TU (m))ij
)η
.
Similarly taking the gradient with respect to U∗ is given by
∇ξ|U∗ , −4
∑
m
λmU
(m)U (m)TU∗ + 2U∗ΛU∗ . (6.4.6)
Again in order to solve for ΛU∗ , we multiplying by U
∗T , equate to 0 and use the relation U∗TU∗ = I.
Then,
ΛU∗ = 2
∑
m
λmU
∗TU (m)U (m)TU∗. (6.4.7)
Substitution the value of ΛU∗ in (6.4.6), we get
∇ξ|U∗ = −4
∑
m
λmU
(m)U (m)TU∗ + 4
∑
m
λmU
∗U∗TU (m)U (m)TU∗.
Hence the update rule for U∗ is,
U∗ ← U∗ 
(
(
∑
m λmU
(m)U (m)TU∗)ij
(
∑
m λmU
∗U∗TU (m)U (m)TU∗)ij
)η
.
Now taking the gradient with respect to S(m) we have,
∇ξ|S(m) = −2U (m)TL(m)U (m) + 2U (m)TU (m)S(m)U (m)TU (m),
from which we get the update rule as,
S(m) ← S(m) 
(
(U (m)TL(m)U (m))ij
(U (m)TU (m)S(m)U (m)TU (m))ij
)η
.
194
For our numerical experiments and real data analysis in this chapter we choose λms to be 0.01 for
all m. This choice of λms work well in our synthetic experiments and is similar to the choice made
for joint non-negative factorization in [96].
6.4.3 The conditional ML step
The first step of the two-step method obtains Uˆ (1), . . . , Uˆ (m), Uˆ∗, which are matrices in the Grass-
mann manifold. In the second step, we first obtain community assignments from each of the Uˆ (m)s
and Uˆ∗ and then the transition probability matrix is obtained from the estimated matrices through
a conditional maximum likelihood (ML) estimator. For co-regularized spectral clustering commu-
nity assignment is accomplished through the k-means clustering of the rows of the matrices, while
for Co-OSNTF this is performed by assigning the rows to the community corresponding to the
largest element in a row. Let Zˆ(1), . . . , Zˆ(M) be the layer-wise community assignment matrices and
Zˆ∗ be the mean community assignment matrix obtained in this way. Then the conditional ML
estimate of T is given by
Tˆql =
nql∑
l nql
, (6.4.8)
where nql =
1
M
∑
m
∑
i I{Zˆ∗iq = 1, Zˆ(m)il = 1}, with I(·) being the indicator function. We note that
the same estimator for T can be obtained by equating the first moments as well. We have,
1
M
M∑
m=1
Zˆ(m) = Zˆ∗Tˆ ⇒ Tˆ = (Zˆ∗T Zˆ∗)−1Zˆ∗T 1
M
M∑
m=1
Zˆ(m),
which is identical (written in matrix terms) to the one in (6.4.8).
As previously noted the first step of the two-step algorithm is completely nonparametric and
does not depend on the RESBM model. We also note that there is a conceptual similarity of this
two-step approach with the modular allegiance matrix methodology (the spectral version of which
we include in our simulation study later) in the context of obtaining consensus partition in brain
networks in [12] and [23].
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6.5 Two-sample hypothesis testing: whole network-level and
node-level tests
We next develop procedures for performing a two-sample hypothesis test between network commu-
nity structures of two populations of subjects. The problem of statistically testing for differences
in community structure between two populations of subjects has received considerable attention
recently in the neuroimaging literature [4, 54, 53, 60, 87]. The authors in these papers argue that
differences between populations might not be well captured using single network property measures
like modularity, degree density, centrality etc., but it might be more meaningful to look at some
measure of how different the module structures in the populations are. A permutation test using
average of NMI between pairs of network community assignments was proposed in [4]. The authors
developed tests both at the whole network level and at the node level to test for network-wide
differences and determine which nodes are driving the differences respectively. [54] used a node-
wise community consistency measure between two community partitions called “Scaled Inclusivity
(SI)” defined in [148] to assess how consistent a node’s module is in a subject network with a
mean module assignment for the control group (obtained from community detection in the mean
connectivity matrix). The authors then proposed statistical hypothesis testing based on the scaled
inclusivity vectors for the two groups. [60] first obtained a consensus partition across the group
using a “clustering clusters” technique similar in function to module allegiance method described
earlier and then determined Scaled Inclusivity of nodes across subjects with this consensus. The
more general problem of hypothesis testing involving networks in functional neuroimaging has also
been addressed by several authors [59, 58, 112].
Let the two populations to be compared be denoted as A and B (in neuroimaging experiments
these correspond to a group of healthy controls and a group of patients) and the sample size from
each group be M1 and M2 respectively. Further let the estimated model parameters for the two
groups be Z¯(A), T(A), {Z(1)(A), . . . , Z
(M1)
(A) } and Z¯(B), T(B), {Z
(1)
(B), . . . , Z
(M2)
(B) }. There are two notions
of “group mean” of community structure giving rise to two natural ways of testing the difference
between the two populations in modular organization. The first notion of “group mean” is Z¯, the
putative mean community assignment matrix of the group of networks. Accordingly the notion of
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group mean at the node level is Z¯i for node i. However, note that Z¯ is not the expectation of the
community assignment matrices Z(m)s in the group. Instead the expectation is Z¯T . This implies
that for any node its expected community assignment vector in any network within the group is
Z¯iT . Hence the second notion of “group mean” is represented by Z¯T at the network level and Z¯iT s
at the node level.
The first network level test statistic we propose is the distance between R(Z¯(A)) and R(Z¯(B)),
the subspaces spanned by the columns of Z¯(A) and Z¯(B) respectively. Note that the columns of
both matrices Z¯(A) and Z¯(B) span subspaces in the Grassmann manifold G(k, n) [49]. A common
notion of distance between subspaces in the Grassmann manifold is in terms of norms of the matrix
of sines of canonical angles between the subspaces [150, 49, 46]. Formally, we define the “sine test”
statistic as the Grassmann subspace distance between the putative mean community assignment
subspaces,
S = ‖ sin(Θ(R(Z¯(A)),R(Z¯(B))))‖2F =
1
2
‖Z¯(A)DAZ¯T(A) − Z¯(B)DBZ¯T(B)‖2F
= k − tr(Z¯(A)DAZ¯T(A)Z¯(B)DBZ¯T(B)),
where DA = (Z¯
T
(A)Z¯(A))
−1 and DB = (Z¯T(B)Z¯(B))
−1 are diagonal matrices whose elements are the
sizes of the communities. The (ij)th element of the matrix Z¯AZ¯
T
A is either 0 or 1 depending upon
whether the two nodes i and j are in the same community or not. We call this matrix the co-
module matrix. Hence the elements of Z¯ADAZ¯
T
A are just the scaled version of the elements of the
co-module matrix. Intuitively, the test statistic looks at how many times two nodes are in the same
community in one of the groups while they are not in the same community in the other group,
with some scaling factors that make sure that contribution from large communities are properly
penalized. Large values of the test statistic will then indicate that the mean module structure in
the two groups are markedly different. It is not always clear whether one should work with the
co-module matrix or the scaled version of it. In our experiments since the community sizes are
similar in networks from both groups, we do not observe any difference in the results from the
scaled and unscaled versions and hence proceed with the scaled version. However if the community
sizes vary between the two groups then the scaled and unscaled test statistics might give different
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results. Note that this statistic does not require the community labels in the two groups to be
aligned to each other, neither does it require the number of communities to be identical. However
if we want test at the node level, which we describe next, then we need both to have the same
number of communities in the two mean module structures and the community labels need to be
aligned. The test statistic for testing at node i is then simply S(i) = (Z¯i(A) − Z¯i(B))2. However,
this may not be a very useful statistic since it only takes two discrete values, either 0 or 1. Note
that we also need to correct for multiple comparisons corresponding to n node level comparisons.
The second test statistic, which corresponds to the second notion of “group mean” as described
earlier, is derived from the estimates of the intermediate random variables Z(m)s in our hierarchical
structure. For each node i, define the “multinomial unit vector” test statistic
MUV (i) = (Z¯(A)iTA − Z¯(B)iTB)T (Z¯(A)iTA − Z¯(B)iTB).
The network level statistic is then the Frobenius norm of the following matrix
MV U = (Z¯(A)T(A)T
T
(A)Z¯
T
(A) − Z¯(B)T(B)T T(B)Z¯T(B)).
In all the above cases it is difficult to derive asymptotic distribution of the test statistics. For
MUV test statistic if we had direct observation on the Z(m) variables, we could use a central limit
theorem to derive the asymptotic distribution of the test statistics scaled with an appropriate
variance estimate. However, since the Z(m)s are themselves estimated from the observed data,
we cannot take this route without an estimate on the variance of our estimates of Z(m)s. Hence
we construct p-value for the test statistics through a permutation test based on re-sampling from
the observed networks. We combine the network samples together and sample without replace-
ment from the combined sample of M1 + M2 networks to create two samples of size M1 and M2
respectively. We fit the RESBM to both samples using variational EM and two-step methods
and compute the sine-test and multinomial unit vector test statistics in each case. We repeat the
procedure many times to construct the empirical distribution of the test statistic under the null
hypothesis. Comparing the observed value of the test statistics with the constructed empirical
distribution yields the p-values. For the node level tests, we can perform the same procedures,
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however, when we make inference using the p-values we need to account for multiple comparisons
through a Family Wise Error Rate (FWER) or False Discovery Rate (FDR) correction.
6.6 Performance on simulated networks
In this section we numerically compare the performance of the proposed methods along with some
already available or baseline methods in networks simulated from the RESBM. We compare the per-
formance under three metrics. The first metric is the average performance in community detection
across the individual layers of the network. The second metric is the performance in estimating the
mean putative community structure and third metric is the accuracy in estimating the transition
probability matrix. The normalized mutual information (NMI), an information theoretic measure
of similarity between two community structures, is used to assess the accuracy of the estimated
community assignments against the true assignments. The NMI between two community assign-
ment vectors measures the degree to which one community assignment vector can be obtained from
the knowledge of the other vector. It takes values between 0 and 1, where 0 indicates a random
assignment (no overlap of information) and 1 indicates a perfect match, and the higher the value,
the better the match. The accuracy of the estimated transition probability matrix is measured in
terms of difference in Frobenius norm.
We generate the multi-layer networks from the RESBM in the following way. We first generate
the group putative community labels from a multinomial distribution with k classes and equal
probability for each class. The community labels of a fraction κ of nodes are then randomly changed
to one of the communities other than its original community in unequal proportions. Hence the
transition probability matrix T will have 1−κ as the diagonal elements, while the k−1 off-diagonal
elements in each row sum to κ. We call the fraction κ as variation factor since it is a measure of how
much variation there is among the layers. We generate the true community assignments for the M
layers of the multi-layer network by repeating the above process. For each of the layers the edges
between the nodes are then drawn from a stochastic block model. We first generate the vector of
k diagonal elements which is common for all layers (required for the model to be identifiable) as
λ U(a, b), where U(a, b) denotes the continuous uniform distribution with parameters a and b. Next
in each layer the lower half of the k2−k off-diagonal elements are generated from U(a/ρ, b/ρ) while
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the upper half are identical to the lower half. The parameter ρ controls the signal to noise ratio
(SNR) and in all our experiments we keep the value close to 2 in all layers. The average density
of the layers is controlled by another parameter called degree multiplier. Roughly increasing the
degree multiplier by 1 corresponds to an increase of 2% of maximum degree in the degree density
per layer. As an example if we have 500 nodes in a layer, then a degree multiplier of 3 corresponds
to average degree density of per layer being 500× 0.06 = 30.
6.6.1 Methods compared
In our simulations we compare the performance of three algorithms from the two proposed methods
along with a number of baseline and other available methods. We summarize below the methods
we compare.
• VarEM: The variational EM algorithm for computing approximate MLE in RESBM
• Co-Spectral: The two-step co-regularized spectral clustering with conditional MLE.
• Co-OSNTF: The two-step co-regularized orthogonal non-negative matrix tri-factorization
with conditional MLE.
• Ind. Spectral: Spectral clustering in each layer performed independently [135]. This
method is used only for the comparison on performance in individual layers.
• Mean Spectral: Spectral clustering of the mean adjacency matrix [67, 123].
• SpectralK: The spectral kernel method for mean community detection [123], which is similar
to the module allegiance matrix technique in [23].
• MLSBM: The variational EM algorithm in MLSBM [67, 120, 9]. This method is used only
for comparison in terms of mean putative community assignments.
In our comparisons we also include an estimate for the T matrix obtained by using Ind. Spectral
in the individual layers and SpectralK for the mean community assignments.
Note that a number of the above mentioned methods use the k-means algorithm at some point
during their execution. With the usual implementation of the k-means algorithm available in
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common softwares, one needs to run the k-means algorithm multiple times with different starting
clusters and take the solution that minimizes the k-means objective function.
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Figure 6.2: Performance of of various methods across three metric, (a) Average clustering per-
formance across all layers (in NMI), (b) performance in detecting the mean community structure
(in NMI) and (c) accuracy in estimating the transition probability matrix (in Frobenius norm)
with increasing variation factor from 0.05 to 0.40. The number of nodes is 500, the number of
communities is 3, the number of layers is 5 and the average degree per layer is 40.
6.6.2 Increasing variation across layers
Our first simulation setup fixes n at 500, M at 5 and k at 3, and the average degree in each layer
at 40 (which is about 8% degree density), while it varies the variation factor across the layers
from 0.05 to 0.40, in steps of 0.05. Figure 6.2 shows the results of this simulation across the three
aforementioned metrics of comparison.
We note that the performance of all methods except Ind. Spectral in terms of community
detection in individual layers steadily falls as the variation factor increases. This is because with
increasing variation factor the layers are increasingly dissimilar and hence information sharing
across layers does not improve performance as much as it does for low variation factor. The VarEM,
consistently outperform all other methods in this metric, while the performance of Co-Spectral and
Co-OSNTF trails closely. The Ind. Spectral does not share information across layers and hence
is agnostic to variation factor. Consequently, although it gives inferior performance initially, its
performance almost catches up with Co-Spectral and Co-OSNTF with increasing variation factor.
Assuming the same community structure in all layer and using the community assignments obtained
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from Mean Spectral for all layers give considerably worse performance, especially when the variation
factor is large since the layers get very dissimilar.
For the mean putative community assignments all methods, except MLSBM behaves similarly.
The two step methods (Co-Spectral and Co-OSNTF), and SpectralK slightly outperform VarEM
in this case. While the performance of all methods falls with increasing variation factor, the fall
is slightly steeper for Mean Spectral as compared to the two step methods. Finally the estimate
of T is most accurate with VarEM and stays almost flat with increasing variation factor. The
performance of Co-Spectral is poor initially at low variation factor but quickly improves as the
variation factor increases. The performance of Co-OSNTF is slightly worse than that of VarEM
and also stays flat with increasing variation factor. The estimate of T from the combination of Ind
Spectral and SpectralK (labeled by SpectralK in the Figure 6.2(c)) performs poorly compared to
the other three methods throughout.
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Figure 6.3: Performance of of various methods across three metric, (a) Average clustering perfor-
mance across all layers (in NMI), (b) performance in detecting the mean community structure (in
NMI) and (c) accuracy in estimating the transition probability matrix (in Frobenius norm) with
increasing number of layers from 5 to 25. The number of nodes is 300, the number of communities
is 3, the average degree per layer is 25, and the variation factor is 0.20.
6.6.3 Increasing number of layers
This simulation is to assess the effect of increasing number of layers on the performance of the
methods. We fix the number of nodes at 300, the number of communities at 3, the average degree
per layer at 25 (about 8% degree density), and the variation factor at 0.20, while we vary the number
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of layers from 5 to 25. The three plots in Figure 6.3 display the results on the three metrics of
comparison. The VarEM outperforms all competing methods in terms of average performance
in the individual layers (Figure 6.3a) and the accuracy of estimating the T matrix (Figure 6.3c).
However, it under-performs in estimating the mean community assignments as compared to Mean
Spectral, SpectralK, Co-Spectral and Co-OSNTF (Figure 6.3b). Among the two step algorithms
the newly proposed Co-OSNTF performs better than Co-Spectral algorithm in estimating both
the mean community assignment and T matrix, while remaining competitive with Co-Spectral in
layer-wise performance. The SpectralK algorithm is competitive to Co-Spectral in detecting the
mean community structure. However its layer-wise counterpart, the Ind. Spectral performs poorly
in detecting the layer-wise community structures and consequently the estimates of T derived from
a combination of Ind. Spectral and SpectralK are also less accurate compared to other methods.
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Figure 6.4: Performance of of various methods across three metric, (a) Average clustering perfor-
mance across all layers (in NMI), (b) performance in detecting the mean community structure (in
NMI) and (c) accuracy in estimating the transition probability matrix (in Frobenius norm) with
increasing average degree per layer from 30 to 70. Number of nodes is 500, number of communities
is 3, number of layers is 5 and the variation factor is 0.20.
6.6.4 Increasing degrees
In the last simulation experiment we fix the number of nodes at 500, the number of communities at
3, the number of layers at 5, and the variation factor at 0.20, while we vary the average degree per
layer from 30 to 70 (about 6% to 14% degree density). The results of this simulation for the three
metrics are displayed in Figure 6.4. Similar to the previous cases, the VarEM performs the best in
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individual layers but is outperformed by a number of methods in the mean community structure.
As with the previous cases the Co-Spectral and Co-OSNTF outperform SpectralK, Mean Spectral
and MLSBM in mean community structure and outperform Ind. Spectral and Mean Spectral in
layer-wise performance. In terms of estimating the T matrix, the performance of Co-OSNTF,
Co-Spectral and VarEM are similar and superior to that of Ind. Spectral - SpectralK combination.
6.6.5 Performance of hypothesis testing procedures on synthetic networks
We next numerically compare the Sine tests and MUV tests using the estimates from the various
methods developed in this chapter in a hypothesis testing problem on synthetic networks generated
from the RESBM. This comparison will help us choose both the test statistic we should use as well
as the method we should use to compute the test statistics in real networks. We generate two
samples of size 20 and 25 from a RESBM with 100 nodes, 3 communities and a T matrix whose
diagonal elements are 0.8 and the off diagonal elements are 0.2. Hence there is a 20% chance
that a node will not retain its Z¯ community in Z(m). The putative mean community assignment
matrices for the two populations Z¯A and Z¯B are changed from being identical to being different
in approximately 30% of nodes at intervals of 5%. A good test should not detect any difference
either at network level or node level when the samples come from the same population RESBM,
but detect differences as the populations from which the samples are drawn differ. The results from
the network level tests are presented in Table 6.1 and those from the node level tests are presented
in Table 6.2.
First we note from Table 6.1 that MUV tests generally perform better than the Sine tests in
detecting small differences between two populations in these synthetic networks. All the MUV
tests can detect statistically significant difference at the 1% level when the Z¯ matrices differ by 5%
nodes, while all the Sine tests fail to do that. When the Z¯ matrices differ by 10% nodes, all MUV
tests are significant, while only two Sine tests (VarEM and Co-OSNTF) are significant at 1% level.
We also note that all tests correctly give a large p-value when there is no difference between the
Z¯ matrices. All tests also give a statistically significant p-value when the matrices differ by more
than 20%, which is the amount by which each network community structure is expected to differ
from its group mean.
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Table 6.1: Network level tests: p-values of various test statistics on two synthetic network samples
of size 20 and 25 drawn from a 100-node, 3-community RESBM. The columns represent results for
different fraction of nodes that were changed to obtain the second Z¯ from the first. 10000 resamples
was used to compute the p-values, a * indicates significant at 1% level
Test statistic 0 0.05 0.10 0.15 0.20 0.25 0.30
Sine test (VEM) 0.6939 0.0813 0.0001* 0.0015* 0.0000* 0.0001* 0.0001*
Sine test (Co-Spectral) 1.0000 0.2282 0.0153 0.0000* 0.0001* 0.0005* 0.0004*
Sine test (Co-OSNTF) 0.2552 0.0865 0.0100* 0.0003* 0.0014* 0.0208 0.0107
Sine test (SpecK) 0.3953 0.0385 0.0294 0.0004* 0.0002* 0.0005* 0.0005*
Sine test (Agg) 0.2743 0.4380 0.0353 0.0014* 0.0004* 0.0054* 0.0004*
MUV test (VEM) 0.6797 0.0013* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000*
MUV test (Co-Spectral) 0.3437 0.0087* 0.0021* 0.0000* 0.0000* 0.0000* 0.0000*
MUV test(Co-OSNTF) 0.1316 0.0051* 0.0012* 0.0000* 0.0000* 0.0000* 0.0000*
MUV test (SpecK) 0.2341 0.0037* 0.0061* 0.0000* 0.0000* 0.0000* 0.0000*
Table 6.2 clearly shows the lack of power of Sine tests to detect node level differences. None of
the Sine tests succeeded to detect any node level differences that survived the multiple comparison
corrected p-value threshold of 0.05 FWER, 0.05 FDR or 0.10 FDR. We note that all MUV pro-
cedures correctly fail to detect any node-level differences when no nodes were changed. However,
the procedures start and continue to make errors as the number of nodes changed increases from 0
to 12, but then quickly reduce to almost no error as the number of nodes changed increases from
23 to 32. Among the MUV tests, both the Variational EM based test and the Co-OSNTF based
test perform particularly well. Moreover, the Co-OSNTF test detects all the node-level differences
correctly when the number of nodes is 23 or more. We note that switching from 0.05 FDR to 0.10
FDR does not increase the number of false positives much but improves performance especially
when the number of nodes truly changed is low. Based on the observations from the performance
of the competing methods and test statistics on this synthetic network, we recommend the MUV
test with variational EM and Co-OSNTF as the two best performing tests.
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Table 6.2: Performance of node level tests (total errors and false positives) on testing between two
samples of synthetic networks of size 20 and 25 drawn from a 100-node, 3-community RESBM: (a)
at 0.05 FWER threshold, (b) at 0.05 FDR threshold and (c) at 0.10 FDR threshold. Number of
nodes changed is the actual number of nodes whose mean putative community assignment varied
between the two groups.
False positives Total errors
Number of nodes changed 0 6 7 12 23 24 32 0 6 7 12 23 24 32
Sine test (VEM) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-Spectral) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-OSNTF) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (SpecK) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
MUV test (VEM) 0 0 0 1 1 5 2 0 4 4 10 7 5 2
MUV test (Co-Spectral) 0 0 0 1 0 1 1 0 6 7 12 2 1 1
MUV test(Co-OSNTF) 0 0 0 1 0 0 0 0 5 7 9 0 0 0
MUV test (SpecK) 0 0 0 1 0 2 1 0 5 6 12 2 2 2
(a) At 0.05 Family-wise error rate threshold.
False positives Total errors
Number of nodes changed 0 6 7 12 23 24 32 0 6 7 12 23 24 32
Sine test (VEM) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-Spectral) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-OSNTF) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (SpecK) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
MUV test (VEM) 0 0 2 1 1 5 2 0 4 5 4 3 5 2
MUV test (Co-Spectral) 0 0 0 1 0 1 1 0 6 7 10 0 1 1
MUV test(Co-OSNTF) 0 0 0 1 0 0 0 0 5 7 7 0 0 0
MUV test (SpecK) 0 0 0 1 0 2 1 0 5 6 11 1 2 1
(b) At 0.05 False Discover Rate threshold.
False positives Total errors
Number of nodes changed 0 6 7 12 23 24 32 0 6 7 12 23 24 32
Sine test (VEM) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-Spectral) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (Co-OSNTF) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
Sine test (SpecK) 0 0 0 0 0 0 0 0 6 7 12 23 24 32
MUV test (VEM) 0 0 2 1 1 5 2 0 4 4 4 2 5 2
MUV test (Co-Spectral) 0 0 0 2 0 1 1 0 6 7 6 0 1 1
MUV test(Co-OSNTF) 0 0 0 1 0 0 0 0 5 2 5 0 0 0
MUV test (SpecK) 0 0 0 1 0 2 1 0 5 6 8 0 2 1
(c) At 0.10 False Discover Rate threshold.
206
6.7 Application to a resting state fMRI neuroimaging study on
schizophrenia
In this chapter we have developed methods for multi-subject network analysis and comparison
between groups of networks. In fMRI studies often one of these groups is a group of patients diag-
nosed with a certain disease and the other group is that of healthy controls. Several authors have
uncovered intrinsic module structures in the functional organization of brain regions through net-
work based analysis of spontaneous neuronal activity in resting state fMRI [69, 106, 128, 183, 110].
The identified modules are consistent with several functionally connected subsystems generating
spontaneous activities, e.g., motor functions, auditory, visual, attention and default mode. In what
follows, we apply our methods to a publicly available dataset from resting state fMRI experiment
performed on subjects diagnosed with schizophrenia along with healthy controls.
6.7.1 COBRE dataset
The dataset we analyze is the COBRE dataset publicly available to download from Interna-
tional Neuroimaging Data-sharing Initiative (INDI, 1000 Functional Connectomes project, http:
//fcon_1000.projects.nitrc.org/indi/retro/cobre.html), that consists of anatomical MR
and resting state functional MR scans from 72 patients diagnosed with schizophrenia and 75
healthy controls with ages ranging from 18 to 65 years. A detailed description of experimental
conditions and equipment is available in the aforementioned webpage. Network analysis is a key
tool employed in analysis of functional connectivity in fMRI based experiments on schizophrenia
[101, 98, 10, 182, 161, 163, 5, 4]. Analysis of modular organization (community structure) of brain
networks is of particular importance in understanding schizophrenia since it has been hypothesized
that schizophrenia is associated with neurodevelopment and evolution of brain, which in turn is
influenced by modular organization (See [182] and references therein).
We used an automated preprocessing pipeline (SPM’s default preprocessing pipeline for vol-
ume based analyses) implemented in Matlab toolbox CONN [175] with parameters similar to earlier
studies in [101, 10]. In particular the steps included, deleting first three volumes, correcting for head
motion by functional realignment and unwarping, functional slice timing correction, functional and
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structural image co-registration, structural segmentation and normalization, and functional normal-
ization to the standard Montreal Neurological Institute (MNI) space, functional outlier detection,
spatial smoothing with a Gaussian kernel with 6mm full width at half maximum (FWHM). Tem-
poral filtering was performed with a high pass filter with cutoff at 0.008 Hz. The regions of interest
(ROI) were determined from a whole brain image percellation into anatomically defined regions
described in the Automated Anatomical Labeling (AAL) atlas [159]. We exclude the cerebellum
and vermis, and concentrate on the remaining 90 cortical and subcortical ROIs, similar to previous
studies [69, 101, 10]. Mean ROI time series was obtained for each of the ROIs by averaging the
time series in the voxels within the ROI.
Table 6.3: Average modularity and average number of communities detected by modularity max-
imization (Spinglass and Louvain methods) in the two groups of subjects for different thresholds.
The columns of p-value indicate p-value obtained from Welch two sample t-test for difference in
means. A * indicates statistically significant at 5% level
Threshold Modularity Classes
Controls Patients p-value Controls Patients p-value
0.1 0.0690 0.0667 0.0015* 3.50 3.47 0.1972
0.2 0.1616 0.1556 0.0026* 4.20 4.23 0.5937
0.25 0.2213 0.2140 0.0176* 4.74 4.66 0.4466
0.3 0.2814 0.2717 0.0483* 5.35 5.14 0.1681
0.4 0.4681 0.4425 0.0263* 12.40 10.91 0.0291*
0.5 0.6576 0.6204 0.0282* 38.83 35.38 0.0903
To compute functional connectivity among the ROIs, we first decompose the mean time series
in each ROI to a 4 scale maximal overlap discrete wavelet transform [125], and then take the
second scale which roughly corresponds to the frequency range 0.060-0.125 Hz. A ROI to ROI
correlation matrix is subsequently constructed from the pairwise correlations among this scale 2
wavelet transformed time series. The second scale of the wavelet transformation is chosen to strike
a balance between minimizing the impact of physiological noise that might confound the higher
frequencies and not having enough samples to compute correlation matrix in lower frequency ranges
[101, 10, 4]. Binary correlation matrices were created for each subject in either case through
thresholding at six levels, 0.1, 0.2, 0.25, 0.3, 0.4, and 0.5 resulting in graphs of different connection
densities. The average of modularity values and number of communities detected from modularity
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(a) Co-Spectral: controls (b) Co-Spectral: patients
(c) Co-OSNTF: controls (d) Co-OSNTF: patients
(e) VarEM: controls (f) VarEM: patients
Figure 6.5: Group putative community structure of resting state network based on AAL ROIs in
(a, c, e) healthy controls, and (b, d, f) patients with schizophrenia. Nodes are colored according
to their group putative community obtained from the following methods: Co-Spectral for the first
row (a, b), Co-OSNTF for the second row (c, d) and VarEM for the third row (e, f).
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maximization using spin-glass [132] and Louvain algorithms [20] applied to the individual subject
networks for controls and patients are presented in Table 6.3 for each of these thresholds. The table
also contains p-values from Welch two sample t-test. From Table 6.3, it is clear that the control
group has significantly (at the 5% level) higher modularity value as compared to the patient group
irrespective of our choice of threshold. The average number of communities detected in each of
the groups is not significantly different except at the threshold of 0.4. Both these observations in
terms of modularity and number of communities are consistent with previously reported results in
the context of childhood-onset schizophrenia [4]. We primarily focus our analysis on the threshold
of 0.2, and use the other thresholds for a robustness study. Although [4] has shown that group
differences in both modularity value and modular organization becomes more pronounced at higher
values of the threshold, we use a smaller value since at higher values the network divides into too
many communities which are difficult to interpret and visualize.
Table 6.4: Nodes of Interest: Nodes which are significant at 0.1 FDR correction.
Node Uncorrected FDR corrected FWER Holm’s method
Pallidum.L 0.0004 0.0360 0.0360
Amygdala.R 0.0020 0.0774 0.1780
Pallidum.R 0.0035 0.0774 0.3080
Putamen.L 0.0039 0.0774 0.3393
Thalamus.L 0.0043 0.0774 0.3698
Co-Spectral: Network level p-value: 0.0105
Node Uncorrected FDR corrected FWER Holm’s method
Caudate.R 0.0013 0.0742 0.1170
Temporal.Pole.Sup.L 0.0017 0.0742 0.1513
Hippocampus.R 0.0031 0.0742 0.2728
Pallidum.L 0.0033 0.0742 0.2871
Co-OSNTF: Network level p-value: 0.0042
Note that the methods developed in this chapter require the number of communities to be
supplied as input. We obtain the number of communities in each case from the average number of
communities detected in Table 6.3. For the threshold of 0.2, we observe that the average number of
communities in both groups is about 4. Hence we fit RESBMs with 4 communities to the networks
from the control group and patient group subjects using both the variational EM and the two-step
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methods. The group putative community structure obtained for each group from each of the three
methods is illustrated on a brain surface template in Figure 6.5 using the BrainNet Viewer software
(http://www.nitrc.org/projects/bnv/) [176]. We first note that community structure for the
control group from Co-Spectral and Co-OSNTF almost agree with each other and the four modules
obtained roughly match the consistent mouldes detected in resting state in [110]. Specifically, in the
control group our modules blue (module 1), red (module 2), yellow (module 3) and green (module
4) are roughly equivalent to [110]’s default mode module, basal ganglia module, visual module
and sensory/motor module respectively. For both Co-Spectral and Co-OSNTF the red group in
controls gets disrupted and nodes belonging to the module get distributed to the yellow, green and
blue modules indicating disruption of the functional cohesion of these nodes. The blue module
in controls gets divided into two modules in patients, while the yellow and green groups remain
relatively intact. To statistically test the disruption in community structure we compute the p-
values for the MUV test with 10000 permutation resamples. In both Co-Spectral and Co-OSNTF,
the MUV test rejects the null hypothesis of no difference in the community structure between the
controls and patients with p-values of 0.0102 and 0.0042 respectively (Table 6.4. The node level
MUV test with Co-Spectral and Co-OSNTF found a number of ROIs to be statistically significantly
altered at 0.1 FDR corrected p-values, which we call nodes of interest in Table 6.4. In case of Co-
Spectral all the ROIs and in case of Co-OSNTF all of the ROIs except Temporal.Pole.Sup.L belong
to the red module as can be seen from Figure 6.5.
It is also crucially important to understand the variability of the different modules in the group
putative community structure across the different subjects within the group. It can be assessed
through the estimated transition matrices for control and patient groups in our model as well as a
module consistency matrix that measures the fraction of subjects for which two nodes or ROIs are
in the same community. The module consistency matrix is similar to the module allegiance matrix
in [23] and Scaled Inclusivity measure in [148, 110]. Figure 6.7 displays the metrics for the results
from VarEM method. In Figure 6.7 (a) and (b) the ROIs are sorted according to their community
label in increasing order (i.e., module 1 in bottom left corner and module 4 in top right corner).
In Figure 6.7 (c) and (d), the 4× 4 module transition matrix is plotted with the putative modules
arranged from 1 to 4 along the row and column. From Figure 6.7 it is clear that the module
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(a) Controls (b) Patients
Figure 6.6: A visualization of the group putative community structure in healthy controls and
patients.
structure is more consistent in controls than in patients. The patients show greater variability in
the functional connectivity between any two regions leading them to be classified into different
modules more often than controls. In particular, it can be seen from both the metrics in Figure 6.7
that the yellow module (modulet 3) is highly consistent in controls as has been observed in many
previous resting state studies ([110] and references therein), however, in patients it is much less
consistent.
To better understand the community structure for the entire group we visualize the structure
obtained from Co-OSNTF algorithm with the help of two measures: module consistency and mean
connectivity in Figure 6.8. While the community structure is the same (the group putative com-
munity structure for controls and patients), the edges in Figure 6.8 (a) represent the fraction of
subjects for which two nodes are in the same community. The edges in Figure 6.8 (b) represent the
average connectivity between two nodes across all subjects. In both cases the edges are thresholded
at a certain level (i.e., the edge appears if the quantity it represents exceeds a certain value) and
are weighted, with thicker edges representing larger values. Similar to their observation, we also
have the visual module (yellow colored) containing both the primary and secondary visual cortices
as the most consistent module. We also observe that this module is relatively consistent in patients
as well confirming observation from previous studies [182]. The red colored module in the control
group which roughly corresponds to the default mode network in [110] is split in two parts with
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(a) Controls (b) Patients (c) Controls (d) Patients
Figure 6.7: Stability of the group putative community assignments for VarEM : (a) and (b) are
the matrices with elements as fraction of subjects for which two nodes (ROIs) are in the same
community sorted according to the putative community structure for healthy controls and patients
respectively; (c) and (d) are the estimated transition matrices among modules for healthy controls
and patients respectively.
(L) Controls (R) Patients (L) Controls (R) Patients
(a) Module consistency (b) Mean connectivity
Figure 6.8: Group putative community structure of resting state network from Co-OSNTF. In (a)
the edges represent fraction of subjects for which two nodes are in the same community with a
threshold of 0.40, while in (b) the edges represent the average connectivity (correlation) between
two nodes across all subjects with a threshold of 0.50. In each case nodes are colored according to
their group putative community in (L) Controls and (R) Patients.
some nodes being part of another module. From Figure 6.8 (a) it is clear that the blue group in
controls is split in two groups in patients (blue and red) which are almost disjoint in terms module
consistency thresholded at 0.40. The nodes in the red group in controls have lost the tendency
to be grouped together in the patients and different nodes are more consistently grouped with
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different modules. The nodes that belonged to the yellow and green groups in controls appear to
be unchanged in their co-module relation with the rest of the network.
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