simultaneous change of all the mentioned parameters. Finally, the performance of NARX-MPC is compared with a PID controller that is tuned using internal model control technique (IMC-PID).
Batch esterification reactor
The synthesis of Citronellyl laurate involved an exothermic process where Citronellol reacted with Lauric acid to produce Citronellyl Laurate and water.
Fig. 1. Schematic represent esterification of Citronellyl laurate
The esterification process took place in a batch reactor where the immobilized lipase catalyst was mixed freely in the reactor. A layout of the batch esterification reactor with associated heating and cooling configurations is shown in Fig.2 . Typical operating conditions were 310K and 1 bar. The reactor temperature was controlled by manipulating the water flowrate within the jacket. The reactor's temperature should not exceed the maximal temperature of 320K, due to the temperature sensitivity of the catalysts (Yadav & Lathi, 2004; Serri et. al., 2006; Zulkeflee & Aziz, 2007) . The reactor's temperature control can be achieved by treating the limitation of the jacket's flowrate, Fj, which can be viewed as a state of the process and as the constraint control problem. The control strategy proposed in this paper was designed to meet the specifications of the laboratory scale batch reactor at the Control Laboratory of School of Chemical Engineering, University Sains Malaysia, which has a maximum of 0.2 L/min limitation on the jacket's flowrate. Therefore, the constraint of the jacket's flowrate will be denoted as F jmax = 0.2 L/min. The fundamental equations of the mass and energy balances of the process are needed to generate data for empirical model identification. The equations are valid for all ∈[ , ∞]. The reaction rate and kinetics are given by (Yadav & Lathi, 2004; Serri et. al., 2006; Zulkeflee & Aziz, 2007) 
where , , and are concentrations (mol/L) of Lauric acid, Citronellol, Citronellyl laurate and water respectively; r max (mol l -1 min -1 g -1 of enzyme) is the maximum rate of reaction, K Ac (mol l -1 g -1 of enzyme), K Al (mol l -1 g -1 of enzyme) and K i (mol l -1 g -1 of enzyme) are the Michealis constant for Lauric acid, Citronellol and inhibition respectively; , and are the pre-exponential factors (L mol/s) for inhibition, Lauric acid and Citronellol respectively; , and are the activation energy (J mol/K) for inhibition, acid lauric and Citronellol respectively; R is the gas constant (J/mol K). The reactor can be described by the following thermal balances (Aziz et al., 2000) :
where T r (K) , T j (K) and T jin is reactor, jacket and inlet jacket temperature respectively; ∆ (kJ/mol) is heat of reaction; V(l) and V j (l) is the volume of the reactor and jacket respectively; , , and are specific heats (J/mol K) of Lauric acid, Citronellol, Citronellyl laurate and water respectively; is the water density (g/L) in the jacket; is 
NARX model
The Nonlinear Autoregressive with Exogenous inputs (NARX) model is characterized by the non-linear relations between the past inputs, past outputs and the predicted process output and can be delineated by the high order difference equation, as follows: , are the coefficients of the nonlinear cross terms. Eq. 12 can be written in matrix form:
where
The Eq. 13 can alternatively be expressed as: and can be simplified as:
Finally, the solution of the above identification problem is represented by
The procedures for a NARX model identification is shown in Fig. 3 . This model identification process includes: 
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• Identification pre-testing: This study is very important in order to choose the important controlled, manipulated and disturbance variables. A preliminary study of the response plots can also gives an idea of the response time and the process gain.
• Selection of input signal: The study of input range has to be done, to calculate the maximal possible values of all the input signals so that both inputs and outputs will be within the desired operating conditions range. The selection of input signal would allow the incorporation of additional objectives and constraints, i.e. minimum or maximum input event separations which are desirable for the input signals and the resulting process behavior.
• Selection of model order: The important step in estimating NARX models is to choose the model order. The model performance was evaluated by the Means Squared Error (MSE) and Sum Squared Error (SSE).
• Model validation: Finally, the model was validated with two sets of validation data which were unseen independent data sets that are not used in NARX model parameter estimation. The details of the identification of NARX model for the batch esterification can be found at Zulkeflee & Aziz (2008) .
MPC algorithm
The conceptual structure of MPC is depicted in Fig. 4 . The conception of MPC is to obtain the current control action by solving, at each sampling instant, a finite horizon open-loop optimal control problem, using the current state of the plant as the initial state. The desired objective function is minimized within the optimization method and related to an error function based on the differences between the desired and actual output responses. The first optimal input was actually applied to the plant at time t and the remaining optimal inputs were discarded. Meanwhile, at time t+1, a new measurement of optimal control problem was resolved and the receding horizon mechanism provided the controller with the desired feedback mechanism (Morari & Lee, 1999; Qin & Badgwell, 2003; Allgower, Findeisen & Nagy, 2004) .
Fig. 4. Basic structure of Model Predictive Control
A formulation of the MPC on-line optimization can be as follows: 
Where P and M is the length of the process output prediction and manipulated process input horizons respectively with P ≤ M. [ + | ] ,… is the set of future process input values. The vector is the weight vector . The above on-line optimization problem could also include certain constraints. There can be bounds on the input and output variables:
It is clear that the above problem formulation necessitates the prediction of future outputs
In this NARX model, for k step ahead:
The error e(t):
The prediction of future outputs: 
The above optimization problem is a nonlinear programming (NLP) which can be solved at each time t. Even though the input trajectory was calculated until M-1 sampling times into the future, only the first computed move was implemented for one sampling interval and the above optimization was repeated at the next sampling time. The structure of the proposed NARX-MPC is shown in Fig. 5 . In this work, the optimization problem was solved using constrained nonlinear optimization programming (fmincon) function in the MATLAB. A lower flowrate limit of 0 L/min and an upper limit of 0.2 L/min and a lower temperature limit of 300K and upper limit of 320K were chosen for the input and output variables respectively. In order to evaluate the performance of NARX-MPC controller, the NARX-MPC has been used to track the temperature set-point at 310K. For the set-point change, a step change from 310K to 315K was introduced to the process at t=25 min. For load change, a disturbance was implemented with a step change (+10%) for the jacket temperature from 294K to 309K. 
Results

NARX model identification
The input and output data for the identification of a NARX model have been generated from the validated first principle model. The input and output data used for nonlinear identification are shown in Fig. 6 . The minimum-maximum range input (0 to 0.2 L/min) under the amplitude constraint was selected in order to achieve the most accurate parameter to determine the ratio of the output parameter. For training data, the inputs signal for jacket flowrate was chosen as multilevel signal. Different orders of NARX models which was a mapping of past inputs (n u ) and output (n y ) terms to future outputs were tested and the best one was selected according to the MSE and SSE criterion. Results have been summarized in Table 2 . From the results, the MSE and SSE value decreased by increasing the model order until the NARX model with n u =1 and n y = 2. Therefore, the NARX model with n u =1 and n y = 2 was selected as the optimum model with MSE and SSE equal to 0.0025 and 0.7152 respectively. The respective graphical error of identification for training and validation of estimated NARX model is depicted in Fig. 7 .
NARX-MPC
The identified NARX model of the process has been implemented in the MPC algorithm. Agachi et al., (2007) proposed some criteria to select the significant tuning parameters (prediction horizon, P; control horizon, M; penalty weight matrices w k and r k ) for the MPC controller. In many cases, the prediction (P) and control horizons (M) are introduced as P>M>1 due to the fact that it allows consequent control over the variables for the next future cycles. The value of weighting (w k and r k ) of the controlled variables must be large enough to minimize the constraint violations in objective function. Tuning parameters and SSE values of the NARX-MPC controller are shown in Table 3 . Based on these results, the effect of changing the control horizon, M for M: 2, 3, 4 and 5 indicated that M=2 gave the smallest error of output response with SSE value=424.04. From the influence of prediction horizon, P results, the SSE value was found to decrease by increasing the number of prediction horizon until P=11 with the smallest SSE value = 404.94. SSE values shown in Table 3 demonstrate that adjusting the elements of the w k and r k weighting matrix can improve the control performance. The value of w k = 0.1 and r k = 1 had resulted in the smallest error with SSE=386.45. Therefore, the best tuning parameters for the NARX-MPC controller were P=11; M=2; w k = 0.1 and r k = 1. The responses obtained from the NARX-MPC and the IMC-PID controllers with parameter tuning, K c =8.3; T I =10.2; T D =2.55 (Zulkeflee & Aziz, 2009 ) during the set-point tracking are shown in Fig. 8 . The results show that the NARX-MPC controller had driven the process output to the desired set-point with a fast response time (10 minutes) and no overshoot or oscillatory response with SSE value = 386.45. In comparison, the output response for the unconstrained IMC-PID controller only reached the set-point after 25 minutes and had shown smooth and no overshoot response with SSE value = 402.24. However, in terms of input variable, the output response for the IMC-PID controller has shown large deviations as compared to the NARX-MPC. Normally, actuator saturation is among the most conventional and notable problem in control system designs and the IMC-PID controller did not take this into consideration. Concerning to this matter, an alternative to set a constraint value for the IMC-PID manipulated variable has been developed. As a result, the new IMC-PID control variable with constraint had resulted in higher overshoot with a settling time of about 18 minutes with SSE=457.12. With respect to the conversion of ester, the implementation of the NARX-MPC controller led to a higher conversion of Citronellyl laurate (95% conversion) as compared to the IMC-PID, with 90% at time=150min (see Fig. 9 ). Hence, it has been proven that the NARX-MPC is far better than the IMC-PID control scheme. With a view to set-point changing (see Fig. 10 ), the responses of the NARX-MPC and IMC-PID for set-point change have been varied from 310K to 315K at t=25min. The NARX-MPC was found to drive the output response faster than the IMC-PID controller with settling time, t= 45min and had shown no overshoot response with SSE value = 352.17. On the other hand, the limitation of input constraints for IMC-PID was evidenced in the poor output response with some overshoot and longer settling time, t= 60min (SSE=391.78). These results showed that NARX-MPC response controller had managed to cope with the set-point change better than the IMC-PID controllers. Fig. 11 shows the NARX-MPC and the IMC-PID responses for 10% load change (jacket temperature) from the nominal value at t=25min. The NARX-MPC was found to drive the output response faster than the IMC-PID controller. As can be seen in the lower axes of Fig  9, the input variable response for the IMC-PID had varied extremely as compared to the input variable from NARX-MPC. From the results, it was concluded that the NARX-MPC controller with SSE=10.80 was able to reject the effect of disturbance better than the IMC-PID with SSE=32.94. The performance of the NARX-MPC and the IMC-PID controllers was also evaluated under a robustness test associated with a model parameter mismatch condition. The tests were;
OPTIMIZER PLANT y sp (t) y(t)
• Test 1: A 30% increase for the heat of reaction, from 16.73 KJ to 21.75 KJ. It represented a change in the operating conditions that could be caused by a behavioral phase of the system.
• Test 2: Reduction of heat transfer coefficient from 2.857 J/s m 2 K to 2.143 J/s m 2 K, which was a 25 % decrease. This test simulated a change in heat transfer that could be expected due to the fouling of the heat transfer surfaces.
• Test 3: A 50% decrease of the inhibition activation energy, from 249.94 J mol/K to 124.97 J mol/K. This test represented a change in the rate of reaction that could be expected due to the deactivation of catalyst.
• Test 4: Simultaneous changes in heat of reaction, heat transfer coefficient and inhibition activation energy based on previous tests. This test represented the realistic operation of an actual reactive batch reactor process which would involve more than one input variable changes at one time. Fig.12-Fig.15 have shown the comparison of both IMC-PID and NARX-MPC control scheme's response for the reactor temperature and their respective manipulated variable action for robustness test 1 to test 4 severally. As can be seen in Fig. 12-Fig. 15 , in all tests, the time required for the IMC-PID controllers to track the set-point is greater compared to the NARX-MPC controller. Nevertheless, NARX-MPC still shows good profile of manipulated variable, maintaining its good performance. The SSE values for the entire robustness test are summarized in Table 4 . These SSE values shows that both controllers manage to compensate with the robustness. However, the error values indicated that the NARX-MPC still gives better performance compared to the both IMC-PID controllers. 
Conclusion
In this work, the NARX-MPC controller for the Batch Citronellyl Laurate Esterification Reactor has been developed. The validated first principle model was used as a process model to generate data required for NARX model identification. The NARX model with n u =1 and n y = 2 was chosen since it gave the best performance with MSE and SSE equal to 0.0025 and 0.7152 respectively. Finally, the performances of the NARX-MPC controller were evaluated for set-point tracking, set-point change, load change and robustness test. For all cases, the developed controller strategy (NARX-MPC) has been proven to perform well in controlling the temperature of the batch esterification reactor, as compared to the IMC-PID controllers.
