Abstract-A dynamic reservation time division multiple access (DR-TDMA) control protocol that extends the capabilities of asynchronous transfer mode (ATM) networks over the wireless channel is proposed in this paper. DR-TDMA combines the advantages of distributed access and centralized control for transporting constant bit rate (CBR), variable bit rate (VBR), and available bit rate (ABR) traffic efficiently over a wireless channel. The contention slots access for reservation requests is governed by the framed pseudo-Bayesian priority (FPBP) Aloha protocol that provides different access priorities to the control packets in order to improve the quality-of-service (QoS) offered to time sensitive connections. DR-TDMA also features a novel integrated resource allocation algorithm that efficiently schedules terminals' reserved access to the wireless ATM channel by considering their requested bandwidth and QoS. Integration of CBR, voice, VBR, data, and control traffic over the wireless ATM channel using the proposed DR-TDMA protocol is considered in this paper. Simulation results are presented to show that the protocol respects the required QoS of each traffic category while providing a highly efficient utilization of approximately 96% for the wireless ATM channel.
A major issue related to the realization of WATM networks is the selection of a medium access control (MAC) protocol that will efficiently and equitably allocate the scarce and valuable radio medium among the competing mobile stations while respecting the quality-of-service (QoS) requirements of each admitted connection. For compatibility with the wired ATM network, the WATM MAC protocol must support the standard ATM service classes: constant bit rate (CBR), variable bit rate (VBR), and available bit rate (ABR) traffic. In the past years, several projects have developed MAC protocols for wireless ATM networks [3] [4] [5] [6] [7] [8] [9] [10] , and most of these protocols are designed to support multimedia ATM traffic. Among the known allocation algorithms for WATM, we can underline the protocols presented in [5] , [8] [9] [10] as being the most complete and efficient. In [5] and [10] , the proposed allocation algorithms require an explicit transmission of the current requirement of each active connection from the mobile to the base station. This produces a large overhead and results in a throughput reduction. In this paper, we use a novel predictive approach where the base station estimates from a limited number of parameters the current requirements of the connections. A similar predictive approach has been proposed in [9] for VBR traffic. However, with the method that we are proposing in this paper, by forcing the VBR source to be rate-controlled, we are able to significantly increase the performance. Our method also employs a cell control algorithm that complies with the ATM Forum specifications, which has not been accomplished before for the wireless environment. Another area where most of the previously proposed protocols present some pitfalls is related to the random access protocols employed for initial access. They either limit the delay-throughput performance [5] , [8] , [9] or restrict the number of users [10] . Generally they do not offer access priorities between different service classes. In the MAC protocol presented in this paper, we adopt a new random access protocol that allows us to increase the throughput performance while maintaining the required QoS, by enabling appropriate control traffic access priorities for different service classes.
This paper describes the dynamic reservation TDMA (DR-TDMA) MAC protocol that is capable of maintaining a high channel utilization while respecting the QoS requirement of each connection depending on its ATM traffic class. To improve the performance of the protocol, DR-TDMA uses the novel framed pseudo-Bayesian priority (FPBP) Aloha algorithm [11] to manage the access to the control minislots such that contention can be minimized and access priorities can be provided to control packets in order to improve the QoS offered to connections with time sensitive traffic. Moreover, the FPBP protocol dynamically adjusts the number of uplink (mobile to base station) control slots as a function of the traffic load to optimize the channel utilization. A key feature of our DR-TDMA protocol is the bandwidth allocation algorithms used to distribute the bandwidth among the CBR, voice, VBR, data, and control traffic. These include, in particular, an efficient rate-based allocation algorithm for VBR traffic, which incorporates a cell control algorithm to enforce the conformance of a VBR flow with the connection's declared traffic parameters (sustained cell rate, peak cell rate, and burst tolerance). A method to integrate the different allocation algorithms to provide ubiquitous wireless ATM services is described. We present simulation results to illustrate the performance of the DR-TDMA protocol under a wide range of traffic conditions. These results show that the protocol proposed in this paper outperforms, under similar traffic conditions, previous protocols.
The paper is organized as follows. Section II gives an overview of the DR-TDMA protocol. In Section III, the source models are presented. In Section IV, we describe the resource allocation algorithms. An evaluation of DR-TDMA performance by simulations is presented in Section V. Finally, Section VI concludes the paper.
II. DYNAMIC RESERVATION TDMA PROTOCOL

A. Frame Structure
A DR-TDMA protocol is adopted to multiplex multimedia ATM connections over a single time division duplex (TDD) radio channel. Fig. 1 illustrates the frame structure employed by the DR-TDMA protocol. The fixed length DR-TDMA frame is time-duplexed into an uplink and downlink channel and the boundary between these two parts is dynamically adjusted as a function of the traffic load. The downlink and uplink channels are dynamically divided into control and data transmission periods, each consisting of an integer number of slots where each slot has the same length as a data packet. Slots assigned for control purposes are further divided into three control minislots, each carrying a control packet. The base station has absolute control in determining the number of each type of slots during TABLE I DR-TDMA MAC FRAME PARAMETERS a frame period and which mobile stations will receive or send information using the data slots. System parameters adopted for the DR-TDMA protocol are according to the literature [2] , [9] and are summarized in Table I . It should be noted that the only parameters that directly influence the MAC protocol efficiency are: the frame duration, the number of control and data slots per frame, and the ratio of data slot size to control slot size.
B. Protocol Mechanisms
In the uplink channel, control slots provide a communication mechanism for a mobile station to send a reservation request during the contention phase of the connection, while the data slots supply it with contention-free bandwidth resources during the data transmission phase. An uplink control packet is sent whenever a mobile station needs to signal the base station and it does not have an assigned data slot. Uplink control packets provide the base station with the traffic characteristics and source status of the corresponding mobile stations'connections. Uplink control packets are sent in contention-mode according to the FPBP protocol described in Section II.C. This protocol assigns contention access priorities to mobile stations according to the required QoS of their connections. The contention delays of time sensitive control packets are thus reduced. Feedback for the uplink control packets is sent in the downlink control packets in the next frame. Mobile stations which control packets have experienced a collision will repeat the contention process in subsequent frames until they are successful.
After completing the contention procedure, the mobile station can use the data slots assigned by the base station without undergoing further contentions. While a mobile station has access to reserved data slots, traffic parameters and status information, e.g., specifying requirements for additional data slots, can be sent piggybacking on the data packets. The base station will use these traffic parameters to allocate uplink data slots to each reserving station according to the allocation algorithms presented in Section IV. When a connection has successfully sent its request, it enters the data transmission phase and monitors downlink control slots in each subsequent frames to receive its slot assignments, which identify the uplink data slots in the current frame in which the mobile station should send its packets.
C. Contention Access Scheme
In a reservation MAC protocol such as DR-TDMA, before obtaining contention free access to the channel, a mobile must wait for its request packet to be successfully sent to the base station in contention with control packets from other connections. Therefore, the contention phase that a connection goes through before obtaining contention-free packet transmissions has a major effect on the delay QoS of a reservation MAC protocol. As the QoS of some classes of traffic is more sensitive to the contention delay than others, this calls for the design of a contention access scheme that provides a lower contention delay to time sensitive control packets while being adapted to the structure of DR-TDMA. The FPBP protocol described in detail in [11] has been designed to satisfy these requirements, and is employed by mobile stations to access uplink control mini-slots. This protocol is an extension of Rivet's pseudo-Bayesian Aloha stabilization algorithm [12] that provides multiple levels of access priorities and is adapted to the frame structure of DR-TDMA.
We now summarize the control traffic access algorithm. Suppose that control mini-slots are available in frame . is computed each frame using the algorithm presented in Section IV-D. There are different control priority classes with arrival intensities . is the average number of control packet arrivals per frame of priority class from all mobile stations and is computed using a moving time-average of the number of successful uplink control packet transmissions from class per frame. A lower index corresponds to a higher priority class for the control packets.
Let be the number of idle control slots or control slots with successful access, and the number of control slots with collisions in frame . At the beginning of each frame , for each priority class , an estimate of the number of waiting control packets is updated from (the effective priority parameter), and the feedback ( and ) for frame according to the rule [11] :
The effective priority parameter of each class is then computed using the following prorating algorithm [11] :
for (each priority class ) for (each priority class ) Each waiting control packet is then independently transmitted in the uplink control period of frame according to the transmission probability of the priority class it belongs to. Transmission probabilities are computed centrally in the base station as follows: (2) If a control packet is transmitted in a given frame, one of the available uplink control minislots is independently chosen with equal probability for its transmission. Using this algorithm, the control traffic throughput is maintained closed to its optimum value of while high priority control packets enjoy a higher access probability.
III. SOURCE MODELS
The source models presented in this section are not only useful for the performance analysis of the DR-TDMA protocol; the resource allocation algorithm proposed in Section IV is also partially based on the selected source models. The voice and data source models do not require any traffic policing from the transmitting mobile stations. On the other hand, traffic shaping is mandatory for the VBR sources, and allows the implementation of an efficient VBR allocation algorithm which meets the QoS specifications defined by the ATM Forum. The cell control algorithm is similar to what would be required from a VBR source connected to an ATM network, and the source rate control is in conformance with the structure of a typical video coder such as MPEG.
A. Voice Source Model
A voice source generates a signal that follows a pattern of talkspurts separated by silent gaps. A speech activity detector can be used to detect this pattern. Voice packets (cells) are thus transmitted only during periods of speech activity to reduce the traffic and enable statistical multiplexing. Therefore, a voice source can be described by an ON/OFF model: the source alternates between the ON state where the source generates packets at rate , the encoder bit rate, and the OFF state where no packets are generated. Durations of ON and OFF states are modeled by and , respectively. This model is similar to the "slow" speech activity detector model described in [13] , and we have therefore selected the same values for parameters and . A voice source is also characterized by the packetization delay to assemble a packet payload . If a voice packet is not sent within its maximum transfer delay (MTD), it should be dropped. In our voice source model, the MTD is set equal to the packetization delay (i.e., one voice packet is buffered). Table II summarizes the voice source model parameters.
B. Data Source Model
Data sources are represented by a model in which batches of packets (ATM cells) arrive in the mobile station buffer at a certain rate. This model is in accordance with the ATM adaptation layer AAL5 used for ABR and UBR data traffic, which segments packets received from the upper layer into 48-byte ATM cells. It is reasonable to assume that these cells arrive in the data buffer of a mobile station at approximately the same time.
The interarrival time between groups of packets is assumed to be exponentially distributed with mean . The number of packets in each batch arrival is given by , where is gamma distributed with parameters and . Using a random number generator, we find that has a mean approximately given by and a mode value of . We have selected this model instead of the usual geometric model because the latter one has a mode value of one which is not realistic for ATM data traffic. The data parameters used in this paper are presented in Table III .
C. VBR Source Model
A VBR source generates a traffic flow at a rate that varies with time. If the transmission rate varies continuously in an uncontrolled manner, it would require much control traffic from the mobile station to keep the base station updated about the buffer state in the VBR source. Fortunately, real VBR sources such as MPEG video encoders do not generate traffic flows which continuously vary with time. Instead, their bit rates typically vary among a fixed number of possible rates [14] , [15] . Also, a general VBR traffic flow can be rate-controlled using such algorithms as presented in [16] . We therefore consider a discrete rate VBR model that gives the basis for efficient slot scheduling with a minimal amount of control traffic. In this model, the source traffic flow when cell arrives has an instantaneous cell rate , where is the basic source cell rate. After the arrival of cell , the cell arrival rate changes to the value . The above discrete rate VBR model can be modeled mathematically by a superposition of ON/OFF sources, similarly to what was proposed in [17] . Each ON/OFF source alternates between the ON and OFF states. Durations of ON and OFF states are assumed to be exponentially distributed with means and , respectively. Although this mathematical model is not representative of every types of VBR sources, it provides an easy means to evaluate the efficiency of the proposed protocol and demonstrate its properties. It should be stressed that this ON/OFF model is only used for performance evaluation purposes. The allocation algorithm proposed in Section IV-C is, therefore, not based on this ON/OFF model but on the general rate-controlled VBR source model described in the previous paragraph.
When a VBR connection is admitted in the WATM network, it is required to specify the parameters of its traffic flow. Cells that conform to the specified traffic contract receive a high QoS, while nonconforming cells are served on a best-effort basis without any QoS guarantee. Nonconforming cells are not necessarily discarded in order to take advantage of unused resources in the network.
When a packet (cell) arrives from the VBR rate-controlled source, the cell control algorithm shown in Fig. 2 determines if the packet conforms with the VBR traffic parameter. An arriving packet is considered to be in compliance with the specified traffic parameter if, when the packet arrives from the source, there is a token in the guaranteed token pool. In this case, a token is removed from the guaranteed token pool and the packet is tagged as a guaranteed packet and will receive priority service which guarantees a high QoS. Otherwise, the packet is tagged as a best effort packet and will receive a low QoS. Cells are queued in the output buffer until the mobile station receives a slot allocation for their transmissions over the wireless channel. Tokens arrive at a constant rate of and are queued in the guaranteed token pool, which can store a maximum of tokens. Tokens arriving at the guaranteed token pool when it is full are lost. The above cell control algorithm is similar to the virtual scheduling algorithm considered by the ATM Forum [18] . Similarly to voice packets, VBR packets are discarded when they exceed their MTD.
IV. BANDWIDTH ALLOCATION ALGORITHMS
The main objective of a WATM bandwidth allocation algorithm is to efficiently exploit statistical multiplexing while providing the negotiated QoS to each admitted connection in the network. In this paper, we only consider the bandwidth allocation for uplink transmissions since downlink transmissions can be scheduled in the same manner as in a wired ATM switch. For our DR-TDMA protocol, the base station scheduler decides, based on its current knowledge of the buffer states in the mobile stations and the connection traffic parameters, how to assign data slots to each connection and the number of slots to allocate for the control traffic.
A. Slot Allocation Algorithm for Voice and CBR Traffic
A CBR connection is a special case of a voice connection consisting of a single period of activity lasting for the whole connection time. We can therefore use the allocation algorithm that we will describe for voice connections to allocate slots for CBR connections. At the beginning of a talkspurt, the mobile sends a high priority control packet to the base station and the connection is then considered as active. For each active connection, the scheduler predicts the packet arrivals using the declared constant bit rate provided in the initial control packet. The slot allocation algorithm for voice traffic uses a time-to-expiry (TTE) approach in which the connection which voice packet will be discarded first receives the next slot allocation [19] . At the end of a talkspurt, the mobile sets a flag in the last voice packet to indicate to the scheduler that the connection is no longer active.
B. Slot Allocation Algorithm for Data Traffic
For the data traffic allocation algorithm, the base station records the buffer length status of each connection using the control information transmitted by the mobile. When a batch of packets arrive at a mobile, it sends the number of packets in the new batch arrival either piggybacked to a data packet or in a low priority control packet. After the buffer length status of data connections has been updated in the base station, the scheduler allocates slots to the connections using a fair bandwidth allocation algorithm [19] . When a mobile receives its slots allocation from the scheduler in the downlink control slots, it transmits packets that are waiting in its buffer on a first-in-first-out basis.
C. Slot Allocation Algorithm for VBR Traffic
The rate-based VBR allocation algorithm that we propose maintains in the base station a virtual status of each admitted VBR connection and allocates slots according to the specified QoS and the virtual state of the VBR connection in the base station. Information about the current cell arrival rate of a VBR source is transmitted from the mobile station to the base station either piggybacked to a data packet or in a control packet, and is used by the scheduler to predict the buffer status of the connection (number of packets, types of packets-guaranteed and best-effort, arrival times, number of tokens in guaranteed token pool). These predictions are done by reproducing the source arrival process in the base station scheduler.
When a new VBR connection is established, the mobile station sends a high priority control packet using the FPBP protocol. This packet contains the VBR source traffic parameters. During the connection, each data packet carries a MAC field which indicates the packet type and the change in source rate level upon the packet's departure from the VBR source (i.e., for packet it is equal to ). The overhead required for the allocation algorithm in data packets is thus relatively small. One bit can indicate the packet type while the rate change can be encoded in a small number of bits. For example, if we limit the variations of the source parameter to an absolute value smaller than 15, then five bits are enough for this MAC field.
If a rate change occurs for one of the predicted packets, then subsequent predictions will be erroneous. However, when the base station subsequently receives the packet with the rate change indication, the newly received information as well as information stored with each virtual packet (current arrival rate, arrival time, guaranteed token buffer status, ) allows the virtual buffer status prediction to be updated correctly starting from this packet. However, when the cell arrival rate is equal to zero, or a packet with a nonzero rate change field is dropped in the mobile station (a packet can be dropped in the mobile station due to its MTD being exceeded or because it is a best-effort packet that cannot be transmitted in sequence), the base station can no longer correctly predict cell arrivals and buffer status. In this case, the information required by the scheduler is transmitted in control packets.
At the end of each frame, the base station updates the virtual status prediction of each VBR connection based on the connection parameters and the information received during the frame either piggybacked to a data packet or directly in a control packet. Note that the scheduler only predicts arrival occurring before the beginning of the frame for which the slot allocation will be done. When the virtual status of all the connections has been updated in the base station, the scheduler allocates slots to the VBR connections according to the virtual buffer status and QoS of each connection. The slot allocation algorithm is divided into two parts: guaranteed allocation and best-effort allocation. First, the scheduler allocates the available slots to the VBR connections that have waiting guaranteed packets using the time-to-expiry algorithm. Then, if there are still available slots, the scheduler allocates the remaining slots to the VBR connections with best-effort packets in their virtual queue according to the fair bandwidth allocation algorithm.
When the allocations for guaranteed and best-effort packets have been made, the base station announces in the downlink control slots the number of slots allocated to each mobile stations. Each VBR connection will transmit the packets in the same order as they arrived in its buffer, with priority given to guaranteed packets. If, in the current frame, a best-effort packets cannot be transmitted but a guaranteed packet with a later arrival time is transmitted, then the best-effort packet is dropped to preserve packet sequencing. Technical details of the implementation of the VBR prediction algorithm are available in [19] and [20] .
D. Allocation Algorithm for Control Traffic
The number of slots allocated to control traffic is computed using the estimate of the number of backlogged control packets determined by the FPBP algorithm . Let CR be the number of control mini-slots per slot, and CSmax the maximum number of slots that can be allocated for control purposes. The goal of the allocation algorithm for control traffic is to estimate the minimum number of control slots, smaller than the maximum allowed by CSmax, such that every control packet waiting for transmission will be sent during the next frame. This allows a dynamic adjustment of the number of control slots to obtain a compromise between a small number of control slots and a low transmission delay. The number of uplink control slots requested for frame , is determined as follows:
if CR CSmax else . Furthermore, before allocating slots for best-effort traffic, if the time since the last allocated control slot exceeds a parameter Tmax, then a control slot is allocated for the next frame. This process ensures that a contention period will be regularly available to allow potentially time sensitive control packets to be transmitted. After slot allocations for user traffic have been done, all unused slots are allocated to the contention period for control packets.
E. Traffic Integration
We have described above how slot allocations are independently managed for each type of traffic. However, since the different WATM services share the same resources, an effective interaction between the allocation algorithms is needed to maximize the utilization efficiency of the shared resources. Fig. 3 shows the algorithm used to integrate the different types of traffic for uplink transmissions using the DR-TDMA protocol. The available slots are distributed first to CBR traffic, second to control traffic, then to voice and VBR guaranteed traffic, and finally to data and VBR best-effort traffic. If there are any slots left over, they will be assigned to control slots. This order of allocation is based on the different priorities and QoS requirements of the ATM services.
The allocations for voice and VBR guaranteed traffic are made jointly by maintaining a single list of the active voice connections and VBR connections with queued guaranteed packets in increasing order of TTE. Connections are then allocated slots in order of increasing TTE. This allows guaranteed VBR packets and voice packets to receive the same QoS according to their traffic parameters. Similarly, the algorithm maintains a single list containing the active data connections and the VBR connections with queued best-effort packets, and the fair bandwidth allocation algorithm is executed with this list.
For control slots, the number of backlogged control packets at the beginning of the frame, and accordingly the number of required uplink control slots, is computed using the feedback from the previous frame's control slots. After the allocations for CBR, control, voice, VBR, and data traffic have been made, the number of control slots available in the current frame is known, and the transmission probabilities can then be computed. Finally, the slot allocations and the contention parameters (number of control slots and transmission probabilities) are announced in downlink control slots.
V. PERFORMANCE EVALUATIONS
A C++ simulator has been written to evaluate the performance of the proposed DR-TDMA protocol. The simulator exactly implements the scheduling algorithm described in Section IV. The results therefore reflect the impact of signaling delay and inaccurate instantaneous prediction on the protocol performance. In this section we only present a subset of the simulation results that have been obtained (see [19] for additional results).
To focus on the MAC performance, we consider a perfect radio channel without errors and fading, i.e., we assume properly designed signaling and channel coding schemes which minimize transmission errors. Each simulation was run for a minimum simulation time of 5000 seconds to ensure accuracy of the results. For the FPBP access protocol, the number of priority levels is set equal to 2. Voice and VBR control packets are assigned priority level 1 and data control packets are assigned priority level 2. The length of the window used for computing the moving time average of the number of successful control packet transmissions for each traffic class is set to 100 frames. CSmax has been set to 2 and Tmax to 12 ms. We have assumed an infinite buffer at each mobile station such that cell losses are only due to exceeding the MTD.
In order to evaluate the efficiency of the uplink MAC protocol, we assume that downlink control slots do not consume any transmission bandwidth. The throughput is defined as the ratio of the average number of slots used for data packet transmissions per frame (excluding control packets) to the total number of slots available per frame (35 slots). The offered load and achieved throughput thus include cell headers but do not include control packets. Therefore, control traffic contributes to a throughput reduction. We also did not consider preamble traffic sent at the connection admission, which will further reduce the achievable throughput.
A. Performance With Integrated Traffic
A first set of simulations have been run with 100 voice connections with parameters presented in Section III-A, 100 data connections characterized by the parameters in Table III , and VBR connections with parameters in Table IV (we used for this set of simulation VBR connections #1 with ). The number of VBR connections is a varying parameter to illustrate the performance of the integrated system. Fig. 4 presents the voice and VBR cell loss rates as functions of the number of VBR connections. It is apparent that the integrated allocation algorithm meets the VBR and voice QoS (i.e., 1% cell loss rate [21] ) for all the traffic conditions. We note that the cell loss rate of VBR traffic is higher than for voice traffic; this is due to the fact that a portion (on average 14%) of the VBR traffic receives a best effort service. The VBR total cell loss rate includes both guaranteed and best-effort packet losses. On the other hand, even if voice and VBR guaranteed traffic receives the same service, the voice cell loss rate is higher than that of guaranteed VBR cells because of voice cell losses caused by delayed control packets, which is not a performance determining factor for guaranteed VBR traffic. In fact, no loss of VBR guaranteed packet have been observed in the simulations. Even for a throughput of 99%, as indicated by Fig. 5 , the QoS of voice and VBR traffic is maintained at the expense of data QoS.
The flattening of the voice cell loss rate between 13 and 14 VBR connections can be explained by the fact that the performance of voice traffic is mainly determined by contention traffic, which in turn is influenced by the volume of voice and data control traffic and the number of control slots available. When the number of VBR connections increases, the number of available control slots decreases causing an increase in contention which contributes to the initial increasing cell loss rate. Whereas before the flat the voice and data control traffic is almost constant, when the number of VBR connections reaches 13 we see from the delay results in Fig. 6 that the data delay dramatically increases. At this point, the data control traffic decreases because the buffers in the corresponding mobile stations are seldom empty, such that an increasing number of requests are sent to the base station piggybacked to data packets. Therefore, the two opposing effects result in the flat. Beyond this point, the decreasing number of available control slots causes further increases in the voice cell loss rate.
We can observe from Fig. 6 that the minimum VBR cell delay is 2 ms and for data traffic there is a minimum delay of 4 ms. These minimum delay results from the allocation algorithm since the base station does not predict future arrivals at the mobile station but arrivals that has occurred before the current frame. Therefore, VBR slot allocation in the current frame are for packets that arrived in the previous frames, which explains the fact that there is a minimum transmission delay of one frame (2 ms). On the other hand, data traffic information about batch arrivals can only be transmitted in the frame following their arrival, therefore adding an additional one frame delay for a minimum transmission delay of two frames (4 ms). Fig. 6 shows that the VBR cell delay remains approximately at its minimum value of 2 ms for all throughput values. On the other hand, data traffic experiences a minimum delay of 4 ms while the throughput is below 80%. When the offered load in- creases further, the allocation algorithm can maintain a reasonable data traffic delay below 100 ms up to a throughput of 96% (with 14 VBR connections). For higher offered loads, the data QoS rapidly decreases.
B. Performance with Voice and Data Traffic
Another set of simulations have been run with only voice and data connections to illustrate the specific impact of the FPBP protocol on the QoS offered to voice connections. The cell loss rate results presented in Fig. 7 show that, whereas in the nonpriority case (when voice and data control packets are assigned the same priority in the FPBP protocol) the cell loss rate would become high enough to degrade the voice performance as data load increases, the FPBP protocol keeps the voice cell loss rate to an acceptable level such that it is not a limiting factor of the DR-TDMA protocol performance. Therefore, if the number of voice connections is such that the voice cell loss rate is acceptable, any number of data connections can be admitted without degrading the voice QoS. The decrease in the voice cell loss rate beyond a certain data load is due to the same reason explained in Section V-A (i.e., an increasing number of data requests are piggybacked on data packets, resulting in a reduction of the overall contention traffic and hence a decrease in the voice cell loss rate). Furthermore, the voice cell loss rate performance improvement due to the FPBP protocol does not affect the data delay, and a throughput of 96.5% can be sustained while keeping the data delay below 250 ms and a voice cell loss rate lower than 1% [19] .
C. Performance with VBR Traffic
Finally, we have simulated the DR-TDMA protocol with VBR connections only to evaluate the performance of the novel VBR resource allocation algorithm that we have presented in this paper. Figs. 8-10 , respectively, show the VBR cell loss rate, delay, and throughput as a function of the number of VBR connections; 667 kb/s VBR connections (i.e., VBR connections #2) with the parameters in Table IV were used for this set of simulations. We can see that the total cell loss rate remains low (below 1%) for an offered load below 90% to 97% depending on the guaranteed traffic parameter . We observe that when the parameter is decreased, the total loss rate increases slightly but, as expected, there is a significant improvement of the loss rate of guaranteed cells. It should be noted that for , no loss of guaranteed cells has been observed, hence the lack of a corresponding curve in Fig. 8 . These results confirm that our protocol is able to deliver a better QoS to guaranteed traffic.
Another useful performance measure introduced in [9] is the allocation efficiency (AE) defined as the fraction of slots allocated to VBR traffic that are actually used for transmissions. A high AE index indicates a good match between the virtual status at the base station scheduler and the real status of the respective mobile station. Furthermore, a higher AE will allow the system to support more data traffic. For the simulated conditions we have obtained AE values superior to 99%. However, we have to be careful in the interpretation of this number. The allocation efficiency is not the same as the prediction accuracy (i.e., we don't have a 99% prediction accuracy). Under light traffic conditions, current traffic information can be transmitted to the base station with a low delay. Therefore, prediction of arrivals that occurred before the current frame are mostly accurate. On the other hand, under heavy traffic conditions the prediction will not be as accurate. However, when a slot is allocated to a mobile, it is highly likely that a packet is waiting for transmission. Therefore, the allocated slot is not wasted even if the prediction was not accurate.
For performance comparison purposes, the connection and channel parameters used for the simulations with the VBR connection #2 have been set similar to those used by Raychaudhuri et al. to evaluate their MAC protocol in [9] . The results presented in Figs. 9 and 10 can thus be compared to the results reported in [9] . At low throughput, both protocols show a stable delay around 2 ms. However, if we take a target transmission delay of 5 ms, the maximum throughput of the protocol in [9] is around 64%, while DR-TDMA attains a throughput of 83%. Note that in this comparison, our throughput values have been modified from the previous results to take into account the 8% downlink control traffic overhead considered in [9] . Similarly, if we target a 10-ms delay, the maximum throughput that the protocol in [9] can achieve is 72%, while our DR-TDMA protocol can reach a throughput in the range of 86%-88% depending on the value of . For the AE performance, our DR-TDMA protocol shows a performance superior to 99.1%, while the protocol in [9] has an AE varying between 75% and 80%. From these results, we can see that our DR-TDMA MAC protocol outperforms the bandwidth allocation algorithm proposed in [9] for VBR traffic.
Although both the DR-TDMA protocol and the protocol in [9] use in-band signaling to predict in the scheduler the mobile requirements, they differ in several ways. First, the protocol in [9] has a 15% fixed overhead for uplink control traffic, while DR-TDMA dynamically adjusts the amount of slots allocated to uplink control traffic as explained in Section IV-D. Therefore, DR-TDMA can take advantage of periods of low control traffic to increase the bandwidth available to VBR traffic. Second, in [9] , only the nature of the buffer length change (increase or decrease) is transmitted from the mobile to the scheduler. This only requires two bits of packet overhead. On the other hand, DR-TDMA transmits the exact change of the instantaneous bit rate. Therefore, the scheduler has a more accurate information of the current status of each mobile station. However, this requires a slightly bigger overhead (approximately 6 bits as es- timated in Section IV-C) which results in a throughput loss of less than 1% compared to [9] . Also, the VBR source needs to be rate-controlled for our algorithm, while no constraint is imposed by the protocol in [9] . However, this is not a big disadvantage since most of VBR sources are expected to be rate-controlled as explained in Section III-C. Furthermore, our protocol is able to enforce the conformance of the VBR flow with the connection's parameter which is not accomplished in [9] .
In the previous simulations, we have used a guaranteed token pool depth of one token. The parameter allows a better adjustment of the guaranteed traffic characteristics: when is set to one, no bursts of guaranteed traffic is allowed, whereas a larger value of allows for bursts in the guaranteed traffic. We have therefore simulated the DR-TDMA protocol with the parameters of the VBR connection #1 in Table IV . We have used a sustainable guaranteed cell rate parameter of 5 to compare the cell control algorithm with token pool depth of 1 and 10 tokens. Fig. 11 shows the cell loss rate performance for these two values of token pool depth. With , the guaranteed traffic is higher, therefore the total cell loss rate is slightly improved while the guaranteed cell loss rate increases similarly to what was observed previously when was increased. We should note again that for , no cell loss has been observed for guaranteed packets and therefore the corresponding curve is missing. Furthermore, for a total cell loss rate of 1%, the offered load of 26 VBR connections #1 corresponds to a throughput of 92%.
While the impact of the guaranteed token pool depth value on the cell loss rate is small for these traffic conditions, we should recall that the goal of the parameter is to offer more flexibility on the definition of the guaranteed traffic characteristics. The ON/OFF model used to characterized the VBR sources is known to be slowly varying which explains the small impact of . For burstier traffic, the flexibility that offers to characterize the maximum burst length can help the user to improve the QoS by better defining the VBR traffic characteristics.
D. Discussion
DR-TDMA has a structure similar to previously proposed protocols, especially [3] , [8] , and [9] . For example, they all use a TDD-TDMA reservation structure. Control packets and in-band signaling are used to transmit partial mobile status information to the base station scheduler to enable prediction of the bandwidth requirements of the sources. However, there are also major differences between DR-TDMA and previously proposed WATM MAC protocols, such as the following:
• dynamic adjustment of the number of uplink control slots;
• contention access priorities provided through the FPBP protocol to improve QoS of real-time connections by expediting the respective control packets; • use of both minimal in-band and out-of-band signaling to estimate the mobile traffic requirements in the scheduler; • rate-controlled traffic flow enforced for VBR sources; and • VBR scheduling offering high QoS to conforming traffic. These differences allow DR-TDMA to offer a higher throughput while maintaining the required QoS.
On the other hand, DR-TDMA has some disadvantages compared to other WATM MAC protocols. First, the proposed allocation algorithm may require more memory and processing power in the base station scheduler. However, this problem is being minimized by continued cost reductions and speed increases in memory and processors. Also, although DR-TDMA requires more overhead bits in data packet for in-band signaling purposes, we have shown in Section IV-C that the overhead can be reduced to 6 bits. Although this overhead has not been reflected in the results previously presented, the 6 overhead bits per WATM cells reduce the net data slot utilization by only 1.25%, which is quite small compared to the throughput improvements that result from providing more accurate status information to the base station using these overhead bits (see Section V-C).
Alternately, should the structure of the WATM packet not allow for in-band signaling, then the DR-TDMA protocol performance may be reduced, but its main features can still be preserved, provided that the single bit used by each VBR packet to indicate whether the packet is guaranteed or best-effort remains. In this case, all the other in-band signaling information needs to be transmitted in control packets, resulting in increased latency and possibly overallocation of data slots. These factors, together with the increase in control traffic, tend to reduce the system throughput. On the other hand, the increased control traffic could enhance the impact of the control traffic priority mechanism offered by the FPBP protocol.
In the evaluation of the protocol, we have assumed an error-free transmission channel. Although the base station prediction algorithms are sensitive to packets losses, they only affect the short term accuracy of the status predictions. The predicted mobile station status will be correctly updated as new packets are received or corrupted packets are retransmitted.
In this paper, we have proposed a per-connection allocation algorithm. Alternately, data slots may be assigned on a per-mobile basis. This reduces the downlink overhead for allocation announcements, and allows the mobiles to make local decisions about allocations for its connections depending on their actual status. However, this approach is useful mainly for mobile platforms supporting a fairly large number of users and their connections so that some degree of statistical multiplexing can be achieved locally at the mobile. For single user mobile stations with typically a small number of connections, the advantage of this approach could be minimal.
VI. CONCLUSION
In this paper, we have presented a MAC protocol that efficiently integrates multiple BISDN traffic classes over a wireless ATM link. The motivation behind the development of this protocol was to obtain a high throughput efficiency while respecting the QoS requirements of the ATM traffic classes. We have introduced the application of the FPBP protocol to manage the control slot access so as to improve the QoS of time-sensitive connections. A novel rate-based resource allocation algorithm for VBR traffic as well as a companion cell control algorithm have been proposed to increase the VBR allocation efficiency and to facilitate user specification of the VBR traffic characteristics. Finally, an integrated resource allocation algorithm that provides slot allocation priorities to the different services has been described.
We have presented simulation results that illustrate the performance of the DR-TDMA protocol under a wide variety of traffic conditions. The results indicate that DR-TDMA can provide throughput as high as 96% while limiting cell loss rates to less than 1% for both voice and VBR traffic, and data delay to less than 100 ms. We have also shown that the FPBP protocol can maintain the voice cell loss rate at under 1% regardless of the data traffic loads, whereas the voice cell loss rate would become unacceptable without contention access priority. We have also presented results to demonstrate the efficiency of the VBR allocation algorithm. A throughput of 90% with a VBR cell loss rate below 1% was obtained with a number of 666 kb/s VBR connections accessing the uplink using the DR-TDMA protocol.
