This paper studies the nonparametric regression estimation and the prediction problem for continuous-time observations. The almost sure convergence of a kernel regression estimator and the associated predictor are given with rates depending on the regularity of the underlying sample paths.
Introduction
One of the most important problems in the statistical analysis of stochastic processes is statistical prediction. Many people have worked on that topic but we do not have enough space here to quote them all. However it is interesting to point out that Akaike wrote a paper on prediction in 1969, and that the famous Akaike criterion is based on the prediction error.
Since the best probabilistic predictor, i.e. the conditional expectation of the future given the past, is unknown in general, the statistician must start his study by estimating the associated regression problem. In the Markovian case, or if some martingale approximation is available, the final predictor is then obtained by plugging-in the last observations.
In such a framework, the choice of a parametric model has some drawbacks. In particular it generates a "mechanic effect" on the predictor which often results in a poor efficiency.
The aim of this paper is to present new results on nonparametric regression estimation and prediction in continuous time. Actually, estimation from continuous time observations has received renewed insight in the last few years. This phenomenon may be linked with the various applications that do exist, for example, in medicine, finance or physics, and also to the recent progress in data processing. Moreover, contrary to the classical (linear or non linear) regression problem where the parameter is finite-dimensional, no functional form (except some kind of smoothness conditions) is required or imposed in the nonparametric framework. One thereby avoids the delicate problem of choosing an adequate regression model. For a detailed discussion about nonparametric versus parametric models, we refer to Carbon and Delecroix (1993) .
Here we focus on the popular kernel method based on the regularization of empirical measures by convolution. This method (jointly introduced by Nadaraya (1964) and Watson (1964) in the i.i.d. case) provides readily implementable nonparametric regression estimators from which predictors are then easily derived. As in density estimation, we observe that the properties of these estimators depend on the regularity of the observed sample paths. Namely, the observation of continuous sample paths supplies additional information, inducing consistency rates that have no equivalent in the discrete time setting. Our assumptions are satisfied by various processes and, in particular, by the important examples of Gaussian and diffusion processes (possibly multidimensional). For density estimation in continuous time, references are abundant, and we refer to the recent books by Kutoyants (2004) (devoted to inference for ergodic diffusions processes) and by Bosq and Blanke (2007) (estimation and prediction in high dimension). Rates of convergence of kernel regression estimators in continuous time have been less studied, but one may refer here to Cheze-Payaud (1994) as well as Bosq (1998, Chapter 5) in the so-called optimal and superoptimal cases. Recently, Lejeune (2007) has given rates of convergence for the mean-square error of the regressogram (analogue of the histogram for regression estimation) in continuous time.
Our paper is organized as follows. In Section 2 we present our main assumptions, along with examples. The results on almost sure convergence (pointwise and uniform) of the regression estimator appear in Section 3, while applications to prediction are postponed to Section 4.
Notation and assumptions
Let Z = ((X t , Y t ), t ∈ R) be a R d × R d -valued measurable stochastic process defined on a probability space (Ω, A, P ) where the Z t 's are identically distributed with density f Z (x, y). Let m be a given Borelian function from R d to R such that Em 2 (Y 0 ) < +∞. Given the data (Z t , 0 ≤ t ≤ T ), we wish to estimate the regression function r(
In this way, for m(·) = 1 B (·), with B ∈ B R d , one estimates the conditional probability r(
Of course, the 'standard' regression is obtained for m(x) = x and d = 1.
The kernel regression estimator is defined as r
and the usual kernel density estimator
where h T → 0 + as T → ∞ and the kernel K satisfying
Finally, for sake of simplicity, we consider sample paths that are observed over intervals [0, T n ] with T n+1 − T n ≥ τ > 0 and T n ↑ ∞, and we set
With prediction in mind, we now focus on the almost sure convergence of this estimator. Note that results concerning mean-square errors and limits in distribution have been obtained by Cheze-Payaud (1994) and Bosq (1998, Chapter 5) in the so-called optimal and superoptimal cases (see below). Our main assumptions on (Z t ) follow.
Assumptions A. (i) the partial derivatives of order 2 of f and ϕ are continuous and bounded; (ii) either (Z t ) is a strictly stationary process such that for s = t, (X s , X t ) has density f (Xs,Xt) ; or for s = t, the joint density,
These assumptions are classical and satisfied by a large class of geometrically strong mixing processes (GSM). In particular A(iv) (involving (X t ) but not (Y t )) is typical of our continuous time context since it is related with the Hölderian regularity of sample paths. In this way, the superoptimal case (first studied by Castellana and Leadbetter (1986) ) corresponds to 0 < γ 0 < 1, while the optimal case occurs where no regularity condition is imposed on sample paths (in this latter case, one obtains the same rates as in the i.i.d. case, see Bosq (1998, Chapter 4) ). Now, we present some typical processes satisfying this condition. Example 1. Let (X t , t ∈ R) be a real-valued stationary Gaussian process with zero mean and autocorrelation function ρ(u) over ]0, +∞[. Suppose moreover that ρ(u) = 1 − a|u| θ + o(u θ ) for some suitable constant a when u → 0 for 0 < θ ≤ 2. In this case, it is easy to verify that γ 0 = 1 if a = 2 and 0 < γ 0 < 1 for 0 < a < 2.
Example 2. Let (X t , t ≥ 0) be a real-valued diffusion process defined by the stochastic differential equation dX t = S(X t )dt + σ(X t )dW t , t ≥ 0 for a standard Wiener process (W t , t ≥ 0). Under some regularity assumptions on S and σ, one obtains 0 < γ 0 < 1, see Kutoyants (1997) , Leblanc (1997) and Veretennikov (1999) . 
It may be shown that condition A(iv) holds with γ 0 = d/2; moreover the strong mixing rate is exponential for p = 0, and subexponential for 0 < p < 1, see Qian et al. (2003) , Klokov and Veretennikov (2005) and Bianchi (2007) .
Almost sure convergence of the estimator
First, we consider the following Bernstein-Type inequality for continuous time processes. 
Proposition 1. Let (V t , t ∈ R) be a real-valued and zero-mean process such
Proof. Let us set p := p T and q := q T = T /(2p T ), and for j = 1, . . . , 2q,
Clearly, for any positive ε,
The two terms in the right-hand side of this inequality can be handled similarly. Consider, for example, the first one where we use the Rio (1995) 
Now, for any positive κ and ε, one may write
First, we apply the Bernstein inequality to the independent W * T (2j − 1), noting that
It follows that
On the other hand, the Markov inequality and (3.2) lead to
Since the same bound holds for W T (2j), Proposition 1 is proved.
The following theorem establishes that the estimator is strongly consistent, with rates depending on the parameter γ 0 .
Theorem 1. 1) Suppose that Assumptions
where Φ(T n , γ 0 ) = T a n (ln T n ) −b and
Up to logarithmic terms, the behavior of our estimator is similar to that of the kernel density one. In this context of density estimation, an adaptive estimator (relative to γ 0 ) is also proposed and studied in Blanke (2004) . In that paper, the condition max(1, γ 0 ) ≥ d/2 is relaxed to max(1, γ 0 ) ≥ d/r 0 if f is supposed to have r 0 bounded partial derivatives. Finally in the case γ 0 < 1, note that under stronger conditions (that jointly involve the density of (Z s , Z t ) and the function m), the rate may be improved up to a logarithmic term for the mean-square criterion (a = 1/2, b = 0) and the almost sure convergence (a = b = 1/2), see Cheze-Payaud (1994) and Bosq (1998, Chapter 5) .
Sketch of the proof. We start from the decomposition (with omitted x)
Next, as soon as δ > 4/λ, the Markov inequality and assumption A(v) imply that, for all ε > 0,
So, the proposed choices of h Tn and b Tn imply that, with probability one,
where ψ −1 (T n , γ 0 ) denotes any rate of convergence as indicated in Theorem 1.
On the other hand, since | r Tn | ≤ b Tn , assumption A(i) leads to
and
For the term | ϕ Tn (x) − E ϕ Tn (x)|, Proposition 1 applies to the zero-mean process (V t ) where
Tn ). The main task consists in the evaluation of
Note that for u Tn → 0 and u 0 > 0, one may write
More precisely, the first integral (u ∈]0, u T [) is controlled by the Cauchy-Schwarz inequality, assumption A(iv) is used for the second one (u ∈]u T , u 0 [), while the third bound (u ∈]u 0 , p T [) follows from assumption A(iii). Then, the result is a consequence of (3.1), the choices
(p 0 a large enough positive constant), and
) almost surely (as a by-product, f Tn is strongly consistent in the first term of equation (3.5)).
For the purpose of prediction, we need results of uniform convergence over fixed or suitably increasing sequences of compact sets of R d . Contrary to the case of density estimation, note that uniform results on regression estimation could be hardly tractable, due to the possible explosion of the denominator for large x. For the sake of simplicity, we suppose from now on that max(1, γ 0 ) ≥ d/2 and that the compact sets are regular (with respect to f ). In other words, there exists a sequence (β Tn ) of positive real numbers and nonnegative constants , such that for each n, 
Tn → 0, with h Tn , Φ(T n , γ 0 ), β Tn respectively given by (3.3), (3.4) and (3.7).
Sketch of the proof. The proof is based on the decomposition (3.5) by adopting a standard covering method. Under our assumptions, the previously obtained bounds are uniform over x, so that one gets the strong uniform convergence of the terms |f Tn − Ef Tn | and | ϕ Tn − E ϕ Tn | (with appropriate rates).
For the first term of (3.5), we write
with the help of (3.6).
By induction, we obtain the following explicit strong rates of convergence.
Corollary 1. Under the assumptions of Theorem
for h Tn and Φ(T n , γ 0 ) given by (3.3) and (3.4).
Corollary 2. If the assumptions of Theorem 2 are satisfied and
where b is some positive constant depending on ν, γ 0 , and and , either
for the corresponding choices of h Tn .
Corollary 3. If the assumptions of Theorem 2 are satisfied and f (x) exp(−q x p ) (with q, p > 0) as x → ∞, the choices = 0 and = p −1 imply
where b is some positive constant depending on ν, γ 0 , p and , either
Nonparametric prediction by kernel
Let (ξ t , t ∈ R) be a strictly stationary and GSM, R d 0 -valued Markov process. Given the data (ξ t , t ∈ [0, T ]), we want to predict the real-valued square integrable random variable ζ T +H = m(ξ T +H ) where the horizon H satisfies 0 < H < T . Of particular interest are the cases where m(x) = x and d 0 = 1 (usual prediction) or m(x) = 1 B (x) (B ∈ B R d 0 ), d 0 ≥ 1 (prediction of zone alarms). For these purposes, we consider the associated process
t ∈ R and we use the kernel regression estimator based on the data (Z t , t ∈ [0, S]) with S = T − H (resp. S n = T n − H). We now study the asymptotic behavior of ζ T +H as T tends to infinity, H remaining fixed where, ζ T +H denotes the approximation of
Then, the nonparametric predictor takes the form
where K is supposed to satisfy a Lipschitz condition. Collecting results of the previous section, one may obtain sharp rates of convergence for this kernel predictor in the three following typical situations. Following Examples 1 and 2, we see that Case I is well adapted to Gaussian processes (p = 2) that are either mean-square differentiable (γ 0 = 1) or not (e.g. γ 0 = 1/2 for the so-called Ornstein-Uhlenbeck process). Cases II and III, where γ 0 = d 0 /2 are typically of interest for d 0 -multidimensional diffusion processes (see Example 3) and prediction of zone alarms. Collecting the previous results, we obtain the following rates concerning our nonparametric predictors. 
