We show that the cyclic adiabatic evolution of a quantum system is completely integrable as a classical Hamiltonian system. In this context the Berry phases arise naturally as cohomology of the invariant tori. © 1997 American Institute of Physics. ͓S0022-2488͑97͒02812-0͔
I. INTRODUCTION
In order to present the physical context of our work, we briefly recall the framework of the adiabatic quantum evolution at an intuitive, non-rigorous, level. Let us consider a quantum system with a time dependent Hamiltonian
with a pure point spectrum and t͓0,T͔, where TϾ0 represents the time duration of the evolution. We assume that the eigenprojections P k (t) and the eigenvalues E k (t) are T-periodic functions satisfying the no-crossing condition
The adiabatic theorem in quantum mechanics 1 states that, in the adiabatic limit T→ϱ, we can approximate the physical evolution determined by H(t) with the one determined by the adiabatic Hamiltonian H A ͑ t ͒ϭH͑ t ͒ϩK͑ t ͒, where
is the self-adjoint operator introduced by Kato. The time evolution U A (t) determined by H A (t) is completely characterised by the following two adiabatic properties:
͑ ,H A ͑ t ͒ ͒ϭE k ͑ t ͒ʈʈ 2 range ͑ P k ͑ t ͒͒. ͑2͒
The advantage of the adiabatic Hamiltonian is that in most cases one can calculate explicitly U A (t) that has a particularly simple expression. In fact, if the projections P k (t) are finite dimensional, one can compute the unitary evolutor V(t), determined by the Hamiltonian K(t), by solving a finite dimensional linear problem. 2 Moreover, defining the Berry phase operator S by e iTS ϭV(T), one can show that there is a Hilbert basis ͕e k j ͖ such that P k ͑ 0 ͒e k j ϭe k j , Se k j ϭ␤ k j e k j , where kϭ1, . . . ,ϱ and jϭ1, . . . ,dim P k (0)ϭm k . Letting, for each tR, the basis e k j ͑t͒ϭV͑t͒e k j , one shows that Hence, for tϭT,
where (Ϫ͐ 0 T E k ()d) is the usual dynamical phase and (T␤ k j ) is the geometric phase, first discovered by Berry in his seminal paper. 3 In this paper we deal with the problem of clarifying the geometric role of the phases ␤ k j , that is, of the operator S. In order to do this we can ignore the physical Hamiltonian H(t) ͑giving rise only to the dynamical phases͒ in the adiabatic Hamiltonian H A (t). In other words, we can consider a fictitious quantum system with the geometric Hamiltonian K(t) and study the corresponding dynamical evolution V(t).
From a mathematical point of view, the geometric evolution V(t) can be characterised in terms of the following two conditions:
͑4͒
The first property refers to the fact that V(t) is adiabatic, as well as U A (t), see Eq. ͑1͒, and the second one is equivalent to the assumption that the dynamical phases are zero, see Eq. ͑2͒. The first interpretation of the geometric phases has been found by Simon in his paper 4 where they are seen as holonomy of a connection and Eq. ͑4͒ is exactly the condition of parallel transport for the vector V(t) in the eigensubspace P k (t). We propose a different point of view and a different interpretation. We associate to the quantum system an equivalent classical Hamiltonian one and we show that the classical evolution is completely integrable ͑in the spirit of the ArnoldLiouville theorem͒. In this way we obtain an integral representation of the Berry phase operator S in terms of the periods of a closed form on the invariant tori. The idea of connecting the geometric phases to symplectic geometry can be traced back to Ref. 5. In the finite dimensional case the action variables associated to the classical Hamiltonian system could also be expressed in terms of the ''geometric angles'' introduced by Refs. 6 and 7 in a different context. This fact suggests the possibility of a further investigation of the relation between the approaches of the present paper and of Ref. 7 .
The paper is organised in the following way. In Sec. II we state precisely the mathematical framework of the paper and we define the classical Hamiltonian system associated to the quantum adiabatic evolution. In particular, we suppose that the classical flow, determined by the quantum Hamiltonian K(t), is sufficiently smooth; since K(t) depends only on the family ( P k (t)) kу1 we express all the hypotheses in terms of the family ( P k (t)) kу1 . Moreover, to simplify the notation we assume Tϭ2. In Sec. III we propose a new definition of complete integrability for a classical Hamiltonian system, since the usual notion in terms of action-angle variables does not work in the present case, having our system an infinite number of degrees of freedom. In the final section we prove that the classical system defined by K(t) is completely integrable and we obtain the integral representation of S. This result is the central core of the paper. In the Appendix we collect the proofs of the various statements.
II. THE CLASSICAL HAMILTONIAN SYSTEM
Let H be a complex separable Hilbert space with the scalar product denoted by (•,•). Let
ϱ be a family of 2-periodic projection valued measures ͑PVM͒ on H, that is, for all tR,
where we denote with s-the convergence in the strong operator topology. In the sequel we refer to this topology on L(H) as SOT. The SOT-derivative of a map Rt‫ۋ‬A(t)L(H) will be denoted by AЈ(t) while the derivative of mappings Rt‫(ۋ‬t)H will be denoted by d/dt (t).
We say that an SOT-differentiable map
Rt‫ۋ‬V͑t ͒L͑ H͒ is a geometric evolution ͑with respect to the family ( P k (t)) kϭ1 ϱ ) if, for all tR, V(t) is unitary, V(0)ϭ0 and
The following assumptions on the family t‫(ۋ‬ P k (t)) kу1 are equivalent to the existence of an SOT-C 2 -geometric evolution, that is enough to assure that the Hamiltonian function and the classical flow will be C 1 . H1: For all kу1 the map t‫ۋ‬ P k (t) is SOT-C 2 .
H2: For all tR the series i 2 Following Chernoff and Marsden, 8 we can define an Hamiltonian function on H such that the corresponding Hamilton equations are the Schrödinger equation for the quantum evolution. However, in this way the Hamiltonian function is time-dependent. With a standard trick we pass to a time-independent classical Hamiltonian system; to this aim we enlarge the phase space introducing two fictitious degrees of freedom corresponding to energy and time. In order to discuss the complete integrability of the system we force the time coordinate to be 2-periodic; this is possible since K(t) is periodic.
We recall that H is in a natural way a real symplectic manifold with respect to the differential structure of H as a real Banach space and to the symplectic 2-form
Moreover, is exact since ϭd, with ͑ ͒ϭIm͑,͒ ,H.
Let (M,⍀,h) be the Hamiltonian system given by
MϭHϫRϫT , ⍀ϭϪdEٙdt,
h͑,E,t͒ϭ͑,K͑t͒͒ϪE,
where T is the one dimensional torus ͓0,2͔ with 0 and 2 identified and we denote by (,E,t) the points of M. We slightly abuse of the notation since the 1-form dt is closed, but not exact on the torus T . The 2-form ⍀ is exact since ⍀ϭd⌰, with ⌰ϭϪEdt. We collect the main properties of (M,⍀,h) in the following proposition.
Proposition 3: The function h is C 1 and its Hamilton equations are
The corresponding flow F:RϫM→M exists globally and is C 1 , that is
• for all R, F :M→M is C 1 ; • for all mM, F m :R→M is C 1 . We notice that there is a one to one correspondence between the solutions of the classical Hamiltonian equations with the initial conditions ͑0͒ϭ 0 , 
III. THE COMPLETE INTEGRABILITY
We are going to prove that the Hamiltonian system defined in the previous section is completely integrable.
We recall that a finite dimensional Hamiltonian system is completely integrable on an open set O if there exists a system of action-angle variables defined on O such that the Hamiltonian is a function of the action variables only, see, for example, Ref. 9. It is a well known fact, see, for example, Ref. 10 and references therein, that one has problems in using this notion of complete integrability when the manifold is infinite dimensional.
The following example shows which kind of difficulties arise in the case we are dealing with.
Example 1: Consider the Hilbert space l C 2 as a real, symplectic Hilbert manifold with respect to the 2-form
Let ( i ) kу1 be a bounded real sequence and h be the C
It is clear that (l C 2 ,,h) is a system of an infinite number of independent, harmonic oscillators. It is natural to require that this system is completely integrable with respect to a good definition of complete integrability. Nevertheless the corresponding action-angle variables are globally ill defined. In fact, defining the real canonical coordinates n . This example shows that the problem in using the classical notion of action-angle variables is not at a fundamental level, but is due to topological difficulties that are present in the infinite dimensional case. We propose an alternative definition of integrability that does not suffer from these problems.
First of all we observe that, if is a Radon measure on R, L 2 () is a symplectic manifold with respect to the two form
Let G be the group ͑with respect to pointwise multiplication͒
Regarding G as a submanifold of the Banach space L ϱ (), it is an abelian Lie group whose Lie algebra is
G acts on L 2 () by multiplication of functions
The definition we propose is the following. 
In this case we say that ⌬ is a system of generalised action-angle variables for the Hamiltonian system (M,,h).
Our definition extends the notion of action-angle variables in the sense that the set ͕͉⌬(m)
ϫ(x)͉ 2 ,arg(⌬(m)(x))͖ xR plays the role of the action-angle variables at the point m. To show this fact we apply the classical method of reduction of phase space with symmetry due to Souriau 11 and to Marsden and Weinstein. 12 The map ⌬ defines a symplectic C 1 -action of the Abelian Lie group G on the open set O, namely,
The group G plays the role of the phase group T N in the N dimensional case. The two form is exact on O since ϭd⌬*( c ); hence the action ͑8͒ admits the comomentum map
where X f is the vector field on O associated to f by the action ͑8͒. A simple calculation shows that
͑9͒
The corresponding momentum map is given by
where
G acts transitively on M f and (͉⌬(m)(x)͉ 2 ) xR labels the different orbits M f ͑in the finite dimensional case the orbits are tori͒.
We are going to show that the characteristic functions of the Borel sets of R play the role of action variables. In fact, let B be a Borel subset of R, then B is an element of Lie(G). The flow F B generated by the corresponding vector field X B is given by 
This formula shows that Ĵ ( B ) can be interpreted as a generalised action variable, denoted simply by I B , explicitly
Fixed f L 1 (,R), let S f be the support of f , then the stabilizer G f ͑the same for all points lying on M f ) is G f ϭ͕uG:u͑x͒ϭ1 for almost all xS f ͖.
G f has the property that the quotient group G/G f is in fact the subgroup of G ͕uG:u͑x͒ϭ1 for almost all x S f ͖.
Moreover if we define the origin of the orbit M f as the point
for all mM f we can interpret the only element u m G/G f ʚG such that u m ͓m 0 ͔ϭm as the set of angle variables of m, labelled by the index x running on S f ͑we notice that, if x S f , the corresponding angle variable is ill defined͒. Explicitly, we obtain
Finally, due to the second condition in Definition 1, the dynamical flow F of the Hamiltonian function commutes with the action of G. For each f L 1 (,R) the flow leaves invariant the orbit M f ; so there is a unique u f (t)G/G f ʚG such that
Moreover, the one parameter group t‫ۋ‬u f (t) defines an element h f Lie(G) for the dynamics on the orbit. The element h f is an L ϱ -function on R and h f (x) is the frequency of the angle variable corresponding to the index xS f on the orbit.
The usual definition of action-angle variables in the finite dimensional case is a special case of the one given above. In fact let be the counting measure on the set ͕1, . . . ,N͖, then
If ⌬ defines a generalised system of action-angle variables for M, we denote 
where (e k ) kу1 is the canonical basis of C N . It is straightforward to show that ⌬ is a system of generalised action-angle variables for M on O.
IV. THE COMPLETE INTEGRABILITY OF THE QUANTUM ADIABATIC EVOLUTION
The principal object of study of this section is the Berry phase operator S which is defined as the unique bounded selfadjoint operator on H with spectrum contained in ͓0,1͓ such that V͑2 ͒ϭe i2S .
Due to Eq. ͑5͒, for all kу1, ͓V(2),P k (0)͔ϭ0 and
Our aim is to obtain an integral representation of S. This goal will be achieved by proving that the classical Hamiltonian system (M,⍀,h), equivalent to the quantum adiabatic evolution, has a system of generalised action-angle variables. Roughly speaking, the idea is the following. Let us suppose for the moment that H is finite dimensional. The fact that the quantum evolution V(t) satisfies the intertwining property ͑5͒ gives a natural set of first integrals for the system. In fact, let (e k j ) kу1,1р jрm k be a Hilbert basis of H such that
We define the C 1 functions f k j from M to R as
͑note that they are well defined since V(tϩ2)e k j ϭe i2␤ k j V(t)e k j ). Due to the fact that the e k j are orthogonal, the functions f k j are in involution and the properties of V(t) guarantee that they are first integrals. In this way the set S ϭ͕ f k j ͖ഫ͕h͖ is a maximal, involutive set of first integrals and its elements are linearly independent on the open set ͕͑,E,t͒M: f k j ͑,E,t͒Ͼ0͖.
Moreover the common level surfaces of these first integrals are compact in M ͑we use here the periodicity of the time coordinate͒. It follows from this that we can apply the Arnold-Liouville theorem to get the action-angle variables and the equivalence with our definition in order to determine the map ⌬. In the general case we need some preliminary steps.
For all R, let ⌫() be the unitary operator on H
⌫͑ ͒ϭV͑ ͒e
ϪiS whose properties are summarised below. Due to the spectral theorem, there is a Radon measure on R with compact support such that H is isomorphic to L 2 () and S, under this isomorphism, goes to the multiplicative operator by the function sL ϱ (). In the sequel we will identify H with L 2 (). Let x 0 supp and ϭϩ␦ x 0 . We now show that the complete integrability of the adiabatic evolution provides a new geometric interpretation of the Berry phases. To obtain this result we use the methods of the reduction of phase spaces with symmetry as explained in Sec. III.
Using Eq. ͑10͒, the momentum map J from O b to Lie(G)* is given by
The level surfaces ͑invariant tori͒ are labelled by the functions f L 1 (,R) and are explicitly given by
Using Eq. ͑11͒, we now compute the generalised action variables I B . Let B be a Borel subset of R, x 0 B, then
If H is N-dimensional, is the counting measure on ͕1, . . . ,N͖. Let Bϭ͕i͖ with 1рiрN, the corresponding action variable I i is precisely one of the N first integrals ͑12͒ that characterise the adiabatic intertwining condition ͑5͒. Let us look more accurately at the formula ͑13͒ that gives the action variable I 0 associated to x 0 . This will lead to the integral representation of the Berry operator.
Let (,0,0)M with range P k (0). If we choose bϽ0, since Sу0, then (,0,0) O b . We denote by F the flow corresponding to the vector field X x 0 , by C the closed curve ͓0,2͔‫ۋ‬F͑ ;,0,0͒M.
A simple calculation shows that F(;,0,0)ϭ(⌫(),0,).
Finally, since ⌬*( c )ϭ⌰Ϫbdt and, due to Eq. ͑6͒, h(,0,0)ϭ0, we obtain, comparing Eq. ͑11͒ and Eq. ͑13͒, Proposition 4: The Berry phase operator S is completely characterised by the following two properties:
The last relation shows that the action of S on the range of P k (0) is expressed as integral of the form ⌰, defining the symplectic structure of M, over the cycles C with rangeP k (0). The cycles C lie on the level surface M J(,0,0) and the pull-back of ⌰ on M J(,0,0) is closed. This shows that the Berry phase operator S is computed in terms of the periods of ⌰ on the invariant tori defined by the adiabatic evolution. This is the central result of the paper.
Moreover we notice that we also obtain an expression of S by means of an integral on H. In fact, if D is the projection of C on H, we get for all P k (0)H,
In particular if ␤ is an eigenvalue of S, let be a corresponding eigenvector of S belonging to some P k (0)H ͑this is always possible since S and P k (0) commute͒ then
where D is the closed curve
The projection of D on the set of pure states is the quantum adiabatic cyclic evolution of the initial state P͓͔ and 2␤ is the corresponding Berry phase of the vector state .
APPENDIX: PROOFS OF TECHNICAL RESULTS
For reader's convenience we recall some standard facts on the differential calculus with respect to the strong operator topology that we are going to use freely in the sequel.
Lemma 1:
ʈ is bounded on any compact set of R.
• If Rt‫ۋ‬A(t)L(H) is SOT-C 1 , then it is continuous in the operator norm topology.
͑ AB͒Ј͑t͒ϭAЈ͑t͒B͑t͒ϩA͑t͒BЈ͑t͒.
• If Rt‫ۋ‬U(t)L(H) is SOT-C 1 and U(t) is unitary, then t‫ۋ‬U(t)
Ϫ1 is SOT-C 1 and
In order to show Proposition 1 and Proposition 2 we need a technical lemma. Lemma 2: Let Rt‫(ۋ‬ P k (t)) kϭ1 ϱ be a family of projection valued measures ͑PVM͒ on H such that H1, H2 and H3 hold, then for all tR and kу1 we have
Proof: To simplify the notation, we drop out the dependence on the time t. Differentiating the relation P k P n ϭ␦ kn P k , we obtain that
͑A5͒
Using these relations, we compute
so Eq. ͑A1͒ is proven. Summing from 1 to n and passing to the SOT-limit, we obtain that
͑A6͒
From Eq. ͑A5͒ and Eq. ͑A6͒, we deduce that
͑A8͒
Moreover, by direct computation, we deduce Eq. ͑A2͒ and
It remains to be shown Eq. ͑A3͒. Differentiating Eq. ͑A4͒ and Eq. ͑A5͒, we have that
Multiplying on the right by P j or on the left by P i , we deduce that
͑A12͒
In this way, we compute
using in the third addendum Eq. ͑A12͒, in the fourth one Eq. ͑A11͒ with iϭn, jϭk and in the fifth one Eq. ͑A10͒ with iϭk, jϭn, it follows that
eventually, taking into account Eq. ͑A7͒ and Eq. ͑A8͒, we deduce
͑A13͒
Using Eq. ͑A13͒ and Eq. ͑A1͒, we compute
where in the last equality we used Eq. ͑A9͒ and Eq. ͑A2͒. This ends the proof of the lemma. 
1 and 2 are C 1 and satisfy 1 (0)ϭ 2 (0). Taking the derivative and using Eq. ͑A1͒, we have that
By unicity of the solution of the Cauchy problem ͑A14͒, we have that 1 (t)ϭ 2 (t) for all tR and this proves Eq. ͑5͒. The relation ͑6͒ is a simple consequence of Eq. ͑5͒, Eq. ͑7͒ and Eq. ͑A2͒. The unicity of V(t) is the content of the Proposition 2.
Observing that f (tϩ2,•)ϭ f (t,•), we deduce that V(tϩ2)ϭV(t)V(2). Now we prove that K(t) is SOT-C 1 and its derivative is K 1 (t). Since K 1 (t) is SOTcontinuous by hypothesis H3, this amounts to show that for all H and tR
Given tR and, H, let f and f n , nу1, be the maps from ͓0,t͔ to H
Using hypothesis H1, we have that f n are continuous and the sequence ( f n ) nу1 converges pointwise to the continuous map f by hypothesis H3. Moreover, using Eq. ͑A3͒, we have that
where C t, is a suitable constant depending on t and .
The above inequality shows that we can apply the dominated convergence theorem; in this way we obtain that
From Eq. ͑5͒, we have that the dimension of the range of P k (t) does not depend on t and this ends the proof of the proposition. ᮀ Proof of proposition 2. From Eq. ͑5͒, we have that
Ϫ1 . Since t‫ۋ‬V (t) is SOT-C 2 , t‫ۋ‬K (t) is SOT-C 1 . Moreover, differentiating Eq. ͑5͒, we obtain ͑ P k Ј͑t͒ϪiP k ͑ t ͒K ͑ t ͒͒V ͑t͒ϭϪiK ͑t͒V ͑t͒P k ͑0͒; using again Eq. ͑5͒, we conclude that
͑A15͒
Hence, we obtain that, for all nу1, where in the last equality we used Eq. ͑6͒. Passing to the SOT-limit, we have that hypothesis H2 holds and K(t)ϭK (t); hence in the following we will not distinguish any longer between K(t) and K (t) and will use only the notation K(t). Differentiating Eq. ͑A15͒, we obtain ͑dropping out the dependence on t)
Moreover, differentiating Eq. ͑6͒ and using Eq. ͑A15͒, we have that
since we have Eq. ͑6͒. Using Eq. ͑A16͒ and Eq. ͑A15͒, we conclude that
where we used Eq. ͑6͒ and Eq. ͑A17͒.
Summing from 1 to n and passing to the SOT-limit, we have that i 2 s-͚ k ͓ P k Љ͑t͒,P k ͑ t ͔͒ϭKЈ͑ t ͒, so the hypothesis H3 holds. Now both t‫ۋ‬V (t) and t‫ۋ‬V(t) satisfy the Cauchy problem ͑7͒ and V (0)ϭV(0)ϭI. Hence V(t)ϭV (t) for all tR and this ends the proof.
Proof of proposition 3:
The map h is well defined since K(t) is 2-periodic. By the fact that K(t) is SOT-C 1 , it follows that h is C 
