An eNCE graph grammar is k-separated (k > 1) if the distance between any two nonterminal nodes in any of its sentential forms is at least k. Let SEP, denote the class of graph languages generated by SEPl (SEP2) is the class of eNCE (boundar E) graph languages, Recently, Engelfriet et al. (1991) showed that SE G Pz and conjectured for each k > 1. We prove this conjecture affirmatively.
Introduction
Graph grammars generate graphs by replacing a graph by a graph in a derivation step. Graph grammars were originally introduced for describing picture patterns, but they are now used for many other applications as well. We refer to [4-61 for various applications and approaches of the theory of graph grammars.
One of the well-known graph-grammar models is the node-label-controlled (NLC) graph grammars of Janssens and Rozenberg , in which rewriting is done by replacing a node with a graph whose connection (or embedding) into the existing graph is based on node labels only. NLC graph grammars generate undirected node-labeled graphs. They are structurally simple and are descriptively powerful. (There is an NLC graph grammar whose membership problem is PSPACE-complete.) Many variations of NLC graph grammars have been studied in the literature.
affirmatively. As a corollary of this separation result and the relation between the separated eNCE graph grammars and the separated HH grammars proved in [3] , we also have SEPk+ i-HH 5 SEPk-HH for each k 2 1, where SEP,-HH denotes the class of hypergraph languages generated by k-separated HH grammars. As another corollary of these separation results, the class of linear eNCE (HH) languages [3, 73 , generated by grammars such that the right-hand side of each production contains at most one nonterminal node (hyperedge), is properly contained in SEPk (SEP,-HH), for each k> 1.
Definitions
We start with basic definitions on graphs and eNCE graph grammars needed in this paper, mostly taken from [lo, 111. In the sequel, the empty set is denoted by 8 and, for a finite set A, the cardinality of A is denoted by #A.
We consider undirected, node-and edge-labeled graphs without loops. Formally, a graph is a system H = (V, E, C, r, 4), where V is a finite set of nodes, Z a finite set of node labels, P a finite set of edge labels, E c (({II, w}, A)[ u, WE V, u # w, REP} a finite set of (labeled) edges, and 4: V+Z is a node-labeling function. For convenience, the different components of H are denoted by V,, En, Cn, Pn, and 4H and an edge ((u, w}, A) is denoted by (u, 1, w) or (w, 2, u). H is called a graph over C and P; the set of all graphs over C and r is denoted by GR r,r. A graph language is any subset of GRr,r.
Let H be a graph. If (u, 1, w&En, then u and w are neighbors. For a node u in H, the degree of u, denoted by deg,(u), is the number of distinct neighbors of u in H and the neighborhood of u, denoted by NH(o), is the set (WE V, 1 w is a neighbor of u or w = u>, A node u in H is a leaf if deg,(u)= 1 and an internal node if deg,(v)> 1. A sequence P=(%,uz, a.*, u,), rB 1, of distinct nodes in VH is a path between u1 and v, if Vi and Vi+ I are neighbors for 1 <i<r-1; the length of p is r-1. For two nodes x and y in Vn such that there is a path between x and y, the distance between x and y, denoted by dist*(x, y), is the length of a shortest path between x and y. A cycle is a sequence (u,,v 2, . . . , v,, ul), r 2 3, of nodes in Vn such that (vl, u2, . . . , u,) is a path and u,, u1 are neighbors. H is connected if there is a path between each pair of nodes in H; otherwise, H is disconnected. H is a tree if it is connected and does not contain a cycle. H is the empty graph, denoted by A, if Vn=@.
A graph grammar with neighborhood-controlled embedding and dynamic edge relabeling (eNCE grammar), as defined in [l 11 , is a system G = (C, A, r, Q, P, S), where C is an alphabet of node labels, A c Z is an alphabet of terminal node labels, r is an alphabet of edge labels, Sz E r is an alphabet of terminal edge labels, P is a finite set of productions, and SEC -A is the initial nonterminal. A production is a tuple of the form rr = (X, Y, B) with XEC-A, YeGRz,r, and BS V, x r x r x Z; X is called the left-hand side of rr, Y is called the right-hand side of TC, and B is called the embedding relation of IT.
Let G = (Z, A, r, 0, P, S) be an eNCE grammar. Let H and K be graphs over C and r; VE Vn, rt =(X, Y, B)EP, and let fi: V,+ V, be an injective function such that As usual, H=K is called a derioation step, and a sequence of such derivation steps is called a derivation. We shall assume that, in a derivation, each node (i.e., its identity or name) newly introduced by a derivation step is different from all previously introduced nodes. Let a* be the transitive reflexive closure of a. A graph HEGR~J such that S ** H is called a sententialform of G. (Here the symbol S means a node labeled by S. We shall frequently use this abbreviation in this paper.) The language generated by G is L(G)= (HEGR~,~ 1 s -* H}.
To see how an eNCE grammar generates a graph, consider a production 71=(X, Y,B), where b={x,y,z}, SEPk denotes the family of all graph languages that can be generated by k-separated eNCE grammars.
Separation
Obviously, SEPk+ 1 E SEPk for all k Z 1. Note that SEP, is identical to the family of all eNCE graph languages. SEPl is known as the family of boundary eNCE graph languages [ 111. Engelfriet et al. [lo] conjectured that, in fact, SEPk+ I r; SEPk for all k3 1. They further conjectured that a specific graph language (the language Lk introduced below) may be used to separate SEP, + 1 and SEPk for all k > 3. We prove that their conjecture is true.
Consider the graph language Lk, k > 3, generated by the eNCE grammar Gk whose productions are as shown in Fig. 2. (The only edge label b is omitted in the figure.) A typical sentential form of Gk (with k = 5) is shown in Fig. 3 . It is easy to see that Gk is a k-separated eNCE grammar. We claim that Lk cannot be generated by any (k + 1)-separated eNCE grammar.
We need some new definitions. Every node of degree at least three will be called a knot. A knot in a graph and its neighbors form a so-called star. For all positive integers k, r and d with k > 3, a (k, r, d)-extended star, denoted by Sk,r,d, is a tree in which there is a node x (the center of Sk,r,d) such that
(1) every internal node y (possibly identical to x) in Sk,r,d such that dists,,,,(x, y) is a multiple of k -2 is a knot of degree r and there is no other knot in Sk,r,d (hence, every internal node that is not a knot is of degree two), and (2) every leaf z in Sk,r,d satisfies the condition that dist, , d(x, z) = d(k -2). We shall assume that every node (edge) in Sk,r,d is labeled 'by u(b). Suppose to the contrary that Lk is generated by a (k + l)-separated eNCE grammar G = (C, A, r, 0, P, S). We can assume, without loss of generality, that G contains no A-production (i.e., a production whose right-hand side is the empty graph). This was stated in [ll, Theorem lo] for boundary eNCE grammars; one can easily see that ,4-productions can be removed from k-separated eNCE grammars that do not generate A, for every k> 1. Let 5 be the maximum over all # Vx, where X is the right-hand side of a production ofG,andlety=#r.Letr=5+2y+3,d=3(y+1),andH=Sk,*,d.Clearly,HEL,.(We show that H cannot be generated by G, thus a contradiction.) As L(G) = Lk by our assumption, there is a derivation D=(XO,X1, . . ..X.) in G such that X,-,=S and X, = H. Suppose that, in the derivation step X,*X,+ 1, 0 < i < n -1, node xi of Xi is replaced by a graph x.
Letp=(4,pI, . . . . II,, p,), t 2 1, be a path in any Xi such that each Uj is a nonterminal node and each pj is a nonempty path of terminal nodes. Let x,y be nodes of H such that y is the last node of p (i.e., the last node of p,). We say that p realizes the connection between x and y in H if (1) p'=(p;,pl, . . ..pi.pt) is a path in H for somepathsp;,~;,..., pg', (2) for 2 < j < t, the first (last) node of pj is generated from Uj, and (3) either x is the first node of p1 or x~p; and the last node of pi is generated from ul.
Call a knot x in Xi, 0 < i < n, a completed knot if both x and all its neighbors are labeled by the terminal symbol a. Note that if x is a completed knot, then N,i(x)=NH(~) (and vice versa); so, degx,(x)=r. Note also that X0 and X1 do not contain completed knots. 
is a nonterminal node and y1 is a terminal node which is located in level d'<(d-l)(k-2)
in H. Then,for some j (2<jdk-l), yj is a completed knot in Xi.
Proof. As G is a (k + 1)-separated eNCE grammar, the nodes y,, y3, . . ., yk_ 1 are terminal nodes and none of them is adjacent to a nonterminal node. Note that (Yl,Y,, *.. ,Yk_ 1) is a path in H. It is easy to see that every path of length k-2 in H contains a knot. So, at least one of y, , y,, . . . , yk_ 1 is a knot in H. If y, is a knot in H, then yk_ i is also a knot in H. It follows that, for some j (2 <j < k -l), yj is a (completed) knot in H. As yj is not adjacent to any nonterminal node in Xi, it is clear that yi is a completed knot in Xi. 0
In the following two lemmas, we prove some basic facts on the relation between a knot of H and its son-knots in D. Let z be an arbitrary but fixed knot of H located in level d' <(d -2) (k -2). (Note that d 2 6 and k 2 3.) Let 6 be the smallest integer such that z is a completed knot in X8+ i. Then 6 > 1. Proof. Suppose that z is a node of X6. Then, z is adjacent to x6 and to at least r-5( =2y+ 3) terminal nodes in X6. At least 2y+2 terminal nodes adjacent to z in X8 are placed in level d'+ 1 in H; let E be the set of all such terminal nodes. For each yeE, consider any longest path py of the form (x6, z, y, . . . ) in X6; we shall denote the last node of py by y'. Let F be the set of all nodes y in E such that p,, is of length at most k-2.
We first claim that # F < y. To prove this, assume to the contrary that # F > y + 1. For each yeF, all nodes except x6 in its associated path py= (x6, z, y, . . ., y') are terminal nodes.
there is a terminal node x generated in further derivation such that y' is adjacent to x. Clearly, x is generated from x6, and so, y' is adjacent to x6 in Xg. The paths associated with the nodes in F share two nodes only (i.e., x6 and z) since, otherwise, a permanent cycle of terminal nodes would be formed. Now, as # F B y + 1 by our assumption, there are two nodes y, , y2~ F such that both (y;,,?,x,) and (y;,&xs) are edges of X6, for some AE~. Each node generated from x6 in further derivation is either connected to both y; and y; with the same edge label or not connected to any of them. Therefore, a terminal node x will eventually get connected to both y; and y;, forming a permanent cycle of terminal nodes with x and the terminal nodes in p,,, and pyZ. As this is a contradiction, it follows that # F<y.
Note that #(E-F)>y+2.
For each ~EE-F, let q,,=(~~,z,y,...) be the path of length k-1, consisting of the first k nodes in p,,. By Lemma 3.3, each qy contains a completed knot in Xd, which is a son-knot of z in H. Clearly, these paths share two nodes only (i.e., x8 and z). It follows that X6 contains at least y+2 completed son-knots of z. Now suppose that z is not a node of X6. Then z is in Y,. There are at least 2y + 4 terminal nodes adjacent to x6 in X6 and adjacent to z in X8+ 1. Among them, at least 2y + 3 terminal nodes are placed in level d' + 1 in H. Consideration of the paths from x6 going through these 2y + 3 nodes in a similar way as above implies that Xd contains at least y-t 3 completed son-knots of z. q Let s1,s2, . . ..++2 be any y + 2 completed son-knots of z in X6. For each j, 1 <j< y + 2, let lj be the smallest integer such that sj appears in Xlj+ 1 (not necessarily as a completed knot). Assume, without loss of generality, that I1 < l2 <. . . < I, + 2. Then 1 +2<8. Proof. Suppose to the contrary that there is no such brother-knot. Namely, for each sj, j# 1, there is a son-knot Vj of sj in X1,. Note that sr is in Yl,. For each jE{2,3, . . . , y+2}, there is a path pj between x1, and vj in XI, that realizes the connection between s1 and Uj in H. Suppose (to the contrary) that any pj is of length at least k-1. As k 2 3, the node adjacent to x1, in pj is not Vj, and so, is clearly in level strictly smaller than (d -1) (k-1) in H. By Lemma 3.3, pj contains a completed knot y such that 2<distx,,(x,,,y)< k-1. If y=oj (which is possible if distx,,(xI1, vj) = k -l), then the node adjacent to x1, in pi is sj* On the other hand, if y#oj, then y must be either Sj or z. This is a contradiction to the fact that l1 <ii+ 1<6+ 1. Therefore, each pj is of length at most k -2. Clearly, xl1 is the only nonterminal node in each pi.
Let pi, and pj, be any two such paths. Suppose that there is a node y( # xII) which is in both pj, and pj,. Then, there is a path of length at most 2(k-3) between Uj, and Uj, through y which consists of terminal nodes only. Such a path will remain in H. This is a contradiction to the fact that the path between Ujl and Dj, in H is of length 4(k -2). Therefore, the paths p2,p3, ,.., py + 2 are mutually node-disjoint except that xl1 is their common end.
Let yj (2 <j < y + 2) be the node adjacent to xI1 in pj. There exist yj,, yj, with j, #j, such that both (xl,, A, yj,) and (xl,, I, yj,) are edges of X,, , for some l~r. Therefore, since s1 is in F, and pj, (pj,) realizes the connection between uj, (Uj,) and s1 in H, there is a terminal node generated from xl, in further derivation which is connected to both yj, and Yj,. It follows that dist,(oj,, Uj,) <<(k-2) . This is clearly a contradiction since dist,(ujl, uj,) = 4( k -2). SO, the lemma holds. 0 Let z. be the center of H. Starting with zo, we select inductively a sequence of sets of knots in H as follows. Let O<id 3~. Let 6i be the smallest integer such that zi is a completed knot in X6( + 1. By Lemma 3.4, Xdi contains at least y+2 completed son-knots of Zi. Choose any y + 2 such son-knots of zi and call them sil, Si2, . . . , si, y + 2. For each j, 1 <j < y + 2, let lij be the smallest integer such that Sij appears in Xii j+ 1. Assumethatlil~Ei2~...~li,y+2.
By Lemma 3.5, there is a brother-knot zi + 1 (= sij, for some j # 1) of Sil such that none of its son-knots appears in Xlil . Figure 5 shows a subgraph of H that illustrates the relation between these knots. All nodes shown in the figure are knots; all degree-two nodes are omitted. We are particularly interested in the dark nodes in the figure, i.e., s3i, 1 (0 < i G y) and zJy.
Foreachie{0,1,...,3y-1},thenodesi+1,1 does not appear in Xii,. It follows that lo1 <'El1 <... <13y,l. It is clear that 13y, 1 ~8~~. Therefore, the nodes s~~,s~~, . . . . s3,,, 1 are in Xa3?.
For 0~ i< y, let pi be a path between sgi, 1 and x6,, in XaJy which realizes the connection between S3i, 1 and z3y in H. (Note that either zgy is in Xa3? and adjacent to x6_ or zJy is in Ys,,. It is possible that the node adjacent to x6,, in pi is zJy. Otherwise, the connection between sgi, 1 and zJy is realized through x6+ i.e., the path between s3i, 1 and zgy in H contains at least one node generated from xgl, in further derivation.) If pi is of length at least k, then it contains a completed knot y ( # s3i, 1) which is not adjacent to xs3y (by Lemma 3.3). Clearly, YE (.zj IO <j < 3y -l}. However, by our choice Of Zj'S, 83y<837_1<"' <do, and so, none of zo,zl ,..., z3y-l could be a completed knot in X6,,. It follows that each pi is of length at most k-1 and, clearly, x6,, is the only nonterminal node in each pi.
Let pi, and pi2 be any two such paths with O<il < i2 < y. Suppose that there is a node y( # x6,,) which is in both pi, and pi*. Then, there is a path of length at most 2(k-2) between sgiI,l and s3i2,1 through y which consists of terminal nodes only. Such a path is in H. This is a contradiction since the path between Ssi,,l and s3i2, 1 (il #iz) in H is of length at least 5(k-2). Therefore, the paths po,pl, . . .,py are mutually node-disjoint except that x6,, is their common end. Let yi (0 < i < y) be the node adjacent to xg,, in pi. There exist yi,, yi, with il # iz such that both (x6,,, 1, yi,) and (Q~,, 1, yi,) are edges of X6_ for some l~r. Clearly, there is a terminal node generated from xg3? in further derivation which is connected to both yi, and yi2. This is a contradiction since it implies that distH(S3i,, 1,~3i2, 1)<2(k-l), which is strictly smaller than 5(k-2) for each ka 3. This completes the proof that H cannot be generated by any (k+ 1)-separated eNCE grammar. As HELM and Lk~SEPk for each k > 3, we have that SEPk+ 1 5 SEPk. Together with Lemmas 3.1 and 3.2, we have the following theorem. A handle-rewriting hypergraph (HH) grammar [3] is a system generating (directed) hypergraphs in which a handle (i.e., a hyperedge together with all its incident nodes) is rewritten into a hypergraph. An edNCE grammar [12] is an eNCE grammar generating directed graphs. For each k> 1, let SEP,-HH (SEPI,-edNCE) denote the family of all languages that can be generated by k-separated HH (edNCE) grammars. (Refer to [3, 123 for more precise definitions of HH grammars, edNCE grammars, and their k-separated versions. SEPk-HH was defined for k> 2 in [3] . We let SEPl -HH = HH in order to be consistent with the eNCE case.) It was shown in [3] that SEP, -HH 5 SEP, -HH and SEP,-edNCE = SEPk-HHnGRL, k > 2, where GRL denotes the family of all graph languages. As the result stated in Theorem 3.6 can be easily taken over to SEP,-edNCE grammars, the relations proved in [3] yield the following separation result.
