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1. Introduction
The Fadeev–Popov (FP) approach to the quantization of the massless Yang–Mills (YM) gauge field
[1–4] is quite useful. It provides a way of eliminating non-physical degrees of freedom that are merely
gauge artifacts while allowing for the introduction of a variety of gauge choices, both covariant and
non-covariant. (In fact, it is possible to extend the FP procedure to accommodate more than one
gauge-fixing condition [5,6].)
A practical problem overcome by the FP technique is the difficulty in obtaining the free-field propa-
gator for a gauge field. Naively, the propagator for a massless vector gauge field Vμ involves inverting
the operator (∂2gμν − ∂μ∂ν), but this is impossible because the gauge invariance Vμ → Vμ + ∂μθ
means that this operator has a vanishing eigenvalue. In the FP approach, such bilinears are supple-
mented by a gauge-breaking term such as −12 (∂ · V )2, making it possible to obtain the propagator.
Of course, if the classical action also has a bilinear term that explicitly breaks gauge invariance (such
as 12m
2VμV μ) this problem does not arise.
However, it is possible to have a gauge invariance present in the bilinear part of the Lagrangian
that is broken explicitly by the interaction. (For example, the interaction −λ(VμV μ)2 could occur
in addition to the Maxwell action for Vμ.) In this case, the FP procedure is not directly applicable,
and yet the free field propagator cannot be obtained from the bilinear part of the action as by itself it
possesses a gauge invariance.
In order to address this problem, it is necessary to keep in mind that the FP procedure is equivalent
to the path integral (PI) as derived from canonical quantization for YM gauge theories [7,8] but that
is not always the case, as has been illustrated in Refs. [9–11]. A system that involves first- and/or
second-class constraints (as introduced by Dirac [12,13]) and thereby possesses a gauge invariance
© The Author(s) 2014. Published by Oxford University Press on behalf of the Physical Society of Japan.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Funded by SCOAP3
1
PTEP 2014, 023B05 F. A. Chishtie et al.
can only be quantized using the PI, if the measure of the PI is modified by the appropriate functional
determinants and delta functions [7,14]. Only with these functional determinants can the PI be related
to what is obtained from canonical quantization. These modifications are equivalent to having the FP
measure for the PI for YM theory, but this need not always be the case.
Recalling this, we examine the problem of quantizing an antisymmetric tensor field φμν interact-
ing with a spinor ψ through a magnetic moment interaction. We consider both the massless, gauge
invariant, free field action for φμν , and also supplement it with a scalar and/or pseudoscalar mass
term. If these mass terms vanish, we encounter the problem mentioned above of defining the free
propagator when the interaction is not gauge invariant. It is shown that this model has constraints
that modify the measure of the PI so that the functional integral is well defined and there is a free
field propagator for φμν . (We are not considering this model to have direct physical relevance, but
rather as a way of illustrating how the Dirac constraint formalism can be used to overcome a field
theory problem that cannot be handled using the Fadeev–Popov procedure.) In the next section, we
consider the Dirac constraint structure [12,13] of a model in which φμν interacts with ψ and has a
mass m2 and a pseudoscalar mass μ2 in the limits of vanishing coupling and vanishing m2 and/or
μ2. In each of these limits the constraint structure has peculiar features, though it is only in the case
m2 = μ2 = 0, g = 0 that we illustrate the situation in which the bilinear part of the action possesses
a gauge invariance that is not present in the full action.
An unresolved problem remains, however; it is not clear if the resulting PI is covariant as manifest
covariance has been lost. The difficulty originally plagued both quantum electrodynamics [15–18]
and YM theory [19,20] but in these theories the FP approach made it possible to retain manifest
covariance. In the case of the model being examined here, it is not clear how non-trivial functional
determinants arising from second-class constraints can be converted into a form that is manifestly
covariant.
We use the notation outlined in the appendix.
2. A spinor–tensor model
The action
Lφ = 112
(
∂μφνλ + ∂νφλμ + ∂λφμν
)2 ≡ G2λμν (1)
for the field φμν = −φνμ possesses the gauge invariance
δφμν = ∂μθν − ∂νθμ. (2)
Consequently, if we write
Lφ = 12φαβ
(
−1
2
∂2 I αβ,γ δ + Qαβ,γ δ
)
φγ δ, (3)
where
I αβ,γ δ = 1
2
(
gαγ gβδ − gαδgβγ ) (4a)
Qαβ,γ δ = 1
4
(
∂αγ gβδ − ∂βγ gαδ + ∂βδgαγ − ∂αδgβγ ) , (4b)
we find that
Mαβ,γ δ0 = −
1
2
∂2 I αβ,γ δ + Qαβ,γ δ; (5)
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Mαβ,γ δ0 ∂γ = 0 and thus Mαβ,γ δ0 has no inverse. We can supplement M0 with
Mαβ,γ δ
μ2
= −μ
2
4
αβγ δ (6a)
and/or
Mαβ,γ δ
m2
= −m
2
2
I αβ,γ δ (6b)
and it is obvious that since neither of these are invariant under that transformation of Eq. (2), one
can now find a free propagator for φμν . For example, if μ2 = 0, m2 = 0 then the propagator can be
obtained from[
−1
2
(∂2 + m2)I αβ,γ δ + Qαβ,γ δ
]−1
= − 2
∂2 + m2
[
I αβ,γ δ + 2
m2
Qαβ,γ δ
]
, (7)
which is well defined.
However, if we simply take Lφ and couple φμν to a spinor ψ so that L = Lφ + Lψ where
Lψ = ψ
(
iγ · ∂ + gσμνγ 5φμν
)
ψ, (8)
then the free Lagrangian for φμν is gauge invariant while the interactionwithψ is not and the problem
outlined in the preceding section occurs.
We now recall that if one employs canonical quantization for a system with first-class constraints
ϕi , second-class constraints θi , and gauge conditions γi , then the transition amplitude is given by
the PI:
< out|in >=
∫
dqi dpi M exp i
∫ ∞
−∞
dt (q˙i pi − H(qi , pi )) , (9)
where H is the canonical Hamiltonian, qi (t → ±∞) = (qout, qin), and M is the contribution to the
functional measure that is a consequence of constraints being present [7,14]:
M = δ(φi )δ(θi )δ(γi )det
{
φi , γ j
}
det1/2
{
θi , θ j
}
, (10)
with {, } denoting the Poisson bracket (PB).
For YM theory, there is a single gauge invariance and it has been shown [7,8] that for this case
the measure of Eq. (9) is the same as the FP measure. However, in other cases (such as the non-
Abelian extension of Lφ [9], the first-order Einstein–Hilbert action in d ≥ 3 dimensions [10,11],
and supergravity in 2 + 1 dimensions [21]) this equivalence does not hold.
We are thus motivated to study the constraint structure of Lφ + Lψ possibly supplemented by
Lμ2 = −
μ2
8
μνλσφμνφλσ (11)
and/or
Lm2 = −
m2
4
φμνφμν (12)
in order to see how a suitable transition amplitude can be defined by using the PI of Eqs. (9) and
(10). Some interesting features of the Dirac constraint formalism become apparent if μ2 and m2 are
non-zero.
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We begin by defining
Ai = φ0i , Bi = 12i jkφ jk (12a,b)
so that
L = 1
2
B˙i B˙i − i jk Ai∂ j B˙k + 12 Ai
(
∂i∂ j − ∂2δi j
)
A j − 12(Bi,i )
2
− μ2 Ai Bi + m
2
2
(A2i − B2i ) + iψ†(ψ˙ + αiψ,i ) + gψ†(Si Ai + iγ i Bi )ψ. (13)
From Eq. (13) it is apparent that the canonical momentum associated with the fields Ai , Bi , ψ , and
ψ† are respectively
π Ai = 0 (14a)
π Bi = B˙i − i jk∂ j Ak (14b)
π† = −iψ† (14c)
π = 0; (14d)
Eqs. (14 a,c,d) are primary constraints. Since by Eq. (A6a){
π† + iψ†, π
}
= −i (15)
we see that there are two primary second-class constraints,
χ1 = π† + iψ† (16a)
χ2 = π. (16b)
The canonical Hamiltonian is now given by
H = 1
2
π Bi π
B
i + i jkπ Bi ∂ j Ak +
1
2
(Bi,i )2 + μ2 Ai Bi − m
2
2
(A2i − B2i )
− iψ†αiψ,i − gψ†(Si Ai + iγ i Bi )ψ. (17)
In order to eliminate the two second-class constraints of Eq. (16) we define the Dirac bracket (DB):
{X, Y }∗ = {X, Y } − i [{X, χ1} {χ2, Y } + {X, χ2} {χ1, Y }] (18)
if X and Y are fermionic, so that {
ψ,ψ†
}∗ = −i. (19)
The primary constraint of Eq. (14a) now leads to the secondary constraints
i = i jk∂ jπ Bk + μ2 Bi − m2 Ai − gψ†Siψ. (20)
Now we first consider the limit μ2 = m2 = g = 0. In this case there are three secondary con-
straints,
λi = i jk∂ jπ Bk , (21)
but only two of them are independent as ∂iλi = 0. It is easily shown that there are no tertiary (third-
generation) constraints and that the constraints of Eqs. (14) and (21) are all first class. With these five
first-class constraints and their five associated gauge conditions, there are ten constraints on the 12
variables in phase space (φμν and the associated momenta); we are left with 12 − 10 = 2 physical
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degrees of freedom in phase space. These correspond to having a scalar and its conjugate momentum.
The gauge generator of Henneaux, Teitelboim, and Zanelli [22] is of the form
G = νiπ Ai + μiλi (22)
and the equation
ν˙iπ Ai + μ˙iλi +
{
G,
∫
dx
(
Hc + Uiπ Ai
)}
− δUiπ Ai = 0 (23)
results in
νi = μ˙i . (24)
We then find that the gauge generator G will generate the transformation of Eq. (2) with θi = μi
and θ0 = 0.
To see how Lφ in Eq. (1) is, by itself, equivalent to a free massless scalar, consider
Lνφ = 18 VμV
μ + 1
2
μνλσ
(
∂μVν − ∂μVν
)
φλσ . (25)
For some scalar ρ, the equation of motion for Vμ, when substituted into Eq. (25), leads to Eq. (1).
The equation of motion for φμν leads to Vμ = 2∂μρ, which, upon eliminating Vμ in Eq. (25), results
in Lνφ = 12
(
∂μρ
)2
, which is the action for a massless scalar.
If we next take μ2 = g = 0 in Eq. (20), we have the secondary constraint

(m2)
i = λi − m2 Ai , (26)
then Eqs. (14) and (26) define a set of six second-class constraints as{
π Ai ,
(m2)
j
}
= m2δi j . (27)
There are now six second-class constraints on φμν and its conjugate momenta, leaving 12 − 6 = 6
physical degrees of freedom in phase space. Thus the presence of a scalar mass term increases the
number of degrees of freedom in the system.
Now considering the limit m2 = g = 0 in Eq. (20), we then have the secondary constraint [9]

(μ2)
i = λi + μ2 Bi . (28)
As
{

(μ2)
i ,
(μ2)
j
}
=
{
π Ai ,
(μ2)
j
}
= 0, it is necessary to check if there are any tertiary constraints;
one easily finds that there is now the tertiary constraint
Ti = μ2π Bi . (29)
We see that (μ
2)
i and Ti are second class as{

(μ2)
i , Tj
}
= μ4δi j . (30)
With six second-class constraints, plus the three first-class constraints π Ai and the associated gauge
conditions, there are 6 + 3 + 3 = 12 constraints in phase space on φμν and its canonical momenta.
This leaves no net degrees of freedom for the field φμν , which is consistent with the results of
Refs. [23,24]. It is peculiar that adding a pseudoscalar mass term reduces the number of degrees of
freedom; this is unlike having a scalar mass m2 = 0, or the addition of a Proca mass to the vector
gauge field Vμ, in which case Vμ acquires a longitudinal polarization.
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Finally, if we take μ2 = 0 and m2 = 0 in Eq. (20), then we have the constraint
Li = −gψ†Siψ. (31)
From Eq. (19) it follows that
{Li , L j }∗ = g2
[
ψ†Si
{
ψ,ψ†
}∗
S jψ + (Siψ)T
{
ψ†, ψ
}∗
(ψ†S j )T
]
= 2g2i jk
(
ψ†kψ
)
. (32)
However, this does not mean that all of the constraints are second class as the number of second-
class bosonic constraints must be even. If we decompose Li into longitudinal and transverse parts,
L Li =
∂i∂ j
∂2
L j (33a)
LTi = Li − L Li , (33b)
then we see that L Li is a pair of second-class constraints while
{L Li , LTj }∗ = 0. (34)
We now find that{
L Li ,
∫
dyH
}∗
= g ∂i∂ j
∂2
[
−ψ†
(
0 −1
1 0
)
ψ, j − 2g jkl Akψ†
(
σl 0
0 σl
)
ψ + 2gB jψ†
(
0 1
1 0
)
ψ
]
≡ K Li . (35)
We see that despite Eq. (34) L Li is not first class; together L
L
i and K
L
i constitute a pair of second-class
constraints as
{
L Li , K
L
j
}∗ = 0.
We thus see that there are 28 degrees of freedom in phase space (φμν , ψ , ψ∗, and their conjugate
momenta), eight primary second-class constraints (χ1 and χ2), three secondary second-class con-
straints (Li ), a tertiary second-class constraint (K Li ), and three primary first-class constraints (π
A
i ),
which are accompanied by three gauge conditions (γi ). In total, there are 8 + 3 + 1 + 3 + 3 = 18
constraints on the 28 degrees of freedom in phase space. The 28 − 18 = 10 physical degrees of free-
dom in phase space are the two polarizations of the spinor and also of its antiparticle plus a degree of
freedom associated with the tensor; these are all accompanied by a conjugate momentum. A suitable
gauge choice associated with the first-class constraint π Ai = 0 is
Ai = 0. (36)
This results in the Lagrangian of Eq. (13) having bilinear terms:
Lφ(2) = 12 B˙i B˙i −
1
2
Bi,i B j, j (37)
so that one can find a propagator for the field Bi :
(δi j∂2t − ∂i∂ j )−1 =
1
∂2t
(
δi j − ∂i∂ j∇2 − ∂2t
)
. (38)
The contribution of the measure M of Eq. (9) coming from the second-class constraints (namely
det1/2
{
θi , θ j
}
) is a complicated non-covariant expression, as can be seen from Eqs. (32) and (35).
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It is interesting to consider the consequences of the equations of motion when m2 = 0 but with
both μ2 and g being non-zero. If
L = 1
12
G2μνλ −
μ2
8
μνλσφμνφλσ + ψ
(
iγ · ∂ + gσμνγ 5φμν
)
ψ (39)
then the equation of motion for φμν that follows from Eq. (39) is (with Jμν = ψσμνγ 5ψ)
− 1
2
∂μGμνλ − μ
2
4
αβνλφαβ + g J νλ = 0. (40)
Upon operating on Eq. (40) with ∂ν , we obtain
μ2
12
λαβγ Gαβγ + g∂ν J νλ = 0, (41)
which in turn implies that
Gαβγ = −2g
μ2
λαβγ ∂ν J νλ. (42)
If g = 0, then by Eqs. (40,41) φμν = 0; for g = 0 these equations imply that
φμν = −2g
μ2
[
1
μ2
(
∂2μρ J
ρ
ν − ∂2νρ Jρμ
)
− μνλσ Jλσ
]
, (43)
showing that if m2 = 0, μ2 = 0 then the tensor field is fixed by the spinor field.
3. Discussion
An unresolved problem in quantum field theory is that of quantizing a model in which the bilinear
part of the action possesses a gauge symmetry that is not present in the interaction. In this paper, we
have illustrated how to address this difficulty by considering a model in which a spinor couples to an
antisymmetric tensor field. Aspects of this model were considered byDeser andWitten [23] as well as
in Ref. [24]. Explicit calculations using conventional quantization were shown to lead to problems in
Refs. [9,27–29]. We have shown that a PI can be well defined in this model provided full use is made
of the Dirac constraints occurring in this system. However, as the second-class constraints occurring
are non-trivial, the PI is no longer manifestly covariant. It is not readily apparent how covariance
could be present after this model is quantized. We are currently addressing this problem.
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Appendix
We use the Dirac matrices γ μ where
γ 0 =
(
1 0
0 −1
)
γ i =
(
0 σ i
−σ i 0
)
(A1)
where σ i is a Pauli spin matrix. These satisfy the condition{
γ μ, γ ν
} = 2ημν (ημν = diag(+ − −−)) . (A2)
Furthermore, we employ the matrices
γ 5 = iγ 0γ 1γ 2γ 3, σμν = −1
4
[
γ μ, γ ν
] = i
2
μνλσ σλσ γ
5. (A3)
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It also is convenient to employ
Si =
(
−σ i 0
0 σ i
)
, i =
(
σ i 0
0 σ i
)
, αi =
(
0 σ i
σ i 0
)
. (A4)
We employ the left derivative for Grassmann variables θi :
d
dθi
(
θ jθk
) = δi jθk − δikθ j . (A5)
Our convention for the Poisson brackets is
{F1, F2} =
(
F1,q F2,p + F2,q F1,p
)− (F1,ψ F2,π + F2,ψ F1,π) (A6a)
{B1, B2} =
(
B1,q B2,p − B2,q B1,p
)+ (B1,ψ B2,π − B2,ψ B1,π ) (A6b)
{B, F} = − {F, B} = (B,q F,p − F,q B,p)+ (F,ψ B,π + B,ψ F,π ) (A6c)
where Fi (Bi ) are Grassmann odd (even) functions and we have the canonical variables (qi , pi ) and
(ψi , πi ), which are bosonic and fermionic respectively.
If L = L(qi , q˙i , ψi , ψ˙i ) then
pi = ∂L
∂q˙i
πi = ∂L
∂ψ˙i
(A7)
and
H(qi , pi , ψi , πi ) = q˙i pi + ψ˙iπi − L . (A8)
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