ABSTRACT This paper pays attention to the problem of optimal filtering for linear continuous time-varying Itô stochastic system with multiple delayed measurements and multiplicative noise. The stochastic analysis and calculus of stochastic variables are employed to analyze and design the optimal filtering. For the Itô stochastic continuous-time system with multiple delayed measurements and multiplicative noise, a delay is first transferred from the state to integral term with the Brownian motion in measurements by solving the stochastic equation of multiplicative noise. Then, based on the delay-free state in measurements and the independent increment characteristics of the Brownian motion the optimal filter is derived through the calculation of the conditional expectation. It should be stressed that the optimal filter follows directly from the manipulation of the performance. Finally, a price-volatility feedback rate model in mathematical finance is chosen to demonstrate the design of the optimal filter via the proposed approach in this paper.
I. INTRODUCTION
In recent several decades, filtering problem is one of the most important and fundamental topics in the fields of control, signal processing and communication [1] - [6] . It has played a significant role in many areas. Since the standard Kalman or Kalman-Bucy filter for systems with perfectly known model was proposed in [7] or [8] , filtering issues have attracted more and more attention in concerning the theory of filtering, such as [9] - [12] . It is undeniable that in great many practical applications, systems are affected by random phenomenon, and as well, are subject to delays. Therefore, it is necessary to research the optimal filtering problem of systems with time delay and random disturbances.
To mitigate undesirable effect of disturbance and delay, some examples of research work dealing with optimal filtering for stochastic systems with time delay and additive noises are [13] - [22] . Two main approaches in the work have emerged for tackling the filtering problem in stochastic systems with time delays. One is to use reorganization
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innovation analysis approach along with the orthogonal projection lemma for discrete or continuous time system in [14] - [19] . The Kalman filter is derived according to the solution of standard Riccati equation. The other one is to directly transform the system with delayed measurements into a new system with delay-free measurements. Just as in [20] , [21] , the Itô stochastic continuous-time system with multiple delayed measurements is changed into a system with delay-free measurements by utilizing stochastic variable analysis and calculus. Then the optimal filter for the state is naturally given by the conditional expectation over the delay free measurements. The optimal filter and the error variance equations are tackled according to the general expression formulas [11] , [13] for differential of the conditional expectation of system state and the error variance based on the given observations. And in [22] , the discrete-time system with measurement delays is reformulated as a delay-free one by constructing a state-space model. The real-time optimal local filter is obtained by using the projection theory [9] in limited time intervals.
However, in many practical problems, in addition to acting on the system in an additive noise, random disturbances also affect the system by multiplicative noise. As an example, radio communication transmission channel is affected by the random variation of the channel. The random variation in systems can be transformed as multiplicative noise [23] , [24] .
Recently, a message passing algorithm employing statistical idea is proposed for the systems, which the secondorder statistics of the observation and process noise in the state-space model are unknown in [25] , [26] . An optimal Bayesian Kalman filter is derived over posterior distribution obtained from incorporating data into the prior distribution in [26] . The filter has the same recursive structure as that of the classical Kalman filter, except that it is designed relative to the posterior effective noise statistics. Now the optimal filtering problems are investigated for linear time-varying systems with delay free and multiplicative noise in [27] - [29] . A robust optimal filter is proposed by resorting to linear system theory and utilizing stochastic analysis methods and the filter gain is designed based on the minimized estimation error covariance at each time step in [27] . The optimal linear estimator problem for a class of discrete-time linear systems with correlated stochastic parameter matrices and noises is studied in [28] . H 2 optimal filtering problem was investigated for a class of linear time-varying stochastic systems with delay free and multiplicative noise in [29] . The optimal filtering is first proposed without assuming exponential stability of the systems in the mean square sense. Additionally, applications of filter for transmission channel in stochastic communication systems with multiplicative noise can be found in [30] , [31] . It is notable that the distributed fusion filtering problem for networked stochastic uncertain discretetime systems with multiplicative noises and one-step delay measurement proposed in [32] . To the best of our knowledge, the optimal filter for stochastic continuous-time systems with delay and multiplicative noise has not been studied.
Motivated by the aforementioned analysis, this paper will develop an effective real-time optimal filter algorithm for a class of Itô-stochastic system, which includes delay and multiplicative noise simultaneously. As will be seen, there are three challenges make our problem interesting and attractive. The three challenges are (1) finding a relationship between measurement and state at the same instant; (2) finding a way out of the dilemma caused by the multiplicative noise; (3) designing the optimal filter. How to overcome these difficulties constitutes the main contribution of our work.
Inspired by the mentioned work above, the optimal filter for Itô-stochastic system with delayed measurements in multiple channels and multiplicative noise is proposed by using linear stochastic equation theory and stochastic variable analysis and calculus. The contributions of this study can be summarized as: 1. By solving stochastic equation of multiplicative noise, the relationship between measurement and state at the same instant is built. Delays are transferred from state to integral term with Brownian motion in measurements. The real-time optimal filtering can be directly expressed by the general expression formulas in [11] .
2. By lending the mathematic expectation on integral of Brownian motion and the independent increment characteristics of the Brownian motion, the integral term of Brownian motion with delay is separated from state, which makes the optimal filter implemented workably and easily in the process of arithmetic.
3. An intuitive and analytical formulation of the optimal filter is obtained by using linear stochastic equation theory and stochastic variable analysis and calculus.
The remainder of the paper is organized as follows. In Section II, the optimal filter problem for continuous timevarying stochastic system with multiple delayed measurements and multiplicative noise is formulated. A transformation on the observation equation is performed and a new delay-free-state observation equation is obtained. Then in Section III, the differentials for the optimal filter and the error variance equations are established by stochastic analysis and calculus. The performance of the presented optimal filter is illustrated and verified through an example in Section IV. Finally, some conclusions are drawn in Section V.
II. PROBLEM FORMULATION
Let ( , F, P) be a complete probability space with an increasing right continuous family of σ -algebra F t , t ≥ t 0 , and let (β(t), F t , t ≥ t 0 ) and (η i (t), F t , t ≥ t 0 ) be independent Wiener process or Brownian motions. β(t) is a onedimensional standard Brownian Motion. The F t −measurable random processes (x(t), y i (t)), i = 1, 2, . . . , l are determined by the linear continuous-time Itô-stochastic differential equation for the dynamic system state
dx(t) = A(t)x(t)dt + B(t)x(t)dβ(t), x(t
and linear stochastic differential equations with time delay for the observation processes
where random process x(t) ∈ R n is the state vector,
the delays. A(t), B(t)
and H i (t) are all Borel-measurable and bounded time-varying matrices with appropriate dimensions. The observation process y i (t) depends on delayed states
, without loss of generality, we assume that the delays are in an increasing order:
The initial condition x 0 ∈ R n is a Gaussian vector such that x 0 , β(t) and η i (t), i = 0, 1, . . . , l are independent. It is also assumed that
The superscript T is the transpose of a vector or a matrix. Further, let
Let y(t) be the observation of system (2) at time t ≥ t 0 , then y(t) is given by
The optimal filtering problem is to find the optimal estimatê x(t|t) of the system state x(t), based on the observation process Y (t) = {y(τ )|t 0 ≤ τ ≤ t}, that minimizes the Euclidean 2-norm
Y t ] at every time instant t. Here, F Y t means a σ −algebra generated by the observation process Y (t) in the interval [t 0 , t] and J means the conditional expectation of a stochastic process (x(t) −x(t)) T (x(t) −x(t)) with respect to the σ −algebra F Y t generated by the observation process Y (t) in the interval [t 0 , t].
III. OPTIMAL FILTERING WITH MULTIPLICATIVE NOISE
For systems with delayed observations, a natural idea to deal with the time delay is to change the delayed observations into delay-free ones, see [32] and [33] for discrete-time systems. Here we aim to find a relationship between measurement y i (t) and state x(t) by lending to the idea also same as [20] for continuous-time system. Then the real-time optimal filtering could be realized.
A. PROBLEM TRANSFORMATION
In this subsection the Itô stochastic system with multiple delayed measurements is transformed into a new one with delay free by solving stochastic equation of multiplicative noise.
From [34] and [35] , for t 0 and x 0 measurable with respect to F t and E|x 0 | 2 < ∞, there exists a unique continuous solution x(t), t ≥ t 0 of system (1), verifying x(t 0 ) = x 0 . Then the solution of (1) with x(t 0 ) = x 0 has the formula
where the matrix (t, t 0 ), t ≥ t 0 ≥ 0 is the fundamental matrix solution of the systems of stochastic linear differential equations (1) and
Then there is a unique continuous solution x(t − d i ) of the system (1), verifying t − d i > 0 and x(t 0 ) = x 0 as follows
Next, we can obtain the following equation
The fundamental matrix (t, t − d i )(t > t − d i ) of solution of the system (1) is invertible, there holds
Furthermore, the observation processes (2) can also be rewritten as
Thus the equations (2) can be reformulated as
where
Then, we consider the optimal filtering problem for the state equation (1) and the observation system (3). Remark 1: Delays are transferred from state to integral term with Brownian motion in measurements by solving stochastic equation of multiplicative noise. It is observed that the optimal filtering problem for the state equation (1) and the observation system (3) can be obtained by using the current received measurement with delay free. Then a realtime estimation method is proposed at the state update points in the following subsection.
Remark 2: It is worth noting that the form of the fundamental matrix of solution here is more complicated because multiplicative noise exists in the considered system. It contains an integral item of Brownian motion. Therefore, it is not feasible to perform the same algorithms as mentioned references.
B. CALCULATION OF OPTIMAL FILTERING
Firstly, for the state equation (1) and the observation (3), we will give a real-time filter method by using the expression of the optimal filter based on the work in [11] . T |F Y t ] for the problem, the following theorem is obtained.
Denote the estimation error variance P(t) = E[(x(t) −x(t|t))(x(t) − x(t|t))
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Theorem 1: For the state with system (1) and the linear observations (3) , that is,
dx(t) = A(t)x(t)dt + B(t)x(t)dβ(t), x(t 0 ) = x 0 ; dy(t) = b(t)x(t)dt + dV (t).
The optimal filter is given as follows:
dx(t|t) = E[A(t)x(t)|F Y t ]dt + E(x(t)[b(t)x(t) − E(b(t)x(t)|F
and
dP(t) = E[(x(t) −x(t|t))(A(t)x(t))
T |F Y t ]dt + E[A(t)x(t)(x(t) −x(t|t)) T |F Y t ]dt + E
[(B(t)x(t)dβ(t))(B(t)x(t)dβ(t))
where all parameters are defined as above. [11] , for the state equation (1) and the observation system (3), the optimal filtering equation (4) can be easily obtained. Then the formula (5) for the differential of the variance is provided.
Proof: Let f (x, t) be a differentiable function of the state vector x and time t. Then its optimal estimatef (t|t) based on the observation process Y (t) is determined by the formulaf (t|t) = E[f (x, t)|F Y t ] =x(t|t). According to the formula for the Itô differential off (t|t)
Remark 3: Obviously Theorem 1 has indicated that the real-time optimal filtering can be directly expressed by the general expression formulas in [11] after the relationship between measurement and state at the same instant is built. It is different from the existing technique in [13] , which the general expression formulas in [11] was directly applied to the system with delays.
Secondly some necessary lemmas are introduced to simply computed (4) and (5) in order to solve the original filter problem for the state (1) and the observation processes (2) as follows.
Lemma 1 ( [36] ): Let β(·) be a one-dimensional Brownian Motion defined on ( , F, P). For n = 1, 2, · · · , the following holds:
Lemma 2: Let β(·) be a one-dimensional Brownian Motion defined on ( , F, P). For s, t, n such that 0 < s < t, n = 1, 2, · · · , then
Proof: For the one-dimensional Brownian Motion β(·) and every integer k > 0, the following equation is satisfied
On one hand, when k = 2n, denote
Then it is obtained that
On the other hand, when k = 2n − 1, equation (6) can be rewritten as follows Proof:
It is observed that E[(β(t) − β(s))
Without loss of generality, we consider only the expectation of a matrix exponential on a discretization interval [t l , t l+1 ]0 ≤ l ≤ k − 1 and use Lemma 2, we have
44242 VOLUME 7, 2019
Finally for the state with system (1), the optimal filter over the linear observations (2) can be obtained based on the above results. The following theorem is given.
Theorem 2: The optimal filter for the state with system (1), over the linear observations (2), is given as follows:
dx(t|t) = A(t)x(t|t)dt
+ i j=0 e t t−d j A(s)ds P(t − d j )H T j (t)V −1 j (t) ×[dy j (t) − H j (t)(e t t−d j A(s)ds ) −1x (t|t)dt], x(t 0 |t 0 ) = 0 where
dP(t) = P(t)A T (t)dt + A(t)P(t)dt + B(t)P(t)B T (t)dt
+ B(t)x(t|t)x T (t|t)B T (t)dt − i j=0 e t t−d j A(s)ds P(t − d j )H T j (t)V −1 j (t) × (e t t−d j A(s)ds P(t − d j )H T j (t)) T dt, P(t 0 ) = 0 . When t ≥ d l ,
dx(t|t) = A(t)x(t|t)dt
+ l j=0 e t t−d j A(s)ds P(t − d j )H T j (t)V −1 j (t) × [dy j (t) − H j (t)(e t t−d j A(s)ds ) −1x (t|t)dt], x(t 0 |t 0 ) = 0 where
dP(t) = P(t)A T (t)dt + A(t)P(t)dt + B(t)P(t)B T (t)dt
Proof: By applying Lemma 3 and the independent increment of the Brownian motion, It can be obtained that
It should be noted that
Then formulae (4) and (5) can be expressed as follows:
dx(t|t) = A(t)x(t|t)dt
dP(t) = P(t)A T (t)dt + A(t)P(t)dt + B(t)P(t)B T (t)dt
Case 2. When t ≥ d l ,
dx(t|t) = A(t)x(t|t)dt
dP(t) = P(t)A T (t)dt + A(t)P(t)dt + B(t)P(t)B T (t)dt
Remark 4: By introducing the mathematic expectation on integral of Brownian motion and lending the independent increment characteristics of the Brownian motion, the integral of Brownian motion with delay is separated from state, which makes the optimal filter implemented workably and easily in the process of arithmetic.
Remark 5: An intuitive and analytical formulation of the optimal filter is obtained by using linear stochastic equation theory and stochastic variable analysis and calculus. Compared to the conventional Kalman-Bacy filter of the standard system in [12] , [20] , the equations of the optimal estimate and the variance are more complicated in form due to the influence of multiplicative noise. We would like to pay more attention on the theoretical results that have been obtained by mathematical methods. 
IV. NUMERICAL EXAMPLE
In this section, the effectiveness of the proposed approach is verified by a Price-Volatility Feedback Rate model in finance [37] . An optimal estimate of price process based on its linear observations is solved.
Case 2. The simulations are done when µ = 0.05, σ = 0.15, d = 5, x(0) = 21,x(0|0) = 22, P(0) = 1. Then the evolution of the state and its estimation is shown in Figure 4 , and the curve of their error is shown in Figure 5 . The filter error variance curve is presented in Figure 6 .
Consider a Price-Volatility Feedback Rate stochastic process where x(t) ∈ R represent the price process, µ and σ are constant. It represents a Price-Volatility Feedback Rate model in financial economics [37] . Assume that the short rate is observed by the following equations with delays and multiplicative noise.
where y 0 (t) ∈ R is the current measurement, y 1 (t) ∈ R is the delayed measurement, β(t), η 0 (t) and η 1 (t) are standard Brownian motion. And they are independent of each other. Case 1. We set µ = 0.1, σ = 0.2, d = 5. β(t), η 0 (t) and η 1 (t) are standard Brownian motion. The initial conditions are assumed that x(0) = 25,x(0|0) = 24, P(0) = 1. Then, the optimal filter can be obtained according to our proposed scheme as follows.
When 0 ≤ t < d, the optimal filter is dx(t|t) = −0.1x(t|t)dt + P(t)(dy 0 (t) −x(t|t)dt) P(t) = −0.2P(t) + 0.04P(t) + 0.04x(t|t)x(t|t) T − P 2 (t).
When t ≥ d, the optimal filter is dx(t|t) = −0.1x(t|t)dt + P(t)(dy 0 (t) −x(t|t)dt)
+ e −0.5 P(t − 5)(dy 1 (t) − e 0.5x (t|t)dt) P(t) = −0.2P(t) + 0.04P(t) + 0.04x(t|t)x(t|t) T − P 2 (t) − (e −0.5 P(t − 5)) 2 .
The simulation results for the designed filter are performed. The evolution of the state and its estimation is shown in Figure 1 , and their error evolution is shown in Figure 2 . The filter error variance curve is presented in Figure 3 . The practical example demonstrates the effectiveness of the proposed filter strategy. With the above simulation results, it can be seen that our proposed filter curves are approximated infinitely the state curves of the system model and the state estimation errors rapidly tend to zero asymptotically as expected. Meanwhile filtering error variance values also rapidly tend to zero asymptotically as expected. Moreover it can be observed that the evolution of the curves has not been effected by the changing parameters based on Figure 1 to Figure 6 .
V. CONCLUSIONS
In this paper, we have studied the optimal filtering problem for a class of Itô stochastic continuous time systems with multiple delay measurements and multiplicative noise. Stochastic analysis and calculus are the main tools used in the paper. The observation equation with time-delay state has been first transformed into a new equation without delay state by solving the Itô stochastic equation. Then optimal filter is designed by using the independent increment characteristics of the Brownian motion. These theoretical results are illustrated through a Price-Volatility Feedback Rate model in practical finance. The results in the paper follow directly from simple mathematical computations. The proposed approach in our study can unitedly deal with some new problems of the continuous-time stochastic systems with delays and multiplicative noise. It can be applied to solve real problems in wireless networks.
