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DANS Lp.
STEVE HOFMANN AND JOS ´E MAR´IA MARTELL
Abstract. We present a higher dimensional, scale-invariant version of a classi-
cal theorem of F. and M. Riesz [RR]. More precisely, we establish scale invariant
absolute continuity of harmonic measure with respect to surface measure, along
with higher integrability of the Poisson kernel, for a domain Ω ⊂ Rn+1, n ≥ 2,
with a uniformly rectifiable boundary, which satisfies the Harnack Chain condi-
tion plus an interior (but not exterior) corkscrew condition. In a companion paper
to this one [HMU], we also establish a converse, in which we deduce uniform
rectifiability of the boundary, assuming scale invariant Lq bounds, with q > 1, on
the Poisson kernel.
Re´sume´. On pre´sente une version invariante par e´chelles et en dimension supe´-
rieure a` 3 d’un the´ore`me classique de F. et M. Riesz [RR]. Plus pre´cise´ment, on
e´tablit l’absolue continuite´ de la mesure harmonique par rapport a` la mesure de
surface, ainsi qu’un gain d’inte´grabilite´ pour le noyau de Poisson, pour un do-
maine Ω ⊂ Rn+1, n ≥ 2, a` bord uniforme´ment rectifiable, ve´rifiant une condition
de chaıˆne de Harnack et une condition de type “points d’ancrage” ou “corkscrew”
inte´rieure (mais pas exte´rieure). L’article associe´ [HMU] e´tablit une re´ciproque,
c’est-a`-dire l’uniforme rectifiabilite´ du bord en supposant des estime´es invari-
antes par e´chelle Lq pour q > 1 sur le noyau de Poisson.
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1. Introduction
In [RR], F. and M. Riesz showed that for a simply connected domain in the
complex plane with a rectifiable boundary, harmonic measure is absolutely contin-
uous with respect to arclength measure. A quantitative version of this theorem was
obtained by Lavrentiev [La]. More generally, if only a portion of the boundary is
rectifiable, Bishop and Jones [BJ] have shown that harmonic measure is absolutely
continuous with respect to arclength on that portion. They also present a counter-
example to show that the result of [RR] may fail in the absence of some topological
hypothesis (e.g., simple connectedness).
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In this paper we extend the results of [RR] and [La] to higher dimensions,
without imposing extra assumptions on either the exterior domain or the bound-
ary, as has been done previously. Our extension (Theorem 1.26 below) is “scale-
invariant”, i.e., assuming scale-invariant analogues of the hypotheses of [RR], we
show that harmonic measure satisfies a scale-invariant version of absolute continu-
ity, namely the weak-A∞ condition (cf. Definition 1.19 below). More precisely, let
Ω ⊂ Rn+1, n ≥ 2, be a connected, open set. We establish the weak-A∞ property
of harmonic measure, assuming that ∂Ω is uniformly rectifiable (cf. (1.13) below),
and that Ω satisfies interior (but not necessarily exterior) Corkscrew and Harnack
Chain conditions (cf. Definitions 1.4 and 1.6 below). Uniform rectifiability is the
scale-invariant version of rectifiability, while the Corkscrew and Harnack Chain
conditions are scale invariant analogues of the topological properties of openness
and path connectedness, respectively. We emphasize that in contrast to previous
work in this area in dimensions n + 1 ≥ 3, we impose no restriction on the ge-
ometry of the exterior domain Ωext := Rn+1 \ Ω, nor any extra condition on the
geometry of the boundary, beyond uniform rectifiability. In particular, we do not
require that any component of Ωext satisfy a Corkscrew condition (as in [JK], [Se],
[Ba]) or even an n-disk condition as in [DJ]; nor do we assume that ∂Ω contains
“Big Pieces” of the boundaries of Lipschitz sub-domains of Ω, as in [BL]. The
absence of such assumptions is the main advance in the present paper.
In addition, in a companion paper to this one [HMU], written jointly with I.
Uriarte-Tuero, we establish a converse, Theorem 1.28, in which we deduce uniform
rectifiability of the boundary, given a certain scale invariant local Lq estimate, with
q > 1, for the Poisson kernel (cf. (1.24)). The method of proof in [HMU] may
be of independent interest, as it entails a novel use of “Tb” theory to obtain a free
boundary result.
Taken together, the main results of the present paper and of [HMU], namely
Theorems 1.26 and 1.28 below, may be summarized as follows (the terminology
and notation used in the statement will be clarified or cross-referenced immediately
afterwards):
Theorem 1.1. Let Ω ⊂ Rn+1, n ≥ 2, be a connected open set which satisfies
interior Corkscrew and Harnack Chain conditions, and whose boundary ∂Ω is
n-dimensional Ahlfors-David regular. Then the following are equivalent:
(1) ∂Ω is uniformly rectifiable.
(2) For every surface ball ∆ = ∆(x, r) ⊂ ∂Ω, with radius r . diam ∂Ω, the
harmonic measure ωX∆ ∈ weak-A∞(∆).
(3) ω << σ, and there is a q > 1 such that the Poisson kernel kX∆ satisfies the
scale invariant Lq bound (1.24), for every ∆ = ∆(x, r) ⊂ ∂Ω, with radius
r . diam ∂Ω.
Remark 1.2. By the counter-example of [BJ], one would not expect to obtain the
implication (1) =⇒ (2), without some sort of connectivity assumption; for us, the
interior Harnack Chain condition plays this role.
Given a domain Ω ⊂ Rn+1, a “surface ball” is a set ∆ = ∆(x, r) := B(x, r) ∩ ∂Ω,
where x ∈ ∂Ω, and B(x, r) denotes the standard (n + 1)-dimensional Euclidean ball
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of radius r centered at x. For such a surface ball ∆, we let ωX∆ denote harmonic
measure for Ω, with pole at the “Corkscrew point” X∆ (see Definition 1.4). The
Corkscrew and Harnack Chain conditions, as well as the notions of Ahlfors-David
regularity (ADR), uniform rectifiability (UR) and weak-A∞, are described in Defi-
nitions 1.4, 1.6, 1.7, 1.9, and 1.19 below.
The present paper treats the direction (1) implies (2). That (2) implies (3) is well
known (see the discussion following Definition 1.19). The main result in [HMU]
is that (3) implies (1). We mention also that we obtain in the present paper an
extension of (1) implies (2), in which our hypotheses are assumed to hold only in
an “interior big pieces” sense (cf. Definition 1.14 and Theorem 1.27 below).
To place Theorem 1.1 in context, we review previous related work in dimen-
sion n + 1 ≥ 3. We recall that in [JK], the authors introduce the notion of a
“non-tangentially accessible” (NTA) domain: Ω is said to be NTA if it satisfies the
Corkscrew and Harnack Chain conditions (“interior Corkscrew and Harnack Chain
conditions”), and also if the exterior domain, Ωext := Rn+1 \ Ω (which need not be
connected), satisfies the Corkscrew condition (“exterior Corkscrew condition”).
The latter was relaxed in [DJ] to allow a sort of “weak exterior Corkscrew” condi-
tion in which the analogue of the exterior Corkscrew point is the center merely of
an n-dimensional disk in Ωext, rather than of a full Euclidean ball. A key observa-
tion made in [DJ] was that the weak exterior Corkscrew condition is still enough
to obtain local Ho¨lder continuity at the boundary of harmonic functions which
vanish on a surface ball. In [DJ], the authors prove that, in the presence of Ahlfors-
David regularity of the boundary, the NTA condition of [JK] or even its relaxed
version with “weak exterior Corkscrews”, implies that Ω satisfies an “interior big
pieces” of Lipschitz sub-domains condition (cf. Definition 1.14 below). By a sim-
ple maximum principle argument (plus the deep result of [Da]), one then almost
immediately obtains a certain lower bound for harmonic measure, to wit, that there
are constants η ∈ (0, 1) and c0 > 0 such that for each surface ball ∆ ⊂ ∂Ω, and any
Borel subset A ⊂ ∆, we have
(1.3) ωX∆(A) ≥ c0 , whenever σ(A) ≥ ησ(∆).
In turn, still given NTA, or at least the relaxed version of [DJ], the latter bound
self-improves to an A∞ estimate for harmonic measure, via the comparison princi-
ple. The same A∞ conclusion was also obtained by a different argument in [Se],
under the full NTA condition of [JK]. In [BL], the authors impose an interior
Corkscrew condition, but in lieu of the Harnack Chain and exterior (or weak ex-
terior) Corkscrew conditions, the authors assume instead the consequence of these
conditions deduced in [DJ], namely, that Ω satisfies the aforementioned condition
concerning “interior big pieces” of Lipschitz sub-domains. The bound (1.3) (suit-
ably interpreted) then holds almost immediately (again by the maximum principle),
but the self-improvement argument, in the absence of the Harnack Chain and ex-
terior (or weak exterior) Corkscrew conditions, is now more problematic (indeed,
the usual proofs of the comparison principle rely on Harnack’s inequality and local
Ho¨lder continuity at the boundary), and the authors conclude in [BL] only that ω
is weak-A∞. On the other hand, they give an example to show that this conclusion
is best possible (that is, they construct a domain which satisfies the “interior big
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pieces” condition, but whose harmonic measure fails to be doubling). We mention
also in this context the recent paper [Ba], in which the geometric conclusion of
[DJ], namely the existence of “interior big pieces” of Lipschitz sub-domains, is
shown to hold assuming the full NTA condition (with two-sided Corkscrews), but
in which only the lower (but not the upper) bound is required in the Ahlfors-David
condition (cf. (1.8)).
In the present paper, we improve the results of [BL] and of [DJ] by removing
the “big pieces of Lipschitz sub-domains” hypothesis, as well as all assumptions
regarding the exterior domain. That is, in Theorem 1.26, we assume only that Ω
satisfies interior Corkscrew and Harnack Chain conditions, and that its boundary is
uniformly rectifiable. More generally, in Theorem 1.27, we suppose only that these
hypotheses hold in an appropriate “interior big pieces” sense (in particular, our
results include those of [BL] as a special case, since their Lipschitz sub-domains
clearly satisfy our hypotheses). The difficulty now, and the heart of the proof, is to
establish (1.3); with the latter in hand, the self-improvement to weak A∞ proceeds
as in [BL]. We mention that by an unpublished example of Hrycak, UR does not, in
general, imply big pieces of Lipschitz graphs1 (that the opposite implication does
hold for ADR sets is easy, and well known). Moreover, in [HMU] we obtain a
converse which shows that the UR hypothesis is optimal. In this connection, we
mention also the following observation, which was brought to our attention by M.
Badger and T. Toro. Let F ⊂ R2 denote the “4 corners Cantor set” of J. Garnett
(see, e.g., [DS2, p. 4]), and let F∗ := F × R ⊂ R3 be the “cylinder” above F. Then
Ω := R3 \ F∗ satisfies the (interior) Corkscrew and Harnack Chain conditions, and
has a 2-dimensional ADR boundary, but the boundary is not UR, and therefore its
harmonic measure is not weak-A∞.
We conclude this historical survey by providing some additional context for
our work here and in [HMU], namely, that our results may be viewed as a “large
constant” analogue of the work of Kenig and Toro [KT1, KT2, KT3]. The latter,
taken collectively, say that in the presence of a Reifenberg flatness condition and
Ahlfors-David regularity, one has that log k ∈ V MO iff ν ∈ V MO, where k is
the Poisson kernel with pole at some fixed point, and ν is the unit normal to the
boundary. Moreover, given the same background hypotheses, the condition that ν ∈
V MO is equivalent to a uniform rectifiability (UR) condition with vanishing trace,
thus log k ∈ V MO ⇐⇒ vanishing UR. On the other hand, our large constant
version “almost” says “ log k ∈ BMO ⇐⇒ UR ”, given interior Corkscrews and
Harnack Chains. Indeed, it is well known that the A∞ condition (i.e., weak-A∞
plus the doubling property) implies that log k ∈ BMO, while if log k ∈ BMO with
small norm, then k ∈ A∞.
1 On the other hand, Azzam and Schul [AS] have recently shown that every UR set contains “big
pieces of big pieces of Lipschitz graphs” (see [DS2, pp. 15-16] or [AS] for a precise formulation).
This is a beautiful result, but seems inapplicable to the estimates for harmonic measure considered
here: to enable essential use of the maximum principle, one would need “interior big pieces (cf.
Definition 1.14 below) of interior big pieces of Lipschitz subdomains” (say, in the presence of the
1-sided NTA condition), and it is not clear that the methods of [AS] would yield such a result . We do
expect that the methods of the present paper could be pushed to do so, and we plan to present these
arguments, with applications to more general elliptic-harmonic measures, in a forthcoming paper.
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In order to state our results precisely, we shall first need to discuss some prelim-
inary matters.
1.1. Notation and Definitions.
• We use the letters c,C to denote harmless positive constants, not necessarily the
same at each occurrence, which depend only on dimension and the constants ap-
pearing in the hypotheses of the theorems (which we refer to as the “allowable
parameters”). We shall also sometimes write a . b and a ≈ b to mean, respec-
tively, that a ≤ Cb and 0 < c ≤ a/b ≤ C, where the constants c and C are as
above, unless explicitly noted to the contrary. At times, we shall designate by M
a particular constant whose value will remain unchanged throughout the proof
of a given lemma or proposition, but which may have a different value during
the proof of a different lemma or proposition.
• Given a domain Ω ⊂ Rn+1, we shall use lower case letters x, y, z, etc., to denote
points on ∂Ω, and capital letters X, Y, Z, etc., to denote generic points in Rn+1
(especially those in Rn+1 \ ∂Ω).
• The open (n + 1)-dimensional Euclidean ball of radius r will be denoted B(x, r)
when the center x lies on ∂Ω, or B(X, r) when the center X ∈ Rn+1 \ ∂Ω. A
“surface ball” is denoted ∆(x, r) := B(x, r) ∩ ∂Ω.
• Given a Euclidean ball B or surface ball ∆, its radius will be denoted rB or r∆,
respectively.
• Given a Euclidean or surface ball B = B(X, r) or ∆ = ∆(x, r), its concentric dilate
by a factor of κ > 0 will be denoted by κB := B(X, κr) or κ∆ := ∆(x, κr).
• For X ∈ Rn+1, we set δ(X) := dist(X, ∂Ω).
• We let Hn denote n-dimensional Hausdorff measure, and let σ := Hn
∣∣
∂Ω
denote
the “surface measure” on ∂Ω.
• For a Borel set A ⊂ Rn+1, we let 1A denote the usual indicator function of A, i.e.
1A(x) = 1 if x ∈ A, and 1A(x) = 0 if x < A.
• For a Borel set A ⊂ Rn+1, we let int(A) denote the interior of A. If A ⊂ ∂Ω,
then int(A) will denote the relative interior, i.e., the largest relatively open set
in ∂Ω contained in A. Thus, for A ⊂ ∂Ω, the boundary is then well defined by
∂A := A \ int(A).
• For a Borel set A, we denote by C(A) the space of continuous functions on A, by
Cc(A) the subspace of C(A) with compact support in A, and by Cb(A) the space
of bounded continuous functions on A. If A is unbounded, we denote by C0(A)
the space of continuous functions on A converging to 0 at infinity.
• For a Borel subset A ⊂ ∂Ω, we set
>
A f dσ := σ(A)−1
∫
A f dσ.
• We shall use the letter I (and sometimes J) to denote a closed (n+1)-dimensional
Euclidean cube with sides parallel to the co-ordinate axes, and we let ℓ(I) denote
the side length of I. We use Q to denote a dyadic “cube” on ∂Ω. The latter exist,
given that ∂Ω is ADR (cf. [DS1], [Ch]), and enjoy certain properties which we
enumerate in Lemma 1.15 below.
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Definition 1.4. (Corkscrew condition). Following [JK], we say that a domain
Ω ⊂ Rn+1 satisfies the “Corkscrew condition” if for some uniform constant c > 0
and for every surface ball ∆ := ∆(x, r), with x ∈ ∂Ω and 0 < r < diam(∂Ω), there
is a ball B(X∆, cr) ⊂ B(x, r) ∩ Ω. The point X∆ ⊂ Ω is called a “Corkscrew point”
relative to ∆. We note that we may allow r < C diam(∂Ω) for any fixed C, simply
by adjusting the constant c.
Remark 1.5. We note that, on the other hand, every X ∈ Ω, with δ(X) < diam(∂Ω),
may be viewed as a Corkscrew point, relative to some surface ball ∆ ⊂ ∂Ω. Indeed,
set r = Kδ(X), with K > 1, fix x ∈ ∂Ω such that |X− x| = δ(X), and let ∆ := ∆(x, r).
Definition 1.6. (Harnack Chain condition). Again following [JK], we say that
Ω satisfies the Harnack Chain condition if there is a uniform constant C such that
for every ρ > 0, Λ ≥ 1, and every pair of points X, X′ ∈ Ω with δ(X), δ(X′) ≥ ρ
and |X − X′| < Λ ρ, there is a chain of open balls B1, . . . , BN ⊂ Ω, N ≤ C(Λ), with
X ∈ B1, X′ ∈ BN, Bk ∩ Bk+1 , Ø and C−1 diam(Bk) ≤ dist(Bk, ∂Ω) ≤ C diam(Bk).
The chain of balls is called a “Harnack Chain”.
We remark that the Corkscrew condition is a quantitative, scale invariant version
of the fact that Ω is open, and the Harnack Chain condition is a scale invariant
version of path connectedness.
Definition 1.7. (Ahlfors-David regular). We say that a closed set E ⊂ Rn+1 is
n-dimensional ADR (or simply ADR) (“Ahlfors-David regular”) if there is some
uniform constant C such that
(1.8) 1C r
n ≤ Hn(E ∩ B(x, r)) ≤ C rn, ∀r ∈ (0,R0), x ∈ E,
where R0 is the diameter of E (which may be infinite). When E = ∂Ω, the boundary
of a domain Ω, we shall sometimes for convenience simply say that “Ω has the
ADR property” to mean that ∂Ω is ADR.
Definition 1.9. (Uniform Rectifiability). Following David and Semmes [DS1,
DS2], we say that a closed set E ⊂ Rn+1 is n-dimensional UR (or simply UR)
(“Uniformly Rectifiable”), if it satisfies the ADR condition (1.8), and if for some
uniform constant C and for every Euclidean ball B := B(x0, r), r ≤ diam(E), cen-
tered at any point x0 ∈ E, we have the Carleson measure estimate
(1.10)
∫∫
B
|∇2S1(X)|2 dist(X, E) dX ≤ Crn,
where S f is the single layer potential of f , i.e.,
(1.11) S f (X) := cn
∫
E
|X − y|1−n f (y) dHn(y).
Here, the normalizing constant cn is chosen so that E(X) := cn|X|1−n is the usual
fundamental solution for the Laplacian in Rn+1. When E = ∂Ω, the boundary of
a domain Ω, we shall sometimes for convenience simply say that “Ω has the UR
property” to mean that ∂Ω is UR.
We note that there are numerous characterizations of uniform rectifiability given
in [DS1, DS2]; the one stated above will be most useful for our purposes, and
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appears in [DS2, Chapter 3, Part III]. We remark that the UR sets are precisely
those for which all “sufficiently nice” singular integrals are bounded on L2 (see
[DS1]).
We recall that “Uniform Rectifiability” is the scale invariant analogue of rectifi-
ability; in particular, using an idea of P. Jones [Jo], one may derive, for UR sets, a
quantitative version of the fact that rectifiability may be characterized in terms of
existence a.e. of approximate tangent planes. For x ∈ E, t > 0, we set
(1.12) β2(x, t) ≡ inf
P
(
1
tn
∫
B(x,t)∩E
(
dist(y, P)
t
)2
dHn(y)
)1/2
,
where the infimum runs over all n-planes P. Then a closed, ADR set E is UR if and
only if the following Carleson measure estimate holds on E × R+:
(1.13) sup
x0∈E, r> 0
r−n
∫ r
0
∫
B(x0,t)∩E
β2(x, t)2dHn(x)dtt < ∞.
Again see [DS1] for details.
Definition 1.14. (“Interior Big Pieces”). Given a domain Ω ⊂ Rn+1, with ADR
boundary, and a collection S of domains in Rn+1, we say that Ω has “interior big
pieces of S ” (denoted Ω ∈ IBP(S)) if there are constants α > 0, K > 1 such that
for every X ∈ Ω, with δ(X) < diam(∂Ω), there is a point x ∈ ∂Ω, with |x−X| = δ(X),
and a domain Ω′ ∈ S for which, with r := Kδ(X), we have
(1) Ω′ ⊂ Ω.
(2) Hn(∂Ω′ ∩ ∆(x, r)) ≥ αHn(∆(x, r)) ≈ αrn.
(3) X is a Corkscrew point for Ω′, relative to ∆⋆(y, 2r) := B(y, 2r) ∩ ∂Ω′, for
some y ∈ ∂Ω′ ∩ ∆ (we note that X is also a Corkscrew point for Ω, relative
to ∆, by construction; cf. Remark 1.5).
Lemma 1.15. (Existence and properties of the “dyadic grid”) [DS1, DS2], [Ch].
Suppose that E ⊂ Rn+1 satisfies the ADR condition (1.8). Then there exist constants
a0 > 0, η > 0 and C1 < ∞, depending only on dimension and the ADR constants,
such that for each k ∈ Z, there is a collection of Borel sets (“cubes”)
Dk := {Qkj ⊂ E : j ∈ Ik},
where Ik denotes some (possibly finite) index set depending on k, satisfying
(i) E = ∪ jQkj for each k ∈ Z.
(ii) If m ≥ k then either Qmi ⊂ Qkj or Qmi ∩ Qkj = Ø.
(iii) For each ( j, k) and each m < k, there is a unique m such that Qkj ⊂ Qmi .
(iv) Diameter
(
Qkj
)
≤ C12−k.
(v) Each Qkj contains some “surface ball” ∆
(
xkj, a02−k
)
:= B
(
xkj, a02−k
) ∩ E.
(vi) Hn
({
x ∈ Qkj : dist(x, E \ Qkj) ≤ τ 2−k
})
≤ C1 τη Hn
(
Qkj
)
, for all k, j and
for all τ ∈ (0, a0).
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A few remarks are in order concerning this lemma.
• In the setting of a general space of homogeneous type, this lemma has been
proved by Christ [Ch]. In that setting, the dyadic parameter 1/2 should be re-
placed by some constant δ ∈ (0, 1). It is a routine matter to verify that one may
take δ = 1/2 in the presence of the Ahlfors-David property (1.8) (in this more
restrictive context, the result already appears in [DS1, DS2]).
• For our purposes, we may ignore those k ∈ Z such that 2−k & diam(E), in the
case that the latter is finite.
• We shall denote by D = D(E) the collection of all relevant Qkj, i.e.,
D := ∪kDk,
where, if diam(E) is finite, the union runs over those k such that 2−k . diam(E).
• Properties (iv) and (v) imply that for each cube Q ∈ Dk, there is a point xQ ∈ E,
a Euclidean ball B(xQ, r) and a surface ball ∆(xQ, r) := B(xQ, r) ∩ E such that
r ≈ 2−k ≈ diam(Q) and
(1.16) ∆(xQ, r) ⊂ Q ⊂ ∆(xQ,Cr),
for some uniform constant C. We shall denote this ball and surface ball by
(1.17) BQ := B(xQ, r) , ∆Q := ∆(xQ, r),
and we shall refer to the point xQ as the “center” of Q.
• Let us now specialize to the case that E = ∂Ω, with Ω satisfying the Corkscrew
condition. Given Q ∈ D(∂Ω), we shall sometimes refer to a “Corkscrew point
relative to Q”, which we denote by XQ, and which we define to be the corkscrew
point X∆ relative to the ball ∆ := ∆Q (cf. (1.16), (1.17) and Definition 1.4). We
note that
(1.18) δ(XQ) ≈ dist(XQ, Q) ≈ diam(Q).
• For a dyadic cube Q ∈ Dk, we shall set ℓ(Q) = 2−k, and we shall refer to this
quantity as the “length” of Q. Evidently, ℓ(Q) ≈ diam(Q).
• For a dyadic cube Q ∈ D, we let k(Q) denote the “dyadic generation” to which
Q belongs, i.e., we set k = k(Q) if Q ∈ Dk; thus, ℓ(Q) = 2−k(Q).
Definition 1.19. (A∞, Adyadic∞ and weak-A∞). Given a surface ball ∆ = B ∩ ∂Ω,
a Borel measure ω defined on ∂Ω is said to belong to the class A∞(∆) if there are
positive constants C and θ such that for every ∆′ = B′ ∩ ∂Ω with B′ ⊆ B, and every
Borel set F ⊂ ∆′, we have
(1.20) ω(F) ≤ C
(
σ(F)
σ(∆′)
)θ
ω(∆′).
If we replace the surface balls ∆ and ∆′ by a dyadic cube Q and its dyadic subcubes
Q′, with F ⊂ Q′, then we say that ω ∈ Adyadic∞ (Q):
(1.21) ω(F) ≤ C
(
σ(F)
σ(Q′)
)θ
ω(Q′).
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Similarly, ω ∈ weak-A∞(∆), with ∆ = B ∩ ∂Ω, if for every ∆′ = B′ ∩ ∂Ω with
2B′ ⊆ B, we have
(1.22) ω(F) ≤ C
(
σ(F)
σ(∆′)
)θ
ω(2∆′)
As is well known [CF], [GR], [Sa], the A∞ (resp. weak-A∞) condition is equiv-
alent to the property that the measure ω is absolutely continuous with respect to σ,
and that its density satisfies a reverse Ho¨lder (resp. weak reverse Ho¨lder) condi-
tion. In this paper, we are interested in the case that ω = ωX, the harmonic measure
with pole at X. In that setting, we let kX := dωX/dσ denote the Poisson kernel, so
that (1.20) is equivalent to the reverse Ho¨lder estimate
(1.23)
(?
∆′
(
kX
)q dσ)1/q ≤ C ?
∆′
kX dσ ,
for some q > 1 and for some uniform constant C. In particular, when ∆′ = ∆, and
X = X∆, a Corkscrew point relative to ∆, the latter estimate reduces to
(1.24)
∫
∆
(
kX∆
)q dσ ≤ C σ(∆)1−q.
Similarly, (1.22) is equivalent to
(1.25)
(?
∆′
(
kX
)q dσ)1/q ≤ C ?
2∆′
kX dσ .
Assuming that the latter bound holds with ∆′ = ∆, and with X = X∆, then one
again obtains (1.24).
1.2. Statement of the Main Results. Our main results are as follows. We shall
use the terminology that a connected open set Ω ⊂ Rn+1 is a 1-sided NTA domain
if it satisfies interior (but not necessarily exterior) Corkscrew and Harnack Chain
conditions2.
Theorem 1.26. Let Ω ⊂ Rn+1, n ≥ 2, be a 1-sided NTA domain whose boundary
∂Ω is n-dimensional UR. Then for each surface ball ∆, the harmonic measure
ωX∆ belongs to weak-A∞(∆), with uniform weak-A∞ constants depending only on
dimension and on the constants in the ADR, UR, Corkscrew and Harnack Chain
conditions.
We emphasize again that we impose no hypothesis (as in [JK], [Se], [DJ]) on the
geometry of the exterior domain, nor do we assume as in [BL] that the boundary
has “Big Pieces” of boundaries of Lipschitz subdomains of Ω.
We shall also obtain a certain “self-improvement” of Theorem 1.26, in which
the hypotheses are assumed to hold only in an appropriate “big pieces” sense.
2We recall that such domains are sometimes denoted “uniform” domains in the literature, but we
prefer the terminology “1-sided NTA”, both because it is more descriptive of the actual properties
enjoyed by such domains, and to avoid confusion with the completely different notion of “uniform
rectifiability”.
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Theorem 1.27. Let Ω ⊂ Rn+1, n ≥ 2, be a connected open set whose boundary
∂Ω is n-dimensional ADR. Suppose further that Ω ∈ IBP(S) (cf. Definition 1.14),
where S is a collection of 1-sided NTA domains with UR boundaries, with uniform
control of all of the relevant Corkscrew, Harnack Chain, ADR and UR constants.
Then for each surface ball ∆ = ∆(x, r), and for every X ∈ Ω \ B(x, r), the harmonic
measure ωX belongs to weak-A∞(∆), with uniform weak-A∞ constants that depend
only on dimension, on the constants in the ADR and interior big pieces conditions,
and on the relevant constants for the subdomains.
Remark. We note that in Theorem 1.27, we have obtained that ωX belongs to
weak-A∞(∆(x, r)), for all X ∈ Ω \ B(x, r). In the presence of the Harnack Chain
Condition, as in Theorem 1.26, one may obtain the same conclusion for X = X∆,
the Corkscrew point relative to ∆. On the other hand, in Theorem 1.26, we of
course also obtain that ωX belongs to weak-A∞(∆(x, r)), for all X ∈ Ω \ B(x, r).
In a companion paper to this one [HMU], we shall establish the converse to
Theorem 1.26:
Theorem 1.28. Let Ω ⊂ Rn+1, n ≥ 2, be a 1-sided NTA domain, whose boundary
is n-dimensional ADR. Suppose also that harmonic measure ω is absolutely con-
tinuous with respect to surface measure and that there is a q > 1 such that for every
surface ball ∆ = ∆(x, r) with radius r . diam ∂Ω, the Poisson kernel satisfies the
scale invariant estimate (1.24). Then ∂Ω is UR.
We also mention that in [HMU] we obtain a “big pieces” version of the previous
result in the following sense. Let E ⊂ Rn+1 be a closed set and assume that E is
n-dimensional ADR. Assume that there exists q > 1 such that E has “big pieces
of boundaries of S” (i.e., for every surface ball B(x, r) ∩ E there is Ω′ ∈ S whose
boundary has an “ample” contact with E ∩ B(x, r)), where S is a collection of
domains Ω′ each of them satisfying the hypotheses of Theorem 1.28 (with q fixed)
and with uniform control on the relevant constants. Then E is UR. See [HMU] for
the precise statement.
Acknowledgements. The first named author wishes to thank John Lewis for help-
ful comments concerning the paper [BL]. He also thanks Misha Safonov and Ta-
tiana Toro for bringing to our attention the work of Aikawa [Ai1], [Ai2].
2. Outline of the Strategy of the Proof
Let us sketch the strategy of the proofs of Theorems 1.26 and 1.27. We shall
do most of our analysis in certain approximating domains which enjoy additional
qualitative properties. Given these qualitative properties, we shall prove some a
priori estimates for the Green function G and for harmonic measure ω, beginning
with Lemma 3.30 in Section 3, whose proofs rely on being able to “hide” certain
small quantities, which must therefore be known in advance to be finite. An in-
teresting feature of these a priori estimates is that they permit us to deduce the
doubling property for ω, as well as a comparison principle for G, in the absence
of an exterior disk or Corkscrew condition (the exterior conditions enable one to
prove boundary Ho¨lder continuity of solutions vanishing on a surface ball). We
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obtain these properties for G and ω without establishing boundary Ho¨lder conti-
nuity. We note that, by the work of Aikawa [Ai1], [Ai2], some of the preliminary
estimates that we prove in Section 3, in particular, the “Carleson estimate” Lemma
3.37, and the Comparison Principle (aka “Boundary Harnack Principle”) Lemma
3.64, are known, but we include our own relatively short proofs here for the sake
of self-containment.
We also establish several geometric preliminaries as follows. In Section 4, we
use the Harnack Chain property to prove a Poincare´ inequality (Lemma 4.8), which
we use in turn, in Section 5, to obtain a criterion for the existence of exterior
Corkscrew points in the complement of certain “sawtooth” regions (Lemma 5.10).
This criterion stipulates that the Carleson measure (cf. (1.10))
(2.1) |∇2S1(X)|2 dist(X, ∂Ω)dX
be sufficiently small in the relevant sawtooth region. We then present in Section 6
a variant of the “sawtooth lemma” of [DJK] (Lemma 6.15), which roughly speak-
ing allows for a comparison, in the sense of A∞, between the respective harmonic
measures, ω and ωΩF , for the original domain and for the sawtooth domain (more
precisely, our version of the sawtooth lemma allows us to transfer the dyadic A∞
property of ωΩF to PFω, where PF is a sort of “conditional expectation” projec-
tion operator, with respect to some collection F of non-overlapping dyadic cubes
from which the sawtooth was constructed). The arguments of Section 6 are an
extension, to the present context, of our previous work in the Euclidean setting
[HM1].
With these preliminary matters in hand, we proceed to the heart of our proof,
which will exploit the technique of “extrapolation (i.e., bootstrapping) of Carleson
measures”, as it appears in our previous work [HM1] (see also [HM2]), but origi-
nating in [CG] and [LM]. We now describe the application of this technique in our
setting. By a Corona type stopping time construction delineated in Section 7, plus
an induction scheme (formalized in Lemma 8.5), we reduce matters to verifying
that PFω (that is, the projection of harmonic measure mentioned above) enjoys
the dyadic A∞ property, in sawtooth domains ΩF in which the Carleson measure
(2.1) has sufficiently small Carleson norm. In turn, we establish this property for
PFω, by using the preliminary facts noted above: by the smallness of (2.1) in
the sawtooth, we deduce that the complement of the sawtooth enjoys an exterior
Corkscrew condition. Thus, we may apply the results of [DJ] to the sawtooth, to
obtain that ωΩF , the harmonic measure for the sawtooth domain, belongs to A∞
with respect to surface measure on the boundary of the sawtooth. Then, invoking
our version of the sawtooth lemma, we find that PFω belongs to dyadic A∞, as
desired. The “extrapolation” technology (i.e., Lemma 8.5) now allows us to con-
clude that ω belongs to A∞ with respect to surface measure, in a local, but scale
invariant way. However, at this point, we have only reached this conclusion in
our approximating domains ΩN , albeit with A∞ constants independent of N. Here
{ΩN} is a nested increasing sequence of sub-domains of Ω, each of which enjoys
the qualitative properties mentioned above, such that ΩN ր Ω. It is not clear
whether the A∞ property of harmonic measure, or even the doubling property, are
transmitted in the limit to harmonic measure on Ω. However, a maximum principle
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argument (in the case of Theorem 1.27, there are two separate maximum princi-
ple arguments) allows us to transfer, at least, the property that there are uniform
constants c0, η ∈ (0, 1) such that for any Borel subset A ⊂ ∆,
(∗) σ(A) > ησ(∆) =⇒ ωX∆(A) ≥ c0 .
The fact that (∗) holds, in the absence of assumptions on the exterior domain Ωext
or on ∂Ω (beyond UR), is really the main result of this paper. Given (∗), we obtain
the conclusion of Theorems 1.26 and 1.27 by invoking the arguments of [BL].
3. Some fundamental estimates
In this section we recall or establish certain fundamental estimates for harmonic
measure and the Green function. In the sequel, Ω ⊂ Rn+1, n ≥ 2, will be a con-
nected, open set, ωX will denote harmonic measure for Ω, with pole at X, and
G(X, Y) will be the Green function. At least in the case that Ω is bounded, we may,
as usual, define ωX via the maximum principle and the Riesz representation theo-
rem, after first using the method of Perron (see, e.g., [GT, pp. 24–25]) to construct
a harmonic function “associated” to arbitrary continuous boundary data.3 For un-
bounded Ω, we may still define harmonic measure via a standard approximation
scheme as follows. Given R > 0, set ΩR := Ω∩B(x0, 2R), where x0 is a fixed point
on ∂Ω. Define a smooth cut-off function η ∈ C∞0 ([−2, 2]), with 0 ≤ η ≤ 1, η ≡ 1 on
[−1, 1], and η monotone decreasing on (1, 2) and monotone increasing on (−2,−1).
Suppose now that 0 ≤ f ∈ Cb(∂Ω) and set
(3.1) fR(x) := f (x) η
( |x − x0|
R
)
.
Extending fR to be zero outside of its support defines a continuous function on
∂ΩR, so we may construct the corresponding Perron solution uR in ΩR. By the
maximum principle,
uR ≤ uR′ in ΩR, if R′ > R, and sup
ΩR
uR ≤ sup
∂ΩR
fR ≤ sup
∂Ω
f .
Consequently, by Harnack’s convergence theorem ([GT, p. 22]), there is a har-
monic function u in Ω such that
(3.2) lim
R→∞
uR = u ,
with the convergence being uniform on compacta in Ω. Moreover, u satisfies the
maximum principle
sup
Ω
u ≤ sup
∂Ω
f .
Thus, we may again define harmonic measure ωX for X ∈ Ω via the Riesz repre-
sentation theorem. We note for future reference that ωX is a non-negative, finite
Borel measure which satisfies the outer regularity property
(3.3) ωX(A) := inf
A⊆O
ωX(O),
3Since we have made no assumption as regards Wiener’s regularity criterion, our harmonic func-
tion is a generalized solution, which may not be continuous up to the boundary.
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for every Borel set A ⊂ ∂Ω, where the infimum runs over all (relatively) open
O ⊂ ∂Ω containing A.
The Green function may now be constructed by setting
(3.4) G(X, Y) := E (X − Y) −
∫
∂Ω
E (X − z) dωY (z),
where E (X) := cn|X|1−n is the usual fundamental solution for the Laplacian in Rn+1.
We choose the normalization that makes E positive. Given this normalization, we
shall also have that G ≥ 0 (cf. Lemma 3.11 below.)
Before proceeding further, let us note one more fact for future reference. As-
suming that Ω is unbounded, and using the notation above, let ωXR and GR(X, Y)
denote, respectively, harmonic measure and Green’s function for the approximat-
ing domain ΩR. We then have
(3.5) lim
R→∞
GR(X, Y) = G(X, Y),
with the convergence being uniform on compacta in Ω, in the Y variable with
X ∈ Ω fixed. Indeed, fixing X, choosing R so large that R >> |X − x0|, and
setting f := E (X − ·), with fR defined as in (3.1), we have that∫
∂ΩR
f dωYR =
∫
∂ΩR
fR dωYR + O(R1−n) := uR(Y) + O(R1−n).
We then obtain (3.5) immediately from (3.2) and the definition of the Green func-
tion (3.4).
Lemma 3.6 (Bourgain [Bo]). Suppose that ∂Ω is n-dimensional ADR. Then there
are uniform constants c ∈ (0, 1) and C ∈ (1,∞), such that for every x ∈ ∂Ω, and
every r ∈ (0, diam(∂Ω)), if Y ∈ Ω ∩ B(x, cr), then
(3.7) ωY(∆(x, r)) ≥ 1/C > 0 .
In particular, if Ω satisfies the Corkscrew and Harnack Chain conditions, then for
every surface ball ∆, we have
(3.8) ωX∆(∆) ≥ 1/C > 0 .
We refer the reader to [Bo, Lemma 1] for the proof.
We next introduce some notation. We say that a domain Ω satisfies the qualita-
tive exterior Corkscrew condition if there exists N ≫ 1 such that Ω has exterior
corkscrew points at all scales smaller than 2−N . That is, there exists a constant cN
such that for every surface ball ∆ = ∆(x, r), with x ∈ ∂Ω and r ≤ 2−N , there is a
ball B(Xext∆ , cN r) ⊂ B(x, r) ∩ Ωext.
Given a ball B0 centered on ∂Ω, and X ∈ Ω \ B0, we also introduce the quantity
(3.9) ΥB0(X) := sup
B:2B⊆B0
r1−n∆ ω
X(∆)
G(X∆, X) .
where the sup runs over all the balls B centered at ∂Ω with 2B ⊆ B0 and where as
usual ∆ = B ∩ ∂Ω. We also set ‖ΥB0‖ = supX∈Ω\B0 ΥB0(X). The quantity ΥB0 will
enter in the proof of Lemma 3.30 below.
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Remark 3.10. Let us observe that if Ω satisfies the qualitative exterior Corkscrew
condition, then every point in ∂Ω is regular in the sense of Wiener. Moreover, for
1-sided NTA domains, the qualitative exterior Corkscrew points allow local Ho¨lder
continuity at the boundary (albeit with bounds which may depend badly on N), so
that the program of [JK] may be followed to prove that ΥB0(X) is a priori finite
(possibly depending on N, X and B0). Eventually, we shall apply Lemmas 3.11 and
3.30 below (and several related lemmas and corollaries) to certain approximating
domains ΩN which will inherit the stated quantitative hypotheses from the original
domain Ω, but which also satisfy the qualitative exterior corkscrew conditions for
scales . 2−N . We emphasize that all of the quantitative bounds that we shall estab-
lish will depend only upon dimension and on the parameters in the 1-sided NTA
and UR (including ADR) conditions, and thus these bounds will hold uniformly
for the entire family of approximating domains.
Lemma 3.11. There are positive, finite constants C, depending only on dimension,
and c(n, θ), depending on dimension and θ ∈ (0, 1), such that the Green function
satisfies
G(X, Y) ≤ C |X − Y |1−n(3.12)
c(n, θ) |X − Y |1−n ≤ G(X, Y) , if |X − Y | ≤ θ δ(X) , θ ∈ (0, 1) .(3.13)
Moreover, if every point on ∂Ω is regular in the sense of Wiener, then
(3.14) G(X, Y) ≥ 0 , ∀X, Y ∈ Ω , X , Y;
(3.15) G(X, Y) = G(Y, X) , ∀X, Y ∈ Ω , X , Y;
and
(3.16)
∫
∂Ω
Φ dωX = −
"
Ω
∇YG(Y, X) · ∇Φ(Y) dY,
for every X ∈ Ω and Φ ∈ C∞0 (Rn+1) with Φ(X) = 0.
Proof. Some of these facts are standard, but we include the simple proof here.
Recall that we have chosen the normalization E (X) := cn|X|1−n with cn > 0. In-
equality (3.12) is then trivial, by definition (3.4), since ∫∂Ω E (X − z) dωY (z) ≥ 0.
We now consider (3.13). Suppose that 0 < θ < 1, and that |X − Y | ≤ θ δ(X). Then,∫
∂Ω
|X − z|1−n dωY (z) ≤ δ(X)1−n ≤ θ n−1 |X − Y |1−n.
Thus, G(X, Y) ≥ cn(1 − θ n−1) |X − Y |1−n, as desired.
We now assume that every boundary point is regular in the sense of Wiener.
Let us prove (3.14). Suppose first that Ω is bounded. Fix X ∈ Ω, and observe
that by (3.13), it is enough to consider the case that Y ∈ Ω′ := Ω \ B(X, δ(X)/2).
Moreover, by (3.13), we have in particular that G(X, ·) > 0 on ∂B(X, δ(X)/2). On
the other hand, since every boundary point is regular, we have by definition (3.4)
that G(X, ·) ≡ 0 on ∂Ω. Applying the maximum principle in Ω′, we then obtain
(3.14), at least when Ω is bounded. If Ω is unbounded, we may invoke (3.5).
Next, we establish the symmetry condition (3.15), again assuming that every
boundary point is regular in the sense of Wiener. By (3.5), it is enough to treat
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the case that Ω is bounded. Specializing to the case of the Laplacian, the Green
function constructed in [GW], which we denote temporarily by G˜(X, Y), is sym-
metric (see [GW, Theorem 1.3]). Therefore, it is enough to verify that our Green
function is the same as the one constructed in [GW]. To this end, we first recall
that by [GW, Theorem 1.1] G˜ is unique among all those real valued, non-negative
functions defined on Ω × Ω \ {(X, Y) ∈ Ω × Ω : X = Y}, such that for each X ∈ Ω
and r > 0,
G˜(X, ·) ∈ W1,2(Ω \ B(X, r)) ∩ W1,10 (Ω)(3.17) !
Ω
∇YG˜(X, Y) · ∇φ(Y) dY = φ(X) , ∀φ ∈ C∞0 (Ω).(3.18)
It is clear that (3.18) holds for our Green function G(X, Y), by Definition 3.4. Thus,
we need only show that G satisfies (3.17). As in [Ke, p. 5], for X ∈ Ω fixed, we may
construct v(X, ·), the variational solution to the Dirichlet problem with data E(X−·).
In particular, v(X, ·) ∈ W1,2(Ω). Since E(X − ·) is Lipschitz on ∂Ω, and since every
point on ∂Ω is Wiener regular, it follows as in [Ke, p. 5] that v(X, ·) ∈ C(Ω), and
therefore
(3.19) v(X, Y) :=
∫
∂Ω
E (X − z) dωY (z)
(see, e.g. [GT], p. 25). Thus, G(X, Y) = E(X − Y) − v(X, Y) (cf. (3.4)), and since
v ∈ W1,2(Ω), we obtain (3.17).
Finally we verify (3.16). We begin by reducing matters to the case that Ω is
bounded. Indeed, for the left hand side of (3.16), we may pass immediately from
the bounded to the unbounded case by splitting Φ into positive and negative parts,
and using (3.2). To pass to the limit on the right hand side is more delicate, and we
proceed as follows. As above, given an unbounded domain Ω, let GR denote the
Green function for the domain ΩR := Ω ∩ B(x0, 2R), for some fixed x0 ∈ ∂Ω. We
claim that
(3.20) lim
R→∞
"
ΩR
∇YGR(Y, X) · h(Y) dY =
"
Ω
∇YG(Y, X) · h(Y) dY ,
for all Lipschitz vector-valued h with compact support in Rn+1. Given the claim,
and assuming that (3.16) holds for bounded Ω, we may then pass to the unbounded
case by setting h = ∇Φ.
Thus, to reduce the proof of (3.16) to the case that Ω is bounded, it remains to
prove (3.20). To this end, we first recall our previous observation that for bounded
domains with Wiener regular boundaries, our Green function is the same as that
constructed in [GW]. Thus, there is a purely dimensional constant Cn such that for
every R < ∞, and X ∈ ΩR, ∇GR(·, X) enjoys the weak-L(n+1)/n estimate∣∣{Y ∈ ΩR : |∇Y GR(Y, X)| > λ}∣∣ ≤ Cn λ−(n+1)/n .
Consequently, if A ⊂ ΩR, we have that
(3.21)
"
A
|∇Y GR(Y, X)|p dY ≤ C(n, p, |A|) , ∀ p < (n + 1)/n ,
as may be deduced from the weak-type inequality by arguing as in the proof of Kol-
mogorov’s lemma. We emphasize that the constant in the last inequality depends
UNIFORM RECTIFIABILITY AND HARMONIC MEASURE I 17
only upon n, p and |A|, but not on R. Let us now fix a ball B0 := B(X0,R0) ⊂ Rn+1,
and consider a Lipschitz function h supported in B0. We note that
(3.22)
"
Ω
∇YGR(Y, X) · h(Y) dY =
"
Ω
GR(Y, X) div h(Y) dY
→
"
Ω
G(Y, X) div h(Y) dY ,
as R → ∞, where we have used first that GR ∈ W1,10 (ΩR) (again, because GR
coincides with the [GW] Green function), and then (3.5) (in Ω ∩ B0 ∩ {δ(Y) > ǫ}),
along with (3.12) (to control small errors in the “border strip” Ω∩B0∩{δ(Y) ≤ ǫ}).
Here we may suppose that R0 ≪ R so that B0∩Ω ⊂ ΩR. Let us now extend G(·, X)
to be zero in Rn+1 \ Ω, and call this extension G. Then from (3.21) and (3.22) it
follows that
(3.23)
∣∣∣∣"
Rn+1
G(Y, X) div h(Y) dY
∣∣∣∣ ≤ C(n, p, |B0|) ‖h‖p′ , 1 < p < (n + 1)/n.
Taking a supremum over all Lipschitz h supported in B0, with ‖h‖p′ = 1, we obtain
that for p ∈ (1, (n + 1)/n),
(3.24) ∇G(·, X) ∈ Lp(B0) , with ‖∇G‖Lp(B0\{X}) ≤ C(n, p, |B0|) .
Now let ψ ∈ C∞(R), with 0 ≤ ψ ≤ 1, ψ(t) ≡ 0 if t ≤ 1, ψ(t) ≡ 1 if t ≥ 2. We fix h
as above, let ǫ > 0, and set hǫ(Y) := h(Y)ψ(δ(Y)/ǫ). Then, by (3.5),
(3.25)
"
Ω
∇YGR(Y, X) · hǫ(Y) dY =
"
Ω
GR(Y, X) div hǫ(Y) dY
→
"
Ω
G(Y, X) div hǫ(Y) dY =
"
Ω
∇YG(Y, X) · hǫ(Y) dY ,
as R → ∞. Also, by (3.21), (3.24) and Ho¨lder’s inequality, for 1 < p < (n + 1)/n,
we have
(3.26)
∣∣∣∣"
Ω
∇YGR(Y, X) · (h − hǫ)(Y) dY
∣∣∣∣ + ∣∣∣∣"
Ω
∇YG(Y, X) · (h − hǫ)(Y) dY
∣∣∣∣
≤ C(n, p, |B0|) ‖h‖∞
∣∣{Y ∈ Ω ∩ B0 : δ(Y) < 2ǫ}∣∣1/p′ → 0 ,
as ǫ → 0, uniformly in R. Then by (3.25)-(3.26), we have that
(3.27) lim
R→∞
"
Ω
∇YGR(Y, X) · h(Y) dY =
lim
R→∞
"
Ω
∇YGR(Y, X) · hǫ(Y) dY + o(1) =
"
Ω
∇YG(Y, X) · h(Y) dY + o(1),
as ǫ → 0. Letting ǫ → 0, we obtain (3.20).
We may now assume that Ω is bounded, and proceed to prove (3.16) in that
case. As above, Wiener regularity then guarantees that a given Perron solution,
with Lipschitz data, coincides with the corresponding variational solution with the
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same data. This is true for the function v(X, Y) defined in (3.19), as well as for
u(X) :=
∫
∂Ω
Φ dωX .
Thus, in particular, u − Φ ∈ W1,20 (Ω), and we claim that
(3.28)
"
Ω
∇YG(Y, X) ·
(∇u(Y) − ∇Φ(Y)) dY = u(X) − Φ(X) = u(X) .
If u −Φ were in C∞0 (Ω), the claim would follow immediately from (3.18). We will
pass from C∞0 (Ω) to W1,20 (Ω) by a density argument, with a slight complication
since the Green function is not in W1,2 near the pole. To address this technical
issue, we multiply (u−Φ) by a smooth cut-off function supported in a small neigh-
borhood of the pole X. For the part near the pole we may invoke (3.18): u is
harmonic, therefore smooth in Ω and u times a smooth cut-off is C∞0 (Ω). For the
part away from the pole we use (3.17) and (3.18), plus the routine density argument
mentioned above. We leave the details, which are standard, to the reader.
At this point, (3.16) follows immediately from (3.28) and the fact that
(3.29)
"
Ω
∇YG(Y, X)∇u(Y) dY = 0 .
In turn, we may verify the latter identity as follows. For 0 < ǫ ≪ δ(X), set φǫ(Y) :=
φ
((X − Y)/ǫ), where φ ∈ C∞(Rn+1), φ ≡ 1 in Rn+1 \ B(0, 2), φ ≡ 0 in B(0, 1). Then
"
Ω
∇YG(Y, X) · ∇u(Y) dY =
"
Ω
∇Y
(
E(Y − X)φǫ(Y) − v(Y, X)
)
· ∇u(Y) dY
+
"
Ω
∇Y
(
E(Y − X)(1 − φǫ(Y))) · ∇u(Y) dY = 0 + O(ǫ) ,
where in the vanishing term we have used the definition of weak solution, since
E(· −X)φǫ(·)− v(·, X) ∈ W1,20 (Ω). To obtain the O(ǫ) bound, we have used standard
estimates for the fundamental solution and its gradient, along with the fact that ∇u
is harmonic and therefore locally bounded inΩ. Finally, we obtain (3.29) by letting
ǫ → 0+. 
Lemma 3.30. Let Ω be a 1-sided NTA domain with n-dimensional ADR boundary,
and suppose that every x ∈ ∂Ω is regular in the sense of Wiener. Fix B0 := B(x0, r0)
with x0 ∈ ∂Ω, and ∆0 := B0 ∩ ∂Ω. Let B := B(x, r), x ∈ ∂Ω, and ∆ := B ∩ ∂Ω, and
suppose that 2B ⊂ B0. Then for X ∈ Ω \ B0 we have
(3.31) rn−1G(X∆, X) ≤ CωX(∆).
If, in addition, Ω satisfies the qualitative exterior corkscrew condition, then
(3.32) ωX(∆) ≤ Crn−1G(X∆, X).
The constants in (3.31) and (3.32) depend only on dimension and on the constants
in the ADR and 1-sided NTA conditions.
Remark. Let us emphasize that in several results below we will assume that certain
domains satisfy the hypotheses of Lemma 3.30; by this we mean that the domains
are 1-sided NTA with n-dimensional ADR boundary, which moreover satisfy the
UNIFORM RECTIFIABILITY AND HARMONIC MEASURE I 19
qualitative exterior corkscrew condition (in particular then, every boundary point is
regular in the sense of Wiener, cf. Remark 3.10). Notice that in such a case (3.32)
holds with C depending only on dimension and on the constants in the ADR and
1-sided NTA conditions. In particular, C does not depend on the parameter N from
the qualitative assumption. This will be crucial when applied to approximating
domains.
Proof. The first estimate (3.31) may be obtained by a well known argument (cf.
[CFMS] or [Ke, Lemma 1.3.3]) using (3.8) plus Harnack’s inequality, the upper
bound for G(X, Y) in (3.12), and the maximum principle in Ω \B(X∆, δ(X∆)/2) (the
use of the maximum principle is justified even in the case that Ω is unbounded, by
virtue of the decay of the Green function at infinity). We omit the details.
The proof of the second estimate (3.32) will require a bit more work. In contrast
to the case of previous proofs of this estimate [CFMS], [JK], we do not use local
Ho¨lder continuity at the boundary for solutions vanishing on a surface ball (since
this depends on the parameter N in our qualitative assumption). Instead, we pro-
ceed as follows. Fix B0 centered on ∂Ω, and X ∈ Ω \ B0, and write ΥB0 = ΥB0(X)
(cf. (3.9)). As observed in Remark 3.10, ΥB0 is a priori finite (possibly depending
on N). Thus, it will suffice to show that ΥB0 ≤ Cǫ +Cǫ ΥB0 , for every small ǫ > 0.
Choose now B = B(x, r), with 2B ⊆ B0, such that
1
2
ΥB0 ≤
ωX(∆)
rn−1G(X∆, X) ,
where as usual ∆ = B ∩ ∂Ω.
Now set B := B(x, r) and B˜ := B(x, 5r/4). Taking Φ ∈ C∞0 (B˜), with 0 ≤ Φ ≤ 1,
Φ(Y) ≡ 1 on B(x, r), and ‖∇Φ‖∞ . 1/r, we deduce from (3.16) that
(3.33) ωX(∆) . 1
r
"
Ω∩B˜
|∇YG(Y, X)| dY
=
1
r
"
Ω∩B˜∩{δ(Y)>ǫr}
|∇YG(Y, X)| dY + 1
r
"
Ω∩B˜∩{δ(Y)≤ǫr}
|∇YG(Y, X)| dY
.
1
r
"
Ω∩B˜∩{δ(Y)>ǫr}
G(Y, X)
δ(Y) dY +
1
r
"
Ω∩B˜∩{δ(Y)≤ǫr}
G(Y, X)
δ(Y) dY
=: I + II,
where ǫ > 0 is at our disposal, and where in the next to last line we have used
standard interior estimates for harmonic functions. By Harnack’s inequality and
the Harnack Chain condition, we have that
I ≤ Cǫrn−1G(X∆, X)
as desired. To handle term II, choose y ∈ ∂Ω such that |Y − y| = δ(Y), and set
∆(Y) := ∆(y, δ(Y)). Then by (3.31) and the Harnack Chain condition we have
II ≤ 1
r
"
Ω∩B˜∩{δ(Y)≤ǫr}
ωX(∆(Y))
(δ(Y))n dY
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.
1
r
∑
k:2−k.ǫr
"
Ω∩B˜∩{2−k−1<δ(Y)≤2−k}
ωX(∆(Y))
(δ(Y))n dY
.
1
r
∑
k:2−k.ǫr
∑
j
"
Bkj∩{2−k−1<δ(Y)≤2−k}
ωX(∆(Y))
(δ(Y))n dY,
where in the last step Bkj := B(xkj, 2−k+1), and for each k in the sum, Bk := {Bkj} j is
a collection of balls whose doubles have bounded overlaps, such that xkj ∈ ∂Ω,
(3.34)(
Ω ∩ B˜ ∩ {2−k−1 < δ(Y) ≤ 2−k}) ⊂ ⋃
j
Bkj , and
⋃
j
2Bkj ⊂ B(x, 3r/2).
We leave it to the reader to verify that such a collection exists, by virtue of the ADR
property of ∂Ω, for all sufficiently small ǫ. We then have that
(3.35) II . 1
r
∑
k:2−k.ǫr
2−k
∑
j
ωX
(
∆(xkj , 2−k+2)
) ≤ Cǫ ωX (∆(x, 3r/2))
≤ Cǫ
∑
∆′
ωX(∆′) ≤ Cǫ ΥB0 rn−1
∑
∆′
G(X∆′ , X) ≤ Cǫ ΥB0 rn−1G(X∆, X),
where in the second, third, fourth and fifth inequalities we have used, respec-
tively, the bounded overlap property of the balls 2Bkj; the ADR property to cover
∆(x, 3r/2) by a collection {∆′} of bounded cardinality, such that r∆′ ≈ r, and
∆′ = B′ ∩ ∂Ω, with B′ centered on ∂Ω and 2B′ ⊂ B0; the definition of ΥB0;
and the Harnack Chain condition. We then obtain (3.32) by choosing ǫ sufficiently
small. 
Remark. Let us observe that from the previous proof it follows that we are not really
using the full strength of the qualitative exterior corkscrew condition, but only that
every boundary point is regular in the sense of Wiener and that Υ(B0) is a priori
finite. Although these relaxed qualitative hypotheses suffice for our purposes, the
qualitative exterior corkscrew condition is cleaner, easier to check in practice and
holds for the approximating domains introduced below.
Corollary 3.36. Suppose that Ω is a 1-sided NTA domain with n-dimensional ADR
boundary and that it also satisfies the qualitative exterior Corkscrew condition. Let
B := B(x, r), x ∈ ∂Ω, ∆ := B∩∂Ω and X ∈ Ω\4B. Then there is a uniform constant
C such that
ωX(2∆) ≤ CωX(∆).
Proof. The conclusion of the corollary follows immediately from the combination
of (3.31) and (3.32), and Harnack’s inequality. We omit the details. 
Next, we establish a bound of “Carleson-type” for the Green function. The
Carleson estimate is already known for arbitrary non-negative harmonic functions
vanishing on a surface ball [Ai1], [Ai2]; however, specializing to the Green func-
tion, one may give a fairly simple direct proof, based upon that of the previous
lemma.
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Lemma 3.37. Suppose that Ω is a 1-sided NTA domain with n-dimensional ADR
boundary and that it also satisfies the qualitative exterior Corkscrew condition.
Then there is a uniform constant C such that for each B := B(x, r), x ∈ ∂Ω,
∆ = B ∩ ∂Ω, and X ∈ Ω \ 2B, we have
(3.38) sup
Y∈B∩Ω
G(Y, X) ≤ C G(X∆, X).
Proof. Fix B,∆ and X as in the statement of the lemma, and set u(Y) := G(Y, X).
Extending u to be zero in Ωext, we obtain from (3.16) that u is subharmonic in
B(x, 3r/2). Let B′ := B(x, 5r/4). By the sub-mean value inequality, we have that
sup
Y∈B
u(Y) . 1|B′|
"
B′
u =
1
|B′|
"
B′∩Ω
u
=
1
|B′|
"
B′∩Ω∩{δ(Y)>ǫr}
u(Y) dY + 1|B′|
"
B′∩Ω∩{δ(Y)≤ǫr}
u(Y) dY
=: I∗ + II∗ ≤ Cǫ u(X∆) + II∗,
where in the last step we have used the Harnack Chain condition to estimate term
I∗, and we have fixed a small ǫ as in the proof of Lemma 3.30 so that (3.34) holds.
Moreover, by definition of u,
II∗ .
1
|B′| ǫr
"
B′∩Ω∩{δ(Y)≤ǫr}
G(Y, X)
δ(Y) dY ≈ ǫ r
1−n II,
where II is exactly the same term as in (3.33). In turn, by (3.35) and the fact that
ΥB0(X) is uniformly bounded (the latter fact is simply a restatement of (3.32)), we
find that
II∗ ≤ Cǫ2G(X∆, X).

Under the same hypotheses as in the previous two lemmata, we shall obtain
a comparison principle for the Green function, again without the use of Ho¨lder
continuity at the boundary. In order to state our comparison principle, we shall need
to introduce the notion of a Carleson region. Given a “dyadic cube” Q ∈ D(∂Ω),
the discretized Carleson region DQ is defined to be
(3.39) DQ :=
{Q′ ∈ D : Q′ ⊆ Q} .
For future reference, we also introduce discretized sawtooth regions as follows.
Given a family F of disjoint cubes {Q j} ⊂ D, we define the global discretized
sawtooth relative to F by
(3.40) DF := D \
⋃
F
DQ j ,
i.e., DF is the collection of all Q ∈ D that are not contained in any Q j ∈ F . Given
some fixed cube Q, the local discretized sawtooth relative to F by
(3.41) DF ,Q := DQ \
⋃
F
DQ j = DF ∩ DQ.
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We shall also require “geometric” Carleson regions and sawtooths. Let us first
recall that we write k = k(Q) if Q ∈ Dk (cf. Lemma 1.15), and in that case the
“length” of Q is denoted by ℓ(Q) = 2−k(Q). We also recall that there is a Corkscrew
point XQ, relative to each Q ∈ D (in fact, there are many such, but we just pick
one). Given such a Q, we define an associated “Whitney region” as follows. Let
W =W(Ω) denote a collection of (closed) dyadic Whitney cubes of Ω, so that the
cubes in W form a pairwise non-overlapping covering of Ω, which satisfy
(3.42) 4 diam(I) ≤ dist(4I, ∂Ω) ≤ dist(I, ∂Ω) ≤ 40 diam(I) , ∀ I ∈ W
(just dyadically divide the standard Whitney cubes, as constructed in [St, Chapter
VI], into cubes with side length 1/8 as large) and also
(1/4) diam(I1) ≤ diam(I2) ≤ 4 diam(I1) ,
whenever I1 and I2 touch. Let ℓ(I) denote the side length of I, and write k = kI if
ℓ(I) = 2−k. We set
(3.43)
WQ :=
{
I ∈ W : k(Q) − m0 ≤ kI ≤ k(Q) + 1 , and dist(I, Q) ≤ C0 2−k(Q)
}
,
where we may (and do) choose the constant C0 and positive integer m0, depending
only on the constants in the Corkscrew condition and in the dyadic cube construc-
tion (cf. Lemma 1.15), so that XQ ∈ I for some I ∈ WQ, and for each dyadic
child Q j of Q, the respective Corkscrew points XQ j ∈ I j for some I j ∈ WQ. In
particular, the collection WQ is non-empty for every Q ∈ D. Moreover as long as
C0 is chosen large enough depending on the constant c in the Corkscrew condition,
then by the properties of Whitney cubes, we may always find an I ∈ WQ with the
slightly more precise property that k(Q)− 1 ≤ kI ≤ k(Q). We may further suppose,
by choosing C0 large enough, that
(3.44)
WQ1 ∩WQ2 , Ø , whenever 1 ≤
ℓ(Q2)
ℓ(Q1) ≤ 2 , and dist(Q1, Q2) ≤ 1000ℓ(Q2) .
We omit the details. In the sequel, we shall assume always that C0 has been so
chosen, and further that C0 ≥ 1000
√
n.
We shall need to augment WQ in order to exploit the Harnack Chain condition.
It will be convenient to introduce the following notation: given a subset A ⊂ Ω, we
write
X →A Y
if the interior of A contains all the balls in a Harnack Chain (in Ω), connecting X
to Y , and if, moreover, for any point Z contained in any ball in the Harnack Chain,
we have
(3.45) dist(Z, ∂Ω) ≈ dist(Z,Ω \ A) ,
with uniform control of the implicit constants. We denote by X(I) the center of a
cube I ∈ Rn+1, and we recall that XQ denotes a designated Corkscrew point relative
to Q, which we may, from this point on, assume without loss of generality to be the
center of some Whitney cube I such that ℓ(I) ≈ ℓ(Q) ≈ dist(I, Q). More precisely,
we note the following.
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Remark 3.46. Having fixed the collection W (the Whitney cubes of Ω), by taking
the Corkscrew constant c to be slightly smaller, if necessary, we may assume that
the Corkscrew point XQ is the center of some I ∈ W, with I ⊂ BQ ∩ Ω and
ℓ(I) ≈ ℓ(Q).
We now define the augmented collection W∗Q as follows. For each I ∈ WQ, we
form a Harnack Chain, call it H(I), from the center X(I) to the Corkscrew point
XQ. We now denote by W(I) the collection of all Whitney cubes which meet at
least one ball in the chain H(I), and we set
W∗Q :=
⋃
I∈WQ
W(I).
We also define, for λ ∈ (0, 1) to be chosen momentarily,
(3.47) UQ :=
⋃
W∗Q
(1 + λ)I =:
⋃
I∈W∗Q
I∗ .
By construction, we then have that
(3.48) WQ ⊂ W∗Q ⊂ W and XQ ∈ UQ , XQ j ∈ UQ ,
for each child Q j of Q. It is also clear that there are uniform constants k∗ and K0
such that
k(Q) − k∗ ≤ kI ≤ k(Q) + k∗ , ∀I ∈ W∗Q(3.49)
X(I) →UQ XQ , ∀I ∈ W∗Q
dist(I, Q) ≤ K0 2−k(Q) , ∀I ∈ W∗Q ,
where k∗, K0 and the implicit constants in (3.45) (which pertain to the condition
X(I) →UQ XQ), depend only on the “allowable parameters” (since m0 and C0 also
have such dependence) and on λ. Thus, by the addition of a few nearby Whitney
cubes of diameter also comparable to that of Q, we can “augment” WQ so that the
Harnack Chain condition holds in UQ.
We fix the parameter λ so that for any I, J ∈ W,
dist(I∗, J∗) ≈ dist(I, J)
int(I∗) ∩ int(J∗) , Ø ⇐⇒ ∂I ∩ ∂J , Ø(3.50)
(the fattening thus ensures overlap of I∗ and J∗ for any pair I, J ∈ W whose bound-
aries touch, so that the Harnack Chain property then holds locally, with constants
depending upon λ, in I∗ ∪ J∗). By choosing λ sufficiently small, we may also
suppose that there is a τ ∈ (1/2, 1) such that for distinct I, J ∈ W,
(3.51) τJ ∩ I∗ = Ø .
We remark that any sufficiently small choice of λ (say 0 < λ ≤ λ0) will do for our
purposes.
Of course, there may be some flexibility in the choice of additional Whitney
cubes which we add to form the augmented collection W∗Q, but having made such
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a choice for each Q ∈ D, we fix it for all time. We may then define the Carleson
box associated to Q by
(3.52) TQ := int
 ⋃
Q′∈DQ
UQ′
 .
Similarly, we may define geometric sawtooth regions as follows. As above, give a
family F of disjoint cubes {Q j} ⊂ D, we define the global sawtooth relative to F
by
(3.53) ΩF := int
 ⋃
Q′∈DF
UQ′
 ,
and again given some fixed Q ∈ D, the local sawtooth relative to F by
(3.54) ΩF ,Q := int
 ⋃
Q′∈DF ,Q
UQ′
 .
For future reference, we present the following.
Lemma 3.55. Suppose that Ω is a 1-sided NTA domain with an ADR boundary.
Given Q ∈ D, let BQ := B(xQ, r), r ≈ ℓ(Q), and ∆Q := BQ ∩ ∂Ω ⊂ Q, be as in
(1.16) and (1.17). Then for each Q, there is a ball B′Q := B(xQ, s) ⊂ BQ, with
s ≈ ℓ(Q) ≈ r, such that
(3.56) B′Q ∩ Ω ⊂ TQ.
Moreover, for a somewhat smaller choice of s ≈ (K0)−1ℓ(Q), we have for every
pairwise disjoint family F ⊂ D, and for each Q0 ∈ D containing Q, that
(3.57) B′Q ∩ ΩF ,Q0 = B′Q ∩ ΩF ,Q.
Proof. We prove (3.56) first. Let Y ∈ Ω, with |Y − xQ| < cr =: s, where c > 0 is to
be determined. Then Y ∈ I ∈ W, with
ℓ(I) ≈ δ(Y) ≤ |Y − xQ| < cr.
Fix QI ∈ D such that ℓ(QI) = ℓ(I), and dist(QI , I) ≈ ℓ(I). In particular, I ∈ WQI ⊂
W∗QI , so that I ⊂ int(I∗) ⊂ int(UQI ). By the triangle inequality, for all x ∈ QI , we
have
|x − xQ| ≤ |x − Y | + |Y − xQ| ≤ Cℓ(I) + cr ≤ Ccr < r,
if c is chosen small enough. Hence, QI ⊂ ∆Q ⊂ Q, so Y ∈ ∪Q′∈DQ int(UQ′) ⊂ TQ.
We now turn to the proof of (3.57). Since Q ⊂ Q0, the “right to left” containment
is trivial, for any choice of B′Q. We therefore suppose that Y ∈ B′Q ∩ ΩF ,Q0 , where
again B′Q := B(xQ, s), and s will be chosen momentarily. It is enough to show that
Y ∈ ΩF ,Q, for some choice of s ≈ (K0)−1ℓ(Q). Since Y ∈ ΩF ,Q0 , by definition
there is some Q′ ∈ DQ0 ∩DF , for which Y ∈ I∗ = (1 + λ)I, with I ∈ W∗Q′ . Then
ℓ(Q′) ≈ ℓ(I) ≈ δ(Y) ≤ |Y − xQ| ≤ s ,
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where in the last step we have used that Y ∈ B′Q. Moreover, for every y′ ∈ Q′, we
have
|y′ − Y | . dist(Y, Q′) . dist(I, Q′) . K0 ℓ(Q′) . K0 s.
Thus, by the triangle inequality, for every y′ ∈ Q′, we have
|y′ − xQ| . K0 s < r ≈ ℓ(Q),
by choice of s = c(K0)−1ℓ(Q) with c sufficiently small. Thus, Q′ ⊂ ∆Q ⊂ Q,
whence Y ∈ ∪Q′∈DF ,Q UQ′ , i.e., we have shown that B′Q ∩ ΩF ,Q0 ⊂ ∪Q′∈DF ,Q UQ′ ,
and therefore int(B′Q) ∩ ΩF ,Q0 ⊂ ΩF ,Q, by definition. Choosing s slightly smaller,
which amounts to replacing B′Q by a slightly smaller ball, we obtain (3.57). 
We also define as follows the “Carleson box” T∆ associated to a surface ball
∆ := ∆(x∆, r). Let k(∆) denote the unique k ∈ Z such that 2−k−1 < 200 r ≤ 2−k, and
set
(3.58) D∆ := {Q ∈ Dk(∆) : Q ∩ 2∆ , Ø}.
We then define
(3.59) T∆ := int
 ⋃
Q∈D∆
TQ
 .
For future reference, we record the following analogue of Lemma 3.55. Set
B∆ := B(x∆, r), so that ∆ = B∆ ∩ ∂Ω. Then
(3.60) 5
4
B∆ ∩Ω ⊂ T∆.
Indeed, let X ∈ Ω with |X − x∆| < 5r/4. Then X ∈ I ∈ W with ℓ(I) ≈ δ(X) < 5r/4,
so that ℓ(I) ≤ ℓ(Q), for each Q ∈ D∆.
Suppose first that δ(X) < 3r/4. There is an x1 ∈ ∂Ω such that |X − x1| = δ(X),
so that by the triangle inequality, |x1 − x∆| < 2r. Consequently, there is a Q ∈ D∆
for which x1 ∈ Q, whence there is a Q′ ⊂ Q, whose closure contains x1, such that
ℓ(Q′) = ℓ(I), and dist(Q′, I) ≤ δ(X) ≤ 41 diam(I) ≪ C0 ℓ(Q′) (cf (3.42)-(3.43)).
Thus, I ∈ WQ′ , so X ∈ int(I∗) ⊂ int(UQ′) ⊂ TQ ⊂ T∆.
Now suppose that 3r/4 ≤ δ(X) < 5r/4. Then X ∈ I with ℓ(I) ≈ r, and
dist(I, Q′) ≈ r for every Q′ contained in any Q ∈ D∆, with ℓ(Q′) ≈ ℓ(I). In
that case, we have that I ∈ WQ′ , for each such Q′, so that X ∈ TQ,∀Q ∈ D∆.
Lemma 3.61. Suppose that Ω is a 1-sided NTA domain with an ADR boundary.
Then all of its Carleson boxes TQ and T∆, and sawtooth regions ΩF , and ΩF ,Q
are also 1-sided NTA domains with ADR boundaries. If in addition ∂Ω is also UR,
then so is the boundary of each Carleson box TQ and T∆. In all cases, the implicit
constants are uniform, and depend only on dimension and on the corresponding
constants for Ω.
We defer the proof until Appendix A.
We remark that it seems likely that one could show that the sawtooth regions
also inherit the UR property, but in our case, the only sawtooths that we work with
will enjoy an even stronger property, so we shall not bother to explore this issue
here.
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Lemma 3.62. Suppose that Ω is a 1-sided NTA domain with an ADR boundary
and that Ω also satisfies the qualitative exterior Corkscrew condition. Then all
of its Carleson boxes TQ and T∆, and sawtooth regions ΩF , and ΩF ,Q satisfy the
qualitative exterior Corkscrew condition. In all cases, the implicit constants are
uniform, and depend only on dimension and on the corresponding constants for Ω.
The proof of this result is almost trivial. Consider for instance the domain ΩF ,Q,
and let x ∈ ∂ΩF ,Q and r ≤ 2−N , with N corresponding to the qualitative exterior
Corkscrew condition assumed on Ω. If either x ∈ ∂Ω or x ∈ Ω with δ(x) < r/2,
there exists y ∈ ∂Ω such that B(y, r/2) ⊂ B(x, r). Then the exterior corkscrew
point relative to ∆(y, r/2) is also a Corkscrew point relative to B(x, r) ∩ ΩF ,Q. The
case x ∈ Ω with δ(x) ≥ r/2 is as follows. There exists a Whitney box I, with
ℓ(I) ≈ δ(X), such that x ∈ ∂I∗ and int(I∗) ⊂ ΩF ,Q. Note that ∂I∗ can be covered
by Whitney boxes J that meet I by (3.50). Since x is a boundary point of ΩF ,Q,
there is a J ∋ x, with J < W∗Q′ for any Q′ ∈ DF ,Q. Consequently, B(x, r) has an
“ample” intersection with J \ ΩF ,Q, wherein we may find the required Corkscrew
point. Further details are left to the reader.
We are now ready to state our comparison principle for the Green function.
The result is already known [Ai1], but we include the proof here for the sake of
self-containment. Given a surface ball ∆ := ∆(x, r), let B∆ := B(x, r), so that
∆ = B∆ ∩ ∂Ω. We fix κ0 large enough that
(3.63) T∆ ⊂ κ0B∆ ∩ Ω.
Lemma 3.64. Suppose that Ω is a 1-sided NTA domain with n-dimensional ADR
boundary and that it also satisfies the qualitative exterior Corkscrew condition.
Then there is a uniform constant C such that for each surface ball ∆, and for every
X, Y ∈ Ω \ 2κ0B∆, and Z ∈ B∆ ∩ Ω, we have
1
C
G(Z, X)
G(Z, Y) ≤
G(X∆, X)
G(X∆, Y) ≤ C
G(Z, X)
G(Z, Y) .
Remark 3.65. By Lemma 3.61 and Lemma 3.62, every Carleson box T∆ ⊂ Ω is
a 1-sided NTA domain with n-dimensional ADR boundary and also satisfies the
qualitative exterior Corkscrew condition.
Proof. We follow [Ke, Lemma 1.3.7]. Given a surface ball ∆, fix X, Y ∈ Ω \2κ0B∆,
and let ωZ∆ denote harmonic measure for the sub-domain T∆. Set
S 1 := ∂T∆ ∩ {Z ∈ Ω : δ(Z) > r/2},
where r is the radius of B∆. By Remark 3.65, Corollary 3.36 applies in T∆, whence
by (3.60),
(3.66) ωZ∆(∂T∆ ∩ Ω) ≤ CωZ∆(S 1), ∀Z ∈ B∆ ∩ Ω.
Now set B∗ := κ0B∆ and ∆∗ := B∗ ∩ ∂Ω. By Lemma 3.37 and the Harnack Chain
condition we have
G(Z, X) ≤ C G(X∆∗ , X) . G(X∆, X), ∀Z ∈ B∗ ∩ Ω.
By the maximum principle and (3.63), we then have
(3.67) G(Z, X) ≤ C G(X∆, X)ωZ∆(∂T∆ ∩Ω), ∀Z ∈ T∆.
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On the other hand, by the Harnack Chain condition,
G(Z, Y) ≥ C−1G(X∆, Y), ∀Z ∈ S 1,
and therefore by the maximum principle we have
(3.68) G(Z, Y) ≥ C−1G(X∆, Y)ωZ∆(S 1), ∀Z ∈ T∆.
Combining (3.66), (3.67) and (3.68), we obtain
G(Z, X)
G(X∆, X) .
G(Z, Y)
G(X∆, Y) , ∀Z ∈ B∆ ∩Ω.
The opposite inequality follows by interchanging the roles of X and Y . 
Corollary 3.69. Given the same hypotheses as in Lemma 3.64, there is a uniform
constant C such that for every pair of surface balls ∆ := B∩∂Ω, and ∆′ := B′∩∂Ω,
with B′ ⊆ B, and for every X ∈ Ω \ 2κ0B, where κ0 is the constant in (3.63), we
have
1
C ω
X∆(∆′) ≤ ω
X(∆′)
ωX(∆) ≤ C ω
X∆(∆′).
Proof. We follow [Ke, Corollary 1.3.8]. Fix ∆′, ∆, B′, B and X as in the statement
of the present corollary. Set B∗∗ = κ1B and ∆∗∗ := B∗∗∩∂Ω, where we may choose
κ1 large enough, depending only on κ0 and on the constants in the Corkscrew con-
dition, such that X∆∗∗ ∈ Ω \ 2κ0B. Let r′ and r denote the respective radii of B′ and
B. By Lemma 3.30, we have
ωX(∆′) ≈ (r′)n−1G(X∆′ , X),
ωX(∆) ≈ rn−1G(X∆, X),
ωX∆(∆′) ≈ ωX∆∗∗ (∆′) ≈ (r′)n−1G(X∆′ , X∆∗∗),
where in the third line we have also used the Harnack Chain condition. Moreover,
by Lemma 3.11 and the Harnack Chain condition, we have
rn−1G(X∆, X∆∗∗) ≈ 1.
Note that X∆′ ⊂ B′ ⊂ B. Thus, by Lemma 3.64, we have
G(X∆′ , X)
G(X∆′ , X∆∗∗) ≈
G(X∆, X)
G(X∆, X∆∗∗) ,
and the conclusion of the corollary follows. 
4. Harnack Chains imply a Poincare´ inequality
In this section we prove that a certain Poincare´ inequality holds in any domain
Ω satisfying the ADR, Corkscrew and Harnack Chain properties. We therefore
impose those three hypotheses throughout this section. It will be convenient to set
some additional notation. As above, we let W denote the collection of Whitney
cubes of Ω, and we recall that these have been constructed so that for I ∈ W, we
have dist(4I, ∂Ω) ≈ ℓ(I) (cf. (3.42)). Given a pairwise disjoint family F ∈ D, and
a constant ρ > 0, we derive from F another family F (ρ) ⊂ D, as follows. We aug-
ment F by adjoining to it all those Q ∈ D of side length ℓ(Q) ≤ ρ, and we denote
this augmented collection by C(F , ρ). We then let F (ρ) denote the collection of
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the maximal cubes of C(F , ρ). Thus, the corresponding discrete sawtooth DF (ρ)
consists precisely of those Q ∈ DF such that ℓ(Q) > ρ.
Having constructed the family F (ρ), and given Q ∈ D with ℓ(Q) > ρ, we may
then define local discrete and geometric sawtooth regions DF (ρ),Q and ΩF (ρ),Q with
respect to this family as in (3.41)-(3.47) and (3.54).
We shall also find it useful to consider certain “fattened” versions of the saw-
tooth regions, as follows. Bearing in mind (3.42), we set
U f atQ :=
⋃
W∗Q 4I,(4.1)
T f atQ := int
(⋃
Q′∈DQ U
f at
Q′
)
,(4.2)
Ω
f at
F ,Q := int
(⋃
Q′∈DF ,Q U
f at
Q′
)
(4.3)
(compare to (3.47), (3.52) and (3.54)). We note that, by construction,
δ(X) & ρ , if X ∈ Ω f atF (ρ),Q(4.4)
δ(X) . ρ , if X ∈ ΩF ,Q \ΩF (ρ),Q .(4.5)
Given a pairwise disjoint family F ∈ D, and a cube Q ∈ DF , we define
(4.6) WF :=
⋃
Q′∈DF
W∗Q′ , WF ,Q :=
⋃
Q′∈DF ,Q
W∗Q′ ,
so that in particular, we may write
(4.7) ΩF ,Q = int
( ⋃
I∈WF ,Q
I∗
)
, Ω
f at
F ,Q = int
( ⋃
I∈WF ,Q
4I
)
,
where we recall that I∗ := (1 + λ)I.
Suppose now that Q ∈ DF , let r ≈ ℓ(Q) and fix a small ǫ > 0. Then for I, J ∈
WF (ǫr),Q, we have ℓ(I) ≈ ℓ(J) and dist(I, J) . ℓ(I) (where the implicit constants
depend upon ǫ). By Lemma 3.61 there is a chain {I1, I2, . . . , IN} ⊂ WF (ǫr),Q, of
bounded cardinality N depending only on dimension, the Harnack Chain constants,
and ǫ, such that I1 = J, IN = I, ℓ(I j) ≈ ℓ(I) for each j (again the implicit constants
depend upon ǫ), and for which ∪Nj=1I∗j contains a Harnack Chain which connects
the centers of I and J. Moreover, for λ chosen small enough, the chain may be
constructed so that for each j, 1 ≤ j ≤ N − 1, either I∗j ⊂ 4I j+1, or I∗j+1 ⊂ 4I j.
In the sequel, we shall refer to such a chain {I1, I2, . . . , IN} as a “Harnack Chain
of Whitney cubes connecting J to I” (we beg the reader’s indulgence for this mild
abuse of terminology: it is of course really the dilates {I∗j } which form a Harnack
Chain).
Lemma 4.8. Suppose that Ω is a 1-sided NTA domain with ADR boundary. Fix
Q0 ∈ D, and a pairwise disjoint family F ⊂ DQ0 , and let Q ∈ DF ,Q0 . If r ≈ ℓ(Q),
then for every p, 1 ≤ p < ∞, and for every small ǫ > 0, there is a constant Cǫ,p
such that "
ΩF (ǫr),Q
| f − cQ,ǫ |p ≤ Cǫ,p rp
"
Ω
f at
F (ǫr),Q
|∇ f |p,
where cQ,ǫ := |ΩF (ǫr),Q|−1
!
ΩF (ǫr),Q
f .
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Proof. Let X ∈ ΩF (ǫr),Q, so that in particular, X ∈ I∗X where IX ∈ WF (ǫr),Q, and
observe that∣∣∣∣∣ f (X) − 1|ΩF (ǫr),Q|
"
ΩF (ǫr),Q
f
∣∣∣∣∣ =
∣∣∣∣∣ 1|ΩF (ǫr),Q|
"
ΩF (ǫr),Q
(
f (X) − f (Y)
)
dY
∣∣∣∣∣
≤ 1|ΩF (ǫr),Q|
∑
I∈ WF (ǫr),Q
"
I∗
∣∣ f (X) − fI∗1 + fI∗1 − · · · + fI∗N − f (Y)∣∣ dY ,
where I1, . . . , IN is a Harnack Chain of Whitney cubes connecting IX to I and fI∗j :=
|I∗j |−1
∫∫
I∗j
f . Of course, N depends upon ǫ. It also depends upon I in the sum, but
in a uniformly bounded manner for ǫ fixed. Consequently, it is enough to consider"
J∗
(
1
|ΩF (ǫr),Q|
"
I∗
∣∣ f (X) − fI∗1 + fI∗1 − · · · + fI∗N − f (Y)∣∣ dY)p dX ,
where J, I ∈ WF (ǫr),Q and are connected by the chain of cubes I1, I2, . . . , IN . The
desired bound may now be obtained from the standard Poincare´ inequality as fol-
lows. First,
"
J∗
(
1
|ΩF (ǫr),Q|
"
I∗
∣∣ f (X) − fI∗1 ∣∣ dY)p dX
≤
"
J∗
∣∣ f (X) − fI∗1 ∣∣p dX ≤ Cp ℓ(J)p"J∗ |∇ f |p,
since I1 = J. Similarly, the contribution of fI∗N − f (Y) is bounded by"
I∗
∣∣ fI∗N − f (Y)∣∣p dY ≤ Cp ℓ(I)p"
I∗
|∇ f |p,
since IN = I. Finally, to handle the contribution of any term fI∗j − fI∗j+1 , we observe
that ∣∣∣ fI∗j − fI∗j+1∣∣∣ ≤ ∣∣∣ fI∗j − fI∗∗j ∣∣∣ + ∣∣∣ fI∗∗j − fI∗j+1∣∣∣ ,
where I∗∗j := 4I j or 4I j+1, whichever has the larger diameter. Then for example,∣∣∣ fI∗j − fI∗∗j ∣∣∣ ≤ 1|I∗j |
"
I∗j
| f − fI∗∗j | . ℓ(I j)
1
|I j|
"
I∗∗j
|∇ f |,
and similarly for the term
∣∣∣ fI∗∗j − fI∗j+1∣∣∣ since, as noted above, I∗∗j contains both I∗j
and I∗j+1. The Poincare´ inequality now follows, since each I ∈ WF (ǫr),Q, and thus
every I j in any of the chains, has side length proportional to r, depending on ǫ. 
5. A criterion for exterior Corkscrew points
We present a criterion for the existence of Corkscrew points in the domain exte-
rior to a sawtooth region. We begin with a series of lemmas in which we establish
some local estimates for the single layer potential operator S defined in (1.11),
and also prove some geometric properties of sawtooth regions and of domains with
ADR boundaries.
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Lemma 5.1. Suppose that E ⊂ Rn+1 is n-dimensional ADR, and let κ > 1. If
1 ≤ q < (n + 1)/n, there is a constant Cq,κ depending only on n, q, κ and the ADR
constants such that for every x ∈ E, B := B(x, r) and κ∆ := κB ∩ E, we have
(5.2)
"
B
|∇S1κ∆(X)|q dX ≤ Cq,κ rn+1.
Proof. The left hand side of (5.2) is crudely dominated by a constant times∫∫
B
∣∣∣∣∫
κ∆
1
|X − y|n dH
n(y)
∣∣∣∣q dX ≤ Hn(κ∆)q−1 ∫∫
B
(∫
κ∆
1
|X − y|nq dH
n(y)
)
dX
. rn(q−1)
∫
κ∆
(∫∫
|X−y|<(κ+1)r
1
|X − y|nq dX
)
dHn(y)
≈ rn(q−1) rn rn+1−nq = rn+1,
where of course the implicit constants depend on κ and q. 
Lemma 5.3. Suppose that E ⊂ Rn+1 is n-dimensional ADR. For ρ > 0, define the
“boundary strip” Σρ := {X ∈ Rn+1 \ E : dist(X, E) < ρ}. Then there is a uniform
constant C such that for every ball B := B(x, r) centered on E, and for ρ ≤ r, we
have
(5.4)
∣∣Σρ ∩ B∣∣ ≤ Cρrn.
Proof. Let WE denote the collection of cubes in the Whitney decomposition of
Rn+1 \ E, and for each k ∈ Z, set Wk := {I ∈ WE : ℓ(I) = 2−k}. For each I ∈ WE ,
choose QI ∈ D(E) such that ℓ(QI) = ℓ(I), and dist(I, QI) = dist(I, E) ≈ ℓ(I).
By ADR, for each I there are at most a bounded number of Q ∈ D(E) having
these properties, and we just pick one. We note that if I ∩ B is non-empty, and if
ℓ(I) . ρ ≤ r, then QI ⊂ κ1B for some uniform constant κ1. Moreover, the collection
{QI}I∈Wk has bounded overlaps for each fixed k. We then have
(5.5)
∣∣Σρ ∩ B∣∣ ≤ ∑
k:2−k.ρ
∑
I∈Wk
|I ∩ B|
≈
∑
k:2−k.ρ
∑
I∈Wk
|I ∩ B| ℓ(I)−n Hn(QI) (by ADR)
.
∑
k:2−k.ρ
2−k
∑
I∈Wk: QI⊂κ1B
Hn(QI) . ρrn ,
where in the last step we have used the bounded overlap property of the QI’s. 
Corollary 5.6. Let 0 < γ < 1/(n+ 1), and suppose that E ⊂ Rn+1 is n-dimensional
ADR. Then there is a uniform constant Cγ,κ such that for every ball B := B(x, r)
centered on E, κ∆ := κB ∩ E, and every ρ with 0 < ρ ≤ r, we have"
Σρ∩B
|∇S1κ∆(X)| dX ≤ Cγ,κ ργrn+1−γ,
Proof. The corollary follows immediately from Ho¨lder’s inequality and the previ-
ous two lemmata. We omit the routine details. 
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Lemma 5.7. Suppose that ∂Ω is ADR, and let B := B(x, r), ∆ := B ∩ ∂Ω, with
r ≤ diam(∂Ω), and x ∈ ∂Ω. If
(5.8) |B ∩ (Rn+1 \Ω)| ≥ arn+1,
for some a > 0, then there is a point X−∆ ∈ B \Ω, and a constant c1 depending only
on a,n and the ADR constants such that
B(X−∆ , c1r) ⊂ Rn+1 \Ω.
Proof. For notational convenience, we set
B− := B ∩ (Rn+1 \Ω).
We apply Lemma 5.3, with E = ∂Ω, and ρ = ar/(2C) (notice that without loss of
generality we may assume that a ≤ 1, C ≥ 1), and (5.8) to deduce that∣∣B− \ Σar/(2C)∣∣ ≥ 12arn+1.
In particular B− \ Σar/(2C) is non-empty. Moreover, by definition of Σρ, we have
that dist(X, ∂Ω) ≥ ar/(2C), for every X ∈ B− \Σar/(2C). Therefore, any such X may
be taken as the point X−∆ , with c1 := a/(4C). 
Remark. Given a domain Ω, we shall henceforth refer to a Corkscrew point for the
domain Rn+1 \ Ω, such as the point X−∆ in the lemma, as an “exterior Corkscrew
point”.
Lemma 5.9. Suppose that Ω is a 1-sided NTA domain with ADR boundary. Let
F ⊂ D be a pairwise disjoint family. Then for every Q ⊆ Q j ∈ F , there is a ball
B′ ⊂ Rn+1 \ΩF , centered at ∂Ω, with radius r′ ≈ ℓ(Q)/K0, and ∆′ := B′∩∂Ω ⊂ Q.
Proof. Recall that there exist BQ := B(xQ, r) and ∆Q := BQ ∩ ∂Ω ⊂ Q, as defined
in (1.16) and (1.17), where r ≈ ℓ(Q). We now set
B′ = B
(
xQ, (MK0)−1r
)
,
where M is a sufficiently large number to be chosen momentarily. We need only
verify that B′∩ΩF = Ø. Suppose not. Then by definition ofΩF , there is a Whitney
cube I ∈ WF (cf. (4.6)) such that I∗ meets B′. Since I∗ meets B′, there is a point
YI ∈ I∗ such that
ℓ(I) ≈ dist(I∗, ∂Ω) ≤ |YI − xQ| ≤ r/(MK0) ≈ ℓ(Q)/(MK0).
On the other hand, since I ∈ WF , there is a QI ∈ DF (hence QI is not contained
in Q j) with ℓ(I) ≈ ℓ(QI), and dist(QI , YI) ≈ dist(QI , I) . K0 ℓ(I) . ℓ(Q)/M. Then
by the triangle inequality,
|y − xQ| . ℓ(Q)/M , ∀y ∈ QI .
Thus, if M is chosen large enough, QI ⊂ ∆Q ⊂ Q ⊂ Q j, a contradiction. 
We now come to the main lemma of this section.
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Lemma 5.10. Suppose that Ω is a 1-sided NTA domain with ADR boundary. Fix
Q0 ∈ D, and a pairwise disjoint family F ⊂ DQ0 , and let ΩF ,Q0 be the correspond-
ing sawtooth domain. Suppose also that for some η > 0, we have
(5.11) sup
Q∈DQ0
1
σ(Q)
∫∫
Ω
f at
F ,Q
|∇2S1(X)|2δ(X) dX ≤ η.
If η ≤ η0 with η0 small enough, depending only on n, K0, and the Corkscrew,
Harnack Chain and ADR constants for Ω, then for every B := B(x, r) and ∆⋆ :=
B ∩ ∂ΩF ,Q0 , with x ∈ ∂ΩF ,Q0 and r ≤ diam(Q0), there is an exterior Corkscrew
point X∆⋆ ∈ B∩(Rn+1\ΩF ,Q0). Moreover, the exterior Corkscrew constants depend
only upon η0, K0, and the other parameters stated above.
To avoid confusion, we note that, as usual, δ(X) := dist(X, ∂Ω), and ∆ = B ∩ Ω
denotes a surface ball on ∂Ω; we shall use the notation δ⋆(X) := dist(X, ∂ΩF ,Q0),
and ∆⋆ := B ∩ ∂ΩF ,Q0 .
Proof. We fix x ∈ ∂ΩF ,Q0 , and consider two separate cases. Let M be a sufficiently
large constant, to be chosen, whose value will remain fixed throughout the proof of
the present lemma.
Case 1: dist(x, ∂Ω) > r/(MK0).
In this case, x ∈ ∂I∗ ∩ J, where as usual I∗ = (1+ λ)I and I ∈ WF ,Q0 (cf. (4.6)),
and where J ∈ W with τJ ⊂ Rn+1 \ ΩF ,Q0 , for some τ ∈ (1/2, 1) (cf. (3.51)). By
the nature of Whitney cubes, we have ℓ(I) ≈ ℓ(J) ≈ dist(x, ∂Ω) > r/(MK0). In this
case, it is evident that there is a Corkscrew point in J, with c ≈ (MK0)−1.
Case 2: dist(x, ∂Ω) ≤ r/(MK0).
In this case, either x ∈ ∂Ω∩∂ΩF ,Q0 , or else x lies on a face of I∗ for some Whit-
ney cube I ∈ WF ,Q0 , with ℓ(I) . r/(MK0). In the former scenario, by Proposition
6.1 below, we may choose Q ∈ DQ0 , with x ∈ Q ⊂ B, and ℓ(Q) ≈ r. If Q ⊆ Q j, for
some Q j ∈ F (which might happen if x ∈ ∂Q j), then by Lemma 5.9 we immedi-
ately obtain the existence of the desired exterior Corkscrew point for ΩF ,Q0 , at the
scale r. Thus, in this scenario, it is enough to suppose that Q is not contained in
any Q j ∈ F .
Otherwise, if x ∈ ∂I∗ for some I ∈ WF ,Q0 , with ℓ(I) . r/(MK0), then there is a
QI ∈ DF ,Q0 such that ℓ(QI) ≈ ℓ(I), and dist(QI , I) . K0 ℓ(I) . r/M. Consequently,
we have dist(I, Q) . r/M for any Q ∈ D with QI ⊆ Q ⊆ Q0. Choosing M large
enough, we may then fix such a Q with ℓ(Q) ≈ r, and Q ⊂ B. If Q is contained
in some Q j ∈ F , then by Lemma 5.9, we again obtain the existence of an exterior
Corkscrew point exactly as before.
Therefore, in either scenario, we have reduced matters to the following situation:
there is a Q ∈ DF ,Q0 (i.e., not contained in any Q j ∈ F ), with ℓ(Q) ≈ r, and Q ⊂ B.
Having fixed this Q, we recall that, by Lemma 3.55, there is a ball B′Q := B(xQ, s),
with radius s ≈ (K0)−1ℓ(Q), such that (3.57) holds.
By Lemma 3.61, the sawtooth domain ΩF ,Q0 inherits the 1-sided NTA (i.e.,
interior Corkscrew and Harnack Chain) and ADR properties from Ω. Thus, by
Lemma 5.7, applied with ΩF ,Q0 in place of Ω, and B′Q in place of B, it is enough to
establish the analogue of (5.8) with a depending only on the allowable parameters.
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To this end, we proceed by a variant of the argument in [DS2, pp. 254–256].
We remind the reader of the definition of the family F (ρ) (see the discussion at the
beginning of Section 4), and we also note that, by construction, there is a purely
dimensional constant Cn such that
(5.12) T f atQ ⊂ B(xQ,CnK0 ℓ(Q)) =: B∗Q
Set ∆∗Q := B∗Q ∩ ∂Ω and ∆′Q := B′Q ∩ ∂Ω, and let Φ ∈ C∞0 (B′Q), with Φ ≡ 1
on B(xQ, s/2), 0 ≤ Φ ≤ 1, and ‖∇Φ‖∞ . s−1. Let L := ∇ · ∇ denote the usual
Laplacian in Rn+1. By the ADR property, and the fact that s ≈ ℓ(Q) ≈ r, we have
(5.13) rn+1 ≈ r σ
(
1
2
∆′Q
)
≤ r
∫
∂Ω
Φ dσ = r 〈−LS1,Φ〉
= r
"
Rn+1
(
∇S1(X) − ∇S1(2∆∗Q)c (xQ) − ~α
)
· ∇Φ(X) dX
.
"
B′Q
∣∣∇S1(X) − ∇S1(2∆∗Q)c (xQ) − ~α∣∣ dX = "
Ω∩B′Q
+
"
Ωext∩B′Q
=
"
ΩF (ǫr),Q∩B′Q
+
"(
ΩF ,Q0 \ΩF (ǫr),Q
)
∩B′Q
+
"(
Ω\ΩF ,Q0
)
∩B′Q
+
"
Ωext∩B′Q
=: I + II + III + IV ,
where ~α is a constant vector at out disposal, ǫ > 0 is a small number to be deter-
mined, and where as above, Ωext := Rn+1 \Ω.
We now set
~α :=
1
|ΩF (ǫr),Q|
"
ΩF (ǫr),Q
(
∇S1(X) − ∇S1(2∆∗Q)c (xQ)
)
dX.
We note for future reference that by standard Caldero´n-Zygmund estimates,
(5.14) ∣∣∇S1(2∆∗Q)c (X) − ∇S1(2∆∗Q)c(xQ)∣∣ ≤ C, ∀X ∈ B∗Q.
We also note that by Lemma 3.61, the sawtooth domain ΩF (ǫr),Q, if non-empty,
must contain a Corkscrew point at the scale of ℓ(Q) ≈ r, so that, in particular,
rn+1 . |ΩF (ǫr),Q|.
Consequently, by (5.12) and the fact that ΩF ,Q ⊂ TQ ⊂ T f atQ for any pairwise
disjoint family F and every Q ∈ D, we have
(5.15) |~α| ≤ CK0|B∗Q|
"
B∗Q
∣∣∇S12∆∗Q (X)∣∣ dX + C ≤ CK0 ,
where in the last step we have used Lemma 5.1.
By the Poincare´ inequality (Lemma 4.8), (5.12), and (4.4) with ρ = ǫr, we obtain
I ≤ Cǫr
"
Ω
f at
F (ǫr),Q
|∇2S1(X)| dX
≤ Cǫ,K0 r(n+3)/2
("
Ω
f at
F (ǫr),Q
|∇2S1(X)|2 dX
)1/2
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≤ Cǫ,K0 r(n+2)/2
("
Ω
f at
F (ǫr),Q
|∇2S1(X)|2δ(X) dX
)1/2
≤ Cǫ,K0
√
η rn+1 ,
by hypothesis (5.11), since ℓ(Q) ≈ r, and Ω f atF (ǫr),Q ⊂ Ω f atF ,Q.
Next, we claim that, for each γ ∈ (0, 1/(n + 1)), we have
(5.16) II ≤ Cγ,K0 ǫγrn+1.
We defer the proof of this claim momentarily, and observe that
III + IV =
"(
Rn+1\ΩF ,Q0
)
∩B′Q
∣∣∇S1(X) − ∇S1(2∆∗Q)c(xQ) − ~α∣∣ dX
(to avoid possible confusion, we point out that the boundaries of Ω and all of its
sub-domains that we consider here, have (n + 1)-dimensional Lebesgue measure
equal to zero). Then by (5.14), (5.15), Ho¨lder’s inequality and Lemma 5.1, we
deduce that for any q ∈ (1, (n + 1)/n),
III + IV ≤ CK0
(∣∣(Rn+1 \ΩF ,Q0) ∩ B′Q∣∣1/q′r(n+1)/q + ∣∣(Rn+1 \ΩF ,Q0) ∩ B′Q∣∣) .
Now, choosing first ǫ, and then η sufficiently small, we can hide I + II on the left
hand side of (5.13). Our estimate for III + IV then implies that
rn+1 ≤ CK0
∣∣(Rn+1 \ΩF ,Q0) ∩ B′Q∣∣.
As noted above, the existence of an exterior Corkscrew point now follows by ap-
plying Lemma 5.7, with B′Q in place of B, and ΩF ,Q0 in place of Ω.
To complete the proof of Lemma 5.10, it remains only to prove the claimed esti-
mate (5.16). By (3.57), we may replaceΩF ,Q0 byΩF ,Q in the domain of integration
which defines II. Consequently, by (4.5) with ρ = ǫr, we have that
II ≤
∫
ΣCǫr∩B′Q
∣∣∇S1(X) − ∇S1(2∆∗Q)c (xQ) − ~α∣∣ dX
where Σρ := {X ∈ Rn+1 : δ(X) < ρ}. The desired bound now follows readily from
(5.14), (5.15), Lemma 5.3 and Corollary 5.6. We omit the routine details. 
We conclude this section with an estimate for harmonic measure in “good” saw-
tooth regions (that is, those for which (5.11) holds for sufficiently small η). Given
a subdomain Ω′ ⊂ Ω, we shall use the notational convention that ωX⋆ denotes har-
monic measure for Ω′ with pole at X, when there is no chance for confusion.
Corollary 5.17. Suppose that Ω is a 1-sided NTA domain with ADR boundary.
Suppose also that (5.11) holds for some Q0 ∈ D, and some pairwise disjoint family
F ⊂ DQ0 , with η ≤ η0 (cf. Lemma 5.10). Let ωX⋆ denote harmonic measure for
ΩF ,Q0 with pole at X. Then, for every x ∈ ∂ΩF ,Q0 , every r ≤ diam(Q0), and every
surface ball ∆⋆ = ∆⋆(x, r), the harmonic measure ωX∆⋆⋆ belongs to A∞(∆⋆) (cf.
Definition 1.19), with uniform A∞ constants depending only upon dimension and
the ADR, Harnack Chain and Corkscrew constants, including K0.
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Proof. By Lemma 3.61, ΩF ,Q0 is a 1-sided NTA domain with ADR boundary.
Moreover, by Lemma 5.10, it also satisfies an exterior Corkscrew condition. The
conclusion of the corollary now follows immediately by [DJ, Theorem 2]. 
6. F -Projections and a Dahlberg-Jerison-Kenig “Sawtooth Lemma”
In this section, we present a dyadic version of the main lemma of [DJK]. Our
approach here is modeled on an analogous result in the Euclidean case which ap-
peared in our previous work [HM1] (see also [HM2]). As in [HM1], we shall
utilize a certain projection operator adapted to a pairwise disjoint family F .
Consider now such a family F = {Q j} ⊂ D. The projection operator PF associ-
ated to F (the “F -projection operator”) is defined by:
PF f (x) := f (x) 1∂Ω\(∪F Q j)(x) +
∑
F
(?
Q j
f dσ
)
1Q j (x).
We may naturally extend PF to act on non-negative Borel measures on ∂Ω. Sup-
pose that µ is such a measure, and let A ⊂ ∂Ω. We then define the measure PF µ
as follows:
PF µ(A) :=
∫
∂Ω
PF (1A) dµ = µ(A \ ∪F Q j) +
∑
F
σ(A ∩ Q j)
σ(Q j) µ(Q j).
In particular, we have that PF µ(Q) = µ(Q), for every Q ∈ DF (i.e., for Q not
contained in any Q j ∈ F ), and also that PF µ(Q j) = µ(Q j) for every Q j ∈ F .
We shall prove a version of the main lemma in [DJK] which is valid for F -
projections of harmonic measure. Our proof follows the idea of the argument in
[DJK], but is technically simpler (given certain geometric preliminaries), owing to
the dyadic setting in which we work here. In more precise detail, we follow our
earlier Euclidean version of this lemma, which appears in [HM1, Lemma A.1].
Let us set a bit of notation: given Q0 ∈ D, a pairwise disjoint family F ⊂ D, and
the corresponding sawtooth domain ΩF ,Q0 (cf. (3.39)-(3.47) and (3.54); also (4.6)
and (4.7)), we let ∆⋆, δ⋆, and ωX⋆ denote, respectively, a surface ball on ∂ΩF ,Q0 , the
distance to the boundary of ∂ΩF ,Q0 , and harmonic measure for the domain ΩF ,Q0
with pole at X; i.e., for x ∈ ∂ΩF ,Q0 , ∆⋆(x, r) = B(x, r)∩∂ΩF ,Q0 , and for X ∈ ΩF ,Q0 ,
δ⋆(X) := dist(X, ∂ΩF ,Q0). We continue to use ∆ = ∆(x, r), δ(X) and ωX to denote
the analogous objects in reference to the original domain Ω and its boundary.
Before stating our sawtooth lemma, let us record some useful geometric obser-
vations. We recall that by Lemma 3.61, the sawtooth domain ΩF ,Q0 inherits the
1-sided NTA (i.e., interior Corkscrew and Harnack Chain) and ADR properties
from Ω. We begin with the following.
Proposition 6.1. Suppose that Ω is a 1-sided NTA domain with ADR boundary.
Fix Q0 ∈ D, and let F ⊂ DQ0 be a disjoint family. Then
(6.2) Q0 \
(∪F Q j) ⊂ ∂Ω ∩ ∂ΩF ,Q0 ⊂ Q0 \ (∪F int(Q j))
Proof. We first prove the right hand containment. Suppose that x ∈ ∂Ω ∩ ∂ΩF ,Q0 .
Then there is a sequence Xk ∈ ΩF ,Q0 , with Xk → x. By definition ofΩF ,Q0 , each Xk
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is contained in I∗k for some Ik ∈ WF ,Q0 (cf. (4.6)-(4.7)), so that ℓ(Ik) ≈ δ(Xk) → 0.
Moreover, again by definition, each Ik belongs to some W∗Qk , Qk ∈ DF so that,
dist(Qk, Ik) . K0 ℓ(Qk) ≈ K0 ℓ(Ik) → 0.
Consequently, dist(Qk, x) → 0. Since each Qk ⊂ Q0, we have x ∈ Q0. On the
other hand, if x ∈ int(Q j), for some Q j ∈ F , then there is an ǫ > 0 such that
dist(x, Q) > ǫ for every Q ∈ DF ,Q0 with ℓ(Q) ≪ ǫ, because no Q ∈ DF ,Q0 can be
contained in any Q j. Since this cannot happen if ℓ(Qk) + dist(Qk, x) → 0, the right
hand containment is established.
Now suppose that x ∈ Q0 \ (∪F Q j). By definition, if x ∈ Q ∈ DQ0 , then
Q ∈ DF ,Q0 . Therefore, we may choose a sequence {Qk} ⊂ DF ,Q0 shrinking to
x, whence there exist Ik ∈ W∗Qk ⊂ WF ,Q0 with dist(Ik, x) → 0. The left hand
containment now follows. 
Proposition 6.3. Suppose that ∂Ω is ADR, and that µ is a doubling measure on ∂Ω;
i.e, there is a uniform constant M0 such that µ(2∆) ≤ M0 µ(∆) for every surface
ball ∆. Then ∂Q := Q \ int(Q) has µ-measure 0, for every Q ∈ D. In particular, the
sets in (6.2) have the same µ measure.
Proof. The argument is a refinement of that in [GR, p. 403], where the Euclidean
case was treated. Fix an integer k, a cube Q ∈ Dk, and a positive integer m to be
chosen. We set
{Q1i } := D1 := DQ ∩Dk+m ,
and make the disjoint decomposition Q = ∪Q1i . We then split D1 = D1,1 ∪ D1,2,
where Q1i ∈ D1,1 if ∂Q1i meets ∂Q, and Q1i ∈ D1,2 otherwise. We then write
Q = R1,1 ∪ R1,2, where
R1,1 := ∪D1,1 Q̂1i , R1,2 := ∪D1,2 Q1i ,
and for each cube Q1i ∈ D1,1, we construct Q̂1i as follows. We enumerate the
elements in D1,1 as Q1i1 , Q1i2 , . . . , Q1iN , and then set (Q1i )∗ = Q1i ∪ (∂Q1i ∩ ∂Q) and
Q̂1i1 := (Q1i1 )∗, Q̂1i2 := (Q1i2 )∗ \ (Q1i1 )∗, Q̂1i3 := (Q1i3 )∗ \ ((Q1i1 )∗ ∪ (Q1i2 )∗), . . .
so that R1,1 covers ∂Q and the modified cubes Q̂1i are pairwise disjoint.
We recall the surface ball ∆Q = ∆(xQ, r) ⊂ Q, with r ≈ ℓ(Q) as in (1.16)-(1.17).
Then
dist
(
∆(xQ, r/2), ∂Q
)
≥ r
2
≥ c0 ℓ(Q) = c0 2−k ,
for some uniform constant c0. By Lemma 1.15, there is a uniform constant C1 such
that diam(Q′) ≤ C1ℓ(Q′), for every Q′ ∈ D. We may therefore choose m depending
only on the ADR constants and dimension so that 2−m < c0/C1, whence
diam(Q1i ) ≤ C12−k−m < c0 2−k.
Consequently, R1,1 misses ∆(xQ, r/2), so that by the doubling property,
µ(Q) ≤ CM0 µ(∆(xQ, r/2) ≤ CM0 µ(R1,2).
Since R1,1 and R1,2 are disjoint, the latter estimate yields
µ(R1,1) ≤
(
1 − 1CM0
)
µ(Q) =: θ µ(Q),
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where we note that θ < 1.
Let us now repeat this procedure, decomposing Q̂1i for each Q1i ∈ D1,1. We set
D2(Q1i ) = DQ1i ∩Dk+2m and split it into D
2,1(Q1i ) and D2,2(Q1i ) where Q′ ∈ D2,1(Q1i )
if ∂Q′ meets ∂Q∩Q̂1i (this set plays the role of ∂Q in the previous step). Associated
to any Q′ ∈ D2,1(Q1i ) we set (Q′)∗ = (Q′ ∩ Q̂1i ) ∪ (∂Q′ ∩ (∂Q ∩ Q̂1i )). Then
we make these sets disjoint as before and we have that R2,1(Q1i ) is defined as the
disjoint union of the corresponding Q̂′. Note that Q̂1i = R2,1(Q1i ) ∪ R2,2(Q1i ) and
this a disjoint union. As before, R2,1(Q1i ) misses (1/2)∆Q1i so that by the doubling
property
µ(Q̂1i ) ≤ CM0 µ
(
1
2
∆Q1i
)
≤ CM0 µ(R2,2(Q1i ))
and then µ(R2,1) ≤ θ µ(Q̂1i ). Next we set R2,1 and R2,2 as the union of the corre-
sponding R2,1(Q1i ) and R2,2(Q1i ) with Q1i ∈ D1,1. Then,
µ
(
R2,1
)
:= µ
( ⋃
Q1i ∈D1,1
R2,1(Q1i )
)
=
∑
Q1i ∈D1,1
µ
(
R2,1(Q1i )
)
≤ θ
∑
Q1i ∈D1,1
µ(Q̂1i ) = θ µ(R1,1) ≤ θ2 µ(Q).
A straightforward iteration argument now yields that µ(∂Q) = 0. We omit the
details. 
Proposition 6.4. Suppose that Ω is a 1-sided NTA domain with ADR boundary.
Fix Q0 ∈ D, and let F ⊂ DQ0 be a disjoint family. Then for each Q ∈ DF ,Q0 , there
is a radius rQ ≈ K0 ℓ(Q), and a point AQ ∈ ΩF ,Q0 which serves as a Corkscrew
point simultaneously for ΩF ,Q0 , with respect to the surface ball ∆⋆(yQ, rQ), for
some yQ ∈ ∂ΩF ,Q0 , and for Ω, with respect to each surface ball ∆(x, rQ), for every
x ∈ Q.
Proof. Let Q ∈ DF ,Q0 . Recall that by construction, WQ is non-empty. It follows
that there is an I for which ℓ(I) ≈ ℓ(Q) and dist(Q, I) ≤ C0 ℓ(Q). Furthermore,
I ⊂ ΩF ,Q0 , and dist(I, ∂ΩF ,Q0) ≤ dist(I, ∂Ω) ≈ ℓ(I). We let AQ denote the center of
this particular I, so that
(6.5) ℓ(Q) ≈ dist(AQ, ∂ΩF ,Q0) ≤ dist(AQ, Q) . C0 ℓ(Q).
Fix yQ ∈ ∂ΩF ,Q0 so that dist(AQ, ∂ΩF ,Q0) = |AQ − yQ|. Then AQ is the promised
simultaneous Corkscrew point, for rQ ≈ K0 ℓ(Q) ≥ C0 ℓ(Q). 
Corollary 6.6. The point AQ0 is a Corkscrew point with respect to ∆⋆(x, rQ0 ), for
all x ∈ ∂ΩF ,Q0 , and for ∆(x, rQ0 ), for all x ∈ Q0, with rQ0 ≈ K0 ℓ(Q0).
The proof is almost immediate, since diam(ΩF ,Q0) . K0 ℓ(Q0), and we omit it.
Proposition 6.7. Suppose that Ω is a 1-sided NTA domain with ADR boundary.
Fix Q0 ∈ D, and let F ⊂ DQ0 be a disjoint family. Then for each Q j ∈ F , there is
an n-dimensional cube P j ⊂ ∂ΩF ,Q0 , which is contained in a face of I∗, for some
I ∈ W, and which satisfies
(6.8) ℓ(P j) ≈ dist(P j, Q j) ≈ dist(P j, ∂Ω) ≈ ℓ(I) ≈ ℓ(Q j),
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where the uniform implicit constants are allowed to depend upon K0.
Proof. Fix Q j ∈ F . It follows from Lemma 5.9 (with Q = Q j) and the Corkscrew
condition that there is an I1 ∈ W with I1 ⊂ Ω \ ΩF ,Q0 , ℓ(I1) ≈ ℓ(Q j)/K0, and
dist(I1, Q j) . ℓ(Q j)/K0. On the other hand, the dyadic parent Q˜ j of Q j be-
longs to DF ,Q0 , so there is an I2 ∈ W∗Q˜ j with I2 ⊂ ΩF ,Q0 , ℓ(I2) ≈ ℓ(Q j), and
dist(Q j, I2) . K0 ℓ(Q j). The Harnack Chain (in Ω) connecting the centers of I1
and I2, then passes through ∂ΩF ,Q0 , and maintains a distance to ∂Ω on the order
of ℓ(Q j). Consequently, there is an interface between some pair I, J ∈ W, with
int(I∗) ⊂ ΩF ,Q0 and J <W∗Q, for any Q ∈ DF ,Q0 (so that τJ ⊂ Ω \ΩF ,Q0 for some
τ ∈ (1/2, 1); cf. (3.51)), and
dist(I, Q j) ≈ dist(J, Q j) ≈ ℓ(I) ≈ ℓ(J) ≈ ℓ(Q j)
(here, some of the implicit constants may depend upon K0). Of course, the interface
between I and J is precisely one face of the smaller of these two cubes. Therefore,
if λ is chosen small enough, then ∂I∗ ∩ J contains an n-dimensional cube P j with
the stated properties. 
Remark 6.9. It follows from the proof that if P j ∩ Pk then ℓ(Q j) ≈ ℓ(Qk) since two
adjacent Whitney cubes have comparable side length. Thus, dist(Q j, Qk) . ℓ(Q j)
and therefore we have the bounded overlap property∑
j
1P j(x) ≤ C ,
with C depending on the ADR constants.
For future reference, we note that, under the assumptions of Proposition 6.7, if
x⋆j denotes the center of P j, then for an appropriate choice of r j ≈ K0 ℓ(Q j), we
have P j ⊂ ∆⋆(x⋆j , r j) and
(6.10) TQ j ⊂ B(x⋆j , r j),
since diam(TQ j ) . K0 ℓ(Q j). Moreover, given Q ∈ DF ,Q0 and rQ ≈ K0 ℓ(Q) from
Proposition 6.4, by choosing r̂Q ≈ rQ (with implicit constants depending on K0)
we may suppose that
(6.11) Q ∪ (∪Q j∈F : Q j⊂QB(x⋆j , r j)) ⊂ B(yQ, r̂Q) .
Here, yQ is the center of ∆⋆(yQ, rQ) ⊂ ∂ΩF ,Q0 , appearing in Proposition 6.4. We
omit the routine geometric argument.
We conclude this preamble with the following.
Proposition 6.12. Suppose that Ω is a 1-sided NTA domain with ADR boundary.
Fix Q0 ∈ D, and let F ⊂ DQ0 be a disjoint family. For Q j ∈ F , let B(x⋆j , r j) be
the ball, concentric with P j, satisfying (6.10). Then for each Q ∈ DF ,Q0 , there is a
surface ball
∆
Q
⋆ := ∆⋆(x⋆Q, tQ) ⊂
(Q ∩ ∂ΩF ,Q0) ∪ (∪Q j∈F : Q j⊂Q (B(x⋆j , r j) ∩ ∂ΩF ,Q0)) ,
with tQ ≈ ℓ(Q), x⋆Q ∈ ∂ΩF ,Q0 , and dist(Q,∆Q⋆ ) . ℓ(Q), where the implicit constants
may depend upon K0.
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Proof. Suppose first that there is some Q j0 ⊂ Q, for which ℓ(Q j0 ) ≥ ℓ(Q)/M, where
M is a sufficiently large number to be chosen. We then set ∆Q⋆ = ∆⋆(x⋆j0 , ℓ(P j0 )/2),
a surface ball contained in the cube P j0 whose existence was established in Propo-
sition 6.7.
Now suppose that ℓ(Q j) < ℓ(Q)/M, for every Q j ⊂ Q. By Lemma 3.55, there
is a ball B′Q = B(xQ, s) with s ≈ ℓ(Q) and B′Q ∩ Ω ⊂ TQ ⊆ TQ0 . In particular, B′Q
misses ∂TQ0 \ Q0. Moreover, ∆′Q := B′Q ∩ ∂Ω ⊂ Q. Consider those Q j ⊂ Q which
meet ∆(xQ, s/(4
√
M)). If there are no such Q j, then we set ∆Q⋆ = ∆(xQ, s/(4
√
M)),
which in this case is contained in Q ∩ ∂ΩF ,Q0 by Proposition 6.1. On the other
hand, suppose that there is some Q j0 ⊂ Q which meets ∆(xQ, s/(4
√
M)). Then for
M large enough, depending on K0, we have P j0 ⊂ B(xQ, s/(2
√
M)), and thus also
(6.13) ∆Q⋆ := ∆⋆(x⋆j0 , s/(2
√
M)) ⊂ B(xQ, s/
√
M) ⊂ B′Q,
by the triangle inequality. Consequently, ∆Q⋆ misses ∂TQ0 \ Q0, and ∆Q⋆ ∩ ∂Ω ⊂ Q,
by the properties of B′Q. Moreover, we claim that
(6.14) ∂ΩF ,Q0 ⊂
(
∂TQ0 \ Q0
) ∪ (∂ΩF ,Q0 ∩ Q0) ∪ (∪Q j∈F (∂ΩF ,Q0 ∩ TQ j )) .
Let us defer for the moment the proof of this claim. Given (6.14), by (6.10) and
properties of dyadic cubes, it is enough to verify that if ∆Q⋆ meets TQ j , for some
Q j ∈ F , then Q j meets Q. Suppose now that ∆Q⋆ meets TQ j . By (6.13) and the
definition of TQ j , this means that there is a Q′ ⊆ Q j, and an I ∈ W∗Q′ such that I∗
meets B(xQ, s/
√
M). It follows that
ℓ(Q′) ≈ ℓ(I) ≈ dist(I∗, ∂Ω) ≤ dist(I∗, xQ) ≤ s/
√
M.
Since dist(I∗, Q′) . K0 ℓ(Q′), by the triangle inequality we have
|y − xQ| . K0 s/
√
M < s , ∀y ∈ Q′,
if M ≫ (K0)2; i.e., Q′ ⊂ ∆′Q := ∆(xQ, s) ⊂ Q, whence Q j meets Q, as desired.
Finally, we establish (6.14). Let X ∈ ∂ΩF ,Q0 . There are two cases.
Case 1: δ(X) = 0. If X ∈ Q0 we are done. Otherwise, since
∂ΩF ,Q0 ⊂ ΩF ,Q0 ⊂ TQ0 ,
it suffices to show that X < TQ0 . But this is trivial, since TQ0 ⊂ Ω, and for X ∈ Ω,
we have that δ(X) > 0.
Case 2: δ(X) > 0. If X ∈ TQ j for some j, we are done, so suppose that this never
happens. As in Case 1, it is enough to show that X < TQ0 , so suppose by way
of contradiction that X ∈ TQ0 . Since TQ0 is open, this means that there is a small
number ε0 ≪ δ(X) such that the ball B(X, ε) ⊂ TQ0 , whenever ε ≤ ε0. By definition
of TQ0 , and properties of Whitney cubes, there exist a uniformly bounded number
of Whitney cubes, say, I1, . . . , IM , such that
B(X, ε0) ⊂ ∪Mk=1I∗k ,
and for each k ∈ [1, M], there is a Qk ∈ DQ0 with Ik ∈ W∗Qk . It is possible that for
a smaller ε, there may be a smaller collection of Ik’s required to cover B(X, ε), but
these Ik’s are of course always chosen from the original collection (i.e., the one for
40 STEVE HOFMANN AND JOS ´E MAR´IA MARTELL
ε0.) Observe that since B(X, ε) is open, if B(X, ε) meets I∗k , then it meets int(I∗k ).
For a given ε, we may assume that the covering collection is “minimal” in the sense
that B(X, ε) meets int(I∗k ) for each k, i.e., we remove those I∗k which do not meet
B(X, ε).
We claim that there must be some ε > 0 and a corresponding “minimal” collec-
tion, with the property that each Qk ∈ DF ,Q0 . Indeed, if not, then there is a sequence
εi → 0, and for each i, a Q j(i) ∈ F , and a k(i) ∈ [1, M], such that Qk(i) ∈ DQ j(i).
Since there were only a bounded number of Ik’s and thus also Qk’s, to start with,
there must be some subsequence, again call it εi, such that k(i) = constant. But
this means that there is a fixed Q j ∈ F , and a sequence εi such that B(X, εi) meets
TQ j , which contradicts our assumption that X < TQ j for any Q j ∈ F . This proves
the claim.
We now choose ε as in the claim, and observe that we then have
B(X, ε) ⊂
⋃
Q∈DF ,Q0
⋃
W∗Q
I∗ ,
i.e., that X is an interior point for the set
⋃
Q∈DF ,Q0
⋃
W∗Q I
∗
. But by definition,
this means that X ∈ ΩF ,Q0 , and since the latter set is open, this contradicts that
X ∈ ∂ΩF ,Q0 . 
Lemma 6.15 (Dyadic sawtooth lemma for projections). Suppose that Ω is a 1-
sided NTA domain with ADR boundary and that it also satisfies the qualitative
exterior corkscrew condition. Fix Q0 ∈ D, let F = {Q j} ⊂ DQ0 be a family of
pairwise disjoint dyadic cubes and let PF be the corresponding projection opera-
tor. We write ω = ωX0 and ω⋆ = ωX0⋆ to denote the respective harmonic measures
for the domains Ω and ΩF ,Q0 , with fixed pole at the corkscrew point X0 := AQ0
whose existence was noted in Proposition 6.4 and Corollary 6.6. Let ν = νX0 be
the measure defined by
(6.16) ν(F) = ω⋆
(
F \ (∪F Q j)
)
+
∑
Q j∈F
ω(F ∩ Q j)
ω(Q j) ω⋆(P j), F ⊂ Q0,
where P j is the n-dimensional cube produced by Proposition 6.7. Then PF ν de-
pends only on ω⋆ and not on ω. More precisely,
(6.17) PF ν(F) = ω⋆
(
F \ (∪F Q j)
)
+
∑
Q j∈F
σ(F ∩ Q j)
σ(Q j) ω⋆(P j), F ⊂ Q0.
Moreover, there exists θ > 0 such that for all Q ∈ DQ0 and F ⊂ Q, we have
(6.18)
(PFω(F)
PFω(Q)
)θ
.
PF ν(F)
PF ν(Q) .
PFω(F)
PFω(Q) .
Proof. We observe that (6.17) follows immediately from the definitions of PF and
ν, as the reader may readily verify. We omit the details.
Our first main task is to establish the righthand side inequality in (6.18). Let us
fix Q ∈ DQ0 , F ⊂ Q.
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Case 1: There exists Q j ∈ F such that Q ⊂ Q j. Note that by (6.17) we have
PF ν(F)
PF ν(Q) =
σ(F∩Q j)
σ(Q j) ω⋆(P j)
σ(Q∩Q j)
σ(Q j) ω⋆(P j)
=
σ(F)
σ(Q) =
σ(F∩Q j)
σ(Q j) ω(Q j)
σ(Q∩Q j)
σ(Q j) ω(Q j)
=
PFω(F)
PFω(Q) .
Case 2: Q is not contained in any Q j ∈ F (i.e., Q ∈ DF ,Q0). Notice that if Q j ∈ F
with Q j ∩ Q , Ø, then Q j is strictly contained in Q. Let us note also that ω⋆
satisfies the doubling property, by Lemma 3.61, Lemma 3.62 and Corollary 3.36.
Set E0 = Q0 \ (∪F Q j). Using (6.17) we observe that
PF ν(Q) = ω⋆(Q ∩ E0) +
∑
Q j∈F ,Q j(Q
σ(Q ∩ Q j)
σ(Q j) ω⋆(P j)
= ω⋆(Q ∩ E0) +
∑
Q j∈F ,Q j(Q
ω⋆(P j)(6.19)
& ω⋆(Q ∩ E0) +
∑
Q j∈F ,Q j(Q
ω⋆
(
B(x⋆j , r j) ∩ ∂ΩF ,Q0
)
≥ ω⋆(∆Q⋆ ),
where in the third line we have used the doubling property of ω⋆ (plus a subdivision
and Harnack Chain argument if ℓ(Q j) ≈ ℓ(Q0)), and in the last line we have used
Proposition 6.12, along with Propositions 6.1 and 6.3 and the doubling property to
ignore the difference between Q \ (∪F Q j) and Q ∩ ∂ΩF ,Q0 .
Let AQ be as in Proposition 6.4. Then by Corollary 3.69 plus the doubling
property and Harnack Chain condition, and a differentiation argument, we have
that for any Borel set H ⊂ Q,
(6.20) ωAQ(H) ≈ ω
X0(H)
ωX0(Q) =
ω(H)
ω(Q) .
The same occurs for ω⋆ and ω
AQ
⋆ and for any H⋆ ⊂ ∆⋆(yQ, rˆQ), (see (6.11) and
Proposition 6.4). More precisely,
(6.21) ωAQ⋆ (H⋆) ≈
ωX0⋆ (H⋆)
ωX0⋆
(
∆⋆(yQ, r̂Q)
) = ω⋆(H⋆)
ω⋆
(
∆⋆(yQ, r̂Q)
) ≈ ω⋆(H⋆)
ω⋆
(
∆
Q
⋆
) ,
where ∆Q⋆ is the surface ball in Proposition 6.12, and where the last step follows by
the doubling property of ω⋆, since dist(∆Q⋆ ,∆⋆(yQ, r̂Q)) . ℓ(Q), and the radius of
each surface ball is comparable to ℓ(Q).
Using (6.19) and (6.21) (and (6.11)), we obtain
PF ν(F)
PF ν(Q) .
ω⋆(F ∩ E0)
ω⋆(∆Q⋆ )
+
∑
Q j∈F ,Q j(Q
σ(F ∩ Q j)
σ(Q j)
ω⋆(P j)
ω⋆(∆Q⋆ )
(6.22)
≈ ωAQ⋆ (F ∩ E0) +
∑
Q j∈F ,Q j(Q
σ(F ∩ Q j)
σ(Q j) ω
AQ
⋆ (P j).
We claim that the following estimates hold:
(6.23) ωAQ⋆ (F ∩ E0) . ωAQ(F ∩ E0), ωAQ⋆ (P j) . ωAQ(Q j).
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Indeed, the first estimate follows immediately from the maximum principle, since
ΩF ,Q0 ⊂ Ω, and E0 ⊂ ∂Ω ∩ ∂ΩF ,Q0 , by Proposition 6.1. To prove the second
estimate, we observe that, again by the maximum principle, it suffices to show that
ωX(Q j) & 1, for X ∈ P j. But the latter bound follows immediately from (3.8) with
∆ = ∆Q j (cf. (1.16)-(1.17)), the Harnack Chain condition and (6.8).
The bounds in (6.22), (6.23) and (6.20) imply
PF ν(F)
PF ν(Q)
. ωAQ(F ∩ E0) +
∑
Q j∈F ,Q j(Q
σ(F ∩ Q j)
σ(Q j) ω
AQ(Q j)
≈ ω(F ∩ E0)
ω(Q) +
∑
Q j∈F ,Q j(Q
σ(F ∩ Q j)
σ(Q j)
ω(Q j)
ω(Q) =
PFω(F)
ω(Q) =
PFω(F)
PFω(Q)
,
where in the last equality we have used that PFω(Q) = ω(Q). Thus, we have
established the righthand inequality in (6.18). We may now obtain the left hand
side of (6.18) by a direct application of Lemma B.7 (see Appendix B below), using
the fact that PFω and PF ν are dyadically doubling by Lemmas B.1 and B.2. 
7. A discrete Corona decomposition
In this section we present a discretized version of the stopping time decompo-
sition of a Carleson region appearing in [CG], [AHLT], [AHMTT], [HM1] and
[HM2] (cf. [Ca], [LM], [HL]). We suppose that {αQ}Q∈D is a sequence of non-
negative numbers indexed on the dyadic “cubes”, and for any collection D′ ⊂ D,
we define
m(D′) :=
∑
Q∈D′
αQ.
For a fixed Q0 ∈ D, we say that m is a “Carleson measure” on DQ0 (with respect to
σ), and we write m ∈ C(Q0), if
‖m‖C(Q0) := supQ∈DQ0
m(DQ)
σ(Q) < ∞.
We also write
(7.1) ‖m‖C := sup
Q∈D
m(DQ)
σ(Q) < ∞
to denote the “global” Carleson norm on D. We furthermore set DshortQ := DQ \ {Q},
and given a family F ⊂ D of pairwise disjoint cubes, we define the “restriction of
m to the sawtooth DF ” by
mF (D′) := m(D′ ∩ DF ) =
∑
Q∈D′\(∪FDQ j )
αQ.
We fix Q0 ∈ D, and construct a “tree-graph” with a vertex for each Q ∈ DQ0 ,
and with edges connecting a given Q to each of its dyadic “children” (these are the
subcubes of Q which lie in the very next dyadic generation Dk(Q)+1). We consider
a random walk along the graph, in which it is permitted to move only to the de-
scendant generation, but not to the ancestral generation (nor to any other cube in
the same generation), and we suppose that from a given Q ∈ DQ0 , there is an equal
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1
2
1
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1
4
Q
Q′
P(Q, Q′) = 12 · 13 · 14
Descendants
Figure 1. “Tree-graph” with vertex Q and its random walk
probability of arriving at any of its children. We set P(Q, Q) = 1, and in general
for Q′ ⊆ Q ∈ DQ0 , we denote by P(Q, Q′) the probability that such a random walk
beginning at Q arrives at Q′ (thus also if Q is strictly contained in Q′, or if Q and
Q′ are disjoint, we have P(Q, Q′) = 0). See Figure 1.
Lemma 7.2. Suppose that ∂Ω is ADR. Fix Q0 ∈ D and m as above. Let a ≥ 0
and b > 0, and suppose that m(DQ0) ≤ (a + b)σ(Q0). Then there is a family
F = {Q j} ⊂ DQ0 of pairwise disjoint cubes, and a constant C depending only on
dimension and the ADR constants such that
(7.3) ‖mF ‖C(Q0) ≤ Cb,
(7.4) σ(B) ≤ a + b
a + 2b σ(Q0) ,
where B is the union of those Q j ∈ F such that m(DshortQ j ) > aσ(Q j).
Remark 7.5. In the proof of this result, the only feature of σ that we shall use, is that
it is a non-negative Borel measure satisfying the “dyadically doubling property on
Q0” (by this we mean that there is a uniform constant cσ such that σ(Q˜) ≤ cσ σ(Q),
whenever Q˜ ∈ DQ0 is the dyadic parent of Q). Notice that this property follows
at once for our measure σ = Hn
∣∣
∂Ω
by the ADR property. Therefore, Lemma 7.2
admits an extension in which σ can be any non-negative dyadically doubling Borel
measure on Q0.
Proof. We note that m(DQ0) = m(DshortQ0 ) + αQ0 . Thus, if αQ0 > bσ(Q0), the result
is trivial: in this case m(DshortQ0 ) ≤ aσ(Q0), so we may set F = {Q0}, and B = Ø.
Suppose now that αQ0 ≤ bσ(Q0). For Q′ ∈ DQ0 , we set
β(Q′) :=
∑
Q: Q′⊆Q⊆Q0
P(Q, Q′)αQ.
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In particular, β(Q0) = αQ0 ≤ bσ(Q0). We now perform a standard stopping time
argument to select the collection F = {Q j}, comprised of the subcubes of Q0 which
are maximal with respect to the property that
(7.6) β(Q j) > 2bσ(Q j).
If F is empty, we simply have that DF = D, mF = m and B = Ø.
We now verify that F satisfies the desired properties. We start by proving (7.4).
To this end let us record some useful facts. We first note that, given a fixed Q ∈ DQ0 ,
(7.7)
∑
Q j∈F
P(Q, Q j) =
∑
Q j∈F : Q j⊆Q
P(Q, Q j) ≤ 1 ,
since the cubes in F , and therefore also the events in the sum, are disjoint. Next,
we note that since P(Q j, Q j) = 1,
(7.8) m(DshortQ j ) + β(Q j) = m(DQ j) +
∑
Q: Q j(Q⊆Q0
P(Q, Q j)αQ ,
where the last sum runs over those Q ∈ DQ0 that strictly contain Q j. Consequently,
(7.9)
∑
Q j∈F
(
m(DshortQ j ) + β(Q j)
)
=
∑
Q j∈F
m(DQ j) +
∑
Q∈DF ,Q0
αQ
∑
Q j∈F : Q j(Q
P(Q, Q j) ≤ m(DQ0 ) ,
by (7.7) and the definition of DF ,Q0 (cf. (3.41)).
We now set Fbad := {Q j ∈ F : m(DshortQ j ) > aσ(Q j)}. Then by definition of B
and the stopping time construction,
(a + 2b)σ(B) = (a + 2b)
∑
Q j∈Fbad
σ(Q j)
≤
∑
Q j∈Fbad
(
m(DshortQ j ) + β(Q j)
)
≤ m(DQ0) ≤ (a + b)σ(Q0) ,
where in the last line we have used (7.9) and our hypothesis. Estimate (7.4) follows.
We now turn to the proof of (7.3). Let us fix Q ∈ DQ0 . We consider
mF (DQ) = m(DF ,Q) =
∑
Q′∈DF ,Q
αQ′ = limN→∞
∑
Q′∈DFN ,Q
αQ′ = limN→∞m(DFN ,Q) ,
where FN := F (2−N−1) is derived from F as in the discussion at the beginning of
Section 4; i.e., FN = {QNi } is the collection of maximal cubes of
F ∪ {Q′ ∈ DQ : ℓ(Q′) ≤ 2−N−1} .
Thus,
DFN ,Q =
{Q′ ∈ DF ,Q : ℓ(Q′) ≥ 2−N} , N ≥ k(Q).
It is therefore enough to establish the bound
(7.10) m(DFN ,Q) ≤ Cbσ(Q)
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uniformly in N. To this end, we observe that equality holds in (7.7), for a given
cube Q and pairwise disjoint family F , if Q is covered by a union of cubes in F .
Since this is the case for the family FN and for every Q′ ∈ DFN ,Q, we have
m(DFN ,Q) =
∑
Q′∈DFN ,Q
αQ′
∑
QNi ∈FN : QNi ⊆Q′
P(Q′, QNi )
=
∑
QNi ∈FN∩DQ
∑
Q′:QNi ⊂Q′∈DFN ,Q
P(Q′, QNi )αQ′ = Σ1 + Σ2 ,
where in Σ1 the first sum runs over those QNi ∈ FN ∩ DQ which are equal to some
Q j ∈ F (i.e., QNi ∈ FN∩F ∩DQ), while in Σ2 the first sum runs over the remaining
cubes in FN ∩ DQ (i.e., over QNi ∈ (FN \ F ) ∩ DQ, equivalently those QNi which
are not contained in any Q j ∈ F ). We then have
Σ2 =
∑
QNi ∈(FN\F )∩DQ
( ∑
Q′:QNi ⊂Q′∈DFN ,Q
P(Q′, QNi )αQ′
)
≤
∑
QNi ∈(FN\F )∩DQ
β(QNi ) ≤ 2b
∑
QNi ∈(FN\F )∩DQ
σ(QNi ) ≤ 2bσ(Q),
by the stopping time construction of F , since QNi is not contained in any Q j ∈ F ,
and QNi ∈ DQ.
We now consider Σ1. We first note that no Q′ appearing in the sum can be
contained in any Q j ∈ F , since DFN ,Q ⊂ DF ,Q. Therefore, if some Q j ∈ F is
contained in any such Q′, then so is its dyadic parent Q˜ j. Moreover,
P(Q′, Q j) ≤ P(Q′, Q˜ j) , ∀Q j ∈ F .
We then have that, by definition,
Σ1 ≤
∑
Q j∈F
∑
Q′:Q˜ j⊆Q′⊆Q
P(Q′, Q˜ j)αQ′ ≤
∑
Q j∈F : Q j⊂Q
β(Q˜ j)
≤ 2b
∑
Q j∈F : Q j⊂Q
σ(Q˜ j) ≤ Cbσ(Q),
where the next-to-last inequality holds because the cubes Q j are maximal with
respect to the property (7.6), and the last one holds by the dyadic doubling property
of σ (see Remark 7.5), and the pairwise disjointness of the cubes in F . 
8. Proofs of Theorems 1.26 and 1.27
8.1. Relating geometric and discrete Carleson measures. We recall that the UR
property may be characterized in terms of the Carleson measure estimate (1.10),
which we shall invoke with E = ∂Ω. We also remind the reader that we may assume
that for every Whitney cube I ∈ W, we have dist(4I, ∂Ω) ≈ ℓ(I) (cf. (3.42)). In
this case, the “fattened” Whitney cubes 4I have bounded overlaps. From this fact,
properties of Whitney cubes, and the ADR property, it follows that the fattened
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Whitney regions U f atQ = ∪W∗Q4I (cf. (3.43)-(3.49) and (4.1)) also have the bounded
overlap property:
(8.1)
∑
Q∈D
1U f atQ (X) ≤ C .
We now set
(8.2) αQ :=
∫∫
U f atQ
|∇2S1(X)|2 δ(X) dX ,
and for any sub-collection D′ ⊂ D, we define
(8.3) m(D′) :=
∑
Q∈D′
αQ ,
as in the Section 7. By (8.1), for every pairwise disjoint family F ⊂ D, and every
Q ∈ DF , we have
(8.4) mF (DQ) = m(DF ,Q) ≈
∫∫
Ω
f at
F ,Q
|∇2S1(X)|2 δ(X) dX
where Ω f atF ,Q is defined in (4.3) (we have used in (8.4) the rather trivial fact that
∂Ω
f at
F ,Q has (n + 1)-dimensional Lebesgue measure 0). In particular, taking F = Ø,
in which case DF ,Q = DQ, and Ω f atF ,Q = T
f at
Q (cf. (4.2)), we obtain from (5.12) that
m inherits the Carleson measure property (7.1) from (1.10), and that the Carleson
norm ‖m‖C depends only on dimension and the various ADR, UR, Corkscrew and
Harnack Chain constants for Ω (including K0).
8.2. Proof of Theorem 1.26 with “qualitative assumptions”. In this subsection,
we present the proof of Theorem 1.26, in the special case that the qualitative exte-
rior Corkscrew condition holds in Ω (and therefore also in its sawtooths and Car-
leson boxes). As we observed in Section 3, this qualitative hypothesis (along with
our standard quantitative assumptions), were enough to imply the doubling condi-
tion for the harmonic measure for Ω and the sawtooth regions, and also to allow
us to obtain the “Dyadic Sawtooth” Lemma 6.15. We shall remove the qualitative
assumptions, and also give the proof of Theorem 1.27, in subsection 8.3.
We shall use the method of “extrapolation of Carleson measures”, based on
ideas originating in [CG] and [LM] (cf. [HL], [AHLT], [AHMTT], [HM1]). In
more precise detail, we follow our related work in the Euclidean setting [HM1].
In the sequel, we say that a measure µ is “dyadically doubling on Q0” if there is
a uniform constant cµ such that µ(Q˜) ≤ cµ µ(Q), whenever Q˜ ∈ DQ0 is the dyadic
parent of Q.
Lemma 8.5. We fix Q0 ∈ D. Let σ and ω be a pair of non-negative, dyadically
doubling Borel measures on Q0, and let m be a discrete Carleson measure with
respect to σ (cf. Section 7) with
‖m‖C(Q0) ≤ M0.
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Suppose that there is a γ > 0 such that for every Q ∈ DQ0 and every family of
pairwise disjoint dyadic subcubes F = {Q j} ⊂ DQ verifying
(8.6) ‖mF ‖C(Q) ≤ γ ,
we have that PF ω satisfies the following property:
(8.7)
∀ ε ∈ (0, 1), ∃Cε > 1 such that
(
F ⊂ Q, σ(F)
σ(Q) ≥ ε =⇒
PF ω(F)
PF ω(Q)
≥ 1
Cε
)
.
Then, there exist η0 ∈ (0, 1) and C0 < ∞ such that, for every Q ∈ DQ0 ,
(8.8) F ⊂ Q, σ(F)
σ(Q) ≥ 1 − η0 =⇒
ω(F)
ω(Q) ≥
1
C0
.
I.e., ω ∈ Adyadic∞ (Q0).
Remark 8.9. Notice that in the statement of the lemma, σ and ω are allowed to
be any pair of non-negative, dyadically doubling Borel measures on Q0, and that
σ plays the role of underlying measure. Therefore, σ appears implicitly in the
Carleson conditions, PF and in the definition of the class Adyadic∞ (Q0). In the present
paper, we shall apply this result in the special case that σ = Hn
∣∣
∂Ω
, and ω = ωXQ0 ,
the harmonic measure with pole at the Corkscrew point XQ0 .
Remark 8.10. It is known that (8.8), for every Q ∈ DQ0 , self-improves to (1.21),
but this fact may also be gleaned from Remark B.10 below.
Remark 8.11. The key hypothesis of the lemma, and the main point that must be
verified in applications, is that (8.6) implies (8.7), for sufficiently small γ.
In the remainder of this subsection, we shall use Lemma 8.5 to prove Theorem
1.26, assuming the extra qualitative exterior corkscrew condition. The qualitative
hypothesis will then be removed in the next subsection. We defer the proof of the
lemma to Section 9.
Proof of Theorem 1.26 with qualitative hypothesis. To begin, we let σ = Hn∣∣
∂Ω
,
which is dyadically doubling by the ADR property. Let us fix Q0 ∈ D, and set
ω := ωXQ0 , where as usual XQ0 is a Corkscrew point relative to Q0. Given the qual-
itative hypothesis, it holds in particular that ω is a doubling measure (cf. Corol-
lary 3.36), and therefore also dyadically doubling, on Q0 (to obtain dyadic dou-
bling when ℓ(Q) ≈ ℓ(Q0), we may need to invoke the Harnack Chain condition);
moreover, the doubling constants depend only upon the constants in the quantita-
tive hypotheses of Theorem 1.26 (i.e., dimension, UR, ADR, Harnack Chain and
Corkscrew, including the constant K0 which ultimately depended only upon the
other stated parameters). We define m as in (8.3), with αQ as in (8.2). As observed
in the previous subsection, this m inherits the discrete Carleson measure property
(7.1) from (1.10). Therefore, once we have verified that (8.6), with γ small enough,
implies (8.7), we may then conclude from Lemma 8.5 that ω = ωXQ0 ∈ Adyadic∞ (Q0),
for every Q0 ∈ D, and thus by the Harnack Chain condition that ωXQ0 ∈ Adyadic∞ (Q1),
for every Q1 of the same generation as Q0 such that dist(Q0, Q1) ≤ 100 diam(Q0).
Since this is true for every Q0 ∈ D, and since ωXQ0 is concentrically doubling,
we may conclude that ωX∆ ∈ A∞(∆), for every surface ball ∆ = ∆(x, r), x ∈ ∂Ω
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and r ≤ diam(∂Ω), with A∞ constants uniformly controlled, and depending only
upon dimension and the UR, ADR, Harnack Chain and Corkscrew constants. We
reached this conclusion by imposing the extra qualitative exterior corkscrew condi-
tion, but as our estimates do not depend quantitatively on that hypothesis, we shall
be able, in subsection 8.3, to remove it by an approximation argument, but at the
the loss of the doubling property of ω.
To complete our task in this subsection, it now remains only to verify that (8.6),
with γ small enough, implies (8.7). To this end, we fix a Q ∈ DQ0 and a pairwise
disjoint family F ⊂ DQ, and we suppose that (8.6) holds for some small γ to be
chosen momentarily. By (8.4), we deduce that
(8.12) sup
Q′∈DQ
1
σ(Q′)
∫∫
Ω
f at
F ,Q′
|∇2S1(X)|2 δ(X) dX ≤ Cγ.
Consequently, if γ is small enough, depending only upon the allowable quantitative
parameters, we may apply Corollary 5.17, with Q in place of Q0, to obtain, for
every surface ball ∆⋆ = B∩∂ΩF ,Q, with B = B(x, r), x ∈ ∂ΩF ,Q, and r ≤ diam(Q),
that ωX∆⋆⋆ ∈ A∞(∆⋆), where ωX⋆ denotes harmonic measure forΩF ,Q. Moreover, the
A∞ constants are uniformly controlled by the stated parameters. By the Harnack
Chain condition, we obtain that ωAQ⋆ ∈ A∞(∂ΩF ,Q) (meaning that we view ∂ΩF ,Q
itself as a surface ball ∆Q⋆ of radius r(∆Q⋆ ) ≈ K0 ℓ(Q), and that ωAQ⋆ ∈ A∞(∆Q⋆ ))
where AQ is the simultaneous Corkscrew point produced in Corollary 6.6, applied
with Q in place of Q0.
Let PF ν be defined as in Lemma 6.15, but again with Q in place of Q0. We shall
prove in Lemma B.6 (Appendix B below) that PF ν ∈ Adyadic∞ (Q). Thus, by Lemma
6.15, with Q in place of Q0, we obtain that PFωAQ ∈ Adyadic∞ (Q). We may then use
Corollary 3.69 (here we only consider the case that Q is not contained in any Q j,
otherwise PFωXQ0 ∈ Adyadic∞ (Q) trivially) along with the Harnack Chain condition
and a differentiation argument, to replace the pole AQ by XQ0 , the Corkscrew point
for the ambient cube Q0, and to conclude that PFω = PFωXQ0 ∈ Adyadic∞ (Q). In
particular, (8.7) holds, by Lemmas B.7 and B.1 in Appendix B. 
8.3. Removing the qualitative hypothesis, and conclusion of the proofs of The-
orems 1.26 and 1.27. In this subsection, we first complete the proof of Theorem
1.26 (modulo the proof of Lemma 8.5 and the technical lemmata that we have de-
ferred to Appendices), by removing the qualitative exterior corkscrew condition.
We then conclude by giving the proof of Theorem 1.27.
We define approximating domains as follows. For each large integer N, set
FN := DN . We then let ΩN := ΩFN denote the usual (global) sawtooth with respect
to the family FN (cf. (3.49), (3.47) and (3.53).) Thus,
(8.13) ΩN = int
 ⋃
Q∈D: ℓ(Q)≥2−N+1
UQ
 ,
so thatΩN is the union of fattened Whitney cubes I∗ = (1+λ)I, with ℓ(I) & 2−N , and
the boundary of ΩN consists of portions of faces of I∗ with ℓ(I) ≈ 2−N . By virtue of
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Lemma 3.61, eachΩN satisfies the ADR, Corkscrew and Harnack Chain properties.
Moreover, ∂ΩN is UR. We defer the proof of the UR property to Appendix C.
We note that, for each of these properties, the constants are uniform in N, and
depend only on dimension and on the corresponding constants for Ω. In addition,
by construction, ΩN has exterior corkscrew points at all scales . 2−N . By Lemma
3.62, the same statement applies to the Carleson boxes TQ and T∆, and to the
sawtooth domains ΩF and ΩF ,Q (all of them relative to ΩN) and even to Carleson
boxes within sawtooths.
Consequently, by the arguments in the previous subsection, we conclude that for
every surface ball ∆⋆ = ∆N⋆ ⊂ ∂ΩN, the harmonic measure ωX∆⋆N ∈ A∞(∆⋆), uni-
formly in N. We now consider the limiting case. Fix a surface ball ∆ := ∆(x, r) ⊂
∂Ω, and a Borel subset A ⊂ ∆. Assuming the hypotheses of Theorem 1.26, we
claim that
(8.14) σ(A) ≥ ησ(∆) =⇒ ωX∆(A) ≥ c0 ηθ , ∀η ∈ (0, 1) ,
for some uniform positive constants c0 and θ, where as usual X∆ denotes a Cork-
screw point relative to ∆. By the outer regularity property of ωX (cf. (3.3)), we may
assume that A is (relatively) open. It then follows that we may write A = ∪kQk,
where {Qk} ⊂ D is a pairwise disjoint collection. We set ∆k = ∆(xk, rk) := ∆Qk ,
where ∆Qk := BQk ∩ ∂Ω ⊂ Qk is the surface ball defined in (1.16)-(1.17), so that
rk ≈ ℓ(Qk) and σ(Qk) ≈ σ(∆k). Then
ησ(∆) ≤ σ(A) =
∑
k
σ(Qk) ≈
∑
k
σ(∆k).
We now set A′ := ∪Mk=1∆k, where M is chosen large enough (depending on A) so
that
(8.15) σ(A′) =
M∑
k=1
σ(∆k) ≥ 1C ησ(∆).
By the ADR property and a covering lemma argument, we may further suppose
that the Euclidean balls Bk := BQk , 1 ≤ k ≤ M, are pairwise disjoint. We now fix
N so large that 2−N ≪ min1≤k≤M rk, and 2N ≫ diam(∆). Fix also a point xˆ ∈ ∂ΩN,
with |x − xˆ| ≈ 2−N (such a point exists, with implicit constants possibly depending
on K0, since Ω satisfies the Corkscrew condition). We shall approximate Ω by a
domain Ω̂N , which is defined as follows, and whose harmonic measure we denote
by ωˆX. If Ω is bounded, we set Ω̂N = ΩN. Otherwise, we define Ω̂N := T∆N⋆ , where
T∆N⋆ ⊂ ΩN denotes the Carleson box corresponding to ∆N⋆ = B(xˆ, 2N) ∩ ∂ΩN for
the domain ΩN . Then by the arguments in Subsection 8.2, for every surface ball
∆⋆ = ∆⋆,N ⊂ ∂Ω̂N, the harmonic measure ωˆX∆⋆N ∈ A∞(∆⋆), uniformly in N, since
Ω̂N is either equal to ΩN, or else is a subdomain of ΩN which inherits all of the
requisite properties as observed above.
We set B′k := cBk, where c ∈ (0, 1) is the constant in Lemma 3.6. As noted
above, the collection {Bk}1≤k≤M , hence also {B′k}1≤k≤M , may be taken to be pairwise
disjoint. Let us also note that, since 2−N ≪ min1≤k≤M rk, by the ADR properties of
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∂Ω̂N and ∂Ω, we have
(8.16) Hn
(
∪Mk=1B′k ∩ ∂Ω̂N
)
&
M∑
k=1
rnk & ησ(∆) & ηHn
(
∆⋆(xˆ,Cr)
)
,
where in the last pair of inequalities we have used (8.15) and ADR (for both ∂Ω
and ∂ΩN). Moreover, since 2−N ≪ diam(∆) ≪ 2N , we have that X∆ ∈ Ω̂N is also
a Corkscrew point for Ω̂N with respect to the surface ball ∆⋆(xˆ,Cr), where xˆ is as
above, and where C is chosen large enough that ∪Mk=1B′k ∩ ∂Ω̂N ⊂ ∆⋆(xˆ,Cr).
We observe that u(X) := ωX(A′) is harmonic in Ω, and thus also in the bounded
subdomain Ω̂N . Since in bounded domains we have uniqueness by the maximum
principle, we obtain
(8.17) ωX∆(A′) =
∫
∂Ω̂N
ωY(A′) dωˆX∆N (Y) ≥
M∑
k=1
∫
B′k∩∂Ω̂N
ωY(∆k) dωˆX∆N (Y)
&
M∑
k=1
∫
B′k∩∂Ω̂N
dωˆX∆N (Y) = ωˆX∆N (∪Mk=1B′k ∩ ∂Ω̂N) & ηθ,
where in the last line we have used Lemma 3.6 and then (8.16) and the A∞ property
of ωˆX∆ (recall that X∆ serves as a Corkscrew point for ∆⋆(xˆ,Cr), as we have noted
above). Since A′ ⊂ A, we then obtain (8.14).
We now note that (8.14) trivially implies the following weak version of itself:
for bounded Ω (the unbounded case is treated below) satisfying the hypotheses of
Theorem 1.26, there exist uniform constants η ∈ (0, 1) and c0 > 0 such that
(8.18) σ(A) ≥ ησ(∆) =⇒ ωX∆(A) ≥ c0 .
We remark here that to establish (8.18) has really been our main goal. Indeed,
given (8.18), the remainder of the proof of Theorem 1.26 will follow the arguments
in [BL]. We further remark that in [BL], (8.18) is essentially taken as a starting
point: by the maximum principle, and the result of [Da], an appropriate version of
(8.18) (cf. (8.26) below) follows immediately from the main hypothesis in [BL],
that Ω has “interior big pieces” (in the sense of Definition 1.14) of Lipschitz sub-
domains ofΩ, with uniform constants. Eventually, we shall see that (8.18), suitably
interpreted, continues to hold under the hypotheses of Theorem 1.27.
We now proceed to describe the remaining steps needed to deduce the weak-A∞
property of harmonic measure. By [BL, Lemma 3.1], it suffices to show that for
each ε ∈ (0, 1/1000), there are uniform constants ηε ∈ (0, 1) and Cε ∈ (1,∞),
such that given balls B, B′, centered on ∂Ω, with 2B′ ⊂ B, and corresponding
surface balls ∆ := B ∩ ∂Ω and ∆′ := B′ ∩ ∂Ω, and a Borel subset A ⊂ 2∆′ with
σ(A) ≥ ηε σ(2∆′), we have
(8.19) ωX∆(∆′) ≤ εωX∆(2∆′) +Cε ωX∆(A).
In fact, [BL, Lemma 3.1] is a purely real variable result which says that any positive
Borel measure µ on ∂Ω satisfying (8.19) belongs to weak-A∞(∆) (equivalently,
satisfies the weak reverse Ho¨lder estimate (1.25) for some q > 1), assuming only
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that ∂Ω is ADR. Under the hypotheses of Theorem 1.26, we shall establish (8.19)
with ηε := η, the constant in (8.18) (independently of ε).
Let us now give the proof of (8.19). We prove the desired bound first in the
case that Ω is bounded. This restriction will be removed at the end of the proof.
We follow the argument in [BL, Lemma 2.2] almost verbatim, with some small
simplifications permitted by our hypothesis that the Harnack Chain condition holds
in Theorem 1.26. Let B′ = B(z, s), ∆′ := B′ ∩ ∂Ω, and suppose 2B′ ⊆ B := B(x, r).
We cover 32∆
′ \ 54∆′ by annuli of thickness ≈ εs. More precisely, we set
Uk :=
{
y ∈ ∂Ω : (5/4 + εk) s ≤ |y − z| < (5/4 + ε(k + 1))s} ,(8.20)
S k :=
{
X ∈ Ω : |X − z| = (5/4 + ε(k + 1/2)) s} ,
where 0 ≤ k . 1/(4ε). Suppose now A ⊂ 2∆′, with σ(A) ≥ ησ(2∆′), for η as
in (8.18). Let c ∈ (0, 1) be the constant in Lemma 3.6. By the Harnack Chain
condition and (8.18), applied to 2∆′ in place of ∆, we have
(8.21) ωX(A) ≥ cε c0 , ∀X ∈ S k ∩ {X : δ(X) ≥ cεs/100},
uniformly in k. On the other hand, if X ∈ S k ∩ {X : δ(X) < cεs/100}, then for a
suitable uniform constant C, we have
(8.22) CωX(Uk) ≥ CωX
(
∆(xˆ, εs/10)) ≥ 1 ,
by Lemma 3.6, where xˆ ∈ ∂Ω is chosen so that |X − xˆ| = δ(X). Thus,
(8.23) ωX(∆′) ≤ 1 ≤ CωX(Uk) +CεωX(A) , ∀X ∈ S k,
where Cε = 1/(cεc0). By the maximum principle, this implies in particular that
(8.23) continues to hold for X ∈ Ω \ 74 B′, since S k ⊂ 74 B′, if ε is small, for every
relevant k (i.e., those for which Uk meets 32 B′ \ 54 B′). Since this set of k’s has
cardinality ≈ 1/ε, summing in k we obtain we obtain
(8.24) 1
ε
ωX(∆′) ≤ CωX(2∆′) +CεωX(A) , ∀X ∈ Ω \ 74 B
′ ,
since the Uk’s are pairwise disjoint and contained in 2∆′. The desired bound (8.19)
now follows, at least in the case that Ω is bounded.
Now suppose that Ω is unbounded. Given a surface ball ∆ = ∆(x, r), we choose
R ≫ r, set ∆R = ∆(x,R), and consider the domain ΩR := T∆R , the Carleson Box
associated to ∆R. For each such R, the argument above may be applied, to obtain
(8.19) for each of the corresponding harmonic measures ωX∆R . For any fixed Borel
subset F ⊂ ∆, we have that the solutions uR(X) := ωXR(F) are monotone increasing
on any fixed ΩR0 , as R0 ≤ R → ∞, by the maximum principle. We then obtain
that uR(X) → u(X) := ωX(F), uniformly on compacta, by Harnack’s convergence
theorem (as in the discussion at the beginning of Section 3), whence (8.19) follows.
The proof of Theorem 1.26 is now complete, modulo the deferred arguments.
Proof of Theorem 1.27. Finally, we discuss the modifications needed to prove The-
orem 1.27. By [BL, Lemma 3.1] (and a limiting process to treat the case of an
unbounded domain), it again suffices to establish, for bounded Ω now satisfying
the hypotheses of Theorem 1.27, an appropriate version of (8.19). That is, we seek
to show that for each ε ∈ (0, 1/1000), there are uniform constants ηε ∈ (0, 1) and
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Cε ∈ (1,∞), such that given balls B = B(x, r) and B′ = B(z, s), with 2B′ ⊂ B,
and corresponding surface balls ∆ := B ∩ ∂Ω and ∆′ := B′ ∩ ∂Ω, if A ⊂ 2∆′ with
σ(A) ≥ ηε σ(2∆′), then
(8.25) ωX(∆′) ≤ εωX(2∆′) +Cε ωX(A) , ∀X ∈ Ω \ B.
To this end, we first establish a suitable variant of (8.18). Given X ∈ Ω, under
the hypotheses of Theorem 1.27, there is a point x ∈ ∂Ω, with |X − x| = δ(X), and
a subdomain Ω′ ⊂ Ω satisfying the hypotheses of Theorem 1.26, with the property
that for some constants K > 1 and α > 0, we have
σ
(
∂Ω′ ∩ ∆X
) ≥ ασ(∆X) ,
where ∆X := ∆(x, Kδ(X)). We may further suppose that X serves as a Corkscrew
point for Ω′ relative to a surface ball ∆⋆ := B(y, 2Kδ(X))∩∂Ω′, with y ∈ ∆X ∩∂Ω′.
That Ω′ exists, with uniform control of the various constants involved, is simply a
re-statement of the “big pieces” hypothesis of Theorem 1.27 (cf. Definition 1.14).
We claim that there exist uniform constants η ∈ (0, 1) and c0 > 0, such that for any
Borel subset A ⊂ ∆X ,
(8.26) σ(A) ≥ ησ(∆X) =⇒ ωX(A) ≥ c0 .
Let us now prove this claim. Suppose that A ⊂ ∆X , with σ(A) ≥ (1 − α/2)σ(∆X).
Then
σ′(∂Ω′ ∩ A) ≥ α
2
σ(∆X) ≈ ασ′ (∆⋆) ,
where σ′ := Hn
∣∣
∂Ω′ denotes surface measure on ∂Ω
′ (so σ = σ′ on ∂Ω ∩ ∂Ω′),
and where we have used that ∂Ω and ∂Ω′ are both ADR. Since the hypotheses of
Theorem 1.26 apply in Ω′, we deduce from (8.14) and a formal application of the
maximum principle that
(8.27) αθ . ωXΩ′(∂Ω′ ∩ A) ≤ ωX(A) ,
where ωΩ′ is harmonic measure for Ω′. Thus, we obtain (8.26), with η = (1−α/2).
We caution the reader that our use of the maximum principle to obtain the second
inequality in (8.27) is not routine, since we are working in a regime where the
Wiener test may fail, and our solutions X → ωX(A) and X → ωXΩ′(∂Ω′ ∩ A) are not
Perron solutions for the same domain, nor are they continuous on the closures of
the respective domains under consideration. We shall give a rigorous justification
of the essential inequality in (8.27) (namely, that αθ . ωX(A)), at the end of this
section.
It remains to establish (8.25). To this end, we again follow the argument in [BL,
Lemma 2.2]. Fix B and B′ as above, and define Uk and S k as in (8.20). In fact, we
proceed as we did under the hypotheses of Theorem 1.26, except that the proof of
(8.21) will now be somewhat more delicate, as we may no longer simply invoke the
Harnack Chain condition. Instead, we return to the original approach of [BL]. It is
enough to verify (8.23), as the remainder of the proof is unchanged. In particular,
we obtain (8.24), which in turn yields (8.25), since 2B′ ⊂ B.
As before, (8.23) is a direct consequence of (8.21) and (8.22). The latter always
holds, by Lemma 3.6, so we consider (8.21). Again we follow [BL] essentially
verbatim. We suppose first that there exists Y ∈ S k with δ(Y) = cεs/(100K), where
c is the constant in Lemma 3.6. For each such Y , we fix y ∈ ∂Ω, with |Y−y| = δ(Y),
UNIFORM RECTIFIABILITY AND HARMONIC MEASURE I 53
and set ∆Y := ∆(y, Kδ(Y)). If ηε ∈ (0, 1) is chosen close enough to 1, depending on
ε and the ADR constants of ∂Ω, and if A ⊂ 2∆′ with σ(A) ≥ ηε σ(2∆′), then
σ(A ∩ ∆Y ) ≥ ησ(∆Y ) ,
for η as in (8.26), so that ωY(A) ≥ ωY(A∩∆Y) ≥ c0. Thus, (8.21) holds in this case
(with cεs/100 now multiplied by 1/K), by Harnack’s inequality, because even in
the absence of the Harnack Chain condition, there is a Harnack path from any
X ∈ S k ∩ {X : δ(X) ≥ cεs/(100K)} to a point Y in S k with δ(Y) = cεs/(100K), if
the latter exists (just follow a geodesic path on S k from X to the nearest such Y).
On the other hand, suppose that there is no such Y . Then either S k ⊂ {X ∈
Ω : δ(X) > cεs/(100K)}, or S k ⊂ {X ∈ Ω : δ(X) < cεs/(100K)}. In the latter
case, (8.22) holds now for all X ∈ S k, so (8.23) follows trivially. Otherwise, by
continuity of δ, there is a number ρ > 0 such that
(8.28) {X ∈ Ω : ρ ≤ |X − z| ≤ (5/4 + ε(k + 1/2)) s}
⊂ {X ∈ Ω : δ(X) ≥ cεs/(100K)} ,
and δ(Y) = cεs/(100K) for some Y ∈ S (ρ) := {X ∈ Ω : |X−z| = ρ}. In this case, we
may repeat the analysis above, in which there was such a Y on S k. In the present
scenario, we have that (8.21) holds for all X ∈ S (ρ)∩{X ∈ Ω : δ(X) ≥ cεs/(100K)},
which in fact is all of S (ρ) by (8.28). But then by Harnack’s inequality we obtain
(8.21) (for all X ∈ S k), because the containment in (8.28) allows us to form a radial
Harnack path between any X ∈ S k, and its projection onto S (ρ). We conclude that
(8.23) holds under all circumstances.
To finish the proof of Theorem 1.27, it remains only to provide a rigorous justi-
fication of (8.27). We shall make up for the lack of continuity of the solutions by
proceeding as in the removal of the qualitative hypothesis in the proof of Theorem
1.26, with a few minor modifications. We fix ǫ1 > 0 to be chosen momentarily,
and set F := A ∩ ∂Ω′. We recall that Hn(F) ≥ (α/2)Hn(∆X). By outer regular-
ity of Hausdorff measure and ω, there is a set O, relatively open in ∂Ω, such that
F ⊂ O ⊂ ∆X ⊂ ∂Ω, and
Hn(O \ F) + ωX(O \ F) < ǫ1 .
We let F ⊂ D(∂Ω) be a family of non-overlapping dyadic cubes whose union
equals O, so that Hn(O) =∑F Hn(Qk), and we set
F ′ :=
{
Qk ∈ F : Hn(Qk ∩ F) ≥ 14 H
n(Qk)
}
.
We claim that
(8.29) αHn(∆X) .
∑
F ′
Hn(Qk).
Indeed, we have that
Hn(F) =
∑
F \F ′
Hn(Qk ∩ F) +
∑
F ′
Hn(Qk ∩ F) ≤ 14 H
n(O) +
∑
F ′
Hn(Qk) ,
whence (8.29) follows, if we choose ǫ1 ≪ Hn(F) .
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Since each Qk ∈ F ′ has an ample intersection with F, by Lemma 1.15 (vi), we
may choose a point xk ∈ Qk ∩ F ⊂ ∂Ω′ ∩ ∂Ω, and a radius rk ≈ ℓ(Qk), such that
Qk ⊃ ∂Ω ∩ Bk, where Bk := B(xk, rk). We emphasize that, in particular, each Bk is
centered on ∂Ω′ ∩ ∂Ω. Set B′k := cBk, where c ∈ (0, 1) is the constant in Lemma
3.6. Set F ′N := DN(∂Ω′), and let Ω′N := Ω′FN be the corresponding approximating
domain relative to Ω′. By the ADR property and a covering lemma argument,
and by choice of N sufficiently large, we can select a finite, pairwise disjoint sub-
collection {Bk}1≤k≤M , such that
αHn(∆N⋆ ) ≈ αHn(∆X) .
M∑
k=1
Hn(B′k ∩ ∂Ω′N)
where ∆N⋆ is a surface ball on ∂Ω′N of radius ≈ δ(X), such that X is a Corkscrew
point for ∆N⋆ in Ω′N, and ∪Mk=1(B′k ∩ ∂Ω′N) ⊂ ∆N⋆ . We may apply Theorem 1.26
in Ω′N (see the discussion immediately following (8.13) above), to obtain that ωXN ,
the harmonic measure for the approximating domain Ω′N, belongs to A∞(∆N⋆ ) with
bounds that are independent of N.
We now set A′ := (∪Mk=1Bk) ∩ ∂Ω, and observe that A′ ⊂ O. Since X → ωX(A′)
is continuous on Ω′N , we may repeat the argument in (8.17), mutatis mutandis, to
obtain that
ωX(A) + ǫ1 ≥ ωX(F) + ǫ1 ≥ ωX(O) ≥ ωX(A′) & αθ .
We choose ǫ1 ≪ αθ, and it follows that αθ . ωX(A), as desired. 
9. Proof of the Extrapolation Lemma
To finish the proofs of Theorems 1.26 and 1.27, it remains to prove Lemma 8.5.
Proof of Lemma 8.5. The proof follows the strategy introduced in [LM], and devel-
oped further in [HL], [AHLT] and [AHMTT]. In more precise detail, the argument
is based on the systematic treatment given in [HM1] in the Euclidean setting.
The proof uses an induction argument with continuous parameter. The induction
hypothesis is the following: given a ≥ 0,
H(a)
There exist ηa ∈ (0, 1) and Ca < ∞ such that for every Q ∈
DQ0 satisfying m(DQ) ≤ aσ(Q), it follows that
F ⊂ Q, σ(F)
σ(Q) ≥ 1 − ηa =⇒
ω(F)
ω(Q) ≥
1
Ca
.
The induction argument is split in two steps.
Step 1. Show that H(0) holds.
Step 2. Show that there exists b depending on γ, dimension, and the ADR
property such that for all 0 ≤ a ≤ M0, H(a) implies H(a + b).
Once these steps have been carried out, the proof follows easily: pick k ≥ 1 such
that (k − 1) b < M0 ≤ k b (note that k only depends on b and M0). By Step 1 and
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Step 2, it follows that H(k b) holds. Observe that ‖m‖C(Q0) ≤ M0 ≤ k b implies
m(DQ) ≤ k bσ(Q) for all Q ∈ DQ0 , and by H(k b) we conclude (8.8).
Step 1. H(0) holds. Ifm(DQ) = 0 then we take F to be empty, so that DQ ∩DF =
DQ, and PF ω = ω. Then (8.6) holds (since 0 ≤ γ) and therefore we can use (8.7)
with ω in place of PF ω, which is the desired property.
Step 2. H(a) implies H(a + b). Fix 0 ≤ a ≤ M0 and Q ∈ DQ0 such that m(DQ) ≤
(a + b)σ(Q), where we choose b so that C b := γ and C is the constant in the
righthand side of (7.3). We also fix F ⊂ Q with σ(F) ≥ (1 − η)σ(Q), where
0 < η ≤ ηa,b and ηa,b is to be chosen. We may now apply Lemma 7.2 and Remark
7.5 to the cube Q, to construct the non-overlapping family of cubes F = {Q j} ⊂ DQ
with the stated properties. Set
E0 = Q \
⋃
Q j∈F
Q j, G =
⋃
Q j∈Fgood
Q j, B =
⋃
Q j∈F \Fgood
Q j,
where Fgood =
{Q j ∈ F : m(DshortQ j ) ≤ aσ(Q j)}. We recall that by (7.4), we have
σ(B)/σ(Q) ≤ (a + b)/(a + 2b) .
We shall also require the following “pigeonhole” lemma, which says that “most”
of the cubes Q j have an ample overlap with F.
Lemma 9.1. Given 0 < η˜ < 1, we set
F1 = {Q j ∈ Fgood : σ(F ∩ Q j) ≥ (1 − η˜)σ(Q j)}, G1 =
⋃
Q j∈F1
Q j.
If 0 < η ≤ η1 := η˜ 12
(
1 − M0+bM0+2 b
)
, then σ(E0 ∪G1) ≥ η1 σ(Q).
Proof. Take θ such that σ(B) = θ σ(Q), and θ0 = (M0 + b)/(M0 + 2 b). By (7.4)
and since a ≤ M0 we obtain that θ ≤ θ0:
θ σ(Q) = σ(B) ≤ a + b
a + 2 b σ(Q) ≤ θ0 σ(Q).
We set B1 = ∪Q j∈Fgood\F1 Q j and observe that B1 ⊂ G ⊂ Q \ B. Hence,
σ(F ∩ B1) =
∑
Q j∈Fgood\F1
σ(F ∩ Q j) < (1 − η˜)
∑
Q j∈Fgood\F1
σ(Q j)
= (1 − η˜)σ(B1) ≤ (1 − η˜)σ(Q \ B) = (1 − η˜) (1 − θ)σ(Q).
Thus, using that θ ≤ θ0, we have
(1 − η)σ(Q) ≤ σ(F) = σ(F ∩ E0) + σ(F ∩ B) + σ(F ∩G1) + σ(F ∩ B1)
≤ σ(E0) + σ(B) + σ(G1) + (1 − η˜) (1 − θ)σ(Q)
= σ(E0) + σ(G1) +
[
θ + (1 − η˜) (1 − θ)]σ(Q)
≤ σ(E0) + σ(G1) +
[
1 − η˜ (1 − θ0)
]
σ(Q)
and therefore
σ(E0∪G1) = σ(E0)+σ(G1) ≥
[
η˜ (1−θ0)−η
]
σ(Q) ≥ 1
2
η˜ (1−θ0)σ(Q) = η1 σ(Q),
where we have used that η ≤ η˜ (1 − θ0)/2 = η1. 
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We now return to the proof of Step 2. We apply Lemma 9.1, with η˜ ∈ (0, 1) to
be chosen. Given Q j ∈ F1 ⊂ Fgood we have that m(DshortQ j ) ≤ aσ(Q j). Moreover,
D
short
Q j = DQ j \ {Q j} =
⋃
i
DQ ji ,
where {Q ji }i is the family of dyadic “children” of Q j (these are the subcubes of
Q j which lie in the very next dyadic generation Dk(Q j)+1). Then by pigeon-holing,
there exists at least one i0 such that Q ji0 =: Q′j satisfies
(9.2) m(DQ′j ) ≤ aσ(Q′j)
(there could be more than one i0 with this property, but we just pick one). We define
F˜1 to be the collection of those selected “children” Q′j, with Q j ∈ F1. Let C0 be
the dyadically doubling constant of σ, i.e., σ(Q) ≤ C0σ(Q′) for every Q ∈ DQ0 ,
and for every “child” Q′ of Q. Then, for each such Q′j, using the definition of F1,
and taking 0 < η˜ = ηa/C0 (where 0 < ηa < 1 is provided by H(a)), we have
σ(Q′j \ F) ≤ σ(Q j \ F) ≤ η˜ σ(Q j) ≤ η˜C0σ(Q′j) = ηa σ(Q′j),
which yields σ(Q′j ∩ F) ≥ (1 − ηa)σ(Q′j). With this estimate and (9.2) in hand, we
can use the induction hypothesis H(a) to deduce:
(9.3) ω(Q′j ∩ F) ≥
1
Ca
ω(Q′j), ∀Q′j ∈ F˜1.
On the other hand, if we set G˜1 = ∪Q′j∈F˜1 Q
′
j, then
σ(G˜1) =
∑
Q′j∈F˜1
σ(Q′j) ≥ C−10
∑
Q j∈F1
σ(Q j) = C−10 σ(G1)
Thus, by Lemma 9.1, having now fixed η˜ above, we have that
σ(E0 ∪ G˜1) = σ(E0) + σ(G˜1) ≥ C−10 σ(E0 ∪G1) ≥ C−10 η1σ(Q) =: η2 σ(Q),
if η ≤ η1, from which it follows that
σ(F ∩ (E0 ∪ G˜1)) ≥ 12η2σ(Q) =: ηa,b σ(Q),
if η ≤ η2/2, since σ(Q \ F) ≤ ησ(Q).
We recall that the family F was constructed using Lemma 7.2 with C b := γ.
Consequently, by (7.3), we may deduce that (8.6) holds, so in turn, by hypothesis,
we can apply (8.7) to the set F ∩ (E0 ∪ G˜1), obtaining
PF ω(F ∩ (E0 ∪ G˜1))
PF ω(Q)
≥ 1
Cηa,b
.
As observed before, PF ω(Q) = ω(Q). Thus, in order to establish the conclusion
of H(a+b), and consequently to complete the proof of Lemma 8.5, it remains only
to show that
PF ω(F ∩ (E0 ∪ G˜1)) ≤ C ω(F).
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To this end, we use first the definition of PF , then that ω is dyadically doubling
and finally (9.3) to obtain
PF ω(F ∩ (E0 ∪ G˜1)) = PF ω(F ∩ E0) + PF ω(F ∩ G˜1)
= ω(F ∩ E0) +
∑
Q j∈F1
σ(Q′j ∩ F)
σ(Q j) ω(Q j)
≤ ω(F ∩ E0) +Cω
∑
Q′j∈F˜1
ω(Q′j)
≤ ω(F ∩ E0) +CωCa
∑
Q′j∈F˜1
ω(Q′j ∩ F)
≤ C ω(F).
This concludes the proof of Lemma 8.5. 
Appendix A. Inheritance of properties by Carleson and Sawtooth regions
This section is devoted to the proof of Lemma 3.61, which states that Carleson
and Sawtooth regions inherit the Corkscrew, Harnack Chain and ADR properties
from the original domain Ω. Moreover, in the presence of the Corkscrew, Harnack
Chain and ADR properties, the UR property is transmitted to the Carleson boxes
TQ and T∆. We discuss these properties one at a time. We shall find it convenient
for our purposes in this section to continue to let ∆ denote a surface ball on ∂Ω,
while ∆⋆ will denote a surface ball on the boundary of the sub-domain under con-
sideration. Similarly δ(X) will continue to denote the distance from X to ∂Ω, while
δ⋆(X) will denote the distance from X to the boundary of the sub-domain under
consideration.
In order to avoid possible confusion, let us emphasize that the construction of
our sawtooth and Carleson sub-domains is always based on the Whitney decom-
position of the domain under consideration at that moment, even if that domain
happens to be, say, an approximating domain ΩN which had been constructed in
the first place from Whitney cubes of the original domain Ω.
A.1. Corkscrew. For the sake of specificity, we treat only the case of a local saw-
tooth regionΩF ,Q. The proof for the global sawtoothΩF is almost identical. More-
over, specializing to the case that F = Ø, we see that the result for a sawtooth ΩF ,Q
applies immediately to the Carleson box TQ, and therefore also almost immediately
to any box T∆, since the latter is a union of a bounded number of TQ’s.
We fix Q0 ∈ D, and a pairwise disjoint family {Q j} = F ⊂ DQ0 , and let ΩF ,Q0
denote the associated local sawtooth region (cf. (3.39)-(3.54)). Set
∆⋆ := ∆⋆(x, r) := B(x, r) ∩ ∂ΩF ,Q0 ,
with r . ℓ(Q0) and x ∈ ∂ΩF ,Q0 . We suppose first that x ∈ ∂ΩF ,Q0 ∩ ∂Ω. Then by
construction of ΩF ,Q0 , there is a Q ∈ DF ,Q0 , with x ∈ Q, and r ≈ 100K0 ℓ(Q) (see
Proposition 6.1). Consequently, by (3.47)-(3.49), we have
XQ ∈ UQ ⊂ B(x, r) ∩ΩF ,Q0 ,
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where XQ is a Corkscrew point for Ω, relative to Q, and which we have assumed
(without loss of generality) to be the center of some I ∈ W∗Q. This same XQ
then serves as a Corkscrew point for ΩF ,Q0 , relative to ∆⋆(x, r), with Corkscrew
constant c ≈ 1/(100K0).
Next, we suppose that x ∈ ∂ΩF ,Q0 \ ∂Ω, where as above ∆⋆ := ∆⋆(x, r). Then
by definition of the sawtooth region, x lies on a face of a fattened Whitney cube
I∗ = (1 + λ)I, with I ∈ W∗Q, for some Q ∈ DF ,Q0 . If r . ℓ(I), then trivially there
is a point X⋆ ∈ I∗ such that B(X⋆, cr) ⊂ B(x, r) ∩ int(I∗) ⊂ B(x, r) ∩ ΩF ,Q0 . This
X⋆ is then a Corkscrew point for ∆⋆. On the other hand, if ℓ(I) < r/(MK0), with
M sufficiently large to be chosen momentarily, then there is a Q′ ∈ DF ,Q0 , with
ℓ(Q′) ≈ r/(MK0), and Q ⊆ Q′. Now fix I′ ∈ WQ′ ⊂ W∗Q′ , and observe that
|x − X(I′)| . dist(I, Q) + dist(Q′, I′) . K0 ℓ(I) + K0 ℓ(I′) . r/M.
Note that B(X(I′), cr) ⊂ int(I′), for c ≈ (MK0)−1. Moreover, for M large enough
we have that B(X(I′), cr) ⊂ B(x, r) ∩ int(I′) ⊂ B(x, r) ∩ ΩF ,Q0 , so that X(I′) is a
Corkscrew point for ∆⋆.
A.2. Harnack Chain. We establish the Harnack Chain condition for a local saw-
tooth ΩF ,Q, of which, as noted above, the Carleson box TQ is a special case (with
F = Ø). The proof for a global sawtooth is almost the same, and we omit it. We
shall discuss the Carleson boxes T∆ at the end of this subsection.
Fix Q ∈ D, and a pairwise disjoint family F ⊂ DQ, and let ΩF ,Q be the
corresponding local sawtooth region. Let X1, X2 ∈ ΩF ,Q. By definition of the
sawtooth regions, there exist Q1, Q2 ∈ DF ,Q, with Xi ∈ (1 + λ)Ii = I∗i where
Ii ∈ W∗Qi , i = 1, 2. Without loss of generality we may suppose that ℓ(Q1) ≤ ℓ(Q2).
We first observe that the desired result is clear if I1 = I2, or more generally, if I∗1
and I∗2 overlap. Therefore, we may suppose that
(A.1) dist(I∗1 , I∗2) & ℓ(I2) & ℓ(I1)
(cf. (3.50).) In order to construct a Harnack Chain under these circumstances,
relative to ΩF ,Q, from X1 to X2, it is convenient to make a few simple reductions
and observations, as follows.
(1) It is enough to treat the case that Xi is the center of Ii. If Xi is near the
boundary of the sawtooth (and hence also near the boundary of I∗i ), then
dist(Xi, ∂I∗i ) ≈ dist(Xi, ∂ΩF ,Q), so that the Harnack Chain within I∗i , that
connects Xi to the center X(Ii), is also a Harnack chain for the sawtooth.
On the other hand, if Xi is not near the boundary of the sawtooth, then we
can easily join Xi with X(Ii) by a bounded number of balls of radius ≈ ℓ(Ii)
with distance to the boundary of ∂ΩF ,Q comparable to δ⋆(Xi).
(2) By construction (cf. (3.47)-(3.49)), we may then further suppose that Xi =
XQi , the designated Corkscrew point (for the ambient domain Ω), relative
to Qi.
(3) Recall that by construction, if Q′ ⊂ Q′′ belong to consecutive generations
in D (i.e., k(Q′′) = k(Q′) − 1), then UQ′ ∩ UQ′′ contains the Corkscrew
point XQ′ (cf. (3.48)) and is therefore non-empty. Thus, by (3.47)-(3.49)
there is a Harnack Chain joining the respective Corkscrew points XQ′ and
XQ′′ .
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(4) We note that by definition, if Qi ∈ DF ,Q, then also Q′ ∈ DF ,Q for every Q′
such that Qi ⊆ Q′ ⊆ Q.
(5) If X(I) denotes the center of a Whitney cube I, then δ(X(I)) ≈ δ⋆(X(I)) ≈
ℓ(I).
With these observations in mind, we consider three cases. Set R := |X1 − X2|.
Case 1: Q1 ⊆ Q2. In this case, R . ℓ(Q2) (with R ≈ ℓ(Q2) if ℓ(Q2) ≫ ℓ(Q1)),
and min(δ⋆(X1), δ⋆(X2)) & ℓ(Q1). Consequently, we may form a Harnack Chain
of cardinality ≈ k(Q1) − k(Q2) + 1 that connects the Corkscrew points of every Q′,
with Q1 ⊆ Q′ ⊆ Q2.
Before proceeding to the remaining cases, we observe that if Case 1 does not
hold, then Q1 and Q2 are disjoint, whence it follows from (A.1) and observations
(1) and (5) above that
(A.2) R & δ⋆(X2) ≈ ℓ(Q2) ≥ ℓ(Q1) ≈ δ⋆(X1).
Of course, we also have R . ℓ(Q).
Case 2: Q1 ∩ Q2 = Ø, but have a common ancestor Q∗ ⊆ Q, with ℓ(Q∗) ≈ R. We
may then proceed as in Case 1, to construct respective Harnack Chains, connecting
each of X1 and X2, to XQ∗ . The union of these two chains connects X1 to X2.
Case 3: Q1 and Q2 have no common ancestor of length ≈ R. In this case, we may
suppose that R < ℓ(Q)/(MK0), where M is a sufficiently large number to be chosen
momentarily. Indeed, if not, then ℓ(Q)/(MK0) ≤ R . ℓ(Q), in which case Q would
be a common ancestor with ℓ(Q) ≈ R.
Thus, since R < ℓ(Q)/(MK0), there exist Q∗1, Q∗2 ∈ DQ such that, for i = 1, 2, Q∗i
is an ancestor of Qi, with ℓ(Q∗1) = ℓ(Q∗2) ≈ MK0R. Since dist(Xi, Qi) . K0 ℓ(Qi)
by construction (cf. (3.49)), we then have that dist(Q1, Q2) . K0R (by (A.2) and
the triangle inequality), and therefore also that
dist(Q∗1, Q∗2) ≤ Cℓ(Q∗1)/M ≤ ℓ(Q∗1) = ℓ(Q∗2) ,
by choice of M large enough. Consequently, by (3.44), W∗Q∗1 ∩W
∗
Q∗2 is non-empty,
whence there is a Harnack Chain connecting the respective Corkscrew points XQ∗1
and XQ∗2 . We may then proceed as above to construct a Harnack Chain from Xi to
XQ∗i , i = 1, 2, and the proof of the Harnack Chain condition for the sawtooth ΩF ,Q
is now complete.
We finish this subsection by verifying the Harnack Chain property for a Carleson
box T∆. Let X1, X2 ∈ T∆, with a := δ⋆(X1) ≤ δ⋆(X2) =: b. As above, we may
suppose that I∗1 and I∗2 are separated, and thus as in observation (1), that each Xi, i =
1, 2 is the respective center of the Whitney cube Ii whose dilate contains it.
By definition of T∆ (cf. (3.58)-(3.59)), and since Xi is the center of Ii, we have
Xi ∈ TQi , where Qi ∈ D∆, i = 1, 2. By (3.44), WQ1 ∩WQ2 is non-empty. Conse-
quently, there is a Harnack Chain connecting the respective Corkscrew points XQ1
and XQ2 , so in the case that |X1 − X2| =: Λa ≈ r∆, we may connect X1 to XQ1 to
XQ2 to X2.
Therefore, we may now suppose that |X1 − X2| = Λa ≤ r∆/(MK0), for some
sufficiently large M to be chosen momentarily. We note that there is a uniform
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constant c > 0 such that Λ ≥ c, since X1 and X2 are the respective centers of non-
overlapping Whitney cubes (cf. observation (5) above). We now claim that we also
have b . Λa. Indeed, if b ≫ Λa, then by the triangle inequality, a ≥ b−Λa ≫ Λa,
which contradicts the uniform lower bound for Λ. Therefore, by observation (5)
above, and by construction of each TQi , there exist Q˜1 ⊂ Q1, Q˜2 ⊂ Q2 such that
Xi ∈ TQ˜i , ℓ(Q˜1) = ℓ(Q˜2) ≈ MK0 Λa, and
dist(X1, Q˜1) . K0 a, dist(X2, Q˜2) . K0 b . K0 Λa.
By the triangle inequality, we then have
dist(Q˜1, Q˜2) ≤ Cℓ(Q˜1)/M ≤ ℓ(Q˜1) = ℓ(Q˜2) ,
by choice of M large enough. By (3.44), WQ˜1 ∩WQ˜2 is non-empty, so that we
may construct a Harnack Chain from X1 to X2, by a now familiar argument, via the
Corkscrew points XQ˜1 and XQ˜2 .
A.3. ADR. Suppose that ∂Ω is ADR, and we show first that for each Q ∈ D(∂Ω),
the boundary of the “Carleson box” TQ is also ADR. We begin with the upper
bound. Let x ∈ ∂TQ, and let ∆⋆ := ∆⋆(x, r) := B(x, r) ∩ ∂TQ, with r . diam Q.
If B(x, r) meets ∂Ω, then there is a point x′ ∈ ∂Ω such that B(x, r) ⊂ B(x′, 2r).
Consequently,
Hn
(
B(x, r) ∩ ∂Ω ∩ ∂TQ
) ≤ Hn (∆(x′, 2r)) . rn,
since ∂Ω is ADR.
Now consider ∆⋆ \ ∂Ω. This portion of ∆⋆ is a contained in a union of faces (or
partial faces) of fattened Whitney cubes I∗ = (1+λ)I. Let IQ denote the collection
of Whitney cubes I for which ∂I∗ meets ∂TQ, and int(I∗) ⊂ TQ. Suppose that
I ∈ IQ is a Whitney cube such that ∂I∗ meets ∆⋆. Then
(A.3) Hn (∆⋆ ∩ ∂I∗) ≤ Hn(B(x, r) ∩ ∂I∗) . min(ℓ(I)n, rn).
Therefore, ∑
I∈IQ: ℓ(I)≥r/(MK0)
Hn
(
∆⋆ ∩ ∂I∗
)
. rn,
because only a bounded number of terms can appear in this sum. Here, M is a
sufficiently large number to be chosen, and K0 is the same constant appearing in
(3.49). It remains to consider∑
I∈IQ: ℓ(I)<r/(MK0)
Hn
(
∆⋆ ∩ ∂I∗
)
=
∑
k:2−k<r/(MK0)
∑
I∈IkQ
Hn
(
∆⋆ ∩ ∂I∗
)
,
where IkQ := {I ∈ IQ : ℓ(I) = 2−k}. It is then enough to show that there is an ǫ > 0
such that for each k with 2−k < r/(MK0), we have
(A.4)
∑
I∈IkQ
Hn
(
∆⋆ ∩ ∂I∗
)
. 2−kǫrn−ǫ .
It follows from (A.3) that the latter bound will hold if the cardinality of the set of I
which make a non-trivial contribution to the sum is no larger than
(A.5) C(2kr)n−ǫ .
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We recall that by the definition of TQ (cf. (3.43)-(3.52)), for each I ∈ IkQ, there is
a QI ∈ DQ such that ℓ(QI) ≈ ℓ(I) = 2−k, and dist(I, QI) . K0 ℓ(I). Since 2−k < r,
there is a uniform constant C such that B(x,Cr) contains each such QI , for every I
such that ∂I∗ meets ∆⋆. We may then cover B(x,Cr) ∩ Q by a bounded number of
subcubes Q′ ∈ DQ, with ℓ(Q′) ≈ r, so that each relevant QI is contained in some
Q′. It is enough to consider those QI contained in one such Q′. We therefore now
fix Q′ and k, and distinguish two types of QI ⊂ Q′:
Type 1 : dist(QI , (Q′)c) > 2−γk r1−γ
Type 2 : dist(QI , (Q′)c) ≤ 2−γk r1−γ
where we have fixed γ ∈ (0, 1). We note that there are at most a bounded number
of I’s corresponding to each QI . Thus, since 2−k < r/(MK0) ≪ r, by Lemma 1.15
(vi) we have that the cardinality of the set of I’s for which QI is of Type 2 is no
larger than C(2kr)−γηrn/(2−kn) ≈ (2kr)n−γη, which is (A.5), with ǫ = γη.
We now claim that for M chosen large enough, depending on γ and K0, the
collection of I such that ∂I∗ meets ∆⋆, and for which QI is of Type 1, is empty.
Indeed, if QI is of Type 1, and if M is sufficiently large, we then have
dist(QI , (Q′)c) > 2−γk r1−γ > (MK0)(1−γ)2−k ≫ K0 ℓ(I) & dist(I, QI).
Consequently, if y ∈ ∂Ω satisfies dist(I, y) . K0 ℓ(I), then
dist(y, QI) . K0 ℓ(I) ≪ dist(QI , (Q′)c),
so that y ∈ Q′, and dist(y, (Q′)c) ≫ K0 ℓ(I). Now consider any Whitney cube
J ∈ W that touches I. Then dist(J, ∂Ω) ≈ ℓ(J) ≈ ℓ(I) ≈ dist(I, ∂Ω), so that for
some yJ ∈ ∂Ω, we have dist(yJ , J) ≈ dist(yJ , I) ≪ C0 ℓ(I) ≤ K0 ℓ(I) (cf. (3.43)
and (3.49).) Thus, yJ ∈ Q′, and dist(yJ , (Q′)c) ≫ K0 ℓ(I) ≈ K0 ℓ(J). It follows
that there is a QJ ∈ D(∂Ω), with QJ ⊂ Q′ ⊂ Q, yJ ∈ QJ , ℓ(QJ) = ℓ(J), and
dist(QJ , J) ≤ dist(yJ , J) ≤ C0 ℓ(J). Therefore, J ∈ WQJ . Since this is true for
all Whitney cubes J that touch I, we have in particular that every point on ∂I∗ is
an interior point of TQ, hence ∆⋆ ∩ ∂I∗ = Ø. We have now established the upper
bound Hn(∆⋆(x, r)) . rn.
The lower bound is easy. Consider B := B(x, r), r . diam Q, with x ∈ ∂TQ.
If B ∩ Q contains a surface ball ∆ ⊂ ∂Ω, with radius r∆ & r, then we are done,
by the ADR property of ∂Ω. Otherwise, if B ∩ Q contains no such surface ball,
then dist(x, Q) & r, whence it follows that x ∈ ∂I∗, where I is a Whitney cube with
ℓ(I) & r/K0 (cf. (3.49)), and where x lies in a subset F of a (closed) face of I∗, with
F ⊂ B ∩ ∂TQ, and Hn(F ∩ B) = Hn(F) & (r/K0)n, as desired.
Next, we discuss the ADR property of a Carleson region T∆. By definition (cf.
(3.59)), T∆ is a union of a bounded number of regions TQ. The upper bound in the
ADR condition is then an immediate consequence of the corresponding bound for
TQ. The lower bound is proved in the same way as it was for TQ depending on
whether or not the ball B has an ample intersection with some Q ∈ D∆. We omit
the routine details.
Finally, we establish the ADR property for the global (3.53) and local (3.54)
sawtooth regions. The proofs are similar, so for the sake of specificity, we treat
the global sawtooth ΩF . We first prove the upper bound in the ADR condition.
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Fix B := B(x, r). The desired bound for Hn(B ∩ ∂Ω ∩ ∂ΩF ) is an immediate
consequence of the fact that ∂Ω is ADR.
Now consider Σ := ∂ΩF \ ∂Ω. We observe that this portion of the boundary
consists of (portions of) faces of certain fattened Whitney cubes J∗ = (1 + λ)J,
with int(J∗) ⊂ ΩF , which meet some I ∈ W for which I <W∗Q, for any Q ∈ DF
(so that τI ⊂ Ω \ ΩF for some τ ∈ (1/2, 1); cf. (3.51).) Necessarily, I ∈ W∗Q′ ,
where Q′ ∈ DQ j for some Q j ∈ F . For each Q j ∈ F , we set
RQ j := ∪Q′∈DQ jW
∗
Q′ ,
and denote by FB the sub-collection of those Q j ∈ F such that there is an I ∈ RQ j
for which B∩Σmeets I. We then split the latter collection into FB = F1∪F2, where
Q j ∈ F1 if ℓ(Q j) < r, and Q j ∈ F2 if ℓ(Q j) ≥ r. We consider the contribution of the
latter first. Suppose that Q j and Qk are both in F2, and without loss of generality
that r ≤ ℓ(Q j) ≤ ℓ(Qk). Since B meets some I ∈ RQ j , we obtain in particular that
dist(y, ∂Ω) . ℓ(Q j), ∀y ∈ B. Thus, B ∩ Σ lies within Cℓ(Q j) of ∂Ω, and therefore
meets no Whitney cubes of side length greater than Cℓ(Q j). Consequently, any
such Whitney cube I′ ∈ RQk , which meets B, must lie within CK0 ℓ(Q j) of Qk.
Therefore, for any pair Q j, Qk ∈ F2, we have that dist(Q j, Qk) . min(ℓ(Q j), ℓ(Qk))
(with implicit constants depending on K0.) Since the cubes in F are pairwise
disjoint, it follows that the cardinality of F2 is uniformly bounded, hence
Hn
(
B ∩ Σ ∩
(
∪Q j∈F2 ∪I∈RQ j I
))
. sup
Q j∈F
Hn
(
B ∩ Σ j
)
,
where Σ j := Σ ∩ (∪I∈RQ j I). The desired bound for the contribution of F2 is an
immediate consequence of following estimate, which holds for every Q j ∈ F :
(A.6) Hn (B ∩ Σ j) . (min (r, ℓ(Q j)))n .
Let us take the latter bound for granted momentarily, and consider the contribu-
tion of F1. If Q j ∈ F1, then Q j ⊂ B∗ := CK0 B for some uniform constant C. By
the case r > ℓ(Q j) of (A.6), we have that Hn(Σ j ∩ B) . Hn(Q j). Therefore,
Hn
(
B ∩ (∪Q j∈F1Σ j)) . ∑
F1
Hn(Q j) ≤ Hn
(
B∗ ∩ ∂Ω) ≈ (K0 r)n,
since the Q j’s are pairwise disjoint.
Thus, to finish proving the upper ADR bound for the sawtooth regions, it re-
mains only to establish (A.6). Suppose first that ℓ(Q j) . r. We write
Σ j :=
⋃
k:2−k.ℓ(Q j)
Σkj,
where Σkj = Σ ∩ (∪{I∈RQ j : ℓ(I)=2−k} I) = Σ j ∩ (∪{I∈RQ j : ℓ(I)=2−k} I). We observe that for
any I ∈ W,
(A.7) Hn(Σ ∩ I) . ℓ(I)n .
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Moreover, there are at most a bounded number of I ∈ RQ j for which ℓ(I) ≈ ℓ(Q j),
so that
Hn
 ∑
k:2−k≈ℓ(Q j)
Σkj
 . ℓ(Q j)n ,
as desired. On the other hand, suppose I ∈ RQ j , with ℓ(I) = 2−k ≪ ℓ(Q j). Then
there is a QI ∈ DQ j , with I ∈ W∗QI . In addition, if I meets Σ j, then I meets J∗, for
some J ∈ W∗Q′ , with Q′ ∈ DF , and ℓ(Q′) ≈ ℓ(J) ≈ ℓ(I) ≪ ℓ(Q j). We note that
Q′ ∩ Q j = Ø, by definition of DF , and the fact that ℓ(Q′) < ℓ(Q j). Consequently,
dist(QI , (Q j)c) ≤ dist(QI , Q′) . K0 2−k.
Notice that for each such QI , there are at most a bounded number of I′ ∈ W∗QI(indeed, by definition of W∗QI , all such I′ satisfy ℓ(I′) ≈ ℓ(QI) ≈ dist(I′, QI)). By
Lemma 1.15 (vi) we therefore have that
#
{
I ∈ RQ j : ℓ(I) = 2−k, I ∩ Σkj , Ø
}
.
(
2kℓ(Q j)
)n−η
,
(where the implicit constant depends upon K0), whence it follows that
Hn
 ∑
k:2−k≪ℓ(Q j)
Σkj
 . ℓ(Q j)n .
Thus (A.6) holds in the case r & ℓ(Q j).
Now suppose that r ≪ ℓ(Q j). If x < ∂Ω, then B = B(x, r) is centered on a
face of some J∗x , with int(J∗x) ⊂ ΩF . If ℓ(Jx) ≫ r, we are done, by the nature
of Whitney cubes. On the other hand, if ℓ(Jx) . r, or if x ∈ ∂Ω, then for each
I ∈ RQ j which meets B, we have that ℓ(I) . r, and also that B(x,Cr) meets QI , for
some uniform constant C, where QI ∈ DQ j is defined as in the previous paragraph.
We may then cover B(x,Cr) ∩ Q j by a bounded number of subcubes Qi ⊂ Q j,
with ℓ(Qi) ≈ Mr, so that each relevant QI is contained in some Qi. Here, M is
a sufficiently large number, to be fixed momentarily. Now suppose that I meets
Σ j. We may then proceed as in the previous paragraph, except that in this case we
consider dist(QI , (Qi)c), and ℓ(Q j) is replaced by ℓ(Qi) ≈ Mr. As above, we find
that I meets some J∗, with J ∈ W∗Q′ and Q′ ∈ DF , so that ℓ(Q′) ≈ ℓ(J) ≈ ℓ(I). In
the present scenario, we have ℓ(I) . r, therefore ℓ(Q′) < ℓ(Qi), for M chosen large
enough and consequently Q′ ∩Qi = Ø. The rest of the argument follows as before.
We omit the details.
Finally, to complete our discussion of the ADR property, it remains only to prove
the lower ADR bound for the sawtooth regions. For the sake of specificity, we treat
only the case of a local sawtooth, as the proof in the global case is similar.
Fix now Q0 ∈ D, r . diam Q0 and x ∈ ∂ΩF ,Q0 , where F ⊂ D is a disjoint
family, and set B := B(x, r) and ∆⋆ = ∆⋆(x, r) := B ∩ ∂ΩF ,Q0 . We consider two
main cases. As usual, M denotes a sufficiently large number to be chosen.
Case 1: δ(x) ≥ r/(MK0). In this case, for some J with int(J∗) ⊂ ΩF ,Q0 , we have
that x lies on a subset F of a (closed) face of J∗, satisfying Hn(F) & (r/(MK0))n,
and F ⊂ ∂ΩF ,Q0 . Thus, Hn(B ∩ ∂ΩF ,Q0) ≥ Hn(B ∩ F) & (r/(MK0))n, as desired.
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Case 2: δ(x) < r/(MK0). In this case, we have that dist(x, Q0) . r/M. Indeed,
if x ∈ ∂Ω ∩ ∂ΩF ,Q0 , then by Proposition 6.1, x ∈ Q0, so that dist(x, Q0) = 0.
Otherwise, there is some cube Q ∈ DF ,Q0 such that x lies on the face of a fattened
Whitney cube I∗, with I ∈ W∗Q, and ℓ(Q) ≈ ℓ(I) ≈ δ(x) < r/(MK0). Thus,
dist(x, Q0) . dist(I, Q) . K0 ℓ(Q) . r/M.
Consequently, we may choose xˆ ∈ Q0 such that |x − xˆ| . r/M. Fix now Q̂ ∈ DQ0
with xˆ ∈ Q̂ and ℓ(Q̂) ≈ r/M. Then for M chosen large enough we have that
Q̂ ⊂ B(xˆ, r/√M) ⊂ B(x, r). We now consider two sub-cases.
Sub-case 2a: B(xˆ, r/√M) meets a Q j ∈ F with ℓ(Q j) ≥ r/M. Then in particular,
there is a Q ⊆ Q j, with ℓ(Q) ≈ r/M, and Q ⊂ B(xˆ, 2r/
√
M). By Lemma 5.9,
there is a ball B′ ⊂ Rn+1 \ ΩF ,Q0 , with radius r′ ≈ ℓ(Q)/K0 ≈ r/(K0M), such that
B′ ∩ ∂Ω ⊂ Q, and thus also B′ ⊂ B (for M large enough). On the other hand,
we have already established above that ΩF ,Q0 satisfies the (interior) Corkscrew
condition, so there is another ball B′′ ⊂ B ∩ ΩF ,Q0 , with radius r′′ ≈ r. Therefore,
by the isoperimetric inequality and the structure theorem for sets of locally finite
perimeter (cf. [EG], pp. 190 and 205, resp.) we have Hn(∆⋆) & cK0rn.
Sub-case 2b: there is no Q j as in sub-case 2a. Thus, if Q j ∈ F meets B(xˆ, r/
√
M),
then ℓ(Q j) ≤ r/M. Since xˆ ∈ Q0, there is a surface ball
∆1 := ∆(x1, cr/
√
M) ⊂ Q0 ∩ B(xˆ, r/
√
M) ⊂ Q0 ∩ B.
Let F1 denote the collection of those Q j ∈ F which meet ∆1. We then have the
covering
∆1 ⊂
(∪F1 Q j) ∪ (∆1 \ (∪F1 Q j)) .
If
(A.8) σ
(
1
2
∆1 \ (∪F1 Q j)
)
≥ 1
2
σ
(
1
2
∆1
)
≈ rn,
then we are done, since ∆1 \ (∪F1 Q j) ⊂ (Q0 \ (∪F Q j)) ∩ B ⊂ ∆⋆, by Proposition
6.1.
Otherwise, if (A.8) fails, then
(A.9)
∑
Q j∈F ′1
σ(Q j) & rn,
where F ′1 denotes those Q j ∈ F1 which meet 12∆1. Let us remind the reader that x⋆j
is the center of the n-dimensional cube P j constructed in Proposition 6.7, and we
recall (6.10) and the related discussion. We claim that there is a uniform constant
C such that for each such Q j, the ball B∗Q j := B(x⋆j ,CK0 ℓ(Q j)) contains both an
interior and an exterior Corkscrew point for ΩF ,Q0 , with respect to the surface ball
B∗Q j ∩ ∂ΩF ,Q0 (with Corkscrew constants that may depend upon K0).
Indeed, the exterior point exists by virtue of Lemma 5.9, while the interior point
may be taken to be the center of some I ∈ W∗Q˜ j with ℓ(I) ≈ ℓ(Q˜ j), where Q˜ j is
the dyadic parent of Q j, so that Q˜ j ∈ DF ,Q0 and therefore I ⊂ int(I∗) ⊂ ΩF ,Q0 .
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Consequently, by the isoperimetric inequality and the structure theorem for sets of
locally finite perimeter, we have
(A.10) Hn(B∗Q j ∩ ∂ΩF ,Q0) & ℓ(Q j)n ≈ σ(Q j).
Now, by the ADR property and a covering lemma argument, and (A.9), there is a
sub-collection F ′′1 ⊂ F ′1 such that the balls in {B∗Q j}Q j∈F ′′1 are pairwise disjoint and
(A.11)
∑
Q j∈F ′′1
σ(Q j) & rn.
Combining (A.10) and (A.11), we obtain that Hn(∆⋆) & rn, since for M large
enough, each B∗Q j ⊂ B, by construction.
A.4. UR. In this subsection, we show that the Carleson box TQ inherits the UR
property from Ω. This fact extends routinely to any T∆, and we omit the details.
Let us note that, since ∂Ω is UR, we have the global L2 bound
(A.12)
∫∫
Rn+1
|∇2S f (X)|2 δ(X) dX ≤ C ‖ f ‖2L2(∂Ω),
which is equivalent to the Carleson measure condition (1.10) by “T1 reasoning”.
Fix now Q ∈ D(∂Ω), and as usual let δ⋆(X) := dist(X, ∂TQ) (in the present
context, X need not belong to TQ, but of course δ⋆(X) is still well-defined). By
“local Tb” theory (see [GM] in the present context), it is enough to verify that for
every ∆⋆ = ∆⋆(x, r) := B(x, r) ∩ ∂TQ, with x ∈ ∂TQ and r . diam(Q), there is a
function b∆⋆ , supported in ∆⋆, and satisfying
(A.13)
∣∣∣∣?
∆⋆
b∆⋆ dHn
∣∣∣∣ ≥ 1C ,
(A.14)
?
∆⋆
|b∆⋆ |2 dHn ≤ C,
(A.15)
∫∫
B(x,2r)
|∇2Sb∆⋆(X)|2 δ⋆(X) dX ≤ Crn,
where C is a uniform constant, independent of Q. We fix a large constant M to be
chosen. There are two cases:
Case 1: dist(x, ∂Ω) ≤ r/(MK0).
In this case, either x ∈ Q, or x lies on a face of some I∗ = (1+λ)I, with I ∈ W∗QI ,
for some QI ∈ DQ, where ℓ(QI) ≈ ℓ(I) . r/(MK0), and dist(QI , I) . K0 ℓ(I) .
r/M.
We claim that there is a surface ball ∆′ = B′ ∩ ∂Ω ⊂ ∆⋆ ∩ ∂Ω, with r∆′ ≈ r/M,
and with B′ ∩ Ω ⊂ TQ. Indeed, if x ∈ Q, then there is a Q′ ∈ DQ such that x ∈ Q′
and ℓ(Q′) ≈ r/M, and we may then set ∆′ := B′ ∩ ∂Ω, where B′ := B′Q′ is the ball
promised by Lemma 3.55, applied with Q′ in place of Q, so that B′∩Ω ⊂ TQ′ ⊂ TQ.
On the other hand, if x ∈ ∂I∗, with I ∈ W∗QI as above, then there is a Q′ ∈ DQ withQI ⊆ Q′, and ℓ(Q′) ≈ r/M. Moreover, by the triangle inequality, |x − y| . r/M,
for every y ∈ Q′, so that for M large enough we have Q′ ⊂ B(x, r) ∩ ∂TQ = ∆⋆
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by Proposition 6.1. Thus, we may again set B′ := B′Q′ , as in Lemma 3.55, and the
claim is established.
We fix ∆′ = ∆(xQ′ , r∆′) as in the previous paragraph, and then set b∆⋆ := 1∆′′ ,
where ∆′′ := ∆(xQ′ , r∆′/4). Then (A.14) is trivial, and (A.13) holds by the ADR
properties of Ω and TQ. It remains to establish (A.15). To this end, we claim that
δ⋆(X) = δ(X), for X ∈ 2B′′ = 12 B′. Momentarily taking this claim for granted, we
obtain that ∫∫
2B′′
|∇2Sb∆⋆(X)|2 δ⋆(X) dX ≤ Crn,
by (A.12), since b∆⋆ = 1∆′′ is supported in ∂Ω. Otherwise, for X ∈ B(x, 2r) \ 2B′′,
we have
(A.16) |∇2Sb∆⋆(X)| .
∣∣∣∣∫|X−y|&r∆′ |X − y|−n−1 1∆′′(y) dσ(y)
∣∣∣∣ . 1/r∆′ ≈ M/r ,
by the ADR property, and (A.15) follows.
Let us now verify the claim. Fix X ∈ 12 B′. We note that
dist(X, ∂Ω ∩ ∂TQ) ≤ 12r∆′ ,
since B′ is centered on ∂Ω∩ ∂TQ. On the other hand, ∂TQ \ ∂Ω ⊂ Ω, and therefore
lies outside of B′, since, by construction, B′ ∩ Ω ⊂ TQ. Thus,
dist(X, ∂TQ \ ∂Ω) ≥ 12r∆′ .
Consequently, δ⋆(X) = dist(X, ∂Ω ∩ ∂TQ). Similarly, we shall have that δ(X) =
dist(X, ∂Ω∩ ∂TQ), and thus δ(X) = δ⋆(X) as claimed, once we show that ∂Ω \ ∂TQ
lies outside B′, or equivalently, that ∂Ω ∩ B′ ⊂ ∂TQ. So, fix y ∈ ∂Ω ∩ B′. Since
B′ is open, we have that B(y, ε0) ⊂ B′ for ε0 small enough. Note that B(y, εk)
meets Ω for a sequence εk → 0, with εk < ε0. Thus, there exists a sequence
{yk}k ⊂ B′ ∩ Ω ⊂ TQ, with yk → y, whence y ∈ ∂TQ.
Case 2: dist(x, ∂Ω) > r/(MK0).
In this case, we can find a Whitney cube I with x ∈ ∂I∗ and int(I∗) ⊂ TQ, and
a ball B′ = B(x′, r′), with r′ ≈ r/(MK0), such that some face F of I∗ contains the
surface ball ∆′⋆ := B′ ∩ ∂TQ. We define b∆⋆ := 1∆′′⋆ , where ∆′′⋆ = B′′ ∩ ∂TQ and
B′′ := 14 B
′
. We may now proceed as in Case 1, using that of course (A.12) holds
when ∂Ω is replaced by the hyper-plane H that contains F, and δ(X) = dist(X,H).
We omit the routine details.
Appendix B. Dyadically doubling and Muckenhoupt weights
Recall that, for a fixed cube Q0 ∈ D, we say that ω is dyadically doubling on
Q0 if there exists Cω such that ω(Q) ≤ Cω ω(Q′) < ∞ for every Q ∈ DQ0 , and for
every dyadic “child” Q′ of Q. We write Cσ for the dyadic doubling constant of σ
(which depends on the ADR property). Throughout Appendix B, Q0 will denote
a fixed cube in D. Let us also recall that the projection operators PF have been
introduced in Section 6.
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Lemma B.1. Fix Q0. Let ω be a dyadically doubling measure on Q0 with constant
Cω. Then for every family F ⊂ DQ0 of pairwise disjoint dyadic cubes, PFω is
dyadically doubling on Q0, indeed PFω(Q) ≤ max(Cω,Cσ)PFω(Q′) for every
Q ∈ DQ0 , and for every dyadic “child” Q′ of Q.
Proof. We follow the proof of [HM1, Lemma B.1]. Let us fix Q ∈ DQ0 and one of
its dyadic “children” Q′. We consider several cases.
Case 1: There exists Qk ∈ F with Q ⊂ Qk. The estimate is trivial in this case:
PFω(Q) = σ(Q)
σ(Qk) ω(Qk) ≤ Cσ
σ(Q′)
σ(Qk) ω(Qk) = CσPFω(Q
′) < ∞.
Case 2: Q′ ∈ F . Notice that PFω(Q′) = ω(Q′). Let F1 be the family of cubes
Qk ∈ F with Qk ∩ Q , Ø and observe that if Qk ∈ F1 then Qk ( Q. Thus,
PFω(Q) = ω(Q \ (∪Qk∈F Qk)) +
∑
Qk∈F1
σ(Qk ∩ Q)
σ(Qk) ω(Qk)
= ω(Q \ (∪Qk∈F Qk)) +
∑
Qk∈F1
ω(Qk)
= ω(Q) ≤ Cω ω(Q′) = CωPFω(Q′) < ∞.
Case 3: None of the conditions in the previous cases occur. We take the same set
F1 and observe that if Qk ∈ F1 then Qk ( Q (otherwise we are driven to Case 1).
Let F2 be the family of cubes Qk ∈ F with Qk ∩ Q′ , Ø. Notice that if Qk ∈ F2
then Qk ( Q′: otherwise, either Qk = Q′ which leads us to Case 2, or Q′ ( Qk
which implies Q ⊂ Qk and this is Case 1. Then proceeding as in the previous case
one obtains that PFω(Q) = ω(Q) and PFω(Q′) = ω(Q′) which in turn imply
PFω(Q) = ω(Q) ≤ Cω ω(Q′) = CωPFω(Q′) < ∞.

Lemma B.2. Under the hypotheses of Lemma 6.15, ν and PF ν are dyadically
doubling on Q0.
Proof. We proceed as in [HM1, Lemma B.2]. Let us first consider ν. Fix Q ∈ DQ0 ,
and one of its dyadic “children” Q′. We recall Proposition 6.7, which for each
Qk ∈ F promises the existence of an n-dimensional cube Pk ⊂ ∂ΩF ,Q0 , with
ℓ(Pk) ≈ ℓ(Qk) ≈ dist(Pk, Qk) ≈ dist(Pk, ∂Ω).
Case 1: There exists Qk ∈ F with Q ⊂ Qk. The estimate is trivial in this case since
ω is dyadically doubling:
ν(Q) = ω(Q)
ω(Qk) ω⋆(Pk) ≤ Cω
ω(Q′)
ω(Qk) ω⋆(Pk) = Cω ν(Q
′) < ∞.
Case 2: Q′ ∈ F . Write Q′ = Q1 ∈ F . Notice that ν(Q′) = ω⋆(P1). Let F1 be the
family of cubes Qk ∈ F with Qk∩Q , Ø and observe that if Qk ∈ F1 then Qk ( Q.
Thus, Remark 6.9 implies
ν(Q) = ω⋆
(Q \ (∪Qk∈F Qk)) + ∑
Qk∈F1
ω(Qk ∩ Q)
ω(Qk) ω⋆(Pk)
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= ω⋆
(Q \ (∪Qk∈F Qk)) + ∑
Qk∈F1
ω⋆(Pk)
. ω⋆
((Q \ (∪Qk∈F Qk)) ∪ ( ∪Qk∈F1 Pk)) .
We note that there are uniform positive constants c and C such that
(B.3) (Q \ (∪Qk∈F Qk)) ∪ ( ∪Qk∈F1 Pk) ⊂ ∆⋆(x⋆1 ,Cℓ(P1))
and
(B.4) ∆⋆(x⋆1 , cℓ(P1)) ⊂ P1 ,
where as usual x⋆1 denotes the center of the n-dimensional cube P1. Indeed, (B.4)
is trivial, since by construction (cf. Proposition 6.7), P1 ⊂ ∂ΩF .Q0 . To verify (B.3),
it is enough to observe that, by Proposition 6.7, and the fact that Q is the dyadic
parent of Q1, for Qk ∈ F1 we have
ℓ(Pk) ≈ dist(Pk, Qk) ≈ dist(Pk, Q) . ℓ(P1) ≈ ℓ(Q) ≈ dist(Q, P1) .
Consequently, since ω⋆ is doubling, we have
ν(Q) . ω⋆(∆⋆(x⋆1 ,Cℓ(P1))) . ω⋆(∆⋆(x⋆1 , cℓ(P1))) ≤ ω⋆(P1) = ν(Q′)
Case 3: None of the conditions in the previous cases occur. We take the same set
F1 and observe that if Qk ∈ F1 then Qk ( Q (otherwise we are driven to Case 1).
Let F2 be the family of cubes Qk ∈ F with Qk ∩ Q′ , Ø. Notice that if Qk ∈ F2
then Qk ( Q′: otherwise, either Qk = Q′ which leads us to Case 2, or Q′ ( Qk
which implies Q ⊂ Qk and this is Case 1. We claim that for some uniform constant
C, we have
(B.5) (Q \ (∪Qk∈F Qk)) ∪ ( ∪Qk∈F1 Pk) ⊂ ∆⋆(x⋆Q′ ,CtQ′)
(see Proposition 6.12 for the notation). Indeed, since Q is the dyadic parent of Q′,
by the construction in Proposition 6.12 (applied to Q′), we have that
dist(x⋆Q′ , Q) ≤ dist(x⋆Q′ , Q′) . ℓ(Q′) ≈ ℓ(Q) ≈ tQ′ ,
whence (B.5) follows immediately.
Then we proceed as in the previous case and obtain that
ν(Q) . ω⋆
((Q \ (∪Qk∈F Qk)) ∪ ( ∪Qk∈F1 Pk))
≤ ω⋆(∆⋆(x⋆Q′ ,CtQ′)) . ω⋆(∆Q
′
⋆ ) . ν(Q′)
where we have used that ω⋆ is doubling and where the last inequality follows as in
(6.19):
ν(Q′) = ω⋆(Q′ ∩ E0) +
∑
Qk∈F2
ω⋆(Pk) & ω⋆(∆Q
′
⋆ ).
One might show that PF ν is dyadically doubling by invoking Lemma B.1, but
then the doubling constant would depend on ω and ω⋆. This is not the right ap-
proach as we have already observed that PF ν does not depend on ω. On the other
hand, following the previous argument for ν we can see that the doubling con-
stant does not depend on ω. In Cases 2 and 3, we have that PF ν(Q) = ν(Q) and
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PF ν(Q′) = ν(Q′) so the doubling condition follows at once from the previous com-
putations, and depends quantitatively only upon the doubling constant for ω⋆, but
not on ω. In Case 1 we obtain
PF ν(Q) = σ(Q)
σ(Qk) ω⋆(Pk) ≤ Cσ
σ(Q′)
σ(Qk) ω⋆(Pk) = CσPF ν(Q
′)

Let us remind the reader that, as explained above, we may view ∂ΩF ,Q0 itself as
a surface ball ∆Q0⋆ of radius r(∆Q0⋆ ) ≈ K0 ℓ(Q0), and then A∞(∂ΩF ,Q0) is identified
with A∞(∆Q0⋆ ).
Lemma B.6. Under the hypotheses of Lemma 6.15, if ω⋆ ∈ A∞(∂ΩF ,Q0), then
PF ν ∈ Adyadic∞ (Q0).
Proof. Fix 0 < η < 1/2 and F ⊂ Q ∈ DQ0 with σ(F) ≥ (1 − η)σ(Q).
Case 1: There exists Qk ∈ F with Q ⊂ Qk. The estimate is trivial in this case:
PF ν(F)
PF ν(Q) =
σ(F)
σ(Qk)ω⋆(Pk)
σ(Q)
σ(Qk)ω⋆(Pk)
=
σ(F)
σ(Q) ≥ 1 − η.
Case 2: Q is not contained in any Qk ∈ F (i.e., Q ∈ DF ,Q0). Let F1 be the family
of cubes Qk ∈ F with Qk ∩ Q , Ø and observe that if Qk ∈ F1 then Qk ( Q. We
set
F˜ = {Qk ∈ F1 : σ(F ∩ Qk) ≥ (1 − 2η)σ(Qk)},
and
E0 = Q \
⋃
Qk∈F
Qk, G =
⋃
Qk∈F˜
Qk, B =
⋃
Qk∈F1\F˜
Qk,
Note that
σ(F ∩ B) =
∑
Qk∈F1\F˜
σ(F ∩ Qk) ≤ (1 − 2η)
∑
Qk∈F1\F˜
σ(Qk) ≤ (1 − 2η)σ(Q).
Thus,
(1 − η)σ(Q) ≤ σ(F) ≤ σ(F ∩ E0) + σ(F ∩ B) + σ(F ∩G)
≤ σ((F ∩ E0) ∪G) + (1 − 2η)σ(Q),
and therefore σ
((F ∩ E0) ∪G) ≥ ησ(Q).
Note that the ADR property of ∂Ω and ∂ΩF ,Q0 imply
σ(Q) ≈ ℓ(Q)n ≈ (̂rQ)n ≈ σ⋆(∆⋆(yQ, r̂Q))
with ∆⋆(yQ, r̂Q) given in (6.11) (see also Proposition 6.4), where as usual we write
σ⋆ to denote the “surface measure” on ∂ΩF ,Q0 , i.e., σ⋆ = Hn
∣∣
∂ΩF ,Q0
. If we set
G⋆ = ∪Qk∈F˜ Pk we have that σ(G) ≈ σ⋆(G⋆). Indeed, since ΩF,Q0 is ADR we have
that
σ⋆(Pk) ≈ ℓ(Pk)n ≈ ℓ(Qk)n ≈ σ(Qk) ,
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by Proposition 6.7; thus Remark 6.9 yields
σ(G) =
∑
Qk∈F˜
σ(Qk) ≈
∑
Qk∈F˜
σ⋆(Pk) ≈ σ⋆(G⋆).
On the other hand, Proposition 6.1 gives σ(F ∩ E0) = σ⋆(F ∩ E0) and therefore
σ⋆
((F ∩ E0) ∪G⋆) ≈ σ((F ∩ E0) ∪G) ≥ ησ(Q) ≈ ησ⋆(∆⋆(yQ, r̂Q)).
Next we use that ω⋆ ∈ A∞(∂ΩF ,Q0) to obtain
ω⋆
((F ∩ E0) ∪G⋆)
ω⋆(∆⋆(yQ, r̂Q)) &
(
σ⋆
((F ∩ E0) ∪G⋆)
σ⋆(∆⋆(yQ, r̂Q))
)θ
& ηθ,
where we have used that (F ∩ E0) ∪G⋆ ⊂ ∆⋆(yQ, r̂Q) by (6.11). Then,
PF ν(F) ≥ ω⋆(F ∩ E0) +
∑
Qk∈F˜
σ(F ∩ Qk)
σ(Qk) ω⋆(Pk)
≥ ω⋆(F ∩ E0) + (1 − 2 η)
∑
Qk∈F˜
ω⋆(Pk)
≥ (1 − 2 η)ω⋆
((F ∩ E0) ∪G⋆)
& (1 − 2 η)ηθω⋆(∆⋆(yQ, r̂Q))
& (1 − 2 η)ηθω⋆
((Q ∪ (∪Qk∈F : Qk⊂QB(x⋆k , rk))) ∩ ∂ΩF ,Q0)
where the last inequality follows from (6.11). Next we observe that, by Proposition
6.1,
(Q ∩ E0) ∪
(∪Qk∈F1 Pk) ⊂ (Q ∩ E0) ∪ (∪Qk∈F1∆⋆(x⋆k , rk))
⊂ (Q ∪ (∪Qk∈F : Qk⊂QB(x⋆k , r j))) ∩ ∂ΩF ,Q0 .
Consequently,
PF ν(F) & (1 − 2 η)ηθω⋆
((Q ∩ E0) ∪ (∪Qk∈F1 Pk))
& (1 − 2 η)ηθ
(
ω⋆(Q ∩ E0) +
∑
Qk∈F1
ω⋆(Pk)
)
= (1 − 2 η)ηθPF ν(Q).
Thus, in both cases we have shown as desired that PF ν(F)/PF ν(Q) ≥ Cη. 
Next we give a version of the classical result in [CF] valid in our situation. The
proof of this result follows the standard arguments in [GR] although one has to
adapt the ideas to the dyadic and local setting considered here. We give the proof
for completeness.
Lemma B.7. Let Q0 be a fixed cube and let ω1, ω2 be two dyadically doubling
measures on Q0 . Assume that there exist positive constants C0, θ0 such that for all
Q ∈ DQ0 and F ⊂ Q,
(B.8) ω2(F)
ω2(Q) ≤ C0
(
ω1(F)
ω1(Q)
)θ0
.
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Then, there exist positive constants C1, θ1 such that for all Q ∈ DQ0 and F ⊂ Q,
(B.9) ω1(F)
ω1(Q) ≤ C1
(
ω2(F)
ω2(Q)
)θ1
.
Remark B.10. The proof shows that the desired estimate can be obtained from the
following (apparently) weaker condition: there exist 0 < α, β < 1 such that for
every cube Q ∈ DQ0 ,
(B.11) F ⊂ Q, ω2(F)
ω2(Q) < α =⇒
ω1(F)
ω1(Q) < β.
To prove this result we need a local Caldero´n-Zygmund decomposition for dyad-
ically doubling weights. The proof is standard and we leave it to the interested
reader.
Lemma B.12. Given Q0 and ω a dyadically doubling measure on Q0 with constant
Cω, we consider the local dyadic Hardy-Littlewood maximal function with respect
to ω:
Mω f (x) = sup
x∈Q∈DQ0
1
ω(Q)
∫
Q
| f (y)| dω(y).
For any 0 ≤ f ∈ L1(Q0, ω) and λ ≥ 1ω(Q0)
∫
Q0 | f (y)| dω(y), there exists a collection
of maximal and therefore disjoint dyadic cubes {Q j} ⊂ DQ0 such that
(B.13) Eλ = {x ∈ Q0 : Mω f (x) > λ} =
⋃
j
Q j,
(B.14) f (x) ≤ λ, for ω-a.e. x < Eλ,
(B.15) λ < 1
ω(Q j)
∫
Q j
f (y) dω(y) ≤ Cω λ.
Proof of Lemma B.7. We proceed as in [HM1, Lemma B.4]. Pick 0 < α < 1
and β = 1 − (1−αC0 )1/θ0 , and notice that 0 < β < 1 since C0 ≥ 1. Then for any
F ⊂ Q, Q ∈ DQ0 we apply (B.8) to Q \ F and we conclude (B.11). Next we see
that this (apparently) weaker condition implies the desired conclusion. Assume
momentarily that ω1 ≪ ω2. Then the Radon-Nikodym derivative h = dω1/dω2
satisfies that h ∈ L1(Q0, ω2) and 0 ≤ h(x) < ∞ for ω2-a.e. x ∈ Q0.
Fixed Q ∈ DQ0 we write τ = Cω2/α,
λ0 =
1
ω2(Q)
∫
Q
h(x) dω2(x) = ω1(Q)
ω2(Q)
and λk = τk λ0. Notice that λ0 < λ1 < λ2 < · · · since τ > Cω2 ≥ 1. For every k ≥ 0
we apply Lemma B.12 in Q to h with dyadically doubling measure ω2: let {Qkj} j ⊂
DQ ⊂ DQ0 be the corresponding collection of cubes such that Ek = Eλk = ∪ jQkj.
Fix Qkj0 and observe that if Qkj0 ∩ Qk+1j , Ø then Qk+1j ⊂ Qkj0 : otherwise we would
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have Qkj0 ( Qk+1j , by (B.15) we observe that 1ω2(Qk+1j )
∫
Qk+1j h dω2 > λk+1 > λk and
then Qkj0 would not be maximal. Then using (B.13) and (B.15) we obtain
ω2(Qkj0 ∩ Ek+1) =
∑
j:Qk+1j ⊂Qkj0
ω2(Qk+1j ) <
1
λk+1
∑
j:Qk+1j ⊂Qkj0
∫
Qk+1j
h dω2
≤ 1
λk+1
∫
Qkj0
h dω2 ≤
Cω2λk
λk+1
ω2(Qkj0 ) = αω2(Qkj0 ).
This estimate allows us to use (B.11) which in turn gives that ω1(Qkj0 ∩ Ek+1) <
βω1(Qkj0 ). Next we sum on j0 and conclude that ω1(Ek+1) < βω1(Ek) since Ek+1 ⊂
Ek. By iterating this expression we obtain ω1(Ek) < βk ω1(E0). Similarly, ω2(Ek) <
αk ω1(E0), which implies
ω2(∩kEk) = limk→∞ω2(Ek) = 0.
Let 0 < ǫ < − log β/ log τ. Then 0 < τǫ β < 1 and by (B.14)
1
ω2(Q)
∫
Q
h(x)1+ǫ dω2(x)(B.16)
=
1
ω2(Q)
∫
Q\E0
h(x)1+ǫ dω2(x) + 1
ω2(Q)
∞∑
k=0
∫
Ek\Ek+1
h(x)1+ǫ dω2(x)
≤ λǫ0
1
ω2(Q)
∫
Q
h(x) dω2(x) + 1
ω2(Q)
∞∑
k=0
λǫk+1
∫
Ek
h(x) dω2(x)
= λǫ0
ω1(Q)
ω2(Q) +
1
ω2(Q)
∞∑
k=0
λǫk+1 ω1(Ek)
≤ λǫ0
ω1(Q)
ω2(Q) + λ
ǫ
0
ω1(E0)
ω2(Q)
∞∑
k=0
τ(k+1) ǫ βk
≤ λǫ0
ω1(Q)
ω2(Q) (1 + τ
ǫ (1 − τǫ β)−1)
=
(
ω1(Q)
ω2(Q)
)1+ǫ
C1+ǫ1 .
This estimate implies that for all F ⊂ Q,
ω1(F)
ω2(Q) =
1
ω2(Q)
∫
Q
χF h dω2 ≤
(
1
ω2(Q)
∫
Q
h1+ǫ dω2
) 1
1+ǫ
(
ω2(F)
ω2(Q)
) 1
(1+ǫ)′
≤ ω1(Q)
ω2(Q) C1
(
ω2(F)
ω2(Q)
) 1
(1+ǫ)′
,
which is (B.9) with θ1 = 1/(1 + ǫ)′. Notice that ǫ and C1 depend only on α, β and
Cω2 .
Next we see how to proceed in the general case starting from (B.11). We define
a new measure ω˜2 = ω2 + δω1 with δ > 0. It is clear that ω1 ≪ ω˜2 and also that
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ω˜2 is dyadically doubling on Q0 with constant Cω˜2 = Cω1 + Cω2 . We claim that
setting ˜β = 1 −min{1 − β, α/2}, α˜ = α/2 we have for every Q ∈ DQ0 ,
(B.17) F ⊂ Q, ω˜2(F)
ω˜2(Q) < α˜ =⇒
ω1(F)
ω1(Q) <
˜β.
Assuming this, (B.11) holds for ω1, ω˜2. By the previous case, since ω1 ≪ ω˜2,
there exist ǫ˜, ˜C1 such that for every Q ∈ DQ0 , F ⊂ Q we have
ω1(F)
ω1(Q) ≤
˜C1
(
ω˜2(F)
ω˜2(Q)
) 1
(1+ǫ˜)′
.
As mentioned above ǫ˜, ˜C1 depend only on α˜, ˜β, Cω˜2 and these are ultimately given
in terms of α, β, Cω1 , Cω2 . Next we see that ω1 ≪ ω2: given F ⊂ Q0 with
ω2(F) = 0, the previous inequality applied to Q = Q0 gives as desired
0 ≤ ω1(F)
ω1(Q) ≤
˜C1
(
δω1(F)
ω˜2(Q0)
) 1
(1+ǫ˜)′
≤ ˜C1
(
δ
ω1(F)
ω2(Q0)
) 1
(1+ǫ˜)′
−→ 0, as δ→ 0+.
Thus, we get back to the first case and obtain (B.16) which eventually leads to
(B.9) with C1 and θ1 as stated above.
To complete the proof we obtain (B.17). Given F as there, it follows that ω˜2(Q \
F)/ω˜2(Q) > 1 − α/2. We see that ω1(Q \ F)/ω1(Q) > min{1 − β, α/2}, which
yields as desired ω1(F)/ω1(Q) < ˜β. If this were not the case then we would have
ω1(Q \ F)/ω1(Q) ≤ α/2 and also that ω1(F)/ω1(Q) ≥ β. By (B.11), the latter
gives ω2(F)/ω2(Q) ≥ α and therefore ω2(Q \ F)/ω2(Q) ≤ 1 − α. Gathering these
estimates we get a contradiction
ω˜2(Q \ F)
ω˜2(Q) =
ω2(Q \ F)
ω˜2(Q) + δ
ω1(Q \ F)
ω˜2(Q) ≤
ω2(Q \ F)
ω2(Q) +
ω1(Q \ F)
ω1(Q) ≤ 1 − α/2.

Remark B.18. Let us observe that (B.16) can be equivalently written as(
1
ω2(Q)
∫
Q
h(x)1+ǫ dω2(x)
) 1
1+ǫ
≤ C1 1
ω2(Q)
∫
Q
h(x) dω2(x),
and this shows that h ∈ RHdyadic1+ǫ (Q0, ω2).
Appendix C. The UR property for Approximating domains
We establish the UR property (with uniform constants) for the approximating
domains ΩN defined by (8.13). Recall that we have already observed that ΩN
inherits the ADR, Corkscrew and Harnack Chain conditions from Ω.
The proof is based on ideas of Guy David, and uses the following singular in-
tegral characterization of UR sets, established in [DS1]. Suppose that E ⊂ Rn+1
is n-dimensional ADR. The singular integral operators that we shall consider are
those of the form
TE,ε f (x) = Tε f (x) :=
∫
E
Kε(x − y) f (y) dHn(y) ,
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where Kε(x) := K(x)Φ(|x|/ε), with 0 ≤ Φ ≤ 1, Φ(ρ) ≡ 1 if ρ ≥ 2, Φ(ρ) ≡ 0 if
ρ ≤ 1, and Φ ∈ C∞(R), and where the singular kernel K is an odd function, smooth
on Rn+1 \ {0}, and satisfying
|K(x)| ≤ C |x|−n(C.1)
|∇mK(x)| ≤ Cm |x|−n−m , ∀m = 1, 2, 3, . . . ... .(C.2)
Then E is UR if and only if for every such kernel K, we have that
(C.3) sup
ε>0
∫
E
|Tε f |2 dHn ≤ CK
∫
E
| f |2 dHn.
We refer the reader to [DS1] for the proof. We shall also require “non-tangential”
estimates for an extension of Tε defined as follows. For K as above, set
(C.4) TE f (X) :=
∫
E
K(X − y) f (y) dHn(y) , X ∈ Rn+1 \ E.
We define non-tangential approach regions Γτ(x) as follows. Let WE denote the
collection of cubes in the Whitney decomposition of Rn+1 \ E, and set Wτ(x) :=
{I ∈ WE : dist(I, x) < τℓ(I)}. Then we define
Γτ(x) :=
⋃
I∈Wτ(x)
I∗
(thus, roughly speaking, τ is the “aperture” of Γτ(x)). For F ∈ C(Rn+1 \ E) we may
then also define the non-tangential maximal function
N∗,τ(F)(x) := sup
Y∈Γτ(x)
|F(Y)|.
We shall sometimes write simply N∗ when there is no chance of confusion in leav-
ing implicit the dependence on the aperture τ.
Lemma C.5. Suppose that E ⊂ Rn+1 is n-dimensional UR, and let TE be defined
as in (C.4). Then for each τ ∈ (0,∞), there is a constant Cτ,K depending only on
n, τ, K and the UR constants such that
(C.6)
∫
E
(
N∗,τ (TE f )
)2 dHn ≤ Cτ,K ∫
E
| f |2dHn.
Given (C.3), Lemma C.5 is a variant of the standard “Cotlar inequality” for
maximal singular integrals, and we omit the proof.
We are now ready to prove that ∂ΩN is UR, uniformly in N. It is enough to
establish the estimate (C.3), for all K as above, with E replaced by ∂ΩN . On the
other hand, we are given that ∂Ω is UR, whence (C.6) holds with E = ∂Ω. Since
∂ΩN is ADR, it enjoys the dyadic grid structure promised by Lemma 1.15. We then
make a partition ∂ΩN = ∪Q j(N), where Q j(N) ∈ DN(∂ΩN) =: DN(N), the dyadic
grid on ∂ΩN at scale 2−N . We observe that, by the construction of ΩN , for each
Q j(N) ∈ DN(N), we may choose a Q j ∈ DN(∂Ω) =: DN with dist(Q j(N), Q j) ≈
2−N . By the ADR property of ∂Ω, a given Q ∈ DN can serve in this way for at most
a bounded number of Q j(N) ∈ DN(N). Therefore, we have the bounded overlap
condition
(C.7)
∑
Q j(N)∈DN (N)
1Q j (x) ≤ C , ∀x ∈ ∂Ω.
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As usual, we set σ := Hn|∂Ω, and we now also let σN := Hn|∂ΩN . We then have that
for τ large enough,∫
∂ΩN
|T∂Ω f |2 dσN =
∑
Q j(N)∈DN (N)
∫
Q j(N)
|T∂Ω f |2 dσN
=
∑
Q j(N)∈DN (N)
1
σ(Q j)
∫
Q j
∫
Q j(N)
|T∂Ω f (x)|2 dσN(x) dσ(x′)
.
∑
Q j(N)∈DN (N)
∫
Q j
(
N∗,τ (T∂Ω f )
)2 dσ ≤ Cτ,K ∫
∂Ω
| f |2dσ ,
where in the last line we have used first the ADR properties of ∂Ω and ∂ΩN, and
then (C.7) and (C.6) with E = ∂Ω.
We have thus established that T∂Ω : L2(∂Ω) → L2(∂ΩN). Since the kernel K is
odd, we therefore obtain by duality that
(C.8) T∂ΩN : L2(∂ΩN) → L2(∂Ω).
Now fix ε > 0, and N large enough that 2−N ≪ diam ∂Ω. Set εN = 2−N . We
consider two cases.
Case 1: ε < εN . In this case,∫
∂ΩN
|T∂ΩN ,ε f |2 dσN
.
∫
∂ΩN
|T∂ΩN ,ε f − T∂ΩN ,εN f |2 dσN +
∫
∂ΩN
|T∂ΩN ,εN f |2 dσN =: I + II.
Let Q j ∈ DN denote the cube chosen relative to Q j(N) ∈ DN(N) as above. Then for
x ∈ Q j(N), and x′ ∈ Q j, we have by standard Caldero´n-Zygmund estimates using
(C.1) and (C.2), and the ADR property of ∂ΩN , that
|T∂ΩN ,εN f (x) − T∂ΩN f (x′)| . MN f (x) ,
where MN denotes the Hardy-Littlewood maximal function on ∂ΩN. Consequently,
II =
∑
Q j(N)∈DN (N)
1
σ(Q j)
∫
Q j
∫
Q j(N)
|T∂ΩN ,εN f (x)|2 dσN(x) dσ(x′)
.
∑
Q j(N)∈DN (N)
∫
Q j(N)
(
MN f (x))2 dσN(x)
+
∑
Q j(N)∈DN (N)
∫
Q j
|T∂ΩN f (x′)|2 dσ(x′) =: II′ + II′′
The desired bound for II′ follows immediately, and the bound for II′′ follows
directly from (C.7) and (C.8).
We turn now to term I. Let us note that since εN ≈ diam(Q j(N)), for x ∈ Q j(N)
we have
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T∂ΩN ,ε f (x) − T∂ΩN ,εN f (x)
=
∫
∂ΩN
K(x − y)
(
Φ
( |x − y|
ε
)
− Φ
( |x − y|
εN
))
f (y)1∆N, j (y) dσN (y)
=: T∂ΩN ,ε,εN
( f 1∆N, j) (x) ,
a doubly truncated singular integral on ∂ΩN , where ∆N, j := BN, j ∩ ∂ΩN, and BN, j
is a ball centered at some point in Q j(N), with radius C diam(Q j(N)) ≈ 2−N . By
choosing C large enough, we may assume that Q j(N) ⊂ ∆N, j. We recall that by
definition, ∂ΩN is a union of portions of faces of fattened Whitney cubes I∗, of side
length ≈ 2−N . Since only a bounded number of these can meet BN, j, we have
∆N, j ⊂ ∪M0m=1F jm ,
where M0 is a uniform constant and each F jm is either a portion of a face of some
I∗, or else F jm = Ø (since M0 is not necessarily equal to the number of faces, but is
rather an upper bound for the number of faces.) Thus,
I .
∑
Q j(N)∈DN (N)
∑
1≤m,m′≤M0
∫
F jm
|T∂ΩN ,ε,εN
(
f 1F j
m′
)
|2 dσN .
The faces F jm′ have bounded overlaps as we sum in j. Therefore, the case m =
m′ reduces to the classical case that ∂ΩN is a hyperplane. For m , m′, there
are two cases as follows. If dist(F jm, F jm′) ≈ 2−N , then using (C.1), we may
crudely dominate T∂ΩN ,ε,εN by the Hardy-Littlewood maximal operator. Otherwise,
dist(F jm, F jm′) ≪ 2−N , in which case F jm and F jm′ are contained in respective faces
which either lie in the same hyperplane, or else meet at an angle of π/2. In the
latter scenario, after a possible rotation of co-ordinates, we may view F jm ∪ F jm′
as lying in a Lipschitz graph with Lipschitz constant 1, so that we may estimate
T∂ΩN ,ε,εN using an extension of the Coifman-McIntosh-Meyer theorem.
Case 2: ε ≥ εN. We observe that (C.8) also applies to the modified operator T ε∂ΩN ,
obtained by replacing the kernel K by the kernel Kε, since the latter is still odd
and still satisfies the Caldero´n-Zygmund estimates (C.1) and (C.2) (uniformly in
ε). The present case may then be handled just like term II above, by writing
T∂ΩN ,ε f (x) =
(
T∂ΩN ,ε f (x) − T ε∂ΩN f (x′)
)
+ T ε∂ΩN f (x′) .
There is no term I. We leave the details to the reader.
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