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Introduction
In this study, we are concerned with the problem of approximating a locally unique solution x of an equation
where F is a Fréchet differentiable operator, G is a continuous operator both defined on the same convex subset of a Banach space X with values in a Banach space Y .
A large number of problems in applied mathematics and also in engineering are solved by finding the solutions of certain equations. For example, dynamic systems are mathematically modeled by difference or differential equations, and their solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven by the equationẋ = Q (x) = F (x) + G(x), where x is the state. Then the equilibrium states are determined by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can be functions (difference, differential, and integral equations), vectors (systems of linear or nonlinear algebraic equations), or real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly used solution methods are iterative-when starting from one or several initial approximations a sequence is constructed that converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the same recursive structure, they can be introduced and discussed in a general framework.
We propose the modified Newton methods
to generate a sequence {x n } approximating x . Here, F (x) ∈ L(X , Y ), the space of bounded linear operators from X into Y and [x, y; G] is a divided difference of order one for the operator G satisfying
Let us also define related Newton methods
(1.6)
The sufficient convergence conditions for faster Newton methods (1.5) and (1.6) already in the literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] , (see also [2, [19] [20] [21] . We also note that if our conditions hold but the stronger ones cannot, we can start with slower method (1.2) (or (1.3)) until a certain finite number of steps N at which x N can be the initial guess of faster method (1.5) (or (1.6)), (since then the stronger hypotheses for Newton method (1.5) (or (1.6)) will then be satisfied). Such a work has already been done by us in [1, 22, 23] connecting modified Newton method
to Newton method 8) or modified Newton method
is an approximation to F (x) (see also [22] [23] [24] ).
There is an extensive literature for methods (1.2), (1.3) and (1.5)-(1.10). A survey of such results can be found in [1] (see also ). Iteration (1.5) was first treated in [21] . A finer convergence analysis was later provided in [1, [4] [5] [6] 19, 20, [22] [23] [24] [25] . Qi in [13, 14] provided a local as well as a semilocal convergence analysis on R i of Newton method (1.8) using directional derivatives, BD-regularity, and locally Lipschitzian functions F . A natural damping of Newton method for nonsmooth Newton method (1.8) via the path search was presented in [15] . The q-quadratic convergence was also established in the same reference. Han et al. [9] studied the damped Newton and Gauss methods using directional and Clarke derivatives. Dingguo et al. in [8] studied large size equations on R i , and also provided a way of controlling the residuals appearing in Newton method (1.8), when F is replaced by ∇F , the gradient of F . A locally convergence analysis was provided in [16, 17] and satisfies the condition
, and all r ∈ [0, R],
while G satisfies the condition
where v(r) and w(r) are non-decreasing functions on the interval [0, R];
is such that
and has a unique zero r in (0, R]. Then, sequence {x n }(n ≥ 0) generated by the modified method (1.2) remains in U(x 0 , r ) for all n ≥ 0, and converges to a unique solution x of equation
Moreover the following estimates hold for all n ≥ 0:
where sequence {t n } is monotonically increasing, converges to r , and is defined by
Proof. We shall show the existence of a solution x of Eq. (
Since r is the unique zero
So, r > t 1 is true. Suppose r > t n is true for some integer n > 0. Using (2.8), (2.4) and (2.10), we obtain
which shows that r > t n+1 is true. By induction, r > t n is true for all integer n ≥ 0. Moreover, we have
for all integer n ≥ 0, and thus using (2.8) sequence {t n } is monotonically increasing, and converges to r . Using induction on n ≥ 0 we shall show that estimate (2.6) is true. It is true for n = 0 by the initial condition and (2.3). Assume (2.6) holds for all n < k and k > 0 is a fixed integer. Then, using (1.2), (2.1), (2.2), (2.8), (2.9), (2.12),
which shows (2.6) for n = k. It follows from (2.6) that sequence {x n } is Cauchy in a Banach space X , and as such it converges to some x ∈ U(x 0 , r ) (since U(x 0 , r ) is a closed set). By letting n → ∞ in (1.2) we obtain F (x ) + G(x ) = 0. Estimate (2.7) follows from (2.6) by using standard majorization techniques [1, 10] .
Define sequences {s n }, {y n } by
and
respectively. Clearly {s n } is monotonically decreasing and converges to r . To show uniqueness it suffices:
16) holds for all n ≥ k, and k ≥ 1 is a fixed integer, using (2.1), (2.2), Lemma 2.1 for T = F (x 0 ) −1 G and the induction hypotheses we obtain in turn:
which shows (2.16) for all n ≥ 0. Choose in particular y 0 = x , where x ∈ U(x 0 , R) and F (x ) + G(x ) = 0. Then, in view of (2.16), we get
x − x n ≤ s n − t n for all n ≥ 0, and thus by letting n → ∞ we deduce x = x .
That completes the proof of the theorem. 20) sequence {t n } by can be arbitrarily large [1, 22, 23, 25] . In view of (2.22), we have
Remark 2.3. Let us introduce condition:
Consequently, We can now compare majorizing sequences {t n }, {t n } and fixed points r and r . Proof. Estimates (2.25) and (2.26) hold as equalities for n = 0. In view of (2.22), we have
which show (2.25) and (2.26) for n = 2. Let us assume that (2.25) and (2.26) hold for all k ≤ n. Then, using (2.22), (2.23) and the induction hypotheses, we obtain in turn:
which imply (2.25) and (2.26) hold for all n ≥ 0. Let m ≥ 0, then we have:
By letting m → ∞ in (2.29), we obtain (2.27). Finally, by setting n = 0 in (2.27), we obtain (2.28).
That completes the proof of the proposition.
Note that if (2.22) is a strict inequality then (2.25) and (2.26) hold as strict inequalities too (see also Example 3.1). Hence, it follows from (2.22), and Proposition 2.4 that in case h 1 (r) ≤ 0 does not hold but h(r) ≤ 0 does hold, we have extended the applicability of modified Newton method (1.7). In [1, 22, 23] , we showed that starting from the modified Newton method (1.7) whose convergence is only linear, after a certain finite number of steps N, when the conditions of Theorem 2.2 will hold, the iterate x N can be used as the staring point for Newton method (1.8), whose convergence is quadratic. This approach was not possible before, since the hypotheses of Theorem 2.2 (and not of Theorem 2.2) were used as the sufficient convergence conditions for both methods (1.7) and (1.8). The same can be used here for methods (1.2) and (1.5) (or (1.3) and (1.6)), although here we go from linear convergence to faster linear. The convergence cannot be quadratic because of the appearance of the extra term G(x n )(n ≥ 0).
In order for us to be more precise, note that in view of (2.4) and (2.5), h (r) < 0, i.e., v(r) + w(r) < 1 for all r ∈ [0, r ]. Therefore, there exists l ∈ (0, 1) such that v(r) + w(r) ≤ l < 1.
In view of (2.8), (2.11) and (2.12), we obtain
and the linear convergence of sequence {x n }, and {t n }.
If both conditions h(r) ≤ 0, and h 1 (r) ≤ 0 hold, then (under less computational cost, since verifying (2.1) is less expensive than verifying (2.18)) our estimates on the distances x n+1 − x n , x n − x (n ≥ 0) are finer, and the information on the location of the solution x is at least as precise as in [2, 3, 5, [19] [20] [21] . These advantages favor our results over all others in the literature using majorizing sequence {t n }, (2.18) , and h 1 (r) ≤ 0 r ∈ [0, R] instead of {t n }, (2.1), and h(r) ≤ 0, respectively.
Finally, note that conditions (2.1), (2.2) and (2.18) hold for a large variety of nonlinear operators, and there is an extensive literature testifying to that see [1, 3, 5, [19] [20] [21] , and the references therein.
We can show the following semilocal convergence theorem for the modified Newton method (1.3): 
while, G satisfies the condition 2 , respectively, and
and has a unique zero r ∈ (0, R]. Then, sequence {x n }(n ≥ 0) generated by the modified method (1.3) remains in U(x 0 , r ) for all n ≥ 0, and converges to a unique solution x of equation
37)
Then by repeating the proof of Theorem 2.2, and using the approximation 
where b is a non-decreasing function on [0, R], and function h 2 is replaced by
the conclusions of Theorem 2.5 hold with the above changes.
Special cases and applications
Let us provide an application for Theorem 2.2: Set v(r) = vr and w(r) = w for some v ≥ 0, w ≥ 0 and all r ∈ [0, R].
Then the conditions of Theorem 2.2 are satisfied provided that:
w < 1, (3.1)
whereas the conditions of Theorem 2.2 are satisfied provided that:
and We can provide an example where (3.2) holds but (3.4) is violated, and (3.6) holds as a strict inequality.
) and define functions F , G on U(1, 1) by
where α is a given real number. Note that function G is not differentiable at x 0 = 1. Using (2.1)-(2.3) and (2.18) we obtain:
, and u = 4 > v.
Estimate (3.4) is violated, since 8 3 (1 − q) > (1 − = 0.69625, we can list the comparison results of iterative sequences {t n } and {t n } in Table 1 . From Table 1 , we see that the sequence {t n } has a faster convergence than the sequence {t n }.
Our motivation for introducing condition (2.1) instead of (2.18) can also be seen in the following examples for G = 0. 
Instead of (3.7) we can try to solve the equation F (u) = 0, where
The norm we consider is the max-norm. The derivative F is defined by
First of all, we notice that x(s) (3.10) would hold for all x ∈ D and for a constant L 2 . But this is not true. Consider, for example, the function
If these are substituted into (3.10), we obtain
This inequality is not true when j → ∞. 
