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Abstract
We introduce the concept of Many Systems Concurrency Control
(MSCC). We describe how MSCC can provide a scalable solution
for shared state access in multiprocessor architectures. When con-
tention for shared state increases we can afford additional resources
to maintain overall performance. To achieve scalability we intro-
duce the concept of no-wait synchronization. No-wait synchroniza-
tion describes a parallel system within which a logical representa-
tion of a process exists that can always carry out its shared access
requests in the same number of steps as an equivalent sequential
implementation. We show that MSCC makes no-wait synchroniza-
tion possible and can be implemented using finite resources.
Categories and Subject Descriptors D.3.3 [Programming Lan-
guages]: Language Constructs, abstract data types, concurrent pro-
gramming structures; D.1.3 [Programming Techniques]: Concur-
rent Programming; D.4.1 [Operating Systems]: Process Manage-
ment concurrency, mutual exclusion, synchronization
General Terms Algorithms, Languages, Theory, Verification
Keywords No-wait synchronization, Many Systems Concurrency
Control
1. Introduction
Physical constraints have resulted in frequency scaling being re-
placed by multi-processor architectures as the preferred future of
hardware performance gains. If processor numbers increase then
more parallel computations are required to maintain performance
gains. Some problems may be trivially reflected in parallel solu-
tions, yet many problems are not so easily solved in a parallel man-
ner. For this reason, exploiting such architectures for increased per-
formance and ensuring such solutions are free from error presents
a substantial research challenge. Concurrency control regulates ac-
cess to shared state and therefore plays an important role in parallel
computation. However, such regulation is achievable at a cost:
1. Limiting overall progress – paths of execution are either
blocked (hopefully temporarily) and/or their execution steps
increased to afford coordination;
2. Lack of scalability – Increasing contention of shared state re-
duces overall progress as described in (1);
3. Increased likelihood of error – Programs may exhibit different
interleaving of concurrent execution steps from one run to an-
other, some of which may lead to unforeseen errors.
The items listed above are taken as an unavoidable outcome of con-
currency control. Research efforts are made to improve (1) and (2)
by considering different coordination techniques. Easing the pro-
gramming interface coupled with testing and formalism are used to
tackle (3). Interestingly, increasing parallelism promotes the diffi-
culties found in the three items listed as a lack of scalability hinders
overall progress and gives rise to more unforeseen execution inter-
leaving that must be verified/tested.
In this paper we explore a concurrency control technique in
which increasing parallel execution:
1. Does not increase blocking or waiting;
2. Improves overall performance;
3. Increases likelihood of success.
To achieve these three goals we considered how concurrency con-
trol could be solved if there existed unlimited resources (e.g., pro-
cess cores and memory). We then consider how such a model could
be confined to limited resources. Finally we show how varying re-
source availability can deterministically control the scalability of
execution. By taking a distinctly radical approach we derive a solu-
tion where the problem of concurrency control is shifted to that of
controlling resources. We call our approach Many Systems Concur-
rency Control (MSCC). The name ”Many Systems” derives from
the Many Worlds Interpretation of Quantum Mechanics by Hugh
Everett[3]. While ostensibly unrelated to Concurrency Control or
Computing in general, Everett’s theory of Many Worlds has influ-
enced our work. Parallel speculation over multiple future states, via
future executions forms the underpinning of the approach. Because
of the radical departure from current work in concurrency control
we dedicate a substantial part of the paper to justification (section
2).
2. Related Work
The dining philosophers problem has been studied extensively in
the literature (e.g., [1], [16], [14]) and is commonly used as a way
of explaining concurrency control techniques. Therefore, we use
the dining philosophers example here to aid in describing related
work and identifying how our own approach relates to such work.
The description of related work using the dining philosophers ex-
ample may appear basic to the informed reader. However, it is
these “basics” that we are re-visiting and changing substantially
in MSCC. Therefore, to clearly understand our approach requires a
non-complicated review of basic principles and how we reinterpret
them.
2.1 Example
In the dining philosophers example there are forks interspersed
equally amongst a number of seated philosophers. The number of
philosophers is equal to the number of forks. A philosopher is re-
quired to hold two forks in order to eat. Sometimes a philosopher
may think for a while before attempting to eat. As there are not
enough forks for all philosophers to eat simultaneously, a philoso-
pher must occasionally wait for a fork to become available. This
may lead to deadlock if all philosophers hold the fork to their left
(or right) hand at the same time. In addition, the scenario may
lead to “starvation” if some philosophers continuously utilize forks
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while other philosophers persistently miss out on acquiring forks.
Finally there is a chance of livelock if all the philosophers contin-
uously repeated the action of picking up the left, or right, fork at
equal time intervals.
A concurrency control technique is required to ensure that
events observable to philosophers (picking up and putting down
forks) achieve a partial ordering that allows all philosophers to eat
and none to starve. In essence, reads and writes that represent ac-
cess to shared state must be ordered appropriately. In the dining
philosophers example a read may assess the availability of a fork
and a write changes a fork’s availability. If P is used to denote a din-
ing philosopher then the ordering of their reads and writes to reflect
an ability to eat would be: Preadfork1 (available), Pwritefork1 (pick
up), Preadfork2 (available), Pwritefork2 (pick up), Pwritefork1 (put
down), Pwritefork2 (put down). The priority of concurrency control
is to interleave such orderings so deadlock is avoided, livelock is
avoided and nobody starves.
2.2 Synchronization
There are operational primitives in most modern hardware that
trivialize the support of thread synchronization. Such primitives
provide uninterrupted memory access/update. Compare-and-swap
(CAS) and load-linked/store-conditional (LL/SC) are two such
mechanisms and may be used to construct controlled access to
concurrent objects. Concurrent objects represent stateful program-
ming constructs that multiple threads may attempt to access simul-
taneously. The correctness criteria associated with the concurrent
history of an object may be reasoned about.
Linearizability is a correctness criterion that states, “if one
method call precedes another, then the earlier call must have taken
effect before the later call” [10]. This property provides the de-
terminism needed to afford reasoned judgement on a program’s
overall correctness. For example, if thread T1 places item x on a
LIFO stack and then requests an item then one of two outcomes
is possible: T1 receives x, or T1 receives something else (including
null). “Something else” may occur if other threads had interacted
with the stack in-between T1’s calls. Linearizability ensures that
all threads involved in the creation of a concurrent history have
mutually consistent behaviour: the individual sequential histories
of each thread are achievable given the overall linearizability of a
concurrent object. Furthermore, linearizability is compositional in
that if concurrent objects are linearizable then linearizability holds
cumulatively across all such objects.
Using linearizability and operational primitives the creation of
concurrent objects regulating access via critical sections is possible.
This can provide a lock-based approach to the creation of the
read/write schedule for dining philosophers.
As both forks are needed to eat in the dining philosophers
problem a programmer may use mutual exclusion to ensure that
a philosopher locks both forks. This can be trivially achieved by
allowing a single lock to represent all forks present. The table itself
is the concurrent object. Irrelevant of the number of philosophers
there will be no deadlock or livelock as all the forks are either
available or not available. In addition, we can enforce ordering
to ensure philosophers take it in turn to eat and avoid starvation.
However, assuming we want a concurrent solution we must allow
philosophers to dine simultaneously when the opportunity arises.
The greatest potential for concurrency is to have locks on a
per-fork basis. This allows each fork to become a concurrent ob-
ject to be used by the programmer in their solution. However, the
programming skills required in deriving solutions that afford re-
source allocation to avoid deadlock, livelock and starvation are not
trivial. Although linearizability may hold across the table of forks,
linearizability alone does not prevent deadlock, livelock or starva-
tion. Linearizability simply provisions deterministic behaviour of
the concurrent objects themselves.
An alternative to locking and mutual exclusion would be to at-
tempt a solution in a wait-free manner. A concurrent object is con-
sidered wait-free if all its calling methods finish in a finite number
of steps [9]. The more important quality is that of bounded wait-
free, where the finite number of steps is bounded (and hopefully
known). Wait-free solutions have the benefit of being free from
deadlock.
To enable the implementation of a wait-free object the problem
of consensus must first be solved. Consensus, generally speaking,
is agreement amongst participants on an item suggested by one or
more of the participants. If consensus can be implemented in a wait-
free manner for n participants (n is the consensus number) then it
follows that wait-free concurrent objects may be constructed for
n participants [8]. This is an intuitive statement: if an algorithm
can advance its state based on periodic consensus of deterministic
threads in a determined number of steps then the overall algorithm
exhibits determinism. Herlihy’s “wait-free hierarchy” indicates that
operational primitives (CAS being one of them) may solve consen-
sus for an infinite number of threads. A programmer can construct
wait-free solutions for any concurrent object on most modern hard-
ware infrastructures.
Wait-free solutions are not the standard approach in many
instances because their lock-based counterparts usually exhibit
greater efficiency in terms of execution steps and memory usage
(which rise as thread numbers rise). The conclusions of [4] suc-
cinctly put this argument across: even though CAS and LL/SC may
be appropriate for solving wait-free consensus, they are weak in
terms of efficiency for most multi-valued objects. As such, non-
blocking solutions are rarely attempted in practice.
Irrelevant of the approach taken (e.g., locking, wait-free) and
the skill of the programmer, there is one insurmountable difficulty
when basing a solution completely on critical sections: Concurrent
objects are not composable in the context of programming logic.
Although linearizability is compositional, this does not result in
achieving the programmer’s intent. For example, if two linearizable
bank account objects afforded the methods withdraw and deposit,
one may want to ensure that a thread must withdraw money from
one account and deposit the money in the other account without
interference. If other threads could interfere then they could see
both accounts with money missing and make incorrect assumptions
of the cumulative value of the accounts.
2.3 Optimism
To allow context aware composability, concurrency control may be
implemented in a manner similar to that used in databases. In a
database, transactions ensure ACID properties are maintained in
the presence of conflicted read/writes. In software this approach is
embodied within transactional memory. A programmer identifies
a number of execution steps that must be achieved atomically.
As these steps may span a number of concurrent objects we can
implement the earlier bank account example with no difficulty.
Serializability is the correctness criteria most often cited for
databases. However, the stronger correctness criteria linearizability
is commonly used within transactional memory (there are others,
e.g., [20]). In principle, a read/write schedule on shared state is
constructed not explicitly by the programmer via synchronization
primitives, but by the transactional sub-system.
The optimistic approach is popular in transactional memory as
it allows shared state to be enacted upon simultaneously [15]. The
optimistic approach advocates that threads may proceed with local
copies of shared state. However, they may not be capable of com-
mitting changes to the actual shared state due to the actions of other
transactions. Transactions unable to commit will be aborted. Those
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transactions that are committed maintain a linearizable read/write
schedule. Aborted transactions may retry at a later date (but may be
aborted again). In the dining philosophers problem the complete act
of dining (pick up both forks, eat, put down both forks) can be en-
capsulated within a single transaction and attempted in succession
by a philosopher.
Linearizability would ensure that the schedule of reads and
writes would be adhered to. Deadlock would be avoided as those
diners who have eaten but could not commit this act to the sched-
ule would be rolled back and attempt to eat again (they didn’t really
eat). If a more pessimistic transactional approach was employed a
philosopher could be rolled back earlier in their transaction [24]
(identifying possible conflicts in the schedule earlier in the dining
process). Transactions would allow concurrency as diners not shar-
ing forks could proceed in parallel and there is no need for the
programmer to be concerned with deadlock or livelock.
Using transactions alone would not prevent starvation because
there is no guarantee that philosophers would be able to dine
(their transactions may be rolled back more frequently than oth-
ers). Therefore, many solutions that utilize software transactional
memory in their approaches do propose a number of techniques
to alleviate this issue of contention management (e.g., passive [2],
polite [11], karma [21], greedy [6]).
A transactional approach has many benefits over a solution
based only on mutual exclusion. They are composable [7] in that
the correctness criteria together with appropriate contention man-
agement scheme are sufficiently general to be almost universally
applicable. This allows the programmer to construct complex paral-
lel solution without programming problem-centric solutions based
on mutual exclusion. However, they do have drawbacks.
The major drawback of transactional approaches is the construc-
tion of the read/write schedule in a delayed manner. Transactions
that rollback hinder forward progress of their threads (philosopher
would eat, but then be told they hadn’t eaten really). In the context
of a program execution, it may be that some threads could have
committed even if linearizability was invalidated by such a trans-
action (particularly the case for longer transactions [20]). In addi-
tion, the schedule creation process itself may not be a scalable act
if transaction numbers rise on a contended data item (also a prob-
lem with blocking and wait-free approaches). Finally, programmer
determined synchronization of threads is available only at the gran-
ularity of a transaction, promoting the use of long-lived transac-
tions (which have a higher chance of rollback). For example, if a
programmer requires two functions to be applied in sequence and
without interference to one million instances of a concurrent object
then this must be combined within one transaction.
2.4 Speculation
Synchronization allows programmers to create bespoke algorithms
that create a linearizable schedule across concurrent objects via
a blocking or a wait-free approach. More recently, transactional
memory has significantly advanced this area of research. Threads
proceed in the hope of creating a correct schedule. If the proposed
schedule is not correct then one or more executions would have to
be undone, returning one or more threads to a checkpoint of earlier
state (preventing cascading rollback [19] using programmer dis-
cretion). Transactions achieve their flexibility by allowing check-
points and thread-private state replication. In essence, threads op-
erate in their own isolated world until such a time when this world
ceases/commits or starts again (they make their changes visible or
they try again). However, fundamental problems remain:
1. Rollback hinders progression of threads;
2. The most appropriate partial ordering of a schedule, in terms of
parallelism, can only be achieved via chance;
3. Starvation avoidance must be considered as an additional con-
struct;
4. Increased contention results in diminished performance (also in
synchronization).
Problem (4) is a fundamental challenge and highlights the lack
of scalability found in all concurrency control approaches. There-
fore, extending the notions in transactional memory while resolving
(4) is the attempt of our work. By resolving (4) we also resolve (1)
(2) and (3). If we rephrase the concurrency control problem as an
explorative state problem we can start to make significant progress
with these problems. We suggest a much more flexible solution to
the concurrency control problem that can be achieved by following
these 2 basic rules:
1. Explore different thread interleaving to create a correct partial
ordering for a schedule;
2. Use non-blocking parallel techniques to enable 1.
The term “correct” in rule 1 embodies any definable criteria. For
example, this could be linearizability or linearizability augmented
with starvation avoidance. This could even be embodied within
programming logic.
In transactional memory these two rules are attempted in a lim-
ited manner: thread-private replicated state allows schedule sug-
gestion and rollback allows reconsideration and an alternate sug-
gestion. However, with a few changes (which appear intuitive) we
attain a fundamentally different approach, one we call Many Sys-
tems Concurrency Control:
1. Historical states persist and can be used to explore different
future states;
2. Threads are duplicated to explore future states while maintain-
ing causality.
Using the dining philosophers example we present a sketch of
the “Many Systems” approach.
Assume two dining philosophers are sitting at a table, say P1,
and P2. Their instructions are simple: pick up fork to the left, pick
up fork to the right, eat, put down fork to the left, put down fork
to the right, think, repeat. Because the concept behind MSCC is
intuitive does not mean it is easy to grasp. Therefore, we describe
MSCC from the perspective of one of the philosopher’s points of
view. This does not give a full description or a full understanding,
but does allow the idea to be grasped in the first instance.
P1 picks up fork 1 (f1) and then picks up fork 2 (f2). P2 then
attempts to pick up f2. At this point three additional philosophers
(P2a, P2b, P2c) are created to reflect the three different realities that
could have happened without infringing causality: (1) P2a gains
f2 because in this reality P2 picked up f2 before P1 picked up f1;
(2) P2b gains f2 because in this reality P2 picked f2 up after P1
picked up f1 but before P1 picked up f2; (3) P2c does not gain f2
because in this reality P2 tried to pick up f2 after P1 picked up f1
and f2; P2c dies as the fork was not available and they could make
no progress bringing an end to reality (3). However, P2c can pass in
the knowledge that somewhere their doppelganger lives on.
P1 now places f1 on the table. This cannot happen before P1
had picked up f1 and f2. P1 can’t place f1 down in the future of P2a
(1) because P1 has yet to pick up f1. P1 can’t place f1 down in the
future of P2b (2) because P1 has yet to pick up f2. P1 can’t put f1
down in the future of P2c (3) because it ceased to exist. Therefore,
a new future is created: (4) P1a places f1 on table.
The creation of reality (4) allows P2 to revisit their attempt to
pick up f2. However, this would not be possible resulting in a failed
reality (5) until the creation of reality (6) when P1 places f2 on the
table. We know that the reality represented in (6) is the only one to
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proceed to fruition. Realities will terminate if advancement cannot
be made within them.
This is not the whole story. For example, in P2a’s reality (1) P2a
can proceed to pick up f1. In an abstract sense, two deadlock free
progressions are occurring: one in which P1 proceeds P2 and one
in which P2 proceeds P1.
At first thought one may assume that efficiency, in terms of
space, would render this a pointless avenue of research. However,
considering the example described one may start to initially specu-
late at possible benefits:
Reduced contention A concurrent object is write once read many
(as a new write creates a future state) which reduces contention;
Scalable The reduction in contention allows an increase in pro-
cessing resources (e.g., cores) to increase parallelism in the
speculative execution;
Expressive correctness criteria Programmers define correctness
criteria that may be expressed in program logic;
Composability and correctness merge As long as one partial or-
dering exists that produce results that satisfy the correctness cri-
teria it doesn’t matter how many failed results there are.
Considering the possible benefits we believe that pursuing this
line of research would be fruitful. In fact, speculative execution
is nothing new in computing. From compilers with pre-execution
properties (e.g., [18] [13]) to distributed systems supporting weak
consistency [23] and those featuring stronger consistency [5][17],
a degree of speculative execution is seen as a necessity. Therefore,
it seems logical to extend the limited, non-scalable, speculative
execution found in optimistic transactions to its logical conclusion.
2.5 Contribution of the Paper
The contribution of this paper may be summarized as:
1. Justifying MSCC as a new approach to regulating access to
shared state;
2. A model describing the theory of MSCC;
3. A practical approach to implementing MSCC on limited re-
sources.
Quite simply, if CPU cores increase to hundreds or possibly thou-
sands then wouldn’t it be more appropriate to utilize such capacity
to improve concurrency control scalability and correctness?
3. Model
We now describe our model in terms familiar with concurrency
control definitions. We first define the main elements of the model
and then describe, via the dining philosophers problem, how the
model may be applied. We enhance our descriptions with CSP
throughout to afford clarity and to relate our approach to other
works without ambiguity.
3.1 Observable Events
An observable event requires the collaboration of more than one
process.
Definition 3.1. The set of observable events of a process Px is
the set of events produced by the intersection of the alphabet Px
with the alphabet T, where T represents the union of all processes
excluding Px:
Let Ox = αPx ∩ T where T = {αPi | i ∈ P • i 6= x}
A process may only communicate with another process via the
effects of observable events.
3.2 Quantum Components
Each participating process is decomposed into a sequence of quan-
tum components Q.
Definition 3.2. A quantum component represents an initial state
s, followed by n hidden events H, culminating in an observable
event O. An observable event will lead to the next quantum in the
sequence N (which may include STOP or SKIP):
HnOiNi = Qx,s → (|i>0 Oi)→ (Qx,s+1 | STOP | SKIP)
We use a sequence of quantum components to represent execu-
tion sequences of a process. We therefore assume the superposition
principle of linear systems holds for the decomposition of such se-
quences:
fx(Q1_Q2...) = f (Qx,1)_f (Qx,2)...
This means the concatenation of execution steps in a series of
quanta belonging to process x is a valid series of execution steps in
process x. Note that iterative execution of a process would produce
new quanta per iteration, if the body of the iteration contains one
or more observable events.
3.3 Expansion
We assume the existence of a base system from which initial com-
putation occurs.
Definition 3.3. A system, say SYSTEMb, represents an initial state
of a concurrently executing multi-process system. SYSTEMb may
expand by giving rise to n child systems, representing n possible
future states of SYSTEMb.
Our model is recursive as each child system may assume the
role of a base system. We term a collection of systems and their
future system states a supersystem that we denote as Θ.
Definition 3.4. Θ is in the form of an n-ary directed tree structure
with each node representing a system and each arc representing the
transition of an observable event.
To model transitions between one system to another we define
a function trn.
Definition 3.5. A new future system is created in Θ when trn takes
the initial state of a quantum component and an observable event:
Let trn(SYSTEMb, observableQ)→ FUTUREb,Q
where FUTUREb,Q = ((SYSTEMb − Qx,s) ‖ Qs,s+1)
As there may be more than one possible future we identify an
observable list by a transition vector τ and a function exp.
Definition 3.6. Multiple futures are achieved from a single system
in Θ by applying exp iteratively over trn for each element of τ ,
producing the desired expansion:
expn(trn(SYSTEMb, τi)) → {FUTUREb,1,FUTUREb,2, ...FUTUREb,n}
From the perspective of an observer of Θ, the witnessing of an
expansion event is expressed as follows:
SYSTEMb → (expansion → (9i≤n(i : FUTUREb)))
Where the number of future states from state b is given by n =
size(τ ).
Theorem 3.1. Θ maintains causality.
Proof 3.1. As Θ is an n-ary directed tree (definition 3.4) and it may
only contain future states created from past states (definition 3.3)
we can say that a child system is caused by a parent system. As
each child system is created by no more than one execution step of
a process proceeding sequentially (definition 3.6) then causality is
guaranteed.
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3.4 Solution Space
The primary purpose of the model is to construct a parallel execu-
tion that attains a correct observable state if one exists. This is quite
straightforward to reason about.
Lemma 3.1. The existence of an observable correct state in Θ is
reachable via a path of prior states.
Proof 3.2. We may state that given a SYSTEMb that is free from
error, and there exists at least one child system of SYSTEMb also
free from error, there must be some error-free progression from
parent to child. Assuming that a system exists in Θ that is correct
with respect to an observable state then we may extrapolate that
there exists a corresponding path in Θ that is error-free that may
reach such a state.
Lemma 3.2. The existence of an observable erroneous state in Θ
is reachable via a path of prior states.
Proof 3.3. In the same manner we reasoned about correctness, we
can state that given a SYSTEMb that is not free from error then
at least one child system of SYSTEMb will not be free from error.
Assuming that a system exists in Θ that is in error with respect
to an observable state then we can extrapolate that there exists a
corresponding path in Θ that contains errors that may reach such
a state.
Correctness and failure may only be realized via observation
of Θ. A state, say SYSTEMb, may be considered erroneous or error-
free only after an observation of failure or correctness in subsequent
child systems of SYSTEMb. This is an important aspect of the model
as we discount the ability to determine if any given system is error
or error-free during its creation.
With the possibility of searching all partial orderings of execu-
tion a solution will be forthcoming.
Lemma 3.3. There exists at least one error-free progression in
Θ leading to a correct observable system for any theoretically
computable problem.
Proof 3.4. In essence, our model of can act as a non-deterministic
Turing machine. However, for P problems a programmer may iden-
tify the appropriate quantum components that can create the se-
quential algorithm to gain a solution (Θ itself will, at some point,
create a correct sequence of quantum components).
Considering the properties of the solution space generated by
our model we may state:
Corollary 3.1. A many systems execution approach to concurrency
control provides a basis for generating solutions for all computable
problems.
3.5 Example
We now demonstrate our model via an example based on the dining
philosophers problem (described in section 2.5.2 of Hoare’s CSP
book). Our example requires the reader to understand the original
CSP example given by Hoare, simply to see how our model devi-
ates. For brevity, our example only considers two dining philoso-
phers and two forks. We begin by creating quantum components
to model the philosophers (note: we use an additional index, y, to
denote the next state from which a PHILO process commences):
PHILOx,y \ {i.sitsdown, i.getsup}
PHILOi,0 = (i.picks up fork.i → PHILOi,1)
PHILOi,1 = (i.picks up fork.(i ⊕ 1) → PHILOi,2)
PHILOi,2 = (i.puts down fork.i → PHILOi,3)
PHILOi,3 = (i.puts down fork.(i ⊕ 1) → SKIP)
We also need quantum components to model the forks:
FORK UNUSEDi,j = (i.picks up fork.i → FORK USEDi,j+1
| (i 	 1).picks up fork.i → FORK USEDi,j+1)
FORK USEDi,j = (i.puts down fork.i → FORK UNUSEDi,j+1)
| (i 	 1).puts down fork.i → FORK UNUSEDi,j+1)
Now we have identified our quantum components we need to
describe how they are arranged with respect to execution state.
We use the same notation as Hoare and identify a COLLEGE of
philosophers for this purpose. A COLLEGE is equivalent to our
notion of a SYSTEM (a collection of concurrently executing pro-
cesses and their current state). A COLLEGE containing two dining
philosophers described with respect to the quantum components is
as follows:
CP1 = (PHILO0,0 ‖ FORK UNUSED0,0)
= (0.picks up fork.0 → (PHILO0,1 ‖ FORK USED0,1))
CP2 = (PHILO1,0 ‖ FORK UNUSED1,0)
= (1.picks up fork.1 → (PHILO1,1 ‖ FORK USED1,1))
COLLEGE0 = (CP1 ‖ CP2)
A COLLEGE with subscript x (COLLEGEx) aids in distinguish-
ing between different states. Applying observable events in the
transition vector of COLLEGE0 may generate subsequent states.
Two observable events are possible from the state of COLLEGE0:
τ0 = {0.picks up fork.0, 1.picks up fork.1}
We can now produce two potential successor states from the
initial state:
COLLEGE1 = (PHILO0,1 ‖ FORK USED0,1
‖ PHILO1,0 ‖ FORK UNUSED1,0)1
COLLEGE2 = (PHILO0,0 ‖ FORK UNUSED0,0
‖ PHILO1,1 ‖ FORK USED1,1)2
COLLEGE1 represents the application of the first event in τ0 ap-
plied to COLLEGE0 while COLLEGE2 represents the application
of the second event in τ0.
trn1(COLLEGE0, 0.picks up fork.0) → COLLEGE1
trn2(COLLEGE0, 1.picks up fork.1) → COLLEGE2
COLLEGE0 → (expansion → ((COLLEGE1 9 COLLEGE2)))
Recursively applying expansion to COLLEGE1 produces the
following:
τ1 = {0.picks up fork.1, 1.picks up fork.1}
COLLEGE1 → (expansion → (COLLEGE3 9 COLLEGE4)) where :
COLLEGE3 = (PHILO0,2 ‖ FORK USED0,1
‖ PHILO1,0 ‖ FORK USED1,1)
COLLEGE4 = (PHILO0,1 ‖ FORK USED0,1
‖ PHILO1,1 ‖ FORK USED1,1)
COLLEGE4 is in a state of deadlock. However, given the exis-
tence of COLLEGE2 and COLLEGE3 progress may still be made:
COLLEGE4 = (PHILO0,1 ‖ FORK USED0,1
‖ PHILO1,1 ‖ FORK USED1,1)
= (STOP ‖ STOP) = STOP
Θ = (STOP 9 COLLEGE2 9 COLLEGE3) 6= STOP
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Θ consists of an interleaving of COLLEGE2 and COLLEGE3
in addition to the STOP process. The exploration of states beyond
COLLEGE2 and COLLEGE3 may be achieved given their isolation
from the STOP process.
A number of systems can be generated in this example (1 +
2(8) + 2), representing: the base system (1); two sequential or-
derings (2(8)); two pre-deadlocked systems (2). As each philoso-
pher is composed from 4 quantum components then we may state
that 2(4) equates to one sequential execution of two philosopher
processes. The worst case rate of expansion may be expressed as
(
∑n
i=1 qi)!/(q1!q2!.....qn!), where (
∑n
i=1 qi) corresponds to the
sum of quantum components of all processes and each qi corre-
sponds to the number of quantum components produced from the
i-th process (expressed by the multinomial coefficient equation). A
non-terminating recursive definition of this example increases to an
infinite number of states.
4. Resource Management
An implementation of our model within finite resources requires
choices to be made regarding what states progress and which do
not. Therefore, we must consider the limits to expansion within
Θ. This is achieved via specifying the number of child systems a
parent system may create. Specifying a limit of L child systems will
define an expansion with a maximum of (
∑L
i=1 qi)!/(q1!q2!...qL!)
where 1 ≤ L ≤ n. At the end of this section we present properties
inherent in an implementation based on our model. This is where
the main justification for the model is represented.
4.1 Waiting
In our model many systems exist in parallel at every observable
state of execution. Therefore, there is no notion of quantum com-
ponents in distinct systems “waiting” for each other. The definition
of wait-free synchronization is not sufficient for describing wait-
ing properties in our approach so we define the notion of no-wait
synchronization:
Definition 4.1. No-wait synchronization describes a parallel sys-
tem within which a logical representation of a process can always
carry out its shared access requests in the same number of steps as
an equivalent sequential implementation.
Considering our definition of no-wait we can state the follow-
ing:
Lemma 4.1. No-wait synchronization guarantees a process can
always determine their next action in one execution step.
Proof 4.1. Consider a system, labelled SYSTEMcurr , contain-
ing a quantum component Qw. Suppose Qw periodically queries
SYSTEMcurr for the occurrence of an observable event e. Let us
label those queries q{1, 2...n} to denote n queries. If q1 does not
detect e in SYSTEMcurr , then it follows that qi in q{2...n} will not
detect e in SYSTEMcurr . The occurrence of e would create a fu-
ture system, say FUTUREe, wherein e would be observed. We rule
out queries q{1, 2...n} causing e, given that querying is not an
observable event.
Note that FUTUREe (where e may be observed) must contain
Qw at a state before q1 was executed given that querying is not
observable and only observable events are carried forward into
future systems. When Qw executes q1 in FUTUREe it will detect
e and so q{2...n} are superfluous. Hence no quantum component,
and hence no process, need query more than once the occurrence
of an observable event.
No-wait has implications for how deadlock is handled:
Lemma 4.2. Deadlock is eradicated within no-wait synchroniza-
tion as deadlock represents an inability to progress to a future sys-
tem that in turn terminates the attempting process.
Proof 4.2. The dining philosophers example encounters deadlock
if any PHILOw waits indefinitely for a FORKx to transit to the
state where it can be used. In our model, we know that there must
be some system where PHILOw has found FORKx ready and can
acquire it. Therefore, there exists a system in Θ where PHILOw was
not required to wait. Fundamentally, state is either permanently
accommodating of an observable event (e.g., PHILOw may gain
FORKx) or permanently unable to accommodate an observable
event (e.g., PHILOw cannot gain FORKx).
Considering Lemma 4.1 and 4.2 together we may deduce:
Corollary 4.1. Many Systems Concurrency Control provides no-
wait semantics and is deadlock free.
With this knowledge we can alter our definition of PHILO
accordingly:
PHILOi,0 = (i.can acquire fork.i → i.picks up fork.i → PHILOi,1
| i.cannot acquire fork.i → fail → STOP)
PHILOi,1 = (i.can acquire fork.(i ⊕ 1)
→ i.picks up fork.(i ⊕ 1)→ PHILOi,2)
| i.cannot acquire fork.(i ⊕ 1) → fail → STOP)
If a PHILO determines that a fork may not be acquired then
it doesn’t wait as it realizes that this observable event will never
occur in this system and transits to STOP. This is an important
observation of the model and can be used to limit the expansion
of Θ.
4.2 Scheduling
A scheduling environment is required to allow expansion to be
managed. The scheduler itself obeys the rules of our model and
is concerned primarily with resource management.
Definition 4.2. A system within Θ, say system x, has its own sched-
uler responsible for expansion of x into future states. Once created,
the schedulers of the child systems of x operate independently of x.
A scheduler is a system.
Two observable events exist only within the context of a sched-
uled system. The observable event fail informs the scheduler of
state that is transiting to STOP whereas the observable event
success informs the scheduler of state that is transiting to SKIP.
Adding these events to the dining philosophers example gives:
PHILOi,0 \ {i.can acquirefork.i, i.cannot acquire fork.i}
PHILOi,0 = (i.picks up fork.i → PHILOi,1
| fail → STOP)
PHILOi,1 = (i.picks up fork.(i ⊕ 1)→ PHILOi,2
| fail → STOP)
PHILOi,4 = (success → SKIP)
Definition 4.3. A scheduling environment is a SYSTEM where
SUBPROCS (sub-processes) and RESRC (resources) are governed
by a SCHED (scheduler) processes:
SYSTEMsp = ((sp : SUBPROCS 9 (9i≤limit(i : RESRC)))
 (τ := ∅, κ := ∅, λ := {1, ..., limit} ; SCHED))
RESRC = (parent?(state) → SYSTEMstate)
RESRC will become the child systems of SYSTEMsp and may
be considered the resource that is consumed when child systems
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are created. A scheduler starts with an empty transition vector (τ ),
a child set (κ) and a stack (λ) that contains the integers 1 to limit:
SCHED = ((i ≤ size(sp)) ∗ ((c := i ; RUNτ ) ; i := i + 1));
µ X • (parent!(state data) →
(state?(live) → EXPANDτ,κ,λ ; MONITORτ,κ,λ ; X)
| state?(die) → terminate child systems → RESRC))
The scheduler runs each sequence of quantum components in
turn. The number of quantum components is denoted by size(sp),
where sp is a label marking each quantum component. Execution
of quantum components are modelled by the RUN process:
RUNT = (spc.event → enq(τ, event) → SKIP | spc.fail → SKIP
| spc.success → increase success → SKIP))
Each quantum component executes their hidden events until an
observable event is reached. Once reached three possible results ex-
ist: (1) A new transition is enqueued in τ ; (2) Failure; (3) Success.
With respect to the dining philosophers example, if an observable
event results in state change (e.g., picks up fork) then a new child
system is required. This is stored in the transition vector to allow
expansion. If the observable event results in “success” (a philoso-
pher picked up and put down all their forks) this is recorded and in-
creases the number of successes and a new system is not required.
If the observable event is “fail” then no new subsystem is required
(a philosopher cant attain a fork). A new system requires transition
events to be stored in the transition vector to enable the expansion
phase.
Lemma 4.3. The RUN process is wait-free.
Proof 4.3. Lemma 4.1 shows that any quantum can determine its
next execution in one step—either ‘event’, ‘fail’ or ‘success’. Given
sp in SUBPROCS are quantum components, each sp can execute its
hidden events and reach conclusion in a bounded number of steps
(hidden events do not require coordination with another process).
Furthermore, if each execution of the RUN process is bounded,
then iterations of the RUN process are also bounded if the number
of iterations are finite. In the SCHED definition the number of
iterations are finite and determined by the value of size(sp).
During the expansion phase transition events are removed from
the transition vector and the next available resource channel is
obtained from the free stack. The transition function applies the
transition event to an image of the original system state producing a
new state. States registering “success” are removed from the image.
The image is sent to the child channel index and the transition
event is added to the childset. This action iterates until the transition
vector is empty or until the childset is equal to limit:
EXPANDτ,κ,λ = (size(κ) ≤ limit ∩ size(τ) 6= 0)∗
(ev := deq(τ), free := pop(λ);
(free!(trn(SUBPROCS − successes, ev)) ; {< free, ev >} ∪ κ)
Lemma 4.4. The EXPAND process is wait-free
Proof 4.4. This is quite straightforward as the number of steps may
be determined by the transition vector and limit.
The monitoring phase assumes the responsibility for executing
the child systems that result from the expansion phase:
MONITORτ,κ,λ = (i := 1 ; (i ≤ size(κ))∗
((child := κi.c, result := child?(state data);
(enq(τ, κi.t) ; κ− κi ; push(λ, child) ; child.state!(die) → SKIP
<I threshold crossed(result)>I
child.state!(live) → SKIP));
i := i + 1)
The monitor iterates through the childset, retrieving κi.c (c
denoting the communication channel of element κi) to obtain the
state data for each existing child system. This is stored in result.
A threshold value is used to determine the fate of a child system.
The threshold value is described in Section 5 in more detail as it
is primarily used for controlling expansion rate. If the threshold
value is violated, the transition event κi.t is restored to the transition
vector, the child system channel is removed from childset and the
child channel is pushed onto the free stack to be reused. Such
child systems are changed to the state of die. When they detect this
change in state, they return to the RESRC state, ready to be reused
when necessary. If threshold has not been crossed then the child
system may continue executing and its state remains live.
Lemma 4.5. The MONITOR process is wait-free.
Proof 4.5. In a similar way we may state that the EXPAND process
is wait-free so we can state the MONITOR process is wait-free. The
number of steps of execution in the MONITOR process is bounded
by the childset size.
Definition 4.4. A scheduler in Many Systems Concurrency Con-
trol, SCHED, identifies future child systems using the RUN process
and uses EXPAND and MONITOR to create these child systems
and evaluate them.
In the dining philosophers example we substitute SUBPROC for
COLLEGE:
SYSTEMsp = ((col : COLLEGE 9 (9i≤limit(i : RESRC)))
 (τ := ∅, κ := ∅, λ := {1, ..., limit} ; SCHED))
Considering the algorithmic properties of the scheduler pro-
posed we deduce that it may expand Θ in a fair and controllable
manner. As the transition vector acts as a queue we can govern the
rate of expansion via limit. In addition, fairness is afforded by us-
ing a queue, as expansion may not be applied unequally to different
child systems.
Corollary 4.2. The scheduler is wait-free.
Proof 4.6. Given Lemma 4.3, 4.4 and 4.5 we concede that the
scheduler is wait-free. The scheduler reads state data of parent,
then expands systems when required and then monitors such sys-
tems. This is a sequential execution repeated until such a time as
the system within which a scheduler is working ceases to exist.
5. Solution
When evaluating a solution two factors are considered:
Expansion rate The rate at which Θ grows;
Progress rate The rate at which success is registered within Θ.
Definition 5.1. Expansion rate (denoted by Φ) for a base system,
say Φb, may be calculated using: (1) size of the transition vector;
(2) the size of the childset; (3) the value of Φc in all child systems
c; (4) the number of initial processes n:
Φb = size(τ)/n +
size(κ)∑
c=1
Φc/n
7 2011/11/7
IfΦx = 0 then there is no expansion in state from system b. This
indicates to the base system that no expansion is possible from this
system in Θ. If Φx = 1 then all resources are being used. It follows
that:
{Φ ∈ R • 0 ≤ Φ ≤ 1}
Definition 5.2. Progress rate (denoted by Ψ) is a count maintained
by each system indicating the number of quantum components that
have registered a success, say sb for SYSTEMb.
When a child system, say SYSTEMc, is created, it copies this
value from its parent (sc = sb). This provides a maximum value for
sb:
max =
{
Maxsize(κ)c=1 sc if size(κ) > 0
sb otherwise
Determining Ψ for SYSTEMb is achieved by dividing max by
the count of initial processes n. In a similar manner as expansion
rate, it follows that:
{Ψ ∈ R • 0 ≤ Ψ ≤ 1}
Ψ and Φ provides a scheduler with a general-purpose way to
govern expansion and realize system correctness.
Theorem 5.1. Ψ and Φ allows a scheduler to manage the efficiency
of Θ in terms of expansion versus attaining a solution.
Proof 5.1. As Ψ tends towards 1 then system transitions are ap-
proaching a solution and as Φ tends towards 1 then resource con-
sumption is increasing. This allows the provisioning of the state
vector used in the MONITOR process for the result argument. For
a system, say x, the state vector (Φx,Ψx) can detect failure by eval-
uation of the expression:
(Φx = 0 ∩Ψx 6= 1)
An evaluation of TRUE identifies no progress in the descendants
of x and no solution has been found. System x can determine if a
solution exists at some descendent (or itself) if Φx = 1.
We may now set the event threshold crossed(result), in the
MONITOR process, to the evaluation of the expression: (Φx =
0 ∩ Ψx 6= 1). The state vector (Φx,Ψx) becomes the result argu-
ment. The state data sent to a parent comprises of a system’s state
vector and the success variable. Now parent!(state data) becomes
parent!((Φx,Ψx) , sx) in the SCHED process definition.
6. Properties
We now consider the appropriateness of Many Systems Concur-
rency Control via its properties.
6.1 Containment
Containment describes the ability to restrain computation complex-
ity deterministically during execution. This is a property that tradi-
tionally is present in all correct programs and is lost only in erro-
neous programs (e.g., memory leaks). However, in Many Systems
Concurrency Control the size of the execution environment (ex-
pansion) is unknown beforehand and can only be predicted for the
worst case. Therefore the expansion must be contained determin-
istically. A scheduler has an ability to regulate expansion (Theo-
rem 5.1). As long as resources are known, a scheduler can use his-
torical data from its parent system to deterministically regulate the
creation of child systems. Conversely, systems that cease to exist
release resources that may be used by parent systems. Ultimately,
at each stage of expansion the number of child systems are limited
by the use of limit, giving a maximum number of systems in Θ as:
n∑
i=0
limitn
Where n is equal to the depth of Θ.
6.2 Isolation
Isolation describes an interaction with shared state that is equivalent
to an interaction without interference. This is the most important
property concurrency control seeks to satisfy. Many Systems Con-
currency Control has this property because Θ is a directed acyclic
tree indicating that it is impossible for systems on different paths
of Θ to interact (Definition 3.4).
6.3 Liveness
Liveness is a property that fundamentally describes the usefulness
of a concurrent system. More specifically, liveness in a system x in-
dicates that one or more processes in x will eventually progress x as
requested by a programmer. The no-wait and deadlock free prop-
erties of MSCC (Corollary 4.1) always guarantee theoretical live-
ness in that all processors will eventually execute all their steps in a
causality preserving manner (Theorem 3.1). In addition, an ability
to regulate expansion (Theorem 5.1) allows deterministic explo-
ration of the complete expansion for P problems but can default to
non-deterministic expansion for all other problems (Corollary 3.1).
Fundamentally, if there exists a sequence of interleaved execution
steps within the expansion it will be found (Lemma 3.3).
6.4 Wait Free
The scheduler controls the creation, deletion and monitoring of sys-
tems within Θ and has been shown to be wait-free (Corollary 4.2).
What is actually more interesting is the fact that the different exe-
cutions that represent the systems in Θ are no-wait in that deadlock
results in execution failure (Lemma 4.2). Non-deadlocked execu-
tions can always continue (Lemma 4.1). However, a logical repre-
sentation of a failed execution path will continue elsewhere in Θ
(Corollary 4.1). Deadlock is eradicated due to the nature of execu-
tion within the model rather than any deterministic programming
construct (e.g., mutex, transaction) utilized by the programmer.
6.5 Scalability
Scalability in concurrency control can be described as the ability
to maintain performance when contention rises on shared state.
There is no real notion of varying scalability in terms of improv-
ing performance by increasing resources in existing concurrency
control techniques. However, the write once read many seman-
tics of MSCC do provide this mechanism. The ability to vary the
limit value allows the time to reach a solution to be varied (Def-
inition 4.3). This can be done with deterministic consideration of
gaining a solution (Theorem 5.1).
Probably more importantly is the ability to gain scalability even
for the most naive programming solutions that result in aΘ sparsely
populated by correct systems. This is because an increase in re-
sources allows an increase in the exploration of Θ in parallel that,
probabilistically, will reduce the time to find a correct system.
6.6 Composable Correctness Criteria
Linearizability is the starting point for defining correctness criteria
used in many transactional memory approaches and changing this
on a per-thread basis during run-time is impractical in existing so-
lutions. In fact, this makes little sense as determinism is removed
from the computation. However, by regarding the solution space as
disjoint isolated executions that maintain causality (Theorem 3.1)
that may explore various futures (Definition 3.4) correctness be-
comes an observable outcome of an execution as opposed to gov-
erning execution (Corollary 3.1). This has the interesting property
that a programmer may define many different correctness criteria
for the same program execution and only run such a program once
to satisfy them.
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7. Conclusions and Future Work
This paper presents MSCC, a model of concurrency control that al-
lows speculative execution of thread interleaving. Such execution is
achieved in parallel and may be scaled to match available process-
ing resources. We considered the properties of transactions that are
derived from thread-private memory and extended this with thread
duplication and historical execution to construct a highly parallel
concurrency control model.
We introduce the term no-wait to describe the waiting seman-
tics of MSCC. No-wait is shown to be achievable via MSCC and
we show that no-wait is the only way to achieve scalability in con-
currency.
There are limitations to MSCC. The most significant of these is
state expansion as a result of maintaining historical data for the pur-
poses of exploring future states. This is similar to the state explo-
sion problem tackled in formal modelling [22] but is also present in
reachability analysis for software testing [12]. Researchers in these
areas seek techniques to ensure that concurrency does not result in
an ordering of execution that may lead to failure. This requires the
reachable state to be searched/tested and verified as correct. How-
ever, our model assumes programming error is unavoidable and
failed states exist but a correct path of execution will be present.
One may assume that a programmer may construct a solution that
favours correct behaviour and so such a path would be found sooner
rather than later. In our model verification becomes a process of
seeking out correctness rather than attempting to remove all errors.
MSCC is a radical departure from the way one thinks about con-
current execution in general. One of the main differences, and one
which is not easy to consider in the general context of traditional
programming, is the ability of a concurrent object to exist simulta-
neously in different versions and in different histories. In essence,
MSCC provides management of thread execution over these ob-
jects. The programmers job is to determine where logical execu-
tions start and where correctness criteria instigate the next logical
step of an overall execution.
In the future we will create implementations of MSCC over
multi-core architectures for general purpose computing. In addi-
tion, we will extend the basic model proposed here with optimiza-
tion techniques. We expect the research potential of MSCC to be
significant due the fact that execution environments will become in-
creasingly parallel. A concurrency control model is required that is
simple to use and improves overall performance when parallelism
and resources increase.
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