We address the collective matrix completion problem of jointly recovering a collection of matrices with shared structure from partial (and potentially noisy) observations. A collection of matrices form an entity-relationship component, where each matrix is a relation between a pair of entities. We impose a joint low rank structure, wherein each component matrix is low rank and the latent space of the low rank factors corresponding to each entity is shared across the entire collection. In this paper, we first develop a rigorous algebra for the collective-matrix structure, and propose a convex estimate for solving the collective matrix completion problem. We then provide the first theoretical guarantees for consistency of collective matrix completion. We show that for a subset of entity-relationship structures defining a collective matrix (See Assumption 3), with high probability, the proposed estimator exactly recovers the true matrices whenever certain sample complexity requirements (dictated by Theorem 1) are met. We finally corroborate our results through simulated experiments.
Introduction
In a matrix completion setting, "affinity" relation between a pair of entity types (e.g. users, movies, documents, explicit features, etc.) is represented through a matrix X, where the rows and columns of X correspond to two types of entities (e.g. users and items). The task involves recovering the matrix from partial (and potentially noisy) measurements. Matrix completion and its variants encompass a wide range of applications such as recommendation systems, recovering gene-protein interactions, and modeling text document collections, among others [20, 14, 35] . The problem of matrix completion is statistically ill-posed for two reasons: (a) only a decaying fraction of the number of entries in a matrix are observed, and further, (b) the observations are very local (e.g. individual matrix entries). Recent works leverage the developments in structured high dimensional estimation [25, 9, 34, 3] and propose computationally tractable estimators with strong statistical guarantees for the task of matrix completion under certain low dimensional structural constraints [5, 4, 18, 19, 26, 15, 24, 12, 17, 16, 11] . Besides theoretical guarantees, there are plenty of equally significant work that propose a variety of effective and scalable algorithms for low rank matrix completion. This includes max-margin matrix factorization [32] , alternating minimization [20, 38] , and probabilistic models [23, 28] , among others.
In practical applications, we often come across data in the form of multiple matrices sharing correlated information. For example, in many e-commerce applications, data containing user preferences in multiple domains such as news, ads, etc., and explicit user/item feature information such as demographics, social network, text description, etc., are made available in the form of a collection of matrices that are coupled through the common set of users/items. In such scenarios, the shared structure among the matrices can be leveraged for better predictions. In this paper, we formulate and study the collective matrix completion problem, where there are K ≥ 2 types of entities, and the data consists of a collection of V ≥ 1 interaction matrices called views. Each view (component matrix) is an affinity relation between a pair of entity types, e.g. user-movie rating matrix, itemfeatures matrix, etc. This representation for collective matrices corresponds to entity-relationship model proposed in [10] . The task in collective matrix completion is to simultaneously complete one or more partially observed views by potentially leveraging the data from the entire collection. To this end, a joint low rank structure is commonly assumed, wherein each view is individually a low rank matrix, and the low dimensional factors for each entity type are shared across all the views involving that entity type, i.e., for all entity types k, there is a low-dimensional factor representation U k , and each view representing the interaction between entity types k 1 and k 2 is a low rank matrix given by U k 1 U k 2 . One could trivially address collective matrix completion through separate low rank matrix completion; however, estimators that leverage shared structure are more attractive as they can potentially alleviate two major problems that arise in standard matrix completion:
1. Data Sparsity: The algorithms and estimators proposed for traditional matrix completion setting, fail under extremely sparse data. In a collective matrix setting, this data sparsity issue can be mitigated by transferring information from one or more related views. For example, in a multiple recommendation system where the data consists of ratings of a set of users for a subset of items in multiple domains, say movies, books and TV shows. It is reasonable to assume that user interests are related across the domains, and leveraging this shared information can help mitigate data sparsity.
Cold Start:
The existing estimators for matrix completion cannot handle an entire missing row or column in a matrix. This problem, often referred as cold start, can be overcome in a collective matrix setting if the entity corresponding to the missing row/column in a particular view has data in other views sharing the entity. For example in recommendation systems with access to user's explicit features, recommendation for new user with no known rating can be provided by jointly factorizing the user-feature and user-item ratings matrices.
In this paper we propose a convex estimator for jointly estimating the collective matrices and provide first theoretical guarantees for a large subset of collective matrix structures. The closest related work is the paper by Bouchard et al. [2] , where the authors propose the first convex estimator for collective matrix completion. However, Bouchard et al. [2] do not provide any results on the consistency of the estimator and some of the algebra of the collective matrix structure proposed is not very rigorous * . In this paper, we first develop a highly rigorous algebra for the collective-matrix structure, and propose a convex estimate for collective matrix completion.
We then derive the sample complexity requirements for faithful collective matrix completion. To the best of our knowledge, this is the first work to provide rigorous statistical analysis for the consistency of collective matrix completion. Although our analysis is for a noise-free setting, analogous estimators for recovery under non-adversarial noise are proposed without guarantees.
To summarize the key contributions: (i) We develop a rigorous algebra for representing collective matrices and propose a convex program for the task of collective-matrix completion (Sec. 2 and 3).
(ii) We provide the first theoretical guarantees for consistent collective matrix completion. We show that for a subset of entity-relationship structures of the collective matrix, with high probability, the proposed estimator exactly recovers the true matrices whenever the sample complexity satisfies ∀k, |Ω k | ∼ O(n k RpolylogN ) (Sec. 4.1). (iii) We corroborate our results through experiments on simulated datasets (Sec. 6).
Besides the convex estimator, related work for collective matrix completion includes various nonconvex estimators and probabilistic models. A seminal paper on low rank collective matrix factorization is the work by Singh et al. [31] , in which the the views are parameterized by the shared latent factor representation. The latent factors are learnt by minimizing a regularized loss function over the estimates. A Bayesian model for collective matrix factorization was also proposed by the same authors [29, 30] . Various algorithms and models for learning collective matrices are summarized in the thesis of Singh [29] . Collective matrix factorization is also related to applications involving multi-task learning and tensor factorization [22, 21, 1, 36, 37] . However, this line of work involves complex non-convex optimizations and is difficult to provide rigorous statistical analysis for.
Collective-Matrix Structure
In this section we first introduce notation for representing the structure of collective-matrices. We then develop basic algebra for the collective-matrix structure. The collective-matrix structure proposed in this paper is built upon the framework proposed by Bouchard et al. [2] . Thus, to enhance readability, we adopt their notation wherever applicable.
Basic Notation
Matrices are denoted by uppercase letters, X, M , etc. M refers to the transpose of M . Matrix inner product is given by X, Y = (i,j) X ij Y ij . The set of symmetric matrices of dimension N is denoted as S N . Set of integers {1, 2, . . . , N } is denoted as [N ].
Norms For a matrix M ∈ R m×n of rank r, with singular values σ 1 ≥ σ 2 ≥ . . . σ r , commonly used matrix norms include the nuclear norm M * = i σ i , the spectral norm M 2 = σ 1 , and the Frobenius norm
Definition 1 (Dual Norm). Given any norm · : V → R defined on a metric space V, the dual norm, · * :
Definition 2 (Operator Norm). Let V and W be inner product spaces over R. Given a linear operator P : V → W, we define the operator norm of P as P op = sup
. V , and . W are norms induced by the inner-products in the respective spaces † † Operator norms in general are defined for any pair of norms in V and W
Collective-Matrix Representation
A collective-matrix, denoted using script letters, X , M, etc, is an entity-relationship structure representing a collection of affinity relations among a set of K types of entities. A collectivematrix X is represented as a list of
, wherein each component matrix X v , called a view, is the affinity matrix between a pair of entity types r v (along rows) and c v (along columns). In this paper we restrict ourselves to static undirected affinity relations, under which for a given pair of entity types k 1 , k 2 ∈ {1, 2, . . . K}, there is at most one affinity relation, X v , defined between k 1 and k 2 .
The entity-relationship structure defining a collective-matrix, is represented by an undirected graph G, with nodes denoting the K entity types, and an edge between nodes k 1 and k 2 implying that a view X v with either
exists in the collective matrix. We assume that the graph G forms a single connected component, if not, each connected component could be handled separately without loss of generality. An illustration of a collective matrix structure X and its entity-relationship graph G is given in Fig. 1 
(a)-(b).
Let n k for k = 1, 2, . . . , K denote the number of instances of the k th entity type, and let N = k n k . Then ∀v, X v ∈ R nr v ×nc v and collective-matrices defined by common entity-relationship graph G, belong to the following vector space:
Finally, for v ∈ {1, 2, . . . , V }, we use the notation
, to denote the set indices representing the elements in view v.
EQUIVALENT REPRESENTATIONS
For mathematical convenience, we introduce two alternate (equivalent) representations for the collectivematrix structure. We will use these representations interchangeably in the rest of the paper.
Entity Matrix Set Representation:
A collective-matrix X , can be equivalently represented as a set of K matrices X = [X k ] K k=1 , such that X k is a matrix formed by concatenating views involving the entity type k, i.e. the views with either
, where 1 E is an indicator variable for event E, then:
Block Matrix Representation:
Collective-matrices can also be represented as blocks in a symmetric matrix of size N × N , where
The block matrix representation of X is denoted as B(X ) ∈ S N , such that:
We also define a projection operator These alternate representations for collective-matrix structure are illustrated in Figure 1 (c) and (d), respectively.
Collective-Matrix Algebra
Collective-Matrix Inner Product
Standard Orthonormal Basis The standard orthonormal basis for X is given by
, where E (v,iv,jv) ∈ X has a value of 1 in the (i v , j v ) th element of view v, and 0 everywhere else. Recall that [n] = {1, 2, . . . , n}, and
Collective-Matrix Frobenius Norm Norm induced by the inner product, X F = X , X .
Joint Factorization and Collective-Matrix Rank A collective-matrix X ∈ X is said to possess an R-dimensional joint factorization structure, if there exists a set of factors {U k ∈ R n k ×R } K k=1 , such that ∀v, X v = U rv U cv . The set of collective-matrices in X that have a joint factorization structure of dimension R < ∞ is denoted byX ⊆ X. For X ∈X, the collective-matrix rank is defined as the minimum value of R such that an R-dimensional joint factorization exists for X .
Note: We overload the notation for inner product ·, · , and Frobenius norm · F for matrices and collective matrices, with operands providing disambiguation.
Atomic Decomposition of Collective-Matrices
Consider the following set of rank-1 collective-matrices. We refer the elements in this set as atoms:
where conv(), and ext() return the convex hull, and extreme points of a set, respectively. Recall that N = k n k , and P v : S N → R nr v ×nc v extracts the block corresponding to the view v in an N × N symmetric matrix. From the block matrix representation of collective matrices (Section 2.2.1), it can be noted that X = aff(A ). Further, the following proposition can be easily verified.
Proposition 1.
A collective-matrix has a joint factorization structure if and only if it belongs to the conic hull of A , i.e.X = cone(A ).
We are interested in the following functions defined on A :
1. The gauge function of A will henceforth be referred as the Collective-Matrix Atomic Norm:
By convention,
2. The support function of A :
2. However, X A is always a convex function and exhibits many norm-like properties. ∀X ∈ X, X A ≥ 0 and X A = 0 iff X = 0 (positivity); ∀a ≥ 0, aX A = a X A (positive homogeneity); and X + Y A ≤ X A + Y A (triangle inequality).
3. If X A is a norm, then X * A is its dual norm.
PRIMAL DUAL REPRESENTATION
For all X ∈X, X A < ∞, and the atomic norm defined in (2), can be equivalently defined using the following primal and dual optimization problems.
Proposition 2. ∀X ∈X, convex programs (P ) and (D) defined above are equivalent to:
Finally, we define the following set of "sign" collective-matrices:
Convex Collective-Matrix Completion
Denote the ground truth collective-matrix as M ∈X. We consider a partially observed setting in which only a subset of the entries of M are observed under a random sampling model. We denote the set of observed entries as Ω = {(v s , i s , j s ) : (i s , j s ) ∈ I(v s ), s = 1, 2, . . . , |Ω|}. For conciseness, denote the standard basis corresponding to the entries in Ω as E (s) = E (vs,is,js) , for s = 1, 2, . . . , |Ω|. We consider two observation models:
1. Noise-free Model: M is observed on Ω without any noise, ∀s, y s = M, E (s) .
Additive Noise Model:
The values of M on Ω are observed with additive random noise, i.e. ∀s, y s = M, E (s) + η s .
The task in collective-matrix completion is to recover M from {y s } |Ω| s=1 . Given Ω and X ∈ X, we define the following projection:
Assumptions
Collective-matrix completion is in general an ill-posed problem. However, recent literature on related tasks of compressed sensing [13, 6, 7] , matrix estimation [27, 5, 4, 18, 19, 24, 17, 16] , and other high dimensional estimation [25, 9, 3, 34] etc. propose tractable estimators with strong statistical guarantees for such high dimensional problems when low dimensional structural constraints are imposed on the ground truth parameters.
Assumption 1 (R-dimensional joint factorization). We assume that the ground truth collectivematrix M has a collective-matrix rank of R N , i.e.
Analogous to matrices, ∀X ∈X, we define the following:
Note that we are using the entity matrix set representation in (8) (See Sec. 2.2.1). In the rest of the paper, we denote T (M) and T ⊥ (M) simply as T and T ⊥ , respectively. Let P T and P T ⊥ be projection operators onto T (M) and T ⊥ (M), respectively.
The lemma is proved in the Appendix.
As with matrix completion, in a localized observation setting, consistent recovery is infeasible if any entry in M is overly significant. We require that every element in M has some significant informa-tion about the model subspace T . This is enforced through the following analogue of incoherence conditions for matrix completion [5, 15] .
Assumption 2 (Incoherence). We assume that ∃ (µ 0 , µ 1 ) such that the following incoherence conditions with respect to standard basis are satisfied for all E (v,i,j) :
Recall E (M) from (6), and
Note that P T (E (v,i,j) ) 2 F is upper bounded by a sum of norms of projections of m rv and m cv dimensional standard basis (in R mr v and R mc v ) onto the R dimensional latent factor space. Equation (10) ensures that no single latent dimension is overly dominant.
Further, in Section 2.3 it was noted that in generalX ⊆ X, and the set of atoms spanningX defined in (1) need not be centrally symmetric. This poses subtle challenges in analyzing the consistency of collective-matrix completion. To mitigate these difficulties, we consider a restricted set of collective-matrix structures, under which X =X.
Assumption 3 (Bipartite G).
Recall from Section 2 that the entity-relationship structure of X is represented through an undirected graph G. We assume that G is bipartite, or equivalently G does not contain any odd length cycles.
Using induction, it can be easily verified that Assumption 3 is equivalent to the condition, X =X. Under this assumption, . A and . A * are norms, and
We note that for the well-posedness of collective-matrix completion, some variation of Assumptions 1, and 2 is necessary. However, it is not clear if Assumption 3 is necessary.
Assumption 4 (Sampling Scheme). For all k, we define Ω k = {(v s , i s , j s ) ∈ Ω : r vs = k or c vs }. Let |Ω k | be the expected number of observations in Ω k .
For s = 1, 2, . . . , |Ω|, independently (a) sample k s : k s = k w.p. We observe that for a given v ∈ [V ] and (i, j) ∈ I(v), and s = 1, 2, . . . , |Ω|:
Remarks:
1. Why |Ω k |?: For consistent recovery of M, we need to learn the low dimensional factors of M, {U k ∈ R n k ×R }. For a given k, information about U k is entirely contained in M k . Intuitively for consistent recovery, we need sample complexity bounds on individual |Ω k |. Thus, we represent our sampling scheme in terms of the expected number of observations within each entity type.
2. Hoeffdings's inequality can be used to show that the cardinality of Ω k concentrates sharply around |Ω k |.
3. Note that we overload the notation for cardinality of the set. |Ω k | is the expected cardinatity of the set Ω k , while |Ω| is the number of samples observed.
Atomic Norm Minimization
Collective-matrix rank of M ∈X is given by:
where A r ∈ A . However, minimizing the rank of a collective matrix is intractable, thus we propose to use the atomic norm (2) as a convex surrogate for the rank function. In the noise-free model, we propose the following convex estimator for low rank collective-matrix completion:
The above convex formulation can be suitably modified in the presence of additive noise. For the additive-noise model, we propose three equivalent estimators.
The estimators are theoretically equivalent in the sense that for some combination of ω, t, and γ we obtain the same estimate from the three convex programs. In practice, the parameters are set through cross validation, and the choice of a convex program for noisy collective-matrix completion is often made by the algorithmic considerations.
Main Results
In this section, we provide the first theoretical guarantee for the task of collective matrix completion under noise-free setting. Specifically, we show that under the assumptions stated in 3.1, the convex program in (13), exactly recovers the ground truth matrix with high probability.
Consistency under Noise-Free Model
In the proof section we use the following quantity which scales atmost as N 4 for general Ω and as N 2 under the sample complexity conditions of Theorem 1:
|Ω| is the cardinality of Ω, n k is the number of instances of type k, R is the collective-matrix rank of M, and µ 0 and µ 1 are the incoherence parameters (Assumption 2). 
and
for some constant c, and (ii) |Ω| > C 1 max{µ 0 , µ 1 }N Rβ log N log (N κ Ω (N )), then, for large enough C 0 , and C 1 , and noise-free observation model, the convex program in (13) exactly recovers the true collective-matrix M with probability greater than 1 − N −β − C 2 N −β log (N κ Ω (N )) for a constant C 2 .
Discussion and Directions for Future Work
As we noted earlier, for consistent recovery of M, we need to learn the low dimensional factors of M, {U k ∈ R n k ×R }. For a given k, information about U k is entirely contained in P Ω k (M k ). Thus, an obvious lower bound on the sample complexity for well-posedness is given by
The results presented are optimal upto a poly-logarithmic factor.
A trivial way to address the collective-matrix completion task is to perform matrix completion on the component matrices independently. Since a joint low-rank structure also imposes low rank structure on the component matrices, this is feasible if each component matrix satisfies the sample complexity requirements of standard matrix completion, i.e. |Ω v | > Cµ 0 R(n rv + n cv ) log(n rv + n cv ). However, the proposed collective matrix completion setting leverages the shared structure introduced by the jointly factorizability of collective-matrices to obtain a better sample complexity.
The collective-matrix completion problem can also be cast as standard matrix completion problem of completing an incomplete N × N symmetric matrix, in which blocks corresponding to the collective-matrix are partially observed. However, the existing theoretical results on the consistency of matrix completion algorithms require either uniform random sampling [5, 18, 17] , or coherent sampling [11] of the entries of the matrix; and these results cannot be directly applied for blockwise random sampled matrix. Thus, our results provide a strict generalization to existing matrix completion results for the task of collective-matrix completion.
As a part of future work, we would like to extend the analysis in this paper to general structures on G (i.e. eliminate A 3). Extension of the analysis for noisy-observation models is also of interest.
Proof
In this section we provide a brief outline of the proof and enumerate the key steps. Detailed proofs of lemmata are deferred to the Appendix. We use the ideas of dual certificate from existing matrix completion literature [5, 8, 26] , and further adapt the golfing scheme introduced by Gross et al. [15] , for constructing the dual certificate. LetM = M + ∆ be the output of the convex program in (13) .The key steps in the proof are:
1. Show that under the sample complexity requirements of Theorem 1, P T (∆) F can be upper bounded by a finite multiple of P T ⊥ (∆) F , where T and T ⊥ are defined in 8.
2. Under the above condition, show optimality of M for (13) if a dual certificate Y satisfying certain conditions exists.
3. Adapt the golfing scheme to construct Y.
. We start by defining the following operators for s = 1, 2, . . . , |Ω|:
R
where I is the identity operator, and recall that E (s) = E (vs,is,js) .
Lemma 2. Let ∀ k, |Ω k | ≥ c 0 µ 0 n k Rβ log N for a sufficiently large constant c 0 . Then, under the assumptions in Sec. 3.1, we have the following w. p. greater than 1 − N −β ,
Note that M Ω (v, i, j) ≤ |Ω|, and min k
We have for all X ,
and w.h.p,
where the last inequality follows from Lemma 2.
Combining (19) and (20), along with
where
Optimality of M
Lemma 3. Under the assumptions in Sec. 3.1, let ∀k, |Ω k | ≥ c 0 µ 0 n k Rβ log N for a sufficiently large constant c 0 . If there exists a dual certificate Y satisfying the following conditions, then M is the unique minimizer to (13) w.p. greater than 1 − N −β :
Proof is provided in the appendix.
Constructing Dual Certificate
The proof is completed by constructing a dual certificate. We begin by partitioning each Ω into p ≥ c 1 log (N κ Ω (N )) partitions denoted by Ω (j) , for j = 1, 2, . . . , p. The partitioning is done such that for all j: (a) |Ω
where E M is the sign matrix from A2. We define a process for j = 1, 2, . . . s.t. :
Note that ∀ j, P Ω (Y j ) = Y j , and
satisfies the first condition required in Lemma 3. The proof for second condition follows directly from the analogous proof for standard matrix completion by Recht [26] [See Appendix].
It is easy to verify that
, and by A3,
Using the above inequalities, we have: (23) where (a) follows from Lemma 2, and (b) follows for large enough c 1 s.t. p > c 1 log (N κ Ω (N )).
Experiments 6.1 Simulated Experiments
We create low-rank ground truth collective-matrices with K = 4, V = 3, where view 1 is a relation between entity types 1 and 2, view 2 is a relation between entity types 1 and 3, and view 3 is a relation between entity types 2 and 4 respectively. For simplicity we assumed a common n k = n. We create collective matrices with n ∈ {100, 250, 500} and set the rank to R = 2 log n. The matrices are partially observed with the fraction of observed entries, Fig. 2b . It can be seen from the plots that the error decays with increasing sample size, indeed |Ω k | > 1.5n k R log N samples suffice for the errors to decay to a very small value. The aligning of the curves (for different n) given the normalized sample size corroborates the theoretical sample complexity requirements. 
and
where (a) follows from the incoherence assumption (A2), and (b) follows as ∀k, |Ω k | > c 0 µ 0 n k Rβ log N .
where (a) follows as both V s and E[V s ] are positive semidefinite.
(ii) Bound on
where (a) follows as P T op ≤ 1.
Recall that Y p was constructed through a iterative process described in Section 5.2 following a golfing scheme introduced by Gross et al. [15] . The proof for the second property of the dual certificate, extends directly from the analogous proof for matrix completion by Recht [26] . We note that:
We state the following lemmas which are directly adapted from Theorem 3.5 and Lemma 3.6 in [26] :
Let Ω be any subset of entries of size |Ω| sampled independently such that E[R Ω (W)] = W, then for all β > 1 and N ≥ 2, the following holds with probability greater than 1 − N −β provided |Ω| > 6N β log N , and
Proof. The proof is obtained by applying the steps described for the analogous proof in [26] The proof follows by using the above bounds in operator Bernstein's inequality with t = 8βN 3 log N 3|Ω| W max .
Lemma 5. If ∀k, |Ω k | ≥ c 0 βn k R log N , and the Assumptions in 3.1 are satisfied, then for sufficiently large c 0 , the following holds with probability greater that 1 − N −β :
Using the above lemmas in the previous equation, we have:
where (a) follows from Lemma 5, (b) from Lemma 6 as W j = W j−1 − P T R Ω W j−1 , (c) from the second incoherence condition stated in A2, and finally (d) if for large enough c 1 , |Ω (j) | > c 1 µ 1 βRN log N .
Finally, the probability that the proposed dual certificate Y p fails the conditions of Lemma 3 is given by a union bound of the failure probabilities of (23), and Lemma 5 and 6 for each partition Ω (j) : 3c 1 log (N κ Ω (N ))N −β ; thus proving Theorem 1.
E.1 Proof of Lemma 6
We observe that using union bound and noting that v n rv n cv ≤ N 2 :
P r( P T R Ω W − W max > 1 2 ) ≤ P r( P T R Ω W − W, E (v,i,j) > 1/2 for any (v,i,j))N 2 .
For each (v, i, j), sample E Also, E[Ψ
|Ω|c β log N , where the expectation is over s . Standard Bernstein inequality can be used with the above bounds to prove the lemma.
