Abstract. In this paper we compute the motivic Donaldson-Thomas invariants for the quiver with one loop and any potential. As the presence of arbitrary potentials requires the full machinery ofμ-equivariant motives, we give a detailed account of them. In particular, we will prove two results for the motivic vanishing cycle which might be of importance not only in DonaldsonThomas theory.
Introduction
Donaldson-Thomas invariants were first introduced by R. Thomas [34] to give an alternative way to count (irreducible) curves on a Calabi-Yau 3-fold. A few years later D. Joyce [14] , [16] , [17] , [19] , [20] and Y. Song [21] generalized the definition to much more general situations using results of K. Behrend [1] . Shortly after this M. Kontsevich and Y. Soibelman [23] , [25] came up with an alternative definition which turns out to be equivalent to the one given by Joyce (see [29] ). It has been realized subsequently by several people that the Donaldson-Thomas invariants should be of motivic origin, in other words, they should be Euler characteristics of certain motives. Among several papers giving a definition of motivic Donaldson-Thomas invariants (at least in special cases), we will basically follow [29] , but the reader is also encouraged to consult [2] , [24] , [31] . There are only a few nontrivial examples, where motivic Donaldson-Thomas invariants have been computed for all classes in the Grothendieck group of the Calabi-Yau 3-category in question, though let us mention the papers [2] and [30] . We will start from the rather trivial example of coherent sheaves of dimension zero on A 1 k with k =k and char k = 0 or, equivalently, finite dimensional representations of k[t], i.e. finite dimensional representations of the one loop quiver. The corresponding category is of homological dimension one but is also the heart of a bounded t-structure in a Calabi-Yau 3-category. The 
). In the language of representations the operator A given by t has to satisfy W ′ (A) = 0. This class of examples is not of great importance but is nevertheless interesting as it provides the first case in which the full machinery of µ-equivariant motives has to be applied. Here is our main result.
(t − a i ) di−1 be the prime decomposition of W ′ into linear factors with c ∈ k × , 1 < d i ∈ N and a i ∈ k for all 1 ≤ i ≤ r. Define the Donaldson-Thomas invariants Ω n ∈ Kμ(St aff /k) for any r-tuple (n 1 , . . . , n r ) ∈ N r as in section 6. Then
for n = e i being the i-th basis vector (1 ≤ i ≤ r), 0 otherwise.
In particular, Ω n is in the image of
By taking the Euler characteristic of the nontrivial Ω n , we end up with the Milnor numbers d i − 1 of W at the critical points a i ∈ A as elements of the λ-ring Kμ(Var / Sym X 0 )[L −1/2 ] via the obvious inclusions, we get for any n ≥ 0 the equation
with σ n (−) (n ∈ N) defining the λ-ring structure.
The attentive reader might have realized that φ Sym n + (f ) is only defined for smooth varieties Sym n X, while Sym n X is in general not smooth. Unfortunately, we were not able to prove this result even for smooth symmetric products. There is, however, a similar form with Sym n X replaced by the smooth Deligne-Mumford stack Sym n X := X n /S n . We will prove this "stacky" version in section 5 which can also be seen as a generalization of the famous Thom-Sebastaini Theorem. Our strategy to prove this result is by relating the vanishing cycle to the (the integral over) a much simpler vanishing cycle functor defined only for G m -equivariant functions. We will prove a lot of nice properties for this "equivariant" vanishing cycle functor including the equivariant version of the above theorem (regardless of smoothness of Sym n X) and the philosophy is that all properties of the usual vanishing cycle should actually follow from their counterparts in the equivariant setting. This will be shown in section 5. The close relationship culminates in the following theorem saying that both versions of the vanishing cycle coincide (after integration) for G m -equivariant functions. The proof has been sketched to the second author by Dominic Joyce in a private communication. All credits are, therefore, attributed to him and all errors to us. 
This result should be compared to a similar result in [2] , where the assumptions on the action are less strict but the assumptions on f are much more restrictive. We actually believe that the theorem remains true if we allow a G m -action on A r k with any positive weights 0 < w 1 , . . . , w r . Having this theorem at hand, one only has to spell out the definitions and to prove a kind of perturbation lemma allowing us to reduce ourselves to homogeneous potentials in order to give a proof of Theorem 1.1.
The strategy of the paper is as follows. In section 2 and 3 we recall the basic definitions and properties of motives. In particular, we establish the λ-ring structure on the ring K 0 (Var /k) of motives. In section 4 we construct an exotic λ-ring structure on Kμ 0 (Var /k) following ideas of Kontsevich and Soibelman [23] . Moreover, we introduce a naive version of (the integral over) the vanishing cycle sheaf for G m -equivariant functions as mentioned above, which is basically the expression on the right hand side of Theorem 1.3. In section 5 we present a new approach to the vanishing cycle sheaf closely related to that of Denef and Loeser [7] , [9] which allows us to reduce the main properties to their counterparts in the equivariant case proven in section 4. Section 5 closes with the proof of Theorem 1.3. The last section concerns the one loop quiver and its theory of (motivic) Donaldson-Thomas invariants. By proving a few simple lemmas we can finally show that our main theorem holds. patience in teaching and explaining the deep theory of motivic Donaldson-Thomas invariants to him. Without this, the following paper would not exist at all. The second author would also like to thank Maxim Kontsevich for inviting him to the IHES and for some helpful discussions clarifying the "big picture". The second author's research was supported by the EPSRC grants EP/D07790/1 and EP/G068798/1, by the IHES, notably by the Klaus Tschira foundation, and finally by the University of Bonn and the SFB/TR 45.
Motives
We will start by recalling a few standard facts about the group of (naive) motives. Let M be an Artin stack locally of finite type over some field k =k of characteristic zero.
Definition 2.1. Define K 0 (Var /M) to be the abelian group generated by isomorphism classes of morphisms X f − → M of finite type with X being a reduced separated scheme over k subject to the relation
for any closed and reduced subscheme Z ⊂ X.
For any k-morphism M π − → N of finite type there is an induced group homomorphism
also denoted by π which is injective for any locally closed substack M ֒→ N. Indeed, π * defined by linear extension of π
Remark 2.2.
(1) One can replace the category Var /M by the category Sch /M of finite type M-schemes or Sp /M of finite type algebraic M-spaces. The induced group homomorphisms
are isomorphisms if the connected components of M are of finite type. In all other cases one should pass to the completion with respect to the topology
as neighborhoods of zero, where U ⊂ M runs through the directed set of open substacks of finite type over k. The completion is already given by the quotient
n∈N is a locally finite stratification of a connected stack M into locally closed substacks Z n of finite type, the element 0
is in the intersection. A similar construction for Sch /M and Sp /M leads toK
(2) By taking fiber products there is a well-defined pull-back homomorphism
for any representable morphism π : M → N. After passing to completions or under special conditions on M (see above), we can replace K 0 (Sp / . . . ) by K 0 (Var / . . .).
Let M be a monoid in the category of Artin stacks locally of finite type over k, i.e. there are k-morphisms ǫ : Spec(k) → M and µ : M × k M → M satisfying the usual axioms of a monoid. Let us assume that µ is of finite type. The following lemma is obvious.
Lemma 2.3. There is a convolution product on K 0 (Var /M) defined by bilinear extension of
Together with the unit 1 = [Spec(k)
with a ring structure which is commutative if µ is.
Remark 2.4.
(1) There is also a fiber product (over M) on K 0 (Sp /M) for any Artin stack M locally of finite type. It can be seen as a special case of a more general convolution product (see the end of the next section). (2) If π : M → N is a finite type homomorphism of monoids in the category of Artin stacks locally of finite type over k, π * is a homomorphism of rings. 
n (see Lemma 2.6).
All of the above can be generalized to objects X → M in the category St /M of Artin stacks of finite type over M. This leads directly to the group K 0 (St /M) which is a (commutative) ring if M is a (commutative) monoid. Moreover, we can consider the full subcategory St aff /M of St /M consisting of morphisms X → M as above with X having affine (or equivalently "linear") groups as stabilizers of closed points. If M is a monoid, we get the following sequence of ring homomorphisms
There is also an equivariant version of the theory. For this let G be an affine group acting on all varieties and stacks in question. Moreover, we assume that all morphisms are G-equivariant and that the action is good in the sense that every point has an affine G-invariant neighborhood. Denote by 
λ-rings
The notion of a λ-ring is crucial for defining (motivic) Donaldson-Thomas invariants. As the theory is well-known (cf. [22] , [35] ), we will only recall the definitions and give a few examples.
Definition 3.1. A commutative ring R is called a λ-ring if it is equipped with an additional map λ :
π(a) (t) for all a ∈ R 1 . Remark 3.2. The letter λ has been chosen as in many early examples the structure was induced by exterior powers Λ (see below). The opposite λ-structure was than denoted by the letter σ as it was induced by symmetric powers Sym. In the sequel we will use the letter σ to denote a general λ-structure and reserve the letter λ for its opposite σ op because in our examples the λ-structure is mostly induced by operations like Sym.
(ii) An element a ∈ R is called a line element if σ a (t) = n≥0 a n t n = 1 1−at . Remark 3.4.
(1) The Definition 3.3 can be also expressed in terms of λ = σ op (with different universal polynomials), e.g. a ∈ R is a line element if λ a (t) = 1 + at. These "opposite" definitions are often used in the literature, in other words (R, σ) is special in our sense if (R, σ op ) is special in terms of the opposite definition and similarly for line elements. (2) Some authors call a λ-ring a pre-λ-ring and a special λ-ring just a λ-ring.
One should, therefore, be careful with the literature.
Example 3.5.
(1) The standard λ-structures on Z are σ a (t) =
a+n−1 n t n and λ a (t) = σ op a (t) = (1 + t) a = n≥0 a n t n . The only line element is 1 ∈ Z. (2) Let G be some algebraic group over Q and denote by R the K 0 -group of the abelian category G − Rep
There is a λ-ring structure σ on R such that if V is a finite dimensional G-representation, σ n (cl(V )) = cl(Sym n V ) and λ n (cl(V )) = cl(Λ n V ) for the opposite λ-structure λ = σ op . The λ-ring (R, σ) is special and classes of one-dimensional representations are line elements. For G = {1} we obtain the previous Example. −→ M we obtain the constructible function σ n (f ). This defines a special λ-ring structure σ on R. Moreover, any homomorphism M → N of finite type defines a λ-ring homomorphism by pushing forward functions. For M = Spec(k) we obtain once more the first Example. (4) Let (M, µ, ǫ) be commutative monoid in the category of algebraic spaces locally of finite type over k with multiplication map µ : M × M → M being of finite type as before. There is a λ-ring structure σ on
This λ-ring is not special (see [27] , section 8). However, 
Using this one can extend the λ-structure to the localization of K 0 (Var /M) with respect to any family
where the σ n (f (L) −1 ) are uniquely determined by
If we apply this to the family F = {L n , n ∈ N} ∪ {L n − 1, n ∈ N} we get by Example 2.5 a λ-ring structure on
is a commutative monoid in the category of Artin stacks locally of finite type over k, we can define a (not special) λ-ring structure on
where X n /S n =: Sym n X denotes the quotient stack of X n by the group S n of permutations of n elements and similarly for M n /S n . See [10] and [33] for the precise definition of that quotient stack and [10] for the existence of the λ-ring structure. Notice that if M is an algebraic space, Sym n M is the coarse moduli space of Sym
The bridge between the third and the fourth Example is given as follows. To any variety X → M one can associate a constructible Z-valued function on M given by fiberwise integration with respect to the Euler characteristic with compact support, i.e. by pushing forward the constant function 1 X to M. One can show that this defines a λ-ring homomorphism from K 0 (Var /M) to the constructible Z-valued functions on M.
There is also a connection between the second and the fourth Example. Let for simplicity k = C and X be a smooth quasi-projective variety over k. Consider the Betti cohomology functors H
. They satisfy the following properties,
(U, Q) such that the following long sequence is exact
) respecting properties (A) and (B). By construction there is a functor Var
Because of (B) and a result of Bittner (cf. [5, Theorem 3.1]) we get a natural homomorphism
which is actually a λ-ring homomorphism as H * c (Sym
The construction of the λ-structure on K 0 (Var /M) resp. K 0 (St /M) can also be done in the G-equivariant case. Ekedahl's proof that the subgroup generated by (2) is a λ-ideal (see [10, Proposition 2.5]) also generalizes literally to the equivariant case. Thus, the λ-structure on K
Moreover, any homomorphism M → N of finite type defines a λ-ring homomorphism by pushing forward motives. The following proposition provides the bridge between Example (4) and (5). Proposition 3.6. Let (M, µ, ǫ) be a G-equivariant monoidal algebraic space locally of finite type with µ of finite type as before. By passing from
we get a sequence of λ-ring homomorphisms similar to the sequence 4 This doesn't make sense if M is a stack with nontrivial stabilizers. This is why we restricted ourselves to algebraic spaces in the example before. 5 With H n c (X, Q) we mean the n-th cohomology with compact support of the complex analytic space underlying X. Note that (contravariant) functoriality is only given for proper morphisms. However, using Poincaré duality we can define f * : H
(1).
Moreover, the ring isomorphism of Proposition (2.8) is an isomorphism of λ-rings.
Proof. The arguments in the proof of Corollary 4.4 in [10] go literally through in the
If R with the induced topology is complete 6 (R, σ, F · R) is called a complete filtered λ-ring. In that case we define the operation
Proof. By the properties of σ we only need to show that Sym :
′ has a unique decomposition a = n≥r a n with a n ∈ F n R \ F n+1 R, r ≥ 1, a r = 0. Then Sym(a) = 1 + a r mod F r+1 R is not one and injectivity follows since Sym is a group homomorphism. For surjectivity we consider 1 + n≥1 b n with b n ∈ F n R \ F n+1 R. To compute a = n≥1 a n as above with
we have to solve the system of equations
which can be done recursively as σ 1 = id.
Remark 3.9. If R = R ⊗ Q, the statement of the lemma would also be true for the operation exp :
Moreover, due to the similarity
n /n!, some authors prefer to write "Exp" or "EXP" instead of Sym. We prefer the notation Sym because it is often induced by something categorical (see the previous Example (2)). In addition to this, "Exp" sometimes suggests relations in the context of power structures which do not hold. 
Remark 3.11. Everything that has been said so far can be generalized to a relative version. For this let B be an Artin stack locally of finite type over k and M an Artin stack locally of finite type over B. If we replace any occurrence of k resp. Spec(k) by B we get the relative version. In particular, if M is a commutative monoid in the category of Artin stacks locally of finite type over B, the product and the λ-ring structure on K 0 (St aff /M) are given by suitable extensions of
In the special case M = B we get the so-called fiber product on K 0 (St aff /M). If M and B are algebraic spaces, we can replace the quotient stacks by their coarse moduli spaces Sym n B (−) to obtain a λ-ring structure on K 0 (Var /M). We will only make use of this more general structure in the proof of Theorem 5.4 and Theorem 5.6 with B = N >0 . The reader is invited to convince himself that any result in section 4 goes through literally if we replace k with B.
Vanishing cycles -the equivariant case
Let M be a commutative monoid over k as before, e.g. M = k, and consider the monoid
is given the structure of a monoid via addition). For notational convenience we will assume that M is an algebraic space or even a variety and any quotient by some permutation group S n has to be taken without stabilizers. The stacky case is completely analogous. Denote by K 
we can pass to anétale cover with Galois group µ d and assume that f is homogeneous of degree one. In that case X is isomorphic to
). In the sequel we will use, however, a different identification of K
0 (Var /M), namely the one described above followed by multiplication with −1. We will justify this choice later. Note that for d|d ′ the λ-ring K
This map is compatible with the subgroups K 
We will now equip Kμ 0 (Var /M) with a new structure of a λ-ring. To do this we consider the λ-ring K 
. The restriction to the zero section M ֒→ A 1 M provides us with a left inverse and we can identify the subgroup
where the vertical maps replace the action of g ∈ G m with the action of g
and if we identify the quotient λ-ring K
, the latter gets a natural structure of a λ-ring. Moreover, we can pass to the inductive limit over d and get a λ-ring structure on Kμ 0 (Var /M).
Proof. It is not difficult to see that K
) and the projection onto this complement is given by linear extension of 
The statement for the inductive limit follows.
For the sake of completeness we will also give explicit formulas for the product and the λ-ring structure in terms of Kμ 0 (Var /M). For natural numbers d, n > 0 we introduce the following notation
The groups µ 
Notice that we used our sign convention when identifying K 
Remark 4.2. The ring Kμ 0 (Var /M) and its quotient Kμ(Var /M) has been introduced in [13] to prove a kind of Thom-Sebiastiani theorem. The product was already defined by Looijenga [28] in a different way. This section and, in particular, Lemma 4.1 was inspired by the paper [23] of Kontsevich and Soibelman which simplified the ad hoc construction of Looijenga a lot. They show that
is an ideal. Hence, they get a ring structure on K 0 (Var / Gl M (1)) and, by forgetting the G m -action, we obtain a (λ-)ring homo-
As mentioned before, everything that has been said so far generalizes easily to Kμ 0 (St /M) and Kμ 0 (St aff /M). Moreover, the construction of the λ-ring structure is compatible with relation (2) in section 2 allowing us to put a new λ-ring structure on for example Kμ(Var /M). By Remark 2.9 the λ-ideal of K
with the trivial one. Using relation (2) it is also not difficult to see that Generalizing the previous example, the residue class in Kμ(Var /k) of a nondegenerate quadratic function f :
k is given by L n/2 . However, the critical scheme Crit(f ) ⊂ A n k is always Spec(k) independent of n. To get some measure of Spec(k) independent of its representation as a critical locus, we should normalize the residue class motivating the following definition. 
withμ acting nontrivially only on f −1 (1) ∩ X s via µ d . Moreover, if X s ⊂ X are Artin stacks with affine stabilizers satisfying the same properties, we define X s φ eq f ∈ Kμ(St aff /M) in the same way.
As an immediate consequence of Lemma 4.1 and the definition we obtain the following proposition. 
X s φ eq f ) for all n ≥ 0 and a similar statement holds for Sym n (f ) : 
Let us finally show that the Euler characteristic (with compact support) provides a λ-ring homomorphism Kμ(Var /k) −→ Z with respect to the exotic λ-ring structure on Kμ(Var /k) introduced in this section. Consider the group CF Gm (A of G m -invariant Z-valued constructible functions f on A 1 k . Such a function is determined by its values on 0 and 1. As in Example 3.5 (3) we equip this group with a λ-ring structure. Note that the unit is given by the characteristic function δ 0 of {0} ⊂ A 1 k . Similarly to Lemma 4.1 one shows that the subgroup of constant functions is a λ-ideal. The quotient group can be identified with Z by taking the difference f (0) − f (1). Thus, Z gets an induced λ-ring structure with unit 1 = δ 0 (0) − δ 0 (1). By the basic properties of λ-rings there is a unique λ-ring structure on Z with unit 1 given by Example 3.5 (1). Hence, we obtain a λ-ring homomorphism CF
by taking the Euler characteristic fiberwise. As I d maps to the subgroup of constant functions, we get a λ-ring homomorphism χ : K µ d (Var /k) −→ Z by passing to the quotients. Taking our identifications into account, χ maps a variety with good µ d -action to its Euler characteristic. This is independent of d and we can finally pass to the limit d → ∞. This construction can be extended to get λ-ring homomorphisms to Grothendieck groups ofμ-equivariant resp. fractional mixed Hodge structures. See [6] for more details.
Vanishing cycles -the general case
Let X be a smooth k-variety of finite type and dimension d and let f : X → A 1 k be a regular map. Denote by X 0 the (reduced) fiber over 0 ∈ A 1 k and by Crit(f ) the critical locus of f . The latter is contained in finitely many fibers of f and by shrinking X and replacing f with f − c for c ∈ A 1 k constant, we can assume Crit(f ) ⊂ X 0 . Note that for k = C the cohomology of the classical nearby cycle sheaf on X 0 is more or less by definition the cohomology of a nearby fiber f −1 (ε) with 0 = ε ∈ A 1 k very small. A naive motivic replacement could be the motive of the fiber f −1 (ε). But this motive depends on ε and there is in general no way to consider f −1 (ε) as a motive on X 0 generalizing the classical nearby cycle sheaf. However, there is one exception. For G m -equivariant f the motive of f −1 (ε) is independent of ε = 0 and this was our motivation for the (integral over the) naive vanishing cycle X φ eq f defined in the previous section for G m -equivariant functions. In the general case Denef and Loeser [7] , [9] constructed a motivic version of the sheaf of vanishing cycles associated to f , i.e. a motive φ f in Kμ(Var /X 0 )[L −1/2 ], by considering certain arc-spaces. We will give a slightly different approach to it using various G m -equivariant functions associated to f and their naive vanishing cycles. For X → A 1 k and n ≥ 0 we denote by L n (X) the space of arcs of length n in X, i.e. the scheme representing the functor over L m,Gm (X) as X is smooth. In other words, we have the following stratification
The space on the left hand side is also an affine fibration with fiber A nd k over X 0 . Taking the motives relative to X 0 yields
By multiplying this equation with the formal variable T n and summing over n ≥ 1, we finally get the equation
where we used the shorthands
. This induces an action on L n (−) and L n (f ) is G m -equivariant. Moreover, f n is homogeneous of degree n if we use the standard G m -action on A 1 k . Let us introduce the following generating series
Notice that for any 1 ≤ m < n the stratum (π
−1 (L m,Gm (X)) by mapping an arc γ in X such that f • γ = a m t m + . . . + f n (γ)t n with a m = 0 to the pair (f n (γ), γ • ϑ γ ) with
φ eq fn = 0 follows. In particular, these strata will not contribute to Z eq f (T ), and we finally get
where we used equation (4) and the Zeta function 
Our definition differs from that of Denef and Loeser by a factor (−L 1/2 ) d which is a line element having Euler characteristic 1. It coincides with that of Kontsevich and Soibelman [23] .
To give an explicit expression for the rational function Z eq f (T ) we choose an embedded resolution of X 0 ⊂ X, i.e. a smooth variety Y together with a proper morphism 
. By composition with the tensor product we get a regular map f I : 
9 Finally, we introduce positive integers ν i by the formula π
with K X resp. K Y being the canonical divisors of X resp. Y . By combining the explicit formulas for the rational 9 The diagonal action of Gm on N I is canonical but not the only possible one. We can also let Gm act with weight w i ∈ Z on the fibers of N E i |Y \ E i for any i ∈ I such that w = i∈I w i m i is positive. Then, f I is homogeneous of degree w > 0 and f 
The following proposition is a direct consequence of the previous theorem.
The last property is very useful for defining motivic vanishing cycles on Artin stacks. Indeed, let X be a smooth Artin stack locally of finite type over k and let f : X → A 1 k be a regular map and X 0 its zero locus. Assume that X is locally a quotient stack, i.e. every closed point has an open neighborhood X ′ of finite type which is isomorphic to a quotient stack X/ Gl k (n) for some smooth connected kvariety X and some n > 0.
11 If φ f were defined such that Prop. 5.3 (3) holds for any representable smooth morphism between stacks of the form mentioned above, we would get for any local atlas π :
. We will take this as our (local) definition for φ f and by Proposition 5.3 (3) this definition is independent of the choice of a local description by a quotient stack. In particular, the locally defined motives φ f | X ′ 0 glue and we get a well-defined element φ f ∈ Kμ(St aff /X 0 ).
As a special case we get motivic vanishing cycles for smooth Deligne-Mumford stacks of the form X/G for some finite group G acting on a smooth variety X as
Let us firstly mention that anyétale locally trivial G-principal bundle on Spec(k[t]/(t p+1 ))
10 Notice: Kμ(Var /∅) = {0} 11 By a result of Kresch [26, Proposition 3.5.9] an Artin stack X locally of finite type admits a locally finite stratification by quotient stacks if and only if it belongs to St aff /k. Conjecturally, X is locally of the form X/ Gl(n) with smooth X of finite type if and only if X is smooth and
In particular, the "stacky" generating series Z eq f (T ) is a Taylor series expansion of a rational function with regular value −φ f at T = ∞. But the reader should be warned. The rational function is not obtained by applying Theorem 5.2 to a G-equivariant resolution of X and by replacing any space with G-action with its quotient stack.
We will apply this to the following situation. Start with a regular function f : X → A 1 k on a smooth variety of dimension d. Form the smooth Deligne-Mumford stack Sym n X = X n /S n and the regular function Sym
as elements of the λ-ringKμ(St aff / Sym X 0 ) via the obvious maps, we get for any n ≥ 0 the equation
. By Proposition 4.5 (4) with M := Sym X 0 we get
where we used the λ-ring structure onKμ(St aff / Sym X 0 × N >0 ) induced by the obvious structure of Sym X 0 × N >0 as a monoid in the category of stacks over N >0 (cf.
Remark 3.11). If we identify this λ-ring with T R[[T ]] for R :=Kμ(St
aff / Sym X 0 ), the multiplication has to be done coefficient wise and, similarly, σ n has to be applied to every single coefficient (without changing T ) for n ≥ 0. We can also form the
with obvious λ-ring homomorphisms to T R[[T ]] resp. to R given by restriction to N >0 resp. to {0}. Denote by R T the R-module of rational functions
where the sum is over a finite collection of index sets Λ, g Λ ∈ R and a i , b i ∈ N with b i > 0 for all i ∈ Λ. Denote by
] the Taylor series expansions of g(T ) ∈ R T in T = 0 resp. T = ∞ and define
Obviously, τ and its composition
] rat denote the images of τ and τ 0 . Thus,
The theorem is now a direct consequence of the following lemma, the definition of the vanishing cycle sheaf and the calculations above.
Proof. One can use the Euclidean algorithm and the fact that 1 − L a is invertible in R =Kμ(St aff / Sym X 0 ) for every 0 = a ∈ Z to expand any product
] rat is the R-linear span of elements of the form
with a, b, r, l ∈ Z such that b, l > 0, r ≥ 0 and f ∈ Q[X] with f (Z) ⊂ Z because the space of these functions is spanned over Z by binomial coefficients. Notice that the space of these rational polynomials is closed under multiplication and composition. If the product of two series as above is not zero, we get
is the smallest solution of bm + r = b ′ n + r ′ . This part of the lemma has already been proven by Denef and Loeser (see Prop. 5.1.1. and Prop. 5.1.2 in [8] ). Using the basic properties of the λ-ring R we also obtain
for any g ∈ R, where we used the universal polynomials P n from the definition of a special λ-ring as well as the polynomials σ g ∈ G, (v 1 , . . . , v r ) ∈ A r k , z ∈ Z with strictly positive weights w 1 , . . . , w r . In particular, Z is the intersection of the neighborhood with the fixed point set X Gm and, hence, smooth. Moreover, it is not difficult to see that the projection to Z along A r k can be described by lim g→0 g · x and extends, therefore, to a smooth map X → X Gm . The assumption is not very restrictive, as any smooth projective variety with G m -action has a dense open subset satisfying our assumption by a theorem of Bia lynicki-Birula [3] , [4] . Conjecturally, any smooth quasiprojective variety X with G m -action such that X Gm is connected and lim g→0 g · x exists for any closed point x should satisfy our assumption.
Theorem 5.9. Let X be a smooth variety with G m -action satisfying the assumption mentioned above with all weights equal to one. Let f :
Proof. Let us first assume X = A r k × Z with G m acting nontrivially only on the affine "fiber" A r k by scalar multiplication. Consider the blow-upX of Z in X which has a natural fibration towards the exceptional divisorẼ 0 induced by the affine fibration X → Z. Moreover, the G m -action has a lift toX with fixed point setẼ 0 and it is not difficult to see thatX as a variety with G m -action is isomorphic to the normal bundle N := NẼ 
. We will use this embedded resolution of
The induced map f {0} is just f • π as the latter is homogeneous and E 0 is of multiplicity d. Moreover, after identifying N {0} with X \ f −1 (0) by means of π, we get f {0} = f on N {0} and, thus, f 
and, thus, for any ∅ = I ⊂ {1, . . . , m}
The one loop quiver with potential
In this section we apply the results obtained in the previous parts to compute the motivic Donaldson-Thomas invariants of the one loop quiver with potential W ∈ k[t]. To simplify the notation we will assume that Kμ(. . . /N r ) for r ≥ 0 is already completed with respect to the topology introduced in Remark 2.2. Let
be the stack of finite dimensional representations of the one loop quiver, i.e. representations of the ring k[t]. Equivalently, it can be seen as the stack parametrizing zero dimensional sheaves on A 1 k . To a given potential W ∈ k[t] we associate for any
They induce a regular function W : X → A 1 k and its critical locus M := Crit(W) is the stack we are interested in. The stacks X and M are natural monoids over k as for any two representations we can form their direct sum. Let us also consider the monoid homomorphism dim : X → N mapping each representation to its dimension or, equivalently, each sheaf to its length. Notice that the substack Crit(W) parametrizes sheaves supported (scheme-theoretically) on the zero-scheme Spec
by definition of the Donaldson-Thomas invariants Ω n (see [29] ). The stack X carries a natural good G m -action given by scalar multiplication on the space of matrices. If W is homogeneous, we can, therefore, also consider the element 
If for any A ∈ Mat k (n, n) we express tr W (A) in terms of tr(A i ) with i ∈ {1, . . . , n}, we obtain functions
In the equivariant case we consider X as a stack over N.
commutative and G m -equivariant if W is homogeneous.
Lemma 6.1. Using the notation just introduced, one has
Proof. The key observation is the following formula in the (equivariant) Hall algebra
We apply the algebra homomorphisms
from the (equivariant) Hall algebras to Kμ(St aff /N) (see [29] ). By Proposition 4. Proof. Using the previous lemma and our calculations, we finally get
and the theorem follows by comparing coefficients.
Let us now come back to the case of general potentials 0 = W ∈ k[t] and let W ′ = c r i1 (t − a i ) di−1 be the prime decomposition of W ′ into linear factors with c ∈ k × , 1 < d i ∈ N and a i ∈ k for all 1 ≤ i ≤ r. Hence, the Grothendieck group of the abelian category of sheaves supported on the zero scheme of W ′ is Z r with effective cone N r spanned by the classes e i of skyscraper sheaves of length one supported at a i ∈ A by taking direct sums. However, to compute the motivic vanishing cycle φ W we use different embeddings on each side. Indeed, the vanishing cycle on the left hand side restricted to cl −1 (n 1 , . . . , n r ) =: M n is computed by means of the embedding M n ⊂ Mat k (N, N )/ Gl k (N ) with N = n 1 + . . . + n r , whereas on the right hand side we use the embedding
Mat k (n i , n i )/ Gl k (n i ).
However, one can prove the product formula from the Hall algebra to Kμ(St aff /N r ) (see [29] ).
For the computation of the right hand side in the product formula (6) we make use of the following lemma.
Lemma 6.3. For any i ∈ {1, . . . , r} let d i be defined as above. Then
Proof. Fix i ∈ {1, . . . , r} and 0 < n ∈ N. By translation we can assume a i = 0 and with G ∈ k[t] having nonzero constant term. As the map A → A m(di−1) is in the m-th power of the defining ideal of C, we obtain a well defined isomorphism θ n :Ĉ →Ĉ on the formal neighborhood of C, i.e. the formal completion of Mat k (n, n) along C. Moreover, the restriction of the functionW n : A → tr A di toĈ composed with θ n coincides with the restriction of W n toĈ. As any arc of length l in Mat k (n, n) with constant term in C is actually an arc of length l in C, θ n induces isomorphisms L l (θ n ) :
for any l > 0. Hence C Z Wn (T i ) = C ZW n (T i ) with the notation from section 5 and C φ Wn = C φW n follows proving the first equality. The second equality is a direct consequence of Theorem 6.2.
Combining the lemma with the arguments before proves our main theorem. (t − a i ) di−1 with c ∈ k × , 1 < d i ∈ N and a i ∈ k for all 1 ≤ i ≤ r as before. Define the Donaldson-Thomas invariants Ω n ∈ Kμ(St aff /k) for any r-tuple (n 1 , . . . , n r ) ∈ N r as above. Then
for n = e i (1 ≤ i ≤ r), 0 else .
In particular, Ω n is in the image of Kμ(Var /k)[L −1/2 ] in Kμ(St aff /k).
