Abstract. We study the local dynamics of semi-attractive analytic transformations of C n . Under certain assumptions, Rivi showed the existence of parabolic manifolds of dimension m + 1, where m is the number of eigenvalues with modulus strictly less than one. Assuming moreover that certain matrix has p eigenvalues with positive real part, we show the existence of parabolic manifolds of dimension m + p + 1.
Introduction
Let Φ be an analytic transformation of C n with a fixed point p. We say that Φ is semi-attractive at p if dΦ p = Diag(I l , Λ m ), l + m = n, where the eigenvalues {λ i } 1≤i≤m of Λ m have modulus strictly less than one. The local dynamics of such transformations have been studied by several authors ( [F] , [U1] , [U2] , [H1] , [Ri] , [N] ).
A preliminary investigation of semi-attractive analytic transformations of C 2 was carried out by Fatou ([F] ). Much later, Ueda ([U1] , [U2] ) studied the two dimensional case in greater detail. The higher dimensional case was first studied by Hakim ([H1] ), for l = 1, and then by Rivi ([Ri] ), for l > 1. While the above mentioned works focus on the dynamics tangent to the identity, the work of Nishimura ( [N] ) concerns more about the dynamics in the attracting directions. In suitable local coordinates (w, z) ∈ C l × C m , we can write Φ as (1.1) w 1 = f (w, z) = w + P 1,z (w) + P 2,z (w) + · · · ,
where P i,z (w) are homogeneous polynomials in w of degree i whose coefficients are holomorphic functions in z, C(z) is an analytic transformation of C m with C(0) = 0 and dC(0) = Λ m , and Q(w, z) is an l × m matrix whose elements are holomorphic functions of C n vanishing at (0, 0). We will always assume that f (w, 0) = w. Let f (w, 0) = w + P 2 (w) + P 3 (w) + · · · be the homogeneous expansion of f (w, 0). We say that Φ is of order ν if P i (w) ≡ 0 for i < ν and P ν (w) ≡ 0. Consider [v] .
A parabolic manifold of dimension d for Φ at p is an injective holomorphic map ϕ : Δ → C n satisfying the following properties: (i) Δ is a simply connected domain in C d with 0 ∈ ∂Δ; (ii) ϕ is continuous on ∂Δ and 
Then there exist at least ν − 1 parabolic manifolds of dimension m + p + 1, tangent to Cv ⊕ E 1 ⊕ E 2 at p, where E 1 is the generalized eigenspace associated to α j 's and E 2 is the the generalized eigenspace associated to the eigenvalues of dΦ p with modulus strictly less than one.
A similar result for so-called "quasi-parabolic" analytic transformations of C n has been obtained in [Ro] . In Section 2, we recall some known results and define the operator T , which is needed in the proof of our main theorem. We then prove Theorem 1.2 in Section 3.
The author would like to thank the referee for many useful comments.
The operator T
Let Φ be as in (1.1). Assume that Φ is of finite order ν. By [Ri, Proposition 2.2], for any μ > ν, we can choose local coordinates such that Φ takes the form
where P i (w) (resp. P i,z (w)) are homogeneous polynomials in w of degree i with constant (resp. holomorphic functions in z) coefficients.
Assume that Φ has a non-degenerate characteristic direction [v] . Up to a linear change of coordinates, we will assume that [v] 
After replacing r(ζ) by its power series expansion at 0 and changing x into λx
where Γ = r (0)/((ν − 1)p ν (1, 0)) is the matrix associated to [v] . By [Ri, Proposition 3 .1], the class of similarity of the matrix Γ is invariant under changes of coordinates. Therefore, the eigenvalues of Γ are invariants associated to [v] . We will assume, without loss of generality, that Γ is in almost diagonal Jordan form.
For simplicity, from now on we will work with ν = 2. (One can deal with ν > 2 similarly; cf. [H3, Section 6] .)
For r, ρ, τ small enough, define
Choose local coordinates in Δ r,ρ,τ such that the parabolic manifold provided by Theorem 1.1 is given by {ζ = 0}. We can then rewrite Φ as
where O 1 (h) = O(h| log x| q ) for some integer q ≥ 0. The log x terms are introduced in some changes of coordinates needed in the proof of Theorem 1.1 (see [Ri] for details). The log x terms are well-defined, since we will only work in Δ r,ρ,τ .
Divide the eigenvalues of Γ as in ( F (x, u, v, z) , G(x, u, v, z) , H(x, u, v, z) , (x, u, v, z) ,
We need the following Proposition 2.1. Let Φ be as in (2.1). For every integer m, k ≥ 2, we can choose coordinates in Δ r,ρ,τ such that
Proof. For terms involving only x and u, we can argue as in [H3, Proposition 2.2] . Now, let a s,t,j (x, u, z) = p(z)x s (log x) t u j be a term involving z in the expression of H (x, u, 0, z) , with p(0) = 0. One readily checks that the transformatioñ
Since C is a contraction, the series converges in a neighborhood of 0.
By the construction in the proof of Theorem 1.1, we know that for each s there are only finitely many x s (log x) t occurring. Therefore, starting with the smallest s and |j|, we can make successive transformations as above such that terms involving z in the expression of
The following proposition concerns the case p = l, i.e. all the eigenvalues of Γ have positive real parts. 
Proof. In [H1] , Hakim showed that the transformation
x + 1 in a domain of the type {Re 1 x > R} × { z < τ}, for R large enough and τ small enough. Therefore, we can choose local coordinates such that 
where t > 1, q ∈ N and C t,q is a constant. Now, let Φ be as in (2.1), with A = Γ. We want to show that there exists a function v = ϕ (x, u, z) u, ϕ(x, u, z) , z) ψ(x, u, ϕ(x, u, z) , z) g(x, u, ϕ(x, u, z) , z)
we have x, u, ϕ(x, u, z), z) .
1 v 1 . One readily checks that H 1 satisfies the same estimates as H:
and (2.7)
Also, the invariance (2.5) of ϕ is equivalent to (2.8) u, ϕ(x, u, z) , z).
Let {(x n , u n , z n )} be the iterates of the transformation (2.9) u, ϕ(x, u, z) , z), G(x, u, ϕ(x, u, z) , z),
with f, ψ, g given in (2.1) and ϕ analytic in some sector S γ,s,ρ,τ . Define 
implies that the series (2.10) is uniformly converging on the invariant set
and that
Let B 0 be the Banach space of holomorphic functions ϕ on D such that
is bounded, endowed with the norm ϕ 0 . By Proposition 2.4, we have that T is well-defined for ϕ ∈ B 0 , with T ϕ ∈ B 0 .
In the next section, we will prove the following Proposition 2.5. There exists a closed subset B 1 of B 0 such that T restricted to B 1 is a contraction.
Proposition 2.5 gives us a fixed point of the operator T , which is a solution to (2.8), and thus to (2.5). Therefore, Theorem 1.2 follows from Proposition 2.5. 
Proof. First, note that given b > a > 0 we have
for |x| small enough. For γ, s, ρ, τ small enough, we have the following inequalities in D:
Here K is a constant independent of x, u, v, z, q ∈ N and c < 1. Therefore, (3.1) is true for n = 1. The last row of (3.1) for an arbitrary n is easily shown as above. We will show the other two rows of (3.1) by induction on n.
Assume that (3.1) is true for n. Using (2.3) and (3.2), we have
This proves the lemma. 
imply the same inequalities for Proof. Recall that
Note that we have the following bounds for H 1 (x, u, ϕ(x, u, z) , z), with ϕ ∈ B 0 : (3.5)
where C 1 and C 2 are constants depending only on H 1 . Therefore, we have the following bounds for the partial derivatives of H 1 :
where C 3 and C 4 are constants depending only on H 1 . Assume that the inequalities (3.3) are satisfied for arbitrarily given constants K 1 , K 2 and K 3 . Differentiating (3.4) with respect to x, we have ∂ ∂x T ϕ(x, u, z) = r 1 + r 2 + r 3 + r 4 + r 5 + r 6 , where
Using (2.3), (2.4), (3.5), (3.6) and Lemma 3.1, we have
where C 1 ,C 2 ,C 3 ,C 4 are constants depending only on H 1 and where C 5 ,C 6 are small compared to C j , 1 ≤ j ≤ 4. Set
We then have
Differentiating (3.4) with respect to u, we have
where
where C 1 ,C 2 ,C 3 are constants depending only on H 1 and where C 4 ,C 5 are small compared to C j , 1 ≤ j ≤ 3. Set
Differentiating (3.4) with respect to z, we have
where C 4 is a constant depending only on H 1 and where C 1 ,C 2 ,C 3 ,C 5 are small compared to C 4 . Set
as S = S 1 + S 2 + S 3 , where
) −B (H 1 (x n , u n , ϕ(x n , u n , z n ), z n ) − H 1 (x n , u n , ϕ(x n , u n , z n ), z n )),
