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Abstract
We consider homogeneous polynomials f ∈ R[x1, . . . , xn] which are non-negative on the standard
simplex in Rn, and we obtain sufﬁcient conditions for such an f to be Pólya semi-positive, that is, all the
coefﬁcients of (x1+· · ·+xn)Nf are non-negative for all sufﬁciently large positive integersN. Such sufﬁcient
conditions are expressed in terms of the vanishing orders of the monomial terms of f along the faces of the
simplex. Our result also gives effective estimates on N under such conditions. Moreover, we also show that
any Pólya semi-positive polynomial necessarily satisﬁes a slightly weaker condition. In particular, our results
lead to a simple characterization of the Pólya semi-positive polynomials in the low dimensional case when
n3 as well as the case (in any dimension) when the zero set of the polynomial in the simplex consists
of a ﬁnite number of points. We also discuss an application to the representations of non-homogeneous
polynomials which are non-negative on a general simplex.
© 2008 Elsevier Inc. All rights reserved.
MSC: 14Q20; 12Y05; 69W30
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0. Introduction
Let f ∈ R[x1, . . . , xn] be a homogeneous polynomial which is positive on the standard simplex
n :=
{
x = (x1, . . . , xn) ∈ Rn
∣∣∣∣∣xi0, i = 1, . . . , n;
n∑
i=1
xi = 1
}
,
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i.e., f (x) > 0 for all x ∈ n. Pólya [P] showed that there exists a positive integer N such that all
the coefﬁcients of
(x1 + · · · + xn)Nf (x1, . . . , xn) (1)
are positive. As such, we simply say a polynomial f is Pólya positive if it satisﬁes the above
property. More recently, Powers and Reznick [PR1] gave an explicit lower bound for N (see also
related works in [AT,H1,H2,LS1,LS2,MS,S3]. Pólya’s theorem and the effective lower bound of
N in [PR1] have a wide range of applications in the works [Hab,KP,S1,S2,S4], among others (see
e.g. [PR2] for a description of these applications and the aforementioned related works). It is thus
natural and interesting to investigate analogous properties of f when f is not necessarily positive
on n. Important pioneering works in this direction can be found in the very recent papers of
Powers–Reznick [PR2] and Castle–Powers–Reznick [CPR].
In this paper, we consider homogeneous polynomials f ∈ R[x1, . . . , xn] which are non-
negative on n. We are interested in ﬁnding necessary and/or sufﬁcient conditions for such an f to
be Pólya semi-positive, that is, for some positive integer N, all the coefﬁcients of (x1+· · ·+xn)Nf
are non-negative. We are also interested in obtaining effective lower bounds for N. Our ﬁrst result
in this paper gives some necessary conditions for such an f to be Pólya semi-positive. These
necessary conditions are expressed in terms of vanishing orders of the monomial terms of f
along the faces of n (see Theorem 1 for the precise statement). Our main result in this paper
gives sufﬁcient conditions for such an f to be Pólya semi-positive, and we also obtain explicit
lower bound on N under such conditions (cf. Theorem 2). Roughly speaking, the necessary (resp.
sufﬁcient) conditions for Pólya semi-positivity amount to the following: for each face inZ(f )∩n
and each negative monomial term of f, there exists a corresponding positive monomial term of
f with lower (resp. strictly lower) vanishing orders along the face (see also Remark 1.4 (ii)).
Using these results, we also obtain a simple characterization (also established independently in
[CPR]) of the Pólya semi-positive polynomials in the low dimensional case when n3 as well
as the case (in any dimension) when the zero set Z(f ) of f in n consists of a ﬁnite number
of points (cf. Corollaries 3 and 4). Finally we also give an application of our results to the
representations of non-homogeneous polynomials which are non-negative on a general simplex
(cf. Corollary 5).
We explain brieﬂy our approach as follows. First we will see that one only needs to consider
those polynomials f such that Z(f ) ∩ n consists of faces of n. The main difﬁculty in deriving
the effective lower bound for N lies in the coefﬁcients of those monomial terms of (1) whose
exponents, upon suitable normalizations, are close to Z(f )∩n. The sufﬁcient conditions allow
us to handle these coefﬁcients by using an iterative process involving induction on the dimensions
of the faces in Z(f ) ∩ n.
We remark that Handelman [H1,H2] has studied the problem of determining pairs of polyno-
mials (q, f ) for which there exists N ∈ N such that qN · f has only non-negative coefﬁcients.
There is some possibility that some results in this paper without the effective estimates may also
be deducible from Handelman’s work, although this is not obvious to the authors.
This paper is organized as follows. In Section 1, we introduce some deﬁnitions and state our
main results. In Section 2,we establish our necessary conditions for a polynomial to be Pólya semi-
positive. Section 3 constitutes the bulk of this article, where we obtain sufﬁcient conditions for
Pólya semi-positivitywith effective estimates onN. In Section 4,we deduce the characterization of
Pólya semi-positive polynomials for the two special cases mentioned above. Section 5 is devoted
to some illustrative examples.
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1. Notation and statement of results
1.1. Let Z0 denote the set of non-negative integers. For positive integers n and d, we con-
sider the index set I(n, d) := { = (1, . . . , n) ∈ Zn0||| = d}, where || = 1 + · · · + n.
A homogeneous polynomial f of degree d in Rn is given by
f (x1, . . . , xn) =
∑
∈I(n,d)
ax
, (2)
where each a ∈ R, and x := x11 x22 · · · xnn . The set of homogeneous polynomials on Rn of
degree d is denoted by Hd(Rn). Let Pd(n) be the set of homogeneous polynomials in Hd(Rn)
which are non-negative on n, i.e.,
Pd(n) := {f ∈ Hd(Rn)|f (x)0∀x ∈ n}.
The set of polynomials in Hd(Rn) that have only non-negative coefﬁcients is denoted by
+d (R
n) :=
⎧⎨⎩f ∈ Hd(Rn)
∣∣∣∣∣∣f (x) =
∑
∈I(n,d)
ax
 with each a0
⎫⎬⎭ .
Note that we always have +d (R
n) ⊂ Pd(n). For each f =∑∈I(n,d) ax ∈ Hd(Rn), we let
+ := { ∈ I(n, d)|a > 0},
− := { ∈ I(n, d)|a < 0},
and we write b = −a > 0 for each  ∈ −. Then it is easy to see that f admits the following
unique decomposition into ‘positive’ and ‘negative’ parts given by
f = f + − f − where
f + :=
∑
∈+
ax
 and f − :=
∑
∈−
bx
. (3)
Note that both f +, f − ∈ +d (Rn), and we have f ∈ Pd(n) if and only if f +(x)f −(x) for all
x ∈ n.
For each index set I{1, 2, . . . , n}, one has an associated face FI of n given by
FI := {x = (x1, . . . , xn) ∈ n|xi = 0 for all i ∈ I }.
We also call FI a k-face of n, where k = n − |I | − 1. Here |I | denotes the cardinality of the
set I. In particular, a 0-face is simply a vertex of n. We can identify FI as the standard simplex
k+1 of Rk+1 by setting the coordinates xi = 0 for i ∈ I . Note that the boundary of the simplex
n in the hyperplane x1 + · · · + xn = 1 in Rn consists of n (n − 2)-faces. Clearly, the boundary
of each i-face (identiﬁed as i+1) consists of i + 1 (i − 1)-faces. It is also easy to see that faces
of n satisfy the following properties:
(i) If I ⊂ J , then FI ⊃ FJ .
(ii) FI ∩ FJ = FI∪J .
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For each ﬁxed f ∈ Hd(Rn), we denote its zero set by
Z(f ) := {x ∈ Rn|f (x) = 0} so that
Z(f ) ∩ n = {x ∈ n|f (x) = 0}.
To facilitate the comparison of vanishing orders of monomial terms of f along faces of n, we
introduce the following deﬁnition.
Deﬁnition 1.1. Let  = (1, . . . , n) and  = (1, . . . , n) be n-tuples in Zn0, and let I ⊂{1, 2, . . . , n}. Then we say that
I if and only if ii for all i ∈ I. (4)
Moreover, we say that
 	I  if and only if I and there exists i0 ∈ I such that i0 > i0 . (5)
(See Section 5 for some illustrative examples on the above deﬁnitions.)
Deﬁnition 1.2. Let 0 
= f ∈ Hd(Rn). Thenf is said to bePólya semi-positive if (x1+· · ·+xn)Nf
has only non-negative coefﬁcients for all sufﬁciently large positive integers N, i.e., there exists
N∗ ∈ N such that
(x1 + · · · + xn)Nf ∈ +N+d(Rn) for all NN∗.
Remark 1.3. Since x1 + · · · + xn = 1 on n, it is easy to see that if f ∈ Hd(Rn) is Pólya
semi-positive, then f ∈ Pd(n). Thus, in discussing necessary and/or sufﬁcient conditions for
f ∈ Hd(Rn) to be Pólya semi-positive, we only need to consider the case when f ∈ Pd(n).
Our ﬁrst result in this paper gives necessary conditions for f to be Pólya semi-positive as follows:
Theorem 1. Let f ∈ Pd(n) be Pólya semi-positive. Then f satisﬁes the following two properties:
(Z1) Z(f ) ∩ n consists of a ﬁnite union of faces of n, and
(Z2) for each face FI ⊂ Z(f )∩n and each  ∈ −, there exists  = (, I ) ∈ + depending
on  and I such that I.
Remark 1.4. (i) The necessary conditions in Theorem 1 are not sufﬁcient conditions for Pólya
semi-positivity. See Example 5.1 in Section 5 for a polynomial f in P3(4) which satisﬁes (Z1)
and (Z2) but is not Pólya semi-positive.
(ii) We note that if I, then J  for all J ⊂ I . Therefore, to verify the condition (Z2) for
a polynomial f, it sufﬁces to consider only the 0-faces in Z(f ) ∩ n.
1.2. Let f = f + − f − = ∑∈+ ax − ∑∈− bx ∈ Pd(n) be as in (3). Note that if
f − = 0, then f ∈ +d (Rn), and thus f is necessarily Pólya semi-positive. Therefore, when
considering sufﬁcient conditions for Pólya semi-positivity, we will always assume that f − 
= 0
(and thus also f + 
= 0). Then we have
amax := max
∈+
a > 0, amin := min
∈+
a > 0 and bmax := max
∈−
b > 0. (6)
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Also, we deﬁne
c := sup
x∈n\Z(f )
f −(x)
f +(x)
1. (7)
For any f ∈ Pd(n) satisfying (Z1), we let k = k(f ) be the maximum dimension of the faces of
n that lie in Z(f ) ∩ n, i.e.,
k := n − 1 − min{|I ||FI ⊂ Z(f ) ∩ n}n − 2. (8)
Our main result in this paper gives sufﬁcient conditions for f ∈ Pd(n) to be Pólya semi-positive
with effective estimates as follows:
Theorem 2. Let f ∈ Pd(n). Suppose f satisﬁes (Z1) and the following property:
(Z2′) For each face FI ⊂ Z(f )∩n and each  ∈ −, there exists  = (, I ) ∈ + depending
on  and I such that  	I .
Then there exists an effective constant N∗ = N∗(n, d, bmaxamin ,
amax
amin
, c, k, |−|) such that (x1 +
· · · + xn)Nf ∈ +N+d(Rn) for all positive integers NN∗ (cf. (6)–(8)). In particular, f is Pólya
semi-positive. Explicitly, let
 := max
{(
2d−1|−| · bmax
amin
)((d−1)k−1)/(d−2)
, 1
}(
nd + |−| · bmax
amin
)(d−1)k
. (9)
Then N∗ can be given by
N∗ := max
{
2d,
d(d − 1)d
2(1 − c) ·
amax
amin
}
− d. (10)
Remark 1.5. (i) Under the conditions of Theorem 2, it follows from Proposition 3.6 that one
always has c < 1.
(ii) The exponent (d−1)k−1
d−2 in (9) is understood to be equal to k when d = 2.(iii) The bound N∗ in (10) is obtained by taking the maximum of two values. The ﬁrst value
can be considered as arising from the zero set Z(f ) of f, while the second value can be considered
as arising from the strict positivity of f in the complement of some tubular neighborhood of
Z(f ) ∩ n in n, reminiscent of the strictly positive case in [P,PR1].
(iv) One can drop the dependence of N∗ on the parameters k and |−| by replacing them by
max{n − 3, 0} and
(
n+d−1
d−1
)
− 1, respectively, in (9) and (10). To see this, we ﬁrst note that the
value of the expression for N∗ in (10) increases with the values of k, |−| and d. Since+ 
= ∅, it
follows that one always has |−|
(
n+d−1
d−1
)
− 1. Also, we always have kn − 2 as mentioned
in (8). On the other hand, an (n − 2)-face of n corresponding to the equation xi = 0 lies
in Z(f ) ∩ n if and only if xi is a factor of each monomial term of f (cf. Lemma 3.1). Thus,
when n3 and k = n − 2, by factoring out all the common factors of the monomial terms of
f, one may write f = x11 · · · xnn fˆ with 1, . . . , n ∈ Z0 and such that Z(fˆ ) ∩ n consists
of faces of dimensions n − 3, i.e., k(fˆ )n − 3. Note that (x1 + · · · + xn)Nf ∈ +N+d(Rn)
if and only if (x1 + · · · + xn)N fˆ ∈ +N+d−1−···−n(Rn). Thus the value of N∗ = N∗(f ) in
Theorem 2 can be replaced by that of N∗(fˆ ), which means that in (9) and (10), d is replaced by
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d − 1 − · · · − n, k is replaced by k(fˆ )n− 3, while the values of the other parameters remain
unchanged.
(v) Unlike most works about Pólya’s theorem such as [PR1], we have expressed the estimate
in Theorem 2 in terms of the usual coefﬁcients of f instead of the Bernstein coefﬁcients given by
a˜ = 1!···n!d! a for  ∈ . Unlike the interior estimate in Proposition 3.8 (cf. Remark 3.9), one
actually gets better results for the boundary estimates (from Proposition 3.2 to Lemma 3.7) by
working with the usual coefﬁcients rather than the Bernstein coefﬁcients. We remark that at the
trade-off of the (somewhat confusing) use of both sets of coefﬁcients, one can use Remark 3.9 to
improve the estimate in Theorem 2 upon replacing the constant N∗ there by
N ′∗ := max
{
2d,
d(d − 1)d
2(1 − c) ·
a˜max
amin
}
− d where a˜max := max
∈+
a˜. (11)
Remark 1.6. (i) In Example 5.2, we will construct a Pólya semi-positive polynomial which does
not satisfy the condition (Z2′) in Theorem 2. Thus (Z2′) is not a necessary condition for Pólya
semi-positivity.
(ii) From (10), one easily sees that N∗ has growth order 11−c as c → 1. In Example 5.3, we will
construct a family of polynomials to show that this growth order of N∗ is sharp.
1.3. When |Z(f ) ∩ n| is ﬁnite, it turns out that the conditions (Z2) in Theorem 1 and (Z2′) in
Theorem 2 coincide, and we have:
Corollary 3. Let f ∈ Pd(n) be such that |Z(f ) ∩ n| is ﬁnite. Then f is Pólya semi-positive if
and only if f satisﬁes (Z1) and (Z2). (Note that in this case, Z(f ) ∩ n necessarily consists of a
union of vertices of n.)
Remark 1.7. Corollary 3 was also obtained independently in [CPR].
When n = 2, it is easy to see from Pólya’s theorem that f ∈ Pd(2) is Pólya semi-positive if
and only if f can be expressed in the form
f (x1, x2) = x11 x22 fˆ ,
with 1, 2 ∈ Z0 and such that fˆ (x) > 0 on 2. When n = 3, Theorems 1 and 2 lead to a
simple characterization of Pólya semi-positive polynomials as follows:
Corollary 4. Let f ∈ Pd(3). Then f is Pólya semi-positive if and only if f can be expressed in
the form
f (x1, x2, x3) = x11 x22 x33 fˆ (12)
for some 1, 2, 3 ∈ Z0 and an fˆ ∈ Pd−1−2−3(3) such that |Z(fˆ ) ∩ 3| is ﬁnite and fˆ
satisﬁes (Z1) and (Z2).
1.4. Let S be a general n-simplex in Rn and let {v0, . . . , vn} be the set of vertices of S. It is
well-known that the set of barycentric coordinates {0, . . . , n} of S is the unique set of linear
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polynomials in x1, . . . , xn satisfying
i (vj ) = ij and therefore x =
n∑
i=0
i (x)vi and 1 =
n∑
i=0
i (x) for x ∈ Rn.
Let f ∈ R[x1, . . . , xn] be a (non-homogeneous) polynomial of degree d in Rn. The homogeniza-
tion f˜ ∈ R[y0, . . . , yn] of f with respect to {i}ni=0 is the unique homogeneous polynomial of
degree d in Rn+1 satisfying
f˜ (0(x), . . . , n(x)) = f (x)
for all x ∈ Rn (see e.g. [PR1, p. 225] for more details). If f is non-negative on S, then it is easy to
see that f˜ ∈ Pd(n+1). An immediate consequence of Theorem 2 is the following:
Corollary 5. Let S be a general n-simplex in Rn, {v0, . . . , vn} be the set of vertices of S, and
{0, . . . , n} be the set of barycentric coordinates of S. Let f ∈ R[x1, . . . , xn] be of degree d and
non-negative on the simplex S, and let f˜ ∈ R[y0, . . . , yn] be the homogenization of f. Suppose f˜
satisﬁes (Z1) and (Z2′). Then f admits a representation of the form
f =
∑
||N
a
0
0 · · · nn (with each a0)
for some NN∗, where N∗ = N∗(f˜ ) is as given in Theorem 2.
We will skip the proof of Corollary 5, since its deduction from Theorem 2 is similar to the
proof in the strictly positive case given in [PR1, p. 226].
Remark 1.8. Using the approach in [PR1, p. 226] which treated the case of positive polynomials
on a convex compact polyhedron, onemight askwhether Corollary 5 can be generalized to the case
of polynomials which are non-negative on a convex compact polyhedron. However, an example
constructed by Handelman [H2, p. 57] implies that such a generalization is not possible.
2. Necessary conditions for Pólya semi-positivity
2.1. In this section, we establish the necessary conditions for a polynomial to be Pólya semi-
positive as stated in Theorem 1. For convenience of the reader, we give a proof of the following
simple lemma, which was also discussed informally in [PR1].
Lemma 2.1. Let 0 
= g ∈ +d (Rn). Then Z(g) ∩ n consists of a ﬁnite union of faces of n.
More precisely, we have
Z(g) ∩ n =
⋃
I∈g
FI ,
where g := {I ⊂ {1, . . . , n}| 	I (0, . . . , 0)∀ ∈ +}.
Proof. Since g ∈ +d (Rn), we may write g =
∑
∈+ ax (i.e., we have − = ∅). First we
show that Z(g) ∩ n ⊃ ⋃I∈g FI . Let x ∈ ⋃I∈g FI . Then x ∈ FI for some I ∈ g . For any
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 = (1, . . . , n) ∈ +, it follows from the deﬁnition of g that  	I (0, . . . , 0), which implies
that i > 0 for some i = i() ∈ I . It follows readily that ax = ax11 · · · xii · · · xnn = 0.
By varying  ∈ +, we conclude that g(x) = 0. Thus we have Z(g) ∩ n ⊃ ⋃I∈g FI . Next
we proceed to show that Z(g) ∩ n ⊂ ⋃I∈g FI . Let x = (x1, . . . , xn) ∈ Z(g) ∩ n, so that
g(x) = 0. Since ax0 with a > 0 for each  ∈ +, it follows that x = 0 for each  ∈ +.
Thus, for each  = (1, . . . , n) ∈ +, there exists i = i() with 1 in such that xi = 0 and
i > 0. Let I = {i|xi = 0}. Then it follows readily that x ∈ FI , and  	I (0, . . . , 0) for all
 ∈ + (which implies that I ∈ g). By varying x, we have Z(g) ∩ n ⊂⋃I∈g FI . 
Let f = f + − f − =∑∈+ ax −∑∈− bx ∈ Pd(n) be as in (3). For each N0 and
 ∈ I(n,N + d), we denote by AN the coefﬁcient of x in (x1 + · · · + xn)Nf , so that we have
(x1 + · · · + xn)Nf =
∑
∈I(n,N+d)
AN x
. (13)
Furthermore, we denote the coefﬁcient of x in (x1 + · · · + xn)Nf + (resp. (x1 + · · · + xn)Nf −)
by AN,+ (resp. BN,− ), so that we have
(x1 + · · · + xn)Nf + =
∑
∈I(n,N+d)
AN,+ x and
(x1 + · · · + xn)Nf − =
∑
∈I(n,N+d)
BN,− x.
Clearly, for each N and , we have
AN = AN,+ − BN,− . (14)
Similarly, for each  ∈ + and  ∈ −, we also write
(x1 + · · · + xn)N · ax =
∑
∈I(n,N+d)
AN, x
,
(x1 + · · · + xn)N · bx =
∑
∈I(n,N+d)
B
N,
 x
.
One easily sees that each AN, 0 and BN, 0. Moreover, one has
AN,+ =
∑
∈+
AN, and BN,− =
∑
∈−
B
N,
 . (15)
From the calculations byPólya andgiven in [PR1, p. 223], it follows that for each = (1, . . . , n) ∈
+,  = (1, . . . , n) ∈ − and  = (1, . . . , n) ∈ I(n,N + d), one has
AN, =
N !(N + d)d
1! · · · n!
· a ·
n∏
i=1
(
i
N + d
)(
i − 1
N + d
)
· · ·
(
i − (i − 1)
N + d
)
, (16)
B
N,
 = N !(N + d)
d
1! · · · n!
· b ·
n∏
i=1
(
i
N + d
)(
i − 1
N + d
)
· · ·
(
i − (i − 1)
N + d
)
. (17)
Now we give the proof of Theorem 1.
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Proof of Theorem 1. Let f ∈ Pd(n) be Pólya semi-positive. Then there exists N ∈ Z0 such
that
(x1 + · · · + xn)Nf ∈ +N+d(Rn).
Since
∑
xi = 1 on n, it follows that
Z((x1 + · · · + xn)Nf ) ∩ n = Z(f ) ∩ n.
Together with Lemma 2.1 (applied to (x1 + · · · + xn)Nf ), it follows readily that Z(f ) ∩ n is a
ﬁnite union of faces of n. Hence f satisﬁes (Z1). Next we prove (Z2) by contradiction. Suppose
(Z2) does not hold. Then there exist a face FI ⊂ Z(f ) ∩ n and  ∈ − such that

I
 for all  ∈ +, (18)
i.e., there exist i0 = i0(, , I ) such that i0 > i0 . Now we ﬁx an integer i1 ∈ {1, 2, . . . , n} \ I .
For each positive integer N1, we let  = (N) = (1, . . . , n) be deﬁned by
i :=
{
i if i 
= i1,
N + i1 if i = i1,
(19)
so that  ∈ I(n,N + d). For each  ∈ +, since there exists i0 ∈ I such that i0 > i0 = i0 ,
it follows that one of the factors in (16) is zero, i.e., we have AN, = 0. Together with (15), it
follows that we have
AN,+ = 0. (20)
On the other hand, it follows from (19) that j j for all 1jn. Together with (17), it follows
that BN, > 0. Since we also have B
N,′
 0 for any other ′ ∈ −, it follows from (15) that
we have BN,− > 0. Together with (20) and (14), it follows that AN < 0. Thus for each N1,
we have constructed a  = (N) ∈ I(n,N + d) such that AN < 0, which contradicts the Pólya
semi-positivity of f. Hence f satisﬁes (Z2). 
3. Sufﬁcient conditions for Pólya semi-positivity with effective estimates
3.1. In Section 3, we establish the sufﬁcient conditions for Pólya semi-positivity with effec-
tive estimates as given in Theorem 2. Let f ∈ Pd(n) be as in Theorem 2 satisfying (Z1)
and (Z2′). In Section 3.1, we will show that AN 0 for all sufﬁciently large N and all  ∈
I(n,N + d) such that 
N+d is sufﬁciently close to Z(f ) ∩ n, where AN is as in (13). This will
be achieved by an iterative process which involves induction on the dimensions of the faces in
Z(f )∩n. In Section 3.2, wewill handle those ’s such that N+d stays away fromZ(f )∩n. First
we have:
Lemma 3.1. Let f ∈ Pd(n) be such that f satisﬁes (Z1). Then we have
Z(f ) ∩ n = Z(f +) ∩ n. (21)
Proof. For any x ∈ Z(f +) ∩ n, since f ∈ Pd(n), we have 0 = f +(x)f −(x)0, and thus
f +(x) = f −(x) = 0. Hence f (x) = 0 and x ∈ Z(f ) ∩ n. Thus we have Z(f +) ∩ n ⊂
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Z(f ) ∩n. Conversely, since f satisﬁes (Z1), we may write Z(f ) ∩n =⋃I∈ FI for an index
set . Recall from Section 1.1 that for each face FI ⊂ Z(f ) ∩ n with the associated index
I ⊂ {1, 2, . . . , n}, FI can be identiﬁed with the standard simplex k of Rk with k = n − |I |
by setting the coordinates xi = 0 for all i ∈ I . Then one easily sees that the restriction f |Rk ∈
Hd(R
k), and f |Rk vanishes on kFI . Together with the homogeneity of f |Rk , it follows that
f |Rk vanishes on the non-empty cone in Rk spanned by k . Hence f |Rk is the zero polynomial,
and it follows that f +|Rk = f −|Rk = 0. Thus, FI ⊂ Z(f +) ∩ n. By varying I ∈ , we see
that Z(f ) ∩ n ⊂ Z(f +) ∩ n. 
Let FI be the face of n associated to an index set I ⊂ {1, 2, . . . , n}. For r > 0 we consider
the following tubular neighborhood of FI in n given by
FI (r) := {x = (x1, . . . , xn) ∈ n|xir ∀i ∈ I }. (22)
From now on, we ﬁx an f ∈ Pd(n) such that f satisﬁes (Z1) and (Z2′). By (Z1), we may write
Z(f ) ∩ n = F˜0 ∪ F˜1 ∪ · · · ∪ F˜k, (23)
where k is as deﬁned in (8), and for each 0k, F˜ is the ﬁnite union of the -faces inZ(f )∩n.
For each 0k, we let  be the set of indexes corresponding to the -faces in Z(f ) ∩ n, so
that we have F˜ =⋃I∈ FI . For r > 0, we also denote the following tubular neighborhoods of
the F˜’s as well as that of Z(f ) ∩ n in n by
F˜(r) :=
⋃
I∈
FI (r) and
Z˜(f )(r) :=
k⋃
=0
F˜(r). (24)
To carry out the iterative process, we are going to deﬁne two ﬁnite sequences of numbers
{	i}0 ik and {N}0k recursively (see (32)), so that for all NN and all  ∈ I(n,N + d)
such that 
N+d ∈ F˜(	), one has AN 0, where AN is as in (13). First we consider the case when
 = 0 in the following lemma.
Lemma 3.2. Let
	0 :=
amin
|−|bmax + ndamin
and N0 := 2d
	0
− d. (25)
Then for any NN0 and any  ∈ I(n,N + d) satisfying N+d ∈ F˜0(	0), we have AN 0. Here
|−|, amin and bmax are as in Theorem 2.
Proof. We ﬁx a positive integer NN0 and a  ∈ I(n,N + d) satisfying N+d ∈ F˜0(	0). Recall
from (24) that F˜0(	0) =
⋃
I∈0 FI (	0). Thus we have

N+d ∈ FI (	0) for some I ∈ 0. Note that|I | = n − 1, since FI is a 0-face (vertex) of n. Upon permuting the xi’s if necessary, we will
assume without loss of generality that I = {1, 2, . . . , n − 1}. Then for each  = (1, . . . , n) ∈
−, it follows from (Z2′) that there exists  = (1, . . . , n) ∈ + and i0 satisfying 1 i0n−1,
depending on , and such that
i0 > i0 and ii for 1 in − 1. (26)
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Note that it follows from (26) that we necessarily have n < n. We are going to estimate BN,−
by bounding each BN, . For this purpose, we will only consider those B
N,
 ’s which are positive.
Note that for such BN, 
= 0, it follows from (17) that we must have ii for all 1 in.
Formally it follows from (16) and (17) that
B
N,

A
N,

= b
a
⎡⎢⎢⎣ n−1∏
i=1
i 
=i0
i−1∏
j=i
i − j
N + d
⎤⎥⎥⎦ ·
⎡⎣i0−1∏
j=i0
i0 − j
N + d
⎤⎦ · 1∏n−1
j=n
n − j
N + d
, (27)
where for each 1 i 
= i0n − 1, the factor∏i−1j=i i−jN+d is understood to be 1 if i = i . Since
iiN + d for each i and iN+d 	0 for 1 in− 1 (in particular, one has
i0−(i0−1)
N+d 	0),
it follows that one has
0
⎡⎢⎢⎣ n−1∏
i=1
i 
=i0
i−1∏
j=i
i − j
N + d
⎤⎥⎥⎦ ·
⎡⎣i0−1∏
j=i0
i0 − j
N + d
⎤⎦ 	0. (28)
Note that since FI ⊂ Z(f ) ∩ n, it follows from Lemma 3.1 that ax vanishes on FI . This
implies that one has nd − 1. Since  ∈ I(n,N + d) and N+d ∈ FI (	0), it follows that for
each njn − 1 < d − 1, one has
n − j
N + d 
N + d − 1 − · · · − n−1
N + d −
d
N + d
 N
N + d − (n − 1)	0
(
since
i
N + d 	0 for 1 in − 1
)

2d
	0
− d
2d
	0
− (n − 1)	0
(
since NN0 = 2d
	0
− d
)
= 1 −
(
n − 1
2
)
	0 > 0, (29)
where the last inequality follows readily from (25). Recall that the Bernoulli inequality implies
that (1 − x)m1 − mx0 for any non-negative integer m and any x such that x < 1
m
. It is also
easily seen from (25) that (n − 12 )	0 < 1d−1 . Together with (29), we have
n−1∏
j=n
n − j
N + d 
(
1 −
(
n − 1
2
)
	0
)d−1
 1 − (d − 1)
(
n − 1
2
)
	0
> 1 − nd	0 > 0, (30)
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where the inequality 1 − nd	0 > 0 follows readily from (25). Together with (27), (28), (30), (6)
and noting that AN, AN,+ , we have
B
N,

A
N,+


B
N,

A
N,

 bmax · 	0
amin(1 − nd	0)
. (31)
Upon summing (31) over each  ∈ −, we have
B
N,−

A
N,+

 |−| · bmax · 	0
amin · (1 − nd	0)
= 1,
where the last equality follows from a simple calculation using (25). Hence BN,− AN,+ , and
we have AN 0. 
Next we are going to deﬁne two sequences of numbers {	}0k and {N}0k recursively
as follows: Let 	0 and N0 be as in (25). For 1k, let
	 := min
{
	−1,
amin · 	d−1−1
2d−1|−|bmax
}
and N := 2d
	−1
− d. (32)
It is easy to see that 	0	1 · · · 	k , while N0N1 · · · Nk .
Proposition 3.3. For a given ﬁxed integer  satisfying 0k, let N and 	 be as in (32). Then
for any positive integer NN and any  ∈ I(n,N + d) satisfying N+d ∈ F˜(	), we have
AN 0.
Proof. We are going to prove Proposition 3.3 by induction on . Proposition 3.3 in the case when
 = 0was proved in Lemma3.2. Nextwemake the induction hypothesis that Proposition 3.3 holds
for the cases when the running indexes take the values 0, 1, . . . , −1. Now we let N be a positive
integer such that NN and we let  ∈ I(n,N + d) be such that N+d ∈ F˜(	). Write F˜(	) =⋃
I∈ FI (	) as in (24). Then

N+d ∈ FI (	) for some I ∈ . Since FI ⊂ Z(f )∩n, it follows
readily that FJ ⊂ Z(f ) ∩ n for any J ⊃ I . Thus we have⋃JI FJ (	−1) ⊂⋃−1j=0 F˜j (	j ). In
particular, since NN (and thus NNj for all j < ), it follows from the induction hypothesis
that we must have AN 0 if

N+d ∈
⋃
JI FJ (	−1). It remains to consider the case when

N+d ∈ FI (	) \
⋃
JI FJ (	−1).
Clearly,
FI (	)
∖⋃
JI
FJ (	−1) = {x = (x1, . . . , xn) ∈ n|xi	 for i ∈ I, and
xi > 	−1 for i /∈ I }. (33)
As in the proof of Lemma 3.2, we are going to estimate BN,− by bounding each non-zero B
N,
 ,
which from (17), must satisfy the inequality ii for each 1 in. Recall also that for each
 ∈ −, it follows from (Z2′) that there exists  = () ∈ + and i0 ∈ I such that i0 > i0 and
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ii for all i ∈ I . Formally and as in (27), it follows from (16) and (17) that
B
N,

A
N,

= b
a
⎡⎢⎢⎣∏
i∈I
i 
=i0
i−1∏
j=j
i − j
N + d
⎤⎥⎥⎦ ·
⎡⎣i0−1∏
j=i0
i0 − j
N + d
⎤⎦ · ∏i /∈I ∏i−1j=0 i−jN+d∏
i /∈I
∏i−1
j=0
i−j
N+d
. (34)
As in (28), it follows from the inequalities iiN + d, 1 in, and
i0
N+d 	 that one has
0
⎡⎢⎢⎣∏
i∈I
i 
=i0
i−1∏
j=j
i − j
N + d
⎤⎥⎥⎦ ·
⎡⎣i0−1∏
j=i0
i0 − j
N + d
⎤⎦ ·∏
i /∈I
i−1∏
j=0
i − j
N + d 	. (35)
For each i /∈ I and each 0ji − 1 < d , it follows from (33) that i > 	−1, and thus as in
(29), we have
i − j
N + d  	−1 −
d
N + d
 	−1 −
d
2d
	−1
(
since NN = 2d
	−1
− d
)
= 	−1
2
. (36)
As in Lemma 3.2, since FI ⊂ Z(f ) ∩ n, it follows that there are at most d − 1 factors in the
product
∏
i /∈I
∏i−1
j=0
i−j
N+d . Together with (34)–(36) and as in (31), we have
B
N,

A
N,+


B
N,

A
N,

 bmax
amin
· 	 ·
1(	−1
2
)d−1 = 2d−1bmax	amin	d−1−1 . (37)
Then by summing (37) over  ∈ −, we have
B
N,−

A
N,+

 |−| · 2
d−1bmax	
amin	
d−1
−1
1, (38)
where the last inequality follows from (32), and it follows that we have AN 0. 
Lemma 3.4. For each 0k, we have
	 min
{(
amin
2d−1|−|bmax
)((d−1)−1)/(d−2)
, 1
}
· 	(d−1)0 (39)
(see Remark 1.5(ii) for the case when d = 2).
Proof. First we remark that the inequality in (39) in the case when  = 0 is obvious. It is easy to
see from (25) and (32) that 	 < 1 for all 0k. Let 
 := amin2d−1|−|bmax . Then for 1k, we
have, from (32),
	 = min{
 · 	d−1−1 , 	−1}
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 min{
, 1} · 	d−1−1 (since 	−11)
 min{
, 1} ·
(
min{
, 1}	d−1−2
)d−1
(by iterating the above inequality)
 · · ·
 min{
, 1}1+(d−1)+···+(d−1)(−1) · 	(d−1)0
= min {
 (d−1)−1d−2 , 1} · 	(d−1)0 . 
In summary, we have:
Proposition 3.5. Let f be as in Theorem 2. Let
	Z:=min
{(
amin
2d−1|−|bmax
)((d−1)k−1)/(d−2)
, 1
}
·	(d−1)k0 and NZ:=
2d
	Z
−d. (40)
Then for any positive integer NNZ and any  ∈ I(n,N + d) satisfying N+d ∈ Z˜(f )(	Z), we
have AN 0.
Proof. FromLemma 3.4 and (32), we easily see that 	Z	k · · · 	k−1	0, and thusNZN
for each 0k. Then the proposition follows readily from Proposition 3.3 and the inclusion
Z˜(f )(	Z) ⊂
⋃
0k F˜(	). 
3.2. Next we consider those  ∈ I(n,N +d) for sufﬁciently large N and such that 
N+d stays away
from Z(f ) ∩ n. Let ‖ · ‖ be the Euclidean norm on Rn. Then the Euclidean distance between a
point x and a non-empty set S in Rn is given by
dist(x, S) := inf
z∈S ‖x − z‖. (41)
Proposition 3.6. Suppose f ∈ Pd(n) satisﬁes (Z1) and (Z2′). Then for every  > 0, there exists
 > 0 such that
f −(x)
f +(x)
<  (42)
for all x ∈ n\Z(f ) satisfying dist(x, Z(f ) ∩ n) < . In particular, we have c < 1, where
c = c(f ) is as deﬁned in (7).
Proof. Since f satisﬁes (Z1), we may write Z(f ) ∩ n = F˜0 ∪ F˜1 ∪ · · · ∪ F˜k with each F˜ =⋃
I∈ FI as in (23). From the decomposition of the tubular neighborhoods of Z(f )∩n in (24),
it is easy to see that to prove (42), it sufﬁces to show that for any given  > 0, there exist positive
numbers , 0k, such that
f −(x)
f +(x)
<  ∀x ∈ F˜()\Z(f ). (43)
Let  > 0 be a given number. To prove (43) by induction on , we deﬁne the ’s recursively as
follows: Set
0 := amin|−|bmax + ndamin
and
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 := min
{
−1,
amin
d−1
−1
|−|bmax
}
for 1k. (44)
First we consider the case when  = 0. Take x = (x1, . . . , xn) ∈ F˜0(0)\Z(f ). Then x ∈ FI (0)
for some I ∈ 0. Upon permuting the xi’s if necessary, we will assume without loss of generality
that I = {1, . . . , n − 1}, and thus we have 0xi0 for 1 in − 1, which implies that
xn1 − (n − 1)0. For any  = (1, . . . , n) ∈ −, it follows from (Z2′) that there exists
 = (1, . . . , n) ∈ + and i0 with 1 i0n − 1 and satisfying (26), and in particular, one has
n < n. Then similar to (27), (28) and (30), we have
bx

f +(x)

bx

ax
= b
a
·
⎛⎜⎜⎝ n−1∏
i=1
i 
=i0
x
i−i
i
⎞⎟⎟⎠ · xi0−i0i0 · 1
x
n−n
n
 bmax
amin
· 1 · 0 · 1
(1 − (n − 1)0)d−1
 bmax0
amin(1 − (d − 1)(n − 1)0) (by Bernoulli inequality). (45)
Upon summing (45) over  ∈ −, we have
f −(x)
f +(x)
 |−| · bmax0
amin(1 − (d − 1)(n − 1)0) <
|−|bmax0
amin(1 − dn0) = , (46)
where the last equality follows from a simple calculation using (44), and thus (43) holds for the
case when  = 0. Now we make the induction hypothesis that (43) holds for the cases when
the running index takes the values 0, 1, . . . ,  − 1. Then to prove (43) for the case when the
running index is , it follows from the induction hypothesis and the arguments in the beginning
of the proof of Proposition 3.3 that we only need to consider those points x = (x1, . . . , xn) ∈(
FI ()\⋃JI FJ (−1)) \Z(f ) for some I ∈ , so that as in (33), one has xi for i ∈ I
and xi > −1 for i /∈ I . Then for each  ∈ − (and a corresponding  = () ∈ + arising
from (Z2′) as mentioned above), a consideration similar to (45) (cf. also (34)–(37)) leads readily
to the following:
bx

f +(x)

bx

ax
<
bmax
amin
·  · 1
d−1−1
. (47)
Upon summing (47) over  ∈ −, we have
f −(x)
f +(x)
< |−| · bmax
amin
d−1
−1
, (48)
where the last inequality follows from (44). This ﬁnishes the proof of (42). Finally, it follows
from (42) that the function g deﬁned by
g(x) := f
−(x)
f +(x)
, x ∈ n \ Z(f ) ∩ n,
extends to a continuous function on the compact set n, which we denote by the same symbol,
such that g(x) = 0 on Z(f ) ∩ n. By the extreme value theorem, we may take c = g(x0)
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for some x0 ∈ n \ Z(f ) ∩ n. Then f (x0) > 0 and thus f +(x0) > f −(x0), which implies
c = g(x0) < 1. 
Lemma 3.7. Let 0r1,and supposef ∈ Pd(n) satisﬁes (Z1).Then for anyx ∈ n\Z˜(f )(r),
we have
f +(x)aminrd .
Proof. For any ﬁxed x = (x1, . . . , xn) ∈ n \ Z˜(f )(r), we let J = {j |xj < r}. If J 
= ∅ and the
associated face FJ of n is a subset of Z(f ) ∩ n, then we have x ∈ F˜|J |(r) which contradicts
x /∈ Z˜(f )(r). Thus, J = ∅, or FJ 
⊂ Z(f ) ∩ n = Z(f +) ∩ n, where the last equality follows
from Lemma 3.1. In either case, it follows readily that there exists  = (1, . . . , n) ∈ + such
that j = 0 for each j ∈ J . In other words, one has xir whenever i > 0. Hence, we have
f +(x)ax11 · · · xnn aminrd . 
Similar to [PR1, p. 223], for any given real number t, we introduce the following polynomials
associated to f + and f −, respectively, given by
f +t (x) :=
∑
∈+
a
n∏
i=1
xi(xi − t) · · · (xi − (i − 1)t) and
f −t (x) :=
∑
∈−
b
n∏
i=1
xi(xi − t) · · · (xi − (i − 1)t), (49)
where x = (x1, . . . , xn). From now on, we will always let t = 1N+d . Then from (15) and (16),
one easily sees that
AN,+ =
N !(N + d)d
1! · · · n!
f +t
(

N + d
)
and AN,− =
N !(N + d)d
1! · · · n!
f −t (

N + d ). (50)
Proposition 3.8. Suppose f ∈ Pd(n) satisﬁes (Z1) and (Z2′). Let R be any given real number
satisfying 0 < R < 1, and let
NR := d(d − 1)2(1 − c)Rd ·
amax
amin
− d. (51)
Then for any positive integer NNR and any  ∈ I(n,N + d) satisfying N+d ∈ n \ Z˜(f )(R),
we have AN 0.
Proof. For any given 0 < R < 1 and any NNR , we let  = (1, . . . , n) ∈ I(n,N + d) be
such that 
N+d ∈ n \ Z˜(f )(R). Then by (14) and (50), we have
1! · · · n!
N !(N + d)d A
N
 = f +t
(

N + d
)
− f −t
(

N + d
)
=
(
f +
(

N + d
)
− f −
(

N + d
))
−
(
f +
(

N + d
)
−f +t
(

N + d
))
+
(
f −
(

N + d
)
− f −t
(

N + d
))
. (52)
540 H.-N. Mok, W.-K. To / Journal of Complexity 24 (2008) 524–544
By Lemma 3.7 and (7), we have
f +
(

N + d
)
− f −
(

N + d
)
(1 − c)f +
(

N + d
)
(1 − c)aminRd. (53)
From (49), it is easy to see that
f −
(

N + d
)
− f −t
(

N + d
)
=
∑
∈−
b
⎡⎣ n∏
j=1
(
j
N + d
)j
−
n∏
j=1
j−1∏
k=0
(
j − k
N + d
)⎤⎦ . (54)
Note that if j > j for some j, then we have
∏j−1
k=0
(
j−k
N+d
)
= 0, since one of the factors in
the product is zero. It follows readily that we have
(
j
N+d
)j ∏j−1k=0 ( j−kN+d ) for each  =
(1, . . . , n) ∈ − and each 1jn. Hence we have
f −
(

N + d
)
− f −t
(

N + d
)
0. (55)
Then following the argument in [PR1, p. 223–224], we have
f +
(

N + d
)
− f +t
(

N + d
)
=
∑
∈+
a
⎡⎣ n∏
j=1
(
j
N + d
)j
−
n∏
j=1
j−1∏
k=0
(
j − k
N + d
)⎤⎦ (as in (54))
amax
∑
∈I(n,d)
d!
1! · · · n!
⎡⎣ n∏
j=1
(
j
N + d
)j
−
n∏
j=1
j−1∏
k=0
(
j − k
N + d
)⎤⎦
= amax ·
[
1 −
d−1∏
m=0
(
1 − m
N + d
)]
amax · d(d − 1)2(N + d) , (56)
where the second last line follows from the multinomial theorem and the iterated Vandermonde-
Chu identity as given in [PR1, p. 224], and the last line follows from the well-known inequality
that
∏
(1 − w)1 − ∑w if 0w1. Finally, upon combining (52), (53), (55) and (56),
we have
1! · · · n!
N !(N + d)d A
N
  (1 − c)aminRd −
d(d − 1)amax
2(N + d) + 0
 (1 − c)aminRd − d(d − 1)amax2(NR + d) (since NNR)
= 0 (by (51)). 
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Remark 3.9. It is easy to see that the inequalities in (56) remain valid with the constant amax there
replaced by a˜max, where a˜max is as deﬁned in (11). As a consequence, Proposition 3.8 remains
valid with the constant NR there replaced by
N ′R :=
d(d − 1)
2(1 − c)Rd ·
a˜max
amin
− d. (57)
Now we are ready to give the proof of Theorem 2.
Proof of Theorem 2. Let f,  and N∗ be as in Theorem 2, and let 	Z , NZ be as in
Proposition 3.5. Let NR be as in Proposition 3.8, and set R := 	Z . Then it is easy to see from (9),
(25) and (40) that  = 1	Z . Together with (10), (40) and (51), it follows readily that one has
N∗ = max{NZ,NR}.
For any positive integerNN∗ and any  ∈ I(n,N+d), letAN be as in (14). If N+d ∈ Z˜(f )(	Z),
then by Proposition 3.5, we have AN 0. On the other hand, if

N+d ∈ n \ Z˜(f )(	Z), then we
also have AN 0 by Proposition 3.8. Hence (x1 + · · · + xn)Nf ∈
∑+
N+d(Rn). This ﬁnishes the
proof of Theorem 2. 
4. Characterization of Pólya semi-positive polynomials in some cases
4.1. In this section, we use Theorems 1 and 2 to deduce our characterization of Pólya semi-positive
polynomials in the case when Z(f ) ∩ n consists of a ﬁnite number of points and as well as the
case when n = 3.
Proof of Corollary 3. Let f ∈ Pd(n) be such that |Z(f ) ∩ n| is ﬁnite and f satisﬁes (Z1), so
that Z(f ) ∩ n consists of 0-faces of n. It is obvious that Corollary 3 will follow readily from
Theorems 1 and 2 if one can show that such an f satisﬁes (Z2) if and only if it satisﬁes (Z2′).
Clearly if f satisﬁes (Z2′), then it satisﬁes (Z2). Conversely, suppose f satisﬁes (Z2). Then for any
0-face FI ⊂ Z(f ) ∩ n and  = (1, . . . , n) ∈ −, there exists  = (1, . . . , n) ∈ + such
that I. Upon permuting the coordinates of n if necessary, we will assume without loss of
generality that I = {1, . . . , n − 1}. Then we have ii for all 1 in − 1. If i = i for all
1 in− 1, then it follows from the equality || = || = d that we also have n = n. Thus we
have  = , contradicting the fact that the sets + and − are disjoint. Hence there exists i0 with
1 i0n− 1 such that i0 > i0 , and it follows that  	I . Therefore, f also satisﬁes (Z2′). 
Proof of Corollary 4. First we remark that if f ∈ Pd(3) is factored into the form f =
x
1
1 x
2
2 x
3
3 fˆ as given in (12), then it is easy to see that f is Pólya semi-positive if and only if
fˆ is Pólya semi-positive. The ‘if’ part of Corollary 4 then follows as a direct consequence of
the above remark and Corollary 3 (applied to fˆ ). Conversely, suppose f ∈ Pd(3) is Pólya
semi-positive. Then by factoring out all the common factors of the monomial terms of f, one can
write f = x11 x22 x33 fˆ with 1, 2, 3 ∈ Z0 and such that the monomial terms of fˆ have no
common factors. By the aforementioned remark, fˆ is necessarily Pólya semi-positive, and thus by
Theorem 1, fˆ satisﬁes (Z1) and (Z2). Moreover, it follows from a simple dimension consideration
that Z(fˆ ) ∩ 3 necessarily consists of a union of 0-faces and 1-faces of 3. Since the monomial
terms of fˆ have no common factors, it follows that Z(fˆ )∩3 cannot contain any 1-faces. Hence
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Z(fˆ ) ∩ 3 consists of a union of 0-faces, and thus it is a ﬁnite set. This ﬁnishes the proof of the
‘only if’ part of Corollary 4. 
5. Some examples
5.1. In this subsection, we construct a polynomial in P3(4) which satisﬁes (Z1) and (Z2)
but is not Pólya semi-positive. This illustrates that the necessary conditions (Z1) and (Z2) in
Theorem 1 are not sufﬁcient conditions for Pólya semi-positivity.
Example 5.1. Let f ∈ R[x, y, z, w] be given by
f (x, y, z, w) := x3 + xy2 + xz2 + xw2 + x2y + y3 + yz2 + yw2 − 2xzw − 2yzw
= (x + y)(x2 + y2 + (z − w)2).
Clearly, f ∈ P3(4). It can be easily seen that
Z(f ) ∩ 4 = {(x, y, z, w) ∈ 4|x = y = 0} = F{1,2}.
Hence f satisﬁes (Z1). Moreover, the three faces of4 inZ(f )∩4 areFI = F{1,2},FJ = F{1,2,3}
and FK = F{1,2,4}. We list the 4-tuples in + and − as follows:
+ = {(3, 0, 0, 0), (1, 2, 0, 0), (2, 1, 0, 0), (0, 3, 0, 0),
(1, 0, 2, 0), (1, 0, 0, 2), (0, 1, 2, 0), (0, 1, 0, 2)}.
− = {(1, 0, 1, 1), (0, 1, 1, 1)}.
Clearly, for each  ∈ − and each I, J or K, there exist (I ), (J ), (K) ∈ + (depending also
on ) such that I(I ), J (J ) and K(K). As an example, when  = (1, 0, 1, 1), it is
easy to check that one may let
(I ) = (1, 0, 2, 0), (J ) = (1, 0, 0, 2) and (K) = (1, 0, 2, 0).
The case when  = (0, 1, 1, 1) is similar and will thus be left to the reader. Hence we see
that f satisﬁes (Z2). On the other hand, for each even positive integer N = 2m, we let  =
(1, 0,m + 1,m + 1) ∈ I(4, N + 3) and consider the associated monomial AN xzm+1wm+1 in
(x + y + z + w)Nf . Then the terms in f contributing to this monomial are xz2, xw2 and −2xzw,
and we have
AN =
(2m)!
0!0!(m − 1)!(m + 1)! +
(2m)!
0!0!(m + 1)!(m − 1)! − 2 ·
(2m)!
0!0!m!m!
= − 2 · (2m)!
m!(m + 1)! < 0.
Hence f is not Pólya semi-positive.
5.2. Next we construct a Pólya semi-positive polynomial which does not satisfy the condition
(Z2′) in Theorem 2. This shows that (Z2′) is not a necessary condition for Pólya semi-positivity.
Example 5.2. Let g ∈ R[x, y, z, w] be given by
g(x, y, z, w) := x2zw + y2zw + xyz2 + xyw2 − xyzw.
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It is easy to check that the coefﬁcients of (x + y + z + w) · g are all non-negative, and thus g is
Pólya semi-positive. In particular, it follows from Theorem 1 that g satisﬁes the conditions (Z1)
and (Z2). Clearly, one has
+ = {(2, 0, 1, 1), (0, 2, 1, 1), (1, 1, 2, 0), (1, 1, 0, 2)} and
− = {(1, 1, 1, 1)}.
Let I = {3, 4}. It is easy to see that the corresponding face FI = {(x, y, z, w) ∈ 4|z = w = 0}
lies in Z(g) ∩ 4, but (1, 1, 1, 1)I for any  ∈ +. Hence g does not satisfy (Z2′).
5.3. Now we construct a family of polynomials {h} ⊂ P4(4) to illustrate that the growth order
of N∗ with respect to c in Theorem 2, namely, N∗ ∼ 11−c as c → 1, is sharp. Each h will be such
that Z(h) ∩ 4 consists of a union of 0-faces and 1-faces of 4, i.e., k = 1.
Example 5.3. For 0 <  < 4, consider the polynomial in R[x, y, z, w] given by
h(x, y, z, w) := x2yz + xy2z + xyz2 + w4 − (4 − )xyzw.
By the arithmetic–geometric mean inequality, one easily sees that h ∈ P4(4), and one has
Z(h)∩4 = {(x, y, z, w) ∈ 4|x = w = 0}∪{(x, y, z, w) ∈ 4|y = w = 0}∪{(x, y, z, w) ∈
4|z = w = 0}. Hence h satisﬁes (Z1). Clearly there are three 1-faces FI1 , FI2 , FI3 and three
0-faces FI4 , FI5 , FI6 in Z(h) ∩ 4 with associated indexes given by
I1 = {1, 4}, I2 = {2, 4}, I3 = {3, 4},
I4 = {1, 2, 4}, I5 = {1, 3, 4}, I6 = {2, 3, 4}.
We list the 4-tuples in + and − as follows:
+ = {(2, 1, 1, 0), (1, 2, 1, 0), (1, 1, 2, 0), (0, 0, 0, 4)}.
− = {(1, 1, 1, 1)}.
Let  = (1, 1, 1, 1). It is easy to see that for each face FIi , there exists (Ii) ∈ + such that
 	Ii (Ii), i = 1, . . . , 6 (as an example, one may take (I4) = (1, 1, 2, 0)). Hence h satisﬁes
(Z2′). One can also easily check that n = 4, d = 4, |−| = 1, k = 1, amin = amax = 1,
bmax = 4 − , c = 1 − 4 . For 0 <  < 4 − 123 , the constant  in (9) is easily checked to be
8(4 − )(20 − )3, and the constant N∗ in Theorem 2 is then given by
N∗ = max
{
64(4 − )(20 − )3, 6 · 8
4 · (4 − )4(20 − )12

}
− 4.
As  → 0 (or equivalently c → 1), N∗ is asymptotically 6·84·44·2012 (or equivalently 6·8
4·43·2012
1−c ).
Thus N∗ has growth order N∗ ∼ 11−c as c → 1. Let N = 4m for some positive integer m. Then
the coefﬁcient of xm+1ym+1zm+1wm+1 in (x + y + z + w)Nh is
AN(m+1,m+1,m+1,m+1) =
(4m)!
(m!)4
(
3m
m + 1 +
m(m − 1)(m − 2)
(m + 1)3 − (4 − )
)
<
(4m)!
(m!)4
(
3m
m + 1 +
m
m + 1 − 4 + 
)
= (4m)!
(m!)4
(
 − 4
m + 1
)
.
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Thus if (x + y + z + w)Nh ∈ +N+4(R4), we must have  − 4m+10, which implies that
N = 4m 16 − 4 (or equivalently N 41−c − 4), and hence the minimum growth order of N is at
least 11−c , as c → 1. Therefore the growth order of N∗ in Theorem 2, namely N∗ ∼ 11−c , is sharp.
Remark 5.4. Powers and Reznick [PR2] have earlier constructed a similar family of polynomials
such that the zero set of each polynomial in n consists of only 0-faces, and for which one can
easily check that the minimum growth order of N is also at least 11−c .
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