Abstract. The laboratory-scale erosion-corrosion testing facility at BATAN's Center for Radioisotope and Radiopharmaceutical Technology (PTRR) in Serpong was employed to simulate flow-induced corrosion of iron surfaces. Surface loss rates were measured by a nuclear technique called thin layer activation (TLA) analysis. A 10-MeV proton beam generated from a typical CS-30 cyclotron was used to produce 56 Co radionuclide layers on iron surfaces via a 56
Introduction
Thin layer activation (TLA) is a nuclear technique previously developed to help measure very low wear and erosion-corrosion rates of industrial components [1] [2] [3] [4] [5] [6] . It involves target irradiation using a beam of charged particles such as protons, deuterons, He-3 and He-4 or neutrons to directly label the surface of interest (widely called a coupon) with a very thin layer containing radioactive isotopes (a few hundred µm thick). Following the target irradiation, the activated surface layer is exposed to a flowing corrosive fluid. This is eventually followed by measurement of its radioactivity ratio before and after erosion-corrosion takes place. The radioactivity loss is directly proportional to the surface loss and therefore its erosion-corrosion rate can be determined precisely [7] . In order to get information on the surface loss of the coupon specimen, a calibration curve, which represents the relationship between radioactivity ratio and surface loss, must first be prepared by means of either a stacked-foil or an abrasion method [8] . Also, theoretical calibration curves can be calculated for a given projectile, beam current, energy, target geometry and irradiation time [8] .
Two methods have been developed to measure the radioactivity loss of a specimen/coupon, i.e. the remaining activity method and the concentration method. The remaining activity method measures the radioactivity left over in the coupon at a certain time during the erosion-corrosion process and then compares the radioactivity with a calibration curve prepared earlier to obtain the corresponding surface loss. On the other hand, the concentration method detects the specific radioactivity removed from the coupon's surface, after which the same procedures as in the first method are applied.
Flow-induced corrosion (sometimes also called erosion-corrosion) of iron-based materials occurs frequently to industrial components, which can lead to great problems partly due to their relatively difficult position to conduct measurements. Moreover, conventional methods such as gravimetry, ultrasound methods, etc. cannot be used properly to measure very slow degradation processes [8] ; thus a nuclear technique such as TLA analysis is expected to help overcome these issues.
Singh and co-workers [9] Tc and 123,124,126 I, respectively, using up to 400 nA α-particles. They suggest that the radioactive layers can be employed to study the wear rates of materials containing Cu, Co, Nb and Sb. Meanwhile, using 8-MeV deuteron beams, Craciun, et al. [10] measured the wear rates of Cr-plated and phosphated piston rings and discovered that the Cr-plated piston rings wore off at a rate nearly 5 times higher than the phosphated piston rings. Similar measurements on piston rings and cylinder housings have recently been reported by Chowdury, et al. [11] , whereas flow-induced corrosion of carbon steel was determined by Subramanian and co-workers [12] using a thin 56 Co layer produced by proton beam irradiation via a 56 Fe(p,n) 56 Co nuclear reaction. These recent investigations confirmed the use of the TLA technique for wear and erosion-corrosion measurements.
Corrosion of steel plate in seawater has been theoretically modeled by Soares, et al. [13] , who highlighted the dependence of the corrosion rates on seawater temperature and velocity. While there has been an overwhelming number of iron-based corrosion measurements using conventional methods, to the best of the authors' knowledge no work has been published on measuring the degradation rate of iron in seawater using the TLA method; thus it is useful to test this nuclear technique for such purpose. This paper discusses the use of the nuclear/TLA technique to measure flowinduced corrosion rates of iron surfaces in seawater. Two methods-the remaining activity method and the concentration method-were employed and compared to each other in detecting radioactivity during the experiments.
2
Experiments and Calculations
Target Preparation and Irradiation
The target of interest was prepared in the form of a pure iron coupon (99.995% purity) with a diameter of 1 cm and a thickness of 1 cm, which was then mounted on a target holder. Even though the standard carbon steel coupon thickness is 3.2 mm, a 1-cm thick coupon was chosen in this investigation for an easy and doable experimental setup, particularly the attachment of the coupon to the holder (a 3.2 mm thick coupon would have been difficult to attach to the available holder). The coupon thickness is less important and will not influence the experimental results when it is thicker than the total expected surface loss during the experiment.
The target was placed in such a way that the proton beam with a 1-cm diameter was aligned properly and would hit the target perpendicularly as the beam was directed to the target (note that the target could be tilted as required). An aluminum degrader was employed to reduce the proton energy in front of the aluminum collimator, as illustrated in Figure 1 . The thickness of the Al degrader could be adjusted so that the required proton energy was met. In this experiment, a 2.85-mm Al foil was required to reduce the proton energy from 26.5 MeV to 10 MeV. The iron target was irradiated at a dose of 1.2 µA.hr.
Based on the TALYS calculated 56
Fe(p,n)
56
Co nuclear cross-section [14] and some earlier experimental data [8, 10] , the optimum cross-sections lie in the proton energy range between 8 and 13 MeV; thus 10 MeV was set as the incident energy of the incoming protons. Lower energy than 10 MeV may result in lower radioactivity, which eventually leads to difficulties in measuring, whereas a much higher energy will result in enhanced safety concerns. No radioactivity is expected to occur should the proton beam irradiate the iron specimen at an energy level lower than 5.4 MeV.
Following the target irradiation, a thin layer containing radioactive isotopes (in the order of micrometers) was formed on the target surface. After a 20-hour cooling time, the radioactivity of the coupon targets was analyzed on the basis of their spectrum by measuring the gamma rays emitted from the radioactive isotopes using a portable gamma ray spectroscopy system consisting of a 76 × 76 mm-NaI(Tl) detector, which was connected to a multi channel analyzer (MCA) covering an energy range between 0 MeV and 1.8 MeV (1024 channel numbers) with an energy resolution of nearly 50 keV around the peak of a Cs-137 source (Eγ = 0.662 MeV). The portable MCA (Type MCA8000A, serial number 2278) was made by Amptek, USA. The spectroscopy system was calibrated using multiple gamma rays from Co-60 (Eγ = 1.17 MeV and 1.33 MeV), Cs-137 (Eγ = 0.662 MeV) and Ir-192 (E γ = 0.308 MeV; 0.317 MeV; 0.468 MeV; 0.604 MeV and 0.612 MeV) radioactive sources. The NaI(Tl) detector's efficiency was better than 90% at a photon energy of 0.5 MeV and 80% at a photon energy of 1 MeV, whereas the count rate was in the range of 0 to 200,000 counts per second. While the energy resolution of an HPGe detector is better than that of an NaI(Tl) detector, the latter has better sensitivity compared to the HPGe detector, which means that the NaI(Tl) detector captures more gamma rays than the HPGe detector. For this experiment, a detector with better sensitivity, i.e. an NaI(Tl) detector), was preferred since the measured activity was relatively low.
Calibration Curves
One of the most important characteristics of a radioactive layer is the depth distribution of the radionuclides on the target surface, which is represented by the calibration curve used for converting the radioactivity ratio to the surface loss. In this experiment the calibration curve was prepared by the stacked-foil method as described by Kambali, et al. in [15] , which is very similar to the target preparation and irradiation procedures except for the target of interest, which was replaced by a stack of 30 iron foils (purchased from Goodfellow, Inc., UK), 10 µm thick and 2 cm in diameter, respectively. The uncertainty of the 10-µm thick foils was 15% each. The stacked foils were irradiated with a 10-MeV proton beam at a dose of 0.5 µAhr. The radioactivity of the protoninduced radionuclide in the stacked foils was eventually measured using the gamma ray spectroscopic system after a 20-hour cooling time.
Flow-Induced Erosion Equipment and Surface Loss Measurement
The surface degradation of the iron specimens/coupons was simulated at laboratory scale, in which the samples were exposed to a flow-induced corrosion (FIC) fluid. Two different fluids were simulated and compared in this experiment, namely seawater (with salinity at 3.2% and pH at 7.8) as well as a solution of seawater and 0.001 M HCl. PTRR-BATAN previously designed and constructed an FIC testing facility (shown in Figures 2(a) and 2(b) ), which is capable of simulating a wide range of degradation experiments. The FIC facility consists of a 0.5-m high tank (900 liters in volume), where the flowing fluid is stored and circulated in a polyvinyl chloride (PVC) pipe with a diameter of 10 cm by pumping up the fluid into the pipe at a fixed volumetric flow of 100 liter/minute and a constant pressure of 20 bar. The TLA coupon was mounted in a prepared hole in the pipe so that the coupon surface was parallel to the pipe wall and then exposed to the flowing fluid. The Amptek portable gamma ray spectrometer, consisting of an NaI(Tl) detector which stayed in a holder under the pipe, was employed to measure the radioactivity of the coupon every 2 hours as the fluid was flowing. The rate of flow-induced corrosion was determined from the radioactivity ratio for a certain time by the assistance of the calibration curve. The total measuring time was 18 hours. Two methods-the remaining activity method and the concentration method, as described in the Introduction section-were compared in this experiment. Note that the temperature of the flowing seawater was kept at room temperature (25°C) during the experiments.
Figure 2 Schematic drawings of the FIC testing facility at PTRR-BATAN viewed from behind (a) and top (b).
In the concentration method measurement, an oil/debris filter was installed near the tank to ensure that there was no significant 56 Co debris flowing back into the system; instead it was trapped in the filter, thus preventing it to be re-measured in the flow. The NaI(Tl) detector was placed in front of the debris filter near the tank (as can be seen in Figure 2(b) ) to measure the radioactivity of 56 Co debris. Radioactivity measurement indicated that no significant 56 Co debris was detected in the flow after the flowing liquid had passed through the oil filter. It was also found that the radioactivity loss of the TLA coupon was comparable to that recorded in the filter. Note that the concentration method measurement was conducted in a separate experiment with the same experimental parameters as used for the remaining activity method.
Theoretical calculations were also performed using the stopping and range of ion in matter (SRIM) codes [16] to estimate the range of the 10-MeV proton beams in the iron target. In the calculations, using the SRIM-2013 version, nearly 100,000 protons were simulated to hit the 99.995% pure iron target at an incident angle of 0° relative to the incoming proton beam. Note that the SRIM codes have been widely used and proven to be in a good agreement with experimental results at accuracy of more than 10% [17] .
3
Results and Discussion
Calculated Range of Protons in Iron Targets
Based on the SRIM-2013 code calculations, a 10-MeV proton beam is able to penetrate through an iron target at an average range of 257.4 µm. This calculated result is essential, particularly to determine the appropriate thickness of the iron target so that the proton beam stops in the target. The prepared iron targets (1 cm thick) as well as the stacked iron foils (300 µm thick) in the experiments were therefore thick enough to completely stop the proton beam. According to the latest TALYS calculated nuclear cross-sections (version 1. Co spectrum as a result of the proton-irradiated 56 Fe target, measured using the NaI(Tl) detector, is given in Figure 3 , which shows the two main gamma rays emitted by the 56 Co radionuclide at 847 keV and 1238 keV along with an annihilation peak at 511 keV being 56 Co, a positron emitter. The high count rate and the change in count rate were expected to be sufficient for the degradation measurement. In terms of radiation protection, with a total radioactivity of just 425 kBq (11.5 µCi) measured in the target, there was no immediate concern over the safety of the radiation workers. Note that the whole experiment was performed in the cyclotron facility laboratories at PTRR -BATAN, which have been licensed by the Nuclear Energy Control Board of Indonesia (BAPETEN) and also accredited by the National Standardization Agency (BSN) as well as the National Committee for Accreditation of Research and Development Institutions (KNAPP). Co reaction, whereas according to the TALYS calculated data, other reactions such as (p, 2n) occur at a proton threshold energy of 15.7 MeV, while (p, 2p) only happens at a proton threshold energy of 10.3 MeV. Moreover, with proton energy at 10 MeV there was no significant chance in the production of 55 Fe and other radionuclides due to the relatively low energy proton irradiation as well as the low excitation functions of the other nuclear reactions.
Experimental Calibration Curve
The experimental calibration curve derived from the radioactivity measurement of each iron foil is plotted in Figure 4 (A), which indicates that the 56 Co radioactivity remains significantly detectable when the foil thickness is 195 ± 64 µm. The radioactive layer obtained from the experimental result (between 131 and 259 µm) was in good agreement with the expected theoretical calculation of 160.4 µm thickness, as discussed in Section 3.1. The gamma ray intensity dropped to the same rate as the background (equal to 3% or less of its maximum count) when the Fe thickness was over 200 µm. This typical calibration curve, which plots the depth of penetration or the foil thickness against the relative radioactivity, was used for the remaining activity method with the TLA technique. For comparison, the calibration curve for the concentration method is presented in Figure 4(B) , in which the relative activity increases exponentially with increasing thickness or depth of penetration. 
Measured Flow-Induced Erosion Rates of Iron
TLA analysis is only applicable when the flow-induced corrosion is followed by surface loss of the coupon since this corresponds to the radioactivity loss. By measuring the radioactivity ratio at a certain time while exposing the specimens to the moving fluid, one can precisely determine the degradation rates of the coupon. The measured degradation rates are plotted in Figure 5 for the measurements using the remaining activity method (filled circles) and for those using the concentration method (unfilled squares). It is clear from the figure that there was no significant difference between the results of both methods. Early on during the FIC measurement, a surface loss rate of 10.28 ± 3.6 µm/hr was recorded, whereas the surface loss became much slower and leveled off to a steady rate of 0.91 ± 0.30 µm/hr when the measuring time was over 15 hours.
The high erosion rate observed at the early stages of the measurement was most likely due to the pressure increase in the flowing seawater as the fluid was pumped into the system. Nevertheless, it should be noted that the steady rate of In fact, the degradation rate of the iron coupon in seawater (Figure 6(B) ) was lower than that of iron in 0.001 M HCl solution (Figure 6(A) ), which has been reported in [15] . The added acid solution increased the surface loss of the iron specimen, though in the early stages (measuring time between 0 and 5 hours) the degradation rate was comparable.
In this experiment, the most notable source of uncertainties that may contribute to measurement errors is the statistical variation of the count reading, including the energy of incident radiation, which is often unknown due to scatter and absorption, as well as detector dead time.
Conclusion
The thin layer activation (TLA) technique was proven to be applicable for measuring extremely low surface loss of iron specimens in seawater. Using the laboratory-scaled erosion-corrosion testing facility at the BATAN's Center for Radioisotope and Radiopharmaceutical Technology (PTRR) in Serpong, we were able to simulate flow-induced erosion of iron surfaces.
56
Co radionuclide layers on iron surfaces could be produced via a 56 Fe(p,n) 56 Co nuclear reaction using a 10-MeV proton beam. By exposing the 56 Co labeled iron coupons to circulating seawater simulated in BATAN's flow-induced erosion test facility, the surface loss of the specimens could be measured. The experimental results indicated that the TLA technique was able to measure a very low flow-induced erosion rate of 0.91±0.30 µm/hr. There was no significant difference in the measured surface loss rates between the remaining activity method and the concentration method. The iron surface loss in seawater was found to be lower than that of the same specimen in HCl solution.
