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Abstract
The existence of decaying, positive solutions of quasilinear elliptic equations of the form
∆u+φ(x,u)+x ·∇u/|x|2 = 0 is established in an exterior domain Ω ⊂R2, under suitable
smoothness and growth conditions. The main result is proved by means of a supersolution–
subsolution method given by Noussair and Swanson. By using phase plane analysis of a
system of Liénard type, a supersolution and a subsolution of the above equation are found
out. An extension of the main result to more general case is also attempted. Finally, some
examples are attached.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
The purpose of this paper is to prove the existence of decaying, positive
solutions of quasilinear second-order elliptic equations of the form
∆u+ φ(x,u)+ x · ∇u|x|2 = 0, x ∈Ω, (1.1)
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in an exterior domain Ω of two-dimensional Euclidean space R2. By an exterior
domain ofR2 we mean a domain which containsGa = {x ∈R2: |x|> a} for some
positive number a. Throughout this paper, we assume that φ(x,u) is nonnegative
and locally Hölder continuous with exponent α ∈ (0,1) in M × J¯ for every
bounded domain M ⊂Ω and for every bounded interval J ⊂R.
For a bounded domain M ⊂ Ω , let C2+α(M) denote the space of all
continuous functions on M such that the usual Hölder norm ‖ · ‖2+α, M is finite.
A solution of (1.1) in Ω is defined as a function u ∈ C2+α(M) for every bounded
subdomain M ⊂Ω such that u satisfies Eq. (1.1) at every point x ∈Ω . Similarly,
a function u ∈ C2+α(M) is called a supersolution (subsolution, respectively) of
(1.1) in Ω if it satisfies the inequality
∆u+ φ(x,u)+ x · ∇u|x|2  0 ( 0, respectively)
at every point x ∈Ω .
Noussair and Swanson [8] considered a quasilinear elliptic equation, which has
quite a general form, under certain smoothness assumptions and a condition of
Nagumo [7]. They presented the so-called “supersolution–subsolution” method
(see Section 4 in detail). Using the supersolution–subsolution approach, many
authors showed the existence of positive solution for equations of elliptic type
(see, for example, [2–4,6,9,10]). In particular, Constantin [2,3] applied the
supersolution–subsolution existence theory in [8] to the equation
∆u+ φ(x,u)+ψ(|x|)x · ∇u= 0
in an exterior domain of Rp with p  3.
We intend to discuss the same problem in the case that n = p and ψ(|x|) =
1/|x|2. To this end, we introduce the following notation. Write
L1(u)= 1, Ln+1(u)= Ln(u)ln(u), n= 1,2, . . . ,
where
l1(u)= 2| logu|, ln+1(u)= log
{
ln(u)
}
,
and set
Sn(u)=
n∑
k=1
1
{Lk(u)}2 .
Define e0 = 1 and en = exp(en−1). Then we have
ln+1(u)= log
{
ln(u)
}
> 0 for 0 < u< 1/
√
en,
and therefore, the function sequences {Ln(u)}, {ln(u)} and {Sn(u)} are well-
defined for u > 0 sufficiently small. To take some concrete forms of Sn(u), for
u > 0 sufficiently small,
S1(u)= 1, S2(u)= 1+ 14(logu)2 ,
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and
S3(u)= 1+ 14(logu)2 +
1
4(logu)2(log(2|logu|))2 ,
and so on. Our main result is stated in the following:
Theorem 1.1. Suppose that φ(x,u) satisfies
0 φ(x,u) h(u)|x|2 (1.2)
for all x ∈Ω and u 0, where h(u) is locally Lipschitz continuous and positive
for u > 0, and h(0)= 0. If there exists a positive integer n such that
h(u)
u
 1
4
Sn(u) (1.3)
for all u > 0 sufficiently small, then Eq. (1.1) has a positive solution u(x) in an
exterior domain with lim|x|→∞ u(x)= 0.
2. Transformation into a Liénard system
Consider the nonlinear differential equation
w′′ + 2
t
w′ + 1
t2
g(w)= 0, t > 0, (2.1)
where g(w) satisfies a suitable smoothness condition for the uniqueness of
solutions of the initial value problem and the signum condition
wg(w) > 0 if w = 0. (2.2)
Let t = es and w(t) = w(es) = ξ(s). Then Eq. (2.1) is transformed into the
equation
ξ¨ + ξ˙ + g(ξ)= 0, s ∈R,
which is equivalent to the planar system
ξ˙ = η− ξ, η˙=−g(ξ). (2.3)
System (2.3) is of Liénard type. Various studies have been conducted on dynamics
of more general Liénard system in the literature.
We call the projection of a positive semitrajectory of (2.3) onto the phase plane
a positive orbit. From (2.2) we see that the unique equilibrium of (2.3) is the origin
(0,0), in other words, every solution is nontrivial except the zero solution. Taking
the vector field of (2.3) into account, we also see that if Eq. (2.1) has a nontrivial
oscillatory solution w(t), then the positive orbit of (2.3) corresponding to w(t)
rotates in a clockwise direction about the origin.
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Lemma 2.1. Under the assumption (2.2), if Eq. (2.1) has a nontrivial oscillatory
solution, then all nontrivial, positive orbits of (2.3) rotate in a clockwise direction
about the origin and tend to the origin.
Proof. Let (ξ(s), η(s)) be a nontrivial oscillatory solution of (2.3) and let
A = (ξ(s0), η(s0)). It is well known that the zero solution of (2.3) is globally
asymptotically stable (for example, see [1,5,11]). Hence, we see that the solution
(ξ(s), η(s)) tends to the origin as s→∞.
Define
V (ξ, η)= 1
2
η2 +
ξ∫
0
g(σ) dσ
and consider the level curve V (ξ, η)=H for any H > 0. Then, for every H > 0,
there exist two points of intersection of the curve with the straight line η = ξ . In
fact, the function V (ξ, ξ) is increasing for ξ > 0 and decreasing for ξ < 0, and
V (0,0)= 0, V (ξ, ξ)→∞ as |ξ | →∞.
Let (−a,−a) and (b, b) be the points of intersection, where a > 0 and b > 0. It is
clear that numbers a and b are dependent of H and increasing with respect to H ,
and satisfy
a(H)→ 0, b(H)→ 0
as H → 0. Define a domain DH by
DH =
{
(ξ, η): −a < ξ < b and V (ξ, η) < H}.
Then the domain DH becomes smaller as H decreases and converges into the
origin, that is,
DH2 ⊂DH1 for H2 <H1,
⋂
H>0
DH =
{
(0,0)
}
.
Since (ξ(s), η(s)) approaches the origin as s →∞, the positive orbit γ+(A)
which corresponds to (ξ(s), η(s)) enters DH for any H > 0. Hence, we choose a
s1 > 0 such that (ξ(s1), η(s1)) ∈DH . From the vector field of (2.3), we see that
γ+(A) does not cross the lines ξ = b and ξ =−a again. We also see that γ+(A)
cannot meet the level curve V (u, v)=H twice, because
d
ds
V
(
ξ(s), η(s)
)=−ξ(s)g(ξ(s))< 0
by (2.2). Hence, γ+(A) stays in DH for s  s1. Since H is arbitrary and
(ξ(s), η(s)) is oscillatory, γ+(A) rotates in a clockwise direction about the origin
and tends to the origin. From the uniqueness of solutions for the initial value
problem it follows that all nontrivial, positive orbits of (2.3) must have the same
property. ✷
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3. Nonoscillation theorems
In case g(w)= δw, Eq. (2.1) coincides with the linear differential equation
y ′′ + 2
t
y ′ + δ
t2
y = 0. (E1)
Since condition δ > 1/4 is necessary and sufficient for all nontrivial solutions of
(E1) to be oscillatory (see Appendix A), it is safe to say that the most delicate
case in the oscillation problem for Eq. (2.1) is
g(w)
w
↘ 1
4
as |w| → 0. (3.1)
Recently, Sugie et al. [12, Lemmas 4.4 and 4.5] discussed the delicate problem
and presented a couple of theorems concerning the oscillation and nonoscillation
of solutions of (2.1) as follows.
Theorem A. Assume (2.2) and suppose that there exists a λ with λ > 1/4 such
that
g(w)
w
 1
4
+ λ
(2 log |w|)2
for |w| sufficiently small. Then all nontrivial solutions of (2.1) are oscillatory.
Theorem B. Assume (2.2) and suppose that
g(w)
w
 1
4
+ 1
4(2 log |w|)2
for w > 0 or w < 0, |w| sufficiently small. Then all nontrivial solutions of (2.1)
are nonoscillatory.
Though Theorems A and B can be applied to the most part of (3.1), they are
inapplicable to the case
(
2 log |w|)2{g(w)
w
− 1
4
}
↘ 1
4
as |w| → 0 (3.2)
which is a subcase of (3.1). The problem has not been completely settled.
Using Lemma 2.1 and Proposition A.2 in Appendix A, we can obtain the
following infinite sequence of nonoscillation theorems which is applied even to
the case (3.2).
Theorem 3.1. Assume (2.2) and suppose that there exists a positive integer n such
that
g(w)
w
 1
4
Sn
(|w|) (3.3)
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for w > 0 or w < 0, |w| sufficiently small. Then all nontrivial solutions of (2.1)
are nonoscillatory.
Proof. If n= 1, then condition (3.3) becomes g(w)/w  1/4 for |w| sufficiently
small. Also, Theorem 3.1 coincides with Theorem B when n = 2. Hence, it is
enough to show that the theorem is true when condition (3.3) is satisfied with
n 3.
We first prove the special case
g(w)
w
= 1
4
Sn(w) (3.4)
for w > 0 sufficiently small. The proof is by contradiction. Suppose that Eq. (2.1)
with (3.4) has a nontrivial oscillatory solution. Then, by (2.2) and Lemma 2.1, we
see that all nontrivial, positive orbits of (2.3) rotate in a clockwise direction about
the origin and tend to the origin.
Let t0 be an arbitrary number with t0 > en−1 and define
y0 = 2
e
√
5t0
and A=
(
y0,
y0
2
{
1+
n−1∑
k=1
(
k∏
i=1
logi t0
)−1})
,
where
log0 t = t, logi t = log(logi−1 t), i = 1,2, . . . .
Consider the positive orbit γ+(A) of (2.3) passing through the point A at s =
s0
def= log t0. Since γ+(A) rotates about the origin, it crosses the line η = ξ/2
and the positive ξ -axis infinitely many times. Let s1 (s2, respectively) be the
first intersecting time of γ+(A) with the line η = ξ/2 (the positive ξ -axis,
respectively). Then it clear that s0 < s1 < s2. Since t0 is sufficiently large, the
point A is near the line η = ξ/2. Hence, by the continuous dependence of
solutions on initial conditions, it may safely be assumed that s1 is arbitrarily close
to s0, say,
s1 − s0 < 1. (3.5)
Letting ξ = r cosθ and η = r sin θ , we can transform system (2.3) with (3.4)
into the system
r˙ = r
[
f1(θ)− sin θ cosθ4
n∑
k=2
1
{Lk(r cosθ)}2
]
,
(3.6)
θ˙ = f2(θ)− cos
2 θ
4
n∑
k=2
1
{Lk(r cos θ)}2 ,
where
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f1(θ)= (sin θ − cosθ) cosθ − 14 sin θ cosθ,
f2(θ)=−(sin θ − cos θ) sinθ − 14 cos
2 θ.
Note that f1(θ) is increasing for 0  θ < π/4; and f2(θ) is increasing for
0  θ < θ∗ and decreasing for θ∗ < θ < π/4, where θ∗ is the minimal positive
value satisfying tan θ∗ = 1/2. Also, f1(θ∗)=−1/2 and f2(θ∗)= 0.
Let (r(s), θ(s)) be the solution of (3.6) corresponding to γ+(A). Then, taking
the vector field of (2.3) into account, we see that
r(s1) <
√
y20 +
(
y0
2
)2
=
√
5
2
y0
and
0 θ(s) θ∗ for s1  s  s2. (3.7)
Since f1(θ) is increasing for 0 θ  θ∗, we obtain
r˙(s)= r(s)
[
f1
(
θ(s)
)− sin θ(s) cosθ(s)
4
n∑
k=2
1
{Lk(r(s) cosθ(s))}2
]
<−1
2
r(s)
for s1  s  s2. Integrating this inequality from s1 to s  s2, we get
r(s) <
√
5
2
y0e
−(s−s1)/2 for s1  s  s2.
Hence, together with (3.5), we have
log
(
r(s) cosθ(s)
)
<−1
2
(s − s1)+ log
√
5
2
y0 =−12s +
1
2
s1 + log 1
e
√
t0
=−1
2
s − 1
2
+ 1
2
(s1 − s0 − 1) <−12s −
1
2
for s1  s  s2. Since s1 depends on s0 and approaches s0 as s0 →∞, we can
estimate
log
(
r(s) cosθ(s)
)
<−1
2
s for s0  s  s2
(we may change s0 if it is necessary). By this estimation and mathematical
induction, we can show that
li
(
r(s) cosθ(s)
)
> logi−1 s for s0  s  s2 and i = 1,2, . . . , n− 1.
We therefore conclude that
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θ˙ (s)= f2
(
θ(s)
)− cos2 θ(s)
4
n∑
k=2
1
{Lk(r(s) cosθ(s))}2
= f2
(
θ(s)
)− cos2 θ(s)
4
n∑
k=2
(
k−1∏
i=1
li
(
r(s) cosθ(s)
))−2
> f2
(
θ(s)
)− cos2 θ(s)
4
n∑
k=2
(
k−1∏
i=1
logi−1 s
)−2
= f2
(
θ(s)
)− cos2 θ(s)
4
n−2∑
k=0
(
k∏
i=0
logi s
)−2
(3.8)
for s0  s  s2.
Now, we consider the linear differential equation
y ′′ + 2
t
y ′ +
{
1
4
n−1∑
k=0
(
k∏
i=0
logi t
)−2}
y = 0. (3.9)
Then we see that the function
y(t)= y0
(
t0
/ n−1∏
i=1
logi t0
)1/2( n−1∏
i=1
logi t
/
t
)1/2
is a nonoscillatory solution of (3.9) (we have only to put
K3 = y0
(
t0
/ n−1∏
i=1
logi t0
)1/2
and K4 = 0 in Proposition A.2). Noticing the fact that(
n−1∏
i=0
logi t
)′
=
n−1∑
k=1
(
n−1∏
i=k
logi t
)
+ 1,
we can verify that the solution y(t) satisfies the initial conditions
y(t0)= y0, y ′(t0)= y02t0
{
n∑
k=2
(
k−1∏
i=1
logi t0
)−1
− 1
}
.
Let s = log t . Then Eq. (3.9) is transferred into the system
ξ˙ = η− ξ, η˙=−
{
1
4
+ 1
4
n−2∑
k=0
(
k∏
i=0
logi s
)−2}
ξ. (3.10)
The change of variable also transfers the solution y(t) to (ξ(s), η(s)) which is
represented as(
ξ(s), η(s)
)= (y(es), y ′(es)es + y(es)).
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Since s0 = log t0, we get
ξ(s0)= y(t0)= y0, η(s0)= y02
{
1+
n−2∑
k=0
(
k∏
i=0
logi s0
)−1}
,
and therefore, the point (ξ(s0), η(s0)) coincides with A. From the fact that
logi es = logi−1(log es)= logi−1 s, we also obtain
η(s)
ξ(s)
= 1
2
+ 1
2
n−2∑
k=0
(
k∏
i=0
logi s
)−1
↘ 1
2
as s→∞.
Hence, we see that(
ξ(s), η(s)
) ∈R1 def= {(ξ, η): 0 < 12ξ < η < ξ
}
for s  s0.
In polar coordinates (ξ, η)→ (ρ,ϕ) by ξ = ρ cosϕ and η = ρ sinϕ, system
(3.10) becomes
ρ˙ = ρ
{
f1(ϕ)− sinϕ cosϕ4
n−2∑
k=0
(
k∏
i=0
logi s
)−2}
,
(3.11)
ϕ˙ = f2(ϕ)− cos
2 ϕ
4
n−2∑
k=0
(
k∏
i=0
logi s
)−2
.
Let (ρ(s), ϕ(s)) be the solution of (3.11) which corresponds to (ξ(s), η(s)). Since
(ξ(s), η(s)) stays in the region R1, we obtain
θ∗ < ϕ(s) <
π
4
for s  s0. (3.12)
Comparing the differential inequality (3.8) with the second equation in system
(3.11), we see that
ϕ(s) θ(s) for s0  s  s2.
Hence, by (3.12) we obtain
θ(s) > θ∗ for s0  s  s2,
which is a contradiction to (3.7). Thus, all nontrivial solutions of (2.1) are
nonoscillatory in the case (3.4). To be precise, Eq. (2.1) with (3.4) has at least
one solution which is eventually positive.
Next, by way of contradiction, we prove the remaining case that there exists a
sequence {wk} tending to +0 such that
g(wk)
wk
<
1
4
Sn(wk). (3.13)
Needless to say, condition (3.3) is assumed for w > 0 sufficiently small.
Suppose that Eq. (2.1) has a nontrivial oscillatory solution. Then, it follows
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from Lemma 2.1 that all nontrivial, positive orbits of (2.3) rotate in a clockwise
direction about the origin.
As we already proved, Eq. (2.1) with (3.4) has an eventually positive solution
w(t). It is easy to show that
w′(t) < 0, tw′(t)+w(t) > 0
for t sufficiently large. Let (ξ(s), η(s)) be the solution of (2.3) corresponding to
w(t). Then (ξ(s), η(s))= (w(es),w′(es)es +w(es)), and therefore, (ξ(s), η(s))
stays in the region
R2
def= {(ξ, η) : 0 < η < ξ}
for s sufficiently large. Since ξ˙ (s)= w′(es)es < 0 and system (2.3) has no equi-
libria in the region R2, we see that
ξ(s)→+0 as s→∞. (3.14)
Hence, we can choose a sufficiently large s3 > 0 and a positive integer m such
that
ξ(s3)=wm. (3.15)
For simplicity, let
a1 = ξ(s3), b1 = η(s3), B = (a1, b1) ∈ R2
and let Γ +(B) be the positive orbit which corresponds to (ξ(s), η(s)). Then, from
(3.14) we see that Γ +(B) remains in the region R2 and approaches the origin.
To compare with Γ +(B), we consider the positive orbit γ+(B) of (2.3) starting
at the same point B . Positive orbits γ+(B) and Γ +(B) can be regarded as the
graphs of η= k1(ξ) and η= k2(ξ) which are solutions of the equations
dη
dξ
=− g(ξ)
η− ξ and
dη
dξ
=−Sn(ξ)ξ/4
η− ξ
satisfying k1(a1)= k2(a1)= b1, respectively. By (3.13) and (3.15) we have
0<− g(a1)
b1 − a1 <−
Sn(a1)a1/4
b1 − a1 , (3.16)
which means that the slopes of γ+(B) and Γ +(B) at the point B are positive
and the former is gentler than the latter. Since all nontrivial, positive orbits of
(2.3) rotate about the origin, we also see that γ+(B) leaves the region R2 and
then intersects the positive u-axis. Let D(a3,0) be the point of intersection. On
the other hand, Γ +(B) stays in the region R2 and approaches the origin. Hence,
from (3.16) we conclude that γ+(B) and Γ +(B) have a point of intersection in
the region R2. Let C(a2, b2) be the last intersecting point. Then a3 < a2 < a1,
k1(a2) = k2(a2) = b2, k1(a3) = 0 < k2(a3) and 0 < k1(ξ) < k2(ξ) for a3 < ξ <
a2. Hence, we obtain
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b2 − k2(a3)=−
a2∫
a3
Sn(ξ)ξ/4
k2(ξ)− ξ dξ −
a2∫
a3
g(ξ)
k2(ξ)− ξ dξ
>−
a2∫
a3
g(ξ)
k1(ξ)− ξ dξ = b2.
This is a contradiction. Thus, Eq. (2.1) with (3.13) is also nonoscillatory.
Similarly, we can prove the case that g(w) satisfies (3.3) for w < 0, |w| suffi-
ciently small. We have completed the proof. ✷
By virtue of Theorem 3.1, we see that positive solutions exist in Eq. (2.1). We
can also estimate the asymptotic behavior of positive solutions of (2.1).
Theorem 3.2. Assume (2.2) and (3.3). Then there exist a positive number T > 0
and a positive solution w(t) of (2.1) such that
tw(t) Tw(T ) for t  T .
Proof. From Theorem 3.1 we see that Eq. (2.1) has a solution w(t) which is
eventually positive. Hence, there exists a T > 0 such that
w(t) > 0 for t  T .
Recall that Eq. (2.1) is equivalent to system (2.3). Let (ξ(s), η(s)) be the solution
of (2.3) corresponding to w(t). Then
ξ(s) > 0 for s  logT , (3.17)
and therefore,
η˙(s) < 0 for s  logT (3.18)
by (2.2).
Suppose that η(s0) < 0 for some s0  logT . Then, by (3.17) and (3.18) we
have
ξ˙ (s) < ξ˙ (s)+ ξ(s)= η(s) < η(s0)
for s  s0. Integrating this inequality from s0 to s, we get
ξ(s) < ξ(s0)+ η(s0)(s − s0),
which tends to −∞ as s → ∞. This is a contradiction to (3.17). Thus, we
conclude that η(s) 0 for s  logT .
From the first equation in system (2.3), we see that
ξ˙ (s)−ξ(s) for s  logT .
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Integrate the both sides to obtain
ξ(s) T ξ(logT )e−s for s  logT .
Since t = es , we get our desire. ✷
4. Proof of the main theorem
Noussair and Swanson [8] considered the quasilinear elliptic equation
Lu
def=
n∑
i,j=1
aij (x)DiDju=F(x,u,∇u), Di = ∂/∂xi, (4.1)
on an exterior domain Ω containing Ga for some a > 0 under the assumptions
that
(i) each aij ∈ C2+α( M) and the matrix (aij (x)) is uniformly positive definite in
every bounded domain M ⊂Ω ;
(ii) there exists a number α ∈ (0,1) such that F ∈ Cα(M × J¯ × N) (Hölder
continuous) for every bounded domain M ⊂ Ω , every bounded interval
J ⊂R, and every bounded domain N ⊂Rn;
(iii) for every bounded subdomainM of Ω , there exists a nonnegative continuous
function lM such that∣∣F(x,u,p)∣∣ lM(|u|)(1+ |p|2), x ∈ M, u ∈R, p ∈Rn.
They established the existence of a positive solution of (4.1) as follows.
Theorem C. If there exists a positive supersolution u¯ of (4.1) and a positive
subsolution u of (4.1) in Gb such that u(x)  u¯(x) for all x ∈ Gb ∪ Cb , where
b  a and Cb = {x ∈ R2: |x| = b}, then Eq. (4.1) has at least one solution u
satisfying u(x)= u¯(x) on Cb and u(x) u(x) u¯(x) through Gb .
Using Theorems 3.1, 3.2 and C, we can prove our main result.
Proof of Theorem 1.1. Let F(x,u,p)=−φ(x,u)− x · p/|x|2. Then it is easy
to check that the above assumptions (i)–(iii) are satisfied in Eq. (1.1). Define
h∗(w)=
{
h(w) for w  0,
−h(−w) for w < 0
and consider the nonlinear differential equation
w′′ + 2
t
w′ + 1
t2
h∗(w)= 0, t > 0 (4.2)
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and its equivalent system
ξ˙ = η− ξ, η˙=−h∗(ξ). (4.3)
Then h∗(w) satisfies the signum condition (2.2). Note that all solutions of (4.3)
tend to the origin as s→∞, in other words, the zero solution of (4.3) is globally
asymptotically stable. By (1.3), the function h∗ satisfies
h∗(w)
w
 1
4
Sn
(|w|)
for w > 0 and w < 0, |w| sufficiently small. Hence, from Theorem 3.1 it turns
out that all nontrivial solutions of (4.2) are nonoscillatory. This means that the
equation
w′′ + 2
t
w′ + 1
t2
h(w)= 0
has a solution w(t) which is positive for all t  b with some b > 0 (we may take
b = T , where T is a number given in Theorem 3.2). Since the zero solution of
(4.3) is globally asymptotically stable, the solution w(t) naturally tends to zero as
t →∞.
Let u¯(x) be the function defined by
u¯(x)=w(t), t = |x| b.
Then, by (1.2) we have
∆u¯(x)+ φ(x, u¯(x))+ x · ∇u¯(x)|x|2 =w′′(t)+ 2t w′(t)+ φ
(
x,w(t)
)
w′′(t)+ 2
t
w′(t)+ 1|x|2h
(
w(t)
)
=w′′(t)+ 2
t
w′(t)+ 1
t2
h
(
w(t)
)= 0,
so that the function u¯(x) is a positive supersolution of (1.1) in Gb .
On the other hand,
u(x)= bw(b)|x|
is a positive subsolution of (1.1) in Gb . In fact, by (1.5) again, we obtain
∆u(x)+ φ(x,u(x))+ x · ∇u(x)|x|2
∆u(x)+ x · ∇u(x)|x|2 =
bw(b)
|x|3 −
1
|x|2
bw(b)
|x| = 0.
From Theorem 3.2 we see that
u(x)= bw(b)|x| =
bw(b)
t
w(t)= u¯(x)
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for |x|  b. Hence, by means of Theorem C, we conclude that there exists a
positive solution u(x) of (1.1) satisfying u(x)= u(x)= u¯(x) on Cb and u(x)
u(x)  u¯(x) through Gb . Since w(t) approaches zero as t →∞, the positive
solution u(x) also tends to zero as |x|→∞. This completes the proof. ✷
5. General form
We can modify our results to the equation
∆u+ φ(x,u)+ f (u)x · ∇u|x|2 = 0, x ∈Ω, (5.1)
where Ω and φ(x,u) satisfy the same conditions as in Eq. (1.1), and f (u) is
continuous and positive for u ∈ R. For the sake of convenience, we define two
functions F(u) and Γ (u) by
F(u)=
u∫
0
f (σ) dσ and Γ (u)=
u∫
1
1
F(σ)
dσ.
Since F(u) is increasing for u ∈R, the inverse function of F(u) exists. From the
assumption of f (u) it follows that Γ (u) tends to −∞ as u→ 0.
Constantin and Villari [4] discussed the existence of positive solutions of (5.1)
provided that f (u) is bounded and
lim
u→∞F(u) <∞.
We give the following result concerning the existence of decaying, positive
solutions of (5.1) without such assumptions.
Theorem 5.1. Let h(u) be a locally Lipschitz continuous and positive function
defined for u > 0 with h(0)= 0. Suppose that φ(x,u) satisfies condition (1.2). If
there exists a positive integer n such that
h(u)
f (u)F (u)
 1
4
Sn
(
F(u)
) (5.2)
for u > 0 sufficiently small, then Eq. (5.1) has a decaying positive solution in an
exterior domain.
To prove Theorem 5.1, we need to consider the nonlinear differential equation
w′′ + 1
t
(
1+ f (w))w′ + 1
t2
g(w)= 0, t > 0 (5.3)
and its equivalent system
ξ˙ = η− F(ξ), η˙=−g(ξ) (5.4)
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instead of (2.1) and (2.3), respectively. We assume that the signum condition (2.2)
is satisfied. Let
χ = F(ξ) and ds
dτ
= 1
f (ξ)
.
Then we can transform system (5.4) into the system
dχ
dτ
= η− χ, dη
dτ
=−g∗(χ), (5.5)
where g∗(χ) = g(F−1(χ))/f (F−1(χ)) and F−1(χ) is the inverse function of
F(ξ). We should notice that system (5.5) is defined on the region{
(χ,η): F(−∞) < χ < F(∞) and η ∈R}.
Since χg∗(χ) > 0 if χ = 0, system (5.5) is the same form as (2.3). Hence, we
have the following results.
Theorem 5.2. Assume (2.2) and suppose that there exists a positive integer n such
that
g(w)
f (w)F(w)
 1
4
Sn
(∣∣F(w)∣∣) (5.6)
for w > 0 or w < 0, |w| sufficiently small. Then all nontrivial solutions of (5.3)
are nonoscillatory.
Proof. Let us apply Theorem 3.1 to Eq. (5.3). Then we see that if
g∗(χ)
χ
 1
4
Sn
(|χ |) (5.7)
for χ > 0 or χ < 0, |χ | sufficiently small, then all nontrivial solutions of (5.3) are
nonoscillatory. From
g∗(χ)= g(F
−1(χ))
f (F−1(χ))
= g(ξ)
f (ξ)
it follows that (5.7) is equivalent to (5.6). ✷
Theorem 5.3. Assume (2.2) and (5.6). Then there exist a positive number T > 0
and a positive solution w(t) of (5.3) such that
Γ
(
w(t)
)
 Γ
(
w(T )
)+ log T
t
for t  T .
Proof. By virtue of Theorem 5.2, we can choose a T > e and a solution w(t) of
(5.3) such that
w(t) > 0 for t  T .
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Let (ξ(s), η(s)) be the solution of (5.4) corresponding to w(t). Since
s = log t and ξ(s)=w(es)=w(t),
we have
ξ(s) > 0 for s  logT . (5.8)
By (2.2) we get
η˙(s)=−g(ξ(s))< 0 for s  logT . (5.9)
Suppose that η(s0) < 0 for some s0  logT . Then, by (5.8), (5.9) and the fact
that f (u) is positive for u ∈R, we obtain
ξ˙ (s) < ξ˙(s)+ F (ξ(s))= η(s) < η(s0)
for s  s0. Integrating this inequality from s0 to s, we have
ξ(s) < ξ(s0)+ η(s0)(s − s0),
which tends to −∞ as s →∞. This contradicts (5.8). Hence, we conclude that
η(s) 0 for s  logT .
From the first equation in system (5.4), we see that
ξ˙ (s)−F (ξ(s)) for s  logT .
Integrate the both sides to obtain
Γ
(
w(t)
)− Γ (w(T ))− log t + logT for t  T .
This completes the proof. ✷
Combining Theorems 5.2 and 5.3 with Theorem C, we can give the proof of
Theorem 5.1.
Proof of Theorem 5.1. Define
h∗(w)=
{
h(w) for w  0,
−h(−w) for w < 0, and f
∗(w)=
{
f (w) for w  0,
f (−w) for w < 0.
Then h∗(w) is odd and satisfies the signum condition (2.2), and f ∗(w) is even
and positive for w ∈R. Consider the nonlinear differential equation
w′′ + 1
t
(
1+ f ∗(w))w′ + 1
t2
h∗(w)= 0, t > 0. (5.10)
Let t = es , w(t)=w(es)= ξ(s) and
F ∗(w)=
w∫
0
f ∗(σ ) dσ.
304 J. Sugie, N. Yamaoka / J. Math. Anal. Appl. 275 (2002) 288–311
Then we can rewrite Eq. (5.10) as the system
ξ˙ = η− F ∗(ξ), η˙=−h∗(ξ). (5.11)
Note that the function F ∗(w) satisfies that
F ∗(w)=
{
F(w) for w  0,
−F(−w) for w < 0.
By (5.2) we have
h∗(w)
f ∗(w)F ∗(w)
 1
4
Sn
(∣∣F ∗(w)∣∣)
for w > 0 and w < 0, |w| sufficiently small. Hence, from Theorem 5.2 we see
that all nontrivial solutions of (5.10) are nonoscillatory. Since f ∗(w) is positive
for w ∈R, the zero solution of (5.11) is asymptotically stable. Consequently, we
can choose a b > 0 and a solution w(t) of (5.10) satisfying
w(t) > 0 for t  b and w(t)→ 0 as t→∞.
Since w(t) is eventually positive, it is also a solution of the equation
w′′ + 1
t
(
1+ f (w))w′ + 1
t2
h(w)= 0, t  b.
Let u¯(x) be the function defined by
u¯(x)=w(t), t = |x| b.
Then, by (1.2) we have
∆u¯(x)+ φ(x, u¯(x))+ f (u¯(x))x · ∇u¯(x)|x|2
=w′′(t)+ 1
t
(
1+ f (w(t)))w′(t)+ φ(x,w(t))
w′′(t)+ 1
t
(
1+ f (w(t)))w′(t)+ 1|x|2h
(
w(t)
)
=w′′(t)+ 1
t
(
1+ f (w(t)))w′(t)+ 1
t2
h
(
w(t)
)= 0.
Hence, the function u¯(x) is a positive supersolution of (5.1) in Gb .
We also define a function u(x) in Gb by
Γ
(
u(x)
)= Γ (w(b))+ logb− log |x|
and show that the function u(x) is a positive subsolution of (5.1) in Gb . Since
Γ (u) tends to −∞ as u → 0, we see that u(x) is positive for |x|  b. Let
x = (x1, x2). Then, for i = 1,2, we have
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∂
∂xi
u(x)= F (u(x)) ∂
∂xi
Γ
(
u(x)
)=−F (u(x)) ∂
∂xi
log |x|
= − xi|x|2F
(
u(x)
)
,
∂2
∂x2i
u(x)=
(
∂
∂xi
u(x)
)2 f (u(x))
F (u(x))
+ F (u(x)) ∂2
∂x2i
Γ
(
u(x)
)
= x
2
i
|x|4 f
(
u(x)
)
F
(
u(x)
)+ F (u(x))(− 1|x|2 + 2x
2
i
|x|4
)
,
x · ∇u(x)= F (u(x))x · ∇Γ (u(x))=−F (u(x)).
Hence, by (1.2) again, we obtain
∆u(x)+ φ(x,u(x))+ f (u(x))x · ∇u(x)|x|2
∆u(x)+ f (u(x))x · ∇u(x)|x|2
= 1|x|2 f
(
u(x)
)
F
(
u(x)
)− f (u(x))F(u(x))|x|2 = 0.
From Theorem 5.3 we see that
0<Γ
(
u(x)
)= Γ (w(b))+ log b
t
 Γ
(
w(t)
)= Γ (u¯(x))
for |x| b. Since Γ (u) is increasing for u > 0, we have
0< u(x) u¯(x) for |x| b.
Letting F(x,u,p)=−φ(x,u)− f (u) x ·p/|x|2, we can easily see that Eq. (5.1)
is a special case of (4.1). Hence, by means of Theorem C, we conclude that
there exists a positive solution u(x) of (5.1) satisfying u(x) = u(x) = u¯(x) on
Cb and u(x) u(x) u¯(x) through Gb. Since w(t) approaches zero as t →∞,
the positive solution u(x) also tends to zero as |x| → ∞. This completes the
proof. ✷
To illustrate Theorem 5.1, we take two examples.
Example 5.1. Consider the elliptic equation
∆u+ u(1+ u
2)(3+ u2)
12|x|2 +
(
1+ u2)x · ∇u|x|2 = 0, x ∈Ga, (5.12)
where a = e3. Then Eq. (5.12) has at least one positive solution u(x) such that
u(x)→ 0 as |x| →∞.
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Fig. 1. An integral surface x3 = u(x1, x2) of (5.12).
Since φ(x,u) = u(1 + u2)(3 + u2)/12|x|2, f (u) = 1 + u2 in this case,
condition (1.2) is satisfied with h(u)= u(1+ u2)(3+ u2)/12. Also, we have
h(u)
f (u)F (u)
= 1
4
= 1
4
S1
(
F(u)
)
,
namely, condition (5.2). Hence, from Theorem 5.1 we see that there exists a
decaying positive solution of (5.12) in an exterior domain.
Figure 1 shows the solution u(x) of (5.12) satisfying the initial conditions
u(x)= 1 on x ∈Ca, x · ∇u(x)= 0 on x ∈Ca.
It turns out that the integral surface x3 = u(x1, x2) floats over the (x1, x2)-
plane, where (x1, x2)= x . Note that the x1 and x2-axes are drawn on the natural
logarithmic scale and the scale of x3 is ordinary.
Example 5.2. Consider the elliptic equation
∆u+ arctanu
4|x|2(1+ u2) +
x · ∇u
|x|2(1+ u2) = 0, x ∈Ga, (5.13)
where a = e3. Then Eq. (5.13) has at least one positive solution u(x) such that
u(x)→ 0 as |x|→∞.
In this case, we find
φ(x,u)= arctanu
4(1+ u2)|x|2 and f (u)=
1
1+ u2 ,
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Fig. 2. An integral surface x3 = u(x1, x2) of (5.13).
and therefore, h(u)= arctanu/4(1+ u2) and
h(u)
f (u)F (u)
= 1
4
= 1
4
S1
(
F(u)
)
.
Hence, the conditions in Theorem 5.1 are satisfied. We therefore conclude that a
decaying positive solution of (5.13) exists in an exterior domain.
We can represent the solution u(x) satisfying the initial conditions
u(x)= 1 on x ∈ Ca, x · ∇u(x)= a4π on x ∈ Ca
in Fig. 2. As indicated here, Eq. (5.13) has a positive solution which decays at
infinity.
Remark 5.1. In Examples 5.1 and 5.2, the functions f (u) and φ(x,u) are very
simple. It is easy to change φ(x,u) to more complicated forms. For example, in
the case f (u)= u2, if
φ(x,u)= k(x1, x2)Sn(u
3/3)u5
12|x|2 ,
where 0 k(x1, x2) 1 on (x1, x2) ∈Ga and n= 2,3,4, . . . , then Eq. (1.1) has
a decaying positive solution.
Appendix A
It is well known that all nontrivial solutions of the equation
y ′′ + 2
t
y ′ + δ
t2
y = 0, (E1)
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which is of Euler type, are oscillatory if and only if δ > 1/4. We may regard
Eq. (E1) as the first stage. The following equation corresponds to the second
stage:
y ′′ + 2
t
y ′ + 1
t2
{
1
4
+ δ
(log t)2
}
y = 0. (E2)
We see that Eq. (E2) has the general solution
y(t)=


√
log t
t
{
K1(log t)ζ +K2(log t)−ζ
}
if δ = 1/4,√
log t
t
{
K3 +K4 log (log t)
}
if δ = 1/4,
(.1)
where Ki (i = 1,2,3,4) are arbitrary constants and ζ is a number satisfying
1
4
− ζ 2 = δ. (.2)
From (A.1) we see that all nontrivial solutions of (E2) are nonoscillatory when
δ  1/4. In case δ > 1/4, the number ζ is equal to ±iα, where α = √δ− 1/4.
Hence, by Euler’s formula, the real solution of (E2) can be written as
y(t)=
√
log t
t
{
k1 cos
(
α log (log t)
)+ k2 sin(α log (log t))}.
If (k1, k2)= (0,0), then y(t) is the trivial solution. On the other hand, if (k1, k2) =
(0,0), then
y(t)= k3
√
log t
t
sin
(
α log (log t)+ β),
where k3 =
√
k21 + k22 = 0, sinβ = k1/k3 and cosβ = k2/k3. Thus, Eq. (E2) is
classified into two types as follows:
Proposition A.1. If δ > 1/4, then all nontrivial solutions of (E2) are oscillatory,
and otherwise they are nonoscillatory.
We next go on to the nth stage of linear differential equations of Euler type.
For this purpose, we consider
y ′′ + 2
t
y ′ +
{
1
4
n−2∑
k=0
(
k∏
i=0
logi t
)−2
+ δ
(
n−1∏
i=0
logi t
)−2}
y = 0. (En)
Then we have the following formula.
Proposition A.2. Eq. (En) with n 2 has the general solution
y(t)=


(∏n−1
i=1 logi t
t
)1/2{
K1(logn−1 t)ζ +K2(logn−1 t)−ζ
}
if δ = 1/4,(∏n−1
i=1 logi t
t
)1/2{K3 +K4 logn t} if δ = 1/4,
J. Sugie, N. Yamaoka / J. Math. Anal. Appl. 275 (2002) 288–311 309
where Ki (i = 1,2,3,4) are arbitrary constants and ζ is a number satisfying
condition (A.2).
Proof. We use mathematical induction on n. Let n= 2. Since log0 t = t , log1 t =
log t and log2 t = log (log t), Eq. (En) becomes (E2) and the function y(t)
satisfies (A.1). Hence, the assertion is true for n= 2.
Assume the assertion is true for n = p  2 and consider Eq. (En) with
n = p + 1. Making the change of variable t = es , we can rewrite Eq. (Ep+1)
as
v¨(s)+ v˙(s)+ t2
{
1
4
p−1∑
k=0
(
k∏
i=0
logi t
)−2
+ δ
(
p∏
i=0
logi t
)−2}
v(s)= 0,
where ˙ = d/ds and v(s) = y(es) = y(t). Arranging the left hand of the above
equality, we have
v¨(s)+ v˙(s)+ t2
[
1
4
{( 0∏
i=0
logi t
)−2
+
p−1∑
k=1
(
k∏
i=0
logi t
)−2}
+ δ
(
p∏
i=0
logi t
)−2]
v(s)
= v¨(s)+ v˙(s)+
{
1
4
+ 1
4
p−1∑
k=1
(
k∏
i=1
logi t
)−2
+ δ
(
p∏
i=1
logi t
)−2}
v(s)
= v¨(s)+ v˙(s)+ 1
4
v(s)
+
{
1
4
p−1∑
k=1
(
k−1∏
i=0
logi s
)−2
+ δ
(
p−1∏
i=0
logi s
)−2}
v(s)
= v¨(s)+ v˙(s)+ 1
4
v(s)
+
{
1
4
p−2∑
k=0
(
k∏
i=0
logi s
)−2
+ δ
(
p−1∏
i=0
logi s
)−2}
v(s).
Hence, Eq. (Ep+1) is transformed into the equation
v¨(s)+ v˙(s)+ 1
4
v(s)
+
{
1
4
p−2∑
k=0
(
k∏
i=0
logi s
)−2
+ δ
(
p−1∏
i=0
logi s
)−2}
v(s)= 0.
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Let sz(s)= v(s) exp(s/2). Then this equation becomes
z¨(s)+ 2
s
z˙(s)+
{
1
4
p−2∑
k=0
(
k∏
i=0
logi s
)−2
+ δ
(
p−1∏
i=0
logi s
)−2}
z(s)= 0
because
sz¨(s)+ 2z˙(s)=
{
v¨(s)+ v˙(s)+ 1
4
v(s)
}
exp(s/2),
and therefore, z(s) satisfies Eq. (Ep). Hence, by the inductive assumption, we see
that
z(s)=


(∏p−1
i=1 logi s
s
)1/2{
K1(logp−1 s)ζ +K2(logp−1 s)−ζ
}
if δ = 1/4,
(∏p−1
i=1 logi s
s
)1/2{K3 +K4 logp s} if δ = 1/4.
Since y(t)= sz(s) exp(−s/2)= (log t)z(log t)/√t , we have
y(t)=
(∏p−1
i=1 logi (log t)
log t
)1/2
× {K1( logp−1(log t))ζ +K2( logp−1(log t))−ζ } log t√
t
=
(
log t
∏p−1
i=1 logi+1 t
t
)1/2{
K1(logp t)ζ +K2(logp t)−ζ
}
=
(∏p
i=1 logi t
t
)1/2{
K1(logp t)ζ +K2(logp t)−ζ
}
if δ = 1/4 and
y(t)=
(∏p−1
i=1 logi (log t)
log t
)1/2{
K3 +K4 logp(log t)
} log t√
t
=
(
log t
∏p−1
i=1 logi+1 t
t
)1/2
{K3 +K4 logp+1 t}
=
(∏p
i=1 logi t
t
)1/2
{K3 +K4 logp+1 t}
if δ = 1/4. Thus, the assertion is also true for n = p + 1. This completes the
proof. ✷
J. Sugie, N. Yamaoka / J. Math. Anal. Appl. 275 (2002) 288–311 311
By Proposition A.2, we can classify Eq. (En) into two types as follows:
Proposition A.3. If δ > 1/4, then all nontrivial solutions of (En) are oscillatory,
and otherwise they are nonoscillatory.
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