Abstract. A well-known theorem of Nash-Williams and Tutte gives a necessary and sufficient condition for the existence of k edge-disjoint spanning trees in an undirected graph. A corollary of this theorem is that every 2k-edge-connected graph has k edge-disjoint spanning trees. We show that the splitting-off theorem of Mader in undirected graphs implies a generalization of this to finding k edgedisjoint Steiner forests in Eulerian graphs. This leads to new 2-approximation rounding algorithms for constrained 0-1 forest problems considered by Goemans and Williamson. These algorithms also produce approximate integer decompositions of fractional solutions. We then discuss open problems and outlets for this approach to the more general class of 0-1 skew supermodular network design problems.
1. Introduction. In this article we consider the application of splitting-off techniques to obtain integer decomposition theorems and rounding algorithms for undirected network design problems such as the Steiner forest problem and others. A well-known theorem in graph theory is the following. Theorem 1.1 (Nash-Williams, Tutte). Given an undirected multi-graph G = (V, E), there exist k edge-disjoint spanning trees T 1 , T 2 , . . . , T k in G if and only if for every partition V 1 , V 2 , . . . , V of V the number of edges between the node sets of the partition is at least k( − 1).
An easy corollary of the above is the following. Corollary 1.2. If G is 2k-edge-connected, then there exist k edge-disjoint spanning trees in G.
Let λ G (u, v) denote the connectivity between u and v in G. We consider packing Steiner forests instead of spanning trees and obtain the following generalization of Corollary 1.2 for Eulerian graphs. Lemma 1.3 (The Forest Packing Lemma). Given an Eulerian graph G and pairs of nodes s 1 t 1 , s 2 t 2 , . . . , s t such that for 1 ≤ i ≤ , λ G (s i , t i ) ≥ 2k, there are k edge-disjoint forests, F 1 , F 2 , . . . , F k such that in each F j , s i and t i are connected for 1 ≤ i ≤ .
We give a proof of this result (in Section 3) that relies on a simple application of Theorem 1.1 and the classical splitting-off technique of Mader [34] . A special case is proved in [19] where the goal is to pack Steiner "S-trees", i.e., trees that each contains a given subset S of the nodes. Splitting-off for packing Steiner trees in general graphs is also considered in [28] . While simple, the extension above to forests, rather than trees, is of interest in its own right and has already been of use in a related context [31] .
Our algorithmic motivation for proving Lemma 1.3 actually arises from the following network design problem which is "dual" to the forest packing problem. In the Steiner forest problem (also called the generalized Steiner problem) we are given an edge weighted undirected graph G = (V, E, w) and a set of pairs s 1 t 1 , s 2 t 2 , . . . , s t . The goal is to find a minimum cost subgraph H of G such that for 1 ≤ i ≤ , s i and t i are connected in H. This problem has been studied intensively with some of the most general outcomes appearing in [23, 27] . Ultimately we seek results for packing more general classes of subgraphs, not just forests, in connection with network design arising from certain supermodular set functions. We outline this more general framework in the following subsections and state Theorem 1.5, a strict generalization of the forest packing lemma, that we prove in this paper.
Approximate Integer Decomposition Properties.
In this article, we work exclusively with the standard cut-based linear programming (LP) relaxation for our network design problems. For e ∈ E there is a variable x e ∈ [0, 1] that indicates if e is part of the subgraph. We seek to minimize e w e x e subject to the constraint that for each S ⊂ V that separates some pair s i t i , x(δ(S)) ≥ 1 . Primal-dual 2-approximation algorithms of Agrawal, Klein, and Ravi [3] and later Goemans and Williamson [22] show that the integrality gap of the cut-based LP is (2 − 2/h) where h is the number of distinct terminals. We obtain an alternative proof of a gap of 2 and of more interest, we show the relaxation (and our 2-approximation algorithm) has a stronger "integrality" property. We can describe this now.
Let x be a solution to the LP and let k be an integer such that kx is integral. Consider the graph G = (V, E ) obtained by taking 2kx e copies of each edge e ∈ E. By Lemma 1.3 it follows that E contains k edge-disjoint forests, each of which is a feasible solution to the Steiner forest problem. Thus the vector 2kx dominates a sum of k integral solutions. By convexity it follows that one of the k forests is of cost no more than 2w · x, in other words twice the cost of the original LP solution.
The above approach yields a 2-approximation algorithm with a stronger property than those from earlier methods in the following sense. It is always the case that if the integrality gap of an LP relaxation for a minimization problem is α ≥ 1, then αx dominates a convex (i.e., fractional) combination of integral solutions. However, in general, it does not follow that αkx, when kx is integral, dominates a sum (i.e., integral combination) of k integral solutions. If this stronger property holds for any feasible fractional solution x, we say the relaxation has the α-approximate integer decomposition property; more precisely, this is a property of the polyhedron consisting of feasible solutions for the relaxation. If α = 1, the above decomposition property is called the integer decomposition property (IDP) and is well-studied, cf. [36] . Baum and Trotter [5, 6] show for instance, that a matrix A is totally unimodular if and only if {x : Ax ≤ b, x ≥ 0} has the integer decomposition property for each integral b. Approximate integer decomposition for maximization problems, in particular packing problems, can be defined in a fashion similar to that for minimization problems. For a fractional solution x, one considers an integral vector kx, but seeks a decomposition (or cover) of kx into at most αk ≥ k integer feasible solutions: kx = αk i=1 g i . Obviously, one of the g i 's is an integral solution whose weight (profit) is at least
This decomposition approach is perfectly natural and is often the technique used in the literature to establish an approximation ratio (first mention of a connection to the integer decomposition property seems to appear in [10] ). Some well-known combinatorial problems have an integrality gap equal to their approximation ratio for integer decomposition. For instance, it is an exercise to show that the natural LP relaxation for the knapsack problem has the 2-approximate integer decomposition property. It is not always obvious, however, when such a property does hold. In this paper, we ask for example, whether recent celebrated 2-approximation results of Jain [27] can be extended to have the 2-approximate integer decomposition property (see Section 1.2.1).
We believe it is not only worthwhile to make the integer decomposition approach explicit (including its connections to traditional polyhedral results for IDP), but also that such stronger decomposition results are potentially important in their own right. For instance, the results of [10] for packing paths in trees provided the stronger integer decomposition property. These results were subsequently used in [14, 1, 2] where the integer decompositions corresponded to partitioning pairwise demands so that each class of demands could be routed with a distinct wavelength in an optical network. In some recent work, Fukunaga and Nagamochi [15] applied the approximate integer decomposition methodology to obtain algorithms for the set connector problem.
Before continuing with our main focus, approximations for network design, we give another application of integer decompositions, this time to result yield an approximation result due to Goemans and Williamson [22] for the prize collecting Steiner tree problem. Namely, we mention that their result can be alternatively derived from a result of Bang-Jensen, Frank, and Jackson [4] on packing arc-disjoint Steiner arborescences in directed graphs. We give some details below. In the prize collecting Steiner tree problem we are given an undirected edge-weighted graph G = (V, E, c) and a root node r ∈ V . Each node v also has a non-negative penalty value π(v). The objective is to find at tree T = (V (T ), E(T )) rooted at r that minimizes
The first constant factor approximation algorithm for this problem was given in [7] and subsequently [22] gave a primal-dual algorithm that finds a tree T such that e∈E(T ) c(e) + 2 v ∈V (T ) π(v) ≤ 2opt, where opt is the optimum value of the natural LP relaxation for the problem. This result has found use in other approximation algorithms, notably for the k-MST problem [8, 20] and several others. The result can be obtained from [4] as follows. Consider a fractional solution x to the LP relaxation: x e is the value on edge e and x(v) is the flow from r to v supported by x. We obtain a directed graph by bi-directing each edge e and placing a value of x e on both of the resulting arcs. This clearly increases the cost of edges by a factor of 2. Now we apply the theorem in [4] to obtain a convex combination of arborescences rooted at r in which each v occurs in at least x(v) arborescences. Picking the least cost arborescence yields the desired result. The remaining details are left to the interested reader.
1.2. Constrained Forest Problems and f -Connected Networks. Goemans and Williamson [22] obtain 2-approximation algorithms for a large class of network design problems that they refer to as constrained forest problems; they apply their primal-dual framework for this. Each of these problems is determined by an integer-valued function f that for each set S ⊆ V gives a requirement value f (S). (In some cases, we only require this for sets in a given family F -see Section 1.2.1.) A solution to the connectivity problem modeled by f is a collection of edges A such that at least |A ∩ δ(S)| ≥ f (S) for each S ⊆ V . Such a solution will be called f -connected, or an f -connector. The optimization problem is to find a minimum cost f -connector.
The most general class of functions for which the network design problem is known to have a constant factor approximation is the set of integer-valued skew supermodular functions. In establishing this result, Jain [27] introduced a new iterative rounding approach to obtain a 2-approximation for such skew supermodular problems, called Steiner network design problems. As we see in Section 1.2.1, many natural (NP-hard or otherwise) network design problems are modelled as minimum cost f -connector problems for a skew supermodular function f . In Section 5, we discuss a kind of inverse problem which we believe deserves further investigation. Given a requirement function, does it encode a natural class of network design problems? We give several results on when {0, 1}-valued requirement functions encode certain connectivity augmentation design problems.
Jain's approach, based on the framework designed for submodular flows [13, 33] , requires finding a basic solution to the cut LP relaxation for f -connected subgraphs. One of our motivations for studying primal rounding methods via a decompositionbased approach is to find a combinatorial rounding algorithm for the Steiner network problem. The LP for the Steiner network problem can be solved to any given precision using efficient combinatorial methods [21] and hence a rounding approach that works with any feasible primal solution would yield an efficient and combinatorial (2 + )-approximation for the problem. A second motivation is to determine whether the f -connected subgraph relaxation for the much larger class of skew supermodular functions f possess the 2-approximate integer decomposition property. Our main result, Theorem 1.5, provides some evidence that this may hold. Theorem 1.5, is a decomposition theorem and rounding algorithm that applies to some of the more general f -connector problems studied in [23] .
Steiner Networks and Supermodular Functions: Results and
The main problem considered in this paper is that of finding a minimum cost f -connected subgraph for some interesting classes of functions f that capture natural network design problems. We present our arguments as though F = P(V ), but one easily verifies that results hold even in the case where f 's domain is an arbitrary skew crossing set family.
We focus on the natural LP relaxation for this problem:
The f -connectivity problem asks to find an integer vector x ∈ P (G, f ) which minimizes w · x = e w e x e . The most general class of functions we consider are skew supermodular functions [18] (also called weakly supermodular in [27] ) 1 . A function f is skew supermodular if for each pair of sets A, B ∈ F at least one of the following holds:
The class of {0, 1} skew supermodular f -connectivity problems captures a variety of well-known combinatorial problems, many of which are outlined in the survey [23] . Let us reconsider a few special cases of this problem.
First if f (A) = 1 for every proper subset A of V , then this coincides with the minimum spanning tree problem. Given a set of terminals T ⊂ V if we define f by f (A) = 1 if A splits T (that is, A∩T = ∅ and A∩T = T ), then f captures the NP-hard Steiner tree problem. If f (A) = 1 for each A = {v} and f (A) = 0 otherwise, then this is just the minimum node cover problem. Another case of interest is obtained as follows. Consider some pair of nodes s, t ∈ V . Define the following skew supermodular function f : f (A) = 1 for each subset A that separates s and t. Then f -connectivity is just asking for the minimum cost s-t path. Suppose that the maximum number of edge-disjoint s-t paths is k and define f (A) = 1 for each A that induces a minimum s-t cut. Then the f -connectivity problem asks for a minimum cost subset of edges which if we duplicate, increases the connectivity from k to k + 1. Call this the s-t connectivity augmentation problem.
For certain classes of functions f , the polytope P (G, f ) has integral extreme points. Examples include the shortest path and connectivity augmentation functions defined above. This is not always the case; for instance the NP-hard Steiner tree problem. It was shown in [38] that for all {0, 1} skew supermodular functions, the optimum over P (G, f ) is no better than a factor of 2 from the optimum over the integer hull of P (G, f ). This is proved via a primal-dual algorithm. Jain [27] generalized this to all integer-valued skew supermodular functions using a different approach of iterative rounding.
Encouraged by the decomposition results for Steiner forests in Lemma 1.3, we conjecture the following.
Indeed, we know of no reason why the statement could not hold for general integer-valued skew supermodular functions. Although we are unable to prove the above conjecture, our main theorem establishes some positive evidence by establishing it for certain classes of skew supermodular functions introduced by Goemans and Williamson [22] . We introduce these classes now.
A {0, 1} function is termed maximal if the following holds: for any disjoint subsets
function is proper if it is maximal, symmetric and f (V ) = 0. Another special class of skew supermodular functions are downward monotone functions which satisfy the property that f (A) ≥ f (B) if A ⊂ B. Theorem 1.5. For any graph G and {0, 1} function f where f is either proper or downward monotone, if x ∈ P (G, f ) and kx is integral, then there exist f -connected integer vectors h 1 , h 2 , . . . , h k such that 2kx ≥ k i=1 h i . Moreover, given x we may find this decomposition in polynomial time.
Note that the above theorem generalizes Lemma 1.3 since the Steiner forest problem is defined by a {0, 1} proper function. One consequence of the above theorem is a new polynomial-time 2-approximation algorithm for the minimum cost f -connectivity problem for proper and downward monotone functions. These new algorithms are primarily of theoretical interest since their running times are not competitive with the primal-dual algorithms [22] .
In addition to proving Lemma 1.3 and Theorem 1.5, we consider the general question of whether f -connectivity problems arise in a natural way from other basic problems. We show in Section 5 that this is indeed the case for intersecting supermodular functions: they are effectively disguised connectivity augmentation problems in both the directed and undirected settings. We also characterize the (supermodular) functions which define Steiner forest problems. Negative results are given however for proper and skew supermodular functions.
Further Related Work.
Our approach to finding approximate integer decompositions for {0, 1} network design problems amounts to packing forests each satisfying some connectivity requirement. As alluded to earlier, one special case of this has been considered more extensively in the literature. Given an undirected graph G = (V, E) and set S ⊆ V of terminals, find the maximum number of edgedisjoint S-Steiner trees in G. This problem has been studied from a polyhedral and computational point of view by Grötschel, Martin, and Weismantel [25, 26] . Their motivating application is routing in VLSI design. Kriesell [29] considered the same problem and conjectured that Corollary 1.2 generalizes to packing Steiner trees: that is if a set S is 2k-edge-connected in G, then there are k edge-disjoint S-Steiner trees in G. As mentioned earlier, if G is Eulerian, Frank, Kiraly and Kriesell [19] show that if S is 2k-edge-connected in G, then there are such disjoint Steiner trees. They also showed that if S is 3k-edge-connected and V − S is a stable set, then there are k edge-disjoint S-Steiner trees. In general graphs, Jain, Mahdian, and Salvatipour [28] showed that if S is k-edge-connected, then there are α |S| k edge-disjoint Steiner trees where α |S| → 4 |S| . They also give results on fractional packing of Steiner trees and for this case they use the duality between fractional packing and approximation algorithms [9, 24] . As observed in [29, 28] , the known results had not guaranteed two edge-disjoint Steiner trees even if S is k-edge-connected for any k = o(n). Recently, Lau [30] showed that a k-packing of Steiner trees can in fact be found if S is 26k-edge-connected, in the process obtaining the first constant factor approximation for integer packing of Steiner trees. In [31] Lau extended his ideas to the Steiner forest packing problem; given node pairs s 1 t 1 , . . . , s t such that λ G (s i t i ) ≥ 32k for 1 ≤ i ≤ then there are k edge-disjoint forests such that each s i t i is connected in each of the k forests. This extension was partly motivated by our work in this paper.
Preliminaries.
The central tool used in this article is that of splitting-off edges. We state Mader's Splitting-off Theorem, that was conjectured earlier by Lovász [32] .
Theorem 2.1 (Mader [34] ). Let G = (V ∪ {s}, E) be an undirected multi-graph, where s has positive even degree, and s is not incident with a cut edge of G. Then s has two neighbours u and v such that the graph G obtained from G by replacing su and sv by uv satisfies λ G (x, y) = λ G (x, y) for all x, y ∈ V \ {s}.
In this paper we apply the above splitting-off theorem only for Eulerian graphs which do not have cut edges.
The following claim is standard.
Claim 2.2. In an undirected graph G, for any three distinct nodes u, v, w,
Let S be a proper subset of the nodes V of an undirected graph G = (V, E). We denote by δ(S) the cut induced by S; that is the subset of edges E with exactly one endpoint in S. For an edge vector x : E → R, and E ⊆ E, we use x(E ) to denote the quantity e∈E x e . We say that a set X splits a set S, or is S-splitting, if both X ∩ S and X − S are nonempty. We call a set of nodes S, an -island, if for any u, v ∈ S, λ G (u, v) ≥ . From Claim 2.2, it follows that the maximal -islands are unique and disjoint. We also refer to S as being a fractional -island with respect to some edge vector x * , if for any S-splitting set U , x * (δ(U )) ≥ .
For a vector x ∈ R E + we call a subset S deficient if x(δ(S )) ≤ 1 and strongly deficient if the inequality is strict. Each strongly deficient set S evidently satisfies f (S ) = 0 if x ∈ P (G, f ). We make repeated use of the following lemma. It follows directly from the well-known fact that the function δ(S) is posi-modular 2 , a definition introduced by Nagamochi and Ibaraki [35] .
Lemma 2.3. For any graph G and x ∈ R E + , if S , S are deficient sets, then at least one of S − S , S − S is deficient.
We need another simple lemma given below. Lemma 2.4. Let x * ∈ R E + and let K be a minimal deficient set. Then K induces a fractional 1-island in the graph obtained by contracting V − K to a single node.
Proof. Let G * be obtained by contracting V − K to a single node v * . If K is not a fractional 1-island, then there exists some subset Y proper subset of K such that
But then Y is strongly deficient for x * , contradicting minimality of K.
We give a corollary of Theorem 1.1 that is useful in subsequent sections. Lemma 2.5. Let G = (V ∪ {s}, E) be such that V is a 2k-island in G and |δ G (s)| ≤ 2k. Then the subgraph induced by V has k edge-disjoint spanning trees.
Proof.
hence the number of edges in G between nodes of the partition is at least k( − 1). Thus G satisfies the conditions of Theorem 1.1 and hence has k edge-disjoint spanning trees.
Packing Steiner Forests.
In this section we prove Lemma 1.3. Recall that we are given an Eulerian graph G = (V, E) and pairs of nodes
. . , S h be the maximal 2k-islands. In fact we prove the following theorem which can be easily seen to imply Lemma 1.3.
Theorem 3.1. Let G = (V, E) be an Eulerian graph and let S 1 , S 2 , . . . , S h be the maximal 2k-islands in G. Then, there are k edge-disjoint forests F 1 , F 2 , . . . , F k in G such that in each F j , and for 1 ≤ i ≤ h, S i is contained in a connected component of F j . Given G and k, there is an algorithm that finds such a packing in time polynomial in n and log k.
Proof. The proof is by induction on |V |. The base cases with |V | ≤ 2 are easy to see. We call v ∈ V a Steiner node if v is a singleton island, otherwise it is a terminal. We reduce the problem to basic instances, defined as instances in which ∪ j S j = V and |S i | ≥ 2 for 1 ≤ i ≤ h; in other words there are no Steiner nodes. We get rid of Steiner nodes by splitting-off the edges incident to them. Let s be a Steiner node. Since G is Eulerian d(s) is even. From Theorem 2.1, there are edges su and sv incident to s such that su and sv can be split-off without affecting the connectivity of any pair of nodes not involving s. A solution to the problem on the modified graph can be extended to a solution to the original graph by replacing the edge uv by the path consisting of su and sv. Hence we can repeatedly split-off edges incident to s until the degree of s is 0. We can eliminate all Steiner nodes in this way and reduce the graph G to a basic instance.
We now assume that G is basic. If h = 1, then from Corollary 1.2, we can find k spanning trees and hence we are done. If h ≥ 2, we may apply Lemma 2.4 to find a set K := ∪ i∈I S i such that |δ G (K)| < 2k and contracting V − K to a single node s produces a graph G where K is a 2k-island. To see this, simply choose x * to be the edge vector with weight 1/2k on each edge and let K be a minimal deficient set. Since a deficient set cannot be S i -splitting for any i, the S i 's inside K form our set I. From Lemma 2.5 we can find k edge-disjoint trees in G[K] that do not use edges incident to s. Let these be T 1 , T 2 , . . . , T k . Now consider the graph G obtained by shrinking K in G to a single node s . We can apply induction to G since it has fewer nodes than G (note that |K| ≥ 2 since the instance is basic) to obtain edge-disjoint forests F 1 , F 2 , . . . , F k such that each S i , i ∈ I is contained in a single component in each of the forests. We obtain the desired forests F 1 , F 2 , . . . , F k in G as follows. To obtain F i we replace s in F i with T i . Note that two nodes u and v which are connected in F i via s will still be connected in F i since T i is spanning on K. This finishes the proof of the existence of the packing.
We now prove that the packing can be found in time polynomial in n and log k. To obtain a time polynomial in log k, the decomposition will be output in a compact form with some forests having integer multiplicities. We assume without loss of generality that the number of edges between any two pairs of nodes is at most 2k, otherwise we can remove some edges without violating the connectivity requirements. We first observe that the maximum number of edge-disjoint spanning trees in a given graph can be found in time polynomial in n and log k (see Chapter 51, pages 887-889 in [37] ). Therefore the trees in Lemma 2.5 can found in poly(n, log k). There are two non-trivial steps to verify polynomial running time. Second, when G is basic and h ≥ 2, we need to find a minimal set K such that |δ G (K)| < 2k. This can be accomplished in polynomial time as follows. We compute the minimum-cut value λ G (s, t) for all node pairs s, t. Pick an arbitrary node u and let K be the set of all nodes v such that the λ G (u, v) ≥ 2k. From Claim 2.2 it is easy to see that K is a desired minimal set.
This finishes the proof.
Skew Supermodular Functions.
We have essentially examined the problem of decomposing fractional solutions into forests so that any pair of nodes that were originally 1-connected (fractionally) are in the same component of each forest. In this section, we study this scheme for more general {0, 1} connectivity functions. In particular we prove Theorem 1.5 on proper and downward monotone functions. For skew supermodular functions we describe a reduction to a special case.
Proper Functions.
First, we ask if for such a function f , the following property holds. For any fractional solution to the f -connector problem, a feasible integral solution is obtained from any forest which includes each maximal island in a common component. We show that that this holds true for the class of {0, 1} proper set functions. Hence Lemma 1.3 will imply our desired decomposition result.
Theorem 4.1. Let x be a fractional f -connector of G = (V, E) and let X 1 , . . . , X l be the maximal islands for x. If f is proper, then any forest F that includes each X i in a common connected component is an f -connector of G.
Proof. Note that the X i 's partition V (G). It is sufficient to show that f (S) = 1 implies that there is an i such that S splits X i . Suppose this is not the case and let S be a minimal such set. We may write S as the union of some of the islands. But then by repeated application of maximality of f , at least one of these islands X, must have f (X) = 1. Thus by minimality of S, and without loss of generality, we may assume that S = X 1 . Now since X 1 is an island, we have that for each node u ∈ X 1 and each node v ∈ X 1 , there is a subset S ⊆ V − X 1 containing v, such that x(δ(S )) < 1, that is S is strongly deficient. Note that f (S ) = 0.
By Lemma 2.3, if S , S are strongly deficient sets and S − S , S − S = ∅, then at least one of S − S , S − S is strongly deficient. Now to complete the proof, consider a minimal collection of strongly deficient sets that covers V − S; such a collection exists since each v ∈ V − S is in a strongly deficient set as we argued above (recall that S = X 1 ). If for some pair S , S we have that S − S , S − S and S ∩ S are nonempty, then by our previous claim, we may assume that S − S is also deficient. We may thus replace S by the set S − S . Clearly we may repeat this process until the family of strongly deficient sets we obtain is a partition of V − S. By our assumption, f (S) = 1 and therefore by symmetricity, f (V − S) = 1. However, V − S is the disjoint union of sets S with f (S ) = 0 contradicting maximality of f . This contradiction completes the proof.
Given a fractional solution x ∈ P (G, f ) let k be such that kx is integral. It follows that 2kx induces an Eulerian graph G * . It is easy to see that the 1-islands induced by x in G are precisely the 2k-islands in G * . From Theorem 3.1 in G * there are k edge-disjoint forests F 1 , F 2 , . . . , F k such that each island is connected in each of the F i . Thus, from Theorem 4.1 each F i is an f -connector. This establishes that 2kx can be decomposed into k f -connectors when f is a {0, 1} proper function. Further the decomposition can be found in time polynomial in n and log k as shown by Theorem 3.1.
Downward Monotone Functions.
We now consider the the class of {0, 1} downward monotone functions. Recall that f is downward monotone implies that f (A) ≥ f (B) if A ⊂ B. Whereas for proper functions one can apply the forestpacking lemma directly, one must do more work in the case of downward monotone functions. We identify a collection of subproblems for which we apply Lemma 2.5 and collectively these will give the desired f -connected forests. Thus the second claim of Theorem 1.5 will be established.
Let x ∈ P (G, f ) and k be an integer such that kx is integral. We denote by G * the Eulerian graph induced by 2kx. Suppose there is no strongly deficient set in G.
Then G * has k edge-disjoint spanning trees each of which is a f -connector and we are done. Otherwise let S = {S 1 , S 2 . . . , S } be the minimal strongly deficient sets for x. Lemma 2.3 implies that these sets are disjoint. Let S = V \ (∪ i S i ). Note that S could be the empty set. We observe some useful properties. First, (i) for each i, f (S i ) = 0 since S i is strongly deficient; (ii) by downward monotonicity, f (Y ) = 0 if S i ⊆ Y . Second, if S = ∅, for any Y ⊆ S, Y is not strictly deficient; otherwise S would not be the set of all minimal strongly deficient sets. Each S i is a minimal strongly deficient set and hence from Lemmas 2.4 and 2.5 we can find k disjoint spanning trees in
. . , T i,k } be such a set of trees.
First we consider the case that S = ∅ which implies that S 1 , S 2 , . . . , S partition V . Let F = {F 1 , . . . , F k } be a collection of k edge-disjoint forests where
It is easy to see that the F j are edge-disjoint. Each F j is a f -connector by remark (ii) above.
We now consider the case that S = ∅. Obtain a graph G * 1 from G * by shrinking V \ S into a single node s. We note that S is a 2k-island in G * 1 since neither S nor any of its subsets was strongly deficient in G. Therefore, for any u, v ∈ S, λ G *
Let the degree of s in G * 1 be 2k . Since S was not strongly deficient in G, k ≥ k. We modify G * 1 by splitting-off edges incident to s while preserving the connectivity of nodes in S, until the degree of s is exactly 2k. Let G * 2 be the resulting graph. Using Lemma 2.5, there are k edge-disjoint spanning trees T 1 , . . . , T k in G * 2 [S] . Let E i be the edge set of T i . An edge e ∈ E i is either an original edge from G * or is an edge that is obtained by splitting-off two edges e , e incident to s. In the latter case, note that e and e also correspond to original edges from G * (possibly incident to distinct nodes in ∪ i S i ). Let E i ⊆ E(G * ) be the set of edges obtained from E i by replacing each split-off edge e ∈ E i by its corresponding edges e , e . We remark that E i may no longer induce a connected component on S in the graph G * . Finally, let e 1 , e 2 , . . . , e 2k be the edges incident to s in G * 2 . We also associate these edges to their original edges in G * . We obtain the desired edge-disjoint f -connectors
Proof. Recall that we already argued the the case when S = ∅. Let Y ⊂ V such that f (Y ) = 1. Note that Y cannot contain S i for any i for otherwise f (Y ) = 0 since f (S i ) = 0. In addition, if Y "properly" intersects some S i , then there is an edge e ∈ E(T i,j ) that crosses Y (that is, e ∈ δ G * (Y )). Therefore it is sufficient to restrict attention to those sets Y such that Y ⊆ S. Note that e j ∈ δ G * (S) and e j ∈ F j ; therefore e j satisfies S if f (S) = 1. So suppose Y is a proper subset of S. Since T j is a spanning tree in G *
[S]
, there is an edge e in E j that crosses Y . If e is an edge from G * , then e ∈ E j and hence e ∈ F j . Otherwise e is an edge obtained in the splitting-off process at s and we replace e by e and e in E j . Since at least one of e and e crosses Y in G * , the proof is complete. We have thus shown the existence of k f -connectors in G * . It remains to argue that these f -connectors can be found in time polynomial in n and log k. We observe that the only non-trivial part in converting the existence proof into an algorithmic proof is the splitting-off step at s when S = ∅, and in the use of Lemma 2.5 to find spanning trees in G * [S i ] for 1 ≤ i ≤ , and in G * 2 [S] . The arguments in the proof of Theorem 3.1 can be used identically here to implement these steps in polynomial time.
4.3. Reduction to Split Instances. We now consider arbitrary {0, 1} skew supermodular functions. We describe a reduction of Conjecture 1.4 to a restricted class of instances that we next define. Given a function f and a feasible fractional solution x ∈ P (G, f ) we call (G, f, x) a split instance if x ∈ P (G, f ) and there is a subset of nodes S ⊂ V such that
• for every A ⊆ S, x(δ(A)) ≥ 1, that is no subset of S is strongly deficient for x, and • for every A ⊂ V \ S, f (A) = 0. Theorem 4.3. Let f be a {0, 1} skew supermodular function and x ∈ P (G, f ) such that kx is integral. Given G, x, k there is an algorithm that obtains a split instance (G , f , x ) such that (i) f is a {0, 1} skew supermodular function, (ii) x ∈ P (G , f ) and (iii) 2kx is decomposable into k f -connectors in G if 2kx is decomposable into k f -connectors in G .
If the following conjecture is true, so is Conjecture 1.4.
Conjecture 4.4. Let f be {0, 1} skew supermodular function on G and let (G, f, x) induce a split instance. If kx is integral, then there exist f -connected integer vectors h 1 , h 2 , . . . , h k such that 2kx ≥ i h i . Theorem 4.3 does not claim polynomial time for the algorithm that reduces a given instance to a split instance. We give a sketch of the proof of Theorem 4.3. In the following we assume that kx is integral and that G * is the Eulerian graph induced by 2kx and G. The algorithm starts with an instance (G, f, x) and loops between two phases: a deficient shrinking phase and a 1-set shrinking phase and it stops once it produces a split instance. In each phase some non-singleton subset of nodes Y is shrunk into a single node y and the connectivity function is modified for the new graph G . More precisely if f is the original function on G then we obtain a new {0, 1} function f in G as follows:
It is easy to check that for any Y , the function f is skew supermodular if f is.
Deficient Shrinking Phase:
This phase is similar to the first step in Section 4.2 on downward monotone functions. Given x ∈ P (G, f ), let S = {S 1 , S 2 . . . , S } be the minimal strongly deficient sets for x. Lemma 2.3 implies that these sets are disjoint. Also, by Lemma 2.5, for 1 ≤ i ≤ , we can find k edge-disjoint spanning trees in the graph
Consider the problem G , f obtained by shrinking each S i to a single node, and defining f as the restriction of f to this modified graph. Let E ⊆ E(G ) and E be a subset of edges from the G * i 's. If E induces an f -connected graph in the smaller instance G , f , and E includes a spanning tree for each G * i , then E ∪ E induces an f -connected subgraph of G. Moreover, for any f -connected subgraph H = (V, F ) we must have that F ∩ E(G ) induces an f -connected graph in G . Thus it suffices to focus on the reduced problem for G , f .
If we have a split instance after the deficit shrinking step, we stop the procedure. Otherwise, we continue to a 1-set shrinking phase.
1-set shrinking phase: Such a phase begins with an instance G , f and a subset S (possibly empty, and arising from the deficient shrinking phase in G, f with S = V (G)−(∪ i S i )), such that (1) for each v ∈ V (G )−S, we have f (v) = 0 and (2) for each subset Y ⊆ S, Y is not strongly deficient. Note that (1) follows from our processing because f (S i ) = 0 since S i was strongly deficient, (2) follows since otherwise, Y would contain a minimal strongly deficient set and so would have been one of the S i 's in the deficient shrinking phase.
We now consider any minimal A ⊆ V (G ) \ S such that f (A) = 1. One notes that the minimal sets of this type are node-disjoint by skew supermodularity of f . Also, if there is no such set, we have a split instance and so we would have terminated. Note also that since each v ∈ V (G ) \ S satisfies f (v) = 0, we have that |A| ≥ 2 for any such A. We shrink A without affecting feasibility, since any set Y with f (Y ) = 1 is not A-splitting, for otherwise skew supermodularity would imply a proper subset of A has f (A) = 1 which contradicts the minimality of A. Since |A| ≥ 2, such a shrinking operation reduces the size of the graph. Upon completion of 1-set shrinking we return to deficient shrinking.
This completes the description of the procedure. After every pair of phases, we shrink some nontrivial subset, and hence after at most n iterations, we obtain a split instance. This finishes the proof sketch of Theorem 4.3.
Recall that we do not claim that the the reduction to a split instance can be carried out in polynomial time. The bottleneck is the step in the 1-set reduction that requires us to find a minimal set A ⊆ V (G ) \ S such that f (A) = 1.
What
Problem is f -connectivity Solving?. Given a specific {0, 1} skew supermodular function f , it is natural to ask what problem is f -connectivity solving? In other words, in which cases does a supermodular function f encode a problem of more natural combinatorial significance? To make this more concrete, we give several (positive and negative) results related to this agenda.
In each case, we may have a graph G = (V, E) and a skew supermodular function f . Our goal is to build minimum cost networks that are f -connected. Throughout this section, we refer to a set A as good if f (A) = 1; otherwise it is bad. As usual, G represents where we may install capacity and so it does not play a central role in this section. Instead, we explore whether certain functions f can be interpreted as a connectivity problem in a related network.
5.1. Connectivity Augmentation. We first examine two instances where fconnectivity is encoding a connectivity augmentation problem in some graph G = (V, E ). In other words, where there is a set of edges E and list of terminal pairs s i t i for some i = 1, 2 . . . , k such that a set S ⊆ V is good (for f ) if and only if δ G (S) = ∅ and there is some pair with s i ∈ S, t i ∈ S. Again, more generally these may be defined in terms of an intersecting family F of sets, but we only present our arguments in the case where all sets are in the family. Such functions can be used to generalize a number of classical results in combinatorial optimization, including Edmonds' Disjoint Branching Theorem. This was proposed by Frank [16] who actually introduced the more general class of intersecting supermodular functions, that only require the inequality above for A, B with nonempty intersection.
We show that f -connectivity network design for {0, 1} fully supermodular functions f arise as a connectivity augmentation problem. Namely, we show that there is a set of "auxiliary" edges E such that in the graph G = (V, E ) there exist nodes s, t and f (S) = 1 if and only if S is {s, t}-splitting and δ(S) ∩ E = ∅. Thus finding a minimum cost f -connected graph is the same as finding a minimum cost set F ⊆ E of edges such that s, t are connected in G[V, E ∪ F ]. We mention that the following argument applies equally well to directed network design problems.
For any pair of good sets, A, B we have A ∩ B, A ∪ B are also good. Thus there is a unique maximal good set M and a unique minimal good set S. Since M = V, S = ∅, we may choose an arbitrary s ∈ S and an arbitrary t ∈ V − M and so every good set contains s and not t.
We obtain the above claimed G by starting with the empty graph G 0 := (V, ∅) and adding edges in an iterative fashion. In iteration i we find a single edge e i that we add to G i to obtain G i+1 . This is done as follows. Suppose there is some bad set X such that δ G i (X) = ∅. (If there is no such set then G = G i and the procedure terminates.) We show that there is some edge e i = uv such that u ∈ X, v ∈ X, and e i is not contained in any δ(A) for a good set A. Suppose this is not the case, then for each u ∈ X and v ∈ V − X, there is a good set Y uv containing u but not v. Fix some v ∈ V − X and note that Y (v) = ∪ u∈X Y uv is also good and X ⊆ Y (v). But then ∩ v∈V −X Y (v) is also good and evidently this set is just X, a contradiction. Thus after some ≤ n 2 iterations, we have that in G , a cut δ G (A) is empty if and only if it is good. A similar proof yields an analogous result for directed graphs.
problems. Several open problems remain. First, it would be interesting to resolve Conjecture 1.4. If the decomposition algorithm can be generalized to integer-valued skew supermodular functions, it would yield an alternative algorithm to that of Jain [27] . It would also yield a combinatorial rounding algorithm for the Steiner network problem. Second, the inverse f -connectivity questions raised in Section 5 are of interest in their own right, and may also prove useful in resolving Conjecture 1.4.
