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Abstract
In the first part of this paper, we provide polynomial quantum algorithms for additive approxima-
tions of the Tutte polynomial, at any point in the Tutte plane, for any planar graph. This includes an
additive approximation of the partition function of the Potts model for any weighted planer graph at
any temperature, as well as approximations to many other combinatorial graph properties described
by the (multivariate or not) Tutte polynomial.
To achieve these algorithms, we generalize the Temperley Lieb algebra representations, used in
[6], to apply for any graph (not necessarily coming from a braid). Moreover, our representations
are non-unitary, as are all representations of the Temperley Lieb algebra not corresponding to Jones
polynomial related parameters. It might seem at first sight that this makes it impossible to apply
them by a quantum circuit. We show how to do this nevertheless. The approximation window size
turns out to be inverse polynomial in |G| times the product of the norms of the operators we apply.
Additive approximations are tricky; the range of the possible outcomes, might be smaller than the
size of the approximation window, in which case the outcome is meaningless. Unfortunately, ruling
out this possibility is difficult: If we want to argue that our algorithms are meaningful, we have to
provide an estimate of the scale of the problem, which is difficult here exactly because no efficient
algorithm for the problem exists!
In the second part of the paper we provide an indirect but very convincing proof that our approx-
imation is meaningful for a large range of parameters, by showing that in those cases, the problems
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our algorithms solve are complete for quantum polynomial time. We thus get a large class of new
BQP-complete problems. This result is particularly interesting in the case where the relevant repre-
sentations are non-unitary, since in this case even the notion of universality seems counter intuitive.
Indeed, the universality proof is extremely involved technically, and requires many new innovative
ideas.
The case of the Potts model parameters deserves special attention. Unfortunately, despite being
able to handle non-unitary representations, our methods of proving universality seem to be non-
applicable for the physical Potts model parameters. We can provide only weak evidence that our
algorithms are non-trivial in this case, by analyzing their performance for instances for which classical
efficient algorithms exist. The characterization of the quality of the algorithm for the Potts parameters
is thus left as an important open problem.
To summarize, the main progress in this work is in our ability to handle non-unitary repre-
sentations; by doing so, we provide many new quantum complete problems corresponding to the
approximation of the Tutte polynomial at various points. We believe this work, and in particular, the
progress we make in handling both algorithmically, as well as from the universality point of view, the
non-unitary representations, is an important step towards understanding the quantum complexity of
the Potts model problem. This is the first non-trivial progress on this problem since it was posed,
more than a decade ago, as a challenge to quantum algorithms. Many open problems are raised
by this work, other than the clarification of the complexity of the Potts parameters. A particularly
interesting one is finding other scenarios where (non-unitary) representations of algebras can be used
to derive efficient quantum algorithms for combinatorial problems.
1 Introduction
In the search of the past decade for fast quantum algorithms for problems for which no efficient classical
algorithm is known, several problems have been marked as good candidates. The most commonly known
one is the graph isomorphism problem, but much effort was devoted also to lattice problems, such as the
shortest and closest vector in a lattice problem, and to other problems. Unfortunately, no progress was
made in any of these questions on the algorithmic front (but see interesting complexity theoretic results
[1, 2].)
One of the problems that attracted the scientific community effort was that of the approximation of
the Potts model partition function. The Potts model (also known as the q-state Potts model) is a famous
model originating from statistical physics [25], which is a generalization of the Ising model [27] to more
than two components. It was proposed by C. Domb and his then research student R. B. Potts almost
five decades ago [26], and has since become a rich and active area of statistical physics.
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One considers an edge-weighted graph (in this paper we consider only planar graphs), the nodes of
which can be colored in one out of q colors. Each color configuration of the nodes, σ, is given an energy
H(σ) which depends on how many edges in the graph are monochromatic when colored by σ, and on
the weights of the edges. The probability for the system to be in a given configuration is determined by
the Boltzmann-Gibbs distribution, e−H(σ)/(kBT ) where T is the temperature and kB is the Boltzmann
constant. This model captures the essentials of many physical systems related to solid states, and
physicists and mathematicians are therefore very interested in the properties of the model .
It turns out that almost all important properties of the Potts model, as well as other statistical
physical systems, can be derived from a certain quantity called the partition function of the system. This
is given by a sum running over all possible colorings of the graph, of the Boltzmann-Gibbs distribution
(which is unnormalized). The problem of evaluating, or even approximating, the Potts model partition
function, has become a very important problem in mathematical physics.
The Potts model partition function is well known to be a special case of the Multivariate Tutte
Polynomial of a graph [30]. This is a polynomial that can be defined for every edge-weighted graph
G = (V,E) and an additional variable q that is related to the number of colors in q of the Potts model.
It is conventionally denoted by ZG(q,v) with v = {ve|e ∈ E} being the set of weights of all edges. The
multivariate Tutte polynomial is a generalization to more than two variables of the well-known Tutte
polynomial [31]. The latter captures an extremely wide range of interesting combinatorial properties
of graphs. It also generalizes the Jones polynomial of alternating links, the reliability of a network,
the number of spanning trees, and more. As in this paper we will mainly work with the multivariate
Tutte polynomial, we will occasionally refer to it simply as the “Tutte polynomial”. The original Tutte
polynomial will be referred as the “standard” Tutte polynomial.
The exact evaluation of the standard Tutte polynomial for planar graphs turns out to be #P hard at
all but several trivial points [35]. But what about approximations? Researchers have devoted much effort
to the attempts of providing approximating algorithms for the Tutte polynomial at various points, and in
particular, for the Potts model partition function. One is ultimately interested in providing an FPRAS
(fully polynomial randomized approximation scheme), which gives as good an approximation as one
desires with polynomial overhead. The most common approach for this matter is that of the celebrated
Markov chain Monte Carlo method [32, 33]. For high temperatures, it is known that this approach works
for the ferromagnetic case (where the edge weights are positive), and so an FPRAS exists . On the other
hand, it is known that an FPRAS is NP hard to achieve for the anti-ferromagnetic case [34], and in
fact, this hardness result holds for about three quarters of the Tutte plane, so to speak. The question
of achieving an approximation for the ferromagnetic case at various points, as well as for other points in
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the Tutte plane for which an FPRAS might still be possible, is an extremely important question. We are
not aware of any complexity theoretic restrictions that would imply such an approximation unlikely; see
Ref. [34].
1.1 Results
Our first result is an additive, rather than multiplicative, quantum approximation algorithms for the
standard Tutte plane at any point, including all points corresponding to the Potts model at any number
of colors and any temperature, and any set of weights on the edges. Roughly speaking, an FPRAS
algorithm approximates the quantity X by a number within the range [X −X/poly(n), X +X/poly(n)],
with n being the order parameter of the problem. On the other hand, our additive approximation
scheme provides an approximation within the range [X−∆/poly(n), X+∆/poly(n)], with ∆ being some
parameter that can be easily calculated from the input. We call ∆ the approximation scale of the problem.
Obviously, if ∆ = O(X) then our scheme is equivalent to FPRAS - but this is usually unknown.
Theorem 1.1 (Quantum Algorithm, rough version) There exist an efficient quantum mechanical
algorithm for the following problem. The input is a planar graph, with (complex) weights on the edges, and
a (complex) number q. The output is an additive approximation of the (multivariate) Tutte polynomial
of the graph with those weights.
The approximation scale of the algorithm is not specified in this rough version of the theorem; it
requires some prior definitions before we can state it, and so it will be given later on.
The size of the approximation scale is crucial when one considers additive approximations. This is
because one has to be convinced that the size of the window is not exponentially larger than the scale of
the problem - otherwise the problem the algorithm solves is trivial. Unfortunately, it is quite difficult to
give bounds on the scale of the problem given the hardness to approximate it.
To show that in many cases our algorithms do not fall into the trivial category, we would like to show
that the problems the algorithms solve are hard. We start by proving:
Theorem 1.2 (BQP hardness, rough version) There exists a wide range of complex weights and
complex values of q, for which the additive approximation of the multivariate Tutte polynomial to within
a certain scale, is BQP-hard.
As in the previous theorem, the exact size of the approximation window and the precise definition of the
complex weights and q for which the theorem holds, will be given later on. Examples for such parameters
are
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• q = 3, and the weights
{
3
(
eπi/3 − 1)−1 , 3 (1− e−πi/3)−1 , eπi/3 − 1, 1− e−πi/3} ,
• q = 2i, and the weights {100,−2i− 100, 1,−1/2} ,
• q = 3, and the weights {100,−103, 1,−1/2} .
We shall see later that these three examples actually fall into three different classes of weights that we
call unitary weights, non-unitary complex weights and non-unitary real weights. Their names imply the
type of operators that they define.
The proof of universality of the parameters which correspond to unitary operators, includes as a
special case the universality proof of the approximation of the Jones polynomial [6, 5, 7]. Indeed, the
proof of the unitary case follows closely the proof of [7]. The result, however, applies to many more
parameters than the Jones related corresponding result [7]. Essentially, the generalization comes from
the following fact. An edge weight in our construction corresponds to two different matrices, depending
on the orientation of the edge. In the Jones polynomial case, those two matrices need to be unitary. When
we consider the multivariate Tutte polynomial, we can use two different edge weights, and therefore we
can relax this restriction and require that only one of the matrices corresponding to each of these weights
is unitary. This gives many more parameters for which the result holds. This will be explained later on.
Proving BQP hardness for the complex non-unitary case requires much more extra work, compared
to the unitary case. In fact, even the very notion of universality when the generators are non unitary
seems counter intuitive, and it is not clear how to even start. The proof follows very roughly the same
outline of [7], but we need to develop many new tools that enable us to deal with the non-unitarity of
the operators; we will elaborate on that later on. The proof for the case of real non-unitary matrices
requires yet another separate treatment since now universality is interpreted as density and efficiency in
the orthogonal group rather than the unitary group, which poses more obstacles.
Comparing Theorem 1.1 and Theorem 1.2, we see that we get complementary results: an algorithm
(for unrestricted parameters) and a hardness result (for a restricted set of parameters). We would like
to deduce that the problems for which both results hold, are BQP complete. However, for this to hold,
we need the approximation windows in both results to match. It turns out that for the parameters of
the unitary case, this happens without any extra effort. Therefore the unitary set of weights provides us
with a wealth of new BQP-complete problems.
For the non-unitary cases, this is not automatically true; due to reasons that we will see later on,
the approximation scale of the algorithm is larger than what is required for universality, and thus, the
algorithm solves an easier problem. To match the two problems, we modify the definition of the problem
in a somewhat artificial way, but that does not seem to damage the main point of the result. In the newly
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defined problem, the input is a pair of a planar graph, together with a partition of its edges into groups.
The approximation scale is then defined using this partition, and it is for this problem that we are able
to show completeness.
Theorem 1.3 (Completeness, rough version) The problem of approximating the Tutte polynomial
of a given planar graph with a given partition of its edges, to within an additive approximation scale which
is defined by the input graph and partition, is BQP complete.
Consequently, we get a wide range of new BQP-complete problems, corresponding to unitary and
non-unitary parameters of the Tutte polynomial.
We remark that unfortunately, our universality proof does not hold for the Potts model parameters,
(regardless of the size of the approximation window.) This raises the question, of whether our algorithms
perform any non-trivial task in this range of parameters. We provide very weak evidence for non-triviality,
by analyzing the performance of the algorithm in the case of a family of graphs for which we can easily
calculate the Potts model: the line, with various edge weights. We see that the algorithm’s approximation
window is such that it distinguishes, with high probability, between the Potts partition functions for the
graphs with different weights. Of course, for those graphs the exact Potts model can be calculated exactly
efficiently, and so this cannot be regarded as a proof of non-triviality. The very interesting open question
of characterizing the quantum complexity of the physical Potts problem is left open for future research.
We proceed to outline the main new ideas introduced in this work.
1.2 Main Ideas in the Algorithm
The work is divided into two unequal parts: the algorithm and the universality proof. We start with the
main ideas underlying the algorithm.
In the work of Aharonov, Jones and Landau regarding the Jones polynomial [6], a special case of
our current problem was solved. One can view the solution there as follows: One considers a braid,
and represents it in an algebra spanned by pictures similar to braids but with no crossings, like those in
Section 4. This algebra is called the Temperley Lieb algebra (see Ref [43] and §12.4 in [42]), and is denoted
by TLn(d), where n is the number of strands in the braid. It turns out that the Jones polynomial is in
fact equal to a certain function called the Markov trace of the Temperley Lieb element that corresponds
to the given braid, and this trace function satisfies a certain property called the Markov property. To
compute this trace, the idea is to use the following fact: If a matrix representation of the TLn(d) algebra
can be assigned a weighted trace which satisfies the Markov property, then it will be equal to the Markov
trace of the corresponding Temperley Lieb elements. It thus suffices to compute this weighted trace of
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the matrices by a quantum computer. Fortunately, there are known unitary representations of braids,
induced by the so called path representation of the Temperley Lieb algebra. Thus, the computation can
be performed quite easily by a quantum computer: for each crossing in the braid, the algorithm applies
the corresponding unitary matrix. The weighted trace of the overall unitary matrix is easy to estimate
using standard techniques in quantum computation.
We will build on the above method. We start by generalizing the Temperley Lieb algebra that is used
in [6] to an infinite algebra, which we denote by GTL(d), where the number of strands is not fixed; in the
physics language, we allow creation and annihilation operators. This allows us to handle any graph, and
not just graphs originating from braids. What more, it allows us to relax the requirement of the Markov
property, and use any representation! This is because miraculously, once we deal with representations of
the more general algebra, it is no longer the Markov trace of the Temperley Lieb element that corresponds
to the Tutte polynomial, but simply the overall factor multiplying the identity element of the GTL(d)
algebra.
We are thus looking for ways to approximate this norm efficiently using a quantum computer. The
next step is to apply the matrices from the representation by a quantum computer. The most important
apparent obstacle here is that it seems that one is restricted to use unitary representations of the Tem-
perley Lieb algebra if one is to apply it by a quantum computer. It turns out, however, that this is not at
all a necessary restriction. We find a way to apply the representation we use even when it is non-unitary.
Our only restriction is that the norm of the operators we apply needs to be 1; if it is not, we divide the
whole operator by its norm, and book keep the extra factor. We lose in the approximation scale a factor
which is exactly this norm.
This gives an efficient quantum algorithm that approximates the Tutte polynomial to within a given
additive approximation, where the scale of the approximation is an inverse polynomial times the product
of the norms of the operators it applies.
We can perhaps understand better now the notion of additive approximation in this context. The
norm of the overall product of operators is what we are looking for: it is equal to the value of the Tutte
polynomial. Clearly, this norm, the norm of the product of operators, is smaller than the product of
the norms. It is this latter bigger quantity, the product of norms, that we view as the scale of the
approximation. Our algorithm approximates the overall norm, to within inverse polynomial times the
scale.
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1.3 Main ideas in the proof of universality
We next show that finding an additive approximation of the Tutte polynomial, to within a certain
approximation scale is as hard as quantum computation, for many weights and q’s. Note that we first
show hardness of approximation to within a smaller scale than our algorithms provide; that is, we show
universality of a slightly more difficult problem, with a smaller scale. This leaves a gap between the
performance of the algorithm and the hardness result for most cases; We resolve this issue later on.
As a first step, we would like to show universality for a set of parameters which correspond to the
case in which the operators being applied are unitary (we include in this case also operators which are a
scalar times a unitary). The universality proof itself follows quite closely the proof of universality of [7],
except for issues related to the book keeping of overall factors.
The proof is significantly harder when we move to the non-unitary case, where we have to overcome
a true difficulty: The matrices we are supposed to use in order to express any quantum circuit, are non
unitary! In universality proofs, one usually shows density in the unitary group, and then uses the Solovay-
Kitaev theorem that shows that density implies efficiency. In our case, both seemed to be impossible;
working with general linear operators, which apply stretching and shrinking, how can one show density in
the unitary group? And moreover, even if density applies, how can one use the Solovay Kitaev theorem?
To explain how we overcome these difficulties, let us first recall the main ideas in the proof of [7].
The main idea is to encode the n qubit Hilbert space into the space of paths on finite graphs the shape
of a line. Then using the path representation, elements of the TLn(d) algebras are mapped to operators
on that space. The paths are encoded by strings in which 0 means a step to the left and 1 means a step
to the right. This is not a tensor product space, but one can easily encode a tensor product space into
it; A path of length 4 of the form 0101 corresponds to the state |0〉, and a path of length 4 of the form
1100 corresponds to the state |1〉. Thus, paths of 4n steps include the encoding of n qubits. Two qubits
gates are encoded as transformations that work on 8 steps paths. We note that the 8 steps paths include
many paths that are not one of the 4 legitimate 8 steps paths that correspond to encoded two qubits.
What more, as we will see, those four legitimate paths are not an invariant subspace, and so density will
have to be proven in the smallest invariant subspace that contains them - which is the subspace of all 8
steps paths that start and end at the first vertex of the graph. There are 14 such paths. To approximate
two qubit gates, we will thus have to approximate a matrix in SU(14).
In [7], the first building block is to show density in SU(2), on two of those 14 paths. This is called
the seed; It is pretty easy to establish. Then one can use various tools to build up the dimensionality of
the dense subgroup, to get to the 14 relevant dimensions, in which all two qubit gates are encoded; one
main tool is the Bridge lemma [7] which states that given matrices which generate dense subgroups on
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two orthogonal subspaces, and a matrix mixing those subspaces up (the “bridge”), the resulting group
is dense on the direct sum of the two spaces. Another tool is the Decoupling lemma: if we have density
on two unitary groups on two orthogonal subspaces of different dimensions, then even though these two
generated groups might in principle be coupled or correlated, they are in fact decoupled and we can
continue as if we have universality on each one of them separately.
Let us now tentatively explain how one modifies this proof to handle non-unitary parameters. We
start with the first building block, namely, constructing density on a two dimensional subspace. Unlike in
the unitary case, here we are led to prove density in the special linear group SL(2,R) or SL(2,C) instead
of SU(2). In the quantum literature, as far as we know, density of non-unitary operators was not dealt
with before; in fact, the theory here is very different than that in the unitary case. Fortunately one can
use a wealth of results from theory of complex Mo¨bius transformations for that matter. In particular, we
use Jorgensen’s inequality [36] to find sets of parameters for which density holds. We then reprove the
Bridge lemma and the Decoupling lemma for the non-unitary case; once again there are some technical
issues which one has to deal with when considering non-unitary matrices. Finally, we need to reprove the
Solovay Kitaev theorem. In this theorem, much technical effort is given to the issue of accumulated errors.
Now we have new errors to deal with since our matrices are only close to, but not inside, the unitary
group. For that matter, we generalize the theorem for the non-unitary groups SLn(C) and SLn(R).
We get that any two-qubit gate can be replaced by polylogarithmically many GTL(d) elements, which
are mapped under the path representation to an operator that acts on 8-steps paths.
The final result is a mapping of the quantum circuit to a planar graph, such that the result of the
circuit can be read from an appropriate approximation of the Tutte polynomial of the graph at the
relevant parameters.
1.4 Proof of BQP Completeness
In the hardness result, the approximation scale turns out to be the same as the algorithmic scale only in
the unitary parameters case. In this case, completeness is already proved.
To match the approximation scales of the algorithm and the universality results also in the non-unitary
cases, we note that our algorithm in the non-unitary case, was quite wasteful in its approximation quality.
Recall that the size of the approximation scale is the product of the norms of the matrices being applied.
However, note that the norm of the product of operators might be significantly smaller than the product
of the norms, i.e., the scale of the problem. It is thus beneficial to apply the operators in groups, and not
one by one. This can be done easily if the operators we would like to apply in one group, all operate on
a small dimensional space in a sequence. In this case, before applying them, we calculate their product
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by a classical computer on the side, and apply the resulting product by the quantum computer.
In the context of the graph described in before, corresponding to the quantum circuit, there is a very
natural grouping: Each gate in the circuit was replaced by polylogarithmically many operators, which
we would like to view as one group. If we could group all operators corresponding to one quantum gate
together, the resulting operator, which is approximately a unitary operator over 8-steps paths, has norm
approximately 1, and thus does not increase the approximation scale at all. We would have liked to do
this, rather than to apply the approximating sequence of gates one by one, which may contribute a lot
to the approximation window.
Unfortunately, to be able to achieve this improved approximation scale, the quantum algorithm needs
to first recognize all operators coming from the same gate as belonging to one group. More generally,
the algorithm would need to find a good way to partition the operators. So far we have not been able
to find an efficient grouping algorithm that would achieve this goal. We are thus led to a less elegant
solution: we modify the problem slightly. Our input is now a pair of a graph together with a partition
of its edges to groups. The output is the Tutte polynomial of the graph, to within the approximation
window defined by the given grouping. When this is done this way, the two approximation scales match,
and we get both BQP hardness as well as an algorithm.
The proof that this works is in fact quite involved, due to a subtle point in the above argument, which
causes a lot of trouble in the proof. Note that the idea above relied heavily on the fact that the norm of
the product of all operators in one group is 1 (or very close to 1). However, the operators we consider
operate on the direct sum of many subspaces (denoted Ak,l), whereas only the first subspace, A1,1, is
relevant for the quantum computation. It could be that the approximation is unitary in the relevant
subspace, whereas in the other subspaces the resulting product of operators has a much larger norm; the
quantum algorithm only guarantees approximation to within this (possibly too large) norm. To really
match the sizes of the approximation windows, we have to somehow address this issue.
Our solution is as follows. We make sure that the norm of each group of operators is indeed approxi-
mately 1, even when the entire space is considered, by proving density and efficiency in the unitary group
simultaneously on all those subspaces. This requires some work since we need to deal with the additional
subspaces one by one. Moreover, we need to generalize the Solovay Kitaev to hold also for direct sums of
unitary groups, and we can only show this for a finite sum. Unfortunately, all the above manipulations
imply that we have to limit the parameters with which we work, and so the set of points for which we
get completeness seems smaller than that for which hardness holds.
The above seems like a very complicated solution to a rather minor and technical issue; we speculate
that a better solution to this technical point exists, which would enable to handle it in a more elegant
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way.
The final result is that for a large class of parameters, we can show that the problems with the
same approximation scale is both doable in quantum polynomial time and also universal - namely, it is
complete.
1.5 Remarks on the Complexity of the Potts model case
Unfortunately, our methods are not applicable for showing that values of the graph weights and q that
correspond to physical Potts model parameters, are BQP hard, (for any additive approximation).
The reason is essentially this. The partition function of physical parameters is, by definition, a
function that corresponds to some Gibbs distribution, and is thus, always positive. Our methods, however,
translate a unitary matrix to a graph, such that, say, the first entry of the unitary matrix is equal to
the partition function. Proving universality would mean that any unitary matrix can be presented this
way, including unitary matrices whose first entry is negative. But there is no graph whose Potts model
partition function would be negative, as it is a positive number!
The exact argument is slightly more complicated, and will be given in a later version of the paper.
The conclusion is that at least with our methods, BQP completeness seems impossible to prove. Perhaps,
BQP completeness does not hold.
As we mentioned, we provide weak evidence for non-triviality in a different way. We consider two
families of weighted graphs for which the evaluation of the Potts model can be done efficiently classically.
The two families have the same underlying graph: the line of n sites. However, we consider this graph
with different weights on the edges. It is quite easy to show that the quantum algorithm distinguishes
between the Partition functions in the different cases, namely, the window in which one answer might
lie does not intersect the window in which the other answer lies. It is unclear how well the algorithm
performs for more difficult graphs, in which no efficient classical algorithm is known.
Proving anything about the complexity of our algorithm for the Potts model, remains a very important
open problem. It is still possible that this case of the Tutte polynomial, with our additive approximation
window, can be solved by an efficient classical algorithm.
1.6 Conclusions and Open Questions
In this work we provide new quantum algorithms for many new problems, all casted in the framework of
approximations of the Tutte polynomial. Our quantum algorithms are distinctly different from the well
trodden path of quantum algorithms for the Hidden Subgroup problem. They take the approach of [6] in
which local structures of the problem are encoded into linear operators which are then applied; however,
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we take a significant step forward, by leaving the restriction of unitarity behind, which allows us to apply
our algorithms and the hardness results to many new points.
Our methods rely on representations of a generalized version of the Temperley Lieb algebras, which
we define. We believe that the main achievement here is that we demonstrate how to handle non-unitary
representations, and in particular, we are able to prove universality using non-unitary matrices. This
might open up the way to applying non-unitary representations in completely different contexts, and
perhaps will serve as an important advancement in the understanding of the physical Potts model case,
which remains as the main open question.
In our proofs of completeness, we have only given examples in which BQP completeness can be proved.
In fact, many more points can also be shown to be BQP complete; In this work we have only taken the
effort of showing a few examples, but the characterization of which points exactly can be proven to be
quantum hard or complete is left for a further study.
A far reaching hope is that progress in the direction of the hardness of the Potts model parameters,
would lead to insights regarding open questions in the field of statistical physics, and in particular,
understanding the conditions for rapid mixing in the Potts model, and its relation to the phase transition
of the Potts model.
Another very interesting question is whether it is possible to find an algorithmic way to calculate
the optimal grouping, that would derive the best approximation window, or even some approximation of
it. This would allow us to define the problem in a more natural way, without artificially providing the
partition in the input.
One more interesting question is whether these results can be generalizes to non-planar graphs.
Last but not least, it would be extremely interesting to see our methods applied to other approximation
algorithms of #P complete problems, which are not described by the Tutte polynomial.
Organization of paper:
In Sec. 2 we start with some background on the Tutte polynomial and its connection to the Potts
model and to the Jones polynomial. We proceed in Sec. 3 to establish a well-known mapping of a planar
graph to its medial graph, which is a 4-regular graph. On the latter, we define the Kauffman bracket,
which is equivalent to the multivariate Tutte polynomial of the original graph, and which we will mainly
use. Section sec:kauffman:tl defines our generalization of the Temperley Lieb algebras, and provides the
way to write the Kauffman bracket in terms of a Temperley Lieb algebra scalar element. Section 5 gives
the exact representations we will use, called the path model representations. Section 6 first states the
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exact version of Theorem 1.1, together with the definition of the size of the approximation window, and
then provides the algorithm and proves that it works.
In the second part of the paper, we prove the results concerning the hardness and completeness.
Section 7 proves the universality proof for two cases: one is the case where the parameters are such
that the matrices are almost unitary, namely, they are a scalar times a unitary. This already provides
many new points in the Tutte plane, but is essentially the same proof as in the Jones case [7]. Then we
provide the universality proof for the non-unitary cases (both complex and real). It is here that we need
to use the novel ideas of how to apply the Solovay-Kitaev theorem despite not being in the safe zone of
unitarity. Finally, in Sec. 10, we define the version of the problem in which the grouping of the graph is
also provided, and prove the completeness of this version.
2 Background: The Tutte polynomial
2.1 The Tutte polynomial
The multivariate Tutte polynomial (which will often be referred here simply as the “Tutte polynomial”)
is defined for finite graphs with weighted edges and a scalar q. Below we give a short definition and
description of this important polynomial. Our treatment and notation closely follow Ref [30], which we
strongly recommend as an introductory text for this subject.
Given a graph G = (V,E) and a subset of edges A ⊆ E, we define k(A) to be the number of connected
components in the subgraph (V,A). Notice that an isolated vertex is considered a connected component,
hence when A is empty, k(A) = |V |. The multivariate Tutte polynomial is then defined by
Definition 2.1 (The multivariate Tutte polynomial) Let G = (V,E) be a finite graph with vari-
ables v = {ve} assigned to its edges e ∈ E. Then the multivariate Tutte polynomial of G is a polynomial
in v and an extra variable q, defined by
ZG(q;v) =
∑
A⊆E
qk(A)
∏
e∈A
ve . (1)
When considering a particular set of values of the variables v = {ve}, it is customary to call them weights,
and G a weighted graph. In addition, it is common to substitute the variables v = {ve} with a single
variable v and obtain a two-variables polynomial
ZG(q, v) =
∑
A⊆E
qk(A)v|A| . (2)
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As an example, consider the graph G = with all edges set as ve = v. Its expansion contains
terms like these:
• k(A) = 1, |A| = 5 =⇒ Term = qv5
• k(A) = 2, |A| = 3 =⇒ Term = q2v3
• k(A) = 3, |A| = 1 =⇒ Term = q3v
2.2 Relation with the standard Tutte polynomial
When the variables v = {ve} are all equal to the variable v, it is easy to relate the resulting polynomial
ZG(q, v) to the standard Tutte polynomial TG(x, y) [14, pp. 45] which is defined by
TG(x, y)
def
=
∑
A⊆E
(x− 1)k(A)−k(E)(y − 1)|A|+k(A)−|V | . (3)
Indeed, a simple algebra yields
TG(x, y) = (x− 1)−k(E)(y − 1)−|V |ZG
(
(x− 1)(y − 1), y − 1
)
. (4)
In other words, TG(x, y) and ZG(q, v) are essentially equivalent under the change of variables
x = 1 + q/v , y = 1 + v , (5)
q = (x− 1)(y − 1) , v = y − 1 . (6)
2.3 Relation with the Potts model
In this section we elaborate on the connection between the Potts model and the Tutte polynomial. A
broad review of this model, in a more physics-theoretical context, can be found in Ref [25].
The Potts model, which is also known as the q-state Potts model, is physical model that is defined on
a graph G = (V,E) for some q ∈ Z+. We call the vertices of the graph sites. They hold physical objects
like “atoms” or “spins”, which can be in one of q possible states (colors, or spin states) {1, . . . , q}. A
coloring of all sites is called a configuration of the system and is denoted by a map σ : V → {1, . . . , q}.
The energy of the system is defined by assigning each edge e ∈ E, a coupling constant Je. Then if e1
and e2 denote the adjacent sites of e, and σ(e1), σ(e2) denote their colors respectively, the energy of the
edge is
ǫe = −Jeδσ(e1),σ(e2) , (7)
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where δa,b is the usual Kronecker delta. Therefore the energy of an edge is −Je if its sites share the same
color, and is zero otherwise. The total energy of the configuration σ is now
H(σ) =
∑
e∈E
ǫe = −
∑
e∈E
Jeδσ(e1),σ(e2) . (8)
In statistical physics we assume that the system constantly changes its microscopic configuration. The
actual state of the system is therefore of little importance, and instead we try to estimate the probability
P (σ) of the system to be in a configuration σ, and use this information to understand the global properties
of the system. In this context, it is common to consider the scenario in which the system is attached to
another, much bigger system (a thermal bath), with a constant temperature T , and the two systems are
allowed to exchange energy (heat). Then the system is described by the so-called canonical ensemble. In
this case, the probability distribution of the system is the Boltzmann-Gibbs distribution,
P (σ) =
1
ZPotts
e−βH(σ) . (9)
Here β = 1/(kBT ) is the inverse temperature with kB being the Boltzmann constant. Z
Potts is the
normalization factor which is called the partition function of the system, and is given by
ZPotts
def
=
∑
σ
e−βH(σ) . (10)
The partition function ZPotts has a central role in statistical physics. Knowing it allows us to calculate
important global properties of the system such as its average energy, entropy, heat capacity etc.
For a positive temperature T > 0 (equivalently β > 0) and real couplings Je, the total energy H(σ)
is a real number, hence Eq. (9) is a valid probability distribution. In such case, configurations with low
energies are preferable. An edge with Je > 0 is called “ferromagnetic”. Its adjoint sites will prefer to
be mono-color. On the other hand, an edge with Je < 0, is called “anti-ferromagnetic”, and its adjoint
sites will tend to have non-identical colors. An interesting case is when all sites are anti-ferromagnetic
and T → 0 (equivalently β → +∞). In such case, if there are configurations of the graph where adjacent
sites have different colors (i.e., “legal coloring”), then only those configurations will have a non-vanishing
probability. In particular, we find
lim
T→0
ZPotts = # of q-colorings . (11)
Deciding whether a graph has one or more q-colorings for q > 2 is a well-known NP-complete problem.
Hence the above example suggests that calculating, or even approximating the partition function, can
be, at least in some cases, a highly non-trivial task. Currently, most common approximations to this
quantity use Monte-Carlo type algorithms (See Refs. [32, 33], for example).
15
If we now define
ve = e
βJe − 1 , (12)
then a simple algebra shows that the partition function can be written as
ZPotts(q,v) =
∑
σ
∏
e∈E
[
1 + veδσ(e1),σ(e2)
]
. (13)
It is far from obvious that ZPotts(q,v), which is defined separately for each positive integer q, is in fact a
polynomial in q, but as noted by Fortuin and Kastelyn in the late 1960’s [28, 29], this is indeed the case:
Theorem 2.1 (Fortuin-Kasteleyn representation of the Potts model) For integer q > 1, and
for all v,
ZPotts(q,v) = ZG(q,v). (14)
A proof of this theorem can be found in Ref. [30].
Approximating the partition function of the q-state Potts model is therefore equivalent to approxi-
mating the multivariate Tutte polynomial of the underlying graph with weights given by Eq. (12). The
complexity of the two problems is identical.
Theorem 2.1 enables us to assign a probability to every coloring of a graph when integer q > 0
and ve > −1 (which is equivalent to Je being real for real temperatures). We can actually extend this
probabilistic interpretation for non-integer q’s by using the original definition (2.1). The idea is to view
the elements of sum in Eq. (1) as the new configuration space. In other words, a configuration is defined
by a subset of the edges A ⊆ E, and is assigned a probability which is proportional to qk(A)∏e∈A ve.
Theorem (2.1) guarantees that these two definitions coincide in the appropriate region. We are thus led
to define
Definition 2.2 (Potts parameters) We say that v, q are Potts parameters (or physical parameters)
when
• q is an integer larger than 0, and for all edges ve > −1; or
• q > 0 and for all edges ve > 0.
Notice that the conditions of the second case guarantee that qk(A)
∏
e∈A ve is real and positive. Also note
that in the first case, Je > 0 (ferromagnetic case) corresponds to ve > 0, and Je < 0 (anti-ferromagnetic)
corresponds to −1 < ve < 0. In both cases, we are assured that ZG(q,v) is a real positive number.
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Figure 1: From a planar graph to a medial graph. In the planar graphs, the weights vi are assigned to
the edges. These weights are then transformed to the crossing weights ui in the medial graph, which are
related by vi = dui.
2.4 Relation with the Jones polynomial
Another interesting special case of the multivariate Tutte polynomial of planar graphs is the Jones
polynomial. By constructing the so-called “medial graph”, which will be defined in the next section, one
can translate a planar graph to a knot in the three dimensional space. Furthermore, for a particular
choice of weights and q, there is a simple connection between the Tutte polynomial of the original graph
and the Jones polynomial of the knot. We will elaborate on this connection in a later version of this
paper.
3 Background: From the Tutte polynomial to the Kauffman
brackets
The Tutte polynomial of a planar graph G can be recast in terms of Kauffman brackets of the medial
graph LG. The medial graph is constructed from the original graph in some well-defined way. This
definition of the Tutte polynomial turns out to be more convenient for our purposes.
We first define the medial graph. For each planar graph G we can build 4-regular graph LG which
is called the medial graph of G. It is obtained from G by first encircling the facets of G with lines, and
then crossing the lines that surround each edge by putting a 4-regular vertex in its middle.
The regions of the medial graph can be colored in a consistent way by black and white, such that the
regions on two sides of an edge are colored by opposite colors. Its black and white coloring is uniquely
determined by setting its outmost area to be white. It is easy to convince oneself that this coloring is
unique and well defined. An example for such construction is given in Fig. 1.
The vertices of the medial graph, which we also call crossings, are assigned weights, denoted u = {ue},
where ue is the weight of the crossing corresponding to the edge e in G. If G is a weighted graph, then
one can define a natural, one-to-one mapping between its weights v = {ve} to the weights u = {ue}. The
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nature of this mapping will be clear shortly, when we define the Kauffman bracket of a medial graph.
To define the Kauffman brackets of LG, we first define the notion of a state. A state σ = {σe|e ∈ E}
is an assignment of 0 or 1 to every crossing in G. σ is understood as a prescription of how to open every
crossing in LG in one of two ways: or . When σe = 1 the shaded areas are connected
(and consequently the original edge e of G is included in the resulting shaded area), while when σe = 0
the shaded areas are disconnected (and the edge is not included in the shaded area). Once all crossings
have been opened, the resulting diagram contains only loops. We let |σ| denote their total number.
The Kauffman brackets of LG is defined as the following sum
〈LG〉 =
∑
σ
〈LG|σ〉 . (15)
where 〈LG|σ〉 is defined by
〈LG|σ〉 = d|σ|
∏
uσee . (16)
In other words, we take the product of d|σ| with the ue of all crossings that were opened in such a way
that their edge was left alive. We note that our definition of the Kauffman bracket is different from
the standard definition of the Kauffman brackets, which is originated from the theory of knots. The
main difference is that in our definition we allow a different weight ue for each crossing, whereas in the
standard definition only one weight is used. It might therefore be more appropriate to call this object
the “weighted Kauffman bracket”. However, for the sake of brevity and at the risk of a slight confusion,
we will continue to call it simply the Kauffman bracket. A definition of the standard Kauffman brackets
and their relation to Knots theory, the Jones polynomial, the Potts model, and many other topics in
mathematical physics can be found in Refs [18, 14, 19].
We will now show the connection between the Kauffman bracket of LG and the multivariate Tutte
polynomial of G.
Claim 3.1 For any scalar d and a set of weights u = {ue}, the following equation holds:
〈LG〉(d,u) = d−|V |ZG(d2, du) . (17)
Proof: The proof is an adaptation of well-known ideas due to Kauffman from the subject of the Jones
polynomial in Knots theory [18]. Each state σ of the medial graph Lg uniquely defines a subgraph of G
whose edges are those with σe = 1. Denote this set of edges by A ⊆ E. At the same time σ corresponds
to a particular opening of the crossings. The opening is such that each facet of the subgraph (V,A) is
encircled by exactly one loop. Therefore the number of loops, |σ|, is exactly the number of facets in
(V,A). Now the number of facets in (V,A) is simply k(A) + c(A), where c(A) is the number of circles in
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the subgraph. Using the identity |V |+ c(A) = k(A) + |A| (see, e.g, [30] Sec. 2) we have
|σ| = k(A) + c(A) = 2k(A) + |A| − |V | . (18)
Hence,
〈LG〉 =
∑
A⊆E
d2k(A)+|A|−|V |
∏
e∈A
ue = d
−|V | ∑
A⊆E
(d2)k(A)
∏
e∈A
(due) (19)
= d−|V |ZG(d2, du) . (20)
2
Therefore the Kauffman bracket of LG is proportional to the Tutte polynomial of G with q = d
2 and
v = du.
4 The Kauffman brackets in terms of the Generalized Temper-
ley Lieb algebras
Our first goal is to design an algorithm that calculates Kauffman brackets of a given medial graph. How
can the Kauffman bracket be evaluated? The main mathematical tool is the Temperley Lieb algebras.
It enables us to break the medial graph into small pieces, which are then translated to local operators.
Here, we use a generalization of the well-known Temperley Lieb algebras to an algebra of pictures with an
arbitrary number of strands, so that we can talk about product of elements with non-matching numbers
of in- and out-going strands. We call it the GTL(d) algebra. It is this definition that enables us to deal
with all planar graphs, and not just graphs that are related to braids - which have a fixed number of
strands.
4.1 The Generalized Temperley-Lieb algebra GTL(d)
The GTL(d) algebra is an algebra that is generated by diagrams of the form that is shown in Fig. 2. Its
precise definition is as follows:
Definition 4.1 (The GTL(d) algebra) The GTL(d) algebra is an infinite dimensional algebra that is
defined for every scalar d. Its basis elements are represented classes of diagrams that are made from a
finite number of strands that connect n lower pegs to m upper pegs. The diagrams must not contain any
crossings and loops, but they may contain local minima/maxima. Two diagrams, belong to the same class
if they are topologically equivalent, or if one diagram can be obtained from the other by adding a number
of straight strands to its right. See Fig. 2. We will denote algebra elements by capital calligraphic letters
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Figure 2: Three different diagrams that represent the same GTL(d) basis element. The first two have 3
in-pegs and 5 out-pegs and are isotopic to each other. The third one has 5 in-pegs and 7 out-pegs and is
a result of adding two straight strands to the right of the second diagram.
such as T ,A,B, . . ., and diagrams by Gothic letters T,A,B, . . .. Notice that every GTL(d) basis element
is represented by an infinite number of diagrams, but every diagram represents only one basis element.
Product Rule: For every two basis elements T1, T2, the product T3 = T2 · T1 is defined by the diagram
that we obtain by placing a diagram that represents T2 on top of a diagram that represents T1 and
matching their pegs starting from the left. If the number of lower pegs in T2 is different than the
number of upper pegs in T1 we pad one of them with straight strands until they match.
Identity Element: From the above definition it is easy to see that the identity element of the algebra,
I, corresponds to diagrams with only straight strands, in which the i’th bottom peg is connected to
the i’th upper peg.
Relations:
• Two isotopic elements in the GTL(d) algebra are equal.
• Two elements in the GTL(d) algebra are equal if a diagram of one element can be obtained
from a diagram of the other element padded with straight strands at its right side.
• A single loop is equal to the scalar d times the identity I. The parameter d is a (complex)
number which is a fixed parameter of the algebra, and is called the loop value.
• An element in the algebra which contains (but is not isotopic to) an empty loop, is equal to the
same element, except that the loop is removed, and the result is multiplied by the loop value d.
We extend the GTL(d) algebra to linear combinations of basis elements by extending linearly the
product rule.
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4.2 Tangles and elementary tangles
It will be convenient to talk also about tangles. These are diagrams, which are similar to the diagrams that
represent basis elements of the GTL(d) algebra, except that they may also contain loops and weighted
crossings. We use them to denote certain linear combinations of basis elements in GTL(d).
Following the product rule in Definition 4.1, a diagram with ℓ loops denotes the GTL(d) basis element
of the corresponding diagram without the loops, times a factor of dℓ.
We use a tangle with exactly one crossing and a complex weight attached to it, to denote a different
linear combination of GTL(d) elements. This is done as follows: let T be such a tangle, with one crossing
weighted with the weight u. We perform a black-and-white coloring of the tangle, starting from its
left-most area, which is always painted in white. We then look at the two possible ways of opening
the crossing: connecting or disconnecting the two shaded areas of the crossing. Let X be the GTL(d)
element that corresponds to the diagram in which the shaded areas are connected, and let Y ∈ GTL(d)
correspond to the diagram in which the shaded areas are disconnected. Then we use the diagram T to
denote the following GTL(d) element:
T = uX + Y . (21)
Of course, if the tangle contains more than one crossing, we can apply the above procedure on all crossings,
recursively, thereby associating T with a linear combination of basis elements of GTL(d) and loops. It is
easy to convince oneself that this definition is independent of the order in which we open each crossing,
and so the mapping from tangles with weighted crossings to GTL(d) is well defined.
Next, we define the notion of elementary tangles, which are simple tangles that can generate all
tangles.
Definition 4.2 (Elementary tangles) A tangle is called an elementary tangle if it is represented by
one of the following diagrams (up to isotopy and/or addition of straight strands at the right)
1. Cup Ai The cup diagram Ai is the diagram which is identical to the identity I diagram except for
the upper i,i+1 pegs, which are connected to each other. The diagram thus contains a minima after
the i− 1 strand.
2. Cap Bi Similar to the cup diagram, Bi is identical to the identity diagram except for having a maxima
which is created by connecting the lower i,i+ 1 pegs.
3. Crossing Ci(u) The crossing diagram Ci(u) contains a crossing with weight u between the i, i + 1
strands, while all the other strands are trivial.
An illustration of these three diagrams is given in Fig. 3.
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Figure 3: An illustration of the elementary tangles (from left to right) A3, B3 and C3(u).
Notice that the three elementary tangles are not independent. Indeed, it is easy to see that for odd i,
Ci(u) = uI + Ai · Bi, whereas for even i, Ci(u) = I + uAi · Bi. It turns out that it is only the cup and
cap tangles that are needed to generate the full GTL(d) algebra. Nevertheless, we will find the crossing
operator extremely useful to describe the algorithm and the universality result.
For a tangle that corresponds to a basis element we can define the number of in-pegs to be the number
of lower pegs in the diagram, and the number of out-pegs to be the number of upper pegs in the diagram
(see Fig. 2). This definition can be extended to general tangles, since by opening a crossing we obtain
two diagrams with the same number of in-pegs and the same number of out-pegs. We note that these
numbers are not well defined for GTL(d) elements, but just for tangles, since the definition of the GTL(d)
elements allows adding a number of straight strands to the right without changing the element.
4.3 Connection between the Kauffman brackets and the GTL(d) algebra.
Our goal is to calculate the Kauffman bracket 〈LG〉(d,u) of a medial graph using the algebraic structure
of the GTL(d) algebra. We do this by defining a map Ψd which associates a medial graph with an element
in GTL(d). This map was essentially defined in the previous section. Indeed, we may simply consider
an embedding of LG in R
2 as a tangle. Then, according to the previous section, Ψd(LG) is a linear
combination of basis elements of GTL(d), and hence is an element of GTL(d).
Moreover, as noted in the previous section, tangles have a well-defined number of in-pegs and out-
pegs. It is easy to see that Ψd(LG) has zero in-pegs and zero out-pegs, and is actually equal to a scalar
times I. This is because as we open up its crossings, we end up with tangles that contain only loops;
these are then proportional to I by the loop-value relation. It turns out that the coefficient in front I
element is exactly the scalar we are looking for!
Proposition 4.1 Ψd(LG) = 〈LG〉(d,u)I.
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Proof: Opening all the crossings of the LG element in accordance with Eq. (21), we are left with a
sum of 2|E| terms. Each term corresponds to a possible opening of all the crossings, i.e., to a state σ of
the Kauffman bracket. It is a diagram with only loops and must therefore be proportional to I. The
proportionality factor is exactly 〈LG|σ〉. Indeed, assume that the opened diagram contains ℓ loops and
corresponds to a state σ. Then the proportionality factor is dℓ times ue for every crossing with σe = 1.
This is because such opening joins the shaded areas and is therefore multiplied by a ue factor according
to Eq. (21). Summing up all terms we obtain the desired result. 2
This shows that if we want to approximate the Tutte polynomial, or rather, 〈LG〉(d,u), it suffices to
approximate the coefficient in front of I in Ψd(LG).
4.4 Connection with Representations of GTL(d)
To approximate the above coefficient, we consider representations of the GTL(d) algebra. We will define
the representation for diagrams rather than for abstract GTL(d) elements, as it would depend on the
particular in-pegs and out-pegs of the diagrams.
Definition 4.3 Let {Hn} be a series of Hilbert spaces (which do not have to be different from each
other). A map ρ that maps diagrams of tangles to linear operators over the Hilbert spaces is said to be
a representation of GTL(d) if it maps every tangle diagram T with n in-pegs and m out-pegs to a linear
operator ρ(T) : Hn → Hm such that:
• ρ(T) only depends on the isotopy class of T
• For diagram T with n in-pegs and m out-pegs, ρ(T) is a linear transformation from Hn to Hm.
• Preserving the multiplicative structure: If T1 has n in-pegs and m out-pegs and T2 has m
in-pegs and ℓ out-pegs then ρ(T2 · T1) = ρ(T2) · ρ(T1).
• Preserving the additive structure: If T1,T2 represent the GTL(d) elements T1, T2 and T3
represents the GTL(d) element c1T1 + c2T2 then ρ(T3) = c1ρ(T1) + c2ρ(T2).
We will later provide a definition of such a representation of GTL(d), called the path-model represen-
tation. Nevertheless, any representation will do to evaluate the desired coefficient:
Claim 4.1 If ρ is a representation of GTL(d), then ρ
(
Ψd(LG)
)
= 〈LG〉(d,u)1.
Proof: This is true because any representation will take the identity I to the identity operator 1. 2
We can thus perform our desired approximations on the image of a representation of the GTL(d)
algebras.
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Remark: We note here an important difference between the connection that is made here between the
representation of the GTL(d) algebra, and the Kauffman bracket, versus a similar connection that was
used in [6]. In [6], a similar result was true for TLn(d), a restricted version of GTL(d), in which the
number of strands was finite, and fixed. The representation however, was required to exhibit a property
called the Markov property, for the connection to the Kauffman bracket to hold. Here, due to the fact
that a single algebra element is associated with a class of diagrams, which have different in- and out-pegs
numbers, no such property is needed, and any representation will do. This is an advantage of working
with the GTL(d) algebra.
We now proceed to describe the representations we will work with.
5 Background: The Path Model Representation of GTL(d)
We use the path model representations. They are essentially the representations used in Ref. [6], except
here we allow also non-Hermitian representations, and also consider the infinite algebra rather than finite
versions of it. In addition, in accordance with Definition 4.3, the representation that we describe is defined
for diagrams of tangles, rather than for the tangles themselves, since it depends on the number of in-pegs
and out-pegs of the diagram (it does not depend, however, on the particular geometry of the diagram
- only on its topology). Specifically, for each diagram we define a linear transformation with different
domain and target spaces, the dimensions of which, depend on the number of in-pegs and out-pegs of the
diagram. We begin by motivating the definition, and then move to the exact definitions.
5.1 Diagrams as operators over paths on an auxiliary graph
Let T ∈ GTL(d) be a basis element, which is represented by a diagram T with m in-pegs and n out-pegs.
We would like to associate the diagram with an operator. How can this be done? We draw T and
confine it to a rectangular box, thereby dividing the box into a set of disjoint regions. Then the n lower-
pegs of the diagram, which are connected to the lower edge of the box, divide it into n + 1 gaps, while
the upper pegs of the diagram divide the upper edge of the box into m+ 1 gaps. We would like to treat
T as an operator acting on a sequence of labels of the upper gaps, taking it to a sequence of labels of
the lower gaps. For this, we use the notion of an auxiliary graph F , and allow the labels of the different
regions of the boxed diagram to be vertices of F . Further more, we restrict the labeling of the diagram
to be such that two adjacent regions are labeled by adjacent vertices in F . We observe that under those
conditions, the sequence of labels of the upper gaps, as well as that of the lower gaps, is in fact a path in
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Figure 4: Labeling of a diagram according to the vertices of an auxiliary graph F .
the auxiliary graph F , and that the diagram can be seen as a transformation the takes the path of the
lower gaps to the path of the upper gaps. As an example, see Fig. 4.
We will thus view T (and through it T ) as an operator on paths on F . We can now define the Hilbert
space of paths formally.
5.2 The Hilbert Space of Paths on F
For simplicity, denote the vertices of the auxiliary connected graph F by {1, 2, 3, . . . , }. We define a family
of Hilbert spaces {Hn}, corresponding to paths of length n of F , as follows:
Definition 5.1 (The spaces Hn) For any integer n ≥ 0, the n-steps paths space Hn of an auxiliary
graph F is a Hilbert space that is defined as follows: let p = {p1, p2, . . . , pn+1} denote an n-steps path
on F which starts at the vertex p1 and ends at the vertex pn+1. We demand that p1 = 1 and that pi
is adjacent to pi+1 in F (denoted as pi ∼ pi+1). Then we associate every path p with a vector |p〉, and
consider the set {|p〉} of all n-steps paths to be an orthonormal basis for the space Hn.
Note that H0 is a one dimensional space which is spanned by the vector |1〉.
5.3 Compatible paths
Let T be a diagram with m in-pegs and n out-pegs that represents a basis element of GTL(d). We
associate T with a transformation ρ(T) : Hm → Hn, by defining 〈p′| ρ(T) |p〉 for every n-steps path
|p〉 = |p1, . . . , pn+1〉 and m-steps path |p′〉 =
∣∣p′1, . . . , p′m+1〉. The term 〈p′| ρ(T) |p〉 will be zero, unless
the two paths are compatible in the following sense:
Definition 5.2 (compatible paths) Let T be a diagram of a basis element, or a basis element with
closed loops, with n in-pegs and m out-pegs. Then the n-steps path p and the m-steps path p′ are called
compatible with respect to T, if, when labeling T’s lower gaps with the vertices of the path p, and the
upper gaps with vertices of the path p′, the result is a diagram where all connected surfaces have the same
label. The labeling is done from the left to right with respect to the order of the vertices in each path.
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Figure 5: Local minimum and maximum, associated with ak,ℓ and bk,ℓ respectively.
It is clear that the definition depends only on the isotopy class of the diagram.
The upper path and lower path in Fig. 4 are thus compatible. We define the value of 〈p′| ρ(T) |p〉 to
be zero if the two paths are not compatible. What about compatible paths? This is defined in the next
section.
5.4 The value 〈p′| ρ(T) |p〉 for compatible paths
Consider a diagram T of a basis element and two compatible paths p, p′ with respect to it. As T does not
contain any loops, it is easy to see that p, p′ determine the labeling of all areas in T uniquely. To define
〈p′| ρ(T) |p〉, we consider all the local minimums and maximums of the diagram that represents T. The
area near each such point is labeled by two labels - adjacent vertices from F . A local minimum labeled
by ℓ from above and k from below is associated with a constant aℓ,k, and a maximum with the same
labeling is associated with bℓ,k (see Figure 5 for illustration).
We will soon assign values to aℓ,k and bℓ,k, and discuss their properties. As an example, the minima and
maxima of the diagram in Fig. 4 are associated (from top to bottom) with the variables: a4,2, a2,1, b1,2, a1,2
and b2,3. We define 〈p′| ρ(T) |p〉 to be the product of all the constants that appear in the diagram. The
definition of ρ can thus be summarized as follows:
Definition 5.3 (The path-model representation) Let T be a basis element with a diagram T, and
p, p′ compatible paths with respect to T. Then p, p′ determine a unique labeling of T and 〈p| ρ(T) |p′〉 is
the product over all local maximums and minimums of T of the corresponding aℓ,k and bℓ,k coefficients,
which are determined by the labeling.
For non-compatible p, p′, 〈p| ρ(T) |p′〉 def= 0.
5.5 Extending the definition beyond basis elements of GTL(d)
Thus far we have only defined ρ(·) for diagrams of basis elements. We would like to extend the definition
to any diagram that represents a tangle. This is easily achieved by linearity. Recall that the tangle
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diagrams have a well-defined number of in-pegs and out-pegs, which is equivalent to say that they are a
linear combination of basis elements diagrams with the same number of in-pegs and the same number
of out-pegs. Consequently, the operators that represent these diagrams have the same domain and range
spaces, and therefore we can define the representation of the tangle’s diagram by linearity.
This defines ρ(T) for all tangle diagrams, and satisfies the additivity requirement in Definition 4.3.
For ρ(·) to be a GTL(d) representation according to Definition 4.3, we still need to verify that it only
depends on the isotopy class of the diagrams and that it preserves the multiplicative structure of the
algebra.
5.6 Conditions on ak,ℓ, bk,ℓ for ρ to be a representation
To show that ρ(·) is a representation of the GTL(d) algebra we must assert the following: firstly, that
isotopic elements define the same transformation - after all, our definition of ρ(T) relied on a particular
geometrical representation of T. Secondly, we must show that the representation preserves the product
rule, i.e., ρ(T2T1) = ρ(T2)ρ(T1). The following claim provides sufficient conditions for this to hold.
Claim 5.1 The following two conditions guarantee that ρ(·) is a representation of GTL(d):
∀ ℓ, k : bℓ,k · aℓ,k = 1 , (22)
∀ k :
∑
ℓ:ℓ∼k
aℓ,kbk,ℓ = d . (23)
Proof:
To show that two isotopic elements are given the same image by ρ, we use the fact that two isotopic
elements are linked by a series of moves that eliminate or create a pair: a local maximum and a local
minimum. Accordingly it will suffice to prove invariance for a move that creates or eliminates a single
pair.
Let T′ be a diagram that results from T by removing a single pair of minima and maxima. A pair
of terms: bℓ,k, aℓ,k will be missing in the expression for 〈p′| ρ(T′) |p〉. Now, by using Eq. (22) we have
bℓ,k · aℓ,k = 1 and thus ρ(T′) = ρ(T).
Next, we prove that ρ(·) is a homomorphism. Given two diagrams T1,T2 that represent basis elements,
we would like to prove that
ρ(T2 · T1) = ρ(T2) · ρ(T1) . (24)
The diagram T2 · T1 can represent either a basis element, or contain some loops. Assume the first case,
and let the paths p, p′ be compatible with it. Then there is only one path p∗ on the border between the
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two diagrams, such that p, p∗ are compatible with T1 and p∗, p′ are compatible with T2. Therefore if∑
p′′ denotes the summation over all possible paths on the border between the diagrams then∑
p′′
〈p′| ρ(T2) |p′′〉 〈p′′| ρ(T1) |p〉 = 〈p′| ρ(T2) |p∗〉 〈p∗| ρ(T1) |p〉 = 〈p′| ρ(T2T1) |p〉 . (25)
The first equality is due to the fact that p∗ is the only path that is compatible with both p′ and p. The
second equality follows from the definition of 〈p′| ρ(T2) |p∗〉 and 〈p∗| ρ(T1) |p〉; they are products of the
ak,ℓ, bk,ℓ coefficients that correspond to the labeling induced by p, p
′. Multiplying them gives the product
of all the ak,ℓ, bk,ℓ coefficients in the composite diagram of T2 · T1.
Assume now that T2 ·T1 contains one loop, which by isotopy has only one maximum and one minimum,
and let T3 be equal to T2 ·T1 without the loop (hence dT3 = T2 ·T1 for the corresponding GTL(d) tangles).
Then there is more than one labeling that is compatible with p, p′. Consequently, the sum
∑
p′′
〈p′| ρ(T2) |p′′〉 〈p′′| ρ(T1) |p〉 , (26)
is equal to the summation over all possible labeling of the diagram T2 · T1 which are compatible with
p, p′. All are identical except for the label of the internal region of the loop. Therefore if k is the label of
the external region of the loop, and ℓ is the label of the internal region, then we may write
∑
p′′
〈p′| ρ(T2) |p′′〉 〈p′′| ρ(T1) |p〉 = 〈p′| ρ(T3) |p〉
∑
ℓ:ℓ∼k
aℓ,kbk,ℓ . (27)
By Eq. (23), the RHS of the equation is equal to d 〈p′| ρ(T3) |p〉, and as T1T2 = dT3 for the corresponding
GTL(d) tangles, we get
∑
p′′
〈p′| ρ(T2) |p′′〉 〈p′′| ρ(T1) |p〉 = 〈p′| ρ(T2 · T1) |p〉 , (28)
as required. The case of more than one loops follows easily by similar arguments. 2
5.7 Setting ak,ℓ, bk,ℓ: Path representations for all d
In the previous section we proved that given an auxiliary F and a corresponding set of coefficients ak,ℓ, bk,ℓ
that satisfy the conditions in Definition 5.3 with respect to d, we can construct a representation of the
GTL(d) algebra. We will now show how to find such coefficients for every complex d.
Consider the graph in Fig. 6 which is the one-sided infinite line. Denote this graph by F∞, and
let M∞ be its adjacency matrix. Given any complex d, we define the infinite dimensional vector π¯ =
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1 2 3 4 5 6 7
Figure 6: The auxiliary graph F∞ is one-sided infinite line graph.
(π1, π2, π3, . . .), as follows:
π1 = 1 , (29)
π2 = d , (30)
π3 = d
2 − 1 , (31)
... (32)
πn = dπn−1 − πn−2 , (33)
...
It is easy to see that π¯ is an eigenvector ofM∞ with an eigenvalue d: when we apply the adjacency matrix
M∞ as an operator on π¯ we get (M∞π¯)1 = π2 = d = dπ1, and for all n ≥ 2: (M∞π¯)n = πn−1 + πn+1 =
πn−1 + (dπn − πn−1) = dπn.
We use π¯ to define the path representation for almost all values of d:
Definition 5.4 Let d be such that in the above definition all coordinates of π¯ are non vanishing. For
such d, the Path Representation of GTL(d) using the graph F∞ is defined by:
aℓ,k
def
=
√
πℓ
πk
, (34)
bℓ,k
def
=
√
πk
πℓ
. (35)
Lemma 5.1 The map given by definition 5.4 satisfies the constraints (22, 23), and thus, it is a repre-
sentation of GTL(d).
Proof: Equation (22) trivially holds. For Eq. (23),
∀k :
∑
ℓ:ℓ∼k
aℓ,kbk,ℓ =
∑
ℓ:ℓ∼k
πℓ
πk
=
1
πk
∑
ℓ
[M∞]k,ℓπℓ =
1
πk
[M∞π¯]k = d . (36)
In the first equality we used the definition of aℓ,k, bk,ℓ. In the second equality we replaced the summation
over ℓ’s which are adjacent to k by a summation over all ℓ, using the fact that the adjacency matrix
[M∞]k,ℓ is equal to one when k ∼ ℓ and vanishes otherwise. Finally, in the last equality we used the fact
that π¯ is an eigenvector of M∞ with an eigenvalue d. 2
We now need to deal with the cases in which the vector π¯ vanishes somewhere. To do this, we simply
cut the graph F∞ before the first location where the vector vanishes. Say that m sites remains in the
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graph; call this graph Fm. It is easy to see that the vector given by π¯ cut to that point, namely the first
m coordinates of π¯, is an eigenvector of eigenvalue d of the adjacency matrix of Fm, which is simply the
left upper most m×m block of the matrix M∞.
The same construction of Definition 5.4 will now work for these values of d, except that now the graph
being used is the finite graph Fm.
5.8 Hermitian representations
We conclude this section with a definition of an Hermitian representation of the GTL(d) algebra. These
types of representations have few nice properties, which are particularly important for the BQP-hardness
result.
Definition 5.5 (An Hermitian representation of the GTL(d) algebra) A representation ρ of the
GTL(d) algebra is call Hermitian if ρ(Ai) = ρ(Bi)
† for every i. Here Ai and Bi are diagrams which
represent the elementary cup and cap tangles Ai, Bi, which were defined in Sec. 4.1. For the above
condition to make sense, we require that the number of out-pegs of Ai be equal to the number of in-pegs
of Bi.
For the family of path representations we have the following corollary:
Corollary 5.1 A necessary and sufficient condition for a path representation to be Hermitian is that the
coordinates of the eigenvector π¯ are all positive.
Proof: It is a simple exercise to verify that a path representation is Hermitian if and only if aℓ,k = b
∗
k,ℓ
for every ℓ ∼ k. Therefore by Eqs. (34,35), we get√
πℓ
πk
=
(√
πℓ
πk
)∗
, (37)
which is equivalent to the condition that πℓ/πk is positive for every ℓ ∼ k. Assuming that the auxiliary
graph is connected and that we have normalized π¯ such that π1 = 1, we conclude that the representation
is Hermitian if and only if π¯ > 0. 2
We finally remark, without proof, that for the general path-representation, which uses F∞, a sufficient
condition for Hermiticity is that d = 2cos(π/k) for integer k, or that d > 2. These are the representations
that are mostly used in the literature. However, as we already noted, there is no need for the representation
to be Hermitian for our quantum algorithm to work, but see Sec. 7 for the implication of non-Hermiticity
on the question of universality.
This conclude the section on the Path-model representation. Throughout this and the previous
section, we paid a special attention to the distinction between GTL(d) elements and the diagrams that
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Figure 7: A nicely embedded planar graph G is a graph which is attached with a particular nicely
embedded medial graph.
represent them, since the path-model representation is only defined for the diagrams - not for the elements
themselves. From here onwards, however, we will not make that distinction when it is clear from the
context that we already picked a particular diagram to represent a GTL(d) element. We will therefore
occasionally talk about ρ(T ) and about the in-pegs and out-pegs of T , even though these concepts are
not-well defined.
6 The quantum algorithm
6.1 Statement of Result
To state the result, we assume that the graph G is given to us not as an adjacency matrix, but rather, it
is embedded in the plane in some generic way.
Definition 6.1 Nicely Embedded A medial graph LG of a planar graph G is said to be nicely embedded
if it is given as a diagram in R2, in such a way that if we sweep a horizontal line from the bottom of the
tangle to the top, the horizontal line meets only one elementary tangle at a time - The minimum of a
cup, the maximum of a cap, or a crossing.
Like all isotopic facts, it is easy to see but probably much harder to prove, that any medial graph
can be given such an embedding. Moreover, any graph can be given as a diagram in R2 such that the
resulting medial graph will be nicely embedded. Therefore we abuse language and say in this case that a
graph G is nicely embedded when we implicitly refer to a particular nice embedding of LG in R
2. From
now on we assume that the graph G is given to us in such a nicely embedded way. Obviously, such a nice
embedding induces an order on the elementary tangles of the medial graph. A simple example is given
in Fig. 7.
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The algorithm works by assigning to each of the elementary tangles (a crossing, a cap or a cup) a
linear operator, according to the representation ρ, and applying them in the above mentioned order.
Definition 6.2 (From a medial graph to elementary tangles) Given a nicely-embedded medial graph
LG, translate it to a product of elementary tangles by decomposing it into a product of cups, caps and
crossings according to the order that is determined by its (nice) embedding in R2.
The scale in which the algorithm will work is defined by
Definition 6.3 (Algorithmic Scale) Let G = (V,E) be a nicely embedded planar graph with weights
v = {ve} and q a complex number. In addition, let ρ(·) be the path representation of GTL(d) with d2 = q.
Then its medial graph, LG can be translated into a product of basic tangles T1 · . . . · TN . The scale of the
algorithmic problem of approximating ZG(q,v) ∆alg, is then
∆alg
def
= q−|V |/2||ρ(T1)|| · . . . · ||ρ(TN )|| . (38)
In other words, ∆alg is the product of the norms of the operators that correspond to the elementary
tangles that make up LG, times an overall factor q
−|V |/2, which connects 〈LG〉(d,u) to ZG(q,v) (see
Claim 3.1).
In accordance with the last paragraph of Sec. 5, when we talk about ρ(Ti) we actually talk about
the path-model representation of a diagram that represents the tangle Ti. That diagram, however, is
implicitly defined by the medial graph LG, hence ρ(Ti) is well-defined.
We note that ∆alg, depends not only on the graph but also on its embedding. A different way to
orient the graph, for example, might lead to significant changes in the scale. We do not know of any
algorithm to optimize the way to embed the graph so as to get the best (smallest) possible scale. We can
now give the precise version of Theorem 1.1
Theorem 6.1 Quantum algorithm:
Given a finite graph G = (V,E), with a nice embedding in R2, with weights on the edges, v, and a
complex number q, there is an efficient quantum algorithm that approximates the Tutte polynomial of the
graph at those weights and q, to within an additive approximation ∆alg/poly(|E|).
After we prove this theorem, it will become clear that we have been quite wasteful in our quality of
approximation, and that the size of the approximation scale can be made significantly smaller if one is
dealing with non-unitary parameters. We discuss this matter in Subsection 6.3; We rigorously address
this issue only towards the end of the paper, in Section 10.
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6.2 Proof of the Algorithm
To prove Theorem 6.1, we essentially apply the sequence of linear operators defined before, by a quantum
computer. It will be convenient to use the following term:
Definition 6.4 (Operator circuit) (see Ref. [3]) An operator circuit is defined just like a quantum
circuit, except the gates are only restricted to be linear operators from k to ℓ quantum registers, with no
unitarity restriction.
Consider then a medial graph with a nice embedding. There is an operator circuit associated with
LG, which is simply the circuit one gets by replacing each of the elementary tangles (cap, cup or crossing)
with the corresponding linear operator by Definition 6.2. We denote the resulting operator circuit by Q.
Note that this operator circuit acts on the Hilbert space H0 and takes it to H0. We claim:
Claim 6.1 〈LG〉(d,u) = 〈1|Q|1〉.
Proof: By definition, Q = ρ
(
Ψ(LG)
)
. But by Proposition 4.1, we have that Ψ(LG) = 〈LG〉(d,u)I, and
since ρ is a representation, ρ(I) = 1. Therefore, 〈1|Q|1〉 = 〈 LG〉(d,u) 〈1|1 |1〉 = 〈 LG〉(d,u). 2
In order to prove Theorem 6.1, we need to show that we can approximate the value of 〈1|Q|1〉 to
within and additive approximation of the scale ∆alg. To do this, we simply create the state |1〉 ∈ H0 and
apply the operators in Q on this state one by one. To approximate the inner product of the resulting
vector with |1〉, we use the Hadamard test [44].
6.2.1 Moving to qubits
We first note that we need not consider sites in F with indices that are bigger than the number of edges
in G = (V,E), since we start from 1 and each crossing in LG can only increases the path by one more site.
This means that we can encode the name of a vertex in F with logarithmically many qubits (in |E|). We
view the Hilbert space now as composed of registers; each register contains logarithmically many qubits,
and can hold a label of one vertex in in the range 1→ |E|.
Notice that each elementary crossing acts locally only on three labels of a path. Hence its operator
under the path representation is actually the tensor product of the identity with an operator that acts
on three local registers. The other elementary tangles, namely the cup and the cap, also yield local
3-registers operators, as we will see in the end of the next subsection. Therefore all the operators that
we shall apply act non-trivially only on a logarithmic number of local qubits.
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6.2.2 Simulating a linear operator.
Claim 6.2 Given a linear operator M : Hk → Hk that acts on a constant number of local registers and a
quantum computer, it is possible to efficiently transform any normalized vector |α〉 ∈ Hk to a normalized
vector |β〉 ∈ Hk ⊗ B, with B being the space of an auxiliary qubit, such that the following holds: when
the auxiliary qubit is projected to |0〉, the resulting state on Hk becomes 1||M||M |α〉, where ||M || is the
operator norm of M . In other words, |β〉 = 1||M||M |α〉 ⊗ |0〉 + c |γ〉 ⊗ |1〉, with |γ〉 being some residual
state and c a constant such that the overall state has unit norm.
From this claim it follows that we can apply Q efficiently, up to some normalization factors. We will
first prove the claim, and then worry about the normalization factors.
Proof of Claim 6.2:
According to the discussion in the previous section, ifM acts on on a constant number of local registers,
then it can be viewed as an operator that acts on O(log(|E|)) local qubits. By the polar decomposition
lemma, we can write M as a product of two matrices, one unitary and the other is positive definite,
M = PU . Both matrices will still act non-trivially only on O(log(|E|)) local qubits.
The simulation of unitary operators that act on logarithmically many qubits is a standard procedure
in quantum computation, and can be done in polynomial time. Hence we can simulate U efficiently.
We turn to the simulation of the positive definite matrix P . P can be diagonalized by an orthonormal
basis, and so we assume without loss of generality that P is diagonal in the computational basis, otherwise
we can always change basis back and forth efficiently. Let r1 ≥ r2 ≥ . . . ≥ rm ≥ 0 be the eigenvalues of
P , with the corresponding eigenvectors |1〉 , |2〉 , . . . , |m〉. We wish to apply P/r1. To do this we set the
auxiliary qubit to |0〉, and apply a unitary transformation Pu that satisfies
Pu
( |i〉 ⊗ |0〉 ) = ri
r1
|i〉 ⊗ |0〉+
√
1− (ri/r1)2 |i〉 ⊗ |1〉 . (39)
We think of the auxiliary qubit as an indicator to the validity of the original transformation; up to
the overall factor r1, we get the original transformation only if the auxiliary qubit is |0〉. This is exactly
achieved by projecting the auxiliary qubit on |0〉. Therefore, the application of P is recovered by applying
Pu, projecting the auxiliary qubit on |0〉, and multiplying the final result by r1. Finally, note that as r1
is the maximal eigenvalue of P , it follows that ||M || = r1. 2
We conclude that we can apply any desired operator, provided we book-keep its norm: we actually
apply a matrix with a unit norm. Moreover, for each operator we get an extra qubit. This qubit must
be projected to |0〉 for the rest of the state to hold the desired result.
To complete the algorithm we need to deal with the operators that correspond to the cup and cap
tangles, which are not square operators. Their action, however, is local. They can be viewed as operators
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that transform one register to 3 registers (the cup operator), or vice versa (the cap operator), while
leaving the rest of the registers intact.
The cup operator is simply the concatenation of the operator |k〉 7→ |k, 1, 1〉, with another 3× 3 linear
operator: |k, 1, 1〉 7→∑ℓ:ℓ∼k ak,l |k, ℓ, k〉, and the rest of the vectors go to (the scalar) 0. We can apply the
first operator easily by allocating two more registers. The second operator can be applied by the previous
lemma. Likewise, the cap operator is defined by |k, ℓ,m〉 7→ δk,mbk,ℓ |k, 1, 1〉, which can be applied by the
lemma, after which we simply discard the last two registers.
6.2.3 Completing the proof of the Algorithm with the Correct Approximation window size
Once we have applied all operators, we need to compute the inner product of the final state, with the
state |1〉 tensor with |0〉 on all the ancillary qubits. The final state is the following normalized state:
1
∆′alg
(
Q |1〉
)
⊗ |0〉 ⊗ |0〉 . . . |0〉+ c |γ〉 , (40)
where |γ〉 is some residual state in which one or more of the ancillary qubits are different from |0〉, and
∆′alg = d
|V |/2∆alg, i.e., it is simply the product of all the norms of the elementary tangles that make up
Q.
It is a well known fact that a quantum computer can efficiently estimate the inner product of such a
state with 〈1|⊗〈0| . . .⊗〈0| to get an approximation of 1∆′
alg
〈1|Q |1〉, using the Hadamard test. Repeating
this test poly(|E|) times would result in an approximation of 1∆′
alg
〈1|Q |1〉 to within an additive window
of size 1/poly(|E|) with exponentially good confidence. Finally, we use the recall from Eq. (17) and
Claim 6.1 that
1
∆′alg
〈1|Q |1〉 = 1
∆′alg
〈LG〉(d,u) = 1
∆alg
ZG(q,v) . (41)
This completes the proof of Theorem 6.1.
6.3 Improving the approximation window
When the crossings operators are all unitary, the scale ∆alg does not increase by applying them; the norm
of a product of unitary operators is equal to the product of their norms - which is equal to 1. However,
the quality of the approximation might worsen severely when we apply non-unitary operations. It is
easy to be convinced that the approximation scale we define, and in fact, our algorithm itself, are quite
wasteful. For example, if one combines several operators together, the product of their norms is very
likely to be larger than the norm of their products, and we will lose a lot in our approximation scale. As
long as the product of the operators is still an operator on polylogarithmically many qubits, there is no
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problem in calculating the product of them all as one matrix (this calculation is done classically on the
side), and then perform it as a whole by the quantum computer, in the same method as in the previous
subsection. This changes the contribution in the approximation window from the product of the norms
to the norm of the product.
The only problem is that we do not know of a way to find the optimal grouping that will do the
job. Any grouping would improve the approximation window, however. And, it is often the case, that a
classical algorithm that is given the graph can easily find an excellent grouping.
In Section 10 we will redefine the problem such that the input in fact includes the description of a
suggested grouping, in which case the approximation window will be much better, namely the product
of the grouped operators.
7 BQP Hardness
Having the algorithm at hand, we would now like to show the hardness of the problem it solves. In this
section we will prove a precise version of Theorem 1.2.
Without loss of generality, BQP-hardness can be described as the following problem. We are given a
description of a quantum circuit over n qubits as a product of N = poly(n) 2-qubits gates
U = UN · . . . · U1 , (42)
which are local operators (i.e., they act on two neighboring qubits), taken from a well-defined basis. Then
|0⊗n〉 is the tensor product of n |0〉 qubits, and we are promised that either | 〈0⊗n|U |0⊗n〉 |2 ≤ 1/3 or
| 〈0⊗n|U |0⊗n〉 |2 ≥ 2/3. We are asked to decide, within poly(n) time, which of these possibilities holds.
We will show that under certain conditions, there exists an efficient algorithm that takes the description
of the quantum circuit and outputs a weighted graph G such that ZG(q,v) (times a known constant)
approximates | 〈0⊗n|U |0⊗n〉 |2. It will follow that certain additive approximations of ZG(q,v), for var-
ious choices of the variables, are BQP hard. Before we show that, however, we need some preliminary
definitions.
7.1 Statement of the Result
We wish to show that approximating the Tutte polynomial of a given planar graph, with a given set of
weights, to within some additive approximation scale, is BQP hard. We will be able to show this only for
weights taken from some particular sets, which will be defined later. On the other hand, we also restrict
the type of graphs we take as input to the BQP-hard problem (restricting the type of graphs only makes
the hardness result stronger):
36
Definition 7.1 (Input graphs) A planar graph G = (E, V ) with a nice embedding in R2. Its medial
graph LG is required to have the following structure: it is a concatenation of 2n cups which are placed
in a line one next to the other, followed by poly(n) crossings between the resulting 4n strands, which are
then closed by a line of 2n caps. An illustration of this kind of medial graph is given in Fig. 8.
The weights of such graphs need to satisfy certain requirements too.
Definition 7.2 (Odd and Even Weights) The set of weights from which the edge weights of the input
graph are taken from is denoted by W . It is required to be the union of two types of weights: odd and even
weights (which need not be non-intersecting): Wodd and Weven. We demand that an edge that corresponds
in the medial graph to a crossing i ↔ (i + 1) with odd (even) i, is given a weight from Wodd (Weven).
The subset of these edges is denoted by Eodd (Eeven). Obviously Eodd ∩Eeven = ∅ and Eodd ∪Eeven = E.
We will restrict W to be one of three sets: The unitary set, the complex non-unitary set, and the real
non-unitary set. We will wait with the exact definitions of these sets of parameters and provide them
when the definition is motivated. Meanwhile, we will use the names of these sets abstractly.
The computational problem is defined by:
Input: An input graph G = (V,E) as in Definition 7.1 with edges weights from a set W as in Defi-
nition 7.2, where W is either the unitary, the complex non-unitary or the real non-unitary set of
parameters.
Scale for BQP hardness:
∆hard
def
= q|V |−|Eodd|
( ∏
e∈Eodd
ve
)
. (43)
Output: Approximate ZG(q,v) to within additive approximation window of size
1
poly(|V |)∆hard.
Note that the scale here does not seem to be the same scale as that the algorithm works with. Indeed,
whereas the algorithmic scale corresponds to the product of the norms of the operators, the hardness
scale corresponds to, roughly, the product of their determinants, as we will see later. We will address
this mismatch in the scales only in Section 10. We will show in Theorem 10.1 that in fact, in the unitary
case the two scales are equal, which follows from the fact that for a unitary matrix, both the norm and
the determinant are equal to 1. In the non-unitary case we will somewhat modify the problem to make
the algorithmic scale smaller, so as to match the hardness scale in (43).
The following theorem is the precise version of Theorem 1.2, and is the second main result of the
paper:
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poly(n) crossings
cups2n
2n caps
Figure 8: The type of medial graph that is used in the definition of the BQP-hard problem. Note that
the lower 2n cups need not be exactly on the same horizontal line so that LG is nicely embedded. The
same goes for the 2n caps.
Theorem 7.1 Solving the above problem, for W which is either the unitary set, the complex non-unitary
set or the real non-unitary set, to within an approximation window of size 1poly(|V |)∆hard, is BQP hard.
The proof of Theorem 7.1 is essentially given in the rest of this section, and in Sections 8, 9. For sake
of simplicity we first present its outline.
Outline of the proof :
To prove the above theorem we will encode the n-qubits strings and the 2-qubits operators from Eq. (42)
inside the Hilbert space of the path representation. We will then find GTL(d) elements whose image under
the path-representation approximates the 2-qubits gates. This is done by proving that using the weights
in W we can construct a set of operators that generate dense group in the space of the 2-qubits gates.
Consequently we will be able to use the famous Solovey-Kitaev algorithm to efficiently find elements
T ∈ GTL(d) whose ρ(T ) approximates the different gates. From the concatenation of all these GTL(d)
elements we will be able to find the desired graph G = (V,E).
The GTL(d) operators that we consider can be either unitary or non-unitary. Although the general
structure of the proof is the same in both cases, the details vary. Hence, we will give a single unified
proof whenever is possible, and split the discussion only at the level of the finest details. In particular,
we will show that in the unitary case, the operators form a dense subgroup of SU(14), whereas in the
non-unitary cases, it is a subgroup of SL(14,R) or SL(14,C). In addition, the famous Solovey-Kitaev
theorem, which is used in the unitary case, will be generalized and applied to the non-unitary cases.
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7.2 Encoding a quantum gate by Crossing operators
7.2.1 The 4-steps encoding
Our goal is to encode the n-qubit Hilbert space within the Hilbert space Hk of k steps (Sec. 5). We use
the linear graph F∞ that was used in Sec. 5.7, and choose q (and hence d) such that non of the first 3
coordinates of π¯ will vanish. This ensures us that we can use paths over at least three different vertices
in F∞. It is easy to deduce from Eqs. (29-33) that any q 6= 0, 1 satisfies this requirement.
The encoding is done using the so-called 4-steps encoding, which was independently discovered by
Kitaev [13], and Wocjan and Yard [15]. In this encoding, every qubit is represented by a 4 steps path:
|0〉 def= |12121〉 ∈ H4 , (44)
|1〉 def= |12321〉 ∈ H4 . (45)
A tensor product of qubits is naturally translated to a concatenation of paths, hence a string of n qubits
is encoded in a 4n steps path, and the space of n-qubits is encoded in H4n. Obviously dimH4n > 2
n.
The 2n subspace of H4n that corresponds to encoded n-qubits is called the legitimate subspace L4n, and
therefore we may write H4n = L4n ⊕ L⊥4n.
We denote by || · ||L4n the norm over L4n. This norm can be defined for every vector in H4n by
first projecting it onto L4n and calculating its norm there. This naturally defines an operator norm in
L4n, which will be used later. Notice that the L4n norm is a semi-norm, since non-zero vectors with no
projection on L4n will have a vanishing norm.
With the 4-steps encoding we can write every unitary operator U over n qubits as an unitary operator
over H4n. Indeed, if U is given by
U =
∑
i,j
Uij |i〉 〈j| , (46)
(here |i〉 is a short-hand for a n-qubits tensor) then its encoded version is
U =
∑
i,j
Uij |i〉
〈
j
∣∣+ 1L⊥
4n
. (47)
Here 1L⊥
4n
denotes an operator that is identity on L⊥4n and zero on L4n, and therefore U is non-trivial
only on the legitimate space L4n. It is easy to verify that the encoding preserves the product structure
of the quantum circuit, i.e., U = UN · . . . · U1.
7.2.2 The crossing operators
Roughly speaking, our goal is to find an element Ti ∈ GTL(d) for every encoded gate U i, such that
ρ(Ti) ≃ U i over L4n, where ρ(Ti) is the image of Ti under the path representation. Notice that Ti must
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Figure 9: An illustration of the GTL(d) element E2.
have k in-pegs and k out-pegs for some k ≤ 4n, in order for ρ(Ti) to be an operator from H4n into itself.
The following GTL(d) elements and their images under the path representation are the building blocks
of Ti:
Definition 7.3 (The Ei ∈ GTL(d) elements and the Φi operators) The Ei ∈ GTL(d) is the prod-
uct Ei def= AiBi (see Sec 4.1). In other words, it is a basis element with i+ 1 in-pegs and i+ 1 out pegs,
that is defined by i− 1 straight strands, followed by a cap-cup couple in the i,i+ 1 strands. An example
of E2 is shown in Fig. 9.
Under the path representation it is be mapped to an operator Φi
def
= ρ(Ei), from Hk to itself, for every
k ≥ i+ 1.
The Ei elements are often considered as the standard generators of the Temperley-Lieb algebra TLn(d)
(see Ref [43] and §12.4 in [42]). It is easy to see that E2i = dEi and consequently Φ2i = dΦi. Moreover, for
Hermitian representation ρ(Bi) = ρ(Ai)† (see Sec. 5.8) and consequently Φi = ρ(AiBi) = ρ(Ai)ρ(Ai)† is
Hermitian.
Using the operators Φi we can now define the crossing operators σi(u):
Definition 7.4 (The crossing operators σi(u)) The crossing operators are the image, under the path
representation, of a GTL(d) elementary tangle Ci(u), which contains a crossing between the i ↔ (i + 1)
strands while being trivial on the rest (see Sec. 4.1). They are denoted by σi(u) : Hk → Hk, with u
being the weight that is associated with the crossing: σi(u)
def
= ρ
(
Ci(u)
)
. There are two types of crossing
operators: crossing operators with odd i and crossing operators with even i. Using the black-and-white
coloring convention, it is easy to write them in terms of Φi:
σi(u) =

 u1+Φi , for odd i’s ,
1+ uΦi , for even i’s
. (48)
7.2.3 Encoding a 2-qubit Gate: how to start?
The main idea in the proof is to show that we can approximate every encoded two qubit gate U i over
the space L8 of legitimate 8 steps paths, using the 7 operators σi(u), i = 1, . . . , 7 with a prescribed set of
weights W , provided that W satisfies the required restrictions, which we are still to give.
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Figure 10: The diagrams of 14 possible vectors |pi〉 that span the space K = H8,1→1
Note that the space L8 is not invariant under these seven operators. Hence, we will consider a larger
space, the subspace K = H8,1→1, spanned by the 8-steps paths space H8 that start and end at the first
site of the auxiliary graph. Notice that L8 ⊂ K ⊂ H8. In Fig. 10 we have listed the 14 relevant paths
that span K schematically.
The idea is therefore to approximate any unitary matrix on L8, by approximating its extension to
K, which applies the identity on the remaining 10 paths. Clearly, if ||T − V ||H8,1→1 ≤ δ then also
||T − V ||L8 ≤ δ, as required. In order to do this, we show that the subgroup generated by the seven
operators is dense in SU(K) - the group of unitary transformations over K. For that matter we will have
to restrict the parameters we will deal with in various ways. The treatment will be completely different
depending on the type of operators that the parameters correspond to; we discuss the different types of
parameters next.
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7.3 Parameters
7.3.1 Sets of parameters Closed to Inverses
The reason for restricting the parameters set W is so that we are able to prove the density, in some
relevant group, of the subgroup generated by the crossing operators. More specifically, every Ui in the
quantum circuit (42) is a 2-qubits gate, and its encoded gate U i works on the space L8, of legitimate
8-steps paths. We wish to approximate, using the crossing operators, either the unitary or the orthogonal
group over L8 using the 7 operators σi(u), i = 1, . . . , 7 with a prescribed set of weights.
Our first restriction on the set guarantees that we can treat the set generated by these operators as
a group, by requiring that the set is closed to inverses:
Definition 7.5 (A set of weights closed to inverses with respect to q) For a given q, a set of
weights W = Wodd ∪ Weven is said to be closed to inverses with respect to q, if Wodd and Weven are
non-empty and satisfy the following requirements:
• For every odd weight v ∈Wodd there must be another odd weight w ∈ Wodd such that w+ v+ q = 0.
w is then called the odd inverse weight of v, and vice versa.
• For every even weight v ∈Weven there must be another even weight w ∈Weven such that w+v+wv =
0. w is then called the even inverse weight of v, and vice versa.
The following claim justifies why we call these weights inverses of each other.
Claim 7.1 Consider two odd weights v, w ∈ Wodd such that w + v + q = 0. Then the (odd) crossing
operators σi(v/d) and σi(w/d) satisfy
σi(v/d)σi(w/d) =
vw
q
1 . (49)
Similarly, for two even weights v, w ∈Weven such that v + w + wv = 0, we have
σi(v/d)σi(w/d) = 1 . (50)
Proof: We use Eq. (48) and the identity Φ2i = dΦi. 2
We note that there is a slight abuse of language here; in the odd case, the operators are not really
inverses but there is an overall factor wv/q in front of the identity, which means that σi(w/d) is only
proportional to the inverse of σi(v/d). As we shall see, this is not a significant problem.
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7.3.2 Types of parameters
Essentially, the parameters we can handle are divided to three different types, according to the three
different types of operators they correspond to.
Definition 7.6 (Parameters of unitary type) A set of parameters, (q,W ) is said to be of unitary
type if for d =
√
q, the path-model representation is Hermitian (i.e., d = 2 cosπ/k for an integer k > 0
or d > 2, according to Definition 5.5)
we have and additionally,
|v + q| = |v| , for all v ∈Wodd , (51)
|1 + v| = 1 , for all v ∈Weven . (52)
Claim 7.2 Fix a set of parameters which is of unitary type. Then when restricting attention to the
subspace K, for any even i and v ∈ Weven we have that σi(v/d) is unitary, and for every odd i and every
v ∈ Wodd we have that σi(v/d) is equal to a unitary times an overall factor u = v/d.
Proof: For the values of d for which the path representation is Hermitian (see Sec. 5.8), the unitarity is
easy to prove. In this case, the Φi’s operators are Hermitian (see discussion below Definition 7.3), and
can diagonalized by an orthonormal basis. Therefore, the crossing operators, being a linear combination
of Φi and 1 are diagonalized by the same basis. Moreover, as Φ
2
i = dΦi, its eigenvalues are either d or
0. Therefore the eigenvalues of the odd crossings operator are {v/d, v/d+ d}, which by Eq. (51) are of
the same magnitude - |v/d|. It follows that in the odd case σi(v/d) equals a unitary operators time an
overall factor v/d.
Similarly, in the even case the eigenvalues of the crossing operators are {1, 1+ v}, and the restrictions
in Eq. (52) guarantee that both have a unit magnitude.
2
Definition 7.7 (A set of parameters of complex non-unitary type) A set of parameters (q,W )
is said to be of complex non-unitary type if none of its weights satisfies the conditions of Definition 7.6,
and at least one of the following happens: there is at least one weight which is not real, or q is not real.
Definition 7.8 (A set of parameters of real non-unitary type) is defined similarly to the above,
except all weights, and q, must be real.
In the following section we further restrict these three types of parameters to get three families of
parameters, one of each type.
43
7.3.3 Three families of parameters
The core of the universality proof is to show that the generators defined above, for three families of
parameters, generate a dense subgroup of the unitary group on the 14 dimensional subspace K (or
the orthogonal group in the real non-unitary set of parameters.) To show density, we have to restrict
our parameters even further. The exact definition only requires that W would contain four weights:
v1 ∈ Wodd, v2 ∈ Weven and their inverse weights. The definition can be elegantly casted by using the
parameters α and β:
α =
√
1 + qv−11 , β =
√
1 + v2 . (53)
Indeed, we first notice that in this notation, |α| = |β| = 1 is equivalent to the conditions of unitarity in
Definition 7.6.
Definition 7.9 [The unitary set of parameters (case I)]
We define the sets of parameters (q,W ) which are contained in our unitary family. First, W is closed
to inverses with respect to q, and (q,W ) satisfy the requirements of Definition 7.6. In addition we require
that q 6= 0, 1, 2, 3±
√
5
2 , and that there exist v1 ∈ Wodd, v2 ∈Weven such that the following holds:
• α2, β2 6= 1, and
• At least one of the two real numbers s1, s2 ∈ [0, 1) which are defined by
e2πis1 = α2 = 1 + qv−11 , e
2πis2 = β2 = 1 + v2 (54)
is not a rational number p/r with gcd(p, r) = 1 and r = 1, 2, 3, 4, 5.
Definition 7.10 (The complex non-unitary case (case II)) |α|, |β| 6= 1 and at least one of the fol-
lowing inequalities holds: ∣∣∣∣α− 1α
∣∣∣∣2 +
∣∣∣∣q − 1q2
∣∣∣∣ ·
∣∣∣∣α− 1α
∣∣∣∣2 ·
∣∣∣∣β − 1β
∣∣∣∣2 < 1 , or (55)∣∣∣∣β − 1β
∣∣∣∣2 +
∣∣∣∣q − 1q2
∣∣∣∣ ·
∣∣∣∣α− 1α
∣∣∣∣2 ·
∣∣∣∣β − 1β
∣∣∣∣2 < 1 . (56)
In addition to that, at least one of the numbers q, v1, v2 is not a pure real.
Definition 7.11 (The real non-unitary case (case (3))) Same conditions on α, β as in the previous
case, but now v1, v2, q are real numbers with q > 4 cos
2 π/5.
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7.4 Density and Efficiency on the subspace K
In this section we state and prove the central theorem on which universality result builds. This is the
density and efficiency theorem on the subspaceK, Theorem 7.7. Essentially it assures us that any unitary
gate on K can be efficiently approximated by the crossing operators to within any accuracy. To prove
it, we first prove density, and then use the Solovey-Kitaev theorem for efficiency. The density theorems,
however, are given in terms of the normalized versions of the crossing operators that we define below.
Definition 7.12 (The normalized crossing operators) We define the normalized operators σˆi to be
equal to σi, up to a constant, determined by the requirement that det(σˆi) = 1, where the determinant is
calculated only in the subspace K. In other words, σˆi
def
= σi/ [det(σi)]
1/14
.
7.4.1 Density Theorems
Using the normalized generators for the above three families of parameters, we can prove density in the
relevant groups:
Theorem 7.2 (Density on K, the unitary case) For (q,W ) a unitary set of parameters (case I),
the normalized operators {σˆ1(v/d), · · · , σˆ7(v/d)}v∈W generate a dense subgroup of SU(K).
Theorem 7.3 (Density on K, the complex non-unitary case) For (q,W ) a complex non-unitary
set of parameters (case II), the normalized operators {σˆ1(v/d), · · · , σˆ7(v/d)}v∈W generate a dense sub-
group of SL(K,C).
Theorem 7.4 (Density on K, the real non-unitary case) For (q,W ) a real non-unitary set of pa-
rameters (case III), the normalized operators {σˆ1(v/d), · · · , σˆ7(v/d)}v∈W generate a dense subgroup of
SL(K,R).
The proof of these density theorems is non-trivial, and is deferred to the next two sections of the
paper.
7.4.2 From Density to Efficiency
We proceed assuming these density results. The idea is that if we have density, then any quantum
gate can be written as a product of a sequence of crossing operators. Thus, the quantum circuit can
be approximated by a sequence of crossing operators. For this, we should of course claim that the
approximation is efficient, and can be found efficiently. The proof is essentially a simple application of
the famous Solovay-Kitaev theorem, where we also have to account for the normalization factors correctly,
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which requires using a simple trick with commutators. In addition, since the Solovay-Kitaev theorem
applies only for SU(K), we need to generalize it to our purposes.
Let us first recall the Solovay-Kitaev theorem in the version which will be most useful to us:
Theorem 7.5 (The Solovay-Kitaev theorem) Let M be a Hilbert space with dimM ≥ 2 over C.
Then there exists an ǫ0 > 0 which only depends on dimM such that if G is an ǫ0-net over the special
unitary group SU(M), then for every transformation V ∈ SU(M) and every δ > 0 there exists a sequence
S of poly(log δ−1) elements from G, which can be found in poly(log δ−1) time, such that ||V − S|| < δ.
To deduce efficiency from density in the non-unitary case, we can no longer apply the Solovay kitaev
theorem, which holds for SU(K). To this end, we will prove a generalization of the Solovey-Kitaev
theorem that holds for density in SL(K,C), in which the generators of the ǫ0-net may be close - but
not necessarily inside SU(K). For the SL(K,R) case we will prove yet another generalization of the
algorithm which works on the special-orthogonal groups SO(K) instead of SU(K). The modifications of
the SK theorem are not difficult technically, and so their proof is deferred to the Appendix.
Theorem 7.6 (The non-unitary Solovay-Kitaev theorem) Let M be a Hilbert space with dimM
≥ 2 over the field F , which can either be C or R, let R > 0 be some finite radius, and let G = {g1, . . . , gN}
be a finite set of generators in SL(M,F ). Define BR(M) to be the set of all transformation in SL(M,F )
whose distance from the unity transformation is smaller than R. Then there exists an ǫ0 > 0 which only
depends on dimM and on R, such that if G forms an ǫ0-net over BR(M), then for every transformation
V ∈ BR(M) and every δ > 0 there exists a finite sequence S of poly(log δ−1) generators from G, which
can be found in poly(log δ−1) time, such that ||V − S|| < δ.
Proof: The proof is given in Appendix B. 2
We now use the Solovay-Kitaev Theorem and its non-unitary variants to prove that indeed, the
generators can be used to approximate any given gate efficiently, with the appropriate overall factor. In
addition to the Solovay Kitaev theorems and the density theorems, we also need to take a correct account
of the overall factors.
Theorem 7.7 (The density and efficiency theorem) Let q = d2 and W belong to one of the allowed
families. Then if W is unitary or complex non-unitary, then there exists a classical algorithm that takes
a 2-qubits operator V ∈ SU(4) and a number ǫ > 0, and outputs the description of a tangle T ∈ GTL(d)
with 8 in-pegs and 8 out-pegs such that
‖V − ρ(T )/∆T ‖L8 ≤ ǫ , (57)
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in poly(log ǫ−1) time. T is equal to a product of poly(log ǫ−1) elementary crossings with weights taken
from W/d, and ∆T is an overall factor, given by the product of all the odd weights v/d that appear in T .
If W is real non-unitary then there is a similar algorithm for any operator V ∈ SO(4).
Proof: Let us start by proving the density and efficiency theorem for the unitary case. We would like
to use the density theorem to create an ǫ0 net that would later be used by the Solovey-Kitaev theorem.
The problem is that the density theorem uses the normalized crossing operators, whereas we want the
density and efficiency theorem to be written in terms of the original crossing operators. The solution is
to approximate the ǫ0-net with products in which for every normalized crossing operator there appears
its inverse. This would either cancel the normalizing factors, or would make it easy to book-keep them.
We achieve that using the following trick: let ǫ0 be as in Theorem 7.5, and consider an arbitrary ǫ0/2-net
in SU(K). Each element in the net can be written as a finite product of commutators in SU(K), by the
fact that the commutator group of SU(K) is equal to SU(K)1.
Consider then an element X in the ǫ0/2-net which is written as a product of m commutators. All
together X is written as a product of 4m transformations from SU(K). By Theorem 7.2, the set of
normalized crossing operators generates a dense subgroup in SU(K). Therefore by approximating every
element in the product to within ǫ0/(8m), we can approximate X to within ǫ0/2 by a finite product
of normalized crossing operators. If we now replace all the elements in the ǫ0/2-net with their ǫ0/2
approximations we get an ǫ0-net that consists of finite products of crossing operators. As we shall see
shortly, the important thing is that because we use commutators, then each element in the new net
contains, for each normalized generator, its inverse.
We can now apply the Solovay-Kitaev Theorem for this ǫ0-net. This implies that we can approximate
V by poly(log ǫ−1) normalized operators with weights taken from W/d, where each normalized operator
appears in the approximating sequence the same number of times as its inverse.
The operators we actually have to use are the unnormalized ones. Since σi = det(σi)
1
14 σˆi, we get
that we have to calculate the product of the determinants of all the crossing operators involved, and then
take the power 1/14. To prove the theorem, we need to show that this factor is indeed equal to ∆T , the
product of all the odd weights v/d that appears in the approximation sequence. This is where we use the
fact that for each generator we also have its inverse.
The determinant of a product of matrices is equal to the product of the determinants; to calculate
1This follows from the following argument: the commutator group is a normal closed subgroup of SU(K), which contains
an infinite number of elements. Now SU(K) is an “almost simple Lie group”, that is, the quotient group of SU(K) divided
by its center is a simple abstract group. In addition, it is also a connected group. It follows that any normal closed subgroup
of it must either be in its center (hence, be finite) or be the whole SU(K), and therefore the commutator group of SU(K)
is equal to SU(K).
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the determinant, we group together the unnormalized versions of σˆi and σˆ
−1
i . For i even, the product
of those unnormalized operators is 1, by Eq. (50). For i odd, the product of σi(v/d) and σi(w/d) for
v, w being inverses with respect to q, is equal to vwq 1, by Eq. (49). The determinant of this operator,
calculated on K, is (vwq )
14. Taking the power 1/14, we get that the contribution of this pair to the overall
factor is vwq =
v
d
w
d which is indeed the correct contribution to ∆T .
We now address the complex non-unitary case. The proof follows exactly the same lines as for the
unitary case, and is based on the non-unitary version of the Solovay-Kitaev theorem, Theorem 7.6 (The
only differences are minor technicalities, as we shall see). We fix R in the non unitary Solovay Kitaev
theorem to be 3, so that BR(K) contains SU(K,C) (this follows from the fact that any unitary matrix
is within distance 2 from the identity). We consider an ǫ0/2 net in BR(K), where each element X in the
net is a product of m commutators, as before (we use the fact that the commutator group of SL(K,C)
is equal to SL(K,C), just like in the unitary group). Hence, each element is a product of 4m elements
in SL(K,C). By Theorem 7.3, the normalized generators generate a dense subgroup in SL(K,C), and
so we can approximate each of the 4m elements to within ǫ0/m3
m, using a sequence (of bounded length)
of the normalized operators. The improved accuracy of ǫ0/m3
m is required because of the non-unitarity,
which makes the error non-additive. It is never the less easy to bound the error using a telescopic sum,
and get that the product of the approximating sequences is within (ǫ0/m3
m)m3m−1 ≤ ǫ0/2 of the net
element. The rest of the argument is the same.
For the real non-unitary case, the argument is the same, except that unitary matrices are replaced by
orthogonal matrices. 2
It is quite easy to finish the proof of Theorem 7.1 using the density and efficiency theorem, and this
is what we will do next. This will complete the proof of hardness, except that it remains to prove the
density theorems; as mentioned before, this will be done in Sections 8 and 9.
7.5 Proof of Theorem 7.1
Suppose we are given the quantum circuit (42) over n qubits, which applies the unitary matrix U . We
will describe an efficient reduction from approximating the Tutte polynomial to evaluating the outcome
of this circuit. Specifically, the reduction constructs a weighted graph G = (V,E) of the form that is
given in the theorem, such that an additive approximation of ZG(q,v), within the window size of the
theorem, will enable to decide whether
∣∣ 〈0⊗n|U |0⊗n〉 ∣∣2 ≤ 1/3 or ∣∣ 〈0⊗n|U |0⊗n〉 ∣∣2 ≥ 2/3.
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7.5.1 The reduction: The unitary and the complex non-unitary case
For now, we restrict attention to the case of unitary or complex non-unitary sets of parameters. The real
non-unitary case requires some additional step, and we will deal with it at the end of this subsection.
The reduction constructs the graph G as follows.
1. For every one of the N gates Ui in Eq. (42), use the density and efficiency theorem (Theo-
rem 7.7) with q = d2 and weights W to find tangles Ti ∈ GTL(d) of polylogarithmic size such
that ||∆−1Ti ρ(Ti)− U i||L8 ≤ 1/1000N . As N = poly(n) this step is done in poly(n) time.
2. Every tangle Ti ∈ GTL(d) is then padded with an appropriate number of straight strands from its
left to match the original two local qubits on which Ui operates. Specifically, if Ui operates on the
qubits j, j+1 then pad Ti with 4(j−1) strands. It is easy to verify that now ||∆−1Ti ρ(Ti)−U i||L4n ≤
1/100N . In other words, we now use the L4n norm instead of the L8 norm.
3. The tangle T = TN · . . . · T1 is calculated.
From the assertion ||∆−1Ti ρ(Ti)−U i||L4n ≤ 1/1000N , and using a standard telescopic argument, we
have ||∆−1T ρ(T ) − U ||L4n ≤ 1/100, where ∆T
def
=
∏
∆Ti is the product of all odd weights v/d that
appear in T . Therefore, as ∣∣0⊗n〉 ∈ L4n, we get∣∣∣∆−1T 〈0⊗n∣∣ ρ(T ) ∣∣0⊗n〉− 〈0⊗n∣∣U ∣∣0⊗n〉 ∣∣∣ ≤ 1/100 . (58)
4. To calculate
〈
0⊗n
∣∣ ρ(T ) ∣∣0⊗n〉 we define a new GTL(d) element Tp = B · T · A by multiplying a 2n
cups element A by T and then by a 2n caps element B. Tp has the form of the medial graph that
was defined in the hardness problem (see, for example, Fig. 8). We can therefore find a weighted
graph G = (E, V ) whose medial graph LG corresponds to Tp, and its weights are taken from W .
Notice that in accordance with the conditions of the computational problem, every e ∈ Eodd in G
has a weight taken from Wodd and similarly for the even case.
We now prove
Claim 7.3 The graph generated by the above reduction satisfies∣∣∣∣ 1∆hardZG(q,v)−
〈
0⊗n
∣∣U ∣∣0⊗n〉∣∣∣∣ ≤ 1/100 . (59)
It follows from this claim that it suffices to provide an additive approximation of ZG(q,v) to within
∆hard/10, in order to be able to distinguish between the two cases: | 〈0⊗n|U |0⊗n〉 |2 ≥ 2/3, | 〈0⊗n|U |0⊗n〉 |2 ≤
1/3. We now prove the claim.
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Proof: According to Proposition 4.1, Tp = 〈LG〉I, and so ρ(Tp) = 〈LG〉1. As ρ(Tp) is an operator from
H1 to H1, it follows that 〈1| ρ(Tp) |1〉 = 〈LG〉.
Let us now evaluate
〈
0⊗n
∣∣ ρ(T ) ∣∣0⊗n〉: returning to the identity Tp = B · T · A, we have ρ(Tp) =
ρ(B)ρ(T )ρ(A) with ρ(A) : H1 → H4n, ρ(T ) : H4n → H4n and ρ(B) : H4n → H1. From Sec. 5 we see
that:
ρ(A) = (a21)2n |121212 . . .〉 〈1| = dn
∣∣0⊗n〉 〈1| , (60)
ρ(B) = (b12)2n |1〉 〈121212 . . .| = dn |1〉
〈
0⊗n
∣∣ . (61)
Here |1212 . . .〉 corresponds to the “zig-zag” path 1→ 2→ 1→ 2 . . .. It is the only path in H4n that
is compatible with the path |1〉 ∈ H1 with respect to the tangles A and B.
We conclude by Claim 3.1 that
〈
0⊗n
∣∣ ρ(T ) ∣∣0⊗n〉 = d−2n 〈1| ρ(Tp) |1〉 = d−2n〈LG〉 = q−n−|V |/2ZG(q,v) , (62)
and therefore by Eq. (58) we get∣∣∣∆−1T q−n−|V |/2ZG(q,v)− 〈0⊗n∣∣U ∣∣0⊗n〉∣∣∣ ≤ 1/100 . (63)
Consider now the factor ∆−1T q
−n−|V |/2 that multiplies ZG(q,v). We claim that it is exactly 1/∆hard
for ∆hard defined in Eq. (43). Indeed, by the definition of ∆T it is equal to
q−n−|V |/2
( ∏
e∈Eodd
ve
d
)−1
= q|Eodd|/2−n−|V |/2
∏
e∈Eodd
v−1e . (64)
In addition, it is easy to verify by going from the medial graph back to G that |V | = 2n + |Eodd|, and
therefore the factor is simply
q|Eodd|−|V |
∏
e∈Eodd
v−1e =
1
∆hard
, (65)
as required.
2
7.5.2 The real non-unitary case
We now have to deal with the real non-unitary case. The problem is that in this case, the density and
efficiency theorem, only guarantees that we can approximate any gate in the orthogonal group SO(4),
whereas the gates of the quantum circuit are in SU(4). We therefore start the reduction by first translating
the quantum circuit using unitary gates in SU(4) to an equivalent circuit over n+ 1 qubits whose gates
are real matrices in SO(4). The reduction from unitary gates to orthogonal gates is fairly standard:
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Claim 7.4 Universal quantum computation can be performed using an array of qubits, on which two
qubit gates taken from the orthogonal group are applied on nearest neighbor qubits only. Moreover, any
quantum circuit can be translated to a circuit of this form with only polynomial overhead.
Proof: Recall the proof in [?] that real matrices suffice to achieve universality in quantum computation;
This is done by adding an extra qubit which carries the information of whether the state is in the
imaginary part of the space or the real part. We now use this idea in the following way. We will start
with a quantum circuit (not necessarily one dimensional) which uses only one qubit gates plus CNOT
gates - which is well known to be a universal set.
We translate those gates to their real versions, as is done in [?]. We note that the CNOT gates have
not changed: in the new version, a CNOT gate goes to a CNOT tensor with identity on the extra qubit.
The one qubit gate have now become two qubit gates. Hence, we have expressed the circuit using two
qubits gates in the orthogonal group (namely, real). The only problem is that they may not be applied
to nearest neighbors. We solve this in the standard way by adding linearly many SWAP gates for any
gate; luckily, the SWAP gate is in the orthogonal group and is a two qubit gate, so we are allowed to use
it. 2
8 Density in The unitary case
The proof of the density in the unitary case essentially follows the same lines of Sec. 4 of Ref [7]. For
completeness, we will provide most of the proof from scratch, as we will build on this proof in the non-
unitary case. We will be using two basic tools from Ref [7], without reproving them: The bridge lemma
and the decoupling lemma.
8.1 The overall structure of the density proof
We now want to show density of the group generated by the normalized operators. Recall that the space
in which we want to prove density is spanned by 14 vectors, which are denoted by |pi〉 and are shown
schematically in Fig. 10.
Let us analyze the action of the normalized crossing operators σˆi(u) on these vectors. From Eq. (48)
we deduce that σˆi(u) has the same block structure of Φi. The latter has a very simple structure:
denoting by |. . . jkℓ . . .〉 a path whose i, i + 1 steps are j → k → ℓ, we find that Φi mixes the vectors
|. . . j, j + 1, j . . .〉 and |. . . j, j − 1, j . . .〉 while returning zero whenever ℓ 6= j or k 6= j ± 1. When j = 1,
the path |. . . j, j − 1, j . . .〉 does not exists, making |. . . j, j + 1, j . . .〉 a non-trivial eigenvector of Φi.
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Therefore Φi works on 1×1 and 2×2 blocks of K. In Table 1 we list the blocks on which the different
Φi’s are non-zero.
Φ1 : (1) (3) (5) (7) (9)
Φ2 : (1, 2) (3, 4) (5, 6) (7, 8) (9, 12)
Φ3 : (1) (3) (6, 10) (8, 11) (12, 13)
Φ4 : (1, 5) (2, 6) (3, 7) (4, 8) (13, 14)
Φ5 : (1) (2) (7, 9) (8, 12) (11, 13)
Φ6 : (1, 3) (2, 4) (5, 7) (6, 8) (10, 11)
Φ7 : (1) (2) (5) (6) (10)
Table 1: The block structure of the Φi operators in K = H8,1→1. Vectors that do not appear in a certain
row vanish by the action of the corresponding Φi.
Consider then the group that is generated by σˆ1, σˆ2. Table 1 shows that there are five 2 × 2 blocks
on which these operators act non-trivially:
• {|p1〉 , |p2〉}
• {|p3〉 , |p4〉}
• {|p5〉 , |p6〉}
• {|p7〉 , |p8〉}
• {|p9〉 , |p12〉}
The following subsection shows that under the conditions of Theorem 7.7, σˆ1, σˆ2 generate a dense subgroup
of SU(2) inside each block. We call this the seed; once we have a seed of dense unitary group on some
small subspace, climbing up in the dimensionality can be done using fairly general tools.
8.2 Constructing the Seed: Density in SU(2)
We start by generating the unitary group on a two dimensional subspace.
Lemma 8.1 (The unitary seeding lemma) For q and W as in the unitary set of parameters, the
normalized operators σˆ1, σˆ2 generate a dense subgroup of SU(2) in each of the two-dimensional blocks
that are listed above.
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Proof: Fix a particular SU(2). Observe that σˆ1, σˆ2 are not in the SU(2) group even though they are
in SU(K). This is because their determinant in each block need not be equal to 1 in order for the
determinant in K is equal to 1. Let τ1, τ2 be the operators normalized so that their determinant in the
two dimensional subspace is 1. We will show that τ1, τ2 and their inverses generate a dense subgroup in
SU(2). By the fact that the commutator group of SU(2) is equal to SU(2), it is sufficient to approximate
commutators of SU(2), and thus, in each approximating sequence we have for every τi also its inverse.
Thus, if we replace τi by σˆi and likewise for its inverse, we will not change the product.
Hence, it suffices to prove density of τ1, τ2 and their inverses. According to the reasoning of Theo-
rem 4.1 in Ref [7], which is based on Theorem 5.1, page 262 in Ref [17], it is sufficient show that τ1 and
τ2 are non-commuting and generate an infinite group. The first part is simple; τ1 and τ2 commute if and
only if Jτ1, τ2K = Jσˆ1, σˆ2K = 1. A straightforward calculation yields
Tr
(
Jσˆ1, σˆ2K− 1
)
= −q − 1
q2
(
β − 1
β
)2(
α− 1
α
)2
. (66)
Obviously, the two matrices are non-commuting provided that q 6= 1 and α, β 6= ±1 - all of which cannot
happen for the unitary family of parameters, Definition 7.6.
To prove the other condition we use the canonical homomorphism ϕ : SU(2) → SO(3) for which
kerϕ = {1,−1}, and the fact that all finite subgroups of SO(3) are well known and have been classified.
Let us denote by G the subgroup which is generated by τ1, τ2 and assume that it is finite. In such a case,
ϕ(G) is a finite subgroup of SO(3), and must be one of the following five subgroups:
1. The cyclic group Zn, for some n > 1.
2. The Dihedral group Dn, for some n > 1.
3. The Alternating group A4.
4. The Permutation group S4.
5. The Alternating group A5.
Each one of these possibilities is contradictory under the conditions of the theorem. For start, the
eigenvalues of τ1 are α and 1/α which are equal to e
±iπs1 . Similarly, the eigenvalues of τ2 are e±iπs2 .
Therefore if either s1 or s2 are irrational then the period of τ1 or τ2 is infinite and consequently G and
ϕ(G) will be infinite.
Assume then that s1 = p1/q1 and s2 = p2/q2 with gcd(p1, q1) = gcd(p2, q2) = 1 and that q1 > 5
(the case of q2 > 5 is similar). Then it is easy to verify that the period of ϕ(τ1) is q1 > 5. However,
the maximal period in A4, S4 and A5 is 3, 4 and 5 respectively, hence ϕ(G) is not one of these groups.
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ϕ(G) is also not equal to Zn because that would imply that there exists an element U ∈ SU(2) and two
integers 0 ≤ ℓ,m < n such that τ1 kerϕ = U ℓ kerϕ and τ2 kerϕ = Um kerϕ, but as kerϕ = {±1}, this
would imply that τ1, τ2 commute. A similar argument can be applied to the Dn case. 2
8.3 Building up in the Dimensionality
Let us now consider what happens when we also act with σˆ3. Table 1 tells us that σˆ3 mixes |p10〉 with
|p6〉, while, we already know that σˆ1 and σˆ2 generate a dense group in the SU(2) of span{|p5〉 , |p6〉}
direct sum with the identity on |p10〉.2 The three operators therefore operate inside the space C def=
span{|p5〉 , |p6〉 , |p10〉} which is a direct sum of two subspaces: A def= span{|p5〉 , |p6〉} andB def= span{|p10〉}.
We can generate SU(A) and SU(B) (which is trivial), and we have a transformation that bridges these
two spaces and leaves C invariant, where we consider again the normalized version of σˆ3, that has deter-
minant 1 on C. The following lemma assures us that in such case we can also generate a dense group in
SU(C). The lemma is proved in Appendix A.2 of Ref [7].
Lemma 8.2 (The unitary Bridge lemma [7]) Consider a linear space C which is a direct sum of
two subspaces A and B, and assume that dimB > dimA ≥ 1. Let W ∈ SU(C) be a transformation that
mixes the two subspaces, i.e., W (B) 6= B. Then any U ∈ SU(C) can be approximated to an arbitrary
precision using a finite sequence of transformations from SU(A), SU(B) and W . Consequently, the group
generated by SU(A), SU(B) and W is dense in SU(C).
Using once again similar commutator reasoning, we can get rid of the normalizing factor and deduce
that the three generators σˆ1, σˆ2, σˆ3 span a dense subgroup of SU(C).
Returning to the space K, identical reasoning shows that we can also generate SU(3) over the sub-
spaces span{|p7〉 , |p8〉 , |p11〉}, and span{|p9〉 , |p12〉 , |p13〉}.
Let us now consider the σˆ4 transformation. Table 1 reveals that it bridges the subspaces span{|p1〉 ,
|p2〉}, and span{|p5〉 , |p6〉 , |p10〉}, where we already have SU(2) and SU(3) densities respectively. We
would therefore like to use the Bridge lemma to show that we have a SU(5) density on the direct sum
of these spaces. However, the Bridge lemma cannot be directly applied here because it assumes that we
can generate SU(2) and SU(3) independently of each other, whereas the transformations in these two
subspaces are generated simultaneously by σˆ1, σˆ2, σˆ3, and hence might be coupled to each other. The
following lemma comes to our rescue; it guarantees that we can always approximate any transformation
on span{|p1〉 , |p2〉} while leaving span{|p5〉 , |p6〉 , |p10〉} invariant, and vice versa. The proof can be found
in the A.2 appendix of Ref [7].
2Note that σˆ1, σˆ2 do not leave |p10〉 invariant, but instead give it a phase. This phase, however, is eliminated when we
consider approximating commutators, in which operators appear the same number of times as their inverses.
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Lemma 8.3 (The unitary decoupling lemma [7]) Let G be an infinite countable group, and let A,
B be two finite Linear spaces with different dimensionality. Let τa and τb be two homomorphisms of G
into SU(A) and SU(B) respectively and assume that τa(G) is dense in SU(A) and τb(G) is dense in
SU(B). Then for any U ∈ SU(A) there exist a series {σn} in G such that
τa(σn) → U (67)
τb(σn) → 1 , (68)
and vice versa.
From here onward, the proof is straightforward. Together with σˆ4, we generate a dense SU(5)
on span{|p1〉 , |p2〉 , |p5〉 , |p6〉 , |p10〉} and on span{|p3〉 , |p4〉 , |p7〉 , |p8〉 , |p11〉} and SU(4) on span{|p9〉,
|p12〉 , |p13〉 , |p14〉}. Finally, σˆ5 and σˆ6 bridge these three subspaces, enabling us to generate a group
which is dense in SU(K) ∼ SU(14). This completes the proof of Theorem 7.2 for the unitary case.
9 Density in the Non-Unitary Cases
The proof follows the same general structure of the unitary case, but with fundamental differences. It
uses a modified versions of Lemmas 8.1-8.3 to the non-unitary case. The main difference is in the seeding
lemma. Whereas in the unitary case, the generic behavior is that the crossing operators generate a
dense subgroup, in the non-unitary case this is no longer true. Density is much more difficult to achieve,
and requires restricting the parameters severely. Naturally, the techniques for proving density are very
different than in the unitary case. We use results by Jorgensen [36] and Sullivan [37], which enable us to
show density in a restricted set of parameters. We note that providing a full characterization of all cases
which are dense remains open.
Once density is established in the seeding lemma, the methods that enable us to climb in dimensionality
to the entire subspaceK are fairly similar to the unitary case, though technical modifications are required
in the proofs of the bridge lemma and the decoupling lemma.
9.1 Constructing the Seed: density in SL(2,C) and in SL(2,R)
It is the seeding lemma that truly distinguishes the unitary from the non-unitary cases. The behavior of
the two cases is entirely different. As a result, the proof uses different techniques, and applies to a much
more restricted set of parameters. The main result of this section is:
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Lemma 9.1 (The non-unitary seeding lemma) For q and W as in the complex non-unitary case,
the normalized crossing operators σˆ1, σˆ2 generate a group which is dense in SL(2,C) in each of the five
2× 2 blocks in K on which they act non trivially:
1. {|p1〉 , |p2〉}
2. {|p3〉 , |p4〉}
3. {|p5〉 , |p6〉}
4. {|p7〉 , |p8〉}
5. {|p9〉 , |p12〉}
For q and W as in the real non-unitary case, the group is dense in SL(2,R).
Lemma 9.1 is essentially an application of two results by Jørgensen [36] and Sullivan [37]. To state
them let us first define the concept of elementary subgroup of SL(2,C). The full definition of this object is
intimately connected to the theory of complex Mo¨bius transformations, for which a standard introduction
can be found in Ref [40]. Instead of dwelling into this rich and beautiful theory, we shall quote a theorem
by Baribeau and Ransford from Ref [41] that gives a necessary and sufficient condition for a subgroup of
SL(2,C) that is generated by two elements X,Y ∈ SL(2,C) to be an elementary subgroup.
Theorem 9.1 (Proposition 2.1 from Ref [41]) Let G = 〈X,Y 〉 be a subgroup of SL(2,C), and de-
fine the following 3 complex numbers:
τ
def
= Tr2(X)− 4 , τ ′ def= Tr2(Y )− 4 , γ def= Tr2(JX,Y K)− 2 . (69)
Then G is an elementary group if and only if one of the three conditions hold
• τ, τ ′ ∈ [−4, 0] and γ ∈ [−ττ ′/4, 0] ,
• γ = 0 ,
• τ = γ and τ ′ = −4, or τ = −4 and τ ′ = γ, or τ = −4 and τ ′ = −4 .
With this “definition” of an elementary group, we can now state the Jørgensen inequality:
Theorem 9.2 (Jørgensen, [36]) If two matrices X,Y ∈ SL(2,C) generate a non-elementary and dis-
crete group, then
|Tr2(X)− 4|+ |Tr(XYX−1Y −1)− 2| ≥ 1 . (70)
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Finally, we use a well-known result of Sullivan, which can be restated in the following form
Theorem 9.3 (Proposition in Section 1 of Sullivan, [37]) Let G be a non-elementary and non-
discrete subgroup in SL(2,C). Then one of the following holds:
• G is dense in SL(2,C).
• The connected component of the identity of the topological closure of G is conjugate to SL(2,R),
and consequently G has a subgroup which is conjugate to a dense subgroup of SL(2,R).
A direct corollary of these three results is then
Corollary 9.1 If X,Y ∈ SL(2,C) are two non-commuting, diagonalizable matrices with eigenvalues
{α, 1/α} and {β, 1/β} respectively, such that |α|, |β| 6= 1, and if either
|Tr2(X)− 4|+ |Tr(XYX−1Y −1)− 2| < 1 , or (71)
|Tr2(Y )− 4|+ |Tr(XYX−1Y −1)− 2| < 1 , (72)
then 〈X,Y 〉 is dense in SL(2,C), or 〈X,Y 〉 contains a subgroup which is conjugate to a dense subgroup
of SL(2,R).
Indeed it is easy to verify that the condition onX,Y guarantees, according to Theorem 9.1, that 〈X,Y 〉 is
a non-elementary group, hence using the Jørgensen inequality in conjunction with Sullivan’s result gives
the corollary.
Returning to the proof of the seeding lemma, let us now consider, the action of σˆ1 and σˆ2 on the 2×2
block of {|p1〉 , |p2〉} (the structure of these two transformations in the other blocks is identical). There
we have
Φ1 =

 d 0
0 0

 , Φ2 = 1
d

 1 √d2 − 1√
d2 − 1 d2 − 1

 , (73)
and consequently
σˆ1 =

 α 0
0 1/α

 , (74)
σˆ2 =
1
(1 + v2)1/2
(
1+
v2
d
Φ2
)
∼

 β 0
0 1/β

 , (75)
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with α, β that are defined in Theorem 7.1. A straight forward calculation then gives
|Tr2σˆ1 − 4| =
∣∣∣∣α− 1α
∣∣∣∣2 , (76)
|Tr2σˆ2 − 4| =
∣∣∣∣β − 1β
∣∣∣∣2 , (77)
|TrJσˆ1, σˆ2K− 2| =
∣∣∣∣q − 1q2
∣∣∣∣ ·
∣∣∣∣α− 1α
∣∣∣∣2 ·
∣∣∣∣α− 1α
∣∣∣∣2 , (78)
and plugging this into the previous Corollary proves most of the seeding Lemma.
What remains to show is that for W in Case (II) we have a SL(2,C) density while for Case (III) we
have a SL(2,R) density. To prove the first claim we use the following lemma:
Lemma 9.2 If H = gSL(2,R)g−1 is a normal subgroup of G then the trace of every f ∈ G is either real
or is purely imaginary.
Proof: Define h = g−1fg. Then Tr(h) = Tr(f) and hSL(2,R)h−1 = SL(2,R). Therefore for every
x ∈ SL(2,R, hxh−1 is a real matrix, hence h∗x(h−1)∗ = hxh−1. Therefore if we define q = h−1h∗ then
qxq∗ = x. This equality should hold for every x ∈ SL(2,R), and in particular to the family of
x =

 0 λ
−1/λ 0

 , λ ∈ R . (79)
Then it is a simple exercise to verify that q must be equal to 1 or −1. Consequently, h = ±h∗ and
therefore Tr(h) is either real or purely imaginary. 2
Now assume that W is in case (II), yet the G = 〈σˆ1, σˆ2〉 is not dense in SL(2,C). Let G¯ denote
the topological closure of 〈σˆ1, σˆ2〉. Then the connected component of the identity of G¯ is conjugate to
SL(2,R), and is also a normal subgroup of G¯. Therefore the trace of every element of G must be either
real or purely imaginary. However, if v1, v2 or q are not strictly real then it is easy to verify that Trσˆ1,
Trσˆ1, or Tr(σˆ1σˆ2), are not real or purely imaginary, which is a contradiction.
Lastly, if W is in case (III), yet G = 〈σˆ1, σˆ2〉 is dense in SL(2,C), then we can continue the proof
of Theorem 7.1 in exactly the same manner as in case (II). We would deduce that for every unitary
circuit U which is given by Eq. (42) we could find a graph G = (V,E) with weights in W such that
q−2n
(∏
e∈Eodd v
−1
e
)
ZG(q,v) approximates 〈0⊗n|U |0⊗n〉 up to 1/100. However, under the conditions of
case (III), the former expression is purely real whereas the latter can be any complex number in the unit
disc. Therefore G has a subgroup which is conjugate to a dense subgroup of SL(2,R). Finally, note
that the conjugation matrix must be trivial since for W in case (III) the crossing operators in K are real
matrices. This concludes the proof of the Lemma 9.1.
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9.2 Building up in the Dimensionality: the non-Unitary case
The methods for building up in the dimensionality, once we have the seed, are much more similar to
those in the unitary case, even though, there too, there are many complications; however, those seem
more technical and less fundamental than in the case of the seeding lemmas. We delay the proof of the
non-unitary bridge and decoupling lemmas to Appendices A.1-A.2. Given those lemmas, the proof of
density follows the almost same lines as in the unitary case.
Lemma 9.3 (The non-unitary bridge Lemma) Let C be an Hilbert space over the field F = R or
F = C, and Let A,B be subspaces of C such that C = A⊕B with dimB > dimA.
Let W ∈ SL(C,F ) be a bridge transformation between A and B, i.e., WA 6= A and WB 6= B.
Furthermore, let SL(A,F ) denote all the det = 1 transformations that act on A while leaving B invariant,
and similarly SL(B,F ) act only on B while leaving A invariant. Then SL(C,F ) is generated by W ,
SL(A,F ), and SL(B,F ). More over, every element in SL(C,F ) can be represented as a finite product
of elements from SL(A,F ), SL(B,F ) and W .
Lemma 9.4 (The non-unitary decoupling Lemma) Let A,B be linear spaces (over F = C or F =
R), and let G be an abstract group. In addition, let ρA : G → SL(A,F ) and ρB : G → SL(B,F ) be
two homomorphisms, and assume that ρA(G) is dense in SL(A,F ) while ρB(G) is dense in SL(B,F ).
Finally, assume that if ρA(gn) is a Cauchy series in SL(A,F ) then there exists a subseries nk for which
ρB(gnk) is Cauchy in SL(B,F ) and vice versa.
Then the following holds:
• If dimA 6= dimB then we have a full decoupling: for every VA ∈ SL(A,F ) and VB ∈ SL(B,F ) we
can find a series {gn} ∈ G such that ρA(gn)→ VA while ρB(gn)→ VB.
• If dimA = dimB then either we have a full decoupling, or, for every series {gn} in G for which
ρA(gn) → 1 we can find a subseries {gnk} for which ρB(gnk) converges to some element in the
center of SL(B,F ), and vice versa.
Notice that in order to use the bridge Lemma in case (3), we must be sure that the bridge operators are
in SL(K,R). This is where the condition q > 4 cos2 π/5 is needed: recall from definition 5.4 that the path
representation for d =
√
q, is determined by the coordinates of the infinite eigenvector π¯ of the auxiliary
graph F∞ for eigenvalue d. The first five coordinates are given by π¯ = (1, d, d2−1, d3−2d, d4−3d2+1, . . .),
and it is easy to see that for d > 2 cosπ/5 they are all positive. These are the coordinates that define the
Φi operators over K. Their positivity implies that the matrices of Φi in K are real.
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If in addition to that, v1, v2 (and consequently w1, w2) are real then it follows that crossing operators
have real matrices in K. The normalized crossing operators in that case will have matrices which are
either real (when the determinant of the un-normalized operator is positive) or purely imaginary (when
the determinant is negative). In the first case, they belong to SL(K,R), while in the second case we can
always use the square of matrix, which will be in SL(K,R), as a bridge instead of matrix itself.
Another important difference between the unitary and the non-unitary cases is found in the extra
condition of the non-unitary decoupling lemma: to use that lemma, we must assume that for any element
in SL(A) we can find a series that converges to it while also converging in SL(B), and vice-versa.
This always happen for the following reason: we start the proof by looking at the subgroups that are
generated by σˆ1 and σˆ2. These are either 2 × 2 subgroups that are dense in SL(2), or they are trivial
unit transformation on the one dimensional subspaces. But since every 2 × 2 subspaces are isomorphic
to each other by conjugation (this follows from the fact that σˆ1 and σˆ2 look the same at every subspace
up to a change of basis), it follows that at least at that initial step, our subgroups fulfill the requirements
of the non-unitary decoupling lemma.
But what about the next steps, after we use the bridge lemma? Also in those steps, the subgroups in
question always fulfill that extra condition. This follows from the fact that the non-unitary bridge lemma
promises us that it is possible to generate every transformation in SL(A ⊕ B) using a finite number of
transformations from SL(A), SL(B) and the bridgeW . Therefore, if the extra condition holds for SL(A)
and SL(B) it must also hold for SL(A⊕B). .
This completes the proof of the density theorem in the non-unitary cases.
10 BQP-Completeness: matching the different sizes of the ap-
proximation window
In this section we will match the algorithmic scale of Sec. 6 with the hardness scale of Sec. 7, thereby
proving completeness. As stated previously, the two scales do not match in all cases; a straightforward
matching can be done only in the unitary case. In the non-unitary case, a slight modification of the
computational problem has to be done first; the so-called “grouping” of the crossings. We will show that
in this form, the approximation of the Tutte polynomial for q = 3 in the non-unitary cases and weights for
which we have hardness, is also BQP-complete We believe that our techniques can be further generalized
to many other values of q. Such a generalization, however, is outside the scope of this paper.
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10.1 Completeness in the unitary case
In the unitary case, the computational problem of Theorem 6.1 is BQP-complete. Formally, we have the
following theorem:
Theorem 10.1 (BQP-completeness in the unitary case) Consider a unitary set of parameters (q,W ),
as in Definition 7.6. Then the following computational problem is BQP-complete:
Input: A graph G = (E, V ) which is nicely embedded in R2, with edge weights from W .
Output: Approximate the multivariate Tutte-polynomial ZG(q,v) to within an additive approximation
∆alg(G)/poly(|V |), where ∆alg is given in Definition 6.3.
Proof: By Theorem 6.1 the above problem is in BQP. It remains to show that it is also BQP-hard.
Consider then the conditions of Theorem 7.1. We will show that ∆alg = ∆hard for the special type of
graphs that are used in the BQP-hard problem.
Assume then that G = (V,E) a graph that is used in the BQP-hard problem, and consider its medial
graph LG. It is a concatenation of 2n cups, followed by poly(n) crossings (with weights taken from W ),
which are then closed by 2n caps (see Fig. 8). Let us calculate the norm of each one of these elements.
We begin with the cups/caps:
Lemma 10.1 For an Hermitian representation, the norm of the cup (cap) operator is exactly
√
d = q1/4.
Proof: For every path p and a cup element Ai we have
||ρ(Ai) |p〉 ||2 = 〈p| ρ(Ai)†ρ(Ai) |p〉 = 〈p| ρ(Bi)ρ(Ai) |p〉 = 〈p| ρ(BiAi) |p〉 = 〈p|d1 |p〉 = d . (80)
The second equality follows from the Hermiticity of the representation (Definition 5.5), whereas the forth
equality follows from the fact that BiAi is simply a loop, hence is equal to dI. Therefore ||ρ(Ai)|| =
√
d.
Similarly, for ρ(Bi) we have
||ρ(Bi) |p〉 ||2 = 〈p| ρ(AiBi) |p〉 , (81)
But AiBi = Ei, hence ρ(AiBi) = Φi, which, for Hermitian representation, is an Hermitian operator with
eigenvalues d, 0 (see Sec. 7.3.2). Consequently, ||ρ(Bi)|| =
√
d as claimed. 2
Returning to the main proof, we are left with poly(n) crossings of two types, odds and evens. Odd
crossings are crossings between i ↔ (i + 1) strands with odd i. Recall from Definition 7.4, that the
operators that correspond to these crossings are σ(u) = u1+Φi with eigenvalues {u+ d, u} for u ∈W/d.
In addition, the unitarity condition implies that |u + d| = |u|, and therefore the norm of the crossing
operators is
||σ(u)|| = |u| = |q|−1/2|v| , odd case . (82)
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Similarly, in the even case σ(u) = 1+uΦ with eigenvalues {1, 1+ud} and a unitary condition |1+ud| = 1
that implies
||σ(u)|| = 1 , even case . (83)
Gathering all terms, we find that the product of all norms is∣∣∣∣∣qn−|Eodd|/2 ∏
e∈Eodd
ve
∣∣∣∣∣ , (84)
hence
∆alg =
∣∣∣∣∣q|V |/2+n−|Eodd|/2 ∏
e∈Eodd
ve
∣∣∣∣∣ . (85)
Finally, as already noted in the proof of Theorem 7.1, the particular structure ofG yields |V | = 2n+|Eodd|,
hence
∆alg =
∣∣∣∣∣q|V |−|Eodd| ∏
e∈Eodd
ve
∣∣∣∣∣ = ∆hard . (86)
2
10.2 Completeness in the non-unitary case
Before giving an exact definition of the completeness result in the non-unitary case, let us try to explain
the problem in a somewhat heuristic manner.
10.2.1 Why the scales do not match in the non-unitary case
As mentioned in the beginning of this section, in the non-unitary case, it is no longer true that ∆alg =
∆hard. To understand this, let us try a naive approach to prove the equality.
Re-examining the argument that lead to Eq. (58) in Sec. 7, reveals that when we construct the GTL(d)
element that corresponds to a quantum circuit U , we find elements Ti such that
||ρ(T1 · T2 · . . .)−∆T U ||L4n ≤ 1/100 . (87)
Note, however, that unlike the notation in Eq. (58), here we consider Ti to be the elementary crossings
rather than the product of crossings that results from the density and efficiency theorem (Theorem 7.7).
In the unitary case, we examined every crossing Ti, and concluded that
||ρ(T1)|| · ||ρ(T2)|| · . . . = |∆T | . (88)
Then after taking into account the norms of the cup and caps operator, it easily follows that concluded
that ∆alg = ∆hard. Can we do the same in the non-unitary case? Equation (87) gives us
||ρ(T1 · T2 · . . .)||L4n ≃ ||∆T U ||L4n = |∆T | , (89)
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where ≃ means equality up to an order of unity. We would like to show that the LHS is equal to
||ρ(T1)|| · ||ρ(T2)||. This is, however, not true in the unitary case, and the reason is twofold: firstly, in the
non-unitary case, the norm of a product of operators is always smaller than or equal to the norm of the
product. Therefore ||ρ(T1 · T2 · . . .)||L4n ≤ ||ρ(T1)||L4n · ||ρ(T2)||L4n · . . .. Secondly, the norm over L4n is
always smaller than or equal to the overall norm: ||ρ(T1)||L4n · ||ρ(T2)||L4n · . . . ≤ ||ρ(T1)|| · ||ρ(T2)|| · . . ..
10.2.2 Motivating the Solution
Our way to overcome these problems is to take the product of elementary tangles that a nicely embedded
medial graph defines, and group neighboring elements:
LG 7→
S1︷ ︸︸ ︷
T1 · . . . ·
S2︷ ︸︸ ︷
Ti2 · . . . ·
S3︷ ︸︸ ︷
Ti3 · . . . = S1 · S2 · S3 · . . . , (90)
where
Sj def= Tij · . . . · Tij+1−1 . (91)
In other words, the quantum algorithm applies the matrices that correspond to Sj , rather then applying
the matrices that correspond to each Ti individually. The new algorithmic scale is thus the product of
||ρ(Sj)|| instead of the product of the norms of the individual operators ρ(Ti). ||ρ(Sj)|| is smaller than or
equal to the norms of the operators that make up this product. This forces us to change the definition of
the computational problem by adding the grouping information to the input to the problem. The grouping,
however, must be done in such a way that the resulting operators ρ(Si) still work on logarithmically many
strands, so that we can first compute the exact matrix form of the operator efficiently, and then simulate
the relevant operator efficiently by the quantum algorithm.
The grouping of the operators gives us a lot of additional power. Even if the crossing operators are non
unitary, we may still group them into an almost unitary (up to an overall constant) operators, thereby
bounding their norm. This is precisely the idea of the non-unitary completeness. After all, the density
and efficiency theorem 7.7 provides us with a natural grouping of the crossing operators. It gives us a
product of a polylogarithmic number of crossing operators that approximate a unitary gate Ui. It seems
that if we use this grouping as an input to the quantum algorithm, the grouped operators ρ(Si) will
become (approximately) unitary (up to an overall constant), and we will be able to prove completeness.
There is a small caveat here, however. The product of the crossing operators approximate the (encoded)
unitary gate U i only over the subspaceK = H8,1→1 of the 8-strands space H8. In order for the product to
be (approximately) unitary, we must “fix” its behavior on the other subspaces that make up H8. We must
make sure that the eigenvalues of ρ(Si) have (approximately) the same magnitude in all the subspaces of
H8. Changing the definition of the computational problem is therefore not enough; we must also improve
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the result of the density and efficiency theorem. The exact definition of the new computational problem,
and the necessary modifications to the universality theorem are now given below.
10.2.3 Statement of Results
Definition 10.1 (A nicely embedded graph with grouping and its scale) Consider a graph G =
(V,E) whose medial LG is nicely embedded in R
2. The embedding maps LG to a product of elementary
tangles (cups, caps and crossings): LG 7→ T1 · T2 · . . . · Tℓ. A grouping of these elements is a partition of
the product into sub-products Sj = Tij · . . . · Tij+1−1, as shown in Eqs. (90, 91). The partition must be
such that any ρ(Sj) operates on the tensor product of at most polylogarithmically many local registers.
The scale of such a grouped graph is then
∆grp
def
= q|V |/2 · ||ρ(S1)|| · ||ρ(S1)|| · . . . · ||ρ(SN )|| . (92)
The universality result for the non-unitary case can now be stated exactly,
Theorem 10.2 (BQP-completeness in the non-unitary case) For q = 3 and a corresponding non-
unitary set of weights W (either complex or real, as given in Definitions 7.9,7.10), the following problem
is BQP-complete:
Input: A nicely embedded graph G = (E, V ) with grouping.
Output: An additive approximation of ZG(q,v) to within an error of ∆grp/poly(|G|)
To prove the theorem, we will need a stronger version of the density and efficiency theorem. As hinted
above, we must use an alternative version of the density and efficiency theorem in which we approximate
any two-qubits gate on the subspace K = H8,1→1, while controlling the behavior of the other subspaces
of H8, so that the operator there has the same, or smaller norm as in K.
Theorem 10.3 (The improved density and efficiency theorem) Let q = 3 and W be a corre-
sponding set of non-unitary weights (either real or complex, as given in Definitions 7.9,7.10). Then
there exists a classical algorithm that takes a two-qubits gate U (U ∈ SU(4) in the complex case and
U ∈ SO(4) in the real case), and a number ǫ > 0 and outputs the description of a T ∈ GTL(d) with 8
in-pegs and 8 out-pegs such that ∥∥U −∆−1T ρ(T )∥∥L8 ≤ ǫ , (93)
and in addition ∥∥∆−1T ρ(T )∥∥H∗
8
≤ 1 + ǫ . (94)
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H∗8 is the space of all 8-steps paths over the auxiliary graph of d =
√
3 - not just those that start at 1.
T is equal to a product of poly(log ǫ−1) crossings with weights taken from W/d. The factor ∆T is the
absolute value of the product of all the odd weights v/d that appear in T . Finally, the running time of
the algorithm is poly(log ǫ−1).
Proof: The proof is given in Appendix C. 2
With this result, the proof of Theorem 10.2 is fairly straightforwards:
Proof of Theorem 10.2:
It is easy to see that the problem is in BQP. Indeed, we can use the proof of the quantum algorithm in
Sec. 6.2 with the only difference that now we use the quantum computer to implement the operators ρ(Sj)
of grouped elements Sj instead of the individual cups/caps and crossings. This is possible because we
are guaranteed that each ρ(Sj) works only on the tensor product of polylogarithmically many registers.
Therefore all the classical computations that we need to do on ρ(Sj), such as computing its norm, or its
polar decomposition, can be done efficiently.
Let us now prove that the problem is BQP-hard. The proof follows closely the proof of the universality
theorem 7.1 (see Sec. 7.5). We are given a description of a quantum circuit over n qubits as a product
of N two-qubits gate U = UN · . . . · U1, and are asked to decide whether | 〈0⊗n|U |0⊗n〉 |2 ≤ 1/3 or
| 〈0⊗n|U |0⊗n〉 |2 ≥ 2/3. The only difference is that now we use the improved density and efficiency
theorem 10.3 to approximate every two-qubits gate Ui. The result is a graph G which, according to
claim 7.3 satisfies ∣∣∣∣ 1∆hardZG(q,v)−
〈
0⊗n
∣∣U ∣∣0⊗n〉∣∣∣∣ ≤ 1/100 . (95)
As previously mentioned, G is endowed with a natural grouping that is provided by the improved density
and efficiency theorem: the crossings that approximate a single two-qubits gate are grouped together,
while every cup/cap element has a group of its own. This is a legitimate grouping of G since every
product of crossing acts on the tensor product of 9 local registers (8 strands). We will prove that the
problem is BQP-hard by showing that for this particular grouping, ∆hard ≃ ∆grp up to an overall factor
of the order one.
Let Sj be the product of elementary crossings that corresponds to the gate Ui. Following the universal-
ity proof from Sec. 7.5, it is created by using the improved density and efficiency theorem with ǫ = 1/100N .
Consequently, we are promised that ||ρ(Sj)||H∗
8
≃ ∆Sj up to a factor of order 1 ± 1/100N . The crucial
point here is that the above condition is casted in terms of the H∗8 norm rather than the, weaker, L8
norm. H∗8 is the space of all 8-steps paths on the auxiliary graph of d =
√
3, hence ||ρ(Sj)||H∗
8
= ||ρ(Sj)||.
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Consequently,
N∏
j=1
||ρ(Sj)|| ≃
N∏
j=1
∆Sj =
∏
e∈Eodd
|ve/d| , (96)
with ≃ indicating equality up to a factor of order one, and Eodd ⊂ E is the set of edges with odd weights
in G.
Lastly, we note that for q = 3, we have d = 2 cosπ/6, therefore the path representation is Hermitian
(see Sec. 5.8). In such case, according to Lemma 10.1, the norm of every cup/cap operator is exactly
d1/2 = q1/4. Multiplying all these norms together, we get
∆grp = q
|V |/2 ·
(
q1/4
)4n
·
N∏
j=1
||ρ(Sj)|| ≃ qn+|V |/2
∏
e∈Eodd
|ve/d| , (97)
and as |V | = 2n+ |Eodd|, we conclude that
∆grp ≃ q|V |−|Eodd
( ∏
e∈Eodd
|ve|
)
= ∆hard . (98)
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A Tools for Building up the Dimensionality
A.1 Proof of the non-unitary Bridge lemma (Lemma 9.3)
The non-unitary Bridge lemma can be proved with the aid of 4 smaller lemmas. For brevity, we do not
write which of the cases F = C or F = R we treat since the proof is the same in both cases.
Lemma A.1 (Lemma A) Let C = A⊕B with dimB > dimA, and let W ∈ SL(C). Then there exists
a vector b ∈ B such that W |b〉 ∈ B.
Proof: Consider the subspace WB. If WB ∩ B = ∅ then dim(WB ⊕ B) = dim(WB) + dim(B) =
2 dim(B) > dimC, which is a contradiction. 2
Lemma A.2 (Lemma B) Under the same conditions of the bridge lemma, it is possible to generate a
transformation Tψφ ∈ SL(C) that would take the vector |ψ〉 to the vector |φ〉.
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Proof: For each vector |ψ〉 ∈ C we will generate a transformation Tψb where |b〉 ∈ B is some fixed vector.
This will prove the lemma since we can define Tψφ = T
−1
φb Tψb.
• The dimA = 1 case
Let A be spanned by the vector |a〉. As WB 6= B, we pick |b〉 ∈ B such that W |b〉 = α |a〉+ β |b′〉
with α 6= 0. By virtue of Lemma A we can also assume that β 6= 0 for we can always add to |β〉 a
vector from B whose image under W is inside B.
Let |ψ〉 = α0 |a〉 + β0 |b0〉, and assume for a start that α0 6= 0 and β0 6= 0. Then we perform an
SL(B) transformation that takes |b0〉 → α0βαβ0 |b′〉. We get |ψ1〉 = α0α (α |a〉+β |b〉). Acting with W−1
we obtain |ψ2〉 = α0α |b〉 which can be then scaled to |b〉 using yet another SL(B) transformation.
If α0 = 0 then |ψ〉 ∈ B and we can simply move it to |b〉. If β0 = 0 then |ψ〉 ∈ A and so W |ψ〉
must have some projection on B, and we return to the previous cases.
• The dimA > 1 case
As in the first case, we pick pick |b〉 ∈ B such that W |b〉 = α |a′〉+ β |b′〉 with α 6= 0 and β 6= 0.
Let |ψ〉 = α0 |a〉 + β0 |b0〉, and assume for a start that α0 6= 0 and β0 6= 0. Then we perform an
SL(B) transformation that takes |b0〉 → ββ0 |b′〉, and an SL(A) transformation that takes |a0〉 to
α
α0
|a〉. We get |ψ1〉 = (α |a〉+ β |b〉) =W |b〉. Then Acting with W−1 we obtain |b〉.
If α0 = 0 is handled as in the dimA = 1 case. In the β0 = 0 case, |ψ〉 ∈ A and hence using a SL(A)
transformation it can be moved to another vector in A whose image under W has some projection
on B, after which we proceed as before.
2
Lemma A.3 (Lemma C) Under the same conditions of the bridge lemma, there exists a basis (not
necessarily orthogonal) {|a1〉 , . . . , |am〉} of A, a basis {|b1〉 , . . . , |bn〉} of B, and a transformation V ∈
SL(C) that we can generate, which is defined as follows: V |a1〉 = |b1〉, V |b1〉 = − |a1〉 and V is leaves
the rest of the bases elements unchanged
Proof:
Pick any vector |a1〉 ∈ A and a vector |b′〉 ∈ B. Then by Lemma B there exists a transformation
T that takes |a1〉 to |b′〉. Use lemma A with the transformation T to find vectors |b1〉 , |b′′〉 ∈ B such
that T |b1〉 = |b′′〉. Obviously |b′′〉 6= |b′〉 and therefore they span a subspace of B with dimension 2.
Denote by S the orthogonal complementary of this subspace in C. Then dimS = dimA+dimB− 2. We
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now construct a transformation U ∈ SL(B) such that U |b′〉 = |b′′〉 and U |b′′〉 = − |b′〉, while leaving S
unchanged.
Now consider the transformation V = T−1UT . It has the following properties:
• V |a1〉 = |b1〉
• V |b1〉 = − |a1〉
• V leaves the space R def= T−1S unchanged. This is because for every |s〉 ∈ S, we have
V T−1 |s〉 = T−1UTT−1 |s〉 = T−1U |s〉 = T−1 |s〉 . (99)
V is a non-singular transformation hence dimR = dimS = dimA+dimB−2. Moreover, as |a1〉 , |b1〉
are not in R then C = span{R, |a1〉 , |b1〉}. It follows that dim(R ∩ A) = dimA − 1. Indeed if dim(R ∩
A) ≥ dimA then R must include A, contradicting the fact that |a1〉 /∈ R. On the other hand, if
dim(R ∩A) < dimA− 1 then A must contains a vector other than |a1〉 which is not in R - contradicting
the fact that C = span{R, |a1〉 , |b1〉}. Similarly, we may prove that dim(R ∩B) = dimB − 1.
Finally, we choose a basis {|a2〉 , . . . , |am〉} for R ∩ A and a basis {|b2〉 , . . . , |bn〉} for R ∩ B. Then
{|a1〉 , . . . , |am〉} is a basis of A and {|b1〉 , . . . , |bn〉} is a basis of B as required. 2
Lemma A.4 (Lemma D) Let B be a linear space with dimB > 1, and let |a〉 be a vector outside of
B and define the space C = B ⊕ span{|a〉}. Let W ∈ SL(C) be a transformation that mixes B with
span{|a〉}. Then using W and transformations in SL(B) (which do not affect the |a〉 vector), we can
generate SL(C).
Proof: Let V be a transformation in SL(C). Define |ψ〉 = V |a〉. Then according to Lemma B we can
generate a transformation T that also takes |a〉 to |ψ〉.
Consider now the transformation X = T−1V . By generating it we will prove the lemma. X leaves
|a〉 invariant. If, in addition, X ∈ SL(B) then we are done. Assume then that X /∈ SL(B), and pick a
basis |b1〉 , . . . , |bn〉 of B. The action of X on B can be described by
X |bi〉 =
∑
j
Xrij |bi〉+ xi |α〉 (100)
Here Xr is a n×n matrix. Since detX = 1, and X |a〉 = |a〉, it follows that detXr = 1. Also notice that
as XB 6= B then at least of xi must be non-zero.
We now wish to generate a transformation Y that similarly to X , leaves |α〉 invariant while Y B 6= B.
Let T˜ be a transformation that takes |a〉 → |b1〉, and consider transformations Y of the form Y = T˜−1UT˜
where U is any transformation in SL(B) that leaves |b1〉 invariant. Then Y |a〉 = |a〉. We claim that there
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must be a U that creates Y such that Y B 6= B. Indeed if Y B = B then UT˜B = T˜B, i.e., U preserves
the subspace T˜B. However, this is a contradiction since |b1〉 /∈ T˜B and at the same time by Lemma A
there are |b′〉 , |b′′〉 ∈ B such that T˜ |b′〉 = |b′′〉. So we can construct a U that takes |b′′〉 → |b′′〉 + |b1〉
(which is outside T˜B) while leaving |b1〉 invariant.
We conclude that
Y |bi〉 =
∑
j
Y rij |bi〉+ yi |α〉 (101)
with Y r being an n× n matrix with det = 1 and at least one yi is non-zero.
Let N ∈ SL(B) be the transformation that in the {|b1〉 , . . . , |bn〉} basis is given by N rij such that∑
j
N rijyj = xi . (102)
Similarly let M ∈ SL(B) be such that
M rY rN r = Xr . (103)
Then it is easy to see that MYN = X . We have thus generated X . 2
We are now in position to prove the Bridge lemma:
Proof: Using lemma C we generate a transformation V1 that mixes a vector |a1〉 ∈ A with B while
leaving the rest of A unchanged. We then use lemma D to generate SL(B⊕ span{|a1〉}). Repeating this
process we add more and more vectors from A until we generate all SL(A⊕ B). Finally, a quick glance
at the proof of Lemmas A-D reveals that in each one of them we used a finite number of transformations.
Therefore every transformation in SL(A⊕ B) can be represented as a finite product of transformations
from SL(A), SL(B) and the bridge W . 2
A.2 Proof of the non-unitary Decoupling lemma (Lemma 9.4)
Consider the subgroups HA of SL(A) and HB of SL(B) which is defined by
HA
def
= {X ∈ SL(A)|∃{gn} ∈ G s.t. ρA(gn)→ X and ρB(gn)→ 1} , (104)
HB
def
= {X ∈ SL(B)|∃{gn} ∈ G s.t. ρB(gn)→ X and ρA(gn)→ 1} (105)
We would like to prove that if dimA 6= dimB thenHA = SL(A) andHB = SL(B) (complete decoupling),
whereas if dimA = dimB then either we have a complete decoupling, or HA is in the center of SL(A)
and HB is in the center of HB.
We first notice that HA and HB are normal closed subgroups of SL(A) and SL(B) respectively. The
proof is straight forwards, and follows exactly a similar claim in the unitary decoupling lemma.
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We now use fact that SL(A) and SL(B) are “almost simple Lie groups”, both for F = R and for
F = C, which are also connected groups. Then every normal closed subgroup of them is either the whole
group or is in their center. It is easy to see that if one of them is the whole master group then so must
be the other. In such case the lemma is proved. Let us therefore assume that both subgroups are in the
center of their master groups. We would like to show that in such case we must have dimA = dimB.
We now define a homomorphismM : SL(A)/HA → SL(B)/HB. For every coset VAHA in SL(A)/HA
we find a series {gn} in G such that ρA(gn) converges to some element in VAHA and ρB(gn) converges to
some VB ∈ SL(B). The existence of such series is promised by the conditions of the lemma3 Following the
same argument of the unitary decoupling lemma we prove that M is a continuous 1− 1 homomorphism
between SL(A)/HA and SL(B)/HB. But these quotient groups are also Lie groups which can also be
viewed as smooth manifolds. The isomorphism is thus turned into diffeomorphism between two manifolds,
which can only happen if they have the same dimensions. But dimSL(A)/HA = dimSL(A) because HA
is finite, and similarly dimSL(B)/HB = dimSL(B). Therefore dimSL(A) = dimSL(B) which gives us
dimA = dimB.
B Variants of the Solovay-Kitaev algorithm
We now prove Theorem 7.6. We follow very closely the derivation of Dawson & Nielsen in Ref [38].
We are given an ǫ0-net over BR(M), whose members are transformations in SL(M,C) (the complex
case) or SL(M,R) (the real case). The size of ǫ0 depends on m
def
= dimM and on R. We will not give
an explicit formula for it, but instead assume that is small enough (but finite!). By a close inspection of
the derivation, one can easily find the desired size of ǫ0.
The SK algorithm is basically a recursive routine that receives a transformation V (not necessary
unitary - but inside BR(M)), and an integer n, and returns Vn - the n’th order approximation for V .
The distance between Vn and V is smaller than ǫn
def
= c−1(cǫ0)(3/2)
n
, for some constant c < 1/ǫ0, thereby
providing a super-exponential convergence.
The main idea of the algorithm is unchanged. The goal is to find an ǫn-approximation for ∆
def
= V V −1n−1.
This is done by finding a product of commutators that approximate ∆ to a factor ofO(ǫ3/2n−1), while making
sure that the matrices in the commutators are at most O(ǫ1/2n−1) away from unity. This approximation,
however, is not given in terms of the generators. Therefore in the last step, we find a ǫn−1 approximation
to the every matrix that appears in the commutators in terms of the generators, and use the following
3Notice that this is essential the only difference between the unitary and non-unitary decoupling lemmas. In the unitary
case, the existence of such converging series is always promised due to the compactness of the unitary groups. We do not
know if this is so in the non-unitary case, hence we used the extra condition.
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general property of the group commutator: if V˜ , W˜ are are an ǫ approximation for V,W , and in addition
the distance of V,W from unity is δ, then∥∥∥JV,W K − JV˜ , W˜ K∥∥∥ = O(ǫδ) . (106)
(see Lemma B.2). This allows us to give an ǫ
3/2
n−1 approximation of ∆ in terms of the generators.
The overall result is that we find Vn such that ||V −Vn|| ≤ ǫ(3/2)
n
0 . Vn is a product of 13
n generators,
and constructing it takes a similar number of steps. Yet the super-exponential convergence provides the
promised asymptomatic. This asymptotic is probably not an optimal one, yet it is simple to derive and
suffice for our purpose.
We begin by presenting a pseudo-code version of the algorithm, followed by an analysis of its routines.
Most of them are the same for the complex and real cases, except for the GC-Unitary-Approx routine,
for which we supply a different version for each case.
B.1 A pseudo-code of the algorithm
function SK( Gate V ∈ BR(M), depth n)
if (n == 0):
. Return Basic-Approximation(V)
else
. Set Vn = SK(V, n− 1)
. Set ∆ = V V −1n−1
. Set A,P = Polar-Decomp(∆)
. Set VA,WA = GC-Unitary-Approx(A)
. Set Vo,Wo, Ve,We = GC-Hermitian-Approx(A)
. Set V ′A,W
′
A, V
′
o ,W
′
o, V
′
e ,W
′
e = SK(VA,WA, Vo,Wo, Ve,We, n− 1)
. Set ∆′ = JV ′A,W
′
AK · JV ′o ,W ′oK · JV ′e ,W ′eK
. Return ∆′Vn−1
B.2 The Basic-Approximation(V ) function
This function returns the zero approximation to V ∈ BR(M). This is a single generator whose distance
from V is smaller than ǫ0. Such a generator must exist by the condition of the ǫ0-net. As this net is
finite, the search can be done in a finite time with a naive search.
The necessity of the ǫ0-net to be finite is the reason why we limit ourselves for transformation in
BR(M) instead of the full group SL(M,C) (or SL(M,R)), whose volume is infinite.
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B.3 The Polar-Decomp(∆) function
The Polar-Decomp(∆) routine gets a general invertible matrix ∆ with ||∆− 1|| ≤ ǫn−1 and returns its
polar-decomposition
∆ = AP , (107)
with ||A− 1||, ||P − 1|| = O(ǫn−1). The polar-decomposition is a standard procedure which can be done
efficiently. In the complex case, A is a unitary matrix and P is a positive-definite Hermitian matrix. In
the real case, A is an orthogonal matrix while P is a real positive-definite matrix.
The next lemma promises us that if ∆ is close enough to 1, then also P and A will be close to 1.
Lemma B.1 For small enough ǫ, if ||∆− 1|| ≤ ǫ and ∆ = AP with det∆ = 1 then ||A− 1|| ≤ Cǫ and
||P − 1|| ≤ Cǫ for some constant C which only depends on m.
Proof: Since A is unitary (or orthogonal) then ||P || = ||∆||. But ||∆|| = ||∆−1+1|| ≤ ||∆−1||+1 ≤ 1+ǫ.
Therefore ||P || ≤ 1 + ǫ.
P is positive-definite Hermitian matrix and is therefore diagonalizable with eigenvalues r1 ≥ r2 ≥
. . . ≥ rm > 0. In addition, as detP = 1, we have
∏
i ri = 1. It follows that ||P || = r1 ≤ 1 + ǫ. But since∏
i ri = 1 it also follows that rm ≥ (1 + ǫ)−(m−1) ≥ 1−C1ǫ, with C′ being a constant that depends only
on m. Combining these two results, we find that there are two m-dependent constants C1, C2 such that
||P − 1|| ≤ C1ǫ and ||P−1 − 1|| ≤ C2ǫ. Finally, as A = ∆P−1, we there is an m-dependent constant C3
such that |A− 1|| ≤ C3ǫ. Taking C = max(C1, C2, C3) proves the lemma. 2
B.4 The GC-Unitary-Approx(A) routine (complex case)
This routine receives a special-unitary matrix A with ||A−1|| ≤ ǫ, and (for epsilon small enough) returns
two special-unitary matrices VA,WA such that ||WA − 1||, ||VA − 1|| ≤ C1ǫ1/2 and ||A − JVA,WAK|| ≤
C2ǫ
3/2. Note that as VA,WA have unit determinant, then for small enough ǫ, they are inside BR(M).
Again, this condition is guaranteed to hold provided ǫ0 is small enough.
The description of this function is given in [38].
B.5 The GC-Unitary-Approx(A) routine (real case)
The real case is similar to the complex case, only that here A is a real orthogonal matrix, and resulting
matrices VA,WA are real matrices (in order to have them in B(M,R)) - though not orthogonal.
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Consider then an orthogonal matrix A with ||A− 1|| ≤ ǫ. It is well-known that A admits a canonical
form in which it is block-diagonal with 2× 2 blocks of the form
O(θ) =

 cos θ sin θ
− sin θ cos θ

 , (108)
and an optional diagonal term of 1 (when dimM is odd). . The canonical basis is connected to the
standard basis of A via an orthogonal transformation, hence we will assume without loss of generality
that A is already given in its canonical form. We will now work in every block separately.
The one-dimensional block, if exists, is trivially taken care of by also setting VA,WA to be 1. In the
2× 2 blocks, we first work in the diagonalizing basis using the transformation
S
def
=
1√
2

 1 i
i 1

 , (109)
which gives us
S†O(θ)S =

 eiθ 0
0 e−iθ

 = exp

 iθ 0
0 −iθ

 def= eiH . (110)
Notice that the condition ||O(θ) − 1|| = O(ǫ) implies ||H || = |θ| = O(ǫ).
Consider the two traceless and Hermitian matrices
F
def
=
√
θ/2

 0 1
1 0

 , G def= i√θ/2

 0 1
−1 0

 . (111)
It is easy to verify that [F,G] = iH and that ||F ||, ||G|| = O(√||H ||) = O(ǫ1/2). Here [F,G] def= FG−GF
is the Lie commutator, not to be confused with the group commutator. Defining V ′A
def
= eF andW ′A
def
= eG,
it is easy to see that ||V ′A − 1||, ||W ′A − 1|| = O(ǫ1/2). We now use a general exponential expansion to
deduce that for every matrices A,B with ||A||, ||B|| ≤ δ, necessarily,∥∥∥e[A,B] − JeA, eBK∥∥∥ ≤ cδ3 , (112)
for some c ≈ 4 . This implies that ∥∥eiH − JV ′A,W ′AK∥∥ = O(ǫ3/2) . (113)
Finally, going back to the original basis, we define
VA
def
= SV ′AS
† = eSFS
†
, and WA
def
= SW ′AS
† = eSGS
†
, (114)
which gives ∥∥∥O(θ) − JVA,WAK∥∥∥ = O(ǫ3/2) . (115)
It is easy to verify that SFS† = F , while SGS† = diag(
√
θ/2,−√θ/2). Therefore VA,WA are in
SL(M,R) as required.
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B.6 The GC-Hermitian-Approx(P) routine
This routine gets an Hermitian matrix P with ||P − 1|| ≤ ǫ and returns four matrices Vo,Wo, Ve,We ∈
BR(M), whose distance from 1 is O(ǫ1/2), and∥∥∥JVo,WoK · JVe,WeK− P∥∥∥ = O(ǫ3/2) . (116)
Its structure is similar to the structure of the GC-Unitary-Approx routine in the real case, only that
now we work with a positive-definite, Hermitian matrix P (in the real case P is symmetric).
We assume without loss of generality that P is given in its diagonal form P = diag(r1, . . . , rm) with
r1 ≥ r2 ≥ . . . ≥ rm > 0 and r1 · r2 · . . . · rm = 1. This is because the diagonalizing matrix is either unitary
(in the complex case) or is orthogonal (in the real case).
As in the previous routine, we would like to work with pairs of eigenvalues with opposite signs.
We do that by decomposing P into a product of two diagonal matrices P = Po · Pe where Po =
diag(λ1, 1/λ1, λ3, 1/λ3, . . .) (odd indices) and Pe = diag(1, λ2, 1/λ2, λ4, 1/λ4, . . .) (even indices). It is
easy to verify from the condition ||P − 1|| ≤ ǫ that ||Po − 1||, ||Pe − 1|| = O(ǫ).
Consider now a (λ, 1/λ) block in either matrices. It can be written as eH with H = diag(θ,−θ), and
eθ = λ. Using the same trick that we used in the previous routine, we may write H = [F,G] with
F
def
=
√
θ/2

 0 1
1 0

 , G def= √θ/2

 0 1
−1 0

 . (117)
By the same arguments that were given in the previous routine, V = eF and W = eG are both det = 1,
real matrices, with ||V − 1||, ||W − 1|| = O(ǫ1/2), and∥∥∥∥∥∥

 λ 0
0 1/λ

− JV,W K
∥∥∥∥∥∥ = O(ǫ3/2) . (118)
The fact that V,W are real matrices is crucial to the real case where we must work with matrices from
SL(M,R).
Performing the above decomposition for every 2×2 block in Po, Pe, it follows that we can find matrices
Vo,Wo, Ve, Ve in BR(M) whose distance from the unity is O(ǫ1/2) and which satisfy Eq. (116).
B.7 Approximating the commutators in the main routine
The distance between the output of the main routine and V is ||∆′Vn−1 − V || = ||∆′Vn−1 −∆Vn−1|| ≤
(R + 1)||∆′ −∆||. The last equality follows from the fact that Vn−1 ∈ BR(M), hence ||Vn−1|| ≤ R+ 1.
Let us now estimate ||∆′ −∆||. We use the following result that generalizes Lemma 1 in page 9 of
Ref [38]:
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Lemma B.2 Let V,W, V˜ , W˜ be four matrices such that ||V−V˜ ||, ||W−W˜ || ≤ ǫ and ||V −1||, ||W−1|| ≤ δ.
Then (for ǫ, δ small enough) there exists a constant C such that∥∥∥JV,W K− JV˜ , W˜ K∥∥∥ ≤ Cǫδ . (119)
Proof:
We expand V˜ , W˜ in ǫ by
V˜ = V + ǫA+O(ǫ2) , (120)
W˜ = W + ǫB +O(ǫ2) . (121)
Then it is easy to verify that
V˜ −1 = V −1 − ǫV −1AV −1 +O(ǫ2) , (122)
W˜−1 = W−1 − ǫW−1BW−1 +O(ǫ2) . (123)
Plugging this into V˜ W˜ V˜ −1W˜−1 we obtain
V˜ W˜ V˜ −1W˜−1 = VWV −1W−1 + ǫAWV −1W−1 + ǫV BV −1W−1 (124)
− ǫV WV −1AV −1W−1 − ǫVWV −1W−1BW−1 +O(ǫ2) (125)
We wish to bound the norm of the terms linear in ǫ. There are four such terms. Consider the terms that
involve A (other two terms are treated similarly). As ||W ||, ||W−1|| are bounded from above, we get:
||AWV −1W−1 −WV −1AV −1W−1|| ≤ C||AWV −1 −WV −1AV −1|| . (126)
Now expand W = 1+ δD and plug it in the RHS of the above equation. We get
||A(1+ δD)V −1 − (1+ δD)V −1AV −1|| = ||AV −1 − V −1AV −1 +O(δ)|| (127)
≤ ||1− V −1|| · ||A|| · ||V −1||+O(δ) . (128)
However, by virtue of our ǫ-expansion, ||A|| = O(1) and ||V −1|| is also bounded since ||V − 1|| ≤ δ.
Therefore, we are left with ||V −1 − 1|| which is O(δ). We have thus shown that lowest non-trivial order
is ǫδ.
2
With the last Lemma, we are able to show that ||∆′−∆|| ≤ Cǫ3/2n−1. Indeed by the previous reasoning
we have ∆ = JVA,WAK ·JVo,WoK ·JVe,WeK, and ∆′ = JV ′A,W ′AK ·JV ′o ,W ′oK ·JV ′e ,W ′eK, with all the unprimed
matrices within distance O(ǫ1/2n−1) from 1. Also, by the recursive application of the SK routine, the distance
of the primed matrices from the unprimed matrices is O(ǫn−1). Using the last lemma, we get∥∥∥JVA,WAK− JV ′A,W ′AK∥∥∥ = O(ǫ3/2) , (129)
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and similarly ∥∥∥JVo,WoK− JV ′o ,W ′oK∥∥∥ = O(ǫ3/2) , ∥∥∥JVe,WeK− JV ′e ,W ′eK∥∥∥ = O(ǫ3/2) . (130)
Therefore ||∆′ −∆|| = O(ǫ3/2n−1). A careful examination of the previous steps (which we omitted for sake
of clarity) reveals that the statement can be written as
||∆′ −∆|| ≤ Cǫ3/2n−1 , (131)
with C being some constant that depends on m and R.
B.8 Verifying the asymptotic
We will now prove by induction that ||Vn − V || ≤ ǫn def= c−1(cǫ0)(3/2)n , for some constant c, and that Vn
is a product of 11n generators.
For n = 0 the statement is trivially true. Assume that it is true for n− 1 and consider the n’th case.
Using the result of the last section, we have
||Vn − V || ≤ Cǫ3/2n−1 = C
[
c−1(cǫ0)(3/2)
n−1
]3/2
= Cc−1/2ǫn . (132)
Therefore choosing c = C2 and making sure that cǫ0 < 1 gives the desired result.
Finally, if Vn−1, V ′A,W
′
A, V
′
o ,W
′
o, V
′
e ,W
′
e are all products of 13
n−1 generators then it is clear from the
formula of Vn that it contains 13
n generators.
This completes the proof of the non-unitary Solovey-Kitaev theorem.
C Proof of improved 8-strands density and efficiency theorem
(Theorem 10.3)
We first list the different subspaces that make up H∗8 when q = 3. In such case d =
√
3 = 2 cosπ/6, and
we have an Hermitian representation that is defined using a finite auxiliary graph with 5 sites. Indeed,
the first 6 entries of the general eigenvalue that is described in Eqs. (29-33) are π = (1,
√
3, 2,
√
3, 1, 0, . . .).
Therefore H∗8 has a finite dimension, and can write down its decomposition to the subspaces H8,k→ℓ with
k, ℓ ∈ {1, 2, 3, 4, 5} and even |k − ℓ|. An easy calculation shows that there are exactly 13 such subspaces,
with a total dimensionality of 378. They are fully listed in Table 2.
Because of the fact that πi = π6−i, it is easy to see that the spacesH8,i→j are isomorphic toH8,6−i→6−j
with respect to the Φi operators, and consequently the crossings operators. Moreover, under the trans-
formation |p1, p2, . . . , p9〉 7→ |6− p1, 6− p2, . . . , 6− p9〉, these operators retain the same matrix form. In
addition we can prove that the spaces H8,i→j are isomorphic to H8,j→i.
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dim Subspaces
14 H8,1→1, H8,5→5
13 H8,1→5, H8,5→1
27 H8,1→3, H8,3→1, H8,3→5, H8,5→3
40 H8,2→4, H8,4→2
41 H8,2→2, H8,4→4
54 H8,3→3
Table 2: The list of subspaces that make up the full 8-steps space H∗8 for q = 3. Subspaces with the same
dimensionality are isomorphic to each other with respect to the path representation.
It follows that all subspaces with the same dimensionality are isomorphic to each other. They are
therefore grouped in same line in Table 2.
The first step of the proof is to show that in every subspace H8,k→ℓ, the normalized crossing operators
σˆ1, . . . , σˆ7 create a dense subgroup, either in SL(H8,k→ℓ,C) or in SL(H8,k→ℓ,R). Notice that according
to Lemma XXX, we need not care about the actual normalization of these operators, because in the
end we always use the commutator group, which cancels them out. In addition, due to the isomorphism
between subspaces of equal dimensionality, it is enough to prove density over six subspaces of different
dimensionality.
To prove density in a general H8,k→ℓ, we follow the same steps we took in the density proof of H8,1→1.
We first establish an SL(2,C) or SL(2,R) density on a two-dimensional subspaces (the seeding), and then
build up density on larger and larger subspaces using the non-unitary Bridge and Decoupling lemmas.
The trickiest part of the proof is the first part, the seeding. We need to find a two dimensional subspace
and a pair of operators Φi,Φi+1 which operate inside that subspace. Then the corresponding crossing
operators will also operate inside that subspace. In the H8,1→1 case this was done by finding a path (|p1〉
in Fig. 10) which is a non-trivial eigenvector of some Φi (Φ1 in the H8,1→1 case). This vector is mixed
with another vector (|p2〉 in Fig. 10) by either Φi+1 or Φi−1, while at the same time, the other vector is
sent to zero under the action of Φi.
Such non-trivial eigenvector can always be found if H8,k→ℓ contains “zigzag” paths that “hit the
ceiling or the floor”. More precisely, we are looking for paths that contain a passage like 1 → 2 → 1
or 5 → 4 → 5. When this happens at the i, i + 1 steps, then such a path is an eigenvalue of Φi with
eigenvalue d. The reason is that when Φi acts on a path |. . . ℓ, ℓ+ 1, ℓ . . .〉, or |. . . ℓ, ℓ− 1, ℓ . . .〉, it will
transform it to a linear combinations of |. . . ℓ, ℓ± 1, ℓ . . .〉. But when ℓ is the first or last site (ℓ = 1 or
ℓ = 5 respectively), one of the eigenvectors does not exists, hence the other becomes an eigenvector.
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It is easy to see that such “zigzag” paths must exist in all of the subspaces of Table 2 because we are
dealing with 8-steps paths over a graph with only 5 vertices; no matter where we start, we can always
reach the one end and bounce back. Finally, it is also easy to check that the two-dimensional matrices
always have the same form - independently of the subspace that we work in - and therefore the density
criteria that is given in Definition XXX is valid also here.
The next step is the use density on the two-dimensional space and prove density over larger and larger
spaces using the Bridge lemma and the decoupling lemma. This step can probably be done generally
for a large class of subspaces, using some kind of an induction argument. However, as we are interested
solely in q = 3, we opted for a brute-force solution. We designed a simple computer code that found a
series of moves consisting of an altering application of the Bridge and Decoupling lemmas that establish
density in each subspace. Not surprisingly, the details of the derivation in each subspace is far too long
and tedious to be given here.
After we established density on every subspace, we can use the non-unitary Decoupling Lemma 9.4
to prove that spaces with different dimensionality decouple. In other words, we can approximate any
operator on V on H∗8 using the normalized crossing operators provided that: 1) V is block-diagonal on
the subspaces of Table 2, and 2) blocks with the same dimensionality are coupled to each other by the
similarity transformation that defines the isomorphism of these subspaces.
We now wish to use the Solovey-Kitaev theorem to generate such approximations efficiently. Looking
at the proof of the non-unitary Solovey-Kitaev theorem that is given in Appendix B, shows that it is easy
to generalize it to a direct sum of spaces. More precisely, the generalization goes as follows: we define
M1, . . .Mk to be finite subspaces, and look atM =M1⊕ . . .⊕Mk. We wish to approximate any operator
in BR(M), which is the set of transformations V such that: 1) V is block diagonal on M according to
the Mi blocks, 2) at every block it belongs to SL(Mi,C) (or SL(Mi,R)), and 3) ||V − 1|| < R. This
is done using a set of generators that create an ǫ0-net over BR(M) for some ǫ0 that depends on the
dimensionality of the various Mi spaces, as well as on R.
The fact that we establish density, independently, over all the subspaces of H∗8 with different dimen-
sionality, means that we can use the generalized Solovey-Kitaev for a direct sum of spaces with different
dimensionality. In other words, we take M1, . . . ,M6 to be representatives from each dimensionality class
in Table 2, with M1 = H8,1→1. We will use the generalized Solovey-Kitaev on M =M1 ⊕ . . .⊕M6.
Consider a two-qubits gate U and its encoded version U which operates on H8,1→1. We can extend
U to be a block operator on M by setting to 1 over all the other five blocks. Then we use the extended
Solovey-Kitaev theorem to find an ǫ-approximation V to UnU for some ǫ > 0, using the normalized
crossing operators. How does V behaves on the subspaces which are included in M? By virtue of the
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isomorphism between these spaces to their representative inM , we conclude that V is either conjugate to
a ǫ-approximation of the unity matrix or to a ǫ-approximation of U . In both cases, since the conjugation is
done by a unitary matrix, the norm of V is bounded by 1+ ǫ. To summarize, we found an approximation
V in terms of the normalized crossing operators, such that
||V − U ||H8,1→1 ≤ ǫ , (133)
and
||V ||H∗
8
≤ 1 + ǫ . (134)
Lastly, we write the approximation V in terms of the un-normalized crossing operators, and we recover
the GTL(d) element T such that V = ∆−1T ρ(T ). Substituting this in the two equations above, and using
the fact that || · ||L8 ≤ || · ||H8,1→1 proves the theorem.
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