Abstract. We investigate the structure of crossed product von Neumann algebras arising from Bogoljubov actions of countable groups on Shlyakhtenko's free Araki-Woods factors. Among other results, we settle the questions of factoriality and Connes' type classification. We moreover provide general criteria regarding fullness and strong solidity. As an application of our main results, we obtain examples of type III0 factors that are prime, have no Cartan subalgebra and possess a maximal amenable abelian subalgebra. We also obtain a new class of strongly solid type III factors with prescribed Connes' invariants that are not isomorphic to any free Araki-Woods factors.
Introduction and statement of the main results
Free Araki-Woods factors were introduced by Shlyakhtenko in [Sh96] using Voiculescu's free Gaussian functor [Vo85, VDN92] . To any strongly continuous orthogonal representation U : R H R , one can associate a von Neumann algebra Γ(H R , U ) ′′ , called the free Araki-Woods von Neumann algebra, that is endowed with a canonical faithful normal state ϕ U , called the free quasi-free state. We refer the reader to Section 2 for a detailed construction. Using Voiculescu's free probability theory, Shlyakhtenko settled the questions of factoriality, type classification, fullness and Connes' type III invariants for free Araki-Woods von Neumann algebras [Sh96, Sh97a, Sh97b, Sh02] (see also [Va04] ). When U = 1 H R , we have Γ(H R , 1 H R ) ′′ ∼ = L(F dim(H R ) ) and so M = Γ(H R , 1 H R ) ′′ is a free group factor. When U = 1 H R , Γ(H R , U ) ′′ is a full factor of type III. For that reason, free Araki-Woods factors are often regarded as type III analogues of free group factors.
To any countable group G and any orthogonal representation π : G H R such that U and π commute (abbreviated [U, π] = 0 hereafter), one can associate the corresponding free Bogoljubov action σ π : G Γ(H R , U ) ′′ that preserves the free quasi-free state ϕ U . We simply denote the crossed product von Neumann algebra Γ(H R , U ) ′′ ⋊ G by Γ(U, π) ′′ . We refer to the von Neumann algebra Γ(U, π) ′′ as the extension of the free Araki-Woods von Neumann algebra Γ(H R , U ) ′′ by the countable group G via the free Bogoljubov action σ π .
In this paper, we investigate the structure of entensions of free Araki-Woods factors Γ(U, π) ′′ . Among other results, we settle the questions of factoriality and Connes' type classification. We moreover provide general criteria regarding fullness and strong solidity. Our results generalize and strengthen some of the results obtained by the first named author [Ho12b] regarding the structure of crossed product type II 1 factors arising from free Bogoljubov actions of countable groups on free group factors. Moreover, we apply our results to obtain new classes of type III factors with various structural properties such as the existence of maximal amenable abelian subalgebras or the property of strong solidity, to name a few. All locally compact groups are assumed to be second countable and all (real) Hilbert spaces are assumed to be separable, unless stated otherwise.
Factoriality and Connes' type classification. Our first result settles the questions of factoriality and Connes' type classification of extensions of free Araki-Woods factors Γ(U, π) ′′ . Let G be any countable group. For every g ∈ G, we denote by C(g) = {hgh −1 | h ∈ G} the conjugacy class of g ∈ G. Recall that the FC-radical of G is defined by FC(G) = {g ∈ G | |C(g)| < +∞}. Observe that Z(G) < FC(G) < G, where Z(G) denotes the center of G.
Theorem A. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any countable group and π : G H R any orthogonal representation such that [U, π] = 0. Put M = Γ(U, π) ′′ . The following assertions hold.
(i) M is a factor if and only if π g = 1 for every g ∈ FC(G) \ {e}.
(ii) Assume that M is a factor. Then T(M ) = {t ∈ R | ∃g ∈ Z(G) such that U t = π g } .
(iii) When M is a factor, Connes' invariant T(M ) completely determines the type of M .
M is of type III 1 ⇔ T(M ) = {0}
M is of type III λ ⇔ T(M ) = 2π log λ Z with 0 < λ < 1
M is of type III 0 ⇔ T(M ) is dense in R and T(M ) = R
M is of type II 1 ⇔ T(M ) = R (iv) When M is a type III 1 factor, M has trivial bicentralizer.
One of the key elements of the proof of Theorem A is the fact that whenever π ∈ O(H R ) is a nontrivial orthogonal transformation that commutes with U , the corresponding Bogoljubov automorphism σ π ∈ Aut(Γ(H R , U ) ′′ ) is not inner (see Lemma 3.2).
Fullness and Connes' τ invariant. Whenever G is a locally compact group and ρ : G H R is a strongly continuous orthogonal representation, we define τ (ρ) as the weakest topology on G that makes ρ continuous. When G is countable, we simply denote by τ G the discrete topology on G. Following [Co74] , we say that a factor with separable predual M is full if the subgroup of inner automorphisms Inn(M ) is closed in the group of all * -automorphisms Aut(M ). If M is full, Connes' τ invariant τ (M ) is defined as the weakest topology on R that makes the modular homomorphism δ M : R → Out(M ) continuous.
Our second result shows that the extension Γ(U, π) ′′ is a full factor whenever π is faithful and π(G) is discrete in O(H R ) with respect to the strong topology. This result extends [Ho12b,  Theorem A] to the type III setting. Assuming moreover that G is infinite and that the weakest topology on R × G that makes the representation ρ : R × G H R continuous is τ (U ) × τ G , we can compute Connes' invariant τ (M ). This phenomenon is unique to the type III setting and has no analogue in the realm of type II 1 factors.
Theorem B. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any countable group and π : G H R any faithful orthogonal representation such that [U, π] = 0. Define the strongly continuous orthogonal representation ρ : R × G H R by ρ (t,g) = U t π g for every t ∈ R and every g ∈ G. Put M = Γ(U, π) ′′ .
(i) Assume that τ (π) = τ G . Then M is a full factor.
(ii) Assume that G is infinite and that τ (ρ) = τ (U ) × τ G . Then M is a full factor and τ (M ) = τ (U ).
The proof of Theorem B uses a combination of Popa's asymptotic orthogonality property [Po83] , ε-orthogonality techniques [Ho12a, Ho12b] and modular theory of ultraproduct von Neumann algebras [AH12] .
We should point out that Theorem B does not rely on Marrakchi's result [Ma16, Theorem B] (see also [Jo81] for the tracial case). Recall that for any full factor N , any countable group G and any outer action σ : G N such that the image of σ(G) is discrete in Out(N ), the crossed product M = N ⋊ G is a full factor by [Ma16, Theorem B] . The condition that the image of σ(G) is discrete in Out(N ) is rather difficult to check in general as it requires to understand the quotient group Out(N ). For the class of Bogoljubov actions σ π : G N , where N = Γ(H R , U ) ′′ , our Theorem B shows that the crossed product N ⋊ G is a full factor under the weaker assumption that π(G) is discrete in O(H R ) with respect to the strong topology, or equivalently, that σ π (G) is discrete in Aut(N ) with respect to the u-topology.
When the countable group G is amenable, combining our Theorem B, [HMV16, Theorem 3.6] and Marrakchi's very recent result [Ma18, Theorem A], we obtain the following characterization.
Corollary. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any amenable countable group and π : G H R any faithful orthogonal representation such that
The following assertions are equivalent.
(iv) For every directed set I and every cofinal ultrafilter ω on I, we have N ′ ∩ M ω = C1. Amenable and Gamma absorption. Next, we investigate absorption properties of the inclusion L(G) ⊂ Γ(U, π) ′′ with respect to amenable and/or Gamma subalgebras. Recall that a σ-finite von Neumann algebra N is said to have property Gamma if the central sequence algebra N ′ ∩ N ω is diffuse for some (or any) nonprincipal ultrafilter ω ∈ β(N) \ N. Recall also that a von Neumann subalgebra P ⊂ M is said to be with expectation if there exists a faithful normal conditional expectation E P : M → P . Our next result extends and strengthens [Ho12b, Theorems D and E] to the type III setting.
Theorem C. Let U : R H R be any strongly continuous orthogonal representation. Let G be any countable group and π : G H R any orthogonal representation such that
(ii) Assume that π : G H R is mixing. Let P ⊂ M be any von Neumann subalgebra with expectation and with property Gamma such that
The proof of Theorem C relies on [KV16, Theorem 5.1] and [HU15b, Theorem 3.1] as well as mixing techniques for inclusions of von Neumann algebras (see Appendix A). Note that item (ii) of Theorem C can also be regarded as a strengthening of item (i) of Theorem B in the case when π is mixing.
Using Theorem C as well as Theorems 6.1 and 6.2, we obtain examples of type III 0 factors, with prescribed Connes' T invariant, that are prime, have no Cartan subalgebra and possess a maximal amenable abelian subalgebra. Application 1. Let U : R H R be any mixing strongly continuous orthogonal representation. Let G ⊂ R be any countable dense subgroup and put π = U | G .
Then M = Γ(U, π) ′′ is a type III 0 factor such that T(M ) = G. Moreover, M is prime, M has no Cartan subalgebra and L(G) ⊂ M is maximal amenable.
We would like to point out that all previously known examples of maximal amenable abelian subalgebras with expectation A ⊂ M in type III factors (see [Ho14, HU15a, BH16] ) require the intermediate amenable subalgebra A ⊂ P ⊂ M to be also with expectation. That is why the terminology "maximal amenable with expectation" was used in [Ho14, HU15a, BH16] . Application 1 provides the first concrete class of abelian subalgebras with expectation in type III factors that are genuinely maximal amenable, that is, with no further assumption on the intermediate amenable subalgebra A ⊂ P ⊂ M . Indeed, for the inclusions in Application 1, any intermediate von Neumann subalgebra L(G) ⊂ P ⊂ M is automatically with expectation and so we may apply Theorem C.
Strong solidity. Following [OP07, BHV15] , a σ-finite von Neumann algebra N is said to be strongly solid if for any diffuse amenable subalgebra with expectation Q ⊂ N , the normalizer N N (Q) ′′ ⊂ N of Q inside N stays amenable, where N N (Q) = {u ∈ U (N ) | uQu * = Q}. In their breakthrough article [OP07] , Ozawa-Popa famously proved that free group factors are strongly solid. These were the first class of strongly solid type II 1 factors in the literature. Recently, generalizing the methods of Ozawa-Popa, Boutonnet-Houdayer-Vaes [BHV15] showed that free Araki-Woods factors are strongly solid, thus obtaining the first class of strongly solid type III factors.
Our next result shows that when G is amenable and π is faithful and mixing, the extension Γ(U, π) ′′ is strongly solid. We refer the reader to [Ca18, Is18] We use Theorem D to obtain a new class of strongly solid type III factors, with prescribed Connes' invariants, that are not isomorphic to any free Araki-Woods factor. Application 2. Let U : R H R be any strongly continuous orthogonal representation such that U = 1 H R and such that U has a nonzero invariant vector. Let π : Z K R be any mixing orthogonal representation such that the spectral measure of n≥1 π ⊗n is singular with respect to the Haar measure on T.
Then M is a strongly solid type III factor that has the complete metric approximation property and the Haagerup property and such that T(M ) = ker(U ) and τ (M ) = τ (U ). Moreover, M is not isomorphic to any free Araki-Woods factor. 
Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful state. We write x ϕ = ϕ(x * x) 1/2 for every x ∈ M . Recall that on Ball(M ), the topology given by · ϕ coincides with the strong topology. We denote by
x → xξ ϕ defines an embedding with dense image such that x ϕ = xξ ϕ for all x ∈ M .
Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful state. We denote by σ ϕ the modular automorphism group of the state ϕ. The centralizer M ϕ of the state ϕ is by definition the fixed point algebra of (M, σ ϕ ). The continuous core of M with respect to ϕ, denoted by c ϕ (M ), is the crossed product von Neumann algebra M ⋊ σ ϕ R. The natural inclusion π ϕ : M → c ϕ (M ) and the unitary representation λ ϕ : R → c ϕ (M ) satisfy the covariance relation 
2.2. Ultraproduct von Neumann algebras. Let M be any σ-finite von Neumann algebra. Let J be any nonempty directed set and ω any cofinal ultrafilter on J, that is, for all j 0 ∈ J, we have {j ∈ J : j ≥ j 0 } ∈ ω. Define
, which is indeed known to be a von Neumann algebra. Observe that the proof given in [Oc85, 5 .1] for the case when J = N and ω ∈ β(N)\N applies mutatis mutandis. We denote the image of (
2.3. Extensions of free Araki-Woods factors. Let U : R H R be any strongly continuous orthogonal representation. Denote by H = H R ⊗ R C = H R ⊕ iH R the complexified Hilbert space, by I : H → H : ξ + iη → ξ − iη the canonical involution on H and by A the infinitesimal generator of U : R H, that is, U t = A it for all t ∈ R. We have IAI = A −1 . Observe that j :
It is easy to see that K R ∩ iK R = {0} and that K R + iK R is dense in H. Write T = IA −1/2 . Then T is a conjugate-linear closed invertible operator on H satisfying T = T −1 and T * T = A −1 . Such an operator is called an involution on H. Moreover, we have dom(T ) = dom(A −1/2 ) and K R = {ξ ∈ dom(T ) | T ξ = ξ}. In what follows, we simply write
We introduce the full Fock space of H by
The unit vector Ω is called the vacuum vector. For all ξ ∈ H, define the left creation operator ℓ(ξ) : Following [Sh96] , the free Araki-Woods von Neumann algebra associated with
The vector state ϕ U = · Ω, Ω is called the free quasi-free state and is faithful on Γ(H R , U ) ′′ . Let ξ, η ∈ K R and write ζ = ξ + iη. Put
It is easy to see that for all n ≥ 1 and all ζ 1 , . . . ,
When ζ 1 , . . . , ζ n are all nonzero, we will denote by 
Since inner products are assumed to be linear in the first variable, we have ℓ(ξ) * ℓ(η) = ξ, η 1 = η, ξ 1 for all ξ, η ∈ H. In particular, the Wick formula from [HR14, Proposition 2.1 (ii)] is
for all ξ 1 , . . . , ξ r , η 1 , . . . , η s ∈ K R + iK R . We will repeatedly use this fact throughout. We refer to [HR14, Section 2] for further details.
The modular automorphism group σ ϕ U of the free quasi-free state ϕ U is given by σ
Let now G be any countable group and π : G H R any orthogonal representation such that U and π commute (hereafter abbreviated [U, π] = 0). Denote by π : G H the corresponding unitary representation. Using the Wick formula, for all n ≥ 0, all ζ 1 , . . . , ζ n ∈ K R + iK R and all g ∈ G, we have
The action Ad(F(π)) : G B(F(H)) leaves the free Araki-Woods von Neumann algebra Γ(H R , U ) ′′ globally invariant. We use the following terminology.
for every g ∈ G is called the free Bogoljubov action associated with the orthogonal representation π : G H R . The action σ π preserves the quasi-free state ϕ U and commute with its modular automorphism group σ ϕ U , that is,
We simply denote by Γ(U, π) ′′ = Γ(H R , U ) ′′ ⋊ σ π G the corresponding crossed product von Neumann algebra. We refer to Γ(U, π) ′′ as the extension of the free Araki-Woods von Neumann algebra Γ(H R , U ) ′′ by the countable group G via the free Bogoljubov action σ π :
Denote by E N : M → N the canonical faithful normal conditional expectation and by ϕ = ϕ U • E N the canonical faithful normal state on M . We identify the standard form L 2 (M ) with F(H) ⊗ ℓ 2 (G) via the unitary mapping
2.4. Intertwining theory. Let M be any σ-finite von Neumann algebra and
we say that A embeds with expectation into B inside M and write A M B, if there exist projections e ∈ A and f ∈ B, a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f Bf such that the inclusion θ(eAe) ⊂ f Bf is with expectation and av = vθ(a) for all a ∈ eAe.
We will need the following technical result that is essentially contained in [HV12, Lemma 2.6]. Proof. 
Factoriality and Connes' type classification
We start by proving the following well known fact about orthogonal representations of abelian locally compact second countable (lcsc) groups.
Proposition 3.1. Let G be any abelian lcsc group and ρ : G H R any irreducible strongly continuous orthogonal representation. Then dim(H R ) ∈ {1, 2}.
If dim(H R ) = 1, there exists a continuous homomorphism ε :
, and there exists an orthonormal basis of H R such that ρ : G H R has the following form:
Proof. We denote by ρ C : G H C the complexified strongly continuous unitary representation. Denote by J :
The fact that the orthogonal representation ρ is irreducible translates into the following fact for ρ C : the only closed subspaces of H C that are invariant under both ρ C (G) and J are {0} and H C .
Since G is an abelian lcsc group, we may consider the spectral measure E ρ C : B( G) → P(H C ) where B( G) is the σ-algebra of Borel subsets of G and P(H C ) is the lattice of projections of B(H C ). Then we have
We claim that there exists χ ∈ G such that supp(E ρ C ) = {χ, χ}. Indeed, otherwise we can find
is a subspace of H C that is invariant under ρ C (G) and J and such that K = {0} and K = H C . This contradicts the irreducibility of the orthogonal representation ρ. Thus, there exists χ ∈ G such that supp(E ρ C ) = {χ, χ}.
Firstly, assume that χ = χ. Since the orthogonal representation ρ is irreducible, E ρ C ({χ}) is necessarily a rank one projection and so dim C (H C ) = 1. This implies that dim R (H R ) = 1. Then there exists a continuous homomorphism ε : G → {−1, 1} such that for all g ∈ G, we have ρ g = ε g 1 H R .
Secondly, assume that χ = χ. Since the orthogonal representation ρ is irreducible, E ρ C ({χ}) is necessarily a rank one projection and so dim C (H C ) = 2. This implies that dim R (H R ) = 2. Consider the one-to-one Borel map f :
Define the Borel map ψ :
for all g, h ∈ G. Moreover, there exists an orthonormal basis of H R such that ρ : G H R has the following form:
This finishes the proof of Proposition 3.1.
We generalize [HS09, Theorem 5.1] to the setting of Bogoljubov transformations of free ArakiWoods factors.
Lemma 3.2. Let U : R H R be any strongly continuous orthogonal representation with
We show that π = 1. Since [U, π] = 0, we may define the strongly continuous orthogonal representation
There are two cases to consider.
First, assume that ρ is reducible and write
′′ and so u ∈ T1. Thus, θ = id N and so π = 1.
Secondly, assume that ρ is irreducible. Since R×Z is an abelian lcsc group, we have dim(H R ) ∈ {1, 2} by Proposition 3.1. If dim(H R ) = 1, we have θ = id N and thus π = 1. If dim(H R ) = 2, there exist 0 < λ ≤ 1 and µ > 0 and an orthonormal basis of H R such that ρ : R × Z H R has the following form:
cos(t log λ + n log µ) − sin(t log λ + n log µ) sin(t log λ + n log µ) cos(t log λ + n log µ) .
If λ = 1, U is trivial and [HS09, Theorem 5.1] implies that π = 1. If 0 < λ < 1, using [Sh96, Section 4], we know that N is a type III λ factor. Moreover, we have π = ρ (0,1) = U t where t = log µ log λ . Since T(N ) = 2π log λ Z and since σ ϕ t = θ = Ad(u), there exists k ∈ Z such that log µ log λ = t = 2πk log λ . Then log µ = 2πk and so π = ρ (0,1) = 1.
Denote by E N : M → N the canonical faithful normal conditional expectation. Denote by ϕ ∈ N * the free quasi-free state on N and put ψ = ϕ • E N ∈ M * .
(i) We start by proving the following claim.
Indeed, let x ∈ L(G) ′ ∩ M and write x = h x h u h for its Fourier decomposition where
Since σ π : G N is ϕ-preserving and since h x h 2 ϕ = x 2 ψ < +∞, it follows that x h = 0 for every h ∈ G\FC(G). Since N ⋊ FC(G) ⊂ M is σ ψ -invariant, we may denote by F : M → N ⋊ FC(G) the unique ψ-preserving conditional expectation. Then x = F(x) ∈ N ⋊ FC(G) and the claim is proven.
by Claim 3.3. By assumption and using Lemma 3.2, the action σ π : FC(G) N is outer. It follows that N ′ ∩ (N ⋊ FC(G)) = C1 and so Z(M ) = C1.
Assume that π g = 1 for some g ∈ FC(G) \ {e}. Then π k = 1 for every k ∈ C(g). This implies that x = k∈C(g) u k ∈ Z(M ) and so Z(M ) = C1.
(ii) We compute Connes' invariant T(M ). Let t ∈ R for which there exists g ∈ Z(G) such that U t = π g . Then σ ϕ t = σ π g . By construction of the crossed product von Neumann algebra M = N ⋊ G, since L(G) ⊂ M ψ and since g ∈ Z(G), we have σ ψ t = Ad(u g ) and so t ∈ T(M ). Conversely, let t ∈ T(M ). Then there exists u ∈ U (M ) such that σ
. By assumption and using Lemma 3.2, the action σ π : FC(G) N is outer. Then there exist v ∈ U (N ) and g ∈ FC(G) such that u = vu g (see e.g. [BB16, Corollary 3.11]). Thus, we have σ
Since M is a factor, π| FC(G) is faithful by item (i). Altogether, this implies that g ∈ Z(G).
(iii) We now prove that Connes' invariant T(M ) completely determines the type of M . Denote by c(N ) (resp. c(M )) the continuous core of N (resp. M ). We canonically have c(M ) = c(N )⋊G where the action c(σ π ) :
)λ ϕ (t) for every g ∈ G, every t ∈ R and every x ∈ N . We prove the following claim.
it follows that the restriction c(σ π ) : G p c(N ) p is a trace preserving action on a tracial von Neumann algebra and p c(M ) p = p c(N ) p ⋊ G. The same proof as in Claim 3.3 shows that
Since we can find an increasing sequence of nonzero finite trace projections p k ∈ L ϕ (R) such that p k → 1 strongly, the claim is proven. . Conversely, assume that T(M ) = T Z. Since T(N ) ⊂ T(M ), we have T(N ) = κT Z for some κ ∈ N. Since M is a factor, π| FC(G) is faithful and we may denote by g ∈ Z(G) the unique element such that U T = π g . Moreover, the map ε : T(M ) → Z(G) : kT → g k is a well-defined group homomorphism.
Firstly, assume that κ = 0, so that N is of type III 1 (see [Sh96] ). Since c(N ) is a factor and since c(σ π ) h is outer for every h ∈ FC(G) \ g Z (by combining [HS88, Proposition 5.4], Lemma 3.2 and item (ii)), it follows that
Using the above observation with Claim 3.4, we infer that
Since the action R R/T Z is essentially transitive, the dual action R Z(c(M )) is essentially transitive and so M is of type III λ .
Secondly, assume that κ ≥ 1. We have 1 = U κT = π g κ . Since π| FC(G) is faithful, we have g κ = 1 and so have g Z ∼ = Z/κZ. Since T(N ) = κT Z = 2π log λ 1/κ Z, N is of type III λ 1/κ (see [Sh96] ). Then ϕ is κT -periodic and we have (
We next prove the following claim.
Indeed, by Claim 3.3, we have
Applying the proof of [HS88, Theorem 3.2] to the periodic weight ϕ⊗Tr B(ℓ 2 ) , there exists t ∈ R such that Ad(v * h )
• σ π h = σ ϕ t . Lemma 3.2 implies that U t = π h and so t ∈ T(M ) and h ∈ g Z . This shows that (
Since Z(M ψ ) is discrete, M cannot be of type III 0 (see [Co72,  
In order to prove that B(M, ψ) = C1, it suffices to show that B(Q, ψ) = C1.
Put H = FC(G). Fix an enumeration {h n | n ∈ N} of H. For every n ∈ N, denote by H n the subgroup of H generated by {h 0 , . . . , h n }. Then (H n ) n is an increasing sequence of subgroups of H such that n∈N H n = H. For every n ∈ N, since H n is finitely generated and since FC(H n ) = H n , its center Z(H n ) has finite index in H n and so H n is virtually abelian. Using item (ii), Q n = N ⋊ H n is a type III 1 factor. Theorem 6.1 implies that Q n is semisolid and [HI15, Theorem 3.7] implies that Q n has trivial bicentralizer. Thus, we have B(Q n , ψ) = C1 for every n ∈ N.
For every n ∈ N, denote by E Qn : Q → Q n the unique ψ-preserving conditional expectation. Let x ∈ B(Q, ψ). Then E Qn (x) ∈ B(Q n , ψ) and so E Qn (x) = ψ(x)1. Since lim n x − E Qn (x) ψ = 0, it follows that x = ψ(x)1. Thus, we have B(Q, ψ) = C1 and so B(M, ψ) = C1. This finishes the proof of Theorem A.
Fullness
We fix the following notation. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any countable group and π : G H R any faithful orthogonal representation such that
is the almost periodic (resp. weakly mixing) part of the orthogonal representation π : G H R . Likewise, write H = H ap ⊕ H wm where H ap (resp. H wm ) is the almost periodic (resp. weakly mixing) part of the corresponding unitary representation π : G H. As usual, denote by A the infinitesimal generator of U : R H and let j :
2 (M ) of the linear span of all the elements of the form e 1 ⊗ · · · ⊗ e k ⊗ δ h where k ≥ 1, e 1 ∈ L, e 2 , . . . , e k ∈ K R + iK R , h ∈ G.
Lemma 4.1. Assume that H wm R = 0. Let L ⊂ K wm R + iK wm R be any nonzero finite dimensional subspace. Then for every
Proof. Fix an integer N ≥ 1. Since the representation π| H wm is weakly mixing and since L ⊂ K wm R + iK wm R ⊂ H wm is finite dimensional, we may choose inductively elements
be an orthonormal basis for the space L. Let ξ, η ∈ X (L) be any elements. Observe that we may and will identify
. Using Cauchy-Schwarz inequality and the assumption
For all g ∈ G and all n ∈ N, we have
Applying the above result to g 1 , . . . g N ∈ G, we obtain, using Cauchy-Schwarz inequality,
Using Claim 4.2, for all n ∈ N, we have
In the end, we obtain lim
Since this is true for every N ≥ 1, we obtain that lim n→ω P X (L) (x n ξ ϕ ) = 0.
Observe that K wm an = K wm an and that K wm an ⊂ K wm R + iK wm R is a dense subspace in H wm of elements η ∈ K wm R + iK wm R for which the map R → K wm R + iK wm R : t → U t η extends to a (K wm R + iK wm R )-valued entire analytic map. For all η ∈ K wm an , the element W (η) is entire analytic for the modular automorphism group σ ϕ and we have σ 
an any unit vector and (t n ) n∈N any real-valued sequence such that
Proof. Observe that for every t ∈ R, we have σ
Since (JW (A 1/2+itn ξ)J) n is uniformly bounded, in the ultraproduct Hilbert space L 2 (M ) ω , we have the following equalities
Using the Wick formula, for every n ∈ N, we have that 
2 (M ) of the linear span of all the elements of the form δ h or e ⊗ δ h where e ∈ K R + iK R , h ∈ G.
This implies that
Using moreover the assumption together with (4.1) and (4.2), we obtain lim n→ω W (ξ)P X (L ⊥ ) (y n ξ ϕ ) = 0. Since for every n ∈ N, we have
(i) We first consider the case when G is finite. In that case, the image of σ π (G) in Out(N ) is finite thus discrete. Then [Ma16, Theorem B] implies that M = N ⋊ G is a full factor.
We next consider the case when G is infinite. Since π(G) ⊂ O(H R ) is infinite (π is faithful) and discrete with respect to the strong topology, it follows that the weakly mixing part of π is nonzero, that is, H wm R = 0. We may then choose a unit vector ξ ∈ K wm an . Let x = (x n ) ω ∈ M ′ ∩ M ω be any element. Since x = (x n ) ω ∈ L(G) ′ ∩ M ω and since lim n→ω x n W (ξ) − W (ξ)x n ϕ = 0, Lemma 4.3 implies that x ∈ L(G) ω . We may then replace each x n by E L(G) (x n ) and assume that x = (x n ) ω where x n ∈ L(G). Since π(G) ⊂ O(H R ) is discrete with respect to the strong topology, σ π (G) ⊂ Aut(M ) is discrete with respect to the utopology. Since π is faithful and since σ π is ϕ-preserving, there exist κ > 0 and y 1 , . . . , y m ∈ N such that for all g ∈ G \ {0}, we have
we have lim n→ω x n y k − y k x n ϕ = 0 for all 1 ≤ k ≤ m. This implies that lim n→ω x n − τ (x n )1 2 = 0 and so x ∈ C1. This shows that M is full.
(ii) Assume that (t n ) n∈N is a sequence converging to 0 with respect to τ (M ). By definition, it means that the class of σ ϕ tn converges to 1 in Out(M ). Therefore, there exists a sequence of unitaries u n ∈ U (M ) such that Ad(u n ) • σ ϕ tn → id M with respect to the u-topology in Aut(M ).
with respect to the u-topology in Aut(M ). This implies that lim
We then have Ad(v * n u n ) → id M as n → ω and so Ad(v n ) • σ ϕ tn → id M as n → ω with respect to the u-topology in Aut(M ). Write v n = g∈G (v n ) g u g for the Fourier decomposition of v n in L(G). We claim that
Indeed, if (4.3) does not hold, then there exist g i ∈ G \ {e} and t i ∈ R such that σ π g i • σ ϕ t i → id N with respect to the u-topology in Aut(N ). This implies that ρ (t i ,g i ) = U t i π g i → 1 strongly, contradicting the assumption on ρ. Then (4.3) holds. For every n ∈ N, we have
Since Ad(v n ) • σ ϕ tn → id M as n → ω with respect to the u-topology in Aut(M ), we have lim n→ω v n σ ϕ tn (y k ) − y k v n ϕ = 0 for all 1 ≤ k ≤ m. This implies that lim n→ω v n − τ (v n )1 2 = 0 and so lim n→ω u n − ϕ(u n )1 ϕ = 0 . Since this is true for every nonprincipal ultrafilter ω ∈ β(N) \ N, we have lim n u n − ϕ(u n )1 ϕ = 0 and so Ad(u n ) → id M with respect to the u-topology in Aut(M ). Therefore σ ϕ tn → id with respect to the u-topology in Aut(M ). This further implies that U tn → 1 strongly which means that t n → 0 with respect to τ (U ).
Amenable and Gamma absorption
Before proving Theorem C, we state a type III version of Krogager-Vaes' result [KV16, Theorem 5.1 (2)].
Theorem 5.1. Let U : R H R be any strongly continuous orthogonal representation. Let G be any countable group and π : G H R any orthogonal representation such that
(ii) Assume that π : G H R is mixing. Let P ⊂ M be any von Neumann subalgebra with
Proof. (i) We adapt the proof of [KV16, Theorem 5.1 (2)] for the reader's convenience. Put M = Γ(U, π) ′′ and denote by ϕ the canonical faithful normal state on M . Since P ⋖ M L(G), there exists a norm one projection Φ : M, L(G) → P such that Φ| M : M → P is the unique ϕ-preserving conditional expectation. Actually there exists a unique faithful normal conditional expectation E P : M → P . Indeed, since π is weakly mixing, the ϕ-preserving action
.5] implies that there exists a unique faithful normal conditional expectation E P : M → P .
As usual, denote by A the infinitesimal generator of the strongly continuous unitary represen-
For every g ∈ G, we have Ju g J = 1 ⊗ ρ g . For every T ∈ B(F(H)), we identify T with T ⊗ 1 ∈ B(F(H) ⊗ ℓ 2 (G)). In particular, for every T ∈ B(F(H)), we have
For every unit vector e ∈ K R , denote by P e = ℓ(e)ℓ(e) * the orthogonal projection L 2 (M ) → X (Ce) where X (Ce) is the closure in L 2 (M ) of the linear span of all the elements of the form e ⊗ e 1 · · · ⊗ e k ⊗ δ h where k ≥ 0, e 1 , . . . , e k ∈ K R + iK R , h ∈ G.
Claim 5.2. For every unit vector e ∈ K R , we have Φ(P e ) = 0.
Indeed, fix an integer N ≥ 1. Since π is weakly mixing, we may choose inductively elements g 1 , . . . , g N ∈ G such that | π g i (e), π g j (e) | ≤ 1/N for all 1 ≤ i < j ≤ N . Claim 4.2 implies that X (Cπ g i (e)) ⊥ 1/N X (Cπ g j (e)) and so
Moreover, we have
This implies that φ(P e ) ≤ √ 2N −1 N . Since this is true for every N ≥ 1, we infer that φ(P e ) = 0 and so Φ(P e ) = 0 since ϕ is faithful.
Let e ∈ K R and T ∈ M, L(G) . Applying Kadison's inequality and Claim 5.2, we have
and so Φ(ℓ(e)T ) = 0. Likewise, we have Φ(T ℓ(e) * ) = 0. Using Wick formula, we obtain Φ(W (e 1 ⊗ · · · ⊗ e k )) = 0 for all k ≥ 1 and all e 1 , . . . , e k ∈ K R + iK R . This further implies that Φ(M ⊖ L(G)) = 0 and so P = L(G).
(ii) Along the lines of the proof of item (i), the proof of [KV16, Theorem 5.1 (2)] for A = L(G) and B = P applies mutatis mutandis since P ∩ L(G) is tracial. We obtain that P ⊂ L(G).
Proof of Theorem C. (i) This follows from item (i) in Theorem 5.1.
(ii) Let P ⊂ M be any von Neumann subalgebra with expectation and with property Gamma such that P ∩ L(G) is diffuse. Since P ⊂ M is with expectation and has property Gamma, [HU15b, Theorem 3.1] implies that there exists a faithful state ψ ∈ M * such that P is globally invariant under σ ψ and there exists a decreasing sequence of diffuse abelian von Neumann subalgebras
Using Lemma A.5 (i), we have
. By contradiction, assume that z ⊥ = 1 so that z = (z ⊥ ) ⊥ = 0. We consider the following two possible situations that will give a contradiction.
Firstly, assume that for every k ∈ N, we have 
is the unique ψ-preserving conditional expectation. Choose a nonprincipal ultrafilter ω ∈ β(N) \ N and define the completely positive map Φ ω : z M, L(G) z → P z. Since Φ ω | zM z is ψ-preserving, it follows that Φ ω is indeed a norm one projection such that Φ ω | zM z is normal. Therefore, P z ⋖ M L(G) and so P = P z ⊥ ⊕ P z ⋖ M L(G) by [HI17, Lemma 3.3 (v) ]. This contradicts the definition of z ⊥ . 
Secondly, assume that there exists
. This contradicts the definition of z ⊥ .
Therefore, we have P ⋖ M L(G). Applying item (ii) in Theorem 5.1, we obtain P ⊂ L(G).
Proof of Application 1. It follows from [Co72, Corollaire 1.5.7] that T(M ) = G. Since G < R is a countable dense subgroup, [Co72, Théorème 3.4.1] implies that M is a type III 0 factor. Using Theorem 6.1, M is a prime factor and using Theorem 6.2, M has no Cartan subalgebra.
Write M = N ⋊ G and denote by (u g ) g the canonical unitaries in M implementing the action σ π : G N . Denote by ψ ∈ M * the canonical faithful normal state. Observe that for every g ∈ G, we have σ
Since σ ψ : R N is continuous with respect to the u-topology and since G < R is dense, we infer that σ ψ t (P ) = P for every t ∈ R and so P ⊂ M is with expectation by [Ta71] . The previous reasoning implies that any intermediate amenable subalgebra L(G) ⊂ P ⊂ M is with expectation and Theorem C (i) implies that L(G) = P .
6. Strong solidity 6.1. Proof of Theorem D.
Proof of Theorem D. We denote by ϕ ∈ M * the canonical faithful state. Assume that G is amenable and π : G H R is a faithful mixing orthogonal representation. Without loss of generality, we may assume that ker U = {0} so that M is a type III 1 factor by Theorem A. Indeed, we may replace
) is mixing and M is a type III 1 factor by Theorem A. Since solidity is preserved under taking diffuse subalgebras with expectation, up to replacing M by M, we may assume that M is a type III 1 factor. By contradiction, assume that M is not solid. Since M is of type III and M is not solid, there exists a diffuse abelian subalgebra with expectation A ⊂ M such that the relative commutant
.10] implies that P has a nonzero amenable direct summand. This is a contradiction.
We now prove that M = Γ(U, π) ′′ is strongly solid following the proof of [BHV15, Main theorem]. We explain below the appropriate changes that are needed. As before, since strong solidity is preserved under taking diffuse subalgebras with expectation, we may assume that M is a type III 1 factor. By contradiction, assume that M is not strongly solid. Since M is a solid type III factor, the exact same reasoning as in the proof of [BHV15, Main theorem] shows that there exists a diffuse amenable subalgebra with expectation Q ⊂ M such that Q ′ ∩ M = Z(Q) and P = N M (Q) ′′ has no nonzero amenable direct summand. Choose a faithful state φ ∈ M * such that Q ⊂ M is globally invariant under σ φ . Observe that P is also globally invariant under σ φ . Denote by (N, ψ) the unique Araki-Woods factor of type III 1 endowed with any faithful normal state. We borrow notation from Appendix B. N ) ) and P = Π ϕ⊗ψ,φ⊗ψ (c φ⊗ψ (P ⊗ N ) ). By the claim in the proof of [BHV15, Main theorem], we have P ⊂ N M (Q) ′′ . Since this inclusion is with expectation and since P has no nonzero amenable direct summand by [BHR12, Proposition 2.8], it follows that N M (Q) ′′ has no nonzero amenable direct summand either.
Since the inclusion L(G) ⊂ M is mixing, since P = N M (Q) ′′ has no nonzero amenable direct summand and since L(G) is amenable, a combination of Theorem A.5 (iii) and [HI17,
Fix a nonzero finite trace projection q ∈ Q and observe that qQq M B. Since M ⊗ N is a type III 1 factor, M is a type II ∞ factor. Since L ϕ⊗ψ (R) ⊂ M is diffuse and with trace preserving conditional expectation, there exists a unitary u ∈ U (M) such that uqu * ∈ L ϕ⊗ψ (R) ⊂ B. Up to conjugating Q and P by u ∈ U (M) we may assume that q ∈ B and that qQq M B. Working inside the type II 1 factor qMq, Theorem B.1 implies that (θ t ) t does not converge uniformly to the identity on Ball(qQq). Combining [HR10, Theorem A] and [AD93, Lemma 4.6 and Theorem 4.9], the type II 1 factor qMq has the complete metric approximation property. Moreover, since L(G) ⊗ N is amenable, the qMq-qMq-bimodule Since π is faithful and mixing, Theorem D implies that M is a strongly solid factor. Let (t, n) ∈ R × Z be any element such that U t ⊗ π n = 1. Since π is mixing, we necessarily have π n = 1. This implies that n = 0 and so U t = 1. Thus, Theorem A shows that T(M ) = ker(U ). Let (t k , n k ) ∈ R × Z be any sequence such that U t k ⊗ π n k → 1 strongly as k → ∞. Since π is mixing, the sequence (n k ) k is necessarily bounded. This implies that n k = 0 for k ∈ N large enough and so U t k → 1 strongly as k → ∞. Theorem B implies that τ (M ) = τ (U ).
Denote by ϕ ∈ M * the canonical faithful state. Put
If we write z = n∈Z z n u n ∈ L(Z) for its Fourier decomposition, there exists n ∈ Z \ {0} for which z n ∈ C \ {0}. Let x ∈ U (N ϕ ) be any unitary such that ϕ(x) = 0. Since xz = zx, we have σ π n (x) = x. For every k ∈ N, we have σ π kn (x) = x and so ϕ(σ π kn (x)x * ) = 1. Since Z N is mixing, we have lim k ϕ(σ π kn (x)x * ) = ϕ(x)ϕ(x * ) = 0. This is a contradiction and so Z(M ϕ ) = C1. Thus, M ϕ is a nonamenable type II 1 factor.
Finally, we show that M is not isomorphic to any free Araki-Woods factor. By contradiction, assume that there exists a strongly continuous orthogonal representation V :
Denote by ψ ∈ M * the free quasi-free state state on M = Γ(L R , V ) ′′ . Since M ϕ is nonamenable, [HSV16, Theorem 5.1] implies that there exists a nonzero partial isometry v ∈ M such that p = v * v ∈ M ϕ , q = vv * ∈ M ψ and Ad(v) : (pM p, ϕ p ) → (qM q, ψ q ) is a state preserving isomorphism (here we simply denote
It follows that q M ψ q is nonamenable and so M ψ is a free group factor by [Sh96] . This implies that M ϕ is an interpolated free group factor [Dy92, Ra92] HI15] , we say that a σ-finite von Neumann algebra M is semisolid if for any von Neumann subalgebra with expectation Q ⊂ M that has no nonzero type I direct summand, the relative commutant Q ′ ∩M is amenable. Any nonamenable semisolid factor M is prime, that is, M does not split as the tensor product of two diffuse factors. When the countable group G is virtually abelian, we prove that the factor Γ(U, π) ′′ is semisolid for any faithful orthogonal representation π : G H R such that [U, π] = 0.
Theorem 6.1. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any virtually abelian countable group and π : G H R any faithful orthogonal representation such that [U, π] = 0.
Then Γ(U, π) ′′ is a semisolid factor. In particular, Γ(U, π) ′′ is a prime factor.
Proof. Put M = Γ(U, π) ′′ and denote by ϕ ∈ M * the canonical faithful state. Since π is faithful and dim H R ≥ 2, M is a nonamenable factor by Theorem A. Let Q ⊂ M be any von Neumann subalgebra with expectation such that Q has no nonzero type I direct summand. Since L(G) is of type I, [HV12, Lemma 2.6] (or Lemma 2.2) implies that there exists a diffuse abelian subalgebra with expectation
This shows that M is semisolid.
When the countable group G is abelian and π is weakly mixing, we moreover prove that Γ(U, π) ′′ has no Cartan subalgebra.
Theorem 6.2. Let U : R H R be any strongly continuous orthogonal representation with dim H R ≥ 2. Let G be any abelian countable group and π : G H R any faithful weakly mixing orthogonal representation such that [U, π] = 0.
Then Γ(U, π) ′′ has no Cartan subalgebra.
Proof. Put M = Γ(U, π) ′′ = N ⋊ G and denote by ϕ ∈ M * the canonical faithful state. Since π is faithful and dim H R ≥ 2, M is a nonamenable factor by Theorem A. By contradiction, assume that there exists a Cartan subalgebra A ⊂ M . If A M L(G) and since A ⊂ M is maximal abelian, we can argue exactly as in the last paragraph of the proof of Theorem D and we obtain that M = N M (A) ′′ is amenable. This is a contradiction. Therefore, we must have A M L(G). Since the orthogonal representation π : G H R is weakly mixing, the action 
Thus, qM q = L(G)q is amenable and so is M . This is a contradiction. 
• ϕ-weakly mixing if there exists a net of unitaries (u k ) k in B such that
We recall the following important examples of ϕ-mixing (resp. ϕ-weakly mixing) inclusions (see [Po03, Section 3] ). Let G be any countable group, (N, ϕ) any σ-finite von Neumann algebra endowed with any faithful normal state and σ : G (N, ϕ) any ϕ-preserving action. Put M = N ⋊ G. Denote by E N : M → N the canonical faithful normal conditional expectation and still denote by ϕ the faithful state ϕ • E N ∈ M * . Then L(G) ⊂ M ϕ . We say that the action σ : G (N, ϕ) is
• ϕ-mixing if we have
• ϕ-weakly mixing if there exists a net (
By [Po03, Section 3], if the action σ : G (N, ϕ) is ϕ-mixing (resp. ϕ-weakly mixing), then the inclusion L(G) ⊂ M is ϕ-mixing (resp. ϕ-weakly mixing).
Following [BHV15, Section 3], for any inclusion with expectation Q ⊂ M , we define the stable normalizer of Q inside M as the von Neumann subalgebra generated by the set
Likewise, following [Po01, Section 1], we define the quasi normalizer of Q inside M as the von Neumann subalgebra generated by the set
We have the following inclusions 
Proof. The proof is exactly the same as the one of [Po81, Lemma 2.3] by averaging over U (Q) and exploiting the condition Q ′ ∩ M ⊂ N . We give the details for the reader's convenience. Let x ∈ M ⊖ N and define K x ⊂ M as the weak closure in M of the convex hull of the set {uxu * | u ∈ U (Q)}. Since Q ⊂ M ϕ , the unique element y ∈ K of minimal · ϕ -norm satisfies y ∈ Q ′ ∩ M and so y ∈ N . Since E N (K x ) = {0}, we obtain y = E N (y) = 0.
By contradiction, assume that for every u ∈ U (Q), we have uxu * − x ϕ < x ϕ . Then x = 0 and for every u ∈ U (Q), we have x 2 ϕ < 2ℜ(ϕ(x * uxu * )). Taking weak limits of convex combinations of elements of the form uxu * for u ∈ U (Q), we obtain x 2 ϕ ≤ 2ℜ(ϕ(x * y)) = 0. This is a contradiction.
Lemma A.2. Let (M, ϕ) be any σ-finite von Neumann algebra endowed with any faithful normal state. Let B ⊂ M ϕ be any von Neumann subalgebra. Let 1 P ∈ B be any nonzero projection and P ⊂ 1 P B1 P any von Neumann subalgebra for which there exists a net of unitaries 
is a nonzero P -B-subbimodule that is finitely generated as a right B-module. Proceeding as in the proof of [HV12, Theorem 2.3], there exist n ≥ 1, a nonzero vector ξ ∈ M 1,n (K) and a normal * -homomorphism π : P → M n (B) such that aξ = ξπ(a) for every a ∈ P . Denote by E Mn(B) : M n (M ) → M n (B) the unique (ϕ ⊗ tr n )-preserving conditional expectation and put
, we have ξ * ∈ M n,1 (J M K), ξ * 1 P = ξ * and ξ * a = π(a)ξ * for every a ∈ P . Write ξ * = v|ξ * | for the polar decomposition of ξ * in the standard form of M n (M ). Then we have that v ∈ π(1 P )M n,1 (M 1 P ) is a nonzero partial isometry such that va = π(a)v for every a ∈ P . We moreover have that |ξ * | ∈ L 2 (M ) + and a|ξ * | = |ξ * |a for every a ∈ P . First, we prove the following claim.
Claim A.3. We have v ∈ π(1 P )M n,1 (B1 P ) and
Indeed, for every k ∈ N, we have
Therefore, we have w = 0 and so v = E Mn(B) (v) ∈ π(1 P )M n,1 (B1 P ). Likewise, let x ∈ P ′ ∩ 1 P M 1 P be any element. For every k ∈ N, we have
Since supp(yy * ) ≤ 1 P and since u k ∈ U (1 P B1 P ) for every k ∈ N, (A.1) implies
Therefore, we have y = 0 and so x = E B (x) ∈ B. Next, we prove the following claim.
Indeed, write η for the orthogonal projection of |ξ
. We show that η = 0. We still have aη = ηa for every a ∈ P . Since η ∈ L 2 (M ) ⊖ L 2 (B), since 1 P η1 P = η and since 1 P ∈ M ϕ , we may choose a sequence x j ∈ M ⊖ B such that 1 P x j 1 P = x j for every j ∈ N and x j ξ ϕ → η as j → ∞. Note that (x j ) j need not be uniformly bounded. Since P ′ ∩ 1 P M 1 P = P ′ ∩ 1 P B1 P by Claim A.3, Lemma A.1 implies that for every j ∈ N, there exists a unitary u j ∈ U (P ) such that u j x j u * j − x j ϕ ≥ x j ϕ . Then for every j ∈ N, we have
Since lim j η − x j ξ ϕ = 0, we have lim j x j ϕ = 0 and so η = 0. This shows that |ξ * | ∈ L 2 (B).
Combining Claims A.3 and A.4, we obtain that
, we obtain ξ * = 0 and so ξ = 0. This is a contradiction.
Theorem A.5. Let (M, ϕ) be any σ-finite von Neumann algebra endowed with any faithful normal state. Let B ⊂ M ϕ be any von Neumann subalgebra. The following assertions hold:
(ii) Assume that the inclusion B ⊂ M is ϕ-mixing. Let 1 P ∈ B be any nonzero projection and P ⊂ 1 P B1 P any diffuse von Neumann subalgebra. Then QN 1 P M 1 P (P ) ′′ ⊂ 1 P B1 P . (iii) Assume that the inclusion B ⊂ M is ϕ-mixing. Let 1 Q ∈ M be any nonzero projection and Q ⊂ 1 Q M 1 Q any diffuse von Neumann subalgebra with expectation. If
Proof. (i) Since the inclusion B ⊂ M is ϕ-weakly mixing, there exists a net of unitaries (u k ) k in B such that (A.1) holds. Lemma A.2 implies that QN M (B) ′′ = B.
(ii) Since P is diffuse, we may choose a net of unitaries (u k ) k in P that converges weakly to 0 as k → ∞. Since the inclusion B ⊂ M is ϕ-mixing, (A.1) holds for the net (
, there exist projections q ∈ Q and p ∈ L(G), a unital normal * -homomorphism π : qQq → pL(G)p and a nonzero partial isometry v ∈ pM q such that av = vπ(a) for every a ∈ qQq. Note that vv * ∈ (qQq) ′ ∩ qM q ⊂ QN qM q (qQq) ′′ and v * v ∈ π(qQq) ′ ∩ pM p ⊂ pBp using item (ii). For every x ∈ QN qM q (qQq), it is straightforward to see that v * xv ∈ QN pM p (π(qQq)) and so v * QN qM q (qQq) ′′ v ⊂ pBp using item (ii). This shows that vv * QN qM q (qQq) ′′ vv * M B and so QN qM q (qQq) ′′ M B. Appendix B. Popa's deformation/rigidity theory Popa's malleable deformation. Let U : R H R be any strongly continuous orthogonal representation. Let G be any countable group and π : G H R any orthogonal representation such that [U, π] = 0. Let (N, ψ) be any σ-finite von Neumann algebra endowed with a faithful normal state. Define
• M = Γ(U, π) ′′ and ϕ the canonical faithful normal state on Γ(U, π) ′′ .
• M = Γ(U ⊕ U, π ⊕ π) ′′ and ϕ the canonical faithful normal state on Γ(U ⊕ U, π ⊕ π) ′′ .
• M = (M ⊗ N ) ⋊ ϕ⊗ψ R, the continuous core of M ⊗ N with respect to ϕ ⊗ ψ.
• M = ( M ⊗ N ) ⋊ ϕ⊗ψ R, the continuous core of M ⊗ N with respect to ϕ ⊗ ψ.
• B = (L(G) ⊗ N ) ⋊ ϕ⊗ψ R, the continuous core of L(G) ⊗ N with respect to ϕ ⊗ ψ.
We can regard M as the semifinite amalgamated free product von Neumann algebra
where we identify M with the left copy of (M ⊗ N ) ⋊ ϕ⊗ψ R inside the amalgamated free product. We simply denote by τ the canonical faithful normal semifinite trace on M and by · 2 the 2-norm associated with τ . Consider the following orthogonal transformations on H R ⊕ H R : W = 1 0 0 −1 and V t = cos( , ∀t ∈ R.
Define the associated state preserving deformation (θ t , β) on M ⊗ N by θ t = Ad(F(U t )) ⊗ id N and β = Ad(F(V )) ⊗ id N .
Since V t and W commute with π ⊕ π and U ⊕ U , it follows that θ t and β commute with the actions (σ π * σ π ) ⊗ id N and σ ϕ⊗ψ . We can then extend the deformation (θ t , β) to M after defining β| B = id B and θ t | B = id B for every t ∈ R. Moreover, it is easy to check that the deformation (θ t , β) is malleable in the sense of Popa (see [Po03] ):
(i) lim t→0 x − θ t (x) 2 = 0 for all x ∈ M ∩ L 2 ( M). (ii) β 2 = id M and θ t β = βθ −t for all t ∈ R.
Since θ t , β ∈ Aut( M) are trace-preserving, we will also denote by θ t , β ∈ U (L 2 ( M)) the corresponding Koopman unitary operators.
Locating subalgebras. We can locate subalgebras of M for which the deformation (θ t ) t converges uniformly to the identity with respect to · 2 on the unit ball. . Keep the same notation as above. Let p ∈ M be any nonzero finite trace projection and P ⊂ pMp any von Neumann subalgebra. If the deformation (θ t ) t converges uniformly in · 2 on Ball(P), then P M B.
Proof. Since the deformation (θ t ) t converges uniformly in · 2 on Ball(P), there exist κ > 0 and n ∈ N large enough so that τ (θ 2 −n (u)u * ) ≥ κ for all u ∈ U (P). Now the rest of the proof is almost entirely identical to the one of [HR10, Theorem 4.3] except for some obvious modifications.
By contradiction, assume that P M B and choose a net of unitaries u k ∈ U (P) such that lim k E B (b * u k a) 2 = 0 for all a, b ∈ pM. Using Popa's malleable deformation in combination with [BHR12, Theorem 2.5] (in lieu of [CH08, Theorem 2.4]), there exists a nonzero partial isometry v ∈ p Mθ 1 (p) such that vv * ∈ pMp, v * v ∈ θ 1 (pMp) and xv = vθ 1 (x) for every x ∈ P. Using [BHR12, Claim in the proof of Theorem 3.3] (in lieu of [HR10, Claim 4.4]), we infer that
This contradicts the fact that v = 0. Thus, we have P M B.
Popa's spectral gap rigidity. We prove the following general spectral gap rigidity result inside M.
Theorem B.2 ([Ho12b, Theorem 6.5]). Keep the same notation as above. Let p ∈ M be any nonzero finite trace projection and Q ⊂ pMp any von Neumann subalgebra. Then at least one of the following assertions is true:
• There exists a nonzero projection z ∈ Z(Q ′ ∩ pMp) such that Qz ⋖ M B.
• The deformation (θ t ) t converges uniformly in · 2 on Ball(Q ′ ∩ pMp).
Proof. We follow the proof of [HI17, Theorem A.1]. Assume that the deformation (θ t ) t does not converge uniformly in · 2 on Ball(Q ′ ∩ pMp). Then there exist c > 0, a sequence (t k ) k of positive reals such that lim k t k = 0 and a sequence (x k ) k in Ball(Q ′ ∩ pMp) such that x k − θ 2t k (x k ) 2 ≥ c for all k ∈ N.
Denote by I the directed set of all pairs (ε, F) with ε > 0 and F ⊂ Ball(Q) finite subset with order relation ≤ defined by (ε 1 , F 1 ) ≤ (ε 2 , F 2 ) if and only if ε 2 ≤ ε 1 , F 1 ⊂ F 2 .
Let i = (ε, F) ∈ I and put δ = min( ε 4 , c 8 ). Choose k ∈ N large enough so that p − θ t k (p) 2 ≤ δ and a − θ t k (a) 2 ≤ ε/4 for all a ∈ F.
We deduce the following spectral gap rigidity result inside M ⊗ N . , there exists a nonzero projection p ∈ Z((Π ϕ⊗ψ,φ (q)c(Q)Π ϕ⊗ψ,φ (q)) ′ ∩ Π ϕ⊗ψ,φ (q)MΠ ϕ⊗ψ,φ (q)) such that with Q = pc(Q)p, we have that Qz is not amenable relative to B inside M for any nonzero projection z ∈ Z(Q ′ ∩ pMp). Theorem B.2 implies that the deformation (θ t ) t converges uniformly in · 2 on Ball(Q ′ ∩ pMp). Since Π ϕ⊗ψ,φ (π φ (A))p ⊂ Q ′ ∩ pMp is a von Neumann subalgebra, the deformation (θ t ) t converges uniformly in · 2 on Ball(Π ϕ⊗ψ,φ (π φ (A))p). Theorem B.1 implies that Π ϕ⊗ψ,φ (π φ (A))p M B. Since p = Π ϕ⊗ψ,φ (q)p, we have Π ϕ⊗ψ,φ (π φ (A)q) M B. Then [HU15a, Lemma 2.4] implies that A M ⊗N (L(G) ⊗ N ).
