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欧州におけるペタスケールコンピューティングの動向
　高性能コンピューティング（HPC：High Performance Computing）とは、天候、気候な
どの自然現象のシミュレーション、宇宙物理学やプラズマの解析、生命科学などの非常に
計算量が多い計算処理のことである。HPCを行う手段であるスーパーコンピュータ（HPC
システム）の性能の500位までの順位を決めるTOP500リストによると、米国の圧倒的な
強さに続いて欧州がHPCシステムの保有に向けて努力している姿が伺える。欧州のHPC
システムは、ハードウェアはほとんど外国からの調達に依存しているのが実情であるが、
ソフトウェア開発技術、そしてHPCシステムの活用技術は非常に高いレベルにあり、欧州
各国のHPCシステムをグリッドにより連携し効率よく活用することも盛んに進められて
きている。
　そして、ここへ来て欧州の HPC システムへの動きにさらなる変化が見えてきた。それ
は、米国および日本で推進しているペタスケールコンピューティング ( ペタ FLOPS レベ
ルの性能をもつスーパーコンピュータを中心とした HPC) の研究開発を注目した動きで
ある。通常、科学技術を発展させるためには、シミュレーションの大規模化、高精度化、
高速化への対応が必要で、そのためには最高位の性能をもつ HPC システムが必要となる。
欧州でも、ペタ FLOPS クラスの性能を持つ「欧州スーパーコンピュータシステム」の
保有とその活用が必須のものとして位置づけられ、2007 年１月から開始した第 7 次欧州
研究開発フレームワーク（FP7）の e‐インフラストラクチャ計画では、FP6 までに強
化してきたグリッドインフラストラクチャに加え、新規項目として「スーパーコンピュー
タシステムの配備」を採り上げている。　
　これに関連して 2006 年 6 月には、欧州の 11 カ国の HPC システムの専門家で構成す
る「欧州における高性能コンピューティングのタスクフォース（HET）」が発足してい
る。このタスクフォースの目的は、最高位の性能をもつ HPC システムや、各国内の既存
インフラストラクチャ、ソフトウェア開発などを考慮に入れた、欧州における持続可能
な HPC システムの連携（HPC エコシステム）を実現するための戦略と活動を提言する
ことである。HET が重視したのは、ペタ FLOPS クラスのコンピューティング能力をも
つ最上位クラスのリソース、およびこのようなシステムを効率的に活用するための方法
である。彼らが 2007 年 1 月にまとめた提言では、HPC システムを性能に基づき 3 層構
造に分け、その頂点となる「欧州スーパーコンピュータシステム」に焦点をあて、それ
を用いる科学技術上の主要な目的、グリッドを介した既存インフラストラクチャとの連
携配備、資金調達・利用モデル、システム上で動作すべきプログラムの選定プロセスな
どを取り上げている。
　彼らの活動によって、欧州の科学に多大な影響力を持つ欧州研究インフラ戦略フォー
ラム（ESFRI）ロードマップにおける全 35 プロジェクトの 1 つとして、「European 
High-Performance Computing Service」が組み込まれた。そして、HET の提言の具
体化に向けて、2007 年 4 月には欧州 15 ヵ国のスーパーコンピューティングセンターに
よる「Partnership for Advanced Computing in Europe」(PRACE) というイニシアティ
ブが結成されている。
　欧州はペタスケールコンピューティングの配備と活用に向けて大きく動き出した。活
用技術やソフトウェア開発技術などで優れた実績をもつ欧州の今後の動きに注目したい。
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　 高 性 能 コ ン ピ ュ ー テ ィ ン グ
（HPC：High  Pe r fo rmance 
Computing）とは、天候、気候な
どの自然現象のシミュレーショ
ン、宇宙物理学やプラズマの解析、
生命科学などの非常に計算量が多
い計算処理のことであり、HPC
を行う手段としては、スーパーコ
ンピュータやグリッドを用いる方
法がある。スーパーコンピュータ
とは、大規模な科学技術計算に用
いられる超高性能コンピュータを
指し、適用用途に応じてさまざま
なアーキテクチャがあり、その性
能は高位から下位までさまざまな
ものが存在する。ここでは、それ
らのスーパーコンピュータを総称
して「HPCシステム」という。一
方、グリッドとは、ネットワーク
上に分散した多様な計算資源や情
報資源、例えばコンピュータ、記
憶装置、可視化装置、大規模実験
観測装置などを仮想組織のメン
バーが一つの仮想コンピュータと
して利用する環境を指す。
　HPCシステムの性能の500位
までの順位を決めるTOP500リ
スト1）によると、米国の圧倒的な
強さに続いて、欧州が高性能な
HPCシステムの保有に向けて努
力している姿が伺える。そして
最近、欧州のHPCシステムへの
対応にさらなる変化が見えてき
た。これは、米国および日本で政
府主導によって推進しているペタ
スケールコンピューティング（ペ
タFLOPS注1）レベルの性能をも
つスーパーコンピュータを中心と
したHPC）の研究開発を注目した
動きである。欧州でも科学技術を
推し進めるためにはシミュレー
ションの大規模化、高精度化、高
速化への対応が必要で、そのため
には最高位の性能をもつHPCシ
ステムとその活用が必須のものと
されるようになってきた。欧州
もペタFLOPSレベルの性能をも
つHPCシステムをターゲットに
しており、それを以下では「欧州
スーパーコンピュータシステム」
と呼ぶことにする。2007年１月
から開始した第7次欧州研究開発
フレームワーク（FP7：Seventh 
Framework Programme）の e‐
インフラストラクチャ計画では、
FP6までに強化してきたグリッ
ドインフラストラクチャに追加し
て、新規に「スーパーコンピュー
タシステムの配備」を採り上げて
いる。
　この動きに関連して、2006年
の6月 に「 欧 州 に お け る 高 性 能
コ ン ピ ュ ー テ ィ ン グ の タ ス ク
フォース（HET：HPC in Europe 
Taskforce）」が 発 足 し た。HET
は、 欧 州 の11カ 国 のHPCシ ス
テムの専門家から構成されてい
る。HET設置の目的は、最高位
の性能をもつHPCシステム、欧
州各国内の既存インフラストラク
チャ、ソフトウェア開発、計算科
学における能力開発の必要性な
どを考慮した、持続可能なHPC
エコシステム（HPCシステムの連
携）を欧州に構築するための戦略
と行動を提言することであった。
そして、2007年1月、HETは検
討結果を提言としてまとめた。
　本稿では、このHETによる提
言を紹介する。まず第2章で現状
の欧州のHPCの状況を概観し、
第3章でHETによる提言内容を
示す。そして第4章で注目すべき
点について述べる。
1  はじめに ●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　
2  欧州のHPC（高性能コンピューティング）の状況 ●　●　●　●　●　●　●　●　●　●　●　●　●　
２‐１
TOP500にみる欧州の
HPCシステム保有状況
　TOP500 リストは、リンパッ
クベンチマーク注 2）性能に基づ
いたランキングである。必ずし
も実際の動作環境でのシステム
性能を反映しているとは言えな
いが、世界の HPC システムの状
況を知るものとしては意味があ
る。TOP500 リストは毎年 6 月
と 11月 に発表されている。以下
では、2007 年 6 月のリストから
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図表１　大陸別の保有性能値の推移 (TOP500 リスト内のシステムに限る )
欧州の HPC システムの状況を概
観する。
　 図 表 1 は、1997 年 6 月 か ら
2007 年 6 月までの大陸別の HPC
システムの保有性能値を、リン
パックベンチマークでの実性能値
（Rmax）の推移として示してい
る。ここでは、500 位までにラン
クされている大陸毎の全システム
の実性能値を合計して保有性能値
として示している。図表から明ら
かなように、米国の圧倒的な強さ図表  大陸別の保有性能値の推移 リスト内のシステムに限る
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図表  欧州各国の保有性能値の推移 リスト内のシステムに限る
2007年 6月のシステム数 
欧州
米国
TOP500 リストを基に科学技術動向研究センターにて作成
図表 2　欧州各国の保有性能値の推移（TOP500 リスト内のシステムに限る）
TOP500 リストを基に科学技術動向研究センターにて作成注 3）
図表  大陸別の保有性能値の推移 リスト内のシステムに限る
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2007 年 6月のシステム数 
英国42、ドイツ24、 
フランス13、スペイン６ 
（参考：日本23、米国281）
に続いて欧州が高性能な HPC シ
ステムの保有に向け努力している
姿が伺える。
　図表 2 では、欧州内の国別の保
有性能状況を、特に性能の伸びが
著しい英国、ドイツ、フランス、
注1　FLOPS（フロップス）とは、コンピュータの処理速度を表す単位であり、ペタFLOPS（フロップス）は1秒間に1千兆
回の浮動小数点演算を行うコンピュータ能力。
注2　リンパック（LINPACK：LINear equations software PACKage)ベンチマークは、主に浮動小数点演算のための連立
一次方程式の解法プログラムであり、これによるベンチマークテスト結果は、スーパーコンピュータからワークス
テーション、パーソナルコンピュータに至るまで数多くの計算機にわたり登録されている。測定結果は１秒あたり
の浮動小数点演算数として表示される。
注3　図表1、2では、TOP500に登録されているHPCシステムの合計性能を示している。例えば、英国の例では、リストに掲
載されている42のHPCシステムのそれぞれの性能の合計を求めている。単独のHPCシステムの性能 (Rmax)でみる
と、最新のTOP500リストに1位としてランクされているもので280TFLOPS（米国のDOE/NNSA/LLNL）である。ペタ
スケールコンピューティングの研究開発は、この単独でのHPC性能でペタFLOPSを越えるものを目指している。
■ 用 語 説 明 ■
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スペインをとりあげて示す。最新
の TOP500 リスト内のシステム
数で見ると、英国は 42、ドイツ
は 24、フランスは 13、そしてス
ペインが 6 となっている。参考ま
でに言うと、日本のシステム数は
23、米国のシステム数は 281 で
ある。
　HPCシステムの設置サイトとし
ては、英国では、Atomic Weapons 
Es tab l i shment（TOP500 リ
スト中 24 位）、Univers i ty of 
Reeding（36 位）、ドイツでは、
Leibniz Rechenzentrum（10位）、
Forschungszentrum Juelich
（FZJ）（18 位）、フランスでは、
Commissar ia t  a  I’Energ ie 
Atomique（CEA）（12 位と 22
位）、スペインでは、Barcelona 
Supercomputing Center（9位）な
どが、リスト中の上位にランクさ
れている。また、これ以外には、オ
ランダ、スイス、フィンランドなど
でも上位ランクの HPC システム
が拡充されている。
　注目される大規模な HPC シ
ス テ ム の 最 近 の 導 入 例 と し て
は 、英 国 の H E C T o R（ H i g h -
End Comput ing Terasca le 
Resource）が挙げられる。これ
は英国の大学の研究者に向けた
ものであり、エジンバラ大学の
Advanced Computing Facility 
（ACF）に設置される。第 1 フェー
ズのシステムは、ピーク性能で約
60TFLOPS（テラ FLOPS）であ
り、2007 年 10 月からオープンに
なる。第 2 フェーズは 2009 年の
10月に予定されており、ピーク性
能で 250TFLOPS、そして性能は
不明だが第 3 フェーズが 2011 年
FLOPSクラスの性能をもつスー
パーコンピュータシステムの保
有とその活用は必須のものとさ
れた。計画では、FP7では、FP6
までに拡充されてきたGEANT2
注6）やグリッドインフラストラク
チャは今後はアップグレードのみ
となっており、一方、スーパーコ
ンピュータ、レポジトリ（データ
や情報、プログラムなどが保管さ
れている場所）、データインフラ
ストラクチャなどが新しい要素と
して採り上げられている7）。
２‐４
ペタスケール
コンピューティングへの動き
　図表 3 に欧州でのペタスケー
ルコンピューティングへの検討の
経過を示す。
　2005 年 8 月から 2006 年 4 月
にかけて、フィンランド、フラン
ス、ドイツ、イタリア、オラン
ダ、スペインおよび英国の協力に
より設置された国際科学パネルに
より、ペタスケールコンピュー
ティングの科学的必要性が検討さ
れた。この科学的必要性の検討は、
欧州の科学および経済において、
最先端の HPC（「リーダーシップ
クラスのスーパーコンピューティ
ング」）の戦略的な役割が認識さ
れたことをきっかけに開始され
た。その中核には、個々の欧州諸
国が孤立していては、各国の研究
者およびエンジニアに対して、世
界的に競争力のあるリソースを提
供することができないという強い
思いが伺える。
　HETは、欧州の計算科学界に
に予定されている2）。
２‐２
欧州の優位性
　欧州のHPCシステムは、ハード
ウェアのほとんどを外国からの調
達に依存しているのが実情である。
しかし、ソフトウェア開発技術、そ
してHPCシステムの活用技術は
非常に高いレベルにある。具体例
と し て は、BLAS（Basic Linear 
Algebra Subprograms）注4）へ の
貢献、NAGライブラリ注5）、計算
流 体 力 学（Computational Fluid 
Dynamics）プログラム、有限要
素法プログラム、コンピュータ
化学パッケージ、統計学パッケー
ジなどの欧州発の技術が挙げられ
る。
　また活用面の優位性としては、
欧州各国に配備されている HPC
システムをグリッドにより連携し
て効率よく活用することを盛んに
進めている点が挙げられる 3～6）。
２‐３
研究開発フレームワーク
の中でのHPCの位置づけ
　第7次欧州研究開発フレーム
ワーク（FP7）におけるe‐インフ
ラストラクチャ計画では、FP6ま
でに強化してきたグリッドインフ
ラストラクチャに対し、新規項目
として「スーパーコンピュータシ
ステムの配備」を追加した。これ
は、米国、日本で政府主導で推進
しているペタスケールコンピュー
ティングの研究開発に対抗した動
きと考えられる。欧州でも、ペタ
注4　数値計算，特に線形代数的な処理を行う上で基本的な処理を定めたインターフェイス。
注5　世界トップレベルの数学者、統計学者らにより構成されるNAG研究開発チームによって開発された汎用的な科学技
術・統計計算ライブラリ。
注6　GEANT2は、汎欧州のリサーチおよび教育ネットワークであり第7世代目にあたる。最先端のサービスと地理的に
世界で最も広範囲をカバーしており、欧州の研究と教育ネットワーク (NRENs: National Research and Education 
Networks)を経由し34ヶ国にわたる接続を可能にしている。
■ 用 語 説 明 ■
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として、計算・データ処理分野の
「European High-Performance 
Computing Service」が組み込ま
れた。図表 4 にその推定費用を示
す。この推定費用には、要求する
HPCシステムの建屋、HPCシステ
ムを最適に運用するための専門技
術など、HPCサービスの全てが含
まれている。
用　　途 時期 推定費用
準備段階 2006‐2007 年 1. 6‐16 億円
中位レベル
インフラ
い く つ か（5‐10）の 中
規模のインフラを想定
2007‐2008 年から
開始
2 年ごとに
80‐160 億円
最上位（ケイ
パビリティ）
インフラ
複数を設置、異なった
2 つのアーキテクチャ
の可能性があり、異なっ
た場所に設置
2008‐2009 年から
開始
2 ～ 3 年ごとに
160‐320 億円
メンテナンス／アップグレード 年 80‐160 億円
ソフトウェア開発、最適化、トレーニングなどの支援プロジェクト 年 48‐80 億円
注７ e-Infrastructure Reflection 
Group： e-IRG は、欧州全域にわ
たって分散された電子リソースの
容易かつコスト効果の高い共有使
用のためのフレームワーク（政治
的、技術的、および管理的）の作成を
支援している。特にグリッドコン
ピューティング、ストレージそして
ネットワーキングを対象としてい
る。
■ 用 語 説 明 ■
図表 3　「欧州における高性能コンピューティングタスクフォース 」の検討経過
参考文献 10）を基に科学技術動向研究センターにて作成
2.2 欧州の優位性 
2.3 研究開発フレームワークの中でのHPCの位置づけ 
2.4 ペタスケールコンピューティングへの動き 
図表  「欧州におけ ピューティングタスクフォース 」の検討経過
2005年8月 2006年4月 6月 2007年1月
ペタスケールコンピューティング
の科学的必要性の検討 HETによる検討
 
図表４　European High-Performance Computing Service の推定費用
（推定費用は1ユーロを160円換算）
参考資料8）を基に科学技術動向研究センターにて作成
3  HET（欧州におけるHPCタスクフォース）による提言内容 ●　●　●　●　●　●　●　●　
　ここではHETが2007年1月に
EC（欧州委員会）に対して提出し
た提言内容を示す。この章の内容
は、参考文献 9～13）の内容を抜粋し
たものである。
３‐１
ペタスケール
コンピューティングの
科学的必要性
　 こ こ で は、2‐4 節 で 示 し た
2005 年 8 月から 2006 年 4 月にか
けて国際科学パネルによって作成
された報告書 13）について述べる。
　この報告書には 2010 年から
2020 年の期間にわたる「欧州に
おけるペタスケールコンピュー
ティング」に関する科学的必要性
が記述されており、HET の提言
の基礎部分として位置づけられ
る。報告書は、天候、気候学、地
球科学の分野；宇宙物理学、高エ
ネルギー物理学、プラズマ物理学
の分野；物質科学、化学、ナノ科
学の分野；生命科学分野；そして
工学分野の 5 つの分野別委員会
によってまとめられた。5 つの分
野に対し図表 5に示すアプリケー
ションが挙げられており、各々の
科学的課題および潜在的成果は、
文末参考に示すようなものであ
る。
競争力の高いリソースを提供する
ための連携強化を目的として、
2006年6月にe‐IRG注7）主催の
会議で設立された。欧州の11カ
国からの代表によって構成されて
おり、メンバーは、オーストリア
2名、フィンランド2名、フラン
ス2名、ドイツ3名、アイルラン
ド2名、イタリア2名、オランダ2
名、スペイン2名、スウェーデン
1名、スイス1名、英国3名の22名
から成る。2007年1月、HETは
検討結果を提言としてまとめた。
２‐５
欧州研究開発インフラ戦略
フォーラム（ESFRI）ロード
マップの中での位置づけ8）
　「欧州研究インフラ戦略フォー
ラ ム 」（ E S F R I ： E u r o p e a n 
Strategy Forum on Research 
Infrastructures）は、欧州の科学
に多大な影響力を持つロードマッ
プを作成した。ロードマップでは、
7 分野（社会科学・人文学；環境
科学；エネルギー；生物医学・
生命科学；材料科学；天文学、天
体物理学、核・素粒子物理学；計
算・データ処理）を対象にして、当
初 200 の提案プロジェクトをレ
ビューを経て 35 プロジェクトに
絞り込んでいる。HETの努力によ
り、このプロジェクトの中の 1 つ
科 学 技 術 動 向　2007年 10月号
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３‐２
HETの役割と対象範囲
　HET は、欧州に米国や日本の
コンピューティング性能に匹敵す
る能力を持つ有力施設が存在しな
いことを計算科学の競争力の点で
大きな問題であると述べている。
HET が重視したのは、例えばペ
タ FLOPS クラスのコンピュー
ティング能力をもつ最上位クラス
のリソース、およびこのようなシ
ステムを効率的に活用するための
方法である。図表 5 のような科
学的問題を解決するには、ハード
ウェアだけあれば十分というわけ
ではなく、ペタ FLOPS クラスの
システムには、ペタ FLOPS クラ
スに適合するソフトウェア、ス
ケーラブルなアルゴリズム、有能
な科学者が必要であると述べてい
る。また、最高性能を必要としな
い大部分の処理を実行する国立の
コンピューティングセンターとの
統合も必要であるとしている。以
上の理由により、欧州内の HPC
システム全体での持続的な連携
（これを HPC エコシステムと呼
んでいる）を検討の対象としてい
る。
３‐３
HPCシステムの連携
（HPCエコシステム）
（ 1 ）ケイパビリティと
　 キャパシティの分類
　参考文献13）では、次のように
述べてスーパーコンピュータによ
るコンピューティングを2つに大
別している。「科学計算の要件は
大きく分けて、キャパシティとケ
イパビリティに分類できる。キャ
パシティコンピューティングと
は、多数の小、中規模のプログラ
ムを異なるデータ・セットに対し
て実行する際のスループットの高
さを意味する。このスタイルのコ
ンピューティングは、グリッドに
基づくコンピューティング方式で
アクセス可能な、国または地域レ
ベルの適切なコンピューティング
能力の提供により対処することが
可能である。一方、ケイパビリティ
コンピューティングは、技術的に
はるかに困難で、協調的モードで
動作する多数のプロセッサ上での
シミュレーションに特徴付けられ
る。このようなシミュレーション
は、多くの場合、大量のメモリと
極めて多量のデータ・セットを処
理する能力を必要としており、そ
の性能は個々のプロセッサを連結
する広帯域幅で低レイテンシー
（通信で生じる遅延時間）の通信網
に依存する。そのため、疎結合の
分散コンピューティング・インフ
ラストラクチャーでは実現不可能
な単一の並列コンピュータが必要
である。国際科学パネルは、この
ケイパビリティコンピューティン
グを必要とするクラスの問題に対
しては、欧州規模でのスーパーコ
ンピュータの能力の確立が極めて
重要であると確信している。」
　また参考文献 9）では、ケイパ
ビリティコンピューティングとグ
リッドコンピューティングとの差
異を次のような例で説明してい
る。「図表 6 は、グリッド内のさ
まざまなコンポーネントのレイテ
ンシーの幅広さを示している。レ
イテンシーは信号が伝えられなけ
ればならない距離に決定的に依存
する。これは、その定義上、空間
的に（遠く）離れているシステム
が含まれるグリッドコンピュー
ティングによっては、スーパーコ
ンピュータ（ケイパビリティコン
ピューティング）のパフォーマン
スがなぜ達成されないかを説明し
ている。」
分　野 アプリケーション
①天候、気候学、地球科学 気候変動、海洋学および海上気象予報、気象学、水
文学および大気質、そして地球科学
②宇宙物理学、高エネルギー
　物理学、プラズマ物理学
宇宙物理学、素粒子物理学、プラズマ物理学
③物質科学、化学、ナノ科学 複雑な物質の理解、複雑な化学系の理解、ナノ科学
④生命科学 システム生物学、クロマチンダイナミクス、大規模
なタンパク質ダイナミクス、タンパク質の会合およ
び凝集、超分子システム、医療
⑤工学 完全なヘリコプターのシミュレーション、バイオメ
ディカル・フロー、ガスタービンおよび内燃機関、
森林火災、グリーン航空機、仮想発電所
図表５　分野とアプリケーション
図表６　通信プロセスにおける指標となるシステムおよびネットワークの
　　　　レイテンシーの概要
(HW= ハードウェア、SW=ソフトウェア) 数値は最善の推定値で、数値が低いほど良い。
通信システム レイテンシ  ー( ナノ秒 )
スーパーコンピュータ内部ネットワークHW レイテンシー 3‐5
スーパーコンピュータ内部ネットワーク SW レイテンシー 800‐2,000
商用の内部ネットワーク SW レイテンシー 2,000‐50,000
Km あたりのグラスファイバーの光速 (HW) レイテンシー 10,000
長距離プロトコル (SW) レイテンシー > 1,000,000
参考文献9）による
参考文献13）による
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（２）パフォーマンスピラミッド
　HET は、HPC システムの連携
（HPC エコシステム）の基本要素
は図表 7 で示すパフォーマンス
ピラミッドで表されるとしてい
る。ピラミッドの最上位層（0 層）
として提案されているのは、国の
財源からの資金拠出に加え、欧州
レベルの追加資金を得て構築する
少数の最高位の性能をもつ HPC
システム（これを本稿では「欧
州スーパーコンピュータシステ
ム」であるとしている）である。
HET は、最上位層のリソースは
ケイパビリティコンピューティン
グを行うシステムと位置づけてい
る。
　中間層（1層）は、国および地
域レベルの複数のHPCシステム
で、ペタFLOPSを下回る計算処
理であればこれらでほとんど対応
できる。ただし、高度なスケーラ
ビリティ（拡張性）を持ち、ペタ
FLOPSシステム用のプログラム
開発のプラットフォームとして機
能するのに必要な性能を備えてい
るものとする。　
　最下位層（2層）に該当するの
は、地域レベルの活動で、これに
は、複数の欧州諸国における科学
人材基盤の構築、地域教育を通じ
た新たな能力向上・開発などが含
まれる。
　異なった層には異なった能力の 
HPC システムが備わっているが、
ピラミッド全体には、グリッドが
サポートするそれらの間の相互接
続が含まれている。 この種のサー
ビスは、関連する計算パワーのほ
かに、例えば、効率的な格納シス
テム（ストレージシステム）、ネッ
トワーク、ミドルウェア、および
拡張性のあるソフトウェアなどを
必要とする。
（３）人的要素の重要性
　このような HPC エコシステム
をサポートするためには、さまざ
まなレベルにおいて競争力のある
開発とその他の人的要素に焦点を
当てることが重要で、例えば以下
の分野に対する投資の増強が必要
であるとしている。
・ピラミッドのあらゆるレベルに
おけるプログラム開発および
最適化スキル
・リサーチに向けたトレーニング
活動
・専門知識と科学的/技術的サ
ポートへのアクセス
・プログラムライブラリなどの成
果物へのアクセス 
・同分野および複数科学分野内
で 、 さ ま ざ ま な リ サ ー チ グ
ループ間の情報共有を促進す
るための協調ツール
３‐４
既存インフラストラクチャ
との連携
　図表７の HPC システムは、パ
フォーマンスピラミッドの上位・
下位を問わず、他のリソース同
様、欧州研究グリッド（European 
Research Grid）に統合される必
要がある。欧州研究グリッドと
は、あらゆる e‐リソースをハー
ドウェアレベル、ソフトウェアレ
ベル、通信レベルで統合した高度
な連携インフラを指す。欧州各国
に分散したリソースと人材を緊密
に統合し、最適に活用することで、
高効率の運用を実現しようとして
いる。そして、HPC システムと
グリッドとの関係については次の
ように述べている。
（1）関連するすべてのリサーチ
コンピューティングが、欧
州で最も競争力の高いレベ
ルで運用されるためには、
スーパーコンピュータシス
テムがあらゆる欧州研究グ
リッドのインフラストラク
チャの一部とならなければ
ならない。
（2）グリッド開発は、あらゆる
e リソースの統合をサポー
トするものである。科学の
研究活動は、スーパーコン
ピューティングを含む単独
の IT コンポーネントにだけ
に依存することはほとんど
なく、データの前処理、リ
アルタイムコンポーネント
（例えばセンサーグリッドを
含む）、インタラクティブ
あるいは後処理としての視
覚化などが必要となる。こ
れは、スーパーコンピュー
ティングを欧州研究グリッ
ドインフラストラクチャ全
体の一部とすることによっ
てのみ達成される。またコ
ンピューティングリソース
ピラミッドの異なった層へ
のリンクも、グリッドミド
図表  
通信システム レイテンシー (ナノ秒) 
図表  パフォーマンスピラミッド
欧州
HPCセンター
国／地域のセンター
グリッド協調
ローカルセンター
0層 最も能力の高いコンピューティングパワー
を示し、国境を越えてトップリサーチグループに
コンピューティングを提供する、欧州レベルの高
い能力のコンピューティングセンター
1層 HPCユーザーにサービスを提供し、欧
州レベルのセンターのリソースへのアクセス
を効率化するのに十分なコンピューティング
能力を備えた、国と地域のコンピューティング
センター
2層 大学、研究所、またはその他の組
織のローカルコンピューティングセンター
図表７　パフォーマンスピラミッド
参考文献9）を基に科学技術動向研究センターにて作成
科 学 技 術 動 向　2007年 10月号
18
OS（オペレーティングシステ
ム）が必要である。
・100万を超える並列タスクを処
理するために、新しいプログ
ラミングモデル、コンパイラ
技術、ランタイムシステムが
必要である。
・ペタFLOPSマシンが提供する
スケールまでの拡張性を実現
するために、科学問題に関す
る数式モデルの変更が必要で
ある。
・これらすべての方策はペタス
ケールのハードウェアを使用
するために不可欠であり、欧
州はこれらのソフトウェア関
連の開発で優位性を持ってい
る。
３‐６
大量のデータ保存に
向けた高効率、高信頼性
インフラストラクチャ 
　HPCエコシステムの一部とし
て、以下のような理由から永続的
なデータレポジトリ(データ保存
場所)の構築をさらに重視すべき
としている。
・保存される科学的データの量
は、この数十年間毎年2倍の
ペースで増加しており、この
指数関数的な増加傾向が終わ
る兆しは今のところない。
・取り扱うデータ量が膨大（ペタ
バイトレベルからエクサバイ
トレベルに迫りつつある）で
あるため、大規模複製は不可
能である。一方、このような
データのほとんどは、消失す
ると再生成が不可能なため、
体系的な障害対策（災害対策
を含む）が必要である。
・知的財産権、所有権、プライバ
シーなどに関する問題に対応
するため、徹底的なセキュリ
ティ対策を実施する必要があ
る。
３‐７
計算科学の能力開発について
　HET は、計算科学は基本的に
すべての分野において科学への取
り組み方を大きく変えうるため、
この新たなパラダイムを活用する
には大規模な教育活動を開始する
必要があるとしている。そして、
長期的に最上位層の施設の効率的
な利用と質の向上に重点をおいた
教育・研修活動を充実させるべき
であると提言している。
　具体的には、コンピュータ支援
モデリング、スケーラブルなプロ
グラム開発、既存の国有インフラ
との統合活動、計算科学全般にわ
たる能力開発を目指した研修活動
などが挙げられている。
３‐８
資金調達・利用モデル
　国際競争力のある欧州の HPC
インフラおよびそれに伴ういくつ
かの最上位層の HPC センターを
構築するためには、ハードウェ
ア調達とサポート体制のための
継続的な資金調達が必要である。
HET は、図表７の最上位層にあ
たる欧州 HPC センターインフラ
の資金調達および利用へ向けた設
計目標を述べ、これを構築するた
めに次のような資金調達・利用モ
デルを提案している。
注 ８  D E I S A（ D i s t r i b u t e d 
European Infrastructure for 
Supercomputing Applications）：
　DEISA とは FP6 がサポートす
るスーパーコンピューティング
用の分散型の欧州インフラストラ
クチャである。欧州における主要
な国立 HPC センターの連合体で
あり、現在は欧州全域を視野に入
れた持続的で実用可能な分散コン
ピューティング環境の構築と運営
を行っている。
■ 用 語 説 明 ■
ルウェアを通じて達成され
るべきである。
（3）スーパーコンピューティング
レベルでも、すべてのアプ
リケーションに対して万能
なものはなく、最適なリソー
スを選択できる柔軟な環境
が必要となる。このような
環境は、グリッド環境内で
あれば最適に実現すること
ができる。
　HPC システム間のグリッドに
よ る 連 携 は、 現 在、DEISA 注 8）
プロジェクトによって具体化され
ている。グリッド環境は、ピラミッ
ド内のすべてのリソースを透過し
て見えるような（トランスペアレ
ントな）1 つの環境とし、ピラミッ
ド内のすべてのリソースが目的に
応じて最適に使用されることを保
証する手段である。このように、
グリッドコンピューティングは、
スーパーコンピューティングと補
完関係にあるものである。
３‐５
ソフトウェアへの
注力について
　HET は、 ペ タ FLOPS ク ラ ス
のコンピューティング能力をもつ
リソースのポテンシャルを最大限
に発揮させるためには、ソフト
ウェア開発分野における重要課題
に取り組むべきとし、以下のよう
な見解を述べている。
・いかなる科学問題にも耐えう
るペタスケール性能を実現す
るためには、最上位層のハー
ドウェアのみでは不十分であ
る。
・大規模な（場合によっては異種
の）マシン群を運用するため
の、スケジューリング、アド
レス空間管理、通信、耐故障
性、拡張性、再構成といった
問題に対応するための新しい
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（１）全体目標・設計目標
　①利用に対して、リソースを最
大限に活用するための必要
条件を次のようにしている。 
・計算時間、ストレージ、サ
ポートなどのリソースは、
真 の 意 味 で の ケ イ パ ビ リ
ティコンピューティング・
リソースを必要としている
プロジェクトのみに割り当
てるべきであり、より小規
模な国家レベルのシステム
で満たされるようなニーズ
に対しては割り当てるべき
ではない。 
・リソースの割り当ては、厳
格に科学的基準に基づいて
行われなければならない。 
・リソースをあまり細かく分
割することは、ケイパビリ
ティコンピューティングの
性能低下につながるため避
けなければならない。
・効率的なリソース利用のた
めには、ケイパビリティコ
ンピューティングのための
世界トップレベルのサポー
ト体制と効率的ソフトウェ
アを構築することが絶対条
件である。
②資金調達に対しては、資金
拠出機関および将来の資金
拠出が見込まれる機関の利
益を考慮したものであるべ
きとして、次の内容を提言
している。
・資金拠出するEU加盟国お
よび関係国の科学者に対す
る利用割り当ては、各国の
合計拠出額とEC（欧州委員
会）の合計拠出額に基づい
て行われる。
・資金拠出を行わないEU加盟
国および関係国の科学者に
対する利用割り当ては、EC
の資金拠出額に基づいて行
われる。
・最上位層（0層）拠点を、
DEISAプロジェクトモデル
に従って既存の国際レベル
または国レベルの中位層（1
層）拠点に緊密に統合する
ための資金調達が必要であ
る。
・ECからの調達可能な資金の
大部分は最上位層（0層）の
リソース自体に必要である
が、この拠点および各国の
中位層（1層）拠点における
ケイパビリティコンピュー
ティング向けのソフトウェ
ア開発およびコミュニティ
指向のサポート体制の構築
にも、ECからの資金の相当
部分を確保する。 
・汎欧州科学コミュニティの
設立を支援する。 
・ECおよび協力EU加盟国・関
係国を中心とした資金拠出
に加え、計算時間やサービ
スを産業界・科学界向けに
販売することで得られる償
還も考慮に入れる。 
　また EC は、欧州がペタ FLOPS
ク ラ ス の プ ロ ト タ イ プ シ ス テ
ムの構築を可能にするため、商
用前調達段階（pre-commercial 
procurement phase）を設けるこ
とに非常に強い関心を抱いてお
り、資金調達目標には特にこれを
反映すべきであるとしている。約
2 年間の商用前調達段階には、非
欧州系の HPC 供給企業に対して
欧州のニーズを反映してもらうこ
と、研究開発活動や生産拠点の一
部を欧州に移転させることなどを
促すべきであるとしている。
（２）相互利用モデル
　 相 互 利 用 モ デ ル（ M U M ：
Mutual Utilisation Model）の導
入を提言している。相互利用モデ
ルの基本原則は、2～3 カ国の EU
加盟国・関係国からなる協調的な
調達であり、それを約1～2年ごと
に次のグループへ引き継いでいく
ことである。この資金に加え、最上
位層のシステムへの国レベルの資
金拠出を補完するため、EC も大
幅な資金拠出を行うべきである。
欧州が世界をリードする持続的な
HPCインフラを確保するには、こ
のような「スパイラル式」を採用す
る以外ないだろう。 
　EC が負担するインフラ費用に
相当する大部分のリソースは、す
べての EU 加盟国・関係国が自
由に参加できるプロジェクトに割
り当てられることになる。残りの
リソースは上記のスパイラル式の
調達への参加を約束した EU 加盟
国・関係国のプロジェクトに分配
される。すなわち、このように構
築されるシステム 1 つ 1 つにお
いて、後者の EU 加盟国・関係国
は、その拠出額に応じた割合でリ
ソースの利用が許されるべきであ
る。 
３‐９
ピアレビュープロセス
　前記のようにピラミッドの最上
位層のリソースの要件は、既存の
国別、分野別リソースに関する補
完性の原則を考慮し、科学への貢
献が最適な形で行えるように定義
されている。ピラミッド最上位層
のリソースを利用する科学者は、
数値シミュレーションを通じて科
学の進歩に貢献することが期待さ
れる科学者でなければならない。
科学者へのリソースの割り当てに
は、ピアレビューに基づく評価プ
ロセスが必要である。しかしペタ
FLOPS コンピュータのように高
度に並列化されたシステムを最大
限に利用することは難しいため、
科学的卓越性とアプリケーション
プログラムの効率性の両方を評価
する 2 層構造のレビューシステム
が必要である。
　HET は、組織、定期的なプロ
セス、そして応募資格を提示して
いる。応募資格としては以下が挙
げられている。
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・科学的卓越性
・最上位層のリソースの必要性の
実証
・計算処理、データ収集、結果分
析の実現可能性の証明。各プ
ログラムは、国、分野、また
は地域レベルで利用可能な適
切な施設で提案者が検証済み
であること。
・産業界が利用する場合には、結
果の所有権、機密性などの点
において、成果のさらに詳細
な審査が求められる。
4  特に注目すべき点 　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　
（１）ケイパビリティコンピュー
ティングの必要性について
　HET の作成した報告書には随
所にケイパビリティコンピュー
ティングの必要性が述べられてい
る。国際科学パネルの作成した科
学的必要性には、欧州には世界最
高水準の計算研究グループが複数
存在し、これらのグループにとっ
てペタ FLOPS レベルの性能が大
きく役立つこと、競争力ある科
学と研究において重要なことは、
問題を解くまでの時間（Time to 
Solution）が短縮できることであ
り、実施すべきと認められた研究
には十分なリソースをすぐに利用
できるようにすることが大切であ
ると述べられている。
　また国際科学パネルは、欧州の
科学界が複数領域において世界に
おける主導的地位を維持するため
には、リーダーシップクラスの
スーパーコンピュータの調達が不
可欠であるとし、十分な能力を
持ったコンピュータが利用できな
い場合には、欧州の科学および産
業の競争力が損なわれると述べて
いる。このようなリスクにさら
される分野としては、国際交渉
において活用される気候データ、
ITER の構築およびプロジェクト
の結果の十分な活用、完全な細胞
の理解のための生物物理学および
システム生物学の発展などが例と
して挙げられている。
（２）「欧州スーパーコンピュー
タシステム」の利用方法
について
　HET は「 欧 州 ス ー パ ー コ ン
ピュータシステム」は、ケイパビ
リティコンピューティングを行う
システムとして位置づけられる
ものであり、キャパシティコン
ピューティングの概念とは異なる
ということを、具体的なレイテン
シー（通信で生じる遅延時間）の
数値を挙げて詳細に説明してい
る。そして、ケイパビリティコン
ピューティングは、今までのアプ
ローチでは実現できないものであ
ることを強調している。
　しかし、配備すべきコンピュー
タシステムとしては、全ての学問
領域においてケイパビリティコン
ピューティングの要件を最高度に
満たすことができる単一の設計ま
たは設計思想（アーキテクチャ）
が登場する可能性はきわめて低い
ため、アーキテクチャの異なる複
数システムの必要性を強調してい
る。
　利用方法については、「欧州スー
パーコンピュータシステム」上で
のプログラムは、科学的価値の高
い、最も要求度の高い研究目的の
ために使用すべきであるとし、ピ
アレビューを通して利用プログラ
ムの選定をすることが提言されて
いる。
（３）欧州の競争力について
　HET は、米国および日本との
ギャップを縮めるためには、HPC
エコシステム全体、すなわちパ
フォーマンスピラミッドのすべて
のレベルに焦点を当てた活動を行
うことが必要であるとしている。
そして、このことによって欧州が
競争力をもつ多くの要素を見つけ
られるとしている。具体的には、
科学的ソフトウェア開発とプログ
ラム最適化への投資、ミドルウェ
アの開発、データのレポジトリお
よび効率的なネットワーキングな
どを挙げ、これまで欧州が競争力
をもつそれら要素を今後もさらに
活用すべきであるとしている。
　また 3‐5 節で、ペタ FLOPS
クラスのコンピューティングに必
要なソフトウェア開発分野におい
て取り組むべき重要課題を示した
が、そこで挙げられたペタスケー
ルコンピューティングに不可欠な
方策に対して、欧州は優位性を保
持していると述べている。 
（４）人材育成の必要性について
　3‐7 節に教育・研修活動の充
実化を通じた計算科学の能力開発
の必要性を示した。また、設備の
獲得に比べて、それを扱う人材の
獲得がさらに困難であるとし、そ
れへの投資の必要性も強く訴えて
いる。必要なスキルセットを持っ
た人材のトレーニングには数年を
要する可能性があり、それらの人
材を惹きつけ、維持する環境の構
築にも投資を行わねばならないと
言及している。
（５）非欧州の HPC 供給企業へ
の対応について
　欧州には HPC ハードウェアを
供給できる企業あるいはプロセッ
サの企業が多くはない。そのため、
非欧州企業へ欧州の HPC ニーズ
を正しく伝えることが課題とし、
彼らの R&D 活動の欧州へのシフ
トの促進、商用前調達段階による
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欧州の要望の盛込み促進などにつ
いての方策を考えている。
（６）科学的必要性で採り上げ
た科学技術分野について
　米国政府の高性能コンピュー
ティング政策でも、高性能コン
ピューティングが科学、工学にもた
らす便益が述べられている 14,15）。
この米国の提言と欧州の国際科学
パネルの検討した科学的必要性と
を比較すると、欧州では、「国の
安全」についての言及が少ないが、
ライフサイエンスで多くのアプリ
ケーションを詳細にとりあげてい
る点、また、工学分野でヘリコプ
ターのシミュレーション、森林火
災、グリーン航空機、仮想発電所
など米国には挙げられていない項
目が盛り込まれている点が興味深
い。
　全体的に、欧州のペタ FLOPS
コンピューティングの科学的必要
性では、定量的な成果より、研究
基盤として必要な理由が力説され
ている。
5  おわりに ●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　●　
【用語集】
FP7 : Seventh Framework Programme
DEISA : Distributed European Infrastructure for Supercomputing Applications
EGEE : Enabling Grid for E-sciencE
ESFRI : European Strategy Forum on Research Infrastructures
GEANT : Seventh generation of pan-European research and education network
HET : HPC in Europe Taskforce
HPC : High Performance Computing
　欧州におけるペタスケールコ
ンピューティングの動向につい
て、 主 に HET（HPC in Europe 
Taskforce）の提言から内容を抜
粋し、注目点を示した。
　科学技術を発展させるために
は、シミュレーションの大規模
化、高精度化、高速化への対応
が必要であることは日米欧で共
通である。ケイパビリティコン
ピューティングシステムの研究開
発は、現在、米国では 4 プロジェ
クト（エネルギー省の ASC 計画、
NLCF 計 画、 国 防 総 省 の HPCS
計 画、 米 国 科 学 財 団 の Cyber 
Infrastructure 計画）、日本では
１プロジェクト（次世代スーパー
コンピュータ開発利用プロジェク
ト）が推進されている。欧州にケ
イパビリティコンピューティン
グシステムとしての「欧州スー
パーコンピュータシステム」施設
を構築するという課題は、日米の
動きに対抗し、欧州の競争力の
強化を狙ったものである。HET
の活動によって、欧州の科学に
多大な影響力を持つ ESFRI（欧
州研究インフラ戦略フォーラム）
ロードマップに全 35 プロジェ
ク ト の 1 つ と し て「European 
High-Performance Computing 
Service」が組み込まれた。そし
て、HET の提言の具体化に向け
て、2007 年 4 月には欧州 15 ヵ
国のスーパーコンピューティン
グセンターによる「Partnership 
for Advanced Computing in 
Europe」( 当 初、PACE と 呼 ば
れていたが PRACE に変更され
た )16) というイニシアティブが結
成されている。PRACE は、その
目標の一つとして、2009/2010
年までに汎ヨーロッパ HPC サー
ビスの実現を掲げている。欧州が
ペタスケールコンピューティング
の配備と活用に向けて大きく動き
出したわけである。活用技術、ソ
フトウェア開発技術などの面で優
れた欧州の今後の動きに注目した
い。
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分野
アプリケーション 科学的課題および潜在的成果
天候、気候学、地球科学
気候変動
かつてない現実性と詳細さで将来の気候シナリオを表現する ｢Whole Earth System（全地球
システム）｣ モデルの能力および複雑性の増大により、温暖化の程度に対する不確定性と
想定される影響の定量化を行う。
海洋学および
海上気象予報
海洋の性質と変動をあらゆるスケールにおいて研究、理解、予測するための効率的なモデ
リングおよび予測システムの構築、政策決定のための情報提供を行う経済的に適切なアプ
リケーションの開発、政府や産業に対するサービスの構築を行う。
気象学、水文学
および大気質
社会経済面および環境面において大きく影響する、天候および洪水関連の事象を数日内に
予測する。地球表面の大気の質の理解と予測、汚染危機の際の十分に早期な警報と実際的
な軽減措置を可能とする高度なリアルタイム予測システムの開発。
地球科学
課題は、広範な学問領域に及び、地震災害の危険性の軽減、核兵器関連の条約の検証、経
済的に回収可能な石油リソースの発見増加、廃棄物の監視など、重要な科学的、社会的影
響を持つ。コンピューティング能力の増大により、精度、複雑さ、分析期間、信頼性およ
び確実性等の課題に対応でき、以前はパラメータ化していた現象を明確に解ける能力が高
まり、欧州の他のセンター、各国のセンター、そして産業界において使用可能なアプリケー
ションがもたらされる。
宇宙物理学、ＨＥＰ、プラズマ物理学
宇宙物理学
時空スケールが大きく異なるシステムや構造の取り扱い；常微分方程式や偏微分方程式の
非線形結合系は、ほとんどの場合、複素数の試行関数の空間積分や時間積分が必要である。
グランドチャレンジは、恒星および惑星の形成から宇宙全体の起源や進化に関わる問題に
までわたる。欧州プランク調査衛星のような将来の宇宙実験から期待される膨大なデータ
の評価も行う。
素粒子物理学
QCD（量子色力学）などのような量子場の理論は、CERN や DESY のような国際的な（専門）
コミュニティにおいて、理論と実験の両面から主要なトピックスである。この研究は、核
力のごとくに、素粒子および（基本的）相互作用の標準模型のより深い理解をもたらすの
みならず、標準模型を超える未知の物理学を発見するヒントを与えるであろう。
プラズマ物理学
磁気閉じ込め熱核融合炉 ITER の建設によって提起される科学および技術上の課題により、
重要な理論やモデリングへの取り組みが要求されている。実験の成功およびその安全性は、
このようなシミュレータに依存している。高温プラズマの磁気閉じ込めによる熱核融合の
実現、非線形物理学における計算上最も困難ないくつかの解決が必要である。
物質科学、化学、ナノ科学
複雑な物質の
理解
電子産業における多くのデバイスにとって中心的課題となる電子的特性と輸送特性の解
明、およびそれによる技術的に関連した物質の理解の進展。
ゴム、塗料、燃料、洗剤、機能的有機素材、化粧品、食品などの多様な素材の設計および
性能にとって中心的課題となる、核形成、成長、自己組織化、および重合のシミュレーション。
例えば、核エネルギー生成におけるプロセス、使用条件と素材組成の関係を決定するため
の、材料の機械的特性のマルチスケールな記述。このようなシミュレーションは、高効率
ガスタービンなどのエネルギー技術における、高性能素材の耐用年限の予測に極めて重要
である。
複雑な化学系の
理解
触媒作用は、複雑な物質の化学における大きな課題であり、工業化学において多くの用途
を持つ。大気化学の知識は、環境予測および保全（大気浄化）にとって不可欠である。化
学プロセスの知識の進展（ポリマーを含むソフト化学から燃焼の原子論的記述まで）によ
り、化学プロセスの耐久性が改善される。また、超分子集合体により、使用済み核燃料か
らの重元素の分離に新たな可能性が開かれている。生物化学においては、（例えば）人体
内で起こっている膨大な数の反応の詳細は全く分かっていない。将来のクリーン燃料の開
発における主要なステップにおいては、担持ナノ粒子触媒での処理が必要とされている。
ナノ科学
高速な情報処理の進歩あるいは新世代のプロセッサの開発にはデバイスの小型化が必要で
あり、それは必然的にナノエレクトロニクスに帰結する。さらに、ナノモーターなどの多
くの新しいデバイスが想定されるが、これらにはナノレベルでの機械的特性のシミュレー
ションが必要となる。すなわち接着やコーティングなどの分野における高性能複合材料に
は、ナノレオロジー、ナノ流体工学、ナノトライボロジー ( 摩擦学 ) による原子論的な記
述が必要となる。例えば、ナノデバイス・コンポーネントの複雑な磁気的およびメカノオ
プティカルな特性の記述は、ペタ FLOPS 領域のシステムでのみ可能となる。
参考　ペタスケールシステムの配備により取り組むべき科学および工学上の課題と成果
注）
注　HEP：高エネルギー物理
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分野
アプリケーション 科学的課題および潜在的成果
生命科学
システム生物学
細胞、組織、器官などの全体の挙動を表現したり、また任意の薬品の任意の器官における
最終的な排出物を予測する分解経路の評価を行うための、より高度なモデルの使用。今後
4 年間で、欧州が最初の ｢in silico（コンピュータ内での）｣ 細胞の提供を行える態勢を整える。
クロマチン
ダイナミクス
ヌクレオソーム内の DNA の構成は、転写因子の認識部位のアクセス可能性を大きく変更し、
遺伝子の機能の制御に主要な役割を果たす。ヌクレオソームのダイナミクス、ポジショニ
ング、位相、形成、化学的変化または環境の変化により引き起こされる破壊または変異の
理解は、クロマチン・モデリングを介した遺伝子制御メカニズムの理解に極めて重要であ
る。
大規模なタンパク質
ダイナミクス
タンパク質の大きい構造変化の研究。主要な課題は、タンパク質の誤った折りたたみ、変
性（アンフォールディング）、再折りたたみ（これらはプリオン発症の病理に対する理解
の主要な要素である）にある。
タンパク質の会合
および凝集
最大の課題の1つは、過密な｢細胞内にはない｣タンパク質環境のシミュレーションである。
シグナル伝達経路と関連したさまざまなタンパク質複合体の形成を「in silico」で再現可能
にすることは、細胞機能の理解の進展、およびタンパク質－タンパク質の相互作用を阻害
し得る新たな世代の薬品に道を開くものである。
超分子システム
既存のシミュレーションのプロトコルおよびコンピュータを使用している欧州のグループ
にとっては、タンパク質装置 (protein machine) を正確に表現することは依然として不可能
である。課題は、これらの装置のいくつか（リボソーム、トポイソメラーゼ、ポリメラー
ゼなど）がいかに機能するかを体系的に分析することである。
医薬
ゲノム配列解読、大規模遺伝子型決定の研究は、多遺伝子病の発症の引き金となる決定要
因のシミュレーションや、特定の集団における薬品の代謝不良、あるいは薬品の当初のター
ゲット以外の高分子と薬品の相互作用に関連した二次的効果の予見といった膨大な情報を
提供する。
工学
完全なヘリコプター
のシミュレーション
欧州のヘリコプター産業は技術およびデザインにおける革新において強固な伝統を有して
いる。計算流体力学（CFD）に基づく、回転翼機の動力学を組み合わせた、空気動力学、
航空音響学のシミュレーションは、すでに中心的な役割を果たしており、一連の設計にお
ける各段階でさらなる改善が必要である。
バイオメディカル・
フロー
人工心臓または心臓代用弁、鼻流および上気道と下気道による呼吸器系、そして人体の均
衡システムなど、人体の循環系の分野においては極めて多くの研究が行われており、バイ
オメディカル流体力学により、多くの分野において医療を改善することが可能である。こ
の分野では、実験により大幅に理解が深まっているが、未だ、流れ場、周囲の組織、ある
いはそれらの間の相互作用に対して高精度を要する問題が多く残っており、それらは生物
医学的問題の詳細な数値分析を必要としている。
ガスタービン
および内燃機関
ガスタービンやピストンエンジンにおいては、科学的な課題が多数存在する。第１に、検
討の必要がある物理的なスケールの範囲は広範であり、高速化学反応の性質（反応帯厚さ
約数 10 ミリメートル、10-6 秒）や圧力波の伝播（音速）から、バーナーのスケール（数
10 センチメートル、滞留時間 10-2 秒）あるいはシステムのスケール（ガスタービンの場
合はメートル単位）にわたっている。
森林火災
火災の進行をモデリングし、予測できる、信頼性の高い数値的ツールの開発は、安全、保全、
消防の面から重要であり（「数値的火災シミュレーター」）、リアルタイムでの災害管理にお
いても役立つ可能性がある。社会的な影響は極めて大きく、土地、建物、人命や動物の命、
農業、旅行業界、そして経済に関わる問題である。
グリーン航空機
ACARE 2020 では、航空旅客の着実な増加を可能としつつ、航空輸送が人間および環境に
与える最大限の容認可能な影響に対して、政治的に合意された目標が示されている。この
目標では、排出ガスおよび騒音の大幅な削減を目指している。また、航空輸送は 3 倍増、
事故は 80% の減少が期待されており、旅客の費用は低下（50%）、そして飛行は概ね天候
には影響を受けなくなるとされている。「グリーン航空機」が、機体およびエンジンの製
造産業の解決策である。しかし、こういった困難の多い開発は、より創造的で高品質な数
値シミュレーションおよび最適化の能力によってのみ可能となる。関連するすべての複合
的な相互作用も含めて、運行中の現実の航空機を計算できる能力が必要不可欠である。
仮想発電所
公益事業の主要な関心の 1 つが、高品質でコスト効率の高いエネルギーの生産である。発
電所の耐用年数の 60 年への延長、最適な燃料使用の保証、廃棄物の管理の改善などを含む、
いくつかの課題への直面が不可避である。これらの課題により、新世代のコードおよびシ
ミュレーション・プラットフォームとともに、高度なシミュレーションを実行するためペ
タスケールの計算機へのアクセスが必要とされている。
参考文献 13）から
科 学 技 術 動 向　2007年 10月号
24
執　筆　者
情報・通信ユニット
野村　稔
科学技術動向研究センター
技術参与
http://www.nistep.go.jp/index-j.html
◎
コンピュータ設計用 CAD の研究開発、ハ
イ・パーフォーマンス・コンピューティ
ング領域、ユビキタス領域のビジネス開
発に従事後、現職。スーパーコンピュータ、
LSI 設計技術等、情報通信分野での科学技
術動向に興味を持つ。
参考文献
1） http://www.top500.org/
2） http://www.hector.ac.uk/
3） http://www.deisa.org/
4） http://www.eu-egee.org/
5） J.Plasma Fusion Res.Vol80,No.9
（2004）グリッドコンピューティ
ングの動向について（三浦謙一）
6） http://www.geant2.net/server/
show/conWebDoc.994
7） Introduction to e-Infrastructure 
activity under FP7（Mario 
Campolargo 26th Feb. 2007）
8） ESFRI European Roadmap 
for Research Infrastructures 
Report 2006（p65）
9 ）   A  s u s t a i n a b l e  H i g h 
P e r f o rmance  Compu t i ng 
Ecosystem for Europe
（http ://www.hpcineurope
taskforce.eu/deliverables）
10）Towards a Sustainable High-
P e r f o rmance  Compu t i ng 
Ecosystem through Enabling 
P e t a f l o p s  C o m p u t i n g  i n 
Europe
（http ://www.hpcineurope
taskforce.eu/deliverables）
11）HET Funding and Utilization 
Model 
（http ://www.hpcineurope
taskforce.eu/deliverables）
12）HET Peer Review Process 
P r o p o s a l  f o r  T i e r  0 
applications 
（http ://www.hpcineurope
taskforce.eu/deliverables）
13）The Sc ient i f ic  Case for  a 
European Super Computing 
In f r a s t ruc tu r e  Pe t a s ca l e 
Computing in   Europe 
（http ://www.hpcineurope
taskforce.eu/deliverables）
14）Federal Plan for High-End 
Computing 
R e p o r t  o f  t h e  H i g h - E n d 
Computing Revitalization Task 
Force（HECRTF）  May10,2004
http://www.nitrd.gov/pubs/
2004_hecrtf/20040702_hecrtf.
pdf
15）米国政府の高性能コンピューティ
ングへの取り組み（科学技術動
向 2005 . 2 月）
16) Pan-European supercomputer 
c o m e s  a  s t e p  c l o s e r  t o 
r e a l i t y ( C O R D I S  N e w s 
2007.04.18)
