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Session-based recommender systems (SBRS) are an emerging topic in the recommendation domain and have attracted much
attention from both academia and industry in recent years. Most of existing works only work on modelling the general
item-level dependency for recommendation tasks. However, there are many more other challenges at different levels, e.g.,
item feature level and session level, and from various perspectives, e.g., item heterogeneity and intra- and inter-item feature
coupling relations, associated with SBRS. In this paper, we provide a systematic and comprehensive review on SBRS and
create a hierarchical and in-depth understanding of a variety of challenges in SBRS. To be specific, we first illustrate the value
and significance of SBRS, followed by a hierarchical framework to categorize the related research issues and methods of
SBRS and to reveal its intrinsic challenges and complexities. Further, a summary together with a detailed introduction of the
research progress is provided. Lastly, we share some prospects in this research area.
CCS Concepts: • Surveys and overviews;
Additional KeyWords and Phrases: recommender systems, recommendations, sessionmodeling, session learning, session-based
recommender systems
ACM Reference Format:
Shoujin Wang, Longbing Cao, and Yan Wang. 2018. A Survey on Session-based Recommender Systems. 1, 1 (February 2018),
34 pages. https://doi.org/10.1145/1122445.1122456
1 INTRODUCTION
Recommender systems (RS) have evolved into a fundamental tool for helping users make informed decisions and
choices, especially in the era of big data in which customers have to make choices from a large number of products
and services. A lot of RS models and techniques have been proposed and most of them have achieved great
success. Among them, the content-based RS [6, 107] and collaborative filtering RS [37, 115] are two representative
ones. Their efficacy has been demonstrated by both research and industry communities.
However, these aforementioned conventional RS still have some drawbacks. A critical one is that they only
focus on a user’s long-term static preference while ignoring his or her short-term transactional patterns, which
results in missing the user’s preference shift through the time. In this case, the user’s intent at a certain time point
may be easily submerged by his or her historical shopping behaviours, which leads to unreliable recommendations.
This is because these RS usually break down a basic transaction unit (e.g., a session) into multiple records at
smaller granularity (e.g., user-item interaction pairs) and then mix all these records. Such splitting actually has
destroyed the intrinsic nature of a transactional behavior, in which a user’s preference shift is embedded. For
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Fig. 1. Comparison between collaborative filtering RS and SBRS
example, in the matrix factorization [49, 71], which is a representative model for collaborative filtering RS, the
items a user bought in all transactions are put into one row of a matrix as shown in the top half of Figure 1.
Another typical drawback is that user IDs are not always available due to privacy issues in some cases, therefore
the conventional RS which require user information are not applicable. In such cases, the recommendations can
be only made on the transactional data without specific user information.
To address the above issues, it is necessary to take the transactional structure into account to capture richer
information in recommendation. In other words, it is necessary to learn user transactional behaviour patterns
and the user preference shift from one transaction to another. To this end, SBRS were proposed recently. Here, a
session can be regarded as a transaction with multiple purchased items in one shopping event. Different from
content-based and collaborative filtering RS, SBRS comprehensively consider the information embedded from
one session to another and take a session as the basic unit for recommendation, as shown in the bottom half of
Figure 1. In this way, SBRS aim to maximally reduce the information loss caused by ignoring or breaking down
session structures as in some of existing approaches.
Besides the transactional domain, SBRS are widely applied in other domains like next web page recom-
mendations, next POI recommendations, tourism recommendations, next song recommendations, next movie
recommendations, and so on. To cover these various domains, in this work, the concept “session” is not limited to
a transaction, instead, it refers to a collection of consumed or visited elements at one time or in a certain period
of time. For instance, the web pages visited by a user in one internet surf can be gathered into a session, and the
songs listened by a user in an hour or in a day can also be grouped into a session.
Except for the difference illustrated in the second and third paragraphs, SBRS also differ from other RS at
multiple aspects. To have a substantial understanding of such differences, we present a comprehensive comparison
between SBRS and other typical ones in Table 1.
In this survey, we give a comprehensive and systematic overview of the session-based recommendation
scenarios, which take a session as the basic unit for recommendation, and the corresponding technique: SBRS.
This is actually a relative novel recommendation paradigm investigated in recent years in the relevant communities.
The survey provides a basic foundation and a comprehensive view of SBRS with a rich list of relevant resources
for the community.
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The contributions of this work are multifold.
• We systematically formalize the issues of SBRS and the corresponding work mechanisms, which provides
a in-depth and comprehensive understanding of this new recommendation paradigm. In addition, we
thoroughly demonstrate the value and significance of SBRS from both theoretical and practical perspectives.
• We introduce a hierarchical framework for the modeling of SBRS, which is believed to cover nearly all
the components and their relations associated with a session structure, to the best of our understanding.
Further, the special data characteristics, the critical problem complexities and the key challenges in SBRS
have been thoroughly revealed and illustrated. To the best of our knowledge, this is the first work to
systematically categorize the above aspects of SBRS.
• We review the current research progress of SBRS by providing a systematic categorization of the existing
work from two dimensions: the research issue perspective and the technical perspective. Following the
technical categorization, a detailed introduction to the representative approaches in each category is created.
This brings about not only an overview of the progress made so far but also the necessary technical details
of solutions.
• By comparing the research progress to the SBRS problem complexities and challenges, we offer several
prospects of future SBRS research.
The rest of this survey is organized as follows. We first define the research scenarios and key concepts, and
then formalize the research issues in Section 2. We then present the significance, complexities and key challenges
of SBRS in Section 3, followed by an overview of the SBRS research evolution and the attention paid by the related
research communities to SBRS in Section 4. Further, in Section 5, we categorize SBRS from the research issue and
technical perspectives respectively. Following the technical categorization, we review two main categories of
approaches in the subsequent Sections 6 and 7 respectively. Lastly, we offer several future prospects of SBRS in
Section 8 and conclude the work in Section 9.
2 FORMALIZATION AND NOTATIONS
In this section, we first define the core concepts session and SBRS. Then, we formalize the SBRS task and accordingly
give some critical relevant definitions and notations that will be used in this paper.
The English oxford living dictionary defines session as “a meeting of an official body, especially a legislature,
council, or court of law, to conduct its business” [34]. In this work, we have expanded the concept of session to
garner more general and specific meaning related to recommendation.
Definition 2.1 (Session). A session is a set of items (e.g., referring to any objects, e.g., products, songs or movies)
that are collected or consumed in one event (e.g., a transaction) or in a certain period of time or a collection of
actions or events (e.g., listening to a song) that happened in a period of time (e.g., one hour).
For instance, both a set of items purchased in one transaction and a list of songs listened by a user in one hour
can be viewed as a session. In addition, the web pages that a user successively clicked in one hour can also be
regarded as a session.
An SBRS is a RS that is built on the base of sessions and takes a session as the basic data organization unit
for analyzing the data and making recommendation. Here session differentiates SBRS from other representative
recommendation models like content-based and collaborative filtering RS, in which the content in a session is
usually split into smaller units, e.g., a single item or a user-item pair, forming their basic data organization units.
Accordingly, we formally define the learning task of SBRS below.
Definition 2.2 (Session-based recommender systems (SBRS)). Given partially known session information, e.g.,
part of a session or recent historical sessions, an SBRS aims to predict the unknown part of a session or the future
sessions based on modelling the complex relations embedded within a session or between sessions.
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Table 1. Comparison Between SBRS and Other RS
RS Input Core assump-
tion
Work mecha-
nism
Pros Cons
Content-
based filtering
(CBF) [125]
User, item
content
information
A user likes
what he/she
liked
Matching up
user profile
against item
content
Simple and
straight-
forward,
can handle
cold-start
issues
The assump-
tion may not
fit real-world
cases well
Collaborative
filtering
(CF) [115]
User-item in-
teraction data
A user likes
what he/she
liked
Modeling
user-item
interactions
Effective and
relatively sim-
ple
Easily suffer-
ing from spar-
sity and cold-
start issues
Context-
aware RS [5]
Users, items,
context and
user-item
interaction
data
A user may
have different
preferences
under differ-
ent contexts
Modeling
user-item-
context
interactions
Incorporating
more infor-
mation and
fitting the
real-world
cases better
Data availabil-
ity and spar-
sity issues
SBRS [125] Session data User prefer-
ence changes
alongwith the
correspond-
ing session
context
Recommending
items that
have occurred
in a similar
context
Considering
the user
preference
evolution,
which fits the
real-world
cases better
Ignoring
user’s general
and long-term
preference
Accordingly, SBRS can be grouped into two research directions: next-item(s) recommendations that recommend
a part of the current session, and next-session (e.g., next-basket) recommendations that recommend partial or
whole of future sessions. Both will be formally defined later in this work.
In general, a recommendation application, e.g., shopping-basket-based transactions, involves two basic objects
and concepts: user u and item i , and all the users and items in a dataset constitute the user universal set
U = {u1,u2, ...,u |U |} and item universal set I = {i1, i2, ..., i |I |} respectively. The interactions between users and
items, e.g., “click” or “buy”, form another important component in RS. The user-item interactions within a period
of time form the foundation of a session. For instance, the clicks made by a user on all items in an online shopping
transaction form a click session; the items purchased by a user in a shopping event form a transactional session,
which is also called a transaction. In general, a collection of items that are interacted by a certain user during a
certain period (e.g., one day) or in a certain event (e.g., one shopping visit) constitute a session s = {i1, i2, ..., i |s |}.
All the sessions together in one dataset form the session universal set S = {s1, s2, ..., s |S |}. Generally, an SBRS
makes the unknown session information as its target t to be predicted by taking the prior session information as
the context and condition, which is called a session context C in this work. A session context can be either an
intra-session context C I a or an inter-session context C I e according to whether the session context comes only from
one session or across multiple sessions.
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Definition 2.3 (Intra-session context). Taking session sn as the current session for making recommendations
(recommending unknown item it in sn ), an intra-session contextC I a is the set of items that are already known in
sn , namely C I a = {i |i ∈ sn , i , it }.
Definition 2.4 (Inter-session context). Taking session sn as the current session for recommendations, an inter-
session context C I e is the set of recent sessions happened before sn , namely C I e = {sn−1, sn−2, ..., s |c I e |}.
We differentiate the above two kinds of session contexts because they actually involve different kinds of
relations for the recommendation task: the intra-session context embeds the intra-session dependency while the
inter-session context mainly conveys the inter-session dependency.
Now we specify and formulate the session-based recommendation task as follows.
Definition 2.5 (Session-based recommendation task). Given a session context C , the session-based recommen-
dation is to learn a function f which maps C to the recommendation target t: t ⇐ f (C). Note that, a session
context is the dominant information for session-based recommendations; sometimes, additional information like
item features and user features may also be incorporated into session-based recommendations as complementary
information.
As discussed above, SBRS can be generally categorized into two main branches: next-item recommendations,
and next-session recommendations.
Definition 2.6 (Next-item(s) recommendations). Given an intra-session context C I a over the current session
sn , the next-item(s) recommendations predict the next item(s) it in sn conditional on C I a . It should be noted
that most next-item(s) recommendations only take the current session into account [31, 51], a minority of work
incorporates recent sessions into the context as an addition [111].
Definition 2.7 (Next-session (next-basket) recommendations). Given a inter session contextC I e for current session
sn , the next-session recommendations predict those items possibly occurring in session sn .
The notations used in this paper are listed in Table 2 below.
3 SIGNIFICANCE, COMPLEXITY AND KEY CHALLENGES
3.1 Values and Significance
SBRS are of great significance from both research and business perspectives.
From the research perspective, an SBRS can effectively keep the natural characteristic (i.e., session structure) of
session data and avoid local information loss to the maximum extent, as demonstrated in Section 1. For example,
the item co-occurrence information may be lost if session structures are not considered; and the user short-term
preferences, usually indicated by item occurrence in a session, are lost as well. Such local transaction information
is quite critical for reliable recommendations in a specific transactional event. The reasons are varied, without
session information, (a) it is easy to generate duplicated recommendations, namely to recommend items similar
or identical to those already in hand; (b) the user shopping behaviour patterns are lost and thus it is hard to
generate personalized recommendations that match a user’s specific preference well; (c) the user preference shift
is lost, and thus it is impossible to capture a user’s current preferences to make timely recommendations; user
preferences are often dynamic rather than static and may be different from one session to another; and (d) it is
difficult to capture local and short-term user preferences for reliable recommendations, which are shown only
in very recent sessions rather than in all sessions. In practice, the aforementioned RS usually only capture the
global and long-term user preferences.
By remaining the intrinsic structure of session data and taking it as a basic data unit, an SBRS keeps all the local
information, which is ignored by other RS including collaborative filtering. As a result, SBRS can easily fix the
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Table 2. Notation List
Notation Meaning
f a feature
i an item
I an itemset
t a transaction
T a transaction set
s a session
S a session set
q a sequence
Q a sequence set
u an user
U an user set
C a context
p a pattern
PT a pattern set
P a probability
v a value (represented by a lowercase letter)
v a vector (represented by a bold lowercase letter)
W a matrix (represented by a bold uppercase letter)
defects of other RS and thus provide more reliable recommendations by focusing more on the dynamic and local
aspects of session data. As the items already chosen in the current or recent sessions are considered, SBRS more
easily avoid recommending items that are similar or identical to them; as a result, the duplicated recommendations
are avoided. Furthermore, as each user’s purchased items are organized into sessions, it becomes easy to know
his or her transactional patterns within and between sessions by analyzing item distributions within and across
sessions. In addition, only the current or recent sessions, rather than the whole item pool from all sessions,
are imported into an SBRS, which enables the possibility of paying attention to a short-term and local user
preferences at each specific time point. This actually makes the recommendation results more timely, focused
and reliable. More importantly, it is easier to capture a user’s preference shift by analyzing the item changes from
one session to another in an SBRS. In practice, this treats user preferences as dynamic rather than static, to more
closely match the real-world scenarios.
From the business perspective, SBRS are even more important than other RS. Essentially, the availability of
session data is much stronger than the data (e.g., item features or ratings) required by other RS. This provides SBRS
with a much wider application range. In practice, SBRS can be applied to any applications where transactional
data are recorded.
3.2 Data Characteristics and Complexity
Though extremely valuable and significant, SBRS are yet quite challenging and complex. In practice, there is a
hierarchical structure consisting of five main levels in a typical session dataset, from the feature value level till to
the domain level, as shown in Fig. 2. Out of these five levels, the three levels in the middle (i.e., feature level, item
level and session level) are the core in most of session learning models. The logical relations between different
components of this structure are as follows: items are the key concept and the most important component. The
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Domain 1 Domain 2 
i1 i2 i3 
f1 f2 f3 
v11     v12      v13 
v1
 v31     v32     v33 
v1
Feature value level 
Item feature level 
Item level 
Session level
Domain level Domain complementation 
Domain interactions 
Inter-session dependency 
Session heterogeneity  
Irrelevant sessions 
Long-term dependency 
Sequential sessions (dynamic) 
Session context factors 
… 
Inter-item dependency  
Implicit item dependency 
Item heterogeneity 
Item imbalance (e.g. tailed items) 
Noisy items and irrelevant items 
… 
 Feature dependency  
Feature heterogeneity 
Feature value dependency  
Feature value heterogeneity 
Contexts 
Interactions within each level
Interactions between different 
levels 
Session 1 Session 3 Session 2 
 A domain 
 A session 
 An item 
 An item feature 
 A feature value 
A set of session   
related contexts 
value
Fig. 2. A hierarchical structure of session data and the specific challenges in SBRS
reasons are twofold: on one hand, an item is the atomic granularity in a session dataset, other components related
to items are either to describe items (e.g., features) or to organize items (e.g., sessions). On the other hand, items
usually play the main role in most of session-related models including SBRS. For instance, the goal of an SBRS is
to recommend the next item or items. It should be noticed that we use item here because most SBRS focus on
transactional domain, an item can be easily replaced by other entity, such as a song in the music domain, or a
web-page browse in the internet domain.
Each item is often described by multiple heterogeneous features, such as item category, price and place of
production. Each feature usually contains multiple values, and some values may be frequent, while others may
be not. Furthermore, a collection of relevant items typically forms a session (e.g., a transaction consisting of
multiple items purchased together). In most cases, the relevance between items is built on their co-occurrences.
Generally, a dataset collected from one domain (e.g., food) contains multiple sessions, for instance, a transactional
dataset contains thousands of transaction records. It should be noticed that in some minority cases, a session
may contain items from multiple domains to form a mixed-domain session.
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3.3 Key Challenges
Corresponding to the aforementioned hierarchical structure of session data, there are a variety of typical
complexity and critical challenges in each level of the structure as listed on the right hand side of Fig. 2. We first
provide an overview of these challenges and then categorize the low-level specific challenges in terms of the
intrinsic nature of the SBRS problem.
3.3.1 An Overview of Challenges in SBRS. Driven by the own characteristics of session data, the challenges in
SBRS mainly come from three overall aspects: the inner-session aspect (i.e., internal aspect of a session), the
inter-session aspect, and the outer-session aspect (i.e, external aspect of a session). In addition, these aspects
interact with each other, as shown in Fig. 3. We illustrate these three aspects of challenges one by one below.
(a) Inner-session challenges. Inner-session challenges refer to the challenges inside a session. As shown in
Section 3.2 and Fig. 2, there is a quite complex structure within a session. To be specific, a hierarchical structure
consists of multiple levels, from items contained in this session to the corresponding features of the items, and to
the corresponding values of these features. Accordingly, inner-session challenges include all the challenges on
the item level, the feature level, the feature value level and the interactions between these levels, which are listed
on the right side of Fig. 2. The specific challenges on each level will be demonstrated in detail in Section 3.3.2.
(b) Inter-session challenges. Inter-session challenges mean the challenges associated with the interactions
between sessions, containing the challenges on the session level listed on the right side of Fig. 2. Some typical
challenges include the session heterogeneity, the sequential dependency between sessions, and the dynamics of
sessions. The detailed illustrations of these challenges are provided in Section 3.3.2.
(c) Outer-session challenges. Outer-session challenges mainly contain three classes: the challenges on the
domain level, the challenges of modelling the context associated with a session, and the interactions between the
outer-session challenges and the inter-session challenges, as illustrated in Fig. 3. Specific challenges in each class
are detailed in Fig. 2 and Section 3.3.2.
The session-associated context refers to the circumstance where a session happens. It mainly contains the
contextual factors such as time, venue, weather, season and users. Context should be considered in an SBRS
because different contexts can bring uncertainty and dynamics to the session evolution [73] and thus make a
huge difference on a user’s real-time preferences [4]. The corresponding challenges lie in the heterogeneity of
different contextual factors and the complex coupling relationships between them [17]. For instance, it is quite
challenging to appropriately model the collaborative effect between venue and season since much uncertainty
exists here.
3.3.2 A Categorization of Challenges in SBRS. Generally, all the specific challenges on all levels in SBRS can be
divided into the following four categories: heterogeneity, coupling, other complexities, and their interactions [17,
19, 21].
(a) The heterogeneity within each level: refers to different elements on each level that has different characteristics
and thus cannot be treated equally or be modelled in the same way.
• Value heterogeneity: the feature values from one feature are often distributed differently and thus cannot
be treated equally. For instance, some values may be more frequent than others.
• Feature heterogeneity: an item usually contains different types of features, including categorical and
numerical ones, these heterogeneous features cannot be modelled in the same way.
• Item heterogeneity: items in a session also have different distributions (e.g., some are quite popular while
most of others may rarely occur). Particularly, the contextual items in an SBRS are usually heterogeneous
due to their different relevance scales to the next item(s).
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  Session external challenges
Domain level challenges
Session associated context
related challenges
Inter-session challenges
Session level challenges
Challenges in 
session mo- 
delling
Session inner challenges 
Item level challenges
Item feature level challenges
Feature value level challenges
Fig. 3. An overview of challenges in SBRS
• Session heterogeneity: similarly, the session heterogeneity mainly refers to that in a sequence of sessions,
different contextual sessions relate to the current session with different scales; some are even irrelevant or
noisy sessions.
• Context heterogeneity: the various types of contextual factors, e.g., time, venue, season, and user, contribute
to the session evolution collaboratively but differently; they cannot be modelled with a unified method.
(b) The couplings within each level, which are indicated by the yellow lines within each level. Here couplings [17]
refer to the interactions that the different elements on each level are somehow dependent on each other, and
there are diverse interactions between them.
• Value-level coupling: it contains two different types of value couplings: intra-feature value coupling and
inter-feature value coupling. The former refers to the interactions between different values from the same
feature (e.g., values with similar frequencies are regarded similar w.r.t. their importance [41, 133]) while
the latter means the interactions between values from different features (e.g., the category of an item may
have some effect on its price).
• Feature-level coupling: it indicates one feature has influence on another, or the combination of several
features infers a particular pattern, revealing a special semantic meaning; some examples can be found
in [103].
• Item-level coupling: this indicates the common interactions over items within a session. For instance, some
items (e.g., bread and milk) in a supermarket are usually bought together.
• Session-level coupling: it means the interactions between different sessions. In real-world transactions, the
recent sessions usually have some impact on the current one. For instance, a user who has bought a car a
week ago may have a car insurance purchased in the current transaction.
• Domain-level coupling: it refers to the interactions between different domains. Suppose a user likes the
movie “Titanic", then he may love the topic song “My heart will go on" in this movie. In this case, the two
domains (movie and song) are interactive.
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Fig. 4. Number of publications of SBRS integrated from different categories of approaches in each year 1
• Contextual coupling: it indicates the interactions between different contextual factors. For instance, a user
may prefer different items in a shopping event happened on a weekend in the winter from those in his/her
shopping list on a weekday in the summer.
(c) Other complexities within each level: except for the typical heterogeneity and coupling issues on each level,
there are other complexities [20, 21]. For instance, on the item level, the complexities may include the implicit
item dependency, the item imbalance, and so on; on the session level, there may be challenges including the
long-term dependency over sessions, and the session modeling under certain context factors like venue, time and
users.
(d) The interactions between different levels: various interactions may exist across different levels. Here we list
the two most typical ones.
• Feature-item interaction: the features of an item usually influences its occurrences in a transaction. For
instance, items belonging to the same category are more likely to occur together. The good modelling of
this interaction could benefit the cold-start item issues, in which item occurrence data is quite limited.
• Session-item interaction: other sessions may lead to whether an item occur or not in the current session.
For instance, a user who has bought a house recently may buy some furniture in the current transaction.
4 AN OVERVIEW OF SBRS
In this section, a comprehensive overview of SBRS is given. Specifically, we first briefly review the evolutionary
history of SBRS, and then discuss about the attention attracted from the community.
4.1 A Brief Evolutionary History of SBRS
1The data was retrieved by using Google scholar and updated till July 2018.
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The research on SBRS has attractedmuch attention since 1990s [8], andwas labelled under different names: pattern-
based RS, using patterns for recommendations, rule-based RS, sequence-based RS, sequential recommendations,
transaction-based RS, session-aware RS, next-item recommendations, next-basket reocmmendations, next-song
recommendations, next-movie recommendations, and next-POI recommendations, etc.
We treat the above topics as part of SBRS, and group the relevant work on SBRS into two clearly different
stages: the model-free stage from the late of 1990s to the early of 2010s, and the model-based stage from the early
of 2010s till now. The first stage was driven by the development of data mining techniques, including pattern
mining, association rule discovery, and sequence mining. Subsequently, it was dominated by pattern/rule-based
and sequence-based recommendation research. According to the literature review, we found the middle of 2000s
witnessed the peak of this stage, and many relevant works were published during this period. The second stage
was driven by the development of statistics and machine learning techniques, especially some time-series-related
models like Markov chain models, recurrent neural network (RNN) models, etc. Thanks to the fast development
of deep learning techniques in recent years, model-based RS have reached its peak since 2017. Many researchers
rushed into this area and developed various neural models for the next-item or next-basket recommendations in
the past two years. A statistic of publications on SBRS by year is given in Fig. 4.
4.2 Attention in the Research Community
Today, work related to SBRS appears widely in several top conferences on data mining like KDD, CIKM and
WSDM, on machine learning and artificial intelligence like AAAI, IJCAI and ECML, and on their applications like
Recsys, WWW and SIGIR.
In addition to the publications on general RS topics that were scattered in a variety of top conferences, there
are also special events which particularly focus on SBRS. For example, there is a separate session called SBRS in
ACM RecSys 2017 2 and related keynote speeches on SBRS3. SBRS also accounts for a large portion of a workshop
called deep learning in RS [70] held in RecSys 2016 and another workshop [52] together with a tutorial [69] on
the same topic in the same conference in 2017.
5 CATEGORIZATION AND SUMMARIZATION
We categorize SBRS research from different perspectives to build an in-depth and comprehensive understanding.
To be specific, we first categorize SBRS from the research issue perspective, followed by the categorization from
the technique perspective. In each category, we briefly summarize the the corresponding progress.
5.1 Categorization from the Research Issue Perspective
Generally speaking, the SBRS research often focuses on what to recommend and how to recommend. What to
recommend actually talks about the research tasks and scenarios, which are usually set in priority. More efforts
are devoted into the second one – how to recommend, which is closely connected to the challenges demonstrated
in Section 3.3.
5.1.1 What to Recommend: A categorization of recommendation scenarios and settings. Usually, the session
data acquired by an SBRS can be categorized into two types. The first one is the shopping basket-like data
(e.g., the Tmall dataset4), which has a clear intrinsic session structure. For instance, each shopping basket has
clear boundaries which distinguish it from another. In such a case, a shopping basket is a natural session. The
recommendation tasks on such a type of data can be divided into next-item(s) recommendations and next-basket
recommendations, according to whether recommend items for the current session or for the next one.
2https://recsys.acm.org/recsys17/session-4/
3e.g., at the complexRec workshop at ACM RecSys 2017 [60] and at the 41st German conference on artificial intelligence [61]
4https://ijcai-15.org/index.php/repeat-buyers-prediction-competition
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The other is the event history-like data, in which the original data is usually organized as a collection of event
records, such as the movie data (e.g., MovieLens dataset5), and POI data (e.g., Foursquare dataset6). Different from
the shopping basket data, the event history data usually does not have a natural session structure; in other words,
there is no clear boundary to split events into different sessions. For example, different from a shopping basket,
which usually consists of multiple items purchased by a user at one time, a user usually only watches one movie
each time. Therefore, the session characteristic is fuzzier and the dependency in such data may be not so strong
as that in the shopping basket-like data. This kind of data is usually split into multiple sessions manually by using
certain techniques like time sliding window in order to make session-based recommendations. Accordingly, The
recommendation tasks on such kind of data are summarized as next-event/action recommendations. Next, we
first illustrate these three recommendation scenarios in detail, followed by a summary of the up-to-date progress
in each scenario.
(a) Next-Item(s) Recommendations. As defined in Section 2, next-item(s) recommendations are to recommend
the next one or several items within a session (usually a shopping-basket) by mainly modelling the intra-session
dependency. Next-item(s) recommendations are the main stream and the most common setting of session-based
recommendations. Recently, next-item(s) recommendations have attracted much attention and much progress
has been achieved as summarized in Table 3.
(b) Next-Basket Recommendations. As defined in Section 2, next-basket recommendations are to recommend
the items that would occur in the next session (e.g., a shopping-basket) by mainly modelling the inter-session
dependency (sometimes the intra-session dependency is also incorporated). Compared to next-item(s) recommen-
dations, next-basket recommendations have received less attention and some progress has been achieved in this
scenario as summarized in Table 3.
(c) Next-Event/Action Recommendations. Next-event/action recommendations are to recommend the next event
or action (e.g., to watch a movie or to listen to a song) by modelling the intra- or inter-session dependency, or
both. These are another significant case of session-based recommendations which are usually built on datasets
without natural session structures such as the movie or POI data. Many researchers have paid attention to
different applications of next-event/action recommendations, including next-song recommendations, next-movie
recommendations, and next-POI recommendations, and much progress has been achieved as summarized in
Table 3.
5.1.2 How to Recommend: A Categorization of recommendation approaches.
A major driving force in SBRS is couplings, or more specifically dependency [139, 143, 147]. This is because
of the particular session-based recommendation setting: given a session context, recommendations are made
by finding those item(s) or events that are most dependent on the context as the next choice. Naturally, the
answer to the critical question “how to recommend” is to model the dependency embedded in the session data.
Essentially, there is quite complex dependency within each level (cf. Fig. 2) or between different levels in the
session data. Correspondingly, the approaches to session-based recommendations generally model the complex
dependency. Based on the hierarchical structure of session data illustrated in Section 3.3, the relevant approaches
can be divided into five branches. Each branch corresponds to the modelling of dependency on one level.
(a) Item-level Dependency Modeling. The item-level dependency modeling refers to the modelling of inter-item
or inter-event dependency within a session for next item(s) or next event recommendations. This is also called
intra-session dependency modelling. Currently, most existing work in SBRS falls into this branch.
There are several typical issues in the item-level dependency modelling which could make a huge difference
on the quality of dependency modelling and the performance of recommendations.
5https://movielens.org/
6https://sites.google.com/site/yangdingqi/home/foursquare-dataset
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Table 3. Different Session-based Recommendation Scenarios
Scenarios Research progress Related work
Next-item(s) recom-
mendations
Much progress has been made in this scenario, in-
cluding intra- and inter-session dependency mod-
elling and feature-to-item interaction modelling
with various approaches including pattern-based
approaches, factorization machines, Markov chain
models, and neural models.
[14, 25, 32, 36,
40, 45, 50, 51, 53,
57, 63, 64, 82, 108,
111, 113, 124, 140,
141, 149, 150]
Next-basket recom-
mendations
Some progress has been made to model inter-session
dependency with typical approaches including fac-
torization machines and neural models.
[112, 132, 138,
151]
Next-event/action
recommendations
Some progress has been made to model sequential or
non-sequential inter-event dependency with typical
approaches including factorization machines, latent
Markov models (also called metric embeddings), and
neural models.
[24, 27, 31, 39, 81,
84, 146]
–Ordered vs. unordered items. The real-world session data usually falls into two types – ordered data and
unordered ones, according to whether there is order over the items in a session or not [141]. For instance, in the
sequence data of medical treatment or in the gene expression data, the order of treatment activities or genes are
quite strict and cannot be destroyed. While in the grocery shopping-basket data, the order over items within a
shopping basket may not make much sense since many customers may just randomly pick up and put items into
the basket. In addition, usually the original order over which the items are put into the cart cannot be kept well
in the transaction recording data in real-world cases.
To this end, some approaches working on the item-level dependency for session-based recommendations
assume a strict order over items within a session, and they mainly rely on the sequential dependency over
items. A naive approach is the sequential pattern mining-based RS, which explicitly mine frequent sequential
patterns to guide the recommendations. The details will be given in Sections 5.2 and 6.2. To capture more implicit
sequential dependency over items within sessions and keep the original information as much as possible, the
Markov Chain-based approaches and the neural model-based approaches, especially the RNN-based approaches,
are proposed. The Markov Chain models and RNN have the natural advantages to capture the comprehensive
sequential dependency due to their particular model designs for the time series data, more details will be given in
Sections 5.2 and 7.
Other approaches try to relax or avoid the ordering assumption to make them more flexible and practical. In
such a case, these approaches do not have a ordering assumption over items. The pattern/rule-based approaches
are a simple and straightforward one. They explicitly discover the frequent patterns based on item co-occurrences
to guide recommendations and will be detailed in Sections 5.2 and 6.1. To keep both frequent and non-frequent
items in the datasets and to capture more comprehensive implicit dependency over items, more advanced
approaches are employed. They include the factorization machine-based approaches, the shallow neural networks
(also called as embedding)-based ones, the naive deep neural network (DNN)-based ones, and the convolutional
neural network (CNN)-based ones. They will be detailed in Sections 5.2 and 7.
–First-order dependency vs. higher-order dependency. Some dependency in the session data is first-order while
others may be higher-order [57]. Accordingly, some approaches are built on the first-order dependency assumption
and only capture the first-order dependency over items; in other words, they predict the next item(s) by only
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considering the immediately prior item. Typical approaches belonging to this category include the first-order
Markov chain-based approaches and the factorization-based approaches. Details on these approaches will be
given in Sections 7.1 and 7.2. However, most session data not only involves the first-order dependency but also
the higher-order dependency. In this case, more advanced approaches such as neural model-based approaches
are necessary to capture higher-order dependency for more sound recommendations. The neural model-based
approaches, including both shallow and deep neural networks, can comprehensively capture both first-order and
higher-order dependencies by utilizing the complex network structures. Details on such kind of approaches are
given in Section 7.3.
(b) Session-level Dependency Modelling. The session-level dependency modeling refers to the modelling of inter-
session dependency for session-based recommendations [113]. Since a session is built on items, the session-level
dependency modeling is often accompanied by the item-level dependency modeling. From the learning task
perspective, the session-level dependency modelling approaches are divided into next-item(s) recommendations
and next-basket recommendations. In next-item(s) recommendations, the session-level dependency modelling
is employed to incorporate the inter-session dependency and thus take the effect of previous sessions into
account [111, 150]. As a result, this can enhance the prior information for next-item(s) recommendations compared
to those ones only modelling the intra-session dependency. In next-basket recommendations, the session-level
dependency modelling is necessary to capture the inter-session dependency to recommend what would be bought
in the next basket by finding the connections between the candidate items and the items in recent baskets [151].
According to how to model the inter-session dependency, the session-level dependency modelling approaches
can be mainly divided into two classes: item dependency modelling and Collective dependency modelling.
–Item dependency modelling. The item dependency modelling models the item-to-item transitions from one
basket to another separately. In other words, it models the inter-item dependency where the items are from
different sessions. This kind of approaches first explore the transitions of items between sessions, and then
predict the items that may occur in the next basket based on those items that have been put in the current
baskets. Factorization machine has been employed to generate next basket recommendations by modelling the
item-to-item dependency [112].
–Collective dependencymodelling.Different from the abovementioned item dependencymodelling, the collective
dependency modelling models the inter-session dependency by taking each session as a whole. A representation
of the whole session can be learned by a hierarchical neural model which first learns the item representation
and then integrates the representation of each item in the session. During the training of the model, the next
session is usually used as the output to guide the representation learning of recent sessions, therefore the learned
representations can actually reflect the dependency between historical sessions and next one [111, 132, 138, 151].
(c) Feature-level Dependency Modelling. The feature-level dependency modeling refers to the approaches of
modelling the inter-feature dependency [134, 135] and the feature-to-item dependency [140] for session-based
recommendations. The inter-feature dependency means one feature of an item may somehow influence its
another features, for instance, apples produced in different countries usually have different prices. The feature-
to-item dependency indicates the occurrences of items in a session are usually affected by their features, for
example, the items belonging to the same category (e.g., food) but with complementary functions (e.g., eating
and drinking) are often bought together and thus occur in the same session (i.e., transaction). The involvement of
item features enables us to understand the item intrinsic characteristics from a low level perspective. As a result,
the feature-level dependency modeling can often greatly benefit the recommendations of cold-start items which
have quite limited observed data on the item level and the session level [68].
Much progress has been made on modelling the feature-level dependency for cold-start item recommendations
in conventional RS including content-based ones [13, 131] and collaborative filtering ones [42, 158]. However,
the feature-level dependency modelling has been less studied in SBRS and is at its early research stage. Only few
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researchers start to address the cold start issues by incorporating the content features into a neural model or a
factorization model for next-item [140] or next-song [31] recommendations.
Table 4. Different Approaches to SBRS
Approaches Research progress Gaps
Item-level depen-
dency modeling
Much progress has been made to generally model
explicit inter-item dependency within sessions with
various approaches including pattern-based ap-
proaches [40, 83, 94] and factorizationmachines [82] to
particularly capture implicit inter-item relations with
approaches like implicit rule learning [139], to par-
ticularly model the sequential inter-item dependency
with approaches including sequential pattern-based
models [149], Markov chain models [36, 117], RNN
models [14, 33, 50, 51, 63, 84, 111, 120, 124], to partic-
ularly address the item heterogeneity issue with the
attention mechanism [78, 87, 141].
Item imbalance
issue (e.g., how
to handle tailed
items), noise and
irrelevant items
Session-level
dependency
modelling
Much progress has been made in areas such as mod-
elling general inter-session transitions with factoriza-
tion machines [112], neural representation learning
methods [132, 138], modelling sequential inter-session
dependency with RNN [87, 111, 113, 150, 151].
Long-term
dependency,
context-aware
inter-session
dependency
Feature-level
dependency
modelling
Some progress has been achieved by incorporating
item features into a factorization-based model [31], or
a neural model (e.g., RNN or CNN) [53, 127, 140] to
model feature-to-item interactions for cold-start item
recommendations.
Feature hetero-
geneity and
dependency
Feature value-
level dependency
modelling
No work focuses on this for session-based recommen-
dations so far.
Feature value
heterogeneity
and depen-
dency, value-to-
feature-to-item
interactions
Domain-level
dependency
modelling
No work focuses on this for session-based recommen-
dations so far.
Domain comple-
mentarity and in-
teractions
(d) Feature Value-level Dependency Modelling & Domain-Level Dependency Modelling. The feature value-level
dependency modeling captures the intra-feature dependency [133] and the feature value-to-feature-to-item
interactions for session-based recommendations. The domain-level dependencymodeling captures the dependency
between different domains to help with the session-based recommendations in one domain or in both domains,
which will be discussed in Section 8.6.
To the best of our knowledge, there is no work exploring the feature value-level dependency or domain-level
dependency in SBRS. Some work has been done to explore the feature value-level dependency for other tasks
including object representation learning [133] and outlier detection [103, 105]. The significance of domain-level
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dependency has been demonstrated by the great success of transfer learning [100]. Some work has focused
on modelling the domain-level dependency with the aim of borrowing some prior information from source
domains to help with the recommendations in the target domain [126]. However, most of such work falls into
cross-domain collaborative filtering, which builds a bridge between the source domain and the target domain to
address the data sparsity issue in collaborative filtering RS [55, 101]. In SBRS, there is no existing work focusing
on domain-level dependency modeling to the best of our knowledge. However, based on our observations, this
would be a very promising direction in the future, as will be discussed in Section 8.
5.2 A Categorization from the Technical Perspective
In this section, we try to categorize SBRS from the technical perspective. Specifically, all existing works are
divided into two branches: model-free approaches and model-based approaches. Each branch contains several
types of approaches.
5.2.1 Model-Free Approaches. Model-free approaches are mainly built on data mining techniques and they usually
do not involve complex mathematical models. Two typical approaches in this branch are pattern/rule-based RS
for unordered session data and sequential pattern-based RS for ordinal session data.
(a) Pattern/Rule-based Approaches. Pattern/rule-based RS first mine frequent patterns or association rules and
then use these patterns and rules to guide the subsequent recommendations. This is based on the assumption
that most customers would follow the common shopping patterns [1, 83, 94]. For instance, customers usually
bought milk and bread together when they go shopping, therefore {milk,bread} can be treated as a frequent
pattern to recommend bread to those why have bought milk. It should be noted that pattern/rule-based RS are
applied in unordered data.
(b) Sequential Pattern-based Approaches. To handle those data having a strict order over items or involving
time-factor based effect, sequential pattern-based RS are proposed. Similar to pattern-based RS, they first mine
a collection of sequential patterns and then recommend the remaining items after the occurrence of the prior
items [95, 97, 149].
5.2.2 Model-based Approaches. Different from the model-free RS, model-based RS are usually built on strict
assumptions like ordering over items and complex models such as Markov chain models. Existing model-based
approaches can be mainly categorized into three classes according to the models they involved: Markov Chain-
based approaches, factorization-based approaches, and neural model-based approaches.
(a) Markov Chain-based Approaches.Markov Chain-based RS models the first-order (sometimes higher order)
dependency over a sequence of items by using transitional probabilities and then generates the recommendations
of the following items by utilizing such dependency [36, 112, 117]. Different from sequential pattern-based
approaches which are easy to filter out those infrequent items and patterns and thus lead to information loss,
Markov Chain-based RS take all items into consideration and thus decrease the information loss greatly.
(b) Factorization-based Approaches. These approaches first factorize the item co-occurrence matrix or the
item-to-item transitional matrix into a latent representation vector of each item and then predict the following
items by using these latent representations [82, 112]. Such approaches should be distinguished from the commonly
used factorization machine (like matrix factorization) in collaborative filtering-based RS, which usually factorize
the user-item interaction matrix (like rating matrix) into latent factors of users and items respectively [85, 123].
(c) Neural Model-based Approaches. Neural model-based approaches take advantage of the neural network
to learn the complex relationships and interactions over items within or between sessions and then generate
recommendations based on such interactions. Based on the model structure, neural model-based approaches can
be divided into shallow neural model-based approaches, which sometimes are also called embedding models or
representation learning models [45, 57, 72, 141] and deep neural model-based approaches like RNN [51, 122].
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Fig. 5. The categorization of SBRS
5.2.3 Comparisons between Different Technical Approaches. After having a brief understanding of each techni-
cal approach for session-based recommendations, we present a comprehensive comparison between different
approaches in this section.
Generally speaking, model-free approaches are simple, straightforward and easy to implement. Since both
pattern/rule-based and sequential pattern-based approaches are frequency-based only, they are easy to filter
out infrequent but significant items or patterns. As a result, model-free approaches are suitable for the relation
discovery between frequent items in simple datasets. However, they may easily fail to model complex dependency
in complex datasets for session-based recommendations. In contrast, model-based approaches are much more
complicated but powerful in complex datasets. On one hand, they do not explicitly filter out items or patterns
from the datasets, but retain the information to the maximum extent. On the other hand, thanks to the complex
working mechanisms such as deep neural networks [142], these model-based approaches are able to model the
complex and implicit relations hidden in the data, which results in more solid session-based recommendations.
More detailed comparisons between different specific approaches are provided in Table 5.
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6 MODEL-FREE APPROACHES
Model-free SBRS are mainly based on data mining especially pattern mining techniques. The general idea is
to find out the common and explicit regularities by mining the patterns from session data and then generate
recommendations by using these regularities. Two branches of typical approaches are pattern/rule-based RS and
sequential pattern-based RS.
6.1 Pattern/Rule-based Approaches
Pattern/rule-based RS mainly contain three stages: frequent pattern mining, session matching, and item recom-
mendations. To be specific, given a item universal set I and the corresponding session set S over I as defined in
Definition 2.2, a set of frequent patterns PT = {p1,p2, ...,p |PT |} are mined by using pattern mining algorithms
like Apriori [7] or FP-Tree [46]. For a given active partial session sˆ (e.g., a collection of chosen items in one
transaction), if an item iˆ exists so that sˆ ∪ iˆ(iˆ ∈ I \ sˆ) is a frequent pattern, namely {sˆ ∪ iˆ} ∈ PT , then item iˆ
is a candidate for recommendations. Further, if the conditional probability P(iˆ |sˆ) is greater than a predifined
confidence threshold β , then iˆ is added into the recommendation list [94].
Besides the aforementioned basic pattern/rule-based RS framework, there are many variants. Lin etc. [83]
incorporated association rule mining into collaborative filtering. They replaced the minimum support constraint
required in pattern mining with a constraint on the number of rules for each end user to improve the efficiency by
avoiding mining too many rules irrelevant to a specific end user. To consider the different significance of different
items and thus to recommend more useful ones, the methods in [148] and [40] utilized the page-view duration to
weight the significance of each page and then incorporated such weight into association rule mining to build
weighted association rule-based RS. By mining user behavior patterns, e.g., web navigation patterns, association
rule mining is applied to capture the preference of a specific user or a group of users and thus help generate
personalized recommendations [2, 40, 74, 152]. Some other works combined pattern mining into collaborative
filtering to address some particular issues like sparsity, robustness and personalizition [59, 74, 114]. With regard
to the application, except for the traditional shopping basket-based recommendations, pattern-based RS are
commonly applied in web recommendations [96], music recommendations [118], and so on.
6.2 Sequential Pattern-based Approaches
Although similar to pattern-based RS, sequential pattern-based RS is different from the former mainly from
two aspects: (1). It mainly captures the inter-session dependencies for cross session recommendations (e.g.,
next-basket recommendations), which is different from pattern-based RS capturing intra-session dependencies
for inner session recommendations (e.g., next item recommendations); (2) It takes the order over sessions into
account and thus it is more suitable for sequrntial data. Similar to pattern/rule-based RS, sequential pattern-based
RS also contain three stages: sequential pattern mining, sequence matching, and recommendation generation.
Next, we give a formulation of sequential pattern-based RS.
Given a sequence set Q = {q1,q2, ...,q |Q |}, in which a sequence q = {s1, s2, ..., s |q |}(q ∈ Q) is a set of
sessions order by their unique timestamps and a user u’s past sequence qu , a sequential pattern-based RS
generates recommendations by matching qu to those sequential patterns mined on Q [149]. Specifically, let
qu = {s1, s2, ..., sh} be a sequence of u and SP = {p1,p2, ...,p |SP |} be the set of sequential patterns mined onQ . For
any pattern p ∈ SP , if the last session of qu belongs to p, i.e., p = {s1, s2, ..., sh , sl ...}, then pattern p is a relevant
pattern for this specific recommendation and the items after sh in p, like items in sl , are candidate items. For each
candidate item ic , its support is the sum of the support of all relevant patterns, formally:
supp(ic ) =
∑
sh ∈qu ,sh ∈p,ic ∈sl ,sl ∈p,p∈SP
supp(p) (1)
Lastly, those candidate items with top support values are recommended to user u.
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Except for the basic framework described above, there are various extensions to make a more reliable sequen-
tial pattern-based RS. A typical example is to utilize the user-related weighted sequential pattern mining for
personalized recommendations. Each sequence is assigned a weight based on its similarity to those past sequences
of the target user to personalize recommendations for specific users [121, 149, 153]. Another extension is to
build a hybrid RS by combining sequential pattern mining and collaborative filtering [30, 58, 86, 153]. Thanks
to the combination, both the dynamic individual patterns captured by the sequential pattern mining and the
general preference modeled by the collaborative filtering are considered. From the application perspective, item
recommendations in transactional data and web page recommendations in web access log data are two typical
application domains of sequential pattern-based RS [97, 157].
7 MODEL-BASED APPROACHES
Different from model-free approaches, model-based ones are usually based on special models (e.g., Markov
chain model). In this section, three representative model-based RS are discussed, i.e., Markov chain-based ones,
factorization machine-based ones, and neural model-based ones.
7.1 Markov Chain-based Approaches
Markov chain-based RS adopt Markov chains to model the transitions over items within sessions to predict the
probable next item given a sequence of prior items in a session. To decrease the model complexity, most RS
are built on first-order Markov chain, like [15, 39, 117, 146]. Next, we give the formulation of a basic Markov
chain-based RS, followed by some extensions.
7.1.1 Basic Markov Chain-based Approaches. Generally speaking, the process of a basic Markov chain-based RS
is simple: first calculating the transition probability over a sequence of items from the training data, and then
matching a user’s shopping sequence to the sequence with calculated transition probability for prediction and
recommendations. Those candidate items with high probability are put into the recommendation list [36].
Given a session set S as defined in Definition 2.2, each session s ∈ S is a sequence of items with strict order.
A Markov chain synopsis is built to encode all sessions into a directed graph G by taking each item as a node
and the co-occurrence between each pair of items as an edge. The frequency of each item and the co-occurrence
times of each item pair correspond to the node weight and edge weight respectively. Therefore, each session is
described by a path in G.
The Markov chain model is defined as a set of tuples {ST ,Pt , P0}, where ST is the state space including all
distinct nodes in G , Pt is them ∗m one-step transition probability matrix betweenm distinct items, and P0 is the
initial probability of each state in ST . The first-order transitional probability from item i j to ik is defined as:
Pt (j,k) = P(i j → ik ) =
f req(i j → ik )∑
it ∈I f req(i j → it )
(2)
Then we can estimate the probability of a shopping path {i1 → i2 → i3} by using the aforementioned first-order
Markov chain model:
P(i1 → i2 → i3) = P(i1) ∗ P(i2 |i1) ∗ P(i3 |i2) (3)
Given a sequence of chosen items, we chose the shopping paths with high probabilities and take the given
sequence as the prefix. Those items occurred in these paths and after the given sequence are put into the
recommendation list.
Except for the basicMarkov chain-based RS defined above, there are many variants like [47]. For example, Zhang
etc. combined first- and second-order Markov model together to make more accurate web recommendations [154],
while Le etc. developed a hidden Markov model-based probabilistic model for next item recommendations by
incorporating additional factors like context features to leverage the recommendation accuracy [73]. Another
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important variant is to adopt a factorization method on the transition probability to estimate those unobserved
transitions [112], which will be introduced in Section 7.2.
7.1.2 Latent Markov Embedding-based Approaches. Different from the basic Markov chain-based RS which
calculate the transition probability based on the explicit observations directly, latent Markov Embedding (LME)-
based RS first embed the Markov chains into a Euclidean space and then calculate the transition probabilities
between items based on their Euclidean distance [26]. In this way, it can drive the unobserved transitions and
thus solve the sparsity issue in limited observed data. Formally, each item i is represented as a vector vi in a
d-dimensional Euclidean space, and the transition probability P(i(j−1) → i j ) is assumed to be negatively related
to the Euclidean distance | |vi j −vi j−1 | |2 between items i j and i j−1. Accordingly, the probability of an shopping
path q′ = {i1 → i2 →, ...,→ il } can be defined based on a Markov model:
P(q′) =
l∏
j=2
P(i j−1 → i j ) =
l∏
j=2
e
−| |vij −vij−1 | |22∑
ik ∈I e
−| |vik −vij−1 | |22
(4)
To generate personalized recommendations, Wu etc. [146] proposed a personalized Markov embedding (PME)
model which maps both users and items into an Euclidean space where the user-item distance and item-item
distance reflects the corresponding pairwise relationship respectively.
Personalized ranking metric embedding is proposed in [39] to learn the embeddings by fitting the ranking
of the POI transitions to make use of the unobserved data. Specifically, the observed next POI is assumed to
be more related to the current one than those unobserved ones. For instance, if transition i j → ik is observed
while i j → it is not, ik should be ranked higher than it in terms of i j , this is modeled as a ranking ">" over POIs.
Therefore, the whole model is transferred into:
P(i j → ik ) > P(i j → it ) ⇒ ||vi j −vik | |2 − ||vi j −vit | |2 > 0 (5)
7.2 Factorization Machine-based Approaches
Recently, factorization machines are adopted to factorize the observed transitions from the current item to the
next one into latent representations of items or users. The resultant latent representations are used to estimate
the unobserved transitions for recommendations [54, 81, 117]. Next, we first formalize the basic factorization
machine-based SBRS and then review some variants.
Once the personalized transition probability is achieved from the observed data, a transition matrix Au is built
for each user u. Therefore, for all users a transition tensor A is built like A |U |× |I |× |I | , where each entry au,i j ,ik
indicates the transition probability from item i j to ik under user u. A general linear factorization model, the
Tucker Decomposition, is used to factorize the transition cube and estimate the unobserved transitions.
Aˆ = C ×VU ×VIj ×VIk (6)
where C is a core tensor, VU is the feature matrix for users while VIj and VIk are the feature matrix for last items
and the following items respectively.
The Tucker Decomposition subsumes factorization models like the Canonical Decomposition [10] aka parallel
factor analysis (PARAFAC). A special case of Canonical Decomposition is used to model the pairwise interactions
because of the very spares transitions observed for A:
aˆu,i j ,ik =< vu ,vi j > + < vi j ,vik > + < vu ,vik > (7)
wherevu ,vi j andvik is the latent factor of user u, the current item i j and the next item ik respectively. Subse-
quently, a factorized personalized Markov chain (FPMC) model [112] is built for SBRS.
Cheng etc. [27] extended FPMC into FPMC-LR model by adding a constraint to limit user movements into a
localized region to be more consistent with the real-world tourism cases for next POI recommendations.
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The factorizationmodels only built on item co-occurrence transitionmatrix actually only captures the sequential
patterns over items while ignoring the user’s individual preference which is captured by other RS like collaborative
filtering. In [82], the authors combines the matrix factorization used in collaborative filtering and the matrix
factorization used in SBRS together to capture both the individual preference and the item transition patterns.
Specifically, the authors proposed a co-factorization model, CoFactor, which jointly decomposes the user-item
interaction matrix and the item-item co-occurrence matrix with shared latent factors for items. Other similar
works include [88] which utilizes the matrix factorization model to learn the preference transitions from one
location category to another and thus provides location recommendations.
7.3 Neural Model-based Approaches
Derived by the powerful generalization and representation capability of neural networks, a series of neural
model-based approaches have been developed to model the comprehensive relations between item features,
items and sessions for recommendations. Generally, neural model-based SBRS can be divided into shallow neural
models and deep neural models according to the number of layers incorporated into the neural networks. Next,
we introduce these two kinds of recommendation models respectively.
7.3.1 Shallow Neural Models. Shallow neural models, sometimes called embedding models, usually contain
a shallow network structure [44] which maps the items within sessions into a latent space and then capture
inter-item relations more easily in this latent space. The mechanism behind is that, when mapping items into a
multi-dimensional latent space, their positions in such a space reflect their relations. For instance, the items within
a shorter distance have higher similarity and are more relevant to each other. To this end, the latent numerical
vector representation of each item contain much richer information than the original item ID. This is mainly
inspired by the great success of the recently proposed word embedding techniques including Skip-gram [109]
and the CBOW model [92] in natural language processing [91, 93].
A representative shallow neural model-based SBRS is [57]. It designed a shallow network with a wide-in-wide-
out structure to firstly map user IDs and the corresponding item IDs into latent vector representations and then
combine them together as the given context representation, which is lastly fed into the output layer (a softmax
layer) to predict the corresponding next item.
To be specific, the shallow network embeds a useru and an item i into a latent vector using the logistic function
δ (·) for nonlinear transformation:
vu = δ (W 1:,u ) (8)
vi = δ (W 2:,i ) (9)
whereW 1 ∈ RK×|U | andW 2 ∈ RL×|I | are the weight matrix to connect user input and session context input
to the hidden layer respectively. In this way, each user and each item are represented by a numerical vector
vu ∈ [0, 1]K and vi ∈ [0, 1]L respectively, similar to the vector representation of each word in the Word2Vec
model [43].
In addition, Wang etc. incorporated item features into the network to embed an item ID and its features
simultaneously to tackle the cold-start recommendation issues [140]. The work in [130, 137] also incorporated
side information to help with building a more informative item embedding. To attentively learn the really
relevance scale of different contextual items to the target item, the attention mechanism is adapted into the
embedding process of items [141]. The work in [138] and [132] learned a hierarchical representation for the next
basket recommendations. Furthermore, there are more similar SBRS built on item embedding inspired by the
Word2Vec model like [11, 45, 72, 80, 98, 136, 156].
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7.3.2 Deep Neural Models. It is generally believed that the deep neural models for SBRS started in 2016 when a
gated recurrent unit (GRU)-based RNN model (GRU4Rec) was designed for SBRS in [51]. Following this work, a
series of deep neural models have been proposed for SBRS, like [50, 53, 111, 124]. Out of these, RNN-based models
dominated this area due to its intrinsic advantages for modeling sequential dependency, since a majority of
session data is assumed to be sequentially dependent. DNN-based models are usually applied to learn an optimized
combination of different representations for the following recommendations. CNN-based models are often adopted
to extract more informative local features from sessions and other contents for better recommendations. Next,
we introduce the representative models for SBRS under different network architectures respectively.
(a) RNN-based Models. We first introduce the basic GRU4Rec model [51], then present some improved versions
and lastly show some variants of RNN-based SBRS.
Given a session set S as defined in 2.2, where each session s ∈ S corresponds to a sequence of items bought
consecutively in a transaction. GRU4Recmodels each session as a sequence, in which it tries to predict a probability
distribution over the next elements of the sequence conditioned on the current hidden state. A GRU is an advanced
RNN unit aiming at handling gradient vanishing problems by learning when and by how much to update the
hidden state [29]. Specifically, its hidden state ht is updated as follows:
ht = (1 − zt )ht−1 + zt hˆt (10)
where the update gate zt and the candidate hidden state hˆt are computed by the following equations respectively.
zt actually decides how much the unit updates its hidden state from the last state.
zt = σ (Wzxt +Uzht−1) (11)
hˆt = tanh(Wxt +U (rt ⊙ ht−1)) (12)
where σ is the logistic sigmoid function and the reset gate rt is given by:
rt = σ (Wrxt +Urht−1) (13)
Each GRU unit represents one hidden state and a GRU layer consisting of a sequence of connected GRU units
forms a hidden layer of a RNN. In this case, a l-length sequence can be modeled by a hidden layer with l GRU
units. The input xt is the embedding of item it in a session s . Therefore, given the past items in s , GRU4Rec is
built to model the intra-session dependency over sequential items and thus predict the probability distribution
on the next item.
To improve GRU4Rec, Tan etc. [124] adopted data augmentation via sequence preprocessing and embedding
dropout to enhance training and reduce overfitting respectively. In addition, a model pre-training approach is
proposed to consider the possible temporal shift in the distribution of input data. Quadrana etc. [111] further
improved GRU4Rec by proposing a hierarchical RNN model to incorporate cross-session information for recom-
mendations. Specifically, a two-level GRU-based RNN is designed: the session-level GRU models the sequence
of items purchased by a user within a session and generates recommendations for next item(s), while the user-
level GRU models the cross-session information transfer and then provides personalized information to the
session-level GRU by initializing its hidden state. To this end, both the intra- and inter-session dependencies are
captured to generate more reliable next item(s) recommendations. Another quite similar work is Inter-Intra RNN
(II-RNN) proposed in [113]. In [35], the authors designed a unique user-based GRU model which incorporates
user characteristic to generalize personalized next item recommendations.
Except for the GRU-like RNN-based RS mentioned above, there are many other variants for RNN-based SBRS.
For example, the Dynamic REcurrent bAsket Model (DREAM) [151] learns a dynamic representation of a user by
utilizing the hidden state hut of user u at time step t as the representation of u at time t while the input for each
state is the embedding of each session aggregated from the embeddings of all the items contained in it. In this
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case, the user representation is different from each time point, as new sessions are added into the model along
with the time.
Other extensions include the incorporation of (1) variational inference into RNN to handle the uncertainty in
sparse transaction data and simultaneously leverage the model’s scalability on large real-world datasets [25, 32];
(2) other side information like item features and other contextual factors like time, location and interfaces
into RNN-based models to enhance the recommendations [12, 53]; (3) time decay or attention mechanism into
RNN-based models to discriminate the intra-session dependency over items and thus achieve more precise
recommendations [14, 108]; and (4) traditional models like factorization machine or neighbourhood models to
make up the drawbacks of RNN-only models [63, 128]. Other similar RNN-based models include [50, 67, 145].
(b) DNN-based Models. Except for RNN, DNN is an alternative solution for SBRS, especially when there is no
strict order over items within a session. Here, DNN particularly refers to the naive deep neural network structure
consisting of multi-layer perceptron (MLP). Next, we introduce a typical DNN-based SBRS and then discuss some
variants.
In [144], a DNN is applied to learn a comprehensive session representation for recommendations by learning a
optimized combination of the embeddings of different components under a session context with a MLP layer as
below:
h1 = σ (Wcvsc +Wvvsv +Wtvit +Wuvu ) (14)
wherevsc ,vsv are the embeddings of two sub sessions (i.e., click sub session and view sub session) which both
serve as the context for target item prediction, whilevit andvu are the embeddings of the target item and the
corresponding user respectively.Wc ,Wv ,Wt andWu are the corresponding weight matrices to fully connect
each of the embeddings to the first hidden layer of DNN.
Similar to the above approach, Jannach etc. applied DNN to learn an optimized combination of different
factors like “reminders", “item popularity" and “discount" as a compound session-based features for the next-item
prediction [64]. Another example is the implementation of DNN to transfer and generalize the sparse user-item
interactions to dense and informative session features for prediction. A wide liner models combined with a
deep neural network is applied on Google Play to improve the mobile app recommendation performance [28].
In [122], a DNN-based architecture was proposed to model both the long-term static and short-term temporal
user preferences simultaneously for better recommendations.
(c) CNN-based Models. CNN is another good choice for SBRS for two reasons: (1) It relaxes the rigid order
assumption over items within a session commonly used by RNN, which makes the model more robust; (2) It has
high capacity in learning local features from a certain area and relationships between different areas, which can
effectively capture the union-level collective dependency that are usually ignored by other models. Next, we
specifically introduce a representative CNN-based SBRS [125] and then demonstrate some other similar models.
The model proposed in [125] mainly contains an embedding layer, convolutional layers and fully-connected
layers. Particularly, the convolutional layers include a horizontal and a vertical convolutional layer respectively.
Specifically, a filtering and a pooling operations are conducted in the horizontal convolutional layer successively.
In the horizontal convolutional layer, the ith convolution value is achived by sliding one filter Fk from top to
bottom on the embedding matrix E to interacts with its horizontal dimensions:
cki = ϕc (Ei :i+h−1 ⊙ Fk ) (15)
where ϕc is the activation function for the convolutional layer.
Then the final output o ∈ Rn from the n filters is obtained by performing the max pooling on the convolution
result ck = [ck1 ck2 , ..., ckl−h+1] to capture the most significant features:
o =max{max(c1),max(c2), ...,max(cn )} (16)
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Similarly, in the vertical convolutional layer, the convolution result is achieved by sliding the vertical filters on
the embedding matrix E to interact with its columns. Finally, the outputs of the two convolutional filters are
concatenated as the input of a fully-connected layer to get higher-level features for final predictions.
Another similar work is a 3D CNN [127] built for SBRS, which jointly models the sequential patterns in session
click data and the item characteristics from item content features. Furthermore, in [106], the authors proposed a
CNN model to capture the preference of individual users to generate personalized recommendations.
8 PROSPECTS AND FUTURE DIRECTIONS
Base on the above summary of the challenges in session modelling and SBRS, the corresponding research progress,
and the various techniques applied in SBRS, here we analyze the gaps that have not been well studied and the
potential future directions in SBRS.
Although RS have received intensive attention in recent years, SBRS is a relatively emerging area in RS and is
still in its early stage. According to our systematic review and the explorations in this area, we have identified a
collection of challenges that SBRS research still face, which may suggest some potential future research directions.
We divide these challenges into seven branches w.r.t. the information sources and scenario settings. Next, we
discuss each branch by firstly illustrating its significance and then presenting the specific open issues.
8.1 Session-based Recommendations With General User Preference
Siдni f icance . SBRS usually ignore the general user preference which can be well captured by other conventional
RS like collaborative-filtering. This may lead to unreliable recommendations as users with different shopping
preferences and consumption habits may chose different next item(s) even under the same session context. In
this case, how to learn the general user preference from session data and then incorporate it into an SBRS model
is critical yet challenging.
Open issues . Here, we discuss two major issues w.r.t the general preference learning and its incorporation into
SBRS and sketch the possibilities for future research directions.
- How to incorporate a user’s explicit preference into an SBRS? In this case, it is assumed that user preference
on their purchased items is available in the form of a user-item preference matrix. An intuitive way is to first
predict a user’s preference on all candidate items by utilizing conventional approaches like matrix factorization
(MF) and then use the predicted preference data as a constraint to tune the candidate ranking and selection in an
SBRS. For instance, if two candidate items have similar possibilities to be chosen in the next choice according to
the session context, the one with higher preference to a particular user can be put to the front of the others in
the recommendation list. Another way is to combine the above two factors together in ranking the candidate
items. In [155], the authors proposed a generative adversarial network (GAN) framework to leverage the MF and
RNN-based hybrid model for movie recommendations, which jointly learns long-term preference and short-term
shopping patterns.
- How to incorporate a user’s experience into an SBRS without explicit preference data? In the real-word cases,
the explicit preference data may not be always available as customers may not rate everything they bought. In
this case, the shopping-basket-based transactional data is usually treated as a kind of implicit feedback [48, 49]
to indicate user preference. Some existing work [9, 110] has explored how to learn a user’s preference from
such implicit feedback data in collaborative filtering. In practice, such data like clicks or views of items is often
available in session-based recommdation scenarios [116]. Note that such implicit preference data is even the
same as session data used in SBRS in some cases. Therefore, how to simultaneously learn the a user’s implicit
preference and the short-term patterns from an identical data source but avoid information duplication is a
challenging issue which has not got effective solutions in SBRS.
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8.2 Session-based Recommendations Considering More Contextual Factors
Siдni f icance . Recommendation context refers to the practical and specific situation when a user is making
choices on items. Accordingly, contextual factors refer to different context-related aspects that may affect a user’s
choice, such as weather, season, location, time and recent popularity trend. Taking these contextual factors into
account may make a huge difference on recommendation performance. The significance of context in RS is also
emphasized by other researchers like Gediminas el al. [3, 5], Shi el al. [119] and Pagano el al. [99]. Actually, an
SBRS can be seen as a simplified context-aware RS whose context is simplified as a session context [128].
Open issues . Although contextual information has been incorporated into other RS or even context-aware RS
have been proposed as a new paradigm [5, 129], context is rarely exploited in SBRS.
- How to incorporate more contextual factors into SBRS? A Contextual RNN for Recommendation (CRNN) is
proposed to incorporate contextual factors including the type of user-item interactions, the time gap between
different events in a session and the time of a day into an RNN-based SBRS [120]. In [62, 75], the recent popularity
trend, user’s recently viewed items, and items with discount in shopping mall are taken as contextual factors
for session-based recommendations. However, these methods are just a starting point, more explorations are
still necessary on how to collect more contextual information and how to develop models to more effectively
incorporate such information into SBRS.
8.3 Session-based Recommendations With Noisy and Irrelevant Items
Siдni f icance . Currently, sequential SBRS like RNN-based ones and Markov chain-based ones always assume
strong dependency over successive items. However, this may not be the case in the real-world transactional data
because a user may just randomly pick up some items he/she likes into the cart, as the case shown in Section
7.3.2. These randomly picked items may be irrelevant to both the chosen items and the next choice. If we ignore
such cases, the recommendation results may be easily misled by these noisy items.
Open issues . How to make reliable recommendations with noisy sessions? Although some mechanisms like
attention [141] and pooling [125] have been applied to SBRS to emphasize those really relevant and important
items for the next choice, but the relevant research is still quite limited. More efforts are deserved to develop
more robust and resilient models to handle noisy sessions.
8.4 Session-based Recommendations for Multi-Step Recommendations
Siдni f icance . Usually, a shopping event contains multiple steps rather than just one. For example, when a user
bought a bread, he may buy milk later, followed by purchasing cheese. Given the partial session consisting of a
bread, most current SBRS only make one forward-step recommendations, namely they only make prediction on
milk rather than predict milk and then cheese continuously. This may reduce the utility of RS greatly.
Open issues . How to generate multi-step recommendations given a partial session as the context? This issue is
practical and critical but extremely challenging. Considering the advantage in multi-step modeling, the encoder-
decoder framework [79, 90] may be an intuitive choice to address this issue.
8.5 Session-based Recommendations With Cross-session Information
Siдni f icance . Actually, a user’s choice on the next item may not depend only on items in the same session, but
also be influenced by items from other sessions. Suppose a user bought a cellphone, then he may would like to
buy a cellphone cover or an accessory in his/her next shopping. To this end, taking cross-session information
into account may make it practical in some session-based recommendations.
Open issues . How to incorporate cross-session information into SBRS? Explorations on this topic are quite
limited. The work in [111] proposed a hierarchical RNN architecture to model both intra- and inter-session
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dependencies for session-based recommendations. But it just applied a very intuitive way to incorporate multiple
sessions into a RNN structure.
8.6 Session-based Recommendations with Cross-domain Information
Siдni f icance . Cross-domain means another domain that is different from but relevant to the target domain in
which the recommendations are made [56]. Usually, a user’s purchased items involve multiple product categories
(domains) rather than one domain to meet her/his compound demand. In addition, the choices on items from
different domains may not be independent from each other. For instance, a user may have seen a movie “Titanic"
first and enjoyed it greatly and then he may listen to the movie’s theme song “My heart will go on” and likes
the singer “Céline” very much, as a result, he may listen to other songs such as “I’m Your Angel” by “Céline”. In
another case, young girls who like the protagonist “Rose” in Titanic are likely to buy the same dress as Rose’s.
Such examples show that the items from different domains may not only be dependent but can even form a
sequential session, such as {Titanic, My heart will go on, Céline, I’m Your Angel} or {Titanic, Rose, Rose’s style
dress}. The recommendations based on such type of sessions are interesting but quite challenging. On one hand,
such recommendations not only cover more aspects of our daily living activities but also provide a solution to the
data sparsity issue when only one domain is considered. On the other hand, it is hard to collect a user’s consumed
products or services from various domains together, and the relations between items from different domains are
much more complex than that from one domain.
Open issues . According to whether the products or services from different domains can form a tight session or
not, there are two open issues to be further explored.
- How to borrow knowledge from other domains to help with the session-based recommendations in the
target domain? When no sessions can be built over products or services from different domains, the way to
make use of other domains is a target-auxiliary framework. To be specific, it takes the target domain where the
recommendations are made as the main information source while taking other domains as a supplementary one
to leverage the recommendation performance. An intuitive choice is transfer learning [38, 100] which transfers
knowledge from source domains to help with the tasks in the target one. Although transfer learning has been
well applied in other RS like collaborative filtering [76, 89, 101, 102], it is rarely explored in SBRS.
- How to make session-based recommendations from multiple domains? This case happens when a session
can be built on elements from different domains, like the aforementioned example {Titanic, My heart will go
on, Céline, I’m Your Angel}. Different from the aforementioned target-auxiliary framework, this case treats
all elements from different domains equally and each domain can serve as the target domain. It is much more
interesting yet challenging than the above case. It can incorporate nearly all of a user’s daily activities into a
unified RS framework. However, the challenges come from two aspects: session-building and model development.
Different from session-based recommendations in one domain, where the natural sessions are usually already
there, almost no obvious session on cross-domains are available. Therefore, how to build a reasonable session
from multiple heterogeneous data sources is the first challenge. Once the cross-domain sessions are ready, how
to develop a model to effectively capture the complex and heterogeneous coupling relationships [17] between
elements from different domains is another challenge.
8.7 Session-based Recommendations from a Non-IID Perspective
Siдni f icance . Non-IID characteristics refer to the non-independent and identically-distributed fact (i.e., the non-
IIDness) embedded in objects and their attributes [16, 19, 23], which are quite obvious in session data and session
modelling as illustrated in Section 3. In general, any real-life recommendation is non-IID, and non-IID RS apply to
any recommendation data, problems and tasks [19]. In particular, the two main types of non-IIDness [16, 19, 23]
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are couplings and heterogeneities, which are reflected within and between the elements in each level and between
different levels in the hierarchical structure of session data (cf. Fig. 2).
Open issues . According to the two typical types of non-IIDness, two sets of open issues in this direction are
summarized below.
- How to model the heterogeneities of users, items, user/item features, feature values and sessions in an SBRS?
Here ‘heterogeneity’ corresponds to certain objects, e.g., users, items or sessions, which are different from each
other and thus cannot be treated homogeneously in the modelling stage. It should be noted that heterogeneity here
somehow relates to but is not limited to the distributions. Some work has begun to explore the item heterogeneity
within a session for more specific recommendations, such as [141, 150]. But the progress is quite limited and
more explorations are deserved, especially the heterogeneities of different but relevant sessions.
- How to model the diverse couplings between different levels, e.g., the item-level and session-level, in an SBRS?
As demonstrated in Section 3.2, different levels in a session structure are comprehensively interacted with each
other. To this end, it is necessary to consider the influence from other levels when generating recommendations on
the item level. Most of existing work just focuses on the intra-item-level dependency modelling while ignoring the
inter-level dependency. Initial progress has been made on learning user couplings, item couplings, and user-item
couplings by coupled matrix factorization [77].
However, little attention has been paid to the above issues in the community. Much progress has been made
on non-IID learning for other areas, including similarity and metric learning [65, 133–135], coupling learning for
objects, attributes and hierarchical representations [66], heterogeneity learning for objects and attributes [159],
feature selection [104], and their applications to behavior analysis, outlier detection, clustering, classification,
and multi-view, multimodal, and multi-source data analysis [22, 23]. These will be useful for building a deep
understanding of non-IID RS and developing non-IID models for capturing the non-IID characteristics in complex
recommendation data, problems, and applications.
9 CONCLUSIONS
In this survey, we have conducted a systematic review of the SBRS area. We have firstly motivated the necessity
of SBRS research with a comprehensive comparison between SBRS and other RS, followed by the formations
and related definitions of SBRS. Then, we have shown the complexities and challenges of SBRS, followed by a
brief overview of research activities in SBRS. The up-to-date research progress and specific techniques have been
summarized. Lastly, the prospects of SBRS research have been given.
This review suggests further deeper thinking and research into several directions. First, the mathematical
nature of any recommendation problems and applications are non-IID, involving hierarchical couplings and
heterogeneities, while existing work either assumes users/items and their attributes as IID. Research on non-IID
RS address the nature and some intrinsic complexities and challenges of recommendation. Second, any complex
RS are complex systems [18], more efforts should be made to understand the system complexities and explore
general and specific data complexities and characteristics [21] associated with recommendation problems in
general and with SBRS in particular. Third, in addition to the current specific effort made on the item and session-
based relation learning, more effort should be on the way to address many other aspects and layers, including
users/items, their attributes, user/item groupings, and domains, and to address the hierarchical aspects from
attributes to groupings. Fourth, much practical need may be on next-event, next-action, next-choice etc. related
recommendations, to shift the recommendations to actionable recommendations, i.e., to enable decision-making
actions based on recommendations. Lastly, many specific issues in SBRS will be further explored, including
exploring deeper data-driven modeling and more advanced model-driven recommendation in terms of inventing
diverse powerful modeling techniques for specific issues and purposes.
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