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Abstract
Let R be a commutative ring with one and q an invertible element of R.
The (specialized) quantum group U = Uq(gln) over R of the general linear
group acts on mixed tensor space V ⊗r ⊗ V ∗⊗s where V denotes the natural
U-module Rn, r, s are nonnegative integers and V ∗ is the dual U-module
to V . The image of U in EndR(V
⊗r ⊗ V ∗⊗s) is called the rational q-Schur
algebra Sq(n; r, s). We construct a bideterminant basis of Sq(n; r, s). There
is an action of a q-deformation Bnr,s(q) of the walled Brauer algebra on mixed
tensor space centralizing the action of U. We show that EndBnr,s(q)(V
⊗r ⊗
V ∗⊗s) = Sq(n; r, s). By [7] the image of B
n
r,s(q) in EndR(V
⊗r ⊗ V ∗⊗s) is
EndU(V
⊗r⊗V ∗⊗s). Thus mixed tensor space asU-Bnr,s(q)-bimodule satisfies
Schur–Weyl duality.
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space, rational q-Schur algebra
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Introduction
Schur–Weyl duality plays an important role in representation theory since
it relates the representations of the general linear group with the representa-
tions of the symmetric group. The classical Schur–Weyl duality due to Schur
([21]) states that the actions of the general linear group G = GLn(C) and
the symmetric group Sm on tensor space V
⊗m with V = Cn and satisfy the
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bicentralizer property, that is EndSm(V
⊗m) is generated by the action of G
and correspondingly, EndG(V
⊗m) is generated by the action of Sm. This
duality has been generalized to subgroups of G (e. g. orthogonal, symplectic
groups, Levi subgroups) and corresponding algebras related with the group
algebra of the symmetric group (e. g. Brauer algebras, Ariki-Koike algebras),
as well as deformations of these algebras. In general, the phrase ’Schur–Weyl
duality’ has come to indicate such a bicentralizer property for two algebras
acting on some module.
One such generalization is the mixed tensor space V ⊗r ⊗ V ∗⊗s where V
is the natural and V ∗ its dual CG-module. The centralizer algebra is known
to be the walled Brauer algebra Bnr,s and it was shown in [1] by Benkart,
Chakrabarti, Halverson, Leduc, Lee and Stroomer, that mixed tensor space
under the action of CG and Bnr,s satisfies Schur–Weyl duality; see also [15]
and [24]. Kosuda and Murakami [17] introduced a one parameter deformation
Bnr,s(q) of the walled Brauer algebra and proved Schur–Weyl duality in the
generic case (i. e. over C(q)), where CG is replaced by the generic quantum
group UC(q)(gln).
In this paper, we generalize the results of [1, 17] for a very general setting.
Let R be a commutative ring with 1 and q ∈ R be invertible. Let U be
(a specialized version of) the quantum group over R, which replaces the
general linear group in the quantized case. Let Bnr,s(q) be the q-deformation
of the walled Brauer algebra defined by Leduc [18]. Here we use a specialized
version of the multi-parameter version of [18] which acts on mixed tensor
space V ⊗r ⊗ V ∗⊗s where V = Rn is the natural U-module.
In [7] one side of Schur–Weyl duality was shown in this situation, namely
that the image of Bnr,s(q) in EndR(V
⊗r ⊗ V ∗⊗s) is the centralizing algebra of
the action of U on mixed tensor space.
In this paper, which is a revised version of a preprint which has circulated
since 2008, the other side of Schur–Weyl duality will be proven, namely that
the image of U in EndR(V
⊗r⊗ V ∗⊗s) is the endomorphism algebra of mixed
tensor space under the action of Bnr,s(q). We call this image the rational
q-Schur algebra and denote it by Sq(n; r, s). It is a q-analogue of the rational
Schur algebra introduced and studied in [6]. In case q = 1 we obtain a similar
statement (which is also new) for the rational Schur algebra with respect to
the hyperalgebra over R of gln. In the meantime, Tange [23] showed this
result in the special case q = 1 by different methods. One may also wish to
consult the recent paper [4] by Brundan and Stroppel, which enlarges the
landscape on walled Brauer algebras considerably.
2
For technical reasons it will be useful to turn things around and instead
define Sq(n; r, s) to be EndBnr,s(q)(V
⊗r ⊗ V ∗⊗s). Since we show at the end
that this coincides with the image of U in EndR(V
⊗r ⊗ V ∗⊗s) there is no
harm in this abuse of notation. In the course of our proof we will show that
EndBnr,s(q)(V
⊗r⊗V ∗⊗s) = Sq(n; r, s) is free as R-module of rank independent
of the choice of R and q. We shall accomplish this by constructing an R-
basis of Sq(n; r, s) which is dual to a certain bideterminant basis of the dual
coalgebra Aq(n; r, s) of Sq(n; r, s).
As a guide for the reader we briefly outline the main ideas behind the
proof. There is a natural embedding of mixed tensor space V ⊗r ⊗ V ∗⊗s into
ordinary tensor space V ⊗r+(n−1)s. This embedding κ is not U-linear, but is
U′-linear, where U′ is the subalgebra ofU corresponding to the special linear
Lie algebra. We will see that replacing U by U′ is not significant. For u ∈ U′
the restriction of the action of u on V ⊗r+(n−1)s to V ⊗r ⊗ V ∗⊗s ≤ V ⊗r+(n−1)s
commutes with the action of Bnr,s(q) on V
⊗r ⊗ V ∗⊗s, hence lies in Sq(n; r, s).
Thus κ induces an algebra homomorphism π from the ordinary q-Schur al-
gebra Sq(n, r + (n − 1)s) which is the image of U
′ in EndR(V
⊗r+(n−1)s into
Sq(n; r, s). This homomorphism was motivated by a similar homomorphism
in [6].
Let ρord : U
′ → Sq(n, r + (n − 1)s) be the representation of U
′ on
V ⊗r+(n−1)s and ρmxd : U
′ → Sq(n; r, s) the representation of U
′ on mixed
tensor space. Then ρmxd = π ◦ ρord by construction. By classical quantized
Schur–Weyl duality ρord is surjective, hence ρmxd is surjective (i.e. ρmxd(U
′) =
Sq(n; r, s)) if π is surjective. We show that π possesses an R-linear right in-
verse, thus proving the surjectivity of π.
At this point, we switch over to coefficient spaces: It is well known that
the dual coalgebra Aq(n, r+(n− 1)s) = Sq(n, r+(n− 1)s)
∗ is the coefficient
space of U′ acting on ordinary tensor space V ⊗r+(n−1)s. There is no problem
here with dualisation, since the classical q-Schur algebra Sq(n, r+(n−1)s) is
known to be free as R-module of fixed rank independent of the choice ofR and
q. Moreover Aq(n, r + (n− 1)s) possesses a bideterminant basis ([13]). The
endomorphism algebra Sq(n; r, s) = EndBnr,s(q)(V
⊗r⊗V ∗⊗s) may be described
by a system of linear equations in the endomorphism algebra EndR(V
⊗r ⊗
V ∗⊗s), which is free as R-module. Using these equations, we apply a general
argument (Lemma 2.3) to construct a factor coalgebra Aq(n; r, s) of the R-
coalgebra EndR(V
⊗r ⊗ V ∗⊗s) such that Aq(n; r, s)
∗ is isomorphic to the R-
algebra Sq(n; r, s). In Section 5 we exhibit a map ι : Aq(n; r, s)→ Aq(n, r +
3
(n− 1)s) and show explicitly that ι∗ = π : Sq(n, r + (n− 1)s)→ Sq(n; r, s).
In Section 6 we show that Aq(n; r, s) and hence Sq(n; r, s) is free as R-module
by constructing a (rational) bideterminant basis. From this it is not hard
to find an (R-linear) left inverse of the map ι whose dual map is then the
required right inverse of ι∗ = π, proving that Sq(n; r, s) is the image of U
′
(and hence U) acting on mixed tensor space.
1. Preliminaries
Let n be a given positive integer. In this section, we introduce the quan-
tized enveloping algebra of the general linear Lie algebra gln over a com-
mutative ring R with parameter q and summarize some well known results;
see for example [12, 14, 19]. We will start by recalling the definition of the
quantized enveloping algebra over Q(q) where q is an indeterminate.
Let P ∨ be the free Z-module with basis h1, . . . , hn and let ε1, . . . , εn ∈ P ∨
∗
be the corresponding dual basis: εi is given by εi(hj) := δi,j for j = 1, . . . , n,
where δ is the usual Kronecker symbol. For i = 1, . . . , n− 1 let αi ∈ P
∨∗ be
defined by αi := εi − εi+1.
Definition 1.1. The quantum general linear algebra Uq(gln) is the associa-
tive Q(q)-algebra with 1 generated by the elements ei, fi (i = 1, . . . , n − 1)
and qh (h ∈ P ∨) with the defining relations
q0 = 1, qhqh
′
= qh+h
′
qheiq
−h = qαi(h)ei, q
hfiq
−h = q−αi(h)fi,
eifj − fjei = δi,j
Ki −K
−1
i
q − q−1
, where Ki := q
hi−hi+1,
e2i ej − (q + q
−1)eiejei + eje
2
i = 0 for |i− j| = 1,
f 2i fj − (q + q
−1)fifjfi + fjf
2
i = 0 for |i− j| = 1,
eiej = ejei, fifj = fjfi for |i− j| > 1.
We note that the subalgebra generated by the Ki, ei, fi (i = 1, . . . , n − 1)
is isomorphic with Uq(sln). Uq(gln) is a Hopf algebra with comultiplication
∆, counit ε the unique algebra homomorphisms, and antipode S the unique
invertible anti-homomorphism of algebras, defined on generators by
∆(qh) = qh ⊗ qh,
∆(ei) = ei ⊗K
−1
i + 1⊗ ei, ∆(fi) = fi ⊗ 1 +Ki ⊗ fi,
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ε(qh) = 1, ε(ei) = ε(fi) = 0,
S(qh) = q−h, S(ei) = −eiKi, S(fi) = −K
−1
i fi.
Let VQ(q) be a free Q(q)-vector space with basis {v1, . . . , vn}. We make VQ(q)
into a Uq(gln)-module via
qhvj = q
εj(h)vj for h ∈ P
∨, j = 1, . . . , n
eivj =
{
vi if j = i+ 1
0 otherwise
fivj =
{
vi+1 if j = i
0 otherwise.
We call VQ(q) the vector representation of Uq(gln). This is also a Uq(sln)-
module, by restriction of the action.
Let [l]q (in Z[q, q−1] resp. in R) be defined by [l]q :=
∑l−1
i=0 q
2i−l+1, [l]q! :=
[l]q[l−1]q . . . [1]q and let e
(l)
i :=
eli
[l]q!
, f
(l)
i :=
f li
[l]q!
. Let UZ[q,q−1] (resp., U
′
Z[q,q−1])
be the Z[q, q−1]-subalgebra of Uq(gln) generated by the q
h (resp., Ki) and the
divided powers e
(l)
i and f
(l)
i for l ≥ 0. UZ[q,q−1] is a Hopf algebra and we have
∆(e
(l)
i ) =
l∑
k=0
qk(l−k)e
(l−k)
i ⊗K
k−l
i e
(k)
i
∆(f
(l)
i ) =
l∑
k=0
q−k(l−k)f
(l−k)
i K
k
i ⊗ f
(k)
i
S(e
(l)
i ) = (−1)
lql(l−1)e
(l)
i K
l
i
S(f
(l)
i ) = (−1)
lq−l(l−1)K−li f
(l)
i
ε(e
(l)
i ) = ε(f
(l)
i ) = 0.
Furthermore, the Z[q, q−1]-lattice VZ[q,q−1] in VQ(q) generated by the vi is
invariant under the action of UZ[q,q−1] and of U
′
Z[q,q−1]. Now, make the
transition from Z[q, q−1] to an arbitrary commutative ring R with 1: Let
q ∈ R be invertible and consider R as a Z[q, q−1]-module via specializ-
ing q ∈ Z[q, q−1] 7→ q ∈ R. Then, let UR := R ⊗Z[q,q−1] UZ[q,q−1] and
U′R := R⊗Z[q,q−1]U
′
Z[q,q−1]. UR inherits a Hopf algebra structure fromUZ[q,q−1]
and VR := R ⊗Z[q,q−1] VZ[q,q−1] is a UR-module and by restriction also a U
′
R-
module.
If no ambiguity arises, we will henceforth omit the index R and write U,
U′ instead of UR, U
′
R and V instead of VR. Furthermore, we will write e
(l)
i
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as shorthand for 1⊗ e
(l)
i ∈ UR, similarly for the f
(l)
i , Ki short for 1⊗Ki, and
qh short for 1⊗ qh.
Suppose W,W1 and W2 are U-modules, then one can define U-module
structures on W1 ⊗ W2 = W1 ⊗R W2 and W
∗ = HomR(W,R) using the
comultiplication and the antipode by setting x(w1 ⊗ w2) = ∆(x)(w1 ⊗ w2)
and (xf)(w) = f(S(x)w).
Definition 1.2. Let r, s be nonnegative integers. TheU-module V ⊗r⊗V ∗⊗s
is called mixed tensor space.
Let I(n, r) be the set of r-tuples with entries in {1, . . . , n} and let I(n, s)
be defined similarly. The elements of I(n, r) (and I(n, s)) are called multi
indices. Note that the symmetric groups Sr and Ss act on I(n, r) and
I(n, s) respectively from the right by place permutation, that is if sj is
a Coxeter generator and i = (i1, i2, . . .) is a multi index, then let i.sj =
(i1, . . . , ij−1, ij+1, ij, ij+2, . . .). Then a basis of the mixed tensor space V
⊗r ⊗
V ∗⊗s can be indexed by I(n, r) × I(n, s). For i = (i1, . . . , ir) ∈ I(n, r) and
j = (j1, . . . , js) ∈ I(n, s) let
vi|j = vi1 ⊗ . . .⊗ vir ⊗ v
∗
j1 ⊗ . . .⊗ v
∗
js ∈ V
⊗r ⊗ V ∗⊗s
where {v∗1, . . . , v
∗
n} is the basis of V
∗ dual to {v1, . . . , vn}. Then {vi|j | i ∈
I(n, r), j ∈ I(n, s)} is a basis of V ⊗r ⊗ V ∗⊗s.
We have another algebra acting on V ⊗r ⊗ V ∗⊗s, namely the quantized
walled Brauer algebra Bnr,s(q) introduced in [7]. This algebra is defined as a
diagram algebra, in terms of Kauffman’s tangles. A presentation by genera-
tors and relations can be found in [7]. Note that this algebra and its action
coincides with Leduc’s algebra ([18], see the remarks in [7]).
Here, all we need is the action of generators given in the following dia-
grams. Bnr,s(q) is generated by the elements
E = . . . . . . , Si = . . . . . . . . . , Sˆj = . . . . . . . . .
where the non-propagating edges in E connect vertices in columns r, r + 1
while the crossings in Si and Sˆj connect vertices in columns i, i + 1 and
columns r + j, r + j + 1 respectively. If vi|j = v ⊗ vir ⊗ v
∗
j1
⊗ v′, then the
action of the generators on V ⊗r ⊗ V ∗⊗s is given by
vi|jE = δir ,j1
n∑
s=1
q2ir−n−1v ⊗ vs ⊗ v
∗
s ⊗ v
′
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vi|jSi =


q−1vi|j if ii = ii+1
vi.si|j if ii < ii+1
vi.si|j + (q
−1 − q)vi|j if ii > ii+1
vi|jSˆj =


q−1vi|j if jj = jj+1
vi|j.sj if jj > jj+1
vi|j.sj + (q
−1 − q)vi|j if jj < jj+1.
The action of Bnr,s(q) on V
⊗r ⊗ V ∗⊗s commutes with the action of U.
Theorem 1.3 ([7]). Let σ : Bnr,s(q)→ EndU(V
⊗r⊗V ∗⊗s) be the representa-
tion of the quantized walled Brauer algebra on the mixed tensor space. Then
σ is surjective, that is
EndU(V
⊗r ⊗ V ∗⊗s) ∼= Bnr,s(q)/annBnr,s(q)(V ⊗r⊗V ∗
⊗s).
The main result of this paper is the other half of the preceding theorem:
Theorem 1.4. Let ρmxd : U→ EndBnr,s(q)(V
⊗r⊗V ∗⊗s) be the representation
of the quantum group. Then ρmxd is surjective, that is
EndBnr,s(q)(V
⊗r ⊗ V ∗⊗s) ∼= U/annU(V ⊗r⊗V ∗⊗s).
Theorems 1.3 and 1.4 together state that the mixed tensor space is a
(U,Bnr,s(q))-bimodule with the double centralizer property. In the literature,
this is also called Schur–Weyl Duality. Theorem 1.4 will be proved at the
end of this paper.
For s = 0, this is well known. Bnm,0(q) is the Hecke algebra Hm, and V
⊗m
is the (ordinary) tensor space.
Definition 1.5. If m is a positive integer, let Hm be the associative R-
algebra with one generated by elements T1, . . . , Tm−1 with respect to the
relations
(Ti + q)(Ti − q
−1) = 0 for i = 1, . . . , m− 1
TiTi+1Ti = Ti+1TiTi+1 for i = 1, . . . , m− 2
TiTj = TjTi for |i− j| ≥ 2.
If w ∈ Sm is an element of the symmetric group on m letters, and w =
si1si2 . . . sil is a reduced expression as a product of Coxeter generators, let
Tw = Ti1Ti2 . . . Til . Then the set {Tw | w ∈ Sm} is a basis of Hm.
Note that Hm acts on V
⊗m, since Hm ∼= B
n
m,0(q), the isomorphism given
by Ti 7→ Si.
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Theorem 1.6 ([9, 11]). Let ρord : U→ EndR(V
⊗m) be the representation of
U on V ⊗m. Then im ρord = EndHm(V
⊗m). This algebra is called the q-Schur
algebra and denoted by Sq(n,m).
We will refer to V ⊗m as ordinary tensor space.
2. Mixed tensor space as a submodule
Recall that U′ is the subalgebra of U corresponding to the Lie algebra
sln.
Theorem 2.1. If m is a nonnegative integer, let ρord : U→ EndR(V
⊗m) be
the representation of U on V ⊗m. Then
ρord(U) = ρord(U
′).
Proof. Define the weight of i ∈ I(n,m) to be wt(i) = λ = (λ1, . . . , λn), such
that λi is the number of entries in i, that are equal to i. If λ = (λ1, . . . , λn)
is a composition of m into n parts, i. e. λ1 + . . . + λn = m, let V
⊗m
λ be
the R-submodule of V ⊗m generated by all vi with wt(i) = λ. Then V
⊗m is
the direct sum of all V ⊗mλ , where λ runs through the set of compositions of
m into n parts. Let ϕλ be the projection onto V
⊗m
λ . [11] shows, that the
restriction of ρord : U→ Sq(n,m) to any subalgebra U
′ ⊆ U is surjective, if
the subalgebra U′ contains the divided powers e
(l)
i , f
(l)
i and preimages of the
projections ϕλ.
Therefore, we define a partial order on the set of compositions of m into
n parts by λ  µ if and only if (λ1 − λ2, λ2 − λ3, . . . , λn−1 − λn) ≤ (µ1 −
µ2, µ2 − µ3, . . . , µn−1 − µn) in the lexicographical order. It suffices to show,
that for each composition λ, there exists an element u ∈ U′ such that uvi = 0
whenever wt(i) ≺ λ (i. e. wt(i)  λ and wt(i) 6= λ) and uvi = vi whenever
wt(i) = λ. In Theorem 4.5 of [19], it is shown that certain elements[
Ki; c
t
]
:=
t∏
s=1
Kiq
c−s+1 −K−1i q
−c+s−1
qs − q−s
are elements of U′ for i = 1, . . . , n− 1, c ∈ Z and t ∈ N. Let
u :=
n−1∏
i=1
[
Ki;m+ 1
λi − λi+1 +m+ 1
]
,
which is an element of U′ since λi−λi+1+m+1 > 0. Then u has the desired
properties.
8
The next lemma is motivated by [6, §6.3].
Lemma 2.2. There is a well defined U′-monomorphism κ : V ∗ → V ⊗n−1
given by
v∗i 7→ (−q)
i
∑
w∈Sn−1
(−q)l(w)v(12...ˆi...n).w
= (−q)i
∑
w∈Sn−1
(−q)l(w)v(12...ˆi...n)Tw = (−q)
iv(12...ˆi...n)
∑
w∈Sn−1
(−q)l(w)Tw
where iˆ means leaving out i.
Proof. It is clear, that κ is a monomorphism of R-modules. By definition,
Kiv
∗
j = q
δi+1,j−δi,jv∗j and Kiv(1...jˆ...n) = q
1−δi,jqδi+1,j−1v(1...jˆ...n). Thus κ com-
mutes with Ki. Now eiv
∗
j = −δi,jq
−1v∗j+1. If j 6= i, i+ 1 then
eiκ(v
∗
j ) = (−q)
jei
∑
w
(−q)l(w)v(1...ii+1...jˆ...n)Tw
= −(−q)j
∑
w
(−q)l(w)v(1...ii...jˆ...n)Tw = 0 = κ(eiv
∗
j )
For j = i resp. i+ 1 we get
eiκ(v
∗
i+1) = (−q)
i+1
∑
w
(−q)l(w)(eiv(1...̂i+1...n))Tw = 0
eiκ(v
∗
i ) = (−q)
i
∑
w
(−q)l(w)(eiv(1...ˆii+1...n))Tw
= (−q)i
∑
w
(−q)l(w)v
(1...i î+1...n)
Tw = −q
−1κ(v∗i+1)
Furthermore, for l ≥ 2 we clearly have e
(l)
i v
∗
j = 0 and e
(l)
i κ(v
∗
j ) = 0. The
argument for fi works similarly.
Lemma 2.2 enables us to consider the mixed tensor space V ⊗r ⊗ V ∗⊗s
as a U′-submodule T r,s of V ⊗r+(n−1)s via an embedding which we will also
denote by κ. Thus Bnr,s(q) acts on T
r,s.
If we restrict the action of an element of U′ on V ⊗r+(n−1)s or equivalently
of the q-Schur algebra Sq(n, r + (n − 1)s) to T
r,s, then we get an element
of EndR(T
r,s). Since the actions of U′ and Bnr,s(q) commute, this is also an
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element of EndBnr,s(q)(T
r,s). Let Sq(n; r, s) := EndBnr,s(q)(V
⊗r ⊗ V ∗⊗s), thus
we have an algebra homomorphism π : Sq(n, r + (n − 1)s) → Sq(n; r, s) by
restriction of the action to T r,s ∼= V ⊗r ⊗ V ∗⊗s. Our aim is to show that π
is surjective, for then each element of EndBnr,s(q)(V
⊗r ⊗ V ∗⊗s) is given by the
action of an element of U′.
Lemma 2.3. Let M be a free R-module with basis B = {b1, . . . , bl} and let
U be a submodule of M given by a set of linear equations on the coefficients
with respect to the basis B, i. e. there are elements aij ∈ R such that U =
{
∑
cibi ∈ M :
∑
j aijcj = 0 for all i}. Let {b
∗
1, . . . , b
∗
l } be the basis of M
∗ =
HomR(M,R) dual to B and let X be the submodule generated by all
∑
j aijb
∗
j .
Then U ∼= (M∗/X)
∗.
Proof. (M∗/X)∗ is isomorphic to the submodule ofM∗∗ given by linear forms
on M∗ that vanish on X . Via the natural isomorphism M∗∗ ∼= M , this is
isomorphic to the set of elements ofM that are annihilated by X . An element
m =
∑
k ckbk is annihilated by X if and only if 0 =
∑
j,k aijb
∗
j (ckbk) =∑
k aikck for all i and this is true if and only if m ∈ U .
Note that an element ϕ˜ ∈ (M∗/X)∗ corresponds to the element ϕ =∑
i ϕ˜(b
∗
i +X)bi of U . In our case Sq(n,m) and Sq(n; r, s) are R-submodules
of R-free algebras, namely EndR(V
⊗m) and EndR(V
⊗r⊗V ∗⊗s) resp., given by
a set of linear equations, which we will determine more precisely in Sections
3 and 4.
Definition 2.4. LetM = EndR(V
⊗m) and U = Sq(n,m). Then U is defined
as the algebra of endomorphisms commuting with a certain set of endomor-
phisms and thus is given by a system of linear equations on the coefficients.
Let Aq(n,m) = M
∗/X as in Lemma 2.3. Similarly let Aq(n; r, s) = M
∗/X
with M = EndR(V
⊗r ⊗ V ∗⊗s) and U = Sq(n; r, s).
By Lemma 2.3 we have Aq(n,m)
∗ = Sq(n,m) and Aq(n; r, s)
∗ = Sq(n; r, s).
We will proceed as follows: We will take m = r + (n − 1)s and define an
R-homomorphism ι : Aq(n; r, s) → Aq(n, r + (n − 1)s) such that ι
∗ = π :
Sq(n, r + (n − 1)s) → Sq(n; r, s). Then we will define an R-homomorphism
φ : Aq(n, r + (n − 1)s) → Aq(n; r, s) such that φ ◦ ι = idAq(n;r,s) by giving
suitable bases for Aq(n, r+(n−1)s) and Aq(n; r, s). Dualizing this equation,
we get π ◦ φ∗ = ι∗ ◦ φ∗ = idSq(n;r,s), and this shows that π is surjective.
Actually Aq(n, r+(n−1)s) and Aq(n; r, s) are coalgebras and ι is a morphism
of coalgebras, but we do not need this for our results.
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3. Aq(n,m)
The description of Aq(n,m) is well known, see e. g. [5]. Let Aq(n) be the
free R-algebra on generators xij (1 ≤ i, j ≤ n) subject to the relations
xikxjk = qxjkxik if i < j
xkixkj = qxkjxki if i < j
xijxkl = xklxij if i < k and j > l
xijxkl = xklxij + (q − q
−1)xilxkj if i < k and j < l.
Note that these relations define the commutative algebra in n2 commuting
indeterminates xij in case q = 1. The free algebra on the generators xij is
obviously graded (with all generators in degree 1), and since the relations are
homogeneous, this induces a grading on Aq(n). Then
Lemma 3.1 ([5]). Aq(n,m) is the R-submodule of Aq(n) of elements of
homogeneous degree m.
Proof. Since our relations of the Hecke algebra differ from those in [5] ((Ti−
q)(Ti+1) = 0 is replaced by (Ti+q)(Ti−q
−1) = 0), and thus Aq(n,m) differs
as well, we include a proof here.
Suppose ϕ is an endomorphism of V ⊗m commuting with the action of a
generator Si. For convenience, we assume that m = 2 and S = S1. ϕ can be
written as a linear combination of the basis elements E(ij),(kl) mapping vk⊗vl
to vi ⊗ vj , and all other basis elements to 0. For the coefficient of E(ij),(kl),
we write cikcjl, so that ϕ =
∑
i,j,k,l cikcjlE(ij),(kl). On the one hand we have
S(ϕ(vk ⊗ vl)) = S
(∑
i,j
cikcjlvi ⊗ vj
)
=
∑
i<j
cikcjlvj ⊗ vi + q
−1
∑
i
cikcilvi ⊗ vi
+
∑
i>j
cikcjl(vj ⊗ vi + (q
−1 − q)vi ⊗ vj)
=
∑
i 6=j
cikcjlvj ⊗ vi + q
−1
∑
i
cikcilvi ⊗ vi + (q
−1 − q)
∑
i<j
cjkcilvj ⊗ vi
11
Now, suppose that k > l. Then
ϕ(S(vk ⊗ vl)) = ϕ(vl ⊗ vk + (q
−1 − q)vk ⊗ vl)
=
∑
i,j
(
cjlcik + (q
−1 − q)cjkcil
)
vj ⊗ vi
Similar formulas hold for k = l and k < l. Comparing coefficients leads to
the relations given above.
Aq(n,m) has a basis consisting of monomials, but it will turn out to be
more convenient for our purposes to work with a basis of standard bide-
terminants (see [13]). Note that the supersymmetric quantum letterplace
algebra in [13] for L− = P− = {1, . . . , n}, L+ = P+ = ∅ is isomorphic to
Aq−1(n) ∼= Aq(n)
opp, and we will adjust the results to our situation.
A partition λ of m is a sequence λ = (λ1, λ2, . . . , λk) of nonnegative
integers such that λ1 ≥ λ2 ≥ . . . ≥ λk and
∑k
i=1 λi = m. Denote the set
of partitions of m by Λ+(m). The Young diagram [λ] of a partition λ is
{(i, j) ∈ N × N : 1 ≤ i ≤ k, 1 ≤ j ≤ λi}. It can be represented by an array
of boxes, λ1 boxes in the first row, λ2 boxes in the second row, etc.
A λ-tableau t is a map f : [λ]→ {1, . . . , n}. A tableau can be represented
by writing the entry f(i, j) into the (i, j)-th box. A tableau t is called stan-
dard, if the entries in each row are strictly increasing from left to right, and
the entries in each column are nondecreasing downward. In the literature,
this property is also called semi-standard, and the role of rows and columns
may be interchanged. Note that if t is a standard λ-tableau, then λ1 ≤ n.
A pair [t, t′] of λ-tableaux is called a bitableau. It is standard if both t and t′
are standard λ-tableaux.
Note that the next definition differs from the definition in [13] by a sign.
Definition 3.2. Let i1, . . . , ik, j1, . . . , jk be elements of {1, . . . , n}, For i1 <
i2 < . . . < ik let the right quantum minor be defined by
(i1i2 . . . ik|j1j2 . . . jk)r :=
∑
w∈Sk
(−q)l(w)xiw1j1xiw2j2 . . . xiwkjk .
For arbitrary i1, . . . , ik, the right quantum minor is then defined by the rule
(i1 . . . ilil+1 . . . ik|j1j2 . . . jk)r := −q
−1(i1 . . . il−1il+1ilil+2 . . . ik|j1j2 . . . jk)r
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for il > il+1. Similarly, let the left quantum minor be defined by
(i1 . . . ik|j1 . . . jk)l :=
∑
w∈Sk
(−q)l(w)xi1,jw1xi2jw2 . . . xikjwk if j1 < . . . < jk,
(i1 . . . ik|j1 . . . jk)l := −q
−1(i1 . . . ik|j1 . . . jl+1jl . . . jk)l if jl > jl+1.
Finally let the quantum determinant be defined by
detq := (12 . . . n|12 . . . n)r = (12 . . . n|12 . . . n)l.
If [t, t′] is a bitableau, and t1, t2, . . . , tk resp. t
′
1, t
′
2, . . . , t
′
k are the rows of t
resp. t′, then let
(t|t′) := (tk|t
′
k)r . . . (t2|t
′
2)r(t1|t
′
1)r.
(t|t′) is called a bideterminant.
Remark 3.3. We note the following properties of quantum minors:
1.
(i1 . . . ik|j1 . . . jk)r = −q(i1 . . . ik|j1 . . . jl+1jl . . . jk)r for jl > jl+1
(i1 . . . ik|j1 . . . jk)l = −q(i1 . . . il+1il . . . ik|j1 . . . jk)l for il > il+1.
2. If i1 < i2 < . . . < ik and j1 < j2 < . . . < jk, then right and left
quantum minors coincide, and we simply write (i1 . . . ik|j1 . . . jk). This
notation thus indicates that the sequences of numbers are increasing.
In general, right and left quantum minors differ by a power of −q.
3. If two il’s or jl’s coincide, then the quantum minors vanish.
4. The quantum determinant detq is an element of the center of Aq(n).
Definition 3.4. Let the content of a monomial xi1j1 . . . ximjm be defined
as the tuple (α, β) = ((α1, . . . , αn), (β1, . . . , βn)) where αi is the number of
indices it such that it = i, and βj is the number of indices jt such that jt = j.
Note that
∑
αi =
∑
βj = m for each monomial of homogeneous degree m.
For such a tuple (α, β), let P (α, β) be the subspace of Aq(n,m) generated by
the monomials of content (α, β). Furthermore, let the content of a bitableau
[t, t′] be defined similarly as the tuple (α, β), such that αi is the number of
entries in t equal to i and βj is the number of entries in t
′ equal to j.
Theorem 3.5 ([13]). The bideterminants (t|t′) of the standard λ-tableaux
with λ a partition of m form a basis of Aq(n,m), such that the bideterminants
of standard λ-tableaux of content (α, β) form a basis of P (α, β).
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The proof in [13] works over a field, but the arguments are valid if the
field is replaced by a commutative ring with 1. The reversed order of the
minors is due to the opposite algebra. Note that for i1 < i2 < . . . < ik and
j1 < j2 < . . . < jk we have
q
k(k−1)
2 (i1i2 . . . ik|j1j2 . . . jk)r =
∑
w∈Sk
(−q)−l(w)xiwkj1xiw(k−1)j2 . . . xiw1jk ,
which is a quantum minor of Aq−1(n)
opp.
Lemma 3.6 (Laplace’s expansion [13]). 1. For j1 < j2 < . . . < jl <
jl+1 < . . . < jk we have
(i1i2 . . . ik|j1j2 . . . jk)l
=
∑
w
(−q)l(w)(i1 . . . il|jw1 . . . jwl)l(il+1 . . . ik|jw(l+1) . . . jwk)l
where the summation is over all w ∈ Sk, such that w1 < w2 < . . . < wl
and w(l + 1) < w(l + 2) < . . . < wk.
2. For i1 < i2 < . . . < ik we have
(i1i2 . . . ik|j1j2 . . . jk)r
=
∑
w
(−q)l(w)(iw1 . . . iwl|j1 . . . jl)r(iw(l+1) . . . iwk|jl+1 . . . jk)r
the summation again over all w ∈ Sk, such that w1 < w2 < . . . < wl
and w(l + 1) < w(l + 2) < . . . < wk.
4. Aq(n; r, s)
A basis of EndR(V
⊗r ⊗ V ∗⊗s) is given by matrix units Ei|j k|l such that
Ei|j k|lvs|t = δk|l,s|tvi|j. Suppose ϕ =
∑
i,j,k,l
ci|j k|lEi|j k|l ∈ EndR(V
⊗r ⊗ V ∗⊗s)
commutes with the action of Bnr,s(q) or equivalently with a set of generators
of Bnr,s(q). Since coefficient spaces are multiplicative, we can write
ci1k1ci2k2 . . . cirkrc
∗
j1l1
c∗j2l2 . . . c
∗
jsls
for the coefficient ci|j k|l. It is easy to see from the description of Aq(n,m)
that ϕ commutes with the generators without non-propagating edges if and
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only if the cij satisfy the relations of Aq(n) and the c
∗
ij satisfy the relations
of Aq−1(n) ∼= Aq(n)
opp.
Now suppose that ϕ in addition commutes with the action of the generator
e = . . . . . . .
We assume that r = s = 1 (the general case being similar) and ϕ =
n∑
i,j,k,l=1
cikc
∗
jlEi|j k|l. Let v = vi ⊗ v
∗
j be a basis element of V ⊗ V
∗. We have
(the indices in the sums always run from 1 to n)
ϕ(v)e =
∑
s,t
csic
∗
tj(vs ⊗ v
∗
t )e =
∑
s,k
q2s−n−1csic
∗
sj(vk ⊗ v
∗
k)
ϕ(ve) = δijq
2i−n−1
∑
k
ϕ(vk ⊗ v
∗
k) = δijq
2i−n−1
∑
k,s,t
cskc
∗
tkvs ⊗ v
∗
t
Comparing coefficients, we get the following conditions:
n∑
k=1
cikc
∗
jk = 0 for i 6= j
n∑
k=1
q2kckic
∗
kj = 0 for i 6= j
n∑
k=1
q2k−2ickic
∗
ki =
n∑
k=1
cjkc
∗
jk.
This, combined with Lemma 2.3 shows that
Lemma 4.1.
Aq(n; r, s) ∼= (F (n, r)⊗R F∗(n, s))/Y
where F (n, r) resp. F∗(n, s) is the R-submodule of the free algebra on gener-
ators xij resp. x
∗
ij generated by monomials of degree r resp. s and Y is the
R-submodule of F (n, r)⊗RF∗(n, s) generated by elements of the form h1h2h3
where h2 is one of the elements
xikxjk − qxjkxik for i < j (4.1.1)
xkixkj − qxkjxki for i < j (4.1.2)
xijxkl − xklxij for i < k, j > l (4.1.3)
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xijxkl − xklxij − (q − q
−1)xilxkj for i < k, j < l (4.1.4)
x∗ikx
∗
jk − q
−1x∗jkx
∗
ik for i < j (4.1.5)
x∗kix
∗
kj − q
−1x∗kjx
∗
ki for i < j (4.1.6)
x∗ijx
∗
kl − x
∗
klx
∗
ij for i < k, j > l (4.1.7)
x∗ijx
∗
kl − x
∗
klx
∗
ij + (q − q
−1)x∗ilx
∗
kj for i < k, j < l (4.1.8)
n∑
k=1
xikx
∗
jk for i 6= j (4.1.9)
n∑
k=1
q2kxkix
∗
kj for i 6= j (4.1.10)
n∑
k=1
q2k−2ixkix
∗
ki −
n∑
k=1
xjkx
∗
jk (4.1.11)
and h1, h3 are monomials of appropriate degree.
Remark 4.2. The map given by xik 7→ q
2k−2ixki and x
∗
ik 7→ x
∗
ki induces an
R-linear automorphism of Aq(n; r, s).
Bideterminants can also be formed using the variables x∗ij . In this case
let
(t|t′)∗ := (t1|t
′
1)
∗
r(t2|t
′
2)
∗
r . . . (tk|t
′
k)
∗
r
where the quantum minors (i1 . . . ik|j1 . . . jk)
∗
r/l are defined as above with q
replaced by q−1.
5. The map ι : Aq(n; r, s)→ Aq(n, r + (n− 1)s)
For any 1 ≤ i, j ≤ n let ι(xij) = xij and
ι(x∗ij) = (−q)
j−i(12 . . . iˆ . . . n|12 . . . jˆ . . . n) ∈ Aq(n, n− 1),
then there is a unique R-linear map
ι : F (n, r)⊗R F∗(n, s)→ Aq(n, r + (n− 1)s)
such that ι(xi1j1 . . . xirjrx
∗
k1l1
. . . x∗ksls) = ι(xi1j1) . . . ι(xirjr)ι(x
∗
k1l1
) . . . ι(x∗ksls).
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Lemma 5.1. Y is contained in the kernel of ι and thus ι induces an R-linear
map
Aq(n; r, s)→ Aq(n, r + (n− 1)s)
which we will then also denote by ι.
Proof. We have to show that the generators of Y lie in the kernel of ι. Gen-
erators of Y involving the elements (4.1.1) up to (4.1.4) are obviously in
the kernel of ι. [10, Theorem 7.3] shows that generators involving elements
(4.1.5) up to (4.1.8) are also in the kernel. Laplace’s Expansion shows that
ι
(
n∑
k=1
xikx
∗
jk
)
=
n∑
k=1
(−q)(k−1)−(j−1)xik · (1 . . . jˆ . . . n|1 . . . kˆ . . . n)l
= (−q)1−j(i1 . . . jˆ . . . n|1 . . . n)l = δi,j · detq and
ι
(
n∑
k=1
q2k−2ixkix
∗
kj
)
= q−2i+j+1
n∑
k=1
(−q)k−1xki · (1 . . . kˆ . . . n|1 . . . jˆ . . . n)r
= (−q)j−2i+1(1 . . . n|i1 . . . jˆ . . . n)r = δi,j · detq,
thus the generators involving the elements (4.1.9) up to (4.1.11) are in the
kernel of ι.
Now, we have maps
ι∗ : Aq(n, r+(n−1)s)
∗ → Aq(n; r, s)
∗ and π : Sq(n, r+(n−1)s)→ Sq(n; r, s).
By definition Aq(n, r + (n − 1)s)
∗ ∼= Sq(n, r + (n − 1)s) and Aq(n; r, s)
∗ ∼=
Sq(n; r, s). Under these identifications we have
Lemma 5.2. ι∗ = π.
Proof. We will write
xi1...il j1...jl = xi1,j1 . . . xil,jl and
xil...i1|l1...lm jl...j1|k1...km = xil,jl . . . xi1,j1x
∗
l1,k1
. . . x∗lm,km.
Suppose that ϕ˜ ∈ Aq(n, r+(n−1)s)
∗. The corresponding element of Sq(n, r+
(n− 1)s) is ϕ =
∑
i,j∈I(n,r+(n−1)s)
ϕ˜(xij)Eij. Since ι
∗(ϕ˜) = ϕ˜ ◦ ι, we have
ι∗(ϕ) =
∑
i,j,k,l
ϕ˜ ◦ ι(xi|j k|l)Ei|j k|l
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In other words: The coefficient of Ei|j k|l in ι
∗(ϕ) can be computed by sub-
stituting each xst in ι(xi|j k|l) by ϕ˜(xst). On the other hand, to compute the
coefficient of Ei|j k|l in π(ϕ), one has to consider the action of ϕ on a basis
element v = κ(vk|l) of T
r,s. For a multi index l ∈ I(n, s) let l∗ ∈ I(n, (n−1)s)
be defined by
l∗ = (1 . . . lˆ1 . . . n1 . . . lˆ2 . . . n . . . 1 . . . lˆs . . . n).
Then
v = κ(vk|l) = (−q)
l1+l2+...+ls
∑
w∈S×sn−1
(−q)l(w)vk ⊗ (vl∗Tw)
and thus we have
ϕ(v) = (−q)
∑
lk
∑
s,t,w
(−q)l(w)ϕ˜(xst)Est (vk ⊗ (vl∗Tw))
=
∑
s,w
(−q)l(w)+
∑
lkϕ˜(xs kl∗.w)vs.
Since ϕ leaves T r,s invariant, ϕ(v) is a linear combination of the ba-
sis elements κ(vi|j) of T
r,s. Distinct κ(vi|j) involve distinct basis vectors of
V ⊗r+(n−1)s. Thus if ϕ(v) =
∑
i|j λi|jκ(vi|j) =
∑
i|j,w λi|j(−q)
l(w)+j1+...+jsvij∗.w
then (−q)
∑
jkλi|j is equal to the coefficient of vij∗ when ϕ(v) is written as a
linear combination of basis vectors of V ⊗r+(n−1)s. The coefficient of vij∗ in
ϕ(v) is, by the formula above,
(−q)
∑
lk
∑
w
(−q)l(w)ϕ˜(xij∗ kl∗.w).
Thus
λi|j = (−q)
∑
lk−jk
∑
w
(−q)l(w)ϕ˜(xij∗ kl∗.w) = ϕ˜ ◦ ι(xi|j k|l).
But λi|j is also the coefficient of Ei|j k|l in π(ϕ) which shows the result.
Theorem 5.3 (Jacobi’s Ratio Theorem). Suppose n ≥ l ≥ 0, and i1 < i2 <
. . . < il and j1 < j2 < . . . < jl. Let i
′
1 < i
′
2 < . . . < i
′
n−l and j
′
1 < j
′
2 < . . . <
j′n−l be the unique numbers such that {1, . . . , n} = {i1, . . . , il, i
′
1, . . . , i
′
n−l} =
{j1, . . . , jl, j
′
1, . . . , j
′
n−l}. Then
ι ((i1 . . . il|j1 . . . jl)
∗) = (−q)
∑l
t=1(jt−it)detl−1q (i
′
1 . . . i
′
n−l|j
′
1 . . . j
′
n−l).
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Proof. We argue by induction on l. Note that for l = 0, detl−1q = det
−1
q is
not an element of Aq(n). However (i
′
1 . . . i
′
n−l|j
′
1 . . . j
′
n−l) turns out to be detq,
thus the right hand side of the formula is det−1q detq = 1 = ι(1). In this sense
the formula is valid for l = 0.
For l = 1 the theorem is true by the definition of ι(x∗ij). Now assume the
theorem is true for l − 1. Apply Laplace’s expansion and use induction to
get
ι ((i1 . . . il|j1 . . . jl)
∗) = ι
(
l∑
k=1
(−q)−(k−1)x∗ikj1(i1 . . . iˆk . . . il|j2 . . . . . . jl)
∗
)
=
l∑
k=1
(−q)1−k(−q)j1−ik(1 . . . iˆk . . . n|1 . . . jˆ1 . . . n) · (−q)
∑
t 6=1
jt−
∑
t 6=k
it
detl−2q
· (1 . . . iˆ1 . . . iˆ2 . . . . . . ˆik−1 . . . ˆik+1 . . . . . . iˆl . . . n|1 . . . jˆ2 . . . jˆ3 . . . . . . jˆl . . . n)
We claim that this is equal to
(−q)
∑l
t=1(jt−it)detl−2q
∑
w
(−q)l(w)+1−n(w1w2 . . .w(n− 1)|1 . . . jˆ1 . . . n)
· (wn 1 . . . iˆ1 . . . . . . iˆl . . . n|1 . . . jˆ2 . . . . . . jˆl . . . n)l (5.3.1)
where the summation is over all w ∈ Sn such that w1 < w2 < . . . < w(n−1).
If wn is not one of the ik’s, then the summand in (5.3.1) vanishes, since wn
appears twice in the row on the left side of the second minor. Thus the
summation is over all w as above with wn = ik for some k. Note that
l(w) = n− ik and
(ik1 . . . iˆ1 . . . . . . iˆl . . . n|t)l = (−q)
ik−k(1 . . . iˆ1 . . . ˆik−1 . . . ˆik+1 . . . iˆl . . . n|t),
the claim follows. Again apply Laplace’s expansion to the second minor in
(5.3.1) to get
(wn 1 . . . iˆ1 . . . . . . iˆl . . . n|1 . . . jˆ2 . . . . . . jˆl . . . n)l
=
∑
v
(−q)l(v)xwn v1(1 . . . iˆ1 . . . . . . iˆl . . . n|v2v3 . . . ˆvj2 . . . . . . vˆjl . . . vn),
the summation being over all v ∈ S{1,...,jˆ2,...,jˆl,...,n} with v2 < v3 < . . . <
vn. After substituting this term in (5.3.1), one can again apply Laplace’s
expansion, to get that (5.3.1) is equal to
(−q)
∑
(jt−it)detl−2q
∑
v
(−q)l(v)+1−n(12 . . . n|1 . . . jˆ1 . . . n v1)r
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· (1 . . . iˆ1 . . . . . . iˆl . . . n|v2v3 . . . ˆvj2 . . . . . . vˆjl . . . vn) (5.3.2)
The only summand in (5.3.2) that does not vanish, is the term for v1 = j1
with l(v) = j1 − 1. Thus (5.3.2) is equal to
(−q)
∑
(jt−it)detl−2q (−q)
j1−n(12 . . . n|1 . . . jˆ1 . . . nj1)r · (i
′
1 . . . i
′
n−l|j
′
1 . . . j
′
n−l)
= (−q)
∑l
t=1(jt−it)detl−1q (i
′
1 . . . i
′
n−l|j
′
1 . . . j
′
n−l).
6. A basis for Aq(n; r, s)
Theorem 5.3 enables us to construct elements of Aq(n; r, s) that are
mapped to standard bideterminants under ι. First, we will introduce the
notion of rational tableaux, although we will slightly differ from the defini-
tion of rational tableaux in [22]. Recall that Λ+(k) is the set of partitions of
k.
Definition 6.1. Fix 0 ≤ k ≤ min(r, s). Let ρ ∈ Λ+(r−k) and σ ∈ Λ+(s−k)
with ρ1 + σ1 ≤ n. A rational (ρ, σ)-tableau is a pair (r, s) with r a ρ-tableau
and s a σ-tableau.
Let firsti(r, s) be the number of entries of the first row of r which are ≤ i
plus the number of entries of the first row of s which are ≤ i. A rational
tableau is called standard if r and s are standard tableaux and the following
condition holds:
firsti(r, s) ≤ i for all i = 1, . . . , n (6.1.1)
A pair [(r, s), (r′, s′)] of rational (ρ, σ)-tableaux is called a rational bita-
bleau, and it is called a standard rational bitableau if both (r, s) and (r′, s′)
are standard rational tableaux.
Remark 6.2. In [22], condition (6.1.1) is already part of the definition of
rational tableaux. The condition ρ1+σ1 ≤ n is equivalent to condition (6.1.1)
for i = n. The reason for the difference will be apparent in the proof of the
next lemma.
Lemma 6.3. There is a bijection between the set consisting of all standard
rational (ρ, σ)-tableaux for ρ ∈ Λ+(r − k), σ ∈ Λ+(s− k), as k runs from 0
to min(r, s) and the set of all standard λ-tableaux for λ ∈ Λ+(r + (n − 1)s)
satisfying
∑s
i=1 λi ≥ (n− 1)s.
20
Proof. Given a rational (ρ, σ)-tableau (r, s) we construct a λ-tableau t as
follows: Draw a rectangular diagram with s rows and n columns. Rotate
the tableau s by 180 degrees and place it in the bottom right corner of the
rectangle. Place the tableau r on the left side below the rectangle. Fill the
empty boxes of the rectangle with numbers, such that in each row, the entries
that do not appear in t appear in the empty boxes in increasing order. Let
t be the tableau consisting of the formerly empty boxes and the boxes of r.
We illustrate this procedure with an example. Let n = 5, r = 4, s = 5, k = 1
and let
(r, s) =
(
1 3
2
, 3 4
3 5
)
.
Then
(r, s) 5 3
4 3
1 3
2
 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4 5 3
1 2 5 4 3
1 3
2
 t =
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4
1 2 5
1 3
2
It is now easy to give an inverse: Just draw the rectangle into the tableau t,
fill the empty boxes of the rectangle in a similar way as before, rotate these
back to obtain s. r is the part of the tableau t, that lies outside the rectangle.
We have to show, that these bijections provide standard tableaux of the right
shape.
Suppose (r, s) is a rational (ρ, σ)-tableau, then t is a λ-tableau, with
λi = n − σs+1−i for i ≤ s and λi = ρi−s for i > s. Thus λi ≥ λi+1 for i < s
is equivalent to σs+1−i ≤ σs−i, and for i > s it is equivalent to ρi−s ≥ ρi+1−s.
Now ρ1 + σ1 = λs+1 − (λs − n). This shows that λ is a partition if and only
if ρ and σ are partitions with ρ1 + σ1 ≤ n. We still have to show that (r, s)
is standard if and only if t is standard.
By definition, all standard tableaux have increasing rows. A tableau has
nondecreasing columns if and only if for all i = 1, . . . , n and all rows (except
for the last row) the number of entries ≤ i in this row is greater or equal
than the number of entries ≤ i in the next row. Now, it follows from the
construction that t has nondecreasing columns inside the rectangle if and
only if s has nondecreasing columns, t has nondecreasing columns outside
the rectangle if and only if r has nondecreasing columns, and the columns
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in t do not decrease from row s to row s + 1 if and only if condition (6.1.1)
holds.
Definition 6.4. For k ≥ 1 let det
(k)
q ∈ Aq(n; k, k) be recursively defined by
det
(1)
q :=
∑n
l=1 x1lx
∗
1l and det
(k)
q :=
∑n
l=1 x1ldet
(k−1)
q x∗1l for k > 1.
Let a (rational) bideterminant ((r, s)|(r′, s′)) ∈ Aq(n; r, s) be defined by
((r, s)|(r′, s′)) := (r|r′) det(k)q (s|s
′)∗
whenever [(r, s), (r′, s′)] is a rational (ρ, σ)-bitableau such that ρ ∈ Λ+(r−k),
σ ∈ Λ+(s− k), for some k = 0, 1, . . . ,min(r, s).
Note that the proof of Lemma 5.1 and Remark 3.3(4) show that ι(det
(k)
q ) =
detkq . Furthermore, if ρ1 or σ1 > n, then the bideterminant of a (ρ, σ)-
bitableau vanishes. As a direct consequence of Theorem 5.3 we get
Lemma 6.5. Let (r, s) and (r′, s′) be two standard rational tableaux, and
let t and t′ be the (standard) tableaux obtained from the correspondence of
Lemma 6.3. Then we have
ι((r, s)|(r′, s′)) = (−q)c(t,t
′)(t|t′)
for some integer c(t, t′). In particular, the bideterminants of standard rational
bitableaux are linearly independent.
Proof. This follows directly from Theorem 5.3, the construction of the bijec-
tion and ι(det
(k)
q ) = det
k
q . The second statement follows from the fact that
the (t|t′)’s are linearly independent.
Lemma 6.6. We have
n∑
l=1
xildet
(k)
q x
∗
jl = 0 for i 6= j (6.6.1)
n∑
l=1
q2lxlidet
(k)
q x
∗
lj = 0 for i 6= j (6.6.2)
n∑
l=1
q2l−2ixlidet
(k)
q x
∗
li =
n∑
l=1
xjldet
(k)
q x
∗
jl (6.6.3)
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Proof. Without loss of generality, we may assume that k = 1. Suppose that
i, j 6= 1. Then
n∑
l=1
xildet
(1)
q x
∗
jl =
n∑
k,l=1
xikx1lx
∗
1lx
∗
jk =
∑
k<l
x1lxikx
∗
jkx
∗
1l + q
−2
∑
k
x1kxikx
∗
jkx
∗
1k
+
∑
k>l
(
x1lxikx
∗
jkx
∗
1l + (q
−1 − q)(x1kxilx
∗
1lx
∗
jk + x1lxikx
∗
1kx
∗
jl)
)
=
∑
k,l
x1lxikx
∗
jkx
∗
1l + (q
−2 − 1)
∑
k
qx1kxikx
∗
1kx
∗
jk
+ (q−1 − q)
∑
k>l
(x1kxilx
∗
1lx
∗
jk + x1lxikx
∗
1kx
∗
jl)
= δijdet
(2)
q + (q
−1 − q)
∑
k,l
x1kxilx
∗
1lx
∗
jk = δijdet
(2)
q .
For j 6= 1 we have
n∑
l=1
x1ldet
(1)
q x
∗
jl =
n∑
k,l=1
x1kx1lx
∗
1lx
∗
jk =
∑
k<l
qx1lx1kx
∗
jkx
∗
1l + q
−1
∑
k
x1kx1kx
∗
jkx
∗
1k
+
∑
k>l
(
q−1x1lx1kx
∗
jkx
∗
1l + (q
−1 − q)x1kx1lx
∗
jlx
∗
1k
)
=
∑
k,l
q−1x1lx1kx
∗
jkx
∗
1l = 0.
Similarly, one can show that
n∑
l=1
xildet
(1)
q x
∗
1l = 0 for i 6= 1
n∑
l=1
q2l−2ixlidet
(1)
q x
∗
lj = δij
n∑
l=1
q2l−2xl1det
(1)
q x
∗
l1 for i, j 6= 1
n∑
l=1
q2l−2xl1det
(1)
q x
∗
lj = 0 for j 6= 1
n∑
l=1
q2l−2ixlidet
(1)
q x
∗
l1 = 0 for i 6= 1.
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Finally,
n∑
l=1
q2l−2xl1det
(1)
q x
∗
l1 =
∑
l,k
q2l−2xl1x1kx
∗
1kx
∗
l1 =
∑
l,k 6=1
q2l−2x1kxl1x
∗
l1x
∗
1k
+
∑
l 6=1
q2l−4x11xl1x
∗
l1x
∗
11 +
∑
k 6=1
q2x1kx11x
∗
11x
∗
1k + x11x11x
∗
11x
∗
11
= det(2)q +
∑
l 6=1
q2l−4(1− q2)x11xl1x
∗
l1x
∗
11 +
∑
k 6=1
(q2 − 1)x1kx11x
∗
11x
∗
1k
= det(2)q + (1− q
2)
(∑
l 6=1
q2l−4x11xl1x
∗
l1x
∗
11 − q
−2
∑
k 6=1
x11x1kx
∗
1kx
∗
11
)
= det(2)q .
The proof is complete.
Lemma 6.7. Suppose r = (r1, . . . , rk), s = (s1, . . . , sk) ∈ I(n, k) are fixed.
Let j ∈ {1, . . . , n} and k ≥ 1. Then we have, modulo det
(1)
q ,∑
j<j1<j2<...<jk
(r|jk . . . j2j1)r(s|j1j2 . . . jk)
∗
r
≡ (−1)kq2
∑k−1
i=0 i
∑
j1<j2<...<jk≤j
(r|jk . . . j2j1)r(s|j1j2 . . . jk)
∗
r
Proof. (s|j1j2 . . . jk)
∗
r and (s|j1j2 . . . jk)
∗
l differ only on a power of −q not
depending on j1, j2, . . . , jk. Thus we can show the lemma with ( , )
∗
r replaced
by ( , )∗l . Similarly, we can assume that r1 < r2 < . . . < rk and s1 > s2 >
. . . > sk. Note that modulo det
(1)
q we have the relations
∑n
k=1 xikx
∗
jk ≡ 0.
It follows that the lemma is true for k = 1. Assume that the lemma holds
for k − 1. If M is an ordered set, let Mk,< be the set of k-tuples in M with
increasing entries. For a subset M ⊂ {1, . . . , n} we have∑
j∈Mk,<
(r|jk . . . j2j1)r(s|j1j2 . . . jk)
∗
l
=
∑
j∈Mk,<,w
(−q)−l(w)(r|jk . . . j2j1)rx
∗
s1jw1
. . . x∗skjwk
=
∑
j∈Mk,<,w
(r|jwk . . . jw1)rx
∗
s1jw1 . . . x
∗
skjwk
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=
∑
j∈Mk
(r|jk . . . j1)rx
∗
s1j1
. . . x∗skjk
Applying Laplace’s Expansion, we can write a quantum minor (r|j1j2)r as a
linear combination of products of quantum minors, say
(r|j1j2)r =
∑
l
cl(r
′
l|j1)r(r
′′
l |j2)r.
Then with ǫk := (−1)
kq2
∑k−1
i=0 i, j = (j1, . . . , jk) and j
′ = (j1, . . . , jk−1), D =
{j + 1 . . . n} and C = {1 . . . j}, we have
∑
j∈Dk,<
(r|jk . . . j2j1)r(s|j1j2 . . . jk)
∗
l =
∑
j∈Dk
(r|jk . . . j1)rx
∗
s1j1
. . . x∗skjk
=
∑
j∈Dk,l
cl(r
′
l|jk)r(r
′′
l |jk−1 . . . j1)rx
∗
s1j1
. . . x∗sk−1jk−1x
∗
skjk
≡ ǫk−1
∑
j′∈Ck−1,l
jk>j
cl(r
′
l|jk)r(r
′′
l |jk−1 . . . j1)rx
∗
s1j1 . . . x
∗
sk−1jk−1
x∗skjk
= ǫk−1
∑
j′∈Ck−1
jk>j
(r|jkjk−1 . . . j1)rx
∗
s1j1 . . . x
∗
sk−1jk−1
x∗skjk
= ǫk−1
∑
j′∈Ck−1
jk>j
(−q)k−1(r|jk−1 . . . j1jk)rx
∗
skjk
x∗s1j1 . . . x
∗
sk−1jk−1
= ǫk−1
∑
j′∈Ck−1,l
jk>j
(−q)k−1cl(r
′
l|jk−1 . . . j1)rxr′′l jkx
∗
skjk
x∗s1j1 . . . x
∗
sk−1jk−1
≡ −ǫk−1
∑
j∈Ck,l
(−q)k−1cl(r
′
l|jk−1 . . . j1)rxr′′l jkx
∗
skjk
x∗s1j1 . . . x
∗
sk−1jk−1
= −ǫk−1
∑
j∈Ck
(−q)k−1(r|jk−1 . . . j1jk)rx
∗
skjk
x∗s1j1 . . . x
∗
sk−1jk−1
= −ǫk−1
∑
j∈Ck,<
(−q)k−1(r|jk . . . j1)r(sks1 . . . sk−1|j1 . . . jk)
∗
l
= −ǫk−1
∑
j∈Ck,<
(−q)2(k−1)(r|jk . . . j1)r(s1 . . . sk|j1 . . . jk)
∗
l
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= ǫk
∑
j∈Ck,<
(r|jk . . . j2j1)r(s|j1j2 . . . jk)
∗
l
and the proof is complete.
Lemma 6.8. Let r′ and s′ be strictly increasing multi indices, considered as
tableaux with one row. Let i be the maximal entry appearing and suppose that
i is minimal such that i violates condition (6.1.1). Let I be the set of entries
appearing in both r′ and s′, then we have i ∈ I. Let L1 = {k1, . . . , kl1} be
the set of entries of r′ not appearing in s′, let L2 = {k
′
1, . . . , k
′
l2
} be the set of
entries of s′ not appearing in r′ and let i1 < i2 < . . . < ik = i be the entries
of I.
Let D = {i1, . . . , ik, ik+1, ik+2, . . . , n} and C = {1, . . . , n}\(D∪L1∪L2).
Furthermore, for j1, . . . , jt ∈ {1, . . . , n} let
m(j1, . . . , jt) = |{(l, c) ∈ {1, . . . , t} × C : jl < c}|.
Let k = (k1, . . . , kl1),k
′ = (k′1, . . . , k
′
l2
) and let r and s be multi indices of the
same length as r′ resp. s′, then we have∑
j∈Dk,<
q2m(j)(r|kjk . . . j1)r(s|j1 . . . jkk
′)∗r ≡ 0 modulo det
(1)
q .
Proof. Note that i ∈ I and i = 2k+ l1 + l2− 1, otherwise i− 1 would violate
condition (6.1.1). Thus |C| = k − 1. Let cmax be the maximal element of C,
D˜ = {cmax + 1, cmax + 2, . . . , n} ⊂ D ∪ L1 ∪ L2, C˜ = {1, . . . , cmax}, D− =
{d ∈ D : d < cmax} and D+ = {d ∈ D : d > cmax}. With j˜ = (j1, . . . , jl) and
jˆ = (jl+1, . . . , jk) we have∑
j∈Dk,<
q2m(j)(r|kjk . . . j1)r(s|j1 . . . jkk
′)∗r
=
k∑
l=0
∑
j˜∈Dl,<−
q2m(˜j)
∑
jˆ∈Dk−l,<+
(r|kjk . . . j1)r(s|j1 . . . jkk
′)∗r. (6.8.1)
Without loss of generality we may assume that the entries in s are increasing.
We apply Laplace’s Expansion and Lemma 6.7 to get for fixed l and j˜∑
jˆ∈Dk−l,<+
(r|kjk . . . j1)r(s|j1 . . . jkk
′)∗r =
∑
jˆ∈D˜k−l,<
(r|kjk . . . j1)r(s|j1 . . . jkk
′)∗r
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= q2l(k−l)
∑
jˆ∈D˜k−l,<
(r|kjl . . . j1jk . . . jl+1)r(s|jl+1 . . . jkj1 . . . jlk
′)∗r
≡ ǫk−lq
2l(k−l)
∑
jˆ∈C˜k−l,<
(r|kjl . . . j1jk . . . jl+1)r(s|jl+1 . . . jkj1 . . . jlk
′)∗r
= ǫk−lq
2l(k−l)
∑
jˆ∈(C∪D−)k−l,<
(r|kjl . . . j1jk . . . jl+1)r(s|jl+1 . . . jkj1 . . . jlk
′)∗r .
This expression can be substituted into (6.8.1). Each nonzero summand
belongs to a disjoint union S1∪˙S2 = S ⊂ C ∪ D− such that |S| = k,
S1 = {j1, . . . , jl} and S2 = {jl+1, . . . , jk}. We will show that the summands
belonging to some fixed set S cancel out.
Therefore, we claim that for each subset S ⊂ C ∪ D− with k elements
there exists some d ∈ D∩S such thatm(d) = |{s ∈ S : s > d}|. Suppose not.
S contains at least one element ofD since |C| = k−1. Let s1 < s2 < . . . < sm
be the elements ofD∩S. We show by downward induction thatm(sl) > |{s ∈
S : s > sl}| for 1 ≤ l ≤ m: m(sm) is the cardinality of {sm+1, . . . , cmax}∩C.
Since all s ∈ S with s > sm are elements of C we have {sm+1, . . . , cmax}∩S ⊂
{sm+1, . . . , cmax}∩C, and thus m(sm) ≥ |{s ∈ S : s > sm}|. By assumption
we have > instead of ≥. Suppose now, that m(sl) > |{s ∈ S : s > sl}|. We
have {s ∈ S : sl−1 < s ≤ sl} = {s ∈ S ∩ C : sl−1 < s < sl} ∪ {sl}, thus
S contains at most m(sl−1) −m(sl) elements between sl−1 and sl, and thus
at most m(sl−1) − m(sl) + 1 + m(sl) − 1 = m(sl−1) elements > sl−1. By
assumption we have m(sl−1) > |{s ∈ S : s > sl−1}|. We have shown that S
contains less than m(s1) elements greater than s1, thus S contains less than
|C|+ 1 = k elements which is a contradiction. This shows the claim.
Let S ⊂ C ∪ D− be fixed subset of cardinality k. By the previous con-
sideration there is an element d ∈ D ∩ S with m(d) = |{s ∈ S : s > d}|.
We claim that the summand for S1, S2 with d ∈ S1 cancels the summand for
S1\{d}, S2 ∪ {d}. Note that
(r|kjl . . . dˆ . . . j1jk . . . d . . . jl+1)r(s|jl+1 . . . d . . . jkj1 . . . dˆ . . . jlk
′)∗r
= q2|{s∈S:s>d}|−2(l−1)(r|kjl . . . j1jk . . . jl+1)r(s|jl+1 . . . jkj1 . . . jlk
′)∗r.
Comparing coefficients, we see that both summands cancel.
Theorem 6.9 (Rational Straightening Algorithm). The set of bidetermi-
nants of standard rational bitableaux forms an R-basis of Aq(n; r, s).
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Proof. We have to show that the bideterminants of standard rational bita-
bleaux generate Aq(n; r, s). Clearly, the bideterminants ((r, s)|(r
′, s′)) with
r, r′, s, s′ standard tableaux generate Aq(n; r, s). Let cont(r) resp. cont(s) be
the content of r resp. s defined in Definition 3.4.
Let r, r′, s, s′ be standard tableaux and suppose that the rational bitableau
[(r, s), (r′, s′)] is not standard. It suffices to show that the bideterminant
((r, s)|(r′, s′)) is a linear combination of bideterminants ((rˆ, sˆ)|(rˆ′, sˆ′)) such
that rˆ has fewer boxes than r or cont(r) > cont(rˆ) or cont(s) > cont(sˆ) in
the lexicographical order. Without loss of generality we make the following
assumptions:
• In the nonstandard rational bitableau [(r, s), (r′, s′)] the rational tableau
(r′, s′) is nonstandard. Note that the automorphism of Remark 4.2
maps a bideterminant ((r, s)|(r′, s′)) to the bideterminant ((r′, s′)|(r, s)).
• Suppose that (r, s) and (r′, s′) are (ρ, σ)-tableaux. In view of Lemma 6.6
we can assume that ρ ∈ Λ+(r) and σ ∈ Λ+(s).
• r, r′, s, s′ are tableaux with only one row (each bideterminant has a
factor of this type, and we can use Theorem 3.5 to write nonstandard
bideterminants as a linear combination of standard ones of the same
content.
• Let i be minimal such that condition (6.1.1) of Definition 6.1 is violated
for i. Applying Laplace’s Expansion, we may assume that there is no
greater entry than i in r′ and in s′.
Note that all elements of Aq(n; r, s) having a factor det
(1)
q can be written
as a linear combination of bideterminants of rational (ρ, σ)-bitableaux with
ρ ∈ Λ+(r− k), k > 0. Thus, it suffices to show that ((r, s)|(r′, s′)) is, modulo
det
(1)
q , a linear combination of bideterminants of ’lower content’. The sum-
mand of highest content in Lemma 6.8 is that one for j = (i1, i2, . . . , ik), and
this summand is a scalar multiple (a power of −q, which is invertible) of
((r, s)|(r′, s′)).
The following is an immediate consequence of the preceding theorem and
Lemma 6.3.
Corollary 6.10. There exists an R-linear map φ : Aq(n, r + (n − 1)s) →
Aq(n; r, s) given on a basis by φ(t|t
′) := (−q)−c(t,t
′)((r, s)|(r′, s′)) if the shape
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λ of t satisfies
∑s
i=1 λi ≥ (n − 1)s where (r, s) and (r
′, s′) are the rational
tableaux respectively corresponding to t and t′ under the correspondence of
Lemma 6.3, and φ(t|t′) := 0 otherwise. We have
φ ◦ ι = idAq(n;r,s)
and thus π = ι∗ is surjective.
As noted in Section 2 we now have the main result.
Theorem 6.11 (Schur–Weyl duality for mixed tensor space, II).
Sq(n; r, s) = EndBr,s(q)(V
⊗r ⊗ V ∗⊗s) = ρmxd(U) = ρmxd(U
′)
Furthermore, Sq(n; r, s) is R-free with a basis indexed by standard rational
bitableau.
Proof. The first assertion follows from the surjectivity of π, the second as-
sertion is obtained by dualizing the basis of Aq(n; r, s).
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