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Abstract
Cayley’s formula states that there are nn−2 spanning trees in the com-
plete graph on n vertices; it has been proved in more than a dozen different
ways over its 150 year history. The complete graphs are a special case of
threshold graphs, and using Merris’ Theorem and the Matrix Tree Theo-
rem, there is a strikingly simple formula for counting the number of span-
ning trees in a threshold graph on n vertices; it is simply the product,
over i = 2, 3, . . . , n− 1, of the number of vertices of degree at least i. In
this manuscript, we provide a direct combinatorial proof for this formula
which does not use the Matrix Tree Theorem; the proof is an extension
of Joyal’s proof for Cayley’s formula. Then we apply this methodology to
give a formula for the number of spanning trees in any difference graph.
1 Overview
Unless otherwise specified, our graphs are undirected and simple. For any
graph G = (V,E), let τ(G) denote the number of spanning trees in G, and
for any vertex v ∈ V , deg(v) := |{u ∈ V : u ∼ v}| is the degree of v,
where u ∼ v indicates that u and v are adjacent in G. Let Kn denote the
complete graph on n vertices. Cayley’s formula [6] states that, for any positive
integer n, τ(Kn) = n
n−2; this classical result has been proved in over a dozen
different ways over the last 150 years. We review and discuss this rich history
in Section 4.
A graph G = (V,E) is a threshold graph if there exists a weighting func-
tion φ : V → R and a threshold α ∈ R such that each pair of distinct vertices u, v
is adjacent if and only if φ(u) + φ(v) ≥ α. For example, the graph in Figure 1
is a threshold graph. Also, Kn is a threshold graph since we may choose α = 0
and φ(v) = 1, for all v ∈ V . The following result is a direct consequence of Mer-
ris’ Theorem [21] and the Matrix Tree Theorem [18]. The result was discovered
independently by Bogdanowicz [3] and Hammer and Kelmans [15]; see also [2].
It has been extended to incorporate the degree sequences of the trees by Mar-
tin and Reiner [20] and extended to more general classes of graphs by Duval,
Klivans, and Martin [9] and Remmel and Williamson [27].
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Figure 1: A threshold graph with an integral weight assigned to each vertex.
Two vertices are adjacent if and only if the sum of their weights is at least 9.
Theorem 1. For any threshold graph G = (V,E) with n vertices it holds that
τ(G) =
1
n
n−1∏
i=1
|{v ∈ V : deg(v) ≥ i}|.
Notice that if G has no isolated vertex then |{v ∈ V : deg(v) ≥ 1}| = n;
whereas, ifG has an isolated vertex then |{v ∈ V : deg(v) ≥ n− 1} = 0, for n ≥ 2.
Thus, the formula is equivalent to τ(G) =
∏n−1
i=2 |{v ∈ V : deg(v) ≥ i}|, for n ≥ 3.
Each of the n vertices in Kn has degree n− 1, so the formula in Theorem 1
becomes τ(Kn) = n
n−2, Cayley’s formula. Thus, Theorem 1 is a generalization
of Cayley’s formula from the complete graph to all threshold graphs.
In Section 1.1 we review the Matrix Tree Theorem, Merris’ Theorem, and we
review how Theorem 1 immediately follows from these results. This approach
to proving Theorem 1 is standard and elegant, however the very combinatorial
simplicity of Theorem 1 demands a direct combinatorial proof.
Section 1.2 reviews properties of threshold graphs, and then Section 2 presents
a direct combinatorial proof of Theorem 1. The proof is an extension of Joyal’s
proof of Cayley’s formula [16] and of the related proof due to Eg˘eciog˘lu and
Remmel [11]. It can be seen as a specialization of Remmel and Williamson’s
proof of Theorem 2.4 in [27].
In Section 3 the methodology from threshold graphs is applied to difference
graphs, and the corresponding formula for the number of spanning trees in a
difference graph is developed. We conclude in Section 4 with discussion.
1.1 Theorem 1 as a consequence of Merris’ Theorem and
the Matrix Tree Theorem
Suppose the graph G has vertices v1, v2, . . . , vn. The Laplacian of G is the
matrix L ∈ Rn×n such that every entry Lij is deg(vi), −1, or 0 according as
i =j, vi ∼ vj , or neither. The Matrix Tree Theorem can be stated in terms of
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submatrices of L or in terms of the eigenvalues of L. Since L is symmetric,
its eigenvalues can be ordered as λ1 ≥ λ2 ≥ · · · ≥ λn. It is easy to see (by the
Gershgorin Theorem and the fact that every row sum of L is zero) that L is
positive semidefinite and singular, hence λn = 0.
Theorem 2 (Kirchhoff [18]). For any graph G on n vertices it holds that
τ(G) = |detL′| =
1
n
n−1∏
i=1
λi,
where L′ is any (n− 1)× (n− 1) submatrix of L.
The earliest proofs of Cayley’s formula [32, 4] use the Matrix Tree Theorem;
indeed LKn = nI − J where I is the n× n identity matrix and J is the n× n
matrix of all ones. The eigenvalues of LKn are easily seen to be n, n, . . . , n, 0;
thus the Matrix Tree Theorem gives the number of spanning trees in Kn as
1
n
nn−1 = nn−2.
In general, the eigenvalues of a Laplacian matrix are not integers. However,
for threshold graphs, not only are the eigenvalues integers but they are easily
described with the graph’s degree sequence.
Theorem 3 (Merris [21]). For any threshold graph G = (V,E) with n vertices,
it holds for each i = 1, 2, . . . , n that
λi = |{v ∈ V : deg(v) ≥ i}|.
Theorem 1 now follows immediately from the Matrix Tree Theorem and
Merris’ Theorem:
τ(G) =
1
n
n−1∏
i=1
λi =
1
n
n−1∏
i=1
|{v ∈ V : deg(v) ≥ i}|.
1.2 Characterization and properties of threshold graphs
A creation sequence is a string of characters c1, c2, . . . , cn for some positive
integer n such that c1 is the character “∗” and, for each i > 1, ci is either the
character “1” or the character “0”. A creation sequence is viewed as a set of
instructions for iteratively constructing a particular graph; specifically, the first
character “∗” indicates that we begin with a single vertex, then iteratively, for
each i = 2, 3, . . . , n, a new vertex is added. If ci is “1” then the i
th vertex is
added with edges to all of the i−1 currently-existing vertices; such a vertex will
be called a dominating vertex. If ci is “0” then the i
th vertex is added without
any edges; such a vertex will be called an independent vertex. We adopt the
naming convention that the first vertex (per character “∗”) is not “dominating”
nor “independent.” If i < j then we say the vertex added per cj is created later
than the vertex added per ci. Figure 2 illustrates that the graph in Figure 1
can be constructed according to the creation sequence ∗010100101.
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Figure 2: A threshold graph with the creation sequence ∗010100101. The ver-
tices appear from left to right according to their creation order with dominating
vertices drawn raised in the figure and independent vertices drawn lowered in
the figure.
Proposition 4 (Hagberg, Swart, and Schult [14]). A graph G is a threshold
graph if and only if there is a creation sequence that can construct it.
Proposition 4 is easy to prove, here are the main ideas. First, every threshold
graph has a vertex adjacent to all the other vertices or has a vertex adjacent to
none of the other vertices (according as the vertices of highest φ-value are or are
not adjacent to the vertices of lowest φ-value). Iterative removal of such vertices
yields a creation sequence for the threshold graph in reverse order. Conversely,
given a creation sequence, φ-weights can be iteratively assigned to the vertices,
as the creation sequence creates them, that are high (or low) enough to indicate
all of the adjacencies (or non-adjacencies).
Per Proposition 4, we view every threshold graph G = (V,E) as created
by a creation sequence. We let U denote the set of dominating vertices and
Z denote the set of independent vertices, so V is partitioned into U , Z, and a
singleton {v∗} containing the vertex created at the character “∗”.
For any graph G = (V,E) and v ∈ V define NG(v) := {u ∈ V : u ∼ v} and
NG[v] := NG(v) ∪ {v}.
Proposition 5 (Chva´tal and Hammer [7]). Suppose G = (V,E) is a thresh-
old graph on n vertices. If the vertices V are labeled v1, v2, . . . , vn such that
deg(v1) ≤ deg(v2) ≤ · · · ≤ deg(vn), then there is an integer m ≥ 0 such that
Z = {v1, v2, . . . , vm}, v∗ = vm+1, and U = {vm+2, . . . , vn−1, vn}. Furthermore,
NG(vi) = {v ∈ V : deg(v) ≥ n− i}, for i = 1, 2, . . . ,m, and
NG[vi] = {v ∈ V : deg(v) ≥ n− i+ 1}, for i = m+ 2,m+ 3, . . . , n.
Brief contemplation can informally illuminate the idea of the proof of Propo-
sition 5. The vertices of Figure 2 are photographically reproduced in Figure 3,
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Figure 3: An illustration of Proposition 5 with the threshold graph in Figure 2.
Begin at any vertex v and follow the arrows anti-clockwise. The white tokens
encountered name either the vertices ofN [v] or those ofN(v) according as v ∈ U
or v ∈ Z.
and a directed path is drawn through the vertices in the decreasing order of their
degrees. Corresponding to each vertex, a white token is placed on the edge of
this path directly above or below the vertex, and the token corresponding to the
vertex v∗ is placed on the vertex itself. The tokens encountered upon crossing
an edge closely correspond to the difference in the adjacencies of each of its
incident vertices. In fact, for each v ∈ U observe that N [v] corresponds exactly
to the tokens encountered by starting at v and following the directed path, and
for each v ∈ Z the tokens encountered along the path from v correspond toN(v).
A consequence of Proposition 5 is that the following theorem is equivalent to
Theorem 1. In fact, Hammer and Kelmans [15] state the theorem in this form.
Theorem 6. For any threshold graph G = (V,E) with n vertices it holds that
τ(G) =
1
n
(∏
v∈U
(deg(v) + 1)
)(∏
v∈Z
deg(v)
)
.
To see that Theorem 6 is equivalent to Theorem 1, first let the vertices be la-
beled v1, v2, . . . , vn as in Proposition 5. By Proposition 5, the number of vertices
of degree at least 1, 2, . . . , |U | are, respectively, |N [vn]|, |N [vn−1]|, . . . , |N [vn−|U|+1]|
and the number of vertices of degree at least |U | + 1, |U | + 2, . . . , n − 2, n − 1
are, respectively, |N(v|Z|)|, . . . , |N(v2)|, |N(v1)|. Multiplying these yields
1
n
n−1∏
i=1
|{v ∈ V : deg(v) ≥ i}| =
1
n
(∏
v∈U
|NG[v]|
)(∏
v∈Z
|NG(v)|
)
;
hence Theorem 6 is equivalent to Theorem 1.
2 A combinatorial proof of Theorem 1
In this section we provide a combinatorial proof for Theorem 6, hence a com-
binatorial proof of Theorem 1. It is an extension of Joyal’s proof of Cayley’s
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formula [16] and the related proof by Eg˘eciog˘lu and Remmel [11]. The proof
can be viewed as a special case of a proof due to Remmel and Williamson [27].
If |V | = 1 the result is immediate. Fix a connected threshold graphG = (V,E)
with at least two vertices. Partition V into U , Z, and {v∗} according to the
creation sequence of G. Define F to be the set of all functions f : V → V
such that f(v) ∈ N(v) for all v ∈ Z ∪ {v∗}, and f(v) ∈ N [v] for all v ∈ U . Of
course N(v∗) = U ; hence, we have
|F| = |U |
(∏
v∈U
(deg(v) + 1)
)(∏
v∈Z
deg(v)
)
.
Define T to be the set of spanning trees ofG with one vertex in U “marked black”
and one vertex in V “marked white” (possibly the same vertex that is marked
black), so that |T | = |U | · |V | · τ(G). In what follows we define a one-to-one
correspondence Ψ : F → T ; when this is accomplished we are done, since
τ(G) =
1
|U | · |V |
|T | =
1
|U | · |V |
|F| =
1
|V |
∏
v∈U
(deg(v) + 1)
∏
v∈Z
deg(v)
yields Theorem 6.
Let f be any function in F ; here we describe how to find the marked tree
Ψ(f). The function f is uniquely identified with a directed graph D whose
vertices are V , and each ordered pair (u, v) ∈ V × V is a directed edge of D if
and only if f(u) = v. Notice that each edge of D is an (undirected) edge of G
or a loop.
For a moment, treat D as an undirected graph (it may have loops and
multiple edges) and let {Vj}
k
j=1 be the partition of V according to connected
components of the undirected D.
Now back to the directed graph D, the out-degree of every vertex is ex-
actly one; hence, each induced subgraph D(Vj) contains exactly one directed
cycle, call it Cj . For example, taking the threshold graph G in Figures 1 and 2
and the function
f =
(
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
v10 v9 v9 v8 v7 v7 v8 v5 v10 v10
)
(1)
leads to the directed graph in Figure 4(a). That graph has two cycles.
For each j, let ℓj denote the vertex created last among the vertices of the
cycle Cj and let bj denote the vertex on the same cycle satisfying f(bj) = ℓj ;
hence, (bj , ℓj) is an edge ofD that lies on the cycle Cj . Notice that each vertex ℓj
is a member of U either because it is adjacent to and created later than bj or
because f(ℓj) = ℓj .
Without loss of generality, assume that ℓ1, ℓ2, . . . , ℓk are in creation order;
i.e. ℓ2 was created after ℓ1, ℓ3 was created after ℓ2, etc. Color ℓ1 black and
bk white. In our example, (b1, ℓ1) is (v7, v8) and (b2, ℓ2) is (v10, v10); the vertices
are colored for Figure 4(b).
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Figure 4: An illustration of the steps in the combinatorial proof of Theorem 1.
(a) shows the directed graph for the function (1); it corresponds to the marked
spanning tree drawn in (d) of the graph in Figures 1 and 2.
The next step is to connect ℓ1 and bk with a path by adding the k− 1 edges
{(bj, ℓj+1)}
k−1
j=1 to D and deleting the k edges {(bj , ℓj)}
k
j=1, as in Figure 4(c).
The vertices ℓ1, ℓ2, . . . , ℓk are members of U ordered according to the creation
sequence; thus, ℓj+1 is created later than bj, which implies that bjℓj+1 is an
edge of G for j = 1, . . . , k − 1. Notice that, after the additions and deletions,
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D is now a tree with every edge directed toward bk, the white vertex. The final
step is to remove the directions from the edges, as in Figure 4(d).
Clearly, the graph Ψ(f) is a member of T . It is a connected subgraph of G
with |V | − 1 edges, and the vertices ℓ1 ∈ U and bk are marked black and white,
respectively. In our example, Ψ(f) is the spanning tree in Figure 4(d), with
v8 marked black and v10 marked white.
Now, we define a function Ψ− : T → F ; it will turn out to be the inverse
of Ψ. Suppose we are given any marked spanning tree T of G. First, direct
every edge of T toward the white vertex and call this directed graph D. There
is a unique path ν1, ν2, . . . , νm in D with ν1 marked black and νm marked white.
Let ℓ1, ℓ2, . . . , ℓk be the longest subsequence of ν1, ν2, . . . , νm such that every
vertex ℓj is created later than all vertices that precede it along the path; i.e. if
ℓj = νi and i
′ < i then ℓj is created later than νi′ . Of course, ℓ1 = ν1 so the
subsequence is not empty, and it is not hard to show that the subsequence is
unique. By construction, the vertices ℓ1, ℓ2, . . . , ℓk are in creation order. Also,
ℓk is created later than every other vertex on the path and, for j = 1, 2, . . . , k−1,
the vertex ℓj is created later than every other vertex preceding ℓj+1 along the
path. Additionally, the vertex ℓ1 is a member of U because it is marked black
and the vertices ℓ2, . . . , ℓk are members of U because each is created later than
its neighbor that precedes it on the path.
For example, if T is the marked tree in Figure 4(d), then directing the edges
gives the graph in Figure 4(c). The path ν1, ν2, . . . , νm is v8, v5, v7, v10, and the
identified vertices are ℓ1 = v8 and ℓ2 = v10.
The next step is to remove the k − 1 edges along the path that are directed
into ℓ2, ℓ3, . . . , ℓk. This breaks D into a directed forest where each of the k
directed trees contains a segment of the path discussed in the last paragraphs;
each of the vertices ℓ1, ℓ2, . . . , ℓk is an endpoint of one path segment. The final
step is to add k directed edges, one edge between the endpoints of each path
segment, to form k directed cycles. Recall that, for each j, the vertex ℓj is
created later than the other vertices along its segment and ℓj is in U ; thus each
added edge is also an (undirected) edge of G or a loop on a vertex in U .
This manner of manipulating the edges in D enforces that, after the ad-
ditions, every vertex in D has out-degree one. Thus, D represents a func-
tion f : V → V . Since T is a spanning tree and by our careful choice of
the sequence {ℓj}, we have ensured that every directed edge of D is also an
undirected edge of G or is a loop on a vertex in U . Therefore, f ∈ F .
By the definitions of Ψ and Ψ−, and with the observations we made along
the way, it is clear that Ψ−(Ψ(f)) = f , for all f ∈ F , and Ψ(Ψ−(T )) = T , for
all T ∈ T ; therefore Ψ : F → T is bijective (with inverse Ψ−), as desired.
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3 Applying the methodology to difference graphs
In this section we apply the threshold graph methodology developed above to
investigate a related class of graphs. The result is a spanning tree counting
formula for difference graphs that is analogous to the threshold graph formula.
A bipartite graph H = (X,Y,E) is a difference graph if there exists a func-
tion φ : X ∪ Y → R and a threshold α ∈ R, such that for all x ∈ X, y ∈ Y it
holds that x ∼ y if and only if φ(x) + φ(y) ≥ α.
Difference graphs are close cousins of threshold graphs, and many threshold
graph theorems have adaptations to difference graphs; see for example [19, 30].
The following spanning tree formula for difference graphs is obviously analogous
to Theorem 1.
Theorem 7 (Ehrenborg and van Willigenburg [12]). For any difference graph
H = (X,Y,E), if X and Y are nonempty then
τ(H) =
1
|X ||Y |
|X|∏
i=1
|{y ∈ Y : deg(y) ≥ i}| ·
|Y |∏
i=1
|{x ∈ X : deg(x) ≥ i}|.
Theorem 7 has been proved using algebraic methods by Ehrenborg and
vanWilligenburg [12] and combinatorially with rook placements by Burns [5]. In
what follows, we prove Theorem 7 using the combinatorial machinery from the
proof of Theorem 1. The algebraic proof of Theorem 7 does not come as easily
as for Theorem 1. In fact, the eigenvalues of a difference graph are not generally
integers, as is the case for threshold graphs. It is our understanding that there
is currently no analogue to Merris’ Theorem that yields a linear-algebraic proof
of Theorem 7.
A bipartite creation sequence is a string of characters c1, c2, . . . , cn for some
positive integer n, in which all characters are either “0” or “1”. A bipartite
creation sequence is viewed as a set of instructions for iteratively constructing
a particular bipartite graph (X,Y,E); begin with an empty graph and, for each
i = 1, 2, . . . , n, add a new vertex. If ci is “1” then the i
th new vertex is added to
the partite set X with an edge to every vertex currently in Y . Otherwise, if ci
is “0” then the ith new vertex is added to Y with no edges. As with threshold
graphs, if i < j then we say the vertex associated with cj is created later than
the vertex associated with ci.
Figure 5 illustrates the bipartite graph created by the bipartite creation
sequence 0010100101. The vertices associated with character “1”, the partite
set X , are drawn raised in the figure, vertices associated with character “0”,
the partite set Y , are drawn lowered in the figure, and for all i < j the vertices
associated with ci and cj are adjacent if and only if ci is “0” and cj is “1”.
Proposition 8 (Ross [30]). A graph H is a difference graph if and only if there
is a bipartite creation sequence that can construct it.
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Figure 5: A difference graph associated with the bipartite creation sequence
0010100101. The vertices are arranged left-to-right according to the order of
the creation sequence with vertices in X drawn raised in the figure and vertices
in Y drawn lowered in the figure.
The proof of Proposition 8 is much like the proof of Proposition 4. Suppose
that H = (X,Y,E) is a difference graph with weights φ and threshold α then,
according as maxv∈X φ(v) + minv∈Y φ(v) is at least α or less than α, either
X has a vertex adjacent to every vertex in Y or Y has an isolated vertex.
As before, iteratively removing those vertices gives a creation sequence for H in
reverse order. Conversely, given a bipartite creation sequence the function φ can
be defined iteratively, similarly to the earlier proposition. Per Proposition 8, we
view every difference graph H as created by a bipartite creation sequence.
Proposition 9 (Mahadev and Peled [19], Theorem 2.4.4). Suppose H = (X,Y,E)
is a difference graph. If the vertices in X are labeled x1, x2, . . . , x|X| such that
deg(x1) ≤ deg(x2) ≤ · · · ≤ deg(x|X|) and the vertices in Y labeled y1, y2, . . . , y|Y |
such that deg(y1) ≤ deg(y2) ≤ · · · ≤ deg(y|Y |) then,
N(xi) = {y ∈ Y : deg(y) ≥ |X | − i+ 1}, for i = 1, . . . , |X |, and
N(yi) = {x ∈ X : deg(x) ≥ |Y | − i + 1}, for i = 1, . . . , |Y |.
This proposition can be proved directly. It also can be seen from Proposi-
tion 5 upon recognizing that if we form a new graph from H by adding every
edge with both endpoints in X this new graph is a threshold graph with the
same creation sequence, except for the initial character.
Proposition 9 suggests restating Theorem 7 as follows.
Theorem 10. For any difference graph H = (X,Y,E), if X and Y are nonempty
then
τ(H) =
1
|X | · |Y |
∏
v∈X∪Y
deg(v).
We now give a combinatorial proof for Theorem 10, which provides a com-
binatorial proof for Theorem 7.
Proof of Theorem 10. Let H = (X,Y,E) be a difference graph. H is discon-
nected if and only if it has an isolated vertex (since H is connected if and only
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if its bipartite creation sequence begins with “0” and ends with “1”), so the
formula holds when τ(H) = 0.
Now, suppose H is connected and take its creation sequence. Let G be the
threshold graph with the same creation sequence as H , except that the first
character, which is “0”, is replaced by “∗”.
Let F be the set of functions f : X ∪ Y → X ∪ Y such that f(x) ∈ NG[x]
for x ∈ X and f(y) ∈ NG(y) for y ∈ Y , and let H ⊆ F be the set of func-
tions f : X ∪ Y → X ∪ Y such that f(v) ∈ NH(v) for all v ∈ X ∪ Y . Clearly,
|H| =
∏
v∈X∪Y deg(v).
We show that ΨG(H) ⊆ TH and Ψ
−
G(TH) ⊆ H, where TH is the set of
spanning trees of H with one vertex in X marked black and one vertex in Y
marked white. This proves that |H| = |TH | and establishes the theorem, because
|TH | = |X ||Y |τ(H) and Ψ is a bijection with inverse Ψ
− .
Clearly, ΨG(H) is a set of spanning trees of G. It remains to show that each
is a subgraph of H . Suppose f ∈ H and D is the corresponding directed graph.
Each edge in D is an undirected edge in H by construction. H is bipartite, so
every cycle in D alternates in X and Y . Since the latest created vertex in each
cycle is a vertex in X , it holds that each edge added to connect the cycles of D
connects a vertex in Y with a vertex in X and is an (undirected) edge of H .
Thus, ΨG(f) ∈ TH .
Now suppose T ∈ TH is a marked spanning tree of H . By applying Ψ
−
G
and the logic of the last paragraph, we easily find that the vertices along the
path from the black vertex to the white vertex alternate partite sets. The
edges removed from this path are each directed toward a vertex in X , and
since the first vertex is in X (because it is marked black) the endpoints of each
segment of the broken path lie in different partite sets and are adjacent in H .
Thus, Ψ−G(T ) ∈ H.
4 Discussion
The many proofs of Cayley’s formula are remarkable for their diversity. The
first proofs seem to have been given by Sylvester in 1857 [32] and Borchardt
in 1860 [4]. Both proofs use Kirchhoff’s Matrix Tree Theorem [18], which was
published in 1847.
The century and a half following Kirchhoff’s paper brought more interest
in Cayley’s formula. Moon [23] chronicles nine additional proofs published be-
fore 1967. Five of the proofs in Moon’s survey approach the problem with
generating functions: Po´lya [25], Dziobek [10], Katz [17], Go¨bel [13], and Moon,
himself [22]. Papers published by Clarke [8] and Re´nyi [28] prove the theorem
by deriving recurrences from tree properties. Shor’s 1995 proof [31] also uses a
recurrence.
As for direct combinatorial proofs, there are two bijective proofs among the
early papers: Cayley’s polynomials [6] and Pru¨fer’s sequences [26]. Actually,
Cayley’s proof is only written for the case n = 6, and his paper states that
the proof is “applicable for any value whatever of n”. Re´nyi [29] published a
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proof for general n, using Cayley’s argument, in 1970. Two more proofs rely on
bijections between functions and trees; one is due to Joyal [16]1 and the other
is due to Eg˘eciog˘lu and Remmel [11]. Pitman has a recent proof [24] by double
counting.
The proofs of Theorems 1 and 7 can be derived from a proof by Remmel
and Williamson [27]. Indeed, one may view the proof of their Theorem 2.4 as
a generalisation of Joyal’s proof of Cayley’s formula. We believe that it is an
interesting and worthwhile pursuit to generalize all of the proofs of Cayley’s
formula to larger classes of graphs, including threshold graphs.
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