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Re´sume´
Cet article pre´sente une me´thode de regroupement de
de´tections d’un meˆme objet vu sur une se´quence vi-
de´o, en se plac¸ant dans le cadre applicatif plus pre´-
cis de la construction automatique d’un album photo.
Nous utilisons une me´thode d’analyse globale, base´e
sur une formalisation probabiliste du proble`me d’asso-
ciation de donne´es. La solution du proble`me est alors
donne´e par une estimation du Maximum A Posteriori
(MAP). La principale contribution concerne l’utilisa-
tion d’une me´thode de suivi locale avant-arrie`re ap-
plique´e a` chaque de´tection. Cela afin d’enrichir l’in-
formation d’apparence issue de la de´tection, par une
information spatiale provenant de la construction de
pistes locales. Nous introduisons une nouvelle me-
sure de vraisemblance base´e sur la dissimilarite´ spatio-
temporelle entre les pistes. L’algorithme obtenu est
alors capable d’adresser des situations ou` les de´tections
de visages sont e´parses. Nous proposons d’utiliser des
crite`res de´rive´s de la purete´ et la purete´ inverse d’un
clustering pour e´valuer les performances de la me´thode
propose´e. La me´thode est ensuite compare´e a` un clus-
tering ascendant hie´rarchique, sur deux se´quences test
re´elles.
Mots Clef
clustering, de´tection visage, maximum a posteriori,
multi-suivi visuel
Abstract
This paper presents a clustering method of detections
of the same object seen on a video. We apply it to
the context of the automatic construction of photo al-
bum. We use a global analysis, based on a probabilistic
framework of data association problems. The solution
is given by Maximum A Posteriori estimation. Our
main contribution concerns the use of a local front-
back tracking, applied to each detection ; to increase
appearance information of detections with a spatial in-
formation, through local tracks construction. We in-
troduce a new likelihood measure based on the spatio-
temporal dissimilarity between tracks. The algorithm
is then able to deal with situations in which the face
detections are scattered. We propose to use criteria de-
rived from purity and inverse purity of a clustering to
assess performances of the proposed method. This me-
thod is compared to hierarchical clustering on two real
test sequences.
Keywords
clustering, face detection, maxium a posteriori, tra-
cking, multiple visual tracking
1 Introduction
Les de´tecteurs de visages sur images statiques sont de
plus en plus courant et performants, cependant, pour
leur application aux se´quences de vide´osurveillance,
il est ne´cessaire d’ajouter une phase de labellisa-
tion. En effet, regrouper les de´tections de visages pre´-
sente un grand inte´reˆt pour l’analyse en vide´osur-
veillance, notamment lors de fouilles d’archives vide´os.
Par exemple, il serait inte´ressant d’avoir une me´thode
qui extrait automatiquement un album photo des pas-
sants d’une se´quence de vide´osurveillance.
Nous proposons une me´thode de regroupement de de´-
tections d’un meˆme objet vu sur une se´quence vide´o,
en se plac¸ant dans le cadre applicatif plus pre´cis de la
construction automatique d’un album photo. L’e´tat de
l’art associe´ a` ces travaux se classe en deux principales
cate´gories. D’une part, il est possible de mode´liser le
proble`me d’e´tiquetage des de´tections par une approche
se´quentielle, ou` pour une image donne´e, on cherche a`
labelliser les objets de´tecte´s par rapport a` l’historique
des observations. On se rame`ne alors a` une proble´ma-
tique d’association de donne´es. La gestion de l’appa-
rition et de la disparition de nouvelles pistes est e´ga-
lement une proble´matique. Dans [2], les auteurs pro-
posent une me´thode de suivi se´quentiel d’un nombre
variable d’objets, base´e sur un filtre se´quentiel proba-
biliste. D’autre part, il est possible d’adresser le pro-
ble`me de manie`re globale, en conside´rant que la tota-
lite´ des observations est disponible lors de l’analyse.
Les travaux les plus visibles dans ce domaine pro-
posent de mode´liser le proble`me par une estimation
d’un Maximum A Posteriori (MAP), dont l’e´tat re-
cherche´ est l’ensemble des trajectoires et les observa-
tions sont des de´tections de la vide´o. Apre`s mode´li-
sation du proble`me, la recherche d’un MAP fait ap-
pel a` diffe´rentes me´thodes : mode´lisation stochastique
de la probabilite´ a posteriori [13] ou diffe´rentes me´-
thodes d’optimisation : programmation line´aire [3], al-
gorithme hongrois [4] [9] ou flot de couˆt minimal [14].
La me´thode envisage´e dans cet article est base´e sur
une estimation du MAP re´solu par recherches succes-
sives de flot de couˆt minimal sur un graphe [14].
La premie`re partie de cet article est consacre´e a` la
description de la me´thode propose´e.
La seconde partie expose les crite`res mis en place pour
comparer les performances des me´thodes de clustering
d’objets sur des se´quences d’images, ensuite des expe´-
rimentations a` partir de se´quences vide´o re´elles sont
pre´sente´es.
L’article se termine par des conclusions et perspec-
tives.
2 Me´thode
Cette section pre´sente la me´thode base´e sur [14] et
les extensions apporte´es pour traiter le proble`me des
de´tections de visages. Ensuite nous de´finissons plus en
de´tails les dissimilarite´s mises en œuvre pour traiter le
proble`me.
2.1 Association de donne´es par MAP
En reprenant la formalisation probabiliste de [14] ou`
l’e´tat et les observations sont des variables ale´atoires,
les de´tections de visages constituent les observations et
l’ensemble des associations de ces de´tections constitue
l’e´tat recherche´.
Les observations tiennent compte de la position dans
l’image, dans la se´quence et de l’apparence des de´tec-
tions. On observe un ensemble de de´tections Z = {zi},
dont chaque e´le´ment sera note´ : zi = (xi, si,ai, ti)
ou` xi repre´sente la position (abscisse et ordonne´e en
pixel) de la de´tection, si sa taille (hauteur et largeur
en pixel), ai l’apparence qui de´pend du descripteur
choisi, et ti la date (nume´ro de frame) dans la vide´o.
L’e´tat recherche´ est un ensemble de trajectoires T =
{Tk}, ou` les trajectoires sont des groupes de de´tec-
tions : Tk = {zk1 , ..., zknk }, cela signifie que le i-ie`me
e´le´ment de la trajectoire k correspond a` la de´tection
zki . En faisant l’hypothe`se de non recouvrement (ie
une de´tection ne peut se retrouver sur plusieurs tra-
jectoires) et en ajoutant un groupe des mauvaises de´-
tections, l’ensemble des trajectoire recherche´es est en
fait un partitionnement des de´tections.




en ajoutant les contraintes de non-recouvrement et
sous hypothe`ses d’inde´pendances :
Tˆ = argmax







La vraisemblance explique le fait qu’une observation zi
soit vraie ou soit une fausse alarme, elle est mode´lise´e
par une loi de Bernoulli :
P (zi|T ) =
{
1− β si zi est dans une traj. de T
β sinon
ou` β est le taux de faux positifs du de´tecteur.
P (Tk) repre´sente le fait que les de´tections de Tk soient
cohe´rentes en position, temps et apparence. Elle est
mode´lise´ par un processus markovien d’ordre 1, dont
les e´tats sont les de´tections de Tk :
P (Tk) = PePlink(zk1 |zk0)Plink(zk2 |zk1)...
Plink(zklk |zklk−1)Pe
ou` Pe repre´sente la probabilite´ de de´marrer et d’arreˆ-
ter une trajectoire. La probabilite´ de transition Plink
va eˆtre mode´lise´e par un produit de probabilite´s pre-
nant en compte l’apparence Pa, le mouvement Pm et
le temps Pt :
Plink(zi|zj) = Pa(zi|zj)Pm(zi|zj)Pt(zi|zj)
Cette formulation va eˆtre conserve´e par la suite, et la
dissimilarite´ entre deux de´tections se de´finit a` partir
de la log-vraisemblance par :




2 + d˜m(zi, zj)
2 + d˜t(zi, zj)
2
avec d˜a la dissimilarite´ associe´e a` la log-vraisemblance
de l’apparence, d˜m celle associe´e au mouvement et d˜t
celle associe´e au temps vide´o.
Pour donner aux diffe´rentes dissimilarite´s le meˆme
poids dans la dissimilarite´ totale, on proce`de simple-




ou` σx est l’e´cart type estime´ statistiquement sur l’en-
semble des dissimilarite´s x calcule´es – x e´tant : appa-
rence, mouvement ou temps. Les diffe´rentes dissimila-
rite´s sont de´taille´es a` la section 2.4.
Pour chaque situation deux parame`tres sont a` estimer :
le taux de faux positifs β du de´tecteur et la probabilite´
Pe de de´marrer une trajectoire. Ces parame`tres sont







Dans le cadre des de´tections de visages, les pertes de
de´tections ne peuvent pas eˆtre ge´re´es, comme pour
[14], avec une me´thode de gestion explicite des occlu-
sions. Les pertes de de´tections ne se trouvent pas for-
ce´ment lors d’occlusions, le de´tecteur de visages est en
de´faut de`s que la personne n’est plus de face.
2.2 Extension des de´tections
Pour palier au proble`me des longs espaces entre les
de´tections nous proposons une extension : travailler
avec de larges e´carts temporels et augmenter les de´-
tections par des suivis vers l’arrie`re et l’avant, pour
enrichir l’information spatio-temporelle des de´tections.
Dans la pratique, on n’envisage de lier qu’uniquement
les de´tections dont l’e´cart temporel ne de´passe pas un
certain seuil – cf. 2.4. Si ce seuil est trop important
des erreurs de regroupement apparaissent et la com-
plexite´ calculatoire augmente. L’ide´e est d’enrichir les
de´tections pour augmenter le seuil sans ajouter trop
d’erreurs.
Les observations ne sont plus de simples de´tections
mais un ensemble de patchs localise´s spatialement et
temporellement. Chaque patch est repre´sente´ de la
meˆme manie`re que les de´tections – cf. section 2.1. Cela
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i ) sont issus du suivis et ou` Ni est le
nombre d’e´le´ments de la piste. Les dissimilarite´s seront
modifie´es en conse´quence – cf. section 2.4.
Le suivi est effectue´ par la recherche de la position et
la taille du patch a` la frame suivante. Celles-ci mini-
misent la dissimilarite´ en apparence entre la de´tection
et le patch courant. La feneˆtre de recherche est borne´e
a` l’aide d’une vitesse maximale de de´placement (de
l’ordre de 50 pixel/frame en pratique) et d’un pour-
centage d’agrandissement pour la taille – de l’ordre
de 25%. La recherche est effectue´e par une minimisa-
tion de la dissimilarite´ d’apparence sur la position et
la taille des patchs. On utilise une me´thode de Nelder-
Mead base´e sur les simplexes avec comme point de de´-
part la position et taille pre´ce´dente. Le suivi est lance´
pour chaque de´tection, vers son passe´ et son futur par
rapport au temps de la vide´o.
2.3 Re´solution du MAP
L’e´nume´ration de l’ensemble des solutions pour trou-
ver le MAP n’est pas envisageable. Dans l’absolu cela
reviendrait a` rechercher le nombre de partitionnements
possibles d’un ensemble, ce qui devient vite inacces-
sible. Comme le montre [14], il est possible de trouver
le MAP en un temps convenable, en utilisant un algo-
rithme de recherche d’un flot de couˆt minimal sur un
graphe. Les de´tections sont repre´sente´es par les nœuds
du graphe et les clusters sont assimile´s a` des chemins.
Les couˆts des arcs sont fixe´s par l’oppose´ des log-
vraisemblances (ie les dissimilarite´s) entre deux de´tec-
tions et ainsi le flot de couˆt minimal (pour une valeur
de flot donne´e) se´lectionnera les arcs construisant le
clustering du maximum a posteriori pour un nombre
donne´ de partitions. Ainsi la recherche du MAP glo-
bal se fait ite´rativement par calculs successifs de flot
de couˆt minimal.
2.4 De´finition des dissimilarite´s
Les de´finitions des dissimilarite´s, telles que de´crites par
la suite, sont applicables aux de´tections e´tendues par
leurs pistes. Ces de´finitions restent valable dans le cas
ou` les de´tections ne sont pas e´tendues — ie ou` z˜i =
{zi}.
Apparence. Pour mesurer la diffe´rence d’apparence
entre deux pistes, on compare uniquement les de´tec-
tions ayant engendre´ les deux pistes.
Nous avons choisi de repre´senter les de´tections par
un histogramme HS-V [6]. Ces histogrammes sont la
concate´nation d’un histogramme HS et d’un histo-
gramme V des pixels de l’images – ou` H, S et V re-
pre´sentent teinte, saturation et valeur. Si les valeurs
S et V d’un pixel sont suffisamment grandes, elles
seront compte´es dans l’histogramme HS, sinon dans
l’histogramme V. Pour mesurer la dissimilarite´ entre
deux histogrammes HS-V nous utilisons une distance
de Bhattacharyya.
Pour ame´liorer les re´sultats, nous e´tendons la de´tec-
tion de visage a` une zone sous la teˆte pour re´cupe´rer
une information colorime´trique du pie´ton, cela est fait
en doublant la taille de la zone de de´tection vers le
bas.
La dissimilarite´ d’apparence ne prend pas en compte
l’extension par suivi : elle ne compare que l’apparence
des de´tections de de´part. Ce choix est motive´ par le
fait que les pistes semblent mieux se comparer au ni-
veau des de´tections, et aussi parce qu’il est plus difficile
de comparer efficacement deux ensembles d’apparence
plutoˆt que deux apparences.
Des matrices de covariance ont aussi e´te´ teste´es pour
de´crire l’apparence. Dans la litte´rature, ces descrip-
teurs sont utilise´s tant pour le suivi [7] que pour la de´-
tection [10] [12], c’est ce qui nous a initialement pousse´
a` les utiliser. L’ide´e est d’avoir un descripteur qui uti-
lise tant la position des pixels que leur couleur en ob-
servant leurs corre´lations et pas uniquement des statis-
tiques pour chaque parame`tres pris inde´pendamment,
ce qui est, par exemple, le cas des histogrammes.
Pour s’approcher des re´sultats obtenus avec les
comparaisons d’histogrammes couleur, nous devions
construire la matrice de covariance comportant : la
position, les canaux R, G et B ainsi que les gradients
en X et Y de ces trois canaux, soit une matrice de
taille 11 – cf. figure 4 pour le comparatif. Le principal
proble`me des matrice de covariance reste la “distance“
entre elles. Se plac¸ant dans le cadre des varie´te´s rie-
manniennes [5] pour mesurer une distance entre ma-
trices de covariances, il devient difficile de comparer
deux distances faisant intervenir quatre matrices de
covariances diffe´rentes, et donc la distance n’est pas
the´oriquement applicable au clustering.
Mouvement. La dissimilarite´ de mouvement va se
baser pleinement sur le fait que l’on posse`de des suivis
des de´tections, cependant elle peut aussi s’utiliser dans
le cas d’une simple de´tection.
Pour quantifier la pre´sence de continuite´ entre deux
suivis, on proce`de a` une interpolation de la fin d’une
trajectoire jusqu’au de´but de l’autre, et vice-versa. En-
suite on mesure la distance entre la position finale
de l’extrapolation et le de´but de l’autre trajectoire –
cf figure 1. L’extrapolation est faite de manie`re tre`s
simple : en estimant la vitesse par une moyenne de
diffe´rences finies a` partir des derniers points d’une
extre´mite´ de piste. Afin d’utiliser cette mesure avec
des observations singleton, on fixe la vitesse a` ze´ro. Si
les suivis sont recouvrant (ie les deux suivis ont des
frames en commun), alors on moyenne les distances
spatiales sur les frames communes.
t1
t1d(   ,   )t1 t2
 
extrapolation
Figure 1 – Dissimilarite´ de mouvements entre deux
trajectoires non-recouvrantes.
Pour obtenir la dissimilarite´ de mouvement entre deux
trajectoires, on moyenne les e´carts entre les extrapo-
lations d’une trajectoire et la position de l’autre tra-
jectoire. Cette moyenne des deux e´carts est obtenue
par moyenne de diffe´rences finies, et est ponde´re´e par
le nombre d’e´le´ments qu’on a pu utiliser pour estimer
la vitesse. En pratique on borne le nombre de diffe´-
rences finies pour l’estimation de la vitesse, cela afin
de rendre compte d’e´ventuelles fortes acce´le´rations.
En notant l’intersection des frame T ijinter =
{t1i , ..., t
Ni
i } ∩ {t
1
j , ..., t
Nj
j } et en supposant que z
1
i est
avant z1j , on de´finit la dissimilarite´ de mouvement :
– si non-recouvrement (ie T ijinter = ∅) :
d˜m(z˜i, z˜j) =




ou` zˆi repre´sente la position de l’extrapolation en
avant de z˜i et zˆj celle en arrie`re de z˜i, et ou` Ki
(resp. Kj) est le nombre d’e´le´ments utilise´s pour
estimer la vitesse issue de z˜i (resp. z˜j)











ou` ki(t) = n si tni = t et ou` dpos mesure les distance
entre les positions et les tailles des deux observations.
Temps. La dissimilarite´ temporelle est de´finie
comme le plus petit e´cart entre les de´buts et les fins
des deux suivis a` comparer :
dt(z˜i, z˜j) =
{
∞ si tmin(ti, tj) < ∆t
tmin(ti, tj) sinon
ou` ∆t est fixe´ empiriquement et :










Cette section pre´sente la me´thode d’e´valuation mise en
œuvre pour comparer les re´sultats, puis les vide´os uti-
lise´es pour les expe´rimentations. Ensuite, nous mon-
trons des re´sultats comparant les diffe´rentes me´thodes
et dissimilarite´s utilise´es.
3.1 Me´thode d’e´valuation
Il existe plusieurs manie`res de mesurer la qualite´ d’un
clustering : des me´thodes intrinse`ques (en mesurant
la proximite´ des e´le´ments d’un cluster et e´loignement
des clusters) et des me´thodes extrinse`ques qui utilisent
des donne´es expert. Dans notre cas, on s’inte´resse aux
me´thodes extrinse`ques e´tant donne´ que l’on a la pos-
sibilite´ de classer les de´tections par un humain pour
avoir une ve´rite´ terrain.
L’e´valuation extrinse`que d’un clustering est un sujet
de discussions [1] et il existe de nombreuses mesures de
qualite´, comme des comptages de bonnes et mauvaises
paires, des mesures de purete´s ou d’entropie et leurs
variantes.
Pour des raisons de simplicite´ et d’interpre´tation, nous
avons choisi d’utiliser une mesure se basant sur la pu-
rete´ et la purete´ inverse, que nous appellerons purete´
de l’estimation (EP ) et purete´ ve´rite´-terrain (GTP ).
Par la suite on de´signera un clustering obtenu par un
algorithme par “clustering estime´” en opposition au







on voit que les minima des purete´s ne sont pas nuls,
mais des constantes de´pendant uniquement du nombre
de de´tections et du plus grand cluster de la ve´rite´ ter-
rain. Afin de mieux pouvoir comparer diffe´rents algo-
rithmes de regroupement des de´tections, nous avons
apporte´ des modifications pour ramener les EP et







La partition est meilleure quand EP et GTP sont
toutes les deux proches de 1, la F -mesure entre EPn
et GTPn peut eˆtre employe´e pour mesurer la qualite´




Dans notre cas, il semble inte´ressant de ne pas cou-
pler EP et GTP dans une F -mesure. Premie`rement
Figure 3 – Aperc¸u des vide´os utilise´es pour l’expe´ri-
mentation. Gauche : defile, droite : lasmea
la proportion de pixels de peau ne de´passe pas un seuil
fixe´ ont e´te´ enleve´es. E´tant donne´ que notre e´tude ne
porte pas sur la de´tection, nous nous sommes permis
de choisir empiriquement un seuil qui paraissait conve-
nable pour notre expe´rimentation.
Proce´de´ expe´rimental. Nous comparons l’ap-
proche MAP avec un clustering hie´rarchique single-
link base´e sur la meˆme mesure de dissimilarite´ que la
me´thode MAP, sur les bases lasmea et defile, en utili-
sant le crite`re EP-GTP pour les cas suivants :
– diffe´rentes mesures d’apparence : corre´lation croi-
se´e normalise´e (zncc), matrice de covariance
(position, RGB et gradients RGB) avec dis-
tances riemanniennes (CovMatRGBgg), distance de
Bhattacharyya entre histogrammes RGB (Bhat-
tacharyyaRBG) et entre histogrammes HS-V
(BhattacharyyaHS-V )
– avec et sans prise en compte de l’information spatio-
temporelle
– avec et sans construction de pistes.
3.3 Re´sultats
La figure 4 montre l’e´volution du couple EP-GTP au
cours des ite´rations des algorithmes. On constate que
les diffe´rentes mesures d’apparence sont assez proches.
Pour la suite, l’histogramme HS-V a e´te´ choisi parce
qu’il est le´ge`rement plus pertinent que les autres pour
le MAP et sur la vide´o defile.
Des re´sultats comparant le clustering hie´rarchique et






















Figure 4 – Diagramme EP-GTP comparant diffe´-
rentes dissimilarite´s d’apparence.
On voit que la me´thode MAP est meilleure tant avec
les dissimilarite´s issues de Pm et Pt que sans. Cela
explique que la me´thode MAP est plus adapte´e au
proble`me que le clustering hie´rarchique. En ajoutant
les pistes aux de´tections (figure 6), on peut voir que
la simple me´thode de clustering hie´rarchique approche
les re´sultats obtenus par le MAP. Toutefois il est im-
portant de noter que les graphiques repre´sentent les
diffe´rentes solutions par lequel l’algorithme est passe´,
et que le clustering hie´rarchique ne fournit pas directe-
ment une solution contrairement a` la me´thode MAP.
3.4 Synthe`se
Sur la plupart des expe´rimentations, la me´thode MAP
est plus efficace que le clustering hie´rarchique, mais
surtout MAP permet de se´lectionner une solution.
Pour ce qui est de l’ajout du suivi aux de´tections, le
clustering hie´rarchique nous montre qu’une informa-
tion est bien ajoute´e et que les re´sultats sont meilleurs,
dans le cas du MAP l’apport est moins flagrant.
4 Conclusion et perspectives
Nous avons propose´ une me´thode permettant de re-
grouper par personnes les de´tections de visages obte-
nues sur une se´quence vide´o. Cette dernie`re est une
extension des travaux de [14] au cas ou` les de´tections
sont enrichies par des pistes.
Une me´thodologie de comparaison des performances
pour diffe´rents algorithmes et dissimilarite´s a e´te´ pre´-
sente´e. Des expe´rimentations sur des donne´es re´elles
ont permis de montrer l’apport de la me´thode par rap-
port a` l’e´tat de l’art. Ne´anmoins des expe´rimentations
comple´mentaires, sur un plus grand nombre de vide´os,
doivent eˆtre re´alise´es pour confirmer cette conclusion.
Un inte´reˆt de la me´thode pre´sente´e est qu’elle pourrait






Figure 5 – Diagramme EP-GTP comparant les deux algorithmes avec et sans dissimilarite´s spatio-temporelles



















Figure 6 – Exemple de diagramme EP-GTP comparant les deux algorithmes avec ou sans suivis (en avant et en
arrie`re) au pre´alable. Les ronds repre´sentent l’optimum trouve´. Gauche : defile, droite : lasmea
plus efficacement de longues pertes de de´tections par
notamment un apport en pre´cision des extrapolations
des pistes.
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