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способной к масштабированию, самоорганизации, передаче данных через про-
межуточные узлы. 
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Введение 
Развитие микроэлектроники и достижения в области планирования сеан-
сов связи привели к росту интенсивности эксплуатации космических аппаратов 
(КА). Появилась возможность ставить задачи не только отдельным КА, но и их 
группировкам – объединениям спутников, обладающих различными возможно-
стями целевого применения. Современные подходы к решению задач планиро-
вания обеспечивают динамическое изменение расписаний выполнения постав-
ленных задач [1-2]. В связи с этим появляется потребность в мониторинге за 
состоянием ресурсов группировки КА, распределением заявок на съемку и про-
грессом в решении поставленных задач. Существующие системы мониторинга 
целевого применения КА представлены в стационарном (пакетном) виде и раз-
рабатываются специально под каждый космический аппарат. Для их примене-
ния необходимо предварительно установить на компьютер пользователя дис-
трибутив системы, для обновления которого потребуется установить либо спе-
циальные пакеты обновлений, либо, если данная возможность не предусмотре-
на, переустановить программное обеспечение. В то же время, при решении за-
дачи наблюдения за группировками КА возникает потребность в непрерывной 
работе системы, что затрудняет использование пакетных программных средств. 
Постановка задачи 
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Пусть пользователю необходимо выполнить операции съемки некоторых 
районов Земли с помощью КА и для этого использовать систему планирования 
задач для группировок спутников. Под группировкой КА понимается множе-
ство устройств, объединенных в группы для выполнения целевых задач. В за-
висимости от конкретной ситуации (количество и приоритет отдельных задач, 
загруженность наземных станций, объем свободной памяти КА и т.д.) динами-
чески происходит перепланирование съемки и сброса снимков, а для каждого 
КА в группе определяется конкретная задача. Необходимо разработать систему 
мониторинга, которая предоставит пользователю информацию о планировании 
съемки, передачи снимков и загруженности КА. В системе используются сле-
дующие сущности: космический аппарат, наземная станция, район наблюдения 
(РН), снимок. Наземная станция обеспечивает связь с КА и является пунктом 
приема информации (ППИ). Район наблюдения – некоторый участок земли, 
снимки которого необходимо получить. Снимок – графическая информация, 
которую требуется отправить со спутника пользователю. Взаимодействие про-
исходит следующим образом: пользователь создает заявки на съемку РН, рас-
писание съемки динамически перепланируется, КА в соответствии с планом, 
производит съемку требуемых РН, затем передает снимки на определенный в 
ходе планирования ППИ, откуда снимки перенаправляются на сервер и стано-
вятся доступными для пользователя. 
Система мониторинга должна обеспечивать решение следующих задач:  
– отображение РН и ППИ на карте мира; 
– ввод заявок на съемку РН; 
– отображение временных интервалов видимости спутниками РН и ППИ; 
– отображение динамики работы КА в виде графика используемого объема 
памяти и интервалов съемки и сброса; 
– отображение списков РН, КА, ППИ; 
– добавление и удаление новых объектов системы; 
– контроль входных и выходных данных. 
Описание прототипа системы 
Прототип системы организован в виде сервиса, предоставляющего поль-
зовательский веб-интерфейс для остальной части системы с сервис-
ориентированной архитектурой. Для разработки используется язык Java, а так-
же такие инструменты как Vaadin 7.4.0, Google Web Toolkit (GWT) и специфи-
кация OSGI версия 4.2 (Open Services Gateway Initiative) [3]. 
Основной задачей при разработке системы является отображение различ-
ной информации в окне веб-браузера. Данные динамически обновляются, при-
давая интерактивность страницам. Одним из способов создания интерактивных 
веб-страниц является использование языка JavaScript (JS) и технологии AJAX 
(Asynchronous Javascript and XML). Использованные средства Vaadin и GWT 
обеспечивают компиляцию исходного кода, написанного на языке Java в JS (с 
некоторыми ограничениями), и генерацию html. При этом приложение остается 
кросс-браузерным, а также поддерживается браузерами мобильных устройств, 
что обеспечивает возможность работы с системой из любого места при наличии 
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доступа к Интернет. Использование указанного инструментария позволяет раз-
рабатывать бизнес-логику и интерфейс системы исключительно на языке Java и 
только в редких случаях требует поверхностных знаний JavaScript. При разра-
ботке системы были использованы и доработаны GWT компоненты для отоб-
ражения графиков и диаграмм. 
В прототипе системы реализованы следующие функции: 
– Отображение на карте мира ППИ и РН (рисунок 1). Для реализации этой 
возможности в системе используется дополнение GoogleMaps Add-on, 
которое является оберткой над JS для работы с картами с помощью 
средств языка Java. 
– Ввод заявки на съемку РН происходит после нажатия кнопки добавления 
(рисунок 1). Пользователю необходимо последовательно отмечать на 
карте вершины полигона РН, затем зафиксировать выбранную область. 
– Отображение временных интервалов видимости между спутниками, РН и 
ППИ (рисунок 1). Для визуализации временных интервалов был ис-
пользован GWT компонент – диаграмма Ганта. 
 
Рис. 1. Карта мира с ППИ, РН и диаграмма Ганта 
 
– Отображение списков РН, КА, ППИ (рисунок 2). 
 
Рис. 2. Диаграмма Ганта и список объектов 
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– Отображение динамики работы КА (рисунок 2). Для отображения графи-
ка используемой памяти КА и интервалов сброса и съемки снимков был 
разработан специальный GWT компонент, который является синхрони-
зированной по времени парой компонентов графика и диаграммы Ганта. 
Данная диаграмма отображает динамику запланированной работы на 
КА и в соответствии с планом обновляется. 
– Добавление и удаление объектов (рисунок 3). 
– Контроль входных и выходных данных (рисунок 3). Для обеспечения це-
лостности данных производится контроль входных данных и отказ в со-
хранении в случае несоответствия типу или допустимому диапазону 
значений. 
 
Рис. 3. Добавление нового объекта системы с контролем ввода 
Заключение 
Был создан прототип автоматизированной системы мониторинга целевого 
применения группировки КА. Прототип обеспечивает базовые возможности 
для работы с системой: визуализацию ППИ и РН на карте мира, отображение 
списка объектов системы, добавление заявок на съемку РН, отображение вре-
менных интервалов видимости космическим аппаратом ППИ и РН, отображе-
ние динамики работы КА, контроль входных и выходных данных, а также до-
бавление и удаление объектов системы. 
В перспективе необходимо предусмотреть возможность авторизации 
пользователя, добавить средства для просмотра полученных снимков, визуали-
зацию трасс и зон видимости КА, средства для работы с несколькими группами 
спутников. 
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При производстве деталей авиационной техники на этапе точной обра-
ботки пазов и отверстий методом протягивания  одним из актуальных вопросов 
является вопрос назначения рациональных технологических режимов резания и 
выбора геометрических параметров протяжек [1]. Основными дефектами ин-
струмента в процессе высокопроизводительного протягивания являются уси-
ленный износ и поломка зубьев протяжки, а также повышенная упругая дефор-
мация зубьев из-за усиленной нагрузки на зуб. Данные факторы приводят к 
браку из-за нарушения геометрии обрабатываемых деталей. С учётом расчёт-
ной схемы (рис. 1) на каждый зуб протяжки действуют главная zP  и радиальная 















−−++×××=        (1) 
где  bz – суммарная ширина срезаемого одним зубом слоя, мм, Sz – подъём на 
зуб, мм/зуб, k – число канавок, v  – скорость резания, м/мин, γ – передний угол 
зуба протяжки, град, α – задний угол зуба протяжки, º, С1, С2, С3, С4, С5, С6, С7, 
С8, С9,x,y – постоянные коэффициенты, зависящие от вида обрабатываемого 
материала. Регрессионные модели оцениваемых параметров имеют вид: 
– для  эквивалентных напряжений σ, Па (по Губеру - Мизесу): 
z
С CСs v
экв С S Vz
σ βσ σσ βσ= × × ×                (2) 
где σС , σzСs , σβС , σvC  - постоянные величины, Sz – подъем на зуб, 
мм/зуб;  β – угол заострения, град; V – скорость резания, м/мин; 
– для максимальных касательных напряжений i, Па  
max
C CCszi i viС S Vi z
βτ β= × × ×                 (3) 
где iС , ziСs , iСβ , ivC  - постоянные величины, Sz – подъем на зуб, мм;  β – 
угол заострения,º; V – скорость резания, м/мин; 
– для статических перемещений p по вершине зуба, мм   
