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The volume of biomedical literature has experienced explosive growth in recent years. This is reﬂected in
the corresponding increase in the size of MEDLINE, the largest bibliographic database of biomedical cita-
tions. Indexers at the US National Library of Medicine (NLM) need efﬁcient tools to help them accommo-
date the ensuing workload. After reviewing issues in the automatic assignment of Medical Subject
Headings (MeSH terms) to biomedical text, we focus more speciﬁcally on the new subheading attach-
ment feature for NLM’s Medical Text Indexer (MTI). Natural Language Processing, statistical, and machine
learning methods of producing automatic MeSH main heading/subheading pair recommendations were
assessed independently and combined. The best combination achieves 48% precision and 30% recall. After
validation by NLM indexers, a suitable combination of the methods presented in this paper was inte-
grated into MTI as a subheading attachment feature producing MeSH indexing recommendations compli-
ant with current state-of-the-art indexing practice.
 2008 Elsevier Inc. All rights reserved.1. Background
Reﬂecting the latest developments in biomedical research, a
signiﬁcant increase in the indexing load is anticipated by the
US National Library of Medicine (NLM) in order to keep the
MEDLINE database up to date in the next decade. As many as
1 million journal articles are expected to be indexed each year
by 2015 compared to 670,9431 in 2007. To accommodate this
45% increase in the indexing load, tools must be developed in or-
der to assist indexers in their daily task. In this paper, we report
on the subheading attachment project conducted at NLM over the
past two years. This effort investigated ﬁne-grained indexing
methods for the biomedical literature and led to the integration
of a subheading attachment feature in the Medical Text Indexer
(MTI) [1], a tool that automatically recommends Medical Subject
Headings (MeSH) main headings to NLM indexers. At the end
of this section, we provide a summary of earlier stages of the pro-
ject that have been described in [2,3].ll rights reserved.
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As the size of the biomedical literature grows, it becomes more
diverse in terms of format and content. The methods to process
and archive these documents become equally diverse and increas-
ingly sophisticated, so that the notion of ‘‘indexing” has become
ubiquitous. It is used in different, yet related, domains to generally
denote the act of assigning descriptors to a document. However, the
speciﬁc nature and purpose of these descriptors, and the rules or
methods used to assign them can vary signiﬁcantly among com-
munities such as information retrieval, information science, com-
puter science, image processing and so on.
In this paper, we will refer to indexing as the task of assigning to
a document a limited number of terms denoting concepts that are
substantively discussed in the document. This type of indexing is
useful for retrieval purposes, but it also has a strong semantic
descriptive value, in that the set of terms chosen to describe a doc-
ument will serve as a synopsis of the subject matter discussed in
the document. As a result, each indexing term must reﬂect an
important aspect of the document, and its selection constitutes a
difﬁcult cognitive task implying a thorough understanding of the
content of the document. Although free-text indexing is not neces-
sarily incompatible with this type of indexing, automatic free-text
indexing such as performed by SMART [4] or Latent Semantic
Indexing (LSI) systems [5] does not conform to our deﬁnition. In
the remainder of this paper, we will focus on the particular con-
trolled indexing task of assigning indexing terms from the MeSH
thesaurus to biomedical text referenced in MEDLINE, also known
as citations.
Table 1
Number of MeSH indexing terms from 2004 to 2008.
MeSH version Main headings Allowable pairs MeSH indexing terms
2008 24,767 556,793 581,560
2006 23,883 534,981 558,864
2004 22,568 500,495 523,063
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MeSH is a thesaurus that has been developed at NLM since
1960.2 A new version is released every year, supplying controlled
terms representing biomedical concepts to be used for the indexing
of publications included in the MEDLINE database. MeSH contains
two different types of term of concern in this paper: main headings
(also known as descriptors) that denote biomedical concepts such as
Diabetes Mellitus and Foot and subheadings (also known as qualiﬁers)
that may be attached to a main heading in order to denote a more
speciﬁc aspect of the concept such as metabolism and surgery. For
each main heading, MeSH deﬁnes a set of subheadings that can be
combined with it. These are also known as ‘‘allowable qualiﬁers”.
As a result, certain pairs are permitted (for example, Diabetes Melli-
tus/metabolism and Foot/surgery are possible pairs) while others are
not (for example, Foot/metabolism cannot be used because metabo-
lism is not an allowable qualiﬁer for the main heading Foot).
In the remainder of this paper, by ‘‘MeSH indexing terms” we
refer to either main headings or main heading/subheading pairs.
The task of MeSH indexing for MEDLINE requires indexers to assign
MeSH indexing terms to biomedical articles in the following way:
(1) select main headings to represent all concepts that are substan-
tively discussed in the article (an average of approximately a dozen
headings are selected, but the number may vary depending upon
the article’s length and complexity), (2) attach the appropriate sub-
headings to the main headings selected, (3) mark the most sub-
stantively discussed concepts as ‘‘major” and (4) make sure
appropriate ‘‘checktags”3 are selected, all the while (5) complying
with instructions detailed in the indexing manual.
1.3. Issues in MeSH automatic indexing
Although the automatic assignment of MeSH indexing terms to
a body of biomedical text has been extensively studied in the liter-
ature (see for example [1,5–10]), several major aspects of the task
are often misunderstood or understated. Most issues pertain to the
following topics:
 Multi-label assignment
 Scalability
 Compliance with indexing policies
1.3.1. Multi-label assignment
Controlled indexing is often viewed as a categorization problem
because indexers must essentially decide whether a document
substantively discusses the concept denoted by a given indexing
term, i.e. whether the document is relevant to the category deﬁned
by this indexing term or label. In this respect, MeSH indexing is a
multi-label categorization task because more than one term should
be assigned to a document. Furthermore, it is referred to as a fuzzy
classiﬁcation problem [6] because the combinations between the
indexing terms are numerous and varied. Some work addressing
MeSH indexing attempts to elude the complexity due to the high
number of indexing terms and variety of their combinations by
selecting test collections where the documents are assigned a lim-
ited number of MeSH descriptors and therefore, a limited number
of combinations [6], as remarked by Rak et al. [10]. Although MeSH
indexing could be viewed as a series of binary classiﬁcation prob-
lems (for each descriptor, build a classiﬁer to decide whether the2 NLM’s MeSH factsheet was retrieved from http://www.nlm.nih.gov/pubs/fact-
sheets/mesh.html on May 20, 2008. It contains additional information about the
MeSH thesaurus.
3 Checktags are a set of frequently assigned main headings such as those
designating gender, age groups and animals. (e.g. Female; Child, Preschool; Mice).document should be assigned the corresponding label), a recent
experiment investigating Support Vector Machine (SVM) classiﬁers
for the assignment of ICD-9 codes to clinical text found that better
results were obtained when the categories given to the system
were all the possible combinations of labels rather than the labels
themselves [11]. If this were also the case for MeSH indexing, the
scalability issues faced by machine learning approaches would be
several orders of magnitude above what we describe below.
1.3.2. Scalability
With an average of 2500 MEDLINE citations completed daily,
the processing load of a practical, functional MeSH indexing sys-
tem faces scalability issues. But more importantly, the exact
number of indexing terms needs to be taken into account when
discussing the MeSH indexing task; Table 1 gives counts of
MeSH main headings, pairs and indexing terms.4 Note that in
[6], MeSH main headings are referred to as ‘‘MeSH categories”.
Most efforts addressing MeSH indexing attempt to tackle indexing
by solely using main headings which involves about 24,000 cate-
gories [1,7]. However, in practice, MeSH indexing terms also in-
clude main heading/subheading pairs. The actual scale of the
MeSH indexing problem is in fact in the range of 550,000 catego-
ries (and even more if one were to consider all possible combina-
tions of indexing terms).
Although Rak et al. [10] acknowledged the importance of multi-
label assignment, the authors generalized main headings to the
second level of the hierarchy (or tree),5 i.e. scaling down to about
108 categories. Cai and Hoffman [8] opted for a similar use of the
MeSH hierarchy, and Yang [9] acknowledged that most otherwise
high-performance machine learning methods failed to accommodate
the large-scale problem posed by MeSH indexing, with a k-Nearest
Neighbors classiﬁer being the most viable and robust approach. It
is the underlying principle of the probabilistic, topic-based model
for content similarity described by Lin and Wilbur [12] that was
implemented in the ‘‘Related Articles” feature of PubMed (NLM’s
access point to MEDLINE). This feature is also a component of MTI
[1]. The most recent work on main heading assignment revisits ma-
chine learning methods for MeSH indexing and more speciﬁcally
Naïve Bayes and least square classiﬁers [13]. The authors address
the issue of the size of training sets required by machine learning
algorithms and introduce a method to obtain optimal training sets.
They present an evaluation on a set of 20 main headings. Although
the method could conceivably be applied to all MeSH indexing
terms, including main heading/subheading pairs, it is hard to tell
how well it would scale up from this study.
1.3.3. Compliance with indexing policies
MeSH indexing requires adherence to NLM’s indexing policies
described in the Indexing Manual (e.g. choose a dozen main head-
ings representing concepts substantively discussed in the docu-
ment, combine with subheadings where appropriate, etc.) as well
as more speciﬁc rules. An example of a speciﬁc indexing rule is
the sample ‘‘coordination rule” shown in Fig. 1.4 This data is derived from the MeSH ASCII ﬁles retrieved from http://
www.nlm.nih.gov/mesh/ﬁlelist.html on March 27, 2008.
5 There are 11 MeSH tree levels for 2008.
If the pair <DISEASE>1/drug therapy is used for indexing, 
then the pair(s) <DRUG>2/therapeutic use must be used for indexing 
with all <DRUG> terms matching the drug therapy discussed. 
Fig. 1. A sample coordination rule. 1DISEASE refers to a MeSH main heading
belonging to the Diseases category orMental Disorders subcategory (in the Psychiatry
and Psychology category). 2DRUG refers to a MeSH main heading belonging to the
Chemicals and Drugs category.
816 A. Névéol et al. / Journal of Biomedical Informatics 42 (2009) 814–823When machine learning approaches to MeSH indexing are used,
the underlying assumption is that all the indexing rules will be de-
rived from the set of labelled documents and be seamlessly
‘‘learned” by the system. However, the number of MeSH indexing
term combinations may make it difﬁcult to ﬁnd a proper training
corpus containing at least one sample application of each indexing
rule.
1.4. Prior work on subheading attachment
As reported in [2], our work on subheading attachment ﬁrst fo-
cused on the Genetics domain, which covered almost 20% of arti-
cles indexed for MEDLINE in 2005. Preliminary work was
conducted on three genetics-related subheadings (genetics, metab-
olism and immunology). Based on encouraging results obtained in
the context of MeSH indexing of French health resources [14], dic-
tionary and rule-based approaches were developed and evaluated
on a genetics corpus. This evaluation showed that both methods
translated well to MeSH indexing of the biomedical literature in
English. Therefore, we decided to extend the work beyond the
genetics domain. We also reﬁned the methods used (e.g. devised
a semi-automatic scheme to increase the size of the dictionary)
and investigated additional subheading attachment methods. Pro-
gress on the project was reported in [3], which presents an evalu-
ation on a random MEDLINE corpus (a subset of the large test
corpus described in this paper). The present paper reports on the
overall subheading attachment project, including previously
unpublished material.2. Methods
2.1. Training and test corpora
Throughout the study, we used two large training and test cor-
pora for quantitative evaluations and two smaller test corpora for
qualitative evaluations.
2.1.1. Large training and test corpora
A large training set was built using 100,000 citations randomly
selected fromMEDLINE 2006.6 A same-size test corpus7 was built in
the same way, with the additional constraint of selecting only cita-
tions that were not in the training corpus, so that the corpora are
disjoint.8
2.1.2. Small test corpora
Two smaller test corpora of MEDLINE citations were used to
carry out qualitative evaluations of the pair recommendations.6 See http://mbr.nlm.nih.gov/Reference/MEDLINE_Baseline_Repository_Detail.pdf
for additional details on the MEDLINE 2006 Baseline.
7 This corpus includes the 50,000 citations used for the evaluation reported at
AMIA [3] and an additional 50,000 citations.
8 The list of PMIDs for each corpus is provided as Supplementary material.These corpora each consisted of three journals selected by staff
in the Index Section at NLM. The journals were chosen because
of the anticipated high topical relevance of subheading recommen-
dations to the subject matter they covered:
 A genetics corpus: Hum Hered. 2006;62(2), Vet Immunol Immuno-
pathol. 2006 Nov 15;114(1–2) and Genet Test. 2006 Fall;10(3).
 A surgery corpus: Ann Plast Surg. 2007 May;58(5), Ann Trans-
plant. 2006;11(3) and J Laparoendosc Adv Surg Tech A. 2007
Apr;17(2).
Four NLM indexers were shown the main heading/subheading
pair recommendations for citations in these corpora before the
MEDLINE indexing was available, in order to avoid bias in the
indexers’ relevance judgments. The indexers were asked to look
at the pair recommendations, and to determine whether a recom-
mendation was useful and/or appropriate. Indexers were also
asked to point out which were the worst recommendations
according to them and to explain why a recommendation was
not useful or appropriate. Finally, various ways of presenting
the recommendations were also discussed (e.g. showing 2-letter
codes vs. full names for subheadings). The indexers reviewed
the recommendations on their own, and commented on them
informally during project meetings—this means that there was
no speciﬁc count of the number of ‘‘useful” or ‘‘appropriate” rec-
ommendations for a given citation or journal in these corpora.
The purpose of this aspect of the study was to obtain trends of
indexers’ opinion on the recommendations as a whole in order
to make sure the resulting tool would meet their expectations
in terms of usefulness and usability.
2.2. Automatically producing MeSH main heading/subheading
recommendations
In the context of the Subheading Attachment Project, several
methods were investigated to produce MeSH main heading/sub-
heading recommendations. All of them aim at completing existing
MTI main heading recommendations obtained with default ﬁlter-
ing9 by attaching subheadings to the main headings.
2.2.1. ‘‘Jigsaw puzzle” methods
The ‘‘jigsaw puzzle” methods were intended as a simple type of
approach to subheading attachment relying on the idea that the
whole (MeSH pairs) could be created out of assembling its ele-
ments (main headings and subheadings). They work by separately
extracting MeSH main headings and subheadings relevant to an
article, and then attaching the subheadings to main headings when
allowable.
A dictionary method (DIC) introduced in [2] uses MTI-retrieved
main headings. Subheadings are then extracted based on the pres-
ence of certain dictionary words or expressions in the title or ab-
stract of the article. For example, the subheading genetics will be
retrieved if words such as ‘‘gene”, ‘‘genes”, ‘‘genetic”, ‘‘heredity”,
‘‘DNA”, ‘‘RNA”, etc. are found. At ﬁrst, the dictionary was composed
of words that could be related to the subheadings based on the
indexing manual chapter on assigning subheadings.10 It was then
expanded based on statistical ﬁngerprinting of the subheadings over
the entire MEDLINE collection using a technique similar to that de-
scribed in [15]. For each subheading, the citations that used the sub-9 MTI produces main heading recommendations using a Natural Language
Processing path and a Statistical path. After these approaches are merged, the results
can be displayed using different levels of ﬁltering, including the ‘‘default ﬁltering”
used here. Additional details on MTI and ﬁltering can be found in [1].
10 http://www.nlm.nih.gov/mesh/indman/chapter_19.html (March 12, 2007).
Table 2
The text-SH vector showing the top-ﬁve SHs returned by the JDI method (sorted alphabetically) for citation #15165580.
SHs Words in title
Surgical Decompression Diabetic Neuropathy Average Rank
Blood supply 0.8075 0.5518 0.3348 0.5495 0.5609 5
Complications 0.7400 0.4903 0.4499 0.6413 0.5804 3
Etiology 0.7777 0.5140 0.4226 0.6200 0.5836 2
Physiopathology 0.6009 0.4256 0.5364 0.7034 0.5666 4
Surgery 0.9613 0.7455 0.1963 0.4339 0.5842 1
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corpus. After stop words were removed, a score S was computed
for each word w in the subheading corpus SHi as follows:
Sw;SHi ¼
occðwÞSHi
occðwÞMEDLINE
 occðwÞSHiP
8x2SHi
occðxÞSHi
ð1Þ
The score of a word is based on its frequency (number of occur-
rences) in the subheading corpus vs. the MEDLINE collection and
its frequency in the subheading corpus vs. the frequency of all con-
tent words in this corpus. The top 100 words according to this
ranking were considered for addition in the dictionary. They were
added to the dictionary if they improved the performance of the
dictionary method on two training corpora.11 Bigram statistics ob-
tained from the subheading corpora were also used. Speciﬁcally, a
score Sb;SHi was computed for bigrams b (two-word sets) according
to Eq. (1), so that bigrams were also considered for inclusion in the
dictionary.
A JDImethodwas derived from Journal Descriptor Indexing (JDI),
described in [16,17]. JDI automatically indexes text according to
journal descriptors (JDs) which are a set of about 120 MeSH terms
representing biomedical disciplines (e.g. Cardiology;Genetics,Med-
ical; Surgery). For each journal, a set of JDs is manually assigned and
recorded in NLM’s List of Serials Indexed for Online Users12 (LSIOU).
JDI uses statistical associations between JDs andwords or between JDs
andMeSH indexing terms froma training set ofMEDLINEcitations, the
JDs corresponding to the journals in the citations based on the con-
tents of the LSIOU. For example,words and indexing terms in citations
in the training set from the journal Foot and Ankle Clinics become sta-
tistically associatedwith the JD Orthopedics, because this is the JD for
this journal in the serials ﬁle. The result of JDI of aword is a vector, con-
sisting of JDs with their scores (between 0 and 1) for that word. Com-
putation of word-JD vectors and MeSH indexing term JD vectors is
described in [16]. JDI can also be performed on a subheading (SH),
resulting in a JD vector for that SH.
Using a vector cosine similarity measure, the JD vector of a word
can be compared to the JD vectors of each of the subheadings. As a
result, a word-SH vector for the word can be created, where the
score for each SH in the SH vector is the similarity between the
word-JD vector and the JD vector for that SH. The ordering of SHs
by score for a word gives a picture of the best to worst SHs for that
word. For this study, word-SH vectors have been computed for
words in a three-year MEDLINE training set (1999–2001).
To create a ranked list of SHs for a text outside the training set,
the SH vectors for matching words in the training set are used. The
scores for each SH are averaged across the words, forming a text-
SH vector, where we use the top-ﬁve ranked SHs. For example,
Table 2 shows the results of applying the JDI method to the title
of MEDLINE citation #15165580, ‘‘The role of surgical decompres-
sion for diabetic neuropathy”.11 A preliminary training corpus composed of about 17,000 citations randomly
extracted from MEDLINE 2004 and our large training corpus.
12 http://www.nlm.nih.gov/tsd/serials/lsiou.html (April 4, 2008).The ﬁnal jigsaw puzzle method, the MTI method works by infer-
ring relevant subheadings based on the main headings themselves.
For example, if any main heading in the MeSH subcategory G13
(Genetic Phenomena) were retrieved by MTI, the method infers that
the subheading genetics might be relevant for indexing the article.
It would then be attached to the main headings also retrieved by
MTI, when allowable. There is at least one such rule for all sub-
headings except drug effects.
2.2.2. Rule-based methods
Rule-based methods reﬂect the indexers’ practice of ﬁnding the
best indexing terms by looking for indicator snippets of text in the
articles and building on terms they have already selected to make
the indexing set coherent and comprehensive. Post-processing (PP)
rules infer pair recommendations from a pre-existing set of index-
ing terms—in our case, MTI main heading recommendations. A
sample rule is shown in Fig. 2. These rules were developed in the
same spirit as the subheadings inferred in the MTI method
above—in fact, Mutation is a G13 subcategory term. However, they
are much more speciﬁc as they deﬁne which type of main heading
the subheading should be attached to. Furthermore, before a new
rule is added to the set, it is evaluated on the training corpora used
for the dictionary method.
Natural Language Processing (NLP) rules use cues from the title
or abstract of an article to infer pair recommendations. More spe-
ciﬁcally, interactions between medical entities are retrieved from
the text in the form of Uniﬁed Medical Language System (UMLS)
triplets using SemRep [18]. UMLS triplets are composed of two
concepts from the UMLS Metathesaurus together with their
respective UMLS Semantic Types (STs) and the relation between
them, according to the UMLS Semantic Network. The knowledge
expressed in these triplets is then translated into MeSH pairs using
rules and a restrict-to-MeSH algorithm [19]. A sample rule is that
the triplet (Enzyme AFFECTS Disease or Syndrome) translates into
MeSH by attaching the subheading enzymology to the correspond-
ing <DISEASE> term. However, some rules are more complicated
and must be tailored to several term categories. For example, the
triplet (Therapeutic or Preventive Procedure TREATS Disease or
Syndrome) translates into MeSH by attaching the subheading sur-
gery if the procedure is surgical (MeSH subcategory E04) or the
subheading radiotherapy if the procedure involves radiation (MeSH
tree node E02.815), etc. The PP and NLP rules are described in more
detail in [2].
2.2.3. Statistical method
Statistical methods build on an existing set of indexed articles
by postulating that similar articles should be indexed in a similar
way. The PubMed Related Citations (PRC) method that we used
was ﬁrst introduced in [20] and is further described in [12]. It uses
a k-Nearest Neighbors approach to ﬁnd citations in the MEDLINE
database that are similar to the new article to be indexed. MeSH
pair recommendations are then inferred from the existing indexing
of the ten nearest neighbors. Pairs used in the indexing of more
than one of the ten nearest neighbors are recommended by this
method.
“If the main heading Mutation and a <DISEASE> term1 appear in the 
indexing recommendations, 
then the pair <DISEASE>/genetics should also be used.”
Fig. 2. A sample post-processing rule. 1DISEASE refers to a MeSH main heading
belonging to the Diseases category orMental Disorders subcategory (in the Psychiatry
and Psychology category).
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Several previous indexing experiments [1,11] showed that
when multiple automatic methods are used, the best overall re-
sults are obtained by combining the methods. For this reason, we
investigated several ways of combining the methods described in
the previous section.
2.3.1. Pooling
We assessed the performance of the recommendations when
they came from a pool of at least Nmethods, for N between 1 and 5.
2.3.2. Filtering
Based on the feedback received from the indexers on the small
test corpora (see Section 3.2), three methods of ﬁltering were en-
forced. The ﬁrst method is based on the frequency of occurrence
(the number of occurrences, or nb_occurrences) of a given pair in
the entire MEDLINE collection. For a given MeSH pair MH/SH, we
deﬁned the relative frequency FRel as follows:
FRelðMH=SHÞ ¼ nb occurrencesMEDLINEðMH=SHÞP
k2QðMHÞ
nb occurrencesMEDLINEðMH=SHkÞ
ð2Þ
where Q(MH) represents the set of allowable qualiﬁers for the main
heading MH.
Pairs with a relative frequency beneath a certain threshold
(determined using the training corpus) were ﬁltered out of the rec-
ommendation list. The second method uses the stand-alone sub-
heading list obtained from the PRC method, which was found to
have a recall of 86% [3]. Pairs involving subheadings that are not
in this list are ﬁltered out. Finally, a third ﬁltering method uses a
list of main headings speciﬁcally prepared by the indexers while
performing the qualitative evaluations on the small test corpora
(see section below for additional details). This ﬁnal list currently
contains 92 main headings (e.g. Humans; Hybrid Cells and Mice,
Inbred A) as well as all main headings in MeSH subcategories G05
(Genetic Processes), G13 (Genetic Phenomena) and G14 (Genetic
Structures). Pairs involving main headings that are in this index-
er-supplied list are ﬁltered out.
2.3.3. Coordination rules (COORD)
A speciﬁc module was built in order to enforce the coordination
rules explicitly stated in the indexing manual (such as the one
shown in Fig. 1) based on the set of pair recommendations ob-
tained after pooling and ﬁltering have been applied. A total of 38
coordination rules were included in the module.
2.3.4. Number of subheadings attached per main heading
After assessing recommendations made on the small test cor-
pora, indexers decided that a maximum of three subheadings per
main heading should be recommended. In order to select the best
three subheadings when more than three subheadings are at-
tached to a given main heading, we considered two approaches.
One was based on the hierarchical relationships existing between
subheadings; for example, therapy is an ancestor for the subhead-ings diet therapy, drug therapy, surgery, etc. The rule was to select
only the most speciﬁc subheadings, so that if both therapy and sur-
gerywere attached to the same main heading, surgerywould be se-
lected over its ancestor therapy. However, experiments on the large
training corpus proved this method of selection to be ﬂawed as
cases where more than three subheadings were attached to a main
heading remained. Besides, it seemed to have a small adverse im-
pact on performance. For these reasons, we ﬁnally decided to use a
secondmethod based on the precision obtained by each method on
the training corpus. When more than three subheadings were rec-
ommended for a given main heading, we computed a score for
each subheading based on which methods recommended it. The
score consisted of the sum of the precisions obtained by each
method on the training corpus. The three subheadings with the
highest scores were selected.
2.4. Stand-alone subheading recommendations
In addition to pair recommendations, which are our primary
objective, we found that stand-alone subheading recommenda-
tions obtained from the PRC method could also be useful to index-
ers if displayed separately from the pairs in the subheading tab of
the Data Creation and Maintenance System (DCMS) indexing
interface.
2.5. Evaluation measures
As reported by Lancaster [21], it is difﬁcult to adequately eval-
uate the quality of indexing because even in the case of controlled
indexing, there is no unique correct indexing set to use as a refer-
ence. However, as in previous studies mentioned in the back-
ground section, we used existing MEDLINE indexing as the ‘‘gold
standard” indexing for a citation. Throughout the study, we used
precision, recall and F-measure to perform quantitative evalua-
tions of the results. At the beginning of the study, we expected that
the pair recommendations produced automatically by our methods
would be presented to NLM indexers as they work on creating
MEDLINE indexing. Speciﬁcally, pair recommendations would be
shown along with stand-alone main heading recommendations.
In compliance with indexing rules, indexers would look at the rec-
ommendations, select appropriate main headings ﬁrst, and then
consider the subheadings that should be attached to them. For this
reason, we evaluate subheading attachment performance after ﬁl-
tering out pair recommendations involving main headings not se-
lected by indexers. Precision corresponds to the number of pairs
recommended that were also in the MEDLINE indexing divided
by the total number of pairs recommended (for which the main
heading was in the MEDLINE indexing). Recall corresponds to the
number of pairs recommended that were also in the MEDLINE
indexing divided by the total number of correct pairs according
to the MEDLINE indexing. The F-measure is computed as shown
in Eq. (3):
F ¼ 2 P  R
P þ R ; ð3Þ
where P is precision and R is recall. A sample computation of these
measures is shown below in Section 3.4.3. Results
In this section, we present the performance of the methods that
needed parameter adjustment on the training corpus. Based on
these results, optimal parameters are selected and used as ﬁnal
settings when running the methods on the test corpora. The qual-
itative feedback received from the indexers after recommendations
were produced for the small corpora were also used to make fur-
Table 4
Performance obtained on the large training corpus while adding veterinary-related
terms in the dictionary.
Terms considered for Veterinary Performance Decision
P R F
Initial set of terms:
‘‘veterinary” and ‘‘veterinarian”
58 3 6 —
Horses 68 7 13 Include
Dogs 47 16 24 Include
Horse 47 17 25 Include
Dog 46 18 26 Include
Cattle 50 25 34 Include
Calves 49 27 35 Include
Cows 51 30 38 Include
Cats 52 33 40 Include
Pigs 45 36 40 Discard
Pig 45 35 39 Discard
Sheep 49 36 42 Include
Table 3
Performance of the JDI method on the large training corpus when top 5, 10 and 15
subheadings are considered.
JDI—number of SH considered P R F
Top 5 26 33 29
Top 10 19 47 27
Top 15 16 54 24
Table 6
Overall results obtained on the large test corpus for all the methods and their
combination (DIC, dictionary; JDI, Journal Descriptor Indexing; PP, post-processing
rules; NLP, Natural Language Processing rules; PRC, PubMed Related Citations;
COORD, indexing coordination rules).
Indexing method N Scope P R F
DIC 865,809 83 26 35 30
MTI 344,637 82 25 14 18
JDI-top5 726,882 83 25 27 26
PP 79,903 19 39 8 14
NLP 26,316 20 17 3 5
PRC 1,041,662 83 35 53 42
COORD 84,459 16 23 3 5
At least 2 methods + MH and SH ﬁltering 409,227 83 48 28 36
Full combination process (6 methods) 670,097 83 48 30 36
Full combination process (4 methods) 346,475 83 49 25 33
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ly, we illustrate the results by showing the ﬁnal set of recommen-
dations and corresponding performance scores obtained for a
speciﬁc citation in the large test corpus.
3.1. Performance on the large training corpus
In this section, we present representative results obtained on
the large training corpus in order to illustrate how we set the
parameters used for the test corpus. Table 3 presents the perfor-
mance of the JDI method when the 5, 10 and 15 top subheadings
retrieved are attached to applicable main headings. The best preci-
sion (P) recall (R) and F-measure (F) are bolded.
Table 4 illustrates the method used for building the dictionary
for the dictionary method. Bold ﬁgures indicate an increase in
performance over the previous best results when the candidate
term is added to the dictionary. Terms are included in the dictio-
nary when they result in a positive contribution to the method per-
formance, i.e. an increase in F-measure or an increase in precision
if the F-measure remains stable. For example, the addition of the
term ‘‘dogs” improves the F-measure (+9 points) so, even though
it decreases the precision (21 points) it is included in the dictio-
nary. On the other hand, the addition of the term ‘‘pigs” decreases
the precision (7 points) and has no positive impact on F-measure.
Therefore, it is not included in the dictionary. After preliminary
investigations were made manually, the ‘‘hill climbing” process
was partly automated.
Table 5 illustrates the pooling of methods. The best precision
(P), recall (R), and F-measure (F) are bolded. As expected, recall isTable 5
Pooling of N methods on the large training corpus.
N P R F
1 22 68 33
2 36 46 41
3 51 26 35
4 63 8 15
5 78 2 4higher when few methods are required to produce the recommen-
dations, and precision is higher when more methods are required
to produce the recommendations. However, the best precision/re-
call balance (F = 41) is obtained when N = 2.
For the purpose of scoring subheadings in cases where more
than three subheadings were attached to a given main heading
(see Section 2.3 above) we used the precision obtained for JDI
(26%; see Table 2 for top 5), MTI (24%), DIC (26%), PP (58%), PRC
(35%), NLP (38%) and COORD (23%).
3.2. Feedback obtained from indexers on the small test corpora
Citations in the small test corpora were automatically indexed
before MEDLINE MeSH indexing was available in order to obtain
feedback on the automatic recommendations in the form of a crit-
ical review. The remarks made by the indexers addressed the fol-
lowing issues:
 Missing recommendations: according to coordination rules, sev-
eral recommendations were missing and caused the automatic
indexing as a whole to look inconsistent and inadequate.
 Erroneous recommendations: a pattern was identiﬁed where
subheadings were attached erroneously albeit consistently to
certain speciﬁc main headings (e.g. checktagMice). Furthermore,
pairs that looked very unlikely because they rarely occurred in
MEDLINE were also recommended. Although some of these rec-
ommendations were correct, indexers thought these cases
required special attention at the time of indexing, and that hav-
ing them recommended automatically might confuse junior
indexers. The indexers also thought it best to limit to three the
number of subheadings attached to a particular main heading.
3.3. Performance on the large test corpus
Table 6 presents the overall results obtained on the large test
corpus for each of the methods separately and then combined. It
shows the total number of pair recommendations yielded (N) for
main headings that were in the MEDLINE indexing as well as the
number of subheadings covered by each method (Scope).13 It also
presents the overall results obtained in terms of precision (P), recall
(R), and F-measure (F). The best precision, recall and F-measure are
bolded. The performance obtained by each method on the large cor-
pus using the parameters that were established from tests on the
training corpus is reported in the top section of the table. The perfor-
mance of the additional recommendations yielded through the13 Note that the sets of indexing rules used in these experiments comprised 61 NLP
rules and 778 PP rules.
Table 7
Results obtained on the large test corpus for surgery and radionuclide imaging (DIC,
dictionary; JDI, Journal Descriptor Indexing; PP, post-processing rules; NLP, Natural
Language Processing rules; PRC, PubMed Related Citations).
Indexing method Surgery Radionuclide imaging
P R F P R F
DIC 43 55 47 42 47 44
MTI 23 73 35 23 54 32
JDI-top5 48 37 42 73 6 10
PP 63 37 47 57 24 34
NLP 64 7 13 — — —
PRC 47 67 55 26 56 36
Full combination process (6 methods) 54 54 54 53 1 1
Table 8
Performance of stand-alone subheading recommendations.
Indexing method P R F
MTI 36 15 8
PubMed Related Citations 24 86 37
Dictionary 31 56 40
Journal Descriptors Indexing-top5 25 36 29
Journal Descriptors Indexing-top10 19 55 28
Table 9
Average number of allowable, recommended and used subheadings per citation in the
test corpus.
Subheading Counts
Allowable subheadings (MTI) 59.41
Allowable subheadings (MEDLINE) 54.45
Subheadings used by NLM indexers 3.52
Subheadings recommended by MTI 1.18 (0.51 used)
Subheadings recommended by DIC 6.13 (1.97 used)
Subheadings recommended by PRC 12.48 (3.02 used)
Subheadings recommended by JDI5 4.87 (1.26 used)
Subheadings recommended by JDI10 9.74 (1.92 used)
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shown in the middle section of the table. Finally, the bottom section
of the table presents the results obtained when combining the rec-
ommendations obtained from the various methods. First, when at
least two of the six methods produced the recommendation and
both main heading and subheading ﬁltering is applied; second, when
the full combination strategy14 is applied on all six methods; and ﬁ-
nally when the full combination strategy is applied on four of the six
methods (excluding NLP and JDI) as will be the case when the sub-
heading attachment results are ﬁrst integrated into the production
environment. When ﬁltering is applied as part of the combination
process, about 79% of the recommendations that are ﬁltered are re-
moved because of the number of methods they came from, 18% are
removed based on frequency, 2% are removed because they are not
in the subheading list and 1% are removed because they are in the
main heading exclusion list.
More detailed data showing the performance of each method
for each of the 83 subheadings as well as on main headings to
which no subheading should be attached is available in Supple-
mentary ﬁles. As an example, Table 7 shows a compilation of the
results obtained for two subheadings: surgery, which is one of
the most frequent subheadings in MEDLINE and radionuclide imag-14 i.e. When all the combination strategies described in section Combining recom-
mendations above are applied: use of coordination rules, pooling of at least two
methods, ﬁltering based on main heading and subheading lists, limitation of the
number of subheadings attached per main heading.ing which is one of the least frequent. The best precision (P), recall
(R), and F-measure (F) are bolded.
Table 8 shows the performance of stand-alone subheading rec-
ommendations on the large test corpus for a selection of the
methods.
Finally, to illustrate the impact of stand-alone subheading rec-
ommendations, Table 9 shows the average number of subheadings
recommended per citation by the methods as well as the average
number of subheadings that are applicable to MTI-retrieved main
headings or MEDLINE reference main headings.
3.4. Indexing of a sample citation
Fig. 3 presents the ﬁnal set of recommendations obtained for a
sample citation in the large test corpus, using the full combination
strategy on the six methods. We can see that theMEDLINE indexing
for this citation contains eight pairs: Choroid/blood supply; Choroidal
Neovascularization/drug therapy; Choroidal Neovascularization/etiol-
ogy; Indocyanine Green/diagnostic use;Macular Degeneration/compli-
cations;Macular Degeneration/drug therapy; Photosensitizing Agents/
therapeutic use and Porphyrins/therapeutic use. Out of the 11 pairs
recommended, ﬁve were in the MEDLINE indexing (underlined).
Therefore, we can compute the precision P = 5/11 = 45%, the recall
R = 5/8 = 63% and the F-measure F = 24563/(45 + 63) = 53%.
Among the 11 pairs that were recommended, eight were recom-
mended by at least two methods, and three were in fact added to
the recommendation set during the combination phase through
the enforcement of coordination rules (+COORD). In fact, these
three pairs were triggered by the presence in the indexing set of
the recommendation Photochemotherapy/adverse effects. The trig-
ger recommendation being erroneous, the extra recommendations
produced through coordination were also erroneous. Although in
this case, applying coordination rules may seem detrimental to
the overall quality of the recommendations, indexers insisted that
having a coherent set of recommendations did make up for this
inconvenience.4. Discussion
4.1. Performance of the methods
The various methods exhibit complementary performance; the
DIC and PRC methods tend to yield numerous recommendations
and achieve high recall, while the rule-based methods (NLP and
PP) tend to yield fewer recommendations but achieve high preci-
sion. The results in Table 6 average the performance of each
method (and combination of methods) over the 83 subheadings
as well as the 84th case where no subheading is attached to a
main heading. Since the PP and NLP methods recommend fewer
pairs, they achieve a very low precision (resp. 11% and 9%) for
the no subheading recommendations. This explains the seemingly
low overall precision (39% for PP and 17% for NLP) shown in Table
6 for these methods. In our previous evaluation [3] we reported
performance averaged over the 83 subheadings only. Although
the corpus used in this previous evaluation only consisted of
50,000 of the 100,000 citations used in this study, it can be no-
ticed that the performance of the methods that cover all subhead-
ings (MTI, DIC and PRC) is very similar to what is reported here
while the precision of PP and NLP was higher (58% and 39%,
respectively).
The 2% increase in recall observed between the partial combina-
tion process (at least two methods, SH and MH ﬁltering) and the
full combination process results essentially from the application
of coordination rules. The overall recall of the coordination process
on its own was 3%, but some of these recommendations turn out to
PMID - 16384987
Influence of treatment parameters on selectivity of verteporfin therapy.
PURPOSE: To improve selectivity of verteporfin therapy (PDT) in neovascular age-related macular degeneration (AMD) using 
modified treatment parameters. METHODS: Nineteen consecutive patients with predominantly classic choroidal 
neovascularization (CNV) in AMD were treated with 6 mg/m2 verteporfin given as bolus infusion. Patients received PDT with a 
fluence of either 25 or 50 J/cm2. Choroidal perfusion changes were evaluated by indocyanine green angiography (ICGA) at 
baseline, day 1, week 1, week 4, and month 3. Secondary outcomes were CNV closure rate and therapy-induced leakage 
documented by fluorescein angiography (FA). The safety of the treatment was assessed with ETDRS visual acuity. RESULTS: 
Complete CNV closure was achieved in all patients at day 1. Choroidal hypoperfusion was minimal in eyes treated with a 
reduced fluence of 25 J/cm2. Most patients treated with 50 J/cm2 showed significant choriocapillary nonperfusion at week 1, 
lasting as long as 3 months. A transient PDT-induced increase in leakage area in FA at day 1 was found to be more extensive in 
the 50-J/cm2 group. CONCLUSIONS: Bolus administration of verteporfin combined with a reduced light dose achieved 
improved selectivity of photodynamic effects, avoiding collateral alteration of the physiologic choroid while obtaining complete 
CNV closure. An increased selectivity with decreased effect on the surrounding choroid should be of advantage in verteporfin 
monotherapy as well as in combination strategies.
MEDLINE indexing Pair recommendations Methods
Choroid/blood supply      DIC|JDI|PRC
Choroidal Neovascularization/drug therapy        DIC|MTI|PP|PRC
Choroidal Neovascularization/etiology      JDI|PRC
Macular Degeneration/complications      DIC|JDI|PRC
Macular Degeneration/etiology      +COORD
Myopia/complications      JDI|DIC|PRC
Myopia/etiology      +COORD
Photochemotherapy/adverse effects      DIC|JDI|PRC
Photosensitizing Agents/therapeutic use      DIC|PP|PRC
Vision Disorders/etiology      +COORD
Visual Acuity/physiology      DIC|PP|PRC
Additional recommendations filtered out in the combination phase:
- 39 recommendations from one method (two correct) 
- 7 recommendations from two methods(none correct)
- 1 recommendations from three methods(none correct)
- 1 recommendation from five methods (one correct)
Stand-alone subheading recommendations (PRC)
Capillary Permeability
Choroid/blood supply
Choroidal Neovascularization/*drug therapy/etiology
Fluorescein Angiography
Humans
Indocyanine Green/diagnostic use
Macular Degeneration/complications/*drug therapy
*Photochemotherapy
Photosensitizing Agents/*therapeutic use
Porphyrins/*therapeutic use
Tomography, Optical Coherence
Treatment Outcome
Visual Acuity
AE BS CO DI DU DT ET MT PA TU PH
Fig. 3. Pair recommendations obtained for a sample citation in the test corpus.
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methods. In addition, these ﬁgures show that the frequency ﬁlter-
ing is efﬁcient in weeding out mostly incorrect recommendations
that do not contribute towards recall.
Table 7 illustrates more typical performance of these methods
on subheadings that are within their scope.
In the case of the DIC method, it should be pointed out that the
hill climbing process used to build the dictionary is dependent on
the order that the terms were considered for inclusion.
The selection of stand-alone subheadings to apply to a particu-
lar citation is achieved with 86% recall with the Related Citations
method (see Table 8). Although precision is only 18%, it reduces
the list of applicable subheadings for a citation by about 75% (from
54 down to 12), which the indexers ﬁnd useful as it may save time
in deciding which subheading to use.
4.2. Combining the methods
The performance obtained for the various methods is consistent
with our aim in developing them: the highest precision is obtained
with the rule-based methods (NLP and PP) while the best recall is
obtained with the statistical method (PRC). The other methods (JDI,
DIC and MTI) have intermediate precision and recall. By applying
the full combination strategy, at least one pair recommendation
was made for 78% of the citations in the large test corpus (vs.
70% when only PRC, DIC, PP and MTI are combined).In general, we observe a signiﬁcant variability across methods
for a given subheading and across subheadings for a given meth-
od. For example, we can see that the JDI method performs above
average on surgery with 42% F-measure, whereas it performs well
under average for radionuclide imaging with only 10% F-measure
(see Table 7). Similarly, the NLP method yields a high precision
of 64% but a low recall of 7% on surgery, whereas it produces
no recommendations for radionuclide imaging which is out of its
scope (see Table 7)—however, in our global evaluation (i.e. when
computing the average performance data shown in Table 6) this
amounts to 0% performance on this subheading. The combination
of the different approaches is meant to build on the complemen-
tarities of the methods and aims at achieving the highest preci-
sion possible for a fair recall. The best recall (66%) is obtained
when all the recommendations are pooled, but the corresponding
precision (23%) would be unacceptable for the indexers. Table 7
shows that the combination is quite efﬁcient with subheadings
such as surgery where the F-measure is very close to that of the
best method (PRC) with a signiﬁcantly higher precision. However,
with other subheadings such as radionuclide imaging, the good
combined precision does not make up for the lack in recall. In this
speciﬁc case, it is due partly to a smaller overlap in recommenda-
tions but more signiﬁcantly to the fact that very few recommen-
dations meet the frequency requirement. Future work will
include efforts to improve the combination process. We anticipate
that some of the work addressing the optimization of combina-
Fig. 4. Screen capture of the MTI tab in the DCMS system showing the automatic MeSH main heading and pair recommendations provided to NLM indexers by MTI for a
sample citation. The indexing terms selected by an indexer are checked in green.
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munity (such as that of Ting and Witten [22]) might be difﬁcult
to adapt to our speciﬁc case for similar scalability issues as those
described in the background section. Other machine learning
methods aiming to mimic a curator’s decision on the relevance
of indexing terms such as that described by Rodriguez-Esteban
et al. [23] look more suitable for our purpose. However, they re-
quire training sets annotated by several indexers, which may be
difﬁcult to obtain.
4.3. Error analysis
Upon careful examination, most of the main heading/subhead-
ing recommendations that do not match the gold standard fall into
the pattern we ﬁrst described in [2]:
 Recommendation seems to be relevant.
 Recommendation corresponds to a concept not substantively
discussed.
 Recommendation is incorrect.
As can be seen from the indexers’ assessment presented in the
next section, recommendations that are seemingly relevant or ad-
dress a topic discussed in the article can be useful either because
an indexer may decide to use such a recommendation even though
another may not (this raises the issue of indexing consistency
[24]), or because the recommendation may trigger the idea of a
more suitable choice.
Errors coming from the NLP rules method, such as the recom-
mendation of Mitotane/pharmacology in PMID ‘‘16471038” enti-
tled ‘‘Clinical role of determination of plasma mitotane and its
metabolites levels in patients with adrenal cancer”, usually fall
in the ﬁrst two categories because they result from a deep anal-
ysis of the text in the title and abstract of the article. Errors
coming from the other methods cover all three categories. As
evidenced by Fig. 3, it seems there is no unique combination
of methods that would help weed out truly incorrect recommen-
dations. One recurring fault of the post-processing rules method
is that a given rule may cause a subheading to be applied to sev-eral same-category terms when it should only be applied to one
of these terms. For example, in PMID 16451091, the subheading
drug therapy was attached to Mental Disorders, Substance-Related
Disorders and Hepatitis C, Chronic when it was only relevant for
the latter term. In addition, errors also occur when the term trig-
gering the application of the rule was retrieved by MTI, but was
not in the gold standard set. In the PubMed Related Citations
methods, common errors result from indexing terms assigned
to related articles where a different aspect of the subject matter
was discussed. For example, articles related to PMID 16411348
entitled ‘‘Going smoke-free: the medical case for clean air in
the home, at work and in public places.” discussed aspects of
Smoking such as legislation and jurisprudence and prevention and
control, which are covered in this article, but also psychology
which is not. In the ‘‘jigsaw puzzle” methods, incorrect recom-
mendations often resulted from the association of two concepts
discussed in the article without relation to one another. This
type of error is to be expected given the design of the method.
In spite of this, jigsaw puzzle methods contribute to enhance
the overall recall.
4.4. NLM indexers’ assessment of results
The indexers’ primary concern is that the automatic recom-
mendations not impede the indexing process. Therefore, avoiding
obviously erroneous recommendations should be as important a
priority as providing correct recommendations. In this respect,
the performance of 32% precision (82% recall and 46% F-measure
as can be seen in the ‘‘ALLresults” Supplementary ﬁle) obtained
on main headings to which our automatic feature did not attach
any subheadings can be considered a positive result. Moreover,
the F-measure obtained by combining all the methods and
applying full post-processing (36%) is comparable to the inter-in-
dexer agreement reported in [24] for main heading/subheading
pairs.
The recommendation of relevant or near correct indexing terms
is deemed useful even if these terms are not selected in the ﬁnal
indexing set. Their value lies in that they trigger the selection of
a ﬁnal indexing term. However, the downside of almost-correct
A. Névéol et al. / Journal of Biomedical Informatics 42 (2009) 814–823 823recommendations is that they might confuse junior indexers who
may not have sufﬁcient training to distinguish between almost-
correct and correct recommendations.
Based on the assessment by the NLM indexers the pair rec-
ommendations obtained with our methods will be added to
the MTI display in the DCMS system (See Fig. 4). In practice,
the presentation of clickable attached subheadings with the
MTI recommendations in DCMS led to integrating a similar fea-
ture for other tools used daily by most indexers, such as the
‘‘Neighbor” tool that shows related citations that have been pre-
viously indexed in MEDLINE. Pair recommendations obtained
from four of the six methods presented (MTI, DIC, PP and PRC)
are submitted to the post-processing protocol and are expected
to appear in DCMS in Fall 2008. After technical issues are re-
solved, the two remaining methods (JDI and NLP) may be added
to the production process at a later time. Stand-alone recom-
mendations obtained from PRC are also expected to appear in
the ‘‘subheading” tab of DCMS at a later date. In addition, pair
recommendations will also be added as a feature of the MTI ver-
sion freely available to UMLS licensees through NLM’s Semantic
Knowledge Representation scheduler facility.155. Conclusions
In this paper we have described the complexity of MeSH index-
ing for MEDLINE citations and reported on the latest efforts of
NLM’s Subheading Attachment Project to develop advanced tools
producing automatic indexing recommendations compliant with
current NLM indexing policies. As a result, NLM’s Medical Text In-
dexer will be enhanced with a subheading attachment feature that
produces main heading/subheading recommendations in addition
to isolated main heading recommendations. This new feature will
be used to display automatic MeSH indexing recommendations
in DCMS, the interface used by indexers to create MEDLINE cita-
tions. The results of this work may also be used in the future for
NLM cataloguing. Further improvements to the subheading attach-
ment feature are still expected with the investigation of Inductive
Logic Programming (ILP) as a method of automatically producing
indexing rules.
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