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Abstract 
In this thesis, we study the problems of K-means clustering and context quantization. 
The main task of K-means clustering is to partition the training patterns into k distinct 
groups or clusters that minimize the mean-square-error (MSE) objective function. But 
the main difficulty of conventional K-means clustering is that its classification 
performance is highly susceptible to the initialized solution or codebook. Hence the 
main goal of this research work is to investigate the effective K-means clustering 
algorithms to overcome this difficulty. An extensive task addressed by this thesis is to 
design a feasible context quantizer in circumventing the so-called context dilution 
problem, which is a specific form of K-means clustering problem. 
Publication P1 presents a genetic algorithm to tackle the k-center clustering 
problem by using randomized swapping to change one reference vector between the 
parent solutions in the crossover and then using a local repartition clustering procedure. 
The algorithm estimates the number of clusters automatically while optimizing the 
location of the clusters. It has been shown that the algorithm outperforms the other K-
means algorithms reviewed in the publication.  
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location of the clusters. It has been shown that the algorithm outperforms the other K-
means algorithms reviewed in the publication.  
In publication P2, a heuristic dissimilarity function, ∆SC-distance, is proposed for 
K-means clustering in minimizing the stochastic complexity for taxonomy problems. 
When incorporated into K-means clustering, the underlying dissimilarity yields better 
classification performance than the traditional L2 distance. The design scheme of the 
∆SC-distance dissimilarity is then extended to the minimization of MSE distortion in 
publication P3, which comes up with another dissimilarity function, the Delta-MSE 
dissimilarity. The Delta-MSE dissimilarity is defined as the change of within-class 
variance after moving given data sample to one cluster to another.  
In publications P4 and P5, we focus on a suboptimal scheme for estimating the 
initial solution for K-means clustering. The initial solutions are selected by performing 
dynamic programming in a one-dimensional feature subspace, which can be 
constructed either by kernel principal component analysis or Fisher discriminant 
analysis. Instead of using the traditional L2 distance, the suboptimal K-means 
algorithms incorporate the previous Delta-MSE dissimilarity into the clustering 
procedure. Experimental results show that the proposed algorithms outperform the 
other K-means variants considered in the publications. 
The use of high-order fixed context templates in lossless image compression often 
leads to the severe context dilution problem. A common technique to tackle this 
problem is the so-called context quantization technique, which is a special form of 
vector quantization in context space. Context quantization aims at seeking the 
grouping of context vectors such that the conditional entropy or the Kullback-Leibler 
distance (KL) is minimized.  
Publication P6 examines and reviews the application and performance of context 
quantization in lossless image compression. In this publication, context quantization is 
implemented mainly by using the generalized Lloyd algorithm according to the 
Kullback-Leibler distance. Even if context quantization is an effective alternative in 
 v
approaching desirable conditional entropy code length, its practical application poses a 
great difficulty that the resulting quantizer mapping function in the context space is 
very complex.  This limitation has motivated us to investigate a feasible design 
scheme of simplifying context quantizers by using a state-of-art nonlinear classifier, 
kernel Fisher discriminant (KFD), in publication P7.  The kernel Fisher discriminant 
makes the context quantizer cells more separable when they are projected onto the 
discriminant curve. The design scheme succeeds in approaching the optimal minimum 
conditional entropy context quantizer designed in the probability simplex space, but 
with a practical simplification of the quantizer mapping function. 
Keywords: K-means clustering, vector quantization, dynamic programming, data 
reduction, statistical pattern recognition, kernel-based methods, context quantization, 
minimum conditional entropy  
 
 
 
 vi
Acknowledgement 
The work presented in this dissertation was conducted at the Department of 
Computer Science, University of Joensuu, Finland, during years 2000-2005. 
 
I would like to express my utmost gratitude to my thesis supervisor, Professor 
Pasi Fränti for his endless support, guidance and encouragement throughout the 
research process. I also appreciate the cooperative work of Professor Xiaolin 
Wu, who leveraged an innovative idea and gave me constructive suggestions 
about this research work. I also owe my thanks to the co-author of some parts 
of this research work, Mr. Ismo Kärkkäinen. 
 
In particular, I would like to express my thanks to the East Finland Graduate 
School in Computer Science and Engineering for the financial support during 
the winter semester of 2005. Finally, I would like to express my gratitude to 
my wife Lingling, who has given me consistent support throughout my Ph.D 
studies.  
 
Joensuu, June 2005. 
 
Mantao Xu 
 
 
 
 vii
Abbreviations and symbols 
Abbreviations 
 
BIC Bayesian information criterion 
BIRCH balanced iterative reducing and clustering using hierarchies algorithm 
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DPCM differential pulse code modulation 
EM expectation-maximization algorithm 
FDA Fisher discriminant analysis 
GLA generalized Lloyd algorithm 
GMM Gaussian mixture model 
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Am  context cells or context clusters in context space 
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cj  jth cluster centroid (in Chapter 5, it represents a raw context) 
c  vector representation of context C 
  C  k cluster centroids or the codebook C = {cj | j = 1,…, k }  
                     (in Chapter 5, it is a general term representing context) 
d  dimension of data vectors; 
F  high-dimensional kernel space 
G  a set of clusters or clustering 
k  the number of clusters; 
K  kernel matrix 
nj  the sample size of cluster j 
M  the number of classes (in most cases, equivalent to k) 
N  the number of data vectors; 
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Q  context quantizer 
k
NQ  the set of k-level quantizers given N number of data samples 
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SB  between-class covariance matrix 
SW  within-class covariance matrix 
SX  total covariance matrix of X 
Φ
BS  between-class covariance matrix in kernel space F 
Φ
WS  within-class covariance matrix in kernel space F 
v  Fisher discriminant or principal component 
X  a set of N data vectors X = { x1, x2,……xN } 
Xt  coding sample at current time t 
Xt-1 prefix or context of current coding sample Xt 
α  coefficients of kernel expansion for any vector y in kernel space F 
λ  eigenvalue of covariance matrix Σ 
π(i) cluster indicator for data vector xi 
σj  standard deviation of cluster j 
Π  partition: the cluster label of X where Π  = {π(i) | i = 1,…, N } 
Σ  covariance matrix of input data X 
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1. Introduction 
Clustering techniques have been applied to a wide variety of research problems. In the 
field of medicine, categorizing cures for diseases, or symptoms of diseases, can lead to 
various types of taxonomical problems, which can be solved by clustering algorithms. 
For example, a healthcare center database usually records thousands of patients’ basic 
health information. This huge amount of information can be categorized or retrieved 
through clustering algorithms. For this purpose, a clustering procedure might be 
applied to group the patients in such a way that patients with similar diseases are 
assigned to the same cluster. In archeology, researchers have attempted to establish 
taxonomies of stone tools, funeral objects, etc. by applying cluster analysis techniques. 
In marketing research, cluster analysis is commonly used in market segmentation and 
determining target markets. In computer science, many practical problems that arise in 
pattern recognition and image analysis can be formulated as a clustering task. 
The main task of clustering is to classify a set of data patterns into distinct groups or 
clusters such that data patterns in each cluster are similar. The process of cluster 
analysis embraces a number of different algorithms and methods for grouping 
unlabelled objects of similar kind into their respective categories. Another function of 
clustering is to reveal the organization of patterns into sensible groups. In a broader 
sense, cluster analysis allows for the discovery of similarities or dissimilarities hidden 
within data patterns as well as for drawing conclusions from those patterns. Thus, 
cluster analysis has attracted considerable interest in a variety of contexts owing to its 
extensive applications and simplicity for implementation.  
1.1 Task of clustering  
Clustering is commonly used as an exploratory tool in data analysis. For instance, it 
can be applied as a data reduction technique or as the preprocessing stage of many 
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other machine learning areas. In order to fulfill a practical clustering task, one must 
take into account the following essential procedures: 
• Feature selection: The selected features should minimize the information 
redundancy in the representative raw patterns. The main goal of feature 
selection is to encode the information that resides in the patterns as much as 
possible in order to simplify clustering tasks. 
• Dissimilarity function: The dissimilarity function is an important issue in 
cluster analysis, which quantifies how similar or dissimilar a given feature 
vector is to another feature vector or to its corresponding cluster 
representative. In cluster analysis, different dissimilarity functions can be used 
to measure the distinction between feature vectors and cluster representatives. 
• Objective function:  The clustering criterion can be expressed in the form of a 
cost function by summing over all the dissimilarities between feature vectors 
and their representative clusters, or the dissimilarities amongst all possible 
clusters. 
• Clustering procedures: The most crucial part of cluster analysis is to design an 
algorithm to seek the cluster representatives from training data and to group 
training data in terms of the underlying dissimilarity function.  
• Validation of the result: The correctness of the clusters produced by clustering 
procedures has to be validated by a series of appropriate tests on the models 
obtained. This, in general, can be implemented by conducting the validation 
procedure on a test dataset. 
• Interpretation of output: In practice, the expertise domain knowledge and 
other empirical evidence can be incorporated into validation of the clustering 
results in order to interpret the ultimate output of cluster analysis.  
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1.2 Applications of cluster analysis 
Clusters are pervasive in the natural and social environments of daily life. For 
example, a group of diners sharing the same table in a restaurant may be regarded as a 
cluster of people. In supermarket, items of similar nature, such as different types of 
meat or vegetables are displayed in the same or nearby locations. Hence it can be 
formulated as a common problem, which exists in many application fields of those 
natural and social environments. For instance, biologists must categorize different 
species of animals before a meaningful description of the differences between animals 
is possible. In bioinformatics, cluster analysis has played a crucial part in analyzing 
time-course gene expression data [WZK04] and gene expression profiles [YK03].   
In computer science, cluster analysis usually serves as a powerful tool for data 
reduction. For example, once the clustering algorithms classify data patterns into 
sensible groups, one can posit each cluster as a single entity in the remaining data 
processing stages. Another example is that cluster analysis plays an increasingly 
important role in speech recognition since investigating every piece of speech 
information or collection of a large scale labeled training set is intractably expensive. 
The departure to overcome this obstacle is to apply clustering techniques such as 
vector quantization [HC95] or the Gaussian mixture model (GMM) [RB93, Jel99], to 
estimates the likelihood of “emitting” each observation, given the speech state in a 
hidden Markov model.  
In the context of statistics, cluster analysis has been applied to the statistical 
hypothesis testing and generation in revealing the nature of data patterns. In this sense, 
cluster analysis seeks to convey the more informative distinction amongst various 
groups rather than make a statistical null hypothesis test of differences. For example, 
the results of uncertainty analysis in the risk assessment of food can be summarized by 
a cluster analysis of food categories [FDAR03].  
One important application of cluster analysis is to provide clustering algorithms in 
data mining. For example, clustering algorithms have been intensively used to 
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investigate the significant behavior of web users by analyzing the different websites 
visited. The classification of web-user behaviors has given rise to an improvement of 
the customerisation for commercial companies. 
It should be pointed out that, unlike many other statistical procedures, cluster 
analysis methods are widely utilized when a priori hypothesis is not applicable. In 
principle, cluster analysis seeks “the most significant possible solution”.  
1.3 Motivation 
A popular category of clustering algorithms dealing with k-center clustering problems 
is the so-called K-means clustering [For65, Mac67, BH67, DH73]. The conventional 
K-means algorithm classifies data by minimizing the MSE objective function. 
However, the clustering procedure assumes that data must be presented with a known 
number of clusters, which in turn allows for a simple implementation of K-means 
clustering. 
 Since the K-means algorithm is a kind of gradient descent method, its clustering 
performance is greatly susceptible to the initialized solution. In other words, the 
clustering algorithm merely promises the local optimality or the convergence to a 
locally optimal solution. Even though such an operational difficulty has been settled 
by many variants of K-means clustering, most of them complicate the main 
optimization procedure of K-means clustering. For instance, the K-median algorithm 
[KR87, BMS97] searches for each cluster centroid from all data patterns such that the 
summation of the distances from all data patterns in the cluster to the cluster centroid 
is minimized. This complete search for cluster centroids over the entire dataset 
obviously features a robustness on the selection of initialized solution but imposes 
O(N2) time complexity on computation of any cluster centroid. Hence one motivation 
for this research is to develop a partition-based clustering scheme without changing 
the main optimization procedure of K-means clustering for the sake of avoiding 
additional time complexity. To fulfill this strategy, the corresponding part of this work 
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will focus on estimating a suboptimally initialized partition and incorporating a 
heuristic type of dissimilarity function into K-means clustering. 
1.4 Context quantization 
K-means clustering can be implemented also as the vector quantization technique (VQ) 
[LBG80] in the field of communication. The objective of vector quantization is to 
design a set of code vectors or a codebook for the given vector source with a known 
statistical property such that the average distortion measure is minimized. Although 
vector quantization is essentially intended for data compression, its main idea can be 
extended to quantizing the conditioning contexts in compressing a discrete sequence 
of finite source [Che04, FWA04, Wu99].  
When coding a finite source, a high-order conditioning event or context template 
implies a large number of parameters in the statistical model, and thereby is associated 
with a huge model cost that could offset the entropy coding savings. In the sequential 
coding scheme, the increased model cost can be interpreted as a result of the “context 
dilution” phenomenon occurring when count statistics spread over too many contexts, 
eventually affecting the accuracy of statistical estimates. A natural solution is to 
reduce the resolution of the raw contexts or quantize the contexts according to some 
criterion. Thus, context quantization becomes one technique to tackle the context 
dilution problem.  
Expressively, context quantization is posited as a form of the k-center clustering 
problem in the principle of minimizing the Kullback-Leibler distance, or the code 
length for a class of finite memory sources. Thus, this problem can be of course solved 
in the framework of K-means clustering. However, the shape of clusters formed by 
context quantization is extremely complex and irregular in context space, which poses 
another challenge on how to implement the irregular quantizer mapping function. 
Although this operational problem can be treated by utilization of a huge lookup-table, 
our motivation is to design a natural quantizer mapping function to classify each raw 
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context to its coding state. This leads us to conduct a successive research on context 
quantization. 
1.5 Structure of the thesis 
The structure of the thesis is organized as follows: 
The clustering problem is presented in Chapter 2. This chapter also reviews and 
discusses different clustering algorithms. 
In Chapter 3, we introduce the two most common techniques in feature extraction:  
principal component analysis and Fisher discriminant analysis. This chapter also 
studies the popular kernel extensions of the two techniques: the kernel principal 
component analysis and the kernel Fisher discriminant analysis. 
In Chapter 4, we mainly study the problem of K-Means clustering from two aspects: 
the dissimilarity function and the selection of initial solutions. The dynamic 
programming technique is introduced to estimate the initial solution for K-means 
clustering. 
In Chapter 5, we consider a specific k-center clustering problem in lossless image 
compression - context quantization. We investigate the problem from two aspects: 
context clustering in terms of the Kullback-Leibler distance and the practical 
implementation of quantizer mapping function. 
In Chapter 6, we summarize the main contributions made by the original 
publications in this thesis work.  
In Chapter 7, we outline the main conclusions of this thesis work. 
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2. Clustering 
This chapter begins with the problem formulation of cluster analysis. Next, we briefly 
review a variety of clustering algorithms and the related work. Section 2.3 discusses 
the dissimilarity function used in cluster analysis. In section 2.4, several common 
objective functions are introduced for clustering problems.  In particular, for section 
2.5, we end up with a review of a variety of clustering validity indices for estimating 
the number of clusters.  
2.1 Problem formulation 
A key task of clustering is, given a set of unlabelled data patterns X, to discover the 
inherent partition, kjjGG 1}{ == of X, such that kjiji ≤≤≠∀ ,1,  
,
1
φ=∩
=∪
=
ji
j
k
j
GG
XG    
where 
N is the number of data vectors; 
k is the number of clusters; 
   d is the dimension of data vectors 
X  = { x1, x2,……xN } is  a set of N data vectors;   
Π  = {π(i) | i = 1,…, N } is class label or membership of  X; 
C  = {cj | j = 1,…, k } are k cluster centroids or the codebook of k clusters. 
Clearly, the grouping of clusters G can be uniquely determined by the class label 
function Π {π(i) | i = 1,…, N }, i.e.,  
},)(|{ XjiG iij ∈== xx π   
Formally, the quality of a resulting partition of X can be measured by a clustering 
objective function f  
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where D is some dissimilarity function or quantity to measure the distinction between 
a given pattern xi and its assigned cluster Gj. Thus, in principle, the task of clustering 
is to seek a partition such that the objective function is minimized. In most cases, the 
partition G is equivalent to or can be derived from the set of cluster centroids (i.e., 
representative vectors) C, if the dissimilarity D is fairly defined. An example of 
clustering comprised of three compact clusters is visualized in Figure 2.1, of which the 
training patterns are generated in terms of a Gaussian mixture model with three 
components. 
 
Figure 2.1. An example dataset with three compact clusters of patterns produced by three 
GMM components 
 
It is worth noting that the set of training patterns X are also termed data vectors, 
data patterns, data objects or data samples, which is also interpreted as a set of d-
dimensional feature vectors in Euclidean space Rd. A practical term to denote cluster 
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representative is cluster centroid or reference vector. In general, the number of 
possible partitions or possible solutions grows exponentially [Spa85] with the number 
of clusters k as  
N
k
j
jk j
j
k
kk
N
∑
=
−






−=






1
)1(
!
1   
 
Thus, the combinatorial optimization of k-center clustering problem in d-dimensional 
feature space is NP-complete in k (i.e., the time complexity is kN). Even if a branch-
and-bound technique [KNF75] is able to find the global optimum without the need for 
exhaustive search, the excessive time complexity is still exponential with N. Only 
under some rigorous restrictions can some of the clustering problems be resolved in 
polynomial time. For instance, scalar quantization problem can be solved in O(kN2) 
time. This is why most clustering algorithms guarantee merely a heuristic solution or a 
local optimum.  
The definition of distinct clusters G is sometimes termed as a hard clustering. In a 
broader sense, the definition above can be extended to the so-called fuzzy clustering 
[Bez80], which is to classify X into k clusters only according to k number of specific 
membership functions uj(x) 
kjXu j ,,1 [0,1],: l=→   
such that for any arbitrary pattern xi and 1≤j≤k 
Nixu
k
j
ij ,,1,1)(
1
m==∑
=
  
and  
kjNxu
N
i
ij ,,1,)(0
1
m=<<∑
=
  
In a contrast to distinct clusters, the partition of data patterns X is not uniquely 
determined by the membership functions uj. However, in practice, once the clusters 
are formed, one can derive the class label function π by 
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Intuitively, distinct clusters can be interpreted as a special case of fuzzy clustering. 
One advantage of fuzzy clustering is that it does not force every data pattern into a 
specific cluster. 
2.2 Review of clustering algorithms 
Clustering techniques can be classified into two major types: partition-based 
algorithms and hierarchical algorithms. Partition-based clustering uses an iterative 
optimization procedure that aims at minimizing an objective function f, which 
measures the goodness of clustering. Figure 2.2 shows simply an example of the 
partition-based clustering, of which the MSE distortion function is minimized. Typical 
partition-based clusterings are composed of two learning steps: the partitioning of 
each pattern to its closest cluster and the computation of cluster centroids. A common 
feature of partition-based clusterings is that the clustering procedure starts from an 
initial solution with a known number of clusters. The cluster centroids are usually 
computed based on the optimality criterion such that the objective function is 
minimized.  
 
Figure 2.2. An example of partition-based clustering visualized by Voronoi diagram 
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Among partition-based clusterings, K-means clustering [BH67, DH73, LBG80] is 
the most popular one. There are a number of variants for K-means clustering, of which 
the generalized Lloyd algorithm (GLA) is the most useful one, and thus, is usually 
referred to as the conventional K-means algorithm [KMN02]. The pseudocode of the 
GLA algorithm is presented in Figure 2.3. K-means clustering can be posited as a 
special form of fuzzy K-means [Dunn74, CDB86] clustering and as the statistical 
Gaussian mixture model [Bis95]. The Gaussian mixture model often serves as a 
probabilistic decomposition in the classification of the incomplete data missing class 
labels. Thus, it follows the task of partition-based clustering by assuming each 
component model to characterize cluster shape and location. A common approach for 
estimating the model parameters of GMM is to use the expectation-maximization 
algorithm (EM algorithm) [DLR77] in the spirit of minimizing the log-likelihood 
estimate. Analogous to K-means clustering, the EM algorithm offers a locally optimal 
estimate of cluster density albeit exhibiting a nice form of iterative gradient descent 
approach. But this does not inhibit it from providing a non-vector form of dataset with 
the practical clustering solution within a unifying framework [CGS00].  
Fuzzy clustering seeks to minimize a heuristic global cost function by exploiting the 
fact that each pattern has some graded membership in each cluster. The clustering 
criterion allows each pattern for multiple assignments of clusters. Fuzzy K-means 
clustering can be cast to a form of convex optimization but without a closed form of 
expression. In an intuitive way, it iteratively updates the cluster centroid and estimates 
the class membership function uj by using the gradient descent approach. An 
alternative clustering approach in a similar manner to fuzzy clustering is, the K-
harmonic clustering [Zhan01], which replaces the MSE cost function with a harmonic 
function. This harmonic objective function is interpreted as the harmonic summation 
of the distances between all possible data patterns and clusters:  
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 Input: X: a set of N data vectors 
                CI: initialized k cluster centroids 
Output:    C:  the cluster centroids of k-clustering 
Π = {π(i) | i = 1,…, N } is the cluster label of  X 
 
Function GLA(X, CI) 
REPEAT 
       Cprevious←CI; 
       FOR all j∈[1, k] DO 
                cj ← Average of xi, whose π(i)=j; 
       FOR all i∈[1, N] DO 
               ),(minarg)(
1
ji
kj
di cx
≤≤
←π ; 
UNTIL C=Cprevious; 
Return C, Π; 
 
Figure 2.3. Psuedocode of the generalized Lloyd algorithm 
 
However partition-based clusterings often face a common problem, namely, the 
convergence to local optimum of poor quality [BMS97, FR98], which is due in part to 
the sensitivity to the initial random clustering and to the existence of outliers or noise 
[DK97, ECY04]. For this purpose, the local optimality has been remedied by 
converting the k-center clustering problem to a bilinear program, which can be solved 
by the K-median algorithm [BMS97]. The use of K-median clustering leads to a 
robustness in the statistical sense [RL87] since outliers and initial solutions have less 
impact on a full search for cluster centroids than the optimization scheme conducted 
by K-means clustering. Thus, K-median clustering is robust with respect to random 
initialization, additive noise and multiplicative noise [ECH01]. The K-median 
algorithm uses median vectors as the cluster centroids in terms of L1 norm, which can 
produce clusters with higher quality, but its implementation takes O(kn2) time. A 
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treatment of accelerating the costly approach into a subquadratic time has been made 
by conducting a partial search for cluster centroids through a k-nearest-neighborhood 
graph, which is constructed by the Delaunay triangulation technique [ECY04, 
ECH01]. 
Hierarchical clustering recursively groups data patterns into a tree (i.e., 
dendrogram); see Figure 2.4. The hierarchical clustering scheme is a popular choice 
when different level heterogeneities of cluster structure are desired. The resulting 
clusters are always produced as the internal nodes of the tree, while the root node is 
reserved for the entire dataset and leaf nodes are for individual data samples. In 
particular, these algorithms involve as many steps as the number of data samples. The 
two main categories of algorithm used in the hierarchical clustering framework are 
agglomerative and divisive. 
 
Figure 2.4. Hierarchical clustering by using the average linkage tree over the IRIS dataset 
 
Agglomerative algorithms seek to merge clusters to be larger and larger by starting 
with N single point clusters. The algorithms can be divided into three classes: single-
link algorithm [JD88], complete-link algorithm [King67] and minimum-variance 
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algorithms [Ward63, Murt83]. The single link algorithm merges two clusters 
according to the minimum distance between the data samples from two clusters. 
Accordingly, the algorithm allows for a tendency to produce the clusters with 
elongated shapes. In a contrast, the complete-link algorithm incorporates the 
maximum distance between data samples in clusters, but its application always results 
in compact clusters. Thus, the quality of hierarchical clustering considerably depends 
on how the dissimilarity measurement between two clusters is defined.  
The minimum variance algorithm combines two clusters in the sense of minimizing 
the cost function, namely, to form a new cluster with the minimum increase of the cost 
function. This algorithm has also attracted considerable interest in vector quantization, 
where it is also termed the pairwise-nearest-neighborhood (PNN) algorithm [Equ89, 
Bot92, KS98]. More treatments of accelerating the PNN algorithms can be found in 
[FKSC00, VF03, VFT01]. 
Divisive clustering begins with the entire dataset in the same cluster, followed by 
iterative splitting of the dataset until the single-point clusters are attained on leaf 
nodes. It clearly follows a reverse clustering strategy against agglomerative clustering, 
which is demonstrated in Figure 2.5. On each node, the divisive algorithm conducts a 
full search for all possible pairs of clusters for data samples on the node. In practice, 
the method is seldom used [JMF99] in clustering numerical datasets due to an 
exponential time complexity. The tractable way to implement this clustering is to 
make a compromise between the number of searches and the quality of resulting 
clusters, i.e. to use the partial search instead. This can be realized by imposing some 
additional clustering criterion on each division. Related work can be found in [DH02]. 
Despite this reservation, divisive clustering has provided an intuitive approach for 
grouping the binary data samples [Chav98]. 
A reportable class of hierarchical clustering algorithms is the sequential clustering 
algorithms in manipulating large-scale database. For example, the modified basic 
sequential clustering algorithmic scheme (MBAS algorithm) [TK99, KS03] applies a 
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tree structure to splitting the entire dataset with a single scan. The number of clusters 
is determined dynamically by using a presumed threshold. Later, this algorithm was 
improved as the so-called balanced iterative reducing and clustering using hierarchies 
algorithm (BIRCH algorithm) [ZRL96]. The BIRCH algorithm constructs a height 
balanced CF-tree to maintain the clustering features for sub-cluster entries. The 
clustering algorithm is capable of producing the robust clusters with good quality 
within a few additional scans. Figure 2.6 [BIR] briefly outlines the mechanism of 
designing the BIRCH algorithm.  However, as a sequential clustering algorithm, it is 
inevitably sensitive to the ordering of data sequences. 
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Figure 2.5. A demonstration of a divisive clustering procedure 
 
Alternative clustering approaches include graph-based clustering algorithms [Jarv78, 
Zahn71], artificial neural network clustering [CTC94, WC03] and evolutionary 
clustering algorithms [FV03, KFN03, P1]. A useful graph-based clustering technique 
is the minimum spanning tree (MST) algorithm that converts a multidimensional 
clustering problem to a tree-partitioning problem. The algorithm assumes that each 
cluster corresponds to one subtree of the MST, accordingly, at each time, the most 
inconsistent or large edge is cut or removed from the graph. A distinguished advantage 
is that the simple structure of tree facilitates an efficient implementation that does not 
depend on any practical geometric shape of clusters. Thus, it can restrict many of the 
problems faced by other partition-based clustering algorithms.  
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Figure 2.6. An illustrative diagram for implementation of the BIRCH clustering algorithm 
 
Self-organizing map (SOM) [CTC94, Koh95, Fran99] is a well-known extension of 
artificial neural network to unsupervised learning, which is usually applied to reveal 
the complex structure of data clustering. The SOM is usually composed of a two-
dimensional regular grid of nodes, where each node is associated with a model of data 
patterns. The SOM algorithm computes models so that similar models are closer to 
each other in the grid than the less similar ones. In this sense, the SOM provides both 
a similarity graph and a clustering diagram at the same time. 
Among evolutionary approaches, genetic algorithms are most commonly used in 
cluster analysis. There are a variety of reproduction schemes elaborated in those 
genetic clustering methods, of which the crossover technique is most popular. The 
essential idea of genetic clusterings was first reported in Raghavan and Birchand’s 
work [RB78] on minimization of the MSE cost function of clustering. The form of 
genetic crossovers mainly depends on the representation of clustering solution 
[Fran00], and thus they can be classified into two subcategories: partition-label based 
methods and centroid-based methods. In particular, the genetic algorithm can be 
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applied to estimating the number of clusters by using dynamic crossovers [P1]. An 
example of dynamic crossover is illustrated in Figure 2.7. 
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(a) Static crossover by swapping cluster centroids (b) Dynamic crossover by swapping cluster centroids 
Figure 2.7. Example of swapping cluster centroids or reference vectors in genetic crossover 
 
2.3 Dissimilarity function  
An essential quantity to measure the distinction between data patterns is the 
dissimilarity function. It can be defined either on the continuous valued vectors or the 
discrete valued vectors. In the sense of data clustering, the dissimilarity functions must 
be carefully chosen due to the diversity and scale of features inhabited in patterns. 
More importantly, different choices of clustering dissimilarities lead to distinct 
clustering results. The impact of dissimilarity measures on hierarchical clustering is 
presented in Figure 2.8.   
A common way to formulate the dissimilarity of two data vectors is Minkowski 
metric 
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In particular, with p = 1, it implies the L1 distance or Manhattan distance, and with p = 
2 it implies the Euclidean distance or L2 distance. Conceptually, a metric must satisfy 
the following requirements of a distance function 
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The definition of metric is also restricted by a more rigorous condition, the triangular 
inequality, 
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yxyx =⇔= 0),(d   
The case with l = ∞ in Minkowski metric comes to the maximum metric 
||max),( ,,dim1 sjsisji xxd −= ≤≤xx
  
These measures above are translation invariant but not invariant to scaling. A common 
practice to achieve invariance is to normalize the entire dataset in the preprocessing 
stage. However, the specific scales lodged in features are seen as the factors that 
influence clustering results even if they are seemingly irrelevant. The scale invariant 
dissimilarities include the Canberra metric 
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and the cosine similarity 
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where ⋅ represents the inner product of two vectors and || || is the L2 norm in Euclidean 
space. Another way to generalize the Euclidean distance to the scale invariant case is 
the Mahalanobis distance: 
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where Σ is the covariance matrix with respect to the entire dataset 
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where x  is the corresponding mean vector. The Mahalanobis distance serves as a 
dissimilarity measurement in the model-based clustering such as the EM clustering 
algorithm. Maximization of the log likelihood of the Gaussian mixture models leads 
to approximation of the poster probability P(Gj|x) with the Mahalanobis distance. But 
the Mahalanobis distance application always suffers from the singularity problem and 
a high computational cost when applied in the framework of K-means clustering.  
  
(a) The distance between closest pair of points (b) The distance between farthest pair of points 
Figure 2.8. Different dissimilarity measures lead to the distinct hierarchical clustering results: single 
linkage and complete linkage 
 
The measurements above are unlikely to help us describe binary-valued feature 
vectors. The comparison of two such feature vectors can be realized by counting the 
occurrence of different bits with respect to two vectors, which is the Hamming 
distance 
∑
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An equivalent form of the Hamming distance is the M-coefficient 
dim
),( 1100 nnd ji
+
=xx   
where n00 and n11 are the number of 0 bits and the number of 1 bits presented 
simultaneously in the common features of two vectors. A further generalization 
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is intended for the datasets where the bits of 0 appear more frequently than the bits of 
1. 
Most of the dissimilarity functions above can be utilized in the partition-based 
clustering algorithms excluding the Hamming distance. One form of binary-valued 
data clustering has been conducted in the framework of K-means clustering [FGG00, 
GKV94] according to Rissanen’s stochastic complexity [Ris89] 
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where nj = |Gj| is the sample size of cluster Gj (i.e., the number of data vectors in the 
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where d is the dimension of binary vectors. An intrinsic dissimilarity can minimize the 
stochastic complexity with the help of Shannon code length distance (CL) 
N
n
Hd jdji log),(),(CL −= cxcx  (2.2) 
where nj is the number of binary vectors in the jth cluster and  cj is the centroid of 
cluster Gj. The cluster centroid cj, is equivalent to the cluster density function P(x|Gj) 
only for the binomially distributed data (see publication P2). This dissimilarity can be 
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interpreted as the logarithm of the posterior probability P(cj|x), which can be equally 
derived by the likelihood log2(P(x|cj)⋅P(cj)). Plainly, the dissimilarity is not a distance 
due to its asymmetric property. For simplicity, we term this dissimilarity as the CL 
distance in the sequel. 
In general, the dissimilarity function should be chosen carefully before any 
clustering procedure is conducted. The application of different dissimilarity clearly 
leads to distinct shapes of clusters, which, however, depends on the clustering model 
that is chosen.  
2.4 Objective function 
One of the major issues in clustering is concerned with the criterion function to be 
optimized. Since the objective of clustering is to classify the data patterns into sensibly 
similar groups, one way to formulate the clustering problems is to define a criterion 
function or an objective function to measure the overall quality of a clustering 
partition. Once the objective function is well defined, the clustering task is to seek a 
partition such that the objective function is minimized. In the following, we will study 
several basic objective functions in common use. 
The simplest and most popular objective function is the mean-square-error function 
(MSE), which is written as 
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where cj is the mean vector of jth cluster  
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and ui,j is the weight of distance between xi and cj. This objective function is 
interpreted as the overall within-cluster variance incurred by the resulting partition G. 
The mean vectors are best cluster centroids in the sense that the MSE function is 
minimized. This implies that the objective function uniquely determines the definition 
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of cluster centroids. It is important to point out that the MSE function is an appropriate 
clustering criterion only when the clusters with compact shapes are well separated. A 
more strict assumption is that each cluster has the same scattering variance. Thus, the 
objective function is, to some extent, sensitive to the presence of outliers. The 
computation of cluster centroids is intractable in some specific cases, however, in this 
case, a more general form of fMSE can be used instead 
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where d(x,y) is some dissimilarity function chosen for clustering. The generalized 
form can be viewed as the summation of the average square distances between vectors 
in each cluster. The generalization clearly lends us an intuitive way on how to derive 
an objective function from the dissimilarity function. 
A reportable class of criterion functions can be derived from the analysis of 
variance. Namely, the total covariance matrix of the entire dataset X, SX, can be 
decomposed into the sum of the between-group covariance matrix and the within-
group covariance matrix 
BWX SSS +=  (2.4) 
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Clearly, the total covariance matrix SX merely depends on the data samples X. The 
summation in (2.4) implies that the between-group covariance matrix SW nicely goes 
in the reverse direction of the within-group covariance matrix SB. This is why 
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maximization of the between-group covariance is equivalent to the minimization of 
the within-group covariance. One clustering criterion, the F-ratio validity index, can 
be defined as a ratio between the traces of the two covariance matrices SW and SB 
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The form (2.5) in fact is equivalent to the F-statistics whereas it is quite often used as a 
cluster validity index in estimation of the number of clusters. Obviously for a fixed k, 
minimization of the F-ratio index in (2.5) equals to minimization of fMSE in (2.3). A 
more general form of the F-ratio index [NMC97] with the translation invariant 
property is defined according to either the trace or the determinant of matrix SW-1 SB, 
which is the so-called J-measures 
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A distinct advantage behind the criterion above is that it does not restrict a rigorous 
assumption that each cluster has a same variance. The two functions above are quite 
useful in validating the number of clusters. 
Even if many objective functions can be chosen for solving clustering problems, the 
objective functions must be defined according to the specific application of clustering. 
It also should be in agreement with the definition of its clustering dissimilarity 
function. The iterative optimization based clustering often prefers an objective 
function with a closed form in the sense that cluster centroids can be computed 
tractably. In a broader sense, the objective function plays a critical role in many 
heuristic clustering algorithms, where the quality of clustering solutions needs to be 
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frequently evaluated. However, in practice, a specific class of objective functions is 
more frequently utilized in estimating the number of clusters rather than optimizing 
the location of clusters. For this purpose, we will study some of the cluster validity 
indices that are used to estimate the number of clusters in the next section. 
2.5 The number of clusters 
Cluster validation is a procedure to evaluate the quality of resulting clusters in an 
objective function. However, the number of clusters is seldom known in advance. 
Thus, a major challenge arising in cluster analysis is the determination of the number 
of clusters, which has been one of the most common applications of cluster validation. 
Regardless of whichever clustering methods are chosen, the estimation of an 
appropriate number of clusters remains of critical importance. 
One direct way to estimate the number of clusters is through the optimization of an 
objective function, which is termed as the cluster validity index function. A wider 
class of cluster validity indices was studied in [BP98] in terms of three major 
measurement functions. Modified Hubert statistics is one measurement for evaluating 
the goodness of fit between the data patterns and the resulting partition. This statistic 
is computed as the normalized correlation between the proximity matrix and the 
representative matrix of the resulting partition. Another validity index is the function 
of ratio of the sum of within-cluster variance and the between-cluster variance, 
referred as Davis-Bouldin index (DBI) [DB79],
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where σj is the standard deviation of all samples in cluster Gj. This validity index is 
geometrically plausible to seek a partition such that the within-cluster variance is 
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minimized and the between-cluster variance is maximized. In particular, the validity 
index is useful in estimating the number of clusters for a dataset with compact clusters. 
For example, the number of clusters can be determined so that the validity index has 
the greatest decreased value when incrementing k by 1. In a similar manner, the F-
ratio index is also a popular choice in the determination of the number of clusters. A 
rational validity index analogous to the DBI index is the Dunn index, which is also 
designed to measure the more separable compact clusters. However, the weakness of 
the three validity indices above is that they can be greatly influenced by the presence 
of outliers or overlapped clusters. For this purpose, the Dunn index was generalized in 
[BP98] to ameliorate the sensitivity to outliers,  
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and the distance between two clusters dδ is defined by Hausdorff metric. The d(x,y) 
between two data samples is often a Minkowski metric in Euclidean space. Notably, 
this generalized form does not impose a restriction that the resulting clusters must be 
compact and well separated. 
A popular solution independent of clustering algorithms is the so-called GAP 
statistic [TWH01], which is defined as 
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and *nE  is the expectation with respect to some reference distribution. The optimal 
number of clusters is such k that maximizes the statistic Gap(k). The reference 
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distribution is often selected by a uniform distribution over a box aligned with 
principal components of data samples. Similarly, the statistical approach is restricted 
by an assumption that the clusters are well separated. 
Another way to analyze the best number of clusters is the maximization of 
likelihood density [RH94, Smy00] by a cross-validation test over the dataset. The 
cross-validated likelihood serves as a means of automatically determining the 
appropriate number clusters in finite mixture models, particularly in the context of 
model-based probabilistic clustering. In other words, the cross validation test of log 
likelihood is maximized over the optimal number of clusters, which is an unbiased 
estimator of the Kullback-Leibler distance between the true model and the model 
under consideration.  
To estimate the number of clusters, we argue for a more general framework by 
maximizing the penalized likelihood function. The penalized likelihood methods are 
typically deduced from approximation in terms of asymptotic arguments when the 
number of samples approaches infinity. The advantage behind those methods is that 
they allow for simple implementation by adding the penalized term. For example, the 
minimum description length principle (MDL) [Ris89] provides a strategy to encode 
data with any parametric model that is defined by the maximum likelihood estimate of 
the resulting clustering. The principle is seemingly capable of being incorporated into 
any clustering model or density distribution in accordance with the criterion that data 
samples should not be overfitted by too complex models [BRY98].  
A practical application of using the MDL principle in seeking the optimal number 
of code vectors for vector quantization can be found in [BLS99]. Furthermore, a more 
general clustering framework based on the MDL principle was presented in [KMW04] 
to overcome the difficulties addressed by having no prior information on the model 
parameters (i.e. the model parameters prior in K-means clustering refers to the 
probability of cluster centroids), which is seldom known in a typical clustering 
framework. The practical implementation of the MDL principle is the stochastic 
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complexity defined as the shortest description length of a given data relative to a 
model class M. Namely, letting )(ˆ Xθ be the maximum likelihood estimate of X, the 
stochastic complexity is  
)(ˆ),),(
ˆ|(log),|)(ˆ(log)|( XMXXPMNXPMXSC θθθθθ =−−=   
where N is sample size. Clearly, this represents the two parts of the code, where the 
first term represents the prior of parameters 
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The formulation above gives an intuitive way to estimate clustering model parameters 
in terms of model class M. In practice, M can be a class of density distributions, for 
example, the multinomial distribution. The cluster validity index based on stochastic 
complexity relative to the multinomial distribution was investigated in more detail in 
[KMW04]. Here
 
we skip the formulation of this cluster validity index, which is very 
complex. However, for binary data samples, the stochastic complexity based on 
binomial distribution can be approximated [GKV94] in a simpler form, as in (2.1). 
Another cluster validity index similar to the MDL principle is the Bayesian 
information criterion (BIC) [Sch78]. To estimate the number of clusters, a common 
approach is to maximize the BIC validity index in terms of the Gaussian mixture 
model (i.e., the model class M uses the Gaussian distribution) [FR98]. Fortunately, 
this validity index has an elegant approximation  
NmMxXPf MXBIC log),),(ˆ|(log2 )( −= =θθθθ   
where mM is the number of independent parameters to be estimated in model class M. 
However, this approach implicitly restricts itself with a prior assumption on the shape 
of clusters. To overcome this reservation, one recent solution [SJ03] focuses on the 
analysis of a measurement fRD(k) in terms of the rate distortion theory 
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by averaging the distortions between data samples and their assigned cluster centroids 
per dimension. Then the desirable number of clusters is chosen by k that produces the 
greatest jump fRD(k)-y - fRD(k-1)-y, where an appropriate y =  dim/2. But this approach is 
based on an assumption that the underlying data samples obey a mixture of some 
distribution with equal prior parameters. We may conclude from the arguments above 
that the plausible answer to choosing the number of clusters is application dependent.  
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3. Data reduction 
Feature extraction is an essential procedure of clustering including feature 
construction, space dimensionality reduction, sparse representations, and feature 
selection. These techniques are commonly used as the preprocessing stages of pattern 
recognition tasks. Although those problems have been investigated for many years, 
feature extraction has attracted considerable interest recently. This is because a 
number of new applications with high-dimensional data critically need space 
dimensionality reduction for efficiency. These demanding applications have highly 
motivated the use of data reduction particularly in the context of clustering and 
classification.  
In this chapter, we mainly review two useful dimensionality reduction techniques: 
principal component analysis (PCA) and Fisher discriminant analysis (FDA). The 
two data reduction techniques are of the most common use in pattern recognition but 
with a simple implementation. Thus, we attempt to seek a suboptimal initial solution 
of k-center clustering based on them. Fortunately, they have both been successfully 
generalized as kernel-based learning machines, which are accredited to a class of 
state-of-art classification approaches. 
3.1 Principal component analysis 
The purpose of clustering is to represent data samples into a more manageable form by 
distinguishing them into different classes or groups. However, the clustering of high-
dimensional data has been proven to be very difficult. A common approach is to 
reduce the data dimensionality by exploiting the irrelevant redundancy behind the 
input data. Principal component analysis is one of the methods to fulfill this demand.  
PCA is often applied as a decorrelation technique in statistics to extract the main 
correlations in high-dimensional data. The goal is to find a set of m orthogonal vectors 
to account for as much as possible of the data's variance, which are called principal 
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components. Projecting the input data onto the m-dimensional subspace spanned by 
these vectors implicitly conducts a dimensionality reduction, but at the same time, it 
preserves most of the intrinsic information in the data. 
There are several algorithms for calculating the principal components. A standard 
way is to solve the eigenvalue problem of the covariance matrix for the input data, 
vv Σ=λ   
where Σ is the covariance matrix of X 
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Then the resulting eigenvectors can be sorted in a descending order according to their 
corresponding eigenvalues. The eigenvalues give an indication of the amount of 
information, which the respective principal components represent. The first principal 
component is often called the leading principal component, and thus is the most 
informative. Hence the implementation of PCA is cast to an eigenvalue problem of 
covariance matrix Σ, which can be solved in O(d 3) time [PZ99]. 
From the statistical point of view, PCA analyzes the total variance by implicitly 
assuming the initial communities as 1s [FWM99]. However, the components in PCA 
are sometimes not necessarily to be interpretable. This results in a rotation of principal 
components in purpose of achieving a simple structure for interpretation.  The varimax 
rotation is one of rotation based methods to enhance the interpretability of the 
principal components or factors, whereby each component correlates high loadings 
with a smaller number of variables and lower loadings on the other variables. This 
rotation technique is most likely applied in the context of psychology [Kai58]. 
Despite a useful application in exploratory data analysis, PCA implies a potential 
oversimplification of data samples being analyzed in the framework of linear 
modeling. However, the advent of neural network models raises hope that even if non-
linearity is highly accommodated in data samples, data reduction is resolvable in the 
implementation of PCA by neural network approaches. A variety of nonlinear PCAs 
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have been invented in the framework of neural networks [Oja82, DK96]. These 
nonlinear PCAs have been intensively studied in many applications; however, the 
learning procedure of most neural networks obviously converges to the local minima. 
Thus, they are less stable than the linear ones.  
A direct way to follow the non-linearity in data reduction is to apply principal 
component analysis in the framework of K-means clustering [KL97]. The clustering-
based PCA is implemented by first clustering data samples and then performing PCA 
projection in each cluster (i.e., a PCA subspace formed by data in each cluster). In 
contrast to other K-means algorithms, the clustering procedure is conducted according 
to the distance from a given data sample to the PCA subspace formed by a cluster. 
This implies a nonlinear approach to dimension reduction, which provides a more 
accurate representation and is fast to compute. From the view point of K-means 
clustering, the local PCA is merely an implementation of PCA by the generalized 
Lloyd algorithm. The pseudocode of local PCA is presented in Figure 3.1. But we can 
view it as a specific form of the so-called clustered component analysis [CBL04], 
which is derived from the MDL principle. A more general extension of local PCA is 
the so-called multiple eigenspaces [LBM02], which allows for an automatic selection 
of the number of local PCAs and the dimensionality of each local PCA eigenspace 
according to the MDL principle. In particular, the clustered component analysis deals 
with principal component analysis within a mixture model and thereby it formulates 
the data reduction task into a mixture of linear regressions.  
From a geometrical point of view, the principal components can be designed as a 
class of nonlinear curves or manifolds [HS89] (i.e., principal curves). These principal 
curves have been defined as "self-consistent" curves passing through the middle of 
random samples from a given distribution. A principal curve in data reduction is to 
project data samples into a nonlinear manifold instead of the linear one. Fortunately, 
these principal curves can be designed and constructed from various theoretical view 
points [Webb99, Del01, KK02]. However, in practice, learning and design of the 
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principal curves [KKL00] fulfills an expectation and maximization procedure [Tib92] 
in fitting a hyper curve from given training patterns. They can inevitably be 
interpreted as a parametric formulation of self-organized mapping [CG01]. 
Remarkably, the principal curves have successfully led to a popular research trend in 
pattern classification and feature generation [CG98]. However, in a more general way, 
the nonlinearity of data can be captured by abstracting a linear principal component 
into an infinite functional space, which comes to the so-called kernel principal 
component analysis. The kernel PCA is an idealized technique in data reduction for 
the high-dimensional complex data source [Mog02, CF00]. We will briefly review the 
kernel PCA technique in next section. 
 Local PCA 
Local PCA is an implementation of the generalized Lloyd
algorithm that minimizes the total reconstruction
distance )(),()||~(|| 2)(
2 xdpdED ∫=− xcxxx π  by two
iterative steps: 
 Assign data sample to cluster with least reconstruction 
distance ||,)(||),( jjjjjd eecxcxcx >−<−−=  
 Re-compute cluster centroids cj and estimate the 
corresponding principal component ej (i.e., a unit vector) 
over the data samples of cluster j 
 
  
Figure 3.1. Pseudocode of the local PCA algorithm 
 
3.2 Kernel PCA 
Conceptually, the kernel PCA is a nonlinear implementation of principal component 
analysis in a high-dimensional feature space F, to which the input data is mapped by 
Φ: Rd→F. Although the input data is more separable in F, the space F and therewith 
the mapping Φ are also very complicated. For this purpose, the kernel PCA performs a 
kernel trick in F instead of investigating the mapping Φ directly 
 33
),())(),(( jiji K xxxx →ΦΦ   
Thus, the alternative principal components of X can be estimated in the new feature 
space F. In principle, the kernel PCA provides the same number of principal 
components as the input data samples. Fortunately, this implies that a larger number of 
features are permissible in estimation of the initial solutions for clustering problems. 
Accordingly, the covariance matrix of X in F can be written as: 
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For any eigenvalue of WΦ, λ ≥ 0, and its corresponding eigenvector v ∈F\{0}, the 
equivalent formulation of the eigenvalue problem [SMS98] in F is defined as:
 
 
Kαα =λN   
where the eigenvector v is spanned in space F as: 
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and where Kij = k(xi, xj), α = (α1,α2…αN)T and k(x,y) is a kernel function (e.g., 
k(x,y)=exp(||x-y||2/2σ2)) .  To extract a kernel component feature, we can project each 
data vector x onto eigenvector v.
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The kernel PCA allows us to obtain the features with high-order correlations between 
the input data samples. Naturally, extraction of a kernel feature implicitly undermines 
the nonlinear spatial structure of input data with most merit in the principal component 
subspace. This can be observed intuitively in the example shown in Figure 3.2. 
However, the kernel features are useful in estimating an initial solution for 
unsupervised learning, which has been reported in publication P5. 
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Figure 3.2. A example illustration of kernel principal component curve 
3.3 Fisher discriminant analysis 
Fisher's linear discriminant [FS75] is a linear mapping that projects high-dimensional 
data onto one-dimensional subspace according to the class labels of data. The 
projection maximizes the ratio of the between-class variance against the within-class 
variance, which is directly derived from the definition of the F-ratio validity index,  
∑
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where π(i) is the class label of each sample xi and x  is the mean of all data samples. 
Note that M represents the number of classes here and in the sequel. Thus, a multi-
class linear Fisher discriminant v is the optimal discriminant direction that maximizes 
the F-ratio validity index in (3.1), i.e., 
ySy
ySyv
y W
B
T
T
maxarg=  (3.2) 
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where SB and SW are the between-class covariance matrix and the within-class 
covariance matrix respectively:  
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where cj and nj are the mean vector and sample size of class j respectively. 
Maximizing the F-ratio index yields a closed form of solution but involves the 
eigenvalue problem of SW-1SB. This approach can be viewed as a specific form of 
linear perceptrons. However, the Fisher’s linear discriminant is restricted by an 
assumption that the data samples obey the Gaussian distribution with equal group 
covariance. A more practical reservation is that it assumes that all discriminating 
information is contained in linear discriminant subspace. On the contrary, most of 
input data may not be perfectly correlated as has been shown in the right part of Figure 
3.3. Thus, in practice, the data reduction equals to seek a nonlinear manifold to 
discriminate the input classes. Nevertheless, mathematically, the nonlinearity of the 
labeled data can be captured by most of reproducing kernel functions. For this purpose, 
we will examine a kernel-based learning machine, the kernel Fisher discriminant 
analysis in next section. 
3.4 Kernel Fisher discriminant analysis 
The recent success in discriminant analysis has been raised by a generalization by 
using the reproducing kernels [BA00, NS02].  This extension can be viewed as a 
multi-class kernel Fisher discriminant, which enables a high discriminating power 
over the input classes with complex structure. The kernel discriminant first maps the 
input feature vectors into some new feature space F in which different classes are 
better separable. Then a linear discriminant is computed subsequently to separate input 
classes in F. This process implicitly constructs a non-linear discriminant hypercurve in 
the original feature space. 
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Figure 3.3. Two cases of separability: linearly separable and linearly inseparable 
 
Let Φ(x) be the nonlinear mapping from input feature space to some high-
dimensional Hilbert space F. The goal is to find the projection line v in F such that the 
F-ratio validity index J(v) 
vSv
vSvv Φ
Φ
=
W
BJ T
T
)(  (3.3) 
is maximized, where ΦBS and ΦWS are the between-class and within-class covariance 
matrices in F. Since the space F is of very high or even infinite dimensions, the 
function Φ(x) is infeasible.  A technique to overcome this difficulty is the Mercer 
kernel function k(x, y) = (Φ(x)⋅Φ(y)), which is the dot product in Hilbert feature space 
F. It is known that under some mild conditions on ΦBS and ΦWS , any solution v∈F 
maximizing (3.3) can be written as the linear span of all mapped data samples 
[MRW03]:  
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Fortunately, the Mercer kernel k(x,y) is able to reformulate the F-ratio validity index 
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where A and B are N×N matrices: 
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where K is the kernel matrix such that Kij =Φ(xi)⋅Φ(xj), and,  
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1j∈(0,1)N are membership vectors corresponding to class labels, and 1 is the vector of 
all ones. The projection of any data sample x onto the discriminant subspace is given 
by the inner product 
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Formally, the KFD problem is to find the leading eigenvector of B-1A.  As the 
dimension of F is higher than the number of data samples N, and B is a highly singular 
N×N matrix obtained from only N samples, some form of regularization is necessary.  
The simplest way is to add an identity matrix to B; namely matrix B is replaced by Bβ 
=B + βI. This makes the problem smoothly stable since B becomes more positive 
definite for large β.  It is also roughly equivalent to adding independent noise to each 
of the kernel bases.  
However, in practice, matrices B and A are too large in size.  Since an N×N matrix 
eigenvalue problem has O(N 3) time complexity, estimating a kernel discriminant in 
terms of (3.4) is intractable for a large N. A common way is to restrict it in a subspace 
of F, namely, to use a partial expansion instead: 
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A practical implementation of KFD will be discussed in Chapter 5. 
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4. Implementation of K-means clustering 
K-means clustering is one of the most popular techniques in unsupervised learning 
[BH67, DH73], of which the main objective is to classify the underlying data samples 
into disjoint clusters such that minimize the MSE objective function. However, it often 
suffers from a common problem that the clustering procedure converges to a local 
minimum. To circumvent this limitation, we will study K-means clustering mainly 
from two implementation aspects: the selection of an initial solution and a 
dissimilarity function. Our intention is to investigate a clustering scheme without 
changing the main optimization procedure of K-means clustering. Thus, in the sequel, 
we would like to concentrate on an implementation of K-means clustering without any 
additional time complexity. 
4.1 Related work and background 
The local optimality of K-means clustering occurs not only to datasets with a high 
number of clusters but also to noisy datasets. In general, K-means clustering itself is 
one type of gradient descent method, and thus inevitably, the quality of resulting 
clusters is sensitive to its initial solution. This weakness can be clearly seen from the 
Voronoi diagram of K-means clusterings starting with three different initial guesses in 
Figure 4.1. Many k-center clustering algorithms have succeeded in seeking an 
alternative optimization scheme in circumventing this local optimality. Remarkable 
examples include the K-median clustering algorithm [BMS97], the K-harmonic 
clustering algorithms [Zhan01] and the adaptive K-means algorithm [CS95].  
The K-Median algorithm searches each cluster centroid from data samples such that 
the centroid minimizes the overall distances from all data points in the cluster to the 
cluster centroid. Moreover, the median idea can be generalized by a practical 
implementation of fuzzy clustering [Ker97], the well-known fuzzy C-median 
algorithm. The exact evaluation of the fuzzy median vectors always involves an 
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expensive ordering of the data samples but an approximate solution can be resolvable 
in practice. Despite that the local optimality has been remedied in many cases, an 
improper choice of initial solution is still able to influence the quality of clusters 
significantly. In addition, any partial solution by using approximation is not sufficient 
in circumventing the local optimality completely. Analogous to K-means clustering, 
the EM clustering algorithm is often criticized [BFR99, RG99] for its local optimality 
due to an improper choice of initial partition. Moreover, the median approaches are 
obviously not applicable to the framework of the EM clustering. The simplest 
departure from this limitation [OO02] is to pick the initial solution by using other 
clustering techniques.  
Since K-means clustering aims at minimization of the MSE distortion, it can be 
settled by any useful gradient descent method. One faithful approach is to apply a hard 
competitive learning [CS95, FK99] with an adaptive learning rate, which claims a 
faster convergence to a global minimum. But that enhancement is restricted by an 
assumption that the underlying clusters must have the same variance when the number 
of clusters is sufficiently large. For this purpose, the kernel K-means can be a gentle 
choice [Giro02] to obtain the global minimum. The kernel K-means expresses its 
distance function in a form of kernel product of two samples in some high-
dimensional space, where data samples are more separable. Namely, it solves the k-
center clustering problem in a reproducing kernel space instead of in the original 
feature space. However, the implementation of the kernel approach needs to maintain 
N×N size matrix. 
Another group of K-means clustering algorithms [PM99, LVV03, P3] choose the 
initial solutions by using a k-d tree structure. In effect, this is equivalent to using a 
divisive clustering scheme to initialize their cluster centroids. Even if in some cases 
one of these clustering algorithms [KMN02] can be accelerated in the sense of 
enhancing the convergence to global optimum, we argue that the optimality of 
initialized solutions is quite sensitive to the ordering of nodes in the tree structure.  
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(a) (b) (c) 
Figure 4.1. Three K-means clusterings obtained from different initial guesses or solutions 
 
4.2 Selection of initial solution 
We have noted that the optimization of k-center clustering problems in a d-
dimensional vector space has been proved to be NP-hard in k. However, in one-
dimensional scalar space, the clustering problem is equivalent to a scalar quantization 
problem, of which the global optimum quantizer kNQq∈ can be computed by using 
dynamic programming. This result was first reported by Bruce [Bruc64], and later 
improved for convex cost functions by Sharma [Shar78]. Furthermore, the optimal 
scalar quantizer can be constructed in O(N 2) time for a wide class of cost functions 
with the so-called Monge property [AKM87, AST94], which can be implemented by a 
matrix searching algorithm [WZ93].  
Since the dynamic programming technique approvingly yields a global minimum to 
the scalar quantization problem, our intention is to reduce the initialization of 
clustering into some one-dimensional feature space. In other words, the initial 
partition can be obtained by using dynamic programming over one-dimensional 
subspace instead.  For this purpose, most of feature extraction techniques can be 
utilized in practice. A quite obvious way is to apply PCA analysis to obtain the 
principal direction of the input data, implicitly forming a scalar feature space. In a 
 41
similar manner to the work of color quantization in [Wu92], such an initialization of 
K-means clustering is naively straightforward. Namely, the initial solution can be 
estimated by using dynamic programming over the principal direction of input data, 
which leads to a slight gap between the initialized partition and the global optimum.  
As principal component analysis provides at most d scalar features, we can obtain at 
most d initial solutions. However, for a large-scale data set, the resulting d number of 
initialized solutions might be still distant from the global optimum. In this sense, the 
scalar features can be extracted by alternative approaches as in [P4, P5]. For instance, 
one may iteratively use the multi-class linear Fisher discriminant analysis (LFD) 
[FS75] to obtain the one-dimensional subspace in K-means clustering. Since LFD is a 
classification problem, an input class must be needed. But one could select the output 
partition of K-means clustering as the input class of LFD, from which the Fisher 
discriminant can be constructed. Once the Fisher discriminant is constructed, an 
optimal partition of the input data in the discriminant subspace can be obtained by 
using dynamic programming. This classification procedure can be conducted 
iteratively in the framework of K-means clustering. Namely, in each iteration, LFD is 
first conducted and then a suboptimal initial partition of K-Means clustering can be 
estimated by using dynamic programming in the discriminant scalar space. Once after 
the suboptimal initial solution is chosen, the convectional K-mean algorithm can be 
performed. Note that the input class of LFD in each iteration is the output partition of 
the K-Means clustering in the former iteration. It can be observed from the 
experiments in [P4] that the iterative K-Means clustering by Fisher discriminant 
analysis is superior to the PCA based K-means algorithm.  
In addition to discriminant analysis, a more general approach is to extract a 
nonlinear feature from the input data. For instance, most of the kernel machines are 
able to extract an ideally descriptive feature for linearly inseparable data. The kernel 
PCA is one of such techniques to obtain a highly correlated feature for the input data. 
Naturally, the extraction of a kernel feature implicitly undermines the nonlinear spatial 
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structure of input data with most merit in the principal direction. Likewise, once if the 
kernel feature is extracted, one can apply dynamic programming to attain a suboptimal 
initial solution. It has been demonstrated experimentally in [P5] that this kernel PCA 
based K-means clustering also outperforms the linear PCA based clustering algorithm.  
We remark that the time complexity incurred by the principal component analysis 
and the linear Fisher discriminant analysis is at most O(d2×N). Thus, performing the 
two linear extractions does not impose an additional time complexity to K-means 
clustering. However, computation of one kernel principal component poses great 
difficulty due to a O(N3) computational complexity. Even if the kernel principal 
component can be constructed by the expectation-maximum algorithm [RG01] in a 
O(pN 2) time, where p is the number of features extracted, it is obviously 
computationally more expensive than the K-means clustering itself.  
A feasible approach is to use a subset of the entire dataset S ⊂ X instead as in [SS00] 
to construct the leading kernel principal component. The subset S can be incrementally 
sought by adding a data vector y to S once at a time. The selection of a new vector y 
can be done in a greedy manner, namely, is the training vector in a randomized subset 
U⊂X\S such that minimizes the MSE distortion of K-means clustering along the newly 
formed principal component after y being added to S. The proper size of U was shown 
to be 59 [SS00] in order to obtain nearly as good performance as if the search was 
through X\S. We should note that once the leading kernel component has been 
constructed over S at each incremental stage, dynamic programming can be utilized to 
obtain an initial clustering solution, followed by performing a K-means procedure. 
This partial estimation of the kernel principal component involves a slender time 
complexity as O(N×l4) where l is the size of S. 
4.3 Dynamic programming 
Dynamic Programming is a technique of computing recurrence relations efficiently by 
storing partial results, which dramatically reduces some of the optimization problems 
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to polynomial time. An optimal scalar quantizer can be constructed by dynamic 
programming for a wide class of cost functions [WZ93] with the monotonicity 
property. Fortunately, many convex cost functions obey such an elegant property that 
guarantees the uniqueness of optimal quantizer (e.g., the MSE cost function). 
Furthermore, the monotonicity of cost functions forms the optimal quantizer as a 
convex partition of scalar space, which also promises that the recursive procedure of 
dynamic programming globally converges to the optimal quantizer. We will briefly 
review the dynamic programming scheme in the following. 
Let Y ={y1,…,yn} be a sequence of scalar data samples. We can immediately build 
an optimal scalar quantizer over Y by dynamic programming: 
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where k-1≤t≤n is a cutting point and Err[t+1,n] = Err(yt, yn) is the error distortion over 
(yt, yn]. Fortunately, the MSE distortion over a single interval (a,b] is capable of being 
computed recursively in linear time [WZ93]. Formally, this can be seen by rewriting 
the MSE distortion Err(a,b) as 
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where Mm is the accumulative mth moment of the data samples Y with a probability 
density p(y) and 
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The dynamic programming in (4.1) leads to a O(kN 2) time complexity. However, the 
dynamic programming problem established above [WZ93] can be converted to a 
matrix search problem if the cost function satisfies the Monge property: 
),(),(),(),( 1111 ++++ +≥+ jijijiji yyErryyErryyErryyErr   
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whereby a general result in [AKM87] ensures a matrix search algorithm with O(kN ) 
time. We remark that the dominant time complexity is the computation of the 
distortion Err(a,b) for all possible intervals (a,b], (i.e., O(N 2)) even if the matrix 
searching algorithm can be done in O(kN) time. In the case of the MSE cost function, 
the error distortion Err(a,b) can be computed in linear time in the preprocessing stage 
according to (4.2). We immediately see that dynamic programming technique 
approaches the scalar quantization problem by minimizing the MSE distortion in 
O(kN) time. Thus, estimating the initial solution by dynamic programming does not 
incur an additional time complexity for K-means clustering. 
4.4 Dissimilarity revisited 
We have conceptually reviewed the stochastic complexity in Chapter 2. The stochastic 
complexity measures the goodness of how a given model fits the data to be 
compressed. It is posited as a powerful metric to decide the optimal number of clusters, 
eventually serving as a good clustering validity index. It has been shown in [FGG00] 
that the CL distance is an intrinsic dissimilarity of minimizing the stochastic 
complexity. The computation of the CL distance in (2.2) can be certainly simplified by 
maintaining two k×d matrices for the entropies log2(1-cj,s) and log2(cj,s). However, this 
does not allow for a reduced number of searches for the nearest cluster. For Euclidean 
distance, a reducible number of searches are obtainable through the triangular 
inequality technique [CH91, KFN00]. This criterion seemingly applies to computation 
of the CL distances due to the convexity of function dx(c) = dCL(x,c) + log2(nj/N) in c, 
which can be viewed by checking the Hessian matrix of ∇2dx(c) ≥ 0. Direct 
application of the convexity is able to yield a sufficient condition of avoiding 
redundant distance calculations. 
In addition to the CL distance, we now review a heuristic dissimilarity termed as 
∆SC-distance. The dissimilarity function can be defined by a design scheme, which is 
derived directly from the change of objective function before and after classifying a 
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given data sample into one cluster. Figure 4.2 displays the design scheme of deriving 
the ∆SC-distance by moving the underlying vector and calculating the change of the 
resulting stochastic complexity. The design approach can capture the desirable 
changes of the resulting clusters, which is extendable in the sense of minimizing other 
objective functions. Thus, it can be envisioned as an intrinsically heuristic 
dissimilarity for any partition-based clustering method.  
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Figure 4.2. The design diagram of the ∆SC-distance by moving x4 from cluster G1 to G2 
 
In principle, one may desire for a gentle dissimilarity sufficient to survey the 
process of clustering. Eventually, we were inspired to design a dissimilarity function 
to reveal the major change of cost functions in the procedure of clustering. An 
intuitive way is to induce the dissimilarity by moving a given data vector from one 
cluster to another by assuming that a sensible movement always leads to a desirable 
decrease of cost function. This also guides us to actualize the imaginary dissimilarity 
in the spirit of minimizing the stochastic complexity. Another motivation to design 
this dissimilarity function is due in part to a singularity restriction of the CL distance 
such that 0<cj<1. In order to design this dissimilarity, namely, by moving the 
underlying vector x from cluster i to j, we can rewrite the change of stochastic 
complexity in (2.1) 
 46
),(),( ij SCSCSC cxcx ∆−∆=∆   
where 
)1(log)
2
1()(log)
2
(
)()
1
()1(),(
22 +−+−−+
−
+
+
+=∆
jjjj
jdj
j
jj
djj
ndnndn
Hn
n
n
HnSC c
xc
cx
  
Since  
)1(
)2ln(
1)11(log2 n
O
nn
+=+   
we obtain 
)1(log
)2ln(
)2/(
)()
1
()1(),( 2 +−
−
−−
+
+
+≈∆ j
j
j
jdj
j
jj
djj nn
dn
Hn
n
n
HnSC c
xc
cx   
Likewise, ∆SC(x,ci) can be deduced in a similar manner. We have investigated the 
∆SC(x,c j) distance as a feasible dissimilarity function in P2, which is superior to the 
L2 distance and the CL distance. Again, the concavity of Hd in c led us to two further 
simplifications of ∆SC(x,c j) 
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The approximation in (4.3) implies that computation of that ∆SCsup is as expensive as 
that of the CL distance. Clearly, we can derive the bound of this approximation by the 
Taylor expansion: 
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where m is a diagonal matrix such that  
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Although the approximation in (4.3) allows for a simpler computation, it is restricted 
by another condition such that 0<cj<1. Once the ∆SC(x,Gj) distance is approximated, 
the searches for the nearest cluster to x can be accelerated by the convexity of Hd(x,c) 
in c. Regardless of the accelerated searches above, computing the ∆SC-distances still 
leads to severely overburdening time complexity [P2] due to the calculations of 
logarithms. However, this computational difficulty can be circumvented by pre-
computing log2n for 1≤n≤N and storing them into an array. 
We have extended the above design approach to the minimization of MSE cost 
function in K-means clustering [P3, XF04]. Supposing a training vector x is moved 
from cluster i to cluster j, the change of the MSE function [Spa80] incurred by this 
movement is 
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The first part in the right hand side, which represents the increased value of the overall 
variance of cluster j incurred by this move, can be termed as the addition cost. The 
second part, representing the decreased value of overall variance of cluster i, can be 
termed as the removal cost. We can conceptualize the change of cluster variance as the 
Delta-MSE dissimilarity as  
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The dissimilarity dMSE(x,cj) can be interpreted as the variance between cluster j and 
single point cluster x, or as the merge cost of combining cluster j with the single point 
x. Fortunately, the triangular inequality [CH91] also allows for a number of avoided 
computations of the Delta-MSE dissimilarities under a sufficient condition in [P3]. 
We experimentally demonstrated in [P3] that the dissimilarity is superior to the 
standard L2 distance. But calculation of the Delta-MSE dissimilarities does not 
imposes any additional time complexity by pre-computing each 1/(nj -1) and 1/(nj +1)  
and storing them in two arrays in each iteration. 
Since the Delta-MSE dissimilarity is analytically derived from the MSE distortion, 
it is immediately enabled with a heuristic property: if the removal cost dMSE(x,ci) in 
(4.4) exceeds the addition cost dMSE(x,cj) the MSE distortion can be reduced by 
moving x from cluster i to cluster j. This property also holds [P3] in the minimization 
of the F-ratio validity index. Let us normalize the Delta-MSE dissimilarity in the sense 
of clustering separability, expressively, 
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where var(S) represents the overall variance of the subset S ⊂ X. Insightfully, one may 
view (4.5) as the F-ratio validity index between the cluster Gj and the single point 
cluster x. The merit of addressing such a separability-based dissimilarity not only 
hinges on the simplicity for implementation but also is in virtue of characterizing the 
dynamic structure of cluster variance. Thus, equally, any calculation of the 
dissimilarity between x and Gj is an assumption on the homogeneity of variances 
amongst clusters. Although the F-ratio itself is sensitive to any departure from 
normality and appearance of outliers, calculating the F-ratio dissimilarity for a given 
data pattern with respect to each possible cluster implicitly enrolls a measurement of 
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detecting outliers. For instance, one may define an outlier in the sense that the 
dissimilarities between the given data pattern and all dense clusters exceed an 
empirical threshold. However, minimization of the overall F-ratio dissimilarities leads 
to a non closed-form expression of cluster centroids, which is infeasible in K-means 
clustering. Since the F-ratio dissimilarity measures the homogeneity and heterogeneity 
of clusters simultaneously, its useful application is to estimate the unknown number of 
clusters. For examples, incorporating the F-ratio dissimilarity in (4.5) into the 
modified basic sequential clustering algorithmic scheme MBSAS [TK99] is able to 
detect the number of clusters automatically. 
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5. Context quantization 
The essential figure of merit for data compression hinges on the compression ratio, the 
ratio of the size of a compressed file against the original uncompressed file. Lossless 
data compression is utilized when the data has to be uncompressed exactly as it was 
before compression. For instance, a lossless image compression scheme encodes and 
decodes the data perfectly, and the resulting image matches the original image exactly. 
There is no degradation or loss of information in processing data compression. 
Formally, a common task in lossless compressing a discrete source X0, X1, X2,…, is 
the estimation of conditional probabilities P(X t|X t-1), where X  t -1 = X0, X1, X2, …, X t -1 
is the prefix of Xt, which is called context. The idea of context has been intensively 
utilized either in coding a Markov source or to define a regression model for 
predictive coding. Given a class of source models, the number of parameters must be 
carefully chosen in the principle of minimum description length [Ris83]. For example, 
a larger number of parameters in the statistical model with an associated model cost 
could tradeoff the entropy savings. In coding a discrete sequence of symbols, this cost 
can be interpreted as capturing the penalties of the so-called context dilution occurring 
when count statistics must be spread over too many contexts, thus affecting the 
accuracy of the corresponding estimates. Context quantization [Wu97] is one 
technique to overcome this difficulty appearing in the context-based entropy coding.  
In this chapter, we will study the context quantization problem in lossless image 
compression. In the first subsection, we address a main task to motivate the 
succeeding research in context quantization. Section 5.2 characterizes the problem 
formulation of context quantization. In section 5.3-4, we outline the two basic 
preprocessing stages of context quantization in lossless image compression: predictive 
coding and context modeling. Section 5.5 studies context quantization in a framework 
of data clustering according to the Kullback-Leibler distance. The main results of this 
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research, i.e., the context quantizer design algorithms based on the multi-class linear 
Fisher discriminant and the kernel Fisher discriminant, are presented in section 5.6. 
5.1 Motivation 
The pioneer solution to universal source coding is the definition of context [Ris83], 
which dynamically selects a variable-order subset of the past samples in X t-1, i.e., a 
context, Ct. The source coding structured by the context has been proven to be 
universal under some asymptotic assumption.  The most popular solution is the 
context tree weighting technique [WST95] that weights the probability estimates 
associated with different branches of a context tree to obtain a better estimate of 
P(Xt|X t-1). Although the tree-based context modeling techniques [AYA97, Eks96] 
have attracted considerable interest in text compression, their applications to image 
compression demand a faithful scheduling of the two-dimensional image signals into a 
one-dimensional sequence. 
In particular, Mrak et al. investigated how to optimize the ordering of the context 
parameters within the context trees [MMW03]. This is the so-called growing, 
reordering and selection by pruning algorithm (GRASP), which is designed in a spirit 
of context shape optimization. Thus, it serves either as a coding machine in achieving 
the minimum code length on the fly or a design scheme for seeking an offline optimal 
context model. The context shape optimization implicitly tackled the context dilution 
problem by optimally pruning the context tree according to the model cost of terminal 
nodes.  
We can view the above design schemes from another perspective by noting it as a 
tree-based context clustering to minimize the description code length. In other words, 
the context shape optimization scheme is inevitably equivalent to quantizing the 
contexts in a binary-valued hypercube in achieving the minimum conditional entropy. 
This differs from the priori model with fixed complexity chosen by most of 
image/video image compression algorithms. The application of those prior context 
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models is restricted by a good estimate of domain knowledge such as correlation 
structure of the samples and typical input sequence length. For instance, the JBIG 
standard for binary image compression uses the contexts of a fixed size causal 
template [CCI92]. The actual coding is implemented by sequentially applying the 
entropy coding based on the estimated conditional probabilities P(Xt|Ct). Estimating 
the conditional probabilities directly using count statistics from past samples can incur 
severe context dilution problem if the symbol alphabet is large, which has motivated 
the succeeding researches on context quantization [Che04, FWA04, P7]. Thus, context 
quantization is to reduce the resolution of casual contexts in the spirit of minimizing 
the expected resulting redundancy. The following section will present a descriptive 
formulation of context quantization. 
5.2 Problem formulation 
Formally, context quantization is one form of vector quantization since context C is a 
random vector in the d-dimensional Euclidean space Ed (i.e., the context model has 
order d).  Naturally, the objective of optimal context quantization should be the 
minimization of the conditional entropy H(X|Q(C)). Since the convexity of the entropy 
function H implies H(X|Q(C)) ≥ H(X|C), context quantization seeks to make H(X|Q(C)) 
as close to H(X|C) as possible for a given M, or to minimize the Kullback-Leibler 
distance:  
)|())(|()( CXHCQXHQD −=   
We remark that the above H refers to the true source entropy but not as actual code 
length that should include the model cost.  Although the Kullback-Leibler distance 
(relative entropy) is not strictly a distance metric for its violation of symmetry and 
triangular inequality, the standard practice is to use it as a non-negative “distortion” of 
context quantizer Q. 
A context quantizer Q is a mapping function of partitioning a d-dimensional context 
space Ed into M subsets or coding states: 
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Minimizing the Kullback-Leibler distance in context quantizer design leads to 
complex structures and shapes of quantizer cells, which are in general not convex or 
even connected in the context space [WCX00].  Figure 5.1 plots the complex structure 
and boundary of MCECQ cells Am formed in context space, for the number of 
quantizer M=3 and the binary source of least significant bit of differential pulse code 
modulation (DPCM) errors of the image Cameraman. Nevertheless, their associated 
sets of probability density functions (pdfs)  
}|)|({ | mCXm APB ∈•= cc   
are simple convex sets in the probability simplex space of X, owing to a necessary 
condition for minimum conditional entropy quantizer Q [FWA04]. The center of cell 
Bm is the expected conditional probability P(⋅|Q(c)) 
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If X is a binary random variable, then the probability simplex is one-dimensional. 
Hence the quantizer cells Bm are simple intervals. Letting Z=PX|C(1|c) (the posterior 
probability of X = 1 as a function of context c) be a random variable, and then the 
conditional entropy H(X|Q(c)) of a context quantizer Q can be expressed by 
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Thus, the Minimal Condition Entropy Context Quantizer (MCECQ) equals to a scalar 
quantization problem in Z, even though the context c is drawn from a d-dimensional 
vector space.  The global minimum of H(X|Q(c))  
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could be attained by using dynamic programming. Thanks to the so-called concave 
Monge property of the objective function, the MCECQ design problem can be solved 
in O(MN) time [GYZ98], where N is the number of raw, i.e. unquantized contexts 
before quantization. 
 
Figure 5.1. The complex distribution of MCECQ cells Am in context space, for M=3 and the 
source of least significant bit of DPCM errors of image Cameraman 
 
5.3 Predictive coding 
Predictive coding is a standard technique to achieve a better coding efficiency when 
compressing a Markov source in lossless coding. Conceptually, it predicts the value of 
current sample based on past samples that the encoder or decoder has processed. 
Instead of coding each symbol in a memoryless fashion, this technique encodes the 
prediction residual, and thereby, eventually, the redundant information amongst the 
adjacent symbols is eliminated.   
Ideally, estimating the value of the current pixel Xt based on past samples Xt-1 
should be done by using an adaptive model to exploit the redundant information 
inhabited between Xt and Xt-1. However, the complexity constraints of compressing a 
long sequence rule out this possibility. Regardless of this reservation, a primitive edge 
detector is still desirable in order to approach the best possible prediction.  A common 
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predictor is the lossless DPCM, whereby m samples within a causal context of the 
current sample are used to make a linear prediction of the sample's value, i.e.  
∑
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ˆ α   
Then the prediction residual signal, en, is constructed as the difference between the 
predicted value and the actual value 
nnn XXe ˆ−=   
The coding procedure by using lossless DPCM predictor has been illustrated in Figure 
5.2. In lossless predictive coding, the differential signal typically has a greatly reduced 
variance in contrast to the original signal, and thereby it is significantly less correlated 
and exhibits a stable histogram well approximated by a Laplacian (double-sided 
exponential) distribution. One major limitation of the DPCM is that the predictor is 
fixed throughout the sequence of samples. Adaptive prediction [DL92] usually 
reduces the magnitude of prediction residuals; thus, it imposes a greatly skewed 
distribution of source symbols leading to a lower bit rate.  
 
Figure 5.2. The coding procedure of the lossless DPCM encoder and decoder 
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A well-known adaptive predictor in lossless image compression is the Context-
based, Adaptive, Lossless Image Codec (CALIC) [WM97]. Even though most of the 
predictors can be designed adaptively, the complexity issue in practice usually forces 
the use of a fixed predictor exhibiting the nonlinear correlation of source samples. For 
this purpose, the median predictor in JPEG-LS standard [WSS00] consists on 
performing a nonlinear test to detect vertical or horizontal edges; see Figure 5.3.  
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Figure 5.3. The median predictor of the JPEG lossless standard 
 
In context quantization, the redundancy reduction by prediction minimizes 
dependency between adjacent samples, and thus it produces a fairly universal source 
for context modeling. We will briefly review the context modeling phase for context 
quantization in the next section. 
5.4 Context modeling 
The joint bi-level image experts group (JBIG) standard for binary image compression 
uses the context modeling with a fixed size and high-order template [CCI92], whereby 
the contexts are selected from the pixels surrounding the coding sample. Then the 
context-based entropy coding is conducted by sequentially applying arithmetic coding 
according to the estimated conditional probabilities. However, since the most common 
form of statistical redundancy in continuous-tone image data is the smoothness of 
intensity function, a universal context modeling should able to characterize the level 
of smoothness with greatest merit. This may require both an adaptive prediction 
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scheme via context modeling and the context template defined by local gradients 
surrounding a pixel. For instance, JPEG-LS utilizes a context template comprising of 
three directional gradients such that the level of activity (e.g. smoothness and edginess) 
surrounding a pixel can be captured. Those gradients in the context modeling capture 
the statistical behavior of prediction residuals. Likewise, the adaptive predictor, as 
shown in [Wu96], could adjust its parameters via the context modeling based on local 
gradients. 
However, in the sense of context quantization, the contexts conditioning a binary 
source coding can be selected from gray scale image space. Application of a high-
order context model to the offline context quantization might increase the possibility 
of over-fitting in the coding phase or lead to the problem of context dilution. Thus, in 
this research work, we incorporated a context model that consists of three gradients in 
a local window c = (c1,c2,c2): 
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Since the context model above yields an intractably huge number of raw contexts 
(512×512×512), a natural product pre-quantizer 
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is able to reduce the resolution of contexts into a feasible scope where k is the number 
of scalar quantization levels and g = 1 ,…, 3. . In this sense, the raw contexts are 
merged into equi-probable regions based on an assumption that each gradient is a 
geometry distribution.  A theoretical advantage [WSS00] is that the merge of raw 
contexts attempts to maximize the mutual information between the sequence of image 
pixels and the sequence of contexts. 
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5.5 Context clustering 
The existing context quantizer design algorithms are divided into two approaches: 
those that form coding contexts directly in the context space as in [Che04, P6], and 
those that classify contexts in the space of conditional probability [WCX00, GYZ98].  
In the context space, one can apply the generalized Lloyd method to design context 
quantizer by clustering raw contexts in a representative training set according to the 
Kullback-Leibler distance [Che04]. Alternatively in [P6], context quantization can be 
performed on the fly, but the side information and the model cost must be saved in the 
compressed file. Namely, the index of mapping each raw context to its coding state 
and the coding conditional probability P(⋅|Q(c)) need to be coded and transmitted to 
the decoder. 
Most of iterative approaches of gradient descent only converge to a local optimum, 
but if the random variable X to be coded is binary, then the VQ problem of context 
quantization can be converted to a scalar quantization problem in the probability 
simplex space of P(⋅|c). This change of space makes it possible to design a globally 
optimal context quantizer through dynamic programming and matrix search algorithm 
[GYZ98] on a representative training set, which can be collected from a series of 
training images. Nevertheless, the context quantizer constructed in terms of a training 
set could not appropriately fit to the statistical context model in coding a single image. 
Under some mild assumption, this limitation can be circumvented by using an 
adaptive entropy coder. 
Even if the M-clustering of n contexts in coding a binary source can be computed in 
O(MN) time by dynamic programming, the authors in [GYZ98] did not detail how to 
compute the error distortion of MCECQ quantizer Err[t+1,n] = Err(ct,cn) or the 
Kullback-Leibler distance L(i,j) where 1≤i, j≤n. We here remark that this Kullback-
Leibler distance for arbitrary i, j can be computed in linear time by 
),(),(*),( jiHjiHjiL −=   
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where H(i,j) is the self conditional entropy over (i,j) 
∑
+=
−−+−=
j
il
lllll ppppfjiH
1
22 ))1(log)1(log(),(   
and H*(i,j) is the expected cell conditional entropy over (i,j)  
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We can derive the following equation  
H(i, j) = H(0, j) - H(0, i) 
f*(i, j) = f*(0, j) – f*(0, i), F*(i, j) = F*(0, j) – F*(0, i) 
 
which can be computed accumulatively in an O(n) time. Hence we conclude that if 
H(0, j ), f*(0, j ) and F*(0, j ) are  calculated in the preprocessing stage and maintained 
in three arrays, then any Kullback-Leibler distance L(i,j)= H*(i, j)-H(i, j) over (i,j] can 
be computed in constant time. 
5.6 Implementation of quantizer mapping function 
The implementation of an arbitrary quantizer mapping function Q [WCX00] has 
been regarded as an operational difficulty in using MCECQ in practice. The simplest 
way of implementing Q is to use a look-up table.  But since |C|, the number of all 
possible raw contexts, grows exponentially in the order of contexts, building a huge 
table of |C| entries for Q is clearly intractable. Even if hashing functions can be 
utilized in avoiding excessive memory use of the Q table, this saving of memory 
compromises an increased time of quantizer mapping operation when collision in table 
access occurs. We note that the savings of memory use is sensible only when the 
actual number of different raw contexts appearing in an input image is much smaller 
than |C|. Furthermore, in order to approach constant execution time of the quantizer 
mapping function, the size of hashing table has to be larger than the actual number of 
distinct raw contexts by a sufficient factor. Thus, in practice, the table size needs to be 
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comparable to the image size since many raw contexts have very low frequency of 
occurrence.   
Since mapping any raw context to an appropriate coding state is obviously a 
classification problem, a common technique to simplify the quantizer mapping 
function Q is through projection based on Fisher’s linear discriminant [Wu99]. When 
coding a binary source, the idea was to project the training context vectors in the 
discriminant direction y such that the two marginal posterior distributions of 
PC|X(y⋅c|X=0) and PC|X(y⋅c|X=1), c∈Ed, have maximum separation.  Then the dynamic 
programming algorithm was used to form a convex M-partition of the corresponding 
one-dimensional projection space to minimize the conditional entropy H(X|y⋅c∈ (qm-1, 
qm]), which implicitly define the context quantizer Q(c) = m iff. y⋅c∈(qm-1, qm], 1 ≤ m 
≤ M. We can obviously see that such a projection scheme has an operational advantage 
in practice. 
The linear Fisher discriminant [Wu99] was used to separate the two posterior 
distributions of PC|X(c|X=0) and PC|X(c|X=1), which is a two-class classification 
problem. Alternatively, we can seek to separate the M optimal MCECQ cells formed 
in the probability simplex space via a multi-class linear Fisher discriminant in (3.2). 
The goal here is to apply the discriminant classifier to form a convex partition in the 
projection subspace that best matches the optimal partition of Bm’s in the probability 
simplex space. However, the success of the linear discriminant is limited to cases 
where the input classes Am are linearly separable to a certain degree. But for more 
difficult, linearly inseparable shapes of context cells Am, the kernel Fisher discriminant 
in (3.4) can serve as a gentle approximation of MCECQ cells Am.  
Motivated by the success of kernel-based learning machines [MRM01, MRW99, 
MRW00, MRW03, MSS01], we have proposed a new design technique for context 
quantizers by using a multi-class kernel Fisher discriminant [P7]. The new design 
technique constructed context quantizer Q in three steps. In the first step, the dynamic 
programming algorithm was applied to design MCECQ in the probability simplex 
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space. This produces the MCECQ cells Bm, which implicitly constitute the input 
classes of KFD, i.e. the MCECQ cells Am in the context space.  Note that choosing an 
input class different from Am might lead to a undesirable increase of H(X|v⋅Φ(c)∈ (qm-1, 
qm]). Figure 5.4 presents the impact of two different input classes on the actual bit rate 
of coding the second least significant bit of DPCM errors of the image Cameraman. 
Secondly, the kernel Fisher discriminant analysis was conducted to seek a kernel 
projection direction v in F (corresponding to a curve in the context space) in which 
MCECQ cells Am have maximum separation. Finally, after all projection values of 
training contexts were computed and put into a sorted list, the dynamic programming 
algorithm was used again to construct a convex partition of the projection subspace 
that minimizes the conditional entropy H(X|v⋅Φ(c)∈(qm-1, qm]), which implicitly define 
another context quantizer Q(c) = m if only if v⋅Φ(c)∈ (qm-1, qm], 1 ≤ m ≤ M. 
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Figure 5.4. Comparison of different coding bit rates achieved from the two KFD based context 
quantizers that are constructed from the two different input classes:  the MCECQ cells and the 
quantized context cells obtained by incorporating KL distance into the GLA algorithm 
 
As shown in section 3.4, estimation of the kernel Fisher discriminant v is equivalent 
to solving the eigenvalue problem Ax = λBx at the expense of O(N 3) time complexity, 
which makes the training of the kernel discriminant intractable even over a small 
number of raw contexts. A further restriction of using v is that coding each symbol 
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using context quantizer Q needs to manipulate one kernel projection according to (3.6), 
which involves O(N) operations. The possible solution applicable to any choice of A 
and B has been clearly discussed in [MRW03, MSS01], namely is to restrict the 
discriminator v to be in a subspace of F (i.e., estimate v in terms of the partial solution 
in (3.7)). Correspondingly, two l×l covariance matrices A(l) and B(l) should be 
computed according to of (3.7) where l << N. Design of the context quantizer by using 
the partial solution of KFD problem has been treated in [P7].  
The selection of basis vectors {cj | j = 1, …, l} of (3.7) (raw context cj is equivalent 
to feature vector xj) can be done in a greedy manner, which has been studied in theory 
[SMB99] as the reduced set method for supported vector machines. The kernel 
discriminant is incrementally constructed by adding one raw context as a new base cl+1 
at a time to the existing expansion, i.e., incrementing the dimensionality l by one at a 
time. Accordingly, the new matrix A(l+1) and the kernel matrix K(l+1) can be 
computed from the previous matrices A(l) and B(l) 
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where jjlj n/1 1K ⋅= +η , Nl /1 1K ⋅= +η  and 1+lK is the (l+1)th row of full kernel 
matrix K. We note that K(l) is an l×N sub-matrix of K. In a similar manner, the new 
covariance matrix can be estimated as 
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Likewise, the inversion of B(l+1) can be updated from B(l) and B(l)-1 
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where β is a regularization factor in case of the singularity of matrix B. The updating 
of A(l+1), B(l+1) and B(l+1)-1 by (5.1)-(5.3) involves O(N×l) in total whereas solving 
the eigenvalue problem for B(l+1)-1A(l+1) takes a time complexity of O(l3)  by 
singular vector decomposition.  
In general, the classification performance of kernel discriminant is proportional to 
the number of base contexts l, which is measured by the F-ratio validity index in (3.5). 
Hence the number of base contexts plays a crucial role in achieving the desirable 
coding length. But the number of base contexts l must be carefully chosen since use of 
a large l will incur an impractical increase of time complexity and space complexity in 
coding stages (i.e., the kernel projection for coding one pixel takes O(l) time and O(l) 
base contexts needs to be maintained in memory). We found out in the experiments 
that the gain of coding efficiency remains stable after the number of base contexts l is 
increased to 36. This can be viewed from Figure 5.5, which plots the average bit rate 
of coding the ten tested images used in [P7] against the F-ratio validity index. The 
practical selection of a new base context has been also described in publication P7. 
Although the kernel Fisher discriminant has given rise to context quantization, its 
desirable classification rate relies on the selection of the kernel parameter σ and the 
regularization constant β. A common practice is to minimize the cross-validation 
estimate of the misclassification errors with respect to these two model parameters. 
However, the application of KFD in context quantization seeks to obtain a minimized 
achievable coding rate or the minimum conditional entropy. Hence we attempt to 
perform the cross-validation test toward minimizing the conditional entropy, instead 
of the misclassification rate.  
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Figure 5.5. An example curve reflecting the relation between coding efficiency and 
classification performance. The number of selected basis vectors ranges from 5 to 50 
corresponding to the F-ratio validity index from 0.4 to 1.5 
 
Likewise, the cross-validation test should be conducted according to partial solution 
v in (3.7) even if some of the faster algorithms [CT03, FDB04] have been successfully 
proposed for the complete kernel discriminant in (3.4). The greedy approximation of v 
in [P7] involves only O(N×l2) time complexity, and thereby implicitly offering the k-
folder cross-validation test with a lower computational complexity as 
O(k×N×l2)+O(k×N×M)+O(k×N×(l+M)). In the cross-validation test for each pair of (σ, 
β), the training set is randomly partitioned into k = 6 numbers of disjointed subsets 
k
jjT 1}{ = with equal size. Then context quantization is performed by k times of training 
and validation, each time with a different set Tj adopted as a validation set and the 
remainder as the training set. Namely, k context quantizers are constructed 
respectively for the k validation sets.  
The validation test aims at finding the two model parameters such that the averaged 
achievable conditional entropies are minimized. For the sake of an efficiency and fair 
estimate of (σ, β), the regularization parameter β and the Gaussian parameter σ can be 
determined by using a series of Fibonacci searches in a two-dimensional fashion over 
the two intervals [0, 0.01] and [0.1×var, 2×var] respectively, where var is the variance 
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over all training contexts. Namely, for each given σ appearing in the Fibonacci search 
for the Gaussian parameter (i.e., the first directional Fibonacci search), another 
Fibonacci search for the regularization parameter β (i.e., the second directional 
Fibonacci search) is executed such that the minimum conditional entropy is achieved.  
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6. Summary of the publications 
In the first paper [P1], we present a simple genetic clustering algorithm for solving 
the clustering problem with an unknown number of clusters. The algorithm is 
implemented by using randomized swapping of one cluster centroid between the two 
parent solutions in the crossover stage. Hence each genetic crossover produces six 
new candidate solutions, on which a local partition is subsequently conducted. The 
candidate solution with the best fitness is then selected into the next generation. An 
advantage of the proposed genetic algorithm is that it is able to detect the number of 
clusters automatically if provided with an appropriate clustering evaluation function.  
The heuristic mean-square-error function (HMSE) and the MDL function are 
applied as the distortion functions in evaluating the fitness of the clustering solutions. 
As a comparison benchmark, the generalized Lloyd algorithm and the randomized 
local search algorithm are investigated in the experiments. We experimentally 
observed that the algorithm is able to estimate an accurate number of clusters by using 
HMSE when the number of clusters is less than 5% of the size of the artificial datasets 
produced by the Gaussian mixture model. We argue that this is in partial due to the 
fact that HMSE could fairly offset the decrease of MSE when the number  of cluster 
increases under some upper bound, and in particular, a appropriately small number of 
clusters for GMM model could gurantee a less overlapping sturcture of clusters. If the 
number of clusters exceeds 5% of the size of the dataset, HMSE fails to locate the 
number of clusters correctly. In this case, the MDL function can be utilized as an 
alternative evaluation function in detecting the accurate number of clusters. But the 
two parameters of MDL function must be chosen appropriately. 
Performance comparisons have shown that the genetic local repartition algorithm 
outperforms the two other comparative clustering algorithms in estimating the number 
of clusters. The algorithm successfully presented a simple scheme for detecting the 
accurate number of clusters automatically while optimizing the location of clusters.  
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In the second paper [P2], we propose a new dissimilarity function, the ∆SC-
distance, in the clustering problems of binary vectors by minimizing stochastic 
complexity. The dissimilarity function is defined as the difference of the stochastic 
complexity before and after moving a given vector from one class to another. Thus, it 
implicitly takes into account the change in the class distribution caused by the 
clustering procedure, and in this way, eventually avoids the infinity problem incurred 
by some specific type of clusters (e.g., single-point clusters). The infinity problem 
occurs frequently in minimizing stochastic complexity by using the Shannon code-
length distance.  
As a comparison, we study two other clustering distances: the L2-distance and the 
revised CL distance. The performance of the three distance functions is investigated 
by using the generalized Lloyd algorithm and the randomized local search algorithm. 
It turned out from the experimental results that the ∆SC-distance outperforms the two 
other distances in minimizing stochastic complexity. The original CL distance must be 
reformulated carefully in order to avoid infinity problems. However, we noticed in the 
experiments that the revised CL distance performs even worse than the L2-distance in 
most cases. We also observed that the L2-distance is also effective when clustering a 
simple binary-vector data. 
The paradigm of designing the ∆SC-distance is general in nature as it can also be 
extended to other cost functions. An essential superiority of the underlying distance is 
that each calculation of the ∆SC-distance directly promises a heuristic descent 
direction of stochastic complexity.  
In the third paper [P3], we present the Delta-MSE dissimilarity function between 
vectors and clusters in the GLA based vector quantization by minimizing MSE 
distortion function. The Delta-MSE dissimilarity is defined as the change of within-
cluster variance before and after moving a given data vector from one cluster to 
another. Thus, the dissimilarity measurement automatically provides vector 
quantization with a heuristic direction, in which the MSE function will decrease most. 
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Although derived from the MSE function, the Delta-MSE dissimilarity is shown to 
also be applicable in the minimization of the F-ratio clustering validity index.  
The underlying dissimilarity is incorporated into the GLA algorithm, of which the 
initial codebook was selected by the bucket centers of a k-d tree structure developed 
by the nested PCA algorithm. When using the Delta-MSE dissimilarity, the GLA 
algorithm can also be accelerated by the triangular inequality elimination technique in 
a similar manner to the L2-distance. Experimental results demonstrate that the Delta-
MSE dissimilarity outperforms the L2 distance. With the increase of codebook size, its 
performance gains over the L2 distance are improved. 
We have succeeded to study the design scheme of dissimilarity function by moving 
a given vector from one cluster to another. The feasibility and success of the Delta-
MSE dissimilarity has demonstrated that this design scheme can be applied as a 
simple approach to deriving a new dissimilarity measurement in particular when the 
optimality of traditional dissimilarity function is limited in minimizing the objective 
function. The design scheme directly drives more reassignments of training vectors in 
the descent direction of objective function, eventually providing a better convergence 
to the global optimum. 
In the fourth paper [P4], we propose a new approach to the k-center clustering 
problem by iterative use of the linear Fisher discriminant analysis and the dynamic 
programming technique. The optimization problem of K-means clustering faces a 
common problem that its clustering performance, measured by the F-ratio validity 
index, is highly susceptible to its initialized solution. However, the globally optimal 
solution for k-center clustering in one dimensional space can be obtained by using 
dynamic programming in O(kN) time. For this purpose, the local optimality has been 
remedied by iteratively incorporating Fisher discriminant analysis into the K-means 
clustering algorithm. Namely, at each iteration, the Fisher discriminant analysis is first 
conducted, of which the input classes are the output partition of K-means clustering in 
the previous iteration. Then an optimally initialized solution can be obtained by using 
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dynamic programming in the discriminant subspace. Once the initial solution is 
determined, we apply the K-means algorithm again to refine the clustering solution. 
Experimental results show that the proposed approach outperforms the two 
comparative suboptimal K-Means algorithms: the PCA based suboptimal K-means 
clustering algorithm and the kd-tree based K-Means clustering algorithm. In particular, 
by increasing the number of clusters, its performance gains are improved against the 
comparative K-means algorithms. Albeit the one-dimensional subspace can be 
estimated by using principal component analysis, the best principal direction can be 
selected only from d number of principal components. Thus, the optimality of the 
PCA-based approach is only attainable for a small-scale dataset. However, in a 
contrast, the proposed Fisher discriminant based approach is a gentle departure from 
this limitation by conducting the iterations up to a desirable number. 
In the fifth paper [P5], we propose a new scheme to the k-clustering problem 
based on the kernel PCA and the dynamic programming technique. The kernel PCA is 
a state-of-art feature extraction technique, which undermines the nonlinear spatial 
structure by mapping the input data into a higher dimensional feature space. Hence the 
data samples become more separable in the nonlinear kernel principal direction, 
whereby the dynamic programming technique can be applied to form a convex 
optimal partition of data samples. The convex partition can be treated as an initial K-
means clustering solution approaching the global optimum. 
Since the kernel PCA provides the same number of principal components as the size 
of data samples, the practical initial solution is chosen from one set of convex 
partitions produced over a given number of kernel principal directions. The Delta-
MSE dissimilarity is then incorporated into the proposed K-Means algorithm instead 
of the Euclidean L2 distance. It turned out from experimental results that the proposed 
approach is superior to the PCA based suboptimal K-Means algorithm and the kd-tree 
based K-Means algorithm. In particular, by increasing the number of clusters, its 
clustering performance is improved against the two other algorithms. 
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We have advanced in investigating the suboptimal scheme for selecting the initial 
solution through the kernel PCA. Application of dynamic programming in the 
nonlinear principal direction obtained by the kernel PCA offers a suboptimal initial 
partition for K-means clustering. Even though an optimal partition of data samples can 
be attainable only in the one-dimensional kernel component subspace, the progress 
made by the kernel PCA can be quite sensible in clustering a large-scale data with 
complex shape and structure. The kernel PCA based approach can be viewed as either 
a classification or a data reduction technique, which is obviously not limited to the 
scope of tackling the k-center clustering problem. 
In the sixth paper [P6], we apply and examine context clustering in lossless image 
compression in the framework of JPEG-LS. We employ the JPEG-LS median 
predictor to enroll the prediction error pixels. The casual context is defined as the 
vector formed by the three gradients over the neighboring pixels. In comparison to 
JPEG-LS, the three directional gradients were quantized with different codebook sizes 
(7, 9, 19) respectively. Then the contexts were merged according to the quantized 
values.  
In the context space, the K-means algorithm was applied to cluster the merged 
contexts according to the Kullback-Leibler distance. The context clustering was 
implemented in a style of online training, and thereby the two types of side 
information should be encoded and transmitted into the compressed file: the index of 
the cluster membership and the probability conditioned by the cell context. For further 
reduction of the side information, we manipulate the error pixel in two parts separately: 
the higher four bits and lower four bits. For simplicity, we ignored the dependency 
between the higher four bits and the lower bits, which could penalize the actual coding 
rate significantly, since the initial purpose of this paper was to evaluate the 
performance of context clustering in lossless image compression. 
We have introduced an adaptive arithmetic coder, of which probability density is 
updated upon the past samples. With a known frequency table for each symbol in the 
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alphabet, the adaptive entropy coder updates the frequency table according to the past 
samples that had been encoded. Namely, the frequency of each symbol decreases by 1 
immediately after the symbol has been coded once. The adaptive arithmetic coder is 
able to yield a higher compression ratio. 
The context clustering approach allows for an online implementation of an adaptive 
entropy coder by exploiting the savings of probability density storage (i.e., only the 
probability density conditioned by clustered context needs to be transmitted). It has 
been shown from the experiments that context clustering is an effective alternative for 
lossless image compression. A variable size quantizer for each gradient could be more 
appropriate than a fixed size such as 9. We noticed in the experiments that when the 
quantizer size of vertical gradient is equal to the sum of the quantizer sizes of two 
horizontal gradients, the context clustering method achieves a better compression rate. 
Regardless of the dependency between the two parts of prediction residuals, the 
context clustering method successfully approaches the JPEG-LS coding rate. 
In the seventh paper [P7], we propose new algorithms for designing context 
quantizers in the context space based on multi-class Fisher discriminant and the kernel 
Fisher discriminant. Optimal context quantizers for minimum conditional entropy can 
be constructed by dynamic programming in the probability simplex space.  The main 
difficulty is the resulting complex quantizer mapping function in the context space, in 
which the conditional entropy coding is conducted. To overcome this difficulty, we 
simplify the quantizer mapping function by using the multi-class Fisher discriminant 
and the kernel Fisher discriminant. 
The quantizer mapping function Q has been simplified through the projections, 
which map the input contexts onto the linear discriminant or the kernel discriminant 
curve. Then dynamic programming is used to form a convex M-partition of the 
corresponding one-dimensional projection space to minimize the conditional entropy. 
In particular, since the kernel Fisher discriminant is able to describe linearly 
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inseparable quantizer cells, it can be posited as a powerful tool to simplify the 
quantizer mapping function. 
 The new algorithms outperform the previous binary-class Fisher discriminant 
method for context quantization. They are successful in approaching the minimum 
empirical conditional entropy context quantizer designed in the probability simplex 
space but with the practical implementation of a simple scalar quantizer mapping 
function. The proposed kernel Fisher discriminant based method outperforms the 
linear Fisher discriminant based methods consistently on each test image, albeit its 
improvement over JPEG-LS is quite small. The small margin between the kernel 
Fisher discriminant based method and JPEG-LS indicates the heuristic context 
quantizer of JPEG-LS is already very good compared with a heavily optimized one. 
We envision this work to be a useful benchmark to evaluate the quality of more 
practical context quantizers. 
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7. Conclusions 
We have studied the problems of K-means clustering and context quantization. We 
have proposed and improved several clustering algorithms in the framework of K-
means clustering. We presented a simple genetic clustering algorithm in the case of an 
unknown number of clusters, which is implemented through the randomized swapping 
of one reference vector and a simple local repartition clustering algorithm. The genetic 
clustering algorithm is able to detect the number of clusters successfully with an 
appropriate clustering evaluation function. 
We investigated the k-center clustering problem with binary data objects by 
minimizing the stochastic complexity. For this purpose, we proposed a new clustering 
dissimilarity function, the ∆SC-distance. The ∆SC-distance outperforms the two other 
distances when clustering binary data objects by minimizing stochastic complexity: 
the L2-distance and the Shannon code-length distance. We have remarked that the 
design scheme of the ∆SC-distance is general in nature as it can be extended to any 
other cost function. We have succeeded to extend the design scheme of ∆SC-distance 
to minimization of the MSE distortion in solving the K-means clustering problem. 
Accordingly, we have presented another heuristic dissimilarity function, the Delta-
MSE dissimilarity, which is superior to the traditional L2 distance.  
We have proposed two suboptimal K-means clustering algorithms by using the 
linear Fisher discriminant analysis and the kernel principal component analysis. The 
suboptimal K-means clustering algorithms are designed in the spirit of estimating an 
initial clustering solution that approaches the global optimum. Both of the two 
suboptimal K-means algorithms select their initial clustering solutions by using 
dynamic programming either in Fisher discriminant subspace or in the kernel principal 
component subspace. The proposed suboptimal K-means algorithms have been shown 
to outperform the previous suboptimal K-means clustering algorithms. We reminded 
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the readers that usability of the two algorithms is not limited to dealing with the small-
scale datasets. 
We studied and formulated the problem of context clustering or context 
quantization in lossless image compression in a framework of JPEG-LS standard. The 
problem of context clustering was formulated as the K-means clustering in terms of 
the Kullback-Leibler distance, which was tackled by the generalized Lloyd method. 
Then the prediction residuals in JPEG-LS were divided into two parts and coded 
separately by the clustered contexts. Regardless of the dependency between the two 
separated parts, the context clustering method is still successful in approaching the 
JPEG-LS coding rate. 
We continued our progress in context quantization by proposing the new context 
quantizer design algorithms based on multi-class Fisher discriminant and the kernel 
Fisher discriminant. The quantizer mapping function is simplified by using the 
dynamic programming technique over the multi-class linear Fisher discriminant and 
kernel Fisher discriminant. Since the kernel Fisher discriminant is able to describe 
linearly inseparable quantizer cells ideally, the kernel Fisher discriminant based design 
algorithm successfully approaches the optimal context quantizer designed in the 
probability simplex space but with the practical implementation of a simple context 
quantizer mapping function. 
The main contribution of this work is to investigate the problem of K-means 
clustering and the problem of context quantization by using different data reduction 
techniques and dynamic programming. However, the data reduction techniques used 
in this work only extract an appropriate feature or the principal subspace from the 
input data globally, which assumes that the input data is homogenously distributed.  
A future extension of this work is to incorporate the local data reduction techniques 
(e.g. local PCA) into the conventional clustering and classification problems. For 
example, one can choose the median vector from the subcluster centers formed by 
using PCA and dynamic programming on each cluster, which is able to efficiently 
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reduce the computational complexity of the K-median algorithm. Of course, this 
design scheme can be also extended to the online or sequential clustering algorithm 
(e.g. the MBAS algorithm) in the sense of offering more robustness on additive noise. 
A more direct extension is to apply local PCA first and then conduct the dynamic 
programming on each clustered component, but this imposes another difficulty on how 
to determine the number of subclusters for each cluster. We argue that the 
determination of the number of subcluster for each cluster can be approximately cast 
to an integer programming problem, which will be an interesting direction of our 
future work. 
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Figure 4: Numbers of clusters for Set1 and 
Set2 solved by the genetic local repartition and 
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repartition. 
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Figure 6: Performance comparisons of the 
genetic local repartition, Random-NOC RLS 
and genetic GLA: (a) Numbers of clusters; (b) 
HMSE. 
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Abstract
Stochastic complexity (SC) has been employed as a cost function for solving binary clustering problem using
Shannon code length (CL distance) as the distance function. The CL distance, however, is defined for a given static
clustering only, and it does not take into account of the changes in the class distribution during the clustering process.
We propose a new DSC distance function, which is derived directly from the difference of the cost function value before
and after the classification. The effect of the new distance function is demonstrated by implementing it with two
clustering algorithms.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Binary vector classification has been widely
used in DNA computing and human chromosome
study, and in solving taxonomy problems from
biomedical area. Statistical models are usually
applied to describe and solve prediction and tax-
onomy problems. For example, Rissanen (1987,
1996) has introduced a model known as stochastic
complexity (SC), which is an extensible explana-
tion for Shannon information theory (Kontkanen
et al., 1999).
To be a cost function of classification, SC needs
to be approximated by a simple model (Rissanen,
1987). Gyllenberg et al. (1994, 1997, 2000) has given
a simple and practical approximation of SC for
binary vector classifications. Thereafter, SC has
been employed as a generic evaluation function in
solving binary clustering problems as follows. The
clustering problem is first formulated as an opti-
mization problem. Approximation solutions are
then found for every reasonable number of groups.
SC is applied for measuring the goodness of the
various clustering results.
Individual clustering can be generated using any
algorithms such as the generalized Lloyd algorithm
(GLA) (Linde et al., 1980), and the randomized
local search (RLS) Fr€anti and Kivij€arvi, 2000. A
better idea is to integrate the SC cost function
directly in the clustering algorithm as done in
Gyllenberg et al. (1997) and Fr€anti et al. (2000).
The vector-to-cluster distance for the classification
*Corresponding author. Tel.: +358-13-251-7931; fax: +358-
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of the vectors must then be re-defined correspond-
ingly. Euclidean distance (L2-norm) provides the
optimal classification of the data vectors for the
minimization of the MSE, but not for the SC.
The optimal classification for SC is given by the
Shannon code length (CL) function (Gyllenberg
et al., 1997). It represents the entropy of the binary
vector when coded by the probability model of the
particular cluster.
Surprisingly, the CL distance introduces a new
problem that never arises with the L2-distance.
This is illustrated in Fig. 1, in which we classify the
black point according the two existing clusters.
The probability distribution of the leftmost cluster
indicates the point belongs to this class with a low
probability. Nevertheless, the probability distri-
bution of the rightmost cluster have zero variance
in the horizontal dimension ðrx ¼ 0Þ resulting in
zero probability and infinite entropy. As a conse-
quence, the point will be classified to the leftmost
cluster.
This infinite entropy problem happens often in
the classification of multi-dimensional binary data
vectors. It has therefore been necessary to make
modifications to the existing clustering algorithms
when SC has been applied as a cost function.
Previously, the problem has been solved in Gyl-
lenberg et al. (1997) and Fr€anti et al. (2000) by
applying the clustering algorithms first using the
sub-optimal but less problematic L2-distance. The
CL distance is then applied in the last stage of
the algorithm when the global clustering structure
has already settled down and only fine-tuning of
the solution takes place. The drawback of this
approach is that similar patch should be made for
every clustering algorithm that is to be applied
with the SC.
In this paper, we propose a more general solu-
tion to the infinity problem by proposing a new
DSC distance function. The distance function is
derived directly from the difference of the cost
function value before and after the classification. It
therefore implicitly takes into account the change
in the class distribution caused by the re-classifi-
cation of the data vector, and in this way, avoids
the infinity problem. The DSC is general in the
sense that it applies to any clustering algorithm
and no more patches are therefore needed. The
effect of the new distance function is demonstrated
by implementing it with two clustering algorithms.
The rest of the paper is organized as follows. In
Section 2, we define the clustering problem of bi-
nary vectors, and give the simplified formalization
of the SC. The SC function is then applied within
two clustering algorithms as the cost function, and
the CL distance is employed in the RLS and GLA
algorithms as a practical vector-to-cluster distance.
In Section 3, we introduce the new DSC function
derived from the SC difference of the old and new
classification when a data vector is moved from
one class to another. In Section 4, we make per-
formance comparisons of the different variants
including the RLS and GLA algorithms, and the
DSC, CL and L2 distance functions.
2. Clustering by minimizing SC
We use the following notations:
N: number of data vectors,
M: number of groups,
D: dimension of vectors,
X: set of N data objects X ¼ fx1; x2; . . . ; xNg,
P: partition indices of xi : P ¼ fpi j i ¼ 1; . . . ;
Ng,
C: set of cluster centroids C ¼ fcj j j ¼ 1; . . . ;
Mg.
The goal of the clustering is to partition a given
set of N data vectors into a number of groups so
that a given cost function is minimized. In the
clustering process, we must solve both the number
of clusters (M) and their location (ci). The clus-
tering result is described by the partition (P) of the
data set by giving for each vector (xi) the cluster
index (pi) of the group, which it belongs to. WeFig. 1. Illustrative example of the problem in the CL distance.
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consider a set of d-dimensional binary data vec-
tors.
2.1. Stochastic complexity
SC can be applied to the clustering by finding
the minimum description of the data via using a
clustering model. SC measures the information
content of the data, and it is defined as the shortest
possible code length for the data obtainable by
using a set of class distributions. SC includes both
the model parameters and the coding of the data in
the measurement.
Suppose that we have classified the data vectors
into M groups described by the partition of the
data. The model of the class j can then be de-
scribed by the probability distribution within the
class in each dimension:
cij ¼ nij=nj ð1Þ
where nj is the number of binary vectors in the
class j, and nij is the number of vectors having the
ith coordinate value 1. The probability vector cj of
the class j is also the centroid (average vector) of
the cluster.
The simplified approximation of the SC func-
tion in Gyllenberg et al. (1997) can be described
using the class distribution models as:
SC ¼
XM
j¼1
nj
Xd
i¼1
h
nij
nj
 
þ
XM
j¼1
nj log njN
 
þ d
2
XM
j1
log maxð1; njÞ ð2Þ
where h measures the entropy of a binary distri-
bution
hðpÞ ¼ p logðpÞ  ð1 pÞ logð1 pÞ ð3Þ
Since every vector is classified to some group, it is
known that
P
nj ¼ N . Moreover, N logN in the
middle term is a constant and, therefore, the
equation can be simplified as:
SC 
XM
j¼1
nj
Xd
i¼1
h
nij
nj
 
þ
XM
j¼1
nj log nj þ d
2

XM
j¼1
log maxð1; njÞ ð4Þ
However, the simplified Eq. (4) above could make
SC negative. The first part of the SC function
measures the intra-class information as the code
length when every data vector is coded according
to the class probability model. The code length is
calculated by multiplying the number of vectors in
each cluster (nj) by the average entropy (h) of the
cluster. The second part measures the inter-class
information as the code length of the partition. It
can be calculated by the number of vectors in each
cluster (nj) multiplied by the average entropy of
the corresponding cluster index. The third part
measures the information of the model as the code
length of the class distribution when described by a
series numbers between ½1::nj.
2.2. Clustering algorithm
The SC can be applied for the clustering prob-
lem as follows. We first find approximation solu-
tions for every reasonable number of groups using
any clustering algorithm. The solutions are then
evaluated, and the one that minimizes the SC is the
final result of the clustering. This search strategy
can use any clustering algorithm to find the indi-
vidual solutions. In the following, we recall two
clustering algorithms: the GLA by Linde et al.
(1980), and the RLS by Fr€anti and Kivij€arvi
(2000).
The pseudocode of the GLA is shown in Fig. 2.
The algorithm takes any initial solution (here the
partition P) as an input, and iteratively fine-tunes
the solution by repeating two operations in turn.
The first operation calculates the centroids of the
clusters, and the second operation re-partition the
data vectors according to the new set of centroids.
Fig. 2. Pseudocode for the GLA.
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The algorithm is iterated until no more improve-
ment appears in the solution. The method is simple
to implement, and has been widely used for the
clustering problem as such, or integrated with
more complicated methods.
The pseudocode of the RLS is shown in Fig. 3.
The method takes any initial solution, which is
then improved by a sequence of operations. At
each iteration phase, the algorithm creates a new
candidate solution by making a small change to
the current clustering structure. First, a randomly
chosen cluster centroid (cj) is replaced by a ran-
domly chosen data vector (xi). This moves the
cluster location to another part of the vector space.
The partition is then adjusted by a local repartition
operation, which consists of the two steps as
shown in Fig. 4. In the first step, the old cluster is
removed by re-partitioning its data vectors to
other clusters. In the second step, the newly cre-
ated cluster is populated by attracting data vectors
from the neighboring clusters. The modified clus-
tering is fine-tuned by the application of the GLA.
The new candidate solution is then evaluated and
accepted only if it improves the previous solution.
Otherwise, the candidate solution is discarded and
the previous solution remains as the starting point
for the next iteration.
The GLA and the RLS are both applicable for
the clustering task and also rather simple to im-
plement. The RLS is less sensitive to the initial-
ization because it is capable of making global
changes in the clustering structure (by random
swapping of the clusters), and therefore, correct
the incorrect settlement of the initial clustering. If
the GLA is to be used, it should be repeated sev-
eral times in order to reduce the dependency on the
initialization.
2.3. Shannon code-length distance
The clustering algorithms employ a distance
function d, which measures the vector-to-cluster
distance, and is used for the classification of the
vectors during the clustering process. Usually the
distance function is defined as the Euclidean dis-
tance (L2-norm) between the data vector xi and the
particular cluster centroid cj:
dEðxi; cjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd
k¼1
kxik  cjkk2
vuut ð5Þ
This gives optimal classification for the minimi-
zation of the MSE but not for the SC. The optimal
classification for the SC is given by the Shannon
code-length function CLðxi; cjÞ in Gyllenberg et al.
(1997).
dCLðxi; cjÞ ¼ 
Xd
i¼1
ð1  xiÞ logð1 cijÞ þ xi log cij
 log nj
N
ð6Þ
It measures the code length when the data vector
(the summation term in the equation) and its class
index (second term in the equation) are coded
using the given model. In principle, the CL dis-
tance is well defined, but in practice, it has a fun-
damental problem in its definition, which will be
explained by the following example.
Consider a single cluster c1 consisting of the
following three data vectors: x1 ¼ ð0; 0; 0Þ, x2 ¼
ð0; 1; 0Þ and x3 ¼ ð1; 0; 0Þ. The corresponding class
Fig. 3. Pseudocode for the RLS.
Fig. 4. Pseudocode for the local repartition operation.
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probability distribution of the cluster is c1 ¼ ð0:33;
0:33; 0:00Þ. The distances of the vectors can now be
calculated using the CL distance:
dCLðx1; c1Þ ¼ 0:58þ 0:58þ 0:00 ¼ 1:17
dCLðx2; c1Þ ¼ 0:58þ 1:58þ 0:00 ¼ 2:17
dCLðx3; c1Þ ¼ 1:58þ 0:58þ 0:00 ¼ 2:17
The second term of Eq. (6) is omitted in this ex-
ample for simplicity. Let us then consider a fourth
vector x4 ¼ ð0; 0; 1Þ, which is equally close to the
cluster according to the Euclidean distance, but
the CL distance gives the following result:
dCLðx4; c1Þ ¼ 0:58þ 0:58þ1 ¼ undefined
The problem can appear when there is a uniform
bit distribution in any dimension, and the data
vector has different value in the same position. The
homogenous bit distribution indicates that there is
no uncertainty and the entropy of the contradict-
ing value would therefore approach infinite. This is
a serious flaw especially in the local re-partition
procedure of the RLS. It creates new clusters
starting from a singular cluster, which evidently
has uniform bit distribution. As a consequence, no
other data vectors (except equal ones) can ever be
classified to this cluster.
The problem of the CL distance is that even
though it measures the uncertainty of the classifi-
cation, it does not take into account the uncer-
tainty of the model itself. In other words, the bit
distribution of the class model is indeed homoge-
neous, but the model is only an approximation and
subject to change during the clustering process.
Zero-probability is therefore not a feasible ap-
proximation of the classification.
The infinite values could be avoided by pre-
venting the centroids to take values 0 and 1. This
can be achieved, for example, given binary data
vector x, by taking the centroid values to be mean
vector of x and cj. If some coordinate of cj equals
to 0 or 1 value, the number of vectors in jth cluster,
nj can be taken as a parameter of CL distance
function. Obviously, cj can be replaced with a new
vector, which is the centroid of jth cluster after
vector x is put into cluster j.
cij ¼ njcij þ xinj þ 1 cij 6¼ xi ð7Þ
If cj ¼ x, CL distance is adopted as log2 ðNÞ. An-
other condition on CL distance value is considered
as follows:
xi log cij þ ð1 xiÞ logð1 cijÞ ¼ 0
cij ¼ xi; cj 6¼ x ð8Þ
This patch, however, does not remove the problem
itself as it merely assigns a low probability instead
of a zero value. Additional modifications have
therefore been necessary for the clustering algo-
rithms so that the CL distance could have been
used properly in the GLA and in the RLS. For
example, in the algorithms presented in Gyllenberg
et al. (1997) and Fr€anti et al. (2000) the CL dis-
tance is applied only in the last step of the clus-
tering process when the global clustering structure
has already settled down, and only fine-tuning of
the solution takes place. The problem of this ap-
proach is that it is not trivial to determine the stage
of the clustering process, when it would be safe
enough to start to use the CL distance.
To sum up, the problem with the CL distance is
fundamental in its nature. It is therefore better to
fix it than to find patch for every clustering algo-
rithm that is to be applied.
3. DSC distance function
We introduce a new vector-to-cluster distance
function denoted as DSC distance. It is based on a
design paradigm, in which the distance function is
derived directly from the difference of the cost
function value before and after the classification of
a data vector. The main advantage of this design
philosophy is that it implicitly takes into account
of the changes in the clustering model caused by
the classification. It is also general in the sense that
it does not depend on the chosen clustering algo-
rithm and should therefore be applicable with any
distance-based clustering method.
The DSC distance function is always defined
relative to a given model. We can therefore assume
that we have a model, for which we can calculate
the SC value. If we then consider the distance
P. Fr€anti et al. / Pattern Recognition Letters 24 (2003) 65–73 69
calculation as a movement of the data vector from
one group to another, we can define the dis-
tance function as the difference in the SC of the
clustering before and after the movement of the
data vector. Given two classes j1, j2 and a binary
vector x, which we consider to move from the class
j1 to class j2, the SC function in (2) value after the
movement is:
SC 
XM
j 6¼j1;j2
nj
Xd
i¼1
h
nij
nj
 
þ
X
j 6¼j1;j2
ðnj log 2ðnjÞÞ
þ d
2
XM
j6¼j1;j2
log maxð1; njÞ  ðnj1  1Þ
 logðnj1  1Þ  ðnj2 þ 1Þ logðnj2 þ 1Þ
þ
Xd
i¼1
ðnj1

 1Þh nij1  xi
nj11
 
þ ðnj2 þ 1Þh
nij2 þ xi
nj2 þ 1
 
þ d
2
ðlog maxð1; nj1  1Þ
þ log maxð1; nj2 þ 1ÞÞ þ N logN ð9Þ
We can then calculate the difference between the
SC function values of the old clustering (before the
movement) and the new one (after the movement)
as:
SC-diffðx; j1; j2Þ ¼
Xd
i¼1
nj1
  1h nij1  xi
nj1  1
 
 nj1h
nij1
nj1
 
þ ðnj2 þ 1Þh
nij2 þ xi
nj2 þ 1
 
 nj2h
nij2
nj2
 
þ ðnj1  d=2Þ
 log nj1 þ ðnj2  d=2Þ
 log nj2  ðnj2 þ 1 d=2Þ
 logðnj2 þ 1Þ  ðnj1  1 d=2Þ
 logðnj1  1Þ nj1 > 1
SC-diffðx; j1; j2Þ ¼
Xd
i¼1
nj2
 þ 1h nij2  xi
nj2  1
 
 nj2h
nij2
nj2
 
þ ðnj2  d=2Þ log nj2
þ ðd=2 nj2  1Þ logðnj2 þ 1Þ
nj1 ¼ 1 ð10Þ
The SC-diff takes zero value if j1 ¼ j2. Negative
values are obtained when the movement of the
vector improves the solution, and positive values
otherwise. The SC-diff could now be applied as
such in the cases when we re-classify a vector in an
existing solution.
In the SC-diff function we assume that the given
vector is already classified into some class. In
general, however, this is not the case but we must
be able to define a more general distance function
that depends only on the vector xi and on the
candidate cluster cj. For example, in the reparti-
tion procedure of the RLS algorithm, we classify
vectors whose previous class has been removed.
More general DSC function can be derived from
(10) as follows.
The classification can be considered as a two-
step procedure, in which we first remove the vector
xi from the class j1 and then add it to the class j2
For a given vector xi the cost of the removal is
constant. This means that the parameters N, nj1 ,
nij1 are fixed in the classification, and as a conse-
quence, we can consider only the cost of adding
the vector in class j2 and ignore the removal part in
the formula. Thus, the DSC ðj1 6¼ j2Þ can be de-
fined merely as the cost of the addition
DSCðx;Cj2Þ ¼
Xd
i¼1
nj2
 þ 1h nij2 þ xi
nj2 þ 1
 
 nj2h
nij2
nj2
 
þ ðnj2  d=2Þ log nj2
þ ðd=2 nj2  1Þ logðnj2 þ 1Þ
þ logN ð11Þ
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This gives the same result as the SC-diff with the
difference of a constant. The only exception is
when we measure the distance of xi to the cluster,
in which it is already included ðj1 ¼ j2Þ. In this
case, we should use ðnj1  1Þ as the class size in-
stead of nj1 because the class size does not increase
due to the classification. Thus, if the previous
classification is known, we should apply the fol-
lowing equation for this special case:
DSCðx;Cj2Þ ¼
Xd
i¼1
nj1h
nij1
nj1
 
 ðnj1  1Þh
nij1  xi
nj1  1
 
þ ðd=2 nj1Þ log nj1
þ ðnj1  1 d=2Þ logðnj1  1Þ
þ logN
j1 ¼ j2; nj1 > 1
DSCðx;Cj2Þ ¼ logN j1 ¼ j2; nj1 ¼ 1 ð12Þ
Hence, DSC distance as in Eq. (11) is applicable as
vector-to-cluster distance in all cases, although it
underestimates the distance in the case when the
vector is already included in the class. The special
case of (12) should therefore be used when appli-
cable to give more exact value.
4. Test results
We use three binary data sets to test the new
method: DNA-1, DNA-2, Normal. The features of
the first two sets (DNA-1 and DNA-2) were ex-
tracted from analysis of DNA samples of fishes
(presence or absence of given DNA fragment) in
biological research experiments. There are 215 52-
dimensional binary vectors in (DNA-1) and 260
60-dimensional vectors in DNA-2. The third set
(Normal) was artificially created by generating 265
binary vectors into 10-dimensional vector space
with 12 clusters.
We study first the DNA-1 and DNA-2 sets when
clustered using the RLS and GLA methods. The
RLS was performed 80 iterations. The results in
Figs. 5–8 show that theDSC distance and L2-distance
Fig. 5. Clustering results by the RLS algorithm for DNA-1.
Fig. 6. Clustering results by the GLA algorithm for DNA-1.
Fig. 7. Clustering results by the RLS algorithm for DNA-2.
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come up with much better results than CL distance
in RLS algorithm. It seems that there is no
big difference between DSC distance and L2-
distance when they are employed in RLS. The
difference, however, can be significant when the
correct number is to be determined in the stepwise
search.
The result with the GLA is quite different from
that of the RLS, mainly because the variance of
the results is much greater. The CL distance still
performs worse than the L2-distance, but the DSC
distance is now clearly better than the L2-distance
almost with respect to every number of clusters. It
is expected that the correct result would be reached
more reliably using the DSC distance. The draw-
back of the DSC distance is takes much more time
to compute than the L2-distance.
Table 1 summarizes the clustering and classifi-
cation results for the Normal data set. It is the only
data set for which the real classification is known,
and thus, classification rate could be calculated.
The results show that employing RLS by DSC
distance gives the best performances both in terms
of best clustering result (smallest SC values), and
the highest classification rate. The RLS algorithm
found the correct number of clusters also with the
L2-distance and CL distance but the corresponding
classification rates were smaller. The GLA, how-
ever, was able to find the correct result (12 clusters)
only by using the DSC distance.
5. Conclusions
We proposed a new vector-to-cluster distance in
the classification problems of binary vectors by
minimizing SC. The distance function was applied
both in the GLA and RLS algorithms.
Experiments show that RLS by DSC distance
gives the best clustering performance in minimizing
SC among all the variants considered, and the
highest classification rate. In most cases, the mod-
ified CL distance performs even worse than the
L2-distance. It is somehow difficult for the stepwise
GLA to deliver satisfactory results in solving the
correct number of clusters, even by using the DSC
distance. The L2-distance is moderately effective to
classify simple data. Among the three distances, the
DSC distance is the most precise to minimize sto-
chastic complexity.
Our approach by using DSC distance is general
in its nature as the same design paradigm can be
applied with any other cost function too.
Fig. 8. Clustering results by the GLA algorithm for DNA-2.
Table 1
The classification results of the RLS and GLA algorithms with the L2-distance, CL-distance and DSC-distance
RLS algorithm GLA algorithm Real classifi-
cationL2 CL DSC L2 CL DSC
SC 1865.2 1867.2 1857.6 1924.1 1920.6 1862.5 1856.5
Number of
clusters
12 12 12 6a 6a 12 12
Classification
rate
96.98% 92.83% 98.87% 74.34% 87.55% 91.32% 100%
aThe classification rates are calculated from the clustering of 12 clusters even though smaller SC-value was found with 6 clusters.
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ABSTRACT 
The generalized Lloyd algorithm is one of popular 
partition-based algorithms to construct the codebook in 
vector quantization. We propose the Delta-MSE 
dissimilarity measurement between training vectors and 
code vectors based on the MSE distortion function. The 
Delta-MSE function is heuristically derived by calculating 
the difference of MSE distortion before and after moving a 
training vector from one cluster to another. We show that 
the Delta-MSE dissimilarity applies also to minimizing the 
F-ratio validity index of the vector quantizer. We 
incorporate the underlying dissimilarity into the 
generalized Lloyd algorithm in vector quantization with 
the initial codebook derived from the PCA-based k-d tree 
algorithm. Experimental results show that the proposed 
dissimilarity generally achieves better performance than 
the L2 distance in constructing the codebook of vector 
quantization. 
1. INTRODUCTION 
Vector quantization (VQ) s a method for data reduction 
that is widely used in low bit rate compression of image 
and audio data source [1, 2]. The objective of vector 
quantization is to search a M set of code vectors 
(codebook) with the minimum distortion between training 
vectors and their representative code vectors.  One of most 
cited partition-based algorithms is the generalized Lloyd 
algorithm (GLA). It basically consists of two steps: the 
assignment of each training vector with a class label by 
finding its closest code vector and the computation of code 
vectors. There are many improved versions of the GLA 
algorithm such as the genetic GLA algorithms [3], the 
randomized local search algorithms [4, 5] and the fast 
implementations of GLA [6-7]. The standard GLA is 
applied as an integral part of the vector quantization 
algorithms above. Either the genetic algorithms or the 
randomized algorithms run the GLA algorithm many times 
during one run of the algorithms. The computation in the 
GLA mainly relies on the distance calculations between 
the training vectors and the code vectors. The fast 
implementations of GLA such as PDS [8] and MPS [9] 
reduce a number of distance calculations after several runs 
of partition in GLA. The GLA vector quantization 
algorithm can be also considered as a clustering algorithm 
on training sets. Hence its dissimilarity function or 
distance function can be reformulated to improve vector 
quantization performance. 
The distortion function of VQ is always defined by the 
total dissimilarities between all training vectors and their 
code vectors. The definition of a new dissimilarity 
function often leads to the re-formalization of the 
distortion function, which also requires that the code 
vectors are re-computed consistently to minimize the 
distortion function. However, in this work, a heuristic and 
non-symmetric dissimilarity function is analytically 
induced from the predefined distortion function. The 
considered approach takes account into the dynamic nature 
of the GLA partition process, in which the cluster 
parameters (the cluster sizes) are subject to change all the 
time during the run of the algorithm. The above design 
paradigm can be applied to the MSE distortion function to 
derive a dissimilarity function between training vectors 
and code vectors. 
The structure of this paper is organized as follows: We 
first describe the design paradigm of the Delta-MSE 
dissimilarity based on one partition of training vectors. In 
the following section, we show that the Delta-MSE 
dissimilarity is applicable also to the F-ratio clustering 
validity index. Then the algorithm is Delta-MSE 
dissimilarity incorporated into the GLA algorithm in next 
section. In experimental section, performance comparisons 
are reviewed between the Delta-MSE dissimilarity and the 
L2 distance. Finally, the conclusions are drawn. 
2. DELTA-MSE DISSIMILARITY 
The aim of vector quantization is find the partition of the 
training set with the minimum distortion between all 
training vectors and their code vectors. The standard GLA 
vector quantization is an optimization problem specified 
by the minimization of the MSE function: 
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where 
N  is the number of data vectors; 
k  is the number of clusters (NOC);
X = { x1, x2,……xN } is  a set of N training vectors;   
P = { pi | i = 1,……N } is the set of class labels;  
C = { cj |  j = 1,…k } is the set of code vectors. 
Assuming that a training vector x is moved from cluster 
i to cluster j, the change of the MSE function [10] caused 
by this move is: 
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where ni and nj are two cluster sizes respectively. The first 
part in the right hand side of equation (2), representing the 
increased value of the total variance of cluster j caused by 
this move, is denoted the addition cost. The second part, 
representing the decreased value of total variance of 
cluster i, is denoted the removal cost. The addition cost
can be interpreted as the dissimilarity between training 
vector x and code vector cj (x is outside cluster j). A 
smaller cluster size nj obviously makes the addition cost
more different from the L2 square distance. 
It should be noted that the change of variance by 
adding a training vector into one cluster is equivalent to 
the change of variance by removing the training vector 
from the new cluster. Hence the second part can be 
interpreted as the dissimilarity between training vector x
and its former code vector ci. Obviously, the training 
vectors in sparse clusters are moved frequently by the 
dissimilarity than those in dense clusters. The Delta-MSE 
dissimilarity between training vector xi and code vector cj
is defined as: 
2||||),( jiijjiMSE cxwcxD −⋅= (3)
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The square L2 distance in equation (3) can be replaced 
with the standardized L2 distance as: 
)()(),( 1 ji
T
jiijjiMSE cxDcxwcxD −−⋅=
−
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where D is the diagonal matrix with diagonal elements 
given by vj, which denotes the variance of the variable x
j
over the N training vectors. The distribution of cluster 
sizes determines the clustering performance of the Delta-
MSE dissimilarity. The sparser one cluster is, the more 
different the Delta-MSE dissimilarity can be in 
comparison to the L2 norm. When the codebook szie is 
increased, most of clusters become sparser. In this case, 
the proposed dissimilarity enables more reassignments of 
the training vectors in sparse clusters, consequently 
increasing the number of vector reassignments. The Delta-
MSE dissimilarity therefore yields the better VQ distortion 
than the L2 distance. 
3. F-RATIO VALIDITY INDEX 
Many iterative clustering algorithms rely on F-ratio 
validity index in estimation of the codebook size. The F-
ratio in is defined as the ratio of within-groups variance to 
between-groups variance. The total variance of the 
training set can be decomposed into the sum of within-
groups variance and between-groups variance as: 
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where x is the mean vector of training set. The F-ratio is 
an extension of Fisher’s discriminant to measure the 
separability between clusters. The F-ratio clustering 
validity is calculated as the ratio of the total within-groups 
variance against the total between-groups variance as: 
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The smaller the F-ratio is, the more separated the clusters 
are. The F-ratio validity index is useful in the estimation of 
codebook size, which also relies on the geometrical 
structure of training source. 
Since the Delta-MSE dissimilarity is analytically 
derived from the MSE distortion, if the removal cost DMSE
(x, ci) is greater than the addition cost DMSE (x, cj), the 
MSE distortion will decrease after this movement. In the 
partition phase, the training vector x is inclined to move 
into the cluster with the minimum addition cost, which 
brings the greatest decrease of MSE value. In the 
following, we will show that the property holds on to the 
F-ratio validity index as well. 
Lemma: Given the partition of the training set that 
assigns training vector x into cluster i, if the addition cost
DMSE(x, cj) is greater than the addition cost DMSE(x, cl), the 
F-ratio F(x, cj) after moving x to cluster j is greater than 
the F-ratio value F(x, cl) after moving x to cluster l.
Proof of Lemma: Suppose that training vector x is 
moved from cluster i to cluster j and cluster l respectively.  
From equation (3) and (7), the difference of F(x, cj) and 
F(x, cl) is calculated as: 
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The total variance σ(X) is a positive constant; σ(X)-MSE(x,
j) and σ(X)-MSE(x, l), representing the between-group 
variances after the two movements respectively, are also 
positive. Thus, the value of equation (10) is positive if and 
only if DMSE(x, cj) is greater than DMSE(x, cl), which proves 
the lemma. 
4. IMPLEMENTATION OF GLA ALGORITHM 
The Delta-MSE dissimilarity is incorporated into the 
generalized Lloyd algorithm in this work. The 
incorporated GLA algorithm can also be accelerated by 
the triangular inequality elimination technique (TIE) by 
Chen and Hsieh [11]. The values of all weight numbers 
{wij | i = 1, … N, j = 1, … k} are reserved in two k-
dimensional arrays in each partition phase. The partition 
of training vectors by the Delta-MSE dissimilarity can also 
be exactly accelerated by application of two triangular 
inequalities. The number of Delta-MSE calculations can 
be reduced by the following two inequalities: 
||||)1(|||| xc
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where x is training vector, ca and cb are its nearest code 
vector and farthermost code vector found so far; cj is the 
code vector to be detected. If one of the above equations 
holds, the calculation of DMSE(x, cj) can be avoided. A 
practical implementation of the acceleration utilizes the 
k×k matrix of the L2 distances between code vectors. The 
calculation of the matrix usually takes O(k2d) time. 
Assuming that k << N, the accelerated partition with the 
Delta-MSE dissimilarity takes O(d(k-s)N) time where s is 
the average number of avoided Delta-MSE calculations in 
reassignments of all training vectors.  
The initial code vectors here are chosen by a k-d tree
algorithm based on the nested principal component 
analysis, which is proposed in [12-13]. The code vectors 
are selected as k number of k-d tree bucket centers. The k-
d tree algorithm ensures that its bucket centers can be as 
appropriate candidate code vectors as training vectors. The 
time complexity of selecting the initial code vectors from 
k-d tree buckets is O(dkN).
Table 1: Comparison between the L2 distance and the 
Delta-MSE dissimilarity 
Dataset MSE F-ratio 
L2 8.381 1.908 
Air5 
Delta-MSE 8.298 1.888 
L2 269.2 6.240 
Bridge 
Delta-MSE 267.0 6.185 
L2 5744 57.72 
Bridge2 
Delta-MSE 5654 55.88 
L2 202.4 3.177 
Camera 
Delta-MSE 190.5 2.974 
L2 5.202 1.683 
Housec5 
Delta-MSE 5.119 1.656 
1.79
1.82
1.85
1.88
1.91
1.94
1.97
48 52 55 63 67
Number of clusters
F-ratio
L2
Delta-MSE
Fig. 1: F-ratios of the vector quantizers for Air5
5. EXPERIMENTAL RESULTS 
We first study the training sets generated from four 
standard images: Air5 and Housec5 are the training sets 
with the RGB-values from image Airplane and House - 
quantized to 5 bits per color; Bridge and Camera are the 
training sets with 4×4-blocks from image Bridge and 
Cameraman; Bridge2 is the training set with 4×4 binarized 
blocks from image Bridge. Both L2 norm and Delta-MSE 
dissimilarity are tested in the standard GLA algorithm. 
The initial code vectors are selected from the PCA-based 
k-d tree bucket centers. The average MSE and F-ratio 
values over the codebook size from 48 to 70 are displayed 
in table 1. The F-ratios of Air5 are plotted against the 
number of clusters (codebook size) in figure 1.
It turns out in figure 1 that the Delta-MSE dissimilarity 
achieves significantly smaller F-ratio distortions than the 
L2 distance with the increase of codebook size. The 
clusters become sparser with the increased codebook size, 
which makes the Delta-MSE dissimilarity more different 
from the L2 square distance and consequently enables 
more heuristicity for minimizing the distortions. Table 1 
shows the proposed dissimilarity generally performs better 
than the L2 norm in the GLA based vector quantization. 
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Table 2: Comparison between the standardized L2 
distance and its corresponding Delta-MSE dissimilarity. 
Dataset MSE F-ratio Test Error 
L2 6712 22.57 5.888 
Speaker1 
Delta-MSE 4850 21.83 5.851 
L2 6379 22.82 5.535 
Speaker2 
Delta-MSE 6289 22.31 5.529 
L2 4596 22.89 5.118 
Speaker3 
Delta-MSE 4474 21.95 5.102 
L2 4614 21.84 5.546 
Speaker4 
Delta-MSE 4534 21.11 5.552 
L2 3208 19.82 4.941 
Speaker5 
Delta-MSE 3158 19.34 4.904 
5.55
5.65
5.75
5.85
5.95
6.05
6.15
30 36 39 44 51
Number of clusters
Test
Errror
L2
Delta-MSE
Fig. 2: Test errors of the vector quantizers for Speaker1.
We secondly study the five real speaker datasets from 
TIMIT speech corpus by using the stepwise GLA 
algorithm. The Delta-MSE dissimilarity in equation (5) 
and the standardized L2 distance are investigated in the 
GLA algorithm. Each dataset is separated into a training 
set and a test set (about 25%: 75%). The two 
dissimilarities are incorporated into the stepwise GLA 
algorithm. Then the vector quatnizers are tested by their 
test sets. The average test errors are shown in table 2. The 
average MSE and F-ratio values displayed in the table are 
calculated over the codebook size from 30 to 55. Figure 2 
plots the test error of the vector quantizers for Speaker1
against their codebook size. It turns out that the proposed 
dissimilarity generally has better performance than the 
standardized L2 distance in the GLA based vector 
quantization. With the increase of the codebook size, the 
performance gains of the proposed dissimilarity are 
increased. 
6. CONCLUSIONS
We have proposed Delta-MSE dissimilarity function 
between training vectors and code vectors. The 
dissimilarity function is calculated as the change of within-
group variance before and after moving a given training 
vector from one class to another. The dissimilarity 
function provides the heuristic direction of training vector 
movements, in which the VQ distortion function will 
possibly decrease most. Although derived from the MSE 
distortion, the dissimilarity function applies also to the 
minimization of the F-ratio validity index. 
The experimental results show that the proposed 
dissimilarity undermines more reassignments of training 
vectors than the L2 norm. With the increase of codebook 
size, the performance gains of the GLA algorithm is 
increased as well. 
The weakness of the Delta-MSE dissimilarity function 
lies in its non-symmetric formalization. The cluster size 
can be one of the dominant factors only if the cluster is 
sparse enough.  
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Abstract – K-Means clustering is a well-known tool in 
unsupervised learning. The performance of K-Means clustering, 
measured by the F-ratio validity index, highly depends on 
selection of its initial partition. This problematic dependency 
always leads to a local optimal solution for k-center clustering. 
To overcome this difficulty, we present an intuitive approach 
that iteratively incorporates Fisher discriminant analysis into 
the conventional K-Means clustering algorithm. In other words, 
at each time, a suboptimal initial partition for K-Means 
clustering is estimated by using dynamic programming in the 
discriminant subspace of input data. Experimental results show 
that the proposed algorithm outperforms the two comparative 
clustering algorithms, the PCA-based suboptimal K-Means 
clustering algorithm and the kd-tree based K-Means clustering 
algorithm. 
Keywords: K-Means clustering, discriminant analysis, dynamic 
programming. 
1 Introduction 
K-Means clustering is a famous unsupervised learning 
technique in the context of pattern recognition and 
machine learning. The objective of the convectional K-
Means clustering is to dig out the inherent partition inside 
data objects, namely, to search an optimal partition of data 
objects with the minimum value of the mean distortion 
function. Thus, the K-Means clustering is an optimization 
problem described by the minimization of the MSE 
function: 
2
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i cxN
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where 
N is the number of data samples;
k is the number of clusters;
d  is the dimension of data vector; 
X  = { x1, x2,……xN } is  a set of N data vectors;
P  = { p(i) | i = 1,…N } is class label of  X;
C = { cj |  j = 1,…k } are k cluster centroids. 
The main challenge for the conventional K-Means 
clustering is that its classification performance highly 
depends on its initially selected partition. In other words, 
with most of the randomized initial partitions, the 
conventional K-Means algorithm converges to a locally 
optimal solution.  The extended versions of K-Means such 
as K-Median [1], adaptive K-Means [2] and kernel K-
Means [4] were recently developed to overcome this local 
optimality problematic. The K-Median algorithm searches 
each cluster centroid from data samples such that the 
centroid minimizes the summation of the distances from 
all data points in the cluster to it.  The optimal adaptive K-
Means provides the conventional K-Means algorithm with 
an enhancement of fast convergence by approximating an 
optimal clustering solution with an adaptive learning rate. 
The improvement made the by this adaptive K-Means 
algorithm is based on the optimality criterion that clusters 
in the underlying partition of data source have the same 
variances when the number of clusters is large enough. 
The optimality criterion also provides a biased distance 
measurement [2] by weighting the square distance with 
the within-class variance. A state-of-art technique to 
attack the k-center clustering problem is the kernel version 
of K-Means clustering, which expresses its distance 
function in a form of kernel product of two data samples 
in a higher dimensional space, where data samples are 
more separable. Namely, the kernel machine solves the k-
center clustering problem in a highly dimensional Hilbert 
space instead of it original feature space. 
The optimization problem of k-center clustering in d-
dimensional feature space has been proved to be NP-
complete in k. The solution for k-center clustering in one 
dimensional space, however, can be solved by dynamic 
programming in O(kN) time [7]. An intuitive approach to 
estimate an initial partition closer to the global optimum is 
to apply the dynamic programming technique over some 
one-dimensional subspace of input data. In particular for 
Wu’s work on color quantization [8], this subspace was 
estimated by using principal component analysis (PCA) 
on input data. In other words, the dynamic programming 
technique can be performed over each principal 
component subspace obtained by PCA. Since the best 
principal direction can be selected only from d number of 
principal components, this estimated initial partition might 
be still far from the global optimum in the case of high 
dimensional data source. A departure from this limitation 
is to iteratively incorporate both the linear Fisher 
discriminant and the dynamic programming technique into 
the K-Means clustering. The initial partition of the K-
Means clustering at each iteration is estimated by using 
dynamic programming in the discriminant subspace of 
input data. The input class partition for the Fisher 
discriminant analysis at each iteration is selected by the 
output partition of the K-Means clustering at the former 
iteration. 
In this work, a suboptimal K-Means clustering 
algorithm is investigated based on the multi-class Fisher 
discriminant and dynamic programming.  In particular, a 
biased non-symmetric distance measurement, the Delta-
MSE dissimilarity, is incorporated into the proposed 
clustering algorithm. In second section, we describe the 
suboptimal K-Means clustering algorithm. In section 3, 
we briefly review the multi-class Fisher discriminant. In 
section 4, a heuristic biased dissimilarity, the Delta-MSE 
function, is introduced for K-Means clustering. In the 
experimental section, the proposed approach is compared 
to the other two K-Means clustering algorithms: the PCA-
based suboptimal K-Means algorithm [8] and the kd-tree
based K-Means clustering algorithm [5]. Finally, 
conclusions are drawn in section 6. 
Function   SubOptimalKMeans(X, k, m)
input:         Dataset X
   Number of clusters k
                   Number of iterations m
output:      Class labels POPT
C ← Randomly choose cluster centroids from X;
P ← K-Means(X, C, k);
fmin ← ∞
for j = 1 to m
w ← solve Fisher discriminant based on class label P;
Xw ← project input data X into discriminant direction w;
    Pw ← optimally solve k-center clustering problems on Xw
using dynamic programming; 
   C, P ← K-Means(X, Pw, k);
   fratio ← calculate F-ratio of P
if fratio < fmin then 
POPT ← P
 fmin ← fratio
end if 
end for  
Fig. 1. Pseudo-code for the proposed algorithm.  
2 Suboptimal K-Means Clustering 
As mentioned earlier, the conventional K-Means 
algorithm typically converges to a local minimum of mean 
square error (MSE). The algorithm is often initialized by a 
randomly chosen initial partition. However, in this sense, 
there is no guarantee of convergence to the global 
minimum. Motivated by Wu’s optimal solution for scalar 
quantization [7] and solution for color quantization [8], we 
iteratively apply the multi-class Fisher discriminant in 
estimation of the suboptimal initial partition instead of 
using only the d number of principal components. The 
Fisher discriminant at each iteration can be constructed 
from the output class assignments obtained by the K-
Means clustering at previous iteration. The application of 
dynamic programming in the discriminant direction leads 
to a suboptimal partition of data source in the discriminant 
subspace. Thus, the output suboptimal partition can be 
selected as the initial partition of K-Means clustering at 
next iteration. Namely, K-Means clustering and Fisher 
discriminant are performed once at each iteration. We 
have presented the pseudocodes of the proposed 
suboptimal K-Means clustering algorithm in figure 1. 
3 Multi-class Fisher discriminant 
Discriminant analysis is a powerful tool in finding a 
direction that best reveals the classification structure. The 
goal of its application in this work is to apply the 
discriminant classifier to form a convex partition in the 
projection subspace that best matches the partition 
obtained by K-Means clustering in original feature space. 
After the discriminant direction is determined, one can 
apply dynamic programming to all the projected data 
samples to improvingly optimize the partition in the 
projection subspace. The multi-class Fisher discriminant 
[8] lends us a tool to design a classifier that approximates 
the partition achieved by the convectional K-Means 
clustering algorithm. The separation of input classes in the 
projection direction w can be measured by the so-called F-
ratio validity index, F(w), defined as the ratio of between 
class variance and within class variance: 
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where nj is the sample size of class j. The multi-class 
linear Fisher discriminant is derived by the minimization 
of the F-ratio validity index in equation (2), i.e., 
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where SB is between class covariance matrix and SW is 
within class covariance matrix respectively: 
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The discriminant direction w can be estimated by 
computing the leading eigenvector of matrix SW –1 SB .
4 Delta-MSE dissimilarity 
In this work, Instead of L2 square distance, a heuristic 
distance measurement, the Delta-MSE dissimilarity, was 
taken into account for the K-Means algorithm as proposed 
in [9]. The Delta-MSE dissimilarity is analytically 
induced from the clustering MSE distortion by moving a 
given data sample from one cluster to another cluster. The 
dissimilarity is calculated as the change of the within-class 
variance caused by this movement. The design approach 
of Delta-MSE always takes into account the dynamic 
nature of the K-Means partition process, in which cluster 
parameters (cluster size) are subject to change all the time 
in the clustering algorithm. 
Assuming that a data sample x is moved from cluster i
to cluster j, the change of the MSE function caused by this 
move is: 
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The first part in the right hand side, representing the 
increased variance of cluster j caused by this move, 
denotes the biased dissimilarity between x and cj. as DMSE
(x, ci). The second part, representing the decreased 
variance of cluster i, denotes the dissimilarity between x
and ci as DMSE (x, ci). Thus, the Delta-MSE dissimilarity 
between data point xi and the cluster centroid cj can be 
defined as: 
2||||),( jiijjiMSE cxwcxD −⋅= (6)
and can be weighted by: 
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It is worth noting that the sparser the cluster is, the more 
different the Delta-MSE dissimilarity can be in 
comparison to the L2 distance. The weight wij makes the 
biased dissimilarity bigger than L2 square distance if xi is 
allocated in the cluster and smaller than L2 square distance 
otherwise. In the repartition of data samples driven by the 
biased dissimilarity, each sample is inclined to join or 
leave the sparser clusters more frequently than the denser 
clusters. Accordingly, the reassignments of data samples 
into their closest clusters are driven with the Delta-MSE 
dissimilarity more frequently than with the L2 square 
distance. Thus, the biased dissimilarity enables the 
suboptimal clustering algorithm with a faster convergence 
to the global optimum. 
5 Experimental results 
We have conducted experiments on the k-clustering 
problems of 5 real datasets from UCI machine learning 
repository [4]. In the experiments, we studied the 
proposed suboptimal K-Means clustering by two dynamic 
programming methods. In the first method denoted as 
LFD-I, we implemented dynamic programming by the 
MSE distortion function defined on the projection 
subspace. Although the first method converges to a global 
minimum [7] in one-dimensional projection subspace, in 
the second method denoted as LFD-II, we consider the 
MSE distortion function defined on the d-dimensional 
feature space in design of dynamic programming. Of
course, in practice, one can view this approach not only as 
an approximation algorithm but also as a heuristic 
algorithm. We also compared the two proposed methods 
with the two alternative clustering algorithms: the PCA-
based suboptimal K-Means algorithm and the kd-tree
based K-Means clustering algorithm. The kd-tree based 
K-Means algorithm selects its initial cluster centroids 
from the k- bucket centers of a so-called nested PCA kd-
tree structure. This kd-tree structure can be constructed by 
reccursively using principal component analysis. The two 
comparative K-Means clustering algorithms are here 
denoted as PCA and KD-Tree respectively. 
Glass
2,8
3,4
4
4,6
5,2
5,8
3 6 9 12 15 18 21 24
Number of clusters
F-ratio
KD-Tree PCA
LFD-I LFD-II
Heart
5
5,6
6,2
6,8
7,4
8
3 6 9 12 15 18 21 24
Number of clusters
F-ratio
KD-Tree PCA
LFD-I LFD-II
Image
2
2,6
3,2
3,8
4,4
5
3 6 9 12 15 18 21 24
Number of clusters
F-ratio
KD-Tree PCA
LFD-I LFD-II
Fig. 2. Fratio distortions obtained by using the four 
different K-Means clustering algorithms. 
The four K-Means clustering approaches are tested: 
PCA, LFD-I and LFD-II and KD-Tree over the five 
famous datasets from UCI machine learning repository [6] 
as boston, heart, glass, image and thyroid. The clustering 
performances of the four K-Means clustering algorithms 
are measured by the F-ratio clustering validity index. 
Figure 2 plots the F-ratio validity index obtained by the 
four K-Means algorithms over the datasets: glass, heart
and image. The F-ratio validity index is presented as the 
function of the number of clusters k. It can be observed 
that the two proposed algorithms in general outperform 
the other two comparative algorithms. In particular, with 
the number of cluster k increased, their clustering 
performance gains are much improved against the other 
two comparative algorithms.   
Among the four clustering algorithms, the proposed 
suboptimal K-Means algorithms based on the multi-class 
Fisher Discriminant analysis yield better results than the 
other tow algorithms. We also compared clustering results 
from the four algorithms on the practical number of 
clusters for each dataset.  Table 1 displays the F-ratio 
validity indices on the practical number of clusters for 
each dataset. Not surprisingly, the suboptimal K-Means 
algorithms based on the Fisher discriminant analysis 
achieve better F-ratio validity indices than the other two 
algorithms. 
Table 1: Performance comparisons of the four K-Means 
algorithms on the practical numbers of clusters 
Datasets k KD-Tree PCA LFD-I LFD-II 
boston 9 4.083 3.526 3.515 3.515 
glass 6 5.931 3.974 3.966 3.984 
heart 5 5.436 5.420 5.410 5.410 
image 7 3.556 2.622 2.615 2.499 
thyroid 3 2.265 2.265 2.264 2.264 
6 Conclusion 
We have proposed a new approach to the k-center 
clustering problem based on the linear Fisher discriminant 
analysis and the dynamic programming technique. The 
linear Fisher discriminant analysis serves as a tool of 
finding the subspace that best matches the classification 
structure obtained by the conventional K-Means clustering 
algorithm. Application of dynamic programming in the 
linear discriminant subspace improves the clustering 
partition of the K-means algorithms. The improved 
partition is considered as the initial partition of K-Means 
clustering in next iteration. Thus, a design technique for 
the iterative K-Means clusterings can be constructed by 
iteratively by incorporating the Fisher discriminant 
analysis and the dynamic programming technique. 
Experiment results show that the proposed approach in 
general outperforms the other two comparative K-Means 
algorithms: the PCA based suboptimal K-Means 
clustering algorithm and the kd-tree based K-Means 
clustering algorithm. In particular, by increasing the 
number of clusters, its classification performance gains 
are improved against the two comparative K-Means 
algorithms. 
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ABSTRACT 
K-Means clustering utilizes an iterative procedure that 
converges to local minima. This local minimum is highly 
sensitive to the selected initial partition for the K-Means 
clustering.  To overcome this difficulty, we present a 
heuristic K-means clustering algorithm based on a scheme 
for selecting a suboptimal initial partition.  The selected 
initial partition is estimated by applying dynamic 
programming in a nonlinear principal direction.  In other 
words, an optimal partition of data samples in the kernel 
principal direction is selected as the initial partition for the 
K-Means clustering. Experiment results show that the 
proposed algorithm outperforms the PCA based K-Means 
clustering algorithm and the kd-tree based K-Means 
clustering algorithm respectively. 
1. INTRODUCTION 
K-Means is a well-known technique in unsupervised 
learning and vector quantization. The K-Means clustering 
is formulated by minimizing a formal objective function, 
mean-squared-error distortion.  
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where
N  is the number of data samples; 
k  is the number of clusters; 
d is the dimension of data vector;
X  = { x1, x2,……xN } is  a set of N data samples;   
P  = { p(i) | i = 1,…N } is class label of  X;
C = { cj | j = 1,…k } are k cluster centroids. 
Due to its simplicity for implementation, the conventional 
K-Means can be applied to a given clustering algorithm as 
a postprocessing stage to improve the final solution [1]. 
However, the main challenge for the conventional K-
Means is that its classification performance highly relies 
on the selected initial partition. In other words, with most 
of randomized initial partitions, the conventional K-Means 
algorithm converges to a locally optimal solution. An 
extended version of K-Means, the K-Median clustering, 
serves a solution to overcome this limitation. The K-
Median algorithm searches each cluster centroid from data 
samples such that the centroid minimizes the summation of 
the distances from all data points in the cluster to it. 
However, in practice, there were no efficient solutions 
known to most of the formulated K-Median problems that 
are NP-Hard [2]. A more advanced technique [3] is to 
formulate the K-Means clustering as a kernel machine in a 
highly dimensional feature space. Namely, the kernel 
machine solves k-clustering problem in a highly 
dimensional Hilbert space instead of its input space.  
The optimization of k-clustering problems in d-
dimensional space has proved to be NP-hard in k, however, 
for one-dimensional feature space, a scheme based on 
dynamic programming [8] can serve as a tool to drive a 
globally minimal solution. Hence, a heuristic approach to 
estimate the initial partition for K-Means clustering is to 
tackle the clustering optimization problem in some one-
dimensional component space. Motivated by Wu’s work 
on color quantization [9], this can be solved by dynamic 
programming in the principal component subspace. In 
particular, a nonlinear curve can be selected as this 
principal direction, i.e. a kernel principal component [5]. 
Developed by Scholkopf et al. [6], the kernel principal 
component analysis (KPCA) is a state-of-art technique for 
feature extraction with an underlying nonlinear spatial 
structure, which transfers the input data into a higher 
dimensional feature space. In this sense, a kernel trick is 
utilized to perform operation in the new feature space, 
where data samples are more separable. Since the best 
principal direction can be selected only from d-number of 
principal components in the linear PCA, the estimated 
initial partition could be far from the global optima in the 
case of high dimensional data source. However, the kernel 
PCA can provide the same number of principal 
components as the number of input data samples. In a 
larger sense, data samples are more separable in the 
nonlinear principal curve direction than in the linear one. 
Hence, an initial partition closer to the global optima can 
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be obtained by applying dynamic programming in the 
nonlinear principal curve subspace. 
In this paper, a heuristic K-Means clustering 
algorithm is investigated based on the kernel PCA and 
dynamic programming.  A biased distance measurement, 
the Delta-MSE dissimilarity, is incorporated into the 
proposed clustering algorithm instead of using the 
Euclidean distance. In next section, we describe the 
heuristic K-Means algorithm by using kernel PCA and 
dynamic programming. In section 3, we briefly review the 
technique of the kernel principal component analysis. 
Section 4 introduces the Delta-MSE dissimilarity for the 
K-Means algorithm. In experimental section, the proposed 
algorithm is compared to the two existing clustering 
approaches: the PCA based suboptimal K-Means 
algorithm [9] and the kd-tree based K-Means clustering 
algorithm [4]. Finally, conclusions are drawn in section 6. 
input:         Datasets X
   Number of clusters k
Number of principal components m
output:       Class membership POPT
Function   HeuristicKMeans(X, k, m)
W ← solve m number of kernel principal directions of X;
fmin ← ∞
for j = 1 to m
XPJ (j) ← project X on each kernel principal direction w(j);
    PI (j) ← solve k optimal clustering problems on each scalar 
variable XPJ (j) by dynamic programming; 
    P(j) ← solve K-Means clustering problem d-dimensional 
input space with initial partition PI (j);
   fratio ← calculate F-ratio of P(j)
if fratio < fmin then 
POPT ← P(j)
 fmin ← fratio
end if 
end for  
Figure 1.  Pseudocodes of heuristic K-Means
2. HEURISTIC K-MEANS CLUSTERING 
As mentioned earlier, the conventional K-Means algorithm 
typically converges to a local minimum of mean-squared-
error (MSE). The K-Means algorithm is often initialized 
with a randomly chosen partition. However, in this sense, 
there is no guarantee of convergence to the global optima. 
The optimization problem of k-clustering in d-dimensional 
feature space has been proved to be NP-complete in k.
Encouraged by the success of kernel PCA [5,6], we apply 
the kernel PCA in estimation of the suboptimal initial 
partition instead of using only the d number of principal 
components in Wu’s work on color quantization [9]. The 
nonlinear principal components are constructed by 
performing PCA in the higher dimensional feature space 
expanded by Mercy kernel functions. Application of 
dynamic programming in each nonlinear principal 
direction leads to an optimal partition of data samples in 
the projection subspace. Among the output optimal 
partitions in m number of principal directions, the partition 
with the minimum F-ratio clustering validity index is 
selected as the initial partition for K-Means clustering. 
The selection strategy leads to a smaller distortion 
between the suboptimal initial partition and the globally 
optimal solution. We present the pseudocodes of the 
proposed heuristic clustering algorithm in figure 1. 
3. KERNEL PCA 
Principal component analysis is one of the most popular 
techniques for feature extraction. The principal 
components of input data X can be obtained by solving the 
eigenvalue problem of the covariance matrix of X. This 
conventional PCA can be generalized as a nonlinear one, 
the kernel PCA, by Φ: Rd→F, a mapping from input data 
space to a highly dimensional feature space F. The space 
F and therewith also the mapping Φ might be very 
complicated. To avoid this problem, the kernel PCA 
employs a kernel trick to perform feature space operations 
by explicitly using the inner product between two points in 
the feature space: 
),())(),(( jiji xxKxx →ΦΦ (2)
Thus, its covariance matrix can be written as: 
∑
=
Φ Φ⋅Φ=
N
i
ii xxN
W
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For any eigenvalue of WΦ, λ ≥ 0, and its corresponding 
eigenvectors V∈F\{0}, the equivalent formulation of 
eigenvalue problem [6] in F can be defined as: 
αλα KN = (4)
where eigenvector V is spanned in space F as: 
∑
=
Φ=
N
i
ii xV
1
)(α (5)
and where Kij = K(xi, xj) and α = (α1,α2…αN)T. For the 
kernel component extraction, we compute projection of 
each data sample x onto eigenvector V
∑
=
=Φ
N
i
ii xxKVx
1
),()),(( α (6)
The kernel PCA allows us to obtain the features with high-
order correlation between the input data samples. In nature, 
the kernel projection of data samples onto the kernel 
principal component might undermine the nonlinear 
spatial structure of input data. Namely, the inherent 
nonlinear structure inside input data is reflected with most 
merit in the principal component subspace. 
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Figure 2: Fratio distortions obtained by using the four 
different K-Means clustering algorithms. 
4. Delta-MSE dissimilarity
Instead of using the Euclidean distance, we incorporate a 
heuristic distance measurement, Delta-MSE dissimilarity, 
into the K-Means clustering as proposed in [10]. This 
dissimilarity is analytically induced from the clustering 
MSE function by moving a data sample from one cluster 
to another, which is calculated as the change of the within-
class variance caused by this movement.  
Let a data sample x move from cluster i to cluster j,
the change of the MSE function caused by this move is: 
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The first part in the right hand side, the increased variance 
of cluster j, denotes the biased dissimilarity between x and 
cj. The second part, representing the decreased variance of 
cluster i, denotes the dissimilarity between x and ci. Thus, 
the Delta-MSE dissimilarity between data point xi and the 
cluster centroid cj is written as: 
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It is worth noting that the sparser the cluster is, the more 
different the Delta-MSE dissimilarity can be in 
comparison to the L2 square distance. In the repartition of 
data samples driven by this dissimilarity, each sample is 
inclined to join or leave sparse clusters more frequently 
than dense clusters. Thus, the heuristic dissimilarity 
enables the proposed clustering procedure to converge to a 
solution closer to the global optima. 
5. EXPERIMENTAL RESULTS 
We have conducted experiments on the k-clustering 
problems of 5 real datasets from UCI machine learning 
repository [7] and the datasets from 6 standard images: 
Bridge and Camera are the datasets with 4×4-blocks from 
image Bridge and Cameraman; Housec5 and Housec8 -
quantized to 5 bits and 8 bits per color respectively; 
Missa1 and Missa2 are the datasets with 4x4 vectors from 
the difference image of frame 1 and 2 for Miss American 
and the difference image of frame 2 and 3 respectively. 
We studied the proposed K-Means algorithm by two 
dynamic programming methods. In the first method 
denoted as KPCA-I, we implemented the dynamic 
programming by the MSE distortion defined only on the 
projection subspace. In the second method denoted as 
KPCA-II, we considered the MSE distortion defined on 
the whole d-dimensional input space in design of dynamic 
programming. Of course, in practice, one can view this 
approach as a heuristic algorithm for selecting the initial 
partition for the K-means clustering. We also compared 
the two proposed approaches with the two existing 
clustering algorithms: the PCA-based suboptimal K-
Means algorithm (denoted as PCA) and the kd-tree based 
K-Means clustering algorithm (denoted as KD-Tree). The 
kd-tree based K-Means algorithm selects the initial cluster 
centroids from the k-bucket centers of a kd-tree developed 
also by principal component analysis. 
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The four K-Means clustering approaches, PCA, 
KPCA-I and KPCA-II and KD-Tree, are tested over the 
five datasets from UCI repository and the six image 
datasets. The performances of the clustering algorithms 
are measured by the F-ratio clustering validity index. 
Figure 2 plots the F-ratio validity index obtained by the 
four K-Means approaches over the datasets: Camera,
Image (image segmentation data from UCI) and Missa1.
The F-ratio validity index is presented as the function of 
the number of clusters k. It can be observed that the two 
proposed methods in general outperform the other 
comparative algorithms. In particular, as the number of 
cluster k is increased, their clustering performances are 
much improved against the two others. Among the four 
clustering approaches, the proposed K-Means algorithms 
by the kernel PCA yield better results than the others. We 
also compare clustering results from the four algorithms 
with number of clusters k = 10 in table 1-2. Not 
surprisingly, the proposed heuristic K-Means algorithms 
achieve better F-ratio validity indices than the others. 
Table 1: Performance comparisons of the four K-Means 
clustering algorithms on the five real datasets from UCI. 
Datasets KD-Tree PCA KPCA-I KPCA-II 
boston 3.687 3.512 3.402 3.338 
glass 4.838 4.185 3.699 3.644 
heart 6.442 6.380 5.989 6.091 
image 3.843 2.733 2.575 2.575 
thyroid 2.687 1.868 1.802 1.769 
Table 2: Performance comparisons of the four K-Means 
clustering algorithms on the six image datasets. 
Datasets KD-Tree PCA KPCA-I KPCA-II 
bridge 2.213 2.225 2.117 2.087 
camera 1.166 0.8671 0.8268 0.7676 
housec5 1.224 1.223 1.112 1.111
housec8 0.4733 0.4586 0.4319 0.4338 
missa1 19.19 16.10 15.10 14.84 
missa2 21.35 16.26 15.01 14.89 
6. CONCLUSION
We have proposed a new approach to the k-clustering 
problem based on the kernel PCA and dynamic 
programming. Application of dynamic programming in the 
nonlinear principal direction obtained by the kernel PCA 
estimates a suboptimal initial partition for the K-means 
clustering. Since data samples are more separable in the 
nonlinear principal direction than in the linear one, an 
initial partition closer to the global optimum is achieved 
by the proposed selection scheme. A heuristic distance 
measurement, Delta-MSE function, is also incorporated 
into the proposed K-Means clustering algorithm instead of 
the Euclidean distance. Experiment results show that the 
proposed algorithm in general outperforms the two 
existing K-Means algorithms compared in this work. In 
particular, by increasing the number of clusters, its 
classification performance is improved against the two 
other algorithms. 
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Abstract. We consider and evaluate the context clustering method for lossless
image compression based on the existing LOCO-I algorithm used in JPEG-LS –
the latest lossless image compression standard. We employ the LOCO-I Med-
predictor to enroll the error pixels. The contexts are defined by calculating gra-
dient of current pixels. The three directional gradients are quantized with differ-
ent codebook size (7, 9, 19) respectively. The error pixels are then corrected and
encoded by the clustered-contexts. A main advantage of using the context clus-
tering method is that it can eliminate the storage of probability vector. An adap-
tive arithmetic encoder is also introduced to yield a higher compression rate.
1   Introduction
Lossless image compression has been widely used in many applications fields such as
picture archiving, geophysics surveying and telemedicine. Recently, several algo-
rithms have been developed so well as the benchmarks of image compression.
FELICS is a simple and efficient compression algorithm avoiding the time-consuming
arithmetic coding [1]. The latest JPEG-LS standard was implemented based on the
LOCO-I algorithm [2, 3]. CALIC, the Adaptive Context-based Lossless Image Codec
[4], was evaluated to be in best performance by the JPEG working group. Both of the
algorithms employ prediction techniques before context modeling. In addition to pre-
diction techniques, the continuous-tone image can be divided into a set of bitplane
images that are coded by CTW, the context tree weighting method [5]. An alternative
of bi-level image compression is context clustering [6], replacing the conditional
probability vector or density function in each context with the reference probability
vector in its cluster of contexts.  The method improves bi-level image compression
performance by reducing the storage of the probability density functions (PDFs).
Since the conditional probability density function in each context is represented as a
probability vector in a Euclidean space, context clustering can be used to quantize the
probability density functions of the existing algorithms. Thus, only the referenced
probability vectors need to be coded and transmitted to the decoder as a part of the
storage of the compressed file. To implement lossless image compression, we first
follow the LOCO-I Med-predictor. Then context clustering and an adaptive arithmetic
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coder are employed. We replace the fixed-size quantizer in LOCO-I with an optimized
quantizer. For reduction of PDF vector storage, the codeword of each corrected error
pixel is divided into two parts. Context clustering is implemented only in PDF vector
space by using the generalized Kullback-Leibler distance. Finally, we test the per-
formances of JPEG-LS, CALIC, BTPC (bit plane predictive coding) and our context
clustering algorithm for several gray-scale images. Experimental results show that the
proposed algorithm yields a similar compression rate with JPEG-LS but provides a
flexible framework and some variations of methods included in JPEG-LS.
2   Prediction
We first take a 4-pixel neighborhood as the context used for the prediction of current
pixel; see figure 1. Since the predictor in CALIC seems more complicated, we here
employ the LOCO-I predictor described in the right side of figure 1.
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Fig. 1. 4-pixel context in gray scale image and the Med-predictor in LOCO-I
The predicted error pixel is calculated as ε (t) = x(t) - xˆ (t) and will be corrected later
by bias cancellation for statistical modeling, where t is the current pixel position.
3   Context Modeling
The context modeling includes the following two steps: context quantization, and bias
cancellation. The context is determined by calculating three gradients between the four
context pixels: g1 = d - b, g2 = b - c, and g3 = c - a.
3.1   Context Quantization
Each gradient variable can be quantized either by a K-means quantizer or a fast scalar
quantizer [7]. The codebook size of g1, g2, and g3 is 7, 9, and 19 respectively. We here
assume that the value of g1 is very close to the value of g2 because they are the hori-
zontally neighboring gradients while g3 is the unique vertical gradient. We therefore
assume the number of quantized values for g3 should be more or less equal to the sum
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of the numbers for g1 and g2. Then contexts are merged according to the quantized
values. That is to say, the contexts with the identical quantized values are merged. The
number of models is reduced further by assuming that symmetric contexts
Ci = g1, g2, g3 and Cj = -g1, -g2, -g3 have the same statistical properties (with the
difference of the sign). The total number of models is thus:
( )( )
2
1)12()12(12 321 ++⋅+⋅+
=
TTTC (1)
3.2   Bias Cancellation
Since the quantized context C(t) is known both by encoder and decoder, the prediction
error pixel ε (t), which is used to recover the image pixel x(t), can be corrected adap-
tively by C(t). The adaptive correction is used to cancel the bias offset of TSGD dis-
tribution [3] due to the fixed predictor. We denote the estimated error pixel and the
corrected error pixel as εˆ (t) and ε (t) respectively. We here present the pseudo-codes
of the bias cancellation [8] as follows:
PROCEDURE BiasCancellation(x, xˆ ,C) return ε
  FOR q  1 TO NumberOfQuantizedContexts DO
    S(q)0;N(q) 1;
  FOR t  1 TO NumberOfImagePixels DO
    q  QuantizationIndexOf(C(t));
εˆ (t)  S(q) / N(q);
x (t)  xˆ (t) + εˆ (t);
ε (t)  x (t) – x (t);
    S(q)  S(q)+ ε (t); N(q)  N(q)+ 1;
    IF N(q)  128 THEN
      S(q)  S(q)/2; N(q)  N(q)/2;
  return ε ;
END PROCEDURE.
4   Statistical Modeling
To prepare for statistical modeling, we need to interleave the corrected errors into
non-negative region by a transformation in LOCO-I; see formula (4) in [2]. Then the
conditional PDF functions in quantized contexts can be calculated for the encoder.
However, the conditional PDF functions, which should be stored in the compressed
file, will take a large memory space. To reduce the storage of the PDF functions, we
here separate the corrected error pixel ε  into two variables, ε 1 and ε 2, which will be
coded separately. A simple solution is to divide each corrected error ε  by a constant
integer d = 16 and calculate the corresponding quotient and modulo as:
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4.1   Context Clustering
To reduce PDF function storage further, we employ context clustering in PDF vector
space and replace the PDF vector in each context with the reference PDF vector in its
context cluster. A given context C is represented by the pair of probabilities C = (f, p),
where f is the probability of the context C and p is the conditional PDF function or
vector of the corrected error pixel in the context C.
 An optimized codebook Y consisting of 11 reference vectors is generated by the K-
means clustering algorithm. The jth reference vector yj is calculated as:
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where L(i) is the partition table. Instead of the conditional PDF vector p, the reference
conditional PDF vector p  is used to encode all error pixels neighbored by any con-
text in cluster j.  The number of conditional PDF vectors used by encoder is therefore
reduced. To optimize the codebook Y in the PDF vector space {(f, p) | fR, pRdim},
we employ Kullback-Leibler distance as the vector-to-cluster distance in this work.
The quantized contexts are therefore reallocated into clusters by clustering only in the
PDF vector space.
4.2   Clustering Distance and Distortion Function
As shown in section 4.1, each context is optimally allocated into a cluster with a refer-
ence conditional PDF vector p , which is used to encode the corrected error pixel
instead of its own PDF vector p. So the distortion of context clustering should reflect
the total difference of entropy gained by using the two kinds of PDF vectors above. In
compression of gray-scale images, the distortion function is naturally generalized as:
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where )||( i jppD  is Kullback-Leibler distance and calculated as:
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5   Adaptive Arithmetic Coding
In this section we introduce an adaptive arithmetic coder, of which PDF function is
updated with the encoded pixels. The adaptive coder is demonstrated by encoding a
sequence S = { S(i) | i = 1,  , N } that consists of a, b and c. The sequence S is
described as aaabbaaccbbccbb, from which the initial frequency of each symbol is
calculated as f
a
 = 5, fb = 6 and fc = 4. The initial frequencies here need to be transmitted
to decoder. Then the sequence can be coded by a set of adaptive probabilities as {
5/15, 4/14, 3/13, 6/12, 5/11, 2/10, 1/9, 4/8, 3/7, 4/6, 3/5, 2/4, 1/3, 2/2, 1/1 }. To make it
clear, we present the pseudo-codes of this example adaptive coder as:
PROCEDURE AdaptiveCoder(S,fa,fb,fc)
  ga  fa; gb  fb; gc  fc; N  fa+fb+fc;
  FOR i  1 TO NumberOfCharacters DO
    ArithmeticCoding(S(i),ga/N,gb/N,gc/N);
    IF S(i)= a THEN ga  ga-1;
    ELSE IF char(i)= b THEN gb  gb-1;
    ELSE gc  gc-1;
    N  N-1;
END PROCEDURE.
In the adaptive coder above, once if the current character has been coded, it will be
removed from the sequence, therefore, the next pixel to be encoded is coded by prob-
ability distribution of the rest of the sequence. Hence the adaptive arithmetic coder can
yield a better compression rate if the sequence size is not very large. Similarly, the
adaptive arithmetic coder works as well in coding the corrected error pixels by updat-
ing the conditional PDF vectors.
6   Experimental Results
This section describes the testing results of the lossless image compression with con-
text clustering. We used six standard images for testing our context clustering algo-
rithm; see table 1, which lists the final bit rate of six compressed images. We also
experimented three lossless image compression algorithms, CALIC, LOCO-I and
BTPC, to evaluate the performance of our algorithm.
From testing results, we learned that the context clustering achieves a compression
ratio close to LOCO-I but more flexible than others in selection of contexts and the
conditional PDFs. We chose 7, 9 and 19 as the quantizer size for each gradient re-
spectively. We learned from experiments that the selection of gradient quantizer size
could have effect on the compression performance. The adaptive arithmetic coder does
improve compression ratio in this work, however, the improvement is sensitive to the
number of symbols to be coded: when the number of symbols is very large the im-
provement is limited.
Context Clustering in Lossless Compression of Gray-Scale Image 333
Table 1.  Compression results of testing images in bits/pixel
Testing Image ContextClustering CALIC LOCO BTPC
Camera 4.34 4.24 4.31 4.94
Bridge 5.76 5.70 5.79 6.36
Missa001 3.50 3.43 3.45 3.99
Missa002 3.49 3.43 3.45 3.98
Lena 4.64 4.50 4.60 4.81
Boats 3.95 3.86 3.94 4.42
7 Conclusions
Context clustering is shown to be an effective alternative for lossless image compres-
sion in this work. By replacing the conditional PDF vector with the reference PDF
vector, context clustering solves the storage problem of the PDF vectors. Therefore an
adaptive arithmetic coder can be directly used to encode the corrected error pixels,
however, its coding performance depends much on the number of the symbols to be
coded. A variable quantizer size for each gradient should be more reasonable than a
fixed size such as 9. We found that when the quantizer size of vertical gradient is
equal to the sum of the quantizer sizes of two horizontal gradients, our context clus-
tering method achieves a better performance.
Context clustering still suffers a bottleneck between the entropy of arithmetic cod-
ing and storage of PDF vectors. Usage of more PDF vectors in arithmetic coder is
best way to reduce the coding entropy, however, the storage of PDF vectors will in-
crease sharply. The further research will concentrate on improving the existing meth-
ods in the proposed context clustering algorithm. For example, an optimal division
number d in equation (2) needs to be estimated to improve compression performance.
Selection of the optimal number of clustered contexts in PDF vector space should be
investigated in future. Furthermore, the scalar context quantizations in this work will
be replaced by the vector quantization in context gradient space, which needs to be
solved on the fly.
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Abstract—Optimal context quantizers for minimum conditional 
entropy can be constructed by dynamic programming in the 
probability simplex space.  The main difficulty, operationally, is 
the resulting complex quantizer mapping function in the context 
space in which the conditional entropy coding is conducted.  To 
overcome this difficulty we propose new algorithms for designing 
context quantizers in the context space based on multi-class 
Fisher discriminant and the kernel Fisher discriminant.  In 
particular, the kernel Fisher discriminant can describe linearly-
nonseparable quantizer cells by projecting input context vectors 
onto a high-dimensional curve, in which these cells become better 
separable.  The new algorithms outperform the previous linear 
Fisher discriminant method for context quantization. They 
approach the minimum empirical conditional entropy context 
quantizer designed in the probability simplex space, but with a 
practical implementation that employs a simple scalar quantizer 
mapping function rather than a large look-up table. 
Index Terms— Context quantization, Entropy coding, Fisher 
discriminants, image compression. 
I. INTRODUCTION
KEY and important task in compressing a discrete 
sequence X0, X1, X2, … is the estimation of conditional 
probabilities P(X t | X t - 1), where X t -1 = X0, X1, X2, … X t -1 is 
the prefix or context of Xt.  Given a class of source models, the 
model order or the number of parameters must be carefully 
chosen in the principle of minimum description length or 
universal source coding.  The pioneer solution to the problem 
is Rissanen’s algorithm Context [1], which dynamically selects 
a variable-order subset of the past samples in X t -1, called the 
context, Ct. The algorithm structures the contexts of different 
orders by a tree and it can be shown to be, under certain 
assumptions, universal in terms of approaching minimum 
adaptive code length for a class of finite memory sources.  A 
more recent and increasingly popular universal source coding 
technique is context tree weighting [2].  The idea is to weight 
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the probability estimates associated with different branches of 
a context tree to obtain a better estimate of P(X t | X t - 1). 
Although the tree-based context modeling techniques have 
had remarkable success in text compression, applying them to 
image compression poses a great difficulty.  The context tree 
can only model a sequence not a two-dimensional signal like 
images.  In order to apply the context tree-based techniques to 
image coding one needs to schedule the pixels (or transform 
coefficients) of an image into a linear sequence as proposed by 
the authors of [3], [4].   Recently, Mrak et al. investigated how 
to optimize the ordering of the context parameters within the 
context trees [5].  But any linear ordering of pixels will 
inevitably destroy the intrinsic two-dimensional sample 
structures of an image.  This is why most image/video image 
compression algorithms choose a priori two-dimensional 
context model with fixed complexity, based on domain 
knowledge such as correlation structure of the pixels and 
typical input image size, and estimate only the model 
parameters.  For instance, the JBIG standard for binary image 
compression uses the contexts of a fixed size causal template 
[6]. The actual coding is implemented by sequentially applying 
arithmetic coding based on the estimated conditional 
probabilities.  
Estimating the conditional probabilities P(Xt|Ct) directly 
using count statistics from past samples can incur severe 
context dilution problem if the number of symbols in the 
context is large or/and if the symbol alphabet is large with 
respect to the length of input signal, which is the case for 
image/video compression.  Context quantization is a common 
technique to overcome this difficulty [7]–[9].  For examples, 
the state-of-the-art lossless image compression algorithm 
CALIC [10] and the JPEG 2000 entropy coding algorithm 
EBCOT [11] quantize the context, Ct into a relatively small 
number M of conditioning states, and estimate P(X t|Q(Ct)), 1 ≤
Q(⋅) ≤ M, instead of P(X t|Ct), where Q denotes a context 
quantizer.  
Context quantization is a form of vector quantization 
because context C is a random vector in the d-dimensional 
context space Ed (i.e., the context model has order d).  
Naturally, the objective of optimal context quantization should 
be minimization of the conditional entropy H(X|Q(C)).  
Although the convexity of the entropy function H implies 
H(X|Q(C)) ≥ H(X|C), we would like to make H(X|Q(C)) as 
close to H(X|C) as possible for a given M, or minimize the 
Kullback-Leibler distance: 
)|())(|()( CXHCQXHQD −=
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Note that the above H referring to the true source entropy is 
not the actual code length which should include the model 
cost.  Although Kullback-Leiber distance (relative entropy) is 
not strictly a distance metric for its violation of symmetry and 
triangular inequality, the standard practice is to use it as a non-
negative “distortion” of context quantizer Q.
The problem of context quantization in minimizing 
Kullback-Leibler distance was first studied by Wu [7] and then 
by Chen [12] for the application of wavelet image 
compression.  Greene et al. also developed optimal context 
quantization algorithm for compression of binary images [13].  
Recently, Forchhammer et al. proposed a context quantizer 
design algorithm under the criterion of minimal adaptive code 
length, and applied it to lossless video coding.  A more 
theoretical treatment of the problem can be found in [8].  
The existing context quantizer design algorithms can be 
classified into two approaches:  those that form coding 
contexts directly in the context space of conditioning events 
(or the feature space in the terminology of classification and 
pattern recognition) like [7] and [12], and those that form 
coding contexts in the probability simplex space [8], [9], [13].  
In the context space one can apply the generalized Lloyd 
method [14] to design context quantizer by clustering raw 
contexts of a training set according to Kullback-Leiber 
distance, which was the idea in [12].  But this iterative 
approach of gradient descent can not guarantee the globally 
optimal solution.  If the random variable X to be coded is 
binary, then the VQ problem of context quantization can be 
converted to a scalar quantization problem in the probability 
simplex space of P(X).  This change of space makes it possible 
to design globally optimal context quantizer by dynamic 
programming (DP) [8], [9], [13].  For the sake of rigor we 
remind the reader that the above mentioned optimality is with 
respect to the statistics of the chosen training data.  In practice, 
if the statistics of an input image mismatches those of the 
training set then the coding performance becomes of course 
suboptimal.  Nevertheless, designing optimal context quantizer 
still has practical significance because situations exist where 
suitable training set can be found.  Furthermore, an off-line 
optimized context quantizer can be used in conjunction to 
adaptive arithmetic coding to compensate for any coding loss 
due to the mismatch of statistics.  
Regardless of what space is chosen to design context 
quantizer, an input context (feature) vector c (a realization of 
the random variable C) has to be mapped to a coding state (a 
context quantizer cell) when it comes to actual context-based 
coding using P(X|Q(c)). In this regard, both design approaches 
face a common operational difficulty of complex quantizer 
mapping function Q(c).  Unlike in conventional VQ, the cells 
(coding states) of optimal context quantizer are not convex or 
even connected in the context space.  Since the quantizer 
mapping function Q(c) is highly unstructured and complex in 
the context space of c, its description seems only possible via 
table look-up.  Unfortunately, the table size required by Q(c)
grows exponentially in the order of the context.  To 
circumvent this problem the previous authors resorted to 
prequantization of raw contexts c, i.e., limiting the resolution 
of the context space [12], or the technique of product 
quantization [13].  Another technique is the projection by 
linear Fisher discriminant [.  However, all these techniques 
compromise optimality.  In this paper we reexamine the 
problem of optimal context quantization and strive to approach 
the minimal empirical conditional entropy of X under the 
constraint of a simple quantizer mapping function Q(c).  We 
have made a measured progress in meeting the objective by 
designing context quantizers using kernel Fisher discriminant. 
The presentation of this paper is organized as follows.  
Section 2 characterizes the structure of the cells of context 
quantizer in both probability simplex space and context space, 
and exposes the complexity of quantizer mapping function.  
The main results of this research, i.e., the context quantizer 
design algorithms based on multi-class linear Fisher 
discriminant and kernel Fisher discriminant, are presented in 
Section 3.  The details of the design algorithm by using kernel 
Fisher discriminant are given in Section 4.  Section 5 presents 
some experimental results, and the conclusion follows in 
Section 6. 
II. STRUCTURE AND COMPLEXITY OF QUANTIZER MAPPING
A context quantizer Q partitions a d-dimensional context 
space Ed into M subsets: 
MmmQAm ,1},)(|{ === cc
The criterion of minimizing the Kullback-Leibler distance in 
context quantizer design leads to complex structures and 
shapes of quantizer cells, which are in general not convex or 
even connected [8]. However, the associated sets of 
Fig. 1. An example distribution of MCECQ cells Am in context space, for
M=3 and the source of least significant bits of DPCM errors of image 
cameraman. The x and y axes represent values of the first two elements in 
raw context (the two directional gradients I(i, j-1) - I(i, j-2) and I(i-1, j) - I(I-
2, j) as given in (12) and (13)).  The symbols ◊, +, and ο in the scatter plot 
are respectively the raw contexts of cells A1, A2, and A3 .
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probability mass functions (pmfs) 
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are simple convex sets in the probability simplex space of X,
owing to a necessary condition for minimum conditional 
entropy quantizer Q [9]. 
If X is a binary random variable, then the probability 
simplex is one-dimensional.  In this case, the quantizer cells 
Bm are simple intervals. Let Z=PX|C(1|c) (the conditional 
probability of X = 1 as a function of context c) be a random 
variable, then the conditional entropy H(X|Q(c)) of a context 
quantizer Q can be expressed by 
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where the quantizer thresholds {qm | m=1,…M-1} partition the 
unit interval into M contiguous cells {Bm | m=1,…M}. Thus the 
minimal condition entropy context quantizer (MCECQ) can be 
reduced to a scalar quantization problem in Z, even though the 
context c is drawn from a d-dimensional vector space.  The 
globally optimal solution of the problem 
]),(|(
]},({argmin),,,(
1
1
1
10
121
11
mm
M
m
mm
qq
M
qqZXH
qqZPqqq
M
−
=
−<<⋅⋅⋅<<
∗
−
∗∗
∈⋅
∈=⋅⋅⋅ ∑
−
can be obtained using dynamic programming.  Greene et al.
showed that the MCECQ design problem can be solved in 
O(NM) time, where N is the number of raw, i.e. unquantized 
contexts, thanks to a so-called concave Monge property of the 
objective function (1) [13]. 
Once Z is scalar quantized for minimal empirical 
conditional entropy of a training set, the optimal MCECQ cells 
Am are formed implicitly by 
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However, P(X|C) is seldom known exactly in practice.  
Otherwise one would directly drive an entropy coder with 
P(X|C).  Instead, a training set is used to estimate P(X|C).  Wu 
et al. [8] showed that the partition of the context space Ed  by 
Fig. 2. The separability of two MCECQ cells A1 in (a) and A2 in (b) in the 
projection subspace formed by the kernel Fisher discriminant. 
Fig. 3. The separability of two MCECQ cells A1 in (a) and A2 in (b) in the 
projection subspace formed by the linear Fisher discriminant. 
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MCECQ cells, Am, is generally very complex in shape and 
structure, resulting highly irregular quantizer mapping function 
Q(c).  An example of the distribution of Am in the context 
space is given in Fig. 1.  Only when PC|X(c|X=0) and 
PC|X(c|X=1) are of Kotz-type d-dimensional elliptical 
distributions, the MCECQ cells Am are bounded by quadratic 
surfaces [8].  Consequently, the implementation of an arbitrary 
quantizer mapping function Q becomes an operational 
difficulty in using MCECQ in practice, which is the main issue 
that motivated this research. 
The simplest way of implementing Q is to use a look-up 
table.  But since |C|, the number of all possible raw contexts, 
grows exponentially in the order of contexts, building a huge 
table of |C| entries for Q is clearly impractical.  Hashing 
techniques can be used to avoid excessive memory use of the 
Q table by exploiting the fact that the actual number of 
different raw contexts appearing in an input image is much 
smaller than |C|.   But this saving of memory is at the expense 
of increased time of quantizer mapping operation when 
collision in table access occurs.  To achieve constant execution 
time of the quantizer mapping function the size of hashing 
table has to be larger than the number of distinct raw contexts 
by a sufficient factor.  In case of image coding, the table size 
needs to be comparable to the image size since many raw 
contexts have very low frequency of occurrence. 
A common technique to simplify the quantizer mapping 
function Q is through projection.  Wu proposed a suboptimal 
context quantizer design algorithm based on Fisher’s linear 
discriminant [7].  The idea was to project the training context 
vectors in the direction y such that the two marginal posterior 
distributions of PC|X(y⋅c|X=0) and PC|X(y⋅c|X=1), c∈Ed, have 
maximum separation. Then a dynamic programming algorithm 
was used to form a convex M-partition of the corresponding 
one-dimensional projection space to minimize the conditional 
entropy: 
                                  ))(|( cy ⋅QXH  (2) 
in which the intervals (qm-1, qm], 1 ≤ m ≤ M, define the context 
quantizer Q.  In this design approach the context quantizer Q is 
a scalar one in the projection direction y, i.e., a subspace of the 
original context space Ed.  Although the projection approach is 
suboptimal, it simplifies the quantizer mapping function to 
Q(c) = m if and only if y⋅c∈ (qm-1, qm], which has operational 
advantages in practice [7]. 
III. IMPROVED DESIGN ALGORITHMS OF FISHER 
DISCRIMINANTS
The progress made by this paper is to combine the 
advantages of the two MCECQ design approaches in the 
probability simplex space and in the projection context space 
of Fisher’s discriminant. Namely, we seek to attain 
simultaneously the optimality of MCECQ in probability 
simplex space and the simplicity of quantizer mapping in the 
projection space. 
A. Multi-class Linear Fisher Discriminant 
In [7], a linear Fisher discriminant was used to separate the 
two posterior distributions of PC|X(c|X=0) and PC|X(c|X=1),
which is a two-class clustering problem. However, the success 
of this approach is limited to cases where PC|X(c|X=0) and 
PC|X(c|X=1) are linearly separable to certain degree.  But for 
more difficult, linearly non-separable shapes of context cells a 
departure from [7] is needed.  We seek to separate the M
optimal MCECQ cells formed in the probability simplex space 
via a suitable, non-linear projection of the context space.  The 
goal is to apply the discriminant classifier to form a convex 
partition in the projection subspace that best matches the 
optimal partition of Bm’s in the probability simplex space. The 
multi-class Fisher discriminant [15] lends us a tool to design a 
classifier that approximates the optimal partition of contexts in 
the probability simplex space by an optimized partition in a 
projection subspace.  The separation of input classes (i.e., the 
partition of Am’s formed by MCECQ in the context space) in 
projection direction y can be measured by the so-called F-ratio 
validity index, J(y), defined as the ratio of between-class 
variance versus within-class variance: 
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where π(i) is the class label of each sample xi and⎯x is the 
mean vector of all raw context samples. The multi-class linear 
Fisher discriminant is the maximization of F-ratio validity 
index in (3), i.e.,  
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where v represents a discriminant vector in raw context space. 
SB and SW in (4) are the between-class covariance matrix and 
the within-class covariance matrix respectively: 
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where mj and nj are the mean vector and sample size of class j
in context space respectively. After the projection direction y
is determined by (4), one can still apply dynamic programming 
to the projected samples y⋅c to optimize context quantizer the 
same way as in (2) 
B. Kernel Fisher Discriminant 
The multi-class linear Fisher discriminant outperformed the 
two-class linear Fisher discriminant in terms of designing 
context quantizers of shorter code length in our experiments 
> TIP-01015-2004.R2 < 5
(see Section 5).  But the contexts of different MCECQ cells 
(input classes for the Fisher discriminant) are not linearly 
separable in the context space as shown in [8].  A superior 
alternative is to use a non-linear classifier of higher 
discriminating power.  Encouraged by the success of the 
kernel-based learning machines, such as support vector 
machine, kernel principal component analysis and kernel 
Fisher discriminant analysis (KFD) in many other 
classification and learning applications [16]–[20], we propose 
a new design technique of context quantizers by using the 
multi-class kernel Fisher discriminant. The multi-class kernel 
Fisher discriminant has been intensively studied as a 
generalization of discriminant analysis using kernel approach 
[21], [22]. As an extension of Fisher discriminant, the kernel 
one is known for its high discriminating powers on the input 
clusters of complex structures. The kernel discriminant first 
maps the source feature vectors (or context vectors in MCECQ 
design) into some new feature space F in which different 
classes are better separable.  A linear discriminant is computed 
to separate input classes in F.  Implicitly, this process 
constructs a non-linear classifier of high discriminating power 
in the original feature space.   In our application of context 
quantization, the objective of the kernel discriminant is, given 
an M input partition Am={c: Q(c) = m}, 1 < m < M, to find a 
projection direction y in a new feature space F such that 
different Am’s are most separable in y. A dynamic 
programming algorithm is then applied to design an MCECQ 
in y.  The resulting MCECQ in F implicitly constructs a 
context quantizer in the context space Ed.
Let Φ(c) be the nonlinear mapping from context space to 
some high-dimensional Hilbert space F. Our goal is to find the 
projection line y in F such that the F-ratio validity index J(y)
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is maximized, where ΦBS and 
Φ
WS are the between-class and 
within-class covariance matrices. Since the space F is of very 
high or even infinite dimensions, the function Φ(c) is 
infeasible.  A technique to overcome this difficulty is the 
Mercer kernel function k(x,y) = (Φ(x),Φ(y)), which is the dot 
product in Hilbert feature space F.  A popular choice for the 
kernel function k that has been proved useful (e.g. in support 
vector machines) is the Gaussian RBF (radial basis function), 
k(x,y) = exp(-||x-y||2/2σ). It is known that under some mild 
assumptions on ΦBS  and ΦWS , any solution y∈F maximizing 
(5) can be written as the linear span of all mapped context 
samples [19]: 
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As a result, the F-ratio J(y) can be reformulated as 
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where j∈(0,1)N are membership vectors corresponding to 
class labels, and  is the vector of all ones. The projection of a 
test context c onto the discriminant is given by the inner 
product 
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where k(x,y) = exp(-||x-y||2/2σ) is the RBF kernel function. The 
superior discriminating power of KFD over the linear Fisher 
discriminant (LFD) method of [7] for MCECQ design is 
illustrated in Fig. 2-3.  The plots are for the context vectors in 
the modeling of the least significant bit of the test image 
cameraman.   By comparing the histograms of the projected 
MCECQ cells A1 and A2 from Cameraman image (for case of 
M = 2) for the two methods respectively, one can easily see 
that KFD offers significantly better separation of A1 and A2
than LFD.   Note that the projection of KFD is in general non-
linear unlike the classic LFD.  
Computationally, the KFD problem is to find the leading 
eigenvector of B-1A.  As the dimension of F is higher than the 
number of source samples N, and B is a highly singular N×N
matrix obtained from only N source samples, some form of 
regularization is necessary.  The simplest solution is to add 
either the identity or kernel matrix K to matrix B, namely 
matrix B is replaced by Bβ =B + βI. This makes the problem 
numerical more stable because the within-class matrix B
becomes more positive definite for large β. It is also roughly 
equivalent to add independent noises to each of the kernel 
bases. 
IV. IMPLEMENTATION OF KFD FOR CONTEXT QUANTIZATION
In the above formulations, matrices B and A are too large in 
size in practice.  Maximizing (7) takes O(N3) time since it 
needs to solve the N×N matrix eigenvalue problem.  This 
complexity is too high for large N. More importantly in 
context quantization application, we are not able to use all the 
basis functions corresponding to all raw training contexts. 
Solving the kernel Fisher discriminant for two classes can be 
cast to a quadratic optimization problem [18], [19]. However, 
this scheme can not be directly applied to estimating the multi-
class kernel Fisher discriminant. The possible solution 
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applicable to any choice of A and B is to restrict the 
discriminator y to be in a subspace of F, as proposed in [19], 
[20].  Instead of using (6), we express y in the subspace: 
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where l << N, and samples cj could be either selected from all 
raw training context samples or estimated by some clustering 
algorithms. Without loss of generality, if we choose each cj in
(8) from the training set, 1 ≤ j ≤ l,   then: 
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where α(l)  is l-dimensional vector, A(l) and B(l)
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are two l×l covariance matrices with K(l) being an l×N sub-
matrix of K,  where 
Nllnll jjj /)()(,/)()( KµKµ ⋅=⋅=
Given the dimension l of the subspace of F, the partial 
expansion (8) presents a greedy approximation of the optimal 
KFD solution, which was described in [19], [20] and studied 
theoretically as the reduced set method for supported vector 
machines in [23].  This approximation can be incrementally 
improved by adding a raw context sample or a new context 
base one at a time to the existing expansion, i.e., incrementing 
the dimensionality l by one at a time. Such incremental 
expansion can be done in a greedy fashion as follows.  For 
each iteration we first randomly select a subset U of the 
remaining training set, and then we conduct an exhaustive 
search in U, instead of in the whole remaining training set, for 
the training context c that maximizes (9) after c being added to 
(8).  The proper size of U was shown to be 59 in order to 
obtain nearly as good a performance as if the search was 
through the entire remaining training set [24].  Since l<<N,
incrementing the kernel expansion (8) by one base context 
merely takes O(N×l) time. Consequently, the approximation of 
the kernel discriminant in l-dimensional subspace of F has 
O(N×l2) time complexity, which is drastically lower than O(N
3). The pseudo code of this practical approximation algorithm 
of kernel Fisher discriminant for context quantization is 
presented in Fig. 4. 
We build the context quantizer in three steps. In the first 
step, we apply the dynamic programming algorithm to design 
MCECQ in the probability simplex space. This produces the 
MCECQ cells Bm that constitute the input classes of KFD.  In 
the second step, we map Bm back to Am in the context space, 
and use the kernel Fisher discriminant to find a projection 
direction in F (corresponding to a curve in the context space) 
in which MCECQ cells Am have maximum separation. In the 
final step, we compute all projection values of training 
contexts and put them into a sorted list.  Since each class in 
projection direction is in general not convex, in order to make 
the underlying classification problem tractable and more 
importantly make the quantizer mapping function simple, the 
dynamic programming is used again to construct a convex 
partition of the projection subspace that minimizes the 
conditional entropy H(X|y⋅(c)∈ (qm-1, qm]), where the kernel 
projection y⋅(c) is given by 
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Once the KFD context quantizer is designed, the decoder 
can map a raw context c to a coding state m in entropy 
decoding using the following context quantizer mapping 
function Q(c) = m if y⋅(c)∈ (qm-1, qm].
Fig. 4. Pseudocode of context quantization by kernel Fisher discriminant. 
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V. EXPERIMENTAL RESULTS
We implemented the proposed context quantizers and 
evaluated them in DPCM predictive lossless coding of gray 
scale images.  The prediction residuals are coded by binary 
arithmetic coding that uses context states optimized by the 
proposed algorithms.  The binary random variables to be 
coded are the binary decisions in resolving the value of the 
prediction residual.  In particular we are interested in two 
binary sources: the signs of DPCM prediction errors on grey 
scale images, and the least significant bits of the DPCM 
prediction errors.  These binary sources are among the most 
difficult to compress with their self entropy being maximum (1
bit per sample), and thus present great challenges to context-
based entropy coding.  Consequently, they serve as good, 
demanding test cases for the performance of different context 
quantizers. 
The causal context in which the current pixel I(i, j) is coded 
consists of three gradients in a local window c = (c1,c2,c2): 
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The reason for choosing (c1,c2,c2) as feature vector in context 
modeling is because they capture the variance and signal the 
presence of edge structure in the image signal while keeping 
the dimensionality of the feature space low.  We did not use 
higher order context model to avoid overfitting in the coding 
phase.   Even this three-dimensional feature space generates a 
very large number of raw contexts, namely 5123.   A scalar 
prequantization scheme: 
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is used to reduce the number of raw contexts to a manageable 
level of (2k +1)3  (k was chosen to be 6 in our experiments).  
Since the gradient is the difference of adjacent samples, it 
obeys geometrical distribution for natural images.  The above 
scalar prequantization merges the raw contexts into equally 
probable regions.  
The training set of raw contexts was generated out of 23 
images that were samples from two archives of benchmark 
gray scale images on the Internet [25], [26].  The test set 
consisting of images airplane, barb, boat, cameraman, couple,
crowd, girl, lena, peppers, tiffany, is disjoint from the training 
set. The model parameters (β,σ) to construct the kernel 
discriminants for the two training sets are chosen as (0.0076, 
4.16) and (0.0043, 5.33) respectively, which can be estimated 
by applying the cross-validation [27], [28] estimation of the
minimized misclassification rate or desirable minimum 
conditional entropy. Either the encoding or decoding of each 
binary symbol by a KFD context quantizer needs projecting a 
context to the discriminant direction in O(l) time according to 
(8). Thus, the encoding or decoding complexity of a KFD 
context quantizer is O(N×l), where N is the length of input 
sequences. 
We compare three context quantizers of Fisher discriminant 
type reviewed and developed in this paper.  Namely, LFD-I: 
the two-class linear Fisher discriminant scheme of [7], LFD-II: 
the multi-class linear Fisher discriminant scheme discussed in 
Subsection A of III, and KFD: the MCECQ design algorithm 
based on kernel Fisher discriminant developed in Subsection B
Fig. 5. Average bit rates achieved by the four context quantizers on coding 
the sign of DPCM error pixel in bits/sample. 
Fig. 6. Average bit rates achieved by the four context quantizers on coding 
the least significant bit of DPCM error pixel in bits/sample. 
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of III and Section IV.  All the three context quantizer design 
algorithms output convex quantizer cells in the context space 
with simple quantizer mapping functions.  As a performance 
benchmark we also include the ideal results, i.e., the 
conditional entropy rates of MCECQ quantizer in the 
probability simplex space, against which the testing results of 
the three practical methods are measured.  These rates were 
obtained by MCECQ designed for the sample statistics of each 
individual test image.  Clearly, these rates serve as a 
theoretical lower bound with respect to the context model in 
question, since they are the best achievable in the ideal 
situation when the training data and input image have identical 
statistics and as though the quantizer mapping function, 
regardless how complex, could be precisely implemented in 
practice. 
Fig. 5-6 plot the average bit rates achieved by the three 
MCECQ design methods in the context space, LFD-I, LFD-II 
and KFD, on coding the sign and the least significant bit of 
DPCM errors for the ten test images.  The DPCM errors are 
generated by the median predictor used by JPEG-LS.  The bit 
rates are presented as functions of the number of context 
quantizer cells.  As lower bounds for the achievable bit rates 
by any convex partition of the context space, we also include 
in the figures the corresponding average conditional entropy 
rates of optimal MCECQs designed in the probability simplex 
space as explained above.  It can be observed from our 
experimental results, as expected, that LFD-II outperforms 
LFD-I, and KFD outperforms the two variants of linear 
discriminant type, because KFD has higher discriminating 
power than the other two with its capability of forming more 
complex quantizer cells.  In fact, the KFD method achieves the 
bit rates that are less than 0.5% away from the lower bound. 
We apply the three context quantizers designed from the 
training set to encode the signs and the least significant bits of 
DPCM errors from 10 test images outside of the training set. 
All three context quantizer have 12 cells, in other words the 
conditional entropy coding is carried out in 12 coding states.  
Tables I and II show the actual code lengths obtained by the 
three context quantizers.   Not surprisingly, the kernel Fisher 
discriminant in general outperforms the two linear ones. 
Table III presents the lossless bit rates of the ten gray-level 
test images achieved by adaptive binary arithmetic coding that 
uses the modeling contexts designed by the proposed MCECQ 
methods for each binary decision.  As references in 
comparison the bit rates of the JPEG-LS lossless image coding 
standard are also listed in the table.  The comparison is fair 
and meaningful because JPEG-LS uses the same context 
template as in our experiments but it employs a heuristic 
context quantization scheme [29].  Since an alternative method 
for lossless coding of gray-scale images is to code each 
bitplane using a high-order binary context as in JBIG, we also 
include in Table 3 the lossless bit rates obtained by JBIG 
standard.  The proposed KFD-based context quantizer 
outperforms all other methods consistently on each test image, 
albeit its improvement over JPEG-LS is quite small.  The 
small margin between the two methods indicates that the 
heuristic context quantizer of JPEG-LS is already very good 
compared with a heavily optimized one.  We envision this 
work to be a useful algorithmic tool to evaluate the quality of 
more practical context quantizers. 
VI. CONCLUSIONS
We proposed new algorithms for designing context 
quantizers toward minimum conditional entropy based on 
multi-class Fisher discriminant and the kernel Fisher 
discriminant. We succeeded in approaching the lower bound 
of the achievable bit rates with a practical implementation that 
employs a simple scalar quantizer mapping function rather 
TABLE I
BIT RATES OF SIGNS OF DPCM ERRORS FOR DIFFERENT METHODS
TABLE II 
BIT RATES OF LEAST SIGNIFICANT BITS OF DPCM ERRORS FOR DIFFERENT 
METHODS
TABLE III 
BIT RATES OF LOSSLESS IMAGE COMPRESSION BY DIFFERENT METHODS
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than a large look-up table.  
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