Does the interaction graph of a finite dynamical system can force this system to have a "complex" dynamics ? In other words, given a finite interval of integers A, which are the signed digraphs G such that every finite dynamical system f : A n → A n with G as interaction graph has a "complex" dynamics ? If |A| ≥ 3 we prove that no such signed digraph exists. More precisely, we prove that for every signed digraph G there exists a system f : A n → A n with G as interaction graph such that f ⌊log 2 n⌋+2 is a constant. The boolean case |A| = 2 is more difficult, and we provide partial answers instead. We exhibit large classes of unsigned digraphs which admit boolean dynamical systems which converge in linear time. We also prove that any symmetric digraph, and any graph with a loop on each vertex admits a boolean dynamical system which converges in constant time.
Introduction
Let A = {0, 1, . . . , s} be a finite integer interval, and let n be a positive integer. A finite dynamical system is a function f : A n → A n , x = (x 1 , . . . , x n ) → f (x) = (f 1 (x), . . . , f n (x)).
If |A| = 2, such a system is called boolean network. Finite dynamical systems, and boolean networks in particular, have many applications: they have been used to model gene networks [13, 20, 21, 12] , neural networks [14, 11, 6, 7] , social interactions [16, 10] and more (see [22, 9] ).
The structure of a finite dynamical system f can be represented via its interaction graph G, which roughly describes the dependencies between the variables of the systems (depending on the context, this graph is sometimes called dependency graph, influence graph or regulatory graph). More formally, G is a digraph with vertex set {1, . . . , n} and an arc from j to i if f i (x) depends on x j . An arc from j to i can also be labeled by a sign indicating whether f i (x) is an increasing (positive sign), decreasing (negative sign), or non-monotone (zero sign) function of x j . This is commonly the case when modelling gene networks, since a gene can typically either activate (positive sign) or inhibit (negative sign) another gene.
In many contexts, as in molecular biology, the interaction graph is known-or at least well approximated-, while the actual function f is not. A natural and difficult question is then the following: what can be said on system f : A n → A n according to its interaction graph only? Among the many dynamical properties that can be studied, fixed points are crucial because they represent stable states [18, 22, 7] . As such, they are arguably the property which has been the most thoroughly studied (see [18, 19, 17, 1, 8, 4] and the references therein).
In this paper, we are interested in "simple" dynamics, considering that a dynamics is simple if it describes a fast convergence toward a unique fixed point. Formally, f converges towards a unique fixed point in k steps if f k is a constant. In that case, we say that f is a nilpotent function and the minimal k such that f k is a constant is called the class of f . Also, we say that a signed or unsigned digraph G admits a function f if G is the signed or unsigned version of the interaction graph of f .
A fundamental result of Robert is the following: if the interaction graph of f : A n → A n is acyclic then f is a nilpotent function of class at most n [18] . This shows that "simple" interaction graphs imply "simple" dynamics. But conversely, does "complex" interaction graphs imply "complex" dynamics ? More precisely, which are the interaction graphs that can force a system to have a non simple dynamics? This is the question we study in this paper.
We first study the non-boolean case |A| ≥ 3 in Section 3. Essentially, we show that every signed digraph G on n vertices admits a nilpotent function f : A n → A n of class at most ⌊log 2 n⌋ + 2. Furthermore, if |A| > 3 then the upper-bound on the class of f can be reduced to only 2. Hence, in the non-boolean case, we cannot conclude that a system f has a non simple dynamics from its interaction graph only.
We then study the boolean case |A| = 2 in Section 4, which is more difficult. First, not all digraphs admit a boolean nilpotent function. The directed cycle is the most simple example, and it seems very difficult to characterize the digraphs that admit a boolean nilpotent function. Thus we provide partial answers. In particular, we prove that if the out-neighborhood of some vertex of G induces a non-acyclic digraph, then G admits a boolean nilpotent function f of class at most 2n − 1. We also prove that if G is a loop-less connected symmetric digraph with at least three vertices, then G admits a boolean nilpotent function f of class 3. We have not been able to prove or disprove the following assertion (that shares some resemblances with the famouš Cerný's conjecture): if a digraph with n vertices admits a boolean nilpotent function, then it admits a boolean nilpotent function of class at most 2n − 1.
Preliminaries
The vertex set of a digraph G is denoted V (G) and its arc set, which is a subset of V (G) × V (G), is denoted A(G). The in-neighborhood of a vertex v is denoted G(v); this is an non-usual but very convenient notation for our purpose. Other notations and terminologies on digraphs are usual and consistent with [2] . Paths and cycles of are always directed, without repetition of vertices, and seen as subgraph. The subgraph of G induced by a set of vertices I ⊆ V (G) is denoted G[I]. If X is an arc, a vertex, a set of arcs, or a set of vertices, then G \ X is the subgraph obtain from G by removing X or the elements in X. A strongly connected component (strong component for short)
A loop is an arc from a vertex to itself. A vertex is linear if it has a unique in-neighbor and a unique out-neighbor.
A signed digraph G consists in a digraph, denoted |G|, together with a map that labels each arc of |G| by a positive, negative or null sign. We say that an arc is signed if it is positive or negative, and unsigned otherwise. The digraph obtained from G by keeping only positive arcs is denoted G + . We define similarly G − and G 0 . The digraph obtained by keeping only signed arcs is denoted G ± (thus G ± = G + ∪ G − ). A cycle of G is positive (resp. negative) if it contains an unsigned arc or an even (resp. odd) number of negative arcs. In the following, all graph-theoretic concepts that do not involve signs are applied on G or |G| indifferently.
Let A be a finite interval of integers, let n be a positive integer and [n] = {1, . . . , n}. A function over A is a map f : A n → A n . A function over {0, 1} is a boolean function. As usual, for all k ∈ N we set f k = id if k = 0 and f k = f • f k−1 otherwise. In the following, functions are often defined using conjunctions (∧) disjunctions (∨) and exclusive disjunctions (⊕). If I ⊆ [n] and x ∈ {0, 1} I then, by convention, ∨ i∈I x i = ⊕ i∈I x i = 0 and ∧ i∈I x i = 1 if I is empty, and
with arcs defined as follows: for all j, i ∈ [n], there is an arc
for all such a and b, and null otherwise.
Hence, G(f ) has an arc (j, i) if and only if f i (x) depends essentially on x j , and the sign of an arc (i, j) is positive (resp. negative) if an only if for every fixed x k , k = j, f i (x) is a non-decreasing (resp. non-increasing) function of x j . Definition 3. Let G be a signed digraph and let f be a function over A. If G(f ) = G then we say that G admits f and that f is a G-function. Similarly, if |G(f )| = |G| then we say that |G| admits f and that f is a |G|-function.
Given a signed or unsigned digraph G, we are interested in the existence of a nilpotent G-function. According to the following proposition, it makes sense to focus on the minimal alphabet size for which such a function exists. Besides, it is easy to see that every signed digraph G admits admits a function f over {0, 1, 2}. However, some signed digraphs admit no boolean functions (this is a first qualitative difference between boolean and non-boolean alphabets). They are characterized below.
Proposition 2 ([15]). A signed digraph G admits a boolean function if and only if |G
The following proposition shows that a signed digraph G admits a non-boolean nilpotent function if and only if all the initial strong components of G do. In the boolean case, this is no longer true: additional hypotheses on signs are needed. Proposition 3. Let A be an integer interval and let G be a signed digraph. If G admits a nilpotent function over the alphabet A then all its initial strong components do, and the converse is true if |A| ≥ 3 or if |A| = 2 and all the unsigned arcs of G are inside the initial strong components.
Proof. Let f be a nilpotent G-function over A, and suppose that I is an initial strong component of G. It is easy to see that if f is a nilpotent G-function over A, then the "restriction" of f to I, i.e. the functionf : A I → A I defined byf (x I ) = f (x) I for all x ∈ A n , is a nilpotent G[I]-function. This proves the first assertion.
For the converse, suppose that A = {0, 1, . . . , s}, and let I be the set of vertices that belong to an initial strong component of G. If each initial strong component admits a nilpotent function over A, then G[I] admits a nilpotent functionf over A. Letα ∈ A I be such thatf r = cst =α for some r. We will define a nilpotent G-function over A by "extending"f . Let T be a spanning forest of G such that each root of T belongs to I. In this way, every vertex i / ∈ I has a unique in-neighbor in T , denoted as i * . For all i ∈ [n], we denote by ρ(i) the minimal length of a path of T from I to i (thus ρ(i) = 0 if and only if i ∈ I, and ρ(i * ) < ρ(i) for all i ∈ I). Let α ∈ A n be defined inductively as follows: for all i such that ρ(i) = 0, we set α i =α i ; and for all i with ρ(i) > 0 we set • α i = 0 if α i * = 0 and i * ∈ G + (i), or α i * > 0 and i * ∈ G − (i), or α i * = 1 and i * ∈ G 0 (i),
Consider the function f : A n → A n defined by:
• for all i / ∈ I such that α i = 0,
(1)
• for all i / ∈ I such that α i = 1,
Clearly, f is a G-function if s > 1 or if s = 1 and all the unsigned arcs are in G[I]. Also, it is straightforward to prove, by induction on ρ(i), that f r+ρ(i)+k i (x) = α i for all k ≥ 0, and consequently, f r+p = cst = α, where p = max i∈[n] ρ(i). This proves the proposition. Remark 1. If |A| = 2 the additional condition on unsigned arcs is necessary, because some signed digraphs admit no boolean nilpotent functions while their initial strong components do. This is for instance the case with the following signed digraph G. Let f be any boolean G-function. Since vertex 1 has no in-neighbor, we have f 1 = cst = α (thus the unique initial component trivially admits a boolean nilpotent function of class one). Also, we have necessarily f 3 (x) = f 4 (x) = x 2 . Then, an analysis by cases shows that there are only two possibilities for f 2 :
In the first case, for all k ≥ 2 we have f k
for all k ≥ 2, and we arrive to the same conclusion in the second case. Thus for every odd k we have f k 2 = f 2 = cst. So G admits no boolean nilpotent function.
Remark 2. We deduce from the previous proposition that an unsigned digraph G admits a boolean nilpotent function if and only if all its initial strong components do.
Non-boolean nilpotent functions on signed digraphs
Over an alphabet of size four, the question of the existence of nilpotent functions and their minimal class is easy. Proof. Let G be a signed digraph on [n] and let f : {0, 1, 2, 3} n → {0, 1, 2, 3} n be defined by:
The first interesting case is thus the alphabet with three letters. Let us say that a signed tree T is balanced if there is at least one signed arc and at least one unsigned arc starting from each inner node of T . In a rooted tree, the depth of a node is the number of arcs in the path from the root to the node (thus the root has depth zero). The depth of a rooted tree is the maximal depth among its nodes. A rooted tree is perfect is all its leaves have the same depth (thus a perfect binary tree with of depth d has 2 d+1 − 1 vertices). We write log for log 2 . Proof. Let G be a signed digraph on [n]. We first consider two special cases. Firstly, the case where n = 1 is straightforward. Secondly, suppose that G is acyclic and contains a perfect binary tree of depth d as a spanning subgraph, with the possible addition of a loop on the root. Order its vertices in topological order as 1, . . . , n where (i, j) is an arc only if i < j (and hence the root is the vertex 1). By the first case, there exists a nilpotent function f 1 over {0, 1, 2} such that f 2 1 (x 1 ) = cst. We then easily prove by induction on ρ(i) that if i is a vertex of depth ρ(i), for any choice of f 2 , . . . , f i we have f ρ(i)+2 i (x) = cst. Thus f is a nilpotent G-function over {0, 1, 2} of class at most d + 2 = ⌊log n⌋ + 2.
We assume that G does not fall in either of the special cases treated above. The proof is a construction involving the following objects.
1. Let H be a maximal subgraph of G that consists in a union of disjoint cycles, let G ′ be the acyclic subgraph of G obtained by removing all the arcs (i, j) with j ∈ V (H), and let R be the set of sources of G ′ (that is, the sources of G plus the vertices of H).
2. Let r 1 , . . . , r p be an enumeration of R, and let T 1 , . . . , T p be a sequence of balanced trees constructed in the following way:
• T 1 is a maximal balanced tree with root r 1 contained in G ′ ,
If G is not spanned by T 1 ∪ · · · ∪ T p , then let T p+1 , . . . , T q be an additional sequence of be a balanced trees such that:
3. Every vertex i that is not a source of T has a unique in-neighbor in T that we denote as i − . Also, every vertex i in H has a unique in-neighbor, that we denote as i − , and a unique out-neighbor, that we denote as i + . If i = r k for some p < k ≤ q, then we set i − = ℓ k . In this way, i − is well defined for every vertex i of G that is not a source of G.
4.
For every vertex i, let P i be a path of T of minimal length from i to a leaf of T , and let σ i be the out-neighbor of i in P i .
5.
For all k ≥ 0, we denote by M k the set of vertices i with depth k in T . Thus, M 0 contains exactly the roots r 1 , . . . , r q , and if i ∈ M k with k > 0 then i − ∈ M k−1 . We define the labeling function ρ : V (T ) → AE as follows:
• for all k > 0 and i ∈ M k , if (i − , i) and (i − , σ i − ) are both unsigned or both signed then ρ(i) = ρ(i − ) + 1, and otherwise ρ(i) = 0.
6. Let α ∈ {1, 2} n be defined by:
7. Let S be the set of vertices i with the following properties: ρ(i) = 0, i is not a source of G, and either (i − , i) is signed and
8. Note that if ρ(i) > 0 then ρ(i) = ρ(i − ) + 1 and this property allows to define β ∈ {0, 1} n inductively as follows:
• if ρ(i) = 0 and i ∈ S then β i = 0 if and only if i is a source of G or (i − , i) is positive,
• if ρ(i) > 0 or ρ(i) = 0 and i ∈ S, then β i = 0 if and only if one of the following conditions is satisfied:
9. Finally, let f : {0, 1, 2} n → {0, 1, 2} n be defined as follows: for all i ∈ [n],
• if i is not a source of G and β i = 0 then
• if i is not a source of G and β i = 1 then
It is easy to see that f is a G-function, and we will prove that f is a nilpotent function of class at most ⌊log n⌋ + 2.
Claim 1. f is a nilpotent function of class at most max i∈[n] ρ(i) + 3.
Subproof. Actually, we will prove that for all i ∈ [n], x ∈ {0, 1, 2} n and k ∈ AE,
We proceed by induction on ρ(i).
Case ρ(i) = 0 and i / ∈ S. We prove f 2+k i (x) = α i β i which is stronger. If i is a source of G then β i = 0 and f i (x) = 0 = α i β i for all x. If i is not a source of G then we have three cases:
3. If (i − , i) is negative then β i = 1 and and since i ∈ S,
In any case, f 2+k
Case i ∈ S. Note that ρ(i) = 0. Let us prove that i − ∈ R. Suppose, for a contradiction, that i − ∈ R. Then we consider two cases:
is unsigned then, by the definition of α, we have α i − = 2, and this not possible since i ∈ S. If (i − , i) is signed we have α i − = 2 (by the fact that i ∈ S), and according to the
But then, by adding to T m the signed arc (i − , r k ) and the unsigned arc (i − , r k ′ ) we obtain a balanced tree T ′ m contained in G ′ \ (T 1 ∪ T 2 ∪ · · · ∪ T m−1 ) which is greater than T m , another contradiction.
2. Suppose that i − is not leaf of a T \ R. Then (i − , i) is an arc of T . If (i − , i) is unsigned, then T has a signed arc (i − , j), and since ρ(i) = 0, we deduce that ρ(i − ) < ρ(j). Thus α i − = 2, and this is not possible since i ∈ S. Similarly, if (i − , i) is signed then for every signed arc (i − , j) of T we have ρ(j) = ρ(i) = 0, and we deduce that α i = 1, and this is not possible since i ∈ S.
Thus i − ∈ R hence ρ(i − ) = 0 and i − / ∈ S, thus following the previous case,
Suppose that (i − , i) is positive.
If (i − , i) is negative or unsigned we prove with similar arguments that f 3+k
Case ρ(i) > 0. We then have ρ(i − ) = ρ(i) − 1. Following the induction hypothesis we have f
and to complete the induction step, we proceed as above, proceeding by case on the sign of (i − , i).
It remains to prove the following claim. Subproof. We need the following:
Every vertex i is the leaf of a perfect balanced binary tree of depth ρ(i) contained in T . (3) We prove this by induction on ρ(i). This is obvious if ρ(i) = 0. Suppose that ρ(i) > 0 and consider the path i 0 , i 1 , . . . , i d of T such that i d = i and ρ(i k ) = k for all 0 ≤ k ≤ d. By induction hypothesis, i d−1 is the leaf of a perfect balanced binary tree B of depth d − 1 contained in T (and i 0 is the root of B). Let L be the set of leaves of B and let L ′ be the set of leaves of B that are also leaves of T (note that i d−1 ∈ L \ L ′ ).
1. Suppose that L ′ = ∅. Then for each j ∈ L, T contains two arcs starting from j, say a j and b j , such that a j and b j are not both signed or both unsigned; and we can choose a i d−1 to be the arc from i d−1 to i d . Let B ′ be the tree obtained by adding the 2|L| arcs a j , b j . Then B ′ is a perfect balanced binary tree of depth d, and i d is a leaf of B ′ . Thus (3) holds.
2. Suppose that L ′ = ∅. Then there exists a greatest index 0 ≤ t < d− 1 such that B contains a path from i t to L ′ . Then P it is necessarily a path from i t to L ′ . Thus i t+1 is not in this path, so (i t , σ it ) and (i t , i t+1 ) cannot be both signed or both unsigned and we deduce that ρ(i t+1 ) = 0, a contradiction. This proves (3).
We are now in position to prove the claim. Let i be such that ρ(i) is maximal. According to (3), i is the leaf of a perfect balanced binary tree B ⊆ T of depth ρ(i). Thus B has m = 2 ρ(i)+1 − 1 vertices, so ρ(i) + 1 ≤ ⌊log n⌋ unless n = m. In that case, B is a spanning subgraph of G, hence |R| = 1, thus G falls in the second special case treated at the beginning of the proof.
The following proposition shows that the bound ⌊log n⌋ + 2 is tight.
Proposition 5. For every n ≥ 1, there exists a signed digraph G on [n] such that every nilpotent G-function over {0, 1, 2} is of class at least ⌊log n⌋ + 2. Furthermore, if n = 2 ⌊log n⌋+1 − 1, then there exists a strong signed digraph with this property.
Proof. Let d = ⌊log n⌋, and suppose first that n = 2 d+1 − 1. Let T be a perfect balanced binary tree of depth d with vertex set [n]. Let T ′ be the strong signed digraph obtained from T by adding an arc (of any sign) from every leaf to the root r of T . Let f be a nilpotent T ′ -function over {0, 1, 2} and for each i ∈ [n], let k i be the smallest integer such that f k i i = cst. Let i be a non-leaf of T , and let (i, j) and (i, ℓ) be the signed and unsigned arcs starting from i. Since f j (x) and f ℓ (x) only depend on x i , we abusively write f j (x i ) and f ℓ (x i ). Obviously, we have max(k j , k ℓ ) ≤ k i + 1, but actually max(k j , k ℓ ) = k i + 1.
) thus k j = k i + 1 or k ℓ = k i + 1 and (4) follows. Then, we deduce that there exists a leaf ℓ of T with k ℓ = k r + d. Since f r is not a constant, we have k r ≥ 2 thus f is of class at least d + 2.
Suppose now that n < 2 d+1 − 1. Let T be a perfect balanced binary tree of depth d − 1 with root r. Let T ′ be the signed digraph obtained from T by 1. adding a new vertex w and p = n − 2 d other vertices v 1 , . . . , v p (so that T ′ has n vertices); 2. adding a positive loop on w and an unsigned arc from w to every vertex of T and every vertex v q , 1 ≤ q ≤ p.
Let f be a nilpotent T ′ -function, and for each vertex i, let k i be as previously. Using the arguments above, we show that there exists a leaf ℓ of T such that k ℓ = k r + d − 1. It is thus sufficient to prove that k r ≥ 3. Since f w only depends on x w and is non-decreasing with x w , if {0, 2} ⊆ Im(f w ) then we have f w (0) = 0 and f w (2) = 2 thus f is not nilpotent. Thus {0, 1} or {1, 2} is a superset of Im(f w ). Since f r is a non-monotonous function of x w , we have f r (0) = f r (1) and f r (1) = f r (2) thus f 2 r is not a constant and we deduce that k r ≥ 3.
In the above constructions showing that the bound ⌊log n⌋ + 2 is tight, some vertices have a unique unsigned predecessor, while some others have no unsigned predecessor. The following theorem shows that if at least one of this two conditions fails, then there exists a nilpotent function of class 2, as in the four letters case. 
Note that f is a G-function because there is no i such that |G 0 (i)| = 1. We have f (x) ∈ {0, 1} n for all x ∈ {0, 1, 2} n , and for all x ∈ {0, 1} n , we have f i (x) = 0 if G(i) = G − (i) and f i (x) = 1 otherwise. Thus f is a nilpotent function of class 2.
Suppose now that each vertex has at least one unsigned predecessor. Let f be the G-function over {0, 1, 2} defined for all i ∈ [n] by:
We have f (x) ∈ {0, 2} n for all x ∈ {0, 1, 2} n , and for all x ∈ {0, 2} n we have f i (x) = 0 since |G 0 (i)| ≥ 1. Thus f is a nilpotent function of class at most 2.
Boolean nilpotent functions on unsigned digraph
In contrast with the non-boolean case, the following question is difficult.
Question 1. Which signed digraphs admit a boolean nilpotent function? And if a signed digraph admits a boolean nilpotent function, what is its minimal class?
Foremost, as shown by Propositions 2 and 3, some signed digraphs admit no boolean functions, and some signed digraphs admit no boolean nilpotent functions while all their initial strong components do (cf. Remark 1). In addition, some strong signed digraphs admit no boolean nilpotent functions. For instance, if G is a strong signed digraph with only negative (resp. positive) cycles, then every boolean G-function has no fixed points (resp. at least two fixed points) and is thus not nilpotent [1] . These observations lead us to study the unsigned version of the question, which is more tractable.
Every digraph admits a boolean function and it admits a boolean nilpotent function if and
only if all its initial strong components do (cf. Remark 2). However, some digraphs admit no boolean nilpotent functions. The most simple example is the directed cycle (if the interaction graph of a boolean function f is a directed cycle, then f has no fixed points if the cycle is negative, and two otherwise). In the following, we exhibit families of digraphs that admit a boolean nilpotent function with a class bounded by 2n − 1 (Section 4.1) or a constant (Section 4.2). We leave as an open problem the existence of digraphs with n vertices that admits boolean nilpotent functions, all with class at least 2n.
Nilpotent functions of linear class
As said above, C n , the directed cycle of length n, admits no boolean nilpotent function. But, if we consider the digraph C ℓ,r obtained from C ℓ and C r by identifying one vertex, then the existence of a boolean nilpotent C ℓ,r -function depends on the lengths ℓ and r of the two cycles (see [3] for an analysis of limit cycles of boolean C ℓ,r -functions). Proof. Let 1, 2, . . . , ℓ be the vertices of C ℓ given in the order, and let 1, ℓ + 1, ℓ + 2, . . . , ℓ + r − 1 be the vertices of C r given in the order. Let f by any boolean C ℓ,r -function and n = ℓ + r − 1. For every b ∈ {0, 1} n , the function h that maps every x ∈ {0, 1} n to f (x ⊕ b) ⊕ b is a boolean C ℓ,r -function isomorphic to f (thus h is nilpotent of class k if and only if f is). Hence, we can assume, without loss of generality, that
In this way, for all k ∈ AE we have
The only component of f that is not defined is f 1 , which only depends on x ℓ and x n . We proceed by cases. If f 1 (x) = x ℓ ∧ x n or f 1 (x) = x ℓ ∨ x n then the interaction graph of f has only positive cycles, thus f has at least two fixed points, and thus f is not nilpotent. Also, if f 1 (x) = x ℓ ∧ x n or f 1 (x) = x ℓ ∨ x n , then the interaction graph of f has only negative cycles, thus f has no fixed points, and thus f is not nilpotent. It remains the six cases below. In the first two ones, f is nilpotent if and only if ℓ = r. In the other four cases, f is nilpotent if and only if ℓ and r are not coprime. In every case, when f is nilpotent its class is 2 max(ℓ, r) − 1.
Case 1: f 1 (x) = x ℓ ⊕ x n . We prove the following: f is nilpotent if and only if ℓ = r, and if f is nilpotent, then its class is 2ℓ − 1 = n. Suppose now that ℓ = r, and let us prove that f is a nilpotent function of class 2ℓ − 1. Following (5) we have
and we deduce from this and (5) that
Thus f (z) = f 2ℓ−2 2ℓ−1 (z) = 1 and we deduce that the class of f is exactly 2ℓ − 1.
Case 2: f 1 (x) = x ℓ ⊕ x n ⊕ 1. We prove with similar arguments that f is nilpotent if and only if ℓ = r, and that if f is nilpotent then its class is 2ℓ − 1.
Case 3: f 1 (x) = x ℓ ∧ x n . We prove the following: f is nilpotent if and only if ℓ divides r; and if f is nilpotent, then its class is 2r − 1. Foremost, we have following properties
Suppose that ℓ divides r, and let p be such that r = pℓ. We deduce from the implications above that if f k 1 (x) = 1 with k ≥ r then f k−r 1 (x) = 0 and thus f k−r+pℓ 1 (x) = 0, a contradiction. Thus f k 1 (x) = 0 for all k ≥ r, and we deduce that f 2r−1 (x) = 0. Thus f is a nilpotent function of class at most 2r − 1. Let z ∈ {0, 1} n be defined by z i = 1 if and only if 1 ≤ i ≤ ℓ. We have f r−1 (z) = 1, and thus f 2r−1 ℓ+r−1 (z) = 1. Hence, the class of f is exactly 2r − 1.
Suppose now that ℓ does not divide r. Let z be such that z 1 = 1 and z i = 0 for i = 1. Following (6) we have
We now prove that f pℓ 1 (z) = 1 by induction on p. We have f 0 1 (z) = z 1 = 1. Let p > 1 and suppose that f pℓ−ℓ Case 4: f 1 (x) = x ℓ ∧ x n . We prove with similar arguments that f is nilpotent if and only if r divides ℓ, and that if f is nilpotent, then its class is 2ℓ − 1.
Case 5: f 1 (x) = x ℓ ∨ x n . We prove with similar arguments that f is nilpotent if and only if ℓ divides r, and that if f is nilpotent, then its class is 2r − 1.
Case 6: f 1 (x) = x ℓ ∨ x n . We prove with similar arguments that f is nilpotent if and only if r divides ℓ, and that if f is nilpotent, then its class is 2ℓ − 1.
Thus for every n ≥ 2, C 1,n admits a nilpotent function of class 2n − 1. Actually, every strong digraph with n ≥ 2 vertices and a loop admits a nilpotent function of class at most 2n − 1, and C 1,n shows the optimality of this bound. Theorem 3. Every strong digraph with n ≥ 2 vertices containing a loop admits a boolean nilpotent function of class at most 2n − 1.
Before proving this theorem, let us mention the following related result. For all m ≥ 1, the wheel W m , also called m-wheel, is the digraph obtained from C m by adding a vertex v, called the center, and an arc from v to every vertex of C m . We say that G contains W m if some subgraph of G is isomorphic to W m . So for instance, if G is strong and has at least two vertices, then G contains a loop if and only if it contains W 1 . Note also that G contains a wheel if and only if the out-neighborhood of some vertex induces a non-acyclic digraph. 
• for all vertex u = w, G \ (a, b) has a path from u to v,
• for all vertex u, G \ (a, b) has a path from w to u, or G has a path from w to u containing (a, b) and such that every vertex in the subpath from b to u is of in-degree one in G.
Lemma 1. Every arc of a strong digraph with at least two vertices has a good arc.
Proof. Suppose, for a contradiction, that G is a smallest counter example with respect to the number n of vertices and then with respect to the number m of arcs. It is straightforward to show that n ≥ 3. Let (v, w) be an arc of G without good arc. Subproof. Indeed, if G has an arc (a, b) with b = w such that G \ (a, b) is strong, then (a, b) is obviously a good arc for (v, w) in G, a contradiction. Furthermore, if G has an arc (u, w) with u = v such that G \ (u, w) is strong, then G \ (u, w) has a good arc (a, b) for (v, w) (since G \ (u, w) is not a counter-example), and it is straightforward to show that (a, b) is still a good arc for (v, w) in G. This proves the claim.
Subproof. Suppose that v = w. By the first claim, G ′ = G \ (v, v) is a minimal strong digraph and following [5] , G ′ contains two linear vertices. Thus G ′ has a linear vertex c = v. Let a be its unique in-neighbor and let b be its unique out-neighbor. Let G ′′ be the digraph obtained from G ′ by removing c and adding (a, b). Since G ′′ is strong and is not a counter-example, G ′′ has a good arc (a ′ , b ′ ) for (v, v). If (a ′ , b ′ ) = (a, b) then it straightforward to show that (a ′ , b ′ ) is still a good arc for (v, v) in G, a contradiction. Otherwise (a ′ , b ′ ) = (a, b) and then it is clear that (a, c) is a good arc for (v, v) in G, a contradiction. This proves the claim. Subproof. Suppose that v is of in-degree one in G. Let t be its unique in-neighbor. Suppose that t = w, and let G ′ be obtained from G by removing v and adding a loop on w. Since G ′ is strong and is not a counter example, G ′ has a good arc (a, b) for (w, w) and it is easy to see that (a, b) is a good arc for (v, w) in G, a contradiction. So suppose that t = w, and let G ′ be the strong graph obtained by contracting the arc (t, v) into a single vertex t ′ (G ′ has no loop on t ′ and no multiple arcs). If t, v ∈ G(u) for some vertex u then G \ (t, u) is strong, a contradiction. Thus we have
Since G ′ is strong and is not a counter example, G ′ has a good arc (a, b) for (t ′ , w), and using (7) it is straightforward to show that: if t ′ = a, b then (a, b) is a good arc for (v, w) in G; if t ′ = a then either (t, b) or (v, b) is a good arc of (v, w) in G; and if t ′ = b then (a, t) is a good arc of (v, w) in G. Thus is every case we have a contradiction. This proves the claim. Subproof. If G \ (v, w) is not strong, then by the first claim G is a minimal strong digraph, thus G has two linear vertices and the claim follows. Otherwise G \ (v, w) is a strong minimal digraph, thus it has two linear vertices ℓ 1 and ℓ 2 . Since v = w, the in-degree of v in G \ (v, w) is at least two, thus v = ℓ 1 , ℓ 2 . If ℓ 1 = v, w then ℓ 1 is a linear vertex of G and otherwise ℓ 2 = v, w thus ℓ 2 is a linear vertex of G.
We are now in position to obtain the final contradiction. Let ℓ = w be a linear vertex of G. Let ℓ − be the in-neighbor of ℓ, and let ℓ + be its out-neighbor. Let G ′ be the graph obtained by removing (ℓ − , ℓ) and (ℓ, ℓ + ) and by adding (ℓ − , ℓ + ). Since G ′ is strong and is not a counter-example, G ′ has a good arc (a, b) for (v, w). It is then straightforward to show that: if (a, b) = (ℓ − , ℓ + ) then (a, b) is a good arc for (v, w) in G; otherwise, both (a, b) = (ℓ − , ℓ + ) and (ℓ − , ℓ) are good arcs for (v, w) in G. Thus in every case we obtain a contradiction.
Given a digraph G, we denote by G ab the signed digraph obtained from G by adding a negative sign to (a, b) and a positive sign to the other arcs. We call G ab -and-net the G ab -function f defined by:
We are now in position to prove Theorems 3 and 4. Actually, under the conditions of the statements, there exists an arc (a, b) such that G ab -and-net is a nilpotent function with the desired properties. In both cases, we use Lemma 1 to find the right arc (a, b).
Proof of Theorem 3.
Suppose that G has a loop on v. Then by Lemma 1, G has a good arc (a, b) for (v, v). Thus: for all vertex i ∈ [n], G \ (a, b) has a path Q i from i to v of length q i ; and for all vertex i ∈ [n], G has a path P i from v to i of length p i such that either (a, b) is not an arc of P i or (a, b) is an arc of P i and every vertex in the subpath from b to i is of in-degree one in G. We set γ i = 1 if (a, b) is an arc of P i and γ i = 0 otherwise. Consider the G ab -and-net f .
Suppose that x v = 0 and let us prove, by induction on p i , that f p i +k i (x) = γ i for all k ≥ 0. If p i = 0 then i = v. Since x v = 0 and v has a loop, we have f k v (x) = 0 = γ v for all k ≥ 0. Suppose that p i > 0 and let j be the vertex preceding i in P i . By induction, f This completes the induction step. Since max p i ≤ n − 1 we have
Nilpotent functions of constant class
If G is a loop-less digraph on n vertices with minimal in-degree at least two and with a vertex v of out-degree n − 1, then it is clear that G has a wheel with center v. Thus, by Theorems 3 and 4, G admits a boolean nilpotent function of class at most 2n − 1. But actually, G admits a boolean nilpotent function of class 3. Proposition 7. Every loop-less digraph on n vertices with minimal in-degree at least two and maximal out-degree n − 1 admits a boolean nilpotent function of class 3.
Proof. Let G be a digraph on [n] as in the statement. Suppose that vertex 1 has out-degree n−1. Let f be the G-function defined by f 1 (x) = ∧ j∈G (1) x j and f i (x) = ∧ j∈G(i) x j for all 1 < i ≤ n. Let α = (1, 0, . . . , 0) ∈ {0, 1} n . We have f (0) = f (α) = α, and we prove that f 3 (x) = α for every x below. First, if x 1 = 0 then f (x) ∈ {0, α} thus f 2 (x) = α. Second, if x 1 = 1 and x = α, then f 1 (x) = 0. This brings us back to the first case and we obtain f 3 (x) = α.
A digraph is symmetric if for every arc (u, v), (v, u) is also an arc. We see (undirected) graphs as loop-less symmetric digraphs. Thus the complete graph on n vertices, denoted K n , is the loop-less digraph with n 2 − n arcs. Below we prove that, excepted K 2 , every connected graph admits a boolean nilpotent function of class 3. The proof uses the following notations. We denote by D(v) the set of vertices u such that the distance d(u, v) between u and v in G is at most 2. For U ⊆ V we set G(U ) = ∪ v∈U G(v).
Theorem 5. Let G be a connected graph. If G = K 2 , then G admits no boolean nilpotent functions. Otherwise, G admits a boolean nilpotent function of class 3.
Proof. The claim is clear for G = K 2 . Moreover, the case K n , n ≥ 3 is treated in Proposition 7 above. If G is not a clique, then we construct a set of vertices I = {i 1 , . . . , i p } as follows. Let G 1 = G and let S 1 be the set of vertices of degree one in G. We begin with a vertex i 1 in S 1 and set S 2 = S 1 \ D(i 1 ) and G 2 = G 1 \ D(i 1 ). Then we pick another vertex i 2 in S 2 and set S 3 = S 2 \ D(i 2 ) and G 3 = G 2 \ D(i 2 ). We continue these processes until S k = ∅. Then, we pick a vertex i k in G k , we set G k+1 = G k \ D(i k ), and we continue this process until no more vertex can be added.
Claim. I is a maximal set of vertices such that d(i, j) ≥ 3 for all distinct i, j ∈ I and d(i, I) ≤ 2 for all i ∈ I. We also have S ∩ G(I) = ∅.
Subproof. The first part of the claim follows from the construction of I. For the second part of the claim, suppose that there exists s ∈ S ∩ G(I). Any two vertices in S cannot be adjacent, so there exists i ∈ I \ S adjacent to s. But then for any vertex j = s, d(j, s) = d(j, i) + 1, and thus d(s, I \ i) = d(i, I \ i) + 1 ≥ 4. This is impossible, because then s would have been chosen to be included in I.
By the claim above any vertex in G(i) has a neighbor in D(i). We then consider the andnet f with all arcs signed positively, except those received by vertices i ∈ I, which are signed negatively:
x j ∀i ∈ I.
Let us now consider how the function evolves around a vertex i ∈ I. Let X i be the set of x ∈ {0, 1} n such that x i = 1 and f j (x) = 0 for all j ∈ D(i). First, since every vertex in D(i) has a neighbor in D(i), we have x ∈ X i ⇒ f (x) ∈ X i . Furthermore, 2. The complete graph with loopsK n (n ≥ 2) admits a boolean nilpotent function of class 2.
Conversely, no digraph with a vertex of in-degree one admits a boolean nilpotent function of class 2.
Proof. In the first case, the adjacency matrix A ∈ F n×n 2 satisfies A 2 = 0.
ForK n , the case is easily proved for n = 2; let us then assume n ≥ 3. Consider the boolean K-function defined by: for all i ∈ [n], f i (x) = x i ∧ j =i x j . We have f (0) = 0, and if x = 1 or if x has at least two zeros, then f (x) = 0. Finally, if x has exactly one zero, say x i = 0, then f j (x) = 0 for all j = i. Thus f (x) has at least two zeroes and by the preceding case f 2 (x) = 0.
Finally, suppose that a digraph G has a vertex i with a unique in-neighbor j (we may have i = j). Then for any boolean G-function f , we have f i (x) = x j ⊕ ǫ with ǫ ∈ {0, 1}. So if f j (x) = 0 and f j (y) = 1 then f 2 i (x) = ǫ while f 2 i (y) = 1 ⊕ ǫ, thus f cannot be a nilpotent function of class 2.
