A novel method of solar power forecasting for individuals and small businesses is developed in this paper based on machine learning, image processing, and acoustic classification techniques. Increases in the production of solar power at the consumer level require automated forecasting systems to minimize loss, cost, and environmental impact for homes and businesses that produce and consume power (prosumers). These new participants in the energy market, prosumers, require new artificial neural network (ANN) performance tuning techniques to create accurate ANN forecasts. Input masking, an ANN tuning technique developed for acoustic signal classification and image edge detection, is applied to prosumer solar data to improve prosumer forecast accuracy over traditional macrogrid ANN performance tuning techniques. ANN inputs tailor time-of-day masking based on error clustering in the time domain. Results show an improvement in prediction to target correlation, the 2 value, lowering inaccuracy of sample predictions by 14.4%, with corresponding drops in mean average error of 5.37% and root mean squared error of 6.83%.
Introduction
Power service providers are increasing the use of solar power due to (among many factors) decreases in the cost of solar power production systems, increases in the cost of traditional energy sources, environmental concerns, and legislative requirements. These same forces increase the prevalence of homes and small businesses with solar panels and storage that produce solar power to use in the home or business or store in battery banks or smart appliances or sell power back to power companies in tiered or real-time pricing structures.
Given solar power's variable, intermittent, and nondispatchable nature, considerable effort has been made to develop accurate forecasts that meet the needs of macrogrid power providers. Forecasting the production of large solar arrays and wind farms allows power providers the time necessary to make changes to base load power plant production to minimize peak power plant use. These forecasts often use artificial neural networks (ANNs) which access multiple and varied data sources to estimate power changes hours or days in advance.
With the rise of variable real-time pricing available to the consumer, prosumers can also benefit from forecasting solar power production, to optimize decisions about power storage, use, and sale. However, prosumers have different datasets, power profiles, and forecasting needs than power providers. For example, prosumers do not have access to cloud motion vector data and they do not need forecasts days in advance, which are required for base power plants to achieve steady-state power output. ANNs are strongly dependent on scale, resolution, and forecast variables [1] ; the ANNs developed for power companies are not suitable for prosumer use. Prosumers require short-term predictions based on limited data sources. The ANN investigated is intended for use at the prosumer level, which is less likely to have access to complex weather data; therefore, this model uses measurements of variability in the irradiance measurements to assess cloud cover. Further, this model's focus on the prosumer needs and the mitigation of the nondispatchable nature of renewable energy have dictated this model's concentration on short-term forecasting. With accurate solar power prediction, prosumers can make decisions about storing, using, or selling power based on reasonable future 2 Journal of Renewable Energy expectation and maximizing the value returned from a solar investment.
ANN's success is strongly correlated to careful parameter tuning. Input masking, a parameter tuning technique used in visual recognition systems, has been applied successfully in applications for audio signal classification and wind turbine power forecasting. This paper details the use of input masking in ANNs unique to short-term solar power forecasting.
Related Literature and Motivation
In 2005, Mellit et al. [2] used a radial basis function (RBF) based artificial neural network (ANN) to predict daily global solar radiation. Using 20 years of global solar radiation data from a meteorological station in Algiers, researchers created a composite reference year. Using this reference year for training, validation, and test, the scientists were able to create an ANN with one hidden layer of nine nodes that took inputs of air temperature and sunshine duration and output global daily solar radiation. According to the article, these inputs' relationship to the output is nonlinear and poorly suited to other nonlinear signal predictors; however, the accuracy of these other methods is not discussed, so it is unknown to what degree the RBF is an improvement. Solar power production forecasts on large solar farms with no exogenous inputs [3] have been used to compare different forecasting models. One-and two-hour forecasts found that ANNs outperformed other techniques in terms of mean absolute error (MAE) and mean bias error (MBE).
Researchers have used backpropagation of ANNs for short-term PV power generation prediction [4] in Istanbul, Turkey. Using inputs of ambient temperature, cell temperature, diffuse solar irradiation, and power produced, a comparison was made of the increase in root mean squared error (RMSE) and correlation coefficients for varying time horizons of the prediction. The authors found that a 5-minute time horizon held strong prediction accuracy, and anything between 5 and 35 minutes had an acceptable RMSE and correlation coefficient. The authors also did not identify what is considered an acceptable correlation coefficient or RMSE, but based on the charts in the paper, it would appear to be a correlation coefficient of 0.85 or greater and an RMSE of 50 W (from a 750 W panel) or less. Machine learning techniques are increasingly used for solar power prediction, including researchers in Australia who used machine learning techniques for the prediction of power based on past power production and weather readings [5] and researchers in Houston, TX, who demonstrated the value of machine learning predictions of solar power in urban microgrids based on humidity and time of day [6] .
Power prediction is primarily the domain of mid to large grid power producers; however, power prediction has proven valuable in rural areas without grid tied electrical systems. Researchers developed an energy management system (EMS) for a microgrid in Huatacondo, Chile, a small village in the isolated Atacama Desert [7] . Using a backpropagation artificial neural network, predictions on power consumption had a mean absolute error (MAE) of 1.6 kW and a standard deviation of 1.4 kW. The percentage of error associated with these values is not given in the paper, but based on the graphs, the power consumption described, and the given MAE, a 10% error is a reasonable estimate.
The masking of ANN inputs to reduce error has been developed successfully for edge detection in image processing systems. These techniques have been applied in bioacoustic signal detection [8] and wavelet analysis in wind farm power production forecasts [9] .
Assessing ANN Accuracy
Several benchmarks are used to compare the quality of different ANN and machine learning tools. Table 1 defines the terms used in the ANN assessments.
Common error assessment metrics are as follows.
(i) Mean absolute error (MAE):
(ii) Mean bias error (MBE):
(iii) Root mean squared error (RMSE):
(iv) Normalized root mean squared error (nRMSE):
(v) Correlation coefficient ( ): Table 2 consists of the benchmarks outlined in this section and the corresponding measurements for ANN accuracy found in the related literature in Section 2. 
Data
This work uses data that was collected at five-minute intervals continuously from May 2011 to August 2012. The data was collected from measurements on a dual axis tracking polycrystalline silicon photovoltaic module with 170-watt maximum power installed at the RE Lab at NASA Ames in the Moffett Field Air Force Base in Mountain View, California. This data and the corresponding predictions include night time readings, when energy production is zero. Including night data allows us to use the full day to identify time regions of high and low prediction accuracy for input masking. The data samples consist of four measurements:
(i) Timestamp. The date and time when samples are taken.
(
ii) Normal Incidence Pyrheliometer (NIP). A measure of the direct beam solar irradiance (W/m 2 ). (iii) Precision Spectral Pyranometer (PSP).
A measure of the total irradiance in the plane of the array (W/m 2 ).
(iv) Maximum Power Point (MPP).
A measure of the power produced from the solar panel (W).
To describe the inputs to the ANN calculated from the measurements above, allow to be the time of a particular sample. Further, let be an index of the sample taken in relation to the sample under consideration. Thus, is 0 for the sample in the dataset under investigation and 1 is the timestamp of the next sample taken, five minutes later, and is the th sample taken 5 minutes after time 0 . Similarly, −1 is the sample taken 5 minutes prior to 0 and −24 is the sample taken 2 hours earlier.
Further, allow the function MPP ( ) to map time values to MPP samples. MPP ( 0 ) is the power produced for the sample under consideration, MPP ( −4 ) is the MPP value for the sample twenty minutes prior to 0 , and MPP ( 4 ) is the MPP value for the sample twenty minutes after 0 . Similarly, allow PSP ( ) to be the irradiance measured by the PSP (total plane of array irradiance) at time and NIP ( ) to be the irradiance measured by the NIP (direct normal irradiance) at time .
Beyond the measurements themselves, the absolute value of the slope of the MPP curve is calculated using
Similar equations are used to find the magnitude of the slope of the PSP and NIP. The magnitude of the slopes of measurement values gives an indication of variably cloudy days. As clouds pass over the irradiation measurement tools, irradiance varies greatly. During sunny days, irradiance slopes remain low. Knowing this nomenclature, we can now describe the inputs to the ANN in Table 3 . Colloquially, each sample includes the current measurements, the power for the previous two hours, and the slope of the previous two samples.
ANNs
Artificial neural networks are mathematical constructs based on the physical structures of a biological system, the brain. Typically, a preprocessing step is performed on data before entering into the ANN. We have performed a min-max normalization, resulting in all inputs, outputs, and targets to fall between zero and one.
The artificial neural network (ANN) is made up of layers of neurons. Figure 1 depicts the version of the ANN structure used with the RE Lab data. This ANN consists of three layers: the input layer, the hidden layer, and the output layer. Each neuron in the input layer takes in one data source. The output of each input layer neuron is input for each of the hidden layer neurons. This ANN has seventy-eight input neurons; each neuron in the hidden layer will have seventy-eight inputs. This ANN relationship occurs a second time between the output of a neuron in the hidden layer and the inputs of the output layer. Thus, if you have twenty neurons in the hidden layer, you will have twenty inputs for each neuron in the output layer.
The ANN model randomly divides the total set of data from the RE Laboratory into three main categories: training, validation, and testing. The test consists of 20% of the total dataset. Of the remaining 80% of the data, 85% is allocated to training and 15% is allocated to validation. The training of an ANN involves multiple cycles of training, referred to as epochs. Each epoch consists of the ANN training on the training dataset and the resulting neural network is then applied to the validation dataset. If the RMSE of the prediction on the validation set is lower than the previous validation RMSE, indicating that the training of the ANN has improved accuracy, training continues. The ANN will continue to train and validate in a cycle until the validation dataset RMSE does not improve for ten consecutive epochs. While the ANN learns from the training dataset, it uses backpropagation to adjust the weights on each neuron based on the error of the output layer and each neuron's output is dictated by a sigmoidal activation function.
ANNs with Standard Preprocessing
Prior to inputting the RE Lab data into the ANN, measurements were normalized, such that each input varies from 0 to 1. Figure 2 shows the correlation between the predictions of the ANN and our total dataset that was divided randomly into three categories: test, validation, and training. The unmasked ANN was trained on the training data and validated on the validation data, and when the validation showed that the training was done, the resulting ANN was tested on the test data. We then returned to the original, total dataset, divided it randomly into three categories (training, test, and validation), and developed the masked ANN on the training data; once it was validated that the training was done, it was tested on the testing dataset. That is to say, each ANN pulls from the same dataset and uses the same ratio of training : validation : test; however, the contents of each category are unique for each run of each ANN. Figure 2 correlates the predictions of the ANN on the test dataset to the max power point (MPP) of the solar panel 20 minutes in the future (the prediction value, found along the vertical axis) and the actual MPP that was measured twenty minutes later (the target value, found along the horizontal axis). The accuracy measurements for the ANN, with an 2 value of 90.88%, an RMSE of 16.98 W, and a MAE of 6.33 W (for a 170 W panel), are in line with other ANN forecasting accuracy correlation coefficients under similar circumstances [3] .
A perfect prediction in the model fitness chart occurs along the 45-degree line. Two black lines have been added to the model fitness chart to indicate a twenty-watt error range, roughly 10%. Further, grey boxes have been added to indicate regions of high error with similar characteristics.
A cursory look at Figure 2 could easily lead the reader to the conclusion that the ANN has a high forecasting error, despite the strong correlation coefficient. However, the model fitness diagram points overlap in areas where the prediction/target points cluster, at low and high power production times. Consequently, the vast majority (ninety percent of points) fall in between the two black lines, indicating a target/prediction pair with an absolute error of less than twenty watts. The pie chart in Figure 3 than fifteen percent of all predictions are off by more than ten watts.
A closer examination of the high error forecasts shows a clustering of high error points around specific times of the day. Dividing the model fitness outliers into groups based on their location in the model fitness graph yields a correlation between high error and time of day. and therefore more predictable than sunrise or sunset. (iv) Sunset: one of the two time zones with the highest error rate due to the high volatility of the solar energy production data.
ANNs with Enhanced Preprocessing
It should be noted that our use of the terms "sunrise" and "sunset" is not referencing the time of day that the sun encounters the horizon, but the time of day that the sun encounters our instruments; it is sunrise and sunset from the perspective of our instruments. In a perfectly flat, empty landscape, these would be the same time, but obstructions, such as trees and buildings, can delay sunrise or hasten sunset from the perspective of our solar panels and irradiance measurement devices. Using these time frames as the basis for masking the ANN inputs, we replace the PSP input with four inputs: PSP night, PSP dawn, PSP day, and PSP dusk. PSP dawn is the same as the original PSP for time frames between 6:00 a.m. and 8:00 a.m., but 0 for all other time frames. Similarly, PSP day has the same values as the original PSP for time frames between 8:00 a.m. and 2:00 p.m., but it is 0 for all other time frames. The other masked PSP values are created in a similar manner, such that the sum of all masked PSP values would result in the original PSP dataset, as shown in Figure 6 .
The same masking procedure is performed for MPP and NIP values. Consequently, the original ANN had 3 inputs at time zero: PSP, NIP, and MPP; the resulting masked ANN has 12 inputs, a night, dawn, day, and dusk for each of the original ANN inputs of PSP, NIP, and MPP. Using the full 24-hour range of data allows the ANN with standard preprocessing to highlight the regions of high variability without knowledge of sunrise and sunset times, making the model robust enough to handle geographic variables such as obstructions and to tailor the model to the unique location of any solar setup. Further, this creates the equivalent of four individual ANN models for each time region in one ANN, allowing the model to have a unique structure for high volatility time frames (and improve accuracy of the least accurate time frames) while value improves this accuracy to 92.2%, an improvement of 1.34%, which in the context of the potential 9.12% improvement is fourteen percent closer to perfect forecasts, and the RMSE and MAE have both dropped accordingly, as outlined in Table 4 .
Conclusions and Future Work
Masking ANN input values for known environmental scenarios has improved the correlation between prediction and outcome by 1.3%. Further work needs to be done to verify that this improvement is consistent in other environments and with masks tuned to other environmental scenarios. This process of masking time regions by groupings of high and low prediction error identifies the dawn and dusk regions of time for a location. Future research could include a model that reevaluates the times for each region and updates the input masks daily; such a model could improve the accuracy of the dawn and dusk time region as changes in season and obstructions impact dawn and dusk.
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