Abstract: Experimental observations are frequently collected sequentially, allowing for lurking variables to affect the response and cause a trend in the results. Often the order in which the observations are collected is randomised to minimise the impact. However, when information about the behaviour of the trends has been found in previous experiments, it is possible to use this knowledge to obtain better designs that ensure that the studied relationship and the effect of the trend are estimated accurately. We consider cases where the cyclic nature of the experiments allows for obtaining such information prior to the main study. We propose a general methodology for designing such experiments, based on the framework of generalised linear models. The proposed methodology considers a larger class of problems than previously researched, allowing for the effect of a time trend on both the mean and variance of the response.
Introduction
Blocking is an elegant technique used when designing experiments. Given a response of interest, it aims to improve the precision of the parameter estimates of a statistical model. The most common way to implement it is by allocating the experimental units to blocks so that the within block variability is expected to be smaller than the variability across the blocks. The between block variability on the response explains some of the total variation, rather than inflating the residual variance. This has played a fundamental role in experimental research for decades.
There are experiments where the experimental units of each block have to be used sequentially. In these cases, time-related factors may affect them and thus destroy their homogeneity. Such an effect may be possible to describe as a trend that affects the response measurements in all blocks consistently, potentially to both their means and variances. A typical example is provided in Section 2 where a device is calibrated at the start of each day and then used to collect groups of measurements of the response for different values of the explanatory variables. The device gradually changed its performance over the day, causing a trend in the measurements hence the need for a calibration each day. The trend effect has a cyclic manner as it is repeated each day. Observations in a block correspond to all observations taken on a particular day. Due to their specific nature, we refer to the blocks as cycles. Such cyclic changes in the experimental condition often exist in experimental research in chemistry, biochemistry, engineering, etc.
The need to take into account time trends in experiments is well recognised. Cox (1951) introduced this problem by giving an example where the properties of wool fibre were affected not only by treatments of interest but also by the time of their use due to the ageing of the wool. The most common approach to address such problems is to randomise 2 M A N U S C R I P T
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the order in which the observations are collected. This usually reduces the probability of obtaining biased results. The use of trend-free designs has been recommended when the form of the trend is known (e.g. linear or quadratic). For example, Atkinson and Donev (1996) consider the case when a trend affects the mean of a response in the presence of homogeneous, additive normally distributed observations. They construct D-optimal designs considering the trend defining parameters as nuisance parameters. The trendfree designs that they obtained were linear in the model parameters and the estimates of these were unaffected by the effect of the trend. Atkinson and Donev (1996) showed that there were situations where trend-free designs could not be obtained and defined a criterion that could be used to measure the robustness of a design to a particular type of trend. However, their methodology has important limitations and cannot be used when the response is multivariate (as different trends could affect the responses), the experimental errors have heterogeneous variance or may be dependent, nor when the response is not normally distributed. Subsequent research broadens the situations where trend robust designs can be used but it still has similar shortcomings. Further details are provided in Section 3, where we focus on the approach proposed by Atkinson and Donev (1996) . In Section 4 we extend their idea to cover a much wider range of trend-related problems. Motivated by the example given in Section 2, we are interested in the development of methodology for designing experiments where the response can be multivariate, a trend can affect both the mean and the variance of the responses and the experimental errors associated with the responses have different distributions.
The first key step in this process is to allow for more complex trend-related effects than previously considered in the statistical model of interest. This is achieved by formulating the model of interest as a generalised linear model (GLM) that accommodates 3 M A N U S C R I P T
the effect of the trend on the mean response in the linear predictor. If the mean and the variance of the response are unrelated, a parametric relationship can be specified to capture the effect of the trend on the variance of the response.
GLMs are well studied and their estimation can be easily carried out using all main statistical packages. Estimating the effect of the trend is done at same time as estimating the effect of all other explanatory variables. This is in sharp contrast to the analysis of data collected with the use of trend-free designs constructed in the past, where the effect of the trend may not be even possible to estimate. Our approach is quite general allowing for the distribution of the response to be any member of the exponential family of distributions (EFD). Hence, our approach benefits from the existing methodology for designing experiments for estimating GLMs. For a review of this methodology see Atkinson et al. (2007) and Stufken and Yang (2012) .
A common difficulty in designing experiments for estimating GLMs is that finding a solution requires knowledge about the values of the model parameters that is the aim of the study to estimate. This problem is usually addressed by using the best available estimates, or their distribution. Inevitably, the required design optimality is satisfied only approximately.
When the experiments are carried out in cycles, the parameters can be estimated initially in a small validation study, or be known from previous similar experiments.
Therefore our approach finds reliably efficient experimental designs with block cycles.
Finally, constructing a design for several responses that is robust to trend effects can be done with carefully defined compound criterion of optimality. In Section 5 we illustrate the new methodology by returning to the example given in Section 2. The paper concludes with a discussion of the merits and limitations of our approach.
Supplementary Material
An R program used to generate the three experimental designs discussed in the paper, or similar designs, is provided as supplementary material. It is made available on the journals'and the authors'webpages.
Example: Hot Pressing Process
Various products (e.g., electrical fitting products such as light bulb holders, switch covers, circuit boards and plugs) are manufactured by hot pressing. At the start of each production run, a quantity of moulding powder and resin is loaded into a hopper above the press. The base of the hopper has a screw feeder into an automated weighing system, which weighs out a set amount for each product. This is dropped into the hot die. The die closes and pressure is applied until the resin cures. The press then opens and the product is ejected. The process is automatic.
Screw conveyors work very well for liquids and slurry but tend to "tunnel" and "bridge" with dry powders, which stops them from conveying. The usual solution is to have a paddle or rotor that slowly moves the bulk of the powder in the hopper to keep the screw feeder running properly. This slow motion combined with the vibration from the press generates segregation in the moulding powder. Therefore, the particle size distribution of the powder samples used to manufacture products changes over time and causes a trend in the properties of the manufactured products.
At the start of each day the device is calibrated and the moulding powder is homogeneous. As production continuous, the hopper paddle and vibration tend to segregate the moulding powder with the finer particles accumulating at the bottom of the hopper at M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT the screw feeder and the bigger particles percolating up to the top. The smaller particles compact easier than the large particles. Hence, product density increases during the first part of the production cycle, then decreases in the second part of the cycle as the smaller particles are used and the particle size distribution of the powder drifts upwards. The easily compacted smaller particles give a much more consistent product than the more granular material at the end of the production cycle, and even when compared with the powder used right at the start of the cycle. This causes the properties of the products to change dependent on the time it was manufactured. Therefore, the proportion of defective products depends on both the operating conditions and the time trend caused by the changing particle size distribution of the moulding powder. The proportion of defective items (Y 1 ) was of interest and had a binomial distribution. The second response (Y 2 ) was the strength of the product. It was measured by weighing the products. Previous similar experiments suggested that the distribution of the strength was approximately normal, and its variance was proportional to its mean.
Hence, the time trend affected both the mean and the variance of the response each day in a similar way, and measurements taken on a particular day were considered a block cycle. Previous experience suggested that the measurements of both responses were independent.
The process was affected by four variables: hopper paddle speed (x 1 ), press temperature (x 2 ), press time (x 3 ), and auto-weigher setting (x 4 ). Their optimum values were found experimentally for each type of product. In an experiment both Y 1 and Y 2 were measured for each produced item and the time (x 5 ) of taking each measurement was also recorded.
An experimental design with n = 25 different settings of the process variables was M A N U S C R I P T
A C C E P T E D ACCEPTED MANUSCRIPT
used. Five different settings were tested sequentially at equal intervals of time on each of the days of a 5-day working week. Hence, there were 5 cycles. The equipment was calibrated at the start of each cycle. Fresh powder was used each day. Samples of 25 items were obtained for each of the settings and the responses were recorded (i.e., 625 measurements were collected in total). The 25 items taken for each setting were affected equally by the time trend as these items were made in a quick succession. Therefore the trend effects on the responses was determined by the time in the day at which the settings were tested.
Generalised linear models were fitted for each of the responses, both with canonical link functions. Stepwise regression was used to choose the required predictors from the terms of a second order polynomial in the process variables and the time in the day when the observations were taken, excluding all interactions between x 5 and the remaining variables. Different regressors were needed in the linear predictors for the models of the two response variables. The response Y 1 had 13 regressors (intercept, x 1 , x 2 , 
Background
Early work on design of experiments in the presence of time trends focussed on experiments to compare several treatments. Designs for collecting data to estimate treatment effects identical to those that would have been obtained if the observations were taken at the same time, or there were no time trend, are considered trend free. While the form of the time trend is assumed to be known (e.g., linear or quadratic) to construct such designs, no information about the model parameters is required. For example, Cheng (1990) provides an extensive review of research devoted to trend free ordering of treatments compared experimentally. Atkinson and Donev (1996) consider the case when a trend affects the mean in a response surface study where the relationship between the response Y and the explanatory variables can be described with the model
where Y is an n × 1 vector of the observations, F is an n × p design matrix, and β is an p × 1 vector of the model parameters. The experimental errors of the observations, gathered in the n×1 vector ε, are assumed to be additive, independent and have a normal distribution with zero mean and homogenous variance σ 2 . That is, ε ∼ N n (0, Σ), where Σ = σ 2 I and 0 is an n × 1 vector of zeros. High precision of estimating the model parameters is important and therefore D-optimality is beneficial as a design criterion.
This criterion requires maximising the determinant of the information matrix, |F T F|, which minimises the volume of the confidence region for the model parameters.
We provide further details of the approach of Atkinson and Donev (1996) as we build M A N U S C R I P T
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on it in Section 4. The effect of the time trend on the mean may be parametrised as s j=1 δ j g j (t i ), where t i (i = 1, . . . , n) is the time of collecting the ith observation, and g j (t i ) and δ j (j = 1, 2, . . . , s) are functions and the corresponding parameters describing the time trend. As a result of the time trend, the underlying model becomes
where F is the n × p design matrix, Z is the n × s matrix whose ith row contains the values g j (t i ), j = 1, 2, . . . , s, and δ is the s×1 vector of the parameters related to the time trend. Also, X is the n × (p + s) matrix combining the matrices F and Z, and similarly the (p + s) × 1 vector λ combines the vectors β and δ. The D s -optimum design for model (3.2), which treats the parameters δ as nuisance parameters, maximises
Certainly this is a constrained optimisation problem where |Z T Z| should not be allowed to reach zero. This is usually ensured by appropriately predetermining the levels of the time variable. Constrained optimisation design problems have been considered by Cook and Thibodeau (1980) . Atkinson and Donev (1996) define the criterion
where F * is the design matrix of the D-optimum design in the absence of trend. The maximum value of T F is 1, attained when the design is perfectly balanced for the trend.
In this case, the least squares estimates of the parameters of interestβ will be the same as in the case when all the observations were collected at the same time or there was no M A N U S C R I P T
time trend. This criterion is used to construct designs that are trend free for a specified time trend.
The case when a time trend affects the results was studied by many researchers. For example, Tack and Vandebroek (2002) and Tack and Vandebroek (2003) consider the case when estimating a mixed effect model is required, while Tack and Vandebroek (2004a) and Tack and Vandebroek (2004b) 
GLM models with time trend
GLMs provide a natural framework to describe data when there is a time trend that affects the mean and/or the variance of the response. First we summarise the main features of a GLM and then describe how they can be used to accommodate various possible effects of a time trend.
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GLMs were introduced by Nelder and Wedderburn (1972) . A GLM is defined by three aspects:
• the distribution of the response, which belongs to the exponential family,
• the linear predictor, η = Fβ, and The general form of the probability density function of a distribution from the exponential family of distributions (Pitman, 1936) for the i th observation is given by
where θ i is the natural parameter and the observations are assumed independent. Also
Hence, the variance consists of a scale function, d(φ i ), and a variance function,
The variance function is often written in terms of µ i = E[K(Y i )] to describe the relationship between the mean and variance of K(Y i ).
Because the observations are independent, a GLM with design matrix F has an information matrix that can be written as a sum of the information matrices for the individual observations
where f T i is the i th row of the F matrix, and W is a diagonal matrix. The i th diagonal element of W is
(4.6)
Similarly to Atkinson and Donev (1996) we accommodate the effect of a trend in the model. However, using the GLM framework allows us to cover a much wider range of possible time trend effects. Here are several possible cases, each requiring a different presentation in the model.
• A time trend affects the mean only. In this case η i has to accommodate the effect of the trend and V (θ i ) = 1.
• A time trend affects only the variance. Then, φ i has to accommodate the effect of the trend.
• A time trend affects both the mean and variance. This can occur through η i alone, or a combination of η i and φ i .
If there is a trend in the linear predictor, the extended design matrix is
where F is the design matrix for the variables of interest and Z is the design matrix for the trend. This gives a linear predictor of the same form as (3.2), i.e.
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When the trend affects only the variance, e.g., when the response has a normal distribution with heterogeneous variance, φ i takes a form that represents this effect. For example, in many situations trends in the variance of the response can be represented 
Case 2. Normally distributed response, additive errors with heterogeneous variance. When the errors have a normal distribution with zero mean and the variance is dependent on factors x i , a trend affecting only the variance can be represented by a GLM
13
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Case 3. Normally distributed response, multiplicative errors. Certainly this case can be reduced to the earlier cases by taking the logarithms of the observations. Alternatively, the model can be written as
where • is the Hadamard product. For example, if the distribution of the errors is lognormal (i.e., ε ∼ LN(0, σ 2 I)) the observations follow a log-normal distribution. That is, Y ∼ LN(log(Xλ), σ 2 I), where X is defined by (4.7) and the link function here being exponential. The log-normal distribution cannot be written in a canonical form, since 
If a different link function is used, w i has to be changed accordingly.
Case 5. Poisson response. If the response has a Poisson distribution, the situation is similar to that in Case 4 as it is possible to define a GLM with
In Case 1 the time trend affects only the mean of the response; in Case 2 it affects only the response variance, while in Cases 3, 4 and 5 both the mean and the variance are affected. Formulation of suitable GLMs for other problems can be made in a similar way. Once the suitable GLM is defined, the next stage is to construct the required experimental design.
Design construction
We are interested in designs that are D-optimum (i.e., designs that ensure high precision of the estimation of the model parameters). Using other criteria for design optimality could also be useful, such as criteria concerned with the precision of the predictions using the fitted model. Previous experience suggests that using D-optimum designs lead to finding models which are also good in this respect.
The D-optimum design in the presence of the trend maximises
where W is a diagonal matrix with elements given by (4.6). Thus, we are able to present the problem as one for designing experiments for estimating parameters of a GLM. Similarly to nonlinear estimation problems, the solution depends on the values of the unknown model parameters. In the absence of such information, the criterion of M A N U S C R I P T
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optimality cannot be calculated. Often the most likely values, or their distribution, are assumed to evaluate (5.9), even though the result is only approximate.
The search for an optimum design can be done in many ways. However, one should run the optimisation at least 100 times with different random seeds to start the process. We used the R program provided in the supplementary material, implementing the adjustment algorithm of Donev and Atkinson (1988) . Given an unlimited amount of computational time, this algorithm will find a globally optimum which may or may not be unique. However, in practice one will have a fixed amount of time to find a solution.
This is why in our computer program the search can be terminated at the time when no further wait for the solution is possible. The search may not have found a global optimum design, but unless it has run for a very short amount of time, the best available design is likely to be satisfactory for practical use.
Example: Hot Pressing Process (continued). The results of the study described earlier were used to construct an experimental design for a new product. The same design structure as described in the example in Section 2 was used. That is, the experiment was to be run on five days, testing five different settings on each day sequentially at times scaled as -1, -0.5, 0, 0.5 and 1. The same explanatory and response variables were under consideration and the aim was to identify the best process settings which would minimise the defects and increase the strengths of the items. It was assumed that similar models to those obtained in the previous study would apply. Therefore, such models, and their estimated parameters, were used in the design construction, hence the design that was found was only approximately optimal.
When a design was considered, (5.9) was used to calculate the criteria values for M A N U S C R I P T
models Y 1 and Y 2 , D 1 and D 2 , respectively. A compound design criterion of optimality for estimating both models was used for the design construction. It was defined as the product of the criteria values (i.e., D c = D 1 * D 2 ). This avoided the possibility that a design that could not be used to estimate either of the models was chosen. This criterion is based on the assumption of no correlation between both responses.
For illustration, the best design in 1000 searches, each using a different seed to find the starting design, is shown in Table 1 . For example, the eighth row shows the process Also, D 1 = 9.171 * 10 3 and D c = 9.239 * 10 14 for this design. These two designs are given in Table 2 and Table 3 in the Appendix.
The three designs that were found are locally D-optimum, because the model parameter estimates obtained in the previous study were used to construct them. Therefore, the three designs are clearly only approximately D-optimum, because the true values of the parameters may be different. However, a design constructed this way is likely to be much better than one obtained by ignoring the impact of a trend on the results. When constructing designs using information from previous similar experiments, it may be that multiple datasets are available. If so, such information will allow for the robustness of the best design to be studied by calculating the criterion value across the values of the model parameters obtained in those previous experiments.
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available. The cyclic nature of the described experiments makes it possible to conduct initially one or two experimental cycles in order to obtain the required information for the construction of the design for the main study. These small experiments have a similar role to screening and validation experiments commonly used in experimental research.
Our new approach facilitates the construction of experimental designs where the mean and/or the variance of the response are affected by a trend. Using the framework of GLMs to present the problem allows for constructing designs in cases when the response follows one of many possible distributions: a considerable improvement on existing methodology.
The main challenges of designing experiments when a trend is expected to affect the results arise from the dependence of the optimum design on the unknown model parameters. Here we reiterate some specific features of the design problem that need to be taken into account:
• Estimating the trend is important. Only when a design is trend free does the criterion (3.3) have a clear interpretation (i.e., when its value is 1). This only occurs for a small number of cases.
• Customarily, the robustness of experimental designs with respect to all assumptions made in relation to their construction needs to be studied before the designs are used in practice. The designs constructed using the method presented in this paper are not exceptions. For example, it is useful to study the performance of a chosen design where the form of the trend differs to that assumed in the construction of the design. In most cases, many alternative time trends can be estimated under the new methodology. This allows us to obtain informative results, even when the 20 M A N U S C R I P T
design may be suboptimal for the true form of the trend. This is a seemingly small but important advantage of our methodology over existing ones.
• In most experiments the times of collecting data and the number of the observations taken at each time point will be decided by the specific features of the experiment.
However, if there is some flexibility in choosing the time of the measurements during each cycle, our approach can be extended to select the best time points with respect the chosen design criterion. In our experience, the D-optimality criterion will produce a design which favours time points with smaller response variance.
Taking this into account simplifies the search.
• Obtaining the necessary information to construct D-optimum designs for experiments with cyclic blocks should not be a problem when several validation cycles can be carried out before the main study. In these cases, the optimality will still be approximately evaluated as the true model parameter values would change from setting to setting. However, the alternative (i.e., to randomise the order of the observations) is most likely to be considerably inferior.
• There are many other sequential experimental situations, not considered here, where our approach can still be very useful. However, if no validation study could be carried out, or information about the trend cannot be formulated, it is likely that randomising the order of the observations of the designs that are D-optimum in the absence of trend would provide a design that is more robust than a design that is obtained using arbitrary model parameter values in the design construction.
On the other hand, experimentation has a sequential nature. For that reason the limitations of the approach described here, while real, are not very restrictive.
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Further complications may arise if the different response variables are not independent, when amending the design criterion accordingly may useful. Certainly, the methodology presented in this paper can also be described in terms of the approximate design theory.
The method and how it can be used are described, for example, in Atkinson et al. (2007) . -time trend affects a response that is not normally distributed,
-time trend affects a multivariate response.
We propose a general methodology for designing such experiments, based on the framework of generalised linear models.
We also identify special types of experimental blocks, which we call cycles. As an example, we provide a typical industrial study where they occur naturally. We show how a locally D-optimum experimental design can be constructed in such a case and provide computer code that can be used to reproduce our results, or to construct similar experimental designs for different situations. The experimental designs constructed using the proposed methodology are not only robust to the possible time trend affecting the results, but also allow for incorporating useful available information about the study in the design construction. This makes the experiment where the designs will be used well focussed and the results more accurate and clearer than if conventional experimental designs are used instead.
As experimentation is sequential by nature, our results add an important contribution to the theory of experimental design. We believe the topic is very important to readers of the journals who are involved in experimental research.
