Abstract. In this paper we determine the minimum progeny sample size n needed to obtain, with probability c~, at least m individuals of a desired two-locus genotype f~ affecting quantitative traits. The two quantitative trait loci (QTLs) of interest may be linked or independent, with or without epistatic interaction between them. Parental genotypes may be known or unknown, and gene action at either locus may range from additive to overdominance. To reduce the required sample size, mating patterns that will produce a high proportion of desired progeny are suggested for different progeny genotypes and dominance levels. Based on the assumption of normally distributed quantitative trait expression, individuals can be classified into a genotype or genotypic group according to their phenotypic expressions. This technique is used to select both parents and progeny with unknown genotypes. Choice of parental classification criteria for a given quantitative trait affects classification accuracy, and hence the probability of obtaining progeny of the desired genotype. The complexity of this probability depends on the dominance level at each locus, the recombination fraction, and the awareness of parental genotypes. The procedure can be expanded to deal with more than two loci.
Introduction
Choosing the minimum required sample size is an important practical and economic problem. For a broad range of genetic experiments, Hanson (1959) used the binomial distribution to find the minimum sample size required to obtain at least one desired individual with a specified probability or confidence level (e). His first underlying assumption is that genes at each locus follow the Mendelian law of independent assortment. Hanson's second assumption is that all alleles at each locus have the same chance of being transmitted to progeny and have equal fitness, i.e., equal survival rate. Rick (1965) , Pelham (1968 Pelham ( , 1970 , and Laterrot (1975) , however, reported differential allelic survival rates in tomatoes, which shows that a modified binomial model for differential fitness is needed.
For genetic conservation, Crossa (1989) used the binomial model to find the sample size required to obtain, with a specified confidence level, at least one individual having a desired genotype in a large population, but only for a single locus. His implicit assumptions are similar to Hanson's. Sedcole (1977) and Scully and Federer (1993) generalized Hanson's binomial model analysis to treat the problem in which more than one desired individual in the sample is required. They assumed independence among loci and equal allelic survival rate. Schwager et al. (1993) incorporated recombination rate and differential allelic survival rates into the binomial model for categorical traits controlled by one or several loci. Similar models for more than two loci are considered as well.
To extend the binomial model and the analysis of Schwager et al. to QTLs, this paper introduces two concepts. The first is mating pattern, which can be used to increase the probability of obtaining progeny with the desired genotype when compared with random mating, hence reducing the required sample size. This idea is also applicable to qualitative traits. The second is phenotypic classification, which allows selection of parents with unknown genotypes or genotypic groups to form a suggested mating pattern with certain classification accuracies. A genotypic group is defined here as a collection of all genotypes that produce the same phenotype. Continuous variation of the phenotypic values of quantitative traits is incorporated in the model by assuming a normal distribution of trait values within genotypic group. Different allelic frequencies and dominance levels at the QTL are allowed, as well as differential allelic survival rates. Thus, this modified model is applicable in many situations involving two loci. For situations involving more than two loci, generalizations can be developed.
Mating pattern
A mating pattern is a pair of parental genotypic groups. Some mating patterns produce a relatively high proportion of progeny with the desired genotype, but others do not. Tables 1 and 2 present suggested mating patterns for different desired progeny genotypes and different levels of dominance at one and two diallelic loci, respectively. A1-Mes A and B are assumed to be dominant over a and b when dominance exists. Notation A -represents the combination of AA and Aa for complete dominance, and similarly for B -. Incomplete dominance includes codominance, partial dominance and overdominance. We assume that for autosomal loci, reciprocal mating patterns will give the same result. If the genotypes of individual parents are known then, to obtain the highest proportion of desired progeny, we find the mating pattern in the column for incomplete dominance and select pairs of parents with this mating pattern. For individual parents with unknown genotypes, first find the suggested mating pattern shown in Table 1 or 2 for the appropriate dominance level, and then select pairs of parents based on their phenotypic expressions. Similar tables could be established for cases of multiallelic loci. The accuracy of classification and misclassification rate from phenotypic expressions to genotypic groups are discussed in what follows.
Phenotypie classification
The correspondence between phenotypes and genotypes is not always one-to-one, e.g., the case of dominance and quantitative traits with continuous variation. Elsen et al. (1988) and Goffinet et al. (1990) propose some statistical methods to identify the genotype of sires at a major locus by using the phenotypic expression of progeny. Here we use only the phenotypic expressions of individuals to predict genotypes or genotypic groups, i.e., mass selection. For phenotypic classification of parents, Hardy-Weinberg equilibrium and linkage equilibrium are assumed. In this section, we discuss first the case of one locus, and then the case of two or more loci without or with epistatic interaction. Examples of diallelic loci are presented. Generalization for multiallelic loci requires little extra effort.
(A) One locus
Variation of trait expression due to genotypes at other loci that influence the trait of interest, environmental variance, and errors in measurement must be considered for classifying quantitative traits on phenotypic expression. To deal with these sources of variation, we combine them and call the result of this combination the residual variance for the QTL of interest. All genotypic groups of a QTL are assumed here to have normal distributions in trait expressions with different means and residual variances, so that the trait expression of the entire population is a mixture of normal distributions (Elsen et al. 1988) . The number of genotypic groups depends on the number of possible alleles and on dominance level. For a diallelic locus, the expected fractions of the genotypic groups in the population under Hardy-Weinberg equilibrium are fAA = f2, fL fc faa=2faL,Lo=L 2, and fA-=faA+fAa, where fA and fa are the frequencies of alleles A and a; faa, faa, and f,, are the frequencies of genotypes AA, Aa, and aa; and fAis the frequency of phenotype A-. Similar results could be obtained for multialMic loci.
Let X denote the level of trait expression for a given quantitative trait, and assume that there are three genotypic groups, which are labeled R (right), C (center), and L (left), with expected fractions JR, fc, and fL at the locus of interest (see Fig. 1 ). Let/~R, Pc, #L be the means of X and o-R, ~r c, cr L be the square roots of residual variances for the right, center, and left distributions, respectively. Usually the three distributions overlap in some parts. With known means and residual variances of these normal distributions, and known expected fraction of each genotypic group, we can calculate the expected proportion of each distribution that lies beyond any fixed point or between any two fixed points. Ducrocq and Quaas (1988) describe a method to select animals from a mixture of different age-group distributions. Their method is applied to this problem by replacing age groups with genotypic groups. The following formulas are also applicable to other cases with some minor modification. Thus, with two genotypic groups, e.g., complete dominance, the center distribution is omitted; with more than three genotypic groups, say n groups, then there are n-2 adjacent center distributions.
For convenience, the first genotypic group ggl is assumed to be the target for a given classification criterion. Let 0(ggllXeI) denote the classification accuracy of assigning an individual with trait expression X satisfying the classification criterion I, i.e., XeI, into the target genotypic group ggl. In other words, 0(ggllXeI ) is the probability that an individual whose trait expression X satisfies I belongs to group ggr Then the misclassification rate is defined as
where 52 denotes summation over all non-target genoi~Sl typic groups, and the terms 0(gg~ IX ~ I), i # 1, are called misclassification components. Another approach to calculating classification accuracy and misclassification components is presented in Hoeschele (1988) .
As an example, with partial dominance, suppose that AA = R, Aa = C, aa = L, aAA , (~Aa and aa, have the common value (r, fA = 0.6, f, = 0.4, #AA = 2 O-and #a, = --2 o-; then classification accuracy and one of the two misclassification components for different boundary values and different #A~ values are given in Tables 3, 4 , and 5, for the right, left, and center classifications, respectively, which will now be presented. The other misclassification component can be calculated by subtraction. Right classification (e.g., for dominant homozygote AA): For an appropriate boundary value tl, an individu- 
Similarly, the misclassification rate is
i~L Center classification (e.g., for heterozygote Aa): The way to classify individuals into the C genotypic group is a little different. For appropriate boundary values tl and t2, an individual with trait expression X such that t 2 <X<tz is assigned into the C genotypic group. The three truncated regions in the center of the mixed distribution, between t 2 and t~, have the weighted areas 
and the misclassification rate is (13) 6(Clt2<X<tl)=l--0(Cltz<X<tl)= Y~ 0(ilt2<X<t~).
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In Table 3 , for a fixed #Aa, the larger t 1 is, the greater is the classification accuracy; for a fixed tl, the larger #A~ is, the lower is the classification accuracy. In Table 4 , the pattern of the numerical entries is exactly the opposite. In Table 5 , for fixed #A, and t2, the larger t 1 is, the lower the accuracy; for fixed #aa and tl, the classification accuracy first increases and then decreases as t z increases. The pattern of entries in these tables is somewhat complex because many factors are involved. Any change in allelic frequencies and dominance levels will clearly affect the result. For example, with overdominance, the situation might become Aa=R, AA=C, aa=L; with complete dominance, it might become A-=R, aa =L. Similar tables for different allelic fie- 0.0a ~-3.0a
,~-2.5 a r~--2.0~r quencies and dominance levels are provided in Shyu (1992) . In addition, the difference between #AA and/~aa is also influential, that is, the larger (/~aA--#aa)/0-is, the greater the classification accuracy (for brevity, results are not presented here).
(B) M (M> 2) loci with no interaction
Let O(ggkl [Xk~Ik) Because interaction among the M loci is absent, trait expression of one of these loci is not influenced by the other loci. Thus joint classification accuracy is equal to the product of the individual single-locus classification accuracies, and joint misclassification rate consists of the sum of products of all other possible combinations of classification accuracies and misclassification components at these M loci. That is, joint classification accuracy is 0(ggll gg21.., ggM1 [X1EI1, X2EI2 ..... XMEIM) where the summation excludes the case of all i k equal to 1.
(C) M (M> 2) loci with epistatic interaction
If M QTLs of interest show epistatic interaction in trait expressions, then the trait expression of a locus would be influenced by the other M-1 loci. In this case, it is impossible to calculate individual classification accuracy and misclassification components for each locus. We solve this problem by considering these loci as a joint locus. Individuals with certain joint trait expressions have to be classified into corresponding joint genotypic groups directly, instead of into separate one-locus genotypic groups. For the case of two loci, let W denote the total number of distinct two-locus joint genotypic groups, and w = 1, 2, ..., W. Let XX represent the joint trait expres-sion of an individual, and II be the joint classification criterion for the target two-locus genotypic group gg~. Then the classification accuracy is 0 (gg I IXX EII), and the misclassification rate is w (16) 6(gg~IXXEII) = 1 -0(gg 1 ]XX~II) = 52 0(ggw] XXEII).
w=2
All calculations are the same as for the one-locus case, except that the expected fraction of each joint genotypic group is involved in allelic frequencies at these two loci. For example, if linkage is in equilibrium, then the expected fraction of the genotypic group AABB is equal to the product of the expected fraction of AA and the expected fraction of BB. Details are in Crow and Kimura (1970) or in Shyu (1992, Table 3 .3.1); the first reference also provides information for the case of linkage disequilibrium. Similar formulas could be generalized for more than two loci.
(D) Some loci with no interaction and some loci with epistatic interaction
If N (1 _< N _< M -2) out of M loci have no interaction and M-N (_> 2) loci have epistatic interaction, then (D) is a combination of (B) and (C). We first consider these M -N loci as a joint locus as in (C), then treat those N single loci and the joint locus as in (B).
The probability of success
The probability of success P (~q) is the probability that a particular progeny from specified parents has the desired genotype if, which is the fusion of a random pair of gametes. Under random mating, P (N) = P (random pair of gametes results in genotype ~)
where 52 denotes summation over all pairs of gametes ~e (g,g') resulting in genotype N, v(g) is the fraction of the first gamete g among all surviving gametes, and v' (g') is the corresponding fraction for the second gamete g'.
If parents are specified with known genotypes gt and gt', then the probability that a particular progeny from these parents has the desired genotype ~ is P (if) = P (~lgt x gt') = Y~ v (gl gt) v' (g'lg t'),
~q where v (g I gt) is the fraction of gamete g among all surviving gametes from the parent with genotype gt, and v' (g'l gt') is the corresponding fraction of gamete g' from the other parent. Let u(g[gt) be the fraction of gamete g among all gametes from the parent with genotype gt before survival adjustment, and s (g) be the survival rate of gamete g; then (Schwager et al. g 1993) . For two-locus cases, v(gl gt) is equal to the product of the fraction of the required allele at the first locus and the fraction of the required allele at the second locus, except the v (g I gt) from doubly heterozygous parents, e.g., AaBb, which is affected by the recombination rate between these two loci. Let r denote the recombination rate between the two loci of interest, so 0 < r < 0.5. Then define 2 as 2 = ~ r under coupling (20) l 1-r under repulsion' such that 2=r= 0.5 when the two loci are independent (Schwager et al. 1993) . Thus the v(g[gt) from doubly heterozygous parents can be expressed as a function of 2, allele fractions in genotype gt and gamete survival rates. The v (glgt) from all possible parental diallelic two-locus genotypes can be found in Table 5 .1.1 in Shyu (1992) . For cases of more than two loci, Schwager et al. (1993) present some generalizations.
If parental genotypes are not known and parents are selected on phenotypic expression from the population, then calculation of P (~) becomes more complicated due to phenotypic classification. Also, parents can be selected by using two different classification criteria to form a favored mating pattern. Let s k be the number of possible genotypic groups at locus k. For diallelic QTLs, s k is 2 for complete dominance, and 3 for incomplete dominance. For two loci with no interaction, the additional information required for calculating the probability of success P(~) is the probability that an individual with trait expressions X, and X 2 satisfying classification criteria I, and I2, respectively, belongs to genotypic group ggli at the first locus and to genotypic group ggzj at the second locus:
Because genotypic groups ggl 1 and gg21 are assumed to be the targets, 0 (ggl 1 gg21 [ X 1E 11, X2 E I2) is joint classification accuracy. When i and j are not both equal to 1, 0(ggl~gg2~lXleI1, XzeI2) is a joint misclassification component. For a single individual with XteI I and X2e 12, there are W = s, s 2 possible genotypic group combinations at these two loci to which the individual could belong. For a pair of individuals selected as parents, there are W 2= (s 1 s2) 2 possible genotypic group combinations. To simplify notation, let ggw denote two-locus genotypic group combination ggll gg2~" for specified i and j of parent 1, w = 1, 2 ..... W. Similarly, gg~. denotes a specified genotypic group combination of parent 2, w'= 1, 2 ..... W. Then the partial probability of success Pww, (~), which is the probability that a particular progeny from parents of the genotypic group combinations ggw and ggw, has genotype N, is eww,(~r = P (~l ggw x ggw,)
Nw Nw, [S,v(g[gh)v'(g'lgt~) ], i=lj=l where Nw and N,~, are numbers of possible two-locus genotype combinations for the genotypic group combinations ggw and ggw,, and f(ghlggw) and f(gtjlgg,~,) are the expected fractions of the two-locus genotype combinations gt~ and gtj in genotypic group combinations ggw and ggw,, respectively. Table 6 presents f (ghlgg) for some genotypic group combinations gg. Because of misclassification, selected parents may belong to non-target genotypic groups. Therefore, overall probability of success P(N) is the sum of products of partial probabilities P,~w,(N) and corresponding probabilities of classification (classification accuracies or misclassification components). To simplify notation, define 
Then P(N) = P [N I (X,eI~, X2eI2) x (X',e I',, X~e I~)]
i j=l OwXO'w'XPww'(N) 9 w=l w'=l With epistatic interaction between the two loci, classification accuracies would differ, but calculation of probability of success is the same. In this case, gg,~ and gg~, represent two-locus joint genotypic groups as in equation (16), W might not be equal to si s2, and joint trait expressions, XX and XX', and joint classification criteria, II and II', are applied, i.e.,
0",-= 0' (ggw'l XX% II'). Substituting these probabilities of classification 0 w and 0~, into equation (25) produces the desired result. For cases of more than two loci, the calculation is similar with some modification of v(glgtl) and f(gt i Iggw), while the required 0w has been discussed in the previous section.
Minimum required sample size
The genotype of each progeny from any specified parents is either desired (success) or undesired (failure), and is independent of the genotypes of other progeny, even those from the same parents. Thus the probability of getting at least m desired progeny in a sample of size n from specified parents can be calculated by the binomial formula: p (~r [1 --P (~r -x (28) as in Schwager et al. (1993) . When m = 1, this becomes
With known P(N), a specified m and confidence level c~, we can find the minimum sample size n satisfying the condition that P(at least m successes)>_ a. Table 7 gives minimum sample size n for c~ = 0.90 for different P (f#) and m. Table 8 gives similar results for c~=0.95. For fixed m and ~, the larger P(f#) is, the smaller n is; while for fixed P(f#) and m, the larger c~ is, the larger n is. For other values of P (f#), m, and e, the minimum required sample size can be calculated by simple programming or by using the FORTRAN subroutine described by Schwager et al. (1993) . Of course, n will increase with m if P (f#) and c~ are fixed. A larger ratio of m/n is preferable, which could be achieved by increasing m, but n also increases. Similarly, n will increase with c~ if P(fr and m are fixed. Although P(f#) is determined by the genetic situation, not controlled by the experimenter, a larger value of P(~f) is welcome to reduce the required sample size. For quanti-tative traits, different classification criteria will result in different P(f#). Some illustrative examples are given in Shyu (1992) .
Choosing appropriate values of m and e involves compromise: m must be large enough for the experimenter's purpose, e.g., further work involving the offspring having the desired genotype, and c~ must be close enough to I to make failure to obtain the needed number of desired progeny very unlikely, e.g., e=0.95 or 0.99. However, if n required by the desired m and c~ is so large that the experiment is not feasible, then the experimenter has no choice but to reduce m or a (or both).
Geneticists and animal or plant breeders might have another question: how to recognize those m (or more) desired progeny among the n individuals in the sample? Test crosses and DNA examination are certainly applicable. However, the method of classifying individuals based on phenotypic expression could be applied to the progeny sample first, followed by test crosses or DNA examination to screen uncertain progeny. This approach would save time, energy, and money. Such additional phenotypic classification would result in a lower confidence level.
Conclusions
Some mating patterns yield large proportions of desired progeny, but others yield small proportions. The dominance level at each locus is important in choosing mating patterns. For quantitative traits controlled by many loci, their phenotypic expressions have continuous variation because of different alleles at those loci, environmental effects, and measurement errors. Under the assumption of a normal distribution for each quantitative trait expression of a genotypic group at a locus, the expected proportion of each genotypic group can be obtained, based on certain chosen boundary value (s). These expected proportions provide information about classification accuracy and misclassification components. Appropriate boundary values would improve classification accuracy. Within each genotypic group, expected proportions of different genotypes can be calculated from alMic frequencies. With no interaction in trait expressions, two-locus joint classification accuracy is the product of individual classification accuracies of the two loci. With epistatic interaction, individuals with certain joint trait expressions are directly classified into corresponding two-locus joint genotypic groups by using a joint classification criterion.
Once the mating pattern has been decided, if parental genotypes or genotypic groups are unknown, then prospective parents are selected based on phenotypic expressions with certain classification accuracies to produce desired progeny. Finally, the binomial formula derived by Schwager et al. (1993) is used to calculate the mini-mum required progeny sample size n for which the probability of obtaining at least m individuals with desired genotype equals or exceeds the confidence level ~. The probability of success (obtaining a desired progeny) can be modified to apply the formula to different mating patterns and quantitative traits. The higher the probability of success, the smaller is the sample size required to satisfy specified ~ and m. For fixed m and probability of success, the required sample size increases with c~. Finally, desired individuals in the progeny sample can be screened by test crosses, DNA examination, or a secondary phenotypic classification as applied to parent selection.
The above procedures are general and can be applied to many situations. With some specific assumptions, the procedure is applicable to qualitative trait loci as well (Shyu 1992) , such as the case of a marker locus linked with a QTL.
Although in this paper we have used examples of two diallelic loci under the assumptions that linkage is in equilibrium before parent selection and that zygotes have equal survival rate, these constraints can be removed easily by some modification. For cases ofmultiallelic loci on autosomes or sex-linked chromosome(s), Karlin (1978) reviewed expected fractions of different genotypes. For the case of linkage disequilibrium, see Crow and Kimura (1970) , Weir (1979) , and Weir and Cockerham (1989) . Differential zygote survival rates can be incorporated easily into corresponding formulas. Classification accuracy from mass selection of parents based on phenotypic expression could be improved by incorporating any available information from their relatives (Elsen et al. 1988 and Goffinet et al. 1990 ).
