In this study, we examine posterior properties and frequentist risks of Bayesian estimators based on several non-informative priors in Vector Autoregressive (VAR) models. We prove existence of the posterior distributions and posterior moments under a general class of priors. Using a variety of priors in this class we conduct numerical simulations of posteriors. We find that in most examples Bayesian estimators with a shrinkage prior on the VAR coefficients and the reference prior of Yang and Berger (1994) on the VAR covariance matrix dominate MLE, Bayesian estimators with the diffuse prior, and Bayesian estimators with the prior used in RATS. We also examine the informative Minnesota prior and find that its performance depends on the nature of the data sample and on the tightness of the Minnesota prior. A tightly set Minnesota prior is better when the data generating processes are similar to random walks, but the shrinkage prior or constant prior can be better otherwise.
Introduction
Vector-Autoregression (VAR) models initiated by the seminal papers of Sims (1972 Sims ( , 1980 Estimator (MLE). Accurate estimation of finite sample distributions of (Φ Φ Φ, Σ Σ Σ) is important for economic applications of the VAR model: In the recently developed structural VAR literature numerous authors (e.g. Sims (1986) , Gordon and Leeper (1994) , Sims and Zha (1998b) , Pagan and Robertson (1998) , Leeper and Zha (1999) , and Lee and Ni (2002) ) derive identification schemes based on the estimates of Σ Σ Σ. Many quantities of interest such as point forecast or impulse responses are highly non-linear functions of Φ Φ Φ and Σ Σ Σ, which makes it important to precisely estimate the VAR parameters. Unfortunately, the frequentist finite sample distributions of OLS (or ML) estimators of Φ Φ Φ and Σ Σ Σ are unavailable. Asymptotic theory, on the other hand, may not be applicable for finite sample inferences of VARs for two reasons. First, a typical VAR model in macroeconomic research involves a large number of parameters, and the sample size of data is often not large enough to justify the use of asymptotic theory. Second, when nonlinear functions of the VAR coefficients are of interest, the asymptotic theory involves approximation of nonlinear functions, and the approximation becomes worse the more nonlinear the functions there are (see Kilian 1999 ).
An alternative to asymptotic theory is the Bayesian approach, which combines information from the sample and the prior to form a finite sample posterior distribution of (Φ Φ Φ, Σ Σ Σ). The present paper evaluates alternative Bayesian procedures in terms of frequentist risks for practitioners who are interested in finite sample distributions of VAR parameters.
The key element of Bayesian analysis is the choice of prior. The prior may be informative or noninformative. A commonly used informative prior for Φ Φ Φ is the Minnesota prior (see Litterman 1986), which is a multivariate normal distribution. If researchers have justified beliefs about the hyper-parameters in the prior distributions, it is wise to use informative priors that reflect these 1 beliefs. But in practice, using informative prior has pitfalls. One problem is that prior information developed from experience may be irrelevant for a new data set. Another problem is that using informative priors makes comparing scientific reports more difficult. In many cases it is desirable to employ noninformative priors that offer much of the benefit of Bayesian analysis without the difficulties involved with using an informative prior.
Noninformative priors are designed to reflect the notion that a researcher has only vague knowledge about the distribution of the parameters of interest before he observes data. Alternative criteria may be used to reflect the vagueness of the researcher's knowledge. Thus there maybe more than one noninformative prior for a given problem. It is also true that the parametric form of a noninformative prior derived using a given criterion is problem-dependent. A recent review of various approaches for deriving noninformative priors can be found in Kass and Wasserman (1996) .
For the covariance matrix Σ Σ Σ, a widely employed noninformative prior is the Jeffreys prior (Jeffreys, 1967) . A modified version of the Jeffreys prior is put to use in RATS (Regression Analysis of Time Series, a software package popular among macroeconomists). This prior will be called the RATS prior hereafter. The Jeffreys prior is quite useful for single parameter problems but can be seriously deficient in multiparameter settings (see Berger and Bernardo, 1992) . As alternatives, Berger and Bernardo's (1989, 1992) reference priors have been shown to be successful in various statistical models, especially for iid cases. One of the objectives of the present study is to examine the posterior of the VAR covariance matrix under these alternative priors.
In practice, researchers often combine separately derived priors for Φ Φ Φ and Σ Σ Σ as priors for (Φ Φ Φ,Σ Σ Σ).
The most popular noninformative priors include the constant-Jeffreys prior, a constant prior for Φ Φ Φ and the Jeffreys prior for Σ Σ Σ, which was initially used for multivariate regression by Tiao and Zellner (1964) and Geisser (1965) . This prior has been widely used in VAR models (e.g., see Kadiyala and Karlsson, 1997) . In the RATS manual, the constant-RATS prior combination for (Φ Φ Φ, Σ Σ Σ) is used for generation of the standard error bands of impulse responses. Hundreds, if not thousands, of published empirical studies have used RATS-generated impulse responses and consequently this default prior. The constant prior, although is used quite often for VAR coefficients, is known to be inadmissible under quadratic loss for estimation of an unknown mean of vector with iid normal observations (see Berger and Strawderman, 1996) . An alternative to the constant prior is a "shrinkage" prior for Φ Φ Φ, which has been used in estimating the unknown normal mean in iid cases (e.g, Baranchik, 1964) , and in hierarchical linear mixed models (e.g., Berger and Strawderman, 1996) . The shrinkage prior is a natural candidate for the VAR coefficients and will in this study be explored in the VAR setting.
The fact that all of the noninformative priors of (Φ Φ Φ,Σ Σ Σ) mentioned above are improper raises a question on the propriety of the posterior distribution. 1 There exist situations in which the posterior is improper even though the full conditional distributions necessary for Markov Chain
Monte Carlo (MCMC) simulations are all proper (e.g., Hobert and Casella 1996, Sun et al. 2001) .
Our first task in studying properties of VAR estimators under alternative priors is to show that the posteriors of (Φ Φ Φ, Σ Σ Σ) under these priors are proper. We establish posterior propriety for a general class of priors that includes all prior combinations examined in the paper. In addition we also
give proofs for existence of posterior moments. (The usefulness of the proofs is beyond the present paper.) Due to the fact that in most cases marginal posteriors are not available in closed-form, we use MCMC simulations to estimate posterior quantities numerically.
Besides comparing alternative noninformative priors, we also examine an informative Minnesota prior on Φ Φ Φ used in combination with the reference prior on Σ Σ Σ. The hyper-parameters for the Minnesota prior are defined as follows: The mean of B B B 1 is set as the identity matrix, the mean of other elements in Φ Φ Φ is set as zero, and the covariance matrix of the ith lag coefficient matrix B B B i (i = 1, 2, .., L) is set to be diagonal. In some macroeconomic applications, economic theory predicts random walk type behavior for certain time series (such as stock prices). If the true time series are random walks and the prior correctly reflects this information, then using an informative prior should lead to better performance. Intuitively, one would expect that when the Minnesota prior confirms to the VAR, it should do better for a tightly specified prior variance of B B B i . Otherwise the shrinkage prior or the constant prior may do better. We will investigate the performance of the priors when the data generating processes are of different types.
The rest of the paper is organized as follows. Section 2 lays out the notation and the MLE of the VAR model. Section 3 discusses the essential elements of Bayesian analysis for the VAR, including priors, posteriors, loss functions, and Bayesian estimators. Section 4 presents MCMC algorithms for Bayesian computation of posteriors. Section 5 reports numerical results of the Bayesian computation using noninformative priors. Finally, Section 6 presents some conclusions from this work.
Notations and the MLE of the VAR
We condiser the VAR model (1). Let
1 A prior is improper if its integral over the entire parameter space is infinity.
Here Y Y Y and are T × p matrices, Φ Φ Φ is a (1 + Lp) × p matrix of unknown parameters, x x x t is a 1 × (1 + Lp) row vector, and X X X is a T × (1 + Lp) matrix of observations. Then we rewrite (1) as
The likelihood function of (Φ Φ Φ, Σ Σ Σ) is then
Here and hereafter etr(A) is exp(trace(A)) of a matrix A. The finite sample distribution of (Φ Φ Φ, Σ Σ Σ)
is the subject of interest. Note that the MLEs of Φ Φ Φ and Σ Σ Σ are
respectively, where
We assume that when T ≥ Lp + 1, (X X X X X X) −1 exists with probability one, if
is positive definite, and the MLEs of Φ Φ Φ and Σ Σ Σ exist with probability one. In this paper, we take as given that T ≥ Lp + p + 1 so the MLEs of Φ Φ Φ and Σ Σ Σ exist.
Bayesian Framework with Noninformative Priors

Priors for Φ Φ Φ
In practice, it is often convenient to consider vectorized VAR coefficients φ φ φ = vec(Φ Φ Φ), instead of Φ Φ Φ.
A common expression of ignorance about φ φ φ is a (flat) constant prior. For estimating the mean of a multivariate normal distribution, some authors (e.g., Baranchik 1964, Berger and Strawderman 1996) advocate the following "shrinkage" prior as an alternative to the constant prior for φ φ φ:
where J = p(Lp + 1), the dimension of φ φ φ. Berger and Strawderman show that the shrinkage prior (8) dominates the constant prior for estimating the iid normal means. The intuitive justification of using the shrinkage prior on Φ Φ Φ is related to the Stein (1956) effect, where the information about component variables can be used in such a way that "borrowed strength" improves the overall joint loss of the estimator. Berger and Strawderman make the following methodological recommandation on the choice of noninformative priors. "Avoid using constant priors for variances or covariance matrices, or for groups of mean parameters of dimension greater than 2." They add that "rigorous verifications of these recommendations would be difficult, but the results in this paper, together with our practical experience, suggest that they are very reasonable."
Our theoretical investigation on the posteriors is conducted in a framework that includes both the constant and shrinkage priors. We consider the class of priors of φ φ φ,
When a > 0, π (a) (φ φ φ) has the following two-stage hierarchical structure. Let π S (φ φ φ|δ) be the normal
which is proportional to (9). As suggested in the introduction, informative priors are suitable vehicles for researchers to express their knowledge on the parameters of interest. A popular informative prior in macroeconomics is the so-called Minnesota prior on φ φ φ.
In this paper we compare the Minnesota prior with the constant and shrinkage priors on φ φ φ. We will discuss the selection of hyper-parameters M M M 0 and φ φ φ 0 later.
Priors for Σ Σ Σ
The most popular noninformative prior for Σ Σ Σ is the Jeffreys prior (see Geisser 1965, Tiao and Zellner 1964) . The Jeffreys prior is derived from the "invariance principle," meaning the prior is invariant to re-parameterization (see Zellner 1971) . The Jeffreys prior is proportional to the square root of the determinant of the Fisher information matrix. Specifically, for the VAR covariance matrix, the Jeffreys prior is π J (Σ Σ Σ) ∝ |Σ Σ Σ| −(p+1)/2 . In RATS a modified version of the Jeffreys prior
It has been noted, however, that the Jeffreys prior often gives unsatisfactory results for multiparameter problems. For example, assuming the mean and variance are independent in the NeymanScott (1948) problem, the Bayesian estimator of the variance under the Jeffreys prior is inconsistent.
An intuitive explanation for the poor performance of the Jeffreys prior in multi-parameter settings is that the parameter inter-dependence amplifies the effect of the prior on each parameter. Bernardo (1979) proposes an approach for deriving a reference prior by breaking a single multi-parameter problem into a consecutive series of problems with fewer numbers of parameters. The reference prior is designed to extract the maximum amount of expected information from the data in the sense of maximizing the difference (measured by Kullback-Leibler distance) between the posterior and the prior when the number of samples drawn goes to infinity. The reference priors preserve desirable features of the Jeffreys prior such as the invariance property, but they often avoid paradoxical results produced by Jeffreys prior in multi-parameter settings. Berger and Bernardo (1989, 1992) develop a procedure that leads to explicit forms of reference priors. They show that the Bayesian estimator of the variance in the Neyman-Scott problem is consistent under the reference prior. For other examples in which reference priors produce more desirable estimators than Jeffreys priors, see Berger and Bernardo (1992) , Sun and Ye (1995) , and Sun and Berger (1998) , among others.
It is often the case that not all parameters deserve equal attention from a researcher. The key difference between the reference prior and the Jeffreys prior is that unlike the latter, the reference prior allows researchers to rank parameters by their perceived importance. For any given problem the reference prior depends on the ordering of the parameters. Bernardo (1979) shows that if the posterior is asymptotically normal, then the reference prior is the Jeffreys prior when there are no nuisance parameters. In estimating the variance-covariance matrix Σ Σ Σ based on an iid random sample from a normal population with known mean, Yang and Berger (1994) re-parameterize the matrix Σ Σ Σ as O DO, where D is a diagonal matrix whose elements are the eigenvalues of Σ Σ Σ (in increasing or decreasing order), and O is an orthogonal matrix. The following reference prior is derived by giving priority to vectorized D over vectorized O: Similar to our treatment of noninformative priors on Φ Φ Φ, we consider a general class of priors for Σ Σ Σ,
where b ∈ IR and c = 0, 1. Then π J (Σ Σ Σ), π A (Σ Σ Σ) and π R (Σ Σ Σ) are special cases of (12).
The prior for (Φ Φ Φ, Σ Σ Σ) can be obtained by putting together priors for Φ Φ Φ and Σ Σ Σ. A popular noninformative prior for multivariate regression models is called the diffuse prior, which consists of a constant prior for φ φ φ and the Jeffreys prior for Σ Σ Σ. A similar prior is used in the RATS package. As will be shown later, the effect of the choice of prior for Φ Φ Φ is not significantly affected by the prior on Σ Σ Σ. For brevity, for evaluating the performance of the Minnesota prior, it suffices to report results of the Minnesota prior on φ φ φ in combination with the reference prior on Σ Σ Σ.
We now consider a general class of joint priors for (φ φ φ, Σ Σ Σ) :
As special cases of (13), the prior combinations for (φ φ φ, Σ Σ Σ) to be examined together with Minnesotareference prior can be summarized as follows.
The list of noninformative priors examined in the present paper is by no means exhaustive.
Other noninformative priors, such as Zellner's (1997) Maximal Data Information Prior (MDIP), can be derived using approaches not discussed in this paper. A modified version of Zellner's prior in a VAR setting is studied by Deschamps (2000) . Sims and Zha (1998a) propose an MCMC procedure drawing Σ Σ Σ from an Inverse Wishart distribution and applying priors similar to the Minnesota prior on φ φ φ. The Sims-Zha approach is particularly convenient for estimation of identified VARs. Theorem 2 implies that the posterior under the Minnesota-reference prior is proper due to the facts that the constant-reference prior is proper and the Minnesota prior is bounded by a constant.
To show the existence of the posterior under the prior π (a,b,c) (φ φ φ, Σ Σ Σ) when a > 0, we introduce the following conditions.
Theorem 3 Consider the prior π (a,b,c) when a > 0. 
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The proof of the theorem is given in Appendix B.
Theorem 4 If the MLE of (Φ
, and π SR (φ φ φ, Σ Σ Σ).
Proof.
Under prior π SJ , applying part ( 
Existence of Posterior Moments
Computing Bayesian estimators of VAR models involves posterior moments of (Φ Φ Φ, Σ Σ Σ). Existence of the posterior is necessary but not sufficient for existence of posterior moments. In the following, we derive sufficient conditions for existence of posterior moments of certain orders. We first consider the case a = 0. 
is finite.
Theorem 7 (a) If Conditions (AM) and (B0M) hold, the posterior mean of
under the prior π (a,b,0) is finite. Applying Theorem 7 to prior combinations that involve the shrinkage prior, we have the following result.
From Theorems 6 and 8 we conclude that the requirements on the sample size for existence of posterior moments are easily satisfied in practical cases.
Conditional Posterior Distributions
The posteriors of (φ φ φ, Σ Σ Σ) are not available in closed-form for most prior combinations. Recent years have witnessed vast progress in numerical posterior simulations. For some recent examples of Bayesian computations in econometrics, see Geweke (1996 Geweke ( , 1999 , Chib (1998) , Chib and Hamilton (2000) , and the references therein. In this study, we use Gibbs sampling MCMC methods to sample from the posteriors (cf. Gelfand and Smith, 1990) . The first step of the MCMC computation is to find the full conditional distributions of (φ φ φ, Σ Σ Σ). We will make use of the following results.
Fact 1 Consider the constant-Jeffreys prior for
Proof. This follows from the proof of Theorem 1. (We followed the notation of the Inverse Wishart distribution of Anderson 1984, p268) .
Fact 2 Consider the constant-RATS prior for
Fact 3 Consider the constant-reference prior.
where S S S(Φ Φ Φ) is defined by (7).
Proof. This follows from standard computation.
The hierarchical structure (10) suggests a nice computational formula. For example, the shrink-
is a special case of (10) with a = J − 2. In this case, we have
Instead of simulating from the conditional distribution of Φ Φ Φ and Σ Σ Σ within each Gibbs cycle, we use δ as a latent variable and simulate from Φ Φ Φ, Σ Σ Σ, and δ based on the following fact.
Fact 4 Consider the shrinkage-reference prior.
Proof. The proof of (b) is similar to Example 9 of Berger (1984) . The others are simple.
Since the Minnesota prior of Φ Φ Φ is independent of Σ Σ Σ, the conditional posterior density under the Minnesota-reference prior for Σ Σ Σ given (φ φ φ, Y Y Y) is given by (15). The conditional posterior density of
Thus we have the following result.
Fact 5 Consider the Minnesota-reference prior. The conditional density of
The hyper 
Loss Functions and Bayesian Estimators
A Bayesian estimator of (Φ Φ Φ, Σ Σ Σ) depends on the data generating model, the prior, and the loss function. We consider a pseudo entropy loss function for Σ Σ Σ and a quadratic loss function for Φ Φ Φ,
where W −1 is a constant weighting matrix, and p is the number of variables in the VAR. If the weighting matrix W W W is the identity matrix, the loss L 2 is simply the sum of squared errors of all
The loss L 2 can be decomposed as L 21 +L 22 , where the loss associated with the intercept terms is
and the loss associated with terms other than the intercepts is
The loss function for (Φ Φ Φ, Σ Σ Σ) contains a part measuring the loss associated with the covariance matrix (L 1 ) and a part measuring the loss pertaining to the VAR coefficients (L 2 ). It is well known that the Bayes estimator under the square error loss is the posterior mean. One can also verify that the posterior mean is the Bayesian estimator under loss function L 1 . Thus we have the following result.
4 Algorithms for Simulating from Posterior of (Φ Φ Φ, Σ Σ Σ)
The algorithms for MCMC computations of posterior distributions of (φ φ φ, Σ Σ Σ) depend on the priors.
For brevity we only outline the algorithms with constant prior on φ φ φ and the Jeffreys and reference priors on Σ Σ Σ.
Following Fact 1, we use an MC algorithm to sample from the joint posterior distribution (φ φ φ, Σ Σ Σ).
Suppose at cycle k we have (Φ k−1 ,Σ Σ Σ k−1 ) sampled from cycle k − 1. The following algorithm is used for computing the posterior under the constant-Jeffreys prior.
Algorithm CJ:
Step 1:
Step 2:
number M , otherwise replace k by k + 1 and go to Step 1.
The algorithm using the constant-RATS prior is similar to the one above, with the exception that in
Step 1 the distribution of the Inverse Wishart has different degrees of freedom:
It is much more difficult to simulate from the conditional distribution of Σ Σ Σ under the reference prior. We adopt a hit-and-run algorithm used in Yang and Berger (1994) . In implementing the algorithm, we consider a one-to-one transformation of Σ Σ Σ, namely Σ Σ Σ * = log(Σ Σ Σ) or Σ Σ Σ = exp(Σ Σ Σ * ) in the sense that
It can be shown that the conditional posterior density of Σ Σ Σ
where
To simulate Σ Σ Σ * from (28), we use the following algorithm. Assume we have a Gibbs sample
For Cycle k:
Step 3:
Step 4: Select a random symmetric p × p matrix V V V, with elements
The other elements of V V V are defined by symmetry.
Step 5: Generate t ∼ N (0, 1) and set W W W = Σ Σ Σ *
Step 6: Generate u ∼ U nif (0, 1).
is larger than a pre-set number M ; otherwise replace k by k + 1 and go to Step 1.
When the shrinkage prior is used to replace the constant prior for φ φ φ, the algorithms for Bayesian computation need to be modified by adding one step for drawing φ φ φ using Fact 4. In cycle k, φ φ φ k is drawn in two-steps. First, parameter δ k is drawn from an Inverse Gamma distribution, which depends on φ φ φ k−1 . Then φ φ φ k is drawn from a multivariate normal distribution that depends on δ k , Σ Σ Σ k , and the data sample. The MCMC algorithm for numerical simulation of the posterior of (φ φ φ, Σ Σ Σ) under the Minnesota-reference prior is based on the conditional posteriors in Fact 3 and 
MCMC Simulations
In the following we use numerical examples to evaluate the posteriors of competing estimators. We first generate N = 1, 000 data samples from VARs with known parameters. Then for each generated data set we compute the Bayesian estimates under alternative priors via algorithms described in the The length of the Markov Chain is set at M = 10, 500, with the first 500 cycles serving as burn-in runs. We choose a variety of data-generating VARs. Using the Monte Carlo results, we evaluate the Bayesian estimators under competing priors in terms of the frequentist risks, impulse responses, and the Mean Squared Errors of Forecast (MSEF). We also plot frequentist distributions of some elements of Σ Σ Σ. We now discuss the criteria of evaluation in more detail.
Criteria for Evaluations of Bayesian VAR Estimates
a. Average Frequentist Losses. The most important criterion of evaluation is the frequentist risks of MLE and Bayesian estimators with various prior combinations on Σ Σ Σ and Φ Φ Φ. For loss function L i , we denote the frequentist risk as R i (i = 1, 2). We also denote the estimates of Σ Σ Σ and Φ Φ Φ from the nth data set as Σ Σ Σ n and Φ Φ Φ n . The frequentist risks are estimated by averaging the losses over N samples:
b. Impulse Response Functions. A covariance stationary VAR has the moving average representation y y y t = IE 0 y y y t +
where H H H 0 is the p by p identity matrix, and the impulse responses of y y y t to a shock t−j from j periods earlier is
where B B B i =0 for i larger than L. Note that the components of the vector of errors t are correlated since the covariance matrix is unrestricted. For example, the forecasting error of short-term interest rates may be correlated with that of inflation. Suppose a short-term interest rate is the monetary policy indicator. Then a monetary policy shock is represented by a shock in the short-term interest rate uncorrelated with other shocks. Thus more economic meaningful impulse responses are ones to orthogonalized (structural) errors. Orthogonalization of the errors can be achieved through the Cholesky decomposition of the covariance matrix,
and a mapping from VAR errors to structural shocks,
The covariance matrix of the structural error vector u u u t is the identity matrix. The impulse response to structural shocks from j periods earlier is given by Z Z Z j =Ψ Ψ Ψ H H H j . By definition, impulse responses are nonlinear functions of (Φ Φ Φ, Σ Σ Σ). The nonlinearity makes it difficult to derive frequentist inferences but does not pose difficulties for Bayesian simulations as long as (Φ Φ Φ, Σ Σ Σ) can be simulated. For the nth data set generated in the experiment, we denote the impulse response matrix on the ith step after the shock as Z Z Z (n)
i . The accuracy in estimation of the impulse responses (with forecasting horizon H) is measured by the frequentist average of sum of squared errors The first term in the right-hand-side is the sampling error. The second term is the forecasting error attributable to the deviation of estimates from the true parameters. Since the true parameters are known, the second term can be calculated with competing estimators, and the MSEF of the second term can be compared. The MSEF is related to the frequentist loss in L 2 . To see this, note the one-step-ahead forecasts are
Hence
In other words, the MSEF is the expectation of weighted quadratic estimation errors of Φ Φ Φ.
The frequentist average of the one-step-ahead MSEF for N samples is
Simulation Results
Numerous The relative performance of a prior also depends on the data generating process. For instance, the Minnesota prior should do well if data are generated from random walk processes and not as well otherwise. The types of models we choose have some characteristics commonly observed in macroeconomic time series. We first consider bivariate VARs with one lag. This setting involves the least number of parameters and allows for more experiments. We employ the covariance matrix Σ Σ Σ with different correlations and different types of VAR coefficient matrix Φ Φ Φ. We consider three types of data generating models for VARs with one lag: random walks with uncorrelated errors ( Σ Σ Σ = I I I p ),
Granger-causal chains with correlated errors, and VARs with relatively large off-diagonal elements in the lag coefficient matrix. In addition to the one-lag VARs, we also consider two-lag VARs that are close to being I(2) processes (i.e., the first difference in the time series are random walks).
Example 1 shocks. The assumption that the VAR lag coefficient matrix is also the identity means that the VAR consists of independent random walk variables.
For 1,000 replications with Markov Chain length 10,500, the MCMC computations take about two hours total on a 1.7 GHz Pentium4 PC for all eight prior combinations. Simulation results are little changed when the Markov Chain length is reduced to 5,000 and the number of generated samples is reduced to 500, suggesting that the Markov chains converge rather quickly. The
Metropolis-Hastings procedure is efficient for simulation of the Σ Σ Σ matrix under the Yang-Berger's reference prior, with acceptance rates around 58 percent.
The frequentist risks of MLE and Bayesian estimates under the test priors are reported in Table   1 . 
The MSEF can be decomposed as 
As the frequentist average losses in Table 1 show, for the MLE and the constant-prior-based Bayesian estimators, the estimation error for the intercept term ∆c c c is quite large compared to the error in the lag coefficients. This results in relatively large improvements of shrinkage-prior-based estimators over the MLE in forecasting errors, as indicated in the last column of Table 1 . 
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Here errors are assumed to have correlation of 0.5, and B B B 1 is lower triangular, suggesting that the lags of y y y 1t are not useful for predicting y y y 2t . The VAR contains a unit root.
We calculate the frequentist risks and compare the performance of Bayesian estimators based on the set of test priors. The results are reported in Table 2 . Bayesian estimators based on the reference prior on Σ Σ Σ are better than the MLE, but the improvements are not as substantial as in the previous example. The less dominating performance of the reference prior may be due to the strong pairwise correlations of the VAR residuals in this example. By construction, the reference prior employed in this paper re-parameterizes Σ Σ Σ as O DO, with diagonal matrix D being the eigenvalues and O being an orthogonal matrix. The eigenvalues are placed before the orthogonal matrix in the order of importance, hence by design the performance for estimators for D is perceived to be more important. In the previous example the Σ Σ Σ matrix is diagonal, and the reference prior does much better. In this example, the pairwise correlations of VAR residuals are close to unity, hence the off-diagonal elements of the Σ Σ Σ matrix are more prominent. But note that even in this case the reference prior still does better than other priors. In Table 2 the relatively large forecasting errors of the estimates under the tight Minnesota-reference prior is caused by the poor estimates of the first column of B B B 1 , the column that corresponds to the variable that does not follow a random walk. 
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Under the tight Minnesota prior, the estimate of the VAR lag coefficient matrix is severely biased towards the identity matrix. The average estimation errors of impulse responses of the tightMinnesota-prior-based estimates are larger than those of the other estimates. The last column of Table 3 shows that the one-step-ahead forecast errors of the Bayesian estimates under the tight Minnesota prior are much larger than those of the MLE. 
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The average of the estimates for Σ Σ Σ is better than that of the MLE, while the estimates for Φ Φ Φ This example shows that for a VAR(1) (the number in the bracket indicates the lag length) model with large intercept terms and small VAR coefficients, the constant prior is better than the shrinkage or Minnesota prior. This result is partially due to fact that the downward biases of ML estimates of VAR lag coefficients are relatively small when the true parameters are near zero. MacKinnon and Smith (1998) show that the downward bias of ML estimates for an AR (1) process is not similar to random walks, the tight Minnesota prior may be much less desirable than a loose Minnesota prior. In fact, when the data generating process is sufficiently different from the random walk, even the loose Minnesota prior can be undesirable (as in Example 4).
We examine the robustness of the pattern exhibited in Tables 1 to 5 by altering the sample size and the size of the VAR. We simulate the same models as that in Examples 1 to 5, but the sample size T is increased to 50 from 20. With the enlarged sample size, the average losses are smaller under all priors, and the difference in losses are smaller as well. This is because more data observations diminish the impact of prior choice. However, in most cases the shrinkage-reference prior still performs better than the other priors. We experiment with VARs containing more explosive roots and find that the shrinkage-reference prior combination still dominates other noninformative prior combinations.
The following examples show that the effects of prior choice are more prominent when the number of variables in the VAR is increased from two to six, even with sample size T increased from 20 to 50. We consider several VAR models representative of many monthly and quarterly macroeconomic variables. The first example is the same as Example 1, which consists of time series of random walks. We expect superior performance by the Minnesota prior since the prior centers at the true parameters. The second example combines the features of Examples 2 and 4. The third example is a VAR with two lags. In this example, we find that the shrinkage prior out-performs the Minnesota prior. Finally, we estimate a VAR using quarterly data of the U.S. economy and use the estimates as the "true" parameters to evaluate the fit of the estimators. prior, the frequentist average losses associated with Φ Φ Φ are small mainly because the estimates of the intercept term are not as erratic as the MLE. A striking result is that the frequentist average loss for Φ Φ Φ under the shrinkage-prior is smaller than that of the tight Minnesota prior. This is largely due to the fact that b 3 , the variance of the Minnesota prior for the intercept term, is set at 1.0. If b 3 is set at 0.2 2 , then the average loss for Φ Φ Φ is reduced from 2.653 to about 0.3, smaller than that under the shrinkage prior.
The frequentist risks of the Bayesian estimates of non-intercept terms under the shrinkage prior are larger than under the tight Minnesota prior and are comparable to those under the loose Minnesota prior. The tight Minnesota prior performs best in terms of impulse responses and forecasting errors. The shrinkage prior is effective in reducing the frequentist variance of the estimates, but it tends to yield biased estimates. The bias results in relatively mediocre performance in terms of impulse responses and forecast errors compared with the tight Minnesota prior.
A loose Minnesota prior, on the other hand, may not be better than the shrinkage prior. Table   6 shows that the average loss associated with the Φ Φ Φ parameters under the loose Minnesota prior is 4.369, considerably better than the MLE average loss 15.681, but worse than the average loss of 1.258 under the shrinkage prior. Even though the Minnesota prior is centered close to the true parameters, if the prior is not tightly set, then the MLE estimates overwhelm the prior. As noted earlier, the small frequentist average losses of the Φ Φ Φ parameters achieved by the shrinkage prior is through variance reduction for the intercept term. In this example, the shrinkage prior is not much inferior to the loose Minnesota prior for non-intercept terms. Overall, in comparison to the loosely specified Minnesota prior, the shrinkage prior is quite effective. Table 6 demonstrates that the reference prior yields estimators for Σ Σ Σ with good frequentist properties in terms of average losses. More intuitive comparisons can be made by plotting the histograms of estimators of the Σ Σ Σ parameters across the 1,000 generated samples. Since it is impossible to plot such graphs for matrices, in the following we focus on a single element of covariance matrix Σ Σ Σ, σ 1,1 . Figure Table   6 . The figure indicates that the reference prior reduces average losses through variance reduction, not necessarily through bias reduction. Regarding the elements of Φ Φ Φ, it is well known that although shrinkage estimators may reduce risks, they do not improve universally over all elements. To provide a complete picture we should plot distributions of all elements of Φ Φ Φ, which will take up too much space. Hence element-wise comparison of estimates for Φ Φ Φ is omitted.
Example 7
We examine the test priors in a VAR with Granger causal chain. We consider VAR(T = 50, p = 6, L = 1; Φ Φ Φ, Σ Σ Σ), with intercept c c c = (1, 1, 1, 1, 1, 1) , and following covariance matrix Σ Σ Σ and lag coefficients B B B 1 :
1.00 0.71 0.87 1.00 1.12 1.22 0.71 2.00 1.22 1.41 1.58 1.73 0.87 1.22 3.00 1.73 1.94 2.12 1.00 1.41 1.73 4.00 2.24 2.45 1.12 1.58 1.94 2.24 5.00 2.74 1.22 1.73 2.12 2.45 2.74 6.00 1, 1, 1, 1, 1) , the covariance matrix Σ Σ Σ as in Example 7. The VAR lag coefficients B B B 1 is twice the B B B 1 matrix in Example 7, and B B B 2 is the negative of the B B B 1 matrix in Example 7. The sixth variable follows an I(2) process. For this example, we reduce the number of MCMC cycles to 5500 with 500 burn-in runs to reduce computing time (which is over eighty hours total for simulations under all priors).
The acceptance rates for the Metropolis step in simulating Σ Σ Σ under the reference prior are about 36 percent. Table 8 shows that the Bayesian estimator of Φ Φ Φ based on the tight Minnesota prior is better than the MLE, but for B B B 1 it is worse than the MLE and the Bayesian estimator based on the shrinkage-reference prior. The loose Minnesota prior is better than the tight one in estimating the non-intercept terms of Φ Φ Φ because the mean of the Minnesota prior is far from the true parameters.
It is not surprising that it does better than the tight Minnesota prior in estimation errors of impulse responses. This is the opposite case of Example 6, in which a tight Minnesota prior is better when the prior is centered at the true parameters.
The examples show that the performance of the Minnesota priors depends on the data generating process and the setting of hyper-parameters. In practice, researchers often follow conventions when they select hyper-parameter values. As we point out in the introduction, it is quite unlikely that a set of hyper-parameters is suitable for all data generating processes. The conventional values of the hyper-parameters (e.g., b 1 = 0.2 2 ) may result in undesirable estimators. On the other hand, when researchers decide to use alternative hyper-parameters to incorporate their knowledge of the data generating processes, it would become necessary for readers to take into account the difference between their own priors and those of the researchers. Adopting a noninformative prior as a reference for a wide range of empirical problems may be a better approach if a researcher is not very certain about the validity of his priors or when opinions of different researchers are diverse. In addition to the convenience in scientific reporting, a good noninformative prior may be less vulnerable to mistakes in researchers' judgement and therefore be able to deliver robust performance for a large variety of problems. The numerical examples show that the shrinkage prior produces more robust results compared to the Minnesota priors. The dominance of a tight Minnesota prior over the shrinkage prior in the random walk model is less remarkable than the dominance of the shrinkage prior over a "wrong" Minnesota prior.
Example 9 Now we consider a numerical example based on a set of actual macroeconomic data. Sims 1992 , Gordon and Leeper 1994 , Sims and Zha 1998b , and Christiano, Eichenbaum, and Evans 1999 . The six data series exhibit strong pairwise and serial correlations.
We use the MLE of the actual data as the "true" parameters for Φ Φ Φ and Σ Σ Σ and conduct the same MCMC simulations for drawing posteriors of VAR coefficients and the covariance matrix as in previous examples. Note that the impulse responses are based on the lower triangular mapping from the VAR residuals to structural shocks. The order of the variables implies that a shock in a variable affects all other variables placed before it contemporaneously but not the other way around.
The reference prior shows moderate improvement over the RATS prior and is comparable to the Jeffreys prior. The absence of more significant improvement of the reference prior can be explained by two reasons. First, there are strong pairwise correlations of the VAR error terms that make the off-diagonal elements prominent. Since the reference prior places the variance components in higher priority than the covariance components, it tends to perform less well in case the covariance components are large. Second, the reference prior shrinks the eigenvalues of the covariance towards 27 one another. It does less well when the true data generating model has variance components that are very different in scale, as is the case here. The variances of the error terms range from .035 (GDP deflator) to 7.74 (commodity price).
The Bayesian estimators of Φ Φ Φ show significant improvement over the MLE. The shrinkage prior does slightly better than the Minnesota priors for the VAR lag coefficients. In this example, the VAR has one lag, and the "true" parameters do not deviate too much from random walks. We also estimate a VAR model with two lags using the same data set. If the VAR(2) estimates are used as the "true" parameters then the mean of the Minnesota prior significantly deviates from these true parameters. In this case, the shrinkage prior is much better than the Minnesota priors.
A few general conclusions can be drawn from these numerical examples. to the MLE. We also find that the performance of the Minnesota prior critically depends on the tightness of the prior and the nature of data generating models. A tightly set Minnesota prior dominates the shrinkage prior when the data generation processes are close to random walks, while the shrinkage prior or a loosely set Minnesota prior is a better choice otherwise. We have argued in the introduction that Bayesian procedures with appropriate priors are a practical tool for users of VAR models who are mainly concerned with finite sample properties of estimators. In light of the MCMC simulation results, we conclude that the shrinkage-reference prior combination is a reasonable choice for Bayesian analysis of finite sample inferences of VAR models.
The present study can be extended in several directions. First, it is useful to explore other priors for the VAR model. For estimation of identified VARs, identifying restrictions on the factorization of the covariance matrix Σ Σ Σ may be incorporated into a prior in a way similar to Zha (1998a, 1999) . For the VAR coefficients Φ Φ Φ, it is useful to investigate whether the shrinkage prior can be modified for better bias correction. Note that the present paper considers priors for Σ Σ Σ and Φ Φ Φ separately. Joint noninformative priors for (Φ Φ Φ,Σ Σ Σ) are more difficult to derive. Consider the AR(1) model y t = βy t−1 + t , where t is iid normal with variance σ 2 . The asymptotic form of Berger-Bernardo's reference prior for (β, σ) is (1 − β 2 ) −1/2 σ −1 in the stationary region |β| < 1, which takes the same form as the Jeffreys prior. Jeffreys (1967) deems the performance of his prior in multiparameter cases unsatisfactory. The Jeffreys and reference prior in this model put infinite 29 weight at the unit root. Zellner's (1997) MDIP takes the more reasonable form of (1 − β 2 ) 1/2 σ −1 .
For the finite sample AR(1) model, Phillips (1991) derives the joint Jeffreys prior, and Berger and Yang (1996) derive a joint reference prior for the autoregressive and the variance parameters. Sims (1991) points out some undesirable features of the finite sample AR(1) Jeffreys prior. Nonetheless, deriving and evaluating joint priors for the VAR model is an interesting research topic.
The second direction of extension is to consider loss functions that produce Bayesian estimators different from the posterior mean. There are good reasons to doubt the use of the constant-weighted quadratic loss. In economic applications, the elements in matrix Φ Φ Φ are unlikely to be of equal importance. Furthermore, if the unit of measurement is changed for a data series (e.g., the dollar amount of GDP is measured in trillions instead of billions), then the corresponding elements in Φ Φ Φ also change in magnitude. It is obvious that placing data-independent weights on the estimation errors is unreasonable. Some alternatives to the quadratic loss function include Zellner's (1986) LINEX asymmetric loss and functions used for the Minimum Expected Loss (MELO) approach in Zellner (1978) . The LINEX loss allows for asymmetric weight on the positive and negative estimation errors, and the MELO functions place data-dependent weights on the elements of Φ Φ Φ. An additional motivation for considering alternative loss functions is that the posterior mean of Φ Φ Φ under the shrinkage prior can be quite biased. Correction of the bias may make substantial improvement for estimation of the impulse responses. These questions are beyond the scope of this paper, and they are on our agenda for future research.
which is finite under Condition (B0M).
If c = 1, the right hand side of (52) equals
which is finite under Condition (B1M).
Tables on MCMC Results of Numerical Examples
Notations for Tables 1-9 R 1 ( Σ Σ Σ) is the estimated frequentist risk of the Bayesian estimator for Σ Σ Σ under loss L 1 (with frequentist standard errors of the losses in parentheses).
R 2 ( Φ Φ Φ) is the the estimated frequentist risk of the Bayesian estimator for Φ Φ Φ under loss L 2 (with frequentist standard errors of the losses in parentheses).
R 22 is part of the R 2 associated with the non-intercept elements of Φ Φ Φ (with frequentist standard errors of the losses in parentheses).
R Imp is the frequentist average of sum of estimation errors of the impulse responses, as defined by (33) (.176) .869(.746) .128 (.141) . 298 (21.39, 28.27) (.240) . 334 (8.96, 14.13, 9.70, 13.67, 9.28, 7.83) SJ .677(.282) 1.455(.406) .881(.238) . 334 (7.19, 12.31, 8.32, 12.45, 7.38, 5.95) SR .225(.152) 1.258(.287) .877(.240) .329 (7.79, 12.99, 8.25, 12.39, 8.29, 6 .84) TMR .220 (.148) 2.653(.896) .342 (.068) . 312 (64.05, 63.97, 63.68, 63.42, 64.92, 64.79) LMR .250(.166) 4.369(1.404) .830 (.236) . 344 (17.44, 21.88, 17.40, 18.54, 19.23, 18 .53) (.146) .454 41.58) LMR .452(.165 ) 3.735(1.656) 1.037(.423) .380 (7.37, 17.40, 16.29, 19.62, 23.21, 22 .15) 47.35, 24.12, 33.12, 5.375(3.093)
. 130 (22.66, 18.67, −6.36, 29.81, 13.02, 10 .48) 
