Abstract-In the field of face recognition, Sparse Representation (SR) has received considerable attention during the past few years. Most of the related literature focuses on holistic descriptors in closed-set identification applications. The underlying assumption in identification is that the gallery always has sufficient samples per subject to linearly reconstruct a query image. Unfortunately, such assumption is easily violated in the more challenging and realistic face verification scenario. A verification algorithm is required to determine if two faces (where one or both have not been seen before) belong to the same person, while explicitly taking into account the possibility of impostor attacks. In this paper, we first discuss why most of the SR literature is not applicable to verification problems. Motivated by the success of bag-of-words methods in the field of object recognition, which describe an image as a set of local patches or interest points, we then propose to tackle the verification problem by encoding each local face patch through SR. The locally encoded sparse vectors are pooled to form regional descriptors, where each descriptor covers a relatively large portion of the face. Experiments in various challenging conditions show that the proposed method achieves high and robust verification performance.
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I. INTRODUCTION
Face based identity inference (normally known by the allencompassing term "face recognition"), can be generalised into two distinct configurations: identification and verification [1] . The task of identification is to classify a given face as belonging to one of K previously seen persons in a gallery. In such configuration, identification performance can be maximised by utilising class labels. For example, Linear Discriminant Analysis (LDA) [2] separates the gallery such that small within-class scatter and large between-class scatter are achieved. However, this identification task is a closed-set problem as it assumes impostor attacks do not exist (i.e. a probe face always matches one of the persons in the gallery). Therefore, algorithms relying on the closed-set assumption do not readily translate to real-world applications [3] . In contrast, the task of verification is to determine if two given faces (or two face sets) belong to the same person, which explicitly takes into account the possibility of impostor attacks. In challenging and realistic applications such as video surveillance [4] , the verification system is able to make decisions for persons it has not seen in advance (e.g. person re-identification across multiple cameras [5] ).
Wright et al. [6] recently proposed Sparse Representation based Classification (SRC) for face identification problems. The underlying idea is to represent a query sample y as a sparse linear combination of a dictionary D, where the dictionary usually constitutes of holistic face descriptors. Moreover, it is assumed that each subject has sufficient samples in the dictionary to span over possible subspaces. Each probe image can be considered to be represented by a sparse code that is comprised of coefficients that linearly reconstruct the image via the dictionary. As such, it is expected that only those atoms in the dictionary that truly match the class query sample contribute to the sparse code. Wright et al. [6] exploited this by computing a class-specific similarity measure. More specifically, they computed the reconstruction error of a query image to class i by considering only the sparse codes associated with the atoms of the i-th class. The class that results in the minimum reconstruction error specifies the label of query. A more thorough discussion of class-based SRC can be found in [7] .
A significant body of literature was proposed with the aim of improving the original SRC. For example, Yang and Zhang [8] extended the original approach to use a holistic representation derived from Gabor features. The Gabor-based SRC was shown to be relatively more robust against illumination changes as well as small degree of pose mismatches. Another example is the Robust Sparse Coding (RSC) scheme proposed by Yang et al. [9] , where sparse coding is modelled as a sparsity-constrained robust regression problem. RSC was shown to outperform the original SRC and Gabor-based SRC, as well as being more effective in handling of face occlusions.
In spite of the recent success in face identification, SRC relies on the sparsity assumption. The assumption holds when each class in the gallery has sufficient samples and the query lies on the subspace spanned by the gallery of the same class. Shi et al. [10] questioned the validity of the sparsity assumption for face data and showed that the assumption may be violated even in the identification scenario. Since in a verification system there might not be any mutual overlap between the probe faces and the training data (i.e. the probe identities were never seen by the system during training), violation of the sparsity assumption is more likely to happen. In other words, a verification system needs to be capable of making decisions even for classes it has not seen before. This contradicts the sparsity assumption, and hence existing SRC approaches do not naturally extend to verification scenarios.
The current trend of SRC can be further criticised by observing that the majority of works represent faces in a rigid and holistic manner [7] , [8] (i.e. holistic descriptors). That is, each face is represented by one feature vector that describes the entire face, which implicitly embeds rigid spatial constraints between face components [1] , [11] , [12] . Examples of such representation include classic techniques such as PCAbased feature extraction [12] . Such treatment implies ideal image acquisition (e.g. perfect image alignment). In reality, especially for fully automated systems, attaining ideal images is very challenging (if not impossible) for low resolution moving objects [13] . The empirical studies in [1] , [14] verified the adverse impacts of imperfect face acquisition on systems that utilise holistic face descriptors.
One way of addressing this problem is through an SRbased face alignment algorithm [15] . Given a set of frontal training images and a query face image, x auto , extracted using an automatic face locator (detector), the algorithm finds the image transformation parameters which transform x auto for the best reconstruction error. This approach can be criticised as being a computationally intensive method for correcting rigid face descriptors, rather than tackling the source of the problem: rigid descriptors are inherently not robust to in-class face variations.
In contrast to such rigid representations, a face can also be represented by a set of local features with relaxed spatial constraints 1 . This allows for some movement and/or deformations of face components [1] , [17] , [18] , and in turn leads to a degree of inherent robustness to expression and pose changes [18] , as well as robustness to misalignment (where the misalignment is a byproduct of automatic face locators/detectors [1] ). Recently, Aharon et al. [19] showed that local features satisfy the sparsity assumption when an overcomplete dictionary (trained from sufficient amount of samples) is presented. Given the above discussions, in this paper we focus on the use of local feature-based approaches to handle the problem of imperfect image acquisition.
A. Contributions
There are three main contributions in this paper. (1) We briefly discuss why current SRC is not applicable for verification problems and present a natural extension of SR with holistic representation to verification problems. (2) Motivated by the benefits of local feature-based face representation, we propose a new face descriptor, namely Local Sparse Encoded Descriptor (LSED), which is inspired by the well-established bag-of-words literature [20] , [21] , [22] . In LSED, sparse codes are obtained on local image patches using a learned dictionary. The local sparse codes from each image patch are then pooled together to form the face descriptor. (3) The LSED approach shows great robustness against environmental variations such as pose mismatches, imperfect face alignment, blurring, and variations caused by capturing images in various environmental conditions. We continue the paper as follows. We first describe the background theory of sparse encoding in Section II. In Section III, we discuss how can holistic SR approaches be applied for face verification. In Section IV, we present and discuss the proposed LSED. Experiments on various identity inference experiments are shown in Section V. Section VI provides the main findings and suggests future directions.
II. BACKGROUND THEORY
In this section, we describe the background theory of two sparse encoding approaches, namely (1) l 1 -minimisation, and
Each sparse encoding approach learns a dictionary (or model), D ∈ R d×N , using an unsupervised learning algorithm, where each column d i ∈ R d of the dictionary is an atom. Given the learned dictionary D, a probe vector x is then encoded as a sparse code α either by l 1 -minimisation or SANN.
A. Sparse Encoding via l 1 -minimisation
Given the trained overcomplete dictionary D and a probe vector x, the corresponding sparse code α can be estimated by solving the following l 1 -minimisation problem:
where · p denotes the l p -norm and is the threshold for the reconstruction error Dα − y 2 2 . As discussed in [23] , the choice of dictionary learning algorithm has little contribution to the performance of a selected sparse encoding algorithm. Therefore, the aforementioned l 1 -minimisation problem can be coupled with any dictionary learning algorithm. In this paper, we train the dictionary D using the K-SVD algorithm [19] . The algorithm first initialises a random dictionary D with l 2 normalised atoms and performs an iterative two stage process until convergence. The objective function is to minimise the following cost function:
The first stage (sparse coding stage), with dictionary D, the representation vectors α train i in Eqn. (2) are obtained using any pursuit algorithm [24] . In the second stage (dictionary update stage), the algorithm updates each atom, d i , by first computing the overall representation error matrix, E i , using:
By restricting to use a subset of E i , which corresponds to the training vectors that use the atom d i , we obtain E 
B. Sparse Encoding via Sparse Autoencoder Neural Network
Under the framework of SANN [25] , [26] , we employ unsupervised model training, which trains a single hidden layer such that each training sample is reconstructed with a small subset of the hidden nodes. The objective is to learn a hidden layer that consists of N nodes, which is parameterised with a weight W ∈ R d×N and bias b ∈ R N . The back-propagation algorithm can be used for training by minimising the following cost function:
where
The cost functions J error , J weight , and J sparsity are respectively the square reconstruction error term, weight decay term and sparsity penalty term. J error minimises the overall reconstruction error, with x i denoting the reconstructed version of x i [26] . The regularisation term J weight decreases the magnitude of the weights to prevent overfitting. J sparsity constrains the network to achieve low "activation", where ρ controls the degree of sparsity and ρ i is the average activation of hidden node i. The parameter β in Eqn. (4) controls the contribution of J sparsity . Given the trained SANN and a probe vector x, the corresponding sparse code α = α [1] , α [2] , · · · , α [N ] is calculated using:
is the i-th dimension of sparse code α, while w i and b i are the i-th weight and bias respectively. The logistic sigmoid function sig(t) = 1/(1+exp(−t)) maps the output to the range of [0, 1] . In contrast to the l 1 -minimisation approach, SANN has the advantage of avoiding the minimisation problem during the sparse encoding stage, resulting in a lower computational cost.
III. SR: IDENTIFICATION VS. VERIFICATION
In this section, we first briefly review how SR is applied to face identification problems. We then discuss why such methodology is not suitable for face verification problems and describe a natural extension to allow the use of SR with holistic descriptors in such problems.
A. Sparse Representation for Face Identification
Consider a closed-set face identification problem with a gallery comprised of N atoms. Let D ∈ R d×N be the dictionary comprising all samples in the gallery. Given a query x ∈ R d , the sparse solution α can be estimated by solving Eqn. (1) . Using only the coefficients associated with the i-th class, Wright et al. [6] computed the residual, r i (x), using:
where δ i is denoted as a vector with the non-zero entries being the association to class i. The identity of query x is assigned using the rule: identity(x) = arg min i r i (x). This classification methodology is also used in the Gabor-based SRC [8] and RSC [9] .
B. Extension of SR to Face Verification
In the context of face verification, the identities of probe faces may not be present in the gallery. As such, the sparsity assumption is likely to be violated, making the classification methodology described above not applicable to verification problems.
An alternative way to incorporate SR in verification problems is to use the sparse code (i.e. α) as a face descriptor. Given a dictionary D and two faces x a , x b ∈ R d , we first generate their respective sparse solutions α a and α b using Eqn. (1) . The similarity score between these descriptors can be calculated using:
where a smaller value means a higher similarity between x a and x b . The classification decision (i.e. whether x a and x b represent the same person) is obtained by comparing s SR to a threshold value.
IV. LOCAL SPARSE ENCODED DESCRIPTOR
In previous section, we have shown a natural extension of SR to verification problems. However, as shown in Section V, this holistic SR descriptor provides low discriminative information as well as having high sensitivity to out-of-plane rotations and imperfect face alignment. In this section, we present an alternative way to utilise sparse coding in verification problems. The proposed framework can be considered as a member of the family of bag-of-words methods, but being specially designed for face images. As such, the advantages of the bag-of-words methods like robustness against misalignment are inherited. We continue this section by first describing the proposed LSED algorithm, followed by elaborating on how the descriptor can be used for discriminating faces.
A. Framework
The overall idea of LSED is to describe a face image by sparse encoding of its local patches. A conceptual diagram of the framework is shown in Figure 1 . A given face image is first split into R fixed size regions, where each region covers a relatively large portion of the face image. For region r, a set of low-dimensional feature vectors, Xr = {xr,1, xr,2, . . . , xr,n}, is attained by dividing the region into smaller patches p r,1 , p r,2 , . . . , p r,n . To account for varying contrast caused by illumination changes, each patch is normalised to have zero mean and unit variance. Face image is divided into regions followed by breaking each region into smaller patches. For each patch, a sparse vector is obtained by a sparse encoder using a learned dictionary. Each regional face descriptor is computed by pooling the sparse vectors from the corresponding region.
From each normalised patch b p r,i , a low dimensional feature vector, xr,i, is obtained via 2D DCT decomposition [27] . Preliminary experiments suggest that patches of size 8 × 8 pixels with 75% overlap (i.e. adjacent patches are overlapped by either 6 × 8 or 8 × 6 pixels) lead to good performance. Moreover, we selected the 15 lowest frequency components of 2D DCT coefficients, with the DC coefficient discarded (as it is zero due to the aforementioned normalisation step).
Each i-th patch from region r, p r,i , is then described by a sparse code α r,i . The sparse code is generated via l 1 -minimisation (using Eqn. 1) or SANN (using Eqn. 8).
Having each patch represented by a sparse code, each region r is then described via:
r,i , α [2] r,i , · · · , α
[N ] r,i (11) where N is the dimensionality of LSED (i.e. size of the sparse code) and N patch is the number of patches in region r.
B. Similarity-Based Classification
Comparison between two faces is accomplished by comparing their corresponding regional descriptors. Using the method from [22] , the matching score between face A and B can be calculated via:
where R is the number of regions. To account for uncontrolled image conditions not already handled by the patch-based analysis, a cohort normalisation [3] , [22] based distance is employed:
where the cohort faces C i are assumed to be reference faces that are different from images of persons A or B. To reach a decision as to whether face A and B belonging to the same person, s norm (A, B) can be compared to a decision threshold.
V. EXPERIMENTS
In this section, we examine the performance of the proposed method on several identity inference configurations: (1) verification with various face alignment errors and sharpness variations, (2) verification with pose mismatches, and (3) verification with controlled and uncontrolled images. Experiments were conducted on four datasets: FERET [28] , AR [29] , BANCA [30] , and ChokePoint [31] . Figure 2 shows example raw images. In all experiments, we used closely cropped face images with a size of 64 × 64 pixels. Except for experiments with simulated image variations, each image was manually aligned so that the eyes were at fixed positions. See Figure 3 for examples.
In the following subsections, we denote the LSED with Sparse Autoencoder Neural Network as LSED + SANN and the l 1 -minimisation based approach as LSED + l 1 . The proposed method has a number of parameters that affect performance. Based on preliminary experiments, we selected 3 × 3 regions and 32 cohorts for the distance normalisation in Eqn. (13) . LSED + SANN has 512 hidden units, where the parameters of the cost function (Eqns. (4) and (7)) were set as β = 3, ρ = 0.1, and λ = 0.01. LSED + l 1 has a dictionary with 1024 atoms and the threshold for reconstruction error, , in Eqn. (1) was set to 0.1. These parameters were kept unchanged for all experiments.
In each of the following verification experiments, the face images were divided into three sets: (1) training set, (2) development set, and (3) evaluation set. For all experiments, except the verification experiment on the BANCA dataset, we exclusively used the CAS-PEAL dataset [32] as the training set. The CAS-PEAL dataset provides 1200 face images from 1200 unique individuals. The development and evaluation sets have a balanced number of matched and mismatched pairs.
Using the development set, we obtained a decision threshold, τ D , which was then used on the evaluation set for assessing the final accuracy. Specifically, the threshold was adjusted such that the False Acceptance Rate (FAR) and False Rejection Rate (FRR) on the development set were equal. The threshold was then applied on the evaluation set, with the final accuracy defined as 1 − In all experiments, we compared the proposed algorithm with the holistic SR descriptor described in Section III-B. We evaluated the holistic SR descriptor with two holistic features: (1) PCA based [2] (denoted as PCA + SR), and (2) Gabor based [33] (denoted as Gabor + SR). The similarity scores between these holistic SR descriptors were calculated via l 2 -norm distance measurement.
To obtain PCA based face descriptors, we applied PCA on the vectorised image, which was attained by concatenation of the image pixels into a large vector. The Gabor feature based face descriptors were extracted with the same configuration as in [8] , with PCA based dimensionality reduction. For both feature types, PCA preserved 98% of the total energy.
A. Face Verification with Alignment Errors and Blurring
In this section, we evaluate the robustness of the proposed method on blurring, as well as on four alignment errors using images taken from the 'fb' subset of FERET. Example images are shown in Figure 4 . The generated alignment errors 2 2 The generated alignment errors are representatives of real-life characteristics of automatic face localisation/detection algorithms [14] . are: horizontal shift and vertical shift (using displacements of ±2, ±4, ±6, ±8 pixels), in-plane rotation (using rotations of ±10
• , ±20
• , ±30
• ), and scale variations (using scaling factors of 0.7, 0.8, 0.9, 1.1, 1.2, 1.3). To simulate variations in sharpness, each original image was first downscaled to three sizes (48 × 48, 32 × 32 and 16 × 16 pixels), and then rescaled to the baseline size of 64 × 64 pixels. Using the frontal subset 'ba' and the expression subset 'bj', we randomly generated 800 matched and mismatched pairs for each alignment error. The experiments were conducted with 5-fold validations. We report the mean accuracy for each scenario.
The results, presented in Figure 5 , show that PCA + SR performed poorly on all misalignment errors, with an overall accuracy of 58.4%. Moreover, Gabor + SR only improved the performance by a small margin. Overall, the proposed LSED methods consistently achieved robust performance in all simulated scenarios. LSED + SANN and LSED + l 1 achieved average accuracies of 85.8% and 89.2%, respectively. 
B. Face Verification with Pose Mismatches
In this section, we evaluate the robustness of the proposed method for handling pose mismatches. We selected the 'b' subset from the FERET dataset, which has 200 images per pose. The evaluation process on each pose angle was the same as the method described in the previous section. Example images are shown in Figure 6 .
The results, shown in Figure 7 , indicate that the proposed method considerably outperforms both PCA + SR and Gabor + SR. Both of the holistic SR descriptors obtained a maximum accuracy of 54% when the absolute value of the pose angle was ≥ 45
• . In contrast, LSED + SANN and LSED + l 1 achieved notably higher average accuracies of 74.7% and 73.6%, respectively. When the pose angle was between −25
• and +25
• (i.e. relatively frontal) the best performing holistic SR descriptor (Gabor + SR) achieved an average accuracy of about 63%, while the best performing LSED variant (LSED + l 1 ) achieved 87.5%.
C. Face Verification with Frontal Faces
In this experiment, we evaluated the performance on three datasets with images captured in various environment conditions. Example images are shown in Figure 3 . The first dataset is AR [29] , which contains 100 unique subjects with 14 images per subject. We randomly generated 9800 pairs of matched and mismatched pairs and evaluated the performance of each algorithm with 5-fold validations.
The second dataset is BANCA [30] . We report only the results on the 'P' protocol, where the algorithm was trained in controlled conditions and tested on a combination of controlled, degraded and adverse images. According to the protocol, the 52 subjects were divided into two groups, where each group played the role of the development set and evaluation set in turn. We randomly selected one image per person from each video.
The third dataset is ChokePoint [31] , which was recorded under real-world surveillance conditions. It has 16 videos of 29 subjects recorded on four distinct portals 3 . We randomly generated 38,710 matched and mismatched image pairs where each pair consisted of images taken from different portals (i.e. cross environment matching). The experiments were evaluated with 5-fold validations.
The results, presented in Table I , show that the proposed LSED methods always obtained the best performance. Both PCA + SR and Gabor + SR performed at their best on the laboratory captured AR dataset and considerably worse on the more realistic ChokePoint dataset. This indicates that holistic SR descriptors are sensitive to image quality. The results also demonstrate the robustness of the proposed methods for images captured in various environment conditions.
Overall, LSED + l 1 achieved the best performance in all the verification experiments. However, it comes at the expense of considerably higher computational cost. As shown in Table II 
VI. MAIN FINDINGS AND FUTURE DIRECTIONS
In this paper we have first shown that a natural extension of holistic SR-based face identification does not result in a robust and effective face verification system. Motivated by the obscurity of the ways sparse representation can be extended to the problem of face verification, we proposed a local and sparse face descriptor, namely Local Sparse Encoded Descriptor (LSED). In the proposed descriptor, sparse codes are obtained on local image patches using a learned dictionary. The local sparse codes are then pooled together to form the face descriptor. We selected two approaches to obtain the sparse codes, namely Sparse Autoencoder Neural Network (SANN) and l 1 -minimisation.
The l 1 -minimisation based LSED and SANN based LSED were evaluated on several face datasets, where they consistently achieved good performance for faces captured in various environment conditions, as well as being robust against pose mismatches, blurring, and face misalignment errors.
Overall, the l 1 -minimisation based LSED always achieved better results when compared with SANN based LSED, but at the expense of considerably higher computational load.
Future avenues of research include a study of the performance of the proposed LSED on closed-set identification as well as image-set [34] and video-to-video matching, in particular on uncontrolled video sequences (e.g. YouTube Faces dataset [35] ).
