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Introduction
Wireless sensor networks (WSNs) are used for environmental monitoring and target tracking [1] . There are various types of applications such as military, business, industry, disaster, or even health care [1] , [2] . The coverage of a sensor's sensing area in a field is a key to determining how well a region of interest is being monitored by the sensor [3] . Several types of coverage problems have been previously studied. Different applications need different types of coverage. This article is interested in coverage of the disaster area being monitored.
There are various types of disasters. In many cases, a monitored area consists of multiple regions of interest with different, nonuniform requirements, where each region requires its own level of monitoring. One such real-life example is landslide monitoring.
Landslides are dangerous disasters that happen in many parts of the world, especially in hilly and mountainous terrains. Depending on the soil structure and amount of rainfall [4] , different regions have different levels of risk. [5] ure 1 shows a landslide susceptibility map of Huai Nam Kaeo watersheds in southern Thailand [5] . A WSN was installed in one of the watersheds in 2012 to monitor debris flows and collect rainfall data for risk evaluation [6] . In Fig. 1 , different colors reflect different sensitivity levels, ranging from purple (most sensitive), red (highly sensitive), yellow (moderately sensitive), and green (hardly sensitive). The colors reflect the maximum risk level of each area. Note that the actual risk level changes over time, depending on many factors [7] , [8] . In most cases, the main factor is the accumulated rainfall in each area [8] . Without rain, no area is sensitive to landslide. The amount of rainfall can be obtained by geographical techniques such as weather radars. Figure 2 is an example of accumulated rainfall in Eastern Canada for 24 h. Different colors reflect different amounts of accumulated rainfall. The amounts change over time, reflecting the risk level of each region accordingly. As part of our performance evaluation in Sect. 5, the proposed method was applied to three sampled rectangular regions labeled as 1 , 2 , and 3 in Fig. 1 in order to study its behavior in nonuniform and dynamic coverage requirements. In addition to real-time monitoring, there are also geographical techniques that can forecast the amount of rainfall in each region before it happens. Various types of sensors may be used for monitoring landslide areas. For example, tensiometers and piezometers are used for monitoring soil water, inclinometers and extensometers are used for measuring displacements occurring Copyright c 2017 The Institute of Electronics, Information and Communication Engineers within a slope, rain gauges are used for measuring accumulated rainfall [7] , [9] , etc. These different types of sensors have different sensing characteristics. Most previous studies used sensors based on a Boolean sensing model, wherein sensors have a complete ability to sense within their sensing ranges but are unable to sense anything outside [10] . In reality, however, the sensing ability of certain sensors gets attenuated over the distance [11] , [12] . Zou and Chakrabarty proposed a probabilistic sensing model, where a sensor's sensing ability probabilistically decreases as the distance from the sensor increases [11] . Our work also applies this sensing model.
Hence, this article is interested in a coverage problem where the number of sensors is limited. The deployment field requires nonuniform and dynamic levels of monitoring, and the sensors' sensing characteristic follows a probabilistic sensing model. In addition, this work mainly focuses on providing coverage in WSNs that consist of sensors that can be relocated, called mobile sensors. These WSNs can be static-mobile hybrid sensor networks or pure mobile sensor networks. The proposed method decides how mobile sensors should be distributed based on the regions' risk levels. High-risk regions should have priorities over low-risk regions. This approach models regions of interest as triangles of various sizes and priorities. Mobile sensors are then relocated to the centroids of selected triangles. A hill-climbing technique is then applied to further refine their locations.
The rest of this article is organized as follows. Research studies related to coverage problems in WSNs are reviewed in Sect. 2. The terminology and system model are described in Sect. 3. Section 4 presents the proposed method. Performance evaluation and analysis are discussed in Sect. 5. Finally, Sect. 6 concludes our work.
Related Works
Sensor networks can be either static, mobile, or hybrid. For a random deployment, mobile sensors can significantly improve monitoring quality [13] . We briefly review previous works related to mobile sensors.
Coverage Problem in Mobile Sensor Networks
To distribute mobile sensors in a field, Y.C. Wang et al. proposed two methods based on a packing technique to achieve full coverage in an area without obstacles [14] and with obstacles [15] . However, full coverage is expensive because it needs a number of sensors to fill every single coverage hole. Maximizing coverage is more flexible and cheaper. A virtual force strategy was proposed by Zou and Chakrabarty [11] , [12] . The idea is to spread out sensors that stay too close to each other and pull sensors that stay too far from each other closer. Strategies based on Voronoi diagrams were presented by Mahboubi et al. [16] and Q. Wang et al. [17] . Another method uses a multi-objective immune algorithm [18] . All of these approaches aim to maximize the area of coverage.
However, employing pure mobile sensors is considered too expensive in terms of both equipment cost and operation cost in certain applications. In this case, hybrid sensor networks offer a good balance.
Coverage Problem in Hybrid Sensor Networks
Many research studies investigated how to move mobile sensors to reach coverage in hybrid sensor networks. Ghosh presented a technique based on a Voronoi diagram to calculate the size of coverage holes [19] . Wang et al. proposed an iterative approach, called the Bidding protocol [20] . This protocol is based on a Voronoi diagram, where each static sensor detects a hole near itself. Static sensors then send request messages to selected mobile sensors, each of which decides to move to fill the biggest hole it receives. In an area containing obstacles, the potential field algorithm applies a virtual force strategy [21] . A grid-based algorithm aiming to maximize static sensors' lifetime while gaining coverage was also proposed by D. Wang et al. [22] . It randomly moves mobile sensors to assist in monitoring. Some research studies applied particle swarm optimization to find suitable locations for mobile sensors [23] - [25] . Although the key idea is simple, these optimization approaches run a number of iterative rounds.
Some research studies were interested in managing coverage only in interesting regions, not in the whole field, using hybrid sensor networks. Y.C. Wang et al. proposed a grid-based method [26] where static sensors are responsible for detecting an event, then reactively report to mobile sensors. Selected mobile sensors, in turn, move to the event location. For a proactive approach, a k-SCHEMES framework was proposed by Ammari [27] . It uses Reuleaux triangles to find suitable locations for mobile sensors. However, only one region of interest can be covered at a time.
All of the works above assume fixed and uniform coverage requirements across the entire deployment field. Our proposed method aims to provide a suitable coverage where coverage requirements can vary in different regions in the field. Moreover, these regions' requirements can also change over time. In addition, our method is applicable to both pure mobile sensor networks and hybrid sensor networks, where the number of mobile sensors needs to be limited.
Preliminaries

Terminology
Coverage probability: We follow the probabilistic sensing model presented by Zou and Chakrabarty [11] . In this model, the coverage probability of a point being detected decreases when its distance from the sensor increases, as shown in Fig. 3 (a) . The dark green area reflects a higher coverage probability than that of the light green one. The coverage probability of a point reflects a chance to correctly detect an event at the point when it happens. For example, a coverage probability of 0.7 means 7 out of 10 events will be correctly detected on average at this point. Formally, let r s be a sensing range, r u be an uncertain range, and d(s, z) be the Euclidean distance between point z and sensor s. The coverage probability of point z with respect to sensor s, c z (s), is defined as follows:
where a = d(s, z) − (r s − r u ) and r u < r s . Both λ and β are constants whose values depend on the sensors' characteristics. Namely, the values of λ and β reflect the attenuation rate of the sensors. Figure 4 shows three sample values of both variables, which we used in the performance evaluation of the proposed method. They have an r s of 10 m and an r u of 6 m. Figure 4 illustrates their sensing characteristics. Let S be a set of sensors. The coverage probability of point z = (x, y) with respect to S is indicated by c z (S ) :
, which is defined in [11] as
Regions of interest: A region in which interesting events may arise is called a Region of Interest (RoI), which is usually a risky region in a disaster-prone area. We model their shapes as polygons that can be changed from time to time. A deployment field may have more than one RoI, each of which may require different levels of coverage probability. Figure 3 (b) shows two 400×800 m 2 rectangular RoIs with different coverage requirements in a 1,000×1,000 m 2 deployment field. This means across the entire 1,000×1,000 m 2 deployment field, only the total area of 800×800 m 2 is the RoI which is a disaster-prone area at that time. The area outside RoI is not considered risky to a disaster, hence does not need any sensors to monitor. Coverage requirements: A coverage requirement is a value of the coverage probability required in each RoI, as shown in Fig. 3 (b) . This value typically depends on the risk level. It reflects the level of monitoring needed for a particular point. The darker the color, the higher the level of coverage requirement. The left rectangle RoI in the figure has a coverage requirement of 0.9, and the right one has 0.5. If the coverage requirement of a point is 0.9, the coverage probability of that point (according to (2) ) being at least 0.9 is considered satisfactory. Our work focuses on scenarios where the coverage requirements are known in advance. Coverage ratio: Coverage ratio reflects how close the coverage probability of every point in the deployment field is to its coverage requirement. In this work, we consider a twodimensional deployment field, A ⊂ R 2 . Let a be a point in A. Given a set of deployed sensors' locations, S , coverage ratio can then be formulated as follows:
where req : A → [0, 1] maps a point to its corresponding coverage requirement. Note that coverage ratio can be at most 1, which only happens when c a (S ) ≥ req(a), ∀a ∈A. Coverage hole: A coverage hole is an area that cannot gain a coverage probability as required. We can eliminate these holes by moving mobile sensors to fill them. Coverage holes can be categorized into two types: Boolean coverage holes and probabilistic coverage holes. Boolean coverage holes are a set of points in the RoI with zero coverage probabilities. In this case, the points are not located inside any sensor's sensing range. Probabilistic coverage holes, on the contrary, are a set of points in the RoI with nonzero coverage probabilities but cannot satisfy coverage requirements. These points are inside some sensor's sensing range with insufficient coverage probabilities. Coverage deficiency: Coverage deficiency is a quantitative measurement of coverage holes, as illustrated in Fig. 3 (c).
It can be viewed as a complement of the coverage probability ( Fig. 3 (a) ) bounded by the coverage requirement ( Fig. 3 (b) ). The value of each point in coverage deficiency shows how much additional coverage probability is required to meet the coverage requirement.
Network Model
Regarding a sensor network and a deployment field, our work has four assumptions.
1. The network is a pure mobile sensor network or a hybrid sensor network. Let S s be a set of static sensors' locations and S m be a set of mobile sensors' locations. 2. Static sensors are uniformly placed in an RoI, while, initially, mobile sensors are randomly placed in the field. 3. Every sensor's current location can be obtained by some means, e.g., from GPS or other localization techniques. 4. Communication between the sensor nodes and the base is achieved by some technologies such as multi-hop short-range communication, a 3G cellular system, or a satellite communication service.
Energy Model
Energy consumption is considered only for moving sensors because doing so consumes much more energy than the communication does [26] . We follow the energy model mentioned in [14] . When a sensor moves with a constant speed over a distance d and E is the amount of energy consumed when moving one unit of distance, the total energy consumption for moving this sensor is E × d. Note that our method does not mandate this particular energy model. It can be replaced with a different model if needed.
Delaunay Triangulation
Delaunay triangulation (DT) is a popular triangulation method for a point set [28] . Our proposed method computes the target locations for the mobile sensors from a subset of centroids of triangles in DT. One of DT's important properties is its ability to avoid skinny triangles [29] . As a result, the target locations are computed in such a way that mobile sensors are distributed over the field instead of staying too close to each other. Although DT is a dual graph of a Voronoi diagram, RoI vertices can easily be used as seeds to construct a DT so that the target locations are guaranteed to always reside in the RoI.
Methodology
Our goal is to maximize the coverage ratio by moving mobile sensors to fill coverage holes with high levels of risk, when the number of sensors is limited. We propose the Mobile sensors Relocation using Delaunay triangulation And Shifting on Hill climbing (MR-DASH) algorithm. It is a centralized algorithm that computes and relocates mobile sensors to fill coverage holes and then lets each of them find a locally optimal location in that hole. Despite being centralized, this approach is still appropriate in many real-world situations where coverage requirements are known beforehand. For example, in landslide monitoring, a landslide susceptibility map, weather radar map, or hazard map can be obtained in advance.
In a landslide monitoring application, two of the main factors that potentially make mobile sensors difficult to navigate are heavy rain and strong wind. However, various types of mobile sensors have recently been developed to operate under such conditions, such as wind-and rain-proof drones [30] . In addition, as discussed earlier, the RoI for a landslide-prone area is also known beforehand using geographical techniques, so the deployment field may also be surveyed in advance so that safe landing zones for sensorequipped drones can be determined.
Objective Function
MR-DASH aims to find suitable target locations for mobile sensors so that the coverage ratio, as formulated in (3), is maximized. In the implementation, we model the deployment field as a finite set of grid points, G ⊂ A, where A represents the continuous area of the deployment field. Thus, MR-DASH attempts to find suitable target locations for mobile sensors, S m ⊆ S , such that
is maximized. As it can be shown that this problem is NP-hard [31] , our method relies on a heuristic approach to maximize the coverage ratio.
Once the target locations are computed, they have to be assigned to the mobile sensors. In the energy model described in Sect. 3.3, energy consumption is proportional to the moving distance. Therefore, MR-DASH matches a mobile sensor m i to a target location l i such that
is minimized. Determines the target locations from the centroids of triangles in the triangulation.
Algorithm 1 MR-DASH
Performs hill climbing for each mobile sensor to achieve better coverage ratio. Step 1: Triangulation. This step finds candidate target locations by constructing a DT from static sensors and the vertices of the RoI. The centroids of the resulting triangles become candidate target locations. Although most of the centroids are coverage holes, each hole may be of different attractiveness for mobile sensors. Holes associated with both large triangles and high-coverage-requirement triangles are considered attractive, which should attract more sensors to fill. However, after constructing a DT, some triangles are too large or too risky for only one mobile sensor. These triangles should be split into smaller triangles. Figure 5 illustrates a triangulation step on uniform requirements, where Fig. 5 (a) shows an original DT and Fig. 5 (b) shows the triangulation after the triangle splitting. The small triangle-shaped dots indicate the triangles' centroids that become candidate target locations. The order of splitting is implemented by a priority queue, where each item is a triangle τ prioritized by its attractiveness expressed by the product of the gain in coverage ratio and the triangle's area, as follows:
where Coverage(S s ∪ {Centroid(τ)}) is the combined coverage ratio of all static sensors and a single mobile sensor placed at the centroid of the triangle τ and Area(τ) is the area of the triangle τ. The whole process is repeated until the splitting does not yield a better coverage ratio anymore and the number of triangles in the queue is greater than the number of mobile sensors. As a result, we get a new triangulation along with the candidate target locations (the centroids of the triangles).
Step 2: Target Location Selection. This step computes a subset of the target location candidates to be used as target locations. It starts with the set of triangles from the first step and recalculates each triangle's priority as a tuple of its coverage gain and its area, instead of the product, as follows:
The new formula implies that, if two triangles happen to both yield a maximum coverage ratio, the larger triangle is preferable, as it will become beneficial in step 3. The triangle in front of the queue is popped, and its centroid is used as a target location on which a mobile sensor is virtually placed. Then, the coverage ratios of all the remaining triangles whose corresponding sensing areas are affected by the first mobile sensor are recomputed. Two triangles are said to affect each other when the distance between their centroids is less than 2(r s + r u ). The process is repeated until |S m | target locations are obtained.
Step 3: Refinement. After virtually placing mobile sensors on the target locations, the algorithm applies a hill-climbing method to each mobile sensor locally to move it to a better place one by one. Each mobile sensor is allowed to move up, down, left, or right for a small distance, or it does not move at all, depending on which choice gives the maximum coverage ratio. The hill-climbing process is repeated until the overall coverage ratio no longer improves over a threshold. The sensors' positions now become the final target locations.
Step 4: Matching. As MR-DASH is centralized, all the previous three steps only virtually move the mobile sensors without any physical movement involved. This step matches the mobile sensors to the final target locations. This problem can be modeled as an assignment problem, where the Hungarian algorithm [32] is used to find a solution. Because the energy consumption of sensors mainly depends on the moving distance [26] , this method finds a matching, Pairs, where the total moving distance of all mobile sensors, i.e., (m,l)∈Pairs
is minimized. The location assignments are then announced to every mobile sensor using a broadcasting mechanism such as flooding. Note that, if a different energy model were to be applied, this step would be changed to find a matching that minimizes the overall energy calculated by the model. Figure 6 illustrates how MR-DASH works in hybrid sensor networks for the first three steps, while step 4 is omitted as it merely involves matching actual mobile sensors to the shown target locations. Yellow rectangles, red circles, and white triangles represent static sensors, mobile sensors, and candidate target locations, respectively. Figure 7 demonstrates how MR-DASH can also deal with pure mobile sensor networks. Both figures show that mobile sensors will be relocated to dark blue areas, which seriously need attention, while light color areas have a lower priority.
Complexity Analysis
Let n, m, r, and g be the number of static sensors, the number of mobile sensors, the number of RoI vertices, and the number of grid points representing the deployment field, respectively.
Step 1 takes O (m 2 + n 2 + mn + nr)g time.
Step 2 takes O (m 2 + n 2 + mn + mr + nr)mg time.
Step 3 takes O((m + n)mg) time. Lastly, step 4, the Hungarian algorithm, is known to take O(m 3 ) time. Therefore, the overall MR-DASH approach takes O (m 2 + n 2 + mn + mr + nr)mg time, which roughly indicates that the running time of MR-DASH mostly depends on the number of mobile sensors. If m is O(n), the algorithm's complexity becomes O((n + r)n 2 g). In addition, if r and g are both O(1), the complexity of MR-DASH is O(n 3 ). However, the experiment in the following section shows that the average calculation time does not grow that fast. This is because the O(n 3 ) is an asymptotically upper bound that rarely happens, such as a situation where every new mobile sensor placed in the field always 
Performance Evaluation
Three simulation experiments were conducted using Python 3.5 with the NumPy package on Ubuntu 14.04.5 LTS, running on a virtual machine with 16 2.5GHz x86-64 cores and 32GB of RAM. However, only one core was used in each scenario. First, MR-DASH was compared with the Bidding protocol [20] , a well-cited algorithm for maximizing coverage in a hybrid WSN using mobile sensor relocation. The Bidding protocol has several assumptions similar to those of our work, but the coverage ratio was not taken into account owing to the former's use of the Boolean sensing model. In addition, the original Bidding protocol was not designed for RoIs with nonuniform requirements. Therefore, we set the scenario of the RoI to be a uniform region, where every point in the field had an identical coverage requirement. Second, we applied MR-DASH to nonuniform coverage requirements using three different areas from a real-life landslide-prone watershed. And third, one of the areas was repeatedly superimposed with additional requirements to demonstrate how MR-DASH would behave under dynamic coverage requirements.
Uniform Coverage Requirements
This experiment shows the performance of MR-DASH compared with the Bidding protocol. The area of the deployment field was 200×200 m 2 . Five different scenarios were chosen Fig. 8 Coverage ratio, coverage ratio improvement, total moving distance and overall calculation time of low, medium, and high sensing attenuation rates on uniform coverage requirement with uniform coverage requirements of 0.6, 0.7, 0.8, 0.9, and 1, respectively. The parameters r s and r u for all sensors were set to 10 m and 6 m, respectively. Three patterns of sensing attenuation were chosen, where their coverage probabilities as functions of distance are shown in Fig. 4 . The high attenuation rate had λ and β set to 0.5 in (1), the medium attenuation rate had λ and β set to 0.3, and the low attenuation rate had λ and β set to 0.1.
The total number of sensors varied from 10 to 100. For each number, the ratio of the number of mobile sensors to all sensors was set to 30%, 50%, and 70%. Sensor deployment followed the model described in Sect. 3.2. Unless specified otherwise, each experimental data point was an average of 600 repetitions † and is shown with a 99% confidence interval. † A total of 40 repetitions for each of 5 different uniform coverage requirements and for each of 3 mobile sensor ratios.
We evaluated the algorithm performance from four metrics. The first metric was coverage ratio, which we wanted to maximize. The second one was coverage ratio improvement, which emphasized the changes in the coverage ratio after executing both algorithms. A positive coverage ratio improvement means that the coverage ratio improved after running the algorithm. The third one was the total moving distance of all mobile sensors. It reflected the total energy usage during relocation; hence, the lower, the better. The fourth one was the overall calculation time. It is the total amount of time measured from the point where the algorithm is triggered by a requirement change until all mobile sensors' positions have been completely calculated; again, the lower, the better. The total turnaround time, however, could not be precisely measured as it includes sensor relocation time which largely depends on the speed and type of the mobile sensors being used.
Let us first consider the coverage ratio for each sensing attenuation rate. Figure 8 (a), (b) , and (c) shows the final coverage ratio of the low, medium, and high sensing attenuation rates, respectively. It can be seen that, in all settings, MR-DASH consistently outperformed the Bidding protocol.
For the coverage ratio improvement, Fig. 8 (d) , (e), and (f) compares the value from both algorithms with low, medium, and high sensing attenuation rates, respectively. At a low sensing attenuation rate, the coverage ratio could be improved by a greater factor compared to the medium and high rates. This is because the sensors with low sensing attenuation could cover coverage holes better after being relocated. However, the coverage ratio of every attenuation barely improved when there were too few or too many sensors. A few sensors were unlikely to overlap with each other from the beginning. As the number of sensors increased, both algorithms gave high coverage ratio improvement since there were enough sensors to fill most of the coverage holes. On the other hand, with too many sensors, most of regions were already covered from the beginning. Hence, the coverage ratio, again, barely improved. Figure 8 (g), (h), and (i) compares the total sensor moving distance. It is measured in a straight line from the initial location to the final location of each sensor. There were only slight differences between each sensing attenuation rate. Another point is that the total moving distance of the Bidding protocol abruptly increased when the number of sensors exceeded 40. This was because this protocol operates in an iterative fashion. Mobile sensors have a chance to move in every round. When the network is sparse, the protocol takes only a few rounds, as the sensors can quickly distribute themselves in the field without overlapping. While in dense networks, the number of rounds increases. The sensors' final locations are far away from their initial locations, hence increasing the total distances. Figure 8 (j), (k), and (l) compares the overall calculation time. For the Bidding protocol, the trends are similar to the total sensor moving distance graphs because the calculation time mainly depends on the number of iterations. When the network becomes dense, in this case with more than 40 sensors, the Bidding protocol's calculation time begins to grow rapidly, while MR-DASH grows in a more linear manner. For MR-DASH, low and medium sensing attenuation rates trend to take longer to compute compared to high sensing attenuation. This is because the low and medium rates would likely take more rounds during triangle splitting and hill climbing. Note that all the calculation time was measured from running both algorithms with only one CPU core, which can be largely reduced by adding more cores as most operations are vectorized, thus parallelizable.
All the above results show that MR-DASH outperformed random (initial) deployment and the Bidding protocol in terms of coverage ratio improvement. There are two reasons for this. First, the Bidding protocol was designed to not to place mobile sensors too far from static sensors more than a certain threshold, which is recommended to be √ 3 × sensing range [20] . This makes mobile sensors overlap with other sensors to prevent large holes from getting fragmented. However, it is not good in sparse net- works because overlapping areas will decrease the coverage ratio. Second, the Bidding protocol calculates holes using a distance threshold from sensors, so it can only fill Boolean coverage holes. On the other hand, MR-DASH can detect both Boolean and probabilistic coverage holes. Therefore, MR-DASH can move mobile sensors to fill both types of holes.
Furthermore, MR-DASH can deal with several requirements that the Bidding protocol cannot handle. The first one is pure mobile sensor networks (see Fig. 7 ). MR-DASH constructs a DT from the vertices of the RoI and static sensors' positions. Then, it splits these triangles to create enough target locations. Even without any static sensors, DT can still be performed using only the vertices of the RoI. On the other hand, the Bidding protocol constructs a Voronoi diagram from static sensors only. If there is no static sensor in a field, the algorithm simply terminates. Second, MR-DASH supports multiple RoIs with nonuniform and dynamic coverage requirements, but the Bidding protocol can only work on uniform and fixed coverage requirements. Third, MR-DASH can be applied to a field with polygonal-shaped obstacles. This can be done by setting the coverage requirement of obstacle areas to a large negative number.
Nonuniform Coverage Requirements
In this second experiment, we applied MR-DASH to reallife landslide-prone areas in Thailand, indicated by the three rectangles in Fig. 1 . Figure 9 illustrates polygonal abstraction in the form of coverage deficiency of the three areas, designated as hnk1, hnk2, and hnk3, respectively. Each deployment field had an area of 500×500 m 2 . Every sensor was assumed to have a medium sensing attenuation rate The total number of sensors used in each scenario depended on the sensors' range and the overall size of the RoI. The total number of sensors was chosen in such a way that their ideal total coverage would equal the total area of the RoI. The ideal total coverage of a sensor was π(r s +r u ) 2 . The total number of sensors, x, was chosen such that x·π(r s +r u ) 2 equaled the total area of the RoI. Since the RoI areas of hnk1, hnk2, and hnk3 were different, the number of sensors in each case was also different. Table 1 summarizes the total number of sensors in each scenario. In all cases, the number of mobile sensors was one half the total number of sensors. Figure 11 shows the average results from 100 repetitions with a 99% confidence interval. The total height of each bar illustrates the final coverage ratio after applying MR-DASH. Each bar is divided into two parts. The lower part (light color) is the initial coverage ratio, while the upper Fig. 11 Coverage ratio of the sample landslide area before and after running MR-DASH. part (dark color) is the coverage ratio improvement.
The results showed that using sensors with shorter ranges gave a better coverage ratio than using longer-range sensors. This was because short-range sensors could fill small coverage holes with fewer overlapping areas (see Fig. 10 ). However, this would require many more sensors to be deployed.
As the sizes of the three areas were in the order hnk1 < hnk2 < hnk3, the average initial coverage ratios seemed to follow this particular order. This was due to the random deployment strategy for mobile sensors. In the case of a smaller RoI such as hnk1, the chance of mobile sensors landing inside the RoI became lower. Consequently, the initial coverage ratio of hnk1 also had more variation than those of hnk2 and hnk3, as evidenced by the larger confidence intervals.
The upper parts of the bar graph show that the coverage ratio improvement of the three scenarios is in the order hnk1 > hnk2 > hnk3. Although the RoI's area in hnk1 was the smallest, hnk1 initially contained many coverage holes. This was because the mobile sensors were more likely to land in non-RoI areas during the initial state. After MR-DASH was applied, there were more chances for the mobile sensors to move to better places. On the other hand, many mobile sensors in hnk3 were already located in highcoverage-requirement areas from the beginning. Therefore, the coverage ratio of hnk3 did not improve as much after applying the algorithm.
Dynamic Coverage Requirements
As mentioned earlier, the coverage requirement of each RoI can change over time. For example, the landslide susceptibility map in Fig. 1 shows the maximum sensitivity level to landslide of each area. The actual risk, however, depends on the accumulated rainfall in the area. The accumulated rainfall must be forecast in advance by some geographical techniques, such as weather radars (Fig. 2) .
MR-DASH can be applied to such dynamic cover- age requirements by triggering the calculation after certain changes in the requirement levels, as demonstrated in Fig. 12 . Figure 12 (a) shows the initial sensors' locations. Figure 12 (b) shows the sensors' locations after applying MR-DASH. It can be seen that the mobile sensors are relocated to areas with high coverage requirements. After some time, the accumulated rainfall progressively gets higher from the bottom to the middle of the field. Figure 12 (c) illustrates the situation and shows the new sensors' locations after rerunning the algorithm. Finally, the mobile sensors are seen to be evenly distributed in the field, as shown in Fig. 12 (d) , after the algorithm is triggered once the accumulated rainfall becomes equally high in all areas. Here, the recalculations were still manually activated. However, automatic triggering based on certain criteria such as a difference thresold may also be adopted.
Conclusion
Various disaster monitoring applications require different areas to be associated with different risk levels. This work focuses on relocating mobile sensors for providing better coverage in areas whose risk levels are known in advance. A more realistic sensor characteristic based on a probabilistic sensing model, as opposed to a traditional Boolean sensing model, is also assumed. We presented MR-DASH algorithm, which calculates a target location for each mobile sensor. The algorithm constructs a Delaunay triangulation from static sensor locations and the vertices of the regions of interest, where triangles represent the candidate target locations for the mobile sensors and can be further split to allow more targets in areas that need more attention. All-pairs bipartite matching between the initial locations and the final target locations of the mobile sensors was then performed to achieve the least total energy consumption for sensor movement. Simulation experiments showed that our approach outperformed the Bidding protocol [20] in both coverage ratio and total moving distance. In addition, it can also deal with certain requirements that the Bidding protocol cannot handle, such as nonuniform coverage requirements and pure mobile sensor networks. Furthermore, we demonstrated the application of our approach to a real-life scenario using a landslide susceptibility map. Our algorithm was shown to adaptively move mobile sensors to fill the most sensitive coverage holes first, and then it spread out other mobile sensors to less sensitive areas. The results showed a suitable sensor placement with good coverage ratio improvement. For future directions, modification to the algorithm to support heterogeneous sensor types and sensing characteristics in the same deployment field should be investigated. Mechanisms for triggering recalculation automatically under dynamic coverage requirements should also be furthur explored. In addition, there are some constraints that should be taken into consideration, such as the energy of each sensor, network lifetime, and communication range of the sensor nodes.
