Abstract. We consider the inverse problem of recovering a potential by measuring the response at a point to a source located at the same point and then varying the point on the surface of a sphere. This is a similar to the inverse backscattering problem. We show that if the angular derivatives of the difference of two potentials having the same data is controlled by the L 2 norm of the difference of the potentials they must be equal. In particular this shows injectivity of the inverse problem for radial potentials.
Introduction
A long standing formally determined inverse problem is the inverse back-scattering problem -see [RU14] and the references there for details. In this article we study a similar formally determined problem except we use point sources instead of plane waves and the given data is, the response of the medium measured at the same location as the point source, instead of the far field pattern as in the standard inverse back-scattering problem. Below B denotes the open unit ball in R 3 and S the unit sphere in R 3 . Let q(x) be a smooth function on R 3 which is supported in B. For each a ∈ S, let U a (x, t) be the solution of the IVP ( − q)U a (x, t) = δ(x − a, t) (x, t) ∈ R 3 × R (1.1)
The goal is the recovery of q(.) if U a (a, t) is known for all a ∈ S and all t ∈ (0, 2]. As shown in [Rom74] , we may express U a (x, t) as U a (x, t) = 1 4π δ(t − |x − a|) |x − a| + u a (x, t)
where u a (x, t) is a function which is zero on t < |x− a| and, in the region t ≥ |x− a|, u a is the smooth solution of the Goursat problem We introduce some notation to state our result. For every x ∈ R 3 and i, j = 1, 2, 3, i = j, we define the angular derivative Ω ij = x i ∂ j − x j ∂ i .
Our main result is a uniqueness theorem for the point source inverse backscattering problem for q in a special class of functions. Ideally, one would like to assert that if the point source backscattering data for two q's are identical then the two q's are identical. We prove this only for a special class of q's. We show that two q's with the same backscattering data are identical if the difference of the q's has controlled angular derivatives as defined by (1.5).
Theorem 1.1 (Uniqueness). Suppose q k , k = 1, 2, are smooth functions on R 3 with support in B and u a k are the solutions of (1.3), (1.4) for q = q k and a ∈ S. If u
We examine the meaning of the condition (1.5). To every x ∈ R 3 , x = 0, we associate a unique unit vector ω = x/|x| in R 3 and a unique ρ = |x| > 0. Let {φ n (ω)} n≥1 denote an orthonormal basis for L 2 (S) consisting of spherical harmonics. Each φ n (ω) is the restriction to S of a homogeneous harmonic polynomials φ n (x), and the φ n are indexed so that if m < n then d m ≤ d n where
. Now p(x) = (q 1 − q 2 )(x) has a spherical harmonic expansion p(x) = ∞ n=1 p n (ρ)φ n (ω) and in [RU14] it was shown that p(x) satisfies the angular derivative condition (1.5) iff we can find C (independent of ρ) so that
Clearly (1.6) holds if p n (·) = 0 for all n ≥ N for some N , but (1.6) also holds for some p with infinite spherical harmonic expansions -see [RU14] . So Theorem 1.1 implies uniqueness for the inverse problem in the special case if the q are radial -this was already shown in [Rak08] . -but also if the difference of the q's is a finite linear combination of the spherical harmonics with coefficients which may be radial functions. Proving uniqueness for general q is a long standing open question. There are additional specialized uniqueness results; if q 1 ≥ q 2 then a uniqueness was proved in [Rak08] and if q 1 , q 2 are small than one can obtain a uniqueness result analogous to Theorem 3b in [RU14] using ideas similar to those in [RU14] .
The proof of Theorem 1.1 relies on two ideas. First we need an identity obtained by using the solution of an adjoint problem, an idea used earlier by Santosa and Symes in [SnSy88] , and by Stefanov in [St90] . The second idea used is to bound the value of a function f which is supported in B by the derivatives of the mean values of f on spheres centered on the boundary of B and do it in a local manner. This bound is obtained by an idea motivated by the material in pages 185-190 in [LRS86] .
2. Proof of Theorem 1.1
Below means "less than or equal to a constant multiple of".
Step 1 First we estimate a function by its spherical mean values. For any function p(x) on R 3 and any τ ≥ 0 define (M p)(x, τ ) to be the mean value of p on the sphere centered at x and of radius τ , that is
We have the following proposition whose proof is given in subsection 3.1.
is a smooth function on R 3 with support in B then, for all (a, τ ) ∈ S × (0, 1), we have
where α(a, y) is a unit vector orthogonal to y and φ is the angle between y and a; see Figure 1 . For any x ∈ R 3 and for i, j = 1, 2, 3 define the vectors T ij = x i e j − x j e i and note that Ω ij = T ij · ∇. For any x, v ∈ R 3 , we have (see Proposition 2 in [RU14] )
Applying this to y, α and noting that α is orthogonal to y we obtain
Now |α| = 1 and |T ij | ≤ 2|y|, so |α · T ij | ≤ 2|y| and hence
Further, the sphere |y − a| = τ may be parameterized with ρ, θ where ρ = |y| and θ the rotation of y about the line through a (see Figure 1 ) and with this parameterization we have 1 dS y = τ ρ dρ dθ. Hence Proposition 2.1 implies that
Using the law of cosines we may determine cos φ (see Figure 1 ) and hence 1 sin φ = 2ρ
.
Since we will take 0 < τ ≤ 1 and 1
Using this in (2.1) we obtain
Hence, by the Cauchy-Schwarz inequality, for all (a, τ ) ∈ S × (0, 1), we have
with the constant independent of a and τ .
1 We have ξ, θ parametrizing the sphere |y − a| = τ and dSy = τ 2 sin ξ dξ dθ. Hence dSy = τ 2 sin ξ dξ dρ dρ dθ. The relationship between ξ and ρ is cos ξ = 1 + τ 2 − ρ 2 2τ so − sin ξ dξ dρ = − ρ τ , hence dSy = τ ρ dρ dθ.
Step 2 Now suppose q i , i = 1, 2 are smooth functions on R 3 which are supported on B and U a i is the solution of (1.
We also note that v a (x, t) is supported in the region t ≥ |x − a| and, in this region, is the smooth solution of the Goursat problem
We have the following identity whose proof is given in subsection 3.2.
Proposition 2.2. For any τ > 0 and all a ∈ S we have
Remark 2.3. We will use a smooth extension of k(x, t, a) beyond the region |x − a| ≤ t. Note that it may seem that k(x, t, a) is singular where |x − a| = 0, that is at x = a, but p(x) is zero in a neighborhood of any a ∈ S, so in (2.7) we could replace the k(x, t, a) by one with k(x, t, a) multiplied by a cutoff function so that k = 0 in a neighborhood of x = a. Now, by hypothesis v a (a, 2τ ) = 0 for all (a, τ ) ∈ S × [0, 1] so, from Proposition 2.2, we obtain
and hence
and hence (2.2) implies that for all a ∈ S and all τ ∈ [0, 1] we have
So integrating w.r.t a over S, we obtain
We now convert the dS y dS a integral and the dy dS a integral into just a dy integral. Let e = (0, 0, 1) and let φ, θ represent the spherical coordinates for a on the sphere S, that is cos φ = a · e. For any non-zero y ∈ B and τ ∈ (0, 1) we have
Also for y ∈ B, τ ∈ (0, 1), we have
Hence for any non-negative integrable function f (y) which is supported in B and any τ ∈ (0, 1) we have
Applying these estimates to (2.9) we obtain
(2.10)
then the angular control condition (1.5) is equivalent to the statement that i<j |y|=ρ
Hence (2.10) implies that for all τ ∈ (0, 1) we have
which may be rewritten as
for all s ∈ (0, 1). We fix an ǫ > 0, then for all s ∈ (ǫ, 1) we have a constant C ǫ so that
Reusing this inequality in the relation we obtain, for all s ∈ [ǫ, 1],
Hence by Gronwall's inequality, P (s) = 0 for all s ∈ [ǫ, 1].
3. Proofs of propositions 3.1. Proof of Proposition 2.1. We have
To any y ∈ R 3 , we associate its spherical coordinates (ρ, θ, φ) where ρ = |y|, φ is the angle between y and a, and θ is the rotation about a. Also, let α be the downward pointing unit vector, in the plane containing y and a, so that α ⊥ y. See Figure 1 .
First we decompose y − a as the sum of a vector parallel to y and a vector parallel to α. From the right triangle we see that the length of the projection of y − a on y is cos φ − ρ and the length of the component of y − a orthogonal to y is sin φ. Hence
The ∂p ∂ρ in (3.2) is the partial derivative of p(ρ, φ, θ) when ρ, φ, θ are regarded as independent variables. However, we have parameterized the sphere |y − a| = τ with ρ, θ (and τ ) and φ is regarded as function of ρ via the relation
which implies 2 cos φ − 2ρ sin φ dφ dρ = 2ρ.
With this we observe that
Now, at y, as φ increases by dφ, y moves along a circular arc of radius |y| through a distance |y| dφ, hence
Hence from (3.2) and (3.3) (y − a) · (∇p)(y)
With the ρ, θ parameterization of the sphere |y−a| = τ we have 2 dS y = τ ρ dρ dθ so
Hence from (3.1) we obtain
3.2. Proof of Proposition 2.2. We give a formal proof of the proposition, based on (1.1), (1.2) and (2.3), (2.4). A rigorous proof can be constructed using (1.3), (1.4) and (2.5), (2.6). We also note that if M is the surface
We note that U a 1 (x, 2τ − t) is the solution of the final value problem
2 We have ξ, θ parametrizing the sphere |y − a| = τ and dSy = τ 2 sin ξ dξ dθ. Hence dSy = τ 2 sin ξ dξ dρ dρ dθ. The relationship between ξ and ρ is cos ξ = 1 + τ 2 − ρ 2 2τ so − sin ξ dξ dρ = − ρ τ ,
Further, v(x, t) = 0 for t < 0, and for each fixed t, U 2 (x, t) has compact support in x. So using (2.3) and an integration by parts we have
On the other hand Since u a i (x, 2τ − |x − a|) is supported in |x − a| ≤ 2τ − |x − a|, that is |x − a| ≤ τ , the second integral is over the region |x − a| ≤ τ . Since u a 1 (x, 2τ − t) is supported in the downward conical region |x − a| ≤ 2τ − t and u a 2 (x, t) is supported in the upper conical region |x − a| ≤ t, the product of these two will be supported in the double conical region {(x, t) : |x − a| ≤ t ≤ 2τ − |x − a|, |x − a| ≤ τ }. So using (3.6) we obtain Proposition 2.2.
Hence

