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Abstract—Topology learning is an important problem in
dynamical systems with implications to security, and optimal
control. The majority of prior work in consistent topology
estimation relies on dynamical systems excited by temporally
uncorrelated processes. In this article, we present a novel
algorithm for guaranteed topology learning, in networks that
are excited by temporally colored, cyclostationary processes.
Furthermore, unlike prior work, the framework applies to
linear dynamic system with complex valued dependencies.
In the second part of the article, we analyze conditions for
consistent topology learning for bidirected radial networks
when a subset of the network is unobserved. Here, few agents
are unobserved and the full topology along with unobserved
nodes are recovered from observed agent’s data alone. Our
theoretical contributions are validated on test networks.
I. INTRODUCTION
Network representations often form an integral part in
modeling the behavior of complex systems; examples include
power grids [1], water and gas distribution systems [2],
[3], thermal management systems [4], neuronal networks in
the brain [5], climate network [6], social network [7] and
the finance network [8]. Network representations constitute
multiple agents which interact among each other constrained
by a graph topology. Significant insights on the temporal
and spatial evolution of the system dynamics can be gleaned
using the abstractions of a network which can be employed
for efficient resource management, control of assets and
fault diagnosis. For example, in epidemiology, understanding
the spatial evolution of the virus spread is of interest, for,
detecting the initial source, predicting the future impact,
and implementing control measures, to limit or eradicate the
virus.
With the rapid deployment of smart and inexpensive sen-
sors, unveiling the interaction structure among agents from
high fidelity data has become possible for many applications.
Approaches for identifying the dependency structure of a
network of agents interacting dynamically can be broadly
classified into two categories: passive and active. In the
active learning approach, planned interventions/alterations
are made to the network and the constituent agents and
the effects of the changes introduced are studied to identify
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network structure [9]. Passive learning, also termed non-
invasive learning, learns the interaction structure without
interfering with the functioning of the system [10], [11], [12].
Among others, time series data from agents can be analyzed
for topology learning using multivariate Wiener filtering [13],
[14] and directed information graphs [15].
Most of the work on structure estimation in dynamical
systems involve systems excited by stationary processes.
However, non-stationary or temporally correlated excitation
characterizes many man-made and natural phenomenon. By
non-stationarity, we mean that the mean and correlation
functions are evolving with time and expressed in terms of
time t and shift/lag τ. The same holds for the corresponding
power spectral density [16]. In this paper, we specifically
focus on learning dynamical networks excited by wide
sense cyclostationary processes, which are non-stationary
processes with Fourier coefficients that are periodic functions
of t. Indeed, many natural and man-made systems have cyclic
patterns, including telecommunications [17], [18], seasonal
weather [19], biology [20], finance [21], [22], mechanical
systems [23], and atmospheric system [24]. For example, in
atmospheric systems, periodicity arises due to planet revolu-
tion, and in epidemiology many acute infectious diseases [25]
occur with seasonal patterns. Our prior work [26], [27], [14]
has studied topology learning for networks excited by wide
sense stationary processes. This article addresses learning for
general cyclostationary processes for any time-period.
Availability of the data from all the agents in the network
may be difficult to achieve in practice due to constraints
on sensor placements and budget requirements. Practical
systems are often partially observed, where a subset of the
agents is unobserved/hidden/latent. Exact topology learning
in linear dynamical systems under partial observability is of
considerable importance (see [28], [27], [29], [30]), however
most studies restricted to systems with stationary or wide
stationary inputs. In this paper, we extend our topology learn-
ing algorithm to radial networks excited by cyclostationary
processes under partial observability.
Furthermore, the mentioned prior work is restricted to
dynamical systems with real-valued agents/nodal states. Our
analysis, in this article, extends to systems where the
agents/states are complex-valued and may have complex-
valued dependencies. An example of a complex-valued dy-
namical system is the power grid where nodal voltages have
both real and imaginary parts [1].
Contribution: This article studies structure learning in
linear dynamical systems with complex-valued dependencies
using nodal time series that are modeled by cyclostationary
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processes. We provide an algorithm with provable guarantees
for structure identification in such systems. To the best of
our knowledge, this is the first work to provide consistent
learning in complex-valued linear dynamical systems excited
by cyclostationary inputs. In particular, our work reconstructs
the graph topology with provable guarantees and is applica-
ble to any directed graph.
Next, we consider partially observed bidirected dynamical
systems with radial topology and excited by cyclostationary
inputs. We extend our learning algorithm to the partially
observed setting and show that the exact radial topology is
recovered provided the latent/unobserved nodes are separated
by three or more hops in the underlying network. We validate
the theoretical contributions on data generated from test dy-
namical systems. Preliminary results on some of the aspects
presented in this article have appeared in the conference
article [26]. Aside from detailed proofs of the theoretical
results and extended simulation results, this article includes
learning with complex-valued network dependencies and
under partial observability that are absent in the conference
article.
The remainder of the paper is organized as follows.
Section II describes the topology learning problem of a
linear dynamical system with complex valued system param-
eters, driven by exogenous cyclostationary inputs. Section
III provides results necessary for building an algorithm to
reconstruct the topology from data. Next, in Section IV,
an algorithm is presented for reconstructing the topology in
presence of unobserved nodes for tree topologies (undirected
connected graph with no cycles). Few illustrations and ap-
plications are provided in Section V and final conclusions in
Section VI.
Notation:
0 : zero matrix of appropriate dimension
A′ : transpose of a matrix A
A∗ : the conjugate transpose of matrix A
A  0 : A is a positive definite matrix
A  0 : A is a positive semi-definite matrix
Aij or A(i, j) or B′iABj : (i, j)
th element or (i, j)th block
of size T × T in matrix A (evident from the context). Here,
Bj = [0 0 .. 0 IT×T 0 .. 0]′.
C: field of complex numbers.
|S|: cardinality of the set S.
L2(Ω,F ,P) : vector space of complex-valued random vari-
ables X with E[X2] <∞, where Ω is a sample space, F is
a σ−algebra and P is a function from F to [0, 1].
LCM : least common multiple.
II. LINEAR DYNAMICAL SYSTEM WITH
CYCLOSTATIONARY INPUTS
In this section, we introduce the notions of graphical rep-
resentation of linear dynamical systems and provide needed
results for the reconstruction of the topology of interconnec-
tions. We assume (Ω,F ,P) for a probability measure space,
with P being the probability measure.
A. Introduction to Cyclostationary Process
Definition 1: A Wide Sense Cyclostationary (WSCS)
process of period T is a random process x(t) ∈ L2(Ω,F ,P),
such that T is the lowest possible natural number with
(i) m(t) := E[x(t)] = E[x(t + T )] and (ii) Rx(s, t) :=
E[x(s)x(t)] = E[x(s+ T )x(t+ T )] for every s, t ∈ Z.
Two cyclostationary processes x(t) and e(t), with cross
correlation function Rx,e(s, t) := E[x(s)e(t)], are said to be
jointly wide sense cyclostationary (JWSCS) with period T
if (i) x(t) and e(t) are cyclostationary with period T and
(ii) Rx,e(s, t) = Rx,e(s+T, t+T ). A wide sense stationary
(WSS) process is also a WSCS process with period T = 1.
B. Network of Cyclostationary Processes
Consider a composite system made of m agents driven by
cyclostationary processes {ei(k)}mi=1. Suppose {xi(k)}mi=1
represents the time series of the agents whose interaction
dynamics evolves as follows,
xi(z) =
m∑
j=1,j 6=i
hij(z)xj(z) + ei(z), (1)
with the equivalent time-domain representation,
xi(k) =
m∑
j=1,j 6=i
hij ∗ xj(k) + ei(k). (2)
Here, xi(t) ∈ C, the state of ith agent can be complex
valued and is assumed to be measured. Equation (1) is
said to be Linear Dynamical Model (LDM). We assume
that dynamics of equation (1) is stable. xi(z), ei(z) are the
z-transforms of the processes xi(k) and ei(k) respectively.
Note that hij(n) = Z−1[hij(z)], hii(z) is zero. Exoge-
nous input ei(k) is WSCS of period Ti and {ei(k)}mi=1
is a collection of mutually uncorrelated WSCS of period
T := LCM{T1, · · · , Tm}. The collection {xj(k)}mj=1 is ob-
tained from by linear transformation/filtering of {ej(k)}mj=1;
{xj(k), ej(k)}mj=1 are JWSCS [31] of period T .
For some of the results in our article we assume the
generative model for the time series of the agents is,
l∑
n=0
an,i
dnxi
dtn
=
m∑
j=1,j 6=i
bijxj(t) + pi(t), (3)
with equivalent z-domain representation (1). Represent-
ing (3) in the form of (1) using bilinear transform
(Tustin’s method [32]), we get hij(z) :=
bij
Si(z)
, ei(z) :=
pi(z)
Si(z)
, where ∆t is the sampling period and Si(z) :=∑l
n=1 an,i(
2(1−z−1)
∆t(1+z−1) )
n. Here, pi(t) is the exogenous input
at agent i, which is a zero mean WSCS of period Ti.
The collection of exogenous inputs {pi(t)}mi=1 are mutually
uncorrelated. The system parameters are an,i ∈ C and bij ∈
C. Note that prior works [14], [26] restricted the attention
to real valued system parameters and states. However, in our
article, the system parameters can be complex-valued.
We emphasize the applicability of (1) in engineering
systems in the form of linearized models around an operating
point. Section 2 of [14] provides detailed examples of (1)
applied to physical flow networks.
Linear Dynamic Graph (LDG): Consider a directed
graph G = (V, E), associated with LDM (1), where V =
{1, ...,m} represent the vertex set of states xi, and E ,
formed by states xi, is the directed edge set given by E =
{(i, j)|hij(z) 6= 0}. Here the process xi(k) is represented
by node i ∈ V. (i, j) ∈ E is a directed edge from j to
i if hij(z) 6= 0. Node j is said to be a (i) parent of i if
(i, j) ∈ E , (ii) child of i if (j, i) ∈ E and (iii) spouse of i
if there exists a k ∈ V \ {i, j} such that (k, j), (k, i) ∈ E .
G is said to be generative graph or Linear Dynamic Graph
(LDG) associated with the LDM (1).
For a node j, the set of its children is denoted by CG(j), its
parents by PG(j) and its spouses by KG(j). The topology
of G is an undirected graph GT = (V, ET ), where ET :=
{(i, j)|j ∈ V, i ∈ CG(j) ∪ PG(j)} and the Moral graph/kin
topology of G is GM = (V, EM ), where EM := {(i, j)|j ∈
V, i ∈ CG(j) ∪ PG(j) ∪ KG(j)}. Nodes i, j are in a kin
relationship if i ∈ CG(j) ∪ PG(j) ∪ KG(j).
An undirected path between nodes i and j in the topology
GT is defined as a collection of distinct nodes {pi1, · · · , pik}
such that {(i, pi1), (pi1, pi2), · · · , (pik, j)} ⊂ ET . The n-hop
neighbor of node i is node k if the minimum number of
edges, in any path, connecting node i to k in GT is n. If
n = 1, then k is one hop neighbor of i, whereas if n = 2
then k is a two-hop neighbor of i. The set of all one-hop
neighbors of i is denoted as NGT (i) and set of all its two-
hop neighbors is denoted by NGT (i, 2). The degree of node
i is |NGT (i)|.
Remark 1: For a generative graph G with topology GT and
moral graph GM , ET ⊆ EM . Moreover the edges in EM \ET
are due to strict spouse connections and are spurious edges.
Definition 2: The jth component of the ith vector random
process Xi(k) of length T, at time k, is a vector WSS process
if the following holds (i) E([Xi(k)]j) = E([Xi(k+s)]j) for
all s ∈ Z, (ii) RjkXi(s, t) = E([Xi(s)]j [Xi(t)]k) = E(xi((s−
1)T + j)xi((t − 1)T + k)) = E(xi((s − t)T + j)xi(k)) =
RjkXi(s− t+ 1, 1) for all s, t ∈ Z, and j, k ∈ {1, 2, · · · , T}.
Any cyclostationary process xi(k) of period T can be lifted
to a T−dimensional vector wide sense stationary process
Xi(k) := [xi(kT ) ... xi(kT + T − 1)]′.
It is straightforward to establish the following result; which
also provides needed definitions.
Lemma 2.1: Consider a collection of cyclostationary pro-
cesses {xi(k)}mi=1 described according to (1), which are
jointly WSCS of period T . Consider a lifted process Xi(k) =
[xi(kT ), · · · , xi(kT+T−1)]′. The dynamics of {Xi(k)}mi=1
is governed by,
Xj(k) =
m∑
i=1,i 6=j
(Hji ∗Xi)(k) + Ej(k). (4)
Taking z − transform
Xj(z) =
m∑
i=1,i 6=j
Hji(z)Xi(z) + Ej(z); where, (5)
Ei(k) =
[
ei(kT ) ei(kT + 1) · · · ei(kT + T − 1)
]′
,
Xi(k) =
[
xi(kT ) xi(kT + 1) · · · xi(kT + T − 1)
]′
,
Hji(z) = D(z
1
T )hji(z
1
T ), D(z) =
 z
0 z1 . . . zT−1
...
. . .
...
z−(T−1) . . . z0
 .
(6)
Proof: The dynamics of a network of cyclostationary
processes are given by,
xi(z) =
m∑
j=1
hij(z)xj(z) + ei(z),
xi(k) =
m∑
j=1
∞∑
n=−∞
hij(n)xj(k − n) + ei(k),
xi(kT ) =
m∑
j=1
∞∑
n=−∞
hij(n)xj(kT − n) + ei(kT ),
xi(kT + p) =
m∑
j=1
∞∑
n=−∞
hij(n)xj(kT + p− n) + ei(kT + p),
where k is the time index and p ∈ {0, 1, . . . , T − 1}.
Substitute n = aT + b, where a ∈ Z and b takes the values
{p, p− 1, p− 2, . . . , p− T + 1}.
xi(kT + p) =
m∑
j=1
∞∑
n=−∞
hij(n)xj(kT + p− n) + ei(kT + p),
xi(kT + p) =
m∑
j=1
∞∑
a=−∞
p∑
b=p−T+1
hij(aT + b)xj(kT + p− [aT + b]) + ei(kT + p),
xi(kT + p) =
m∑
j=1
p∑
b=p−T+1
∞∑
a=−∞
hij(aT + b)xj(kT + p− [aT + b]) + ei(kT + p),
xi(kT + p) =
m∑
j=1
p∑
b=p−T+1
∞∑
a=−∞
hij(aT + b)xj(kT + p− b− aT ) + ei(kT + p).
Replace t = p− b
xi(kT + p) =
m∑
j=1
T−1∑
t=0
∞∑
a=−∞
hij(aT + p− t)xj([k − a]T + t) + ei(kT + p)
Define Hij,pt[a] = hij(aT + p − t). Here, p is the row
index ranging from 0 to T − 1 and t is the column index
ranging from 0 to T − 1 of the filter matrix Hij . For the
diagonal entries (p = t) of Hij , Hij,pp[n] = hij(nT ) for
p ∈ {0, 1, . . . , T − 1}.
xi(kT + p) =
m∑
j=1
T−1∑
t=0
∞∑
a=−∞
Hij,pt[a]xj([k − a]T + t) + ei(kT + p),
xi(kT + p) =
m∑
j=1
[Hij,p0 ∗ xj(kT ) + · · ·+ Hij,p T−1 ∗ xj(kT + T − 1)]
+ ei(kT + p).
Lift the scalar process xi(k) to a vector process Xi(k) by
varying p from 0 to T − 1.
Xi(k) =

xi(kT )
xi(kT + 1)
...
xi(kT + T − 1)

Iterate the p from 0 to T − 1 to get the following relation

xi(kT )
xi(kT + 1)
...
xi(kT + T − 1)
 =
m∑
j=1
 Hij,00 Hij,01 . . .... . . .
Hij,T−1,0 Hij,T−1,T−1
 ∗

xj(kT )
xj(kT + 1)
...
xj(kT + T − 1)
+

ei(kT )
ei(kT + 1)
...
ei(kT + T − 1)

Xi(k) =
m∑
j=1
Hij ∗Xj(k) + Ei(k) (7)
Taking the Z transform, we get,
Xj(z) =
m∑
i=1
Hji(z)Xi(z) + Ej(z) (8)
where Hij,pt ∗ xj(kT + t) =
∑∞
a=−∞Hij,pt[a]xj(kT +
t − aT ) for t ∈ {0, 1, . . . , T − 1} with Hij,pt[n] =
hij(nT + p − t) = hij(T [n + p−tT ]). This implies
Hij(z) = Z[Hij(k)] = D(z 1T )hij(z 1T ), where
D(z) =
 z
0 z1 . . . zT−1
...
. . .
...
z−(T−1) . . . z0
.
Note that Hji(z) is a T × T rational transfer matrix.
By stacking the vector processes in (5), we represent the
dynamics in compact form as:
X(z) = H(z)X(z) + E(z). (9)
H(z) in (9) is a block transfer matrix of size mT×mT ma-
trix, with diagonal blocks being 0T×T and the off diagonal
Fig. 1. (a) Generative Graph G(V, E) of {xi(k)}5i=1, (b) G(V, E)
associated with lifted processes {Xi(k)}5i=1, (c) Topology GT (V, ET ), and
(d) Moral graph GM (V, EM ) (red colored edges are spurious). For node
i = 2, CG(i) = PG(i) = {1, 3, 4}, KG(i) = {5}. NGT (i) = {1, 3, 4}
and NGT (i, 2) = {5}.
blocks of size T × T that represent the interaction between
pairs of agents in a system. Here, the (i, j)th block of
H(z), denoted by Hij(z), represents the interaction between
the processes Xi(k) and Xj(k). The LDG for the lifted
vector WSS processes {Xi(k)}mi=1 is defined as follows: a
directed edge from node i to node j exists if and only if
Hji 6= [0]T×T in (5). It is clear that the LDG associated with
the cyclostationary processes {xi(k)}mi=1 is identical to the
LDG associated with the lifted WSS processes {Xi(k)}mi=1.
For the rest of the article, we analyze the lifted vector
WSS processes to reconstruct the topology among the agents.
An illustration of the LDG for the cyclostationary processes
and the corresponding vector WSS processes is shown in
Fig. 1. Its important to note that (I − H(z)) is invertible
almost surely, which implies that for an input sample E(k),
there exists X(k) such that (9) holds. We will replace z
with eιω, ω ∈ [0, 2pi) when necessary in the following
discussion and use ω as the function argument. The LDM (9)
is topologically detectable if ΦEi(ω)  0 for any ω ∈ [0, 2pi)
and i = 1, ...,m.
III. LEARNING THE TOPOLOGY FROM TIME SERIES
In this section, we will present an algorithm that re-
constructs the true interaction topology. The approach to
topology reconstruction problem involves two steps (i) Re-
construct the moral graph of the LDG associated with (9)
from nodal time series (ii) Identify and eliminate the spurious
edges from the reconstructed moral graph to obtain the
topology of LDG (See Remark 1).
A. Reconstruction of Moral Graph
Here, we deal with reconstructing the moral graph of
topologically detectable LDM based on the properties of
inverse power spectral density Φ−1X of size mT ×mT.
Theorem 3.1: Consider a LDM (H(z), E) described by
(9) which is well-posed and topologically detectable, with
its associated LDG G and moral graph GM (V, EM ). Let
the output of the LDM be given by X(k) according to
(9). Suppose for nodes i, j ∈ V, if B′jΦ−1X Bi 6= 0, then
(i, j) ∈ EM .
Proof:
We show that if B′jΦ
−1
X Bi, which is of size T × T, is
not equal to 0, then (i, j) ∈ EM . From (9), it follows that
X = (I−H(z))−1E and thus Φ−1X = (I−H)∗Φ−1E (I−H).
We exploit the block diagonal matrix property of Φ−1E (ω)
to determine the structure of inverse power spectral density
Φ−1X (ω) as follows,
Φ−1X (j, i) = −Φ−1EjHji − H∗ijΦ−1Ei +
m∑
k=1
(Hkj)
∗Φ−1Ek (Hki). (10)
Note that if the following hold for the nodes i, j in
G(V, E) : (i) i /∈ PG(j) (Hji = 0) (ii) i /∈ CG(j) (Hij = 0)
(iii) i /∈ KG(j), then Φ−1X (j, i) = 0T×T .
Thus, if Φ−1X (j, i) 6= 0, then i ∈ CG(j) ∪ PG(j) ∪ KG(j).
Hence, the theorem holds.
Remark 2: While the above theorem says that if
B′jΦ
−1
X Bi 6= 0, then nodes i, j are in a kin relationship, the
converse is not guaranteed. However, such cases are deemed
pathological [31]. Thus, from nodal time series, Φ−1X (ω) can
be computed and using Theorem 3.1, the moral graph is
reconstructed, which is identical to GM . However, the moral
graph, in many cases is not useful to understand the influence
structure as it contains substantial spurious edges.
In the following subsection, we will discuss the method to
identify the spurious edges in the reconstructed moral graph
and eliminate them to recover the topology GT .
B. Pruning the spurious edges in moral graph
We make the following assumption to detect the spurious
edges in the reconstructed moral graph.
Assumption 1: In the generative graph G of the LDM of
(1), for any two distinct nodes i and j, the set of all common
children {k|k ∈ CG(j)∩ CG(i)} has a cardinality of at most
1.
The above assumption is satisfied by a large class of
networks including:
• Tree topologies (undirected connected graph with no
cycles). We will focus on this class of networks in
Section IV.
• Loopy topologies where every loop has size greater than
four. This is again common in infrastructure networks
such as power and gas grids, as the practical loop size
is much greater than four.
In order to prune the spurious edges from the reconstructed
GM , we propose the following theorem.
Theorem 3.2: Consider a well-posed and topologically de-
tectable LDM described by (3), with its equivalent represen-
tation (H(z), E) as in (9), its associated LDG G, topology GT
and satisfying Assumption 1. Consider any distinct vertices
i and j in GT be such that, j ∈ PG(CG(i)) but i /∈ NGT (j),
that is, i, j are strict spouses. Suppose Eji ∈ CT×1 be the
eigenvalues of B′jΦ
−1
X (ω)Bi. Then, Eji(l) is a constant
independent of ω, for l ∈ {1, 2, · · · , T} and for all ω ∈
[0, 2pi).
Proof: Consider j ∈ PG(CG(i)) and i /∈ NGT (j). Using
(10),
B′jΦ
−1
X (ω)Bi = −Φ−1Ej (ω)Hji(ω)− (Hij(ω))∗Φ−1Ei (ω)+∑
k∈CG(j)∩CG(i)
(Hkj(ω))
∗Φ−1Ek(z)Hki(ω)
=
∑
k∈CG(j)∩CG(i)
(Hkj(ω))
∗Φ−1Ek(ω)Hki(ω)
=
∑
k∈CG(j)∩CG(i)
[D(
ω
T
)hkj(
ω
T
)]∗Φ−1Ek(ω)D(
ω
T
)hki(
ω
T
).
Using the relation Φ−1Ei (z) = Φ
−1
Pi
(z)|Si(z 1T )|2,
=
∑
k∈CG(j)∩CG(i)
D∗(
ω
T
)
bkj
S∗k(
ω
T )
Φ−1Pk |Sk(
ω
T
)|2D(ω
T
)
bki
Sk(
ω
T )
=
∑
k∈CG(j)∩CG(i)
(
bkjbki
|Sk(ωT )|2
)|Sk(ω
T
)|2[D∗(ω
T
)Φ−1Pk (ω)D(
ω
T
)]
=
∑
k∈CG(j)∩CG(i)
(bkjbki)[D
∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)]. (11)
Based on the Assumption 1 and the fact that i and j
are strict spouses, there exists a single common child k for
nodes i and j. For a common child k ∈ CG(j) ∩ CG(i), the
values of bkj , bki ∈ C. Since Φ−1Pk (ω)  0 it follows that
[D∗(ωT )Φ
−1
Pk
(ω)D(ωT )] is positive semi-definite Hermitian
and its eigenvalues are non-negative, denoted by Rk. Thus,
(11) reduces to
B′jΦ
−1
X (ω)Bi = (bkjbki)[D
∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)]. (12)
Let Eji ∈ CT×1 be the eigenvalues of B′jΦ−1X (ω)Bi. It
follows from (12), that Eji = bkjbkiRk. Hence, Eji(l) is
[bkjbki] for l ∈ {1, 2, · · · , T} and for all ω ∈ [0, 2pi). Here
cji := [bkjbki] is a constant independent of ω.
Remark 3: The converse of the above theorem holds ex-
cept on a restrictive set of system parameters which has zero
measure. This is proved in the next theorem. Such cases are
considered pathological and rarely encountered in practice.
Theorem 3.3: Consider a well-posed and topologically de-
tectable LDM described by (3), with its equivalent represen-
tation (H(z), E) as in (9), with associated graph G, topology
GT and satisfying Assumption 1. Suppose i and j are such
that i ∈ NGT (j), and denote the eigenvalues of B′jΦ−1X Bi
as Eji ∈ CT×1. The set of system parameters {bij , bji},
such that Eji(l) is a constant for l ∈ {1, 2, · · · , T} and all
ω ∈ [0, 2pi), has measure zero.
Proof: Using (10) and proof of Theorem 3.2, we have
B′jΦ
−1
X (ω)Bi
= −bjiS∗j (
ω
T
)Φ−1Pj (ω)D(
ω
T
)− bijSi(ω
T
)D∗(
ω
T
)Φ−1Pi (ω)
+ (bkjbki)[D
∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)].
Suppose A,B and C correspond to first, second and third
term in the above equation respectively. Given that the phase
response of the eigenvalues of B′jΦ
−1
X (ω)Bi is a constant
and is denoted by cji. The eigenvalues of C has a constant
phase of bkjbki. Thus, the phase of the eigenvalues of A+B
is another constant α = cji − bkibkj . Thus, e−ια[A + B]
has to be Hermitian and has real eigenvalues. It follows from
the property of Hermitian that,
e−ια[−bjiS∗j (ω
T
)Φ−1Pj (ω)D(
ω
T
)− bijSi(ω
T
)D∗(
ω
T
)Φ−1Pi (ω)]
= eια[−b∗jiSj(ω
T
)D∗(
ω
T
)Φ−1Pj (ω)− b∗ijS∗i (
ω
T
)Φ−1Pi (ω)D(
ω
T
)].
The set of system parameters which satisfies the above
equality constraint for all ω ∈ [0, 2pi) has a zero measure.
Remark 4: Ignoring cases of measure zero in Theorem
3.3, we thus use Theorem 3.2 as a necessary and sufficient
condition to prune out spurious edges from the reconstructed
moral graph using Algorithm 1.
Algorithm 1 reconstructs the topology of G, which is
identical to GT . It first estimates time period T and lifts
each times series to vector WSS process (Steps 1 − 2). It
then computes the inverse power spectral density Φ−1X (ω)
(Steps 3 − 5). Theorem 3.1 is then used to reconstruct the
moral graph (Steps 6 − 11) using a threshold ρ. From the
reconstructed moral graph, the spurious edges are identified
and eliminated using Theorems 3.2, 3.3 and Remark 4. The
true topology is thus reconstructed.
Algorithm 1 Learning Algorithm for reconstructing the
topology of LDG with cyclostationary inputs
Input: Nodal time series xi(k) for each node i ∈ {1, 2, ...m}
which is WSCS. Thresholds ρ, τ . Frequency points Ω.
Output: Reconstructed Topology (V, E¯T )
1: Compute the periodogram each nodal time series
data to determine the period Ti. Determine T =
LCM{T1, · · · , Tm}. After computing T, lift each nodal
time series xi(k) to a T−dimensional vector WSS
process Xi(k).
2: Define X(k) = [X1(k), · · ·Xm(k)]′
3: for all l ∈ {1, 2, ...,m} do
4: ComputeB′lΦ
−1
X Bp using the nodal time series ∀p ∈
{1, 2, ...,m} \ l
5: end for
6: Edge set E¯M ← {}
7: for all l, p ∈ {1, 2, ...,m}, l 6= p do
8: if ‖B′pΦ−1X Bl‖∞ > ρ then
9: E¯M ← E¯M ∪ {(l, p)}
10: end if
11: end for
12: Edge set E¯T ← E¯M
13: for all (p, l) ∈ E¯T do
14: Eigenvalues {Epl(t)}Tt=1 = eig{B′pΦ−1X Bl}
15: if Epl(t) is constant ,∀t then
16: E¯T ← E¯T − {(p, l)}
17: end if
18: end for
We now discuss cases when Assumption 1 can be relaxed,
that is, multiple common children between node i and j. can
be allowed, while ensuring that Theorems 3.2, 3.3 hold and
consequently Algorithm 1 is correct.
C. Relaxing Assumption 1
Theorem 3.4: Consider a well-posed and topologically
detectable LDM described by (3), with its equivalent repre-
sentation (H(z), E) as in (9), with its associated LDG G and
topology GT . Suppose, for all nodes i ∈ V, bk1i = bk2i for
k1, k2 ∈ CG(i), k1 6= k2. Let Eji ∈ CT×1 be the eigenvalues
of B′jΦ
−1
X (ω)Bi, where X(k) is the output of the LDM.
Then, Eji(l) is a constant cji for all l ∈ {1, 2, · · · , T},
ω ∈ [0, 2pi), if and only if j ∈ PG(CG(i)) but i /∈ NGT (j),
that is, i, j are strict spouses.
Proof: Under the stated assumption, we have: bk1i =
bk2i and bk1j = bk2j for any distinct k1, k2 ∈ {k|k ∈CG(j) ∩ CG(i)}. Therefore, we can write bki = rkieιθi and
bkj = rkje
ιθj . Using (11) for strict spouses i, j, we have
B′jΦ
−1
X (ω)Bi
=
∑
k∈CG(j)∩CG(i)
(bkjbki)[D
∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)]
=
∑
k∈CG(j)∩CG(i)
rkjrkie
ι[θi+θj ][D∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)]
= eι[θi+θj ]
∑
k∈CG(j)∩CG(i)
rkjrki[D
∗(
ω
T
)Φ−1Pk (ω)D(
ω
T
)]
= eι[θi+θj ] × Positive semi-definite Hermitian.
Hence, Eji(l) is cji, ∀l ∈ {1, 2, · · · , T}.
Here, cji := [θi + θj ]. The converse of the Theorem 3.4
holds except for pathological cases. The proof is similar to
Theorem 3.3. Therefore, the consequences of Theorem 3.2
hold even though Assumption 1 is violated.
Remark 5: Note that the edge condition in Theorem 3.4
holds trivially for a network with all edge-weights bij ∈ R.
Moreover, if the network comprises of WSS processes (time-
period T = 1), the Φ−1X (ω)(j, i) is a scalar quantity (not a
matrix). Then, for strict spouses i, j ∈ V, Φ−1X (ω)(j, i) is a
constant cji for all ω ∈ [0, 2pi). Theorem 3.2 thus generalizes
the main result given for real-values WSS processes in
[14] on two counts : (a) complex valued edge-weights (b)
cyclostationary processes.
Till now, we discussed the topology learning when the
measurements of all the agents are available. However, de-
pending on the size of the system or limited sensor placement
over the network, some of the nodes might be unobserved.
In such cases, the topology learning also involves finding the
locations of hidden nodes and the edges associated with it.
This is discussed in the next section.
IV. COMPRESSED TOPOLOGY LEARNING FOR
BIDIRECTED NETWORKS WITH TREE TOPOLOGY
In this section, we will focus on exact topology learning
when some of the nodal time series are unavailable or hidden.
We will restrict our attention to the class of bidirected
networks with tree topologies, but with complex-valued
dynamics.
Fig. 2. For m = 9 and hidden nodes {10, 11} : (a) Generative Graph
G(V, E), (b) Go(Vo, Eo), (c) Eh, (d) Topology GT , (e) Topology restricted
to observed nodes GTo , and (f) ETh . Note, there are three disconnected
connected subgraphs in GTo .
A. Topology Learning using Inverse PSD
Let Vo := {1, · · · ,m} be the collection of all observed
nodes and Vh := {m + 1, · · · , n} be the hidden nodes.
Each node i in V := Vo ∪ Vh is driven by exogenous
cyclostationary input, ei(k), of period Ti according to the
dynamics specified in (1). Since, we are restricting our
attention to bidirected networks, we make the following
assumption.
Assumption 2: If hji(z) 6= 0, then hij(z) 6= 0.
As before, we denote the generative graph associated with
(1) by G(V, E) and its topology by GT (V, ET ). Further, the
restriction of G(V, E) that includes only observed nodes is
denoted by Go(Vo, Eo), where Eo := {(i, j)|i, j ∈ Vo, (i, j) ∈
E}. The remaining edges in E are associated with hidden
nodes, denoted by Eh := E \ Eo. The topology GT restricted
to Vo is GTo(Vo, ETo), where the undirected edge set ETo :=
{(i, j)|i, j ∈ Vo, (i, j) or (j, i) ∈ Eo}. The set of remaining
undirected edges in GT that are associated with hidden nodes
is denoted by ETh . See Fig. 2 for an example along with
notations.
Assumption 3: For any hidden node l ∈ Vh, the time
period Tl of exogenous input el(k) can be written as Tn for
some n ∈ N.
The implication of the above assumption is
LCM{T1, · · · , Tm, · · · , Tn} can be written as
T := LCM{T1, · · · , Tm}. It can be shown that the
collection {xi(k), ei(k)}ni=1 are jointly cyclostationary with
period T. Let {x1(k), · · · , xm(k)} be the collection
of observed cyclostationary processes, which are
lifted to a T−dimensional vector WSS processes
{X1(k), · · · , Xm(k)}. Similarly, the unobserved
time series are lifted to {X(m+1)(k), · · · , Xn(k)}.
We denote Xo(k) =
[
XT1 (k), · · · , XTm(k)
]T
and
Xh(k) =
[
XT(m+1)(k), · · · , XTn (k)
]T
. The network
dynamics of the lifted, vector WSS processes is represented
as,
[
Xo(z)
Xh(z)
]
=
[
Hoo(z) Hoh(z)
Hho(z) Hhh(z)
] [
Xo(z)
Xh(z)
]
+
[
Eo(z)
Eh(z)
]
,
X(z) = H(z)X(z) + E(z), (13)
where, Eo(z),Xo(z),Eh(z),Xh(z) are the z-transforms of
Eo(k), Xo(k), Eh(k) and Xh(k) respectively. Define E =
{(i, j)|i, j ∈ V, Hij 6= 0}. Here, Hoo is mT ×mT transfer
matrix, Hoh is of size mT × (n − m)T, Hho is of size
(n−m)T ×mT and Hhh is of size (n−m)T × (n−m)T.
For unique reconstruction of GT , we make the following
assumption.
Assumption 4: The hidden nodes in GT are at least four
or more hops away from each other.
Since, the available measurements are restricted to Vo, we
now study the properties of the mT × mT inverse power
spectral density of the observed nodes, that is Φ−1oo (ω). From
(13), it follows that, the inverse power spectral density Φ−1X
is,
Φ−1X =
[
Φoo(z) Φoh(z)
Φho(z) Φhh(z)
]−1
=
[
Joo(z) Joh(z)
Jho(z) Jhh(z)
]
,
= (I −H(z))∗Φ−1E (I −H(z)).
Using the matrix inversion lemma [33] it follows that,
Φ−1oo = Joo − JohJ−1hh Jho
=: Γ + ∆ + Σ
(14)
where,
Γ = (I − H∗oo)Φ−1Eo (I − Hoo),
∆ = H∗hoΦ
−1
Eh
Hho, and,
Σ = −Ψ∗Λ−1Ψ, where
Λ = H∗ohΦ
−1
Eo
Hoh + Φ
−1
Eh
,
Ψ = H∗ohΦ
−1
Eo
(I − Hoo) + Φ−1EhHho.
(15)
We will show that the edge set constructed from non-zero
blocks of size T × T in Φ−1oo results in a graph with many
more spurious edges as compared to the setting discussed in
the previous section where all nodes are observed.
Lemma 4.1: The following assertions hold
1) For a i, j ∈ Vo, if (i) there does not exist a k ∈ Vo\{i, j}
such that i − k − j in GT and (ii) i − j is not in GT ,
then Γij = 0T×T .
2) For a i, j ∈ Vo, there does not exist a l ∈ Vh such that
i− l − j in GT , then ∆ij = 0T×T .
3) For a l1, l2 ∈ Vh, there does not exist a i ∈ Vo such
that l1 − i − l2 in GT , then Λ is block diagonal and
Hermitian.
4) Suppose in GT , for j ∈ Vo and l ∈ Vh; (i) j − l is not
present and (ii) there is no path of the form j − p − l
with p ∈ Vo \ j, then Ψ(l, j) = 0T×T .
5) Suppose Λ is block diagonal and Hermitian and if in
GT , for i, j ∈ Vo and l ∈ Vh, there are no paths of the
form i− p− l or i− l and j − p′ − l or j − l for any
p ∈ Vo \ i and p′ ∈ Vo \ j, then Σ(i, j) = 0T×T .
Proof: The proof is similar to Lemma 3.1 from [27],
but generalized to the cyclostationary case. Its important to
note the salient points (i) for any i, j ∈ Vo, Hoo(i, j) =
Hij is a T × T transfer matrix and Hii = 0T×T (ii)
Φ−1E , Φ
−1
Eo
, Φ−1Eh are block diagonal Hermitian matrices of
size nT × nT, mT × mT and (n − m)T × (n − m)T
respectively.
1) If follows from (15),
B′iΓBj =−B′iΦ−1EoHooBj −B′iH∗ooΦ−1EoBj
+B′iH
∗
ooΦ
−1
Eo
HooBj ,
Γij = −Φ−1EiHij − H∗jiΦ−1Ej +
m∑
k=1
H∗kiΦ
−1
Ek
Hkj . (16)
Here, i, j ∈ Vo. If (j, i) /∈ Eo, then Hij = 0T×T .
Similarly, if (i, j) /∈ Eo, then Hji = 0T×T . In Go,
if there does not exist k ∈ Vo \ {i.j}, such that
{(k, i), (k, j)} ∈ Eo, then the third term is 0T×T .
2) From (15), it follows that
B′i∆Bj =
∑
l∈Vh
[Hho(l, i)]
∗Φ−1Eh(l, l)Hho(l, j),
∆ij =
∑
l∈Vh
[Hli]
∗Φ−1El Hlj .
For a given i, j ∈ Vo, if there does not exist a l ∈ Vh,
such that {(l, i), (l, j)} ∈ Eh.
3) Consider two distinct hidden nodes l1, l2 ∈ Vh. If there
does not exist i ∈ Vo, such that {(i, l1), (i, l2)} ∈ Eh,
then Hoh(i, l1) = Hil1 = 0T×T and Hoh(i, l2) =
Hil2 = 0T×T . Thus, from (15), it follows that
Λ(l1, l2) =
∑
i∈Vo [Hoh(i, l1)]
∗Φ−1Ei Hoh(i, l2) is 0T×T .
The diagonal block of Λ is given by Λ(l1, l1) =∑
i∈Vo Hoh(i, l1)]
∗Φ−1Ei Hoh(i, l1) + Φ
−1
Eh
(l1, l1), which
is Hermitian of size T × T. Thus, Λ is block diagonal
Hermitian.
4) Suppose (l, j) /∈ ETh , then Hoh(j, l) = Hho(l, j) =
0T×T . If there does not exist a p ∈ Vo \ j,
such that {(p, j), (p, l)} ∈ E , then Hoh(p, l) =
Hho(p, j) = 0T×T . Thus, from (15), the (l, j)th
block of Ψ is given by Ψ(l, j) = [Hoh(j, l)]∗Φ−1Ej −∑m
p=1 [Hoh(p, l)]
∗Φ−1EpHoo(p, j) + Φ
−1
Eh
(l, l)Hho(l, j) =
0.
5) For a given i, j ∈ Vo, and for any l ∈ Vh the following
holds (i) Ψ(l, i) = 0 if there does not exists i← l, i→ l
and i→ p← l for any p ∈ Vo \ i in E , (ii) Ψ(l, j) = 0
if there does not exists j ← l, j → l and j → p ← l
for any p ∈ Vo \ j in E . Thus, Σ(i, j) = 0T×T .
The next result uses this lemma to show that non-zero blocks
in Φ−1oo (ω) implies that respective nodes are within four hops
away in GT .
Theorem 4.1: Consider a linear dynamical system with
topology GT such that Assumptions 2, 3 and 4 hold. Then
Φ−1oo (i, j)(ω) 6= 0 for all ω ∈ [0, 2pi), implies that, i and j
are within four hops of each other in the graph GT .
Proof: Given that Φ−1oo (i, j) 6= 0, then either (i)
Γ(i, j) 6= 0 or (ii) ∆(i, j) 6= 0 or (iii) Σ(i, j) 6= 0. The
proof is by enumerating all the possible cases as follows.
(i) Γ(i, j) 6= 0 implies that either i ← j or i → j or
i → p ← j exists in Eo, for some p ∈ Vo \ {i.j}. This
is evident from 1) of Lemma 4.1.
(ii) From 2) of Lemma 4.1, ∆(i, j) 6= 0 implies there exists
a l ∈ Vh, such that i→ l← j exists in Eh.
(iii) From 3), 4) and 5) of Lemma 4.1, Σ(i, j) 6= 0, implies
that there exists a hidden node l ∈ Vh such that (a) either
i← l or i→ l or i→ p← l exists in E for some p ∈ Vo \ i
and (b) either j ← l or j → l or j → p← l exists in E for
some p ∈ Vo \ j.
In (i),(ii) and (iii), the nodes i and j are within four hops
of each other in GT .
Remark 6: From the proof of the above theorem, it fol-
lows that if an observable node i is three or more hops away
from any hidden node, then, for all j ∈ Vo \ i, the following
holds: (i) ∆(i, j) = Σ(i, j) = 0 and (ii) Φ−1oo (i, j) 6= 0
implies that Γ(i, j) 6= 0.
Remark 7: An instance of the transfer function matrix
H(z) can be designed so that converse of Theorem 4.1 does
not hold. However, for a wide range of noise statistics of
exogenous inputs and system parameters, the converse of
Theorem 4.1 holds.
Based on Theorem 4.1 and Remark 7, we construct an
undirected graph based on the structure of Φ−1oo with the
following steps:
(a) Given the collection of observed nodal time series
{xi(k)}mi=1 which are cyclostationary processes, com-
pute the time period using periodogram analysis. Set T
as LCM{T1, · · · , Tm}.
(b) Lift {xi(k)}mi=1 to T−dimensional vector WSSS pro-
cesses {Xi(k)}mi=1, k ∈ Z.
(c) Initialize Ec as {} and set Vo as {1, 2, · · · ,m}.
(d) Construct the undirected edge set Ec :=
{(i, j)| ‖Φ−1oo (i, j)(ω)‖∞ > τ}.
(e) The undirected graph Gc := (Vo, Ec) constitutes edges
that are within four hops are each other in GT .
Gc is thus an undirected graph constructed from non-zero
block of size T×T in Φ−1oo . For the purpose of identifying the
true edges between observed nodes, number of hidden nodes,
and their neighbors, we will make the following assumption.
Assumption 5: GT is radial, that is for any two nodes
i, j ∈ V, there is a unique path connecting nodes i and j in
GT . Further, every hidden node is at least three hops away
from all leaf nodes in GT .
Note that with Assumption 5, GT does not posses cycles.
Moreover, Assumption 1 is satisfied and thus Theorem 3.2,
Theorem 3.3 and Remark 4 hold. The nodes with degree
1 are termed as leaf nodes Vl, while other nodes in V
are referred to as non-leaf nodes Vnl. Our reconstruction
framework for GT comprises three steps: (a) reconstruct
GTo(Vo, ETo), (edges between observed nodes) (b) find Vh
(hidden nodes) and (c) estimate ETh (connections to hidden
nodes). We discuss the procedure for solving the first step,
the pseudo code for which in given in Algorithm 2.
B. Reconstructing GTo from Gc
Given that GT satisfies Assumption 4 and Assumption
5, we propose an algorithm for identifying the leaf and
non-leaf observable nodes, and the topology restricted to
observable nodes. We cannot use the phase result of the
eigenvalues developed in the previous section to identify the
topology restricted to observed nodes as we do not know
the locations of the hidden nodes. Hence, the phase response
of the eigenvalues corresponding to observed nodes that are
two hops away is not necessarily constant. Here we exploit
graphical separation and the tree topology to identify the true
edges.
Consider an undirected graph U(Vu, Eu), and nodes i, j ∈
Vu. The vertex set Z ∈ Vu \ {i, j} is said to separate nodes
i and j in U if there does not exists a path from i to j after
removing the vertices in Z from the graph U. If Z separates
i and j in U, then we say sep(i, Z, j).
The following theorem enables us to identify the non-leaf
nodes and edges among them from Gc.
Theorem 4.2: Consider a LDM (13), such that Assump-
tions 2, 3, 4 and 5 hold. There exist distinct nodes a, b, c, d ∈
Vo such that sep(c, {a, b}, d) holds in Gc if and only if
(a, b) ∈ ET and a, b are non-leaf nodes.
Proof:
Suppose a−b is not an edge in GT . Let p := c−pih,1−pi1−
pi2−pih,2−pi3−· · ·−pim−pih,j−d be the unique path between
c and d in GT such that {pi1, pi2, ..., pim} are observed nodes
and {pih,1, pih,2, ..., pih,j} are hidden nodes. There are three
possibilities - (i) neither of a, b belong to {pi1, ..., pim}, (ii)
either a or b but not both belong to {pi1, ..., pim} and (iii)
both a, b belong to {pi1, ..., pim} with a−b not being an edge.
(i) If a and b do not belong to {pi1, · · · , pim}. Then c−pi1−
pi2−· · ·−pim−d is a path in Gc with no intermediate node in
the path being a or b. Thus, sep(c, {a, b}, d) does not hold,
which is a contradiction.
(ii) If a belongs to {pi1, · · · , pim} but not b. Let pik = a. Then
c− pi1− pi2− · · · − pij − a− pil · · · − pim− d is a path in Gc
which is not separated by {a, b}. Thus, sep(c, {a, b}, d) does
not hold which is a contradiction. Similarly, one can arrive
at a contradiction for the case b belongs to {pi1, · · · , pim}
but not a.
(iii) If both a and b belong to {pi1, · · · , pim}, and a − b is
not in GT . Let a = pie and b = pij Then
(a) a, b are two-hop neighbors through an observed node
pig .
Let pid, pil be an observed neighbor of a, b respectively
and pig be the common neighbor of a, b. Then, c−pi1− ...−
pid − pig − pil − ... − pim − d is a path in Gc which is not
separated by {a, b}. Thus, sep(c, {a, b}, d) does not hold and
is a contradiction.
(b) a, b are two-hop neighbors through an unobserved node
pih,g .
Let pid, pil be an observed neighbor of a, b respectively
and pih,g is the common unobserved neighbor of a, b. Then,
c− pi1 − ...− pid − pil − ...− pim − d is a path in Gc which
is not separated by {a, b}. Thus, sep(c, {a, b}, d) does not
hold and is a contradiction.
(c) Let a, b are three hop neighbors with one hidden
node(pih,f ) and one observed node(pif ) in between a, b.
Let pid be neighbor of a on the other side of b. Similarly,
let pil be another neighbor of b in the other direction of a.
Then, c−pi1−...−pid−a−pif−pih,f−b−pil−...−pim−d is a
path in GT , with c−pi1−...−pid−pif−pil−...−pim−d being
a path in Gc not separated by {a, b} and is a contradiction.
(d) Let a, b are four hop neighbors with pif , pig being
observed neighbors of a and b respectively and pih,f being
an unobserved neighbor of pif , pig in GT .
The path in GT is of the form c−pi1− ...−pid−a−pif −
pih,f − pig − b− pil − ...− pim − d. Then c− pi1 − ...− pid −
pif − pig − pil − ... − pim − d is a path in Gc which is not
separated by a, b and is a contradiction.
(e) Let a, b be more than four hops away such that a−pif−
...−pih,f − ...−pig− ...pih,g− ...−pih− ...−pil−b. Using the
same reasoning as before one can show that a path exists
in Gc which does not contain both a and b, that is, there
exist a path which is not separated by {a, b} in Gc. Thus,
sep(c, {a, b}, d) does not hold in Gc and is a contradiction.
As all cases have been exhausted we conclude that
sep(c, {a, b}, d) in Gc is not possible, which is a contradic-
tion. Hence, a−b is a true edge in GT . Both a, b have degree
at least two as they have at least two neighbors, hence, are
non-leaf nodes. This proves the theorem.
The conclusion of the above theorem is, if (a, b) is a
spurious edge between non-leaf nodes a, b, then there exist
no c, d different from a, b such that sep(c, {a, b}, d) holds
in Gc. This provides a graph based test to identify the true
edges among non-leaf nodes from Gc. All the non-leaf nodes
Vnl are identified and the remaining nodes are leaf nodes Vl.
Suppose l ∈ Vl, then it has a single non-leaf neighbor
in GT , since degree of l is one. Based on Assumption 5,
the node l is at least three hops away from any hidden
node in GT . From Lemma 4.1 and Remark 6, the spurious
edges connected with l in Gc include those up to its two-hop
neighbors.
Theorem 4.3: Consider a LDM described by (13) such
that Assumptions 2, 3, 4 and 5 hold. Let a ∈ Vl and b ∈ Vnl
be a neighbor of a in Gc. Suppose Eab ∈ CT×1 be the
eigenvalues of Φ−1oo (a, b). Then, Eab(l) is a constant for
l ∈ {1, 2, · · · , T} and all ω ∈ [0, 2pi) if and only if a, b are
two-hop neighbors in GT .
Proof: The proof follows directly from Theorem 3.3
and Remark 4.
Based on Theorems 4.2 and 4.3, we propose an Algorithm
2 which reconstructs GTo . The main steps of Algorithm 2 are
outlined below.
(a) Given the Gc(Vo, Ec), we use Theorem 4.2 to identify
the non-leaf nodes Vnl and edges between them (Steps
1 − 7). The remaining nodes Vl := Vo \ Vnl are leaf
nodes (Step 8).
(b) After identifying Vl, we use Theorem 4.3 to identify the
unique neighbor of each leaf node in GT and prune its
two-hop neighbors (Steps 9− 14).
(c) The reconstructed undirected graph T = (Vo, ET ) will
be GTo(Vo, ETo).
After learning GTo , we proceed with learning the hidden
nodes Vh and hidden edges ETh using the next theorem
(note that the theorem statement appeared in the preliminary
conference paper [27] without the proof).
Algorithm 2 Learning GTo(Vo, ETo)
Input: Gc = (Vo, Ec) generated by Algorithm 1
Output: T = (Vo, ET ), Vl and Vnl.
1: Edge set ET ← {}
2: Vnl ← {}
3: for all edge a− b in Ec do
4: if Z := {a, b} there exist I 6= {φ} and J 6= {φ} such that
sep(I, Z, J) holds in Gc then
5: Vnl ← Vnl ∪ {a, b}, ET ← ET ∪ {(a, b)}
6: end if
7: end for
8: Vl ← Vo − Vnl
9: for all a ∈ Vl, b ∈ Vnl with (a, b) ∈ EGc do
10: Compute Eab(ω) = eig[Φ−1oo (a, b)]
11: if Eab(t) is not constant ∀ω ∈ [0, 2pi), for t ∈ {1, · · · , T}
then
12: ET ← ET ∪ {(a, b)}
13: end if
14: end for
Theorem 4.4: Consider a LDM described by (13) such
that Assumptions 2, 3, 4 and 5 hold. Suppose T 1, T 2 are
two disconnected components in GTo(Vo, ETo) with observed
nodes c ∈ T 1 and e ∈ T 2. If for all b ∈ T 1, for all f ∈ T 2
where b − c and e − f are edges in true topology GTo and
b, c, e, f form a clique in Gc, then there exists a d ∈ Vh such
that c− d− e is a path in GT .
Proof: Since, GT satisfies Assumptions 4, 5, it fol-
lows that GTo(Vo, ETo) is a union of disconnected con-
nected components, where each component has at least three
nodes. Suppose T 1, T 2 are two disconnected components in
GTo(Vo, ETo) with observed nodes c ∈ T 1 and e ∈ T 2.
Consider b ∈ T 1, b 6= c and f ∈ T 2, f 6= e, such that b− c
and e − f exists in GT . From Assumptions 4 and 5, there
exists an observable node a ∈ T 1, g ∈ T 2 such that a−b−c
exists and e− f − g exists in GT .
We will show that if there is no l ∈ Vh such that c− l− e
exists in GT , then b, c, e, f cannot form a clique in Gc. If
there is no such l, then a− b− c− d1 − d− d2 − e− f − g
exists in GT for some d1, d2 ∈ Vo and d ∈ Vh. Node d exists
because a, b, c ∈ T 1 and e, f, g ∈ T 2.
From Lemma 4.1, it is evident that b, c, d, e does not form
a clique in Gc, which is a contradiction. Same holds if one
d1 or d2 is present. Thus there does not exists d1 and d2,
such that a− b− c− d1 − d− d2 − e− f − g exists in GT .
Therefore, b− c− d− e− f exists in GT .
Let GTo , the graph topology of observed nodes, be re-
constructed using Algorithm 2. As alluded earlier, GTo is a
union of disconnected subgraphs (See Fig. 2(e)). Let h be
the number of disconnected subgraphs in GTo . In Algorithm
3, for each pair of disconnected subgraphs T i, T j , Theorem
4.4 is checked to identify if a hidden node exists between
them (Step 5). If yes, the hidden node is inserted and edges
to its neighbors are added.
This completes the topology reconstruction of T˜ =
(VT˜ , ET˜ ), which is identical to GT (Vo ∪ Vh, ET ).
In the next section, we provide numerical results to vali-
Algorithm 3 Reconstructing Vh and ETh
Input: T = (Vo, ET ) = ∪hj=1T j
Output: T˜ = (VT˜ , ET˜ ).
1: Node set VT˜ ← Vo, edge set ET˜ ← ET
2: h← Number of disjoint subgraphs in GTo
3: for all j ∈ {1, 2, ..., h} do
4: for all i ∈ {j + 1, ..., h} do
5: if there exist a pair of nodes a, b such that a ∈ T j and
b ∈ T i such that all their neighbors in T are connected in Gc
then
6: VT˜ ← VT˜ ∪ lj
7: ET˜ ← ET˜ ∪ {(a, lj), (lj , b)}
8: end if
9: end for
10: end for
11: Merge hidden nodes that are neighbors of the same observed
node.
date the theoretical algorithms presented in Section III and
Section IV.
V. RESULTS
The illustrations presented in this section are based on net-
works with dynamic links among agents. The dynamic links
and the exogenous inputs are simulated using MATLAB and
the output processes are generated. We work with finite data
size and show that topology learning is exact. Although the
theoretical guarantees for exact topology learning provided
by all the algorithms discussed previously are in asymptotic
sample limit, here we demonstrate that the error in topology
reconstruction is significantly smaller for finite sample size
and reduces when more data samples are available.
A. Data generation
Here, we consider a generative graph consisting of 11
nodes and has the interaction structure shown in Fig. 5(a). All
the nodes are observed and the time series xi(k) is available
at each node i ∈ {1, 2, · · · , 11}. The edges in the generative
graph is defined by strictly proper transfer functions of order
three. The following transfer functions are used to generate
the nodal time series:
h12(z) = 0.1(1 + 0.9z−1 + 0.5z−2 + 0.3z−3)
h21(z) = 0.16(1− 0.9z−1 + 0.5z−2 − 0.3z−3)
h23(z) = 0.1(1− 0.9z−1 + 0.5z−2 − 0.3z−3)
h32(z) = 0.16(1 + 0.2z−1 + 0.5z−2 + 0.3z−3)
h3,10(z) = 0.1(1 + 0.2z−1 + 0.5z−2 + 0.3z−3)
h10,3(z) = 0.16(1 + 0.7z−1 + 0.1z−2 + 0.3z−3)
h10,4(z) = 0.1(1 + 0.7z−1 + 0.1z−2 + 0.3z−3)
h4,10(z) = 0.16(1− 0.1z−1 + 0.5z−2 − 0.3z−3)
h45(z) = 0.1(1− 0.1z−1 + 0.5z−2 − 0.3z−3)
h54(z) = 0.16(1 + 0.4z−1 + 0.5z−2 + 0.3z−3)
h56(z) = 0.1(1 + 0.4z−1 + 0.5z−2 + 0.3z−3)
h65(z) = 0.16(1− 0.6z−1 + 0.5z−2 − 0.3z−3)
h6,11(z) = 0.1(1− 0.6z−1 + 0.5z−2 − 0.3z−3)
h11,6(z) =
0.16(1 + 0.23z−1 + 0.45z−2 +
0.39z−3)
h11,7(z) = 0.1(1+0.23z−1+0.45z−2+0.39z−3)
h7,11(z) = 0.16(1+0.56z−1+0.35z−2+0.3z−3)
h78(z) = 0.1(1 + 0.56z−1 + 0.35z−2 + 0.3z−3)
h87(z) = 0.16(1− 0.3z−1 + 0.32z−2− 0.3z−3)
h89(z) = 0.1(1− 0.3z−1 + 0.32z−2 − 0.3z−3)
h98(z) = 0.16(0.8−0.9z−1+0.5z−2−0.3z−3)
The exogenous input e1(k) is generated in MATLAB as
e1(k) = cos(pik)w1(k), where w1(k) is a zero mean wide
sense stationary process. ei(k) is a cyclostationary process of
period T1 = 2. The remaining exogenous inputs are mutually
uncorrelated wide sense stationary processes, uncorrelated
with e1(k). Using {ei(k)}11i=1, time series {xi(k)}11i=1 are
generated using (1). Each time series contains 628400 sam-
ples. The efficacy of the algorithms was assessed using com-
parisons with the truth, determined by the exact expression of
Φ−1X (ω) which is determined using the knowledge of hij(z).
We compared with the estimates in all the plots shown in
this section.
B. Topology Reconstruction under full observability
Given the nodal time series and no prior knowledge on the
interaction topology, we apply Algorithm 1 to reconstruct the
topology among the 11 nodes.
(a) Identify the time period T: Performing the periodogram
analysis of the time series {xi(k)}11i=1, we found the
value of T as 2.
(b) Lifting the time series: Each time series xi(k) is lifted to
a vector time series Xi(k) of length T . That is, Xi(k) =
[xi(2k), xi(2k + 1)]
′ for i = {1, · · · , 11}.
(c) Estimate Φˆ−1X (ω): Using the Welch method [34], an
estimate of Φ−1X (ω) is computed. This can be done in
MATLAB using the command cpsd().
(d) Moral graph reconstruction: We place an undi-
rected edge between two distinct nodes j and i if
||B′jΦ−1X Bi||∞ > τ, where τ was chosen as 0.03.
The value of the threshold τ is tuned to recover the
exact topology in large sample limit 6e5. Fig. 3 shows
||B′jΦ−1X Bi||∞ for nodes j = {1, 2, 3, 10, 4, 5, 6, 11}.
Repeating this process for all pairs of nodes i, j, the
graph that is constructed matches with the moral graph
shown in Fig. 5(b).
(e) Topology reconstruction: For every edge (j, i) in the
reconstructed moral graph, we denote it as spurious if
Fig. 3. Given that all the nodes are observed and T = 2. For a node
j ∈ {1, 2, 3, 10, 4, 5} and i ∈ {1, 2, · · · , 11}, j 6= i, the ||BjΦ−1X Bi||∞
is plotted for each j (needed in step 8 of Algorithm 1). Here, the True value
corresponds to theoretical value in asymptotic limit, whereas the estimated
values are computed from 628400 samples at each node.
Eji(ω) is constant. Here, Eji(ω) is the vector of eigen-
values of B′jΦ
−1
X Bi. Fig. 4 shows E10,i(ω) for each
i ∈ {3, 4, 2, 5}. It is evident that edges {(10, 2), (10, 5)}
are spurious because the phase response is nearly a
constant for all ω. Such edges are colored in red in Fig.
5(c) and pruned to obtain the topology GT , as shown in
Fig. 5(d). The graph obtained after iterating over all the
edges in the moral graph is identical to the topology of
the generative graph G.
This completes the topology reconstruction of the times
series {xi(k)}11i=1.
C. Topology reconstruction under partial observability
Consider the same generative graph considered in the
previous subsection. Here, the time series of nodes {10, 11}
are unavailable. Thus, the number of observed nodes are
m = 9, with total number of nodes n = 11. Fig. 2(a) shows
the generative graph G with hidden nodes, Fig. 2(b) shows
Go, and the topology GT is shown in Fig. 2(d). We aim
to reconstruct GT using the time series of only nine nodes
{xi(k)}9i=1.
(a) Identify the time period T: Performing the periodogram
analysis of the time series {xi(k)}9i=1, we get T = 2.
(b) Lifting the time series: Each time series xi(k) is lifted
to a vector process Xi(k) of length T . That is, Xi(k) =
[xi(2k), xi(2k + 1)]
′ for i = {1, · · · , 9}.
(c) Estimate Φˆ−1oo (ω): Using the Welch method [34], an
estimate of Φ−1oo (ω) is computed. This can be done in
MATLAB using the command cpsd().
Fig. 4. Phase response of the eigenvalues of B′10Φ
−1
X (ω)Bi : for i ∈{3, 4, 2, 10}.
(d) Constructing Gc(Vo, Ec): Estimate Φ−1oo (ω), and based
on the locations of non-zero blocks, construct the undi-
rected graph Gc. Note that Gc is not a moral graph of
G. Fig. 6 shows the magnitude of T × T blocks from
the inverse power spectral density corresponding to the
first four nodes. Gc is shown in Fig. 7(a).
(e) Reconstructing GTo(Vo, ETo): We now apply Algorithm
2 on Gc. First, graphical separation principle is used in
steps 4 − 5 to identify the true edges present in Gc.
The resulting graph is shown in Fig. 7(b). Nodes 1 and
9 are identified as leaf nodes and the remaining nodes
are non-leaf nodes. Furthermore, the phase response of
the eigenvalues of B′jΦ
−1
X (ω)Bi is used to eliminate
the spurious edges (See step 11). In Fig. 8 the phase
response of the eigenvalues corresponding to edges
(1, 2), (1, 3), (9, 8) and (9, 7) are shown. It is evident
that (1, 2) and (9, 8) are true edges, while (1, 3), (9, 7)
are spurious edges since the phase is constant for all ω.
By pruning the spurious edges, the resulting undirected
graph matches with GTo(Vo, ETo), and shown in Fig.
7(c).
(f) Identifying Vh and ETh : We apply Algorithm 3 to rec-
ognize the presence of hidden node l1 and l2 and their
Fig. 5. (a) Generative graph G(V, E). All nodes are observed. (b) Moral
graph GM (V, EM ). (c) Spurious edges are shown in red color and true
edges in black. (d) Reconstructed topology GT .
Fig. 6. Given that nine nodes are observed and T = 2. For a node
j ∈ {1, 2, · · · , 4} and i ∈ {1, 2, · · · , 9}, j 6= i, the ||BjΦ−1oo Bi||∞
is plotted for each j (needed for constructing Gc). Here, the True value
corresponds to theoretical value in asymptotic limit, whereas the estimated
values are computed from 628400 samples at each node.
connections are shown in Fig. 7(d). The reconstructed
topology in Fig. 7(d) matches with the true topology of
the generative graph shown in Fig. 7(a).
This completes our illustrations on reconstructing topology
of cyclostationary processes under full and partial observabil-
ity.
Finally, with respect to Section III, we would like to
highlight the existing connection between our approach and
the multivariate wiener filtering approach presented in [31].
[13] provides the one to one relation between an entry of the
inverse power spectral density matrix and the wiener filter.
Similar result is extended to a cyclostationary processes in
[31]. Both approaches would lead to identical moral graph
reconstruction. Moreover, block sparsity regularization could
be sought after in the wiener filter computation to obtain
accurate topology reconstruction in the high dimensional
setting, as it was illustrated in [14].
VI. CONCLUSIONS
For a network of multiple agents interacting according to
a linear dynamic model excited by cyclostationary processes,
an algorithm is presented for reconstructing the topology
Fig. 7. (a) Gc(Vo, Ec). (b) Undirected graph obtained from steps 4 − 5
of Algorithm 2, where graphical separation principle is used to identify the
true edges. Identified Non-leaf nodes are Vnl = {2, 3, 4, 5, 6, 7, 8} and
leaf nodes are Vl = {1, 9} (Step 8 of Algorithm 2). (c) T = (Vo, ET ) :
the edges {(1, 3), (7, 9)} in (b) are identified to be spurious by computing
the phase of eigenvalues of Φ−1oo (1, 3) and Φ−1oo (1, 3). The spurious edges
are removed and the true edges are shown. Algorithm 2 is completed and
accurately reconstructed GTo (See Fig. 2(e)). (d) Reconstructed topology
T˜ = (VT˜ , ET˜ ) using Algorithm 3, which matches with GT in Fig. 2(d).
using time series of agents’ data. The algorithm is based on
lifting the time series to a higher dimension and analyzing the
algebraic properties of inverse power spectral density. The
learning algorithm recovers the true topology in large sample
limit and is proven to be consistent. Following that, for
bidirected networks with tree topologies under partial observ-
ability, an algorithm for topology learning is presented. The
algorithm is partly based on principle of graphical separation
of undirected graphs and phase result developed in the first
half of the article. In future work, we will analyze the sample
complexity necessary for consistent estimation as well as
understand the effect of measurement noise on the learning
processes.
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