For any polynomial ideal I, let the minimal triangular set contained in the reduced Buchberger-Gröbner basis of I with respect to the purely lexicographical term order be called the W-characteristic set of I. In this paper, we establish a strong connection between Ritt's characteristic sets and Buchberger's Gröbner bases of polynomial ideals by showing that the W-characteristic set C of I is a Ritt characteristic set of I whenever C is an ascending set, and a Ritt characteristic set of I can always be computed from C with simple pseudo-division when C is regular. We also prove that under certain variable ordering, either the W-characteristic set of I is normal, or irregularity occurs for the jth, but not the (j +1)th, elimination ideal of I for some j. In the latter case, we provide explicit pseudo-divisibility relations, which lead to nontrivial factorizations of certain polynomials in the Buchberger-Gröbner basis and thus reveal the structure of such polynomials. The pseudo-divisibility relations may be used to devise an algorithm to decompose arbitrary polynomial sets into normal triangular sets based on BuchbergerGröbner bases computation.
Introduction
In his classical works [8, 9] , Ritt introduced the concept of characteristic sets for polynomial and differential polynomial ideals. This concept plays a central role in Ritt's theory of differential algebra. Ritt did not provide any effective way for the construction of characteristic sets even for non-prime polynomial ideals. Wu [11] developed Ritt's theory and method by working out efficient algorithms for the computation of characteristic sets of (differential) polynomial sets instead of (differential) polynomial ideals. On the other hand, in his Ph.D. thesis [2] Buchberger introduced the concept of Gröbner bases for polynomial ideals and proposed an algorithm for effective computation of Gröbner bases. Over the past three decades the theories and methods of characteristic sets and Gröbner bases have been studied extensively and independently by many researchers. They have become fundamental tools for computational commutative algebra and algebraic geometry (see, e.g., [1, 4, 5, 6] ).
Characteristic sets and Gröbner bases are rather different in terms of structure and properties. The algorithms for their computation are distinguished by their elimination strategies (elimination of variables vs. elimination of terms) and reduction steps (pseudodivision vs. Buchberger reduction). It was not known what inherent connections may exist between the characteristic sets and the Gröbner bases of arbitrary polynomial ideals. For any polynomial ideal I, we call the minimal triangular set contained in the reduced Buchberger-Gröbner basis of I with respect to the purely lexicographical term order the W-characteristic set of I. This paper establishes, for the first time, a strong connection between Ritt's characteristic sets and Buchberger's Gröbner bases of polynomial ideals by showing that the W-characteristic set C of I is a Ritt characteristic set of I whenever C is an ascending set, and a Ritt characteristic set of I can always be computed from C with simple pseudo-division when C is regular. We also prove that under certain variable ordering, either the W-characteristic set of I is normal, or irregularity occurs for the jth, but not the (j +1)th, elimination ideal of I for some j. In the latter case, we provide explicit pseudo-divisibility relations, which lead to nontrivial factorizations of certain polynomials in the Buchberger-Gröbner basis and thus reveal the structure of such polynomials. It is not clear if the uniquely defined W-characteristic set of I contains all what is needed for the construction of a Ritt characteristic set of I, but it does appear to contain sufficient characteristic information about I, in the abnormal case. The pseudo-divisibility relations may be used to devise an algorithm to decompose arbitrary polynomial sets into normal triangular sets based on Buchberger-Gröbner bases computation.
The strong connection between the Ritt characteristic set and the Buchberger-Gröbner basis of a polynomial ideal shown in this paper is simple, yet deep and surprising. It creates a route for the study of characteristic sets of polynomial ideals using the theory and method of Buchberger-Gröbner bases, and vice versa. Our work also illustrates how remarkable results in polynomial ideal theory can be obtained from the interplay of the two conceptually and operationally different methods. Further investigations on the Wcharacteristic sets of polynomial ideals are likely to help deepen our understanding of the structural properties of both characteristic sets and Buchberger-Gröbner bases.
Preliminaries
Let K be a field and x 1 , . . . , x n be n variables with a fixed order x 1 < plex · · · < plex x n . Denote by K[x 1 , . . . , x n ] the ring of polynomials in x 1 , . . . , x n with coefficients in K.
Let F ∈ K[x 1 , . . . , x n ] be any nonzero polynomial. Denote by deg(F, x k ) the degree of F in x k and by lc(F, x k ) the leading coefficient of F with respect to x k . Let m = deg(F, x k ) and G be any other polynomial of degree l in x k . Pseudo-dividing G by F , considered as polynomials in x k , one can obtain two polynomials Q and R in K[x 1 , . . . , x n ] such that
where
In case m = 0, R = 0 and Q = G l F . The uniquely determined polynomials Q and R are called the pseudo-quotient and the pseudo-remainder of G with respect to F in x k , denoted by pquo(G, F, x k ) and prem(G, F, x k ), respectively. The polynomial G is said to be R-reduced with respect to F in x k if l < m. When G is R-reduced with respect to F in x k , R = G and Q = 0.
Let P ∈ K[x 1 , . . . , x n ] \ K be any nonconstant polynomial. The biggest index p such that x p actually occurs in P is called the class of P , denoted by cls(P ), and the variable x p is called the leading variable of P , denoted by lv(P ). The class of any constant polynomial in K is defined to be 0. Let cls(P ) = p > 0; then P can be written as
The leading coefficient I of P with respect to x p is called the initial of P , denoted by ini(P ).
When a polynomial G is R-reduced with respect to P in x p = lv(P ), we simply say that G is R-reduced with respect to P (without mentioning x p ).
Triangular sets and characteristic sets
To represent an ordered set, we enclose its elements using a pair of square brackets instead of braces.
A finite nonempty ordered set A = [A 1 , . . . , A r ] of nonzero polynomials in K[x 1 , . . . , x n ] is called an ascending set if either r = 1 and A 1 ∈ K, or A is a triangular set and A j is R-reduced with respect to A i for every pair i < j and j = 2, . . . , r.
Let T = [T 1 , . . . , T r ] be any triangular set and P be any polynomial in K[x 1 , . . . , x n ]. P is said to be R-reduced with respect to T if P is R-reduced with respect to every
The polynomial
denoted simply by prem(P, T), is called the pseudo-remainder of P with respect to T. From (1), one can easily derive the following pseudo-remainder formula
where each q i is a nonnegative integer and
Definition 2.2 For any two nonzero polynomials F and
In this case, G is said to have higher rank than F . If neither F ≺ G nor G ≺ F , then F and G are said to have the same rank, denoted as F ∼ G.
Definition 2.3 For any two ascending sets
A is said to have higher rank than A ′ , denoted as A ≻ A ′ or A ′ ≺ A, if one of the following conditions holds:
(a) there exists an integer j ≤ min(r, r ′ ) such that
In this case, A ′ is said to have lower rank than A. If neither A ≺ A ′ nor A ′ ≺ A, then A and A ′ are said to have the same rank, denoted as A ∼ A ′ . In this case, r = r ′ , and
For any polynomial set P = {P 1 , . . . , P s } in K[x 1 , . . . , x n ], denote by P or P 1 , . . . , P s the ideal generated by the polynomials P 1 , . . . , P s in K[x 1 , . . . , x n ] and by Zero(P) the set of all common zeros (in some extension field of K) of P 1 , . . . , P s . Definition 2.4 Let P be any finite nonempty polynomial set in K[x 1 , . . . , x n ]. With respect to the rank ≻, any minimal ascending set contained in P is called a Ritt characteristic set of P .
Lemma 2.1 For any finite nonempty polynomial set P in K[x 1 , . . . , x n ], an ascending set A contained in P is a Ritt characteristic set of P if and only if prem(P, A) ≡ 0 for all P ∈ P .
Proof. See [7, Theorem 5.3.3] .
Definition 2.5 For any triangular set
q F ∈ T for some integer q > 0}.
Regular sets and normal triangular sets
For two polynomials F and G in K[x 1 , . . . , x n ], denote by res(F, G, x k ) the resultant of F and G with respect to x k . For any polynomial F and triangular set T = [T 1 , . . . , T r ], define res(F, T) = res(· · · res(F, T r , lv(T r )), . . . , T 1 , lv(T 1 )). It is easy to see that there exist polynomials 
Regular sets, also known as regular chains, have other equivalent definitions (see, e.g., [10, p. 114] ). Here they are defined by means of resultants for the convenience of proof in Section 3. A triangular set T as in Definition 2.6 is regular if and only if the image of ini(T i ) is neither zero nor a zero divisor in the quotient ring
Proposition 2.2 Every normal triangular set in
Proof. It is obvious. Lemma 2.4 Let T = [T 1 , . . . , T r ] with p r = cls(T r ) < n be any regular set and
Suppose that prem(P, T) ≡ 0. Then according to (2) there exist a power product K of I 1 , . . . , I r (i.e., K = I q 1 1 · · · I qr r for some nonnegative integers q 1 , . . . , q r ) and polynomials
As T is regular, we have prem(P j , T) ≡ 0 according to Proposition 2.3.
To show the other direction, suppose that prem(P j , T) ≡ 0 for all 0 ≤ j ≤ d. Then P j ∈ sat(T) for all j. This implies that P ∈ sat(T). Since T is regular, we have prem(P, T) ≡ 0, again by Proposition 2.3. The proof is complete.
Corollary 2.5 Let T be any regular set and P and F be any two polynomials in
Proof. Let y be a variable not occurring in P, F , and T. By Lemma 2.4, prem(P, T) = prem(F, T) ≡ 0 implies that prem(P y + F, T) ≡ 0. The corollary is proved by taking y = 1. Lemma 2.4 and Corollary 2.5 do not hold when T is not regular. This can be seen from the simple example, where T = [x 2 1 , x 1 x 2 ], P = x 3 − x 2 2 , and F = x 2 2 ; it is easy to see that prem(P, T) = prem(F, T) ≡ 0, but prem(lc(P, x 3 ), T) ≡ 0 and prem(P + F, T) ≡ 0.
Buchberger-Gröbner bases
. . , x n are ordered as
Under < plex , all the monomials in x 1 , . . . , x n are ordered, and so are the terms of any nonzero polynomial in K[x 1 , . . . , x n ]. We call < plex the purely lexicographical order (plex) of monomials or terms. Any nonzero polynomial P in K[x 1 , . . . , x n ] can be written in the form
We call x
n the leading term, a 1 the leading coefficient of P , and a l the coefficient of P in x i l1 1 · · · x i ln n , denoted by lm(P ), lt(P ), lc(P ), and coef(P,
. . , x n ], we order P and Q as P < plex Q or Q > plex P if lm(P ) < plex lm(Q).
Definition 2.7 Let P be any finite nonempty polynomial set and G be any polynomial in K[x 1 , . . . , x n ]. G is said to be B-reducible with respect to P if there exist a polynomial P ∈ P and a monomial λ such that coef(G, λ lm(P )) = 0. If no such P and λ exist, G is said to be B-reduced or in normal form with respect to P.
If G is B-reducible with respect to P, then one can find a polynomial P ∈ P with the monomial λ lm(P ) maximal (with respect to the term order < plex ) such that
If H is B-reducible with respect to P, then one can reduce H to another polynomial in the same way by choosing P, b, and λ. Such a process will terminate after a finite number of reduction steps. The finally obtained polynomial N will be B-reduced with respect to P. In this case, one gets a formula of the form
in which P j ∈ P, Q j , N ∈ K[x 1 , . . . , x n ] and N is B-reduced with respect to P. The polynomial N is called the normal form of G with respect to P and denoted by nform(G, P).
Definition 2.8 Let P be an arbitrary finite and nonempty set of nonzero polynomials in
is called the reduced Buchberger-Gröbner basis of P or P with respect to the plex term order determined by x 1 < plex · · · < plex x n , if (a) for all P ∈ K[x 1 , . . . , x n ], P ∈ P if and only if nform(P, G) = 0; (b) every polynomial G ∈ G is monic and B-reduced with respect to G \ {G};
The reduced Buchberger-Gröbner basis of P is unique and can be computed from P by using Buchberger's algorithm [3] . What is called Buchberger-Gröbner basis here was named Gröbner basis by Buchberger after his Ph.D. advisor Wolfgang Gröbner. The author feels that the basis should be named more appropriately also after Bruno Buchberger for his outstanding contributions to the development of the theory and method of Gröbner bases.
Main Results
For any (finite or infinite) polynomial set
Definition 3.1 Let P be an arbitrary finite and nonempty set of nonzero polynomials in K[x 1 , . . . , x n ] and G be the reduced Buchberger-Gröbner basis of P with respect to the plex term order determined by
of polynomials, ordered by < plex , is called the W-characteristic set of P .
The above-defined W-characteristic set C is obviously a triangular set, but it is not necessarily an ascending set. C is minimal in the sense that (i) each element C of C has the lowest plex order among all those polynomials in the Buchberger-Gröbner basis G which have the same leading variable as C and (ii) the number of elements in C is the maximum possible. Owing to the uniqueness of the reduced Buchberger-Gröbner basis, the W-characteristic set of a polynomial ideal is uniquely defined. We will see that Wcharacteristic sets can be effectively used to bridge Ritt characteristic sets and BuchbergerGröbner bases.
Construction of Ritt characteristic sets
In what follows, let P be an arbitrary finite and nonempty set of nonzero polynomials in K[x 1 , . . . , x n ], let G be the reduced Buchberger-Gröbner basis of P with respect to the plex term order determined by x 1 < plex · · · < plex x n , and assume that G = [1] , so C = [1], whenever needed. The following proposition shows that the W-characteristic set of P possesses the main properties that a Ritt characteristic set of P has. (a) prem(P, C) ≡ 0 for all P ∈ P ;
Hence, for any P ∈ P , R = prem(P, C) is B-reduced with respect to G. Therefore, R ≡ 0 and (a) is proved.
(b) Note that C ⊂ G ⊂ P , so C ⊂ P . For any P ∈ P , by (a) and the pseudoremainder formula for prem(P, C) = 0 there exist nonnegative integers q 1 , . . . , q r such that I q 1 1 · · · I qr r P ∈ C . It follows from the definition of saturated ideals that P ∈ sat(C). Therefore, (b) is proved.
(c) Zero(P) ⊂ Zero(C) follows from the first ⊂ relation in (b). Consider any zero a ∈ Zero(C) \ Zero({I 1 · · · I r }) and let P be any polynomial in P. Then C i (a) = 0 and I i (a) = 0 for 1 ≤ i ≤ r. Plunging a into the pseudo-remainder formula for prem(P, C) = 0, we see that P (a) = 0. Therefore, a ∈ Zero(P) and (c) is proved.
Proposition 3.2 Let C be the W-characteristic set of P . Then for every i (0 ≤ i ≤ n), C 0,...,i is the W-characteristic set of the (n − i)th elimination ideal P 0,...,i of P .
Proof. By the elimination theorem of Buchberger-Gröbner bases (see, e.g., [4, Ch. 3, Theorem 2]), G 0,...,i is the reduced plex Buchberger-Gröbner basis of P 0,...,i . Hence the W-characteristic set of P 0,...,i is identical to C 0,...,i .
Theorem 3.3 Let C be the W-characteristic set of P . If C is an ascending set, then C is a Ritt characteristic set of P .
Proof. By Proposition 3.1 (a), prem(P, C) ≡ 0 for all P ∈ P . The theorem follows from Lemma 2.1.
. . , C r ] be the W-characteristic set of P . If C is regular, then
is a Ritt characteristic set of P , where C * is also regular.
Proof.
Note first that C * i ∈ C , so C * ⊂ C . Let J be any power product of I * 1 = lc(C * 1 , x p 1 ), . . . , I * r = lc(C * r , x pr ). Observe from the pseudo-remainder formula for C * i = prem(C i , C i−1 ) that for each I * i , there exist a power product J i of I 1 , . . . , I i and polynomials
Multiplying the two sides of such equalities up to certain powers, one sees that J is equal to a power product H of J 1 , . . . , J r plus a linear combination F = Q 1 C 1 + · · · + Q r−1 C r−1 for some polynomials Q i ∈ K[x 1 , . . . , x n ], i.e., J = H + F , so H − J ∈ C . As H is also a power product of I 1 , . . . , I r and C is regular, N = res(H, C) ≡ 0 and N does not involve x p 1 , . . . , x pr . According to (3) there exists a polynomial A in K[x 1 , . . . , x n ] such that N − AH ∈ C . This implies that N − AJ ∈ C . Therefore, J ≡ 0; for otherwise, N = prem(N, C) = prem(N − AJ, C) ≡ 0 (by Proposition 2.3) leads to contradiction. In particular, we have I * i ≡ 0 for all i. Since deg(C * i , x p i ) cannot be greater than deg(C i , x p i ), they must be equal. This shows that lv(C * i ) = x p i and ini(C * i ) = I * i for 1 ≤ i ≤ r. Consequently, C * i is R-reduced with respect to C * i−1 , as it is so with respect to C i−1 , for 2 ≤ i ≤ r; thereby C * is an ascending set.
For any polynomial P ∈ sat(C * ), there exists a power product J of I * 1 , . . . , I * r such that JP ∈ C * ⊂ C . According to the above reasoning, we have N − AJ ∈ C . It follows that N P ∈ C . On the other hand, let R * = prem(P, C * ). Then there exists a power product
Hence N R * = prem(N R * , C) ≡ 0. Therefore, R * ≡ 0 and thus C * is regular by Proposition 2.3.
Next we want to show that C ⊂ sat(C * ). For this purpose, assume by induction that C i−1 ∈ sat(C * i−1 ); the case for C 1 is trivial. Then there exists a power product
. Since C is regular, R i = res(K i , C i−1 ) ≡ 0 and R i does not involve x p 1 , . . . , x pr for each i. According to (3) there exists a polynomial
). This implies that R i C i ∈ sat(C * i ). It follows from Proposition 2.3 that
Hence prem(C i , C * i ) ≡ 0 and C i ∈ sat(C * i ). Therefore, C ⊂ sat(C * ).
Now consider any polynomial P ∈ P . Clearly, R = prem(P, C) is B-reduced with respect to the Buchberger-Gröbner basis G of P. This implies that R ≡ 0 and P ∈ sat(C). Hence there exists a power product L of I 1 , . . . , I r such that LP ∈ C . Since M = res(L, C) ≡ 0, there exists a polynomial B in K[x 1 , . . . , x n ] such that M − BL ∈ C . It follows that M P ∈ C ⊂ sat(C * ). As M does not involve x p 1 , . . . , x pr , M prem(P, C * ) = prem(M P, C * ) ≡ 0 according to Proposition 2.3; therefore prem(P, C * ) ≡ 0. By Lemma 2.1, C * is a Ritt characteristic set of P .
Corollary 3.5 Let C be the W-characteristic set of P . For any
is a Ritt characteristic set of the elimination ideal P 0,...,i .
Proof. It follows from Proposition 3.2 and Theorem 3.4.
Structure of Buchberger-Gröbner bases
To explore the structural properties of the W-characteristic set C of P , we assume from now on that x 1 , . . . , x n are properly ordered such that the leading variables x p i of the polynomials in C are greater than all the other free variables, called parameters. Let y 1 = x p 1 , . . . , y r = x pr and u 1 , . . . , u m be all the parameters, where m + r = n. Then the assumed variable order is u 1 < plex · · · < plex u m < plex y 1 < plex · · · < plex y r . Theorem 3.6 Let [C 1 , . . . , C r ] be the W-characteristic set of P . For any 1 ≤ k < r, if C k = [C 1 , . . . , C k ] is normal and I k+1 = ini(C k+1 ), with lv(I k+1 ) = y l , is not R-reduced with respect to C l , then
Proof. Let y i = lv(C i ) and I i = ini(C i ) for 1 ≤ i ≤ r. Suppose that I k+1 is not Rreduced with respect to C l and let R = prem(I k+1 , C k ). Then according to (2) there exists a power product T of I 1 , . . . , I k such that T I k+1 − R = D ∈ C k . As lv(I k+1 ) = y l , I k+1 does not involve y l+1 , . . . , y k . This implies that deg(R, y l ) < deg(I k+1 , y l ) and deg(R, y i ) = deg(I k+1 , y i ) = 0 for l + 1 ≤ i ≤ k. It follows that R < plex I k+1 and thus Ry d k+1 < plex I k+1 y d k+1 , where d = deg(C k+1 , y k+1 ). Multiplying the two sides of C k+1 = I k+1 y d k+1 + H k+1 by T , we have
is B-reduced with respect to G 0,...,m+k+1 , which leads to contradiction. Therefore, prem(I k+1 ,
Therefore, prem(C k+1 , C k ) ≡ 0 and the proof is complete.
Lemma 3.7 Let [C 1 , . . . , C r ] be the W-characteristic set of P with C i = [C 1 , . . . , C i ] for 1 ≤ i ≤ r and let k be the biggest integer such that C k is normal. Assume that k < r and let I k+1 = ini(C k+1 ), y l = lv(I k+1 ), and Q = pquo(C l , I k+1 , y l ). Then: 
where R does not involve y 1 , . . . , y l . Write C k+1 = I k+1 y d k+1 +H k+1 , where d = deg(C k+1 , y k+1 ). Multiplying the two sides of this equality by A and using (4), one obtains
Suppose that C k+1 is regular. Then R ≡ 0. Note that R does not involve y 1 , . . . , y r , so R is R-reduced with respect to C k and B-reduced with respect to G 0,...,m+k ; thereby R < plex I k+1 and Ry d k+1 < plex I k+1 y d k+1 . Hence Ry d k+1 is B-reduced with respect to G 0,...,m+k+1 . It follows that 0 = Ry d k+1 + nform(AH k+1 , G) ∈ P is B-reduced with respect to G. This leads to contradiction. Therefore, R ≡ 0 and C k+1 is not regular.
(b) Suppose that I k+1 is R-reduced with respect to C l and let M = prem(prem(C l , I k+1 , y l ), C l−1 ), I = ini(I k+1 ), and I i = ini(C i ) for 1 ≤ i ≤ k. Then there exist an integer q ≥ 0 and a power product U of I 1 , . . . , I l−1 such that
Recall that C k+1 = I k+1 y d k+1 + H k+1 . It follows that
As I k+1 is R-reduced with respect to C l , deg(I k+1 , y l ) < deg(C l , y l ). Note that M does not involve y l+1 , . . . , y k , so M is R-reduced with respect to C k and B-reduced with respect to G 0,...,m+k . Moreover, M is R-reduced with respect to I k+1 and thus M < plex I k+1 and
∈ P is B-reduced with respect to G, which leads to contradiction. Therefore, M must be identically equal to 0.
Since C k is normal, I q U C l ∈ C l , and E ∈ C l−1 , we have
It follows that prem(U QI k+1 y d k+1 , C k ) ≡ 0 and U QH k+1 ∈ P . As deg(H k+1 , y k+1 ) < d, U QH k+1 is R-reduced with respect to C k+1 ; thereby
Hence prem(U QC k+1 , C k ) ≡ 0 by Corollary 2.5. As U does not involve y 1 , . . . , y k ,
Therefore, prem(QC k+1 , C k ) ≡ 0. The proof is complete.
Lemma 3.8 Let [C 1 , . . . , C r ] be the W-characteristic set of P and k be the biggest integer such that [C 1 , . . . , C k ] is normal. Assume that k < r and let I k+1 = ini(C k+1 ) and y l = lv(I k+1 ). If I k+1 is R-reduced with respect to C l , then either res(ini(I k+1 ),
Proof. Suppose that I k+1 is R-reduced with respect to C l , let y i = lv(C i ), I i = ini(C i ), and 
where Q = pquo(C l , I k+1 , y l ) and I = ini(I k+1 ). The first conclusion of Lemma 3.7 (b) implies that L = prem(C l , I k+1 , y l ) ∈ sat(C l−1 ), i.e., I q C l − QI k+1 = L ∈ sat(C l−1 ) for some integer q ≥ 0. Recall that C k is normal. Hence QI k+1 ∈ sat(C l ) and prem(QI k+1 , C l ) ≡ 0. This, together with the second conclusion of Lemma 3.7 (b), implies that prem(QH k+1 ,
It follows from (6) that QR ∈ sat(C k ).
As I k+1 is R-reduced with respect to C l , deg(Q, y l ) > 0. From the pseudo-remainder formula I q C l = QI k+1 + L, one sees that ini(Q) = I q−1 I l for some q ≥ 0. Note that I l does not involve y 1 , . . . , y l−1 and assume that res(I, C l−1 ) ≡ 0. Then M = res(I q−1 I l , C l−1 ) ≡ 0. Hence there exists a polynomial S ∈ K[u 1 , . . . , u m , y 1 , . . . , y l−1 ] such that M − S ini(Q) = A ∈ C l−1 . Write Q = ini(Q)y δ l +Q and let Z = M y δ l + SQ, where δ = deg(Q, y l ). Then SQ = Z − Ay δ l and thus SQR = ZR − ARy δ l . It follows that ZR ∈ sat(C k ). Since C k is normal, prem(ZR, C k ) ≡ 0 according to Proposition 2.3. It is easy to see that Proof. Suppose that C is abnormal and let k (1 ≤ k < r) be the biggest integer such that C k is normal. Then we have (a). By Lemma 3.7 (a), C k+1 is not regular; thus (b) is proved. The identity prem(C k+1 , C k ) ≡ 0 in (c) has been proved as the second conclusion of Theorem 3.6. Recall prem(I k+1 , C k ) ≡ 0, the first conclusion of Theorem 3.6, where I k+1 = ini(C k+1 ). As y l+1 , . . . , y k do not appear in I k+1 , one sees that prem(I k+1 , C k ) = prem(I k+1 , C l ). Hence prem(I k+1 , C l ) ≡ 0 and (c) is proved. The identity prem(C l , [C 1 , . . . , C l−1 , I k+1 ]) ≡ 0 in (d) has been proved as the first conclusion of Lemma 3.7 (b), and so has the second conclusion of (d) proved as Lemma 3.8.
The irregularity index m + k + 1 in Theorem 3.9 is clearly characteristic. The Wcharacteristic set of the (n − m − k − 1)th elimination ideal P 0,...,m+k+1 is irregular, while that of the (n − m − k)th elimination ideal P 0,...,m+k is not only regular but also normal. As shown in Corollary 3.5, from the normal W-characteristic set of the elimination ideal a Ritt characteristic set of the ideal can be computed rather easily by means of pseudodivision. When the W-characteristic set of the ideal P is itself normal, m + k + 1 may be defined to be n + 1 (or any other integer greater than n) and the Buchberger-Gröbner basis G of P may be said to be regular.
The pseudo-divisibility relations in Theorem 3.9 (c) and (d) expose the intrinsic structure of the polynomials C l and C k+1 and the irregularity of C k+1 modulo the saturated ideal of the normal triangular set C k . More relations of this kind would help us gain more insights into the structure of the polynomials in G.
Examples
The following examples serve to illustrate various behaviors of the W-characteristic sets of polynomial ideals.
Example 3.1 (a) Let P = {x 1 x 2 − 1, x 3 − x 2 }. Then the W-characteristic set of P is C = [x 1 x 2 − 1, x 3 − x 2 ]. C is normal, but it is not a Ritt characteristic set of P . Construct C * = [x 1 x 2 − 1, prem(x 3 − x 2 , [x 1 x 2 − 1])] = [x 1 x 2 − 1, x 1 x 3 − 1]. Then C * is a Ritt characteristic set of P and C * ∼ C, but x 1 x 3 − 1 > plex x 3 − x 2 .
(b) Let P = {x 2
