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Abstract
Let cp be the maximal Lyapunov exponent for an independently and identically
distributed (i.i.d). random product of matrices where each factor equals A with prob-
ability p and B with probability 1ÿ p. Counterexamples show that the two conjectures
of E. Key on the convexity and concavity of the function c in the interval 0; 1 are too
general. Under suitable assumptions on A;B convexity and concavity of c are
proved. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
Products of random matrices and the associated Lyapunov exponent were
first studied in the landmark paper of Furstenberg and Kesten [4]. We also
refer to the book of Bougerol and Lacroix [1] for a detailed investigation. The
Lyapunov exponent plays an important role in statistical physics; see [1,3].
Throughout this paper, let A and B be two real d by d matrices. Let cp be
the maximal Lyapunov exponent for an independently and identically dis-
tributed (i.i.d.) random product where each factor equals A with probability p
and B with probability 1ÿ p. Readers will be familiar with the definition of
cp (e.g., see [1]) but we present it here for convenience and to introduce some
notation. For a given positive integer k, consider all 2k products of A and B
with k factors, i.e., matrix products
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C  C1C2 . . . Ck; Cm  A or Cm  B; 1:1
with k factors, where each factor is equal to A or B. Fix a vector norm k  k on
the space of d by d matrices. For p 2 0; 1, let Ekp be the expected value
Ekp :
X
C
pC ln jjCjj; 1:2
where the probability pC is equal to pi1ÿ pj if C has i factors A and j factors
B. Then the maximal Lyapunov exponent cp is defined as
cp : lim
k!1
1
k
Ekp 2 ÿ1;1: 1:3
Since all norms on a finite dimensional vector space are equivalent, the value of
cp is independent of the choice of norm.
Consider the following two conjectures due to Key [6,7].
Conjecture 1.1. If A and B are normal matrices, then c is a convex function in
the interval 0; 1.
Conjecture 1.2. If B  At ( the transpose of A), then c is concave in 0; 1.
These conjectures also appear as Question 5 in [9, p. 147]. According to
communications of the author with Key and Peres, no progress had been
achieved on these conjectures. The investigation of the Lyapunov exponent
cp is dicult because it does not admit general explicit formulas, and the
definition itself requires a study of all the products of A and B.
In Section 2, we show by counterexamples that both conjectures do not hold
in the generality as stated. More precisely, we show that Conjecture 1.1 is
wrong for all d P 2, and Conjecture 1.2 is wrong for all d P 3. Whether
Conjecture 1.2 holds for two by two matrices is still unknown but see Corollary
4.4 for a partial positive answer.
In Sections 3–5, we show that convexity and concavity of cp can be proved
if we make assumptions on A and B that are stronger than those stated in the
conjectures. One of our results is the following (Theorem 4.3): If A and B are
positive two by two matrices with nonnegative determinants, then c is always
convex or concave (or both). To distinguish between convexity or concavity we
have to look at the relative position of the left and right Perron vectors of A
and B. Let a; b denote the polar angles (in 0; p=2) of the right Perron vectors
of A, B, and let a; b be the polar angles of the left Perron vectors of A, B,
respectively. If bÿ ab ÿ aP 0, then c is convex, and, if
bÿ ab ÿ a6 0, then c is concave. If A and B are symmetric, then we are in
the first case, and, if B  At, then we are in the second case. We conclude that
although the conjectures of Key turned out to be wrong, they are correct under
additional assumptions, at least for two by two matrices.
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2. Counterexamples
We begin with a counterexample to Conjecture 1.1. We will use the fol-
lowing result; see [6, Example 1], [10, Theorem 5]. Let B be of rank 1 so that
B  uv with a column vector u and a row vector v. Then
cp  1ÿ p2
X1
n0
pn ln jv Anuj: 2:1
If, in addition, A and B are positive matrices, then it is easy to see that the
radius of the power series after multiplying out by the factor 1ÿ p2 is greater
than 1. So c is analytic in a disk centered at 0 with radius greater than 1. This is
in agreement with Theorem 1 in [9] that gives domains of analyticity of c if A
and B are positive matrices.
Consider the matrices
A : 1
2
1 t 1ÿ t
1ÿ t 1 t
 
; B : 1 a
a a2
 
: 2:2
The numbers 0 < a < 1 and ÿ1 < t < 1 will be specified later. Note that A and
B are positive and symmetric. Also B is of rank 1, so formula (2.1) is applicable.
We write
A  1 1
1 ÿ1
 ÿ1
1 0
0 t
 
1 1
1 ÿ1
 
; B  1
a
 
1 a ;
so that
vAnu  1
2
1 a2  1ÿ a2tn  1
2
1 a21 btn;
where b  1ÿ a2=1 a2 2 0; 1. We obtain
cp  1ÿ p ln 1 a
2
2
 1ÿ p2
X1
n0
pn ln1 btn:
Note that the power series has radius 1=jtj > 1. Hence
c001  2
X1
n0
ln1 btn  2 ln
Y1
n0
1 btn: 2:3
The displayed infinite product was already investigated by Euler. For instance,
it appears in combinatorics [2, Ch. 13] and in the theory of elliptic modular
functions [8, p. 34].
We claim that, for every fixed 0 < b < 1,
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lim
t!ÿ1
f t  ÿ1; where f t :
X1
n0
ln1 btn: 2:4
To prove this, let m be a positive integer. Using the inequality ln1 x6 x, we
find that
f t6 ln1 b  ln1 bt      ln1 bt2mÿ2
 ln1 bt2mÿ1  b t
2m
1ÿ t :
Hence, for ÿ1 < t < 0,
f t6m ln1 b  m ln1 bt2mÿ1  b:
It follows that
lim sup
t!ÿ1
f t6m ln1 b  m ln1ÿ b  b:
As m!1, we obtain (2.4).
For every fixed 0 < a < 1, (2.4) shows that we can choose ÿ1 < t < 0 close
enough to ÿ1 so that f t < 0. Then, by Eq. (2.3), c001  2f t < 0. This
proves that c is strictly concave in a neighborhood of p  1. So we have a
counterexample to Conjecture 1.1.
It is now clear that the conjecture is wrong for every d P 2.
We now provide a counterexample to Conjecture 1.2. Take
A :
1 1 0
0 0 0
0 0 21=8
0@ 1A
and B : At. The matrices A  diagA1;A2, B  diagB1;B2 have a common
block diagonal structure with two by two matrices A1, B1 and one by one
matrices A2, B2. If cip denotes the Lyapunov exponent for the pair Ai;Bi with
Ai having probability p and Bi having probability 1ÿ p, then it is known that
cp  maxc1p; c2p 2:5
and
c1p  ln2p1ÿ p; c2p 
1
8
ln2:
The formula for c1 can be derived from (2.1). Hence
cp  ln2max p1

ÿ p; 1
8

:
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A sketch of the graph of this function reveals that it is not concave. So we have
a counterexample to Conjecture 1.2.
Similar examples exist for d > 3, of course.
3. A sucient condition for convexity
Let A and B be d by d matrices. Consider the expected value Ekp as defined
in Eq. (1.2). If one of the products (1.1) of A and B is the null matrix, then
Ekp  ÿ1 for all suciently large k and all p 2 0; 1, so cp  ÿ1 for
p 2 0; 1. We exclude this case from our considerations. Then Ekp is a
polynomial in p of degree at most k. One way (the only way?) to prove that c is
convex in 0; 1 under suitable assumptions on A and B is to show that the
polynomial Ek is convex in 0; 1 for every k (or at least for infinitely many k.)
Then the definition (1.3) shows that c is also convex. It should be noted that Ek
depends on the chosen norm k  k. So a clever choice of the norm will be im-
portant when we investigate Ek.
Our idea is to prove convexity of Ek by mathematical induction on k. For
this purpose it is of advantage to define Ek in a recursive fashion in the fol-
lowing way. Define functions Fk, k  0; 1; 2; . . ., recursively according to:
F0X ; p : ln jjX jj; 3:1
Fk1X ; p : pFkAX ; p  1ÿ pFkBX ; p: 3:2
The functions Fk are defined for all d by d matrices X and all p 2 0; 1. It is easy
to see that Ekp  FkI ; p, where I is the identity matrix. The numbers FkX ; p
are only needed for X belonging to the semigroup RA;B generated by A;B.
This semigroup consists of all products (1.1) with k  1; 2; . . . plus the identity
matrix. We note that the recursive definition (3.1), (3.2) of Fk is also convenient
for programming purposes. Note that FkX ; p is a polynomial in p of degree at
most k for each X 2 RA;B.
Let
Gk : oFkop ; Hk :
o2Fk
op2
:
Dierentiating (3.1) and (3.2) with respect to p, we obtain:
G0X ; p  0; 3:3
Gk1X ; p  FkAX ; p ÿ FkBX ; p  pGkAX ; p  1ÿ pGkBX ; p 3:4
and
H0X ; p  0; 3:5
H. Volkmer / Linear Algebra and its Applications 294 (1999) 35–48 39
Hk1X ; p  2GkAX ; p ÿ 2GkBX ; p
 pHkAX ; p  1ÿ pHkBX ; p: 3:6
To obtain convexity of Fk, we need that HkX ; pP 0 for all X 2 RA;B and all
p. We can prove this by induction on k using (3.6) once we can show that
GkAX ; p ÿ GkBX ; pP 0. Then we try to reduce this property of Gk to a
property of Fk.
This kind of reasoning leads us to the following theorem.
Theorem 3.1. Assume that
jjPAQBRjj jjPBQARjj6 jjPAQARjj jjPBQBRjj 3:7
for all P ;Q; R 2 RA;B. Then HkX ; pP 0 for all k  0; 1; 2; . . ., X 2 RA;B
and p 2 0; 1. In particular, c is convex in 0; 1.
Proof. We divide the proof into three steps. In each step we prove a claim by
induction on k. We will abbreviate FkX ; p  FkX , etc.
(1) We claim that
FkPAQBR  FkPBQAR6 FkPAQAR  FkPBQBR
for all P ;Q; R 2 RA;B, p 2 0; 1 and k  0; 1; 2; . . . This is true for k  0 by
our assumption (3.7). The induction step from k to k  1 is straightforward.
We just use (3.2) and the induction hypothesis with P replaced by AP and BP .
(2) We claim that
GkQBR6GkQAR
for all Q;R 2 RA;B, p 2 0; 1 and k  0; 1; 2; . . . This is true for k  0 because
G0  0. For the induction step from k to k  1, we write
Gk1QAR ÿ Gk1QBR  FkAQAR ÿ FkBQAR ÿ FkAQBR
 FkBQBR  pGkAQAR ÿ GkAQBR
 1ÿ pGkBQAR ÿ GkBQBR:
We now use the statement from part (1) with P  I and the induction hy-
pothesis with Q replaced by AQ and BQ to complete the inductive proof.
(3) We claim that
HkRP 0
for all R 2 RA;B, p 2 0; 1 and k  0; 1; 2; . . . This is true for k  0 because
H0  0. For the induction step from k to k  1 we write
Hk1R  2GkAR ÿ 2GkBR  pHkAR  1ÿ pHkBR:
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We now use the statement from part (2) with Q  I and the induction hy-
pothesis with R replaced by AR and BR to complete the proof of claim (3).
Now we know that each polynomial Ekp  FkI ; p is convex in 0; 1 and
so cp  limk!11=kEkp is convex, too. 
In a very similar way, we obtain the following theorem.
Theorem 3.2. Assume that
jjPAQBRjj jjPBQARjjP jjPAQARjj jjPBQBRjj 3:8
for all P ;Q; R 2 RA;B. Then HkX ; p6 0 for all k  0; 1; 2; . . ., X 2 RA;B
and p 2 0; 1. In particular, c is concave in 0; 1.
4. Two by two matrices
We now verify conditions (3.7) and (3.8) for some two by two matrices. If
06 a6 b6p=2, we define the closed sector
Sa; b : fr cos /; r sin /t : r P 0; a6/6 bg:
Let A be a nonnegative two by two matrix. Its spectral radius is an eigenvalue
and possesses a nonnegative (right) eigenvector cos a; sin at with 06 a6p=2.
We call a a Perron angle for A. This angle is uniquely determined unless A is a
multiple of the identity matrix in which case a is arbitrary in the interval
0; p=2.
Lemma 4.1. Let A be a nonnegative two by two matrix with det A P 0. Let a be a
Perron angle for A. If 06 h16 a6 h26 p=2, then the sector Sh1; h2 is invariant
under the action of A.
Proof. Let aij, i; j  1; 2, be the entries of the matrix A. We assume that det A >
0 (the statement of the lemma is trivially true if det A  0.) Then the diagonal
elements a11 and a22 are positive. Let us first assume that a12 and a21 are
positive, too. The matrix A maps every ray fr cos /; r sin /t : r P 0g with
06/6p=2 onto a ray of the same form. Representing the rays by
t  tan / P 0, this gives the function
f t  a21  a22t
a11  a12t :
There is a unique t > 0 with f t  t, namely t  tan a. It is easy to see that
f tP t for 06 t6 tan a and f t6 t for tan a6 t. Since det A > 0, we have
f 0t > 0 for all t P 0. Hence 06 t6 tan a implies t6 f t6 tan a and tan a6 t
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implies tan a6 f t6 t. Some minor modifications in the argument show that
the statement in the last sentence remains true if a12  0 or a21  0. This
completes the proof. 
Lemma 4.2. Let A and B be nonnegative two by two matrices with det A P 0 and
det B P 0. Let a, b be Perron angles for A and B, respectively. If a6 b, then
Sa; b is invariant under both A and B, and detAx;BxP 0 for all x 2 Sa; b.
Proof. Let x  r cos h; r sin ht. The proof is immediate from Lemma 4.1 since
Sa; b is invariant under both A and B, Sa; h is invariant under A and Sh; b
is invariant under B. 
If a > b, we may apply Lemma 4.2 with the roles of A and B interchanged.
We can also apply the lemma to the transposed matrices At, Bt in place of A and
B to obtain corresponding statements for ‘‘left Perron angles’’.
Theorem 4.3. Let A and B be nonnegative two by two matrices with det A P 0,
det B P 0. Let a, b be Perron angles for A and B, and let a, b be Perron angles
for At and Bt, respectively.
(i) If bÿ ab ÿ aP 0, then c is convex in 0; 1.
(ii) If bÿ ab ÿ a6 0, then c is concave in 0; 1.
Proof. We prove statement (i) by applying Theorem 3.1. The similar proof of
(ii) based on Theorem 3.2 is omitted. Since we can interchange A and B, we
assume a6 b, a6 b. Let x 2 S : Sa; b, y 2 S : Sa; b and Q 2 RA;B.
Then
yAQAxyBQBx ÿ yAQBxyBQAx  det yAQAx yAQBx
yBQAx yBQBx
 
 det yA
yB
 
QAxBx
 
 det yA
yB
 
det Q detAxBx:
By Lemma 4.2, the first and third determinant are both P 0. Also det Q P 0
because det A P 0 and det B P 0. This implies
yAQBxyBQAx6 yAQAxyBQBx 4:1
for all x 2 S, y 2 S and Q 2 RA;B.
Now fix two nonzero vectors x0 2 S, y0 2 S and define a norm jjCjj for a
two by two matrix C by
jjCjj  y0jCjx0; 4:2
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where jCj is the matrix formed from C by taking the absolute value of each
entry. This is a vector norm on the space of two by two matrices which can be
used in the definition (1.3) of the Lyapunov exponent.
We now verify condition (3.7) for this norm. Let P ;Q; R 2 RA;B. Define
x : Rx0 and y : y0P . By Lemma 4.2, we have x 2 S and y 2 S. Hence, by Eq.
(4.1),
jjPAQBRjj jjPBQARjj  y0PAQBRx0y0PBQARx0
 yAQBxyBQAx6 yAQAxyBQBx
 y0PAQARx0y0PBQBRx0  jjPAQARjj jjPBQBRjj:
So Eq. (3.7) holds, and, by Theorem 3.1, c is convex in 0; 1. 
If a  b or a  b, then c is convex and concave, so cp 
pc1  1ÿ pc0. If A and B are symmetric, then a  a and b  b. If B is
the transpose of A, then a  b and b  a. Hence Theorem 4.3 has the
following two corollaries.
Corollary 4.4. Let A and B be nonnegative and symmetric two by two matrices
with det A P 0, det B P 0. Then c is convex in 0; 1.
We note that the first example in Section 2 shows that the assumptions
det A P 0 and det B P 0 are needed in this corollary.
Corollary 4.5. Let A be a nonnegative two by two matrix with det A P 0, and let
B  At. Then c is concave in 0; 1.
In fact, these two corollaries prove parts of Conjectures 1.1 and 1.2.
We present another application of Theorem 4.3.
Corollary 4.6. Let A and B be (symmetric) positive semidefinite two by two
matrices (not necessarily positive). Then c is convex in 0; 1.
Proof. If det A  0 or det B  0, then the convexity of c follows from formula
(2.1); see [6, Example 4]. So we may assume that A and B are positive definite. If
the two eigenvalues of B are equal, then A;B commute and convexity follows
easily using Eq. (2.5). So we may assume that B has two distinct eigenvalues.
Note that cp does not change if we replace the pair of matrices A;B by Tÿ1AT ,
Tÿ1BT where T is an invertible two by two matrix. Therefore, choosing a
suitable orthogonal matrix T , we can assume that B is diagonal. The diagonal
entries of A are positive. If the o-diagonal element a12  a21 is zero, then A;B
commute and we are done. If the o-diagonal element is negative we perform
another similarity transformation with T  diag1;ÿ1. So we can assume that
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A is positive and B  diags; t with 0 < s < t. The convexity of c now follows
from Corollary 4.4. 
5. d by d matrices
It is possible to verify conditions (3.7) or (3.8) for d by d matrices.
Theorem 5.1. Let A and B be d by d matrices that have the following properties:
1. A and B are nonnegative;
2. all 2 by 2 subdeterminants of A and B are nonnegative;
3. for every nonnegative column vector x 2 Rd , all 2 by 2 subdeterminants of
Ax;Bx are nonnegative;
4. for every nonnegative row vector y 2 Rd , all 2 by 2 subdeterminants of yA
yB
 
are nonnegative.
Then c is convex in 0; 1.
Proof. We verify condition (3.7). We define the norm jjCjj as in Eq. (4.2) with
y0  1; 1; . . . ; 1  xt0. Let P ;Q; R 2 RA;B, and set x : Rx0 and y : y0P .
Since A and B are nonnegative,
jjPAQARjj jjPBQBRjj ÿ jjPAQBRjj jjPBQARjj
 det yAQAx yAQBx
yBQAx yBQBx
 
 det yA
yB
QAxBx
 
:
We now use the Cauchy–Binet formula [5] to compute the right-hand side
determinant. By assumption (4), all two by two subdeterminants of the first
factor
yA
yB
 
are nonnegative. By assumption (2), all two by two subdeter-
minants of Q are nonnegative. By assumption (3), all two by two subdeter-
minants of the third factor AxBx are nonnegative, too. It follows that the
determinant is nonnegative and so condition (3.7) is verified. 
Consider the following conditions:
(30) for every nonnegative column vector x 2 Rd , all 2 by 2 subdeterminants
of Ax;Bx are nonpositive,
(40) for every nonnegative row vector y 2 Rd , all 2 by 2 subdeterminants of
yA
yB
 
are nonpositive.
If (1), (2), (30), (40) hold, then c is convex. If (1), (2), (30), (40) or (1)–(3), (40)
hold, then c is concave. This is shown as in the proof of Theorem 5.1.
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For instance, condition (3) holds if A  aij and B  bij satisfy aik P ajk
and bik 6 bjk for all i6 j, k  1; . . . ; d. Similar monotonicity properties of the
row and columns of A and B imply conditions (30), (4) and (40).
As an example, consider
A :
3 2 1
2 2 1
1 1 1
0B@
1CA; B : 1 1 11 2 2
1 2 2
0B@
1CA:
Then (1)–(4) hold, so c is convex. If
A :
1 1 1
0 1 1
0 0 1
0@ 1A; B : 1 0 01 1 0
1 1 1
0@ 1A;
then (1)–(3), (40) hold, so c is concave.
6. A weaker concavity conjecture
Key [6, p. 105] has shown that in the case of normal matrices A and B the
Lyapunov exponent cp is at most pc1  1ÿ pc0, that is, the graph of c
lies below the chord joining the points 0; c0 and 1; c1. This statement is
a ‘part’ of Conjecture 1.1. If we try to weaken Conjecture 1.2 in a similar way,
we arrive at the question whether the following conjecture is true.
Conjecture 6.1. If A is a d by d matrix and B  At, then cpP c0 c1 for
all p 2 0; 1.
The statement is only of interest if c0  c1  ln qA (q is the spectral
radius) is finite, that is, if A is not nilpotent. We show that the conjecture is
wrong for d P 3 but true for d  2.
We first show by example that the conjecture is false for d  3. Take
A :
1 1 1
0 0 ÿ3
0 0 0
0@ 1A
and B  At. A calculation shows that A2BA2 is the null matrix. Hence E5p 
ÿ1 for all 0 < p < 1. We conclude that c0  c1  0 but cp  ÿ1 for all
0 < p < 1. This is a counterexample to Conjecture 6.1. Clearly, the conjecture
is wrong for every d P 3.
The proof of Theorem 6.3 is based on the following lemma.
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Lemma 6.2. Let A be a two by two matrix and B  At. Then, for every product Q
of A and B with k factors, we have
qQP qAk:
Proof. We distinguish three cases.
1. The eigenvalues of A are conjugate complex, say a and a. Then
det A  det At  jaj2. It follows that det Q  jaj2k. Hence Q has an eigenvalue of
absolute value at least jajk. This proves the claim in case (1).
2. The eigenvalues a, b of A are real and ab P 0. Since we can replace A by
ÿA, we assume that 06 b6 a. There is an orthogonal matrix U such that
Uÿ1AU  U tAU  a c
0 b
 
:
We can assume c P 0 by replacing U by
U
1 0
0 ÿ1
 
:
Any product Q of A and B with k factors has the form Q  U tPU , where P is a
product of U tAU and U tBU . The latter are nonnegative matrices. Hence P is
nonnegative with diagonal elements at least ak and bk, respectively. It follows
that qQ  qP P ak  qAk.
3. The eigenvalues a; b of A are real and ab < 0, say b < 0 < a and jbj6 a.
We claim that
traceQP ak  bk 6:1
for all products Q of A and B with k factors. We prove this by induction on k.
The cases k  0 and k  1 are clear (the empty product is the identity matrix I .)
Assume that Eq. (6.1) is true for k ÿ 2 and k ÿ 1 in place of k. Let P be a
product of A and B with k ÿ 2 factors. Since
A2 ÿ a bA abI  0;
we have
A2P  a bAP ÿ abP
and
traceA2P   a b traceAP  ÿ ab traceP :
Note that a b P 0 and ab < 0. Hence, by the induction hypothesis,
traceA2P P a bakÿ1  bkÿ1 ÿ abakÿ2  bkÿ2  ak  bk:
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Thus (6.1) is true for every product Q with k factors whose first two factors are
equal to A. Note that traceRS  traceSR and traceS  traceSt. So (6.1)
is also true for all products Q with k factors that contain two consecutive
factors A or two consecutive factors B (the first and last factor also count as
consecutive). So the only product Q of A and B with k factors not covered so far
is Q  AAtk=2 with k even. Using the triangular representations for A and B as
above, we see that (6.1) is true also in this case. So (6.1) is proved for all k.
Now let Q be a product of A and B with k factors. Then the characteristic
polynomial of Q is
x2 ÿ trace Qx akbk:
By (6.1), the value of this polynomial at x  ak is at most 0. Hence Q has an
eigenvalue at least ak which proves qQP ak  qAk. 
Theorem 6.3. Conjecture 6.1 is true for two by two matrices.
Proof. Let A be a two by two matrix, and let B  At. Choose any matrix norm
k  k. Let Q be any product of A and B with k factors. Then, by the lemma,
jjQjjP qQP qAk
and so ln jjQjjP k ln qA. It follows that 1=kEkpP ln qA  c0. Letting
k !1, we obtain cpP c0. 
7. Open questions
Since the matrices in the counterexample to Conjecture 1.1 are positive, it
does not help to add the assumption that A and B are positive. But no coun-
terexample is known to the following conjecture.
Conjecture 7.1. If A and B are d by d (symmetric) positive semidefinite ma-
trices, then the Lyapunov exponent cp is a convex function in the interval
0; 1.
Corollary 4.6 states that this conjecture is true for d  2.
The counterexample to Conjecture 1.2 is for d  3. No counterexample is
known for d  2. so we formulate another conjecture.
Conjecture 7.2. If A is a 2 by 2 matrix and B  At, then the Lyapunov exponent
cp is a concave function in the interval 0; 1.
It should be noted that Corollary 4.5 and Theorem 6.3 provide some evi-
dence for the truth of this conjecture.
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Peres suggested the following modifications of Conjecture 1.2.
Conjecture 7.3. If A is a d by d matrix and B  At, then cp is increasing in
0; 1
2
 and decreasing in 1
2
; 1.
Conjecture 7.4. If A is a d by d matrix and B  At, then cp6 c1
2
 for all p in
0; 1.
Acknowledgements
The author thanks E. Key for helpful discussions on his conjectures and Y.
Peres for an email exchange.
References
[1] P. Bougerol, J. Lacroix, Products of Random Matrices With Applications to Schrodinger
Operators, Birkhauser, Boston, 1985.
[2] P. Cameron, Combinatorics, Cambridge University Press, Cambridge, 1994.
[3] A. Crisanti, G. Paladin, A. Vulpiani, Products of Random Matrices in Statistical Physics,
Springer, New York, 1993.
[4] H. Furstenbergm, H. Kesten, Products of random matrices, Ann. Math. Statist. 31 (1960)
457–469.
[5] F. Gantmacher, The Theory of Matrices, Chelsea, New York, 1959.
[6] E. Key, Computable examples of the maximal Lyapunov exponent, Probab. Theory Related
Fields 75 (1987) 97–107.
[7] E. Key, Lower bounds for the maximal Lyapunov exponent, J. Theoret. Probab. 3 (1990)
477–488.
[8] M. Knopp, Modular Functions in Analytic Number Theory, Markham Publishing Company,
Chicago, 1970.
[9] Y. Peres, Domains of analytic continuation for the top Lyapunov exponent, Ann. Inst. H.
Poincare, Probab. Statist. 28 (1992) 313–448.
[10] S. Pincus, Strong law of large numbers for products of random matrices, Trans. Amer. Soc.
287 (1985) 65–89.
48 H. Volkmer / Linear Algebra and its Applications 294 (1999) 35–48
