Abstract
Introduction
This work presents a system for offline single writer Cursive Word Recognition (CWR). The system is based on a sliding window approach: a window shifts column by column across the image and, at each step, isolates a frame. A feature vector is extracted from each frame and the sequence of frames so ohlained is modeled with Continuous Density Hidden Markov Models (HMMs). The use of the sliding window approach has the important advantage of avoiding the need of an independent segmentation, a difficult and error prone process.
In order to reduce the number of parameters in the HMMs, we use diagonal covariance matrices in the emission probabilities. This corresponds to the unrealistic assumption of having decorrelated feature vectors. For this reason, we applied Principal Component Analysis (PCA) and Independent Component Analysis (ICA) to decorrelate the data. This allowed a significant improvement of the recognition rate.
Several experiments were performed on a publicly available database. The results'we obtained are, to our knowledge, 1051-465llO2 $17.00 Q 2002 IEEE the best among those presented in the literature over the same data. The paper is organized as follows: section 2 presents preprocessing, normalization and feature extraction, section 3 introduces the Hidden Markov Models, section 4 describes PCA and ICA. section 5 shows the results obtained and the final section 6 draws some conclusions.
Preprocessing, Normalization and Feature Extraction
The aim of preprocessing is the removal of all the elements in the word image that are not useful for the recognition. The operations performed at this stage depend on the data. In our care, a binanzation (performed with the Otsu algorithm [I] ) is sufficient. The normalization is supposed to remove slant (the angle between the vertical direction and the direction of the strokes supposed to he vertical in an ideal model of handwriting) and slope (the angle between the horizontal direction and the direction on which the word is aligned). The slope removal technique estimates the distribution of the horizontal density values to identify the core region of the sample. The stroke minima closest to the lower limit of the estimated core region are used to fit the baseline ofthe word. The image is finally rotated until the baseline is horizontal (and the image is desloped). Once a model for each word in the lexicon i s trained, the likelihood of an observation sequence can be estimated using EM. In practice. to make faster the system, we approximated it by applying the Viterbi Algorithm. This finds the alignment with the highest likelihood value which i s a good approximation o f the probability o f the data being generated by the model. The word corresponding to the model giving the highest probability i s assumed as transcription. A linear transform y = W x can he used also to obtain the Independent Components [2]. In order to estimate the W elements, it is enough to assume that the yi are not Gaussian and that they are statistically independent @(yi,yj) = p(yi)p(yj) f o r i # j). The nongaussianity is necessary because, if the yi are Gaussian, the matrix W can he identified only up to an orthogonal transform. Such ambiguity must be avoided. Moreover, the nongaussianity is the criterion used to find in practice the directions of the Independent Components. A g w d measure of the nongaussianity is the negentropy:
Principal Components Analysis and Independent Component Analysis
, where yBnul. is a gaussian variable with the same covariance matrix and mean as y and H is the entropy: H ( y ) = -s p ( y ) logp(y)dy. A very important property of the negentropy is that, if we let the y, being uncorrelated (condition desirable in our case), it is related to the mutual information, the iniormation theoretic measure of the statistical independence: I ( y l , y~, .
. . ,yd) = J ( y ) -E, J(yi). This allows one to look for the direction of the independent components as the directions of maximum negentropy. The number of Independent Components can be less than the number of components in the original vector leading to a dimensionality reduction. With both PCA and ICA, it i s possible to transform the original vectors into uncorrelated data with lower dimensionality. Both aspects are very important to reduce the number of parameters in the HMMs. This makes possible to train them more reliably given the same amount of training data.
Experiments and Results
The experiments were performed over a publicly available database' composed of 4053 words written by a single person. The words belong to the transcription of a text extracted from the LOB corpus, a collection of texts supposed to be representative of the average english. The dataset was split into three subsets with a random process: training set (2362 words), validation set (675 words) and test set (1016 set).
A different HMM i s created for each letter. This makes the system flexible with respect to a change of lexicon because it allows to build the word models as concatenations of letter models. In this way, it is sufficient to have in the training set samples of the letters composing the words to he modeled rather than samples of the words themselves. Moreover, the number of parameters is kept lower because the word models share the parameters belonging to the same letters. This allows a better training given the same amount of training data. The Baum-Welch algorithm (see section 3) is not appleded directly to the letter models, but to their concatenations corresponding to the words in the training set. This is called embedded training and has two important advantages: the first one is that the letters are modeled when being pan of a word (that is the actual situation of the letters in the cursive handwriting), the second one is that it is not necessary to segment the words into letters to perform the training.
For simplicity, the number of states S and Gaussians G in the mixtures is the same for every letter model. The optimal values of S and G are selected through cross-validation: all the systems corresponding to couples (S, G) falling in a range determined by the amount of training data are trained and tested. The system giving the highest recognition rate on the validation set is retained as optimal. Such system is retrained over the union of training and validation set and is tested over the test set giving a final measure of the recognition rate. This procedure was applied using as data not only the raw feature vectors. but also alternatively the Principal Components and the Independent components extracted from them with PCA and ICA respectively. The results obtained are shown in details in the next section.
Recognition Results
The first system was obtained using the raw feature vec- For PCA data, systems with 5 5 S 5 11. 6 5 G 5 15 and 13 5 P 5 16 (P is the number of retained Principal
Components) were trained and tested. The best result was obtained by a system with S = 9, G = 13 and P = 16 that gives an accuracy (after having been retrained on the union of validation and training set) of 94.7% over the test set (corresponding to a reduction of 30.3% of the error rate with respect to the system using the raw data). Finally, for ICA data, the explored range of parameters was as follows: 7 5 S 5 13. 5 5 G 5 15 and 13 5 I 5 16.
The best system (S = 11, G = 14, I = 14) was trained again over the union of the training and validation set and rested over the test set giving an accuracy of 93.6% (corresponding to a reduction of 15.8% of the error rate with respect to the system using the raw data). The best system was obtained by training over the Principal Components. Its performance over the data set used is significantly higher than the accuracies claimed (over the same data) in [5, 31 (92.8% and 85.0% respectively) and slightly better than the 94.6% recognition rate presented in [6] . On the other hand, this last system is much more complex than our. The words are first segmented into primitives using a sliding window approach. A Neural Network is then used to classifiy the primitives and their aggregates and, through a Dynamic Programming algorithm. the best segmentation into letters is found. Figure I shows the recognition rate as a function of the word lenght. The system achieves a 100% accuracy for samples longer than six letters. The low recognition rate for shon words has several causes. First, when there are few letters. the misalignemnt of a single lettcr model with the corresponding letter in the word can have a strong influence.
When there are more letters, an eventual misalignement can be equilibrated by other letters. A second problem is that the normalization scheme is conceived to work on long words (more than 3 letters) and produces sometimes bad results over short samples. For these reasons, the performance of the system can be better on data sets having a length distribution with more weigth on the longer samples.
Conclusions
This work presented a system for the offline recognition of cursive words written by a single person. All the processing steps were briefly described. Moreover, the application of Principal Component Analysis and Independent Compw nent Analysis was investigated. Several experiments were performed on a publicly available database. The recognition accuracy achieved with the approach proposed here is, to our knowledge, the highest among the results over the same data presented in the literature. The analysis of the recognition as a function of the word length shows that the system achieves a 100% recognition rate for samples longer than six letters. This suggests that the performance of our system in tasks involving words with high average length can be very good.
Both PCA and ICA had a positive effect on the recognition rate, PCA in panicular reduced the error rate, with respect to the use of raw data, by 30.3%. A funher improvement can probably be obtained by using nonlinear or kernel PCA. Such techniques often work better than the linear transform we used to perform PCA. The use of data dependent heuristics was avoided in order to make the system flexible with respect to a change of writer.
Any ad-hoc algorithm forthe specific style of the writer was avoided.
The prior information about the word frequency and distribution can be useful to improve the recognition of shon words. These are typically articles, conjunctions and propositions that appear often in the sentences. For this reason, a possible future direction to follow is the application of language models that take into account this kind of information.
