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ON THE CHARACTERISTIC p VALUED MEASURE ASSOCIATED TO
DRINFELD DISCRIMINANT
ZIFENG YANG
Abstract. In this paper, after reviewing known results on functions over Bruhat-Tits trees
and the theory of characteristic p valued modular forms, we present some structure of the
tempered distributions on the projective space P1(k∞) over a complete function field k∞ of
characteristic p, and calculate the characteristic p valued measure associated to the Drinfeld
discriminant and the characteristic p valued measure associated to the Poincae´ series.
Keywords: Drinfeld Discriminant; Modular Forms; Bruhat-Tits Trees; Distributions.
Throughout this paper, q is a fixed power of a prime p, Fq is the finite field of q elements.
Let A = Fq[T ] be the polynomial ring with the discrete valuation at∞, and k be the fraction
field ofA. For an element α inA, we denote by degT (α) the degree of α as a polynomial in T ,
the subscript T is omitted if it does not cause any confusion. By convention, deg(0) = −∞.
On the completion k∞ = Fq((
1
T
)) of k at ∞, we take π = 1
T
as the uniformizer, and set
A∞ = Fq[[π]] = Fq[[
1
T
]]. The valuation v and absolute value | · | of k∞ are normalized such
that v(π) = 1, and |π| = 1
q
. Let C∞ be the completion of an algebraic closure of k∞ with
the absolute value also denoted by | · |. And we set Γ = GL2(A).
1. Introduction
Let A+ = {monic polynomials in Fq[T ]}. Over the function field k, the analogue of the
Riemann-zeta values [Ca1] is given as
z(n) =
∑
a∈A+
1
an
for n ∈ Z+. The analogous zeta function is given by Goss [Go6, Chapter 8] as an analytic
function ζ(s) over the “complex plane” S∞ = C
∗
∞ × Zp with s = (x, y) ∈ S∞:
ζ(s) =
∑
a∈A+
1
as
=
∞∑
j=0
x−j

 ∑
a∈A+
deg(a)=j
〈a〉−y

 , (1.1)
where 〈a〉 = T− deg(a) · a is the 1-unit part of a ∈ k×∞, and a
s = xdeg(a) · (〈a〉)y. Under this
construction, we get the power sum z(n) = ζ(T n, n) for an integer n ≥ 1. Goss [Go6] also
constructs the general L-series over the “complex plane” S∞.
One aspect of the analytic theory over function fields is the study of the Drinfeld’s upper
half plane Ω = C∞ − k∞, which comes as the rank two case of the analytic structures
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related to the moduli spaces of Drinfeld modules, see [Ge1] for an exposition. There are rich
structures of rigid analytic spaces on Ω, so that we can talk about the concepts like modular
forms and Hecke operators over function fields, see [Go1] [Go2] [Go3] [Ge1] [Ge2] [GR], etc.
But the Hecke operators thus defined so far can’t distinguish the modular forms, and we
don’t know if there is any analogue of Mellin transforms which would relate the modular
forms to the L-series over S∞(in Goss’ sense), even for the L-series coming from geometry
as [Bo] points out. Since there are no Haar measures of characteristic p, a general idea
of dealing with this problem is to study the measures (more precisely, distributions) which
define the L-series through integrations over power functions, and the measures associated
to modular forms.
On the measures associated to the Goss zeta function ζ(s) in equation (1.1), we have the
computations by Thakur [Th] at finite places and by Yang [Ya2] at the place∞. The special
values ζ(x,−j) are determined by the formula [Ya2]
ζ(x,−j) =
∫
A∞
tjdµ(∞)x (t) =
∫
U1
tjd(xν(∞)x )(t) (1.2)
for integers j ≥ 0, where U1 is the 1-units of A∞, and µ
(∞)
x and ν
(∞)
x are measures on A∞
depending on the variable x.
On the measures associated to the modular forms, Teitelbaum [Te1] established an iso-
morphism between cusp forms of an arithmetic group G of GL2(k) and the G-equivariant
harmonic co-cycles on the Bruhat-Tits tree T associated to k∞. A harmonic co-cycle on
T can also be viewed as a measure on P1(k∞), therefore Teitelbaum’s theorem gives a way
to compare the relevant measures we have talked above. Goss [Go5] has pointed out some
implications from Teitelbaum’s construction of measures. But the construction of the har-
monic co-cycles in Teitelbaum’s theorem is quite abstract, it is not easy to understand what
is behind these measures. We will carry out an explicit computation of the measure associ-
ated to the Drinfeld discriminant in Teitelbaum’s theorem, wish to understand these topics
better.
We summarize some well-known facts about Bruhat-Tits trees in Section 2, and give a
simple introduction to characteristic p valued modular forms in Section 3.
In Section 4, we talk about the the space of Ch functions on an open compact subset S of
P1(k∞) and study its dual space, which is proved to be the space of h-admissible measures
on S.
In Section 5, we introduce some known results of the theory of functions on Bruhat-Tits
trees, and Teitelbaum’s theorems on the correspondence between cusp forms of an arithmetic
subgroup G of GL2(k) and G-equivariant harmonic cocycles on Bruhat-Tits trees.
In Section 6, we explicitly determine the characteristic p valued measure associated to the
Drinfeld discriminant ∆(z).
In Section 7, we calculate some special values of the L-function associated to the Drinfeld
discriminant, and also give similar results on the characteristic p valued measure associated
to the Poincae´ series. Some comments about characteristic p valued modular forms and
harmonic functions on Bruhat-Tits trees are made, and some possible application to algebraic
ergodic theory is also mentioned in this section.
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2. Bruhat-Tits trees
Let V = k∞⊕k∞ be a two dimensional vector space over k∞. A lattice L of V is a finitely
generated free A∞ module of rank 2. Two lattices L and L
′ are said to be equivalent if there
exists a λ ∈ k∗∞ such that L
′ = λL. Let VT denote the set of all equivalence classes [L] of
lattices L of V . For any elements Λ,Λ′ ∈ VT , we can find lattices L ∈ Λ and L
′ ∈ Λ′ such
that L′ ⊂ L and L/L′ ∼= A∞/π
nA∞ ∼= A/π
nA for some non-negative integer n, which we
denote by d(Λ,Λ′) = n. We define
ET = {eΛΛ′ : d(Λ,Λ
′) = 1}.
Then the Bruhat-Tits tree T consists of the set VT of vertices and the set ET of (oriented,
with orientation to be determined later in this section) edges. The action of GL2(k∞) on V
induces an action of GL2(k∞) on T (in fact, an action of PGL2(k∞) on T ).
Suppose that G is a group acting on a graph X . Then we have the quotient graph G\X .
A fundamental domain of G\X is a subgraph Z of X such that the natural map Z → G\X
is an isomorphism of graphs. A fundamental domain of a graph by a group action doesn’t
necessarily exist, but we have results in some special cases. Let
GL2(k∞)
+ = {α ∈ GL2(k∞) : v(detα) is an even integer}.
Let Λn denote the class of the lattice A∞ ⊕ π
nA∞ ∼ T
nA∞ ⊕A∞ for n ∈ Z. We know the
following properties of the actions of subgroups of GL2(k∞) on T , the detail can be found
in Serre’s book [Se].
• Let G be a subgroup of GL2(k∞)
+. If the closure of G in GL2(k∞) contains SL2(k∞),
then the fundamental domain of the action of G on T is
◦ ◦
Λ0 Λ1
.
• The fundamental domain of the action of Γ = GL2(A) on T is
◦ ◦ ◦ ◦
Λ0 Λ1 Λ2 Λn
. (2.1)
The action of GL2(k∞) on VT is transitive, thus we have the bijections
VT
∼=
←→GL2(k∞)/Stab(Λ0) = GL2(k∞)/(k
∗
∞ ·GL2(A∞)), (2.2)
where Stab(Λ0) denotes the stabilizer of Λ0 in GL2(k∞). Therefore we can use matrices to
express the vertices of T in terms of the coset representatives in the above relation:
VT =
{(
πk u
0 1
)
: k ∈ Z, u ∈ k∞, umodπ
kA∞
}
. (2.3)
Let v1 = (1, 0)
T ,v2 = (0, 1)
T be the standard basis of V = k∞ ⊕ k∞. Under the one to one
correspondence (2.2) and the representations of the coset representatives (2.3), we have
[πkv1, uv1 + v2]←→
(
πk u
0 1
)
, (2.4)
where k and u are as in (2.3), and [πkv1, uv1 + v2] denotes the equivalence class of the
A∞-lattice generated by π
kv1 and uv1 + v2.
An end of the tree T is an infinite path starting at some vertex and without back-tracking,
for example, the half line in (2.1) from the vertex Λ0 to Λ1, Λ2, and so on. Two ends are
4 ZIFENG YANG
equivalent if and only of they differ by a finite number of vertices and edges. The set of ends
of T is in bijection with P1(k∞). This bijection is set up in this paper as follows. We choose
the vertex Λ0 as the starting point of any end (in some equivalence class), then ∞ ∈ P
1(k∞)
corresponds to the end (2.1). For x =
∑∞
n=n0
cnπ
n ∈ k∞, where cn ∈ Fq, the corresponding
end (which is in some equivalence class; but the end of the following graph may not start
with the vertex Λ0) is
◦ ◦ ◦ ◦
[v1, x · v1 + v2] [πv1, x · v1 + v2] [π
nv1, x · v1 + v2]
(2.5)
where we notice that [πnv1, x · v1 + v2] = [π
nv1, x[n−1] · v1 + v2], with x[n] =
∑n
k=n0
ckπ
k.
The edges of T are oriented, with the set E+T of edges of positive orientation given in terms
of the ∞ end of T :
◦ // ◦ // ◦ // ◦ //
Λ0 Λ1 Λ2 Λn
, (2.6)
any edge with a consistent orientation with the above is in E+T ( since T is connected ).
Let Γ0 = GL2(Fq), a subgroup of Γ = GL2(A), and
Γn =
{(
a b
0 d
)
: a, d ∈ F∗q, b ∈ Fq[T ], degT (b) ≤ n
}
,
for n ≥ 1. Then we have
Proposition 2.1 (Serre, [Se]). (1) Γn is the stabilizer of Λn.
(2) Γ0 acts transitively on the set of edges with origin Λ0.
(3) For n ≥ 1, Γn fixes the edge ΛnΛn+1 and acts transitively on the set of edges with
origin Λn but distinct from the edge ΛnΛn+1.
3. Modular forms
The group GL2(k∞) acts on the Drinfeld’s upper half plane Ω = C∞ − k∞ = P
1(C∞) −
P1(k∞) by
γ · z =
az + b
cz + d
for γ =
(
a b
c d
)
∈ GL2(k∞) and z ∈ Ω. This action is also written as γ(z) or γz.
The space Ω has a good covering {Di}i∈I , where I = {(n, x) : n ∈ Z, x ∈ k∞/π
n+1A∞},
D(n,x) = x+Dn, and
Dn =
{
z ∈ C∞ :
|πn+1| ≤ |z| ≤ |πn|,
|z − cπn| ≥ |πn|, |z − cπn+1| ≥ |πn+1| for all c ∈ F∗q
}
.
These subsets Di’s of Ω are affinoid spaces and Ω has a rigid analytic structure, see [GR] and
[GP] for the details. Hence we can talk about the rigid analytic functions on Ω and study
their properties.
A finitely generated A-submodule L ⊂ C∞ is said to be an A-lattice of C∞ if L is discrete
in the topology of C∞. Hence an A-lattice L of C∞ is a projective A-module of finite rank
d, and we have an isomorphism of A-modules
L ∼= Ad
since A = Fq[T ] is a principal ideal domain.
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Example 3.1. Let L ⊂ C∞ be an A-lattice of rank 1, in particular, a fractional ideal of A.
Then
eL(z) = z
∏
06=a∈L
(
1−
z
a
)
and
tL(z) = e
−1
L (z) =
∑
a∈L
1
z − a
(3.1)
are Fq-linear rigid analytic functions on Ω. These two functions are invariant under L-
translations. See [Go6] etc.
Generally, a subgroup G of GL2(k) is called arithmetic if G is contained in GL(Y ) and
contains the kernel G(Y, a) of the reduction map GL(Y ) → GL(Y/aY ) for some rank two
projective A submodule Y of k⊕k and some ideal a of A. In this paper, we assume that A
is a polynomial ring over Fq, hence the rank 2 projective A-module Y is free: Y ∼= A ⊕A,
thus we only consider the arithmetic subgroups of GL2(A).
As a subgroup of GL2(k∞), an arithmetic subgroup G acts on the Bruhat-Tits tree T .
The quotient G\T is a finite graph joined by a finite number of ends. For example, in the
following graph, there are two ends on the left and on the right, and the middle is finite.
◦ ◦
LL
LL
LL
end oo ◦ ◦
rrrrrr
LL
LL
LL ◦ ◦
// end
◦ ◦
rrrrrr
These ends are called the cusps of the arithmetic subgroup G. We have the bijection
{cusps of G}
∼=
−→G\P1(k).
We refer §2, Chapter II of [Se] for the details. Thus we see from (2.1) that the group Γ has
exactly one cusp ∞.
Definition 3.1. Let G be an arithmetic subgroup of GL2(k). A rigid analytic function
f : Ω → C∞ is called a modular form with respect to the arithmetic subgroup G of weight
k and type m for a non-negative integer k and a class m in Z/(q − 1) if the following two
conditions are satisfied:
(1) for any γ =
(
a b
c d
)
∈ G, the following equation holds:
f |[γ]k,m(z) = f(z),
where f |[γ]k,m(z) := (det(γ))
mj(γ, z)−kf(γz), and
j(γ, z) = cz + d; (3.2)
(2) f is holomorphic at every cusp of G.
In the above definition, the second condition is interpreted as follows. For a cusp p of G,
we take an element ρ ∈ GL2(k) such that ρ(∞) = p. Then the stabilizer of ∞ in ρ
−1Gρ
contains a maximal subgroup of G consisting of elements of the form γx =
(
1 x
0 1
)
, where
x ∈ L for some fractional ideal L of A. Such an element γx acts on Ω as a translation by
x, therefore the first condition gives f(z + x) = f(γxz) = f(z). Compared with the classical
situation, the rigid analytic function tL(z) of (3.1) serves as a parameter at the infinity point
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∞. So f is holomorphic at p if and only if f can be expanded as a series in terms of the
parameter tL(z):
f |[ρ]k,m(z) =
∑
i≥0
citL(z)
i, where ci ∈ C∞. (3.3)
If the expansion coefficient c0 = 0 in (3.3) for all cusps of G, then f is called a cusp form of
G with weight k and type m.
Remark 3.1. Although the above definition of modular forms is stated for the general case
when k is the field of functions on a complete, geometrically irreducible curve over the field
Fq and A is the ring of regular functions away from the point ∞, we only consider the case
when the curve is the projective line P1Fq , so we assume k = Fq(T ) and A = Fq[T ] throughout
this paper.
Example 3.2. The Eisenstein series Ek(z) is defined as
Ek(z) =
∑
(0,0)6=(c,d)∈A2
1
(cz + d)k
(3.4)
for an integer k ≥ 0. If k 6≡ 0 mod (q − 1), then Ek(z) is identically equal to 0. For
k ≡ 0 mod (q− 1), the Eisentein series Ek(z) is a modular form of the arithmetic subgroup
Γ = GL2(A) with weight k and type 0. But it is not a cusp form. See [Go2] for the detail.
Example 3.3. This is an example given by Gekeler [Ge2]. Let
H =
{(
a b
0 1
)
: a ∈ Fq
∗, b ∈ A
}
be a subgroup of Γ, and t(z) be the rigid analytic function defined as (3.1) for the rank 1
lattice Aπ¯, where the constant π¯ ∈ C∗∞ is some “period”. Then the Poincare´ series
Pk,m(z) =
∑
γ∈H\Γ
(det(γ))mj(γ, z)−ktm(γz) (3.5)
is a cusp form of Γ with weight k and type m mod (q − 1), where j(γ, z) is defined as in
(3.2).
Example 3.4. Let L ⊂ C∞ be an A-lattice of C∞ of rank 2. Such a lattice L is associated
with an Fq-linear function
eL(z) = z
∏
06=λ∈L
(
1−
z
λ
)
which is rigid analytic on Ω. Then there exists a ring homomorphism
φL : A → C∞{τ} = {
∑
i≥0 ai τ
i : ai ∈ C∞ for each integer i ≥ 0}
a 7→ φLa
such that
φLa · eL = eL · a (3.6)
for any a ∈ A, where τ(x) = xq for any x ∈ C∞ is the Frobenius map. In the above equation
(3.6), the dot notion “ · ” denotes the composition map, a is regarded as the multiplication
map from C∞ to itself, and eL : C∞ → C∞ is the additive map given by the function eL(z).
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The ring homomorphism φL is a Drinfeld module of rank 2 over C∞ associated to the
A-lattice L of C∞. For 0 6= a ∈ A, we can see that φ
L
a (z) is a polynomial in z and is given
as
φLa (z) = az
∏
06=λ∈a−1L/L
(
1−
z
eL(λ)
)
by checking the zeroes of eL(az) and φ
L
a (eL(z)) and the coefficients of the first terms of the
expansions of these two rigid analytic functions in terms of z. The homomorphism φ is
determined by
φLT = Tτ
0 + gL τ +∆Lτ
2. (3.7)
We notice that λL is also an A-lattice of C∞ for λ ∈ C
∗
∞ and eλL(λz) = λ eL(z), therefore
φλLT (λ eL(z)) = φ
λL
T (eλL(λ z))
= eλL(Tλ z)
= λ eL(Tz)
= λφLT (eL(z)).
Putting the above equation into equation (3.7) for φLT and φ
λL
T , we get
Tλ eL(z) + gλLλ
qeL(z)
q +∆λLλ
q2eL(z)
q2 = λ TeL(z) + λ gLeL(z)
q + λ∆LeL(z)
q2 .
Thus we have
gλL = λ
1−qgL, ∆λL = λ
1−q2∆L. (3.8)
An A-lattice of C∞ of rank 2 can be written as L = Aω1⊕Aω2 ∼ Az⊕A with ω1, ω2 ∈ C
∗
∞
and z = ω1/ω2 ∈ Ω (because L is discrete in the topology of C∞). We define for the lattice
Lz = Az ⊕A ⊂ C∞ with z ∈ Ω
g(z) = gLz , ∆(z) = ∆Lz . (3.9)
From the above equation (3.9), it is not difficult to see that for γ =
(
a b
c d
)
∈ Γ
g(γz) = (cz + d)q−1g(z), ∆(γz) = (cz + d)q
2−1∆(z).
The two functions g(z) and ∆(z) on Ω can be expressed in terms of Eisenstein series Ek(z)
(see [Go1] or Section 2, Chapter II of [Ge1]), so they are rigid analytic functions on Ω and
are holomorphic at the cusp ∞ of Γ. Therefore g(z) is a modular form of Γ of weight q − 1
and type 0 and ∆(z) is a modular form of Γ of weight q2 − 1 and type 0.
The function ∆(z) on the Drinfeld’s upper half plane Ω is called the Drinfeld discriminant.
We refer [Ge1] and Chapter 4 of [Go6] for more details and related topics of Drinfeld modules.
Theorem 3.1. We have the following results with respect to the modular forms of Γ:
(1) (Goss, [Go1]) The space of modular forms with respect to the group Γ of type 0 (and
of all weights) is the polynomial ring C∞[g,∆].
(2) (Gekeler, [Ge2]) The space of modular forms with respect to the group Γ (of all weights
and all types) is the polynomial ring C∞[g, Pq+1,1], where Pq+1,1 is given in (3.5).
Moreover, ∆ = −(Pq+1,1)
q−1.
(3) (Goss, [Go1]; also see [Ge2]) The following two equalities hold:
g(z) = (T q − T )Eq−1(z),
∆(z) = (T q
2
− T )Eq2−1(z) + (T
q − T )qEq−1(z)
q+1. (3.10)
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4. Characteristic p valued measures on P1(k∞)
For a ∈ k∞ and 0 6= ρ ∈ k∞, let Ba(|ρ|) = {x ∈ k∞ : |x− a| ≤ |ρ|} be the closed ball of
radius |ρ| centered at a, and let B∞(|ρ|) = {x ∈ k∞ : |x| ≥ |ρ
−1|} ∪ {∞}, which is viewed
as a closed ball of radius |ρ| centered at∞. A function f : Ba(|ρ|)→ C∞ on the ball Ba(|ρ|)
is said to be analytic if f can be expanded as a Taylor series
f(x) =
∞∑
n=0
cn
(
x− a
ρ
)n
(cn ∈ C∞ for n ≥ 0) (4.1)
which is convergent for any x ∈ Ba(|ρ|), i.e., cn → 0 as n → ∞. And a function f :
B∞(|ρ|) → C∞ is said to be analytic on B∞(|ρ|) if g(x) := f(
1
x
) is analytic on the ball
B0(|ρ|).
Let S ⊂ P1(k∞) be an open compact nonempty subset. Hence S is a finite disjoint union
of closed balls of positive radii.
A function f : S → C∞ is said to be locally analytic (of order l, respectively) at the point
a ∈ S if f is analytic on some closed ball Ba which is centered at a and of positive radius (at
least |π|l, respectively). And f is said to be locally analytic (of order l, respectively) on S
if f is locally analytic (of order l, respectively) at every point of S. The space of all locally
analytic functions (of order l, respectively) (taking values in C∞) on S is denoted by LA(S)
(LAl(S), respectively).
Remark 4.1. The above definition of local analyticity of order l is a little ambiguous, since the
balls Ba(|π|
l) may not be contained in S for a given positive integer l. But we have assumed
that S is open compact, therefore Ba(|π|
l) ⊂ S as long as the integer l is sufficiently large
(say |π|l is less than or equal to the smallest value among all radii in a decomposition of S
into finite disjoint union of closed balls of positive radii). So the definition makes sense, and
we always assume that such an integer l in the above is sufficiently large.
The space LAl(S) is equipped with a norm || · || as follows. We have a decomposition of
S into a finite disjoint union
S =
⊔
i
Bi, (4.2)
where each Bi is a closed ball of radius |π|
l. We notice that if one of these closed balls, say
Bi0 , is centered at ∞, then Bi0 = B∞(|π|
l) = {x ∈ k∞ : |x| ≥ |π|
−l} ∪ {∞}. Suppose
f ∈ LAl(S). As every element of a closed ball is a center under a non-Archimedean absolute
value, f has an expansion as equation (4.1) on each closed ball Bi in the decomposition (4.2):
f |Bi(x) =
∑
n≥0
cin
(
x− ai
πl
)n
, (4.3)
for any ai ∈ Bi, and the expansion should be replaced by the following if Bi0 is the closed
ball centered at ∞:
gi0(x) =
∑
n≥0
ci0, n
(
x
|π|l
)n
, gi0(x) := f |Bi0
(
1
x
)
.
Then we define
||f ||Bi = max
n≥0
{|cin|}, and ||f || = max
i
{||f ||Bi}. (4.4)
To see (4.4) is well defined, we need to show
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Lemma 4.1. ||f ||Bi is independent of the choices of the center ai.
Proof. Suppose bi ∈ Bi. Then bi is also a center of Bi. And f |Bi(x) has expansion (4.3) at
ai, and has the following expansion at bi as well:
f |Bi(x) =
∑
n≥0
c′in
(
x− bi
πl
)n
, where c′in =
∑
j≥n
cij
(
j
n
)(
bi − ai
πl
)j−n
.
As |bi−ai| ≤ |π
l|,
∣∣(j
n
)∣∣ ≤ 1, and |cij| ≤ ||f ||Bi, we see that ||f ||′Bi := maxn≥0{|c′in|} ≤ ||f ||Bi.
In the same way, we have ||f ||Bi ≤ ||f ||
′
Bi
, hence get the conclusion. 
It is easy to see that LAl(S) is a Banach space with the norm defined above. And we have
the following sequence of closed inclusion of Banach spaces
· · · →֒ LAl(S) →֒ LAl+1(S) →֒ LAl+2(S) →֒ · · ·
and LA(S) = lim
−→
LAl(S) = ∪
l
LAl(S). We equip LA(S) with the topology of direct limit.
In our case, a subset W ⊂ LA(S) is closed if and only if W ∩LAl(S) is closed in LAl(S) for
each sufficiently large integer l. This is equivalent to saying that for any topological space
Z, a map f : LA(S) → Z is continuous if and only if f |LAl(S) : LAl(S) → Z is continuous
for each sufficiently large l.
We denote by M∗ = HomC∞(M,C∞) the space of all C∞-linear continuous maps from M
to C∞ for a given topological vector space M over C∞.
Remark 4.2. Suppose (M, || · ||) is a separable C∞-Banach space. For any map f : M → C∞
we define ||f || = sup
06=x∈M
{|f(x)|/||x||}. Then
M∗ = HomC∞(M,C∞)
= {f : f is C∞-linear and continuous from M to C∞ }
= {f : f is C∞-linear and ||f || <∞}.
The elements of LA(S)∗ are called tempered distributions on S (with values taken in C∞),
and we write (f, µ) := µ(f) for µ ∈ LA(S)∗ and f ∈ LA(S).
Remark 4.3. A C∞-valued distribution µ on S is a C∞-linear function from the set
P (S) = {U : U ⊂ S is open and compact }
to C∞ which satisfies the finite additivity property: if U, V ∈ P (S) and U ∩ V = ∅, then
µ(U ∪V ) = µ(U)+µ(V ). If {µ(U) : U ∈ P (S)} is bounded, then µ is called a measure on S.
Since locally constant functions on S are locally analytic, we see that an element µ ∈ LA(S)∗
can be assigned for any open-compact subset U ⊂ S
µ(U) := (ξU(x), µ),
where ξU(x) is the characteristic function of the subset U . Then it is easy to see that µ
satisfies the finite additivity property, thus µ is a distribution on S.
Definition 4.1. (1) For integers l, j ≥ 0, and a ∈ S, we define the following functions
on S:
χ(a, l; j; x) =
{
(x− a)j , if x ∈ Ba(|π|
l),
0, if x /∈ Ba(|π|
l),
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for Ba(|π|
l) ⊂ S, provided that a 6=∞, and
χ(∞, l; j; x) =
{
( 1
x
)j, if x ∈ B∞(|π|
l),
0, if x /∈ B∞(|π|
l),
for B∞(|π|
l) ⊂ S, where B∞(|π|
l) = {x ∈ k∞ : |x| ≥ |π
−1|l}. And in what follows,
we understand the term (x−a)j on Ba(|π|
l) needs to be replaced by (1/x)j if a =∞.
(2) The C∞-vector spaces P
(n)
l , n ≥ 0, are defined as:
P
(n)
l =
∑
a∈S
0≤j≤n
C∞ χ(a, l; j; x),
the vector space generated by all the functions χ(a, l; j; x), with 0 ≤ j ≤ n, a ∈ S,
over C∞. And we put
P (n) = lim
−→
P
(n)
l ,
where the direct limit is taken with respect to the injective maps P
(n)
l → P
(n)
l+1.
(3) Denote
P (∞) = lim
−→
P (n), and P
(∞)
l = lim−→
P
(n)
l ,
where the direct limits are taken over the injective maps P (n) → P (n+1) and P
(n)
l →
P
(n+1)
l respectively. P
(∞) is in fact the space of all locally polynomial functions over
S, and P
(∞)
l those defined for balls of radius |π|
l (which are contained in S).
As remark 4.3 indicates, an element µ ∈ LA(S)∗ is a distribution on S, thus it is natural
to write ∫
S
f(x)dµ(x) := (f, µ)
for f ∈ LA(S). And we also write for an open compact subset U ⊂ S∫
U
f(x)dµ(x) =
∫
S
f(x)ξU(x)dµ(x)
provided that f(x) is locally analytic over U , and we extend f by 0 outside of U in the second
integral. We notice that for µ ∈ LA(S)∗, the set {µ(U) = (ξU(x), µ) : U ⊂ S open compact}
does not determine µ. Instead we have
Proposition 4.1. (1) µ ∈ (P
(∞)
l )
∗ = HomC∞(P
(∞)
l ,C∞) can be extended to an element
of (LAl(S))
∗ if and only if∣∣∣∣
∫
Ba(|π|l)
χ(a, l; j; x)dµ(x)
∣∣∣∣ =
∣∣∣∣
∫
S
χ(a, l; j; x)dµ(x)
∣∣∣∣ ≤ C · |π|lj,
for any j ≥ 0 and any Ba(|π|
l) ⊂ S, where C is a constant depending only on µ.
(2) µ ∈ (P (∞))∗ = HomC∞(P
(∞),C∞) can be extended to an element of (LA(S))
∗ if and
only if ∣∣∣∣
∫
Ba(|π|l)
χ(a, l; j; x)dµ(x)
∣∣∣∣ =
∣∣∣∣
∫
S
χ(a, l; j; x)dµ(x)
∣∣∣∣ ≤ C(l) · |π|lj,
for any sufficiently large integer l, any j ≥ 0, and any Ba(|π|
l) ⊂ S, where C(l) is a
constant depending only on l and µ.
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Proof. Since the topology on LA(S) is induced from those of all LAl(S)’s, we need only
prove (1). Suppose µ ∈ (P
(∞)
l )
∗ can be extended to an element of LAl(S), which is still
denoted by µ. By remark 4.2,∣∣∣∣
∫
Ba(|π|l)
χ(a, l; j; x)dµ(x)
∣∣∣∣ =
∣∣∣∣
∫
Ba(|π|l)
(x− a)jdµ(x)
∣∣∣∣
≤ ||µ|| · |π|lj ·
∣∣∣∣∣
∣∣∣∣∣
(
x− a
πl
)j∣∣∣∣∣
∣∣∣∣∣
≤ ||µ|| · |π|lj,
if ∞ 6∈ Ba(|π|
l). And similarly if ∞ ∈ Ba(|π|
l) (therefore a = ∞ by the assumption on the
notation Ba(|π|
l)).
Conversely, suppose the condition holds, and f ∈ LAl(S). Then we decompose S =
⊔
iBi
as a finite disjoint union of closed balls of radius |π|l. On each Bi, the function f can be
expanded as
f |Bi(x) =
∑
n≥0
cin
(
x− ai
πl
)n
, with ai ∈ Bi, and cin → 0 as n→∞
(if ∞ ∈ Bi, the function f(x) = g(1/x) for some analytic function g on B0(|π|
l), and we get
the expansion of f in terms of the parameter 1/x by the expansion of g, then we proceed
similarly). Therefore we extend µ ∈ (P
(∞)
l )
∗ by defining
(f, µ) =
∑
i
∑
n≥0
π−lncin
∫
Bi
(x− ai)
ndµ(x),
which is convergent under the given assumption. The assumption on µ ∈ (P
(∞)
l )
∗ also implies
that the extension of µ to LAl(S) is continuous. 
Remark 4.4. In Proposition 4.1, the estimate on the condition for µ ∈ (P (∞))∗ to be ex-
tendable to an element of (LA(S))∗ is based on the topology of the space of locally analytic
functions. In the following definition, we are going to specify the constant C(l) in (2) of
Proposition 4.1 and define the “h-admissible” measures, which will be proved dual to the
Ch-functions.
Definition 4.2. For a non-negative integer h, a linear functional µ ∈ (P (h))∗ is called an
h-admissible measure on S, if it satisfies the following growth condition:∣∣∣∣
∫
Ba(|π|l)
(x− a)jdµ(x)
∣∣∣∣ ≤ C · |π|l(j−h) (4.5)
for 0 ≤ j ≤ h, any l sufficiently large, and any Ba(|π|
l) ⊂ S, where C is a constant depending
only on µ. If a =∞, then (4.5) should be understood as∣∣∣∣∣
∫
Ba(|π|l)
(
1
x
)j
dµ(x)
∣∣∣∣∣ ≤ C · |π|l(j−h).
Remark 4.5. This definition is a little bit different from [Vi1] and [Vi2] by Vishik. The right
side of (4.5) is o(1) · |π|l(j−h) in Vishik’s papers. This change is made in order to relate the
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h-admissible measures with Ch-functions on S instead of functions satisfying the “h-th order
Lipschitz” condition.
It is clear from the above definition that the 0-admissible measures on S are exactly the
measures on S. In general, the h-admissible measures on S are dual to the space of Ch
functions on S. Since k∞ is of characteristic p > 0, the definition of differentiability of a
function is a little different to the usual one in the case of characteristic 0. At first, we consider
the functions on closed balls of P1(k∞) and follow Schikhof’s definition of C
n-functions [Sc].
Definition 4.3. Let B ⊂ k∞ be a closed ball of positive radius. For an integer n > 0, set
∆nB = {(x1, x2, · · · , xn) ∈ B
n : xi 6= xj if i 6= j }.
The n-th order difference quotient Φnf : ∆
n+1B → C∞ of a function f : B → C∞ is
inductively defined by
Φ0f = f,
(Φnf)(x1, x2, · · · , xn+1) =
(Φn−1f)(x1, x3, · · · , xn+1)− (Φn−1f)(x2, x3, · · · , xn+1)
x1 − x2
for n ≥ 1 and (x1, x2, · · · , xn+1) ∈ ∆
n+1B. The function f is called a Cn-function on B if
Φnf can be extended to a continuous function Φnf : B
n+1 → C∞. For B = B∞(|π|
l), we
change the parameter of B by the transform φ : x → 1/x and make a similar definition.
Since φ is one-to-one and continuous on B, the definition of differentiability of functions
on B′ ⊂ B∞(|π|
l) for B′ a closed ball not containing ∞ agrees with that on B∞(|π|
l). For
convenience, it is understood throughout this paper that such a transform is automatically
applied to change the parameter whenever the closed ball B is centered at ∞.
The space of Cn-functions from B to C∞ is denoted by C
n(B). For f ∈ Cn(B) and x ∈ B,
set
Dnf(x) = Φnf(x, x, · · · , x) for n > 0 , and D0f(x) = f(x).
Dnf is the n-th order hyper-derivative of the function f . We have the following characteri-
zation of Cn-functions on B, in terms of Taylor expansions:
Theorem 4.1 (Section 29 & Section 83, [Sc]). Let B be a closed ball of positive radius. If
f ∈ Cn(B), then for all x, y ∈ B,
f(x) = f(y) +
n−1∑
j=1
(x− y)jDjf(y) + (x− y)
n(Φnf)(x, y, · · · , y)
= f(y) +
n∑
j=1
(x− y)jDjf(y) + (x− y)
n
(
(Φnf)(x, y, · · · , y)−Dnf(y)
)
.
Conversely, let f be a function on B. If there exist continuous functions λ1, · · · , λn−1 : B →
C∞ and Λn : B × B → C∞ such that
f(x) = f(y) +
n−1∑
j=1
(x− y)jλj(y) + (x− y)
nΛn(x, y) (x, y ∈ A∞),
then f ∈ Cn(B).
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Cn(B) is a Banach space over C∞ with the norm || · ||n defined by
||f ||n = max
{
||(Φ0f)||∞, ||(Φ1f)||∞, · · · , ||(Φnf)||∞
}
for f ∈ Cn(A∞) (4.6)
where the functions (Φjf) for 0 ≤ j ≤ n are as in Definition 4.3, and || · ||∞ is the sup norm
of the functions on the respective topological spaces. As the spaces Bj = B × B × · · · × B
(j times, 1 ≤ j ≤ n+1) are compact, the right side of (4.6) is finite. On the notation of the
norm, we use || · ||Cn(B) for || · ||n if any confusion may occur.
In the case B = A∞. The functions in C
n(A∞) (as well as LAn(A∞) and LA(A∞)) can
be described by the Carlitz basis {Gn(x)}n≥0, where Gn(x) is a polynomial of degree n for
each integer n ≥ 0, they are defined in the following. Set
• [i] = πq
i
− π for i positive integer;
• Li = 1 if i = 0; and Li = [i] · [i− 1] · · · [1] if i is a positive integer;
• Di = 1 if i = 0; and Di = [i] · [i− 1]
q · · · [1]q
i−1
if i is a positive integer;
• ei(x) = x, if i = 0; ei(x) =
∏
α∈Fq[π],degpi(α)<i
(x− α), if i is a positive integer;
• Ei(x) = ei(x)/Di, for each non-negative integer i.
Thus we see that ei(x) and Ei(x) are Fq-linear polynomials of degree q
i. For any non-negative
integer n, write n in q-digit expansion: n = n0 + n1 q + · · · + ns q
s with 0 ≤ ni < q, the
Carlitz polynomial Gn(x) is defined by
Gn(x) =
s∏
i=0
(Ei(x))
ni .
Theorem 4.2 (Wagner [Wa], also see [Go4] or [Ya3]). The Carlitz polynomials Gn(x) (n ≥ 0)
constitute an orthonormal basis of the Banach space C(A∞) of continuous functions from
A∞ to C∞ with the sup norm, that is, any f ∈ C(A∞) can be expressed as
f(x) =
∞∑
n=0
anGn(x), with an ∈ C∞, and an → 0 as n→∞.
And the norm ||f || (which is also denoted by ||f ||0 in (4.6)) is given by
||f || := sup
x∈A∞
{|f(x)|} = max
n≥0
{|an|}.
Theorem 4.3 ([Ya1], [Ya3]). For integers j, l ≥ 0, let µj, l =
∑∞
i=l+1[j/q
i].
(1) The polynomials πµj, l Gj(x) with j ≥ 0 constitute an orthonormal basis of the Banach
space LAl(A∞), that is, any f ∈ LAl(A∞) can be expanded as f(x) =
∑∞
j=0 ajπ
µj, l Gj(x)
with aj → 0 as j →∞, and ||f ||LAl(A∞) = maxj{|aj|}.
(2) Let f(x) =
∑∞
j=0 aj Gj(x) be a continuous function from A∞ to C∞. Then f ∈
Cn(A∞) if and only if limj→∞ |aj|j
n = 0.
From (2) of the above theorem, we can define a norm || · ||′n on C
n(A∞) by
||f ||′n := max
j
{|aj| · |π
−n[logq j ]} for f(x) =
∑
j≥0
aj Gj(x) ∈ C
n(A∞)
so that (Cn(A∞), || · ||
′
n) is a Banach space over C∞.
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Remark 4.6. The norm || · ||′n and the norm || · ||n defined in (4.6) (take B = A∞) on C
n(A∞)
are equivalent, that is, there exist constants λ1 > 0 and λ2 > 0 such that λ1|| · ||n ≤ || · ||
′
n ≤
λ2|| · ||n. This can be seen through the computation of the difference quotients of the Carlitz
polynomials Gn(x), which is carried out in the proof of Theorem 5.1 in [Ya3].
Due to the above remark, we will use the same notation || · ||n for the two norms || · ||n
and || · ||′n on C
n(A∞).
Corollary 4.1. For n ≥ 0 an integer, (Cn(A∞), || · ||n) is a C∞-Banach space with an
orthonormal basis {πn[logq j ]Gj(x)}j≥0.
On a closed ball B = Ba(|π|
l0), a function f can be expressed as f(x) = g((x − a)/πl0)
for some function g on A∞, and f ∈ C
n(B) if and only if g ∈ Cn(A∞). Hence we get the
following
Corollary 4.2. Let B = Ba(|π|
l0). For n ≥ 0 an integer, (Cn(B), || · ||n) is a C∞-Banach
space with an orthonormal basis {πn[logq j ]Gj((x− a)/π
l0)}j≥0.
Corollary 4.3. Let B = Ba(|π|
l0). The polynomials πµj, lGj((x−a)/π
l0) with j ≥ 0 constitute
an orthonormal basis of the Banach space LAl(B), where µj, l is as in Theorem 4.3.
To study the Cn-functions on the open compact subset S ⊂ P1(k∞), we fix a decomposition
(4.2): S =
⊔
iBi, where each Bi is a closed ball of radius |π|
l0. A function f on S is called of
Cn if and only if f |Bi is of C
n, and the space of all Cn-functions on S is denoted by Cn(S).
We define a norm || · ||n on C
n(S) by
||f ||n = max
i
{||f ||Cn(Bi)}.
Then (Cn(S), || · ||n) is a Banach space over C∞.
Lemma 4.2. Let µn,l =
∑
i≥l+1
[n/qi]. Then
µn, l ≥
n
(q − 1)ql
+ l − logq n− 1.
Proof. Express n in q-digit expansion: n = nwq
w + · · · + n1q + n0 with nw 6= 0. Let
s(n, l) = nw + · · ·+ nl+2 + nl+1, and t(n, l) = nlq
l + · · ·+ n1q + n0. We have[
n/ql+1
]
= nwq
w−l−1 + · · ·+ nl+2q + nl+1,[
n/ql+2
]
= nwq
w−l−2 + · · ·+ nl+2,
· · · · · · · · · · · ·[
n/ql+w
]
= nw.
Add up the above equations, column by column on the right sides, then
µn, l = nw
qw−l − 1
q − 1
+ nw−1
qw−l−1 − 1
q − 1
+ · · ·+ nl+1
q − 1
q − 1
=
q−l(n− t(n, l))− s(n, l)
q − 1
=
n− t(n, l)− qls(n, l)
(q − 1)ql
.
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It’s easily seen that s(n, l) ≤ (q − 1)(w − l) ≤ (q − 1)(logq n − l) and t(n, l) ≤ (q − 1)q
l,
therefore µn, l ≥
n
(q−1)ql
+ l − logq n− 1. 
Proposition 4.2. Let h be a non-negative integer. If µ ∈ (Ch(S))∗, then µ is an h-admissible
measure on S.
Proof. We need to prove the inequality (4.5). Write Bi = Bai(|π|
l0) for each i in the decom-
position S =
⊔
iBi. Then any closed ball Ba(|π|
l) ⊂ S is contained in Bi for some i. Hence(
(x− a)/(πl)
)j
· ξBa(|π|l)(x) is locally analytic of order l and has norm 1 in the space LAl(Bi)
or LAl(S). Corollary 4.3 implies(
x− a
πl
)j
ξBa(|π|l)(x) =
∞∑
n=0
an π
µn, lGn((x− ai)/π
l0), (4.7)
where an → 0 as n → ∞, |an| ≤ 1 for all n ≥ 0. And µn, l ≥
n
(q − 1)ql
+ l − 1 − logq n, by
Lemma 4.2. Also Corollary 4.2 implies∣∣∣∣
∫
Bi
πh[logq n]Gn((x− ai)/π
l0)dµ(x)
∣∣∣∣ ≤ ||µ||(Ch(Bi))∗ ≤ ||µ||(Ch(S))∗
since µ ∈ (Ch(S))∗ and Ch(Bi) ⊂ C
h(S). Therefore
v
(
anπ
µn, l
∫
Bi
Gn((x− ai)/π
l0)dµ(x)
)
≥
n
(q − 1)ql
− 1− logq n + l − C1 − (logq n)h (4.8)
where C1 does not depend on l. A little calculation on the minimum value of the function
m(x) = x
(q−1)ql
− (h + 1)(logq x) gives
n
(q−1)ql
− (h + 1)(logq n) ≥ C2 − l(h + 1), where the
constant C2 does not depend on l or n. Therefore the right side of (4.8) is greater than or
equal to C3− lh with C3 a constant not depending on l or n. Integrating the equation (4.7),
we get the required estimation. 
Now we are going to show that the converse of Proposition 4.2 is also true. Suppose µ is
an h-admissible measure on S.
For each fixed integer l which is sufficiently large, we have the finite disjoint decomposition
S =
⊔
0≤i≤r(l)
Bi(|π|
l)
where r(l) is a positive integer depending on l, and fix a point al,i inside each closed ball
Bi(|π|
l).
Let f ∈ Ch(S). For any a ∈ S, there exists a Bi(|π|
l) containing this element a. From
Theorem 4.1, the function f has a Taylor expansion on Bi(|π|
l):
f(x) = f(a) +Df(a)(x− a) + · · ·+Dhf(a)(x− a)
h + Λh(f ; x, a)(x− a)
h (4.9)
where Λh(f ; x, a) is continuous on Bi(|π|
l) × Bi(|π|
l) and limx→a Λh(f ; x, a) = 0. The Rie-
mann sum of f with respect to the h-admissible measure µ is defined by
Rl(f, µ, {al,i}) =
∑
0≤i≤r(l)
h∑
j=0
Djf(al,i)(χ(l, j, al,i; x), µ) (4.10)
Lemma 4.3 (Schikhof, Theorem 78.2 of [Sc]). Let h be any non-negative integer and f ∈
Ch(S). Then Djf ∈ C
h−j(S) and DiDjf =
(
i+j
i
)
Di+jf for 0 ≤ i, 0 ≤ j, and i+ j ≤ h.
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Lemma 4.4. The limit liml→∞Rl(f, µ, {al,i}) exists, and does not depend on the choices of
al,i ∈ Bi(|π|
l) for any l sufficiently large and 0 ≤ i ≤ r(l). And we define
∫
S
f(x)dµ(x) = lim
l→∞
Rl(f, µ, {al,i}). (4.11)
Proof. The proof here is similar to Vishik’s paper [Vi1], where the integral is with respect
to the h-th order Lipshitz functions instead of Ch-function. At first we prove the limit does
not depend on the choices of {al,i}0≤i≤r(l) if it exists. Let bl,i ∈ Bi(|π|
l) be another choice for
each l and i. Then
Rl(f, µ, {bl,i})
=
∑
0≤i≤r(l)
∑
0≤j≤h
Djf(bl,i)(χ(bl,i, l; j; x), µ(x))
=
∑
0≤i≤r(l)
∑
0≤j≤h
∑
0≤k≤j
(
j
k
)
Djf(bl,i)(al,i − bl,i)
j−k(χ(al,i, l; k; x), µ(x))
=
∑
0≤i≤r(l)
h∑
k=0
h−k∑
j=0
(
j + k
k
)
Dj+kf(bl,i)(al,i − bl,i)
j(χ(al,i, l; k; x), µ(x)).
But
h−k∑
j=0
(
j + k
k
)
Dj+kf(bl,i)(al,i − bl,i)
j = Dkf(al,i)− Λh(Dkf ; al,i, bl,i)(al,i − bl,i)
h−k
by making an appropriate substitution in (4.9) and applying Lemma 4.3, therefore
Rl(f, µ, {bl,i})
=Rl(f, µ, {al,i})−
r(l)∑
i=0
h∑
k=0
Λh(Dkf ; al,i, bl,i)(al,i − bl,i)
h−k(χ(al,i, l; k; x), µ(x)).
This proves lim
l→∞
(Rl(f, µ, {bl,i}) − Rl(f, µ, {al,i})) = 0, by the condition (4.5) on µ and
lim
l→∞
Λh(Dkf ; al,i, bl,i) = 0 for each k with 0 ≤ k ≤ h. Therefore the limit lim
l→∞
Rl(f, µ, {al,i}),
if it exists, does not depend on the choices of al,i ∈ Bi(|π|
l) for each i and l.
Now let m > l. Then Bi(|π|
l) can be decomposed disjointly into qm−l smaller balls for
each i:
Bi(|π|
l) =
⊔
s(i)∈I(l,m,i)
Bs(i)(|π|
m).
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Therefore
Rl(f, µ, {al,i})
=
r(l)∑
i=0
h∑
j=0
Djf(al,i)
∫
Bi(|π|l)
(x− al,i)
jdµ(x)
=
r(l)∑
i=0
h∑
j=0
Djf(al,i)
∑
s(i)∈I(l,m,i)
j∑
k=0
∫
Bs(i)(|π|m)
(
j
k
)
(am,s(i) − al,i)
j−k(x− am,s(i))
kdµ(x)
=
r(l)∑
i=0
∑
s(i)∈I(l,m,i)
h∑
k=0
h∑
j=k
(
j
k
)
Djf(al,i)(am,s(i) − al,i)
j−k
∫
Bs(i)(|π|m)
(x− am,s(i))
kdµ(x)
=
r(l)∑
i=0
∑
s(i)∈I(l,m,i)
h∑
k=0
(Dkf(am,s(i))− Λh(Dkf ; am,s(i), al,i))
∫
Bs(i)(|π|m)
(x− am,s(i))
kdµ(x).
Applying the definition of Riemann sum for h-admissible measures, we get
Rl(f, µ, {al,i})
=Rm(f, µ, {am,i})−
r(l)∑
i=0
∑
s(i)∈I(l,m,i)
h∑
k=0
Λh(Dkf ; am,s(i), al,i)(am,s(i) − al,i)
h−k
×
∫
Bs(i)(|π|m)
(x− am,s(i))
kdµ(x).
(4.12)
Let m = l + 1. We see from (4.12) that
|Rl(f, µ, {al,i})−Rl+1(f, µ, {al+1,i})| ≤ C · sup
k,i,s(i)
{|Λh(Dkf ; am,s(i), al,i)|},
where C is a constant. So for any ǫ > 0, there exists an integer N > 0 such that
|Rl(f, µ, {al,i})− Rl+1(f, µ, {al+1,i})| ≤ ǫ
for any l ≥ N . Therefore {Rl(f, µ, {al,i)}l is a Cauchy sequence in C∞. Thus the limit
lim
l→∞
Rl(f, µ, {al,i}) exists. 
From this lemma, an h-admissible measure µ on S extends to a linear functional on Ch(S).
Its extension on Ch(S) is still denoted by µ.
Corollary 4.4. An h-admissible measure µ satisfies∣∣∣∣
∫
B(|π|l)
(x− a)jdµ(x)
∣∣∣∣ ≤ C · |π|l(j−h)
for all j ≥ 0, and a ∈ B(|π|l) ⊂ S (where C is a constant not depending on B(|π|l)).
Proof. Apply the definition of Riemann sum for an h-admissible measure. 
Proposition 4.3. The extended functional µ on Ch(S) is continuous, so µ ∈ (Ch(S))∗.
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Proof. We need to prove µ is bounded. Let f ∈ Ch(S). In the proof of Lemma 4.4, take
ǫ = ||f ||h, then there exists a sufficiently large integer N , such that
|RN(f, µ, {aN,i})− Rl(f, µ, {al,i})| ≤ ||f ||h (4.13)
for any l ≥ N . Meanwhile,
RN(f, µ, {aN,i}) =
r(N)∑
i=0
h∑
j=0
Djf(aN,i)
∫
Bi(|π|N )
(x− aN,i)
jdµ(x).
From maxj, i{|Djf(aN,i)|} ≤ maxj{||Φjf ||∞} ≤ C1 · ||f ||h and the inequality (4.5) in the
definition of h-admissible measures, it is clear that |RN(f, µ, {aN,i})| ≤ C2 · ||f ||h. Therefore
|Rl(f, µ, {al,i})| ≤ C3 · ||f ||h from (4.13) for any l ≥ N . This implies∣∣∣∣
∫
S
f(x)dµ(x)
∣∣∣∣ ≤ C3 · ||f ||h,
thus µ is bounded as a functional on Ch(S). 
From all of the above discussion, we conclude
Theorem 4.4. The space of h-admissible measures on S is dual to the C∞-Banach space
(Ch(S), || · ||h).
5. Functions on Bruhat-Tits trees
In this section, we’ll recall Teitelbaum’s results [Te1] on the correspondence between the
space of cusp forms and the space of harmonic functions on the edges of the Bruhat-Tits
tree T . Let M be an abelian group and G an arithmetic subgroup of GL2(k). Recall that
T = (VT , ET ) is the Bruhat-Tits tree associated to the field k∞ with an orientation chosen
in Section 2. And ET = E
+
T ⊔ E
−
T with E
+
T the set of edges of positive orientation and E
−
T
the set of edges of negative orientation.
An M-valued function c on the set ET of edges of T is called harmonic if the following
two conditions are satisfied:
(1)
∑
e 7→v c(e) = 0 for any vertex v ∈ VT , where the sum is taken over all the oriented
edges with final vertex v;
(2) for each e ∈ ET , we have c(e) + c(e¯) = 0, where e¯ denotes the opposite edge of e.
For a positive integer n, let
V (n) = {F (X, Y ) ∈ C∞[X, Y ] : F is homogeneous of degree n− 1}.
There is a natural action of GL2(k∞) on V (n) given by
(γ · F )(X, Y ) = F (aX + bY, cX + dY )
for γ =
(
a b
c d
)
∈ GL2(k∞) and F ∈ V (n). We assume GL2(k∞) acts trivially on the field
C∞, and acts on V (−n) = HomC∞(V (n),C∞) by diagonal, that is,
(γ · λ)(F ) = λ(γ−1 · F ) for γ ∈ GL2(k∞), λ ∈ V (−n), and F ∈ V (n).
Suppose the arithmetic subgroup G acts on the Bruhat-Tits tree T , with the action
denoted by “⋆”. The space Char(G, n) of harmonic cocycles of weight n for G is defined to be
the space of G-invariant V (1−n)⊗det valued harmonic functions on ET . Here the notation
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“det” represents the determinantal representation of G, it twists the representation V (1−n)
(the group G acts on V (1− n)⊗ det by diagonal). Therefore c ∈ Char(G, n) if and only if
c(γ ⋆ e)(F (X, Y )) = det(γ) · c(e)(F (aX + bY, cX + dY )) (5.1)
for e ∈ ET , F ∈ V (n− 1), and γ as above. And the above condition on c is also equivalent
to
c(γ ⋆ e)(X iY n−2−i) = det(γ) · c(e)((aX + bY )i(cX + dY )(n−2−i)). (5.2)
Remark 5.1. As G is a subgroup of GL2(k) ⊂ GL2(k∞), it has an induced action on the
Bruhat-Tits tree T from the natural action of GL2(k∞) on k∞ ⊕ k∞. In the subsequent
content, we are also going to use an action “∗” defined by
for γ ∈ GL2(k∞) and v ∈ k∞ ⊕ k∞, γ ∗ v := (γ
−1)T · v
where “·” denotes the natural action.
To any oriented edge e ∈ ET , we associate with the set U(e) of ends of T which pass
through e. By using the bijection between the set of ends of T and P1(k∞) chosen in Section
2, we also denote the corresponding subset of P1(k∞) by U(e). Then U(e) is an open compact
subset of P1(k∞).
Example 5.1. For the edges e = Λ0Λ1, Λ1Λ0, Λ1Λ2 on the half line (2.6), we have
U(Λ0Λ1) = {x ∈ k∞ : |x| ≥ |π|
−1} ∪ {∞} = B∞(|π|
1),
U(Λ1Λ0) = {x ∈ k∞ : |x| ≤ |π|
0} = B0(|π|
0) = A∞,
U(Λ1Λ2) = {x ∈ k∞ : |x| ≥ |π|
−2} ∪ {∞} = B∞(|π|
2).
And more generally, for an integer m ≥ 0
U(ΛmΛm+1) = {x ∈ k∞ : |x| ≥ |π|
−(m+1)} ∪ {∞} = B∞(|π|
m+1),
U(Λm+1Λm) = {x ∈ k∞ : |x| ≤ |π|
−m} = B0(|π|
−m).
Example 5.2. Consider the edges on the half line:
◦ ◦ ◦ ◦
Λ0 Λ−1 Λ−2 Λ−m
(5.3)
where Λ−m is the equivalence class of the lattice = π
mA∞ ⊕ A∞ for each integer m ≥ 0.
Then
U(Λ−mΛ−(m+1)) = {x ∈ k∞ : |x| ≤ |π|
m+1} = B0(|π|
m+1),
U(Λ−(m+1)Λ−m) = {x ∈ k∞ : |x| ≥ |π|
m} ∪ {∞} = B∞(|π|
−m).
Example 5.3. In general, let Mj = [π
jv1, xv1 + v2] denote the equivalence class of lattice
generated by πjv1 and xv1 + v2 (the two vectors v1 = (1, 0)
T , v2 = (0, 1)
T are the standard
basis of V = k∞ ⊕ k∞) on the half line (2.5), where x =
∑∞
j=j0
cjπ
j ∈ k∞ and cj ∈ Fq, then
a little computation shows that
U(MjMj+1) ={y ∈ k∞ : |y − x| ≤ |π|
j+1} = Bx(|π|
j+1),
U(Mj+1Mj) ={y ∈ k∞ : |y − x| = |π|
j} ∪ {y ∈ k∞ : |y − x| = |π|
j−1}
∪ · · · ∪ {y ∈ k∞ : |y − x| = |π|
j0} ∪ {y ∈ k∞ : |y| ≥ |π|
j0−1} ∪ {∞}
={y ∈ k∞ : |y − x| ≥ |π|
j}.
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Notice that the set of ends of T is in bijection with P1(k∞), as explained in Section 2, we
conclude from the above examples that
Proposition 5.1. (1) For any j ∈ Z and any x ∈ k∞, we have
Bx(|π|
j) = U(Mj−1Mj), B∞(|π|
j) = U(Λj−1Λj),
where the notations are as in the Examples 5.1-5.3.
(2) For any e ∈ ET , we have P
1(k∞) = U(e) ⊔ U(e¯). And ∞ ∈ U(e) if and only if
e ∈ E+T .
For an integer n ≥ 2, a harmonic cocycle c ∈ Char(G, n) can be associated with a µc ∈
(P (n−2))∗ = HomC∞(P
(n−2),C∞) (the space P
(n) is defined in Definition 4.1) as follows.
Given an e ∈ ET and an integer i with 0 ≤ i ≤ n− 2, we define∫
U(e)
xidµc(x) = c(e)(X
iY n−2−i), (5.4)
and extend to P (n−2) by linearity. Proposition 5.1 assures µc ∈ (P
(n−2))∗.
Lemma 5.1 ([Te1]). For c ∈ Char(G, n), γ =
(
a b
c d
)
∈ G, e ∈ ET , and f a polynomial
of degree at most n− 2, the following holds.
(1) we have ∫
U(γ⋆e)
f(x)dµc(x) =
∫
U(e)
det(γ) · f(γx)(cx+ d)n−2dµc(x), (5.5)
where the action of G ⊂ GL2(k∞) on P
1(k∞) is given by γx = (ax+ b)/(cx+ d).
(2) ∫
P1(k∞)
f(x)dµc(x) = 0. (5.6)
(3) There exists a constant C > 0 such that for all 0 ≤ i ≤ n− 2,∣∣∣∣
∫
U(e)
(x− a)idµc(x)
∣∣∣∣ ≤ Cρ(e)i−(n−2)/2, (5.7)
where e ∈ E−T , a ∈ U(e), and ρ(e) = supx, y∈U(e) |x − y| is the diameter (or radius,
the same in ultra-metric analysis) of U(e).
Proof. See [Te1]. 
Let h be the smallest integer greater than or equal to (n− 2)/2.
By Proposition 5.1, every closed ball is of the form U(e) for some edge e of the tree
T , therefore the inequality (5.7) implies that the measure µc is h-admissible on any open
compact subset S of k∞. Hence the functions of C
h(S) are integrable against µc by Theorem
4.4. For B∞(|π|
m) = U(Λm−1Λm) = {x ∈ k∞ : |x| ≥ |π|
−m} ∪ {∞} where m is an integer,
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we can decompose it as
B∞(|π|
m)
=
( ⊔
m≤s≤l
{x ∈ k∞ : |x| = |π|
−s}
)⊔(
{x ∈ k∞ : |x| ≥ |π|
−(l+1)} ∪ {∞}
)
=

 ⊔
c∈Fq∗
⊔
m≤s≤l
Bcπ−s(|π|
−s+1)

⊔B∞(|π|l+1)
for l ≥ m a large integer, and define for an integer i > 0∫
B∞(|π|m)
x−idµc(x) = lim
l→∞
∑
c∈Fq∗
∑
m≤s≤l
∫
B
cpi−s
(|π|−s+1)
x−idµc(x). (5.8)
The limit of (5.8) exists because∣∣∣∣∣
∫
B
cpi−l
(|π|−l+1)
x−idµc(x)
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
B
cpi−l
(|π|−l+1)
(
1
cπ−l
)i(
1
1 + (x− cπ−l)/(cπ−l)
)i
dµc(x)
∣∣∣∣∣
≤ C · |π|l(i+(n−2)/2)
where C is a constant independent of the closed balls contained in P1(k∞), and we have the
estimate ∣∣∣∣
∫
B∞(|π|m)
x−idµc(x)
∣∣∣∣ ≤ C · (|π|m)(i+(n−2)/2) for i ≥ 0 (5.9)
where C is a constant independent of the closed balls contained in P1(k∞).
In Lemma 5.1, we take e = Λm−1Λm. Then e¯ = ΛmΛm−1 is the edge with opposite
orientation of that of e, and U(e) = B∞(|π|
m), U(e¯) = B0(|π|
−(m−1)). Therefore c(e)+c(e¯) =
0 implies ∣∣∣∣
∫
B∞(|π|m)
xidµc(x)
∣∣∣∣ =
∣∣∣∣
∫
B0(|π|−(m−1))
xidµc(x)
∣∣∣∣ ≤ C · (|π|m)−i+(n−2)/2 . (5.10)
Combine (5.9) and (5.10), we have
Proposition 5.2 ([Te1]). There exists a constant C such that for m ∈ Z and −∞ ≤ i ≤ n−2∣∣∣∣
∫
B∞(|π|m)
xidµc(x)
∣∣∣∣ ≤ C · (|π|m)−i+(n−2)/2 . (5.11)
Therefore by recalling Theorem 4.4 of Section 4, we have
Corollary 5.1. The map
Char(G, n) → (C
h(P1(k∞))
∗
c 7→ µc
injects Char(G, n) into (C
h(P1(k∞))
∗ as the subspace of h-admissible measures satisfying the
equations (5.5) and (5.6) for a polynomial f of degree at most n− 2.
Proof. As every closed ball of P1(k∞) is of the form U(e) for some e ∈ ET by Proposition
5.1, this is direct from the estimates (5.7) and (5.11). 
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Remark 5.2. Due to the inequality (5.10), not only we can integrate Ch functions on P1(k∞)
against µc, but also we can integrate those functions with a pole at∞ of order at most n−2.
More generally, if the integral
∫
U(e)
f(x)dµc(x) is defined for a C
h function f and an edge e
of T , then we can also formally define∫
U(e¯)
f(x)dµc(x) := −
∫
U(e)
f(x)dµc(x). (5.12)
We’ll always apply this convention in the subsequent discussion. Finally, we notice that
although µc is constructed as an element of (P
(n−2))∗ by definition, but we see that µc is
determined by its values on P (h).
Corollary 5.2. Equation (5.5) induces an action of G on Char(G, n), when viewed as a
subspace of (Ch(P1(k∞)))
∗:
γ · dµc(x) = det(γ)(cx+ d)
n−2dµc(x) for c ∈ Char(G, n) and γ =
(
a b
c d
)
. (5.13)
There is a natural relation between the Bruhat-Titts tree T and the Drinfeld’s upper
half plane Ω, which we will describe below, more exposition about it can be found in [GR].
The Bruhat-Tits tree T is in fact a pair of sets VT and ET with two maps o, t : ET → VT
designating the origin o(e) and the terminal t(e) of an element e of ET , and an orientation
given in Section 2. Let T (R) be the the realization of T consisting of a unit interval for every
edge (without considering orientation) of T which is glued at the extremities according to
the incidence relations of T . The set of vertices of T (R) is T (Z), which corresponds to VT .
An edge e of T (R) corresponds to some edge [L][L′], where L and L′ are A∞-lattices of
V = k∞ ⊕ k∞ satisfying πL
′ ⊂ L ⊂ L′ (which is the same as saying that d([L], [L′]) = 1 in
Section 2). Then every point P of e can be formally expressed as
P = (1− t)[L] + t[L′] for 0 ≤ t ≤ 1. (5.14)
We have defined an action γ · [L] for γ ∈ GL2(k∞) and L an A∞-lattice in Section 2, which
is induced from the ordinary action of GL2(k∞) on V = k∞ ⊕ k∞. There is another action
GL2(k∞) × VT → VT
(γ , [L]) 7→ γ ∗ [L] := (γT )−1 · [L] = [(γT )−1 · L]
(5.15)
which induces an action “∗” of GL2(k∞) on T (R).
To any lattice L of V , we associate a norm νL by
νL(v) = inf{|x| : x ∈ k∞, v ∈ xL}, for any v ∈ V . (5.16)
This is equivalent to saying that L is the unit ball with respect to νL. And for the point
P ∈ T (R) in (5.14), we define a norm νP by
νP (v) = max{νL(v), q
tνL′(v)}, for v ∈ V . (5.17)
Two norms ν1 and ν2 on V are said to be similar if there exists a real number C > 0 such
that ν2 = Cν1. Similarity of norms on V is an equivalence relation. The equivalence class
of ν is denoted by [ν]. It is easy to see that equivalent lattices correspond to similar norms,
and we have the well-defined notions [ν[L]] = [νL] and [νP ] according to (5.14)–(5.17).
Example 5.4. If we denote by L = A∞ ⊕A∞, and L
′ = πA∞ ⊕A∞, then for v = (a, b)
T ∈
V = k∞ ⊕ k∞,
νL(v) = max{|a|, |b|}, νL′(v) = max{q · |a|, |b|}.
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The group GL2(k∞) acts on the space of similarity classes of norms on V by
(γ · ν)(v) = ν(γT · v) (5.18)
for γ ∈ GL2(k∞), v ∈ V , and ν a norm on V (this induces an action γ · [ν]), where γ
T
denotes the transpose of the matrix γ.
Theorem 5.1 (Goldman-Iwahori, see [GR]). The association of a point P in T (R) with [νP ]
establishes a canonical GL2(k∞)-equivariant bijection between T (R) (with respect to the “∗”
action defined by the equation (5.15)) and the space of similarity classes of norms on V .
To any z ∈ Ω we also associate [νz ] of the norm νz on V by
νz((u, v)) := |uz + v| for u, v ∈ k∞. (5.19)
Due to Theorem 5.1, we can identify T (R) with the space of similarity classes of norms on
V . Therefore (5.19) gives the “building map”
λ : Ω → T (R)
z 7→ [νz].
The image of λ is T (Q).
Proposition 5.3 ([GR]). The building map λ is GL2(k∞)-equivariant, that is, it satisfies
λ(γz) = [νγz] = γ · [νz]
for any z ∈ Ω and any γ ∈ GL2(k∞).
Proof. This is a direct verification. Notice that the notion of the action of GL2(k∞) given
by (5.18) is a little different from [GR], the group GL2(k∞) always acts on the left in this
paper. 
Example 5.5. Let Λn be the equivalence class of the A∞-lattice Ln = π
−nA∞ ⊕ A∞ as in
Section 2.
(1) λ−1(Λn) = {z ∈ Ω : |z − cπ
n| = |πn| for all c ∈ Fq }.
(2) Let e˜n = ΛnΛn+1 ∈ T (R) be the edge with the two end points Λn and Λn+1, and en
the edge with the two end points removed. Then
λ−1(en) = {z ∈ Ω : |π
n+1| < |z| < |πn|},
λ−1(e˜n) =
{
z ∈ Ω :
|πn+1| ≤ |z| ≤ |πn|,
|z − cπn| ≥ |πn|, |z − cπn+1| ≥ |πn+1| for all c ∈ F∗q
}
.
These relations can be verified directly from the definition of the building map λ. A natural
way to understand them is by considering some analytic reduction of Ω to a locally finite
scheme over Fq, which gives rise to the Bruhat-Tits tree T , as in [GR].
Now we identify T with its realization T (R) and let en be as in Example 5.5. Let e ∈ ET
with the two endpoints removed and D(e) = λ−1(e). Then
D := D(e0) = {z ∈ Ω : |π| < |z| < 1}
is a fundamental region of Ω. Since e˜0 = Λ0Λ1 is a fundamental domain of the action of
GL2(k∞)
+ on T as explained in Section 2, we have
e = γ ∗ e0 = (γ
−1)T · e0 (5.20)
24 ZIFENG YANG
and there is an isomorphism
D → D(e)
v 7→ z = γv
(5.21)
given by an element γ ∈ GL2(k∞)
+, from Theorem 5.1 and Proposition 5.3. Then any rigid
differential form fdz on D(e) can be expressed by∑
i∈Z
aiv
idv. (5.22)
We have the following definitions with respect to rigid differential forms (see [Te1]).
• Define Resefdz := a−1, where a−1 is the coefficient of v
−1dv in the equation (5.22).
Here e ∈ ET is an oriented edge which is related to e0 by (5.20).
• Suppose f is a modular form of weight n for an arithmetic subgroup G ⊂ GL2(k).
Then define a harmonic cocycle Res(f) of weight n by
Res(f)(e)(X iY n−2−i) := Rese z
if(z)dz. (5.23)
In the above definitions and the discussions throughout the rest of this paper, we will not
distinguish an edge with the end points or without the end points, since the results will be
the same. It can be verified that Res(f) is harmonic and G-equivariant (note that we need
to use the action “∗” of G on T defined in (5.15) for Res(f) to be G-equivariant).
Theorem 5.2 (Teitelbaum, [Te1]). Let c ∈ Char(G, n) be a harmonic cocycle of weight n ≥ 2
for the arithmetic group G, and let µc be the associated measure. Define f by the integral
f(z) =
∫
P1(k∞)
1
z − x
dµc(x).
Then f is a rigid analytic cusp form for G of weight n and Res(f) = c. Moreover, let e ∈ E−T
(thus ∞ 6∈ U(e)) and a be a center of U(e). Then for all m ∈ Z, we have
Rese(z − a)
mf(z)dz =
∫
U(e)
(x− a)mdµc(x). (5.24)
Remark 5.3. In the equation (5.24) of Theorem 5.2, the integral
∫
U(e)
(x − a)mdµc(x) is
certainly well defined for all m ≥ 0, because ∞ 6∈ U(e) and so (x − a)m is an analytic
function on U(e) when m ≥ 0. For m < 0, the function (x − a)m has a pole at the point
a ∈ U(e), therefore the integral can not be defined directly. But the function (x − a)m is
analytic on U(e¯), thus we set∫
U(e)
(x− a)mdµc(x) := −
∫
U(e¯)
(x− a)mdµc(x)
as Remark 5.2 explains.
Theorem 5.3 (Teitelbaum, [Te1]). Let G be an arithmetic subgroup of GL2(k), and let
Sn(G) denote the space of rigid cusp forms of weitht n ≥ 2 for G. Then the maps
Res : Sn(G)→ Char(G, n)
and
ι : Char(G, n) → Sn(G)
c 7→
∫
P1(k∞)
1
z−x
dµc(x)
are mutually inverse isomorphisms.
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The set U1 = {x ∈ k∞ : |x− 1| < 1} of 1-units of k∞ can be given as
U1 = U(M0M1)
whereM0M1 is the edge with initial vertexM0 = [v1,v2] and terminal vertexM1 = [πv1,v1+
v2], as explained in Example 5.3. For G = Γ = GL2(A) and f ∈ Sn(Γ), an analogue of L-
functions of classical cusp forms is Lf (s) : Zp → C∞ given by (see [Go5])
Lf (s) =
∫
U1
xs
dµf(x)
x
=
∫
U(M0M1)
xs−1dµf(x) (5.25)
where µf is the measure associated to the cocycle ι
−1(f) under the correspondence of Theo-
rem 5.3. In general, let G be an arithmetic subgroup of GL2(k) and f ∈ Sn(G) with n ≥ 2.
Then for an edge e of T , we define
L(f ; e; j) =
∫
U(e)
xj−1dµf(x) for j ∈ Z (5.26)
In the case when the edge e = M0M1, the function L(f ; e; j) : Z → C∞ in the variable j
can be extended to the function L(f ; e; s) for s ∈ Zp by continuity, which is the L-function
Lf (s) defined in (5.25).
6. The measure associated to the Drinfeld discriminant
Example 3.4 explains how we get the Drinfeld discriminant ∆. In this section, we will
compute Char(Γ, q
2 − 1), hence will get the measure associated to the Drinfeld discriminant
∆.
Theorem 6.1 (Goss, [Go1]). The dimension of the space of cusp forms of weight m =
m0(q − 1) and type 0 of the arithmetic subgroup Γ is [m0/(q + 1)]. The dimension of the
space of all Drinfeld modular forms of weight m = m0(q − 1) and type 0 of the arithmetic
subgroup Γ is [m0/(q + 1)] + 1.
By the above theorem and Theorem 5.3, we see that Char(Γ, q
2 − 1), as well as Sq2−1(Γ),
is a one dimensional vector space over C∞. The space Sq2−1(Γ) of cusp forms is generated
by the Drinfeld discriminant ∆. Let c∆ = Res(∆) be the harmonic cocycle in Theorem 5.3.
Then c∆ is a basis of Char(Γ, q
2 − 1). We can calculate c∆ by
c∆(e)(X
iY q
2−3−i) = Resez
i∆(z)dz
for 0 ≤ i ≤ q2 − 3 from the definition (5.23) of harmonic cocycles coming from modular
forms. Since the harmonic cocycle associated to ∆ is Γ-invariant and the half line (2.1)
consisting of Λm (m ≥ 0) is the fundamental domain of Γ\T , the values Resemz
i∆(z)dz (for
0 ≤ i ≤ q2 − 3) determine c∆, where em is the oriented edge ΛmΛm+1.
At first, we are going to calculate Rese0z
i∆(z)dz, the residue of zi∆(z)dz over the region
D = λ−1(e0) = {z ∈ Ω : |π| < |z| < 1}. As ∆(z) = (T
q2−T )Eq2−1(z)+(T
q−T )qEq−1(z)
q+1,
we will expand (Eq−1(z))
q+1 and Eq2−1(z) on the region D in the following.
Eq−1(z) =
∑
(0,0)6=(c,d)∈A2
1
(cz + d)q−1
=
∑
1
1
(cz + d)q−1
+
∑
2
1
(cz + d)q−1
(6.1)
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where
∑
1
is taken over all (c, d) ∈ A2 such that d 6= 0 and deg(d) ≥ deg(c), and
∑
2
is taken
over all (c, d) ∈ A2 such that c 6= 0 and deg(c) ≥ deg(d) + 1. Here we set deg(0) = −∞ by
convention. We’ll compute
∑
1
and
∑
2
separately.
S1 :=
∑
1
1
(cz + d)q−1
=
∑
1
(
1
1 + c
d
z
)q−1
·
1
dq−1
=
∑
1
1
dq−1
(∑
i≥0
( c
d
)i
zi
)q−1
=
∑
1
1
dq−1
(
1−
c
d
z +
( c
d
)q
zq −
( c
d
)q+1
zq+1 +
( c
d
)2q
z2q −
( c
d
)2q+1
z2q+1 + · · ·
)
(6.2)
where we have applied the identity in the following lemma.
Lemma 6.1. For B ∈ C∞, we have(∑
i≥0
Bizi
)q−1
= 1−Bz +Bqzq − Bq+1zq+1 +B2qz2q − B2q+1z2q+1 + · · ·
Proof. We directly verify that(∑
i≥0
Bizi
)q
=
(∑
i≥0
Bizi
)(
1− Bz +Bqzq − Bq+1zq+1 +B2qz2q − B2q+1z2q+1 + · · ·
)
and get the identity in the lemma. 
And also for the sum
∑
2
,
S2 :=
∑
2
1
(cz + d)q−1
=
∑
2
1
(cz)q−1
(
1
1− d
cz
)q−1
=
∑
2
1
(cz)q−1
(∑
i≥0
(
d
c
)i
1
zi
)q−1
=
∑
2
1
(cz)q−1
(
1−
d
c
1
z
+
(
d
c
)q
1
zq
−
(
d
c
)q+1
1
zq+1
+
(
d
c
)2q
1
z2q
−
(
d
c
)2q+1
1
z2q+1
+ · · ·
)
(6.3)
In the summation (6.2), we notice that
• the condition deg(d) ≥ deg(c) for
∑
1
ensures that d 6= 0, since otherwise deg(c) ≤
deg(d) = −∞ implies c = 0;
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• the summation can be taken term by term inside the parenthesis; and we have∑
1
1
dq−1
( c
d
)n
zn =
∑
(c, d)∈A2
deg(c)≤deg(d)
1
dq−1
( c
d
)n
zn = 0 if (q − 1) 6 |n,
since we can pull out the leading coefficients of d ∈ A = Fq[T ] in the terms of a fixed
degree of d and sum these terms up.
Therefore the summation S1 in (6.2) equals∑
(c, d)∈A2
deg(d)≥deg(c)
1
dq−1
(
1 +
( c
d
)(q−1)q
z(q−1)q +
( c
d
)2(q−1)q
z2(q−1)q + · · ·
−
( c
d
)(q−1)2
z(q−1)
2
−
( c
d
)(2q−1)(q−1)
z(2q−1)(q−1) −
( c
d
)(3q−1)(q−1)
z(3q−1)(q−1) − · · ·
)
(6.4)
where the terms with negative sign occur because we need to solve out the equations
mq + 1 = n(q − 1)
as {
m = −1 + t(q − 1),
n = −1 + tq,
for t ≥ 1.
In the same way, we notice that in summation (6.3)
• c can not be equal to 0, otherwise deg(d) ≤ deg(c)− 1 = −∞ implies d = 0,
• we can take the summation term by term inside the parenthesis, and∑
2
1
cq−1
(
d
c
)n
1
zn+q−1
=
∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1
(
d
c
)n
1
zn+q−1
= 0 if (q − 1) 6 |n,
for example, the first term is∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1zq−1
=
∑
(c, d)∈A2
deg(c)=0, d=0
1
cq−1zq−1
= −
1
zq−1
.
Therefore the summation S2 in (6.3) equals
∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1zq−1
(
1 +
(
d
c
)(q−1)q
1
z(q−1)q
+
(
d
c
)2(q−1)q
1
z2(q−1)q
+ · · ·
−
(
d
c
)
(q−1)2 1
z(q−1)2
−
(
d
c
)(2q−1)(q−1)
1
z(2q−1)(q−1)
−
(
d
c
)(3q−1)(q−1)
1
z(3q−1)(q−1)
− · · ·
)
.
(6.5)
Hence we get the Laurent series expansion of Eq−1(z):
Eq−1(z) = S1 + S2
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which is the summation of (6.4) and (6.5). In the equation (3.10) for ∆(z), the part with
Eq2−1(z) doesn’t contribute to the residue of z
i∆(z)dz on the region D = {z ∈ Ω : |π| <
|z| < 1} for 0 ≤ i ≤ q2 − 3, since
Eq2−1(z) =
∑
(0,0)6=(c, d)∈A2
1
(cz + d)q2−1
,
and the residue of zidz/(cz + d)q
2−1 is 0 as long as 0 ≤ i ≤ q2 − 3. Therefore we need only
compute the coefficient of dz/z in (T q − T )qEq−1(z)
q+1zidz. So consider
Eq−1(z)
q+1 = (S1 + S2)
q+1 = Sq+11 + S
q
1S2 + S
q
2S1 + S
q+1
2 . (6.6)
It is clear that the terms Sq+11 and S
q+1
2 in (6.6) don’t contribute to the wanted residues.
Hence we need only compute the expansions of Sq1S2 and S
q
2S1. As
Sq1S2 =

 ∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)q
(
∞∑
i=0
( c
d
)i(q−1)q2
zi(q−1)q
2
−
∞∑
j=1
( c
d
)(jq−1)(q−1)q
z(jq−1)(q−1)q
) ·

 ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1zq−1
(
∞∑
s=0
(
d
c
)s(q−1)q
1
zs(q−1)q
−
∞∑
t=1
(
d
c
)(tq−1)(q−1)
1
z(tq−1)(q−1)
) ,
(6.7)
we consider all possible powers (1/z)m for m ∈ Z in the above expansion:
(1). for 1 ≤ m = −i(q−1)q2+s(q−1)q+q−1 ≤ q2−2 with i ≥ 0 and s ≥ 0, then the only
solution for m is m = q− 1 when s = iq for i ≥ 0; in general, m = (q− 1) + l(q− 1)q
for l ∈ Z;
(2). for 1 ≤ m = −i(q − 1)q2 + (tq − 1)(q − 1) + q − 1 ≤ q2 − 2 with i ≥ 0 and t ≥ 1,
then the only solution for m is m = (q − 1)q when t = iq + 1 for i ≥ 0; in general,
m = l(q − 1)q for l ∈ Z;
(3). for 1 ≤ m = −(jq − 1)(q − 1)q + s(q − 1)q + q − 1 ≤ q2 − 2 with j ≥ 1 and s ≥ 0,
then the only solution for m is m = q − 1 when s = jq − 1 for j ≥ 1; in general,
m = (q − 1) + l(q − 1)q for l ∈ Z;
(4). for 1 ≤ m = −(jq − 1)(q − 1)q + (tq − 1)(q − 1) + q − 1 ≤ q2 − 2 with j ≥ 1 and
t ≥ 1, then the only solution for m is m = (q− 1)q when t = jq for j ≥ 1; in general,
m = l(q − 1)q for l ∈ Z.
Therefore we get from (6.7)
Sq1S2 =
Υ10
zq−1
+
Ξ11
z(q−1)q
+
∑
06=i∈Z
Υ1i
zq−1+i(q−1)q
+
∑
16=j∈Z
Ξ1j
zj(q−1)q
. (6.8)
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where
Υ10 =
∞∑
i=0
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)q
( c
d
)i(q−1)q2 )
·
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1
(
d
c
)i(q−1)q2 )
−
∞∑
j=1
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)q
( c
d
)(jq−1)(q−1)q )
·
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1
(
d
c
)(jq−1)(q−1)q )
,
Ξ11 =−
∞∑
i=0
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)q
( c
d
)i(q−1)q2 )
·
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1
(
d
c
)((iq+1)q−1)(q−1))
+
∞∑
j=1
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)q
( c
d
)(jq−1)(q−1)q )
·
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
cq−1
(
d
c
)(jq2−1)(q−1))
.
We compute the expansion of Sq2S1 in the same way. In the following expansion of
Sq2S1
=
∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
c(q−1)qz(q−1)q
(
∞∑
s=0
(
d
c
)s(q−1)q2
1
zs(q−1)q2
−
∞∑
t=1
(
d
c
)(tq−1)(q−1)q
1
z(tq−1)(q−1)q
)
·
∑
(c, d)∈A2
deg(d)≥deg(c)
1
d(q−1)
(
∞∑
i=0
( c
d
)i(q−1)q
zi(q−1)q −
∞∑
j=1
( c
d
)(jq−1)(q−1)
z(jq−1)(q−1)
)
, (6.9)
we find all possible powers (1/z)m for m ∈ Z:
(1). for 1 ≤ m = s(q− 1)q2 + (q− 1)q− i(q− 1)q ≤ q2− 2 with i ≥ 0 and s ≥ 0, the only
solution is m = (q − 1)q when i = sq for s ≥ 0; in general, m = l(q − 1)q for l ∈ Z;
(2). for 1 ≤ m = s(q−1)q2+(q−1)q− (jq−1)(q−1) ≤ q2−2 with j ≥ 1 and s ≥ 0, the
only solution ism = q−1 when j = sq−1 for s ≥ 1; in general, m = (q−1)+l(q−1)q
for l ∈ Z;
(3). for 1 ≤ m = (tq− 1)(q− 1)q+ (q− 1)q− i(q− 1)q ≤ q2− 2 with i ≥ 0 and t ≥ 1, the
only solution is m = (q− 1)q when i = tq− 1 for t ≥ 1; in general, m = l(q − 1)q for
l ∈ Z;
(4). for 1 ≤ m = (tq−1)(q−1)q+(q−1)q− (jq−1)(q−1) ≤ q2−2 with j ≥ 1 and t ≥ 1,
the only solution ism = q−1 when j = tq for t ≥ 1; in general, m = (q−1)+l(q−1)q
for l ∈ Z.
Therefore we get from (6.9)
Sq2S1 =
Υ20
zq−1
+
Ξ21
z(q−1)q
+
∑
06=i∈Z
Υ2i
zq−1+i(q−1)q
+
∑
16=j∈Z
Ξ2j
zj(q−1)q
. (6.10)
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where
Υ20 =−
∞∑
s=1
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
c(q−1)q
(
d
c
)s(q−1)q2 )
·
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
dq−1
( c
d
)((sq−1)q−1)(q−1))
+
∞∑
t=1
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
c(q−1)q
(
d
c
)(tq−1)(q−1)q )
·
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
dq−1
( c
d
)(tq2−1)(q−1))
,
Ξ21 =
∞∑
s=0
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
c(q−1)q
(
d
c
)s(q−1)q2 )
·
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
dq−1
( c
d
)s(q−1)q2 )
−
∞∑
t=1
( ∑
(c, d)∈A2
deg(c)≥deg(d)+1
1
c(q−1)q
(
d
c
)(tq−1)(q−1)q )
·
( ∑
(c, d)∈A2
deg(d)≥deg(c)
1
dq−1
( c
d
)(tq−1)(q−1)q )
.
Hence we have the expansion on D = {z ∈ Ω : |π| < |z| < 1} from (6.8) and (6.10)
∆(z) =
Υ0
zq−1
+
Ξ1
z(q−1)q
+
∑
m≥0
∗ · zm +
∑
m≤−(q2−2)
∗ · zm, (6.11)
Υ0 = (T
q − T )q (Υ10 +Υ20) , (6.12)
Ξ1 = (T
q − T )q (Ξ11 + Ξ21) . (6.13)
Let µ∆ be the measure associated to the Drinfeld discriminant ∆(z), which is by definition,
the measure associated to the harmonic cocycle c∆ given in equation (5.4). Then for 0 ≤
i ≤ q2 − 3, ∫
U(e0)
xidµ∆(x) = c∆(e)(X
iY q
2−3−i) = Rese0z
i∆(z)dz
=Rese0
(
Υ0
zidz
zq−1
+ Ξ1
zidz
z(q−1)q
)
where U(e0) = U(Λ0Λ1) = {x ∈ k∞ : |x| ≥ |π|
−1} ∪ {∞} = B∞(|π|
1) is given in Example
5.1. From the above discussion, we get
Lemma 6.2. For 0 ≤ i ≤ q2 − 3, we have the integral values of xi over U(e0) against µ∆:
(1)
∫
U(e0)
xidµ∆(x) = 0 if i 6= q − 2, q
2 − q − 1;
(2)
∫
U(e0)
xq−2dµ∆(x) = Υ0;
(3)
∫
U(e0)
xq
2−q−1dµ∆(x) = Ξ1.
Lemma 6.3. Ξ1 = 0.
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Proof. We consider the edges around the vertex Λ0 of the Bruhat-Tits tree T :
◦[πv1, bv1+v2]
◦
e−1 //
Λ−1
// ◦

eb,0
e0 //
Λ0
◦ //
Λ1OO
(6.14)
where the notations are as in Section 2, and b ∈ Fq
∗. Under the correspondence (2.4), the
vertex [πv1, bv1+v2] corresponds to the matrix
(
π b
0 1
)
and Λ−1 corresponds to the matrix(
π 0
0 1
)
. Let γb =
(
1 b
0 1
)
for b ∈ Fq
∗, and δ =
(
0 1
1 0
)
. Then (γ−1b )
T =
(
1 0
−b 1
)
.
The matrices γb and δ fix the vertex Λ0 under the “∗” action. And by performing column
operations, we see that
δ ∗ Λ1 =
(
0 1
1 0
)(
π−1 0
0 1
)
=
(
0 1
π−1 1
)
∼
(
π 0
0 1
)
= Λ−1,
γb ∗ Λ1 =
(
1 0
−b 1
)(
π−1 0
0 1
)
=
(
π−1 0
−bπ−1 1
)
∼
(
π −b−1
0 1
)
= [πv1, −b
−1v1 + v2],
where the notion ∼ denotes that two matrices are in the same class in the quotient space
GL2(k∞)/(k
∗
∞ · GL2(A∞)). Hence eb,0 = γ−b−1 ∗ e0 and e−1 = δ ∗ e0, where e denotes the
edge with opposite orientation of e.
By the definitions in Section 5, we have for an edge e = γ ∗ e0 with γ =
(
a b
c d
)
∈
GL2(k∞)
+ and 0 ≤ i ≤ q2 − 3,∫
U(e)
xidµ∆(x) = c∆(e)(X
iY q
2−3−i)
= Resez
i∆(z)dz
= Rese0(γz)
i∆(γz)dγz
=
∫
U(e0)
det(γ)(ax+ b)i(cx+ d)q
2−3−idµ∆(x).
Therefore for 0 ≤ j ≤ q2 − 3,∫
U(γb∗e0)
xjdµ∆(x) =
∫
U(e0)
(x+ b)jdµ∆(x),∫
U(e−1)
xjdµ∆(x) = −
∫
U(δ∗e0)
xjdµ∆(x) =
∫
U(e0)
xq
2−3−jdµ∆(x).
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Hence from ∑
b∈Fq
∗
∫
U(γb∗e0)
xjdµ∆(x) +
∫
U(e0)
xjdµ∆(x)−
∫
U(e−1)
xjdµ∆(x)
=
∑
b∈Fq∗
∫
U(γ
−b−1∗e0)
xjdµ∆(x) +
∫
U(e0)
xjdµ∆(x)−
∫
U(e−1)
xjdµ∆(x)
=−

∑
b∈Fq
∗
∫
U(eb,0)
xjdµ∆(x) +
∫
U(e0)
xjdµ∆(x) +
∫
U(e−1)
xjdµ∆(x)


=0,
we get ∫
U(e0)
xq
2−3−jdµ∆(x) =
∑
b∈Fq∗
∫
U(e0)
(x+ b)jdµ∆(x) +
∫
U(e0)
xjdµ∆(x).
We plug in j = q − 2 in the above equation and apply (1) of Lemma 6.2, then get∫
U(e0)
xq
2−q−1dµ∆(x) = 0,
therefore Ξ1 = 0. 
Recall that the Λn (n ≥ 0) are the vertices of the half line (2.6), and en = ΛnΛn+1 is the
oriented edge with origin Λn and terminal Λn+1.
Theorem 6.2. The measure µ∆ on P
1(k∞) associated to the Drinfeld discriminant ∆(z)
is h-admissible with h being the smallest integer greater than or equal to (q2 − 3)/2, and is
completely determined by the following values:
(1)
∫
U(e0)
xjdµ∆(x) =
{
0, if 0 ≤ j ≤ q2 − 3, j 6= q − 2,
Υ0, if j = q − 2.
(2)
∫
U(en)
xjdµ∆(x) = 0, for 0 ≤ j ≤ q
2 − 3 and any n ≥ 1.
Proof. That the measure µ∆ is h-admissible follows from Corollary 5.1 directly.
Since the fundamental domain of Γ\T is the half line (2.1) consisting of Λn (n ≥ 0) (for
both the ordinary action and the action “∗”) and the measure µ∆ satisfies the equation (5.5),
µ∆ is determined by the values
∫
U(en)
xjdµ∆(x) for 0 ≤ j ≤ q
2 − 3 and all integers n ≥ 0.
From Proposition 2.1, we know that under the ordinary action, the group
Γn =
{(
a b
0 d
)
: a, d ∈ Fq
∗, b ∈ Fq[T ], degT (b) ≤ n
}
, n ≥ 1
fixes the edge ΛnΛn+1, and acts transitively on the set of edges with origin Λn but distinct
from the edge ΛnΛn+1. In fact, the element γb =
(
1 b
0 1
)
for b = βT n with β ∈ Fq fixes Λn
and Λn+1 and takes Λn−1 to the vertex [π
−(n−1)v1, βπ
−nv1 + v2], since Λn−1 is represented
CHARACTERISTIC p VALUED MEASURE 33
by the lattice Ln−1 = A∞⊕π
n−1A∞ ∼ π
−(n−1)A∞⊕A∞, which is represented by the matrix(
1 0
0 πn−1
)
, and
(
1 βT n
0 1
)(
1 0
0 πn−1
)
=
(
1 βT
0 πn−1
)
∼
(
π−(n−1) βπ−n
0 1
)
where the notion ‘∼’ means that the two matrices are the same in GL2(k∞)/(k
∗
∞ ·GL2(A∞))
as before, thus they represent the same vertex of the Bruhat-Tits tree T in terms of the
correspondence (2.2).
Conclusion (1) of this theorem comes from Lemma 6.2 and Lemma 6.3 directly.
For conclusion (2), we consider the case n = 1 at first. The q + 1 edges with terminal
vertex Λ1 are eb,1 (for b = βT and β ∈ Fq) and e1, as illustrated in the following diagram:
◦
eb,1

[v1, bv1+v2]
◦
e0 //
Λ0
◦
e1 //
Λ1
◦
e2 //
Λ2
◦ //
Λ3OO
where the origin vertex of eb,1 is
(γ−1b )
T ∗
(
1 0
0 1
)
=
(
1 βT
0 1
)
·
(
1 0
0 1
)
∼
(
1 βπ−1
0 1
)
∼
(
1 b
0 1
)
.
Therefore ∫
U(e1)
xjdµ∆(x)
=
∑
b∈T ·Fq∗
∫
U(eb,1)
xjdµ∆(x) +
∫
U(e0)
xjdµ∆(x)
=
∑
b∈T ·Fq∗
∫
U((γ−1
b
)T ∗e0)
xjdµ∆(x) +
∫
U(e0)
xjdµ∆(x)
=
∑
b∈T ·Fq
∗
∫
U(e0)
xj(−bx+ 1)q
2−3−jdµ∆(x) +
∫
U(e0)
xjdµ∆(x)
=
q2−3−j∑
i=0
(
q2 − 3− j
i
) ∑
b∈T ·Fq∗
(−b)i
∫
U(e0)
xi+jdµ∆(x) +
∫
U(e0)
xjdµ∆(x). (6.15)
In the expression (6.15), the integral of the first term is equal to 0 unless i+ j = q− 2, thus∫
U(e1)
xjdµ∆(x) = 0 if j > q − 2 by Lemma 6.2 and 6.3. For j ≤ q − 2, we get from (6.15)
that∫
U(e1)
xjdµ∆(x) =
(
q2 − 3− j
q − 2− j
) ∑
b∈T ·Fq
∗
(−b)q−2−j
∫
U(e0)
xq−2dµ∆(x) +
∫
U(e0)
xjdµ∆(x).
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The summation
∑
b∈T ·Fq∗
(−b)q−2−j = 0 unless j = q − 2, so it is clear that the integral∫
U(e1)
xjdµ∆(x) is equal to 0 for j < q − 2, because the integral
∫
U(e0)
xjdµ∆(x) is also equal
to 0 in this case. And for j = q − 2, we have∫
U(e1)
xq−2dµ∆(x) =
(
q2 − q − 1
0
) ∑
b∈T ·Fq
∗
1 ·
∫
U(e0)
xq−2dµ∆(x) +
∫
U(e0)
xq−2dµ∆(x)
= 0.
Therefore we have showed that ∫
U(e1)
xjdµ∆(x) = 0
for 0 ≤ j ≤ q2 − 3.
For n > 1, we can show in a similar way that
∫
U(en)
xjdµ∆(x) = 0 for 0 ≤ j ≤ q
2 − 3 by
induction on n. 
Corollary 6.1. Υ0 6= 0.
Proof. Suppose Υ0 = 0. Then
∫
U(e0)
xjdµ∆(x) = 0 for all integers j between 0 and q
2 − 3,
thus we can show in the same way as the proof of Theorem 6.2 that
∫
U(en)
xjdµ∆(x) = 0 for
all integers n ≥ 0 and 0 ≤ j ≤ q2 − 3, which implies that
∫
U(e)
xjdµ∆(x) = 0 for all edges e
of the Bruhat-Tits tree T . Therefore the harmonic cocycle c∆ = 0, and then ∆(z) = 0 by
Theorem 5.3, which is absurd. 
Corollary 6.2. For any edge e of the Bruhat-Tits tree T and 0 ≤ j ≤ q2 − 3, we have∫
U(e)
xjdµ∆(x) = r(e, j) ·Υ0
where r(e, j) ∈ A.
Proof. The edge e can be obtained as e = γ ∗ en for some integer n ≥ 0 and some γ =(
a b
c d
)
∈ Γ. Hence∫
U(e)
xjdµ∆(x) =
∫
U(γ∗en)
xjdµ∆(x)
=
∫
U(en)
det(γ)(ax+ b)j(cx+ d)q
2−3−jdµ∆(x). (6.16)
In the integral of (6.16), the integrand is a polynomial with coefficients in A, therefore the
integral
∫
U(e)
xjdµ∆(x) is 0 if n 6= 0. And if n = 0, the integral
∫
U(e)
xjdµ∆(x) is equal to
r(e, j) ·
∫
U(e0)
xq−2dµ∆(x) = r(e, j) ·Υ0 for some r(e, j) ∈ A. 
7. Complements
In Theorem 6.2, we have determined the integrals
∫
U(e0)
xjdµ∆(x) for 0 ≤ j ≤ q
2 − 3 and
we can see what the values
∫
U(e)
xjdµ∆(x) look like in Corollary 6.2 for a general edge e of
T and 0 ≤ j ≤ q2 − 3. In general, we set
L(∆; e; j) =
∫
U(e)
xj−1dµ∆(x) for e ∈ ET and j ∈ Z (7.1)
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as given in the equation (5.26). Since δ =
(
0 1
1 0
)
∈ Γ, we have the following equation for
these values:
L(∆; δ ∗ e; j) = −L(∆; e, q2 − 1− j) for e ∈ ET and j ∈ Z. (7.2)
When the edge e is e1,0 in (6.14), the corresponding U(e1,0) is the set U1 of 1-units of k∞,
so L(∆; e1,0; j) can be extended to L(∆; e1,0; s) for s ∈ Zp, which is L∆(s) in terms of the
notations in (5.25), and (7.2) becomes the functional equation
L∆(s) = −L∆(q
2 − 1− s) (7.3)
as pointed out by D. Goss in [Go5]. About the measure associated to the Drinfeld discrimi-
nant ∆, it is also interesting to see what the values L∆(j) might be for j ≥ 1.
As a special case of integrals of functions in Ch(P1(k∞)) against the measure µ∆ (see
Corollary 5.1 and Theorem 5.3), the values L(∆; e; j) for j ≥ q2 − 1 or j ≤ 0 are obtained
through a limit process by those for 1 ≤ j ≤ q2 − 2, but they can also be calculated by
applying the equation (5.24) in terms of the residues. At first, we will consider L(∆; e0; j+1)
=
∫
U(e0)
xjdµ∆(x) by expanding the Drinfeld discriminant ∆(z) over the region λ
−1(e0) =
{z ∈ Ω : |π| < |z| < 1} better than the equation (6.11), where the terms with zm for m ≥ 0
or m ≤ −(q2 − 2) are omitted.
In the equation (6.6), we’ve already calculated Sq1S2 in (6.8) and S
q
2S1 in (6.10). And we
do similar calculations to get
Sq+11 =
∞∑
l=0
∗ · zl(q−1)q +
∞∑
l=1
∗ · z−(q−1)+l(q−1)q , (7.4)
Sq+12 =
∞∑
l=1
∗
zq−1+l(q−1)q
+
∞∑
l=2
∗
zl(q−1)q
. (7.5)
Therefore we get from (6.8), (6.10), (7.4), and (7.5) that
(T q − T )qEq−1(z)
q+1 =
Υ0
zq−1
+
Ξ1
z(q−1)q
+
∑
06=l∈Z
∗
zq−1+l(q−1)q
+
∑
16=l∈Z
∗
zl(q−1)q
.
We also expand Eq2−1(z) over the region λ
−1(e0) as:
Eq2−1(z) =
∑
l∈Z
∗
zl(q−1)q2
+
∑
l∈Z
∗
z(q−1)+(q−1)q+l(q−1)q2
.
Therefore we get the expansion of ∆(z) over λ−1(e0):
∆(z) = (T q
2
− T )Eq2−1(z) + (T
q − T )qEq−1(z)
q+1
=
∑
i∈Z
Υi
zq−1+i(q−1)q
+
∑
i∈Z
Ξi
zi(q−1)q
(7.6)
where Υ0 and Ξ1 are given in (6.12) and (6.13), respectively.
Proposition 7.1. (1) We have
L(∆; e0; j) =


Υi, if j = q − 1 + i(q − 1)q with i ∈ Z,
Ξi, if j = i(q − 1)q with i ∈ Z,
0, if j 6= q − 1 + i(q − 1)q, i(q − 1)q with i ∈ Z.
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(2) For an integer m ≥ 0, we have
L∆(m+ 1) =
∑
0≤q−2+i(q−1)q≤m
(−1)m−(q−2+i(q−1)q)
(
m
q − 2 + i(q − 1)q
)
Υi
+
∑
0≤−1+i(q−1)q≤m
(−1)m−(−1+i(q−1)q)
(
m
−1 + i(q − 1)q
)
Ξi (7.7)
where the two summations are taken over the integers i.
Proof. Conclusion (1) directly follows from the residue formula (5.24) and the equation (7.6)
above.
To prove the conclusion (2), we use the action of γ := γ−1 =
(
1 −1
0 1
)
on the edge e0
as in the proof of Lemma 6.3 to get e1,0 = γ ∗ e0. Since U1 = U(e1,0), we have for an integer
m ≥ 0
L∆(m+ 1) =
∫
U1
xmdµ∆(x) =
∫
U(γ∗e0)
xmdµ∆(x) =
∫
U(e0)
(x− 1)mdµ∆(x)
=
m∑
j=0
(−1)m−j
(
m
j
)∫
U(e0)
xjdµ∆(x)
=
m∑
j=0
(−1)m−j
(
m
j
)
L∆(j + 1)
=
∑
0≤q−2+i(q−1)q≤m
(−1)m−(q−2+i(q−1)q)
(
m
q − 2 + i(q − 1)q
)
Υi
+
∑
0≤−1+i(q−1)q≤m
(−1)m−(−1+i(q−1)q)
(
m
−1 + i(q − 1)q
)
Ξi.

Remark 7.1. We have some remarks related to the values L∆(j) below.
(1) Other than Υ0 6= 0 and Ξ1 = 0 which we prove in Section 6, we don’t know whether
the other elements Υi, Ξi ∈ k∞ vanish or not.
(2) We don’t know whether the elements Υi and Ξi are transcendental over k (if they
are not equal to 0).
(3) The values L∆(j) for 1 ≤ j ≤ q
2 − 2 are calculated in Example 7.1 in the following.
We’ll state the Lucas’ formula of binomial numbers in characteristic p, which is useful in
the computation in our cases. Denote by
((i1, i2, · · · , is)) =
(i1 + i2 + · · ·+ is)!
i1! i2! · · · is!
for any integers i1, i2, · · · , is ≥ 0. We have the following assertion about the multinomial
numbers by Lucas [Lu]:
Proposition 7.2 (Lucas). For non-negative integers n0, n1, · · · , ns,
((n0, n1, · · · , ns)) ≡
∏
j≥0
((n0,j, n1,j , · · · , ns,j)) mod p (7.8)
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where ni =
∑
j≥0
ni,j q
j is the q-digit expansion for i = 0, 1, · · · , s.
Remark 7.2. Proposition 7.2 is useful when s = 1. In this case formula (7.8) is expressed in
the form: let n =
∑
j
nj q
j and k =
∑
j
kj q
j be q-digit expansion for non-negative integers n
and k, then (
n
k
)
≡
∏
j≥0
(
nj
kj
)
mod p. (7.9)
Example 7.1. The values L∆(j) for 1 ≤ j ≤ q
2 − 2 can be calculated quickly by putting in
m = j − 1 in the formula (7.7), where the index i = 0 in the first summation and i = 1 in
the second summation on the right side of the formula. As Ξ1 = 0, we get
L∆(j) = (−1)
j−q+1
(
j − 1
q − 2
)
Υ0, 1 ≤ j ≤ q
2 − 2.
After applying Lucas’ formula (7.9), we see that L∆(j) 6= 0 if and only if j = q−1+ lq, q+ lq
for l = 0, 1, · · · , q − 2, and
L∆(q − 1 + lq) = (−1)
lΥ0, L∆(q + lq) = (−1)
lΥ0.
Therefore the functional equation (7.3) for L∆(j) with 1 ≤ j ≤ q
2 − 2 essentially becomes
L∆(q − 1 + lq) = (−1)
lΥ0 = (−1) · (−1)
q−l−2Υ0 = −L∆((q − l − 1)q)
= −L∆(q
2 − 1− (q − 1 + lq)).
Due to Gekeler’s work ((2) of Theorem 3.1), we have ∆(z) = −(Pq+1,1(z))
q−1, where the
Poincare´ series Pq+1,1(z) is a cusp form of Γ of weight q + 1 and type 1 mod (q − 1). For a
cusp form f of Γ with weight n and type m, the equation (5.5) becomes∫
U(γ⋆e)
g(x)dµf(x) =
∫
U(e)
(det(γ))1−m(cx+ d)n−2g(γx)dµf(x) (7.10)
where the action “⋆” of Γ on T is actually “∗”, see [Go5] and [Te2] for detailed exposition on
the above equation. Let P(z) denote by the Poincare´ series Pq+1,1(z) and µP the associated
measure on P1(k∞). And let
X0 =
∫
U(e0)
dµP .
Proposition 7.3. The measure µP on P
1(k∞) is h-admissible with h being the smallest
integer greater than or equal to (q − 1)/2, and is completely determined by the following
values:
(1)
∫
U(e0)
xjdµP(x) =
{
0, if 0 < j ≤ q − 1,
X0 6= 0, if j = 0.
(2)
∫
U(en)
xjdµP(x) = 0, for 0 ≤ j ≤ q − 1 and any n ≥ 1.
The notations en for n ∈ Z are the same as those in Section 6.
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Proof. We’ll only show that the equation (1) of the theorem holds here, the rest of the proof
is the same as those of Lemma 6.3, Theorem 6.2, and Corollary 6.1.
The action of δ =
(
0 1
1 0
)
on e0 gives e−1 = δ ∗ e0. Therefore∫
U(e−1)
xjdµP(x) = −
∫
U(δ∗e0)
xjdµP(x) = −
∫
U(e0)
xq−1−jdµP(x),
where in the second equality we need to apply the equation (7.10) since the type of the
Poincare´ series P(z) is 1 mod (q − 1). Then from∑
b∈Fq∗
∫
U(γb∗e0)
xjdµP(x) +
∫
U(e0)
xjdµP(x)−
∫
U(e−1)
xjdµP(x) = 0
we get
−
∫
U(e0)
xq−1−jdµP(x) =
∫
U(e0)
xjdµP(x) +
∑
b∈Fq
∗
∫
U(e0)
(x+ b)jdµP(x)
=
∫
U(e0)
xjdµP(x) +
j∑
i=0
(
j
i
) ∑
b∈Fq∗
bi
∫
U(e0)
xj−idµP(x) (7.11)
As 0 ≤ i ≤ q − 1, we have the equality
∑
b∈Fq
∗
bi =
{
0, if 0 < i < q − 1,
−1, if i = 0, q − 1,
thus, the equation (7.11) can be written as
−
∫
U(e0)
xq−1−jdµP(x) =
{
0, if 0 ≤ j < q − 1,
−
∫
U(e0)
dµP(x), if j = q − 1.
Therefore we get (1) of the theorem except for X0 6= 0. But this conclusion can be proved
in the same way as Corollary 6.1. 
We denote an element γ ∈ GL2(A) by γ =
(
aγ bγ
cγ dγ
)
, then get
Corollary 7.1. For 0 ≤ j ≤ q − 1,∫
U(e)
xjdµP(x) =
{
0, if e = γ ∗ en for some n ≥ 1 and some γ ∈ Γ,
bjγd
q−1−j
γ X0, if e = γ ∗ e0 for some γ ∈ Γ.
Remark 7.3. Although the Drinfeld discriminant ∆(z) and the Poincare´ series P(z) are
related by ∆(z) = −(P(z))q−1, we don’t know if there are direct relations in the space of
h-admissible measures (h big enough) between their associated measures µ∆ and µP , or
even there are direct relations between the constants Υ0 and X0 as elements of C∞. In the
general case, for any f ∈ Sn(Γ), Teitelbaum [Te1] has proved that
∫
U(ei)
xjdµf(x) = 0 for
0 ≤ j ≤ n− 2 and all i ≥ i0 for some integer i0, but how much extension we can say about
the values
∫
U(ei)
xjdµf(x) for 0 ≤ j ≤ n− 2 and 0 ≤ i < i0 and how they are related to the
special values of the characteristic p valued “L-function” Lf(s) are not clear.
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Remark 7.4. The zeta function ζ(s) for s = (x, y) ∈ S∞ = C
∗
∞ × Zp in Section 1 has special
values ζ(x,−j) for integers j ≥ 0. And ζ(T j, j) = z(j) =
∑
a∈A+
1
aj
as mentioned in the
beginning of Section 1. The zeta measure µ
(∞)
x = xν
(∞)
x is a measure on A∞ given by (see
Section 3 of [Ya2])
ν(∞)x =
∞∑
k=1
(−1)kx−kG∗qk−1
where the measures {G∗qk−1}k≥1 are given as follows: let A∞ =
⊔
iBαi(|π|
l) be a disjoint
decomposition into closed balls, where l is chosen such that l ≥ k, αi ∈ Fq[π], and degπ(αi) <
l for each i. Each measure G∗qk−1 is 0-admissible, and is given by (see the computation in
Section 3 of [Ya2])
G∗qk−1(Bαi(|π|
l)) =
{
(−1)k, if degπ(αi) < k ,
0, if k ≤ degπ(αi) < l .
(7.12)
By using Example 5.3, we see that the measures {G∗
qk−1
}k≥1 can be easily expressed as
functions on the subtree W of T , where W is obtained from T by cutting every vertex and
every edge in the paths starting at the vertex Λ1 except for those containing the edge Λ1Λ0:
◦
Λ−1
◦
AAAAAAAAAAA
Λ0
◦
Λ1}}}}}}}}}}}
There are many ways to extend such functions to harmonic functions on the (oriented) edges
of T . But unlike the measures associated to cusp forms, the measures G∗qk−1, ν
(∞)
x , and
µ
(∞)
x clearly lack symmetries under the action of Γ. Further study is necessary in order to
understand them better.
In Section 4, we have discussed the characteristic p valued distributions by using Ch
functions. Although Ch functions and the functions with Lipschitz conditions are not studied
very often in rigid analytic geometry and related topics, the study of their dual spaces
(the spaces of h-admissible measures and their variants) may have interesting applications
in the theory of ergodic functions over Fq[[π]]. In the case q = 2, an ergodic function
f : F2[[π]]→ F2[[π]] is a continous function
f(x) =
∞∑
j=0
aj Gj(x)
(where Gj(x) for j ≥ 0 are the Carlitz polynomials given in Section 4) which satisfies the
following conditions on the coefficients aj for j ≥ 0 (see [LSY]) :
(1) a0 ≡ 1 mod π, a1 ≡ 1 + π mod π
2, a3 ≡ π
2 mod π3;
(2) |aj | < |π|
[log2(j)] = 2−[log2(j)], for j ≥ 2;
(3) a2j−1 ≡ π
j mod πj+1 for j ≥ 2.
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We can see from the above descriptions and (2) of Theorem 4.3 that ergodic functions on
F2[[π]] are not C
1 functions (therefore certainly are not locally analytic functions), but are
continuous functions satisfying the so-called 1-Lipschitz condition (see Chapter 3 of [AK]
or [LSY] for the concept “1-Lipschitz” condition). In the case q = 2, the measures µ∆ and
µP are 1-admissible. After checking Teitelbaum’s estimation (5.7) and the construction of
integrals in Lemma 4.4 more carefully, we can see that the ergodic functions on F2[[π]] are
integrable against µ∆ or µP . Due to the applications of the theory of ergodic functions
in non-Archimedean analysis to cryptography, we wish that further studies of the duality
between functions and measures of characteristic p would be helpful in applications.
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