Complexity measures are designed to capture complex behaviour and to quantify how complex that particular behaviour is. If a certain phenomenon is genuinely complex this means that it does not all of a sudden becomes simple by just translating the phenomenon to a different setting or framework with a different complexity value. It is in this sense that we expect different complexity measures from possibly entirely different fields to be related to each other.
In this work we look at small one-way infinite Turing machines (TMs) with two and three states and a binary tape alphabet. For any particular such machine τ and any particular input x we consider the space-time diagram of τ(x) as the collection of consecutive tape configurations of the computation τ(x). We look at the spatial representation σ 0 of the memory when τ starts on input x. Next we look at σ 1 : the spatial representation of the memory after one step in the computation and so forth (see Fig. 1 ). It is on these spatial objects (see Fig. 1 ) and in particular the limit for x → ∞ for which we compute or estimate the fractal dimension d(τ) defined as follows.
Definition 1 (Box dimension of a Turing machine) Let τ be a TM that converges on infinitely many input values x. In case τ(x) ↓, let N(τ, x) denote the number of black cells in the space-time diagram of τ on input x and let t(τ, x) denote the number of steps needed for τ to halt on x.
We will define the Box dimension of a TM τ and denote it by d(τ). In case t(τ, x) is constant from some x onwards, we define d(τ) := 2. Otherwise, we define
.
It turns out that there is a very strong relation between the fractal dimension of d(τ) and its runtime complexity. In particular we found in small spaces that, a TM runs in at most linear time, if and only if, its fractal dimension is 2, and its dimension is 1, if only if, it runs in super-polynomial time and it uses polynomial space. We prove an upper and a lower bounds for the dimension of Turing machines and we verify experimentally (see Table 1 ) that if a TM runs in time O(x n ), the corresponding dimension is n+1 n . We also put forward an Upper Bound Conjecture to the effect that the proven upper bound is actually always attained. For special cases this can also be proved. Moreover, under some additional assumptions this can also be proven in general. In the experiment we test if in our test-space the additional assumptions were also necessary ones and they turn out to be so.
Thus, we have a translation from the computational framework to the geometrical framework. Fractal dimension is clearly related to degrees of freedom and as such related to an amount of information storage. We find the results presented here notable because they relate two completely different complexity measures: the geometrical fractal dimension and the runtime complexity of a computation.
The paper forms part of a research programme where the authors have exhaustively mined and thoroughly investigated the behavior of small Turing machines related to different measures of complexity [1, 2, 3, 4, 5, 6] .
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O(n) 6 o(P) o(P) o(P) 14 Table 1 : Distribution of TMs in the space 3 states and 2 symbols of which we had to compute the corresponding dimension over their complexity classes. o(P) denotes the class of super-polynomials.
