Introduction
Declining costs of both solar photovoltaics (PV) and battery storage have raised interest in the creation of "solar-plus-storage" systems to provide dispatchable energy and reliable capacity. There has been limited deployment of PV-plus-energy storage systems (PV+ESS), and the actual configuration and performance of these systems for dispatchable energy are in the early stages of being defined. In contrast, concentrating solar power with thermal energy storage (CSP+TES) has been deployed at scale with the proven capability of providing a dispatchable, reliable source of renewable generation.
A key question moving forward is how to compare the relative costs and benefits of PV+ESS and CSP+TES. While both technologies collect solar radiation and produce electricity, they do so through very different mechanisms, which creates challenges for direct comparison. Nonetheless, it is important to establish a framework for comparison and to identify cost and performance targets to aid meeting the nation's goals for clean energy deployment.
In this paper, we provide a preliminary assessment comparing the cost of energy from CSP+TES and PV+ESS that focuses on a single metric: levelized cost of energy (LCOE). We begin by defining the configuration of each system, which is particularly important for PV+ESS systems. We then examine a range of projected cost declines for PV, batteries, and CSP. Finally, we summarize the estimated LCOE over a range of configuration and cost estimates.
We conclude by acknowledging that differences in these technologies present challenges for comparison using a single performance metric. We define systems with similar configurations in some respects. In reality, because of inherent differences in CSP+TES and PV+ESS systems, they will provide different grid services and different value. For example, depending on its configuration, a PV+ESS system may provide additional value over CSP+TES by providing more flexible operation, including certain ancillary services and the ability to store off-peak grid energy. Alternatively, direct thermal energy storage allows a greater capture of solar energy, reducing the potential for curtailments in very high solar scenarios. So while this analysis evaluates a key performance metric (cost per unit of generation) under a range of cost projections, additional analysis of the value per unit of generation will be needed to comprehensively assess the relative competitiveness of solar energy systems deployed with energy storage.
System Configuration
We begin by establishing a set of system configurations that are similar in terms of annual energy production, which for a solar-plus-storage system is defined by the quality of the solar resource as well as several plant design parameters. Because the concepts and nomenclature of solar-plus-storage plant configurations are well established for CSP+TES, we will use a discussion of CSP+TES in this section to frame our analysis of PV+ESS.
A CSP+TES plant consists of a solar collector, receiver, thermal storage, and power block. The reflective solar collectors (typically heliostats or parabolic troughs) direct solar radiation to a receiver, transferring this energy to a heat transfer fluid. The heated fluid is sent to storage, or to the power block, which converts thermal energy to electricity. An important element of a CSP+TES plant is whether it uses "direct" or "indirect" storage. For direct storage configurations, the storage medium is the same as the heat transfer fluid, and as a result, all solar energy collected by the receiver can be placed into storage. Indirect storage configurations use an intermediate heat exchanger to transfer thermal energy from the heat transfer fluid to the storage medium. Consequently, the amount of energy placed into storage depends on the heat exchanger sizing. This will have an impact on the overall plant's utilization of the solar energy as discussed later in this section. The two primary benefits of employing TES with CSP are increased dispatchability (including capacity credit) and reduced cost of energy because of increased utilization of the power block (capacity factor). The benefits of dispatchability are as follows. Energy stored in a very efficiency medium can be used during periods of peak demand (and prices), and it can allow a plant to displace conventional generation equipment. The benefit of increased capacity factor is associated with the greater amount of energy that can be collected and generated by the power block. Power blocks are typically one of the more expensive parts of a CSP+TES system; by operating the power block during more hours of the day its upfront costs can be distributed over more units of energy.
The solar multiple (SM) is a key concept in defining the configuration and performance of a CSP+TES plant. A related term, sometimes referred to as inverter loading ratio (ILR) is applied to PV+ESS plants; it is discussed later in this section. The SM is a measure of the relative size of the solar field and power block. The SM normalizes the size of the solar field in terms of the power block size. For additional discussion of SM, see Jorgenson et al. (2013) and Izquierdo et al. (2010) . A solar field with an SM of 1.0 is of sufficient size to provide energy to operate the power block at its rated capacity under reference conditions. The collector area of a solar field with a higher or lower SM will be scaled based on the solar field with a multiple of one (i.e., a field with a SM of 2.0 will cover roughly twice the collector area of a field with a SM of 1.0). A SM of 2.0 or greater is common in plants with storage, and the solar field with this SM will deliver twice the energy that can actually be used by the power block under reference conditions, meaning excess energy must be stored or dumped.
Figure 2 depicts the energy flow a CSP plant with a power block rating of 300 megawatts (MW) and a SM of 2.0 over three days. Because of the solar multiple, the solar field collects as much as 600 MW (electrical equivalent) energy. Any electrical energy delivered from the solar field that exceeds the maximum thermal rating of the power block rating must be stored or dumped (if the storage capacity is full). In such simplified dispatch, the plant stores energy and uses it during periods of passing clouds or after sunset. In reality, the plant would often be dispatched differently depending on grid conditions. Because of the combination of both the SM of 2.0 and storage, the capacity factor of the plant (measured by power block rating) is roughly doubled compared to a plant with an SM of 1.0 and no storage. Increasing the SM of a CSP plant will increase its capacity factor and will generally decrease the LCOE due to increased utilization of the power block. Figure 3 shows the impact of SM on capacity factor and LCOE. The results were generated using NREL's System Advisor Model (SAM) Version 2016.3.14. The SAM Generic System Model was used to estimate CSP+TES tower capital cost and performance based on the U.S. Department of Energy SunShot Initiative projections for a power tower located in Daggett, California. We model a low-cost solar field integrated with thermal energy storage and a supercritical carbon dioxide (sCO2) power block. The model shows a general trending in reduced LCOE associated with higher capacity factors
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Figure 3. Relationship between SM and capacity factor/LCOE
Figure 3 also shows a wide range of capacity factors is possible, ranging from peaking (<25%) to near baseload (over 70%) output.
As opposed to CSP+TES, neither the configuration of a PV+ESS plant nor its capacity factor is well defined. Unlike with CSP+TES, there have been no large-scale deployments of PV+ESS systems designed to provide dispatchable energy to establish nomenclature or technical performance characteristics. Figure 4 illustrates a possible configuration of a PV+ESS system. In this case, the capacity factor would be defined relative to the inverter AC rating, which is similar to the power block of a CSP+TES plant. The advantage of this configuration, as with that of CSP+TES is the ability to decrease the cost of some of the power components. 
Hours of storage
As with CSP, adding coupled storage can produce a dispatchable resource. And, by increasing the amount of PV modules relative to a fixed amount of inverter capacity, the plant can increase its capacity factor, based on the inverter rating. The direct analog to SM is the ILR, or DC/AC ratio, which measures the ratio of the PV modules to the inverter AC rating. By increasing the ILR, a greater amount of energy is collected, and sent either to the grid or to storage. Figure 5 provides the capacity factor of a PV+ESS system with different ILRs and amounts of storage. Of note in this figure is the increase in capacity factor that results from systems with an ILR>1.0 even without storage. This is due to the fact that with an ILR = 1.0 the system rarely produces full output, and additional losses means that a DC/AC ratio of 1.2 to 1.3 can be (and often is) deployed without significant curtailment even without storage. The use and sizing of the storage system components varies between the generation types and configurations. For CSP, we assume direct storage, meaning the storage system can potentially store all incoming solar energy. For PV, we assume the battery power capacity is set equal to the inverter rating. This means that during periods of high solar output (where the PV generation is greater than the inverter rating), the system can store only a fraction of the solar energy, so the energy produced must either go to the grid or be curtailed. Curtailment only occurs in the extreme case, with very high ILRs (greater than about 2.4), when the solar output (after losses) exceeds the combined capacity of the inverter and battery. Table 1 summarizes the various modes the PV+ESS system can operate under, assuming an inverter rating of 100 MWAC and highlights some of the constraints that a PV+ESS system experiences, which potentially reduces its value compared to a system where storage is deployed independently of solar. We do not attempt to optimally dispatch the storage system, and we assume any energy generated by the PV system that exceeds the inverter rating is put into a battery and then released when the PV system is not generating at full output. The efficiency of the battery is assumed to be 80% on an AC-AC basis. However, we assume a slightly higher round trip efficiency in this scenario, assuming a slightly higher conversion efficiency using DC-DC conversion while charging. 2 We also assume the battery is operated at a depth of discharge (DoD) of 80% to protect the life of the batteries. This means the actual energy capacity of the battery is 25% higher than indicated in Table 1 . We also assume that the battery's lifetime will be either 10 years or 15 years with a state of health of 80% capacity at the point of replacement (i.e., 20% degradation) 3 ; thus, these batteries must be replaced twice or once respectively, over the 30-year analysis period.

Technology Pricing Trends
We use two approaches to estimate future technology costs: (1) the historical experience curves for PV, CSP, and batteries, and (2) aggregated analysts' projections of technology costs. A technology's progress rate is defined as the average price decrease following each doubling of cumulative production. The concept behind an experience curve is that some learning occurs within an industry with each unit produced, allowing for less-expensive production methods with the next unit of that technology. While experience curves merely represent historical averages, many technologies have realized steady rates of progress over relatively long periods. That said, many factors can influence a particular technology's experience rate, which may cause the rate of cost reduction to deviate from the historical trend. For example, the experience curve aggregates multiple factors that can contribute to reduction in the marginal cost of production, including changes in production, changes in the product itself, and changes in input prices. Thus, experience curves aggregate gains realized through factors such as R&D advances, economies of scale (in manufacturing and procurement), and sharing of information and experience across technologies and locations.
One of the challenges of using experience curves for projecting cost reductions is related to defining boundaries for the product being modeled, and for the geographic zone of production being considered. Here, we disaggregate the PV+ESS into four discrete "products:" the PV module, the PV balance of system (BOS), the battery cell, and the battery BOS. We model CSP experience as a single product CSP plant.
The degree to which a particular technology will fall in price in the future, if it follows past experience rates, depends on how much is deployed in the marketplace. For this reason, we also aggregate analysts' projections of technology deployment over time in order to compare CSP and PV on the same time-scale. For a given experience rate, a more aggressive deployment rate results in less time needed to achieve a technology's cost decline.
PV System Cost Trends: Experience Curve
Since 1976, the global average price of PV modules has fallen 21% for every doubling of cumulative shipments. As shown in Figure 6 , during periods of undersupply (e.g., 2008) or oversupply (e.g., 2012), prices have deviated above or below the historical experience curve trend line, but they have generally trended back toward the curve over time. To project PV module price, we fit a power-curve trend line to the historical data as shown in the figure ( = 57.881 × −0.338 ), and we use this equation to calculate future PV module pricing (y), based on projected cumulative global shipments (x).
This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications. We collected global shipment projections from three sources ( Figure 7 ). As illustrated in the figure, cumulative global PV module shipments are projected to be between about 0.5 terawatts (TW) and 3.7 TW by 2030, which represents dramatically different visions of the role of PV in the global energy system. Current module pricing is below the historical experience curve, and because we are using the historical trend line for our projections, the low and middle projected values for 2030 are very close to the level of current global module sales prices. In other words, in these two cases, we have very conservative projections of PV module prices. The degree to which historical module efficiency gains have impacted module production costs would be reflected in the experience curve; however, module efficiency improvement also significantly impact system price on a perwatt basis as well. Therefore, even if module price is not decreasing, modules can still significantly lower the overall system price through efficiency gains.
Despite PV module price differences between markets, standard efficiency PV modules represent the bulk of the market and are in many ways global commodities, thus, we model PV module pricing at the global level. However, PV BOS costs are very much location-specific with local "learning by doing," labor costs and practices, and regulations driving much of the PV BOS costs.
For this reason, we analyze the experience rate for U.S. utility-scale PV BOS over time, as show in Figure 9 . Sources: Chung et al. 2015; Feldman et al. 2015; SEIA and GTM Research 2015 Figure 9 illustrates that U.S. utility-scale BOS costs declined, on average, 11% for every doubling of cumulative installs from 2010 to 2015. This falls within the range of power technologies' progress ratios as reviewed by Rubin et al. (2015) . Again, in order to project U.S. utility-scale PV BOS pricing, we fit a power-curve trend line to the historical data as shown in the figure ( = 5.6592 × −0.169 ), and we use this equation to calculate future U.S. PV BOS pricing (y), based on projected cumulative U.S. utility-scale PV installs (x).
We collected U.S. utility-scale PV projections from five sources (Figure 10 ). For the analysts' projections that did not project through 2030, a 5% escalator, per year, was assumed after the last projected year given in the analysis. A growth rate of 5% is considerably less than the average growth rates for these projections, and it was chosen to be conservative in extending these projections. It should also be noted that some of these projections included neither the five-year extension to the federal investment tax credit (ITC) passed in late 2015 nor the adoption of the Clean Power Plan, which would likely push installations higher than previously projected. Based on these assumptions, 2030 U.S. utility-scale PV system BOS prices are projected to decline to $0.83/W, $0.87/W, and $1.07/W for the low, middle, and high cases respectively. 
PV System Cost Trends: Analysts' Projections
To provide a counterpoint to the experience curve approach, we draw on a set of analysts' projections of U.S. utility-scale PV system pricing through 2030, as presented in NREL's Annual Technology Baseline (ATB) (Cole et al. 2016) . As shown in Figure 11 , the ATB uses a widerange of sources to develop a set of high, medium, and low PV system price projections. Projections of utility-scale PV plant system costs are based on a collection of 20 system price projections from 10 separate institutions. To adjust all projections to the ATB's assumption of single-axis tracking systems, $0.15/W was added to all price projections that assumed fix-tilt technology, and $0.075/W was added for all price projections that did not list whether the technology was fixed-tilt or single-axis tracking. The "high" case assumes that system pricing remains at current levels. The "low" case represents the minimum estimate in the data set. The "mid" case represents the median estimate in the data set. However, the values before 2025 include a price adder that represents the difference between the median U.S. price estimate and the median price estimate for the entire data set. This adder decreases on a straight-line basis between 2015 and 2025. It is assumed after 2025 that U.S. prices will be on par with global averages. To account for the temporal variation in price projections, the "mid" and "low" cases make estimates every five years through 2030, with a straight-line change between estimates. 
PV System Price: Comparison of Results Using Different Methodologies
As shown in Figure 12 , between the experience-curve based projections and analysts-based projections, we capture a wide range of potential futures-from PV prices stagnating to PV dropping by roughly 75% between 2015 and 2030. We find that the experience curve methodology produces projections that are significantly higher than analysts' projections, in particular for the mid and low cost cases. Based on these results, one could argue that most analysts believe the industry will progress faster than the historical average experience rates. 
Battery Cost Trends: Experience Curve
While lithium-ion (Li-ion) batteries are currently not the dominant technology used for gridbased energy storage, many analysts view them as having the greatest potential for cost reduction and future deployment. Here we draw on recent analysis of Li-ion batteries to set a benchmark that other technologies would need to meet to be competitive. For example, Nykvist and Nilson (2015) collected and analyzed historic, current, and projected costs of Li-ion battery packs used in battery electric vehicles (BEV); their costs are summarized in Figure 13 . While Nykvist and Nilson examine the cost reduction potential of Li-ion battery technology for electric vehicles (versus the electric power sector), their analysis provides important insights for the potential use of Li-ion batteries in other sectors. As the cost of Li-ion batteries decline, they will be commoditized, and we assume that as the electric vehicle industry grows the electricity industry will be able to benefit from declining costs and growing production capacity. 5 For this reason, we use cost and deployment projections for Li-ion batteries as a proxy for energy storage more 5 Batteries used in utility-scale storage applications may be built differently than those used in smaller applications (e.g., residential solar and electric vehicles) to benefit from the larger storage size and thus may have lower costs. However, we conservatively assume the same battery pack price between applications because these projects will at least have access to the smaller-sized products. generally. This approach is a conservative one, as the Li-ion battery industry will benefit from growth in deployment in other sectors, including consumer electronics and the power sector. (Figure 15 ). Global BEV deployment projections were collected from various sources ( Figure 15 ). All analysts' projections that do not project through 2030 assume a 5% escalator, per year, after the last projected year; while 5% is considerably less than the average growth rates for these projections, we chose 5% to be conservative in our estimates. Based on these assumptions, 2030 L-ion battery pack prices are projected to decline to $202/kWh, $217/kWh, and $249/kWh for the low, middle, and high cases respectively.
While we model battery pack pricing at the global level, we model battery BOS at the national level. As with PV, battery BOS pricing is more location-specific due to the rapid scaling of the energy storage market, as well as the diversity of market uses; from back-up power for residential homes to large-scale grid storage, there is a large range in estimated BOS costs for batteries in the United States. This is in part due to the large range in assumed battery size (30 minutes to 10 hours of storage) over which BOS costs are spread; the larger the storage size the lower the BOS costs (on a per kWh basis). Analysts estimate 2015 battery BOS costs to be between $670/kW (GTM Research 2016) and $942/kW (Roberts 2015) .
A recent GTM Research report (2016) found that battery storage BOS costs followed an experience rate of about 18.8% for every doubling in cumulative capacity from 2012 to 2015.
We use the standard power curve formula to calculate future U.S. battery BOS costs based on estimated cumulative battery deployment (Figure 16 ). Does not include pumped storage U.S. stationary storage deployment projections were collected from three sources (Figure 16 ). All analysts' projections that do not project through 2030 assume a 5% escalator, per year, after the last projected year; while 5% is considerably less than the average growth rates for these projections, we chose 5% to be conservative in our estimates. Based on a 2015 battery BOS cost of $806/kW (median estimate) and the high, median, and low growth rates in Figure 16 , 2030 battery BOS costs are projected to decline to $417/kW for the high case and $376/kW for the low and medium cases.
Battery Cost Trends: Analysts' Projections
Figure 17 summarizes analysts' projections of U.S. Li-ion cell pricing through 2030. Their projections of future Li-ion cell costs are based on a collection of 28 battery pack cost projections. For modeling purposes, we calculate the maximum, median, and minimum projection every five years, with a straight-line change between estimates. Based on these projections, 2030 Li-ion battery pack prices are projected to decline to $100/kWh, $210/kWh, and $300/kWh for the low, middle, and high cases respectively. We collected two data sets of future U.S. battery BOS costs, as summarized in Figure 18 . Based on these, analysts' 2015 battery BOS costs are estimated to be between $670/kW and $942/kW, and to decline to between $200/kW and $400/kW by 2030, as illustrated in Figure 18 . The GTM projection only goes to 2020; thus, we extend their projection to 2030, assuming a 5% annual decrease in cost between 2020 and 2030. This rate of decline was set considerably slower than historical rate in order to be conservative. 
Battery System Price: Comparison of Results Using Different Methodologies
Combining battery pack and BOS price projections enables us to calculate projected battery system prices ( Figure 19 ). Here we see that the mid-case U.S. battery system price projections in 2030 are similar for the two approaches. 6 However, the experience curve approach produces a narrower range between the high and low cases than the analyst projection approach. Mid case is shown with uncertainty bars representing the span of the low to high cases.
CSP: Experience Curve
CSP plant deployment has not yet reached the level of utility-scale PV. When we look at the capital costs of CSP plants around the world, as shown in Figure 20 , without differentiating the technology, the location, or the company that built the plant, no clear pattern of cost reduction over time is observed. 6 The high and middle cases using the projected approach increase slightly from 2025 to 2030 due to the increase in the number of Li-ion battery cell cost estimates in 2030. Individual factors can cause system pricing to vary considerably across plants, including inclusion of storage, technology type, location, and government policies. When controlling for project developer, country, and technology, a pattern of price reductions for CSP over time is observed, as shown in Figure 21 . Global CSP deployment projections were collected from various sources, as shown in Figure 22 . The high, mid, and low deployment cases were used to estimate CSP system prices using the average historical experience curves of 8.5%, and a 2015 installed cost of $8,349/kW for a molten salt tower with nine hours of storage, $6,998/kW for a molten salt tower with six hours of storage, and $5,706/kW for a molten salt tower with hours of storage. 7 Unlike with PV, global experience rates were used for CSP. The large global footprints CSP companies will likely lead to learning at the global level; thus, we model progress at the global level. Again, we use the standard power curve formula to calculate projected CSP system prices, starting from a 2015 benchmarked price of $8,349/kW for a 9-hour molten-salt tower CSP facility, $6,998/kW for a molten salt tower with six hours of storage, and $5,706/kW for a molten salt tower with three hours of storage. The results are summarized in Figure 24 .
7 System costs are based on component costs listed in Mehos et al. (2016) and are optimized for system configurations as described in Table 2 using NREL's System Advisor Model (SAM) Version 2016.3.14. 
CSP: Analysts' Projections
As we did with PV projections, to provide a counterpoint to the experience curve approach, we draw on a set of analysts' projections of U.S. CSP system prices through 2030. As shown in Figure 23 , we use a wide-range of sources to develop a set of high, median, and low CSP system price projections. Sources: Cole et al. 2016; EIA 2015; IEA 2015; JRC 2014; Teske et al. 2015 Projections of future CSP plant system costs are based on a collection of 10 system price projections from 5 separate institutions. The underlying price projections from these analyses represent a broad range of CSP technologies and configurations. Therefore, we normalize the analysis to a common starting point ($8,349/kW for nine hours of storage, $6,998/kW for six hours of storage, and $5,706/kW for three hours of storage, as were used for the experience curve approach) in order to focus on projected cost reduction of CSP technology. The maximum, median, and minimum projections of these adjusted values were taken for the high, mid, and low cases. To account for the temporal variation in price projections, estimates were made for every five years through 2030, with an assumed linear change between estimates. Figure 24 compares the mid-case CSP price for the experience curve approach and the compiled analysts' projections, with the uncertainty bars representing the span of the low to high cases. As show in the figure, the high analyst CSP system price projection is higher than the high price estimates using the experience curve approach (because it assumes no reduction in price from the 2015 baseline). However, the median and low analysts' projections result in lower projected system prices than the historical experience curve approach. Again, as with PV, we see industry analysts having more aggressive price projections than would be indicated by historical experience. 
CSP System Price: Comparison of Results Using Different Methodologies
Results of LCOE Analysis
Using the system configurations described in Section 2, the assumptions in Table 3 below, and the experience curve and analysts' projections described in Section 3, we calculated the levelized cost of energy for CSP and PV with battery storage from 2015 to 2030 for three, six, and nine hours of storage. Naumann et al. (2015) Figure 25 compares the mid-case LCOE calculations for PV with three hours of storage to CSP with three hours or storage; the uncertainty bars represent the span of the low to high cases. If three hours of storage is the desired or optimal level, the LCOE for PV+ESS tends to be lower than that of CSP; however, the ranges still overlap a great deal, particularly based on analysts' projections. Mid case is shown with uncertainty bars representing the span of the low to high cases. Figure 26 compares the mid-case LCOE calculations for PV with six hours of storage to CSP with six hours or storage; the uncertainty bars represent the span of the low to high cases. With six hours of storage, the gap between LCOE estimates narrows substantially; the increase in storage (compared to three hours of storage) decreases CSP costs while increasing PV+ESS costs. Figure 27 compares the mid-case LCOE calculations for PV with nine hours of storage to CSP with nine hours or storage; the uncertainty bars represent the span of the low to high cases. If nine hours of storage is the desired or optimal level, the LCOE for CSP tends to be lower than that of PV+ESS; however, the ranges still overlap a great deal. 
Conclusion
In this paper, we used a mix of experience curve projections and analysts' projections to estimate LCOEs for PV+ESS and CSP with thermal energy storage through 2030. We find that the relative competitiveness of each technology depends on how successfully they reach aggressive cost reduction targets. Given there is a great deal of uncertainty in the cost projections-for both technologies-we encourage the reader to focus on the range of results rather than a single point. There is also a great deal of uncertainty about what system configuration will make sense as solar penetration increases and the electricity system evolves over time.
As shown in Figures 26-28 , the amount of storage desired is a key design parameter for PV and CSP, and it has a significant impact on which technology is likely to have a lower projected LCOE. If three hours of storage is the desired or optimal level, PV tends to produce a lower projected LCOE; if nine hours of storage is the desired or optimal level, CSP tends to have a lower projected LCOE. However, due to the overlap in projected LCOE ranges, a great deal of uncertainty about which technology will be more competitive in 2030 still exists.
Our analysis focused on comparing the relative costs of PV plus batteries and CSP with thermal energy storage, using LCOE as the main performance metric. However, this single metric ignores the value of the energy generated, which is critical to evaluating generation technologies within the context of the broader electricity system. We chose system configurations to make the plants as comparable as possible, by sizing the systems and the corresponding capacity factors to be roughly equal. This approach enables us to compare system configurations that would provide similar grid services at a high level (i.e, comparing a baseload plant with a baseload plant, and a peaking resource with a peaking resource). By comparing system configurations with similar amounts of storage, we also ensure that the plants compared will have similar capacity credits, or the ability to displace conventional capacity (for more information on capacity credits seeincrease the value of PV+ESS relative to CSP+TES at low solar penetration. Additionally, as shown in Figure 25 , PV+ESS is more likely to produce energy at lower costs than CSP+TES in the future with lower levels of storage. However, at higher levels of solar penetration, it will likely make sense to store an increasing fraction of mid-day solar generation for both PV+ESS and CSP+TES systems. In this operating regime, CSP has the inherent advantage that it can store a larger fraction of the solar energy than PV+ESS because of the larger power capacity of the storage system and higher efficiency. As shown in Figure 27 , CSP tends to produce energy at lower costs than PV+ESS in the future with longer durations of storage. In this scenario, CSP provides a relative advantage.
Other factors can also influence the value of energy. For example, because they use conventional thermal generators, CSP plants have more constraints on their operation, require time to start up and ramp, have minimum run levels, and incur losses with each start. In contrast, PV with battery systems can respond very quickly to changing system needs. Thus, a PV+ESS system may be operated to avoid starting other power plants, and it can provide ancillary services including operating reserves. However, providing operating reserves from batteries may require more frequent cycling and result in shorter battery lifetime.
Overall, additional analysis is needed to comprehensively assess the relative value of PV+ESS and CSP+TES under different operating regimes. This type of analysis is complex, typically requiring detailed simulation models to estimate the optimized dispatch of the resource (Jorgenson, Mehos, and Denholm 2014) . While evaluating the relative LCOE of PV+ESS and CSP+TES as we have done is a good first step, ultimately estimating the net value of different resources will be important for utilities and other system planners when evaluating the relative merits of competing solar-plus-storage technologies for meeting evolving system needs (Jorgenson et al. 2016 ).
