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a b s t r a c t
Based on the exact modal expansionmethod, an arbitrary high-order approximatemethod
is developed for calculating the second-order eigenvalue derivatives and the first-order
eigenvector derivatives of a defective matrix. The numerical example shows the validity
of the method. If the different eigenvalues µ(1), . . . , µ(q) of the matrix are arranged so
that |µ(1)| ≤ · · · ≤ |µ(q)| and satisfy the condition that |µ(q1)| < |µ(q1 + 1)| for some
q1 < q, and if the approximate method only uses the left and right principal eigenvectors
associated with µ(1), . . . , µ(q1), then associated with µ(h)(h ≤ q1) the errors of the
eigenvalue and eigenvector derivatives by the pth-order approximate method are nearly
proportional to |µ(h)/µ(q1 + 1)|p+1.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Matrix eigensensitivity analysis has extensive applications in identification, modification, re-analysis, vibration control
and optimization design of dynamic systems. Early works were concentrated on the sensitivity analysis of matrices with
simple eigenvalues. In some problems such as dynamics of symmetric structures, however, the corresponding matrices can
have repeated eigenvalues. More importantly, many systemswith clusters of frequencies can occur in practical engineering.
For example, during system optimization, some originally separated frequencies can approach closer and closer. Direct
eigensensitivity analysis of a system with clusters of frequencies is difficult and inefficient, but the problem can be solved
efficiently and accurately by reducing it to the perturbation problem of a proper system with repeated frequencies. Now
more and more people have known the importance of sensitivity analysis of matrices with repeated eigenvalues.
Until now, most of the works of sensitivity analysis of repeated eigenvalues and their corresponding eigenvectors are
concentrated on non-defectivematrices. Defectivematrices can, however, be encountered in areas such as automatic control
and system theory. In dynamic problems of structures with non-proportional damping and those of structure and fluid
coupled systems such as flutters of airplane and missile wings or long blades of turbines, the corresponding matrices can
also be defective. For example, a one degree-of-freedom oscillator with critical damping must be a defective system. Also a
structure in critical flutter condition must be a defective system. Luongo even constructed a family of defective two degree-
of-freedom systems [1]. More importantly, for a system with clusters of frequencies, when the modes corresponding to
frequencies in a cluster are nearly parallel, the system is nearly defective. Direct eigensensitivity analysis of a nearly defective
system is extremely difficult and inefficient, but the problem can be solved efficiently and accurately by reducing it to the
perturbation problem of a appropriate defective system [2]. Therefore the eigensensitivity analysis of defectivematrices has
important values to practical engineering.
The method of eigensensitivity analysis can mainly be divided into two categories. One is the direct or algebraic method
which only needs to use the eigenpairs to be differentiated and so is the most efficient method for large systems when
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the number of the eigenpairs to be differentiated is very small. But this method needs to calculate generalized inverses of
singularmatrices and is inefficient for large systemswhen the number of the eigenpairs to be differentiated is not very small.
Refs. [3–16] developed the direct methods for eigensensitivity analysis of self-adjoint systems. Refs. [17–20] extended the
methods to non-self-adjoint and non-defective systems. Refs. [21–24] extended the methods further to defective systems.
The other category is the modal expansion or modal superposition method. The exact modal expansionmethod needs to
use all of the eigenpairs of the unperturbed system and so is very expansive and impractical for large systems. However, the
exact modal expansion method is the foundation of various approximate and iterative methods, and therefore its study is
still of value for practical applications. Refs. [25–29] developed the modal expansion methods for eigensensitivity analysis
of self-adjoint systems. Refs. [30,31] extended the methods to non-self-adjoint and non-defective systems. Refs. [32,33]
extended the methods further to defective systems.
The approximate and iterative methods of eigensensitivity analysis developed in recent years only need to use part of
the eigenpairs of the unperturbed system and therefore are more efficient and more practical for large systems, and now
have become more and more popular. Ref. [34] proposed a first-order approximate method for calculating the first-order
eigenvector derivatives of an undamped symmetric systemwith simple eigenvalues. Ref. [35] developed an iterativemethod
for calculating the first-order eigenvector derivatives of an undamped symmetric system with simple eigenvalues, and
Ref. [36] improved the iterativemethodwhich ismore efficient and can calculate the eigenvector derivatives associatedwith
repeated eigenvalues. Ref. [37] developed a second-order approximate method for calculating the first-order eigenvector
derivatives of a viscous damping system with simple eigenvalues by reducing the quadratic eigenvalue problem to a linear
eigenvalue problem of symmetric matrices of twice order. Ref. [38] developed an approximate method for calculating
the first-order eigenvector derivatives of a self-adjoint system with simple eigenvalues based directly on the quadratic
eigenvalue problem. Refs. [39,40] extended the method to a non-self-adjoint system with simple eigenvalues based
respectively on the linear eigenvalue problem of twice order and on the quadratic eigenvalue problem, both of which can
calculate the first-order eigenvector derivatives. Up to now, we have not found any work on the study of approximate
method for eigensensitivity analysis of a defective matrix.
In this paper an arbitrary high-order approximate method is developed for calculating the first-order eigenvector
derivatives and the second-order eigenvalue derivatives of a defectivematrix. Themethod covers the case of a non-defective
matrix. In the following we will investigate the eigensensitivity of an n × n defective and non-singular matrix A. The
assumption that A is non-singular is not essential because when A is singular, instead of treating A, we can treat Aˇ = A−αI,
where the constant α is chosen so that Aˇ is non-singular. In practical engineering when A is perturbed, usually people are
only interested in the variations of the eigenpairs of A associated with the eigenvalues with smaller absolute values.
2. Exact method
The exactmethodwas given in Ref. [32]. For convenience of understanding and applying the present approximatemethod
by the readers, we list it here.
Letµ(1), . . . , µ(q) be the distinct eigenvalues of an n×nmatrix Awithmultiplicities n(1), . . . , n(q) respectively. In the
Jordan canonical form of A the Jordan blocks associated with µ(h) have r(h) distinct orders, t(h, 1) < · · · < t(h, r(h)), and
there are s(h, i)blockswith order t(h, i) (i = 1, . . . , r(h); h = 1, . . . , q). Letu(h, i, j, k)be the kth-order principal vector (the
first-order principal vector is the eigenvector) of µ(h) associated with the jth block of order t(h, i) (j = 1, . . . , s(h, i); k =
1, . . . , t(h, i); i = 1, . . . , r(h); h = 1, . . . , q). Define
U(h, i, k) = [u(h, i, 1, k), . . . ,u(h, i, s(h, i), k)], U(h, i) = [U(h, i, 1), . . . ,U(h, i, t(h, i))]
U(h) = [U(h, 1), . . . ,U(h, r(h))], U = [U(1), . . . ,U(q)]
V = [V(1), . . . ,V(q)] def= U−H, V(h) = [V(h, 1), . . . ,V(h, r(h))]
V(h, i) = [V(h, i, 1), . . . ,V(h, i, t(h, i))], V(h, i, k) = [v(h, i, 1, k), . . . , v(h, i, s(h, i), k)]
k = 1, . . . , t(h, i); i = 1, . . . , r(h); h = 1, . . . , q
where v(h, i, j, k) is the (t(h, i) + 1 − k)th-order left principal vector (the first-order left principal vector is the left
eigenvector) of the jth Jordan block of order t(h, i) associated with µ(h), (j = 1, . . . , s(h, i); k = 1, . . . , t(h, i); i = 1, . . . ,
r(h); h = 1, . . . , q). Here the superscript ‘‘H’’ denotes the transpose and complex conjugate of a matrix. Thus we have
(A− µ(h)I)U(h, i, 1) = 0
(A− µ(h)I)U(h, i, k) = U(h, i, k− 1), k = 2, . . . , t(h, i)
V(l,m, j)HU(h, i, k) =

Is(h,i), when l = h, m = i, j = k
0, otherwise.
We investigate the variation of the eigenvalues and eigenvectors in the eigenspace of A associated with the eigenvalue
µ(h) when A is perturbed by εB where B is an n × n known matrix and ε (>0) is a small parameter. Define the following
known quantities
Q(i, j) = V(h, i, t(h, i))HBU(h, j, 1), i, j = 1, . . . , r(h)
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Q(k) =
 Q(k, k) · · · Q(k, r(h))
· · · · · · · · ·
Q(r(h), k) · · · Q(r(h), r(h))

S(k) =
 S(k)(k, k) · · · S(k)(k, r(h))· · · · · · · · ·
S(k)(r(h), k) · · · S(k)(r(h), r(h))
 def= Q(k)−1, when det(Q(k)) ≠ 0
k = 1, . . . r(h).
In this paper, we assume that Q(1), . . . ,Q(r(h)) are non-singular.
In order to investigate the variation of the eigenvalues and eigenvectors of A associated with the s(h, i) Jordan blocks of
order t(h, i) corresponding to the eigenvalueµ(h), we expand the eigenvalue λ and the eigenvectorw ofA+εB into Puiseux
series of ε,
λ = µ(h)+ λ(1)η + λ(2)η2 + · · · , w = w(0)+w(1)η +w(2)η2 + · · · (1)
where η = ε1/ν , ν = t(h, i), and w(0) is a differentiable eigenvector of A and it is a non-zero linear combination of the
columns of U(h, i, 1). When k ≥ 1, λ(k) andw(k) are kth-order perturbation coefficients of λ andw respectively, which are
respectively 1/k! times the kth-order eigenvalue and eigenvector derivatives respect to η. In this paperw(0) is normalized
so thatwp(0), the first among the components with the largest absolute value, is 1, andw is normalized similarly so that its
corresponding component wp is also 1. Therefore wp(k), the corresponding components of w(k), must be 0 (k = 1, 2, . . .).
Substituting (1) into
(A+ εB)w = λw (2)
and comparing the coefficients of the powers of η we obtain
(A− µ(h)I)w(0) def= A˜w(0) = 0 (3)
A˜w(j) =
j−
k=1
λ(k)w(j− k), j = 1, . . . , ν − 1 (4)
A˜w(j) =
j−
k=1
λ(k)w(j− k)− Bw(j− ν), j = ν, ν + 1, . . . . (5)
From (3) we can have
w(0) =
r(h)−
j=1
U(h, j, 1)d(j) (6)
where d(j) is an undetermined vector of dimension s(h, j). To satisfy the condition thatw(0)must contain a non-zero linear
combination of the columns of U(h, i, 1), d(i) must be non-zero. In the modal expansion method we perform the modal
expansion tow(m),
w(m) =
q−
l=1
r(l)−
p=1
t(l,p)−
k=1
U(l, p, k)c(m, l, p, k), m = 1, 2, . . . (7)
where c(m, l, p, k) is an undetermined vector of dimension s(l, p). Substituting (6) and (7) into (4) and (5) we can evaluate
λ(1), λ(2), . . . andw(0),w(1), . . . step by step.
Substituting (6) and (7) into (4) we can obtain
c(m, l, p, k) = 0, k = 1, . . . , t(l, p); p = 1, . . . , r(l); 1 ≤ l ≤ q, l ≠ h; m = 1, . . . , ν − 1 (8)
and under the condition that λ(1) ≠ 0 we can get
c(m, h, p, 1) = 0, m = 0, . . . , ν − 1− t(h, p); p = 1, . . . , i− 1 (9)
where
c(0, h, p, 1) def= d(p). (10)
Thusw(m) (m = 0, . . . , ν − 1) can be expressed by
w(0) =
r(h)−
j=i
U(h, j, 1)d(j) (11)
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w(m) =
i−1
j=1
m+t(h,j)−ν−
k=1
U(h, j, k+ 1)E(m,m, j, k, 0)+
r(h)−
j=i
m−
k=1
U(h, j, k+ 1)E(m,m, j, k, 0)
+
r(h)−
j= min
m+t(h,p)−ν≥0(p)
U(h, j, 1)c(m, h, j, 1), m = 1, . . . , ν − 1 (12)
where
E(m, l, j, k, s) =
m+s−
p=k+s
c(l+ s− p, h, j, 1)
−
e1≥s+1; e2,...,ek≥1
e1+···+ek=p
k∏
f=1
λ(ef ). (13)
Note that in what follows, when λ(1) is solved, it is necessary to check whether the condition that λ(1) ≠ 0 is satisfied.
Substituting (7), (11) and (12) into the equation forw(ν) in (5), we obtain
L(ν) =
i−
m=1
t(h,m)−
k=1
U(h,m, k)E(t(h,m), ν,m, k, 0)+
r(h)−
m=i+1
ν−
k=1
U(h,m, k)E(ν, ν,m, k, 0)− B
r(h)−
m=i
U(h,m, 1)d(m) (14)
where for any positive integer p, L(p) is defined by
L(p) def=
q−
l=1
r(l)−
m=1

[µ(l)− µ(h)]U(l,m, t(l,m))c(p, l,m, t(l,m))
+
t(l,m)−1−
k=1
U(l,m, k)[(µ(l)− µ(h))c(p, l,m, k)+ c(p, l,m, k+ 1)]

.
Pre-multiplying both sides of (14) by V(h, j, t(h, j))H (j = 1, . . . , r(h))we obtain
r(h)−
m=i
Q(j,m)d(m) = λ(1)t(h,j)c(ν − t(h, j), h, j, 1), j = 1, . . . , i (15)
r(h)−
m=i
Q(j,m)d(m) = 0, j = i+ 1, . . . , r(h). (16)
From (16) we can get
d(m) = −
r(h)−
k=i+1
S(i+1)(m, k)Q(k, i)d(i) def= P(i,m)d(i) m = i+ 1, . . . , r(h). (17)
Substituting (17) into (11) and the ith equation in (15) we obtain
w(0) =

U(h, i, 1)+
r(h)−
m=i+1
U(h,m, 1)P(i,m)

d(i) (18)

Q(i, i)+
r(h)−
m=i+1
Q(i,m)P(i,m)

d(i) = λ(1)νd(i). (19)
(19) is an eigenvalue problem with λ(1)ν as its eigenvalue and d(i) as its corresponding eigenvector. Note that if λ(1) = 0
then the ith equation in (15) and all of the equations in (16) constitute a system of linear homogeneous algebraic equations
with Q(i) as its coefficient matrix. Due to d(i) ≠ 0 the system of equations has a non-zero solution, which contradicts
the assumption that Q(i) is non-singular. Therefore the condition that λ(1) ≠ 0 is satisfied. In this paper it is assumed
that all of the eigenvalues of problem (19) are simple. We denote all of the evaluated eigenvalues of problem (19) by
λ1(1)ν, . . . , λs(h,i)(1)ν and any set of the corresponding linearly independent eigenvectors by dˇ(1)(i), . . . , dˇ(s(h,i))(i), and
compute
dˇ(j)(m) = P(i,m)dˇ(j)(i), m = i+ 1, . . . , r(h); j = 1, . . . , s(h, i) (20)
wˇ(j)(0) =
r(h)−
m=i
U(h,m, 1)dˇ(j)(m), j = 1, . . . , s(h, i). (21)
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If wˇ(j)p(j)(0) is the first among the components of wˇ
(j)(0)with largest absolute value then we have
d(j)(m) = dˇ
(j)(m)
wˇ
(j)
p(j)(0)
, w(j)(0) = wˇ
(j)(0)
wˇ
(j)
p(j)(0)
, m = i, . . . , r(h); j = 1, . . . , s(h, i). (22)
Let
Λ(1) = diag λ1(1), . . . , λs(h,i)(1) , D(i) = d(1)(i), . . . , d(s(h,i))(i)
W(0) = w(1)(0), . . . ,w(s(h,i))(0) . (23)
From (18) and (19) we have
W(0) =

U(h, 1, 1)+
r(h)−
m=i+1
U(h,m, 1)P(i,m)

D(i) (24)

Q(i, i)+
r(h)−
m=i+1
Q(i,m)P(i,m)

D(i) = D(i)Λ(1)ν . (25)
For any evaluated λ(1) = λj(1), d(m) = d(j)(m) (m = i, . . . , r(h)) and w(0) = w(j)(0), in the following we will derive
the formulas for calculating the corresponding eigenvalue and eigenvector derivatives. From (15) we can evaluate
c(ν − t(h,m), h,m, 1) = λ(1)−t(h,m)
r(h)−
k=i
Q(m, k)d(k), m = 1, . . . , i− 1. (26)
For any h′ ≠ h pre-multiplying both sides of (14) successively by V(h′,m′, k′)H (k′ = t(h′,m′), . . . , 1;m′ = 1, . . . , r(h′))
we can calculate
c(ν, h′,m′, t(h′,m′)) = V(h
′,m′, t(h′,m′))HBw(0)
µ(h)− µ(h′)
c(ν, h′,m′, k′) = V(h
′,m′, k′)HBw(0)+ c(ν, h′,m′, k′ + 1)
µ(h)− µ(h′)
k′ = t(h′,m′)− 1, . . . , 1; m′ = 1, . . . , r(h′); 1 ≤ h′ ≤ q, h′ ≠ h. (27)
Pre-multiplying both sides of (14) by V(h,m′, k′)H (k′ = 1, . . . , t(h,m′);m′ = 1, . . . , r(h))we have
c(ν, h,m′, k′ + 1) = E(t(h,m′), ν,m′, k′, 0)− V(h,m′, k′)HBw(0)
k′ = 1, . . . , t(h,m′)− 1; m′ = 1, . . . , i (28)
c(ν, h,m′, k′ + 1) = E(ν, ν,m′, k′, 0)− V(h,m′, k′)HBw(0)
k′ = 1, . . . , ν; m′ = i+ 1, . . . , r(h) (29)
c(ν, h,m′, k′ + 1) = −V(h,m′, k′)HBw(0)
k′ = ν + 1, . . . , t(h,m′)− 1; m′ = i+ 1, . . . , r(h). (30)
Define the following known quantities
w˜(ν) =
q−
h′=1
h′≠h
r(h′)−
m=1
t(h′,m)−
k=1
U(h′,m, k)c(ν, h′,m, k) (31)
wˇ(1) =

w˜(1)+
r(h)−
m=2
U(h,m, 2)[λ(1)d(m)− V(h,m, 1)HBw(0)]
−
t(h,m)−
k=3
U(h,m, k)V(h,m, k− 1)HBw(0)

, i = 1, ν = 1
λ(1)
r(h)−
m=i
U(h,m, 2)d(m)+ λ(1)1−νU(h, i− 1, 1)
r(h)−
m=i
Q(i− 1,m)d(m), i > 1 and t(h, i− 1) = ν − 1
λ(1)
r(h)−
m=i
U(h,m, 2)d(m), otherwise
(32)
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then we have
w(ν) = w˜(ν)+
r(h)−
m=1
t(h,m)−
k=1
U(h,m, k)c(ν, h,m, k) (33)
w(1) = wˇ(1)+
r(h)−
m=i
U(h,m, 1)c(1, h,m, 1). (34)
Substituting all of the preceding results into the equation forw(ν + 1) in (5) we obtain
L(ν + 1) = λ(1)w˜(ν)+ λ(1)
r(h)−
m=1
t(h,m)−
k=1
U(h,m, k)c(ν, h,m, k)+
i−
m=1
t(h,m)−
k=1
U(h,m, k)E(t(h,m), ν,m, k, 1)
+
r(h)−
m=i+1
ν−
k=1
U(h,m, k)E(ν, ν,m, k, 1)− Bwˇ(1)− B
r(h)−
m=i
U(h,m, 1)c(1, h,m, 1). (35)
Pre-multiplying both sides of (35) by V(h,m, t(h,m))H (m = 1, . . . , r(h)) and using (28)–(30) we obtain
r(h)−
k=i
Q(m, k)c(1, h, k, 1) = f(1,m)+ λ(1)t(h,m)c(ν − t(h,m)+ 1, h,m, 1)
+ t(h,m)λ(1)t(h,m)−1λ(2)c(ν − t(h,m), h,m, 1), m = 1, . . . , i (36)
r(h)−
k=i
Q(m, k)c(1, h, k, 1) = f(1,m), m = i+ 1, . . . , r(h) (37)
where the known quantities f(1,m) (m = 1, . . . , r(h)) are defined by
f(1,m) =
λ(1)
ν+1d(m)− λ(1)V(h,m, ν)HBw(0)− V(h,m, ν + 1)HBwˇ(1),
whenm = i+ 1 and t(h,m) = ν + 1
−λ(1)V(h,m, t(h,m)− 1)HBw(0)− V(h,m, t(h,m))HBwˇ(1), otherwise.
(38)
On the right-hand side of the above equation, any term containing V(h,m, t(h,m) − 1)H will take zero value when
t(h,m)− 1 ≤ 0. From (37) we have
c(1, h,m, 1) = P(i,m)c(1, h, i, 1)+ g(1,m), m = i+ 1, . . . , r(h) (39)
where the known quantities g(1,m) (m = i+ 1, . . . , r(h)) are defined by
g(1,m) =
r(h)−
k=i+1
S(i+1)(m, k)f(1, k), m = i+ 1, . . . , r(h). (40)
Substituting (39) into the ith equation in (36), using (25) and noting that d(i) is the jth column of D(i), we obtain
Λ(1)ν c˜(1, h, i, 1)− λ(1)ν c˜(1, h, i, 1) = νλ(1)ν−1λ(2)e(j)+ f(1) (41)
where
c˜(1, h, i, 1) = D(i)−1c(1, h, i, 1). (42)
e(j) is the jth column of the unit matrix of order s(h, i) and the known quantity f(1) is defined by
f(1) = D(i)−1

f(1, i)−
r(h)−
m=i+1
Q(i,m)g(1,m)

. (43)
Comparing the jth component on both sides of (41) we obtain the second order perturbation coefficient of the eigenvalue,
λ(2) = −fj(1)/[νλ(1)ν−1]. (44)
Comparing the k (k ≠ j)th component on both sides of (41) we obtain all of the non-jth components of c˜(1, h, i, 1),
c˜k(1, h, i, 1) = fk(1)/[λk(1)ν − λ(1)ν], k = 1, . . . , s(h, i); k ≠ j. (45)
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From (24), (34) and (39) we have
w(1) = wˆ(1)+W(0)c˜(1, h, i, 1) (46)
where the known quantity wˆ(1) is defined by
wˆ(1) = wˇ(1)+
r(h)−
m=i+1
U(h,m, 1)g(1,m). (47)
Comparing the p(j)th component on both sides of (46), and using conditions wp(j)(0) = 1 and wp(j)(1) = 0, we can get the
jth component of c˜(1, h, i, 1),
c˜j(1, h, i, 1) = −
wˆp(j)(1)+ s(h,i)−
k=1
k≠j
w
(k)
p(j)(0)c˜k(1, h, i, 1)
 . (48)
Thus c˜(1, h, i, 1) is determined completely and then c(1, h, i, 1), c(1, h,m, 1) (m = i + 1, . . . , r(h)) and w(1) can in turn
be determined.
Obviously the method covers the case of a non-defective matrix.
3. Approximate method
Let the different eigenvalues of A be arranged as
0 < |µ(1)| ≤ |µ(2)| ≤ · · · ≤ |µ(q)|. (49)
We choose q1 (q1 < q) that satisfies the condition
|µ(q1)| < |µ(q1 + 1)|. (50)
For a large system, people are only concerned with a very small number of the preceding eigenvalues. In this case, if only q2
of the preceding eigenvalues are concerned, then we can choose q1 such that
q2 < q1 ≪ q, |µ(q2)| ≪ |µ(q1)| < |µ(q1 + 1)|. (51)
Now we investigate the approximate method for calculating the eigenvalue and eigenvector derivatives of the j0th
differentiable eigenvector w(0) = w(j0)(0) with the first-order eigenvalue derivative λ(1) = λj0(1) associated with the
s(h, i) Jordan blocks of order t(h, i) corresponding to the eigenvalueµ(h) of A. From the exact method listed in Section 2 we
see that in the computation all of the quantities except w˜(ν) defined in Eq. (31) only use the left and right principal vectors
associated with eigenvalue µ(h). When h ≤ q1, from Eq. (27) we can obtain
w˜(ν) = w˜(1)(ν)+ w˜(2)(ν) (52)
where
w˜(1)(ν) =

q1−
h′=1
h′≠h
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
V(h′, l, k)H
[µ(h)− µ(h′)]k+1−j
 Bw(0) (53)
w˜(2)(ν) =

q−
h′=q1+1
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
V(h′, l, k)H
[µ(h)− µ(h′)]k+1−j

Bw(0)
=

q−
h′=q1+1
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
V(h′, l, k)H
(−1)k+1−jµ(h′)k+1−j
[
1− µ(h)
µ(h′)
]j−k−1
Bw(0). (54)
Note that in the right-hand side of Eq. (54) we have[
1− µ(h)
µ(h′)
]j−k−1
=
∞−
m=0
Cmk+m−j
[
µ(h)
µ(h′)
]m
. (55)
If we take (p+ 1)th-order approximation for Eq. (55), then we get the (p+ 1)th-order approximation for w˜(2)(ν),
w˜(2)(ν) ≈ w˜(2,p)(ν)
def=

q−
h′=q1+1
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
V(h′, l, k)H
(−1)k+1−jµ(h′)k+1−j
p−
m=0
Cmk+m−j
[
µ(h)
µ(h′)
]m
Bw(0)
= w˜(2,1,p)(ν)+ w˜(2,2,p)(ν) (56)
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where
w˜(2,1,p)(ν) =

q1−
h′=1
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
(−1)k−jV(h′, l, k)H
µ(h′)k+1−j
p−
m=0
Cmk+m−j
[
µ(h)
µ(h′)
]m
Bw(0) (57)
w˜(2,2,p)(ν) = −
p+1−
m=1
µ(h)m−1

q−
h′=1
r(h′)−
l=1
t(h′,l)−
j=1
U(h′, l, j)
t(h′,l)−
k=j
(−1)k−j
µ(h′)m+k−j
Cm−1m+k−j−1V(h
′, l, k)H

Bw(0). (58)
By the spectral decomposition of A (see Eq. (66) in the Appendix), we obtain
w˜(2,2,p)(ν) = −
p+1−
m=1
µ(h)m−1A−mBw(0). (59)
The computation of w˜(2,2,p)(ν) can be written in the more efficient (iterative) form,
w˜(2,2,0)(ν) = −A−1Bw(0); w˜(2,2,j)(ν) = w˜(2,2,0)(ν)+ µ(h)A−1w˜(2,2,j−1)(ν), j = 1, . . . , p. (60)
Therefore in the computation of w˜(2,2,p)(ν), once of the inversion of A or once of the LU decomposition of A is enough.
Evidently the pth-order approximate method has accuracy of order O
|µ(h)/µ(q1 + 1)|p+1.
The other part of the computation of the second-order eigenvalue derivative λ(2) and the first-order eigenvector
derivativew(1) are the exactly same as that in Section 2.
4. Numerical example
In this section, two numerical examples are given to check the validity of the approximate method. In the first example,
the unperturbed matrix A is nonsingular. In the second example A is singular. The approximate method can also deal with
zero eigenvalue by making a suitable shift to all of the eigenvalues of A.
4.1. Example 1
The corresponding matrices A and B are
A =

0 2 −2 2 −10 8 11 −19 8 1
−1 3 −3 4 −20 16 22 −38 16 2
−1 2 −3 6 −30 24 33 −57 24 3
−1 2 −4 7 −39 32 44 −76 32 4
−1 2 −4 6 −47 40 55 −95 40 5
−1 2 −4 6 −57 49 66 −114 48 6
−1 2 −4 6 −57 39 85 −132 56 7
−1 2 −4 6 −57 39 84 −140 64 8
−1 2 −4 6 −57 39 84 −150 73 9
−1 2 −4 6 −57 39 84 −150 63 19

,
B =

0 7 −4 3 0 −8 9 −6 9 1
5 8 6 1 −2 1 6 −1 7 5
−7 2 −6 −6 5 −1 −1 4 9 9
−7 −4 −1 −7 −2 −3 4 −9 3 9
−4 −8 −2 0 0 −4 0 8 −1 0
0 6 6 8 4 5 6 5 8 9
9 1 3 1 7 9 −2 1 0 −7
4 8 −5 −9 −3 −6 −8 −6 −5 −8
−3 −8 −3 −8 3 5 1 0 −2 −3
−4 1 −7 6 9 −6 8 0 4 1

where B is produced randomly. The different eigenvalues of A are µ(1) = 1 and µ(2) = 10. Associated with µ(1) there are
two Jordan blocks of order 1 and two Jordan blocks of order 2. Associated µ(2) there are two Jordan blocks of order 2. The
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corresponding matrices U and V are
U =

1 1 1 1 1 1 1 1 1 1
2 2 1 2 2 2 2 2 2 2
3 3 1 3 2 3 3 3 3 3
4 4 1 3 2 4 4 4 4 4
5 5 1 3 2 4 5 5 5 5
5 6 1 3 2 4 6 6 6 6
5 7 1 3 2 4 6 7 7 7
5 8 1 3 2 4 6 8 7 8
5 8 1 3 2 4 6 9 7 9
5 8 1 3 2 4 6 9 7 10

,
V =

0 0 2 0 −1 0 0 0 0 0
0 0 −1 −1 2 0 0 0 0 0
0 0 0 2 −1 −1 0 0 0 0
−1 0 0 −1 0 2 0 0 0 0
2 0 0 0 0 −1 −1 0 0 0
−1 0 0 0 0 0 2 0 −1 0
0 −1 0 0 0 0 −1 0 2 0
0 2 0 0 0 0 0 −1 −1 0
0 −1 0 0 0 0 0 2 0 −1
0 0 0 0 0 0 0 −1 0 1

.
For the two Jordan blocks of order 1 associated withµ(1), by the exact method we get the first-order eigenvalue derivatives
λ1(1) and λ2(1), and the differentiable eigenvectorsw(1)(0) andw(2)(0) as follows,
λ1(1) = −13.638628734621875, λ2(1) = −473.3613712653781
w(1)(0) =

0
−0.487243850438103
−0.974487700876207
−0.871936470963827
−0.769385241051447
−0.179590160700965
0.410204919649517
1
1
1

, w(2)(0) =

0
0.063982459550813
0.127964919101626
0.340761411011789
0.553557902921951
0.702371935281301
0.851185967640650
1
1
1

.
Associated with w(1)(0) and w(2)(0), by the exact method we get the second-order eigenvalue perturbation coefficients
λ1(2) and λ2(2), and the first-order eigenvector derivativesw(1)(1) andw(2)(1) as follows,
λ1(2) = −587.2359112681818, λ2(2) = −2449139.724792450
w(1)(1) =

−62.227308572975602
−24.661546640160715
29.345956912433920
−5.975598870851819
−13.237093454380229
−8.973778817315242
−2.771558700974218
0
−1.816531072334101
−1.542782218447087

, w(2)(1) =

−6911.978562551537
−2036.964160192823
2804.440634838677
2078.557621783307
1305.547401245206
865.286605420244
432.380343438623
0
−3.384463687414
−5.205374811484

.
Now we investigate the efficiency of the approximate method. In this example we take q1 = 1. Associated with the
differentiable eigenvectorsw(1)(0) andw(2)(0), Table 1 gives the relative errors of the second-order eigenvalue derivatives
and the first-order eigenvector derivatives by the pth-order (p = 0, 1, 2, 3, 4, 5) approximate method, where the vector
errors are in the maximal norm. It can be seen that the errors of the eigenvalue and eigenvector derivatives obtained by the
pth-order approximate method are nearly proportional to |µ(1)/µ(2)|p+1, which shows the validity of the method.
4.2. Example 2
Gear demonstrated how to construct a simple matrix with repeated or defective eigenvalues in his paper (Ref. [41]).
The method for computing eigenvalues, eigenvectors and principal vectors of this simple matrix was also presented. This
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Table 1
The relative errors of the second-order eigenvalue derivatives and the first-order eigenvector derivatives associated with the differentiable eigenvector
w(1)(0) andw(2)(0) by the pth-order (p = 0, 1, 2, 3, 4, 5) approximated method.
Associated withw(1)(0) Associated withw(2)(0)
Errors of second-order
eigenvalue derivative
Errors of first-order
eigenvector derivative
Errors of second-order
eigenvalue derivative
Errors of first-order eigenvector
derivative
p = 0 1.586× 10−2 7.377× 10−3 3.155× 10−4 7.863× 10−4
p = 1 1.786× 10−3 9.984× 10−4 3.065× 10−5 7.647× 10−5
p = 2 1.986× 10−4 1.259× 10−4 2.975× 10−6 7.431× 10−6
p = 3 2.185× 10−5 1.520× 10−5 2.884× 10−7 7.216× 10−7
p = 4 2.385× 10−6 1.781× 10−6 2.794× 10−8 9.000× 10−8
p = 5 2.584× 10−7 2.042× 10−7 2.704× 10−9 6.784× 10−9
method has been collected in MATLAB’s function Gallery(‘gearmat’, N, J, K). We create a 25 × 25 matrix A by
Gear’s method. Let
A0 =

0 1 0 1 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 1 0 1 0

A0 can be obtained easily by inputting A0 = gallery(‘gearmat’, 5, 4, 4) in the command window in MATLAB.
Consider
A =

A0 D O D O
D A0 D O O
O D A0 D O
O O D A0 D
O D O D A0

where D and O are a 5-by-5 identity matrix and a zero matrix of same order respectively. A has 5 distinct eigenvalues:
0, −2, 2, −4, 4. They are denoted by µ(i) (i = 1, . . . , 5) and sorted according to the ascending order of absolute value.
In order to use our approximate method we introduce a suitable shift to all of the eigenvalues to make the shifted matrix
nonsingular: Aˆ = A+σ I, where σ is an appropriate constant and I is a 25-by-25 identitymatrix. For example we can choose
σ = min1≤i≤4{|µ(i+ 1)−µ(i)|}/4 = 0.5. The differentiable eigenvectors and the eigenvalues and eigenvector derivatives
of Aˆ are the same as those of A. The eigenvalues of Aˆ are µˆ(i) = µ(i) + 0.5 (i = 1, . . . , 5). Aˆ is then nonsingular and the
absolute value of its eigenvalues are all different. Thus the approximate method can be carried out without difficulty. The
perturbation matrix B is still produced randomly as follows
B =

6 5 −4 −3 −6 7 −2 −6 3 9 9 8 −8 −2 −4 −7 −1 −4 8 1 2 5 4 6 7
8 5 3 −6 6 −8 −9 3 −2 −1 1 7 3 1 4 2 −8 −1 −9 3 1 8 −2 5 1
−7 −2 3 −5 −4 −2 8 4 6 −7 0 −3 −9 −2 3 −5 2 1 −1 1 7 9 3 −6 8
8 3 −6 2 1 −5 8 3 1 −5 −5 4 −8 3 1 −2 −1 −1 −1 −1 −4 −6 4 7 4
3 −6 −7 −1 −6 6 0 −1 −3 −2 0 −6 0 2 4 2 4 7 −1 3 −3 −7 −1 9 2
−8 4 0 −3 2 −1 0 1 8 2 2 −9 −8 −4 3 −5 4 0 5 3 −7 4 −9 0 6
−4 −9 9 6 −5 8 −3 −4 7 −5 3 5 6 −1 −6 −4 3 8 −3 3 8 −8 −3 7 7
1 −4 −3 2 3 −6 8 5 1 2 −2 0 6 −9 −7 2 −9 3 5 3 3 0 −1 2 9
9 −9 2 1 4 −4 −2 −6 2 4 −3 0 4 9 9 −4 −8 9 −1 8 0 1 −4 −7 −9
9 −8 −5 8 5 −7 −7 4 2 −5 9 8 −7 −6 −6 6 −3 −5 −9 −6 3 7 −6 −6 7
−7 6 5 −4 −1 −7 5 −6 −6 −7 −9 2 3 −7 −9 9 1 3 −6 4 1 0 6 −2 2
9 4 −5 5 −8 7 −2 −2 −4 −4 7 2 0 −2 1 4 3 −4 4 −5 3 −2 −1 5 9
9 −3 0 5 −5 2 −5 2 −1 −3 8 7 9 −6 7 −3 −2 3 −1 −7 1 3 7 6 1
0 9 4 −2 8 1 −2 5 −5 −1 6 6 3 0 3 2 6 4 −7 2 4 5 −2 6 0
6 −9 7 1 −7 −7 −8 −8 7 0 −8 1 6 −3 −6 −7 4 −8 −3 −1 0 0 5 −3 6
−7 −1 9 −8 6 7 −7 8 −6 −8 −5 −6 −1 9 −2 8 9 −5 2 −1 9 −3 −2 1 −5
−1 −2 1 −8 1 2 8 5 −5 −5 −3 −5 −1 8 −1 7 1 −5 −6 3 −5 −7 6 −8 0
8 5 −7 1 9 −3 9 0 −6 6 3 7 6 −8 9 6 −3 3 5 5 −7 2 5 −7 8
6 6 −7 5 −8 0 1 −1 −5 −9 −7 −9 −8 5 −7 −5 −7 7 −5 −3 −7 −5 −2 −7 1
9 −6 −5 8 −1 −2 −8 −1 −1 8 4 0 −7 −4 7 2 2 −3 8 3 −8 −9 −5 3 7
3 0 6 −7 −7 −8 −5 −4 −4 4 −7 −6 −6 −1 3 −9 5 5 −4 −2 −2 5 6 0 5
−9 −1 −5 1 9 −5 −3 0 8 0 3 9 −2 1 −2 −1 −1 3 5 6 −1 −5 9 −6 2
7 3 6 −1 −9 −7 6 0 −1 1 0 4 6 8 −6 −4 −8 −9 −6 6 −3 −1 −3 0 −5
8 4 −5 −9 5 −6 −9 6 −6 −5 5 0 6 −2 −1 −6 −4 2 −4 −5 5 4 3 −7 3
3 5 8 −3 6 −5 −9 6 8 −1 4 −1 −8 9 0 −6 −7 −2 −8 2 2 −3 −1 −8 −8

.
There are 4 Jordan blocks of order 1, 2 Jordan blocks of order 2 and 1 Jordan block of order 3 associated with µˆ(1). Let J(l)k
denote the l-th order Jordan block of µˆ(k), then we have
J(2)1 =
[
0.5 1
0 0.5
]
and J(3)1 =
0.5 1 0
0 0.5 1
0 0 0.5

.
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The Jordan block associated with µˆ(1) is
J1 = diag

1, 1, 1, 1, J(2)1 , J
(2)
1 , J
(3)
1

.
µˆ(2) and µˆ(3) have 2 Jordan blocks of order 1 and 2 Jordan blocks of order 2 respectively. Let
J(2)2 =
[−1.5 1
0 −1.5
]
, J(2)3 =
[
2.5 1
0 2.5
]
then the Jordan blocks associated with µˆ(2) and µˆ(3) are
J2 = diag

−1.5,−1.5, J(2)2 , J(2)2

, J3 = diag

2.5, 2.5, J(2)3 , J
(2)
3

respectively. µˆ(4) = −3.5 and µˆ(5) = 4.5 are both simple eigenvalues of matrix Aˆ. Now the Jordan canonical form of Aˆ is
J = diag (J1, J2, J3,−3.5, 4.5) .
The eigenstructure of Aˆ is more complicated than that of A in the first example.
According to the definition at the beginning of Section 2, the matrix U and V composed by all the right and left
eigenvectors and principal vectors are
U =

0 −2 −1 −1 0 0 2.5 1 0 0 7.25 0 1
1 0 0 0 4 2 −1 −1 0 7 −1 −1.75 −1.1667
0 2 3 3 0 0 4.5 3 0 0 3.25 1 0
1 −1 −1 0 −4 −2 −2 −2 0 −7 −2 0.75 0.1667
0 −2 −1 −1 0 0 −5.5 −3 0 0 −6.75 0 1
−3 −2 −2 0 2 2 1 1 0 5 1 0.25 −1.1667
0 4.4444 4.2222 4.2222 0 0 8.1111 6 4 0 7.8611 1.5 1.3333
1 0 0 0 −2 −2 −1 −1 0 −3 −1 −0.75 −0.1667
0 −4.4444 −6.2222 −6.2222 0 0 −11.1111 −8 −4 0 −11.3611 −1 0
−3 4 4 0 2 2 7 7 0 1 7 0.25 −1.1667
0 2 3 3 0 0 2.5 3 0 0 1.25 −1 0
1 2 2 0 −4 −2 1 1 0 −5 1 −0.75 −0.1667
0 −2 −1 −1 0 0 −3.5 −3 0 0 −2.75 0 −1
1 −3 −3 0 4 2 −4 −4 0 5 −4 1.75 1.1667
0 2 3 3 0 0 10.5 7 0 0 11.25 −1 0
1 3 3 0 −2 −2 2 2 0 −5 2 0.75 0.1667
0 −4.4444 −6.2222 −6.2222 0 0 −11.1111 −8 −4 0 −11.3611 1 0
−3 1 1 0 2 2 4 4 0 3 4 −0.25 1.1667
0 4.4444 4.2222 4.2222 0 0 8.1111 6 4 0 7.8611 −1.5 −1.3333
1 −3 −3 0 −2 −2 −4 −4 0 −1 −4 0.75 0.1667
0 −2 −1 −1 0 0 −1.5 −3 0 0 −2.75 0 1
1 −6 −6 0 4 2 −7 −7 0 3 −7 −1.75 −1.1667
0 2 3 3 0 0 8.5 7 0 0 9.25 1 0
1 5 5 0 −4 −2 4 4 0 −3 4 0.75 0.1667
0 −2 −1 −1 0 0 −9.5 −7 0 0 −8.75 0 1
0 0 3.625 2.125 2 1 0 0 5.625 4.125 1 1
0.125 −0.375 −4.3542 −3.6042 0.5833 1.1667 0.125 −0.375 3.1875 2.4375 −1 1
0 0 1.375 0.875 −1 0 0 0 −0.625 −1.125 1 1
−0.125 0.375 −0.5208 0.2292 0.4167 −0.1667 −0.125 0.375 1.6875 0.9375 −1 1
0 0 3.375 2.875 2 1 0 0 5.375 4.875 1 1
1.625 1.125 −2.6042 −1.8542 2.5833 1.1667 1.625 1.125 5.4375 4.6875 −1 1
−1.75 −0.75 3.3333 3.3333 1.1667 1.3333 1.75 0.75 3 3 1 1
1.625 1.125 −0.3542 −0.6042 −0.4167 0.1667 1.625 1.125 −0.8125 −0.5625 −1 1
−1.5 −1.5 −0.5 −0.5 1 0 1.5 1.5 1.5 1.5 1 1
1.625 1.125 −2.3542 −2.6042 2.5833 1.1667 1.625 1.125 5.1875 5.4375 −1 1
0 0 0.375 −0.125 1 0 0 0 2.375 1.875 1 1
0.125 −0.375 −1.1042 −1.3542 −0.4167 0.1667 0.125 −0.375 −0.0625 0.1875 −1 1
0 0 −1.875 −1.375 −2 −1 0 0 −3.875 −3.375 1 1
−0.125 0.375 2.7292 2.4792 −0.5833 −1.1667 −0.125 0.375 −1.5625 −1.3125 −1 1
0 0 0.125 0.625 1 0 0 0 2.125 2.625 1 1
−1.625 −1.125 0.2292 0.9792 0.4167 −0.1667 −1.625 −1.125 0.9375 0.1875 −1 1
1.5 1.5 0.5 0.5 −1 0 −1.5 −1.5 −1.5 −1.5 1 1
−1.625 −1.125 2.4792 2.2292 −2.5833 −1.1667 −1.625 −1.125 −5.3125 −5.0625 −1 1
1.75 0.75 −3.3333 −3.3333 −1.1667 −1.3333 −1.75 −0.75 −3 −3 1 1
−1.625 −1.125 0.4792 0.2292 0.4167 −0.1667 −1.625 −1.125 0.6875 0.9375 −1 1
0 0 0.375 −0.125 2 1 0 0 2.375 1.875 1 1
0.125 −0.375 −1.1042 −1.3542 0.5833 1.1667 0.125 −0.375 −0.0625 0.1875 −1 1
0 0 −1.875 −1.375 −1 0 0 0 −3.875 −3.375 1 1
−0.125 0.375 2.7292 2.4792 0.4167 −0.1667 −0.125 0.375 −1.5625 −1.3125 −1 1
0 0 0.125 0.625 2 1 0 0 2.125 2.625 1 1

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Table 2
The relative errors of the second-order eigenvalue derivatives associated with the four 1× 1 Jordan blocks of µˆ(1) for the case of q1 = 1.
Errors of second-order eigenvalue derivatives
p = 0 9.989× 10−3 8.620× 10−2 7.386× 10−3 1.685× 10−3
p = 1 3.741× 10−3 5.418× 10−2 2.595× 10−3 9.842× 10−4
p = 2 1.256× 10−3 1.807× 10−2 9.503× 10−4 3.270× 10−4
p = 3 3.696× 10−4 8.048× 10−3 2.771× 10−4 2.121× 10−4
p = 4 1.304× 10−4 3.282× 10−3 9.706× 10−5 7.916× 10−5
p = 5 3.847× 10−5 1.345× 10−3 2.832× 10−5 3.659× 10−5
V =

0 0 0 0 0 0 −0.125 0 0 0 0.125 0 0
0.0833 0 0.0417 −0.0417 −0.0208 0 0 0 0 0.0625 0 −0.0833 0.0833
−0.125 0.125 0 0.125 0 0 0.125 −0.25 −0.1649 0 0 0.1458 −0.1458
0.0417 0 −0.0417 0.0417 −0.1042 0.25 0 0 0 −0.0625 0 −0.0833 0.0833
0.125 −0.25 0.125 −0.125 0 0 0 0.25 0.1406 0 −0.125 0.0208 −0.0208
−0.0833 0 −0.0417 0.0417 −0.1042 0 0 0 0 0.0625 0 0.0833 −0.0833
0 0.125 −0.125 0 0 0 0 0 0.0868 0 0 0 0
−0.125 0 0 0 0.25 −0.5 0 0 0 0 0 −0.125 0.125
0 0.125 −0.125 0 0 0 0 0 −0.0382 0 0 0 0
−0.0417 0 0.0417 −0.0417 0.1042 0 0 0 0 −0.0625 0 0.0417 −0.0417
0 0 0 0.125 0 0 −0.125 0.125 −0.0816 0 0 −0.1458 0.0208
0.125 0 0 0 −0.25 0.375 0 0 0 0 0 0.125 0.125
0 −0.25 0.25 −0.125 0 0 0 0 0.1146 0 0 0 −0.25
0.125 0 0 0 0 0.125 0 0 0 0 0 0.125 0.125
0 0 0 0 0 0 0.125 −0.125 −0.0816 0 0 −0.1042 −0.0208
−0.0417 0 0.0417 −0.0417 0.2292 −0.25 0 0 0 −0.0625 0 0.0833 −0.0833
0 0.125 −0.125 0 0 0 0 0 −0.0382 0 0 0 0
−0.125 0 0 0 0 0 0 0 0 0 0 −0.125 0.125
0 0.125 −0.125 0 0 0 0 0 0.0868 0 0 0 0
−0.0833 0 −0.0417 0.0417 0.0208 −0.25 0 0 0 0.0625 0 0.0417 −0.0417
0 −0.125 0.125 −0.125 0 0 0.25 −0.125 0.0573 0 −0.125 −0.0208 0.1458
0.0417 0 −0.0417 0.0417 0.0208 0.125 0 0 0 −0.0625 0 −0.0417 −0.2083
0.125 −0.125 0 0 0 0 −0.125 0.25 0.0017 0 0 0.1042 0.1458
0.0833 0 0.0417 −0.0417 −0.1458 0.125 0 0 0 0.0625 0 −0.0417 −0.2083
−0.125 0.125 0 0.125 0 0 −0.125 −0.125 −0.0833 0 0.125 0 0.125
0 0 0.125 −0.125 0 0 0 0 0.125 −0.125 0.0156 0.0156
−0.2604 0.3021 −0.0625 −0.0208 −0.25 0.25 −0.2604 0.3021 0.0625 0.0208 −0.0312 0.0313
0.3958 −0.5208 0.0625 0.0208 −0.3125 0.3125 −0.3958 0.5208 0.0625 0.0208 0.0313 0.0312
−0.4479 0.5729 −0.0625 −0.0208 −0.25 0.25 −0.4479 0.5729 0.0625 0.0208 −0.0312 0.0312
0.3125 −0.3542 −0.0625 0.1458 −0.1875 0.1875 −0.3125 0.3542 −0.0625 0.1458 0.0156 0.0156
0.3854 −0.4271 −0.1875 0.2708 0.25 −0.25 0.3854 −0.4271 0.1875 −0.2708 −0.0313 0.0313
−0.25 0.25 0 0 0 0 0.25 −0.25 0 0 0.0625 0.0625
−0.0208 0.1875 0 0 −0.125 0.125 −0.0208 0.1875 0 0 −0.0625 0.0625
0.125 −0.2917 0 0 0 0 −0.125 0.2917 0 0 0.0625 0.0625
−0.2396 0.2813 0.1875 −0.2708 −0.125 0.125 −0.2396 0.2813 −0.1875 0.2708 −0.0312 0.0312
−0.5625 0.6875 0.1875 −0.2708 0.3125 −0.4375 0.5625 −0.6875 0.1875 −0.2708 0.0312 0.0313
0.6042 −0.7708 0 0 0.125 −0.375 0.6042 −0.7708 0 0 −0.0625 0.0625
−0.3333 0.3333 0 0 0 −0.25 0.3333 −0.3333 0 0 0.0625 0.0625
0.2292 −0.2292 0 0 0.125 −0.375 0.2292 −0.2292 0 0 −0.0625 0.0625
0.0625 −0.0208 −0.1875 0.2708 −0.0625 −0.0625 −0.0625 0.0208 −0.1875 0.2708 0.0312 0.0313
0.3229 −0.4479 −0.1875 0.2708 0.25 −0.25 0.3229 −0.4479 0.1875 −0.2708 −0.0313 0.0312
−0.125 0.2917 0 0 0 0 0.125 −0.2917 0 0 0.0625 0.0625
−0.1458 0.1458 0 0 −0.125 0.125 −0.1458 0.1458 0 0 −0.0625 0.0625
0.25 −0.25 0 0 0 0 −0.25 0.25 0 0 0.0625 0.0625
−0.3021 0.2604 0.1875 −0.2708 −0.125 0.125 −0.3021 0.2604 −0.1875 0.2708 −0.0312 0.0312
−0.1458 0.1875 0.0625 −0.1458 0.1875 −0.0625 0.1458 −0.1875 0.0625 −0.1458 0.0156 0.0156
0.0312 −0.0729 0.0625 0.0208 0.125 0.125 0.0312 −0.0729 −0.0625 −0.0208 −0.0313 0.0312
0.1042 −0.1458 −0.0625 −0.0208 0.0625 0.1875 −0.1042 0.1458 −0.0625 −0.0208 0.0313 0.0312
−0.1563 0.1979 0.0625 0.0208 0.125 0.125 −0.1563 0.1979 −0.0625 −0.0208 −0.0313 0.0313
0.1667 −0.1667 −0.125 0.125 0 0.125 −0.1667 0.1667 −0.125 0.125 0.0156 0.0156

.
Because of size limitations, we will not give the differentiable eigenvectors and the exact eigenvalue and eigenvector
derivatives of Aˆ. Associated with the four 1-by-1 Jordan blocks of eigenvalue µˆ(1) = 0.5, we investigate the efficiency of
the approximatemethod by listing directly the corresponding errors. When q1 = 1, Tables 2 and 3 give the relative errors of
second-order eigenvalue derivatives and the first-order eigenvector derivatives respectively by the p-th order approximate
method (p = 0, 1, 2, 3, 4, 5).
When q1 = 3, Tables 4 and 5 give the relative errors of second-order eigenvalue derivatives and the first-order eigen-
vector derivatives respectively by the p-th order approximate method (p = 0, 1, 2, 3, 4, 5).
It can be seen that the errors of the eigenvalue and eigenvector derivatives obtained by the p-th order approximate
method are also nearly proportional to |µˆ(1)/µˆ(q1 + 1)|p+1.
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Table 3
The relative errors of the first-order eigenvector derivatives associated with the four 1× 1 Jordan blocks of µˆ(1) for the case of q1 = 1.
Errors of first-order eigenvector derivatives
p = 0 8.620× 10−2 5.110× 10−2 1.685× 10−3 3.314× 10−3
p = 1 5.418× 10−2 7.309× 10−2 9.482× 10−4 2.217× 10−3
p = 2 1.807× 10−2 1.399× 10−2 3.270× 10−4 5.644× 10−4
p = 3 8.048× 10−3 6.537× 10−3 2.121× 10−4 1.905× 10−4
p = 4 3.282× 10−3 1.920× 10−3 7.916× 10−5 6.180× 10−5
p = 5 1.345× 10−3 7.206× 10−4 3.659× 10−5 1.919× 10−5
Table 4
The relative errors of the second-order eigenvalue derivatives associated with the four 1× 1 Jordan blocks of µˆ(1) for the case of q1 = 3.
Errors of second-order eigenvalue derivatives
p = 0 1.306× 10−3 6.242× 10−3 6.832× 10−4 3.920× 10−4
p = 1 4.143× 10−5 1.407× 10−3 4.345× 10−5 4.299× 10−5
p = 2 1.513× 10−5 7.368× 10−5 9.603× 10−6 4.889× 10−6
p = 3 1.773× 10−7 2.160× 10−5 4.062× 10−7 5.331× 10−7
p = 4 2.345× 10−7 1.187× 10−6 1.452× 10−7 6.173× 10−8
p = 5 4.631× 10−9 3.565× 10−7 4.686× 10−9 6.751× 10−9
Table 5
The relative errors of the first-order eigenvector derivatives associated with the four 1× 1 Jordan blocks of µˆ(1) for the case of q1 = 3.
Errors of first-order eigenvector derivatives
p = 0 6.242× 10−3 2.646× 10−2 3.920× 10−4 6.763× 10−4
p = 1 1.407× 10−3 1.357× 10−3 4.299× 10−5 5.929× 10−5
p = 2 7.368× 10−5 4.631× 10−4 4.889× 10−6 8.853× 10−6
p = 3 2.160× 10−5 3.624× 10−5 5.331× 10−7 6.600× 10−7
p = 4 1.187× 10−6 8.501× 10−6 6.173× 10−8 1.260× 10−7
p = 5 3.565× 10−7 8.451× 10−7 6.751× 10−9 7.001× 10−9
5. Conclusions
Based on the exact modal expansion method, an arbitrary high-order approximate method is developed for calculating
the second-order eigenvalue derivatives and the first-order eigenvector derivatives of a defective matrix. The numerical
example shows the validity of the method. If the different eigenvalues µ(1), . . . , µ(q) of the matrix are arranged so that
|µ(1)| ≤ · · · ≤ |µ(q)| and satisfy the condition that |µ(q1)| < |µ(q1+ 1)| for some q1 < q, and if the approximate method
only uses the left and right principal eigenvectors associated with µ(1), . . . , µ(q1), then associated with µ(h) (h ≤ q1)
the errors of the eigenvalue and eigenvector derivatives by the pth-order approximate method are nearly proportional to
|µ(h)/µ(q1 + 1)|p+1.
Appendix. Spectral decomposition of a defective matrix
Define
J = diag [J(1), . . . , J(q)]
where
J(h) = diag

J(h, 1), . . . , J

h, r(h)

, h = 1, . . . , q
and J(h, i) is a t(h, i)× t(h, i) block matrix, each block is a s(h, i)× s(h, i)matrix,
J(h, i) =

µ(h)Is(h,i) Is(h,i) 0 · · · 0 0
0 µ(h)Is(h,i) Is(h,i) · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · µ(h)Is(h,i) Is(h,i)
0 0 0 · · · 0 µ(h)Is(h,i)
 , i = 1, . . . , r(h);h = 1, . . . , q. (61)
Then we have
A = UJVH (62)
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A−m = UJ−mVH
=
q−
h=1
U(h)J(h)−mV(h)H
=
q−
h=1
r(h)−
i=1
U(h, i)J(h, i)−mV(h, i)H m = 1, 2, . . . . (63)
Note that
J(h, i)−1 =

1
µ
Is − 1
µ2
Is
1
µ3
Is · · · · · · · · · (−1)
t−1
µt
Is
0
1
µ
Is − 1
µ2
Is · · · · · · · · · (−1)
t−2
µt−1
Is
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1
µ
Is − 1
µ2
Is
1
µ3
Is
0 0 0 · · · 0 1
µ
Is − 1
µ2
Is
0 0 0 · · · 0 0 1
µ
Is

i = 1, . . . , r(h); h = 1, . . . , q (64)
then by mathematical induction we have
J(h, i)−m =

1
µm
Is − m
µm+1
Is
C2m+1
µm+2
Is · · · · · · · · · (−1)t−1 C
t−1
m+t−2
µm+t−1
Is
0
1
µm
Is − m
µm+1
Is · · · · · · · · · (−1)t−2 C
t−2
m+t−3
µm+t−2
Is
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1
µm
Is − m
µm+1
Is
C2m+1
µm+2
Is
0 0 0 · · · 0 1
µm
Is − m
µm+1
Is
0 0 0 · · · 0 0 1
µm
Is

i = 1, . . . , r(h); h = 1, . . . , q; m = 1, 2, . . . . (65)
In Eqs. (64) and (65) µ = µ(h), s = s(h, i) and t = t(h, i). From Eqs. (63) and (65) we obtain
A−m =
q−
h=1
r(h)−
i=1
t(h,i)−
j=1
U(h, i, j)
t(h,i)−
k=j
(−1)k−j
µ(h)m+k−j
Ck−jm+k−j−1V(h, i, k)
H, m = 1, 2, . . . . (66)
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