Abstract: Using data that represent the six-digit North American Industrial Classification System-classified industries that comprise the US manufacturing sector and that span the years 1989-2005, we test the validity of the smooth adjustment hypothesis (SAH). To our knowledge, this is the first examination of the SAH for the USA. The results of our empirical analysis are consistent with the confirmation of the SAH. Further, using measures of vertical marginal intra-industry trade and of horizontal marginal intra-industry trade, we find that the latter has a stronger effect on employment of production workers than does the former. The findings suggest that for total industry-level employment and for industry-level production worker employment, intra-industry trade expansion inherently involves lower adjustment costs as compared to interindustry trade expansion.
Introduction
Compared to the 'different-different' trading patterns that standard models of international trade suggest will materialise in the long run, we observe consistent 'similar-similar' trade between countries over shorter time horizons. Underlying this intra-industry trade (IIT) framework are crucial distinctions between horizontal and vertical IIT. One such distinction is that the former is characterised by trade in different varieties of products, while the latter involves the trade of products at different stages of processing. While a large portion of the related literature has typically placed an emphasis on identifying the determinants of IIT for given countries and time periods, in recent decades increased attention has been devoted towards the study of the labour adjustment costs associated with IIT -namely, examination of the smooth adjustment hypothesis (SAH). The SAH states that labour-related adjustment costs are positively related to the likelihood that a worker switches industries and, thus, such adjustment costs are lower if the trading patterns is characterised by a greater incidence of IIT as compared to inter-industry trade.
Previous studies involving IIT were extensively built on the index created by Grubel and Lloyd (1975) . Hamilton and Kniest (1991) have argued that the observation of a high proportion of IIT in one particular year does not fully capture the likely patterns of change in trade flows. As a result, several alternative measurements of IIT have been developed to more precisely capture the dynamic nature of IIT. One such approach that relates to the SAH is the utilisation of marginal intra-industry trade (MIIT) as a dynamic measure of changes in trading partners over time. Rather than identifying the static specialisation within certain industries throughout time, MIIT places more weight on capturing the structures of changes in trade patterns for a particular country across time (Hamilton and Kniest, 1991) . Deviating from prior studies and, by doing so, extending the literature on the SAH, we disentangle and implement the MIIT transformation separately to horizontal and vertical product differentiation from traditional MIIT. By using measures of vertical marginal intra-industry trade (VMIIT) and horizontal marginal intra-industry trade (HMIIT), we are able to more precisely represent changes in trading patterns. As Greenaway et al. (1995) notes, vertical IIT can be related more to traditional theories of comparative advantage, while horizontal IIT falls much more within the 'modern' theories of trade.
Several studies have sought to identify and disentangle the separate effects of horizontal and vertical IIT (e.g. Abdel-Rahman, 1991; Greenaway et al., 1994 Greenaway et al., , 1995 . Extending the literature, we build upon on the work of Faustino and Leitao (2009) to examine the SAH while considering the influences of MIIT, VMIIT and HMIIT, separately. Using data that are classified according to the North American Industrial Classification System (NAICS) at the six-digit industry level and that comprise the US manufacturing sector during the years 1989-2005, we test the validity of the SAH. Our findings offer two distinct contributions to the literature on IIT. Firstly, to our knowledge, this is the first examination of the SAH for the USA. The evidence obtained from our battery of estimations is consistent with the confirmation of the SAH. Secondly, using measures of VMIIT and of HMIIT, we test the validity of the SAH in a rather disaggregate manner. We find that HMIIT has a stronger effect on employment of production workers than does VMIIT. Our results suggest that for total industry-level employment and for production worker employment at the industry level, IIT expansion inherently involves lower adjustment costs as compared to inter-industry trade expansion.
The remainder of this paper is organised as follows. We follow this introduction with a review of the related literature in Section 2. In Section 3, we describe the data, including the construction of the MIIT, VMIIT and HMIIT series, and detail our empirical specification. In Section 4, we discuss the results of our analysis and Section 5 concludes this paper.
Literature review
Under the monopolistic competition IIT framework, Helpman (1981) and Helpman and Krugman (1985) note that undertaking an IIT expansion will incur little adjustment problems across industries since differentiated varieties produced by each industry have similar factor requirements. This implies rather limited factor reallocation within each industry. Contrary to the standard scenario of monopolistic competition, vertical IIT entails an exchange of varieties produced with different factor requirements wherein high quality varieties are more capital-intensive than low quality varieties (Falvey and Kierzkowski, 1987) . More recently, Lovely and Nelson (2000) develop a model based on the general equilibrium framework of Ethier (1982) and find the link between IIT and intra-industry adjustment may not necessarily be positive. Table 1 summarises prior studies that have examined the SAH. The studies are listed in chronological order from earliest to most recent. In total, the 18 studies have examined the SAH for only 10 economies. Further, as is noted, several different proxy variables have been employed to represent labour market adjustment costs. The variety of adjustment cost measures that have been employed and the limited breadth of economies examined likely contributes to the variation in findings. The SAH has been confirmed by only slightly more than one-half of the studies. 
Portugal
Several studies have used the observed annual change in industry-level employment as a proxy for adjustment costs. Brulhart (1995) and Brulhart and Elliott (1998) examine data for Ireland and report evidence in support of the SAH. Similarly, Harfi and Montet (1999) , Porto and Costa (1998) and Sarris et al. (1999) report findings that suggest the validity of the SAH for France, Portugal and Greece, respectively. Hoping to more precisely represent adjustment costs, Brulhart (2000) uses the share of total plant-level employment reallocation to represent adjustment costs and again confirms the SAH, this time using data for Ireland's manufacturing sector. Employing potentially more direct measures of adjustment costs -the average duration of unemployment and the standard deviation of real wages (both measured at the industry level) -to examine the SAH for the UK manufacturing sector. For both proxy variables, the authors confirm the SAH. Similarly, Brulhart et al. (2004) reconfirm the validity of the SAH while using data for Ireland and yet another proxy for adjustment costs; namely, the share of total plant-level employment reallocation. More recently, Brulhart et al. (2006) and Cabral and Silva (2006) construct measures of adjustment costs from worker-level data that represent industry-and occupation-switching and report findings for the UK and Portugal, respectively, that suggest verification of the SAH. While several studies confirm the SAH, a number of studies fail to do so. For example, employing observed changes in industry-level employment, Hine et al. (1994) (for the UK), Brulhart and McAleese (1995) (for Ireland), Rossini and Burratoni (1998) (for Italy), Tharakan and Calfat (1999) (for Belgium) and Smeets and Reker (1999) (for Germany) fail to find support for the SAH. Brulhart and Thorpe (2000) and Erlat and Erlat (2003) examine the SAH using data for Malaysia and Turkey, respectively, while using the absolute change in industry-level employment as the proxy variable for adjustment costs. In both studies, the authors fail to confirm the SAH. Finally, Faustino and Leitao (2009) examine the SAH using data for Portugal and fail to find a contemporaneous relationship between adjustment costs and MIIT; however, when allowing for one-and two-year lags in their explanatory variable series, the authors find evidence that support the SAH.
Given the variation in findings across studies that have examined a diverse set of economies, a number of reference periods, and several different proxy variables that are intended to represent adjustment costs, the SAH remains an open empirical question.
Empirical specification, variables and data
Data representing 415 six-digit NAICS-US manufacturing industries during [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] are from the NBER-CES Manufacturing Industry Database (Becker and Gray, 2009 
Empirical specification
As noted in Section 2, prior studies of the SAH have employed a variety of measures that serve to represent industry-level adjustment costs: net industry-level employment changes, absolute changes in industry-level employment, unemployment duration, rates of industry-and occupation-switching and the standard deviation of industry-level wages. Consistent with a large number of these earlier studies, we employ the change in industry employment as an inverse proxy measure of labour market adjustment costs. Accordingly, our vector of dependent variables ( lnL jt in Equation (1)) is comprised of measures of the total annual industry-level employment change ( lnEMP jt ) as well as the annual industry-level changes in both production employment ( lnPRODE jt ) and in nonproduction employment ( lnNPRODE jt ), each of which is used in turn in our battery of estimations. For all three dependent variable series, the changes in the natural logarithm of the variables are employed.
The set of explanatory variables includes our variables of primary interest (noted in Equation (1) by the vector IIT) and several control variables (noted by the vector X) that are thought to significantly affect adjustment costs. Equation (1) describes our general form estimation equation. The vectors Z and represent industry-and time-specific (year) fixed effects.
The vector X includes the annual changes in the natural logarithm of average annual wages for all employees ( lnW jt ), production employees ( lnW_P jt ) and non-production employees ( lnW_NP jt ). One of these variables (as dictated by the choice of dependent variable) is included each time we estimate our regression equations. While our empirical specification closely follows that utilised by Brulhart (2000) , as noted by Faustino and Leitao (2009) the change in employment fails to account for labour movement that is induced by cross-industry wage differences. To control for this effect, we follow their lead and include a measure of wages. The vector X also includes measures of the annual changes in the natural logarithm of the industry-level productivity variable ( lnPROD jt ), the natural logarithm of the variable that measures domestic consumption of industry output ( lnDOM jt ) and the measure of industry-level trade exposure ( OPEN jt ).
As noted, the vector IIT contains five measures of MIIT. Firstly, we have our principle measure: marginal intra-industry trade (MIIT jt ). Considering that the influences of vertical and horizontal IIT may affect adjustment costs in different ways, we also include two measures of vertical marginal intra-industry trade (VMIIT15 jt and VMIIT25 jt ) and two accompanying measures of horizontal marginal intra-industry trade (HMIIT15 jt and HMIIT25 jt ). Expanding these vectors, along with the addition of an assumed independent and identically distributed error term, jt , results in Equation (2) -a more detailed version of our estimable baseline regression specification. Expected coefficient signs are noted in parentheses.
We alter/modify Equation (2), as necessary, when performing our analysis. For example, we use the three dependent variable series ( EMP jt , PRODE jt and NPRODE jt ) in turn. Likewise, we employ the noted alternative measures of MIIT. We anticipate that all the estimated coefficients on the MIIT variables will be positive. The basis for this expectation is that according to the SAH, when an individual changes jobs (either voluntarily or out of necessity), they will first attempt to gain employment within the same industry. This affords the individual the opportunity to utilise firm-and industry-specific human capital and, thus, to remain more productive and receive higher earnings relative to if the individual switches industries. The individual will only move across industries if it is necessary to do so. If MIIT is, as the SAH posits, significantly associated with lower adjustment costs and, hence, with greater employment growth then the expectation is that the sign of the estimated IIT coefficients will be positive (Jayanthakumaran, 2004) .
The coefficients on the set of annual wage variables are expected to be negative since higher real wages correspond to higher labour costs and, thus, lower levels of employment (Greenaway et al., 1999) . The coefficients on the variables representing domestic consumption (DOM jt ) and worker productivity (PROD jt ) are expected to be positive and negative, respectively. This is simply because increased product demand (i.e. higher domestic consumption) implies employment growth and increased worker productivity is negatively related to employment growth (Brulhart and Elliot, 1998) . While one may anticipate a positive relationship between general trade openness (OPEN jt ) and employment, as we are examining data for the US manufacturing sector and the trend, in recent decades, has been employment decline coupled with increased trade intensity, we are reluctant to formulate any sort of rigid expectation for this coefficient estimate.
Variable construction and descriptive statistics
As noted, the IIT vector contains several measures of MIIT. Following Brulhart (1994) , the MIIT variable is constructed as MIIT 1 (|
X and M represent the value of exports and imports, respectively, of industry j during year t. denotes the annual change in the corresponding series. Thus, the MIIT jt series ranges in value from 0 to 1 with a value of 0 indicating that the industry's marginal trade is entirely inter-industry and a value of 1 indicating that the marginal trade is entirely intra-industry.
We derive our measures of VMIIT and HMIIT analogously; however, we first categorise the output of our industry observations as 'vertical' or 'horizontal'. More specifically, we define industry output as horizontal if uv represent export and import unit values, respectively, for trade in industry j products between the USA and country k during year t (Greenaway et al., 1995) . Import and export unit values are derived as the quotient of bilateral industry-level trade values and corresponding unit quantities traded. Following Abdel-Rahman (1991), Aturupane et al. (1999) and Greenaway et al. (1995) , we initially set = 0.15 and, as a robustness check, then increase to 0.25. For example, defining trade to be 'vertical' if the ratio of average export-to-import unit values fall between 0.85 and 1.15 (i.e. = 0.15), we construct our measure of VMIIT as Vertical Vertical Table 2 presents descriptive statistics. The first three variables listed are our set of dependent variables. Annual average values (levels) are presented in column (a) and annual average changes in the corresponding variables (in logarithms except for the trade openness variable) are presented in column (c). Beginning with the values presented in column (a), we see that the typical manufacturing industry employed about 33,435 workers in the typical year during our reference period. This figure does not include auxiliary (i.e. administrative) workers. Less than 30% of the typical industry's non-administrative workforce was non-production workers. Non-production workers (NPRODE jt ) are defined as those non-administrative employees who are supervisors above the line-supervisor level, clerical, sales, office, professional or technical workers (Bartelsman and Gray, 1996) . All other non-administrative employees (i.e. the remaining 70% or more) are categorised as production workers (PRODE jt ). Based on the noted standard deviations for these variables, we can say that considerable variation in employment levels exists across the six-digit NAICS industry classifications. Turning to the values presented in column (c), we first note that employment contraction was typical during the reference period. This applies to aggregate industry-level employment (EMP jt ) as well as to the employment of production and non-production workers. This is not surprising given the observed employment contraction of the US manufacturing sector in recent decades. We also see that average annual real wages, again for both production workers (W_P jt ) and non-production workers (W_NP jt ), increased during the period. Likewise, the levels of domestic consumption of industrylevel output (DOM jt ) (constructed as total industry shipments less export plus imports), worker productivity (PROD jt ) (given as total industry shipments divided by total industry employment) and general openness to trade (OPEN jt ) (given as the sum of industry exports and imports divided by industry shipments) all increased during the typical reference year. As with the levels reported in column (a), the standard deviations reported in column (d) indicate that there is considerable variation across industries in terms of both our dependent variable series and the set of explanatory variables.
The ad hoc nature of our estimation equations and the construction of our explanatory variable series provide reason to consider the possibility of collinearity. Table 3 presents pair-wise correlation coefficients. The shaded cells in the matrix identify the correlations for pairs of explanatory variables that are included in the same regression specification (e.g. ignoring the correlation between, say, MIIT jt and VMIIT15 jt since no specification includes both variables). The average change in worker productivity is, as expected, positively correlated with average annual wages. Similarly, productivity and general industry-level openness to trade are both positively correlated with domestic consumption. Although these coefficients range from 0.22 to 0.44, none are sufficiently high to suggest serious multicollinearity and most are very near to zero. While conducting our empirical analysis, we checked variance inflation factor levels for each specification and found no indication that collinearity was sufficiently present to bias our coefficient estimates. Similarly, diagnostic testing indicates that the data does not suffer from first order autocorrelation; however, we do find the presence of heteroskedasticity. As a result, when estimating our regression specifications, we employ fixed (time and year) effects regression with robust standard errors to compensate for the effects of heteroskedasticity. Table 3 Correlation matrix 
Econometric results
To test whether the SAH holds, we estimate a series of regression specifications that employ observed annual changes in industry-level employment as the dependent variable series. The summary of studies provided in Table 1 variables which are used, in turn, given the corresponding dependent variable series). Robust standard errors are in parentheses. Year and industry fixed effects not reported here. '***', '**' and '*' denote significance from zero at the 1%, 5% and 10% levels, respectively. Table 4 footnote. Table 4 footnote. Table 4 footnote. Note: See Table 4 footnote. Table 4 footnote.
MIIT and the SAH
Beginning with the results reported in Table 4 , we see that the SAH is confirmed (i.e. the estimated coefficient on the MIIT variable is positive and significant) when the annual industry-level change in production worker employment is used as the dependent variable series. This result is found both when the MIIT variable is not interacted with the trade openness variable and when it is (i.e. columns (b) and (e), respectively). Somewhat less conclusive, we find that the coefficient on the MIIT variable is positive in columns (a) and (d); however, the coefficient is significant only for the specification where the MIIT and trade openness variables are interacted. When considering the influence of MIIT on the annual change in non-production worker employment, in both specifications (columns (c) and (f)) the corresponding coefficient estimates are insignificant from zero. These findings appear quite reasonable when one considers that sum of production worker employment and non-production worker employment equal to total employment and that production worker employment may be more responsive to changes in trade exposure relative to non-production worker employment. Turning to the estimated coefficients on the remaining explanatory variables that are reported in Table 4 , we see that the coefficients are all significant and of the anticipated signs. More specifically, increases in the levels of industry wages (overall and for both production and non-production workers) are indicative of higher labour costs and, thus, correspond with lower employment changes. We also find that greater openness to trade is negatively related to changes in industry-level employment. Again, this finding applies for overall industry employment and for employment of production workers and of nonproduction workers. This is taken as the result of increased trade intensity as it pertains to US manufacturing industries coinciding with declining sector-level employmentperhaps the result of a loss of comparative advantage among some US producers. Similarly, as expected, increases in worker productivity are found to be negatively related to employment growth, and increases in domestic consumption are positively related to industry-level employment changes.
Vertical and horizontal marginal intra-industry trade and the SAH
In Tables 5 and 6 , we report the findings obtained when modifying Equation (2) such that the MIIT variable is replaced by separate VMIIT and HMIIT variables. Recall that within the IIT framework, vertical IIT relates more to the traditional comparative advantage trade approach (inter-industry pattern), whereas horizontal IIT relates more to the IIT pattern. Thus, we expect horizontal IIT to have a greater impact on the labour adjustment cost than does vertical IIT. Both variables are expected to be positively related to our dependent variable series. Our results show that, when is set equal to 0.15, coefficient estimates on the VMIIT15 variable are both positive and statistically significant when the annual change in production worker employment is utilised as the dependent variable (columns (b) and (e)) and when the change in total industry-level employment is considered (column (d)). Considering the HMIIT15 variable, we find positive and significant relationships with respect to changes in both total industry-level employment and industry-level production worker employment (columns (a), (b), (d) and (e)). As was reported in Table 4 , the coefficient estimates on the VMIIT15 and HMIIT15 variables are insignificant when non-production workers employment is utilised as the dependent variable.
Employing our alternative measures of VMIIT and HMIIT, where is set equal to 0.25, we find a different pattern of statistical significance. The estimated coefficients on the VMIIT25 and HMIIT25 are both significant and positive when incorporating the interaction term into the estimation equation that employs production employment as the dependent variable series. We also report a positive and significant coefficient on the VMIIT25 variable when total industry-level employment is used as the dependent variable series. However, when considering non-production employment as the dependent variable series, we do not find any significance for the coefficients on the VMIIT25 and HMIIT25 variables.
Extensions and robustness checks: inclusion of lagged explanatory variables
Finally, we extend our analysis to incorporate one-and two-year lagged values for each of our explanatory variable series. This is done for two reasons. Firstly, given the ad hoc nature of our baseline empirical specification that results from the lack of a theoretical foundation for the SAH, it may be reasonable for past changes in the explanatory variables to influence adjustment costs. That is, since whether the SAH is a contemporaneous relationship remains an open empirical question, we adopt a modified estimation strategy. Secondly, the use of lagged explanatory variable series serves as a robustness check, of sorts, for the results presented in Tables 4-6 . When estimating our modified empirical specifications, obtained results are reported in Tables 7-9 . We begin, as before, by examining the relationship between MIIT and industry-level employment (Table 7) . Both one-year lagged explanatory variables and one-and two-year lagged values, in addition to the contemporaneous changes, are considered in separate specifications. Similar to the specification that produced the results presented in columns (d)-(f) of Table 4 , we interact the MIIT variable (contemporaneous and lagged values) with the measure of trade openness. We find that, as before, the coefficients on the MIIT variables are positive and significant when the annual change in total employment or in production worker employment is utilised as the dependent variable series (i.e. columns (a) and (d)). Similarly, we once more find no significant relationship between MIIT and the change in the level of non-production worker employment.
Considering the separate effects of VMIIT15 and HMIIT15 on industry-level employment (reported in Table 8 ) and of VMIIT25 and HMIIT25 (Table 9) , we find that both measures -whether is set equal to 0.15 or to 0.25 -are positively correlated with total annual industry-level employment changes and with annual changes in industrylevel production worker employment. Somewhat surprisingly, we see little significance for the coefficients on the corresponding lagged explanatory variables; however, unsurprisingly, we do not report any significant relationship between either VMIIT or HMIIT and the annual change in industry-level non-production worker employment. We take these findings as an indication of the robustness of our primary results and additional support for the confirmation of the SAH.
In summary, the results we have reported from the use of different measures of MIIT are both reasonable and justified. Using our MIIT measure, we find strong evidence supporting the SAH for both total employment and production worker employment. At the same time, the estimated coefficients on the remaining explanatory variables are consistent with the intuition and expectations detailed in Section 3. This is not inconsequential since the lack of a theoretical basis for empirical examination of the SAH places greater emphasis on the results from empirical research. Additionally, when we incorporate our measures of VMIIT and of HMIIT, and thus disentangle the overall effect of MIIT, we obtain coefficient estimates for the VMIIT and HMIIT variables that lend greater support for the confirmation of the SAH.
Conclusions
Our research makes two distinct contributions to the literature on IIT. Firstly, we examine SAH using data for NAICS six-digit industries that comprise the US manufacturing sector. To our knowledge, this is the first examination of the SAH for the USA. Using a panel of industry-level data that span the years 1989-2005, we control for both time (year) and industry fixed effects. The evidence obtained from our battery of estimations is consistent with the confirmation of the SAH. Further modification of our estimation equations to include lagged values for our explanatory variable series produces evidence that is also consistent with the SAH. Secondly, we find that HMIIT has a stronger effect on employment of production workers than does VMIIT. By using measures of VMIIT and of HMIIT, we test the validity of the SAH in a rather disaggregate manner. Based on our use of measures of VMIIT and of HMIIT, we report a stronger effect (as is predicted by theory) for the HMIIT measure on both the annual change in total industry-level employment and the annual change in production worker employment.
Our results suggest that, for total industry-level employment and for production worker employment at the industry level, IIT expansion inherently involves lower adjustment costs as compared to inter-industry trade expansion. Nevertheless, due to the aforementioned lack of a formal theoretical model of the SAH, our findings remain open to two crucial questions/criticisms. Firstly, whether the use of industry-level employment changes is a reliable proxy for adjustment cost has been extensively debated (e.g. Brulhart and Elliott, 1998; Cabral and Silva, 2006) . Although scholars have made progress in constructing new variables that potentially better-reflect these adjustment costs (Brulhart and Elliott, 2002; Brulhart et al., 2004; Elliott and Lindley, 2006) , the validity of the SAH is very much dependent on the choice of dependent variable series. Secondly, the validity of the SAH also likely is conditional on the empirical specification employed, the explanatory variables selected and the reference period examined.
