A data mining algorithm builds a model that captures interesting aspects of the underlying data. We develop a framework for quantifying the difference, called the deviation, between two datasets in terms of the models they induce. In addition to being a quantitative, intuitively interpretable measure of difference, the deviation between two datasets can also be computed very fast. Our framework covers a wide variety of models including frequent itemsets, decision tree classifiers, and clusters, and captures standard measures of deviation such as the misclassification rate and the chi-squared metric as special cases. We also show how statistical techniques can be applied to the deviation measure to assess whether the difference between two models
is significant (i.e., whether the underlying datasets have statistically significant differences in their characteristics), and discuss several practical applications.
Introduction
The goal of data mining is to discover (predictive) models based on the data maintained in the database [FPSSU96] . Several algorithms have been proposed for computing novel models [AGGR98, AIS93, AMS · 96, MAR96, NH94] , for more efficient model construction [BMUT97, EKX95, GRG98, GKR98, GRS98, PCY95, RS98, SON95, SAM96, ZRL96], and to deal with new data types [GRG · 99, GKR98, GRS99, GGR99]. There is, however, no work addressing the important issue of how to measure the difference, or deviation, between two models.
As a motivating example, consider the following application. A sales analyst who is monitoring a dataset (e.g., weekly sales for Walmart) may want to analyze the data thoroughly only if the current snapshot differs significantly from previously analyzed snapshots. In general, since successive database snapshots overlap considerably, they are quite similar to each other [CHNW96, FAAM97, TBAR97] . Therefore, an algorithm that can quantify deviations can save the analyst considerable time and effort.
As a second example, a marketing analyst may want to analyze if and how data characteristics differ across several datasets of customer transactions collected from different stores. The analysis can then be used to decide whether different marketing strategies are needed for each store. Further, based on the deviation between pairs of datasets, a set of stores can be grouped together and earmarked for the same marketing strategy.
In this paper, we develop the FOCUS framework for computing an interpretable, qualifiable deviation measure between two datasets to quantify the differences between "interesting" characteristics in each dataset (as reflected in the model it induces when a data mining algorithm is applied on it [FPSSU96] ). The central idea is that a broad class of models can be described in terms of a structural component and a measure component. The structural component identifies "interesting regions," and the measure component summarizes the subset of the data that is mapped to each region. The FOCUS framework has several desirable features:
The deviation measure obtained from FOCUS is intuitively interpretable in terms of the work required to transform one model to the other (Section 3). It can be computed using a single scan of the underlying datasets; a good upper bound for frequent itemsets can be computed by simply examining the models (Section 4.1.1).
The framework allows comparison of specific parts of two models. This makes it possible to focus attention on interesting changes that might not significantly affect the model as a whole (Section 5).
The framework covers the models obtained by several mining algorithms, including frequent itemsets, decision trees, and clusters (Sections 4.1 and 4.2). It also captures the misclassification rate (commonly used for evaluating decision trees) and chi-squared statistic as special cases of the deviation measure. (In Section 5.2.2, we also show how the chi-squared statistic can be applied to decision trees, using the bootstrapping technique to avoid some standard restrictions that would otherwise make it inapplicable.)
We illustrate the power of the framework through these additional contributions:
We show how FOCUS can be used to interactively identify and explore subsets of data that lead to interesting changes in the model being studied (Section 5). We define a set of operators to discover regions where the differences between the datasets are interesting. We also instantiate FOCUS to derive a discovery-driven exploratory method for OLAP data proposed by Sarawagi et al. [SAM98] (Section 6).
We apply our measure of deviation to study whether models based on a sample of the available data differ significantly from the model based on all the data. Interestingly, even for very large sample sizes, there is a statistically significant difference between the samplebased models and the model based on all data. However, the difference diminishes quickly with increasing sample size. In many situations, it may suffice to use a sample, and our measure of deviation can be used to determine the appropriate sample size (Section 7).
Examples Illustrating Deviation
In general, a data mining model constructed from a dataset is designed to capture the interesting characteristics in the data. Therefore, we use the difference between data mining models as the measure of deviation between the underlying datasets. In this paper, we consider several classes of data mining models widely studied in the data mining literature: lits-models (short form for frequent itemset models), dt-models (short form for decision tree models), and cluster-models.
In this section, we illustrate the concepts and ideas behind the computation of deviation between two datasets first through the class of decision tree models and then through the class of frequent itemsets. In Section 3, we formalize these concepts.
Classes of Models
Before we discuss the computation of deviation between data mining models, we informally introduce the classes of models (along with applications) for which we instantiate the FOCUS framework. For a formal description, we refer the readers to [AMS · 96, BFOS84, DJ80] . dt-models: They arise in several application domains that predict, for a new tuple, the value taken by a specific attribute based on the values taken by a set of predictive attributes; the dependence model is learnt from a database of example tuples. For instance, consider a company that designs and mails catalogs for retail businesses. The dataset which the company accumulated may, besides other information, consist of a set of customer tuples that are classified into two classes: people who responded and people who did not respond to a mail order catalog. Now, consider a new dataset of tuples containing information about the customers of a retailer. To reduce the mailing expenses, the retailer wants the catalog to be mailed only to people who are likely to respond.
Therefore, each customer in the new dataset needs to be classified into one of the two groups:
responders and non-responders. A dt-model is a predictive model used to predict the group of a new customer based on the classification of the tuples in the dataset. The tuples have several attributes. One designated attribute is called the dependent attribute, the other attributes are called predictor attributes. The dependent attribute is a categorical attribute while the predictor attributes can either be categorical or numerical. ½ The goal is to build a dt-model that takes as input the values of the predictor attributes and predicts a value for the dependent attribute.
A dt-model is a graphical model in the form of a tree. Each edge originating from an internal node is labeled with a splitting predicate. The splitting predicates have the property that any tuple will take a unique path from the root to exactly one leaf node. An example is shown in Figure 1 . lits-models: They arise in the analysis of market baskets. A market basket is a collection of items purchased by a customer in an individual transaction, where a transaction is a well-defined business activity, for example a customer's visit to a grocery store or an online purchase from a virtual store such as www.amazon.com. Suppose the mail order catalog company (mentioned earlier) has access to very large collections of transactions from past business activity, which it wants to analyze to improve the layout of catalogs. For this purpose, the company may analyze a database of transactions to find sets of items (short, itemsets) that appear together in many transactions.
Each pattern extracted through the analysis consists of an itemset and the number of transactions that contain the itemset. Knowledge of the patterns can then be used to improve the layout of mail order catalog pages.
½ Ì . Let be a set of transactions. The support ×ÙÔ ´ µ of an itemset in is the fraction of the total number of transactions in that contain . An itemset whose support is greater than a user-specified minimum support threshold is said to frequent.
cluster-models: A cluster-model is typically used for identifying hidden or unknown groups in the data. Suppose, in the mail order case study described earlier, the retailer does not have a set of example records classified a priori into responsive or non-responsive groups. In such cases, a cluster-model may be used to automatically classify customers into groups. In general, the goal of clustering is to partition the data into several groups, called clusters, such that "similar" objects are in the same cluster. Each cluster describes a region in the Ò-dimensional space where the set of objects in that region are similar to each other. Traditionally, a cluster-model is used to describe a set of Ò-dimensional points. More recently, several clustering algorithms have been proposed for clustering new data types [GKR98, GRS99, GGR99, GRG · 99, GS99]. In this paper, we only consider cluster-models for Ò-dimensional numerical data. DT:two-components
dt-models
Let the decision tree constructed from a hypothetical dataset with two classes ½ and ¾ be as shown in Figure 1 . The decision tree consists of three leaf nodes. The class distribution at each leaf node is shown beside it (on the left side) with the top (bottom) number denoting the fraction of database tuples that belong to class ½ ( ¾ , respectively). For instance, the fractions of database tuples that belong to the classes ½ and ¾ in the leaf node (1) are ¼ ¼ and ¼ ¿, for class ¾ ), and each region is associated with the fraction of tuples in the dataset that map into it; this fraction is called the measure of the region. Generalizing from this example, each leaf node of a decision tree for classes is associated with regions in the attribute space each of which is associated with its measure. These regions differ only in the class label attribute. In fact, the set of regions associated with all the leaf nodes partition the attribute space.
We call the set of regions associated with all the leaf nodes in the dt-model the structural component of the model. We call the set of measures associated with each region in the structural component the measure component of the model. The property that a model consists of structural and measure components is called the two-component property. Figure 2 shows the set of regions in the structural component of the decision tree in Figure 1 where the two regions corresponding to a leaf node are collapsed together for clarity in presentation. The two measures of a leaf node are shown as an ordered pair, e.g., the ordered pair ¼ ¼ ¼ ¿ consists of the measures for the two collapsed regions of the leaf node (1) in Figure 1 .
We now illustrate the idea behind the computation of deviation between two datasets over a set of regions. Let ½ and ¾ be two datasets. Given a region and the measures of that region from the two datasets, the deviation between ½ and ¾ with respect to the region is a function (e.g., absolute difference) of the two measures; we call this function the difference function. A generalization to the deviation over a set of regions is a "combination" of all their deviations at each region; we represent this combination of deviations by a function called the aggregate function, e.g., sum.
If two datasets ½ and ¾ induce decision tree models with identical structural components, we can combine the two ideas the two-component property and the deviation with respect to a set of regions to compute their deviation as follows: the deviation between ½ and ¾ is the deviation between them with respect to the set of regions in their (identical) structural components. However, the decision tree models induced by two distinct datasets typically have different structural components, and hence the simple strategy described above for computing deviations may not apply. Therefore, we first make their structural components identical by "extending" them. The extension operation relies on the structural relationships between models, and involves refining the two structural components by splitting regions until the two sets become identical.
Intuitively, the refined set of regions is the finer partition obtained by overlaying the two partitions of the attribute space induced by the structural components of both decision trees. We call the refined set of regions the greatest common refinement (GCR) of the two structural components.
For instance, in Figure 5 , Ì ¿ is the GCR of the two trees Ì ½ induced by ½ and Ì ¾ induced by ¾ . In each region of the GCR Ì ¿ , we show a hypothetical set of measures (only for class ½ ) from the datasets ½ and ¾ . For instance, the measures for the region salary ½¼¼Ã and age ¿¼ for the class ½ from ½ and ¾ are ¼ ¼ and ¼ ¼ , respectively. The property that the GCR of two models always exists, which we establish later for decision tree models, is called the meet-semilattice property of the class of models.
To summarize, the deviation between two datasets ½ and ¾ is computed as follows. The structural components of the two dt-models are extended to their GCR. Then, the deviation between ½ and ¾ is the deviation between them over the set of all regions in the GCR. In Figure 5 difference function is the absolute difference and the aggregate function is the sum then (part of) the deviation between ½ and ¾ over the set of all ½ regions is given by the sum of deviations at each
lits-models
Paralleling the example computation using the class of decision tree models, we now illustrate the deviation computation through the class of frequent itemset models. As in the case of decision trees, if the structural components of two models are identical we compute the deviation between them to be the aggregate of the deviations between the measures at all regions in either structural component. However, if the structural components are different, we first make them identical by extending both models to their greatest common refinement. For the lits-models, the GCR is the union of the sets of frequent itemsets of both models. For example, Figure 6 shows the GCR of two lits-models Ä ½ induced by ½ and Ä ¾ induced by ¾ . Then, the deviation between the datasets is the deviation between them over the set of all regions in the GCR.
The measures (or supports) from ½ and ¾ for each itemset in the GCR are shown below it. If the difference function is the absolute difference, and the aggregate function is the sum then the
Focussed Deviations
In the above examples, we computed the deviation between two datasets over the entire attribute space. In cases where an analyst is interactively exploring two datasets to find regions where they differ considerably, it is necessary to "focus" the deviation computation with respect to a specific region Ê. The FOCUS framework covers such requirements. The computation is focussed with respect to region Ê by first intersecting each region in the GCR with Ê and then combining (using the aggregate function) the deviations over these intersected regions. The intersection with Ê ensures that the deviation is computed only over regions contained in Ê. In Figure 5 , suppose the analyst is interested only in the difference between Ì ½ and Ì ¾ over the region Ê: age ¿¼. The regions in the GCR Ì ¿ intersected with Ê are the three leftmost regions that satisfy the condition age ¿¼. The deviation between Ì ½ and Ì ¾ with respect to Ê is:
A complementary approach is to declaratively specify a set of "interesting" regions in terms of the structural components of the two models and then rank the interesting regions in the order of their deviations. In Section 5, we introduce a set of structural operators and a ranking operator for declarative specification of interesting regions and region-ranking, respectively.
Additional Comments
A cluster-model induced by a dataset identifies a set of non-overlapping regions. As discussed above, a dt-model is also associated with a set of non-overlapping regions. The differences between a cluster-model and a dt-model are: (1) the set of regions associated with a dt-model is exhaustive, and (2) if decision trees that allow only univariate splits are considered then these regions are hyper-rectangles in the attribute space. But, since the instantiation of FOCUS for dtmodels did not use these two properties unique to a dt-model, the instantiation of FOCUS for dt-models will extend directly to cluster-models. Hence, we do not discuss cluster-models in the rest of the paper.
Note that the derivation of the GCR of two models depends on the class of models being considered. We formalize this dependence in a later section. The computation of the deviation requires the measures from ½ and ¾ over all the regions in the GCR to be computed; therefore, both the datasets need to be scanned once.
Suppose the deviation between ½ and ¾ is ¼ ¼¼ , and that between ½ and ¿ is ¼ ¼½.
From just the deviation values, we are able to say the data characteristics of ½ and ¾ are more similar than those of ½ and ¿ . But, we still do not know whether they have "different" data characteristics; a deviation of ¼ ¼½ may not be uncommon between two datasets generated by the same process. In other words, is the deviation value statistically "significant"? We answer these questions rigorously using statistical techniques in Section 3.4.
We instantiate the misclassification error metric (from Machine Learning and Statistics) and the chi-squared goodness of fit statistic (from Statistics) from the FOCUS framework. Both metrics only consider the class of dt-models; thus, our FOCUS framework which covers other classes of models as well is more general than the current approaches in Machine Learning and Statistics.
FOCUS
In this section, we formally describe the FOCUS framework for computing deviations between the "interesting characteristics" of two datasets. FOCUS can be applied to any class of data mining models that satisfy the two-component and meet-semilattice properties. (Both these concepts are defined below.) In Section 4, we will prove that these properties are satisfied by lits-models, dt-models, and cluster-models.
Preliminaries
We now introduce our notation, beginning with some standard terms. A partially ordered set A dataset is a finite set of Ò-tuples. 
Two-component, Meet-semilattice Models
The main idea behind FOCUS is that a model Å has a structural component Å that identifies interesting regions of the attribute space, and that each such region is summarized by a (or several) measure(s), e.g., a count. If the structural component satisfies some properties that allow us to "refine" two models naturally, we have the basis for an intuitive and quantitative deviation measure. Figures 2, 3 , and 4 which show a decision tree, a set of frequent itemsets, and a set of clusters, respectively. As mentioned earlier, all three models have one common feature: certain regions in the attribute space are found to be interesting, and are associated with a measure, which is the fraction of tuples in the database that are mapped into the region. We use Å generically to denote any one of the three classes. We use Å to denote the set of structural components of all models in Å.
Consider the illustrative examples in
We now describe the meet-semilattice property, which captures the structural relationship between models in a class of models Å. Figure 5 illustrates the relationship between two decision trees Ì ½ and Ì ¿ . The structure of Ì ¿ is "finer" than that of Ì ½ because we can deduce Ì ½ 's measure component with respect to any dataset if the measure component of Ì ¿ with respect to is known. Intuitively, Ì ¿ captures information at a finer level than Ì ½ . Similarly, among the two sets of frequent itemsets Ä ½ and Ä ¿ shown in Figure 6 , Ä ¿ is "finer" than Ä ½ because we can deduce the measure component of Ä ½ from that of Ä ¿ . We capture this relationship between the structural components of two models in Å using a binary relation called the refinement relation.
For the classes of models we consider, given two models Å ½ and Å ¾ , the greatest lower bound of their structural components Å ½ Å ¾ under the refinement relation always exists; we call this the greatest common refinement (GCR) of Å ½ and Å ¾ , and denote it by 
We call a refinement relation.
Lemma 3.1 Let Å be any one of the following three classes of models: lits-models, dt-models, cluster-models. Then Å satisfies the two-component property and there exists a refinement relation on Å such that Å is a meet-semilattice.
This observation summarizes results in Sections 4.1 and 4.2.
Measuring Deviations
We now develop our measure of deviation between two models Å ½ and Å ¾ , and thereby, between the underlying two datasets. Intuitively, the difference between the models is quantified as the amount of work required to transform one model into the other, which is small if the two models are "similar" to each other, and high if they are "different."
When the structural components are identical we can transform the measure component of one model to the other by making the measure at each region under the first model agree with that under the second model. Let Å ½ Å ¾ . Then, the amount of work for transforming ¦´ Å ½ ½ µ into ¦´ Å ¾ ¾ µ is the aggregate of the differences between ´ Å ½ ½ µ and ´ Å ¾ ¾ µ, ½ Å ½ . We assume that the difference, at a region, between the measures of the first and the second models is given by a difference function (not necessarily the usual difference operator "-"), and that the aggregate of the differences is given by an aggregate function . We discuss these functions, which enhance FOCUS's ability to instantiate deviation functions for specialized applications, in Section 3.3.2. For now, it suffices to say that and are model-independent parameters of FOCUS with the signatures · Ê · , and È´Ê · µ Ê · . ¿ We now formally define the deviation when the structural components of the two models are identical. ¾ The summation over ´ µ can be replaced by some other function, e.g., average, min, max, product. As we will show later, summation is summation is sufficient for all three common data mining models. Therefore, we stick with this definition for clarity in presentation. In Section 6.2.1, we revisit this note when we need to generalize summation to other functions.
¿ · and Ê · denote the sets of non-negative integers and non-negative real numbers respectively.
¾ ½ ¾ , let
´ µ ¡ denote the absolute number of tuples in that are mapped into Å ¾ Å . The deviation AE 1 µ´Å ½ Å ¾ µ between Å ½ and Å ¾ is defined as follows.
In general, two models induced from different datasets have significantly different structural components. Therefore we first have to reconcile the differences in the structural components of two models to make them comparable. To do this, we rely on the meet-semilattice property exhibited by many classes of data mining models (see Observation 3.1). The idea is to "extend" both models to the GCR of their structural components, and then compare the extensions. Intuitively, to extend a model Å to Å ¼´ Å µ we find the measure component ¦´ Å ¼ µ for Å ¼ using the dataset , i.e., we find the selectivity of each region in Å ¼ with respect to .
Definition 3.6 Let Å ½ Å ¾ ¾ Å be two models induced by ½ ¾ respectively. We define the deviation AE´ µ´Å½ Å ¾ µ between Å ½ and Å ¾ as follows.
Usually, we drop and because they are clear from the context. The deviation between two models Å ½ and Å ¾ computed using the GCR has some attractive properties. For certain choices of and (identified in Sections 4.1 and 4.2), using the GCR gives the least value for AE over all common refinements. This property of the least deviation then corresponds to the least-work transformation between the two models.
Summarizing, the instantiation of FOCUS requires:
1. A refinement relation .
2.
A difference function and an aggregate function .
Computational Requirements for AE
The computation of AE´Å ½ Å ¾ µ requires the selectivities of all regions in Î´Å ½ Å ¾ µ to be computed with respect to both the datasets ½ and ¾ . For the three classes of data mining models we consider, this requires ½ and ¾ to be scanned once.
Difference and Aggregate Functions
In this section, we motivate the use of parameters and in the FOCUS framework. We then present two example instantiations each for and .
We first consider . Let Ä ½ and Ä ¾ be two lits-models induced by ½ and ¾ . Without loss of generality, let us assume that Ä ½ and Ä ¾ have identical structural components . (Otherwise, we can extend them to their GCR.) Consider two itemsets ½ and ¾ in . Suppose
between a "significant" 50% and a "more significant" 55% whereas ¾ varies between a "nonexistent" 0% and a "noticeable" 5%. For some applications, the variation in ¾ is more significant than the variation in ½ because noticing an itemset for the first time is more important than a slight increase in an already significant itemset. For some other applications which just concentrate on the absolute changes in support, the variations in ½ and ¾ are equally important. To allow both cases, our first instantiation finds the absolute difference between the supports, while the second instantiation × "scales." We now define the two instantiations. 
The aggregate function takes as input a set of values. The two most commonly used aggregate functions are sum and max. Since the instantiations of and are independent of each other, these example instantiations generate four different instantiations of AE.
The Qualification Procedure
Is the deviation sufficiently large that it is unlikely that the two datasets are generated by the same underlying generating process? The availability of a quantitative deviation measure makes it possible to answer such questions rigorously. If we assume that the distribution of deviation values under the hypothesis that the two datasets are generated by the same process is known, we
The signature Ê · ¢ Ê · Ê · for where the two arguments correspond to the selectivities of a region with respect to both datasets suffices for most purposes. However, some functions require absolute measures. We give one such example in Section 5.2.2. Therefore, we use absolute measures. Let Å ½ and Å ¾ be two models induced by datasets ½ and ¾ , respectively. Let be the hypothetical process that generated ½ . Let us assume that we know the distribution of deviations between models induced by a randomly selected pair of datasets generated by . (We will describe a procedure to compute .) If ½ and ¾ have the same data characteristics (equivalently, if ¾ was also generated by ), then AE´Å ½ Å ¾ µ would be a value drawn from . Since we know , we compute the probability Ô of two models induced by datasets generated by having a deviation greater than or equal to . ( Ô equals È´ µ where is a random variable with distribution .) If Ô is "significantly" low, then the probability that ¾ was also generated by is very low, and we can conclude that ½ and ¾ have different data characteristics with confidence ½¼¼´½ Ô µ±. Typically, most statistical methods consider a value less than ¼ ¼ to be significantly low. ½¼¼´½ Ô µ± is the percentage significance of the deviation between ½ and ¾ . We now present the details of the bootstrapping procedure to generate and compute Ô .
We now discuss the computational requirements of the boostrapped estimation of . The bootstrapping procedure repeatedly computes (Ò times, to be precise) the deviation between pairs of samples. We note the following three points regarding the cost-benefit tradeoff. First, it is much less expensive to construct a model on the sample than on the entire dataset. Second, the automatic procedure of computing the significance of deviation between models is many orders of magnitude faster than a domain expert manually inspecting both datasets and the models they induce. Third, the bootstrapped estimate of for a dataset can be reused, if necessary.
We note the following comments on the values taken by the parameters Ò and Ñ in the bootstrapping procedure. A value between ¼ and ½¼¼ for the number Ò of bootstrap iterations works well in practice [ET93] . For now, let us assume that there is an oracle which gives us the right value for Ñ. In Section 7, we show that a value between ¾¼% and ¿¼% for Ñ is a good choice.
Instantiations
In this section, we instantiate the FOCUS framework for lits-models, dt-models, and clustermodels. Wherever possible, we analyze the properties of the instantiated deviation functions.
lits-models
We first show that the class of lits-models exhibits the meet-semilattice property. Next, we analyze the deviation functions and discuss interesting characteristics that arise due to the use of the GCR. 
We now show that using the GCR of two models rather than any common refinement gives the least deviation, which reinforces the interpretation of the notion of work required to transform one model to the other because, as always, we prefer a transformation of lower cost to a higher cost transformation. 
Upper Bound AE £ for AE
In an exploratory, interactive environment where AE is repeatedly computed, we can typically work with estimates of the actual answers, but require fast responses. For the case where the difference function is , we now derive an upper bound AE £ of AE that can be computed fast using just the two models (which will probably fit in main memory, unlike the datasets). Thus, the entire computation uses in-memory data structures and does not scan either dataset. Using the upper bound AE £ instead of AE is safe; we will not ignore significant deviations. AE £ also satisfies the triangle inequality, and can therefore be used to embed a collection of datasets in a -dimensional space for visually comparing their relative differences.
Definition 4.1 Let Å be the class of lits-models and Å ½ Å ¾ ¾ Å be two models at minimum support level Ñ × induced by ½ and ¾ . Let ½ ¾ ¾ Á · . Let
We define AE £ µ´Å ½ Å ¾ µ AE´ £ µ´Å½ Å ¾ µ. (1) AE £ µ´Å ½ Å ¾ µ AE´ µ´Å½ Å ¾ µ (2) AE £ µ satisfies the triangle inequality.
(3) AE £ µ can be computed without scanning ½ or ¾ .
dt-models
We now show that the class of dt-models exhibits the meet-semilattice property. Next, we discuss certain attractive properties that arise due to the use of the GCR of the two models.
Intuitively, a region in one model is refined by a set of regions in another model if they partition . The idea is extended to the entire structural component below. We use the predicate representation for regions while formally defining the refinement relation. For the rest of the section, let Å ½ Å ¾ ¾ Å be two dt-models induced by ½ ¾ respectively, and let È denote the predicate identifying a region .
Definition 4.2 We say that
Intuitively, the GCR of the structural components of two dt-models is the finer partition of Once again, we consider the example in Figure 5 . Ì ¿ 's structural component is the GCR of the structural components of Ì ½ and Ì ¾ . For the sake of clarity, only the measures of class ½ from both ½ and ¾ are shown in Ì ¿ . AE´ ×ÙÑµ´Ì ½ Ì ¾ µ over regions corresponding to class ½ is:
The following theorem shows that using the greatest common refinement, rather than any common refinement, gives the least deviation value for the case ×ÙÑ . 
Focussed Deviations
In this section, we illustrate the power of the FOCUS framework by applying it to two different scenarios: exploratory analysis and change monitoring. The objective in the first setting is to interactively explore and understand the differences between two datasets, similar to the drill-down and roll-up strategies in OLAP databases [Cod93] and the ad hoc mining approach emphasized in [IM96, NLHP98] . The objective in the second setting is to check how well a model built from an old dataset fits a new dataset.
For both application scenarios, a very useful property of FOCUS is that we can compute deviations with respect to a specific region ´Áµ. Each region in the structural component
of the model Å can be independently focussed with respect to by taking its intersection with . The measure with respect to a dataset for each region Å focussed with respect to is ´ Å µ. The following theorem shows that the theory we developed for the class of models Å can be applied to Å as well.
Theorem 5.1 Let Å be one of the following three classes of models: lits-models, dt-models, and cluster-models. Let be a refinement relation such that Å forms a meet-semilattice.
Let
´Áµ be a focussing region. Then Å is a meet-semilattice. However, the same is not true for AE´ × µ´Å½ Å ¾ µ.
The ability to compute region-specific deviations is enhanced by adding operators to manipulate sets of regions. We now introduce a small collection of such operators, divided into two groups: structural and rank operators. The basic intuition behind the structural operators is that the structural components of models can be viewed as sets of regions. However, the usual set operations like union, intersection, and difference operations do not completely capture the structural relationships between the models. We define the structural operators to obviate this shortcoming. The structural operators take as input two sets of regions ½ and ¾ and return as output a set of regions such that the result satisfies the model-specific constraints. Here, we rely on the interpretation of the structural component as a set of regions. For example, if Å is the class of dt-models then each of the sets of regions ½ ¾ consists of non-overlapping regions. They may not be exhaustive because we are not dealing with a complete dt-model but only one part of such a model. 
Structural Intersection (Ù):
The structural intersection ½ Ù ¾ of ½ and ¾ is the set of regions such that each region in is a member of both ½ and ¾ . This is identical to the standard intersection operation on sets.
3. Structural Difference ©: Informally, the structural difference ½ © ¾ of ½ and ¾ consists of those regions where ½ and ¾ differ structurally. Formally,
The predicate region is a subset of the attribute space identified by Ô.
Given a set of regions, the rank operator orders them by the "interestingness" of change between the two datasets. The interestingness of a region is captured by a deviation function. Later, we will give a few example instantiations of and , which capture a variety of interestingness notions.)
Rank: Given a set of regions , two datasets ½ ¾ , and a deviation function AE´ µ , the rank operator ´ AE´ µ ½ ¾ µ returns as output a list of regions in the decreasing order of interestingness.
Since ½ and ¾ are usually clear from the context, we omit them from the notation.
¯Select: Given a set of regions ordered according to some criterion, the selection operator selects a subset of the output. For example, top-region , top-n regions, bottomregion, and bottom-n regions are common selections; we denote these selections by ØÓÔ , Ò , ÓØ , and Ò respectively. We expect the select operator to be typically employed on the output of the rank operator, which orders a set of regions according to an interestingness criterion.
Exploratory Analysis
The objective in exploratory analysis is to find a set of interesting regions in terms of the differences between the two datasets. Consider the decision trees Ì ½ and Ì ¾ constructed from ½ and ¾ shown in Figure 5 . Suppose that deviations above ¼ ¼ are considered significant. ½ and ¾ differ considerably in the shaded regions (1) and (2). If then these regions have a deviation (with respect to class ½ ) of ¼ ¼ and ¼ ¼ respectively. Note that region (1) is a leaf node of Ì ½ but region (2) is a sub-region of a leaf node in Ì ¾ . Moreover, the sub-regions of (1) in Ì ¿ do not cause significant differences between ½ and ¾ . Therefore, we have to find regions that are significantly different at all levels of the tree in addition to the regions of Ì ¿ . The following expressions find the regions (1) and (2) respectively: The following expressions return the top-10 lists from each department, and the combined top-20:
Monitoring Change
The objective in this setting is to know how well the model constructed from the old dataset fits a new dataset. Therefore, the structural component for the model on the new dataset is expected to be that of the old dataset, and the question can be cast as "By how much does the old model misrepresent the new data?" For decision trees, the misclassification error is widely used for this purpose (e.g.,[BFOS84, LV88, LS97]); as we show, the chi-squared metric can also be adapted (using bootstrapping) to address this question. We show that these two traditional measures can be captured as special cases of the FOCUS framework by appropriate choices of and . Thus, FOCUS generalizes change monitoring in two ways: (1) to models other than decision trees, and (2) to change monitoring over specific regions.
Misclassification Error
Let Ì Ì ¦´ Ì ½ µ be a dt-model constructed on a dataset ½ , and let ¾ be an independent 
Chi-squared Goodness of Fit Statistic
The computation of the chi-squared statistic ¾ assumes that the entire space is partitioned into cells each of which is associated with "expected" and "observed" measures. (1) For the chi-squared statistic to be well-defined, ´ ¾ µ should not be zero. We follow the standard practice in Statistics and add a small constant ¼ (0.5 is a common choice) to ensure this [DS86] .
(2) At least ¼± of the expected counts must be greater than 5 in order to use the standard ¾ tables. In a decision tree, this condition is often violated. For example, if all tuples in node Ò are of class , the expected measures for regions Ò will be zero. The solution to this problem is to use an exact calculation for the probability distribution of the ¾ statistic under the null hypothesis, i.e., distribution of ¾ values when the new dataset fits the old model [DS86] . The procedure (see Section 3.4) to estimate the exact distribution using the bootstrapping technique can be used to perform the test.
It is easy to show that chi-squared statistic, adapted as described above, can be instantiated from FOCUS.
Proposition 5.1 Let Ì be the decision tree induced by ½ , and let ¾ be another dataset. Let be a (small) constant. Then the chi-squared statistic ¾ is given by:
Exploratory Analysis of OLAP Data
On-line analytic processing (OLAP) is the interactive exploratory analysis of relational data, and is commonly used in marketing research and analysis. As a typical example, consider an analyst who wants to understand the impact of current marketing strategies and devise new ones. Since the analysis is interactive, decision support systems that support on-line analytic processing require fast processing of complex aggregate queries on large databases. Several methods to expedite the processing of aggregate queries in the OLAP context have been proposed (e.g., [AAD · 96b, AAD · 96a, ZDN97]). However, Sarawagi et al. [SAM98] argue that, in addition to enhancing the speed of aggregate query processing, it is necessary to automatically aid the analyst in discovering regions which "deviate significantly" from the anticipated behavior. For instance, if the total profit in the city of Madison is higher than anticipated, then the analyst needs to be informed.
Sarawagi et al. then propose a method that emulates an analyst's discovery-driven exploration to identify regions with anomalous behavior. They capture the notion of anomalous behavior by constructing a series of predictive statistical models on the data and comparing the actual behavior with the anticipated behavior. In this section, we show that the comparison between the actual and the anticipated behavior can be instantiated from the FOCUS framework. In Section 6.1, we briefly describe the method of discovery-driven data exploration. In Section 6.2, we illustrate its instantiation from the FOCUS framework.
Discovery-driven Exploration of OLAP Data
OLAP applications analyze relational data whose schema consists of a set of dimensional attributes and a set of dependent attributes. Some examples for dimensional attributes are product name, store location, and examples for dependent attributes are sales, profit. The analyst is interested in understanding the influence of dimensional attributes on dependent attributes through a series of aggregate queries on subsets of dimensional attributes. Each aggregate query is associated with a set Ë of grouping attributes over which it groups by, and a measure function to compute the value for each group. The functions sum, average, min, and max are some examples of measure functions typically used in the analysis.
Consider a relation Ê, in the database of a retail grocery chain, with dimensional attributes city and product type, and a dependent attribute profit. Let the sum function be the measure function of interest. There are four possible sets of grouping attributes each corresponding to a subset of the set city, profit . Some example aggregate queries on Ê are shown below.
Q1: select sum(profit) Q2:select city, sum(profit) Q3:select city, product type, sum(profit) from R; from R from R group by city; group by city, product type;
Assuming that a technique to identify tuples with unusual measures in the answer to an aggregate query exists, Sarawagi et al. argue that a typical session of an analyst discovering exceptions proceeds as follows. The analyst starts by looking at the profit aggregated over all of Ê, then the profits aggregated over each city to isolate a city that behaves unusually. Then, the analyst looks at profits aggregated over each product type for this city. Suppose the profit for the city of Madison aggregated over all product types is exceptional (compared with the overall profit), then the aggregate profits for all product types in Madison will be analyzed to understand the reason for the exception. Since the number of dimensional attributes that in Ê is two, the downward path from the most summarized to the most detailed information stops here. The analyst may also start by isolating a product type (instead of a city) that behaves unusually. in an answer to an aggregate query is associated with an exception value, which is computed as the deviation of the actual measure value from a measure value predicted using a statistical model.
For the purpose of instantiating the discovery-driven analysis method from the FOCUS framework, it is sufficient to say that the exception value is a function of the actual measure value Ý and the predicted value Ý. A statistical model predicts Ý. The prediction uses all measures on the downward path from the most summarized until Ý (not including). For instance, the predicted measure for the pair Madison, coffee (where coffee is a product type) in the illustrative session discussed above uses the overall profit for Ê and the total profit from Madison. We skip the details of the statistical model employed. (Interested readers can refer to [SAM98] .) Given Ý and Ý, the actual and predicted measure values, of a tuple Ø the function for computing the exception value of Ø iś
where is a constant (derived from a likelihood model of the data).
Instantiation of the Discovery-driven Exploration
For the above method of discovering exceptions to be instantiated from the FOCUS framework, we need to show the following two properties. First, the answers to aggregate queries are twocomponent models and the set of answers to all possible aggregate queries forms a meet-semilattice.
Second, the most exceptional tuple in the answer to an aggregate query can be identified. The following two sections discuss each step in detail.
Meet-semilattice induced by Aggregate Queries
In this section, we show that the answer to an aggregate query is a two-component model and the set of answers to all possible aggregate queries on Ê forms a meet-semilattice. We first illustrate the observation through an example before formalizing it. Consider the relation Ê mentioned in the previous section. Let the sum function be the measure function. The answer to the aggregate query Q2 consists of a set of tuples one for each city in Ê each of which is associated with a measure, the total profit, for that city. In this example, the set of cities is the structural component and the corresponding set of per-city profit sums is the measure component. Generalizing, the set of tuples in the answer to an aggregate query constitutes the structural component and the corresponding set of per-tuple measures constitutes the measure component.
Consider the queries Q2 and Q3. It can easily be seen that the answer to Q2 can be computed from the answer to Q3. That is, the profit of every tuple in the answer to Q2 is the sum of the measures (here, profit sums) of a set of tuples in the answer to Q3. Thus, the answer to Q3 is a In general, the refinement relation is defined by the superset relation on the sets of attributes involved in the group by operator. The answer to a query É ½ grouping on the set Ë ½ of attributes is a refinement of an answer to a query É ¾ grouping on the set Ë ¾ of attributes if Ë ½ Ë ¾ . For instance, the grouping set of attributes city of Q2 is a superset of the corresponding set for Q3. It was already shown in Section 4.1 that the superset relation induces a meet-semilattice. The following theorem formalizes the above discussion.
Theorem 6.1 Let Ë ½ Ò be the set of dimensional attributes, and be a dependent attribute of a relation Ê. Let the measure function be one of sum, average, min, max, and É be the set of aggregate queries on Ë. The answer ´Éµ to any query É ¾ É is a two-component model. The set of answers ´Éµ to all queries in É forms a meet-semilattice.
As an illustration, the lattice formed by the answers to aggregate queries is shown in Figure 8 .
An answer to a query is represented by a vertex labelled by the grouping attributes. For instance, the answer to a query grouping on the attribute city is represented by a vertex labelled city .
If the answer ´É ½ µ to a query É ½ refines that of another query É ¾ then there is a directed edge from the vertex representing ´É ½ µ to the vertex representing ´É ¾ µ.
Finally, note that queries with non-trivial where clauses correspond to models focussed with respect to the where clause predicate. From Section 5, we know that models restricted using predicates are still two-component models, and that they form a meet-semilattice. Therefore, the above instantiation extends in a straight-forward manner to a set of aggregate queries, each of which consists of a specific where-clause predicate.
footnote in Definition 3.4.) However, deriving such functions for the common measure functions (average, min, max)
is straight-forward. Therefore, we assume that the measure function is sum. We only consider one dependent attribute. If Ê has more than one dependent attribute, we analyze them one at a time.
Identifying Exceptional Regions
In this section, we show that an expression formed from the operators discussed in Section 5 identifies the most exceptional tuple in the answer to an aggregate query. Informally, the expression merely picks the tuple associated with the highest exception value.
Let É be an aggregate query on a relation Ê. Let the set of tuples (also, structural component) in the answer to É be É . Let ¦´ É Êµ and ¦´ É Êµ ¼ be the measure component and the (statistically) predicted measure component of É, respectively. Let be a constant. Let be the difference function for computing the exception value of a tuple; the input to consists of the actual measure value and the predicted measure value of a tuple. Formally,
´Ý Ýµ
´Ý Ýµ ¾ Ý
Let be any aggregate function (e.g., sum, max). The functions and instantiate a deviation function AE´ µ . The following expression identifies the most exceptional tuple in É whose actual and predicted measure components are ¦´ É Êµ and ¦´ É Êµ ¼ , respectively.
ØÓÔ´ ´ É AE´ µ µµ
Replacing the ØÓÔ operator with the Ò operator yields the Ò most exceptional tuples. The analyst can choose one of these Ò tuples for further exploration.
Effect of Sample Size
A popular solution to improve the speed and scalability of data mining algorithms is to induce models from a random sample instead of the entire dataset. The argument here is that a random sample captures most of the characteristics of the underlying dataset. However, this argument is debatable, and there has not been any work on resolving this issue. In this section, we address this issue and quantitatively answer the following question. While constructing a model using a random sample drawn from the dataset, do bigger sample sizes necessarily yield better models?
We apply FOCUS to quantify the notion of "representativeness" of a random sample in inducing the "true" model, that is, the model induced by the entire dataset.
The intuition behind our approach is as follows. The deviation obtained from an instantiation of FOCUS quantifies the difference between the models induced by two datasets. If one of the datasets is a sample randomly drawn from the other, the deviation between the models they induce is then a measure of the representativeness of the sample in inducing the true model.
Let Å be the model induced by , and Å Ë the model induced by a random sample Ë drawn from . We define the sample deviation (SD) of Ë to be AE´Å Å Ë µ. The smaller the SD of Ë, the more representative Ë is of . This definition gives us a handle to study the influence of the size of the sample on its representativeness.
Using the SD, we now address two questions. Does increasing the size of the sample decrease its SD? If so, is the decrease significant or is it merely an artifact of random fluctuation? If the answer to the first question is affirmative, then the SDs of two sample sizes can be compared to answer the second question; in Sections 7.1.1 and 7.1.2, we carry out this comparison for a wide variety of datasets and models. If the answer to the first question is negative, then the second question is irrelevant. We now describe a procedure that returns the statistical significance of the decrease in SD due to an increase in the sample size. The significance is the percentage confidence ½¼¼´½ «µ± with which the null hypothesis that the two sample sizes are equally representative is rejected.
The basic intuition behind the procedure is as follows. Consider two sets of random samples where the first set Ë ½ contains samples of size × ·½ , and the second set Ë ¾ contains samples of size × ´ × ·½ µ. If the SD measures for size × ·½ is smaller than that of × ´ × ·½ µ then we expect a large number of SD values for Ë ½ to be smaller than those for Ë ¾ . We use the Wilcoxon two-sample test to check the significance of this hypothesis [BD76] .
Empirical Study
In this section, we present an empirical study of the representativeness of a sample versus its size for lits-models and dt-models. Table 2 : dt-models:% significance of decrease in SD with SF from × to × ·½ 
dt-models
We use the synthetic generator introduced in [AIS93] . It has several classification functions to generate datasets with different characteristics. We selected four functions (Functions F1, F2, F3, and F4) for our performance study. We use AEM.FÒÙÑ to denote a dataset with AE million tuples generated using classification function ÒÙÑ. We used a scalable version of the widely studied CART
[BFOS84] algorithm implemented in the RainForest framework [GRG98] to construct decision tree models. We used AE´ ×ÙÑµ to compute the deviation between two models. in the IBM data generator and for varying dataset sizes.
Conclusions from this study
For both classes of models, based on the significance values from the Wilcoxon tests, we conclude that it is better to use larger samples because the decrease in sample deviations is statistically significant even for sample sizes as large as 70-80%. On the other hand, the SD versus SF plots suggest that the rate of additional information obtained decreases with increasing sample size, and for many applications, it may be sufficient to take a sample of size 20-30% of the original dataset. 
Experimental Evaluation
In this section, we evaluate the deviation computation in terms of its speed and ability to detect significant deviations. We first consider lits-models and then dt-models. We also study the sensitivity of some deviation functions, and the consequent applications. The datasets we used for this study are also generated from the IBM data generators described in Section 7.1, and the naming conventions are the same as in Section 7.1.
Set of Frequent Itemsets
In this section, through controlled experiments on synthetic datasets, we first evaluate the procedure for detecting significant deviations. We then evaluate the quality and speed of the upper bound of the deviation function AE £ .
Let =1M.20L.1I.4pats.4plen. We compute deviations between and a variety of datasets. All datasets ½ are generated with an average transaction length 20, and 1000
items; ½ consists of 500K transactions, ¾ consist of a million transactions each, and AE AE consist of 50K transactions each. The number of patterns and the average pattern length for each dataset is as follows. ½ : (4K,4); ¾ AE : (6K,4); ¿ AE : (4K,5); AE : (5K,5). In each case, we set the minimum support level to 1% to compute the set of frequent itemsets from both datasets. Figure 15 shows the deviation values and their significance. The deviation value AE´ ×ÙÑµ and its significance in row (1) reflect the fact that ½ has the same distribution as that of . As expected, ¾ ¿ differ significantly from . Moreover, the deviation values suggest that the parameter patlen has a large influence on data characteristics. The addition of AE and AE to (rows (6), (7)) cause significant deviations because they differ in the patlen parameter whereas the addition of AE which differs only in the parameter pats does not cause a significant Ú Ø ÓÒ vs. ME deviation (row (5)).
The last three columns in Figure 15 show that AE £ delivers a good estimate instantaneously. The equality of the times in the row (1) is due to the fact that and ½ have identical distributions.
Therefore, the sets of frequent itemsets were identical; so all the measures necessary to compute the deviation are obtained directly from the models.
Decision Tree Classifiers
We evaluate the significance detection procedure (see Section 3.4) for dt-models using the same experimental framework as in Section 7.1.2. In this experiment, we compute the deviations using AE´ ×ÙÑµ and their significance values between =1M.F1 and a variety of datasets. The datasets for the first four rows are generated using the functions F1, F2, F3, and F4 respectively. The datasets used for the last three rows are obtained by extending with a new block of 50000 tuples generated using ¾ ¿ and . ½ =0.5M.F1, ¾ =1M.F2, ¿ =1M.F3, =1M.F4, =D+AE =D + 0.05M.F2, =D+AE =D + 0.05M.F3, and =D+AE =D + 0.05M.F4.
The significance of the deviation for ½ in row (1) is low because it has the same distribution as that of . The significance of deviations in rows (2),(3),(4) are high, as expected.
From rows (5),(6),(7), we see that even the addition of new blocks of size 50K to causes significant deviations.
In Figure 17 , we plot the misclassification error (ME) for the tree constructed from with respect to a second dataset (chosen from AE -AE and ¾ ) against the deviation between the two datasets. We see that they exhibit a strong positive correlation.
Sensitivity of Deviation Functions
In this section, we analyze the deviation functions instantiated by some more combinations of the difference function and the aggregate function . We study the sample deviation versus sample fraction plots for each deviation function. The intuition is that the behavior of these plots smooth or choppy indicates the sensitivity of the deviation function to the variability in the datasets. (The plot almost coincides with the x-axis.) The reason for this difference is as follows. The structural component of the classification tree models constructed using datasets from F2 involve only categorical attributes. Due to the small domains of the categorical attributes, the exact structural component of the classification tree model for F2 is recognized even with a very small sample.
Datasets from other classification functions induce classification tree models with numerical attributes in their structural component. Due to random fluctuations, the structural components of models induced by a sample differ slightly from the structural component of the model induced by the entire dataset. When , this difference is very small (see Figure 18) whereas it is pronounced when × is used (see Figures 19 and 20) . The plots involving × illustrate its sensitivity to even minor differences in the structural component between two decision tree models. drawn from the plot for ×ÙÑ hold even for these deviation functions. Also, the sensitivity is not as pronounced for lits-models because an itemset appears in the GCR of two models only if has the required minimum support in either the sample or the entire dataset. And, the measures Ú ½ and Ú ¾ for such itemsets are fairly close. Thus the case described in the previous paragraph (Ú ½ ¼ and Ú ¾ ¼ or cases where Ú ½ and Ú ¾ differ a lot) is extremely rare. Therefore, the deviation functions are smoother for lits-models.
Related and Future Work
A lot of research on clustering concentrated on detecting "outliers" within the dataset as noise and devised special strategies to handle them [EKX95, GRS98, NH94, SD90, ZRL96] . In contrast to the work on clustering, [AAR96, GMV96, KN98] concentrated primarily on discovering outliers in a dataset. They characterized outliers in the data and proposed algorithms for discovering them.
None of this work, however, addressed the quantification of differences between datasets.
Interestingness measures to monitor variation in a single pattern were proposed in [ST96] .
A similar problem of monitoring the support of an individual itemset was addressed in [AP95, CSD98] . Given a pattern (or itemset) their algorithms propose to track its variation over a temporally ordered set of transactions. However, they do not detect variations at levels higher than that of a single pattern.
In future work, we intend to apply our framework to approximate query answering to evaluate the quality of approximate query answers. The intuition is that each tuple in the result of an aggregate query identifies a region in the attribute space (based on the grouping attribute values), and the aggregate value is the measure of the region.
Conclusions
In this paper, we proposed the FOCUS framework for quantifying and qualifying changes between datasets. We instantiated the framework for lits-models, dt-models, and cluster-models. We also applied FOCUS to two very interesting applications: (1) interactive, exploratory paradigm for finding differences between two datasets, and (2) studying representativeness of a sample.
Our framework can instantiate intuitively interpretable deviation measures for several classes
of data mining models. The deviation measures can be computed using a single scan of the underlying datasets. The framework allows deviation computation to be focussed to specific parts of the model.
2. We described a procedure to qualify the statistical significance of the deviation measure.
3. We instantiated the framework for the commonly studied classes of data mining models in the database literature: frequent itemsets, decision tree classifiers, and clusters. We also instantiated the misclassification error and the chi-squared goodness of fit statistics.
4. We showed how our framework can support a set of operators to interactively explore the structural components of two models to understand the differences between the datasets inducing the models. We also illustrate the instantiation of the discovery-driven exploration of OLAP data proposed by Sarawagi et al. [SAM98] .
5. We applied our framework to study the impact of sample size on its representativeness for both frequent itemsets and decision tree classifiers. Our conclusion is that it is better to use all the data to extract all the information from the data. However, in many cases models constructed from a sample of size between 20-30% of the dataset size are quite close to that constructed from the entire dataset. Then the following properties hold:
A.1 Proofs for lits-models
(1) AE £ µ´Å ½ Å ¾ µ AE´ µ´Å½ Å ¾ µ (2) AE £ µ satisfies the triangular inequality. 
