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In the name of God; at the beginning and the end.
“The job is to ask questions - it always was - and to ask them as inexorably as
I can. And to face the absence of precise answers with a certain humility.”
- Arthur Miller
Abstract
For the latter half of the last century renormalization methods have played an
important part in tackling problems in fundamental physics and in providing a
deeper understanding of systems with many interacting scales or degrees of
freedom with strong coupling. The study of turbulence is no exception, and this
thesis presents an investigation of renormalization techniques available in the
study of the statistical theory of homogeneous and isotropic turbulence.
The thesis consists of two parts which assess the two main renormalization
approaches available in modeling turbulence. In particular we will be focusing
on the renormalization procedures developed by McComb and others.
The first part of this thesis will discuss Renormalization Group (RG) approaches
to turbulence, with a focus on applications to reduce the degrees of freedom
in a large-eddy simulation. The RG methods as applied to classical dynam-
ical systems will be reviewed in the context of the Navier-Stokes equations
describing fluid flow. This will be followed by introducing a functional based
formalism of a conditional average first introduced by McComb, Roberts and
Watt [Phys. Rev A 45, 3507 (1992)] as a tool for averaging out degrees of free-
dom needed in an RG calculation. This conditional average is then used in a
formal RG calculation applied to the Navier-Stokes equations, originally done
by McComb and Watt [Phys. Rev. A 46, 4797 (1992)], and later revised by Mc-
Comb and Johnston [Physica A 292, 346 (2001)]. A correction to the summing
of the time-integral detailed in the latter work is shown to introduce an extra
viscous life-time term to the denominator of the increment to the renormalized
viscosity and is shown to have a negligible effect in the numerical calculations.
We follow this study by outlining some problems with the previous approach.
In particular it is shown that a cross-term representing the interaction between
high and low wavenumber modes which was neglected in the previous studies
on the grounds that it does not contribute to energy dissipation, does in fact
i
contribute significantly. A heuristic method is then put forward to include the
effects of this term in the RG calculation. This leads to results which agree
qualitatively with numerical calculations of eddy-viscosities. We finish this part
of the thesis with an application of the RG method to the modeling of a passive
scalar advected by a turbulent velocity field.
The second part of this thesis will begin by reviewing Eulerian renormalized
perturbation theory attempts in closing the infinite moment hierarchy intro-
duced by averaging the Navier-Stokes equations. This is followed by present-
ing a new formulation of the local energy transfer theory (LET) of McComb et.
al. [J. Fluid Mech. 245, 279 (1992)] which resolves some problems of pre-
vious derivations. In particular we show by the introduction of time-ordering
that some previous problems with the exponential representation of the cor-
relator can be overcome. Furthermore, we show that the singularity in the
LET propagator equation cancels by way of a counter-term. We end this study
by introducing a single-time Markovian closure based on LET which, unlike
other Markovian closures, does not rely on any arbitrary parameters being in-
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‘Turbulence was a problem with pedigree’ starts James Gleick in his most ac-
claimed book ‘Chaos’[1]. There seems to exist no lack of sensationalism when
talking about this most familiar and ubiquitous of non-linear phenomena. In this
case, Gleick is referring to the generations of great mathematicians and physi-
cists who have bent their minds on turbulence. In the field of chaos theory
where systems with many degrees of freedom are studied, turbulence is ac-
knowledged as the archetypal form; the mother of chaotic phenomena. When
asked what turbulence physically is, one may be confronted by the loose la-
beling of the unstable, irregular, disordered and random motion of fluids; and
yet after all this pessimism, it is not quite. There is a strange and eerie lure
to the silent beauty of the vortical motion of smoke as it rises from a stick of
incense; a streamlined or laminar flow develops instabilities beyond which a
cascade of vortices usher in the rule of turbulence. Just under all the appar-
ent randomness that beguiles us, there is an order or coherence that keeps
us entranced. Unlike many other areas in physics where the systems under
study are beyond the extremes of human resolution and are thus rather eso-
teric and fantastical, turbulence is a mesoscopic phenomenon i.e. it is seen
in every-day phenomena and at most scales. Thus it is no exageration to say
that most problems in science and engineering have the problem of turbulence
cropping up somewhere within their respective studies. And this is where the
great intrigue lies. It is seen everywhere, it is easy to produce in the lab and we
even claim to have the equations of motion for it; yet it is a rather discouraging
realisation to find that we do not know much about turbulence. Turbulence is
a multi-scale phenomenon, but its intractability has forced its practitioners to
1
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compartmentalise themselves to a particular scale or set of scales which don’t
seem to ‘talk’ to each other. This unfortunate scenario means that the field of
turbulence research is couched in various different formalisms and appears in
a variety of guises, all depending on what aspect one is studying. Although the
world of turbulence research is multi-faceted, this humble introduction aims to
provide a coherent background on the formalism and tools needed to study
one of these aspects of which the subject matter of this thesis is concerned.
This being the statistical study of fluid turbulence.
1.1 The dynamical equations of incompressible
fluid flow
In 1751 Euler formulated the equations for inviscid fluid flow. In 1823 Navier
added the effects of viscosity, and so were born the Navier-Stokes equations




Uα(x, t) +Uβ(x, t)
∂
∂xβ





P (x, t) + ν
∂2
∂xβ∂xβ
Uα(x, t) + fα(x, t),
(1.1)
where Uα(x, t) is the fluid velocity field at position x and time t, P (x, t) is the
pressure field in the fluid, ρ is the density, ν is the kinematic viscosity and
fα(x, t) is the external force per unit mass doing work on the system. In this
thesis we will only be concerned with flows of incompressible fluids i.e. those
flows in which the density of the fluid is constant in both space and time. When
this requirement is imposed upon the equation which expresses mass conser-
vation, we obtain the continuity condition
∂
∂xβ
Uβ(x, t) = 0. (1.2)
In as much as equations (1.1) and (1.2) govern the behaviour of the flow of an
incompressible fluid, and thus their applications to turbulence, their application
is strictly to mesoscale phenomena. They are constructed with a view of the
fluid as a continuum and thus are not applicable at very small scales compara-
2
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ble to the mean free path of a gas-like particle [2] where a molecular picture is
needed to provide a detailed description. In the NSE (1.1), the connection with
the molecular details is provided by the viscosity, ν, which in essence repre-
sents a mean effect of the molecular interactions that macroscopically manifest
themselves as the ‘stickiness’ of the fluid. More importantly it must be stated
(although it might seem quite obvious) that the NSE shows that turbulence is
not of a molecular origin but of some intrinsic property of fluid flow. This intrin-
sic property of the flow manifests itself in the quadratic non-linearity of the NSE
which indicates the collective nature of the flow i.e. the flow interferes and in-
teracts with itself1 so as to produce instabilities which develop to produce what
we call turbulence. We will also find that the continuity condition allows one
to write the pressure term in the NSE as a non-linearity. This identification of
the source of turbulence in the NSE will be needed later in the development
of renormalized perturbation theories where one needs the ability to switch off
the non-linearity.
1.1.1 Self-similarity and scaling
Amongst the most powerful tools in the arsenal of a student of turbulence is
dimensional analysis. In any physical study, one aims to obtain relationships
amongst the quantities that characterise the phenomena being studied. In
circumstances where the relevant parameters and variables are known, a sen-
sible application of dimensional analysis can often be used to characterise a
phenomena or even suggest relationships in the form of functional equations,
and in particular generalised homogeneous functions, between the governing
parameters of a system (see Barenblatt [4]). Several examples of this exist
in the study of fluid flow, for which the most well known are the von Karman-
Prandtl universal logarithmic law for velocity distributions and the Kolmogorov
form for the universal inertial range in the spectrum for the turbulent kinetic
energy (see later). However, the most important result of dimensional analysis
in the study of fluid flows is probably the Reynolds number.
Although we have known the NSE for nearly two centuries it is widely acknowl-
edged that the scientific study of fluid flows began with the work of Osborne
1The quadratic non-linearity can be seen to be analagous to the φ4 self-interaction term in
the Ginzburg-Landau Hamiltonian of scalar field theory [3].
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Reynolds (1883) [5] and his experiments with pipe flows. Fluid flows are known
to exhibit self-similarity and scaling phenomena. This means that as long as
the geometry of the experiment/environment remains the same, then the ge-
ometry/form of the resultant flow will also be invariant. For example a pipe
could have various diameters, but the form of the velocity distribution will stay
the same. This fact can be illustrated more dramatically by comparing the
mushroom-like surface generated by a water drop falling into a pool of clear
water and the aftermath of a nuclear test [6].
By scaling the relevant dependent variables in the study so as to make them
dimensionless i.e. independent of the units used to measure, Reynolds made
the data from different experiments in pipe flows all collapse onto a single





where U is the characteristic velocity of the flow, L is the characteristic length
and ν is the kinematic viscosity. For pipe flow L = D the diameter of the
pipe and U is the bulk flow of the fluid at the centre of the pipe. Following a
proposal by the physicist A. Sommerfield, Re was named the Reynolds number
in honour of its originator [4].
The Reynolds number is a parameter used to characterise how turbulent a
flow is. At ‘low’ Re, flows can be considered laminar whilst beyond a certain
Re the flow becomes unstable and turbulent. For example, in pipe flow with
the Re defined as above, the transition to turbulence occurs at Re ∼ 2000 [5].
This fact allows one to get to (1.3) in a quick way by realising that the onset
of turbulence is due to the competing influence of the non-linear and viscous
terms in the NSE. Thus by applying dimensional analysis to the ratio of these










where the square brackets represent the operation of getting the dimensions
of the argument.
The difficult matter in assigning the Reynolds number to a particular problem
lies with choosing a characteristic velocity and length scale.
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1.2 The turbulence problem in physics
From the introduction of the Reynolds number one might come to think that
the great old problem of turbulence is primarily concerned with being able to
predict the transition from laminar to turbulent flow. However, this is just one
of the turbulence problems and the nearest study of this, which is known as
stability theory, would probably be in engineering and is a subset of control
theory.
Physicists want to study the physics of the phenomena, i.e. the fundamen-
tal nature of, and what is inherent in all universal turbulence phenomena. In
this respect we aim to study the characteristics of turbulence phenomena away
from any external boundaries and independent from initial conditions. We have
already seen that turbulence exhibits self-similar behaviour and thus we antic-
ipate that turbulence has unique properties inherent in itself. We have also
seen that a direct solution of the NSE is not considered practical due to the
irregular nature of turbulence. Thus the physicist’s turbulence problem may be
stated as being able
to provide a statistical description of turbulence, from which pre-
dictions may then be made on mean quantities of interest such as
velocities and pressures, for well developed turbulent flows.
1.2.1 Homogeneous isotropic turbulence
In order to study the physics of turbulence, where we seek to obtain the uni-
versal properties, one desires to make as many simplifications as possible so
as to make the problem easier to handle. One needs to concentrate on the
simplest non-trivial problems. It is widely agreed that the assumptions of ho-
mogeneity and isotropy present the simplest non-trivial case whilst retaining
all the essential physics of turbulence. Accordingly, in this thesis we will re-
strict our study to the case of homogeneous and isotropic turbulence with zero
mean flow (see later). The mathematical simplifications resulting from this will
be shown in the next section.
Before we end this section, a brief mention should also be made about the
mathematicians turbulence problem. This problem involves the proof of the
5
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existence and smoothness of solutions for the NSE . Throughout this thesis,
and in fact amongst the physics community, the NSE is assumed to represent
all of turbulence and thus we will be implicitly assuming that solutions do exist.
Moreover we will assume that the solutions to the NSE are unique i.e. unique
initial conditions imply a unique solution.
1.3 Statistical theory
The irregularity or random character of all turbulent flows makes a determin-
istic approach to turbulence problems very hard indeed. Thus, we have to
resort to statistical methods. But how can one treat something which, from
the NSE is inherently deterministic, as probabilistic? What constitutes the en-
semble? Batchelor [2] identifies the ensemble to be comprised of the velocity
realisations which are generated for many identically repeated experiments.
This implicitly assumes that the velocity field is a random function of x and t,
and accordingly is distributed according to some probability laws. We will re-
turn to this point later in this section and in Chapter 3. However, now that the
ensemble is loosely defined, we may take mean averages as is normally done
in statistical physics.
1.3.1 Fourier space decomposition
In order to make manifest the many scales or degrees of freedom (DOF’s) in-
volved in turbulence, we transform the NSE to Fourier space where the DOF’s
represented by the wavenumber modes make up the basis. This way the tur-
bulence problem can easily be seen to be another facet of many-body physics.
In this thesis we will primarily be interested in the spatial degrees of freedom















Transforming to Fourier space has the dual advantages of being able to talk
about the coupling between the degrees of freedom or Fourier modes, and
also of turning differential operators into products. Fourier transforming the





Uα(k, t) = −ikβ
∫
d3jUα(j, t)Uβ(k− j, t)−kαP (k, t)+fα(k, t) (1.7)
and
kαUα(k, t) = 0 (1.8)
where we have chosen ρ = 1. From (1.7), we can see that the quadratic non-
linearity has now become a convolution over all the spatial modes. More on
Fourier transforming the NSE can be found in McComb [5].
As mentioned earlier we will now eliminate the pressure. We will do this by
multiplying (1.7) by kα and using the continuity condition (1.8) to get




d3jUα(j, t)Uβ(k− j, t), (1.9)
and where in this procedure we have to require the force to be divergence-free
kαfα(k, t) = 0. Substituting (1.9) into (1.7) and with some manipulation [5] we





Uα(k, t) = Mαβγ(k)
∫





[kβPαγ(k) + kγPαβ(k)] (1.11)
and




Note that Mαβγ(k) remains invariant under a swapping of the indices β and γ,
and (1.10) is invariant under interchange of the dummy arguments j and k− j
in the integrand; these symmetries will be needed later.
Next we will follow the procedure taken by Reynolds of decomposing the ve-
locity field into the sum of the mean 〈Uα(k, t)〉 and fluctuation uα(k, t) parts
Uα(k, t) = 〈Uα(k, t)〉+ uα(k, t), (1.13)
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where the procedure of taking an average is represented by the angular brack-
ets 〈 〉, and we are concerned with ensemble averages (see chapter 3). An
immediate result from this is that 〈uα(k, t)〉 = 0.
In this thesis we are working with flows with zero mean velocity, therefore we
can replace Uα(k, t) in (1.10) and (1.8) with uα(k, t). These equations will be
the ones refered to as the NSE from henceforth. It is important to realise that
the Reynolds decomposition is in fact just partitioning the flow into the smooth
or laminar parts, and those which represent the random/fluctuating or turbulent
parts. Thus, it is clear that working with a flow of zero mean velocity implies that
the flow concerned is entirely turbulent. It is also slightly artificial as turbulence
is a property of flows, and it is the flow which sustains the turbulence (see
McComb [5] section 1.3). This conceptual problem is circumvented by our
force term in the NSE, which can be seen to be sustaining the turbulence as a
replacement of the flow. One should also mention that the concept of isotropic
turbulence is, intuitively, very much connected to zero mean flows, as a mean
flow will always introduce some anisotropies in the motion of the fluid. The
possible strategies and difficulties involved in generating homogeneous and
isotropic zero mean flow can be found in McComb [5] and the recent study of
Hwang and Eaton [7].
Before we move on, we can now use the Reynolds decomposition to attempt to
say something regarding the nature of the ensemble discussed earlier as being
comprised of velocity realisations generated from many identical experiments.
In the context of the NSE this does not make sense, as identical experiments
mean identical initial conditions which imply identical velocity realisations; and
an ensemble consisting of just one realisation is not really an ensemble. In-
stead, what we can say is that the ensemble of fluctuating velocities can be
seen to be comprised of all velocity fluctuation realisations, and thus velocities
(pre-Reynolds decomposition), which correspond to a particular mean velocity.
This approach for defining the ensemble seems to be coherent with the ran-
dom nature of turbulence and the adoption of the NSE as describing turbulent





The two-point, two-time velocity moment is given by
〈uα(k, t)uβ(k′, t′)〉 =: Qαβ (k,k′; t, t′) , (1.14)
and is what is known as a second order moment. Higher order n-point, m-
time velocity moments are written in a similar way. However, the second order
moment will be the most important moment studied in this thesis. It is also
known as the covariance or correlation tensor.
As the primary concern of this thesis is with homogeneous and isotropic tur-
bulence, it would be instructive to see what effects these symmetries have on
our system. Homogeneity principally implies that we can write (1.14) as
〈uα(k, t)uβ(k′, t′)〉 = Qαβ (k′; t, t′) δ(k + k′). (1.15)
Thus homogeneity has essentially rendered a function of the two variables k
and k′ into a function of a single variable k′. When (1.15) is integrated over k′
we get
Qαβ (k; t, t
′) =
∫
d3k′ 〈uα(k, t)uβ(k′, t′)〉 . (1.16)
On a first glance, isotropy implies
Qαβ (k; t, t
′) = Qαβ (−k; t, t′) , (1.17)
and rotational invariance such that
Qαβ (k; t, t
′) = Qβα (k; t, t
′) ; (1.18)
however, it also allows one to reduce the nine scalar functions of the compo-
nents of the above tensor to just one. This was first done by Robertson [8] by
using the fact that an isotropic tensor Aαβ(k), say, can be expressed in terms
of the invariants of the rotation group such that one can write
Aαβ(k) = Pαβ(k)A(k), (1.19)
where Pαβ(k) was given earlier in (1.12). So in total, homogeneity and isotropy
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allows one to write the original 〈uα(k, t)uβ(k′, t′)〉 as
〈uα(k, t)uβ(k′, t′)〉 = δ(k + k′)Pαβ(k)Q(k; t, t′). (1.20)
Later on, we will also encounter the concept of statistical stationarity, which
means that there exists no absolute time frame from which we measure, so
that we may write
Qαβ (k; t, t
′) = Qαβ (k; t− t′) . (1.21)
In this respect we may consider stationarity to be just temporal homogeneity.
1.3.3 The isotropic spectral energy density































where we have used (1.12) to see that trPαβ(k) = 2. Doing the angular inte-




which when compared with (1.22) allows us to obtain the equality
E(k, t) = 4πk2Q(k; t), (1.25)
from which we make the interpretation of Q(k, t) as the spectral energy density.
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A detailed description on the ideas stated here and how to arrive at these re-
lations can be found in McComb [5] and also in the review by Rose and Sulem
[9] where the analogies between turbulence theory and statistical physics are
explored.
1.3.4 The closure problem
Equation (1.10) is a vector equation i.e. it consists of three equations, for a
vector field of three components. Thus, we have three equations for three
unknowns (the viscosity, density and force being assumed to be prescribed).
Because the number of unknowns equals the number of equations, the system
is said to be ‘closed’ and in principle should provide solutions. However, as
illustrated below, to date this has not proven to be the case.
We write (1.10) in a shorthand notation as
L̂U = M̂UU + f, (1.26)
where L̂ and M̂ are linear and convolution (non-linear) operators respectively,
whose forms can be ascertained from (1.10). Ensemble averaging (1.26) we
obtain
L̂ 〈U〉 = M̂ 〈UU〉+ 〈f〉 , (1.27)
which shows that the solution for 〈U〉 depends upon the second-order moment
〈UU〉. However, we do not know 〈UU〉, and thus constructing an equation for
〈UU〉 by multiplying (1.26) by U and then averaging we obtain
L̂ 〈UU〉 = M̂ 〈UUU〉+ 〈f〉 , (1.28)
which shows that the solution for 〈UU〉 depends upon the third-order moment
〈UUU〉. We can carry this procedure on to generate what is known as the
moment hierarchy i.e. the nth order moment depends upon the n + 1th order
moment. So beginning with a system of n equations for n unknowns, we have,
due to our desire to obtain mean quantities, ended up with a set of n equations
for n + 1 moments (the unknowns). Closing this hierarchy is what is known as
the ‘moment closure problem’ and is primarily, implicitly or explicitly, what the
turbulence problem is concerned with.
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1.4 Kinetics of incompressible fluid flow
1.4.1 Modal energy transport
From the NSE we can derive an equation for energy transport amongst the
Fourier modes. This is obtained by first multiplying the NSE for uα(k, t) by
uσ(−k, t), and then multiplying the NSE for uσ(−k, t) by uα(k, t). Adding the





〈uσ(−k, t)uα(k, t)〉 = Mαβγ(k)
∫
d3j 〈uσ (−k, t)uβ(j, t)uγ(k− j, t)〉
+Mσβγ(−k)
∫
d3j 〈uα (k, t)uβ(−j, t)uγ(−k + j, t)〉
+ 〈uσ(−k, t)fα(k, t)〉+ 〈fσ(−k, t)uα(k, t)〉 . (1.29)
Making a substitution using (1.20), taking the trace of the entire expression,
and then substituting (1.25), we get the energy balance equation represent-





E(k, t) = T (k, t) +W (k, t), (1.30)
where
T (k, t) = 2πk2Mαβγ(k)
∫
d3j {〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉
− 〈uα (k, t)uβ(−j, t)uγ(−k + j, t)〉} (1.31)
is the non-linear transfer term, W (k, t) is the rate of input energy term due to
forcing and 2νk2E(k, t) is the dissipation term. A schematic of the behaviour of
these terms is shown in figure 1.1.
Before we move on, an important result one can ascertain from the energy bal-
ance equation is that the pressure has no role in transferring energy between
different modes and thus different scales. This can be seen by expanding the
Mαβγ(k) projector to reveal the Pαγ(k) and then expanding this to show the
kαkγ/k
2 term, that has its origin in the pressure term in the NSE which was
eliminated earlier using the incompressibility condition. (1.31) involves prod-
ucts of this term with uα (k, t) which in particular results in kαuα (k, t) = 0 due









Figure 1.1: Schematic showing the behaviour of the terms in (1.30), and their
respective contribution to the energy spectra for a particular value of t.
that the pressure is responsible for transferring energy to different components
of the three dimensional velocity field, and is thus responsible for a tendency
to isotropy in the equations of motion.
Another important relation to note is the Detailed energy balance identity (see
Appendix B)
T̃ (−k|j, l) + T̃ (l| − k, j) + T̃ (j|l,−k) = 0 , (1.32)
where
T̃ (−k|j, l) = Mαβγ(k) [Qαβγ(−k, j, l; t)−Qαβγ(k,−j,−l; t)] , (1.33)
and
Qαβγ(−k, j,k− j; t) = 〈uα(−k, t)uβ(j, t)uγ(k− j, t)〉 . (1.34)
The Detailed energy balance identity relates different permutations of the en-
ergy transfer triad interactions.
1.4.2 Energy flux through the system
Equation (1.30) tells us about the energy balance at each mode k. We can
obtain the total energy flux in the entire system for each of the terms in (1.30)
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dkT (k, t). (1.35)
This represents the rate at which energy is entering and leaving our system.
E(t) represents the total energy contained within the system at time t,∫
dkW (k, t) = εw(t) (1.36)
is the total rate of energy being inputed into the system i.e. the total work being
done by the forcing term fα(k, t), and∫
dk2νk2E(k, t) = εd(t) (1.37)
represents the total rate at which energy is being lost from the system due to
viscous dissipation i.e. molecular friction resulting in heat. The last term on the
RHS of equation (1.35), which represents the action of the nonlinear term, is
conservative ∫
dkT (k, t) = 0 (1.38)
i.e. it does no work on the system as a whole. The proof of this is shown in
Appendix B. Equation (1.35) can thus be written as
∂
∂t
E(t) = εw(t)− εd(t), (1.39)
so that for a steady state where ∂
∂t
E(t) = 0 we have the dissipation rate be-
coming a constant
εw = εd = ε. (1.40)
1.4.3 The Richardson Cascade
As mentioned earlier, for sufficiently large Reynolds numbers, practically every
three-dimensional hydrodynamic flow becomes turbulent. The development of
this turbulence is essentially vortical and, when viewed in most flows, involves















Figure 1.2: Schematic illustrating the Richardson cascade. The kinematics in
the form of energy rates are also shown at their respective scales. l and k−1d
are the characteristic length scales for the large and small scales respectively.
acting with each other. So in a simple picture we could view the fluid flow
becoming unstable at some critical Reynolds number and developing vortical
instabilities due to shear caused by some large velocity differences between
neighbouring parts of the flow. These vortical instabilities or eddies would be
characterised by some scale l. These eddies would then interact with the flow
and with themselves to generate further instabilities in the form of smaller ed-
dies of some characteristic scale bl, where 0 < b < 1. This process would con-
tinue creating more and more complexity and smaller and smaller scales until
at some scale, characterised by a wavenumber kd determined by the viscosity,
the motion would be dissipated as heat. This eddy cascade picture illustrated
in figure 1.2 was first proposed by L. F. Richardson [10] who, influenced by a
poem by Johnathan Swift, also put it into rhyme
Big whorls have little whorls
Which feed on their velocity,
And little whorls have lesser whorls
And so on to viscosity
(in the molecular sense)
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Going back to Fourier space, we can interpret the Richardson cascade as a
cascade through the scales represented by the modes k. We expect that two
types of interaction can take place between two eddies represented by the
wavenumbers kA and kB. If one eddy is much larger than the other we expect
that the larger eddy will have a tendency to passively convect the smaller eddy
rather than shearing it. The latter results in a transfer of energy whilst the for-
mer simply changes the phase of the smaller eddy. In the case of two eddies of
similar size, however we expect to get an appreciable amount of shear rather
than convection. This implies that energy transfer is more likely to occur be-
tween two modes of similar size, kA ∼ kB, thus allowing one to assume that
energy transfer is a local (in k-space) phenomenon. Thus we can see that the
Richardson cascade can also be interpreted to be a local in k-space energy
cascade. This concept will be important in the next section.
1.4.4 The 1941 Kolmogorov hypotheses
The assumption of the local nature of the turbulence energy transfer seems to
imply that we can expect the properties of small scales of well developed tur-
bulence to be independent of the details of the large scales i.e. as the cascade
develops we expect the turbulence to have ‘forgotten’ how it was created. This
has important implications of which the most important is that for small scales,
or large wavenumbers, the turbulence exhibits universal behaviour. The sec-
ond important implication is that the turbulence is locally isotropic, since any
anisotropies would mean that the details of large scales still have an influence.
This hypothesis based upon the Richardson cascade was first proposed by A.
N. Kolmogorov (1941) [11] in his first hypothesis of similarity which states2 that
for locally isotropic turbulence, the energy spectrumE(k) is uniquely
determined by the quantities ν and ε.
Using dimensional analysis we can then obtain a form for the energy spectrum
as
E(k) = ν5/4ε1/4f(k/kd), (1.41)
2In the original paper Kolmogorov referred to the probability distribution (which is directly
related via the spectral energy density) and worked with velocity structure functions in x-space
rather than the energy spectrum in k-space. We have modified the Kolmogorov hypotheses to
take account of these changes and we are also simplifying matters by considering the case of
stationary turbulence only, so that the dissipation rate ε is a constant.
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is the Kolmogorov dissipation wavenumber used to scale k. This is known as
the dissipation wavenumber because if taken with the associate velocity scale
vd = (νε)
1/4, (1.43)





which when compared with (1.4), tells us that k ∼ kd is the wavenumber at
which dissipation effects start to dominate.
The second hypothesis of similarity states that
for sufficiently large Reynolds numbers there exists an inertial sub-
range such that the energy spectrum E(k) becomes independent
of the viscosity ν and is uniquely determined by the quantity ε,
so that dimensional analysis determines that the dimensionless function f
must take the form
f(k/kd) = α(k/kd)
−5/3, (1.45)
where α is a universal constant known as the Kolmogorov constant. Substitut-
ing (1.45) in (1.41) we obtain the celebrated Kolmogorov spectrum
E(k) = αε2/3k−5/3, (1.46)
which can also be considered the form of the entire energy spectrum for the




1.5.1 Closure & renormalized perturbation schemes
The term ‘renormalization’ has its origins in quantum field theory were it was
used to remove divergences in perturbation expansions. For example in Quan-





that introduce two sources of divergence; one from below as p → 0 which is
known as an infrared (IR) divergence; and one from above which is known
as an ultraviolet (UV) divergence. A theory was said to be ‘renormalizable’ if
these such divergences could be removed. The process in which these were
renormalized involved the redefinition of observable quantities by introduction
of infinite counter-terms or corrections to the bare parameters of the theory
e.g. the mass or charge.
The concept of renormalization, however, need have nothing to do with di-
vergences; and in many cases outside of quantum theory, is not used in this
context. In fact, the basic idea of renormalization can be illustrated by the use
of mean-field theories [12], in which we have some sort of complex interaction
that is modelled by a ‘smearing out’ of the interaction. This can be shown in the
Debye-Hückel theory of the screened potential of an electron in an electrolyte,
which is one of the earlier examples of a mean-field theory. In this theory, con-
sideration is given to model the potential of an electron which alone would have
a coulomb potential at a distance r given by
V (r) ' e
r
, (1.48)
(where e is the electron charge) but in this scenario is surrounded by a cloud
of other electrons. The potential of our electron amongst this cloud is now
changed due to the screening effect of the other electrons surrounding it. In
Debye-Hückel theory the new potential is given by





where lD is the Debye-Hückel length set by the electron number density and
the temperature. What is important here for our discussion is that our ‘bare’
electron charge e has been replaced by a ‘renormalized charge’ e exp(−r/lD).
Turbulence has also had attempts to be renormalized. The earliest account of
this can be seen by the introduction of a turbulence diffusivity by Boussinesq
in 1877 [13], followed many decades later by the eddy-viscosity of Heisenberg
[14] and the Quasi-Normal hypothesis of Proudman and Reid [15] and Tat-
sumi [16]. In these schemes, the renormalization procedure was introduced
by guessing or approximating a relationship between velocity field moments of
different order; and thus were known as closure models. The similarities with
renormalized quantum field theories came with the seminal work of Kraich-
nan with the Direct Interaction Approximation (DIA) [17, 18]. This introduction
of turbulence research to what became known as Renormalized Perturbation
Theories or RPT was given a more comprehensive and universal formulation
with the diagrammatic techniques of Wyld [19]. This topic will be discussed
later when we review RPT schemes in turbulence theory.
1.5.2 The Renormalization Group: RG
Earlier, we mentioned that the removal of divergences in quantum field theory
involved the introduction of infinite counter-terms to cancel the divergent terms.
Another way to look at this method was to see it as introducing a cut-off to limit
the divergences. However, this introduces a scale into the system which was
not there before; the method of canceling one infinity from another was not
unique. For a universally valid theory this method should not depend upon
any arbitrary choice of this new scale introduced. In the end we demand scale
invariance: the renormalization procedure should be independent of the type
of scale we associate with it. This introduced the concept of renormalization
invariance and Stueckelberg and Petermann [20] first observed that transfor-
mation groups could be defined which relate different reparametrisations or
scales. They introduced these transformation groups as “groupes de normal-
ization” translated as “renormalization groups” or RG. This was extended in
a much more thorough way by Gell-Mann and Low [21]. Later Callan and
Symanzik [22, 23] systematically derived from the recursion relations of the
RG transformations, the set of differential equations that are now generally
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used as the RG equations which embody renormalization invariance, known
as the Callan-Symanzik equations.
As discussed by Cardy [24], the renormalization group is not a kind of “uni-
versal machine through which any problem may be processed”. RG is merely
a framework which has to be formulated in a correct way to the nature of the
problem being studied. Thus we find that removal of divergences is not the
only application of RG. Wilson realised that these methods had a far wider
field of application in the scaling theory of critical phenomena that was being
formulated by Kadanoff and others in the early seventies. We will leave the
discussion of this method to the next chapter, as this is the method which this
thesis will be primarily concerned with.
Essentially, the RG transformation is a scaling symmetry transformation and
like all other symmetry transformations in physics, quantities and systems that
are invariant to such transformations yield deep insights into the physics of
these systems. For example, temporal symmetries indicate energy conserva-
tion and translational symmetries reveal momentum conservation. RG trans-
formations indicate system scale invariance. The system invariant under a RG
transformation is scale-free and reveals the universal nature of the physics of
such systems, away from boundaries and external conditions. In this sense
the notion of RG transformations is very deep indeed.
An excellent and clearly presented account of the historical development of the
Renormalization Group and the concepts therein can be found in the lecture
given by Wilson on the presentation of his Nobel Prize in 1982 [25].
1.5.3 Computation and large eddy simulations
In the past two decades the increase of computational power has meant that
systems with large degrees of freedom may now be tackled by directly simu-
lating them. The idea of simulating the NSE was first introduced by Orszag in
1969 [26], and since then computation power has increased by some orders of
magnitude. These approaches are known as direct numerical simulations or
DNS. However, even with such advances we are only just beginning to reach
Reynolds numbers which are comparable to flows of real interest. The problem







Figure 1.3: A schematic showing, in the energy spectrum picture, the parti-
tioning of scales in large eddy simulations. kmax is the UV cut-off, kd is the
Kolmogorov dissipation wavenumber, and kc is the partitioning wavenumber.
simulated, scales with Reynolds number [27]
N ∼ Re9/4. (1.50)
To give an example, a simulation with 2563 would yield a sufficient enough
resolution to correctly simulate a Reynolds number of Re ∼ 2 × 103, which is
just approaching the transition of laminar to turbulent flow in pipes: a far cry
from well developed turbulence such as in the atmosphere or oceans. To date
the largest simulations being conducted are around the ∼ 20483 range (some
even up to ∼ 40963 ) for only a few time steps, running on the Earth simulator
in Japan [28]
Although advances in computation are rapid, we still have a fair amount of
time to wait until we can be firmly in decent Reynolds number territory. Thus
there is a need for other methods, albeit approximate, which can help. One
method involves the systematic reduction of the degrees of freedom needed
to be simulated. This approach is known as a large eddy simulation or LES.
Like the name suggests, LES seeks to simulate only the largest or resolved
modes in a simulation which are of interest in practical flows such as the flow
of air around the fuselage of a jet plane. The remaining effects of the smaller or
subgrid scales on the resolved scales are approximated in some way; the latter
approximations being the distinguishing feature of different proposed models.
The general idea of an LES is illustrated in figure 1.3. Unlike a normal DNS,
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where all modes up to some k ∼ O(kd) are simulated, LES simulates only
modes up to an introduced cut-off kc < kd. The effects of the subgrid scales
kc ≤ k ≤ kmax are then modelled by augmenting some transport parameter/s;
in most cases a wavenumber dependent viscosity in the same spirit as the
eddy viscosity of Heisenberg [14], is introduced. Although less accurate than
a DNS, the success of an LES depends upon how accurately one resolves the
large scale modes represented by the choice of cut-off kc and the grid-points
resolution, and also upon the way one models the eddy viscosity. These are
usually set by correctly modelling the kinetics of the system and in most cases
rely on other theories such as some Eulerian closure of the RPT kind. In
particular we require that the total energy E(t) and the energy dissipation ε(t)













where νC is the enhanced eddy viscosity. Generally, these requirements can
only be met as an approximation. Note that by writing the conditions in the
above way we are assuming that our UV cut-off kmax is itself suitably large
enough to retain the kinetics of the system. A recent study by McComb, Hunter
and Johnston [29] has shown that for a DNS to preserve the kinetics one needs
to set the UV cut-off at a minimum of kmax ∼ 1.8kd.
A relatively newer approach is to set the LES by way of a RG method, where
the cut-off is chosen at the wavenumber at which the RG reaches its fixed point
and the eddy viscosity is represented by the fixed point renormalized viscosity.
Concepts such as the fixed point will be discussed in more detail in Chapter 2.
1.6 Overview of thesis
The bulk of this thesis will be split into two parts, which detail the assessment
of the two renormalization approaches briefly touched upon in section 1.5, and
in particular focusing on the renormalization procedures put forward by the pro-
ponents of the school of McComb. The first part of this thesis will discuss RG
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approaches to turbulence, with a focus on applications to reduce the degrees
of freedom in an LES. This will be reviewed in Chapter 2. In Chapters 3–5 we
will be discussing the detailed calculations, problems and possible solutions of
a particular RG method put forward by McComb et. al.; followed in Chapter 6
with one application of this method to modelling the turbulent advection of a
passive scalar. The second part of this thesis will begin by reviewing Eulerian
RPT closures in Chapter 7. In Chapter 8 we put forward a new formulation of
the local energy transfer theory (LET) of McComb et. al. which resolves some
problems of previous derivations. This is followed by introducing a single-time
Markovian closure based on LET. We conclude in Chapter 9 with a discussion








In the introduction we briefly described the notion of renormalization. In partic-
ular we discussed the renormalization group (RG) as being a special form of
renormalization that involves a description of a system in terms of scales. The
power of RG is then manifested in the identification of scale-free behaviour in
the system being studied and in the ‘universal’ aspects which can be identified
as a result. In this chapter we will be reviewing RG by looking at the application
of this powerful tool in the statistical study of turbulence. After a general outline
of the method, we will briefly discuss large-eddy simulations (LES) as our pri-
mary motivation for studying RG (in the context of this thesis) i.e. the ability of
RG to reduce the degrees of freedom in a system so as to facilitate computa-
tion. As turbulence is a non-equilibrium phenomena, we will be looking at RG
applied to dynamical systems, as first studied by Ma and Mazenko [30] and
others [31, 32]. In particular this will involve a discussion of the seminal work
of Forster, Nelson and Stephen (FNS) [33, 34], which was the first application
of RG to the Navier-Stokes equation. This will be followed by a broad review
of some of the main attempts at formulating RG as applied to turbulence, and
of the problems encountered therein.
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2.1 The RG procedure
RG is primarily a transformation concerned with determining scale invariance
in a system. By scale invariance we mean that a system characterised by a
particular scale should behave in the same way as if we had characterised it
by any other different scale. The detailed strategy of checking for scale invari-
ance, and thus the RG transformation, differs for each system studied but what
follows is a general method where the incompressible NSE as given by equa-
tion (1.10), is used as an example dynamical system. An excellent, brief and
simple review of RG and scaling can be found in Stanley [35], and in the ex-
ample which appears in Chowdhury and Stauffer (2000, 486-488) [36]; where
illustrations are primarily given in terms of percolation phenomena.
We proceed by introducing a UV cut-off, kmax ≡ k0, as is normal in these
studies; and it is chosen such that it retains most of the physics (see previ-
ous chapter). For the purposes of this calculation, one could say that k0 is the
relevant length scale characterising this system. We write the NSE in short-






uk = λ0Mkujuk−j + f
0
k , (2.1)
where the equation is defined on the wavenumber interval [0, k0], and where
only the wavenumber has been retained as a subscript and the time and tensor
indices as well as the convolutions are implicitly assumed; λ0 is a book-keeping
parameter (which is eventually set to unity), and the 0 superscripts, as will later
become clear, are keeping track of the renormalization cycle.
Now there is no reason why it should not be theoretically possible for one to
selectively assess the effects of the small scale velocity fluctuation modes on
the dynamics of the remaining ones. Thus, we proceed by trying to project
the equations of motion onto the k-space spanned by the wavenumbers rep-
resenting large scales i.e. smaller wavenumbers. This we do by partitioning
the effects of the velocity (fluctuations) field into those acting at high wavenum-







= θ(k1 − k)uk + θ(k − k1)uk , (2.2)
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where k1 < k0 is the wavenumber partitioning large and small scales, and the
Heaviside unit-step function θ(k) is given by
θ(k) =
{
1 ∀k ≥ 0
0 ∀k < 0
. (2.3)
The partitioning wavenumber k1 is given by k1 = hk0 where 0 < h < 1.
Multiplying equation (2.1) through by θ(k1−k) and substituting (2.2), we obtain





















+ f 0−k . (2.4)






















+ f 0+k . (2.5)
Theoretically, we can solve1 equation (2.5) for the high-k modes
u+k = g[u
−
k , k] , (2.6)
and thus eliminate the u+ dependence in equation (2.4). This gives the dy-















k , k] , (2.7)
where










k−j, k − j]
}
, (2.8)
has been introduced to save unnecessary clutter. Equation (2.7) represents
the coarse-grained description of the system in terms of the low wavenumber
modes only.
We are looking for scale invariance in the system. For this, we require that
the dynamical equations look the same. This requirement is known as form
invariance. Comparing our original NSE (2.1) defined on [0, k0] and our new
1This inevitably involves some sort of perturbation scheme.
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low wavenumber NSE (2.7) defined on [0, k1], we see that the equations differ
by the addition of the functional Ω[u−k , k]. To do something about this extra
term, we attempt to write it in terms of the other terms in the equation. This
can normally only be done as an approximation as the coarse-graining will in
general introduce more complex new couplings in addition to the original NSE
non-linearities; and inevitably this will involve some sort of averaging. This
process of requiring form invariance will normally redefine one or more of the














where the tilde denotes the new augmented parameters.
Now the equations have the same form, we must realise that the comparison
we made earlier was not fair: the equations (2.9) and (2.1) which are being
compared are defined on different intervals. Thus we rescale equation (2.9) so
that it is defined over the interval [0, k0] like our original NSE. This will, again,
in general change the viscosity, book-keeping and force parameters such that












where the prime on the velocity field denotes that it only comprises the low
wavenumber modes and the higher modes or degrees of freedom have been
renormalized into the transport parameters of the system. This completes the
renormalization procedure. Does this now imply that we have scale invari-
ance? Unfortunately, no. The transport parameters have been changed, and
thus so has the system. Only when these parameters have also become invari-
ant to the renormalization procedure, do we have scale invariance. Thus we
repeat the renormalization procedure, now with the system parameterised on
the scale k1 = hk0, and check for scale invariance in the next coarse-grained
picture which will be parameterised on the scale k2 = hk1 = h2k0. This set
of renormalization transformations from one coarse-grained picture to the next
constitutes what is known as the renormalization group. Only when all the
system parameters stop changing i.e have reached a fixed point under this
renormalization group transformation, we attain scale invariance in the system
behaviour. The parameter h can now be identified as a measure of the frac-
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tion of the degrees of freedom which are eliminated at each stage of the RG
iteration.
Both the first stage of coarse-graining and the second stage of rescaling consti-
tute the renormalization procedure. Comparing with renormalized perturbation
theories in turbulence (see later in Chapter 7) which can have uncontrolled
approximations, RG can be seen as several little renormalization steps, which
have the two primary benefits of looking for scale invariance and being able
to control approximations by only renormalizing in an area where the approx-
imations are valid. Furthermore, in the context of controlling approximations,
since most coarse-graining schemes involve a perturbation expansion in the
book-keeping parameter λ, it is desired that our approximation stay within an
area where any renormalization of λ will keep its value small (less than unity)
such that a lower order truncation is justified.
However, RG also has its own disadvantages. These are normally linked with
our own ignorance rather than any deficiencies with the RG procedure. We
need to know the existence of a fixed point a priori. In the introduction we
have already discussed the existence of one such fixed point in turbulence,
which corresponds to the Kolmogorov scale-free inertial range. On top of this
we have to construct a suitable coarse-graining scheme. This latter hurdle is
non-trivial and is usually what distinguishes one RG scheme from another.
We will finish this section with a summary of the RG shell by shell renormaliza-
tion scheme:
1. Project the equations of motion onto the k-space spanned by modes u−
with 0 ≤ k ≤ hk0, and coarse-grain system by eliminating the modes
u+ corresponding to wavenumbers hk0 ≤ k ≤ k0. This introduces new
interaction terms. Demanding form invariance will redefine the transport
parameters which enter the new reduced equations of motion.
2. Rescale all relevant variables such that the new equation is defined over
the same interval as the older equation.
3. Repeat until the renormalized parameters do not change i.e. have reached
a fixed point.
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2.1.1 Cross and Reynolds interaction terms
Before we move onto reviewing the attempts to apply RG to turbulence, we
will briefly say something about the main hurdles which are facing anyone who
seeks to go down this road. Looking at the low-k NSE as given by equation
(2.4), we see that the first interaction term denoted by u−u− will not need to be
modified by the coarse-graining. However, the other two terms which we will
call the cross term u−u+ and the Reynolds term u+u+, do have to be coarse-
grained as they involve the u+ modes. It is the coarse-graining of these terms
which presents the major obstacle in forming a suitable RG scheme for the
NSE.
2.1.2 Spectral LES applications
In this thesis we aim not to do the full conventional study as in the calculation of
critical exponents etc. that RG is normally associated with. Instead we utilise
the nature of RG to reduce the degrees of freedom in a system so as to use it
to obtain a consistent subgrid model for an LES. Recall from Chapter 1 that the
two major components of an LES is a choice of a cut-off between resolved and
subgrid modes and an associate subgrid model (usually an enhanced viscos-
ity) to account for the missing modes. From the above summary, we can see
that RG supplies us with both of these components. The cut-off is represented
by the wavenumber at which we stop the RG iteration i.e. at the approximate
(within a percentage error) wavenumber at which we attain the fixed point in
the renormalized parameters; and the subgrid model is obtained from the en-
hanced fixed point renormalized viscosity. To obtain these two components we
need to remove the effects of the rescaling from the renormalized viscosity,
and obtain the cut-off wavenumber from kc = hNk0, where N is the number of
steps taken to reach the fixed point. This assumes that only the viscosity is en-
hanced by the coarse-graining, and that the force and book-keeping (coupling)
parameters are only renormalized from the rescaling part of the RG algorithm.
An important point to note is that ideally we would want the subgrid model to
retain all the dynamics and kinetics of the missing modes. The dynamics in
particular require all the phase information to be retained. In practice this does
not occur as the retention of all the phase information is just another mani-
festation of the formidable turbulence problem, and would require a detailed
30
Chapter 2. Dynamical RG and Turbulence
realisation dependent subgrid model. Thus, all LES models to date resort to
relying on the correct retaining of the kinetics. This implies that the total energy
E(t) and dissipation rate ε(t) be correctly retained in any LES subgrid model
(see section 1.5.3). Thus in the context of RG we require that at each stage
of the RG iteration, both the total energy of the system and the dissipation
rate be invariant to the RG transformation; such that in the case of statistically












Of course, depending on how faithful our coarse-graining approximation is to
the subgrid kinetics, both these criteria can only be met as an approximation.
As mentioned earlier in Chapter 1, it has been shown by McComb, Hunter &
Johnston [29], that even when the upper cut-off is quite small, the effect on any
reduction of the total energy E is insignificant. However, the energy dissipation
εd needs to be correctly accounted for in the subgrid model to ensure (2.12) is
met. The faithfulness of the RG coarse-graining model presented in this thesis
will be discussed in more detail in Chapter 5.
A summary of the RG procedure and its application to LES, as represented by
the kinetic energy spectrum picture, is illustrated in figure 2.1.
2.2 RG based on an ε-expansion
The following review is based upon subdividing the RG schemes into two
classes. The first is one in which a perturbation expansion in terms of a small
parameter ε is used, where ε is a combination of dimension and forcing expo-
nents; and the prescribed statistics of a random stirring force is used to average
over infinitesimal shells of degrees of freedom. A recursion relation in the form
of a differential equation is then solved to obtain fixed points. The second class
is one in which finite shells of degrees of freedom are removed, which result
in a recursion relation that is iterated upon to obtain fixed points. The distinc-
tion between these two classes will become more apparent as we proceed
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Figure 2.1: Evolution of the RG iteration with the rescaling removed. Shells
of degrees of freedom are removed iteratively which renormalize the transport
parameters of the system. kc corresponds to the approximate wavenumber at
which the fixed point in the transport parameters is attained (up to an accuracy
set by us). This is the wavenumber which is then used for an LES cut-off, with
its associate subgrid model that is obtained from the renormalized/effective
viscosity.
with the review. One should note that there exists another use of RG in the
study of turbulence, where field theoretic renormalization techniques based on
a generating functional introduced by Martin, Siggia and Rose [37], are used
to calculate anomalous scaling and intermittency effects [38, 39, 40, 41, 42].
Although interesting in their own right, their validity is limited to artificial cases
due to various assumptions of Gaussian velocity fields, k → 0 limits etc. which
do not apply to the case of turbulence. Moreover, much of the machinery of
quantum field theoretic RG is taken over to apply to the NSE, without a suffi-
cient precautionary study into the applicability of such techniques to classical
dynamical systems. Thus, due to these reasons and to the lack of apparent
connection to the aims of the RG scheme in the present work, discussion of
these techniques will be omitted from this review.
2.2.1 Forster, Nelson and Stephen (FNS) (1977)
As mentioned earlier, the pioneering work of FNS [33, 34] in the application of
dynamic RG to the NSE, was based upon the earlier work of Ma and Mazenko
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[30]. However, although FNS studied the NSE system, their study did not
actually describe turbulence due to their UV cut-off k0 being taken to be below
the inertial range and their requirement of the theory being valid in the infra-red
k → 0 limit. Thus the cascade effects which are the quintessential signatures of
turbulent phenomena were omitted and by the title of the FNS seminal paper,
their study was restricted to the theory of large-distance IR behaviour of a
randomly stirred fluid which is also known to be asymptotically scale free and
thus exhibits a fixed point in the limit k → 0.
The FNS RG scheme begins with equations similar to (2.4) and (2.5); however
FNS worked with temporal as well as spatial Fourier transformed equations, so

















































ω is the temporal frequency (Fourier conjugate to the time t), and the low-
k velocity field is defined on the interval [0, k1] where k1 = e−lk0 and l is a
measure of the spatial rescaling factor (e−l is equivalent to our earlier h); and
the high-k velocity field is defined on [k1, k0]. FNS take their UV cut-off to
be k0  kd, where kd is the Kolmogorov dissipation wavenumber (which is a
rough indication of where viscosity dominates the fluid dynamics). The force
is introduced in the NSE to obtain a statistically steady state, and is assumed
to have Gaussian white noise statistics with the specified two-point two-time
auto-correlation given by
〈fα(k, ω)fβ(k′, ω′)〉 = 2D(k)(2π)d+1Pαβ(k)δ(k + k′)δ(ω + ω′) , (2.16)
where the projector Pαβ(k) is given by δαβ − kαkβ/k2, and D(k) is the forcing
function. FNS study three models for D(k) which they claim are representative
of the two universality classes that describe the infra-red wavenumber prop-
erties of the NSE. We will focus on the FNS model B as it exhibits the most
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interesting results as well as being the broad model which seems to have been
adopted by the many others who came after FNS. The FNS model B corre-
sponds to the forcing function taking the constant form D(k) = D0, however
for comparison with later RG schemes we will write the forcing function in a
general way as
D(k) = D0k−y , (2.17)
where y is the forcing exponent mentioned earlier, and where FNS model B is
when y = 0.
To proceed with the coarse-graining, we eliminate u+ by use of a perturbation
expansion about the NSE with the nonlinearity switched off i.e. λ0 = 0. The









k + . . . . (2.18)
Substituting this expansion on both sides of equation (2.14) allows us to identify
















































Substituting these coefficient back into the RHS of equation (2.13) and ex-
panding out the u+(0) and u+(1) coefficients in terms of the forcing f 0+ and bare
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and
































































































The next step is to average out the effect of the high-k wavenumbers. This is









= u− , (2.23)
where the subscript high indicates that only high wavenumber terms are aver-















i.e. it averages out terms associated with high wavenumbers in the normal
ensemble averaged way, and leaves the low wavenumber terms untouched.
We now apply the filtered ensemble average on equation (2.20) and evaluate
the averages using the statistics of the forcing and noting that
• G0 is statistically sharp so that it is not affected by any averaging;
• the stirring forces are statistically homogeneous;
• for consistency, the stirring forces have zero mean 〈f+〉 = 0 (also arises
from next property);
• and the stirring force statistics are Gaussian so that odd order moments
vanish.
When this is completed we will get the following expression (see McComb [5]
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where D0 is from equation (2.17), d is the space dimension and Pj is just a
shorthand for the normal Pαβ(j) projector. Identifying that the term in the third
line is linear in u−, and thus can be written as an increment to the viscosity, we



























where we have inverted the G0k bare propagator so as to show that the vis-
cosity has been enhanced. To deal with the last term which involves a cubic
non-linearity, FNS point out that in the limit k → 0 this term involves an ir-
relevant scaling field. This means that as the RG calculation is iterated, the
contribution from this term will tend to zero (see McComb [5] p.356 for more
on this calculation). Accordingly we now drop this term and thus attain form
invariance of our coarse-grained equations with the augmented viscosity given
by
ν̃0 = ν0 + δν0(0) , (2.27)
where the argument ‘0’ in the viscosity increment indicates that this was calcu-











ε = 4 + y − d , (2.29)
A(d) =
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and Sd is the area of a unit sphere in d dimensions. As mentioned earlier, al-
though we have used a perturbation expansion in the book-keeping parameter






the origins of which can be seen if we had worked in modified units where time
is in units of 1/ν0, velocity in units of
√
D0/ν0, and force in units of 1/
√
D0ν0;
i.e. if we had made the NSE dimensionless, the effect of this would have been
a modified ‘vertex’ (book-keeping parameter) λ̄0, which can be seen to be a
local (in wavenumber) Reynolds number based on the wavenumber k0.
The next step involves re-scaling all the basic variables. Doing this introduces a
set of homogeneous scaling relations, which are used to fix the various scaling
exponents e.g. we scale the spatial and temporal frequencies like
k′ = kel , ω′ = ωeα(l) , (2.32)
where α(l) is to be determined. Since l (the scaling parameter) is infinitesimal
for an infinitesimal shell removal, FNS write their recursion relations for the











































where more accurate values of the renormalized parameters are then obtained
by integrating these differential equations. Fixed point values are then found
when the renormalized parameters become independent of l. For ε ≤ 0 we find
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that λ̄(l) can be made as small as we want depending on the choice of l, and
tends to the trivial fixed point λ̄ = 0 as l → ∞. However, for ε > 0 we obtain a
non-trivial fixed point, which is given by setting the RHS of equation (2.37) to







Substitution of this result into equation (2.33) yields for the fixed point l inde-
pendent viscosity as requiring that
z = 2− ε
3
, (2.39)
which then fixes the temporal frequency (or dynamic) scaling factor α(l) in
equation (2.32). From equation (2.38) for the renormalized coupling parameter,
we can now see why this approach is known as the ε-expansion, as we are
effectively truncating a perturbation series in terms of the reduced coupling
and hence ε.
From a homogeneity relationship for the velocity correlation, FNS then find the
restrictions for the scaling factors (for when d < 4) for the energy spectrum
which is given by
E(k) ∼ k−5/3+2(d−y)/3 , (2.40)
and for which if we take d = 3 and y = 0 (FNS model B), gives E(k) ∼ k1/3
valid in the limit k → 0.
Although we could work with varying the spatial dimension d for a fixed forc-
ing exponent y as FNS originally did, in practice and in most later works, re-
searchers tend to work with the forcing exponent y for a fixed d = 3 instead.
Thus contrary to the use of the ε-expansion in the study of critical phenomena,
in turbulence problems the expansion parameter ε is the deviation of the power
exponent y of the random forcing from the critical value rather than the devi-
ation of the space dimensionality from the upper critical dimension, although
FNS did originally use it in this way.
This description of the FNS RG scheme, although quite detailed, sets the rel-
evant background for the next schemes that we will be discussing. It will also
serve as a good judge of the degree of rigour and shed a light on some pitfalls
and wrong uses of RG that can be found in later schemes which seek to extend
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the FNS RG analysis to the case of actual fully developed turbulence.
2.2.2 Fournier and Frisch (1983)
The work of Fournier and Frisch [43] started by looking at critical spatial dimen-
sions where the energy cascade in a turbulent system changes direction from
being in the UV direction for normal d = 3, and reversing to the IR direction
for d . 2.05. Their next paper however attempted to do a calculation on the
same lines as FNS, with a white noise statistics force auto-correlation given by





where the forcing function can be related to the energy injection rate spectrum
W (k) by
W (k) = 2D0k3−ε . (2.42)
Fournier and Frisch, however, had in mind the eddy viscosity of the LES form
and were particularly interested in calculating values of universal constants:
primarily the Kolmogorov constant prefactoring the inertial range k−5/3 energy
spectrum. They did this by building on the work of DeDominicis and Martin [39]
who amongst other things remarked that if we choose in the FNS RG scheme,
the forcing exponent y = d then equation (2.40) would result in the energy
spectrum taking the Kolmogorov form2. In a similar way to FNS, they used a
perturbation expansion in the local Reynolds number (reduced coupling con-
stant) given by equation (2.31), and derived the differential recursion relation







where the kc is the partitioning cut-off between the high and low wavenumber
modes. Solving equation (2.43) gives a form for the renormalized viscosity for








2This would however have repercussions with the irrelevant variables neglected in the FNS
study (see McComb [5]).
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Fournier and Frisch then used the smallness of λ̄(kc) to write the renormalized
form for the stationary energy balance equation (see equation (1.30) in Chapter
1) in the limit ε→ 0 as
2ν(kc)k
2E(k) = W (k) , (2.46)
which with equations (2.42) and (2.44) can be used to obtain an approximation









The requirement that ε → 0 immediately stops one from setting ε = 4 and re-
covering the Kolmogorov spectrum. However, their calculation of the prefactor
in front of the power law in equation (2.47), set the scene for the work of Yakhot
and Orszag (see below). If one can have something of the form of (2.47) with
no qualms with the setting of ε = 4 then one can theoretically calculate the
value of any universal prefactors provided that one can relate the constant D0
in the forcing spectra to the energy dissipation rate, as in the form of the inertial
range Kolmogorov spectrum E(k) = αε2/3k−5/3.
Now an important comment that needs to be made on the RG method of
Fournier & Frisch is that their calculations did not involve any rescaling which
is arguably the most important feature of any RG calculation. They claim that
their RG method does not require any rescaling. Their work seems only to con-
centrate on obtaining a renormalized/enhanced viscosity by which they could
carry out their stated aims of calculating a universal prefactor. However, without
any rescaling, the links between their method and RG seem quite untenable.
3One should note here that the calculation in the paper, although not mentioning it explicitly,
makes the viscosity dependent upon any wavenumber k instead of just the cut-off wavenumber
i.e. ν(kc) → ν(k). This can be justified by noting that since we are working in the IR asymptotic
limit k → 0, it is ok to make this replacement of arguments since ν(kc) = ν(k) is true in the IR
asymptotic region.
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2.2.3 Yakhot and Orszag (1986)
As mentioned earlier, the work of Yakhot & Orszag [44, 45, 46], built upon
the earlier works of FNS and particularly Fournier & Frisch. Now one might
question whether any work that builds upon the work of Fournier and Frisch and
retains their neglect of the rescaling, is appropriate to discuss in the context of
RG. However it is instructive to do so, as the work of Yakhot and Orzsag set
about a flurry of activity in the period between the mid 80’s and early 90’s (and
arguably to this day).
Fortunately, much of the background behind the work of Yakhot & Orszag has
already been covered above, so we need only discuss results and problems.
The forcing auto-correlation is the same as Fournier & Frisch, and the RG

























Yakhot & Orszag then argue that since the renormalized viscosity is a function
of the wavenumber kc (the cut-off) which is essentially arbitrary, we can there-
fore replace it with the continuous wavenumber k and thus get a wavenumber
dependent viscosity which by definition holds over the entire k-space region








This is a bold assumption by itself since the renormalized viscosity was calcu-
lated such that it is valid only in the limit k → 0.
The next step involves a similar approximation to Fournier & Frisch in obtaining
41
Chapter 2. Dynamical RG and Turbulence











Yakhot & Orszag now make the most bold of assumptions. They extend their
cut-off such that kc ∼ kd where kd is the Kolmogorov dissipation wavenumber.
This implies that their theory now encompasses all of the inertial range and
beyond, and thus is being applied to actual turbulence. Accordingly they set
ε = 4 to recover the Kolmogorov spectrum in equation (2.52) . From equation
(2.29) we see that (for d = 3) this amounts to setting the forcing exponent
y = d = 3. This now opens up the proverbial ‘can of worms’ in two ways:
• The most disastrous result of setting ε = 4 is that the ε expansion relies on
the fact that ε is small so that a leading order truncation is justified, both
in the coarse-grained dynamical equation and also in the derivation of
equation (2.52) for the energy spectrum. ε being large introduces higher
order non-linearities and thus new couplings which are uncontrolled i.e.
there is no reason why these should now be irrelevant. The second ob-
vious result is that equation (2.52) is no longer valid as a leading order
result; the series for this now diverges. Later, Yakhot & Orszag along with
other authors attempted to get past the problems of extra non-linearities
by introducing a distant interaction approximation in which the high and
low wavenumber modes are assumed to interact in a non-local fashion
and thus the higher order non-linearities, which represent local interac-
tions, are neglected.
• Secondly any renormalized viscosity should not depend upon our par-
ticular choice of the forcing exponents. Even in an LES the effective
viscosity should not behave as if the forcing in all cases is given by equa-
tion (2.42) with the exponent y = 3. In fact the scale-free inertial range
with the energy spectrum given by the Kolmogorov k−5/3 form is indepen-
dent of forcing and viscous effects. Yakhot and Orszag get around this
by introducing their ‘correspondence principle’ which states that the FNS
forcing terms and statistics are statistically equivalent to the boundary
and initial conditions of a freely cascading turbulent flow with the forcing
chosen correctly.
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Yakhot and Orszag then relate the parameter D0 to the energy dissipation rate
ε by equating equations (2.53) and (2.54) with the inertial range forms E(k) '









D0 = 20β3ε . (2.56)
Using an analytical single-time Markovianized model based on Kraichan’s DIA
second order closure (renormalized perturbation theory), Yakhot and Orszag
use the relation (see McComb [5] p.257)
β = 0.19α2 , (2.57)
to obtain the prediction α = 1.617, which along with the other parameters they
estimate from their theory, is in very good agreement with experiments. In the
end, these are the very results that Yakhot & Orszag use to justify their approx-
imations; the logic being that good results imply that there must be something
correct about the theory.
2.2.4 Comments
Many authors [47, 48, 49, 50, 51] that used the ε-expansion variant of RG,
and who followed afterwards, were mainly embroiled with trying to understand
and apply the work of Yakhot & Orszag, as they were the first who had tried
to apply the work of FNS to actual turbulence. Application of their theory was
extended into turbulence modeling such as Reynolds stress, K − ε and LES
models, as well as to the study of related systems. A few authors occupied
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themselves with the harder and higher priority task of trying to clean the theory
and sort out the major problems therein. Amongst the latter are the works of
Smith and Reynolds [52] and Smith and Woodruff [53], as well as the recent
work of Sukoriansky et. al. [54] who emphasise the need to deal with higher
order cross-term non-linearities. Of particular note is the work of Lam [55] and
Tomassini [56] who showed the variation of the predictions for the turbulent
parameters when the statistics of the forcing are changed. The use of results
from another theory, especially from the class of RPT closures with unknown
convergence properties, is another problematic factor. Maybe the good results
that Yakhot & Orszag obtain are just symptomatic of these theories. Kraichnan
[57] picked up on this problem, and showed that many of the results of Yakhot
& Orszag can be obtained from a simple perturbation based treatment using
the same assumptions and not with any RG techniques at all. Eyink [42] em-
phasised this latter point and argued, much like in this thesis, that the work of
Yakhot and Orszag was not RG at all. Eyink also claims that the higher order
non-linearities are marginal and not irrelevant, even in the case of the distant
interaction approximation. McComb comments on the unphysical nature of the
choice of ε = 4 and the correspondence principle, as from equation (2.42) it
introduces a energy input rate ∝ k−1 which diverges at the origin.
Indeed one would be safe in saying that the work of Yakhot & Orszag has
attracted as much controversy as interest. The daring approximations that
Yakhot & Orszag introduced, go completely against the grain of the approxima-
tion controlling that RG is particularly successful in. All of the above mentioned
work and its extensions by other authors has to ultimately come to terms with
the fact that all their approximations are only valid in the limit k → 0, and hence
so are any results thereof.
2.3 Recursive RG
What we are loosely labeling as ‘recursive RG’ is a set of theories in which
finite shells of degrees of freedom are removed. The recursion relations are
in the form of iteration maps taking the renormalized parameters from one
coarse-grained picture to the next. This approach was first introduced by Rose
(1977) [58] around the same time as FNS. However, Rose’s method was not
applied to the NSE. Rose was studying passive scalar transport in an artificial
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‘toy problem’ of a passive scalar contaminant advected by a random and frozen
(in time) velocity field. This will be discussed in more detail in Chapter 6. The
crucial difference between this method and the ones mentioned above is that
there is no approximation which requires a k → 0 limit. In fact the authors
of these methods start off in the far UV part of the energy spectrum and by
removing finite shells using RG, stop at the fixed point which corresponds to
the inertial range Kolmogorov scaling. The method also has no ε-expansion,
as there is no restrictions on what form or statistics the forcing, which sustains
the flow, takes. Thus although an expansion is employed, it is not around a
Gaussian zero order field. The expansion of the velocity field is obtained in
terms of an iterative use of the NSE itself.
2.3.1 McComb et. al. (1982)
The ‘iterative averaging’ work of McComb et. al. [59, 60] was the earliest at-
tempt to apply the Rose type RG to fully developed turbulence. It was later
reformulated in a form in which the averaging procedure was given a detailed
study [61, 62], and later in [63, 64]. In particular, emphasis was placed on
the filtered ensemble average used in the FNS study. The filtered ensem-
ble average is needed for averaging over small scales whilst the large scales
are held fixed. McComb argued that although this is possible for microscopic
physics, the corresponding principle for classical dynamical systems is impos-
sible in principle. This is because if you fix large scales to a preferred real-
isation then the deterministic nature of the NSE implies that you will also fix
the small scales and thus any form of averaging will have no effect since you
only have one member of the ensemble. To overcome this problem McComb
et. al. introduced a weak conditional average which allows the construction of
an ensemble. The evaluation of an average over this conditioned ensemble is
then done by use of an asymptotic freedom (in wavenumber) approximation.
Much of this thesis will be concerned with this method and discussing in de-
tail the approximations therein. Without too much repetition however, we will
summarise here some of the key steps and results.
We start with equation (2.4) and apply the conditional average (CA) denoted
by 〈 〉c, and which is an average over a sub-ensemble of the turbulent velocity
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where φ−k is a random function which is introduced to generate the ensemble,










= u−k , (2.59)





= 0 . (2.60)


































































where the second line follows from the small nature of φ. We are now left





. McComb et. al. tackle this by introducing the





at the UV cut-off k0, far from the partitioning wavenumber kc we can expect
that the CA subensemble begins to resemble the full unrestricted ensemble
average, provided that the shell being averaged over is large enough. This is
so because the effect of the factor φ increases, due to the chaotic nature of
the non-linearity, as we move through k-space away from kc towards k0, thus
decoupling the modes at these wavenumbers and generating an ensemble
similar to the full ensemble. The asymptotic freedom approximation can then
be said to approximate the CA such that it can be evaluated at the UV cut-off
k0 as a full ensemble average. This will be explained in much more clarifying
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detail in the next chapter where the concept of a CA is given a functional based
































The CA of the Reynolds like term is then handled by constructing a dynamical
equation for u+j u
+
k−j from the NSE, apply the CA on it and evaluate using the
approximation of asymptotic freedom. Then substitute the result into equation
(2.64), which results in a RG recursion relation
ν1(k) = ν0 + δν0(k) , (2.65)














ν0j2 + ν0 |k− j|2
,
(2.66)
where Q is the spectral density function and
L(k, j) =
[µ (k2 + j2)− kj (1 + 2µ2)] (µ2 − 1) kj
k2 + j2 − 2kjµ
, (2.67)
where µ is the cosine of the angle between the wavevectors k and j. When
equations (2.65) and (2.66) are written in dimensionless form and rescaling
is taken into account, iteration of the equations gives a scale invariant fixed
point renormalized viscosity. Using the definition of the dissipation rate given
by equation (1.37) McComb et. al. then go on to obtain a value for the Kol-
mogorov constant which they calculate to be α = 1.62, in excellent agreement
with experimental results.
The work of McComb et. al. has the advantage that it is considerably cleaner
than most of the other RG approaches, especially those of the Yakhot & Orszag
type, and thus any approximations are quite clearly presented. It has also been
applied to spectral LES with results being as good as any others in the field.
Problems associated with this scheme will be discussed in Chapter 5.
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2.3.2 Zhou, Vahala and Hossain (1988)
The last of the RG schemes that we will discuss in this chapter is that by Zhou
et. al. (ZVH) [65]. Although ZVH have applied their theory to both forced
and freely decaying turbulence, we will only be discussing their results for free
decay. Their forced NSE theory uses similar assumptions to Yakhot & Orszag
but without any ε-expansion. They use a filtered ensemble average in a similar
way to FNS and the earlier works of McComb [60]. They start with applying



























The cross term is then handled by substituting the formal solution of equation
(2.5), and the Reynolds term is substituted for in a similar way. This results in
an eddy damping term η, and also the introduction of a cubic non-linearity term

































This is the equation which is then used in the formal RG calculation; ZVH
arguing that a cubic non-linearity needs to be retained in a similar way to the
retention of next-to-neighbour interactions in the RG application to the Ising
model. This results in an RG recursion relation given by equation (2.65) but









Iterating to a fixed point gives the ZVH fixed point renormalized scale-invariant










where νDk is the renormalized viscosity, and all superscript −’s have been
dropped. ZVH then handle the extra terms from the cubic non-linearity by bolt-
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ing it onto the renormalized viscosity. This is done by constructing the energy
balance from equation (2.71) in a similar way to how equation (1.30) was de-
rived. This results in the cubic term turning into a quartic term which ZVH then
factorise into products of second order moments using the quasi-normal ap-
proximation of Proudman and Reid[15] (see Chapter 7), resulting in an energy
balance equation4 looking like
∂Qk
∂t
= −2νDk k2Qk + Tk +
∑
QQ . (2.72)
The second order product terms
∑
QQ are then written as∑
QQ = −2νTk k2Qk , (2.73)
thus resulting in an enhancement to the already renormalized viscosity to pro-






ZVH argue that the introduction of a cubic non-linearity is necessary in pro-
ducing some of the essential features of a correct effective viscosity. The form
of their effective viscosity agrees qualitatively well with the form produced from
numerical simulations, especially with the production of a strong cusp near
k = kc. However, the effective viscosity of ZVH introduces a problem. This
is that although ZVH manage to produce a cusp, they had to resort to using
a production spectra (see Leslie & Quarini [66]) to handle a divergence that
appears as k → kc; the cusp is a result of taming this divergence by using
a realistic energy spectrum which goes to zero as k → 0, instead of using
the Kolmogorov energy spectrum which diverges in this limit. The intensity of
the cusp is strongly dependent upon the choice of model parameters used to
construct this production spectrum and hence does not exhibit universal and
scale-free behaviour, although part of it does. The phenomenon of a cusp be-
ing a result of a divergence and then being controlled by some method which
relies on arbitrary parameters was also seen in Kraichnan’s Test Field Model
[67], and is equivalent to introducing a cut-off in the limit of the divergent inte-
grals. This topic of cusps and divergences will be discussed later in Chapter
5.
4We have used the spectral energy density here, instead of the equivalent E(k) form, as
this is how ZVH originally present their work.
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Fixed point Fixed point
Direction of mode elimination
Figure 2.2: Schematic illustrating the smallness of the local Reynolds number
in the IR and UV asymptotic regions and the fixed points arising from the two
characteristic RG schemes that work in these different regions.
2.4 Discussion
Throughout this review we have seen that all the RG schemes end up using a
variant of perturbation theory with the expansion parameter being the reduced
coupling represented by the local Reynolds number. The local Reynolds num-









For a perturbation series to be useful we need this parameter to be kept small
so that some sort of lower order truncation is possible. From equation (2.75)
we can see that R(kc) is only small in the regions where E(k) → 0, which only
happens in the two asymptotic regions of lim k → 0 and lim k →∞, i.e. the IR
and UV asymptotic regions. The FNS ε-expansion type schemes all seem to
work in the IR region, and the McComb iterative averaging like schemes work
in the UV region. The associate fixed points for these two regions are shown
in figure 2.2, which also serves as a good summary illustrating the regions of
validity of the RG schemes discussed in this chapter.
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A functional representation of the
conditional average
Crucial to the statistical study of turbulence is the notion of averaging over an
ensemble of velocity fluctuation realisations. The generation of this ensemble
was discussed earlier in the introduction. Here, we will be discussing a particu-
lar form of ensemble averaging that is needed in order to do the RG procedure
- conditional ensemble averaging. We will begin by reviewing the construction
of the ensemble average in a functional representation by introducing the con-
cept of a state space where each basis is formed from the different realisations
comprising the ensemble. In the previous chapter the dynamical RG method
was introduced and some applications of it to the study of isotropic turbulence
were mentioned. The most important non-trivial step outlined in dynamical RG
was the process of coarse-graining or the averaging out of degrees of freedom;
this being the step distinguishing one RG method from another. We will dis-
cuss the need for a conditional average in the coarse-graining of such systems.
From this we will proceed to extending the functional formulation of the ensem-
ble average to the case of the conditional average, and illustrating its use by
applying it to some simple cases. We will finish by providing a derivation of this
functional conditional average via the introduction of the conditional projector
and asymptotic freedom operations, and we will show that the conditional av-
erage used earlier was just one of many possible representations.
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3.1 Ensemble averaging
The expectation value of a function of a random variable y with a probability




dyP (y)f (y) , (3.1)
where R is the region of y over which the expectation value is taken, and the
probability distribution is assumed properly normalised1∫
R
dyP (y) = 1. (3.2)
Equation (3.1) returns the average value of the function f(y) over R.
Before we move onto taking more complicated averages involving ensembles
of realisations of random functions, we must take a precaution on notation.
Firstly, we will be aiming to average a random function u(x), say, inside a partial










In (3.3), u(x) represents a single realisation from an ensemble. To avoid any
confusion in the notation we will represent the ensemble of realisations by
the set limn→∞{w1(x), w2(x) . . . wn(x)}, which we shall denote {w(x)} to save
space, such that u(x) ∈ {w(x)}. One should note that the set here is assumed
to be a continuous set, such that there exists an infinite number of realisations2.
The expectation value, (3.1), differs from this because it involves an ensemble
of random variables, {y}, where in the present case we are now considering
an ensemble of random functions. Apart from this additional complication they
are essentially similar.
When we talk of ensemble averaging equation (3.3), we can look at this as
applying an operation on it such that it replaces any function (or functional; see
1If it were not normalised then we would simply incorporate the division of (3.1) by (3.2) into
the definition of the ensemble average.
2Readers interested in the aspects pertaining to the details of continuity in the realisations
and other functions and functionals in this chapter, please refer to Beran [69] and Beerends
[70].
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later) of u(x) by its average value. As in (3.1) we will denote the operation of
this type of averaging by angle brackets 〈 〉 .
Secondly, although mentioned in more detail in Appendix A, a reminder should
be made on what a functional is:
A functional F [u(x)] is a quantity which depends continuously upon
all the values a function u(x) takes in some interval a ≤ x ≤ b.
Thus, F [u(x)] =
∫ b
a
u2(x)dxwould be considered a functional; whereas f(u(x)) =
u2(x) would not be. In the former, x is not really important because it is a
dummy variable whilst in the latter this is not the case. Thus, for the former it
is u(x) which is of primary importance as an argument, whilst in the latter it is
x. Another example of a functional is the expectation value average given by
(3.1).
We can now generalise the result in (3.1) to taking the expectation value of a




dw(xi)P1 (w(xi)) f (w(xi)) , (3.4)
again with the normalisation condition∫
dw(xi)P1 (w(xi)) = 1. (3.5)
This gives the expectation value of the function f (u(xi)) over all the realisa-
tions or paths {w(x)} at a single point xi, where P1 (w(xi)) is the single point
probability distribution of the path w(x) at xi. The generation of this (and later)
ensembles is shown in Figure 3.1. Heuristically, (3.4) is really just the same as
(3.1) if we rename y = u(xi) and y = w(xi).
If we were now to take the expectation value of the function f such that it
depends upon the two values u(x) takes at points x1 and x2, we would then
have
〈f (u(x1), u(x2))〉 =
∫
dw(x1)dw(x2)P2 (w(x1), w(x2)) f (w(x1), w(x2)) , (3.6)
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x1 x2 x3 x4x5 xn
Figure 3.1: Schematic showing the selection of points of a random variable
u(x) for use in ensemble averaging. We use a set of five realisations, labeled
as {w(x)}, from the ensemble as an example. Illustrations are for the case of
a.) selection at, x1, generating the ensemble for u(x1) (by picking the value of
u(x1) for each realisation), b.) for x1 and x2 generating the ensemble for u(x1)
and u(x2) and c.) for x1 . . . xn generating the ensemble for n random variables
u(x1), . . . , u(xn). It is important to remember that in our functional formalism
each of the points making the ensemble has a probability weight associated
with it.
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which returns the average value of the function f (u(x1), u(x2)) over all the re-
alisations/paths {w(x)} at the two points x1 and x2, where the two-point prob-
ability distribution involved is assumed properly normalised. Again, this can
be seen, heuristically, as an expectation value of the two-dimensional function
f(x, y) if we rename x = u(x1) and y = u(x2).
We can extend this result such that an expectation value of the function f
depending upon the n values u(x) takes at points x1, x2, . . . xn, would be
〈f (u(x1), u(x2) . . . u(xn))〉 =
∫
dw(x1)dw(x2) . . . dw(xn)×
×Pn (w(x1), w(x2) . . . w(xn))×
×f (w(x1), w(x2) . . . w(xn)) . (3.7)
More generally, for n ≤ m such that {u1 . . . un} ⊂ {u1 . . . um}, we could instead
write
〈f (u(x1), u(x2) . . . u(xn))〉 =
∫
dw(x1)dw(x2) . . . dw(xn), dw(xn+1) . . . dw(xm)
×Pm (w(x1), w(x2) . . . w(xn), w(xn+1) . . . w(xm))
×f (w(x1), w(x2) . . . w(xn))
= 〈f (u(x1), u(x2) . . . u(xn))〉
×
∫
dw(xn+1) . . . dw(xm)Pm−n (w(xn+1) . . . w(xm))
= 〈f (u(x1), u(x2) . . . u(xn))〉 , (3.8)
where one should note that in the last step the probability distribution has been
changed from Pm to Pm−n. It is important to distinguish between these two
probability distributions as otherwise we would be assuming (implicitly) that
the distributions can be factorised and retain form invariance. We have no
information about the distribution so we cannot assume this. In fact this is
only generally true for Gaussian distributions, and we know that for problems
with coupling such as turbulence, Pm is non-Gaussian. Finally, in the last step
one has again used the property of the probability distributions being assumed
properly normalised∫
dw(xn+1) . . . dw(xm)Pm−n (w(xn+1) . . . w(xm)) = 1. (3.9)
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We are now ready to take the continuum limit such that
lim
n→∞
|u(xn+1)− u(xn)| = 0, (3.10)
and the functions in (3.7) become functionals and the integral becomes a func-
tional integral
〈f [u (x)]〉 =
∫
R
Dw (x)PR [w (x)] f [w (x)] , (3.11)
along with the normalisation condition∫
R
Dw (x)PR [w (x)] = 1, (3.12)
where R is the region over which the functional integration is defined and PR
is the probability distribution functional which depends continually on all values
that the function as its argument (w(x)) takes on R. The equivalent of (3.8)
would be
〈f [u (x)]〉 =
∫
R′
Dw (z)PR′ [w (z)] f [w (x)] , (3.13)
where R′ is a greater region than R such that R ⊂ R′, and z takes all values in
R′ whilst x takes all values in R.
We can generalise this result to vector fields and functions of more than one
variable by first considering the space of the variables taking only two points
e.g. the variables and indices in uα(x, t) take the values α = {1, 2}, x = {x1, x2}
and t = {t1, t2} , such that the random variables considered are
u1(x1, t1), u2(x1, t1),
u1(x1, t2), u2(x1, t2),
u1(x2, t1), u2(x2, t1),
u1(x2, t2), u2(x2, t2).
In this discrete form, the average of a function of all these variables would be
written as
〈f (u1(x1, t1), · · · , u2(x2, t2))〉 =
∫
dw1(x1, t1), · · · ,
∫
dw2(x2, t2)
×P̃ (w1(x1, t1), · · · , w2(x2, t2))×
×f (w1(x1t1), · · · , w2(x2, t2)) , (3.14)
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where P̃ is the probability distribution for this specific case. If one now in-
creases the number of points and takes the continuum limit in the variables x
and t in a similar way to (3.10), we get to the result3
〈f [uα (x, t)]〉 =
∫
R
Dwα (x, t)PR [wα (x, t)] f [wα (x, t)] , (3.15)
where α, for future convenience, takes the Cartesian values 1, 2 and 3.
Similar arguments can extend this further to functionals of many functions of
scalar or vector arguments e.g. spanning domains S and R with a probability
distribution functional PSR, say





Dwα (x, t)Dgβ (y, t)PSR [wα (x, t) , gβ (y, t)]×
×f [wα (x, t) , gβ (y, t)] , (3.16)




Dwα (x, t)Dgβ (y, t)PSR [wα (x, t) , gβ (y, t)] = 1. (3.17)
(3.16) gives the mean or expected functional of f [uα (x, t) , uβ (y, t)]; the mean
of the functional depending upon the entire domains S and R spanned by the
functions uα (x, t) and uβ (y, t) respectively.
The above formulation of the ensemble average has resulted in the average of
a functional, i.e. a function that takes as its argument a function over a certain
domain. In most cases we will be averaging functions and not functionals. Be-
cause of the generality of the above formulation, this is easily accommodated
as a particular case. Thus, the average of a function f (uα (x, t))is given by
〈f (uα (x, t))〉 =
∫
R
Dwλ (z, τ)P [wλ (z, τ)] f (wα (x, t)) , (3.18)
where this will result in the particular values of α, x and t being picked out from
the combinations taken by λ, z and τ in the functional integration. Also note
that we have dropped the R subscript on the probability distribution functional
P . This form is analogous to (3.8) and (3.13) except that the x, t and α in this
case are at a particular value rather than over a domain.
3Please note that the PR probability distribution here is not the same as the one in (3.11).
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3.2 The need for a conditional average
Let us suppose that we want to solve for n components of a complex coupled
m component system, where n < m, without solving the full system. In general
the n components we want to solve for will be dependent, through the strength
of some coupling parameters, on all m components. The simplest approxima-
tion that one can make is a mean-field one in which a conditional expectation
is evaluated which holds the n components constant whilst averaging over the
remaining m − n components [71]. This is exactly the situation facing anyone
trying to coarse-grain a system, as is the case in a RG calculation.
Translating this into our system for the NSE, we seek to coarse-grain our sys-
tem in terms of the low-wavenumber modes u− only. Most authors in the field,
notably FNS, Yakhot & Orszag, ZVH and their variants, use a filtered ensemble
average which holds the u− constant whilst averaging, using a full ensemble of
turbulent velocities, over the u+ modes. The work of McComb et. al. strongly
disagrees with this approach, and argues that, in principle, this is impossible
to do as the deterministic nature of the NSE will imply that if you hold the
u− modes constant then you will also be holding the u+ modes constant too.
Instead what is needed is a conditional average (CA) much like a filtered en-
semble average but with the constraint on the CA of holding the u− modes
constant, being weakened. The introduction of this weak conditional average
was introduced by McComb, Watt and Roberts [61] and later developed by Mc-
Comb and Johnston [63], as mentioned earlier in the previous chapter. The CA
in the latter works was applied in a discrete ensemble sum averaging formula-
tion. In the present work we aim to recast this in a functional representation,
and in particular introduce the dealing with conditional probability distributions.
It is also worth noting that Eyink [42] also made a similar criticism as McComb,
of the FNS constraints on the averaging procedure but with more of an empha-
sis on the forcing statistics. This criticism was later tackled by Hunter [72].
3.3 Conditional Averaging
We now want to represent a functional form for the conditional average i.e an
expectation value conditioned/biased on a sub-ensemble (see [61, 63, 64]). In
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= u−α (k, t)u
−
β (j, t) . . . u
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n} = u−α (k, t)n (3.20)
P̂−c
{








= u−α (k, t) . . . u
−
γ (l, t) P̂−c
{





where P̂−c denotes the conditional projection operator biased on u− modes. We
suggest a form for this projector by construction, and its application is given by
Definition














×P [wλ (z, τ)]
δNf [wα (k, t)]





where the condition, in this case, is over a sub-ensemble biased on resolved
or low-wavenumber turbulent velocity amplitudes/modes. The derivation of this
form of the functional conditional average is provided in the penultimate sec-
tion. This operation has the desired effect of leaving the low k-filtered members
of the biased sub-ensemble unaveraged whilst averaging all other members of
the ensemble in the normal way (see section 3.1). N indicates the number of
low-wavenumber modes that f [uα (k, t)] contains. It will be shown below that
even if the function does not contain any apparent low-wavenumber modes it
can be expanded into a power series of such modes using the NSE.
We will now prove that (3.22) does indeed give equalities (3.19)-(3.21). Begin-
ning with (3.19) and using n instead of the N in (3.22) we obtain
P̂−c
{


















Dwλ (z, τ)P [wλ (z, τ)]×
×
δnw−α1 (k1, t) . . . w
−
αn (kn, t)
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now focusing on the functional derivatives inside the braces on the RHS we
have
δnw−α1 (k1, t) . . . w
−
αn (kn, t)











δα1σ1δ(k1 − p1)δ(t− s1)w−α2 (k2, t) . . . w
−
αn (kn, t) +
+w−α1 (k1, t)






n.b. functional derivatives can be done in any order as arguments are all dum-
mies (and fields are indistinguishable). After doing the next derivative we obtain
δnw−α1 (k1, t) . . . w
−
αn (kn, t)











δα1σ1δ(k1 − p1)δ(t− s1)





+δα1σ2δ(k1 − p2)δ(t− s2)





δ2w−α2 (k2, t) . . . w
−
αn (kn, t)






and after all n derivatives have been taken inside we get
δnw−α1 (k1, t) . . . w
−
αn (kn, t)





δα1σ1δ(k1 − p1)δ(t− s1) ×
×
δn−1w−α2 (k2, t) . . . w
−
αn (kn, t)







δα1σ2δ(k1 − p2)δ(t− s2) ×
×
δn−1w−α2 (k2, t) . . . w
−
αn (kn, t)
δw−σ1 (p1, s1) δw
−
σ3







δα1σnδ(k1 − pn)δ(t− sn) ×
×
δn−1w−α2 (k2, t) . . . w
−
αn (kn, t)





+ w−α1 (k1, t)
δnw−α2 (k2, t) . . . w
−
αn (kn, t)





where the last term on the RHS will be equal to zero by noticing that there
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is one more functional differential operator than there are elements being dif-
ferentiated (remembering that each element w will give a delta function when
differentiated and thus will only be differentiated once). Substituting (3.26) into






















Dwλ (z, τ)P [wλ (z, τ)]×
×
δn−1w−α2 (k2, t) . . . w
−
αn (kn, t)






















Equations (3.19) and (3.20) are obtained by repeated application of (3.28).
The proof for (3.21) requires an extra step of expanding the u+′s in terms of u−′s
as we know that the Navier-Stokes equation introduces this interdependence
of u−′s on u+′s and vice versa. We can illustrate this by introducing the operator
F̂NSE, which has the effect that
F̂NSEf [u−] = g[u+],
F̂NSEf [u+] = g[u−], (3.29)
and is simply an operational way of saying that we can use the NSE to iter-
atively create a power series expression for u− in terms of u+ and vice versa
such that we can turn any expression which is only a functional of u− into a
different functional of u+ only (and vice versa).
If we assume that the u+’s are independent of the u−’s4 then we get the result
that the conditional average turns into a normal full ensemble average
P̂−c
{











4note that this assumption is an extreme case which is only true for zero coupling.
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similar to the Asymptotic freedom approximation of McComb et. al [64]. This
result becomes clear if we set N = 0 in (3.22) . To see this in the functional

















where h and q are well-behaved functions, then one needs to first expand both
functions out in a power series of the argument and then expand the u+’s
dependence on the u−’s, after which you apply the above functional form of
the conditional average as normal.
3.4 Application to the Navier-Stokes equation
We will now conditionally average the incompressible Navier-Stokes equation






uα(k, t) = Mαβγ(k)
∫
d3juβ(j, t)uγ(k− j, t). (3.33)
We will start by looking at the commutativity of the conditional average with the
time derivative of the NSE. By studying the various integration and functional
derivatives of (3.22), we can see that the time derivative commutes with the
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×P [wλ (z, τ)]
δN (∂wα (k, t) /∂t)




















×P [wλ (z, τ)]
δNwα (k, t)







P̂−c {uα(k, t)} . (3.34)






P̂−c {uα(k, t)} = Mαβγ(k)
∫
d3jP̂−c {uβ(j, t)uγ(k− j, t)} , (3.35)
























































γ (k− j, t)
}]
, (3.37)
where we have not yet completed the conditional average of the terms involv-
ing a u+ because we need to have an expression for them to some order in u−.
The reason for this being that the functional representation of the conditional
average requires expressions in terms of u− to operate on, otherwise it as-
sumes that u+ is independent of u−. We will illustrate this further by analysing
the cross term to 1st order in Mαβγ(k) projectors, the Reynolds term to 2nd
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order and then evaluating the conditional average, as in the two-field theory of
McComb et. al. [62], where the justification of the truncation at these orders is
given.
3.4.1 Cross term
We are analysing this to first order in Mαβγ(k) projectors so we leave this ex-
pression as it is, and thus there is only a u+ in the conditional average. This
means that the conditional average becomes a normal ensemble average be-
cause it sees no u− as it’s argument. Instead it sees a (u−)0 = 1 and thus in





u+γ (k− j, t)
}














Dwλ (z, τ)P [wλ (z, τ)]
δ0f [w+α (k, t)]




= 2u−β (j, t)
∫
Dwλ (z, τ)P [wλ (z, τ)]w+γ (k− j, t)
= 2u−β (j, t)
〈
u+γ (k− j, t)
〉
= 0, (3.38)
due to the mean fluctuating velocity being defined as zero.
3.4.2 Reynolds term
We are to evaluate this term to 2nd order in Mαβγ(k) projectors, as reasoned in






γ (k− j, t)
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to 2nd order in Mαβγ(k) projectors as required. Evaluating this conditional
average we will see that the first term on the RHS will be zero as it involves a
conditional average over one u+ which the conditional average sees as asymp-
totically free in a similar way to the evaluation of the cross term. We deal with
the last term by realising that we will need a further expression for this such that
it involves terms linear in u− to facilitate the RG calculation. However, this will
introduce terms higher order in Mαβγ(k) projectors, so this term is neglected to





































u+ε (j− p, t)u+γ (k− j, t)
〉
, (3.40)
where in the last line we have assumed asymptotic freedom as earlier, because

























u+ε (j− p, t)u+γ (k− j, t)
〉}
, (3.41)
where the evaluation of the last term results in the increment to the viscosity in
the two-field theory RG of McComb et. al.
3.4.3 Important notes on the NSE and conditional averaging
Due to the deterministic nature of the velocity fluctuations i.e. they are gov-
erned by the NSE, one can theoretically write an expression for the u+ com-
pletely in terms of the u− using F̂NSE introduced earlier. The NSE provides a
moment hierarchy which will do exactly this such that we result with an expres-
sion for u+ in terms of an infinite expansion of u−. This implies that if we then
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go and take a conditional average of this expression it will be unaffected and






So when we expand the u+ in terms of u− and then truncate to some order,
we are in effect approximating an expression for u+. This is a very important
point to remember, that the conditional average, as mentioned in section 3.2,
is simply a way of approximating u+.
3.5 Derivation of the conditional average
To simplify the derivation we will use the example of a functional g[u−(k)] of
a scalar function u−(k) that has been filtered in the low wavenumber domain
such that its support is ]0, kc[, where kc is some wavenumber partitioning the






Dw(z)P [w(z)] g[w−(k)]. (3.43)











to facilitate the following discussion. We then assume that we can separate P















This step can be justified by the assumption that short wavelength modes
should decouple in the average from the high wavelength modes. However,
one must still remember that the NSE is in principle deterministic as illustrated
in schematic Figure 3.2b.
We will now need the following theorem (see Appendix A) which is the Taylor
series generalisation to functionals. This states that any functional G [x(s)]
continuous in the continuous functions x(s) over [a, b] may be represented as
66










Figure 3.2: Schematic showing realisations w(k) around chosen realisation
u(k) a.) before applying the conditional operator Ĉ and b.) after application of
Ĉ .
an expansion around a desired function/path y(s) by
G [x(s)] = χ0(s) +
∫ b
a






χ2(t1, t2) (x(t1)− y(t1)) (x(t2)− y(t2)) dt1dt2 +







dt1 · · · dtnχn(t1, . . . , tn) ×
× (x(t1)− y(t1)) · · · (x(tn)− y(tn))
]
, (3.46)
in the limit n→∞, where the χ’s are the susceptibilities given by








Now, expanding g[w−(k)] from (3.45) in a functional Taylor series around a
specific realisation u−(k) ∈ {w−(k)} we get















A schematic of the realisations or paths {w(k)} with respect to the specific
realisation we are expanding around, is shown in Figure. 3.2a.
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Simplifying this expression by doing the relevant averaging operations remem-























Now if we compare the result in equation (3.50) with our original expression in
equation (3.45) we can see that we will obtain the same result if we had used

















+higher order terms , (3.51)
where Φ is placeholder for a function or functional; remembering that P− is a
generalised function and is defined by its action on a test function (see Ap-
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where to facilitate the next calculation we have rewritten the term 〈u−〉 − u−,
which represents fluctuations around the mean, as ∆u−(ζ) .
3.5.1 The conditional projection
Now we introduce the conditional projector Ĉ such that when Ĉ is applied to 〈 〉,
the full ensemble average, it restricts the realisations comprising the ensemble
such that
lim
∣∣∣∆u−(ζ)∣∣∣ = ε→ 0 ∀ζ. (3.53)
The realisations of the conditional ensemble can be viewed schematically as
in Figure. 3.2b.




















where terms in orders of ∆u− have now become negligible in the limit. The limit
is necessary because it ensures that we have an ensemble left for averaging
over the w+’s. If we just stated that we are picking all realisations, w, which
have their low-k parts identical to u− we would automatically be fixing the w+
to u+ due to the deterministic nature of the NSE and thus will have no ensemble
to average over. Our aim is to constrain w− (k) ‘without’ constraining w+ (k) too
much.
























where PC+ indicates a change from P+ to the conditional probability distribution
functional. Hence, after integrating out the delta functional5 in equation (3.54)
5This is strictly speaking a product of an infinitely many delta functions for which z takes all
values from 0 to kc.
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= g[u−(k)] , (3.57)
where the last line uses the normalisation property of the probability distribution
functional.
3.5.2 Asymptotic Freedom
Now if we generalise to the average of expressions which involve u+, taking

















To evaluate what Ĉ {〈u+(j)〉} is, we introduce the approximation of an asymp-
totic freedom operator Â. The application of this operator causes the average
in question to be performed such that it treats all entities (velocities in our case)
in the argument of the average as corresponding to the wavenumber modes in
the neighbourhood of kmax i.e. far from the partition wavenumber kc. This can
be seen by help of the schematic in Figure 3.3.
Comparing Figure 3.3 after the application of Â to Figure 3.2a., we see that
the high wavenumber band ensemble now resembles the realisations of the
free unrestricted ensemble. This has been previously discussed by McComb
et. al. [62, 64], where it was known as the hypothesis of local chaos i.e the
ability of the signal to decorrelate as it progresses through the modes k. With












By writing relation (3.59) we are effectively holding the full ensemble as repre-
sentative of the sub-ensemble in the subgrid band only. We must take care to
remember that this is only really true at the UV cut-off kmax. In the next chap-
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Figure 3.3: A schematic showing the effect of the asymptotic freedom operator
Â, as approximating the u+ modes to behave like modes in the neighbourhood
of kmax.
ter we will modify the asymptotic freedom operation, and to conform with the
previous results of McComb et. al., take the subgrid band to be given by a full
ensemble average on a linear analytic continuation from kmax.
This completes our derivation of the conditional average. Essentially, the con-
ditional average operation denoted by P̂−c which was mentioned earlier in this
chapter, is just the application (in the right order) of the two operators intro-
duced in this section





We are now ready to get to the form (3.22) of the conditional average that was
arrived at, earlier, from construction. Again, one opts for a simpler example,
that can be generalised to the more thorough and complicated form (3.22) in
a systematically easy but laborious way. Thus, we shall start by looking at the







Dw (z)P [w (z)]w−(k)w−(j)w+(l)w+(m).
(3.61)
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Doing the functional differentiation and then integrating the resultant terms, we
will find that many terms will cancel and that the only relevant term remaining







which when evaluated results in w−(k)w−(j), as it should to make the expan-
sion in (3.62) consistent. This result is valid for all polynomial expressions of
degree n. Note that we have not included the path condition on the differential
operator as we know that it is of no use here since the functional differentiation
will only yield delta functions. Substituting (3.63) in (3.61) we obtain
RHS of (3.61) =
∫
R








Rearranging the integrals and assuming that the w+ is independent of w− so
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Changing the measure of the functional integration from Dw+ (z)P+ [w+ (z)] to
Dw (z)P [w (z)] such that we have the integration over all the path instead of
the partitioned paths, does not change any of the results from (3.68). With this











and thus obtain a particular case of our earlier form (3.22) for an expression
where the w+ are assumed independent from the w−. It is a straight-forward
task to then generalise this result to the form given by (3.22).
3.6 Discussion
It is quite clear that the expression in (3.69) is not unique and one could have
obtained other forms for the conditional average. For example, one did not
need to change the measure in (3.68). One query out of many could be that:
why does one need to expand the u− part into a differential Taylor series? Why
not leave the u− part as it is? The answer being that firstly, this allows an
operational form of the conditional average to be constructed. Secondly it can
be very practical in situations where the expression being averaged involves
mixed arguments; the function or functional can then be expanded into a power
series of the desired function argument and (3.22) can be easily applied.
In the practical applications of the conditional average to problems, we do not
need to resort to doing functional integrals each time we want to use the CA.
We may simply just treat the averaging procedure like the filtered ensemble
average but being careful to remember that the construction of this conditional
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average is not the same, and certain crucial approximations were necessary to
get to this form. This also brings us to another point, that although one might
consider the analysis so far as just one big exercise to justify using the filtered
ensemble average, it is in fact showing that the filtered ensemble average is
just one approximation (crude as it is) of a true conditional average. This is
the main point of the whole chapter. In fact, in later chapters we will change
some of the approximations to refine the CA better. This will primarily concern
the changing of the asymptotic freedom operation to only apply at the UV limit
cut-off wavenumber (Chapter 4), and extending the CA to accommodate two
distinguishable fields (Chapter 6).
Lastly, we should remember that the techniques used in constructing the con-
ditional average and also the conditional average itself, need not be confined to
the situation of Navier-Stokes turbulence only. The techniques are quite gen-
eral and a similar analysis should still apply to many problems in many-body





In Chapter 2 we discussed the application of dynamical RG to the modeling of
turbulence. In this chapter we will be discussing in much more detail the ‘Con-
ditional mode elimination’ procedure of McComb et al. in which the use of a
conditional average with asymptotic freedom is employed. The previous chap-
ter was concerned with the formal derivation of a functional operator which
combines the conditional average and the asymptotic freedom limit in one con-
venient operation. Similar to previous work we will now implicitly assume this
procedure instead of applying the functional operator at every stage that it
is needed. The RG procedure given below is essentially the same as the one
presented by McComb & Johnston [64] except that we will be doing the coarse-
graining before the rescaling as is the usual case in RG studies.
4.1 Dimensionless NSE
To facilitate the calculation and justify the approximations made, we will find it
useful to write the NSE in its dimensionless form where the wavenumbers are
defined on the interval [0, 1]. We introduce the scaled variables
k̂ = k/k0, (4.1)
75
Chapter 4. The Renormalization Group calculation
t̂ = t/τ(k0), (4.2)
and
ûα(k̂, t̂) = uα(k, t)/V (k0), (4.3)
where k0 ≡ kmax is our maximum wavenumber (UV cut-off), τ(k0) is as yet
an undetermined time-scale parameterised at k = k0, and V (k0) is the r.m.s.






d3j 〈uα(k, t)uα(j, t)〉 , (4.4)
such that it includes the average effect of all the other velocity modes. We
will also be assuming that the viscosity is in general a function of wavenumber
k; even though in the first shell removal of the RG process it is constant, for
later shell removals it will not be. This simply means making the replacement
ν0 → ν0(k) in the NSE. Substituting the above scaled variables into the NSE






ûα(k̂, t̂) = R0(k0)Mαβγ(k̂)
∫
d3ĵûβ (̂j, t̂)ûγ(k̂− ĵ, t̂) + f̂α(k̂, t̂),
(4.5)







and the dimensionless forcing is
f̂α(k̂, t̂) = fα(k, t)τ(k0)/V (k0), (4.7)
and
R0(k0) = τ(k0)V (k0)k
4
0 (4.8)
is the (dimensionless) local Reynolds number; local in the sense that it is pa-
rameterised on a wavenumber which in our case is k0 [68]. We will be using
the fact that R0(k0) is small (R0(k0) < 1) in the UV range as detailed in Chapter
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2, to justify our approximations. To save space we will not write the forcing in
the NSE but will assume its presence implicitly. For the purposes of our RG
calculation which is concerned with the intermediate and large wavenumbers,
this will have no effect as we will assume that similar to real lab flows, the forc-
ing is only acting on large scales i.e. small wavenumbers. The forcing is there
simply to sustain the turbulence and, in our case, to keep it stationary i.e. the
statistics of the turbulence to remain time independent.
4.2 Conditional mode elimination
We will now begin to implement the RG procedure on the dimensionless NSE
(4.5) by starting with the removal of the first shell.
As described in Chapter 2, the first stage of the RG procedure is the coarse-
graining. In order to do this we introduce a partitioning parameter h, such
that kn = hnk0, and the width, η, of the shell being coarse-grained is given















γ (k̂− ĵ, t̂)
2û−β (̂j, t̂)û
+
γ (k̂− ĵ, t̂) + û+β (̂j, t̂)û
+
γ (k̂− ĵ, t̂)
}
, (4.9)














γ (k̂− ĵ, t̂)
2û−β (̂j, t̂)û
+
γ (k̂− ĵ, t̂) + û+β (̂j, t̂)û
+
γ (k̂− ĵ, t̂)
}
, (4.10)
defined over h ≤ k̂ ≤ 1; where we have also shortened the notation for the
local Reynolds number R0 ≡ R0(k0). The next step is to average out the effects
of the high-k modes in equation (4.9). We do this by applying the conditional
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where the CA of the LHS and the first term of the RHS have been evaluated.
To obtain form invariance we need to evaluate the last two terms on the RHS
of (4.11) and write them in a way such that they act like terms linear in û−α (k̂, t̂).
We will refer to these terms as the ‘cross’ (u−u+) and ‘Reynolds’ (u+u+) terms
respectively. To evaluate the cross-term we notice that it is already in the form
where it is linear in u−. This seems to imply that we can evaluate the approx-
imation of the CA of this term immediately. We will return to this assumption






γ (k̂− ĵ, t̂)
}
= û−β (̂j, t̂)P̂C
{
û+γ (k̂− ĵ, t̂)
}
= 0, (4.12)
as evaluated in the previous chapter. This leaves us with evaluating the CA
of the Reynolds term which we need to get into a form which is linear in u−.
We do this by constructing an equation for û+β (̂j, t̂) through the NSE, and then
multiplying this by û+γ (k̂ − ĵ, t̂). We then construct an equation for û+γ (k̂ − ĵ, t̂)
and multiply this with û+β (̂j, t̂). Finally by adding the two resulting equations,




































ε (̂j− p̂, t̂)û+γ (k̂− ĵ, t̂)
}]
. (4.13)
Inverting the linear operator on the LHS of equation (4.13) by means of an
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Evaluating the CA of the first term on the RHS of equation (4.14) we see that it
is zero because the CA will result in a expression similar to (4.12). The second
term is linear in u− as desired and we will come back to its evaluation. The


































σ (p̂− q̂, τ̂)û+ε (̂j− p̂, τ̂)û+γ (k̂− ĵ, τ̂)
}]
. (4.15)
The first term on the RHS of this equation will be zero because when the CA





σ (p̂− q̂, τ̂)û+ε (̂j− p̂, τ̂)û+γ (k̂− ĵ, τ̂)
}
= û−ρ (q̂, τ̂)û
−
σ (p̂− q̂, τ̂)P̂C
{
û+ε (̂j− p̂, τ̂)û+γ (k̂− ĵ, τ̂)
}
= û−ρ (q̂, τ̂)û
−
σ (p̂− q̂, τ̂)
〈
û+ε (̂j− p̂, τ̂)û+γ (k̂− ĵ, τ̂)
〉
= û−ρ (q̂, τ̂)û
−
σ (p̂− q̂, τ̂)Q(|k̂− ĵ|)Pεγ(|k̂− ĵ|)δ(k̂− p̂), (4.16)
where we have used the property of isotropic tensors (1.20) to reduce the
second order moment. Equation (4.16) implies that k = p; however, by our
partitioning restrictions k lies in the low wavenumber domain whilst p is in the
high wavenumber domain, and thus this term will give zero.
The second term in equation (4.15) is linear in u− as desired. The last term
can be subjected to a similar procedure above and will yield a term linear in
u− and a fifth order term in u+ which can be expanded again. This procedure
can be continued ad infinitum. To handle this we must look at the original
low wavenumber NSE that we started with. If we substitute equation (4.15)
into (4.14), and equation (4.14) into (4.11), and write the resultant equation in
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where as in Chapter 2, all convolutions, time integrals, Cartesian indices and
decorations have been suppressed in the shorthand notation to facilitate ease
of reading. One can now see why the NSE was initially written in dimensionless
form. |û+| is always ≤ 1 and equation (4.17) is effectively an expansion in the
local Reynolds number R0. Since R0 is small in the UV area of the spectrum
we are operating in, this allows us to truncate the above expansion at some
order in R0 with an associated small error term representing the rest of the
terms. For the purposes of the calculations in this thesis, we will be truncating
at second order in R0. This being done and going back to the full notation, we




























ε (̂j− p̂, ŝ)û+γ (k̂− ĵ, ŝ)
}
. (4.18)





ε (̂j− p̂, ŝ)û+γ (k̂− ĵ, ŝ)
}
= û−δ (p̂, ŝ)P̂C
{
û+ε (̂j− p̂, ŝ)û+γ (k̂− ĵ, ŝ)
}
= û−δ (p̂, ŝ)
〈
û+ε (̂j− p̂, ŝ)û+γ (k̂− ĵ, ŝ)
〉
= û−δ (p̂, ŝ)Q̂
+(|k̂− ĵ|)P+εγ(k̂− ĵ)δ(k̂− p̂), (4.19)
where in the last line we have used the property of isotropic tensors (1.20),
and the spectral density function Q is time independent because we are as-
suming stationarity. When equation (4.19) is substituted back into (4.18) and
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εγ(k̂− ĵ)Q̂+(|k̂− ĵ|)û−δ (k̂, ŝ). (4.20)





where Bαδ(k) is a second-rank isotropic tensor, d is the dimensionality of the
system being studied (3 in our case) and Pαδ(k) is given by (1.12). Relation
(4.21) can be obtained from a property of matrices with rotational invariance
[73, 62]. Using this relation we can write the pertinent terms in the integrand





εγ(k̂− ĵ)û−δ (k̂, ŝ) = −L(k̂, ĵ)Pαδ(k̂)û
−
δ (k̂, ŝ)
= −L(k̂, ĵ)û−α (k̂, ŝ), (4.22)
where










− k̂ĵ (1 + 2µ2)] (µ2 − 1) k̂ĵ
k̂2 + ĵ2 − 2k̂ĵµ
, (4.23)
µ is the cosine of the angle between the k and j wave vectors, and the reason
for the -ve signs is to do with this term being an increment to the viscosity which
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This now only leaves the time integration to be evaluated.
4.2.1 Summing the time-history integral
The procedure for dealing with the time integral will essentially be the same as
done in [64], prior to which a Markovian approximation used to be made (see









dτ̂e−ω̂2(ĵ,|k̂−ĵ|)τ̂ û−α (k̂, t̂− τ̂) = I(k̂, t̂) , (4.25)
where we have made a change of variables τ̂ = t̂ − ŝ and ω̂2(ĵ, |k̂ − ĵ|) =
ν̂0(ĵ)ĵ
2 + ν̂0(|k̂ − ĵ|)|k̂ − ĵ|2. Expanding û−α (k̂, t̂ − τ̂) in a Taylor series around
τ̂ = 0 we have















Substituting equation (4.26) into (4.25) we get









Using the integral identity∫





we can write equation (4.28) as























(−1)nAn(k̂, t̂)ω̂2(ĵ, |k̂− ĵ|)−(n+1), (4.30)
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where in the last line we have used the identity
∂n
∂xn
(x−1) = (−1)nn!x−(n+1). (4.31)






= −ν̂0(k̂)k̂2û−α (k̂, t̂) +NLT + F, (4.32)
where NLT is the non-linear term in the NSE and F is the forcing term. Differ-



































û−α (k̂, t̂), (4.33)
where in the second line we have substituted equation (4.32) for the velocity
differentiation and evaluated the time differentiation of the force to be zero as
the turbulence is stationary. Anything which involves the NLT we have ignored
because when we substitute the time integral, that we are evaluating, back into
the Reynolds term the NLT will just give us terms of order R30 and we are trun-
cating all our expansions at order R20. In the final line we have ignored the effect
of forcing as we are assuming the forcing to be confined to small wavenumbers












û−α (k̂, t̂), (4.34)
and substituting this into equation (4.30) we get the result
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If we note that
ν̂0(k̂)k̂
2












∀x < 1, (4.37)
we can see that equation (4.35) becomes
I(k̂, t̂) = R20
û−α (k̂, t̂)











ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2
×
× ν̂0(ĵ)ĵ
2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2
ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2 − ν̂0(k̂)k̂2
= R20
û−α (k̂, t̂)
ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2 − ν̂0(k̂)k̂2
. (4.38)
Substituting this result for the time-integral back into our original equation (4.24)

















ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2 − ν̂0(k̂)k̂2
û−α (k̂, t̂). (4.39)
One should note that this effect of the time integral is different from the calcu-
lation presented by McComb and Johnston [64]. This is because of an error
in the calculation of the latter due to not writing the viscosity as a function of






ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2
[
(k2/2) + j2 − kjµ
j2 − kjµ
]
û−α (k̂, t̂), (4.40)
84
Chapter 4. The Renormalization Group calculation
whereas we have calculated the effect of the time-integral as putting another
lifetime in the denominator of the viscosity increment, instead of the factor in
square brackets.
4.3 Rescaling the equations
After the first shell removal, which is the first part of the RG algorithm, we












γ (k̂− ĵ, t̂), (4.41)
where
ν̂1(k̂) = ν̂0(k̂) + δν̂0(k̂), (4.42)








ν̂0(ĵ)ĵ2 + ν̂0(|k̂− ĵ|)|k̂− ĵ|2 − ν̂0(k̂)k̂2
(4.43)
is the increment to the viscosity. Equation (4.41) is defined over the domain
0 ≤ k̂ ≤ h. All that is left now is to implement the second part of the RG
algorithm which is to rescale the equations so that they are defined over the
old domain again. To rescale our system we need it to be defined over the
domain 0 ≤ k̂ ≤ 1. To avoid confusion we will introduce a notation shift when
we rescale. Accordingly, we introduce the new scaled variables
k′ = k̂/h, (4.44)
t′ = t̂/τ(h), (4.45)
ψα(k
′, t′) = û−α (k̂, t̂)/V (h), (4.46)












′ − j′, t′), (4.47)
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Note that with use of substitutions from (4.1), equation (4.44) can be written
k′ = k̂/h = k/k0h
= k/k1, (4.50)
so indicating that scaling the dimensionless NSE by a factor of h is identical to
having made the NSE dimensionless by scaling it with respect to k1 instead of
k0. Similarly with the time scaling we get
t′ = t̂/τ(h) = t/τ(k0)τ(h)
= t/τ(k1), (4.51)
and with the velocity scaling we get
ψα(k
′, t′) = ûα(k̂, t̂)/V (h) = uα(k, t)/V (k0)V (h)
= uα(k, t)/V (k1). (4.52)





′) = ν ′0(k
′) + δν ′0(k
′), (4.53)
which immediately leads onto the rescaling of equation (4.43)
δν ′0(k







′)j′2 + ν ′0(|k′ − j′|)|k′ − j′|2 − ν ′0(k′)k′2
,
(4.54)
where we have used (4.48) to scale the viscosities in the denominator. To
scale Q̂+(|k̂ − ĵ|) appropriately, we need to look at the expression from which
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it originates〈
û+ε (k̂− ĵ, t)û+σ (p̂, t)
〉
= Q̂(|k̂− ĵ|)Pεσ(k̂− ĵ)δ(k̂− ĵ + p̂). (4.55)
Since
〈
û+ε (k̂− ĵ, t)û+σ (p̂, t)
〉
scales like V 2, the delta function δ(k̂− ĵ+p̂) scales
as the inverse of its argument i.e. k−3 and the projector Pεσ(k̂ − ĵ) is dimen-
sionless, we have the scaling




This being so, the rescaled viscosity increment becomes
δν ′0(k





L(k′, j′)Q′+(|k′ − j′|)
ν ′0(j






L(k′, j′)Q′+(|k′ − j′|)
ν ′0(j
′)j′2 + ν ′0(|k′ − j′|)|k′ − j′|
2 − ν ′0(k′)k′2
, (4.57)
where the last line follows from equation (4.49). This formally completes the
rescaling procedure. However, we still need to get something which is actually
calculable; in particular we need to model the form for Q′. To do this we first
note that Q is related to the energy spectrum by
E(k) = 4πk2Q(k), (4.58)
so that we may write







However, as was found before in the previous studies of McComb & Watt, the
assumption of asymptotic freedom as developed in the previous chapter i.e.
that we can approximate the CA over the subgrid shell as a full ensemble aver-
age, is a bit too strong an assumption. A better assumption is to approximate
the CA in the sub-grid shell as being a Taylor series about the ensemble aver-
age at k0 ≡ kmax i.e. the wavenumber beyond which modes are asymptotically
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free. Assuming a first order Taylor series expansion about k0 we obtain






Using this approximation we can rewrite equation (4.59) to give
Q′+(|k′ − j′|) = E















For this to be tractable we still need an expression for the energy spectrum.
We obtain this by noting that in our RG calculation the fixed point that con-
cerns us is the non-trivial Kolmogorov scaling that is obtained when the RG
procedure reaches the scale-free inertial range. This being so, we make the
approximation of assuming the Kolmogorov form for the energy spectrum in
the subgrid shell. Although this would start off being a poor approximation, we
hope that as the RG algorithm proceeds and we get closer to the inertial range
fixed point, this approximation would become better. With this approximation,
equation (4.61) now becomes














which when made dimensionless in terms of the wavenumber |k′ − j′| by use
of (4.50) we obtain
































′)j′2 + ν ′0(|k′ − j′|)|k′ − j′|2 − ν ′0(k′)k′2
.
(4.64)
For both sides of equation (4.64) to be consistent i.e. both in terms of dimen-
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which fixes the form of the time scaling parameter τ . The dimensionless con-
stant of α is included as a self-consistent measure of having the viscosity in-
crement scale in the same way as the viscosity; as it should do (see [62]).
Another reason for eliminating α in equation (4.64) is that we do not want to
assume a value of α everytime we calculate the viscosity increment in our RG
calculation.
We can also now see more clearly the way that the viscosity scales by substi-





such that if we wanted to scale the viscosity on the scale k1 instead, we would





Furthermore, we can relate ν ′0(k












where in the last line we have used the relation k̂ = hk′ which is a corollary of
k1 = hk0, and where ν̂0(hk′) is defined over a domain which is a factor of h less
than the domain over which ν ′0(k
′) is defined. Thus relation (4.68) provides us
with a scaling transformation to take a viscosity defined on a domain R, say, to
a domain R′ which is bigger by a factor of 1/h.
4.4 The RG equations
If we analyse equation (4.53) we find that the LHS viscosity is defined on 0 <
k′ < 1, whereas the viscosities on the RHS are defined on the domain 0 <
k′ < h−1. For the purposes of the RG recursive procedure we would like to
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have all the viscosities defined over the same domain, which we prefer to be
0 < k′ < 1. Since (4.68) shows a way of formally reducing the domain of the
viscosities whilst still retaining the scaling upon k1 (denoted by the primes), it
is a straight forward procedure to change the domain of the viscosities on the





where the factor h−4/3 comes from the viscosities in the denominator of δν ′0(k
′).
Now that we have all the viscosities, on both RHS and LHS, defined over the
same domains 0 < k′ < 1, we need to do some relabeling. Remember that
the primes and hats were only labels to distinguish domain sizes where the
viscosities live. Since all the viscosities now live on the same domain, they
should all have the same label. Thus we will make all the viscosity labeling
uniform and label all by a prime; this being equivalent toˆ , ′ → ′. Making
this change of labeling and generalising equation (4.69) to an iteration from a
viscosity indexed by n to one indexed by n+ 1 we get
ν ′n+1(k
′) = h4/3ν ′n(hk
′) + h−4/3δν ′n(k
′), (4.70)
where δν ′n(k














′)j′2 + ν ′n(h |k′ − j′|) |k′ − j′|
2 − ν ′n(hk′)k′2
. (4.71)
Equations (4.70) and (4.71) are the RG recursion equations which we use to
iterate the RG mode elimination procedure until we obtain a fixed point in the
effective viscosity. At the fixed point we obtain the scale-invariant renormalized
viscosity, ν ′∗, which occurs when
ν ′n = ν
′
n+1 ≡ ν ′∗. (4.72)
4.5 Results
Before we begin to show some of the results of the RG procedure we must say
something about the local Reynolds number as the RG algorithm proceeds. A
major premise of the RG calculation above is that the local Reynolds number
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is small so that one can use it to truncate the expansions in the calculation.
We can show that it stays small as the RG iteration proceeds by looking at
its upper limit. Recall that for an arbitrary wavenumber κ we have the local
Reynolds number
R(κ) = τ(κ)V (κ)κ4. (4.73)
To obtain an expression for V (κ) we look back at its definition in equation (4.4)
and reduce the second order moment to the spectral density function using the















where we have used Pαα(κ) = 2. We can now use (4.58) to put this in the form











At the RG fixed point we expect to have reached the inertial range with the
Kolmogorov form for the energy spectrum. We can regard this as an upper
limit for the energy spectrum that will be reached in our calculation as the
spectrum will definitely be less than this in the higher wavenumbers which we
will be passing through the course of the RG procedure. Accordingly, we can
use the Kolmogorov spectrum to provide us with an upper limit on what value
the local Reynolds number will take. Substituting the Kolmogorov spectrum in






which shows that the local Reynolds number does indeed stay small i.e. less
than one, throughout the RG iteration.
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Figure 4.1: RG iteration map showing the convergence of the renormalized
viscosity ν ′ at a wavenumber k′ = 0.1 for several initial viscosities. A shell
width of η = 0.3 has been used for the above case.
4.5.1 Renormalized fixed point viscosity
When equations (4.70) and (4.71) are iterated we find that the calculation con-
verges upon a fixed point in the renormalized viscosity. The evolution of the
renormalized viscosity and convergence upon a fixed point can be seen in the
RG map of fig. 4.1. The calculation converges to the same fixed point for sev-
eral values of the initial scaled viscosity ν ′0, thus illustrating the universal nature
of this value. This area of universality shows that the fixed point is indepen-
dent of the details of the system i.e. initial and boundary conditions, and only
depends upon the behaviour of the inertial range where scale is not important.
Thus the behaviour of the fixed point quantities are valid for all systems inde-
pendent of the details of the system, as long as the Reynolds number is high
enough for an inertial range to exist.
Fig. 4.2 shows the fixed point renormalized viscosity as a function of the scaled
wavenumber for various values of the shell width η. Note that for large values
of η the fixed point renormalized viscosity has negligible dependence upon
wavenumber. One should also note that in the limit k′ → 0 the fixed point
renormalized viscosity tends to a constant value. Thus the apparent danger-
ously divergent looking k′2 in the denominator of equation (4.71) for the incre-
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Figure 4.2: Wavenumber dependent fixed point renormalized viscosities,
ν ′∗(k′), for various coarse-graining shell widths, η.
ment to the renormalized viscosity can be shown to be a singularity which is
integrable (see Storkey [74]). The behaviour of the renormalized viscosity in
both of these cases can be explained by the notion of scale separation which
is a recurring theme in the first part of this thesis. If we believe the notion of
localness in wavenumber/scale of the energy transfer process put forward in
the Kolmogorov hypotheses, we will expect that scales which are sufficiently
separate will be independent of the way we account for them. So to explain
further, we can see from fig. 4.2 that the asymptotic nature of the renormalized
viscosity to tend to a constant value for small wavenumbers can be attributed
to the fact that the small wavenumbers which are far from the subgrid scales,
cannot see the phase details of the subgrid scales; they see only the ‘bigger’
picture of energy dissipation and transfer; so they see all the sub-grid scales
behaving essentially in the same way. This behaviour should persist irrespec-
tive of whether we have an exact deterministic picture of the subgrid scales
or just a mean-field averaged one like we have here. On the other hand, the
wavenumbers which are near the cut-off of the resolved scales are ‘local’ in the
neighbourhood of the subgrid-scales and so are more attuned with the subgrid
phase. If, however, we increase the shell width η, then we have a scenario
where most of the subgrid phase is still ‘screened’ from the cut-off wavenum-
bers in the resolved band and only the wavenumbers close to the cut-off in the
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Figure 4.3: Graph showing the fixed point renormalized viscosity values ν ′∗ Vs.
the shell width η, for various values of the scaled wavenumber k′.
subgrid shell will have their phase details seen. However, if we coarse-grain
our subgrid shell based on the details of the shell near the asymptotically free
end, and we have a large enough shell width, then the wavenumbers near the
cut-off in the resolved band will still be ignorant of the phase details of the
whole of the subgrid shell; thus accounting for our result of the renormalized
viscosity being wavenumber independent for large η. If we had also coarse-
grained our subgrid shell based on the details near the cut-off, we should find
that this wavenumber independence of the renormalized viscosity would dis-
appear. The importance of scale separation and the ideas and discussion pre-
sented above are manifested most in fig. 4.3 where we can quite clearly see
that for small η we have a wide scale separation in the fixed point renormalized
viscosity, whilst at large η the scales all have similar fixed point renormalized
viscosity values.
Fig. 4.4 shows the evolution and wavenumber behaviour of the actual eddy vis-
cosity though the RG iteration. This is what would then be used in a large eddy
simulation (LES) as a subgrid model along with its associate cut-off wavenum-
ber. The eddy viscosity has been made dimensionless on the scale k0 for con-
venience. The value of the eddy viscosity increases for each coarse-graining
of the RG procedure, as it should do, to account for the energy dissipation of
the missing subgrid scales. The coarse-graining also explains why the eddy
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Figure 4.4: Evolution of the effective viscosity made dimensionless on k0, for
each RG iteration n. For the above case, a shell width of η = 0.3 has been used
which reached the fixed point renormalized viscosity fixed point at n = 11.
viscosity is defined over a more restricted support at each stage of the RG
iteration.
4.5.2 Evolution of kd
Fig. 4.5 shows the evolution of the renormalized Kolmogorov dissipation wavenum-
ber, k(n)d , through the RG iteration. This is obtained from the renormalized










where 〈 〉k′ denotes an average over k′ and in fig. 4.5 we have scaled k
(n)
d
on k(0)d for the computational convenience of not having to input a value for ε.
Fig. 4.6 shows the evolution of the actual Kolmogorov dissipation wavenumber
based upon a similar relation to (4.78) but using the values for the actual eddy
viscosities as shown in fig. 4.4. As expected the actual Kolmogorov dissipation
wavenumber decreases as more and more scales are removed.
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Figure 4.5: Evolution of the renormalized Kolmogorov dissipation wavenumber
(scaled on kd(n = 0)) for η = 0.3, constructed using the renormalized viscosity
at each stage of the RG iteration n.
0 5 10 15












Figure 4.6: Evolution of the Kolmogorov dissipation wavenumber (scaled on
kd(n = 0)) for η = 0.3 constructed using the effective viscosity made dimen-
sionless on k0 (see fig. 4.4).
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4.5.3 Prediction of the Kolmogorov constant
If we look at the unscaled version of the dimensionless NSE (equation (4.47)),











γ (k− j, t) + f−α (k, t), (4.79)
where we have again included the forcing. This equation represents the re-
solved modes NSE where the average effect of the subgrid modes has en-
hanced the viscosity to make an effective viscosity, and where the highest
wavenumber is in the top of the universal inertial range. We can construct
an energy balance equation from (4.79) in a similar way to that done in Chap-
ter 1. This gives an identical expression to (1.30) but defined over the resolved
scales
2ν∗(k)k2E−(k) = T−(k) +W−(k), (4.80)
where the time derivative vanishes because we are assuming stationarity. When
integrated over the domain 0 ≤ k ≤ kc, where kc is the cut-off wavenumber at
the top of the domain of the resolved scales, the nonlinear term T−(k) vanishes





dkW−(k) = ε, (4.81)
where the last equality comes from the fact that we are assuming that the





dkW (k) = ε. (4.82)
The next chapter will deal in more detail with the kinetics of turbulent transport
and on relations such as these. Going back to equation (4.81) we can isolate
the expression ∫ kc
0
dk2ν∗(k)k2E−(k) = ε, (4.83)
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Figure 4.7: The Kolmogorov constant α Vs. the coarse-graining shell width
parameter η. We have shown the results for assuming the Kolmogorov spec-
trum in the whole sub-grid shell as well as the results for taking the shell to
be represented by a first order Taylor series approximation of the Kolmogorov
spectrum around the high wavenumber end of the subgrid shell.
which when scaled on the cut-off wavenumber, kc, and assuming the Kol-





We can assume the Kolmogorov form for the energy spectrum (valid at infinite
Reynolds number) because our renormalized eddy viscosity is universal i.e.
it applies to all Reynolds numbers high enough such that an inertial range
exists. Finally, we can rearrange equation (4.84) to give us an expression for









Fig. 4.7 shows the results for the prediction of the Kolmogorov constant for var-
ious values of the shell width parameter η. We will be primarily concentrating
on the results for the case of the first order Taylor series approximation of the
Kolmogorov spectrum around the high wavenumber end of the subgrid shell
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Figure 4.8: RG map showing the evolution and convergence of the Kolmogorov
constant α through the RG iteration, for several values of the initial scaled
viscosity ν ′0.
in equation (4.64) for the increment to the viscosity. The case of assuming
the Kolmogorov spectrum throughout the shell is also shown for comparison.
The first thing to note is that, remembering the RG invariance to a particular
scale mentioned earlier in the introduction, we are looking for an area where
the results are independent of the shell width η. We can see that the first or-
der Taylor approximation shows an approximate plateau 0.2 . η . 0.5 where
we have α approximately independent from η. In this area α takes the value
1.62 ± 0.05 in very good agreement with current experiment [75] and compu-
tational [76] surveys. The tendency of α to increase in the limits of η going to
0 and 1 indicates the breakdown of the theory due to the increasing invalidity
of our approximations. In the limit of η → 0 where the subgrid shell is shrunk
to zero, we need a more deterministic approximation for the subgrid modes,
whilst in the limit η → 1 our first order Taylor approximation will clearly not be
representative over the whole subgrid shell.
Finally fig. 4.8 shows the RG map of the evolution of the Kolmogorov constant
which, being based on the renormalized viscosity through equation (4.85),
again (unsurprisingly) shows the universal nature of the fixed point. It is im-
portant to remember that it is the viscosity which is being renormalized and
which reaches the fixed point, and not the wavenumber. The other renormal-
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ized quantities such as the Kolmogorov constant α, the Kolmogorov dissipa-
tion wavenumber kd, the dissipation parameter ε etc. are all obtained from the
renormalized viscosity.
4.6 Comments
The RG procedure of McComb et. al. has been used for actual large eddy
simulations (see Hunter [72], Johnston [77], and Verma & Kumar [78]) with
results that are as good as any others in the field. The calculation has also
been developed and extended to the study of magnetohydrodynamics [79].
A major criticism of the RG method of McComb et. al. is the neglect of the
effects of cubic non-linearities which arise when including the effects of the
cross-term in the low wavenumber NSE (4.9) as well as the Reynolds term.
Recall that the Reynolds term was expanded to second order in the local
Reynolds number R0, whereas the cross term conditional average was just
evaluated at first order. This was justified by saying that the cross-term was
already in form linear in the velocity u−. Possibly linked to this inconsistency is
the lack of an upturn or ‘cusp’ like behaviour of the effective viscosity in the limit
k → kc which is seen clearly in numerical results [65, 80]. We hope to address
these and other questions in the next chapter where we find that neglecting the
cross-term has a significant effect on dissipation.
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Modeling energy dissipation in
coarse-grained systems
In Chapter 2 we set down the criteria that any RG method should fulfil in or-
der to be considered for being used in an LES model. Recall that although
retaining all phase details between the subgrid and resolved velocity modes
is in general a formidable task, we said that at least one should require that
all the kinetics are preserved. This primarily concerned the conserving of total
energy in the system and the rate of energy dissipation. In this chapter we will
begin by very briefly reviewing the main results of turbulent energy transfer,
and as before we shall be mainly restricting ourselves to the case of statis-
tically stationary turbulence. We will then move onto discussing the kinetics
of partitioned flows, as in the case of LES, RG and any other coarse-grained
models. This will be focusing on the separate and composite behaviours of the
‘cross’ and ‘Reynolds’ interaction terms as defined in previous chapters, and
will involve the reviewing of several numerical studies and presenting new ana-
lytic results. From this we will move onto discussing the implications that these
results have for RG, and in particular the RG method presented in the previous
chapter which does not include the effects of the cross term. A simple heuristic
model for including these effects will then be proposed which is based on ex-
panding the cross term to second order in local Reynolds number. The results
of this study, although possessing some pathological problems, agree qualita-
tively with those from numerical simulations. Note that most of the conventions
and many of the necessary proofs in this chapter can be found in Appendix B.
101
Chapter 5. Modeling energy dissipation in coarse-grained systems
5.1 Summary of turbulent energy transfer
We begin as always with the incompressible NSE as given by equation (1.10).
However, instead of the normal symmetricMαβγ(k) operator (given by equation
(1.11)), we will now choose to work with a non-symmetric (with respect to β and
γ indices) operator Nαβγ(k) given by
Nαβγ(k) := −ikγPαβ(k) , (5.1)
where Pαβ(k) is given by equation (1.12). The equivalence of the NSE with
















d3juβ(j, t)uγ(k− j, t) + fα(k, t) , (5.2)
and focusing on the first term on the RHS, we rename dummy indices β ↔ γ






uα(k, t) = −ikγPαβ(k)
∫
d3juβ(j, t)uγ(k− j, t) + fα(k, t)
= Nαβγ(k)
∫
d3juβ(j, t)uγ(k− j, t) + fα(k, t) . (5.3)
This is the form of the NSE we will be using throughout this chapter. It is im-
portant to note that unlike the Mαβγ(k) form, the Nαβγ(k) form is not symmetric
under the renaming of the β and γ indices. The reason for this change of the
NSE will become clear later when illustrating the different effects from each
of the cross terms on the transfer of energy across an arbitrary partition in k-
space. From the definition of Mαβγ(k) in (1.11) and the definition of Nαβγ(k) in




[Nαβγ(k) +Nαγβ(k)] . (5.4)
From equation (5.3) we can construct the spectral energy equation in a similar
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Figure 5.1: The triangle condition needed to satisfy homogeneity in velocity
mode triad interactions.





E(k, t) = T (k, t) +W (k, t) , (5.5)
where W (k, t) is the rate at which energy per wavenumber k, is being injected
into the system, and where the non-linear transfer term T (k, t) is now defined
with the N operator
T (k, t) := 2πk2Nαβγ(k)
∫
d3j {〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉
− 〈uα (k, t)uβ(−j, t)uγ(−k + j, t)〉} . (5.6)
The third order moments in definition (5.6), are known as triad interactions;
so-called due to the occurrence of an interaction between velocity modes of
three wavevectors. Homogeneity (see McComb [5] and Leslie [81]) implies that
these three wavevectors should sum to zero; known as the triangle condition.






d3juβ(j, t)uγ(k− j, t)
〉
(5.7)
then we will find it useful to be able to talk about the triad interaction as being
the average (represented by angle brackets) of all two-velocity mode interac-
tions (represented by the convolution of uu) transferring energy to or from a
velocity mode corresponding to a particular wavevector k via the interaction
vertex N .
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5.1.1 Energy conservation
When integrated over all k-space, equation (5.5) becomes
∂
∂t
E(t) = εw(t)− εd(t) , (5.8)
where both εw(t) and εd(t) are defined as in equations (1.36) and (1.37), and
E(t) =
∫
dkE(k, t). The derivation of equation (5.8) relies on∫ ∞
0
dkT (k, t) = 0 , (5.9)
which if we look at the explicit form of T (k, t) from equation (5.6), and the
details of the proof in Appendix B, we see that this essentially required that the
integration limits of the two variables k and j be the same. From the result in
equation (5.9), we can immediately see that the following result holds∫ k′
0
dkT (k, t) = −
∫ ∞
k′
dkT (k, t) , (5.10)
for any arbitrary wavenumber k′.
5.2 Partitioned spectral energy equations
Most of the previous section was just a recap of section 1.4 in Chapter 1.
However, it is essentially the description that we will now be taking over into
partitioned systems, and the tools used to get the above forms will be the only
ones necessary to get the following forms.














γ (k− j, t)
+u−β (j, t)u
+
γ (k− j, t) + u+β (j, t)u
−
γ (k− j, t)
+u+β (j, t)u
+
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γ (k− j, t)
+u−β (j, t)u
+
γ (k− j, t) + u+β (j, t)u
−
γ (k− j, t)
+u+β (j, t)u
+
γ (k− j, t)
}
, (5.12)
for the high-k, k ≥ kc modes, and where we have temporarily dropped the forc-
ing term for conciseness. Note that because we are using the non-symmetric
operator N instead of M , the cross-term which before was prefixed by a factor
2, is now split into two separate cross-terms. The significance of this will be
seen when we analyse the spectral energy flux contributions for each of these
terms.
From the above partitioned dynamical equations, the corresponding partitioned
spectral energy equations may be constructed. To facilitate this we will use the
following shorthand convention




u−α (−k, t)u+β (j, t)u
−














u−α (−k, t)u+β (j, t)u
−






where c.c. implies the complex conjugate of the term preceding it, and where
the example of T−+−(k, t) is given. The T−+−(k, t) term represents the average
energy transferred to or from a velocity mode with wavevector k in the resolved
(low-k) range, due to all interactions between a resolved wavevector mode and
a subgrid (high-k) wavevector mode. Using this convention we may write the





E−(k, t) = T−−−(k, t) + T−+−(k, t)
+T−−+(k, t) + T−++(k, t) , (5.14)
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E+(k, t) = T+−−(k, t) + T++−(k, t)
+T+−+(k, t) + T+++(k, t) . (5.15)
Note that it is important to remember the convention outlined in (5.13), as future
results will rely on whether the wavevectors in question lie in the same range
(denoted by ‘+’ or ‘−’).
5.2.1 Partitioned energy flux
5.2.1.1 Low- k energy flux
When equation (5.14) is integrated over all k-space, two terms vanish and two
terms do not. These are summarised below∫
dkT−−−(k, t) = 0 ,
∫
dkT−−+(k, t) = 0 , (5.16)
∫
dkT−+−(k, t) 6= 0 ,
∫
dkT−++(k, t) 6= 0 , (5.17)
The proof for the relations in (5.16) is similar to the proof for relation (5.9);
remembering that for the integral to vanish we require the integration limits of
the k and j wavenumbers to be the same. In our convention (definition (5.13))
this corresponds to all terms with the first two signs in the superscript of the
T(k, t) term being the same, irrespective of what the third sign is. With this







dk {T−+−(k, t)︷ ︸︸ ︷
cross




where we have explicitly labeled the cross and Reynolds-like interaction terms.
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5.2.1.2 High- k energy flux
In a similar way to the above analysis, when equation (5.15) for the high-k
spectral energy is integrated over all k-space we obtain the results∫
dkT+++(k, t) = 0 ,
∫
dkT++−(k, t) = 0 , (5.19)
∫
dkT+−+(k, t) 6= 0 ,
∫
dkT+−−(k, t) 6= 0 , (5.20)







dk {T+−+(k, t)︷ ︸︸ ︷
cross




where we have again labeled the equivalent cross and Reynolds like terms in
the high-k case.
5.2.2 Energy conservation revisited
If we now add the two contributions to the total energy flux i.e. equations (5.18)
and (5.21), we get∫ {
∂
∂t






T−+−(k, t) + T−++(k, t)




dkW (k, t) , (5.22)
where we have also returned the effects of the forcing term. For consistency
with equation (5.8), the sum of all the non-linear inertial transfer terms on the
RHS of equation (5.22) should vanish. This can be seen by realising that∫
dkT−+−(k, t) = −
∫
dkT+−−(k, t) , (5.23)∫
dkT−++(k, t) = −
∫
dkT+−+(k, t) , (5.24)
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thus confirming energy conservation in the non-linear term shown earlier in
equation (5.9). The first of these identities can be proven by using∫
dkT ··−(k, t) = 0 , (5.25)
where ‘·’ in the superscript signifies no sign on the respective mode i.e. the
mode is defined over all k-space. Remember that this relation holds true be-
cause the first two signs in the superscript of the inertial transfer term are the
same (in this case they are both ‘·’). By expanding the first sign in the super-
script of (5.25) ∫
dkT−·−(k, t) +
∫
dkT+·−(k, t) = 0 , (5.26)
we obtain the relation ∫
dkT−·−(k, t) = −
∫
dkT+·−(k, t) (5.27)
The proof for identity (5.23) then follows by expanding the remaining sec-
ond/middle sign in the superscripts of the integrands in (5.27)∫
dkT−+−(k, t) +
∫








dkT−−−(k, t) = 0 and
∫
dkT++−(k, t) = 0 from (5.16) and (5.19),
the desired result is obtained. The proof for identity (5.24) follows in a similar
fashion.
5.3 Numerical studies
It is quite clear that successful results in any coarse-grained model, LES or
RG, depend upon how one deals with the cross and Reynolds terms and also
whether one term is more important to model than the other. Any insight on the
dynamical and (especially) the kinetic properties of these terms would help in
their correct modeling. It is precisely this motivation that has instigated many
researchers to conduct high-powered numerical studies in the from of a DNS to
ascertain such information. In particular as discussed in Chapter 2, pragmatic
needs dictate that the kinetics and thus the effects of the last three terms of the
RHS of equation (5.14) for the low-k spectral energy, are worthy of the more
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urgent study. In an LES model, the effects of these terms are responsible for
the enhanced viscosity. DNS studies look at the form that this enhanced vis-
cosity must take by constructing it from the raw T (k, t) term obtained from the
data. This augmentation, known as the eddy viscosity, to the ‘bare’ viscosity is
given by
δν(k) = −T
−+−(k, t) + T−−+(k, t) + T−++(k, t)
2k2E−(k, t)
= δνcross(k) + δνReyn(k) , (5.29)
where the δνcross(k) comprises the contributions from both the T−+− and T−−+
terms.
We will start by a brief look at some semi-analytical methods that utilise sta-
tistical closure theories of the RPT form as being representative of the NSE,
to construct terms like (5.29). The reason why we discuss these models first
rather than jumping straight into DNS studies is because
1. semi-analytical models pre-date DNS studies and thus chronologically
set the trend and formalism for studying eddy viscosities,
2. DNS studies, although run on the latest powerful computers, are only
now touching Reynolds numbers of real interest with appreciable inertial
ranges where scale-free behaviour is believed to dominate.
For details of all the statistical closures mentioned below, we refer the reader to
Chapter 7. The discussion of semi-analytical models is followed by looking at
DNS studies for the quantity in (5.29) and the relative importance of the cross
and Reynolds terms in the kinetics of turbulent flow.
5.3.1 Semi-analytical studies
Most studies in this area were motivated by the work of Kraichnan [82, 83, 67]
who used a single time (almost) Markovianized model known as the ‘test-field
model’ (TFM), based upon his pioneering second-order DIA closure. Kraich-
nan studied the form that the eddy viscosity in relation (5.29) takes if we use the
form of T (k, t) from TFM, for the case of two and three dimensional isotropic
turbulence. Assuming a spectral gap between large and small wavenumbers,
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where θqq0 is a characteristic interaction/memory time. If kc is taken to be in the





for k  kc, and where α is the Kolmogorov constant and µ is another constant
of order unity. For the overall k-dependent eddy viscosity, relation (5.29) was
calculated numerically. This showed that the the constant plateau behaviour
that persists in the low-k region sharply turns up and exhibits a cusp-like be-
haviour near the partition kc. An important point that Kraichnan makes is that
at low-k the behaviour of the eddy viscosity is independent of the form of the
energy spectrum E(k). Near k = kc, however, where the cusp behaviour dom-
inates, the intensity of the cusp is dependent upon the form of E(k); and in
particular, is dependent upon the low-k energy spectrum behaviour i.e. the
δν(k) lim k → kc behaviour depends upon the E(k) lim k → 0 behaviour. This
point will be useful later on, when we discuss the modeling of the cross-term in
our RG scheme. A last point regarding the TFM, is that it exhibits a divergence
in the eddy viscosity at k = kc if the Kolmogorov k−5/3 form for the energy
spectrum is assumed to continue to k = 0. Kraichnan controls this by intro-
ducing a parameter analogous to an IR cut-off. The introduction and sensitivity
to this cut-off is where the above realisation is made that although the plateau
behaviour at k  kc is independent of E(k), the cusp behaviour near k ∼ kc is
not.
Chollet and Lesieur [84, 85, 86] have proposed a similar technique to the one
by Kraichnan of obtaining an eddy viscosity with a spectral gap valid in the
k  kc area, but using the ‘eddy damped quasi-normal Markovian’ (EDQNM)
model of Orszag [87] instead. They obtained an expression similar to equation
























Figure 5.2: The form of the k-dependent spectral eddy viscosity as shown by
the function K(k|kc) in EDQNM.
where the 0.28 factor comes from assuming α = 1.4. The k dependence is then
modeled by the introduction of a function K(k|kc) (first introduced by Kraichnan








and where the second line defines K(k|kc). The form of this function is ap-
proximately constant and equal to one, except near k ∼ kc where it exhibits
the cusp behaviour as desired. The form of the k-dependent eddy viscosity is
shown in figure 5.2 where the function K(k|kc) is plotted.
Schilling and Zhou [88] did a similar study as Kraichnan but with EDQNM i.e.
they have used T (k, t) from EDQNM and used a similar relation to (5.29) in
order to obtain the eddy viscosity. In particular they have split the T (k, t) term
into two parts; one which they call the ‘eddy viscosity’ and the other which
they call the ‘backscatter viscosity’1. We define our eddy viscosity differently
1As discussed in Chapter 7, this splitting of the T (k, t) into two parts and calling one the
eddy viscosity, has been pointed out to be essentially arbitrary by McComb, and led the latter
to form a variation of the Edwards-Fokker-Planck closure for stationary turbulence.
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from Schilling and Zhou, as the sum of their eddy and backscatter viscosities.
Furthermore, they have numerically calculated the contribution of the Reynolds
and cross term to each of these viscosities. Without going into too much detail
(as we are not concerned with separate eddy and backscatter viscosities but
the sum of both), one of the principal results of their study is that the main
contributions from the Reynolds and cross-components of the eddy viscosity
arise from modes with k/kc  1 and k/kc . 1 respectively.
The recent study of Nakano, McComb and Guerts [89] is a similar study to
Schilling and Zhou but using the Edwards-Fokker-Planck [90] closure model
for stationary turbulence. Their study not only indicated similar results to the
studies above, but also clearly showed that by far the major contribution to the
eddy viscosity plateau is from the Reynolds term alone, and the major contribu-
tion to the cusp is from the cross term. They also study the form of the transfer
spectra for the Reynolds term and both of the non-symmetric contributions to
the cross-term. In particular they showed, both analytically and numerically,
the energy flux results obtained in relations (5.16) and (5.19), and also showed
that if we have kc in the inertial range, then the ratio of the energy fluxes from






≈ 0.85 , (5.34)
i.e. in the inertial range, the fluxes from the cross and Reynolds terms are com-
parable but the Reynolds term is still the larger. Lastly, it is worth mentioning
that this study also introduces an interesting method of including the effects of
the cross-term in subgrid models by the introduction of slaving a component of
the cross term subgrid scales to the resolved scales in an LES type model.
5.3.2 DNS studies
Because, advances in computation are rapid, we will start with the oldest rele-
vant DNS based studies and finish with the newest ones.
The DNS study (643 and 1283 grid points; decaying turbulence) of Domaradzki
et. al. [91] showed that although they obtain the familiar cusp behaviour near
k ∼ kc, their results for k ≤ 0.5kc show a negative behaviour in the eddy
viscosity. They attribute this to the lack of an appreciable inertial range for the
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low Reynolds number simulations that they conducted.
The DNS study (1283 grid points; decaying turbulence) that Zhou and Vahala
included with the paper on their RG scheme [65] re-iterated clearly that the
cross and Reynolds interaction terms are responsible for the cusp and plateau
behaviour in the eddy viscosities respectively. This supported their argument
that the cross interaction in terms of a triple non-linearity should be retained
recursively in any RG calculation. This was backed up later in an informative
paper by Dubois, Jauberteau and Zhou [80] (1283 grid points; stationary tur-
bulence Reλ ∼ 70) who conducted their study not in the context of an eddy
viscosity but by investigating the kinetic effects that are caused by neglecting
each of the cross and Reynolds terms in turn. They studied the energy and
dissipation spectra and showed that keeping the cross term and neglecting the
Reynolds term showed very good agreement with DNS, but vice versa was not
satisfactory.
The DNS study of McComb and Young [92, 93] (2563 grid points; stationary
turbulence Reλ ∼ 190) has provided a thorough investigation into the effects
of the cross and Reynolds terms by looking at both eddy viscosities as well as
partitioned spectra. Of particular interest in the latter study was the investiga-
tion into the effects of varying the partitioning wavenumber kc on the transfer
spectra and flux. They showed that varying kc changed the ratio of the energy
flux contributions from the cross and Reynolds term. If kc is in the far dissipa-
tion region kc > kd then the flux contribution from the cross term is far higher
than the Reynolds term contribution; whereas if kc moves towards the inertial
Kolmogorov scaling range kc < kd then the contribution from the Reynolds term
becomes more comparable with the cross term. This latter result agrees with
the study of Nakano, McComb and Guerts mentioned earlier. A recent study
by Kuczaj and Guerts [94] has taken this study further by scanning kc through
all k-space. Their results support the results of McComb and Young but also
show that as kc passes through the inertial and into the forcing range we see
that a swap occurs and the Reynolds term flux contributions become larger
than the cross term contributions.
Lastly, the very recent results of Hughes, Wells and Wray [95] (1603 grid points;
stationary turbulence) support all the above results and also highlight the result
that the effect of the cusp is prominent only for kc in high-k dissipative range.
These are interesting results and have important implications for all sub-grid
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term contributes to contains terms like x-space counterpart
T−+−(k) low-k energy flux kγu+β (j)u
−
γ (k− j) u−γ (x)∂γu+β (x)
T−++(k) low-k energy flux kγu+β (j)u
+
γ (k− j) u+γ (x)∂γu+β (x)
T+−+(k) high-k energy flux kγu−β (j)u
+
γ (k− j) u+γ (x)∂γu−β (x)
T+−−(k) high-k energy flux kγu−β (j)u
−
γ (k− j) u−γ (x)∂γu−β (x)
Table 5.1: Table showing the dynamical interactions responsible for non-
vanishing energy flux terms and their corresponding x-space counterpart
terms.
models. To summarise we see that:
• the cross-term is by far the most important energy flux contributor and
swamps out the Reynolds-term in the far dissipation range where k ∼ kd;
at and near the inertial range the two terms flux contributions are com-
parable; and preliminary results suggest that in the large-scale forcing
range the Reynolds-term becomes the major contributor to energy flux;
• the cross-term is responsible for the cusp behaviour of the eddy viscosity
and the Reynolds-term is responsible for the constant plateau behaviour.
• the plateau feature seems to have a universal form, whilst the cusp is
dependent upon the large scale energy spectrum behaviour.
Finally, and as a point of interest, by looking at our high and low-k energy
flux expressions (5.18) and (5.21), and remembering that the pressure does
not contribute to energy transfer, one can make a x-space comparison of the
important convective terms. These are shown in table 5.1 .
5.3.3 Implications for RG models
The above results quite clearly show that the modeling of the cross term is
very much the important factor for a coarse-grain model with the kc partitioning
wavenumber in the dissipative range. The previous RG analysis of McComb
and Johnston [64] has an error in a calculation which caused them to neglect
the cross term on the grounds that it does not contribute to the energy flux. This
error arose due to the mixup between the two cross-terms in (5.11). This in
turn is most probably due to the use of the symmetric Mαβγ(k) operator rather
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than the non-symmetric Nαβγ(k) operator that we have chosen to use so as
not to confuse the different cross-term effects. This being so we are now faced
with the task of including the effects of the cross-term in our RG calculation.
This will also allows us to respond to the consistency criticism mentioned in
the previous chapter, that unlike the Reynolds-term, the cross-term interaction
was not expanded out to second order in the local Reynolds number. The next
section describes a simple model in order to heuristically include the effects
of the cross-term. Note that for the following analysis we will not start with a
dimensionless equation like in Chapter 4. We will also not do any rescaling
analysis, as it is essentially identical to the previous analysis. However, we
will keep track of terms by introduction of a book-keeping parameter λ0 which
would be equivalent of the local Reynolds number in the dimensionless NSE
case.
5.4 Including the cross-term interaction in the RG
coarse-graining
From the low-k NSE as given by (5.11) we construct an equation similar to
























u−α (−k, t)u+β (j, t)u
−






u−α (−k, t)u+β (j, t)u
+











where c.c. implies the complex conjugate of the term before it, λ0 is a book-
keeping parameter eventually set to unity, and we have put the 〈u−u−u−〉 in
shorthand notation because it does not require any further coarse-graining.
As before, we have made the implicit assumption of a forcing on the RHS of
equation (5.35). We have also simplified matters greatly by rewriting dummy
indices and variables to the extent that we can replace all the N operators in
equation (5.35), with M operators by using equation (5.4). This will not affect
any future calculation as we have already ascertained the importance of the
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cross-term in the earlier sections.
Let us now look at the ensemble average in equation (5.35). In the earlier RG
studies of McComb et. al., and especially in the latest work [64], it is discussed
that ‘the full ensemble average, needed to establish the energy balance, re-







for some random variableA i.e. that a full average over an ensemble comprised
of individual realisations of A is equivalent to a full average over an ensemble
which comprises all the different conditional averages of A. In the former all the
individuals realisations are being included in the average, whilst in the latter it
is the different conditions (sub-ensembles) which are being averaged. In either
case the total sets comprise of the same realisations. We will now use this
useful equivalence to handle the coarse-graining of equation (5.35).
We write equation (5.35) using the equivalence in (5.36), and seeing that we
can pull the ensemble average angle brackets out so as to be at the peripheries





















we will assume the existence of the peripheral angle brackets implicitly. This
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It is easily seen that the Reynolds term analysis is essentially the same as our
previous RG analysis in Chapter 4; so we will just use the results for this as the
Reynolds term contribution to the increment to the viscosity.
We now handle the cross-term. Writing a dynamical equation for u+β (j, t) using














σ (j− p, t)
+2u−ρ (p, t)u
+





















σ (j− p, s)
+2u−ρ (p, s)P̂C
{










Before we substitute this back into equation (5.39), let us save some space by
noting that to handle the last two terms on the RHS of equation (5.41) we will
need to construct further dynamical equations and thus will introduce higher
order terms in the local Reynolds number. Because we are only working to
second order, we will not include these extra terms in the analysis2. Thus,
2We will come back to this point later in the Conclusion (Chapter 9).
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substituting (5.41) into equation (5.39) and focusing on the cross term we get



















where we have also brought back in the peripheral ensemble average brackets
to show the next simplification; this being that as we are only considering sta-
tistically stationary systems the time-history integral does not affect the quartic
moment in the integrand. This being so, we can simplify equation (5.42) to the
form

















where the time-history integral has resulted in a ν0j2 ‘lifetime’ factor in the de-
nominator. To handle the quartic non-linearity (which is a cubic non-linearity
in the dynamics), we employ a crude ‘quasi-normal’ trick used by Zhou et. al.
which assumes that the fourth order moment can be factored as if it was a
Gaussian. This implies that
〈












u−α (−k, t)u−ρ (p, t)
〉 〈




u−α (−k, t)u−σ (j− p, t)
〉 〈
u−γ (k− j, t)u−ρ (p, t)
〉
, (5.44)
and is a result of what is sometimes known as Wick’s Theorem [3]. We now
apply relation (1.20) to all the 2nd terms in the product i.e. if we have 〈A〉 〈B〉,
then we apply (1.20) to 〈B〉. This being done we obtain
〈










u−α (−k, t)u−ρ (p, t)
〉
δ(k− p)Pγσ(k− j)Q−(|k− j|)
+
〈
u−α (−k, t)u−σ (j− p, t)
〉
δ(k− j + p)Pγρ(k− j)Q−(|k− j|) , (5.45)
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where all time arguments have been ignored as we are assuming statistical
stationarity as before. Now substituting this result back into equation (5.42),
we find that the first term in (5.45) will give zero as the M+βρσ(j) is in the high-k
band whereas the δ(j) demands that j = 0. Performing the p integration on the
rest of the terms gives




















Up to this point we have not mentioned any analysis of the c.c. term. After a
similar analysis is done for these terms, we can write equation (5.46) as









































The underlined isotropic tensor terms in the above equation may be handled by
relation (4.21). Once all the tensor contractions are done, the above equation
may be simplified to the form











where by looking at equation (5.35), we can see that the cross term is now
in a form where it can be seen as an increment to the viscosity; and where
the L coefficient is given by relation (4.23) and the argument has a ‘+’ on the
superscript of the j to remind us that j is in the high-k band. Substituting (5.48)
back into equation (5.39) and writing this equation out in full (now renormalized)
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where the angle brackets have been pulled back in, and where














and earlier we mentioned that δνReyn0 , the Reynolds term viscosity increment,







ν0j2 + ν0|k− j|2 − ν0k2
. (5.52)
5.4.1 RG recursion equations
When equations (5.50)–(5.52) are written in terms of the spectral energy func-
tion E(k), and made dimensionless to take account of the rescaling3, we get
the following final equations to facilitate the actual RG iteration
ν ′n+1(k
′) = h4/3ν ′n(hk
′) + h−4/3δν ′n,Reyn(k















′)j′2 + ν ′n(h |k′ − j′|) |k′ − j′|













where 0 ≤ k′ ≤ 1 and 1 ≤ j′, |k′ − j′| ≤ h−1 for the Reynolds term, and
0 ≤ k′, |k′ − j′| ≤ 1 and 1 ≤ j′ ≤ h−1 for the cross term.
3All of which is identical to the analysis in Chapter 4.
120
Chapter 5. Modeling energy dissipation in coarse-grained systems
5.4.1.1 Divergences













we find that this exhibits a divergence as l → 0 i.e. an IR divergence. This
is primarily due to us taking the Kolmogorov spectrum to apply even at k = 0,
which it only does hypothetically for the case of infinite Reynolds number. Zhou
& Vahala [65], who also have similar problems, tame this divergence by using a
more realistic (i.e. not infinite Reynolds number) energy spectrum which goes
to zero at k = 0. They use a production type spectrum which is compatible with
the Kolmogorov spectrum in a part of its range. This production spectrum was
first introduced by Leslie and Quarini [66], and depends upon some parameters
to fix the shape of the spectrum. In the current work we will instead tame our
divergence by the crude but equivalent method of introducing an IR cut-off δ in












where we have transformed to spherical-polar coordinates, dΩl is the surface
integral measure, and kn is the nth shell partition wavenumber. We will then
investigate the sensitivity of this parameter δ on the resulting fixed point renor-
malized viscosity.
5.4.2 Results
The results for the fixed point renormalized viscosity in figure 5.3 show that the
effects of including the cross term agree qualitatively with those presented in
the numerical studies reviewed above. The renormalized viscosity exhibits a
cusp as k′ → 1 which is equivalent to k → kc in the unscaled case. Moreover,
the results also support Kraichnan’s comments that the form of the cusp is
not a universal phenomenon, and is dependent upon the form of the energy
spectrum. We can see this quite clearly as the intensity of the cusp becomes
less prominent as one increase the IR limiting cut-off δ. We can also see
that the renormalized viscosity also exhibits near constant behaviour at low
121
Chapter 5. Modeling energy dissipation in coarse-grained systems












Figure 5.3: Scaled fixed point renormalized viscosities for shell width η = 0.3
at three values of the integral divergence cut-off δ. Note the dependence of the
intensity of the cusp on δ and the independence to δ as k′ → 0.
k′, and is independent of variations in δ. This also agrees with the comments
of Kraichan and others. This independence to δ suggests that the constant
behaviour at low k′ arises mainly from the Reynolds term. This is due to the
Reynolds term involving only integrals in the subgrid band and thus cannot be
affected by any cut-offs in the low-k band; whereas on the other hand, as the
cross term involves integrals in the low-k band, it is not surprising that it should
be dependent upon δ and thus one could conclude that it is the key contributor
to the cusp. This latter conclusion is also quite clear from the very fact that
the cusp behaviour only decided to appear after we included the effects of the
cross term.
We also notice that although nearly constant at low-k, the renormalized vis-
cosity tends to become negative. This is most likely symptomatic of the use
of the quasi-normality (QN) hypothesis to model the cross term. In Chapter
7 we review an early closure model based upon this hypothesis. The princi-
pal reason for the failure of this QN closure model was due to the unphysical
occurrence of the energy spectrum becoming negative. Orszag’s 1970 paper
[87] attributed this to a build up of energy and suggested a cure via introduc-
ing an eddy damping parameter (see Chapter 7). With this is mind it is likely
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Figure 5.4: Graph showing the sensitivity of the calculated Kolmogorov con-
stant to the IR cut-off δ, for η = 0.3.
that this build up is responsible for the negative viscosity, and thus there must
be a part of the cross term which contributes to this low-k behaviour and not
the Reynolds term as mentioned in the above paragraph. Clearly this possi-
ble build up is then responsible for the effects of the Reynolds term becoming
insignificant as the RG iteration proceeds; thus showing that the cross-term
must also have a δ independent part. However the value of the viscosity in
this part of k-space is so small that when we look at the unscaled case, further
discussion of cross-term contributions to this part seems pointless.
Lastly we also studied the sensitivity of the Kolmogorov constant α to the IR
cut-off parameter δ, to see if α exhibits any constant behaviour i.e. the exis-
tence of a plateau which shows independence from δ , something to help us fix
the value of δ. This notion was motivated by studies in other parts of Physics
where artificial numerical parameters are chosen by minimising some key vari-
able e.g. maximising the entropy or minimising the free-energy in statistical
physics. However, the results for this study as illustrated in figure 5.4, also
show a strong sensitivity to δ.
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5.5 Comments
As the hypothesis of quasi-normality is such a gross assumption to make, we
were only really expecting some qualitative indications that we are on the right
track to account for the cusp like behaviour, and thus the ‘hand-wavy’ account
of the cross-term and local interactions across the cut-off. The model pre-
sented in the previous section exhibits qualitatively correct results but the di-
vergences are pathological. They arise essentially because we are bolting on
an effect which is purely low-k in origin and thus should really be kept in the
coarse-grained picture.
Although we had to refer to the energy picture to get the cross term contribution
to the renormalized viscosity, this hypothesis of equating a kinetically based
eddy viscosity to a dynamical one is not new; in fact nearly all LES models use
this, including all the ones discussed in section 5.3 on numerical studies. To do
otherwise would require an individual realisation based eddy viscosity, which
is a formidable task as one would have to bring in phase effects etc.
One must remember that the cross-term and the proper accounting of its ef-
fects, is essentially the stumbling block on many RG schemes, as it involves
interactions across the cut-off between the coarse-grained picture that we want
and the subgrid picture that we are trying to average away. From the above
comments, we anticipate that since the cross-term is essentially where the
coarse-graining picture becomes one in which information on individual realisa-
tions becomes important (and thus phase effects), that a model which retains
some kind of history is needed i.e. a Lagrangian type model. In this context it
is worth mentioning that the method of retaining a triple non-linearity at every
stage of the RG iteration, as in the work of Rose [58] and Zhou et. al. [65]
seems like a way of retaining a history. This method of including cubic non-
linearities has already been applied to the McComb RG scheme by Storkey
[74] who essentially found similar results to Zhou et. al. with a divergence
at k → kc. From looking at the results of Zhou et. al. it is also evident that
including these cubic non-linearities at every stage in the RG analysis would
also sort out the negative behaviour of the renormalized viscosity, as the QN
hypothesis is only used after the RG iteration has been completed. One might
also consider the use of a more realistic EDQN type hypothesis which includes
the effects of eddy damping to sort out the latter problem.
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Lastly, due to our preliminary results as well as the results of many other au-
thors, it seems that the cross-term interaction mainly exhibits non-universal
features. Although we have mentioned that the cross-term would probably con-
tribute a little to the universal features of the fixed point renormalized viscosity,
we anticipate that the majority of contribution comes from the Reynolds term.
Thus our analysis of the previous chapter, which predicts a very good value of
the universal Kolmogorov constant α, might still be valid. The partitioning of
contributions is still a very much active area of research, as can be seen by
the review of section 5.3; and thus also in the area of the applications of RG to
these studies. Thus, in the absence of a properly comprehensive model, and
in the hope that we are renormalizing the universal aspects of the viscosity in
a sufficient enough way by the Reynolds-term only, the next chapter will be
applying the RG analysis of Chapter 4 (without the cross-term) to the case of
a passive scalar advected by a turbulent velocity field.
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Dynamic RG applied to the
turbulent advection of a passive
scalar
The application of the two-field theory RG, developed by McComb and Watt
[62], to the advection of a passive scalar was first studied by Watt [73]. The
two-field theory RG has since been updated. In particular the recent modifica-
tions by McComb & Johnston [64] have now taken into account effects which
were previously approximated by a Markovianizing step in the time-integrals
of the subgrid velocity modes equation. This removal of the Markovianizing
approximation along with the use of the functional conditional average projec-
tor has now been updated in this chapter to the RG analysis of passive scalar
advection.
6.1 Passive scalar phenomenology
The evolution of a passive scalar field φ(x, t) advected by a fluid with velocity











where χ is the molecular diffusivity, the passive scalar analog to the viscosity in
the NSE; thus the second term in the square brackets represents the diffusion
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term. (6.1) is simply the diffusion equation with an extra advective term repre-
senting the action of the fluid on the passive scalar field φ(x, t). The evolution







uα(x, t) = uβ(x, t)
∂
∂xβ
uα(x, t) + fα(x, t) (6.2)
with the incompressibility condition
∂
∂xβ
uβ(x, t) = 0 , (6.3)
and the velocity field statistics are assumed to be homogeneous, isotropic and
stationary.
The term on the RHS of equation (6.1) can be considered to be behaving like a
non-linear forcing term advecting the scalar field. However, this picture can be
slightly misleading, as this ‘forcing’ term does not do any work on the system;
it is simply responsible for the scalar field taking a ‘free-ride’ on the velocity
field. φ(k, t) represents any scalar field riding on the velocity field i.e. it could
be a temperature field, mass or density of particles/contaminant field etc. And
it is passive in the sense that it has no effect on the velocity field. such that
the scalar field is coupled/slaved to the velocity field, but the velocity field is
not coupled to the scalar field. The arbitrariness of the units of the passive
scalar field (depending on what the scalar field is) immediately implies that the
molecular diffusivity has the same units as the kinematic viscosity in the NSE
(6.2).






φ(k, t) = −ikβ
∫






uα(k, t) = Mαβγ(k)
∫
d3juβ(j, t)uγ(k− j, t) + fα(k, t), (6.5)
and
kβuβ(k, t). (6.6)
Looking at the convolution term in equation (6.4) we can see the extent of the
nonlinearity as only being dependent upon the nonlinear nature of the velocity
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field which is advecting it. Terms like these are known as bilinear.
Before we move on to implementing the RG procedure on the above equations,
we will briefly review some useful parameters. Although we will not be needing
it, the Reynolds number equivalent for the passive scalar field is the Peclet





where l is some length scale of the passive scalar field fluctuations and V
is some associated velocity scale. The scalar variance spectrum, Eφ(k, t), is
given by
〈φ(k, t)φ(k′, t)〉 = Eφ(k, t)
2πk2
δ(k + k′), (6.8)





The equivalent form for the Kolmogorov dissipation wavenumber is the Corrsin













where ε is the normal turbulent energy dissipation rate and Pr is the Prandtl or
Schmidt number [97] which is the ratio of viscous effects to molecular diffusion










Equation (6.11) shows that if viscous effects are stronger than the molecular
diffusion effects of the scalar field, then kφ > kd and the normal Kolmogorov
wavenumber kd is the characteristic wavenumber at which the passive scalar
‘energy’ dissipates. Whilst if viscous effects are weaker then it will be kφ at
which dissipation effects kick in for the passive scalar field. Here, we refer to
the scalar variance spectrum as the passive scalar ‘energy’ spectrum because
we will be treating it like our earlier velocity spectral kinetic energy term. How-
ever, we should remember that it is in no other ways similar to energy in the
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conventional sense as can be seen by a dimensional check. The units of the
scalar variance spectrum depend upon what the passive scalar field represents
i.e. for the temperature field this would have units metre × kelvin2. We must
also remember that the above analysis of at which wavenumber dissipation be-
gins to dominate does not effect the velocity field kinetic energy which always
has kd as its characteristic dissipation wavenumber. The above analysis only
applies to the passive scalar field.
Similar to the case for the velocity field where there exists a universal inertial
range, there also exists a similar range for the passive scalar problem. This is
known as the inertial-convective range and Oboukhov and Corrsin proposed
that the scalar variance spectrum Eφ(k) should be proportional to the energy





which when substituted for the form of the Kolmogorov spectrum, leads onto




where β is known as the Oboukhov-Corrsin constant.
Finally, for the purposes of the RG calculation we will be defining the UV cut-off
wavenumber kφ0 in a similar way set in Chapter 2, where we require the cut-off








6.2 Extension of the functional conditional
average
Before we begin to reduce the degrees of freedom, we need to expand our
definition of the conditional average operation to include the statistics of a pas-
sive scalar field so that we have a tool to coarse-grain our system. This task
presents some obstacles with respect to ordering of differentiation, permuta-
tions etc., which need to be overcome to provide a generalisation of equation
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(3.22) for two fields. Equations (3.16) and (3.17) of Chapter 3 show a gener-
alisation of the functional form of the ensemble average of two functionals and
provide an initial step of how we may extend this generalisation to the condi-
tional average of two or more different functions. This step concerns formally
updating the conditional probability distribution functional in equation (3.22) to
include the passive scalar field statistics. After this is done, we extend the no-
tion of the conditional average operation to the case of two fields (one vector
field and one scalar field) with the following operator


























Dy (b, ξ)P [wλ (z, τ) , y (b, ξ)]×
× δ
N+Mf [wα (k, t) , y (j, t)]
δw−σ1 (p1, s1) . . . δw
−
σN
(pN , sN) δy− (q1, r1) . . . δy− (qM , rM)
, (6.15)
where it is important to note that the functional differentiation with respect to
the scalar field dummy variable y− is done first, and that this ordering of the
differentiation is necessary. This is due to the u− field being independent of the
φ− field. We will now show the application of equation (6.15) with an example



















Dy (b, ξ)P [wλ (z, τ) , y (b, ξ)]×
×δ
2 (w−α (k, t) y
− (j, t) y+ (l, t))
δw−σ (p, s) δy
− (q, r)
, (6.16)
where we could have expanded φ+ in terms of u− and φ− to any order using
equations (6.4) and (6.5), but have chosen to work at zero order for the pur-
poses of this example. Moving on and evaluating the functional derivative in
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equation (6.16) we get
δ2f (w−α (k, t) y
− (j, t) y+ (l, t))






δ(j− q)δ(t− r)w−α (k, t) y+ (l, t) +
+y− (j, t) y+ (l, t)
δ
δy− (q, r)
w−α (k, t) +





= δ(j− q)δ(t− r)δασδ(k− p)δ(t− s)y+ (l, t) , (6.17)
where the last two terms on the RHS of the first equality vanish due to a.) w−
being independent of y− and b.) y+ being independent of y− due to zero order
approximation of y+ in term of y− as mentioned earlier. Substituting the result




− (j, t)φ+ (l, t)
}






Before we move on we must also mention that the asymptotic freedom opera-












because of the very fact that the u+ and φ+ fields are assumed to be asymp-
totically free and hence, statistically independent. We now have the tools to
proceed with the RG calculation.
6.3 Conditional mode elimination
As in the previous chapter, in order to simplify the calculation, we will not go
to a dimensionless form of the equations but will assume implicitly that we
are evaluating the RG calculation to second order in local Reynolds number
in both the velocity (NSE) and passive scalar equations; remembering that the
local Reynolds number is the expansion parameter and is small in the sub-grid
regions of the respective spectra as discussed in Chapter 2.
As before, we begin by partitioning the relevant equations into low and high
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Rescale all variables, so
systems look the same
as the original systems
Check if renormalized
parameters e.g. νn+1 and
χn+1 are the same as νn





Figure 6.1: RG algorithm for the passive scalar system.
wavenumber parts. We will only focus on equation (6.4) here, as the analy-
sis for the NSE (equation (6.5)) is the same as Chapter 4. What we have to
remember is that our RG procedure will be renormalizing both the diffusivity
and the viscosity together. To illustrate this procedure, the RG algorithm for
the passive scalar advection system is shown in fig. 6.1.






































for the high wavenumber part, and where we have labeled the diffusivity with
a subscript zero and made it a function of wavenumber to facilitate the RG
calculation as in Chapter 4. Applying the CA on equation (6.20) for the low
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In accordance with the earlier RG calculation presented in Chapter 4 we will
evaluate the CA of the cross-terms, as they are presented above, at first order.


















To evaluate the CA of the Reynolds-like term we construct a dynamical equa-
tion for u−β (j, t) using (6.5), and multiply this by φ
+(k− j, t). Then we construct
















−(k− j− p, t)u+β (j, t)+
+u−ρ (p, t)φ
+(k− j− p, t)u+β (j, t) + u
+
ρ (p, t)φ
−(k− j− p, t)u+β (j, t) +
+u+ρ (p, t)φ













δ (j− p, t)φ
+(k− j, t) +
+u+σ (p, t)u
+




Inverting the linear operator on the LHS of equation (6.24), applying the CA
operation and evaluating the resultant terms will leave only one relevant term
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φ−(k− j− p, t)
ν0(j)j2 + χ0 (|k− j|) |k− j|2 − χ0(k)k2
, (6.25)
where in the last line we have evaluated the time-history integral as in Chapter
4. Integrating over j and multiplying by a factor−ik−β gives the full Reynolds-like























φ−(k− j− p, t)












β (k− j, t)
〉
φ−(j− p, t)
χ0(j)j2 + ν0 (|k− j|) |k− j|2 − χ0(k)k2
, (6.26)
where in the last line we have used the symmetry property of convolutions [98]∫ ∞
−∞
dxf(x)g(y − x) =
∫ ∞
−∞
dxf(y − x)g(x). (6.27)












χ0(j)j2 + ν0 (|k− j|) |k− j|2 − χ0(k)k2
φ−(k, t), (6.28)
where
R(k, j) = Pρβ(k− j)kβjρ
=
k2j2 − k2j2µ2
k2 + j2 − 2kjµ
. (6.29)






φ−(k, t) = −ik−β
∫
d3ju−β (j, t)φ
−(k− j, t), (6.30)
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defined in the interval 0 ≤ k ≤ kφ1, and where
χ1(k) = χ0(k) + δχ0(k), (6.31)







χ0(j)j2 + ν0 (|k− j|) |k− j|2 − χ0(k)k2
. (6.32)
This, along with the analysis in Chapter 4 for the NSE velocity field, completes
the first shell elimination for the passive scalar advection dynamical system.
6.4 The RG equations
The second RG procedure of rescaling is done in a similar way to the analysis
in Chapter 4, and thus will not be repeated here. However, one important thing
to note is that the diffusivity will scale in a similar way to the viscosity
χ̃n(k
′) = α−1/2ε1/3k−4/3n χ(k). (6.33)
Similar to the scaled viscosity, relation (6.33) ensures self-consistency in that
the increment to the diffusivity scales in the same way as the diffusivity, and
that the scalar flux εφ is left invariant to the scaling.
We will complete the RG analysis for the passive scalar advection system by
stating the final results for the RG recursion relations after making the equa-






















ν̃n(hj′)j′2 + ν̃n(h |k′ − j′|) |k′ − j′|2 − ν̃n(hk′)k′2
, (6.36)
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χ̃n(hj′)j′2 + ν̃n(h |k′ − j′|) |k′ − j′|2 − χ̃(hk′)k′2
. (6.37)
Note that there was essentially no other extra work involved other than the
analysis in Chapter 4, to obtain the above scaled relations.
6.5 Results







Figure 6.2: RG map showing the iteration and convergence of the scaled renor-
malized viscosity and diffusivity to the fixed point for k′ = 0.1 and η = 0.3; the
convergence indicates the occurrence of universal behaviour in not only these
parameters, but also in the renormalized Prandtl number.
Iterating the RG equations (6.34)-(6.37), we find that our calculation converges
upon a fixed point in the renormalized diffusivity and viscosity. This can be
seen in the RG map shown in figure 6.2. The calculation converges upon the
same fixed point for several initial values of the scaled viscosity and diffusivity
indicating a stable fixed point. This not only points to universal behaviour in
these two renormalized parameters, but also indicates that the renormalized
Prandtl number reaches a fixed point and this exhibits universality also.
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Figure 6.3: Scaled fixed point renormalized diffusivity for three values of the
shell width parameter η.
6.5.1 Scale-invariant diffusivity
Figure 6.3 shows the form of the fixed point renormalized diffusivity for three
values of the shell width parameter η. The fixed point renormalized viscosity
has exactly the same results as in Chapter 4 due to the scalar field being
passive and not affecting the velocity field. The fixed point diffusivity exhibits
the same sort of features as the renormalized fixed point viscosity. In particular
we see that the diffusivity tends to become independent of the wavenumber for
large values of η. This is not too surprising as this is a result of scale separation
between the high and low wavenumber mode statistics which in turn is due
to the asymptotic freedom assumption embedded in the conditional average
operation. This scale separation is also seen in the behaviour of the fixed point
renormalized diffusivity reaching a constant value in the limit k′ → 0; as in the
case for the fixed point renormalized viscosity.
6.5.2 Scale-invariant Prandtl number
To investigate further the scale free behaviour of the Prandtl number Pr (see
relation (6.11)) we have constructed a wavenumber dependent Pr from the
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Figure 6.4: Fixed point renormalized Prandtl number Pr for three values of the
shell width parameter η. We have used the scaled values of the viscosity and
diffusivity; however, since they scale in the same way, it does not matter if we
construct Pr from scaled or unscaled values.
fixed point renormalized viscosities and diffusivities. The results for the fixed
point renormalized Pr are shown in figure 6.4 for three different values of the
shell width η. It is quite clear to see that the fixed point Pr is pretty much con-
stant over the whole k′ range, and for all three values of η lie around the value
of Pr = 0.7 ± 0.05. A comprehensive survey of both experimental and com-
putational (DNS) results was done by Lin, Chang and Wang [99]. This study
showed that there is a trend of the turbulent Prandtl number PrT (equivalent to
our renormalized one) to tend to unity as the turbulent Peclet number tends to
infinity, irrespective of what the raw (unrenormalized) Prandtl number given by
relation (6.11) is. This picture of parameters exhibiting scale-free universal be-
haviour as the Reynolds/Peclet numbers become very large is what our study
is trying to ascertain. Although the study of Lin et. al. indicates the tendency
for PrT to reach unity, the value actually measured in experiments by Fulachier
and Dumas [100] is in the range 0.6 ≤ PrT ≤ 0.8, which agrees very well with
the values obtained from our RG calculation. Lin et. al. suggest that the reason
why PrT always tends to unity as the turbulent Peclet number becomes very
large, is that at that time the scalar field turbulence is completely convection
dominated and the scalar field responds immediately to any changes in the ve-
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locity field. Similar arguments have also been made by Hinze [101], Tennekes
& Lumley [97], and the study of Zhou et. al. [102] on their RG scheme and its
applications to passive scalar advection. The work of the latter is of particular
interest, as they also use a recursive RG scheme. Zhou et. al also have a
value of PrT ∼ 0.7 in the constant part of their plots of PrT . They also obtain a
mild cusp; however this could simply be an artificial result of the taming of their
divergences, the form of which has already been discussed in the previous
chapter.
6.5.3 Comparison with the work of Rose
In one of the earliest attempts to apply RG to Navier-Stokes like systems, Rose
[58] studied the case of the advection of a passive scalar by a randomly pre-
scribed frozen velocity field. We will make some attempts at comparing the
results presented in this chapter with the work of Rose and others. Before we
move on to do this some points need to be made on the major differences
between these two pieces of work.
Firstly, Rose’s velocity field is prescribed by Gaussian statistics and is consid-
ered frozen, so that it does not vary in time. So unlike the work presented
here, Rose has no equation of motion for the velocity field. As a result of this,
Rose retains only the effects of the cross-term in his calculations and not the
Reynolds term, in the passive scalar equation. Secondly, Rose retains the
triple nonlinearity in the equation of motion which contributes to the renormal-
ized diffusivity at every step of the RG calculation. Lastly, due to the artificial-
ity of studying a passive scalar advected by a frozen Gaussian velocity field,
Rose’s results do not apply to real turbulent flows. As a result Rose has no
calculation for the Oboukhov-Corrsin constant β. What we may compare, how-
ever, is the form of Rose’s fixed point renormalized diffusivity. Rose denotes
this quantity by β (not to be confused with our Oboukhov-Corrsin constant) and
denotes the shell width parameter as f . We used Rose’s results for f = 0.3
presented in table 2 in [58], and compared them with our results for η = 0.3.
These results can be seen in figure 6.5.
Figure 6.5 shows that Rose’s results for the wavenumber dependent fixed point
renormalized diffusivity are qualitatively very similar to the work presented in
this Chapter. At first this might seem surprising with Rose’s assumptions on
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Figure 6.5: Plot comparing our fixed point renormalized diffusivity with Rose’s
results for a shell width parameter of η = 0.3.
the statistics of the velocity field, but a further study will show that this is not
necessarily so. The velocity field essentially only comes into the calculation
when providing a form for the energy spectrum and the form for the viscosity at
each stage of the RG calculation. Since in both studies the energy spectrum
is assumed to be of the Kolmogorov power law form this should not effect the
comparison. The viscosity in our calculation is reasonably constant for most
values of η so this should essentially not effect the qualitative nature of the
renormalized diffusivity. A possible criticism of this comparison could be that
the comparison is not valid as we are including the effects of the Reynolds-
term, whilst Rose includes the effects of the cross-term only. However as
can be seen by the eddy-viscosity and diffusivity of Zhou, Vahala and Hos-
sain [102, 65] who basically do a similar calculation to Rose but generalised to
actual turbulence, the qualitative form of their renormalized transport quanti-
ties are essentially similar to our work. We emphasize the word ‘renormalized’
here because as discussed in chapters 2 and 5, they also add on the effect of
the cumulative triple non-linearity using a quasi-normal hypothesis, to get an
effective viscosity and diffusivity.
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α  1992 theory
β  1992 theory
α  present theory
β present theory
Figure 6.6: Variation of the Kolmogorov and Oboukhov-Corrsin constants with
shell width η; shown for the older 1992 two-field theory of McComb & Watt and
the new current theory with no Markovianization.
6.5.4 Prediction of Oboukhov-Corrsin constant
Lastly, we may also calculate from our results, a value for the Oboukhov-
Corrsin constant, β, in a similar way to how the Kolmogorov constant was
calculated. This is done by first substituting equation (6.13) for the Oboukhov-
Corrsin scalar variance spectrum into the renormalized version of relation (6.14)






where k∗φ and χ
∗(k) corresponds to the cut-off wavenumber and enhanced dif-
fusivity respectively, at the step where we stop the RG calculation. We then
make the above relation dimensionless by scaling on the wavenumber scale
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Notice that this expression involves the Kolmogorov constant, α, due to the
scaling for χ. Using our results for the renormalized diffusivity χ̃∗(k′) and the
corresponding value of α for a certain value of the shell width η, we can calcu-
late β. The results for this calculation are shown in figure 6.6. The results for α
are also shown repeated along side these results. We see a plateau of validity
for our calculation for 0.15 ≤ η ≤ 0.30 where the value of β does not change
appreciably. In this interval the Oboukhov-Corrsin constant takes the value of
β = 1.03 ± 0.02. The recent high-end DNS, with up to 10243 grid points, done
by Watanabe and Gotoh found the value of β = 0.68 ± 0.04 in their compara-
tively large inertial-convective range. This confirms the previous experimental
survey of Hill (1978) who concluded that the k−5/3 behaviour is well-supported
and that 0.68 < β < 0.83 [5].
Finally as a point of interest, we conclude by mentioning that our results are in
very good agreement with the results of the Yakhot & Orszag RG predictions
for the Kolmogorov α, Oboukhov-Corrsin β and turbulent Prandtl PrT numbers
in the inertial-convective range. Although this is not a robust benchmark, it is
worth remembering that the initial success and burst of activity in the Yakhot &
Orszag school of ‘RG’ was riding on the excellent agreement that their theory
had with experimental values. In particular they derived a relation between
all these parameters [103] given by β = αPrT . The realization that our RG
scheme does not possess many of the problems of the theory of Yakhot &









theories and Eulerian closures
The problem of closing the NSE moment hierarchy was touched upon in the In-
troduction and it was suggested that renormalized perturbation theories (RPT’s)
could help in achieving this. In this chapter, we begin by a light introduction to
one of the attempts at closing the NSE moment hierarchy pre-RPT: the quasi-
normal (QN) approximation. The purpose of this introduction will be to formally
set the scene to introducing the perturbation series of the NSE around a Gaus-
sian solution. From this we move onto looking at the techniques of how this
series can be partially summed via the introduction of renormalized quantities,
and so see why the QN approximation failed. This will be done by loosely fol-
lowing the Wyld formalism for RPT’s. The formal renormalization procedure
will be followed by reviewing some of the main Eulerian RPT closures; con-
centrating on the two-time closures. Finally, we finish by reviewing the efficacy
and practicalities of computing these closures and reviewing the single-time
Markovian closures constructed as a result of this.
7.1 The quasi-normal approximation
In the introduction it was mentioned that the problem of closing the moment
hierarchy amounted to a way of approximating a relationship between mo-
ments of different order. One of the simplest ways of doing this was pro-
posed by Proudman and Reid [15] and Tatsumi [16]. They assumed that all
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fourth order moments may be treated as being Gaussian. Several years later
this quasi-normal assumption was given support from experimental measure-
ments [5, 104, 105]. The assumption of quasi-normality immediately closes
the moment hierarchy due to the property of even Gaussian moments being
factorisable; fourth order moments can be reduced to second order as
〈ABCD〉 = 〈AB〉 〈CD〉+ 〈AC〉 〈BD〉+
+ 〈AD〉 〈BC〉 . (7.1)
This result is a particular case of what is sometimes known as Wick’s theo-
rem. The QN theory obviously does not extend to moments of any order, as
Gaussianity would also mean all of the moments are identically zero due to
all odd order Gaussian moments being zero and the NSE moment hierarchy
connecting moments of all orders.










d3jQαβγ(−k, j,k− j; t)
−
∫
d3jQαβγ(k,−j,−k + j; t)
}
, (7.2)
which is obtained by substituting relation (1.20) into equation (1.29) and taking
the trace, and where
Qαβγ(−k, j,k− j; t) = 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉 . (7.3)
The next step is to substitute for the third order moments. This is done by






k2 + j2 + |k− j|2
)]
Qαβγ(−k, j,k− j; t)
= Mασδ(−k)
∫
d3pQβγσδ(j,k− j,−p,−k + p; t)
+Mβσδ(j)
∫
d3pQαγσδ(−k,k− j,p, j− p; t)
+Mγσδ(k− j)
∫
d3pQαβσδ(−k, j,p,k− j− p; t), (7.4)
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where
Qβγσδ(j,k− j,−p,−k + p; t) = 〈uβ (j, t)uγ (k− j, t)uσ(−p, t)uδ(−k + p, t)〉 ,
(7.5)
and where only the equation for the first third-order moment on the RHS of
(7.2) is given as an example. Using an integrating factor on (7.4) to invert the
linear operator on the LHS, gives













where the notation {t → t′} means to replace the argument t on the RHS of
(7.4) by t′. This is then substituted in (7.2) and the fourth order moments are
factored according to (7.1). We are thus left with an equation which involves
second order moments only and have thus closed the moment hierarchy. One
is now left with evaluating each of the terms in the resulting expression. This is
done by using relation (1.20), which is repeated here for the single-time case
〈uα(k, t)uβ(k′, t)〉 = δ (k + k′)Pαβ(k)Q(k; t), (7.7)
to reduce the correlation tensors to correlation (scalar) functions. For some
second order moments this relation will result in zero e.g. in the factored fourth
order moment
Qβγσδ(j,k− j,−p,−k + p; t)
= Qβγ(j,k− j; t)Qσδ(−p,−k + p; t)
+Qβσ(j,−p; t)Qγδ(k− j,−k + p; t)
+Qβδ(j,−k + p; t)Qγσ(k− j,−p; t) , (7.8)
the first term on the RHS gives zero because
Qβγ(j,k− j; t) = δ (j + k− j)Pβγ(j)Q(j; t) (7.9)
implies k = 0 due to the delta function; and if we remember that this fourth
order moment is prefactored by a Mασδ(−k), this implies Mασδ(0) = 0. When
all the terms are suitably reduced we find that the equation for the correlation
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×Q (|k− j| ; s) [Q (j; s)−Q (k; s)] , (7.10)
where L(k, j) is given by
L(k, j) = −2Mρβγ(k)Mβρδ(j)Pδγ(k− j)
=
−[µ(k2 + j2)− kj(1 + 2µ2)](1− µ2)kj
k2 + j2 − 2kjµ
, (7.11)
and where µ is the cosine of the angle between the vectors k and j. Equation
(7.10) is the equation for the spectral energy density or correlation function
obtained by the QN approximation. For a prescribed Q(k; t = 0), it can be
integrated forward in time to yield the free decay of the energy spectrum. How-
ever, when this was done numerically, it was found that the QN theory was
physically unrealisable due to it yielding an energy spectrum that was in some
places negative. Although it is not such a big surprise that an approximation
could produce physically unrealisable results, we will come back to providing a
reason for this failure and solutions for its correction, in the last section of this
chapter.
7.2 The perturbation expansion
Although we will not be explicitly illustrating the perturbation expansion with
diagrams here, the basis for the perturbation theory below is the Wyld dia-







uα(k, t) = fα(k, t) + λMαβγ(k)
∫
d3juβ(j, t)uγ(k− j, t), (7.12)
where λ is a book-keeping parameter used to illustrate the source of turbulence
as the non-linearity, and writing the NSE in solenoidal form required the force
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to satisfy
kαfα(k, t) = 0. (7.13)
The principal basis and starting point of all perturbation theories is that the
exact solution of the system being studied can be expanded in a power series
with respect to some parameter of the system, about a certain known solution.
The system in our case is the NSE, the required exact solution is uα(k, t),
the known solution being expanded around is u(0)α (k, t), say, and the relevant
parameter characterising the perturbation away from the known solution is λ.
Thus the power or perturbation series can be formally written in the following
way
uα(k, t) = u
(0)
α (k, t) + λu
(1)
α (k, t) + λ
2u(2)α (k, t) + . . . , (7.14)
where u(n)α (k, t) for all n ≥ 1 are the amplitudes or coefficients of the expansion
which have to be determined.
The known solution that we will be expanding around as suggested by the
perturbation series (7.14), is when λ = 0 i.e. when the non-linearity and hence
the turbulence is switched off. This is known as the zero-order solution and






u(0)α (k, t) = fα(k, t), (7.15)
which is solved by the use of an integrating factor to get




















(0)(k; t, t′), (7.17)
1This quantity will be known as the ‘Greens’, ‘response’ or ‘propagator’ function depending
upon what method is being reviewed; the important thing to remember is that they all refer to
the same quantity.
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and







It is now clear that to prescribe the statistics for the force term will also pre-
scribe the statistics for the zero order velocity field. As mentioned earlier, we
know a posteriori that the probability distribution function for turbulence veloc-
ity spectra, for a single variable at a single point is near-Gaussian; however,
general joint probability distributions are found to be of non-Gaussian nature
[5, 104, 105]. Even so, in theoretical physics one finds that generally the only
functionals amenable to a fair amount of manipulation are of Gaussian form.
Therefore in light of this and a loose appeal to the central limit theorem [5],
it seems not only pragmatic but quite reasonable that the known solution we
should be expanding about is a variable with Gaussian statistics. Accordingly,
we shall now prescribe the force to be a random force with Gaussian statistics
and an auto-correlation given by
〈fα(k, t)fβ(−k, t′)〉 = Pαβ(k)w(k, t− t′); (7.19)
where we are also taking the force to be isotropic and stationary, and w(k, t−t′)
is the spectral density function for the random stirring forces.
We begin formally to solve for the u(n)α (k, t) by substituting the perturbation
series (7.14) for uα(k, t) on both sides of the NSE (7.12), and then equating













































γ (k− j, t), (7.23)
and so on; and where in (7.22) and (7.23) we have the used the property of
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convolutions ∫
d3juβ(j, t)uγ(k− j, t) =
∫
d3juβ(k− j, t)uγ(j, t), (7.24)
and the indices symmetry
Mαβγ(k) = Mαγβ(k). (7.25)
Inverting the linear operator on the LHS of (7.21) in a similar way to (7.16), one
can substitute the resultant expression for u(1)α (k, t) into (7.22) so that we have
u
(2)




















δ (k− j− p, t
′), (7.26)
which for later convenience we will write in the shorthand form
L0u
(2) = 2Mu(0)G(0)Mu(0)u(0) (7.27)





and so on for all the terms in the perturbation series.
To look at the statistical properties we use (7.14) to construct the perturbation



















where again, we have used a shorthand notation. The next step is to substitute
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where neither G(0) nor M are affected by the averaging so can be taken out
of the angle brackets. To evaluate the moments, we note that the Gaussian





and all even order moments factorise like (7.1), such that (7.30) reduces to an
expression entirely in terms of the zero-order correlation functions Q(0)





in the second term represents the various permutations in wavenum-
bers, time arguments and indices.
If λ was a small parameter, then (7.32) would represent a conventional per-
turbation theory for Q(k) and we could truncate the series at some order with
an associated error. However, this is not the case here and as mentioned
earlier, λ is just a book-keeping parameter introduced to distinguish different
orders in the perturbation series, and is ultimately set to unity at the end of the
calculation.
7.3 Partial summation: the renormalization pro-
cedure
As it stands (7.32), which we shall call the primitive perturbation series, is
wildly divergent. This can be seen if we had made the NSE dimensionless
as in Chapter 4; the primitive perturbation series would then have been an
expansion in Reynolds number, which is always large in turbulent flows. The
pioneering approach in handling such a series was laid down by Kraichnan [18]
in the form of the direct interaction approximation or DIA. This will be described
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in the next section. From a pedagogic view of the topic of RPT, however, it is
better to approach the subject matter via the diagrammatic analysis of the NSE
first laid down by Wyld [19]. With this in mind, one must confess that this sec-
tion will not involve any diagrams and thus will also be a poor substitute for an
introduction to the renormalization procedure, let alone a detailed account. We
aim simply to provide a loose and heuristic reasoning for the renormalization
procedure, which, to the unfamiliar reader, can seem to be a gross wave of a
magic ‘renormalizing’ wand. For an excellent and detailed introduction to the
Wyld diagram formulation as well as other RPT’s one is recommended to see
McComb [5] and the original paper by Wyld [19] as well as the later paper of
Lee [106].
The use of the methods introduced by Wyld to the field of turbulence study,
involves methods similar to those of quantum field theory where terms in a
infinite perturbation series are partitioned into terms which can be summed to
all orders and other terms which can be summed to provide another infinite
series. In fact, much of the terminology used by Wyld is that of field-theory. To
explain and illustrate this further, let us start by first looking at the second-order
term in the primitive perturbation series given by (7.32) . Now if one looked at
the detailed wavenumbers and other arguments, one will see that there exist
three permutations of this term. We will write this term with respect to these
permutations as∑
G(0)MG(0)MQ(0)Q(0) = [A]2 + [B]2 + [C]2, (7.33)
where the subscript 2 refers to the terms being of second-order in the primi-
tive perturbation series. Furthermore we will now be a bit more harsh on the
cavalier way in which we have written these terms and demand that it now be-
comes important in what order we write the constituents of these terms. So, to
illustrate we will write the three different permutations as permutations in which






(0) MG(0)Q(0)M G(0), (7.34)
where the reasons for writing the outer quantities slightly separated will be
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shown soon. Using (7.16) we can construct an equation for Q(0) in terms of the
force auto-correlation, and we can substitute for the zero-order term in (7.32)
to write
Q(0) = G(0)wG(0) , (7.35)
where w is from the statistics of the forcing in relation (7.19). Now substituting
(7.35) in (7.34) for all cases where Q(0) occurs as an outer quantity (terms B




















where the terms in square brackets are meant to represent quantities which
behave or ‘connect’ (in the diagram language) as response functions or what
Wyld calls in the language of field-theory ‘propagators’. Wyld calls these prop-
agator type terms ‘reducible’ and the ones which are left over are called ‘irre-
ducible’. Identifying terms in this way allows us to write (7.36) as
Q(k) = GwG+ λ2G(0)MQ(0)Q(0)MG(0) +O(λ4), (7.37)
where upon substitution of the renormalized propagator G given by
G = G(0) + λ2G(0)MG(0)Q(0)MG(0) +O(λ4), (7.38)
will yield our original primitive perturbation series given by (7.32) or equiva-
lently (7.36).
An important fact to note here is that the exact or renormalized correlator is an
observable whereas the zero-order or ‘bare’ correlator is not. This is analogous
to the case in quantum field theory. However, in the case of the above formula-
tion, the bare propagator is the observable whilst the renormalized propagator
is not; contrary to the case in quantum field theory.
A similar renormalization procedure when applied to the M projectors, or what
Wyld refers to as ‘vertex’ functions, from the rest of the irreducible term quan-
tities provides us with a series for the renormalized vertex function. However,
this and the rest of the renormalization procedure2 will not be discussed here.
2This involves the further renormalization of terms in the series for the propagator and
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One hopes that the brief explanation given above for the case of the renormal-
ized propagator will provide a taste of the reasoning used to renormalize the
rest of the terms in the primitive perturbation series. In summary the renormal-
ization procedure has transformed our wildly divergent primitive series for the
correlator, given by (7.32), to a renormalized series with unknown convergence
properties given by
Q(k) = GwG+ λ2GMQQMG+O(λ4), (7.39)
along with a renormalized series for the renormalized propagator
G = G(0) + λ2G(0)MGQMG+O(λ4), (7.40)
and a renormalized series for the renormalized vertex function denoted by M
and given by
M = λM + λ3
∑
GMQMGM +O(λ5). (7.41)
In summary and for the purposes of this thesis we can summarise this ‘poor
man’s’ explanation for the renormalization procedure as simply replacing the
bare quantities with the exact or renormalized ones. The renormalized series
are then truncated at some order in λ, and finally λ is set to unity.
With this in mind, it is now clearer why the QN approximation failed. Unlike the
QN approximation, the above method can claim to be exact in the perturba-
tion series and its renormalization. The role of the Gaussian field is as a bare
field. The above procedure shows that the approach of going from Gaussian
correlators to exact correlators has to be accompanied by going from exact
observable propagators to renormalized propagators. Leaving the propagator
unrenormalized, as the QN approximation does, will imply that the correlator
can no-longer be regarded as exact. The vertex functions do not have to be
renormalized for this to happen. In fact Wyld shows that a second-order trun-
cation of (7.39), a zero-order truncation of (7.40) and a first order truncation of
(7.41) returns Chandrasekhar’s theory which is a time dependent generalisa-
tion of QN theory. McComb [5] mentions that Chandrasekhar’s theory has in
fact no renormalization at all and that the retention of the renormalization for
the correlators is meaningless in the absence of any partial summations from
the propagator. Wyld also shows that a second order truncation in (7.39) and
vertex functions for all orders.
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(7.40) and a first order truncation in (7.41) results in Kraichnan’s DIA, which
will be discussed in the next section.
Lastly, one should also mention that Kraichnan (1977) [107] has also intro-
duced an alternative method of justifying the renormalization procedure by us-
ing the method of reversion of power series.
7.4 Eulerian closures
7.4.1 The direct-interaction approximation (DIA)
The starting point of DIA is the introduction of an infinitesimal response tensor.






{uα(k, t) + δuα(k, t)} = λMαβγ(k)
∫
d3j {uβ(j, t)uγ(k− j, t)
2uβ(j, t)δuγ(k− j, t) + δuβ(j, t)δuγ(k− j, t)}
+ {fα(k, t) + δfα(k, t)} . (7.42)
Subtracting the NSE from this equation and keeping only the terms linear in δu





δuα(k, t) = λMαβγ(k)
∫
d3j2uβ(j, t)δuγ(k− j, t) + δfα(k, t). (7.43)
Because only a linear response was considered, Kraichnan then wrote the








d3j2uβ(j, t)Ĝγσ(k− j; t, t′)
= Pασ(k)δ (t− t′) . (7.44)







′) = λMαβγ (k)
∫
d3j 〈uβ(j, t)uγ(k− j, t)uσ(−k, t)〉 ,
(7.45)
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can be solved perturbatively around a bare (viscous) response function and a












dsG(0)σρ (−k; t′, s)×
× 2Mρδε(−k)Q(0)βδ (j; t, s)Q
(0)








βρ (j; t, s)Mρδε(j)×
×4Q(0)δγ (k− j; t, s)Q
(0)























βρ (j; t, s)Mρδε(j)×
×G(0)εσ (k; s, t′)Q
(0)






= Pασ(k)δ(t− t′) , (7.47)
where the hat on the response function Ĝασ(k; t, t′) in (7.44) has been removed
due to intermediate averaging steps, which amount to a mean-field like ap-
proximation [108]. The process for the renormalization justified by the previous
section can now be done by effectively replacing Q(0) by Q and G(0) by G in
equations (7.46) and (7.47). The DIA derivation is completed by truncating
both equations at second-order in λ and setting λ equal to unity. This trun-
cation at second-order is what puts the ‘direct interaction’ in DIA. Kraichnan
refers to triad-mode interactions such as (k, j,k− j) as direct interaction terms
whilst terms which involve higher modal interactions are called ’indirect’. After
some further simplification of reducing isotropic tensors to scalar form [5], the
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dsG (j; t, s)G (k; s, t′)Q (|k− j| ; t, s)
= δ(t− t′) . (7.49)
Unlike the QN theory DIA is physically realisable in terms of positive energy
spectra. Although originally received with much acclaim, the DIA equations
were later found to be incompatible with the Kolmogorov spectrum; DIA pre-
dicted a k−3/2 power law spectrum in the inertial range compared with the
Kolmogorov k−5/3. Kraichnan attributed this failure of DIA to the theory not
observing random Galilean invariance, a concept which he introduced. In turn
he linked this to the theory being constructed in an Eulerian coordinate frame
and thus suggested it should instead be cast in a Lagrangian frame.
In the Eulerian coordinate frame the velocity is described in terms of a ‘field’ i.e.
the primary dependent variable is the velocity field uα(x, t) which tells us the
value of the fluid velocity at any position x and time t. One can also describe
the fluid motion in a Lagrangian coordinate frame, where one tracks the paths
made by a particular point of the fluid. Whereas in the Eulerian description
the principal quantity is the field uα(x, t), in the Lagrangian description it is the
paths or histories which are of concern.
The motivation to fix DIA led to Kraichnan recasting DIA in quasi-Lagrangian
coordinates which yielded the new ‘Lagrangian-history direct interaction’ (LHDI)
and the later ‘Abridged Lagrangian-history direct interaction’ (ALHDI); which
are compatible with the Kolmogorov spectrum. These in turn, however, did
not give good answers for other things, which led to the development of fur-
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ther extensions (and more acronyms) in the form of ‘strain-based’ ALHDI or
SBALHDI.
7.4.2 Edwards-Fokker-Planck theory (EFP)
The EFP theory developed by Edwards [90, 109] was based on an analogy with
the development of kinetic equations in statistical mechanics. Edwards started
with the NSE cast in terms of a Liouville equation with the primary quantity
of interest being the time-independent probability distribution functional of the
velocity field realisations. Closed equations for the probability distribution func-
tional were then obtained by approximating the Liouville equation to Fokker-
Planck form by doing a perturbation expansion around a zero-order Gaussian
distribution followed by a renormalization procedure different, but in a similar
spirit, to the DIA and Wyld renormalization. The closed equations can then be
used to construct an equation for the stationary correlation function which is
given by
W (k)− 2νk2Q(k) = 2
∫
d3j
L(k, j)Q(|k− j|) [Q(k)−Q(j)]
ω(k) + ω(j) + ω(|k− j|)
, (7.50)
where W (k) is the energy input term and ω(k), which Edwards called the ‘eddy
diffusivity’3, is given by




ω(k) + ω(j) + ω(|k− j|)
, (7.51)
and can be seen to be the equivalent of the response equation for EFP theory.
EFP, like DIA, also suffers from incompatibility with the Kolmogorov spectrum.
This takes the form of an infra-red divergence in the response equation (7.51),
when the Kolmogorov spectrum is substituted as a solution for the energy spec-
trum i.e. ω(k) →∞ as k → 0. Although not mentioned earlier, this same anal-
ysis can also be applied to DIA resulting with an infra-red divergence in the
response and reconfirming the incompatibility with the Kolmogorov spectrum.
3This should not to be confused with the earlier passive scalar eddy diffusivity.
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7.4.3 Self-consistent field theory (SCF)
The SCF closure theory proposed by Herring [110] was originally cast in a
similar language and procedure to EFP with a probability distribution functional
determined by a Liouville equation. The formal renormalization procedure is
more akin to the DIA in that we have a bare quantity which is then renormal-
ized. However, the crucial element of SCF is the use of the ‘self-consistent
field’ method which is its namesake. The self-consistent field method has a
history of use in many-body quantum mechanics. In brief, and in the context
of quantum mechanics, the self-consistent field method can be described as
deriving a potential from a trial wavefunction for a system; the potential is then
used in the Schrödinger equation to calculate the wavefunction for the system;
self-consistency then requires that the original trial wavefunction and the sub-
sequently calculated one are identical. Details of this method, as applied to
the NSE by Herring, can be found in the original paper and also in [5]. Here
we will simply quote the final equations in a form similar to the DIA and EFP























dsg (j; t, s)M (k; s, t′)M (|k− j| ; t, s) , (7.53)
where g can be seen to play a similar part to the DIA response function and
M being the equivalent of the correlation function. Making this analogy also
shows us that the response equations for DIA and SCF are identical; even with
the differences of the derivation of each theory.
Lastly, looking at the two SCF equations, (7.52) and (7.53), one can also see
from inspection that the following relationship holds between them
M (k; t, t′) = g (k; t, t′)M (k; t′) . (7.54)
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More on equations like this will be discussed in the following subsection and
also in the next chapter where they form the fundamental equations for the LET
theory of McComb.
7.4.4 Local energy transfer theory (LET)
We will be discussing McComb’s LET theory in detail in the next chapter. How-
ever, a brief introduction will be made for the sake of completeness so that it
can be compared with the other closure theories discussed above. LET was
originally developed by McComb [111, 112, 113, 114] from Edward’s EFP the-
ory of stationary turbulence, as an attempt to cure the infra-red divergence of
the response equation by demanding that energy conservation symmetries be
met. McComb later rederived the LET theory of stationary turbulence [115]
and then extended it to a time-dependent form [116, 117].
The latest derivation of LET [118] can be said to be based upon a DIA/Wyld
renormalized perturbation scheme, where the relevant perturbation expansion
is taken around a zero-order velocity field which is defined to have Gaussian
statistics. Contrary to the DIA/Wyld schemes, the zero-order velocity field does
not inherit its Gaussian nature from any forcing term; in the LET theory deriva-
tion, McComb does not include a forcing term in the NSE. In this sense the
LET is based upon a free-decaying velocity field NSE rather than a forced one,
although LET was later applied to the case of forced isotropic turbulence [108].
The LET equivalent of the DIA response function is the renormalized propaga-
tor H which links the velocity realisation at two different times in the following
way
uα(k, t) = Hαβ (k; t, t
′)uβ(k, t
′). (7.55)
Equation (7.55) assumes that a velocity propagates from time t′ to time t via a
renormalized propagator. From the above ansatz of a renormalized propaga-
tor along with a mean-field assumption, was derived one of the main starting
equations of the LET theory which in essence describes the behaviour of the
renormalized propagator
Q(k; t, t′) = H(k; t, t′)Q(k; t′, t′). (7.56)
In microscopic equilibrium statistical mechanics one of the fundamental results
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is a relation of this type known as a ’fluctuation-dissipation relation’. The use of
such relations in macroscopic physics outside of equilibrium has been debated
much in the latter half of the last century and this topic will be discussed in more
detail in the next chapter. A comparison of (7.54) with (7.56) can also help to
show the relation of LET and SCF.
Using (7.56) as a basis to calculate the renormalized propagator the final equa-















dsH (j; t, s)Q (k; s, t′)Q (|k− j| ; t, s)
}
(7.57)


















Q (|k− j| ; t, s)
Q (k; t′, t′)
×
×{H (k; t′, s)Q (j; t, s)−H (j; t, s)Q (k; t′, s)} . (7.58)
for the renormalized propagator. Comparison with the DIA response equation
reveals the addition of the term on the LHS of (7.58). McComb et. al. claim
that this term cancels the DIA infra-red divergence problems for when the Kol-
mogorov spectrum is introduced as a solution. Thus, it is claimed that because
of this, the LET theory is compatible with the Kolmogorov spectrum and in turn
is the only Eulerian closure to be compatible.
7.4.5 Overview of two-time closures
Looking over the various equations for the correlation and response/propagator
functions one can see that they do not differ too significantly in form. In fact,
all the theories bar EFP (which applies to stationary turbulence only) have the
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dsQ (|k− j| ; t, s)×
[H (k; t, s)Q (j; t, s)−H (j; t, s)Q (k; t, s)] , (7.59)
where we have used the notation of McComb’s LET for the response/propagator
H. When equation (7.59) is reduced to stationary form and on assumption of
exponential forms for the correlation and response/propagator
H (k; t, s) = exp {−ω(k)[t− s]} , (7.60)
Q (k; t, s) = Q(k) exp {−ω(k)[t− s]} , (7.61)
first introduced by Kraichnan [119], we obtain the EFP equation for the sta-
tionary correlation function; thus showing that all the above theories result in
the same stationary time-independent behaviour. Some might say that it is
not entirely surprising that they are all very much similar as they are all effec-
tively second order truncations of a renormalized perturbation series based on
Gaussian zero-order solutions, in some way or another.
7.5 Single-time Markovianized closures
Even with the success (and failures) of the RPT’s discussed above in closing
the NSE moment hierarchy, the equations are still considered quite a challenge
in computational terms; and this complaint is for the homogeneous, isotropic
and incompressible case. As soon as one begins to introduce inhomogeneities
as in the case for most simulations of practical use, the equations that need
to be calculated become significantly more complex. With this in mind there
is a need for computationally less intensive ‘models’. By ‘models’ we mean
theories which require some specific assumption which usually results in an
adjustable free parameter normally fixed by experiment. Most real cases of
turbulence simulation are of this kind with the most famous being the k − ε
model which is the work-horse of most practical simulations [5]. With the failure
of the QN theory and the development of RPT’s, methods were suggested in
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this direction. These resulted in models which took as their main assumption
the concept of Markovianization which can be basically stated to be that in the
evolution of the desired quantity in time, the quantity in question only depends
on the preceding time step, but not on any step before that. A brief introduction
to some of the more popular schemes is now given.
7.5.1 QN & EDQN
The equation for the correlation function from the quasi-normal approximation













×Q (|k− j| ; s) [Q (j; s)−Q (k; s)] . (7.62)
The primary failure of the QN approximation is that it is unrealisable i.e. it
results in negative energy spectra. Orszag [87] suggested a remedy in the
form of an added eddy-damping factor η(k) which takes account of the missing
memory loss in the system due to phase decoherence of the velocity Fourier
modes. This was done by the substitution νk2 → νk2 + η(k) so that (7.62)












×Q (|k− j| ; s) [Q (j; s)−Q (k; s)] , (7.63)
where ω(k) = νk2 + η(k). All that remains is to ascertain an expression for
η(k). Various strategies have been proposed for this but we will just quote the
most widely used choice [87, 120, 121, 84, 85]. This is based upon choosing
the eddy damping η(k) to be a dimensionally sound combination of local-in-k
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where β is a dimensionless coefficient determined by experience [120], usually
calculated by assuming an experimentally determined value of the Kolmogorov
constant.
7.5.2 EDQNM
A further simplification can be made to EDQN via the step of Markovianization
[120]. Lesieur [84] states that the inclusion of an eddy-damping term does not
in itself guarantee realisability, and that Markovianization is needed for this.
This simply involves updating the past values of Q(s) to the current values
of Q(t). The Markovianization step allows a considerable simplification of the
spectral equation and results in the ‘eddy-damped quasi-normal Markovian








d3jL (k, j) θ (k, j, |k− j| ; t)×
×Q (|k− j| ; t) [Q (j; t)−Q (k; t)] , (7.65)
θ (k, j, |k− j| ; t) = 1− exp {− [ω(k) + ω(j) + ω (|k− j|)] t}
ω(k) + ω(j) + ω (|k− j|)
, (7.66)





where the last equation for ω(k) varies depending on use, author etc., but like
EDQN, seems to be the most widely used form; and the function θ (k, j, |k− j| ; t)
is called the memory-time function.
7.5.3 TFM
In the same paper, Orszag [87], suggested that a more fundamental measure
of relaxation effects is the Green’s function of the equations and not ω(k). This
led to the treatment of eddy damping effects as given by Kraichnan’s DIA.
Kraichnan’s [82] ‘test-field model (TFM)’ is a single-time closure based on DIA
but starting from a model Langevin-type equation. Details of the derivation
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of the TFM can be found in [82, 122, 67, 123]. The TFM single-time closure
begins by Markovianizing the eddy damping in the DIA Langevin equation.









d3jL (k, j)D(k, j, |k− j| ; t)×
×Q (|k− j| ; t) [Q (j; t)−Q (k; t)] , (7.68)
η(k; t) =
∫
d3jL (k, j)D(k, j, |k− j| ; t)Q (|k− j| ; t) , (7.69)
∂
∂t
D(k, j, |k− j| ; t) = 1−
[(
νk2 + νj2 + ν |k− j|2
)
+ η(k; t) + η(j; t)
+ η (|k− j| ; t)
]
D(k, j, |k− j| ; t) , (7.70)
where D(k, j, |k− j| ; t) is the memory-time function. We should note here that
Kraichnan [82] does not write the first equation in this form; we have done this
to facilitate later comparison. This expression is originally written as(
∂
∂t





d3jL (k, j)D(k, j, |k− j| ; t)Q (|k− j| ; t)Q (j; t) , (7.71)
from which it is now easier to see the origins of (7.69). The set of equations
(7.68) - (7.70) constitute what Kraichnan calls the Generalised Edwards model
as it extends EFP theory to time dependent form.
As with EFP the Generalised Edwards model is not compatible with K41. Thus,
a further modification was made by Kraichnan [82] to take into account invari-
ance to random Galilean transformation in a similar way that the Lagrangian-
history direct-interaction approximation did with the DIA K41 incompatibility.
Kraichnan did this by using the interaction between solenoidal and compres-
sive parts of a test-field to better determine the memory-time function. This
further complication introduces three extra equations to take into account the
seperate solenoidal and compressive Green’s functions of the test-field intro-
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duced in the integrals. The form of the TFM equations along with more details
of the derivation can be found in [82].
Again, as in the case of EDQNM, TFM depends upon the fixing of an adjustable
constant. This takes the form of a scaling factor which ensures that the results
of some values (e.g. the Kolmogorov constant) predicted by TFM agree with
the Lagrangian-history direct-interaction approximation.
166
Chapter 8
Local energy transfer theory
In this chapter we will be revising previous derivations of the local energy trans-
fer (LET) theory. In doing this, some problems with previous derivations will be
highlighted and thus we will aim to provide some solutions to these problem so
as to make the theory more consistent. Particular attention has been given to
making the LET renormalized propagator manifestly causal by making use of
the Heaviside unit-step function. This was done so that the symmetries of the
various relations involved are preserved. Inconsistencies in the development
of previous LET theories were thus removed. New consistent representations
of the correlation function, or correlator, are presented in which the concept of
time-ordering is introduced to conserve the symmetry of the correlator. Vari-
ous essential properties of the propagator, such as transitivity, are proved and
the compatibility of LET with the Kolmogorov spectrum is shown. The equation
of motion for the LET propagator is re-derived and as a result, now contains
a counter-term removing the singularity of previous propagator equations at
t = t′. We will finish this chapter by deriving a new single-time Markovianized
model from the LET theory.
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8.1 The LET ansatz
8.1.1 Problems with the previous (1992) derivation
The previous derivation of the LET theory by McComb et al. (1992) [118]
started with the ansatz
uα (k, t) = Hασ (k; t, s)uσ (k, s) , (8.1)
where Hασ (k; t, s) is the postulated renormalized propagator linking velocities
at two different times. From equation (8.1) and the assumption that the propa-
gator is statistically sharp, 〈H〉 = H, was derived (see Appendix C.1) the most
important of the LET equations
Q (k; t, t′) = θ (t− t′)H (k; t, t′)Q (k; t′, t′) , (8.2)
where the Heaviside unit-step function θ (t− t′) defined as
∀ τ ≥ 0 θ (τ) = 1,
∀ τ < 0 θ (τ) = 0, (8.3)
indicates the causal nature of the propagator.
The correlator’s time-reversal symmetry requires that
Q (k; t, t′) = Q (k; t′, t) . (8.4)
This result follows from isotropy (see Appendix C.2). Using (8.2) to expand
both sides of (8.4) we find the contradiction
θ (t− t′)H (k; t, t′)Q (k; t′, t′) = θ (t′ − t)H (k; t′, t)Q (k; t, t) . (8.5)
Equation (8.5) implies that unless t = t′, we must have Q (k; t, t′) = 0 =
Q (k; t′, t). This in turn implies that all the equations of the LET theory triv-
ially become zero. This contradiction in the theory originates from (8.2). The
LHS of (8.2) is time-reversal symmetric whereas the RHS is clearly not. This
in turn arises from not explicitly declaring the time-ordering involved. In the
LET literature, the time-ordering if explicitly declared appears at the beginning
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of the formulation and then is implicitly assumed.
The following subsections reassess the formulation of the LET ansatz (8.2) and
sort out the problem of time-symmetries involved by making extensive use of
the Heaviside unit-step function to show time-ordering explicitly.
8.1.2 Formulation of the LET ansatz





Qασ (k; t, t
′) = λMαβγ (k)
∫
d3j 〈uβ (j, t)uγ (k− j, t)uσ (−k, t′)〉 ,
(8.6)
where as in earlier chapters λ is a book-keeping parameter which is set to unity
at the end of the perturbative calculation. By using an integrating factor and
integrating over time we can write this as
Qασ (k; t, t















where the integrating factor




−νk2(t−t′′) t ≥ t′′,
0 t < t′′
(8.8)
If on both sides of (8.7), we expand the u’s which comprise Qασ (k; t, t′), in a
perturbation series around a Gaussian velocity field1
Qασ (k; t, t
′) = Q(0)ασ (k; t, t
′) + λ2Q(2)ασ (k; t, t
′) · · · , (8.9)
we can see that H(0)αε (k; t, s) acts as a zero-order propagator for the zero-order
correlator
Q(0)ασ (k; t, t
′) = θ (t− s)H(0)αε (k; t, s)Q(0)εσ (k; s, t′) . (8.10)
1This implies that all odd order moments are zero.
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This is an exact result. We shall call this the zero-order or bare result.
Re-arranging (8.7) to prompt the next step




H(0)αε (k; t, s) +
1








d3j 〈uβ (j, t′′)uγ (k− j, t′′)uσ (−k, t′)〉
]
Qεσ (k; s, t
′) , (8.11)
we postulate that we may write this in its renormalized form as
Qασ (k; t, t
′) = θ (t− s)Hαε (k; t, s)Qεσ (k; s, t′) , (8.12)
or by using (7.9), in its isotropic version as
Q (k; t, t′) = θ (t− s)H (k; t, s)Q (k; s, t′) . (8.13)
We have effectively replaced the zero-order equation (8.10) by its renormalized
version using the replacements
Q(0) → Q,
H(0) → H. (8.14)
The θ(t− s) in (8.13) is explicitly informing us of the causality condition . This
basically tells us that no future times, s > t, can affect the correlation of two
velocities at times t and t′ respectively. The renormalized propagator (8.13)
can be said to propagate a correlation between two velocities at times s and t′
to a correlation between two velocities at times t and t′.
As yet we have no information about the time-ordering of the two times t and
t′, and thus the symmetry under interchange of t and t′ holds in (8.13). If we
explicitly state the time ordering as t > t′ say, then this is equivalent to applying
the Heaviside unit-step function θ(t− t′) to both sides of (8.13)
θ (t− t′)Q (k; t, t′) = θ (t− t′) θ (t− s)H (k; t, s)Q (k; s, t′) , (8.15)
and this is the beginning of the LET theory. In it, we have postulated the
existence of a renormalized propagator and have made extensive use of the
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Heaviside unit-step function to make the time-ordering manifest.
8.1.3 The generalised fluctuation-dissipation relation
By setting s = t′ in (8.15) we obtain the important relation
θ (t− t′)Q (k; t, t′) = θ (t− t′)H (k; t, t′)Q (k; t′, t′) . (8.16)
Comparing this with equation (8.2) we can easily see that the problem of the
incorrect time symmetries has been overcome simply by including the missing
step of making the time-ordering manifest by the presence of the unit-step
function on the LHS of (8.16). The result in equation (8.16) takes the form of a
fluctuation-dissipation relationship (or FDR). Such relationships which are most
familiar in microscopic systems at thermal equilibrium [124], have over the past
three decades been discussed in the context of the way in which relationships
like this occur in turbulence theory ([125, 126] and references therein). More
recently Frederiksen and Davies [127] have distinguished between spectral
renormalized perturbation theories by the way in which relationships of the
form of (8.16) play a part. Also there has been a considerable amount of
interest in the existence of FDR’s in macroscopic non-equilibrium physics from
a dynamical systems point of view [128, 129, 130, 131], and also in condensed
matter in which systems relaxing to equilibrium have been studied and shown
to exhibit such generalised FDR’s [132].
8.1.4 Symmetric representation of the correlator
We now introduce a representation of the correlator which preserves the sym-
metry under interchange of time arguments, in the form
Q (k; t, t′) = θ (t− t′)Q (k; t, t′) + θ (t′ − t)Q (k; t, t′)− δt,t′Q (k; t, t′) . (8.17)
We can show that this representation does what it is supposed to do by looking
at the separate cases:-
Case 1 t > t′
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θ (t− t′)Q (k; t, t′) = θ (t− t′) θ (t− t′)Q (k; t, t′) +
+θ (t− t′) θ (t′ − t)Q (k; t, t′)
−θ (t− t′) δt,t′Q (k; t, t′)
= θ (t− t′)Q (k; t, t′) + δt,t′Q (k; t, t′)− δt,t′Q (k; t, t′)
= θ (t− t′)Q (k; t, t′) (8.18)
Case 2 t < t′
Similar method to the above case shows
θ (t′ − t)Q (k; t, t′) = θ (t′ − t)Q (k; t, t′) (8.19)
Case 3 t = t′
δt,t′Q (k; t, t
′) = δt,t′θ (t− t′)Q (k; t, t′) +
+δt,t′θ (t
′ − t)Q (k; t, t′)
−δt,t′δt,t′Q (k; t, t′)
= δt,t′Q (k; t, t
′) + δt,t′Q (k; t, t
′)− δt,t′Q (k; t, t′)
= δt,t′Q (k; t, t
′) (8.20)
Using (8.15) to expand the RHS of (8.17) we obtain
Q (k; t, t′) = θ (t− t′) θ (t− s)H (k; t, s)Q (k; s, t′)
+θ (t′ − t) θ (t′ − p)H (k; t′, p)Q (k; p, t)
−δt,t′Q (k; t, t′) . (8.21)
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Equation (8.21) may be written more like the FDR by using (8.16) to construct
it instead
Q (k; t, t′) = θ (t− t′)H (k; t, t′)Q (k; t′, t′)
+θ (t′ − t)H (k; t′, t)Q (k; t, t)
−δt,t′Q (k; t, t′) . (8.22)
The symmetry of both these correlators, (8.21) and (8.22), can be broken by
applying a unit-step function to both sides. This will yield something like (8.15)
or (8.16) depending on what time-ordering one chooses. This completes the
treatment for the three cases.
As shown in Leslie (1973) [81], a representation for the 2-time correlator of
stationary turbulence, first introduced by Kraichnan, is given by
Q(k; t− t′) = Q(k)exp {−ω(k) |t− t′|} , (8.23)
where the modulus is needed in the exponential to ensure (8.4), and where
Q(k) is the stationary correlator or spectral density function and ω(k) is the
total eddy-decay rate. The advantage of the new representation (8.22), along
with the propagator given by the assumed form
H(k; t, t′) = θ(t− t′)exp {−ω(k)(t− t′)} , (8.24)





Q(k; t, t′) = 0, (8.25)
as it should for stationary turbulence (see Appendix C.3 for detailed proof).
In contrast to this, the use of (8.23) fails to obtain this result (see Leslie [81]
p.93). This is a result of the (8.22) representation exhibiting the time-reversal
symmetry t ↔ t′ in a more manifest way than (8.23). Leslie, for his calcula-
tion, only takes t > t′ for the representation of the correlator, whereas we have
determined in (8.4) that the correlator is symmetric under interchange of t and
t′. Also, (8.22) is compatible with the highly desirable exponential representa-
tion of the correlator which fails in the (8.23) representation due to the above
reason.
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8.2 Properties of the Propagator
The renormalized propagator can be shown to exhibit certain properties which
can be proved by use of the symmetric representation introduced earlier. Many
of these properties e.g. transitivity of the propagator, have previously been
assumed without proof [118, 108, 133].
The simple property of the propagator
H(k; t, t) = 1, (8.26)
can be easily shown to be necessary by setting s = t in (8.15).
Another set of properties can be obtained by equating the RHS of (8.15) with
the RHS of (8.16)
θ (t− t′)H (k; t, t′)Q (k; t′, t′) = θ (t− t′) θ (t− s)×
×H (k; t, s)Q (k; s, t′) . (8.27)
Expanding the RHS of (8.27) using (8.22) we get
θ (t− t′)H (k; t, t′)Q (k; t′, t′)
= [θ (t− t′) θ (t− s)H (k; t, s)×
×θ (s− t′)H (k; s, t′)Q (k; t′, t′)]
}
a
+ [θ (t− t′) θ (t− s)H (k; t, s) ×
× θ (t′ − s)H (k; t′, s)Q (k; s, s)]
}
b
− [θ (t− t′) θ (t− s)H (k; t, s)
× δt′,sQ (k; s, t′)] .
}
c (8.28)
Dividing the RHS into three groups of terms labeled respectively a,b and c, we
will now look at (8.28) for three separate cases:-
Case 1 t > s > t′ : Propagator Transitivity
This corresponds to b = 0 and c = 0, leaving
θ (t− t′)H (k; t, t′)Q (k; t′, t′)
= [θ (t− t′) θ (t− s)H (k; t, s)×
×θ (s− t′)H (k; s, t′)Q (k; t′, t′)] . (8.29)
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We now use the contraction property of the Heaviside function (see Appendix
C) θ (t− s) θ (s− t′) = θ (t− t′) to write (8.29) as
θ (t− t′)H (k; t, t′)Q (k; t′, t′)
= θ (t− t′)H (k; t, s)H (k; s, t′)Q (k; t′, t′) (8.30)
From this above result, we can deduce the transitive property of the propagator
H (k; t, t′) = H (k; t, s)H (k; s, t′) . (8.31)
This result also tells us that the transitivity property of the propagator holds
only for times s which are intermediate between the two times t and t′. This
makes sense because otherwise, if s was outside the range between t and t′,
you would have propagation backwards in time which violates causality. One
should note that, as mentioned earlier, this is a result which was previously
assumed in the LET literature.
Case 2 t ≥ t′ > s : Linking/Propagating single-time correlators
This corresponds to a = 0 and c = 0, leaving
θ (t− t′)H (k; t, t′)Q (k; t′, t′)
= [θ (t− t′) θ (t− s)H (k; t, s)
× θ (t′ − s)H (k; t′, s)Q (k; s, s)
]
(8.32)
This result is important because it links two single-time correlators. This fact
becomes clearer if we take the special case of t = t′. This leaves
Q (k; t, t) = θ (t− s)H (k; t, s)H (k; t, s)Q (k; s, s) , (8.33)
implying that we need two propagators to link single-time correlators. Defining
H̃ (k; t, s) := H (k; t, s)H (k; t, s) , (8.34)
equation (8.33) can be modified to make it look like (8.13)
Q (k; t) = θ (t− s) H̃ (k; t, s)Q (k; s) . (8.35)
Again the unit-step function is simply telling us that correlators, and hence the
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energy spectrum from equation (1.25), can only propagate forwards in time.
An interesting point to note here is that if we had started the whole LET RPT
scheme with the single-time covariance instead of the 2-time form, we would
have naturally obtained relation (8.35) as the equivalent to the relation (8.16).
The fact that we have two propagators in relation (8.35) simply follows from
noticing that in the single-time covariance equation we have the dissipation
term containing 2νk2 instead of the νk2 which the 2-time covariance equation
(8.6) contains.
Case 3 t ≥ t′ = s
Lastly, and for the sake of completeness, this case results in
θ (t− t′)H (k; t, t′)Q (k; t′, t′) = θ (t− t′)H (k; t, t′)Q (k; t′, t′) . (8.36)
8.3 Derivation of the LET renormalized correlator
equation
The LET correlator is derived in a similar way to the DIA correlation function.
We follow the Wyld perturbation scheme introduced in the previous chapter,
and start by substituting the perturbation series of uα(k, t) around a Gaussian
velocity field u(0)α (k, t)
uα(k, t) = u
(0)
α (k, t) + λu
(1)
α (k, t) + λ





into equation (8.6) for the covariance. Equating terms of the same order in
λ allows one to determine the coefficients u(n)α (k, t) in terms of the zero-order
Gaussian velocity field u(0)α (k, t). Substituting these coefficients back into the
expression for the covariance, and evaluating the Gaussian zero-order mo-
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dsH(0)σρ (−k; t′, s)Mρδε(−k)×
× 2Q(0)βδ (j; t, s)Q
(0)








βρ (j; t, s)Mρδε(j)×
×4Q(0)δγ (k− j; t, s)Q
(0)







where H(0) is the zero-order bare viscous propagator. We now wave the ‘renor-
malization wand’ and implement the Kraichnan/Wyld renormalization recipe,
outlined in the previous chapter, as follows.
1. Make the replacements
Q(0) → Q,
H(0) → H. (8.39)
2. Truncate the renormalized expansion at second order in λ and set λ = 1.
3. Specialise to the case of isotropic turbulence and reduce all second-rank
isotropic tensors to scalar form by using (7.7).















dsH (j; t, s)Q (k; s, t′)Q (|k− j| ; t, s)
}
. (8.40)
which, not surprisingly, is identical to the DIA version or equivalently, a second-
order truncation in a Wyld renormalized perturbation series.
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8.4 Derivation of the LET propagator equation
The significant departure of LET from other spectral RPT’s comes in the de-
scription of its response or propagator equation, the basis of which is equation
(8.16). To derive the evolution equation for the LET propagator we can now
proceed in two ways.
1. The first is to substitute (8.22) in (8.40) and then choose t > t′.
2. The second is to choose t > t′ and thus multiply both sides of (8.40) by
θ (t− t′) to show the range over which the equation will be valid. Then
follow this by using (8.16) throughout.
Both methods are equivalent but the second is the easiest to use in practice.














dsH (j; t, s)Q (k; s, t′)Q (|k− j| ; t, s)
}
. (8.41)
Let us look at the first term of the LHS of (8.41)
θ (t− t′) ∂
∂t










θ (t− t′)H (k; t, t′)Q (k; t′, t′)
−Q (k; t, t′) ∂
∂t
θ (t− t′) , (8.42)
where we have applied the product rule in the 2nd line, and have substituted




θ (t− t′) = δ(t− t′), (8.43)
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we get to our final form for this part of the propagator equation. So we find that





θ (t− t′)H (k; t, t′)Q (k; t′, t′)−Q (k; t, t′) δ(t− t′)
+νk2θ (t− t′)H (k; t, t′)Q (k; t′, t′) , (8.44)
where (8.16) was used on the second term of the LHS of (8.41) also.
We now evaluate the 2nd time integral on the RHS of (8.41) , which we will label
as TI2
TI2 = θ (t− t′)
∫ t
0
dsH (j; t, s)Q (k; s, t′)Q (|k− j| ; t, s) . (8.45)
We need to have the appropriate θ functions in front of the correlators so
that the broken time-reversal symmetry becomes manifest. This information
is present in the arguments of the propagator and in θ (t− t′). So for the








×Q (|k− j| ; t, s) , (8.46)




dsQ (k; s, t′) = θ (t− t′)
∫ t′
0
dsQ (k; s, t′)
+ θ (t− t′)
∫ t
t′
dsQ (k; s, t′)
= θ (t− t′)
∫ t′
0
dsθ (t′ − s)Q (k; t′, s)
+ θ (t− t′)
∫ t
t′
dsθ (s− t′)Q (k; s, t′) , (8.47)
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dsH (j; t, s) θ (s− t′)×







dsH (j; t, s) θ (t′ − s)×
×Q (k; t′, s) θ (t− s)Q (|k− j| ; t, s)
]
. (8.48)
The evaluation of the first integral on the RHS of (8.41) follows similarly so that
the final LET response equation is given by
∂
∂t
θ (t− t′)H (k; t, t′)Q (k; t′, t′)−Q (k; t, t′) δ (t− t′)
+νk2θ (t− t′)H (k; t, t′)Q (k; t′, t′)
=
∫












dsH (j; t, s) θ (s− t′)×
×Q (k; s, t′) θ (t− s)Q (|k− j| ; t, s)
]}
. (8.49)
Multiplying both sides by θ(t−t′), dividing by Q (k; t′, t′) and realising that (8.16)
implies
θ(t− t′)Q (k; t, t′)
Q (k; t′, t′)
= θ(t− t′)H(k; t, t′), (8.50)
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θ (t− t′)H (k; t, t′)− θ(t− t′)H(k; t, t′)δ (t− t′)
+
∫
d3jL (k, j) θ (t− t′)
∫ t
t′
dsH (j; t, s)H (k; s, t′) θ (t− s)Q (|k− j| ; t, s)
=
∫




θ (t− s)Q (|k− j| ; t, s)
Q (k; t′, t′)
×
×{H (k; t′, s) θ (t− s)Q (j; t, s)−H (j; t, s) θ (t′ − s)Q (k; t′, s)} . (8.51)
Apart from the addition of the second term on the LHS
−θ(t− t′)H(k; t, t′)δ (t− t′) , (8.52)
(8.51) is the same as equation (3.19) in [118], equation (20) in [108] and equa-
tion (7.146) in [5]. The natural addition of this extra term as a consequence of
time-ordering, fixes the problem of the singularity in the time-derivative of the
response equation (8.51) which occurs when one takes t = t′.
8.5 The LET Equations















dsH (j; t, s)Q (k; s, t′)Q (|k− j| ; t, s)
}
, (8.53)











dsH (k; t, s)H (j; t, s)H (|k− j| ; t, s)×
[Q (j; s)Q (|k− j| ; s)−Q (k; s)Q (|k− j| ; s)] , (8.54)
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θ (t− t′)H (k; t, t′)− θ (t− t′)H (k; t, t′) δ (t− t′)
+
∫
d3jL (k, j) θ (t− t′)
∫ t
t′
dsH (j; t, s)H (k; s, t′) θ (t− s)Q (|k− j| ; t, s)
=
∫




θ (t− s)Q (|k− j| ; t, s)
Q (k; t′, t′)
×
×{H (k; t′, s) θ (t− s)Q (j; t, s)−H (j; t, s) θ (t′ − s)Q (k; t′, s)} , (8.55)
for the LET propagator function. The above equations along with the gener-
alised fluctuation-dissipation relation (FDR),
θ(t− t′)Q(k; t, t′) = θ(t− t′)H(k; t, t′)Q(k; t′), (8.56)
from which LET is derived, and the single-time correlator link equation
Q(k; t) = θ(t− s)H(k; t, s)H(k; t, s)Q(k; s), (8.57)
complete the set of important LET equations.
One should note that equation (8.54) is the normal equation for the spectral
function with the FDR (8.56) applied to it, so that all two-time correlators are
turned into one-time correlators.
8.5.1 Partial propagator representation
We may write the propagator in a representation which separates the discon-
tinuous part as a unit-step function.
H(k; t, t′) = θ(t− t′)H(k; t, t′), (8.58)
where H(k; t, t′) is a representation of the propagator BUT without the discon-
tinuity at t = t′. So using (8.58) and the FDR (8.56) to turn two-time correlators
2Derived in a similar renormalization scheme to the two-time correlator.
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H (k; t, t′)





ds {H (k; s, t′)×








H (k; t′, s)H (j; t, s)H (|k− j| ; t, s)×
×Q (|k− j| ; s)
Q (k; t′)
[Q (j; s)−Q (k; s)]
}
, (8.59)
the propagator equation for t ≥ t′. The counter-term has been canceled by use
of the product rule in the time-derivative.
8.5.2 Behaviour of the LET response in the limit of infinite
Reynolds number
The later constructions of the LET theory claimed that their solutions were
compatible with the Kolmogorov spectrum. However, this was not ever shown
explicitly. Compatibility will now be shown for the LET response/propagator as
given by (8.59). This will follow a similar procedure given by McComb (1990)
[5], and simply amounts to the requirement that the eddy-decay rate term,
ω(k), of the respective theory be consistent with the limiting behaviour of the
infinite Reynolds number Kolmogorov type form for the eddy-decay rate given
by ω(k) = βε1/3k2/3. An IR divergence in ω(k), as is the case with DIA, EFP
etc., is clearly not consistent.
We begin by writing (8.59) in stationary form. This simply means that all single-
time correlators become time independent
Q(k; t) → Q(k), (8.60)
and we write the propagator in relative/difference time coordinates
H (k; t, t′) = H (k; t− t′) . (8.61)
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Next we assume the exponential form for the propagator as introduced earlier
H (k; t− t′) = exp[−ω(k)(t− t′)], (8.62)



































Doing the differentiation, setting t = t′ and finally calculating the time integra-
tion results in an equation for ω(k)
ω(k) = νk2 +
{∫
d3jL (k, j)
Q (|k− j|) [Q (j)−Q (k)]
Q (k) [ω(k) + ω(j) + ω(|k− j|)]
×
× (1− exp[−(ω(k) + ω(j) + ω(|k− j|))t])
}
, (8.64)
where one can ignore the last term involving the exponential as we are con-
sidering stationary systems which are time independent. The simplest way to
think of the neglecting of this term is to realise that since we are considering
stationary cases only, we can take t → ∞ and thus the exponential term will
vanish in this limit. This residual term is a result of our choice of initial time
conditions; if we had chosen t = −∞ instead of t = 0, this term would not have
arisen.
To show that (8.64) is not divergent we complete our analysis by substituting
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ω(k) = βε1/3k2/3, (8.66)
and by writing the integral in k, j, µ variables as in the previous chapter on RG





kj3(µ2 − 1)[µ(k2 + j2)− kj(1 + 2µ2)]









k2/3 + j2/3 + |k− j|2/3
]
 (8.67)
where µ is the cosine of the angle between the two vectors k and j.
There are three possible sources of divergence in this expression. From equa-
tion (8.67) it can be seen that the k → 0 and j → 0 limits do not pose a problem.
The final possible source |k− j| → 0 can be resolved by realising that the term[
j−11/3 − k−11/3
]
cancels the divergence caused by the |k− j|−11/3 term. This
is shown by expanding
|k− j|−11/3 =
(
k2 + j2 − 2kjµ
)−11/6
, (8.68)
and substituting in equation (8.67). One then Taylor expands k around j to
leading order in ε = k − j in both the numerator and denominator of the inte-




j16/6 [2j2/3 + (2j2)1/3(1− µ)1/3]
(µ2 − 1)(1− µ)−17/6ε , (8.69)
and focusing on the term (µ2 − 1)(1 − µ)−17/6ε we can see that as ε → 0, the
integrand goes to zero, except at µ = 1 where the integrand is singular. This






where ↑ 1 implies in the limit approaching 1 from below.
This completes the analysis in the limit of infinite Reynolds number. Further
information on the above technique can be found in [5].
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8.6 A single-time Markovianized LET closure
We will now attempt to construct a single-time theory based upon LET, akin to
the various Markovianized theories discussed earlier in the previous chapter.
One should emphasise that the motivation to Markovianize is only justified by
the existence of these other models such as EDQNM and TFM. We will show
that unlike these other single-time models, the LET based single-time Marko-
vianized model does not have any free parameters to fix; it only relies on the
assumption of Markovianization.












dsH (k; t, s)H (j; t, s)H (|k− j| ; t, s)×








H (k; t, t′)





ds {H (k; s, t′)×








H (k; t′, s)H (j; t, s)H (|k− j| ; t, s)×
×Q (|k− j| ; s)
Q (k; t′)
[Q (j; s)−Q (k; s)]
}
, (8.72)
and the single-time correlator link equation
Q(k; t) = θ(t− s)H(k; t, s)H(k; t, s)Q(k; s), (8.73)





Q (k; t) = 2
∫
d3jL (k, j)D(k, j, |k− j| ; t)×
×Q (|k− j| ; t) [Q (j; t)−Q (k; t)] , (8.74)
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where the Markovian approximation amounts to updating the Q(s)′s to Q(t)′s,
and where
D(k, j, |k− j| ; t) =
∫ t
0
dsH (k; t, s)H (j; t, s)H (|k− j| ; t, s) , (8.75)
is the memory time .
We now need some way of computing D(k, j, |k− j| ; t) i.e. of updating it. We
do this by differentiating (8.75) w.r.t. t to get
∂
∂t







H (k; t, s)
)
H (j; t, s)H (|k− j| ; t, s)




H (j; t, s)
)
H (|k− j| ; t, s)




H (|k− j| ; t, s)
)]
. (8.76)
To evaluate (8.76) we need to know the dynamical behaviour of H (k; t, s) etc.






+ νk2 + η(k; t, t′)
]
H (k; t, t′) = 0, (8.77)
where
η(k; t, t′)





ds {H (k; s, t′)×








H (k; t′, s)H (j; t, s)H (|k− j| ; t, s)×
×Q (|k− j| ; s)
Q (k; t′)
[Q (j; s)−Q (k; s)]
}
, (8.78)
is the turbulent eddy-decay rate (or eddy-damping term; depending on litera-
ture) and is obtained by comparing with (8.72). Rearranging (8.77) we get
θ(t− t′) ∂
∂t
H (k; t, t′) = −θ(t− t′)
[
νk2 + η(k; t, t′)
]
H (k; t, t′) . (8.79)
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Equation (8.79) allows us to write (8.76) as
∂
∂t





H (k; t, s)H (j; t, s)H (|k− j| ; t, s) ×
×
[(
νk2 + νj2 + ν |k− j|2
)
+ η(k; t, s)
+ η(j; t, s) + η (|k− j| ; t, s)
]]
. (8.80)
To be able to calculate (8.80) we will need to make the Markovian step
η(k; t, s) → η(k; t). (8.81)
We can justify this step by looking at equations (8.73), (8.74) and (8.77). Equa-
tion (8.77) gives a general solution








If we write (8.74) in the suggestive form[
∂
∂t
+ 2νk2 + 2ξ(k; t)
]
Q (k; t) = 0, (8.83)
where
ξ(k; t) = −
∫
d3jL (k, j)D(k, j, |k− j| ; t)Q (|k− j| ; t)
Q (k; t)
[Q (j; t)−Q (k; t)] ,
(8.84)
then we can write the general solution of (8.83) as

















Q (k; t′) . (8.85)
Writing (8.73) as
Q(k; t) = θ(t− t′)H(k; t, t′)H(k; t, t′)Q(k; t′), (8.86)
and comparing with (8.85), this suggests that
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dsη(k; s, t′). (8.88)
Comparing the forms of ξ(k; s) and η(k; t, s), (8.84) and (8.78), we see that pro-
vided we make the consistent step of Markovianizing the correlators in equa-
tion (8.78) in the same way as how (8.74) was formed, we will get the result
ξ(k; s) = η(k; s, s). (8.89)
Also in (8.88), since both t and t′ are arbitrary such that we can make t ∼ t′,
we may make the important assumption that
dsη(k; s, t′) = dsξ(k; s)
η(k; s, t′) = ξ(k; s)
= η(k; s, s) = η(k; s). (8.90)
This tells us that in the case of the η(k; s, t′) term, we need only concern our-
selves with the on-diagonal terms3 η(k; s, s) = η(k; s), which is a result of a
Markovian simplification.
Going back to (8.80), we can now write it as
∂
∂t
D(k, j, |k− j| ; t) = 1−
[(
νk2 + νj2 + ν |k− j|2
)
+ η(k; t) + η(j; t)
+ η (|k− j| ; t)
]
D(k, j, |k− j| ; t), (8.91)
which along with (8.74) can be used to evolve the memory time.
3Note that Leslie (1973) in deriving an equation for η(k; t) from DIA, averages over the
second time argument i.e. η(k; t) =
∫ t
0
dsη(k; t, s), whereas we simply take the on-diagonal
terms. In effect Leslie’s η(k; t) should be written as η(k; t) showing that it is an averaged
quantity.
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8.6.1 Single-time LET equations





Q (k; t) = 2
∫
d3jL (k, j)D(k, j, |k− j| ; t)×
×Q (|k− j| ; t) [Q (j; t)−Q (k; t)]
= −2η(k; t)Q (k; t) , (8.92)
η(k; t) = −
∫
d3jL (k, j)D(k, j, |k− j| ; t)Q (|k− j| ; t)
Q (k; t)





D(k, j, |k− j| ; t) = 1−
[(
νk2 + νj2 + ν |k− j|2
)
+ η(k; t) + η(j; t)
+ η (|k− j| ; t)
]
D(k, j, |k− j| ; t). (8.94)
These equations can be solved numerically with some initial conditions
Q(k; t = 0) =
E(k; t = 0)
4πk2
, (8.95)
where E(k; t = 0) is some initial energy spectra chosen, and
D(k, j, |k− j| ; t = 0) = 0. (8.96)
The last of these initial conditions follows from the definition of D(k, j, |k− j| ; t)
in equation (8.75) and this in turn implies, from (8.93), that η(k; t = 0) = 0, as
is expected because the cascade has not yet begun at t = 0.
8.7 Conclusion
Earlier Eulerian spectral closures (DIA, EFP, SCF) suffered from infra-red diver-
gences of their associated response functions in the limit of infinite Reynolds
number. Thus their respective solutions were incompatible with the Kolmogorov
spectrum for the inertial range. The earlier construction of LET by McComb
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(1974) was built on Edwards’ theory for stationary isotropic turbulence, and
unlike the latter, was compatible with the Kolmogorov spectrum. Over the past
three decades the LET theory was extended to two-time form, and its deriva-
tion increased in rigour over the course of a series of publications. Over this
time, however the later form of the theory, although similar in name, was quite
distinct from the derivation of the original 1974 paper which is more justified
in name to be called ’local energy transfer theory’. Despite this, the name ad-
hered to later theories. The current derivation provided above, improves upon
previous theories by paying more attention to time-ordering and thus making
all the divergences and singularities more manifest e.g. by the presence of
the counter-term in the LET propagator equation. This apparentness allows
us to deal with any unphysical inconsistencies in an easier way than if they
were hidden. We have also improved upon earlier derivations by dealing di-
rectly with statistical quantities such as the correlation function, from the very
outset where the LET ansatz was developed. Along with being more prudent,
this also allows one to do away with any mean-field approximations of the older
derivations. Lastly, the development of a single-time Markovianized model from
the LET theory, has resulted in a set of closed equations which do not depend
on any adjustable parameters; this being the main criticism leveled against




Through the course of this thesis we have aimed to obtain a better and more
critical understanding of the two main renormalization schemes that are con-
cerned with the statistical theory of isotropic turbulence. In particular, this study
was primarily concerned with identifying and tackling some new and open
problems of the renormalization schemes of McComb et. al.
The first of these methods was the Renormalization Group (RG) which looks
for scale invariant behaviour by implementing small renormalization steps that
enhance the transport variables in the NSE. After a brief review of the dynam-
ical RG method and the attempts at applying this to the study of turbulence,
we moved onto studying the RG method of McComb et. al. as presented in
its latest form by McComb and Johnston [64, 96]. In Chapter 3 we recast the
conditional average of the latter study into a functional based formalism. The
derivation of this new conditional average projector involved the introduction of
an operation which constricted the full ensemble, and an operation which then
approximated this new conditioned ensemble by a representative ensemble in
the subgrid band of k- space.
In Chapter 4 we presented the full RG calculation and corrected an error in a
previous calculation of the effects of the time-history integral. We found that
the correction introduced a new lifetime in the denominator of the increment
to the viscosity. From this we moved onto Chapter 5 to identify some of the
more serious problems of this RG scheme. This primarily involved identifying
the importance of the cross-term interaction as the major contributor to the
energy flux across the high/low-k partition if the partitioning wavenumber is in
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the dissipation range. A simple kinetics based model was then heuristically
constructed to see what qualitative effects the cross-term has on the renor-
malized viscosity. The model agreed qualitatively well with previous studies in
this area, primarily that of numerical studies. However, due to the crudeness
of the model, it possessed some inherent problems of its own.
In Chapter 6, we applied the RG study of McComb et. al. (with no cross-term
effects) to the study of the scale invariant properties of a passive scalar field
advected by a turbulent velocity field obeying the NSE.
The last part of this thesis is concerned with the other renormalization method
which concerns the partial summing of terms in a bare primitive perturbation
series into another renormalized series. These schemes are known as renor-
malized perturbation theories (RPT) and differ from the RG schemes by the
fact that they include the effects of all modes on each other, rather than just
the effects of the high-k modes on the low-k ones. These RPT schemes are
very popular in turbulence research as they provide a closed model represen-
tation of the NSE, which is much easier to deal with than the NSE itself.
After a review of the different Eulerian RPT’s, we moved onto providing, in
Chapter 8, a new formulation of the local energy transfer (LET) theory of Mc-
Comb. This study provides derivations of many useful results of which the most
important is the introduction of time-ordering to fix some previous issues with
handling the time-reversal symmetry of the correlator in conjunction with the
time-irreversal nature of the propagator. We conclude this part of the thesis
with the derivation of a new single-time Markovianized model based on LET
theory, which unlike other theories of this kind does not rely on any arbitrary
parameters.
Outlook on prospective work
The study presented in this thesis, although presenting some new ideas, has
also provided insight into the potential of the schemes studied as well as high-
lighting older pending problems. We will conclude this thesis with a brief sum-




• In Chapter 5 we talked about the inclusion of higher order non-linearities
in the RG procedure. Implicitly related to this is our truncation at second
order in the local Reynolds number (effective coupling). Now although
we know that the local Reynolds number is kept small, we do not know,
however, the behaviour of the higher-order non-linearities in the convolu-
tions. One feels that work is needed to determine the behaviour of such
non-linearities in the RG iteration i.e. an analysis to determine if such
terms involve relevant, irrelevant or marginal scaling fields.
• We also mentioned the idea of taking the RG calculation into a Lagrangian
description, where the fluid is described in terms of paths/histories, so
that we can retain some sort of phase information for each coarse-grained
picture. In principle, one feels that by retaining higher-order non-linearities
like the cubic term, we could do this to a certain extent in the Eulerian
picture also. However, if we were to do this, we would still be needing
a way of bolting these extra renormalized interactions onto a transport
parameter at the end of the iteration. This also opens up the possibility
of renormalizing the forcing and/or the vertex function parameters.
• To facilitate the above requirements, the necessary role of computation
in working hand in hand with such schemes needs to be emphasised.
In particular it would be interesting to see the physics of the system at
each coarse-grained picture in the RG iteration. This would also help us
to see how efficiently we are renormalizing certain key quantities e.g. the
dissipation rate ε.
RPT
• Although quite formidable a task, some analysis is needed on the con-
vergence properties of the partially summed renormalized perturbation
series. Although, nearly every RPT scheme in turbulence follows a simi-
lar procedure to Kraichnan’s DIA of truncating to second order (the ‘direct’
bit in the DIA), there are no assurances that this series converges or is
even asymptotic. This is quite different to the case in quantum field theory
(QFT) where the effects of higher order terms are shown to become less
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and less important; in turbulence theory, it is hoped that the renormalized
series do.
• Although quite elegant, one feels that RPT methods in turbulence theory
still need to mature in comparison with fields such as QFT. For example,
one thing to look at would be the use of the Gaussian zero order / bare
velocity field. It is not hard to see that some of the structure of the RPT’s
discussed in Chapter 7 are in fact symptomatic of this bare field i.e. odd
order moments becoming zero. This was also seen in the context of RG
in Chapter 2, where Yakhot & Orszag had to resort to the construct of
a ‘correspondence principle’ to evade this. A physical theory should be
invariant to our choice of a bare field. In a similar sense to the use of RG
in QFT, there is a need to invoke some sort of renormalization invariance
to combat this.
• Finally as a response to the above points, it is a reassuring thing to know
that we (in turbulence theory) are not alone and that many of these tech-
niques have actually been developed to a considerable degree in other
fields (QFT, critical phenomena) so that the necessary guidance, but not
necessarily the complete solution, is there; even if it is implicit and needs
a translation into turbulence theory. There is a need to bring together in
a more unified framework some of the various facets of turbulence re-
search mentioned at the beginning of this thesis. One would like to think
that this is a reassuring and optimistic thought to look forward to; and it





Earlier in Chapter 3 on the functional representation of the conditional average,
we encountered some constructs and theorems pertaining to the use of func-
tionals. Although implicit, we also dealt with probability distribution functions,
and in Chapter 8 we used the Heaviside unit-step function. Both these func-
tions are a particular form of functional known as generalised functions. In this
appendix we will briefly review some important techniques and terminology on
the theory of functionals and generalised functions that were used in this the-
sis. The notes here are a summary of those presented in Beran [69], Lumley
[134], Binney et. al [135], Beerands et. al. [70] and also in the excellent on-
line material by Torralba at the Universidad Complutense Madrid - Biophysics
Theory http://bbm1.ucm.es/torralba/funder/theory/.
A.1 Theory of Functionals
A function can be considered to be a group of rules for mapping a set of num-
bers (the arguments of the function) to another number. For example the func-
tion f(x, y) = x2 ln |y| is a function which takes two numbers (real or complex)





takes n numbers and maps them to a single number etc.
A functional is the continuum version of a multi-variable function such as the
ones described above. It takes as its argument a function for which it assigns,
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ln f(x).dx , (A.1)
where the argument of the functional is indicated by the contents of the square
brackets, and where the mapping rule is simply to integrate the logarithm of
the function f(x) between the limits a and b. Thus we can see that a functional
denoted by I[f(x)] is a quantity that depends continuously upon all the values a
function f(x) takes in some interval [a, b]. Also a more important distinguishing
factor between functions and functionals that this example illustrates, is that
in the former x is not a dummy variable, whereas in the latter it quite clearly
is. This is why, that in some cases, functionals like the one above would be
denoted by I[f ] instead of I[f(x)]. Another simple example of a functional, this
time without the use of integration, is
R[g(x)] = max g(x) . (A.2)
A functional can be extended to take two or more functions as its arguments
just like a normal function can take more than one argument. The use of
functionals is ubiquitous in physics e.g. the action in classical mechanics and
in the calculus of variations, expectation values in quantum mechanics etc.
As with multi-variable functions where we have extensions to differentiation
etc., the concept of a functional generalises many of the results and theorems
of multi-variable calculus. Summarised below are three important functional
calculus techniques that we use in this thesis.
A.1.1 Functional differentiation
The derivative of a functional F [g] tells us how much F [g] changes for a given
small change in g. As with the change of notation ∂ for the infinitesimal in
partial differentiation from the d in ordinary differentiation, functional differenti-
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The extension of this idea to a vector field of vector arguments, as in the case





F [gα(x,y) + εδαβδ(x− p)δ(y − q)]− F [gα(x,y)]
ε
(A.4)
Please note that due to the way a functional derivative is defined, the units
of a functional derivative are not intuitive. For more details on this and the
definitions of functional derivatives see Torralba [136].
A.1.2 Functional Integration
To illustrate the concept of a functional integral it is helpful to go back and
look at the case for normal Riemann integrals of functions. In a simple integral
such as the one in (A.1), the integral represents a continuum limit version of
a sum of all the values taken by ln f(x) as its argument moves over a line (or
set) of points, multiplied by the measure or interval size of the line dx, within
a certain interval [a, b]. In a functional integral we sum over all the values
that a functional takes, as its argument moves over a set of functions, times
some measure of the ‘volume’ of function space associated with each function














the functional integral (A.5) can be seen as a sum over all the possible func-
tions that f(x) could be over the interval [−L,L]. To understand what this
functional integral represents we appeal to the notion that a normal integral is
just the continuum limit of a sum so that we can write (A.6) as
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This now allows us to write the functional integral (A.5) in a reduced form as
In =
∫



















where we have used the property of exponent sums to be turned into products
outside of the exponent. Again we see that we are effectively summing over
all functions that f can take. In some particular cases in physics this sum over
functions is seen as a sum over paths and the functional integral is known as
a path integral. Please note that the concept of a functional integral has to
be handled with care as the limit limn→∞ in the case of the discretised equa-
tion (A.7) does not generally exist and in most cases we need some kind of
normalising factor to sort out any divergences that occur (see Binney et. al.
[135]).
A.1.3 Functional Taylor series
Just like we can expand a function f(x) around an arbitrary point x0, we can
also generalise to expanding a functional G[x(s)] around an arbitrary function
y(s). This can be seen by noting that an infinitesimal change dx in a function





For changes which are not infinitesimal we will need higher derivatives to de-
scribe the change. In a similar way, for a multi-variable function and change in
the function for a given infinitesimal change in the arguments is given by the
total differential














Now for non-infinitesimal changes, generalising suitably allows us to write the
Taylor series for our original functional G[x(s)] around an arbitrary function y(s)
199
Appendix A. Functionals and generalised functions
around an interval [a, b]
G [x(s)] = χ0(s) +
∫ b
a






χ2(t1, t2) (x(t1)− y(t1)) (x(t2)− y(t2)) dt1dt2 +







dt1 · · · dtnχn(t1, . . . , tn) ×
× (x(t1)− y(t1)) · · · (x(tn)− y(tn))] , (A.12)
in the limit n→∞, where the χ’s are the susceptibilities given by









A.2.1 Continuous linear functionals and distributions
A generalised function is an extension of the concept of a function. They are
a particular form of functionals known as continuous linear functionals. These
are generally defined by noting that if for example we have a functional F [x(t)]
say, then if
x(t) = λx1(t) + µx2(t) , (A.14)
F [x(t)] is a linear continuous functional if
F [x(t)] = λF [x1(t)] + µF [x2(t)] . (A.15)
A generalised function is a linear continuous functional, but not all linear con-
tinuous functionals are generalised functions. A generalised function f(t) is






where one can see that it is defined using continuous linear functionals. Gen-
eralised functions are also known as distributions; for example a probability
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distribution is a generalised function. The most widely used generalised func-
tion is the famous Dirac delta function which is only defined by its action on a
test function in an integral.
A.2.2 Causal functions
The Heaviside unit-step function (in literature) is used whenever one encoun-
ters causal functions, as in the present work with the causal nature of the
propagator in Chapter 8. It is a generalised function and is usually defined in
different ways depending on the use. The differences in definition are due to
the value it takes when its argument is zero, at the discontinuity. In the present
work we are using the definition
∀ τ ≥ 0 θ (τ) = 1
∀ τ < 0 θ (τ) = 0. (A.17)
Some properties of the Heaviside function are
θ(t− s)θ(s− t′) = θ(t− t′), (A.18)
∂
∂t
θ(t− t′) = δ(t− t′), (A.19)
θ(t− t′)θ(t′ − t) = δt,t′ , (A.20)
where the kronecker delta is defined as
δt,t′ =
{
1 ∀t = t′
0 ∀t 6= t′.
(A.21)
Also
θ(t− t′)n = θ(t− t′), (A.22)
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so that
θ(t− t′)δt,t′ = θ(t− t′)θ(t− t′)θ(t′ − t)
= θ(t− t′)2θ(t′ − t)
= θ(t− t′)θ(t′ − t)
= δt,t′ (A.23)










θ(t− t′)n 8 ∂
∂t
θ(t− t′). (A.25)
If the latter were true it would produce nonsense. As with all relations involv-
ing generalised functions, (A.24) and (A.25) can be shown by looking at their




This appendix presents the detailed proof of some of the identities that are
used in several places in the thesis. The first proof is regarding the conser-
vation of energy in a statistically steady state. More importantly it shows that
the non-linear terms in the NSE (the pressure and the quadratic non-linearity )
are only responsible for transferring and distributing energy around the system
and not into or out of the system. This result, although intuitively expected, is
instructive because it is the basis for the other energy flux calculations used
in this thesis, especially in Chapter 5. The second proof is for the Detailed
Balance identity for velocity mode triads, as first introduced by Kraichnan [67],




0 T (k, t)dk = 0
We start by noting that we will be using the following shortened notation for
averaged velocity mode triad interactions
Qαβγ(−k, j,k− j; t) = 〈uα(−k, t)uβ(j, t)uγ(k− j, t)〉 . (B.1)
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Expanding out the T (k, t) term in the energy flux integral∫ ∞
0





d3j [Qαβγ(−k, j,k− j; t)









× [Qαβγ(−k, j,k− j; t)−Qαβγ(k,−j,−k + j; t)] , (B.2)
where in the last line (remembering that we are working in an isotropic system)










and where dΩ(k) is the usual surface measure in spherical polar coordinates.











d3j 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉 . (B.4)
Focusing on the first of the terms in the square brackets, we rename indices
using the dummy nature of β and γ
kβPαγ(k)
∫
d3j 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉
= kγPαβ(k)
∫
d3j 〈uα (−k, t)uγ(j, t)uβ(k− j, t)〉 , (B.5)
and using the symmetry property of interchanging wavevectors in a convolution
[98] ∫
d3juγ(j, t)uβ(k− j, t) =
∫
d3juγ(k− j, t)uβ(j, t). (B.6)
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we write (B.5) as
kγPαβ(k)
∫
d3j 〈uα (−k, t)uγ(j, t)uβ(k− j, t)〉
= kγPαβ(k)
∫
d3j 〈uα (−k, t)uγ(k− j, t)uβ(j, t)〉
= kγPαβ(k)
∫
d3j 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉 . (B.7)
This slight diversion now allows us to write equation (B.4) in the form
Mαβγ(k)
∫
d3j 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉
= −ikγPαβ(k)
∫
d3j 〈uα (−k, t)uβ(j, t)uγ(k− j, t)〉 . (B.8)
Making appropriate substitutions in (B.2) using (B.8), we obtain∫ ∞
0






d3jkγPαβ(k) [Qαβγ(−k, j,k− j; t)
−Qαβγ(k,−j,−k + j; t)] , (B.9)
We then re-write the first term in the integrand of (B.9) as
kγPαβ(k)Qαβγ (−k, j,k− j; t) = 〈Pαβ(k)uα (−k, t)uβ(j, t)kγuγ(k− j, t)〉 .
(B.10)
Using Pαβ(k)uα (−k, t) = uβ (−k, t), and the continuity condition to introduce
(kγ − jγ)uγ(k− j, t) = 0, (B.11)
we can write the above expression as
kγPαβ(k)Qαβγ (−k, j,k− j; t)
= 〈uβ (−k, t)uβ(j, t) (kγ − (kγ − jγ))uγ(k− j, t)〉
= 〈uβ (−k, t)uβ(j, t)jγuγ(k− j, t)〉
= jγQββγ (−k, j,k− j; t) . (B.12)
A similar procedure with the second term in equation (B.9) but without the use
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of (B.11), allows us to write (B.9) as∫ ∞
0






d3j [jγQββγ(−k, j,k− j; t)
−kγQββγ(k,−j,−k + j; t)] . (B.13)
On the interchange of j ↔ k dummy wavevector variables on the RHS, we find
that equation (B.13) becomes∫ ∞
0






d3j [kγQββγ(−j,k, j− k; t)
−jγQββγ(j,−k,−j + k; t)] . (B.14)
Re-arranging the velocity modes inside the Q terms we find that∫ ∞
0





d3j [jγQββγ(−k, j,k− j; t)




dkT (k, t) , (B.15)
where we used equation (B.13) in the second line. The result in equation
(B.15) shows that the integral is anti-symmetric under interchange of dummy
variables and thus vanishes and proves the desired result that
∫
d3kT (k, t) = 0. (B.16)
This illustrates that the non-linear transfer term is conservative i.e. its role is to
transfer energy amongst the Fourier modes only. To conclude this section, it is
of interest to note that this proof essentially requires that the integral limits on
the k and j integrals be the same, so the dummy wavevector variables can be
interchanged.
B.2 Proof of the Detailed Balance identity
The Detailed Balance identity relates the sum of the velocity mode triad inter-
actions with their associate wavenumbers permuted
T̃ (−k|j, l) + T̃ (l| − k, j) + T̃ (j|l,−k) = 0, (B.17)
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where l = |k− j| is needed to satisfy the wavenumber triad (from homogene-
ity), and where
T̃ (−k|j, l) = Mαβγ(k) [Qαβγ(−k, j, l; t)−Qαβγ(k,−j,−l; t)] . (B.18)
The proof of this identity can be seen by expanding the RHS of (B.17) using
(B.18)
T̃ (−k|j, l) + T̃ (l| − k, j) + T̃ (j|l,−k)
= Mαβγ(k) [Qαβγ(−k, j, l; t)−Qαβγ(k,−j,−l; t)] +
+Mαβγ(−l) [Qαβγ(l,−k, j; t)−Qαβγ(−l,k,−j; t)] +
+Mαβγ(−j) [Qαβγ(j, l,−k; t)−Qαβγ(−j,−l,k; t)] . (B.19)
Remembering that Mαβγ(−k) = −Mαβγ(k) we rearrange (B.19) and group into
two classes of terms
T̃ (−k|j, l) + T̃ (l| − k, j) + T̃ (j|l,−k)
= {Mαβγ(k)Qαβγ(−k, j, l; t)−Mαβγ(l)Qαβγ(l,−k, j; t)
−Mαβγ(j)Qαβγ(j, l,−k; t)}A + {−Mαβγ(k)Qαβγ(k,−j,−l; t)
+Mαβγ(l)Qαβγ(−l,k,−j; t) +Mαβγ(j)Qαβγ(−j,−l,k; t)}B . (B.20)
Remembering that the Q term involves velocity Fourier modes which are com-
plex, we can see that the terms in brace B are the complex conjugates of the
terms in brace A. We will prove the Detailed Balance identity for A; the proof
for B follows in the same way i.e. they are both equal to zero separately.
To proceed we expand the M operators and write each term in A on the RHS
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[kβPαγ(k) + kγPαβ(k)] 〈uα (−k, t)uβ(j, t)uγ(l, t)〉
− 1
2i
[lβPαγ(l) + lγPαβ(l)] 〈uα (−l, t)uβ(−k, t)uγ(j, t)〉
− 1
2i




{kβ 〈uγ (−k, t)uβ(j, t)uγ(l, t)〉+ kγ 〈uβ (−k, t)uβ(j, t)uγ(l, t)〉
−lβ 〈uγ (−l, t)uβ(−k, t)uγ(j, t)〉 − lγ 〈uβ (−l, t)uβ(−k, t)uγ(j, t)〉
−jβ 〈uγ (−j, t)uβ(−k, t)uγ(l, t)〉 − jγ 〈uβ (−j, t)uβ(−k, t)uγ(l, t)〉} ,
(B.21)
where in the second equality we used the property Pαβ(k)uα(k, t) = uβ(k, t).
Now pairing the first and fourth terms we get
kβ 〈uγ (−k, t)uβ(j, t)uγ(l, t)〉 − lγ 〈uβ (−l, t)uβ(−k, t)uγ(j, t)〉
= kβ 〈uγ (−k, t)uβ(j, t)uγ(l, t)〉 − lβ 〈uγ (−l, t)uγ(−k, t)uβ(j, t)〉 , (B.22)
where in the second line we have renamed the indices of the second term as
they are dummies. Re-arranging the velocity modes in the second term, we
see that we can write (B.22) as
(kβ − lβ) 〈uγ (−k, t)uβ(j, t)uγ(l, t)〉
= (kβ − (kβ − jβ)) 〈uγ (−k, t)uβ(j, t)uγ(l, t)〉
= 〈uγ (−k, t) jβuβ(j, t)uγ(l, t)〉
= 0 , (B.23)
where the last equality follows from the continuity condition.
In the same way, the second and fifth terms, and the third and sixth terms in
equation (B.21) can be paired and shown to be equal to zero. As said before,
we can go through the same procedure with the terms contained within brace
B in equation (B.20) and this will also result in zero, which proves the desired
result in the Detailed Balance identity (B.17). It is easily seen that the Detailed
Balance identity can be proved independently from the average (represented
by the angle brackets) i.e. it holds for each realisation of the turbulent ensem-
ble; it is a microstate property.
208
Appendix B. Turbulent energy transfer
The Detailed Balance identity can also be used to prove (B.16) by noting that
if we construct the spectral energy balance equation for E(k, t), E(j, t) and
E(l, t), and then integrate them over k, j and l respectively to obtain the flux,
then adding these equations together with a suitable re-labeling of dummy vari-


















dlδ(k − j − l)×
×
[





dkT (k, t) = 0 , (B.24)
where the last result just follows from using the Detailed Balance identity.
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Detailed proofs of LET results
C.1 Velocity based formulation of LET
propagator
• From the exact solution of the solenoidal NSE
uα (k, t) = Ĥ
(0)








′′)uγ (k− j, t′′) .
(C.1)
• Expanding uα (k, t) in a perturbation series and equating zero-order terms
we can say that the equality
u(0)α (k, t) = Ĥ
(0)
ασ (k; t, s)u
(0)
α (k, s) , (C.2)
illustrates the propagator like nature of Ĥ(0)ασ (k; t, s).
• From looking at the form of (C.1), we then postulate the existence of a
renormalized propagator such that we obtain a renormalized version of
(C.2)
uα (k, t) = Ĥασ (k; t, s)uα (k, s) . (C.3)
• Multiply (C.3) by uβ (−k, t′)
uα (k, t)uβ (−k, t′) = Ĥασ (k; t, s)uσ (k, s)uβ (−k, t′) (C.4)
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Average this equation to get
Qαβ(k; t, t
′) = Hασ (k; t, s)Qσβ (k; s, t
′) (C.5)
where the propagator is statistically independent of the velocity field and
we have used the mean-field approximation〈
Ĥασ (k; t, s)
〉
= Hασ (k; t, s) . (C.6)
• (C.5) can be turned into a simpler scalar form by using the property of
isotropic tensors given in equation (1.19)
Q (k; t, t′) = θ (t− s)H (k; t, s)Q (k; s, t′) . (C.7)
C.1.1 Transitivity of the velocity field propagator
• This can be proven by applying (C.3) on the RHS of itself
uα (k, t) = Ĥασ (k; t, s) Ĥσρ (k; s, p)uρ (k, p) , (C.8)
and realising that we could also have written this as
uα (k, t) = Ĥαρ (k; t, p)uρ (k, p) , (C.9)
implying the desired result
Ĥαρ (k; t, p) = Ĥασ (k; t, s) Ĥσρ (k; s, p) . (C.10)
• We can also make a further statement about the nature of the propaga-
tor. This is that previously [118, 108] we assumed the mean-field result
(C.6) to obtain (C.7). However, since in Chapter 8 we have now done
the entire analysis with correlators, the mean-field result is no longer an
assumption.
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C.1.2 Linking two single-time correlators
• We can expand a single-time correlation using (C.3)
Qαα(k; t, t) = 〈uα(−k, t)uα(k, t)〉
=
〈




using (C.6) we can write this as
Qαα(k; t, t) = Hασ (−k; t, s)Hαρ (k; t, s)Qσρ(k; s, s). (C.12)
Putting this into it’s isotropic form we get the desired result
Q(k; t, t) = H (k; t, s)H (k; t, s)Q(k; s, s). (C.13)
C.2 Proof of the isotropic two-time correlator ex-
hibiting invariance under interchange of time
arguments
• The Correlation function of two velocities at different times t and t′ is given
by
Qαβ(k; t, t
′) = 〈uα(−k, t)uβ(k, t′)〉 (C.14)
• Isotropic tensors have the property
Qαβ(k; t, t
′) = Qβ‘α(k; t, t
′) (C.15)
Using this property we can write
Qαβ(k; t, t
′) = Qβ‘α(k; t, t
′)
= 〈uβ(−k, t)uα(k, t′)〉
= 〈uα(k, t′)uβ(−k, t)〉
= Qαβ(−k; t′, t), (C.16)
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so we are left with
Qαβ(k; t, t
′) = Qαβ(−k; t′, t). (C.17)
• Another property of isotropic tensors is
Iαβ(x) = Pαβ(x)I(x), (C.18)
where Iαβ(x) is an arbitrary isotropic tensor. Using this property of isotropic
tensors we can write (C.17) as
Pαβ(k)Q(k; t, t
′) = Pαβ(−k)Q(k; t′, t), (C.19)
where




Using the fact that Pαβ(−k) = Pαβ(k) we can finally write the result
Q(k; t, t′) = Q(k; t′, t) (C.21)
showing that the two-time correlation function is invariant under inter-
change of the time arguments.
• An associated result for stationary isotropic correlators that uses (C.21)
as its proof is that
Q(k; t− t′) = Q(k; t′ − t), (C.22)
and if we say that τ = t− t′ we can write
Q(k; τ) = Q(k;−τ), (C.23)
showing that the stationary isotropic correlator is time-reversal sym-
metric .
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C.3 Proof of limτ→0
∂Q(τ)
∂τ = 0 for the stationary isotropic
correlator in an exponential representation
• We will start by using (8.24) in (8.22) to get
Q (k; t, t′) = θ (t− t′) exp {−ω(k)(t− t′)}Q (k; t′, t′)
+θ (t′ − t) exp {−ω(k)(t′ − t)}Q (k; t, t)
−δt,t′Q (k; t, t′) . (C.24)
• Using the property of stationary turbulence
Q (k; t, t) = Q(k), (C.25)
and the representation for δt,t′
δt,t′ = θ (t− t′) θ (t′ − t) (C.26)
(C.24) becomes
Q (k; t, t′) = θ (t− t′) exp {−ω(k)(t− t′)}Q (k)︸ ︷︷ ︸
a
+ θ (t
′ − t) exp {−ω(k)(t′ − t)}Q (k)︸ ︷︷ ︸
b
− θ (t− t′) θ (t′ − t)Q (k; t, t′)︸ ︷︷ ︸ .
c
(C.27)
• We can now proceed by differentiating wrt t piece-wise
∂
∂t
(a) = θ (t− t′)Q (k) ∂
∂t
exp {−ω(k)(t− t′)}
+exp {−ω(k)(t− t′)}Q (k) ∂
∂t
θ (t− t′) , (C.28)
where we have used the product rule to separate terms. Now we do the
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(a) = −θ (t− t′)Q (k)ω(k)exp {−ω(k)(t− t′)}
+exp {−ω(k)(t− t′)}Q (k) δ (t− t′) . (C.29)
• In a similar way
∂
∂t
(b) = θ (t′ − t)Q (k)ω(k)exp {−ω(k)(t′ − t)}
−exp {−ω(k)(t′ − t)}Q (k) δ (t′ − t) . (C.30)
• For the last differentiation we have
∂
∂t
(c) = θ (t− t′) ∂
∂t
θ (t′ − t)Q (k; t, t′)
+θ (t′ − t) ∂
∂t
θ (t− t′)Q (k; t, t′) , (C.31)




(c) = θ (t− t′) ∂
∂t
θ (t′ − t)H (k; t′, t)Q (k; t, t)
+ θ (t′ − t) ∂
∂t
θ (t− t′)H (k; t, t′)Q (k; t′, t′)
= θ (t− t′) ∂
∂t
θ (t′ − t) exp {−ω(k)(t′ − t)}Q (k)
+ θ (t′ − t) ∂
∂t
θ (t− t′) exp {−ω(k)(t− t′)}Q (k) ,
(C.32)
where in the last step we used (8.24). After extensive use of the product
rule and then differentiating we obtain
∂
∂t
(c) = δt,t′Q (k)ω(k)exp {−ω(k)(t′ − t)}
− θ(t− t′)Q(k)exp {−ω(k)(t′ − t)} δ (t′ − t)
− δt,t′Q (k)ω(k)exp {−ω(k)(t− t′)}
+ θ (t′ − t)Q (k) exp {−ω(k)(t− t′)} δ (t− t′) . (C.33)
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Q (k; t, t′) = −Q (k)ω(k) +Q (k) lim
t→t′
δ (t− t′)
+Q (k)ω(k)−Q (k) lim
t→t′
δ (t′ − t)
+Q (k)ω(k)−Q(k) lim
t→t′
δ (t′ − t)
−Q (k)ω(k) +Q (k) lim
t→t′
δ (t− t′) . (C.34)
Using the fact that the delta function behaves like an even function, namely
δ(t − t′) = δ(t′ − t), we can see that all the terms cancel out and we are
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[13] J. Boussinesq. Essai sur la théorie des eaux courantes. Mém. prés. par
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