Abstract. We use a variational approach to establish the existence of x-periodic travelling waves and its interrelation with solitons for a 2D water wave system for three-dimensional water wave dynamics in the weakly nonlinear long-wave regime. As common in many 1D water wave models, we show that a special sequence of the x-periodic 2D travelling wave solutions parametrized by the period k is uniformly bounded in norm and converges to a soliton in R 2 (solitary wave of finite energy) in an appropriate sense, indicating that the shape of x-periodic 2D travelling waves of period k and solitons are almost the same, as the period k is big enough.
1. Introduction. J. Quintero in [1] showed that the evolution of three dimensional long water waves with small amplitude can be reduced to studying solutions of the 2D Boussinesq type system, where is the amplitude parameter (nonlinearity coefficient), μ = (h 0 /L) 2 is the long-wave parameter (dispersion coefficient), σ −1 is the Bond number (associated with the surface tension), and p = 1. The variable Φ is the rescale nondimensional velocity potential on the bottom z = 0, and the variable η is the rescaled free surface elevation (see [1] ). For 0 < |c| < 1 and σ > − σ with a, e < 0 and b, d ≥ 0, in the case of non zero surface tension (see [6] , [7] , [8] , [10] )). If we set p = 1, = μ, a = − 1 6 , e = 1 2 − σ, b = d = 0 and take V = ∇Φ, we see that the first two equations of the (1.2) system corresponds to the Boussinesq system considered in this work. J. Bona et. al. in [8] established rigorous convergence results in order to show that complete free-surface solutions for the Euler equations tend to associated solutions of these systems as the amplitude becomes small and the wavelength large, providing also a rigorous justification for many 2D water wave systems. In the one dimensional case, Chen et. al. in [11] and [12] established existence and orbital stability of travelling solutions for the Boussinesq system (1.2) for σ > [12] . An interesting review in the case of existence of periodic 2D travelling waves for the full Euler equations (doubly periodic or periodic in one direction) appears in the work of M. Groves [9] .
In this paper, we consider the existence of non trivial x-periodic travelling wave of period k > 0 for the Boussinesq type system (1.1) for wave speed 0 < |c| < 1 and σ > 1 2 , and also analyze the interrelation for the sequence of x-periodic travelling waves of period k with solitons for this system, as k → ∞. We note that the assumption on σ are consistent with those used for the Boussinesq type system (1.2), where a = − The paper is organized as follows: In section 2. for > 0, μ > 0, σ > 1 2 and 0 < |c| < 1, we prove the existence of a x-periodic travelling of weak solutions of period k for the Boussinesq type system (1.1). Periodic travelling waves correspond to critical points of the action functional J c,k , for which the existence of critical points U k follows as a consequence of the Mountain Pass Theorem without the Palais-Smale condition. We also establish some local embedding results from the space of weak x-periodic travelling solutions (denoted by X k ) to a L q k (x-periodic of period k) type space and the corresponding local embedding result from the space of weak travelling solutions (denoted by X) to a L q (R 2 ) type space. In order to achieve this goal, we build an extension operator E k from the space of k periodic functions X k to the soliton space X. One of the main ingredient to establish the existence of periodic travelling waves is to characterized "vanishing" sequences in X k and X. We establish uniform bounds for Mountain Pass minimax value J k (c) with respect to the period k. In section 3. from results in Section 2, weak x-periodic travelling waves solution of period k (denoted by U k ) of the generalized Boussinesq system for k ≥ 1 are characterized as a minimizer of the minimax value J k (c). We see that after an appropriate translation, there is a convergent subsequence in X of the extended sequence {E k (U k )} k , whose limit U 0 is a non trivial critical point of the functional J c , with the property of being a weak solution of the Boussinesq system and a minimizer for J c (a soliton or a ground state) for the Boussinesq system (1.1). Finally, we establish the interrelation between x-periodic weak travelling wave solutions (ground states) of period k and weak travelling wave solutions (solitons). In particular, we show that for a sequence (U k ) k of k-periodic travelling waves solutions of the Boussinesq type system (1.1) with U k ∈ X k that there is a non trivial soliton U 0 ∈ X of the Boussinesq type system (1.1), and there is a sequence ζ k ∈ R 2 , we have that
2. Periodic travelling waves for 0 < |c| < 1 and σ > 1 2 . In this section for fixed k > 0, we will establish the existence of a x-periodic travelling of period k for the Boussinesq type system (1.1) for fixed positive values of the parameters and μ, for non dimensional speed 0 < |c| < 1, and for the surface tension coefficient in the range σ > 1 2 . We will see that periodic travelling waves are characterized as critical points of some functional (action), for which the existence of critical follows as a consequence of the Mountain Pass Theorem without the Palais-Smale condition and the existence of the local compactness property Lemma (2.3) (a local compact embedding result). Note that the parameters and μ can be scale from the equations when searching for travelling waves solutions. In fact, we look for travelling waves of the form
In other words, travelling-wave profile (u, v) should satisfy the system
In order to determine the appropriate space to look for travelling waves, we find that the energy functional E associated with this system is given by
where
, where
In inequalities below, C denotes a generic constant whose value may change from instance to instance. Hereafter p = p1 p2 with p i being odd positive integer and gcd(p 1 , p 2 ) = 1.
Preliminaries.
We define the natural spaces in order to look at x-periodic weak solution period k for the equation (2.4).
be the space of smooth functions which are xperiodic with period k and have compact support in y and define
Let V k denote the closure of Y k with respect to the norm given by
Note that (V k , . V(k) ) is a Hilbert space with inner product
has the inner product given by
In the case of solitons, the appropriate space, denoted by V, is defined as the closure of C ∞ 0 (R 2 ) with respect to the norm
Embedding. Before we go further, we will establish a basic local embedding defined on H 1 k (R 2 ) × V k , which depends on the existence of an extension operator from
This type of extension was proved by J. Quintero for the Benney-Luke equation in [4] (see also A. Pankov and K. Pflüger in [2] for the (GKP) case). For q ≥ 2 and Q ⊂ R 2 and define the Banach space
Hereafter, we will use the following notation:
Then we have the following embedding result Lemma 2.1. (J. Quintero [4] ) For q ≥ 2, we have that 1. The embeddings
. In the case of the space X k we have a similar result. To do this, we require the use of a cut-off operator to extend any function in V k to a function in V. Let χ be a C ∞ 0 (R) cut-off function satisfying
A. Pankov and J. Plugger considered in [2] the cut-off operator
Using this operator, it is possible to establish an extension operator E k from X k to X. Lemma 2.2.
1. Let S k be the operator defined on V k by
Then S k is a uniformly bounded (with respect k) linear operator from V k into V, and
The first part was proved by J. Quintero in [4] . The second one is straightforward. From this result and Lemma (2.1) we obtain the corresponding embedding in V k .
is continuous with the embedding constants being uniformly bounded with respect to k and the embedding
is continuous with the constants being uniformly bounded with respect to k and the embedding
Existence of x-periodic travelling waves.
The result is a consequence of a variational approach applied to a suitable minimax, since solutions (u, v) of (2.4) are critical points of the functional J c,k given by
where the functionals I k , G 1,k , and G 2,k are defined on the space X k by
First we have that
and its derivatives in (u, v) in the direction of (U, V ) are given by
As a consequence of this we conclude that
meaning that critical points of the functional J c,k satisfy the travelling wave equation (2.4). Hereafter, we will say that weak solutions for (2.4) are critical points of the functional J c,k . In particular, we have that
Thus on any critical point (u, v), we have that
One can see easily that the functionales G 1,k and G 2,k are well-defined on
therefore by applying Young's inequality to the second members of G 1,k (u, v) and G 2,k (u, v) we obtain that
and,
Now, for σ > 1/2 and 0 < |c| < 1 we have from inequality (2.9) that there are some positive constants
In a similar fashion, we have that
In other words, we have shown for σ > 1/2 and 0 < |c| < 1 that
Our approach to show the existence of a non trivial critical point for J c,k is to use the Mountain Pass Lemma without the Palais-Smale condition (see Willem ( [16] , Theorem 2.8), Ambrosetti et al. [17] ) to build a Palais-Smale sequence for J c,k for a minimax value and use a local embedding result to obtain a critical point for J c,k as a weak limit of such Palais-Smale sequence.
Theorem 2.4. Let X be a Hilbert space, ϕ ∈ C 1 (X, R), e ∈ X and r > 0 such that e X > r and
Then, given n ∈ N, there is u n ∈ X such that
Before we go further, we establish an important result for our analysis, which is related the characterization of "vanishing" sequences in X k . Define the density 1 on X k as
and for r > 0 and ζ ∈ R define the rectangle
Theorem 2.5. Let q ≥ 2. If (u n , v n ) n is a bounded sequence in X k and there is a positive constant r > 0 such that
then we have that
Proof. First suppose that (w n ) n is a bounded sequence in H 1 (Q k ) and assume there is a positive constant r > 0 such that (2.14) lim
We will see that lim n→∞ w n L q (Q k ) = 0. In fact, let (w n ) n be a bounded sequence in H 1 (Q k ) satisfying the limit (2.14). Then, from the Hölder inequality and the embedding Lemma (2.1) we have for q ≥ 2 that
Covering Q k by a countable number of rectangles such that every point in Q k is contained in at most 3 rectangles R r,k (ζ), we obtain that
We conclude using the hypothesis and that (w n ) n is a bounded sequence in
If w n is defined as either u n , ∂ x v n , or ∂ y v n , we see that w n satisfies in each case the condition (2.14). By previous observation, we conclude for q ≥ 2 that lim n w n L q (Q k ) = 0. In other words, we have for q ≥ 2 that,
Now, we want to verify the Mountain Pass Theorem hypotheses given in Theorem (2.4) and to build a Palais-Smale sequence for J c,k . Lemma 2.6. Let 0 < |c| < 1 and σ > 1/2,
Proof. From inequalities (2.9), (2.10), and (2.11), we have for
Then for ρ > 0 small enough such that (2.15)
In particular, we also have that
As a consequence of this, we have that
and so, there is t 0 > 0 such that 
But from (2.11) we conclude for n large enough that
Then we have shown that (u n , v n ) n is a bounded sequence in X k . We claim that
If we suppose that
Then from Theorem (2.5) we conclude for q ≥ 2 that
Now, we have from (2.16) and (2.10) that
but this is a contradiction. Thus, there is a subsequence of (u n , v n ) n , denoted the same, and a sequence ζ n ∈ R
Now we define the sequence
For this sequence we also have that
So, we also have the existence of a subsequence of (ũ n ,ṽ n ) n , denoted the same, and some (u, v) ∈ X k , we have that
From Lemma (2.3), we have the embedding
loc (Q k ) is locally compact for q ≥ 2. Then the weakly convergent sequence (ũ n ,ṽ n ) n in X k has a subsequence (denoted the same) than converges strongly to
On the other hand, for q = 2 and using inequality (2.11), we have that
So, form previous fact we conclude that (u, v) = 0. Moreover, if Z = (U, V ) ∈ (C ∞ 0 ) 2 , then for K = suppZ we have that
Now noting that the sequences (∂ iṽn )
, then (taking a subsequence, if necessary), we have that
In other words, we have shown that
and also that
Thus we have already established that J c,k (u, v) = 0. In other words, (u, v) is a nontrivial solution for problem (2.4).
Now, we present a variational characterization of the critical value d(c).
To do so, we want to characterize x-periodic travelling waves solutions of (2.4) through a minimization problem. We must note that critical points U ∈ X k for J c,k satisfies that J c,k (U )(V ) = 0 for any V ∈ X k . So, we need to look for critical point in the Nehari manifold defined by
Our interest for k > 0 is to establish the existence of U 0 ∈ N c,k such that
One of the main ingredients is the variational characterization of J k (c) and d(c) given by the following result.
Lemma 2.8. For 0 < |c| < 1 and σ > 1 2 , we have that
where J k (c) and Υ k (c) are defined as
Moreover, we have that
Proof. We first note that from Theorem (2.7), we have that d(c) is a critical value and that there is in X k a non trivial critical point for J c,k , meaning that {U ∈ X k : Λ k (U ) = 0} is not an empty set. Moreover , we also have that Now, from (2.11) we show that J k exists and is positive. Now we will establish that
Let U ∈ X k \ {0} be such that Λ k (U ) = 0. Then we have that G 2,k (U ) < 0 and
Now, suppose that U = 0 is such that G 2,k (U ) = 1. Now, for α = 0 we have that
So, taking α such 2Σ k (U ) + (p + 2)α p G 2,k (U ) = 0, we have that Λ k (αU ) = 0. In this case, we have that
Moreover, we also have that
and so
Finally, we will see that d(c) ≤ J k (c). From Lemma (2.6), we have the existence of e ∈ X k such that J c (e) < 0. Moreover, G 2,k (e) < 0. Now, we can choose t 0 > 0 such that G 2,k (−t 0 e) = 1. In fact, this follows by noting that p = p1 p2 with p 1 and p 2 being odd positive integers, and that G 2,k (−t 0 e) = −t p+2 0 G 2,k (e) = 1, which means that t 0 = (−G 2,k (e)) 
. A simple computation shows that g has a unique critical point s 0 satisfying
Moreover,
Then we have shown that
On the other hand, it is not difficult to prove that d(c) is independent of e. Let U 1 ∈ X k be such that G 2,k (U 1 ) = 1. Then we know that
This guarantees the existence of U 1 = −t 1 e 1 ∈ X k with e 1 satisfying the requirements of Lemma (2.6). Using this fact and (2.19), we conclude that
This implies that
and so,
We will prove the last part. Let U = 0 in X k be such that Λ k (U ) ≤ 0. Then, we have that G 2,k (U ) < 0. Define α ∈ [0, 1) by
.
Then a direct computation shows that Λ k (αU ) = 0. So, we conclude that
Thus we obtain the first inequality,
As a consequence of this,
Thus we obtain the conclusion. Now, we will see how a compactness property is used to prove the existence of a minimizer for J k (c). We set the density
Lemma 2.9. Let {U n } n be a minimizing sequence for J k (c). If there exists a sequence of points ζ n ∈ R such that for any > 0 there exists l > 0 such that
then, there exists a subsequence of {U n } n (denoted the same) and a minimizer U 0,k for J k (c) such that the translated sequenceŨ n = U n (· + (0, ζ n )) converges strongly to U 0,k in X k .
Proof. Note that any {U n } n minimizing sequence for J k (c) is bounded in X k . Define the shifted sequenceŨ n (ζ) = U n (ζ + (0, ζ n )). Then {Ũ n } n is also a bounded minimizing for J k (c) in X k . Thus there exists U 0,k = (u k , v k ) ∈ X k and a subsequence ofŨ n (denoted the same) that converges to U 0,k weakly in X k and strongly in L q loc (Q k ) × M q loc (Q k ) for q ≥ 2 . We also have that,
Now for w n =ũ n or w n = ∂ iṽn , we can take l > 0 such that for n sufficiently large
whereŨ n = (ũ n ,ṽ n ). Since we have that the local embedding
Consequently,
In other words, for i = 1, 2 we have that
Moreover, a direct computation shows that
But this implies that
On the other hand, from the weak convergence on X k gives us that
Since we have that
we conclude that Λ k (U 0,k ) ≤ 0. So, we have that J k (c) ≤ J c,k (U 0,k ) due to the characterization of the J k (c). Moreover, we have that
Note that this also proves that the subsequence (Ũ n ) n converges to U 0,k in X k , since we already have that Λ k (U 0,k ) = 0. In fact, suppose that Λ k (U 0,k ) < 0. Then we can
This finishes the proof of this Lemma, since
Now we are in position to prove one of the main results in this section. We will see that the strong convergence is a consequence of the Lions's Concentration-Compactness Principle ( [5] ) applied to the nonnegative measure μ n = p p+2 (U n ) dV , with density defined by (2.20).
Proposition 2.10. Let 0 < |c| < 1, σ > 1 2 and k ≥ 1. 1. The family (J k (c)) k≥1 is bounded below and above for positive constants independent of k. 2. If {U n } n be a minimizing sequence for J k (c). Then there exist a sequence of points ζ n ∈ R and a a subsequence of {U n } n (denoted the same) and a minimizer U 0,k for J k (c) such that the translated sequenceŨ n = U n (·+(0, ζ n )) converges strongly to U 0,k in X k .
Proof. 1.-The first observation is that there are positive constants
Moreover, from (2.10) we have that
Then we have that,
, and so for the first inequality we conclude that
On the other hand, for k ≥ 1 we can choose ϕ ∈ (C ∞ 0 (Q 1 )) 2 having G 2,1 (ϕ) < 0. Since, supp ϕ ⊂ Q 1 ⊂ Q k , we can define a periodic extension of ϕ as follows
We can take α ∈ R in such a way that e k = αϕ k satisfies that e k ∈ X k and Λ k (e k ) = 0. Then, this allows us to conclude that
This means that there are positive constants C 4 , C 5 (independent of k) such that (2.24)
In particular, this allows to shows that J k (c) > 0 for any k ≥ 1.
2.-Let k ≥ 1 be fixed and suppose that {U n } n is a minimizing sequence for J k (c).
Then we have that U n X k is a bounded sequence from bound (2.23), that Λ k (U n ) = 0 and
Using the variational characterization of J k and the Concentration-Compactness Principle by P. Lion in [5] , we have that the sequence of measure (μ n ) n satisfies either Vanishing, Dichotomy or Compactness. Note that Lemma (2.5) implies that we do not have Vanishing.
We now claim that Dichotomy is not possible. In fact, assume that for some λ ∈ (0, J k (c)) there are a sequence of positive number (r n ) n tending to ∞ and a sequence (ζ n ) n ⊂ R with the following property: there are nonnegative measures μ 1] , and define
Due to the nature of the space X k in the second component, we define the following non-standard splitting of U n = (u n , v n ):
where a n is given by
As established in [4] , we have the following properties for this non-standard splitting of U n ,
Then we have that lim n→∞ λ n,2 < 0. So, for n large enough we have that λ n,2 < 0. Thus, we can define 0 ≤ α n,2 ≤ 1 as the solution of Λ k (α n,2 U 2 n ) = 0. In other words, α n,2 is the solution of the equation
Then from previous observation, we have that
Taking limit as n → ∞, we obtain the contradiction
Now, we can assume for i = 1, 2 that lim n→∞ λ n,i = 0. So, without loss of generality, we may take U n = 0 for n ∈ N. As above, for i = 1, 2 we define
, meaning that Λ k (U i n ) = 0, and so
Since lim n→∞ α n,i = 1 for i = 1, 2, then we reach the contradiction I k (c) ≥ 2I k (c), after taking the corresponding limit. In other words, we have ruled out Dichotomy. So, we have the Compactness property: there exists a sequence of points ζ n ∈ R such that for any > 0 there exists l > 0 such that
Thus, as a consequence of Lemma (2.9), we get the desired conclusion.
3.
Interrelation between x-periodic travelling waves of period k and solitons. From Theorem (2.7) or Theorem (2.10) we know the existence weak periodic travelling waves solution U k of the generalized Boussinesq system for k ≥ 1, characterized as a minimizer for J k (c) and also U k is a critical point of the functional J c,k . We will see, after an appropriate translation, that there is a convergent subsequence in X of the extended sequence {E k U k } k , whose limit U 0 is a critical point of the functional J c , with the property of being a weak solution of the Boussinesq system and a minimizer for J c (a soliton (ground state) for the Boussinesq system). So, it is important in our analysis to recall that existence of solitary waves (solitions) was done by J. Quintero [1] . We want to point out that the proof of this result used the Mountain Pass Theorem. One of the main steps was to characterize the vanishing sequences.
Theorem 3.1. For 0 < c < 1 and σ > 1 2 , there exists a non trivial U 0 ∈ X such that
where J(c) and Υ(c) are defined as
with J c = I + G 1 + G 2 , Σ = I + G 1 and the functionals I, G 1 and G 2 are defined on X by
From the same arguments used for the periodic space X k in (2.11), we have the estimate
, where the integrals involved are taken on the set Q. We observe that the key to establish the convergence of the sequence {E k U k } k is to prove the following result, Theorem 3.2. Let R r (ζ) be a closed square centered at the point ζ ∈ R 2 of side r and let
Then, for any q ≥ 2 we have that
The proof of this results is similar to the proof of Theorem (2.5). From this result, we are able to characterize the behavior of any bounded sequence {U k } k satisfying that J c,k (U k ) = 0. Theorem 3.3. Let U k ∈ X k be a sequence of x-periodic functions of period k such that U k X k ≤ C and J c,k (U k ) = 0. then either 1. lim k→∞ U k X k = 0, or 2. there are positive constants r, η, and a sequence ζ k ∈ R 2 such that, along a subsequence
Then, from estimates (2.10) and (2.24) we conclude for
In case (2) does not hold, then from previous result we conclude that the right hand side tends to zero, which implies that condition (1) holds. Now, we have the main result in this section, Theorem 3.4. Let U k ∈ X k be a minimizer for J k (c). Then there exists a sequence ζ k ∈ R 2 and a function U 0 ∈ X such that E k U k (· + ζ k ) converges weakly to U 0 along a subsequence. Moreover, U 0 is a nontrivial solution of the Boussinesq system, a minimizer for J, and
Proof. By bounds (2.23) and (2.24) Proposition (2.10) we have for constants
Recall that we have J c,k (U k ) = p p+2 Σ k (U k ), so we can conclude for constants C 6 , C 7 independent of k that (3.28) 0 < C 6 (p) ≤ U k X k ≤ C 7 (p), implying that condition (1) in Theorem (3.3) does not hold. In other words, there exists a sequence ζ k ∈ R 2 such that the shifted sequenceŨ k = U k (·+ζ k ), for appropriate choice of r, η > 0, satisfies
Clearly,Ũ k is also a minimizer for J k , which means that (3.29) J c,k (Ũ k )(φ) = Σ k (Ũ k )(φ) + G 2,k (Ũ k )(φ) = 0, for all φ ∈ X k . Now, we observe that the sequence {E kŨk } k ⊂ X is bounded since
Then there exists a subsequence of {E kŨk } k (denoted the same) and U 0 ∈ X such that E kŨk U 0 (weakly in X).
Using the uniform estimate (3.28) and that the embedding X → L q loc (R 2 ) × M (q) loc (R 2 ) is compact for q ≥ 2 (see Lemma (2.1)), we are able to see that U 0 = 0. In fact, we can assume that {E kŨk } k converges strongly to U 0 in L q loc (Q) × M In order to see that U 0 is a weak nontrivial solution of the Boussinesq system (1.1), we will show that J c (U 0 )(φ) = Σ (U 0 )(φ) + G 2,c (U 0 )(φ) = 0 for all φ ∈ X.
If we consider φ ∈ C ∞ 0 (R 2 ), then for sufficiently large k we have that supp φ = Ω ⊂ Q k . So, φ can be considered as an element of either V k or H 1 k , for k large just by defining its periodic extension. Now, forŨ k = (ũ k ,ṽ k ) and φ = (z, w) ∈ (C ∞ 0 (R 2 )) 2 with supp φ ⊂ Q k , we have that Σ (E kŨk ) (φ) = which clearly implies that Σ k (Ũ k ) (φ) → Σ (Ũ 0 ) (φ), since for k large enough φ can be considered in the space X k . On the other hand, we know that
p+1 (Q k ). This fact allows us to conclude that
As a consequence of this, we have that In other words, U 0 is a weak nontrivial solution of the Boussinesq system (1.1). Finally we want to show that J c (U 0 ) = J(c) = {U ∈ X \ {0} : Λ(U ) = 0} and that Ũ k − which is equivalent to say that U 0 is a ground state. Note that we also proved that lim Σ k (Ũ k ) = Σ(U 0 ).
It remains to prove that
To see this, let W k ∈ (C ∞ 0 (Q k )) 2 such that W k → U 0 in X. Then a direct computation shows that
Since W k converges strongly to U 0 in X and Ũ k X k is bounded, we conclude that
But we proved that Σ k (Ũ k )(U 0 ) → Σ k (Ũ 0 )(U 0 ) = 2Σ k (U 0 ). So, taking limit as k → ∞ and using the estimate (2.23),
As desired,
