We give generalizations of a finite version of Euler's pentagonal number theorem and of a q − identity of Gauss by introducing a new parameter.
Introduction
A. Berkovich and F. G. Garvan [1] and with another method S.O. Warnaar [4] have proved that 
Variations of a finite version of Euler's pentagonal number theorem
Generalizing the formula of Berkovich and Garvan we give explicit evaluations of the sums
.
For small values of k ∈ we get the following formulas for ( , ) h L k : .
7,1 7,2 7 7 7 7 7 (7 35 1) (21 21) 1.
The existence of such a representation becomes obvious from ( 1) .
In the general case we define a sequence ( ) w n for n ∈ by ( ) 0 w n = if 2(mod 3) n ≡ and
else. This means From the definition follows that ( ) ( 1). w n w n − = + (1.3)
Then we have
Theorem 1
For each L ∈ and k ∈ the sum
. The sign of the coefficient of jL q is given by ( 1)
Therefore all terms with j in the same residue class mod 3 have the same sign.
E.g.
The expansion of ( , ) h L n has a vanishing constant term if and only if 1(mod 3). n ≡ Therefore we get (3 1) lim ( , 3 1) 0. ( 3 1) ( 1) .
h L n we see that
This can also be verified by using Jacobi's triple product identity. The case (0) 1 h = gives Euler's pentagonal number theorem. For the triple product implies 
Proof of Theorem 1
In order to prove this theorem we use some results about the q − Fibonacci polynomials
∑ from our previous paper [2] . These are q − analogues of the Fibonacci polynomials 
Using the easily verified formula
Then (1.8) can be written as
Combining (1.7) and (1.9) we get ( , , )
n n n n n n n n n f q ff
The formula
(1, ) . ( 1) , Then it is easy to verify that
Note that the right-hand side does not depend on . L ∈ Formula (1.10) gives immediately 2 0 ( , , ) ( , , ). 
The theorem follows if in (1.13) we set s q = − and 0. i =
Variations of a q-identity of Gauss
Consider now the Rogers-Szegö polynomials ( , ) .
Gauss's theorem states that 
x a x a kr x a z
As a special case we get 2  2   2  2  3  2 1  2  2 2  4 2  2  2  2 (1, 1) − . In the following we give two such formulas.
For the first one we generalize the method we used to prove Gauss's theorem: (1, )
This may be written in the form 2 2 1  2  2  2  1  2 1  2  2  2  0   2 1  1  2  2  2  0 ( ; ) (1, ) (1, 1) 2 2 1 ( ; )
The first values are q . Now we want to compute the coefficients of these polynomials. In order to do this we start from the formula 
