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An equilibrium problem for the limiting eigenvalue
distribution of rational Toeplitz matrices
Steven Delvaux∗, Maurice Duits†
Abstract
We consider the asymptotic behavior of the eigenvalues of Toeplitz matrices with rational
symbol as the size of the matrix goes to infinity. Our main result is that the weak limit of the
normalized eigenvalue counting measure is a particular component of the unique solution to
a vector equilibrium problem. Moreover, we show that the other components describe the
limiting behavior of certain generalized eigenvalues. In this way, we generalize the recent
results of Duits and Kuijlaars [7] for banded Toeplitz matrices.
Keywords: Toeplitz matrix, rational function, generalized eigenvalues, (vector) poten-
tial theory.
1 Introduction
For an integrable function f on the complex unit circle {z | |z| = 1} the Toeplitz matrix Tn(f)
of size n× n is defined by
Tn(f) =
(
fi−j
)n
i,j=1
=


f0 f−1 f−2 f−3 . . .
f1 f0 f−1 f−2 . . .
f2 f1 f0 f−1 . . .
f3 f2 f1 f0 . . .
...
...
...
...
. . .


n×n
, (1.1)
where fk is the kth Fourier coefficient of f
fk =
1
2π
∫ 2pi
0
f(eit)e−iktdt. (1.2)
The function f is called the symbol of Tn(f). In this paper we will be interested in symbols f
that are rational. That is, we assume that there exist polynomials A, B1 and B2 such that
f(z) =
A(z)
B1(z)B2(z)
, (1.3)
where the roots of B1 (or B2) lie inside (or outside) the unit circle. Thus we do not allow f to
have poles on the unit circle. We take A so that it has no common roots with B1 and B2.
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Note that if B1(z) = z
q, q ∈ N, and B2(z) ≡ 1, then (1.3) reduces to the Laurent polynomial
f(z) =
A(z)
zq
=
p∑
k=−q
fkz
k (1.4)
where
p = degA− q.
Thus we have fk = 0 for all k > p and for all k < −q. The matrix Tn(f) is then a banded
Toeplitz matrix. The integers p and q in (1.4) correspond to the outermost non-zero diagonals
in the lower and upper triangular part of this matrix, respectively. For a detailed discussion of
banded Toeplitz matrices see [2].
We are interested in the asymptotic behavior of the eigenvalues of Tn(f) as n → ∞. It
is known that the eigenvalues accumulate on a particular curve in the complex plane that we
will introduce shortly. Moreover, there exists a measure on this curve describing the limiting
distribution of the eigenvalues. It was shown in [7] that for banded Toeplitz matrices this limiting
distribution is subject to an equilibrium problem that is naturally constructed out of the symbol.
The purpose of the present paper is to extend this result to the case of rational symbols.
Let us first review some results on the asymptotic behavior of eigenvalues of rationally gen-
erated Toeplitz matrices. Let f be as in (1.3) and Tn(f) the associated Toeplitz matrix. Denote
the spectrum of Tn(f) as
sp Tn(f) = {λ ∈ C | det(Tn(f)− λI) = 0}.
To describe the asymptotic behavior of the spectrum we introduce, as in [13], two different
limiting sets
lim inf
n→∞
sp Tn(f)
consisting of all λ ∈ C for which there exists a sequence {λn}n∈N, with λn ∈ sp Tn(f) converging
to λ, and the set
lim sup
n→∞
sp Tn(f)
consisting of all λ for which there exists a sequence {λn}n∈N, with λn ∈ sp Tn(f) having a
subsequence converging to λ.
It turns out that these limiting sets can be described in terms of solutions to the equation
0 = f(z)− λ = Aλ(z)
B1(z)B2(z)
(1.5)
where
Aλ(z) := A(z)− λB1(z)B2(z). (1.6)
Following the analogy with (1.4), we define
q := degB1, p := max(degA, degB1 degB2)− q. (1.7)
To avoid trivial cases, in what follows we always assume that p, q ≥ 1, see e.g. [6]. We also
assume without loss of generality that
gcd{k | fk 6= 0} = 1, (1.8)
see [2, Page 263].
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Note that Aλ(z) in (1.6) is a polynomial of degree p + q in z, with each of its coefficients
depending linearly on λ. There can be at most one value of λ ∈ C for which the leading coefficient
vanishes. For all other λ ∈ C, the polynomial Aλ(z) has precisely p+ q roots z = z(λ) (counting
multiplicities) and we label them by absolute value as
0 ≤ |z1(λ)| ≤ |z2(λ)| ≤ . . . ≤ |zp+q(λ)|. (1.9)
In case where two or more subsequent roots in (1.9) have the same absolute value, we may
arbitrarily label them so that (1.9) is satisfied. For the special value of λ for which the polynomial
Aλ has less than p+ q roots, say p+ q− k, we again order these roots z1(λ), . . . , zp+q−k(λ) as in
(1.9) and then we set zp+q−k+1(λ) = . . . = zp+q(λ) =∞.
Define the curve
Γ0 := {λ ∈ C | |zq(λ)| = |zq+1(λ)|}. (1.10)
The fact of the matter is that
lim inf
n→∞
sp Tn(f) = lim sup
n→∞
sp Tn(f) = Γ0. (1.11)
This result was first established by P. Schmidt and F. Spitzer [13] in the banded Toeplitz case
(1.4), using a determinant identity by H. Widom [16]. The generalization to the case of rational
symbols (1.3) is due to K.M. Day [6], based on an extension [5] of Widom’s determinant identity.
Let νn be the counting measure on the eigenvalues of Tn(f)
νn =
1
n
∑
λ∈sp Tn(f)
δλ (1.12)
where δλ is the Dirac measure at λ and each eigenvalue is counted according to its multiplicity.
It turns out that the measures νn converge weakly to a measure µ0 on Γ0.
In the banded case (1.4) the measure µ0 is known to be absolutely continuous, and an explicit
expression for this measure was given by I.I. Hirschman [8]. An alternative representation of µ0
can be obtained by setting k = 0 in (1.14) below, cf. [7]. Further results about µ0 in the banded
case can be found in [2, 7, 8, 15].
For Toeplitz matrices with rational symbol (1.3) the limiting eigenvalue measure does not
need to be absolutely continuous. Indeed, it was shown by Day [6] that this measure has an
absolutely continuous part together with at most two point masses.
Finally, we turn to the results of [7]. Consider the general system of curves
Γk = {λ ∈ C | |zq+k(λ)| = |zq+k+1(λ)|}, (1.13)
for k = −q+ 1, . . . , p− 1. Each curve Γk consists of finitely many analytic arcs. We equip every
analytic arc of Γk with an orientation and we define the +-side (or −-side) as the side on the left
(or right) of the arc when traversing the arc according to its orientation.
For k = −q + 1, . . . , p− 1 we define the measure
dµk(λ) =
1
2πi
q+k∑
j=1
(
z′j+(λ)
zj+(λ)
− z
′
j−(λ)
zj−(λ)
)
dλ (1.14)
on the curve Γk. Here dλ denotes the complex line element on each analytic arc of Γk, according
to the chosen orientation of Γk. Moreover, zj+(λ) and zj−(λ) are the boundary values of zj(λ)
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obtained from the +-side and −-side respectively of Γk. These boundary values exist except for a
finite number of points. Note that (1.14) is actually independent of the choice of the orientation.
For the banded case it is shown in [7] that each µk is a finite positive measure. Moreover, µ0
is the measure of Hirschman, that is, the limit of the normalized eigenvalue counting measures
νn as given in (1.12). The main observation in [7] is that the system of measures {µk}k together
uniquely minimizes an energy functional defined on the system of curves {Γk}k.
The purpose of this paper is to prove that also for rational symbols the measures {µk}k
minimize an energy functional, thus generalizing the results in [7]. The general definition of the
energy functional involves point sources that do not occur in the banded Toeplitz case. This is
related to the phenomenon that the limiting eigenvalue distribution possibly has point masses
for rationally generated Toeplitz matrices, as mentioned before. We also emphasize that the µk
are absolutely continuous. It is to be understood that µ0 is the absolutely continuous part of
the limiting eigenvalue distribution, with the possible point masses removed. Our results will be
stated in detail in the next section.
2 Statement of results
2.1 Auxiliary definitions
First we introduce some definitions that will be used in the statement of our main theorems. For
k = 0 these definitions will be essentially the ones of Day [6], but we will state the definitions
for general values of k ∈ {−q + 1, . . . , p− 1}.
Definition 2.1. Recall the notations (1.6)–(1.7). Define the coefficients ak, bk ∈ C, k =
−q, . . . , p, by
Aλ(z) = A(z)− λB1(z)B2(z) =:
p∑
k=−q
(ak − λbk)zq+k. (2.1)
(Note the index shift.) Define λ1, λ2 ∈ C := C ∪ {∞} such that
a−q − b−qλ1 = 0, and ap − bpλ2 = 0,
respectively. Define k1, k2 ∈ {1, . . . , p+ q} to be the maximal indices for which
ak − bkλ1 = 0, k = −q, . . . ,−q + k1 − 1,
and
ak − bkλ2 = 0, k = p− k2 + 1, . . . , p,
respectively. Here we make the convention that ak − bkλj = 0 if bk = 0 and λj =∞, j = 1, 2.
The numbers λ1, λ2 in Definition 2.1 are the unique λ-values for which the polynomial Aλ
has some of its roots equal to 0 (for λ1) or to ∞ (for λ2). In fact, the numbers k1 and k2 are
chosen such that Aλ1 has k1 roots equal to zero, and Aλ2 has k2 roots at∞. For all other values
of λ, Aλ has precisely p+ q roots (counting multiplicities) which are all non-zero and finite.
Remark 2.2. By definition we have that k1, k2 ≤ p+ q. The case where k1 > p+ q or k2 > p+ q
cannot occur since it would imply that all coefficients of Aλ(z) are equal up to multiplication
with a scalar. This would then imply that the numerator and denominator in (1.3) are equal
up to a scalar factor, contrary to our assumptions. Note also that it is possible to have either
k1 = p+ q or k2 = p+ q, but not simultaneously. Indeed, in the latter case we would have that
Aλ(z) = (a−q−λb−q)+(ap−λbp)zp+q and hence B1(z)B2(z) = b−q+ bpzp+q. The latter implies
that either p = 0 or q = 0 which contradicts the assumption p, q ≥ 1 made in the introduction.
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Definition 2.3. For each k = −q + 1, . . . , p− 1 define
m1,k = max
(
1− q + k
k1
, 0
)
∈ [0, 1), (2.2)
m2,k = max
(
1− p− k
k2
, 0
)
∈ [0, 1), (2.3)
and
mk = 1−m1,k −m2,k. (2.4)
The numbers m1,k and m2,k will be the weights of certain point masses, see further. The
quantity mk will be the total mass of the measure µk in (1.14). Occasionally we will also consider
m1,k, m2,k and mk for the indices k = −q or k = p.
Note that the mk are strictly positive for all k. Indeed, from the definition of m1,k,m2,k,mk
and the fact that k1 ≤ p+q and k2 ≤ p+q it is easy to check thatmk ≥ 0 for k = −q+1, . . . , p−1.
Moreover, if mk = 0 for some k then k1 = k2 = p+ q. However, in Remark 2.2 we observed that
this is not possible.
Example 2.4. Consider the banded case, i.e. b0 = 1 and bk = 0 for all other k. In that case we
have λ1 = λ2 = ∞, k1 = q and k2 = p. Then the numbers m1,k, m2,k and mk in Definition 2.3
are given in the following table
k −q + 1 . . . −1 0 1 . . . p− 1
m1,k
q−1
q . . .
1
q 0 0 . . . 0
m2,k 0 . . . 0 0
1
p . . .
p−1
p
mk
1
q . . .
q−1
q 1
p−1
p . . .
1
p
. (2.5)
The last row of (2.5) contains the masses of the measures µk appearing in [7].
Example 2.5. Here are two examples of possible behavior when q = 4 and p = 2:
k −3 −2 −1 0 1
m1,k 2/3 1/3 0 0 0
m2,k 0 0 0 0 0
mk 1/3 2/3 1 1 1
,
k −3 −2 −1 0 1
m1,k 4/5 3/5 2/5 1/5 0
m2,k 0 0 0 1/3 2/3
mk 1/5 2/5 3/5 7/15 1/3
, (2.6)
for the case where (k1, k2) = (3, 1) or (5, 3), respectively. This occurs e.g. for the rational symbols{
f(z) = 1+z
2+2z6
1+z2+z3+z5+z6 (left table),
f(z) = 1+z
2+z3+2z5+2z6
1+z2+z3+z5+z6 (right table).
2.2 The equilibrium problem
Below we will consider measures µ supported on contours in C. If the support is unbounded
then we will assume that ∫
log(1 + |x|) dµ(x) <∞.
For such a measure µ define its logarithmic energy as
I(µ) =
∫ ∫
log
1
|x− y| dµ(x) dµ(y). (2.7)
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Similarly, for measures µ, ν define their mutual energy as
I(µ, ν) =
∫ ∫
log
1
|x− y| dµ(x) dν(y). (2.8)
Definition 2.6. (Compare with [7]) We call a vector of measures ~ν = (ν−q+1, . . . , νp−1) admissi-
ble if νk has finite logarithmic energy, νk is supported on Γk, and νk has total mass νk(Γk) = mk
for every k = −q + 1, . . . , p− 1, recall (2.4).
The energy functional J is defined by
J(~ν) =
p−1∑
k=−q+1
I(νk)−
p−2∑
k=−q+1
I(νk, νk+1)− χλ1 6=∞χk1<p+q
k1
∫
log
1
|x− λ1| dν−q+k1(x)
− χλ2 6=∞χk2<p+q
k2
∫
log
1
|x− λ2| dνp−k2(x). (2.9)
Here we define χλ1 6=∞ to be 1 when λ1 6= ∞ and 0 otherwise. The quantities χλ2 6=∞, χk1<p+q
and χk2<p+q are similarly defined.
The equilibrium problem is to minimize the energy functional (2.9) over all admissible vectors
of positive measures ~ν.
The equilibrium problem may be understood intuitively as follows. On each of the curves
Γk one puts charged particles with total charge mk. Particles that lie on the same curve repel
each other. The particles on two consecutive curves attract each other, but with a strength that
is only half as strong as the repulsion on a single curve. Particles on different curves that are
non-consecutive do not interact with each other in a direct way. In addition, if λ1 6= ∞ and
k1 < p+ q then we have an external field acting on the particles on the curve Γ−q+k1 . Similarly,
if λ2 6=∞ and k2 < p+q we have an external field acting on the particles on Γp−k2 . The external
fields come from point charges at λ = λ1 and λ = λ2, respectively. The minus signs in (2.9) imply
that these point charges are attractive. Such external fields are sometimes referred to as ‘sinks’.
Note that there are no external fields acting on the other measures νk, k 6∈ {−q + k1, p− k2}.
Note that the external fields acting on the measures ν−q+k1 and νp−k2 do not occur in [7].
Indeed, in that case we have λ1 = λ2 = ∞ and hence χλ1 6=∞ and χλ2 6=∞ in (2.9) vanish, see
Example 2.4.
For more information on equilibrium problems with external fields, see [10, 11, 12].
Remark 2.7. In order for the above equilibrium problem to make sense, we need the energy
functional J in (2.9) to be bounded from below. A proof of this boundedness will be given in
Lemma 3.7. For the boundedness it is important to note that
λ1 6∈ Γ−q+k1 and λ2 6∈ Γp−k2 , (2.10)
which follows immediately from the definitions of k1 and k2. Hence the sinks are not on the
contours on which they are acting.
The following is our main theorem.
Theorem 2.8. Recall the notations in (1.7), (1.9), (1.13) and (1.14) and assume that p, q ≥ 1.
Then
(a) The vector of measures ~µ = (µk)
p−1
k=−q+1 defined in (1.14) is admissible.
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(b) For each k ∈ {−q + 1, . . . , p− 1} there exists a constant lk ∈ R such that
2
∫
log
1
|λ− x| dµk(x) −
∫
log
1
|λ− x| dµk+1(x)−
∫
log
1
|λ− x| dµk−1(x)
− χλ1 6=∞χk=−q+k1
k1
log
1
|λ− λ1| −
χλ2 6=∞χk=p−k2
k2
log
1
|λ− λ2| = lk, (2.11)
for λ ∈ Γk \ {λ1, λ2}. Here we let µ−q and µp be the zero measures.
(c) ~µ = (µk)
p−1
k=−q+1 is the unique solution to the equilibrium problem described above.
Theorem 2.8 will be proved in Section 3. Note that the equalities in Part (b) are precisely
the Euler-Lagrange variational conditions of the equilibrium problem. Part (c) will then be a
consequence of the convexity of the energy functional J and the fact that J is bounded from
below.
2.3 The measures µk as limiting distributions of generalized eigenval-
ues
It was proved in [7] that in case of banded Toeplitz matrices, the measures µk for k 6= 0 also
have an interpretation of being the limiting measures for certain generalized eigenvalues. For the
rationally generated Toeplitz matrices such a result remains valid.
Definition 2.9. For k = −q + 1, . . . , p− 1 and n ≥ 1 we define the polynomial Pk,n by
Pk,n(λ) = detTn(z
−k(f(z)− λ))
and we define the kth generalized spectrum of Tn(f) by
spkTn(f) = {λ ∈ C | Pk,n(λ) = 0}.
Finally, we define µk,n as the normalized zero counting measure of spkTn(f)
µk,n =
1
n
∑
λ∈spkTn(f)
δλ,
where in the sum each λ is counted according to its multiplicity as a zero of Pk,n.
The Toeplitz matrix Tn(z
−k(f −λ)) in Definition 2.9 may be interpreted as a shifted version
of Tn(f − λ) = Tn(f)− λI. For example if k = 2 then by (1.2) we have
Tn(z
−2(f − λ)) =


f2 f1 f0 − λ f−1 f−2 . . .
f3 f2 f1 f0 − λ f−1 . . .
f4 f3 f2 f1 f0 − λ . . .
f5 f4 f3 f2 f1 . . .
f6 f5 f4 f3 f2 . . .
...
...
...
...
...
. . .


n×n
. (2.12)
We will show that for each k the sequence {µk,n}n has a limit. Moreover, the limiting measure
will have point masses at λ = λ1 (if λ1 6=∞) and λ = λ2 (if λ2 6=∞) with weights at least m1,k
and m2,k, respectively. On the other hand, if λ1 = ∞ or λ2 = ∞ then the total mass of the
limiting measure is reduced with at least m1,k or m2,k respectively. These facts can already be
seen at the level of the finite-n measures µk,n as the following proposition shows.
7
Proposition 2.10. Let k ∈ {−q + 1, . . . , p − 1}. Then the polynomial Pk,n(λ) satisfies the
following properties.
(a)
{
Pk,n(λ) is divisible by (λ− λ1)m1,kn−c, if λ1 ∈ C,
Pk,n(λ) has degree at most (1−m1,k)n+ c, if λ1 =∞,
(b)
{
Pk,n(λ) is divisible by (λ− λ2)m2,kn−c, if λ2 ∈ C,
Pk,n(λ) has degree at most (1−m2,k)n+ c, if λ2 =∞,
where c ≥ 0 is a constant depending only on the symbol f .
Denote by Qk,n(λ) the quotient polynomial obtained from Pk,n(λ) by removing all its factors
(λ− λ1) (if λ1 ∈ C) and (λ− λ2) (if λ2 ∈ C). Then we have that
(c) Qk,n(λ) has degree at most mkn+ 2c.
Proposition 2.10 will be proved in Section 4.1.
Since the measure (1.14) is absolutely continuous, the best one can hope for is µk being the
absolutely continuous part of the limiting kth generalized eigenvalues distribution. This means
that the possible point masses at λ1 and λ2 should be stripped out in µk. This turns out to be
indeed the case.
Theorem 2.11. Let k ∈ {−q + 1, . . . , p− 1}. Then
lim inf
n→∞
spkTn(f) = lim sup
n→∞
spkTn(f) = Γk,
and
lim
n→∞
∫
C
φ(λ) dµk,n(λ) =
∫
C
φ(λ) dµk(λ) + χλ1 6=∞m1,kφ(λ1) + χλ2 6=∞m2,kφ(λ2) (2.13)
holds for every bounded continuous function φ on C.
From (2.13) we see that m1,k and m2,k are the weights of the point masses at λ1 and λ2 in
the limiting kth generalized eigenvalues distribution, if present.
2.4 Organization of the rest of the paper
The rest of this paper is organized as follows. Section 3 contains the proof of Theorem 2.8. In
Section 4 we prove Proposition 2.10 and Theorem 2.11. Most of the proofs are inspired by the
proofs given in [7] for the corresponding statements in the banded case, hence we will often refer
to that paper. Finally, some illustrations of our results are given in Section 5.
3 Proof of Theorem 2.8
3.1 Proof of Theorem 2.8(a)–(b)
In this section we will prove Theorem 2.8(a)–(b). First we recall some elementary definitions
and properties involving the algebraic equation Aλ(z) = 0.
Definition 3.1. ([2, Section 11.2],[7]) A point λ ∈ C is called a branch point if Aλ(z) = 0 has
a multiple root. A point λ ∈ Γk is an exceptional point of Γk if λ is a branch point, or if there
is no open neighborhood U of λ such that Γk ∩U is an analytic arc starting and terminating on
∂U .
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Proposition 3.2. Let k ∈ {−q + 1, . . . , p− 1}. Then the set Γk in (1.13) is the disjoint union
of a finite number of open analytic arcs and a finite number of exceptional points. The set Γk
has no isolated points.
The proof of this proposition is similar as in [2, Theorem 11.9],[7],[13]. The condition (1.8)
is needed to ensure that the Γk are proper curves, i.e., they are 1-dimensional subsets of C.
A major role is played by the functions wk which, for k = −q + 1, . . . , p− 1 are defined by
wk(λ) =
q+k∏
j=1
zj(λ), λ ∈ C \ Γk. (3.1)
The function wk is analytic in C \ Γk. Occasionally we will also consider wk for the indices
k = −q or k = p.
Note that (1.14) may be written alternatively as
dµk(λ) =
1
2πi
(
w′k+(λ)
wk+(λ)
− w
′
k−(λ)
wk−(λ)
)
dλ.
To discuss the integrability of this measure, we will need the asymptotic behavior of
w′k(λ)
wk(λ)
. The
relevant facts are listed in the following proposition.
Proposition 3.3. Let k ∈ {−q+ 1, . . . , p− 1} and recall the notations in Section 2.1. Then the
following statements hold
(a) For any λ0 ∈ C \ {λ1, λ2}, there exists an l ∈ N := {1, 2, 3, . . .} such that
w′k(λ)
wk(λ)
=
{
O((λ − λ0)−1+1/l), if λ0 ∈ C
O(λ−1−1/l), if λ0 =∞
as λ→ λ0 with λ ∈ C \ Γk. We have l = 1 unless λ0 is a branch point.
(b) Assume λ1 6= λ2. Then near the point λ1 there exists an l ∈ N such that
w′k(λ)
wk(λ)
=
{
1−m1,k
λ−λ1
+O((λ − λ1)−1+1/l), if λ1 ∈ C
− 1−m1,kλ +O(λ−1−1/l), if λ1 =∞
as λ→ λ1 with λ ∈ C \ Γk.
(c) Assume λ1 6= λ2. Then near the point λ2 there exists an l ∈ N such that
w′k(λ)
wk(λ)
=
{
−m2,k
λ−λ2
+O((λ − λ2)−1+1/l), if λ2 ∈ C
m2,k
λ +O(λ
−1−1/l), if λ2 =∞
as λ→ λ2 with λ ∈ C \ Γk.
(d) If λ1 = λ2, then
w′k(λ)
wk(λ)
=
{
mk
λ−λ1
+O((λ − λ1)−1+1/l), if λ1 ∈ C
−mk
λ +O(λ
−1−1/l), if λ1 =∞
as λ→ λ1 = λ2 with λ ∈ C \ Γk.
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Proof. First we make some general observations. For any λ ∈ C \ {λ1, λ2} the polynomial
Aλ(z) = 0 has roots zj(λ), j = 1, . . . , p+ q, all of which are finite and non-zero (although some
of the roots might occur with higher multiplicity). Zero roots or infinite roots can only occur if
λ ∈ {λ1, λ2}. As λ→ λ1, then the k1 smallest roots zj(λ) tend to zero like a power (λ−λ1)1/k1 ,
while the other roots converge to non-zero constants. Similarly, as λ → λ2, then the k2 largest
roots zj(λ) tend to infinity like a power (λ−λ2)−1/k2 , while the other roots converge to non-zero
constants. These facts all follow from Definition 2.1.
To prove the first equality of Part (a), fix λ0 ∈ C \ {λ1, λ2} and denote with zj = zj(λ0),
j = 1, . . . , p + q, the roots of Aλ0(z); by the discussion in the previous paragraph we have
zj ∈ C \ {0} for each j. Pick one of the roots zj which has the highest multiplicity l. Writing
Aλ(z) = (z − zj)lP (z) + (λ− λ0)Q(z)
where P (z) and Q(z) are polynomials with P (zj) 6= 0 and Q(zj) 6= 0, it follows that
zj(λ) = zj + c(λ− λ0)1/l, λ→ λ0,
for some constant c. By taking the logarithmic derivative we obtain
z′j(λ)
zj(λ)
= O((λ − λ0)−1+1/l), λ→ λ0.
The first equality in Part (a) follows from this and the fact that
w′k(λ)
wk(λ)
=
q+k∑
j=1
z′j(λ)
zj(λ)
.
The second equality in Part (a) (for the case λ0 = ∞) is proved in a similar way, this time
using a decomposition
Aλ(z) = (z − zj)lλP (z) +Q(z)
where again P (zj) 6= 0 and Q(zj) 6= 0.
To prove Part (b), first assume that λ1 6= ∞. From the discussion in the first paragraph of
this proof we obtain
z′j(λ)
zj(λ)
=
1
k1(λ− λ1) +O((λ − λ1)
−1+1/k1), λ→ λ1,
for all j = 1, . . . , k1, while
z′j(λ)
zj(λ)
= O((λ − λ1)−1+1/l), λ→ λ1,
for j = k1 + 1, . . . , p+ q and a suitable l ∈ N. Hence
w′k(λ)
wk(λ)
=
q+k∑
j=1
z′j(λ)
zj(λ)
= min
(
q + k
k1
, 1
)
1
λ− λ1 +O((λ − λ1)
−1+1/l˜)
=
1−m1,k
λ− λ1 +O((λ − λ1)
−1+1/l˜)
by virtue of (2.2), with l˜ = max(l, k1). Similarly one can prove the case where λ1 = ∞. The
proofs of Parts (c) and (d) are similar as well.
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Proposition 3.4. For each k we have that µk in (1.14) is a positive measure on Γk with total
mass µk(Γk) = mk as defined in (2.4).
Proof. First we prove that the density (1.14) is locally integrable around the points λ1, λ2, ∞
(at least those of them which lie on the curve Γk). For ∞ this follows from the second equality
in Proposition 3.3(a). For λ1 this follows from Proposition 3.3(b) and taking into account that
the 1/(λ− λ1) terms at the +-side and −-side in (1.14) cancel; a similar argument holds for the
point λ2.
The fact that the measure µk is positive follows from a Cauchy-Riemann argument as in [7,
Proof of Proposition 4.1].
Finally, the statement that µk(Γk) = mk follows from a contour deformation argument as in
[7, Proof of Proposition 4.1]. More precisely, we have
µk(Γk) :=
1
2πi
∫
Γk
(
w′k+(λ)
wk+(λ)
− w
′
k−(λ)
wk−(λ)
)
dλ
=
1
2πi
∫
C
w′k(λ)
wk(λ)
dλ+ χλ1 6=∞Res
(
w′k(λ)
wk(λ)
, λ = λ1
)
+ χλ2 6=∞Res
(
w′k(λ)
wk(λ)
, λ = λ2
)
,
(3.2)
where C is a clockwise oriented contour surrounding Γk and those points λ1 and λ2 which are
finite, and where Res(h, λ) denotes the residue of h at λ. Note that (3.2) is valid even when some
of the λj lie on the curve Γk, j = 1, 2, thanks to the local integrability of µk around these points.
Applying the residue theorem once again, this time for the exterior domain of C, we then find
for the first term in (3.2) that
1
2πi
∫
C
w′k(λ)
wk(λ)
dλ = −Res
(
w′k(λ)
wk(λ)
, λ =∞
)
. (3.3)
The fact that µk(Γk) = mk then follows from (3.2)–(3.3) and the residue expressions in Propo-
sition 3.3; recall also (2.4).
Proposition 3.5. For each k we have that∫
1
λ− x dµk(x) = −
w′k(λ)
wk(λ)
+ χλ1 6=∞
1−m1,k
λ− λ1 + χλ2 6=∞
−m2,k
λ− λ2 , if λ ∈ C \ Γk (3.4)
and∫
log |λ− x| dµk(x) = − log |wk(λ)|+ χλ1 6=∞(1 −m1,k) log |λ− λ1|
− χλ2 6=∞m2,k log |λ− λ2|+ αk, if λ ∈ C (3.5)
for a suitable constant αk.
Remark 3.6. The quantities in the above proposition are only well-defined if λ 6= λj , j = 1, 2.
However, one easily checks that λ1 and λ2 are removable singularities for the right hand sides of
both (3.4) and (3.5), due to the continuity of the corresponding left hand sides.
Proof of Proposition 3.5. The proof of (3.4) follows by contour deformation in a similar way as
in the proof of Proposition 3.4. The relevant expression is now∫
Γk
1
λ− x dµk(x) :=
1
2πi
∫
Γk
1
λ− x
(
w′k+(x)
wk+(x)
− w
′
k−(x)
wk−(x)
)
dx =
1
2πi
∫
C
1
λ− x
w′k(x)
wk(x)
dx
− w
′
k(λ)
wk(λ)
+ χλ1 6=∞
1
λ− λ1Res
(
w′k(x)
wk(x)
, x = λ1
)
+ χλ2 6=∞
1
λ− λ2Res
(
w′k(x)
wk(x)
, x = λ2
)
,
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where C is a clockwise oriented contour surrounding Γk, the point λ, and those points λ1 and
λ2 which are finite. Now the integrand in the integral over C has zero residue at infinity and
therefore this integral vanishes. Using the residue expressions in Proposition 3.3 one then arrives
at the right hand side of (3.4). Finally, the proof of (3.5) then follows by integrating (3.4), see
also [7].
Now we are ready to prove Theorem 2.8(a)–(b).
Proof of Theorem 2.8(a). Taking into account Proposition 3.4, it suffices to show that the loga-
rithmic energy I(µk) is bounded for each k ∈ {−q+1, . . . , p−1}. The latter follows by integrating
(3.5) over µk(λ). Then the left hand side becomes −I(µk), so it suffices to show that each of
the four terms in the right hand side is bounded. For the fourth term this is evident since µk
has finite mass. For the two middle terms this follows from our earlier observation that µk is
integrable around λ1 and λ2 (assuming they are on the curve Γk), which is still true when mul-
tiplying with the logarithmic singularities log |λ−λ1| and log |λ−λ2|. A similar argument holds
for the first term.
Proof of Theorem 2.8(b). The proof of Part (b) follows from (3.5) and the auxiliary results
−log |wk+1(λ)|+2 log |wk(λ)|−log |wk−1(λ)| = log
∣∣∣∣∣
∏k
j=1 zj(λ)
2∏k+1
j=1 zj(λ)
∏k−1
j=1 zj(λ)
∣∣∣∣∣ = log
∣∣∣∣ zk(λ)zk+1(λ)
∣∣∣∣ = 0
for λ ∈ Γk \ {λ1, λ2}, and
−m1,k+1 + 2m1,k −m1,k−1 =
{ −1/k1 k = −q + k1
0 k ∈ {−q + 1, . . . , p− 1} \ {−q + k1} , (3.6)
−m2,k+1 + 2m2,k −m2,k−1 =
{ −1/k2 k = p− k2
0 k ∈ {−q + 1, . . . , p− 1} \ {p− k2} . (3.7)
Here the boundary terms m1,k, m2,k for k = −q or k = p are defined by the usual formulae
(2.2)–(2.3). These considerations imply the desired result for λ ∈ Γk \ {λ1, λ2}; the cases λ = λ1
and λ = λ2 then follow by continuity.
3.2 Proof of Theorem 2.8(c)
To prove Theorem 2.8(c) we rewrite (2.9) in the following way, compare with [7, Eq. (2.12)]:
J(~ν) =

 p−2∑
k=−q+1
mkmk+1
2
I
(
νk
mk
− νk+1
mk+1
)+ 1
2k1mk1
I(ν−q+k1 ) +
1
2k2mk2
I(νp−k2 )
− χλ1 6=∞
k1
∫
log
1
|x− λ1| dν−q+k1(x) −
χλ2 6=∞
k2
∫
log
1
|x− λ2| dνp−k2(x). (3.8)
We leave it to the reader to check the correctness of this identity; note that the calculation makes
use of the auxiliary result
−mk+1 + 2mk −mk−1 =


1/k1 k = −q + k1 6= p− k2
1/k2 k = p− k2 6= −q + k1
1/k1 + 1/k2 k = −q + k1 = p− k2
0 k ∈ {−q + 1, . . . , p− 1} \ {−q + k1, p− k2}
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for k ∈ {−q+1, . . . , p−1}, which follows from (2.4) and (3.6)–(3.7). Here we recall the boundary
values m−q = mp = 0.
We also invoke the fact that
I(ν1 − ν2) ≥ 0, (3.9)
whenever ν1 and ν2 are positive measures with ν1(C) = ν2(C) ≤ ∞. This is a well-known result
if ν1 and ν2 have bounded support [12]. If the support is unbounded this is a recent result of
Simeonov [14].
Lemma 3.7. The energy functional (2.9) is bounded from below on the set of admissible vectors
of measures ~ν.
Proof. From (3.8)–(3.9) we see that in order to show that the energy functional J(~ν) is bounded
from below, it is sufficient to show that
1
2k1mk1
I(ν−q+k1)−
χλ1 6=∞
k1
∫
log
1
|x− λ1| dν−q+k1 (x) (3.10)
and
1
2k2mk2
I(νp−k2)−
χλ2 6=∞
k2
∫
log
1
|x− λ2| dνp−k2(x)
are both bounded from below on the set of admissible vectors of measures ~ν. Let us check this
for the first term (3.10). We will use that
λ1 6∈ Γ−q+k1 ,
a fact already observed in (2.10), which follows immediately from the definition of k1. Now we
distinguish between two cases. The first case is when λ1 = ∞. Then the second term in (3.10)
drops out while on the other hand ∞ = λ1 6∈ Γ−q+k1 , so the contour Γ−q+k1 is bounded and
therefore the first term in (3.10) is bounded from below as well.
The second case is when λ1 6= ∞. Then standard arguments from potential theory show
that the expression (3.10) is minimized precisely when ν−q+k1 is the balayage of the Dirac point
mass at λ1 onto the curve Γ−q+k1 , and in particular this expression is bounded from below [12,
Chapter 2].
Remark 3.8. The above proof goes through because the constant factor in front of the first
term in (3.10) is precisely 1/2. If this constant factor is different from 1/2 then the connection
with balayage measures breaks down, and in fact if the constant is larger than 1/2 then the
energy functional is not bounded from below anymore.
Proof of Theorem 2.8(c). Assume that ~µ is a vector of admissible measures satisfying the equal-
ities in Theorem 2.8(b), and let ~ν be any admissible vector of measures. We need to prove that
J(~ν) ≥ J(~µ) with equality if and only if ~ν = ~µ. Note that the equalities in Theorem 2.8(b) are
precisely the Euler-Lagrange variational conditions of the equilibrium problem. The result then
follows from the fact that the energy functional J is convex and bounded from below. More
precisely, one can use exactly the same argument as in [7, Proofs of Lemma 2.3 and Theorem
2.3(c)], taking into account (3.8)–(3.9). There are some modifications induced by the external
fields, but this does not lead to problems since the latter act in a linear way on the measures.
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4 Proofs of Proposition 2.10 and Theorem 2.11
4.1 Proof of Proposition 2.10
The proof of Proposition 2.10 is based on the reduction of a rationally generated Toeplitz matrix
into banded form, which will then allow us to follow the proof in [7, Proof of Prop. 2.5]. Let us
recall from (1.5) that
f(z)− λ = Aλ(z)
B1(z)B2(z)
,
where the numerator Aλ(z) is a polynomial in z. Then we claim that for any k ∈ {−q +
1, . . . , p − 1} and for any n sufficiently large, the rationally generated Toeplitz matrix with
symbol z−k(f(z)− λ) can be reduced into banded form by the factorization
LnTn
(
z−k(f(z)− λ))Rn = Tn (z−q−kAλ(z))+
(
C 0
0 0
)
n×n
, (4.1)
where
Ln = Tn(B2(z)), Rn := Tn
(
z−qB1(z)
)
,
are non-singular lower and upper triangular Toeplitz matrices respectively. The middle factor
in the left hand side of (4.1) is our rationally generated Toeplitz matrix of interest, and (4.1)
shows that it can be reduced to the banded matrix pencil in the right hand side. Here C is a
matrix whose size and entries are independent of n but depend only on the symbol f(z). For
more information on factorizations of the type (4.1) see e.g. [4, Prop. 2.12] and also [5, 9].
From (4.1) we immediately deduce that
Pk,n(λ) := detTn
(
z−k(f(z)− λ))
=
1
κ
det
(
Tn
(
z−q−kAλ(z)
)
+
(
C 0
0 0
)
n×n
)
, (4.2)
where κ 6= 0 is a numerical constant, given by the product of the diagonal entries of the two
triangular factors Ln and Rn in (4.1).
We are now ready for the proof of Proposition 2.10. The proof will follow by expanding the
determinant in (4.2) by a basic combinatorial argument, see also [7, Proof of Prop. 2.5].
Proof of Proposition 2.10(a). The proposition is obvious if m1,k = 0. So we will assume below
that m1,k > 0, or equivalently
q + k < k1. (4.3)
First we consider the case where λ1 6=∞. By expanding the determinant in (4.2) we find
Pk,n(λ) =
1
κ
∑
pi∈Sn
n∏
j=1
(
aj−pi(j)+k − λbj−pi(j)+k + χj≤|C|χpi(j)≤|C| cj,pi(j)
)
.
Here Sn denotes the set of all permutations of {1, . . . , n}, and we denote with |C| the maximum
of the row and column sizes of the matrix C; note that this number is independent of n. By the
band structure it follows that we only have non-zero contributions for the permutations π that
satisfy
− q − k ≤ j − π(j) ≤ p− k for all j = |C|+ 1, . . . , n. (4.4)
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Denote, for π ∈ Sn,
Npi = {j | j − π(j) ∈ {−q − k, . . . ,−q − k + k1 − 1}}. (4.5)
The set Npi contains all indices j for which the (j, π(j)) entry lies in the union of the k1 topmost
bands of the banded matrix in (4.2). By assumption (4.3) these bands include the main diagonal
j − π(j) = 0 and by definition of k1 we have that the entries in these bands are all divisible by
(λ− λ1).
Denote the number of elements of Npi in (4.5) by |Npi|. Then obviously
Pk,n is divisible by (λ− λ1)minpi∈Sn |Npi|, (4.6)
where we minimize over all permutations π ∈ Sn satisfying (4.4).
Let π ∈ Sn satisfy (4.4). We give a lower bound for |Npi|. Since
∑n
j=1(j − π(j)) = 0 we
obtain
n∑
j=1
(j − π(j))+ =
n∑
j=1
(π(j) − j)+, (4.7)
where (·)+ is defined as (a)+ = max(0, a) for a ∈ R. From the above definitions we also have
that {
j − π(j) ≥ −q − k, if j ∈ Npi
j − π(j) ≥ −q − k + k1, if j ∈ {|C|+ 1, . . . , n} \Npi. (4.8)
By combining (4.7) and (4.8) we find that
(−q − k + k1)(n− |Npi|) + c˜ ≤
n∑
j=1
(j − π(j))+ =
n∑
j=1
(π(j) − j)+ ≤ (q + k)|Npi| − c˜.
Here c˜ ≥ 0 is a correction term which is due to the presence of the matrix C in the top left
matrix corner in (4.2); the number c˜ is clearly bounded from above. We then obtain
|Npi| ≥ k1 − q − k
k1
n− c =
(
1− q + k
k1
)
n− c = m1,kn− c, (4.9)
where we used (2.2) and (4.3), and where we put c := 2c˜/k1. The first statement in Proposi-
tion 2.10(a) now follows from (4.6) and (4.9).
The proof of the second statement in Proposition 2.10(a) (for λ1 = ∞) is similar to the one
above. Now one uses that all the entries aj−pi(j)+k − λbj−pi(j)+k in the bands indexed by j ∈ Npi
have their λ-coefficient bj−pi(j)+k = 0, which then yields in a similar way to (4.6) and (4.9) that
degPk,n ≤ n− min
pi∈Sn
|Npi| ≤ (1−m1,k)n+ c, (4.10)
as desired.
Proof of Proposition 2.10(b). Similar to Part (a).
Proof of Proposition 2.10(c). Part (c) follows immediately from Parts (a) and (b), together with
(2.4), in case where λ1 6= λ2. The case where λ1 = λ2 can be obtained as well, by observing that
at least one of the numbers m1,k and m2,k must be zero in that case. The latter follows since
otherwise the numerator and denominator in (1.3) are equal up to multiplication with a scalar,
contrary to our assumptions.
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4.2 Proof of Theorem 2.11
To prove Theorem 2.11 we need to manipulate the polynomial Pk,n(λ). To this end we will use
a determinant identity by K.M. Day which we state next.
To state the identity, we need some notations. Denote with βi and γi the zeros of B1(z) and
B2(z), respectively. Recall the notation zi = zi(λ) for the roots of Aλ(z). Thus
Aλ(z) = c
p+q∏
i=1
(z − zi(λ)) (4.11)
B1(z) = c1
q∏
i=1
(z − βi) (4.12)
B2(z) = c2
degB2(z)∏
i=1
(z − γi), (4.13)
where c, c1, c2 are non-zero constants.
The following theorem was proved under some additional hypotheses by K.M. Day [5]. Other
proofs are in [3, 9], the former of them stated under the weakest assumptions. We state the
theorem in the form that is most convenient for our purposes.
Theorem 4.1. (Day’s determinant identity). Let k ∈ {−q+1, . . . , p−1} and let λ ∈ C\{λ1, λ2}
be such that all roots of Aλ(z) are distinct. Then
Pk,n(λ) = detTn(z
−k(f − λ)) =
∑
S
CS(λ)(wS(λ))
n, (4.14)
where the sum is over all subsets S ⊂ {1, 2, . . . , p + q} of cardinality |S| = q + k and for each
such S we have
wS(λ) := (−1)q+k(a−q − b−qλ)

∏
j∈S
zj(λ)


−1
(4.15)
and (with S := {1, 2, . . . , p+ q} \ S)
CS(λ) :=
∏
j∈S
zj(λ)
k
∏
i ∈ S, r ∈ R,
j ∈ S¯, t ∈ T
(zj(λ) − βr)(γt − zi(λ))
(zj(λ) − zi(λ))(γt − βr) ,
with R = {1, . . . , q} and T := {1, . . . , degB2(z)}.
Incidentally, observe that (4.15) can be written alternatively as
wS(λ) = (−1)p−k(ap − bpλ)
∏
j∈S
zj(λ). (4.16)
We note that in case where k ∈ {0, . . . , p−1}, our formulation of Theorem 4.1 follows directly
from the one of [5]; for the case k ∈ {−q + 1, . . . ,−1} it can be obtained from the result of [5]
by working with the transposed matrix.
From (4.14)–(4.15) we see that for large n, the main contribution in (4.14) comes from those
subsets S for which |wS(λ)| is the largest possible. For λ ∈ C \ Γk there is a unique such S,
namely
S = Sk := {1, 2, . . . , q + k}.
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Now we are ready to show that the asymptotic distribution of the kth generalized eigenvalues
of Tn(f) is described by the measure µk, together with possible point masses at λ1 and λ2. First
we prove this at the level of the Cauchy transforms.
Proposition 4.2. Let k ∈ {−q + 1, . . . , p− 1}. Then
lim
n→∞
∫
C
dµk,n(x)
λ− x =
∫
C
dµk(x)
λ− x + χλ1 6=∞
m1,k
λ− λ1 + χλ2 6=∞
m2,k
λ− λ2 (4.17)
uniformly on compact subsets of C \ Γk.
Remark 4.3. The above proposition implicitly assumes that λ 6= λj , j = 1, 2. However one
checks that if λj ∈ C \ Γk then λj is a removable singularity for the right hand side of (4.17),
due to the continuity of the left hand side, and then the uniform convergence still applies.
Proof of Proposition 4.2. As already mentioned, for large n the dominant term in Day’s deter-
minant identity Theorem 4.1 is obtained by taking S = Sk := {1, 2, . . . , q + k}. Then we find in
the same way as in [7, Proof of Corollary 5.3] that
lim
n→∞
∫
C
dµk,n(x)
λ− x = limn→∞
1
n
∑
λi∈spk Tn(f)
1
λ− λi = limn→∞
1
n
P ′k,n(λ)
Pk,n(λ)
=
w′Sk(λ)
wSk(λ)
= −w
′
k(λ)
wk(λ)
+ χλ1 6=∞
1
λ− λ1 (4.18)
uniformly on compact subsets of C \ Γk, where the last transition of (4.18) follows from (3.1)
and (4.15). Now from Proposition 3.5 we see that the right hand side of (4.18) equals the right
hand side of (4.17). The proposition is proved.
Now we are ready for the
Proof of Theorem 2.11. From the convergence of the Cauchy transforms in Proposition 4.2 we
deduce that
µk,n → µk +m1,kχλ1 6=∞δλ1 +m2,kχλ2 6=∞δλ2
in the weak-star sense, which means that (2.13) holds for every continuous φ that vanishes
at infinity. Now a priori, it is not immediate that (2.13) holds for all bounded continuous
functions since it is possible that µk,n has mass leaking to infinity as n → ∞. However, from
Proposition 2.10 it follows that this cannot happen, i.e., the measures {µk,n}n are tight. Thus
(2.13) holds indeed for all bounded continuous functions. For more details see [7, Proof of
Theorem 2.6].
5 Example
Consider the rationally generated Toeplitz matrix with symbol
f(z) =
1
2z2 − 5z + 2 =
1
(2z − 1)(z − 2) (5.1)
defined on the complex unit circle. We may compute the Fourier series of this symbol explicitly
and find
f(z) = . . .− 1
12z3
− 1
6z2
− 1
3z
− 1
6
− z
12
− z
2
24
− z
3
48
. . . .
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So the rationally generated Toeplitz matrix Tn(f) looks like
Tn(f) = −


1/6 1/3 1/6 1/12 . . .
1/12 1/6 1/3 1/6 . . .
1/24 1/12 1/6 1/3 . . .
1/48 1/24 1/12 1/6 . . .
...
...
...
...
. . .


n×n
.
Equation (1.6) now becomes
Aλ(z) = 1− λ(2z2 − 5z + 2),
and (1.7) leads to p = q = 1. The roots of Aλ(z) are given by
z1,2(λ) =
1
4λ
(5λ±
√
9λ2 + 8λ),
and they should be labeled in such a way that |z1(λ)| ≤ |z2(λ)| for all λ. The roots z1(λ) and
z2(λ) are coalescing precisely when 9λ
2 + 8λ = 0, so the branch points are λ = 0 and λ = −8/9.
Since p = q = 1, there is only one relevant index k in (1.13), namely k = 0. The corresponding
set Γ0 is simply the line segment connecting the branch points λ = 0 and λ = −8/9:
Γ0 = {λ ∈ C | |z1(λ)| = |z2(λ)|} = [−8/9, 0].
This may be checked from a straightforward calculation.
Definitions 2.1 and 2.3 now specialize as follows: λ1 = 1/2, λ2 = 0, k1 = 1, k2 = 2, and
m1,0 = 0, m2,0 = 1/2 and m0 = 1/2. Thus the limiting eigenvalue distribution of the matrix
Tn(f) for n → ∞ consists of an absolutely continuous part µ0 with total mass 1/2, supported
on Γ0 = [−8/9, 0], and a singular part which is a point mass of mass 1/2 at λ = 0.
The energy functional (2.9) now specializes to
I(ν0)−
∫
log
1
|x− 1/2| dν0(x). (5.2)
So µ0 is the minimizer of (5.2) over all measures ν0 on Γ0 = [−8/9, 0] with total mass 1/2. The
second term in (5.2) can be interpreted as an attraction of µ0 towards the point λ = 1/2.
The measure µ0 is absolutely continuous with density given by (1.14) (with k = 0 and
p = q = 1). The density can be explicitly computed, but we will omit the result since it does not
lead to considerable insight. We only mention that the density blows up like an inverse square
root near both endpoints λ = 0 and λ = −8/9. More precisely, it behaves approximately like
0.28/
√
|λ| near λ = 0 and like 0.10/
√
λ+ 8/9 near λ = −8/9.
Figure 1 contains a plot of the limiting density. The figure shows that there is more mass
near 0 than near −8/9, which is due to the attraction towards λ = 1/2 in (5.2).
Figure 2 shows the result of a numerical computation of the eigenvalues of Tn(f) with n = 60.
Note that approximately half of the eigenvalues is located at zero, according to Proposition 2.10;
in fact we have c = 0 in this case.
We may consider the following modification of (5.1),
f(z) =
1 + ǫz
2z2 − 5z + 2 =
1 + ǫz
(2z − 1)(z − 2) , (5.3)
where ǫ > 0 is some small number. It is still true that λ1 = 1/2 and λ2 = 0 for any ǫ, but for ǫ
non-zero we now have k1 = k2 = 1, m1,0 = m2,0 = 0 and m0 = 1. Thus the limiting eigenvalue
18
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Figure 1: Density of the measure µ0 on Γ0 = [−8/9, 0] for the symbol (5.1). The density blows
up like a square root near both endpoints −8/9 and 0. There is more mass near 0 due to the
attraction towards λ = 1/2.
distribution of Tn(f) is absolutely continuous (without point mass), it has total mass 1, and it
is supported on the interval Γ0 joining the two branch points
−4− 5ǫ± 2√4 + 10ǫ+ 4ǫ2
9
. (5.4)
From the above discussions, we see that the limiting eigenvalue distribution of Tn(f) is
absolutely continuous if ǫ > 0 and has a point mass at the origin if ǫ = 0. To understand this,
note that for ǫ > 0 the energy functional (2.9) contains attracting point charges at both λ1 = 1/2
and λ2 = 0 (since k1 = k2 = 1). In the limit ǫ→ 0, the rightmost endpoint of Γ0 in (5.4) moves
towards the point source at λ2 = 0. This causes an increasing accumulation of mass near this
endpoint which in the limit for ǫ = 0 gives birth to the point mass.
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