Abstract: The investigation of a distance{based regression model, using a one{dimensional set of equally spaced points as regressor values, and p jx ? yj as a distance function, leads to the study of a family of matrices which is closely related to a discrete analog of the Brownian Bridge stochastic process. We describe its eigenstructure and several properties, recovering in particular well{known results on tridiagonal Toeplitz matrices and related topics.
Introduction
The distance{based regression model (Cuadras 1989; Cuadras and Arenas 1990; Cuadras et al. 1996) is an extension of the ordinary linear model which can be applied to qualitative or, in general, to mixed continuous and discrete explanatory variables, provided that a distance can be de ned on the set of values of these variables. A brief description of the method is as follows: Assume we are given n cases or individuals, on which the values y 1 ; : : : ; y n of a continuous response variable y have been observed, corresponding to the values w 1 ; : : : ; w n of a set of explanatory variables. We compute the n n distance matrix = ( (w i ; w j )), and from it, we obtain the matrix X of principal coordinates (see below). Then we perform an ordinary least squares regression of y, taking the columns of X as predictors.
Principal coordinate analysis, also called classic metric scaling, is a solution to the following problem: given an an n n symmetric matrix whose entries are the interdistances between the elements of a set U, we want to obtain n vectors fx i ; 1 i ng in some R k , such that the Euclidean distance kx i ? x j k equals the (i; j) entry in , 1 i; j n. Such a set of vectors is called a Euclidean con guration for U. See, e.g., Mardia et al. (1979) for a detailed account of the technique. The n p matrix X referred to in the previous paragraph is built by stacking together these (row) vectors. The columns of X form an orthogonal set in R n , which we take as the linear predictors in the distance{based regression model. We refer to Cuadras and Arenas (1990) and Cuadras et al. (1996) the square root of the L 1 distance, has excellent properties, and with its use the distance{based model can often replace advantageously a nonlinear model. To examine theoretically the reasons for this behaviour, we consider a a one{dimensional model, with a set U = f0; 1; : : : ; ng of n + 1 equally spaced points as predictor values, and compute the principal coordinates X for these points with the distance ij = p ji ? jj. In principle the rst step is to write the matrix of distances, but the following alternative is more convenient: We observe that the Euclidean distance between the i{th and j{th rows of (n + 1) n matrix (1) is p ji ? jj, hence from the property of duality between principal components and principal coordinates (Mardia et al. 1979 , p.404) we have X = H U V, where H = I ? 1 n+1 1 0 n+1 =(n + 1) is the (n + 1) (n + 1) centring matrix and V is the matrix of orthonormalized eigenvectors of the covariance matrix of U. The covariance s ij between columns i and j of U equals (n + 1) ?2 times c ij = (n + 1) minfi; jg ? i j; 1 i; j n: 
on a partition of 0; 1] in n + 1 subintervals of equal length. As such, it appears in Anderson and Stephens (1993, 1996) and in tests of goodness of t, see Durbin and Knott (1972) . Properties of the Brownian Bridge are discussed by Anderson and Stephens (1996) . In our case the underlying continuous structure is a Bernoulli rather than a Gaussian process (Cuadras and Fortiana 1993, 1995) . This process is presented and compared with the Brownian Bridge in Section 2. The family of matrices containing the covariance of the discretized Brownian Bridge is de ned in Section 3 and some historical references are given in Section 4. The eigenvectors and eigenvalues are obtained in Section 5, and closed formulae for three particular matrices are given in Section 6. (3) is
where fX j g j2N is a countable set of i.i.d. N(0; 1) variables (see, e.g., Anderson and Darling 1952) .
This representation means that both sides of (5) where W 2 is the limit of the Cram er{von Mises statistic W 2 n , which also has a similar but nite decomposition (see Anderson and Stephens 1996) . Similarly,
where U is a uniform 0,1] random variable, namely the identity function on 0; 1]. This follows by direct integration of U 2 s = U s :
As a measure of goodness{of{ t for the hypothesis that a sample follows a uniform (0; 1) distribution, Cuadras and Fortiana (1993) proposed the maximum Hoe ding correlation, + n , between the sample empirical distribution F n and the uniform (0; 1) distribution. In general, given two univariate distributions F and G, the maximum Hoe ding corrrelation is de ned as the maximum of the set of correlations for bivariate distributions having F and G as marginals (see Dall'Aglio et al. 1991 for details). When F = F n and G is the uniform distribution,
where Z (1) : : : Z (n) is the ordered sample and S Z is the empirical standard deviation. Note that any test for a completely speci ed continuous distribution can be reduced to a test for a uniform (0; 1) distribution. Similarly to W 2 n , the correlation + n admits the decomposition (see Cuadras and Fortiana 1993) A sequence of goodness{of{ t tests can be constructed by comparing the coe cients j and their estimates b j . Alternatively, instead of using them to test the hypothesis, these coe cients are used to ascertain the distribution of the data in a geometrical way (Cuadras and Fortiana 1994) . (7) the equality W C W = C holds. A Toeplitz matrix is centrosymmetric, and nonsingular centrosymmetric matrices form a multiplicative group, see Cord and Sylvester (1962) and Good (1970) . In general, the inverse of a Toeplitz matrix is a centrosymmetric matrix. A centrosymmetric matrix is not necessarily symmetric, but C, as de ned above, has both properties.
We now introduce two matrices B and e B related to C. Let It is worth noting that F 2; n] is a Toeplitz matrix, but its inverse is (n+1) ?1 times the non{Toeplitz, but centrosymmetric matrix C n].
Historical remarks
Besides distance{based regression and the discretized Brownian Bridge, the F a; n] matrices, their inverses and other related matrices have been studied in many contexts. Some examples are the following.
Numerical linear algebra. A particular instance (for n = 12) of A = (n + 1) 1 1 0 ? B = maxfn + 1 ? i; n + 1 ? jg; where 1 is the column vector of 1's, is used by Frank (1958) to validate algorithms for eigenvalue computation. Frank notices that A ?1 is a tridiagonal matrix, and gives a closed formula for its 
A related tridiagonal matrix is described by Longley (1981) Theory of inequalities. Fan, Taussky, and Todd (1955) nd discrete versions of inequalities relating the integral of a function and that of its derivatives, e.g.
0 (x 0 (t)) 2 dt, unless x(t) = a sin t. Their proofs are based on nding the minimum value, i.e., the least eigenvalue, of quadratic forms built on F a; n] and related matrices.
Oscillations of discrete mechanical systems. Fan et al. use results of Rutherford (1947 , 1951 concerning eigenvalues of several matrices, which arise in investigations of the motion of mechanical systems consisting of n equal material particles constrained to move in a straight line and linked together by elastic springs. In this context, eigenvectors give the normal modes of vibration, and the corresponding eigenvalues have the meaning of normal periods.
Partial di erential equations. F 2; n] is a Toeplitz matrix and the most popular of this family of matrices, since it is the \second di erence" matrix, which appears in the discretization of the second derivative operator (see Shintani 1968 ).
Serial correlation. The matrices obtained with this family are similar to some matrices of quadratic forms, used for computing serial correlations, especially in the circular model. See Anderson (1971) , Durbin and Watson (1950 , 1951 ) and von Neumann (1941 . See also Anderson and Stephens (1996) . Goodness{of{ t statistics. C n] and F 2; n] appear in the context of uniform goodness{of{ t statistics built from an ordered uniform (0; 1) sample Z = (Z (1) Z (n) ), like the ones considered by Anderson and Stephens (1996) and in Section 2 above, and others, e.g. an analog to W 2 n , studied by Durbin and Knott (1972) . This ubiquity is due to the well{known fact that the matrix of variances and covariances of Z equals (n + 1) ?2 (n + 2) ?1 C n].
Eigenvectors
The eigenvalues and eigenvectors of F a; n] can be expressed in terms of Chebyshev polynomials of the second kind. These are de ned by
The polynomial U p ( ) has the trigonometric representation 
where is de ned by = cos .
Proof:
Let P a; n]( ) be the result of evaluating the characteristic polynomial of F a; n] at = 2 (1 ? ), i.e., P a; n]( ) = det(F a; n] ? 2 (1 ? ) I n ):
(13) Taking a = 2, a direct computation shows the recurrence P 2; n]( ) = 2 P 2; n?1]( )?P 2; n?2]( ). Thus P 2; n]( ) = U n ( ). Expanding the determinant (13) on its last row, whose n{th entry is 2 + (a ? 2), we obtain P a; n]( ) = (2 + (a ? 2)) P 2; n ? 1]( ) ? P 2; n ? 2]( ); (14) hence P a; n] coincides with Q a; n], as de ned in (11). 
where is such that U n (cos ) = (2 ? a) U n?1 (cos ):
The eigenvalue of (det F a; n]) F a; n] ?1 corresponding to the eigenvalue of F a; n] is = (a ? 1) n + 1 : (19) 6 Eigenstructure of B, C and e B For a = 1; 2; 3, the roots of Q a; n]( ) = U n ( ) + (a ?2) U n?1 ( ) can be expressed in closed form, and hence explicit expressions for eigenvalues and eigenvectors can be found.
THEOREM 2 Suppose T is any one of the matrices B, C and e 
in concordance with the result (9).
The sequence f q g in (21) The corresponding eigenvalue of C is obtained from (19).
Matrix e
B. For a = 3, (18) is equivalent to sin(n + 1) + sin = 0. From the identity sin x + sin y = 2 sin((x + y)=2) cos((x ? y)=2), follows the equation sin (2 n + 1) 2 cos 2 = 0:
The solutions are q = 2 q 2 n + 1 ; q = 1; : : : ; n:
For these values, U 2 n ( ) = 0, hence the entries in v q = (v 1q Some of the above eigenvalues and eigenvectors were also obtained by Anderson and Stephens (1996) . Use of the family (8) gives a uni ed approach. As we have seen, this family contains, as particular cases, three matrices related to several statistical problems: goodness{of{ t tests, distance{based regression, the Brownian Bridge and continuous scaling. Finally, it is worth studying the eigenstructure of B. Cuadras (1990) has suggested that the entries of the eigenvectors can be obtained, up to a sign change, by permutation of the entries of the rst eigenvector. An algorithm has been constructed to show that this property is true for any n such that 2n + 1 is a prime number, and has been used to verify the result for primes up to a very large number. The present proof is, however, quite complicated, and work is in progress on an easier proof.
