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a b s t r a c t
In [R. Clarke, G.N. Han, J. Zeng, A combinatorial interpretation of the
Seidel generation of q-derangement numbers, Ann. Comb. 1 (1997)
313–327] Clarke, Han and Zeng introduced a generalized Euler’s
difference table. In this paper, we add a third variable and give a
combinatorial interpretation of this generalization.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Le problème de rencontre en combinatoire classique consiste à compter les permutations sans
point fixe [2]. Le tableau aux différences d’Euler défini par
gnn = n!, gmn = gm+1n − gmn−1 (0 ≤ m ≤ n− 1) (1)
est un outil qui permet de déterminer facilement le nombre de dérangements de [n] := {1, 2, . . . , n}
qui correspond à la valeur de g0n [4]. Il mène également à la formule explicite de ce nombre. Clarke,
Han et Zeng ont prolongé ce tableau d’Euler, en se donnant une suite initiale de polynômes sur le
groupe symétrique Sn, à savoir les polynômes gnn (q, X) =
∑
σ∈Sn q
maj σX fix σ et montré que la suite des
polynômes gmn (q, X) (0 ≤ m ≤ n− 1) définis par
gmn (q, X) = gm+1n (q, X)− Xqn−m−1gmn−1(q, X)
pouvaient s’interpréter à l’aide d’une autre statistique mahonienne ‘‘maf’’ et ‘‘fix’’ (voir [1]).
Utilisant la notationχ qui applique chaque propriété A vers 1 ou 0 suivant que A est vraie ou fausse,




χ(σ(i) = i), maj σ :=
n−1∑
i=1
iχ(σ(i) > σ(i+ 1)).
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où on a utilisé les notations pour les q-factorielles montantes [9]
(a; q)k :=
{
1 si k = 0;





Notons que (2) est une identité due à Gessel et Reutenauer [10].
De l’autre côté, Foata et Han ont introduit la statistique ‘‘pix’’, ‘‘nombre de points pixés’’, et
montré [8] que∑
σ∈Sn
qinv σXpix σ =
∑
σ∈Sn






















Soit u := x1x2 · · · xn un mot dont les lettres sont des entiers positifs sans répétitions. On dit que u
est un désarrangement si x1 > x2 > · · · > x2k et x2k < x2k+1 pour une certaine valeur k ≥ 1. Par
convention xn+1 = ∞. Cette notion a été introduite par Désarménien [3]. Par convention, le mot vide
e est un désarrangement.
La factorisation pixée d’une permutation u := x1x2 · · · xn de [n],introduite par D. Foata et G. Han
(voir, par exemple, [6–8]), est par définition la décomposition u = ugud où ug est un mot croissant,
éventuellement vide, et ud un désarrangement. Si ug = x1x2 · · · xk, on définit Pix u := {x1, x2, . . . , xk}
et pix u := #Pix u. Les éléments de Pix u sont appelés points pixés de u.
Par exemple, soit u = 245973186 une permutation de [6]. On a ug = 245 et ud = 973186. Par
suite Pix u = {2, 4, 5} et pix u = 3.
Une autre classe de statistiques dont nous aurons besoin est la classe des ‘‘lower records’’. Soit
u = x1x2 · · · xn un mot dont toutes les lettres sont des entiers positifs sans répétitions. Une lettre xi
est dite un lower record de u si xi < xj pour tout j tel que j+ 1 ≤ i ≤ n.
Dans leur article [5], D. Foata et G.N. Han ont étudié cette classe de statistiques sur les mots
en distinguant leur parité. En adoptant leurs notations, nous notons Lower σ l’ensemble des lower
records de u, et lower u := #Lower u.
Posons
DesLower u := {j ∈ [n]; xj ∈ Lower u, xj > xj+1};
IDesLower u := {xj ∈ Lower u; j ∈ DesLower};
deslower u := #DesLower u
où l’on convient que xn+1 = 0.
DesLower u n’est autre que l’ensemble des descentes j du mot u0 telles que xj est un lower record
de u.
Soit, par exemple, u = 78563241. On a
Lower u = {1, 2, 3, 5, 7},DesLower u = {5, 8}, IDesLower u = {1, 3}.
Sur Sn nous définissons la statistique linv par
∀u ∈ Sn, linv u := inv u+ lower u−
n∑
j=1
jχ(j ∈ DesLower u). (4)
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Un de nos deux principaux résultats est le suivant:
Théorème 1.1. Il existe une bijection Ψ de Sn sur lui-même telle que
(inv, Pix)u = (linv, IDesLower)Ψ (u).
Posons
Bn(q, X, Z) :=
∑
u∈Sn
qlinv uXdeslower uZ lower u.
La relation (3) et le Théorème 1.1 montrent que
Bn(q, X, 1) = gnn (q, X).
Considérons alors la suite des polynômes {gmn (q, X, Z)}0≤m≤n, généralisant la suite {gmn (q, X)}0≤m≤n,
définis par{
gnn (q, X, Z) = Bn(q, X, Z)
gmn (q, X, Z) = gm+1n (q, X, Z)− X Zqn−m−1gmn−1(q, X, Z) (0 ≤ m ≤ n− 1) (5)
Voici les valeurs de gmn (q, X, Z) pour 0 ≤ m ≤ n ≤ 3:
g11 (q, X, Z) = XZ
g01 (q, X, Z) = 0
g22 (q, X, Z) = qZ + X2Z2
g12 (q, X, Z) = qZ
g02 (q, X, Z) = qZ
g33 (q, X, Z) = (q+ q2)Z + (q+ q2 + q3)XZ2 + X3Z3
g23 (q, X, Z) = (q+ q2)Z + (q2 + q3)XZ2
g13 (q, X, Z) = (q+ q2)Z + q3XZ2
g03 (q, X, Z) = (q+ q2)Z .
Théorème 1.2. gmn (q, X, Z) admet l’interprétation combinatoire suivante:
gmn (q, X, Z) =
∑
u∈Smn
qlinv uXdeslower uZ lower u
où Smn est l’ensemble de toutes les permutations de [n] tels que
IDesLower u ⊂ {n−m+ 1, n−m+ 2, . . . , n}.
Comme conséquence, en notant ∆n := {u ∈ Sn; IDesLower u = ∅}, ensemble des permutations
de [n] n’admettant pas deux lower records adjacents et ne se terminant pas par 1, le q-dérangement





qinv σ+lower σ .
Nous verrons dans la dernière section une autre expression analytique du nombre de dérangements
dn. Nous consacrons la Section 2 et la Section 3 respectivement à la construction de la bijection Ψ et
à la démonstration du Théorème 1.2.
2. La bijection Ψ
Pour tout mot m formé par des entiers tous distincts, on note respectivement |m|, F(m), L(m) et
infm la longueur, la première lettre, la dernière et la plus petite lettre dem. On note également r(m)
le mot renversé dem, c-à-d, r(m) := xnxn−1 · · · x1 sim = x1x2 · · · xn, et sim′ := x′1x′2 · · · x′k est un sous
mot dem tel que x′k ∈ Lowerm, alors on note perm(m′) le mot déduit dem′ comme suit:
– si k est pair, alors on permute x′2l−1 et x
′
2l pour tout x
′
2l ∈ Lowerm;
– si k est impair, alors on permute x′2l et x
′
2l+1 pour tout x
′
2l+1 ∈ Lowerm.
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Par exemple, sim = 78356421, perm(783) = 738 et perm(6421) = 6412.
On désigne par e le mot vide.
Maintenant soit σ ∈ Sn. Si σ = 12 · · · n, on définit Ψ (σ ) := n · · · 21.
Supposons σ 6= 12 · · · n et soit σ gσ d sa factorisation pixée. On a σ d 6= e. On peut décomposer σ d
de manière unique sous la formem1m2 · · ·mk+1 oùm1,m2, . . . ,mk sont des mots non vides vérifiant
les deux conditions suivantes:
(i) L(mk) = inf σ d;
(ii) Si L(σ d) 6= inf σ d (resp. L(σ d) = inf σ d), alors L(m1), L(m2), . . . , L(mk) (resp. L(m1), L(m2),
. . . , L(mk−1)) sont les seuls lower records de σ d n’appartenant pas à IDesLower σ d.
L’entier k est donc entièrement déterminé par
k = lower σ d − deslower σ d + χ(L(σ d) = inf σ d).
Illustrons cette décomposition par un exemple.
Exemple 1. Soit σ = 1 4 5 8 13 14 12 10 9 6 15 11 7 3 2 ∈ S15.
On a σ g = 1 4 5 8 13 14 et σ d = 12 10 9 6 15 11 7 3 2.
Ainsi L(σ d) = inf σ d = 2, et 6 est le seul lower record de σ d n’appartenant pas à IDesLower σ d. Par
conséquent, k = 2, m1 = 12 10 9 6, m2 = 15 11 7 3 2 et m3 = e.
Comme σ d est un désarrangement non vide, alors |m1| est positif et pair. De plus, puisque L(mi−1) <
F(mi)(2 ≤ i ≤ k), alors F(mi) 6= L(mi). Donc les mots m1,m2, . . . ,mk sont tous de longueur ≥ 2.
Notons
per(σ d) := perσ d(m1)perσ d(m2) · · · perσ d(mk)mk+1.
Soit t1, . . . , ts les lower records de per(σ d)et d1, . . . , ds+1 les mots décroissants (éventuellement
vides) tels que d1d2 · · · ds+1 = r(σ g) et ti−1 > x > ti pour toute lettre x de di et pour tout 1 ≤ i ≤ s+1,
avec la convention t0 = ∞ et ts+1 = 0.
On définit σ ′ := Ψ (σ ) comme étant le mot déduit de per(σ d) en insérant di juste avant ti pour
tout 1 ≤ i ≤ s, et ds+1 en dernière position.
Exemple 2. Reprenons la permutation de l’exemple précédent. On a:
per(σ d) = perσ d(12 10 9 6)perσ d(15 11 7 3 2) = 10 12 6 9 15 11 7 2 3;
t1 = 10, t2 = 6, t3 = 2;
d1 = 14 13, d2 = 8, d3 = 5 4 et d4 = 1.
D’où Ψ (σ ) = 14 13 10 12 8 6 9 15 11 7 5 4 2 3 1.
Montrons qu’on a bien
IDesLower σ ′ = Pix σ , linv σ ′ = inv σ .
D’après la définition de ‘‘per’’, IDesLower per(σ d) = ∅. Par conséquent, IDesLower σ ′ est composé de
toutes les lettres des di(1 ≤ i ≤ s+ 1), c-à-d,
IDesLower σ ′ = Pix σ .
D’autre part, la définition de ‘‘per’’ implique également que
inv σ d = inv per(σ d)+ lower per(σ d)
lower σ ′ = deslower σ ′ + lower per(σ d)
inv σ gper(σ d) = inv σ ′ −
s+1∑
i=1
(j− 1)χ(σ ′(j)est une lettre de di)
= inv σ ′ −
n∑
j=1
(j− 1)χ(j ∈ DesLower σ ′)
= inv σ ′ −
n∑
j=1
jχ(j ∈ DesLower σ ′)+ deslower σ ′.
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Par suite
inv σ = inv σ gσ d
= inv σ gper(σ d)+ lowerper(σ d)
= inv σ ′ + lower σ ′ −
∑
jχ(j ∈ DesLower σ ′)
= linv σ ′.
Il nous reste à montrer que Ψ est bijective. Pour cela, il suffit de construire son inverse.
Soit σ ′ ∈ Sn. En gardant les notations précédentes, σ g est le mot croissant formé par tous les
éléments de IDesLower σ ′ etper(σ d) se déduit deσ ′ en supprimant tous ces éléments de IDesLower σ ′.
Enfin, en désignant par yi la lettre de per(σ d) qui se trouve à droite de ti (1 ≤ i ≤ s) (yi existe et
yi 6= ti+1 car IDesLower per(σ d) = ∅), alors σ d se déduit de per(σ d) en permutant yi et ti pour tout
1 ≤ i ≤ s. Donc σ est bien déterminé. 
Exemple 3. Soit σ ′ = 14 9 7 12 8 10 6 5 15 4 13 2 3 11 1. Les éléments de IDesLower σ ′ sont les lettres
soulignées, et les lettres ti sont les lettres en caractère gras. On a
σ g = 1 6 9 14
per(σ d) = 7 12 8 10 5 15 4 13 2 3 11
σ d = 12 7 8 10 15 5 13 4 3 2 11.
Donc
σ = 1 6 9 14 12 7 8 10 15 5 13 4 3 2 11.
On a le tableau suivant pour n = 4
pix σ Pix σ inv σ σ Ψ (σ ) linvΨ (σ ) IDesLowerΨ (σ ) deslowerΨ (σ )
4 {1,2,3,4} 0 1234 4321 0 {1,2,3,4} 4
{1,2} 1 1243 3421 1 {1,2}
{1,3} 2 1342 3241 2 {1,3}
2 {1,4} 3 1432 4231 3 {1,4} 2
{2,3} 3 2341 3214 3 {2,3}
{2,4} 4 2431 4213 4 {2,4}
{3,4} 5 3421 4312 5 {3,4}
{1} 1 1324 2341 1 {1}
{1} 2 1423 2431 2 {1}
{2} 2 2314 2134 2 {2}
1 {2} 3 2413 2143 3 {2} 1
{3} 3 3214 3124 3 {3}
{3} 4 3412 3142 4 {3}
{4} 4 4213 4123 4 {4}
{4} 5 4312 4132 5 {4}
1 2134 1234 1
2 2143 1243 2
2 3124 1324 2
0 ∅ 3 3142 1342 3 ∅ 0
4 3241 2314 4
3 4123 1423 3
4 4132 1432 4
5 4231 2413 5
6 4321 3412 6
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3. Démonstration du Théorème 1.2
Posons
g¯mn (q, X, Z) :=
∑
u∈Smn
qlinv uXdeslower uZ lower u.
Considérons la transformation bijective θ1 de Sm+1n vers Smn ∪ Smn−1 définie comme suit: Soit u ∈ Sm+1n .
– Si n−m 6∈ IDesLower u, alors on définit θ1(u) := u.
– Si n − m ∈ IDesLower u, soit u∗ le mot déduit de u en supprimant la lettre n − m. On définit
θ1(u) := red u∗ où red u∗ est la permutation de [n − 1] déduite de u∗ en diminuant de 1 toute
lettre de u∗ supérieure à n−m.
Dans le premier cas, θ1(u) ∈ Smn , et dans le second, θ1(u) ∈ Smn−1.
Supposons que n−m ∈ IDesLower u. On a
lower u = lower θ1(u)+ 1, deslower u = deslower θ1(u)+ 1.
D’autre part, soit k l’entier tel que u(k) = n−m. Alors
inv u = inv θ1(u)+ (k− 1)+ (n−m− 1);
DesLower θ1(u) = DesLower u \ {k} = {j < k; j ∈ DesLower u}.
On en déduit que
linv u = inv u+ lower u−
∑
jχ(j ∈ DesLower u)
= inv θ1(u)+ k+ n−m− 1+ lower θ1(u)− k−
∑
jχ(j ∈ DesLower θ1(u))
= linv θ1(u)+ n−m− 1.
Il en résulte que
g¯m+1n (q, X, Z) =
∑
u∈Sm+1n ,n−m6∈IDesLower u








qlinv uXdeslower uZ lower u +
∑
u∈Smn−1
qlinv u+n−m−1Xdeslower u+1Z lower u+1
= g¯mn (q, X, Z)+ XZqn−m−1g¯mn−1(q, X, Z)
Ce qui montre que g¯mn (q, X, Z) = gmn (q, X, Z). 
4. Une expression analytique de gnn (q,X, Z) et spécialisation
Soit t := (ti)i≥1 une suite de variables (commutatives). Posons
An(t, q, Z) := Zt1(1+ Zt2q)(1+ q+ Zt3q2) · · · (1+ q+ · · · + qn−2 + Ztnqn−1).
Soit Λm l’homomorphisme défini sur tous les polynômes de variables t1, t2, . . . , tm, Z par: Pour tout
monôme ti1 ti2 · · · tikZ j(1 ≤ i1 < i2 < · · · < ik ≤ m), Λm(ti1 ti2 · · · tikZ j) est le monôme obtenu en
remplaçant Z par Zq, tir par Xq
−ir si ir+1 = ir + 1ou ir = m, et par 1 sinon.
Par exemple,Λ9(t2t3t7t9Z2) = Xq−2Xq−9(Zq)2 = X2q−9.
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Théorème 4.1. On a
gnn (q, X, Z) = Λn(An(t, q, Z)); (n ≥ 1) (6)∑
u∈∆n





(1− qi1)(1− qi2) · · · (1− qik)
)
; (n ≥ 2) (7)




i1i2 · · · ik
)
(n ≥ 2) (8)
où les deux dernières sommations sont étendues à tous les k-uples (i1, i2, . . . , ik) tels que k ≥ 1,
2 ≤ i1 < i2 < · · · < ik ≤ n− 2 et ij+1 − ij > 1 (0 ≤ j ≤ k− 1) avec la convention i0 = 0.
Quand X = 0, alors (6) est tranformé en (7), et quand q = Z = 1, alors (7) est tranformé en (8).












= 120+ 60+ 40+ 30+ 15 = 265.
Pour toute permutation σ = x1x2 · · · xn de [n] de lower records xi1 , xi2 , . . . , xik , posons
poids σ := ti1 ti2 · · · tikqinv σ Zk.
Lemme 4.2. On a∑
σ∈Sn
poids σ = An(t, q, Z).
Preuve. Considérons la bijection θ2 : Sn −→ [n] × Sn−1; σ := x1x2 · · · xn 7→ (k, σ ′) où k = xn et
σ ′ := red x1x2 · · · xn−1 est la permutation de [n− 1] déduite de x1x2 · · · xn−1 en diminuant de 1 toute
lettre supérieure à k.
Si σ ′ = x′1x′2 · · · x′n−1, alors x′i est un lower record de σ ′ si et seulement si xi est un lower record de
σ . De plus, inv σ = inv σ ′ + n− k. Par conséquent,
poids σ =
{
Ztnqn−1poids σ ′ si k = 1;
qn−kpoids σ ′ si k 6= 1.
On en déduit que∑
σ∈Sn




Comme poids 1 = Zt1, alors on a le lemme. 
On est donc en mesure de démontrer l’identité (6) du Théorème 4.1.
Soit σ ∈ Sn, Lower σ = {xi1 , xi2 , . . . , xik} et IDesLower σ = {xia(1) , xia(2) , . . . , xia(r)}(1 ≤ a(1) <
a(2) < · · · < a(r) ≤ k). On a:
poids σ := ti1 ti2 · · · tikqinv σ Zk;
tia(s)+1 = tia(s)+1 (1 ≤ s ≤ r);
tij+1 6= tij+1, j 6= a(s) (1 ≤ s ≤ r).
Ainsi
Λn(poids σ) = X rq−(ia(1)+ia(2)+···+ia(r))Zkqkqinv σ = qlinv σXdeslower σ Z lower σ .
En sommant sur Sn et en utilisant le lemme, on obtient l’identité (6). 
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