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Utilisation des destine´es pour la de´cision et sa
complexite´ dans le cas de formules a` profondeur
de quantification borne´e sur des structures
logiques finies et infinies.
Annie Chateau
Re´sume´
Nous e´tudions les structures logiques finies ou infinies a` travers les e´nonce´s de profon-
deur de quantification donne´e qui sont vrais dans ces structures.
Cette e´tude porte principalement sur un nouvel outil logique appele´ k-destine´es de
Ne´zondet. Une k-destine´e d’une structure consiste en une pre´sentation arborescente des
types de k-isomorphisme de Fra¨ısse´ de la structure. Nous analysons ce nouvel outil, en
particulier nous montrons que les destine´es s’inte`grent parfaitement au contexte des k-
isomorphismes de Fra¨ısse´ et des jeux d’Ehrenfeucht.
Nous de´taillons un algorithme de de´cision utilisant les destine´es. Nous comparons en
de´tail les structures dont on peut construire re´cursivement les destine´es et les structures
H-borne´es. Enfin, nous donnons quelques re´sultats interme´diaires du proble`me NE?=
CoNE et de sa version logique, la conjecture du Spectre.
Using Destinies for the Decision Problem of Sets of Bounded Quantifier
Depth Sentences in Finite or Infinite Structures.
Abstract
We study finite or infinite logical structures, by considering the sets of sentences with
quantifier depth k that are true in these structures. More spacifically, we use a new logic
tool called Ne´zondet destinies. A k-destiny of a structure is a tree containing all the k-
isomorphism types of the structure. We show that destinies are a very relevant notion,
equivalent to Fra¨ısse´ k-isomorphism and Ehrenfeucht games.
We present a decision algorithm using destinies. We carefully compare the class of
structures for which there exists an algorithm to construct destinies, and the class of H-
bounded structures. Finally, we give some partial results on the NE vs. CoNE problem
and its logic equivalent, the Spectrum conjecture.
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Introduction ge´ne´rale
1

3Cette the`se porte sur l’e´tude de structures de taille finie ou infinie, sur des langages
relationnels finis. On s’inte´resse particulie`rement aux e´nonce´s de profondeur de quantifi-
cation borne´e qui sont vrais dans ces structures.
Les outils traditionnels pour e´tudier les e´nonce´s de profondeur de quantification fixe´e
k sont les k-isomorphismes de Fra¨ısse´ ([Fra72]) ainsi que les jeux d’Ehrenfeucht du pre-
mier ordre en k coups ([EF99]). Nous pre´sentons un troisie`me outil, les destine´es de
Ne´zondet ([Ne´z97]), dont la nature est diffe´rente. Les k-isomorphismes de Fra¨ısse´ ainsi
que les jeux d’Ehrenfeucht sont des moyens de comparaison entre les structures. Les des-
tine´es de Ne´zondet sont des outils de description d’une structures : elles repre´sentent, de
manie`re arborescente, tous les types de k-isomorphisme satisfaisables dans la structure.
La premie`re partie de la the`se contient une pre´sentation des destine´es. Nous y de´crivons
un algorithme de de´cision des e´nonce´s de profondeur de quantification donne´e dans une
structure. Cet algorithme utilise les destine´es de la structure. Nous comparons e´galement
les destine´es de Ne´zondet avec les deux autres outils de´ja` cite´s, les k-isomorphismes de
Fra¨ısse´ et les jeux d’Ehrenfeucht.
Le fil conducteur de la deuxie`me partie de la the`se est la construction des destine´es. A
travers deux exemples, nous constatons que l’automatisation de cette construction n’est
pas toujours re´alisable, et que cette automatisation est en partie lie´e a` la de´cidabilite´ de
la the´orie comple`te de la structure choisie. Nous essayons ensuite de cerner dans quels
cas l’automatisation de la construction des destine´es est possible. Nous e´tudions en de´tail
le cas des structures H-borne´es, pour lesquelles on connaˆıt une e´limination des quan-
tificateurs. Dans ce cas, nous comparons la complexite´ de la de´cision des e´nonce´s par
l’algorithme utilisant les destine´es et par la me´thode classique due a` Ferrante et Rackoff
([FR79]).
La troisie`me partie consiste en la pre´sentation de re´sultats obtenus autour du proble`me
NE
?
= CoNE (le comple´mentaire d’un ensemble reconnaissable en temps exponentiel
non de´terministe est-il e´galement un ensemble reconnaissable en temps exponentiel non
de´terministe ?). Plus pre´cise´ment, nous e´tudions l’e´quivalent logique de ce proble`me, la
conjecture du Spectre ([Ass55]), ainsi qu’une conjecture plus forte, propose´e par Ash
([Ash94]). Les re´sultats de´veloppe´s font appel a` l’e´tude des classes de k-isomorphisme de
structures finies. Nous utilisons abondamment les destine´es et les jeux d’Ehrenfeucht afin
de caracte´riser ces classes de k-isomorphisme.
Premie`re partie : Destine´es et de´cision
Les destine´es ont e´te´ introduites par Francis Ne´zondet dans sa the`se ([Ne´z97]), sou-
tenue au LLAIC1 (Laboratoire de Logique, Algorithmique et Informatique de Clermont-
Ferrand 1) en 1997. Ne´zondet de´finit les destine´es et expose un algorithme de de´cision des
e´nonce´s de profondeur de quantification fixe´e utilisant les destine´es. Cette premie`re partie
reprend les travaux de Ne´zondet. Nous adoptons une terminologie le´ge`rement diffe´rente
et nous comple´tons certaines notions. La Partie I se de´compose en cinq chapitres.
4Chapitre 1 : Pre´liminaires
Le Chapitre 1 est un ensemble de rappels de logique, dont le lecteur averti peut se
dispenser.
Chapitre 2 : Une de´finition des destine´es d’une structure
Le Chapitre 2 pre´sente quelques rappels sur les arbres, et donne une de´finition des
destine´es en tant que structures sur un langage donne´. En particulier, on s’attache a` la
notion de destine´e d’une structure sur un langage relationnel fini. En voici un exemple
informel : on se donne la structure de domaine N, les entiers naturels, sur le langage
{≤, P}, ou` le pre´dicat ≤ est interpre´te´ comme l’ordre naturel sur les entiers, et le pre´dicat
unaire P comme la relation “eˆtre premier”.
Ce qu’on appelle 2-destine´e de 〈N,≤, P 〉 est une pre´sentation arborescente des types
de 2-isomorphisme sur cette structure, et plus pre´cise´ment un arbre complet de hauteur
3, dont la racine est l’e´le´ment vide ∅, et les autres nœuds sont des e´le´ments de la structure
(donc ici des entiers).
Pour que la destine´e contienne tous les types de 2-isomorphisme (dans ce cas on dira
qu’elle est exhaustive), on commence par conside´rer un arbre complet de hauteur 3 avec
comme racine ∅ et tel que chaque nœud a pour fils tous les e´le´ments de la structure :
0 1 2 . . .
0
0 1 2 . . .
1
0 1 2 . . .
2
0 1 2 . . .
. . .
0 1 2 . . .
n
0 1 2 . . .
. . .
∅
On a donc un arbre de degre´ infini, de hauteur 3. Pour tenir compte des relations du
langage telles qu’elles sont interpre´te´es dans la structure, on fait ensuite apparaˆıtre les
relations satisfaites par un nœud, avec lui-meˆme et tous ses ascendants (sauf la racine).
Cela apparaˆıt dans notre exemple, pour l’ordre : sous la forme d’un signe “<” si le fils
est infe´rieur au pe`re, un signe “>” si le fils est supe´rieur au pe`re et du signe “=” s’ils
sont e´gaux ; pour le caracte`re premier : sous la forme d’un cadre autour du nœud s’il est
premier :
0
=
1
>
✄
✂
¡
✁
2
>
. . .
>
0
0
<
1
=
✄
✂
¡
✁
2
>
. . .
>
1
0
<
1
<
✄
✂
¡
✁
2
=
. . .
>
✄
✂
¡
✁
2
0
<
1
<
✄
✂
¡
✁
2
<
✄
✂
¡
✁
3
=
. . .
>
✄
✂
¡
✁
3
0
<
1
<
✄
✂
¡
✁
2
<
. . .
>
. . .
∅
5Chapitre 3 : Isomorphismes dans les destine´es
Le Chapitre 3 formalise deux notions fondamentales lorsque l’on utilise les destine´es
d’une structure :
– la notion de destine´e exhaustive, sugge´re´e dans l’exemple ci-dessus,
– la notion de sous-arbres isomorphes dans une destine´e.
Reprenons l’exemple de la 2-destine´e de la structure 〈N,≤, P 〉. Il s’agit maintenant de
re´duire cet objet infini a` une 2-destine´e de taille finie que l’on qualifiera d’essentielle (il
n’y a qu’un nombre fini de types de 2-isomorphisme), en proce´dant de la fac¸on suivante :
– Au niveau des feuilles, si deux feuilles d’un meˆme sous-arbre pre´sentent les meˆmes
relations avec leurs ascendant (feuille comprise), alors on garde la plus petite et on
e´limine l’autre. Par exemple, sur le sous-arbre de 0, on ne garde que les trois feuilles
0, 1 et 2 car tout nombre n supe´rieur a` 2 est tel que :
– s’il est premier, le couple (0,n) est isomorphe au couple (0,2) ;
– s’il n’est pas premier, le couple (0, n) est isomorphe au couple (0,1).
Cela nous donne, pour ce sous-arbre :
0
=
1
>
✄
✂
¡
✁
2
>
0 . . .
∅
– Une fois que l’on a re´alise´ la meˆme ope´ration sur tous les sous-arbres, on regarde
quels sous-arbres sont isomorphes, et on garde le plus petit repre´sentant de chaque
classe. Il reste les 5 sous-arbres de 0, 1, 2, 3 et 4. En effet si n est un nombre entier
supe´rieur a` 4 :
– s’il est premier, le sous-arbre de n est isomorphe au sous-arbre de 3 ;
– s’il n’est pas premier, le sous-arbre de n est isomorphe au sous-arbre de 4.
Cela nous donne, finalement :
0
=
1
>
✄
✂
¡
✁
2
>
0
0
<
1
=
✄
✂
¡
✁
2
>
4
>
1
0
<
✄
✂
¡
✁
2
=
✄
✂
¡
✁
3
>
4
>
✄
✂
¡
✁
2
0
<
✄
✂
¡
✁
2
<
✄
✂
¡
✁
3
=
4
>
✄
✂
¡
✁
5
>
✄
✂
¡
✁
3
0
<
✄
✂
¡
✁
2
<
4
=
✄
✂
¡
✁
5
>
6
>
4
∅
Chapitre 4 : Satisfaction des e´nonce´s et algorithme de de´cision
utilisant les destine´es
Le Chapitre 4 explique comment transporter la satisfaction d’un e´nonce´ de profondeur
de quantification k dans une structure vers la satisfaction d’un e´nonce´ modifie´, appele´
forme destinale, dans une k-destine´e exhaustive de la structure de de´part. L’algorithme
6de de´cision des ensembles d’e´nonce´s de profondeur de quantification infe´rieure ou e´gale a`
k qui est associe´ a` cette transformation est e´galement pre´sente´.
Informellement, sur notre exemple, l’algorithme de de´cision est le suivant : une fois la
destine´e construite, on peut de´cider simplement les e´nonce´s du premier ordre sur le langage
choisi (ici {P,<}) de profondeur de quantification infe´rieure a` la hauteur de la destine´e
(ici ≤2), en “ve´rifiant” si l’e´nonce´ est vrai sur la destine´e, c’est-a`-dire en instanciant ses
variables de la fac¸on suivante : prenons l’exemple de l’e´nonce´ ∀x∃y(P (y) ∧ (P (x) ∨ (x <
y))). Imaginons quelques minutes que nous ne savons pas s’il s’agit d’un the´ore`me, et
notons F [x, y] = P (y) ∧ (P (x) ∨ (x < y)).
De´composons cet e´nonce´ :
– le premier quantificateur est un ∀, il va donc falloir donner a` x successivement toutes
les valeurs des nœuds fils de ∅ de la destine´e et faire tourner l’algorithme sur chacun
des sous-arbres : si tous les re´sultats sont positifs (la sous-formule ∃yF [x, y] est vraie
quand on attribue a` x la valeur du nœud), c’est que l’e´nonce´ est un the´ore`me ; si
l’un des re´sultats est ne´gatif, c’est que l’e´nonce´ n’est pas un the´ore`me, et on a un
contre-exemple explicite.
– le deuxie`me quantificateur est un ∃, on va donc encore une fois, pour une valeur
donne´e de x parmi les valeurs des nœuds fils de ∅, donner successivement a` y toutes
les valeurs des fils de x dans la destine´e. Cette fois les crite`res de “re´ussite” sont
diffe´rents : si l’un des re´sultats est positif, c’est que la sous-formule ∃yF [x, y] est
vraie pour cette valeur de x, et on a un y qui convient explicitement ; si tous les
re´sultats sont ne´gatifs, alors c’est que la sous-formule ∃yF [x, y] est fausse pour cette
valeur de x.
Faisons tourner cet algorithme sur l’e´nonce´ choisi : on donne a` x les valeurs 0, 1, 2, 3, 4
successivement, et pour chacune de ces valeurs on donne a` y les valeurs des fils du nœud
correspondant a` la valeur de x (0, 1, 2 pour x = 0 ; 0, 1, 2, 4 pour x = 1 ; 0, 2, 3, 4 pour
x = 2 ; 0, 2, 3, 4, 5 pour x = 3 et 0, 2, 4, 5, 6 pour x = 4), et on e´value F [x, y]. Pour
chaque valeur de x, on a une valeur de y pour laquelle F [x, y] est ve´rifie´e, donc l’e´nonce´
initial est vrai.
La complexite´ de cet algorithme est en O(Np × n
2), ou` Np est le nombre de nœuds de la
destine´e et n est la taille de la formule. Une pre´sentation de´taille´e de l’algorithme peut
eˆtre trouve´e dans [Cha00], [Cha01] et [Cha02].
L’intereˆt de cette me´thode de de´cision re´side dans le fait qu’une fois la destine´e construite,
et stocke´e, on peut utiliser cet algorithme tre`s simple pour de´cider un tre`s grand nombre
d’e´nonce´s. Cela soule`ve la question de la construction des destine´es, qui est l’objet de la
deuxie`me partie.
Chapitre 5 : Comparaison des destine´es avec les k-isomorphismes
et les jeux
On peut trouver une pre´sentation de´taille´e des k-isomorphismes de Fra¨ısse´ dans divers
ouvrages, tels que [Fra72], [Hod93] ou [Poi85], et des jeux d’Erhenfeucht-Fra¨ısse´ dans
[EF99] ou [Hod93].
7Le principal re´sultat du Chapitre 5 est le the´ore`me suivant :
Theore`me 1
Soient A et B deux σ-structures, (a1, . . . , an) et (b1, . . . , bn) deux n-uples
d’e´le´ments de A et B respectivement. Soit k ≥ 0. Les assertions suivantes sont
e´quivalentes :
1. Les n-uples (a1, . . . , an) et (b1, . . . , bn) sont k-isomorphes (au sens de
Fra¨ısse´).
2. Joueur II a une strate´gie gagnante pour le jeu d’Ehrenfeucht en k coups
Gk((A, a1, . . . , an), (B, b1, . . . , bn)).
3. B |= ϕk(a1,...,an)(b1, . . . , bn).
4. Les n-uples (a1, . . . , an) dans A et (b1, . . . , bn) dans B satisfont respective-
ment les meˆmes formules de profondeur de quantification k a` n variables
libres.
5. Deux k-destine´es exhaustives des structures (A, a1, . . . , an) et (B, b1, . . . , bn)
sont isomorphes.
Graˆce a` ce the´ore`me, on dispose d’un e´ventail de techniques e´quivalentes pour e´tudier les
e´nonce´s a` profondeur de quantification borne´e.
Deuxie`me partie : Structures infinies
L’algorithme de de´cision de´crit au Chapitre 4 fait appel a` une k-destine´e de la struc-
ture, ou` k est la profondeur de quantification des e´nonce´s a` de´cider. Il faut donc, pour avoir
un processus de de´cision complet, disposer d’un algorithme de calcul de cette k-destine´e.
Dans le cas d’une structure finie, les destine´es sont faciles a` construire a` partir de l’arbre
complet, car celui-ci est fini. Mais dans le cas d’une structure infinie, bien qu’une destine´e
exhaustive et essentielle de la structure soit un objet fini, l’arbre complet permettant d’y
aboutir est infini. Il faut donc pouvoir de´terminer les “limites” d’une destine´e exhaustive
et essentielle afin de construire un arbre ne contenant qu’un nombre fini mais suffisant de
nœuds.
La Partie II s’inte´resse au processus de calcul des destine´es d’une structure. On com-
mence par conside´rer deux exemples, un cas ou` la construction n’est pas facile, et un cas
ou` cette construction est automatisable. Puis nous ge´ne´ralisons le processus automatique
de calcul des destine´es a` toute une classe de structures. La Partie II se compose de quatre
chapitres.
Chapitre 6 : Construction de la 3-destine´e re´duite de 〈N, S,⊥〉
Le Chapitre 6 pre´sente un premier exemple de construction de destine´e d’une structure.
La structure conside´re´e est la structure arithme´tique 〈N, S,⊥〉 (les entiers naturels munis
du successeur et de la coprimarite´), dont la the´orie comple`te est inde´cidable.
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correspondent a` cinq sous-arbres pour lesquels on ne sait pas s’ils apparaissent dans la
destine´e (on n’a ni trouve´ de te´moin, ni prouve´ qu’il n’y avait pas de te´moin pour ces
sous-arbres).
On dispose alors d’un e´ventail de 32 algorithmes de de´cision possibles des e´nonce´s de
profondeur de quantification infe´rieure ou e´gale a` 3 sur cette structure, mais on ne sait
pas lequel est le bon.
Chapitre 7 : Un algorithme de construction des destine´es de 〈N,≤〉
Le Chapitre 7 pre´sente un deuxie`me exemple de construction de destine´es d’une struc-
ture. Contrairement au chapitre pre´ce´dent, cette construction se passe bien, dans le sens
ou` elle est toujours possible, et automatisable.
La structure conside´re´e est la structure 〈N, <〉, dont la the´orie comple`te est de´cidable.
Nous calculons les bornes indiquant a` quel nœud s’arreˆter lorsque l’on construit l’arbre
pour que la destine´e soit exhaustive (a` chaque niveau, ces bornes de´terminent le nombre
de fils du nœud que l’on est en train d’examiner pour que l’ensemble de l’arbre soit
exhaustif).
Nous pre´sentons l’algorithme de construction d’une k-destine´e re´duite de la structure
pour tout k, a` partir de ces bornes.
Chapitre 8 : Comparaison entre structures a` destine´es re´cursives
et structures H-borne´es
Le Chapitre 8 consiste en une ge´ne´ralisation du processus de construction de´crit au
Chapitre 7. Nous rappelons la notion de structure H-borne´e ([FR79] ou [Dub95]). Les
structures H-borne´es admettent une e´limination des quantificateurs et posse`dent donc
des the´ories comple`tes de´cidables.
Le re´sultat de la comparaison entre les structures H-borne´es et les structures dont
on peut construire algorithmiquement les destine´es est le suivant : si la structure est
H-borne´e, avec H calculable, alors on peut, pour tout k ≥ 1, construire une k-destine´e
algorithmiquement. En revanche, il existe une structure, que l’on pre´sente dans cette
partie, pour laquelle on peut construire les destine´es, mais qui n’est H-borne´e pour aucune
fonction H calculable.
Chapitre 9 : Comparaison entre l’algorithme de Ne´zondet et l’al-
gorithme de Ferrante et Rackoff
Dans le cas ou` la structure est H-borne´e, nous disposons, d’apre`s le Chapitre 8, de
deux algorithmes de de´cision :
– l’algorithme de de´cision duˆ a` Ferrante et Rackoff ([FR79]), utilisant une e´limination
des quantificateurs,
– l’algorithme de de´cision de Ne´zondet, utilisant les destine´es de la structure.
Le Chapitre 9 pre´sente une comparaison des complexite´s de ces deux algorithmes, et
les avantages et inconve´nients respectifs des deux me´thodes.
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Outre l’application a` la de´cision, les destine´es sont utilise´es, au meˆme titre que les
autres outils que sont les jeux et les k-isomorphismes, dans un proble`me relevant du
domaine de la the´orie des mode`les finis. Le proble`me initial est le suivant : “est-ce que la
classe de complexite´ NE et la classe de complexite´ CoNE co¨ıncident ?”, autrement dit, “le
comple´mentaire d’un langage reconnaissable en temps exponentiel non de´terministe est-il
e´galement un langage reconnaissable en temps exponentiel non de´terministe ?”. La Partie
III pre´sente ce proble`me de complexite´ sous un angle particulier qui est celui de la the´orie
des mode`les finis : on se rame`ne a` un proble`me e´quivalent en the´orie des mode`les finis,
la conjecture du Spectre ([Ass55]). Cette partie se de´compose en cinq chapitres. Les deux
premiers de´crivent respectivement le contexte et les me´thodes utilise´es, les trois derniers
pre´sentent les re´sultats obtenus au cours de ce travail de the`se.
Chapitre 10 : le proble`me NE
?
= CoNE et la conjecture du Spectre
Le Chapitre 10 pre´sente le contexte ge´ne´ral du proble`me NE
?
= CoNE. Ce proble`me
posse`de une formulation e´quivalente en the´orie des mode`les finis, intitule´e “conjecture
du Spectre” ([Ass55]). Le spectre d’un e´nonce´ du premier ordre est l’ensemble des car-
dinaux des mode`les finis de cet e´nonce´. La conjecture du Spectre est la suivante : “Le
comple´mentaire d’un spectre est-il un spectre ?”. La classe des parties de N qui sont des
spectres co¨ıncide exactement avec la classe des langages reconnaissables en temps expo-
nentiel non de´terministe ([JS74]), d’ou` l’e´quivalence entre les deux formulations.
La conjecture du Spectre est implique´e par une autre conjecture de the´orie des mode`les
finis, la conjecture de Ash ([Ash94]). Cette conjecture porte sur le comportement d’une
fonction de comptage des classes de k-isomorphismes en fonction de la taille des structures
sur un langage relationnel fini σ :
n 7→ Nσ,k(n),
ou` Nσ,k(n) est le nombre de σ-structures de taille n qui ne sont pas k-isomorphes.
L’e´nonce´ de la conjecture est le suivant :
“Pour tout k et tout σ, la fonction n 7→ Nσ,k(n) est ultimement constante.”
La ve´rite´ de cette conjecture implique un re´sultat positif pour la conjecture du spectre et
par conse´quent, implique NE = CoNE. Ash en sugge`re une version le´ge`rement affaiblie
(la fonction est ultimement pe´riodique), qui est e´galement suffisante (mais non ne´cessaire)
pour de´montrer la conjecture du Spectre.
Ce chapitre pre´sente un affaiblissement de cette conjecture qui donne une condition
non seulement suffisante mais aussi ne´cessaire sur le comportement de la fonction Nσ,k
pour que la conjecture du Spectre soit vraie. Nous appelons cette version affaiblie “la
conjecture de Ash ultrafaible”.
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Chapitre 11 : Angles d’attaque de la conjecture de Ash et de la
conjecture du Spectre
Le Chapitre 11 pre´sente les me´thodes employe´es pour tenter de re´soudre la conjecture
du Spectre, notamment en re´alisant des restrictions :
– syntaxiques (on fixe l’arite´ des relations, par exemple, en e´tudiant le cas ou` σ est
compose´ uniquement de relations unaires, ou uniquement de relations binaires) ;
– se´mantiques (on associe une the´orie au langage, et on compte non plus les classes
de k-isomorphisme de structures, mais les classes de k-isomorphisme de mode`les de
cette the´orie).
Chapitre 12 : Le cas k = 2
Le Chapitre 12 pre´sente un re´sultat partiel de la conjecture de Ash et de la conjecture
du Spectre. Nous montrons que pour des e´nonce´s de profondeur de quantification 2, la
conjecture de Ash est ve´rifie´e, et par conse´quent la conjecture du Spectre l’est e´galement.
Chapitre 13 : Re´sultats sur le cas binaire
Le Chapitre 13 pre´sente une se´rie de re´sultats concernant des the´ories sur des langages
d’une relation binaire et l’e´galite´. Le cas ge´ne´ral se rame`ne au cas d’une relation de graphe,
via un rembourrage polynomial, c’est pourquoi nous nous inte´ressons, dans ce chapitre, a`
des cas particuliers de relations de graphe. Nous montrons notamment que la conjecture
de Ash pe´riodique est vraie dans le cas d’un graphe de bijection, d’un graphe de fonction,
d’un graphe oriente´ ou non oriente´ de degre´ total 2. Nous montrons e´galement que dans
le cas d’un graphe de bijection, la conjecture de Ash constante est fausse. Dans tous ces
cas, la conjecture du Spectre est vraie, et l’on sait pre´ciser la forme du comple´mentaire
des spectres.
Chapitre 14 : Re´sultats sur les e´quivalences
Le Chapitre 14 pre´sente des re´sultats de meˆme nature concernant la the´orie d’une
relation d’e´quivalence et l’e´galite´ : dans ce cas, la conjecture de Ash pe´riodique est vraie.
On pre´sente e´galement le cas de deux relations d’e´quivalence imbrique´es, pour lequel la
conjecture de Ash pe´riodique est vraie. On montre enfin que le cas ge´ne´ral peut se ramener
au cas de deux relations d’e´quivalence et l’e´galite´ via un rembourrage polynomial.
Les diffe´rents exemples pre´sente´s permettent de dresser un e´tat de l’art et de fournir des
pistes pour poursuivre l’e´tude de la conjecture du spectre.
Premie`re partie
Destine´es et de´cision
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Cette premie`re partie est de´die´e a` des rappels de logique et des de´finitions concernant
les destine´es de Ne´zondet. On a repris certains travaux que Francis Ne´zondet a expose´
dans sa the`se ([Ne´z97]), ou` les destine´es ont fait pour la premie`re fois leur apparition sur
la sce`ne publique. Au-dela` du caracte`re pittoresque de leur nom, les destine´es de Ne´zondet
apportent beaucoup a` la compre´hension globale d’une structure, et de son expressivite´ a`
profondeur de quantification fixe´e.
Francis Ne´zondet a de´fini, de´crit et utilise´ les destine´es, mais il reste encore beaucoup
a` dire sur ces objets mathe´matiques. Cette premie`re partie correspond tout d’abord a` un
travail de “lissage” et de simplification des notions pre´sente´es par F. Ne´zondet. Pour cette
raison, les lecteurs des deux the`ses ne retrouveront pas exactement les meˆmes termes ni
les meˆmes de´finitions, mais les notions les plus importantes sont bien suˆr conserve´es.
Le terme de “destine´e” n’a pas e´te´ choisi innocemment. En effet la proble´matique dans
laquelle les destine´es ont e´te´ introduites est celle de la de´cidabilite´ d’ensemble d’e´nonce´s
de profondeur de quantification fixe´e (ces notions sont rappele´es dans le Chapitre 1). Les
destine´es sont des arbres dont la hauteur correspond a` la profondeur de quantification
choisie, qui illustrent tout ce qui est vrai, dans une structure donne´e, a` cette profondeur
de quantification. Une p-destine´e porte donc en elle le “destin” a` la profondeur de quan-
tification p des e´le´ments de la structure. Nous verrons qu’il s’agit en fait de repre´sentants
des classes de p-isomorphisme au sens de Fra¨ısse´, et que ces deux notions, destine´es et
p-isomorphismes, sont intimement lie´es.
Cette premie`re partie se de´compose en cinq chapitres.
Dans le Chapitre 1, on rappelle quelques notions essentielles de logique : langages,
formules, the´ories, mode`les, proble`me de de´cision.
Dans le Chapitre 2, on pre´sente une de´finition des destine´es ainsi que le vocabulaire
ne´cessaire sur les arbres.
Dans le Chapitre 3, nous de´finissons deux proprie´te´s des destine´es, a` savoir l’essentialite´
(signifiant qu’il n’y a pas de redondance entre plusieurs sous-arbres dans une destine´e)
et l’exhaustivite´ (signifiant que toute configuration a` la profondeur p est bien repre´sente´e
dans la destine´e). Nous introduisons e´galement une notion de re´duction qui permet de
normaliser pour certaines structures les destine´es qui leur sont associe´es.
On de´crit ensuite au Chapitre 4 l’algorithme de de´cision de l’ensemble des e´nonce´s
de profondeur de quantification infe´rieure ou e´gale a` p qui sont vrais dans une structure
donne´e. Cet algorithme s’obtient en utilisant une destine´e exhaustive de rang p de cette
structure. Il s’appuie sur le transport des e´nonce´s du langage initial vers un e´nonce´ du
langage des destine´es, tel que l’e´nonce´ initial est vrai dans la structure si et seulement si
l’e´nonce´ transforme´ est vrai dans la destine´e.
Enfin, on pre´sente dans le Chapitre 5 la comparaison entre les destine´es de Ne´zondet,
les isomorphismes de Fra¨ısse´ et les jeux d’Ehrenfeucht, a` savoir que ces trois outils per-
mettent d’e´tudier les meˆmes proprie´te´s, tout en gardant chacun leur domaine d’application
privile´gie´. Il s’agit en fait de trois points de vue diffe´rents sur la meˆme notion.
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Chapitre 1
Pre´liminaires
On rappelle quelques notions e´le´mentaires de logique, plus amplement de´taille´es dans
[CL94] ou [End72].
1.1 Langages, formules et structures
1.1.1 Langages et formules
De´finition 1 (Langage du premier ordre)
Un langage est un ensemble de symboles qui peuvent eˆtre :
– des symboles de constante c ;
– des symboles de relation R ;
– des symboles de fonction f .
On ne conside`re dans cette the`se que des langages qui ne comportent pas de symbole
de fonction. Les symboles de constante pouvant eˆtre assimile´s a` des symboles de relation
d’arite´ 0, on appelle un tel langage sans symbole de fonction un langage relationnel.
On exige de plus que le langage soit fini (c’est-a`-dire qu’il ne comporte qu’un nombre fini
de symboles). Ces langages ne sont pas ne´cessairement e´galitaires (un langage e´galitaire
est un langage qui comporte le symbole d’e´galite´ =).
On se fixe de´sormais un langage σ.
De´finition 2 (Variables et termes)
Soit V un ensemble de´nombrable de symboles, disjoint de σ. L’ensemble V est
appele´ ensemble de variables, et on de´finit les termes du premier ordre sur
le langage σ par induction :
– les symboles de constante et les variables sont des termes ;
– pour tout symbole de fonction f d’arite´ k dans σ, et pour tous termes du
premier ordre t1, . . . , tk du langage σ, l’expression f(t1, . . . , tk) est un terme
du premier ordre.
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De´finition 3 (Formules)
Les formules du premier ordre sur le langage σ (ou σ-formules), sont
de´finies comme suit :
– pour tout symbole de relation r d’arite´ k du langage σ, et tous termes t1, . . . , tk
du premier ordre sur σ, l’expression r(t1, . . . , tk) est une formule du premier
ordre sur σ ;
– pour toutes formules F et G du premier ordre sur le langage σ, les expressions
(¬F ), F ∨G et F ∧G (respectivement “non F”, “F ou G” et “F et G”) sont
des formules du premier ordre sur le langage σ ;
– une variable est dite libre si elle n’est pas quantifie´e par un quantificateur
existentiel ou universel. Elle est lie´e sinon. Pour toute formule F du premier
ordre sur σ et toute variable x libre dans F , les expressions ∃x(F ) et ∀x(F )
(respectivement, “pour tout x, F” et “il existe x tel que F”) sont des formules
du premier ordre sur le langage σ.
De´finition 4 (E´nonce´)
Une formule sans variable libre est appele´e un e´nonce´, ou encore formule close.
1.1.2 The´ories et mode`les
De´finition 5 (Structure)
Une structure X sur un langage σ (ou σ-structure ) est un couple 〈X, σX 〉, ou` :
– X est un ensemble, appele´ le domaine de la structure X ;
– σX est un ensemble de constantes, relations et fonctions sur le domaine X,
chacune associe´e a` un symbole de meˆme nature et de meˆme arite´ du langage
σ, appele´es interpre´tations des symboles de σ dans la structure X .
De´finition 6 (The´orie)
Une the´orie du premier ordre T sur un langage σ est un ensemble d’e´nonce´s du
premier ordre sur le langage σ.
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De´finition 7 (Satisfaction des formules)
Soit X une σ-structure et F une formule du premier ordre sur σ a` k variables
libres. Soient a1, . . . , ak des e´le´ments du domaine X. On dit que (X , a1, . . . , ak)
satisfait F , ou que F est vraie dans (X , a1, . . . , ak), et on note
(X , a1, . . . , ak) |= F (a1, . . . , ak),
lorsque la formule F (a1, . . . , ak) est vraie quand ses variables lie´es parcourent X.
De´finition 8 (Mode`le)
Une σ-structure X est mode`le d’une the´orie T sur le langage σ si tous les
e´nonce´s de T sont vrais dans X .
De´finition 9 (The´orie comple`te d’une structure)
Soit une σ-structure X . On appelle the´orie comple`te de la structure X l’en-
semble des e´nonce´s du langage σ qui sont vrais dans X .
1.1.3 Profondeur de quantification
La notion de profondeur de quantification est fondamentale pour l’utilisation des des-
tine´es. Elle se de´finit par induction sur la structure de la formule, comme suit :
De´finition 10 (Profondeur de quantification d’une formule)
Soit σ un langage. La profondeur de quantification d’une formule F du pre-
mier ordre sur le langage σ, note´e q(F ), est de´finie par :
– si F est atomique, q(F ) = 0 ;
– si F est combinaison boole´enne de formules G1, . . . , Gk, alors
q(F ) = max(q(G1), . . . , q(Gk)) ;
– si F est de la forme ∀xG ou ∃xG, alors q(F ) = q(G) + 1.
1.2 Proble`me de de´cision des e´nonce´s dans une struc-
ture
Nous allons nous inte´resser a` un proble`me tre`s e´tudie´ en logique mathe´matique : celui
de la de´cision des e´nonce´s dans une structure.
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De´finition 11 (The´orie de´cidable)
Une the´orie T est de´cidable si l’ensemble des e´nonce´s qui sont conse´quences
logiques de T est re´cursif.
Dans les exemples qui sont pre´sente´s par la suite, on s’inte´resse aux the´ories comple`tes
de structures sur un langage relationnel fini.
Dans ce cadre pre´cis, une telle the´orie est de´cidable lorsque l’on dispose d’un algorithme
qui prend en entre´e un e´nonce´ et re´pond a` la question “Cet e´nonce´ est-il vrai dans la
structure ?”. Certaines des structures que nous conside´rons ont des the´ories comple`tes
de´cidables, d’autres non. Dans tous les cas, on s’inte´resse a` un sous-ensemble de ces
the´ories comple`tes qui est toujours de´cidable : l’ensemble des e´nonce´s de profondeur de
quantification infe´rieure ou e´gale a` un entier donne´ p ≥ 1 vrais dans la structure.
Proposition 1
Soit X une structure sur un langage σ relationnel fini. Soit p ≥ 1 et Tp l’ensemble
des e´nonce´s de profondeur de quantification infe´rieure ou e´gale a` p qui sont vrais
dans X . Cet ensemble d’e´nonce´s est de´cidable.
Preuve : La preuve repose sur le fait suivant : a` e´quivalence logique pre`s, il n’existe qu’un
nombre fini d’e´nonce´s de profondeur de quantification infe´rieure ou e´gale a` p, et donc un
nombre fini d’entre eux seulement sont vrais dans X .
En effet, pour une profondeur de quantification donne´e, disons p, il n’y a qu’un nombre
fini de formules atomiques faisant intervenir les pre´dicats du langage et les variables libres
x1, . . . , xp. Il n’y a e´galement qu’un nombre fini de fac¸ons de combiner ces formules avec
les ope´rateurs ¬,∧,∨, et de les quantifier sans re´pe´tition.
Pour comparer un e´nonce´ quelconque aux e´nonce´s de la liste finie d’e´nonce´s vrais dans
X qui se pre´sentent sous la forme ci-dessus (variables nomme´es x1, . . . , xp), on fait subir
quelques transformations re´cursives aux e´nonce´s pris en entre´e de l’algorithme :
– on renomme les variables,
– on ordonne les formules atomiques,
– on e´limine les re´pe´titions.
L’algorithme de de´cision (qui de´pend bien e´videmment de la structure) consiste a`
comparer l’e´nonce´ pris en entre´e, apre`s transformation, aux e´nonce´s de la liste finie des
e´nonce´s vrais dans X e´tablie auparavant.
¤
Il reste le proble`me suivant : on sait que cet algorithme existe, mais on ne sait pas
force´ment l’exhiber, c’est-a`-dire de´crire la liste des e´nonce´s qui sont vrais dans X . C’est ici
que les destine´es de Ne´zondet interviennent, car elles fournissent explicitement un autre
algorithme de de´cision pour de tels ensembles d’e´nonce´s, comme nous le verrons dans le
Chapitre 4.
Chapitre 2
Une de´finition des destine´es d’une
structure
Une destine´e est une structure arborescente, il est donc indispensable de proce´der a`
quelques rappels de vocabulaire sur les arbres. En effet, nous utiliserons abondamment les
notions de´crites au Paragraphe 2.1, dont on peut trouver une pre´sentation plus de´taille´e
dans [Ber85] ou [GM79].
On de´finit ensuite ce qu’est une destine´e (notion introduite par Francis Ne´zondet
dans [Ne´z97]) et notamment une destine´e lie´e a` une structure. Enfin, nous pre´sentons un
exemple simple de destine´e d’une structure arithme´tique.
2.1 Vocabulaire sur les arbres
2.1.1 Arbre, nœud, branche
De´finition 12 (Arbre)
Un arbre est un triplet (U, P, r) ou` :
– U est un ensemble ;
– P est une relation binaire antire´flexive et antisymme´trique sur U , appele´e re-
lation de paternite´ telle que :
1. si P (x, y), on dit que x est le pe`re de y, ou que y est le fils de x ;
2. il n’y a pas de cycle pour cette relation ;
3. tout e´le´ment de U sauf r a un unique pe`re ;
– l’e´le´ment r ∈ U , appele´ racine de l’arbre, est tel que pour tout x dans U , on
a : ¬P (x, r) (la racine n’a pas de pe`re).
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De´finition 13 (Nœud, feuille)
Un nœud x dans un arbre (U, P, r) est un e´le´ment de U . Si x est tel que pour
tout y ∈ U , on a ¬P (x, y), le nœud x est appele´ une feuille de l’arbre (une
feuille n’a pas de fils).
a b c
x y
r
Fig. 2.1 – Un exemple d’arbre.
De´finition 14 (E´tiquetage)
Soit (U, P, r) un arbre et D un ensemble, on appelle e´tiquetage de cet arbre une
application l qui a` chaque nœud de l’arbre associe un e´lement de D. Si x est un
nœud, on appelle l(x) l’e´tiquette de x.
De´finition 15 (Branche)
Soit (U, P, r) un arbre. On appelle branche de cet arbre tout ensemble de nœuds
de l’arbre {x0, . . . , xk} tel que :
– x0 = r ;
– Pour tout i ∈ {0, . . . , k − 1} on a : P (xi, xi+1) ;
– xk est une feuille.
La longueur de la branche est le nombre de nœuds constituant la branche, c’est-
a`-dire k + 1.
Sur l’exemple de la Figure 2.2, les e´le´ments encadre´s constituent une branche.
De´finition 16 (Ascendants d’un nœud)
Soit (U, P, r) un arbre et x ∈ U un nœud de l’arbre. On de´finit les ascendants
de x comme e´tant l’ensemble des nœuds qui sont entre x et la racine de l’arbre
(nœud x exclu mais racine comprise).
Sur la Figure 2.2, les ascendants du nœud b sont x et r.
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a b c
x y
r
Fig. 2.2 – Branche de r a` c.
2.1.2 Sous-arbre d’un nœud
De´finition 17 (Sous-arbre d’un nœud)
Soit (U, P, r) un arbre et x ∈ U un nœud de l’arbre. On de´finit le sous-arbre de
x comme e´tant la re´union des branches qui passent par x, prive´e des ascendants
de x. On note ST (x) le sous-arbre de x. C’est un arbre de racine x pour la
relation de paternite´ induite.
Sur l’exemple de la Figure 2.3, les e´le´ments encadre´s constituent le sous-arbre de x.
a b c
x y
r
Fig. 2.3 – Sous-arbre de x.
2.1.3 Rang et degre´ d’un nœud
De´finition 18 (Rang d’un nœud)
Soit (U, P, r) un arbre et x ∈ U un nœud de l’arbre. On de´finit le rang de x
comme e´tant le nombre de nœuds entre x et la racine. La racine est de rang 0.
De´finition 19 (Hauteur d’un arbre)
Un arbre est dit de hauteur finie s’il existe un entier K tel que tous les nœuds
de l’arbre sont de rang infe´rieur a` K. Dans ce cas, la hauteur de l’arbre est le
maximum des longueurs des branches de l’arbre.
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De´finition 20 (Degre´ d’un nœud)
Soit (U, P, r) un arbre et x ∈ U un nœud de l’arbre. Le degre´ de x, note´ Deg(x),
est le nombre de fils de x (ce nombre est e´ventuellement infini). Le nœud x est
dit de degre´ fini si Deg(x) est fini.
De´finition 21 (Degre´ d’un arbre)
Un arbre est dit de degre´ fini si tous ses nœuds sont de degre´ fini. Le degre´ de
l’arbre est alors le maximum des degre´s des nœuds.
Sur la Figure 2.4, le nœud x est de rang 1 et de degre´ 3. L’arbre est de hauteur finie 3 et
de degre´ fini 3.
a b c
x y
r
Fig. 2.4 – Rang et degre´ dans un arbre de hauteur 3 : x est de rang 1 et de degre´ 3.
De´finition 22 (Rang d’un sous-arbre)
On appelera rang d’un sous-arbre le rang de sa racine.
2.2 De´finition d’une destine´e
2.2.1 Langage et interpre´tation e´tendus
Soit σ un langage relationnel fini quelconque. Au langage σ on associe un langage σ′
e´tendu tel que σ′ = σ ∪ {P, ∅}, ou` P est une relation binaire et ∅ une constante.
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De´finition 23 (Destine´e)
Soit p ≥ 1. On appelle destine´e de hauteur p , ou p-destine´e, sur le langage
σ, une σ′-structure telle que :
– si c1, . . . , cn sont les symboles de constante du langage σ, le domaine de la
p-destine´e est de la forme U ∪ {a1 . . . , an} ;
– la constante ∅ du langage σ′ est interpre´te´e par un e´le´ment de U que nous
noterons ∅ e´galement ;
– (U, P, ∅) est un arbre dont toutes les branches sont de longueur p+ 1 ;
– les constantes ci sont interpre´te´es respectivement par les e´le´ments ai du do-
maine.
Une destine´e est donc une structure sur un langage contenant la relation de paternite´,
et dont le domaine (prive´ des constantes) constitue, pour cette relation de paternite´, un
arbre dont les branches sont toutes d’une meˆme longueur p + 1. Dans cette de´finition
tre`s ge´ne´rale, les interpre´tations des relations du langage sont quelconques. La notion de
destine´e devient particulie`rement inte´ressante lorsque U est e´tiquete´ par les e´le´ments du
domaine d’une σ-structure.
De´finition 24 (Sous-arbre de destine´e)
Soit T une p-destine´e sur le langage σ. Soit x un nœud de T . Le sous-arbre de
destine´e de racine x est la sous-structure de T (sur le langage σ′) qui a pour
domaine ST (x)∪ {a1, . . . , an}. On notera e´galement ST (x) cette sous-structure.
2.2.2 Destine´e d’une structure
Soient σ un langage relationnel fini, et X une σ-structure de domaine X.
De´finition 25 (Destine´e d’une structure X )
Soit p ≥ 1. Une p-destine´e T sur le domaine U ∪ {a1, . . . an} et le langage σ
(comportant n symboles de constante) est une destine´e de hauteur p de X ,
ou p-destine´e de X , si :
– l’arbre (U, P, ∅) est e´tiquete´ par X ;
– on e´tend la fonction d’e´tiquetage aux constantes en posant l(cT ) = cX ;
– pour toute branche B de T , et pour toute relation R de σ d’arite´ k et tout
ensemble {x1, . . . , xk} constitue´ de nœuds de B de rang au moins 1 (on ne
conside`re pas la racine ∅) et de symboles de constantes, on a :
T |= RT (x1, . . . , xk) si et seulement si X |= R
X (l(x1), . . . , l(xk)),
ou` l est la fonction d’e´tiquetage.
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Cette de´finition fixe les interpre´tations des relations du langage σ dans la destine´e (les
symboles de constantes et le pre´dicat P sont de´ja` fixe´s dans la de´finition d’une destine´e).
Remarque 1 Si on conside`re une p-destine´e T quelconque sur le langage σ′ = σ∪{P, ∅},
ou` σ est un langage relationnel fini quelconque, il n’existe pas force´ment de σ-structure X
dont T soit une p-destine´e. En effet, si R est une relation d’arite´ k, on peut avoir deux
branches B et B′ de T telles qu’il existe sur B et B′ respectivement des k-uples de nœuds
x1, . . . , xk et x
′
1, . . . , x
′
k tels que :
– pour tout i ∈ {1, . . . , k}, on a l(xi) = l(x
′
i) ;
– T |= RT (x1, . . . , xk) ;
– T |= ¬RT (x′1, . . . , x
′
k).
De´finition 26 (Destine´e d’un n-uple de la structure X )
Soit p ≥ 1 et n ≥ 1. On appelle p-destine´e du n-uple d’e´le´ments (a1, . . . , an)
de X toute p-destine´e de la structure enrichie (X , a1, . . . , an) (les e´le´ments ai
apparaissent comme des constantes ajoute´es au langage σ).
2.2.3 Un exemple
On conside`re la structure 〈N,⊥,=〉, ou` = est l’e´galite´ et ⊥ la relation binaire “eˆtre
premiers entre eux”. On voit sur la Figure 2.5 une 2-destine´e de cette structure. La relation
d’e´galite´ n’est pas repre´sente´e parmi les relations d’un nœud avec lui-meˆme, en revanche,
figure a` coˆte´ du nœud la relation ⊥ ou 6⊥ du nœud avec lui-meˆme.
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Fig. 2.5 – Une 2-destine´e de la structure 〈N,⊥,=〉.
On peut remarquer les choses suivantes sur cette figure :
– certaines feuilles ont, vis-a`-vis de leur pe`re, les meˆmes relations qui sont ve´rifie´es,
comme c’est le cas de la feuille 0 et la feuille 14 dans le sous-arbre de 7, ou bien de
la feuille 0 et la feuille 6 dans le sous-arbre de 2 ;
– il y a des situations non repre´sente´es dans la 2-destine´e qui sont pre´sentes dans la
structure, par exemple, on pourrait rajouter la feuille 2 au sous-arbre de 7, pour
repre´senter un e´le´ment premier avec 7 mais non premier avec lui-meˆme.
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On veut que les destine´es sur lesquelles on va travailler soient a` la fois significatives de
tout ce qu’il se passe dans la structure pour une profondeur de quantification donne´e,
et e´galement que ce soit des objets simplifie´s au maximum. Nous allons par conse´quent
pre´ciser dans le chapitre suivant ces deux notions de destine´e exhaustive (il ne “manque”
pas de branche) et de destine´e essentielle (il n’y a pas de redondance entre plusieurs
sous-arbres).
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Chapitre 3
Isomorphismes dans les destine´es
Maintenant que l’on dispose de l’objet “destine´e”, il est ne´cessaire de pouvoir comparer
deux destine´es entre elles, et de privile´gier parmi les destine´es d’une structures celles qui
ont de bonnes proprie´te´s (pas de redondance entre les sous-arbres, et pas de branche
manquante).
On commence, dans le Paragraphe 3.1.1, par de´finir sur les destine´es une notion d’iso-
morphisme entre sous-arbres de destine´es. Cette notion correspond en fait, comme nous
le verrons au Chapitre 5, a` la notion de p-isomorphisme de Fra¨ısse´ entre structures.
Cette notion d’isomorphisme entre sous-arbres de destine´es nous permet de de´finir au
Paragraphe 3.1.3 l’essentialite´ d’une destine´e (pas de redondances entre les sous-arbres).
Cette possibilite´ de comparer deux destine´es fonde e´galement la notion d’exhaustivite´
d’une destine´e lie´e a` une structure (il n’y a pas de branche manquante). C’est l’objet du
Paragraphe 3.2.
On de´finit ensuite, au Paragraphe 3.3, deux mesures locales des tailles des e´tiquettes
d’une destine´e, a` savoir : un majorant des e´tiquettes des fils d’un nœud et un majorant
des e´tiquettes des descendants d’un nœud.
Enfin, on s’inte´resse au Paragraphe 3.4 a` la notion de re´duction d’une destine´e de cer-
taines structures ayant de bonnes proprie´te´s (structures norme´es, structures de domaine
bien ordonne´).
3.1 Isomorphisme entre sous-arbres de destine´es
3.1.1 De´finition
On de´finit la notion d’isomorphisme entre deux sous-arbres de meˆme rang dans des
destine´es de meˆme hauteur, par re´currence descendante sur le rang des sous-arbres.
27
28 Chapitre 3. Isomorphismes dans les destine´es
De´finition 27 (Isomorphisme entre sous-arbres)
Soit σ un langage relationnel fini. On fixe p ≥ 1 et soient T et T ′ deux p-destine´es
sur le langage e´tendu σ′.
– Deux feuilles up et u
′
p de T et T
′ respectivement, et d’ascendants up−1, . . . , u1, ∅
et u′p−1, . . . , u
′
1, ∅ respectivement sont isomorphes si les p-uples (up, . . . , u1) et
(u′p, . . . u
′
1) ve´rifient les meˆmes formules atomiques et ne´gatomiques sur le lan-
gage σ′ ;
– Deux sous-arbres de T et T ′ de racines respectives uk et u
′
k de rang k < p, et
d’ascendants respectifs uk−1, . . . , u1, ∅ et u
′
k−1, . . . , u
′
1, ∅ sont isomorphes si :
1. Les k-uples (uk, . . . , u1) et (u
′
k, . . . u
′
1) ve´rifient les meˆmes formules ato-
miques et ne´gatomiques sur le langage σ′ ;
2. Si l’ensemble des fils de uk est la famille (vi)i∈I et l’ensemble des fils de
u′k est la famille (v
′
j)j∈J , on a :
– Pour tout i ∈ I, il existe un j ∈ J tel que ST (vi) et ST (v
′
j) sont
isomorphes ;
– Pour tout j ∈ J , il existe un i ∈ I tel que ST (vi) et ST (v
′
j) sont
isomorphes ;
3.1.2 Exemple
Dans la Figure 3.1, les feuilles 0 et 6 dans le sous-arbre de 2 sont isomorphes. Les
sous-arbres de 0 et 7 sont isomorphes, on peut faire correspondre la feuille 0 du sous-arbre
de 0 a` la feuille 7 du sous-arbre de 7, la feuille 1 a` la feuille 1, la feuille 2 du sous-arbre
de 0 a` la feuille 0 du sous-arbre de 2, et la feuille 58 a` la feuille 14.
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Fig. 3.1 – Une 2-destine´e de la structure 〈N,⊥,=〉.
Remarque 2 Deux sous-arbres peuvent eˆtre isomorphes sans que leurs racines aient le
meˆme nombre de fils. Par exemple, si on supprime la feuille 14 du sous-arbre de 7, la
feuille 58 du sous-arbre de 0 peut se voir associe´e la feuille 0 du sous-arbre de 7, et les
deux sous-arbres de 0 et 7 restent isomorphes. En revanche, il est ne´cessaire que les deux
racines aient pour fils des repre´sentants des meˆmes classes d’isomorphisme.
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3.1.3 Notion d’essentialite´
Graˆce a` la notion d’isomorphisme entre les sous-arbres que l’on vient de de´finir, on
peut simplifier une destine´e en ne se´lectionnant, pour chaque classe d’isomorphisme, qu’un
seul repre´sentant. Cette simplification, de´taille´e ci-dessous, produit une destine´e sans re-
dondance entre ses sous-arbres, que nous appelerons une destine´e essentielle.
Le processus de simplification d’une destine´e s’exe´cute par induction sur la structure de
la destine´e, a` commencer par les feuilles. Soit p ≥ 1 et T une p-destine´e.
– Pour chaque sous-arbre de rang p− 1 (les fils de la racine sont tous des feuilles), on
ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur les feuilles.
– Pour chaque sous-arbre de rang p − 2 (les fils sont racines de sous-arbres de rang
p− 1), on ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur les
sous-arbres de rang p− 1.
– . . .
– Pour chaque sous-arbre de rang k < p (les fils sont racines de sous-arbres de rang
k+1), on ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur les
sous-arbres de rang k + 1.
– . . .
– Dans la p-destine´e, on ne garde qu’un seul repre´sentant de chaque classe d’isomor-
phisme sur les sous-arbres de rang 1.
De´finition 28 (Destine´e essentielle)
On appelle destine´e essentielle toute destine´e qui est invariante par la simpli-
fication de´crite ci-dessus.
Sur l’exemple du Paragraphe 3.1.2, le processus de simplification est de´crit, e´tape par
e´tape, dans les Figures 3.2, 3.3 et 3.4.
On commence par simplifier les feuilles dans les sous-arbres de rang 1 (ici p = 2). Dans
le sous-arbre de 0, les feuilles 2 et 58 sont isomorphes, on n’en garde qu’une seule, par
exemple 2. Dans le sous-arbre de 1, les feuilles 0 et 45 sont isomorphes, on ne garde que
la feuille 0. Dans le sous-arbre de 2, les feuilles 0 et 6 sont isomorphes, on ne garde que la
feuille 0. Dans le sous-arbre de 7, les feuilles 0, et 14 sont isomorphes, on ne garde que la
feuille 0.
On simplifie ensuite la 2-destine´e en ne conservant qu’un seul repre´sentant par classe
d’isomorphisme de sous-arbres de rang 1. Les sous-arbres de 0 et de 7 sont isomorphes,
on ne garde donc que le sous-arbre de 0.
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Fig. 3.2 – 2-destine´e a` simplifier.
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Fig. 3.3 – Simplification des feuilles.
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Fig. 3.4 – Simplification des sous-arbres de rang 1.
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Remarque 3 Si la feuille “manquante” de 7 (la feuille qui dit qu’il y a un e´le´ment
premier avec 7 et non premier avec lui-meˆme) avait e´te´ pre´sente, le sous-arbre de 7
aurait e´te´ isomorphe au sous-arbre de 2 et non pas au sous-arbre de 0, ce qui aurait
change´ conside´rablement la signification du sous-arbre de 7.
Ce proble`me est re´solu si on s’arrange pour que la destine´e a` simplifier ne comporte pas
de branche manquante, c’est le sujet du Paragraphe 3.2.
3.2 Exhaustivite´ d’une destine´e lie´e a` une structure
On formalise a` pre´sent la notion de branche “manquante”. C’est une notion qui n’in-
tervient que lorsque l’on a affaire a` une destine´e d’une structure, et que l’on compare les
situations pre´sentes dans la structure et celles qui sont pre´sentes dans la destine´e. Pour
pouvoir dire qu’une branche “manque”, il faut en effet pouvoir dire qu’il manque quelque
chose par rapport a` ce qu’il se passe dans la structure. Ce n’e´tait pas le cas de la notion
d’essentialite´, qui est inde´pendante de la structure sous-jacente. Nous verrons au Chapitre
5 que les “situations pre´sentes” que l’on veut voir apparaˆıtre dans les p-destine´es d’une
structure correspondent aux types de p-isomorphisme (au sens Fra¨ısse´en).
3.2.1 De´finition
Pour de´finir l’absence de “manque”, on utilise une destine´e de re´fe´rence, dont il est
suˆr qu’elle comporte toutes les situations pre´sentes dans la structure. Cette destine´e est
appele´ destine´e comple`te de la structure, et se de´finit comme suit :
De´finition 29 (Destine´e comple`te d’une structure)
Soit X une structure sur un langage relationnel fini σ, et p ≥ 1. La p-destine´e
comple`te de X est la p-destine´e de X telle que chaque nœud de rang k < p a
pour e´tiquette de ses fils tous les e´le´ments de la structure.
Remarque 4 Si la structure est infinie, chaque nœud, sauf les feuilles, est de degre´ infini.
En revanche, si la structure est finie, cette destine´e comple`te reste un objet fini.
De´finition 30 (Destine´e exhaustive d’une structure)
Soit X une structure sur un langage relationnel fini σ, et p ≥ 1. Une p-destine´e
T de X est exhaustive si elle est isomorphe a` la p-destine´e comple`te de X .
Remarque 5 En particulier, la p-destine´e comple`te d’une structure est une p-destine´e
exhaustive. Ce sera le point de de´part de nombre de constructions de destine´es exhaustives
que nous ferons par la suite.
32 Chapitre 3. Isomorphismes dans les destine´es
3.2.2 Exemple
Reprenons l’exemple du paragraphe 3.1.2. On suppose que la structure sous-jacente est
la structure 〈N,⊥,=〉, qui est de domaine infini. La 2-destine´e comple`te de cette structure
est impossible a` dessiner entie`rement, mais se pre´sente comme sur la Figure 3.5.
0, 6⊥
=,6⊥
1,⊥
6=,⊥
2,6⊥
6=,6⊥
. . . ,6⊥
6=,6⊥
0,6⊥
0,6⊥
6=,⊥
1,⊥
=,⊥
2,6⊥
6=,⊥
. . . ,6⊥
6=,⊥
1,⊥
0,6⊥
6=,6⊥
1,⊥
6=,⊥
2,6⊥
=,6⊥
. . . ,6⊥
6=, ?
2,6⊥
0,6⊥
6=,6⊥
1,⊥
6=,⊥
. . . ,6⊥
6=, ?
. . . ,6⊥
=,6⊥
. . . ,6⊥
6=, ?
. . . ,6⊥
∅
Fig. 3.5 – La 2-destine´e comple`te de la structure 〈N,⊥,=〉.
3.2.3 Destine´e exhaustive et essentielle
Si on groupe maintenant les deux notions d’exhaustivite´ et d’essentialite´, on obtient
une destine´e exhaustive essentielle, qui est un objet fini : il n’y a qu’un nombre fini
de classes d’isomorphisme d’un sous arbre donne´ (on s’en convainc en faisant la liste
des relations possible d’un nœud avec ses anceˆtres : il n’y en a qu’un nombre fini), et
la destine´e est essentielle, donc elle ne comporte pour chaque classe d’isomorphisme de
sous-arbre qu’un seul repre´sentant. Cet objet est e´galement totalement informateur sur
la structure au rang de quantification p, car exhaustif.
Notre objet d’e´tude privile´gie´ sera par conse´quent les destine´es essentielles exhaustives
d’une structure donne´e. Pour obtenir une p-destine´e essentielle et exhaustive d’une struc-
ture donne´e, une solution simple mais longue consiste a` partir de la p-destine´e comple`te
et a` effectuer un processus de simplifications successives comme de´crit au Paragraphe 3.1.
Il reste a` choisir quel repre´sentant de chaque classe on va garder, ce dont nous discutons
au Paragraphe 3.4.
Remarque 6 Deux p-destine´es exhaustives et essentielles d’une meˆme structure sont non
seulement isomorphes au sens de´fini ci-dessus, mais ont e´galement la meˆme structure
d’arbre (chaque nœud d’une destine´e a exactement le meˆme nombre de fils que l’unique
nœud qui lui correspond par isomorphisme dans l’autre destine´e).
Exemple : Si on effectue des simplifications successives sur la 2-destine´e comple`te de la
Figure 3.5, cela nous donne les re´sultats des Figures 3.6 et 3.7.
Quand on simplifie les feuilles dans chaque sous-arbre, cela nous donne :
– Dans le sous-arbre de 0 : un entier, par rapport a` 0 est :
– soit e´gal a` 0 (et ne´cessairement non premier avec lui-meˆme et 0)
3.2. Exhaustivite´ d’une destine´e lie´e a` une structure 33
0, 6⊥
=,6⊥
1,⊥
6=,⊥
2,6⊥
6=, 6⊥
0,6⊥
0,6⊥
6=,⊥
1,⊥
=,⊥
1,⊥
0,6⊥
6=,6⊥
1,⊥
6=,⊥
2,6⊥
=,6⊥
3, 6⊥
6=,⊥
2,6⊥
0,6⊥
6=,6⊥
1,⊥
6=,⊥
. . . , 6⊥
=,6⊥
. . . , 6⊥
6=,⊥
. . . , 6⊥
∅
Fig. 3.6 – Simplification des feuilles dans la 2-destine´e comple`te de 〈N,⊥,=〉.
– soit e´gal a` 1 (et ne´cessairement premier avec lui-meˆme et avec 0)
– soit supe´rieur ou e´gal a` 2 (et ne´cessairement non premier avec lui-meˆme et avec
0)
– Dans le sous-arbre de 1 : un entier, par rapport a` 1, est :
– soit e´gal a` 1 (et ne´cessairement premier avec lui-meˆme et avec 1)
– soit diffe´rent de 1 (et ne´cessairement non premier avec lui-meˆme et premier avec
1)
– Dans le sous-arbre d’un entier n ≥ 2 : un entier, par rapport a` n est :
– soit e´gal a` n (et ne´cessairement non premier avec lui-meˆme et n)
– soit e´gal a` 1 (et ne´cessairement premier avec lui-meˆme et avec n)
– soit diffe´rent de n et 1 et premier avec n (et ne´cessairement non premier avec
lui-meˆme) (par exemple n+ 1)
– soit diffe´rent de n et 1 et non premier avec n (et ne´cessairement non premier avec
lui-meˆme) (par exemple 0)
0,6⊥
=, 6⊥
1,⊥
6=,⊥
2, 6⊥
6=,6⊥
0,6⊥
0,6⊥
6=,⊥
1,⊥
=,⊥
1,⊥
0,6⊥
6=,6⊥
1,⊥
6=,⊥
2,6⊥
=,6⊥
3,6⊥
6=,⊥
2,6⊥
∅
Fig. 3.7 – Simplification au rang 1 dans la 2-destine´e comple`te de 〈N,⊥,=〉.
Quand on simplifie les sous-arbres de rang 1, on est oblige´ de garder les sous-arbres de
0 et 1 qui jouent un roˆle particulier (en effet, 0 est non premier avec tout le monde sauf 1,
et 1 est premier avec lui-meˆme, et c’est le seul entier ayant cette proprie´te´), en revanche
les sous-arbres de tous les entiers supe´rieurs ou e´gaux a` 2 sont isomorphes, on peut donc
garder uniquement le sous-arbre de 2.
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3.3 Bornes sur les nœuds d’une destine´e d’une struc-
ture norme´e
Dans ce paragraphe, on se restreint au cas de certaines structures, appele´es structures
norme´es. On rappelle la notion de bon ordre sur un ensemble :
De´finition 31 (Bon ordre)
Soit A un ensemble ordonne´ par une relation R. On dit que R est une relation
de bon ordre si toute partie non vide de A admet un plus petit e´lement pour
l’ordre R. On dit alors que l’ensemble A est bien ordonne´.
Remarque 7 Un bon ordre est total.
De´finition 32 (Structure norme´e)
Soit X une structure sur un langage relationnel fini σ. Une norme sur cette
structure est une application ||.|| du domaine X de la structure X vers un en-
semble bien ordonne´ (par exemple N). La structure norme´e associe´e est la
donne´e du couple (X , ||.||).
Dans cette the`se, nous conside´rons le plus souvent des structures norme´es, avec une norme
a` valeur dans N. La norme sur une structure permet de de´terminer la taille d’un sous-
arbre : on connaˆıt la hauteur d’un sous-arbre dans une p-destine´e, mais il faut pouvoir
e´galement de´terminer quelles e´tiquettes sont susceptibles d’apparaˆıtre dans un sous-arbre
donne´. On de´finit pour cela deux bornes de´crites ci-apre`s.
3.3.1 Borne sur les fils d’un nœud
De´finition 33 (Borne sur les fils d’un nœud)
Soit (X , ||.||) une σ-structure norme´e. Soit p ≥ 1 et T une p-destine´e de X . Soit
x un nœud de T de rang k < p. Soit (ui)i∈I la famille des fils de x. On de´finit la
borne sur les fils de x, note´e Supf (x), de la fac¸on suivante :
Supf (x) = sup
i∈I
(||l(ui)||).
Remarque 8 Cette borne peut e´ventuellement avoir une valeur infinie, si la destine´e est
infinie.
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Exemple : On conside`re la structure 〈N,≤〉, norme´e par l’identite´ sur N. Sur la 2-destine´e
de la Figure 3.8, on a :
– Supf (∅) = 4
– Supf (0, ∅) = 1
– Supf (1, ∅) = 42
– Supf (4, ∅) = 12
0
=
1
>
0
0
<
1
=
42
>
1
0
<
2
<
4
=
12
>
4
∅
Fig. 3.8 – Une 2-destine´e de 〈N,≤〉.
3.3.2 Borne sur les descendants d’un nœud
La borne sur les fils d’un nœud rend compte de ce qui se passe au rang supe´rieur, mais
on a parfois besoin de connaˆıtre l’extension de la destine´e sur tout un sous-arbre et plus
seulement sur les fils d’un nœud.
De´finition 34 (Borne sur les descendants d’un nœud)
Soit (X , ||.||) une σ-structure norme´e. Soit p ≥ 1 et T une p-destine´e de X . Soit
x un nœud de rang k ≤ p de T . Soit (vj)j∈J la famille des descendants de x
(tous les nœuds du sous-arbre de x qui sont de rang strictement supe´rieur a` k).
On de´finit la borne sur les descendants de x, note´e Supd(x), de la fac¸on
suivante :
– Si J n’est pas vide (le nœud x n’est pas une feuille) :
Supd(x) = sup
j∈J
(||l(vj)||).
– Si J est vide (on a k = p et x est une feuille) :
Supd(x) = ||l(x)||.
Remarque 9 Cette borne peut e´galement avoir une valeur infinie, si la destine´e est in-
finie.
Remarque 10 Cette borne est de´finie sur les feuilles, contrairement a` la borne sur les
fils d’un nœud.
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Exemple : On conside`re a` nouveau la structure 〈N, <〉, norme´e par l’identite´ sur N. Sur
la 2-destine´e de la Figure 3.8, on a :
– Supd(∅) = 42
– Supd(0, ∅) = 1
– Supd(0, 0, ∅) = 0
– Supd(1, 0, ∅) = 1
– Supd(1, ∅) = 42
– Supd(0, 1, ∅) = 0
– Supd(1, 1, ∅) = 1
– Supd(42, 1, ∅) = 42
– Supd(4, ∅) = 12
– Supd(0, 4, ∅) = 0
– Supd(2, 4, ∅) = 2
– Supd(4, 4, ∅) = 4
– Supd(12, 4, ∅) = 12
Une estimation des bornes sur les fils et sur les descendants d’un nœud sera primordiale
lorsque l’on e´tudiera, en Partie II, la construction des destine´es d’une structure infinie.
3.4 Destine´e re´duite
E´tant donne´e une structure et une hauteur p, on dispose de´ja` d’une notion de p-destine´e
sur cette structure qui est satisfaisante au sens suivant :
– c’est un objet complet (exhaustivite´) ;
– c’est un objet fini et compact (essentialite´).
En revanche, on a laisse´ en suspens le proble`me du choix du repre´sentant d’une classe
d’isomorphisme de sous-arbres donne´e. Si ce choix est judicieux, la p-destine´e peut devenir
assez simple a` de´crire, notamment en ce qui concerne les bornes sur les fils et les bornes
sur les descendants pour chaque nœud. La fac¸on de choisir ce repre´sentant fait l’objet de
ce paragraphe.
3.4.1 Destine´e re´duite d’une structure norme´e
Dans une structure norme´e, le choix des repre´sentants est dicte´ par la norme de la
racine du sous-arbre : on choisit un repre´sentant dans chaque classe de sous-arbres dont
la racine a une e´tiquette de norme minimale.
Le processus de re´duction d’une destine´e comple`te s’exe´cute par induction sur la structure
de la destine´e, a` commencer par les feuilles. Soit p ≥ 1 et T la p-destine´e comple`te d’une
structure X .
– Pour chaque sous-arbre de rang p− 1 (les fils de la racine sont tous des feuilles), on
ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur les feuilles et
ce repre´sentant a une e´tiquette de norme minimale.
– Pour chaque sous-arbre de rang p − 2 (les fils sont racines de sous-arbres de rang
p − 1), on ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur
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les sous-arbres de rang p− 1 et ce repre´sentant a une racine dont l’e´tiquette est de
norme minimale.
– . . .
– Pour chaque sous-arbre de rang k < p (les fils sont racines de sous-arbres de rang
k + 1), on ne garde qu’un seul repre´sentant de chaque classe d’isomorphisme sur
les sous-arbres de rang k + 1 et ce repre´sentant a une racine dont l’e´tiquette est de
norme minimale.
– . . .
– Dans la p-destine´e, on ne garde qu’un seul repre´sentant de chaque classe d’isomor-
phisme sur les sous-arbres de rang 1 et ce repre´sentant a une racine dont l’e´tiquette
est de norme minimale.
De´finition 35 (Destine´e re´duite d’une structure norme´e)
Soit (X , ||.||) une σ-structure norme´e, et p ≥ 1. On appelle p-destine´e re´duite
de X toute p-destine´e essentielle et exhaustive obtenue a` partir de la p-destine´e
comple`te de X par le processus de´crit ci-dessus.
Remarque 11 Sans pre´cision supple´mentaire sur la norme, il n’y a pas force´ment unicite´
de la destine´e re´duite.
Exemple : On conside`re la structure 〈R,≤〉, ou` ≤ est l’ordre total sur les re´els, norme´e
par l’application partie entie`re supe´rieure de la valeur absolue :
||.|| : R → N
x 7→ ⌈|x|⌉
La Figure 3.9 pre´sente deux 2-destine´es re´duites de cette structure.
-0.2
<
0
=
0.3
>
0
∅
-0.9
<
0
=
0.067
>
0
∅
Fig. 3.9 – Deux 2-destine´es re´duites de 〈R,≤〉.
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3.4.2 Destine´e re´duite d’une structure bien ordonne´e
On suppose que X est une structure dont le domaine est bien ordonne´, norme´ par
l’identite´. Le processus de re´duction produit alors une p-destine´e unique : partant de la
p-destine´e comple`te de X , on re´duit les feuilles de chaque sous-arbre de rang p−1, et pour
chaque classe d’isomorphisme de ces feuilles dans un sous-arbre donne´, on a une feuille
d’e´tiquette minimale, qui est celle que l’on choisit. Il en est de meˆme a` chaque niveau de
la re´duction, et ainsi, l’objet final est unique.
Exemple : On conside`re une structure arithme´tique sur le domaine N. La norme choisie
est l’identite´. Alors la destine´e re´duite est unique. Sur la Figure 3.10 on peut voir la
2-destine´e re´duite de la structure 〈N,≤, P 〉, ou` ≤ est l’ordre total sur les entiers et P
le pre´dicat “eˆtre premier” (figure´ par un encadrement des nœuds dont l’e´tiquette est un
nombre premier).
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Fig. 3.10 – La 2-destine´e re´duite de la structure 〈N,≤, P 〉.
Chapitre 4
Satisfaction des e´nonce´s et
algorithme de de´cision utilisant les
destine´es
Ce chapitre pre´sente une application primordiale des destine´es, a` savoir renseigner sur
la satisfaction des e´nonce´s dans une structure. On dispose d’une σ-structure X (ou` σ est un
langage relationnel fini), on se fixe la profondeur de quantification p ≥ 1 des e´nonce´s que
l’on souhaite de´cider et on suppose que l’on dispose e´galement d’une p-destine´e exhaustive
T de la structure X . On commence par de´crire la transposition d’une formule du langage
σ vers une formule du langage σ′, appele´ forme destinale de la σ-formule. Cette mise sous
forme destinale consiste en une relativisation des quantifications. La satisfaction d’un σ-
e´nonce´ dans la structure X est alors e´quivalente a` la satisfaction de sa forme destinale
dans la p-destine´e T (Paragraphe 4.1).
Cette e´quivalence justifie le fait que l’on puisse utiliser les destine´es comme outils de
de´cision pour les e´nonce´s de profondeur de quantification donne´e. Nous pre´sentons ensuite
l’algorithme de de´cision, qui est une e´limination des quantificateurs adapte´e a` la forme
arborescente des destine´es (Paragraphe 4.2), ainsi qu’un exemple d’exe´cution (Paragraphe
4.3), avant de nous inte´resser a` la complexite´ de cet algorithme de de´cision (Paragraphe
4.4).
4.1 Satisfaction d’une formule dans une destine´e ex-
haustive d’une structure
Pour une σ-structure X donne´e, et p ≥ 1 fixe´, on se donne T une p-destine´e exhaustive
de X . La p-destine´e T est une structure sur le langage σ′ = σ∪{P, ∅} ou` le pre´dicat P est
interpre´te´ par la relation de paternite´ entre deux nœuds de la destine´e. Si F est un e´nonce´
de σ, on a donc une notion de satisfaction de F dans T en tant que σ-structure, mais
cela n’est pas suffisant. On a en effet construit les destine´es de manie`re que les relations
soient uniquement pertinentes entre nœuds d’une meˆme branche (et e´ventuellement avec
des constantes). On va donc relativiser les quantifications d’une profondeur donne´e graˆce
au pre´dicat de paternite´, de manie`re a` ce que chaque sous-formule atomique de F ne
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soit e´value´e que sur des e´tiquettes de nœuds d’une meˆme branche. Pour cela, on passe
par la transformation de l’e´nonce´ F en sa “forme destinale”, inte´grant la relation P . On
montre ensuite que cette transformation est ade´quate pour transporter la satisfaction
des e´nonce´s de profondeur de quantification infe´rieure ou e´gale a` p dans la σ-structure
X (e´ventuellement infinie) vers la satisfaction dans la σ′-structure T (qui est finie si la
destine´e T est essentielle).
4.1.1 Transformation d’une σ-formule en une σ′-formule : forme
destinale
Soit F une formule a` k variables libres nomme´es x1, . . . , xk et de profondeur de quan-
tification p − k. On suppose, sans perte de ge´ne´ralite´, que F a pour noms de variables
lie´es xk+1, . . . , xp, quantifie´es dans cet ordre.
On de´finit la transformation syntaxique “˜ ” sur une telle formule de la fac¸on suivante :
pour j allant de k + 1 a` p :
– On remplace les sous-formules de F de la forme ∀xjG(x1, . . . , xj) par :
∀xj(P (xj−1, xj)→ G(x1, . . . , xj)) ;
– On remplace les sous-formules de F de la forme ∃xjG(x1, . . . , xj) par :
∃xj(P (xj−1, xj) ∧G(x1, . . . , xj)) ;
Dans le cas ou` k = 0, on prend pour convention que la “variable x0” est la constante ∅ du
langage σ′. On obtient une σ′-formule F˜ , a` k variables libres x1, . . . , xk et de profondeur
de quantification p− k.
De´finition 36 (Forme destinale d’une formule)
Soit F une σ-formule a` k variables libres x1, . . . , xk et de profondeur de quanti-
fication p− k. On appelle forme destinale de F la σ′-formule
F˜ (x1, . . . , xk).
Exemple : Soit σ = {C,R} un langage relationnel fini ou` C est un pre´dicat unaire et R
un pre´dicat binaire. La formule
R(x1, x2) ∧ ∀x3[¬C(x3) ∨ ∃x4(R(x3, x4) ∨ C(x2))]
prend comme forme destinale la σ′-formule :
R(x1, x2) ∧ ∀x3(P (x2, x3)→ [¬C(x3) ∨ ∃x4(P (x3, x4) ∧ (R(x3, x4) ∨ C(x2)))]).
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Proposition 2
Soient F et G deux formules a` k variables libres nomme´es x1, . . . , xk et de profon-
deur de quantification p−k. Alors on a (la relation ≡ est l’e´quivalence logique) :
– ˜(F ∧G) ≡ F˜ ∧ G˜
– ˜(F ∨G) ≡ F˜ ∨ G˜
– ˜(¬F ) ≡ ¬F˜
Preuve : Il est clair que ˜(F ∧G) ≡ F˜∧G˜ et ˜(F ∨G) ≡ F˜∨G˜. Pour la dernie`re e´quivalence
logique, il suffit de remarquer que, comme on a ¬(A→ B) ≡ A ∧ ¬B :
¬(∀xjG(x1, . . . , xj)) ˜7−→ ¬(∀xj(P (xj−1, xj)→ G(x1, . . . , xj)))
≡ ≡
∃xj¬G(x1, . . . , xj) ˜7−→ ∃xj(P (xj−1, xj) ∧ ¬G(x1, . . . , xj))
et
¬(∃xjG(x1, . . . , xj)) ˜7−→ ¬(∃xj(P (xj−1, xj) ∧G(x1, . . . , xj)))
≡ ≡
∀xj¬G(x1, . . . , xj) ˜7−→ ∀xj(P (xj−1, xj)→ ¬G(x1, . . . , xj))
¤
4.1.2 Equivalence entre la satisfaction d’une formule dans une
structure et la satisfaction de sa forme destinale dans une
destine´e de la structure
On montre maintenant le re´sultat suivant :
Theore`me 2
Soit σ un langage relationnel fini, X une σ-structure et F un e´nonce´ de profon-
deur de quantification p ≥ 1. Soit T une p-destine´e exhaustive et essentielle de
X . On l’e´quivalence suivante :
X |= F
si et seulement si
T |= F˜
ou` F˜ est la forme destinale de l’e´nonce´ F .
Ce the´ore`me est conse´quence de la Proposition 3 suivante, plus ge´ne´rale :
Soit σ un langage relationnel fini, X une σ-structure et T une p-destine´e exhaustive de
X . Soit F une formule a` k variables libres x1, . . . , xk et de profondeur de quantification
p − k. Soit (a1, . . . , ak) un k-uple d’e´le´ments du domaine X de la structure X . Il existe
un nœud bk d’ascendants bk−1, . . . , b1, ∅ dans la p-destine´e comple`te de X tel que pour
tout i ∈ {1, . . . , k}, on a l(bi) = ai. Le sous-arbre ST (bk) admet au moins un sous-arbre
isomorphe dans la destine´e T puisqu’elle est exhaustive.
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Proposition 3
Pour tout nœud b′k de T , d’ascendants b
′
k−1, . . . , b
′
1, ∅ dans T , tel que le sous-arbre
ST (b′k) de T est isomorphe au sous-arbre ST (bk) de la p-destine´e comple`te, on
a :
X |= F (a1, . . . , ak) si et seulement si T |= F˜ (b
′
1, . . . , b
′
k).
Preuve : (de la proposition)
On montre le re´sultat par re´currence descendante sur k ∈ {0, . . . , p}.
⇒
Cas k = p : Soit F a` p variables libres x1, . . . , xp, donc sans quantificateur. La formule
F est alors une combinaison boole´enne de formules atomiques, et on a F˜ = F (pas de
quantificateur, donc pas de transformation de la formule F ). Soit (a1, . . . , ap) un p-uple
d’e´le´ments de X, et bp un nœud d’ascendants bp−1, . . . , b1, ∅ dans la p-destine´e comple`te
de X , tel que pour tout i ∈ {1, . . . p} on ait l(bi) = ai. Soit b
′
p un nœud d’ascendants
b′p−1, . . . , b
′
1, ∅ tel que le sous-arbre de ce nœud dans T est isomorphe au sous-arbre du nœud
bp. Le nœud b
′
p existe puisque la destine´e T est exhaustive. Par de´finition de l’isomorphisme
entre les feuilles, les p-uples (l(b1), . . . , l(bp)) et (l(b
′
1), . . . , l(b
′
p)) satisfont exactement les
meˆmes formules atomiques, et donc on a X |= F (l(b′1), . . . , l(b
′
p)). Par de´finition d’une
destine´e d’une structure, on a T |= F (b′1, . . . , b
′
p), et donc T |= F˜ (b
′
1, . . . , b
′
p).
Montrons que l’hypothe`se de re´currence pour 1 ≤ k + 1 ≤ p implique l’hypothe`se de
re´currence pour k.
Soit F une formule a` k variables libres nomme´es x1, . . . , xk et de profondeur de quantifi-
cation p− k. Soit (a1, . . . , ak) un k-uple d’e´le´ments du domaine X de la structure X . Soit
bk le nœud d’ascendants bk−1, . . . , b1, ∅ dans la p-destine´e comple`te de X tel que pour tout
i ∈ {1, . . . k} on ait l(bi) = ai. Soit b
′
k un nœud de T d’ascendants b
′
k−1, . . . , b
′
1, ∅ tel que le
sous-arbre de ce nœud dans T est isomorphe au sous-arbre du nœud bk dans la p-destine´e
comple`te. D’apre`s la Proposition 2, on peut se restreindre a` l’e´tude du cas ou` F est de la
forme : F (x1, . . . , xk) = Qk+1xk+1G(x1, . . . , xk+1).
– Si Qk+1 = ∃ : alors F˜ (x1, . . . , xk) = ∃xk+1(P (xk, xk+1) ∧ G˜(x1, . . . , xk+1)).
On suppose que X |= F (a1, . . . , ak), donc X |= ∃xk+1G(a1, . . . , ak, xk+1). Donc il
existe un e´le´ment ak+1 dans X tel que X |= G(a1, . . . , ak, ak+1). Puisque les sous-
arbres ST (bk) dans la p-destine´e comple`te de X et ST (b
′
k) dans T sont isomorphes,
il existe un fils b′k+1 du nœud b
′
k tel que ST (bk+1) dans la p-destine´e comple`te de X ,
avec l(bk+1) = ak+1, et ST (b
′
k+1) dans T sont isomorphes. On applique l’hypothe`se
de re´currence a` G.
On a donc : T |= G˜(b′1, . . . , b
′
k+1). Comme b
′
k+1 est fils de b
′
k, on a e´galement :
T |= P (b′k, b
′
k+1), donc :
T |= P (b′k, b
′
k+1) ∧ G˜(b
′
1, . . . , b
′
k+1),
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ce qui implique
T |= ∃xk+1(P (b
′
k, xk+1) ∧ G˜(b
′
1, . . . , b
′
k, xk+1)),
soit
T |= F˜ (b′1, . . . , b
′
k).
– Si Qk+1 = ∀ : alors F˜ (x1, . . . , xk) = ∀xk+1(P (xk, xk+1)→ G˜(x1, . . . , xk+1)).
On suppose que X |= F (a1, . . . , ak), donc X |= ∀xk+1G(a1, . . . , ak, xk+1). Pour tout
e´le´ment ak+1 dans X, on a donc X |= G(a1, . . . , ak, ak+1).
Pour chaque fils b′k+1 du nœud b
′
k dans T , il existe un fils bk+1 du nœud bk dans la
destine´e comple`te, tel que ST (bk+1) dans la p-destine´e comple`te de X et ST (b
′
k+1)
dans T sont isomorphes. On a : X |= G(a1, . . . , ak, l(bk+1)).
On applique l’hypothe`se de re´currence a` G. On a donc : T |= G˜(b′1, . . . , b
′
k+1), et ce
pour tout fils b′k+1 du nœud b
′
k dans T . On peut donc e´crire pour tout nœud b
′
k+1
de T :
T |= P (b′k, b
′
k+1)→ G˜(b
′
1, . . . , b
′
k+1),
ce qui implique
T |= ∀xk+1(P (b
′
k, xk+1)→ G˜(b
′
1, . . . , b
′
k, xk+1)),
soit
T |= F˜ (b′1, . . . , b
′
k).
⇐ Analogue.
¤
Preuve : (du the´ore`me) On applique la Proposition 3 a` l’e´nonce´ F (k = 0).
¤
4.2 Description de l’algorithme
Graˆce au The´ore`me 2, on peut de´cider les e´nonce´s de profondeur de quantification
p ≥ 1 sur une structure X en passant par une p-destine´e exhaustive de X . On exige de
plus que la destine´e soit essentielle, afin de manipuler un objet fini (et de taille minimale
en l’occurrence). Il s’agit, pour un e´nonce´ F de profondeur de quantification p donne´e,
d’e´valuer sa forme destinale sur l’objet fini qu’est la p-destine´e exhaustive essentielle
choisie. Cet algorithme de de´cision est de´crit dans [Cha01] et [Cha02], ainsi que sur un
exemple dans [Ne´z97].
Le principe de l’algorithme est le suivant : e´tant donne´e une p-destine´e exhaustive et
essentielle T de la structure X , et un e´nonce´ F de profondeur de quantification p, on
e´value l’e´nonce´ F˜ sur T , ce qui revient a` exe´cuter un processus d’analyse de la formule F
et a` lire sur la destine´e la satisfaction ou la non satisfaction de F˜ .
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On adopte pour cet algorithme la structure de donne´es suivante : la p-destine´e exhaustive
(et essentielle) se pre´sente sous la forme d’un arbre, e´tiquete´ par des e´le´ments de la struc-
ture, et chaque nœud s’accompagne de la liste des relations satisfaites par le nœud et ses
ascendants. L’e´valuation d’une formule atomique concernant un nœud et ses ascendants
correspond alors a` une lecture dans cette liste. La longueur de la liste de´pend des relations
du langage σ et de leurs arite´s, ainsi que du rang du nœud conside´re´.
L’algorithme consiste en une traduction “en direct” de l’e´nonce´ F en sa forme destinale F˜
afin d’e´valuer cette dernie`re sur la destine´e T . Cela consiste donc en une e´limination des
quantificateurs en remplac¸ant chaque quantification par un nombre fini d’instanciations
des variables :
Entre´e : un e´nonce´ F de profondeur de quantification p
Sortie : la re´ponse a` la question “F est-il vrai dans X ?”
Hypothe`se : on connaˆıt T une p-destine´e exhaustive (et essentielle) de X
1. Le nœud courant est initialise´ a` ∅.
2. Si F est de la forme G ∧ H, alors F˜ = G˜ ∧ H˜ : e´valuer G˜ et H˜ dans la
destine´e T et renvoyer VRAI si G˜ et H˜ sont vrais dans T , et FAUX sinon.
3. Si F est de la forme G ∨H, alors F˜ = G˜ ∨ H˜ : G˜ et H˜ dans la destine´e T
et renvoyer VRAI si G˜ ou H˜ est vrai dans T , et FAUX sinon.
4. Si F est de la forme ¬G, alors F˜ = ¬G˜ : e´valuer G˜ dans la destine´e T et
renvoyer VRAI si G˜ est faux dans T , et FAUX sinon.
5. Si F est de la forme ∀xkG(a1, . . . , ak−1, xk), alors F˜ = ∀xkP (ak−1, xk) →
G˜(a1, . . . , ak−1, xk) : le nœud courant est ak−1, d’ascendants ak−2, . . . , a1, ∅.
Pour tous les fils ak du nœud courant, e´valuer G˜(a1, . . . , ak−1, ak) dans T
(le nœud courant devient ak durant cette e´tape) et renvoyer VRAI si pour
chacune de ces e´valuations G˜(a1, . . . , ak−1, ak) est vrai dans T , et FAUX
sinon.
6. Si F est de la forme ∃xkG(a1, . . . , ak−1, xk), alors F˜ = ∃xkP (ak−1, xk) ∧
G˜(a1, . . . , ak−1, xk) : le nœud courant est ak−1, d’ascendants ak−2, . . . , a1, ∅.
Pour tous les fils ak du nœud courant, e´valuer G˜(a1, . . . , ak−1, ak) dans T
(le nœud courant devient ak durant cette e´tape) et renvoyer VRAI si pour
au moins une de ces e´valuations G˜(a1, . . . , ak−1, ak) est vrai dans T , et FAUX
sinon.
7. Si F est une formule atomique dont toutes les variables sont instancie´es,
alors F˜ = F : renvoyer VRAI si cette formule atomique apparaˆıt comme
vraie dans la liste associe´e au nœud courant dans T , et FAUX sinon.
Remarque 12 Cet algorithme est paralle´lisable, comme nous le verrons au Paragraphe
4.4.4.
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4.3 Exemple
Faisons tourner cet algorithme sur un exemple : on conside`re la structure 〈N,≤, P 〉
de´ja` vue au paragraphe 3.4.2. On fixe p = 2 la profondeur de quantification des e´nonce´s
que l’on va de´cider. On choisit une 2-destine´e exhaustive et essentielle de la structure
〈N,≤, P 〉, par exemple la 2-destine´e re´duite (Figure 4.1).
On veut e´valuer l’e´nonce´ : ∀xP (x) ∧ ∃y[(x < y) ∨ P (y)]
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Fig. 4.1 – La 2-destine´e re´duite de la structure 〈N,≤, P 〉.
L’e´nonce´ F est de la forme ∀xG(x), donc, F˜ = ∀x(P (∅, x) → G˜(x)). Pour tout fils a du
nœud courant (qui est ∅), on e´value G˜(a) :
– Fils 0 : on e´value G˜(0), or G(0) est P (0) ∧ ∃y[(0 < y) ∨ P (y)] qui est de la forme
A(0) ∧B(0).
Donc G˜(0) = A˜(0) ∧ B˜(0).
On e´value chaque sous-formule A˜(0) et B˜(0) :
– A(0) = P (0) est une formule atomique, donc A˜(0) = P (0).
On lit sur la liste associe´e au nœud courant (0) qu’elle est fausse dans T .
On renvoie FAUX.
L’une des deux sous-formules de A˜ ∧ B˜ est fausse dans T donc la formule G˜(0) est
fausse dans T .
On renvoie donc FAUX.
L’une des formules G˜(a) est fausse donc F˜ est fausse dans T , donc on renvoie FAUX.
L’e´nonce´ de de´part n’est pas un the´ore`me.
On peut remarquer sur cet exemple que lors de l’exe´cution de l’algorithme, on n’est pas
force´ment oblige´ d’e´valuer les sous-formules sur toutes les instanciations possibles dans la
destine´e : si la quantification est universelle, on peut arreˆter la descente dans l’algorithme
de`s qu’on a un re´sultat ne´gatif, et si la quantification est existentielle, on peut arreˆter
la descente dans l’algorithme de`s qu’on a un re´sultat positif (et on peut meˆme garder
l’instanciation comme te´moin pour cette quantification existentielle).
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4.4 Parame`tres et calcul de la complexite´ de l’algo-
rithme
Pour calculer la complexite´ de cet algorithme, on a besoin de connaitre :
– la taille de l’e´nonce´ de de´part, que l’on appelera n ;
– la profondeur de quantification de l’e´nonce´, que l’on appelera p (remarquons qu’on
a ne´cessairement p ≤ n) ;
– le nombre de nœuds d’une p-destine´e exhaustive et essentielle (excepte´ ∅), que l’on
appelera Np .
Pour effectuer le calcul de complexite´, on a besoin d’indexer d’une part chaque sous-
formule de l’e´nonce´, d’autre part chaque nœud de la destine´e.
4.4.1 Indexation des sous-formules de l’e´nonce´
Soit Ψ l’e´nonce´ de profondeur de quantification p a` de´cider.
– Au rang de quantification p : la formule Ψ est une combinaison boole´enne de n0
sous-e´nonce´s de profondeur de quantification p.
On les indice par i0 ∈ {1, . . . , n0}.
Ces sous-formules sont appele´es Ψi0 .
– Au rang de quantification p − 1 : pour chaque i0 ∈ {1, . . . , n0}, la formule Ψi0 est
de la forme Qi0x1Ψ
′
i0
(x1), ou` Ψ
′
i0
est une combinaison boole´enne de formules de
profondeur de quantification p− 1.
On suppose qu’il y a ni0,1 sous-formules composant Ψ
′
i0
.
On les indicera par ii0,1 ∈ {1, . . . , ni0,1}.
Ces sous-formules sont appele´es Ψi0,1 (au lieu de Ψii0,1 , pour des raisons de commo-
dite´s de lecture).
– . . .
– Au rang de quantification k : pour chaque ii0,i1,...,ik−2,k−1 ∈ {1, . . . , ni0,i1,...,ik−2,k−1},
la formule Ψi0,i1,...,ik−2,k−1 est de la forme
Qi0,...,ik−2,k−1xp−kΨ
′
i0,i1,...,ik−2,k−1
(x1, . . . , xp−k),
ou` Ψ′i0,i1,...,ik−2,k−1 est une combinaison boole´enne de formules de profondeur de quan-
tification k.
On suppose qu’il y a ni0,i1,...,ik−1,k telles sous-formules.
On les indice par ii0,i1,...,ik−1,k ∈ {1, . . . , ni0,i1,...,ik−1,k}.
Ces sous-formules sont appele´es Ψi0,i1,...,ik−1,k.
– . . .
– Au rang de quantification 0 : pour chaque ii0,i1,...,ip−2,p−1 ∈ {1, . . . , ni0,i1,...,ip−2,p−1},
la formule Ψi0,i1,...,ip−2,p−1 est de la forme
Qi0,...,ip−2,p−1xpΨ
′
i0,i1,...,ip−2,p−1(x1, . . . , xp),
ou` Ψ′i0,i1,...,ip−2,p−1 est une combinaison boole´enne de formules atomiques.
On suppose qu’il y a ni0,i1,...,ip−1,p telles sous-formules.
On les indice par ii0,i1,...,ip−1,p ∈ {1, . . . , ni0,i1,...,ip−1,p}.
Ces sous-formules sont appele´es Ψi0,i1,...,ip−1,p.
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Le nombre total de formules atomiques dans Ψ est alors :
 n0∑
i0=1
ni0,1∑
ii0,1=1
. . .
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
. . .
ni0,...,ip−1,p∑
ii0,...,ip−1,p=1
1

 = O(n).
4.4.2 Indexation des nœuds de la destine´e
Soit T la p-destine´e exhaustive et essentielle sur laquelle se de´roule l’algorithme, et Np
son nombre total de nœuds.
– Au rang 1 : on suppose que le nœud ∅ a M1 fils de rang 1.
On les indice par j1 ∈ {1, . . . ,M1}.
On les appelle uj1 .
– Au rang 2 : on suppose que le nœud uj1 a Mj1,2 fils de rang 2.
On les indice par jj1,2 ∈ {1, . . . ,Mj1,2}.
On les appelle ujj1,2 .
– . . .
– Au rang k : on suppose que le nœud uj1,...,jk−2,k−1 a Mj1,...,jk−1,k fils de rang k.
On les indice par jj1,...,jk−1,k ∈ {1, . . . ,Mj1,...,jk−1,k}.
On les appelle ujj1,...,jk−1,k .
– . . .
– Au rang p : on suppose que le nœud uj1,...,jp−2,p−1 a Mj1,...,jp−1,p fils de rang p.
On les indice par jj1,...,jp−1,p ∈ {1, . . . ,Mj1,...,jp−1,p}.
On les appelle ujj1,...,jp−1,p .
On a : 
 M1∑
j1=1
Mj1,2∑
jj1,2=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
. . .
Mj1,...,jp−1,p∑
jj1,...,jp−1,p=1
1

 = Np.
4.4.3 Calcul de la complexite´
On note T (Ψ) le couˆt d’e´valuation de Ψ, et de manie`re ge´ne´rale, T (F ) le couˆt d’e´valua-
tion d’une sous-formule F . On a :
– Le couˆt d’e´valuation de la formule Ψ est la somme des couˆts d’e´valuation des for-
mules Ψi0 , plus le couˆt d’e´valuation de la combinaison boole´enne, qui est en O(n0) :
T (Ψ) =
n0∑
i0=1
T (Ψi0) +O(n0)
T (Ψ) ≤
n0∑
i0=1
T (Ψi0) +O(n)
– Pour chaque Ψi0 , on doit e´valuer pour chaque instanciation de la premie`re variable
par les fils du nœud courant (ici ∅), la formule Ψ′i0 , et le couˆt d’e´valuation de cette
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dernie`re est la somme des couˆts d’e´valuation des Ψi0,1, plus le couˆt d’e´valuation des
combinaisons boole´ennes pour chacune de ces instanciations, qui sont en O(ni0,1) :
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
(T (Ψi0,1) +O(ni0,1)) +O(n)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
T (Ψi0,1) +
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
O(ni0,1) +O(n)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
T (Ψi0,1) +
M1∑
j1=1
n0∑
i0=1
ni0,1∑
ii0,1=1
O(ni0,1) +O(n)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
T (Ψi0,1) +
M1∑
j1=1
O(n) +O(n)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
T (Ψi0,1) +M1 ×O(n) +O(n)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
T (Ψi0,1) + 2×O(n×Np)
– . . .
– Pour chaque Ψi0,i1,...,ik−2,k−1, on doit e´valuer, pour chaque instanciation de la variable
xk par les fils du nœud courant (ujj1,...,jk−1,k), la formule Ψ
′
i0,i1,...,ik−2,k−1
, et le couˆt
d’e´valuation de cette dernie`re est la somme des couˆts d’e´valuation des Ψi0,i1,...,ik−1,k
plus le couˆt d’e´valuation des combinaisons boole´ennes :
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
(T (Ψi0,...,ik−1,k) +O(ni0,...,ik−1,k))
+ (k − 1)×O(n×Np)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
T (Ψi0,...,ik−1,k)
+
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
O(ni0,...,ik−1,k)
+ (k − 1)×O(n×Np)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
T (Ψi0,...,ik−1,k)
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+
M1∑
j1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
n0∑
i0=1
. . .
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
O(ni0,...,ik−1,k) + (k − 1)×O(n×Np)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
T (Ψi0,...,ik−1,k)
+
M1∑
j1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
O(n) + (k − 1)×O(n×Np)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
T (Ψi0,...,ik−1,k)
+O(n×Np) + (k − 1)×O(n×Np)
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jk−1,k∑
jj1,...,jk−1,k=1
ni0,...,ik−1,k∑
ii0,...,ik−1,k=1
T (Ψi0,...,ik−1,k) + k ×O(n×Np)
– . . .
– Au final, on arrive a` l’e´valuation des formules atomiques :
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jp−1,p∑
jj1,...,jp−1,p=1
ni0,...,ip−1,p∑
ii0,...,ip−1,p=1
T (Ψi0,...,ip−1,p) + p×O(n×Np).
L’e´valuation de la formule atomique consiste a` acce´der a` la liste de relations porte´es par
le nœud concerne´ (ici, dans le pire des cas, on a suppose´ que l’on e´tait oblige´ d’aller
jusqu’aux feuilles, mais on peut rencontrer des formules atomiques avant). Cette liste de
relations a une taille qui de´pend du langage σ. On notera Γσ(k) la longueur de la liste
des relations ve´rifie´es par le nœud vis-a`-vis de lui-meˆme et ses ascendants, si le nœud est
de rang k. L’e´valuation d’une formule atomique faisant intervenir k variables instancie´es
dans l’arbre est de l’ordre de Γσ(k). La fonction Γσ est croissante, donc l’e´valuation d’une
formule atomique est majore´e par Γσ(p), quel que soit le rang auquel on doit l’e´valuer.
On peut de`s lors majorer T (Ψ) :
T (Ψ) ≤
n0∑
i0=1
M1∑
j1=1
ni0,1∑
ii0,1=1
. . .
Mj1,...,jp−1,p∑
jj1,...,jp−1,p=1
ni0,...,ip−1,p∑
ii0,...,ip−1,p=1
Γσ(p) +O(p× n×Np).
Les sommes concernant les indices j d’une part et les indices i d’autre part, sont devenues
inde´pendantes, et l’on peut e´crire :
T (Ψ) ≤
n0∑
i0=1
ni0,1∑
ii0,1=1
. . .
ni0,...,ip−1,p∑
ii0,...,ip−1,p=1

 M1∑
j1=1
. . .
Mj1,...,jp−1,p∑
jj1,...,jp−1,p=1
Γσ(p)

+O(p× n×Np)
50 Chapitre 4. Satisfaction des e´nonce´s et algorithme de de´cision utilisant les destine´es
d’ou`
T (Ψ) ≤
n0∑
i0=1
ni0,1∑
ii0,1=1
. . .
ni0,...,ip−1,p∑
ii0,...,ip−1,p=1
(Np × Γσ(p)) +O(p× n×Np)
et finalement, puisque Γσ(p) est supe´rieur ou e´gal a` p :
T (Ψ) ≤ O(n×Np × Γσ(p)).
Remarque 13 Ce calcul de complexite´ met en e´vidence la part de chaque parame`tre
intervenant dans la de´cision : il y a en effet la part de l’e´nonce´ avec le parame`tre n, la
part du langage avec la fonction Γσ, et enfin la part de la structure avec le parame`tre Np.
Exemple : Si on conside`re la structure 〈N,≤, P 〉 et le rang de quantification 2, on a :
– Le nombre de nœuds dans une destine´e exhaustive et essentielle est 26, comme on
peut le voir Figure 4.2 ;
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Fig. 4.2 – La 2-destine´e re´duite de la structure 〈N,≤, P 〉.
– Les nœuds de rang 1 s’accompagnent d’une liste d’un boole´en qui est vrai si le nœud
est premier, et faux sinon, les nœuds de rang 2 s’accompagnent d’une liste de trois
boole´ens : le premier qui indique le caracte`re premier du nœud, le deuxie`me qui dit
si le nœud est infe´rieur ou e´gal a` son pe`re, et le troisie`me qui indique si le nœud est
supe´rieur ou e´gal a` son pe`re. Donc on a ici Γ(2) = 3.
La complexite´ de la de´cision d’un e´nonce´ de profondeur de quantification 2 sur cette
structure sera donc en O(78× n) ou` n est la longueur de l’e´nonce´.
Pour la 3-destine´e re´duite de cette meˆme structure, le nombre de nœuds est de l’ordre de
800 nœuds, et Γ(3) est e´gal a` 5. On assiste a` une explosion combinatoire de Np lorsque p
de´passe la valeur 3. Cette explosion combinatoire entre la profondeur 2 et la profondeur
3 s’observe dans toutes les structures que nous avons e´tudie´es.
4.4.4 Complexite´ pour les machines de Turing alternantes
Afin de pouvoir comparer l’algorithme que nous venons de pre´senter a` d’autres al-
gorithmes d’e´limination de quantificateurs, nous pre´sentons ici un deuxie`me calcul de
complexite´, dans le mode`le de calcul des machines de Turing alternantes. Nous inte´grons
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donc l’aspect paralle`lisable de l’algorithme pour le calcul de sa complexite´. Nous com-
menc¸ons par rappeler le mode`le de calcul des machines de Turing alternantes, avant de
nous lancer dans le calcul de la complexite´.
4.4.4.1 Machines de Turing alternantes
On peut se re´fe´rer pour la notion de machine de Turing alternante a` [BDG90], [Pap94]
ou [VL90]. C’est une variante de la notion de machine de Turing non de´terministe, que
nous supposons connue.
De´finition 37 (Machine de Turing alternante)
Une machine de Turing alternante est un quadruplet M = (Q,Σ, δ, q0), ou` :
– Q est l’ensemble des e´tats, partitionne´ en 4 sous-ensembles disjoints, respecti-
vement e´tats universels, existentiels, acceptants et rejetants ;
– Σ est l’alphabet ;
– δ est la fonction de transition (non de´terministe) ;
– q0 est l’e´tat initial.
De´finition 38 (Configuration)
Une configuration pour une machine de Turing alternante M est un vecteur
compose´ de l’e´tat courant de la machine, de l’e´tat des rubans, du contenu de
l’entre´e et la position des teˆtes sur les rubans. Si l’e´tat d’une configuration est
universel (respectivement existentiel, acceptant, rejetant), on dit que la configu-
ration est universelle (respectivement existentielle, acceptante, rejetante).
De´finition 39 (Successeur d’une configuration)
Soient α1 et α2 deux configurations pour une machine alternante M . On dit que
α2 est un sucesseur de α1, et on note α1 ⊢ α2 si α1 me`ne a` la configuration α2
par une application de la fonction de transition.
Il reste a` de´finir la notion d’acceptance pour une machine de Turing alternante. Pour cela,
on s’appuie sur l’arbre de calcul sur une entre´e :
De´finition 40 (Arbre de calcul)
Soit M une machine de Turing alternante et x une entre´e. L’arbre de calcul
pour M sur l’entre´e x est un arbre dont les nœuds sont des configurations, dont
la racine est la configuration initiale α0 et pour tout nœud αk, les fils de αk sont
exactement ses configurations successeurs.
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De´finition 41 (Sous-arbre acceptant)
Soit M une machine de Turing alternante et x une entre´e, et T l’arbre de calcul
pour M sur l’entre´e x. On dit qu’une feuille de T re´pond “oui” quand elle est
acceptante, et qu’un nœud qui n’est pas une feuille re´pond “oui” lorsque :
– si le nœud est universel, tous ses fils re´pondent “oui” ;
– si le nœud est existentiel, au moins l’un de ses fils re´pond “oui”.
Si la racine de T re´pond “oui”, on dit que le sous-arbre de T constitue´ des nœuds
qui re´pondent “oui” est un sous-arbre acceptant pour M sur l’entre´e x.
De´finition 42 (Acceptation)
SoitM une machine de Turing alternante et x une entre´e. On dit queM accepte
x s’il existe un sous-arbre de calcul acceptant pour M sur l’entre´e x.
Pour de´finir la complexite´ associe´e a` ce mode`le de calcul, on se sert e´galement des arbres
de calcul :
De´finition 43 (Classe de complexite´ ATIME(k, f(n)))
Soit M une machine de Turing alternante. On dit que M est dans la classe de
complexite´ ATIME(k, f(n)), si sur une entre´e x de taille n, la re´ponse de M
sur l’entre´e x est donne´e apre`s un temps f(n) et k alternances de quantification
(c’est-a`-dire que l’arbre de calcul a ses branches de longueur infe´rieure a` f(n) et
il y a au plus k alternances des e´tats existentiels et universels sur une branche).
4.4.4.2 Complexite´ de l’algorithme de de´cision utilisant les destine´es
Nous allons de´crire l’arbre de calcul pour cet algorithme. Il ressemble fortement a` la
p-destine´e. Soit Ψ un e´nonce´ de profondeur de quantification p. On utilisera les notations
du Paragraphe 4.4.1.
– Une premie`re partie de l’arbre de´crit la combinaison boole´enne des Ψi0 . Cett partie
est de hauteur au plus n0.
– Pour chacune des Ψi0 , on a un nœud de l’arbre de calcul qui est dans un e´tat
existentiel si Qi0 est ∃ et universel sinon. Ce nœud a pour fils toutes les situations
correspondant aux instanciations de x1 par les fils de ∅ dans la p-destine´e.
– Pour chacun de ces fils, on a ensuite une partie de l’arbre de calcul qui de´crit la
combinaison boole´enne des Ψi0,1, cette partie est de hauteur au plus ni0,1 dans le
sous-arbre correspondant a` la formules Ψi0
– . . .
– Lorsque l’on en est a` e´valuer une formule atomique dont toutes les variables sont
instancie´es, on lit dans une liste de longueur au plus Γ(p). Le nœud a alors pour fils
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les situations correspondant aux e´le´ment d’une telle liste, ce qui nous rajoute une
longueur 1.
En conclusion, chaque branche est de longueur O(n), et contient au plus p alternances de
quantificateurs : l’algorithme appartient a` la classe de complexite´ ATIME(p,O(n)).
4.5 Conclusion
La pre´sentation sous forme de destine´e permet de gagner du temps par rapport a` une
e´limination des quantificateurs classique. D’une part, elle ne ne´cessite pas de pre´traitement
de la formule (par exemple, une mise sous forme pre´nexe), et d’autre part les e´valuations
des formules atomiques ont de´ja` e´te´ effectue´es lors de la construction de la p-destine´e (et
elles sont stocke´es sous forme des listes de relations attache´es aux nœuds). La p-destine´e
permet donc de stocker dans une structure de donne´es finie tout ce dont on a besoin pour
e´valuer rapidement n’importe quel e´nonce´ de profondeur de quantification infe´rieure ou
e´gale a` p.
Il y a e´videmment une ombre au tableau :
– la destine´e est ici suppose´e connue, mais il reste a` de´terminer comment la construire,
et si c’est possible, automatiser cette construction. Nous verrons dans la Partie II
que cela n’est pas toujours simple ;
– de plus la complexite´ de l’algorithme de de´cision pre´sente´ ci-dessus de´pend de la
taille de la p-destine´e utilise´e. Or cette taille peut facilement devenir e´norme, de
l’ordre de la tour d’exponentielle par exemple, lorsque p croˆıt (ce qui n’est pas en
soi e´tonnant, vu les bornes infe´rieures de complexite´ de la de´cision de certaines
the´ories arithme´tiques). Nous verrons quelques exemples e´galement dans la Partie
II.
L’algorithme est en revanche particulie`rement inte´ressant de`s qu’il s’agit de de´cider
un nombre important d’e´nonce´s de profondeur de quantification donne´e sur une meˆme
structure : la construction de la destine´e e´tant faite, la complexite´ d’e´valuation de chaque
e´nonce´ est line´aire (certes avec une grande constante !), contrairement a` ce qu’il se passe
avec d’autres algorithmes. Nous verrons une comparaison de´taille´e au chapitre 9 entre
l’algorithme de de´cision de Ne´zondet, utilisant les destine´es, et un algorithme de de´cision
duˆ a` Ferrante et Rackoff ([FR79]).
L’imple´mentation de l’algorithme ci-dessus a e´te´ re´alise´e en langage Caml, et est ac-
cessible sur la page :
http://llaic3.u-clermont1.fr/~chateau/pub/decision.tgz
On peut se renseigner sur le langage Caml dans [LW99] ou [CMP00].
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Chapitre 5
Comparaison des destine´es de
Ne´zondet avec les k-isomorphismes
et les jeux
Ce chapitre fait le lien entre les destine´es de Ne´zondet, outil nouveau pour l’e´tude
des structures lorsque l’on fixe la profondeur de quantification des e´nonce´s, et les outils
de´ja` existants dans le meˆme contexte, a` savoir les k-isomorphismes de Fra¨ısse´ et les jeux
d’Ehrenfeucht. Ces notions de´sormais classiques sont amplement pre´sente´es dans [Hod93],
[EF99], [EFT94], [Mau94] ou [Poi85].
Nous rappelons ici les de´finitions essentielles de ces notions, puis nous e´tablissons la
comparaison avec les destine´es dans le The´ore`me 3.
Les isomorphismes locaux et la notion de va-et-vient ont e´te´ introduits par Fra¨ısse´
dans les anne´es 1950, puis Ehrenfeucht de´crit de manie`re diffe´rente les va-et-vient en
introduisant un jeu entre deux personnes, pour lequel l’existence d’une strate´gie gagnante
pour l’un des joueurs implique l’e´quivalence e´le´mentaire entre deux structures.
5.1 Rappel sur les k-isomorphismes de Fra¨ısse´
Soient A et B deux σ-structures de domaines respectifs A et B.
De´finition 44 (Isomorphisme local)
Un isomorphisme local entre A et B est un isomorphisme de structures entre
une partie finie de A et une partie finie de B.
La notion de k-isomorphisme est de´finie par re´currence sur k.
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De´finition 45 (k-isomorphisme)
Un isomorphisme local f entre A et B est un (k+1)-isomorphisme si et seule-
ment s’il ve´rifie les conditions suivantes :
– condition de “va” : pour tout a ∈ A, il existe un k-isomorphisme g prolongeant
f et de´fini en a ;
– condition de “vient” : pour tout b ∈ B, il existe un k-isomorphisme g prolon-
geant f et dont l’image contient b.
De´finition 46 (k-e´quivalence)
Deux n-uples (a1, . . . , an) et (b1, . . . , bn) d’e´le´ments de A et B respectivement sont
dits k-e´quivalents, ou k-isomorphes, si l’application de domaine {a1, . . . , an}
qui envoie chaque ai sur bi pour tout i ∈ {1, . . . , n} est un k-isomorphisme.
5.2 Rappel sur les jeux d’Ehrenfeucht
De´finition 47 (Jeu d’Ehrenfeucht)
Soit k ∈ N. Le jeu d’Ehrenfeucht Gk(A,B) est un jeu a` deux joueurs Joueur
I et Joueur II, en k coups. Un coup se de´compose en deux actions :
– Joueur I choisit un e´le´ment de A ou de B ;
– Joueur II choisit un e´le´ment de B si Joueur I a choisi un e´le´ment de A, ou un
e´le´ment de A si Joueur I a choisi un e´le´ment de B.
On appelle (α1, . . . , αk) les e´le´ments de A qui ont e´te´ choisis au cours du jeu
par l’un ou l’autre joueur, et (β1, . . . , βk) les e´le´ments de B choisis au cours du
jeu (le couple (αi, βi) e´tant choisi au coup nume´ro i). Joueur II gagne le jeu si
(α1, . . . , αk) et (β1, . . . , βk) ve´rifient les meˆmes formules sans quantificateur dans
leurs structures respectives.
De´finition 48 (Strate´gie gagnante)
Soit k ∈ N. Une strate´gie gagnante pour le jeu d’Ehrenfeucht Gk(A,B) est
la description d’une suite d’actions a` exe´cuter pour Joueur II en fonction des
actions possiblement re´alise´es par Joueur I, telles que si Joueur II suit cette
strate´gie, il gagne le jeu a` coup suˆr.
Nous verrons au Paragraphe 5.4 que l’existence d’une strate´gie gagnante e´quivaut a` l’exis-
tence d’un k-isomorphisme.
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5.3 Formules d’Hintikka
Soit A une σ-structure, et (a1, . . . , an) un n-uple d’e´le´ments de A. On de´finit les
formules d’Hintikka d’ordre k du n-uple (a1, . . . , an) par re´currence sur k.
De´finition 49 (Formules d’Hintikka)
Les formules d’Hintikka du n-uple (a1, . . . , an) sont :
– pour k = 0 :
ϕ0(a1,...,an)(x1, . . . , xn) ≡
∧
{ϕ(x1, . . . , xn) atomique ou ne´gatomique telle que
A |= ϕ(a1, . . . , an)}
– pour k > 0 :
ϕk(a1,...,an)(x1, . . . , xn) ≡
∧
a∈A
∃xn+1ϕ
k−1
(a1,...,an,a)
(x1, . . . , xn, xn+1)
∧∀xn+1
∨
a∈A
ϕk−1(a1,...,an,a)(x1, . . . , xn, xn+1)
Les formules d’Hintikka caracte´risent le type de k-isomorphisme du n-uple (a1, . . . , an),
comme nous le verrons dans le The´ore`me 3. D’autre part, les formules d’Hintikka d’ordre k
forment une base de repre´sentants des formules de profondeur de quantification infe´rieure
ou e´gale a` k, au sens pre´cise´ par la proposition ci-dessous.
Proposition 4
Soit ϕ une σ-formule a` n variables libres de profondeur de quantification
infe´rieure ou e´gale a` k ≥ 0. La formule ϕ est logiquement e´quivalente a` la for-
mule :∨
{ϕk(A,a1,...,an)/ A σ-structure, (a1, . . . , an) dans A et A |= ϕ(a1, . . . , an)}.
5.4 The´ore`me de comparaison
Les notions de´finies pre´ce´demment sont e´quivalentes, et les destine´es de Ne´zondet
s’inte`grent parfaitement au sein de cette e´quivalence, ce qui s’exprime dans le The´ore`me
3. Ne´zondet montre une partie de ce re´sultat dans [Ne´z97] (Proposition 4.4.1 page 75).
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Theore`me 3
Soient A et B deux σ-structures, (a1, . . . , an) et (b1, . . . , bn) deux n-uples
d’e´le´ments de A et B respectivement. Soit k ≥ 0. Les assertions suivantes sont
e´quivalentes :
1. Les n-uples (a1, . . . , an) et (b1, . . . , bn) sont k-isomorphes (au sens de
Fra¨ısse´).
2. Joueur II a une strate´gie gagnante pour le jeu d’Ehrenfeucht en k coups
Gk((A, a1, . . . , an), (B, b1, . . . , bn)).
3. B |= ϕk(a1,...,an)(b1, . . . , bn).
4. Les n-uples (a1, . . . , an) dans A et (b1, . . . , bn) dans B satisfont respective-
ment les meˆmes formules de profondeur de quantification k a` n variables
libres.
5. Deux k-destine´es exhaustives des structures (A, a1, . . . , an) et (B, b1, . . . , bn)
sont isomorphes.
Preuve : L’e´quivalence entre les quatre premie`res assertions a e´te´ de´montre´e dans [Hod93]
ou [EF99]. Il reste a` de´montrer l’e´quivalence entre le point 5. et les autres.
On s’appuie sur le lemme suivant, qui caracte´rise les classes d’isomorphisme de sous-arbres
dans une destine´e par une formule qui ressemble (et ce n’est pas un hasard !) a` une formule
d’Hintikka.
Lemme 1 Soit p ≥ 1 et T et T ′ deux p-destine´es exhaustives de σ-structures,
respectivement X et X ′, ou` σ est un langage relationnel fini. Pour tout nœud αk
de rang k ≤ p et d’ascendants αk−1, . . . , α1, ∅ dans la destine´e T , il existe une
σ-formule F(α1,...,αk)(x1, . . . , xk) a` k variables libres et de profondeur de quantifica-
tion p−k telle que pour tout nœud βk de rang k ≤ p et d’ascendants βk−1, . . . , β1, ∅
dans la destine´e T ′, le sous-arbre ST (βk) est isomorphe au sous-arbre ST (αk) si
et seulement si T ′ |= F˜(α1,...,αk)(β1, . . . , βk).
Preuve : (du lemme). On montre ce lemme par re´currence de´croissante sur k ∈ {0, . . . , p}.
Cas k = p :
Soit αp une feuille de T d’ascendants αp−1, . . . , α1, ∅. On pose F(α1,...,αp)(x1, . . . , xp) la
conjonction de toutes les formules atomiques et ne´gatomiques sur le langage σ qui sont
satisfaites par le p-uple (l(α1), . . . , l(αp)) dans la structure X . C’est une formule sans quan-
tificateurs a` p variables libres. Montrons qu’elle convient : soit βp une feuille d’ascendants
βp−1, . . . , β1, ∅ dans la destine´e T
′.
– Si la feuille βp dans T
′ et la feuille αp dans T sont isomorphes, alors les p-uples
(α1, . . . , αp) et (β1, . . . , βp) satisfont les meˆmes formules atomiques et ne´gatomiques,
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et comme X |= F(α1,...,αp)(l(α1), . . . , l(αp)), on a T |= F˜(α1,...,αp)(α1, . . . , αp), donc
T ′ |= F˜(α1,...,αp)(β1, . . . , βp).
– Si T ′ |= F˜(α1,...,αp)(β1, . . . , βp), cela signifie que les p-uples (α1, . . . , αp) et (β1, . . . , βp)
satisfont les meˆmes formules atomiques et ne´gatomiques sur le langage σ. Comme ils
satisfont e´galement les meˆmes formules atomiques et ne´gatomiques faisant intervenir
la relation de paternite´ et la constante ∅, ils satisfont les meˆmes formules atomiques
et ne´gatomiques sur le langage σ′. Cela signifie donc que la feuille αp et la feuille βp
sont isomorphes.
Cas k < p : Montrons que l’hypothe`se pour le rang k + 1 implique l’hypothe`se pour le
rang k.
Soit αk un nœud de T d’ascendants αk−1, . . . , α1, ∅. Le nœud αk a un nombre fini de fils
a` isomorphisme de sous-arbre pre`s.
Soient y1, . . . , ynk des fils de αk tels que les sous-arbres ST (yi) pour i ∈ {1, . . . , nk} soient
non isomorphes deux a` deux et recouvrent toutes les classes d’isomorphisme des sous-
arbres dont la racine est un fils de αk.
Par hypothe`se de re´currence, il existe pour chaque i ∈ {1, . . . , nk} une formule, note´e
F(α1,...,αk,yi)(x1, . . . , xk, xk+1), a` k + 1 variables libres et de profondeur de quantification
p− k − 1 qui caracte´rise la classe d’isomorphisme du sous-arbre ST (yi).
Soit G(x1, . . . , xk) la conjonction de toutes les formules atomiques ou ne´gatomiques
satisfaites par le uple (l(α1), . . . , l(αk)) dans la structure X .
On pose comme formule F(α1,...,αk)(x1, . . . , xk) :
G(x1, . . . , xk)∧
∧∧nk
i=1
∃xk+1F(α1,...,αk,yi)(x1, . . . , xk+1)∧∀xk+1
∨∨nk
i=1
F(α1,...,αk,yi)(x1, . . . , xk+1).
C’est une formule a` k variables libres et de profondeur de quantification p− k. Montrons
qu’elle convient : soit βk un nœud de T
′ d’ascendants βk−1, . . . , β1, ∅.
– Si le sous-arbre ST (βk) et le sous-arbre ST (αk) sont isomorphes, alors :
– Les k-uples (α1, . . . , αk) et (β1, . . . , βk) satisfont les meˆmes formules atomiques et
ne´gatomiques sur le langage σ′. Comme X |= G(l(α1), . . . , l(αk)), on a
T |= G˜(α1, . . . , αk),
donc par isomorphisme
T ′ |= G˜(β1, . . . , βk).
– Pour tout fils y de αk, il existe un fils z de βk tel que les sous-arbres ST (z) et ST (y)
sont isomorphes. Soit i ∈ {1, . . . , nk} tel que ST (y) et ST (yi) sont isomorphes.
Par hypothe`se de re´currence, on a :
T ′ |= F˜(α1,...,αk,yi)(β1, . . . , βk, z).
Donc pour tout i ∈ {1, . . . , nk}, on a :
T ′ |= ∃xk+1(P (βk, xk+1) ∧ F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)),
donc
T ′ |=
∧∧nk
i=1
∃xk+1(P (βk, xk+1) ∧ F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)).
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– Pour tout fils z de βk, il existe un fils y de αk tel que les sous-arbres ST (z) et ST (y)
sont isomorphes. Soit i ∈ {1, . . . , nk} tel que ST (y) et ST (yi) sont isomorphes.
Par hypothe`se de re´currence, on a :
T ′ |= F˜(α1,...,αk,yi)(β1, . . . , βk, z).
Donc pour tout fils z de βk, il existe un i ∈ {1, . . . , nk} tel que
T ′ |= F˜(α1,...,αk,yi)(β1, . . . , βk, z),
ce qui s’e´crit e´galement :
T ′ |= ∀xk+1(P (βk, xk+1)→
∨∨nk
i=1
F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)).
Finalement :
T ′ |=G˜(α1, . . . , αk)
∧ ∀xk+1(P (βk, xk+1)→
∨∨nk
i=1
F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1))
∧
∧∧nk
i=1
∃xk+1(P (βk, xk+1) ∧ F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)),
ou encore :
T ′ |= F˜(α1,...,αk)(β1, . . . , βk).
– Si T ′ |= F˜(α1,...,αk)(β1, . . . , βk) :
– On a : T ′ |= G˜(β1, . . . , βk). Donc les uples (α1, . . . , αk) et (β1, . . . , βk) satisfont les
meˆmes formules atomiques et ne´gatomiques sur le langage σ. Comme par ailleurs
ils satisfont les meˆmes formules atomiques et ne´gatomiques faisant intervenir la
relation de paternite´ et la constante ∅, ils satisfont les meˆmes formules atomiques
et ne´gatomiques sur le langage σ′.
– On a : T ′ |=
∧∧nk
i=1∃xk+1(P (βk, xk+1) ∧ F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)). Donc pour
tout i ∈ {1, . . . , nk}, il existe un fils z de βk tel que T
′ |= F˜(α1,...,αk,yi)(β1, . . . , βk, z).
Par hypothe`se de re´currence cela signifie que les sous-arbres ST (z) et ST (yi) sont
isomorphes. Or, pour tout fils y de αk , il existe un i ∈ {1, . . . , nk} tel que ST (y)
et ST (yi) sont isomorphes. Donc pour tout fils de αk, il existe un fils de βk tel
que leurs sous-arbres sont isomorphes.
– On a : T ′ |= ∀xk+1(P (βk, xk+1)→
∨∨nk
i=1F˜(α1,...,αk,yi)(β1, . . . , βk, xk+1)). Donc pour
tout fils z de βk, il existe un i ∈ {1, . . . , nk} tel que T
′ |= F˜(α1,...,αk,yi)(β1, . . . , βk, z).
Par hypothe`se de re´currence cela signifie que les sous-arbres ST (z) et ST (yi) sont
isomorphes. Donc pour tout fils de βk, il existe un fils de αk tel que leurs sous-
arbres sont isomorphes.
Donc les sous-arbres ST (αk) et ST (βk) sont isomorphes.
¤
Retour a` la preuve du the´ore`me : Il nous reste encore a` de´montrer l’e´quivalence entre
le point 5. et les autres.
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On commence par montrer 4.⇒5. : soient Ta et Tb deux k-destine´es exhaustives des
structures (A, a1, . . . , an) et (B, b1, . . . , bn) respectivement. Le langage conside´re´ sur ces
structures est σ∪{c1, . . . , cn}, ou` les ci sont des symboles de constantes interpre´te´s dans A
par les ai et dans B par les bi. Les destine´es Ta et Tb sont donc des σ∪{c1, . . . , cn}∪{P, ∅}-
structures. Pour montrer qu’elles sont isomorphes, il suffit, d’apre`s le Lemme 1, de montrer
que
Tb |= F˜(∅a).
ou` F(∅a) est l’e´nonce´ caracte´risant la k-destine´e Ta. Or cet e´nonce´ est de profondeur de
quantification k, et fait intervenir les constantes c1, . . . , cn du langage σ∪{c1, . . . , cn}. On
a :
Ta |= F˜(∅a)
donc
(A, a1, . . . , an) |= F(∅a).
Si on conside`re maintenant les ci comme des variables libres, on a :
A |= F(∅a)(a1, . . . , an).
Le point 4. nous dit que :
B |= F(∅a)(b1, . . . , bn).
On fait l’ope´ration inverse (i.e. on repasse au langage e´tendu σ ∪ {c1, . . . , cn}) :
(B, b1, . . . , bn) |= F(∅a).
Cela implique que :
Tb |= F˜(∅a).
C’est ce qu’on voulait.
On montre maintenant que 5.⇒2. : soient Ta et Tb les deux k-destine´es comple`tes des
structures (A, a1, . . . , an) et (B, b1, . . . , bn) respectivement. La strate´gie gagnante pour
Joueur II est la suivante :
– Au premier coup :
– Si Joueur I choisit α1 dans (A, a1, . . . , an), il existe un fils α
′
1 de ∅ dans la destine´e
Ta qui ait pour e´tiquette α1. Alors Joueur II choisit un β1 dans (B, b1, . . . , bn) tel
que β1 est l’e´tiquette d’un fils β
′
1 de ∅ dans la destine´e Tb dont le sous-arbre est
isomorphe au sous-arbre ST (α′1). Un tel fils existe puisque les destine´es Ta et Tb
sont isomorphes.
– Si Joueur I choisit β1 dans (B, b1, . . . , bn) : Joueur II fait la meˆme chose en inversant
les roˆles de Ta et Tb.
– On suppose que les i < k premiers coups ont e´te´ joue´s, et qu’aux uples (α1, . . . , αi)
et (β1, . . . , βi) correspondent (par l’e´tiquetage) respectivement dans les destine´es Ta
et Tb des nœuds α
′
i et β
′
i d’ascendants respectifs α
′
i−1, . . . , α
′
1, ∅, et β
′
i−1, . . . , β
′
1, ∅,
avec les sous-arbres ST (α′i) et ST (β
′
i) isomorphes.
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– Si Joueur I choisit αi+1 dans (A, a1, . . . , an), il existe un fils α
′
i+1 du nœud α
′
i dans
la destine´e comple`te Ta tel que l’e´tiquette de α
′
i+1 est αi+1. Alors Joueur II choisit
un βi+1 dans (B, b1, . . . , bn) tel que βi+1 est l’e´tiquette d’un fils β
′
i+1 de ∅ dans la
destine´e Tb dont le sous-arbre est isomorphe au sous-arbre ST (α
′
i+1). Un tel fils
existe puisque les destine´es Ta et Tb sont isomorphes.
– Si Joueur I choisit βi+1 dans (B, b1, . . . , bn) : Joueur II fait la meˆme chose en
inversant les roˆles de Ta et Tb.
– Au bout des k coups, aux uples (α1, . . . , αk) et (β1, . . . , βk) correspondent (par
l’e´tiquetage) respectivement dans les destine´es Ta et Tb des feuilles α
′
k et β
′
k d’as-
cendants respectifs α′k−1, . . . , α
′
1, ∅, et β
′
k−1, . . . , β
′
1, ∅, tels que les feuilles ST (α
′
k) et
ST (β′k) sont isomorphes. Comme ce sont des feuilles isomorphes, elles satisfont les
meˆmes formules atomiques et ne´gatomiques, donc les meˆmes formules sans quanti-
ficateur. Par conse´quent, les e´tiquettes satisfont e´galement les meˆmes formules sans
quantificateurs dans leurs structures respectives.
On a donc e´tabli une strate´gie gagnante pour Joueur II, ce qui termine la preuve.
¤
5.5 Conclusion
Dans ce chapitre, nous avons montre´ l’e´quivalence entre la notion de destine´e et les
autres notions permettant d’e´tudier les structures sous l’angle des k-isomorphismes. Cette
e´quivalence est primordiale pour e´largir le champ d’application des destine´es. En ef-
fet, nous avons ainsi prouve´ qu’elles peuvent servir a` montrer que deux structures sont
e´quivalentes (il faudrait prouver que les destine´es exhaustives sont isomorphes pour toute
hauteur), ou bien montrer qu’une proprie´te´ n’est pas de´finissable au premier ordre (il
faudrait pour toute hauteur exhiber deux structures dont les destine´es sont isomorphes et
dont une seule satisfait la proprie´te´). D’autre part, nous avons de´montre´ dans ce chapitre
un lemme qui va nous eˆtre tre`s utile par la suite, a` savoir la caracte´risation des classes
d’isomorphisme de sous-arbres par une formule. Nous nous en servirons dans le Chapitre
8, ainsi que tout au long de la Partie III, ou` nous jonglerons entre toutes les notions
pre´sente´es dans ce chapitre afin d’e´tudier certaines structures finies.
Deuxie`me partie
Structures infinies
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Introduction
Dans la partie I, nous avons de´crit un agorithme de de´cision des e´nonce´s de profon-
deur de quantification infe´rieure ou e´gale a` un entier k donne´. Cet algorithme ne´cessite la
connaissance a priori d’une k-destine´e exhaustive finie (par exemple une destine´e exhaus-
tive essentielle) de la structure choisie. La question qui se pose de`s lors est la suivante :
peut-on construire les destine´es d’une structure automatiquement ?
Nous pouvons de`s a` pre´sent fournir un e´le´ment de re´ponse : si on dispose d’un algo-
rithme qui prend en entre´e un entier k et produit une k-destine´e exhaustive et essentielle
de la structure, alors on dispose d’un algorithme de de´cision de la the´orie comple`te en
couplant l’algorithme de construction des destine´es et l’algorithme de´crit au Chapitre 4.
Donc, si la structure est inde´cidable, il est vain de chercher un algorithme de construction
des destine´es. En revanche, pour un k donne´ et une structure donne´e, on peut toujours
envisager la construction d’une k-destine´e exhaustive et essentielle de cette structure,
e´tant donne´e la de´cidabilite´ de l’ensemble des e´nonce´s de profondeur de quantification
infe´rieure ou e´gale a` k qui sont vrais dans la structure (Proposition 1).
Cette deuxie`me partie pre´sente quelques exemples de destine´es.
Le premier exemple, pre´sente´ au Chapitre 6, consiste en une tentative inacheve´e de
construction de la 3-destine´e re´duite de la structure 〈N, S,⊥〉, dont la the´orie comple`te est
inde´cidable. Cette e´tude, ne´e de la volonte´ d’exhiber un exemple non trivial de destine´e,
nous apprend des choses e´tonnantes, a` la fois sur la structure et sur les destine´es en
ge´ne´ral.
Le deuxie`me exemple, faisant l’objet du Chapitre 7, consiste en la pre´sentation d’un
algorithme de construction des k-destine´es d’une structure dont la the´orie est de´cidable,
la structure 〈N,≤〉.
Dans un souci de ge´ne´ralisation de cet algorithme de construction de destine´es a` une
classe de structures dont les the´ories posse`dent, tout comme la the´orie de la structure
〈N,≤〉, une e´limination des quantificateurs, nous nous sommes penche´ au Chapitre 8
sur le cas des structures H-borne´es, de´crites par Ferrante et Rackoff dans [FR79]. Nous
obtenons le re´sultat suivant : si une structure est H-borne´e, avec une fonction H re´cursive,
on peut exhiber un algorithme de construction de k-destine´es exhaustives et essentielles
de la structure. En revanche, il existe une structure, e´galement pre´sente´e au Chapitre 8,
pour laquelle on peut explicitement construire des k-destine´es exhaustives et essentielles
pour tout k ≥ 1, mais qui n’est H-borne´e pour aucune fonction H re´cursive.
Enfin, cette partie s’ache`ve au Chapitre 9, par une comparaison en terme de complexite´
de l’algorithme de de´cision utilisant les destine´es, que nous appelerons “Algorithme de
de´cision de Ne´zondet”, et l’algorithme de de´cision dans les structures H-borne´es, que
nous appelerons “Algorithme de de´cision de Ferrante et Rackoff”.
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Chapitre 6
Construction de la 3-destine´e re´duite
de 〈N, S,⊥〉
Les origines de ce proble`me remontent a` une collaboration entre Marcel Guillaume,
Denis Richard et Ji Lei Yin au cours du se´jour de ce dernier au LLAIC11 en 1995. Leur
volonte´ e´tait d’exhiber un exemple 3-destine´e d’une structure arithme´tique inde´cidable.
De fait, leur travail ainsi que ce qui a e´te´ fait par la suite n’a pas re´ussi a` clore le proble`me :
on ne sait toujours pas exhiber une 3-destine´e de la structure 〈N, S,⊥〉. En revanche, le
processus pour aboutir a` une destine´e presque termine´e, et les proble`mes reste´s ouverts,
nous apprennent beaucoup sur la structure 〈N, S,⊥〉 et notamment sur ce qu’elle exprime
au rang de quantification 3. Nous pre´sentons ici un re´sume´ de ce travail, une version plus
e´tendue peut eˆtre trouve´e en [Cha00] ou [Gui01]. Les travaux ante´rieurs peuvent eˆtre
consulte´s dans [Gui96] ou [Gui01].
6.1 En ape´ritif : la 2-destine´e re´duite de 〈N, S,⊥〉
Comme la structure 〈N, S,⊥〉 a un domaine bien ordonne´e, on peut parler de la destine´e
re´duite de cette structure (voir Paragraphe 3.4).
6.1.1 Notations
Les deux pre´dicats conside´re´s sur la structure sont repre´sente´s de la manie`re suivante
sur les figures :
– le successeur S, ou` l’on a S(x, y) si et seulement si y = x+1, est repre´sente´ par une
fle`che pointant vers le haut si le pe`re est successeur du fils, et une fle`che vers le bas
si le fils est successeur du pe`re ;
– la coprimarite´ ⊥, ou` l’on a x ⊥ y si et seulement si x et y ont pour pgcd 1, est
repre´sente´e par :
– “(⊥)” si le nœud est premier avec lui-meˆme (ce cas n’arrive que si le nœud est 1),
“(6⊥)” si le nœud n’est pas premier avec lui-meˆme,
1Laboratoire de Logique, Algorithmique et Informatique de Clermont 1
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– “⊥” si le nœud est premier avec son pe`re, et “ 6⊥” si le nœud n’est pas premier
avec son pe`re.
6.1.2 Re´sultat
Pour construire la 2-destine´e re´duite, on commence par construire un arbre complet
de hauteur 3 dont la racine est ∅ et tel que chaque nœud qui n’est pas une feuille a pour
fils tous les entiers naturels. Puis on fait apparaˆıtre les relations que chaque nœud satisfait
avec lui-meˆme et ses ascendants. Enfin on re´duit les feuilles dans les sous-arbres puis les
sous-arbres dans l’arbre lui-meˆme. Ceci est laisse´ en exercice au lecteur, le re´sultat est le
suivant :
0(6⊥)
6⊥
1(⊥)
⊥, ↓
0
(6⊥)
0(6⊥)
⊥, ↑
1(⊥)
⊥
2(6⊥)
⊥, ↓
3(6⊥)
⊥
1
(⊥)
0(6⊥)
6⊥
1(⊥)
⊥, ↑
3( 6⊥)
⊥, ↓
5(6⊥)
⊥
2
( 6⊥)
0(6⊥)
6⊥
1(⊥)
⊥
2(⊥)
⊥, ↑
4(6⊥)
⊥, ↓
5( 6⊥)
⊥
3
(6⊥)
∅
Fig. 6.1 – La 2-destine´e re´duite de 〈N, S,⊥〉.
6.2 Pre´sentation des cas a` e´tudier pour construire la
3-destine´e re´duite
6.2.1 Notations
Les notations seront sensiblement les meˆmes que pour la 2-destine´e, a` ceci pre`s que
pour la 3-destine´e, on rajoute un niveau dans l’arbre, et donc nous aurons affaire a` des
nœuds de rang 1, 2, 3. Concernant un nœud de rang 3, on fera apparaˆıtre ses relations
avec ses ascendants de la fac¸on suivante :
– avec lui meˆme : entre parenthe`ses (), a` coˆte´ du nœud,
– avec son pe`re : entre crochets [], juste en dessous,
– avec son grand-pe`re : sans parenthe´sage, encore en dessous.
De plus, on prendra pour convention que sur une meˆme branche, la lettre n de´signe le
nœud de rang 1, la lettre k de´signe le nœud de rang 2 et la lettre u de´signe le nœud de
rang 3. Ces notations sont re´sume´es dans la Figure 6.2.
6.2.2 Discussion pre´liminaire
On remarquera tout d’abord que si un nœud est successeur d’un autre, alors ils sont
ne´cessairement premiers entre eux. On va se´parer le cas ou` un nœud est proche d’un de
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u, ({⊥, 6⊥})
[{⊥, 6⊥}, {↑, ↓, ∅}]
{⊥, 6⊥}, {↑, ↓, ∅}
k, ({⊥, 6⊥})
[{⊥, 6⊥}, {↑, ↓, ∅}]
n, ({⊥, 6⊥})
∅
Fig. 6.2 – Notations pour l’e´tude d’une 3-destine´e de 〈N, S,⊥〉.
ses ascendants (i.e. dans une relation de succession avec l’un de ses ascendants), et le cas
ou` le nœud est e´loigne´ de ses ascendants.
La de´marche ge´ne´rale pour re´aliser l’e´tude des sous-arbres de la 3-destine´e exhaustive est
la suivante :
– On commence par examiner les configurations que l’on peut rencontrer pour u par
rapport a` n et k, ce qui nous donne un ensemble de feuilles qui peuvent potentielle-
ment apparaˆıtre dans le sous-arbre de k.
– Ensuite on examine, en fonction des relations entre le support de n et le support
de k (ou` le support d’un entier est l’ensemble de ses diviseurs premiers), lesquelles
de ces feuilles u apparaissent effectivement. Cela nous donne un certain nombre de
sous-arbres de hauteur 2 pouvant apparaˆıtre potentiellement en dessous de n.
– Puis on regarde, en fonction de n, quels sont les sous-arbres qui apparaissent effec-
tivement. Cela nous donne un certain nombre de sous-arbres de hauteur 3 pouvant
apparaˆıtre potentiellement dans la 3-destine´e re´duite.
– Enfin, pour chacun de ces sous-arbres, on va chercher a` savoir s’ils apparaissent
effectivement dans la destine´e : on va essayer soit de trouver un n qui correspond
a` ce sous-arbre (un te´moin), soit de prouver que ce sous-arbre n’existe pas (aucun
te´moin).
C’est cette dernie`re e´tape qui reste inacheve´e.
Afin d’e´tudier le comportement d’une feuille u par rapport a` n et k, on doit se´parer les
cas ou` u admet une relation de succession avec l’un des deux ou les deux, et les cas ou` u
est e´loigne´ de k et n. On doit e´galement se´parer les cas ou` k est en relation de successeur
avec n, et les autres. On dit que k est e´loigne´ de n si k 6∈ {n− 2, n− 1, n, n+ 1, n+ 2}.
Cela signifie que k ne peut pas eˆtre successeur ou pre´de´cesseur de n ou d’un successeur
ou pre´de´cesseur de n.
On dit que u est e´loigne´ de k si u 6∈ {k−1, k+1}, et e´loigne´ de n si u 6∈ {n−1, n+1}.
Cela signifie que u n’est ni successeur ni pre´de´cesseur de k ou de n.
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On suppose dans un premier temps que n ≥ 3, et k ≥ 3, pour ne pas faire apparaˆıtre de
succession avec 0 et 1 dans la discussion ge´ne´rale (voir Paragraphe 6.2.5).
6.2.3 Cas ou` k est e´loigne´ de n
On suppose que k 6∈ {n−2, n−1, n, n+1, n+2}. On n’a pas de relation de succession
a` examiner entre k et n, donc il s’agit simplement de discuter sur le fait qu’ils soient
premiers entre eux.
6.2.3.1 Sous-cas ou` u est e´loigne´ de n et de k
Il y a cinq possibilite´s pour u concernant la coprimarite´ avec lui-meˆme, n et k :
1. u = 0 n’est premier ni avec u, ni avec k, ni avec n,
2. u = 1 est premier avec u, k et n,
3. u est non premier avec lui-meˆme (u 6= 1), premier avec k et avec n,
4. u est non premier avec lui-meˆme (u 6= 1), premier avec k et pas avec n,
5. u est non premier avec lui-meˆme (u 6= 1), premier avec n et pas avec k.
Les deux premie`res feuilles apparaissent toujours, et au moins l’une des trois dernie`res.
Il y a donc au moins trois feuilles “u e´loigne´ de n et k”, et au plus cinq. Les feuilles qui
apparaissent de´pendent de la position relative du support de n et du support de k. On
note Supp(n) = {p1, . . . , pr} et Supp(k) = {q1, . . . , qs} ces supports respectivement. On
distingue cinq cas :
I. Supp(k) ( Supp(n) : Quatre feuilles sont pre´sentes.
– Le cas 3 est satisfait par une solution du syste`me de congruence : x = 1 [pi].
– Le cas 4 est satisfait par une solution du syste`me de congruence :{
x = 1 [qi]
x = 0 [pj 6∈ Supp(k)].
– Le cas 5 est impossible.
II. Supp(n) ( Supp(k) : Quatre feuilles sont pre´sentes.
– Le cas 3 est satisfait par une solution du syste`me de congruence : x = 1 [qi].
– Le cas 4 est impossible.
– Le cas 5 est satisfait par une solution du syste`me de congruence :{
x = 1 [pi]
x = 0 [qj 6∈ Supp(n)].
III. Supp(n) = Supp(k) : Trois feuilles sont pre´sentes.
– Le cas 3 est satisfait par une solution du syste`me de congruence : x = 1 [qi].
– Les cas 4 et 5 sont impossibles.
IV. Supp(n)\Supp(k) 6= ∅ et Supp(k)\Supp(n) 6= ∅ et Supp(n) ∩ Supp(k) 6= ∅ :
Les cinq feuilles sont pre´sentes.
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– Le cas 3 est satisfait par une solution du syste`me de congruence :{
x = 1 [qi]
x = 1 [pi 6∈ Supp(k)].
– Le cas 4 est satisfait par une solution du syste`me de congruence :{
x = 1 [qi]
x = 0 [pj 6∈ Supp(k)].
– Le cas 5 est satisfait par une solution du syste`me de congruence :{
x = 1 [pi]
x = 0 [qj 6∈ Supp(n)].
V. Supp(n) ∩ Supp(k) = ∅ : Les cinq feuilles sont pre´sentes.
– Le cas 3 est satisfait par une solution du syste`me de congruence :{
x = 1 [qi]
x = 1 [pi 6∈ Supp(k)].
– Le cas 4 est satisfait par une solution du syste`me de congruence :{
x = 1 [qi]
x = 0 [pj 6∈ Supp(k)].
– Le cas 5 est satisfait par une solution du syste`me de congruence :{
x = 1 [pi]
x = 0 [qj 6∈ Supp(n)].
On a donc cinq cas a` diffe´rencier (I., II., III., IV. et V.), de´pendant des positions
respectives du support de n et du support de k, lorsque k est e´loigne´ de n, afin de de´crire
les diffe´rentes configurations des feuilles u pour u e´loigne´ de n et de k.
6.2.3.2 Sous-cas ou` u est proche de n ou de k
Il reste a` regarder ce qu’il peut se passer lorsque u ∈ {n−1, n+1, k−1, k+1}. Chacun
des e´le´ments de cet ensemble peut eˆtre premier avec n ou non, et premier avec k ou non.
On sait de´ja` que, e´tant donne´es les relations de succession, on a :
– k ± 1 ⊥ k,
– n± 1 ⊥ n.
Il reste donc a` discuter des cas :
– k ± 1 ⊥ n ?
– n± 1 ⊥ k ?
Pour chacun de ces quatre cas, on a deux possibilite´s (premiers entre eux, ou non
premiers entre eux). Cela nous donne 16 configurations possibles pour le paquet de 4
feuilles “u proches de n ou k”, repre´sente´s dans la Figure 6.3.
En combinant ces 16 cas avec les 5 possibilite´s que l’on avait pour les feuilles u e´loigne´es
de k et n, cela nous donne 80 cas a` discuter concernant les sous-arbres de racine k e´loigne´
de n, pour un n donne´. Heureusement, nous le verrons en 6.3, beaucoup de ces cas n’ap-
paraissent pas.
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1
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [⊥]
⊥ ⊥ ⊥↑ ⊥↑
2
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [ 6⊥]
⊥ ⊥ ⊥↑ ⊥↑
3
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [ 6⊥] [⊥]
⊥ ⊥ ⊥↑ ⊥↑
4
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [6⊥] [ 6⊥]
⊥ ⊥ ⊥↑ ⊥↑
5
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [⊥]
⊥ 6⊥ ⊥↑ ⊥↑
6
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [ 6⊥]
⊥ 6⊥ ⊥↑ ⊥↑
7
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [ 6⊥] [⊥]
⊥ 6⊥ ⊥↑ ⊥↑
8
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [6⊥] [ 6⊥]
⊥ 6⊥ ⊥↑ ⊥↑
9
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [⊥]
6⊥ ⊥ ⊥↑ ⊥↑
10
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [ 6⊥]
6⊥ ⊥ ⊥↑ ⊥↑
11
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [ 6⊥] [⊥]
6⊥ ⊥ ⊥↑ ⊥↑
12
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [6⊥] [ 6⊥]
6⊥ ⊥ ⊥↑ ⊥↑
13
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [⊥]
6⊥ 6⊥ ⊥↑ ⊥↑
14
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [⊥] [ 6⊥]
6⊥ 6⊥ ⊥↑ ⊥↑
15
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [ 6⊥] [⊥]
6⊥ 6⊥ ⊥↑ ⊥↑
16
k − 1 k + 1 n− 1 n + 1
[⊥↑] [⊥↓] [6⊥] [ 6⊥]
6⊥ 6⊥ ⊥↑ ⊥↑
Fig. 6.3 – Cas ou` u est proche de k ou n.
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6.2.4 Cas ou` k est proche de n
Lors de l’e´tude des cas ou` k ∈ {n− 2, n− 1, n, n+1, n+2}, on constate qu’il se passe
des choses diffe´rentes pour les sous-arbres en question, selon la forme de n. Les diffe´rentes
formes de n diffe´rencie´es sont pre´sente´es Figure 6.4 (voir [Cha00] pour une discussion plus
de´taille´e).
n = 2(2α + 1) et n ≡ 0[3] (pair)
n = 2(2α + 1) et n ≡ 1[3] (pair)
n = 2(2α − 1) et n ≡ 0[3] (pair)
n = 2(2α − 1) et n ≡ 2[3] (pair)
n = 2α et n ≡ 1[3] (pair)
n = 2α et n ≡ 2[3] (pair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n 6= 2α et n ≡ 0[6] (pair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n 6= 2α et n ≡ 4[6] (pair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n 6= 2α et n ≡ 2[6] (pair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n ≡ 3[6] (impair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n ≡ 1[6] (impair)
n 6= 2(2α − 1) et n 6= 2(2α + 1) et n ≡ 5[6] (impair)
Fig. 6.4 – Formes de n a` diffe´rencier pour l’e´tude des sous-arbres k proche de n.
6.2.5 Cas limites
L’e´tude des cas limites k = 0, 1, 2 n’apporte pas de nouvelles distinctions a` faire sur
les diffe´rentes formes de n par rapport a` la Figure 6.4 (voir [Cha00] pour une discussion
plus de´taille´e).
6.3 Etude des cas
On doit maintenant de´terminer, pour chacun des cas :
– I. Supp(k) ( Supp(n),
– II. Supp(n) ( Supp(k),
– III. Supp(k) = Supp(n),
– IV. Supp(k)\Supp(n) 6= ∅ et Supp(n)\Supp(k) 6= ∅ avec Supp(n) ∩ Supp(k) 6= ∅,
– V. Supp(k) ∩ Supp(n) = ∅,
lesquelles des configurations 1 a` 16 (les configurations de la Figure 6.3) sont repre´sente´es
dans le sous-arbre de n, en fonction de la forme de n. Cela consiste a` rechercher des te´moins
k avec des conditions de coprimarite´ et de support par rapport a` n correspondant a` ces
configurations.
6.3.1 Le cas III. Supp(k) = Supp(n)
Comme k ± 1 ⊥ k, on a e´galement k ± 1 ⊥ n et de meˆme, comme n ± 1 ⊥ n, on a
e´galement n ± 1 ⊥ k donc les cas 2 a` 16 sont impossibles. Il reste a` statuer sur le cas
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1 (k ± 1 ⊥ n et n ± 1 ⊥ k), et essayer de voir s’il existe un tel k. On voit que k = n2
convient, donc l’e´tude de ce cas est termine´e.
Les autres e´tudes de cas sont moins simples mais rele`vent du meˆme genre de discussion.
6.3.2 Le cas II. Supp(n) ( Supp(k)
Du fait de l’inclusion des supports, on a ne´cessairement k± 1 ⊥ n, ce qui rend les cas
5 a` 16 impossibles. Pour chacun des cas 1 et 4, on trouve un te´moin k qui lui correspond
(voir dans [Cha00] ou [Gui01]), mais la discussion des cas 2 et 3 ame`ne a` faire la distinction
entre les cas :
– n+ 1 est une puissance de 2,
– n− 1 est une puissance de 2,
– n est impair et ni n− 1 ni n+ 1 ne sont des puissances de 2.
Ces nouveaux crite`res sont a` articuler avec les 12 pre´ce´demment trouve´s (Paragraphe 6.4).
6.3.3 Le cas V. Supp(k) ∩ Supp(n) = ∅
Si n est pair, alors on a k ± 1 pair e´galement, et donc les cas 1 a` 12 sont impossibles.
En revanche, pour les cas 13 a` 16 on peut toujours trouver un te´moin.
Si n est impair, alors on doit conside´rer tous les cas, et la discussion apporte un
nouveau crite`re :
– n impair et n est une puissance d’un premier,
– n impair et n n’est pas une puissance d’un premier.
6.3.4 Le cas IV. Supp(k)\Supp(n) 6= ∅ et Supp(n)\Supp(k) 6= ∅ avec
k 6⊥ n
Ce cas n’est possible que si n n’est pas une puissance d’un nombre premier. La dis-
cussion des cas ne soule`ve pas de nouvelles distinctions a` faire sur la forme de n.
6.3.5 Le cas I. Supp(k) ( Supp(n)
Ce cas n’est possible que si n n’est pas une puissance d’un nombre premier. Du fait
de l’inclusion des supports, on a ne´cessairement n± 1 ⊥ k, donc seuls les cas 1, 5, 9 et 13
sont a` conside´rer.
Les cas 1 et 9 sont entie`rement re´gle´s, mais une partie des cas 5 et 13 reste ouverte.
On sait statuer pour certaines formes de n, mais pas pour d’autres.
On note Y l’ensemble des n ve´rifiant le cas 5 :
Y = {n/∃k tel que Supp(k) ( Supp(n), k − 1 ⊥ n et k + 1 6⊥ n}.
De meˆme on note X l’ensemble des n ve´rifiant le cas 13 :
X = {n/∃k tel que Supp(k) ( Supp(n), k − 1 6⊥ n et k + 1 6⊥ n}.
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Ces ensembles sont remarquables, car ils ont une caracte´risation en terme d’ordre entre
les facteurs premiers de n :
Proposition 5 (Caracte´risation de Y )
Un entier n est un e´le´ment de Y si et seulement si n posse`de deux facteurs
premiers distincts p et q tels que Ord(p, q) (l’ordre de p modulo q) est pair.
Proposition 6 (Caracte´risation de X ∩ (2N+ 1))
Un entier impair n est un e´le´ment de X si et seulement si n posse`de un facteur
premier p, et il existe deux entiers h et l a supports disjoints mais tous deux
inclus dans Supp(n), tels que v2(Ord(h, p)) 6= v2(Ord(h, l)) (ou` v2 repre´sente la
valuation 2-adique).
Ces re´sultats sont dus a` Marcel Guillaume, Denis Richard et Ji Lei yin, on peut les trouver
dans [Cha00] et [Gui96] .
6.4 Recherche de te´moins et proble`mes reste´s ou-
verts
L’e´tude pre´ce´dente nous ame`ne a` un maximum de 63 sous-arbres de racine n au plus
dans la 3-destine´e re´duite de 〈N, S,⊥〉. Pour chacun de ces sous-arbres, on a une condition
sur la forme de n, et il reste a` de´terminer si un tel n existe (notamment en l’exhibant), ou
bien prouver qu’un tel n ne peut pas exister. Les re´sultats de cette recherche de te´moins
apparaissent dans la Figure 6.5 (il manque les cas n = 0, 1, 2, 3, 4 et 6, traite´s a` part).
Il y a donc dans la 3-destine´e de 〈N, S,⊥〉 au plus 61 sous-arbres de racine n, et au
moins 56. Les te´moins pre´sente´s dans la Figure 6.5 sont les plus petits que l’on a trouve´s
pour les formes de n concerne´es. On remarque qu’il faut parfois chercher tre`s loin (par
exemple 2227 − 1).
Pour les cas restant inde´termine´s a` l’heure actuelle, de nombreux tests ont e´te´ re´alise´s
graˆce aux tables de diviseurs de Cunningham ([CP]), mais tous les tests que j’ai pu mener
ont e´te´ ne´gatifs. Cela nous donne l’intuition que ces cas sont impossibles, mais il reste a`
le prouver.
Si un te´moin existe, cela signifie que l’on peut exprimer l’existence de nombres entiers
vraiment tre`s grands a` profondeur de quantification 3 sur le langage du successeur et de
la coprimarite´. Cette possibilite´ ne peut eˆtre comple`tement e´carte´e, l’exemple 2227− 1 en
est la preuve.
En re´sume´, les cinq cas restant a` e´tudier sont les suivants :
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|Supp(n)| = 2 14 = 2× 7
n = 2(2α − 1) n ≡ 2[3] |Supp(n)| > 2 Y 1022 = 2× 7× 73
n ≡ 0[3] |Supp(n)| > 2 30 = 2× 3× 5
n ≡ 1[3] 10 = 2× 5
n pair n = 2(2α + 1) Supp(n) = {2, 3} 18 = 2× 32
n ≡ 0[3] |Supp(n)| > 2 66 = 2× 3× 11
n primaire 8 = 23
n 6= 2(2α − 1) n ≡ 2[3] |Supp(n)| ≥ 2 Y 20 = 22 × 5
¬Y 56 = 23 × 7
n primaire 16 = 24
et n ≡ 4[6] |Supp(n)| ≥ 2 Y 22 = 2× 11
¬Y 28 = 22 × 7
n 6= 2(2α + 1) Supp(n) = {2, 3} 12 = 22 × 3
n ≡ 0[6] |Supp(n)| > 2 42 = 2× 3× 7
n primaire 5
|Supp(n)| = 2 Y 65 = 5× 13
n = 2α + 1 ¬Y Ouvert
X 16385 = 5× 29× 113
n ≡ 5[6] |Supp(n)| > 2 Y \X Ouvert
¬Y Ouvert
n primaire 11
n 6= 2α + 1 |Supp(n)| = 2 Y 35 = 5× 7
¬Y 155 = 5× 31
X 455 = 5× 7× 13
et n 6= 2α − 1 |Supp(n)| > 2 Y \X 5225 = 52 × 11× 19
¬Y 78275 = 52 × 31× 101
n primaire 9 = 32
n = 2α + 1 |Supp(n)| = 2 (Y ) 33 = 3× 11
|Supp(n)| > 2 (Y ) X 32769 = 32 × 11× 331
Y \X Ouvert
n impair n ≡ 3[6] n = 2α − 1 |Supp(n)| = 2 (Y ) 15 = 3× 5
|Supp(n)| > 2 (X) 255 = 3× 5× 17
n primaire 27 = 33
n 6= 2α + 1 |Supp(n)| = 2 Y 21 = 3× 7
¬Y 39 = 3× 13
X 105 = 3× 5× 7
et n 6= 2α − 1 |Supp(n)| > 2 Y \X 435 = 3× 5× 29
¬Y 42627 = 3× 13× 1093
n primaire 7
n = 2α − 1 |Supp(n)| = 2 Y 2047 = 23× 89
¬Y 2227 − 1
X 32767 = 7× 31× 151
n ≡ 1[6] |Supp(n)| > 2 Y \X 33554431 = 31× 601× 1801
¬Y Ouvert
n primaire 13
n 6= 2α + 1 |Supp(n)| = 2 Y 85 = 5× 17
¬Y 55 = 5× 11
X 385 = 5× 7× 11
et n 6= 2α − 1 |Supp(n)| > 2 Y \X 1045 = 5× 11× 19
¬Y 15655 = 5× 31× 101
Fig. 6.5 – Te´moins et proble`mes reste´s ouverts.
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1. Existe-t-il un entier n tel que :
(a) n est impair,
(b) n ≡ 2 [3],
(c) n = 2α + 1, avec α de la forme 2ap avec a > 0, et tel qu’on ait l’un des cas
suivants :
– p = 1 et Fa = 2
2a + 1 a exactement deux facteurs premiers,
– p et Fa sont tous les deux premiers,
(d) |Supp(n)| = 2,
(e) et n n’appartient pas a` Y ?
2. Existe-t-il un entier n tel que :
(a) n est impair,
(b) n ≡ 2 [3],
(c) n = 2α + 1,
(d) |Supp(n)| ≥ 3
(e) et n est dans Y \X ?
3. Existe-t-il un entier n tel que :
(a) n est impair,
(b) n ≡ 2 [3],
(c) n = 2α + 1,
(d) |Supp(n)| ≥ 3
(e) et n n’appartient pas a` Y ? (Ce cas est encore moins probable que le pre´ce´dent.)
4. Existe-t-il un entier n tel que :
(a) n est impair,
(b) n ≡ 0 [3],
(c) n = 2α + 1, avec α, premier ou puissance d’un nombre premier, congru a` 1
modulo 3,
(d) |Supp(n)| ≥ 3
(e) et n est dans Y \X ?
5. Existe-t-il un entier n tel que :
(a) n est impair,
(b) n ≡ 1 [3],
(c) n = 2α − 1, avec α, premier ou puissance d’un nombre premier, congru a` 1
modulo 4,
(d) |Supp(n)| ≥ 3
(e) et n n’appartient pas a` Y ?
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6.5 Conclusion
La premie`re lec¸on a` tirer de cette recherche de la 3-destine´e de 〈N, S,⊥〉 est la sui-
vante : on a beau savoir que l’ensemble des e´nonce´s du langage {S,⊥} de profondeur de
quantification 3 qui sont vrais sur N est de´cidable, cela ne signifie pas pour autant que
l’on est capable d’exhiber un algorithme de de´cision. Ici, on a 5 sous-arbres de la destine´e
qui peuvent eˆtre soit pre´sents soit absents, ce qui nous donne au final 32 possibilite´s pour
la 3-destine´e. Une seule de ces possibilite´s est la bonne et nous donne l’algorithme. On a
donc, en attendant mieux, un processus de de´cision partiel (on peut faire tourner les 32
algorithmes, et s’ils sont tous d’accord, on sait ce qu’il en est de l’e´nonce´ teste´).
Cette e´tude nous permet ensuite d’en apprendre beaucoup sur la structure elle-meˆme.
Ainsi, on voit qu’au rang de quantification 3, on est capable d’exprimer la parite´ de l’ordre
d’un facteur premier d’un entier modulo un autre, ce qui n’est a priori pas e´vident.
Enfin, on peut constater que la recherche de destine´es sur les structures arithme´tiques
est a` meˆme de faire e´merger de nouveaux proble`mes ouverts, ce qui renforce les liens de´ja`
e´troits entre, d’une part, le domaine de la logique mathe´matique et, d’autre part, celui de
la the´orie des nombres et de l’arithme´tique.
Chapitre 7
Un algorithme de construction des
destine´es de 〈N,≤〉
Face a` la complexite´ manifeste de l’exemple pre´ce´dent, nous nous sommes attaque´
a` une structure plus simple, avec un langage a` un seul pre´dicat binaire, la structure
〈N,≤〉. Cette structure a une the´orie comple`te de´cidable, et le but de ce chapitre est de
pre´senter un algorithme de de´cision qui utilise les destine´es re´duites de cette structure.
Cet algorithme s’appuie sur deux sous-algorithmes :
– un algorithme de construction des destine´es, qui, prenant en entre´e la profondeur
de quantification k, produit une k-destine´e exhaustive essentielle de 〈N,≤〉 ;
– l’algorithme vu au Chapitre 4, qui a` partir d’une k-destine´e exhaustive et essentielle,
est a` meˆme de de´cider tous les e´nonce´s de profondeur de quantification ≤ k.
Pour de´crire le premier algorithme, nous avons besoin de de´terminer pre´cise´ment les
bornes sur les fils et descendants d’un nœud de´finies au Chapitre 3, comme nous le verrons
au Paragraphe 7.3. Les bornes sur les fils d’un nœud et les descendants d’un nœud sont
calcule´es au Paragraphe 7.2. Les re´sultats pre´sente´s dans ce chapitre ont e´te´ obtenus en
collaboration avec Maxim Vsemirnov1.
7.1 Les 2-destine´e et 3-destine´e re´duites de 〈N,≤〉
Pour connaˆıtre les bornes sur les fils des nœuds, on commence par s’inte´resser a` ce qui
peut se passer pour des petites valeurs de la profondeur de quantification. Concernant les
notations, on indiquera par un signe “<” si le nœud est infe´rieur a` son pe`re, par un signe
“=” s’il lui est e´gal, et par un signe “>” s’il lui est supe´rieur, et on indiquera du bas vers
le haut les relations du nœud avec son pe`re, avec son grand-pe`re, et ainsi de suite.
7.1.1 La 2-destine´e re´duite de 〈N,≤〉
L’ensemble N posse`de un minimum qui va jouer un grand roˆle dans la structure. C’est
le seul entier qui n’ait pas d’entier infe´rieur a` lui-meˆme. On a donc deux sous-arbres dans
une 2-destine´e exhaustive et essentielle de 〈N,≤〉 : le sous-arbre de 0, qui comporte deux
1Steklov Institute, St. Petersbourg
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branches (un entier est soit e´gal a` 0, soit supe´rieur a` 0), et le sous-arbre d’un autre entier
n ≥ 1, qui comporte trois branches (un entier est soit infe´rieur, soit e´gal, soit supe´rieur
a` n). Si on re´duit une 2-destine´e en prenant a` chaque fois le plus petit repre´sentant de
chaque classe d’e´quivalence, cela nous donne la 2-destine´e re´duite de la Figure 7.1.
0
=
1
>
0
0
<
1
=
2
>
1
∅
Fig. 7.1 – La 2-destine´e re´duite de 〈N,≤〉.
7.1.2 La 3-destine´e re´duite de 〈N,≤〉
Les sous-arbres des entiers n ≥ 3 sont isomorphes au sous-arbre de 3. On a donc
a` conside´rer uniquement les sous-arbres de 0, 1, 2 et 3, qui sont non-isomorphes. Pour
clarifier la pre´sentation, nous pre´sentons ces sous-arbres de fac¸on se´pare´e (i.e. sans la
racine ∅), dans les Figures 7.2, 7.3, 7.4 et 7.5. Pour donner une ide´e de l’allure ge´ne´rale
de la 3-destine´e re´duite, on l’a repre´sente´e Figure 7.6, sans faire apparaˆıtre les relations.
0
=
=
1
>
>
0
=
0
<
=
1
=
>
2
>
>
1
>
0
<
=
1
<
>
2
=
>
3
>
>
2
>
0
Fig. 7.2 – Le sous-arbre de 0 dans la 3-destine´e re´duite de 〈N,≤〉.
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3
>
1
Fig. 7.3 – Le sous-arbre de 1 dans la 3-destine´e re´duite de 〈N,≤〉.
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Fig. 7.4 – Le sous-arbre de 2 dans la 3-destine´e re´duite de 〈N,≤〉.
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Fig. 7.5 – Le sous-arbre de 3 dans la 3-destine´e re´duite de 〈N,≤〉.
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Fig. 7.6 – La 3-destine´e re´duite de 〈N,≤〉.
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7.2 Bornes sur les fils et les descendants d’un nœud
On rappelle les de´finitions des bornes sur les fils ou descendants d’un nœud :
Soit (X , ||.||) une σ-structure norme´e. Soit p ≥ 1 et T une p-destine´e de X . Soit x un
nœud de rang k < p de T . Soit (ui)i∈I la famille des fils de x. La borne sur les fils de x
est :
Supf (x) = sup
i∈I
(||l(ui)||).
Soit (vj)j∈J la famille des descendants de x. La borne sur les descendants de x est :
Supd(x) = sup
j∈J
(||l(vj)||).
Si k = p :
Supd(x) = ||l(x)||.
Theore`me 4
On fixe p ≥ 1, et on conside`re la p-destine´e re´duite de 〈N,≤〉. Soit xk un nœud
de rang k < p de cette destine´e, d’ascendants xk−1, . . . , x1, ∅. Alors :
1. Supf (xk) = max(l(xk), . . . , l(x1)) + 2
p−k−1, et
2. Supd(xk) = max(l(xk), . . . , l(x1)) + 2
p−k − 1.
On prouve le The´ore`me 4 de la fac¸on suivante :
– On commence par prouver, en utilisant des chaˆınes ordonne´es d’ensembles de nœuds,
que
Supd(xk) ≤ max(l(xk), . . . , l(x1)) + 2
p−k − 1.
C’est l’objet du Paragraphe 7.2.1.
– Puis on prouve, en utilisant une proprie´te´ des formules sur la structure 〈N,≤〉, que
Supf (xk) ≥ max(l(xk), . . . , l(x1)) + 2
p−k−1.
C’est l’objet du Paragraphe 7.2.2.
– Enfin, on utilise ces deux re´sultats partiels pour pouver le theore`me, au Paragraphe
7.2.3.
7.2.1 Majorant de Supd dans la destine´e re´duite
On va montrer qu’on peut envoyer n’importe quelle p-destine´e (p ≥ 1) de la structure
sur une p-destine´e isomorphe dont les e´tiquettes des nœuds sont compris dans un segment
de la forme [0, . . . , 2p−1 − 1]. On introduit pour ce faire des ensembles de nœuds que l’on
appellera MEBs (abbre´viation non pas de “Microscope E´lectronique a` Balayage”, mais
de “Meˆme E´tiquette et Branche”).
Dans un premier temps, on ne travaille pas directement sur les p-destine´es (on n’a
pas besoin de la structuration), mais sur des q-arbres, de´finis ci-dessous. Le lien avec les
p-destine´es est e´tabli au Paragraphe 7.2.1.6.
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De´finition 50 (q-arbre)
Un q-arbre est un arbre de degre´ fini dont les branches sont toutes de longueur q,
et dont les nœuds sont e´tiquete´s par des entiers positifs ou nuls. Si v est un nœud
dans un q-arbre, on notera l(v) son e´tiquette (plusieurs nœuds peuvent avoir la
meˆme e´tiquette).
7.2.1.1 De´finition des ensembles MEBs
Afin d’obtenir un morphisme ade´quat, on doit rassembler les nœuds qui ont la meˆme
e´tiquette et qui sont sur une meˆme branche, car cette information doit eˆtre pre´serve´e
tout au long des transformations que l’on fait subir a` l’arbre. Au lieu de travailler sur les
nœuds, on travaille donc sur des ensembles de nœuds appele´s MEBs (Meˆme Etiquette et
Branche), et de´finis par induction sur la structure de l’arbre.
De´finition 51 (MEBs dans un q-arbre)
Soit T un q-arbre.
1. Si r est la racine de T , S(r) = {u nœud de T tel que l(u) = l(r)} ;
2. Pour tout nœud v de rang k, en supposant que les MEBs des nœuds de
rangs infe´rieurs ont e´te´ de´finis :
– Si v est un nœud de rang k et v appartient au MEB d’un nœud w, ou` w
est un anceˆtre de v, on a S(v) = S(w) ;
– Si v est un nœud de rang k et v n’appartient pas au MEB d’un de ses
anceˆtres, on de´finit :
S(v) = {u nœud du sous-arbre de racine v tel que l(u) = l(v)}.
Remarque 14 Chaque nœud appartient a` exactement un MEB.
Remarque 15 Tous les nœuds d’un MEB note´ S ont la meˆme e´tiquette, on peut donc
parler de l’e´tiquette de S comme e´tant l’e´tiquette commune des nœuds de S. On la note
l(S).
Remarque 16 Deux nœuds de la meˆme branche qui ont la meˆme e´tiquette sont ne´cessai-
rement dans le meˆme MEB.
Remarque 17 Deux MEBs distincts S1 et S2 peuvent avoir la meˆme e´tiquette, s’ils sont
inclus dans des sous-arbres disjoints.
Remarque 18 Lorsqu’un MEB note´ S et une branche B s’intersectent, il existe un nœud
de rang minimal dans cette intersection, et ce nœud est e´galement le nœud de rang minimal
dans le MEB. Ce nœud est appele´ “racine du MEB”, et on le note r(S). Le MEB est
entie`rement inclus dans le sous-arbre de sa racine.
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7.2.1.2 De´finition d’un ordre sur les MEBs
On commence par de´finir un successeur sur les MEBs :
De´finition 52 (Successeur sur les MEBs)
Soit T un q-arbre, et S1 et S2 deux MEBs dans T . On de´finit S1 <
∗
T S2 de la
fac¸on suivante :
1. Il existe une branche B de T telle que B ∩ S1 6= ∅ et B ∩ S2 6= ∅
2. Pour toute branche B satisfaisant les conditions pre´ce´dentes, on a :
(a) ∀x ∈ S1 ∩B, ∀y ∈ S2 ∩B, l(x) < l(y).
(b) Il n’existe pas de nœud z ∈ B tel que l(x) < l(z) < l(y).
De´finition 53 (Ordre sur les MEBs)
On de´finit la relation ≺ comme la cloˆture transitive de <∗.
Lemme 2
La relation ≺ est un ordre partiel strict.
Preuve : La transitivite´ est donne´e par la de´finition. L’antisymme´trie, l’irre´flexivite´ et le
caracte`re strict viennent du fait que si on a S1 ≺ S2, alors on a ne´cessairement
l(S1) < l(S2).
¤
7.2.1.3 Pre´servation de la succession <∗ par passage au sous-arbre
Proposition 7
Soit T un q-arbre et v un nœud de T . Soient S1 et S2 deux MEBs de T tels que
S1 ⊂ ST (v) (le sous-arbre de racine v) et S2 ⊂ ST (v). Alors :
1. S1 et S2 sont des MEBs de ST (v).
2. S1 <
∗
T S2 ⇔ S1 <
∗
ST (v) S2.
Preuve :
1. Est une conse´quence imme´diate de la De´finition 51.
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2. ⇒ : La Condition 1 de la De´finition 52 est pre´serve´e : si une branche B de T est
telle que B ∩ S1 6= ∅ et B ∩ S2 6= ∅, puisque S1 ⊂ ST (v) et S2 ⊂ ST (v), on a
[B ∩ST (v)]∩S1 6= ∅ et [B ∩ST (v)]∩S2 6= ∅, et par de´finition de ST (v), B ∩ST (v)
est une branche de ST (v).
La Condition 2.a vient du fait que tous les nœuds concerne´s sont dans ST (v).
La Condition 2.b : si la condition est vraie dans T , elle est e´galement vraie dans
ST (v).
⇐ : Laisse´ en exercice. . .
¤
Corollaire 1
On peut noter <∗ le successeur sur les MEBs dans un q-arbre et ses sous-arbres,
puisque c’est la meˆme notion de successeur.
7.2.1.4 Majoration de la longueur des chaˆınes de MEBs
Lemme 3
Soit T un q-arbre. La longueur k d’une chaˆıne de MEBs S0 <
∗ S1 <
∗ . . . <∗ Sk−1
est infe´rieure ou e´gale a` 2q − 1 .
Corollaire 2
Il en va de meˆme pour la longueur des chaˆınes S0 ≺ . . . ≺ Sk−1.
Preuve : (Du lemme) On proce`de par re´currence sur la hauteur de l’arbre q.
Pour q = 1 c’est clair.
Soit S0 <
∗ S1 <
∗ . . . <∗ Sk−1 une chaˆıne (C) de MEBs dans un (q + 1)-arbre T .
On distingue les deux cas suivants :
Cas 1 : Si la racine de T n’est dans aucun MEB de la chaˆıne (C), alors tous ces MEBs
sont inclus dans un unique sous-arbre de hauteur q de T . En effet, si on suppose qu’il
existe un h tel que Sh est dans un sous-arbre de hauteur q et Sh+1 dans un autre sous-arbre
de hauteur q : puisque Sh <
∗ Sh+1, il existe une branche qui intersecte les deux MEBs, ce
qui est impossible puisqu’une branche ne peut intersecter deux sous-arbres de hauteur q
distincts en-dehors de la racine.
Donc tous les MEBs sont dans un meˆme sous-arbre de hauteur q. Soit v sa racine. En
utilisant la Proposition 7 et l’hypothe`se de re´currence applique´e a` (C) dans le sous-arbre
de v, on a : k ≤ 2q − 1 < 2q+1 − 1.
Cas 2 : Si la racine de T appartient a` un (et ne´cessairement un seul) des MEBs de (C) :
soit Sh le MEB contenant la racine de T . Alors, de fac¸on analogue a` pre´ce´demment :
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– S0 <
∗ S1 <
∗ . . . <∗ Sh−1 sont dans un meˆme sous-arbre de hauteur q, donc h ≤ 2
q−1.
– Sh+1 <
∗ Sh+2 <
∗ . . . <∗ Sk−1 sont e´galement dans un meˆme sous-arbre de hauteur
q, donc k − h− 1 ≤ 2q − 1.
Finalement, on obtient : k ≤ 2q − 1 + 2q − 1 + 1 = 2q+1 − 1, ce qui termine la preuve.
¤
7.2.1.5 Un lemme de projection ge´ne´ral
Lemme 4
Soit (P ,≺) un ensemble partiellement ordonne´ tel que la longueur des chaˆınes est
infe´rieure ou e´gale a` M . Alors il existe un morphisme d’ensembles partiellement
ordonne´s ϕ : (P ,≺)→ ([0, . . . ,M − 1], <) .
Preuve : On proce`de par re´currence sur M . Pour M = 1, c’est trivial (les e´le´ments de P
ne sont pas comparables deux a` deux).
Prouvons que l’hypothe`se pour M − 1 implique l’hypothe`se pour M : Soit M l’ensemble
des e´le´ments minimaux de P. Pour tout x ∈ M, on de´finit ϕ0(x) = 0. On conside`re
(P\M,≺|P\M). C’est un ensemble partiellement ordonne´, et la longueur des chaˆınes est
infe´rieure ou e´gale a` M − 1. On applique l’hypothe`se de re´currence a` cet ensemble, et
modulo une translation, on obtient un morphisme d’ensembles partiellement ordonne´s :
ϕ′ : P\M→ [1, . . . ,M −1]. On e´tend ϕ0 et ϕ
′ en ϕ tel que ϕ|P\M = ϕ
′ et ϕ|M = ϕ0 = 0.
Il est clair que ϕ est un morphisme qui convient.
¤
7.2.1.6 Retour aux destine´es
Dans le cas qui nous inte´resse, les q-arbres vont correspondre aux sous-arbres dans
une destine´e de 〈N,≤〉. On va de´crire un isomorphisme entre une p-destine´e exhaustive et
essentielle et la p-destine´e re´duite. Pour un nœud donne´ xk d’ascendants xk−1, . . . , x1, ∅,
on conside`re les MEBs du sous-arbre de racine xk dont l’e´tiquette est supe´rieure aux
e´tiquettes de xk, . . . , x1. On applique, graˆce au Lemme 4, un morphisme aux e´tiquettes
de ces MEBs qui les envoie dans un intervalle [max(l(x1), . . . , l(xk)) + 1, . . . ,M ]. Pour un
MEB S, et v ∈ S, la nouvelle e´tiquette du nœud v devient ϕ(v). On obtient alors un sous-
arbre, dont la structure d’arbre est la meˆme que celle du sous-arbre originel, mais dont
les e´tiquettes des nœuds ont subi une transformation par le morphisme ϕ. Nous montrons
que cette ope´ration est un isomorphisme de sous-arbres dans une destine´e. Comme la
structure d’arbre est conserve´e, on montre simplement que l’ordre sur une branche est
pre´serve´, c’est l’objet de la Proposition 8.
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Proposition 8
Soient u et v deux nœuds d’une meˆme branche dans un sous-arbre d’une p-
destine´e. Soient S1 et S2 les MEBs de ce sous-arbre tels que v ∈ S1 et u ∈ S2.
Si l(v) < l(u), alors S1 ≺ S2, et si l(u) = l(v), alors S1 = S2.
Preuve : On proce`de par re´currence sur la diffe´rence l(u)− l(v) :
Si l(u) = l(v), puisque u et v sont sur la meˆme branche, ils appartiennent a` un meˆme
MEB.
Si l(u) > l(v), on conside`re les branches B′ telle que B′ ∩ S1 6= ∅ et B
′ ∩ S2 6= ∅. Chacune
de ces branches ve´rifie : x ∈ S1 ∩B
′ ∧ y ∈ S2 ∩B
′ ⇒ l(x) < l(y) car l(S1) < l(S2).
Si elles satisfont toutes la Condition 2.b, alors S1 <
∗ S2, ce qui implique S1 ≺ S2.
Sinon, il existe au moins une de ces branches, disons C, et un nœud z ∈ C, tels que
C ∩ S1 6= ∅ et C ∩ S2 6= ∅, et pour tout x ∈ C ∩ S1 et tout y ∈ C ∩ S2, on a l’ine´galite´
l(x) < l(z) < l(y). Soit S3 le MEB de z. On a d’une part l(z) − l(x) < l(y) − l(x) et
d’autre part l(y)− l(z) < l(y)− l(x). On applique l’hypothe`se de re´currence, ce qui nous
donne S1 ≺ S3 et S3 ≺ S2. Par transitivite´ on obtient ce qu’on voulait.
¤
7.2.1.7 Conclusion sur Supd dans une destine´e re´duite
Proposition 9
On conside`re un sous-arbre T dans une p-destine´e de la structure 〈N,≤〉. Soit
xk la racine de ce sous-arbre et xk−1, . . . , x1, ∅ ses anceˆtres. On pose m =
max(l(x1), . . . l(xk)). Le sous-arbre T est isomorphe a` un sous-arbre dont les
nœuds ont des e´tiquettes dans [0, . . . ,m+ 2p−k − 1].
Preuve : On appelle u le nœud d’e´tiquettem qui est le plus bas sur le morceau de branche
B allant de ∅ a` la racine de T . On pose
P = {S est un MEB restreint au sous-arbre T et S(u) ≺ S}.
On remarque que :
1. On conside`re uniquement des MEBs dont l’e´tiquette est supe´rieure a` m.
2. Comme m = l(u) est la plus grande e´tiquette dans la branche B allant de ∅ a` la
racine de T , les nœuds du sous-arbre T qui ont une e´tiquette supe´rieure a` m ne
peuvent pas appartenir au MEB d’un des nœuds de cette portion de branche.
Ainsi, les e´le´ments de P sont entie`rement inclus dans T , donc la restriction faite dans la
de´finition de P n’est pas une vraie restriction (ce sont aussi des MEBs dans la destine´e).
Cela nous permet de transformer les e´tiquettes des nœuds de ces MEBs sans changer le
reste de la destine´e, tout en conservant les relations d’ordre.
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L’ensemble P est partitionne´ en sous-ensembles inclus dans des q-arbres, ou` q = p− k
(T est de hauteur p−k+1 mais sa racine n’est dans aucun MEB de P). Donc la longueur
maximale des chaˆınes dans P est 2p−k − 1, d’apre`s le Corollaire 2 du Lemme 3. D’apre`s
le Lemme 4 : il existe un morphisme ϕ : (P,≺)→ ([m+ 1, . . . ,m+ 2p−k − 1], <).
On distingue deux cas :
1. Si v est un nœud de T dont l’e´tiquette est supe´rieure a`m, on remplace cette e´tiquette
par l’entier ϕ(S(v)), qui est dans l’intervalle [m+ 1, . . . ,m+ 2p−k − 1].
2. Si v est un nœud de T dont l’e´tiquette est infe´rieure ou e´gale a` m, on n’y touche
pas.
D’apre`s la proprie´te´ d’isomorphisme prouve´e au Paragraphe 7.2.1.6, cette transformation
est un isomorphisme entre le sous-arbre T et un autre sous-arbre dont les e´tiquettes sont
dans l’intervalle [0, . . . ,m+ 2p−k − 1].
¤
Cette proposition est vraie en particulier pour la destine´e re´duite.
Corollaire 3 (Borne supe´rieure de Supd dans une destine´e re´duite)
On conside`re la p-destine´e re´duite de la structure 〈N,≤〉. Soit T un sous-arbre
de racine xk, d’ascendants xk−1, . . . , x1, ∅. On note m = max(l(x1), . . . , l(xk)).
Alors
Supd(xk) ≤ m+ 2
p−k − 1.
7.2.2 Minorant de Supf dans la destine´e re´duite
On se propose maintenant de trouver un minorant de Supf dans la destine´e re´duite.
En utilisant ce minorant et le majorant de Supd trouve´ au Paragraphe 7.2.1, on pourra
donner une valeur exacte de Supf dans la destine´e re´duite. Pour e´tablir la valeur du
minorant de Supf dans la destine´e re´duite, on utilise la notion d’e´cart d’une formule a`
deux parame`tres sur le langage {≤}, de´finie au Paragraphe 7.2.2.1.
7.2.2.1 L’e´cart d’une formule a` deux parame`tres et l’e´cart maximum a` pro-
fondeur de quantification q
On conside`re des formules sur le langage {≤} de profondeur de quantification q, a`
deux variables libres, et qui sont satisfaisables dans la structure 〈N,≤〉.
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De´finition 54 (E´cart d’une formule a` deux parame`tres)
Soit F (a, b) une telle formule. On note :
T (F ) = {(a, b) ∈ N2/N |= F (a, b)}.
Cet ensemble est non-vide, puisque la formule est satisfaisable dans 〈N,≤〉. Donc
l’ensemble {|b− a|/(a, b) ∈ T (F )} admet un minimum positif ou nul, note´ e(F ),
et qui constitue ce qu’on appelle l’e´cart de la formule F .
On s’inte´resse maintenant a` l’ensemble :
Eq = {e(F )/F de prof. de quant. q, a` deux variables libres, satisfaisable dans 〈N, <〉}.
Il existe un nombre fini de formules F de profondeur de quantification q a` deux variables
libres satisfaisables dans 〈N,≤〉 qui ne sont pas logiquement e´quivalentes. Comme deux
formules e´quivalents ont le meˆme e´cart (elles sont satisfaites par les meˆmes couples),
l’ensemble Eq est fini et admet donc un maximum note´ eq.
7.2.2.2 Minoration de l’e´cart maximum a` profondeur de quantification q
On va montrer que pour tout q, on a : eq ≥ 2
q.
Pour cela, on construit par re´currence une suite de formules (Fq(a, b))q∈N a` deux variables
libres et de profondeur de quantification q pour Fq(a, b) :
F0(a, b) := (a ≤ b) ∧ ¬(b ≤ a) (cette formule est e´quivalente a` “a < b”).
Pour tout q ∈ N, Fq+1(a, b) := ∃xq+1(Fq(a, xq+1) ∧ Fq(xq+1, b)).
On montre les proprie´te´s suivantes sur ces formules :
Lemme 5
Pour tout q, la formule Fq ve´rifie les proprie´te´s suivantes :
1. Fq est satisfaisable dans 〈N,≤〉 ;
2. Pour tout couple (a, b) ∈ N2 tel que N |= Fq(a, b), on a :
(a) a+ 2q ≤ b,
(b) pour tout t ≥ 0, N |= Fq(t, t+ (b− a)).
Preuve : On proce`de par re´currence sur q.
C’est clair pour F0.
Montrons que l’hypothe`se de re´currence pour q implique l’hypothe`se de re´currence pour
q + 1.
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1. On doit d’abord montrer que la formule Fq+1 est satisfaisable dans 〈N,≤〉 : d’apre`s
l’hypothe`se de re´currence, la formule Fq est satisfaisable, donc il existe deux entiers
a et b tels que N |= Fq(a, b).
On prend t = b dans le point 2.(b) de l’hypothe`se de re´currence, ce qui nous donne
N |= Fq(b, 2b− a).
Alors N |= Fq(a, b) ∧ Fq(b, 2b − a), donc N |= ∃xq+1(Fq(a, xq+1) ∧ Fq(xq+1, 2b − a)),
d’ou` N |= Fq+1(a, 2b− a).
Cela prouve que Fq+1 est satisfaisable dans 〈N,≤〉.
2. On suppose maintenant que a et b sont deux entiers tels que N |= Fq+1(a, b). Alors
N |= ∃xq+1(Fq(a, xq+1) ∧ Fq(xq+1, b)).
Donc il existe un entier c ∈ N tel que N |= Fq(a, c) et N |= Fq(c, b).
Par hypothe`se de re´currence, on a : a+2q ≤ c et c+2q ≤ b, donc a+2q+1 ≤ c+2q ≤ b,
ce qui prouve le point 2.(a).
Soit t ≥ 0 un entier. Par hypothe`se de re´currence, on a : N |= Fq(t, t + (c − a)) et
N |= Fq(t+ (c− a), t+ (c− a) + (b− c)).
On a donc N |= Fq(t, t + (c − a)) ∧ Fq(t + (c − a), t + (b − a)), ce qui implique
N |= ∃xq+1(Fq(t, xq+1) ∧ Fq(xq+1, t+ (b− a))).
On a donc N |= Fq+1(t, t+ (b− a)), ce qui termine la preuve.
¤
Corollaire 4
L’e´cart maximum a` profondeur de quantification eq ve´rifie eq ≥ 2
q pour tout
q ∈ N.
Preuve : On fixe q ≥ 0. D’apre`s le point 2.(b) du Lemme 5, on a |b− a| ≥ 2q pour tout
couple (a, b) tel que N |= Fq(a, b), donc e(Fq) ≥ 2
q. Puisque eq ≥ e(Fq), on a eq ≥ 2
q.
¤
7.2.2.3 Conclusion sur Supf
Proposition 10
On conside`re une p-destine´e T de la structure 〈N,≤〉, ou` p ≥ 2. On conside`re
un nœud qui n’est pas une feuille, et soient xk, . . . , x1, ∅ respectivement le nœud
et ses ascendants. On pose m = max(l(x1), . . . , l(xk)). On a :
Supf (xk) ≥ m+ 2
p−k−1.
Preuve : On pose q = p− k− 1 et on conside`re la formule Fq. Puisque cette formule est
satisfaite par un couple ordonne´ (a, b) avec un a choisi arbitrairement (d’apre`s le Lemme
5), on a :
N |= ∀z∃yFq(z, y)
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On suppose quem = l(xh), pour un certain h ∈ [1, . . . , k]. Puisque les variables z1, . . . , zh−1,
zh+1, . . . , zk n’apparaissent pas dans Fq(zh, y), on a :
N |= ∀z1 . . . ∀zh . . . ∀zk∃yFq(zh, y)
Cet e´nonce´ voit sa forme destinale satisfaite dans T :
T |= ∀z1(P (∅, z1)→ . . . ∀zh(P (zh−1, zh)→ . . . ∀zk(P (zk−1, zk)→ ∃yP (zk, y)∧F˜q(zh, y)) . . .).
Cela signifie que pour tout nœud zk d’ascendants zk−1, . . . , z1, ∅, il existe un fils y de ce
nœud tel que T |= F˜q(zh, y). En particulier, pour le nœud xk, il existe un tel fils y. Alors
on a T |= F˜q(xh, y). On peut retransposer cette satisfaction dans la structure 〈N,≤〉 :
N |= Fq(l(xh), l(y)).
D’apre`s le Lemme 5, l’e´cart de la formule Fq est supe´rieur ou e´gal a` 2
q, donc on a :
l(y)− l(xh) ≥ e(Fq) ≥ 2
q.
Donc Supf (xk, . . . , x1, ∅) ≥ l(y) ≥ l(xh) + 2
p−k−1 = m+ 2p−k−1.
¤
Cette proposition est en particulier valable pour la destine´e re´duite.
7.2.2.4 Minorant de Supd dans une destine´e
On de´duit du re´sultat pre´ce´dent le corollaire suivant :
Corollaire 5
On fixe p ≥ 1 et k ∈ {1, . . . , p}. On conside`re une p-destine´e de la structure
〈N,≤〉. Soit k < p et xk un nœud d’ascendants xk−1, . . . , x1, ∅. On pose m =
max(l(x1), . . . l(xk)). On a :
Supd(xk) ≥ m+ 2
p−k − 1.
Remarque 19 On ne conside`re que des nœuds de rang k < p car dans le cas ou` le nœud
est de rang p (donc une feuille), on a, par de´finition :
Supd(xp) = l(xp).
Preuve : (du corollaire) On proce`de par re´currence de´croissante sur k ≥ 1.
Cas k = p− 1 : dans ce cas, Supd(xp−1) = Supf (xp−1) et comme
Supf (xp−1) ≥ m+ 2
p−k−1 = m+ 1 = m+ 2p−k − 1,
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on a le re´sultat voulu.
Montrons que l’hypothe`se de re´currence pour k + 1 implique l’hypothe`se de re´currence
pour k (k ≥ 1). On conside`re un nœud xk d’ascendants xk−1, . . . , x1, ∅ et on note m =
max(l(x1), . . . , l(xk)). Posons y le fils de xk qui re´alise l(y) = Supf (xk). On a Supd(xk) ≥
Supd(y). Par hypothe`se de re´currence, on a :
Supd(y) ≥ max(l(y), l(xk), . . . , l(x1)) + 2
p−k−1 − 1. (1)
D’apre`s la proposition 10, on a :
l(y) = Supf (xk) ≥ m+ 2
p−k−1, (2)
on obtient donc :
Supd(xk) ≥ Supd(y)
≥ m+ 2p−k−1 + 2p−k−1 − 1
≥ m+ 2p−k − 1. (3)
¤
7.2.3 Conclusion
On va maintenant prouver le The´ore`me 4. On fixe p ≥ 1 et on conside`re la p-destine´e
re´duite de la structure 〈N,≤〉. D’apre`s le Corollaire 3 et le Corollaire 5, on a pour tout
nœud xk de rang k < p et d’ascendants xk−1, . . . , x1, ∅ :
Supd(xk) = m+ 2
p−k − 1.
D’autre part, dans la preuve du Corollaire 5, l’addition des ine´galite´s (1) et (2) dans cette
preuve implique l’ine´galite´ (3). Puisque les ine´galite´s (1) et (3) sont en fait des e´galite´s,
l’ine´galite´ (2) est e´galement une e´galite´. On en de´duit alors :
Supf (xk) = m+ 2
p−k−1.
7.3 Algorithme de construction des destine´es
Maintenant qu’on dispose de la borne sur les fils des nœuds dans les destine´es re´duites
de la structure, on peut mettre en place l’algorithme de construction suivant :
94 Chapitre 7. Un algorithme de construction des destine´es de 〈N,≤〉
Entre´e : p
Sortie : La p-destine´e re´duite de la structure 〈N,≤〉
De´but
1. Cre´ation d’un (p+ 1)-arbre ayant “assez de nœuds”
2. Ajout des relations d’ordre sur les nœuds du (p+ 1)-arbre
3. Normalisation de la destine´e obtenue (on ordonne les sous-arbres)
4. Elimination des redondances
Fin
7.3.1 Cre´ation d’un (p+ 1)-arbre ayant “assez de nœuds”
On veut construire un (p + 1)-arbre de racine ∅ et dont les autres nœuds ont des
e´tiquettes entie`res, tel que si on ajoute les listes de relations sur cet arbre (e´tape 2), on
obtienne une p-destine´e exhaustive de la structure. Pour cela, on utilise la valeur du plus
grand fils d’un nœud dans la destine´e re´duite, et on construit le (p+ 1)-arbre de la fac¸on
suivante :
– On construit un 2-arbre de racine ∅ et dont les fils ont pour e´tiquettes les entiers
entre 0 et 2p−1 ;
– Pour chacun de ces fils x1, on lui ajoute comme fils des nœuds dont les e´tiquettes
parcourent tous les entiers compris entre 0 et l(x1) + 2
p−2 ;
– . . .
– Si tous les nœuds de rang k < p ont e´te´ construits, on construit le rang k+1 en ajou-
tant comme fils a` chaque nœud de rang k < p et d’ascendants xk−1, . . . , ∅ des nœuds
dont les e´tiquettes parcourent tous les entiers entre 0 et max(l(xk), . . . , l(x1)) +
2p−k−1.
7.3.2 Ajout des relations d’ordre sur les nœuds du (p+ 1)-arbre
On doit maintenant associer a` chaque nœud de l’arbre pre´ce´dent la liste de ses relations
avec ses ascendants. Cette ope´ration consiste a` faire un parcours de l’arbre avec mise en
me´moire des ascendants. Le test de l’ordre sur les entiers est une ope´ration re´cursive peu
couˆteuse. Pour un nœud de rang k, la liste qui lui est associe´e est de longueur k − 1.
Une fois cette ope´ration re´alise´e, on dispose d’une p-destine´e de la structure qui est
exhaustive. Il nous reste a` la rendre essentielle.
7.3.3 Normalisation de la destine´e obtenue
Cette e´tape permet d’effectuer l’e´limination des redondances. On e´tablit un ordre sur
les sous-arbres de sorte que les sous-arbres qui sont isomorphes aient leurs racines place´es
successivement dans la liste des fils de leur pe`re commun. L’ordre choisi sur la liste des
relations est arbitraire (par exemple, on de´cre`te qu’une relation “≤” est infe´rieure a` une
relation “≥”, puis on conside`re un ordre lexicographique sur les listes de relations), et
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deux sous-arbres T1 et T2 dont les racines ont un meˆme pe`re sont compare´s de la fac¸on
suivante :
– Si la liste de relations de la racine de T1 est infe´rieure a` la liste de relations de la
racine de T2, le sous-arbre T1 est infe´rieur au sous-arbre T2 ;
– Si les listes de relations des racines de T1 et T2 sont identiques, et que la racine de
T1 a une e´tiquette infe´rieure a` l’e´tiquette de la racine de T2, alors le sous-arbre T1
est infe´rieur au sous-arbre T2.
Du fait de la construction de l’arbre conside´re´, deux sous-arbres dont les racines ont un
meˆme pe`re et qui sont distincts ne peuvent avoir des racines de meˆme e´tiquette. On vient
donc de de´finir un ordre sur les sous-arbres.
On ordonne le (p + 1)-arbre pour cette relation. Graˆce a` cette ope´ration, lorsque l’on
parcours l’arbre en largeur, les sous-arbres isomorphes sont conse´cutifs et classe´s par
ordre croissant de l’e´tiquette de la racine.
7.3.4 Elimination des redondances
On e´limine les redondances sur la p-destine´e normalise´e de la manie`re suivante : on
effectue un parcours de l’arbre, et a` chaque fois que l’on conside`re un sous-arbre non
isomorphe a` ceux de´ja` se´lectionne´s, on l’ajoute a` la liste des se´lectionne´s. On commence par
les feuilles dans les sous-arbres de hauteur 2, puis les sous-arbres de hauteur 2 dans les sous-
arbres de hauteur 3, et ainsi de suite. Comme au sein d’une meˆme classe d’isomorphisme
les sous-arbres sont ordonne´s par valeur croissante de l’e´tiquette de leur racine, on obtient
bien la p-destine´e re´duite de la structure.
7.4 Complexite´ de l’algorithme
On examine la complexite´ en espace en fonction de la hauteur p. On la note T (p).
Cela correspond a` la taille de la p-destine´e avant e´limination des redondances.
On note nk le nombre de nœuds de la destine´e au rang k. On a :
n0 = 1
n1 = 2
p−1 + 1
n2 =
2p−1∑
i0=0
(i0 + 2
p−2) = (2p−2 + 1)(2p−1 + 1)
n3 =
2p−1∑
i0=0
i0+2p−2∑
i1=0
(max(i0, i1) + 2
p−3 + 1)
. . .
nk =
2p−1∑
i0=0
i0+2p−2∑
i1=0
. . .
max(i0,...,ik−3)+2
p−k+1∑
ik−2=0
(max(i0, . . . , ik−2) + 2
p−k + 1)
. . .
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On a d’autre part :
T (p) = n0 +
p∑
k=1
k × nk
(chaque nœud de rang k est accompagne´ d’une liste de taille k − 1).
Ve´rifions que l’on peut majorer chaque nk par (2
p − 1)k :
nk =
2p−1∑
i0=0
i0+2p−2∑
i1=0
. . .
max(i0,...,ik−3)+2
p−k+1∑
ik−2=0
(max(i0, . . . , ik−2) + 2
p−k + 1)
nk ≤
2p−1∑
i0=0
2p−1+2p−2∑
i1=0
. . .
max(i0,...,ik−3)+2
p−k+1∑
ik−2=0
(max(i0, . . . , ik−2) + 2
p−k + 1)
nk ≤
2p−1∑
i0=0
2p−1+2p−2∑
i1=0
. . .
2p−1+...+2p−k+1∑
ik−2=0
(max(i0, . . . , ik−2) + 2
p−k + 1)
nk ≤
2p−1∑
i0=0
2p−1+2p−2∑
i1=0
. . .
2p−1+...+2p−k+1∑
ik−2=0
(2p−1 + . . .+ 2p−k + 1)
nk ≤
2p−1∑
i0=0
2p−1+2p−2∑
i1=0
. . .
2p−1+...+2p−k+1∑
ik−2=0
(2p − 1)
nk ≤
2p−1∑
i0=0
2p−1∑
i1=0
. . .
2p−1∑
ik−2=0
(2p − 1)
nk ≤ (2
p − 1)k.
En majorant nk par (2
p − 1)k, on obtient :
T (p) ≤ 1 +
p∑
k=1
k × (2p − 1)k ≤ 2p
2
.
On a donc un majorant de la complexite´ en espace de cet algorithme de construction :
T (p) = O(2p
2
).
La complexite´ en temps est du meˆme ordre, car on re´alise 4 parcours de l’arbre et les
ope´rations d’ajout des listes de relations ne changent pas la majoration effectue´e pour nk.
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7.5 Conclusion
Cet exemple nous fournit des me´thodes qui peuvent e´ventuellement eˆtre re´utilise´es
pour d’autres structures, par exemple l’emploi des MEBs, du lemme de projection ou
l’e´cart d’une formule.
D’autre part, on remarque que le point crucial de l’algorithme de construction des des-
tine´es est de pouvoir calculer les bornes sur les fils des nœuds. Il est e´galement ne´cessaire
de pouvoir calculer les listes de relations de manie`re re´cursive. Une fois qu’on dispose
de ces bornes sur les fils des nœuds, on peut construire un arbre suffisamment grand
pour qu’une fois les listes de relations ajoute´es, la destine´e soit exhaustive. Les autres
ope´rations sont re´cursives sous ces conditions.
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Chapitre 8
Comparaison entre structures a`
destine´es re´cursives et les structures
H-borne´es
Dans le chapitre pre´ce´dent, nous avons de´crit un exemple de structure pour laquelle il
existe un algorithme de construction des destine´es exhaustives et essentielles pour toute
profondeur de quantification. Pour mettre en place cet algorithme, nous avons utilise´ la
borne sur les fils d’un nœud Supf afin de construire un arbre fini servant de support a`
une destine´e exhaustive. L’algorithme de de´cision utilisant les destine´es (de´crit dans le
Chapitre 4) consiste en une e´limination des quantificateurs par une instanciation finie
de chaque variable. Le nombre d’instanciations a` effectuer est borne´ par Supf . Dans un
souci de ge´ne´ralisation de cette de´marche a` d’autres structures, Nicole Schweikardt1 nous
sugge´ra de conside´rer des structures pour lesquelles on peut borner les quantifications, a`
savoir les structures H-borne´es. La structure 〈N,≤〉 fait partie de la classe des structures
H-borne´es avec une fonction H re´cursive.
Nous ge´ne´ralisons donc ici les re´sultats du chapitre pre´ce´dent, en e´tablissant au Pa-
ragraphe 8.1 que si une structure est H-borne´e pour une fonction H re´cursive, alors la
borne Supf peut eˆtre calcule´e re´cursivement. Par conse´quent les destine´es de la structure
sont re´cursives.
Le Paragraphe 8.2 a pour but de montrer que la classe des structures dont les destine´es
sont re´cursivement constructibles et la classe des structures H-borne´es avec H re´cursive
ne co¨ıncident pas, mais que la premie`re est plus large que la seconde. Pour cela, on exhibe
une structure dont on peut construire re´cursivement une p-destine´e pour tout p ≥ 1 (sans
utiliser la borne sur les fils d’un nœud), mais qui n’est H-borne´e pour aucune fonction H
re´cursive. Cet exemple a e´te´ re´dige´ suite a` une suggestion de Youri Matiiassevitch2.
1Institut fu¨r Informatik, Mainz
2Steklov Institute, St. Petersbourg
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8.1 Les structures H-borne´es
8.1.1 De´finition des structures H-borne´es
On peut trouver une de´finition plus ge´ne´rale des structures H-borne´es dans [FR79].
Nous pre´sentons ici la version de [Dub95] et [Mau94].
De´finition 55 (Structure H-borne´e)
On conside`re une structure X sur un langage relationnel fini σ, munie d’une
norme ||.|| a` valeur dans N. Soit H : N3 → N une application telle que, pour
tous entiers n, k,m, pour tout k-uple d’e´le´ments de X , (a1, . . . , ak) ∈ X
k, tels
que ∀i ∈ {1, . . . , k}, on a ||ai|| ≤ m, et pour toute formule F (x1, . . . , xk) de
profondeur de quantification au plus n, on a :
Si (X , a1, . . . , ak) |= ∃xk+1F (x1, . . . , xk+1), alors il existe un e´le´ment ak+1 ∈
X, avec ||ak+1|| ≤ H(n, k,m), tel que (X , a1, . . . , ak, ak+1) |= F (x1, . . . , xk+1)
(dans ce cas on e´crit (X , a1, . . . , ak) |= (∃xk+1 ≤ H(n, k,m))F (x1, . . . , xk+1)).
La structure X est alors dite H-borne´e.
Ferrante et Rackoff ont de´crit dans [FR79] un algorithme de de´cision dans les structures
H-borne´es, que nous rappelons en 8.1.2. Cet algorithme est une e´limination des quantifi-
cateurs qui trouve sa justification dans le the´ore`me suivant (de´montre´ dans [FR79]) :
Theore`me 5
On suppose que X est une σ-structure H-borne´e. On fixe n, k ∈ N et soit
Q1x1 . . . QkxkF (x1, . . . , xk) un e´nonce´ de profondeur de quantification au plus
n + k (c’est-a`-dire que F est de profondeur de quantification au plus n). Soit
m0, . . . ,mk une suite d’entiers tels que m0 ≤ . . . ≤ mk et ∀i ∈ {1, . . . , k}, H(n+
k − i, i− 1,mi−1) ≤ mi.
Alors Q1x1 . . . QkxkF (x1, . . . , xk) est vrai dans X si et seulement si
(Q1x1 ≤ m1) . . . (Qkxk ≤ mk)F (x1, . . . , xk)
est vrai dans X .
Preuve : On prouve par re´currence sur i ∈ {1, . . . , k + 1} que
X |= Q1x1 . . . QkxkF (x1, . . . , xk)
si et seulement si
X |= (Q1x1 ≤ m1) . . . (Qi−1xi−1 ≤ mi−1)Qixi . . . QkxkF (x1, . . . , xk).
Cas i = 1 : clair.
Montrons, en utilisant l’hypothe`se de re´currence pour i − 1, l’hypothe`se de re´currence
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pour i ∈ {1, . . . k}. On conside`re un (i − 1)-uple (a1, . . . , ai−1) d’e´le´ments de X tels que
pour tout j ∈ {1, . . . , i− 1} on a ||aj|| ≤ mj. Puisque X est H-borne´e, on a :
X |= Qixi[Qi+1xi+1 . . . QkxkF (a1, . . . , ai−1, xi, . . . , xk)]⇔
X |= (Qixi ≤ H(n, k − i, i− 1,mi−1))[Qi+1xi+1 . . . QkxkF (a1, . . . , ai−1, xi, . . . , xk)].
Notons que cela de´coule directement de la de´finition de structure H-borne´e uniquement
dans le cas ou` Qi = ∃, mais il est facile de montrer que le cas ∀ de´coule e´galement de la
de´finition.
Comme H(n+ k− i, i− 1,mi−1) ≤ mi, on a pour tout (a1, . . . , ai−1) ∈ X
i−1 tel que pour
tout j ∈ {1, . . . , i− 1} on a ||aj|| ≤ mj :
X |= QixiQi+1xi+1 . . . QkxkF (a1, . . . , ai−1, xi, . . . , xk)⇔
X |= (Qixi ≤ mi)[Qi+1xi+1 . . . QkxkF (a1, . . . , ai−1, xi, . . . , xk)],
donc
X |= Q1x1 . . . QkxkF (x1, . . . , xk)⇔
X |= (Q1x1 ≤ m1) . . . (Qi−1xi−1 ≤ mi−1)Qixi . . . QkxkF (x1, . . . , xk) (HR) ⇔
X |= (Q1x1 ≤ m1) . . . (Qixi ≤ mi)Qi+1xi+1 . . . QkxkF (x1, . . . , xk),
ce qui ache`ve la preuve.
¤
8.1.2 Algorithme de de´cision “classique” dans les structures H-
borne´es
La mise en place de l’algorithme de de´cision dans les structures H-borne´es ne´cessite
des hypothe`ses supple´mentaires :
– On suppose qu’il n’y a qu’un nombre fini d’e´le´ments de X de norme infe´rieure a` un
entier donne´ ;
– On suppose qu’il est possible de les e´nume´rer re´cursivement ;
– On suppose H re´cursive.
Les deux premie`res conditions sont ve´rifie´es dans une structure de domaine N par exemple
(en prenant pour norme l’identite´ de N). L’algorithme de de´cision repose sur le fait que si
Q1x1 . . . QkxkF (x1, . . . xk) est un e´nonce´ sous forme pre´nexe (F est sans quantificateur),
et que m0 ≤ . . . ≤ mk sont des entiers ve´rifiant H(k − i, i − 1,mi−1) ≤ mi pour tout
i ∈ {1, . . . , k}, le The´ore`me 5 stipule que de´cider cet e´nonce´ e´quivaut a` de´cider l’e´nonce´
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(Q1x1 ≤ m1) . . . (Qkxk ≤ mk)F (x1, . . . xk). Comme il n’y a qu’un nombre fini d’instan-
ciations, on ve´rifie la formule pour chacune d’entre elles, ce qui revient a` e´liminer les
quantifications. Soit X une σ-structure H-borne´e sous ces conditions. L’algorithme de
de´cision des e´nonce´s dans cette structure se pre´sente sous la forme suivante :
Entre´es : Un σ-e´nonce´
Sorties : VRAI si l’e´nonce´ est vrai dans la structure, FAUX sinon
1. Si l’e´nonce´ n’est pas sous forme pre´nexe, on le met sous forme pre´nexe. Il
est maintenant de la forme Q1x1 . . . QkxkF (x1, . . . xk), avec F sans quanti-
ficateur.
2. On calcule une suite d’entiersm0 ≤ . . . ≤ mk tels queH(k−i, i−1,mi−1) ≤
mi pour tout i ∈ {1, . . . , k}
3. Pour i allant de 1 a` k faire
4. Si Qi est un ∃
5. Alors Pour xi de norme ≤ mi faire
6. Evaluer Qi+1xi+1 . . . QkxkF (x1, . . . xk) avec les valeurs de
x1, . . . , xi de´ja` instancie´es
7. Si cette valeur est VRAI, renvoyer VRAI.
8. Sinon Pour xi de norme ≤ mi faire
9. Evaluer Qi+1xi+1 . . . QkxkF (x1, . . . xk) avec les valeurs de
x1, . . . , xi de´ja` instancie´es
10. Si cette valeur est FAUX, renvoyer FAUX.
8.1.3 Construction des p-destine´es dans une structure H-borne´e
L’algorithme de construction des destine´es repose sur le the´ore`me suivant :
Theore`me 6
Soit X une σ-structure H-borne´e. Soit p ≥ 1. On conside`re T une p-destine´e
re´duite de X et αk un nœud de rang k < p de cette destine´e, d’ascendants
αk−1, . . . , α1, ∅. On note m = max(||l(αk)||, . . . , ||l(α1)||). Alors
Supf (αk) ≤ H(p− k − 1, k,m).
Preuve : On s’appuie sur le Lemme 1, de´montre´ au Chapitre 5. Soit αk un nœud de rang
k ∈ {0, . . . , p − 1} et αk−1, . . . , α1, ∅ ses ascendants. Soit m = max(||l(α1)||, . . . , ||l(αk)||)
(m = 0 si αk est la racine ∅). Chaque fils αk+1 de αk est l’unique repre´sentant d’une
classe de (p − k)-isomorphisme. Chacune de ces classes est caracte´rise´e par une formule
F(α1,...,αk+1)(x1, . . . , xk+1) de profondeur de quantification infe´rieure ou e´gale a` p − k − 1
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(d’apre`s le Lemme 1). Pour αk+1 fils de αk fixe´, on applique la de´finition d’une structure
H-borne´e pour la formule ∃yF(α1,...,αk+1)(α1, . . . , αk, y). On sait que :
T |= ∃y(P (αk, y) ∧ F˜(α1,...,αk+1)(α1, . . . , αk, y))
donc
X |= ∃yF(α1,...,αk+1)(l(α1), . . . , l(αk), y).
Donc, d’apre`s la de´finition de structure H-borne´e, on a :
X |= (∃y ≤ H(p− k − 1, k,m))F(α1,...,αk+1)(l(α1), . . . , l(αk), y).
Puisque l’on est dans une destine´e re´duite et que le nœud αk+1 a une e´tiquette de norme
minimale dans sa classe d’e´quivalence, cela implique que pour chacun de ces nœuds αk+1,
on a : ||l(αk+1)|| ≤ H(p− k − 1, k,m), et donc :
Supf (αk) ≤ H(p− k − 1, k,m).
¤
8.1.4 Exemples
Sur la Figure 8.1 sont pre´sente´es quelques structures arithme´tiques pour lesquelles on
connaˆıt une fonction H (la lettre c repre´sente une constante), et un majorant de Supf .
Structure Fonction H(n, k,m) Majorant de Supf (αk)
〈N,≤〉 m+ 2n m+ 2p−k−1
〈Z,+, <, 0〉 (m+ 1)× 22
2c(n+k)
(m+ 1)× 22
c(p−1)
〈N, |〉 m+ 2
1
2
(n+k+1)(n+1)(2k+n+2) m+ 2
1
2
p(p−k)(p+k+1)
Fig. 8.1 – Quelques exemples de structures H-borne´es
On peut trouver ces exemples dans [FR79] et [Mic81]. Remarquons que dans le cas de la
structure 〈N,≤〉, on trouve exactement la meˆme borne qu’au Chapitre 7.
8.1.5 Conclusion
Le The´ore`me 6 nous dit que lorsque la structure est H-borne´e, avec H re´cursive,
on peut majorer la borne sur les fils d’un nœud par une fonction re´cursive. On peut
donc construire un arbre fini en utilisant cette borne, comme dans le Chapitre 7, qui
me`ne a` une destine´e exhaustive et essentielle apre`s e´limination des redondances (en fait,
on obtient par ce proce´de´ une destine´e re´duite de la structure). On voit a` travers ce
The´ore`me qu’il y a un lien tre`s fort entre la fonction H et la borne sur les fils d’un
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nœud. Cependant, l’algorithme de construction des destine´es qui utilise la borne sur les
fils d’un nœud n’est pas ne´cessairement le seul algorithme utilisable pour construire les
destine´es d’une structure. C’est l’objet du paragraphe suivant. Nous reviendrons dans le
Chapitre 9 sur les deux algorithmes de de´cision dans les structuresH-borne´es, l’algorithme
de Ferrante et Rackoff et l’algorithme de Ne´zondet, notamment en ce qui concerne la
complexite´. Nous reviendrons e´galement sur la comparaison entre structures H-borne´es
et structures a` destine´es re´cursives dans la Conclusion de cette partie.
8.2 Un exemple de structure non H-borne´e a` des-
tine´es re´cursives
L’exemple infirmant la re´ciproque du the´ore`me “H-borne´e avec H re´cursive ⇒ p-
destine´es re´cursives” se fonde sur des re´sultats, dus a` Mattiassavitch, liant ensembles
inde´cidables de N et e´quations diophantiennes ou diophantiennes exponentielles. Ces re´sul-
tats apparaissent dans [Mat95]. Nous utilisons une de´finition point par point d’un pre´dicat
ternaire permettant de conserver des proprie´te´s d’inde´cidabilite´3 tout en offrant la possi-
bilite´ de construire une p-destine´es essentielle et exhaustive pour tout p ≥ 1. La the´orie
de cette structure est de´cidable, puisque l’on peut construire re´cursivement pour tout p
une p-destine´e exhaustive et essentielle.
Le pre´sent paragraphe s’organise comme suit : on commence par pre´senter la structure,
au Paragraphe 8.2.2, et nous de´finissons notamment deux proprie´te´s que doit posse´der
cette structure : le caracte`re ple´thorique des destine´es (Paragraphe 8.2.2.1), et la proprie´te´
d’e´loignement (Paragraphe 8.2.2.2). Ensuite, nous montrons que si la structure ve´rifie
ces deux proprie´te´s, alors elle ne peut pas eˆtre H-borne´e (Paragraphe 8.2.3). Puis nous
de´crivons l’interpre´tation du pre´dicat ternaire sur le domaine de la structure (Paragraphe
8.2.4) et nous montrons que les deux proprie´te´s (destine´es ple´thorique et e´loignement) sont
ve´rifie´es dans cette interpre´tation. Enfin, nous montrons qu’on dispose d’un algorithme qui
calcule, pour tout p, une p-destine´e exhaustive et essentielle de la structure (Paragraphe
8.2.5).
8.2.1 Pre´liminaires
On se donne un ensemble inde´cidable d’entiers que nous noteronsM. Cet ensemble est
de´nombrable et nous noterons ses e´le´ments a0, a1, . . . , an, . . . par ordre croissant (l’ope´ration
d’e´nume´ration n’est bien e´videmment pas re´cursive).
L’ensembleM est caracte´rise´ par une e´quation diophantienne, c’est-a`-dire qu’il existe
un polynoˆme P a` k + 1 variables (k ≥ 2) tel que :
a ∈M⇔ ∃x1, . . . ∃xkP (a, x1, . . . , xk) = 0.
Nous faisons en outre les hypothe`ses suivantes :
– les variables x1, . . . , xk sont des variables assujetties au domaines N (leurs instances
sont donc positives ou nulles) ;
3Cette inde´cidabilite´ est celle d’un sous-ensemble du domaine de la structure.
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– si on choisit une caracte´risation par une e´quation diophantienne exponentielle, on
peut se restreindre a` k = 2, c’est-a`-dire a` un “polynoˆme” (exponentiel) a` trois
variables :
a ∈M⇔ ∃x1 ≥ 0 ∃x2 ≥ 0 Q(a, x1, x2) = 0.
Les re´sultats autorisant ces restrictions apparaissent dans [Mat95].
8.2.2 Pre´sentation de la structure
Le domaine choisi est Z, qui offre l’avantage d’eˆtre de´nombrable, ce qui va simplifier
notre construction, et de contenir suffisamment d’e´le´ments pour nous permettre d’effectuer
la construction de destine´es que nous nommerons ple´thoriques, de´crites ci-apre`s (8.2.2.1).
Le langage se compose d’un seul pre´dicat ternaire, note´ Q. L’interpre´tation de Q
est pre´sente´e dans le paragraphe 8.2.4, et nous supposerons pour le moment que l’in-
terpre´tation de Q est construite de sorte que :
– les p-destine´es exhaustives et essentielles sont “ple´thoriques”. Nous entendons par
la` que tous les sous-arbres possibles (en un sens pre´cise´ plus bas) sont re´alise´s dans
la destine´e ;
– pour tout a ∈ M, si x1 et x2 ve´rifient Q(a, x1, x2), alors x1 et x2 sont “plus loin”,
en un sens que nous pre´ciserons par la suite, que les racines du polynoˆme Q ca-
racte´risant l’appartenance de a a` M.
Pre´cisons tout d’abord ces deux proprie´te´s.
8.2.2.1 Les destine´es ple´thoriques
On de´finit la proprie´te´ “eˆtre ple´thorique” pour une p-destine´e de la fac¸on suivante :
De´finition 56 (Destine´es ple´thoriques)
Soit T une p-destine´e de 〈Z,Q〉 (p ≥ 0). La destine´e T est dite ple´thorique si
pour tout nœud xk d’ascendants xk−1, . . . , x1, ∅ de la destine´e, les fils de ce nœud
sont tels que :
. . . . . . . . . . . . . . .
xk
. . .
∅
– si on conside`re tous les termes Q(a, b, c),
ou` a, b, c sont dans {x1, . . . , xk, y} et au
moins l’un des trois est y,
– que l’on conside`re ensuite toutes les
conjonctions de tous ces termes avec une
ne´gation ou non devant, alors pour cha-
cune de ces conjonctions il existe un fils
du nœud xk qui la ve´rifie.
On e´tend facilement cette de´finition aux sous-arbres (un sous-arbre ple´thorique est un
sous-arbre dans une destine´e ple´thorique).
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Exemple : Construisons la 2-destine´e ple´thorique “formelle” (sans instanciation des noms
de variables).
La racine est ∅.
– On conside`re tous les termes Q(a, b, c) ou` a, b, c sont dans {y} et au moins l’un des
trois est y. Il n’y en a qu’un, c’est Q(y, y, y) ;
– Les “conjonctions” avec une ne´gation ou non devant “les” termes sont au nombre
de deux : Q(y, y, y) et ¬Q(y, y, y).
On obtient donc le rang 1 de la destine´e :
x1
Q(x1, x1, x1)
x1
¬Q(x1, x1, x1)
∅
Pour chacun des deux nœuds (x1) :
– On conside`re tous les termesQ(a, b, c) ou` a, b, c sont dans {x1, y} et au moins l’un des
trois est y. Il y en a sept : Q(y, y, y), Q(y, y, x1), Q(y, x1, y), Q(x1, y, y), Q(y, x1, x1),
Q(x1, y, x1), Q(x1, x1, y) ;
– On conside`re toutes les conjonctions de ces termes avec une ne´gation ou non : il y
en a 27 = 128, de la forme
ε1Q(y, y, y) ∧ ε2Q(y, y, x1) ∧ ε3Q(y, x1, y) ∧ ε4Q(x1, y, y)∧
ε5Q(y, x1, x1) ∧ ε6Q(x1, y, x1) ∧ ε7Q(x1, x1, y),
ou` les εi sont soit ¬, soit rien.
Remarquons que chacune de ces conjonctions peut eˆtre code´e par un nombre binaire a`
sept chiffres : w1 . . . w7 ou` wi = 1 si et seulement si εi est “rien”.
La 2-destine´e ple´thorique commence a` devenir indessinable, chacun des nœuds (x1) ayant
128 fils :
x2
0000000
x2
0000001
x2
. . .
x2
1111111
x1
Q(x1, x1, x1)
x2
0000000
x2
0000001
x2
. . .
x2
1111111
x1
¬Q(x1, x1, x1)
∅
La taille de ces destine´es ple´thoriques croˆıt exponentiellement.
8.2.2.2 Proprie´te´ d’e´loignement pour les couples en relation avec a ∈M
Soit a ∈ M. On conside`re les couples (x1, x2) de N
2 tels que Q(a, x1, x2) = 0. Il en
existe, puisque les racines de Q de´finissent l’ensemble M. On note alors R(a) l’ensemble
de ces couples, qui est non vide :
R(a) = {(x1, x2) ∈ N
2/Q(a, x1, x2) = 0} 6= ∅.
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On note ‖.‖ la norme euclidienne sur Z2 :
Z2 → N
(u, v) 7→ u2 + v2
On pose alors µ(a) = min(‖R(a)‖). On dit que le couple (u, v) ∈ Z2 est e´loigne´ de l’origine
par rapport aux racines de Q(a, ., .) pour a ∈M si ‖(u, v)‖ ≥ µ(a).
La proprie´te´ que l’on exige de Q est alors la suivante :
De´finition 57 (Proprie´te´ d’e´loignement)
L’interpre´tation du pre´dicat Q dans Z ve´rifie la proprie´te´ d’e´loignement si pour
tout a ∈M, pour tout couple (u, v) ∈ Z2 tel que Q(a, u, v), on a :
‖(u, v)‖ ≥ µ(a)
Remarque : Cela signifie que tous les couples (u, v) ”proches” de l’origine ve´rifient
¬Q(a, u, v).
8.2.3 Cette structure n’est pas H-borne´e
Montrons que si Q ve´rifie les proprie´te´s suivantes :
– toute destine´e de 〈Z,Q〉 essentielle et exhaustive est ple´thorique,
– et l’interpre´tation de Q ve´rifie la proprie´te´ d’e´loignement,
alors la structure ne peut pas eˆtre H-borne´e avec une fonction H re´cursive. Nous allons
proce´der par l’absurde et supposer que la structure est H-borne´e avec H re´cursive. Cela
va contredire l’inde´cidabilite´ de l’ensemble M.
Pour tout a ∈ M, la formule suivante est satisfaisable dans Z, car le sous-arbre de a est
ple´thorique :
∃x1∃x2 Q(a, x1, x2).
D’apre`s les proprie´te´s du caracte`reH-borne´, la formule suivante est e´galement satisfaisable
dans Z :
∃x1(|x1|≤H(1,1,a))∃x2(|x2|≤H(0,2,H(1,1,a))) Q(a, x1, x2),
qui implique cette troisie`me formule :
∃(x1, x2)(‖(x1,x2)‖≤H(1,1,a)2+H(0,2,H(1,1,a))2) Q(a, x1, x2).
Notons, par commodite´ : f(a) = H(1, 1, a)2 + H(0, 2, H(1, 1, a))2. Cette fonction est
re´cursive, puisqu’on a fait l’hypothe`se que H est re´cursive. Par proprie´te´ d’e´loignement,
on a : pour tout couple (u, v) tel que Q(a, u, v), on a ‖(u, v)‖ ≥ µ(a), donc f(a) ≥ µ(a).
Par de´finition de µ(a), cela signifie donc qu’au moins l’un des couples (n1, n2) ∈ N
2 tels
que Q(a, n1, n2) = 0 ve´rifie ‖(n1, n2)‖ ≤ f(a). Autrement dit, on peut de´cider a ∈M par
l’algorithme :
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Entre´e : a ∈ N
Sortie : La re´ponse a` la question “a est-il dans M ?”
De´but
1. Calculer f(a)
2. Pour tous les couples (n1, n2) ∈ N
2 tels que n21 + n
2
2 ≤ f(a) (il y en a un
nombre fini)
3. Si Q(a, n1, n2) = 0 Renvoyer la re´ponse “a ∈M”.
Finsi
Finpour
4. Renvoyer la re´ponse “a 6∈ M”.
Fin
Cet algorithme contredit l’inde´cidabilite´ de M, donc la structure ainsi construite n’est
pas H-borne´e.
Il reste donc a` de´finir l’interpre´tation de Q de manie`re a` ce que les deux proprie´te´s voulues
(destine´es ple´thoriques et e´loignement) soient ve´rifie´es, ce que nous faisons au Paragraphe
8.2.4, puis a` prouver au Paragraphe 8.2.5 qu’on peut calculer une p-destine´e essentielle et
exhaustive pour tout p ≥ 1.
8.2.4 Interpre´tation du pre´dicat Q
L’ide´e est de s’appuyer sur la construction progressive (pas force´ment re´cursive) des
sous-arbres de chaque e´le´ment, de manie`re a` eˆtre suˆr qu’ils soient ple´thoriques, tout en
faisant attention a` la proprie´te´ d’e´loignement dans les cas voulus, c’est-a`-dire dans le
cas ou` la racine du sous-arbre est un e´le´ment de M. On se´pare donc la construction en
plusieurs e´tapes.
8.2.4.1 Interpre´tation sur N3
Sur N3, le pre´dicat Q correspond a` l’appartenance a` M, dans le sens ou` pour tout
(a, b, c) ∈ N3, on a :
Q(a, b, c)⇔ Q(a, b, c) = 0 (donc a ∈M).
Cette construction de l’interpre´tation n’est pas re´cursive.
8.2.4.2 Interpre´tation sur N∗3−
Sur cette partie de Z3 , la construction effectue´e est un processus diagonal, re´cursif :
– on construit le sous-arbre de hauteur 1 de -1
– on construit le sous-arbre de hauteur 1 de -2
– on construit le sous-arbre de hauteur 2 de -1
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– on construit le sous-arbre de hauteur 1 de -3
– on construit le sous-arbre de hauteur 2 de -2
– on construit le sous-arbre de hauteur 3 de -1
– et ainsi de suite
de manie`re a` ce qu’a` chaque fois qu’on a besoin d’un “te´moin” pour ve´rifier une conjonc-
tion de formules atomiques concernant un nœud, on prend le plus petit (en valeur absolue)
qui puisse convenir : on tient compte des relations que l’on a de´finies auparavant, et de`s
qu’il y a un e´le´ment qui ve´rifie la conjonction voulue on le prend. Si personne ne convient,
on prend le premier e´le´ment non encore parcouru pour servir de te´moin.
Pour comprendre un peu mieux le principe de la construction, suivons les premie`res
e´tapes :
Construction du sous-arbre de hauteur 1 de -1 : On pose Q(−1,−1,−1). On a
de´fini toutes les relations de −1 avec lui-meˆme.
Construction du sous-arbre de hauteur 1 de -2 : On pose ¬Q(−2,−2,−2). On a
de´fini toutes les relations de −2 avec lui-meˆme.
Construction du sous-arbre de hauteur 2 de -1 : Il faut remplir 27 situations. On
fait donc appel a` 128 nombres diffe´rents.
– type 0000000 : −2 ne convient pas car on a ¬Q(−2,−2,−2) qui contredit le
premier 0. On prend donc −3, et par conse´quent toutes les relations suivantes
sont pose´es :
Q(−3,−3,−3), Q(−3,−3,−1), Q(−3,−1,−3), Q(−1,−3,−3),
Q(−3,−1,−1), Q(−1,−3,−1), Q(−1,−1,−3)
– type 1000000 : −2 convient, donc on prend −2. Toutes les relations suivantes sont
pose´es :
¬Q(−2,−2,−2), Q(−2,−2,−1), Q(−2,−1,−2), Q(−1,−2,−2),
Q(−2,−1,−1), Q(−1,−2,−1), Q(−1,−1,−2)
– type 0100000 : on prend −4
– et ainsi de suite.
On de´finit ainsi toutes les relations de−1 avec les e´le´ments de l’ensemble {−2, . . . ,−129}
et de ces nombres chacun avec lui-meˆme.
Construction du sous-arbre de hauteur 1 de -3 : −3 apparaˆıt dans la liste des
e´le´ments dont on a de´ja` de´fini les relations avec eux-meˆmes. Le sous-arbre de hauteur
1 de −3 est donc de´ja` construit (on sait que Q(−3,−3,−3)).
Construction du sous-arbre de hauteur 2 de -2 : Il faut remplir 27 situations. On
peut re´utiliser certains des nombres {−1,−3, . . . ,−129}, sachant que les relations
entre −1 et −2 sont de´ja` fixe´es. On de´finit les autres dans l’ordre, en tenant compte
des relations des nombres avec eux-meˆmes. Ici on est oblige´ d’aller chercher −130
car sinon on manque d’un e´le´ment de type ¬Q(., ., .).
On poursuit cette construction “jusqu’a` l’infini”. S’il reste des triplets (a, b, c) ∈ N∗3− sur
lesquels on n’a pas de´fini Q, on pose ¬Q(a, b, c).
110Chapitre 8. Comparaison entre structures a` destine´es re´cursives et les structures H-borne´es
8.2.4.3 Interpre´tation de Q lorsque le premier e´le´ment est positif et appar-
tient a` M
On re´alise une construction analogue a` la constuction pre´ce´dente, a` ceci pre`s qu’on
pose d’entre´e de jeu les contraintes suivantes : si a ∈ M et u, v sont des entiers tels que
‖(u, v)‖ < µ(a), alors on a ¬Q(a, u, v). Cette contrainte ne concerne pour chaque a ∈M
qu’un nombre fini de couples (u, v), il reste donc “suffisamment” d’entiers pour pouvoir
effectuer la construction. On commence par construire le sous-arbre de hauteur 1 de a0,
puis le sous-arbre de hauteur 1 de a1, le sous-arbre de hauteur 2 de a0, le sous-arbre de
hauteur 1 de a2, le sous-arbre de hauteur 2 de a1, le sous-arbre de hauteur 3 de a0, et ainsi
de suite, en veillant a` ce qu’ils soient ple´thoriques. Cette construction n’est pas re´cursive.
Remarque 20 Le rang 1 dans les sous-arbres des ai est de´termine´ par la construction
du 8.2.4.1.
De meˆme que pre´ce´demment, s’il reste des triplets (a, b, c) ∈ M× Z2 pour lesquels l’in-
terpre´tation de Q n’a pas e´te´ de´finie, on pose ¬Q(a, b, c).
8.2.4.4 Interpre´tation dans les autres cas
On construit les sous-arbres des nombres positifs qui ne sont pas dans M de la meˆme
fac¸on : N\M est un ensemble de´nombrable {b0, b1, . . . , bn, . . .}. On construit le sous-arbre
de hauteur 1 de b0, puis le sous-arbre de hauteur 1 de b1, le sous-arbre de hauteur 2 de b0,
le sous-arbre de hauteur 1 de b2, le sous-arbre de hauteur 2 de b1, le sous-arbre de hauteur
3 de b0, et ainsi de suite, en veillant a` ce qu’ils soient ple´thoriques, puis on comple`te
l’interpre´tation sur les couples (a, b, c) ∈ (N\M)× Z2 non atteints par ¬Q(a, b, c). Cette
construction n’est pas re´cursive.
La construction ainsi effectue´e de l’interpre´tation de Q posse`de alors les deux proprie´te´s
voulues (destine´es ple´thoriques et e´loignement). En effet, toute p-destine´e exhaustive et
essentielle ressemblera a` la p-destine´e ple´thorique “formelle” que nous avons construit jus-
qu’a` la profondeur 2 dans le Paragraphe 8.2.2.1. D’autre part, la condition d’e´loignement
est impose´e par construction au Paragraphe 8.2.4.3.
8.2.5 Construction de p-destine´es exhaustives et essentielle
La de´finition de l’interpre´tation du pre´dicatQ nous indique un algorithme de construc-
tion imme´diat d’une p-destine´e exhaustive et essentielle de la structure 〈Z,Q〉. On suit
en effet la construction de Paragraphe 8.2.4.2, en donnant comme fils a` ∅ les nœuds
de label −1 et −2. On utilise donc seulement la partie re´cursive de la construction de
l’interpre´tation du pre´dicat Q.
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8.3 Conclusion
La classe des structures H-borne´es avec H re´cursive est strictement incluse dans la
classe des structures ayant des destine´es re´cursives. Cependant, les destine´es de l’exemple
pre´sente´ au Paragraphe 8.2 sont tre`s particulie`res, et cet exemple ne nous donne pas
d’indication pour exhiber un algorithme ge´ne´ral de construction de destine´es n’utilisant
pas la borne sur les fils d’un nœud. Une perspective de ce travail consiste donc a` trouver
un algorithme de construction de destine´es pour une classe de structures non H-borne´es
et cependant de´cidables.
D’autre part, ce contre-exemple ne remet pas en cause l’inte´reˆt de la comparaison entre
les algorithmes de de´cision de Ferrante et Rackoff d’une part, et de Ne´zondet d’autre part,
dans les structures H-borne´es. C’est l’objet du Chapitre 9.
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Chapitre 9
Comparaison entre l’algorithme de
Ne´zondet et l’algorithme de Ferrante
et Rackoff
9.1 Complexite´ de l’algorithme de Ne´zondet
Pour e´valuer la complexite´ de la de´cision associe´e a` l’algorithme de Ne´zondet, il est
ne´cessaire de de´composer l’algorithme en deux e´tapes :
– un algorithme prenant comme entre´e p et donnant une p-destine´e exhaustive et
essentielle (l’essentialite´ sert a` minimiser le nombre de nœuds),
– un algorithme qui se sert d’une p-destine´e exhaustive et essentielle, prenant en entre´e
un e´nonce´ du langage σ de profondeur de quantification p et re´pondant a` la question
“Cet e´nonce´ est-il vrai dans la structure ?”.
L’e´tude de la complexite´ du second algorithme a de´ja` e´te´ effectue´e au Paragraphe 4.4
du Chapitre 4. Le temps de calcul est en O(Γ(p) × n × Np), ou` p est la profondeur de
quantification de l’e´nonce´, Γ(p) est la longueur des listes de relations associe´es aux feuilles,
n est la taille de l’e´nonce´, et Np est le nombre de nœuds de la p-destine´e essentielle et
exhaustive. Si on adopte le mode`le de calcul des machines de Turing alternantes, nous
avons e´galement montre´ que le second algorithme appartient a` la classe de complexite´
ATIME(p,O(n)). Il nous reste donc a` e´valuer Np, et le temps de calcul de la destine´e de
hauteur p.
9.1.1 Evaluation du nombre de nœuds dans la destine´e en fonc-
tion de Supf
Soit A une structure ve´rifiant les meˆmes hypothe`ses que pour la Proposition 11. Dans
le pire des cas, les p-destine´es exhaustives et essentielles sont “pleines”, c’est-a`-dire que
l’on voit apparaˆıtre comme fils d’un nœud xk, d’ascendants xk−1, . . . , x1, ∅, tous les nœuds
d’e´tiquettes ayant une norme infe´rieure ou e´gale a` Supf (xk). On note K l’application qui
a` un entier donne´e n associe le nombre d’e´le´ments de A dont la norme est infe´rieure ou
e´gale a` n. On indice les nœuds de la destine´e comme au Paragraphe 4.4 du Chapitre 4, a`
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ceci pre`s qu’on est en mesure de pre´ciser les indices Mj1,...,jk−1,k. Plus exactement :
Mj1,...,jk−1,k = K(Supf (xj1,...,jk−2,k−1).
On obtient donc une majoration du nombre total de nœuds dans une p-destine´e exhaustive
et essentielle :
Np ≤
K(Supf (∅))∑
j1=1
. . .
K(Supf (xj1,...,jk−2,k−1))∑
jj1,...,jk−1,k=1
. . .
K(Supf (xj1,...,jp−2,p−1))∑
jj1,...,jp−2,p−1=1
1.
9.1.2 Dans le cas H-borne´, expression de Np en fonction de H
Lorsque la structure estH-borne´e, on dispose d’une majoration de Supf par la fonction
H, graˆce au The´ore`me 6. On a donc, pour un nœud α de rang k :
Supf (α) ≤ H(p− k − 1, k,m),
ou` m est le maximum des labels du nœud et de ses anceˆtres. Cela nous donne une majo-
ration pour le nombre de nœuds Np :
Np ≤
K(H(p−1,0,0))∑
j1=1
. . .
K(H(p−k−1,k,mj1,...,jk−2,k−1))∑
jj1,...,jk−1,k=1
. . .
K(H(0,p−1,mj1,...,jp−2,p−1))∑
jj1,...,jp−2,p−1=1
1.
Exemple : Reprenons le cas de l’ordre sur les entiers naturels. Nous avons vu au Chapitre
7, que Supf a pour valeur m+ 2
p−k−1, et dans ce cas est e´gal a` H(p− k − 1, k,m). Cela
nous donne pour le nombre de nœuds de la destine´e re´duite :
Np ≤
2p−1∑
j1=1
. . .
mj1,...,jk−2,k−1+2
p−k−1∑
jj1,...,jk−1,k=1
. . .
mj1,...,jp−2,p−1+1∑
jj1,...,jp−2,p−1=1
1.
On a de´ja` majore´ une somme semblable, dans le Chapitre 7, par O(2p
2
).
9.1.3 Temps de calcul de l’algorithme de construction
Si on conside`re un mode`le de calcul classique, l’algorithme de construction consiste a`
effectuer quatre parcours de la destine´e exhaustive :
– un premier parcours pour la construire ;
– un deuxie`me parcours pour construire la liste des relations ;
– un troisie`me parcours pour normaliser la destine´e ;
– un dernier parcours pour e´liminer les redondances.
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Avec cet algorithme, le temps de calcul de la p-destine´e est de l’ordre de O(Np × T1(p)),
ou` T1(p) est le temps mis pour ve´rifier dans la structure une formule atomique avec p
variables.
Cependant, pour pouvoir comparer cette complexite´ a` celle de l’algorithme de Ferrante et
Rackoff, il nous faut de´terminer la complexite´ de l’algorithme de construction des destine´es
en terme de machines de Turing alternantes. L’arbre de calcul associe´ a` la construction
de la destine´e est de hauteur (p + T1(p)). Il n’y a pas d’alternance de quantifications :
l’algorithme de construction est dans ATIME(0, p+ T1(p)).
9.1.4 Complexite´ totale de l’algorithme de Ne´zondet
Supposons que l’on parte d’un e´nonce´ de profondeur de quantification p, et que l’on
doive construire une p-destine´e exhaustive et essentielle de la structure avant de de´cider
l’e´nonce´ :
– Le premier algorithme prend un temps O(Np) + T1(p), ou` :
Np ≤
K(H(p−1,0,0))∑
j1=1
. . .
K(H(p−k−1,k,mj1,...,jk−2,k−1))∑
jj1,...,jk−1,k=1
. . .
K(H(0,p−1,mj1,...,jp−2,p−1))∑
jj1,...,jp−2,p−1=1
1.
– Le deuxie`me algorithme prend un temps O(n × Np × Γσ(p)), ou` n est la longueur
de la formule.
Dans le mode`le de calcul des machines de Turing alternantes, cette de´cision est dans la
classe ATIME(p,O(n) + p+ T1(p)).
Si maintenant on suppose que la destine´e est de´ja` construite, on retrouve la complexite´
du deuxie`me algorithme uniquement. Autrement dit, si nous devons de´cider un nombre
M d’e´nonce´s de profondeur de quantification infe´rieure ou e´gale a` p, le temps total de
de´cision de cet ensemble d’e´nonce´s est de la forme :
– dans le mode`le de calcul classique :
O(Np) + T1(p) +O(L×Np × Γσ(p)),
ou` L est la longueur totale des e´nonce´s ;
– dans le mode`le de calcul des machines de Turing alternantes :
ATIME(M × p,O(L) + p+ T1(p)).
9.2 Complexite´ de l’algorithme de Ferrante et Ra-
ckoff
Franc¸oise Maurin pre´sente dans [Mau94] une analyse de la complexite´ de l’algorithme
de Ferrante et Rackoff qui fait intervenir le mode`le de calcul des machines de Turing
alternantes.
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Proposition 11 (Complexite´ de l’algorithme de Ferrante et Rackoff)
Soit A une σ-structure, avec σ langage relationnel fini. On suppose que :
– la structure A est norme´e et H-borne´e (avec H re´cursive et ve´rifiant les res-
trictions pre´sente´es au Chapitre 8, Paragraphe 8.1.2),
– pour toute σ-formule sans quantificateur a` k variables libres F (x1, . . . , xk), et
tout k-uple d’e´le´ments de A, (a1, . . . , ak), il existe une machine de Turing qui
de´cide A |= F (a1, . . . , ak) en temps T1(n), ou` n est la taille de la formule F .
– le n-uple d’entiers (m1, . . . ,mn) satisfait, pour tout i ∈ {1, . . . , n− 1}, H(n+
k − i, i− 1,mi) ≤ mi+1.
Alors un e´nonce´ de taille n peut eˆtre de´cide´ dans la structure A en temps
ATIME(n, T (n)), ou` :
T (n) = 3n log(n) + T1(n log(n) +
n∑
i=1
mi).
Il paraˆıt difficile a priori de comparer les deux calculs de complexite´. En effet, dans l’algo-
rithme de Ferrante et Rackoff, l’e´nonce´ subit une mise sous forme pre´nexe qui augmente
la profondeur de quantification. En fait, cette mise sous forme pre´nexe est inutile, car
on peut re´e´crire le The´ore`me 5 pour une formule quelconque. On de´finit pour cela une
relativisation des quantificateurs graˆce a` la fonction H, de la manie`re suivante : soit F une
formule a` n variables libres note´es y1, . . . , yn et k variables lie´es note´es x1, . . . , xk dans
l’ordre de profondeur de quantification. Soient m0, . . . ,mk une suite d’entiers tels que
m0 ≤ . . . ≤ mk et pour tout i ∈ {1, . . . , k}, on ait H(n+k− i, i−1,mi−1) ≤ mi. La forme
relativise´e de F , que l’on notera F¯ , est la formule F dans laquelle chaque quantification
QkxkG(y1, . . . , yn, x1, . . . , xk) devient (Qkxk ≤ mk)G(y1, . . . , yn, x1, . . . , xk). On remarque
aise´ment que les ope´rations boole´ennes sont compatibles avec cette relativisation.
On peut alors de´montrer une version adapte´e du The´ore`me 5 :
Theore`me 7
On suppose que X est une σ-structure H-borne´e. On fixe n, k ∈ N et soit
F (y1, . . . , yn) une formule de profondeur de quantification k, a` n variables libres.
Soit (a1, . . . , an) un n-uples d’e´le´ments de X , et m0, . . . ,mp une suite d’entiers
tels que m0 = max(||a1||, . . . , ||an||), m0 ≤ . . . ≤ mp et ∀i ∈ {1, . . . , p}, H(p −
i, i− 1,mi−1) ≤ mi. Alors :
X |= F (a1, . . . , an)
si et seulement si
X |= F¯ (a1, . . . , an).
Preuve : On proce`de par re´currence sur k.
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Si k = 0 : soit F (y1, . . . , yn) une σ-formule sans quantificateur. On a F¯ (y1, . . . , yn) =
F (y1, . . . , yn), donc ce cas est trivial.
Montrons que l’hypothe`se au rang k implique l’hypothe`se au rang k+1 : soit F (y1, . . . , yn)
une σ-formule de profondeur de quantification k+1. Soit (a1, . . . , an) un n-uple d’e´lements
du domaine de X . Puisque la relativisation des quantifications est compatible avec les
ope´rations boole´ennes, on peut se restreindre au cas ou` F est de la formeQ1x1G(y1, . . . , yn, x1),
avec G une σ-formule de profondeur de quantification k.
On suppose que Q1 = ∃ et
X |= F (a1, . . . , an).
Alors, d’apre`s la de´finition d’une structure H-borne´e, on a :
X |= (∃x1 ≤ H(n, k,m0))G(a1, . . . , an, x1),
donc
X |= (∃x1 ≤ m1)G(a1, . . . , an, x1).
Cela signifie qu’il existe un an+1 tel que ||an+1|| ≤ m1 et
X |= G(a1, . . . , an, an+1).
On applique l’hypothe`se de re´currence a` la formule G (la suite m1, . . . ,mk convient), ce
qui nous donne :
X |= G¯(a1, . . . , an, an+1).
On peut alors e´crire, puisque ||an+1|| ≤ m1 :
X |= (∃x1 ≤ m1)G¯(a1, . . . , an, x1),
c’est-a`-dire :
X |= F¯ (a1, . . . , an).
Inversement, si :
X |= F¯ (a1, . . . , an),
alors
X |= (∃x1 ≤ m1)G¯(a1, . . . , an, x1),
ce qui implique qu’il existe un an+1 tel que ||an+1|| ≤ m1 et
X |= G¯(a1, . . . , an, an+1).
On applique l’hypothe`se de re´currence (mais dans l’autre sens), ce qui nous donne :
X |= G(a1, . . . , an, an+1).
On peut alors e´crire :
X |= (∃x1 ≤ m1)G(a1, . . . , an, x1),
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qui implique bien e´videmment :
X |= ∃x1G(a1, . . . , an, x1),
autrement dit :
X |= F (a1, . . . , an).
Dans le cas ou` Q1 = ∀, on se rame`ne au cas pre´ce´dent en conside´rant ¬F .
¤
En adaptant l’algorithme de Ferrante et Rackoff a` n’importe quel e´nonce´ (pas force´ment
pre´nexe), on obtient une complexite´ en
ATIME(p,O(n) + T1(p)),
ou` p est la profondeur de quantificateur de l’e´nonce´, n est la longueur de l’e´nonce´, et T1
est le temps mis pour ve´rifier dans la structure une formule atomique avec p variables.
On peut alors comparer les complexite´s de l’algorithme de Ferrante et Rackoff, et de
l’algorithme de Ne´zondet. Le re´sultat apparaˆıt Figure 9.1.
E´nonce´s de
profondeur p
Algorithme de Ferrante et Rackoff Algorithme de Ne´zondet
Un e´nonce´ de
longueur n
ATIME(p,O(n) + T1(p)) ATIME(p,O(n) + p + T1(p))
M e´nonce´s de
longueur
totale L
ATIME(M × p,O(L) + M × T1(p)) ATIME(M × p,O(L) + p + T1(p))
Fig. 9.1 – Comparaison des complexite´s de l’algorithme de Ferrante et Rackoff et de
l’algorithme de Ne´zondet.
9.3 Conclusion
L’analyse du tableau pre´ce´dent nous conduit aux trois remarques suivantes :
1. Tout d’abord, la complexite´ des deux algorithmes n’est pas fondamentalement diffe´-
rente. Ce n’est pas suprenant, e´tant donne´ que l’on e´limine les quantificateurs de la
meˆme fac¸on, a` savoir en bornant les quantifications (avec les meˆmes bornes).
2. Ensuite, on peut remarquer que dans le cas ou` l’on a beaucoup d’e´nonce´s a` ve´rifier,
l’algorithme de Ne´zondet devient vite plus inte´ressant. En effet, le calcul de la sa-
tisfaction des formules atomiques sur les e´le´ments de la structure est de´ja` effectue´
lors de la construction de la p-destine´e exhaustive et essentielle. On n’effectue donc
ce calcul qu’une fois, et on se sert de la structure de donne´e finie repre´sentant cette
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p-destine´e, stocke´e une fois pour toute, pour e´valuer tous les e´nonce´s. Dans l’al-
gorithme de Ferrante et Rackoff, on instancie au fur et a` mesure, et on e´value les
formules atomiques dont on a besoin, pour chaque e´nonce´ a` ve´rifier. Ce n’est donc
pas la meˆme philosophie de ve´rification : l’algorithme de Ferrante et Rackoff est
un syste`me “paresseux”, au sens informatique du terme (on e´value au fur et a` me-
sure des besoins), tandis que l’algorithme de Ne´zondet est un algorithme de masse,
au sens ou` plus on a d’e´nonce´s a` ve´rifier, plus on rentabilise la construction de la
p-destine´e exhaustive et essentielle.
3. Enfin, on peut remarquer un autre phe´nome`ne, qui n’a pas e´te´ e´voque´ jusqu’a`
pre´sent car on s’inte´ressait uniquement a` une complexite´ dans le pire des cas. Il
s’agit du rapport entre le nombre de nœuds de la destine´e, et sa majoration graˆce
a` la fonction H. Il peut arriver (et meˆme, on peut conjecturer que cela arrive tre`s
souvent) que la destine´e soit “creuse”, c’est-a`-dire qu’il y ait peu de nœuds dont
l’e´tiquette est infe´rieure a` la borne utilise´e pour la construction qui soient finale-
ment conserve´s dans la destine´e essentielle.
Par exemple, dans la 3-destine´e re´duite de l’ordre (voir Figure 7.6 du Chapitre 7),
on s’aperc¸oit que tous les entiers entre 0 et le plus grand nœud ne sont pas pre´sents
a` chaque rang. Par exemple, dans le sous-arbre de rang 1 de 3, le sous-arbre de rang
2 de 5 ne comporte pas les feuilles 1 et 2.
Un exemple plus flagrant est donne´ dans la 3-destine´e de la structure 〈N, S,⊥〉, ou`
les tests ont montre´ qu’il n’y a aucun sous-arbre de rang 1 dont la racine est com-
prise entre 33554431 et 2227 − 1.
Cette lacunarite´ des destine´es intervient sur le nombre d’instanciations effectue´es
lors de la ve´rification d’un e´nonce´. Ce nombre d’instanciations n’apparaˆıt pas dans
le mode`le des machines de Turing alternantes, mais dans la pratique il intervient
de manie`re importante (voir la complexite´ en temps de l’algorithme de ve´rification
dans le mode`le de calcul classique).
Dans l’algorithme de Ferrante et Rackoff, on ne connaˆıt pas ces endroits ou` il y a un
“trou” (c’est-a`-dire aucune instanciation pouvant mener a` une situation nouvelle),
donc on parcourt l’ensemble des instanciations dans un pave´ donne´.
En conclusion, plus la p-destine´e est lacunaire, et plus l’algorithme de Ne´zondet est
inte´ressant.
120Chapitre 9. Comparaison entre l’algorithme de Ne´zondet et l’algorithme de Ferrante et Rackoff
Conclusion et perspectives de la
Partie II
Conclusion
Cette Partie II s’articule en deux axes.
– Premier axe : nous nous sommes fonde´ sur deux exemples de structures arithme´tiques,
〈N, S,⊥〉, dont la the´orie est inde´cidable, et 〈N,≤〉, dont la the´orie est de´cidable,
pour re´colter quelques observations au sujet de la construction des destine´es dans
les structures infinies. Nous avons observe´ que dans le premier cas, la 3-destine´e
re´duite de la structure est “difficile a` construire”, car nous nous heurtons a` des
proble`mes ouverts en the´orie des nombres et en arithme´tique (Chapitre 6). Cette
“difficulte´” n’est pas surprenante, car dans le cas d’une the´orie inde´cidable, il n’y a
pas d’algorithme de construction des destine´es de la structure. Le deuxie`me exemple
nous confirme le lien entre de´cidabilite´ de la the´orie de la structure et construction
automatique des destine´es, car dans ce cas, nous sommes en mesure de de´crire un
algorithme de construction automatique de destine´es exhaustives et essentielles de
la structure pour toute hauteur (Chapitre 7). Nous avons meˆme la possibilite´ de
construire, pour tout n-uple d’e´le´ments de N, une p-destine´e exhaustive et essen-
tielle de ce n-uple. La question s’est alors naturellement pose´e de caracte´riser la
classe des structures pour lesquelles il existe un algorithme de construction de des-
tine´es exhaustives et essentielles, que nous pouvons de´finir comme les structures “a`
destine´es re´cursives”.
De´finition 58 (Structure a` destine´es re´cursives)
Soit A une structure sur un langage relationnel fini σ. On dit que la structure A
est a` destine´es re´cursives s’il existe un algorithme prenant en entre´e un entier
p et donnant en sortie une p-destine´e exhaustive et essentielle de la structure A.
– Deuxie`me axe : dans le souci de caracte´riser la classe des structures a` destine´es
re´cursives, nous nous sommes appuye´ sur une notion de´ja` existante, celle des struc-
tures H-borne´es. Nous avons de´montre´ dans un premier temps que les structures
H-borne´es sont a` destine´es re´cursives, et que l’inclusion inverse est fausse (Cha-
pitre 8). Puis nous avons compare´ deux me´thodes de de´cision dans les structures
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H-borne´es, celle propose´e par Ferrante et Rackoff, et celle propose´e par Ne´zondet
(Chapitre 9).
Nous pouvons e´tendre les travaux pre´sente´s dans cette partie, d’une part en s’inte´ressant a`
ce qu’il se passe pour des structures “tre`s infinies”, c’est-a`-dire les structures ordinales, et
d’autre part en poursuivant la recherche d’une caracte´risation de la classe des structures
a` destine´es re´cursives. On s’inte´resse notamment au lien entre cette classe et la classe des
structures dont la the´orie est de´cidable.
Ge´ne´ralisation a` l’addition ordinale
Dans [Mau94], Maurin e´tend les notions de´finies par Ferrante et Rackoff ([FR79])
aux ordinaux, et de´montre ainsi des re´sultats de complexite´ pour l’addition ordinale. Ces
re´sultats nous offrent une possibilite´ de prolonger le travail effectue´ aux Chapitres 8 et
9. La de´finition de destine´e d’une structure est tre`s ge´ne´rale, et ne fait pas intervenir la
cardinalite´ du domaine. Une p-destine´e exhaustive et essentielle est un objet fini, meˆme
si le domaine est de cardinalite´ supe´rieure a` ω. Il est donc possible de produire un “algo-
rithme” de Ne´zondet ge´ne´ralise´ aux structures ordinales (on calcule a` l’aide d’automates
a` temps ordinal). La comparaison entre cet algorithme de Ne´zondet ge´ne´ralise´ et l’algo-
rithme de de´cision de Ferrante et Rackoff dans ces structures est analogue a` celle effectue´e
au Chapitre 9.
Caracte´risation de la re´cursivite´ des destine´es
Nous avons constate´ que la classe des structures H-borne´es pour une fonction H
re´cursive ne capture pas la classe des structures a` destine´es re´cursives. Comment, de`s
lors, caracte´riser cette dernie`re ? Une re´ponse partielle est fournie par Patrick Cegielski
dans [Ceg01]. Il de´montre en effet le re´sultat suivant :
Theore`me 8
Soit R1, . . . , Rk des symboles de relation, et 〈N, R1, . . . , Rk〉 une structure telle
que :
– la the´orie comple`te de la structure 〈N, R1, . . . , Rk, (i)i∈N〉 est de´cidable (tout
e´le´ment de N est conside´re´ comme une constante) ;
– les relations Ri sont re´cursives.
Alors on a un algorithme qui calcule une p-destine´e exhaustive et essentielle de
la structure pour tout p.
On a donc une re´ponse partielle a` notre question de caracte´risation. Le re´sultat de Ce-
gielski porte sur des structures de domaine N ayant des proprie´te´s assez contraignantes.
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De´finition 59 (Structure de Cegielski)
Soit R1, . . . , Rk des symboles de relation. La structure 〈N, R1, . . . , Rk〉 est une
structure de Cegielski si :
– la the´orie comple`te de la structure 〈N, R1, . . . , Rk, (i)i∈N〉 est de´cidable (tout
e´le´ment de N est conside´re´ comme une constante) ;
– les relations Ri sont re´cursives.
On a donc une inclusion de la classe des structures de Cegielski dans la classe des structures
a` destine´es re´cursives. Les conditions de la de´finition d’une structure de Cegielski sont plus
fortes que la simple possibilite´ de construire une p-destine´e exhaustive et essentielle de la
structure. En fait , on montre que l’on peut alors construire des p-destine´es exhaustives
et essentielle de tout n-uple d’e´le´ments de la structure, si c’est une structure de Cegielski.
Cela nous ame`ne a` conside´rer une autre notion de structure a` destine´es re´cursives, celle
de structure a` destine´es fortement re´cursives :
De´finition 60 (Structure a` destine´es fortement re´cursives)
Soit A une structure sur un langage relationnel fini σ. La structure A est une
structure a` destine´es fortement re´cursives s’il existe un algorithme qui
prend en entre´e un entier p et un n-uple (a1, . . . , an) d’e´le´ments du domaine de
A et qui produit une p-destine´e exhaustive et essentielle du n-uple (a1, . . . , an).
Nous noterons :
– DR la classe des structures a` destine´es re´cursives,
– DFR la classe des structures a` destine´es fortement re´cursives,
– CEG la classe des structures de Cegielski,
– HB la classe des structures H-borne´es telles que (meˆmes restrictions qu’au Chapitre
8) :
– il n’y a qu’un nombre fini d’e´le´ments de la structure de norme infe´rieure a` un
entier donne´ ;
– il est possible de les e´nume´rer re´cursivement ;
– la fonction H est re´cursive.
Nous connaissons de´ja` quelques inclusions entre ces classes, pre´sente´es dans le sche´ma
de la Figure 9.2.
Nous pouvons pousser ces re´sultats un peu plus loin. Notamment, nous montrons que :
– HB = DFR ;
– CEG  HB = DFR ;
– CEG = DFR∩{Structures arithme´tiques} ;
– DFR  DR.
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Structures
à théorie
décidable
Structures
arithmétiques
Structures
non
arithmétiques
DFR
DR
HB
CEG
Fig. 9.2 – Inclusions entre classes de structures.
Proposition 12 (DFR  DR)
La classe des structures a` destine´es fortement re´cursives est strictement incluse
dans la classe des structures a` destine´es re´cursives.
Preuve : L’inclusion est e´vidente. Le caracte`re strict est donne´ par le contre-exemple du
Chapitre 8. En effet, dans cet exemple, il est impossible de construire une p-destine´e du
singleton (a) pour un a dans l’ensemble inde´cidable M.
¤
Proposition 13 (HB = DFR)
La classe des structures a` destine´es fortement re´cursives co¨ıncide avec la classe
des structures H-borne´es avec H re´cursive (sous les conditions restrictives sur
la norme).
Preuve : Soit A une structure H-borne´e, avec les restrictions ci-dessus. Soit (a1, . . . , ap)
un p-uple d’e´le´ments du domaine de A, et m0 = max(||a1||, . . . , ||ap||). La structure
(A, a1, . . . , ap) est Hm0,p-borne´e pour la fonction :
Hm0,p(n, k,m) = H(n, k + p,max(m,m0)).
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L’algorithme de construction des destine´es des p-uples se pre´sente alors sous la forme :
Entre´e : un p-uple (a1, . . . , ap), une profondeur l
Sortie : une l-destine´e exhaustive et essentielle du p-uple (a1, . . . , ap)
1. Calculer m0 = max(||a1||, . . . , ||ap||)
2. Construire l’arbre complet de hauteur l en utilisant comme borne sur les
fils d’un nœud la fonction Hm0,p(n, k,m)
3. Ajouter les listes de relations
4. Normaliser
5. E´liminer les redondances
Soit A une structure a` destine´es fortement re´cursives. On fixe m, k et n des entiers. On
note :
Uk,m = {(a1, . . . , ak) ∈ A
k/ Pour tout i ∈ {1, . . . , k}, ||ai|| ≤ m}.
Cet ensemble est fini d’apre`s les restrictions effectue´es sur la norme.
On appelle Dn(a1, . . . , ak) une n-destine´e re´duite du k-uple (a1, . . . , ak). On pose la fonc-
tion H :
H(n, k,m) = max
Uk,m
(SupfDn(a1,...,ak)(∅)).
Cette fonction H est re´cursive, puisque l’on peut calculer re´cursivement des n-destine´es
de tout k-uple. La structure A est H-borne´e : soit (a1, . . . , ak) un e´le´ment de Uk,m, et
F (x1, . . . , xk) une formule de profondeur de quantification n. On suppose que :
A |= ∃xk+1F (a1, . . . , ak, xk+1).
Alors :
Dn(a1, . . . , ak) |= ∃xk+1(P (∅, xk+1) ∧ F˜ (a1, . . . , ak, xk+1)),
et d’apre`s la de´finition de Supf , on a un nœud α fils de ∅ dans cette destine´e tel que
||l(α)|| ≤ Supf (∅) ≤ H(n, k,m), et :
Dn(a1, . . . , ak) |= F˜ (a1, . . . , ak, α),
ce qui implique :
A |= F (a1, . . . , ak, l(α)).
Par conse´quent, on a un e´le´ment de A, qui est ak+1 = l(α), tel que ||ak+1|| ≤ H(n, k,m)
et :
A |= F (a1, . . . , ak, ak+1).
Ceci de´montre que la structure A est H-borne´e, pour une fonction H re´cursive.
¤
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Proposition 14 (CEG  HB = DFR)
La classe des structures de Cegielski est strictement incluse dans la classe des
structures a` destine´es fortement re´cursives.
Preuve : On montre que les structures de Cegielski sont a` destine´es fortement re´cursives,
en adaptant la preuve de Cegielski dans [Ceg01]. En effet, si la structure 〈N, R1, . . . , Rk〉
est une structure de Cegielski, la structure 〈N, R1, . . . , Rk, a1, . . . , an〉 l’est e´galement, et
on applique le meˆme processus que dans [Ceg01] pour construire les p-destine´es de cette
structure.
Cette inclusion est stricte car on peut trouver des structures H-borne´es dont le domaine
n’est pas N, par exemple la structure 2SEL (2 Successors, Equal Length) pre´sente´e dans
[FR79] (pages 102-111). Cette structure a pour domaine l’ensemble des mots sur l’alphabet
{0, 1}, avec deux successeurs r0, r1, et la relation “avoir la meˆme longueur”.
¤
Proposition 15 (CEG = DFR∩{Structures arithme´tiques})
La classe des structures de Cegielski est la classe des structures de domaine N a`
destine´es fortement re´cursives.
Preuve : On a de´ja` une inclusion (toute structure de Cegielski est une structure de
domaine N a` destine´es fortement re´cursives), il nous reste a` montrer l’inclusion inverse.
Soit 〈N, R1, . . . , Rk〉 une structure de domaine N a` destine´es fortement re´cursives. Alors,
ne´cessairement, chaque relation Ri est re´cursive, et on peut lire la satisfaction d’un e´nonce´
de profondeur de quantification p ou` interviennent des constantes a1, . . . , an sur une p-
destine´e exhaustive et essentielle du n-uple (a1, . . . , an).
¤
Le sche´ma d’inclusion re´sultant des propositions pre´ce´dentes entre les classes de structures
est celui de la Figure 9.3 (F (R2) est l’ensemble des ferme´s de R2 dans la topologie usuelle).
Il nous reste de`s lors deux inde´terminations : existe-t-il des structures de´cidables qui ne
sont pas a` destine´es re´cursives, respectivement arithme´tiques et non arithme´tiques ?
On peut e´galement remarquer que nous disposons maintenant d’une caracte´risation en
termes de destine´es des structures H-borne´es avec H re´cursive (et restrictions sur la
norme).
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Structures
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DR
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Chapitre 8
F(R²), inclusion
?
?
CEG
HB=DFR
N, <
Fig. 9.3 – Inclusions entre classes de structures.
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Troisie`me partie
Structures finies
129

Introduction
Cette troisie`me partie est ne´e d’une suggestion d’Etienne Grandjean1, qui a` la lecture
de quelques travaux sur les destine´es, a vu un lien possible avec une conjecture en com-
plexite´, la conjecture NE
?
= CoNE. Le destin de cette conjecture est lie´ a` celui de la ce´le`bre
conjecture P
?
= NP, car si NE 6=CoNE, alors P 6=NP. Dans cette partie, nous conside´rons
l’e´quivalent en the´orie des mode`les finis de la conjecture NE
?
= CoNE, appele´ “conjecture
du Spectre”. Cette conjecture est e´nonce´e par Asser dans [Ass55]. Le spectre d’un e´nonce´
est l’ensemble des cardinaux des mode`les finis de l’e´nonce´, et la conjecture consiste en
la question “Le comple´mentaire d’un spectre est-il un spectre ?”. Nous donnons quelques
pistes pour attaquer la conjecture du Spectre, puis exposons quelques cas particuliers ou`
cette conjecture est re´solue.
Le Chapitre 10 pre´sente le contexte ge´ne´ral du proble`me NE
?
= CoNE, ses liens avec le
proble`me NP
?
= CoNP, ainsi que la conjecture du Spectre. Ce chapitre e´nonce e´galement
une conjecture, propose´e par Ash dans [Ash94], qui implique la conjecture du Spectre.
Nous en pre´sentons une nouvelle version, affaiblie, qui est exactement e´quivalente a` la
conjecture du Spectre.
Dans le Chapitre 11, nous exposons quelques ide´es ge´ne´rales pour attaquer la conjec-
ture de Ash et la conjecture du Spectre, a` l’aide de restrictions syntaxiques et se´mantiques
sur les e´nonce´s conside´re´s. Nous pre´sentons e´galement quelques pistes susceptibles de faire
avancer la re´solution de la conjecture du Spectre. Nous distinguons trois grandes orienta-
tions, qui font l’objet des trois derniers chapitres.
La premie`re piste est exploite´e au Chapitre 12. Elle consiste a` e´tudier pre´cise´ment ce
qu’il se passe pour les e´nonce´s de profondeur de quantification 2. On montre dans ce cas
que la conjecture de Ash est ve´rifie´e. Cela implique que le comple´mentaire d’un spectre
d’e´nonce´ de profondeur de quantification 2 est un spectre. En particulier, il s’agit d’un
spectre d’e´nonce´ de profondeur de quantification 2.
La deuxie`me piste consiste a` s’inte´resser a` diffe´rentes restrictions se´mantiques, pour un
langage constitue´ d’une relation binaire. C’est l’objet du Chapitre 13. Fagin, dans [Fag75],
montre que le cas ge´ne´ral de´coule de la conjecture du Spectre pour le cas d’une relation
de graphe. Dans ce chapitre, on part d’un exemple ou` les mode`les sont simples a` de´crire,
a` savoir un graphe de bijection. Dans ce cas, on montre que la conjecture du Spectre est
ve´rifie´e, mais pas la conjecture de Ash (seulement une de ses versions affaiblies). On e´largit
ensuite les possibilite´s du langage afin de se rapprocher du cas d’une relation de graphe.
On montre ainsi que la conjecture du Spectre est ve´rifie´e pour un graphe de fonction,
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e´ventuellement avec des relations unaires, pour un graphe de degre´ total 2, oriente´ ou non
oriente´, avec ou sans relations unaires.
La troisie`me piste vise e´galement a` se rapprocher du cas d’une relation de graphe,
mais par l’interme´diaire d’un codage : il est possible de coder une relation de graphe
a` l’aide de deux relations d’e´quivalence et l’e´galite´. Nous montrons que la conjecture
du spectre est ve´rifie´e pour une relation d’e´quivalence et l’e´galite´, pour deux relations
d’e´quivalence imbrique´es et l’e´galite´, puis nous de´crivons le codage d’un graphe en utilisant
deux relations d’e´quivalence (non imbrique´es) et l’e´galite´. C’est l’objet du Chapitre 14.
Chapitre 10
Le proble`me NE
?
= CoNE et la
conjecture du Spectre
La the´orie des mode`les finis s’inte´resse aux classes de complexite´, et notamment a`
leurs liens avec la logique. Ce chapitre pre´sente un proble`me de complexite´, le proble`me
NE
?
= CoNE, et une approche fonde´e sur les outils de la the´orie des mode`les finis. Dans
un premier temps, nous rappelons le contexte de ce proble`me, puis nous en pre´sentons au
Paragraphe 10.2 la version mode`les finis : la conjecture du Spectre. Nous nous ramenons
ensuite, au Paragraphe 10.3, a` un proble`me e´quivalent ou` intervient le nombre de classes
de k-isomorphisme (au sens de Fra¨ısse´) de structures d’un cardinal donne´. Ce proble`me,
appele´ conjecture de Ash “ultrafaible”, est la ge´ne´ralisation d’une conjecture e´nonce´e par
Ash en 1994.
10.1 Contexte du proble`me NE
?
= CoNE
10.1.1 Quelques de´finitions, et un re´capitulatif
Nous ne rappelons pas ici ce qu’est une machine de Turing, on pourra pour cela se
re´fe´rer a` [Pap94], [VL90] ou [BDG90]. Nous rappelons en revanche la de´finition de quelques
classes de complexite´ pour ce mode`le de calcul.
De´finition 61 (Classe de complexite´ P)
La classe P est la classe des langages reconnaissables par une machine de Turing
de´terministe en temps polynomial.
De´finition 62 (Classe de complexite´ NP)
La classe NP est la classe des langages reconnaissables par une machine de Turing
non de´terministe en temps polynomial.
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De´finition 63 (Classe de complexite´ CoNP)
La classe CoNP est la classe des langages dont le comple´mentaire est dans NP.
De´finition 64 (Classe de complexite´ EXP)
La classe EXP est la classe des langages reconnaissables par une machine de
Turing de´terministe en temps O(2cn
k
), ou` c, k sont des constantes et n la taille
de l’entre´e.
De´finition 65 (Classe de complexite´ NEXP)
La classe NEXP est la classe des langages reconnaissables par une machine de
Turing non de´terministe en temps O(2cn
k
), ou` c, k sont des constantes et n la
taille de l’entre´e.
De´finition 66 (Classe de complexite´ CoNEXP)
La classe CoNEXP est la classe des langages dont le comple´mentaire est dans
NEXP.
De´finition 67 (Classe de complexite´ E)
La classe E est la classe des langages reconnaissables par une machine de Turing
de´terministe en temps O(2cn), ou` c est une constante et n la taille de l’entre´e.
De´finition 68 (Classe de complexite´ NE)
La classe NE est la classe des langages reconnaissables par une machine de Turing
non de´terministe en temps O(2cn), ou` c est une constante et n la taille de l’entre´e.
De´finition 69 (Classe de complexite´ CoNE)
La classe CoNE est la classe des langages dont le comple´mentaire est dans NE.
La Figure 10.1 pre´sente quelques relations d’inclusion entre diffe´rentes classes de com-
plexite´. Parmi ces inclusions, on peut remarquer que certaines d’entre elles sont strictes :
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– NEXP ( EXPSPACE ([VL90]) ;
– PSPACE ( EXP ([HO02]).
EXPSPACE
NEXP CoNEXP
EXP
PSPACE
NP CoNP
P
Fig. 10.1 – Inclusions entre classes de complexite´.
Le proble`me P
?
= NP est l’un des proble`mes les plus connus de l’informatique the´orique. Il
s’agit, en tre`s re´sume´, de savoir si nous devons bruˆler nos cartes de cre´dits. En conse´quence,
ce proble`me a e´te´ et est tre`s e´tudie´. Un des moyens d’attaque de cette question est de
s’inte´resser a` la cloˆture par comple´ment des classes de complexite´ NE et NP. Ce qu’on
sait de la cloˆture par comple´ment des classes de complexite´ peut se re´sumer ainsi :
– les classes de´terministes, en temps ou en espace, sont closes par comple´ment ([Pap94]) ;
– les classes non de´terministes en espace sont closes par comple´ment a` partir de
NSPACE(log2(n)) ([Pap94], p.142) ;
– la classe de complexite´ NL (=NSPACE(log(n))) est close par comple´ment (The´ore`me
d’Immerman-Szelepcse´nyi, voir [Imm88] et [Sze87]) ;
– on ne dispose pas de the´ore`me ge´ne´ral concernant les classes non de´terministes en
temps. En particulier pour NE et NP la question reste ouverte.
Or, nous avons le sche´ma d’implications suivant ([VL90]) :
P = NP ⇒ NP = CoNP
⇓
E = NE ⇒ NE = CoNE
Une re´ponse ne´gative a` l’une des questions NP
?
= CoNP et NE
?
= CoNE implique donc
que P 6= NP. En revanche, une re´ponse positive a` ces deux proble`mes ne nous apprend
rien de probant sur P
?
= NP.
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10.1.2 Approches du proble`me NP
?
= CoNP
De nombreux travaux ont e´te´ effectue´s autour de ce proble`me, notamment en terme de
complexite´ descriptive. Fagin, dans [Fag90], donne un re´sume´ tre`s clair de ces diffe´rents
travaux, et du cheminement des ide´es depuis l’introduction de la notion de spectre par
Scholz en 1952 ([Sch52]). Nous reviendrons sur ces travaux au Paragraphe 10.2.
On peut e´galement relativiser les classes de complexite´ mises en jeu par l’emploi d’un
oracle.
De´finition 70 (Machine de Turing avec oracle)
Soit A un langage. Une machine de Turing avec oracle MA est une machine
de Turing disposant d’un ruban supple´mentaire appele´ ruban de requeˆte, et de
trois e´tats supple´mentaires q?, qy, et qn. Quand la machine entre dans l’e´tat q?,
on effectue une requeˆte a` l’oracle : si le contenu du ruban de requeˆte est dans
l’ensemble A accepte´ par l’oracle, on passe a` l’e´tat qy ; sinon on passe a` l’e´tat qn.
Un oracle est donc un moyen d’avoir une re´ponse instantane´e a` une ensemble de ques-
tions de´fini a` l’avance. Ce mode`le de calcul permet de savoir ce qu’il se passe dans un
“univers diffe´rent”, afin de se donner des intuitions sur ce qu’il se passe dans le mode`le
de calcul classique. Malheureusement, nous avons des re´sultats discordants concernant les
proble`mes P
?
= NP et NP
?
= CoNP :
– il existe un oracle A pour lequel PA = NPA, et il existe un oracle B pour lequel
PB 6= NPB ([Pap94]) ;
– il existe des oracles C,D,E pour lesquels NPC = CoNPC et PC 6= NPC , NPD 6=
CoNPD et PD = NPD∩CoNPD, NPE 6= CoNPE et PE 6= NPE ∩CoNPE ([BGS75]).
Ces re´sultats nous confirment qu’une preuve de NP = CoNP ou de NP 6= CoNP est
certainement “difficile”, au sens ou` l’on doit s’affranchir du mode`le de calcul. Cela nous
incite a` penser que la voie de la complexite´ descriptive est peut-eˆtre mieux adapte´e,
puisque, justement on se place dans un cadre logique par nature inde´pendant du mode`le
de calcul.
10.1.3 Approches du proble`me NE
?
= CoNE
L’approche utilisant les oracles est, comme dans le cas pre´ce´dent, voue´e a` l’e´chec
([HIS85]) : on trouve en effet un oracle A tel que NPA = CoNPA mais NEA 6= CoNEA,
alors que l’on a l’implication NP = CoNP ⇒ NE = CoNE.
Nous pouvons cependant espe´rer que l’approche “complexite´ descriptive” donne quelques
re´sultats. C’est l’objet de cette partie, dans laquelle nous pre´sentons des re´sultats com-
patibles avec la cloˆture par comple´ment de la classe NE.
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10.2 Version mode`les finis : la conjecture du Spectre
10.2.1 De´finition d’un spectre
En 1952, Scholz introduit la notion de spectre d’une formule ([Sch52]), et s’interroge
sur une caracte´risation possible de la classe des spectres.
De´finition 71 (Spectre)
On appelle spectre d’un e´nonce´ du premier ordre Φ sur un langage relationnel
fini, et on note Sp(Φ) l’ensemble des cardinaux des mode`les finis de l’e´nonce´ Φ.
Exemples :
1. σ = {=}, ϕ := ∃x∃y[¬(x = y) ∧ ∀z((z = x) ∨ (z = y))]. Tous les mode`les de ϕ sont
ne´cessairement de taille 2, donc Sp(ϕ) = {2}. Le spectre de l’e´nonce´ ϕ est repre´sente´
Figure 10.2.
0 1 2 3 4 5 6 7 8 9 10 11 12 Entiers
Fig. 10.2 – Spectre de ϕ := ∃x∃y[¬(x = y) ∧ ∀z((z = x) ∨ (z = y))].
2. σ = {<}, ϕ := ∃x∃y∃z[(x < y) ∧ (y < z)]. Tous les mode`les de ϕ ont au moins 3
e´le´ments, et on a un mode`le de ϕ de cardinal n pour tout n ≥ 3. Le spectre de l’e´nonce´
ϕ est repre´sente´ Figure 10.3.
0 1 2 3 4 5 6 7 8 9 10 11 12 Entiers...
Fig. 10.3 – Spectre de ϕ := ∃x∃y∃z[(x < y) ∧ (y < z)].
3. σ = {+,×, 0, 1}, ϕ := Axiomes des corps finis. Les cardinaux des mode`les de ϕ sont
tous les entiers de la forme pα avec p un nombre premier et α ≥ 1. Le spectre de l’e´nonce´
ϕ est repre´sente´ Figure 10.4.
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0 1 2 3 4 5 6 7 8 9 10 11 12 Entiers...
Fig. 10.4 – Spectre de la the´orie des corps finis.
10.2.2 E´nonce´ de la conjecture du Spectre
La conjecture du Spectre est ne´e de la question d’Asser, en 1955 ([Ass55], proble`me 3
page 263) : “Est-ce que le comple´mentaire d’un spectre est un spectre ?”. La conjecture
s’e´nonce alors :
Conjecture 1 (Conjecture du Spectre)
Soit Φ un e´nonce´ du premier ordre sur un langage relationnel fini σ, et Sp(Φ)
son spectre. Il existe un langage τ et un e´nonce´ Ψ du premier ordre sur ce langage
telle que :
Sp(Ψ) = N\Sp(Φ).
10.2.3 Lien entre les spectres et NE
Suite a` la question de Scholz ([Sch52]) sur une possible caracte´risation des spectres,
Asser a montre´ que les spectres sont des ensembles re´cursifs, mais ne couvrent pas tous
les ensembles re´cursifs ([Ass55]). Il pose e´galement la question du comple´mentaire (i.e.
la conjecture du Spectre). Les travaux de Mostowski et d’Asser permettent de donner
quelques exemples d’ensembles d’entiers qui sont des spectres, comme l’ensemble des
nombres premiers, l’ensemble des multiples d’un entier k donne´ ou bien encore l’ensemble
image de la fonction factorielle ([Mos56]). Quelques anne´es plus tard, Bennett ([Ben62])
poursuit ces travaux, notamment en situant la classe des spectres dans la hie´rarchie de
Grzegorczyk ([Grz53]). L’e´quivalence entre les spectres de formule et la classe de com-
plexite´ NE a e´te´ e´tablie par Jones et Selman en 1974 dans [JS74], suite a` tous les travaux
ante´rieurs. Ils de´finissent des automates de spectre, dont le calcul est ramene´ a` celui d’une
machine de Turing non de´terministe en temps exponentiel. Leur re´sultat est le suivant :
Theore`me 9 (E´quivalence entre les spectres et la classe NE)
Soit S une partie de N. Les assertions suivantes sont e´quivalentes :
– S est le spectre d’un e´nonce´ du premier ordre avec e´galite´ ;
– S est accepte´ par un automate de spectre (en e´crivant les entiers en binaire) ;
– S est accepte´ par une machine de Turing non de´terministe, en temps O(2cn),
ou` c est une constante et n la taille de l’entre´e (en e´crivant les entiers en
binaire).
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Une conse´quence de cette caracte´risation est la suivante : le proble`me NE
?
= CoNE est
e´quivalent a` la re´solution de la conjecture du Spectre.
10.2.4 Paralle`le avec le proble`me NP
?
= CoNP
On peut comparer les travaux effectue´s sur le proble`me NE
?
= CoNE a` ceux effectue´s
sur le proble`me P
?
= NP, notamment ceux de Fagin. Celui-ci de´finit une notion de spectre
ge´ne´ralise´, inspire´e de la notion de spectre, mais qui diffe`re sur deux points :
– tout d’abord, les formules conside´re´es sont des formules Σ11, autrement dit des for-
mules de la forme :
∃Q1 . . . ∃QkF (P1, . . . , Ps, Q1, . . . , Qk),
ou` F un e´nonce´ du premier ordre, les Pi sont des variables de pre´dicats appele´s
pre´de´finis et les Qj sont des variables de pre´dicats dits extra-pre´dicats. On a
donc quitte´ le premier ordre ;
– de plus, les ensembles appele´s spectres ge´ne´ralise´s sont les ensembles de structures
finies ve´rifiant une proprie´te´ Σ11, et non l’ensemble de leurs cardinalite´s.
Fagin de´montre dans [Fag74] un re´sultat analogue a` celui de Jones et Selman, mais pour
les spectres ge´ne´ralise´s (The´ore`me 10). Il de´finit un encodage Enc, qui transforme les
structures finies en mots sur un alphabet fini, permettant de faire le lien entre les spectres
ge´ne´ralise´s et la classe NP.
Theore`me 10 (E´quivalence entre les spectres ge´ne´ralise´s et NP)
Soit σ un langage non vide, et Q un ensemble de σ-structures clos par isomor-
phisme. Alors Q est un spectre ge´ne´ralise´ si et seulement si son encodage Enc(Q)
est dans NP.
Dans le cadre des spectres ge´ne´ralise´s, on capture donc la classe de complexite´ NP. Cela
peut paraˆıtre a` premie`re vue paradoxal qu’avec des ensembles plus complique´s que les
spectres (i.e. un ensemble de structures finies au lieu d’un ensemble de nombres), on
capture une classe plus petite que NE. Ce paradoxe disparaˆıt quand on se rappelle que
le temps de calcul est estime´ en fonction de la taille de l’entre´e. Dans le cas des spectres,
la taille de l’entre´e correspond a` la taille d’un entier (donc si m est l’entre´e, la taille de
l’entre´e est de l’ordre de log(m)), alors que dans le cas des spectres ge´ne´ralise´s, l’entre´e
est le codage d’une structure finie (donc si m est le cardinal du domaine de la structure, le
codage de la structure est intuitivement de taille mk, ou` k de´pend de l’arite´ des relations).
Comme dans le deuxie`me cas, la taille de l’entre´e est beaucoup plus grosse que dans le
premier cas, le temps de calcul – par rapport a` la taille de l’entre´e – s’en trouve diminue´
d’autant, relativement au temps de calcul dans le cas des spectres.
L’approche mode`les finis du proble`me NP
?
= CoNP n’a pas encore abouti, mais on connaˆıt
des re´sultats interme´diaires. Par exemple, Ajtai, dans [Ajt83], montre que si l’on se res-
treint au second ordre monadique, on n’a pas la cloˆture par comple´ment :
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Theore`me 11 (MonNP 6= MonCoNP)
Il existe une proprie´te´ exprimable dans MonCoNP, mais pas dans MonNP, meˆme
en pre´sence de pre´dicats pre´de´finis arbitraires.
On peut trouver dans [Sch96] une preuve de´taille´e de ce re´sultat.
10.3 La conjecture de Ash
En 1994, Ash propose dans [Ash94] une conjecture qui implique la conjecture du
Spectre. Nous pre´sentons ici diffe´rentes versions de cette conjecture, et notamment une
version, e´tablie par nos soins, qui non seulement implique la conjecture du Spectre, mais
est aussi une condition ne´cessaire a` celle-ci.
10.3.1 Notations
Il nous faut tout d’abord pre´ciser le cadre : on notera
– σ un langage relationnel fini ;
– k ≥ 0 une profondeur de quantification ;
– n le cardinal du domaine d’une σ-structure.
Le nombre de classes de k-isomorphisme de σ-structures finies est fini ([Poi85]) :
De´finition 72 (Nombre de classes de k-isomorphisme)
Soit σ un langage relationnel fini, et k ≤ 0. Le nombre de classes de k-
isomorphisme de σ-structures finies est note´ Mσ,k.
On de´finit alors une fonction de comptage des classes de k-isomorphisme de structures de
cardinal donne´, que l’on appelle fonction de Ash :
De´finition 73 (Fonction de Ash Nσ,k)
La fonction Nσ,k est la fonction qui, a` un cardinal donne´ n, associe le nombre de
classes de k-isomorphisme de σ-structures qui ont un repre´sentant de cardinal
n. Cette fonction est appele´e la fonction de Ash du langage σ au rang k.
Remarque 21 La fonction de´finie ci-dessus est borne´e par Mσ,k.
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10.3.2 La conjecture de Ash
La conjecture de Ash s’e´nonce de la fac¸on suivante :
Conjecture 2 (Conjecture de Ash)
Pour tout langage σ relationnel fini e´galitaire, et tout k ≥ 1, la fonction de Ash,
Nσ,k, est ultimement constante.
Cette conjecture suppose donc un comportement asymptotique tre`s lisse des structures
finies vis-a`-vis de la k-e´quivalence. L’intuition sous-jacente est la suivante : quand les
structures deviennent tre`s grandes, on ne peut pas repre´senter de nouvelles proprie´te´s
a` profondeur de quantification k fixe´e. La conjecture de Ash implique la conjecture du
Spectre, la preuve est donne´e dans [Ash94]. Nous ne donnons pas la preuve ici, car elle
ressemble beaucoup a` celle que nous donnons du The´ore`me 12.
10.3.3 La conjecture de Ash pe´riodique
Une version affaiblie de la conjecture de Ash est la conjecture de Ash pe´riodique, qui
suppose un comportement un peu moins lisse des structures finies :
Conjecture 3 (Conjecture de Ash pe´riodique)
Pour tout langage σ relationnel fini e´galitaire, et tout k ≥ 1, la fonction de Ash,
Nσ,k, est ultimement pe´riodique.
La version affaiblie implique e´galement la conjecture du Spectre, et la preuve est direc-
tement adapte´e de celle de Ash. Cependant elle n’est pas une condition ne´cessaire de la
conjecture du Spectre.
10.3.4 La conjecture de Ash “ultrafaible”
Nous avons e´tabli au cours de la the`se une nouvelle conjecture, directement inspire´e
des hypothe`ses de Ash et de l’observation de l’e´quivalence entre la classe NE et celle des
spectres. Elle fait intervenir les ensembles ante´ce´dents d’un entier par la fonction Nσ,k.
Conjecture 4 (Conjecture de Ash ultrafaible)
Soit un langage σ et k ≥ 1. On note pour tout i ∈ N :
Fi = {n ∈ N/Nσ,k(n) = i}.
Pour tout i ∈ {0, . . . ,Mσ,k}, l’ensemble Fi est dans NE.
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Remarque 22 Les Fi forment une partition de N, et ils sont vides pour i > Mσ,k.
10.3.5 E´quivalence entre la conjecture de Ash ultrafaible et la
conjecture du Spectre
Il nous reste a` de´montrer a` pre´sent l’e´quivalence entre la conjecture de Ash ultrafaible
et la conjecture du Spectre, c’est-a`-dire montrer le The´ore`me 12.
Theore`me 12
La conjecture du Spectre est vraie si et seulement si la conjecture de Ash ultra-
faible est vraie.
Preuve :
Conjecture de Ash ultrafaible ⇒ Conjecture du Spectre
La preuve est grandement inspire´e de la preuve de Ash dans [Ash94]. On se donne un
langage σ, et on fixe ϕ une σ-formule de profondeur de quantification k. On va montrer
que N\Sp(ϕ) est un spectre.
On conside`re les classes (Ci)i∈{1,...,Mσ,k} de k-isomorphisme de σ-structures finies. Pour cha-
cune de ces classes, il existe un e´nonce´ Ψi qui le caracte´rise (c’est-a`-dire qu’une structure
finie est dans Ci si et seulement si elle satisfait Ψi). Ce fait est justifie´ par le The´ore`me 3
du Chapitre 5.
Pour j ∈ {0, . . . ,Mσ,k}, on pose :
Xj = {S ensemble de classes de k-isomorphisme / |S| = j et ∀C ∈ S, C |= ¬ϕ}.
Autrement dit, parmi les classes de k-isomorphisme de σ-structures, on s’inte´resse a` celles
qui ne satisfont pas ϕ (comme ϕ est de profondeur de quantification k, les structures
dans une meˆme classe de k-isomorphisme satisfont ϕ en meˆme temps, ou satisfont ¬ϕ en
meˆme temps, et on peut donc parler de la satisfaction de ϕ ou ¬ϕ par toute une classe
de k-isomorphisme). Parmi les classes ne satisfaisant pas la formule ϕ, on conside`re les
ensembles constitue´s d’un nombre j de ces classes (Figure 10.5).
Pour tout i ∈ {1, . . . ,Mσ,k}, on appelle Ψ
′
i l’e´nonce´ construit a` partir de Ψi en y remplac¸ant
chaque symbole de σ par un symbole correspondant de σi, avec σi un langage duplique´ de σ
tel que, pour tout i ∈ {1, . . . ,Mσ,k} et tout j ∈ {1, . . . ,Mσ,k}, on ait i 6= j ⇒ σi∩σj ⊆ {=}.
On pose a` pre´sent, pour tout j ∈ {1, . . . ,Mσ,k} :
θj =
∨
S∈Xj
∧
Ci∈S
Ψ′i.
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Ensembles Xj
à j éléments
Classes qui satisfont
...
Classes de k−isomorphisme
Classes qui ne satisfont 
l’énoncé
pas l’énoncé
Fig. 10.5 – Ensembles Xj.
Intuitivement, cet e´nonce´ θj signifie qu’on peut trouver un ensemble de j classes de k-
isomorphisme de structures qui ne satisfont pas ϕ. Plus pre´cise´ment, il signifie qu’un
mode`le de θj peut eˆtre “vu” de j fac¸ons diffe´rentes (selon le langage σ
′
i que l’on conside`re),
qui impliquent toutes la non-satisfaction de ϕ. Autrement dit, l’existence d’un mode`le de
θj de cardinal n implique l’existence de repre´sentants de cardinal n pour au moins j des
classes Ci qui satisfont ¬ϕ.
Le lemme suivant nous donne une caracte´risation du comple´mentaire du spectre de ϕ
graˆce a` ces formules θj et aux ensembles d’ante´ce´dents Fj de la fonction Nσ,k.
Lemme 6
N\Sp(ϕ) =
Mσ,k⋃
j=1
(Sp(θj) ∩ Fj).
Preuve : (du lemme)
⊆ : Soit n 6∈ Sp(ϕ). Soit j0 ∈ {1, . . . ,Mσ,k} tel que n ∈ Fj0 (ce j0 est unique). On a
alors un ensemble S0 de j0 classes de k-isomorphisme Ci qui ont chacune au moins un
repre´sentant de taille n, par de´finition de Fj0 .
Puisque n 6∈ Sp(ϕ), on ne peut pas avoir, pour aucun des Ci de l’ensemble S0, Ci |= ϕ.
Donc pour tout Ci de l’ensemble S0, on a Ci |= ¬ϕ.
Autrement dit, si M est une structure de taille n, telle que, pour tout i tel que Ci ∈ S0,
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M est un mode`le de Ci pour une interpre´tation du langage σ
′
i, alors M est un mode`le de
taille n de θj0 . Or un tel mode`le existe, puisque toutes les classes Ci ∈ Sj0 ont au moins
un repre´sentant de taille n. Cela signifie que n ∈ Sp(θj0). Comme n est e´galement dans
Fj0 , on a :
n ∈
Mσ,k⋃
j=1
(Sp(θj) ∩ Fj).
On vient donc de montrer :
N\Sp(ϕ) ⊆
Mσ,k⋃
j=1
(Sp(θj) ∩ Fj).
⊇ : Soit n dans
⋃Mσ,k
j=1 (Sp(θj) ∩ Fj). Alors il existe un j0 tel que n ∈ Sp(θj0) ∩ Fj0 . Les
Fj e´tant disjoints, ce j0 est unique. L’entier n est dans Sp(θj0), donc il existe un ensemble
S0 de classes de k-e´quivalence satisfaisant ¬ϕ et ayant au moins un repre´sentant de taille
n. Si n ∈ Sp(ϕ), on aurait une classe C ayant au moins un repre´sentant de taille n et
satisfaisant ϕ. Donc C 6∈ S0. Cela implique Nσ,k(n) ≥ j0+1, ce qui est contradictoire avec
j0 ∈ Fj0 . Donc n 6∈ Sp(ϕ). D’ou` :
N\Sp(ϕ) ⊇
Mσ,k⋃
j=1
(Sp(θj) ∩ Fj).
¤
Retour a` la preuve du the´ore`me : si chacun des ensembles (Fj)j∈{0,...,Mσ,k} est recon-
naissable en temps exponentiel non de´terministe, alors chaque Fj est un spectre. De`s lors,
l’ensemble
⋃Mσ,k
j=1 (Sp(θj)∩Fj) est un spectre. On a donc montre´ que la conjecture de Ash
ultrafaible implique la conjecture du Spectre.
Conjecture du Spectre ⇒ Conjecture de Ash ultrafaible
On se fixe σ et k ≥ 1. On se donne ϕ une anti-tautologie de profondeur de quantification
k (on peut toujours en construire). On conside`re les formules (θj)j∈{0,...,Mσ,k}, construites
comme pre´ce´demment :
θj =
∨
S∈Xj
∧
Ci∈S
Ψ′i.
Pour tout j ∈ {0, . . . ,Mσ,k}, on pose :
Aj = {n ∈ N/Nσ,k ≥ j}.
On remarque que Aj =
⋃j
i=1 Fi, ou encore, Fj = Aj\Aj+1.
On s’appuie sur le lemme suivant :
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Lemme 7
Aj = Sp(θj).
Preuve : (du lemme)
⊇ : Si n ∈ Sp(θj), alors il existe un ensemble S0 de j classes de k-isomorphisme qui
satisfont ¬ϕ et ont au moins un repre´sentant de taille n. Il y a donc au moins j classes
de k-isomorphisme ayant un repre´sentant de taille n. C’est-a`-dire n ∈ Aj.
⊆ : Si n ∈ Aj, il y a au moins j classes de k-isomorphisme ayant un mode`le de taille n.
Soit S0 un ensemble de j de ces classes. Comme ϕ est une anti-tautologie, chacune des
classes de S0 satisfont ¬ϕ, et donc θj a un mode`le de taille n. C’est-a`-dire n ∈ Sp(θj).
¤
Retour a` la preuve du the´ore`me : on a
Fj = Sp(θj)\Sp(θj+1),
ce qui s’e´crit e´galement
Fj = Sp(θj) ∩ (N\Sp(θj+1)).
Or d’apre`s la conjecture du Spectre, N\Sp(θj+1) est un spectre, donc Fj est un spectre et
par conse´quent il appartient a` la classe NE, d’apre`s le The´ore`me 9.
¤
La preuve de ce the´ore`me nous donne des pre´cisions supple´mentaires sur les ensembles
Fj : si la conjecture de Ash ultrafaible est vraie, ces ensembles Fj sont des spectres.
Lorsque la conjecture de Ash constante est ve´rifie´e, cela signifie qu’il y a un des Fj qui est
de la forme ∆ ∪ {n/n ≥ n0}, et les autres Fj sont finis. Plus pre´cise´ment, si la fonction
de Ash est ultimement constante et de valeur r, alors
N\Sp(ϕ) = Sp(θr).
Cela nous permet de pre´ciser de`s lors que le comple´mentaire du spectre de ϕ est :
– un spectre,
– d’un e´nonce´ de profondeur de quantification e´gale a` celle de ϕ,
– sur un langage qui est une multiplication du langage de ϕ, c’est-a`-dire ne contient
que des relations de meˆmes arite´s que celles du langage de ϕ.
Lorsque la conjecture de Ash pe´riodique est ve´rifie´e, cela signifie qu’il y a un nombre
donne´ de Fj qui sont des ensembles arithme´tiques (de la forme aN + b), et les autres
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sont finis. Si r1, . . . , rs sont les valeurs atteintes par la fonction de Ash lorsqu’elle devient
pe´riodique, on a
N\Sp(ϕ) =
Mσ,k⋃
j=1
(Sp(θj) ∩ (ajN+ bj)).
Il arrive que l’on puisse conside´rer les ensembles arithme´tiques comme des spectres du
meˆme langage que ϕ, c’est le cas notamment pour un graphe de bijection ou une e´quivalence.
Dans ce cas, on peut conclure sur la nature du comple´mentaire du spectre de ϕ de manie`re
analogue au cas constant.
Chapitre 11
Angles d’attaque de la conjecture de
Ash et de la conjecture du Spectre
Ce chapitre pre´sente diffe´rentes observations et re´sultats pouvant orienter la recherche
d’une confirmation ou d’une infirmation de la conjecture de Ash ultrafaible, et donc de la
conjecture du Spectre.
Les conjectures de Ash supposent que le langage est quelconque, ainsi que la profondeur
de quantification. On peut donc commencer par e´tudier la conjecture pour l’un de ces
parame`tres fixe´. Lorsque nous fixons k, on a peu de moyens d’e´tudier le cas ge´ne´ral,
pour tout langage, sauf e´ventuellement pour les cas k = 1 et k = 2 (voir Chapitre 12).
Lorsque nous fixons les arite´s des relations du langage σ, nous effectuons une restriction
syntaxique sur les cas e´tudie´s. C’est l’objet du Paragraphe 11.1.
Etant donne´e l’ampleur de la taˆche restant a` accomplir, meˆme apre`s restriction syn-
taxique, nous pouvons e´galement effectuer des restrictions se´mantiques, c’est-a`-dire
inte´grer a` notre e´tude certaines proprie´te´s des relations du langage, et ainsi se munir
d’une the´orie T . Au lieu d’e´tudier le comportement asymptotique du nombre de classes
de k-isomorphisme de σ-structures de cardinal n, on e´tudie le comportement asymptotique
du nombre de classes de k-isomorphisme de σ-structures de cardinal n qui sont mode`les
de cette the´orie T . C’est l’objet du Paragraphe 11.2.
Certaines de ces restrictions se´mantiques ou syntaxiques ne sont pas limitantes, dans
le sens ou` une re´ponse positive a` la conjecture de Ash ou du Spectre, dans ce cas restreint,
implique une re´ponse positive dans le cas ge´ne´ral. Au Paragraphe 11.3, nous pre´sentons
les pistes qui nous ont semble´es “abordables”. Les re´sultats interme´diaires jalonnant ces
pistes font l’objet des Chapitres 12, 13 et 14.
11.1 Restrictions syntaxiques
Commenc¸ons par analyser les restrictions syntaxiques. Ash re`gle le cas des relations
unaires dans [Ash94]. Dans ce cas, la fonction de Ash est ultimement constante. Malheu-
reusement, on ne peut pas exprimer beaucoup de proprie´te´s avec uniquement des relations
unaires. Nous conside´rons donc e´galement le cas ou` le langage est constitue´ de relations
binaires. Ce cas n’est pas re´solu, car il est possible de ramener le cas ge´ne´ral a` ce cas
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binaire ([Fag75]), comme nous le verrons au Paragraphe 11.1.2.
11.1.1 Le cas unaire
Ash ([Ash94]) montre le re´sultat suivant :
Theore`me 13
Soit σ un langage fini constitue´ de symboles de relations unaires et de constantes.
Alors la fonction de Ash n 7→ Nσ,k(n) est ultimement constante.
Preuve : On suppose que le langage σ est constitue´ de p symboles de relations unaires
et de l symboles de constantes. Toute σ-structure A est partitionne´e en au plus 2p + l
composantes dont les e´le´ments sont (k − 1)-isomorphes. On pose K = k × (2p + l), et
on suppose qu’il y a h = Nσ,k(m) structures A1, . . . ,Ah de cardinal m ≥ K qui sont
non-k-isomorphes. Pour tout i ∈ {1, . . . , h}, il y a au moins une composante C de Ai qui
a plus de k e´le´ments, et on construit une nouvelle structure Bi en ajoutant un e´le´ment a`
cette composante. Montrons, en utilisant un jeu d’Ehrenfeucht en k coups, que Ai et Bi
sont k-isomorphes. On de´finit une strate´gie gagnante pour Joueur II de la fac¸on suivante :
– Si Joueur I choisit un e´le´ment de Ai qui est dans une composante distincte de C,
alors Joueur II choisit le meˆme dans Bi (et inversement).
– Si Joueur I choisit un e´le´ment de Ai qui est dans C et qui n’a pas encore e´te´
choisi, alors Joueur II choisit dans Bi un e´le´ment de C qui n’a pas e´te´ choisi (et
inversement). Ce choix est toujours possible car on joue en k coups et il y a plus de
k e´le´ments dans la composante C, dans Ai comme dans Bi.
C’est une strate´gie gagnante puisque les e´le´ments d’une meˆme composante sont (k − 1)-
isomorphes.
Donc Ai et Bi sont k-isomorphes, et par conse´quent il y a au moins h structures non
k-isomorphes deux a` deux et de cardinalm+1. On a donc Nσ,k(m) ≤ Nσ,k(m+1). La suite
d’entiers (Nσ,k(m))m≥M est donc croissante, et majore´e parMσ,k, elle est donc ultimement
constante.
¤
La conse´quence de ce the´ore`me est que la conjecture du Spectre est vraie pour les
langages unaires.
Proposition 16
Soit σ un langage fini constitue´ de symboles de relations unaires et de constantes.
Soit ϕ un e´nonce´ du langage σ. Le comple´mentaire de Sp(ϕ) est un spectre de
meˆme type.
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11.1.2 Le cas binaire
Dans le cas ou` le langage σ est constitue´ de relations binaires quelconques, on ne peut
pas conclure en utilisant les meˆmes techniques que pour le cas unaire. D’autre part, on
dispose du The´ore`me 14, duˆ a` Fagin ([Fag75]), qui nous dispense de conside´rer les autres
cas que le cas binaire, et meˆme plus pre´cise´ment, que le cas d’une seule relation binaire.
Theore`me 14
Soit σ un langage relationnel fini dont tous les pre´dicats sont d’arite´ k. Si S est
le spectre d’un σ-e´nonce´, alors {nk/n ∈ S} est le spectre d’un {BIN,=}-e´nonce´,
ou` BIN est un symbole de relation binaire.
Fagin montre en fait un re´sultat plus ge´ne´ral qui s’applique aux spectres ge´ne´ralise´s, et
dont la preuve apparaˆıt dans [Fag75]. Il montre e´galement le re´sultat suivant :
Proposition 17
Soit k ≥ 1 et S un spectre. Alors l’ensemble {n/nk ∈ S} est un spectre.
La preuve donne´e par Fagin consiste en une exhibition de l’e´nonce´ dont {n/nk ∈ S}
est le spectre, mais la caracte´risation de Jones et Selman ([JS74]) rend cette proposition
imme´diate : pour une entre´e n donne´e, on calcule nk puis on reconnaˆıt si nk est dans S, le
tout se faisant dans NE. Alors l’ensemble {n/nk ∈ S} est dans NE. C’est donc un spectre.
La conse´quence de ces affirmations est la suivante : si on arrive a` montrer que, pour toute
profondeur de quantification et pour tout langage constitue´ d’un seul pre´dicat binaire,
la conjecture de Ash ultrafaible est vraie, alors cela signifie que le comple´mentaire d’un
spectre de {BIN,=}-e´nonce´ est un spectre, d’apre`s le The´ore`me 12. Par ailleurs, si S est
un spectre quelconque, on peut se ramener au cas ou` tous les pre´dicats du langage sont de
meˆme arite´ k. Alors, l’ensemble B = {nk/n ∈ S} est un spectre de {BIN,=}-e´nonce´ et le
comple´mentaire de cet ensemble est un spectre. Le comple´mentaire de S est l’ensemble :
{n/nk 6∈ B}. On reconnaˆıt cet ensemble en calculant nk puis en testant si nk ∈ N\B. Le
tout se fait dans NE, on a donc un spectre.
On vient de montrer que le cas ge´ne´ral pouvait se ramener au cas d’un seul pre´dicat
binaire. Cela signifie que, d’une part si nous montrons la conjecture du Spectre dans le
cas binaire, nous la montrons e´galement pour le cas ge´ne´ral, et d’autre part s’il existe
un contre-exemple (un spectre tel que son comple´mentaire n’est pas un spectre), alors il
existe un contre-exemple dans BIN .
On conside`rera donc dans la suite des langages comportant uniquement des pre´dicats
d’arite´ 2.
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11.2 Restrictions se´mantiques
Les restrictions se´mantiques ne´cessitent un le´ger remaniement des de´finitions : on se
fixe une the´orie T sur un langage donne´ σ, et k une profondeur de quantification donne´e.
On conside`re la restriction Tk de T aux e´nonce´s de profondeur de quantification k. On
compte les classes de k-isomorphisme de mode`les de Tk de cardinal n. La fonction de Ash
compte donc a` pre´sent des mode`les de la the´orie a` profondeur de quantification donne´e
et non pas des structures quelconques. Nous sommes donc amene´s a` de´crire les classes
de k-isomorphisme de mode`les de cette the´orie a` profondeur de quantification k. Ensuite,
pour chaque classe de k-isomorphisme, il va nous falloir regarder quels sont les cardinaux
des e´le´ments de cette classe. Enfin, pour chaque cardinal n, on regarde quelles sont les
classes repre´sente´es par un mode`le de cardinal n.
11.2.1 Fonction de Ash d’une the´orie et conjecture du spectre
De´finition 74 (Fonction de Ash NT ,k d’une the´orie)
Soit T une the´orie sur un langage relationnel fini σ. La fonction NT ,k est la fonc-
tion qui, a` un cardinal donne´ n, associe le nombre de classes de k-isomorphisme
de σ-structures qui ont un repre´sentant de cardinal n et qui sont mode`les de Tk.
Cette fonction est appele´e la fonction de Ash de la the´orie T au rang k.
On peut e´noncer de la meˆme manie`re que dans le Chapitre 10 des conjectures sur le
comportement asymptotique de cette fonction, mais nous devons pre´ciser les conse´quences
que ces conjectures peuvent avoir sur la conjecture du Spectre.
Conjecture 5 (Conjecture de Ash ultrafaible pour une the´orie)
Soit un langage σ, k ≥ 1, et T une the´orie sur le langage σ. On note pour tout
i ∈ N :
FT ,i = {n ∈ N/NT ,k(n) = i}.
Pour tout i ∈ {0, . . . ,Mσ,k}, l’ensemble FT ,i est dans NE.
Remarque 23 A condition que la the´orie admette au rang k un mode`le de taille n pour
tout n ∈ N, les FT ,i forment une partition de N. Ils sont vides pour i > Mσ,k.
On suppose de´sormais que la the´orie T admet au rang k un mode`le de taille n pour tout
n ∈ N. On fixe un e´nonce´ de profondeur de quantification k sur le langage σ, et impliquant
Tk. On de´finit les e´nonce´s θT ,j de fac¸on analogue aux e´nonce´s θj du Chapitre 10, a` ceci
pre`s qu’on impose que les classes de k-isomorphisme contenues dans les ensembles Xj
satisfont Tk.
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Pour j ∈ {0, . . . ,Mσ,k}, on pose :
XT ,j = {S ensemble de classes de k-isomorphisme / |S| = j et ∀C ∈ S, C |= Tk ∪ {¬ϕ}}.
On pose a` pre´sent, pour tout j ∈ {1, . . . ,Mσ,k} :
θT ,j =
∨
S∈XT ,j
∧
Ci∈S
Ψ′i.
On est alors en mesure de montrer le lemme analogue au Lemme 6 du Chapitre 10.
Lemme 8
N\Sp(ϕ) =
Mσ,k⋃
j=1
(Sp(θT ,j) ∩ FT ,j).
Preuve : (du lemme)
⊆ : Soit n 6∈ Sp(ϕ). Soit j0 ∈ {1, . . . ,Mσ,k} tel que n ∈ FT ,j0 (ce j0 existe et est unique).
On a alors un ensemble S0 de j0 classes de k-isomorphisme Ci qui ont chacune au moins un
repre´sentant de taille n et dont tous les repre´sentants sont mode`les de Tk, par de´finition
de FT ,j0 .
Puisque n 6∈ Sp(ϕ), on ne peut pas avoir, pour aucun des Ci de l’ensemble S0, Ci |= ϕ.
Donc pour tout Ci de l’ensemble S0, on a Ci |= ¬ϕ.
Autrement dit, si M est une structure de taille n, telle que, pour tout i tel que Ci ∈ S0,
M est un mode`le de Ci pour une interpre´tation du langage σ
′
i, alors M est un mode`le de
taille n de θT ,j0 . Or un tel mode`le existe, puisque toutes les classes Ci ∈ Sj0 ont au moins
un repre´sentant de taille n et tous leurs repre´sentants sont mode`les de Tk. Cela signifie
que n ∈ Sp(θT ,j0). Comme n est e´galement dans FT ,j0 , on a :
n ∈
Mσ,k⋃
j=1
(Sp(θT ,j) ∩ FT ,j).
On vient donc de montrer :
N\Sp(ϕ) ⊆
Mσ,k⋃
j=1
(Sp(θT ,j) ∩ FT ,j).
⊇ : Soit n dans
⋃Mσ,k
j=1 (Sp(θT ,j)∩FT ,j). Alors il existe un j0 tel que n ∈ Sp(θT ,j0)∩FT ,j0 .
Les FT ,j e´tant disjoints, ce j0 est unique. L’entier n est dans Sp(θT ,j0), donc il existe un
ensemble S0 de classes de k-e´quivalence satisfaisant ¬ϕ, dont tous les repre´sentants sont
mode`les de Tk, et ayant au moins un repre´sentant de taille n. Si n ∈ Sp(ϕ), on aurait une
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classe C, dont tous les repre´sentants sont mode`les de Tk, ayant au moins un repre´sentant
de taille n et satisfaisant ϕ. Donc C 6∈ S0. Cela implique NT ,k(n) ≥ j0 + 1, ce qui est
contradictoire avec j0 ∈ FT ,j0 . Donc n 6∈ Sp(ϕ). D’ou` :
N\Sp(ϕ) ⊇
Mσ,k⋃
j=1
(Sp(θT ,j) ∩ FT ,j).
¤
Ce lemme nous permet de de´montrer un analogue du The´ore`me 12, dans le cas restreint
a` une the´orie.
Theore`me 15
Soit T une the´orie sur un langage σ qui admet au rang k des mode`les de cardinal
n pour tout n ∈ N. La conjecture de Ash ultrafaible au rang k pour la the´orie T
est vraie si et seulement si pour tout e´nonce´ ϕ de profondeur de quantification
infe´rieure ou e´gale a` k impliquant Tk, le comple´mentaire de Sp(ϕ) est un spectre.
Preuve : La preuve est en tout point analogue a` celle du The´ore`me 12.
¤
On peut faire les meˆmes remarques que dans le cas du The´ore`me 12 : si le comporte-
ment de la fonction de Ash est relativement re´gulier (asymptotiquement constante ou
asymptotiquement pe´riodique), cela nous donne des informations supple´mentaires sur
le comple´mentaire du spectre. Notamment, lorsque la fonction de Ash est ultimement
constante et de valeur r, alors :
N\Sp(ϕ) = Sp(θT ,r).
Cela nous permet de pre´ciser de`s lors que le comple´mentaire du spectre de ϕ est :
– un spectre,
– d’un e´nonce´ ψ de profondeur de quantification e´gale a` celle de ϕ,
– sur un langage qui est une multiplication du langage de ϕ, c’est-a`-dire qu’il ne
contient que des relations de meˆmes arite´s que celles du langage de ϕ,
– et cet e´nonce´ est cohe´rent avec la the´orie Tk par exemple, si la the´orie exprime que
les relations sont des relations d’e´quivalence, alors les relations dans l’e´nonce´ ψ sont
e´galement des relations d’e´quivalence.
Lorsque la conjecture de Ash pe´riodique est ve´rifie´e, on a
N\Sp(ϕ) =
Mσ,k⋃
j=1
(Sp(θj) ∩ (ajN+ bj)),
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et cela nous permet de conclure dans certains cas sur la nature du spectre comple´mentaire.
Revenons quelques instants sur le re´sultat de Fagin, e´nonce´ dans le The´ore`me 14 du
Paragraphe 11.1.2. La relation BIN est une relation de graphe non oriente´. Cela signifie
qu’il s’agit d’une relation syme´trique et irre´flexive, ce qui s’exprime par la the´orie :
TGraphe = Th(∀x(¬R(x, x) ∧ ∀y[(R(x, y)→ R(y, x)])).
Le The´ore`me 14 et le The´ore`me 15 signifient que, si l’on arrive a` montrer que la fonction
de Ash de cette the´orie satisfait la conjecture de Ash ultrafaible, le comple´mentaire d’un
spectre de BIN -e´nonce´ est un spectre, et par conse´quent, le comple´mentaire de tout
spectre est un spectre. C’est pourquoi on va s’inte´resser a` des the´ories qui se rapprochent
de la the´orie d’un graphe non oriente´.
On peut remarquer de plus que lorsque la the´orie est constitue´e d’un seul e´nonce´, les
restrictions au rang de quantification k de la the´orie n’ont plus lieu d’eˆtre, pour k supe´rieur
ou e´gal a` la profondeur de quantification de la the´orie. C’est le cas de la the´orie d’un graphe
non oriente´, et de tous les exemples que nous e´tudions aux Chapitres 13 et 14.
11.2.2 Roˆle des destine´es
Les destine´es interviennent dans ce proble`me de la conjecture de Ash, de manie`re as-
sez naturelle, dans l’e´tape de description des classes de k-isomorphisme. Nous utilisons
e´galement beaucoup les jeux d’Ehrenfeucht pour de´montrer les crite`res de caracte´risation
des classes de k-isomorphisme. Les destine´es nous permettent d’avoir une intuition sur ces
crite`res : la description via les destine´es des configurations potentielles nous permet de
de´crire les objets que l’on peut retrouver dans les structures, par exemple les cycles dans
le cas de la the´orie d’un graphe de bijection. Dans tous les exemples qui sont pre´sente´s
par la suite, les destine´es nous ont e´te´ utiles pour de´terminer ce qu’il est possible d’ex-
primer a` un rang de quantification donne´e, par exemple la longueur des cycles pour un
graphe de bijection, le nombre de cycles que l’on peut discriminer au rang k, et ainsi de
suite. Elles nous ont e´galement permis de de´terminer une me´thodologie d’attaque de ces
proble`mes, graˆce a` leur e´tude exhaustive aux rang 3, 4, . . . , jusqu’a` l’explosion combi-
natoire trop importante du nombre de cas. En revanche, pour ce qui est des preuves de
la caracte´risation des classes de k-isomorphisme, les jeux nous ont paru mieux adapte´s,
e´tant donne´e la simplicite´ relative de la description d’un jeu entre deux structures en
comparaison de la description d’une destine´es exhaustive et essentielle de chacune des
structures. On peut re´sumer en disant que les destine´es sont un excellent outil d’intuition,
et les jeux un excellent outil de preuve.
Voyons un exemple : on conside`re, pour k = 2, le langage σ = {<,=}, et la the´orie
T d’un ordre total. On cherche, pour un cardinal n donne´, combien il y a de classes
de 2-isomorphisme de mode`les de T de taille n. Pour cela, on de´crit les classes de 2-
isomorphisme, en donnant les 2-destine´es non isomorphes possibles, puis en e´tudiant les
conse´quences de ce qui est e´crit dans la destine´e sur le cardinal du mode`le. Pour cela,
on essaie de construire toutes les 2-destine´es (re´duites) non-isomorphes de σ-structures
finies.
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Une 2-destine´e d’une telle structure est un arbre de hauteur 3, de racine ∅, et les fils de
∅ sont repre´sente´s par une variable x. On a, pour un fils x de ∅, quatre possibilite´s de
sous-arbres de rang 1, repre´sente´es Figure 11.1.
x
=
x
z
<
x
=
x
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Fig. 11.1 – Possibilite´s de sous-arbres de rang 1 dans la 2-destine´e re´duite d’une {<,=}-
structure finie.
Ensuite, dans la destine´e, certains de ces sous-arbres peuvent apparaˆıtre ou non. Par
exemple, le premier sous-arbre exclut tous les autres (il signifie qu’il n’y a qu’un seul
e´le´ment dans la structure, puisque l’ordre est total). D’autre part, dans une structure
finie de cardinal au moins 2, munie d’un ordre total, il y a toujours un plus petit e´le´ment
(troisie`me sous-arbre) et un plus grand e´le´ment (deuxie`me sous-arbre). Ce sont les seuls
e´le´ments si la structure est de cardinal 2. Si la structure est de cardinal supe´rieur, il y
a e´galement des e´le´ments interme´diaires (quatrie`me sous-arbre). Il y a donc 3 destine´es
pour la hauteur 2 qui sont des destine´es de structures finies (voir Figure 11.2).
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Fig. 11.2 – Possibilite´s de 2-destine´es re´duites d’une {<,=}-structure finie.
On a donc trois classes de 2-isomorphisme pour les {<,=}-structures finies, repre´sente´es
chacune par une de ces trois 2-destine´es re´duites. Il reste a` e´tudier la cardinalite´ des
repre´sentants de ces classes :
– la premie`re classe est celle d’une structure ne´cessairement a` un seul e´le´ment, il n’y
a donc dans cette classe que des structures de cardinal 1 ;
– la deuxie`me classe est celle d’une structure ne´cessairement a` deux e´le´ments, il n’y
a donc dans cette classe que des structures de cardinal 2 ;
11.2. Restrictions se´mantiques 155
– la troisie`me classe est celle de structures ayant au moins trois e´le´ments, et il y a des
repre´sentants de cette classe pour tout cardinal n ≥ 3.
Pour tout n ≥ 1, on a donc exactement une classe de 2-isomorphisme de mode`les de T
ayant des repre´sentants de cardinal n, la fonction NT ,k(n) est donc trivialement ultime-
ment constante (a` partir de n = 1) et de valeur 1. Dans cette the´orie et a` profondeur
de quantification 2, on ve´rifie donc la conjecture de Ash initiale. Cela ne nous donne
e´videmment aucune indication sur sa validite´ dans le cas ge´ne´ral.
11.2.3 Roˆle de l’e´galite´
L’e´nonce´ des conjectures de Ash conside`re toujours un langage e´galitaire. En fait, le cas
des langages non e´galitaires est assez trivial, a` condition qu’on ne puisse pas de´finir l’e´galite´
dans la the´orie conside´re´e (par exemple, on peut de´finir l’e´galite´ avec une bijection, ou
avec la relation de divisibilite´).
Proposition 18
Soit σ un langage ne contenant pas l’e´galite´. Alors pour tout k ≥ 1, la fonction
de Ash
n 7→ Nσ,k(n)
est ultimement constante.
Preuve : Soit σ un langage non e´galitaire, compose´ de s relations R1, . . . , Rs d’arite´s
respectives r1 ≤ . . . ≤ rs. Il y a un nombre fini de classes de (k − 1)-isomorphisme de
singletons, notons ce nombre S. Soit A une σ-structure finie de cardinal n > 2S. Ainsi, il y
a au moins deux e´le´ments de A qui sont (k−1)-isomorphes. Notons x1, . . . , xt les e´le´ments
de cette classe de (k − 1)-isomorphisme. On construit la σ-structure B de cardinal n+ 1
en ajoutant un e´le´ment x0 a` A de la fac¸on suivante : pour tout i ∈ {1, . . . , s}, si y1, . . . , yri
sont des e´le´ments de A, alors, pour toute fac¸on de placer une variable ou plusieurs parmi
ri, on a Ri(y1, . . . , x0, . . . , yri) si et seulement si on a Ri(y1, . . . , x1, . . . , yri). Le nouvel
e´le´ment x0 satisfait donc les meˆmes relations avec les e´le´ments du domaine que x1. On
ne peut pas distinguer x1 et x0, puisqu’ils ont le meˆme type de (k − 1)-isomorphisme et
que le langage ne contient pas l’e´galite´. On peut donc de´finir une strate´gie gagnante pour
Joueur II dans le jeu d’Ehrenfeucht en k coups entre les structures A et B :
– Au premier coup : si Joueur I choisit un e´le´ment y de A, Joueur II choisit le meˆme
e´le´ment dans B. Si Joueur I choisit un e´le´ment y 6= x0 dans B, Joueur II choisit le
meˆme e´le´ment dans A. Si Joueur I choisit x0 dans B, Joueur II choisit x1 dans A.
– . . .
– Au coup k : si Joueur I choisit un e´le´ment y de A, Joueur II choisit le meˆme e´le´ment
dans B. Si Joueur I choisit un e´le´ment y 6= x0 dans B, Joueur II choisit le meˆme
e´le´ment dans A. Si Joueur I choisit x0 dans B, Joueur II choisit x1 dans A.
Les k-uples choisis respectivement dans A et B satisfont les meˆmes σ-formules sans quan-
tificateurs, e´tant donne´ qu’on ne peut pas distinguer x0 de x1 et que l’on a de´finit les
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relations de x0 avec les e´le´ments de A de la meˆme fac¸on que les relations de x1 avec ces
meˆmes e´le´ments.
Alors, les structures A et B sont k-isomorphes, et B est de cardinal e´gal au cardinal de
A plus un. La fonction de Ash est croissante et borne´e, donc ultimement constante.
¤
Lorsque l’on rajoute une restriction se´mantique, ce re´sultat reste partiellement vrai. En
effet, pour les the´ories dans lesquelles l’e´galite´ est de´finissable, par exemple graˆce a` un
e´nonce´ de profondeur de quantification k, on ne peut pas garantir la constance de la
fonction de Ash pour des profondeurs supe´rieures ou e´gales a` k. En revanche, lorsque
l’e´galite´ n’est pas de´finissable, le re´sultat reste valable. Nous en verrons un exemple au
Paragraphe 14.1 du Chapitre 14.
11.2.4 Une intuition
En conside´rant un certain nombre d’exemples, nous avons de´gage´ l’intuition suivante :
moins la the´orie est expressive, (i.e. elle est plus contrainte, donc les axiomes fixent davan-
tage l’interpre´tation du langage), plus la fonction de Ash est irre´gulie`re. A l’inverse, plus
la the´orie est expressive (i.e. elle est moins contrainte, c’est-a`-dire qu’on peut parler au
sein de cette the´orie de nombreuses autres choses que ce dont semblent parler les axiomes
a priori), et plus le comportement de la fonction de Ash est lisse.
Par exemple, si on conside`re la the´orie des alge`bres de Boole finies : pour un cardinal
n donne´, on a au plus une classe de k-isomorphisme (il y a cate´goricite´ de la the´orie des
alge`bres de Boole finies). Si n est une puissance de deux, il y a une classe, si n n’est
pas une puissance de 2, il n’y a aucune classe. La fonction de Ash correspond alors a` la
fonction caracte´ristique de l’ensemble des puissances de 2 (Figure 11.3).
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Nombre de classes de 
k−isomorphisme 
...
Fig. 11.3 – Fonction de Ash pour la the´orie des alge`bres de Boole finies.
Cette fonction de Ash ve´rifie alors la conjecture de Ash ultrafaible, mais ni la conjecture
de Ash pe´riodique, ni (encore moins) la conjecture de Ash originelle. En revanche, si on
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contraint moins le langage, on peut s’autoriser d’autres formes de mode`les non isomorphes
qui peuvent “compenser” ce comportement, dans une certaine mesure.
On peut pousser plus loin le raisonnement et se demander dans quel cas une fonction peut
eˆtre une fonction de Ash. Nous avons de´gage´ la condition suffisante suivante :
Proposition 19
Soit f une fonction de N dans N telle que :
– la fonction f est borne´e par une constante Mf ,
– la fonction f est calculable dans E.
Alors il existe une signature σ et une profondeur de quantification k telles que
f = Nσ,k.
Preuve : On pose, pour tout i ∈ N :
Fi = {n ∈ N/f(n) = i}.
Les Fi forment une partition de N, et sont vides pour i > Mf . On a, pour tout i ≤ Mf ,
Fi ∈ E. En effet, n ∈ Fi si et seulement si f(n) = i, donc pour reconnaˆıtre si n ∈ Fi, on
calcule f(n) et on compare le re´sultat a` i, ope´ration qui se fait dans E.
De plus, Fagin montre dans [Fag74] que tout ensemble de la classe de complexite´ E est
un spectre d’e´nonce´ cate´gorique. C’est-a`-dire que pour tout i ≤ Mf , il existe un e´nonce´
θi tel que :
– Fi = Sp(θi),
– pour tout n ∈ N, il existe au plus un mode`le de θi (a` isomorphisme pre`s) de cardinal
n.
En notant σi le langage associe´ a` θi (on suppose que pour tout i 6= j, on a σi∩σj ⊆ {=}),
on pose :
σ = (
⋃
i≤Mf
σi) ∪ {B},
ou` B est une relation unaire qui n’apparaˆıt dans aucun des σi. On pose ensuite, pour tout
i ≤Mf , et tout j ≤ i :
ϕij = θi ∧ Card(B, j),
ou` Card(B, j) est un e´nonce´ qui dit qu’il y a exactement j e´le´ments satisfaisant la relation
B. On pose enfin :
ϕi =
i∨
j=1
ϕij,
et
ϕ =
Mf∨
i=1
ϕi.
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On montre alors ci-dessous que
Nϕ,K = f,
ou` K est le maximum de la profondeur des θi et de Mf .
Soit n ∈ N. La fonction de Ash Nϕ,K est le nombre de mode`les de ϕ de taille n qui ne sont
pas K-isomorphes. On remarque la chose suivante : si M est un mode`le de ϕ de taille n,
alors il existe un unique i et un unique j tels que M est mode`le de ϕij. En effet, comme
les Fi sont disjoints et correspondent respectivement aux spectres des θi, ne´cessairement
les cardinaux des mode`les des θi sont disjoints. Donc pour un cardinal donne´, il existe un
unique i tel queM soit mode`le de θi, et c’est le i tel que n ∈ Fi. Donc siM est mode`le de
ϕ, il existe un unique i tel que M est mode`le de ϕi. De plus, les ϕij se distinguent par le
nombre exact d’e´le´ments qui satisfont la relation B, et ne peuvent donc avoir un mode`le
commun. Il existe donc un unique j tel que M est un mode`le de ϕij. Par de´finition, si
n ∈ Fi, on a f(n) = i. Il reste donc a` montrer que Nϕ,K(n) = i. Comme θi est cate´gorique,
il existe exactement un mode`le de θi de cardinal n. SoitMi ce mode`le. On peut interpre´ter
le pre´dicat B de i fac¸ons diffe´rentes pour donner des mode`les non K-isomorphes de ϕi,
donc de ϕ. Donc Nϕ,K(n) ≥ i. D’autre part, on a vu que si M est un mode`le de ϕ, c’est
obligatoirement l’un des mode`les des ϕij, et donc correspond au mode`leMi avec une des
interpre´tations de B. Donc Nϕ,K(n) = i = f(n).
¤
Ce re´sultat nous dit donc que, pour toute fonction “raisonnablement complique´e” (borne´e
et dans E), on peut trouver une the´orie pour laquelle c’est la fonction de Ash. Ceci dit, la
the´orie en question est loin d’eˆtre naturelle, et on ne sait rien dire de son expressivite´, si ce
n’est qu’elle est re´duite. Ce re´sultat n’infirme en rien notre intuition. Pour transformer le
domaine de l’intuitif en certitude, il faudrait par exemple montrer que la the´orie que nous
produisons dans cette preuve est strictement moins expressive qu’une the´orie de re´fe´rence,
par exemple la the´orie de deux fonctions ou la the´orie des graphes. Ou bien, montrer
qu’on peut trouver un exemple de the´orie naturelle expressive dont le comportement de
la fonction de Ash est aussi irre´gulier que l’on veut (tout en restant dans NE si possible).
11.3 Pistes suivies pour attaquer la conjecture de
Ash
En fonction de ces intuitions et observations, nous nous sommes attaque´ a` plusieurs
pistes paralle`les pouvant aboutir soit a` une confirmation de ces intuitions, soit a` un contre-
exemple suffisamment significatif pour remettre en question la validite´ de la conjecture
de Ash.
11.3.1 La piste : k = 2
La premie`re piste est ne´e de l’observation suivante : il y a une explosion combinatoire
dans la construction des destine´es entre la hauteur 2 et la hauteur 3, et donc une mul-
tiplication du nombre de classes de k-isomorphisme tre`s importante a` partir du rang 3,
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ce qui rend plus difficile l’e´tude de la fonction de comptage. Il est donc raisonnable de
penser que le cas k = 2 est beaucoup plus facile a` re´soudre que les cas ’a` profondeur de
quantification supe´rieure. De plus, le pouvoir d’expressivite´ au rang 2 est ge´ne´ralement
assez faible : on peut donc difficilement “parler” du cardinal du mode`le avec des e´nonce´s
de rang de quantification 2. Nous montrons au Chapitre 12 que notre intuition concer-
nant le cas k = 2 est fonde´e : la conjecture de Ash constante est ve´rifie´e dans ce cas. Il
reste la question de savoir si l’on peut ge´ne´raliser les me´thodes utilise´es pour k = 2 a` des
profondeurs de quantifications supe´rieures. Cela est loin d’eˆtre e´vident.
11.3.2 La piste : une relation binaire et l’e´galite´
La deuxie`me piste est ne´e du The´ore`me 14, qui nous dit que tout spectre peut se
ramener (par une transformation qui est dans NE) a` un spectre d’une seule relation de
graphe. D’autre part, une sous-piste possible est donne´e par l’observation suivante, faite
par Durand, Fagin et Loescher dans [DFL98] : si S est un spectre, alors il existe deux
entiers positifs h et k tels que hSk = {hnk/n ∈ S} est le spectre d’un e´nonce´ sur un
langage compose´ de deux fonctions (et l’e´galite´). Le cas de deux fonctions et l’e´galite´
est donc e´galement une piste possible pour conclure sur le cas ge´ne´ral. Les diffe´rentes
sous-pistes suivies sont re´sume´es dans la Figure 11.4. L’e´tude de ces diffe´rentes pistes est
pre´sente´e au Chapitre 13. Le signe “ ?” signifie qu’on ne connaˆıt pas le comportement de
la fonction de Ash.
11.3.3 La piste : deux relations d’e´quivalence et l’e´galite´
La troisie`me piste est ne´e du fait que tout spectre peut se ramener a` un spectre de
deux relations d’e´quivalence et l’e´galite´, en proce´dant a` un rembourrage polynomial d’un
graphe dans un mode`le de deux relations d’e´quivalence. Ce re´sultat est donne´ au Chapitre
14. Les sous-pistes suivies sont re´sume´es dans la Figure 11.5. Le signe “ ?” signifie qu’on
ne connaˆıt pas le comportement de la fonction de Ash.
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Fig. 11.4 – Les pistes suivies pour l’e´tude du cas binaire.
11.3. Pistes suivies pour attaquer la conjecture de Ash 161
Deux équivalences dont 
l’une est incluse dans l’autre
et l’égalité (périodique)
Une équivalence et l’égalité
(périodique)
Deux équivalences et l’égalité
(?)
Cas général
=
Fig. 11.5 – Les pistes suivies menant a` deux e´quivalences et l’e´galite´.
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Chapitre 12
Le cas k = 2
Dans ce chapitre, nous confirmons l’intuition selon laquelle la conjecture de Ash est
ve´rifie´e pour k = 2. Pour cela, on commence par montrer, au Paragraphe 12.1, que le
cas d’un langage d’arite´ quelconque se rame`ne au cas de plusieurs relations binaires, a`
savoir qu’un spectre d’e´nonce´ quelconque de profondeur de quantification 2 est un spectre
d’e´nonce´ de relations binaires de profondeur de quantification 2. Ensuite, nous examinons
en de´tail le cas d’une seule relation binaire au Paragraphe 12.2, avant de nous inte´resser
au cas d’un nombre quelconque de relations binaires, qui nous permet de conclure. Ceci
fait l’objet du Paragraphe 12.3.
12.1 Pour k = 2, le cas ge´ne´ral se rame`ne au cas de
plusieurs relations binaires
Nous commenc¸ons par montrer la proposition suivante :
Proposition 20
Soit σ un langage relationnel fini et F un σ-e´nonce´ de profondeur de quantifi-
cation 2. Alors il existe un e´nonce´ G de profondeur de quantification 2 sur un
langage compose´ uniquement de symboles de relations binaires tel que
Sp(G) = Sp(F ).
Preuve :On suppose que le langage σ est compose´ dem symboles de constantes c1, . . . , cm,
de n symboles de relations unaires u1, . . . , un, et de p symboles de relations d’arite´
supe´rieure ou e´gale a` 2, note´es R1, . . . , Rp, d’arite´s respectives r1, . . . , rp. On de´crit le
langage σ′ compose´ de relations binaires uniquement (et de constantes), de la fac¸on sui-
vante :
– il y a m constantes c1, . . . , cm ;
– il y a n relations binaires U1, . . . , Un ;
– pour tout i ∈ {1, . . . , p}, il y a 2ri−1 relations binaires R1i , . . . , R
2ri−1
i .
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Pour tout i ∈ {1, . . . , p}, il y a au plus 2ri−1 fac¸ons d’e´crire une relation d’arite´ ri avec
deux variables x et y. A chacune de ces fac¸ons, on associe une fois pour toutes un nume´ro
entre 1 et 2ri−1.
Soit F un e´nonce´ de profondeur de quantification 2. On construit l’e´nonce´ G a` partir de
F en transformant les sous-formules atomiques de F de la fac¸on suivante :
– si la formule atomique est de la forme ui(x), on la remplace par Ui(x, x) ;
– si la formule atomique est de la formeRi(., . . . , .), avec pour nume´ro j ∈ {1, . . . , 2
ri−1},
on la remplace par Rji (., .) avec les noms des variables qui correspondent.
Montrons que Sp(F ) = Sp(G), par une double inclusion.
Si n ∈ Sp(F ), il existe un mode`le de F de cardinal n. Notons A cette structure. On
construit un mode`le B de G de la fac¸on suivante :
– A et B ont meˆme domaine, et les constantes sont interpre´te´es de la meˆme fac¸on.
– Si a est un e´le´ment du domaine, on a :
UBi (a, a) si et seulement si u
A
i (a),
et pour tous e´le´ments a 6= b du domaine, on a ¬UBi (a, b).
– Si a et b sont deux e´le´ments du domaine, on a :
Rji
B
(a, b) si et seulement si Ri
A(., . . . , .),
ou` l’emplacement des variables a et b dans la relation Ri est celui nume´rote´ j.
Il est clair que B est un mode`le de G.
Si n ∈ Sp(G), on exe´cute la manœuvre inverse pour construire un mode`le de F de taille
n a` partir d’un mode`le de G de taille n.
¤
12.2 Le cas d’une relation binaire et l’e´galite´
On veut montrer que dans le cas d’un langage restreint a` une seule relation binaire
(quelconque), la fonction de comptage pour k = 2 est ultimement constante, autrement
dit que ce cas satisfait la conjecture de Ash.
On se donne σ = {R,=} avec R une relation binaire quelconque. Calculons le nombre de
classes de 2-isomorphisme de mode`les, en utilisant les destine´es. Un nœud x de rang 1 dans
une 2-destine´e d’une {R}-structure finie a un fils “obligatoire” et huit fils “optionnels” :
– le fils obligatoire a meˆme e´tiquette que le nœud x, et satisfait les meˆmes relations
avec lui-meˆme que le nœud x avec lui-meˆme ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait R(y, y) et aucune
relation avec x ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait ¬R(y, y) et aucune
relation avec x ;
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– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait R(y, y) et R(x, y)
mais pas R(y, x) ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait ¬R(y, y) et R(x, y)
mais pas R(y, x) ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait R(y, y) et R(y, x)
mais pas R(x, y) ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait ¬R(y, y) et R(y, x)
mais pas R(x, y) ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait R(y, y), R(y, x) et
R(x, y) ;
– un fils optionnel y, d’e´tiquette distincte de celle de x, satisfait ¬R(y, y), R(y, x) et
R(x, y).
Le nœud x peut satisfaire R(x, x) ou bien ¬R(x, x). Cela nous donne donc, pour un x
donne´, 2×28 = 29 possibilite´s. Il y a donc 512 classes de 1-isomorphisme d’e´le´ments. Dans
la destine´e, chaque sous-arbre possible peut apparaˆıtre ou non, mais il y a au moins un
sous-arbre. Cela nous donne donc 22
9
− 1 potentielles 2-destine´es, donc autant de classes
de 2-isomorphisme possibles. Autrement dit, on a :
M{R,=},2 = 2
512 − 1.
Nous avons la possibilite´ d’e´tudier, pour chacune de ces classes, quels sont les cardinaux
de leurs repre´sentants. Mais il va sans dire que cela risque de prendre quelques mille´naires.
Nous choisissons donc une autre me´thode : on se donne une classe de 2-isomorphisme,
et l’un de ses repre´sentants, puis on montre qu’on peut obtenir une {R,=}-structure 2-
e´quivalente en ajoutant un seul e´le´ment, a` condition que le cardinal du repre´sentant initial
soit suffisamment grand.
Soit A une {R}-structure finie, de cardinal n strictement supe´rieur a` 512, de sorte que
l’on est suˆr qu’il y a au moins deux e´le´ments de la structure qui sont 1-isomorphes. On
e´nume`re les e´le´ments de A : x1, . . . , xn, et on suppose que les e´le´ments x1 a` xs constituent
les e´le´ments d’une meˆme classe de 1-isomorphisme entre singletons, avec s ≥ 2.
On construit la structure B comme suit : on ajoute au domaine de A un e´le´ment x0
distinct des xi, et on interpre`te la relation R sur le domaine e´tendu :
– si j > s, alors R(x0, xj) si et seulement si R(x1, xj), et R(xj, x0) si et seulement si
R(xj, x1) ;
– si j ≤ s, alors R(x0, xj) et R(xj, x0) si et seulement si R(x1, x2), et R(x0, x0) si et
seulement si R(x1, x1).
Il reste a` montrer que la {R}-structure B ainsi construite est 2-isomorphe a` la structure
A.
On de´finit une strate´gie gagnante pour Joueur II dans le jeu entre A et B en deux coups :
– Au premier coup :
– si Joueur I choisit un des xi avec i > 0 dans l’une des structures, Joueur II choisit
le meˆme xi dans l’autre structure,
– si Joueur I choisit x0 dans la structure B, Joueur II choisit x1 dans la structure
A.
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– Au deuxie`me coup :
– si Joueur I choisit un des xi, sauf x1 ou x0, dans l’une des structures, alors Joueur
II choisit le meˆme xi dans l’autre structure,
– si Joueur I choisit x0 dans la structure B, alors Joueur II choisit le premier xi
pour i ≤ s qui n’a pas e´te´ encore choisi dans la structure A (il en reste au moins
un),
– si Joueur I choisit x1 dans l’une des structures, alors Joueur II choisit le premier
xi pour i ≤ s qui n’a pas e´te´ encore choisi dans l’autre structure (il en reste au
moins un).
Montrons qu’il s’agit d’une strate´gie gagnante. Les couples choisis dans l’une et l’autre
structure apre`s le jeu sont de la forme :
Joueur I Joueur II Couple choisi dans A Couple choisi dans B
(xi
A, xj
A) (xi
B, xj
B) (xi
A, xj
A) (xi
B, xj
B)
(xi 6=0
B, xj 6=0
B) (xi
A, xj
A) (xi
A, xj
A) (xi
B, xj
B)
(xi
A, xj 6=0
B) (xi
B, xj
A) (xi
A, xj
A) (xi
B, xj
B)
(xi 6=0
B, xj
A) (xi
A, xj
B) (xi
A, xj
A) (xi
B, xj
B)
(xi 6=1
A, xB0 ) (xi 6=1
B, x1
A) (xi6=1
A, xA1 ) (xi6=1
B, x0
B)
(xB0 , xi 6=1
A
) (x1
A, xi 6=1
B) (x1
A, xi6=1
A) (xB0 , xi 6=1
B
)
(xi6=0,1
B, xB0 ) (xi 6=1
A, x1
A) (xi6=1
A, xA1 ) (xi6=1
B, x0
B)
(xB0 , xi6=0,1
B
) (x1
A, xi 6=1
A) (x1
A, xi6=1
A) (xB0 , xi 6=1
B
)
(x1
A, xB0 ) (x1
B, x2
A) (x1
A, xA2 ) (x1
B, x0
B)
(x1
B, xB0 ) (x1
A, x2
A) (x1
A, xA2 ) (x1
B, x0
B)
(xB0 , x1
A) (x1
A, x0
B) (x1
A, xA1 ) (x0
B, xB0 )
(xB0 , x1
B) (x1
A, x2
A) (x1
A, xA2 ) (x0
B, x1
B)
Dans chacun de ces cas, il est clair que les meˆmes relations sont satisfaites dans A et dans
B par les couples choisis.
On vient donc de montrer que si l’on dispose, pour une classe de 2-isomorphisme, d’un
repre´sentant de taille n > 512, alors on peut exhiber un repre´sentant de cette meˆme
classe de taille n + 1. Autrement dit, la fonction de comptage n 7→ N{R,=},2(n) est crois-
sante. Comme c’est une fonction a` valeurs entie`res qui est borne´e (par 2512 − 1), elle est
ultimement constante.
12.3 Le cas de plusieurs relations binaires et l’e´galite´
Estimons de la meˆme manie`re le nombre de cas qu’il y aurait a` e´tudier, en fonction
du nombre de relations binaires. On suppose qu’il y a dans le langage s relations binaires
note´esR1, . . . , Rs. Regardons les sous-arbres de hauteur 1 possibles : pour un nœud de rang
1 donne´ x, il y a un fils “obligatoire” ayant meˆme e´tiquette que x, et des fils “optionnels”,
ayant une e´tiquette diffe´rente de celle de x. Pour les fils optionnel y de x, et chaque
relation Ri, on peut avoir les situations :
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– Ri(y, y) et aucune relation avec x ;
– ¬Ri(y, y) et aucune relation avec x ;
– Ri(y, y) et Ri(x, y) mais pas Ri(y, x) ;
– ¬Ri(y, y) et Ri(x, y) mais pas Ri(y, x) ;
– Ri(y, y) et Ri(y, x) mais pas Ri(x, y) ;
– ¬Ri(y, y) et Ri(y, x) mais pas Ri(x, y) ;
– Ri(y, y), Ri(y, x) et Ri(x, y) ;
– ¬Ri(y, y), Ri(y, x) et Ri(x, y) ;
On a donc, pour chaque i, huit possibilite´s pour les fils optionnels. Cela nous donne en
tout 8s possibilite´s de fils optionnels, qui peuvent eˆtre soit pre´sents, soit absents. Comme
le nœud x, pour chaque i, peut satisfaire soit Ri(x, x), soit ¬Ri(x, x), cela nous donne
2s × 28
s
= 2s+8
s
possibilite´s de sous-arbres de rang 1. (Autrement dit, 2s+8
s
classes de
1-isomorphisme). Dans la destine´e, chaque sous-arbre possible peut apparaˆıtre ou non,
mais il y a au moins un sous-arbre. Cela nous donne donc 22
s+8s
− 1 destine´es possibles,
soit autant de classes de 2-isomorphisme de structures.
On adopte la meˆme me´thode que pre´ce´demment, a` savoir qu’on prend une structure de
taille supe´rieure strictement a` 2s+8
s
, de manie`re a` pouvoir asurer l’existence d’une classe
de 1-isomorphisme de singletons ayant au moins deux e´le´ments dans la structure, puis on
ajoute un e´le´ment a` ce mode`le en lui faisant partager les meˆmes relations que les e´le´ments
de cette classe “nombreuse”. On montre enfin, graˆce a` l’exhibition d’une strate´gie gagnante
(en fait, la meˆme que celle de´crite pour une seule relation binaire), que le nouveau mode`le
est 2-isomorphe a` l’ancien.
On montre donc que si on dispose pour une classe de 2-isomorphisme d’un repre´sentant
de taille n > 2s+8
s
, alors on peut exhiber un repre´sentant de taille n+ 1. Autrement dit,
la fonction de comptage n 7→ N{R1,...,Rs,=},2(n) est croissante. Comme c’est une fonction a`
valeurs entie`res qui est borne´e (par 22
s+8s
− 1), elle est ultimement constante.
12.4 Conclusion et perspectives
Nous sommes donc en mesure d’e´noncer le re´sultat suivant :
Theore`me 16 (The´ore`me du Spectre pour k = 2)
Soit σ un langage relationnel fini. Soit ϕ un σ-e´nonce´ de profondeur de quan-
tification au plus 2. Alors le comple´mentaire du spectre Sp(ϕ) est un spectre
d’e´nonce´ de profondeur de quantification 2 sur un langage de relations binaires.
Mortimer pre´cise dans [Mor75] la forme des spectres d’e´nonce´s de profondeur de quanti-
fication 2 : ils sont soit finis soit cofinis. On peut e´galement consulter [LB98].
Il est difficile de songer a` une ge´ne´ralisation de ce re´sultat en dimension 3. En re´alite´,
losrque l’on passe au rang de quantification 3, on commence a` faire intervenir de manie`re
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forte des notions comme le nombre d’e´le´ments dans une classe, et lorsque l’on ajoute
un e´le´ment a` une structure, il faut parfois rajouter d’autres e´le´ments en relation avec
celui-ci pour pouvoir rester dans la meˆme classe de 3-isomorphisme. Il est complique´ de
de´terminer, selon le cas, combien d’e´le´ments il faut ajouter, et si ce nombre est variable
ou peut eˆtre plus ou moins fixe´.
Comment de`s lors, aborder la question des profondeurs de quantification supe´rieures ?
Une premie`re question a` se poser est la suivante : existe-t’il une profondeur de quantifica-
tion k telle qu’une re´ponse positive a` la conjecture du Spectre pour cette profondeur de
quantification implique un re´sultat positif pour toutes les profondeurs de quantification
supe´rieures ?
D’autre part, on peut se demander quel lien il y a entre le caracte`re de´cidable et la facilite´
avec laquelle on re´soud la conjecture du Spectre. Dans le cas k = 2, la the´orie FO2
est de´cidable ([Mor75]), c’est-a`-dire qu’il existe un algorithme qui, pour tout e´nonce´ de
profondeur de quantification 2, dit si cet e´nonce´ admet un mode`le. En revanche il existe
un ensemble d’e´nonce´s de profondeur de quantification 3 qui est inde´cidable ([Gol84]).
Chapitre 13
Re´sultats sur le cas binaire
Dans la perspective d’e´tudier des the´ories d’un langage compose´ d’une relation binaire
et de l’e´galite´, nous commenc¸ons par nous inte´resser au cas d’un graphe de bijection. Cet
exemple est inte´ressant a` plus d’un titre :
– tout d’abord, les structures finies qui sont mode`les d’un graphe de bijection sont
simples a` de´crire. Il s’agit en effet de re´unions de cycles disjoints, chaque cycle
constituant une orbite pour la bijection ;
– la the´orie d’un graphe de bijection admet un mode`le de cardinal n pour tout n ≥ 1 ;
– la the´orie d’un graphe de bijection est constitue´e d’une seule formule de profondeur
de quantification 3 ;
– ensuite, nous le verrons au Paragraphe 13.1.5, la conjecture de Ash constante n’est
pas ve´rifie´e pour cette the´orie, alors que la conjecture de Ash pe´riodique est ve´rifie´e
(Paragraphe 13.1.2). On peut donc se servir de cette the´orie comme point de de´part
pour essayer d’e´tablir une frontie`re entre les the´ories pour lesquelles la conjecture
de Ash constante est ve´rifie´e, et celles pour lesquelles elle ne l’est pas (et de meˆme
pour e´tablir une frontie`re entre les the´ories pour lesquelles la conjecture de Ash
pe´riodique est ve´rifie´e, et celles pour lesquelles elle ne l’est pas) ;
– il est facile d’e´largir ce cas a` des the´ories un peu moins contraintes, ce que nous
faisons au Paragraphe 13.2.
13.1 Un graphe de bijection et l’e´galite´
Dans ce paragraphe, nous commenc¸ons par donner un exemple complet avec le cas
de la profondeur de quantification k = 2 (Paragraphe 13.1.1), puis nous montrons, a`
l’aide d’une me´thode d’“e´laguage de cycle”, que pour tout k ≥ 1, la conjecture de Ash
pe´riodique est ve´rifie´e. Nous de´crivons ensuite les classes de k-isomorphisme (Paragraphe
13.1.3), puis les cardinaux des repre´sentants des classes de k-isomorphisme (Paragraphe
13.1.4), afin de montrer que la conjecture de Ash constante n’est pas ve´rifie´e pour k ≥ 3
(Paragraphe 13.1.5).
On fixe le langage σ = {F,=}, ou` F est un pre´dicat binaire. On fixe e´galement la the´orie
d’un graphe de bijection :
T = {∀x(∃y[F (x, y)∧∀z(F (x, z)→ (z = y))])∧∀x(∃y[F (y, x)∧∀z(F (z, x)→ (z = y))])}.
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On appele f la fonction associe´e au pre´dicat F , c’est-a`-dire telle que y = f(x) si et
seulement si F (x, y).
On note NT,k(n) le nombre de classes de k-isomorphisme de mode`les de T qui ont un
repre´sentant de cardinal n. On montre le re´sultat suivant :
Theore`me 17 (Conjecture de Ash pour un graphe de bijection)
Soit k ≥ 3. La fonction de Ash n 7→ NT,k(n) est ultimement pe´riodique, mais
non ultimement constante.
13.1.1 Le cas k = 2
On fixe k = 2. On s’inte´resse au comportement de la fonction de Ash. On proce`de de
la fac¸on suivante :
– on de´crit les classes de 1-isomorphisme de singletons dans un mode`le de T ,
– puis on de´crit les classes de 2-isomorphisme de mode`les de T ,
– on e´tudie quelles sont les cardinalite´s possibles pour les repre´sentants de chaque
classe,
– et enfin on calcule NT,2(n) pour tout n.
13.1.1.1 Classes de 1-isomorphisme de singletons dans un mode`le de T
On suppose qu’on est dans un mode`le fini de T , note´ A. On va de´crire les sous-arbres
potentiels de rang 1 d’une 2-destine´e exhaustive et essentielle de A. Soit x un nœud de
rang 1 dans la 2-destine´e re´duite de A. Le nœud x peut satisfaire, avec lui-meˆme :
– soit F (x, x),
– soit ¬F (x, x).
Le nœud x a un fils obligatoire, de meˆme e´tiquette, et des fils optionnels d’e´tiquettes
distinctes de celle de x. Un fils optionnel y peut satisfaire les situations :
– F (y, y) et F (y, x) et F (x, y),
– F (y, y) et F (y, x) et ¬F (x, y),
– F (y, y) et ¬F (y, x) et F (x, y),
– F (y, y) et ¬F (y, x) et ¬F (x, y),
– ¬F (y, y) et F (y, x) et F (x, y),
– ¬F (y, y) et F (y, x) et ¬F (x, y),
– ¬F (y, y) et ¬F (y, x) et F (x, y),
– ¬F (y, y) et ¬F (y, x) et ¬F (x, y),
On aurait donc, a priori, 29 possibilite´s de sous-arbres de rang 1. En re´alite´, du fait
de la restriction se´mantique, certains de ces cas ne peuvent pas se produire, par exemple
a` cause de l’unicite´ de l’image et de l’ante´ce´dent. Les 12 sous-arbres pouvant apparaˆıtre
(ceux qui sont cohe´rents avec la the´orie T ) sont dessine´s Figure 13.1.
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a
F (x, x)
F (x, x)
Un cycle de longueur 1, pas d’autre
e´le´ment dans le mode`le
b
F (x, x) F (y, y)
F (x, x)
Plusieurs cycles de longueur 1, pas
de cycles plus longs
c
F (x, x) y
F (x, x)
Un seul cycle de longueur 1, autres
cycles plus longs
d
F (x, x) F (y, y) z
F (x, x)
Plusieurs cycles de longueur 1,
autres cycles plus longs
e
x F (y, x)
F (x, y)
x
Un seul cycle de longueur 2, pas
d’autre e´le´ment dans le mode`le
f
x F (y, x)
F (x, y)
F (z, z)
x
Un seul cycle de longueur 2,
cycle(s) de longueur 1
g
x F (y, x)
F (x, y)
z
x
Au moins un cycle de longueur
2, pas de cycle de longueur 1,
(autre(s) cycle(s))
h
x F (y, x)
F (x, y)
F (z, z) t
x
Au moins un cycle de longueur 2,
au moins un cycle de longueur 1,
(autre(s) cycle(s))
i
x F (y, x) F (x, z)
x
Un seul cycle de longueur 3, pas
d’autre e´le´ment dans le mode`le
j
x F (y, x) F (x, z) F (t, t)
x
Un seul cycle de longueur 3, au
moins un cycle de longueur 1
k
x F (y, x) F (x, z) t
x
Au moins un cycle de longueur
≥ 3, pas de cycle de longueur 1,
(autre(s) cycle(s))
l
x F (y, x) F (x, z) F (t, t) w
x
Au moins un cycle de longueur ≥
3, au moins un cycle de longueur
1, (autre(s) cycle(s))
Fig. 13.1 – Sous-arbres de rang 1 potentiels dans une 2-destine´e d’un mode`le de T .
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Le tableau pre´ce´dent nous permet de mettre en e´vidence ce qui sert a` de´crire le mode`le
au rang 2 : le nombre de cycles et leur longueur. Il nous reste maintenant a` combiner les
sous-arbres de rang 1 pour de´crire toutes les classes de 2-isomorphisme de mode`les de T .
13.1.1.2 Classes de 2-isomorphisme de mode`les de T
Pour de´crire les classes de 2-isomorphisme de mode`les de T , on de´crit les cycles qui
apparaissent dans le mode`le. On voit, d’apre`s la Figure 13.1, qu’on peut discriminer les
cycles de longueur 1, 2 et ≥ 3. Une configuration du mode`le sera donc une description du
nombre de cycles de longueur 1, de cycles de longueur 2, et de cycles de longueur ≥ 3. Les
configurations menant a` des classes de 2-isomorphisme distinctes sont de´crites ci-dessous :
1. Cycles d’une seule sorte de longueur
Cycles de longueur 1
– Un seul cycle de longueur 1 ( a ) : mode`le de taille 1 ;
– Plusieurs cycles de longueur 1 ( b ) : mode`le de taille n pour tout n ≥ 2 ;
Cycles de longueur 2
– Un seul cycle de longueur 2 ( e ) : mode`le de taille 2 ;
– Plusieurs cycles de longueur 2 ( g ) : mode`le de taille paire pour tout nombre
pair ≥ 4 ;
Cycles de longueur ≥ 3
– Un seul cycle de longueur 3 ( i ) : mode`le de taille 3 ;
– Plusieurs cycles de longueur ≥ 3 ( k ) : mode`le de taille n pour tout n ≥ 6 ;
2. Cycles de deux sortes de longueurs
Cycles de longueurs 1 et 2
– Un seul cycle de longueur 1, un seul cycle de longueur 2 ( c et f ) : mode`le
de taille 3 ;
– Un seul cycle de longueur 1, plusieurs cycles de longueur 2 ( c et h ) : mode`le
de taille impair pour tout nombre impair ≥ 5 ;
– Plusieurs cycles de longueur 1, un seul cycle de longueur 2 ( d et f ) : mode`le
de taille n pour tout n ≥ 4 ;
– Plusieurs cycles de longueur 1, plusieurs cycles de longueur 2 ( d et h ) :
mode`le de taille n pour tout n ≥ 6 ;
Cycles de longueurs 1 et ≥ 3
– Un seul cycle de longueur 1, un seul cycle de longueur 3 ( c et j ) : mode`le
de taille 4 ;
– Un seul cycle de longueur 1, plusieurs cycles de longueur ≥ 3 ( c et l ) :
mode`le de taille n pour tout n ≥ 7 ;
– Plusieurs cycles de longueur 1, un seul cycle de longueur ≥ 3 ( d et j ) :
mode`le de taille n pour tout n ≥ 5 ;
– Plusieurs cycles de longueur 1, plusieurs cycles de longueur ≥ 3 ( d et l ) :
mode`le de taille n pour tout n ≥ 8 ;
Cycles de longueurs 2 et ≥ 3
– ( g et k ) : mode`le de taille n pour tout n ≥ 5 ;
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3. Cycles de trois sortes de longueurs
Cycles de longueurs 1, 2 et ≥ 3
– Un seul cycle de longueur 1 ( c , h et l ) : mode`le de taille n pour tout
n ≥ 6 ;
– Plusieurs cycles de longueur 1 ( d , h et l ) : mode`le de taille n pour tout
n ≥ 7 ;
13.1.1.3 Cardinaux des repre´sentants de chaque classe
On observe 17 classes de mode`les pour la 2-isomorphie, mais celles dont la taille du
mode`le est borne´e ne nous inte´ressent pas, e´tant donne´ que nous cherchons a` de´terminer
le comportement asymptotique de la fonction de Ash.
Nous observons les restrictions sur la taille suivantes :
– Plusieurs cycles de longueur 2, pas d’autres cycles : mode`le de taille paire ;
– Un seul cycle de longueur 1, plusieurs cycles de longueur 2, pas d’autres cycles :
mode`le de taille impaire ;
Pour n pair ≥ 8, on a ainsi 11 classes d’e´quivalence de mode`le ayant un repre´sentant de
taille n, et de meˆme pour n impair ≥ 7, mais ce ne sont pas les meˆmes classes (il y en a
10 en commun, une classe qui n’apparaˆıt que dans le cas pair, et une classe qui n’apparaˆıt
que dans le cas impair).
13.1.1.4 Conclusion
On a donc finalement
n 7→ NT,k(n)
ultimement constante de valeur 11 a` partir de n = 7.
Le cas k = 2 ne rentre donc pas dans le cadre du The´ore`me 17, mais nous a permis de
voir qu’interviennent dans le comptage des classes de mode`les :
– la longueur des cycles,
– leur absence ou leur pre´sence,
– leur nombre.
13.1.2 La conjecture de Ash pe´riodique est ve´rifie´e
Nous montrons a` pre´sent, sans de´crire pre´cise´ment les classes de k-isomorphisme, que
la conjecture de Ash pe´riodique est ve´rifie´e. Pour cela, on montre que toute structure
est k-isomorphe a` une structure ne comportant que des “petits cycles”, en un sens que
l’on pre´cisera. Par conse´quent, si elle de cardinal “assez grand”, en un sens que l’on
pre´cisera e´galement, elle est k-isomorphe a` une structure ayant des petits cycles “nom-
breux”, structure a` laquelle on peut ajouter un nombre arbitraire de “petits cycles” sans
changer de classe de k-isomorphisme. Nous allons formaliser toutes ces notions. Cette
me´thode de de´coupage est inspire´e la me´thode employe´e par Durand, Fagin et Loescher
dans [DFL98].
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On fixe k ≥ 3. On peut remarquer que deux e´le´ments d’un meˆme cycle sont ne´cessairement
k-isomorphes. D’autre part, on commence par montrer que deux cycles de longeurs stric-
tement supe´rieures a` 2k−1 + 2 sont k-isomorphes (Proposition 21 ci-dessous). Ensuite,
on montrera que toute structure est k-isomorphe a` une structure dont les longueurs des
cycles sont infe´rieures ou e´gales a` 2k + 6.
13.1.2.1 Longueurs des cycles
Proposition 21 (Longueurs des cycles)
Soit M une σ-structure, mode`le de T , telle qu’il existe au moins un cycle de
longueur l ≥ 2k−1 + 3. Alors M est k-isomorphe a` la structure M′ obtenue a`
partir de M en transformant l’un des cycles de longueur l en cycle de longueur
l + 1.
Preuve : On de´finit le voisinage au rang k d’un e´le´ment :
De´finition 75 (Voisinage )
Soit A un graphe de bijection fini. Soit x un e´le´ment de A. Le voisinage positif
de x au rang k est l’ensemble :
Vk(x) = {f
n(x)/n ∈ {−2k−1, . . . , 2k−1}}.
Le voisinage au rang k d’un e´le´ment constitue l’ensemble des e´le´ments du cycle que l’on
peut de´crire avec une profondeur de quantification k.
On e´nume`re les cycles de la structure M : C0, . . . , Cm. On suppose que le cycle C0 est le
cycle de longueur l ≥ 2k−1+3 auquel on ajoute un e´le´ment pour obtenir la structureM′.
Celle-ci est constitue´e des cycles C ′0, C
′
1, . . . , C
′
m, ou` C
′
0 est un cycle de longueur l + 1 et
C ′i = Ci pour tout i ∈ {1, . . . ,m}.
Pour montrer que les structures M et M′ sont k-isomorphes, on de´crit une strate´gie
gagnante pour Joueur II dans le jeu d’Ehrenfeucht en k coups entre les deux structures.
– Au premier coup : si Joueur I choisit un e´le´ment du cycle Ci dans M, Joueur II
choisit un e´le´ment du cycle C ′i dans M
′, et inversement.
– On suppose qu’on a joue´ p < k coup, et qu’a` chaque coup i ≤ p, on a, si (a1, . . . , ai)
et (b1, . . . , bi) sont les i-uples d’e´le´ments choisis respectivement dans M et M
′ :
– il existe un isomorphisme local entre (a1, . . . , ai) et (b1, . . . , bi) ;
– si ai est dans une intersection de voisinages au rang k − i + 1 des aj pour j < i,
alors bi est dans la meˆme situation vis-a`-vis des voisinages au rang k − i + 1 des
bj pour j < i ;
– si ai n’est dans aucun voisinage au rang k − i + 1 des aj pour j < i, alors bi est
dans la meˆme situation vis-a`-vis des voisinages au rang k− i+1 des bj pour j < i.
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Remarquons que si y 6∈ Vk(x) alors Vk−1(x)∩Vk−1(x) = ∅. On veut jouer le (p+1)ie`me
coup, et propager les trois conditions ci-dessus.
– Si Joueur I choisit un e´le´ment d’un des cycles Ci ou C
′
i pour i ≥ 1, alors Joueur II
choisit le meˆme e´le´ment dans l’autre structure. Les trois conditions restent vraies.
– Si Joueur I choisit un e´le´ment ap+1 de C0 dans M. Alors on a deux situations
possibles :
– soit ap+1 est dans le voisinage au rang k−p d’un ou plusieurs des ai pour i ≤ p.
Alors Joueur II choisit le bp+1 qui est au meˆme endroit dans les voisinages au
rang k − p des bi pour i ≤ p. Ceci est possible graˆce aux trois conditions, qui
assurent que les intersections sont les meˆmes dans les deux structures. Les trois
conditions restent vraies.
– soit ap+1 n’est dans aucun voisinage au rang k−p des ai pour i ≤ p. Il faut qu’il
reste sur C ′0 au moins un e´le´ment qui n’est dans aucun voisinage des bi pour
i ≤ p. C’est le cas, car les voisinages des bi pour i ≤ p recouvrent au maximum
p(2k−p + 1) e´le´ments, et p(2k−p + 1) ≤ 2k−1 + 3 ≤ l pour tout p ≤ k. Joueur II
choisit un e´le´ment bp+1 qui n’est dans aucun voisinage des bi pour i ≤ p. Les
trois conditions restent vraies.
– Si Joueur I choisit un e´le´ment bp+1 de C
′
0 dansM, on proce`de comme ci-dessu en
e´changeant les roˆles de M et M′.
Les deux structures M et M′ sont k-isomorphes.
¤
13.1.2.2 De´coupage des cycles
Proposition 22 (De´coupage des cycles)
Soit A un graphe de bijection fini. Alors A est k-isomorphe a` un graphe de
bijection fini B qui ne comporte que des cycles de longueur infe´rieure ou e´gale a`
2k + 6.
Preuve : On proce`de par de´coupage des grands cycles de A. Si A ne comporte que
des cycles de longueur infe´rieure ou e´gale a` 2k + 6, la proposition est e´vidente. Sinon, A
comporte r ≥ 1 cycles, note´s C1, . . . , Cr, qui sont de longueur strictement supe´rieure a`
2k + 6. On de´coupe chacun de ces cycles de la fac¸on suivante : sur le cycle Ci, il y a au
moins deux e´le´ments ai et bi qui sont se´pare´s par 2
k−1 + 2 e´le´ments, d’un coˆte´ comme de
l’autre du cycle. On intervertit les ante´ce´dents de ai et bi, comme sur la Figure 13.2, pour
obtenir deux cycles Dai et Dbi , tous deux de longueur supe´rieure ou e´gale a` 2
k−1 + 3.
On de´finit la structure B comme e´tant la structure de meˆme domaine que A mais dans
laquelle tous les cycles C1, . . . , Cr ont subi un ou plusieurs de´coupages, jusqu’a` ce qu’ils
soient de´coupe´s en cycles de longueurs infe´rieures a` 2k+6. Il est e´vident que B est mode`le
de T , et qu’elle ne comporte que des cycles de longueur infe´rieure ou e´gale a` 2k+6. Il reste a`
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a
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Fig. 13.2 – De´coupage d’un cycle long en deux cycles courts
de´montrer que les deux structures A et B sont k-isomorphes. Il suffit pour cela de montrer
qu’un cycle Ci est k-isomorphe a` la re´union des deux cycles issus du de´coupage, Dai et Dbi .
On adapte la strate´gie gagnante utilise´e pre´ce´demment, en mettant en correspondance les
voisinages de ai dans Ci avec le cycle Dai , et les voisinages de bi dans Ci avec le cycle Dbi .
¤
13.1.2.3 Conclusion sur la pe´riodicite´ de la fonction de comptage
On dispose maintenant de tous les e´le´ments pour montrer le re´sultat suivant :
Theore`me 18 (Ash pe´riodique)
Pour tout k ≥ 3, la fonction de Ash :
n 7→ NT,k(n)
est asymptotiquement pe´riodique.
Preuve : Soit C une classe de k-isomorphisme mode`le de T , telle que C a un repre´sentant
A de cardinal n > k × (2k + 7)(2k−1 + 3). D’apre`s la Proposition 22, la structure A
est k-isomorphe a` une structure B de meˆme cardinal que A, et ne comportant que des
cycles de longueurs infe´rieures ou e´gales a` 2k + 6. Comme le cardinal de B est n >
k× (2k+7)(2k−1+3), cela signifie qu’il y a au moins une longueur de cycle l ≤ 2k+6 pour
laquelle la structure B contient au moins k cycles de longueur l. Alors B est k-isomorphe
aux structures Bs de cardinaux respectifs n+ s× l construites en ajoutant a` B un nombre
s de cycles de longueur l. Cela signifie que la classe C est compte´e pour tous les cardinaux
de la forme n+ s× l.
Si l’on re´alise la meˆme ope´ration pour tous les repre´sentants de C qui ont un cardinal
strictement supe´rieur a` k×(2k+7)(2k−1+3), alors il existe un certain nombre de longueurs
l1, . . . , lr toutes infe´rieures ou e´gales a` 2
k + 6, et un certain nombre de cardinaux initiaux
13.1. Un graphe de bijection et l’e´galite´ 177
n1, . . . , nr tels que l’ensemble des cardinaux des repre´sentants de C qui sont strictement
supe´rieurs a` k(2k + 7)(2k−1 + 3) est :
r⋃
i=1
(ni + liN).
Autrement dit, la classe C est compte´e pe´riodiquement dans NT,k(n) avec une pe´riode
ppcm(li)i=1...r qui divise ppcm(i)i≤2k+6.
Comme c’est le cas de chaque classe ayant des repre´sentants de cardinal strictement
supe´rieur a` k(2k + 7)(2k−1 + 3), on en de´duit que n 7→ NT,k(n) est pe´riodique de pe´riode
divisant ppcm(i)i≤2k+6.
¤
13.1.3 Description des classes de k-isomorphisme
13.1.3.1 Notion de k-configuration
Afin de montrer que la conjecture de Ash constante n’est pas ve´rifie´e par la the´orie T ,
nous allons devoir caracte´riser de manie`re tre`s pre´cise les classes de k-isomorphisme de
mode`les finis de T . Nous avons vu, graˆce a` la Proposition 21, que les cycles de longueur l ≥
2k−1+3 sont k-isomorphes. Un mode`le fini de T peut donc eˆtre de´crit, a` k-isomorphisme
pre`s, par la donne´e du nombre de cycles de longueur 1, du nombre de cycles de longueur
2, . . . , du nombre de cycles de longueur 2k−1, du nombre de cycles de longueure 2k−1+1,
du nombre de cycles de longueure 2k−1+2 et du nombre de cycles de longueur supe´rieure
ou e´gale a` 2k−1 + 3. On s’appuie alors sur la notion de k-configuration :
De´finition 76 (k-configuration)
Une k-configuration est la donne´e d’un (2k−1+3)-uple d’entiers (n1, . . . , n2k−1+3).
A chaque mode`le de T est associe´e une k-configuration.
De´finition 77 (Petit cycle)
Soit M un mode`le de T . Les petits cycles au rang k de M sont les cycles de
longueur l ≤ 2k−1.
13.1.3.2 De´finition et caracte´risation au rang k des petits cycles
Les petits cycles sont caracte´risables par des e´nonce´s de profondeur de quantification
≤ k.
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Proposition 23 (De´finition des petits cycles)
1. Pour tout n ≥ 0, il existe une formule Fn(x, y) a` deux parame`tres, de
profondeur de quantification ⌈log2 n⌉ qui exprime que y = f
n(x).
2. Pour tout l ≥ 1, il existe une formule Cl(x) a` un parame`tre, de profondeur
de quantification ⌈log2 l⌉ qui exprime que x est dans un cycle de longueur
l.
3. Pour tout i ≥ 0, il existe une formule Vi(x, y) a` deux parame`tres, de pro-
fondeur de quantification i− 1 qui exprime que y est dans le voisinage au
rang i de x.
Preuve :
1. On proce`de par re´currence sur ⌈log2 n⌉. On de´finit :
F0(x, y) :=(x = y)
F1(x, y) :=F (x, y)
On suppose que les formules Fi(x, y) sont de´finies pour ⌈log2 i⌉ ≤ ⌈log2 n⌉, on veut
les de´finir pour j ∈ {2⌈log2 n⌉+1, . . . , 2⌈log2 n⌉+1}. Pour un tel j, on a j = 2⌈log2 n⌉+ r,
avec 0 < r ≤ 2⌈log2 n⌉. On de´finit :
Fj(x, y) :=∃z(F2⌈log2 n⌉(x, z) ∧ Fr(z, y)).
Cette formule est de profondeur de quantification e´gale au maximum des profondeurs
de quantification de F2⌈log2 n⌉ et Fr plus un, c’est-a`-dire ⌈log2 n⌉+ 1 = ⌈log2 j⌉. Elle
exprime que y = f r(f2
⌈log2 n⌉(x) = f j(x). C’est bien ce qu’on voulait.
2. On pose Cl(x) := Fl(x, x).
3. On pose
Vi(x, y) :=F0(x, y) ∨
2i−1∨
j=1
Fj(x, y) ∨
2i−1∨
j=1
Fj(y, x).
¤
On distingue maintenant trois sortes de cycles :
– les cycles de longueur l ≤ 2k−1 (les petits cycles) ;
– les cycles de longueur l ≥ 2k−1 + 3 (les grands cycles) ;
– les cycles de longueur 2k−1+1 et 2k−1+2, qui ne sont ni grands, ni petits. Appelons-
les cycles moyens.
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13.1.3.3 Le cas des cycles moyens
Analysons en de´tail le cas des cycles moyens. Ces cycles sont discernables des grands
cycles, mais seulement dans certaines structures.
Un cycle de longueur 2k−1 + 1
Un cycle de longueur 2k−1 + 1 est definissable a` profondeur de quantification k si la
structure ne comporte qu’un seul cycle de longueur > 2k−2. En effet, si c’est le cas, la
formule suivante :
G2k−1+1(x) :=¬C1(x) ∧ . . . ∧ ¬C2k−1(x) ∧ ∀y(C1(y) ∨ . . . ∨ C2k−2(y) ∨ Vk−1(x, y)),
de profondeur de quantification k − 1, exprime :
– que le cycle de x est de longueur supe´rieure ou e´gale a` 2k−1 + 1,
– que tous les e´le´ments de la structure sont soit dans des cycles de longueur ≤ 2k−2,
soit dans le voisinage au rang k − 1 de x. Cela implique que le cycle de x est de
longueur exactement 2k−1 + 1 et qu’il est le seul cycle de longueur > 2k−2.
Un cycle de longueur 2k−1 + 2
Un cycle de longueur 2k−1 + 2 est definissable a` profondeur de quantification k si la
structure ne comporte qu’un seul cycle de longueur > 2k−3. En effet, si c’est le cas, la
formule suivante :
G2k−1+2(x) :=¬C1(x) ∧ . . . ∧ ¬C2k−1(x) ∧ ∃y(¬C1(y) ∧ . . . ∧ ¬C2k−2(y) ∧ ¬Vk−1(x, y)
∧ ∀z[C1(z) ∨ . . . C2k−3(z) ∨ Vk−2(x, z) ∨ Vk−2(y, z)]),
de profondeur de quantification k − 1, exprime :
– que le cycle de x est de longueur supe´rieure ou e´gale a` 2k−1 + 1,
– que le cycle de y est de longueur supe´rieure ou e´gale a` 2k−2 + 1,
– que tous les e´le´ments de la structure sont soit dans des cycles de longueur ≤ 2k−3,
soit dans le voisinage au rang k − 2 de x, soit dans le voisinage au rang k − 2 de y.
Cela implique que y est sur le cycle de x (sinon, e´tant donne´e la longueur du cycle
de x, il y aurait des e´le´ments sur ce cycle hors de Vk−2(x), et hors de Vk−2(y) qui
serait sur un autre cycle). Comme y n’est pas dans le voisinage au rang k − 1 de x,
cela signifie que le cycle de x est de longueur 2k−1 + 2. Comme les deux voisinages
au rang k−2 de x et y suffisent a` recouvrir tout ce cycle, cela signifie que le cycle de
x est exactement de longueur 2k−1+2. De plus, c’est le seul cycle a` eˆtre de longueur
> 2k−3.
En dehors de ces conditions tre`s particulie`res, ces cycles moyens deviennent grands, c’est
ce qu’exprime la proposition ci-dessous.
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Proposition 24 (Quand les cycles moyens deviennent grands)
1. SoitM une structure qui contient un cycle de longueur 2k−1+1 et au moins
un autre cycle de longueur l > 2k−2. Alors M est isomorphe a` la structure
M′ obtenue a` partir de M en transformant un cycle de longueur 2k−1 + 1
en cycle de longueur 2k−1 + 3.
2. SoitM une structure qui contient un cycle de longueur 2k−1+2 et au moins
un autre cycle de longueur l > 2k−3. Alors M est isomorphe a` la structure
M′ obtenue a` partir de M en transformant un cycle de longueur 2k−1 + 2
en cycle de longueur 2k−1 + 3.
Preuve : On e´nume`re les cycles de M : C0, . . . , Cm, et on suppose que c’est le cycle C0
qui est modifie´ pour donner la structure M′, contenant les cycles C ′i correspondants aux
cycles Ci. On suppose de plus que le cycle C1 est de longueur > 2
k−2 dans le cas (1.), et
de longueur > 2k−3 dans le cas (2.). On exe´cute la meˆme strate´gie gagnante que pour la
Proposition 21, en changeant seulement la fac¸on de jouer le (p+ 1)ie`me coup :
– Si Joueur I choisit un e´le´ment dans un cycle Ci pour i = 2, . . . ,m, alors Joueur II
choisit le meˆme e´le´ment dans C ′i. Les trois conditions sont encore ve´rifie´es.
– Si Joueur I choisit un e´le´ment ap+1 dans le cycle C0 de M, alors Joueur II peut
choisir un e´le´ment bp+1 dans le cycle C
′
0 de longueur 2
k−1 + 3 de M′. Ceci est
possible car pour tout p ≤ k, on a p(2k−p + 1) < 2k−1 + 3. Les trois conditions sont
encore vraies.
– Si Joueur I choisit un e´le´ment bp+1 dans le cycle C0, tel que bp+1 est dans une
intersection de voisinages au rang k − p des bi pour i = 1, . . . , p, alors Joueur II
choisit ap+1 dans l’intersection de voisinages au rang k− p qui correspond dans C0.
– Si Joueur I choisit un e´le´ment bp+1 dans le cycle C0, tel que bp+1 n’est dans aucun
voisinage au rang k−p des bi pour i = 1, . . . , p, montrons que Joueur II peut choisir
un ap+1 qui propage les conditions.
1. On suppose qu’on est dans le cas (1.) (c’est-a`-dire que C0 est de longueur
2k−1 + 1).
– Si les voisinages au rang k−p des ai recouvrent le cycle de longueur 2
k−1+1,
cela signifie que p = 1 et c’est donc pour jouer le deuxie`me coup qu’il se
pose e´ventuellement un proble`me. On a joue´ un seul coup, et on a a1 choisi
dans C0, et b1 choisi dans C
′
0. Joueur Ia choisi b2 dans C
′
0, en dehors du
voisinage au rang k − 1 de b1. Alors Joueur II choisit un e´le´ment a2 de C1.
On poursuit alors le jeu normalement en utilisant au choix C1 ou C0 lorsque
Joueur I choisit un e´le´ment de C ′1 ou C
′
0. C’est toujours possible, car pour
tout p ∈ {2, . . . , k}, on a p(2k−1 + 1) ≤ 2k−2 + 2k−1 + 1, donc strictement
infe´rieur a` la longueur de C1 plus la longueur de C0.
– Sinon, Joueur II choisit un e´le´ment en dehors des voisinages au rang k − p
des ai, pour i = 1, . . ..
2. On suppose qu’on est dans le cas (2.) (c’est-a`-dire que C0 est de longueur
2k−1 + 2).
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– Si les voisinages au rang k−p des ai recouvrent le cycle de longueur 2
k−1+1,
cela signifie que p = 2 et c’est donc pour jouer le troisie`me coup qu’il se pose
e´ventuellement un proble`me. On a joue´ deux coups, et on a (a1, a2) choisis
dans C0, et (b1, b2) choisis dans C
′
0. Joueur Ia choisi b3 dans C
′
0, en dehors
des voisinages au rang k−2 de b1 et b2. Alors Joueur II choisit un e´le´ment a3
de C1. On poursuit alors le jeu normalement en utilisant au choix C1 ou C0
lorsque Joueur I choisit un e´le´ment de C ′1 ou C
′
0. C’est toujours possible, car
pour tout p ∈ {3, . . . , k}, on a p(2k−1+1) ≤ 2k−3+2k−1+1, donc strictement
infe´rieur a` la longueur de C1 plus la longueur de C0.
– Sinon, Joueur II choisit un e´le´ment en dehors des voisinages au rang k − p
des ai, pour i = 1, . . . p.
– Si Joueur I choisit un e´le´ment de C1, ou bien un e´le´ment de C
′
1 et a` aucun moment
dans le jeu les voisinages des ai n’ont recouvert C0, alors Joueur II choisit le meˆme
e´le´ment dans l’autre structure.
– Si Joueur I choisit un e´le´ment de C ′1 et qu’on a eu recours a` C1 pour repre´senter
l’analogue d’un e´le´ment de C ′0, alors :
– si bp+1 est dans une intersection de voisinages des bi pour i = 1, . . . , p, alors Joueur
II choisit l’e´le´ment correspondant dans l’intersection correspondante dans M,
– si bp+1 n’est dans aucune intersection de voisinages des bi pour i = 1, . . . , p, alors
Joueur II choisit dans C1 ou C0 un e´le´ment qui n’est dans aucun voisinage des ai
pour i = 1, . . . , p. C’est possible d’apre`s ce qui pre´ce`de.
Dans tous les cas, les trois conditions restent ve´rifie´es.
¤
13.1.3.4 Equivalence entre configurations
On caracte´rise les classes de k-isomorphisme graˆce a` des conditions satisfaites par les
k-configurations de leurs repre´sentants.
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De´finition 78 (Relation d’e´quivalence sur les k-configurations)
Soient C = (n1, . . . , n2k−1+3) et D = (m1 . . . ,m2k−1+3) deux k-configurations. On
dit que ces deux k-configurations C et D sont e´quivalentes, et on note C ≃ D
si les quatres conditions suivantes sont ve´rifie´es :
1. On a :
2k−1+3∑
j=2k−1+1
nj = 0⇔
2k−1+3∑
j=2k−1+1
mj = 0.
2. Pour tout l ≤ 2k−1, on a :
nl 6= ml ⇒ (nl ≥ k − ⌈log2 l⌉ et ml ≥ k − ⌈log2 l⌉).
3. Pour l = 2i−1 + 1, pour i ∈ {1, . . . , k − 1}, on a :
si
(nl =
2k−1+3∑
j=2i−2+1
nj ou ml =
2k−1+3∑
j=2i−2+1
mj)
alors
nl 6= ml ⇒ (nl > k − ⌈log2 l⌉+ 1 et ml > k − ⌈log2 l⌉+ 1).
4. Pour tout i ∈ {1, . . . , k − 1}, on a :
2i∑
j=2i−1+1
nj 6=
2i∑
j=2i−1+1
mj ⇒
2k−1+3∑
j=2i−1+1
nj > k − i et
2k−1+3∑
j=2i−1+1
mj > k − i.
5. Pour l = 2k−1 + α, avec α ∈ {1, 2}, on a :
(nl =
2k−1+3∑
j=2k−α−1+1
nj = 1⇔ ml =
2k−1+3∑
j=2k−α−1+1
mj = 1).
Remarque 24 Deux structures qui ont une meˆme k-configuration sont k-isomorphes
d’apre`s la Proposition 21, mais deux structures k-isomorphes n’ont pas force´ment la
meˆme k-configuration. C’est pourquoi on introduit une notion d’e´quivalence entre les k-
configurations afin de caracte´riser les classes de k-isomorphisme via les k-configurations.
Proposition 25 (Caracte´risation des classes de k-isomorphisme)
Deux structures A et B mode`les de T sont k-isomorphes si et seulement si les
k-configurations CA et CB qui leurs sont associe´es sont e´quivalentes.
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Preuve :
⇒ : on suppose que les deux configurations C1 et C2 ne sont pas e´quivalentes, et on
montre que les deux structures ne sont pas k-isomorphes. On proce`de de la fac¸on suivante :
pour chaque cas dans lequel les deux configurations ne sont pas e´quivalentes (on nie une
des conditions), on exhibe un e´nonce´ de profondeur de quantification infe´rieure ou e´gale
a` k qui est vrai dans l’une des structures mais faux dans l’autre.
1. On suppose que la premie`re condition n’est pas ve´rifie´e. On peut supposer sans perte
de ge´ne´ralite´ que
2k−1+3∑
j=2k−1+1
nj = 0,
mais
2k−1+3∑
j=2k−1+1
mj 6= 0.
Alors, l’e´nonce´ suivant :
∀x[C1(x) ∨ . . . ∨ C2k−1(x)]
dit que tous les e´le´ments de la structure sont dans des cycles de longueur ≤ 2k−1. Il
est de profondeur de quantification k, et il est vrai dans M1 mais pas dans M2.
2. On suppose que la deuxie`me condition n’est pas ve´rifie´e. On suppose qu’il existe un
l ≤ 2k−1 tel que :
– nl < k − ⌈log2 l⌉ ou ml < k − ⌈log2 l⌉,
– mais nl 6= ml.
On peut supposer sans perte de ge´ne´ralite´ que nl < k − ⌈log2 l⌉. On dispose d’un
e´nonce´ θnl qui dit qu’il y a exactement nl cycles de longueur l :
θnl :=∃x1[Cl(x1) ∧ ∃x2(Cl(x2) ∧ ¬V⌈log2 l⌉−1(x1, x2) ∧ . . . ∧ ∃xnl(Cl(xnl)∧
¬V⌈log2 l⌉−1(x1, xnl) ∧ . . . ∧ ¬V⌈log2 l⌉−1(xnl−1, xnl) ∧ ∀z[Cl(z)→ V⌈log2 l⌉−1(x1, z)
∨ . . . ∨ V⌈log2 l⌉−1(xnl , z)]) . . .)].
Cet e´nonce´ est de profondeur de quantification nl+1+ ⌈log2 l⌉ ≤ k. Il est vrai dans
M1 mais pas dans M2.
3. On suppose que la troisie`me condition n’est pas ve´rifie´e. On suppose que l = 2i−1+1,
pour un i ∈ {1, . . . , k − 1}. On suppose que :
(nl =
2k−1+3∑
j=2i−2+1
nj ou ml =
2k−1+3∑
j=2i−2+1
mj)
mais
nl 6= ml et (nl ≤ k − ⌈log2 l⌉+ 1 ou ml ≤ k − ⌈log2 l⌉+ 1).
Sans perte de ge´ne´ralite´, on peut supposer que
nl =
2k−1+3∑
j=2i−2+1
nj.
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– Si on a nl 6= ml et nl ≤ k − ⌈log2 l⌉+ 1 : alors l’e´nonce´
∃x1[Cl(x1) ∧ . . . ∧ ∃xp((¬C1(xp) ∧ . . . ∧ ¬C2i−2(xp)) ∧ ¬Vi−1(x1, xp) ∧ . . .∧
¬Vi−1(xp−1, xp) ∧ ∃z[¬C1(z) ∧ . . . ∧ ¬C2i−2(z) ∧ ¬Vi−1(x1, z) ∧ . . . ∧ ¬Vi−1(xp, z)])) . . .]
exprime qu’il y a strictement plus de p cycles de longueur l. Elle est de profondeur
de quantification p+ ⌈log2(l − 1)⌉ = p+ ⌈log2 l⌉ − 1 = k, pour p = k − i+ 1, cet
e´nonce´ est vrai dans M2, pas dans M1.
– Si on a nl 6= ml et ml ≤ k − ⌈log2 l⌉+ 1 :
– si un desmj pour j > 2
k−1 est non nul, alors la condition (1.) n’est pas respecte´e,
et on conclut comme en 1.,
– sinon, si un des mj pour j ≤ 2
k−1 et j 6= l est non nul, alors la condition (2.)
n’est pas respecte´e, et on conclut comme en 2.,
– sinon, c’est qu’on a
ml =
2k−1+3∑
j=2i−2+1
mj,
et on peut conclure comme ci-dessus, en e´changeant les roˆles des deux struc-
tures.
4. On suppose que la quatrie`me condition n’est pas ve´rifie´e. On suppose qu’il existe
un i ∈ {1, . . . k − 1} tel que :
2i∑
j=2i−1+1
nj 6=
2i∑
j=2i−1+1
mj,
mais
2k−1+3∑
j=2i−1+1
nj ≤ k − i ou
2k−1+3∑
j=2i−1+1
mj ≤ k − i.
On peut supposer sans perte de ge´ne´ralite´ que
2k−1+3∑
j=2i−1+1
nj ≤ k − i.
– Si on a :
2i∑
j=2i−1+1
nj < k − i,
alors tous les nj pour j ∈ {2
i−1 + 1, . . . , 2i} sont < k − ⌈log2 j⌉. Si l’un des mj
correspondants est distinct de nj, la deuxie`me condition est mise en de´faut et on
conclut comme en 2., sinon, cela implique que
2i∑
j=2i−1+1
nj =
2i∑
j=2i−1+1
mj,
ce qui est impossible d’apre`s l’hypothe`se de de´part.
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– Si on a :
2i∑
j=2i−1+1
mj < k − i,
alors tous les nj pour j ∈ {2
i−1 + 1, . . . , 2i} sont < k − ⌈log2 j⌉. Si l’un des nj
correspondants est distinct de mj, la deuxie`me condition est mise en de´faut et on
conclut comme en 2., sinon, cela implique que
2i∑
j=2i−1+1
nj =
2i∑
j=2i−1+1
mj,
ce qui est impossible d’apre`s l’hypothe`se de de´part.
– Sinon, on a :
2i∑
j=2i−1+1
nj = k − i et
2i∑
j=2i−1+1
nj > k − i,
et on conside`re l’e´nonce´
Θp :=∃x1[(C2i−1+1(x1) ∨ . . . ∨ C2i(x1)) ∧ ∃x2[(C2i−1+1(x2) ∨ . . . ∨ C2i(x2))∧
¬Vi(x1, x2) ∧ . . . ∧ ∃xp[(C2i−1+1(xp) ∨ . . . ∨ C2i(xp)) ∧ ¬Vi(x1, xp) ∧ . . .∧
¬Vi(xp−1, xp) ∧ ∃z[¬C1(z) ∧ . . . ∧ ¬C2i−1(z) ∧ ¬Vi(x1, z) ∧ . . . ∧ ¬Vi(xp, z)]]]].
Cet e´nonce´ exprime qu’il y a au moins p cycles de longueur dans {2i−1+1, . . . , 2i},
et au moins un autre cycle de longueur ≥ 2i−1+1. Pour p = k− i, cet e´nonce´ est
de profondeur de quantification k, et il est vrai dans M2 mais pas dans M1.
5. On suppose que la cinquieme condition n’est pas ve´rifie´e. On suppose que l =
2k−1 + α, avec α ∈ {1, 2}, et que :
nl =
2k−1+3∑
j=2k−α−1+1
nj = 1,
mais
ml =
2k−1+3∑
j=2k−α−1+1
mj 6= 1 ou ml 6=
2k−1+3∑
j=2k−α−1+1
mj.
Dans les deux cas, l’e´nonce´ ∃xG2k−1+α est vrai dans M1 mais pas dans M2.
⇐ : On suppose maintenant que les configurations C1 et C2 sont e´quivalentes, et on
montre que les deux structures sont k-isomorphes en exhibant une strate´gie gagnante pour
Joueur II dans le jeu d’Ehrenfeucht en k coups entre les deux structures. La strate´gie est
la meˆme que dans les preuves pre´ce´dentes, a` savoir que si Joueur I joue l’e´le´ment ap+1
dans une intersection de voisinages au rang k − p des ai de´ja` choisis, Joueur II choisit
l’e´le´ment bp+1 dans l’intersection correspondant dans l’autre structure, et si Joueur I joue
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l’e´le´ment ap+1 en dehors de tous les voisinages des ai de´ja` joue´s, alors Joueur II essaie d’en
faire autant, et de placer bp+1 dans un cycle de meˆme longueur que ap+1 si ce cycle est
“petit au rang k − p”. Montrons que nous pouvons toujours effectuer ce jeu. On suppose
qu’on a de´ja` joue´ p coups, et que Joueur I choisit un e´le´ment ap+1 sur un cycle de longueur
l de M1, en dehors de tous les voisinages au rang k − p des ai pour i = 1 . . . p.
– Si l ≥ 2k−1+3, alors la Condition 1 impose qu’il y ait un cycle de longueur ≥ 2k−1+1
dansM2. D’apre`s la Condition 5, on ne peut avoir un seul cycle de longueur 2
k−1+1
ou un seul cycle de longueur 2k−1 + 2 dans M2. Comme on a recouvert au plus
p(2k−p + 1) e´le´ments au cours des pre´ce´dents p coups, on a au moins un e´le´ment
dans l’un de ces cycles qui n’est pas recouvert. Joueur II choisit un tel e´le´ment.
– Si l = 2k−1 + 2, on a deux possibilite´s.
– Si c’est le seul cycle de M1 de longueur ≥ 2
k−3 + 1, alors c’est aussi le cas dans
M2, et on ne l’a pas recouvert avant : on ne peut pas l’avoir mis en correspondance
avec un cycle plus petit, qui est encore totalement de´finissable jusqu’a` p = 2, et
apre`s p = 2, les voisinages ne peuvent plus recouvrir le cycle de longueur 2k−1+2.
Il reste donc au moins un e´le´ment non recouvert sur le cycle de M2. Joueur II
choisit cet e´le´ment.
– Sinon, il y a dans M2 au moins un cycle de longueur ≥ 2
k−3 + 1, dont au moins
un cycle de longueur ≥ 2k−1+1 d’apre`s la Condition 1. Si dansM2, il n’y a qu’un
seul cycle de longueur 2k−1 + 1, alors la Condition 5 impose qu’il y ait au moins
un autre cycle de longueur ≥ 2k−2+1. Donc si p = 1 et qu’on a recouvert le cycle
de longueur 2k−1 + 1 au coup 1, Joueur II peut choisir un e´le´ment d’un cycle de
longueur ≥ 2k−2 + 1. Si p = 2 et qu’on a recouvert un cycle de longueur 2k−1 + 2
dans M2, Joueur II peut choisir un e´le´ment d’un cycle de longueur ≥ 2
k−3 + 1.
Si p > 2, on ne peut plus recouvrir les cycles moyens, donc on prend un e´le´ment
non recouvert d’un cycle moyen ou grand de M2.
– Si l = 2k−1 + 1, on a deux possibilite´s.
– Si c’est le seul cycle de M1 de longueur ≥ 2
k−2 + 1, alors on est dans la meˆme
situation dans M2. Joueur II peut alors jouer, on n’a pas recouvert le cycle de
M2 au coup p.
– Sinon, il y a dans M2 au moins un cycle de longueur ≥ 2
k−2 + 1, dont au moins
un cycle de longueur ≥ 2k−1+1 d’apre`s la Condition 1. Si dansM2, il n’y a qu’un
seul cycle de longueur 2k−1 + 1, alors la Condition 3 impose qu’il y ait au moins
un autre cycle de longueur ≥ 2k−2+1. Donc si p = 1 et qu’on a recouvert le cycle
de longueur 2k−1 + 1 au coup 1, Joueur II peut choisir un e´le´ment d’un cycle de
longueur ≥ 2k−2 + 1. Si p = 2 et qu’on a recouvert un cycle de longueur 2k−2 + 2
dans M2, Joueur II peut choisir un e´le´ment d’un cycle de longueur ≥ 2
k−2 + 1.
Si p > 2, on ne peut plus recouvrir les cycles moyens, donc on prend un e´le´ment
non recouvert d’un cycle moyen ou grand de M2.
– Sinon, l ∈ {1, . . . 2k−1}. D’apre`s la Condition 2, il y a au moins un cycle de longueur
l dans M2. On a joue´ p coups. La question est donc de savoir si on a recouvert
tous les cycles de longueur l de M2, et si c’est le cas, peut-on trouver un cycle de
longueur ≥ 2⌈log2 l⌉−1 + 1 qui a encore un e´le´ment non recouvert dans M2.
– Si nl < k − ⌈log2 l⌉ ou ml < k − ⌈log2 l⌉, alors on a ml = nl, donc si Joueur I a
pu choisir un cycle de longueur l dans M1, alors Joueur II peut aussi en choisir
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un dans M2.
– Sinon, on a nl ≥ k − ⌈log2 l⌉ et ml ≥ k − ⌈log2 l⌉.
– Si ml > p, alors cela signifie qu’il reste au moins un cycle de longueur l non
touche´ dans M2. Joueur II choisit un e´le´ment sur ce cycle.
– Sinon, on a p ≥ ml ≥ k − ⌈log2 l⌉. Si Joueur I n’a pas recouvert tous les cycles
de longueur l au rang p, Joueur II choisit un e´le´ment non recouvert d’un cycle
de longueur l. Sinon, cela signifie que Joueur I a recouvert tous les cycles de
longueur l au coup p.
– Si l = 2i−1 + 1 et ml ≤ k − ⌈log2 l⌉+ 1, et
ml =
2k−1+3∑
j=2i−2+1
mj,
alors on a ml = nl d’apre`s la Condition 3, donc si Joueur I a pu prendre un
e´le´ment dans un cycle de longueur l, Joueur II peut e´galement.
– Sinon, on a (ml ≥ k − ⌈log2 l⌉ et (l 6= 2
i−1 + 1 ou ml 6=
∑2k−1+3
j=2i−2+1mj)), ou
ml > k − ⌈log2 l⌉, en posant i = ⌈log2 l⌉.
Cas ou` p = k − i. Alors, on a ml = p = k − i et (l 6= 2
i−1 + 1 ou ml 6=∑2k−1+3
j=2i−2+1mj). Si Joueur I a recouvert p cycles de longueur l au coup p,
alors Joueur II a recouvert p cycles de longueur l au coup p, et ne´cessairement,
pour que Joueur I puisse choisir au coup p + 1 un e´le´ment non recouvert
d’un cycle de longueur l, on a nl > k− i (En effet, les voisinages au coup p
sont de taille 2i+1, et les voisinages des coups d’avant encore plus grands,
donc ne´cessairement, a` un cycle de longueur l correspond un cycle de lon-
gueur l dans les coups pre´ce´dents). Alors, on a :
2i∑
j=2i−1+1
nj > k − i = p.
1. Si on a :
2i∑
j=2i−1+1
mj =
2i∑
j=2i−1+1
nj > p,
alors on a encore un e´le´ment non recouvert sur un cycle de longueur
≥ 2i−1 + 1. Joueur II peut choisir un tel e´le´ment.
2. Sinon, on a, d’apre`s la Condition 4 :
2k−1+3∑
j=2i−1+1
mj > k − i = p,
donc Joueur II peut choisir un e´le´ment sur un cycle de longueur≥ 2i−1+1
non touche´.
Cas ou` p > k − i. Alors les voisinages sont de taille 2k−p + 1 ≤ 2i−1 + 1.
188 Chapitre 13. Re´sultats sur le cas binaire
1. Si l = 2i−1 + 1 et
ml =
2i∑
j=2i−2+1
mj,
alors ml > k − i + 1 (et nl > k − i + 1). On ne peut pas recouvrir en p
coups k − i+ 2 cycles de longueur 2i−1 + 1.
2. Si l = 2i−1 + 1 et
ml <
2k−1+3∑
j=2i−2+1
mj,
alors il y a au moins k − i cycles de longueur 2i−1 + 1 et au moins un
autre cycle de longueur > 2i−2 + 1, et on ne peut pas les recouvrir tous
en p coups.
3. Sinon, on a l ∈ {2i−1 + 2, . . . 2i}, et ml ≥ k − i, et on ne peut pas les
recouvrir tous en p coups.
¤
Ces crite`res de caracte´risation des classes de k-isomorphisme vont nous aider a` de´crire
tre`s pre´cise´ment les cardinaux des repre´sentants de ces classes.
13.1.4 Etude des cardinaux des repre´sentants des classes de k-
isomorphisme
On fixe k ≥ 3.
De´finition 79 (Grand cycle)
Soit M un mode`le de T , et C = {n1, . . . , n2k−3+1} sa k-configuration. On dit
que l ≥ 2k−1 + 1 est une longueur de grand cycle si M est k-isomorphe a` une
structure M′ construite a` partir de M en ajoutant un e´le´ment a` un cycle de
longueur l.
Remarque 25 Si on a (n2k−1+1, n2k−1+2, n2k−1+3) 6= (1, 0, 0) ou (n2k−1+1, n2k−1+2, n2k−1+3) 6=
(0, 1, 0), alors toutes les longueurs de cycles pour l ≥ 2k−1+1 sont des longueurs de grands
cycles.
Ces grand cycles jouent un roˆle particulier sur le cardinal des repre´sentants des classes de
k-isomorphisme, car s’il y a un grand cycle, on a un mode`le de cardinal n pour tout n
assez grand. Dans le cas ou` il n’y a pas de grand cycle, on peut caracte´riser pre´cise´ment
les cardinaux atteints par les repre´sentants d’une classe de k-isomorphisme.
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13.1.4.1 Classes avec au moins un grand cycle
Proposition 26 (Classe avec un grand cycle)
Soit M un repre´sentant de C, et C = {n1, . . . , n2k−3+1}. On suppose que M a au
moins un grand cycle. Alors pour tout repre´sentant M′ de C, M′ a e´galement
un grand cycle.
Preuve : Soit M′ un repre´sentant de C. Si M′ n’a pas de grand cycle, alors :
– soit M′ n’a aucun cycle de longueur l ≥ 2k−1 + 1, ce qui est impossible d’apre`s la
Condition 1 d’e´quivalence des k-configurations,
– soitM′ a un seul cycle de longueur l ≥ 2k−2+1 et ce cycle est de longueur 2k−1+1,
ce qui est impossible d’apre`s la Condition 5 d’e´quivalence des k-configurations,
– soitM′ a un seul cycle de longueur l ≥ 2k−3+1 et ce cycle est de longueur 2k−1+2,
ce qui est impossible d’apre`s la Condition 5 d’e´quivalence des k-configurations.
¤
Soit M0 un repre´sentant de C de cardinal n0 minimal. Soit n ≥ n0. On peut construire
un repre´sentant de C de cardinal n en ajoutant n− n0 e´le´ment a` un grand cycle de M0.
Donc, pour tout n assez grand, cette classe a un repre´sentant de cardinal n.
13.1.4.2 Classes sans grand cycle
On ne conside`re maintenant que des classes sans grand cycle. Le seul moyen d’aug-
menter le cardinal d’un repre´sentant d’une classe est maintenant de rajouter des cycles
de longueur donne´e. Ces cycles seront appele´s cycles nombreux.
De´finition 80 (Cycles nombreux)
Soient M un mode`le de T sans grand cycle, et CM = {n1, . . . , n2k−1+3} sa k-
configuration. Soit l ∈ {1, . . . , 2k−1}. On dit que des cycles de longueur l sont
nombreux si M est k-isomorphe a` la structure M′ obtenue a` partir de M en
ajoutant un cycle de longueur l.
Remarque 26 Cette notion n’est pas de´finie pour les cycles moyens, car ceux-ci de-
viennent grands a` partir du moment ou` les conditions de la de´finition sont satisfaites.
Remarque 27 Si on a nl ≥ k, la longueur l est obligatoirement une longueur de cycle
nombreux.
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Si le cardinal d’une structure n’ayant pas de grand cycle est assez grand, cela signifie que,
ne´cessairement, il y a des cycles nombreux pour certaines longueurs. On montre alors
que les configurations e´quivalentes associe´es a` des structures de cardinal suffisant ont les
meˆmes cycles nombreux.
De´finition 81 (Ensemble des longueurs des cycles nombreux)
Soit C une classe de k-isomorphisme sans grand cycle, M un repre´sentant de
C, et CM = (n1, . . . , n2k−1+2, 0) sa configuration associe´e. Soient l1, . . . , ls les
longueurs de cycles nombreux. On pose :
LNM = {l1, . . . , ls}
l’ensemble des longueurs des cycles nombreux de la structure M.
Proposition 27
Soit M un mode`le de T sans grand cycle, soit C = (n1, . . . , n2k−1 , 0) sa k-
configuration, et LNM = {l1 < . . . < lm} son ensemble de longueurs de cycles
nombreux. Alors, si l < lm et l 6∈ LNM, alors on a nl < k − ⌈log2 l⌉.
Preuve : Soit l tel que l 6∈ LNM et l < lm. On suppose que nl ≥ k − ⌈log2 l⌉. Soit M
′
la structure construite a` partir de M en ajoutant un (nl + 1)ie`me cycle de longueur l.
Alors :
– la condition 1 d’e´quivalence des configurations est ve´rifie´e (on n’a pas touche´ aux
cycles de longueur ≥ 2k−1 + 1),
– la condition 2 d’e´quivalence des configurations est ve´rifie´e,
– la condition 3 d’e´quivalence des configurations est ve´rifie´e (les pre´misses sont fausses),
– la condition 4 d’e´quivalence des configurations est ve´rifie´e (les cycles de longueur
lm sont nombreux et comptent dans la somme de nombres de cycles de longueur
≥ 2i−1 + 1),
– la condition 5 d’e´quivalence des configurations est ve´rifie´e (on n’a pas touche´ aux
cycles de longueur ≥ 2k−1 + 1).
Donc les deux structures sont k-isomorphes, ce qui contredit l 6∈ LNM, d’ou nl < k −
⌈log2⌉.
¤
Remarque 28 Si on a l une longueur de cycles nombreux, on a ne´cessairement nl ≥
k − ⌈log2⌉ d’apre`s la Condition 2.
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Remarque 29 Si l est une longueur de cycles nombreux dans une structure M, alors l
reste une longueur de cycles nombreux dans toute structure M′ construite a` partir de M
en ajoutant un nombre arbitraire de cycles de longueur l.
Proposition 28
Soit C une classe sans grand cycle, et M1, M2 deux repre´sentants de C ayant
des ensembles non vides de longueurs de cycles nombreux. Alors, on a :
LNM1 = LNM2 .
Preuve : On note LNM1 = {l
1
1, . . . , l
1
r} et LNM2 = {l
2
1, . . . , l
2
s}. On suppose que l
1
1 ≤
. . . ≤ l1r et l
2
1 ≤ . . . ≤ l
2
s . On suppose de plus que r ≤ s. On note CM1 = (n
1
1, . . . , n
1
2k−1
, 0)
la configuration associe´e a`M1 et CM2 = (n
2
1, . . . , n
2
2k−1
, 0) la configuration associe´e a`M2.
On montre par re´currence sur p ∈ {1, . . . , r}, qu’on a l1p = l
2
p.
Pour p = 1, on a, d’une part :
∀i ∈ {1, . . . , l11 − 1}, n
1
i < k − ⌈log2 i⌉,
et, d’autre part :
∀i ∈ {1, . . . , l21 − 1}, n
2
i < k − ⌈log2 i⌉,
par de´finition des ensembles LN et d’apre`s la Proposition 27. Les configurations sont
e´quivalentes, donc ne´cessairement, on a l11 = l
2
1.
Montrons que l’hypothe`se au rang p entraˆıne l’hypothe`se au rang p + 1. On a donc l1p =
l2p = lp. On a, d’une part :
∀i ∈ {lp + 1, . . . , l
1
p+1 − 1}, n
1
i < k − ⌈log2 i⌉,
et, d’autre part :
∀i ∈ {lp + 1, . . . , l
2
p+1 − 1}, n
2
i < k − ⌈log2 i⌉,
par de´finition des ensembles LN et d’apre`s la Proposition 27. Les configurations sont
e´quivalentes, donc ne´cessairement, on a l1p+1 = l
2
p+1.
Il reste a` montrer que r = s. On raisonne par l’absurde : on suppose que r < s, et on montre
que ls ∈ LNM1 . Pour cela, on conside`re la structure M
′
1 construite a` partie de M1 en
ajoutant un cycle de longueur ls. On montre qu’il y a e´quivalence entre les k-configurations
de M1 et M
′
1 en passant par l’e´quivalence des configurations entre M1 et M2. Par
de´finition d’une longueur de cycles nombreux, on peut supposer n2ls arbitrairement grand,
par exemple e´gal a` k.
– La Condition 1 est ve´rifie´e, car on ne touche pas aux cycles de longueur ≥ 2k−1+1.
– La Condition 2 est ve´rifie´e, car du fait de l’e´quivalence entre M1 et M2, on a
n1ls ≥ k − ⌈log2 ls⌉, et d’autre part on a nls + 1 > nls ≥ k − ⌈log2 ls⌉.
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– La Condition 3 est ve´rifie´e, car si ls = 2
i−1 + 1 et n1ls =
∑2k−1+3
j=2i−2+1 n
1
j , alors du fait
de l’e´quivalence entre M1 et M2, on a n
1
ls
> k − ⌈log2 ls⌉+ 1, et d’autre part on a
nls + 1 > nls > k − ⌈log2 ls⌉+ 1.
– La Condition 4 est ve´rifie´e, car d’apre`s l’e´quivalence entreM1 etM2, on a
∑2k−1+3
j=2i−1+1 n
1
j >
k − i et d’autre part,
∑2k−1+3
j=2i−1+1 n
1
j + nls >
∑2k−1+3
j=2i−1+1 n
1
j > k − i.
– La Condition 5 est ve´rifie´e car on ne touche pas aux cycles de longueur ≥ 2k−1 + 1.
On ne peut donc avoir r < s.
Par conse´quent, les deux configurations ont les meˆmes ensembles de longueurs de cycles
nombreux.
¤
On peut donc associer a` une classe de k-isomorphisme un ensemble de longueurs de
cycles nombreux, qui est l’ensemble LN commun a` tous ses repre´sentants de cardinal
suffisamment grand. On conside`re par exemple, que si la structure est de cardinal n >
k×(2k−1+2), alors elle est de cardinal suffisamment grand (c’est assez grand pour garantir
qu’on a des cycles nombreux).
De´finition 82 (Cycle nombreux dans une classe)
Soit C une classe de k-isomorphisme sans grand cycle et posse´dant au moins un
repre´sentant M de cardinal n > k × (2k−1 + 2). On note
LNC = LNM
l’ensemble des longueurs des cycles nombreux de la classe C.
Remarque 30 Comme les longueurs des cycles nombreux sont toujours les meˆmes, les
longueurs des cycles qui ne sont pas nombreux sont e´galement toujours les meˆmes. Comme
les cycles peu nombreux sont toujours en meˆme nombre, pour tout repre´sentant d’une
classe donne´e, on peut parler du nombre de cycles commun a` tous les repre´sentants pour
toute longueur ou` les cycles ne sont pas nombreux.
De´finition 83 (Configuration d’une classe)
Soit C une classe de k-isomorphisme sans grand cycle et posse´dant au moins un
repre´sentant M de cardinal n > k × (2k−1 + 2). On de´finit la configuration de
la classe C comme e´tant un ensemble de la forme :
CC = {n1, . . . , n2k−1+3},
ou` ni est le signe ∞ si i ∈ LNC, et ni est le nombre de cycles de longueur i
commun a` tous les repre´sentants de C sinon.
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Cette notion est bien de´finie d’apre`s la remarque et la proposition pre´ce´dentes. On peut
de´sormais caracte´riser les cardinaux des repre´sentants d’une classe de k-isomorphisme
sans grand cycle.
Proposition 29 On conside`re une classe de k-isomorphisme C sans grand cycle,
ayant au moins un repre´sentant de cardinal n > k× (2k−1 + 2). On note LNC =
{l1, . . . , lm} l’ensemble des longueurs des cycles nombreux de C, et les longueurs
des cycles peu nombreux sont : {l′1, . . . , l
′
r}. On note CC = {n1, . . . , n2k−1+3} la
configuration de la classe C. Alors :
1. tout repre´sentant de C de cardinal n > k × (2k−1 + 2) satisfait :
n ≡
r∑
i=1
nl′il
′
i [pgcd(l1, . . . , lm)].
2. Pour tout nombre n assez grand de la forme
n ≡
r∑
i=1
nl′il
′
i [pgcd(l1, . . . , lm)],
il existe un repre´sentant de C de cardinal n.
Preuve : On pose d = pgcd(l1, . . . , lm).
Soit X un repre´sentant de C. Il compte nl′i cycles de longueur l
′
i pour 1 ≤ i ≤ r et de
nombreux cycles de longueur lj pour 1 ≤ j ≤ m. Son nombre d’e´le´ments est donc de la
forme :
n =
r∑
i=1
nl′il
′
i +
m∑
j=1
αjlj.
avec les αj > 0. Donc :
n ≡
r∑
i=1
nl′il
′
i [pgcd(l1, . . . , lm)].
On suppose maintenant qu’on a un nombre n assez grand de la forme :
n =
r∑
i=1
nl′il
′
i + αd.
On veut montrer qu’il existe un repre´sentant de C de ce cardinal, tout en pre´cisant la
notion de “assez grand”.
Les cycles de longueur l1, . . . , lm sont nombreux, il y en a donc au moins Ni = k−⌈log2 li⌉
pour la longueur li. On pose n1 = n − (
∑r
i=1 nl′il
′
i +
∑m
j=1Njlj). Le nombre n1 est de
la forme βd. On veut montrer que ce nombre n1 peut correspondre a` une somme de
la forme
∑m
j=1 µjlj pour repre´senter une de´composition du repre´sentant de C que l’on
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veut construire. On pose a1 = l1/d, . . . , am = lm/d. On a donc ramene´ le proble`me a` la
de´composition de β (pour un β assez grand) sous la forme :
β =
m∑
j=1
αjaj. (avec αj ≥ 1).
Cette de´composition nous est donne´e par le lemme ge´ne´ral suivant :
Lemme 9 Soient a1, . . . am des nombres entiers tels que pgcd(a1, . . . am) = 1.
Alors pour tout β ≥ m × ppcm(a1, . . . am), il existe α1, . . . αm tels que pour tout
i ∈ {1 . . .m}, on ait αi ≥ 1, et
β =
m∑
i=1
αiai.
Preuve : (du lemme)
Comme pgcd(a1, . . . am) = 1, il existe β1, . . . , βm non nuls tels que
1 =
m∑
i=1
βiai.
On suppose, sans perte de ge´ne´ralite´, que β1, . . . βr > 0 et βr+1, . . . βm < 0. On pose
u = ppcm(a1, . . . am). On a :
β = ββ1a1 + . . .+ ββrar︸ ︷︷ ︸
>0
+ ββr+1ar+1 + . . .+ ββmam︸ ︷︷ ︸
<0
.
Pour i entre 1 et r : on pose ββi = Qi
u
ai
+Ri, avec
u
ai
≥ Ri > 0 (Variante de la division
euclidienne rendue possible par le fait que chaque ββi est > 0). On a alors :
β = R1a1 + . . .+Rrar + (
r∑
i=1
Qi)u+ ββr+1ar+1 + . . .+ ββmam.
Pour i entre r + 1 et m − 1 : on pose ββi = Q
′
i
u
ai
+ R′i, avec
u
ai
≥ R′i > 0 (et Q
′
i ≤ 0).
On a alors :
β = R1a1 + . . .+R
′
m−1am−1 +
[
u
am
(
r∑
i=1
Qi +
m−1∑
i=r+1
Q′i) + ββm
]
am.
Comme on a β ≥ mu et :
R1a1 + . . .+Rrar +Rr+1ar+1 + . . .+R
′
m−1am−1 ≤ (m− 1)u,
ne´cessairement le coefficient devant am est strictement positif. Tous les coefficients devant
les ai ont e´te´ rendus strictement positifs, c’est ce qu’on voulait.
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¤
En conclusion, pour n ≥ max(k×(2k−1+2)+1,
∑r
i=1 nl′il
′
i+
∑m
j=1Njlj+m×ppcm(l1/d, . . . lm/d))
qui satisfait la congruence voulue, on a un repre´sentant de la classe C de cardinal n.
¤
13.1.4.3 Cas d’un grand nombre premier p
Afin de prouver que la conjecture de Ash constante n’est pas ve´rifie´e pour un graphe de
bijection, on s’inte´resse au cas particulier ou` le pgcd des longueurs des cycles nombreux est
un grand premier p, compris entre 2k−2+1 et 2k−1. On montre notamment la proposition
suivante.
Proposition 30 Pour tout nombre premier p ∈ {2k−2+1, . . . , 2k−1}, le nombre
de classes de k-isomorphisme sans grand cycle ayant p comme pgcd des longueurs
de cycles nombreux n’est pas divisible par p.
Cette proposition de´coule du Lemme 10 et du Lemme 11.
Lemme 10 Soit p ∈ {2k−2 + 1, . . . , 2k−1}. Soit C une classe sans grand cycle,
et ayant pour longueurs de cycles nombreux les e´le´ments de LNC = {l1, . . . , lm}.
On suppose que pgcd(l1, . . . , lm) = p. Alors LNC = {p} et il n’y a aucun cycle de
longueur l > 2k−2, sauf des cycles de longueur p.
Preuve : Pour que pgcd(l1, . . . , lm) = p, il faut que p divise tous les li. Or chaque li est
infe´rieur a` 2k−1 < 2p, donc L = {p}. Donc pour toute longueur de cycle l 6= p comprise
entre 2k−2 + 1 et p, on a :
nl < k − ⌈log2 l⌉ ≤ k − ⌈log2(2
k−2 + 1)⌉ = 1.
Il n’y a donc aucun cycle de longueur l 6= p comprise entre 2k−2 + 1 et p. D’autre part,
s’il y a un l ≥ p+ 1 tel que nl ≥ k − ⌈log2(2
k−2 + 1)⌉ = 1, on montre alors par l’examen
des Conditions 1 a` 5 que la configuration est e´quivalente a` celle ou` l’on rajoute 1 a` nl,
autrement dit l ∈ LNC, ce qui est impossible. Il n’y a donc aucun cycle de longueur l > p
non plus.
¤
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Lemme 11 Le nombre de classes de k-isomorphisme sans grand cycle dont le
pgcd des longueurs des cycles nombreux est p est :
(k − 1)
k−3∏
h=0
(k − h− 2)2
h
.
Preuve : On note dans le tableau suivant le nombre de cycles possibles pour les diffe´rentes
longueurs dans une classe sans grand cycle (comme on a des cycles de longueur p, les
nombres possibles de cycles des autres longueurs sont comprises entre 0 et k − ⌈log2 l⌉) :
Longueur 1 2 3 4 . . . 2k−2 + 1 . . . p . . . 2k−1 ≥ 2k−1 + 1
Nombre 0 0 0 . . . 0 . . . 0 ∞ 0 . . . 0 0
...
...
...
...
... k − 3
... k − 2
k − 1
Le nombre de classes est alors :
(k − 1)× (k − 2)× (k − 3)2 × . . .× (k − (k − 3)− 2)2
k−3
= (k − 1)
k−3∏
h=0
(k − h− 2)2
h
.
¤
Preuve : (de la Proposition 30) Comme p > 2k−2 et pour tout h ∈ {0, . . . k − 3}, on a
k − h− 2 < 2k−2, on a clairement :
p 6 | (k − 1)
k−3∏
h=0
(k − h− 2)2
h
.
¤
Corollaire 6 Le nombre Np,k(n) de classes de k-isomorphisme sans grand cycle
qui ont un pgcd de longueurs de cycles nombreux e´gal a` p et qui posse`dent un
repre´sentant de taille n est ultimement pe´riodique de pe´riode p, et non ultime-
ment constant.
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Preuve : La pe´riodicite´ de pe´riode p de´coule de la Proposition 29. On scinde les classes
de k-isomorphisme dont le pgcd des longueurs des cycles nombreux est p en p cate´gories :
– celles dont le cardinal des repre´sentants est congru a` 0 modulo p,
– celles dont le cardinal des repre´sentants est congru a` 1 modulo p,
– . . .
– celles dont le cardinal des repre´sentants est congru a` p− 1 modulo p.
Si pour toutes les cate´gories, on a le meˆme nombre de classes, le nombre p divise ne´cessai-
rement le nombre total de classes dont le pgcd des longueurs des cycles nombreux est p.
Ce qui n’est pas le cas d’apre`s la Proposition 30.
¤
13.1.5 La conjecture de Ash constante n’est pas ve´rifie´e
Analysons le nombre de classes de k-isomorphisme. On peut se´parer les classes en trois
cate´gories :
1. les classes ayant au moins un grand cycle. Celles-ci ont un repre´sentant de taille n,
pour tout n assez grand. On note N∞ le nombre de ces classes ;
2. les classes dont les repre´sentants sont de cardinal borne´. Celles-ci n’interviennent
pas dans le comportement asymptotique de la fonction de comptage des classes ;
3. les classes sans grand cycle, et ayant au moins un repre´sentant de cardinal n >
k× (2k−1+2). La cardinalite´ des repre´sentants d’une classe C de cette cate´gorie est
pe´riodique de pe´riode le pgcd des longueurs des cycles nombreux.
On note Λk l’ensemble des nombres entiers que l’on peut atteindre en calculant tous
les pgcd de m nombres pris dans {1, . . . , 2k−1} (m ≥ 1). On note e´galement Nd,k(n) le
nombre de classe de k-isomorphisme appartenant a` la troisie`me cate´gorie dont le pgcd
des longueurs des cycles nombreux est d et qui ont au moins un repre´sentant de cardinal
n. On peut de´composer le nombre de classes de k-isomorphisme ayant un repre´sentant de
cardinal n de la fac¸on suivante :
NT,k(n) = N∞ +
∑
d∈Λk
Nd,k(n).
Il suffit alors de remarquer les faits suivants :
– D’apre`s la Proposition 29, chaque n 7→ Nd,k(n) est ultimement pe´riodique de pe´riode
d (mais peut eˆtre ultimement constant). Donc n 7→ NT,k(n) est ultimement pe´riodique
(de pe´riode un diviseur de
∏
d∈Λk
d). On retrouve le re´sultat du The´ore`me 18.
– On peut toujours trouver un nombre premier p entre 2k−2 + 1 et 2k−1, pour k ≥ 3.
– Pour un tel p, n 7→ Np,k(n) est ultimement pe´riodique de pe´riode p et non ultimement
constant d’apre`s le Corollaire 6 de la Proposition 30. Comme p est premier avec tous
les autres pgcd, sa contribution non constante a` NT,k(n) ne peut pas eˆtre compense´e
par les autres Nd,k(n). Donc n 7→ NT,k(n) est non ultimement constante.
Nous venons donc de prouver le The´ore`me 17.
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13.1.6 Conclusion
Nous venons d’exhiber un exemple de the´orie pour laquelle le comportement de la
fonction de comptage des classes de k-isomorphisme est pe´riodique mais non constant.
Nous avions de´ja` l’exemple de la the´orie des alge`bres de Boole (Chapitre 11, Paragraphe
11.2.4), mais comme nous l’avons de´ja` fait remarquer, la the´orie des alge`bres de Boole
est tre`s contrainte, alors que celle d’un graphe de bijection l’est un peu moins (il suffit
de tourner en rond). Cela nous conforte dans l’intuition selon laquelle plus la the´orie est
contrainte et moins la fonction de comptage est re´gulie`re, et inversement. Il y a donc une
possibilite´ pour que la conjection de Ash (constante) soit vraie quand la the´orie est la
the´orie vide.
D’autre part, nous venons de montrer que le comple´mentaire d’un spectre de bijection
est un spectre, comme conse´quence de la conjecture de Ash pe´riodique.
13.2 Ge´ne´ralisations d’un graphe de bijection
Nous allons de´sormais nous inte´resser a` des the´ories qui ressemblent a` celle d’un graphe
de bijection, et pour lesquelles on a un re´sultat positif a` la conjecture de Ash pe´riodique.
Nous supposons que le langage contient a` chaque fois l’e´galite´. Il s’agit de :
– un graphe de fonction (Paragraphe 13.2.1),
– un graphe de fonction et des relations unaires (Paragraphe 13.2.2).
– un graphe non oriente´ de degre´ 2 (Paragraphe 13.2.3),
– un graphe oriente´ de degre´ total 2 (Paragraphe 13.2.4),
13.2.1 Un graphe de fonction
Le langage σ se compose de l’e´galite´ et d’un pre´dicat F . La the´orie d’un graphe de
fonction est la suivante :
Tf = {∀x(∃y[F (x, y) ∧ ∀z(F (x, z)→ (z = y))])}
(on a perdu l’existence et l’unicite´ de l’ante´ce´dent).
Les mode`les finis de cette the´orie ressemblent aux mode`les finis de la the´orie d’un graphe
de bijection, a` ceci pre`s qu’on a la possibilite´ d’ajouter des arbres finis dont la racine est
un e´le´ment d’un cycle. On peut voir Figure 13.3 un exemple d’un mode`le de Tf .
On montre le The´ore`me 19 suivant :
Theore`me 19 (Conjecture de Ash pour un graphe de fonction)
Soit k ≥ 3. La fonction de Ash n 7→ NTf ,k(n) est ultimement pe´riodique.
Preuve : Pour montrer ce re´sultat, nous re´alisons des de´coupages de branches et de cycles,
me´thode initialement utilise´e par Durand, Fagin et Loesher dans [DFL98]. Ces de´coupages
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Fig. 13.3 – Un mode`le fini de la the´orie d’un graphe de fonction.
sont semblables au de´coupage des grands cycles pre´sente´ au Paragraphe 13.1.2.2. On
obtient le re´sultat pre´sente´ ci-dessous.
Proposition 31
Soit k ≥ 2. Il existe deux constantes Ak et Lk telles que tout mode`le fini de Tf
est k-isomorphe a` un mode`le fini de Tf de meˆme cardinal dont les cycles sont de
longueur infe´rieure ou e´gale a` Lk et dont tous les arbres pre´sents sur ces cycles
sont de taille infe´rieure ou e´gale a` Af .
Ce re´sultat est de´montre´ dans [DFL98].
De´finition 84 (Cycle chevelu)
On appelle cycle chevelu une composante connexe d’un mode`le fini de Tf .
Il n’y a qu’un nombre fini de cycles chevelus satisfaisant les deux conditions :
– tous les cycles sont de longueur infe´rieure ou e´gale a` Lk,
– tous les arbres connecte´s a` ces cycles sont de taille infe´rieure ou e´gale a` Ak.
Notons Dk ce nombre de cycles chevelus, et Γ la taille maximale d’un tel cycle chevelu.
Soit maintenant une classe C de k-isomorphisme de mode`les finis de Tf qui posse`de
un nombre infini de repre´sentants (ce qui implique qu’elle contient des repre´sentants
de cardinal arbitrairement grand). On conside`re un repre´sentant M de C de cardinal
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n > k ×Dk × Γ.
AlorsM est k-isomorphe (par de´coupages) a` un repre´sentantM′ de C de meˆme cardinal
que M et tel que ses cycles sont de longueur infe´rieure ou e´gale a` Lk et les arbres sur les
cycles sont de taille infe´rieure ou e´gale a` Ak.
Alors, ne´cessairement, il existe un des cycles chevelus en plus de k exemplaires. Soit m
la taille de ce cycle chevelu. On peut ajouter au mode`le M′ autant d’exemplaires de ce
cycle chevelu que l’on veut, sans sortir de la classe de k-e´quivalence C. Cela signifie que
tous les cardinaux de la forme n+ αm pour α ∈ N sont atteints dans la classe C.
Si l’on re´alise la meˆme ope´ration pour tous les repre´sentants de C dont le cardinal de´passe
k×Dk×Γ, on peut en conclure que la classe C apparaˆıt pe´riodiquement dans la fonction
de comptage des classes de k-isomorphisme de mode`les finis de Tf , avec une pe´riode divi-
sant ppcm(m)m≤Γ.
C’est le cas de toutes les classes de k-isomorphisme de mode`les finis de Tf ayant au moins
un repre´sentant de cardinal n > k ×Dk × Γ. Donc la fonction de Ash n 7→ NTf ,k(n) est
ultimement pe´riodique.
¤
Conclusion : on vient de montrer que le comple´mentaire d’un spectre de fonction est
un spectre. En re´alite´, on peut montrer plus ([DFL98]). Nous faisons e´tat de ces re´sultats
supple´mentaires au Paragraphe 13.3.
13.2.2 Un graphe de fonction et des relations unaires
On se donne maintenant un langage σ = {F,=, C1, . . . , Cr}, ou` F est un pre´dicat bi-
naire, et les Ci des pre´dicats unaires (coloriage), et la the´orie est Tf (on ne pre´cise pas de
re`gle pour le coloriage). On assiste alors au phe´nome`ne suivant : les σ-structures qui sont
mode`les de Tf sont encore des cycles avec des cheveux, mais on colorie les e´le´ments de la
structure avec r couleurs. La discussion sur le de´coupage reste exactement la meˆme, seules
changent les bornes Ak et Lk, qui augmentent fortement. On peut donc e´galement prou-
ver un re´sultat de pe´riodicite´ de la fonction de comptage des classes de k-isomorphisme
lorsqu’on rajoute un coloriage a` un graphe de fonction.
Conclusion : le comple´mentaire d’un spectre de fonction avec des relations unaires est
un spectre.
13.2.3 Un graphe non oriente´ de degre´ 2
Le langage σ se compose de l’e´galite´ et d’un pre´dicat G. La the´orie d’un graphe non
oriente´ de degre´ 2 est la suivante :
Tno2 ={∀x∀y[G(x, y)→ G(y, x)] ∧ ∀x∀y∀z((y 6= z) ∧ (G(y, x) ∧G(z, x)))
→ ∀t[((t 6= y) ∧ (t 6= z))→ (¬G(t, x))]}.
Les mode`les finis de cette the´orie se pre´sentent sous la forme de cycles et de chaˆınes
comme sur la Figure 13.4.
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Fig. 13.4 – Un mode`le fini de la the´orie d’un graphe non oriente´ de degre´ 2.
On montre le The´ore`me 20 suivant :
Theore`me 20 (Conjecture de Ash (graphe non oriente´ de degre´ 2))
Soit k ≥ 3. La fonction n 7→ NTno2,k(n) est ultimement pe´riodique.
Preuve : Nous utilisons encore une fois une technique de de´coupage. On montre aise´ment,
par des me´thodes analogues a` celles utilise´es dans [DFL98], et au Paragraphe 13.1.2.2,
qu’il existe deux longueurs Lk et Ck telle que tout mode`le fini de To2 est k-isomorphe a`
un mode`le fini de To2 tel que toutes ses chaˆınes sont de longueur infe´rieure ou e´gale a` Lk
et tous ses cycles de longueurs infe´rieures ou e´gale a` Ck. On conclut alors de la meˆme
manie`re qu’au Paragraphe 13.2.1.
¤
Nous pouvons raisonnablement conjecturer que la conjecture de Ash constante n’est pas
vraie dans ce cas. En effet, les objets que l’on rencontre dans les mode`les de Tno2 res-
semblent fortement a` ceux que l’on rencontre dans les graphes de bijection.
Conclusion : le comple´mentaire d’un spectre de graphe non oriente´ de degre´ 2 est un
spectre.
Remarque 31 Dans ce cas, on peut e´galement ajouter des relations unaires sans changer
le re´sultat.
13.2.4 Un graphe oriente´ de degre´ total 2
Le langage σ se compose de l’e´galite´ et d’un pre´dicat G. La the´orie d’un graphe oriente´
de degre´ total 2 est la suivante :
202 Chapitre 13. Re´sultats sur le cas binaire
To2 ={∀x∀y∀z([(y 6= z) ∧ [(G(y, x) ∧G(z, x)) ∨ (G(y, x) ∧G(x, z))
∨ (G(x, y) ∧G(x, z))]])→ ∀t[((t 6= y) ∧ (t 6= z))→ (¬G(t, x) ∧ ¬G(x, t))]}.
Les mode`les finis de cette the´orie se pre´sentent sous la forme de cycles et de chaˆınes
comme sur la Figure 13.5.
Fig. 13.5 – Un mode`le fini de la the´orie d’un graphe oriente´ de degre´ total 2.
On montre le The´ore`me 21 suivant :
Theore`me 21 (Conjecture de Ash (graphe oriente´ de degre´ total 2))
Soit k ≥ 3. La fonction n 7→ NTo2,k(n) est ultimement pe´riodique.
Preuve : Le fait de rajouter une orientation au graphe ne change pas ici la possibilite´
de de´coupage par rapport au cas pre´ce´dent. Cependant, les longueurs a` partir desquelles
on peut de´couper sont beaucoup plus importantes dans le cas oriente´ que dans le cas
non oriente´. L’ide´e est qu’on peut associer a` un e´le´ment d’un mode`le de To2 un mot de
longueur au plus 2k de´crivant les orientations successives des areˆtes dans son voisinage.
Pour pouvoir de´couper, il faut pouvoir eˆtre suˆr que le cycle ou la chaˆıne est de longueur
suffisante pour que l’on puisse trouver deux e´le´ments (k − 1)-isomorphes suffisamment
e´loigne´s. Cela reste possible, mais les bornes Ak et Lk sont beaucoup plus grandes que
dans le cas non oriente´.
¤
Conclusion : le comple´mentaire d’un spectre de graphe oriente´ de degre´ total 2 est un
spectre.
Remarque 32 Dans ce cas, on peut e´galement ajouter des relations unaires sans changer
le re´sultat.
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13.3 Vers le cas ge´ne´ral
13.3.1 Pre´cision sur les fonctions
On peut en dire plus sur le comple´mentaire d’un spectre de fonction que la simple
information qu’il s’agit d’un spectre. En effet, Durand, Fagin et Loescher montrent dans
[DFL98] le the´ore`me suivant :
Theore`me 22 (Caracte´risations d’un spectre de fonction)
Soit σ un langage avec un symbole de fonction unaire. Soit σk un langage conte-
nant un symbole de fonction et des symboles de pre´dicats unaires. Soit S une
partie de N. Les assertions suivantes sont e´quivalentes :
1. S est le spectre d’un σ-e´nonce´ du premier ordre.
2. S est le spectre d’un σ-e´nonce´ du premier ordre, ou` l’interpre´tation de F
est restreinte a` une bijection.
3. S est le spectre d’un σk-e´nonce´ du premier ordre.
4. S est ultimement pe´riodique.
5. S est une union finie de suites arithme´tiques.
6. S est de´finissable dans l’arithme´tique de Presburger.
7. Quand S est e´crit en unaire, S est reconnaissable par un automate fini.
Comme le comple´mentaire d’un ensemble ultimement pe´riodique est e´galement ulti-
mement pe´riodique, ce re´sultat implique que le comple´mentaire d’un spectre de σ-e´nonce´
impliquant Tf ou T est e´galement un σ-e´nonce´ impliquant Tf ou T .
Pour poursuivre les travaux d’approche du cas ge´ne´ral, nous avons maintenant plu-
sieurs possibilite´s, dont deux ont retenu notre attention :
– la premie`re possibilite´ consiste a` rechercher des cas interme´diaires plus complique´s
que les cas de graphes de degre´ 2 ou d’un graphe de fonction, en e´tendant les degre´s
autorise´s pour le graphe ;
– la deuxie`me piste consiste a` se rapprocher d’un cas que l’on sait e´quivalent au cas
ge´ne´ral, a` savoir le cas de deux fonctions et l’e´galite´. Pour cela, on peut imaginer
des cas interme´diaires menant a` des cas ou` l’on peut coder deux fonctions.
13.3.2 Autres cas interme´diaires vers une relation binaire et
l’e´galite´
Les cas interme´diaires que nous pouvons conside´rer, sont par exemple :
– un graphe oriente´ de degre´ sortant 2, qui ge´ne´ralise le cas d’un graphe de fonction
qui est un graphe oriente´ de degre´ sortant 1. Il est plus difficile dans ce cas de de´crire
des structures re´gulie`res comme des cycles chevelus ;
– un graphe oriente´ de degre´ total 3, dont les mode`les sont plus complique´s que des
re´unions de cycles et de chaˆınes ;
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– un graphe oriente´ de degre´ sortant 3, ge´ne´ralisant le cas d’un graphe de degre´ sortant
2 ;
– un graphe non oriente´ de degre´ 3, cas dans lequel encore une fois les structures sont
plus complique´es a` de´crire que dans le cas d’un graphe non oriente´ de degre´ 2 (cycles
et chaˆınes) ;
– . . .
– et ainsi de suite en augmentant progressivement le degre´ jusqu’a` tomber sur un cas
se ramenant au cas ge´ne´ral.
13.3.3 Plusieurs relations binaires : vers deux graphes de fonc-
tion et l’e´galite´
Les cas interme´diaires que nous pouvons conside´rer, sont par exemple :
– un graphe oriente´ de degre´ sortant 2, muni de relations unaires (coloriage), cas dont
nous pressentons la difficulte´ e´gale a` celle du cas d’un graphe de degre´ sortant 2 ;
– un graphe oriente´ de degre´ sortant 2 codant deux fonctions ;
– un graphe quelconque codant deux fonctions ;
– deux graphes de fonction avec une contrainte entre les fonctions (par exemple, une
relation fonctionnelle implique l’autre) ;
– . . .
– et ainsi de suite jusqu’a` tomber sur un cas se ramenant au cas ge´ne´ral.
Chapitre 14
Re´sultats sur les e´quivalences
Dans ce chapitre, on s’inte´resse aux relations d’e´quivalence. Rappelons qu’une relation
binaire R est une relation d’e´quivalence si l’e´nonce´ ϕR est satisfait, ou` ϕR est l’e´nonce´ de
profondeur de quantification 3 suivant :
∀x[R(x, x) ∧ ∀y([R(x, y)→ R(y, x)] ∧ ∀z[(R(x, y) ∧R(y, z))→ R(x, z)])].
Cette piste se de´compose en quatre e´tapes.
– On commence par s’inte´resser, au Paragraphe 14.1, au cas des relations d’e´quivalence
sans e´galite´, pour lequel on montre que la conjecture de Ash constante est ve´rifie´e.
Cette e´tude nous permet de nous familiariser avec les mode`les finis de la the´orie
d’une ou plusieurs e´quivalences.
– On s’inte´resse ensuite, au Paragraphe 14.2, au cas d’une relation d’e´quivalence et
l’e´galite´. Dans ce cas, on peut montrer que la conjecture de Ash pe´riodique est
satisfaite, par des me´thodes analogues a` celles pre´sente´es au Chapitre 13 pour le cas
d’une bijection et l’e´galite´.
– Ensuite, nous essayons d’e´largir le cas pre´ce´dent a` deux relations d’e´quivalence et
l’e´galite´, en commenc¸ant par un sous-cas “facile” : on suppose que les deux rela-
tions d’e´quivalence sont imbrique´es. On montre ainsi, au Paragraphe 14.3, que la
conjecture de Ash pe´riodique est ve´rifie´e dans ce cas.
– Nous pre´sentons ensuite une cate´gorie de structures de deux e´quivalences et l’e´galite´
dans lesquelles on peut coder n’importe quel graphe, ce qui nous rame`ne au cas
ge´ne´ral via le re´sultat de Fagin que nous avons pre´sente´ dans le Chapitre 11. Nous
de´crivons ce codage dans le Paragraphe 14.4.
14.1 Plusieurs relations d’e´quivalence sans e´galite´
On conside`re p ≥ 1 relations d’e´quivalences, note´es ≡1, . . . ,≡p. Une structure finie ou`
sont interpre´te´es ces relations se pre´sente sous la forme d’un ensemble partitionne´ de p
fac¸ons diffe´rentes, en classes de ≡1-e´quivalence, de ≡2-e´quivalence, etc. Nous en pre´sentons
un exemple pour 3 e´quivalences sur la Figure 14.1.
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éléments du domaine
classes de l’équivalence 1
classes de l’équivalence 2
classes de l’équivalence 3
Fig. 14.1 – Une structure finie avec 3 relations d’e´quivalence.
Comme le langage ne contient pas l’e´galite´, deux e´le´ments contenus dans une meˆme in-
tersection de relations sont indiscernables : on ne peut pas dire, rien qu’avec les rela-
tions d’e´quivalence, que ce sont deux e´le´ments distincts. Par conse´quent, si on rajoute
un e´le´ment dans cette intersection, on ne peut pas dire que ce mode`le est diffe´rent
du pre´ce´dent. Autrement dit, les deux structures sont e´quivalentes, et a fortiori, k-
e´quivalentes. Ceci implique que la fonction de Ash est ultimement constante dans ce
cas.
Ce qui distingue les classes de k-isomorphismes de mode`les de ϕ≡1 ∧ . . . ∧ ϕ≡p , ce n’est
donc en aucun cas le cardinal du mode`le. En revanche, on peut de´crire :
– les types d’intersections que l’on peut rencontrer dans le mode`le ;
– le nombre d’intersections d’un type donne´, jusqu’a` k (0, 1, . . . , k−1 ou “beaucoup”).
S’il l’on rajoute l’e´galite´ au langage, on se donne la possibilite´ de compter les e´le´ments
distincts qui apparaissent dans chaque intersection. On ne peut donc pas rajouter un
e´le´ment au domaine et rester dans la meˆme classe de k-isomorphisme aussi facilement que
dans le cas sans e´galite´.
14.2 Une relation d’e´quivalence et l’e´galite´
Nous conside´rons maintenant le langage σ = {≡,=}, et la the´orie :
T≡ = {ϕ≡}.
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Nous de´crivons les classes de k-isomorphisme de mode`les de cette the´orie au Paragraphe
14.2.1 afin de montrer, au Paragraphe 14.2.3 que la conjecture de Ash pe´riodique est
ve´rifie´e pour une relation d’e´quivalence et l’e´galite´. Les mode`les de T≡ se pre´sentent sous
la forme d’une partition du domaine en classes de ≡-e´quivalence. Chacune de ces classes
compte un certain nombre d’e´le´ments. Un mode`le de T≡ peut donc se de´crire par la donne´e
du nombre de classes ayant un e´le´ment, le nombre de classes ayant deux e´le´ments, etc.
On commence par montrer qu’on ne peut pas compter plus de k e´le´ments par classe au
rang de quantification k, autrement dit :
Proposition 32 (Taille des classes)
Soit A un mode`le de T≡. Soient C1 et C2 deux classes de A ayant au moins k
e´le´ments. Alors les deux classes C1 et C2 sont k-isomorphes.
Preuve : On e´tablit une strate´gie gagnante pour Joueur II dans un jeu en k coups entre
la classe C1 et la classe C2. Quand Joueur I choisit un e´le´ment de la classe Ci qui a de´ja`
e´te´ choisi, Joueur II choisit dans l’autre classe l’e´le´ment qui correspond. Quand Joueur I
choisit dans la classe Ci un e´le´ment qui n’a pas e´te´ choisi, Joueur II choisit dans l’autre
classe un e´le´ment qui n’a pas e´te´ choisi. C’est toujours possible, puisque les classes C1 et
C2 ont au moins k e´le´ments. Il est clair que les k-uples de C1 et C2 respectivement choisis
dans ce jeu satisfont les meˆmes {≡,=}-formules sans quantificateurs.
¤
On a donc un analogue des “grands cycles” rencontre´s dans l’e´tude des classes de k-
isomorphisme d’un graphe de bijection. Il s’agit des “grandes classes”, a` savoir les classes
ayant plus de k e´le´ments. Ainsi, la donne´e d’un k-uple (n1, . . . , nk), ou` ni, pour i < k,
repre´sente le nombre de classes ayant i e´le´ments, et nk le nombre de classes ayant au
moins k e´le´ments, suffit a` de´crire une structure a` k-isomorphisme pre`s. Cependant, il
faut, comme pour le cas d’un graphe de bijection, de´crire une notion d’e´quivalence sur
ces k-uples pour atteindre une caracte´risation des classes de k-isomorphisme de mode`les
finis de T≡.
14.2.1 Caracte´risation des classes de k-isomorphismes
De´finition 85 (k-configuration)
Une k-configuration est la donne´e d’un k-uple d’entiers (n1, . . . , nk).
A chaque mode`le de T≡ est associe´ une k-configuration. On caracte´rise les classes de
k-isomorphisme graˆce a` des conditions satisfaites par les k-configurations de leurs repre´-
sentants.
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De´finition 86 (Relation d’e´quivalence sur les k-configurations)
Soient C = (n1, . . . , nk) et D = (m1 . . . ,mk) deux k-configurations. On dit que
ces deux k-configurations C et D sont e´quivalentes, et on note C ≃ D si :
1. pour tout i ∈ {1, . . . k}, ni 6= mi ⇒ (ni ≥ k − i et mi ≥ k − i),
2. pour tout i ∈ {1, . . . k},
∑k
j=i nj 6=
∑k
j=imj ⇒ (
∑k
j=i nj > k − i et∑k
j=imj > k − i),
Proposition 33 (Caracte´risation des classes de k-isomorphisme)
Deux structures A et B mode`les de T sont k-isomorphes si et seulement si les
k-configurations CA et CB qui leurs sont associe´es sont e´quivalentes.
Preuve : on a besoin du lemme suivant.
Lemme 12
Soit k ≥ 2. Pour tout j ∈ {1, . . . , k − 1}, il existe un e´nonce´ ϕj sur le langage
{≡,=}, tel que ϕj exprime l’existence d’une classe a` j e´le´ments, et ϕj est de
profondeur de quantification infe´rieure ou e´gale a` j + 1.
Preuve : (du lemme)
L’e´nonce´ est simple a` exhiber :
ϕj =∃x1∃x2((x1 6= x2) ∧ (x2 ≡ x1) ∧ . . . ∧ ∃xj[(xj 6= x1) ∧ . . . (xj 6= xj−1) ∧ (xj ≡ x1)
∧ ∀z([(z 6= x1) ∧ . . . ∧ (z 6= xj)]→ ¬(z ≡ x1))] . . .)
=∃x1ϕ
′
j(x1).
¤
Montrons maintenant la proposition.
⇐ : on montre que si les configurations C et D ne sont pas e´quivalentes, alors A et B ne
sont pas k-isomorphes. On suppose que les configurations C et D ne sont pas e´quivalentes.
Cela signifie qu’une des conditions d’e´quivalence est fausse.
1. Si la premie`re condition est fausse : on suppose qu’il existe un i ∈ {1, . . . , k} tel que
ni < k− i et ni 6= mi. Alors, d’apre`s le Lemme 12, on a un e´nonce´ θni de profondeur
de quantification ni + i < k qui dit qu’il y a exactement ni classes a` i e´le´ments, il
s’agit de l’e´nonce´ :
θni =∃x1(ϕ
′
i(x1) ∧ . . . ∧ ∃xni [(xni 6≡ x1) ∧ . . . ∧ (xni 6≡ xni−1) ∧ ϕ
′
i(xni)
∧ ∀z[((z 6≡ x1) ∧ . . . (z 6≡ xni))→ ¬ϕ
′
i(z)]] . . .).
14.2. Une relation d’e´quivalence et l’e´galite´ 209
L’e´nonce´ θni est vrai dans A mais pas dans B. Donc ces deux structures ne peuvent
pas eˆtre k-isomorphes.
2. Si la deuxie`me condition est fausse : on suppose qu’il existe un i ∈ {1, . . . , k} tel
que
∑k
j=i nj 6=
∑k
j=imj et
∑k
j=i nj ≤ k − i.
– Si
k∑
j=i
mj < k − i,
alors c’est vrai de chaque mj, et la Condition 1 est mise en de´faut. On conclut
comme en 1.
– Sinon, on a :
k∑
j=i
mj ≥ k − i.
Comme les deux sommes sont ine´gales, elles ne peuvent eˆtre e´gales a` k − i en
meˆme temps. Donc
k∑
j=i
mj >
k∑
j=i
nj = p.
Alors il y a un e´nonce´ Ψp de profondeur de quantification ≤ k, qui dit qu’il y a
strictement plus de p classes a` au moins i e´le´ments. Il s’agit de l’e´nonce´ :
Ψp =∃x1(¬ϕ
′
1(x1) ∧ . . . ∧ ¬ϕ
′
i−1(x1) ∧ . . . ∧ ∃xp+1[(xp+1 6≡ x1) ∧ . . .
∧ (xp+1 6≡ xp)] ∧ [¬ϕ
′
1(xp+1) ∧ . . . ∧ ¬ϕ
′
i−1(xp+1)]) . . .).
Cet e´nonce´ est vrai dans B et pas dans A, donc ces deux structures ne peuvent
pas eˆtre k-isomorphes.
⇒ : on suppose maintenant que les configurations C et D sont e´quivalentes, et on doit
montrer que les structures A et B sont k-isomorphes. On de´finit une strate´gie gagnante
pour Joueur II dans un jeu d’Ehrenfeucht en k coups entre ces deux structures. Si x est un
e´le´ment d’une des structures A ou B, on note [x] la classe de ≡-e´quivalence de l’e´le´ment
x.
– Premier coup : si Joueur I choisit un e´le´ment de A dans une classe a` j e´le´ments,
Joueur II choisit un e´lement de B dans une classe a` j e´le´ments et inversement. C’est
toujours possible car nj 6= 0 si et seulement si mj 6= 0.
– . . .
– On suppose qu’on a joue´ p < k coups, et qu’ont e´te´ choisis des couples d’e´le´ments
dans A et B, note´s (ai, bi)i∈{1,...,p}, tels que l’on ait les trois proprie´tes suivantes :
1. on a un isomorphisme partiel entre le p-uple (a1, . . . , ap) et le p-uple (b1, . . . , bp),
2. |[ai]\{a1, . . . , ai}| < k − i⇔ |[bi]\{b1, . . . , bi}| < k − i,
3. |[ai]\{a1, . . . , ai}| < k − i⇒ |[ai]\{a1, . . . , ai}| = |[bi]\{b1, . . . , bi}|.
On suppose que Joueur I choisit un e´le´ment a de A.
– Si a est l’un des ai, Joueur II choisit le bi correspondant. Les trois conditions
restent valables.
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– Si a ∈ [ai], pour un certain i ≤ p, mais sans eˆtre un des ai : on suppose que
l’indice i est le plus grand tel que a ∈ [ai].
Premier cas : |[ai]\{a1, . . . , ai}| < k−i. Alors |[ai]\{a1, . . . , ai}| = |[bi]\{b1, . . . , bi}|.
Donc si on a pu choisir a dans [ai]\{a1, . . . , ai}, Joueur II peut choisir un b
distinct des bi dans [bi]\{b1, . . . , bi}. Les trois conditions restent valables.
Deuxie`me cas : |[ai]\{a1, . . . , ai}| ≥ k − i. Alors |[bi]\{b1, . . . , bi}| ≥ k − i, et
Joueur II peut toujours choisir un b qui convient. Les trois conditions restent
valables.
– Si a n’est dans aucun des classes des ai.
Premier cas : j = |[a]| < k − p⇒ p < k − j.
– Si nj < k − j, alors mj = nj, donc il y a au moins une classe a` j e´le´ments
dans B qui n’a pas e´te´ touche´e. Joueur II choisit un b dans l’une de ces
classes. Les trois conditions restent valables.
– Si nj ≥ k − j, alors mj ≥ k − j > p et il y a au moins une classe a` j
e´le´ments dans B qui n’a pas e´te´ touche´e. Joueur II choisit un b dans l’une
de ces classes. Les trois conditions restent valables.
Deuxie`me cas : j = |[a]| ≥ k − p. On a
∑k
i=k−p ni ≤ p si et seulement si∑k
i=k−pmi ≤ p.
– Si
∑k
i=k−p ni ≤ p, alors
∑k
i=k−p ni =
∑k
i=k−pmi, donc si Joueur I choisit a
dans une classe non touche´e parmi celles participant au terme de gauche,
alors Joueur II peut choisir un b dans une classe non touche´e participant
au membre de droite. Les trois conditions restent valables.
– Si
∑k
i=k−p ni > p, alors
∑k
i=k−pmi > p, et il y a au moins une classe non
touche´e parmi celles participant a` la somme. Joueur II choisit un b dans
l’une de ces classes. Les trois conditions restent valables.
– Au bout de k coups, on obtient deux k-uples qui sont en isomorphsime partiel (donc
satisfont les meˆmes formules sans quantificateurs).
On vient donc de de´crire une strate´gie gagnante pour Joueur II dans le jeu d’Ehrenfeucht
en k coup entre les structures A et B. Ces deux structures sont donc k-isomorphes.
¤
Ces crite`res de caracte´risation des classes de k-isomorphisme vont nous aider a` de´crire
tre`s pre´cise´ment les cardinaux des repre´sentants de ces classes.
14.2.2 Etude des cardinaux des repre´sentants des classes de k-
isomorphisme
On fixe k ≥ 2. On appelle grande classe une classe ayant au moins k e´le´ments.
14.2.2.1 Classes de k-isomorphisme avec au moins une grande classe
Soit C une classe de k-isomorphisme telle qu’il existe un repre´sentant de C avec nk 6= 0.
Alors tous les repre´sentants de C ont e´galement au moins une grande classe. Soit M0 un
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repre´sentant de C de cardinal n0 minimal. Soit n ≥ n0. On peut construire un repre´sentant
de C de cardinal n au ajoutant n − n0 e´le´ment a` une grande classe de M0. Donc, pour
tout n assez grand, cette classe de k-isomorphisme a un repre´sentant de cardinal n.
14.2.2.2 Classes de k-isomorphisme sans grande classe
On ne conside`re maintenant que des classes de k-isomorphisme dont tous les repre´sen-
tants satisfont nk = 0.
De´finition 87 (Classes nombreuses)
Soit C une k-configuration. Soit l ∈ {1, . . . , k}. On dit que des classes a` l
e´le´ments sont nombreuses si :
– nl ≥ k − l et
– pour tout l′ ∈ {1, . . . , l}, on a
∑k
i=l′ ni > k − l
′.
Si le cardinal d’une structure n’ayant pas de grande classe est assez grand, cela signifie
que, ne´cessairement, il y a des classes nombreuses pour certaines tailles de classes. On
montre alors que les configurations e´quivalentes associe´es a` des structures de cardinal
suffisant ont les meˆmes classes nombreuses.
De´finition 88 (Ensemble des tailles des classes nombreuses)
Soit C une classe de k-isomorphisme, et M un repre´sentant de C, et CM =
(n1, . . . , nk) sa configuration associe´e. Soient l1, . . . , ls les tailles des classes nom-
breuses. On pose :
LNM = {l1, . . . , ls}
l’ensemble des tailles des classes nombreuses de la structure M.
Proposition 34
Soit M un mode`le de T≡ sans grande classe, soit C = (n1, . . . , nk−1, 0) sa k-
configuration, et LNM = {l1, . . . , lm} son ensemble de tailles de classes nom-
breuses. Pour tout l 6∈ LNM et l < lm, alors on a nl < k − l.
Preuve : Soit l tel que l 6∈ LNM et l < li pour un i ∈ {1, . . . ,m}. On suppose que nl ≥
k− l. Comme li est une taille de classe nombreuse, pour tout l
′ ≤ li, on a
∑k
j=l′ nj > k− l
′.
A fortiori, pour tout l′ ≤ l, on a
∑k
j=l′ nj > k − l
′. Ce qui contredit l 6∈ LNM.
¤
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Proposition 35
Soit C une classe de k-isomorphisme sans grande classe, et M1, M2 deux
repre´sentants de C ayant des classes nombreuses. Alors, on a :
LNM1 = LNM2 .
Preuve : On note LNM1 = {l
1
1, . . . , l
1
r} et LNM2 = {l
2
1, . . . , l
2
s}. On suppose que l
1
1 ≤
. . . ≤ l1r et l
2
1 ≤ . . . ≤ l
2
s . On suppose de plus que r ≤ s. On note CM1 = (n
1
1, . . . , n
1
k) la
configuration associe´e a` M1 et CM2 = (n
2
1, . . . , n
2
k) la configuration associe´e a` M2. On
montre par re´currence sur p ∈ {1, . . . , r}, on a l1p = l
2
p.
Pour p = 1, on a, d’une part :
∀i ∈ {1, . . . , l11 − 1}, n
1
i < k − i,
et, d’autre part :
∀i ∈ {1, . . . , l21 − 1}, n
2
i < k − i,
par de´finition des ensembles LN . Les configurations sont e´quivalentes, donc ne´cessairement,
on a l11 = l
2
1.
Montrons que l’hypothe`se au rang p entraˆıne l’hypothe`se au rang p + 1. On a donc l1p =
l2p = lp. On a, d’une part :
∀i ∈ {lp + 1, . . . , l
1
p+1 − 1}, n
1
i < k − i,
et, d’autre part :
∀i ∈ {lp + 1, . . . , l
2
p+1 − 1}, n
2
i < k − i,
par de´finition des ensembles LN . Les configurations sont e´quivalentes, donc ne´cessairement,
on a l1p+1 = l
2
p+1.
Il reste a` montrer que r = s. On a, pour tout i ∈ {1, . . . , ls},
∑k
j=i n
2
j > k−i, et n
2
ls
≥ k−ls
donc par e´quivalence des configurations, on a e´galement pour tout i ∈ {lr + 1, . . . , ls},∑k
j=i n
1
j > k− i, et n
1
ls
≥ k− ls, ce qui implique que ls ∈ LNM1 , donc s ≤ r, et finalement
s = r.
Finalement, les deux configurations ont les meˆmes ensembles de tailles de classes nom-
breuses.
¤
On peut donc associer a` une classe de k-isomorphisme un ensemble de taille de classes
nombreuses, qui est l’ensemble LN commun a` tous ses repre´sentants de cardinal suffi-
samment grand. On conside`re par exemple, que si la structure est de cardinal n > k2,
alors elle est de cardinal suffisamment grand (c’est assez grand pour garantir qu’on a des
classes nombreuses).
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De´finition 89 (Classes nombreuses d’une classe de k-isomorphisme)
Soit C une classe de k-isomorphisme sans grande classe et posse´dant au moins
un repre´sentant M de cardinal n > k2. On note
LNC = LNM
l’ensemble des tailles des classes nombreuses de la classe de k-
isomorphisme C.
De´finition 90 (Configuration d’une classe de k-isomorphisme)
Soit C une classe de k-isomorphisme sans grande classe et posse´dant au moins
un repre´sentant M de cardinal n > k2. On de´finit la configuration de la classe
C comme e´tant un ensemble de la forme :
CC = {n1, . . . , nk},
ou` ni est le signe ∞ si i ∈ LNC, et ni est le nombre de classes a` i e´le´ments,
commun a` tous les repre´sentant de C, sinon.
Proposition 36
On conside`re une classe de k-isomorphisme C sans grande classe, et ayant au
moins un repre´sentant de cardinal n > k2. On note LNC = {l1, . . . , lm} l’ensemble
des tailles des classes nombreuses de C, et les tailles des classes peu nombreuses
sont : {l′1, . . . , l
′
r}. On note CC = {n1, . . . , nk} la configuration de la classe C.
Alors :
1. tout repre´sentant de C de cardinal n > k2 satisfait :
n ≡
r∑
i=1
nl′il
′
i [pgcd(l1, . . . , lm)] ;
2. Pour tout nombre n assez grand de la forme
n ≡
r∑
i=1
nl′il
′
i [pgcd(l1, . . . , lm)],
il existe un repre´sentant de C de cardinal n.
Preuve : La de´monstration est en tout point analogue a` celle de la Proposition 29 du
Chapitre 13.
¤
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14.2.3 La conjecture de Ash pe´riodique est ve´rifie´e
Le the´ore`me suivant de´coule imme´diatement de la Proposition 36.
Theore`me 23 (Ash pe´riodique)
Pour tout k ≥ 2, la fonction
n 7→ NT≡,k(n)
est ultimement pe´riodique, de pe´riode un diviseur de ppcm(i)i=1...k.
On ne sait pas a` l’heure actuelle si cette pe´riodicite´ est stricte ou non (c’est-a`-dire qu’on ne
sait pas si la fonction de comptage des classes de k-isomorphisme est ultimement constante
ou bien strictement pe´riodique). On ne peut pas utiliser un contre-exemple du meˆme type
que pour la bijection, a` savoir un “grand premier”, car ici le nombre de classes ayant un
grand premier comme pgcd des tailles des classes nombreuses est divisible par ce premier.
Il faut donc trouver un contre-exemple par une autre me´thode, ou bien prouver par une
e´tude exhaustive des cas possibles que cette fonction de comptage est constante.
14.3 Deux relations d’e´quivalence imbrique´es et l’e´ga-
lite´
On conside`re de´sormais le langage σ = {≡1,≡2,=}, et on suppose que la relation ≡2
est incluse dans la relation ≡1, c’est-a`-dire que chaque classe d’e´quivalence pour ≡1 est
une re´union de classes d’e´quivalence pour ≡2. Autrement dit, la the´orie conside´re´e est :
T⊑ = {ϕ≡1 , ϕ≡2 ,∀x∀y((x ≡2 y)→ (x ≡1 y))}.
Nous ne faisons pas une e´tude de´taille´e des classes de k-isomorphisme de mode`les finis de
cette the´orie. On remarque simplement que deux classes ≡2 de taille supe´rieure ou e´gale a`
k qui sont contenues dans une meˆme classe ≡1 sont k-isomorphes. Donc une classe ≡1 est
de´termine´e, a` k-isomorphisme pre`s, par le nombre de classes ≡2 de taille i qu’elle contient,
pour i = 1, . . . , k − 1,∞, ou` la taille ∞ signifie que la classe en question a au moins k
e´le´ments. A une classe ≡1, on peut associer un k-uple (n1, . . . , nk), ou` ni est le nombre
de classes ≡2 de taille i qui sont incluses dans la classe ≡1, si i < k, et nk le nombre de
classes ≡2 de taille au moins k. De plus, si l’un des ni est supe´rieur ou e´gal a` k, la classe
≡1 conside´re´e est k-isomorphe a` toute classe ayant les meˆmes nj et un ni e´gal a` k. On
peut donc se restreindre au k-uples (n1, . . . , nk) avec tous les ni entre {0, . . . , k}.
De`s lors, il n’y a pas plus de k(k + 1) classes ≡1 non k-isomorphes. Un mode`le fini de T⊑
est alors caracte´rise´ par un k(k+1)-uple (m1, . . . ,mk(k+1)) de´crivant le nombre de classes
≡1 de chaque cate´gorie. De la meˆme fac¸on que pre´ce´demment, nous pouvons restreindre
ces mi a` des valeurs infe´rieures ou e´gales a` k.
On conside`re alors une classe C de k-isomorphisme de mode`les de T⊑ ayant un repre´sentant
M de cardinal n > k3(k + 1)2. Alors :
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– soit il y a une classe ≡2 qui au moins k e´le´ments. Alors, pour tout r ∈ N, si on
ajoute r e´le´ments dans cette classe, on obtient une structure k-isomorphe a` M et
de cardinal n + r. Autrement dit, la classe C posse`de un repre´sentant de taille m
pour tout m ≥ n ;
– soit aucune classe ≡2 n’a au moins k e´le´ments, mais il existe une classe ≡1, note´e
C1, pour laquelle on a une classe ≡2 en plus de k exemplaires. On suppose qu’il
s’agit d’une classe ≡2 de taille i, pour un certain i ∈ {1, . . . , k − 1}. Alors, pour
tout r ∈ N, si on ajoute r classes ≡2 a` i e´le´ments dans la classe C1, on obtient une
structure k-isomorphe a` M et de cardinal n + ir. On a donc une pe´riodicite´ des
cardinaux des repre´sentants de C pour une pe´riode divisant ppcm(i)i=1...k−1 ;
– soit aucune classe ≡2 n’a plus de k e´le´ments, et aucune des classes ≡2 n’est en plus
de k exemplaires dans une meˆme classe ≡1, mais il existe une classe ≡1 pre´sente
en plus de k exemplaires. Soit j la taille de cette classe. On a j ∈ {1, . . . , k(k−1)
2
2
}.
Alors, pour tout r ∈ N, si on ajoute r classes ≡1 a` j e´le´ments dans M, on obtient
une structure k-isomorphe a`M et de cardinal n+ jr. On a donc une pe´riodicite´ des
cardinaux des repre´sentants de C pour une pe´riode divisant ppcm(i)
i=1...
k(k−1)2
2
.
Quoiqu’il arrive, on a donc une pe´riodicite´ des cardinaux des repre´sentants de C pour une
pe´riode divisant ppcm(i)
i=1...
k(k−1)2
2
. D’ou` le re´sultat suivant.
Theore`me 24 (Ash pe´riodique, deux e´quivalences imbrique´es)
Pour tout k ≥ 2, la fonction
n 7→ NT⊑,k(n)
est ultimement pe´riodique, de pe´riode un diviseur de ppcm(i)
i=1...
k(k−1)2
2
.
14.4 Codage d’un graphe dans deux relations d’e´qui-
valence et l’e´galite´
Onmontre maintenant que si l’on arrive a` e´tendre encore un peu les re´sultats pre´ce´dents,
on va pourvoir obtenir la conjecture du Spectre dans le cas ge´ne´ral. Pour cela, on va
de´crire une the´orie TG sur le langage σ = {≡1,≡2,=} telle que les mode`les finis de TG
sont exactement les graphes non oriente´s, via un codage qui augmente polynomialement
le cardinal du mode`le. C’est-a`-dire qu’a` tout graphe a` n sommets est associe´ un unique
mode`le de TG de cardinal 2n
2, et tout mode`le de TG est d’un cardinal de la forme 2n
2, et
repre´sente l’image par le codage d’un unique graphe a` n sommets. Si on arrive a` montrer
que le comple´mentaire d’un spectre pour TG est un spectre, il est simple de montrer la
conjecture du Spectre pour une relation de graphe, et donc pour tout spectre.
Le codage consiste a` transformer les areˆtes d’un graphes en une chaˆıne d’e´quivalences de
taille suffisante pour pouvoir distinguer les points de la chaˆıne des sommets originels. De
plus, pour pouvoir maˆıtriser de manie`re parfaite le cardinal de la structure transforme´e, il
faut e´galement coder les anti-areˆtes, et ce de manie`re a` pouvoir les distinguer des areˆtes.
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Enfin, pour pouvoir distinguer les sommets du graphe des nouveaux points ajoute´s, on
duplique chaque sommet du graphe.
14.4.1 Codage d’une areˆte et d’une anti-areˆte
Pour coder une areˆte entre deux points du graphe u et v, on ajoute quatre e´le´ments cu,
cv, mu, mv, et on duplique u et v en deux e´le´ments chacun u1, u2, v1, v2 respectivement,
qui satisfont les relations d’e´quivalences suivantes :
– u1 et u1 sont dans une meˆme classe ≡1 et dans une meˆme classe ≡2. On peut donc
parler de u (resp. v) pour de´signer indiffe´remment u1 ou u2 (resp. v1 ou v2),
– u et v sont dans deux classes ≡1 et ≡2 distinctes,
– u et cu sont dans la meˆme classe ≡1, mais pas dans la meˆme classe ≡2,
– v et cv sont dans la meˆme classe ≡1, mais pas dans la meˆme classe ≡2,
– cu et mu sont dans la meˆme classe ≡2, mais pas dans la meˆme classe ≡1,
– cv et mv sont dans la meˆme classe ≡2, mais pas dans la meˆme classe ≡1,
– mu et mv sont dans la meˆme classe ≡1, mais pas dans la meˆme classe ≡2,
– les classes ≡1 et ≡2 des points milieu mu et mv ne contiennent que deux e´le´ments
respectivement,
– les classes ≡2 des points de contact cu et cv ne contiennent que deux e´le´ments
respectivement.
Ce codage est re´sume´ Figure 14.2.
u1,u2 ≡1 cu ≡2 mu ≡1 mv ≡2 cv ≡1 v1,v2
Fig. 14.2 – Codage d’une areˆte entre deux points du graphe u et v.
Pour coder une absence d’areˆte entre deux points du graphe u et v, on ajoute quatre
e´le´ments cu, cv, mu, mv qui satisfont les relations d’e´quivalences suivantes avec les points
u et v (on e´change les roˆles des deux relations d’e´quivalence) :
– u et v sont dans deux classes ≡1 et ≡2 distinctes,
– u et cu sont dans la meˆme classe ≡2, mais pas dans la meˆme classe ≡1,
– v et cv sont dans la meˆme classe ≡2, mais pas dans la meˆme classe ≡1,
– cu et mu sont dans la meˆme classe ≡1, mais pas dans la meˆme classe ≡2,
– cv et mv sont dans la meˆme classe ≡1, mais pas dans la meˆme classe ≡2,
– mu et mv sont dans la meˆme classe ≡2, mais pas dans la meˆme classe ≡1,
– les classes ≡1 et ≡2 des points milieu mu et mv ne contiennent que deux e´le´ments
respectivement,
– les classes ≡1 des points de contact cu et cv ne contiennent que deux e´le´ments
respectivement.
Ce codage est re´sume´ Figure 14.3.
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u1,u2 ≡2 cu ≡1 mu ≡2 mv ≡1 cv ≡2 v1,v2
Fig. 14.3 – Codage d’une areˆte entre deux points du graphe u et v.
On peut donc facilement transformer un graphe non oriente´ quelconque a` n sommets en
mode`le de ϕ≡1 ∧ϕ≡2 a` 2n
2 e´le´ments. Sur l’exemple de la Figure 14.4, on a transforme´ un
graphe non oriente´ a` 3 e´le´ments en une structure a` 18 e´le´ments.
a
b c
1ère équivalence
2ème équivalence
a
b c
Fig. 14.4 – Exemple de codage d’un graphe a` 3 e´le´ments.
Les points originels du graphe sont les seuls a` avoir un autre e´le´ment qui lui est congru
≡1 et≡2 en meˆme temps. C’est de cette manie`re qu’on peut les distinguer des autres points
de la structure, qui sont tous obligatoirement dans une areˆte ou une anti-areˆte.
14.4.2 La the´orie TG
Nous formalisons maintenant a` l’aide de formules du langage {≡1,≡2,=} la proprie´te´,
pour une structure finies sur ce langage, d’eˆtre le codage d’un graphe non oriente´. Nous
pouvons de´crire graˆce a` cela la the´orie TG qui nous inte´resse.
On commence par de´finir la proprie´te´ d’eˆtre un point originel du graphe :
Point(x) :=∃y[(y 6= x) ∧ (y ≡1 x) ∧ (y ≡2 x) ∧ ∀z[((z 6= y) ∧ (z 6= x))
→ [(z ≡1 x)↔ (z 6≡2 x)]]].
Cette formule exprime qu’il existe un e´le´ment distinct de x qui est a` la fois dans la meˆme
classe ≡1 et dans la meˆme classe ≡2, et c’est le seul a` avoir cette proprie´te´ vis-a`-vis de x.
On de´crit ensuite la proprie´te´ d’eˆtre un point de contact dans une areˆte :
Connect(x) :=¬Point(x) ∧ ∃y[Point(y) ∧ (y ≡1 x) ∧ (y 6≡2 x)] ∧ ∃y[¬Point(y) ∧ (y 6= x)
∧ (y ≡2 x) ∧ (y 6≡1 x) ∧ ∀z([(z 6= x) ∧ (z ≡2 x)]→ (z = y))].
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Cette formule exprime qu’il y a un point originel du graphe dans la classe ≡1 de x, et
qu’il y a dans la classe ≡2 de x un unique point, et ce point n’est pas dans sa classe ≡1.
De fac¸on analogue, on de´finit la proprie´te´ d’eˆtre un point de contact dans une anti-areˆte :
NonConnect(x) :=¬Point(x) ∧ ∃y[Point(y) ∧ (y ≡2 x) ∧ (y 6≡1 x)] ∧ ∃y[¬Point(y)
∧ (y 6= x) ∧ (y ≡1 x) ∧ (y 6≡2 x) ∧ ∀z([(z 6= x) ∧ (z ≡1 x)]→ (z = y))].
Cette formule exprime qu’il y a un point originel du graphe dans la classe ≡2 de x, et
qu’il y a dans la classe ≡1 de x un unique point, et ce point n’est pas dans sa classe ≡2.
Enfin, on de´crit la proprie´te´ d’eˆtre un point milieu (c’est la meˆme proprie´te´ pour les areˆtes
et les anti-areˆtes) :
Milieu(x) :=¬Point(x) ∧ ¬Connect(x) ∧ ¬NonConnect(x) ∧ ∃y[(y 6= x) ∧ (y ≡2 x)
∧ (y 6≡1 x) ∧ ∀z([(z ≡2 x) ∧ (z 6= x)]→ (z = y))] ∧ ∃y[(y 6= x) ∧ (y ≡1 x)
∧ (y 6≡2 x) ∧ ∀z([(z ≡1 x) ∧ (z 6= x)]→ (z = y))].
Cette formule exprime que x n’est ni un point originel du graphe, ni un point de contact
dans une areˆte ou une anti-areˆte, et n’a qu’un seul e´le´ment autre que lui-meˆme dans sa
classe ≡1 d’une part, et dans sa classe ≡2 d’autre part.
On de´crit la proprie´te´ pour un sexuple d’e´le´ments d’eˆtre une areˆte :
Arete(u, cu,mu,mv, cv, v) := Point(u) ∧ Connect(cu) ∧Milieu(mu) ∧Milieu(mv)
∧ Connect(cv) ∧ Point(v) ∧ (u ≡1 cu) ∧ (cu ≡2 mu) ∧ (mu ≡1 mv) ∧ (mv ≡2 cv)
∧ (cv ≡1 v).
On de´crit la proprie´te´ pour un sexuple d’e´le´ments d’eˆtre une anti-areˆte :
AntiArete(u, cu,mu,mv, cv, v) := Point(u) ∧NonConnect(cu) ∧Milieu(mu)
∧Milieu(mv) ∧NonConnect(cv) ∧ Point(v) ∧ (u ≡2 cu) ∧ (cu ≡1 mu)
∧ (mu ≡2 mv) ∧ (mv ≡1 cv) ∧ (cv ≡2 v).
On donne maintenant une se´rie d’e´nonce´ qui vont de´crire ce qu’est la proprie´te´ “eˆtre le
codage d’un graphe”. Une structure finie M qui est le codage d’un graphe se caracte´rise
par les proprie´te´s suivantes :
1. Tous les points de M sont soit des points originels, soit des points de contact dans
une areˆte, soit des points de contact dans une anti-areˆte, soit des points milieu.
2. Un point originel du graphe n’a pas d’areˆte ou d’anti-areˆte qui le relie a` lui-meˆme.
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3. Tout e´le´ment u de M qui n’est pas un point originel est soit dans une areˆte soit
dans une anti-areˆte.
4. Deux points originels sont toujours connecte´s par une areˆte ou une anti-areˆte unique.
Ces proprie´te´s sont exprime´es par les e´nonce´s suivants :
Ψ1 :=∀x[Point(x) ∨ Connect(x) ∨NonConnect(x) ∨Milieu(x)].
Ψ2 :=∀x[Point(x)→ ∀y∀z∀t∀u(¬Arete(x, y, z, t, u, x) ∧ ¬AntiArete(x, y, z, t, u, x)].
Ψ3 :=∀x(Connect(x)→ ∃y∃z∃t∃u∃v[Arete(y, x, z, t, u, v)]).
Ψ4 :=∀x(NonConnect(x)→ ∃y∃z∃t∃u∃v[AntiArete(y, x, z, t, u, v)]).
Ψ5 :=∀x(Milieu(x)→ ∃y∃z∃t∃u∃v[Arete(y, z, x, t, u, v) ∨ AntiArete(y, z, x, t, u, v)]).
Ψ6 :=∀x∀y[(Point(x) ∧ Point(y))→ ((x ≡1 y) ∨ ∃z∃t∃u∃v[(Arete(x, z, t, u, v, y)
∧ ∀z′∀t′∀u′∀v′[¬AntiArete(x, z′, t′, u′, v′, y) ∧ (Arete(x, z′, t′, u′, v′, y)
→ ((z′ = z) ∧ (t′ = t) ∧ (u′ = u) ∧ (v′ = v)))]) ∨ (AntiArete(x, z, t, u, v, y)
∧ ∀z′∀t′∀u′∀v′[¬Arete(x, z′, t′, u′, v′, y) ∧ (AntiArete(x, z′, t′, u′, v′, y)
→ ((z′ = z) ∧ (t′ = t) ∧ (u′ = u) ∧ (v′ = v)))])])].
On pose maintenant
TG = {Ψ1,Ψ2,Ψ3,Ψ4,Ψ5,Ψ6}.
14.4.3 Correspondance entre les graphes non oriente´s et les
mode`les de TG
On montre maintenant par re´currence sur n que :
– les mode`les finis de TG sont ne´cessairement de cardinal 2n
2 ;
– a` chaque mode`le finiM de TG de cardinal 2n
2, on peut faire correspondre un graphe
non oriente´ GM a` n sommets tel que M soit le codage de GM.
Pour n = 1 : on essaie de construire un mode`le de TG de cardinal le plus petit possible.
Soit M un mode`le de TG de cardinal minimal. Alors il y a au moins un e´le´ment x dans
M.
– soit x ve´rifie Point(x), et alors il a au moins un e´le´ment y diffe´rent de x qui est ≡1
et ≡2 a` x, et satisfait Point(y) ;
– soit x ve´rifie Connect(x) et alors il y a au moins une areˆte ou une anti-areˆte conte-
nant x, donc au moins 7 autres e´le´ments : ce n’est pas minimal ;
– soit x ve´rifie NonConnect(x) et alors il y a au moins une areˆte ou une anti-areˆte
contenant x, donc au moins 7 autres e´le´ments : ce n’est pas minimal ;
– soit x ve´rifieMilieu(x) et alors il y a au moins une areˆte ou une anti-areˆte contenant
x, donc au moins 7 autres e´le´ments : ce n’est pas minimal.
Un mode`le de taille minimale de TG est alors obligatoirement compose´ de deux e´le´ments
distincts qui sont dans une meˆme classe ≡1 et une meˆme classe ≡2. C’est de manie`re
e´vidente le codage d’un graphe constitue´ d’un seul sommet.
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Montrons que l’hypothe`se au rang n implique l’hypothe`se au rang n + 1 : on
suppose que les cardinaux des mode`les de TG infe´rieurs a` 2n
2 sont exactement les 2i2,
pour i ≥ n, et que chaque mode`le de TG de cardinal ≤ 2n
2 est le codage d’un graphe non
oriente´ a` n sommets.
On conside`re maintenant un mode`le M de TG de cardinal n < m ≤ 2(n+ 1)
2. Montrons
que m = 2(n+1)2 et queM est le codage d’un graphe a` n+1 sommets. Soit 2k le nombre
d’e´le´ments de M qui satisfont Point(.). Alors il y a au moins soit une chaˆıne Arete, soit
une chaˆıne AntiArete entre tout couple de bipoints qui satisfont Point(.). C’est-a`-dire
qu’il y a au moins 2k(k − 1) autres e´le´ments dans M, ne satisfaisant pas Point(.). Donc
il y a au moins 2k + 2k(k − 1) = 2k2 e´le´ments dans M. Si k ≤ n, alors on a 2k2 ≤ 2n2,
donc il y a d’autres e´le´ments dans le domaine deM. Soit x un e´le´ment qui n’a pas encore
e´te´ compte´. L’e´le´ment x ne peut pas satisfaire Point(x) par de´finition de k. D’autre part,
si x est un point satisfaisant Connect, PasConnect ou Milieu, alors il est ne´cessairement
dans une areˆte ou une antiareˆte. Or, une areˆte ou une anti-areˆte est ne´ce´ssairement borde´e
par deux e´le´ments satisfaisant Point. Si ces deux points sont de´ja compte´s dans les 2k
e´le´ments de M satisfaisant Point, alors le point x est de´ja` compte´ dans les areˆtes et les
anti-areˆtes reliant les point satisfaisant Point : c’est donc impossible. Donc k ≤ n+ 1, et
par conse´quent m ≤ 2(n+ 1)2, ce qui implique m = 2(n+ 1)2.
D’autre part, les axiomes Ψ1 a` Ψ6 impliquent ne´cessairement que le mode`le M est
le codage d’un graphe a` n + 1 sommets. En effet, il suffit de transformer les doublets
d’e´le´ments satisfaisant Point en sommets, et chaque quadruple d’e´le´ments de connec-
tion ou milieu formant une areˆte entre deux points en areˆte. On e´limine e´galement les
quadruples d’e´le´ments formant le cœur d’une anti-areˆte.
14.5 Conclusion
Le The´ore`me 23 implique que la conjecture du spectre est vraie pour les e´nonce´s faisant
intervenir une seule relation d’e´quivalence. Le comple´mentaire du spectre d’un tel e´nonce´
est une union de la forme :
Nσ,k⋃
j=1
(Sp(θj) ∩ (aj + bjN)),
ou` Sp(θj) est un spectre de plusieurs relations d’e´quivalence. La Proposition 36 nous
indique de plus que les aj + bjN peuvent e´galement eˆtre vus comme des spectres d’une
relation d’e´quivalence. On peut donc pre´ciser la conjecture du Spectre dans ce cas : le
comple´mentaire du spctre d’un e´nonce´ faisant intervenir une seule relation d’e´quivalence
est un spectre d’e´nonce´ faisant intervenir plusieurs relations d’e´quivalence.
Nous laissons ouverte la question concernant le comportement de la fonction de Ash
pour la the´orie TG, et les the´ories interme´diaires entre T≡ et TG.
Conclusion et perspectives de la
Partie III
Conclusion
Cette troisie`me partie pre´sente quelques solutions partielles au proble`me NE
?
= CoNE.
Aucune conclusion de´finitive n’a e´te´ de´gage´e, mais nous avons, en quelque sorte, re´gle´ le
sort des cas simples, a` savoir en l’occurrence le cas d’une profondeur de quantification e´gale
a` 2, le cas d’un graphe de fonction, le cas d’une relation d’e´quivalence. Pour chacune des
pistes e´tudie´es, il nous a semble´ tre`s difficile de continuer a` progresser avec les meˆmes
techniques que celles que nous avons employe´es aux Chapitres 12, 13 et 14. Si nous
analysons les raisons, parfois assez subjectives, qui nous ont empeˆche´ d’aller plus loin, nous
serons peut-eˆtre en mesure de de´terminer une frontie`re entre d’une part, des cas “faciles”
pour lesquels il est relativement aise´ de montrer qu’ils satisfont une des conjectures de
Ash, mais qui ne nous permettent pas de conclure dans le cas ge´ne´ral, et d’autre part,
des cas “difficiles” dont la re´solution apporterait une re´ponse a` la conjecture du Spectre
dans le cas ge´ne´ral.
– Dans le Chapitre 12, nous e´voquons la possibilite´ que la difficulte´ de la ge´ne´ralisation
aux profondeurs de quantification supe´rieures a` 2 du cas k = 2 provienne du ca-
racte`re inde´cidable de certaines the´ories a` profondeur de quantification 3, tandis que
FO2 est de´cidable.
– Dans le Chapitre 13, les me´thodes employe´es ne peuvent pas s’appliquer directement
pour re´gler le cas des graphes de degre´ sortant 2, car les composantes connexes
deviennent tre`s complique´es.
– Dans le Chapitre 14, les me´thodes employe´es ne peuvent pas s’appliquer directement
au cas des relations d’e´quivalence non imbrique´es (et plus particulie`rement celles qui
codent un graphe non oriente´), car les classes d’e´quivalence deviennent tre`s difficile
a` de´crire.
Remarquons enfin que, dans tous les cas que nous avons pre´sente´, la forme des spectres
est particulie`re : il s’agit d’unions d’ensembles arithme´tiques. Il nous est donc possible de
conclure directement sur la forme des comple´mentaires de ces spectres (ce sont des unions
d’ensembles arithme´tiques e´galement, et donc des spectres).
Perspectives
De`s lors, nous pouvons de´gager les perspectives suivantes :
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– on peut essayer de trouver d’autres the´ories pour lesquelles la conjecture de Ash
(constante, pe´riodique, ou ultrafaible) implique la conjecture du Spectre dans le cas
ge´ne´ral.
– on peut essayer de formaliser le lien implicite entre de´cidabilite´, expressivite´ des
the´ories et la satisfaction des diffe´rentes conjectures de Ash ;
– au lieu de s’inte´resser a` une the´orie, on peut ge´ne´raliser a` toute une classe de struc-
tures satifaisant une proprie´te´ qui n’est pas force´ment de´finissable au premier ordre.
D’autres the´ories pour lesquelles la conjecture du Spectre est
aussi difficile que le cas ge´ne´ral
On peut essayer de faire une liste de the´ories pour lesquelles la conjecture du Spectre
est aussi difficile que dans le cas ge´ne´ral. Par exemple, des the´ories pour lesquelles on
a un moyen de rembourrer polynomialement un graphe fini, ou un mode`le de la the´orie
de deux fonctions, dans un mode`le de cette the´orie. Ou encore, des the´ories pour les-
quelles on a prouve´ que tout spectre peut se mettre sous la forme d’un spectre d’e´nonce´
impliquant cette the´orie, e´ventuellement par le biais d’une transformation polynomiale.
Remarquons qu’il n’est pas ne´cessaire que la transformation soit polynomiale, il suffit
qu’elle soit dans la classe NE, mais les exemples connus semblent indiquer qu’il est assez
naturel de re´aliser une transformation polynomiale. Une fois e´tablie une liste de the´ories
ve´rifiant ces proprie´te´s, on peut essayer de progresser vers ces the´ories en e´tudiant des
the´ories plus contraintes, et en essayant d’analyser les raisons pour lesquelles les me´thodes
employe´es ne fonctionnent plus dans le cas des the´ories de la liste. Ou bien, qui sait, trou-
ver une the´orie T pour laquelle la conjecture de Ash (constante, pe´riodique, ou ultrafaible)
implique la conjecture du Spectre dans le cas ge´ne´ral et pour laquelle on sait re´soudre la
conjecture de Ash (constante, pe´riodique, ou ultrafaible). . .
Dans la the`se, nous avons donne´ plusieurs exemple de telles the´ories, comme la the´orie
d’un graphe non oriente´, la the´orie de deux fonctions, la the´orie de deux e´quivalences. Il
en existe d’autres, comme par exemple la the´orie de plusieurs ordres totaux ([DLS98]). La
the´orie d’un seul ordre total est cate´gorique, c’est-a`-dire que pour un cardinal n donne´,
il existe au plus un mode`le de cet ordre, a` isomorphisme pre`s. Comme de plus pour tout
cardinal n, il existe un mode`le de la the´orie d’un seul ordre total, cela signifie qu’il y a
exactement un mode`le de cette the´orie de cardinal n, a` isomorphisme pre`s, pour tout n.
Il est donc facile de remarquer que la fonction de Ash est constante de valeur 1, et donc
la conjecture du Spectre est vraie pour un seul ordre total. En revanche, pour deux ordres
totaux, il n’y a plus cate´goricite´, et on ne peut conclure aussi facilement.
De´cidabilite´ et expressivite´
Nous pouvons e´galement nous interroger sur le lien e´ventuel entre la de´cidabilite´ d’une
the´orie et le comportement de la fonction de comptage des classes de k-isomorphisme de
ses mode`les finis. Par exemple, pouvons-nous exhiber :
– une the´orie de´cidable qui satisfait la conjecture de Ash constante pour tout k (la
re´ponse est oui, la the´orie d’un ordre total, voir le paragraphe ci-dessus) ;
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– une the´orie inde´cidable qui satisfait la conjecture de Ash constante pour tout k ;
– une the´orie de´cidable qui satisfait la conjecture de Ash pe´riodique mais non constante
pour tout k (la re´ponse est oui, la the´orie d’un graphe de bijection) ;
– une the´orie inde´cidable qui satisfait la conjecture de Ash pe´riodique mais non
constante pour tout k ;
– une the´orie de´cidable qui satisfait la conjecture de Ash ultrafaible mais non pe´riodique
ni constante pour tout k ;
– une the´orie inde´cidable qui satisfait la conjecture de Ash ultrafaible mais non
pe´riodique ni constante pour tout k ;
ou bien donner des relations d’implication entre la de´cidabilite´ de la the´orie et la non-
satisfaction d’une de ces conjectures, voire meˆme une caracte´risation des the´ories de´cidables
par ce biais ?
On peut notamment se poser la question de l’existence d’une the´orie naturelle, ayant
de bonnes proprie´te´s (par exemple un mode`le pour tout cardinal), pour laquelle la fonction
de Ash n’est pas pe´riodique.
Une autre notion qui intervient e´norme´ment dans l’e´tude de la conjecture de Ash ultra-
faible via les restrictions se´mantiques est la notion d’expressivite´ d’une the´orie. En effet,
plus la the´orie est expressive, et plus la re´solution de la conjecture de Ash pour cette
the´orie nous donne des indications sur le cas ge´ne´ral. Par exemple, n’importe quel spectre
peut eˆtre interpre´te´, via une transformation polynomiale, comme un spectre d’un e´nonce´
de deux fonctions, ou bien comme un spectre d’une relation de graphe. La question est
de savoir s’il y a un lien entre l’expressivite´ d’une the´orie et la satisfaction des diffe´rentes
formes de la conjecture de Ash. Par exemple, les the´ories tre`s expressives satisfont-elles
les formes les plus faibles de la conjecture de Ash, tandis que les the´ories peu expressives
satisfont les formes les plus fortes, ou bien le contraire ? Peut-on hie´rarchiser les the´ories
en fonction de ce crite`re ? Nous n’avons pas d’intuition concernant ce point.
Passer des the´ories a` des classes de structures non de´finissables
au premier ordre
Au lieu de conside´rer des the´ories et leurs mode`les, on peut e´galement s’inte´resser a`
des classes de structures plus ge´ne´rales, a` savoir par exemple la classe des σ-structures
finies, sur un langage σ constitue´ d’une relation binaire et l’e´galite´, qui sont des arbres. La
proprie´te´ “eˆtre un arbre” n’est pas de´finissable par un e´nonce´ du premier ordre. On peut
conside´rer les classes de k-isomorphisme de structures qui sont des arbres. On compte
alors le nombre d’arbres de cardinal n qui ne sont pas k-isomorphes, et on peut essayer de
de´terminer le comportement de cette fonction de Ash ge´ne´ralise´e. Dans le cas des arbres,
on peut par exemple deviner que cette fonction sera pe´riodique, par des arguments de
de´coupage semblable a` ceux utilise´s au Chapitre 13. On peut se demander dans quelle
mesure le comportement de cette fonction, relativise´e a` une classe de structure et non plus
a` une the´orie, peut nous renseigner sur le comple´mentaire du spectre d’un e´nonce´ sur le
langage σ. En fait, il s’agit de nous renseigner sur des ensembles qui ne sont pas vraiment
des spectres, mais qui leur ressemblent beaucoup. Dans notre exemple, le “spectre” d’un
e´nonce´ ϕ est l’ensemble des cardinaux des arbres qui satisfont ϕ. Il est vraisemblable
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que le comple´mentaire d’un tel ensemble est un ensemble de meˆme type, e´tant donne´e la
pe´riodicite´ de la fonction de comptage des classes de k-isomorphisme d’arbres. Mais tout
cela reste a` formaliser.
Conclusion ge´ne´rale
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Cette the`se est ne´e de l’amusement commun suscite´ chez Denis Richard et moi-meˆme
par les destine´es. Il n’existait qu’un seul ouvrage de re´fe´rence sur les destine´es, a` savoir
la the`se de leur cre´ateur, Francis Ne´zondet. Comme une seule the`se n’e´tait pas suffisante
pour assouvir la curiosite´ de Denis vis-a`-vis de ces objets, j’ai commence´ cette the`se avec
l’ambition de mettre au clair ce que l’on pouvait faire et dire avec les destine´es.
Dans un premier temps, j’ai repris les travaux de Francis Ne´zondet sur l’algorithme
de de´cision des e´nonce´s de profondeur de quantification donne´e, et paralle`lement j’ai
commence´ a` re´aliser un catalogue de 2-destine´es et de 3-destine´es, de diverses struc-
tures arithme´tiques, de´cidables ou non. Parmi celles-ci, figurait la resistante 3-destine´e de
〈N, S,⊥〉. Tout ceci e´tait fort distrayant, et instructif sur le pouvoir d’expression de ces
structures.
Malheureusement, il e´tait difficile d’en tirer des re´sultats ge´ne´raux sur les destine´es.
Nous avons donc commence´ a` nous inte´resser aux cas ou` l’on pouvait dire quelque chose
sur les p-destine´es avec p plus grand (c’est-a`-dire, p suffisamment grand pour qu’on ne
puisse plus dessiner une p-destine´e sur un tableau. . . ). Graˆce a` Maxim Vsemirnov, nous
avons pu produire l’exemple des p-destine´es re´duites de 〈N,≤〉.
Vint ensuite le temps de la ge´ne´ralisation : pouvait-on obtenir des re´sultats analogues
sur d’autres structures ? Suivant la piste de la structure 〈N, |〉, et graˆce au coup de pouce
de Nicole Schweikardt, nous avons regarde´ ce qu’il en e´tait des structures H-borne´es. C’est
alors que j’ai pu, graˆce a` une ide´e de Yuri Mattiassevitch, e´tablir l’inclusion stricte de la
classe des structures H-borne´es dans la classe des structures a` destine´es re´cursives. Nous
avons poursuivi ces travaux jusqu’aux proble`mes ouverts pre´sente´s dans la Conclusion de
la Partie II : existe-t-il des structures de´cidables qui ne sont pas a` destine´es re´cursives ?
Malika More a eu ensuite la bonne ide´e de pre´senter les destine´es a` Etienne Grandjean.
Il nous a abondamment documente´es sur la conjecture de Ash. Nous avons de`s lors trouve´
un lien tre`s fort entre les destine´es et la conjecture de Ash, par le biais des classes de k-
isomorphisme. L’application des destine´es a` ce proble`me de the´orie des mode`les finis a
redonne´ un second souﬄe a` cette the`se, comme peut en te´moigner le volume de la Partie
III. Nous n’avons pas, la` encore, et loin s’en faut, fait le tour de la question.
En re´sume´, les destine´es sont passionnantes, a` la fois en tant qu’objet d’e´tude et en
tant qu’outil de re´flexion sur les proble`mes logiques faisant intervenir la profondeur de
quantification des e´nonce´s.
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