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In this paper, I will give a synopsis of a method for syntactic analysis, to which I will
refer as pattenl matching method for syntactic analysis, or pattern matching
analysis for short (PMA in abbreviation), which is proposed as a framework that pro-
vides a "realistic", "connectionism-savvy" deSCription of natural language syntax.
The rest of this Section llays out the general framework, by indicating motivations,
background, basic assumptions, claims, and disclaimers. Section 2 introduces basics of
PMA. Section 3 explores them and try to deal with the problem of syntactic structure,
thereby arguing that syntactic structure, if any, is not adequately characterized as a tree
structure. Section 4 makes clear some important implications in Section 3, and explores
further consequences. Section 5 summarizes arguments of this paper.
1.1 Motivations
One of the central aims of pattern matching analysis is to provide a realistic descrip-
tion of natural language synta.x. By deSCription of language syntax, I mean analysis
of language syntax, or simply syntactic analysis. PMA is motivated by the four






I. Description before explanation thesis. Phenomena of natural language
syntax, NL syntax for short, must be "described" before they are "explained".
This motivation forbids us to appeal, in clearly circular fashion, to Universal
Grammar to explain them.
II. Proper description thesis. If the goal is to offer an adequate deSCription of
NL syntax, it must be a proper one, and for this reason one may not "reduce"
the phenomena of NL syntax to other aspects of language and/or cognition,
no matter how clear their correlations are.
Realistic description thesis. A proper description of NL syntax may not be
Simply a "fonnal" one. A formal deSCription only serves as a "caricature" of
NL syntax.
Futhennore. the realisticness of deSCriptions so provided must be as much
"objective" as possible. This excludes rather "subjectively judged" realisticness
of deSCriptions provided by most descriptions in tenns of "image schemas".
Connectionism-compatibility thesis. I take a realistic description of NL
syntax to be compatible with as many connectionist results and theories as
pOSSible, and it must be so "substantially" rather than "terminologically",
which some notable cognitive approaches seem to be. More explicitly, con-
structs used to describe phenomena of NL syntax should be "connectionist-
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compatible", and be "connectionist-savvy", ifpossible. I expect that the idea
of subpatterns, which are a nahlral extension of "wickelphones" in the sense
of Rumelhart and McClelland (1986), meets this requirement.
Some of those theses seem controversial, and let me make a few notes on controversial
ones.
Syntactic analysis of NL may differ from semantic and pragmatic analyses of NL, on
the one hand, and from phonological and phonetic analyses, on the other. More specif-
ically, it is not expected that syntactic analysis quickly outlines any other kinds of anal-
yses. It is not expected either that other kinds of analyses quickly outline syntactic
analysiS. At least superfiCially, they may be incompatible.2 The strongest reason is that
they are phenomena on different dimensions, on the one hand, and on different scales,
on the other. Linguistic analysis should countenance this sort ofmultiplicity and
complexity in description as many biologists do. No biologist would complain that a
deSCription of biological species at the level of"gene" does not reflect the deSCription
of it at other higher levels of expression, such as levels of growth, development. and
behavior. Crucial here is that blind reductionism is unfruitful and even harmful in
biology. I suspect that this should hold of linguistics.
Designed for description, the proposed framework, called pattern matching anal-
ysis, does not pretend to "explain" syntactic phenomena of language. It is often taken
for granted, or even suggested, in the literature of linguistics that "explanatory adequa-
cy" trades off with "deSCriptive adequacy". I find no grounds for such an idea. Good
explanations, I have to note. do not precede good deSCriptions.
Keeping this in mind, I claim that, in pattern matching analysis, pro'Viding ade-
quate descriptions is primary, and prm-iding adequate explanations is second-
ary, even if it is possible. By this, though, I never suggest that the framework does not
provide, or does not try to provide, any explanation. First, what are deemed in lin-
guistic literature to be explanations are mostly not explanations at an In fact,
they are, in my view, mere descriptions.J Second, what is meant by the priority of
2. In this regard, my position is similar to Sadock's framework called Autolencal Syntax (Sadock
1991). because he holds that morpho(phono)logy. or more adequately word-internal syntax, is "auton-
omous" to word-external (and sentence-internal) syntax, the latter of which is what is usually called
syntax.
3. I have in mind here the case of "bounding theory" (Chomsky 1981), or subjacency condition in
particular. The condition roughly says that move ex may not move material at once over more than two
bounding nodes. NP or 5 (or CPo especially in later refonnulation of the effect in terms of "barriers"
in Chomsky 198tV). Thus. the condition states, in an infornlal way. how syntactic movement is
restricted. At least to those who are able to wonder if the naked king really wears clothes, however, it
makes no sense to claim that the unacceptability of sentences like 'Which woman did they believe a
claim that everyone in the park laughed at? is "explained" by this restriction on movement. My point
is simple: the subjacency condition merely describes, though with fairly accuracy, a specific
restriction which is to be explained But this description promotes to an "explanation" as soon as
Chomsky says it constitutes Universal Grammar. Here. circularity conquers all. Chomskians say that
UG is concerned with competence rather than perfomJance. All right, but if UG treats. by definition.
matters concerned with "competence" only. then why is it concemed with subjacency condition? A
real explanation must answer the question, Why maya moved material not jump over more than two
bounding nodes? Ifone is able to wonder words of God Father of generative grammar. then he or she
will soon realize that it is more likely that subjacency condition is a constraint on performance, and
therefore it has nothing to do with UG, a theory of competence. In any case, this kind of explanations
could not be regarded as "scientific" explanations. By this, however. that I do not suggest that subja-
cency condition is of little importance. What is of little importance. I claim. is rather UG. and any
theory of competence. Note that it is better thall anything that one can dispense with such a ghost of
notion like competence. So. it is reasonable to think, quite realistically. that competence is unreal. or
an abstraction that has nothing to do with Iin~uistics of naturallangua~e.Universal Grammar has
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descriptive adequacy is that if the framework will provide explanations, it will do so
indirectly.
It should be stressed, then, that best descriptions should facilitate, or even bring
with them, the best explanations. This heuristic aspect of descriptions should be
emphasized. I hope that pattern matching analysis is a framework that offers such good
descriptions that will provide us \vith inSights into language syntax.
1.2 Background
A sort of developer's note may be helpful. Objects of inquiry at earlier stages of my
research were somewhat different. I investigated by and large what I called correspon-
dence among surface formations (Kuroda 1996, 1997), trying to define NL syntax



















Only partial mismatches are indicated by inserting X between, assuming that partial
matches are default. • is a special symbol, called phantom, serving as a meta character
that matches anything.
This is not intend as a deSCription of a "transformation" from F to G or from G to F.
Bather, "mutual support" is assumed between F and G. This means that both F and G
are Virtually base forms, with each a deep structure of the other. The model of syntax
attacks on the "derivational" view of syntax.
This is partly due to the fact that earlier stages of my research were strongly influ-
enced by Lakoff (1993), where he introduces cognitive phonology, thereby attempt-
ing, with success I believe, at partial elimination of derivations from phonology, there-
by arguing against authors such as Bromberger and Halle (1989). Elimination is not
total, however, because three levels (M-, W-, P-Ievels) are retained, and I was dissatis-
fied, especially in view of Karttunen (1993) who showed that Goldsmith-Lakoff three
level system is superfluous. See also Goldsmith (1993) for allied research. In his at-
tempt, Lakoff appeals to (phonological) constructions that are simultaneously satis-
fied well-formedness constraints between two levels (or within one level). Reinterpret-
ing constructions, I thought that it was possible to characterize syntax in similar terms.
Syntax may be, by and large, a system consisting of well-formedness statements among
sentences in terms of correspondence. This is what we now call the idea of syntax (and
semantics) external to sentence. Later research has revealed, however, that such a
picture was too simplified: the role of correspondence is indirect, and we still need
syntax (and semantics) internal to sentence; or differently put "internal consistency" of
sentences. The consistency is now \vhat we call pattern matching. A rather drastic
change in research direction took place when I discovered the method called diag-
onalization when I was working on construction effects (and resulted in Kuroda
1997), where I tried to offer an alternative to Goldberg's (1995) construction grammar
account of the effects. My solution is pattern blending, whereby two surface
form(ation)s are blended into one. I suggested that formations like H =Joe kicked Bill
the ball are "blends" in roughly the follOwing sense. Given F = Joe kicked the ball (= X
V Z) and G =Joe W Bill the ball (= X my Z), H = Joe kicked Bill the ball (= X' V' Y' Z'
nothing to do with our reality of language any more than the Universal Turing machine has anythin9
to with our reality of computer. So, our theory of language must be UC-free, since we conservatively
assume that all we need is explanation of performance.
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is a blend of F and G in that X' = ~(Joe, Joe), V' =~(kick, W), 1" = ~( • ,Bill), and Z' ::;
~(the ball, the ball), where' denotes the superposition operator, which is a sort of
unification.
For illustration, I present below a table indicating how H is blended from F and G,












Most effects of the ditransitive construction in Goldberg's (1995) sense can be de-
scribed as the inheritance from the G-form which serves as the "host" that prOvides H
with the syntax and semantics ofX give Z Y.
What is crucial in this blending account is the assumption that the meaning ofgive
approximates the one of£!3 in G. How to justify this controversial point, however? For
discussion, I assumed that generalization over co-occurrences ofX. Z and Yin X
give Z Ytakes j)lace to yield a schematic representation of a "local syntactic environ-
ment", i.e., X ~ Z Y, where X, Y, Z have full "lexical" specifications, whereas £!3 is an
"after-image" ofgive's occurrence which lacks phonology. Such an artifactual construct
as W is natural when the associative nature of the brain is recalled.
Generalizing this line of thought, I soon realized that what are blended in such a
way need not be "sentences" at all. They can be any "parts" of a sentence. Specifically,
we may blend as many subpatterns as we want into a sentence in such a way. This is
how the notion ofpattern composition was born.
1.3 Assumptions
Before starting, let me explain briefly what pattern matching analysis \\,ill and will not
assume. Crucial assumptions are:
(4) i. \Vhat we usually call "surface forms" or "surface formations", or even "linguiS-
tic expressions" in general, are best characterized as '"patterns" that are com-
posed out of, and decomposed into, a set of subpatterns in the sense defmed
later.
ii. Very roughly, what we call "words" (and "constructions") are special cases of
subpatterns in the sense defmed later.
iii. Subpatterns are "schemas" which combine by themselves.
These considerations contrast the proposed view of words with a dominant view of
them. According to the dominant view, surface form(ation)s are surface structures or
s-structures that are "derived" from deep structures or d-structures, that the base rules
of the grammar generate without making reference to the contents of the items, e.g.,
words, to be inserted into them.
Descriptions ofsyntax that pattern matching analysis provide do not crucially rely
on the notions of deep structure and derivation from them. I do not deny some theoret-
ical importance of such notions, but the notions play no significant role in the proposed
framework. Technically, what I want to attack is the existence of the so-called "base
component", which serves as the kernel of a generative grammar. My suggestion is that
if there is something superfluous in a Chomskian generative grammar, it is nothing but
the base component. The base is entirely dispensable ifwords specify their syntax in
Papers in Linguistic Science, No.5 (1999) 5
addition to their meanings and pronunciations.
This view ofwords should not sound so strange. Everyone can agree that all word
have pronunciations of their own and meanings of their own. If so, why is it impossible
to assume that they have syntax of their own? The proposed framework tries to go
along this line of thought.
So, if there is some structure that serves as a deep structure in classical sense, it is
nothing but a set of "words" that comprise a surface fonnation.4 But I should be more
careful here. It is better to think that each such word specifies a structure that serves as
a deep structure, and consequently a deep structure in classical sense should be equat-
ed with a "set of deep structures"." The key idea is that alI words that comprise a (part
of) surface fonn F are "partial descriptions" of the syntax, semantics and phonetics ofF.
This shows that the proposed framework embodies a "declarative" perspective on
syntax (Bird 1995, Scobbie 1997).
1.4 Claims
Reflecting the assumptions above, pattern matching analysis refers to the nature of
"knowledge oflanguage" in the sense of Chomsky (1986, 1988):
(5) i. Knowledge oflanguage, equated with "grammar" in technical sense, ultimate-
ly reduces to knowledge of words (Hudson 1984, 1990).
ii. Words, in the sense of the proposed framework, are not mere words; they are
themselves schemas, not only in the sense of cognitive linguistics (Lakoff
1987; Langacker 1987, 1991a, b), but also in the sense of neo-Piagetian school
(Arbib 1989: Arbib, et aI. 1987; Arbib and Hill 1988).
iii. Under these assumptions, pattern matching analysis is designed to provide a
detailed emergent theory of syntactic structures.6 In this framework, syntax
emerges out of the interaction, or even communication, among word schemas
{influenced by "connectionist" ideas, in particular those in Elman (1990, et
seq.); Rumelhart and McClelland (1986»).
Loosely, the proposed framework is more compatible with the trends in cognitive
linguistics than those in Chomskian linguistics, with the note that not all research
efforts in Chomskian linguistics"are generative, and not all research efforts in gener-
ative linguistics are Chomskian.'
1.5 Several Disclaimers
4. In some respect, there is a superficial similarity between recent minimalist program (Chamsi:),
1995) ,md the framework proposed here. Of course, the similarity is not more than a superficial one.
5. Ylultiplicity of the deep structure was suggested by Lakoff (1974) in his treatment of the phe-
nomenon called syntactic amalgams. Kuroda (1999) proposes an alternative analysis for this phenome-
non.
6. The use of "emergence" here is based on a crucial idea in Nicholls and Prigogine (1989) and
related works in physics, in particular study of Mchaos" (Gleick 1984). It may be somewhat misleading
to associate with it the notion "emergent grammar' that Paul Hopper (1987) suggests in the contex1: of
?1ammaticalization.
i. I conceptually distinguish ChomsJ.dan linguistics from generative linguistics. Chomskian linguis-
tics is a trend in linguistics that always appeals to ~Ul innate knolwedge system called Universal Gram-
mar, which I find exists only nominally. l3y ,md large, I argue against Chomskian linguistics, despite
my sympathy with generative linguistics.
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It should be noted that the proposed framework does not subscribe to either view of
the syntax-semantics interaction in the follmving:
(6) A. Syntax defines structures only by which semantic and phonological structures
are sanctioned.
B. Semantics (with (part of) pragmatics therein) defines structures only by which
syntactic and phonological structures are sanctioned.
The view characterized in A is favored by many Chomskian and generative linguists.
The view stated in B is favored by many linguists of functional andlor cognitive lin-
guists.s
Pattern matching analysis disclaims both sorts of implications, partly because it is
unqualified to claim one: the roles of semantics and phonology are "implicit" in the
proposed framework.
I assume, quite conservatively, that grammar is a system that emerges out of the
complex interaction among syntax, semantics, pragmatics, and phonology/phonetics.
This view is conservative, and therefore uniUuminating, but I find it is well motivated. I
find no decisive evidence for or against either kind of view. Both are quite simplistic,
thereby underestimating the real complexity of langua~e. I never expect that reduction
in the number of components andlor modules approaches the reality, and provide good
results. In my view, the interaction among syntax, semantics, and phonetics/phonology
is complex. perhaps more complex than believed.
2 Basics of Pattern Composition and Decomposition
S)'"Iltax is concerned with the problems ofcomposition and decomposition.
Obviously, most linguistic units are composed out of smaller units. For instance, sen-
tences are composed out of phrasal units sllch as subject nounlhrases, verb phrases,
object noun phrases, preposition phrases. on the one hand, an out of words, on the
other, provided that phrasal units in tum are composed out of words.
Both composition and decomposition are based on a crucial assumption: linguistic
forms or formations are composed of oplimally meaningful units, which we can very
roughly equate with words. Thus, it is the greatest concern of a syntactic theory to
explain how such units are composed out of smaller units. My argument begins by
questioning this because it is not a trivial matter.
2.1 How syntactic structures emerge - An alternative view
Let me begin by noting a crucial background assumption.
Many linguists take it for granted to appeal to "templates" like [5 NP [vp V NPlJ to
describe syntax of hmguage. Remember, though, that it is not clear whether such
templates are really necessary. It is in fact circular to think that they are prOvided by
Universal Grammar.
In the proposed view, a surface formation, or a pattern, is decomposed into a set of
subpatterns so that every one of them contains at least one glue. This is because, if this
is not the case, it becomes impossible to dispense with externally defined templates like
[5 NP [yp V NPlJ to combine a subpattern with others.
8. This view also characterizes the generative semantics in late 60's and early 70'5.
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The key to the emergence of surface formation is the overlapping among s~bpat­
tenlS, equated with what we call words, on the one hand, and redundant specIfica-
tions in subpatterns, equated with overlaps, on the other. Without them, pattern
composition would never work adequately and efficiently.
What motivates this kind of redundancy, however? To make a long story short, my
decision is to make PMA connectionist-aware, which I find is a best way to make our
theory cognitively real.9 Indeed, the notion of subpattems as overlapping patterns (with
and without schematization) is an extension of the idea ofwickelphones proposed and
used by Rumelhart and tvlcClelland (1986).
To make crucial points clear, consider a simple example. Given a surface formation
F = U I U~ U 3 U~ Us (e.g.. LI Bob lL, sliced lL, bagels lL toith lL.,.a knife D, where U; is
the ill. unit of F. u j is not necessarily a word. Suppose that F matches a pattern P = C1
Cz Cil. C4 Cs (e.g., NP V NP P NP) of preterminal nodes of a phrase marker, where C i is
the it unit of the sequence of preterminal nodes of P.
Illustrated below is the case where five subpattems, u!.J' Uu ' ... , us~' all context-
free, are "inserted" into, or attached to, the "terminal" nodes ofP (= 0).







Arrows 11 here are interpreted as the operator of insertion or association of terminal
lexical items to P.
This first case would best characterize tlle model that most generative linguists
adopt. since it is necessary that base pattern 0 in this encoding must be "independently
generated" in some way.
Generation of base patterns is dispensable if subpattems overlap. To see this. let me
examine a few cases. First, consider a case where four subpatterns, up u1.2' Uu u2,3' •.• ,
114.4 U S,5' of length 2 are defined, each with overlap oflength 1. The subpatterns are
composed into a "complete" pattern at length of 5. in the follOWing way.
(8) O. ff u, 1r 1t 1frr




Here, 0 is obtained by column-wise unification ofU i•k and U ".k into Uk by eliminating
prefLx indices i andj. 1
Remarks. 11 in this case denotes the operator of unification, while 11 in (7) is inter-
preted as the operator of insertion or association to P =C1 CzC C4 CS'
In this case and other similar cases discussed shortly below, tase patterns need not
be independently defined (by base rules, for example), as long as subpatterns 1, 2, ...,5
are already defined. This implies that syntactic structure can be "emergent" in that
subpatterns specify informations of outcoming structure only partially. In (8), base
9. Of course, in a scientific sense rather than in an ideological sense.
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pattern 0 is "generated" by unifying overlapping subpattems. This strongly suggests
that it would be possible to dispense with the base component of a generative grammar
altogether if a powerful learning mechanism is provided like recurrent networks dis-
cussed in Elman (1990, et seq.) and related works.
The minimum subpattem length for there to be overlaps is two, and conversely, the
maximum (in this case) is five, since there is no subpattern.
For comparison, cons.ider next a case where three subpatterns at length of 3, U 1.1 U 1.2
til':;' ••• , tl 3.3 tl 3•4 tiM' are gIven.
(9) O. ff Uo 1r u~ 1f1f 11
1. til.l til';: ti l,3
2. UZ.i u2,3 uz,..
3. U3•3 u3,.. U3,5
In this case, too, base pattern "emerges" as subpatterns are composed The same is true
of the following case, where there are two overlapping patterns of length 4 given.
(10) O. ff u.o 1r 1r Ue;1f 11
l. ul.l u12 U I,:; u l ...
2. U,u U2.3 ul ... tiZ,5
The situation becomes different when there is only one subpattern, ul.I ul,.2 up uI,.1 u I .5
given. It is "vacuously" composed into the base pattern at length of 5, as the tollowing
illustrates.
(ll)
It can bee seen that the length (L) of each subpattem and the number (N) of subpat-
terns required to constitute the whole satisfies: N + L > max(N). Confum this by seeing
(N:L) =(1:5) in (7), (2:4) in (8), (3:3) in (9), (4:2) in (10), and (5:1) in (ll).
Interestingly, (7) and (11) are two special cases, but in two opposite ways. In (7), the
subpatterns (= lexical items) have no overlaps. In (ll), there is only one (vacuous)
subpattern that is the same size as the whole. In both cases, the notion of a subpattem
is nonsensical. In (7), subpatterns are all context-free, or rather "decontextuated" units.
Such subpatterns, with no overlap, cannot combine with each other alone, and for this
reason, a template P = CI C2 C3 C.. Cs is necessary. In (ll), by contrast, the part and the
whole are the same, and no composition is necessary.
Composition by superposition dispenses with any external machinery of composi-
tion. This is because the outcoming structure is an emergent structure. So, we can
dispense with (terminals of) phrase markers, e.g., P = C j C2 C3 C.. Cs in (7), generated
at the base. Likewise, it is free from "image markers", posited in some cognitive ap-
proaches like Langacker's cognitive grammar (1997), by which structures at the phono-
logical pole are determined.
2.2 Patterns and their subpatterns
Let us begin by reviewing briefly the way (12), which we call a surface formation, is
composed out of, and decomposed into, subpattems.
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(12) Bill hates gates.
In pattern matching analysis, the syntactic structure of (12) is roughly encoded by
appealing to an encoding scheme, which I call either a co-occurrence matrix or a














Descriptions in terms of encoding scheme like this are exactly what I want to replace
deSCriptions of syntactic structures in terms of tree. Leaving crucial details for later
discussions, let me note a few most important points here.
Let me establish terminology. I will call the construct indicated by 0 (= Bill hates
gCltes) a base pattenl. I call the constructs indicated by 1, 2, and 3 subpatterns. As
noted above, subpatterns are partial deSCriptions of the base pattern.
A subpattern consists of two different kinds of components, anchors and glues.
Bill, hates, gates, which are boldfaced, are instances of the first kind, and 5, V, 0,
which I call (pattern) glues, are instances of the second kind. 5 and 0 correspond
only very loosely to subject and object. It is an open question whether we can factually
identify 5 and 0 under such names.
Glues are controversial constructs, because, in my interpretation, they do not have
lexically speCifiable contents either semantically or phonolOgically. Glues are crucial
because they encode syntax necessary for surface formation in a "distributed" fashion.
Without them, base generation of phrase-markers becomes inevitable.
~Iore specifically, subpatterns 1, 2, and 3 are declarative statements of co-
occurrence restrictions imposed on boldfaced units.
(14) i. Subpattern 1 states that Bill precedes a unit which is categorized as V, and
another unit which, follOwing the V, is categorized as O. if any.
ll. Subpattern 2 states that hates follows, or postcedes, a unit which is cate-
gorized as 5 and at the same time precedes a unit whose category is O.
iii Subpattern 3 states that gates postcedes a V which postcedes an 5.
Obviously. 5 V gate.,; specifies the position ofgates rather redundantly. Note that it is
possible to replace 5 V gates by V gates, the latter of which encodes necessary and
sufficient information for co-occurrence ofgates, if it is coupled with Bill V (0) and S
hates O. IfX is V. then 5 V X automatically follows only if 5 V is stated elsewhere, as in
(13)1. Likewise, ifX is 5, then (part of) X is N, \vith the unit \\oith label N is the "head"
of5.
Such simplification is possible, and usually is argued for by linguists. But it is incom-
patible \\-;th connectionist results and theorizing, on the one hand, and it is not factually
necessary at all, on the other, Specifications may be redundant.
Indeed, pattern matching analysis is one of the frameworks in which this kind of
prima facie simplification is judged to be "artifactual", Despite some lin~istic theories
supporting it for the economy of description. we will not attempt to eliminate such
redundancy. Rather, we will try to make use of this kind of redundancy in specification,
Redundant specifications are allowed unless they lead to contradictions with other
specifications. tO My point is two-fold: (1) economy of deSCription counterbalances with
reality of description, at least as far as the compatibility with connectionist results is
10 Ko\\' Kuroda: Outlining Pattern Matching Analysis
concerned; (2) redundancy in specification is exactly the source of the emergence of
syntactic structure.
2.3 Relation of conceptual and phonological information to relational infor-
mation
Let us turn to another point of the encoding scheme in (13). The scheme is conceived
to caphlre both composition and decomposition of (12). For composition. (13) claims
that Bill hates gates, in 0, is a "base" pattern that is composed out of subpatterns Bill
V (0), S hates 0, and S V gates, encoded in I, 2, and 3. For decomposition. it claims
that the base pattern is decomposed into the subpatterns.
Subpatterns comprise abstract constructs $, V, 0, called (pattern) glues. Here and
elsewhere, symbols $, V, and 0, in nonbolclface, mnemonically encode subject, verb,
and object very loosely. As I noted earlier, glues are not merely grammatical categories,
nor grammatical functions in usual sense. The role of glues that surround a word is
schematic encoding of its context.
In this sense, glues cannot be meaning-free, and it is better to think that glues have
syntax and semantics of their own. no matter how abstract they might be. Indeed,
semantics of glues are hardly conceftual and rather relational. Contrasted to such glues
are anchors of subpatterns like BiZ ,hates. gates, which are always put in boldface.
They specifY conceptual and phonological contents of lexical items. Such contents
could be referred to as substantials.
2.4 Abstractness of syntactic patterns
What is the relation of substantials to relationals, then? A tentative answer is that there

















Schemas here impose grammatical functions $, V, and 0, on syntax-free words.
Without positing such schemas, one aspect of linguistic creativity could not be
explained. It would be impossible for speakers to use new words that they have not
experienced yet, and therefore have no knowledge of contexts in which they occur.
Thus, acquisition of a language. or internalization of a grammar is, in our view. equated
with master of the way to manipulate schemas of the kind specified by 1, 2, and 3 in
(15), with varying degrees of schematicity, whose specification of variables is rich
enough to categorize any new words.
2.5 Experientially basedness of abstract patterns
It should be emphasized that schemas like S V (0), S V 0, $ V 0 above are surface-
true generalizations that learners of a language can arrive at by exposing themselves
to positive evidence alone. In this respect, acquisition of a language is experientially
based par excellence. In emphasizing this point, PMA is in conformity with claims by
cognitive linguists like Lakoff (1987), Yamcmashi (1995, 1999a, 1999b), on the one
10. In this respect, the spirit ofPMA is very much like the framework of underspecification in the
sense of Archangeli (1984, 1985), with a charitable misunderstanding of the notion.
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hand, and by connectionists like Elman, et al. (1995), and cognitive scientists like Arbib
(1989), Arbib, et aI. (1987), Arbib and Hill (1988), on the other.
I emphasize that pattern matching approach to the "lo2ical problem oflanguage
acquisition" depends crucially on a specific conception of~guisticknowledge. I hold
that there must be sever restrictions on representation of linguistic units. This in fact
forms a conceptual link to connectionism. For more information, see Kuroda (1999:
Appendix B). To mention a few points in advance, I claim, in conformity with Elman
(1990, et seq.), that basic properties of language syntax are learnable as far as units of
language are learnable, and learnable units are, connectionist results suggest, context-
sensitive, redundantly specified units.
Thus, it would be reasonable to think that phonological and conceptual contents of
words are something on which schemas like those in (15) are superimposed, where


























Bill, hates, and gates on the right specify the phonological and conceptual contents of
Bill, hates, and gates, on the left.
The relation of #1 and 1, for example, is orthogonal. In other words, the most funda-
mental aspect of syntax is reducible to neither phonology nor semantics (in particular,
equated with conceptualization).
The crucial point may be characterized differently. One may say instead that sub-
patterns (roughly, words and constructions) are schemas; this statement should be
true not only in the narrow sense used in cognitive linguistics literature, but also in the
broader sense ofArbib, et al. (1987) and Arbib (1989).
Subpatterns Bill V (0), S hates 0, and S V gates are schemas learned through
abstraction of itemic, "token-based" patterns such as:
(17) S. Bill hates gates, Bill danced, Bill kicked a dog, ...
V. Bill hates gates, Ann hates onion, We hates Bill Gates, ...
O. Bill hates gates, Ann dates at gates, we have great gates, ...
It is clear thus that in PMA, if syntactic structure "emerges", it is not in the sense of
Langacker (1997) who, as recently mentioned, argues that constituent structure emerg-
es when "conceptual groupings are symbolized by phonological groupings". In state-
ments like tllls, his use ofemergence is utterly superficial; it has nothing to do the
modem sense of the term to cover emergence of "dissipative" structures in the sense of
Nicholls and Prigogine (1989) and similar structures that "emerge" in complex systems.
I claim that syntactic structure is an emergent property; but my reason is that pat-
tern composition and decomposition are natural properties of a process of self-
organization that takes place in human brain. Or differently put, it is a cooperative
computation in the sense ofArbib, et al. (1987) and Arbib (1989). Reinterpreting such
works, I claim, somewhat metaphOlically, that words and constructions are agents "\'vho
interact with each other by imposing their selectional restrictions on each other.
Syntactic structure, under the conception of the SOlt describe above, can be charac-
terized as a network of pain"ise interrelations. To see this, it would be helpful to
take for example the composition and decomposition of an abstract pattern 0 = 123
below:
12
(18) O. 1 2 3
n n n n
1. 1 r1.2- r1.3
2. r2.1 2 r2.3
3. 1"3,1 1"3,1 3
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It is easy to see that base pattern 0 = 123 is represented by the digraph in Figure 1,








~ '3.1 ~ '3.2_ J
Figure 2
In passing, I note that diagrams like the one in Figure 1 have interesting properties
similar to those illustrating "dependency structure" in Hudson's "Vord Grammar frame-
work (1984) .
2.6 Details of pattern decomposition
Without specifyina technical details, I simply note that (13) is obtained by converting
(by hand and mind, unfortunately) the itemic encoding in (19), which is obtained by













It is vital to note that the i th subpattern always corresponds to the i th unit of a base
pattern; and an arrangement of subpatterns 1, 2, ... , n always forms an n X n matrix.
A procedure, loosely called categorization, is clearly necessary. by which type-










The three subpatterns 1, 2, and 3 above should be interpreted as follows:













This means that (12) = Bill hates gates is determined by a set m, called the role set
such thadR = {5, V, 0, ...J where 5 = Bill V (0), V = 5 hates 0, and 0 = S V gates.
2.7 Correlation of paradigmatics and syntagmatics
For more clarity, turn to the question, What do descriptions in terms of co-occurrence
matrix really imply? It seems plausible to interpret that a co-occurrence matrix M
denotes a correlation M =tR X P, where P and R are orthogonal arrays such that P =[
"', 1,2,3, "', n] and R = [ ...,5, V, 0, oo. ]. P encodes a set of (relativized) positions in
temporal dimension; and R a set of grammatical roles such as subject, verb, object. P
correlates with time, and R with space.
Under this interpretation, we may state that the proposed framework offers a new
way of analyzing the syntagmatics/paradigmatics interaction. In other words, how
syntagmatic and paradigmatic dimensions of language are interconnected, or how
language organizes "time" and "space", by integrating them.
2.8 Pattern composition
So far I have described how a pattern is decomposed into a set of subpatterns. Turn
now to the issue of how a pattern is composed out of subpatterns obtained by the
decomposition sketched so far.
Pattern composition is obviously the inverse function of pattern decomposition. This
must be the case; but it is nevertheless relevant to see under what conditions pattern
composition is carried out.
Pattern composition is successful if and only if superposition of relevant subpattems
is successful. But under what condition does it take place? My answer is that superposi-
tion has to meet type matching conditions. To see this, let us return to (13), repeat-














1'.latching conditions are expressed very elegantly in this encoding scheme. Base pat-
tern 0 is nothing but column-wise vertical unification of relevant units of subpatterns.
By way of example, Bill, as the first unit of the base pattern is superposition of Bill
in 1, S in 2, and 5 in 3. Likewise, hates and gates, as the second and third units of the
base, are superpositions ofV in 1, hates in 2, and V in 3, and (0) in 1,0 in 2, and
gates in 3. They are unified column-·...,ise.
It is inadequate to think that abstract elements like 5, V, 0 called syntactic glues
specify mere syntactic slots (into which lexical items are inserted). This can be interpret-
ed as follows: (1) each glue is a mnemonic representation of selectional restrictions
on a word. (2) what the glues surrounding a word speCify is more generally an opti-
mized deSCription of syntax and semantics of a word's context. Noting that Bill ~ Bill
for example. Bill specifies, by notation, "substantial" component of word Bill with
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lexical meaning Bill V (0) (;:: $ V Bill). Slots V and 0 specify, on the other hand,
"relational" components of the word Bill. which may have ideational (and even referen-
tial) contents of their own.
To summarize, symbols like $, V, and 0 are not meaniner-free slots; rather, they are
meaning-sensitive glues without which subpatterns are unable to combine to form a
pattern without making reference to syntactic "templates" or "skeleta" like [5 NP [vp V
NP]] (adequacy of assigned categories is utterly irrelevant here).
From tlllS follows the notion tllat the role of SynhlCtic categories in syntactic
description can be reduced drastically, if not completely. This is due to redundant
specification allowed in PMA. Note that if unit Xis a subject, it entails that X is a noun
(phrase); but not vice versa. In other words, so-called syntactic categories like N(P),
V(P), are Simply too general to provide adequate deSCription oflanguage syntax.
3 What Structure Is Syntactic Structure, if It Isn't a
Tree?
Before launching into analysis, I will make a few general remarks on the possible form
of syntactic structures.
The technical metaphor, SYNTACTIC STRUCTURE IS A TREE (STRUCTURE). has in
fact played crucial roles in the development of syntactic theories since the Chomskian
revolution. The metaphor is so overwhelming that everyone thinks of any structure of
language in terms of a tree. But I do not accept this metaphor, because one of the
motivations for PMA is exactly that tree-based description of syntactic structures is
quite problematic. In fact, what was shown to date in linguistic literature, generative or
not, is that tree structure is necessary for the description of syntactic phenomena. But
it has never been shown that it is sufficient. Indeed, no justification has never been
prOvided that syntactic structure is not more complex than tree structure. PMA ex-
plores the pOSSibility that syntactic structure, if any, is more complex than tree struc-
ture.
3.1 Classical account of syntactic structure
According to the metaphor most frequently used since the birth of generative linguis-
tics, syntactic structure is a tree. Here, a tree deSignates a directed, rooted, crossing-
free, cycle-free graph (structure). For illustration, I give below a "classical" tree repre-
sentation to account for the syntactic structure of (22), as generated by production
rules in (23) through derivational steps: S =:> NP VP =:> N VP =:> N V NP =:> N V N =:>
Ann V N =:> Ann bothers N =:> Ann bothers us.
(22) Ann bothers us.
(23) I. S~ NP VP, VP ~ V NP, NP -? (D) N
II. N ~ Arm, N(P) ~ us, V~ bothers
The derivational steps can be diagrammed as follows:









It is certain that such a derivation (from the initial symbol S) accounts for (22) because
it is a string of terminal symbols. But, does this mean that the syntactic structure of (22)
is adequately characterized by such kind ofstructure?
This is no definitive answer to this question, even if strong generativity is distin-
guished from weak generativity. For one thing, it is a theory that says that the syntactic
structure of (22) is a tree such as in Figure 3, not a set of empirical facts. In fact, forma-
tions like Ann bothers us need not be generated by such a less powerful generative
grammar which consists only of context-free rules in (23). Specifically, no empirical






The structure diagrammed in Figure 4 is not a derivation tree, which linguists are
accustomed to, but a derivation graph generated by a context-sensitive grarnmar.ll
Relevant production rules are as follows:
(24) I. A ---7 BC, BC ---7 DEF
II. D ---7 Ann, E ---7 bothers, F ---7 us
Note that BC ---7 DEF is a context-sensitive rule because left-hand side of the rule
contains more than one preterminal ~bol.
In Figure 4, the difficulty in specifying BC ---7 DEF diagrammatically is handled by
exhausting contributions ofBand C to D, E, and F. Of course, this does not mean: B
---7 DEF and C ---7 DEF. Rather, it describes a case of synchronized rewriting in which
no rewrites take place independently.12
ll. No straightforward interpretation ofHnks between symbols at different derivational steps is
possible for derivation graphs. It is not clear whether they indicate correspondence or not. Thus, two
dO\\l1ward merging links from NsP and v, at the second stage, into V, at the third stage, has no clear
interpretation, even if the derivation is S~ NsP V~ NsP V NoP.
12. This intepretation is based on my interpretation of parallel rewriting processes in Lindenmayers
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Apart: from this hard problem, a natural interpretation of the rules in (24) would be:
A = S, B (= D) = NsP (subject noun phrase), C (= E) = V. F = NoP (object noun
phrase), This interpretation gives the following rule set,
(25) 1. S~ NsP V, NsP V~ NsP V NoP13
II. NsP~ Ann, V~ bothers, NoP -HIS
A context-free grammar that does not include rules like NsP V~ NsP V NoP and
therefore assigns derivation trees like the one given in Figure 3, rather than derivation
graphs like the one given in Figure 4, is sure to be the weakest device to describe a set
of strings like (22), But this does not mean that this has nothing to do with the question
ofwhether the grammar of naturallan!!Uage, or more specifically the base component
of it, is adequately characterized as such a context-free grammar, I will return to this
issue in Section 5.2.
3.2 A new technical metaphor for syntactic structure
To illustrate crucial points. let us begin by asking how (22), for example, is composed
out of the three words in the set (26).
(22) Ann bothers us.
(26) {Ann, bothers, us}
systems. A Lindenmayer system is a triple <I, P, A>, where:
i. 2 is a set of symbols, without the distinction between terminal and preterminal symbols. 2
can be seen a.~ a union of terminal and preterminal symbols such that 2 =V", U Yr'
ii. P is a set of "productions" of the form (11 ... (1",~ 13\ ... 13" (a" 131 E 2).
iii. A is a speCial symbol, called an "axiom", from which all derivations start. A mayor may not
bein2.
See Rozenberg and Salomaa (1980) for details of Lindenmayer systems. Let me remark on some
relevant properties of L systems here.
Rewrites in a Lindenmayer system are said to be "parallel" in that all symbols of the input string
have to be rewritten at the same time. For example, G =<[a, bl, la~ aa. b ~ bbl, ab> generates a
language (ab. aabb, aaaabbbb, ... j, Le.• a2"b2" (n ~ 1). Tllis means that it is a natural interpretIltion to
see derivational steps in L systems as "generations" in (cellular) development. Note that it has impor-
tant effects if an L system has "vacuous" productiolli of the form x~ x. Ifa ~ a, b~ b are added to
PinG above, the generated language no longer is tr"ll ; rather. it is a·b·.
Of linguistic interest is an extension ofL systems with no specified a.xiom are conceivable, which
Vitinyi (1981) calls L schemes. This allows the following reinterpretation of the X scheme.
L X'~ }-;XI
ii. Y' Xl ~ Y' Xi 7J
Y' and 7J, serving as the specifier and complement orx, denote projections of X and Y up to the loth and
)oth generation. Assuming that S and 0 are ofN' and N, we can conceive of an L scheme that allows the
follOwing development ofV: va ~ S Vi ~ S~ 0 ~ S y'lo X. The i 1h row indicates the jth gener-
ation ofV. This allows to state that intransitive verbs are all verbs that cannot grow up to y 2 •
13. This context-sensitive rule coulde be seen as a "merger" of the two rules: NsP ~ NsP V and V~
V NoP.
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The relation of the units specified in (26) to a is exactly what we call syntax.14
A note: we may take such a set as (26) to be part of the lexicon, in a variety of
senses. I present the set as a "list" of lexical items only for expository purposes. Indeed,
I will question argue against the view oflexicon according to which it is a list "decontex-
tuated" entries like Ann, bothers, us. Rather, I argue that what comprise the lexicon are
"contextuated" units like Ann V (0),5 bothers 0, 5 V us, where 5, 0, V encode rough-
ly subject, object and verb. Details will be discussed in Section 4.2.
Another, more important note is that syntax, in the sense defined above, has two
different aspects. One aspect is composition, or synthesis, if the term is used loosely.
Composition is conceived ofhere as the process andlor operation of "construction" of
larger sized units, e.g., Ann bothers us, out of a given set of units of a given size. Anoth-
er aspect is decomposition, or analysis. Decomposition is conceived of here as the
process andlor operation of "deconstruction" of units of a given size into smaller units.
\Ve hold that the two aspects are distinct and may not be neutralized, contrary to the
common belief. I do not detail my arguments here.
!Ann, bothers, us, ... ) is a "vocabulary", e.g., a list of putatively "smallest" units.
Mathematically, however, there are many other intermediate levels of analysis or
syntheSiS between the largest and the smallest units. To see this, it is helpful to appeal
to the notion ofpower set lattice. The partially ordered set ({Ann. bothers, us), <) with
respect to precedence relation, whose operator is denoted by <, is illustrated in the
following Hasse diagram.
Ann < bothers < us (= T)
/I~





It is noticeable that the tree illustrated in Figure 6 below is implicit in this lattice if (1)
Ann bothers him: S, (2) bothers us: VP, (3) Ann: NP, (4) bothers: v, and (5) us: NP.
Ann bothers us: S
/"7\'Ann: NP bothers: V us: NP
Figure 6
This fact strongly suggests that syntactic structure is more complex than a tree and less
complex than a power set lattice. Unfortunately, I am not competent to formally prove
this conjecture here.
14. More exactly, W -external and I-internal syntax, pro"ided that W and I stand for word and
sentence. I is used to distin~ish it from S for subject.
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Returning to the original question of how (22) is composed out of, and decomposed
into, words Ann, bothers, him, in (26). Despite its superficial simplicity, even this
question is deep enough to reject most answers unless the system by which they are
arranged is properly specified.
3.3 Pattern matching perspective on composition
Without good empirical evidence, though, many linguists hold that "phrase markers"
such as [1-1 [r ... ][)~ [yO ... Hz! ... ]]] are necessary to account for surface formations.
Terminals of a phrase marker serve as "slots" into which lexical items, e.g., Ann, both-
ers, and us, are inserted (or associated). In this scenario, the syntactic structure of





Usually,~ and Z2:= NP (or DP), and y2:= S, yl:= VP.)~:=V (or yo:= IP. yo = 1°). It
would be helpful to compare this with the digram in Figure 3.
It is inevitable in this conception of grammar to have a system ofp'roduction rules
(or principles) to generate structures such as [y! [~! ... ][y. [).... Hz! ... ]J]. because no
information necessary for this is provided in the list {{Ann, bother, us}, ... J, which is
called the lexicon.
But the question still remains: Is such a system required independently of internal
structure of lexical items? Or equivalently, Is it really adequate to think of the lexicon
as a list of items which have no structural information?
The view of the lexicon that PMA advocates is quite different. Information that
phrase-markers solely supply in a generative grammar is immanent in lexical informa-
tion that words bear. Bits of such information are embodied in each word in a "distrib-
uted" fashion. This makes the base component redundant and useless.
Under the preliminaries above, we are now ready to specify another technical
metaphor to capture syntactic structure. A surface formation is conceived of as a syn-
chronized pattern on a multi-tracked tape, as music is.
For illustration, consider Ann bothers us in (22). The formation is metaphOrically
seen as a "play" of three subpatterns 1, 2, and 3 on three tracks, to be synchrOnized, or
even "orchestrated".15
15. I did not realize exactly what to replace trees by, until I read an illuminating passage in Bird
(1995), who likened phonolOgical organization to an "orchestral score". He employed the metaphor to
characterize how "tiers" are structure in autosegmental conception of (morpho)phonology. For more
infonnation of autosep;mental view, see Goldsmith (1979, 1990) and McCarthy (1979,1981).















For purposes of exposition, I will refer to tables like this as composition/decomposi-
tion tables (or C/D tables for short), because we can make them neutral to the compo-
sition/decomposition distinction.
Note that synchronization plays a crucial role in pattern composition (and decompo-
sition). To see this, let me rely on a more abstract version of(27), where u, encodes the
1~1 unit of pattern 0, and T i • encodes a role that its "context" determines. ~Iore explicitly,
it is categorization relativg to rio:
(28) O. u l Uz u 3
1. Tl.1 TL2. TI .3 on track 1
2. T2,j T2.2 r2..3 on track 2
3. r3.1 T32 T 3.3 on track 3
It is easy to see that (27) is an instantiation of (28) in that:
(29) i. Tl.l =AII11, r z.z=bothers, and r 3_~ =us
ii. TU =VI' r l .3 =(01)' r2.1 = 52' r2..3 =02' r 31 = 53' and T3-,! =V3
Subpattems 1, 2, and 3 are synchronized so that the index} of r iJ encodes timing of
synchronization, and accordingly all the units of subpattems, willi the index}, occur
at the same time.
From the PMA perspective, words like Ann, bothers, and us comprising Ann both-
ers us are not mere lexical items. Rather, they are units structured so that phrase mark-
ers like [1" Lr'" ][). [1'0 ... ][z!· .. ]]] are made unnecessary. More specifically, they are
subpatterns to be synchronized with each other, specified as follows:
(30) i. Ann VI (Ot) for word Anll as a subject,
ii. S, bothers 0, for word bothers as a transitive verb, and
iii. 5; V3 us for word us as an object.
3.4 Pattern composition by superposition
Turn now to the next question, How does composition operate? Let me explain this by
looking at another example.
(31) John ran Tap idly.
To compose this sentence out of words,John, ran, rapidly, we assume unification of
three subpatterns]olm V (0),5 ran, 5 V rapidly. We also assume that unification
needed to be synchronized. Thus, the base pattern is obtained by superposing subpat-
terns 1, 2 and 3 in the way illustrated below, where superposition is understood as a
column-wise unification (indicated by.u.).
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(32) 1. John VI (°1) •
2. $2 ran • •
3. ~ V • rapidly!f U U
O. John ran • rapidly
In this table, u.", resulting from no match, serves as a neutral element, call~~n:tlan­
tom", which is conceptually distinct from 0 for a zero form. 16 As a result of . 'cation,
the most faithful specification for the base pattern would be:
Here, "X" indicates unification operator.
Thus, it is clear that John bears roles $" and $3' imposed by subpattems 2 and 3.
Likewise, ran bears roles VI and V3 , imposed by subpattems 1 and 3, and rapidly bears
no role imposed by other subpatterns.1
Characterizations so far were abstract. and make it hard to imagine what happens in
pattern composition. For a better understanding, it would be helpful to diawam rele-


















Subpattern 2 SUbpanem 3
Figure 8
This figure shows the synchronization of the three subpatterns to result inJohn ran
rapidly. In it, it is shown graphically how base pattern 0 =John ran rapidly is com-
posed out of subpatterns 1 = John V (0),2 =$ ran and 3 = $ V rapidly. Notably, the
semantics (and phonology) ofJohn , for example. results from unification ofJohn in 1,
$2 in 2, and $3 in 3.
3.5 Syntactic structure is more complex than a tree
What will happen, however, if we try to accommodate the tree metaphor to our multi-
tracked tape metaphor? My suggestion is that tree-analysis is at best a partial character-
ization of a more complex lattice structure, as shown Figure 9, that arises in pattern
16. It is not clear. though, whether (0) x· x· really results in • . In this, • can be interpreted as a
neutral element.
17. It is poSSible that tense-related features, implicit in ratl, impose a role on rapuJIy.
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composition and decomposition.
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John ran rapidly (= T)
~I~
s'""r~r"
John V S ;an S V r~p;dly
~I~
1
Figure 9. Dashed lines indicate complementarity pairs. IS
There are some nodes that correspond to popular units. For example, S ran rapidly
can be identified as a VI', thoughJo}m V rapidly, for example, has no obvious counter-
part.
Comparing the diagram here with the diagram in Figure 7 above, it should be clear
that the standard, tree-based conception of composition and decomposition embodies a
few undesirable things. First of all, the composition ofJohn and ran is made impossible
unless ran is combined with rapidly before. There is, however, no empirical fact to
necessitate this, though there a few kinds of fact that can be understood to suggest it.
In addition, the composition ofJohn and rapidly is impossible. As far as I can see, there
is little empirical fact to motivate this, let alone necessitate it.
3.6 Pattern matching analysis of V-gapping
I would like to call attention to one point which I find is worth noting. There are cer-
tain unusual units likeJohn V rapidly in the diagram in Figure 9, and, because of such
exotic units, we can handle some kinds of deletion phenomena vvithout appealing to the
additional device of deletion or movement. Consider, for example, the following set
of examples.
(34) a. John ate qUickly and ran rapidly.
b. John ate qUickly andhe ran rapidly.
c. Henry ran slowly, butJohn ran rapidly.
d Henry ran slowly, butJohn rapidly.
e. ?'Henry ran slowly, but John ran.
The problem is accounting for substrings like ran rapidly in (34)a, as contrasted with
(34)b and c, on the one hand, andJohn slowly in (34)d, as contrasted with (34)c, on the
other.
Most theories approach the phenomenon either by positing deletion ofJohn or he in
(34)b under (even sloppy) identity, or positing base-generation by which phonology-
free slot (= pro or possibly PRO) is created in front of ran rapidly, though the latter
will face problems in (sloppy) identity.
Admitting subpattems like S ran rapidly and John V rapidly automatically serves
virtually as an overgeneration-free base-generation account supplied with sloppy identi-
ty effect. To illustrate, let us perform pattern matching analysis to (34)b.
18. Comlementarity is based on the part/whole relation.
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and he ran rapidly
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(35) O. Jolm ate 0 19 quickly,
l. John V (0)
2. 5 ate (0)
3. 5 V quickly











This is an 5 V (AdV)-conjunction, 20 which contrasts with a case ofV AdV-conjunction:
and ran rapidly(36) O. John ate quickly,
l. Jolm V (0)
2. 5 ate (0)







Note that subpatterns 5 and 6 in the last analysis are virtually the same as subpattems 6
and 7 in the one above.
4 Some Relevant Aspects of Pattern Matching Anal-
ysis
In this section, I will make explicit some consequences and interesting implications of
the proposed framework.
4.1 Multiple parsing as a communication among autonomous agents
Analogically, subpatterns are autonomous agents, running parallel in interaction ""ith
each other, to complete a composite pattern. This situation could be better character-
ized such that as many parsers as units run parallel. Thus, a pattern can be seen as a
concurrence of finite state automata, with each equated willi a subpattem.
4.2 Where do glues come from?
As noted above, what makes dispensable phrase markers and the base component
altogether is the assumption that words themselves are schemas that have "syntax of
their own". More exactly, words are themselves so structured that they comprise such
components as 5 and V, to which I will refer as (pattern) glues.
Some remarks on glues will be helpful. First of all, what are glues? Where do they
come from? My answer, inspired by connectionist results such as Elman (1990, et seq.),
is that they are something that "emerge" as schematization of "contexts", or rather
"co-occurrences", takes place. Schematization is based on the part/whole relation.
More explicitly, 5 ran, the representation for ran, for example, is a generalization of
19. Technically, the gap here is different from those that are created by movements, because its
presence is not demanded by any unit in this case.
20. Despite supporting evidence, it is not clear whether S V constitues a single Wlit on a larger scale.
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its co-occurrences with other words. Part of them are:
(37) i. John ran.




Generalization over such co-occurrences is the crucial mechanism. In more detaiL I
posit that learning English grammar is rou~!liY a process of generalization in which a lot
of disjunctions like (i) are successfully handled.
(38) i. (John, he, Alan), cats, ...J ran 10, rapidly}
ii. S ran (AdY)
Here, S describes the set {John, he, Mary, cats, ... J, and (AdY) the set 10, rapidly, ...}.
This view leads to important implications:
(39) I. Glues are "memory effects" of occurrence of words with other words.
II. Glues have both "abstract" semantics of their own, as well as abstract phono-
logical content.
Thus, it is not adequate to regard them as meaning-free syntactic slots. So, glues like S,
0, V only very roughly correspond to NP, V(P), because glues are best characterized a~
symbolizations of selectional properties, perhaps in the same way that (phonolog-
ical) segments are bundles of phonological features.
The basic idea is that a complex syntax emerges as lexical items interact "\lith each
other, imposing selectional restrictions of their own on each other. Glues encode
necessary and sufficient information for such purposes.
Due to glues in them, words in our senses "know" what kinds of phrases their sub-
jects and objects should be, at least metaphorically. One of its most crucial implications
is that such subpatterns dispense with such phrase markers as [NP [V NPl], whether
with 5 and VP labels or not, on the one hand, and dispense with even specifications like
'John V(P)", "NP ran", as long as NP and V(P) are meaning-free, purely syntactic
constructs. The strongest reason is that they are unnecessary because of their "overgen-
erality" with respect toJohn V (0), S ran.
Note that constructs such asJolttl V (0), S ran, S and V need not be categorized
more abstractly as NP, VP. Crucially, so-called co-occurrence restrictions play no role
as far as selectional restrictions are observed; they are redundant in that they are aIVo/ays
satisfied as far as selectional restrictions are satisfied. My interpretation is that co-
occurrence restrictions in terms ofS, V, 0, which we make use of everywhere, are
weakest expressions of selectional restrictions.
4.3 Mechanism of automatic checking
If the mechanism of content-sensitive superposition sketched above is to work proper-
ly, then the problem of overgeneration is drastically attenuated. In PMA, overgener-
ation should be prevented, at least in spirit, as composition, in the sense of derivation,
of surface forms is not constrained by such and such constraints stipulated anyway.
Rather, pattern composition is better viewed as a dynamic process ofself-
organization whereby pattern matching in itself serves as "automatic checking" de-
vice. Automatic checking takes place whenever pattern composition takes place as
subpatterns are integrated. Incidentally, PM:\. is so-called basically due to this crucial
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role that this mechanism of pattern matching plays.
To clarify essentials, consider the following pair:
(40) a. ?"Colorless green idea.s sleep furiously.
b. RevoLutionary new idea.s appear infrequentLy.
While it is admittedly possible to give to (40)a an analysis like the following, it is impos-
sible, or at least quite hard, to compose it coherently.
(41) O. colorless green ideas sleep furiously
l. colorless Nl
2. (AdNzJ green N,
3. (AdN:J ideas v3
4. 54 sleep
5. 55 V5 furiously
The reason is simple and obvious. Note that Nl' for example, denotes a set of entities
that "have colors", and clearly the set does not contain idea(s) in it. So, unification of Nl
and ideas blocks semantically. Similar blockages due to type mismatch should hold of
pairs, (colorless, AdN:), (N1, ideas), (N2, ideas), (V3• sleep), (Vp' sleep), (54' ideas),
and (55' ideas). So, it is more likely that (40)a is uncomposable tand inconceivable).
4.4 Comparison with Optimality Theory
In passing, let me make a few notes on the relation of PMA to OptinuJity Theory
(Prince and 5molensk.)' 1993). PMA. is fundamentally different from optimality theory,
despite the fact that it seems to be influenced and even inspired by connectionist
theOrizing. It should be made clear that my conception of pattern decomposition is
inspired by Rumelhart and McClelland's (1986) idea of ",ickelphonology, which they
developed owing to insights ofWickelgren (1969).
What makes optimality theory so powerful does not consist in its constraint-
basedness; rather, its specific way of making use of constraints. Constraints in the
theory are used as "output conditions" to "filter out" all undesirable forms. Basic in-
sights into this sort ofsurface/output mtering go back to Ross (1967) and Perlmutter
(1971).21
Optimality Theory needs a list of constraints to serve as output filters, and does not
work without it. What determines genemtivity of grammar is ranking among such
constraints, roughly analogous to modification of"connection weights" in localist neural
networks. It is not clear, however, whether ranking and re-ranking among constraints
in optimality theory is really an outcome of self-organization, since proponents of the
theory seem to put no emphasis on learning process, over which connectionists had a
debate \vith "classical" theorists like Fodor and Phylyshyn (1988) and Pinker and Prince
(1988) (see Tesor 1995 and Tesar and 5molensky 1995 for an alternative point of view).
Let me conclude this digression by remarking that there is no denying that optimali-
ty theory is a promising linguistic theory, but it is somewhat unclear whether it can
provides deep insights into human language, since, at least officially, it is a theory of
competence, and at worst is another form of exploration into Universal Grammar,
which might be a theory of irreality.
21. See Archangeli and Langendoen (1997) for a relevant discussion that contnlSts optimality theo!),
.....ith Chomsky's minimalist program (1995).
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4.5 Further remarks on pattern composition
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Since unification plays a crucial role in pattern matchi?~~analysis, it is clear that seman-
tically, inJohn ran rapidly, John receives two (subtly ditlerent) semantic roles that
subpattems 2 and 3 impose on. John is understood as an agent based on the condition
that it S-matches 5 ran, where 5 denotes an agent. Likewise, John is understood as
another agent based on the condition that it 5-matches S V rapidly, where 5 denotes
an agent.
Essential points will be made clearer by considering another example.
(42) John invited Ann to dinner.
For this sentence, the follOwing analysis is given.
(43) O. John invited Ann
1. John V (0)
2. 5 invited 0






Crucial here is the duality, or more adequately multiplicity, in thematic role that 0 1(e.g., Ann) manifests in construction 5 V 0l(P) Oz. Ann in this construction is under-
stood as a "patient" (or "recipient") and at the same time as an "agent" (or "theme") of
a certain motion.
This kind of duality in NP's participant role has to do with so-calledsubject-to-
object raising, broadly understood. The raising is a phenomenon usually treated
transformationally. It should be noted that raising analysis may work fine for cases like
(44)a, whose putative underlying structure is (44)b, but it does not for cases like (42).
(44) a. John found Ann (to be) bOring.
b. John found Ann is bOring.
The reason is that (42) lacks a subordinate matrix that Ann serves as its subject unless
preposition to forms such a matrix.
In PM1\, the assumption is minimum: the two roles are imposed by inuite and by to,
respectively, by assigning 5 to 0 to preposition to. In handling cases like this, the
postulation of a generalized class R = (V, PI effects adequately. It guarantees that P has
a subject of their own. It is obvious that the effect can be accounted for if one simply
assumes that 54 to 0 4serves as an abstract kind of verb without appealing to syntactic
movement or its conceptual analogue.
It should be also noted that 5 V Ann and Ann V (0) designates two different t)pes
ofAnn rather than two different tokens of Ann. 'While Ann V (0) designates Ann "as a
subject", S V Ann specifies Ann "as an object".
Moreover, the dual role phenomenon in question is a side-effect of superposition of
subpatterns, S invite 0 and 5 to 0, the 2rd and 3,,1 subpattems in (43), rather than a
result of syntactic NP-movement (ofAnn) from somewhere, possibly the 5-position, if
any (of to dinner) to the O-position (of invite).
5 Concluding Remarks
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This section summarizes some results reported in this paper, and makes a methodolog-
ical remark.
5.1 Summary
In summary, claims ofpattern matching analysis about syntactic structures are roughly
as follows:
(45) i. Pattern decomposition ofF is carried out by a special method of .segmentation,
called diagonalization, whereby an analysis of F is obtained nearly mechanical-
ly (but with some special assumptions) with respect to an arbitrary number of
segments to be obtained.
ii. Decomposition ofF results in a set, called parse set, consisting ofn subpat-
terns if F segmented into n subpatterns.
iii. Any analysis obtained is not a "proper analysis", since subpatterns in a parse set
thereby obtained overlaps with at least one other subpattern. if not all.
iv. Pattern composition is carried out by a method called superposition whereby
subpatterns, roughly detailed deSCriptions of words, are superimposed over
each other.
v. We have a special descriptive device, called co-occurrence matrix, which
captures correctly, and very insightfully, both how patterns are composed out
of subpatterns and how they are decomposed into subpattems.
v;. Pattern matching analysis is connectionism-aware in that what we call subpat-
terns are a fairly natural extension of Rumelhart and McClelland's (1986)
wickelphones.
vii. An assembly of subpatterns defines "syntactic structures", which are assumed
to be networks of units rather than trees.
Pattern matching analysis is capable of serving a powerful tool for syntactic description
of language.
5.2 Is pattern matching a "too powerful" method?
The generative system that patter maching analysis assumes is powerful. This is good
for "descriptive" purposes, since it will provide adequate descriptions for complex
constructions. but not so for "explanatory" purposes.
For reasons that I can hardly accept, there are many linguists who do not prefer, or
even disdain, grammars that have too much descriptive power, thereby trying to make
grammars as little powerful as possible. They disfavor so-called "too powerful" gram-
mars by holding as follows:
A. Descriptions provided by such powerful grammars do not automatically lead
to explanations.
I think this line of thought is unreasonable, and even absurd. because of a serious
mistake. Such reasoning is ~TOundless unless either thesis B or C is implicitly assumed,
both of which sound absurd to me.
B. Linguistics is a theory of grammars.
C. A linguistic theory is a theory of grammars.
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Are these theses valid? Clearly, No. Either linguistics as a whole or a linguistic theory is
a theory of grammars no more than physics is a theory of differential equations. Note
that differential equations, with varying degrees of complexity, "describe" natural
phenomena, and classes of them correspond to classes of natural phenomena in inter-
esting ways. But this fact by no means indicate that (part of) physics is a theory of
differential equations, which makes no sense. Such a theory is not part of physics but
part of (pure) mathematics.
What natural scientists can hope is only that differential equations describe classes
of natural phenomena very well, and not more than this. Note that this is just a hope
because nobody can lmow why such and such differential equations describe such and
such classes of natural phenomena. Such correspondences are immanent in all assump-
tions in physics, and can never be explained.
In a sense, linguists who hold the thesis stated in B or C try to ell.-plain something
that cannot be ex-plained in any way. More specifically, it seems impossible to me to
explain why only grammars of a limited complexity describes natural languages. It is a
fact of nature. If some linguist says that is "explained" by Universal Grammar, I will say
that such explanation is just a joke: it is not scientific at all. It is as much an aweful joke
as a theory of differential equations "explaininO''' Newtons's equationf= rna.
I suspect that the source of such confusionlles in a serious mistake of descriptions
for explanations among linguists. It is an empirical problemwhat complexity class
subsumes the class of naturallan~ages.It is reasonable that a proper subset of a
natural language is a contex-b-ee language, whose strings are generated by a context-
free grammar, even if the whole hmguage is context-sensitive. But this fact does not
mean that it is also reasonable to require that all rules of the base component are
context-free, thereby making the transformatinal component alone a context-sensitive
grammar, and keeping the base component within the class of context-free grammars.
If the class is one of context-sensitive languages, which is suggested by a good deal of
evidence, it makes no sense to discuss what component of grammar has context-
sensitive generativity.
Note however that such requirements on the "architecture" of NL grammars are
not empirically based at all. Again, there is no empirical evidence that all rules of the
base component are context-free. Specification of the "weakest" generative system that
gives adequate descriptions of all (and only) expressions of a natural language. which is
one of the goal of generative linguistics, is still attainable even if the base component
contains context-sensitive rules, and the transformational component is eliminated
altogether. If base generation is context-sensitive, then I guess that generative gram-
mars of NL is best characterized Lindenmayer systems. In such systems, derivation can
be seen as "growth". For more information about Lindenmayer systems, see Ronzen-
berg and Salomaa (1980) and Rozenberg and Salomaa, eels. (1992).
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