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Abstract—Analyzing network traffic is one of the fundamental
tasks in both network operations and security incident analysis.
Despite the immense efforts in workflow automation, an ample
portion of the work still relies on manual data exploration and
analytical insights by domain specialists. Current state-of-the-art
network analysis tools provide high flexibility at the expense of
usability and have a steep learning curve. Recent—often web-
based—analytical tools emphasize interactive visualizations and
provide simple user interfaces but only limited analytical support.
This paper describes the tool that supports the analytical work of
network and security operators. We introduce typical user tasks
and requirements. We also present the filtering funnel metaphor
for exploring packet capture (PCAP) files through visualizations
of linked filter steps. We have created PCAPFunnel, a novel
tool that improves the user experience and speeds up packet
capture data analysis. The tool provides an overview of the
communication, intuitive data filtering, and details of individual
network nodes and connections between them. The qualitative
usability study with nine domain experts confirmed the usability
and usefulness of our approach for the initial data exploration
in a wide range of tasks and usage scenarios, from educational
purposes to exploratory network data analysis.
Index Terms—Data analysis, Data visualization, Network traf-
fic analysis, Packet captures
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I. INTRODUCTION
Day-to-day monitoring of the network status and intervention,
if necessary, is part of the network administrators’ duties [1].
Many problems appear, causing the network or its parts
to malfunction daily. E.g., communication issues with the
webserver, broken connections between distant locations, or a
user’s computer spreading malware across the network. Except
for real-time monitoring, packet capture inspection is a standard
method used during network analysis. However, it is nearly
impossible to analyze all traffic on a per-packet basis due to
the overwhelming amount of transferred data, especially in
high-speed networks. Therefore the network administrators
work with the aggregated data only, which yields to the crucial
challenge: selecting the proper criteria for data aggregation
and their presentation. They need to explore multi-dimensional
data and gain knowledge by analyzing them on multiple levels
of abstraction [2].
Commonly used low-level command-line tools or applica-
tions like Wireshark [3] provide broad data processing and
filtering capabilities but provide limited data visualization and
presentation in a comprehensible way. The previous studies con-
firmed the usefulness of visualizations for network analysis [4],
[5] which outperforms the traditional text-based ones. Novel
tools such as NetCapVis [6] bootstrap the network analysis
through interactive and easy-to-learn graphical interfaces, which
makes them accessible also for novice users. However, less
attention is on the support and guidance of the analysts in their
exploratory work.
We address these issues in the prototype implementation of
a web-based visual analysis tool for packet capture (PCAP)
data. PCAPFunnel enables to upload packet capture files and
performs a rapid exploration through a set of consecutive
filters. It improves the initial orientation in the network dataset
and allows the export and import of filter configurations to
simplify their sharing or reuse. The filtering funnel metaphor
guides the analysts and allows quick drill down to the
details of individual network nodes or connections between
them. We performed a qualitative user evaluation with nine
domain experts who considered our approach helpful in a
wide range of usage scenarios for exploratory network data
analysis or educational purposes. The project has been done
in collaboration with Flowmon Networks a.s., a company
providing network monitoring solutions.
We contribute to state of the art with: 1) a filtering funnel
metaphor applied on an exploration of network traffic datasets,
2) design and implementation of PCAPFunnel, a visual analysis
tool for rapid exploration of PCAP files,
Section II covers the related work in network traffic analysis.
Section III provides the data abstraction, outlines user tasks,
and presents design requirements on analytical tools for our
target domain. In Section IV, we describe PCAPFunnel design.
Section V summarizes the qualitative user study demonstrating
the usability and usefulness of our approach. We present the
discussion and outline future work in Section VI and conclude
our paper in Section VII.
II. RELATED WORK
We first introduce the network traffic data sources. To
better situate our work, we present the three-level workflow
of network traffic analysis, including examples of currently
used tools. Finally, we discuss existing visualization tools that
inform the PCAPFunnel design or provide akin capabilities.
A. Network Traffic Data Sources
The network traffic analysis can be either active or passive [7].
The active approach requires generating additional network
traffic to check a device’s status or link. The passive approach
uses only data that are already available in the network. In the
remainder, we focus on passive analysis as it is more accessible
since it does not require any additional network infrastructure.
Two primary data sources for passive network traffic analysis
are packet captures (PCAP) and network flows (NetFlow). A
PCAP file [8] contains complete copies of packets transferred
over the network. Therefore, it allows analyzing all values from
packet headers and payloads. Because storing and processing
complete packets is very expensive, it is usually not performed
globally but only for a limited network segment. NetFlow [9]
represents connections between communicating nodes (i.e.,
flows). Compared to PCAP, it contains only a limited amount of
attributes from each packet. While NetFlow technology is pre-
dominantly used in real-time network monitoring, PCAPs are
suitable for detailed inspection of network performance issues
or forensic analysis of detected cybersecurity incidents [10].
B. Network Traffic Analysis
There are three levels network traffic analysis that differ in
the level of automation and depth of the required knowledge
of the analysts or network operators who perform them:
Automatic diagnostic tools process the captured network
traffic, try to identify network issues, and report them [7], [11],
[12]. A common strategy is that the administrators validate
these reports and take countermeasures if necessary. However,
the diagnostic tools heavily rely on the knowledge base they
implement, which often limits their capabilities. Although most
of the routine tasks are automated, many reported network
issues require administrators’ attention. An example of such a
tool is Flowmon Packet Investigator [13].
The top-level analysis is usually performed over the aggre-
gated data. It includes data sorting and filtering according to
several different criteria. Although the workflow is straight-
forward, it gives the administrators the power to explore even
massive network traffic and identify context before diving
into the details. One of the tools for NetFlow data analysis is
NFDump [14].
The in-depth analysis allows the administrators to explore
the detailed information and content of individual packets [15].
It is powerful but time-consuming and often also prone to
losing the "big picture." Therefore, the analysts often switch
continually between the top-level and in-depth analyses in their
work.
To capture and inspect the traffic, network administrators
and security analysts often use command-line utilities (e.g.,
tcpdump, TShark) or highly flexible tools, such as Wireshark [3]
and NetworkMiner [16]. The latter ones also provide statistics
as well as details of each captured packet. However, they
present the data in tables offering only limited visualization
capabilities (e.g., tabular row highlighting or simple static line
or bar charts). They are, however, used mainly by skilled users,
and the steep learning curve is one of their main disadvantages.
These three approaches are usually combined into a complex
workflow of network or security operations (NetOps or SecOps)
teams. The automatic diagnostic tools notify the administrators
about the network issue, and they initiate the top-level analysis.
If these two steps do not provide sufficient information, the
analysts continue with in-depth network traffic inspections
using proper tools [17].
In our work, we focus wholly on top-level analysis. PCAP-
Funnel aims to support the analysis bootstrap, reduce the time-
to-first-insight, and improve the analytical process by providing
better guidance and support through interactive visualizations.
C. Packet Capture Visualizations
With the growing amount of transferred network data,
the design of efficient visualizations gains importance [18].
Visualizations are gradually used in various areas of network
security [19]. Over a decade ago, Goodall [5] performed a
comparative evaluation of a conventional PCAP file analysis
tool with a visualization application. The visualization applica-
tion outperformed the conventional tool in both task accuracy
and completion times. The evaluation also provided insights
and the overall preference of study participants. Further, we
show several examples of such visualization tools.
GrassMarlin [20] is an open-source tool released by the NSA.
Its primary purpose is to help passively map industrial control
systems and networks and visualize them in a communication
graph.
SNAPS [21] and EventPad [22] represent specialized tools
for network analysts and require strong domain knowledge.
Both the tools work with PCAP files. The former provides a
bottom-up pixel-oriented approach for iterative analysis and
parallel filtering options. The latter enables pattern identification
and analysis of malware activity using visual analytics methods.
Another example of an advanced visualization tool is Flo-
Vis [23], a suite of visualization tools intended to complement
command-line utilities. It processes NetFlow data and visualizes
activity diagrams, communication clustering, and connection
details.
The advances in modern web application development
open new possibilities for leveraging visual analytics methods
in network analysis tools. Several tools provide analytical
capabilities as a service. For example, CapAnalysis [24] allows
users to review large PCAP files, parse the data streams, filter
out ports, protocols, or IP addresses, and associate them with
geographical areas. A-packets [25] and PacketTotal [26] provide
multiple individual views on PCAP files. Rather than supporting
the explorative analysis, both tools provide dataset overview
and multiple dashboards focused on individual characteristics
extracted from the data (e.g., application, SSL certificates,
transferred files). The closest to our approach is NetCapVis [6].
It provides both overview and fundamental analytical support
through filtering based on incoming and outgoing IP addresses
and port numbers. Its main limitation is only limited details
for individual network nodes or connections between them.
However, a user can export filter configuration for Wireshark
to enable investigation of further details.
In PCAPFunnel, though inspired by these tools, we focused
on improving the support and guidance to reduce users’
cognitive load during the analytical process. Our goal was
to design a tool that will enable rapid initial exploration of the
dataset, be useful for skilled professionals, and easy to learn
for novice users.
III. DATA, TASKS AND REQUIREMENTS
The section provides the data abstraction of PCAP files,
followed by an overview of the user tasks. Based on these, we
formulate five design requirements for PCAPFunnel.
A. Data Abstraction
PCAP is a binary file format described in [8]. The file struc-
ture starts with a global header followed by at least one record
for each packet consisting of a packet header and its payload
(i.e., content data). There are multiple implementations (e.g.,
WinPcap, NPcap) that differ in API methods and supported
features. Though, we worked with the most common libpcap1,
considered a de-facto standard. Moreover, we currently use
only a subset of PCAP data needed for the visualizations.
We represent each packet as an object with several attributes
listed in Table I to simplify data manipulation.
We also enhanced the packet with the application name
attribute representing the application or service corresponding
to the source or destination port. The information is based on
the IANA Registry [27].
TABLE I
LIST OF PACKET ATTRIBUTES USED IN PCAPFUNNEL.




source/destination IP src/dst (e.g., ip.src, ip.dst)
source/destination port srcport/dstport (e.g., udp.srcport)
bytes frame.len
B. Tasks
Although NetOps and SecOps teams focus on different goals,
they perform similar network analysis tasks on the same input
data. Ulmer et al. [6] identified three general tasks performed
by both teams: GT1: Get a network traffic overview. GT2: Find
suspicious connections. GT3: Determine relevant events for an
in-depth analysis.
Based on discussion with domain experts, we have identified
five specific tasks (ST), also common to both teams:
ST1: Identify the top N communication sources, based on
given criteria;
ST2: Discover unusual patterns in the network traffic (e.g.,
peaks);
ST3: Identify nodes with which the particular station commu-
nicated.
1https://www.tcpdump.org
ST4: Identify nodes providing specific services to a network
(e.g., DNS server);
ST5: Share the analysis parameters with coworkers.
We derived these tasks from real-world scenarios and the
personal experience of several Flowmon Networks employees.
C. User Requirements
We address the user tasks through six design requirements
that have driven our work on PCAPFunnel:
R1: Provide descriptive statistics of the network’s traffic
properties (e.g., traffic volume, number of connections,
top N statistics for a typical network (e.g., IP, ICMP)
and transport (e.g., UDP, TCP) protocols, ports, or IP
addresses).
R2: Enable intuitive and progressive filtering of data by
multiple packet properties.
R3: Provide details for individual nodes and connections
between them and identify individual packets for further
analysis in external packet analyzer software.
R4: Enhance the PCAP data with information from external
sources where possible (e.g., network node geolocation,
DNS resolving).
R5: Support sharing and reuse of filter configurations.
R6: Allow working with large datasets progressively when
loaded without disrupting the user experience.
IV. PCAPFUNNEL DESIGN
PCAPFunnel is a React-based web application communi-
cating with a Node.js server and external APIs, providing
complementary information about individual IP addresses (e.g.,
resolved DNS names and geolocations). The demo is available
at https://pcap-viz.surge.sh.
The main goals of the tool are (a) to reduce the time-to-first-
insight and (b) to support the users in their explorative drill
down of PCAP files. The application follows Shneiderman’s
"Overview first, zoom and filter, then details on demand" [28].
For data organization and separating different detail levels, the
application leverages tabs. The DATASET OVERVIEW provides
filtering options and an overview of the loaded PCAP dataset.
DETAILED VIEWS display statistics and attributes of network
entities: network nodes (defined by their IP addresses) or
connections between them. In the following sections, we discuss
these views in detail.
A. Dataset Overview
The user interface has two main sections. The left part
(Fig. 1(a–e)) serves for data input and filtering, the right one
(Fig. 1(f))for data visualization and exploration (R1).
File Upload and Summary:
A user can upload a PCAP file from local storage or as
a publicly available URL (Fig. 1(a)). The uploaded PCAP
file is split into progressively processed batches. The packet
attributes from each batch are extracted using TShark and
stored as a JSON file on the server. Fig. 2 overviews the data
preprocessing workflow.
This approach allows the user to start exploring the data
while the PCAP file is still being processed (R6). The dataset
Fig. 1. DATASET OVERVIEW visualizes network traffic from packet capture files: (a) One can upload a PCAP file or choose from the previously uploaded
datasets (a). Dataset summary (b) shows the sum of packets, IP addresses, connections, and dataset size. Communication profile (c) is the starting point for the
analysis. The user can progressively configure up to six filter steps (d) to filter out the data according to multiple consecutive attributes. Users can also export
and import the filter configurations or use one of four predefined presets (e). The right part (f)shows the filtering results as a network graph and in tabular form.
summary—Fig. 1(b)—provides an overview of the loaded
dataset parameters: a sum of packets, IP addresses, connections
and the file size.
Filtering Funnel: The network traffic analysis often requires
a combination of multiple filter steps. A common approach is,
therefore, to chain multiple filters into one filtering command.
We implemented such chained filters using the filtering funnel
metaphor, a fundamental concept of PCAPFunnel.
PCAP file analysis starts with a statistical overview of
traffic properties (e.g., traffic volume, peaks in communication,
primary sources or used protocols, and distribution). Filtering
is then based on a chain of filter steps where each step allows
to filter data using a different property. The output of the
preceding filter step becomes the input of the following one.
So the data is progressively filtered, resembling a funnel as
depicted in Fig. 3. Depending on the analytical goal, the
steps can be combined almost arbitrarily from top-down or
bottom-up manner, i.e., from application to network-level or
vice versa (R2).
The traffic volume over time is displayed as a bar chart. The
chart also serves as the first filter step, allowing the user to
select the time range (Fig. 1(c)). Only the traffic information
from the selection is passed to the filter steps below. The user
can also indicate local network IP addresses by selecting them
in the drop-down dialog.
The filter step (Fig. 1(d)) consists of a table and the traffic
volume chart. The table shows packet property statistics (e.g.,
Fig. 2. PCAP file data preprocessing workflow.
Fig. 3. The filtering funnel metaphor illustration. Step-by-step filtering allows
to drill down in the data progressively.
a destination IP filter contains a table of all the IP addresses
from the selection). The + button allows to add up to six
different filter steps corresponding to the following packet
properties: IP address (source, destination, or both), network
protocol, transport protocol, port (source, destination, or both),
and application name. The applied filter steps remain visible.
Since they are linked, the change in one instantly affects others.
In addition to an arbitrary combination of filter steps, the
user can select from four presets and export or import filtering
configurations (Fig. 1(e)). There are two presets for a top-down
analysis (i.e., from an application to an IP address) and two
in reversed order. The exported files are in JSON format to
simplify their sharing with co-workers or reuse on similar
datasets (R5).
Filtering Results: Communications that pass through all
the steps are displayed in the DATASET OVERVIEW right part
as a node-link diagram (Fig. 1(f)). The table below lists all
the packets and their attributes. Any changes in filtering steps
directly affect the displayed results.
The node-link diagram visualizes the communication topol-
ogy of the filtered data. Each node corresponds to an IP address.
Its size is proportional to the volume of send and received
data. The link width represents the volume of communication
between two nodes.
Clicking on a node or table row opens a new detailed
view tab with information concerning the given IP address.
Analogically, clicking on a link opens a detailed view tab of
the traffic between the two IP addresses. The user can also
switch between visualizing packets, bytes, or connections (uni-
or bi-directional).
B. Detail View
The DETAIL VIEW (Fig. 4) provides further details of
incoming and outgoing communication of the selected IP
address or addresses in case of connections (R3). The view has
four sections: Communication Profile, Network Profile, Packet
Property Statistics, and Raw Data.
Communications profile: The section contains four mir-
rored charts, each displaying incoming (top) and outgoing
(bottom) traffic (Fig. 4(a)). The charts display the traffic volume
over time in numbers of packets, bytes, and flows. The last
one is a packet size histogram.
Network Profile: The section (Fig. 4(b)) visualizes the
proportional comparison of incoming and outgoing traffic,
geolocalized IP addresses, and the list of the countries based
on the traffic volume. The geolocalization (R4) is provided
through GeoLite2 IP [29].
A Sankey diagram displays incoming (left) and outgoing
(right) connections based on the number of packets, bytes, or
flows. The same color signifies the same source/destination IP.
The user can also display only the top 5, 10, 15, 20, or 30
connections. "Others" aggregates the remaining ones.
The minimap shows all geo-localized IP addresses. If both
connection endpoints are localized, there is also a link between
them. Circle size represents an IP address and is proportional
to the sum of incoming and outgoing traffic.
The table on the right side lists the top countries by traffic
volume. The user can also switch between the table and
choropleth visualization.
All the visualizations are zoomable and draggable. Clicking
on a node or connection either in the Sankey diagram or
geovisualization opens a new Detailed View tab with the
corresponding IP address or connection. So the user can
continue further in the drill-down analysis.
Packet Property Statistics: The third section (Fig. 4(c))
presents the most frequent (i.e., top 5/10/15/20/30) values for
packet properties: source and destination IP addresses, network
protocol, transport protocol, source and destination ports, and
the application name. Each property data is visualized in one
of seven bar charts.
Raw Data: The last section (Fig. 4(d)) presents the raw data
in two tables: Connections and Packets.
The Connections table lists collections of packets with the
same transport protocol, source IP and port, destination IP, and
port. The table also displays the first packet’s timestamp and
overall packet count in the connection. The user can switch
between uni-directional and bi-directional connections.
A country flag is shown in the source and destination IP
columns for localized IP addresses. Another enhancement
is DNS translation which converts IP addresses to resolved
domain names (R4). IP addresses and hostnames are clickable
and open new DETAIL VIEW tab of the clicked IP address. The
Packets table displays the attributes of corresponding packets
that provide the underlying information for all the visualizations
in the DETAIL VIEW. Both tables are sortable by clicking on
the column headings. A click on the IP address invokes a new
DETAIL VIEW tab with corresponding data.
V. USER STUDY
We conducted a qualitative user study of PCAPFunnel with
the following goals: a) collect qualitative feedback on the
usability and usefulness, b) identify limitations of the tool,
and c) assess the fulfillment of the user requirements. Instead
of formal usability evaluation or measuring task performance,
we sought to observe what aspects of the tool provide the
most value to domain experts. The approach is commonly used
in projects like ours [30], [31]. Due to Covid-19 pandemic
restrictions, we held the study online.
A. Method
Participants: We recruited nine domain experts, all males
(26–42 yo). Three of them work in academia as cybersecurity
researchers. Two are managers, and four employees in the
private sector. All participants have previous experience with
computer network security (six over ten years, two 5–10 years,
one less than five years). Six participants participated over
video calls (Google Meet) which were also recorded. Three
(P7–P9) worked asynchronously due to their time restrictions.
In both cases, the study design was equal. Measured on a
five-point Likert scale (1=novice, 5=expert), all the participants
considered themselves as experienced with packet analysis
(mean 3.8) and Wireshark (mean 3.7). The participants had
Fig. 4. DETAIL VIEW showing communication details of the IP address 192.168.15.4.
also experience with other PCAP analysis tools such as TShark,
tcpdump, Moloch, SELK, pyshark, Microsoft Network Monitor,
or Netfox Detective.
Procedure and Tasks: We prepared a Google Form that
served as the evaluation guide. The form also included the
prerecorded video presenting PCAPFunnel features, description
of the tasks, and demographic and post-study questionnaires.
The three participants who performed the study asynchronously
used the form to list the steps they performed to complete
each task and for written feedback. Despite being recorded,
their responses still provided helpful feedback, and therefore
we included them in the evaluation results.
The procedure has three phases: introduction phase, task
performing phase, and debriefing phase. In the introduction
phase, the participants consented and filled the demographic
questionnaire. Next, they watched the presentation of PCAP-
Funnel features and have a couple of minutes to interact with
the tool using a dummy dataset.
The task performing phase (∼40 minutes) consisted of five
tasks:
Task 1: Identify the application with the most significant
number of connections.
Task 2: Identify two 2 IP addresses that are the most significant
sources of the most prominent peak in the traffic.
Task 3: Given the IP address of an infected network station,
find out which country the station has communicated with
using the HTTPS application protocol.
Task 4: Which network nodes provide DNS service on other
ports than 53?
Task 5: Import the provided filter configuration. What is the
location of the destination IP address in the resulting
connection?
We developed specific tasks rather than open-ended ex-
ploration, so the participants tried most PCAPFunnel user
interface features. Most of the tasks, however, were possible
to accomplish in several ways. Each task was introduced by a
brief description providing the context and preparation steps
that included, e.g., loading a new dataset for a given task. We
asked participants of video calls to think aloud [32] and to rate
the perceived difficulty.
In the debriefing phase (10–15 minutes), the participants
filled closed-question post-study questionnaire and shared their
suggestions and opinions on our tool.
The participants used their computers. Their screen reso-
lutions were FullHD (6×), QHD (2×), or UHD (1×). Since
the PCAPFunnel is a web application, they used either recent
Google Chrome (7×) or Firefox (2×) browsers.
B. Results
The participants provided helpful feedback about the PCAP-
Funnel design. Overall, the results are encouraging in the
usability and usefulness of the tool.
Tasks: As we can see from Table II, the participants were
largely successful when solving the tasks and considered them
relatively easy.
Overall, the participants engaged well with the tasks, and
we neither received any reservations regarding their purpose
or realism level. The participants solved tasks without the
interventions of the observers, so the perceived task difficulty
was not necessarily correlated with its success rate. Tasks 1 and
5 achieved high success rates and low perceived difficulty. The
participants perceived Task 2 as the easiest, despite most of
TABLE II
PERCEIVED TASK DIFFICULTY (7-POINT LIKERT SCALE—HIGHER IS
EASIER) AND SUCCESS RATE (RED CELLS INDICATE FAILED TASKS).
Participant Task 1 Task 2 Task 3 Task 4 Task 5
P1 6 6 4 7 7
P2 7 6 5 5 7
P3 1 7 6 1 7
P4 6 6 5 6 7
P5 6 7 7 7 7
P6 2 6 1 4 7
P7 6 6 1 6 3
P8 5 6 4 7 3
P9 7 7 6 7 7
Mean success rate 89% 44% 89% 66% 100%
Mean task difficulty 5.1 6.3 4.3 5.6 6.1
them submitted only partial answers. Typically, the participants
forgot to change one or more filter steps (e.g., they forgot to
switch to connections instead of packets), resulting in a slightly
different set of resulting IP addresses.
The participants P6 and P7 considered Task 3 as very difficult
since they got confused with the choropleth visualization in
the DETAIL VIEW. Based on this feedback, we favored table
view as the primary and choropleth as the secondary option.
Some confusion arose around the correct interpretation
of Task 4, resulting in a lower success rate. It was caused
by misinterpretation of the task. Since we revealed the task
assignment flaw (there were two possible interpretations) after
a couple of sessions, we decided to finish the rest without the
change.
Usability and Usefulness: The participants worked with
PCAPFunnel without major issues after being given a brief
introduction and quickly grasped the filtering funnel metaphor
principle.
Fig. 5. Answers from the post-study questionnaire.
They were mostly positive (Fig. 5) about its features and
perceived it as easy to learn (mean 3.7) and use (mean 3.8).
Most of them felt confident when solving the tasks. However,
some participants expressed the need for more time to become
acquainted (P3: "I would need some more practice with the
tool"). Most of them think that PCAPFunnel provides them
with enough information (mean 4.2) and that its features are
well-integrated (mean 4.0). P4 remarked that "comparing to
other tools he uses is [PCAPFunnel] very intuitive." Most of
them also indicated they would like to use the application more
often (mean 3.8) since it could save their time (mean 3.7). P2
also remarked that "[he] likes its minimalistic design."
VI. DISCUSSION AND FUTURE WORK
The usability study confirmed our initial assumptions that
our approach to multi-step filtering could improve the user
experience of the top-level PCAP analysis process. Our
observations from the study provide several implications for
future research.
Desired Features and Improvements: The majority of
participants considered the tool as well-designed. However,
we also received several suggestions on improvements, some
of which we have already integrated into the final design—for
example, opening new DETAIL VIEW either by clicking on
the table row or in visualizations. We also revealed and fixed
few minor bugs in the implementation and slightly changed
the terminology used for several visualizations.
Few participants often expressed the need for more filtering
capabilities, such as allowing negative filters by using the
logical NOT operator (P3) or the possibility to enter the filter
as a text input (P5). Additional configuration features include
optional DNS resolving (P1) or anonymization of imported
data (P2).
The truth is that we intentionally omitted many of these
features to keep the prototype compact, but we plan to integrate
them in the next versions of the tool.
Using PCAPFunnel for Training and Education: Few
participants remarked that the tool is so easy to work with that
it could be used during the network administration training.
As we already mentioned, current tools for network analysis
usually provide only limited visualization capabilities and
are hard to learn. PCAPFunnel could support teachers in
explaining various phenomena, identifying communication
patterns, or demonstrating network analysis tasks during the
classes. Moreover, the use of familiar visualizations makes the
tool also suitable for novice users.
Generalizability: Currently, our prototype works only with
PCAP files. However, the filtering funnel metaphor is generic
and can be used with other data sources (e.g., NetFlow or logs).
We would also like to extend export formats to PDF files to
document or present the analysis results. However, making
PCAPFunnel part of the analysts’ toolkit would require its
integration with other deep packet inspection tools. The trivial
way is to create new filter export in a format comprehensible
for Wireshark or similar applications. The more ambitious way
is to provide integration with deep packet inspection tools and
extend the PCAPFunnel user interface, so the user does not
need to switch the tools. Such integration would allow seamless
transition from top-level to in-depth analysis and back.
Performance Improvements: One of the current weak-
nesses of PCAPFunnel is the need to upload the entire PCAP
file to the server before the progressive data processing starts.
We plan to improve our preprocessing to start as soon as the
first packets are uploaded, similarly to the approach used by
NetCapVis [6].
VII. CONCLUSION
The traditional network traffic analysis tools have a steep
learning curve and only limited visualization capabilities. To
facilitate and speed up the process, we designed PCAPFunnel—
a tool for packet capture analysis. Inspired by previous work
and based on tight collaboration with domain experts, we
defined user tasks and design requirements.
We proposed the filtering funnel metaphor to support filtering
and data analysis based on linking several independent filter
steps where the output from one is another’s input. All the filter
steps are permanently visible to the user, who can interactively
modify filters’ parameters. With this new approach, a domain
expert can quickly check the data’s content, determine its
structure, analyze network actors’ behavior, or reveal the cause
of network issues. The user interface leverages linked views
and conventional visualizations, so it is also suitable for novice
users.
We further performed the user study with nine domain
experts in the field of network data analysis. The participants
appreciated that PCAPFunnel is easy to learn and use and
considered the proposed method flexible and supportive during
the initial packet capture data analysis. Likewise similar user
studies, we admit that even our study has several limitations.
Namely, a low number of participants and its qualitative
focus. A more extensive deployment in a real-world setup
could provide new insights. Also, a comparative study with
the commonly used tools could be valuable. We hope that
PCAPFunnel will also inspire novel approaches for network
traffic analysis based on interactive visualizations.
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