I. INTRODUCTION
The fluid-solid transition in three dimensions is a first order phase transition in which continuous symmetry of the fluid is broken into one of the Bravais lattices. The density functional theory (DFT) of freezing, first proposed in 1979 by Ramakrishnan and Youssuf (RY) [1] has extensively been used to study this transition. The central quantity in this theory is the reduced Helmholtz free energy of both the crystal, A[ρ], and the fluid, A(ρ l ) [2] .
For a crystal, A[ρ] is a unique functional of single particle density distribution ρ( r) whereas for the fluid A(ρ l ) is simply a function of fluid density ρ l (= N/V , N being the number of particles in volume V ). The density functional formalism is used to find expression for A[ρ] (or for grand thermodynamic potential) in terms of ρ( r) and the direct pair correlation function (DPCF). Minimisation of this expression with respect to ρ( r) leads to an expression that relates ρ( r) to the DPCF [3] . The DPCF that appears in these expressions corresponds to crystal and is functional of ρ( r) . When this functional dependence is ignored by replacing the DPCF by that of the coexisting uniform fluid [1] or by that of an "effective uniform fluid" [4, 5] , the free energy functional becomes approximate and fails to provide an accurate description of freezing transition for a large class of intermolecular potentials [6, 7] . A free energy functional in which the functional dependence of DPCF on ρ( r) has been taken into account has recently been proposed [8, 9] and applied to steady freezing of fluids in two-and three-dimensions. The results found for the isotropic-nematic transition [8] , fluidsolid transition in systems interacting via the inverse power potential u(r) = ǫ (σ/r) n where ǫ, σ and n are potential parameters and r is molecular separation [9] [10] [11] and freezing of fluids of hard spheres into crystalline and glossy phases [12] are very encouraging. Furthermore, the theory predicts that the fluids interacting via the inverse power potentials freeze into a facecentred-cubic (fcc) lattice when the potential parameter n ≥ 6.5 and into the body-centredcubic (bcc) lattice when n ≤ 6 and the fluid-bcc-fcc triple point is at 1/n = 0.158 [11] . These results are in very good agreement with simulation results. To best of our knowledge this is the only free energy functional which correctly describes the relative stability of the two cubic phases.
In this paper we apply the theory to investigate freezing of fluids interacting via the 6-12
Lennard-Jones(LJ) potential, where r m (= 2 1/6 σ) is the value of r at which the LJ potential has its minimum value.
Henceforth, we refer this potential as a reference Lennard-Jones (RLJ) potential. While the LJ potential mimics characteristics of interaction potential of the rare-gas elements and even of some molecular systems, the RLJ potential is used to model interactions in polymers [14] and dendrimers [15] . The freezing parameters for these systems calculated by de Kuijper et al [6] using RY free energy functional (RY-DFT), the modified weighted density approximation (MWDA) [16] and the modified effective liquid approximation (MELA) [17] show that these theories fail to give satisfactory description of the transition.
The paper is organized as follows: In Sec II we give a brief description of the free -energy functional for a crystal that contains both the symmetry conserving and the symmetry broken parts of DPCF. In Sec III we describe calculation of these functions and report results. In Sec IV the freezing parameters are calculated and compared with simulation results as well as with results found from other (approximate) theories. The paper ends with a brief summary and conclusions given in Sec V.
II. THEORY
The formation of a crystalline structure defined by a set of discrete vectors R at the freezing point leads to emergence of a qualitatively new contribution in distribution of particles [9] [10] [11] [12] . The correlation functions in a crystal can therefore be written as a sum of two qualitatively different contributions; one that preserves the continuous symmetry of the fluid and one that breaks it and vanishes in the fluid [11] . Thus for the DPCF in a crystal we write
where c (0) and c (b) represent respectively, the symmetry conserving and symmetry broken contributions. Note that c (0) depends on the magnitude of inter-particle separation r and is a function of average crystal density, ρ s while c (b) is functional of ρ( r) (indicated by square bracket) depends on position vectors r 1 and r 2 and is invariant only under a discrete set of translations corresponding to lattice vectors R . The DPCF c( r 1 , r 2 ) is related with the total correlation function h( r 1 , r 2 ) through the Ornstien -Zernike (OZ) equation [18] . The reduced free energy functional A[ρ] has an ideal gas part,
where Λ is cube of thermal wavelength associated with a particle, and the excess part 
Using Eq(2.1) one can rewrite Eq(2.3) as
where ex are found from functional integrations of Eqs(2.4) and (2.5), respectively. In this integration the system is taken from some initial density to the final density distribution along a path in the density space, the result is independent of the path of integration. These integrations give [10, 11] ,
and
In above equations, A ex (ρ l ) is reduced excess free energy of the coexisting fluid of density
is the inverse temperature in unit of the Boltzmann constant k B . The order parameter ρ G which appears in the expansion of ρ( r) in the Fourier series as, ex . Thus
This expression of A[ρ] which includes both the symmetry conserving and symmetry broken contributions of the DPCF is exact; no approximation has been used in deriving it.
In the RY free energy functional the contribution arising due to c (b) was neglected.
In locating the freezing transition, the grand thermodynamic potential defined as The expression for ∆W is found to be [10, 11] 
The minimisation is done with an assumed form of ρ( r) . The ideal part is calculated using a form for ρ( r) which is a superposition of normalised Gaussians centred around the lattice site, 14) where α is the localization parameter. For the interaction part it is convenient to use Eq(2.10). The order parameter ρ G = ρµ G that appears in Eq(2.10) is related to parameter α;
A. Calculation of c (0) (r), h (0) (r) and their derivative with respect to ρ
The values of pair correlation functions h (0) and c (0) are found from simultaneous solution of the OZ equation,
and a closure relation that relates pair correlation functions to pair potential. We use the HMSA (hybridized-mean-spherical approximation) closure of Zerah and Hansen(ZH) [19] which interpolates between the hyper-netted chain (HNC) and soft-core mean spherical approximation (SMSA) relation via a continuous mixing function. The ZH relation is written
where
is the mixing parameter and u 0 (r) and u p (r) are suitably chosen short-range part and long ranged part of pair potential u(r). The function f (r) = 1 − exp(−ψ(r)) includes an adjustable parameter ψ which value is chosen to satisfy thermodynamic self consistency between the virial and compressibility routes of the equation of state. This requirement gave us values of f (r) which are in agreement with those reported in ref. [19] for both systems.
We used the following two schemes for division of u(r) of Eq(1.1) into u 0 (r) and u p (r).
In the WCA scheme (WCAS) u 0 (r) is the RLJ potential of Eq(1.2) and
In the other scheme referred to as optimized division scheme (ODS) [20] 
and u 0 (r) = u(r)−u p (r). Note that for p = 1 and r 1 = r 2 the ODS reduces to the WCAS.
The values of a i parameters are
,
For RLJ potential u p (r) is zero and the ZH closure reduces to the of Roger and Young closure [21] .
The OZ and closure relations for
are found by differentiating Eqs(3.1) and (3.2) with respect to ρ. Thus
The closed set of coupled equations (3.1),(3.2)and (3.6)-(3.7)have been solved for four
for potentials of Eqs(1.1) and (1.2).
In Fig.1 we compare g (0) (r) = 1 + h (0) (r) found from WCAS and ODS of division of LJ potential with simulation results [22] for ρ * (= ρσ 3 ) = 0.4 and 0.9 at T * (= k B T /ǫ) = 1.5.
As found in ref. [20] the ODS gives better agreement particularly at the first maximum with simulation results than the WCAS. In Fig.2 we compareĉ (0) (q) (the Fourier transform of c (0) (r) ) found from these two schemes for ρ * = 1.05 at T * = 1.50 and ρ * = 1.50 at T * = 10.0 which are close to freezing point. On the scale of the figure the two schemes give almost same values ofĉ (0) (q) except at small value of q. In Table-I we compare values of The two values are in good agreement at high density but differ at lower density; this is because of the contribution of attractive interaction which decreases with increasing density.
One can use the relation
where c n is the n-body direct correlation function (DPF) and the functional Taylor expansion to write the following series for c b ( r 1 , r 2 ).
In Eq(3.9) c
m is the m-body DCF of a homogeneous system of density ρ s and ρ( r)
m can be found from exact relations
The values of ∂ n c (0) (r;ρ) ∂ρ n and the factorization ansatz can be used to find values of c
from Eq(3.10). The factorization ansatz which was first used by Barrat et al [23] to calculate c
3 has recently been extended by Bharadwaj et al [11] to calculate c
4 . In the case of inverse power potential it was found that at the melting point c (b) is accurately approximated by the first term of series (3.9) even for very soft repulsions [11] ; the contribution made by c (b) to free energy increases with the range of the potential. Since, as shown below, the contribution made by the attractive part of the LJ potential at the transition point is small and contribute opposite to that of the repulsive part, we expect the conclusion drawn in case of the inverse power potentials holds in the present systems as well. In view of this, we consider the first term of series (3.9) and examine its effect on the freezing parameters. Following Barrat et al [23] we write c
3 ( r 1 , r 2 , r 3 ) = t(r 12 )t(r 13 )t(r 23 ) (3.11) and determine the function t(r) from the relation
using an iterative procedure. From known values of t(r), c
3 is found from Eq(3.11). It was shown in ref [23] that the value of c (0) 3 calculated in this way for the inverse power potential agrees with simulation results. It may also be shown thatĉ (0) ( q 1 , q 2 , q 3 ) agrees with exact three-body DCF at least up to the second order in the wave numbers.
Using Eq(3.11) in the first term of the series (3.9) and substituting the value of ρ( r 3 ) − ρ s we find
where r = r 2 − r 1 , r c = 1 2
( r 1 + r 2 ) and r ′ = r 3 − r 1
This is solved to give [9, 11, 12] 
Here j l (x) is the spherical Bessel function, Y lm (x) the spherical harmonics,
where C g is the Clebsh-Gardon coefficient. The crystal symmetry dictates that l and l 1 + l 2 are even and for cubic crystal m = 0, ±4.
The values of c As shown in ref [10, 11] ,c (0) (r; ρ) can be approximated as
where the contribution arising from the second term to the free energy is found to be negligibly small and one can replacec (0) (r; ρ) by c (0) (r; ρ l ).
For evaluation ofc (b) , we note that it is linear in order parameter and the integration over ξ variable in Eq(2.9) can be performed analytically leading tō
The quantity B l 1 (r, G) is defined by Eq(3.15). The integration over λ has been performed numerically by varying it from 0 to 1 on a fine grid and evaluating B l 1 on these densities.
Since this function vary smoothly with density and its value has been evaluated at closely spaced values of density, the result forc (b) ( r 1 , r 2 ) is expected to be accurate.
As noted in ref [6] , the HMSA closure dose not give self-consistent solutions for these potentials at low densities and low temperatures (ρ * ≤ 0.5 and T * ≤ 1.0) we could not calculate accurately the value ofc (b) ( r 1 , r 2 ) below the critical temperature (T * c ≃ 1.35) for the LJ potential and for T * ≤ 1 for the RLJ potential. Below these temperatures we have therefore used extrapolated values of free energy contribution due to symmetry broken part of DPCF (see Fig 11) to locate the freezing transition.
IV. LIQUID-SOLID TRANSITION
From Eqs (2.12)-(2.13) and expressions forc (0) (r) andc (b) ( r 1 , r 2 ) given above one finds [9, 11, 12] ∆W
Here ∆W id , ∆W 0 and ∆W b are respectively, the ideal, the symmetry-conserving and the symmetry broken contributions to ∆W . The prime on summation in Eq(4.4) indicates the condition G = 0, G 1 = 0 and G 1 = G and 6) where
G .
These equations are used to locate the fluid-fcc crystal transition. The reason for selecting the fcc structure are following; (i) these systems are known to freeze into fcc crystal, (ii) simulation data are mostly for fluid-fcc crystal transition [24] [25] [26] [27] [28] [29] and (iii) the difference between freezing density of fcc lattice and hexagonal closed packed (hcp) lattice is very small (the hcp density is slightly higher). The In Table-II we compare values of freezing parameters ρ * l , ρ * s , ∆ρ * , the Lindemann parameter L and P * = P σ 3 /ǫ, where P is the pressure at the freezing point, found from our theory with those found from the RY-DFT, MWDA [6] and simulations [28, 29] for the RLJ potential. The RY-DFT gives values of ρ * l and P * which are quite high compared to simulation values, e.g. at T * = 2, ρ * l is about 9% and P * is about 34% higher. The MWDA while gives relatively better agreement at higher temperatures, fails at low temperatures. The values found from our theory, (given in the first row of the table) are in very good agreement with simulation results for the entire temperature range.
In Fig.7 we plot the solid -fluid phase diagram; the lines (full line for fcc crystal and dashed line for fluid) are from the present theory and circles and squares ( open for fluid and full for crystal) are from simulations [28, 29] . We note large spread in simulation values.
This may be due to different theoretical methods used in locating the transition and system sizes in the calculation. One may also note the values given in ref [28] for low temperatures (T * ≤ 2.74) and high temperatures (T * ≥ 3.63636) do not seem to join smoothly. This may be due to use of two different algorithms in these two temperature regions. In Fig.8 we plot P * vs T * , dashed line from present theory, full line from RY-DFT and open circles and triangles from simulations and squares from MWDA.
In Table-III For c (b) ( r 1 , r 2 ), which is a functional of ρ( r) and is invariant only under a discrete set of translations and rotations, an expansion in ascending powers of order parameters has been used. This expansion involves higher body direct correlation functions of isotropic systems at average density of the crystal ρ s , which in turn were found from the density derivatives of c (0) (r) using a method describe in refs. [9] [10] [11] [12] .
Through the contribution of symmetry broken part of DPCF to the grand thermodynamic potential is small compared to the symmetry conserving part, it plays crucial role in freezing of fluids. In Table- IV we compare the contribution made by the ideal gas part, at T * = 0.8 to 15.3% at T * = 10.0 for the LJ potential. We also note that at the same temperature the relative contribution of
for LJ potential is marginally lower than that for RLJ potential. In Fig-11 the values of is small and opposite to that of repulsive potential part of interaction. However, these contributions are small leading to conclusion that freezing is predominately determined by the repulsive part of the interaction.
The difference in the values of freezing parameters for the LJ potential found from ODS and WCAS shows that the value of freezing parameters are sensitive to values of DPCF.
In conclusion, we wish to emphasize that the agreement between theory and simulation values of freezing parameters for potentials studied here and elsewhere [9] [10] [11] [12] shows that the free energy functional proposed by Singh and Singh [9] provides an accurate theory for fluid -solid transition for a wide class of potentials. As this free energy functional takes into account the spontaneous symmetry breaking, it can be used to study solid-solid transitions as well as other properties of crystals. S.N. T * = 1.50, ρ * = 1.05 and a = 1.55 T * = 10.0, ρ * = 1.50 and a = 1.37 Comparison of freezing parameters ρ * l , ρ * s , ∆ρ * , Lindemann parameter L and pressure P * = P σ 3 /ǫ found from the present theory with simulations [28, 29] and with the RY-DFT and the MWDA [6] for the RLJ potential at several values of T * . [24] ref. [24] ref. [25] ref. [25] ref. [26] ref. [26] ref [27] ref. [27] 
