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Traditional and commercial artificial speech synthesizers are incapable of
synthesizing speech with proper emotion or prosody. Conveying prosody in synthesized
speech is difficult because of extreme variability in human speech. An arbitrary sentence,
when spoken can have multiple meanings, depending upon the speaker, the speaking
style, the context, and many other factors. The goal of this research is to develop a speech
synthesizer which can exploit the prosodic content of the text and can synthesize
expressive speech.
Available speech synthesizers concatenate phonemes to synthesize speech. The 50
phonemes in American English are unique and standardized units of sound, but not
expression. This work builds on the analogy between speech and music – “speech is
music, music is speech.” A unique unit of speech expression called expressemes®, are
identified. The 1324 expressemes identified for American English consist of melody and
rhythm, and have less acoustic and phonetic variability than phonemes, so they better
convey the prosody.

New concatenated-formant hybrid speech synthesizer architecture is developed
which uses expressemes to artificially synthesize expressive speech. To create a
reasonably small speech database that captures multiple expressions is a challenge
because there may not be a complete set of speech segments available to create an
emotion. Method is suggested whereby acoustic mathematical modeling is used to create
missing prosodic speech segments from the base prosody unit. Such transformation
between prosodies is done using developed pitch-synchronous time-varying frequencywarped wavelet transform based prosody manipulation algorithm. A time-varying
frequency-warping transform is developed to smoothly concatenate the temporal and
spectral parameters of adjacent expressemes to create intelligible speech. Additionally,
issues specific to expressive speech synthesis using expressemes are resolved for
example, Ergodic Hidden Markov Model based expresseme segmentation, model creation
for pitch and segment duration, and target and join cost calculation.
The performance of the hybrid synthesizer is measured against a commercially
available synthesizer using objective and perceptual evaluations. Subjects consistently
rated the hybrid synthesizer better in five different perceptual tests. 70% of speakers rated
the hybrid synthesis as more expressive, and 72% preferred it over the commercial
synthesizer. The hybrid synthesizer also obtained a comparable mean opinion score.
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GLOSSARY OF TERMS
Useful definitions related to this dissertation are provided:
Affect: Synonym for “emotion” used in the field of psychology.
Diphones: Adjacent pair of phones. It is usually used to refer a recording of the transition
between two phones. A diphone generally starts from the middle of one phone and ends
at the middle of the adjacent phone.
Expresseme®: Smallest units of expressive speech unit. It is similar to phonetic unit,
captures the nuance of emotion, and is not normalized.
Expressive Speech: Method of speaking that conveys the emotion of the speaker in the
speech.
Human Interest Prosody: Type of conversation style related to conveying personal
emotions and persuasion.
Intonation: In linguistics, intonation is the variation of pitch when speaking. Intonation
and stress are two main elements of linguistic prosody.
Kinesensic: The word kinesensic is coined from the root kine and the word sense for an
overall meaning of learning through movement or feeling of the body.
Linguistics: Linguistics is the scientific study of human language and speech.
Phoneme: Speech segment that possesses distinct physical or perceptual properties.
Alternatively phoneme is the smallest contrastive unit of sound which distinguishes the
pronunciation of a word.
xiv

Prosody: All the acoustic properties of speech that cannot be predicted from a local
window on the orthographic (or similar) transcription. So, prosody is relative to a default
pronunciation of a phoneme/feature bundle/segment/syllable; it does not include
coarticulation because coarticulation is predictable from the immediate phonological or
orthographic neighborhood. Qualitatively, one can understand prosody as the difference
between a well-performed play, and one on first reading.
Reportorial Prosody: Type of conversation style that is concerned with no personal
emotions. This approach has periods of voice-over narration delivered in the style of a
news report.
Speech Synthesis: Speech synthesis is the artificial production of human speech. A
system used for this purpose is termed a speech synthesizer, and can be implemented in
software or hardware. Speech synthesis systems are often called text-to-speech (TTS)
systems in reference to their ability to convert text into speech. However, systems exist
that instead render symbolic linguistic representations like phonetic transcriptions into
speech.
Text-to-Speech: See Speech synthesis.
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CHAPTER I
INTRODUCTION AND DISSERTATION CONTRIBUTION

“It’s not what you said; it’s how you said it!” This is a common expression in a
conversation. It also magnificently summarizes the importance of conveying expression
in speech. Without expressive speech, the conversation is bland; very similar to
artificially synthesized speech. Incapability of conveying proper emotions, or prosody, is
the fundamental problem of all commercially available artificial speech synthesizers. In
the early years of speech synthesis work, it was believed that this was a relatively simple
problem which would be solved rather quickly. That was 30 years ago, and the problem
still remains unsolved.
Creating a speech synthesis engine that can communicate emotion may be a new
frontier, but the path to it is more than 130 years old. In his 1872 publication, “The
Expression of Emotion in Man and Animals,” Charles Darwin critiqued the work of other
emotion researchers and posits an evolutionary basis for emotion. Darwin links emotional
speech to ancestral singing, “consequently, when the voice is used under any strong
emotion, it tends to assume, through the principle of association, a musical character” [1].
Since then, other researchers have proposed theories of emotion that explain and
categorize emotions and emotional expressions from a variety of perspectives [2].

1

1.1

Expressive Speech Synthesis
Why is conveying prosody in artificially synthesized speech so difficult? The

short answer is – variability [3, 4]. A natural spoken language sentence can have different
meanings depending on speaker, context, and many other factors. Expressive speech
consists of lyric, melody, and rhythm. Using digital signal processing, melody and
rhythm can be manipulated through proper control of amplitude, pitch, and duration of
the signal. Due to an almost infinite variability in text, context, and speaking styles, it is
difficult to synthesize speech with precise prosody.
Consider the word ‘Great’ spoken in different context.
 Mississippi State won a ‘Great’ game (happy)
 We have lost a ‘Great’ game (sad)
 All I asked was a ‘Great’ performance (mad)
 This is a ‘Great’ University (glad)
 The ‘Great’ sense of this man saved the life (neutral)
The available speech synthesis engines can synthesize the word ‘Great’ in neutral
prosody; however, if the same word is required to be synthesized in any alternative
prosodies (happy, sad, mad, glad, etc.), snippets of speech must be recorded in that
respective prosody and stored in the database to be played at synthesis time
(concatenative synthesizers) [5]. This results in an enormous task of recording and
storing huge databases of alternate prosodies, along with greater computational
requirements, larger processor related memory capacity, and large communication
bandwidth required for transmitting high-quality speech.
2

Alternatively, acoustic mathematical modeling (formant synthesis) may be used to
synthesize multiple prosodies. However, no attempts were ever made to generate multiple
prosodic voices using formant synthesis, because high variability in speech results in
highly complex acoustical modeling. This negatively affects the quality of speech and
results in an artificial robotic voice.
1.2

Problems in Synthesizing Expressive Speech
Studies on expressive speech have found that there are strong correlations

between speech and expression [6]. Several systems, that can synthesize expressive
speech for limited domain have reached the test stage [7, 8], as described in Chapter 2,
but no system is yet available on a commercial basis. A major problem for approaches
using formant synthesizer is that the acoustic representation of emotion requires careful
and heuristic adjustments in a signal. Another problem is that it uses a non-human
voicing source produced by an excitation signal. This makes the synthesized speech
sound robotic and unnatural. The waveform concatenation approach uses the human
voice as a source to synthesize speech. However, this approach introduces distortion
when signals are modified at unit concatenation points. In summary, the following issues
remain to be resolved:
 Developing emotion-dependent acoustic rules that can predict appropriate
emotion of text and mark it accordingly for synthesis;
 Complete database of expressive speech or a method to create appropriate
expressive speech units as required by the acoustic front end;
 Improving naturalness in the voice quality; and
3

 Enhancing smooth concatenation to reduce the amount of distortion at unit
boundaries in speech signals.
1.3

Motivation to Develop Next Generation Speech Synthesis System
New research and advancements have opened the door for intuitive speech

technology. The “next generation” of speech technology system being developed is
intelligent, interactive, and promises to provide a realistic human-machine interaction. To
have such real communication, the machine must be able to detect, predict, and deduce
the human speakers’ thoughts and emotions by compiling all linguistic and
psychoacoustic cues in the speech.
The goal of this research is to develop the architecture for “next generation”
speech synthesis technology. A prototype of such system which is capable of
synthesizing artificial speech in multiple expressions is developed in this research.
Similar “next generation” systems have previously been developed to help recognize
multiple speakers’ speech, talking simultaneously [9].
Creating a reasonably small speech database that captures a variety of emotions is
a challenge. The biggest challenge is that there might not be a complete set of segments
for an emotion to be synthesized. Hence, the following the question arises – If an
appropriate speech segment is missing in the database, can such a segment be created and
its prosody modified? For example, can some utterance from a neutral prosody mode be
transformed into excited or expressive mode? Alternatively, if the variability of speech is
somehow reduced, can acoustic mathematical modeling be used to synthesize high

4

quality speech in multiple prosodies from a speech in base prosody? The answer to this
and several other related questions can be found in this research.
1.4

Primary Dissertation Contributions
The primary objective of this dissertation is to explore the musicality in the

Lessac voices [10-12] for the purpose of creating high quality synthesized speech with
multiple prosodies, while keeping the speech database and computational requirements to
a minimum. Another objective of this research is to develop an expressive speech
synthesizer.
The claim of this work is that high quality speech in multiple prosodies can be
synthesized using acoustic mathematical modeling for kinesensic voices. This claim is
justified by prototype development of the proposed hybrid concatenated–formant speech
synthesis architecture, and its implementation using unique pitch-synchronous timevarying frequency-warped wavelet transform and time-varying frequency-warping
algorithm, used for prosody adaptation and speech morphing respectively.
1.4.1

Hybrid Architecture for Concatenated-Formant Speech Synthesizer
The most significant contribution to this dissertation is the hybrid concatenated-

formant speech synthesizer that is developed to generate synthetic speech with several
different prosodies [13]. It is possible to explore such a synthesis framework because the
kinesensic voice data obtained from trained professional speakers is more musical, and
hence less random, than voice data from an untrained speaker. Several issues specific to
hybrid synthesizer implementation have been addressed in this dissertation.
5

1.4.2

Pitch-Synchronous Time-Varying Frequency-Warped Wavelet Transform
Another very important contribution of this dissertation is the prosody

modification algorithm. This algorithm provides the ability to manipulate the prosody of
the synthesized speech from base prosody to an array of alternate expressive prosodies,
available in the differential database. In order to add affects to speech which change
prosody, a novel pitch-synchronous time-varying frequency-warped wavelet transform is
developed and implemented.
1.4.3

Morphological Fusion of Speech Parameters
Usually, when combining two speech units in concatenated synthesizers, a glitch

is introduced at the concatenation points of two speech units, due to mismatch of spectral
parameters. Morphological fusion of speech parameters is developed to reduce these
spectral mismatches, and to concatenate the phonetic speech units to produce a word or
phrase [13].
1.5

Additional Dissertation Contributions
A phoneme is the smallest contrastive unit of sound in a language [14, 15],

however, this unit does not distinguish between emotions that are essential in expressive
speech synthesis. A new unit of sound representation, called an expresseme, is introduced
for the purpose of expressive speech synthesis in this dissertation. This unit is based on
the musical representation of speech, and thus can capture expressiveness and emotion.
Additionally, several issues related to implementation of the hybrid speech
synthesizer and the expresseme unit are resolved in this dissertation.
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1.5.1

Identification of Expressemes
The International Phonetic Alphabet (IPA) is a system of phonetic notations

devised by linguists [16]. It is intended to provide a standardized, unique, and accurate
method of representing every unique sound in any language, and is used by phoneticians,
linguists, and speech scientists. In un-extended form, IPA has identified 107 base
symbols and 55 modifiers for all languages. This includes 50 unique sound units, called
phonemes, for American English [17]. Most concatenated speech synthesizers use
phoneme as the primary speech unit for concatenation. The problem with the phoneme,
however, is that it is a unit of unique sound, but not emotion hence, it normalizes all
emotions.
An earlier work proposed the analogy between speech and music [10]. This
dissertation builds on that work for speech synthesis purposes. The speech data is marked
on a musical scale, and 1324 unique expresseme units for American English are
identified. Expressemes consists of lyric, melody, and rhythm, which, in digital signal
processing, can be manipulated through proper control of amplitude, pitch, and duration
of the signal.
1.5.2

Unit segmentation of Expressemes
Aligning the speech unit label with appropriate recorded sound segmentation is

called unit segmentation or unit labeling. A Hidden Markov Model (HMM) is the most
prevalent approach for automatic unit segmentation in speech synthesis and recognition.
Even though this approach is automatic and trainable, there are still several limitations
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due to mismatches between hand-labeled transcriptions and HMM alignment labels,
which can lead to discontinuities in the synthetic speech.
An automatic unit segmentation technique for expresseme, based on the Ergodic
Hidden Markov Model (EHMM), is proposed in this dissertation. Context-independent
HMM are trained using the Baum-Welch training technique [18]. The models are then
used for force alignment of the expressemes in the transcriptions with the speech.
Typically signal analysis is done on a fixed windowed frame advance of 5 ms [1820], but EHMM-based automatic unit segmentation in this dissertation is done on a pitchsynchronous basis, because of the reasons mentioned in section 4.1.
1.5.3

Pitch and Duration Modeling for Expressemes
The control over prosody in expressive synthesis is extremely important to

express enumerations, emphasis, or questions. These expressions are very common in
human speech, and they are crucial to proper information delivery; however, they are
independent of the phonetic content of the speech. Consequently, without modification,
the prosody of speech synthesized according to phonetic content is likely to be
inadequate.
One solution is to build synthetic voices that are specialized for each task using a
database that covers both the phonetic and prosodic patterns of the domain [21].
However, even for limited domains, designing and recording such a database is time,
resource, and labor consuming, and makes it difficult to maintain and update the system
once the database has been recorded. Hence, modeling the spectral and prosodic features
of speech separately considerably reduces the amount of data required to build natural
8

and adequate voices [22]. Modeling of spectral fundamental frequency (F0) features and
prosodic duration features for expressemes is done for similar reasons.
1.5.4

Target and Join Cost Structure for Expressemes
The selection of the best unit sequence from a database is typically treated as a

search problem, where the best sequence of units (typically phonemes) from the database
is the one with the lowest overall cost. The total cost is often decomposed into two costs:
target cost and join cost [20]. The target cost is representative of how closely the
candidate units in the inventory match the specification of the target phoneme sequence.
The join cost is representative of how well neighboring units can be joined. The cost
function used to compute these costs takes into account only the properties of fixed target
sequence and the local properties of the candidates. The optimal unit sequence can be
found efficiently by a Viterbi search for the lowest cost path through the lattice of the
target and join costs [23, 24].
The ideal join cost for expressemes is based on measurable spectral parameters,
such as amplitude and F0, and correlates highly with human listeners’ perceptions.
1.6

Structure of the Dissertation
Exhaustive background information is provided in Chapter 2 to lay the basis for

this dissertation. Three decades of speech synthesis work, available architecture, and
approaches are discussed. The elements of expressive speech are also introduced in this
chapter.
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Chapter 3 of this dissertation provides background information on kinesensic
voices. Specifically, details about how such voices are created and their attributes that
makes them a better choice for speech synthesis purposes, are discussed.
The background information related to mathematical formulation of pitchsynchronous representation of speech, wavelet transform, frequency-warping, and speech
morphing are presented in Chapter 4. This chapter lays the foundation for the
implementation of the proposed technology.
The three core technologies proposed in this dissertation are described in the next
three chapters. In Chapter 5, the proposed hybrid concatenated–formant speech
synthesizer architecture is described. This chapter also includes the formulation of the
hybrid architecture. The proposed pitch-synchronous time-varying frequency-warped
wavelet transform based prosody adaptation algorithm is described in Chapter 6.
Implementation details and mathematical formulation of prosody adaptation algorithm
are also presented in this chapter. Finally, time-varying frequency warped finite impulse
response filter based speech morphing techniques is described in Chapter 7.
Complete details of the implementation of the hybrid synthesizer, prosody
adaptation algorithm, and speech morphing techniques are discussed in Chapter 8.
Additional contributions specific to speech synthesizer implementation

using

expressemes, like unit selection, F0, duration modeling, and concatenation costs, are also
discussed.
In Chapter 9, the corpus that is used for implementing the hybrid system is
described. Results of objective and perceptual tests, which investigate the prosody’s
10

contribution in emotional communications, are presented and interpreted. The
dissertation is concluded with discussion of promising avenues of work to continue the
development of the foregoing technology more effectively for speech synthesis and
speech recognition.
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CHAPTER II
BACKGROUND AND ARCHITECTURE OF ARTIFICIAL SPEECH
SYNTHESIZERS
Attempts to synthesize artificial expressive speech have existed for more than
three decades. The background literature is presented in several independent sections. In
sections 2.1 and 2.2, available generic speech synthesis architecture and techniques are
reviewed. A brief overview of speech variability is studied in section 2.3. In sections 2.4
to 2.7, the source, formulation, background and definitions of emotion and expressive
speech synthesis are presented.
2.1

Generic Architecture of Speech Synthesizer
Speech synthesis systems require ways of storing various types of linguistic and

signal processing information produced in the process of converting the input text into
artificial speech.
The functional diagram of a generic speech synthesizer is shown in Figure 2.1
[25, 26]. The input to the system is the edited text and its output is the synthesized
speech. The concatenative speech database can instead be replaced by the formant rules
database to create the architecture of the formant speech synthesizer.
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Input text

Natural language
processing
Linguistics formalisms;
syntactic analysis

Phoneme, segmental
duration, F0 contour
Digital signal processing
Concatenative speech
database

Mathematical model; unit
search; waveform generation

Synthesized
speech

Figure 2.1 The Basic Architecture of a Typical Concatenative Speech Synthesizer.
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The system includes a Natural Language Processing (NLP) module, capable of
producing a phonetic transcription of the text read, together with the desired prosody, and
a Digital Signal Processing (DSP) module, which transforms the symbolic information it
receives into artificial speech. This module can implement either formant or
concatenative synthesis technique, details of which are given in sections 2.2.4 and 2.2.5,
respectively.
The concentration of this dissertation is on the Digital Signal Processing module,
specifically, a new architecture using both formant and concatenative synthesis
techniques described in Chapter 5.
2.2

Generic Speech Synthesis Techniques
A brief introduction of available synthesis techniques is provided in this section.

There are several different synthesis techniques conceptualized, but only a few have been
successfully implemented [25, 27-29]. Important speech synthesis techniques and their
brief introduction are provided in Figure 2.2 below. The techniques are further explained
in separate subsections.
2.2.1

Copy Synthesis
Several acoustic and formant parameters are extracted from human recorded

speech. These parameters are then adjusted manually, and the resulting synthesized
speech is evaluated and compared to the original recorded speech.
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Functional
model

No knowledge of speech production mechanism

Direct synthesis

Source-spectral envelope distinction; all pole
model

Control parameters; artificial speech

Model complexity; natural speech

Linear prediction synthesis

Physical
model

Energy, velocity, pressure, sensitivity of acoustic
tube (vocal tract) is modeled algorithmically;
model of physical factors of speech production

Articulatory synthesis

Relative amplitude of formants, bandwidth, polezero pair, lip radiation is modeled
algorithmically; model of auditory factors of
generated speech

Formant synthesis

Speech generation by concatenation of recordings
of actual human speech based on linguistic rules

Concatenative synthesis

Mono-prosodic speech generation by
concatenative synthesis and emotional factor
addition by formant synthesis

Hybrid concatenated-formant
synthesis

Figure 2.2 Brief Introduction of Commonly Available Speech Synthesis Techniques. The
Proposed Hybrid Synthesis Model Captures the Best Capabilities of Both
Concatenated and Formant Synthesizer.
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Based on the evaluation and comparison, the parameter file is edited, synthesized,
and re-evaluated until a satisfactory synthesized audio file is attained. Copy synthesis can
be used for limited vocabulary speech synthesis, and it is only a functional model.
2.2.2

Linear Predictive Coding Synthesis
Linear predictive coding (LPC) is a waveform encoding technique based on the

source-filter theory [30]. The next or future sample of speech waveform can be predicted
from the weighted sum of (usually 10-12) previous waveform samples using LPC [31,
32]. The merit of LPC analysis and re-synthesis is that it uses a smaller data size
compared to concatenative synthesizer. It suited the storage and data processing capacity
of computers in the 1980s. Renditions of LPC techniques are used in the analysis and resynthesis approaches and have been extensively used in playback systems, such as Texas
Instruments’ Speak & Spell product [33].
2.2.3

Articulatory Synthesis
Articulatory synthesis is a model based speech synthesis method, created by using

parameters that model the mechanical motions of the articulators and the resulting
distributions of volume, velocity, and sound pressure in lungs and vocal and nasal tracts
[27, 34]. Because the human speech production articulators do not have that many
degrees of freedom, articulatory models often use as few as 15 parameters to drive a
formant synthesizer. Attempts were also made to parameterize the mechanics of voice
source like vocal and nasal tracts [35-37].
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It is possible to estimate the vocal–tract area from the formant frequencies [38].
An example model [39, 40] used five articulatory parameters: area of lip opening,
constriction formed by the tongue blade, opening to the nasal cavities, average glottal
area, and rate of active expansion or contraction of the vocal tract volume behind a
constriction. These five parameters are augmented with F0 and the first four formant
frequencies.
The area parameters are obtained by the X-rays and Magnetic Resonance Imaging
(MRI) analysis of human speaker. However positioning such sensors in the vocal tract
alters the way speech is produced (such as the sensors in the lips) and impedes
completely natural sounds.
The best articulatory synthesis systems do not generate speech with quality
comparable to that of formant or concatenative systems [41].
2.2.4

Formant Synthesis
In Formant synthesis, also known as the rule-based synthesis, the acoustic speech

data is created entirely through rules on the acoustic correlations of the various speech
sounds. No human speech recordings are involved at run time. Formant synthesis uses a
source-filter model, where the filter is characterized by slowly varying formant
frequencies [42]. While the number of these formants is infinite, not all are important for
intelligibility. The model explicitly represents a number of formant resonances (from 2 to
6). A formant resonance can be implemented with a second order Infinite Impulse
Response (IIR) filter [43].
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1
Hi (z) 
bi
12e cos(2fi ) z 1 2e bi z 2

(2.1)

with f i Fi / Fs and bi Bi / Fs ,
where, Fi , Bi , and Fs are the center formant frequency, center formant
bandwidth and sampling frequency, respectively, all in Hz.
Rules on how to generate formant trajectories from a phonetic string are based on
the locus theory of speech production [44]. Thus, rule-based systems store target
frequencies for each phoneme, as well as the rate of change and the transition times [41,
45-47].
While the use of formant synthesis does not require the use of any speech
database, other than to derive the rules to be applied, the advantages provided by its
flexibility are often outweighed by the quality of the synthesized speech, which is often
described by listeners as unnatural or robotic [41, 48].
In formant synthesizers, prosodies are produced by providing dedicated
processing modules, which adapt their input according to the acoustic properties of a
number of emotions [48, 49]. Examples of such products include HLSyn [50], VAESS
project (Voices, Attitudes and Emotions in Speech Synthesis) [51], DECTalk [52].
Several larger undertakings [8, 53-56] have used formant synthesizers because of the
high degree of control it provides. The most popular formant synthesizers ever developed
include and HLSyn and DECTalk.
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2.2.5

Concatenative Synthesis
In concatenative synthesis, speech is synthesized by searching and retrieving

smaller speech units in the speech database and concatenating them into a waveform. An
utterance is thus synthesized by concatenating several speech fragments together. This
approach does not require rules for phoneme creation or manual tuning. Moreover, each
segment is an actual human recording hence, synthesized speech quality is relatively
natural but monotonic.
Speech segments are greatly affected by co-articulation [57, 58], so the
concatenation results in spectral and prosodic discontinuities. Spectral discontinuities
occur due to a mismatch of formants, while prosodic discontinuities occur when the pitch
at the concatenation point does not match.
To minimize discontinuities, weights are assigned to the selection parameters to
influence which units are selected. The closest matching units are found in the database
and such units are concatenated. This synthesis method is computationally expensive
because of an added search features and speech databases. Examples of such products
include Festival speech synthesis system [59, 60] and approaches mentioned in [6, 6165].
The choice of a size of speech unit for concatenation results in several tradeoffs.
Smaller size units, like phones or diphones, result in a complete database creation and
fast search but low quality of synthesized speech. However, larger units like syllables,
words, or phrases, result in an incomplete database and slow search but natural
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synthesized speech. Larger units are used in limited domain speech synthesis
applications, like telephone or zip code directories [66].
While the results from concatenative synthesis are generally impressive and
relatively natural, large variations in prosody severely impair voice quality, resulting in
inexpressive and inconsistently synthesized speech [41, 67].
2.3

Variability in Conversational Speech
Speakers and speaking styles induce variability in conversational speech. Care is

taken to minimize variability when recording a speech corpus for concatenative speech
synthesis. However, this results in monotonous and constant-prosody speech recording
with minimal expression.
2.3.1

Acoustic Variability
Acoustic or within-speaker variation is induced due to the source structure of the

speaker. This includes the vocal and nasal tract, nasal and mouth openings etc.
Emotional-attitudinal state and personality may also affect the manner of speaking.
Different speaking rates, loudness levels, emotional states, and so on, all cause changes in
the acoustic speech signal [68].
To minimize acoustic variability, the corpus is usually recorded by an artist with
clear and consistent voice, such as a news reader. The recordings are made in multiple
short sessions, and are usually made at the same time of the day to reduce variability
induced due to stress and fatigue [69, 70].
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2.3.2

Phonetic Variability
Variance in the speech features of phonemes amount to phonetic variability. Word

stress and language expressiveness causes such variability. Phonetic variability can be
minimized by careful selection of text for corpus recording [70-72].
2.4

Study of Emotion: Concepts and Approaches
Capturing expression is a difficult task and there is a divergence of opinion on

how to conceptualize speech expression. This section provides a brief overview of some
of the major emotion theories, and concludes with the definition and scope of emotion for
this dissertation.
Darwin stated that emotional expression among humans and animals are
considerably common and universal [1]. He introduced the idea that emotions are
inseparable from distinctive action patterns selected by evolution because of their
survival value [73]. His main examples of emotional expressions were vocal expressions,
but there were also some examples of facial and bodily movements in humans. Theorists
consider those certain fundamental properties of emotion and the conceptual system of
categorizing them universally [74]. However, they also state that both innate and cultural
factors influence emotional experiences [75].
Emotion is an abrupt change in response to particular stimuli that lasts for a short
period of time [2, 76]. A more stable state of mind that lasts for a longer period of time is
referred to as mood. There are also other terms that are different in connotation but refer
to one’s mental state, such as feelings, sentiment, personality, and so on. When broadly
used, emotion includes all terms appearing above.
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The most common or basic emotions are: joy, sadness, fear, anger, and surprise.
However, the number of basic emotions varies from two to eighteen among emotion
theorists. Table 2.1 shows a selected list of basic emotions that theorists proposed,
modified from [77].
2.5

Scope of Emotion in Expressive Speech Synthesis
Emotion is the entity to experience and expression. Emotional experience refers to

human internal reaction to an emotion – eliciting stimulus, while emotional expression is
the outward action one displays which shows how one feels. The artificial speech
synthesis process is thus appropriately called as “expressive speech synthesis.”
There is a divergence of opinion about the number of basic emotions and about
how to conceptualize emotion. Basically, there are two ways to interpret emotion. One is
to capture emotion as a discrete, abrupt change in mental state. The other is to capture
emotion as a progressive smooth transition of mind.
The vocal emotional expressions, for the purpose of conversational speech, are
produced from a gradual emotional experience. A unique basis of inclusion is introduced,
which defines expression based on the relation between the speaker and the listener or
actor and audience [78]. Several unique emotional states are conceptualized on this
inclusion, namely reportorial, human interest etc. This is further discussed in section 0.
The scope of expression for this research is limited to reportorial prosody.
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Table 2.1 List of Basic Emotions and Their Basis of Inclusion.
Reference

Basic emotion

Basis of inclusion

Ekman, Friesen, Ellsworth
(1982) [79]

Anger, fear, disgust, joy,
sadness, surprise

Universal facial expressions

Frijda (1986) [80]

Desire, happiness, interest,
surprise, sorrow

Forms of action readiness

Izard (1971) [81]

Anger, contempt, disgust,
distress, fear, guilt, interest,
joy, shame, surprise

Hardwire

Addison (2001) [78]

Reportorial, human interest,
theater, poetry

Expression and perception
of emotion
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2.6

Elements of Expressive Speech Synthesis
This section is intended to provide a brief overview of some of the concepts in

speech synthesis, particularly with reference to the generation of affect in synthetic
speech. While there are more than 90 parameters which influence the quality of
synthesized speech, the list of parameters discussed in this section have the highest
relative weight [60, 82].
2.6.1

Prosody and Co-articulation
Prosody is a term used to describe perceived pitch, loudness, and time in a speech

segment longer than a phrase [54]. Researchers also refer them as suprasegmentals, in
contrast to segmentals which are used to describe phoneme level characteristics. Its
physical correlates are F0, segmental duration, and intensity. The prosody of an utterance
often depends not only on accent patterns of words and sentence structures, but also on
the speaker’s intention and emotional or physical state. Further, in natural speech, unless
the speaker pronounces each phone in isolation, all utterances involve co-articulation or
overlapping of adjacent articulations. Consonants vary in their place of articulation in
anticipation of the articulation of the next sound. Co-articulation and the resulting change
in sound quality need special care in speech synthesis in order to produce smooth and
natural speech.
2.6.2

Fundamental Frequency – Range and Mean
The fundamental frequency, or F0, is the frequency at which the vocal folds

vibrate, and is often perceived as the pitch of speech [54, 83]. It is the inverse of the
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fundamental period of the vocal cord vibration i.e., the duration of a single complete
cycle of a periodic waveform, and its unit is Hertz (Hz). F0 is most important in the
perception of emotion as it has strong effects in conveying stressed speech, but studies
have shown it to be relatively ineffectual in producing affect when altered on its own
[84]. It is usually split into two smaller measures: mean F0 and F0 range [85]. The
average of all instantaneous F0 values over a time window (usually 5 ms) is called a
mean F0, and the difference of the maximum and minimum of instantaneous F0 values in
the time window is called F0 range.
2.6.3

Segmental Duration
Segmental duration is the term used to describe the length of speech segments,

such as phonemes and syllables, as well as silences. It is the temporal interval of a
segment and is measured in milliseconds (ms). After F0, this is the most important factor
in emphasis of words [54].
2.6.4

Energy
Energy, perceived as intensity or loudness in speech, is a useful indicator of an

expressive state of speech. The intensity is proportional to the average amplitude or
energy of the sound in air pressure. The energy is usually calculated using the root mean
square (RMS) and expressed in decibels (dB). It is important to note that relative, rather
than absolute, amplitude is the indicating factor in most measures - recordings taken
closer to the microphone will result in higher amplitude, yet carry exactly the same affect
as an identical utterance at a greater distance.
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2.6.5

Voice Quality
The fidelity and characteristics of speech, unrelated to prosody, is described as

voice quality. Essentially, it is what distinguishes one individual from another. These
characteristics are created from a variety of factors in the vocal folds, and run
continuously throughout a person’s speech. Classification of voice quality is often
performed in terms of a set of identified voice qualities: breathy, whispery, lax-creaky,
modal, harsh, and tense [84]. Another classification method for voice quality includes the
Wendler’s RBH system [86].
2.6.6

Timbre
Timbre, or harmonic profile, is the quality of a sound or sonic event. Timbre is the

characteristic of sound which distinguishes and identifies an individual solely based on
their voice. It is the same characteristic that helps humans distinguish between the sounds
of different musical instruments. Humans have a natural sensitivity to timbre.
2.7

Available Expressive Speech Synthesizers
Different synthesis techniques allow control over voice parameters in varying

degrees. In most of the previous systems, only three to nine emotions are modeled. This
section includes a brief discussion of previous rule-based systems and concatenated
synthesis systems.
2.7.1

Expressive Synthesis Using Formant Synthesizers
Formant synthesis, also known as rule-based synthesis, creates speech through

rules of acoustic correlation of speech sounds. Although the resulting speech sounds quite
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unnatural and metallic, it has the advantage that many voice parameters can be varied
freely. This becomes very interesting when modeling emotions. Affect Editor [87] used
DECTalk [52] as the underlying synthesis system. The acoustic parameter setting for
each emotion were derived from the literature and implemented in the system. Another
expressive speech synthesis research [88] employed a formant synthesizer but took quite
a different approach for generating the voice parameters. In this case, perception tests
were used to find the best parameter settings for different emotions. Both systems were
able to produce emotional speech but the output was crippled by the unnatural quality of
the synthesized speech.
2.7.2

Expressive Synthesis Using Concatenated Synthesizers
Concatenated synthesis use recorded speech that has diphones as speech units. A

diphone stretches from the middle of one phone to the middle of the next. Diphones are
usually recorded in a monotonous pitch and their F0 contour is generated through signal
processing algorithms at synthesis time. This technique allows only limited control over
voice parameters. F0 and duration can be controlled, but the control over voice quality
seems to be impossible. It is not enough to just vary F0 and duration to express emotion
[84, 89]. Nevertheless, copy synthesis [90] has been used to model emotion in diphone
synthesis. F0 and duration are measured for each phone in an utterance from the portrayal
of a given emotion by the speaker and used for synthesis of the utterance from diphones.
The result is a synthesized utterance with the same duration and F0 as the original, but
with the voice quality similar to diphone synthesis. This technique provides relatively
more natural quality synthesized speech, and much more natural than with formant
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synthesis, but the usability of this technique for a large variety of emotions is
questionable. It is also very hard to model the intensity of an emotion with this kind of
technique.
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CHAPTER III
SPEECH IS MUSIC, MUSIC IS SPEECH

The elements which define music so effectively can also be used to define speech
[10-12], however because every speaker have his/her own speaking styles the variability
in speech is much higher than in music. The Kinesensic method of voice production,
invented by Arthur Lessac, ensures that the trained artists speak so that the vocal cords
acts like musical instruments. Hence, the voices produced by such artists have lesser
variability and more musicality [12]. In this Chapter, the unique kinesensic voice
production technique and its advantages in expressive speech synthesis are described.
3.1

Lessac Approach to Voice Production
The Lessac approach of voice production is founded on kinesensic training, a

term which better describes the organic feeling process that results in instruction [11].
The word kinesensic is coined from the root kine and the word sense for an overall
meaning of learning through movement. Hence, this method of voice production
encompasses the events that occur when the body experiences sensation and recognizes
the sensation’s motion, essence, signal and familiarity.
Through kinesensic training, an individual becomes consciously aware of
organically measurable feelings in his/her body that are associated with generation of
expressive speech. They therefore have conscious control of the speech they produce. A
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Lessac trained speaker, therefore, have strong, resilient, well placed voices which are full
of musicality, energy, and intelligibility.
3.2

Speech is Music, Music is Speech
The Lessac approach to kinesensic voice production is based on resonance and

muscle sense as the feedback units over which trained speakers can initiate and maintain
conscious control. This bridges the gap between music and speech hence, the speech
produced using this approach has musicality. As can be seen in Figure 3.1 below, every
expresseme is associated with a corresponding musical instrument that closely represents
the absolute characteristics of that expresseme. This correspondence is called the
consonant orchestra.
Because Lessac voices are musical, they can also be represented on an intonation
scale similar to music scales. On a true musical scale interval, chords, scales, and tempo
are represented. Similarly Lessac voices are marked for upglide, downglide, circumflex,
level sustention, and level tail. Similar to a five scale staff for music, Lessac voices are
represented on a five level intonation scale; the bottom most scale is the Y-Buzz, which is
the lowest frequency at which an individual can speak without losing the intelligibility of
their voice.
In this way, the normal conceptual separation of speech and music becomes a
controllable continuum of voice production over which trained speakers have conscious
control. This is most evident in tonal languages, such as Thai, and musical languages,
such as Welsh and Irish.
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Figure 3.1 The Consonant Orchestra. The Association of Expressemes with
Corresponding Musical Instruments.
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Figure 3.2 The Intonation Profile is Automatically Marked on the Paragraph of the
Gettysburg Address. This Markup is a Critical Piece in ‘Speech Is Music;
Music Is Speech’ Analogy.
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In Figure 3.2, a paragraph from the Gettysburg address is marked using Lessac
Voice representation [78, 91]. The example sentence has the expresseme representation
with intonation, inflection, and tonality marked. This is analogous to music markup.
Every vowel expresseme is represented on a five-level intonation scale,
represented by the position of the dots. High or low tonality is represented by heavy or
light dots. Upglide, downglide, level sustention, etc. are inflection points which are
represented by the corresponding tail notation at the dots. The co-articulation of vowels
and consonants are represented by the arc connecting the expressemes. Every expresseme
consequently has unique intonation, tonality, and inflection, which are critical in
expressive speech representation. These parameters are normalized in IPA phonemes.
Musicality in speech offers huge advantages in speech synthesis. It provides structure to
speech and reduces the infinite variability of sound production.
3.3

Variability in Lessac Voices
Since Lessac trained speakers have conscious control of their speech-producing

organs, they can therefore read the speech markup shown in Figure 3.2 consistently with
expressions as marked. This reduces the phonetic variability because every expresseme is
spoken in exactly the same manner every time. The musical markup already accounts for
intensity levels, stress, and expression, hence the acoustic variability is minimized.
Kinesensic voice consequently has less phonetic and acoustic variability and hence is
very desirable for expressive speech synthesis. In the example shown in Figure 3.3
below, a Lessac trained speaker recorded identically marked-up text at two separate
instances several months apart.
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Figure 3.3 Very Similar Spectrograms Obtained From Speech Recordings Done by a
Lessac Master Practitioner, Several Months Apart Using Identically Marked
Up Text.
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A careful study of this spectrogram shows minimum variability in the frequencies even in
high resonance ranges. Such consistency is difficult to attain by an untrained speaker and
without text markup.
3.4

Proposed Lessac Prosody Prediction Circumplex
Theorists attempt to identify emotions by placing them on dimensions [2]. By

doing so, relations among emotions can be captured at a glance. Broadly speaking, there
are two-dimensional [92, 93], three-dimensional [94, 95], and multidimensional models
[96]. Most theorists in the dimensional approach include a valence (pleasure-displeasure)
dimension, an activity (high arousal-low arousal) dimension, or an intensity (strongweak) dimension [92]. A much simpler, but effective, dimensional approach is presented
in this dissertation. The uniqueness of the model presented is that all existing emotions
can be derived from the syntactic and semantic analysis of the text, and without
interpreting sentence meaning. The Lessac prosody is derived from the relationship
between the reader and the listener. This relationship is extended by understanding how a
noun is modified by an adjective and a verb is modified by an adverb.
The proposed Lessac’s two-dimensional prosody circumplex model is shown in
Figure 3.4 below. Text expressions are categorized into two emotional classes: reportorial
and human interest. Reportorial – The speaker and listener have a formal relationship.
The speaker is providing facts and is not sure if the listener is interested in hearing the
speaker or the topic. An example of such prosody is the news reader. Human interest –
The listener is very interested in listening and understanding the speaker and proposes
counter arguments. An instance of such prosody is debate. Blends of reportorial and
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human interest can produce interesting combinations of alternate prosodies like theater,
where the relationship is formal and can be argumentative, or poetry where emotion of
text is conveyed through expression.
However, due to an almost infinite amount of text, context, and speaking styles, it
is difficult to synthesize speech with precise prosody. Again consider the word ‘Great’
but spoken in different context:
 The ‘Great’ lakes are a group of five large lakes in North America (reportorial; like
news reader and stating the fact)
 Electrification is one of the ‘Great’ engineering achievements of the twentieth century
(human interest; trying the convince the listener and is not a certain fact)
3.5

Speech Synthesis Using Lessac Voices
The musical aspect of human voices and their kinesensic feedback phenomenon

in Lessac voice instruction is discussed in the previous section. In music every note is
played at the same frequency, hence, it is easy to synthesize it with excellent quality.
Speech, on the other hand, is stochastic because different speakers can speak a phoneme
at a different tone, amplitude, and frequency, and also because the same speaker can
speak the same phoneme at different frequencies, without losing intelligibility.
Speakers trained in the Lessac method can control the frequency, duration, and
intensity of every expresseme. Hence the speaker speaks the given expresseme with the
same characteristics at all times [78, 91, 97].
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Figure 3.4 Lessac’s Two-Dimensional Prosody Circumplex Model.
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A Lessac trained speaker’s voice is more musical than an untrained speaker’s
voice. Hence the speech produced is pseudo-periodic and therefore it can be synthesized
with significantly higher quality than any of the conventional speech synthesis methods
[98, 99]. Alternatively, the coefficients of musical speech can be derived and treated
similarly to those of music for synthesis purposes.
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CHAPTER IV
PITCH-SYNCHRONOUS FREQUENCY-WARPED WAVELET TRANSFORM
AND SPEECH MORPHING

In audio signal processing, the choice of the representation is critical for deriving
elegant and efficient algorithms for coding, detection, and synthesis. The analysis for
most features of sound requires mixed time and frequency characterization. Human
hearing sense is particularly gifted at classifying acoustic patterns according to both their
time of occurrence and intensity of their transitory frequency spectrum. However, the
mathematical model, because of the Uncertainty Principle, cannot achieve infinite
accurate resolution in both time and frequency domains.
This chapter describes the background, theory, and mathematical formulation of
pitch-synchronous representation of speech, wavelet transform, frequency-warping, and
speech morphing.
4.1

Pitch-Synchronous Wavelet Representation
The wavelet transform provides methods to capture distinct features of a signal

through time-frequency representation and is able to associate perceptual or objective
meaning to it. This transform provides several advantages over Gabor expansions or
short-time Fourier methods [100-103]. However, the application of conventional wavelet
bases on musical signals produces disappointing results for at least two reasons:
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 The frequency resolution of dyadic wavelets is one octave, too poor for any
meaningful acoustic decomposition and;
 Pseudo-periodicity or pitch information of voiced sounds is not exploited.
Fortunately, the definition of the wavelet transform can be extended in several
directions, allowing for the design of bases with arbitrary frequency resolution and for
adaptation to the time-varying pitch characteristic in signals with harmonic or even
inharmonic structure of the frequency spectrum [102, 104, 105].
By upsampling the wavelet filter, the spectral decomposition derived by the filter
bank can be adjusted. The frequency-domain effect of upsampling is a compression of the
spectrum by the upsampling factor, which admits spectral images into the [0, 2] range.
The subband of a branch in the upsampled filter bank then includes both the original band
and these images [106]. The spectral decomposition is depicted in Figure 4.1 for the case
of a depth-three wavelet filter bank and upsampling by factors of three and nine. Whereas
in the original wavelet transform, the signal estimate is a lowpass version, in the
upsampled transform, the estimate consists of disparate frequency bands as indicated by
the shading. The insight here is that upsampling of the filters can be used to redistribute
the subband across the spectrum so as to change the frequency-domain regions that the
filter bank focuses on. As will be seen, such redistribution can be particularly effective
for spectra with strong harmonic behaviors, i.e., pseudo-periodic signals [106-108].
Continuous, dyadic, and discrete wavelet transforms are reviewed in this section.
Detail of pitch-synchronous signal representation is provided. Finally, the pitchsynchronous wavelet transform is derived.
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Continuous, dyadic, and discrete wavelet transforms are reviewed in this section.
Detail of pitch-synchronous signal representation is provided. Finally, the pitchsynchronous wavelet transform is derived.
4.1.1

Continuous Wavelet Transform
Continuous signals may be represented by the Fourier expansion using an

orthonormal sinusoidal basis function. The basis functions of the Fourier expansion are
infinite in extent. The wavelet basis functions have compact support. This means that the
basis functions are non-zero only on a finite interval [109].
The compact support of the wavelet basis functions allows the wavelet
transformation to efficiently represent signals that have localized features [110, 111].
Speech signals have such localized features and its decomposition through infinite
support Fourier transforms is not well suited. The efficiency of the representation is
important in applications such as analysis, compression, detection, and denoising. The
common thread throughout all these applications is that the structured component of a
signal is well represented by relatively few wavelet basis functions, whereas the
unstructured component on the signal (e.g. noise, or high resonances) projects almost
equally onto the entire basis function. The structured and unstructured part of the signal is
then easily separated in the wavelet transform domain.
The basic wavelet function s,(t )  L2 (R) , a Continuous Wavelet Transform
(CWT) of x( t) is given by [112]:
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Figure 4.1 Redistribution of the Subband across the Spectrum using Upsampling of the
Filters to Change the Frequency-Domain Regions.
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Ws,  x,s,   
x( t)

1

t 
 
dt
s s 

(4.1)

where, s  0 is the scale and  R is the translation parameter.
The wavelet function (t ) is a zero average function with a finite energy and
centered at t 0 . A family of vectors is obtained by translations and dilatations of this
wavelet function, hence it is appropriately called the mother wavelet.

s ,(t ) 

1

t 
 
s s 

(4.2)

The function x(t ) is centered around . If the frequency center of  is  , then
the frequency center of the dilated function is  / s . The time spread is proportional to s
and the frequency spread is proportional to the inverse of s .
The inverse wavelet transform can then be defined as:
x(t ) 
Ws,s,(t )dsd


(4.3)

s 

4.1.2

Dyadic Wavelet Transform
Dyadic wavelet transforms are scaled samples of the mother wavelet s ,(t )

following a geometric sequence of ratio 2. The translation parameter is not sampled. It is
implemented by perfect reconstruction filter banks [111, 113].
The dyadic wavelet transform of x( t) is defined by:

Ws,2 j  x,s,2 j   
x( t)

1

t 

dt

j 
2 j 2 

with,
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(4.4)

2 j (t ) 2 j (t) 

1
2j

(

t
)
j
2

The family of dyadic wavelet is a complete, possibly redundant, representation of
the signal, of s,2 j (t )  L2 (R) .
4.1.3

Discrete Dyadic Wavelet Transform
As can be seen in Equation 4.1, the representation of one dimension signal in two

dimension time scale joint representation is highly redundant. The time bandwidth
product of the CWT is the square of the signal and for most applications, which seek a
signal description with as few components as possible, this is not efficient. To overcome
this problem, the Discrete Wavelet Transform (DWT) is introduced. The discrete wavelet
is not continuously scalable and translatable, but can only be scaled and translated in
discrete steps.
The discrete dyadic wavelet transform of a signal sequence x(k) is given by an
ensemble of projections X n ,m of x(k ) over an orthogonal and complete set of bandpass
sequences, i.e.

n,m (k ) n,0 (k 2 n m)

(4.5)

where, n 1, 2,... represents the scale and m 0,1,... represents translation.
The DWT of x(k) can therefore be written as:
X n,m x(k )n,m (k )

(4.6)

k

x(k ) can be reproduced back through the inverse DWT:
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N

x(k ) X n,mn,m (k )

(4.7)

n1 m

4.1.4

Pitch-Synchronous Signal Representation
A one dimension periodic signal can be represented in a pitch-synchronous form

by clipping the signal at every pitch period [114, 115]. A pseudo-periodic signal can
similarly be converted to pitch-synchronous representation, but the length of every pitch
period may not be the same.
The integral part of pitch-synchronous representation of a signal is the pitch
picking algorithm. Extracting the pitch information of a pseudo-periodic signal is a
nontrivial task. Several methods are suggested in the literature but none can claim to be
perfect [116-118].
The signal x(k ) can be decomposed into a vector of the form:
 v0 (n) 

v1 (n) 


x(k ) 




v q (n) 


(4.8)

Thus, obtaining a two-dimensional representation of a one-dimension signal.
vi (n) is the ith pitch period of signal x(k) .
The signal can then be reorganized into a matrix where, the length of
v0 (n),v1 (n),,vq (n) can be made equal through individual resampling or zero padding.

Then Equation 4.8 can be rewritten as:
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 v0 (n) 

v1(n) 


x(k ) 




vq (n) 


(4.9)

Where vi (n) is a version of pitch period vi (n) that has been resampled to length
P . An aperiodic signal reduces to a one dimensional vector with q 0 . The matrix in

Equation 4.8 is the pitch-synchronous representation of a signal. The demultiplexing
structure for extracting pitch-synchronous components is shown in Figure 4.2.
A number of signal processing operations can be performed in the pitchsynchronous representation. Adding or extracting rows in Equation 4.8 results in time
scale modification of a signal without pitch modification. Interpolating or decimating
vi (n) produces pitch alterations of the signal accompanied by variation in duration; the
duration

variation

can

be

compensated

by

the

former

method.

An

interpolation/decimation technique that allows for time expansion/compression, as well
as frequency division and multiplication, is given by the time domain harmonic scaling
algorithm [119].
The pitch-synchronous representation of the voiced segments of the word ‘Great’
is shown in Figure 4.3. The gradual shift in characterstics of this waveform indicate that
the time expansion or compression by this technique is effective.
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v0(n)
v1 (n)
x(k)

DEMUX

vq (n)

Pitch Detector

Figure 4.2 Demultiplexing Structure for Extracting Pitch-Synchronous Signal
Components from Input Speech Signal.

Figure 4.3 Pitch-Synchronous Representation of Voiced Segments of the Word ‘Great’.
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4.1.5

Pitch-Synchronous Wavelet Transform
The pitch-synchronous wavelet transform can be thought of as a collection of

ordinary wavelet transforms, taken over the components of the vector sequence shown in
Equation 4.8. Aperiodic segments are analyzed via the ordinary wavelet transform, to
which the pitch-synchronous wavelet transform reduces when no pitch is detected.
The signal x(k ) is demultiplexed into q subsignals, each of which is processed
by a wavelet transform. These q signals correspond to the column of the pitchsynchronous matrix as given in Equation 4.8. A schematic of the multiplexed wavelet
transform is shown in Figure 4.4. The lowpass estimate in the wavelet transform of a
subsignal is then simply a lowpass version of the corresponding pitch-synchronous
column. A pseudo-periodic signal estimate can be arrived at by reconstructing a pitchsynchronous matrix using only the lowpass signal and then concatenating the rows of the
matrix. The net effect of pitch-synchronous filtering is that period-to-period changes are
filtered out. A perfect reconstruction can be achieved by incorporating the entire set of
sub-band signals of each wavelet transform.
4.2

Frequency-Warping
The process of mapping an infinite analogue frequency axis onto a unit circle is

called frequency-warping. To determine the frequency response of a continuous-time
filter, the transfer function H a (s ) is evaluated at s j which is on an infinitely long
straight line of the j axis.
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Figure 4.4 The Block Diagram of Three-Level Decomposition and Reconstruction
Through Pitch Synchronous Wavelet Transform of the Speech Signal.
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Likewise, to determine the frequency response of a discrete-time filter, the
transfer function H d (z) is evaluated at z e jT which is on the unit circle, | z |1 , as
shown in Figure 4.5 (a).
The problem of aliasing arises because an infinitely long, straight frequency axis
is warped around a circle. So the frequency axis wraps on an infinite loop, and any
components above the Nyquist frequency get wrapped back on top of other frequency
components.
When the actual frequency  is input to the discrete-time filter designed by use
of the bilinear transform, it is desired to know at what frequency, a , for the continuoustime filter that this  is mapped to:
2 z 1 
Hd (z) Ha 

T z 1 

(4.10)

2 e jT 1 
Hd (e jT ) Ha  jT

T e 1 

2 
e jT / 2 ejT / 2 
H a  jT / 2 jT / 2 
T 
e

 e

 2
e jT / 2 e jT / 2 / 
2 j 

H a j
jT / 2
j T / 2
T 

e

e
/
2





 2 sin 
T / 2 
H a j

 T cos(T / 2) 
2
 T 
H a j tan  
 2 
T

(4.11)

50

This shows that every point on the unit circle in the discrete-time filter z-plane,
z e jT , is mapped to a point on the jaxis on the continuous-time filter s-plane,

s ja . That is, the discrete-time to continuous-time frequency mapping of the bilinear
transform is:
2
T
a  tan  
T
 2

(4.12)

and the inverse mapping is
2
 T
 arctan a 
T
 2

(4.13)

Using bilinear transformation, the infinite, straight analogue frequency axis can be
warped only once on the unit circle, while minimally manipulating the filter’s desired
frequency response. The bilinear transform modifies the far end of the frequency axis,
leaving the middle portion relatively unchanged. This mapping is shown in Figure 4.5 (c).
The discrete-time filter behaves the same way at frequency  as the continuoustime filter behaves at frequency 
2 /T tan 
aT / 2. Previous work has also shown that
inharmonic sounds, such as those produced by stiff strings, plates, etc., may be
conveniently modeled by means of waveguides based on simple delay lines followed by
frequency-warping elements [120]. The warping characteristics of the Warped Finite
Impulse Response (WFIR) filter family is particularly accurate in modeling the
inharmonicity of the piano tones [121].
Frequency-warping generates interesting sound effects such as sound morphing,
phasing, chorusing, pitch-shifting, and new effects not yet in the catalogue. However, in
51

order to be able to capture the full range of possibilities, one needs to consider dynamic
variations of the warping parameters.
4.2.2

Frequency-Warping By Using Warped Finite Impulse Response Filter
Early research has established frequency-warping by means of orthogonal WFIR

manipulation as a building block for sound manipulation and signal transformation [122125]. Frequency-warping adds flexibility to the design of orthogonal bases for signal
representation and, at the same time, the computational scheme associated with the WFIR
transformation has all the prerequisites for digital realization.
WFIR can also be used for adapting pseudo-periodic speech to pitch-synchronous
schemes [126]. In particular, by combining this transform transient and noise, separation
can be achieved from resonant components by means of a unitary transformation, where
resonant and noise components are projected onto orthogonal subspaces [123, 124]. In
order to achieve this separation in signals, whose partials are not equally spaced in the
frequency domain, a warping map needs to be determined by bringing partials onto
harmonics. By combining inharmonic and harmonic components of different instruments,
interesting cross-synthesis examples can be obtained.
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Figure 4.5 Frequency-Warping Explained by Series of Frequency Maps (a) Frequency
Response of Discrete Time Filter Mapping From Infinite Axis to Unit Circle.
(b) Intermediate Steps in the Mapping Shown in (a). (c) The Bilinear
Transform Modifies the Far Ends of the Frequency Axis Leaving the Middle
Portion Unchanged.
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The WFIR sequence set [127] gave rise to orthogonal signal expansions that can
be computed in terms of a chain of all-pass filters. The expansion coefficients can be
interpreted as a frequency-warped version of the original signal, with the reconstruction
formula equivalent to un-warping. Consequently, a concept is developed to achieve nonuniform bandwidth spectral analysis based on a frequency-warped discrete Fourier
transform [128, 129].
4.2.3

Implementation of Frequency-Warping Using Warped Finite Impulse Response
Filter
WFIR filter structures can provide frequency-domain implementation of Equation

4.12. WFIR features a variable resolution in the frequency domain, and therefore it is an
effective variation in FIR filter design.
Consider the following bilinear transformation:
z



()




,
1
.

1 1

(4.14)

where,  is the warping coefficient.
This transformation is the basis of the frequency-warping technique. It results in a
remapping of the complex plane, so that the z frequency plane is changed into a new 
complex plane.
The main advantage is that the transformed signal is more consistent with human
hearing capabilities [130]. Therefore, the warped filters have a higher accuracy at low
frequencies, where the human ear has a higher sensitivity and lower accuracy at high
frequencies.
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In a classic FIR filter, the frequency resolution is constant over the entire
frequency range. Since human frequency resolution is about one third of an octave, the
equalization is unnecessarily fine at high frequencies and too coarse at low frequencies.
Therefore, very long FIR filters are required to obtain good results over the entire
frequency range.
A warped filter based on the Bark scale provides a more efficient equalization at
low frequencies [131, 132]. Specifically, a warped FIR filter can be implemented with ten
times fewer taps than those of a FIR filter, and still featuring the same low-frequency
equalization. Its real-time implementation, however, requires more computational power.
The warped FIR structure is derived from the traditional FIR, where unit delays are
replaced by the all-pass operators:
z 1 
A(z) 
,
1z1

1 1

(4.15)

Due to the introduction of the A(z) all-pass block the warping produces a
distortion of the complex plane. The analysis of the warped z -plane shows that the
points on the unitary circle are kept on it, the points inside are kept inside, and the points
outside are kept outside. Therefore an unstable system cannot become stable, while a
stable system remains stable. This means that a warped FIR filter is always stable, even
though it is no longer a finite response filter, as the network shown in Figure 4.6, where
the network contains loops.
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Figure 4.6 Practical Implementation Structure of Warped Finite Impulse Response Filter.
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When an impulse response is warped with a positive , the low frequency
information is compressed in the first few samples of the warped impulse response, while
the high frequency components are stretched toward the later samples. Thus, a warped
impulse response can be truncated after a few samples, without losing low frequency
information. This property holds true especially for high values of .
Frequency-warping is not energy preserving since narrow frequency bands may
be mapped into broader bands with equal peak amplitude. In order to preserve energy, the
frequency interval has to be multiplied by a suitable amplitude scaling function, or define
a suitable measure of frequency axis. The gain function for the warped FIR filter given in
Figure 4.6 is:

12
 0 (z) 
1z 1
The WFIR filter can be inverted by replacing with . The Reconstructed step
signal with 0.5 and the error are shown in Figure 4.7. As can be seen, the signal is
almost perfectly reconstructed and the reconstruction error is very small.
4.3

Pitch-Synchronous Frequency-Warped Wavelet Transform
Unlike ordinary dyadic wavelets, the frequency-warped wavelets are not

organized in octaves. Rather, the cutoff frequencies may be chosen by varying the
warping coefficient . In several applications, such as audio coding, analysis, synthesis,
and denoising, the choice of the proper time-frequency plane may dramatically improve
performance.
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Figure 4.7 Inverse Warped Finite Impulse Response Filter Output for Warping
Coefficient Lambda = 0.5, Reconstructed Step Sequence (Top),
Reconstruction Error (Bottom).

58

By adapting the frequency bands to the signal, energy compaction can be
enhanced and coding efficiency can be improved. The warping coefficient in frequencywarped filter banks, or wavelets, provides an additional degree of freedom in the choice
of the frequency bands. For example, an entire class of non-uniform filter banks may be
derived from uniform filter banks simply by changing the warping coefficient.
The block diagram of the pitch-synchronous frequency-warped wavelet transform
is shown in Figure 4.8. The speech signal is first converted into pitch-synchronous
representation, followed by frequency-warping. The wavelet transform is then taken on
this signal.
Performing wavelet transformation on a pitch-synchronous frequency-warped
signal helps in transforming inharmonic sound into harmonic ones. Also, it is useful in
decomposing inharmonic sounds into pseudo-periodic sounds and fluctuations.
4.4

Speech Morphing
Connecting partials of adjacent expressemes to form a word and eventually a

sentence and a paragraph, requires a perfect match of temporal and spectral parameters.
Speech morphing for concatenation synthesis produces intermediate audio sequences that
represent natural exemplars lying between the adjacent expressemes.
Researchers have extensively worked on voice conversion [133-135], where a
reference speaker’s speech is warped to match the statistical properties of a target
speaker. Most research concentrated either time or frequency domain methods to alter
pitch, duration, and spectral features.
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Figure 4.8 Block Diagram of Analysis Part of Pitch-Synchronous Frequency-Warped
Wavelet Transform.
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There are two variants of speech morphing: inter-voice morphing and intra-voice
morphing. In the intra-voice morphing scenario, concatenated synthesized speech is
produced by morphing between the phonemes. This helps in increasing the naturalness
and smoothing glitches of the synthesized speech.
In the inter-voice morphing scenario, several people’s speech is recorded, with
each speaker uttering the same text. Inter-voice morphing techniques are then developed
to morph between the recorded utterances to generate the same utterance, but with a new
voice characteristic that is a morph of the recorded voice characteristics. The idea is to
smoothly morph between the acoustic characteristics that define the speakers in order to
produce intermediate sequences of two utterances that lie along a perceptual continuum
between the two speakers. Applications for this algorithm include the development of
speech synthesis systems with tuneable voice characteristics which can be set by the user
or client. Graphical representations of intra-voice morphing and inter-voice morphing are
shown in Figure 4.9 below.
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Figure 4.9 Graphical Representation of (a) Intra-voice Morphing - Morphing Adjacent
Expressemes of Word ‘Great’ to Synthesize Speech (b) Inter-voice Morphing
– New Voice Characteristics are Developed from Same Utterances of Multiple
Speakers.
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CHAPTER V
HYBRID CONCATENATED-FORMANT SPEECH SYNTHESIZER
ARCHITECTURE

One of the three main contributions of this dissertation involves the development
of a hybrid concatenated-formant speech synthesizer architecture that effectively
integrates concatenated and formant synthesis technologies in a framework capable of
expressive speech synthesis. This chapter describes this hybrid speech framework.
5.1

Hybrid Connectionist Systems
The phrase hybrid synthesis is used very casually in the speech technology

industry. Several different hybrid synthesis approaches have been proposed over the last
several years, all of which are hybrid in their own unique way. Hence, for different
researchers this term may carry different meanings. A hybrid intonation model was
proposed that claimed a new algorithm to concatenate recorded and synthetic phrases to
produce synthetic speech [136]. Another hybrid model argued to generate synthetic
speech through a combination of harmonic component which are modeled as a sum of
sinusoids with frequencies at multiples of the pitch, and a noise component that is
modeled as a random excitation applied to an LPC filter [137]. Yet another hybrid speech
synthesis approach involves time and frequency domain parameter manipulation for
formant synthesizers [138]. There are several other hybrid synthesis methods proposed in
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the literature [139, 140]. The hybrid concatenated-formant system presented in this
chapter is used for expressive speech synthesis using kinesensic voices.
5.2

Hybrid Concatenated-Formant Speech Synthesis Architecture
A new hybrid concatenated-formant speech synthesis system is presented, in

which speech segments are synthesized from the concatenated speech database, but the
expressiveness and melody of the phrase are created using formant synthesis intonation
mapping of each unit. Specifically, a hybrid system produces much more realistic and
natural synthesis quality as compared to current systems based entirely on rules or unit
segmentation.
The proposed architecture of the synthesis structure is shown in Figure 5.1. The
text is first input to the natural language processing block or linguistic front end. This
block identifies every expresseme that constitutes the input and it also predicts the
intonation profile of the phrase and the sentence.
The signal processing block receives all the required information from the
linguistic block. If the front end predicted no intonation modeling, then the baseline
signals are retrieved from the reportorial prosody speech database and concatenated to
synthesize speech. This process is illustrated in Figure 5.2. However, if the front end
predicts alternate prosody, the corresponding formant mapping of the expresseme is
retrieved from the differential prosody database and is concatenated to synthesize speech.
The mapping of alternate prosody is illustrated in Figure 5.3.
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Linguistics formalisms; syntactic
and semantic analysis; prosodic
analysis

Digital signal processing
Reportorial prosody
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duration, F0
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Synthesized
Speech

Figure 5.1 The General Architecture of Hybrid Concatenated-Formant Speech
Synthesizer.

65

Great
Input to front
end

G R Y1 T
Expressemes with intonation
profile generated by front
end
0.15

0.15

0.1

0.1
0.05

0.05

0

0
-0.05

-0.05
-0.1

-0.1
3.3

2

2.2

2.4

2.6

2.8

3

3.4

3.5

3.6

3.7

3.8

3.9
4

x 10

3.2
4

x 10

0. 15

0.15

0.1

0.1
0. 05

0.05
0

0
-0. 05

-0.05

Corresponding waveform
segments retrieved from
database

-0.1

-0.1

5.6

5.8

6

6.2

6.4

6. 6

6.8

7

7.2

7.4
4

x 10

4

4.5

5

5.5
4
x 10

0.2

0.15

Waveform concatenation for
word synthesis

0.1

0.05

0

-0.05

-0.1

-0.15

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
4

x 10

Figure 5.2 The Operation of Hybrid Speech Architecture Shown Visually Through
Example. Baseline Expression is Synthesized, so Differential Prosody
Database is Not Used.

66

Great
Input to front end
Expressemes with intonation
profile generated by front end

G RcS Y12ifN T
0.3

0.2
0.1

0

-0.1

-0.2
8.3

8.4

8.5

8.6

8.7

8.8

8.9

9

9.1

9.2
4

x 10
0.15

0.15

0.1

0.1

0.05

0.05

0

0
-0.05

-0.05
-0.1

-0.1
3.3

2

2.2

2.4

2.6

2.8

3

3.4

3.5

3.6

3.7

3.8

3.2
x 10

3.9
x 10

4

4

0. 15

0.15

0.1

Corresponding waveform
segments retrieved from
database

0.1
0. 05

0.05
0

0
-0. 05

-0.05

-0.1

-0.1

5.6

5.8

6

6.2

6.4

6. 6

6.8

7

7.2

7.4

4

x 10

4

4.5

5

5.5
x 104

0.3

Additional formant mapping
is retrieved from the
differential database for
alternate prosody

0.2

0.1

0

-0.1
-0.2

0.94 0.96 0.98

1

1.02 1.04 1.06

1.08 1.1

1.12 1.14
x 10

5

0.4

0.3

0.2

0.1

Waveform concatenation for
word synthesis

0

-0.1

-0.2

-0.3
0

1

2

3

4

5

6
x 104

Figure 5.3 The Operation of Hybrid Speech Architecture Shown Visually Through
Example. Alternate Expression is Synthesized, so Differential Prosody
Database is Used.

67

5.3

Linguistics Processing Module
The linguistic front end identifies the base expresseme from the first dictionary

meaning of the word. Using parts-of-speech information, this system disambiguates the
correct pronunciation of the word. For example, words like minute can have two distinct
pronunciations; minute as unit of time or minute as miniature, and the right pronunciation
is deduced from the text. The system identifies the operative word and builds an
intonation profile for the phrase around that word. Apart from syntactic rules, sentence’s
semantics and discourse rules assist in predicting the appropriate intonation profile. The
expresseme, along with its prosodic break boundaries and playability information, is sent
to the signal processing module for synthesis.
5.4

Speech Synthesis Module
The signal processing module works in two stages – training and synthesis.

5.4.1

Training
During the training stage, the speech is recorded and segmented into expressemes.

Several features, like the mean and standard deviation of segment duration; start, mid,
end, and mean F0, etc., are extracted from this training data and are used to create a
duration model and the F0 model. Details of this model creation are provided in section
8.4. Finally, the target cost model, which measures how closely the features of one
expresseme match to other, is created. This is described in section 8.5. Additionally, there
are specific models that are created for intonation modeling in the hybrid synthesizer.
These models are Formant mapping from base expresseme to its higher intonation
68

version. As shown in Figure 5.4, the high intonation expresseme ‘+Y’ or ‘EA’ of word
‘Great’ in Figure 5.4 (b), can be mapped into its base intonation version as shown in
Figure 5.4 (a). This mapping model is stored in the differential database.
5.4.2

Synthesis
During synthesis, the formant mapping for alternate prosody synthesis is done

using pitch-synchronous time-varying frequency-warped wavelet transform, which is
discussed in detail in Chapter 6. Once the synthetic expresseme units are created, they are
concatenated together using the speech morphing algorithms, which are discussed in
Chapter 7.
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(a)

(b)

Figure 5.4 Example of Expressive Pronunciation of the Word ‘Great’ (a) Baseline
Pronunciation (b) Higher Intonation Expressive Pronunciation.
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CHAPTER VI
PITCH-SYNCHRONOUS TIME-VARYING FREQUENCY-WARPED WAVELET
TRANSFORM

In audio signal processing, the analysis of most features of sound requires mixed
time and frequency characterization. The human hearing sense is particularly gifted at
classifying acoustic pattern according to both its time of occurrence and intensity of
transitory frequency spectrum. However, the mathematical model, having to cope with
the Uncertainty Principle [141-143], cannot achieve infinite accurate resolution in both
time and frequency domains.
In this chapter, the proposed pitch-synchronous time-varying frequency-warped
wavelet transform is described. This transform is used to manipulate the acoustic and
formant features of expressemes so that they can be created as required by the emotion to
be expressed.
6.1

Time-Varying Pitch Modifications for Expressive Speech
Gabor expansion and Short-Time Fourier Transform (STFT) are among the first

techniques used to analyze the time-varying frequency spectrum characteristics, called a
spectrogram, of audio signals [101, 144]. However, human perception of sound is based
on a non-linear frequency scale, as reflected by both cochlear functional models and
psychoacoustic theories [130, 145]. Researchers have undertaken psychoacoustic
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experimental work to derive frequency scales that attempt to model the natural response
of the human perceptual system, since the cochlea of the inner ear acts as a spectrum
analyzer. The complex mechanism of the inner ear and auditory nerve implies that the
perceptual attributes of sounds at different frequencies may not be entirely simple or
linear in nature. It is well known that the western musical pitch is described in octaves1
and semi-tones 2. The perceived musical pitch of complex tones is basically proportional
to the logarithm of frequency. For complex tones, the just noticeable difference for
frequency is essentially constant on the octave/semi-tone scale.
Most musical signals thus require a time-varying frequency modification in order
to be properly processed. Vibrato in musical instruments, or intonation in the case of
speech, may be modeled as small and slow pitch variations. Simulations of these effects
require techniques for time-varying pitch modification that are useful for speech
processing. Time-varying frequency-warping is especially useful to reduce a pseudoperiodic signal to an almost periodic signal. By means of this technique, slow frequency
shifts of speech intonation are compensated. This technique can also be used to
artificially introduce such features as special effects.
Several expressemes constituting the word ‘Great’ are shown in Figure 6.1. Every
one of these pronunciations of the word ‘Great’ produces a unique expression. In Figure
6.2 (a) the expresseme ‘+Y’ representing ‘GA’ in ‘Great’ has low intonation (represented
by dot at level 1) and low tonality (represented by lighter dot). The lowest intonation and
tonality expresseme is also called a baseline expresseme. Other variations of this
1

A tone of frequency f1 is said to be an octave above a tone with frequency f 2 if and only if f1 2f2
There are 12 semitones in one octave, so a tone of frequency f1 is said to be a semitone above a tone with frequency f2 if
and only if f 1 = 21/12 f2 1.055 f2
2
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expresseme are shown in Figure 6.1 (b), (c), and (d) with level 2 tonality low, level 3
tonality low, and level 3 tonality high, respectively. The spectrograms of corresponding
expressemes are shown in Figure 6.2. Time-varying frequency variation is evident in the
spectrogram.
6.2

Time-Varying Frequency-Warping
The WFIR filter of Equation 4.15 can further be extended such that the warping

coefficient is a vector that varies with time or space:
z1 n
An (z ) 
,
1n z 1

1 n 1

(6.1)

This time-varying frequency-warping can be implemented by the filter structure
as shown in Figure 6.3. The time-varying WFIR filter can be inverted by replacing n
with n .
6.3

Tiling of Time Frequency Plane
Signal expansion can be interpreted in terms of time-frequency tiling. For

instance, a basis expansion for an -dimensional signal can be visualized as a set of 
tiles that cover the time-frequency plane without gaps or overlaps. Examples of such
tiling are shown in Figure 6.4. In visualizing an actual expansion, each tile is shaded to
depict where the signal energy lies, i.e., to indicate the amplitude of the corresponding
expansion function.
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(a)

(b)

(c)

(d)

Figure 6.1 Expressive Pronunciation of Word ‘Great’ (a) Baseline Pronunciation (b) Low
Intonation (Represented by Dot at Level 1) and Low Tonality (Represented by
Lighter Dot) (c) High Intonation and Low Tonality (d) High Intonation and
High Tonality.
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Figure 6.2 The Spectrogram of the Corresponding Four Expressive Pronunciations of
Word ‘Great’ as Shown in Figure 6.1 above.
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Figure 6.3 Practical Implementation Structure of Time-Varying Frequency Warped Finite
Impulse Response Filter.
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As indicated in Figure 6.4 (a), the tilings for Fourier and wavelet transforms have
regular structures. This equates to a certain similarity in the computation of the
corresponding expansion. These basis functions have limitations for representing
arbitrary signals. For that reason, it is of interest to consider tiling with more arbitrary
structures.
Time-varying tiling, as shown in Figure 6.4 (d) is suitable for modeling the
intonation in expressive speech, but the tiling is still restricted by the dyadic relationships
between the scales, modulation, and time-shifts. The lack of complete generality arises
because the tile sets under consideration cover the plane exactly. This captures all the
signal energy, but not necessarily in a compact way. In the over-complete case,
overlapping tiles are admitted into the signal decomposition. Compact models can then
be achieved by choosing a few such general tiles that cover the regions in the timefrequency plane where the signal has significant energy.
6.4

Pitch-Synchronous, Time-Varying, Frequency-Warped, Wavelet Transform
The frequency-warped wavelet transform allows semi-tone level decomposition,

which is much better than the octave level resolution obtained by a regular dyadic
wavelet transform. The time-varying capability in this transform allows for easy
modeling of intonation in expressive speech. Further, the pitch synchronous
representation enables easy scale modification of a signal without pitch modification. It
can also produce pitch alterations in the signal. The pitch-synchronous time-varying
frequency-warped wavelet transform thus allows varying levels of signal decomposition
and modification capibilities.
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Figure 6.4 Time-Frequency Tiling of (a) Fourier Transform (b) Short-Time Fourier
Transform (c) Wavelet Transform (d) Time-Varying Wavelet Transform.
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CHAPTER VII
MORPHING OF SPEECH PARAMETERS USING TIME-VARYING FREQUENCYWARPING

The partials of adjacent expressemes are joined in concatenated synthesizers to
form a phrase. The technique that combines the temporal and spectral parameters of
speech is called speech morphing. Speech morphing is accomplished by representing the
sound in a multi-dimensional space that is warped or modified to produce the desired
result. The multi-dimensional space encodes the spectral shape and pitch on the
orthogonal axes. After matching components of the sound, a morph smoothly interpolates
the amplitudes to describe a new sound in the same perceptual space.
In this chapter, a new time-varying frequency-warped speech morphing technique
is described. This method is based on the time-varying frequency-warping technique
described in section 6.2.
7.1

Audio Morphing
Morphing is performed in audio, image, and video to transform some

characteristics of the source signal to the target signal. In video, morphing is a process of
generating a range of images that smoothly move from one image to another. In a good
morph, the transition images show one object smoothly changing its shape and texture
until it turns into another object. The same morphing characters are desired in morphing
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speech parameters at concatenation points of expressemes. The audio signal of adjacent
expressemes should be smoothly morphed, maintaining the shared properties of the
temporal and spectral parameters. A block diagram of a typical speech morphing
technique is shown in Figure 7.1. This signal analysis consists of sound representation,
transformation, alignment, interpolation, and morphing stages. The signal is inverted in
synthesis stages to produce the sound.
Previous work on speech morphing has used sinusoidal analysis for spectrogram
analysis study [146]. However tracking sinusoids and their phases for spectrogram
representation makes the problem difficult [147]. Work described elsewhere,
alternatively allows spectrograms, without their phase information, to be inverted to find
a sound that has the same magnitude spectrogram [148]. Using magnitude spectrogram to
represent the sound allows dramatic changes to the spectrogram without concern of
phase. The phase is recovered in the spectrogram inversion process.
The unique intra-voice morphing algorithm described in this chapter is different
from the inter-voice morphing described in section 4.4 and voice transformation [149].
7.2

Temporal Aspect of Speech Morphing
Sounds that occur at the same time are perceived together. Hence, the time

alignment of sound samples is important. It is therefore required to keep simultaneous
components of speech aligned in time throughout the morphing process.
An example of speech morphing is shown in Figure 7.2. The adjacent
expressemes R and +Y of the word ‘Great’ are morphed together at a concatenation point,
which is seven pitch periods long.
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Figure 7.1 Block Diagram of the Analysis of Typical Speech Morphing Algorithm.
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Figure 7.2 Example of Speech Morphing for Concatenated Speech Synthesis (a) Signal
Showing Two Adjacent Expressemes R and +Y of Word ‘Great’. The Partial
Signal between Two Parallel Lines is the Morphing of R and +Y (b) Zoomed
Representation of Morphing of R and +Y of Word ‘Great.’

81

7.3

Morphing Using Time-Varying Frequency-Warping
Accurate spectral morphing requires arbitrary maps of the frequency axis in order

to transform the partials of one sound into the partials of another sound. The time-varying
frequency-warping algorithm implemented using the WFIR filter of Equation 6.1 is
reused for speech morphing purposes.
z1 n
An (z ) 
,

1
1n z

1 n 1

(6.1)

Since inevitability is not an issue, a different warping coefficient vector n , is
used. A peak picking algorithm is used to determine a suitable warping map, for
performing time alignment and for detecting the partials of both the original and the
desired sounds. The block diagram of the proposed time-varying frequency-warped
speech morphing algorithm is shown in Figure 7.3.
7.3.1

Interpolation of Dynamic Warping Coefficients
All forms of morphing include some type of interpolation step. Scalar quantities

are the easiest to morph because they reduce to a simple cross-fade. If one component of
the original speech description is energy, then energy should change smoothly from the
energy of the original speech that of the target speech. The acoustic information is
unfortunately not always scalar. Temporal alignment and frequency-warping share the
same problem. However, dynamic time-varying frequency-warping using sequence of
maps produces smooth morphing for a very short durations.
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Figure 7.3 Block Diagram of Speech Morphing using Time-Varying Frequency-Warping.
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A graphical representation of time-varying frequency-warped morphing is shown
in Figure 7.4. The two signals s1 (t ) and s2 ( t) are morphed into a new signal s(t, i )
(where i is the i th value of the time-varying warping coefficient of length n ), such that
the s function is between s1 and s2 signals. Since the match function is monotonic, the
matching lines (dotted lines in Figure 7.4) do not cross and for each point (t, i ) . There is
only one line establishing the correspondence. The problem can be simplified to finding
the times t1 and t 2 that should be interpolated to generate the data at (t, i ) .
A simple interpolation results in:
t t1
t2 t1

 i

(7.1)

 t i (t2 t1 ) t1

(7.2)

Given the proper values for t1 and t2 , new data is generated by cross-fading the
warped signal at (t , i )
s(t , i ) (1
) s (t ) 
s (t )
i 1 1
i 2 2

(7.3)

A new speech morphing technique is presented in this chapter. The time-varying
characteristic of the presented algorithm captures the nuances of the speech, and hence
significantly reduces the concatenation glitch produced during speech synthesis.

84

t2

ˆi


Signal 2
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Figure 7.4 Graphical Representation of Morphing Using Time-Varying FrequencyWarping. The Warping Parameters Interpolated from the Two Signals (Top
and Bottom) Created a Time-Varying Signal (Middle) which is a Function of
Time and Warping Coefficient.
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CHAPTER VIII
HYBRID SPEECH SYNTHESIZER: DEVELOPMENT AND IMPLEMENTATION
USING EXPRESSEME

The details of the development and implementation of the hybrid synthesizer are
provided in this chapter. The identification of expressemes in a text corpus and its
alignment in speech corpus are discussed. Also, different parameter modes that are used
in synthesis are presented.
8.1

Festival – Public Domain Speech Synthesis System
Festival is a public domain software that offers a general framework for building

speech synthesis systems [82]. It was developed by The University of Edinburgh and is
actively supported by Carnegie Mellon University. Festival has been designed to take
advantage of modular subcomponents for various standard functions. It provides a
complete text and phonetic analysis with modules organized in sequence, roughly
equivalent to Figure 2.1. While default routines are provided for each stage of processing,
the system is architecturally designed to accept alternative routines in modular fashion, as
long as the data transfer protocols are followed. Festival can be called in various ways
with a variety of switches and filters, set from a variety of sanctioned programming and
scripting languages.
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Festival is used as the underlying framework for the prototype speech synthesizer
developed as part of this dissertation. However, extensive modifications are made to it.
The entire natural language processing (linguistics) front end is rewritten to
accommodate rules to predict expression and corresponding expressemes. Several
modules in the signal processing backend are rewritten. Modules are also added to
accommodate the routines for hybrid synthesizer, pitch-synchronous time-varying
frequency-warped wavelet transform, and speech morphing. New Ergodic Hidden
Markov Model (EHMM) based forced alignment routine is written to perform forced
alignment and detect expresseme boundaries in a recorded speech corpus. New routine is
also written for F0 and duration models to represent expressive speech. The target and
join cost calculation and assignments in expressemes are different from those of
phonemes, so consequently, this routine is also rewritten. Several other changes are made
to Festival’s default architecture to accommodate the expressive speech synthesis
methods.
8.2

Identification of Expressemes
The basic units of speech used in both expressive and non-expressive speech

synthesis in all traditional synthesizers are phonetic units called phonemes. The speech
synthesizer developed in this research uses expressive speech units called expressemes.
8.2.1

Phonemes – IPA Phonetic Units
The International Phonetic Alphabet (IPA) is a system of phonetic notation

devised by linguists. It is intended to provide a standardized and accurate method to
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represent the sounds in any language, and is used by phoneticians, linguists, and speech
scientists. In its unextended form (as of 2005), IPA has identified approximately 107 base
speech symbols and 55 modifiers in all languages. The American English language
pronunciation has only 50 phonemes.
IPA phonetic units are intended to provide a standardized method of representing
the sounds of a spoken language. The use of normalized phonetic units for expressive
speech synthesis is counterintuitive. Even so, all expressive speech synthesis techniques
are based on phonemes.
8.2.2

Expressemes – Lessac Phonetic Units
Lessac phonetic unit, also called expresseme, captures the nuance of emotion in

itself, which is not normalized. Preserving such intricate details helps in high quality
emotional speech synthesis. Shown in Table 8.1 below is the abbreviated list of IPA
phonetic units along with Lessac phonetic units. As can be seen in this table, depending
on the pronunciation of a word there is a one-to-many mapping from IPA to Lessac
phonetic units. The examples for consonants reiterate that although the sounds are created
by the same structure of the mouth and tongue, there are subtle differences between them.
The examples of vowels indicate that different stress patterns can lead to different
pronunciations. Ideally, there are 1324 expressemes in American English, comprised of
1200 vowels and 124 consonants. However, some expressemes are rarely present at all
and some only occur in a specific prosody.
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T a bl e 8. 1 A b br e vi at e d List of I P A P h o n e m es a n d C orr es p o n di n g L ess a c E x pr e ss e m e
wit h E x a m pl es.
I P A u nit
( p h o n e m es)

C o ns o n a nts

T

D

ʃ

V o w els

ɑ:

eI

ɛə

L ess a c u nits
(e x pr ess e m es )
T
Tc D
Tc F
Tc P
Tc S
Tc U
D
Dc D
Dc F
Dc P
Dc S
Dc U
S H
S Hc D
S Hc G
S Hc P
S Hc T
5 3i Hf N
5 2i Hf W
5 2i Hf D
5 2i Hf S
5 2i Lf N
5 1i Lf N
+ Y 3i Hf D
+ Y 3i Hf N
+ Y 3i Hf W
+ Y 2i Hf N
+ Y 2i Hf W
+ Y 2i Lf N
+ Y 1i Lf N
N 1 3i Hf N
N 1 2i Hf N
N 1 2i Hf W
N 1 2i Lf N
N 1 1i Hf N
N 1 1i Lf N
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E x a m pl e
T all
g e t it
g e t hi m
ge t d o w n
s oftw ar e
s of tn ess
D og
g o o d a ct or
good boy
g o o d ti m e
ad va nce
r o u nd tri p
s hall
Wa sh up
w a s h cl e a n
w a s h s hirts
w a s hcl ot h
L a r ge
L a r ge
L a r ge
L a r ge
a rca ne
a rca ne
G a te
G a te
G a te
G a te
G a te
C a dr e
C a dr e
P u ll
P u ll
P u ll
fu lfill
o utl o o k
fu lfill

8.3

Unit Segmentation for Expressemes in Recorded Speech
The alignment of expressemes in a recorded waveform with the transcription is

called unit selection. The automatic alignment of an expresseme in a waveform with the
transcription can be seen as a simplified speech recognition task where the transcription
of the speech data is known. The task of aligning the transcription with the speech data is
a different from actual speech recognition, where the goal is word accuracy and not
segmental alignment. The EHMM approach achieves high precision in alignment.
First, the acoustic information is used to automatically label frames in the
database as speech or non-speech. Since the database is collected in a controlled
environment with no background noise, this classification gives negligible errors. Next,
the two text-based statistical quantities: mean word length and likelihood of break, are
calculated. The required EHMM models are provided in Festival. The EHMM state
transition model for word or pause identification is shown in Figure 8.1 (a).
The database is then labeled using Festival’s EHMM labeler. The Baum-Welch
algorithm is used from a flat start to compute the maximum likelihood estimates and
posterior mode estimates for the HMM parameters (transition and emission probabilities).
This is then used to force alignment of the expressemes generated from the speech
transcriptions. Five-state EHMMs labels are used to force align every expresseme, and
three-state for every pause. The Viterbi search algorithm is used for finding the optimal
phonetic alignment. The state transition model for the identification of the expresseme
boundary in the word ‘Great’ is shown in Figure 8.1 (b). The segmented expresseme is
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then visually verified and its boundaries are adjusted by hand, if there are errors found.
This visual inspection process is shown in Figure 8.2.
8.4

Pitch and Duration Modeling for Expressemes
The idea of F0 modeling is to find the appropriate F0 target value for each

expresseme, based on available features by training from data. After the data is
segmented into expressemes, features representing F0 characteristics are collected. The
features include intonation models created by the rule based linguistic front end. The
Classification and Regression Tree (CART) based functional approximation device is
now trained from the annotated (labeled and segmented) database [150].
The CART duration model is similarly trained to predict the duration of each
expresseme and pause in the synthesized sentence. To create the model, each expresseme
in the corpus is annotated using features like the identity of the current expresseme and its
left and right neighbors, intonation value, number of expressemes in the word, break
position, phrase length, etc.
The segmental durations are predicted by traversing the decision tree (CART),
starting from the root node, taking various paths satisfying the conditions at intermediate
nodes, till the leaf node is reached. The path taken depends on the same features which
are used in the model creation. The leaf node contains the value of segmental duration
prediction.
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Great

Short pause

Game

(a)

/G/

/ EA /

/R/

/T/

(b)

Figure 8.1 HMM State Transition Model for (a) Word and Pause Identification (b)
Expresseme Identification.

Figure 8.2 Visual Inspection of Expressmes Segmentation. Hand Correction, if Required,
are Done. Speech Signal of Word ‘Great’ (Top), Spectrogram of Speech
Signal (Middle), Expresseme Label (Bottom). Shaded Signal Shows Selected
Expresseme ‘+Y.’
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Seg. name is “/G/

Prev. seg. is /pau/

Prev. seg. is /+Y/

Seg. position “first”

60

Seg. position “last”

80

Seg. position “first

100

Figure 8.3 An Example of Classification Using Regression Tree Duration Model
Approach for the Word ‘Great.’
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An example of a partial decision tree (CART) for segmental duration prediction is
shown in Figure 8.3. The tree assigns different durations for segment /G/ when it occurs
in different contexts. A duration value of 100 ms is assigned when it satisfies the
following criteria: the preceding segment is /pau/, and parent syllable is the first syllable
in the word. If the segment is positioned last and it is preceded by pause, that means the
segment is only /G/, and its duration is unknown, as indicated by a blank triangle. Other
duration values are calculated in a similar way.
8.5

Target and Join Cost Structure for Expressemes
The basic unit selection premise is that new naturally sounding utterances can be

synthesized by selecting appropriate sub-word units from the speech database. There are
several conditions that must be met in order for such a system to work efficiently. The
two of the most important measures are the target cost, which shows how close a
database unit is to the desired unit, and the join cost, which shows how well two
adjacently selected units join together. The unit selection process is designed to optimally
minimize both target and join costs [151].
Target cost refers to the target description, in terms of linguistic and prosodic
features, such as phonetic context, intonation, duration, stress, and phrase position. A
high unit target cost indicates a significant mismatch between the desired linguistic
features and the features of the unit under consideration. The total target cost is a
weighted and normalized sum of all features. An example of relative weights is shown in
Table 8.2 for expressemes. The target cost of each expresseme is calculated during
training. The weights are chosen heuristically. The implementation of some of the
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components is complicated because the concatenation is done on di-expressemes rather
than expressemes only.
The search process for expressemes with minimum target and join cost is shown
in Figure 8.4. Boxes Indicate Same Expresseme with Different Cost Values Available in
the Database.
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Table 8.2 Examples of Target Cost Rules.
Rule

Weight

Description

Stress

10

Primary, secondary or no stress

Syllable position

5

Word position

5

Part of speech

6

Noun, verb, function word etc...

Left context

7

Phone to left of diphone is?

Right context

4

Phone to right of diphone is?

Bad duration

10

Does candidate have a spurious duration?

Bad f0

25

Does candidate have spurious F0?

Position of diphone in syllable (initial, medial,
final, inter)
Position of diphone in word (initial, medial, final,
inter)

Join cost

Target cost
Linguist features
Phonetic context
Stress

Acoustic features
ae

F0

Syllable position
Word position
Phrase position

MFCCs

Energy
ae 1
ae 2
ae 3

Figure 8.4 Search Process for Expresseme with Minimum Target and Join Cost.
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CHAPTER IX
EXPERIMENTAL DATA, RESULTS, AND CONCLUSION

Several sets of experiments are conducted on kinesensic voice data to establish its
optimal use for expressive speech synthesis. Both objective and perceptual tests are done
on the synthesized speech and evaluated against a commercially available synthesizer3
Comparative results of all tests are presented in this chapter.
9.1

Text Selection and Expressive Speech Corpus Recording
An important prerequisite to this research is that the created speech corpus is

kinesensic, i.e. recorded by a Lessac trained speaker so that the acoustic and phonetic
variability are reduced.
A complete set of speech corpus is recorded by a Lessac master practitioner in
reportorial prosody. The text for recording is selected from the American National
Corpus (ANC) [152-154], which is provided by the Linguistics Data Consortium (LDC).
ANC is a carefully designed corpus of 100 million words of written and spoken American
English, containing the text from the year 1990 forward. 75% of ANC corpus contains

3

There are several commercial speech synthesizers available. AT&T’s Natural Voices is probably
the most technologically innovative and researched software. Some of the pioneering work in speech
technology in general, and speech synthesis in particular, were done by researchers at Bell Laboratories,
which was a part of AT&T. The Natural Voices software is known to have originated from Bell
Laboratories after several years of research in this field. It is however, not known how much current effort
AT&T is putting on their Natural Voices software. The Hybrid system is compared with AT&T’s Natural
Voices fully functional online demo.
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carefully edited texts like books, newspapers, magazines etc. while other 25% are
unedited texts like emails, web pages, etc.
One thousand sentences of carefully edited text, reflecting reportorial prosody, are
collected from the ANC corpus for recording [155]. These sentences are marked with
their intonation profile and recorded by a Lessac certified master practitioner. The
recording is done in a professional recording studio following dry-room specifications.
The original speech was recorded at 24 bit 96 KHz and down sampled to 16 bit 16 KHz.
This created 100 minutes of recorded speech database.
Out of 1324 ideal expressemes, only 884 expressemes actually occur in reportorial
prosody. The speech database created for the synthesis purpose does not contain all
expressemes. Care is taken to get the best possible coverage of expressemes in the
minimum size speech database. Details of expresseme occurrences are given in Table 9.1.
The appropriate size of phonetic units is required to assure convergence. With
smaller units, it is easier to have convergence over the whole acoustic phonetic space, as
each unit may provide better sharing of contexts. Smaller units, such as half-expressemes
or mono-expressemes, allow better coverage with a smaller speech database, but it has
high join costs [156]. Bigger units, like words or sentences, do not provide the
convergence of acoustic phonetic space, but have a minimum join cost. Di-expressemes
(from the middle of one phone to the middle of next) provide the best tradeoff between
the speech database size and the join cost.
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Table 9.1 Expresseme Statistics in the One Hour of Recorded Speech Database in
Reportorial Prosody.
Ideal number of Expressemes
Consonants
Vowels
Ideal number of expressemes for
Reportorial

1324
124
1200
884

Consonants

124

Vowels
Actual number of unique
expressemes in the recorded
database
Consonants
Vowels
Actual number of total
expressemes in the recorded
database
Consonants

720
562
118
344
73994
46162

Vowels

27832

Actual number of unique
expressemes pairs in the recorded
database (vowel-vowel, vowelconsonant, consonant- consonant)

5003

Actual number of total
expressemes pairs in the recorded
database (vowel-vowel, vowelconsonant, consonant- consonant)

37823
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The size of the speech database used by the commercial synthesizer is not known.
Some literatures speculate that commercial synthesizers use more than 40 hours of speech
data. Intuitively, one might think that bigger database would result in better synthesis
quality, however, it is not always the case. The synthesis quality depends upon the
optimal database size, speaker consistency, synthesis algorithms used, and probably a
little bit of luck. At least, the database should be big enough to have representation of
every speech unit and its combinations.
9.2

Objective Evaluation
The prosodic parameters of the synthesized speech are evaluated to test if the

hybrid synthesis method produces the characteristics of the original expressive speech
corpus. The prosodic parameters evaluated are F0 and segment duration.
9.2.1

Pitch-Synchronous Wavelet Transform vs. Pitch-Synchronous Frequency-Warped
Wavelet Transform.
A comparison of the wavelet transforms of a pitch-synchronous speech signal to a

pitch-synchronous frequency-warped wavelet transform highlights the necessity of
frequency warping. A fourth order Daubechies (db4) wavelet transform is used for
analysis and synthesis purposes. A four scale wavelet decomposition of a pitch period of
a speech signal taken from expresseme ‘+Y’ in the word ‘Great’ is shown in Figure 9.1
(a). The wavelet decomposition of the frequency warped (warping coefficient = 0.5)
version of the same signal is shown in Figure 9.1 (b). The frequency warping assists the
wavelet filtering in a better frequency rearrangement.
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(a)

(b)

Figure 9.1 Four Scale Daubechies Wavelet Transform of (a) Pitch-Synchronous Speech
Signal (b) Pitch-Synchronous Frequency-Warped Speech-Signal.

(a)

(b)

Figure 9.2 Histogram of (a) Pitch-Synchronous Speech Signal (b) Pitch-Synchronous
Frequency-Warped Speech-Signal.
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The lower frequency wavelet scales do not have high frequency content
(comparison of frames a4 of the two figures), and hence higher frequency scales have
more signal content (comparison of frames d3, d2, and d1 of the two figures). The
histogram of the speech signals is shown in Figure 9.2 (a) and its frequency warped
version is shown in Figure 9.2 (b). The distribution frequency warped speech is
concentrated at zero, which suggests lower entropy for this signal. This is also evident by
comparing the top scales of Figure 9.1.
9.2.2

Pitch Contour Comparison
Although several words, sentences, and paragraphs are synthesized using the

hybrid synthesizer, the example of word ‘Great’ is used for evaluation purposes. The
global acoustic profile of speech sample synthesized by the hybrid method is compared
with the actual speech recording of the same intonation profile. As can be seen in Figure
9.3 (c) and (d), the pitch contour of the recorded and synthesized speech are very similar.
The formants in the two cases have similar strengths and contour. Also, the energy of the
two signals is very closely matched.
9.2.3

Segment Duration Comparison
The segment duration of the actual recorded speech and the speech synthesized by

the hybrid synthesizer are compared in Figure 9.4 using the example of word ‘Great.’ The
length of each segment is almost the same, with the exception of segment ‘R.’ Since this
segment is co-articulation with the vowel segment ‘+Y’, its characteristics were still
preserved as can be seen from comparing of Figure 9.3 (c) with Figure 9.3 (d).
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(a)

(b)

(c)

(d)

Figure 9.3 The Comparison of Recorded and Synthesized Version of Word ‘Great’ (a)
Speech Signal of Actual Recording (b) Speech Synthesized by Hybrid
Synthesizer (c) Spectrogram of Actual Speech Showing Pitch (Blue Solid
Line), Formants (Red Dotted Lines), and Energy Contour (Yellow Solid Line)
(d) Spectrogram of Synthesized Speech Showing Pitch (Blue Solid Line),
Formants (Red Dotted Lines), and Energy Contour (Yellow Solid Line).
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Synthesized

Recorded

Segment Duration

0

100

200

300

400

500

600

Time (msec)
G

R

+Y

T

Figure 9.4 Comparison of the Segmental Duration of Different Segments of the Word
‘Great’ in Recorded and Synthesized Speech.
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Further analysis of segmental duration for recorded versus synthesized speech
suggested that synthesized speech is about 5% shorter. This means that synthesized
speech is faster. A shorter duration of sustained vowels and pauses are the main
contributing factors for this.
9.3

Perceptual Evaluation
To be used as a practical communication aid, it is important that the synthesized

speech should be intelligible and provide favorable impression to the listener. In this
section, the results of perceptual tests evaluating those factors for the hybrid synthesizer
are presented.
Evaluating perceptual characteristics using human subjects is a continuously
evolving area of research mostly led by social scientists and consumer psychologists. It is
almost impossible to un-correlate psychological characteristics, which separate the
nuances of expressions into separate tests. The perception of expression is also correlated
with the listener’s state of mind. Moreover, even with elaborate instructions, the scale for
evaluation can not be absolutely standardized. Testing the system with all socio
psychological characteristics finely tuned is beyond the scope of this research.
Efforts are taken to minimize the effect of physical factors, such as sound quality
and comprehension. The test is carefully designed for similar listening situations.
Subjects are also selected carefully for their knowledge and comprehension of the
English language. As with any statistically interpreted test, the standard analysis of score
distributions and standard deviation are performed.
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An online evaluation system is created for perceptual evaluation. Tests are
provided to verify the functionality of the subject’s computer speakers. A short test is
given, which evaluates the subject’s spoken English and comprehension skills. Only
subjects who pass these tests perfectly are included in the evaluation. A total of 31
subjects evaluated the performance of the hybrid synthesizer and a commercial speech
synthesizer.
The two synthesizers are evaluated on five different perceptual characteristics. An
intelligibility test is conducted to determine if the synthesized speech is comprehensible.
This test is similar to word error rate detection. A listening effort and a listening quality
test determine the effort required to understand the synthesized speech and evaluate its
relative quality. These tests generate a Mean Opinion Score (MOS) based on rating scale
of 1 to 5. An expressive quality test and a preference test are used to evaluate the relative
expressive quality and listeners’ preference of the synthesized speech. These tests use a
comparison category rating method (prefer A/prefer B).
9.3.1

Intelligibility Tests
A critical measurement of a TTS system is whether or not human listeners can

comprehend the text read by the system. The tests that measure this are called
intelligibility tests. Examples of some of the most widely accepted intelligibility tests are
Diagnostic Rhyme Test [157], Modified Rhyme Test [158], Phonetically Balanced word
list test [159] among others. These tests are also described in a procedure approved by the
American National Standards Institute [160].
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Among the best known and most mature of these tests is the Diagnostic Rhyme
Test (DRT), which provides for diagnostic and comparative evaluation of the
intelligibility of single initial consonants. The test runs twice through the list of 96
rhyming pairs, an abbreviated list of which is shown in Table 9.2. The test consists of
choice identification between two alternative English (or target-language) words,
differing by a single phonetic feature in the initial consonant.
The intelligibility test is conducted in order to evaluate the performance of the
hybrid synthesizer against the commercial synthesizer. An abbreviated list of random
pairs of stimulus words is selected from the DRT table. The intelligibility is measured by
way of a dictation test where the subjects are asked to write the exact words they listen.
The score for each sentence is calculated by summing up the number of correctly written
words in the rhyming pairs.
On average, the result for the intelligibility test of the hybrid synthesizer is
comparable to the commercial synthesizer as seen in Figure 9.5. The hybrid synthesizer
performed equal or better for nasal and sustention rhyming pairs. This is probably
because the linguistic front-end in a hybrid synthesizer explicitly marks the intonation
profile of such types of expressemes. While the commercial synthesizer performed almost
consistently in this test, the hybrid synthesizer performed significantly better for one type
of a rhyming pair, but did not perform as good for the other. Several reasons can
contribute to such performance, including incomplete representation of such kind of
rhyming pairs in the speech database.
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Table 9.2 Stimulus Riming Pairs of Dynamic Rhyme Test.
Voicing

Nasality

Sustenation

Sibilation

Graveness

Compactness

Veal–Feel

Meat–Beat
Need–
Deed
Mitt–Bit

Vee–Bee

Zee–Thee
Cheep–
Keep
Jilt–Gilt

Weed–Reed

Yield–Wield

Peak–Teak

Key–Tea

Bid–Did

Hit–Fit

Bean–Peen
Gin–Chin

Sheet–Cheat
Vill–Bill

Intelligibility Test
98.4

100.0
91.9
% Intelligibility

96.8

93.5 93.5

94.1 93.0
87.1

90.0
80.0
70.0
60.0
Nasality

Sustenation

Compactness

Average

Rhyming Pair Types
Commercial Synthesizer

Hybrid Synthesizer

Figure 9.5 Comparitive Result of Intelligibility Test between Commercial Synthesizer
and Hybrid Synthesizer.

108

9.3.2

Overall Quality Test
While a speech synthesis system has to be intelligible, this does not guarantee

user acceptance, because its quality may be poor compared to that of a human speaker. In
this section, the Mean Opinion Score (MOS) is described. The MOS test is administered
by asking the listeners to rate several sentences of synthesized speech on a scale of 1 to 5
(1 = Bad, 2 = Poor, 3 = Fair, 4 = Good, 5 = Excellent). The scores are averaged, resulting
in an overall MOS rating for the speech synthesizer. A typical interpretation of MOS
scores is given in Table 9.3.
The International Telecommunication Union (ITU) has specified standards for
assessing synthesized speech. The Absolute Category Rating (ACR) system
recommended by ITU P.800 provides instructions to be given to subjects for making
category judgments in MOS-style tests for Listening Quality Scale and Listening Effort
Scale. This instruction and typical interpretation of results are given in Table 9.4 and
Table 9.5 respectively.
Three paragraphs, each from news, opinion, and specialized article, are generated
from both synthesizers. The news article reflects the current socio-political state of the
world. The opinion article is about the state of an abstract object with writer’s views or
thoughts. The specialized article is from the area of science, medicine, or business.
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Table 9.3 Mean Opinion Score (MOS) Ratings and Typical Interpretation.
Quality

Comments

MOS Scores

Toll/Network

Near transparent, “in-person” quality

4.0-4.5

Natural, highly intelligible, adequate for
Communications telecommunications, changes and degradation of
quality very noticeable.
Usually intelligible, can be unnatural, loss of
Synthetic
speaker recognizability, inadequate levels of
naturalness.

3.5-4.0
2.5-3.5

Table 9.4 Listening Quality Scale and Typical Interpretation.
Quality of the speech

Score

Excellent

5

Good

4

Fair

3

Poor

2

Bad

1

Table 9.5 Listening Effort Scale and Typical Interpretation.
Efforts Required to Understand the Meanings of Sentences

Scores

Complete relaxation possible; no effort required

5

Attention necessary; no appreciable effort required

4

Moderate effort required

3

Considerable effort required

2

No meaning understood with any feasible effort

1
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Both the commercial and hybrid synthesizers performed almost equally in the
listening quality test and listening effort test, as can be seen in Figure 9.6 and Figure 9.7
respectively. The standard deviation of each score is shown by the single vertical line on
each bar. In general, the subjects rated paragraphs synthesized from the news article
better than average in both quality and effort. While it is possible that these paragraphs
are indisputably better synthesized, but it is also possible that subjects like the content of
the paragraph, because more people like to listen to news articles than opinion or
specialized articles. This again reiterates the earlier observation that socio-psychological
factors are highly correlated with the definition and perception of expression in speech
and it is very difficult to measure it independently.
The MOS rating of the commercial synthesizer is 3.8 with a standard deviation of
0.93, whereas the MOS rating for the hybrid synthesizer is 3.75 with a standard deviation
of 0.93.
9.3.3

Preference Test
Normalized MOS rating for different speech synthesizers can be obtained without

any direct preference judgments. If direct comparisons are desired, especially for systems
that are informally judged to be fairly close in quality, another ITU recommendation, the
Comparison Category Rating (CCR) method, is used. In this method, subjects are
presented with a pair of speech samples on each trial and are instructed to select one out
of the two system as their preferred system (prefer A/prefer B).
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Listening Quality Test
5.0

Score

4.0

3.9

4.0
3.6

3.8

3.6

3.7

3.8

3.8

3.0

2.0

1.0
News Article

Opinion Article

Specialized Article

Average

Paragraph Type
Commercial Synthesizer

Hybrid Synthesizer

Figure 9.6 Comparative Result of Listening Quality Test between Commercial
Synthesizer and Hybrid Synthesizer.
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Listening Effort Test
5.0

Score

4.0

4.0

3.9
3.5

3.8

3.7

3.5

3.8

3.7

3.0

2.0

1.0
News Article

Opinion Article

Specialized Article

Average

Paragraph Type
Commercial Synthesizer

Hybrid Synthesizer

Figure 9.7 Comparative Result of Listening Effort Test between Commercial Synthesizer
and Hybrid Synthesizer.
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A new set of paragraphs from the same three genres (news, opinion, specialized)
is synthesized using both commercial and hybrid synthesizers. As shown in Figure 9.8,
on average, 72% of subjects preferred the hybrid synthesizer over the commercial
synthesizer. For the news article (90%) and opinion article (84%), subjects almost
exclusively preferred the hybrid synthesizer. For the specialized article however, the
subjects preferred the commercial synthesizer. The text in the specialized article
contained words from medicine and mathematics. The analysis revealed that the small
speech database of the hybrid synthesizer did not have specific expressemes to synthesize
such words and instead chose the default expressemes, which degraded the overall quality
of the synthesized paragraph.
9.3.4

Expressive Quality Test
The paragraphs used for the preference test was also used for another forced

choice test. The expressive quality test is used to evaluate the subject’s preference of the
expressiveness in the synthesized speech. On average, 70% of the subjects rated speech
synthesized as more expressive than the commercial synthesizer. The tabulated results are
shown in Figure 9.9. Similar to the results of the preference test, the subjects
overwhelmingly rated speech from the hybrid synthesizer as more expressive for news
article (90%) and opinion article (80%) over the commercial synthesizer.
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Preference Test

% Respondents Prefer

100.0

90.3

84.6

80.0

72.4
59.7

60.0

42.3
40.0

20.0

28.3
9.7

15.4

0.0
News Article

Opinion Article

Specialized Article

Average

Paragraph Type
Commercial Synthesizer

Hybrid Synthesizer

Figure 9.8 Comparative Result of Preference Test between Commercial Synthesizer and
Hybrid Synthesizer.
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Expressive Quality Test

% Respondents P refer

100.0

90.3
80.8

80.0

69.9
61.5

60.0
38.5

40.0
20.0

30.2
19.2
9.7

0.0
News Article

Opinion Article

Specialized Article

Average

Paragraph Type
Commercial Synthesizer

Hybrid Synthesizer

Figure 9.9 Comparative Result of Expressive Quality Test between Commercial
Synthesizer and Hybrid Synthesizer.
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9.4

Result Analysis
The results of the objective tests verified that the hybrid speech synthesis method

generates acoustic patterns similar to acoustic characteristics of the actual human speech.
The analysis also confirmed the close correlations of the F0 contour and the segmental
duration, between the actual and the synthesized speech. In addition, five different
perceptual tests are performed using human subjects. The results showed that the
synthesized speech from the hybrid synthesizer has similar intelligibility as the
commercial available software. It also obtained almost the same MOS rating of 3.75.
Subjects almost exclusively preferred the hybrid synthesizer over the commercial
synthesizer in the preference and expressive quality tests.
It is also observed that the subjects rated commercial and hybrid synthesizers
almost equally in the intelligibility and MOS tests, but preferred overwhelmingly in the
preference and expressive tests. There are two probably reasons for such response. First,
sometimes the same text in a small sentence can have two different, but, perfectly
acceptable expressions. The expressiveness of the hybrid synthesizer is best perceived in
long sentences and big paragraphs. While the commercial synthesizer is clear and
articulate, it is not expressive, and this drawback is not obvious in synthesis on shorter
text. As longer text is synthesized, the speech from the commercial synthesizer becomes
monotonous with repetitive expression and this is where the qualities of the hybrid
synthesizer become obvious. Second, the hybrid synthesizer is still in the development
stages. A two year effort resulted in conception of the hybrid design to the development
of the prototype of this synthesizer, with the original goal to be able to synthesize
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expressive speech while minimizing the development effort by using as many open
source software as possible. The commercial synthesizer, however, has evolved over
several years of research, and has exclusive modules.
9.5

Conclusion
The objective of this dissertation is to explore the musicality in the Lessac voices

for the purpose of artificially synthesizing high quality expressive speech. New hybrid
concatenated-formant

synthesizer

architecture

is

presented

which

provides

implementation framework to this idea. Additionally, a pitch-synchronous time-varying
frequency-warped wavelet transform is presented as a new and effective prosody
modification algorithm. This algorithm helps to add affect to speech to make it
expressive. The glitch between two speech units is reduced using the proposed speech
morphing algorithm. This method reduces the spectral mismatch between the speech
units by morphing.
Using the Lessac approach to voice production, the speech units chosen for
synthesis are expressive in nature, as opposed to expression normalized IPA units. 1324
expressemes (though not all present in the speech database) provided much less acoustic
and phonetic variability than 50 phonemes, which helps in picking the right expressive
speech unit for respective expression. A new EHMM based unit segmentation method is
also presented for automatic segmentation of large speech corpus into expressemes.
Optimized F0 and duration models and target and join cost structures for expressemes are
also presented.

118

The results obtained from actual synthesis of words and phrases from the hybrid
synthesizer reflect the intended expressiveness. Both objective and perceptual evaluation
reflect high quality of synthesized speech.
9.6

Future Direction
This work is currently being developed into a commercial speech synthesis engine

by Lessac Technologies Inc. (LTI), based in Boxborough MA. LTI intends to create the
hybrid synthesizer which will enable new “audio on demand” applications like audio
books and news readers.
LTI’s new methods for low-cost expressive text-to-synthesized-speech will enable
book publishers to dramatically extend their market reach and profitability by offering
audio book editions that are synthesized from the print editions. The rapid processing,
compressed file size and quality of synthesized voices create the building blocks for ondemand audio production capability. It will ultimately be possible to allow purchasers of
audio editions to choose the reader’s voice (male, female, old or young, and select the
expressive style of reading they prefer (like a news caster, a human interest story teller,
etc.)
LTI’s new voices and methods will make possible audio products that are
extremely low-cost, using audio production on demand, having no significant prepublication costs to be capitalized and amortized over the life of the product. Thus, most
written texts will become candidates for converting to audio versions having expressively
synthesized speech. LTI expects this to transform the market for audio books by opening
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completely new segments that are presently excluded, due to limitations in synthesizing
expressive speech.
LTI’s new method for synthesizing speech from text inputs provides a consistent
voice persona, which speaks expressively with intonations and rhythms that are pleasing
to the ear. The voices are suitable for longer texts such as book and newspaper reading,
and dialog responses.
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