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Abstract. We consider the Einstein/Yang-Mills equations in 3 + 1 space time 
dimensions with SU(2) gauge group and prove rigorously the existence of a 
globally defined smooth static solution. We show that the associated Einstein 
metric is asymptotically flat and the total mass is finite. Thus, for non-abelian 
gauge fields the Yang-Mills repulsive force can balance the gravitational attractive 
force and prevent the formation of singularities in spacetime. 
1. Introduction 
It is well-known that there are no non-singular symmetric static solutions of the 
vacuum Einstein equations, Rij - 89 0; indeed, the unique static solution is 
the celebrated Schwarzschild metric which is singular at r = 0 [i].  Similarly, the 
pure Yang-Mills equationsd*F= 0 have no static regular solutions [3, 4] and if one 
couples Einstein's equations to Maxwelrs equations, 
Rij-- 89 ---- ( T T i j  , d*Fij = 0 
(where T/j is the stress energy tensor associated to the electromagnetic field 
Fijdx ~ ̂  dxJ), then the only static solution is the Reissner-Nordstr6m metric which 
is again singular at the origin [1]. Finally, in [5] it is shown that for any gauge 
group, in 2 + 1 spacetime dimensions, the Einstein/Yang-Mills (EYM) equations 
likewise have no regular static solutions. Deser has asked the question as to 
whether there exist non-singular static solutions in 3 + 1 spacetime dimensions. In 
this paper we prove that in 3 + 1 spacetime dimensions with SU(2) gauge group, the 
EYM equations admit non-singular static solutions, whose metric is asymptoti- 
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cally flat Minkowskian. Thus for non-abelian gauge fields, the Yang-Mills 
repulsive force can balance gravitational attraction and prevent the formation of 
singularities in spacetime. Viewed differently, from a mathematical perspective, it 
is the nonlinearity of the corresponding Yang-Mills equations which precludes 
singularities. 
The problem of finding static non-singular solutions of the EYM equations, 
with SU(2) gauge group reduces to the study of a coupled system of ordinary 
differential equations of the form 
r2Aw " + ~(w, A, r)w' + w(1 - w 2) = O, 
rA'+(1 +2w'2)A--1 (1 - - w 2 )  2 
r 2 
in r__> 0, where ~(w, A, r )=  r ( 1 - A ) - ( 1 - w 2 ) 2 / r ,  and the unknowns are A = A(r), 
and w = w(r). Together with these equations, we are also given a one-parameter 
family (2>0)  of initial conditions which are chosen precisely so as to avoid a 
singularity at r = 0. The problem is then to find a particular parameter value 2 for 
which the corresponding solution (w~(r), w~(r), A~(r)) has a finite limit as r-~ ~ .  (We 
note that such solutions were previously observed numerically, by Bartnik and 
McKinnon, I-2]; they also derived the above system of equations. This important  
paper was the starting point of our investigations.) 
In the appendix (Sect. 7) we show that given any 2 > 0, the above system has a 
unique solution, defined on an interval 0 < r < R(2), satisfying the initial conditions 
w(0)= 1, w'(0)=0, w'(O)=-2. This gives us a one-parameter family of local 
solutions which are non-singular at r--0.  However, for large values of 2, the 
1 
solution develops a singularity at some finite f~,-~ ~, with w(?~)> 0. That  is, w' is 
unbounded near f~, and lim A(r)=01. It follows that the solution cannot be 
continued beyond fz. Furthermore, at f~, the associated Einstein metric becomes 
singular, and the solution is no longer of physical interest. 
We now briefly describe the contents of the paper. Section 2 is devoted to a 
quick derivation of the equations, whereby we also put them into a form suitable 
for our purposes. In the next section, we find a range of parameter values for which 
A stays positive and w' remains bounded. We also analyze the solutions for small 2. 
In Sect. 4 we show that for 2 > 2 the solution develops a singularity in the region 
w > 0. In Sect. 5 we give a rigorous proof  of the existence of some 2-< 2 for which 
the equations have a bounded solution. In the final section, we show that for our 
solution, the corresponding Einstein metric is asymptotically Minkowskian, and 
the total mass is finite. 
Added in proof. We have learned through a preprint of G. W. Gibbons (Self-gravitatingmagnetic 
monopoles, global monopoles, and black holes), that H. P. Kiinzle and A. K. M. Masood-ul-Alam 
[J. Math. Phys. 31, 928 (1990)] have also considered these equations and have done both 
theoretical and numerical studies; they conclude that for 2>7.7, w' becomes infinite before w 
reaches -1.  However, they do not provide a theoretical proof of the existence of a bounded 
solution as indicated numerically in [2]. 
Next, Straumann and Zhou [Phys. Lett. B 237, 353 (1990)] have numerically investigated the 
linearized stability of our solution. They have indicated that there is a small positive eigenvalue. 
1 This, too, was first seen numerically in [2]. We shall give a rigorous proof of this fact (for 2 > 2) 
in Sect. 4 (Theorem 4.1) 
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2. The Equations 
The EYM equations with SU(2) gauge group have been derived in [2]; for 
completeness, we shall give a short description of the derivation. 
Let zl, rz, z3 denote the standard basis for su(2), the Lie algebra of SU(2); i.e. 
'0) ~ o) 
"C1 = 2 ' "~2 = i ' Z3 = 0 1 " 
Using gauge invariance, and seeking solutions of a particular form, the su(2) 
connection takes the form 
92 = wz 1 dO + [cos Oz2 + w sin Or2] d(~, 
where w=  w(r). The Yang-Mills curvature F, associated to this connection, is 
obtained from the usual formula F = d92 + 92 ̂  91, and can be written as 
F = w'zldr A dO + w'z2dr A (sin 0d~b)- (1 - w2)z3dO/x (sin 0d~b), (2.1) 
where "prime" denotes differentiation with respect to r. 
The static, spherically symmetric metric can be written as 
ds 2 = - T -  2tit2 + R2dr 2 + r2(dO 2 + sin 20d~2), (2.2) 
where T and R are both functions of r. If IFI 2 -- gikgjlFifkt , then an easy calculation 
gives 
2W '2 (1 --W2) 2 
IFI 2-- r T  + r4 (2.3) 
The Yang-Mills equations, d ' F =  O, in this set-up reduce to the single equation 
( w' ~' + r 2 ~ ( l - w 2 ) = 0  (2.4) ~ j  
The EYM equations are derived from the action 
~ (-- ~ + I V l 2 ) V ~ d x ,  
where ~ is the scalar curvature associated to the metric (2.2). These equations, 
k 1 2 Rij = 2FikF j - ~[F] gij, 
become 
If we define 
/ T' \ '  2R' 2w '2 R2(l--w2) 2 
(RT)~R--T~) + r R  - r 2 /.4 
( T' ~' 2T' 2w '~ R~(l-w~? 
- (RT) \~T-~ } rT = ~ - - - -~ -  
( R '  T ' )  R2 _w2)2. r ~ + T  + R 2 - 1 = 7 ( i  
(2.5) 
A = R  -2,  
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then (2.5) reduces to the two equations 
rA,+(2w,2+l)A=l  (1-w2)  2 
r2 , (2.6) 
2rA T' - (1-w2)Zr~ + ( 1 - 2 w ' 2 ) A -  1 . (2.7) 
T 
In this notation, (2.4) becomes 
+ / r ( 1  - A) r2Aw " 
L 
(1 -w2)2 7 , 
; j w + w(1- w 2)= 0. (2.8) 
Equations (2.6)-(2.8) constitute the entire system. Observe that remarkably, (2.6) 
and (2.8) do not involve T, so we can first solve these for A and w, and use (2.7) to 
obtain T. 
Next if 
lim A(r)= 1, (2.9) 
r - - * ~  
then R(r )~  1 as r ~  oo so the metric (2.2) will be asymptotically flat if in addition 
T( r )~ l  as r~oo .  Also, if 
lim (w(r), w'(r)) is finite, (2.10) 
i , - 4 0 0  
then we show in Corollary 6.4 that the total mass is finite. Thus we seek solutions of 
(2.6) and (2.8) having asymptotic behavior (2.9), (2.10). 
There are two expIicit solutions of our system (2.6)-(2.8); namely, if w - 1  we 
recover the Schwarzschild solution, while if w=0 ,  we obtain the Reissner- 
Nordstr6m metric with u(1)-valued YM curvature, 
F = [~z dr A dO + dO ̂  (sinOdf))] z3 . 
The conditions at r = 0  needed to ensure that we formally have non-singular 
solutions at r = 0  are easily obtained: 
w(0) = I ,  w'(0) = 0, 14(0) = 1. (2.11) 
But Eqs. (2.6) and (2.8) are nonlinear and singular at r = 0. However, it follows from 
the local existence theorem outlined in the appendix that the non-singular 
solutions are parametrized by w"(0); we make this explicit by writing 
w"(0) = - 2 ,  2 > 0 .  (2.12) 
That is, in the appendix we outline a proof that given any 2 > 0, there is an interval 
14: 0 < r  <R~, for which the corresponding solution of Eqs. (2.6), (2.8), together 
with the initial conditions (2.11), (2.12) has a C 2 +~ solution on 14 which is analytic 
on the interior and which depends continuously on 2. 
Thus our problem is to prove that there is a 2-> 0 for which the system (2.6) and 
(2.8), subject to the initial conditions (2.11) has a solution which satisfies both (2.9) 
and (2.10). In fact, we shall prove that Eqs. (2.6) and (2.8) admit a "connecting 
orbit"; i.e., a solution (w(r, X), w'(r, 2-)) satisfying both (2.9) and 
l i m  - t - (w(r, ~), w (r, ,l)) = ( -  1, 0). 
r - -~  oo 
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We will then show that T(r)~ 1 as r ~  co. Furthermore, if we define the quantity # 
by 
then we will prove 
#(r) = r(1 -- R(r)- 2) = r(1 - A(r)), (2.13) 
lim/~(r) = m < oo ; 
r ~ c o  
i.e., that the "total mass" is finite (cf. I-2.6]). We note that [cf. (2.6)], # satisfies the 
equation 
(1 - -  W2) 2 
#'= 2Aw '2 + r ~  (2.14) 
3. The Case ~ < 1 
We rewrite Eqs. (2.6), (2.8): 
rA' +(2w '2 + 1)A = 1 
+ It(1 -- A) r 2 A w "  
subject to the initial conditions 
w(0)= 1, w'(0)=0, 
(1 -w2)  2 
r2 , (3.1) 
( l "~w2)2I W' + W(1-- W2)=O , (3.2) 
w"(0) = - 2 < 0 ,  A(0)= 1. (3.3) 
Our main objective in this section is to prove that for 2 < 1, the solution develops 
no singularities in the region wZ< 1; that is, w' stays bounded, and A>0.  
Furthermore, we shall also show that for 2 near 0, all orbits (w, w') exit this region 
through the line w = - 1 .  
We shall often have occasion to use the following "self-adjoint" form of the 
above equations: 
where 
Q ' -  
(rAeQ)'= (1 (1--w 2~2\ ' ) e Q , (3.4) 
(eew')' + eP W(~-~ w2) - 0 ,  
:2,21 - - - ,  and P ' =  r (1 -A)  (1 
r 
It is also desirable to define the important function 9 by 
(1 --W2) 2 
9 (r)  = r(1 - A )  
r 
Then (3.1) and (3.2) can be rewritten as 
rA' + 2w'ZA = ~/r 
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As we have remarked above, in the appendix, we show that given 2, 2 > 2 > 0, there 
is an R > 0 such that the problem (3,3)-(3.5) has a (unique) smooth-solution (A~, w~) 
defined on 0 < r < R, and Ax(r)> 0 on this range. 
Our first goal in this section is to show that ]w'] is bounded and ~ > 0 if 2 < 1. We 
will then show (in Theorem 3.1) that A > 0  in the region 
F={(w,w'): w2<1, w '<0} .  (3.7) 
Theorem 3.1. Fix 2 ~ 1 ; then in F, A(r, 2) > 0, and [w'(r, 2)1 is bounded. 
This theorem will follow from a series of lemmas. First, we define g by 
g(r)  = c r  2 q- w 2 - 1 ; (3.8) 
we then have 
Lemma 3.2. I f  c= 1, 2<= 1, and A(r)>0 on 0 < r < R ~ ,  it follows that g(r)>0 and 
g'(r) > 0 on this interval. 
(In Sects. 4 and 5, we will use this function with c = 2 and c = 89 respectively.) 




g'(r) = 2er + 2ww', (3.9) 
g(0) = 0 =  g'(0). (3.10) 
g"(r) = 2c + 2w '2 + 2ww", (3.11) 
g ' (0 )=2(c -2 ) .  (3.12) 
Next, a calculation yields the following differential equation for g: 
r2Ag " + ~ g ' =  2[-g + r2Aw '2 + (1 - c)(1 - w2)2]. (3.13) 
Now if 2 < 1 and c = 1, then from (3.12), g"(0) > 0 so g and g' are positive for r near 0; 
then (3.13) shows that were there a smallest f, 0 < f <  R1, for which g'(r--)= 0, then 
g"(r3 > 0. It follows that g' > 0 and 0 < r < R1. Thus our result holds if 2 < 1. If 2 = 1, 
then g '>  0 follows by continuity. []  
Corollary 3.3. Let 0 < 2 __< 1, and assume A(r) > 0 and w(r) > e > 0 on 0 < r < R 1 . Then 
on this range, w'(r)> - r / e  
Lemma 3.4. Let 0 < 2 < 1, and define 
h(r, 2) = A(r, 2)-- wZ(r, 2). (3.14) 
Then h > 0 as long as A > 0 in the region w > O. 
Proof. We have h(0) = 0-- h'(0), and that h"(O) = 22(1 - 2) > 0 if 2 < 1. Moreover, h 
satisfies the equation 
h' = (1 + 2w '2) h -  ww' (1 - -  W 2 )  2 
r r g '+  r ~  g; (3.15) 
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[cf. (3.8) with c = 1]. Then if h(r) = 0, (3.15) shows that h'(r) > 0; hence h(r) > 0. Thus 
our lemma holds if 2 < 1. If 2 = 1, then h > 0 follows by continuity. If h(f) = 0, then 
(3.15) shows h'(r0>0, since g ' > 0  and 0 < w < l ,  and this would be a 
contradiction. []  
Corollary 3.5. I f  2 < 1, then A(r) > e 2 > 0 in the region w(r) > e > O. 
We now obtain some properties of the function O; cf. (3.6). 
Lemma 3.6. Let  2 < 1 and assume A(r) > 0 on 0 < r < R 1. Then O(r) > 0 and O'(r)__> 0 
on this range. 
Proof. An easy computation shows 
g 2 
~- 4Y(r) = (1 - w2) 2 + 2w(1 - w 2) (rw') + A(rw') 2 . (3.16) 
Notice that O' > 0 if w < 0. If w > 0, then we consider the right-hand-side of (3.16) as 
a quadratic form in u =  1 - w  2 and v=rw';  i.e., 
r 2 
O'(r) = u 2 + (2w)uv + Av  2 . 
r20'/2 is clearly positive if u = 0 and v > 0, and using Lemma 3.4 its discriminant is 
4(w z - A) < 0. Hence the lemma is proved if 2 < 1, and the case 2 = 1 again follows 
by continuity. []  
Note that Corollaries 3.3 and 3.5 imply that if 2 < 1, w' is bounded from below in 
the region w > e > 0. The next lemma shows that w' is always finite in F. For  this, we 
introduce the following notation: Let ro = ro(2) be defined by 
W(ro(,~),,~) = O. 
(Note that ro is well-defined since w'< 0.) We can now complete the 
Proof  of  Theorem 3.1. By the local existence theorem in the appendix, there is an 
R > 0 such that w, w', and A are all continuous on [0, R], A > 0 and w' is bounded 
from below on this interval; say w ' ( r ) > - K .  We shall show that w' is bounded 
below up to the first zero of A, and then that A is never zero in the region w 2 < 1, 
w '<  0. Thus if w' were unbounded in the region where A > 0, we could find a 
sequence of points {r,} such that A(r,) > O, w'(r,) = - n, and w"(r,) < 0 [if w"(r) > 0 
whenever w'(r)= - n ,  then w' would be bounded below by - h i .  If n is large, say 
n > M, then r,  > R and thus by Lemma 3.7, O(rn) > O(R) > 0, so O(r,)w'(r,) 
< - n O ( R ) .  Then using (3.2)', we have 
2 t !  t r. A(r.)w (rn) + O(r.)w (r.) + w(r.)(1 - w2(r.)) = 0. (3.17) 
But this cannot hold for large n since the left-hand side of (3.17) tends to - ~ as 
n ~  oo. Thus no such sequence {r.) can exist, and w' is bounded below up to the first 
zero of A. On the other hand, if lim_ A(r) = 0, we set A(r-) = 0 and A is continuous on 
r ~  r 
[0, r-I; we thus conclude that lim A W  '2 =0. Then for small e > 0, 
r f~P 
- -  A ( f  --  e) = A( r  O -  A ( f  - e) = A'(  ~)e > 0 
from (3.1)', where ~ is an intermediate point. This contradiction shows that A > 0 
in F. []  
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_ '_< Thus there is no blowup for 2_< 1 in the region W 2 ~ 1, W - -  0 ,  and A > 0 here. But 
for 2 > 2 things are quite different, as we shall see in Sect. 4. 
We shall next show that for 2 near zero, the corresponding orbit exits the region 
F through the line w = - 1. To this end, we make the following change of variables 
in Eqs. (3.1, (3.2) 
r 
/2(r) = ~ (1 - A(r/] /~)) ,  w(r) = # ( r / l / ~  ) , (3.18) 
and find that/2 and ~ satisfy 
r T  , (3.19) 
together with the initial conditions 
/2(0)=0, ~(0)= 1, #'(0) = 0 ,  #"(0) = - 1. (3.21) 
We have thus transformed our equations to a new system in which the parameter 2 
appears explicitly in the equations but not in the initial data. Now as we have 
shown in the appendix, the solutions depend continuously on 2, so here, too, 
solutions of these equations depend continuously on 2, provided that 2 < 1 (so that 
the coefficient of #" doesn't vanish for r > 0 in the relevant region #2 =< 1, # '  __< 0). 
We can consider Eqs. (3.19), (3.20) in their own right, for a moment, without 
reference to our original system. Thus consider (3.19), (3.20) for 2 = 0, together with 
the initial conditions (3.21); then these become 
r2# " + #(1 - ~2) = 0, #(0) = 1, #'(0) = 0, #"(0) = - 1, (3.22) 
(1 - -  1~2) 2 
/2' = 2# '2 + r T ,  /2(0) = 0. (3.23) 
If we make the change of variables t = In r, #(r) = ff~(e t) = z(t), then (3.22) goes over 
into 
Z"--Z'-k-Z(1--Z2)=O, Z(--(X))= 1 , Z'(--  oO)=0----Z"(-- ~ ) .  
If we write the equations as a first-order system z' = y, y' = y -  z(l - z2), and define 
H(z, y) = ~ z -- ~ + y2 , then H'  = y2, so H increases on orbits. The orbit (z, y) 
satisfying the boundary conditions z = 1, y = 0 at t = - o o  cannot ever return to 
y = 0 since the graph of H(z, 0) has the form as depicted in Fig. 1 below; this orbit 
must then exit the region zZ____ 1, z'<= 0 through z = - 1 ,  z '<  0, at some finite time 
t-> 0; see Fig. 1. 
Z=-I  




Fig. 1 A and B A B 
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Thus for 2 = 0  the solution to (3.19)-(3.21) exits the region F through the line 
w = - 1; moreover, the orbit crosses this line transversally at some finite ?-because 
w' < 0. Hence for small 2 > 0, the solution to (3.19)-(3.21) must also exit F through 
w = - 1 at time t near t-because A > 0. Transforming back to (3A)-(3.3), we see that 
for 0 < 2 < e, the orbit exits F through the line w = - 1 .  Thus we have shown 
Lemma 3.7. The set of  all 2 < 1 for which there is a solution (w(r, 2), A(r, 2)) of  
(3.1)-(3.3), for which the orbit (w(r,2),w'(r,2)) exits F through w =  - 1 ,  w '<0,  is a 
non-void open set. 
Numerical approximations to the solution for 2 =  1 indicate that w' goes 
positive in the region - 1 < w < 0. If this could be established rigorously, it would 
follow that the set of 2 for which the corresponding orbits exits F through w' = 0 is 
again an open non-void set. Thus there would exist a 2-, 0 < 2 <  1 for which the 
corresponding orbit stays in F for all r >0.  This would solve our problem as 
originally stated [cf. (2.10)]. In fact, we shall prove in Sect. 6 that for some 2<2 ,  
9 - -  t - -  - -  hm (w(r, 2), w (r, 2), A(r, 2)) = ( -  1,0, 1); 
r - - *  o o  
cf. Theorem 6.1. 
4. The Case A > 2 
We shall show that for 2 > 2, the solution must become singular in the region w > 0. 
In fact, we have the following theorem. 
Theorem 4.1. I f  2>2 ,  then the solution of  (3.3)-(3.5) cannot exist up to w=0.  
Proof. Thus suppose that 2 > 2, and the solution of (3.1)-(3.3) exists up to ro = %(2). 
That  is, for 0 < r < ro, w and A are defined, A > 0, and Eqs. (3.3)-(3.5) are satisfied. 
[-Recall w(ro(2), 2) = 0.] 
We recall the functions g and h [cf. (3.8) and (3.14)], which we now consider on 
O_~r_~ro: 
h( r )  = A ( r )  - w2(r) (4.1) 
and 
g(r) = 2r 2 - (1 - wZ(r)). (4.2) 
Thus, from the proof of Lemma 3.5, h(0)=0=h'(0),  and h"(0)=22(1-2) ;  hence 
h(r) < 0 for r near 0, if 2 > 1. (4.3) 
Moreover, g(0) = 0 = g'(0), and g"(0) = ( 2 -  2); thus 
g(r) < 0 for r near 0, if 2 > 2. (4.4) 
Concerning these functions, we have two lemmas, the first of which is 
Lemma 4.2. Let  2 > 1 ; then h(r) < 0 as long as g(r) < 0. 
Proof. Suppose g(r) < 0, 0 < r < ~< r o, and h(r3 = 0, ? being minimal with respect to 
this property, 0 < ~< %. Then using (3.3), 
2w'2A 
h' = - 2ww' + - -  + 
r & '  
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so 
2 ,2 ~ (4.5) h'(r')= - 2 w w ' -  ~ (ww ) + ~ .  
Now consider the right-hand side of (4.5) as a formal quadratic form in s = (ww'). 
We will show that the discriminant is negative; the form is clearly negative for large 
s, and hence the form is everywhere negative. 
The discriminant A of the right-hand side of (4.5) is 
( ~ V 2 4  2(1-A)  2(1-wZ)2q A=4\l+-~),= =4Ll+ r ~ r 4 J,.=, 
2(i_w2 ) 2(I-w2)2 l 
=4  1 + -  r2 r~ -j,=~ 
F =4LI+ 7 ~ r /j,=~ 
2(a-w2)7 < 4 ( 1 - 4 t < 0 ,  
< 4  1 r2 Jr=~ 
again because g(r-') < 0. Thus h'(r3 < 0, and this is impossible. It follows that no such f 
can exist. [] 
Lemma 4.3. Let  2 > 2 ;  then g'(r)<0 as long as h(r)<0. 
Proof. Suppose h(r) < 0, 0 < r < f <  ro and g'(r3 = 0, f being minimal with respect to 
this property, 0 <  f < r  0. We will show that g"(r')< 0, so that by the mean-value 
theorem, no such f can exist. 
We recall that g satisfies the differential equation 
- ~  , 2 _w2)2 g"(r)= r ~ - g  + ~ [ r 2 A w ' 2 - ( 1  + g ] .  
Now at r = ~, we have w2> A, since h(r o < 0, and - w w ' =  2f, since g'(rO = 0. Thus 
2 g"(~ = ~ [r2Aw '2 - (1 - w2) 2 + g]r = 
2 
< ~ [rZwZw'Z- ( l  - w = )  2 + g],=~ 
_ 2 [4f4_(l_wZ)Z+g]r=~ 
f2 A 
2 
-- f2 A [.g(l + 2r "2 + (1 --  W2))]r =~ < 0 ,  
since g(r')< 0. Thus no such ? can exist. [] 
We now can complete the proof of Theorem 4.1. First, note that h(r)< 0 for r 
near zero, and h(ro) = A(ro) > 0. Hence h(r) = 0 for some r < %; let r~ be the first zero 
of h. Similarly, g'(r) < 0 for r near 0, and g'(ro) = 4% > 0, so let r 2 be the first zero of 
g'; thus g(r) < O, 0 < r < r z. 
Now since g(r2)< 0, Lemma 4.2 implies rl > r2. On the other hand, Lemma 4.3 
shows that r2 > r 1. It follows that for 2 > 2, w(r, 2) cannot reach the line w = 0. [] 
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5. Existence of a Connecting Orbit 
In this section we shall prove the existence of some 2 < 2  for which the 
corresponding solution of (3.3)-(3.5) satisfies 
lim (w(r, 2), w'(r, 2), A(r, Z)) --- ( -- 1, O, 1). 
r---~ oo 
The basic idea of our approach is easy to describe. Thus, as we have shown in 
Lemma 4.1, for 2 near 0, there is an r~ > 0 such that the following statement holds: 
w ( r ~ , 2 ) = - l ,  and for 0 < r < r  a, w'(r,2)<0 and A(r,2)>0. (5.1) 
Next, from Theorem 4.1, it follows that for 2 > 2, the solution (w(r, 2), A(r, 2)) cannot 
satisfy (5.1). Define the set A by 
A--{2__>0: there exists an ra>0  for which (5.1) holds}, 
and set 
2-= supA. 
We will prove that the 2-orbit is the desired solution. We first list the a-priori 
possibilities for the behavior of this orbit; then we shall eliminate all but the 
desired case. 
Now for the solution (A(r, X)), w(r, 2)), one of the following six possibilities must 
hold: 
1) 2-cA. 
2) There exists an f >  0 such that w'(~, 2) = 0, w(f, Z) > - 1, and w'(r, 2) < O, A(r, 2) > 0 
for 0 < r < f .  
3) There exists an f >  0 such that , ~  - ' - hm A(r, 2) = 0, w (r, 2) is bounded from below on 
0=<r<f,  and w(r,2)>= - 1 ,  w'(r,2)<0, A(r,2)>0 on 0 < r < f .  
4) There exists an f >  0 such that lira A(r, 2) = O, w'(r, 2) is not bounded from below 
on 0__<r<f, and w(r,2)> - 1 ,  w'(r,2)<O, A(r,2)>0 on 0 < r < f .  
5) There exists an f >  0 such that the solution (w(r, 2), A(r, 2)) is singular at f; i.e., 
w'(r, 2) is unbounded on 0_-< r < f. 
6) For all r > 0, w(r, 2) > - 1, w'(r, 2-) < 0, and A(r, 2) > O. 
To see that these are in fact all the cases, we note that if A is always positive, the 
solution can be continued unless IWl becomes unbounded for some finite r. (We 
shall show below, in Proposition 5.2, that lim A(r, X) existsl) 
Before discussing these cases, we shall need two propositions (which will 
repeatedly be used throughout this section), the first of which is 
Proposition 5.1. There is a constant L > 0 such that i f  0 <_ 2 < 2, and w(r, 2) 2 __< 1, then 
(Aw '2) (r, 2) < L. 
Proof. Let f--Aw'2;  then f satisfies the equation 
r2f  ' + (2rf  + ~)w '2 + 2ww'(l - w 2) = 0. 
By the local existence theorem in the appendix, there exists an R > 0 such that the 
solution to (3.1)-(3.3) is non-singular on O < r < R ,  and 0 < 2 < 2 .  Thus f is 
continuous, and hence bounded on this compact set; say f < L  1. If n > L , ,  then 
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either f (r ,  2)< n for all r and 2 < 2, or else there exist r, > R, 2, ~ 2 such that  
f (r , ,  2,) = n, and f ' (r , ,  2,) > 0. Since 
(1 - w 2 )  2 1 1 
9 ( r , 2 ) = r ( 1 - A ) -  - -  > - -  > -  for r > R ,  
r r R '  
1 
We have rZ.f'(r., 2,) => 0, and 2r , f(r , ,  2,) + 4~(r,, 2,) => 2 R n -  ~ > 2, for n large. Since 
w(1 - w z) => - 1, and w'Z(r,, 2,) > Iw'(r,, 2,)[, we would have 
r2f'(r, ,  2,) + (2r, f(r , ,  2,) + r 2n))W'2(r,, 2,) + 2ww'(1 - wZ)(r,, 2,) > 0. 
This contradict ion establishes the result. []  
Proposition 5.2. A(r, 2) is continuous for  0 <- 2 <_ Z in the region w z <= 1. 
Proof. It suffices to show that  A is continuous at (f, 2-). If lim A(r, 2-) # 0, then by the 
last result, w'(r,2-) is bounded on 0_<r_<F, so the solution (A,w)  of (3.1)-(3.3) 
continues beyond ~, and depends continuously on the parameter  2. Thus it only 
remains to consider the case where lim A(r, 2-) = 0. If we set A(L 2-) = 0, then we see 
that  A is a continuous function of r. 
We now claim that  A is continuous in 2 at 2 = X. For  this, it suffices to show that  
#(~, 2) is continuous at 2-[cf. (2.13)]. Thus, let 2 < Z, and choose r < f; then 
0 < ~ -  p(z, 2) = p(~, 2) - ~(~, 2) 
= ~(~, ~-) - ~(r ,  ~-) + ~(r ,  2-) - ~(r ,  2)  + ~(r ,  2)  - ~(~,  2)  
< ~(~, 2-) - ~(r, 2-) + ~(r, 2-)-  ~(r, 2), 
because i f > 0  [cf. (2.14)]. Now given e>0 ,  choose r < f  so close to r that  
lit(Y, 2-)-/t(r, 2-)1 < e/2. For  this fixed r, choose 6 > 0 such that  0 < 2-- 2 < 6 implies 
]#(r, 2-)- #(r, 2)1 < ~/2; then for these 2, I#(~, 2-) - #(?, 2)1 < e, and this proves our claim. 
Next, we show that  A'(r, 2) is bounded for (r, 2) near (~, 2-). Thus, from (3.2)', 
_ 2w'ZA 
A ' - 4- ~ / r  2 . 
r 
1 
Since A w  '2 is bounded (Lemma 5.1), and r_> 9 _> - - ,  we see that  ~/r  2 is bounded 
for r near f; thus A' is bounded, r 
We can now complete the proof  of Proposi t ion 5.2; namely, let e > 0 be given, 
and let k be a bound  for IA'[. Let 6=e/6k ,  and choose [r-r-] <6 .  Choose rl ,  f - 6  
< rl < f so  that  [A(f, 2-)- A(r~, 2-)[ < e/3. Then choose z such that  0 < 2-- 2 < z implies 
[A(r i, 2) - A(rl,  2-)] < e/3. Then 
IA(r, 2) - A(~, 2-)1 < IA(r, 2) - A(r~, 2)1 + IA(rl, 2 ) -  A(r~, 2-)1 + IA(rl, 2-) - A(r, 2-)1 
< K l r - r ~ l + e / 3 + e / 3  
K [" 2~ "~ 2e 
if I t -  E < 6, and 0 < 2--  2 < ~. This completes the proof  of Proposi t ion 5.2. []  
Corollary 5.3. Let v(r, 2)= (Aw')(r, 2), and define v(~, 2-)= O. Then v is continuous in 
the region w2 < 1, and if  0 < 2 < 2, v is bounded in this region. 
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Proof. We need only investigate the behavior of v near (~, 2-). Since v2= (Aw'2)A, 
A w  'z is bounded,  and A(r ,2 )~0  as (r, 2)~(~, 2-), the results follow. []  
We are now in a position to discuss the various cases 1)-6) above. First, if 2-e A, 
then by transversality, there are 2 > 2 - s u c h  that  2 c A ,  thereby violating the 
definition of 2-; thus case 1) cannot  occur. Next, in cases 2)-5), we may  assume that  
is the smallest such r - since w'(r, 2) < 0 for r near 0, and A(0, 2-) = 1, such an ~ exists. 
Now consider case 2). If A(f,2-)=0, we are then in case 3); thus we can assume 
A(f, 2-) > 0. If w(f, 2-) = - 1, it follows from standard o.d.e, theorems that  w(r, 2-) - 1, 
and this violates w(0, 2) = 1. If w'(f, 2-) = 0, A(f, 2-) > 0 and w(f, 2-) > - 1, then if 
w"(f, 2-) :~ 0, an easy transversality argument  shows that  for some 2 < 2, and some r 
near ~, that  w'(~, 2-) = 0, thereby violating the definition Of 2, while if w"(~, 2-) = 0, we 
find from (3.2) that  w(r, 2 ) -  O, or w(r, 2-)-- 1 ; both  of these violate w"(0, 2-) = - 2-< 0. 
Thus case 2) is subsumed by case 3). Next, consider case 5). At the singular point  ?, if 
A(f,2-)~:0, this would violate Proposit ion5.1.  Thus A(~,2-)=0, so case 5) is 
subsumed by cases 3) or 4). 
Thus, we may  assume that  only the following two possibilities occur: 
(A) A(~,2-)=0, and for 0 < r < ~ ,  w ( r , 2 - ) > - l ,  w'(r,2-)<0, A(r,2-)>0, 
or 
(B) for all r > 0, w(r, 2-) > - 1, w'(r, 2-) < 0, and A(r, 2-) > O. 
We shall prove that  only Case (B) can occur, by ruling out Case (A), taking into 
account the two possibilities; namely, that  w'(r, 2-) is bounded or unbounded  near ?. 
We now assume in what follows in this section that Case ( A )  holds, and we shall 
arrive at a contradiction. This will be accomplished by eliminating all the 
alternative cases; namely, 
Case 1. ~ > O, w'(r, Z) bounded for r near ~. 
Case 2. ~ < O. 
Case 3. ~ > O, w'(r, 2-) unbounded  for r near ?. 
Case 4. ~ = O, w'(r, 2-) unbounded  for r near ~:. 
We will find it convenient to define ra(2 ) by 
W(ra(2),2)= a,  for - 1 < a <  1. (5.4) 
Note  that  if 2 < 1 ,  then A(r ,2)>0  in the region F = { w 2 < l ,  w '<0},  cf. 
Theorem 3.1. Since we are in Case (A), we may  assume 1 < 2-< 2. We now have the 
following result. 
Lemma 5.4. Let 1_<2_<2; then there exists a>O,  and w 1, - 1  < w  1 < 0  such that 
9 (r, 2) > a whenever - 1 < w(r, 2) < wl. 
Proof. By the local existence theorem in the appendix there exists an R > 0 such 
that  the solution is defined on [0, R] for 0 _< 2 < 2. If 1 _< 2_< 2 and #(r, 2) is defined 
by # ( r , 2 ) = r ( 1 - A ( r , 2 ) )  [cf. (2.13)], then #(0,2)=0,  and (2.14) implies that  
#'(r, 2) > 0; thus by compactness, we can find a > 0 such that  #(R, 2) > 2o- > 0, for 
1 <2_<2. Now as 
(1 -- w2(r, 2)) 2 
9 (r, 2) = #(r, 2)-- 
r 
128 J.A. Smoller, A. G. Wasserman, S.-T. Yau, and J. B. McLeod 
we have, for r > R, 
(1 - w2(r, 2)) 2 
9 (r, 2) > 2 (7 -  
R 
1 
If  (7 = R '  > --1 then ~(r, 2) > (7, so wl can be chosen to be any  n u m b e r  in ( - 1, 0). I f  (7 < ~ ,  
then there is a unique wx, - l < w ~ < 0  satisfying 2(7 
(1 - w 2 )  2 
R 
- 1  < w ( r , 2 ) < w l ,  
(1 -w2)  2 (1 -w~)  2 
~(r, 2)>2(7 - -  > 2 o ' - -  =(7;  
r R 
this completes  the proof.  [ ]  
- - =  (7. Then  if 
Hence  
S O  
-- 1 1 i! w" (7 '~ - -  - ~;~ dr = ~ ( -  w')dr 
w'(r2) -~ w'(rO > ~ ,1 
In tegra t ing  f rom rl to r 2 gives 
(7 
- Lr22 (w(rl)--  w(r2) ) . 
(7 
- 1  > ~r22(w(rO_w(r2) ) 
w t ( r 2 )  ~ 
Lr~ (w(r O _  w(r2))_ 1 > _ w,(r2) ' (5.6) 
(7 
and this is (5.5). [ ]  
In  order  to obta in  the desired contradict ion,  we shall often p rove  tha t  the 
funct ion v defined by 
v(r, 2) = (Aw')(r, 2) (5.7) 
is zero for some 2 < Z. We  have  shown in Coro l la ry  5.3 tha t  v is con t inuous  at (f, 2-). 
An easy calculat ion shows tha t  v satisfies the equa t ion  
2w '2 w(1 - w  2) 
v ' +  r v +  r2 = 0 .  (5.8) 
S O  
w" ~ ( -  w') (7 
w, 2 => r2Aw,2 => ~ ( -  w') . 
L e m m a  5.5. Fix  2 ~ 2, and suppose that there is a (7 > 0 such that ~(r, 2)> (7 for  
r 1 < r < r 2. Then i f  - 1 < w(r2, 2) < w(r 1, 2) < O, we have 
w'(r2,2)>= -kr~,  (5.5) 
where k = L (w(rl, 2) - w(r2, 2))- 1 
G 
Proof. Since 2 is fixed, we suppress it. F r o m  (3.2)' for r l  < r < r2, we get 
w" = - ~w '  w(l - -  W 2) > - -  ~W' 
r2A r2A = r2A , 
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We now choose numbers Wo, w2, w 3 satisfying 
--1 < W 3 < W 2 < W  1 < W 0 < 0  
(where wx is obtained from Lemma 5.4), and let 
c 2 = min { - w(1 - w2): w3 < w < w0}. (5.9) 
We recall that  there exists L > 0 satisfying (cf. Proposi t ion 5.1) 
(Aw'2)(r,2)<=L, if 1 < 4 < 2 ,  (5.10) 
for all orbits under  consideration. We shall now prove some lemmas. 
Lemma 5.6. Let 4 , / 2 ,  and suppose that there are positive constants B, z, and a 
sequence {rn} of positive numbers satisfying the following conditions: 
r . < B ,  (5.11) 
v( r , ,2 , )~0 as n ~ ,  (5.12) 
Wz <W(rn, 2n)<W 0 for large n, (5.13) 
r ~ ( 2 , ) - r , > z > 0  (cf. (5.4)). (5.14) 
Then there exists an integer N such that if n > N, v(r, 4,) = 0, and w 3 < w(r, 2,) < Wo, 
for some r = r(n). 
Proof. From (5.7), for rw3(2,)> r > r,, we have 
- 2 w  '2 w(1 - w  2) 
V r -  - - O - -  - -  
r F 2 
- -W(1  - - W  2) C 2 
r 2 ~ r 2 .  
Thus, integrating gives 
r'~st~") dr 
v(r~(2.), 2.) __> v(r., 2.) + c z ~ 
r n  
= V(rn, 2n) + c 2 (rw3 - r.) 
r.rw3(2.) " 
Now if for some k > 0, rw3(2.)< k for infinitely many  n, then 
C2-~ 
v(r,~(2n), 2n) >--_ V(rn, 2.) + ~ > O, 
for sufficiently large n. This inequality means that  we may  assume r~(2.)~<~. 
Thus for large n, rw~(2.)=> 2B. Then 
1 1 
v(r~( 2.), 2.) >= v(r., 2n) + 
r. rw3(;O 
1- 
____ v(r . ,2 . )+ ~ > 0  
for sufficiently large n. This completes the proof. []  
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We can actually s trengthen the last result by eliminating hypothesis  (5.14). 
Corollary 5.7. Let 2,/~ X and suppose that there is a positive constant B and a 
sequence {r,} of  positive numbers satisfying the following conditions: 
rn<=B, (5.11) 
v(r,,2,)--*0 as n ~ o o ,  (5.12) 
Wz <W(r,,2,)<Wo for large n. (5.13) 
Then there exists an integer N such that if n > N,  v(r, 2,) = 0, and w o > w(r, 2,) > w 3 
for some r = r(n). 
Proof. We need only show that  (5.14) holds. If r~3(~.) - r.  > 1 for infinitely-many n, 
then L e m m a  5.6 applies; we may  thus assume (without  loss of generality) that  for 
all n 
r~3(,~.)-  r .  < 1. (5.15) 
N o w  from L e m m a  5.4, #(r, 2,) > o- whenever  - 1 < w(r, 2,) < wl. F r o m  L e m m a  5.5, 
with rl=rw1(2.), r2=rw2(2,), we have w'(rw2(2, ) ,2 . )>-kr~(2, )  2, where 
k =  L- - (w l -w2) - l .  Since wl <0 ,  w"( r ,2 . )>0  if r>rw~(2,); it follows that  w'(r,2,) 
(7 
_>_ -- krw~(2,) 2. Thus 
rw~(;~.)- rw~(,L) = w3 - w~ 
w'(r  ' 
for some r = ~(2.), rw~(2,) > r > rw~(2.). Hence 
W 2 - - W  3 
rw3(~,) -- r. > rw~(2,) -- rw2(2,) >= ~ t '~ '2" 
But from (5.15) and (5.11) 
so that  
This completes  the proof. 
rw2(2,) < rw3(2,) < 1 + B,  
W 2 - - W  3 
rw3(2.)-- r,  > k(1 + B) 2 -- z.  
[ ]  
Proof. 
r< f ,  
We can now show that  Cases 1-4 above, are impossible. We begin with the easy 
case. 
Proposit ion 5.8. Case 1 (v~ > O, w'(r, 2-) bounded for r near f )  is impossible. 
2w'Z(r) 
Fo r  2 = 2-, set Q'(r) -  - - ,  Q(0)= 0. Then  Q(rO < o% and from (5.7), for 
r 
( e a r ) ,  = -w(1  - w  2) 
r 2 e Q < O .  
On the other  hand, eQ(')v(r) = 0 for r = 0, and r = f (Corol lary 5.3), so (eQv) ' must  
vanish for some r between 0 and f. This contradict ion establishes the result. [ ]  
We next  eliminate the case # < 0. 
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Proposition 5.9. Case 2 (~ < O) is impossible. 
Proof. First, suppose ~ = - 1 .  Since L e m m a  5.4 implies that  4~(r)>0 if 
- 1 <__ w(r) < wl ,  we see that  r2Aw" = - ~ w ' -  w(l - w 2) > 0 for - 1 =< w(r) < w 1. 
Hence w'(r, Z) is bounded  for r near  ~, and 
lim A'(r) = A'(r-) = 4~(r-)/~ 2 > 0,  
r..--v ~ 
which is impossible. We may  thus  assume ~ > - 1 .  
We shall use Corol lary  5.7 to show that  v(f, 2-) = 0 (cf. Corol lary  5.3) implies that  
v(r, 2) = 0 for some 2 < 2-, where w(r, 2) > - 1. 
By L e m m a  5.4, we choose wl < ~ such that  9 > a on - 1 < w < w~. N o w  choose 
Wo, w2, w 3 such that  - 1 < w a < w 2 < w~ < ~ < w o < 0. We shall now verify the 
hypotheses of Corol lary  5.7. To  this end we set r,  = ~for all n, and let 2,/~ 2. Then  
(5.11) holds, and from Corol lary  5.3, (5.12) also holds. Fur thermore ,  as w(f, Z) = ~, 
we see that  (5.13) holds. Thus  all the hypotheses  of Corol lary  5.7 hold, so that  for n 
large, v(r, 2 , )=  0, and w(r, 2 , )>  - 1 .  This completes the proof. [ ]  
In order  to rule out  the remaining Cases 3 and 4, we need the following result. 
(Recall that  we cont inue to assume that  we are in Case A.) 
Lemma 5.10. Assume that w'(r, 2) is unbounded for r near ~; then ~(~, 2-)<0. 
! v t  - -  Proof. If ~(f, 2-) = 0 > 0, we choose r,  ~ f such that  w (r,, 2) = - n, w (r,, 2) = 0 [-if 
w"(r, 2-) > 0 whenever  w'(r, X) = - n, then - n would be a lower bound  for w'(r, 2-)]. 
Since ~(r , ,2)w(r , ,2)  - ~ ,  this would violate (3.2)'; hence ~(f,2-)~0. [ ]  
Our  next  goal is to strengthen this last result. 
Proposition 5.11. Assume that r > O, and that w'(r, 2-) is unbounded for r near ~; then 
~(~,X)=0. 
Before giving the proof,  we will need the following lemma. [This lemma would 
be trivial if 9 were a cont inuous  function of  w and 2. But we must  work  harder  
because w' is unbounded  near  (~, ~-).] 
Lemma 5.12. Assume that v~>O, w'(r,2) is unbounded for r near f, and q)(~,2-) 
= - 2 0 < 0 .  Then there exists e>O, and 6 > 0  such that 0 < 2 - - 2 < 6 ,  and 
Iw(r, 2 ) -  ~l < e, imply ~(r, 2) < - 0. 
Consider  first the case ~ > 0. Let  2 < 2-, and consider (3.16) in the region Proof. 
w > 0 :  
2(1 -- wE) 2 4w(1 - w 2) w' 
+ 2Aw '2 q- (o'(r)- r2 r 
2 
< 2Aw '2 + 
2 
< 2L + - -  (5.16) 
r 2 
where we have used (5.9). Choose  r l ,  f > r l  > ~  such that  bo th  of the following 
hold:  
9 (rl,2-)< ~ 0 ,  and -w ' ( r l , 2 - )>  
4k 
-0-" (5.17) 
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Choose 6 >0  such that 0 < X - 2  < 6 implies that the following hold: 
9 (r~, ,~) < - ~0 ,  (5.18) 
2k 
-w'(rt, 2)> --if, (5.19) 
w(r 1, 2) > ~ .  (5.20) 
For 0 < 2 -  2 < 6, define ro(2) by [cf. (5.4)] 
w(ro(& 4) = 0.  (5.21) 
[Note that this implies that (5.16) holds for r <  ro(2). ] 
Now suppose that for some r, r 1 < r < to(2), 0 < 2--2_< 6, we have O(r, 2)= - 0 ;  
let r2(2) be the first such r-value. Then for r ~ < r < r2(2), and 0 < ~-- 2__< 3, (5.16) and 
(5.18) give 
9 (r, 4) = O(ra, 2) + i ~'(r, 2)dr 
I" 1 
____ - 30 + k(r~(2)-  r , ) ,  (5.22) 
f 
with k = 2L + 8/f 2, and where we have used the fact that r >  rl > ~. Now on this 
k-range, 
- 1 < w(r2(2), 2 ) -  w(r, 2) = w'(~, 2)(r2(2)- rl) 
for some ~ = ~(2), rl < ~ < r2(2). Then on this interval, ~(r, 4) < 0, and so (3.2)' shows 
that w"(r,2)<0, so w'(rl,2)>w'(~(2),2). Thus from (5.22), for 0 < 2 - - 2 < 6 ,  
45(r, 4) < - 3 k 
= ~ 0 -  w %  4) 
k 
< - 3 0  w'(rl, k2) 
3 kO <=-~o-~ 
< m0, 
where we have used (5.19). This is a contradiction. Hence for 0 <  2 - - 2 <  6, 
9 ( r , 2 ) < - 0  if rl<r<ro(2), 0 < 2 - - 2 < 6 .  (5.23) 
On the other hand, from (5.20), we see that for 0 < 2 - 2 - < 6 ,  w(rl ,2)>#,  and 
w(rx,2-)># because r~ <K If we set 
wl =inf{w(rl, 2): 0 < 2 - 2 < 6 } ,  
then wx>#,  and thus from (5.23), if 0 < 2 - - 2 < 6 ,  O(r,2)< - 0  if O<w(r,2)<wl. 
This completes the proof of the lemma in the case # > 0. 
If # = 0 ,  we make the following modifications in the proof. We choose r I as 
before, satisfying (5.17), and in addition, so as to also satisfy w(r~, 2-)< ~. Then we 
can find a 6 > 0 such that if 0 < ~--2 < 6, (5.18)-(5.20) hold, and in addition 
w(rl, 2) < 88 (5.24) 
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Now choose e > 0  so that both of the following hold: 
1 8• 2 
e < ~  and ~ <0 /4 .  
Then from (3.16), for w(r,2)> -e ,  and r > r l ,  
4)(r, 2)= ~(r 1, 2)+ i (2w'2Aq 2(1-w2)  2 ) 
rl \ r~ dr 
ro(~) 4w(1 - w 2) ~. 4w(1 w 2 ) 
+ ~ - - w ' d r +  J w'dr 
r l  r to(2) r 
< - ~ O + k ( r - r O +  i 4w(l-W2)w'dr. (5.25) 
toO,) r 
Suppose that for some r > r 1 with w(rl, 2)> e, we have q~(r, 2)= - 0 ;  let r2(2 ) he the 
first such r-value. Then for rl <r<r2(2) ,  as before 
w(q,2)-w(r,2) 1 0 0 
( r -  rO < - w'(rl, 2) < 2 2k = 4k" (5.26) 
Thus from (5.25), with r = r2(2), 
3 0 ,2~a) 4w(1 - -  w 2) 
9 (r2(2), 2) < - ~ 0 + ~ + a w'dr 
ro(2) r 
50 w(,2(~1.4) 4w(1 - - w  2) 
- 4 + ! f/2 dw 
8 2  < ___50 + - e  
4 r 
5O 0 
where we have used (5.24). This contradiction shows that if ~ = 0, then ~(r, 2) < - 0 
if -e<w(r ,2)<wl,  for 0 < 2 - - 2 < 6 ,  where wl is defined as before (in the ~ > 0  
case). This completes the proof of Lemma 5.12. []  
Notice that under the hypotheses of Lemma 5.12, we have found an e > 0 such 
that if ~ > 0, then 
9 (r, 2) < - 0, whenever ~ -  e < w(r, 2) < v~. (5.27) 
To complete the proof of Proposition 5.11, we need one more lemma. 
Lemma 5.13. Suppose that for 0 < ~ - - 2 < 6 ,  there are constants a>b, k>0 ,  and 
R, > 0  such that the following hypotheses hold: 
9 (r, 2) < -- k if b < w(r, 2) 5 a, (5.28) 
ra(2)<-R1, ( 5 . 2 9 )  
lim -w'(ra(2), 2) = + ~ .  (5.30) 
~, ..-v2 
7hen there is a 2 < 2 - a n d  an ra=r3(2 ) such that b<w(r3,2)<a and 
lira - w'(r, 2) = + m. 
r ~  r3 
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Proof. The  idea is to use the fact tha t  given any  e~ > 0 ,  solut ions of  the inequali ty 
y'> c2y 2 blow up in t ime < (e~ + to), p rovided  tha t  y(to) is sufficiently large. 
We  can find a convergent  sequence r a ( 2 , ) ~  < R1, for which l im - w'(ra(2,) , 2,) 
. - -~ O9 
= + oo. N o w  choose N so large tha t  n > N implies that  
, 2 
-W(ra(2, ) ,2 . )>max(~,  a - b ) .  
Then  at  r = r~(2,), (3.2)' gives 
r~(2,)2Aw " = - ~w' - w(1 - w 2) < kw' + 1 < 0 ; 
hence w"(r~(2,), 2n) < 0 SO w"(r, 2n) < 0 for b < w(r, 4,) < a, and  - w'(r, 4,) satisfies 
- w ' ( r ,  2 . )>  m a x  ( ~ ,  a - b ) ,  (5.31) 
for rb(2.) > r > r.(2.). Then  for some 4, rb(2.) > ~ > ra(2.), 
b - a  
r b ( 2 . ) -  r.(2.) = - -  < 1, 
w'(~, 2.) 
rb(2,) < R 1  + 1, (5.32) 
for n > N. Using (3.2)' again, for n > N, and rb(2,) > r > ra(2,), 
_ 9 _ w ( 1  - w 2 )  
dw' w' - ~/2 
dw r2 A = r2 A 
k W t2 
> 
= 2(R1 + 1) 2 ) lw '2 
k 
> W t2 ~- C2W t2 
= 2(Rx + 1)2L 
where we have  used (5.9) and  (5.31). N o t e  tha t  c 2 is independent  of  4. Thus  if we 
take n sufficiently large [so as to m a k e  - w'(ra(2,), 4,) as large as we please],  we see 
tha t  - w ' ( r ,  2,) will b low up for some r with rb(2n)> r > ra(2,). This  completes  the 
p r o o f  of  L e m m a  5.13. [ ]  
We  can now complete  the p roo f  of  P ropos i t ion  5.11. Assume ~(~, X) = - 20 < 0. 
The  idea is to use L e m m a  5.13. F o r  this, we set a = ~, and  b = v~ - e, see (5.27). Then  
(5.28) holds (with k = 0, f rom L e m m a  5.12) and  (5.30) clearly holds. T o  show (5.29), 
we choose N > 0 such tha t  - NO + 1 < 0. Then  choose e > 0 and  ~, ~ >  ~>  f /2 so tha t  
w'(L 2-) < - 2N and w < w(?, 2-) < ~ + 2e. Then  choose 6 so tha t  0 < 2 - -  2 < 6 implies 
tha t  w'(~, 4) < - N and - 1 < w(~, 4) < ~ + e. F r o m  (3.2)', we have  at r = ~, for these 4, 
~ 2 A w " = ~ w ' - w ( 1 - w 2 ) < - k N + l < O .  Thus  w"(L2)<0 ,  and  so w ' ( r , 2 ) < - N  
prov ided  tha t  b < w(r, 4) < v~. Thus  for 0 < 2 - -  2 < 6, 
ra(2 ) _ ~ _  w(r, 4) - -  W(ra(2), 4) 2 
w'(~, 4) < ~ '  
and thus (5.29) implies 
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2 
where f <  ~ < ra(2). It follows that for 0 < 2- -2  < 6, ra(2 ) < ~ + ~ ,  and this proves 
(5.29). We have thus verified the hypotheses of Lemma 5.13. The conclusion of this 
lemma gives us the desired contradiction. This completes the proof of 
Proposition 5.11. []  
We can now rule out the case ~ > 0 with w'(r, 2) unbounded for r near ~. We will 
apply Lemma 5.13 to show that -w'(r ,  2) blows up for some 2 < 2. 
Proposition 5.14. Case 3 ( ~  > O, w'(r, Z) unbounded for r near ~) is impossible. 
Proof. From Proposition 5.11, we may assume that ~(L 2-)= 0. Choose q, so that 
0 < q < ~. We now prove some lemmas which we shall use to verify conditions 
(5.28)-(5.30) in Lemma 5.13. 
Lemma 5.15. I f  ~ > O, and w'(r, X) is unbounded for r near ~, then given N > O, there 
exist e > O, and 6 > 0 such that if 0 < Z -  2 < 3, and r 1 < w(r, 2) < ~ + e, then w'(r, 2) 
< - N and w"(r, 2) < 0. 
Proof. Choose N1 so large that both of the following hold I-cf. (5.9)]: 
2 8 2qN1 
N~- < ~ and 2L+~2 e < - 2 .  (5.33) 
We claim that for ~/2<r<2~, and 2<2 ,  that if w'(r,2)< - N 1 ,  we have ~'(r,2) / 
< - 2  provided that w(r, 2)> ~/. ( T o  see this, note that from (3.16) 
~'(r, 2) = 2w'2A + 2(1 -r 2W2) 2 "[- 4w(1 --r w2)w' < - 2  
in view of (5.33). Next we claim that for 2<2 ,  if for some rl, ~ < r l  <f ,  w'(rl,2) 
< - N1, w"(rl, 2) < 0, and w(rl, 2) > #, then for r > rl, w'(r, 2) decreases as long as 
w(r, 2)>t/. To see this, suppose that there were a first point r 2 > rl for which 
w"(r2, 2) = 0. Then 
r 2 - - r l <  w(rx,2)--w(r2,2 ) < 2 
N1 = N I '  
so that ~/2<r2<2~, in view of (5.33). Then differentiating (3.2)' gives 
(suppressing 2) 
rZ A(r 2)w'(rz) + [~'(r2) + (1 - 3w2(r2))]w'(rz) = O . 
Since w ' ( r z , 2 ) < - N x ,  our earlier claim gives ~ ' ( r 2 , 2 ) < - 2  so that 
[~'(rz) + 1 - 3w2(r2)] < - 1 and thus w"(r z, 2) < 0. This contradiction shows that 
no such r 2 exists, and proves our second claim. 
Now given N > N 1 ,  we can find e > 0  such that w'(r~+~(Z),Z)<-2N and 
w"(r~+~(Z),~)<O. Then for 2 near 2, say 0 < 2 - - 2 < 6 ,  w'(r,v+~(2),2)<-N, and 
w"(r~ +~(2), 2)< 0. Applying our last claim (with N~ replaced by N) shows that for 
0 < ~ - - 2 < 6 ,  w ' ( r , 2 ) < - N  if r,(2)>r>r,~+~(2). []  
Lemma 5.16. I f  ~ > O, and w'(r, 2) is unbounded for r near ~, then there exists a k > 0 
such that if 0 < Z -  2 < 6 then ~(r, 2) < - k if 0 < w(r, 2) < q. (Here 6 is as in the last 
lemma.) 
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Proof. Since A(~, Z-)= 0, we have [cf. (3.6) 3, 
o = ~(~, 2-) = ~ -  (1 - ~ ) ~  (1 - ~ ) ~  > ~ -  - -  = 2k. 
f 
By continuity, there exists ~, > 0 such that if Ir-r-] < el, then r - ( 1 -  rl2)2/r < - k .  
Thus for O-< w<r l, 
(1 -- w2(r, 2)) 2 (1 _q2)2 
9 ( r ,2)<r  < r  - - < - k ,  
r r 
1 1 
provided that I r - f l  <el .  Choose N, such that ~ < ~ei,  and - N k +  1 <0.  Now 
from Lemma 5.15, for 0 < 2 - - 2 < 6 ,  
w'(r,(2), 2) < - N and w"(r,(2), 2) < 0. 
Thus w'(r, 2)< - N  for r slightly larger than r,(Z); say r~(2)< r < rl. Then as 
0 < r  i - r , ( 2 ) <  2 < e l ,  
we have O(r,2)< - k  for r~(2)<r<rl and thus for 0 < 2 - - 2 < 5 ,  and r~(2)<r<r l  
(again suppressing 2) 
r2A(r)w"(r) = - ~(r)w'(r)- w(r)(1 - w2(r)) 
< - N k + l  < 0 ;  
hence w"(r, 2) < 0, so w'(r, 2) < - N, and we may repeat the argument to conclude 
that O(r, 2) < - k for 0 < w(r, 2) < 1/, provided that 0 < 2-- Z < 6. []  
We can now complete the proof of Proposition 5.14. In order to apply Lemma 
5.13, we set b=0 ,  and a=r/.  From Lemma 5.16, for 0 < 2 - 2 < 5 ,  we see that (5.28) 
holds, and Lemma 5.15 implies (5.30). Thus the proof will be complete provided 
that we show r,(2) is bounded above, on this range of 2's. But this is easy; 
namely, since r,, +~(2) is bounded for 1 < 2 < 2-, and 
~ + e - r l .  < 1 
r . -  r~ +. = _ w'(r 2) = N 
[where r = r is an intermediate point], we see that (5.30) holds. Thus using 
Lemma 5.12, we obtain the contradiction -w'( r ,2)  blows up in the region 
0 < w < q .  The proof of Proposition 5.15 is complete. []  
Finally, we shall rule out the case ~ = 0 and w'(r, 2) is unbounded for r near ~. 
Proposition 5.17. Case 4 ( v~=0, w'(r, 2-) unbounded for r near f)  is impossible. 
Proof. From Proposition 5.11, we may assume that ~(~, 2-)= 0. Notice that A(f, 2-) 
= 0 = ~ implies that f = 1. Under these hypotheses, we have the following Iemma. 
Lemma 5.18. I f  there is an q > 0 such that w(r,, 2.) = - 1/for some sequence (r,, 2,), 
where 2. ,~ 2-, and the r.' s are bounded, then for sufficiently large n, there exists an ~, 
such that (Aw')(r',, 2n)= 0, and - 1  < w(rn, 2n)< O; i.e., Proposition 5.17 holds. 
Proof. We shall show that the hypotheses of Corollary 5.7 hold. Thus, by 
hypothesis, there is a B > 0  such that r ,<B;  hence (5.11) holds. Now choose w o 
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satisfying - t / < W o < 0 ,  and W a < W z < W l < -  q, where wl is obtained from 
Lemma 5.4. Then clearly (5.13) holds. It remains to prove (5.12). Now if w(1, 2,) < 0 
for infinitely-many n, then since (5.6) implies that v'(r, 2n) > 0 if r > ro(2n), we have, 
for large n, 0 > v(r, 2n) > v(1, 2,). Since v is continuous (Corollary 5.3), v(1, 2")-~0 so 
(5.12) holds. We may thus assume that w(1, 2 , )>0  for all n. Now let 5 > 0  be given. 
Choose 6 > 0  such that w(1 -6 ,  2)< 5/2; then for n large, w ( 1 -  6, 2 , )< 5. Hence 
ro(2.) 
O>=v(rn,2.)>v(ro(2.),2.)=v(1,2.)+ ~ v'dr 
1 
,o~*.~ _ w(1 - w 2) d r  > v(1,2.)+ ! 
1.2 
ro(2n) 
> v(1, 2.)+ I - w d r  
1 
> v(1,2n)-- BW(1, 2") 
> v(l, 2n)-  Bw(1 - 6, 2n) 
> v(1, 2,,)- Be. 
Since v(l, 2")--*0, and 5 was arbitrary, we see that V(rn, 2,)~0.  Thus Corollary 5.7 
can be applied to show that for n large, there is an f, such that v(f,, 2 , )= 0, with 
- 1 < w(f., 2,) < 0. This contradiction completes the proof. []  
We now return to the proof of Proposition 5.16. In view of our last lemma, we 
may assume that if r" is a bounded sequence and 2, ,z 2, then limw(r,, 2,)__> 0. This 
can be used to give the following statement: 
If r, is a bounded sequence satisfying l i m r ' > l ,  
and 2n~2-, then limw(rn, 2n)=O. (5.35) 
n--~ oD 
[For, given 5> 0, there exists a 6 > 0  such that w(1-6 ,  Z)<5/2. If n is large, 
w(l - 6, 2n) < 5, and r n > 1 so that w(r', 2,) < w(1, 2") < w(1 - 6, 2n) < e. On the other 
hand, our earlier statement shows that l imw(r, ,2")>O>-5.] We now 
have. 
Lemma 5.19. Given any sequence 2" ,~Z, and any B> 1, there is a subsequence 
2nk, and a sequence rk---~B such that (W(rk, 2nk), w'(rk, 2"~))~(0, 0)as k ~  oo. 
Proof, We have, for any k e Z + ,  
w(B, 2 . ) -  w B -  ~, 2. = -k w Cn, 2.), 
1 k 1 
for some if, B - ~  < ~n<B. For  large k, B - ~  > 1, so that (5.35) implies that 
w'(ff, 2")~0 as n ~ oo. Thus there is a subsequence {~n~} C {if} such that Iw'(~,k , 2n~)l 
1 
' ~ = B ,  ~,k = B; < ~. Thus w (~,~, 2"k) = 0 and since k-.oolim we have k-.o~lim thus (5.35) 
implies that lim w(ff, 2n~)= 0. This proves the lemma if we set rk = ~nk. []  
k " *  oo 
Using this last lemma, and passing twice to subsequences, we produce 
sequences 2,,r,,s, satisfying r ,~2 ,  s '~3/2,  2"/~2 -, and such that both of the 
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following hold: 
(w(s,, 2n), W'(S,, 2,))~(0, 0), (5.36) 
(w(r., 2,), W (r,, 2,)) (0, 0). (5.37) 
We thus have (by passing to a further subsequence, if necessary) a sequence (r,, 2,) 
such that 
(w(r,, 2,), w'(r,, 2,)), A(r,, 2,), r ,)~(0, 0, .4, 2). 
Consider first the case .4>0;  i.e., 
lim A(r,, 4,) = A > 0. (5.38) 
. ---~ oo 
In this case we have an explicit solution to Eqs. (3.1)', (3.2)'; namely, we(r)-O,  
5 
1 c,  where e-- - 2.4. This solution is even defined for all We(r ) = O, ae(r) = 1 + r--- s - r 
complex r # O. We shall obtain a contradiction by showing that on the one hand 
(this is merely the continuity of w as a function of 2), and on the other hand, 
0 
. ' - ~  oo 
From standard results, the solution (A, w) of (3.1), (3.2) is an analytic function of 
both r and 2, if A > 0, see e.g. [-6, p. 73], and the appendix. 
We proceed now with the details. The orbit of the explicit solution through the 
point Pe = (0, 0, A, 2) in (w, w, A, r)-space is 0, 0,1 + r2 r '  r , where c = 
{ > c >  ~. If we consider r as a complex variable, then the two-point set rell;:  
1 c = 0 does not separate the point r = 2 from the point r = ~ Hence we I+V-;
1 
may choose a compact contour 7 joining r = 2  to r = ~ -  6 and such that Ae(r) 
1 c 
= 1 + ~- - r + 0 for r ~ ~. If p is any point in R4 sufficiently close to Pc, then the 
orbit through p, (w(r), w'(r), A(r), r), will be close to the explicit solution for r e ~ by 
continuous dependence on initial conditions [6, p. 73]. In particular, the orbit 
through p will have A(r)> 0, and w ~ - w e  ~ small. Taking 2, close to 2 
/ \ 
= (w(2, 2,), w'(2, 2,), A(2, 2,), 2) arbitrarily close to Pe, and hence w ( 1 ,  2,)  yields P, 
\ / 
arbitrarily close to W e ( ~ ) = 0 .  But W ( ~ ,  2 , ) i s  also close to w ( ~ ,  2-)>0.  This 
is a contradiction. This completes the proof in the case A > 0. Now consider the 
case A = 0 ;  i.e., 
l i m  A(r,, 2,) = 0 ( r ,~2) .  (5.39) 
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Now if lim A(sn, )~n) > 0, then just as above, we can arrive at a contradiction; hence 
n--+ o0 
we may assume that we also have 
lirn A(s,, 2,) = 0 (s,-o 3/2). (5.40) 
We will show that it is inconsistent to have both (5.39) and (5.40), by using (3.4), 
(reQA) ' =  (1 (1--W2)2.x~ 4 5 
and showing that - w'(r, 2.) =< const on the interval 3/2__< r < 2, for large n. For this 
we need the following lemma (cf. (3.8) with c = ~) .  
Lemma 5.20. Define g(r, 2) = 3 r2 - (1 -- w2(r, 2)); then for large n, the following 
statements hold: 
C) (i) g 
( i i)(g+2(1-w2)2+r2Aw'2)(r,2,)>k>O, ifl.l<=r, wherekisaconstantinde - 
pendent of n and r. 
Proof. We have 
1 
But from Lemma 5.18 passing to a subsequence if necessary, we may assume that 
lim wE ( 3 ) , - ~  ~ , 2 ,  =0=,.~lim w2(1.1,2,), 
and thus (i) holds. For (ii), writing u = 1 -  w 2 gives at (r, 2,), 
2 r 2 2 2 g +  -~u2 +r2Aw'2> ~ - u +  -~u 
r 2 3 
= 3  8 
9 .68 -9  0.68 
= > - - >  - k > 0 ,  
24 = 24 
2 
3 if 0 < u < 1. This proves (ii) and completes the proof fir__> 1.1 because ~ u2 _ u ~  - -  
of the lemma. 
As a consequence of part (i) of the last result, we have the following corollary. 
3 
Corollary 5.21. g'(r, 2,) > 0 for -~ < r < 2 if n sufficiently is large. 
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Proof. From part (i) of the last lemma, we see that for sufficiently large n, there is a 
3 
~n, 1.1 < 4", < ~, for which g'(r 2",) > 0. Also, from (3.13), with c = 3 '  we have that g 
satisfies the equation [- 
2 -I r2Ag " + ~g' = 2 Lg + 2 2 ,2. 5 ( 1 - w ) + r  aw J ,  
so that if P ' =  ~/r2A, we may write 
2 
(eVg')'= r-~eV[g + ~ (l - w2)+ r2Aw'2 ] . (5.41) 
Using part (ii) of the last lemma, we see that (ePg') ' > 0 if r > 1.1. Thus for large n, say 
3 
n>N,  g'(r,2n)>0 if ~ <r=<2; i.e., for n>N,  
3 < 2 [] (5.42) r>-3(ww')(r,2n), if ~ < r  . 
3 
Now consider the function #. Using (3.16) we have, for 2 =  2~, and ~ < r  < 2, 
#, = 2(1 - w2) 2 4w(1 - w2)w ' 
+ + 2w'2A 
r 2 r 
> 2(1 -w2) 2 4w(1 -w2)w ' 
~--- r 2 + r 
> 2(1-w2) 2 ~ 4 
= r= - (1 - w 2 ) >  3 '  
where we have used (5.42); thus 
3 < r < 2 .  ,t,'(r, 4 . )  > - ~ ,  if  
1 
Now as #(r) = r(1 - A ) -  (1 - w2)/r > r(1 - A ) -  - ,  we have 
r 
> - -  A 2,, 
= 6  2 ' " 
3 3 
Thus for ~ _<_ r__< 2, if n is large, we have for some a',, ~ < a.  < 2, 
_ 3  3 ) 
3 3 4 
3 3 = 6  > 5 ~ A ( ~ , 2 " , ) _ ~ ( 1 )  
> 8 > 0 ,  
(5.43) 
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(rAe~ (1 
3 
Thus for ~ < r < 2, and 2 = 2,, n large, 
where we have used (5.43) and (5.40); here 6 is independent of n. Now for large n, 
say n > N I > N ,  - w '  ,2 ,  < ~ ,  so if ~-<r__<2, and 2=2 , ,  n large, we have 
from (3.2)', 
r2 Aw " = - ~w' -- w(1 - -  W 2) > t ~ (  - -  W t)  - -  1. 
1 3 
Thus if w'(r, 2.) = ~ for some r, ~ < r < 2, then w"(r, 2,) > 0 and this is impossible. It 
1 3 
follows that -w ' ( r , 2 . )<  ~ if ~ __<r<2, and n>N~.  Then if 
2W '2 r 
Q(r, 2) = I - -  ds, 
3 / 2  S 
we have, from (3.4) for 2 = 2,, and ~ __< r__< 2, 
(1 - w2)2~ 5 
e Q > - 
r 2 ,] = 9" 
so that for large n 
-3) 
2A(2, 2 t >  5e-e(2'a") 1- 
" =  9 2" 
1 
But as -w'(2,  2,)< ~, we see that Q is bounded near r = 2, and hence 
lim A(2, 2,) > 0, 
n---~ oo 
thereby violating (5.39). This completes the proof of Proposition 5.16. 
We have thus proved that Case (A) cannot occur. Thus Case (B) holds so that 
the orbit (w(r, 2-), w'(r, 2-)) stays in the region F =  {w2____ 1, w'N 0} for all r > 0, and 
A(r, 2.)> 0 for all r > 0. In the next section we shall prove that 
lira (w(r, 2), w'(r, 2), A(r, 2-)) = ( -  1, 0,1). 
r ~ ct? 
6. Concluding Remarks 
In this final section, we shall show that when 2 = 2-, the corresponding Einstein 
metric is asymptotically Minkowskian , and the total mass is finite. 
Proposition 6.1. I f  (w(r, ~-), w'(r, 2)) is a bounded non-singular orbit o f  (3.3)-(3.5), 
which stays in w E < 1, w' < 0 for r > O, then 
lira (w(r, ~-), w'(r, 2-), A(r, 2-))= (-- 1, O, 1). 
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Proof .  Since ~-is fixed, we shall suppress the 2--dependence in what  follows. 
Since w'(r) < 0 for all r and wZ(r) < 1, we see that  lim w(r) exists, and lim w(r) 
~---~ oo 7 - - * 0 0  
(1 - w 2 )  2 
> - 1. Also as ~(r) = #(r) - -  [cf. (3.6)], and #' > 0 [cf. (2.14)], it follows that  
r 
9 (r) > a > 0 for some a > 0, for all sufficiently large r. F r o m  (2.14), # satisfies the 
equat ion 
(1 -w2)  2 
#' = 2 A w  '2 + r ~ 
Thus since w'(r)> - c  2 for some c > 0 and all r > 0, 
1 
if(r) < 2c2(-- w') -~ r2 ,  
1 
I~(r) < #(ro) + 2c2(w(ro ) -  w(r)) + - -  
ro 
1 
--< #(r0) d- 4C 2 -t- - - ,  
ro 
so that  the total  mass is finite; cf. Sect. 2. Thus  
l i m A ( r ) =  lim ( 1 - ~ ) = 1 .  
r - -*  oo r - + c c  
N o w  suppose that  lim w(r) > 0; we shall show that  this is impossible. Thus  if not,  
note  tha t  f rom (3.5), (ePw') ' <0 ,  and also eew'<O,  so eew ' has a negative limit as 
r--+oe. Since # is bounded,  it follows easily that  9 is bounded  [cf. (3.6)], and as 
A ~  1, e et~ is bounded.  Hence eew ' has a strictly negative finite limit, and thus w' 
tends to a (finite) negative limit as r ~  oe; say w ' ( r ) ~ - L  2. But then as 
w ( r ) -  W(ro) = i w'(s)ds < - L 2 ( r -  ro) 
r o  
we see that  w cannot  stay positive. This contradic t ion shows that  the orbit  (w, w') 
cannot  stay in w > 0 for all r. It follows that  
lim w(r) < 0.  
N o w  since w" > 0 for large r (since 9 > 0), we see that  lim w'(r) exists, and this limit 
r ~ c o  
is < 0. But by what  we have just  seen, 
lim w'(r) = O. 
r--~ oo 
Also, lim w(r) > - 1 cannot  hold  for if it were true, then as follows from (3.4) for 
r --+ oo 
large r, we would have 
r2Aw " = - Ow' - w(l - w 2) > - w(1 - w 2) > const  > 0. 
r 
Thus as A is bounded  from below, w"(r)> ~ for large r, where c + 0. Then  for 
large r, 
oo oo r C 2 
--w'(r)= w/(~)--W'(F)= ~ w"(s)ds=> I ~ds= T ' 
r r 
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but this is impossible since it implies that w' is non-integrable. Hence 
lim w(r)= - 1, 
r--~o0 
and the proof is complete. []  
Corollary 6.2. I f  2 = 2, then lira R(r) = 1 (cf. Eq. (2.2)). 
r--4 oo 
Proof. We have seen that #(r) is bounded, and as R(r)= 1 - , the result 
follows. 
As a consequence of this last result, we see that the metric (2.2) will be 
asymptotically flat provided that for 2 = X, the solution T of Eq. (2.7) satisfies 
lim T(r) = 1. 
r - ~ o o  
This will be demonstrated in the next theorem. 
Theorem6.3. Let (w,A) be the solution of (3.3)-(3.5) satisfying (4.1). Then the 
corresponding metric (2.2) is asymptotically Minkowskian; i.e., T(O) can be chosen 
such that 
lira T(r)= 1 = lim R(r). 
r--+ oo r---~ oo 
Proof. To see that T(r)-~ 1, we first recall that T satisfies (2.7). If we write (as before) 
A = 1 - #/r, then the equation for T is 
F "W2)2r2 --1)1 T 2rAT'= [!1 _ Aw,2 +( A 
= [ -  2Aw '2 -- O/r] T. (6.1) 
An easy calculation shows that T'(0)= 0, but T(0) is free. If 
1 [ - 2 A w  '2 Oir21, 
L- ; 
then it is not difficult to show that ~p e LI(O, oo), and (6.1) implies 
r 
T(r) = T(0) exp I to(s)ds. 
0 
Thus choosing T(0)=exp[- ~o tp(s)ds], implies that T( r )~ l  as r~oo .  []  
Corollary 6.4. For the solution (w(r, X), A(r, 2)) of (3.1), (3.2), the corresponding total 
mass is finite. 
Proof. This is merely the statement that #(r, 2) has a finite limit as r - ~ .  
7. Appendix 
We outline here a proof of the local existence of solutions of (2.6), (2.8), (2.11), 
(2.12), for each 2 ~ R.  (This is not a trivial exercise since these nonlinear equations 
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are singular at r = 0.) We shall also show that the solution depends continuously on 
2, and is analytic in r > 0. 
We set 
w(r) = 1 --  2 r2 -4- v(r) , z - -  v' , 




# ' = 2 ( 1 - ~ ) ( z - 2 r )  2+ (l --W2)2/.2 
2+~t In what follows, we as sume  2 > 0  is f i x e d .  We assume that v~ Cooo[0,R], 
z, # ~ '-/oo'l +,rn,,,, R]; here the zero subscripts denote v(0) = v'(0) = v"(0) = 0, and so on. 
We rewrite (7.1) as integral equations, and seek a local solution via iteration: 
r 
~(r) = S z(s)ds ,  
o 
-wV .] 
- 1 ) + ( z - , ~ s ) [ ! l  2 W(W 2 
(1 - w2) - l .  
We abbreviate (7.2) as (~, ~, fi) - T(v,  z, w). 2 + at I + at 1 + at LetX=(Cooo • Coo x Coo ) [0 ,R] ,and 
define norms on X as follows: Fix ~,b in (0,1), then set 
Ivl2+~=b sup v " ( r 2 ) - v " ( r l ! ,  
rl*r2 ( r~- - r lY I 
Izlx+at= sup y ( r2 ) - - z ' ( rO-  
rl*r2 (r2--rl) ~ ' 
SU I/'t'(r2)-- #'(rl) , 
t.l +o= rl,  2 I 
and 
II(v, z, ~)ll ~-II(v, z, ~)llx =max(Iv[2 +at, Izll § I~h § 
Fix a real number 0>0,  and assume II(v,z,~t)ll <~; i.e., ( v , z , # ) z B ~ ( X ) .  We shall 
indicate that for small R (R independent of 2 on compact 2-intervals) the following 
hold: 
a) T(Bo) C B o, 
b) T is a contraction; 
these will imply local existence in the space X. 
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To show a), we first note that  it is straightforward to verify that if, ~, fi) 6 X. To 
show a)and  b), we observe that by L'Hospital 's rule, ( 1 -  ~ ) ~ 1  as r ~ 0 .  Next 
we need the following lemma. 
Lemma7.1.  a) I f  v~C~'[O,R],  then v < b( l+~) (2+a)"  
b) lfv~C~+'[O,R],then v < i l + a ) "  
R 1 + a  
c) I f  v~C~+~[O,R], then Iris< Ivl~+~. 
= l + a  
d) I f  gEC~[O,R], then [g[o~_<R'lg[~. 
e) I f  f ~C~[O,R] and ~<fl, then ]fl,<=R#-~[f[p 
f) I f  f,  g ~ C'[O, R], then [fgl, =< [f[~ [g[ o~ + If[ 0o Igl,. 
Proof. For  a), we have 
v(r) ' ~(~ 
r = !v'(tr)dt= o \o  dv'(str)ds ds~jdt 
1 1 
= ~ ~trv"(str)dsdt, 
0 0 
SO 
v(r2) v(r9 ' '  
- ~ t[v"(strz)- v"(strl)]dsdt q !o 
1 =(rz-r,r! }. rv"(str  -"(strj], o'k~-Jtsoasat. 
so that 
v(r9 v(rO I 
r~ r~ ~lv]2+~ J1 J~s~t 1 +~dsdt 
(r2--rl) ~ b o o 
_ Iv l2+= 1 1 
b ( a + l )  (a+2)"  
The proofs of the other statements are similar. [] 
Using this lemma, it is straightforward to~ show T(BQ)CB~ if R is small (R 
independent of 2 on compact  2-intervals); we omit the details. To show that T is a 
contraction for small r, we consider the differential dT evaluated at a point 
(v, z, #) e X, and show that H dTII < c < 1, if R is small (again R is independent of 2 on 
compact  2-intervals); here IldTl[ is defined by 
IIdTll = sup lid( .... u)T( a, P, v).ll 
I1(~, B, ~)l l  = i 
= max sup lid( .... .)(hi~ T)(~,fl,~ll, 
i= 1,2,3 II(~,fl,~)ll = 1 
where ~=nloT(v,z,#), ~=~2oT(v,z,#), ~=n3oT(v,z,#), and (~,fl , :)~X. To 
illustrate, we have nl o T= ~ so 
= i ~(s)ds, 
0 
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SO 
r 
Id(~h o T)(07,fl, T-)I2+= = ! fl(s)ds 2 += =blflh+~bf107,/~,Y]l < 1. 
Also 7g 2 o T =  fi, so 
_l 
Id(~3~ = 0 7 + - ~ z z ~ + ~ 7  +~ 
We may  write 
d ~ ~ ~s ~ (z -  ~s)2ds, o1 = d/~( .... u)(O,O,~)=~i#(/),z,#+tf)t=o=~-#Y=i 
tr2 =dft(v'z'")(O' fi' O)= i 4 ( 1 -  ~ ( z -  2s)fl(s)ds / 
0-3 = d/~( .... ,,o(07,0,O)=i~(l-wZ)(-2w)07ds, 
and 
[d(v, z,~)(~ 3 o T)(~, fl, ?)11 +~ = [~1 + ~2 + ~311 +~ 
- 2 ( z - x s ) 2  +4 1 w2) 
s - ;  9 
We can estimate each of these terms separately. (In what  follows, C's will denote  
constants  depending only on Q, and 2.) Fo r  example,  
(1 r--W 2) g~W ~ (]--W2)W Y~a * W ( l : W  2) 
(7.4) P 
r oo r aroo 
/~ 2 /~2 /)2 2v . 
N o w  as w = l - ~ r  +v ,  ( l - w a ) / r = ~ - r  2 + 7 - 2 r + ~ - - z r / ) ,  and since 
(w2-1)/reC a+', we see [w(1-wa)/r]~<C. Then  using L e m m a  7.1c and e, 
07 1 R 
r ,  < ~-+-1 10711+'< ~-~107[z+=; thus the first term in (7.4) is bounded  by CR. 
W 2 ) 07 K R = _ 
w < R  -- 1+~ roo <= r Similarly, as (1 r (lrW2) w <CR, and R~_<_ +110711+, 
(where we have used L e m m a  7.1d and c), we see that  the second term in (7.4) is 
bounded  by CR. Thus  the third term in (7.3) is bounded  by CR. Similar estimates 
can be made  on the first two terms in (7.3). Next,  as 
Id(zr2o T(07, fi,~)J~ +~= Ida(07, 0, 0 )+  d~(0,/7, 0) + dff(0, 0, ~)l~ +~, 
we can use similar techniques to show that  this term is bounded  by CRY; 
we leave these s t ra ightforward estimates to the reader. Thus  since 
IY(v~,zl,#l)--Y(vz, zz,#2)l < IldTI]- I[v2-/)ll]x, it follows that  T is a contract ion,  
and hence that  given any 2e lR,  Eqs. (2.6), (2.8), (2.11), and (2.12) have a unique 
solut ion in X on 0 < r < R, where R is independent  of 2 on compact  2-intervals. 
Next  we note  that  2 = 0 implies w - 1 and #-= 0; this holds since w - 1 and #- -  0 
solves our  equat ions and initial conditions, and our  solutions are unique. 
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We now show that the solution depends continuously on 2. To see this let 
2o e ]R, and define the fiber bundle E over [ 2 o -  5, 2 o + 6] by 
r l  + ~rn R] -~ [20 - 5, 20 + 6].  W2+,FO R] x C~-~[O,R] x ~oo k", [20 - 6, 2o + 6] x "-/ooo ,",  
We define a mapping S : E ~ E  by S(2,v,z,#)=(2, T(v,z,#))=(2,g,~,fO; cf. (7.2). 
Now S is continuous, preserves fibers, and has a fixed section s(2) (i.e., a section 
which is fixed under S), because we have a unique fixed point of T for each 2. To 
show that s is continuous, we let 2 ,~2o ,  and we shall show s(2,)~S(2o). Thus let 
p(2) be any continuous (local) section of [2o - 5, 2o + 6], with p(2o) = S(2o). Let d be 




Let s > 0  be given, and let IldTl[ ~ C <  1. For  any integer N 
C Nd 
dist(TN(p(2)), s(2)) = 1  < - C '  
Now choose N so large that 
CNd e 
1 ~ < ~  and 
then 
2e  [ 2 o - 5 , 2 o + 5 o ] .  
dist (TN(P(2~)), p(2o)) < a/2 ; 
dist(s(2.),S(2o))=dist(s(2.),p(2o))<e, 
so s(2,)~S(2o), and the solution depends continuously on 2. 
Finally, we note that, given any 2, as follows from the Cauchy-Kowaleski 
theorem the solution is an analytic function of r on its domain of definition, 0 < r 
< R(2), provided that A(r, 2) + 0. 
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