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 ABSTRACT 
 
 The research presented in this thesis develops new statistical techniques for 
estimating regional skewness coefficients to improve flood frequency analysis in the 
United States.  Flood frequency guidelines for the United States, specified in Bulletin 
17B, recommend fitting the log-Pearson Type III (LP3) distribution to the series of 
annual flood maxima, in which the third moment of the distribution, the skewness 
coefficient  , is combined with a regional skewness coefficient to improve its 
precision.  The research presented here extends the quasi-analytic Bayesian analysis of 
the Generalized Least Squares (GLS) regional hydrologic regression framework 
introduced by Reis et al. [2005] to more accurately and precisely estimate regional 
skewness coefficients.  Specifically, formulas derived within a Bayesian regression 
framework for the computation of estimators, standard errors, and diagnostic statistics 
are provided by Reis [2005] and Reis et al. [2005].   Diagnostic statistics further 
developed here include a Bayesian plausibility value, pseudo adjusted R-squared, 
pseudo-Analysis of Variance table, two diagnostic error variance ratios, as well as 
leverage and influence metrics.  In addition, this research also develops a new -
influence diagnostic statistic which, in conjunction with the Bayesian extension of 
GLS leverage and influence metrics, can be used to better identify rogue observations 
and to effectively address lack-of-fit when estimating skewness coefficients.   
 Currently, Bulletin 17B allows for regional skew values to be obtained from 
the skew map included with the Bulletin. As it is over 30 years old, the regional skew 
values from the Bulletin 17B skew map do not reflect annual maximum data acquired 
since 1976.  This increase in available data, along with advances in computing power 
to support the Bayesian GLS regional hydrologic regression framework, allow for a 
  
much more precise estimate of the regional skewness coefficient for use in flood 
frequency analysis.  
 This research employs the Bayesian GLS regression framework to estimate 
regional log-space skewness coefficients for three data sets: the Illinois River basin, 
the state of South Carolina, and the Southeastern United States.  Bulletin 17B allows 
for the generation of skew prediction equations as an alternative method for 
determining regional skew coefficients when the mean squared error of the equations 
is smaller than reported from the Bulletin’s skew map.  These skew prediction 
equations can be generated using Ordinary Least Squares analysis, Weighted Least 
Squares analysis, Generalized Least Squares analysis employing the method of 
moment model-error-variance estimator introduced by Stedinger and Tasker [1985, 
1986ab], or the new Bayesian GLS estimator.  The advantages of using the Bayesian 
GLS estimation technique to determine a skew prediction equation are demonstrated 
here in the Illinois River basin and the state of South Carolina studies.   
 To correctly analyze the Southeastern United States data set, methods are 
developed for identifying and screening redundant sites corresponding to nested 
watersheds with similar drainage areas. Special attention is devoted to developing an 
improved cross-correlation model of annual peak flows.  The Bayesian GLS analysis 
using 342 stations from the Southeastern U.S. results in a highly accurate, constant 
regional skew model ( ˆ 0.019   ), with an average variance of prediction equal to 
0.14.  More complex models which include regional information and basin 
characteristics as additional regression parameters result in very little improvement.  
The application of the Bayesian estimator in the Southeastern study generates 
improved results over the mean square error of 0.30 reported for the Bulletin 17B 
regional map skew.   
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CHAPTER 1 
 
INTRODUCTION 
 
 The research presented in this thesis develops new statistical techniques for 
estimating regional skewness coefficients to improve flood frequency analysis in the 
United States.  Flood frequency guidelines for the United States, specified in Bulletin 
17B, recommend fitting the log-Pearson Type III (LP3) distribution to the series of 
annual flood maxima, in which the third moment of the distribution, the skewness 
coefficient, is combined with a regional skewness coefficient to improve its precision.  
The research presented here extends the quasi-analytic Bayesian analysis of the 
Generalized Least Squares (GLS) regional hydrologic regression framework 
introduced by Reis et al. [2005] to more accurately and precisely estimate regional 
skewness coefficients.  Specifically, formulas derived within a Bayesian regression 
framework for the computation of estimators, standard errors, and diagnostic statistics 
are provided by Reis[ 2005] and Reis et al. [2005].   Diagnostic statistics further 
developed here include a Bayesian plausibility value, pseudo adjusted R-squared, 
pseudo-Analysis of Variance table, two diagnostic error variance ratios, as well as 
leverage and influence metrics.  In addition, this research also develops a new -
influence diagnostic statistic which, in conjunction with the Bayesian extension of 
GLS leverage and influence metrics, can be used to better identify rogue observations 
and to effectively address lack-of-fit when estimating skewness coefficients.  This 
framework is applied to three different data sets from different parts of the United 
States: the Illinois River Basin data set, the state of South Carolina data set, and the 
Southeastern United States data set, to develop regional skewness estimators for use in 
flood frequency analysis.   
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Chapter 1 of this thesis begins with Section 1.1 which provides a background 
on United States flood flow frequency procedures, highlights the importance of the 
skewness coefficient in determining estimates of flood quantiles, and clarifies the need 
for an improved regional skewness estimator.  Next, Section 1.2 presents justification 
for a Bayesian Generalized Least Squares framework for regional hydrologic 
regression analyses.  Finally, Section 1.3 offers a detailed outline of the body of the 
thesis. 
 
1.1 United States Flood Flow Frequency Procedures and Regional Skew  
In 1967 the United States Water Resources Council published Bulletin 15 
entitled “A Uniform Technique for Determining Flood Flow Frequencies” in response 
to an increased social interest in managing flood loss and decreasing flood risk within 
the United States.  Bulletin 15 addressed the need to coordinate flood frequency 
methods used by different federal agencies and it was expected that this bulletin would 
be used as a guideline for all U.S. federal agencies performing flood frequency 
analysis in the United States.  Bulletin 15 was later updated in 1976 (Bulletin 17), with 
a minor revision in 1977 (Bulletin 17A), and a larger revision in 1982 to yield the 
current version, Bulletin 17B.  An update of the U.S. recommended flood frequency 
guidelines has not occurred since 1982, thus almost 26 years has passed without 
revisions.  As argued by Stedinger and Griffis [2008], it is essential that the 
prescribed, techniques in Bulletin 17B be updated in order to make use of recent 
advances in the field of flood frequency analysis.   
The recommended approach for flood frequency analysis, as presented in 
Bulletin 17B, is to fit a log-Pearson Type III (LP3) distribution to the series of annual 
maximums.  This distribution, in the specific case of flood frequency analysis, is 
described by three moments: the mean, the standard deviation, and the skewness 
3 
coefficient of the logarithms of the flow.  The third moment, the skewness coefficient, 
is a measure of the asymmetry of the distribution or, in other words, the relative 
thickness of the tails of the distribution.  The skewness coefficient is very sensitive to 
extreme events, such as large floods, as they cause a sample to be highly skewed, or 
asymmetrical.  Thus, in flood frequency analysis, the skewness coefficient becomes 
significant because interest is focused on the right hand tail of the distribution.   
However, the span of available years of recorded flood data at a given gauge site is 
usually too short to provide a highly reliable estimate of the skewness coefficient.  In 
order to improve the precision of the skewness estimator, Bulletin 17B advises 
combining a regional skew with the at-site skew [Beard 1974; Griffis and Stedinger, 
2007b ; Hardison, 1975; IACWD, 1982; McCuen, 1979, 2001; Tasker, 1978]. Griffis 
and Stedinger [2009b, Appendix] show that the Bulletin 17B mean squared error 
(MSE) weighted skewness estimator results in the estimator with the smallest MSE 
provided that the regional skew is unbiased and independent of the at-site skew 
estimator.   Griffis and Stedinger [2007a, 2009a] illustrate the value of a good regional 
skewness estimator in terms of the precision of flood quantile estimates. 
When putting Bulletin 17B into practice, regional skew values may be obtained 
from the included skew map.  The skew map in Bulletin 17B, Figure 1.1, is a slightly 
revised version of the map developed by Hardison [1975].  The skew map in Bulletin 
17B is the same as the skew map generated in 1976 for Bulletin 17 and is based on 
2,972 stream gauging sites with records at least 25 years in length.   
4 
 
Figure 1.1: Plate I from Bulletin 17B: Map of Generalized Skew Coefficients of 
Logarithms of Annual Maximum Streamflow (IACWD, [1982]) 
 
 This skew map is still used today, over 30 years later.  The first edition of 
Bulletin 17 states: “It is expected that Plate I [the skew map] will be revised as more 
data become available and more extensive studies are completed.”  However, in spite 
of the tremendous advances in computing power over the past few decades which 
support the Bayesian GLS regional hydrologic regression framework, the skew map 
has not recently been updated nationally and a revision of Bulletin 17B has not been 
published.   
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1.2 Regional Hydrologic Regression Analysis 
Hydrologic studies that require information at ungauged sites pose a special 
challenge because no at-site information is available.  Thus, there is a desire to 
develop regional hydrologic relationships based upon records available across a 
region.  Also, at gauged sites, records can be too short to provide highly accurate at-
site estimates of flood quantiles, low flows and other regional hydrologic statistics, 
and thus, regional information can also be of use to improve accuracy of estimates in 
these cases.  One approach for relating data from gauged sites to ungauged sites is to 
derive an empirical relationship between the hydrologic variable of interest and 
various measurable basin characteristics at the gauged sites using regional regression 
analysis. 
For many years, regional regression analysis used an Ordinary Least Squares 
(OLS) framework that considers the residual errors to be homoscedastic and 
independently distributed [Riggs, 1973]. However, the estimates of the variable of 
interest at different gauged sites have different precision due to differences in record 
length [Tasker, 1980; Kuczera, 1983] and possible differences in the precision of 
measurements and their variability [Tasker and Stedinger, 1989]. Stedinger and Tasker 
[1985,1986 ab] developed a GLS framework, which considers both differences in 
record lengths and precisions, as well as cross-correlation among station estimators 
since station estimators are generally correlated.   This spatial correlation arises due to 
the fact that basins in close proximity to one another can experience their maximum 
flows from the same hydrologic event, so that the records upon which flow statistics 
are computed are correlated, resulting in cross-correlated streamflow statistics.  
Stedinger and Tasker showed that a GLS analysis provides better estimates of the 
model parameters and the model error variance in terms of mean squared errors than 
does an OLS approach. (See also Kroll and Stedinger, 1998)  
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GLS regression has been widely used, in both the United States and 
internationally, in many hydrologic studies, including the regionalization of flood 
quantiles, water quality parameters, low-flow statistics, and extreme rainfall [Tasker et 
al., 1986; Curtis, 1987; Tasker and Driver, 1988; Landers and Wilson, 1991; Moss and 
Tasker, 1991; Ludwig and Tasker, 1993; Rosbjerg and Madsen, 1995; GREHYS, 
1996; Madsen and Rosbjerg, 1997; Robson and Reed, 1999; Kjeldsen and Rosbjerg, 
2002; Feaster and Tasker, 2002; Madsen et al., 2002; Miceuski and Kuczera, 2009]. A 
Weighted Least Squares (WLS) procedure, which considers only differences in record 
lengths, has been used for the regionalization of the shape parameter (the skewness 
coefficient) by Tasker and Stedinger [1986], and for the state of Kansas [Rasmussen 
and Perry, 2000] and the state of North Carolina [Pope et al., 2001]. Various studies 
using region-of-influence techniques to regionalize flood quantiles have used GLS as a 
regression method [Tasker et al., 1996; Law and Tasker, 2003, Eng et al., 2007a, Eng 
et al. 2007b]. Moreover, a GLS analysis has also been used as the basis of hydrologic 
network design [Tasker, 1986; Medina, 1987; Tasker and Stedinger, 1989; Moss and 
Tasker, 1991; Soenksen et al., 1999].  
 Reis et al. [2003, 2005] introduced a Bayesian approach to parameter 
estimation for the Generalized Least Squares (GLS) regression analysis developed by 
Stedinger and Tasker [1985, 1986ab] for regional hydrologic analysis.  A Bayesian 
analysis [Zellner, 1971; Gelman et al., 2004] provides both an exact measure of 
precision of the model error variance that method of moment (MM) and maximum 
likelihood (ML) estimators lack, and a more reasonable description of the possible 
values of the model error variance in cases where the MM and ML model error 
variance estimators are zero or nearly zero [Madsen and Rosbjerg, 1997]. The results 
presented in Reis et al. [2005] show that for cases in which the model error variance is 
small compared to the sampling error of the at-site estimates, which is often the case 
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for regionalization of the skewness coefficient, the Bayesian posterior distribution 
provides a more reasonable description of the model error variance than both the MM 
and ML point estimators. The MM estimator of the model error variance can be zero if 
the observed variability in the data is explained by the sampling error in the at-site 
estimates, causing a distortion in the uncertainty of the regional estimate. Similarly, 
the ML estimator of the model error variance may not be a good representation of the 
possible values of the model error variance when its value is small or zero because the 
likelihood function is often highly skewed; this results in the mode being a less 
appropriate summary statistic than the center-of-mass. Sometimes, the mode is at the 
origin which results in a ML estimate of zero even through routine values are very 
likely.   
 Qian et al. [2005] employ a similar Bayesian analysis for a watershed-loading 
model with three error terms representing independent observational errors, a 
structural correlated spatial dependency, and the impact of errors in one reach on the 
distribution of the estimated loads downstream. Jeong et al. [2007] used Bayesian 
GLS analysis for regionalization of the coefficient of L-moment variation (L-CV) and 
L-moment skew (L-Skew) in Korea for the Generalized Extreme Value (GEV) 
distribution.  
 Reis et al. [2005] and Reis [2005] developed a Bayesian GLS (B-GLS) 
framework together with diagnostic statistics for use in the estimation of regional 
skewness coefficients.  This framework is discussed in detail in Chapter 2 as it 
pertains to the regionalization of hydrologic data.  The diagnostic statistics developed 
and presented by Reis et al. [2005], Reis [2005], and Griffis and Stedinger [2007b] 
include: the average variance of prediction for a new site (AVPnew), Bayesian 
plausibility, error variance ratio (EVR), misrepresentation of the beta variance (MBV), 
2R and pseudo analysis of variation (pseudo ANOVA), leverage, and influence.  The 
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AVPnew and the Bayesian plausibility value can guide model selection.  EVR calculates 
whether a WLS or GLS analysis is likely to be needed, or if an OLS analysis will 
suffice.  Similarly, MBV indicates if GLS analysis is needed, or WLS analysis will 
suffice.   The 2R  statistic describes how well the model is explaining the variability in 
the true dependent variable, while the pseudo ANOVA table describes how much of 
the variation in the observations can be attributed to the model, and how much to the 
model error and sampling error.  Finally, leverage and influence metrics identify and 
consider the impact of unusual observations on the models.  Those metrics, including 
the newly developed σ-influence introduced by Gruber et al. [2007], allow for a 
comprehensive examination of a regression analysis developed within the B-GLS 
framework.  
 
1.3 Thesis Organization  
Chapter 2 of this thesis develops the Bayesian Generalized Least Squares 
framework and diagnostic statistics for regional hydrologic regression analysis.  
Chapter 3 then compares the results of OLS, WLS, and GLS analyses, as well as 
evaluates the use of method of moment versus Bayesian estimators to derive regional 
models of the skewness coefficient of the log-Pearson Type III distribution for two 
data sets: the Illinois River basin (62 sites) and the state of South Carolina (89 sites). 
The earlier paper by Reis et al. [2005] similarly analyzed data for the Tibagi River 
basin (17 sites) and the Muskingum River basin (44 sites).  
Chapter 4 discusses a study employing B-GLS regionalization techniques and 
diagnostic statistics within a (489 site) data set representing seven Southeastern U.S. 
states [Gruber and Stedinger, 2008].  An important part of this study is the selection of 
annual peak flow data for use in the B-GLS regression framework and the estimation 
of cross-correlations of annual peaks. As this large study indicates that many gauge 
9 
site records are from watersheds largely contained within another watershed 
represented by a different gauge site, it considers the impact of such nested watersheds 
on regional studies, and develops criteria for identifying redundant gauge sites. 
Further, different models for the cross-correlations of annual peak flows between two 
sites, an integral part of the B-GLS regression framework, are explored.  After 
considering the aforementioned data-related issues resulting from such a large 
Southeastern U.S. study area, a regional skew estimator is developed using B-GLS 
regression. The case study illustrates the use and value of the different leverage and 
influence statistics.     
Finally, Chapter 5 describes the accomplishments of this research focusing on 
regional skewness coefficients.  In particular the quasi-analytic Bayesian analysis of a 
GLS regression model described by Reis et al. [2005] is now an operational GLS 
regional hydrologic regression methodology.   The research documented in this thesis 
provides examples that illustrate both the performance of the Bayesian GLS analysis 
in the estimation of regional skewness coefficients and the value of the diagnostic 
statistics.  
10 
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CHAPTER 2 
 
DEVELOPMENT OF MODELS OF REGIONAL SKEW BASED ON BAYESIAN 
GENERALIZED LEAST SQUARES FRAMEWORK  
 
2.1 Introduction to Bayesian- Generalized Least Squares Framework 
 
2.1.1 Generalized Least Squares (GLS) Regression for Hydrologic Statistics 
 Streamflow data sets can be used to derive an empirical relationship between 
hydrologic characteristics at a site, such as the T-year flood or log-space skewness 
coefficient used to fit a log-Pearson Type III distribution, and physiographic variables, 
such as drainage area and channel slope.  This GLS analysis, as described by Stedinger 
and Tasker [1985, 1986a] and Tasker and Stedinger [1989], assumes that the actual 
value of the quantity of interest yi (or some transformation) for a given site i can be 
described by a function of physiographic characteristics with an additive error 
 0
1
k
i j ij i
j
y X  

         i = 1, 2, …, n stations     (2.1) 
wherein Xij  (j=1…k) are the elements of a matrix of k explanatory variables based 
upon the physical characteristics at each site i, i are the model parameters, and i are 
the independently distributed model errors with the following properties:  
  
  E 0i  ,          2i jCov , 0 i ji j          (2.2) 
However, in most analyses, only an at-site estimate of iyˆ  is available and thus a time 
sampling error i, should be introduced into the model, such that 
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   (2.4) 
wherein 2
i  is the at-site sampling error variance for iyˆ , and ijρ  is the sampling error 
correlation coefficient due to correlation among the statistic of interest at stations i and 
j (cross-site correlation). 
In matrix notation, the GLS model is  
ˆ     y Xβ η δ Xβ ε       (2.5) 
where the (n x k+1) matrix X contains ones in the first column and values of the k 
explanatory variables in the remaining columns, the vector  has the (k+1) parameters 
of the model that must be estimated, the vector η contains the sampling errors in the 
sample estimators, and the vector δ contains the model errors for the n sites used in 
the analysis. 
The errors i are a combination of: (i) time-sampling-error iin the sample 
estimators of yi and (ii) underlying model error i. The total error vector  has mean 
zero and covariance matrix 
 
2 2 ˆ( ) ( )TE         εε Λ I Σ y       
where ˆ( )Σ y  is the covariance matrix of the sampling errors in the sample estimators 
whose elements are given by equation (2.4), and 2  is the underlying model error 
variance, which must be determined.  The value of 2  can be viewed as a 
heterogeneity measure [Madsen and Rosbjerg, 1997; Madsen et al., 2002]. 
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 Weighted Least Squares (WLS) and Ordinary Least Squares (OLS) analyses 
are special cases of a GLS analysis. When  ˆ ˆ ˆρ ,i jy y  = 0 for every pair of sites (i ≠ j), 
GLS reduces to WLS. WLS reduces to OLS when the diagonal covariance matrix has 
elements on the diagonal equal to a common value. 
The GLS estimator of and its respective covariance matrix for known 2  are 
given by 
 
12 1 2 1 ˆ( ) ( )T T
 
     b X Λ X X Λ y      (2.7a)        
   12 1( )T    Σ b X Λ X       (2.7b) 
The model error variance 2  can be estimated by either generalized method of 
moment (MM) or maximum likelihood (ML) estimators, as described by Stedinger 
and Tasker [1986b]. The MM generalized estimator is determined by iteratively 
solving equation (2.7a) along with the generalized residual mean square error 
equation: 
 
 
12ˆ ˆ ˆ ˆ( ) ( ) ( ) ( 1)T n k

        y Xb I Σ y y Xb    (2.8) 
for n sites and k+1 parameters. In some situations, the sampling covariance matrix 
explains all the variability observed in the data, which means the left-hand side of 
equation (2.8) will be less than n – (k+1) even if 2ˆ   is zero. In these circumstances, 
the MM estimator of the model error variance is generally taken to be zero [Stedinger 
and Tasker, 1985, 1986b]. 
The ML estimators of β  and 2  can be obtained by minimizing the negative 
of the log-likelihood function of the residuals, which are assumed to be normally 
distributed with zero mean and the covariance matrix in equation (2.6):  
 
     12 2ˆ ˆmin ln det ( ) ( )T        Λ y Xβ Λ y Xβ   (2.9) 
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subject to 2ˆ     0 . The ML estimate of β  is the same as the one computed by using 
equation (2.7), except that the value of 2ˆ   will be different. The variance of β  is the 
same as in equation (2.7) because β  and 2ˆ   are asymptotically independent [Rencher, 
2000]. The inverse of the second derivative of the likelihood function could be used to 
estimate the variance of the model error variance estimator when the constraint 2ˆ   ≥ 0 
is not binding [Bickel and Docksum, 1977]. 
 
 
2.1.2 Bayesian Approach 
Reis et al. [2005] develop a Bayesian analysis of the GLS model.  In particular, 
they compute the posterior moments of the  parameters and the full posterior 
distribution of the model error variance 2 .  
The Bayesian approach requires the specification of prior distributions for both 
the β  parameters and model error variance 2 . A multivariate normal distribution 
with a mean of zero and a large variance is used for the prior distribution for β . This 
almost non-informative prior distribution produces a probability density function (pdf) 
that is relatively flat in the region of interest. The prior information for the model error 
variance 2  is represented by an exponential distribution with parameter , which 
represents the reciprocal of the prior mean of the model error variance. Following Reis 
et al. [2005] for the regionalization of skews, a value of  equal to 6 is employed, 
though as experience accumulates in the future a smaller value or a different 
distribution may be justified. 
The likelihood function for the data yˆ is considered to be a multivariate normal 
distribution; thus, the marginal posterior distribution of the model error variance can 
be computed by integrating the joint posterior distribution over the possible values of 
β  [Zellner, 1971, eqn. 8.14; Kitanidis, 1986] to obtain 
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2 2 2 2ˆ ˆ ˆ| ( , | ) | , ) , )f( ) f d f( ξ( d         y β y β y β β β   (2.10) 
where 2 ˆ( , | )f β y  is the joint posterior of the parameters, 2ˆ | , )f( y β is the likelihood 
function for the data yˆ, and 2, )ξ( β  is the joint prior for β  and 2 If one uses a non-
informative prior on β , the marginal posterior distribution for the model error 
variance, except for the normalizing constant, is  
 
1/22 2 2 1 2 1 2ˆ ˆ ˆ( | ) ( ) ( ) exp 0.5( ) ( ) ( ) ( )T Tf                   y Λ X Λ X y Xb Λ y Xb  (2.11) 
 
wherein |A| denotes the determinant of a matrix A. With equation (2.11), one can 
compute the marginal pdf, mean, and variance of 2  by a numerical evaluation of 
one-dimensional integrals [Reis et al., 2005]. Similarly, posterior moments of β  can 
also be computed by a one-dimensional numerical integration using the pdf in 
equation (2.11) where the conditional distribution of β given 2  is normal with mean 
and variance given in (2.7a,2.7b); thus yielding 
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 (2.13) 
Here the posterior variance of  equals the variance of the conditional mean  2b  
plus the average of the conditional variance of β  for a given 2  [Reis et al., 2005]. 
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2.2 Model Selection Criteria and Regression Diagnostics 
2.2.1 Introduction to Model Selection 
 A goal of model selection is to resolve which set of possible explanatory 
variables afford the most accurate prediction, while also searching for the simplest 
model possible.  Several traditional statistics are available for model selection: 
coefficient of determination (R2), likelihood ratios, Mallows Cp, Akaike Information 
Criterion (AIC), and the Bayesian Information Criterion (BIC) [Linhart and Zucchini, 
1986; Gelman et al., 2004]. Qian et al. [2005] employ Bayes Factors and a Bayesian 
Deviance Information Criterion (DIC). Many of these statistics penalize model 
complexity, thus, a sufficient improvement in the model’s prediction ability must 
result so as to support the inclusion of an additional independent variable. Below, B-
GLS regression statistics are developed to guide model selection.  
 
2.2.2 Average Variance of Prediction 
Interest is focused on making predictions at gauged and ungauged sites, thus, a 
natural metric to evaluate a model is a variance of prediction which penalizes the 
inclusion of extra independent variables because it accounts for the sampling variance 
of the parameters [Carlin and Louis, 2000].  Since the variance of prediction generally 
depends upon the values of the independent variables at a given site, Tasker and 
Stedinger [1986] suggest the use of an Average Variance of Prediction (AVP), 
computed across the x-values of sites used in the regression. This implicitly assumes 
that these sites are representative of the sites at which predictions will be made. 
For a new and perhaps ungauged site with a row vector of explanatory 
characteristics ox  and a y-value of yo, the posterior expected value of yo is o x μ , where 
μ  is the posterior expected value of β . With a Bayesian analysis, the posterior 
sampling error variance for o x μ  is  
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  2 12 1 ˆ( ) ( )( ) ( ) [ | ]T T T To o oVar E Var             o ox μ x b μ b μ X Λ X x x β y x   (2.14) 
 
The posterior variance of prediction for the unknown true value yo associated with xo is 
given by 
 
 2 2 20 0 ˆ[ ] ( ) [ ] [ | ] To o oVP E y E Var E Var            x μ x μ x β y x   (2.15) 
 
A measure of how well OLS, WLS and GLS regression analysis will predict a 
hydrologic statistic on average over a new region, whose ox  is like those in the X 
matrix, is the average variance of prediction for a new site AVPnew, introduced by 
Tasker and Stedinger [1986]. For a Bayesian analysis, as used in Reis et al. [2005], 
  
2
1
1 ˆAVP [ ] [ | ]
n
T
new i i
i
E Var
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However, if the prediction is for a site i that was used for estimation of the parameters 
of the model, the measure of prediction for such an old site, VPold, appears in the 
appendix (A.13), requires an additional term.  The Appendix provides derivations of 
the expressions used to calculate variance of predictions. 
Generally, it is anticipated that models will be used at new sites, so AVPnew is 
the critical statistic for model selection.  However, if a regional estimator is nearly as 
precise or is more accurate than the at-site estimator, then one may use the regional 
estimator instead, or a weighted average, in which case VPold becomes relevant. 
 
2.2.3 Bayesian Plausibility Value 
It is common in classical statistics to perform a hypothesis test to check if a 
given parameter is statistically different from zero. If one cannot reject the null 
hypothesis that the value of the parameter is equal to zero, the variable whose 
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coefficient is being tested is generally dropped from the model. It is also common to 
report a P-value, which reflects the probability, under the null hypothesis, of 
computing a parameter value as large as or larger than the value obtained from the 
sample. 
The Bayesian Plausibility Value, ψ, developed by Reis et al. [2005] and 
expanded on in Gruber et al. [2007] describes whether zero is a plausible value for 
each β-parameter in a regression analysis given the prior distribution and the data.  As 
discussed by Lindley [1965] and Zellner [1971], given the Bayesian posterior pdf of β 
and the data available, one can construct a credible region for the regression 
parameters.  A credible region summarizes the posterior belief about a parameter and 
can be the basis of a hypothesis test that concludes that a parameter is zero if zero is 
included in a 90% or a 95% credible region. This allows one to perform the equivalent 
of a classical hypothesis test within a Bayesian framework using the posterior 
distribution of each parameter, which also reflects the prior distribution.  
Thus, the plausibility level for zero is defined as the smallest probability ψ 
such that zero is in a 100(1- ψ)% credible region for a parameter.  The plausibility 
value is computed as 
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      (2.17) 
 
wherein is the standard normal cumulative distribution function (cdf), and the 
conditional mean b ( 2 )  and standard error  b ( 2 )  for i are both dependent on 2  
as indicated in equations (2.7a,2.7b); = sign[µ] = 1 for µ  ≥  0 and -1 for µ <  0. 
Bayarri and Berger [2000] and Robins et al. [2000] discuss the Bayesian P-
value which corresponds to the probability that another random sample X would 
generate a more extreme value of a test statistic than that which is observed, and thus 
23 
is a statistic more consistent with the classical P-value. Those authors and others have 
tried to develop a Bayesian P-value that strictly reflects the data and not the prior 
distribution.  In this research, the Bayesian Plausibility Value reflects the Bayesian 
point of view that the prior distribution is also information about the parameters, and 
thus, it is appropriate to use such information when deciding when to include a 
parameter in this model.  
 
2.2.4 Introduction to Regression Diagnostics 
 The goal of regression diagnostics is to allow for a comprehensive examination 
of a regression analysis developed with the B-GLS framework.  Upcoming sections 
propose a pseudo adjusted R2, discuss analysis of variance for a GLS analysis, as well 
as present other diagnostic statistics including two error variance ratios, leverage, 
influence and -Influence. 
 
2.2.5 2R and Analysis of Variance 
 The traditional R2 statistic measures the degree to which a model explains the 
variability in the data.  It uses the partitioning of the sum of squared deviations and 
associated degrees of freedom to describe the variance of the signal versus the model 
error. Traditionally for OLS regression, the Total-Sum-of-Squared deviations about the 
mean (SST) is divided into two separate terms, the Sum-of-Squared Errors explained 
by the Regression model (SSR) and the residual Sum-of-Squared Errors (SSE), where 
SST = SSR + SSE [Devore, 2004]. The coefficient of determination R2 and the 
adjusted R2, (denoted R2 ), both describe the fraction of the total variability the model 
explains, computed as 
 
2 SST SSE SSE1
SST SST
R    ,       (2.18) 
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Here n is the total number of observations and k is the number of covariates used in 
the regression model in addition to a constant. 
 For WLS and GLS analyses, these formulas do not provide the intended 
insight.  The error of most concern is the model error variance because the sampling 
error is unexplainable and represents noise that otherwise complicates the analysis.  A 
new measure is needed in which the sampling error variance is separated from the 
total error variance, leaving behind the fraction of the variance accounted for by the 
model and by the model error.  Griffis and Stedinger [2007] developed such a pseudo 
metric, 2GLSR , to quantify the portion of the variance explained by the model. 
Liu et al. [2005] and Han et al. [2009] use negative binomial regression to 
explain variations in the expected number of power distribution system failures.  
However, their observed discrete count data includes sampling variability, as does the 
yˆ  in the B-GLS regional skew regression as shown in equation (2.3).  Their pseudo-R2 
value describes the fraction of the true variability in the expected number of failures 
that their regression model explains.   
The natural estimator for WLS and GLS models of the expected value of the 
sum of squared model errors would be 2n (k) for a model with k covariates plus a 
constant. A corresponding estimator of the expected total variation in the true yi 
values, corresponding to  SST neglecting sampling error, is 2n (0) where 2 (0) is 
the model error variance estimate when no explanatory variables are employed, but 
sampling errors are correctly deducted. Then, a pseudo coefficient of determination 
describing the fraction of the expected variability in the true iy  values that is 
explained by the model equals 
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 In actual practice the Bayesian mean values of 2 (k) and 2 (0) are employed.   
2R  is a direct extension of R
2  in that it uses the ratio of unbiased estimators of the 
variance of the error  and the variance of y.  However, a critical difference is that R2  
is based upon the sample variance of the observed yi and the computed residual 
error ˆi .  Instead, 2R  is based upon the estimated variance of the unobserved yi and of 
the unobserved i values. If ˆ2 (k)  = 0, this then yields the desired result 2R = 1.  
If no explanatory variables are employed, the 2R will be zero, as is expected. 
2R  fairly compares different WLS or different GLS models with varying numbers of 
parameters using the regional mean model (k = 0) as the base case.  
 Table 2.1 presents a pseudo Analysis of Variance (ANOVA) table for WLS or 
GLS. This table describes how much of the variation in the observations can be 
attributed to the model, the model error, and the sampling error, respectively.  The 
total sampling error sum of squares can be described by its mean value, which is 
ˆ[ ( )]tr Σ y , where    tr A is the trace of the matrix A.  As noted above, because there are 
n observations, the total variation due to the model error  for a model with k 
parameters has a mean equal to 2n (k).  This is called a pseudo ANOVA because the 
contributions of the three sources of error are estimated or constructed, rather than 
being determined from the computed residual errors and the observed model 
predictions.  The impact of correlation among the sampling errors is ignored. 
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Table 2.1: Pseudo-ANOVA table for WLS and GLS regression analyses 
 
         where w  is the vector 
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Degrees-of-Freedom Sum of Squares
2n-1
n
n-k-1
k
MBV = 
Source
Total
Sampling Error, i
Model Error, i
Model    2 20n k    
 2n k
 ˆtr y  
   2 ˆn k tr y    
   2ˆtr y n k  
 21 Tw wn    21 ii  
 
 
 
2.2.6 Error Variance Ratio and Misrepresentation of the Beta Variance 
If the sampling variance is not small in comparison to the model error 
variance, a WLS or GLS analysis is more appropriate than an OLS analysis. The Error 
Variance Ratio (EVR) provides a measure of the relative importance of the sampling 
error compared to the model error. Thus, it provides an indication of the need for a 
WLS or GLS analysis. From Table 2.1, Griffis and Stedinger [2007] define EVR as 
 
2
ˆSS(sampling error) [ ( )]EVR
SS(modelerror)
tr
n  
Σ y     (2.21) 
As a rule of thumb, when the EVR is greater than 20%, one should employ a WLS or 
GLS analysis as opposed to OLS. If the EVR is less than 10%, the OLS results should 
be close to the WLS or GLS results depending upon the heterogeneity of the errors. 
Although EVR distinguishes between the need for an OLS versus a WLS/GLS 
analysis, it does not determine whether a GLS regression is needed to address cross-
correlation.  Thus, the Misrepresentation of the Beta Variance (MBV) statistic was 
developed to determine whether a WLS regression is sufficient, or if a GLS regression 
is needed [Griffis and Stedinger, 2007].  The MBV describes the error made by a WLS 
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regression analysis in its evaluations of the precision of 0
WLSb , which is the estimator of 
the constant Covariance among the estimated yi’s generally has its greatest impact 
on the precision of the constant term [Stedinger and Tasker, 1985] and zero-one 
regional indicator variables.   The corresponding values of the MBV is  
 
0
0
| GLS analysis 1MBV   where 
| WLS analysis
WLS T
iWLS
ii
Var b w w w
nVar b
        
 (2.22) 
 If MBV is substantially larger than 1, then the GLS estimate of the variance of 
the constant term will be that much larger than the value provided by WLS. If all sites 
in the region have the same record length n, all records are concurrent, and all cross-
correlations among the ˆiy  are equal to , MBV would be  
 
EVRMBV 1 ( 1)
EVR 1
n           (2.23) 
This special case shows the critical importance of the number of sites n in an analysis 
and the cross-correlation  of the at-site estimators ˆiy .  This indicates that for a B-
GLS regional skew regression, wherein EVR =Var(yˆ) /2 is generally greater than 2 
or 3, the precision of the constant estimator will be particularly sensitive to cross-
correlation , and GLS is likely to be required to obtain statistically valid results.  
 
2.2.7 Leverage and Influence 
 Leverage, as adapted by Tasker and Stedinger [1989, eqn. 23] considers 
whether an observation, or x-value, is unusual, and thus likely to have a large effect on 
the estimated regression coefficients [Cook and Weisberg, 1982].  How to measure 
leverage can be problematic. It is not clear how to describe how large a change in 
different residuals should be considered when model errors are heteroscedastic. This 
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leverage measure, suggested by Tasker and Stedinger [1989, eqn. 23], considers the 
effect of a unit change in each residual. If all the residuals have the same units and 
precision, then this is an appropriate measure of the effect of equivalent errors in the 
different observations. Thus, this leverage measures the marginal/unit impact of the 
residuals i on the estimated yi-values.  In a Bayesian context, the leverage measure 
described by Tasker and Stedinger [1989] becomes 
 
   2 1 12 1 2ˆleverage ( ) ( )T Ti i i
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where bx i  is the estimator of yi associated with xi and ei is a unit column vector with 1 
at the i-th row and zero otherwise Reis [2005].  Tasker and Stedinger [1989] show that 
the average value of this leverage statistic is (k+1)/n. Generally 2(k+1)/n is considered 
to be a large value. 
This leverage statistic seems appropriate when lack-of-fit can be described by 
errors of the same magnitude. For example, this would be appropriate when modeling 
skew coefficients or the logarithm of the 100-year flood at different sites, as opposed 
to when some equations describe head and others flow in a groundwater model [Yager, 
1998]. 
A second measure of leverage is Statistical leverage (S-leverage) which 
considers not a unit change in each residual, but a change proportional to the standard 
deviation of that residual [Reis, 2005].  Thus, this measure considers the likely 
statistical variation in each i and the effect of such variation. S-leverage is computed 
as 
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As it is defined, the average value of S-leverage is also equal to (k+1)/n.  Twice the 
average value, 2(k+1)/n, is considered to be a large value.   
 S-leverage is an appropriate statistic to consider when the concern is with the 
likely effect on the regression of probabilistic variation in each residual. The GLS 
weights depend upon the statistical precision of each i.  Thus, the leverage in (2.24) 
for a point often increases as the at-site record length increases because of the greater 
weight assigned to the observation, whereas S-leverage in (2.25) is less dependent on 
record length. If an observation has no leverage, then given its anticipated statistical 
precision and the leverage associated with the corresponding x, the observation is 
unlikely to have any effect on estimated model parameters. The leverage in (2.24) may 
be more appropriate when one is concerned with the impact of gross errors in a 
model’s structure, but it does not correct for differences in units among the i.  
Examples in Chapter 3 and 4 illustrate the use of these statistics. 
 A third measure of leverage has been developed for use with Region-of-
Influence (ROI) regression, in which a unique region, or set of gauged basins, is 
defined for each ungauged basin and is then used to predict hydrologic quantities such 
as flood quanitles [Eng et al., 2007b].  The ROI leverage is computed as [Eng et al, 
2007b] 
  
       11 12 20 0ˆROI-leverage T T i
i
yi e  
        x X Λ X X Λ  (2.26)   
 
where x0 is a vector of basin attributes at the ungauged sites.  ROI leverage measures 
the impact on the estimate of y0 at site 0 with x = x0 of a unit error ei at other sites i, i = 
1 … n.  In an ROI regression, one would like all the ROI-leverage statistics to be 
positive with approximately the same value. 
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Unlike leverage which highlights points which are likely to affect the fit of the 
regression, influence describes those points which do have an unusual impact on the 
regression analysis.  An influential observation is one with an unusually large residual 
that has a disproportionate effect on the fitted regression relationships. Influential 
observations often have high leverage.  The following influence measure, Di, proposed 
by Tasker and Stedinger [1989] is based on Cook’s D [Cook and Weisberg, 1982; 
Clarke, 1994], 
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where (k + 1) is the dimension of β , ii  are the diagonal elements of Λ , and iik  are 
the diagonal elements of  
 
TT XXΛXXK 11 )(         (2.28a)  
so that iiii k  is the variance of iˆ , as demonstrated in the Appendix.  Tasker and 
Stedinger [1989] suggested influence is large when Di is greater than 4/n where n is 
the number of sites. In a Bayesian analysis, as described in Reis [2005], one should 
employ KB, the average value of (2.27), 
 
KB =  2 12 1( )T TE       X X Λ X X      (2.28b) 
 
A second measure of influence, -influence [Gruber et al. 2007], determines 
which, if any, observations have an unusual impact on the estimated model error 
variance.  In using regional skew models, the model error variance is very important 
because it determines the weight placed on the regional skew relative to the at-site 
estimator. The σ-influence statistic describes the relative influence of each observation 
on the estimated model error variance. The influence statistic Di described in equation 
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(2.27) identifies those observations with significant influence on the model 
predictions.  Di does not necessarily describe whether the point has a significant 
influence on the estimated model error variance.  The σ-influence is calculated as, 
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  (2.29) 
 
Here the standardize sum-of-squares   12ˆ ˆT  ε Λ ε  used to compute the likelihood 
function for the data, and the generalized method of moments model error variance in 
Stedinger and Tasker [1985, 1986a], is divided among the n different sites. By 
construction, the average value of σ-influence is 2/n, where n is the number of sites in 
the regression; thus, σ-influence values greater than 4/n are considered to be large, as 
is the case with Di. 
 
2.3 Conclusion 
The quasi-analytic Bayesian analysis of a GLS regression model described by 
Reis et al. [2005] has been developed into an operational GLS regional hydrologic 
regression methodology.  Model selection criteria for use in conjunction with the 
Bayesian GLS regional hydrologic regression include the Average Variance of 
Prediction (AVP), as well as the Bayesian Plausibility Value .  Regression diagnostic 
statistics for WLS and GLS models include pseudo Analysis of Variance (pseudo 
ANOVA) tables a pseudo adjusted 2R , Error Variance Ratio (EVR) and 
Misrepresentation of the Beta Variance (MBV), leverage and influence, and -
influence. 
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APPENDIX A 
 
VARIANCE OF THE RESIDUALS AND VARIANCE OF PREDICTION 
 
This appendix provides a clean and consistent derivation of key expressions 
employed to compute the AVP for both new and old sites, as well as leverage and 
influence.  
 
Variance of the Residuals 
Let y be the vector of the true value of the statistic of interest, yˆ  the at-site estimate, 
and ˆ py  the prediction of y given by a fitted regression model. Then, the residual 
vector is given by 
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wherein the GLS hat matrix H is defined as  
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That the leverages in eqn. (24) are the average values of the diagonal elements hii of H 
follows from ˆ ˆp y Hy .  The average of the n leverage-values tr[H]/n equals (k+1)/n 
because  
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 (A.3) 
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For the OLS case, the hat matrix H has simply the traditional value TT XXXXH 1)(  . 
 Substituting the equality εXby ˆ  into (A.1), the computed residuals can be 
written as a function of the total error : 
 
εHIε )(ˆ          (A.4) 
 
Given  2[ ]TE εε Λ , one finds that    2 2T T  HΛ H Λ H  as can be 
demonstrated by substitution for H the expression in (A.2).  Thus, the covariance 
matrix of the estimated residuals is 
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which is clearly symmetric, and where K is defined in eqn. (28). For every 2 , the 
mean of εˆ  is zero, so in a Bayesian framework, the covariance of εˆ  is 
 2ˆˆ[ ]TE E    εε Λ K .  
 
Similarly, the variance of β  for a given  2Λ  is obtained by noting that 
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Thus, for given  2Λ 
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Variance of Prediction 
The vector of differences between the true and predicted values is 
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Thus, the covariance matrix for the prediction errors for given  is just 
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Noting that  for new sites and  for old sites are uncorrelated, the covariance matrix 
for the predictions at new sites is simply 
 
][]))([( TTTTpp EE HHεεδδyyyy      (A.10) 
 
Therefore, substituting E[T] =  with H from (A.2), the variance of prediction at a 
new site is given by 
 
    12 2 1( )T Tnew i iVP i       x X Λ X x     (A.11) 
 
However, if the predictions are made for those n old sites used in the regression, the 
covariance matrix of the predictions becomes 
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because the model error  for the site is also part of the sampling error of the 
estimator.  Thus, the variance of prediction for an old site is  
 
     1 12 2 1 2 2 1( ) 2 ( )T T T Told i i i iVP i e          x X Λ X x x X Λ X X  (A.13) 
 
wherein ei is a column vector with one at the ith row and zero otherwise. In a Bayesian 
analysis wherein 2  is a random variable, one should employ the appropriate 
expected values in eqn. (A.2), (A.7), (A.11), and (A.13), as in eqn. (12)-(17). 
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CHAPTER 3 
 
APPLICATION OF BAYESIAN-GENERALIZED LEAST SQUARES 
FRAMEWORK TO REGIONAL SKEW REGRESSION  
 
3.1 Application of Regional Skew Estimation to Illinois River Basin Data Set and 
the State of South Carolina Data Set 
Bulletin 17B [IACWD, 1982] recommends the use of the log-Pearson Type III 
distribution for flood frequency analysis. The data available at a given site are usually 
too short to provide a good estimate of the skewness coefficient. In order to improve 
the precision of the skewness estimator, Bulletin 17B recommends combining a 
regional skew with the at-site skew [Hardison, 1975; Tasker, 1978; McCuen, 1979 and 
2001; IACWD, 1982; Stedinger et al., 1993; Griffis and Stedinger, 2004]. McCuen 
and Smith [2008] recently developed a regression model for the skewness coefficient 
based on rainfall skew and basin storage variables.  However, it is unclear whether 
they are addressing log-space or real space skewness.  Reis et al. [2005] evaluated 
regional skew for 17 sites in the Tibagi River basin and for 44 sites in the Muskingum 
River basin. For this study, regional skew was evaluated for two different and larger 
data sets: the Illinois River basin with 62 sites with record lengths ranging from 14 to 
90 years, and the state of South Carolina with 89 stations with record lengths varying 
from 25 to 104 years. They compared the results of OLS, WLS, and GLS regional 
regression analyses using method of moments (MM) and Bayesian model-error-
variance estimators [Reis, 2005]. 
Binary variables were used to verify if any variability in the at-site skews 
could be explained by hydrologic region. The analysis for the State of South Carolina 
included sites from North Carolina and Georgia, and the whole area was divided into 
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four hydrologic regions with three binary variables (Z1, Z2, Z3) as follows: Blue Ridge 
(0, 0, 0), Piedmont (1, 0, 0), Upper Coastal Plain (0, 1, 0), and Lower Coastal Plain (0, 
0, 1) [Feaster and Tasker, 2002]. The Illinois River basin was divided into three 
regions, as described in Tasker and Stedinger [1986]. The regions and values of the 
binary variables (Z1, Z2) for each were: Little Wabash (1, 0), Rock (0, 1), and 
Sangamon (0, 0).  
All explanatory variables, except the binary variable, were centered by 
subtracting their means so that the constant and the binary variables could be used to 
compute the regional mean of each hydrologic region. The logarithms of the following 
basin characteristics were used in the regression models and all possible combinations 
of these variables were tested. 
 
South Carolina: (1) Drainage area, A, in square miles; (2) main channel slope in feet 
per mile; (3) length of the main channel in miles; (4) the mean basin 
elevation in feet above sea level; (5) annual mean precipitation in 
inches at the centroid of the basin; (6) annual mean runoff in inches at 
the centroid of the basin. 
 
Illinois:  (1) Drainage area, A, in square miles; (2) main channel slope in feet 
per mile; (3) area of lakes, expressed as percentage of drainage area 
and increased by one; (4) forest cover expressed as percentage of 
drainage area and increased by one; and (5) soil permeability index 
which varies from (1)low infiltration to (6) high infiltration. 
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3.2 Sampling Covariance Matrix 
 Estimates of 2iσ  and  ji yˆ,yˆρˆ  are required. Griffis and Stedinger [2004] 
provide an accurate approximation of 2σ
i that, with the skewness estimator unbiasing 
factor in Stedinger and Tasker [1986b], equals: 
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Here m is the sample size and  is the true value of skew. The factor  21 6 m in 
equation (3.1) should be employed when the bias correction factor proposed by Tasker 
and Stedinger [1986] is used in the estimation of the at-site skew, computed as 
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where wt is the logarithm of the annual peak flows in year t, and s is the sample 
standard deviation of wt.  Because the true values of skews at each site are unknown, 
the regional mean of the skews is used in equation (3.1). 
Martins and Stedinger [2002] express the inter-site correlation coefficient 
between two Gi in terms of the inter-site correlation coefficient ij  between concurrent 
flows as     ijijcfGG )(,ρˆ ji               ))(( jijiijijij mmmmmcf   (3.3)  
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where the exponent  depends upon the regional value for and is equal to 2.8 for  = 
0, ijm  is the common record period, and mi and mj are the extra observation period for 
station i and j, respectively. The factor (cfij) accounts for the sample size differences 
between stations, and the concurrent record length: it worked reasonably well for the 
skew-coefficient in the range considered (-1    1). 
The use of sample estimates of ij may result in a covariance matrix  2Λ  
that is not positive definite due to sampling uncertainties and variations in concurrent 
record lengths [Tasker and Stedinger, 1989]. Therefore, one can use a smoothed 
estimate of ij  that depends on the distances between any two stations )( ijd . For the 
two examples, 
α 1( ) θ
ij
ij
d
d
ijd


            (3.4) 
wherein  = 0.988,  = 0.002, and  = 3 for the Illinois River basin; and  = 0.990,  = 
0.0023, and  = 2.8 for the state of South Carolina; dij is the distance between sites in 
kilometers.  
 
3.3 Regression Analysis for Illinois River Basin and State of South Carolina Data 
Sets  
 The Bayesian Generalized Least Squares (B-GLS) regression framework for 
hydrologic statistics addressed in Chapter 2 is applied here to develop a regional 
skewness estimator for both the Illinois River Basin data set and the state of South 
Carolina data set.   Ordinary Least Squares (OLS), Weighted Least Squares (WLS), 
and Generalized Least Squares (GLS) regression analysis were also performed to 
compare to the B-GLS results.  Tables 3.1 and 3.2, and Tables 3.3 and 3.4, present the 
results of the analysis for the state of South Carolina and the Illinois River basin, 
respectively.  The following sections describe the results in detail. 
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Table 3.1: Regional skew regression results for the state of South Carolina data set 
(number of sites = 89). Table reports best models in terms of minimum average 
variance of prediction (AVP) for a new site. Standard errors, classical (OLS and MM) 
and Bayesian plausibility values (%) are presented in parentheses. Average regional 
Effective Record Length (ERL), as well as, Average Sampling Variance (ASV) is 
reported for each model. 
Model
Const Z1 ln(S) ln(L) 2 ASV AVPnew R2 ERL(yrs)
MM-OLS 0.10 -0.26 - - 0.11 0.0025 0.11 0.12 63
(0.045) (0.072)
(0.053%)
MM-WLS -0.028 - - - 0.00 0.0017 0.0017 0.00 3014
(0.041)
B-WLS 1 -0.028 - - - 0.014 0.0017 0.015 0.00 409
(0.044) (0.012)
B-WLS 2 0.081 -0.28 - - 0.010 0.0034 0.013 0.26 486
(0.054) (0.082) (0.010)
(0.19%)
MM-GLS 1 0.062 -0.21 -0.18 -0.20 0.00 0.012 0.013 0.99 481
(0.091) (0.094) (0.041) (0.058)
(3.0%) (0.0%) (0.13%)
B-GLS 1 0.076 -0.23 -0.14 -0.16 0.024 0.013 0.035 0.34 182
(0.10) (0.10) (0.048) (0.061) (0.013)
(4.1%) (2.0%) (2.6%)
B-GLS Constant 0.0035 - - - 0.037 0.0069 0.043 0.00 148
(0.090) (0.013)
B-GLS 2 0.0050 - -0.13 -0.15 0.026 0.010 0.034 0.30 185
(0.091) (0.048) (0.061) (0.013)
(2.4%) (3.2%)
B-GLS 2 (w/o site 81) 0.012 - -0.057 -0.10 0.012 0.011 0.022 0.67 282
(0.089) (0.054) (0.063) (0.010)
(32%) (13%)
B-GLS 2 (w/o site 62) 0.013 - -0.14 -0.19 0.025 0.010 0.034 0.32 185
(0.091) (0.047) (0.061) (0.013)
(1.7%) (1.2%)
B-GLS 2 (w/o site 53) -0.012 - -0.17 -0.19 0.019 0.010 0.028 0.49 223
(0.090) (0.043) (0.056) (0.011)
(0.47%) (0.68%)
Regression Parameters
Ordinary Least Squares Regression Results
Weighted Least Squares Regression Results
Generalized Least Squares Regression Results
Regression Diagnostics
Sensitivity Analysis- Generalized Least Squares Regression Results
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Table 3.2: Pseudo ANOVA table for the state of South Carolina data set (B-GLS 2). 
Source
Case Cases Case 1 Case 2 Case 3 Case 4
1 2, 3, 4 (all sites) (w/o site 53) (w/o site 62) (w/o site 81)
Model k=2 k=2 1.0 1.6 1.0 2.2
Model Error n-k-1=87 n-k-1=86 2.3 1.7 2.2 1.1
Sampling Error n=89 n=88 16 16 15 16
Total 2n-1=177 2n-1=175 18 17 18 17
EVR 6.9 9.5 7.0 15
MBV 5.4 5.4 5.4 5.3
R2 0.30 0.49 0.32 0.67
Degrees-of-Freedom Sum of squares
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Table 3.3: Regional skew regression results for the Illinois River data set (number of 
sites = 62). Table contains best models in terms of minimum average variance of 
prediction (AVP) for a new site. Standard errors, classical (OLS and MM) and 
Bayesian p-values (%) are presented in parentheses. Average regional Effective 
Record Length (ERL) is reported for each model. 
Model
Const Z2 ln(A) ln(S) 2 ASV AVPnew R2 ERL(yrs)
MM-OLS -0.077 -0.72 0.17 0.47 0.35 0.022 0.37 0.25 25
(0.11) (0.16) (0.083) (0.19)
(<0.01%) (4.7%) (1.6%)
MM-WLS -0.13 -0.52 - 0.12 0.064 0.016 0.080 0.55 101
(0.10) (0.14) (0.05)
(<0.1%) (2.7%)
B-WLS -0.13 -0.52 - 0.12 0.082 0.012 0.087 0.38 94
(0.10) (0.14) (0.053) (0.05)
(<0.1%) (2.9%)
MM-GLS 1 -0.092 -0.51 - 0.13 0.12 0.039 0.16 0.24 52
(0.17) (0.24) (0.058)
(3.7%) (2.6%)
B-GLS 1 -0.09 -0.51 - 0.13 0.13 0.029 0.15 0.13 55
(0.17) (0.24) (0.059) (0.051)
(3.4%) (2.7%)
B-GLS constant -0.42 - - - 0.15 0.010 0.16 0.00 52
(0.12) (0.056)
B-GLS 2 -0.31 - - 0.13 0.13 0.019 0.14 0.12 53
(0.13) (0.059) (0.052)
(3.3%)
B-GLS  2 (w/o site 25) -0.31 - - 0.13 0.12 0.018 0.13 0.11 58
(0.13) (0.058) (0.049)
(3.1%)
B-GLS 2 (w/o site 9 ) -0.29 - - 0.12 0.12 0.019 0.13 0.11 57
(0.13) (0.058) (0.051)
(4.9%)
B-GLS  2 (w/o site 5  ) -0.36 - - 0.11 0.12 0.019 0.13 0.23 60
(0.13) (0.059) (0.048)
(7.3%)
Regression Parameters Regression Diagnostics
Ordinary Least Squares Regression Results
Weighted Least Squares Regression Results
Generalized Least Squares Regression Results
Sensitivity Analysis- Generalized Least Squares Regression Results
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Table 3.4: Pseudo ANOVA table for the Illinois River Basin data set (B-GLS 2). 
Source
Case Cases Case 1 Case 2 Case 3 Case 4
1 2, 3, 4 (all sites) (w/o site 25) (w/o site 9) (w/o site 5)
Model k=1 k=1 1.1 1.9 1.9 2.1
Model Error n-k-1=60 n-k-1=59 8.2 7.3 7.2 7.0
Sampling Error n=62 n=61 19 18 19 19
Total 2n-1=123 2n-1=121 27 26 26 26
EVR 2.3 2.5 2.6 2.7
MBV 4.2 4.1 4.1 4.2
R2 0.12 0.11 0.11 0.23
Degrees-of-Freedom Sum of squares
 
 
 
3.3.1 Ordinary Least Squares Regression Analysis 
 As expected, the method of moments OLS (MM-OLS) model error variance 
estimates for both the South Carolina and Illinois data sets are much larger than those 
obtained with WLS and GLS.  In the case of South Carolina, the OLS model with 
minimum AVP for a new site is comprised of a constant and the binary variable Z1, 
representing the Piedmont region.  Thus, this model implies that the regional skew is a 
constant value in each of the four regions.  As shown in Table 3.1, the model error 
variance, 2 , for MM-OLS is 0.11 with an AVPnew of 0.11.  These values are much 
larger than any of the results obtained using WLS or GLS analysis.   
Likewise, similar results can be observed for the Illinois data set.   In this 
case, the model with minimum AVP for a new site contains a constant, the binary 
variable Z2 representing the Rock region, the natural log of the basin main channel 
slope, and the natural log of the basin main channel length.  As shown in Table 3.3, 
2
 , for MM-OLS is 0.35 with an AVPnew of 0.37.  Again, these values are much larger 
than any of the results obtained using a WLS or GLS analysis.   
The exaggerated variance of predictions occurs because the OLS regression 
analysis does not make any distinction between the variance due to the model error 
and the variance due to time sampling error.  This concept is reinforced when viewing 
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the error variance ratio EVR results from the pseudo ANOVA tables, Tables 3.2 and 
3.4, for both South Carolina and Illinois, respectively.  The EVR for Case 1 for both 
South Carolina and Illinois are very large, 6.9 and 2.3, respectively, implying that the 
variation due to sampling error is much larger than the variation due to model error.  
Clearly, a WLS or GLS analysis should be employed rather than an OLS analysis. 
 
3.3.2 Weighted Least Squares Regression Analysis 
 In the case of the weighted least squares regression, both the method of 
moments and Bayesian estimators were used.  The best model when using the method 
of moments estimator for South Carolina is the constant model, which indicates that 
skew is equal to the same constant value of, -0.028 in all regions.  This model MM-
WLS, as presented in Table 3.1, has an AVPnew of 0.0017 and a model error variance 
equal to 0.  This result is considered to be unrealistic as it underestimates the variance 
of prediction of the regional skew.  Consequently, the weighted skew at any site, 
which is a variance-weighted average of the at-site and the regional skew estimates, 
will be too heavily weighted towards the regional value.  For comparison, Table 3.1 
also shows the results of the Bayesian constant model, B-WLS 1.  These results appear 
more reasonable with an AVPnew of 0.015 and 2  equal to 0.014. However, this was 
not the best B-WLS model for South Carolina.  The model with the smallest AVPnew, is 
B-WLS 2, with the explanatory variable Z1.  This model has an AVPnew of 0.013 and 
2
  is 0.010. 
 For the Illinois data set, the model with minimum AVPnew has a constant, the 
binary variable Z2, and ln(Slope) as explanatory variables regardless of the model error 
variance estimator employed.  As shown in Table 3.3, the estimated -parameters 
obtained by MM-WLS and B-WLS are nearly identical, but both the AVPnew and 
model error variance are slightly smaller for the MM-WLS model as compared to the 
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B-WLS model.  The larger value of AVPnew for the B-WLS model results in computed 
effective record lengths for regional skew estimates that are smaller than those based 
on the MM-WLS model.   
 In order to determine if a WLS analysis is sufficient, the misrepresentation of 
beta variance MBV can be consulted.  As shown in Table 3.2, Case 1 for South 
Carolina has a MBV of 5.4.  Table 3.4 shows that Case 1 for Illinois has an MBV of 
4.2.  These results clearly suggest, for both South Carolina and Illinois, that the 
correlation among estimators of skew in these regions should not be neglected by 
using a WLS analysis; otherwise the model error variance as well as the AVP of the 
regional skew will be underestimated.   
 
3.3.3 Generalized Least Squares Regression Analysis 
 In the case of generalized least squares regression, both the method of 
moments and Bayesian estimators were used.  For the South Carolina data set, the 
choice of the best model depends on the estimator employed.  With the method of 
moments estimator, the best model (denoted MM-GLS 1) employs a constant, the 
binary variable Z1, ln(Slope), and ln(Length) as explanatory variables.  As shown in 
Table 3.1, MM-GLS 1 has a model error variance equal to 0 and an AVPnew equal to 
0.01.  As discussed previously, a zero model error variance is unrealistic.   
The equivalent B-GLS model to the MM-GLS model was run for comparison.  
As shown in Table 3.1, B-GLS 1 has a more believable 2  with a mean of 0.024 (and 
a standard deviation of 0.013) with an AVPnew of 0.035.  However, the model with the 
minimum AVPnew for a new site when the Bayesian estimator is employed is B-GLS 2.  
This model’s explanatory variables include a constant, ln(Slope), and ln(Length).  The 
resultant 2  for B-GLS 2 is 0.026 as compared to 0.024 for B-GLS 1, but the AVPnew 
for B-GLS 2 as compared to B-GLS 1 is about 0.001 smaller.  
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 The choice of the best model for the Illinois data again depends on the 
estimator employed.  When the method of moments estimator is used, the best model 
(denoted MM-GLS 1) employs a constant, the binary variable Z2, and ln(Slope).   The 
MM-GLS 1 model appears in Table 3.3, along with the corresponding Bayesian 
analysis, denoted B-GLS 1.  As shown in Table 3.3, the estimated -parameters 
obtained by MM-GLS 1 and B-GLS 1 are nearly identical, but the model error 
variance is slightly smaller for the MM-GLS 1 model as compared to the B-GLS 1 
model. However, the AVPnew is slightly larger for the MM-GLS 1 model as compared 
to the B-GLS 1 model (AVPnew is equal to 0.16 and 0.15, respectively).  The B-GLS 1 
model is not the Bayesian GLS model with the minimum AVPnew for a new site, 
instead B-GLS 2 with a constant and ln(Slope) as its only explanatory variable has the 
smallest AVPnew.  B-GLS 2 has an almost identical model error variance (0.13, with a 
standard deviation of 0.05) to B-GLS 1.  However, the AVPnew for B-GLS 2 is 0.14 as 
compared to 0.15 for B-GLS 1, a modest difference. 
 
3.3.4 Sensitivity Analysis and Diagnostic Statistics for B-GLS Analysis 
 This section offers a diagnostic analysis of the best B-GLS models from both 
the South Carolina and Illinois data.  Figure 3.1 presents the leverage and influence 
results for the B-GLS 2 model from South Carolina.   
 The 22 sites included in Figure 3.1 have high leverage, high influence, high 
statistical leverage and/or high -influence.  The sites are ordered by decreasing 
influence, as it identifies those sites that had a large impact on the analysis.  Site 81 
has the highest -influence value, implying it has a large impact on the model error 
variance, while also having high influence and high leverage values.  Site 81 was 
removed from the B-GLS 2 analysis as a test.  As expected, 2  of B-GLS 2 (w/o site 
81) decreased from 0.026 to 0.012, as shown in Table 3.1.  When Site 81 is removed 
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from the regression both of the 95% credible regions for the regression coefficients of 
ln(Slope) and ln(Length) contain zero (Bayesian plausibility-values,  = 32% and 
13%, respectively).  This indicates that a simple regional mean model would be 
appropriate.  Site 81 has such a large impact on the regression analysis because it has a 
long record length, 78 years, a large positive at-site skew value, 0.71, and the 6th  
largest residual, 0.66.  When Site 81 is removed from the B-GLS 2 model, the 2R  
increases from 0.30 to 0.67, which is a very large difference. 
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Figure 3.1: Regression Diagnostics: Leverage and influence for the state of South 
Carolina data set B-GLS 2 Model. The dashed, horizontal line represents the threshold 
for high leverage and high statistical leverage, while the solid, horizontal line 
represents the threshold for high influence and high -influence. 
 
 We also removed Site 62 from the B-GLS 2 model as a test.  Like Site 81, Site 
62 has a high and almost identical influence value, and has high leverage.  However, 
the main difference can be seen in the -influence values; the -influence value of Site 
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81 is over 5 times larger than that of Site 62.  As shown in Table 3.1, when Site 62 is 
removed, neither 2  nor the AVPnew change from those generated for B-GLS 2.  The 
small impact on the regression parameters is due to the fact that Site 62 has only 29 
years of record.  Site 62 does have an impact on the analysis because it has a large 
negative skew, -0.62, and the second largest residual in the study, -0.88. 
 The last sensitivity analysis run on the South Carolina data was the removal of 
Site 53, which had the largest influence in the study as well as high leverage and high 
-influence.  As shown in Table 3.1, when Site 53 is removed from the B-GLS 2 
model, there is a decrease in 2  from 0.026 to 0.019, and the value of 2R  increases 
from 0.30 to 0.49.  Site 53 has a long record, 74 years, an at-site skew of 0.49 and the 
third largest residual in the study, 0.72.    
 Table 3.2 contains the pseudo-ANOVA results for both the B-GLS 2 model and 
the three sensitivity analysis.  The pseudo-ANOVA table clearly demonstrates that for 
all four cases in South Carolina the sampling error is many times larger than the model 
error, EVR >7. 
 Figure 3.2 displays the leverage and influence results for the B-GLS 2 model 
for Illinois.  The 30 sites included in Figure 3.2 have high leverage, high influence, 
high statistical leverage and/or high -influence.  The sites are ordered by decreasing 
influence.  Among the twenty-two sites that have high influence, only three also have 
high leverage.  Site 25 is a site with a very large -influence and a moderately high 
influence.  However, it has almost no leverage or statistical leverage.  Site 25 has a 
record length of 25 years, a skew of -1.9, and a residual of -1.5, the second largest 
residual magnitude among the 62 sites used in the regression.  When Site 25 is 
removed from the B-GLS 2 model as test, a decrease in the model error variance and 
the AVPnew is observed ( 2  is 0.13 in B-GLS 2 and it drops to 0.12 in B-GLS 2 w/o 
Site 25, while the AVPnew drops from 0.14 to 0.13. 
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Figure 3.2: Regression Diagnostics: Leverage and influence for Illinois River Basin 
data set B-GLS 2 Model. The solid, horizontal line represents the threshold for high 
leverage and high statistical leverage, as well as, for high influence and high -
influence. 
 
As shown in Figure 3.1, Site 9 has extremely high influence, but only a 
slightly large -influence.  Site 9 has a centered ln(Slope) value of -1.8, a record 
length of 86 years, a skew of -1.2, and a residual of -0.69.  As shown in B-GLS 2 w/o 
Site 9 in Table 3.3, the resulting model error variance is 0.12, a slight decrease in the 
model error variance from B-GLS 2.  However the biggest impact can be seen in the 
AVPnew, which decreased from 0.14 in B-GLS 2 to 0.13 in B-GLS 2 w/o Site 9.  This 
allowed for the effective record length to increase to 57 years. 
The final model in Table 3.3, is B-GLS 2 w/o Site 5.  Site 5 has both very high 
influence, as well as extremely high-influence.  Site 5 has a centered ln(Slope) value 
of 0.76, a record length of 32 years, a skew of 1.0, and a residual 1.3, the fourth largest 
residual among the 62 sites used in the regression.  With such a large residual, Site 5 is 
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bound to have a large impact on an analysis.  Generally, sites with small leverage and 
shorter record lengths, like Site 5, should not have a large influence in the regression 
unless they have very large residuals. Indeed, Site 5 has a large residual.  When Site 5 
is removed, the model error variance decreases from 0.13 to 0.12.  The AVPnew was 
reduced from 0.14 to 0.13.  It is important to note that the new analysis indicated that a 
simple constant model would be appropriate because the 95% credible region of the 
coefficient of ln(Slope) contains zero (Bayesian p-value = 7.3%).  For comparison, the 
regional constant model without covariates was fitted with the entire data set B-GLS 
Constant (62 sites) and appears in Table 3.3.    
The pseudo ANOVA table for Illinois, Table 3.4, shows that the sampling 
error is two to three times greater than the model error, EVR > 2.  Our Illinois analysis 
does not explain as much of the variation in the data as the South Carolina analysis.  
This is evident in the 2R  statistics presented in the bottom of Tables 3.2 and 3.4.  The 
2R  value for the B-GLS 2 model for Illinois is only 0.12, while the 
2R  value for the 
B-GLS 2 model for South Carolina is 0.30. 
Feaster and Tasker [2002] performed a regional analysis of the skew 
coefficient for the State of South Carolina. They first employed an OLS regression 
analysis using 102 stations and concluded the relationship between the station skews 
and the basin characteristics, represented by the traditional R2 statistic, was too weak. 
They then computed a record-length weighted skew for two groups of sites, using the 
same 89 sites employed here. The reported regional skew for the Piedmont region was 
equal to –0.19 with mean square error of 0.090.  For the other three regions, the 
regional skew was 0.082 with mean square error of 0.11.  Tables 3.1 and 3.2 show that 
a statistically more complete GLS regression analysis provides a different and more 
statistically valid interpretation of the South Carolina regional skew data. 
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3.4 Conclusion 
The quasi-analytic Bayesian analysis of a GLS regression model described by 
Reis et al. [2005] has been developed into an operational GLS regional hydrologic 
regression methodology. Regression diagnostic statistics for WLS and GLS models 
include pseudo Analysis of Variance tables, a pseudo adjusted 2R , Error Variance 
Ratio (EVR) and Misrepresentation of the Beta Variance (MBV), leverage and 
influence, and -influence. 
Two examples of regionalization of the log-space skew, the shape parameter of 
the Log-Pearson Type III distribution, illustrate use of the methodology. Results 
obtained from OLS, WLS, and GLS analyses were compared, as well as the results 
using the Bayesian and method of moments model-error-variance estimators.  The 
OLS analysis provides misleading results because it does not make a distinction 
between the variance due to the model error and the variance due to time sampling 
error.  The GLS analysis was the best framework because the cross-correlation of the 
skews, which is neglected by a WLS analysis, proved to be important. Both of these 
examples demonstrate that the true model error variance for regional skew models is 
on the order of 0.15 or less. Leverage, influence and -influence statistics were very 
useful in identifying stations that actually did have a significant impact on the 
analysis. 
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CHAPTER 4 
 
ANALYSIS OF FLOOD DATA TO SUPPORT REGIONAL FLOOD ESTIAMTES 
FOR THE SOUTHEASTERN UNITED STATES 
 
4.1 Introduction to the Southeastern U.S. Study 
 This skew study was done in conjunction with a flood frequency effort carried 
out by the USGS Water Science Centers for the states of Georgia, North Carolina and 
South Carolina.  Those states updated their estimates of flood magnitude and 
frequency for rural ungauged basins in the region using multi-state data [Gotvald et al. 
2009, Feaster et al, 2009 and Weaver et al. 2009].  This multi-state approach allowed 
the states to regionalize over a broad area instead of state boundary lines; thus 
enabling a more continuous study for the Southeastern U.S. region.   
 As explained in Chapter 1, generalized skew coefficients are an integral piece 
of the US Bulletin 17B procedure for flood frequency analysis.  Thus, the Bayesian 
Generalized Least Squares (B-GLS) regional skew regression developed here served 
to help update their flood frequency estimates.   
 
4.2 Summary of the Southeastern U.S. Data 
4.2.1 Gauge Stations 
This study is based upon annual peak flow data from 489 stream flow gauges 
(sites) spread across seven states in the Southeastern United States.  They were 
recommended by the United States Geological Survey’s (USGS) Water Science 
Centers responsible for three states, Georgia, North Carolina, and South Carolina.  
Figure 4.1 displays the gauge sites on a map of the Southeastern US.  Table 4.1 shows 
the breakdown of sites in each state.   
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Figure 4.1: Map of the 489 gauge sites used in Southeastern U.S. study 
 
 
Table 4.1: Gauge sites in Southeastern U.S. study broken-down by state 
The annual peak flow data was downloaded from the USGS National Water 
Information System: Web Interface (NWISWeb).  Each site is cataloged by a unique 
USGS eight or nine digit Hydrologic Unit Code (HUC), which is referred to in this 
study as a ‘USGS site number’ or simply just a ‘site number’.  In addition to the 
State Number of Sites
Alabama 25
Florida 19
Georgia 169
North Carolina 127
South Carolina 38
Tennessee 64
Virginia 47
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USGS site number, each site was also assigned a unique index number for this study 
ranging from 1 to 489.  A list of the 489 sites can be found in Appendix A. 
 
4.2.2 Basin Characteristics  
In addition to the peak flow data, basin characteristics for the 489 sites were 
provided by the USGS Water Science Centers.  Table 4.2 lists the available basin 
characteristics. 
 
 
Table 4.2: Basin characteristics for Southeastern U.S. study 
General Category       Basin Chacteristics
Location of  Basin Centroid:      •Latitude of Centroid (decimal degrees)
     •Longitude of Centroid (decimal degrees)
Basin Area:      •Drainage Area, DA (square miles)
    •Basin Shape Factor [Basin Length2/DA] (unitless)
Basin Length:      •Main Channel Length (miles)
     •Basin Perimeter Length (miles)
Basin Slope:      •Main Channel Slope (feet/mile)
     •Average Basin Slope (%)
Basin Elevation:      •Average Basin Elevation (feet)
     •Maximum Basin Elevation (feet)
Basin Precipitation:      •Average Annual Precipitation (inches)
Basin Coverage:      •Impervious Surface Coverage (%)
     •Forest Coverage (%)
Basin Soil Characteristics:      •Average Soil Drainage Index for Basin
      (ranging from 1 to 7, with 1 denoting excessively-drained soils)
     •Average Hydrologic Soil Index for Basin 
      (ranging from 1 to 4, with 1 denoting high-infiltration rates)
Physiographic Provinces within Basin:      •Blue Ridge, BR
     •Central Appalachians, CA
     •Middle Atlantic Coastal Plain, MAC
     •Piedmont, P
     •Ridge and Valley, RV
     •Sand Hills, SH
     •Southeastern Plains, SP
     •Southern Coastal Plain, SCP
     •Southwestern Appalachians, SA  
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The basin characteristics provided in Table 4.2 include percent of basin 
contained within physiographic provinces, as well as the more standard characteristics 
such as location of basin centroid, drainage area, main channel slope, and basin 
elevation.   
 
4.3 Redundant Site Analysis  
4.3.1 Introduction 
 In the Southeastern U.S regional skew study, it was discovered that many 
gauge records were for watersheds largely contained within another larger watershed 
represented by a different gauge. This chapter considers the impact of such nested 
watersheds and develops criteria for identifying redundant gauge sites, as well as 
developing a model for estimating the cross-correlations of the true at-site skews. 
 
4.3.2 Cross-Correlation and Fisher Z Transformation 
In order to perform a GLS analysis, an estimation of the cross-correlation of 
the estimator g of the true skew is required.   As explained in Section 4.1, Martins and 
Stedinger [2002] used Monte Carlo experiments to determine a relationship between 
the cross-correlation of the skewness coefficient estimators at two sites as a function 
of the cross-correlation of concurrent annual maximum flows ρ.  Thus, the sample 
cross-site correlation coefficient r is computed between pairs of sites using their 
respective concurrent annual peak flow records.   
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 Equation (4.1) is used to calculate the sample correlation r, where the xi values 
are the logarithms of the annual peak flows for the first site, the yi values are the 
logarithms of the annual peak flows for the second site, and n is the number of 
concurrent years of record between the two sites.  The sample cross-correlation is 
restricted to the interval [-1, +1].  
In order to employ a linear model with normal errors to describe the sample 
cross-correlation values, the cross-correlation needs to be mapped into the whole real 
space [-∞, +∞] to match the use of an unbounded normal-error model.  The classical 
Fisher Z-Transformation is used to transform the sample correlation that is restricted 
to [-1, +1] to [-∞, +∞] so it is more amendable to being described by a regression 
model with an additive normal error.  Because the Fisher transformation spreads out 
cross-correlation values near +1, one can also distinguish differences more easily. 
Moreover, the sampling error for the Fisher Z statistic is approximately independent of 
the true cross-correlation.  
The Fisher Z statistic recommended by Kendall and Stuart (1961), is  
 
  1 1Fisher Z ln
2 1
r
r
          (4.2) 
 
The variance of the Fisher Z statistic is approximately 
 
    1Fisher Z ,      where 50
3
Var n
n
     (4.3) 
 
Thus, regressing on the Fisher Z statistic is easier than trying to regress on the sample 
correlation r for which the sampling variance is approximately (Kendall and Stewart, 
1961; also Kenney and Keeping 1951, pp. 217-221) 
 
       221 3Var r n        (4.4) 
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That the sampling variance using the Fisher Z Transformation is now independent of 
follows from 
 
 
    
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ln 1 / 1Z 1 1 1 1 1
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d r rd
dr dr r r r
            
        (4.5) 
 
so that, to the first order,   
 
   
2Z 1(Z) ( )
3
dVar Var r
dr n
          (4.6) 
 
4.3.3 Time Sampling Errors and Cross-Correlation of Peaks 
The GLS statistical analysis depends on the estimated cross-correlations of the 
peak flows at different pairs of sites. These are generally estimated as a function of 
distances between the gauges, or in our case the distances between the centroids of the 
basins.  
If basins are nested so one is contained within the other, then it is reasonable to 
expect that the cross-correlations between concurrent flood peaks would be larger than 
if the basins did not overlap. In theory, a cross-correlation model could be developed 
that captured this effect by using the observed cross-correlations between flood peaks 
from many basins where some of those basins are nested, and the overlap is described 
by new explanatory variables that are included in the model. The effect of any overlap 
on the cross-correlation would certainly be large when the smaller basin represents 
50% or more of the larger basin. However, information on the percentage overlap, or 
the orientation of their overlap, or even which drainage areas are for sure contained in 
another is not available. Due to this lack of information regarding basin orientation, 
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the modeling task is much easier if it is reasonable to assume that seldom will two 
sites really represent mostly the same drainage area.  
Thus, in order to make this assumption, a metric to identify redundant site-
pairs before completing the cross-correlation model development or the Bayesian-GLS 
regression was needed.  Section 4.3.7 describes development of that metric and its 
implementation. 
 
4.3.4 Spatial Model Errors 
As described in section 4.3.1, GLS regression has two errors, the time-
sampling error   because of finite length records, and the model error  intrinsic to 
the regression model’s lack of perfection. If the cross-correlation among the 
concurrent floods could be model correctly, the statistical analysis would capture the 
cross-correlation among the time-sampling errors . 
A more troubling concern is the correlation among the model errors  that must 
occur if two sites in the model represent nearly the same hydrologic experience, i.e. 
the two sites physically overlap, and thus, are not independent experiences.  For 
example, this could occur if the ratios of the drainage areas DAi/DAj  (where DAi > 
DAj) is equal to 1.2 when the basins are one within the other and differ by only 20% in 
drainage area.  Then, instead of being two independent spatial observations depicting 
how drainage basin characteristics are related to skew (or flood quantiles), these two 
basins are the instead the same spatial experience (i.e. they are essentially the same 
basin).  In that case, the statistical analysis incorrectly represents the information in the 
data.  In the GLS regression model, each individual equation for each individual site 
 
 
  ˆi i i iy    x β       (4.7) 
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is intended to represent a different and unique spatial experience. It is this belief that 
justifies assuming that the individual i are independently distributed so that the 
covariance matrix 
 
    2 Σ Ι        (4.8) 
 
For this assumption to be valid, it is critical that an attempt is made to retain only sites 
that are different spatial hydrologic experiences. If drainage areas overlap to a large 
extent, then this assumption is violated and the basins are no longer independent 
spatial experiences.  
It would be possible to try to model the cross-correlation among thei  if 
basins had large overlaps, but this is difficult because i  is never observed.  Rather, 
only the total errors, i equal to i i   are observed.  Given the variance of the i, the 
variance of the i can be inferred.  However, the specific i are not observed. [Thomas 
Kjeldsen and David Jones at the Institute of Hydrology (Personal communication, 
May 2007) have tried to infer the cross-correlation among the i, but it is very difficult 
to resolve given the lack of precision with which the cross-correlations of the i are 
known.] Moreover, no recognized data is available delineating the degree of overlap 
among different basins. 
In order to avoid the problems discussed in this Section and Section 4.3.3 
concerning both the time sampling errors and the spatial model errors, it seems 
prudent to omit sites which are redundant (i.e. provide the same hydrologic 
experience) as characterized by a large overlap in drainage areas. This should result in 
no significant loss of information if the two sites have the same periods of record, 
because they are in fact providing the same spatial-temporal experience. If the two 
periods of record are not coincident, then record augmentation or record extension 
could be used to generate a composite site that reflects the entire hydrologic record for 
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this drainage basin [Maidment, pp. 17.47-17.48, 1993; Stedinger et al., pp. 18.36-
18.37, 1993]. This new composite site should then represent a new site k whose 
fundamental spatial hydrologic experience, expressed as  
 
 k k ky  x β         (4.9) 
 
is independent of other experiences.  
When omitting sites, an effort should be made to retain sites with small 
drainage areas and long records.  We have a preference for small, unregulated sites, 
because that is where our regional model is most likely to be employed.  However, we 
also have a preference for long record sites due to the greater precision with which the 
at-site skew can be estimated.  Section 4.3.8 provides more information about the 
algorithm for omitting sites. 
 
4.3.5 Screening Procedures using Normalized Distance and Drainage Area Ratios 
Sections 4.3.3 and 4.3.4 motivated the importance of the identification of 
redundant sites.  Before a decision can be made regarding how to handle two 
redundant sites in a regional analysis, the redundant sites must first be identified.  In 
order to determine if two basins represent redundant sites, and thus, represent the same 
hydrologic experience for the purposes of conducting a regional hydrologic regression 
on flood quantiles or skews, two pieces of information are considered: (i) whether 
their watersheds are nested, and (ii) the ratio of the basin drainage areas.  Thus, two 
screening metrics to address whether two sites are likely to be redundant are proposed.  
The first metric, normalized distance (ND), is used to determine the likelihood the 
basins are nested.  The second metric, the drainage area ratio (DAR), is used to 
determine if two nested basins are sufficiently similar in size to conclude that they are 
essentially, or are at least in large part, the same watershed for the purposes of 
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developing a regional hydrologic model.  These two metrics are explored in more 
detail below. 
Normalized distance (ND) is a measure of the normalized, or unit-less 
distance, between the centroids of two basins.  This metric was created in an effort to 
use the physical characteristics of two basins (i.e. the size of their drainage areas and 
distance between their centroids) to determine if the two basins are likely to be nested. 
ND is defined as 
 
 
4
D D
ND
DA *DA DA *DA
ij ij
i j i j
     (4.10)  
where Dij is the distance between the centroids of basin i and basin j.  
Normalized distance is used to evaluate if two sites are likely to be nested, and 
thus are in large part physically redundant.  It does not recognize that a small basin is 
located inside a much larger basin thus experiencing critically different hydrologic 
events.   
In conjunction with normalized distance, drainage area ratios DAR are 
employed to determine if the size of two basins, when one basin is contained in the 
other, is sufficiently different that the events that generate the annual maximum floods 
in each basin are likely to be different.  The drainage area ratio is: 
 
 
 
DADADAR = Max ,
DA DA
ji
j i
    
     (4.11) 
 
If the drainage areas are different by more than a factor of f (i.e. DAR > f, 
where f = 5 was adopted in the Southeastern U.S. study described in the next section), 
then the fact that one basin is inside the other may not matter because they are of 
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sufficiently different in size that the critical characteristics of the basins and of 
hydrologic events that generate the annual maximum flood are likely to be different. 
Or, at least a large correlation between the annual floods at the two sites will not 
result, even if they are due to the same meteorological event because the distribution 
of rainfall over each basin area and the transformation of that rainfall into flow in each 
basin produce very different peak annual flood events.  However, cross-correlation 
among concurrent annual peaks is not the issue here because it is dealt with explicitly 
in the GLS analysis. Redundancy addresses the case that the basins reflect in large part 
the same watershed and watershed-meteorological coupling.  The correct threshold for 
DAR is an important issue to investigate, and could depend upon the size and 
characteristics of storms and the topography of the region.  Section 4.3.5.1 considers 
an analysis of the Southeastern U.S. data set that suggests that DAR > 5 is a good 
threshold. 
 The idea of using ND and DAR to screen for redundant sites is motivated here 
through several simple examples.  Imagine that the drainage area of Basin A, denoted 
DAA, can be thought of as a rectangle with dimensions 1 by r, where r ≥ 1.  Similarly, 
the drainage area of Basin B, denoted DAB, can be thought of as a rectangle with 
dimensions w by w*r, where w ≥ 1 so that the ratio of the sides is still 1:r.  Figure 4.2 
depicts these two basins as disjoint, independent basins.   
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Figure 4.2: Depiction of two hypothetical distinct basins.  The basin outlets are 
indicated by the black triangles, while the basin centroids are indicated by the black 
ovals. 
 
 By changing the values of r and w, the drainage areas and the length-to-width 
ratios of the two basins can be varied reflecting different basin configurations and 
geometry. The ND and DAR as a function of r and w follow from the dimensions and 
centroids depicted in the figure are given by 
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If two basins of equal area (w = 1) and thus with equal dimensions are 
considered, then as the length-to-width ratio r increases, the normalized distance 
ND 1 r , approaches zero.  On the other hand, if the length-to-width ratio r is 
fixed, Figure 4.3 shows that as the relative size w of the large basin increases, the 
normalized distance ND steadily increases.  Moreover, the larger the length-to-width 
ratio r, the faster the increase in the value of the normalized distance as w increases.  
This occurs because for large r, the distance between the two distinct basins looks like 
  2r w  for large r and large w, so that  ND 2r w  ; whereas for r =1 
corresponding to two squares,    2ND 1 2w w   looks like ND 2w  for large 
w.   
In most cases in Figure 4.3, ND > 0.5. The exceptions occur with r > 4 and w 
near 1; with long skinny basins of nearly equal size, arbitrarily small ND values are 
obtained.  
 
 
Figure 4.3: Normalized Distances calculated using Equation (4.12) for different 
combinations of r and w when two basins are distinct as shown in Figure 4.2.   
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 Alternatively, consider two nested basins, where Basin A is smaller and wholly 
contained within Basin B (See Figure 4.4).  This is different from the scenario 
proposed in Figure 4.2, in which Basin A and Basin B were distinct basins. 
 
 
Figure 4.4: Depiction of two hypothetical, redundant basins (Basin A flows into Basin 
B).  The basin outlets are indicated by the black triangles, while the basin centroids are 
indicated by the black ovals. 
 
 The geometry proposed in Figure 4.4 is a worst-case scenario in terms of 
maximization of ND for two nested basins.  If instead of being in the corner, Basin A 
was located closer to the center of Basin B, it would more readily be detected as nested 
because the ND would be smaller because their centroids would be closer.  However, 
by imagining Basin A to be nested and located as far from the centroid of Basin B as 
possible, it allows for a larger ND, and thus illustrates the difficulty of identifying 
nested basins with ND.  On the other hand, this doesn’t have to be viewed as a 
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weakness, but instead and interpretation of what defines redundant basins.  If the 
centroids of two nested basins have a large ND and a large DAR, it could simply mean 
that the basins, although nested, are far enough apart and of sufficiently different sizes 
that they represent two different physical hydrologic experiences, and thus are not 
redundant. 
 The normalized distances ND for the nested basins shown in Figure 4.4 can be 
calculated from the dimensions and centroids that appear there: 
 
    
 
   
,
Nested
1 2 1 22 2 2 2
2
D
ND
DA DA
0.5 2 2 2 1 1
2
A B
A B
w r wr w r
wrr w r


           

 (4.14) 
 
The formula for the DAR is the same. As shown in Figure 4.4, if w = 1 then DAA = 
DAB = r, so that Basin A and Basin B are in fact the same basin, and thus their ND = 0.  
Thus, the smallest normalized distances are obtained when the nested basins are the 
same size, as shown in Figure 4.5. As w increases, ND increases. And for any w > 0, 
ND also increases with r. Again, smaller ND values are obtained if Basin B were 
located closer to the center of the larger Basin A. 
 
 
72 
 
Figure 4.5: Normalized Distances for different combinations of r and w when basins 
are nested as shown in Figure 4.4.   
 
By comparing Figures 4.3 and Figure 4.5, a better understanding of the 
behavior of normalized distance metric can be obtained as it relates to the relative 
position of two basins.  For example, when two basin are distinct neighbors, as 
depicted by Figure 4.2, if the length to width ratio, r is 4:1 or more, the normalized 
distance drops to 0.5 or less and by that threshold would be incorrectly classified as 
redundant.  Also, Figure 4.3 shows two distinct basins can have a ND < 0.5, when r ≥ 
8 and DAR ≤ 1.5.   It is in this instance that if the threshold for classifying pairs of 
sites as redundant is set at ND < 0.5 and DAR < 5, that distinct basins would be 
incorrectly classified as redundant.   
On the other hand, when one basin is nested within another according to the 
worst-case geometry depicted in Figure 4.4, if w =1 for any r, they are in fact the same 
basin and thus ND = 0.  As shown in Figure 4.5, when one basin is contained within 
the other there are many more possible ways that ND < 0.5 could result.  For example, 
ND  ≤ 0.5 when 
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 r = 1 and w ≤ 4 = 2; 
 r = 2 and w ≤ 3.5 = 1.9; 
 r = 4 and w ≤ 2.5 = 1.6; 
 r = 8 and w ≤ 2 = 1.4; 
Thus, if ND is less than 0.5, it is clearly possible that the two drainage areas 
are nested with the larger basin containing the smaller basin of they are of similar size. 
If basins are tall and narrow (i.e. r  ≥ 8), or very different in size, then it is possible for 
them to be distinct even though their ND ≤ 0.5.  Fortunately, this is a worst case 
configuration for nested sites. If the smaller site is near the center of the large site, ND 
can be very much smaller, or even zero. 
Real basins come in a range of sizes and shapes.  Section 4.3.6 provides 
examples of real basins.  Although there are times when the combination of 
normalized distance and drainage area ratio will incorrectly identify distinct basins as 
redundant, it appears that ND < 0.5 can successfully be used as a screening metric to 
identify redundant basins which represent the same hydrologic experience.  
Examination of detailed maps which document watershed boundaries can be used to 
confirm whether or not basins are in fact nested. This step can illuminate basins that 
are distinct, but which might have been classified as redundant. This should eliminate 
false positives.  The error that might be made is to fail to recognize redundant pairs 
because of a large r with a modest DAR resulted in a ND < 0.5. Because large r can 
results in very small ND values, these false negatives could be a concern. 
 
4.3.6 Redundant Site Example Using Data from South Carolina 
 The concept of redundant site and the thresholds for ND and DAR can best be 
understood by looking at a real example.  Figure 4.6 was produced using the USGS 
NHD Geodatabase.  It presents three peak flow gauges, shown as black circles, located 
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in South Carolina.  The rivers and their main tributaries are represented by the thick 
gray lines, while the outlines of each of the three basins are represented by thick black 
lines. The gauge inside Basin A is located on the South Fork Edisto River, the gauge 
inside Basin B is located on the North Fork Edisto River, and the gauge inside Basin C 
is located on the Edisto River after the confluence of the South Fork and the North 
Fork.   
 
 
Figure 4.6: Illustration of redundant drainage basins in South Carolina on the Edisto 
River.  The map was produced using the USGS NHD Geodatabase from 
http://nhdgeo.usgs.gov/viewer.htm. 
 
 It is easy to see from Figure 4.6 that the South Fork and the North Fork of the 
Edisto River are two separate drainage basins, denoted Basin A and Basin B, 
respectively.   The drainage area of Basin A is 734 mi2 and the drainage area of Basin 
B is 686 mi2.  The main channel length of Basin A is roughly 67 mi and the main 
channel length of Basin B is roughly 65 mi.  The average basin widths for both Basin 
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A and Basin B are roughly 16 mi.  Thus, the width to length ratios of Basin A and 
Basin B are 1 to 4.2 and 1 to 4.1.  The centroids of Basin A and Basin B are roughly 18 
mi apart, thus their ND = 0.69 and their DAR = 1.0.  One criterion discussed above, 
and employed latter in the analysis, is to assume that basins with ND >0.5 are not 
nested, and that is shown to be true in this case. 
 However, if instead the focus is placed on Basin C, it is apparent that the three 
basins overlap, or more specifically Basins A and B are contained within Basin C.  
This is due to the fact that Basin C contains the confluence of Basins A and B.  Basin 
C has the following basin characteristics: drainage area = 1726 mi2, channel length = 
109 mi, average channel width 43 mi, and basin width to length ratio = 1 to 2.5.   
 If Basin A and Basin C are compared, it is evident that Basin A is about 43% of 
the drainage area of Basin C and their centroids are only 12 mi apart.  They have a ND 
= 0.36 and a DAR = 2.4.  Thus, using the screening methods suggest above, these two 
sites would be classified as redundant because ND < 0.5 and DAR <5.  As shown in 
Figure 4.6, Basin A is in fact contained in Basin C, and thus these two basins should 
not be viewed as independent hydrologic experiences.  The same conclusion is drawn 
when comparing Basin B and Basin C.  Basin B is about 40% of the drainage area of 
Basin C and their centroids are only 9 mi apart.  Thus, they have a ND = 0.26 and a 
DAR = 2.5, both of which are below the thresholds indicating that these two basins are 
redundant.  As will be shown later, in the case of the three basins above, Basin C was 
removed from the analysis in order to address the issue of redundant sites, while Basin 
A and Basin B were retained. 
 
4.3.7 Screening Procedure and Results 
 By using normalized distance ND and the drainage area ratio DAR, described 
above in Section 4.3.5, a screening procedure for redundant sites can be formulated.  
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In order to develop the appropriate thresholds for both ND and DAR for the 
Southeastern U.S. data set using the cross-correlations of the concurrent peak annual 
flows, only those sites whose concurrent record lengths were greater than 30 years 
were considered.  After thresholds were chosen, the screening procedure was then 
applied to the entire data set, including those pairs of sites with less than 30 years of 
concurrent records.  Figure 4.7 describes the algorithm used to screen sites, 
 
If ND< TND & DAR < TDAR
IF (DAsmall has >= 30 yrs of data), THEN (remove DAsmall)
ELSE IF [(DAsmall <30 yrs of data) & (record length of DAsmall + 5)]  ≥ 
                        (record length of DAlarge), THEN (remove DAsmall)
ELSE (remove DAsmall)  
Figure 4.7: Screening algorithm for redundant sites 
 
where TND is the normalized distance threshold, and TDAR is the drainage area ratio 
threshold, DAsmall is the site with the smaller drainage area, and DAlarge is the site with 
the larger drainage area.  The screening algorithm in Figure 4.7 first identifies 
troublesome pairs: pairs of sites whose ND is less than TND and whose DAR is less 
than TDAR.  After identifying the troublesome pairs, the algorithm then runs through 
those troublesome pairs in index number order (see Section 4.2.1 for description of 
index number) to resolve each redundant site conflict by recommending the removal 
of one of the two sites. There are cases where 3 or even 4 sites are in conflict, and the 
order of the comparison can affect the number of sites removed and the selection of 
sites to remove. As a simple illustration if the sizes of basins B1, B2 and B3 are such 
that B1 < B2 < B3, then it may be sufficient to remove B2, or both B1 and B3.  The 
algorithm used in the Southeastern U.S. study considers sites only two at-a-time.   
 In order to determine the appropriate ND and DAR thresholds, different 
combinations were tried and their results examined. Figures 4.8 and 4.9, present the 
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cross-correlation and the Fisher Z-transformation of the cross-correlations versus ND.  
The figures show the suspected redundant troublesome pairs of sites as open circles 
and the non-redundant pairs of sites as solid circles (or dots) for the proposed selection 
criteria.  The figures include all site-pairs with at least 30 years of concurrent record.  
Many pairs of sites in this study fail to meet the ND and DAR criteria and thus, one of 
them was omitted.   
 
Figure 4.8: Sample cross-correlation versus normalized distance ND for site pairs with 
greater than 30 years of shared record.  ND and drainage area ratio DAR can identify 
site-pairs with unusually large cross-correlation which are probably due to 
redundancy. 
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Figure 4.9: Sample Fisher Z transformed cross-correlation versus normalized distance 
ND for site pairs with greater than 30 years of shared record.  ND and drainage area 
ratio DAR can identify site-pairs with unusually large cross-correlation which are 
probably due to redundancy. 
 
 
 In Figure 4.9, a Fisher Z transformed cross-correlation Z = 3 corresponds to a 
cross-correlation r = 0.995,  Z = 2 corresponds to r = 0.964, Z = 1.5 corresponds to r = 
0.905, and Z = 0 corresponds to r = 0.   As demonstrated by the figures, it appears that 
a threshold TND equal to 0.5 for ND and a threshold TDAR for DAR equal to 5 would 
remove most of the site-pairs with extremely high cross-correlations, and it removes 
all of those redundant site-pairs with cross-correlations larger than Z = 1.75 or r = 
0.941.    
 The screening procedure outlined in Figure 4.7 was applied to the 489 sites 
comprising the Southeastern U.S. data set to identify pairs of sites whose ND < 0.5 
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and whose DAR < 5.  For sites whose concurrent record length is greater than 30 
years, the screening procedure identifies 94 troublesome pairs, thus leading to the 
recommendation that 61 individual sites be omitted from the study.  After running the 
screening metric on the entire data set, 92 sites are suggested for omission from the 
study. (This includes the 61 sites removed previously whose concurrent record length 
is greater than 30 years.)   Table 4.2 and Table 4.3 show the breakdown of both the 
omitted sites and the sites remaining in the study by both state and physiographic 
region.  The table of troublesome pairs of sites as well as those sites omitted from the 
study to resolve the problem of duplicate basins can be found Appendix A. 
 
Table 4.3: Breakdown of sites in Southeastern U.S. study by state after redundant site 
screening. 
AL FL GA NC SC TN VA Total
18 12 142 107 28 52 38 397
7 7 27 20 10 12 9 92
25 19 169 127 38 64 47 489
# of Sites Removed from Study:
# of Sites Included in Study:
      Identification and Screening
# of Total Sites  
 
 
Table 4.4: Breakdown of sites in Southeastern U.S. study by physiographic province 
after redundant site screening. 
BR CA MAC P RV SH SP SCP SA Total
72 2 15 139 42 17 79 19 12 397
14 1 2 44 8 2 14 5 2 92
86 3 17 183 50 19 93 24 14 489# of Total Sites
# of Sites Removed from Study:
# of Sites Included in Study:
      Identification and Screening
 
Note: Region for each site is chosen according to which region the largest % of basin 
is contained in. 
 
 As shown in Table 4.3, Georgia has the largest number of sites (142) followed 
by North Carolina (107), while Alabama (18) and Florida (12) have the fewest number 
of sites.  One concern is that this study focuses on Georgia, North Carolina, and South 
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Carolina and only 38 sites from South Carolina are included in the data set, ten of 
which had to be removed due to redundant sites.    
 Table 4.4 shows the breakdown of sites by physiographic province.  It is 
important to note that physiographic province in Table 4.4 was categorized according 
to the province with the largest percent of the basin.  The Piedmont province (P) has 
by far the largest number of sites (139) in the study, while the Central Appalachian 
province (CA) has the fewest number of sites (2) in the study.  With only 2 sites in the 
study with the majority of their basin area located in the Central Appalachians, it 
seems difficult to define the province as its own region.  This is further addressed 
when the physiographic provinces are used as regression parameters in the Bayesian 
GLS regional skew regression.   
   
4.4 Cross-Correlation Model for Regional B-GLS Skew Regression 
4.4.1 Introduction 
 Bulletin 17B entitled “Guidelines for Determining Flood Flow Frequency”, 
recommends the log-Pearson Type III distribution to define the frequency distribution 
of annual flood series.  This distribution has three parameters, which are normally 
taken to be: the mean, the standard deviation and the skew.   This thesis focuses on the 
third parameter, the skew.  Reis et al. [2005] demonstrated that regional regression 
models can be used to develop regional skew estimators Bulletin 17B prescribes how 
such regional skewness estimators can be used in conjunction with at-site skews to 
produce a weighted skew estimator.  In order to implement the Reis et al. [2005] 
Bayesian GLS regression framework, the correlations among skewness estimators 
must be described.  This is a part of the GLS regression framework, in which the 
relationships between estimators for different sites are measured by their cross-
correlations.  As the true skew values are not know, these correlations can be 
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approximated as a function of the cross-correlation of the peak flood flows as 
developed in Martins and Stedinger [2002].   
 Using Monte Carlo experiments, Martins and Stedinger [2002] developed a 
relationship between the cross-correlation of the skewness coefficient estimators at 
two sites as a function of the cross-correlation of concurrent annual maximum flows 
denoted ij .    A second factor (cfij) accounts for the sample size difference between 
the sites, as well as the concurrent record lengths.  Their cross-correlation model is 
 
      ˆ ˆ ˆ ˆ ˆ, ,     where   /i j ij ij ij ij ij ij i ij jSign cf cf n n n n n                (4.14) 
 
where nij is the common record period, ni and nj are the extra observation periods and 
 is an empirical constant between 2.8 and 3.3.   
 In Reis et al.[2005], the inter-site correlation coefficient between concurrent 
flows ρ(dij) is modeled solely as a function of  the distances between two site gauges.   
It is important to note here that the distance used by Reis et al. [2005] is not the 
distance between basin centroids as is used in this report, but instead is the distance 
between gauges.  The gauges for each basin are located at the outlet of the basin while 
the centroid is the geometric center of each basin.  Thus, using the distance between 
basin centroids should present a better representation of the proximity and similarities 
of any basin pair. 
 The model adopted by Tasker and Stedinger [1989, eq 21] to model the cross-
correlation of concurrent annual max flows is  
 
 1ˆ exp ln
1
ij
ij
d
d ij
ij
ij
d
d
  
                
     (4.14a) 
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where dij is the distance between site gauges and  and  are parameters of the model 
in which 0 <  <1 and    > 0.  The function has a maximum value of 1 at dij = 0 and 
approaches a minimum of  1   as dij approaches infinity.   This model is difficult to 
understand and does not offer much flexibility at dij = 0.   
 The model is perhaps more easily understood if written as 
 
 lnˆ exp
1
ij
ij
ij
d
d
  
          
      (14.14b) 
 
where  1  and  ln  can be seen as the two natural parameters corresponding to a 
measurements at which  1ij ijd d     has a value of 0.5 and  ln   is equal to 
the logarithm of the lower bound. 
 However, if the distance between basin gauges is zero, then the according to 
Equation 4.14a and 4.14b, the cross-correlation is always one.  This occurs even when 
the basins are not redundant.  A more flexible model is developed in the next section. 
 In order to develop an improved estimate of the regional skew estimator and its 
precision, it is important to represent the cross-correlation as accurately as possible.  
Thus, the sub sections of Section 4.4 focus on developing an improved model of inter-
site cross-correlation using peak annual flows, as well as, the distance between the 
centroids of basins. 
 
4.4.2 Cross-Correlation Modeling Procedure 
 In modeling the cross-correlations, the Fisher Z-transformation, described in 
Section 4.3.2, is used to transform the sample correlation values so that their variances 
are independent of their cross-correlations.  Also, this transformation allows for a 
model with normal errors, as the feasible range of cross-correlation values is expanded 
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out from [-1.+1] to [-∞,+∞] .  In order to find the best cross-correlation model, the 
Fisher Z transformation of the correlations is regressed on several covariates described 
below.   
 The first covariate is represented as: 
 
  1 D
c
ijX                   (4.15) 
 
or equivalently 1 DcijX c     wherein Dij is the distance between basin centroids and c 
is the power to which the distance is raised.  The expression D 1cij c    has the 
advantage that it is a continuous function of c.  Even at Dij equal to zero the expression 
has a value, 1 1X c  .  It is expected that c will be less than one and greater than zero. 
As distance between basin centroids becomes very large, it becomes more likely that 
the basins are not affected by the same hydrologic events, and thus it is expected that 
their correlation would decrease toward zero.  However, as the distance between basin 
centroids approaches zero, it is more likely that the basin would be affected by the 
same hydrologic events, and thus it is expected that their correlation would increase 
toward 1.  This implies that the regression coefficient in front of this term, 1, will be 
negative.   
 The second covariate is represented as: 
 
   2 ln DA DAi jX         (4.16) 
  
where DAi and DAj represent the drainage areas of the two basins of interest.  This 
term represents the log geometric mean of the two basins.  It is suspected there is a 
quicker drop off (i.e. the correlation decreases at a faster rate with increasing distance) 
for small basins.  This implies that the regression coefficient in front of this term, 2, 
will be positive.   
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Finally the third covariate is represented as: 
 
  3
DAln
DA
i
j
X
     
      (4.17) 
 
This term is a measure of the discordance; basins that are of similar size are more 
likely to have high cross-correlations than basins that are of very different size, 
holding the distance between basins Dij constant.  As expected, basins of very different 
sizes react to storm events of very different sizes.  For example, a small, localized 
thunderstorm could produce a flash flood in a basin with a small drainage area, while 
that same thunderstorm could produce only minor flows in a nearby basin with a large 
drainage area.  It would take a much larger regional storm to produce large peak flows 
in the large basins, while that same large storm may not affect the smaller basin to the 
same degree.  This implies that the regression coefficient in front of this term, 3, will 
be negative.   
 The nonlinear equation used to model cross-correlation is:  
 
  0 1 2 3 DAZ exp D ln DA DA ln DAc iij ij i j j     
              
 (4.18)  
 
This equation employs the three covariates described above to develop a relationship 
between cross-correlation of annual peak flows and the geometry of their watersheds.  
It is expected that the additional geometric mean and discordance covariates will help 
to better explain the variations found in the inter-site cross-correlations.  The results 
for this nonlinear regression analysis are presented in the next section. The constant  
is included in the regression to account for the result that even at the largest distances 
represented in this study, the cross-correlation between basins does not fall to zero. 
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4.4.3 Cross-Correlation Model Analysis and Results for the Southeastern U.S. 
 The regression model is calibrated using data for pairs of sites which have at 
least 70 years of concurrent record.   For these pairs of sites with at least 70 years of 
concurrent record, the average number of concurrent years of record is 75, with a 
standard deviation of about 5 years and a maximum of 111 years.  Thus, the sampling 
errors of the Fisher Z transformations are relatively constant.   
 In the case of the Southeastern U.S. study, 92 redundant sites are omitted to 
resolve the problem of redundant basins in the study, and cross-correlations are then 
computed using all 1,317 pairs generated with the remaining 397 sites that had at least 
70 years of concurrent record.   Table 4.5 presents these results after the screening 
procedure outlined in Section 4.3.6 is performed and the redundant sites are omitted.   
Table 4.6 presents the results using all 3011 pairs (i.e. no redundant sites were 
removed from the study) that resulted from using all 489 sites with at least 70 years of 
concurrent record are considered.  In both cases, with and without redundant sites, the 
Fisher transformed cross-correlations were regressed against distance between basin 
centroids, as well as the geometric area and discordance (drainage area ratio) as 
explained in Section 4.4.2.  Two functions were employed to measure the distance 
between basin centroids; the first measured distance between basin centroids, Dij in 
miles, while the second measured distance between basin centroids using the unitless 
normalized distance metric, NDij, described in Section 4.3.5. 
 The model computations summarized for Table 4.5 represent results after the 
screening procedure outlined previously is performed and the redundant sites were 
omitted.   Meanwhile, the model computations summarized for Table 4.6 represent 
results without any screening procedures, and thus include all sites including those 
which have been classified previously as redundant sites, recall that some redundant 
site pairs had very large cross-correlations exceeding r = 0.99.  The first column of 
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both Tables 4.5 and 4.6 depicts the models used to carry out the cross-correlation 
regressions.  The subsequent seven columns of the table present regression 
coefficients, while the last three columns present measures of model fit: the estimated 
model error variance 2 , Pseudo 2R , and effective record length (ERL) [Gruber et al., 
2007], respectively.   
 The model fit measures are developed in Chapter 2, which also discusses their 
theoretical motivation.  However, the application here is somewhat different.  Here 
estimated model error variance 2  is the estimated mean square error minus the 
average sampling error [Hardison, 1971; Stedinger and Tasker, 1986b].  This is a 
reasonably unbiased estimator of the true prediction error for the model.  A good 
model should have a small error variance, implying that the regression is fairly 
accurate.   
 In the cross-correlation regression, the error of most concern is the model error 
variance because the sampling error is unexplainable and represents noise in the data 
that complicates the analysis.  The Pseudo 2R  statistic is a goodness-of-fit statistic in 
which the unexplainable sampling error variance is separated from the total error 
variance, leaving behind the fraction of the variance accounted for by the model error 
variance [Gruber et al., 2007].  Pseudo 2R  as employed here is defined as 
 
    
2
2
2
ˆ
Pseudo R 1
ˆ 0
k



       (4.19) 
 
where  k2ˆ  is the estimated model error variance with k explanatory variables and 
 0ˆ 2 is the estimated model error variance when no explanatory variables are present.  
Thus, a large Pseudo 2R  indicates a good model fit as this indicates that a significant 
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amount the fraction of the total error variance explainable by the model is explained 
by the model.   
 Effective record length (ERL), is derived from average variance of prediction 
(AVP), where AVP quantitatively evaluates a regression model’s ability to predict 
skew at a new site not used in the regression.  The power of the regional skew estimate 
is evaluated by comparing it to an equivalent at-site estimator with the calculated 
ERL.  Thus, the larger the ERL, the more powerful the regional skewness estimator.   
 Focusing on the results from Table 4.5, the best models, as classified by small 
2
  and large Pseudo 2R , are models B, F, G, and H.  However, both G and H have 
regression coefficients which are not significantly different from zero.  After 
eliminating models G and H, the focus can shift to Models F and B.  In Model F, the 
4 regression coefficient is negative and small.  The negative value does not agree 
with the previous reasoning that the log geometric mean covariate should represent a 
faster decrease in correlation for small basins, implying a positive regression 
coefficient.  Thus, this leaves Model B as the model of best fit with physically 
reasonable coefficients.  Model B has a 2  = 0.007 corresponding to an effective 
record length of over 150 years and a Pseudo 2R
 of 83%.  With this model, cross-
correlations vary from 0.935 when Dij is equal to zero, to 0.14 for large Dij.   
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Table 4.5: Summary of cross-correlation regressions with n = 1317 site-pairs 
(redundant sites omitted).  The underlined regression parameters indicate that those 
values are not statistically different from zero at the 10% level. 
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Table 4.6: Summary of cross-correlation regressions with n = 3011 site-pairs 
(redundant sites included).  The underlined regression parameters indicate that those 
values are not statistically different from zero at the 10% level. 
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 As shown in Figure 4.10, Model B fits the trend in the data very well.  The 
model effectively explains the actual variation in the cross-correlation from site-pair to 
site-pair using only distance between the centroids. Residual errors in Figure 4.10 are 
difficult to interpret.  For two sites with a concurrent record length of n, the variance 
of the estimate of their correlation is (1-2)2/n. Thus, there are dramatic differences in 
the standard errors of the estimated cross-correlations depending on the true cross-
correlation . Here 70 ≤ n < 111, so that n is relatively constant, whereas  may vary 
widely. 
  
 
Figure 4.10: Graph of site-to-site cross-correlation ij versus distance between basin 
centroids, where the Southeastern U.S. site-pairs are those non-redundant pairs with 
concurrent records greater than 70 years.   
 
 A Psuedo ANOVA table was also created to examine the constant model, 
Model A, as well as Model B more closely.  A Pseudo ANOVA table was introduced 
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in Chapter 2.   The table describes the sources of error in the regression and their 
impact on the total error associated with each model. 
 
Table 4.7: Pseudo ANOVA table for selected models of the cross-correlation 
regression with n = 1317 site-pairs (redundant sites omitted). 
Model A Model B Model A Model B
k 0 2 0.0 43
n-k-1 1316 1314 52 8.9
n 1317 1317 18 18
2n-1 2633 2633 71 71
0.35 2.1
0.0% 83%
Sampling Error
Total
EVR
R
2
Source Degrees-of-Freedom Equations Sum of squares
Model
Model Error
    kn 22 0   
 kn 2
   


n
i
iyVarn
1
2 ˆ0
 

n
i
iyVar
1
ˆ
 
 
2
2
21 0
k
R 


 
 2
ˆSS(sampling error) tr[ ( )]
SS(modelerror)
EVR
n k 
Σ y
 
 
 Table 4.7 compares the errors between the constant model, A, and the selected 
model of best fit, B employing the distance D between two gauges.  This table 
describes how much of the variation in the observations can be attributed to the 
regional model, and how much of the residual variation can be attributed to model 
error and sampling error, respectively.  The problem is that one cannot actually resolve 
what the model errors are because the values of the sampling errors for each i are 
unknown. But, one can describe the total sampling error sum of squares by its mean 
value, which is tr[(yˆ)] , where tr[A]  is the trace of matrix A. And because there are 
n equations, the total variation due to the model error  for a model with k parameters 
has a mean equal to  2n k .  That provides descriptions of two of the three sources of 
variation.  
 For a model with no parameters other than the mean, the estimated model error 
 
2(0)  describes all of the variation in iii yyˆ  not explained by the sampling errors 
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i.  Thus, it should on average equal the actual variation in y due to regression and the 
variation due to the model errors . The TOTAL expected sum of squares variation 
due to model, model error, and sampling error is described as n2(0) + tr[(yˆ)] . 
Therefore, an expected sum of squares equal to n[2 (0)  2 (k)] is attributed to the 
model. This is called a pseudo ANOVA because the contributions of the three sources 
of error are estimated or constructed, rather than being determined from the computed 
residual errors and the observed model predictions, and the impact of correlation 
among the sampling errors is ignored. 
 The pseudo ANOVA table also contains the EVR, or error variance ratio, 
which is a modeling diagnostic used to determine if a simple OLS regression is 
sufficient or a more sophisticated WLS or GLS analysis is appropriate. EVR is the 
ratio of the average sampling error variance to the model error variance. An EVR 
greater than 20%, indicating that the sampling variance is not negligible when 
compared to the model error variance suggests the need for a WLS or GLS regression 
analysis. 
 For Model B, the EVR = 2.1.  Because the EVR is much greater than 20%, it 
suggests the need for WLS or GLS regression to correctly understand the variance 
structure of the data.   
 As shown in Table 4.7, for Model B, the model error is a little less than half of 
the sampling error.  Thus, this indicates that Model B is explaining a large portion of 
the explainable variation in the data.  This is illustrated by the Pseudo 2R  statistic 
which is about 80% for Model B.   
 Using model B, where Zij is a function of Dij, the estimator of the cross-
correlation ij is 
  
exp 2Z 1
exp 2Z 1
ij
ij
ij
        
      (4.20) 
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 By construction, Zij > 0, thus as a consequence, ij > 0 is always obtained.  
Furthermore, as Dij increases, Zij monotonically approaches the intercept 0 = 0.136, 
so that ij will also approach 0 at large distances.  However for Dij = 0, Zij = 1.57, so 
that ij = 0.935.  Figure 4.11 provides a graph of this ij as a function of Dij.  
 
 
 
Figure 4.11: Graph of site-to-site cross-correlation versus distance between basin 
centroids based upon Model B. 
 
 In Figure 4.10 there is an outlier with a large correlation.  It has the highest 
cross-correlation of those remaining site-pairs equal to 0.93 and one of the smaller 
distances between basin centroids equal to 34 mi.  It would appear from the size of the 
residuals and the large cross-correlations that the sites are redundant, however, they 
were not picked up by the ND-DAR analysis.  Thus, this site pair was inspected 
further.  Figure 4.12 depicts the outlines of both basins.   
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Figure 4.12: Illustration outlining the drainage basins comprising the site-pair with the 
largest cross-correlation included in the study after screening for redundant sites.  The 
figure was produced using the USGS NHD Geodatabase from 
http://nhdgeo.usgs.gov/viewer.htm. 
 
 The basin on the left, the light gray region, is site number 170, or USGS site 
02349605, located on the Flint River in central Georgia.  The basin on the right, the 
dark gray region, is site number 80, or USGS site 02215000, located on the Omculgee 
River also in central Georgia.  Both sites have extremely large drainage areas, 2920 
mi2 and 3760 mi2, for sites 170 and 80 respectively. Their basin centroids are also 
located only 34 mi apart, thus the ND for this site pair is equal to 0.59, which is 
greater than the ND threshold of 0.5.   These sites are not a redundant pair as shown 
by the analysis and also demonstrated in Figure 4.12.  This appears to be a case of two 
gauges located on two larger rivers, located in close proximity.  Thus, it is possible 
that the annual peak flows for both basins are generated from the same large storm 
events, causing the flows to be highly correlated.  These two sites were left in the 
analysis. 
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4.5 Bayesian-GLS Regional Skew Regression Results for the Southeastern U.S. 
 After identifying and screening redundant gage sites, as well as developing a 
model of the cross-correlations of annual peak flows, Bayesian GLS (B-GLS) 
regression was employed to identify the best regional skewness model. This section 
summarizes the B-GLS regression results.  Additional details pertaining to the B-GLS 
methodology can be found in Chapter 2 as well as in Reis et al. [2005], Reis [2005], 
and Gruber et al. [2007].   
 Those sites affected by censored data, in which the flows were less than or 
greater than the measurement threshold, were not used in the analysis because of 
corrected skews and lack of available precision.  There were 59 sites with censored 
data in the Southeastern U.S. data set.   Also, for those sites which had historic peaks, 
those historic peaks were not included in the analysis.  Thus, in addition to the 92 
redundant sites removed from the study, some of which also contained censored data, 
55 sites were removed because they contained censored data.  Thus, the B-GLS 
regression was performed on the remaining 342 sites.  These 342 sites were not 
screened for low outliers.  The EMA-Peak program developed by Tim Cohn that could 
have given low outliers special treatment was not yet available.  Thus, EMA was not 
used to screen for low outliers before skews were computed for the LP3 distribution.  
Tables 4.8 and 4.9 below show the breakdown of both the omitted sites, due to 
redundancy and censored data, as well as those sites remaining in the study by both 
state and physiographic region.   
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Table 4.8: Breakdown of sites in Southeastern U.S. study by state after redundant site 
screening and removal of sites with censored data 
AL FL GA NC SC TN VA Total
18 12 103 107 28 38 36 342
7 7 27 20 10 12 9 92
0 0 39 0 0 14 2 55
25 19 169 127 38 64 47 489# of Total Sites
      Censored  Data
      Redundancy
# of Sites Included in Study
# of Sites Removed from Study due to:
 
 
 
Table 4.9: Breakdown of sites in Southeastern U.S. study by physiographic province 
after redundant site screening and removal of sites with censored data 
BR CA MAC P RV SH SP SCP SA Total
69 0 15 127 36 14 57 15 9 342
14 1 2 44 8 2 14 5 2 92
3 2 0 12 6 3 22 4 3 55
86 3 17 183 50 19 93 24 14 489
      Redundancy
# of Sites Included in Study
# of Sites Removed from Study due to:
# of Total Sites
      Censored  Data
 
Note: Region for each site is chosen according to which region the largest % of basin 
is contained in. 
 
 Table 4.9 shows that there are no sites remaining in the study with the majority 
of their drainage area located in the Central Appalachian province.  However, three 
sites remain in the study with each between 25% and 40% of their drainage area 
located in the CA province.  However, this does not seem like an adequate amount of 
data to classify CA as a distinct region. This will be explored deeper after the results 
of the B-GLS skew regression are presented. 
 The results from the B-GLS skew regression are shown below.  Table 4.10 
contains twenty-two single parameter models plus a constant model.  A B-GLS 
regression was performed on all of the available explanatory variables one at a time to 
evaluate the significance of each parameter by itself.  
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Table 4.10: Single parameter B-GLS skew regression models for the Southeastern 
U.S. data set (342 sites).  Bayesian standard deviations and plausibility values, as 
percentages, are presented in parenthesis. 
-0.019 - 0.139 0.0040 0.143 0.0%
(0.063) (0.021)
0.003 0.003 0.134 0.0059 0.140 3.3%
(0.063) (0.001) (0.021)
(0.6%)
-0.036 -0.003 0.135 0.0056 0.140 2.9%
(0.063) (0.001) (0.021)
(0.5%)
-0.021 0.005 0.134 0.0051 0.139 3.6%
(0.063) (0.002) (0.021)
(0.3%)
-0.025 0.001 0.139 0.0056 0.144 -0.1%
(0.063) (0.00) (0.021)
(21%)
-0.020 0.0002 0.139 0.0052 0.145 -0.6%
(0.063) (0.002) (0.021)
(90%)
-0.023 0.008 0.138 0.0047 0.143 0.1%
(0.063) (0.008) (0.021)
(32%)
-0.018 -0.001 0.138 0.0054 0.143 0.3%
(0.063) (0.001) (0.021)
(38%)
-0.007 -0.006 0.137 0.0058 0.143 0.8%
(0.063) (0.002) (0.021)
(0.4%)
-0.014 -0.003 0.139 0.0052 0.144 0.0%
(0.063) (0.002) (0.021)
(15%)
-0.012 -0.012 0.139 0.0050 0.144 -0.3%
(0.064) (0.019) (0.021)
(51%)
Middle Atlantic 
Coastal Plain
Central 
Appalacians
Ridge and Valley
Southern Coastal 
Plain
Southwestern 
Appaliacians
Drainage Area   
(mi2)
R
2
Constant
Blue Ridge
Piedmont
Sand Hills
Avgerage 
Sampling 
Variance AVPnew
Southeastern 
Plains
Model Constant
Physiographic 
Province/ Basin 
Parameter 2
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Table 4.10 (Continued): 
-0.017 0.006 0.139 0.0053 0.144 -0.4%
(0.063) (0.027) (0.021)
(82%)
-0.009 0.005 0.139 0.0063 0.145 0.0%
(0.063) (0.004) (0.021)
(15%)
-0.013 -0.016 0.139 0.0050 0.144 -0.4%
(0.064) (0.031) (0.021)
(60%)
-0.014 -0.015 0.139 0.0050 0.144 -0.4%
(0.064) (0.033) (0.021)
(65%)
-0.022 0.006 0.139 0.0048 0.143 0.0%
(0.063) (0.006) (0.021)
(32%)
-0.007 0.040 0.138 0.0061 0.144 0.3%
(0.064) (0.035) (0.021)
(26%)
-0.011 0.030 0.139 0.0060 0.145 -0.1%
(0.064) (0.034) (0.021)
(37%)
-0.013 0.398 0.137 0.0060 0.143 1.2%
(0.063) (0.356) (0.021)
(26%)
-0.019 -0.001 0.139 0.0051 0.145 -0.6%
(0.063) (0.007) (0.021)
(89%)
-0.015 0.001 0.139 0.0053 0.144 -0.3%
(0.063) (0.001) (0.021)
(40%)
-0.001 -0.124 0.136 0.0059 0.142 1.6%
(0.064) (0.058) (0.021)
(3%)
-0.004 -0.186 0.137 0.0055 0.143 1.1%
(0.063) (0.094) (0.021)
(5%)
AVPnew R
2Model Constant
Physiographic 
Province/ Basin 
Parameter 2
Avgerage 
Sampling 
Variance
Max basin elev   
(ft, NAVD88)
Avg ann. Precip. 
in basin (in)
% basin 
impervious 
surfaces
% basin 
occupied by 
forests
Avg soil drainage 
index
Avg hydrologic 
soil index 
Main Channel 
Slope  (ft/mi)
Average basin 
slope (%)
Main Channel 
Length (mi)
Basin perimeter 
length (mi)
Basin shape 
factor 
Avg basin elev   
(ft, NAVD88)
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 As shown in Table 4.10, none of the single parameter models resulted in a 
major improvement in the model fit as compared to the constant model.  In particular, 
as Figure 4.13 shows, none of the Pseudo 2R  values for the single parameter models 
are greater than 4%.   
 
 
Figure 4.13: Pseudo 2R values for single parameter Southeastern U.S. B-GLS regional 
skew regression models. 
 
 Based on the results obtained from the single parameter models, all of the 
physiographic province explanatory variables, as well as average annual precipitation, 
average basin elevation and average soil drainage index were used to create multi-
parameter models.  Table 4.11 contains the results. 
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Table 4.11: Multi-parameter B-GLS skew regression models for the Southeastern U.S. 
data set (342 sites).  Bayesian standard deviations and plausibility values, as 
percentages, are presented in parenthesis. 
Const. -0.019 - - - - - - - - - - - - 0.139 0.0040 0.143 0.0%
(0.063) (0.021)
A 0.003 0.003 - - - - - - - - - - - 0.134 0.0059 0.140 3.3%
(0.063) (0.001) (0.021)
(0.6%)
B -0.036 - -0.003 - - - - - - - - - - 0.135 0.0056 0.140 2.9%
(0.063) (0.001) (0.021)
(0.5%)
C -0.021 - - 0.005 - - - - - - - - - 0.134 0.0051 0.139 3.6%
(0.063) (0.002) (0.021)
(0.3%)
D -0.007 - - - - - - - -0.006 - - - - 0.137 0.0058 0.143 0.8%
(0.063) (0.002) (0.021)
(0.4%)
-0.013 - - - - - - - - - 0.40 - - 0.137 0.0060 0.143 1.2%
(0.063) (0.36) (0.021)
(26%)
-0.001 - - - - - - - - - - -0.124 - 0.136 0.0059 0.142 1.6%
(0.064) (0.058) (0.021)
(3.1%)
G -0.004 - - - - - - - - - - - -0.186 0.137 0.0055 0.143 1.1%
(0.063) (0.094) (0.021)
(4.7%)
H 0.003 0.003 - 0.005 - - - - - - - - - 0.129 0.0070 0.136 6.9%
(0.063) (0.001) (0.002) (0.034)
(0.3%) (0.2%)
I 0.003 0.003 - 0.005 - - - - - - 0.001 - - 0.129 0.0087 0.138 6.6%
(0.063) (0.001) (0.002) (0.007) (0.020)
(1.3%) (0.2%) (92%)
J -0.010 0.003 -0.001 0.005 - - - - - - - - - 0.129 0.0088 0.138 6.9%
(0.064) (0.001) (0.001) (0.002) (0.020)
(2.3%) (21%) (0.7%)
K -0.003 0.002 -0.002 0.004 - - - - -0.006 - - - - 0.128 0.0105 0.139 7.4%
(0.064) (0.001) (0.001) (0.002) (0.002) (0.020)
(5.3%) (9.9%) (1.4%) (0.6%)
L 0.001 - - - - - - - - - - -0.087 -0.086 0.137 0.0070 0.144 1.3%
(0.064) (0.082) (0.133) (0.021)
(29%) (52%)
M -0.008 -0.055 -0.059 -0.053 -0.057 -0.057 -0.046 -0.059 -0.063 -0.062 - - - 0.128 0.0159 0.143 50%
(0.064) (0.067) (0.067) (0.067) (0.067) (0.067) (0.067) (0.067) (0.067) (0.068) (0.020)
(41%) (38%) (43%) (40%) (39%) (49%) (38%) (34%) (36%)
N -0.007 -0.056 -0.060 -0.054 -0.057 -0.057 -0.047 -0.060 -0.063 -0.063 - -0.044 -0.003 0.129 0.0182 0.147 50%
(0.064) (0.068) (0.068) (0.068) (0.068) (0.068) (0.068) (0.068) (0.068) (0.068) (0.102) (0.145) (0.020)
(41%) (37%) (42%) (40%) (40%) (49%) (37%) (35%) (36%) (66%) (98%)
E
F
Model
AVPne
w
Average 
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Variance
Avg. 
hydrolo
gic soil 
Avg. 
soil 
drainagMACSP SCPSHPBRConstant RVCA SA
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2R
2

 
 
 
 Table 4.11 first presents the constant model and then subsequently presents the 
best single parameter models and then the best multi-parameter models.  However, 
most of the regression coefficients in the multi-parameter models have Bayesian 
Plausibility Values greater than 10%, indicating that zero is a plausible value.  This 
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implies that these regression coefficients are not statistically different from zero.  In 
comparing multi-parameter models with statistically significant coefficients to the 
single parameter models, it is evident that the multi-parameter models do have larger 
Pseudo 2R  values.  However, the Pseudo
2R  values are still under 10% indicating that 
the use of several explanatory variables does not result in a major improvement in the 
fit as compared to the constant model.  Alternatively, the addition of explanatory 
variables to the model does increase the complexity of the model.  Thus, the regional 
skew model chosen for use is the constant model.   
 The constant model has a regional skew, ˆ 0.019   with AVPnew = 0.14.  
Setting this AVPnew equal to the mean square error of a biased sample skewness 
estimator yields an effective record length (ERL) of about 39 years.   Because the 
regional skew regression model is a constant, the variance of prediction at a new site is 
also constant.   
 Table 4.12 presents a Pseudo ANOVA table for the B-GLS skew regressions.  
The Pseudo ANOVA table describes how much of the variation in the sample can be 
attributed to the model, and how much to model error and sampling error, 
respectively.  This table compares the constant model with Model H from Table 4.11.  
Model H was chosen for comparison because all of its explanatory variables are 
significant at the 5% level and it has the smallest model error variance and largest 
Pseudo 2R .   
 As shown in Table 4.12, both the constant model and model H have sampling 
error variances larger than their model error variances.  Also, it is evident that the 
addition of the two explanatory variables in Model H, Blue Ridge and Middle Atlantic 
Coastal Plain, do not result in a major decrease in the model error.  This indicates that 
these explanatory variables are not helping to improve the model fit. The EVR is 
greater than 1, clearly indicating that either a WLS or GLS analysis should be 
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employed as opposed to an OLS analysis to correctly understand the error structure of 
the data.  Moreover, because the MBV exceeds 5, a GLS analysis is clearly 
appropriate; a WLS analysis would overestimate the precision of b0, the single 
parameter of the constant model.  Thus, to neglect the cross-correlation of the 
skewness estimators would have resulted in a major distortion in the estimated 
precision of the overall average skew and possibly the differences among 
physiographic provinces.   Similarly, provincial variables are very much like indicator 
variables that have a constant value in each province, so their precision is likely to be 
misrepresented as well. 
 
Table 4.12: Pseudo ANOVA table for B-GLS Southeastern U.S. regional skew 
regression 
Constant H Constant H
k 0 2 0.0 3.3
n-k-1 341 339 47 44
n 342 342 59 59
2n-1 683 683 107 107
1.3 1.3
where 5.4 5.5
0.0% 6.9%R
2
MBV
EVR
Sum of squares
Model
Model Error
Sampling Error
Total
Source Degrees-of-Freedom Equations
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  As shown in Table 4.11, the posterior mean of the model error variance 2  of 
the constant model is 0.14 with a standard error of 0.021.  The standard error of the 
model error variance is much smaller than those obtained in previous B-GLS studies 
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due to the large sample size employed here.   The constant model has an average 
variance of prediction (AVP) at a new site equal to 0.14, which is the same as the 
model error variance.  This is a significant improvement over the Bulletin 17B skew 
map value with a mean square error of 0.30 [IACWD 1982] with an effective record 
length of 17 years. Use of province and precipitation made very modest improvements 
in precision, and do not seem worthwhile given the additional complexity that they 
would introduce.   
 When employing the constant model, when a site is included in a regression 
analysis (old site), there is a small reduction in the variance of estimation at that site 
over the variance of prediction at a new site.  Because of the large sample size 
employed here, the difference is very small and frequency analyses can just use a MSE 
of 0.14 in all cases. 
 
4.6 Sensitivity Analysis for B-GLS Southeastern U.S. Skew Models 
 This section offers a diagnostic analysis of the best B-GLS regional skew 
models for the Southeastern U.S. study.  Figure 4.14 displays the leverage and 
influence values for the B-GLS constant model.  The 21 sites included in the figure 
have high leverage, high statistical leverage, high influence, and/or high -influence.  
The sites are ordered, starting from the left, by decreasing influence, as it identifies 
those sites that had a large impact on the analysis.  Differences in leverage values 
reflect the variation in record lengths among sites. 
 Site 26 has the highest -influence value, implying it has a larger impact on the 
model error variance, while also having high influence.  However, Site 26 does not 
have high leverage values, and thus, is not likely to have a large impact on the 
estimated regression constant in this model.    Site 26 has a log-space at-site skewness 
value of -2.04, a record length of 38 years, a drainage area of 126 mi2, and the second 
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largest residual, -2.3.    If Site 26 is removed from the Case 1 [Constant (all sites)] 
model as a test, its large impact on the model error variance is apparent.  As expected, 
2
  of Case 2 [Constant (w/o site 26)] model decreased from 0.14 to 0.13, as shown in 
Table 4.13.   
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Figure 4.14: Regression Diagnostics: Leverage and influence for the Southeastern U.S. 
B-GLS Constant Model.  The solid line represents the threshold for high influence and 
-influence, while the dotted line represents the threshold for high leverage and 
statistical leverage. 
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Table 4.13: Sensitivity Analysis for the Constant Skew Regression Model using the 
Southeastern U.S. data set (342 sites); standard errors are reported in parenthesis. 
-0.019 0.14 0.0040 0.14 0.0%
(0.063) (0.021)
-0.011 0.13 0.0039 0.13 0.0%
(0.063) (0.020)
-0.024 0.14 0.0040 0.14 0.0%
(0.063) (0.021)
R
2
 Case 1: Constant      
(all sites)
Case 2: Constant      
(w/o site 26)
Case 3: Constant      
(w/o site 226)
Model Constant 2
Avgerage 
Sampling 
Variance AVPnew
 
 
 As an experiment, Site 226 was also removed from the Case 1 [Constant (all 
sites)] model as a test.   Site 226 has a log-space at-site skewness value of 0.58, a 
record length of 70 years, a drainage area of 2813 mi2, and a residual of 0.65.   Like 
Site 26, Site 226 has an influence value larger than the threshold, however that is the 
only similarity.  Site 226 also has high leverage and high statistical leverage, with a -
influence that falls below the threshold.    As shown in Table 4.13, when Site 226 is 
removed, neither the 2  or the AVPnew change from those generated for the Case 1 
[Constant (all sites)] model. This is due to the fact that Site 226 does not have high -
influence. Site 226 does have an impact on the regression parameters due to the fact it 
has 70 years of record, which is a relatively long record in the Southeastern U.S. data 
set. 
 Table 4.14 contains the pseudo ANOVA results for the Constant model as well 
as the two sensitivity analysis.  The pseudo ANOVA table clearly demonstrates that 
for all cases in the Southeastern U.S., the sampling error is larger than the model error. 
As shown in Table 4.14, the model error for the Case 2 [Constant (w/o site 26)] model 
is slightly less than those results obtained by both the Case 1 and Case 3 models. 
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Table 4.14: Pseudo ANOVA table for the Southeastern U.S. Constant Skew 
Regression Models presented in Table 4.13. 
Case Cases Case 1 Case 2 Case 3
1 2,3 (all sites) (w/o site 26) (w/o site 226)
k 0 0 0.0 0.0 0.0
n-k-1 341 340 47 44 47
n 342 341 59 59 59
2n-1 683 681 107 103 107
1.3 1.4 1.3
5.4 5.5 5.4
0.0% 0.0% 0.0%R
2
Sum of squares
Model Error
Sampling Error
Total
EVR
MBV
Source Degrees-of-Freedom
Model
 
  
 To better understand the behavior of the leverage and influence diagnostics, 
the results from the Constant_Model were compared to the results from the 
Central_Appalachian_Model in Table 4.10.  The Central_Appalachian_Model for 
regional skew is 
 
  ˆ 0.023 0.008 CA    X      (4.21) 
 
where XCA is the centered variable representing the percent of each basin’s drainage 
area that lies in the CA province.  The regression parameter in front of XCA has a 
Bayesian Plausibility value of 32%, which is not statistically different from zero.  Due 
to the redundant site screening, as well as, the removal of those sites with censored 
data, there are only three sites remaining in the study with drainage area in the CA 
province.  Introducing a province with so little supporting data seems unwise. The 
leverage and perhaps influence metrics should support such a recommendation.    
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Table 4.15: Leverage values for the three sites in the study representing Central 
Appalachian province for Constant_Model (Constant), as well as the 
Central_Appalachian_Model (CA).*   
CA RV SA Constant CA Constant CA Constant CA
409 03528000 86 28.8 71.2 0 0.009 0.253 0.008 0.118 0.200 -0.029
411 03532000 73 35.4 64.8 0 0.008 0.359 0.008 0.173 0.416 0.134
420 03538500 48 39.2 0 60.8 0.005 0.388 0.005 0.208 0.236 -0.078
Statistical 
Leverage Residual
Site # USGS # POR
% of Basin in 
Province Leverage
 
* The italicized diagnostic values are values which are greater than their respective 
threshold: Constant_Model leverage thresholds = 0.006, CA_Model leverage 
thresholds = 0.012. 
 
Table 4.16: Influence values for the three sites in the study representing Central 
Appalachian province for Constant_Model (Constant), as well as the 
Central_Appalachian_Model (CA).* 
CA RV SA Constant CA Constant CA Constant CA
409 03528000 86 28.8 71.2 0 0.004 0.001 0.000 0.000 0.200 -0.029
411 03532000 73 35.4 64.8 0 0.013 0.036 0.004 0.000 0.416 0.134
420 03538500 48 39.2 0 60.8 0.003 0.010 0.001 0.000 0.236 -0.078
Site # USGS # POR
% of Basin in 
Province Influence -Influence Residual
 
* The italicized diagnostic values are values which are greater than their respective 
threshold:Constant_Model influence thresholds = 0.012, CA_Model influence 
thresholds = 0.012. 
 
 Tables 4.15 and 4.16 provide the leverage and influence values for both the 
Constant_Model and the CA_Model for the three sites with drainage area in the CA 
province. The three sites in are all located in Tennessee and all contain between 25% 
and 40% of their basin drainage area in the Central Appalachian province.  There are 
no other sites that have any of their area in the Central Appalachian province. All three 
sites have long record lengths, especially sites 409 and 411.  Across all sites, leverage 
values for the Constant Model sum to one, while the leverage values for the CA Model 
sum to two; this is due to the fact that each variable in the regression adds a unit of 
leverage to the model [Tasker and Stedinger, 1989, eqn 23].  In the Constant Model, 
sites 409 and 411 have leverage values just greater than the threshold.  However, in 
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the CA Model all three sites have leverage values 200-300 times greater than the 
threshold, and in fact their values appears to sum to 1. So the leverage values for these 
sites are in fact stupendous.  The three sites in Table 4.15 are the only three sites with 
leverage values greater than the threshold in the CA Model.   Thus, they are capturing 
almost all of the leverage for the second variable, XCA.  Site 420 has the largest 
leverage value as it has the largest percentage of its basin in the CA province and the 
smallest sample size.  Leverage depends only the weighting matrix  and the values of 
the X variances, and does not depend on the value of the regression coefficients , so 
the fact that the coefficient of XCA in eqn, 4.21 is small is not particularly important.    
 The statistical leverage value considers the effect on the regression due to the 
statistical variation in each residual.  For the CA_Model, all three sites have statistical 
leverage values great than the threshold.  Site 420 has the smallest record length and 
thus the largest statistical leverage.  This is due to the fact that the shorter record 
length allows for more statistical fluctuations or errors. 
 The influence metric is helpful in highlighting those sites which have an 
unusual impact on the regression analysis, which is a combination of an unusually 
large residual and large leverage.  For both the Constant Model and the CA Model, 
site 411 is the only site with influence values above the thresholds, as shown in Table 
4.16.  The residuals of site 411 are the largest of the three sites presented in the Table 
4.16.  This is due to the fact that the at-site skew values (site 409 = 0.17, site 411 = 
0.37, site 420 = 0.19) of the three sites are small and relatively similar, but is largest 
for site 411.  However, if the at-site skew values had been larger and different from 
each other, their residuals would have been larger, and thus their influence values 
would be much larger.   
 As shown in Table 4.16, the -Influence values for both models are all about 
zero as both models are fitting the three sites fairly well.  This is due to the fact that all 
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3 residuals are relatively small, and thus none of the sites are having an unusual 
impact on the estimated model error variance. The residuals these three sites are 
smaller with the CA Model because the CA Model has an extra parameter to 
specifically fit those three sites. 
 Thus, it seems clear that the incredibly large leverage values for the CA Model 
signal that there is not sufficient data to fit this model.  This is consistent with the 
large Bayesian Plausibility value on the XCA regression parameter as presented in 
Table 4.10 indicating the regression coefficient was not significant.  
 
4.7 Comparison of Methods: B-GLS Regional Skew versus Bulletin 17B Regional 
Skew Map 
 As discussed in the Introduction, the skew map is the current technique for 
estimating regional skew as developed in Bulletin 17B.  The new methods proposed 
and carried out above aim to develop a more accurate and reliable estimate of the 
regional skew.  In this section, the two methods, referred to as Bulletin 17B Skew Map 
and B-GLS Regional Skew Regression, respectively, are compared in terms of their 
effects on flood frequency. 
 In order to compare the methods, the methods used in Bulletin 17B are first 
reviewed.  As stated previously, Bulletin 17B recommends the use of the Log-Pearson 
Type III distribution to fit annual maximum flood peaks.  Equation 1 in Bulletin 17B, 
reproduced below as Equation 4.21, is used to estimate the peak annual max flow for a 
specified exceedence probability 
 
  10Log Q X KS        (4.21) 
 
in which, Log10Q is the log of the flow corresponding to a specified exceedence 
probability, X  is the mean of the logarithms of the annual maximum flows, S is the 
standard deviation of the annual max flows, and K is a function of the skew coefficient 
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and the exceedence probability of interest which can be found in tables provided in 
Appendix 3 of Bulletin 17B.   
 As stated, K is a function of not only the exceedence probability of interest, but 
also the skew coefficient.  Bulletin 17B recommends using a weighted skew 
coefficient, denoted Gw, which combines the at-site station skew with the regional 
skew.  Gw is calculated as 
  GGW
GG
MSE G MSE G
G
MSE MSE
         (4.22) 
 
where G is the at-site station skew, G is the regional skew, GMSE  is the mean square 
error of the at-site station skew, and GMSE  is the mean square error of the regional 
skew.  Bulletin 17B provides the following set of equations to calculate GMSE . 
 
    10 /1010 A B Log NGMSE
        (4.23a)  
  where 
0.33 0.08    if 0.90
0.52 0.30    if 0.90
G G
A
G G
     
   (4.23b) 
   
0.94 0.26    if 1.50
0.55                   if 1.50
G G
B
G
    
   (4.23c) 
 
where N is the number of years of peak flows in the at-site record.  The GMSE  is 
constant for the entire skew map and equal to 0.302.  Griffis et al. [2004] derived a 
more accurate and smooth approximation of MSEG, however for the purposes of the 
following comparison the formulation stated in Bulletin 17B, presented above, was 
applied. 
 Thus, it is easy to see from Equation 4.22, that not only are the estimates of 
both the at-site and the regional skew important, but mean square error of both terms 
is also important.  The estimated skew with the smaller error will be weighted more 
heavily when calculating the weighted skew.   
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 Now that the framework has been established for calculating flood frequencies, 
the two methods, Bulletin 17B Skew Map and B-GLS Regional Skew Regression, can 
be compared.  It is important to note that these two methods only differ in their 
estimation procedure of the regional skew coefficient.  In order to compare the two 
methods, three sites have been chosen from the Southeastern U.S. data set.  
 The first site is USGS site # 02049700, or site index # 451, located in Virginia.  
It has a drainage are of 8.4 mi2, 27 years of record, and an at-site skew of 0.331 with a 
MSEG  equal to 0.213.  According the regional skew map in Bulletin 17B, this site is 
located in an area with a regional skew of 0.7.  This is the largest regional skew the 
Bulletin 17B skew map delineates for the Southeastern U.S. region.  This is compared 
the regional skew of -0.019 calculated by the B-GLS Regional Skew Regression 
method.  Table 4.17 compares the flood frequency estimates for the 2-year, 50-year 
and 100-year floods at this site using both methods. 
 
Table 4.17: Regional and Weighted Skew Estimates and Flood Frequency Estimates 
for USGS Site # 02049700 with at-site G = 0.331, MSEG = 0.213 and N =27 years.  
The column in grey represents the true regional skew G =0.7, as denoted by the 
Bulletin 17B skew map.   
Case 0.00 Case 0.35 Case 0.70 Case B-GLS
 0.000 0.350 0.700 -0.019
0.302 0.302 0.302 0.140
GW 0.194 0.339 0.484 0.120
Q2 129 128 126 130
Q50 365 378 392 358
Q100 423 444 466 412
Regional and Weighted Log Skew Estimates
Flood Frequency Estimates (in cfs)
G
GMSE
 
 
 As shown in Table 4.17, the regional skew for USGS Site #02049700 
according to Bulletin 17B is 0.7 with a GMSE = 0.302, while the B-GLS estimation 
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technique predicts the regional skew to be -0.019 with a GMSE  = 0.140.  This is a 
103% decrease in regional skew and a 54% decrease in GMSE .  This in turn, results in 
an over prediction of 54 cfs or 13% for the 100-year flood as estimated by Bulletin 
17B.  It is important to note in this example the difference in effects by the two 
methods.  When using the Bulletin 17B methods to estimate flood quantiles, the larger 
weight is placed on the at-site skew when calculating the weighted skew, as it has the 
smaller MSE (at-site MSEG = 0.213 compared to regional GMSE  = 0.302).  It is 
important to note that only a short record, 27 years, is available at the site.  However, 
when using the B-GLS estimation technique the larger weight is placed on the regional 
skew when calculating the weighted skew, as it has the smaller MSE (regional skew 
GMSE  = 0.140 compared to at-site skew MSEG = 0.213).  This is the cause for the 
large difference in the weighted skews calculated by the two methods.   
 Table 4.17 also contains two other columns under the Bulletin 17B estimation 
technique heading.  These columns are hypothetical.  They are there to allow for 
comparisons supposing that this exact site, with the identical basin characteristics and 
at-site skew value, was located in a different area in the Southeastern U.S. which had a 
different regional skew according the Bulletin 17B skew map.  The same calculations 
are performed to determine what the weighted skew would be as well as they 
predicted 2-year, 50-year and 100-year flood events.  This allows for a more thorough 
comparison with the results from the B-GLS estimation technique.   As expected, the 
closer the regional skew value estimated from the Bulletin 17B map is to the B-GLS 
regional skew value the closer the predictions of the weighted skew and flood 
quantiles.    Table 4.18 and 4.19 provide two more examples of the effect of the 
regional skew prediction on flood quantile estimation using two other sites from the 
Southeastern U.S. skew study with different at-site skews. 
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Table 4.18: Regional and Weighted Skew Estimates and Flood Frequency Estimates 
for USGS Site # 02341900 with at-site G = 0.869, MSEG = 0.263 and N =28 years.  
The column in grey represents the true regional skew G =0, as denoted by the Bulletin 
17B skew map.   
Case 0.00 Case 0.35 Case 0.70 Case B-GLS
0.000 0.350 0.700 -0.019
0.302 0.302 0.302 0.140
GW 0.464 0.627 0.790 0.289
Q2 867 849 408 888
Q50 5654 5995 6367 5255
Q100 7527 8231 8982 6825
Flood Frequency Estimates (in cfs)
Regional and Weighted Log Skew Estimates
G
GMSE
 
 
Table 4.19: Regional and Weighted Skew Estimates and Flood Frequency Estimates 
for USGS Site # 02318700 with at-site G = 0.052, MSEG = 0.188 and N =27 years.  
The column in grey represents the true regional skew G = 0, as denoted by the 
Bulletin 17B skew map.   
Case 0.00 Case 0.35 Case 0.70 Case B-GLS
 0.000 0.350 0.700 -0.019
0.302 0.302 0.302 0.140
GW -0.032 0.102 0.237 -0.033
Q2 3695 3627 3561 3696
Q50 20008 21239 22512 19999
Q100 24967 27101 29386 24952
Regional and Weighted Log Skew Estimates
Flood Frequency Estimates (in cfs)
G
GMSE
 
 
 When comparing Tables 4.17, 4.18, and 4.19 the major differences are the at-
site skews of the three sites.  The site in Table 4.17 has an at-site skew of 0.331, while 
the site in Table 4.18 has an at-site skew of 0.869 and the site in Table 4.19 has an at-
site skew of 0.052.  The at-site mean squared errors of three sites are smaller than the 
GMSE  of the regional Bulletin 17B skew while at the same time greater than the 
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GMSE  of the regional B-GLS skew.  Thus for these sites, the difference in regional 
skew and its MSE will have a larger impact on the weighted skew.  It is for these sites 
that the B-GLS regional skew will be weighted more heavily than the at-site skew.  
However, when the Bulletin 17B regional skew is used, it will be weighted less than 
the at-site skew.  Thus, for these sites with short record lengths, that the B-GLS 
estimation technique for regional skew will allow for the regional skew to be weighted 
more heavily, and thus provide a more accurate flood estimate. 
 
4.8 Conclusions 
 The regional regression framework developed by Reis [2005] and Reis et al. 
[2005], with the regression diagnostic statistics discussed in Chapter 2 were used to 
develop a regional skewness estimator for the Southeastern United States, nominally 
Georgia, North Carolina, and South Carolina.  Based upon a Bayesian Generalized 
Least Squares analysis of the selected 342 stations, a constant generalized regional 
skew model was selected for the Southeastern U.S. Region described by the equation: 
 
    ˆ 0.019          
with MSE = 0.14.  More complicated models were evaluated, but resulted in very 
modest improvements in accuracy.  Thus, they did not seem justified in view of the 
increased complexity.  The constant model with a MSE of 0.14 is a definite 
improvement over the Bulletin 17B skew map which reported a MSE of 0.302.  Much 
of the difference occurs because the GLS analysis correctly reflects both the difference 
between the sampling error in at-site skew coefficient estimators and the precision of 
the regional model. 
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APPENDIX A 
SOUTHEASTERN U.S. STREAM FLOW GAUGE SITES 
 
 This appendix contains the 489 sites used in the Southeastern U.S. regional 
flood skewness estimate.  Table A contains the USGS site number, site index, years of 
record, sample at-site log skew, drainage basin area, centroid location, and 
physiographic province for each of the 489 gauge stations in the study. 
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Table A: The 489 peak stream flow gauge sites and their basin characteristics used in 
the Southeastern U.S. regional skew study. 
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Lat Lon
02342500 1 AL 58 -0.102 321 -85.2 32.5 Southeastern Plains
02342933 2 AL 41 0.451 112 -85.4 32.0 Southeastern Plains
02343275 3 AL 32 0.487 48.2 -85.2 31.6 Southeastern Plains
02343300 4 AL 37 0.893 146 -85.2 31.5 Southeastern Plains
02360000 5 AL 44 0.640 86.6 -85.5 31.8 Southeastern Plains
02360275 6 AL 29 0.422 102 -85.6 31.6 Southeastern Plains
02361000 7 AL 76 0.599 687 -85.5 31.6 Southeastern Plains
02363000 8 AL 75 0.068 499 -85.7 31.9 Southeastern Plains
02398300r 9 AL 77 0.270 367 -85.4 34.5 Ridge and Valley
02399000 10 AL 38 -0.754 126 -85.5 34.5 Southwestern Appalachians 
02399200r 11 AL 49 0.041 200 -85.6 34.5 Southwestern Appalachians 
02400100 12 AL 41 -0.864 254 -85.5 33.9 Ridge and Valley
02401000 13 AL 68 -0.276 182 -85.8 34.4 Ridge and Valley
02401500 14 AL 37 0.565 252 -86.3 33.9 Ridge and Valley
02404000 15 AL 55 -0.489 278 -85.7 33.7 Ridge and Valley
02404400r 16 AL 42 -0.189 481 -85.8 33.6 Ridge and Valley
02404500r 17 AL 35 -0.313 499 -85.8 33.6 Ridge and Valley
02412000 18 AL 53 0.430 448 -85.2 33.8 Piedmont
02412500r 19 AL 51 -0.527 793 -85.4 33.7 Piedmont
02413300r 20 AL 30 -0.469 406 -85.2 33.6 Piedmont
02413475 21 AL 25 -1.28 47.1 -85.4 33.3 Piedmont
02413500r 22 AL 53 -0.788 591 -85.3 33.5 Piedmont
02415000 23 AL 41 -0.447 189 -85.9 33.2 Piedmont
02419000 24 AL 75 -0.390 336 -85.5 32.5 Southeastern Plains
03574500 25 AL 69 0.012 321 -86.2 34.9 Southwestern Appalachians 
02229000 26 FL 38 -2.04 126 -82.4 30.3 Southern Coastal Plain
02230000 27 FL 27 -0.411 20.8 -82.1 30.2 Southern Coastal Plain
02231000 28 FL 78 0.065 675 -82.3 30.4 Southern Coastal Plain
02231250 29 FL 29 0.423 20.0 -81.9 30.7 Southern Coastal Plain
02231280 30 FL 40 0.219 29.5 -81.9 30.5 Southern Coastal Plain
02246300 31 FL 39 0.081 31.5 -81.8 30.3 Southern Coastal Plain
02246828 32 FL 28 -0.364 27.5 -81.5 30.3 Southern Coastal Plain
02315000r 33 FL 27 -1.34 2097 -82.6 30.9 Southern Coastal Plain
02315500r 34 FL 81 -0.634 2427 -82.6 30.8 Southern Coastal Plain
02315550r 35 FL 35 -0.650 2647 -82.6 30.8 Southern Coastal Plain
02319000r 36 FL 75 -0.043 2147 -83.5 31.1 Southeastern Plains
02319500r 37 FL 79 -0.068 6985 -83.1 31.0 Southeastern Plains
02326500 38 FL 40 -1.36 730 -83.7 30.6 Southeastern Plains
02326900 39 FL 46 -0.280 531 -84.0 30.5 Southeastern Plains
USGS 
Hydrologic 
Unit Code State
Years of 
Record
Sample at-
site log 
skew
Drainage 
Area      
(mi2)
Basin Centroid 
Location
Site 
Index 
#
Physigraphic Provience 
(underline indicates <70%        
of basin in region)
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Table A (Continued) 
Lat Lon
02329000r 40 FL 81 -0.180 1146 -84.1 31.0 Southeastern Plains
02329500 41 FL 40 0.292 234 -84.5 30.7 Southeastern Plains
02329600cr 42 FL 41 0.349 302 -84.5 30.7 Southeastern Plains
02330100 43 FL 53 0.139 127 -84.8 30.5 Southeastern Plains
02359000 44 FL 72 0.351 839 -85.3 30.9 Southeastern Plains
02177000 45 GA 81 0.529 203 -83.2 35.0 Blue Ridge
02178400 46 GA 42 0.011 58.3 -83.5 35.0 Blue Ridge
02182000 47 GA 51 -0.070 32.5 -83.4 34.7 Piedmont
02188500 48 GA 35 -0.492 38.5 -83.1 34.3 Piedmont
02191200 49 GA 29 -0.083 60.7 -83.5 34.4 Piedmont
02191300 50 GA 108 -0.104 756 -83.3 34.3 Piedmont
02191930c 51 GA 43 -0.822 5.24 -83.1 33.8 Piedmont
02191970 52 GA 27 -0.145 1.89 -83.0 33.9 Piedmont
02192000r 53 GA 75 -0.368 1418 -83.2 34.2 Piedmont
02192300 54 GA 29 -0.623 0.96 -82.8 33.8 Piedmont
02193500 55 GA 39 -0.546 292 -82.9 33.7 Piedmont
02197520 56 GA 25 -1.01 56.1 -82.6 33.4 Piedmont
02197830r 57 GA 27 0.689 473 -82.3 33.3 Southeastern Plains
02198000 58 GA 69 0.137 646 -82.2 33.2 Southeastern Plains
02200100 59 GA 25 0.071 54.0 -82.9 33.3 Sand Hills
02200400 60 GA 27 -0.212 191 -82.6 33.3 Sand Hills
02200500r 61 GA 31 -0.678 806 -82.7 33.3 Piedmont
02200900 62 GA 26 -0.019 95.5 -82.4 33.1 Southeastern Plains
02200930c 63 GA 41 0.404 14.5 -82.3 32.9 Southeastern Plains
02201000 64 GA 28 -0.521 110 -82.7 33.0 Southeastern Plains
02202000 65 GA 67 -0.442 1933 -82.4 33.1 Southeastern Plains
02202500r 66 GA 71 -0.548 2665 -82.2 32.9 Southeastern Plains
02202600c 67 GA 27 -0.219 227 -81.6 32.3 Southern Coastal Plain
02202800c 68 GA 26 -0.405 46.5 -82.3 32.7 Southeastern Plains
02203000 69 GA 69 -0.930 560 -82.1 32.4 Southeastern Plains
02203280r 70 GA 38 -0.289 838 -82.0 32.4 Southeastern Plains
02204135c 71 GA 30 -0.160 0.27 -84.2 33.6 Piedmont
02204500 72 GA 33 0.169 450 -84.2 33.6 Piedmont
02208450 73 GA 34 -0.029 180 -83.8 33.8 Piedmont
02212600 74 GA 42 0.031 72.5 -83.7 33.2 Piedmont
02213000r 75 GA 114 -0.417 2248 -84.0 33.5 Piedmont
02213050 76 GA 33 -0.167 31.3 -83.6 33.0 Piedmont
02214000c 77 GA 34 0.262 142 -84.0 32.8 Piedmont
02214280c 78 GA 28 -0.966 33.2 -83.4 32.7 Southeastern Plains
USGS 
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Lat Lon
02214500 79 GA 34 -0.109 102 -83.9 32.5 Southeastern Plains
02215000 80 GA 86 -0.507 3764 -83.9 33.2 Piedmont
02215245c 81 GA 43 -1.45 1.26 -83.4 32.0 Southeastern Plains
02215500r 82 GA 99 -0.097 5229 -83.7 32.8 Piedmont
02216000c 83 GA 39 0.110 350 -83.1 32.3 Southeastern Plains
02217400c 84 GA 42 0.486 2.54 -83.7 34.1 Piedmont
02217500 85 GA 71 -0.554 392 -83.7 34.1 Piedmont
02217900 86 GA 33 0.362 289 -83.5 34.2 Piedmont
02218300r 87 GA 37 -0.384 942 -83.6 34.1 Piedmont
02218500r 88 GA 83 0.285 1076 -83.5 34.0 Piedmont
02219000 89 GA 34 -0.417 176 -83.7 33.9 Piedmont
02219500 90 GA 49 -0.127 444 -83.6 33.8 Piedmont
02220550 91 GA 26 -1.47 16.8 -83.0 33.4 Piedmont
02220900 92 GA 36 -0.527 266 -83.6 33.5 Piedmont
02221000 93 GA 25 -0.313 23.2 -83.7 33.4 Piedmont
02221525 94 GA 29 -0.127 190 -83.6 33.4 Piedmont
02223200 95 GA 28 -0.404 192 -83.3 32.9 Sand Hills
02223349c 96 GA 30 -0.332 0.428 -83.2 32.8 Southeastern Plains
02224000 97 GA 25 0.063 61.3 -83.2 32.5 Southeastern Plains
02224500 98 GA 58 -0.831 5102 -83.3 33.3 Piedmont
02225000r 99 GA 47 -0.341 11552 -83.4 33.0 Piedmont
02225200 100 GA 26 -0.066 64.1 -82.7 32.9 Southeastern Plains
02225250c 101 GA 29 0.066 224 -82.5 32.7 Southeastern Plains
02225330c 102 GA 41 0.060 9.83 -82.2 32.3 Southeastern Plains
02225500 103 GA 73 -0.845 1132 -82.5 32.5 Southeastern Plains
02226000r 104 GA 82 -0.040 13634 -83.3 32.9 Southeastern Plains
02226100 105 GA 42 -1.15 180 -81.9 31.5 Southern Coastal Plain
02226200c 106 GA 26 0.056 222 -83.0 31.5 Southeastern Plains
02226500 107 GA 70 -0.429 1251 -82.8 31.4 Southern Coastal Plain
02227000 108 GA 35 -0.519 140 -82.6 31.7 Southern Coastal Plain
02227200c 109 GA 31 -0.589 94.2 -82.6 31.6 Southern Coastal Plain
02227400c 110 GA 31 0.375 108 -82.5 31.8 Southern Coastal Plain
02227422 111 GA 31 -0.540 0.38 -82.3 31.4 Southern Coastal Plain
02227430 112 GA 30 -0.758 61.9 -82.1 31.7 Southern Coastal Plain
02227500 113 GA 56 -0.459 657 -82.3 31.7 Southern Coastal Plain
02227990c 114 GA 29 0.230 0.59 -81.8 31.2 Southern Coastal Plain
02228000r 115 GA 76 -0.279 2834 -82.5 31.5 Southern Coastal Plain
02314500 116 GA 73 -0.961 1129 -82.5 31.0 Southern Coastal Plain
02314600 117 GA 25 -1.11 93.7 -82.9 31.1 Southern Coastal Plain
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Table A (Continued) 
Lat Lon
02314700r 118 GA 25 -0.136 195 -82.9 31.0 Southern Coastal Plain
02315700c 119 GA 27 -0.534 117 -83.5 31.9 Southeastern Plains
02315900c 120 GA 26 -0.422 135 -83.7 31.8 Southeastern Plains
02316000 121 GA 43 -0.332 656 -83.5 31.7 Southeastern Plains
02316200 122 GA 28 -0.172 90.0 -83.2 31.7 Southeastern Plains
02317500 123 GA 79 -0.270 1343 -83.3 31.5 Southeastern Plains
02317700 124 GA 27 -0.640 125 -83.3 31.3 Southeastern Plains
02317710c 125 GA 28 -0.175 0.628 -83.3 31.2 Southeastern Plains
02317810c 126 GA 37 -0.700 0.158 -83.6 31.4 Southeastern Plains
02317900 127 GA 28 -0.377 45.5 -83.7 31.5 Southeastern Plains
02318000 128 GA 42 0.061 577 -83.7 31.4 Southeastern Plains
02318500 129 GA 36 -0.729 1494 -83.5 31.3 Southeastern Plains
02318700 130 GA 27 -0.052 272 -83.7 31.0 Southeastern Plains
02327200c 131 GA 27 -0.150 89.9 -83.9 31.3 Southeastern Plains
02327350 132 GA 42 -0.146 1.98 -84.0 31.0 Southeastern Plains
02327355cr 133 GA 26 -0.225 256 -83.9 31.2 Southeastern Plains
02327500 134 GA 51 0.384 559 -83.9 31.1 Southeastern Plains
02327700c 135 GA 27 -0.027 107 -84.1 31.0 Southeastern Plains
02327860c 136 GA 26 -0.159 1.66 -84.4 30.9 Southeastern Plains
02327900r 137 GA 27 -0.967 18.5 -84.3 30.9 Southeastern Plains
02328000 138 GA 36 -0.114 58.2 -84.3 30.9 Southeastern Plains
02330450 139 GA 26 0.242 44.8 -83.8 34.8 Blue Ridge
02331000 140 GA 60 -0.365 151 -83.7 34.7 Piedmont
02331500 141 GA 34 0.259 155 -83.5 34.7 Piedmont
02331600r 142 GA 67 -0.635 316 -83.6 34.7 Piedmont
02333500 143 GA 71 -0.037 151 -83.9 34.6 Piedmont
02335700 144 GA 46 -0.267 73.4 -84.2 34.2 Piedmont
02337000 145 GA 72 0.025 239 -84.7 33.8 Piedmont
02337400 146 GA 27 -0.496 47.0 -84.9 33.7 Piedmont
02337448c 147 GA 30 -1.12 0.31 -84.9 33.6 Piedmont
02338660 148 GA 28 -0.264 125 -84.9 33.3 Piedmont
02340250c 149 GA 29 0.211 201 -84.9 32.9 Piedmont
02340500 150 GA 30 0.392 61.8 -85.0 32.8 Piedmont
02341600c 151 GA 44 0.380 47.0 -84.5 32.5 Sand Hills
02341723 152 GA 27 1.49 31.4 -84.6 32.4 Sand Hills
02341800 153 GA 38 0.953 341 -84.7 32.5 Sand Hills
02341900 154 GA 28 0.869 53.4 -84.7 32.3 Southeastern Plains
02343200 155 GA 30 0.349 71.1 -84.7 32.0 Southeastern Plains
02343219c 156 GA 30 1.17 2.94 -84.9 32.1 Southeastern Plains
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Lat Lon
02343225c 157 GA 28 0.622 294 -84.8 32.0 Southeastern Plains
02343267c 158 GA 28 0.767 2.64 -85.0 31.4 Southeastern Plains
02344500 159 GA 70 -0.205 268 -84.4 33.4 Piedmont
02344700 160 GA 42 0.267 100 -84.6 33.4 Piedmont
02345000 161 GA 41 -0.706 963 -84.5 33.3 Piedmont
02346180r 162 GA 73 -0.454 1215 -84.5 33.2 Piedmont
02346217c 163 GA 32 -0.353 2.83 -84.6 32.8 Piedmont
02346500 164 GA 36 -0.312 188 -84.3 33.1 Piedmont
02347500r 165 GA 88 -0.318 1848 -84.5 33.1 Piedmont
02349000 166 GA 34 0.782 82.2 -84.4 32.5 Sand Hills
02349030c 167 GA 27 1.44 40.7 -84.4 32.4 Sand Hills
02349330c 168 GA 30 -0.836 0.39 -84.4 32.3 Sand Hills
02349350 169 GA 28 -0.004 150 -84.4 32.4 Sand Hills
02349605 170 GA 102 -0.207 2922 -84.4 32.9 Piedmont
02349695 171 GA 30 -0.663 0.69 -83.9 32.4 Southeastern Plains
02349900c 172 GA 56 -0.711 47.1 -83.8 32.2 Southeastern Plains
02350512r 173 GA 49 0.191 3929 -84.3 32.7 Piedmont
02350600 174 GA 51 0.143 197 -84.6 32.2 Sand Hills
02350685c 175 GA 29 0.310 0.30 -84.4 32.0 Southeastern Plains
02350900 176 GA 41 0.678 527 -84.5 32.1 Southeastern Plains
02351500c 177 GA 26 0.390 140 -84.4 32.2 Southeastern Plains
02351800c 178 GA 29 -0.413 46.7 -84.3 32.0 Southeastern Plains
02351890 179 GA 27 1.59 365 -84.3 32.1 Southeastern Plains
02352500r 180 GA 114 0.079 5282 -84.3 32.5 Southeastern Plains
02353000 181 GA 69 -0.069 5749 -84.3 32.4 Southeastern Plains
02353400 182 GA 49 0.669 182 -84.7 31.7 Southeastern Plains
02353500r 183 GA 69 0.163 627 -84.6 31.7 Southeastern Plains
02354500 184 GA 49 -0.559 318 -84.4 31.6 Southeastern Plains
02356000r 185 GA 98 -0.079 7528 -84.3 32.2 Southeastern Plains
02356100 186 GA 25 -0.316 46.8 -84.8 31.5 Southeastern Plains
02357000 187 GA 65 -0.613 468 -84.8 31.3 Southeastern Plains
02379500 188 GA 48 0.050 134 -84.3 34.6 Blue Ridge
02380500r 189 GA 64 -0.118 236 -84.4 34.7 Blue Ridge
02381600 190 GA 41 0.003 8.93 -84.5 34.6 Blue Ridge
02382200 191 GA 42 0.228 120 -84.5 34.5 Blue Ridge
02384500 192 GA 49 0.079 252 -84.7 35.0 Ridge and Valley
02384600 193 GA 43 -0.028 3.78 -84.8 34.8 Ridge and Valley
02385800 194 GA 46 0.238 64.1 -84.7 34.8 Blue Ridge
02387000r 195 GA 69 -0.201 687 -84.8 34.9 Ridge and Valley
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Lat Lon
02388900cr 196 GA 29 0.634 69.5 -84.1 34.6 Piedmont
02389000 197 GA 39 -0.387 107 -84.1 34.5 Piedmont
02392000 198 GA 115 0.141 613 -84.2 34.4 Piedmont
02394400c 199 GA 27 -0.364 42.4 -84.9 33.9 Piedmont
02395120 200 GA 26 -1.05 32.4 -84.9 34.3 Ridge and Valley
02397410r 201 GA 27 -0.650 65.4 -85.3 33.9 Ridge and Valley
02397500 202 GA 36 -0.346 115 -85.3 34.0 Ridge and Valley
02398000 203 GA 69 -0.414 192 -85.3 34.6 Ridge and Valley
02411800 204 GA 26 -0.160 20.1 -85.1 33.8 Piedmont
02411900r 205 GA 27 0.665 236 -85.1 33.8 Piedmont
02411902c 206 GA 29 -0.334 0.12 -85.3 33.9 Piedmont
02413000 207 GA 29 -0.266 94.9 -85.0 33.7 Piedmont
02413200 208 GA 29 -0.728 219 -85.1 33.6 Piedmont
03545000 209 GA 60 -0.005 45.3 -83.7 34.8 Blue Ridge
03550500 210 GA 58 -0.053 74.9 -83.9 34.8 Blue Ridge
03560000 211 GA 31 0.473 70.6 -84.4 34.9 Blue Ridge
03567200 212 GA 27 0.320 73.6 -85.4 34.7 Ridge and Valley
03568933 213 GA 27 -0.303 146 -85.5 34.8 Ridge and Valley
02053200 214 NC 48 1.04 225 -77.2 36.4 Middle Atlantic Coastal Plain 
02053500 215 NC 56 0.905 63.0 -77.1 36.3 Middle Atlantic Coastal Plain 
02070500r 216 NC 56 0.500 242 -80.1 36.6 Piedmont
02071000r 217 NC 67 -0.387 1053 -80.2 36.5 Piedmont
02077200 218 NC 39 -0.277 46.0 -79.2 36.3 Piedmont
02080500r 219 NC 95 0.505 8384 -79.4 36.8 Piedmont
02081500 220 NC 67 -0.452 167 -78.7 36.3 Piedmont
02081747 221 NC 43 0.337 427 -78.6 36.3 Piedmont
02082000r 222 NC 42 0.342 701 -78.4 36.2 Piedmont
02082770 223 NC 43 0.653 166 -78.2 36.2 Piedmont
02082950 224 NC 47 1.33 177 -77.9 36.3 Piedmont
02083000r 225 NC 92 0.418 526 -78.0 36.3 Piedmont
02083500 226 NC 70 0.581 2183 -78.1 36.2 Piedmont
02084500 227 NC 30 -0.180 10.0 -77.0 35.6 Middle Atlantic Coastal Plain 
02084540 228 NC 39 0.227 26.0 -76.9 35.3 Middle Atlantic Coastal Plain 
02084557 229 NC 29 -0.166 23.0 -76.8 35.7 Middle Atlantic Coastal Plain 
02085000 230 NC 54 0.176 66.0 -79.2 36.1 Piedmont
2085070r 231 NC 43 -0.758 141 -79.1 36.1 Piedmont
0208521324 232 NC 19 -0.512 78.0 -79.0 36.2 Piedmont
02085500 233 NC 81 -0.501 149 -79.0 36.3 Piedmont
02086000 234 NC 47 0.358 5.00 -78.9 36.2 Piedmont
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Lat Lon
2087000r 235 NC 53 0.452 535 -79.0 36.2 Piedmont
02087500 236 NC 79 0.245 1150 -78.8 36.0 Piedmont
02087570r 237 NC 58 -0.176 1206 -78.8 36.0 Piedmont
02088000 238 NC 67 0.423 84.0 -78.7 35.6 Piedmont
02088470r 239 NC 25 0.121 191 -78.3 35.8 Piedmont
02088500 240 NC 76 0.569 232 -78.3 35.7 Piedmont
02089000 241 NC 77 0.439 2399 -78.6 35.8 Piedmont
02089500r 242 NC 79 0.141 2692 -78.5 35.7 Piedmont
02091000 243 NC 52 1.73 80.0 -77.9 35.5 Southeastern Plains
02091500 244 NC 78 0.295 733 -78.0 35.7 Southeastern Plains
02091700 245 NC 31 0.392 93.0 -77.6 35.6 Southeastern Plains
02092000 246 NC 39 -0.155 182 -77.3 35.5 Middle Atlantic Coastal Plain 
02092500 247 NC 55 0.755 168 -77.6 35.0 Middle Atlantic Coastal Plain 
02093000 248 NC 43 0.731 94.0 -77.6 34.9 Middle Atlantic Coastal Plain 
02093800 249 NC 51 -0.546 21.0 -80.0 36.1 Piedmont
02094000 250 NC 30 1.12 16.0 -79.9 36.1 Piedmont
02095000 251 NC 37 0.393 34.0 -79.8 36.0 Piedmont
02096500 252 NC 78 0.007 606 -79.7 36.2 Piedmont
02096960r 253 NC 32 -0.295 1275 -79.5 36.1 Piedmont
02098500 254 NC 42 0.448 32.0 -80.0 36.1 Piedmont
02099500 255 NC 75 0.016 125 -79.9 36.0 Piedmont
02100500 256 NC 84 0.087 349 -79.8 35.9 Piedmont
02101000 257 NC 32 1.45 137 -79.7 35.4 Piedmont
02101800 258 NC 36 -0.022 16.0 -79.4 35.7 Piedmont
02102000 259 NC 76 0.327 1434 -79.6 35.6 Piedmont
02102500r 260 NC 83 -0.020 3464 -79.4 35.8 Piedmont
02102908 261 NC 38 -0.191 8.00 -79.2 35.2 Sand Hills
02103500 262 NC 44 0.653 459 -79.2 35.2 Sand Hills
02104000r 263 NC 71 0.468 4395 -79.3 35.7 Piedmont
02105500r 264 NC 60 -0.445 4852 -79.3 35.6 Piedmont
02105900 265 NC 34 0.024 22.0 -78.1 34.2 Middle Atlantic Coastal Plain 
02106500 266 NC 55 0.487 676 -78.3 35.0 Southeastern Plains
02107000 267 NC 35 0.087 379 -78.6 35.1 Southeastern Plains
02108000 268 NC 66 0.506 599 -77.9 35.0 Southeastern Plains
02108500 269 NC 27 0.183 69.0 -78.1 34.8 Middle Atlantic Coastal Plain 
02109500 270 NC 67 0.131 680 -78.5 34.3 Middle Atlantic Coastal Plain 
02111000 271 NC 66 0.571 29.0 -81.6 36.1 Blue Ridge
02111180 272 NC 41 -0.030 48.0 -81.5 36.2 Blue Ridge
02111500 273 NC 65 0.175 89.0 -81.3 36.3 Blue Ridge
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02112000 274 NC 93 0.981 504 -81.4 36.1 Blue Ridge
02112120 275 NC 42 -0.286 128 -81.1 36.3 Blue Ridge
02112360 276 NC 42 -0.952 79.0 -80.9 36.4 Piedmont
02113000 277 NC 85 0.475 128 -80.8 36.5 Piedmont
02113850 278 NC 42 -0.168 231 -80.6 36.5 Piedmont
02114450 279 NC 46 -0.592 43.0 -80.4 36.3 Piedmont
02116500 280 NC 78 -0.478 2280 -80.8 36.2 Piedmont
02117500 281 NC 31 -0.738 101 -80.9 36.0 Piedmont
02118000r 282 NC 68 -0.083 306 -80.9 35.9 Piedmont
02118500 283 NC 55 -1.35 155 -80.9 36.1 Piedmont
02119000r 284 NC 37 0.792 569 -80.9 36.0 Piedmont
02120780 285 NC 27 0.678 118 -80.7 35.7 Piedmont
02121500 286 NC 33 -0.411 174 -80.1 35.9 Piedmont
02123500 287 NC 32 0.420 342 -80.0 35.7 Piedmont
02125000 288 NC 52 -0.253 56.0 -80.4 35.4 Piedmont
02126000 289 NC 77 -0.377 1372 -80.5 35.2 Piedmont
02127000 290 NC 36 0.491 110 -80.3 34.9 Piedmont
02128000 291 NC 51 -0.126 106 -79.8 35.5 Piedmont
02133500 292 NC 67 1.14 183 -79.6 35.2 Sand Hills
02134500 293 NC 77 -0.176 1228 -79.2 34.8 Southeastern Plains
02137727r 294 NC 26 -0.238 126 -82.2 35.6 Blue Ridge
02138000 295 NC 40 0.393 172 -82.2 35.7 Blue Ridge
02138500 296 NC 84 0.584 67.0 -81.9 36.0 Blue Ridge
02142000 297 NC 51 -0.473 28.0 -81.2 36.0 Blue Ridge
02142900 298 NC 41 0.465 16.0 -80.9 35.3 Piedmont
02143000 299 NC 70 -0.251 83.0 -81.6 35.7 Blue Ridge
02143040 300 NC 45 -0.451 26.0 -81.6 35.6 Blue Ridge
02143500 301 NC 55 0.271 69.0 -81.4 35.5 Piedmont
02144000 302 NC 53 0.079 32.0 -81.3 35.3 Piedmont
02145000 303 NC 53 -0.125 628 -81.4 35.5 Piedmont
02146900 304 NC 44 0.091 77.0 -80.7 35.0 Piedmont
02149000 305 NC 55 -1.06 79.0 -82.1 35.5 Blue Ridge
02151000 306 NC 72 0.053 220 -81.9 35.4 Piedmont
02151500 307 NC 80 -0.454 875 -82.1 35.4 Piedmont
02152100 308 NC 46 -0.406 61.0 -81.8 35.5 Blue Ridge
03161000 309 NC 79 1.16 205 -81.6 36.3 Blue Ridge
03162500 310 NC 39 1.71 277 -81.6 36.5 Blue Ridge
03439000 311 NC 73 0.119 68.0 -82.9 35.2 Blue Ridge
03439500r 312 NC 31 0.353 103 -82.9 35.2 Blue Ridge
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Table A (Continued) 
Lat Lon
03441000 313 NC 83 -0.102 40.0 -82.8 35.3 Blue Ridge
03443000 314 NC 86 0.785 296 -82.8 35.2 Blue Ridge
03444500 315 NC 31 0.811 10.0 -82.8 35.4 Blue Ridge
03446000 316 NC 74 0.202 67.0 -82.7 35.4 Blue Ridge
03448000r 317 NC 52 0.298 676 -82.6 35.3 Blue Ridge
03449000 318 NC 32 0.687 24.0 -82.3 35.7 Blue Ridge
03450000 319 NC 72 0.116 5.00 -82.4 35.7 Blue Ridge
03451500 320 NC 111 0.502 945 -82.6 35.4 Blue Ridge
03453000 321 NC 52 0.399 158 -82.5 35.8 Blue Ridge
03453500r 322 NC 64 -0.276 1332 -82.6 35.5 Blue Ridge
03454000 323 NC 39 0.161 126 -82.7 36.0 Blue Ridge
03455500 324 NC 52 0.323 28.0 -82.9 35.3 Blue Ridge
03456500 325 NC 52 0.023 52.0 -82.8 35.4 Blue Ridge
03459500 326 NC 79 -0.015 350 -82.9 35.5 Blue Ridge
03460000 327 NC 62 -0.287 49.0 -83.1 35.6 Blue Ridge
03463300 328 NC 49 0.605 43.0 -82.2 35.8 Blue Ridge
03464000 329 NC 38 0.758 157 -82.4 35.9 Blue Ridge
03464500 330 NC 30 0.673 608 -82.2 36.0 Blue Ridge
03479000 331 NC 67 0.493 92.0 -81.8 36.2 Blue Ridge
03500000 332 NC 62 0.581 140 -83.4 35.0 Blue Ridge
03500240 333 NC 45 0.472 57.0 -83.5 35.1 Blue Ridge
03503000 334 NC 61 -0.310 436 -83.4 35.1 Blue Ridge
03504000 335 NC 67 0.124 52.0 -83.6 35.1 Blue Ridge
03512000 336 NC 58 -0.397 184 -83.3 35.6 Blue Ridge
03513000 337 NC 105 -0.054 655 -83.2 35.4 Blue Ridge
03513500 338 NC 36 0.162 14.0 -83.5 35.5 Blue Ridge
03548500 339 NC 107 -0.439 406 -83.8 35.0 Blue Ridge
03550000 340 NC 96 0.071 104 -83.8 35.2 Blue Ridge
02110500r 341 SC 56 -0.184 1125 -78.6 34.2 Middle Atlantic Coastal Plain 
02130900 342 SC 47 0.339 107 -80.2 34.6 Sand Hills
02132100 343 SC 28 0.581 19.8 -79.8 33.9 Middle Atlantic Coastal Plain 
02132500 344 SC 65 0.199 528 -79.5 34.7 Southeastern Plains
02135300 345 SC 38 0.125 97.9 -80.4 34.2 Sand Hills
02135500 346 SC 36 -0.449 386 -80.3 34.1 Southeastern Plains
02136000 347 SC 79 0.144 1236 -80.2 33.9 Southeastern Plains
02147500 348 SC 50 0.047 196 -81.1 34.6 Piedmont
02153500r 349 SC 51 -0.184 1499 -81.9 35.4 Piedmont
02154500 350 SC 74 -0.370 115 -82.2 35.2 Piedmont
02156500 351 SC 68 -0.638 2779 -81.8 35.2 Piedmont
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Table A (Continued) 
Lat Lon
02157000 352 SC 38 -0.477 44.2 -82.1 35.0 Piedmont
02157500 353 SC 51 -0.722 68.1 -82.2 35.1 Piedmont
02158000r 354 SC 41 -0.087 161 -82.1 35.0 Piedmont
02158500r 355 SC 41 0.040 105 -82.3 35.0 Piedmont
02159000 356 SC 44 0.079 172 -82.2 34.9 Piedmont
02159500r 357 SC 28 0.418 347 -82.2 35.0 Piedmont
02160000 358 SC 65 -0.925 186 -81.8 34.8 Piedmont
02160105r 359 SC 32 0.360 755 -81.9 34.8 Piedmont
02160500 360 SC 64 0.035 306 -82.2 34.8 Piedmont
02160700r 361 SC 33 1.06 443 -82.1 34.7 Piedmont
02161500r 362 SC 58 0.636 4823 -81.8 35.0 Piedmont
02162010 363 SC 29 -1.27 49.0 -81.0 34.3 Piedmont
02162500 364 SC 62 -0.470 296 -82.6 35.0 Blue Ridge
02163000r 365 SC 62 -0.292 411 -82.5 35.0 Piedmont
02163500 366 SC 68 -0.461 581 -82.5 34.9 Piedmont
02165000 367 SC 63 -0.132 236 -82.3 34.7 Piedmont
02165200 368 SC 30 0.349 29.8 -82.2 34.6 Piedmont
02169960 369 SC 26 0.111 1.25 -80.4 33.5 Southeastern Plains
02172500 370 SC 49 -0.061 196 -81.6 33.7 Sand Hills
02173000 371 SC 73 0.259 734 -81.5 33.6 Sand Hills
02173500 372 SC 68 0.141 686 -81.2 33.7 Southeastern Plains
02174000r 373 SC 60 -0.194 1726 -81.3 33.6 Sand Hills
02176500 374 SC 55 -0.601 196 -81.2 32.9 Middle Atlantic Coastal Plain 
02185200 375 SC 37 -0.460 72.0 -83.0 34.9 Piedmont
02186000 376 SC 27 -0.431 104 -82.7 34.9 Piedmont
02192500 377 SC 64 -0.925 215 -82.5 34.3 Piedmont
02196000 378 SC 62 -0.403 544 -82.1 33.9 Piedmont
02384900 379 TN 31 0.458 4.41 -84.8 35.1 Ridge and Valley
03455000r 380 TN 91 0.068 1853 -82.7 35.6 Blue Ridge
03461200 381 TN 29 -0.250 10.3 -83.2 35.7 Blue Ridge
03461500r 382 TN 84 0.014 667 -83.0 35.6 Blue Ridge
03465000 383 TN 39 -0.207 15.9 -82.3 36.2 Blue Ridge
03465500r 384 TN 85 0.363 805 -82.3 36.0 Blue Ridge
03466500 385 TN 39 0.250 1184 -82.4 36.0 Blue Ridge
03467000 386 TN 27 0.190 219 -82.8 36.3 Ridge and Valley
03467500c 387 TN 61 0.341 1682 -82.5 36.2 Blue Ridge
03469130cr 388 TN 29 1.27 109 -83.4 35.7 Blue Ridge
03469160c 389 TN 29 0.524 63.7 -83.4 35.8 Blue Ridge
03469500 390 TN 32 -0.341 76.6 -83.5 35.7 Blue Ridge
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Table A (Continued) 
Lat Lon
03470000r 391 TN 63 -0.079 352 -83.5 35.8 Blue Ridge
03477000 392 TN 53 -0.505 812 -81.8 36.7 Ridge and Valley
03482000c 393 TN 40 0.231 102 -81.8 36.4 Blue Ridge
03483000 394 TN 28 2.20 427 -81.9 36.3 Blue Ridge
03485500 395 TN 66 0.234 137 -82.1 36.2 Blue Ridge
03487550c 396 TN 42 0.463 36.5 -82.4 36.6 Ridge and Valley
03491000 397 TN 58 -0.204 48.3 -82.9 36.5 Ridge and Valley
03491200c 398 TN 31 0.648 1.87 -83.0 36.4 Ridge and Valley
03491500 399 TN 40 -0.533 3033 -82.2 36.5 Ridge and Valley
03497000 400 TN 88 0.236 8902 -82.6 35.9 Blue Ridge
03497300 401 TN 42 0.220 106 -83.6 35.6 Blue Ridge
03498500r 402 TN 55 0.079 269 -83.7 35.6 Blue Ridge
03498700c 403 TN 31 0.600 0.37 -83.8 35.9 Ridge and Valley
03518500 404 TN 61 -0.649 118 -84.2 35.3 Blue Ridge
03519500 405 TN 65 0.126 2443 -83.7 35.3 Blue Ridge
03519610c 406 TN 33 0.216 1.67 -84.0 35.7 Ridge and Valley
03519640c 407 TN 33 0.826 16.6 -84.1 35.7 Ridge and Valley
03520100c 408 TN 29 0.524 61.8 -84.5 35.6 Ridge and Valley
03528000 409 TN 86 0.169 1475 -82.4 36.9 Ridge and Valley
03528400 410 TN 36 -0.123 2.62 -83.9 36.4 Ridge and Valley
03532000 411 TN 73 0.367 688 -83.1 36.7 Ridge and Valley
03533000r 412 TN 71 -0.031 2914 -82.9 36.8 Ridge and Valley
03534000c 413 TN 52 -0.479 24.4 -84.2 36.2 Central Appalachians
03534500 414 TN 31 -0.484 9.38 -84.0 36.2 Ridge and Valley
03535000 415 TN 34 0.487 68.6 -83.8 36.2 Ridge and Valley
03535180 416 TN 40 0.218 3.33 -83.9 36.1 Ridge and Valley
03538200c 417 TN 32 -0.246 56.2 -84.3 36.1 Central Appalachians
03538225r 418 TN 29 -0.101 82.8 -84.3 36.1 Central Appalachians
03538250 419 TN 28 -0.059 19.3 -84.3 36.0 Ridge and Valley
03538500 420 TN 48 0.193 83.0 -84.6 36.2 Southwestern Appalachians
03538600c 421 TN 35 0.167 12.0 -85.1 35.9 Southwestern Appalachians
03539500 422 TN 28 -0.679 93.6 -85.0 35.9 Southwestern Appalachians
03539800 423 TN 33 -0.320 519 -84.9 36.0 Southwestern Appalachians
03540500r 424 TN 78 -0.019 765 -84.8 36.1 Southwestern Appalachians
03541500 425 TN 44 0.251 109 -84.8 35.9 Southwestern Appalachians
03542500c 426 TN 16 0.846 96.6 -84.9 35.7 Southwestern Appalachians
03543500 427 TN 60 0.038 117 -84.7 35.6 Ridge and Valley
03544500 428 TN 52 -0.310 50.5 -85.1 35.6 Southwestern Appalachians
03556000r 429 TN 37 -0.650 27.5 -84.3 35.1 Blue Ridge
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Lat Lon
03557000 430 TN 42 -0.912 1223 -84.1 35.0 Blue Ridge
03560500 431 TN 35 -0.369 5.15 -84.4 35.0 Blue Ridge
03561000 432 TN 36 0.614 13.2 -84.3 35.0 Blue Ridge
03565300 433 TN 30 0.225 31.6 -84.8 35.1 Ridge and Valley
03565500 434 TN 37 0.233 57.9 -84.6 35.4 Ridge and Valley
03566000 435 TN 60 -0.932 2299 -84.2 35.0 Blue Ridge
03566200 436 TN 31 1.42 9.64 -85.0 35.1 Ridge and Valley
03566420 437 TN 39 0.849 19.1 -85.0 35.0 Ridge and Valley
03567500 438 TN 64 -0.219 427 -85.2 34.9 Ridge and Valley
03568000r 439 TN 131 -0.632 21373 -83.4 35.8 Ridge and Valley
03570800 440 TN 28 -0.454 15.4 -85.4 35.4 Southwestern Appalachians
03571000 441 TN 78 -0.186 400 -85.2 35.5 Southwestern Appalachians
03571800c 442 TN 50 0.645 50.5 -85.8 35.2 Southwestern Appalachians
02043500 443 VA 37 0.167 23.5 -76.6 36.6 Middle Atlantic Coastal Plain 
02044000 444 VA 49 0.160 38.7 -78.3 37.1 Piedmont
02044200 445 VA 39 0.275 0.37 -78.2 37.0 Piedmont
02044500 446 VA 56 0.314 317 -78.1 37.0 Piedmont
02045500r 447 VA 77 0.177 577 -77.9 37.0 Piedmont
02046000 448 VA 60 0.161 113 -77.7 37.1 Piedmont
02046500 449 VA 26 -1.05 4.99 -77.3 36.9 Southeastern Plains
02047000 450 VA 65 0.421 1441 -77.6 37.0 Piedmont
02049700 451 VA 27 0.331 8.43 -77.0 36.8 Middle Atlantic Coastal Plain 
02050050 452 VA 40 0.414 2.72 -76.8 36.6 Middle Atlantic Coastal Plain 
02051000 453 VA 58 0.043 56 -78.4 37.1 Piedmont
02051500 454 VA 79 0.451 552 -78.2 36.9 Piedmont
02051600 455 VA 38 0.246 30.8 -78.0 36.9 Piedmont
02052000r 456 VA 56 -0.010 744 -78.1 36.8 Piedmont
02052500 457 VA 43 0.114 68.7 -77.8 36.6 Piedmont
02054500 458 VA 63 -0.281 254 -80.3 37.2 Ridge and Valley
02055000r 459 VA 108 -0.308 384 -80.2 37.2 Ridge and Valley
02055100 460 VA 50 -0.568 11.7 -79.9 37.4 Ridge and Valley
02056650 461 VA 32 -0.075 55.8 -80.0 37.2 Blue Ridge
02056900 462 VA 30 -1.05 115 -80.0 37.1 Piedmont
02057000r 463 VA 40 0.034 208 -79.9 37.1 Piedmont
02057500 464 VA 38 0.169 1017 -80.0 37.2 Ridge and Valley
02058400 465 VA 43 -0.349 351 -79.8 36.9 Piedmont
02058500r 466 VA 33 0.663 382 -79.8 36.9 Piedmont
02059500 467 VA 79 0.088 188 -79.7 37.3 Piedmont
02060500r 468 VA 32 0.143 1782 -79.8 37.1 Piedmont
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Lat Lon
02061300c 469 VA 26 0.370 4.87 -79.5 37.3 Piedmont
02061500 470 VA 70 0.092 315 -79.4 37.4 Piedmont
02062500r 471 VA 39 0.532 2404 -79.7 37.2 Piedmont
02064000 472 VA 70 0.835 165 -79.0 37.2 Piedmont
02065300c 473 VA 29 0.050 2.2 -78.8 37.3 Piedmont
02065500 474 VA 60 0.179 97.6 -78.8 37.2 Piedmont
02066500 475 VA 25 0.069 135 -78.6 37.1 Piedmont
02069700 476 VA 44 0.750 85.5 -80.3 36.6 Piedmont
02070000 477 VA 78 0.613 108 -80.1 36.7 Piedmont
02075500 478 VA 55 -0.160 2587 -79.9 36.5 Piedmont
02076000r 479 VA 35 0.789 2762 -79.8 36.6 Piedmont
02076500 480 VA 48 -0.170 9.18 -79.4 37.0 Piedmont
02079640 481 VA 41 -0.330 53.5 -78.4 36.7 Piedmont
03164000r 482 VA 77 0.481 1141 -81.4 36.5 Blue Ridge
03165000 483 VA 62 0.169 39.4 -80.9 36.6 Blue Ridge
03165500 484 VA 63 0.945 1350 -81.3 36.5 Blue Ridge
03167000 485 VA 88 0.206 258 -81.1 37.0 Ridge and Valley
03168750 486 VA 50 0.299 4.70 -80.8 37.1 Ridge and Valley
03170000 487 VA 78 -0.202 309 -80.4 37.0 Blue Ridge
03173000 488 VA 69 -0.005 299 -80.9 37.2 Ridge and Valley
03175500 489 VA 77 -0.605 223 -81.2 37.2 Ridge and Valley
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APPENDIX B 
 
REDUNDANT SITE PAIRS 
 
 This appendix contains Table B1, which lists the 141 site-pairs identified by 
the redundant screening algorithm, Figure 4.3, Section 4.3.7.   The table contains the 
USGS site number, the U.S. State of the gauge site, as well as the normalized distance 
ND and the drainage area ratio DAR.  Those sites which are underlined are the sites 
that were removed from the study due to redundancy.  This appendix also contains 
Table B2 which lists the redundant sites that were removed from the analysis.  Table 
B3 lists the additional 59 sites removed due to censored annual peak flow values. 
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Table B1: Southeastern U.S. redundant site pairs.  Underlined USGS Hydrologic Unit 
Code means site was removed from analysis to address redundancy. 
134 
02399000 AL 02399200 AL 0.43 1.59
02404000 AL 02404400 AL 0.40 1.73
02404000 AL 02404500 AL 0.42 1.80
02404400 AL 02404500 AL 0.03 1.04
02412000 AL 02412500 AL 0.48 1.77
02413300 AL 02413500 AL 0.29 1.46
02315000 FL 02315500 FL 0.09 1.16
02315000 FL 02315550 FL 0.15 1.26
02315500 FL 02315550 FL 0.06 1.09
02319000 FL 02319500 FL 0.45 3.25
02329500 FL 02329600 FL 0.16 1.29
02191300 GA 02192000 GA 0.44 1.88
02197830 GA 02198000 GA 0.38 1.37
02200400 GA 02200500 GA 0.26 4.22
02202000 GA 02202500 GA 0.33 1.38
02203000 GA 02203280 GA 0.19 1.49
02204500 GA 02213000 GA 0.49 4.99
02213000 GA 02215000 GA 0.43 1.67
02215000 GA 02215500 GA 0.36 1.39
02217500 GA 02218300 GA 0.39 2.40
02217900 GA 02218300 GA 0.33 3.25
02217900 GA 02218500 GA 0.45 3.72
02218300 GA 02218500 GA 0.12 1.14
02215000 GA 02225000 GA 0.36 3.07
02215500 GA 02225000 GA 0.20 2.21
02224500 GA 02225000 GA 0.27 2.26
02215000 GA 02226000 GA 0.49 3.62
02215500 GA 02226000 GA 0.28 2.61
02224500 GA 02226000 GA 0.32 2.67
02225000 GA 02226000 GA 0.11 1.18
02226500 GA 02228000 GA 0.39 2.27
02227500 GA 02228000 GA 0.50 4.31
02315000 FL 02314500 GA 0.21 1.86
02315500 FL 02314500 GA 0.29 2.15
02315550 FL 02314500 GA 0.36 2.34
02314600 GA 02314700 GA 0.49 2.08
02319000 FL 02318500 GA 0.19 1.44
02329000 FL 02327500 GA 0.49 2.05
Normalized 
Distance 
(ND)
Drainage 
Area Ratio 
(DAR)
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
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02327355 GA 02327500 GA 0.36 2.18
02327900 GA 02328000 GA 0.47 3.15
02331000 GA 02331600 GA 0.36 2.09
02331500 GA 02331600 GA 0.33 2.04
02345000 GA 02346180 GA 0.15 1.26
02345000 GA 02347500 GA 0.38 1.92
02346180 GA 02347500 GA 0.24 1.52
02347500 GA 02349605 GA 0.33 1.58
02349605 GA 02350512 GA 0.28 1.34
02349605 GA 02352500 GA 0.46 1.81
02350512 GA 02352500 GA 0.20 1.34
02350512 GA 02353000 GA 0.28 1.46
02352500 GA 02353000 GA 0.08 1.09
02353400 GA 02353500 GA 0.31 3.46
02350512 GA 02356000 GA 0.48 1.92
02352500 GA 02356000 GA 0.28 1.43
02353000 GA 02356000 GA 0.20 1.31
02379500 GA 02380500 GA 0.32 1.76
02384500 GA 02387000 GA 0.38 2.73
02388900 GA 02389000 GA 0.38 1.54
02397410 GA 02397500 GA 0.24 1.75
02398300 AL 02398000 GA 0.47 1.91
02412000 AL 02411900 GA 0.41 1.90
02413300 AL 02413200 GA 0.35 1.85
02070500 NC 02071000 NC 0.50 4.35
02081747 NC 02082000 NC 0.41 1.64
02082950 NC 02083000 NC 0.30 2.97
02083000 NC 02083500 NC 0.29 4.15
02085000 NC 02085070 NC 0.46 2.14
02085500 NC 02087000 NC 0.49 3.59
02087500 NC 02087570 NC 0.05 1.05
02088470 NC 02088500 NC 0.19 1.21
02087570 NC 02089000 NC 0.48 1.99
02089000 NC 02089500 NC 0.12 1.12
02096500 NC 02096960 NC 0.38 2.10
02096960 NC 02102500 NC 0.41 2.72
02102000 NC 02102500 NC 0.31 2.42
02102000 NC 02104000 NC 0.27 3.06
Normalized 
Distance 
(ND)
Drainage 
Area Ratio 
(DAR)State
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code
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02102500 NC 02104000 NC 0.15 1.27
02102000 NC 02105500 NC 0.28 3.38
02102500 NC 02105500 NC 0.22 1.40
02104000 NC 02105500 NC 0.07 1.10
02117500 NC 02118000 NC 0.27 3.03
02118000 NC 02119000 NC 0.20 1.86
02118500 NC 02119000 NC 0.46 3.67
02137727 NC 02138000 NC 0.17 1.37
03439000 NC 03439500 NC 0.34 1.51
03439500 NC 03443000 NC 0.44 2.87
03443000 NC 03448000 NC 0.50 2.28
03448000 NC 03451500 NC 0.19 1.40
03448000 NC 03453500 NC 0.39 1.97
03451500 NC 03453500 NC 0.21 1.41
02109500 NC 02110500 SC 0.22 1.65
02151500 NC 02153500 SC 0.33 1.71
02153500 SC 02156500 SC 0.29 1.85
02157000 SC 02158000 SC 0.22 3.64
02157500 SC 02158500 SC 0.46 1.54
02158000 SC 02159000 SC 0.40 1.07
02158000 SC 02159500 SC 0.18 2.16
02159000 SC 02159500 SC 0.16 2.02
02160000 SC 02160105 SC 0.42 4.07
02160105 SC 02160700 SC 0.45 1.71
02160500 SC 02160700 SC 0.38 1.45
02156500 SC 02161500 SC 0.26 1.74
02162500 SC 02163000 SC 0.27 1.39
02163000 SC 02163500 SC 0.39 1.41
02173000 SC 02174000 SC 0.36 2.35
02173500 SC 02174000 SC 0.26 2.52
03451500 NC 03455000 TN 0.36 1.96
03453500 NC 03455000 TN 0.21 1.39
03459500 NC 03461500 TN 0.39 1.90
03464500 NC 03465500 TN 0.12 1.32
03464500 NC 03466500 TN 0.38 1.95
03465500 TN 03466500 TN 0.27 1.47
03466500 TN 03467500 TN 0.35 1.42
03469130 TN 03470000 TN 0.48 3.24
Normalized 
Distance 
(ND)
Drainage 
Area Ratio 
(DAR)
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
 
137 
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03469500 TN 03470000 TN 0.39 4.60
03455000 TN 03497000 TN 0.38 4.80
03497300 TN 03498500 TN 0.44 2.54
03532000 TN 03533000 TN 0.43 4.24
03538200 TN 03538225 TN 0.30 1.47
03539800 TN 03540500 TN 0.38 1.47
03557000 TN 03566000 TN 0.23 1.88
03497000 TN 03568000 TN 0.38 2.40
02044500 VA 02045500 VA 0.49 1.82
02051500 VA 02052000 VA 0.24 1.35
02054500 VA 02055000 VA 0.25 1.51
02056900 VA 02057000 VA 0.34 1.81
02055000 VA 02057500 VA 0.50 2.65
02057000 VA 02057500 VA 0.40 4.89
02058400 VA 02058500 VA 0.07 1.09
02057500 VA 02060500 VA 0.24 1.75
02080500 NC 02062500 VA 0.47 3.49
02057500 VA 02062500 VA 0.40 2.36
02060500 VA 02062500 VA 0.17 1.35
02070500 NC 02070000 VA 0.33 2.24
02071000 NC 02075500 VA 0.43 2.46
02080500 NC 02075500 VA 0.49 3.24
02071000 NC 02076000 VA 0.49 2.62
02080500 NC 02076000 VA 0.44 3.04
02075500 VA 02076000 VA 0.06 1.07
03162500 NC 03164000 VA 0.49 4.12
03164000 VA 03165500 VA 0.13 1.18
Drainage 
Area Ratio 
(DAR)
USGS 
Hydrologic 
Unit Code
USGS 
Hydrologic 
Unit Code State
Normalized 
Distance 
(ND)State
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Table B2: Southeastern U.S. redundant sites removed from regional skew regression 
analysis (92 sites)  
02398300 AL 02347500 GA 02153500 SC
02399200 AL 02350512 GA 02158000 SC
02404400 AL 02352500 GA 02158500 SC
02404500 AL 02353500 GA 02159500 SC
02412500 AL 02356000 GA 02160105 SC
02413300 AL 02380500 GA 02160700 SC
02413500 AL 02387000 GA 02161500 SC
02315000 FL 02388900 GA 02163000 SC
02315500 FL 02397410 GA 02174000 SC
02315550 FL 02411900 GA 03455000 TN
02319000 FL 02070500 NC 03461500 TN
02319500 FL 02071000 NC 03465500 TN
02329000 FL 02080500 NC 03466500 TN
02329600 FL 02082000 NC 03469130 TN
02192000 GA 02083000 NC 03470000 TN
02197830 GA 02085070 NC 03498500 TN
02200500 GA 02087000 NC 03533000 TN
02202500 GA 02087570 NC 03538225 TN
02203280 GA 02088470 NC 03540500 TN
02213000 GA 02089500 NC 03566000 TN
02215500 GA 02096960 NC 03568000 TN
02218300 GA 02102500 NC 02045500 VA
02218500 GA 02104000 NC 02052000 VA
02225000 GA 02105500 NC 02055000 VA
02226000 GA 02118000 NC 02057000 VA
02228000 GA 02119000 NC 02058500 VA
02314700 GA 02137727 NC 02060500 VA
02327355 GA 03439500 NC 02062500 VA
02327900 GA 03448000 NC 02076000 VA
02331600 GA 03453500 NC 03164000 VA
02346180 GA 02110500 SC
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
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Table B3: Southeastern U.S. sites removed from regional skew regression analysis due 
to censored values (59 sites) 
02329600 FL 02343225 GA
02191930 GA 02343267 GA
02200930 GA 02346217 GA
02202600 GA 02349030 GA
02202800 GA 02349330 GA
02204135 GA 02349900 GA
02214000 GA 02350685 GA
02214280 GA 02351500 GA
02215245 GA 02351800 GA
02216000 GA 02388900 GA
02217400 GA 02394400 GA
02223349 GA 02411902 GA
02225250 GA 03467500 TN
02225330 GA 03469130 TN
02226200 GA 03469160 TN
02227200 GA 03482000 TN
02227400 GA 03487550 TN
02227990 GA 03491200 TN
02315700 GA 03498700 TN
02315900 GA 03519610 TN
02317710 GA 03519640 TN
02317810 GA 03520100 TN
02327200 GA 03534000 TN
02327355 GA 03538200 TN
02327700 GA 03538600 TN
02327860 GA 03542500 TN
02337448 GA 03571800 TN
02340250 GA 02061300 VA
02341600 GA 02065300 VA
02343219 GA
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
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APPENDIX C 
 
SENSITIVITY ANALYSIS ON REDUNDANT SITES 
 
 After completing the B-GLS regional skew regression of the Southeastern 
U.S., the topic of redundant sites was revisited.  Section 4.3 considered the impact of 
nested watersheds on the B-GLS framework, as well as developed criteria for 
identifying these redundant gage sites.   After the redundant pairs of gauge sites were 
identified based on ND and DAR thresholds, a decision was then made concerning 
which site would stay in the analysis and which site would be removed to eliminate 
redundant hydrologic experiences.   Based on the procedure outlined in Section 4.3.7 
and specifically in Figure 4.7, there is a preference to retain those sites with smaller 
drainage areas and longer records.  This is due to the fact that the regional skew model 
being developed will most often be used to determine skew at small ungauged sites.  
Thus, there was a preference to keep in the analysis those sites which are most similar 
to the small, ungauged sites the regional skew will be employed to in the future.   
 This section changes the screening preferences for redundant sites.  Previously, 
the preference for determining which site to retain from a redundant pair was to keep 
the site with the small drainage area and long record.  Here, this preference is changed.   
Instead we remove those sites with small drainage areas and long record sites.  Thus, 
using this modified criteria, the preference is now to retain those sites with large 
drainage areas and short record lengths. This was done to check the stability of the B-
GLS results generated in Section 4.5 depending on which sites are included in the 
regional analysis.     
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 The same thresholds used in Section 4.3.7 for both normalized distance ND 
and drainage area ratio DAR (0.5 and 5, respectively) were applied in this case.  
Figure C1 below outlines the modified algorithm used to screen sites 
 
If ND< TND & DAR < TDAR
IF (DAsmall has >= 30 yrs of data), THEN (remove DAsmall)
ELSE IF [(DAsmall <30 yrs of data) & (record length of DAsmall + 5)]  ≥ 
                        (record length of DAlarge), THEN (remove DAsmall)
ELSE (remove DAlarge)  
Figure C1: Modified screening algorithm for redundant sites 
 
where TND is the normalized distance threshold, and TDAR is the drainage area ratio 
threshold, DAsmall is the site with the smaller drainage area, and DAlarge is the site with 
the larger drainage area.  The modified screening criteria in Figure C1 first identifies 
troublesome pairs: pairs of sites whose ND is less than TND and whose DAR is less 
than TDAR.  After identifying the troublesome pairs, the algorithm then runs through 
those troublesome pairs in index number order (see Section 4.2.1 for description of 
index number) to resolve each redundant site conflict by recommending the removal 
of one of the two sites.  
 Using the modified algorithm in Figure C1, the same set of redundant site pairs 
was identified as in Section 4.3.7, this is due to the fact that the thresholds for ND and 
DAR were the same.  However, from these redundant pairs, a new set of sites were 
recommended to be removed from the study.  According to the initial algorithm used 
in Section 4.3.7, 92 sites were removed from the study due to redundancy.  Using the 
modified algorithm, 78 sites were removed from the study due to redundancy.  A list 
of those 78 sites can be found in Table C1.   Before the B-GLS regional skew 
regression could be run on the new data set, the 59 gage sites with censored data also 
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had to be removed.  Thus, in total 137 sites were removed from the initial 489 sites, 
leaving 352 sites in the regional analysis.  In Section 4.3.6, 147 sites were removed. 
 
Table C1: Southeastern U.S. redundant sites removed (77 sites) from regional skew 
regression analysis based on the modified screening algorithm in Figure C1. 
2404000 AL 2346180 GA 2096960 NC 2173000 SC
2315500 FL 2347500 GA 2102000 NC 2173500 SC
2319000 FL 2349605 GA 2102500 NC 3455000 TN
2191300 GA 2350512 GA 2109500 NC 3465500 TN
2202000 GA 2352500 GA 2117500 NC 3466500 TN
2203000 GA 2353000 GA 2151500 NC 3469500 TN
2204500 GA 2353400 GA 3439500 NC 3497000 TN
2213000 GA 2350900 GA 3443000 NC 3497300 TN
2215000 GA 2379500 GA 3448000 NC 3532000 TN
2215500 GA 2384500 GA 3451500 NC 3539800 TN
2217500 GA 2398000 GA 3453500 NC 2044500 VA
2217900 GA 2070500 NC 3459500 NC 2051500 VA
2224500 GA 2071000 NC 2153500 SC 2054500 VA
2225000 GA 2082950 NC 2156500 SC 2055000 VA
2226500 GA 2083000 NC 2157500 SC 2057000 VA
2227500 GA 2085500 NC 2158000 SC 2057500 VA
2314500 GA 2087500 NC 2160700 SC 2062500 VA
2327500 GA 2087570 NC 2162500 SC 2075500 VA
2331000 GA 2089000 NC 2163000 SC 3164000 VA
2345000 GA 2096500 NC
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
USGS 
Hydrologic 
Unit Code State
 
 
 After identifying and screening redundant gauge sites based on the modified 
criteria, in which there is a preference for those sites with large drainage areas and 
short records, B-GLS regression was employed to identify the best regional skewness 
model.   The same cross correlation model (developed in Section 4.4.3) used in 
Section 4.5, is used here as well.   The results from the B-GLS skew regression are 
shown below.  Table C2 contains twenty-two single parameter models plus a constant 
model.  A B-GLS regression was performed on all of the available explanatory 
variables.  Each model contains a constant term and one explanatory variable. 
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Table C2: Single parameter B-GLS skew regression models for the Southeastern U.S. 
data set (352 sites), generated using the modified redundant site algorithm.  Bayesian 
standard deviations and plausibility values, as percentages, are presented in (). 
-0.012 - 0.141 0.0039 0.145 0.0%
(0.063) (0.021)
0.002 0.002 0.139 0.0058 0.144 1.6%
(0.063) (0.001) (0.021)
(4.0%)
-0.027 -0.002 0.139 0.0056 0.144 1.4%
(0.063) (0.001) (0.021)
(2.7%)
-0.014 0.005 0.136 0.0050 0.141 3.1%
(0.063) (0.002) (0.021)
(0.42%)
-0.020 0.001 0.141 0.0056 0.146 0.1%
(0.063) (0.001) (0.021)
(16%)
-0.013 0.0001 0.141 0.0051 0.147 -0.5%
(0.063) (0.002) (0.021)
(95%)
-0.013 0.001 0.142 0.0048 0.146 -0.6%
(0.063) (0.007) (0.021)
(89%)
-0.011 -0.002 0.140 0.0053 0.145 0.5%
(0.063) (0.001) (0.021)
(28%)
-0.004 -0.006 0.141 0.0059 0.146 0.1%
(0.063) (0.002) (0.021)
(0.71%)
-0.009 -0.002 0.141 0.0051 0.146 -0.1%
(0.063) (0.002) (0.021)
(27%)
-0.005 -0.011 0.141 0.0050 0.146 -0.2%
(0.064) (0.018) (0.021)
(54%)
R
2AVPnew
Avgerage 
Sampling 
Variance2
Physiographic 
Province/ Basin 
Parameter
Piedmont
Ridge and 
Valley
Sand Hils
Southeastern 
Plains
Southern 
Coastal Plain
Southwestern 
Appaliacians
Middle 
Atlanic 
Coastal Plain
Drainage 
Area (mi2)
ConstantModel
Constant
Blue Ridge
Central 
Appalacians
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Table C2 (Continued): 
-0.011 0.005 0.141 0.0052 0.146 -0.3%
(0.063) (0.026) (0.021)
(83%)
-0.008 0.003 0.141 0.0061 0.148 -0.5%
(0.063) (0.004) (0.021)
(43%)
-0.006 -0.016 0.141 0.0050 0.146 -0.2%
(0.064) (0.029) (0.021)
(58%)
-0.007 -0.016 0.141 0.0049 0.146 -0.2%
(0.064) (0.031) (0.021)
(62%)
-0.015 0.003 0.142 0.0048 0.146 -0.6%
(0.063) (0.006) (0.021)
(59%)
-0.003 0.035 0.141 0.0059 0.147 0.0%
(0.063) (0.035) (0.021)
(32%)
-0.005 0.035 0.141 0.0059 0.147 -0.1%
(0.063) (0.033) (0.021)
(30%)
-0.010 0.004 0.140 0.0059 0.146 0.2%
(0.063) (0.006) (0.021)
(58%)
-0.016 -0.006 0.141 0.0050 0.146 -0.2%
(0.063) (0.007) (0.021)
(37%)
-0.012 0.0002 0.141 0.0053 0.147 -0.5%
(0.063) (0.002) (0.021)
(89%)
0.001 -0.104 0.141 0.0059 0.146 0.1%
(0.063) (0.058) (0.021)
(7.4%)
0.001 -0.177 0.140 0.0055 0.146 0.2%
(0.063) (0.096) (0.021)
(6.4%)
R
2Constant
Physiographic 
Province/ Basin 
Parameter 2
Avgerage 
Sampling 
Variance AVPnew
Basin shape 
factor 
Main Channel 
Slope  (ft/mi)
Average basin 
slope (%)
Main Channel 
Length (mi)
Basin 
perimeter 
length (mi)
Model
Avg 
hydrologic soil 
index 
Avg basin 
elev          
(ft, NAVD88)
Max basin 
elev          
(ft, NAVD88)
Avg ann. 
Precip. in 
basin (in)
% basin 
impervious 
surfaces
% basin 
occupied by 
forests
Avg soil 
drainage 
index
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 As shown in Table C2, none of the single parameter models significantly 
improved the model fit as compared to the constant model.  In particular, all of the 
Pseudo 2R  values were less than 4%.  In comparing Table C2 to the single parameter 
models in Table 4.10 from Section 4.5, it is clear that there are only small differences 
resulting from using the original versus the modified site selection criteria.  Focusing 
on the constant model, 2  and AVPnew are the same in both cases.  While there is only 
a slight increase of 0.0001 in the average sampling variance from the original B-GLS 
results to the B-GLS results obtained using the modified screening algorithm.  The 
regression constant did decrease from the original B-GLS result of -0.019 to the 
modified B-GLS result of -0.012, however this is small difference.  The standard 
deviation of the regression coefficient in both cases in 0.063, thus the difference in the 
regression constant is only about half a standard deviation.     
 As shown in Table C3, none of the multi-parameter models significantly 
improved the model fit as compared to the constant model.  The Pseudo 2R  values are 
still under 10% indicating that the use of several explanatory variables does not result 
in a major improvement in the fit as compared to the constant model.  Alternatively, 
the addition of explanatory variables to the model does increase the complexity of the 
model.  Thus, the constant model is again chosen as the best regional skew model. 
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Table C3: Multi-parameter B-GLS skew regression models for the Southeastern U.S. 
data set (342 sites).  Bayesian standard deviations and plausibility values, as 
percentages, are presented in parenthesis. 
-0.012 - - 0.141 0.0039 0.145 0.0%
(0.063) (0.021)
BR 0.002 0.002 - 0.139 0.0058 0.144 1.6%
(0.063) (0.001) (0.021)
(4.0%)
SH -0.014 - 0.005 0.136 0.0050 0.141 3.1%
(0.063) (0.002) (0.021)
(0.4%)
H 0.002 0.003 0.005 0.129 0.0070 0.136 6.9%
(0.063) (0.001) (0.002) (0.020)
(2.7%) (0.3%)
R
2
Constant
BRModel Constant SH 2
Avgerage 
Sampling 
Variance AVPnew
 
  
 Thus, the B-GLS regional skew regression is stable and does not depend on 
which redundant site screening criteria, or more specifically, whether the redundant 
site screening criteria has a preference to retain those sites with small drainage areas 
and long records versus those sites with large drainage areas and short records, in this 
case. 
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CHAPTER 5 
 
CONCLUSIONS 
 
5.1 Regional Hydrologic Regression Analysis 
 The research presented in this thesis develops new statistical techniques for 
estimating regional skewness coefficients to improve flood frequency analysis in the 
United States.  Flood frequency guidelines for the United States, specified in Bulletin 
17B, recommend fitting the log-Pearson Type III (LP3) distribution to the series of 
annual flood maxima, in which the third moment of the distribution, the skewness 
coefficient, is combined with a regional skewness coefficient to improve its precision.  
The research presented here extends the quasi-analytic Bayesian analysis of the 
Generalized Least Squares (GLS) regional hydrologic regression framework 
introduced by Reis et al. [2005] to more accurately and precisely estimate regional 
skewness coefficients.  Specifically, formulas derived within a Bayesian regression 
framework for the computation of estimators, standard errors, and diagnostic statistics 
are provided by Reis [2005] and Reis et al. [2005].  Diagnostic statistics used as 
criteria for model selection include the Average Variance of Prediction (AVP), as well 
as the Bayesian Plausibility Value .  The Bayesian Plausibility Value originally 
developed by Reis et al. [2005] and later expanded on by Gruber et al. [2007] takes 
the place of the traditional p-value used in classical statistics; it describes whether zero 
is a plausible value for each -parameter in a regression analysis given the prior 
distribution and the data.   Regression diagnostic statistics for Weighted Least Squares 
(WLS) and GLS analyses include pseudo Analysis of Variance (ANOVA) tables, a 
pseudo adjusted 2R , Error Variance Ratio (EVR) and Misrepresentation of the Beta 
Variance (MBV), leverage and influence, and -influence.  EVR indicates if WLS or 
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GLS analysis is likely to be needed, or if an Ordinary Least Squares (OLS) analysis 
will suffice.  Similarly, MBV indicates if a GLS analysis is needed, or if a WLS 
analysis would suffice.   The 2R  statistic describes how well the model explains the 
variability in the true dependent variable, while the pseudo ANOVA table describes 
how much of the variation in the observations can be attributed to the model, and how 
much to the model error and sampling error.  Finally, the leverage and influence 
metrics identify and consider the impact of any unusual observations on the models.  
Those metrics, as well as the newly developed σ-influence introduced by Gruber et al. 
[2007], allow for a comprehensive examination of the models developed from the B-
GLS regression framework.  
 
5.2 United States Flood Flow Frequency Procedures and Regional Skew 
Currently, Bulletin 17B allows for regional skew values to be obtained from 
the skew map included with the Bulletin. As it is over 30 years old, the regional skew 
values from the Bulletin 17B skew map do not reflect annual maximum data acquired 
since 1976.  This increase in available data, along with advances in computing power 
to support the Bayesian GLS regional hydrologic regression framework, allow for a 
much more precise estimate of the regional skewness coefficient for use in flood 
frequency analysis. 
The recommended technique to perform flood frequency analyses, as described 
in Bulletin 17B, is to fit a log-Pearson Type III (LP3) distribution to the series of 
annual maximums.  The third moment of the LP3 distribution is the skewness 
coefficient, which is very sensitive to extreme events, such as large floods.  Thus, an 
accurate estimate of the skewness coefficient is important in flood frequency analysis 
because the majority of the interest is focused on the large flood events.  However, 
short record lengths at gauged sites make a regional estimate of skew extremely 
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valuable in determining flood frequency estimates.  Thus, the research documented 
here focuses on advancing a procedure to develop regional skewness estimators for 
flood frequency analysis using a Bayesian Generalized Least Squares (B-GLS) 
regression framework. 
Two examples of regionalization of the log-space skew illustrate use of the 
methodology and compare the results obtained from OLS, WLS, and GLS analyses 
using both Bayesian and method of moments estimation techniques.  The OLS 
analysis provides misleading results because it does not make a distinction between 
the variance due to the model error and the variance due to time sampling error.  GLS 
is the best framework because the cross-correlation of the skews, which is neglected 
by WLS, proves to be important.  These examples demonstrate that the model error 
variance for regional skew models is on the order of 0.15 or less.   Leverage, influence 
and -influence statistics are very useful in identifying stations that actually did have a 
significant impact on the analysis. 
 The regional regression framework developed by Reis et al. [2005], along with 
the regression diagnostic statistics discussed in Chapter 2, are used to develop a 
regional skewness estimator for the Southeastern United States, nominally Georgia, 
North Carolina, and South Carolina.  Criteria are adopted to identify redundant 
watersheds, those pairs of basins whose drainage areas are nested and of similar size, 
and thus cannot be considered independent hydrologic experiences.  As discussed in 
Chapter 4, Normalized Distance (ND) is used to determine the likelihood that two 
drainage basins are nested, while the Drainage Area Ratio (DAR) is used to determine 
if two nested basins are sufficiently similar in size that they are essentially or are at 
least in large part the same watershed for the purposes of developing a regional 
hydrologic model.  Although there are times when the combination of normalized 
distance and drainage area ratio will incorrectly identify distinct basins as redundant, it 
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appears that ND < 0.5 combined with a DAR threshold can successfully be used as a 
screening metric to identify redundant basins which represent the same hydrologic 
experience. 
 The Southeastern U.S. regional skewness study also provided an improved 
model for the estimation of cross-correlations of annual peaks using the Fisher Z 
transformation and an exponential transformation of the distance between basin 
centroids.   In order to create a model with normal errors to describe the cross-
correlations of annual peaks, the cross-correlation needs to be mapped into the whole 
real space [-∞,+∞] to match the use of an unbounded normal-error model.  The Fisher 
Z transformation maps the sample correlation that is restricted on [-1,+1] to [-∞,+∞].   
In Reis et al.[2005] and Tasker and Stedinger [1989], the inter-site correlation 
coefficient between concurrent flows ρ(dij) is modeled solely as a function of  the 
distances between two site gauges.  The gauges for each basin are located at the outlet 
of the basin, while the centroid is the geographical center of each basin.  Thus, using 
the distance between basin centroids presents a better representation of the proximity 
and similarities of any basin pair.  After redundant sites have been removed, the 
results of the Southeastern U.S. cross-correlation models show that the distance 
between basin centroids and the exponential transformation provide a great model fit 
( 2R = 83%). 
 Based upon a B-GLS analysis of the selected 342 stations, a constant 
generalized regional skew model is selected for the Southeastern U.S. Region 
described by the equation: ˆ 0.019   , with MSE = 0.14.  More complicated models 
are evaluated, but result in very modest improvements in accuracy.  Thus, they do not 
seem justified in view of their increased complexity.  The constant model with a MSE 
of 0.14 is a definite improvement over the Bulletin 17B skew map which reported a 
MSE of 0.302.  Much of this improvement occurs because the GLS analysis correctly 
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reflects both the difference between the sampling error in at-site skew coefficient 
estimators and the precision of the regional model. 
 The sensitivity analysis for the B-GLS Southeastern U.S. skew analysis 
demonstrates how diagnostic statistics, and particularly leverage, can help in model 
selection.  In cases where the data set has insufficient information to resolve the 
importance of a proposed independent variable in the regression, very large leverage 
statistics are observed.  In particular, in the 342 site analysis, a proposed 
physiographic province whose affect is described by just three sites has leverage 
values between 30 and 45 times the threshold for large leverage.  This example shows 
how leverage statistics can identify potentially unusual observations, which are 
overlooked when a data set is first organized.   
 The goal of the Southeastern U.S. study is to apply the improved 
regionalization methods to the estimation of a regional skewness coefficient, which is 
valuable in developing better estimates of flood frequency.  Thus, the Southeastern 
U.S. data is used to compare flood frequency estimates using B-GLS regional skew to 
estimates using the Bulletin 17B regional skew.  As is demonstrated in Chapter 4, the 
B-GLS regional skew estimation technique will allow for the regional skew to be 
weighted more heavily as it has a smaller MSE than the MSE provided by the regional 
skew from the Bulletin 17B skew map.  Thus, the B-GLS regional skew method will 
lead to more accurate flood frequency estimation.  The research presented in this 
thesis furthers the quasi-analytic Bayesian analysis of the Generalized Least Squares 
(GLS) regional hydrologic regression framework introduced by Reis et al. [2005] to 
more accurately and precisely estimate regional skewness coefficients.    Examples are 
provided that illustrate both the performance of the B-GLS analysis in the estimation 
of regional skewness coefficients, and the value of the diagnostic statistics that have 
been developed.  
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5.3 Future Work 
 Future work will focus on developing improved cross-correlation models, as 
well as, enhanced screening procedures for redundant site pairs.   The cross-
correlation analysis presented in this thesis uses an OLS procedure.  However, this 
framework neglects the variation and cross-correlation of the variances of the different 
residuals.  Thus, the cross-correlation analysis can be improved by implementing both 
WLS and GLS procedures.   
 Currently, the screening metrics used to determine redundant site pairs relies 
solely on the distance between basin centroids and the basin drainage area.  However, 
by employing estimates of the main channel length and width, as well as the distance 
between basin centroids and the basin drainage area, an improved understanding of 
basin geometry can be developed.  This improved geometry can then be used to more 
accurately screen for redundant site pairs.  These new techniques are expected to be 
tested on regional skew estimation studies in both California and Iowa, as well as in a 
nationwide study. 
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